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ABSTRAKT
Bakalářská práce se zabývá zabezpečením počítačových sítí pomocí směrovačů a přepí-
načů. Záměrně nejsou využita žádná bezpečnostní zařízení, jako firewally a sondy IDS,
IPS. Cílem je předvést zabezpečení privátní sítě směrovačem ve funkci firewallu a snížit
tak náklady na IT infrastrukturu. V teoretické části nejdříve rozebírá, proč zabezpečení
sítě potřebujeme a zaměřuje se na problémy síťové bezpečnosti. Práce také popisuje
základní typy síťových útoků a síťových hrozeb. Dále zmiňuje hlavní bezpečnostní tech-
nologie a protokoly, využívané k zabezpečení sítí. V praktické části je vytvořena topo-
logie sítě středního rozsahu, simulující oblast středně velké firmy. Dále je předvedena
konfigurace směrovacího protokolu EIGRP, bezpečné VLAN a přístupových listů ACL.
U směrovačů je nakonfigurován protokol PPP, SSH, technologie AAA a překlad síťových
adres NAT. Pro přepínače nastavíme bezpečnostní funkce jako Port Security, IP Source
Guard, Dynamic ARP Inspection, PortFast a BPDU Guard. Součástí práce jsou dvě labo-
ratorní úlohy, zaměřené na zabezpečení sítě pomocí směrovačů a přepínačů. Úlohy jsou
vytvořeny v nástroji Activity Wizard programu Cisco Packet Tracer.
KLÍČOVÁ SLOVA
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čení sítě.
ABSTRACT
This bachelor’s thesis deals with the security of computer networks using routers and
switches. Intentionally we don’t use any security devices, such as firewalls and sensors
IDS, IPS. The aim is to demonstrate the security of a private network by router, which has
the firewall function, to reduce the cost of the IT infrastructure. In the theoretical part
discusses why we need network security and focuses on network security problems. The
thesis also describes the basic types of network attacks and network threats. Subsequently
we focus on main security technologies and protocols that are used for networks security.
In the practical part a medium-sized network topology which simulates a medium-sized
company area is created. Further we configure EIGRP routing protocol, security VLAN
and Access Control List. We also set up protocol PPP, Secure Shell, AAA technology and
Network Address Translation for routers. After that we set up some security function for
switches, such as Port Security, IP Source Guard, Dynamic ARP Inspection, PortFast and
BPDU Guard. The thesis includes two labarotory exercises, which focus on the security
networks using routers and switches. Exercises are created by the tool Activity Wizard
in the program Cisco Packet Tracer.
KEYWORDS
Configuration, protocol, switch, commands, network attacks, router, technology, network
security.
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ÚVOD
Bakalářská práce se zabývá návrhem zabezpečené sítě, simulující síť firmy středního
rozsahu, sestavené z běžných síťových zařízení, to je směrovač (router) a přepínač
(switch). Zaměříme se především na možnosti těchto zařízení ohledně bezpečnost-
ních technologií i protokolů, a poté na jejich následné správné nastavení a konkrétní
implementaci v simulované síti. K tomu budeme využívat síťová zařízení od firmy
Cisco Systems a k návrhu topologie sítě i tvorbě konfigurace využijeme simulační
program Cisco Packet Tracer verze 6.3.0.0009 (Copyright Cisco 2015 EULA). Jedná
se o plnou verzi programu, která je pro studenty Cisco akademie (Cisco Networ-
king Academy) dostupná na stránkách akademie 1. Všechna dále zmíněná omezení
a nefunkční příkazy se tedy vztahují pouze k této verzi.
Tato práce je rozdělena do sedmi kapitol, v nichž bude nejprve vysvětleno, proč
se vůbec zaobírat otázkou bezpečnosti sítě a z jakého důvodu vznikají bezpečnostní
problémy. Podíváme se na kategorie síťových hrozeb a následně budou představeny
základní typy útoků na směrovače i přepínače, jejich projevy a cíle. V další kapi-
tole si ukážeme různé bezpečnostní technologie a krátce představíme základní sí-
ťová zařízení. Dále se zaměříme na definování zásad zabezpečení a vysvětlení pojmu
bezpečnostní politika. Kapitola třetí se již zaobírá samotným návrhem sítě střed-
ního rozsahu a jejího důkladného zabezpečení. Součástí je vytvoření topologie sítě,
výpočet adresního prostoru a základní konfigurace síťových i koncových zařízení.
V simulované síti je dále nakonfigurován směrovací protokol EIGRP s autentizací,
vytvořeny zabezpečené VLAN, zprovozněn DHCP i Syslog server a neopomenutel-
nou částí je konfigurace přístupových listů. Čtvrtá kapitola se zabývá zabezpečením
směrovačů, především hraničního (edge) směrovače. Spojení mezi směrovači v pri-
vátní síti probíhá přes protokol PPP s autentizací a hraniční směrovač využívá tech-
nologii překladu síťových adres. Přístup k těmto zařízením je chráněn protokolem
AAA s využitím TACACS+ serveru a virtuální linky jsou zabezpečeny protokolem
SSH. Na toto téma přímo navazuje pátá kapitola, která se zabývá zabezpečením pře-
pínačů. Je zde využita spousta bezpečnostních funkcí jako Port Security, IP Source
Guard, Dynamic ARP Inspection, PortFast a BPDU Guard. Součástí kapitoly je
také konfigurace VTP a NTP serveru. V šesté kapitole jsou zmíněny další příkazy
související s bezpečností, především příkazy podporující zabezpečení přístupu k zaří-
zení. Jsou zde popsány nevyužívané služby a proces CLI AutoSecure. Poslední, tedy
sedmou kapitolou, uzavíráme bakalářskou práci návrhem dvou laboratorních úloh
pro zabezpečení privátní sítě pomocí směrovačů a přepínačů. Úlohy jsou zpracovány
v nástroji Activity Wizard a vychází z výsledků celé práce.
1Oficiální webové stránky Cisco Networking Academy jsou https://www.netacad.com/
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1 ÚVOD DO ZABEZPEČENÍ SÍTÍ
Tato kapitola se zabývá otázkou zabezpečení sítě, důvodem vzniku bezpečnostních
problémů a typem potenciálních hrozeb. Nejdříve rozebírá, proč vůbec zabezpečení
sítě potřebujeme, zaměřuje se na problémy síťové bezpečnosti a rozebírá jejich hlavní
důvody. Dále nám představí čtyři kategorie síťových hrozeb a také nejčastější typy
útoků, kterým jsou vystaveny všechny domácí a firemní sítě, zejména útoky na smě-
rovače, přepínače a jiná síťová zařízení. Poté nám ukáže klasický průběh těchto
síťových útoků a zároveň podá přehled základních kroků útočníka.
1.1 Proč potřebujeme zabezpečení sítě
Majitelé malých, středních i velkých firem ví, že bez přístupu k internetové síti nejsou
v dnešní konkurenci schopni přežít, protože by jim chyběly základní výhody, které
jim internet nabízí a jsou dnes pro všechny téměř jistou věcí. Mluvíme například
o webových stránkách, reklamách, e-shopech atd. Spotřebitelé a koncoví uživatelé
zase především požadují bezpečné elektronické transakce a bezpečnou komunikaci
v síti. Dá se říct, že s internetem máme neomezené možnosti, ale ne všichni jeho
uživatelé ho chtějí využívat jen pro dobré účely. Jsou tu i takový, kteří naopak
využívají slabou stránku internetových sítí a to je jejich špatné zabezpečení. Bohužel
Internet byl ve svém počátku stavěn v úplně jiné myšlence. Šlo především o otevřené








































Obr. 1.1: Počet uživatelů Internetu na celém světě. Překresleno dle [1].
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V současné době se Internet skládá z velkého množství sítí, propojených bez
hranic. Jakákoli z těchto sítí je přístupná z libovolného počítače na světě, a proto
potenciálně zranitelná. Z tohoto důvodu se rozšířila potřeba zabezpečit internetové
sítě, což vedlo k obrovskému nárůstu zařízení, technologií a lidí starající se o síťovou
bezpečnost.
Pro naši konkrétní síť je velmi důležité vybrat takové zabezpečení, které nejlépe
vyhovuje podmínkám naší sítě, jak domácí, tak firemní. V dnešní době, kdy je na
trhu značné množství bezpečnostních technologií a produktů, se tento úkol může
zdát jednoduchý. Naopak však kvůli tomuto množství různých variant a voleb je
potřeba mít alespoň základní znalosti o bezpečné počítačové síti, vybrat tak nejlepší
možnou kombinaci bezpečnostních prvků a poté je správně konfigurovat [2].
1.2 Proč vznikají bezpečnostní problémy
Téměř veškeré domácnosti i firmy mají přístup k síti Internet, což znamená pro bez-
pečnost jisté problémy a rizika. Počítače a síťové zařízení použité pro přístup k Inter-
netu mohou být chybně konfigurována nebo nevhodně využita, díky čemuž vznikají
v síti slabá místa 1, které nyní blíže specifikujeme.
Existují nejméně tři hlavní důvody pro vznik bezpečnostních problémů:
• Slabá místa v technologiích – Většina síťových zařízení a technologií mají
v sobě zranitelná místa, často nazývané jako „díry“, které mohou být zneu-
žity různými útočníky. Tyto nedostatky jsou v široké míře zveřejněné a lehce
vyhledatelné, protože jsou často spojeny s určitým typem produktu. Jedná
se především o slabá místa v protokolu, v operačních systémech a v síťovém
vybavení.
• Slabá místa v konfiguraci – Mnohé ze síťových zařízení mají výchozí nasta-
vení, které klade důraz na snadnou instalaci nebo na vysoký výkon, bez ohledu
na bezpečnostní otázku. Chybně konfigurované technologie můžou způsobit
vážné problémy. Zde máme na mysli například neefektivní seznamy řízení pří-
stupu, nepotřebné porty, výchozí nebo chybějící hesla, slabé nebo nechráněné
vzdálené přístupy.
• Slabá místa v zásadách – Jedná se o nesprávně definované zásady zabez-
pečení (bezpečnostní politika), které neúmyslně vedou k ohrožení bezpečnosti
systému sítě. Jsou jedním z největších prohřešků administrátorů, avšak jsou
velice často přehlížena. Blíže si toto téma vysvětlíme v kapitole 2.3.
1Mnoho dalších informací o slabých a zranitelných místech systémů lze najít na www.cert.org
12
Někteří lidé s nadšením vyhledávají tyto zranitelná místa v síti a snaží se je využít
pro vytváření různých útoků a bezpečnostních hrozeb [2] [3].
1.3 Typy síťových hrozeb
Ve snaze lepšího porozumění a efektivnější obrany, byly síťové hrozby rozděleny do
čtyř kategorií [4] [5]:
• Nestrukturované hrozby – Přichází nejčastěji od nezkušených hackerů. In-
ternet má mnoho míst, kde si můžou vybrat běžně dostupné nástroje jako
např. viry, červy, trojské koně, různé skripty, lamače hesel atd. Ačkoliv mohou
být spuštěny bez zlých úmyslů, za účelem otestování nebo nevědomě, často
způsobují velké škody. Pro příklad můžeme uvést nestrukturovaný útok zasa-
hující e-mailovou schránku, která poté rozesílá kopii každému z e-mailového
adresáře a dokáže tak oběhnout celou zeměkouli během několika hodin, což
způsobuje problémy sítí a jednotlivců po celém světě. I když původní záměr
mohl být více bezohledný než nebezpečný, výsledkem může být ztráta přístupu
uživatelů, ztráta dobrého jména atd.
• Strukturované hrozby – Jsou většinou prováděny hackery, kteří mají vyšší
motivaci a především vyšší technické dovednosti. Může se jednat o jednot-
livce, ale i o organizované skupiny. Útočníci mají znalosti o síťových modelech,
bezpečnosti, přístupových metodách, hacking nástrojích a mají schopnost vy-
tvářet skripty a aplikace pro podporu jejich cílů. Zde se již nejedná o zvě-
davost, naopak motivací bývá chamtivost, politika, extremismus, vymáhání
práv atd. Cílem těchto útoků pak můžou být veřejně prospěšné služby, veřejná
bezpečnost, dopravní systémy, finanční systémy aj., které jsou řízeny velkým
množstvím datových systémů, z nichž každý je nějak zranitelný. Často také
bývají tito hackeři najímaní organizovaným zločinem pro podvody a krádeže.
• Interní hrozby – Pocházejí od jednotlivců, kteří mají nebo měli oprávnění
k přístupu do sítě. Může se jednat o nespokojeného zaměstnance, jehož pří-
stup je stále aktivní, nebo také o vypovězeného zaměstnance, který si před
odchodem vytvořil zadní vrátka právě pro tyto účely. Vnitřní útoky jsou vý-
razné jak v počtu, tak i ve velikosti ztrát. S přístupem k správným systémům
může důvěryhodný zaměstnanec ničit nic netušící organizaci. Tento typ síťové
hrozby je velmi těžce vyhledatelný a často se nepodaří odhalit útočníka.
• Externí hrozby – Jsou to hrozby přicházející ze strany jedinců nebo skupin,
kteří jsou mimo napadenou organizaci, a nemají autorizovaný přístup k počí-
tačovým systémům nebo sítím. Útok nejčastěji probíhá z Internetu.
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1.4 Typy síťových útoků
Nyní se podíváme na nejčastější síťové útoky a stručně je definujeme. Blíže se za-
měříme na útoky proti směrovačům a přepínačům, neboť v kapitole o zabezpečení
těchto dvou základních síťových prvků budeme vytvářet konfiguraci k obraně těchto
útoků.
Útoky zaměřené na směrovače:
• Packet mistreating attack – U tohoto typu je útočníkem do směrovače im-
plementován škodlivý kód. Směrovač tak nemůže zpracovat svůj vlastní smě-
rovací proces a začne špatně zacházet s pakety. Můžeme říct, že napadený
směrovač není schopen řádně zpracovávat pakety a poté vytváří smyčky, ode-
pření služeb, zahlcení sítě aj. Tento útok je velmi obtížné detekovat [6].
• Routing table poisoning – Směrovače používají směrovací tabulku k ro-
zesílání paketů v síti. Směrovací tabulka je tvořena prostřednictvím výměny
informací o směrování mezi směrovači a obsahuje zjednodušený obraz topologie
sítě, dle které systém rozhoduje, jak zpracovat přijatý nebo odesílaný paket.
Útočník provede nežádoucí změnu ve směrovací tabulce a může tak způsobit
vážné poškození v sítí, protože směrovač pracuje se špatnou informací ve své
vlastní směrovací tabulce [6].
• Hit-and-Run Attack – Také nazýván jako testovací útok. Útočník posílá
škodlivé pakety do směrovače a zjišťuje, zda je síť přístupná a funkční. Pokud
ano, útočník posílá v náhodných intervalech další škodlivé pakety za účelem
poškození směrovače. Tento typ útoku je složité identifikovat a může způsobit
vážné poškození funkce směrovače [6].
Útoky zaměřené na přepínače:
• MAC address flooding (Útok přes záplavu MAC adres) – Útočník po-
sílá na přepínač velké množství rámců s falešnými zdrojovými MAC adresami.
Přepínač si v paměti sestavuje tabulku portů a MAC adres (Content Add-
ressable Memory – CAM tabulka). Tato tabulka je velikostně omezena, čehož
útočník využívá a zaplaví cílový přepínač, který poté již nedokáže ukládat nové
záznamy do své CAM tabulky (MAC adresy skutečných stanic mohou být na-
hrazeny neplatnými adresami) a začne se chovat jako rozbočovač (viz kap. 2.2).
V tomto stavu přepínač vysílá všechny přijaté pakety na každý port v dané
síti mimo příchozího. Důsledkem toho je, že útočníkova stanice může vidět
data, které nejsou určeny přímo jí. Dochází také ke zvýšení celkového provozu
a k vysokému vytížení přepínače [7] [8].
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• ARP spoofing / poisoning – Tento útok využívá protokol ARP (Address
Resolution Protocol), který v sobě nemá zabudovaný žádný bezpečnostní ani
ověřovací mechanismus. Protokol ARP se v počítačových sítích používá k pře-
kladu síťové IP adresy na fyzickou MAC adresu. Uzel potřebuje pro adresaci
na linkové vrstvě znát MAC adresy jiných uzlů, ovšem většinou zná pouze
IP adresy. Na základě znalosti určité IP adresy vyšle uzel dotaz ARP request
na broadcast adresu lokální sítě a čeká na odpověď. Aktivní uzel, kterému patří
daná IP adresa, odpovídá paketem ARP response, kde uloží svou MAC ad-
resu. Aby tento proces zjišťování MAC adresy nemusel uzel provádět při po-
sílání každého paketu, ukládá si záznamy do ARP cache (tabulky), obsahu-
jící IP adresy uzlů a k nim přiřazené jejich MAC adresy. Problém nastává,
jakmile útočník podvrhne odpověď ARP response. To vede k propojení útoč-
níkovy MAC adresy s IP adresou právoplatného počítače nebo serveru v síti.
V tu chvíli útočník začne přijímat všechna data, která jsou určena pro danou
IP adresu. To mu umožňuje zachytit, změnit nebo dokonce zastavit data v pro-
vozu. Další nevýhodou protokolu ARP je, že uzly přijímají odpověď ARP re-
sponse i v případě, že neodeslaly žádný dotaz ARP request. Lehce tak můžeme
manipulovat s ARP tabulkou na libovolných uzlech. Často se tato metoda vy-
užívá pro útok typu Man-in-the-Middle (viz níže). Tyto útoky můžou nastat
pouze v lokální síti využívající ARP protokol [9] [10].
• VLAN hopping – Útočník se snaží dostat k provozu, který se nachází na
jiné VLAN, kam nemá právoplatný přístup. Existují dvě metody využívající
VLAN hopping. Switch spoofing využívá tzv. tagování protokolem IEEE
802.1Q, což je značkování rámců (rozšíření hlavičky rámce o 4B informaci tý-
kající se VLAN) a probíhá na portu, kterému se říká trunk port. Útok probíhá
buď přes tento trunk port nebo skrz protokol DTP (Dynamic Trunking Proto-
col), protože oba umožňují značkování provozu různými VLAN identifikátory.
Odchozím rámcům z jiné VLAN přidává útočník do hlavičky identifikátor své
VLAN. Napadený přepínač identifikuje tyto rámce jako zdrojové z jiného pře-
pínače a předává je do VLAN útočníka. Při Double tagging útočník odesílá
rámce s dvěma přidanými VLAN tagy v záhlaví každého rámce (viz obr. 1.2).
Je-li útočník připojen k trunk portu, první tag se shoduje s nativní VLAN.
Druhý tag identifikuje VLAN, na kterou chce útočník přeposlat rámce. Jakmile
přepínač příjme tyto upravené rámce, odstraní první tag a předá rámce k sou-
sednímu přepínači, který používá stejnou nativní VLAN. Protože druhý tag
nebyl prvním přepínačem odstraněn, druhý přepínač přijímá rámce a vidí zbý-











Obr. 1.2: Průběh útoku Double tagging. Překresleno dle [11].
Další útoky na síťová zařízení a komunikační provoz:
• Denial of Service (DoS, Odepření služeb) – Při tomto útoku hacker za-
plaví různými žádostmi směrovače nebo jiná síťová zařízení. Tím může systém
oběti dostat do poruchového stavu a odepřít tak služby ostatním. Při zasílání
většího množství paketů dojde k tomu, že směrovač není schopen zpracová-
vat provoz, a jakmile nedokáže zpracovávat provoz, není schopen poskytovat
služby v síti. Může tak dojít k pádu celé sítě, e-mailu, webových stránek, což
může ovlivnit každodenní činnost organizace. Ačkoli útok DoS obvykle nemá
za následek odcizení informací nebo citlivých dat, cílovou osobu nebo společ-
nost to může stát velké množství času a peněz [6].
• Distributed Denial of Service (DDoS, Distribuované odepření slu-
žeb) – Tento typ je velmi podobný útoku DoS, v tom rozdílu, že při útoku
DDoS se používá k zasažení cíle určitý počet přístrojů. Těmto přístrojům, které
byly napadeny a jsou ovládány útočníky, říkáme „zombies“ nebo „bots“. Přes
tyto počítače posílají hackeři skrytými komunikačními kanály příkazy a při-
pravují tak rozlehlé koordinované útoky. Máme více typů těchto útoků, z nichž
některé mají prostý záměr, jako poslání obrovského proudu dat k zaplavení sí-
ťových spojení na serveru. Naopak jiné, důmyslnější, pak používají důkladně
pozměněné pakety k vyčerpání kritických zdrojů s cílem zabránit právoplat-
ným uživatelům v připojení k serveru [12]. Ve většině případů je velmi složité
odhalit útočníka od běžného uživatele, jelikož útok přichází od mnoha počítačů
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Obr. 1.3: Typický průběh DDoS útoku. Překresleno dle [13].
Útoky typu DoS a DDoS mohou mít celou řadu podob a některé z nich si nyní
ukážeme [12] [14].
– SYN flood (Útok se záplavou paketů SYN) – Odesílání požadavků
o TCP spojení rychleji, než je cílový server schopen zpracovávat. Útoč-
ník opakovaně odesílá pakety SYN na každý port cílového serveru, často
s použitím falešné IP adresy. Server, neuvědomující si útok, přijímá více
žádostí o navázání spojení a reaguje na každý pokus paketem SYN-ACK
z každého otevřeného portu. Server poté nějakou dobu čeká na potvrzení
svého SYN-ACK paketu, ovšem útočník mu očekávaný paket ACK nikdy
neodešle. Během této doby server nemůže uzavřít spojení zasláním FIN
nebo RST paketu a spojení zůstávají otevřená. Před vypršením časového
limitu je server zahlcen dalšími pakety SYN, což ponechává stále větší
počet spojení polootevřená, proto jsou tyto útoky často označovány jako
„half-open attack“. Dochází tak k obsazení procesoru, paměti a síťového
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rozhraní, kdy systém již nedokáže obsluhovat právoplatné požadavky spo-
jení. Jedná se o jeden z nejstarších a nejběžnějších DoS útoků historie [15].
– ICMP flood (Útok se záplavou paketů ICMP) – Jde o jednodu-
chý útok, kdy útočník zaplaví server dotazy ICMP Echo Request (ping).
Odesílání těchto paketů probíhá v rychlém sledu a bez čekání na odpo-
věď. Server se pokouší odpovědět na každý dotaz paketem ICMP Echo
Reply. Tím se zaplní příchozí i odchozí šířka pásma, což má za násle-
dek vyčerpání prostředků systému a nelze tak zpracovávat běžný síťový
provoz [16].
– UDP flood (Útok se záplavou paketů UDP) – Tento útok je velmi
podobný záplavě paketů ICMP. Opět zde dochází k výraznému celkovému
zpomalení cílového systému, který tak nedokáže zpracovávat normální
spojení. Především se jedná o záplavu paketů na portu 53, který zajišťuje
službu DNS [16].
– Land attack (Pozemní útok) – Kombinace útoku se záplavou paketů
SYN a falšování IP adresy. Útočník zasílá falešné SYN pakety, jejichž
zdrojová a cílová IP adresa je totožná se skutečnou IP adresou napade-
ného serveru. Server odpovídá vysláním SYN-ACK paketu sobě samému
a dochází tak k vytvoření prázdného spojení, které trvá až do vypršení
časového limitu. Velké množství těchto prázdných spojení může vyvolat
zahlcení systému a následné odepření služeb (DoS).
– Ping of Death (Smrtelný ping) – Využívá chyby v implementaci pro-
tokolu TCP/IP, kde maximální velikost paketu je 65535 bajtů a některé
počítačové systémy neumí zpracovat ping větší než je tato hodnota. Útoč-
ník tak do sítě pošle nadměrně velký paket, který je na linkové (spojové)
vrstvě fragmentován na povolenou velikost. Jakmile ho ovšem cílový sys-
tém defragmentuje, dochází k přetečení vyrovnávací paměti a tím i k pádu
celého systému. Jedná se o starší typ útoku, v dnešní době jsou již sys-
témy proti těmto chybným paketům odolné [12] [16].
– Teardrop attack – Jedním z údajů hlavičky IP paketu je offset (re-
lativní adresa), který označuje startovní pozici dat obsažených ve frag-
mentovaném paketu vzhledem k datům obsaženým v původním paketu.
V tomto případě jsou offsety nastavené takovým způsobem, aby se data
překrývala a nebylo tak možné zrekonstruovat původní paket. Při pokusu
defragmentovat tyto pakety se zahltí vyrovnávací paměť (buffer) a může
tak způsobit zhroucení celého systému. Opět jde o jeden ze starších typů
síťového útoku.
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– Smurf attack – Využívá možnost odesílání paketů ICMP Echo Request
(ping), obsahujících podvrženou zdrojovou IP adresu oběti, na broadcas-
tovou IP adresu sítě. Tím se docílí toho, že všechny hostitelské systémy
v síti odešlou pakety s odpovědí ICMP Echo Reply na falešnou adresu
oběti. Útok se násobí počtem hostitelů zneužité sítě, což vyvolá obrovské
množství paketů s odpověďmi směřujících k oběti, dojde tak k zablokování
dostupné šířky pásma a napadený systém může být vyřazen z provozu [2].
• Packet sniffing (Odposlech paketů) – Jedná se o pasivní softwarovou me-
todu útoku. Karta síťového rozhraní je z normálního (defaultního) režimu, kdy
naslouchá pouze paketům určeným pro ni, přepnuta do speciálního promisku-
itního režimu. Tato změna se provede pomocí úpravy nastavení nebo změnou
ovladače. V promiskuitním režimu má pak útočník možnost odposlouchávat
veškerou komunikaci či ukládat a číst všechna příchozí data. I přesto že se
jedná o pasivní metodu, jde o vážné narušení bezpečnosti a může mít za ná-
sledek další síťové útoky [17].
• Port scan attack (Prohledávání portů) – Tento typ často předchází zde
popsaným útokům. Jde o posílání paketů s různými čísly portů a získání tak
informací o vzdáleném zařízení a jeho portech (zda jsou otevřené či zavřené).
Na základě těchto informací o dostupnosti služeb se může útočník rozhodnout,
který typ útoku bude na toto zařízení nejvhodnější a nejúčinnější. Je důležité
si uvědomit, že prohledávání portů bez zlých úmyslů není síťovým útokem [14].
• Brute force attack (Útok hrubou silou) – Útočník často využívá vysoce
výkonné zařízení, které generuje velké množství různých kombinací ze znaků
abecedy, čísel, dalších znaků, anebo ze slovníku možných hesel. Poté posílá
opakovaně dotazy na server či počítač, kde tyto kombinace zkouší. Snahou
útočníka je uhodnutí hesla uživatele a tím získání přístupu do různých systémů
nebo účtů. Může se také jednat o pokus rozluštění šifry, uživatelského jména,
osobního identifikačního čísla (PIN) atd. Dle statistik je jeden ze čtyř síťových
útoků právě útok hrubou silou [18].
• Address spoofing (Falšování IP adres) – Tento útok využívá IP protokolu
pracujícího s IP datagramy, v jejichž hlavičce se nachází zdrojová a cílová
adresa. Zdrojová adresa identifikuje odesílatele datagramu. Útočník pomocí
falešné adresace změní svoji zdrojovou adresu datagramu, která nemá přístup
do určité sítě, na zdrojovou adresu, která má právoplatný přístup do této
sítě. Útočník se tak vydává za oprávněného uživatele, kdy má možnost zjistit
informace o jiných uživatelích sítě, jejich účtech a heslech, může měnit nebo
vytvářet konfigurace aj. Jde o jeden z nejčastěji používaných typů útoku [19].
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• Man-in-the-middle attack (MITM) – Jedná se o typ útoku, kdy se mezi
dvěma koncovými uzly nachází útočník, který aktivně monitoruje jejich komu-
nikaci. Útočník často dokáže změnit směrování tak, aby provoz mezi dvěma
stranami procházel přímo přes něj, vydává se za obě tyto strany a získává
tak přístup k informacím, které si navzájem posílají, aniž by věděly o jeho
existenci. To umožňuje útočníkovi zachytit, změnit, odeslat a přijímat data
určená pro někoho jiného, popřípadě je neodeslat vůbec. Získané informace
může útočník použít ke zcizení identity a jiným podvodům. Útok MITM patří
mezi nejznámější a nejčastější síťové problémy, protože se dá snadno použít na








Obr. 1.4: Útok Man-in-the-middle (MITM). Překresleno dle [22].
Tento přehled v žádném případě nemůžeme považovat za konečný, protože nové
útoky přibývají opravdu každým dnem. Jde tedy jen o výpis nejtypičtějších síťových
útoků a stručný popis ke každému z nich. Nicméně k zajištění bezpečnosti počítačové
sítě je důležité vědět s jakými útoky a metodami se můžeme setkat.
1.5 Průběh obecného kybernetického útoku
Nyní si ukážeme typický průběh celého útoku. Názory na toto téma se různě liší
a záleží především na subjektivním dojmu každého z nás. Proto budu v této ka-
pitole vycházet především z knihy Zabezpečení počítačových sítí bez předchozích
znalostí [14] a také z knihy Hacking [23], kde se mi popis průběhu síťového útoku
líbil nejvíce.
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Jak vidíme z výše popsaných typů útoků v kap. 1.4, může útočník napadnout
systém či zařízení a získat tak přístup k určitým informacím mnoha různými způ-
soby. Tímto napadeným zařízením může být jakákoliv počítačová síť, jak domácí
tak i podniková, ovšem nezávisle na druhu sítě prakticky vždy útočník provádí tyto
po sobě jdoucí základní kroky:
• Sledování a soupis prostředí – Každý útočník ví, že realizovat útok bez
jistých znalostí o síti, kterou hodlá napadnout, by nemělo příliš velké šance
na úspěch. Je tedy důležité si nejprve zjistit, s jakým typem sítě se setkává,
jaké síťové zařízení tato síť obsahuje, jaké internetové připojení využívá, jaké
služby poskytuje aj. Tato obhlídka neboli sledování může být buď pasivní nebo
aktivní, cíl je však stejný, a to zjistit co nejvíce informací o dané síti, aniž
by si toho někdo všiml. Používá se k tomu různých nástrojů (whois, nmap,
WhatRoute, TigerSuite atd.), kterých na Internetu najdeme spousty. Ze všech
takto zjištěných informací si útočník vytvoří jednoduchou mapu sítě, na zá-
kladě které se rozhoduje, jaké další nástroje a metody použije.
Zároveň si musí uvědomit, že jeho další kroky můžou být zaznamenávané
v systémových protokolech. Po zodpovězení si veškerých otázek ohledně rizik
s útokem spojeným, může začít s identifikací otevřených portů a naslouchají-
cích služeb, z čehož následně určí zranitelná místa cílového systému. Dle nich
si útočník vybírá nejsnazší cestu dovnitř sítě.
Poté je na řadě soupis prostředí, kdy zjišťuje různé informace o legitimních
účtech uživatelů a skupin, sdílených složkách, aplikacích aj. V každém operač-
ním systému (Windows, OS X, Linux, Novell) je přístup k těmto informacím
odlišný. Rozdíl od sledování či obhlídky spočívá v tom, že při soupisu prostředí
útočník posílá přímé požadavky na spojení a snaží se tak vytvořit aktivní sí-
ťová spojení s určitými systémy. To znamená, že takto napadený systém již
musí zaznamenat tyto pokusy a jistým způsobem na ně reagovat.
• Získání přístupu – Díky výše popsaným metodám sledování a následným
soupisem prostředí získá útočník důležité informace a data, které může využít
pro získání přístupu do systému. Obvykle jde o zneužití jedné ze čtyř součástí
napadeného systému.
– Útoky na operační systém jsou velmi časté, protože uživatelé i admi-
nistrátoři mnohdy pouze nainstalují operační systém na server, nakon-
figurují jeho služby, ale dále se už nezajímají o vytvoření nějaké síťové
bezpečnosti na jejich serveru. Takový systém je pak pro útočníky doslova
lahůdkou.
– Útoky na aplikace jsou umožněny nedokonale vytvořeným softwarem.
V dnešní době, kdy existuje nekonečné množství různých aplikací a po-
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čítačových softwarů, je jednoduché využít některé z nich pro získání pří-
stupu. Programátoři často vytváří software dle požadavků zákazníka,
ovšem bezpečnost v těchto požadavcích obvykle chybí. Software tak sice
má všechny funkce, které měl mít, ale zároveň nabízí ideální příležitost
pro útočníky. Naštěstí je momentálně bezpečnost jednou z nejaktuálněj-
ších témat a již patří k jedním z hlavních požadavků při tvorbě softwaru.
– Útoky přes nesprávnou konfiguraci dovoluje útočníkům adminis-
trátor, který dostatečně nezabezpečí svůj systém nebo vytvoří chybnou
konfiguraci. Mnohokrát na serveru běží různé nepotřebné služby, které
útočník může využít. Je tedy důležité tyto nepotřebné služby vypnout
a zaměřit se na zabezpečení těch služeb, které uživatelé opravdu potře-
bují. Méně častou chybou je ponechání výchozího uživatelského jména
a hesla administrátora.
– Skriptové útoky se různě liší dle zkušeností útočníka. Někteří využívají
volně dostupné bezplatné nástroje z Internetu, ti lepší jsou schopni psát
si své vlastní skripty a programy, které poté různě kombinují. Nejčastější
typy útoků jsme si představili v kap. 1.4, ale existuje řada dalších útoků.
• Rozšíření oprávnění – Jakmile má útočník přístup do systému, snaží se
o rozšíření svých možností a oprávnění potřebných k další práci. Jde především
o zneužití zranitelných míst programovým kódem, prolomení nových nezašif-
rovaných hesel, zjištění vztahů důvěry mezi napadeným systémem a ostatními
systémy v síti apod. Pokud útočník získal přístup k účtu administrátora, má
nad systémem plnou kontrolu. Nyní již záleží pouze na útočníkovi, zda bude
například shromažďovat citlivá data nebo vyřadí systém z provozu. Dá se říct,
že mu systém patří, a tak si s ním může dělat téměř cokoliv.
• Zahlazení stop a vytvoření zadních vrátek – Pokud se nejednalo o útok,
který zničil napadený systém a je tak zcela očividný, musí útočník provést
zahlazení stop a ukrýt tak svoji přítomnost před právoplatným správcem sys-
tému. Systémové protokoly, zachycující veškeré úkony provedené v systému,
je potřeba vyčistit, nikoliv smazat. Jde o jedno z nejzákladnějších pravidel,
ovšem také nejsložitějších [24].
V některých případech si útočník vytvoří tzv. zadní vrátka (backdoor) pro
možnost pozdějšího návratu do systému. Opět existuje obrovské množství způ-
sobů a nástrojů pro tvorbu zadních vrátek, jako je vytvoření speciálního účtu,
spuštění služeb pro vzdálené řízení, náhrada aplikací za trojské koně atd.
Kvalita a důmyslnost nástrojů pro síťové útoky během přibývajících let prudce roste.




Kapitola se zaměřuje na další důležité náležitosti při návrhu bezpečné počítačové
sítě, jako jsou různé technologie a zásady zabezpečení. Nejprve nám tedy ukáže
základní bezpečnostní technologie, definuje jejich vlastnosti a popíše funkce, které
v síti vykonávají. Dále nám představí aktivní a bezpečnostní síťové prvky, používané
pro výstavbu všech typů sítí. Ve stručnosti rozebírá zásady zabezpečení podnikové
sítě, neboli bezpečnostní politiku, vysvětluje tyto pojmy a dává souhrnný přehled
nejběžnějších typů zásad zabezpečení.
2.1 Bezpečnostní technologie
Při vytváření zabezpečené sítě využíváme různé bezpečnostní technologie, jejichž
smyslem je právě podpora a zlepšování bezpečnosti sítě. Existuje velké množství
technologií a vždy závisí především na charakteru sítě, které z nich použijeme.
Proto se v této části podíváme pouze na některé z nejrozšířenějších bezpečnostních
technologií, jako je AAA, SSH, NAT a ACL. Podrobněji si je popíšeme a následně
v praktické části této práce provedeme jejich implementaci.
• Technologie AAA – Authentication, Authorization and Accounting (AAA,
vyslovuje se „triple A“), česky autentizace, autorizace a účtování, je systém,
který kontroluje přístup uživatelů a sleduje jejich aktivity v síti. V podstatě
se jedná o vytvoření pravidel pro přístup k síťovým zdrojům, posílení bez-
pečností politiky, využití auditu a poskytnutí nezbytných informací například
k vyúčtování za služby. Pro efektivní správu a zabezpečení sítě je velmi důle-
žitá kombinace těchto tří procesů. Technologie AAA je často implementována
pomocí serveru. Příkladem jsou servery RADIUS a TACACS+, které budou
detailněji popsány v kap. 4.2 spolu s ukázkovou konfigurací. Při popisu této
technologie jsem získával informace především z knihy [2], kde je všechno po-
drobně vysvětleno.
Jsou dva hlavní typy využití technologie AAA. Prvním je správa síťových
zařízení, kde jde o kontrolu a řízení uživatelů, kteří pomocí konzole, TELNETu
či SSH přistupují k zařízení. Druhým využitím je síťový přístup, což znamená
zabezpečení sítě proti neoprávněnému přístupu uživatele či zařízení. Pokud
chcete povolit uživateli provedení určité akce, musíte nejprve zjistit, o koho
se jedná (autorizace), a jestli má oprávnění k jejímu provedení (autorizace).
Kromě toho je potřeba zajistit přesné záznamy o provedené akci (účtování).
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Autentizace je proces identifikace jednotlivce, obvykle na základě uživatel-
ského jména a hesla. Další variantou je jednorázový kód, digitální certifikát
apod. Ověření je založeno na myšlence, že každý jednotlivý uživatel má uni-
kátní informace, které ho odlišují od ostatních uživatelů. Pokud se zadaná
data shodují s údaji v databázi serveru AAA, je uživateli povolen přístup.
V případě, že se neshodují a ověření se nezdaří, přístup je odepřen.
Autorizace je proces udělení či odepření přístupu uživateli k síťovým služ-
bám na základě jeho autentizace. Množství informací a služeb, ke kterým má
uživatel přístup, závisí na úrovni jeho oprávnění (privilegovaná úroveň). Tento
proces také určuje, zda má uživatel oprávnění k zadávání určitých příkazů.
Jedná se tedy o určení, jaké služby, informace a příkazy může daný uživatel
využívat.
Účtování je proces sledování aktivity uživatele při přístupu k síti či síťovému
zařízení, včetně zaznamenávání stráveného času a dat, přenesených v průběhu
relace. Tyto data jsou využívána k analýze trendů, plánování kapacit, fak-
turaci, auditu atd. Administrátor může využít účetní informace pro přehled
o uživatelích, kteří se přihlásili do sítě nebo k zařízení, a jakých příkazů zde
využívali.
• Protokol SSH – Secure Shell (SSH), česky bezpečný shell, je síťový protokol,
který poskytuje bezpečný způsob přístupu ke vzdálenému síťovému zařízení
a zaručuje bezpečné šifrování datové komunikace mezi dvěma zařízeními, pro-
pojenými přes nezabezpečenou síť. Provádí také autentizaci komunikujících
stanic a uživatelů. Vychází z architektury klient-server a pro spolehlivý přenos
využívá standardně protokol TCP na portu 22. Secure Shell se pomocí TCP
připojí k zařízení a provede autentizaci s uživatelským jménem a heslem. Po-
kud je autentizace úspěšná, začnou se odesílat šifrovaná data. Při popisu jsem
získával informace především ze skript [25] a internetového článku [26].
První verze SSH se objevila v roce 1995. Navrhl ji Tatu Ylonen, který založil
společnost SSH Communications Security. Postupem času byly zjištěny různé
nedostatky v SSH1. Současný soubor bezpečnostních protokolů Shell je SSH2
a byl přijat v roce 2006 jako standard. Není kompatibilní s SSH1 a používá
silnější kontrolu integrity. Klienti a servery mohou využít celou řadu šifrovacích
metod, kde mezi nejčastěji používané patří AES a Blowfish.
Secure Shell je široce využíván správci sítí pro správu systémů a aplikací na
dálku. Umožňuje jim přihlášení se k jinému zařízení, spouštění příkazů a pře-
souvaní souborů z jednoho zařízení do druhého. Kombinuje tedy funkci neza-
bezpečených služeb FTP a TELNET. Umožňuje také přesměrování portů pro
tunelování, které se využívá při komunikaci mezi dvěma zařízeními pomocí ne-
24
zabezpečených protokolů. Tato komunikace je přesunuta do vzniklého tunelu
a dojde k jejímu částečnému zabezpečení. Dále nabízí šifrování e-mailových
spojení, vzdálené spouštění programů a provádění autentizace pomocí veřej-
ných a privátních klíčů. Právě poslední metoda je hojně využívána pro automa-
tizaci přihlašování ke vzdálenému zařízení, protože jde o přístup bez nutnosti
zadávání hesla. Bezpečnostní výhodou je znemožnění falšování paketů, zdro-
jové směrování paketů, šifrování veškeré komunikace a zaručení integrity dat
při přenosu přes síť [14].
Sada SSH zahrnuje čtyři nástroje:
– SSH klient (ssh) – program pro přihlašování na straně klienta.
– SSH server (sshd) – program služby SSH na straně serveru.
– Secure Copy (scp) – program pro kopírování dat.
– Secure File Transfer (sftp) – program pro přenos souborů.
• Technologie NAT – Network Address Translation (NAT), česky překlad sí-
ťových adres, je proces, při kterém síťové zařízení, například směrovač nebo
firewall, přiděluje veřejnou IP adresu hostitelskému zařízení, například PC,
které se nachází uvnitř lokální sítě a má nakonfigurovanou určitou privátní IP
adresu [27].
Soukromé IP adresy jsou jasně definované organizací IANA (Internet Assigned
Numbers Authority). Jak můžeme vidět v tab. 2.1, privátní IP adresy jsou
rozděleny do tří různých rozsahů. Tyto IP adresy by se neměly objevit na
Internetu, protože se využívají ke směrování uvnitř privátních sítí, kde potře-
bujeme přístup k dalším zařízením, serverům, tiskárnám atd. Stejné adresy
však využívá mnoho dalších zařízení v jiných privátních sítích. Proto pro pří-
stup k prostředkům mimo privátní síť potřebuje každé zařízení jedinečnou
veřejnou IP adresu. Těch je ale omezené množství. V tento moment je potřeba
využít překlad síťových adres, díky kterému můžou rozsáhlé privátní sítě, ob-
sahující množství různých zařízení, vystupovat pod jedinou unikátní veřejnou
IP adresou nebo pod určitým rozsahem veřejných IP adres. Tuto adresu či
rozsah adres organizace získává, nebo spíše kupuje, od svého poskytovatele
internetových služeb (ISP).
Tab. 2.1: Privátní síťové rozsahy. Převzato z [28].
Třída Rozsah adres Maska sítě
A 10.0.0.0 – 10.255.255.255 255.0.0.0
B 172.16.0.0 – 172.31.255.255 255.240.0.0
C 192.168.0.0 – 192.168.255.255 255.255.0.0
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NAT tedy umožňuje jednomu síťovému zařízení (směrovač, firewall), aby půso-
bilo jako zprostředkovatel mezi Internetem (nebo-li veřejnou sítí) a místní sítí
(nebo-li privátní). Než dojde k přesměrování paketů na veřejnou síť, směrovač
nebo firewall přeloží soukromé IP adresy na jedinečnou veřejnou IP adresu
nebo na jedinečný rozsah veřejných IP adres.
Při konfiguraci NAT na směrovači (ale i firewallu) musíme alespoň jedno roz-
hraní nastavit jako NAT Outside („vnější“, směrem ven z privátní sítě, obvykle
rozhraní použité pro připojení ke směrovači poskytovatele internetových slu-
žeb) a druhé jako NAT Inside („vnitřní“, směrem do privátní sítě, obvykle
rozhraní hraničního směrovače, které je využívané uvnitř sítě). Dalším krokem
je nastavení určitého souboru pravidel pro převod vnitřní IP adresy na veřejnou
IP adresu [29]. Existují čtyři různé režimy technologie NAT, jejichž detailnější
popis a názornou konfiguraci předvedeme v kap. 4.4. Jedná se o statický NAT,
dynamický NAT, NAT Overload a PAT (Port Address Translation).
Hlavním důvodem pro použití NAT je tedy snížení počtu veřejných IP adres,
které organizace využívá. NAT má však také velmi důležitou bezpečnostní
funkci a umožňuje přísnější kontrolu přístupu ke zdrojům na obou stranách
směrovače či firewallu. Pokud implementujeme jakékoliv řešení NAT (kromě
statického) na hraniční směrovač, automaticky tak vytvoříme firewall mezi
vnitřní a vnější sítí. NAT totiž umožňuje pouze spojení, která vznikají uvnitř
sítě (neplatí pro statický NAT), což znamená, že počítač z veřejné sítě se
nemůže připojit k počítači uvnitř privátní sítě, pokud tento vnitřní počítač
sám neinicioval spojení. Útočník se tedy na zařízení, ukryté za technologií
NAT, dostane jen velmi stěží.
• Technologie ACL – Access Control List (ACL), česky přístupový seznam
či list, je soubor pravidel, který určuje postup paketů, zmírňuje síťové útoky
a umožňuje kontrolovat provoz v privátní síti. Informace o této technologii
jsem získával z knihy [30].
Nejčastější aplikace ACL je filtrování nežádoucích paketů, např.můžeme povo-
lit nebo omezit přístup k Internetu koncovým zařízením apod. Správná kom-
binace přístupových listů poskytuje správcům sítě možnost zajistit bezpečnost
privátní sítě a minimalizovat většinu síťových hrozeb. Lze je použít nejen pro
blokování paketů, ale i pro řízení síťového provozu, např. zasílání směrovacích
informací protokolem EIGRP apod.
Jak již bylo zmíněno, přístupové listy jsou tedy filtry, na základě kterých
se třídí a zpracovávají pakety. Vytvořený přístupový list je uložen v daném
zařízení, ale dokud není aplikován na určité rozhraní, nemá na provoz dat
v síti žádný vliv. Proto je nutné provést aplikaci vytvořeného listu na roz-
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hraní daného zařízení, které následně analyzuje každý paket procházející přes
toto rozhraní v určitém směru, a při nalezení shody provede definovanou akci.
V přístupovém listu platí pro porovnávání paketů tyto pravidla:
– Paket je porovnáván s každým řádkem přístupového listu v pořadí od
prvního řádku po poslední řádek.
– Paket je porovnáván s řádky přístupového listu pouze do doby, kdy je
nalezena shoda. Pokud paket odpovídá dané podmínce na určitém řádku,
dojde k jeho zpracování a k dalším řádkům se již nepřechází.
– Na konci každého přístupového listu je implicitní příkaz deny any, který
zaručí zahození paketu, pokud nevyhoví žádné uvedené podmínce.
Dále je důležité odlišit směr provozu, což znamená, že můžeme nastavit určitá
pravidla pro příchozí provoz (z Internetu do privátní sítě), ale jiná pro odchozí
provoz (z privátní sítě do Internetu). To je velkou výhodou, protože pravidla
pro příchozí a odchozí provoz se velmi často liší. Je však důležité zmínit, že
na jednom rozhraní může být aplikován pouze jeden příchozí a jeden odchozí
přístupový list.
Privátní síť může být pomocí přístupových listů chráněna před různými bez-
pečnostními hrozbami a síťovými útoky:
– Address spoofing, tedy falšování IP adres.
– DoS a DDoS, tedy odepření služeb.
– SYN flood, tedy útok se záplavou paketů SYN.
– Smurf Attack, tedy útok se záplavou paketů ICMP.
Existují tři hlavní typy technologie ACL, jejichž detailnější popis a názornou
konfiguraci předvedeme v kap. 3.9. Jedná se o standardní přístupové listy, roz-
šířené přístupové listy a pojmenované přístupové listy.
2.2 Základní síťová zařízení
Chceme-li vytvořit počítačovou síť, potřebujeme celou řadu síťových zařízení. Tímto
pojmem označujeme každý hardwarový prvek, který je připojený do sítě a přijímá
nebo vysílá data. Existuje velké množství těchto síťových zařízení, my se však za-
měříme na ty nejdůležitější a nejběžnější. Rozdělíme je na dva základní typy, které
stručně popíšeme a také definujeme, jaké z hardwarových prvků do této kategorie
patří. Jedná se o tato zařízení:
Aktivní síťová zařízení. Slouží ke vzájemnému propojení v počítačových sítích
a zpravidla vyžadují elektrické napájení. Jak z názvu vyplývá, jedná se o elektronická
zařízení, která se aktivně podílejí na přenosu dat po síti. Další text citován z [31].
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• Opakovač (Repeater) – Tento síťový prvek přijímá poškozený nebo slabý
signál a opravený ho vysílá dále. To umožňuje budování velkých sítí, protože se
eliminuje vliv útlumu kabeláže a nedochází ke ztrátě kvality signálu. Je důležité
poznamenat, že opakovače nezesilují původní signál, ale pouze jej regenerují.
• Rozbočovač (Hub) – Společně s opakovačem jde o zařízení pracující na
1. vrstvě (fyzické) referenčního ISO/OSI modelu. Funguje na principu rozesí-
lání příchozího signálu, to znamená, že signál, který přijde na určitý port, se
obnoví a rozešle na všechny zbývající porty. S rozbočovači se dnes již téměř
nesetkáme, protože příliš zatěžovaly síť. Další nevýhodou bylo, že síťové data
byly přístupné všem počítačům v síti.
• Most (Bridge) – Pracuje na 2. vrstvě (linkové) referenčního ISO/OSI modelu
a spojuje různé segmenty sítě, odděluje jejich provoz a zmenšuje zatížení sítě.
Jeho práce spočívá ve vytvoření tabulky MAC (fyzických) adres, na základě
které rozezná, zda příjemce a odesílatel patří do stejného segmentu či nikoliv.
Pokud ne, rámce se přepošlou do správného segmentu. Pokud ano, rámce se
neodesílají. Pro protokoly vyšších vrstev ISO/OSI modelu je most neviditelný
(transparentní) [32].
• Brána (Gateway) – Zajišťuje propojení sítí využívajících různé komunikační
protokoly. První typ brány pracuje na aplikační vrstvě referenčního modelu
ISO/OSI. Principem je převést přijatá data z výchozí sítě do formátu ur-
čeného pro cílovou síť a naopak. Druhý typ brány pracuje na síťové nebo
transportní vrstvě modelu ISO/OSI. Principem je transformace paketů či da-
tagramů z jedné sítě do druhé [33].
• Směrovač (Router) – Směrovač je zařízení pracující ve 3. vrstvě (síťové)
referenčního ISO/OSI modelu, kde jeho hlavní funkcí je výběr nejlepší cesty
a předávání paketů. Patří k nejinteligentnějším síťovým zařízením a slouží
především k propojení prostorově odlehlých sítí. Směrovače bývají páteřním
síťovým zařízením v každé organizaci, takže jejich zabezpečení je velmi důležité
a často bývá problémem [34].
• Přepínač (Switch) – Přepínač je zařízení pracující na 2. vrstvě (linkové či
spojové) referenčního ISO/OSI modelu, kde přistupuje k MAC adresám, dle
kterých rozesílá provoz v síti. Přepínač vytváří mezi komunikujícími zaříze-
ními oddělené spojení, tudíž nedochází k zahlcování ani zpomalování sítě ci-
zími pakety a komunikace je velmi rychlá. Jeho funkce spočívá v sestavování
tabulky portů a MAC adres (CAM tabulka – Content Addressable Memory)
na základě zdrojových MAC adres rámců. Pří následném rozesílání rámců si
přepínač zjistí cílovou MAC adresu a dle této tabulky se rozhoduje, na jaký
port rámec odešle. Pokud tuto MAC adresu ve své CAM tabulce neobjeví,
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posílá rámec na každý port kromě příchozího. Přepínač nahradil starší síťové
zařízení rozbočovač a také most [35].
Bezpečnostní síťová zařízení. Jejich hlavním cílem je ochrana sítě a zmenšení
bezpečnostních rizik. Tyto zařízení jsou využívány nejen na perimetru, ale také
uvnitř sítě.
• Firewall – Firewall je síťový bezpečnostní systém, který řídí příchozí a odchozí
síťový provoz na základě souboru pravidel specifikovaných dle bezpečnostní po-
litiky dané organizace. Toto zařízení zajišťuje ochranu sítě na jejím perimetru,
ale je využíváno i pro ochranu uvnitř privátní sítě, například ochrana dato-
vých center. Působí jako bariéra mezi důvěryhodnou a nedůvěryhodnou sítí
(Internetem), kdy je povolen pouze provoz, odpovídající daným pravidlům.
Vyjma kontroly procházejícího síťového provozu může zajišťovat i službu NAT
(Network Address Translation) aj. Existují hardwarové i softwarové firewally.
• Sonda IDS – Intrusion Detection System (IDS) je systém pro správu zabez-
pečení sítě, který shromažďuje a analyzuje informace z různých oblastí v rámci
sítě k identifikaci možných porušení bezpečnosti. IDS tedy monitoruje provoz
a výsledky hlásí správci sítě, sám však nemůže učinit opatření k zabránění sí-
ťové hrozby nebo útoku. Jedná se pouze o detekční a pozorovací zařízení. Mezi
jeho hlavní funkce patří sledování a analýza uživatelských i systémových akti-
vit, analýza systémových konfigurací, zranitelností i neobvyklých aktivit, roz-
poznání typických průběhů útoků a sledování porušení zásad zabezpečení [36].
• Sonda IPS – Intrusion Prevention System (IPS) je systém pro detekci a pre-
venci průniků. Provádí inspekci dat až po 7. vrstvu (aplikační) referenčního
ISO/OSI modelu a může tak rozeznat nebezpečný provoz i uvnitř běžných
protokolů. Oproti IDS systémům, které škodlivý provoz pouze detekují, je IPS
systém schopen tento nebezpečný provoz i blokovat, navíc přitom neovlivní
ostatní probíhající datovou komunikaci. K hlavním funkcím patří odeslání vý-
stražných informací správci sítě, zahození škodlivých paketů a blokování pro-
vozu z nedůvěryhodné zdrojové adresy. Často se umisťuje přímo za firewall
a poskytuje doplňkovou vrstvu analýzy v reálném čase.
2.3 Zásady zabezpečení
Prvním nejdůležitějším krokem při zabezpečení podnikové sítě jsou jasně definované
zásady zabezpečení neboli bezpečnostní politika. Jedná se o oficiální dokument spo-
lečnosti či organizace, který stanovuje očekávání, postupy a sankce pro ty, kteří tyto
zásady nedodrží.
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Příručka pro zabezpečení sítě (Site Security Handbook, RFC 2196) popisuje bez-
pečnostní politiku takto: „Zásady zabezpečení představují formální popis pravidel,
která musí dodržovat každý člověk s oprávněním přístupu k technologickým a infor-
mačním aktivům dané společnosti.“ Překlad byl převzat z knihy [2]. Zjednodušeně
tedy jde o jasně daná pravidla, která určují, jaké chování uživatele je v podnikové
síti i mimo ni přípustné a jaké nikoliv.
Přestože návrh zásad zabezpečení zabere jistý čas, jednoznačně se tato snaha
mnohonásobně vyplatí. Existuje několik důvodů, proč vytvořit dobrou bezpečnostní
politiku [37]:
• Definuje bezpečnostní systém pro implementaci zabezpečení sítě.
• Definuje vhodné chování uživatelů.
• Stanovuje postup řešení vzniklého incidentu v síti.
• Tvoří zákonnou normu pro případný postih narušitelů sítě.
• Definuje role určitých skupin a jejich povinnosti při zabezpečení firmy.
• Stanovuje nástroje a postupy, které společnost opravdu potřebuje.
• Sděluje konsensus ohledně provozu ve firmě.
Jestliže je v organizaci zavedena bezpečnostní politika, každý zaměstnanec ví,
za co nese odpovědnost, a také každé firemní oddělení zná, jaké zásady a procesy
pro ně platí. Každá firma musí vytvořit takové zásady, které nejlépe odpovídají
jejímu síťovému prostředí. Nelze tak jednoznačně určit, které zásady zabezpečení
podnikové sítě jsou nejdůležitější. Nejčastější z nich si však nyní ukážeme v tab. 2.2
a přidáme k nim stručný popis.
Další podrobnosti ohledně zásad zabezpečení jsou již nad rámec tohoto textu,
ovšem v knize Zabezpečení síti Cisco [2] nebo v knize Zabezpečení počítačových sítí
bez předchozích znalostí [14] najdeme spoustu jiných užitečných informací o bez-
pečnostní politice firmy. Dále odkazuji na speciální projekt SANS Security Policy
Project 1, který definuje celou řadu zásad zabezpečení.
1Dostupné z URL adresy: https://www.sans.org/security-resources/policies
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Tab. 2.2: Nejběžnější typy zásad zabezpečení. Převzato z [14].
Název zásad Popis
Přípustné šifrování Stanovuje pravidla, která omezují šifrování jen na obecně
známé, prověřené a účinné algoritmy. Navíc určuje potřebné
postupy, které zajišťují naplnění příslušných zákonů a nižších
předpisů.
Přípustné užití Vymezuje osoby, které smí pracovat s počítačovým zařízením
a sítěmi ve vlastnictví společnosti. Týká se firemních počí-
tačů, umístěných ve firemních prostorách i v domácnostech
zaměstnanců.
Standardy ASP Definuje kritéria minimální bezpečnosti, kterou musí splňo-
vat každý poskytovatel aplikačních služeb (Application Ser-
vice Providers, ASP).
Audit Členům oddělení informační bezpečnosti přiděluje oprávnění
k výkonu bezpečnostního auditu nad libovolným systémem,




Určuje požadavky na bezpečné ukládání a načítání uživatel-
ských jmen a hesel k databázím (neboli přístupových infor-
mací), které budou využívat programy při přístupu k data-
bázi provozované na firemní síti.
Antivirová ochrana Vymezuje požadavky, jež musí splňovat všechny počítače
připojené do podnikové sítě s ohledem na účinnou detekci
virů a jejich prevenci.
Hesla Zavádí standardy pro vytváření silných hesel, ochranu hesel
a frekvenci změn hesel.
Zabezpečení směrovačů
a přepínačů
Popisuje povinnou minimální bezpečnostní konfiguraci všech
směrovačů a přepínačů, připojených do ostré provozní sítě,
nebo používaných v jakémkoli ostrém provozním prostředí.
Zabezpečení serverů Vymezuje standardy pro základní konfiguraci interních ser-
verů, které jsou ve vlastnictví a nebo provozu firmy, případně
které pracují ve webovém hostovaném prostoru.
Virtuální privátní síť Stanovuje zásady vzdáleného přístupu přes síť VPN s IPSec
nebo L2TP do vnitřní firemní sítě.
Bezdrátová komunikace Určuje pravidla pro přístup do podnikové sítě prostřednic-
tvím zabezpečených mechanismů bezdrátové komunikace.
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3 NÁVRH BEZPEČNÉ POČÍTAČOVÉ SÍTĚ
V návrhu sítě použijeme jako aktivní zařízení pouze směrovače a přepínače. Záměrně
nebudeme využívat další bezpečnostní zařízení jako firewally, sondy IPS a IDS. Veš-
keré zabezpečení sítě bude probíhat pomocí směrovačů a přepínačů, především však
pomocí směrovače, který lze využít jako firewall, čímž můžeme snížit náklady na IT
infrastrukturu.
Tato kapitola se již zaměří na detailní nastavení všech síťových prvků, především
tedy směrovačů a přepínačů, ale také koncových stanic, serverů a tiskáren. Nejprve
navrhneme topologii sítě spolu s rozdělením adresního prostoru, což je základ pro
tuto práci, protože v simulované síti budou probíhat všechny následující ukázkové
konfigurace různých technologií. Poté přejdeme k základní konfiguraci všech zařízení
uvnitř privátní sítě a zprovozníme směrovací protokol EIGRP spolu s autentizací.
Dále vytvoříme VLAN a důkladně se zaměříme na jejich zabezpečení. Neopome-
nutelnou součástí této kapitoly bude konfigurace DHCP serveru a Syslog serveru.
Poslední téma se zaměří na tvorbu přístupových listů pro řízení síťové komunikace.
Většina používaných příkazů v této kapitole, ale i v následujících kap. 4, 5 a 6,
byla převzata z knih [38] a [39]. Další příkazy lze však najít také kdekoliv na Inter-
netu (citovány dále v textu), v různých výukových průvodcích edice Cisco Systems,
anebo v materiálech pro Cisco Networking Academy. Veškeré příkazy jsou zadávány
do konzole, pomocí které probíhá celá konfigurace všech síťových zařízení kromě
koncových uživatelů, serverů a tiskáren.
3.1 Topologie sítě
Než začneme vytvářet konfiguraci síťových prvků pro vytvoření bezpečné počítačové
sítě, musíme nejprve navrhnout, jaký typ sítě budeme zabezpečovat. Pro svoji práci
jsem zvolil topologii sítě středního rozsahu, která může být identická se strukturou
sítě pro středně velké firmy o několika desítkách až stovkách koncových uživatelů.
Topologie sítě se v každé organizaci liší, záleží především na požadavcích a finančních
možnostech majitelů firem.
Vytvořil jsem tedy strukturu sítě pro středně velkou firmu rozdělenou do tří ob-
lastí (IT oddělení, kanceláře, výroba). Jak můžeme vidět na obr. 3.1, ve svém návrhu
jsem použil čtyři směrovače řady Cisco 2811, z nichž tři patří do vnitřní sítě firmy
(Router_IT, Router_K_V, Router_END) a jeden je směrovačem poskytovatele in-
ternetového připojení (Router_ISP 1). Dále jsem použil čtyři přepínače řady Cisco
Catalyst 2960, z nichž tři jsem využil pro oddělení různých oblastí firmy (Switch_IT,
1Internet Service Provider (ISP) je firma nebo organizace zprostředkující přístup do Internetu.
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Switch_K, Switch_V) s následnou možností vytvoření VLAN. Switch_ISP simu-
luje přepínač ve veřejné síti. Jedná se však o návrh pro demonstrační účely, v praxi
by bylo pro takto malou síť využito méně směrovačů i přepínačů z důvodu nižších
nákladů na IT infrastrukturu. Tvorbou adresního prostoru v kap. 3.2 určíme, jaké
množství koncových uživatelů může být v této síti. Není však přesně definováno,
při jakém počtu uživatelů se můžeme bavit o středním rozsahu sítě, proto pro naše
účely postačí 21 koncových uživatelů, 3 servery a 2 tiskárny.
Obr. 3.1: Topologie sítě středního rozsahu.
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Na obr. 3.1 je zobrazena již plně funkční síť (zelené diody na rozhraní každého
zařízení), kde všechny síťové prvky mají přidělenou IP adresu z rozsahu pro danou
VLAN, mezi směrovači uvnitř sítě je nastaven směrovací protokol EIGRP pro vzá-
jemnou komunikaci a přístup do každé z podsítí, a samozřejmě jsou nastaveny různé
bezpečnostní technologie, jejichž konfiguraci budeme postupně popisovat. Konkrétní
příkazy pro vytvoření takto fungující sítě si ukážeme v dalších částech textu.
3.2 Vytvoření podsítí
Jakmile jsme navrhli topologii sítě, je nutné vytvořit podsítě z daného adresního pro-
storu. Adresní prostor je označení pro rozsah určitých adres. Konkrétně se o adresní
prostor IP adres stará organizace IANA, která jej předává poskytovatelům interne-
tového připojení (ISP). Uživatel poté dostane (zakoupí si) od svého poskytovatele
přímo přidělenou adresu do své sítě, ze které si vytvoří podsítě (subnety).
Protokol IPv4 (Internet Protocol version 4) má adresní prostor o teoretické veli-
kosti 232 = 4× 109 = 4 miliardy adres. Toto množství adres je ovšem daleko menší
a pro rychle se rozvíjející sítě bylo nedostatečné. Na začátku roku 2011 došlo k vyčer-
pání adres protokolu IPv4, využívají se však privátní adresy a další triky pro zvýšení
adresního prostoru IPv4. Zároveň probíhá pozvolný přechod na protokol IPv6 (In-
ternet Protocol version 6), který má adresní prostor o velikosti 2128 = 3,4 × 1038.
Tento přechod je však otázkou několika let, proto se momentálně používají oba dva
protokoly. Protokoly IPv4 a IPv6 tvoří základ pro komunikaci v síti Internet [40].
Pro svoji síť jsem zvolil adresy třídy B. Uvnitř sítě jsem použil privátní síťový
rozsah, který je často využíván firmami v lokální síti. Vytvořené podsítě jsou shrnuty
v tab. 3.1. Označení podsítě v tabulce je shodné s označením podsítě na obr. 3.1. Pro
lepší využití IP adres jsem použil Variable-Length Subnet Masking (VLSM), což je
vytváření podsítí s proměnnou maskou sítě [41].
Níže uvedené IP adresy jsem použil pro komunikaci ve své síti. Pro VLAN platí,
že můžou obsahovat maximálně 254 koncových uživatelů. Toto číslo je dané prefi-
xem 24 (počet jedničkových bitů v řadě za sebou v masce sítě). Naopak pro dvou-
bodové spoje mezi směrovači (podsítě A, B, C) jsem použil prefix 30 (pouze dvě
platné IP adresy), abych co nejefektivněji využil daný adresní prostor. Mezi hranič-
ním směrovačem (Router_END) a směrovačem poskytovatele internetových služeb
(Router_ISP) jsem vytvořil veřejnou adresu a nastavil statické, respektive defaultní,
směrování. V poslední řadě jsem útočníkovi a serveru NTP přiřadil veřejnou adresu
z třídy C.
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Tab. 3.1: Rozdělení adresního prostoru.
Síť Adresa sítě Rozsah adres Broadcast Maska sítě
A 172.16.0.0/30 172.16.0.1 – 2 172.16.0.3 255.255.255.252
B 172.16.0.4/30 172.16.0.5 – 6 172.16.0.7 255.255.255.252






VLAN 10 172.16.1.0/24 172.16.1.1 – 254 172.16.1.255 255.255.255.0
VLAN 20 172.16.2.0/24 172.16.2.1 – 254 172.16.2.255 255.255.255.0
VLAN 30 172.16.3.0/24 172.16.3.1 – 254 172.16.3.255 255.255.255.0
VLAN 40 172.16.4.0/24 172.16.4.1 – 254 172.16.4.255 255.255.255.0
VLAN 50 172.16.5.0/24 172.16.5.1 – 254 172.16.5.255 255.255.255.0
VLAN 60 172.16.6.0/24 172.16.6.1 – 254 172.16.6.255 255.255.255.0
VLAN 88 172.16.8.0/24 172.16.8.1 – 254 172.16.8.255 255.255.255.0






AT 220.20.0.0/20 220.20.0.1 – 15.254 220.20.15.255 255.255.240.0
ISP 188.18.8.8/30 188.18.8.9 – 10 188.18.8.11 255.255.255.252
3.3 Nepodporované příkazy
Při zpracovávání bakalářské práce jsme během celé konfigurace postupně zjišťovali,
že Cisco Packet Tracer verze 6.3.0.0009 nepodporuje řadu různých příkazů. Jedná se
většinou o příkazy, které jsou zaměřeny na detailnější nastavení určité technologie,
protokolu či funkce. Především pro přepínače je toto omezení znatelné.
Abychom rozeznali, které příkazy nejsou v Cisco Packet Traceru podporované,
použili jsme následující rozlišení:
• Pokud je daný příkaz nefunkční pro směrovač, je použit znak # .
• Pokud je daný příkaz nefunkční pro přepínač, je použit znak * .
Pozn.: Tento znak je uveden před popisem daného příkazu.
Na reálných síťových zařízeních by však toto omezení nemělo platit a všechny níže
uvedené příkazy by měly být funkční. Může se však stát, že na síťových zařízeních
s novějším typem IOS se můžou nějaké příkazy lehce odlišovat nebo již nemusí být
podporované. Simulovaná síť však na reálných síťových zařízeních nebyla testována.
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3.4 Základní konfigurace síťových zařízení
Nyní si již ukážeme konkrétní konfiguraci síťových zařízení ve vytvořené síti. Nejprve
provedeme základní nastavení každého směrovače a přepínače, což je změna jména,
vytvoření základních zabezpečení, privilegovaných uživatelů, povolení přístupů k za-
řízení (konzole CLI, pomocná linka AUX, virtuální linka VTY), tvorba bannerů atd.
Poté si předvedeme, jaké možnosti máme při konfiguraci určitého rozhraní směro-
vače. Detailně budeme rozhraní směrovačů nastavovat v kap. 3.5 a rozhraní přepí-
načů v kap. 3.6. Součástí kapitoly je také základní konfigurace koncových zařízení,
tedy PC, serverů a tiskáren. Tuto základní konfiguraci všech zařízení budeme s při-
bývajícími stránkami dále rozvíjet a někdy i mírně měnit. Pro další informace je
vhodné nahlédnout do kap. 6, která obsahuje příkazy související se zabezpečením
před první konfigurací směrovačů a přepínačů.
Základní konfigurace směrovačů a přepínačů
Jako příklad si uvedeme konfiguraci hraničního směrovače Router_END. Na
dalších směrovačích (Router_IT, Router_K_V, Router_ISP) a všech přepínačích
(Switch_IT, Switch_K, Switch_V, Switch_ISP) bude tento postup téměř stejný,
ke změně dojde pouze při zadávání příkazu pro nastavení jména směrovače, kde za-
dáme příslušný název nastavovaného zařízení. Také není nutné používat stejná hesla
(u směrovače Router_ISP a přepínače Switch_ISP nebudeme zadávat žádná hesla,
protože cílem práce je zabezpečení vnitřní sítě), minimální délku hesel, časové limity
aj. Konfigurace by měla probíhat v uvedeném pořadí. Při konfiguraci jsem získával
informace z knihy [38] a internetových článků [42] [43].
Router> Uživatelský režim.
Router>enable Přechod z uživatelského režimu do privilegovaného
režimu.
Router# Privilegovaný režim.
Router#configure terminal Přechod z privilegovaného režimu do konfigurač-
ního (globálního) režimu.
Router(config)# Konfigurační (globální) režim.
Router(config)#hostname Router_END Nastavení jména směrovače na Router_END.
Router_END(config)#no ip
domain-lookup




Spustit otisk všech hesel pomocí MD5 hashe. Z he-
sel vytvoří nečitelný řetězec.
Router_END(config)#security
passwords min-length 5




Nastavení šifrovaného hesla „xmikes“ pro přechod
z uživatelského režimu do privilegovaného.
Pokračování na další straně
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Pokračování z předchozí strany
Router_END(config)#username ADMIN
privilege 15 secret xmikes01
Nastavení přihlašovacího jména „ADMIN“,
úrovně oprávnění 15 a zašifrovaného tajného
hesla „xmikes01“ k uložení do lokální databáze
směrovače.
Router_END(config)#line console 0 Vstup do režimu přístupu přes konzoli. Detailněji
bude nastaveno v kap. 4.2.
Router_END(config-line)#logging
synchronous
Vypnout výpis systémových a informačních hlášek
do psaného textu (synchronní logování).
Router_END(config-line)#exec-timeout
10 0
Nastavení časového limitu pro automatické odhlá-
šení konzole. Při zadání 0 0 (minuty sekundy) se
nikdy automaticky neodhlásí.
Router_END(config-line)#login local Přístup pomocí přihlašovacího jména a hesla z lo-
kální databáze směrovače.
Router_END(config-line)#exit Návrat do konfiguračního režimu.
Router_END(config)#line aux 0 * Vstup do režimu konfigurace přes pomocnou
linku. Detailněji bude nastaveno v kap. 4.2.
Router_END(config-line)#logging
synchronous
Vypnout výpis systémových a informačních hlášek
do psaného textu (synchronní logování).
Router_END(config-line)#exec-timeout
10 0
Nastavení časového limitu pro automatické odhlá-
šení pomocné linky.
Router_END(config-line)#login local Přístup pomocí přihlašovacího jména a hesla z lo-
kální databáze směrovače.
Router_END(config-line)#exit Návrat do konfiguračního režimu.




Zakázat jakýkoliv přístup na tyto virtuální linky.
Router_END(config-line)#transport
output none
Zakázat jakékoliv odchozí spojení z těchto vir-
tuálních linek.
Router_END(config-line)#no login Žádné přihlašování.
Router_END(config-line)#exit Návrat do konfiguračního režimu.
Router_END(config)#line vty 0 1 Vstup do režimu pro vzdálený přístup na vir-




Vypnout výpis systémových a informačních hlášek
do psaného textu (synchronní logování).
Router_END(config-line)#exec-timeout
10 0
Nastavení časového limitu pro automatické odhlá-
šení vzdáleného přístupu přes virtuální linku.
Router_END(config-line)#login local Přístup pomocí přihlašovacího jména a hesla z lo-
kální databáze směrovače.
Router_END(config-line)#exit Návrat do konfiguračního režimu.
Pokračování na další straně
37
Pokračování z předchozí strany
Router_END(config)#banner motd #
Unauthorized access to this device
is prohibited! #
Vytvoření MOTD (message-of-the-day) banneru.
Jedná se o právní oznámení potenciálním naruši-
telům.
Router_END(config)#banner login #
Authorized personnel only! Please
enter your username and password. #
* Vytvoření přihlašovacího banneru, který upozor-
ňuje uživatele při přihlašování k zařízení.
Router_END#copy running-config
startup-config
Uložení provedené konfigurace do NVRAM. Tento
příkaz používáme na konci každé konfigurace.
Nyní se podíváme na možnosti konfigurace příslušného rozhraní směrovače. Pro
ostatní směrovače se bude měnit typ rozhraní, hodnota IP adresy a masky podsítě dle
tab. 3.1 a topologie na obr. 3.1, kde můžeme na základě popisku podsítě určit, jaký
síťový prostor máme použít. Další příkazy pro rozhraní směrovačů budou postupně
představovány v dalších částech textu, především v kap. 3.5. Nastavení rozhraní
přepínačů bude probíhat během ukázkových konfigurací v kap. 3.6.




Nastaví popis daného rozhraní.
Router_END(config-if)#ip address
188.18.8.10 255.255.255.252
Přiřadí IP adresu a masku podsítě k rozhraní.
Router_END(config-if)#bandwidth
100000
Volitelné. Nastaví šířku pásma přenosu. Defaultní
hodnota pro optické rozhraní je 100 000 kbit.
Router_END(config-if)#delay 100 Volitelné. Nastaví zpoždění přenosu. Defaultní
hodnota pro optické rozhraní je 100 µs.
Router_END(config-if)#mtu 1500 Volitelné. Nastaví maximální velikost paketu. De-
faultní hodnota pro optické rozhraní je 1 500 B.
Router_END(config-if)#no shutdown Aktivuje dané rozhraní.
Pozn.: Parametr MTU (Maximum Transmission Unit) je maximální velikost PDU
(Protocol Data Unit), který je vrstva schopna přenést. Udává se v byte [B].
Kontrola základní konfigurace směrovačů a přepínačů
Příkaz začínající slovem show zadaný v privilegovaném režimu nám zobrazí po-
třebné informace o konfiguraci. Sled nejčastěji používaných příkazů vidíme níže.
Router_END#show running-config Výpis běžící konfigurace.
Router_END#show startup-config Výpis spouštěcí konfigurace.
Router_END#show interfaces
rozhraní
Podrobný výpis informací o daném rozhraní.
Pokračování na další straně
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Pokračování z předchozí strany
Router_END#show ip interface
rozhraní
Zobrazení různých informací a použitých funkcích
daného rozhraní.
Router_END#show ip interface brief Stručný seznam všech rozhraní. Informace jako IP
adresa, metoda, status, protokol apod.
Router_END#show privilege Informace o úrovni oprávnění daného účtu.
Router_END#show users Informace o přihlášených uživatelích.
Router_END#show version Informace o zařízení a verzi IOS.
Těmito příkazy si ověříme správnost našeho nastavení a můžeme zjistit chyby, ne-
dostatky či překlepy v dříve provedené konfiguraci síťového prvku [44].
Základní konfigurace koncových zařízení
Koncová zařízení (PC, servery, tiskárny) v naší síti jsou rozděleny do tří oblastí
(IT oddělení, kanceláře, výroba) a všechna zařízení jsou přiřazena k určité VLAN.
Každá VLAN má definovaný svůj vlastní adresní prostor, viz tab. 3.1. Na obr. 3.1
můžeme vidět, v jaké oblasti se zařízení nachází, a podle barevného provedení s po-
piskem můžeme určit, do které VLAN patří. Každé z koncových zařízení má pouze
jedno rozhraní na své síťové kartě a to FastEthernet0. Celá konfigurace zařízení
tedy spočívá pouze v nastavení jména, výchozí brány (default gateway), IP adresy
a masky sítě.
Pokud nechceme nastavovat IP adresy koncových zařízení staticky, můžeme tuto
část prozatím přeskočit. Pro lepší pochopení však doporučuji tuto statickou konfi-
guraci provést, ale až po vytvoření zabezpečené VLAN v kap. 3.6, kde budou lépe
objasněny všechny níže uvedené pojmy a IP adresy.
Následně si v kap. 3.7 ukážeme, jak jde využít služeb DHCP serveru a ušetřit
tak spoustu času při konfiguraci koncových zařízení. Každopádně IP adresy ser-
verů a tiskáren budeme vždy konfigurovat staticky, protože potřebujeme, aby měli
konstantní IP adresu po celou dobu jejich provozu. Toto nastavení serverů bude
vždy obsaženo v rámci kapitoly konfigurace daného serveru (kapitoly 3.7, 3.8 a 4.2).
Nastavení tiskáren bude popsáno níže.
Příklad statické konfigurace si uvedeme pro jeden počítač v oblasti IT oddě-
lení. Vezmeme tedy první počítač, který pomocí přímého kabelu (Copper Straight-
Through), což je druh kroucené dvojlinky, připojíme k portu FastEthernet0/1 přepí-
nače Switch_IT. Poté ho pojmenujeme jako PC_IT_1. Podle barevného označení
s popiskem víme, že počítač patří do VLAN10. Router_IT má pro tuto VLAN
vytvořeno speciální rozhraní Fa0/0.10 s přiřazenou IP adresou (bude vysvětleno
v kap. 3.6). Do kolonky gateway tedy napíšeme IP adresu rozhraní Fa0/0.10 směro-
vače Router_IT, což je v tomto případě 172.16.1.1. Přepneme do konfigurace roz-
hraní FastEthernet0, kde nastavíme IP adresu 172.16.1.5 a masku sítě 255.255.255.0.
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Poslední důležitou věcí je zakliknout kolonku Port Status na hodnotu ON. Tím jsme
dokončili celou konfiguraci jednoho koncového uživatele. Podobným způsobem mů-
žeme nastavit ostatní počítače ve všech třech oblastech.
Konfigurace tiskáren a počítačů je velmi podobná. Příkladem bude nastavení
první tiskárny, kde v závorkách bude zároveň uvedeno nastavení druhé tiskárny.
Nejprve tedy pomocí přímého kabelu (Copper Straight-Through) připojíme tis-
kárnu k portu FastEthernet0/10 (resp. FastEthernet0/11) přepínače Switch_IT. Na-
stavíme jméno Printer_IT_1 (resp. Printer_IT_2). Protože obě tiskárny patří do
stejné VLAN, v obou případech do kolonky gateway napíšeme IP adresu rozhraní
Fa0/0.60 směrovače Router_IT, což je 172.16.6.1. Poté se přepneme do konfigurace
rozhraní FastEthernet0, kde nastavíme IP adresu 172.16.6.5 (resp. 172.16.6.6) a stej-
nou masku sítě 255.255.255.0. Posledním krokem je kontrola kolonky Port Status,
kde musí být hodnota ON.
3.5 Konfigurace směrovacích protokolů
V této kapitole zprovozníme směrovací protokol mezi směrovači uvnitř sítě a zmíníme
se o statickém směrování mezi hraničním směrovačem a směrovačem poskytovatele
internetových služeb.
Pro směrovaní uvnitř sítě jsme zvolili směrovací protokol EIGRP (Enhanced In-
terior Gateway Routing Protocol). Jedná se o moderní hybridní směrovací protokol
navržený společností Cisco Systems. Kombinuje v sobě algoritmy vektoru vzdále-
nosti (Distance Vector) a stavu linky (Link State), dále rozesílá pouze přírůstkové
aktualizace, což znamená snížení zátěže směrovačů, také má rychlou konvergenci
a podporuje VLSM (Variable-Length Subnet Masking) [45].
Nejprve nastavíme základní konfiguraci EIGRP směrování a poté se zaměříme na
konfiguraci rozšířených vlastností EIGRP směrování, což je autentizace a redistri-
buce směrovacích informací. Ukázková konfigurace směrovacího protokolu EIGRP
bude probíhat na směrovači Router_IT. Před tím je však nutné na všech směro-
vačích správně nastavit ethernetová rozhraní, která budou využita pro linky mezi
směrovači uvnitř sítě. Musíme nastavit IP adresu, masku sítě a popis těchto rozhraní.
Využijeme k tomu informací z kap. 3.4, tab. 3.1 a obr. 3.1.
Router_IT(config)#router eigrp 100 Přístup do konfiguračního režimu směrovacího




Vypnout rozesílání směrovacích informací na všech
rozhraních daného zařízení pro administrativní
oblast 100.
Pokračování na další straně
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Pokračování z předchozí strany
Router_IT(config-router)#no
passive-interface Fa1/0
Zapnout rozesílání směrovacích informací u ether-
netového rozhraní pro podsíť A.
Router_IT(config-router)#no
passive-interface Fa1/1
Zapnout rozesílání směrovacích informací u ether-
netového rozhraní pro podsíť C.
Router_IT(config-router)#network
172.16.0.0 0.0.0.3
Adresa podsítě A s wildcard maskou sítě.
Router_IT(config-router)#network
172.16.0.8 0.0.0.3
Adresa podsítě C s wildcard maskou sítě.
Router_IT(config-router)#no
auto-summary
Vypnutí automatické sumarizace IP adres.
Pozn.: Pasivní rozhraní neumožňuje aktualizaci směrovacích informací. To znamená,
že router neodesílá ani nepřijímá Hello pakety přes toto rozhraní. Jako pasivní se
obvykle konfigurují rozhraní, které jsou připojené k LAN, nikoliv mezi směrovači.
Nyní si ukážeme další příkazy, které můžeme využít při konfiguraci směrovacího
protokolu EIGRP [46]. My je však v naší simulované síti nebudeme nastavovat.
Router_IT(config-router)#auto-
-summary




Manuální definice sumarizace IP adres v daném
rozhraní. Sumarizace obsahuje všechny využité IP
adresy v naší síti.
Router_IT(config-router)#variance
číslo
Nestejnoměrné rozvažování (unequal cost path
load balancing). Rozsah je 1–128.
Router_IT(config-router)#distance
eigrp 90 170
Změna Advertised Distance (AD). Slouží k za-
bránění smyčkám mezi více administrativními ob-
lastmi při vícecestné redistribuci. Defaultně je in-
ternal= 90 a external= 170.
Router_IT(config-router)#eigrp stub
parametr
# Různé změny zasílání směrovacích informací.




Maximální datový tok rozhraním v kbit. Používá
se pro určování metriky. Defaultně je pro etherne-
tové rozhraní nastaveno 100 000 kbit.
Router_IT(config-if)#ip
bandwidth-percent eigrp 100 50
# Procento šířky pásma, které může být využito
protokolem EIGRP. Defaultně je pro EIGRP na-
staveno 50 %.
Router_IT(config-if)#ip
hello-interval eigrp 100 5
Změna parametru hello interval. Defaultní hod-
nota pro EIGRP je 5 s.
Router_IT(config-if)#ip hold-time
eigrp 100 15
# Změna parametru hold time. Defaultní hodnota
pro EIGRP je 15 s.
Aby spolu dva směrovače mohly komunikovat, musí být jejich číslo administra-
tivní oblasti shodné. Proto pro další směrovače Router_END a Router_K_V také
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nastavíme oblast EIGRP 100, povolíme aktivní rozhraní a použijeme správnou ad-
resu a wildcard masku sítě [47]. Pro tuto konfiguraci využijeme příkazy použité výše
u Router_IT.
Jakmile jsme toto nastavení provedli na ostatních směrovačích uvnitř sítě, zob-
razí se nám systémové hlášení o navázání vztahu s EIGRP sousedy. Získali jsme
tím tzv. „successor“, což je směrovač s nejkratší cestou k cíli. Nyní se podíváme jak
vytvořit tzv. „feasible successor“, což je záložní cesta pří výpadku jednoho etherne-
tového rozhraní uvnitř naší sítě.
Router_IT#debug eigrp fsm Zapnutí debugu (ladění) pro EIGRP proces nale-
zení záložní cesty.
Router_END(config)#interface Fa0/0 Vstup do konfiguračního režimu ethernetového
rozhraní pro podsíť A.
Router_END(config-if)#shutdown Vypnout toto rozhraní.
Po zadání těchto příkazů uvidíme systémové hlášení o přidělení nové cesty. Následně
můžeme debug (ladění) vypnout příkazem undebug all a znovu zapnout příslušné
rozhraní. V tento moment má každý směrovač ve své tabulce uloženou jak hlavní
cestu (přes „successor“) tak i záložní cestu (přes „feasible successor“). Výše popsaný
sled příkazů provedeme u každého směrovače uvnitř sítě pro každé jeho ethernetové
rozhraní. Tímto jsme vytvořili funkční komunikaci mezi směrovači uvnitř naší sítě.
V následujícím textu si ukážeme zabezpečení námi vytvořené komunikace mezi
směrovači pomocí autentizace EIGRP sousedů výměnou MD5 (Message-Digest algo-
rithm) klíčů. Pro ustanovení spojení je nutné, aby konfigurace proběhla na rozhraní
obou sousedů naprosto stejně. Ukázková konfigurace proběhne na směrovačích Rou-
ter_IT a Router_END [45].
Router_IT(config)#key chain student Nastavení identifikace klíče na „student“ a vstup
do jeho konfigurace.




Zadání hesla klíče jako „xmikes“. Řetězec může
obsahovat 1–80 velkých i malých alfanumerických
znaků (první znak nemůže být číslo).
Router_END(config)#key chain
student
Nastavení identifikace klíče na „student“ a vstup
do jeho konfigurace.




Zadání hesla klíče „xmikes“. Řetězec může ob-
sahovat 1–80 velkých i malých alfanumerických
znaků (první znak nemůže být číslo).
Pokračování na další straně
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Pokračování z předchozí strany
Router_END(config)#interface Fa0/0 Vstup do konfiguračního režimu ethernetového
rozhraní pro podsíť A.
Router_END(config-if)#ip
authentication mode eigrp 100 md5





Povolit autentizaci EIGRP paketů. Identifikátor
klíče se musí shodovat s výše nastaveným.
Router_IT(config)#interface Fa1/0 Vstup do konfiguračního režimu ethernetového
rozhraní pro podsíť A.
Router_IT(config-if)#ip
authentication mode eigrp 100 md5





Povolit autentizaci EIGRP paketů. Identifikátor
klíče se musí shodovat s výše nastaveným.
V tomto okamžiku máme uvnitř sítě nakonfigurovaný funkční směrovací protokol
EIGRP, který je zabezpečený nastavenou autentizací pomocí MD5 klíčů. Také jsou
pomocí DUAL procesu vytvořeny záložní cesty při výpadku jednoho z rozhraní smě-
rovačů.
Pro kompletní komunikaci směrovačů nám tedy chybí pouze nastavit statické
směrování z hraničního směrovače Router_END do směrovače poskytovatele inter-
netových služeb Router_ISP a naopak. Tato konfigurace je však zásadní z hlediska
bezpečnosti privátní sítě. Jak zabezpečit přístup do veřejné sítě (Internetu) si tedy
detailněji probereme až v kap. 4.4. V rámci zmíněné kapitoly si ukážeme konfiguraci
statického a defaultního směrování. V tuto chvíli tedy nebude možná komunikace se
zařízeními mimo privátní síť. Provedeme však konfiguraci optického rozhraní směro-
vače Router_ISP, které je pomocí optického kabelu spojeno s optickým rozhraním
směrovače Router_END.




Nastaví popis daného rozhraní.
Router_ISP(config-if)#ip address
188.18.8.9 255.255.255.252
Přiřadí IP adresu a masku podsítě k rozhraní.
Router_ISP(config-if)#no shutdown Aktivuje dané rozhraní.
Dále si můžeme překontrolovat správnost celé konfigurace směrovacího protokolu
EIGRP pomocí níže vypsaných příkazů. Nejedná se o výpis všech možných příkazů,
ale pouze o ty nejznámější a nejčastěji používané.
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Router_IT#show running-config Výpis běžící konfigurace.
Router_IT#show interfaces rozhraní Podrobný výpis informací o daném rozhraní.
Router_IT#show ip protocols Informace o použitém směrovacím protokolu.
Router_IT#show ip route Zobrazení směrovací tabulky.
Router_IT#show ip route connected Zobrazení směrovací tabulky přímo přípojených
sítí.
Router_IT#show ip route eigrp Zobrazení směrovací tabulky sítí připojených po-
mocí protokolu EIGRP.
Router_IT#show ip eigrp interfaces Informace o použitých rozhraních.
Router_IT#show ip eigrp interfaces
detail
# Detailní informace o rozhraních (hello interval,
hold time, bandwidth percentage, authentication
mode apod.)
Router_IT#show ip eigrp neighbors Informace o sousedních směrovačích (adjacency).
Router_IT#show ip eigrp topology Záznamy z tabulky topologie.
Router_IT#show ip eigrp traffic Statistiky EIGRP paketů.
Simulační program Cisco Packet Tracer verze 6.3.0.0009 umožňuje spustit simu-
lační režim, ve kterém můžeme sledovat průchod námi vybraného paketu síťovými
zařízeními. Pro zkoušku funkčnosti směrovacího protokolu můžeme tedy v konzoli
využít příkaz ping <IP adresa>, anebo pomocí simulačního režimu posílat ICMP
pakety mezi zařízeními v síti.
3.6 Konfigurace zabezpečené VLAN
Další důležitou částí konfigurace je vytvoření VLAN (Virtual Local Area Network).
Jde o virtuální lokální síť, která umožňuje rozdělit síť tak, aby odpovídala funkčním
a bezpečnostním požadavkům bez změny stávající síťové infrastruktury, tzn. logické
rozdělení sítě bez závislosti na fyzickém uspořádání. Je to velmi využívaná technolo-
gie ve většině firem, protože s sebou přináší spoustu výhod, tou největší je především
redukce zatížení sítě všesměrovým vysíláním. Navíc správně nakonfigurované VLAN
dokáží zvýšit zabezpečení vnitřní sítě. Informace pro tuto kapitolu jsem získával pře-
devším z internetových článků [48] [49].
V naší síti budeme konfigurovat více VLAN, které využijeme pro rozdělení kon-
cových zařízení (PC, servery, tiskárny) do různých skupin. Jaké čísla a názvy jsme
pro VLAN zvolili je shrnuto v tab. 3.2, kde je také přidán jejich stručný popis.
Nyní již známe, jaké VLAN bude naše síť obsahovat, a můžeme začít s konfi-
gurací. Před samotnou konfigurací je vhodné shlédnout topologii na obr. 3.1, kde
podle barevného provedení s popiskem vidíme rozmístění různých VLAN. Ukázková
konfigurace bude probíhat pro oblast IT oddělení, tedy pro směrovač Router_IT
a přepínač Switch_IT.
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Tab. 3.2: Vytváření VLAN.
Název Popis
VLAN 10 –Chief Šéf firmy.
VLAN 20 –Administrators Správci sítě.
VLAN 30 –Management Vedoucí pracovní skupiny.
VLAN 40 –Employees Zaměstnanci v pracovní skupině.
VLAN 50 – Servers Servery v oblasti IT oddělení.
VLAN 60 –Printers Tiskárny v oblasti IT oddělení.
VLAN 88 –Native Nativní VLAN pro oblast IT oddělení.
VLAN 99 –Native Nativní VLAN pro oblasti kanceláře a výroba.
VLAN 100 –Unused Nepoužívaná VLAN pro zařazení nevyužitých portů.
Nejprve provedeme vypnutí všech rozhraní, které se na přepínači nacházejí. Je
dobrým pravidlem nejprve manuálně vypnout všechna rozhraní a pak postupně bě-
hem konfigurace zapnout jen ta rozhraní, která budeme využívat. Důležitým pří-
kazem je show ip interface brief, kterým zjistíme, jaká rozhraní se na síťovém
prvku nachází, protože jejich počet a druh se mění spolu s typem síťového prvku.
Poté vytvoříme potřebné VLAN.




Vstup do konfiguračního režimu všech rozhraní na
přepínači.
Switch_IT(config-if-range)#shutdown Manuální vypnutí všech rozhraní.
Switch_IT(config-if-range)#exit Přechod zpět do konfiguračního režimu.
Switch_IT(config)#vlan 10 Vytvoření VLAN 10.
Switch_IT(config-vlan)#name Chief Nastavení jména pro VLAN 10.
Switch_IT(config-vlan)#vlan 20 Vytvoření VLAN 20.
Switch_IT(config-vlan)#name
Administrators
Nastavení jména pro VLAN 20.
Switch_IT(config-vlan)#vlan 50 Vytvoření VLAN 50.
Switch_IT(config-vlan)#name Servers Nastavení jména pro VLAN 50.
Switch_IT(config-vlan)#vlan 60 Vytvoření VLAN 60.
Switch_IT(config-vlan)#name
Printers
Nastavení jména pro VLAN 60.
Switch_IT(config-vlan)#vlan 88 Vytvoření VLAN 88.
Switch_IT(config-vlan)#name Native Nastavení jména pro VLAN 88.
Switch_IT(config-vlan)#vlan 100 Vytvoření VLAN 100.
Switch_IT(config-vlan)#name Unused Nastavení jména pro VLAN 100.
45
Nyní nastavíme všechna rozhraní (kromě Fa0/24, bude vysvětleno později) do
přístupového módu (access mode) a přiřadíme je do příslušné VLAN. Nevyužité roz-
hraní necháme vypnuté a přiřadíme je do nepoužívané VLAN 100. Kvůli bezpečnosti
by žádné rozhraní nemělo zůstat v defaultní VLAN 1 (automaticky nastavená na
každém přepínači umožňující VLAN, nelze vypnout). Pro automatické vyjednávání
o tom, zda je dané rozhraní v trunk módu, slouží protokol DTP (Dynamic Trunk
Protocol). Pokud je rozhraní v přístupovém módu, nemá na něj protokol DTP vliv.
Z bezpečnostního hlediska je však dobrým pravidlem vypnout vyjednávání trunk
portu protokolem DTP i na těchto rozhraních.
Switch_IT(config)#interface Fa0/1 Vstup do konfiguračního režimu daného rozhraní.
Switch_IT(config-if)#switchport
mode access
Nastavení rozhraní do přístupového módu.
Switch_IT(config-if)#switchport
access vlan 10
Zařazení rozhraní do VLAN 10 –Chief.
Switch_IT(config-if)#switchport
nonegotiate
Vypnout vyjednávání trunk portu protokolem
DTP.
Switch_IT(config-if)#no shutdown Zapnout toto rozhraní.
Switch_IT(config-if)#interface
range Fa0/2-3
Vstup do konfiguračního režimu daných rozhraní.
Switch_IT(config-if-range)#
switchport mode access
Nastavení daných rozhraní do přístupového módu.
Switch_IT(config-if-range)#
switchport access vlan 20
Zařazení rozhraní do VLAN 20 –Administrators.
Switch_IT(config-if-range)#
switchport nonegotiate







Vstup do konfiguračního režimu daných rozhraní.
Switch_IT(config-if-range)#
switchport mode access
Nastavení daných rozhraní do přístupového módu.
Switch_IT(config-if-range)#
switchport access vlan 60
Zařazení rozhraní do VLAN 60 –Printers.
Switch_IT(config-if-range)#
switchport nonegotiate







Vstup do konfiguračního režimu daných rozhraní.
Switch_IT(config-if-range)#
switchport mode access
Nastavení daných rozhraní do přístupového módu.
Pokračování na další straně
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Pokračování z předchozí strany
Switch_IT(config-if-range)#
switchport access vlan 50
Zařazení rozhraní do VLAN 50 – Servers.
Switch_IT(config-if-range)#
switchport nonegotiate






interface range Fa0/4-9, Fa0/12-14,
Fa0/18-23, Gi0/1-2




Nastavení těchto rozhraní do přístupového módu.
Switch_IT(config-if-range)#
switchport access vlan 100




Vypnout vyjednávání trunk portu protokolem
DTP.
Switch_IT(config-if-range)#shutdown Vypnout všechna tato nepoužívaná rozhraní.
Pro možnost komunikace mezi všemi VLAN je nutné nastavit směrování. Naše
topologie je uspořádána tak, že nejsou propojeny všechny přepínače, proto vyu-
žijeme Inter-VLAN Routing pomocí technologie Router-on-a-Stick. Umožníme tak
komunikaci VLAN v oblasti IT oddělení s VLAN v oblasti kanceláří a výroby. Tuto
komunikaci můžeme dále řídit pomocí ACL (Access Control List), což bude probráno
v kap. 3.9. Důležitou součástí komunikace mezi přepínačem a směrovačem, či mezi
dvěma a více přepínači, je protokol IEEE 802.1Q, kterému se říká trunking protokol,
a je podporován na všech moderních přepínačích a směrovačích umožňující VLAN.
Využívá tzv. taggování, což je rozšíření hlavičky rámce o 4B informaci. Konfigurace
probíhá tak, že obě rozhraní dané linky nastavíme do trunk módu a využijeme mezi
nimi nativní VLAN. Nativní VLAN je součástí protokolu IEEE 802.1Q a musí být
vždy nakonfigurována shodně na obou stranách trunku. Rozhraní směrovače při-
řadíme do trunk módu tak, že vytvoříme příslušné „podrozhraní“ (subinterface),
kde nastavíme využívání protokolu IEEE 802.1Q, a podle tab. 3.1 nakonfigurujeme




Vytvoření subinterface pro VLAN 10.
Router_IT(config-subif)#description
Connection to VLAN 10 – Chief
Nastavit popis pro daný subinterface.
Router_IT(config-subif)#
encapsulation dot1Q 10
Přiřazení subinterface do trunk módu a nastavit
využívání protokolu IEEE 802.1Q pro VLAN 10.
Pokračování na další straně
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Pokračování z předchozí strany
Router_IT(config-subif)#ip address
172.16.1.1 255.255.255.0
Konfigurace IP adresy pro VLAN 10. Jde o bránu
(gateway) této VLAN.
Router_IT(config-subif)#no shutdown Zapnout subinterface.
Router_IT(config-subif)#interface
Fa0/0.20
Vytvoření subinterface pro VLAN 20.
Router_IT(config-subif)#description
Connection to VLAN 20 – Administrators
Nastavit popis pro daný subinterface.
Router_IT(config-subif)#
encapsulation dot1Q 20
Přiřazení subinterface do trunk módu a nastavit
využívání protokolu IEEE 802.1Q pro VLAN 20.
Router_IT(config-subif)#ip address
172.16.2.1 255.255.255.0
Konfigurace IP adresy pro VLAN 20. Jde o bránu
(gateway) této VLAN.
Router_IT(config-subif)#no shutdown Zapnout subinterface.
Router_IT(config-subif)#interface
Fa0/0.50
Vytvoření subinterface pro VLAN 50.
Router_IT(config-subif)#description
Connection to VLAN 50 – Servers
Nastavit popis pro daný subinterface.
Router_IT(config-subif)#
encapsulation dot1Q 50
Přiřazení subinterface do trunk módu a nastavit
využívání protokolu IEEE 802.1Q pro VLAN 50.
Router_IT(config-subif)#ip address
172.16.5.1 255.255.255.0
Konfigurace IP adresy pro VLAN 50. Jde o bránu
(gateway) této VLAN.
Router_IT(config-subif)#no shutdown Zapnout subinterface.
Router_IT(config-subif)#interface
Fa0/0.60
Vytvoření subinterface pro VLAN 60.
Router_IT(config-subif)#description
Connection to VLAN 60 – Servers
Nastavit popis pro daný subinterface.
Router_IT(config-subif)#
encapsulation dot1Q 60
Přiřazení subinterface do trunk módu a nastavit
využívání protokolu IEEE 802.1Q pro VLAN 60.
Router_IT(config-subif)#ip address
172.16.6.1 255.255.255.0
Konfigurace IP adresy pro VLAN 60. Jde o bránu
(gateway) této VLAN.
Router_IT(config-subif)#no shutdown Zapnout subinterface.
Router_IT(config-subif)#interface
Fa0/0.88
Vytvoření subinterface pro nativní VLAN 88.
Router_IT(config-subif)#description
Connection to VLAN 88 – Native
Nastavit popis pro daný subinterface.
Router_IT(config-subif)#
encapsulation dot1Q 88 native
Přiřazení subinterface do trunk módu a nasta-




Konfigurace IP adresy pro nativní VLAN 88. Jde
o bránu (gateway) této VLAN.
Router_IT(config-subif)#no shutdown Zapnout subinterface.
Pokračování na další straně
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Pokračování z předchozí strany
Router_IT(config-subif)#interface
Fa0/0
Vstup do daného rozhraní.
Router_IT(config-if)#no description Žádný popis.
Router_IT(config-if)#no ip address Žádná IP adresa.
Router_IT(config-if)#no shutdown Zapnout dané rozhraní. Tímto se spustí i výše na-
stavené subinterface.
Nyní nakonfigurujeme druhou část směrování. Rozhraní na přepínači Switch_IT,
které je fyzicky připojeno k rozhraní Fa0/0 na směrovači Router_IT, nastavíme do
trunk módu, zapneme využívání protokolu IEEE 802.1Q a přiřadíme do stejné na-
tivní VLAN. Z důvodu bezpečnosti vypneme u rozhraní v trunk módu vyjednávání
trunku DTP protokolem a umožníme přenášet pouze námi vytvořené VLAN. Těmito
příkazy můžeme zabránit různým útokům zaměřeným na VLAN, např. Switch spo-
ofing, Double tagging, Man-in-the-middle apod., které jsou detailně popsány
v kap. 1.4.
Switch_IT(config)#interface Fa0/24 Vstup do konfiguračního režimu daného rozhraní.




Nastavení rozhraní do trunk módu.
Switch_IT(config-if)#switchport
trunk encapsulation dot1Q
* Využívání protokolu IEEE 802.1Q pro toto roz-
hraní.
Switch_IT(config-if)#switchport
trunk allowed vlan 10,20,50,60,88
Přes linku přenášet pouze VLAN 10, 20, 50, 60
a 88.
Switch_IT(config-if)#switchport
trunk native vlan 88
Zařazení rozhraní do nativní VLAN 88.
Switch_IT(config-if)#switchport
nonegotiate
Vypnout vyjednávání trunk portu protokolem
DTP.
Switch_IT(config-if)#no shutdown Zapnout dané rozhraní.
Následuje vytvoření SVI (Switch Virtual Interface), což je speciální virtuální roz-
hraní pro VLAN, které pracuje na 3. vrstvě (síťové) referenčního ISO/OSI modelu.
Rozhraní SVI a VLAN existuje nezávisle na sobě (defaultně vytvořeno pro VLAN 1,
nelze smazat). Jestliže však chceme využít Inter-VLAN Routing, je nutné vytvořit
SVI pro každou VLAN a přiřadit tomuto rozhraní správnou IP adresu. Nastavíme
také výchozí bránu pro přepínač, což bude IP adresa směrovače v nativní VLAN 88.
Switch_IT(config)#interface vlan 10 Vytvoření SVI pro VLAN 10.
Switch_IT(config-if)#ip address
172.16.1.2 255.255.255.0
Přiřazení IP adresy pro toto virtuální rozhraní
z adresního prostoru pro VLAN 10.
Switch_IT(config-if)#no shutdown Zapnout toto virtuální rozhraní.
Pokračování na další straně
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Pokračování z předchozí strany
Switch_IT(config-if)#interface vlan
20
Vytvoření SVI pro VLAN 20.
Switch_IT(config-if)#ip address
172.16.2.2 255.255.255.0
Přiřazení IP adresy pro toto virtuální rozhraní
z adresního prostoru pro VLAN 20.
Switch_IT(config-if)#no shutdown Zapnout toto virtuální rozhraní.
Switch_IT(config-if)#interface vlan
50
Vytvoření SVI pro VLAN 50.
Switch_IT(config-if)#ip address
172.16.5.2 255.255.255.0
Přiřazení IP adresy pro toto virtuální rozhraní
z adresního prostoru pro VLAN 50.
Switch_IT(config-if)#no shutdown Zapnout toto virtuální rozhraní.
Switch_IT(config-if)#interface vlan
60
Vytvoření SVI pro VLAN 60.
Switch_IT(config-if)#ip address
172.16.6.2 255.255.255.0
Přiřazení IP adresy pro toto virtuální rozhraní
z adresního prostoru pro VLAN 60.
Switch_IT(config-if)#no shutdown Zapnout toto virtuální rozhraní.
Switch_IT(config-if)#interface vlan
88
Vytvoření SVI pro nativní VLAN 88.
Switch_IT(config-if)#ip address
172.16.8.2 255.255.255.0
Přiřazení IP adresy pro toto virtuální rozhraní
z adresního prostoru pro nativní VLAN 88.
Switch_IT(config-if)#no shutdown Zapnout toto virtuální rozhraní.
Switch_IT(config)#ip
default-gateway 172.16.8.1
Nastavení výchozí brány s IP adresou směrovače
v nativní VLAN 88.
Pro kompletní dokončení konfigurace směrování Inter-VLAN Routing pomocí
metody Router-on-a-Stick je nutné, abychom na směrovači přiřadili adresní prostory
všech připojených VLAN do tabulky protokolu EIGRP. Tím docílíme komunikace
mezi VLAN z různých oblastí.
Router_IT(config)#router eigrp 100 Přístup do konfiguračního režimu směrovacího




















Adresa sítě VLAN 88 –Native s wildcard maskou
sítě.
Pokračování na další straně
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Pokračování z předchozí strany
Router_IT(config-router)#passive-
-interface Fa0/0.10
Vypnout rozesílání směrovacích informací u roz-
hraní pro VLAN 10.
Router_IT(config-router)#passive-
-interface Fa0/0.20
Vypnout rozesílání směrovacích informací u roz-
hraní pro VLAN 20.
Router_IT(config-router)#passive-
-interface Fa0/0.50
Vypnout rozesílání směrovacích informací u roz-
hraní pro VLAN 50.
Router_IT(config-router)#passive-
-interface Fa0/0.60
Vypnout rozesílání směrovacích informací u roz-
hraní pro VLAN 60.
Router_IT(config-router)#passive-
-interface Fa0/0.88
Vypnout rozesílání směrovacích informací u roz-
hraní pro VLAN 88.
Pokud jsme již tak neučinili v kap. 3.4 v části základní konfigurace koncových
zařízení, vrátíme se zpět k tomuto odstavci a provedeme nastavení jednotlivých PC,
serverů a tiskáren.
Nesmíme zapomenout provést celou výše uvedenou konfiguraci i pro oblast kan-
celáří a výroby (Switch_K, Switch_V, Router_K_V). Postup bude velmi podobný,
samozřejmě však musíme použít správná čísla i názvy VLAN podle tab. 3.2, správné
přiřazení portů a IP adres dle tab. 3.1, a celkové správné rozdělení sítě na základě
topologie na obr. 3.1.
Pomocí následujících příkazů si můžeme ověřit správnost naší konfigurace a v pří-
padě potřeby vyhledat vzniklý problém.
Switch_IT#show vlan Detailní informace o VLAN a přiřazených portech.
Switch_IT#show vlan brief Stručné informace o VLAN a přiřazených portech.
Switch_IT#show vlan id číslo Informace o dané VLAN dle čísla.
Switch_IT#show vlan name název Informace o dané VLAN dle názvu.
Switch_IT#show interfaces vlan
číslo
Detailní informace o SVI dané VLAN.
Switch_IT#show interfaces rozhraní
switchport
Detailní informace o daném rozhraní společně
s VLAN.
Switch_IT#show interfaces trunk Informace o trunk rozhraní, nativní VLAN, pře-
nášených VLAN, zapouzdření atd.
Switch_IT#show ip interface brief Zobrazení všech rozhraní na daném zařízení, jejich
IP adresa, status, protokol atd.
Tímto jsme dokončili konfiguraci zabezpečené VLAN. Pokud je vše správně na-
staveno, musí nám fungovat PING z jakéhokoliv PC do PC v kterékoliv VLAN.
Také musí fungovat ping všech serverů a tiskáren, což je důležité pro další konfigu-
raci serverů.
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3.7 Konfigurace DHCP serveru
Dynamic Host Configuration Protocol (DHCP) je protokol, vycházející z architek-
tury klient-server, který koncovým zařízením dynamicky přiděluje IP adresu, spolu
s dalšími informacemi jako je maska sítě, výchozí brána a adresa DNS serveru.
Tyto informace jsou pomocí DHCP protokolu získávány z DHCP serveru, který po-
skytuje spoustu výhod, například spolehlivou konfiguraci IP adres a zjednodušení
správy privátní sítě. Umožňuje centralizovanou a automatickou konfiguraci IP adres,
a také efektivní manipulaci s těmito adresami. Především však dochází k minimali-
zování nedostatků statické konfigurace, jako jsou typografické chyby, konflikty adres
způsobené přiřazením jedné IP adresy na více koncových zařízení a podobně [51].
Víme, že každé zařízení v sítí musí mít jedinečnou IP adresu. Pokud nevyužíváme
služeb DHCP serveru, musíme tuto IP adresu nastavit manuálně, tzv. statická konfi-
gurace. Tato statická konfigurace je vhodná pro zařízení, u kterých potřebujeme mít
konstantní IP adresu po celou dobu provozu (např. servery, tiskárny). Nevýhodná
je však u koncových uživatelů (PC), kde obvykle není nutné mít stálou IP adresu,
protože může docházet k přesunu do jiných VLAN či odebrání PC ze sítě, což pře-
devším u velkých sítí vyžaduje určitou režii. Server DHCP umožňuje tento proces
automatizovat a centrálně řídit. Udržuje správný rozsah IP adres pro každou VLAN
a odpovídá na žádosti klientů z různých VLAN o dynamické přidělení jedinečné IP
adresy.
Jak již bylo zmíněno v části základní konfigurace koncových zařízení kap. 3.4,
DHCP server využijeme pro přidělení IP adres koncovým uživatelům (PC). Serve-
rům a tiskárnám ponecháme statickou IP adresu. Konfigurace je velmi jednoduchá
a předvedeme ji na směrovači Router_END.
Nejprve je nutné nastavit službu DHCP serveru v Cisco Packet Tracer. Prvním
krokem je kontrola připojení DHCP serveru k portu FastEthernet0/16 přepínače
Switch_IT. Poté klikneme na tento server a v záložce Config nastavíme defaultní
bránu (gateway). Jedná se o IP adresu subinterface dané VLAN (v tomto případě
je to VLAN 50 – Servers a IP adresa 172.16.5.1). Dále klikneme na rozhraní serveru
a nastavíme statickou IP adresu z rozsahu adres pro tuto VLAN (nastavili jsme
IP adresu 172.16.5.6/24). Nyní se přepneme do záložky Services. Všechny nabízené
služby manuálně vypneme a zvolíme službu DHCP. Nahoře zaklikneme položku
Service na On. Pool Name definuje název pro rozsah přiřazovaných adres. Default
Gateway je výchozí brána pro danou VLAN (IP adresa subinterface na směrovači).
Start IP Address nastaví začátek přidělovaného rozsahu, společně s maskou sítě.
Maximální počet uživatelů ukončí rozsah IP adres. DNS ani TFTP server nebudeme
využívat. Celá tato konfigurace služby serveru DHCP je zobrazena na obr. 3.2. V tuto
chvíli jsme dokončili nastavení serveru a přejdeme ke konfiguraci směrovačů.
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Obr. 3.2: Ukázka konfigurace serveru DHCP.
Pozn.: Rozsah IP adres serverPool je v simulačním programu Cisco Packet Tracer
verze 6.3.0.0009 defaultní a nelze jej odstranit.
Žádost koncového uživatele o přidělení IP adresy z DHCP serveru probíhá po-
mocí broadcast zprávy. Protože je naše privátní síť rozdělena do různých VLAN
a využívá Inter-VLAN Routing pomocí technologie Router-on-a-Stick, je nutné na
směrovači nastavit tzv.DHCP Relay Agent. Ten přijímá DHCP žádost od uživatele
a přeposílá ji jako unicast zprávu k danému DHCP serveru. Následně zpracuje odpo-
věď od DHCP serveru a přidělí uživateli určitou IP adresu. Pro spuštění této služby
je nutné nastavit subinterface dané VLAN, ze které budou přicházet DHCP žá-
dosti, IP adresu DHCP serveru (helper address) [52]. Tato funkce zároveň zabraňuje
útokům typu DHCP Spoofing, Man-in-the-middle apod., protože znemožňuje




Vstup do daného subinterface (podrozhraní) pro
VLAN 10 –Chief.
Pokračování na další straně
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Pokračování z předchozí strany
Router_IT(config-subif)#ip
helper-address 172.16.5.6
Využít funkci DHCP Relay Agent nastavením po-
mocné IP adresy DHCP serveru.
Router_IT(config-subif)#interface
Fa0/0.20




Využít funkci DHCP Relay Agent nastavením po-
mocné IP adresy DHCP serveru.
Stejné nastavení provedeme i u směrovače Router_K_V, ovšem pomocnou IP adresu
DHCP serveru přiřadíme do subinterface (podrozhraní) pro VLAN30 –Management
a VLAN40 –Employees.
Posledním krokem je povolení všem koncovým uživatelům (PC) dynamické při-
dělování IP adres z DHCP serveru. Klikneme tedy na jakýkoliv počítač a přepneme
se do záložky Desktop. Zde otevřeme konfiguraci IP adres (IP Configuration) a za-
klikneme položku DHCP. Zobrazí se hlášení žádosti o IP adresu (Requesting IP
address) a poté hlášení DHCP žádost úspěšná (DHCP request successful). Toto na-
stavení provedeme na všech počítačích uvnitř privátní sítě, čímž dokončíme konfigu-
raci dynamického přidělování IP adres pomocí protokolu a serveru DHCP (Dynamic
Host Configuration Protocol).
3.8 Konfigurace Syslog serveru
Pro správu sítě je velmi důležitý monitoring sítě, síťových prvků a serverů. Při kvalit-
ním zpracování může být rozsah monitorovaných oblastí opravdu velký. Slouží nám
k tomu spousta různých monitorovacích systémů, technologií a protokolů. Monito-
ring můžeme sestavit na vlastních skriptech nebo můžeme využít komerční řešení či
bezplatné produkty. Každé řešení má své výhody a nevýhody, o čemž se můžeme
dočíst v článku [53], odkud byly získávány informace pro tuto kapitolu. Jsou zde
také detailněji popsány oblasti a technologie monitoringu.
Abychom dokázali zvolit správné technologie, je nutné si nejprve rozmyslet, co
přesně chceme sledovat a jaké výstupy očekáváme. Musíme například vědět, zda
vyžadujeme pouze hlášení kritických událostí nebo i ukládání různých informač-
ních zpráv apod. Žádný systém nemůže zastřešit monitoring všech oblastí, proto ve
větších firmách obvykle kombinujeme více různých produktů.
Pro naše účely monitorování aktivních síťových zařízení jsme zvolili systém Syslog,
který je často využíván pro zasílání zpráv z logů po síti. Termín log je definován jako
soubor, obsahující záznam události, která vznikla ve sledovaném zařízení. Tento sou-
bor obsahuje také popis dané události. Zprávy jsou z monitorovaných síťových zaří-
zení přenášeny pomocí protokolu Syslog a mohou být shromažďovány, archivovány
a zpracovávány v Syslog serveru.
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Správce sítě může podle potřeby a charakteru sítě zvolit typy zpráv dle tab. 3.3.
Na server budou odesílány zprávy zvolené úrovně a zároveň zprávy všech nižších
úrovní (s nižším označením) [54].
Tab. 3.3: Úrovně závažnosti zpráv systému Syslog.
Označení Úroveň závažnosti Popis
0 Emergencies Systém je nepoužitelný.
1 Alerts Potřeba okamžitého zásahu.
2 Critical Kritický stav.
3 Errors Chybový stav.
4 Warnings Výstražný stav.
5 Notifications Normální, ale důležitý stav.
6 Informational Informační zprávy.
7 Debugging Ladící zprávy.
Přejdeme tedy ke konfiguraci, která je o pár řádcích. Nejprve však musíme nasta-
vit službu Syslog serveru v Cisco Packet Tracer. Prvním krokem je kontrola připojení
Syslog serveru k portu FastEthernet0/17 přepínače Switch_IT. Poté klikneme na
daný server a v záložce Config nastavíme defaultní bránu (gateway). Jde o IP ad-
resu subinterface směrovače Router_IT pro VLAN50 – Servers (172.16.5.1). Dále
se přepneme na rozhraní serveru a nastavíme IP adresu z rozsahu adres pro tuto
VLAN. Použijeme IP adresu 172.16.5.7/24. Následně přejdeme do záložky Services
a vypneme všechny nabízené služby kromě Syslog.
V tuto chvíli máme připraven Syslog server pro ukládání zpráv. Nyní nakonfigu-
rujeme monitorované síťové zařízení.
Switch_IT(config)#logging host
172.16.5.7




Nastavení úrovně závažnosti zasílaných zpráv.
nebo
Switch_IT(config)#logging trap 6 Nastavení úrovně závažnosti zasílaných zpráv.
Switch_IT(config)#service
timestamps debug datetime msec
localtime show-timezone year
Do debug zprávy zahrnout datum, čas, časové
pásmo a rok.
Switch_IT(config)#service
timestamps log datetime msec
localtime show-timezone year
Do log zprávy zahrnout datum, čas, časové pásmo
a rok.
Switch_IT#show logging Zobrazit informace o konfiguraci Syslog zpráv.
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Tuto konfiguraci provedeme pro všechny směrovače a přepínače v naší síti. Správ-
nost nastavení můžeme ověřit otevřením Syslog serveru a kliknutím na službu Syslog.
Měli bychom vidět uložené informační zprávy o vstupu do konfiguračního režimu.
3.9 Konfigurace přístupových listů
O technologii ACL (Access Control List) jsme se již bavili v kap. 2.1, kde jsme si
popsali, k čemu přístupové listy slouží a na jakém principu fungují. Také jsme vypsali
síťové útoky, kterým můžeme pomocí technologie ACL zabránit. V této kapitole
se zaměříme na typy technologie ACL. Informace pro tuto kapitolu jsem získával
z knihy [30].
Nejprve si však vysvětlíme rozdíl mezi příchozím a odchozím provozem, což
jsou důležité pojmy pro správnou aplikaci vytvořených přístupových listů v urči-
tém směru.
• Příchozí provoz – Provoz, který přichází do zařízení a je přístupovým listem
zpracován dříve, než dojde k jeho zpracování na daném zařízení.
• Odchozí provoz – Provoz, který zařízení nejprve zpracuje a poté odešle na
odchozí rozhraní, ale přístupovým listem je zpracován dříve, než dojde k jeho
zařazení do fronty.
Nyní již přejdeme k popisu hlavních typů této technologie, a to standardní pří-
stupové listy, rozšířené přístupové listy a pojmenované přístupové listy.
Standardní přístupové listy
V paketu je jako testovací podmínka používána pouze zdrojová IP adresa, což
znamená, že se povolují nebo zakazují celé sady protokolů. Nejsou tedy rozlišovány
různé protokoly jako HTTP, TELNET, UDP, TCP apod. Standardní přístupové
listy se umisťují co nejblíže k jejich cíli a vytvářejí se s čísly 1–99 nebo 1 300–1 999.
Router(config)#access-list
[1-99 | 1300-1999] ?
Standardní přístupové listy můžeme rozlišit po-
mocí těchto čísel.
Router(config)#access-list 20
[permit | deny | remark] ?
Následně musíme zvolit vykonávanou akci [povo-
lit | zakázat | komentář].
Router(config)#access-list 20
permit [A.B.C.D | any | host] ?
Po zvolení akce máme k dispozici další tři
možnosti [adresa sítě | libovolný uživatel nebo
síť | konkrétní uživatel].
Router(config)#access-list 20
permit 172.16.2.0 0.0.0.255
Povolit provoz z dané adresy sítě. Zadává se s wild-
card maskou sítě.
nebo
Pokračování na další straně
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Pokračování z předchozí strany
Router(config)#access-list 20
permit any





Povolit provoz od konkrétního uživatele s danou
IP adresou.
Pozn.: Při konfiguraci v příkazovém řádku doporučuji využívat znak ?, který nám
zobrazuje další nabídku pro určitý příkaz.
Vytvořený přístupový seznam však nebude funkční, dokud ho neaplikujeme na
dané rozhraní v určitém směru provozu.
Router(config)#interface Fa0/0 Vstup do konfiguračního režimu daného rozhraní.
Router(config-if)#ip access-group
20 in





Aplikovat vytvořený přístupový list na odchozí
provoz tohoto rozhraní.
Rozšířené přístupové listy
Na rozdíl od standardních přístupových listů pracují s mnoha informacemi v hla-
vičkách paketů 3. a 4. vrstvy protokolového modelu TCP/IP. Může se porovnávat
zdrojová IP adresa, cílová IP adresa, typ protokolu a číslo portu. Můžeme tak vy-
tvořit přesná pravidla pro příchozí i odchozí provoz. Rozšířené přístupové listy se
umisťují co nejblíže k jejich zdroji a vytvářejí se s čísly 100–199 nebo 2 000–2 699.
Router(config)#access-list
[100-199 | 2000-2699] ?
Rozšířené přístupové listy můžeme rozlišit pomocí
těchto čísel.
Router(config)#access-list 150
[permit | deny | remark | dynamic] ?
Následně musíme zvolit vykonávanou akci [povo-
lit | zakázat | komentář | dynamický list].
Router(config)#access-list 150 deny
[protokol ] ?
Po zvolení akce máme k dispozici výběr z několika
typů protokolů. Můžeme zadat také číslo proto-
kolu.
Router(config)#access-list 150 deny
tcp [A.B.C.D | any | host] ?
Po vybrání protokolu máme tři možnosti k zadání
zdrojové IP adresy [adresa sítě | libovolný uživatel
nebo síť | konkrétní uživatel].
Router(config)#access-list
150 deny tcp any
[A.B.C.D | any | host | služby ] ?
Následně je potřeba vybrat další krok, obvykle
cílovou IP adresu [adresa sítě | libovolný uživatel
nebo síť | konkrétní uživatel | další nabídka služeb].
Router(config)#access-list 150 deny
tcp any host 172.16.5.5 [služby ] ?
Dále máme k dispozici několik různých typů slu-
žeb.
Router(config)#access-list 150
deny tcp any host 172.16.5.5 eq
[protokoly a aplikace ] ?
Poté můžeme zvolit číslo portu nebo použít název
aplikace či protokolu.
Pokračování na další straně
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Router(config)#access-list 150 deny
tcp any host 172.16.5.5 eq telnet
[log] ?
V posledním kroku můžeme zvolit, zda chceme
tento přístup logovat na Syslog server.
Router(config)#access-list 150
permit ip any any
Protože na konci přístupového listu je implicitně
příkaz deny any, musíme rozšířený ACL doplnit
tímto příkazem. To ovšem neplatí v případě, kdy
máme povolovací podmínky a ostatní nevyhovující
pakety chceme zahodit.
Pozn.: Tato konfigurace umožňuje různé nabídky protokolů, služeb, aplikací atd.
Proto doporučuji během konfigurace v příkazovém řádku využívat znak ?, který
nám tyto nabídky zobrazuje ve výpisu.
Výše vytvořený rozšířený přístupový list zakazuje všem uživatelům (s jakoukoliv
IP adresou) přístup k zařízení s IP adresou 172.16.5.5 pomocí protokolu TELNET.
Opět je nutné přístupový seznam aplikovat na vhodné rozhraní v určitém směru.
Postupuje se stejně jako v případě standardního přístupového listu viz výše.
Pojmenované přístupové listy
Jedná se buď o standardní nebo rozšířené přístupové listy, ovšem jejich konfi-
gurace a odkazování probíhá odlišně. Pojmenované přístupové listy umožňují při
vytváření a aplikaci standardních či rozšířených přístupových seznamů používat ná-
zvy místo čísel, funkčně jsou však stejné. Poskytují tak správcům sítě lepší orientaci
ve vytvořených přístupových listech.
Router(config)#ip access-list
[standard | extended | logging] ?
Vytvořit pojmenovaný přístupový list [stan-
dardní | rozšířený | kontrolní].
Router(config)#ip access-list
standard [1–99 | WORD] ?
Vybrali jsme standardní pojmenovaný ACL. Ná-
sleduje označení tohoto listu [číslem | názvem].
Router(config)#ip access-list
standard ONLY_ADMIN_PERMIT
Zvolili jsme pojmenované označení s názvem
ONLY_ADMIN_PERMIT. Dle názvu můžeme
předpokládat, že přístupový list bude sloužit k po-
volení přístupu pouze správcům sítě.
Router(config-std-nacl)# ? Následně jsme přesunuti do režimu konfigurace
daného přístupového listu a je nám zobrazována
nabídka podle zvoleného, buď standardního nebo
rozšířeného, přístupového listu (viz výše).
Jak jsme již uvedli dříve, aplikace pojmenovaného přístupového listu se také
liší od aplikace standardního a rozšířeného ACL. Opět doporučuji při konfiguraci
i aplikaci listu využívat znak ?.
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Router(config)#interface Fa0/0 Vstup do konfiguračního režimu daného rozhraní.
Router(config-if)#ip access-group
ONLY_ADMIN_PERMIT in
Aplikovat vytvořený pojmenovaný přístupový list




Aplikovat vytvořený pojmenovaný přístupový list
na odchozí provoz tohoto rozhraní.
Shrnutí k tvorbě přístupových listů
Je potřeba uvést také několik důležitých poznatků ke tvorbě přístupových listů.
Každá nová podmínka v přístupovém listu je umístěna na jeho konec. Z přístupového
listu není možné odebírat jednu podmínku, musíme tedy celý list smazat a vytvořit
nový. Přístupové listy filtrují provoz procházející přes dané zařízení, nikoliv provoz,
který je generován tímto zařízením. Ke zvýšení efektivity doporučuji využívat tex-
tový editor pro ukládání vytvořených listů. Pokud následně potřebujete nějaký list
upravit, uděláte tuto změnu v textovém editoru, a poté v příkazovém řádku určitého
zařízení tento list smažete a vytvoříte stejný, ovšem již s danou úpravou.
Vytvořené přístupové listy a jejich správnost můžeme také kontrolovat přímo
v daném zařízení pomocí těchto příkazů.
Router#show running-config Výpis běžící konfigurace.
Router#show access-list Zobrazit všechny přístupové listy a jejich parame-
try.
Router#show access-list číslo nebo
název
Zobrazit přístupový list označený zvoleným číslem
nebo názvem a jeho parametry.
Tvorba a aplikace přístupových listů představuje důležitou součást konfigurace sí-
ťového zařízení, především směrovačů. Správně vytvořené přístupové listy přispívají
velkou měrou k efektivitě, funkčnosti i bezpečnosti sítě, a dále poskytují správcům
sítě vysokou kontrolu nad síťovým provozem uvnitř privátní sítě.
Existují také dynamické, reflexivní a časově závislé přístupové listy, které jsou již
nad rámec tohoto textu. Bližší popis a vysvětlení těchto typů ACL můžeme nalézt
v knize [30].
Konfigurace v simulované síti
V této části vytvoříme standardní i rozšířené přístupové listy, které nám umožní
zajistit bezpečnost privátní sítě.
Existují jistá doporučení, která by se měla dodržovat při konfiguraci přístupových
listů pro provoz směřující z veřejné sítě (Internetu) do privátní sítě. Konfigurace
těchto doporučení bude probíhat na hraničním směrovači Router_END. Tyto níže
uvedená pravidla bychom měli dodržovat v každé privátní síti.
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Router_END(config)#access-list 100
deny ip 172.16.0.0 0.0.15.255 any
Zakázat všechny adresy používané v privátní síti
(použita sumarizace adres).
Router_END(config)#access-list 100
deny ip 10.0.0.0 0.255.255.255 any
Zakázat všechny adresy z privátního síťového roz-
sahu třídy A.
Router_END(config)#access-list 100
deny ip 172.16.0.0 0.15.255.255 any
Zakázat všechny adresy z privátního síťového roz-
sahu třídy B.
Router_END(config)#access-list 100
deny ip 192.168.0.0 0.0.255.255 any
Zakázat všechny adresy z privátního síťového roz-
sahu třídy C.
Router_END(config)#access-list 100
deny ip 127.0.0.0 0.255.255.255 any
Zakázat všechny adresy místních smyček (local
loopback).
Router_END(config)#access-list 100
deny ip 224.0.0.0 15.255.255.255
any
Zakázat všechny adresy v rozsahu adres pro multi-
castové vysílání.
Router_END(config)#access-list 100
deny ip 0.0.0.0 0.255.255.255 any
Zakázat síťové adresy.
Router_END(config)#access-list 100
deny ip host 255.255.255.255 any
Zakázat broadcastovou adresu.
Router_END(config)#access-list 100
permit icmp any host 188.18.8.10
echo-reply
Povolit ICMP zprávu Echo Reply z jakéhokoliv
zařízení v Internetu na veřejnou IP adresu.
Router_END(config)#access-list 100
permit icmp any host 188.18.8.10
source-quench
# Povolit ICMP zprávu Source Quench z jakého-
koliv zařízení v Internetu na veřejnou IP adresu.
Router_END(config)#access-list 100
permit icmp any host 188.18.8.10
unreachable
Povolit ICMP zprávu Unreachable z jakéhokoliv
zařízení v Internetu na veřejnou IP adresu.
Router_END(config)#access-list 100
deny icmp any any
Zakázat ostatní zprávy ICMP protokolu z jakého-
koliv zařízení v Internetu na jakoukoliv zdrojovou
IP adresu.
Router_END(config)#access-list 100
permit ip any host 188.18.8.10
Povolit komunikaci pouze na cílovou veřejnou IP
adresu naší privátní sítě, viz kap. 4.4.
Router_END(config)#int Fa1/0 Vstup do konfiguračního režimu optického roz-
hraní pro podsíť ISP.
Router_END(config-if)#ip
access-group 100 in
Aplikovat rozšířený přístupový list s označením
100 na zvolené rozhraní v příchozím směru.
Nyní si ukážeme příklad konfigurace přístupového listu pro provoz z privátní sítě
do Internetu.
Router_END(config)#access-list 101
permit udp host 188.18.8.10 host
220.20.10.10 eq 123
Povolit provoz pouze z veřejné IP adresy na server
NTP, zároveň povolit přenos protokolu NTP (číslo
portu 123).
Router_END(config)#access-list 101
permit tcp host 188.18.8.10 any eq
www
Povolit provoz pouze z veřejné IP adresy na ja-
koukoliv adresu pro protokol HTTP (číslo portu
80).
Pokračování na další straně
60
Pokračování z předchozí strany
Router_END(config)#access-list 101
permit tcp host 188.18.8.10 any eq
443
Povolit provoz pouze z veřejné IP adresy na ja-
koukoliv adresu pro protokol HTTPS (číslo portu
443).
Router_END(config)#access-list 101
permit icmp host 188.18.8.10 any
echo
Povolit ICMP zprávu Echo Request z veřejné IP
adresy na jakékoliv zařízení v Internetu.
Router_END(config)#access-list
101 permit icmp host 188.18.8.10
any [source-quench | parameter
problem | packet-too-big]
# Povolit ICMP zprávu [Source Quench | Para-
meter Problem |Packet Too Big] z veřejné IP ad-
resy na jakékoliv zařízení v Internetu. Tento příkaz
provedeme třikrát za sebou vždy s jiným typem
ICMP zprávy.
Router_END(config)#access-list 101
deny ip any any log
# Tento příkaz je sice nastaven implicitně, ale část
log značí, že jakýkoliv zamítnutý provoz bude lo-
gován na Syslog server.
Router_END(config)#int Fa1/0 Vstup do konfiguračního režimu optického roz-
hraní pro podsíť ISP.
Router_END(config-if)#ip
access-group 101 out
Aplikovat rozšířený přístupový list s označením
101 na zvolené rozhraní v odchozím směru.
Dále můžeme vytvořit různé standardní a rozšířené přístupové listy pro použití
uvnitř privátní sítě, které zajistí lepší ochranu proti interním hrozbám. Záleží však
především na charakteru sítě a potřebách organizace, uživatelů i správců sítě, jaké
přístupové listy budou v dané síti nakonfigurovány, popřípadě na jakém rozhraní
a v kterém směru budou aplikovány. Další přístupové listy budeme vytvářet během




V této kapitole se budeme zabývat především zabezpečením hraničního (edge) smě-
rovače, v našem případě směrovačem Router_END. Pro tento směrovač je potřeba
zajistit fyzickou bezpečnost, bezpečnost operačního systému a bezpečnou konfigu-
raci, tzv. „router hardening“. Většinu bezpečnostních technologií a protokolů však
využijeme i pro ostatní směrovače uvnitř naší privátní sítě. V rámci kapitoly se nej-
prve zaměříme na konfiguraci PPP protokolu, společně s využitím autentizace, pro
zvýšení bezpečnosti na linkové (spojové) vrstvě. Dále si ukážeme zabezpečení pří-
stupů (konzole, pomocné linky, virtuální linky) k zařízení pomocí technologie AAA
a serveru TACACS+. Na toto téma přímo navazuje představení konfigurace pro-
tokolu SSH pro zabezpečení přístupu přes virtuální linku. Posledním tématem je
zabezpečení privátní sítě, oddělením od veřejné sítě (Internetu), pomocí technologie
NAT.
4.1 Konfigurace PPP s autentizací
Point-to-Point Protocol (PPP) je protokol, využívající zapouzdření, pro přenos dato-
vého komunikace po dvoubodovém spojení mezi dvěma síťovými zařízeními. Je určen
pro jednoduchý přenos dat mezi dvěma uzly. Poskytuje plně duplexní komunikaci,
zabezpečení díky autentizaci zařízení, přenos více různých protokolů a kompresi
dat. Lze jej použít na různých přenosových mediích, včetně sériové linky, kroucené
dvojlinky a optické linky. Pro ustanovení spojení mezi dvěma body využívá Link
Control Protocol (LCP). Ten je odpovědný za vytvoření, udržení a ukončení spo-
jení. Také vyjednává parametry připojení jako FCS (Frame Check Sequence), což je
posloupnost zabezpečení rámce, a také HDLC (High-Level Data Link Control), což
je vysokoúrovňové řízení datového spoje.
Následující konfigurace nelze provést v simulačním programu Cisco Packet Tra-
cer verze 6.3.0.0009. Změna zapouzdření je bohužel umožněna pouze pro sériová
rozhraní, nikoliv pro ethernetová rozhraní, která jsou propojena kříženým kabelem,
jak je tomu v naší síti. Ovšem na reálných směrovačích provedeme konfiguraci podle
příkazů, které si uvedeme v dalších částech textu.
Přejdeme tedy k nastavení protokolu PPP. Na začátku konfigurace použijeme
příkazy pro debug (ladění), abychom mohli sledovat průběh navázání spojení na
příslušných směrovačích uvnitř sítě. Tyto příkazy můžeme také využít pro řešení
problému s konfigurací. Zpracováno na základě materiálů pro Cisco Networking Aca-
demy [55].
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Router_END#debug ppp negotiation Výpis procesů o navázání spojení.
Router_END#debug ppp packet Výpis všech rámců náležících protokolu PPP. Na
reálném směrovači může výpis zahltit výstup!
Router_END#debug ppp authentication Výpis procesů autentizace.
Nyní nastavíme na ethernetovém rozhraní zapouzdření PPP. Příkazy provedeme
na každém ethernetovém rozhraní, které je uvnitř naší privátní sítě použité pro spo-
jení mezi směrovači. Během konfigurace nám bude systém psát hlášení do konzole
o ztracení navázání sousedství směrovacího protokolu EIGRP, ovšem jakmile zapouz-
dření PPP nastavíme na obou rozhraních příslušné podsítě, navázání sousedství se
znovu obnoví.
Router_END(config)#interface Fa0/0 Vstup do konfiguračního režimu ethernetového




Router_IT(config)#interface Fa1/0 Vstup do konfiguračního režimu ethernetového




Díky spuštěnému debugu jsme mohli během konfigurace pozorovat různé systémové
hlášení. Povšimněme si především tří fází, kterými proces probíhá při ustanovení
spojení. Postupně se jedná o fáze DOWN, ESTABLISHING a UP.
V další části nastavíme zabezpečení protokolu PPP pomocí autentizace. Protokol
PPP umožňuje dva typy autentizace, a to PAP (Password Authentication Protocol)
nebo CHAP (Challenge Handshake Authentication Protocol). Rozdíl mezi nimi je
takový, že u PAP autentizace nejsou hesla šifrována. Směrovače si data posílají přes




Nastavíme účet s heslem pro CHAP autenti-
zaci. Jméno se musí shodovat s hostname proti-
lehlého směrovače. Heslo musí být na obou stra-
nách stejné.
Router_END(config)#interface Fa0/0 Vstup do konfiguračního režimu ethernetového




Pokračování na další straně
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Pokračování z předchozí strany
Router_IT(config)#username
Router_END password pppauth
Nastavíme účet s heslem pro CHAP autenti-
zaci. Jméno se musí shodovat s hostname proti-
lehlého směrovače. Heslo musí být na obou stra-
nách stejné.
Router_IT(config)#interface Fa1/0 Vstup do konfiguračního režimu ethernetového




Během této konfigurace si můžeme povšimnout malé změny. Proces ustanovení spo-
jení nyní probíhá ve čtyřech fázích a to DOWN, ESTABLISHING, AUTHENTI-
CATION a UP.
Po úspěšné konfiguraci vypneme debug (ladění) na všech směrovačích uvnitř sítě.
Správnost naší konfigurace můžeme nejlépe ověřit pomocí těchto příkazů.
Router_END#undebug all Vypnutí všech konfiguračních debugů.
Router_END#show running-config Výpis běžící konfigurace.
Router_END#show interfaces
rozhraní
Podrobný výpis informací o daném rozhraní.
V tento moment máme mezi všemi směrovači uvnitř sítě úspěšně nakonfigurován
protokol PPP s CHAP autentizací.
4.2 Konfigurace AAA pomocí protokolu
RADIUS a TACACS+
S technologií AAA (Authentication, Authorization and Accounting) jsme se již se-
známili v kap. 2.1. Je však důležité tuto technologii správně pochopit, protože na ni
navazuje následující téma, pro které bylo čerpáno především z knihy [2] a interneto-
vých článků uvedených dále v textu.
Při provozu sítě v organizaci je důležité mít přísnou kontrolu nad tím, kdo má
kam přístup. V malých sítích by měl mít hesla pro přístup k síťovým zařízením pouze
malý počet lidí. Čím méně lidí má oprávnění přístupu, tím snadnější je sledování
těchto lidí. Avšak ve větších organizacích se může stát sledování přístupu velmi
složité. To je místo, kde je řešením autentizace, autorizace a účtování (AAA). Jedná
se o řešení, které poskytuje mechanismus pro kontrolu přístupu k zařízení nebo síti,
a umožňuje sledování i řízení uživatelů, používajících tento přístup [56].
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Abychom mohli přejít ke konfiguraci, je nutné si nejdříve objasnit rozdíl mezi
dvěma hlavními bezpečnostními protokoly AAA technologie, což jsou RADIUS a TA-
CACS+, které jsou dnes běžně využívány v moderních sítích. To nám pomůže v roz-
hodování, jaké řešení je nejlepší použít na konkrétní síť.
RADIUS
Remote Access Dial-In User Service (RADIUS) je AAA protokol podporovaný
všemi prodejci síťových zařízení. Byl vyvinut společností Livingston Enterprises Inc
v roce 1991. Později se stal Internet Engineering Task Force (IETF) standardem
pro technologii AAA. Stejně jako u TACACS+ vyplývá z modelu klient-server, kde
klient iniciuje požadavky na server.
RADIUS je protokol využívaný pro přístup k síti a je transportním protokolem
pro Extensible Authentication Protocol (EAP) současně s mnoha dalšími autenti-
začními protokoly. Příkladem může být situace, kdy se k zabezpečené bezdrátové
síti připojuje bezdrátové zařízení. S největší pravděpodobností je mezi tímto bez-
drátovým zařízením a serverem AAA používán RADIUS protokol.
Původním záměrem pro RADIUS bylo rozšíření autentizace protokolem PPP
(Point-to-Point Protocol), použitého mezi koncovým uživatelem a Network Access
Server (NAS), a přenesení autentizačního provozu z NAS do AAA serveru. V sou-
časné době se jedná se o systém distribuovaného zabezpečení, který zajišťuje vzdá-
lený přístup k sítím a síťovým službám proti neoprávněnému přístupu [57].
Dnešní RADIUS používá pro komunikaci protokol UDP s porty 1812 (autenti-
zace) a 1813 (účtování), zatímco starší verze mohou používat protokol UDP s porty
1645 (autentizace) a 1646 (účtování). Protokol UDP je velmi jednoduchý, ale má řadu
nevýhod, které musí být brány v úvahu při realizaci. Když byl RADIUS vyvíjen,
bezpečnost nebyla tak důležitým aspektem jak je tomu dnes. Příkladem nevýhody
protokolu UDP pro RADIUS je, že nabízí „pouze“ best-effort přenos, tudíž vyžaduje
dodatečné programovatelné proměnné (pokus o opětovné vysílání, časové limity pro
kompenzaci přenosu atd.). Další nevýhodou je neschopnost rozeznat, zda je server
z nějakého důvodu nefunkční nebo vypnutý.
Transakce mezi klientem a serverem RADIUS jsou ověřovány pomocí sdíleného
tajemství, které se nikdy neposílá přes síť. Kromě toho jsou všechna uživatelská
hesla šifrována, což vylučuje možnost, že by někdo mohl určit heslo uživatele při od-
poslouchávání nezabezpečené sítě. Ovšem další informace, jako je uživatelské jméno,
účtování apod., můžou být zachyceny třetí stranou, což patří k nevýhodám tohoto
protokolu [58].
RADIUS není vhodný pro správu síťových zařízení nebo pro terminálové služby,
protože neumožňuje uživatelům určit, které příkazy jsou na síťovém zařízení povo-
leny a které nikoliv. Dalším důležitým rozdílem oproti protokolu TACACS+ je, že
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RADIUS protokol kombinuje autentizaci společně s autorizací. Jakmile je autenti-
zační požadavek zaslán na server, tak klient očekává, že výsledek autorizace pošle
server zpět uvnitř své odpovědi.
Největší výhodou RADIUS protokolu je jeho podpora na téměř všech moderních
platformách a jednodušší režie, která spotřebovává méně síťových prostředků.
TACACS+
Terminal Access Controller Access-Control System (TACACS+) je protokolová
sada určená pro řízení a kontrolu přístupu k terminálu. Protokol TACACS+ je dal-
ším AAA protokolem, který byl vyvinut společností Cisco z protokolu TACACS
(v roce 1984 vypracován pro ministerstvo obrany USA). Tyto dva protokoly jsou
zcela odlišné a spojuje je pouze název, tudíž nejsou ani zpětně kompatibilní. Cisco
při návrhu začlenilo do protokolu TACACS+ mnohé stávající funkce protokolu RA-
DIUS a rozšířila je dle potřeb uživatelů. Protokol TACACS+ byl roku 1990 vydán
jako otevřený standard, není však IETF standardem. Jak již název napovídá, byl
TACACS+ navržen pro správu zařízení technologií AAA, pro autentizaci a auto-
rizaci uživatelů ke vstupu do různých terminálů (mainframe, UNIX) nebo konzole,
ale je možné jej použít i pro některé typy přístupu k síti [57].
Protokol TACACS+, stejně jako RADIUS, vyplývá z modelu klient-server a byl
navržen tak, aby podporoval škálovatelnost sítě a přizpůsoboval se novým bezpeč-
nostním technologiím. Dále poskytuje dvě metody k řízení a kontrole oprávnění po-
užitých příkazů na síťovém zařízení (terminálu). První metodou je přiřazení úrovně
oprávnění na určité příkazy. Síťové zařízení následně ověří u TACACS+ serveru, zda
daný uživatel má takovou úroveň oprávnění, aby mohl tyto příkazy použít. Druhou
metodou je přiřazení povolených příkazů určitému uživateli nebo skupině uživatelů.
Jednou z klíčových odlišností protokolu TACACS+ je jeho schopnost oddělit
autentizaci, autorizaci a účtování jako samostatné a nezávislé funkce. Například
je možné používat autentizaci Kerberos a pro autorizaci a účtování využívat TA-
CACS+. Zjednodušeně, uživatel se autentizuje na serveru Kerberos a poté požaduje
informace o autorizaci ze serveru TACACS+. NAS informuje TACACS+, že daný
uživatel byl úspěšně autentizován na serveru Kerberos, a server pak poskytuje auto-
rizaci, aniž by se uživatel musel autentizovat na serveru TACACS+. Pokud je během
relace zapotřebí další kontrola autorizace, NAS server zadá požadavek na TACACS+
server, aby zjistil, zda daný uživatel má uděleno oprávnění používat konkrétní pří-
kaz. To poskytuje větší kontrolu nad příkazy, které mohou být prováděny na daném
zařízení. To je jedním z důvodů, proč je TACACS+ běžně používaný pro správu
síťových zařízení [56] [58].
TACACS+ používá pro komunikaci mezi klientem a serverem protokol TCP
s portem 49, který nabízí několik výhod oproti UDP. Protokol TCP je spojově ori-
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entovaný transportní protokol zajišťující spolehlivý přenos dat, poskytuje potvrzení
obdržení žádosti k autentizaci, zaručuje okamžitou informaci o nefunkčním serveru
podle segmentu TCP RST (reset), je škálovatelný a přizpůsobuje se růstu sítě. Na
rozdíl od UDP, který je bez spojení, TCP inicializuje připojení k serveru a není tak
náchylný k situacím, jako je přetížení sítě a pády serverů.
Dalším velmi zajímavým rozdílem je, že u protokolu TACACS+ dochází během
komunikace mezi klientem a serverem k šifrování celého paketu, což může zabránit
potenciálním útočníkům odposlouchávajícím provoz, aby stanovili, jaké typy zpráv
se vyměňují mezi zařízeními.
Největší nevýhodou TACACS+ protokolu je to, že se jedná o Cisco protokol,
a proto je široce podporován především na Cisco zařízeních. Tato situace se však
postupem času zlepšuje a určitá síťová zařízení jiných dodavatelů plně podporují
protokol TACACS+, není to však většina zařízení, jak je tomu u protokolu RADIUS.
Z tohoto důvodu vyplývá, že TACACS+ není vhodný do sítí, které kombinují síťová
zařízení od různých výrobců [56].
Shrnutí k popisu protokolů RADIUS a TACACS+
Pokud síť roste a vzniká velké síťové prostředí, potom autentizace pomocí lokální
databáze uživatelů zařízení a autorizace pomocí úrovně oprávnění není škálovatel-
ným řešením. Z toho důvodu může technologie AAA s protokoly RADIUS a TA-
CACS+ poskytnout lepší centralizované řešení autentizace a autorizace ve velké, ale
i malé podnikové síti.
Vzhledem k tomu, co jsme výše popsali, nyní víme, že RADIUS je určen k pří-
stupu k síti a TACACS+ je určen pro správu síťového zařízení. Bezpečnostní politika
vytvořená pro síťový přístup a pro správu zařízení bude velmi rozdílného charak-
teru. Politika přístupu k síti bude obsahovat přiřazení VLAN, bezpečné tagování,
přístupové listy atd. Politika pro správu síťového zařízení bude obsahovat přede-
vším oprávnění a příkazy, které jsou autentizovanému uživateli dovoleny použít.
Tudíž také zprávy, které informují o různých situacích, budou velmi odlišné. Zprávy
síťového přístupu budou např. kdo se připojil k síti, jak se autentizoval, jak dlouho
v síti byl, co prováděl, zda je stále v síti, jaké typy koncových bodů jsou v síti apod.
Zprávy pro správu zařízení budou zase obsahovat informace o tom, kdo přistoupil
k zařízení, jaké příkazy použil a kdy [57]. Z toho plyne, že je v síti vhodné kombino-
vat oba protokoly a každý z nich používat tak, aby vykonával svou primární funkci.
V případě poruchy jednoho z nich jsou funkce realizovatelné na druhém a naopak.
Přehled rozdílů mezi protokoly RADIUS a TACACS+ je shrnut v tab. 4.1. Hlavní
výhodou protokolu RADIUS je jeho dostupnost. Ačkoliv moderní zařízení Cisco pod-
porují protokol TACACS+, podpora mimo Cisco je omezená. Rozhodování, které
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AAA řešení implementovat v každé organizaci, je velmi závislé na dovednostech ad-
ministrátorů a právě na použitých síťových zařízeních. Cisco se při vývoji TACACS+
zavázalo podporovat oba protokoly, takže není záměrem soutěžit s RADIUS či ovliv-
nit uživatele, aby využívali TACACS+. Proto je důležité zvolit řešení, které nejlépe
vyhovuje potřebám dané sítě.
Tab. 4.1: Přehled hlavních rozdílů mezi protokoly RADIUS a TACACS+.
Funkce RADIUS TACACS+
Protokol UDP TCP
Porty 1812 a 1813 nebo 1645 a 1646 49





Oddělená autentizace a autori-
zace
Podpora Otevřený protokol podporo-
vaný různými dodavateli
Cisco proprietární protokol
Spotřeba prostředků Spotřebovává méně zdrojů Spotřebovává více zdrojů
Oprávnění Podporuje pouze privilegovaný
režim
Podporuje 15 úrovní oprávnění
Hlavní využití Síťový přístup Správa síťových zařízení.
Konfigurace v simulované síti
Nyní již víme všechno podstatné o technologii AAA a protokolech RADIUS i TA-
CACS+, takže můžeme přejít k ukázkové konfiguraci. V naší síti budeme využívat
řešení AAA pouze ke správě síťových zařízení, tedy pro řízení a kontrolu přístupu ke
konzole všech směrovačů (mimo Router_ISP). Cisco Packet Tracer verze 6.3.0.0009
bohužel neumožňuje provést tuto konfiguraci pro přepínače. V reálné síti samozřejmě
nakonfigurujeme autentizaci pomocí AAA i u přepínačů. Síťový přístup do naší sítě
nebudeme v této práci používat. Na základě všech výše uvedených informací jsme
tedy pro tuto situaci vybrali technologii AAA s autentizací pomocí TACACS+ ser-
veru.
Nejprve je tedy nutné nastavit službu TACACS+ serveru v Cisco Packet Tracer.
Prvním krokem je kontrola připojení TACACS+ serveru k portu FastEthernet0/15
přepínače Switch_IT. Poté klikneme na tento server a v záložce Config se ujistíme, že
máme správně nastavenou defaultní bránu (gateway). Jedná se o IP adresu subinter-
facu dané VLAN (v tomto případě je to VLAN 50 – Servers a IP adresa 172.16.5.1).
Dále klikneme na rozhraní serveru a nastavíme statickou IP adresu z rozsahu ad-
res pro tuto VLAN (nastavili jsme IP adresu 172.16.5.5/24). Nyní se přepneme
do záložky Services. Všechny nabízené služby manuálně vypneme a zvolíme službu
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AAA. Nahoře zaklikneme položku Service na On. V části Network Configuration
vyplníme informace o síťovém zařízení, které bude žádat TACACS+ server o auten-
tizaci. V části User Setup zadáme kombinaci jména a hesla pro uživatele, kterému
má být povolen přístup. Pro jednoduchost jsme uživatelům zvolili velmi slabá hesla.
V reálné síti je důležité vytvářet silná hesla, která kombinují malá i velká písmena,
čísla a také znaky. Celá tato konfigurace služby serveru TACACS+ je zobrazena na
obr. 4.1. V tuto chvíli jsme dokončili nastavení serveru a přejdeme ke konfiguraci
směrovačů.
Obr. 4.1: Ukázka konfigurace serveru TACACS+.
Aby směrovač věděl, na jaké IP adrese má požadovat autentizaci uživatele, mu-
síme zadat řadu příkazů, které souvisí s konfigurací služby AAA na serveru TA-
CACS+. Tato konfigurace bude stejná pro všechny tři směrovače, proto si předve-
deme pouze příklad pro směrovač Router_END. Konfigurace byla čerpána z mate-
riálu pro Cisco Networking Academy, konkrétně Lab. 3.6.1.2 –Configure AAA Au-
thentication on Cisco, který však není volně dostupný.
Router_END(config)#username ADMIN
privilege 15 secret xmikes01
Nastavení přihlašovacího jména „ADMIN“,
úrovně oprávnění 15 a zašifrovaného tajného
hesla „xmikes01“. Jedná se o lokální databázi
uživatelů.
Pokračování na další straně
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Router_END(config)#tacacs-server
host 172.16.5.5
* Konfigurace IP adresy serveru TACACS+.
Router_END(config)#tacacs-server
key TacAcs-Psw96
* Konfigurace bezpečnostního klíče serveru TA-
CACS+.




* Vytvořit pojmenovaný seznam autentizačních
metod s názvem TACACS_AUTH. Detailněji po-
psáno níže.
Router_END(config)#line console 0 Vstup do režimu přístupu přes konzoli.
Router_END(config-line)#login
authentication TACACS_AUTH
* Aplikace vytvořeného seznamu na přístup přes
konzoli.
Router_END(config-line)#exit Přechod do konfiguračního režimu.
Router_END(config)#line aux 0 * Vstup do režimu přístupu přes pomocnou linku.
Router_END(config-line)#login
authentication TACACS_AUTH
* Aplikace vytvořeného seznamu na přístup přes
pomocnou linku.
Router_END(config-line)#end Rychlý přechod do privilegovaného režimu.
Pozn.: Prvním příkazem jsme si vytvořili uživatelský účet v lokální databázi sí-
ťového zařízení. Tento údaj se musí shodovat s uživatelem zadaným v databázi
serveru TACACS+ podle obr. 4.1. Nyní si detailněji popíšeme příkaz pro vytvo-
ření pojmenovaného seznamu. Tento seznam určuje použití metod a jejich pořadí.
Část authentication znamená, že se jedná o seznam pro autentizaci, login vyja-
dřuje, že se seznam aplikuje u přihlášení k zařízení. Následuje pojmenování seznamu
a další dvě části příkazu, které jsou velmi důležité. Část group tacacs+ určí, že se
při autentizaci nejprve vyzkouší server TACACS+. Pokud by však byl tento server
z nějakého důvodu nedostupný (výpadek linky apod.), přejde se k části local a ověří
se shoda údajů uživatele s lokální databází síťového zařízení. Jedná se tedy o záložní
řešení při výpadku serveru.
Dále můžeme v reálné síti nastavit také autorizaci a účtování technologie AAA
pomocí serveru TACACS+. Existují různé kombinace příkazů a vždy závisí pře-
devším na správci sítě, které z nich využije. Zdrojem níže uvedených příkazů byl
článek [59]. Cisco Packet Tracer verze 6.3.0.0009 je v tomto ohledu velmi omezený
a neumožňuje funkční nastavení autorizace ani účtování. Důvodem je, že nerozli-
šuje úrovně oprávnění (autorizace) a nemá možnost ukládání informací o použitých
příkazech (účtování) pro technologii AAA. Uvedeme si zde tedy pouze příklad kon-
figurace, který můžeme využít na reálných síťových zařízeních. Tyto příkazy přímo
navazují na výše uvedenou konfiguraci.
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Router_END(config)#aaa
authentication enable default group
tacacs+ local
* Vytvořit defaultní seznam autentizačních metod









# * Autorizace příkazů v konfiguračním režimu.
Router_END(config)#aaa
authorization commands 15
TACACS_AUTHOR group tacacs+ local
# * Autorizace příkazů s nejvyšší privilegovanou
úrovní.
Router_END(config)#aaa accounting
exec TACACS_ACC start-stop group
tacacs+
* Zaznamenávání (účtování) příkazů v uživatel-
ském režimu.
Router_END(config)#aaa accounting
commands 15 TACACS_ACC start-stop
group tacacs+





# * Zaznamenávání všech odchozích spojení.
Router_END(config)#aaa accounting
network TACACS_ACC start-stop group
tacacs+
# * Zaznamenávání všech požadavků na síťové
služby typu PPP, ARAP atd.
Router_END(config)#aaa accounting
system TACACS_ACC start-stop group
tacacs+
# * Zaznamenávání systémových událostí.
Router_END(config)#line console 0 Vstup do režimu přístupu přes konzoli.
Router_END(config-line)#
authorization exec TACACS_AUTHOR









* Aplikovat účtování v uživatelském režimu.
Router_END(config-line)#accounting
commands 15 TACACS_ACC
# * Aplikovat účtování příkazů s danou privilego-
vanou úrovní.
Pozn.: Část start-stop v příkazu pro účtování znamená, že první záznam je ode-
slán ihned při počátku události (přihlášení uživatele, vznik odchozího spojení atd.),
a druhý záznam, obsahující statistiky, je odeslán na konci této události. Další varian-
tou je nahrazení této části slovem stop-only, což zařídí, že je celý záznam zaslán až
při ukončení určité události. Poslední variantou je použití slova wait-start. První
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záznam je odeslán při potvrzení oznámení o začátku události serverem TACACS+
a druhý záznam, který obsahuje statistiky, je zaslán na konci události.
Pro kontrolu či řešení problémů s konfigurací můžeme využít následujících pří-
kazů.
Router_END#show running-config Výpis běžící konfigurace.
Router_END#show aaa authentication # * Informace o autentizaci technologií AAA.
Router_END#show tacacs-server # * Zobrazit statistiky pro TACACS+ server.
Router_END#show tacacs+ status # * Zobrazit informace o protokolu TACACS+.
Router_END#debug aaa authentication * Výpis průběhu AAA autentizace.
Router_END#debug tacacs+ # * Výpis spojení mezi klientem a serverem TA-
CACS+.
V tuto chvíli jsme dokončili konfiguraci autentizace, autorizace a účtování pomocí
protokolu a serveru TACACS+. Pokud se pro vaši síť hodí spíše protokol RADIUS,
i přesto je možné využít výše provedenou ukázkovou konfiguraci. Ve většině případů
je totiž konfigurace totožná, stačí pouze v příkazech nahradit klíčové slovo tacacs
nebo tacacs+ za slovo radius.
4.3 Přístup pomocí protokolu SSH
Výhody bezpečného protokolu SSH (Secure Shell) jsme si již vysvětlili v kap. 2.1,
proto přejdeme rovnou k ukázkové konfiguraci.
Tato konfigurace přímo navazuje na kap. 4.2, protože zde budeme vytvářet po-
jmenovaný seznam autentizačních metod, který využijeme při autentizaci k virtuální
lince, sloužící pro vzdálený přístup k síťovému zařízení (zde Router_END). Využi-
jeme také technologii přístupových listů (ACL), kde povolíme přístup k tomuto
zařízení pouze administrátorům v síti VLAN 20 –Administrators. Na virtuální lince
umožníme veškerý provoz vzdáleného přístupu pouze přes protokol SSH. Neopome-
neme nastavení důležitých bezpečnostních vlastností tohoto protokolu a vygenero-
vání šifrovacího klíče RSA. Informace získávány z internetového článku [60].
Router_END(config)#ip ssh time-out
10
Nastavení časového intervalu pro přihlášení po-
mocí SSH na 10 s.
Router_END(config)#ip ssh
authentication-retries 2
Nastavení počtu pokusů o přihlášení pomocí SSH.




Přiřazení jména domény pro přístup přes SSH.
Pokračování na další straně
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Router_END(config)#crypto key
generate rsa
Vygenerování RSA šifrovacího klíče pro přístup
pomocí SSH (1 024 bitů). Před tímto krokem musí




* Vytvořit pojmenovaný seznam autentizačních
metod s názvem SSH_LOGIN. Bylo detailněji po-
psáno v kap. 4.2.
Router_END(config)#ip access-list
standard ADMINISTRATORS




Při aplikaci listu bude povolen přístup pouze
správcům sítě z VLAN 20 –Administrators.
Router_END(config-std-nacl)#exit Návrat do konfiguračního režimu.
Router_END(config)#line vty 0 1 Vstup do režimu pro vzdálený přístup na virtuál-
ních linkách 0 a 1
Router_END(config-line)#login
authentication SSH_LOGIN
* Aplikace vytvořeného seznamu na vzdálený pří-
stup přes tyto linky.
Router_END(config-line)#transport
input ssh
Povolit připojení k těmto linkám pouze protoko-




Zakázat jakékoliv odchozí spojení (SSH, TEL-
NET) z těchto virtuálních linek daného zařízení.
Router_END(config-line)#access-class
ADMINISTRATORS in
Aplikovat vytvořený přístupový list na tyto virtu-
ální linky.
Router_END(config-line)#end Rychlý přechod do privilegovaného režimu.
Pro kontrolu správnosti konfigurace protokolu SSH můžeme využít níže uvede-
ných příkazů.
Router_END#show running-config Výpis běžící konfigurace.
Router_END#show ssh Přehled aktivních SSH spojení.
Router_END#show ip ssh Informace o bezpečnostních vlastnostech proto-
kolu SSH.
Router_END#show crypto key mypubkey
rsa
Zobrazení vygenerovaného RSA klíče spolu se jmé-
nem domény.
Ověření funkčnosti konfigurace provedeme kliknutím na jeden z PC ve VLAN20.
Otevře se nám okno s nabídkou, kde se přepneme do záložky Desktop, a otevřeme pří-
kazový řádek (Command Prompt). Nyní zadáme například příkaz ssh -l martin
172.16.0.1 nebo ssh -l ADMIN 172.16.0.6 (může být použita jakákoliv IP ad-
resa daného směrovače) a potvrdíme. Dojde k otevření SSH relace a budeme po-
žádání o zadání příslušného hesla. Po odeslání správného hesla se dostaneme do
uživatelského režimu daného směrovače. Následujícím příkazem enable a potvrze-
ním správného hesla přejdeme do privilegovaného režimu. Ukázka je zobrazena na
73
obr. 4.2. Pokud se stejným způsobem pokusíme o přihlášení z PC v jiné VLAN,
přístup nám nebude umožněn.
Obr. 4.2: Ukázka otevření SSH relace.
Stejnou konfiguraci provedeme i pro ostatní směrovače a přepínače v síti. Jak již
bylo zmíněno v kap. 4.2, Cisco Packet Tracer verze 6.3.0.0009 neumožňuje u přepí-
načů konfiguraci technologie AAA. U přepínačů tedy v režimu pro vzdálený přístup
na virtuálních linkách použijeme místo příkazu login authentication SSH_LOGIN
příkaz login local. Tím zajistíme autentizaci uživatele z lokální databáze. Na re-
álném zařízení však využijeme uvedených příkazů pro směrovač Router_END.
4.4 Konfigurace NAT a PAT
Hlavní funkce a důvody použití technologie NAT (Network Address Translation)
jsme si již podrobně popsali v kap. 2.1. Nyní se však detailně seznámíme se čtyřmi
různými režimy této technologie. Mezi ně patří statický NAT, dynamický NAT, NAT
Overload a PAT (Port Address Translation). Vysvětlíme si jejich princip a předve-
deme ukázkovou konfiguraci.
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NAT se nejčastěji používá na perimetru privátní sítě, proto se obvykle využívá
hraničního směrovače nebo firewallu. V naší síti tedy budeme konfigurovat NAT na
hraničním směrovači Router_END.
Prvním krokem je vytvoření přístupového listu, který budeme v průběhu této
kapitoly využívat několikrát (pro tři režimy NAT). Povolíme v něm privátní adresy
sítí, kterým tak umožníme komunikaci s Internetem (veřejnou sítí). Záměrně jsme
vynechali povolení adresy sítě pro servery (VLAN50 – Servers), protože se jedná
o servery pouze pro lokální využití, tudíž by z bezpečnostního hlediska neměly mít
umožněný přístup do Internetu. Stejným způsobem můžeme omezit i jiné VLAN
v naší síti (např. VLAN60 –Printers) nebo jakékoliv zařízení s konkrétní IP adresou.
Router_END(config)#ip access-list
standard NAT_TRAN




Při aplikaci listu povolit komunikaci všem zaříze-
ním z VLAN10 –Chief.
Router_END(config-std-nacl)#permit
172.16.2.0 0.0.0.255
Při aplikaci listu povolit komunikaci všem zaříze-
ním z VLAN20 –Administrators.
Router_END(config-std-nacl)#permit
172.16.3.0 0.0.0.255
Při aplikaci listu povolit komunikaci všem zaříze-
ním z VLAN30 –Management.
Router_END(config-std-nacl)#permit
172.16.4.0 0.0.0.255
Při aplikaci listu povolit komunikaci všem zaříze-
ním z VLAN40 –Employees.
Router_END(config-std-nacl)#permit
172.16.0.0 0.0.0.3
Při aplikaci listu povolit komunikaci všem zaříze-
ním ze sítě A.
Router_END(config-std-nacl)#permit
172.16.0.4 0.0.0.3
Při aplikaci listu povolit komunikaci všem zaříze-
ním ze sítě B.
Router_END(config-std-nacl)#permit
172.16.0.8 0.0.0.3
Při aplikaci listu povolit komunikaci všem zaříze-




Při aplikaci listu zakázat komunikaci všem zaříze-
ním z VLAN50 – Servers.
Router_END(config-std-nacl)#permit
172.16.0.0 0.0.15.255
Při aplikaci listu povolit komunikaci všem zaříze-
ním ze všech využívaných sítí (použita sumarizace
adres).
Druhým krokem je nastavení vnitřního a vnějšího rozhraní směrovače. Tato kon-
figurace bude pro naši síť stejná u všech režimů NAT, proto ji provedeme již nyní.
Router_END(config)#int Fa0/0 Vstup do konfiguračního režimu ethernetového
rozhraní pro podsíť A.
Router_END(config-if)#ip nat inside Nastavit toto rozhraní jako vnitřní (NAT Inside).
Router_END(config-if)#int Fa0/1 Vstup do konfiguračního režimu ethernetového
rozhraní pro podsíť B.
Router_END(config-if)#ip nat inside Nastavit toto rozhraní jako vnitřní (NAT Inside).
Pokračování na další straně
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Router_END(config-if)#int Fa1/0 Vstup do konfiguračního režimu optického roz-
hraní pro podsíť ISP.
Router_END(config-if)#ip nat
outside
Nastavit toto rozhraní jako vnější (NAT Outside).
Organizace od poskytovatele služeb zakoupila adresní prostor s adresou sítě
188.18.8.0/29, což poskytuje organizaci 6 veřejných IP adres. První veřejnou IP ad-
resu 188.18.8.1 použijeme pro statický překlad síťových adres, zbylé veřejné IP ad-
resy 188.18.8.2 – 6 využijeme pro dynamický překlad síťových adres i pro NAT Over-
load. Pro nastavení PAT bude situace mírně odlišná, což si ukážeme při konfiguraci
tohoto režimu. Dalším krokem je tedy nastavení statického směrování mezi hra-
ničním směrovačem Router_END a směrovačem poskytovatele služeb Router_ISP




Nastavení statického směrování ve tvaru <adresa




Nastavení defaultního směrování. Při zadávání de-
fault cesty obsahuje adresa i maska sítě samé nuly.
Router_END(config)#router eigrp 100 Přístup do konfiguračního režimu směrovacího
protokolu EIGRP oblasti 100.
Router_END(config-router)#
redistribute static
Nastavení redistribuce statického směrování
a směrovacího protokolu EIGRP.
Pozn.: Na hraničním směrovači musíme nastavit redistribuci statického směrování
a směrovacího protokolu EIGRP, bez níž by komunikace s dalšími směrovači uvnitř
sítě nebyla možná.
Nyní máme přichystány všechny důležité součásti této konfigurace, takže mů-
žeme přejít k popisu a konfiguraci čtyř různých režimů technologie NAT. Pro další
konfiguraci a popis režimů jsem získával informace z [61]. Tyto příkazy prozatím
nebudou použity v naší simulované síti. Jedná se pouze o příklady aplikací různých
typů NAT. Na konci této kapitoly zvolíme nejvhodnější řešení pro naší síť a následně
ho nakonfigurujeme.
Statický NAT
Používá se pro mapování jedna k jedné (one-to-one mapping) mezi privátní a ve-
řejnou IP adresou. Pokud chceme síťovým zařízením z veřejné sítě umožnit přístup
k určitému zařízení uvnitř privátní sítě, tak použijeme právě statický NAT. Proto se
obvykle využívá pro servery (např. webový server) uvnitř privátní sítě, které mají
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být dostupné z Internetu. Toto mapování je konstantní, což v našem příkladu zna-
mená, že privátní IP adresa 172.16.5.7 se bude vždy shodovat s veřejnou IP adresou
188.18.8.1.
Router_END(config)#ip nat inside
source static 172.16.5.7 188.18.8.1
Nastavení statického překladu privátní IP adresy
serveru Syslog 172.16.5.7 na veřejnou IP adresu
188.18.8.1, dostupnou z Internetu.
Dynamický NAT
Používá se v situaci, kdy vlastníte rozsah veřejných IP adres, které chcete dyna-
micky přidělit privátním IP adresám uvnitř sítě (many-to-many mapping). Jakmile
privátní zařízení uvnitř sítě odešle požadavek na zařízení ve veřejné síti, směrovač
dynamicky přiděluje dostupnou IP adresu z rozsahu adres pro dynamický NAT. Po-
kud však v tomto rozsahu není již žádná veřejná IP adresa k dispozici, směrovač
žádost o přístup odmítne. Nová relace tak může být zpřístupněna až po odstranění
všech dosavadních překladů adres. To znamená, že je k dispozici pouze tolik souběž-
ných spojení s veřejnou sítí, kolik máme k dispozici veřejných IP adres. Dynamická
NAT se nepoužívá pro servery nebo jiná zařízení, která mají být přístupná z veřejné
sítě (Internetu).
V našem příkladu máme rozsah veřejných IP adres 188.18.8.2 až 188.18.8.6 s mas-
kou sítě 255.255.255.248. Při konfiguraci dynamického NAT budeme využívat pří-




Nastavení rozsahu veřejných IP adres pro dyna-
mický NAT. Veřejná adresa, využitá výše pro sta-
tický NAT, zde nesmí být použita.
Router_END(config)#ip nat
inside source list NAT_TRAN pool
NAT_PUBLIC
Povolení dynamického překladu privátních IP ad-
res z přístupového listu NAT_TRAN na rozsah
veřejných IP adres NAT_PUBLIC.
NAT Overload
Někdy také nazýván jako PAT (Port Address Translation), je režim technologie
NAT, který přetíží rozsah veřejných IP adres. Opět se používá v situaci, kdy vlast-
níte rozsah veřejných IP adres, které chcete přidělit privátním IP adresám uvnitř
sítě (many-to-many mapping), ale v tomto rozsahu není dostatek veřejných IP adres
pro dynamický NAT. Konfigurace je stejná jako pro dynamický NAT, ale tentokrát
přidáme k příkazu klíčové slovo overload, nebo-li česky přetížení. Směrovač poté
používá první veřejnou IP adresu z daného rozsahu a pro spojení s veřejnou sítí při-
řazuje tuto IP adresu společně s jedinečným číslem zdrojového portu. Jakmile dojde
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k využití všech dostupných portů pro první veřejnou IP adresu, směrovač přejde
k další veřejné IP adrese a celý proces se tak opakuje. Rozdíl oproti dynamickému
NAT je tedy evidentní. Se stejným rozsahem veřejných IP adres jako u dynamic-
kého NAT, je k dispozici několik stovek souběžných spojení s veřejnou sítí, díky




Nastavení rozsahu veřejných IP adres pro režim
NAT Overload. Veřejná adresa, využitá výše pro
statický NAT, zde nesmí být použita.
Router_END(config)#ip nat
inside source list NAT_TRAN pool
NAT_PUBLIC overload
Povolení NAT Overload překladu privátních IP
adres z přístupového listu NAT_TRAN na rozsah
veřejných IP adres NAT_PUBLIC.
Port Address Translation (PAT)
Jedná se o nejčastěji používaný režim technologie NAT. Využívá se v případě,
kdy vlastníte pouze jednu veřejnou IP adresu. To znamená, že všechny privátní IP
adresy uvnitř sítě budou mapovány právě k této jedné veřejné IP adrese (many-to-
one mapping). Princip tohoto režimu je naprosto shodný s režimem NAT Overload,
není však využíván rozsah veřejných IP adres, ale pouze jedna veřejná IP adresa.
K příkazu opět přidáme klíčové slovo overload, nebo-li česky přetížení. Tím zajis-
tíme, že směrovač pro spojení s veřejnou sítí přiřazuje právě tuto jedinou veřejnou
IP adresu společně s jedinečným číslem zdrojového portu. To je pro malé a střední
sítě dostačující, protože i s jednou veřejnou IP adresou je k dispozici velké množ-
ství souběžných spojení s veřejnou sítí, právě díky jedinečnému přiřazení zdrojového
portu k této adrese.
Oproti předchozím třem režimům dochází u konfigurace PAT k malé změně ve
statickém směrování. Na optickém rozhraní Fa1/0 směrovače Router_ISP máme na-
stavenou IP adresu 188.18.8.9 pro připojení ke směrovači Router_END. Stejně tak
máme na optickém rozhraní Fa1/0 hraničního směrovače Router_END nastavenou
IP adresu 188.18.8.10 pro připojení ke směrovači Router_ISP. Díky tomuto máme
nakonfigurovaný přímý spoj a optické spojení je funkční. Pro režim PAT je na hra-
ničním směrovači Router_END nakonfigurováno výstupní rozhraní, v tomto případě
optické rozhraní Fa1/0. Na základě toho směrovač určí jedinou veřejnou IP adresu,
která je shodná s IP adresou tohoto optického rozhraní (188.18.8.10). Protože tedy
nemáme k dispozici žádný adresní prostor s jasně definovanou adresou sítě, statické
směrování ze směrovače Router_ISP do směrovače Router_END nekonfigurujeme.
Defaultní směrování z hraničního směrovače Router_END do směrovače poskytova-





Zrušit nastavení statického směrování ze směro-




Nastavení defaultního směrování. Při zadávání de-
fault cesty obsahuje adresa i maska sítě samé nuly.
Router_END(config)#router eigrp 100 Přístup do konfiguračního režimu směrovacího
protokolu EIGRP oblasti 100.
Router_END(config-router)#
redistribute static
Nastavení redistribuce tohoto defaultního směro-
vání a směrovacího protokolu EIGRP.
Router_END(config)#ip nat inside
source list NAT_TRAN interface
Fa1/0 overload
Povolení PAT překladu privátních IP adres z pří-
stupového listu NAT_TRAN na jedinou veřejnou
IP adresu výstupního optického rozhraní Fa1/0.
Shrnutí k režimům technologie NAT
Nyní již známe princip, konfiguraci a výhody i nevýhody všech řešení technologie
NAT. Vhodný výběr režimu NAT nám zajistí větší bezpečnost sítě a také nám
ušetří čas i peníze. Je důležité zmínit, že statický režim NAT se může kombinovat
s ostatními režimy NAT. To je výhodné při situaci, kdy v naší síti potřebujeme mít
server, který musí být dostupný z veřejné sítě, ale ostatní zařízení v privátní síti
chceme ukrýt za jednu veřejnou IP adresu (či rozsah veřejných IP adres).
Funkčnost konfigurace si můžeme ověřit příkazem ping z jakéhokoliv PC v naší
síti na IP adresu 220.20.15.15 (PC_Attacker). Měli bychom vidět kladnou odezvu.
Pokud však zadáme příkaz ping z PC_Attacker na jakoukoliv IP adresu v naší síti,
neměli bychom vidět žádnou odezvu. Dále můžeme pro kontrolu využít následujících
příkazů.
Router_END#show ip nat translations Zobrazit všechny překlady síťových adres.
Router_END#show ip nat statistics Zobrazit statistiky o překladu síťových adres.
Router_END#clear ip nat translation * Odstranit všechny dosavadní překlady síťových
adres.
Router_END#clear ip nat statistics # Vymazat statistiky o překladu síťových adres.
Router_END#debug ip nat Zapnout debug (ladění) překladu síťových adres.
Pro naši simulovanou síť jsme jako nejvhodnější řešení vybrali režim Port Adrress
Translation (PAT). Jde o výhodný režim technologie NAT jak z pohledu funkčnosti,
tak z pohledu finanční stránky. Jelikož je naše síť malého až středního rozsahu, je
pro nás zakoupení pouze jedné veřejné IP adresy nejlepším a nejlevnějším řešením.
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5 ZABEZPEČENÍ PŘEPÍNAČŮ
V kapitole se budeme zabývat zabezpečením přepínačů uvnitř privátní sítě. Spolu se
zabezpečením směrovačů tak postupně vytváříme vrstvenou obranu, která je velmi
důležitá pro odstínění útoků jak z veřejné, tak i z vnitřní sítě. V rámci kapitoly si
nejprve představíme metodu Port Security, která se používá pro zabezpečení portů
přepínače. Na toto téma přímo navazují technologie IP Source Guard a Dynamic
ARP Inspection, které zabraňují ve falšování zdrojových IP a MAC adres. Dále se
seznámíme s funkcemi PortFast a BPDU Guard, které jsou součástí protokolu STP
(Spanning-Tree Protocol), jehož hlavním úkolem je zabránit smyčkám v síti. Součástí
kapitoly je konfigurace VTP serveru, který je přepínači v lokální síti využíván pro
přenos informací o VLAN. Poslední téma se zaměřuje na NTP protokol, který je
více než důležitý pro synchronizaci času vnitřních hodin síťového zařízení.
5.1 Port Security
Jedná se o jednoduchou a velice zajímavou metodu zabezpečení přístupu do sítě.
K portu přepínače je buď staticky nebo dynamicky přiřazen určitý počet bezpeč-
ných MAC adres. Pokud se poté na tento port připojí zařízení, které má jinou
MAC adresu než byla zadána či automaticky naučena, může dojít k vyřazení pro-
vozu nebo vypnutí portu. Tímto způsobem můžeme omezit přístup k rozhraní tak,
aby jej mohla používat pouze autorizovaná zařízení, což může zabránit útočníkovi
v připojení svého přístroje [62]. Funkce Port Security brání útokůmMAC Address
Spoofing a MAC Address Table Overflow. Pokud je počet bezpečných MAC
adres omezen na jednu a k portu je přiřazena právě jedna bezpečná MAC adresa,
potom zařízení připojené k tomuto portu využívá plnou šířku pásma.
Konfigurace Port Security obsahuje několik důležitých kroků. Nejprve musíme
nastavit, kolik maximálně bezpečných MAC adres může být k danému portu přiřa-
zeno. Poté přejdeme k zadávání bezpečných MAC adres. Pokud MAC adresy neza-
dáme manuálně jako statické adresy (spousta práce pro správce sítě), získávají se
z aktuálního provozu dynamicky až do zadaného maxima. Není-li však konfigurace
uložena, dynamické záznamy se po restartu portu smažou, což je pro bezpečnost
velmi nežádoucí. Tento problém řeší Sticky MAC adresy, které mají spoustu výhod
jako statické MAC adresy, ovšem jsou získávány dynamicky a zůstávají v paměti
přepínače i po restartu portu. V posledním kroku je nutné nastavit, co se má stát,
pokud dojde k narušení bezpečnosti (security violation), což může nastat ve dvou
situacích [63]:
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• Je-li dosaženo maximálního počtu bezpečných MAC adres a na port přepínače
přijde provoz z MAC adresy, která není mezi definovanými bezpečnými MAC
adresami.
• Je-li bezpečná MAC adresa, která je přiřazena k určitému portu, objevena na
jiném portu stejného přepínače.
Pokud chceme nakonfigurovat Port Security, musí být port ve statickém módu
(trunk, access), nikoliv v dynamickém (dynamic) nebo defaultním módu (default).
V naší síti již jsou všechny porty ve statickém módu, což jsme zajistili v kap. 3.6
při konfiguraci zabezpečené VLAN. Nastavení Port Security využijeme na všech
přepínačích v síti, ukázková konfigurace bude však probíhat pouze na přepínači








Zapnout funkci Port Security pro vybraná roz-
hraní.
Switch_IT(config-if-range)#
switchport port-security maximum 1
Maximální počet bezpečných MAC adres pro vy-
braná rozhraní. Defaultně je 1, rozsah je 1–132.
Důležitá informace je níže v poznámce.




Zapnout ukládání dynamických Sticky MAC adres





Zadat manuálně statickou MAC adresu do tabulky
MAC adres přepínače.




Dojde k zablokování portu (stav error-disable).
Je zaslán SNMP trap, zapsána Syslog zpráva a na-





Rámce přijaté z neznáme MAC adresy jsou za-
hazovány. Provoz z bezpečných MAC adres není





Shodné s pravidlem protect, ale navíc je zaslán
SNMP trap, zapsána Syslog zpráva a navýšeno po-
čítadlo narušení bezpečnosti.
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Pozn.: Jak výše vidíme, funkce Port Security se vždy nastavuje pro vybraná rozhraní
a je na přepínačích defaultně vypnutá. Pro rozhraní v módu trunk, které je připojeno
ke směrovači, musíme povolit tolik MAC adres, kolik je vytvořeno subinterface.
Funkci Port Security nenastavujeme na rozhraní v módu trunk mezi přepínači.
Dále se podíváme na rozšířené možnosti konfigurace. Tyto příkazy jsou voli-
telné a záleží především na správci sítě, zda je využije. Příkaz aging se používá
pro automatické vymazaní bezpečných MAC adres po uplynutí dané doby nebo
po vzniku určité události. Existuje více variant tohoto příkazu, ale rozebírat si je
dále nebudeme. Následující dva příkazy souvisí s narušením bezpečnosti a nastave-
ným pravidlem shutdown. Jakmile je port přepnut do stavu error-disable, musí
správce sítě tento port buď zapnout sám, nebo nastaví jeho automatické obnovení po





* Nastavení času pro automatické vymazání bez-
pečných MAC adres. Rozsah je od 0 do 1 440 mi-





* Pokud jsou bezpečné MAC adresy po určitou




* Umožnit automatické obnovení portu, pokud je
příčinou chyby pravidlo shutdown.
Switch_IT(config)#errdisable
recovery interval 1800
* Nastavení časovače obnovení (recovery timer).
Defaultně je 300 s, rozsah je od 30 s do 86 400 s.
Celou konfiguraci, její správnost a především tabulku bezpečných MAC adres
můžeme zobrazit pomocí níže uvedených příkazů. Abychom mohli zobrazit informace
o MAC adresách, je nutné nejprve v síti uskutečnit nějaký síťový provoz, protože
přepínač se učí MAC adresy z příchozích rámců. Musíme tedy provést ping nejlépe
mezi všemi počítači, servery a tiskárnami v síti.
Switch_IT#show mac address-table Zobrazí tabulku MAC adres.








Zobrazí MAC adresy, které byly přiřazeny pomocí
Port Security.
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V tuto chvíli jsme dokončili konfiguraci funkce Port Security. Přepínač by měl mít
pro každý port uloženou jednu bezpečnou MAC adresu. Funkci můžeme vyzkoušet
tak, že navzájem zaměníme kabel mezi přepínačem a dvěma počítači. Oba příslušné
porty by se měli přepnout do stavu error-disable. Také můžeme vyzkoušet při-
pojit nový počítač na některý z používaných portů. Opět by mělo dojít k narušení
bezpečnosti a tudíž k zablokování portu.
5.2 IP Source Guard a Dynamic ARP Inspection
Funkce IP Source Guard chrání privátní síť především proti Address spoofing
útoku, který byl detailněji popsán v kap. 1.4. Při tomto útoku se útočník snaží po-
mocí falešné adresace změnit svoji zdrojovou IP adresu za IP adresu privilegovaného
uživatele či nevyužitou IP adresu z určité podsítě. Pro tuto funkci musí být nejprve
aktivována funkce Port Security (probráno výše), protože IP Source Guard kont-
roluje, která IP adresa náleží které MAC adrese. Pokud se záznamy liší a adresy
nesouhlasí, paket je zahozen.
Funkce Dynamic ARP Inspection (DAI) zabraňuje útoku ARP spoofing / poi-
soning, který byl také detailněji popsán v kap. 1.4. Útočník využívá ARP protokolu,
kde uvede podvrženou IP adresu výchozí brány a svou MAC adresu, čímž dokáže
daný provoz přesměrovat do svého počítače a stane se tak Man-in-the-middle
útočníkem. Tato funkce dělí rozhraní přepínače na důvěryhodné (trusted) a nedů-
věryhodné (untrusted). Na trusted rozhraních neprobíhá žádná kontrola, takže se
obvykle používá pro rozhraní v trunk módu. Na untrusted rozhraních se prověřuje
IP a MAC adresa v ARP odpovědi na základě statických nebo dynamických infor-
mací v databázi. Jakmile se záznamy liší a adresy se neshodují, ARP odpověd je
zahozena a je zapsána Syslog zpráva.
Pro ještě lepší výsledky v privátní síti doporučuji spolu s Port Security aktivovat
funkci DHCP Snooping, a na ni přímo navázat funkce IP Source Guard a Dynamic
ARP Inspection. V naší simulované síti však funkci DHCP Snooping nemůžeme
využít, protože pracuje na přepínačích v 2. vrstvě (linkové). My však využíváme
Inter-VLAN Routing přes směrovače, takže se pohybujeme na 3. vrstvě (síťové).
Další informace o funkcích IP Source Guard, DHCP Snooping a Dynamic ARP
Inspection nalezneme v internetovém článku [65].
Předvedeme si ukázkovou konfiguraci na přepínači Switch_IT. V naší simulované
síti však žádnou z těchto dvou funkcí nemůžeme nastavit, protože Cisco Packet
Tracer verze 6.3.0.0009 níže uvedené příkazy nepodporuje.
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Switch_IT(config)#ip source binding
0060.3E70.C728 vlan 50 172.16.5.5
interface Fa0/15
* Pro zařízení se statickou IP adresou můžeme vlo-
žit záznam pro IP Source Guard manuálně.
Switch_IT(config)#interface range
Fa0/1-24, Gi0/1-2









* Zapnout funkci IP Source Guard s prověřováním
zdrojové IP i MAC adresy.
Switch_IT#show ip verify source
rozhraní
* Zobrazit informace pro funkci IP Source Guard
na daném rozhraní.
Switch_IT#show ip source binding * Zobrazit záznamy z DHCP snooping databáze.
Tím jsme dokončili základní konfiguraci funkce IP Source Guard a nyní přejdeme
ke konfiguraci funkce Dynamic ARP Inspection.
Switch_IT(config)#ip arp inspection
vlan 10,20,50,60
* Zapnutí funkce Dynamic ARP Inspection pro
dané VLAN.








* Pro zařízení se statickou IP adresou vytvořit
ARP přístupový list s názvem „DAI_LIST“, de-
finující MAC-IP kombinace.
Switch_IT(config-acl)#permit
ip host 172.16.5.5 mac host
0060.3E70.C728
* Nastavit povolenou MAC-IP kombinaci pro TA-
CACS+ server.
Switch_IT(config-acl)#permit
ip host 172.16.5.6 mac host
0001.C73A.E271
* Nastavit povolenou MAC-IP kombinaci pro
DHCP server.
Switch_IT(config-acl)#permit
ip host 172.16.5.7 mac host
0030.F2B9.CABB
* Nastavit povolenou MAC-IP kombinaci pro
Syslog server.
Switch_IT(config)#ip arp inspection
filter DAI_LIST vlan 50 static
* Aplikace vytvořeného ARP přístupového listu
s názvem „DAI_LIST“ pro VLAN50 – Servers.
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Defaultně se kontrolují pouze pole s IP a MAC adresami v ARP odpovědi. Ad-
resy v ethernetových rámcích (ARP žádostech) se nekontrolují, proto provedeme
konfiguraci alespoň jednoho z níže uvedených příkazů.
Switch_IT(config)#ip arp inspection
validate src-mac
* Porovnávat zdrojové MAC adresy v eth. rámci




* Porovnávat cílové MAC adresy v ethernetovém




* Porovnávat zdrojovou IP adresu v ethernetovém
rámci s cílovou IP adresou v ARP odpovědi.
Switch_IT#show ip arp inspection * Zobrazit informace pro funkci DAI.
V tuto chvíli jsme dokončili konfiguraci funkce Dynamic ARP Inspection. Tyto
výše zmíněné funkce dokáží vytvořit velmi silné zabezpečení přepínačů a jejich na-
stavení není složité, proto se doporučuje jejich konfigurace v každé privátní síti.
5.3 PortFast a BPDU Guard
Abychom porozuměli pojmům PortFast a BPDU Guard je nutné se seznámit s pro-
tokolem STP, který pracuje na 2. vrstvě (linkové) ISO/OSI modelu a využívá se tedy
u přepínačů.
Velkým problémem v síti je vznik smyček, které můžou způsobit např. broad-
castové bouře, opakující se doručení, problémy s konektivitou apod. Z tohoto důvodu
byl vytvořen Spanning-Tree Protocol (STP), který má za úkol zabránit smyčkám
v síti. To se děje za pomoci algoritmu zvaného Spanning-Tree Algorithm (STA),
který hledá nejkratší cestu mezi dvěma přepínači. Vytváří se tzv. virtuální topolo-
gie, kde se vybere referenční bod (přepínač) zvaný Root Bridge a poté se určují
veškeré dostupné cesty k tomuto referenčnímu bodu. Ze všech možných cest se vy-
bere ta nejlepší (nejkratší) a další redundantní spoje jsou blokovány (resp. blokují se
porty, tzn. nevysílají ani nepřijímají data). Tím se účinně odstraní možný vznik re-
dundantních vazeb v rámci sítě. Jedná se o dynamický protokol, který se při vzniku
smyčky automaticky aktualizuje a této smyčce zabrání. Může také vytvořit náhradní
cestu při přerušení linky [66].
Přepínače, které využívají STP protokol, shromažďují informace o dalších pře-
pínačích v síti prostřednictvím výměny datových zpráv. Tyto zprávy jsou ozna-
čovány jako Bridge Protocol Data Units (BPDU). Výměnou BPDU zpráv se volí
Root Bridge (přepínač s nejnižší prioritou) pro vytvoření stabilní topologie STP
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sítě, a poté jsou jednotlivým portům nastaveny různé vlastnosti (root port – port
s nejkratší cestou k Root Bridge, designated port – port připojující určitý segment,
non-designated port – blokovaný port vytvářející redundantní spoj) [67].
Protokol STP běží standardně na všech portech přepínače a nedoporučuje se jej
vypínat. Během průběhu algoritmu STA prochází porty čtyřmi stavy a to Blocking
(blokující, 20 s), Listening (naslouchající, 15 s), Learning (učící, 15 s) a Forwarding
(předávající). To má za následek, že každý port se nachází až 50 s v procesu STP,
než je umožněno přenášet data. Toto zpoždění může způsobit problémy s některými
aplikacemi jako DHCP, DNS, Novell IPX, PXE apod. Odstranění tohoto problému
nám umožňuje funkce PortFast. Můžeme také zavést Rapid Spanning-Tree Protocol
(RSTP), což je novější verze protokolu STP, kde mezi jeho největší výhody patří pře-
devším rychlá konvergence při změně topologie (v praxi kolem 1 – 2 s) [68]. Protokol
RSTP obsahuje také několik změn oproti STP, ale tím se dále nebudeme zabývat.
Další text byl čerpán především z internetového článku [66].
PortFast je funkce protokolu STP, kdy port přechází do stavu Forwarding oka-
mžitě po jeho zapnutí a nemusí tak procházet všemi čtyřmi stavy. Toho se využívá
při připojení počítače či serveru, protože dané koncové zařízení může komunikovat
ihned a nemusí vyčkávat na proces protokolu STP. PortFast bychom tedy měli apli-
kovat pouze na porty, o kterých víme, že je k nim připojen počítač nebo server
a nemůže tak dojít ke smyčce. PortFast nenastavujeme na porty, ke kterým jsou
připojeny další přepínače.
FunkciBPDU Guard využijeme, abychom zabránili portům nakonfigurovaných
jako PortFast v předávání informací pomocí datových zpráv (BPDU). Jakmile na
port, který využívá koncová stanice či server, dorazí BPDU zpráva, tak se tento port
přepne do stavu error-disable. To obvykle nastane, pokud někdo připojí přepínač
do portu, který je nakonfigurován pro koncovou stanici. Podobnou práci vykonává
také funkce BPDU Filter, která zakáže odesílání a přijímaní BPDU paketu na
portech určených pro koncovou stanici nebo server.
Funkce Root Guard dokáže zabránit nechtěnému přepínači, aby se stal Root
Bridgem. Pokud by v naší síti došlo k připojení přepínače s nízkou prioritou do da-
ného rozhraní, tak se toto rozhraní zablokuje (přepne do stavu root-inconsistent).
Funkce může být nastavena pouze na rozhraní, které má vlastnost designated port.
Tyto funkce společně zabraňují v útoku STP Manipulation.
Ukázková konfigurace proběhne na přepínačích Switch_V a Switch_K. V naší
sítí nevyužijeme funkci STP protokolu, protože přepínače nejsou navzájem propo-
jeny tak, aby mohli vytvořit smyčky. I přesto je protokol STP na přepínačích povo-
len defaultně a neměl by se vypínat. Změníme však jeho mód na RSTP a využijeme
všechny výše popsané funkce. Pro konfiguraci jsem získával informace z již uvede-




Přepnutí do módu Rapid Spanning-Tree Protocol.
Switch_V(config)#interface range
Fa0/1-22, Gi0/1-2
Vstup do konfiguračního režimu daných rozhraní.
Switch_V(config-if-range)#
spanning-tree portfast
Zapnout funkci PortFast pro vybraná rozhraní.
Switch_V(config-if-range)#
spanning-tree bpduguard enable








Zapnout funkci Root Guard pro vybraná rozhraní.
Switch_V(config-if-range)#
spanning-tree guard loop
* Zapnout dodatečnou ochranu před vznikem smy-
ček pro vybraná rozhraní.
Výše popsaná konfigurace probíhala přímo na vybraných rozhraních, které jsou
v access módu a slouží pouze pro připojení koncových zařízení. Tuto konfiguraci




Přepnutí do módu Rapid Spanning-Tree Protocol.
Switch_K(config)#spanning-tree
portfast default




* Zapnout funkci BPDU Guard pro všechna roz-




* Zapnout funkci BPDU Filter pro všechna roz-








* Zapnout dodatečnou ochranu před vznikem smy-
ček pro všechna rozhraní.
V tuto chvíli máme nakonfigurovány rozšířené funkce protokolu STP. Dále mů-
žeme ještě využít příkazy vypsané níže, ty jsou však již volitelné a záleží na topologii
sítě. Příkaz portfast trunk použijeme, pokud je rozhraní v módu trunk a chceme
jej nastavit pro koncové zařízení (obvykle server). Nikdy jej však nekonfigurujeme
na trunk, který je připojen k jinému přepínači. Další dva příkazy můžeme využít
při konfiguraci STP, ovšem v módu Rapid Spanning-Tree Protocol nejsou tyto dvě
funkce podporovány. Poslední příkazy souvisí s funkcí BPDU Guard. Pokud je port
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přepnut do stavu error-disable, je potřeba administrátora k jeho opětovnému za-




Zapnout funkci PortFast na trunku, který chceme
nastavit jako koncový, např. pro server.
Switch_V(config)#spanning-tree
uplinkfast
* Spustit okamžité přepnutí záložní linky do for-
warding stavu při výpadku hlavní linky.
Switch_V(config)#spanning-tree
backbonefast








* Nastavení časovače obnovení (recovery timer).
Defaultně je 300 s, rozsah je od 30 s do 86 400 s.
Po dokončení konfigurace protokolu RSTP na všech přepínačích je nutné spustit
restart a aktualizaci migračního procesu, abychom zajistili správný chod služby.
Tento příkaz tedy použijeme na všech třech přepínačích.
Switch_V#clear spanning-tree
detected-protocols
* Restart a aktualizace procesu STP.
Správnost konfigurace si můžeme ověřit pomocí těchto příkazů. Nalezneme zde
i mnoho dalších informací o protokolu STP a souvisejících funkcích.
Switch_V#show spanning-tree Základní informace o STP pro každou VLAN.
Switch_V#show spanning-tree summary Stručné informace o STP.
Switch_V#show spanning-tree detail Detailní informace o STP.
Switch_V#show spanning-tree vlan 30 Informace o STP pro zvolenou VLAN.
Switch_V#show spanning-tree
interface Fa0/1
Informace o STP pro zvolené rozhraní.
Switch_V#show spanning-tree
interface Fa0/1 detail
* Detailní informace o STP pro zvolené rozhraní.
Switch_V#show spanning-tree bridge
detail
* Zobrazí stručný přehled instancí protokolu STP.
Switch_V#show errdisable recovery * Zobrazí nastavení pro obnovení portu.
Tím jsme dokončili konfiguraci rozšířených funkcí protokolu STP (Spanning-Tree
Protocol). Funkci vykoušíme tak, že na přepínači vypneme port, ke kterému je při-
pojen PC, a následně jej znovu zapneme. Uvidíme okamžitý náběh portu (signalizuje
zelená dioda).
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5.4 Konfigurace VTP serveru
Podíváme se na konfiguraci protokolu VTP (VLAN Trunking Protocol), který se
používá pro přenos informací o VLAN mezi přepínači v lokální síti. Jde o protokol
2. vrstvy (linkové) ISO/OSI modelu. Jeden z našich přepínačů nastavíme jako ser-
ver, ostatním přiřadíme funkci klientů. Server protokolu VTP spravuje informace
o VLAN uvnitř VTP domény. Pokud na serveru vytvoříme, smažeme nebo pře-
jmenujeme nějakou VLAN, projeví se toto nastavení i na přepínačích, které jsou
ve stejné doméně a jsou nastaveny v módu klient. Pro tuto kapitolu jsem získával
informace z internetového článku [49].
Ukázková konfigurace bude probíhat na přepínačích Switch_V (server) a taky
Switch_K (klient). Přepínač Switch_IT do této konfigurace nezahrneme, protože
není fyzicky propojen s ostatními přepínači, tudíž VTP protokol nemůže být použit,
jelikož VTP rámce nemůžou procházet přes směrovač (síťovou vrstvu).
Switch_V(config)#vtp version 2 Zapnout 2. verzi VTP protokolu. Podpora Token
Ring, VLAN consistency check, unrecognized TLV
atd.
Switch_V(config)#vtp mode server Nastavení módu server.
Switch_V(config)#vtp domain
vtpserver.mikeska.cz
Vytvoření VTP domény. Může jich být více a in-
formace se předávají jen v rámci domény.
Switch_V(config)#vtp password
xmikes
Nastavení hesla pro VTP doménu.
Switch_V(config)#vtp pruning * Zabránit odesílání nadbytečných informací.
Pozn.: Metoda „pruning“ se konfiguruje pouze na VTP serveru a má vliv na ce-
lou doménu. Díky tomu se na přepínače, kde není žádné rozhraní v určité VLAN,
neposílají informace o této VLAN, což má za následek snížení provozu v síti.
V tento moment máme nakonfigurován VTP server a přejdeme ke konfiguraci
VTP klienta, kterým bude v naší síti Switch_K.
Switch_K(config)#vtp version 2 Zapnout 2. verzi VTP protokolu. Podpora Token
Ring, VLAN consistency check, unrecognized TLV
atd.
Switch_K(config)#vtp mode client Nastavení módu klient.
Switch_K(config)#vtp domain
vtpserver.mikeska.cz
Použití domény z VTP serveru.
Switch_K(config)#vtp password
xmikes
Zadání hesla pro doménu.
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Konfiguraci si můžeme ověřit pomocí níže uvedených příkazů. Najdeme zde
i spoustu dalších informací o VTP.
Switch_V#show vtp status Základní informace o protokolu VTP na přepínači.
Switch_V#show vtp counters Statistika VTP přenosů.
Switch_V#show vtp password Zobrazí heslo pro VTP doménu.
Nyní jsme dokončili konfiguraci protokolu VTP (VLAN Trunking Protocol).
Tuto funkci můžeme vyzkoušet tak, že na přepínači Switch_V změníme jméno jedné
z VLAN, a následně se podíváme na přepínač Switch_K, zda se změna projevila.
5.5 Konfigurace NTP serveru
Protokol NTP (Network Time Protocol) se využívá pro synchronizaci času vnitř-
ních hodin síťového zařízení (směrovač, přepínač apod.) s NTP serverem. Zároveň
s časem se synchronizuje i datum. Tím je zajištěno, že síťové zařízení je správně
synchronizováno po celou dobu provozu, což je v síti nesmírně důležité.
Zařízení, které má správně nastavenou službu NTP, nám umožňuje snadno analy-
zovat různé systémové zprávy, protože přesně víme, kdy dané události nastaly. Toho
můžeme využít například při analýze všech zpráv ze Syslog serveru, při zjišťování
příčiny automatického vypnutí portu, pro omezení přístupu k síti v určité dny či ho-
diny pomocí RADIUS serveru, nebo pro časové omezení přístupu k síťovému zařízení
pomocí TACACS+ serveru. Existuje samozřejmě mnoho dalších příkladů, z nichž
vyplývá, že je nutné nakonfigurovat protokol NTP na každém síťovém zařízení [70].
Při konfiguraci můžeme zvolit buď soukromý nebo veřejný NTP server. Pokud
zvolíme veřejný NTP server, máme k dispozici výběr z různých seznamů 1. V sou-
časné době existuje více než 4 000 serverů po celém světě.
V naší simulované síti nejprve musíme NTP server vytvořit. Umístíme ho do
veřejné sítě, abychom lépe simulovali reálnou situaci, protože většina firem obvykle
nemá svůj lokální NTP server. Tento server dáme do stejné podsítě s útočníkem
(PC_Attacker), což příliš realitě neodpovídá, ale pro naše účely simulace je to jed-
noduché a dostačující. Otevřeme tedy NTP server a v záložce Config nastavíme
defaultní bránu (gateway). Jedná se o IP adresu rozhraní Fa0/0 směrovače Rou-
ter_ISP, tedy 220.20.0.1. Přepneme se na rozhraní serveru a nastavíme IP adresu
z rozsahu adres pro podsíť AT, např. 220.20.10.10/20. Přejdeme do záložky Services
a vypneme všechny nabízené služby kromě NTP serveru. Zaklikneme položku Service
na ON a Authentication na Disable. Poté nastavíme aktuální čas, čímž dokončíme
přípravu NTP serveru a můžeme přejít ke konfiguraci.








Nastavení časové zóny na středoevropský čas
(CET). První číslo symbolizuje posun hodin
a druhé posun minut oproti koordinovanému svě-
tovému času (UTC).
Switch_V(config)#clock summer-time
Prague recurring last Sun Mar 2:00
last Sun Oct 3:00
# * Nastavení automatické změny letního a zim-
ního času.
Switch_V#show ntp status * Detailní informace o použitém NTP serveru.
Pozn.: Vidíme, že Cisco Packet Tracer verze 6.3.0.0009 je velmi omezený, co se týče
příkazů protokolu NTP pro přepínače. Výše uvedené příkazy tedy využijeme pouze
pro všechny směrovače v privátní síti, kde však také není umožněno nastavení změny
letního a zimního času.
Protože konfigurace NTP protokolu pro přepínače v Cisco Packet Tracer není
podporována, ukážeme si jak nastavit čas a datum manuálně.
Switch_K#clock set 15:30:00 MAY 10
2016
Manuální nastavení času a datumu.
Switch_K(config)#clock timezone CET
1 0
Nastavení časové zóny na středoevropský čas
(CET).
Switch_K#show clock Zobrazení nastaveného času a datumu.
Výše uvedené příkazy tedy využijeme u všech přepínačů v privátní síti. Z nezná-
mého důvodu však Cisco Packet Tracer verze 6.3.0.0009 nedokáže uložit nastavený
čas a datum do startup-config, což znamená, že při vypnutí a opětovném zapnutí
programu není na přepínačích ani směrovačích čas nastaven.
Všechny popsané problémy se netýkají reálných síťových zařízení, kde nám kon-
figurace protokolu NTP zabere jen několik málo sekund, protože se jedná o pár
příkazů. Je však důležité, abychom vybrali vhodný veřejný server, nastavili správ-
nou časovou zónu, a také přechod z letního času na zimní a zpět.
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6 PŘÍKAZY SOUVISEJÍCÍ S BEZPEČNOSTÍ
V kapitole si představíme příkazy, které dále podporují zabezpečení privátní sítě
a síťových zařízení, ovšem tématicky nezapadají do předchozích kapitol. Nejprve se
zaměříme na příkazy, které podporují zabezpečení přístupu k směrovačům a pře-
pínačům. Dále si ukážeme globální služby a služby rozhraní, které můžou být na
zařízeních defaultně zapnuty, ale obvykle je nevyužíváme, a proto bychom je měli
zakázat, jinak znamenají hrozby pro naši privátní síť. Poté se seznámíme s příka-
zem autosecure a popíšeme jeho hlavní funkce. Posledním tématem je nastínění
zabezpečení pro IPv6, především popsání změn oproti návrhu pro IPv4.
6.1 Bezpečnostní příkazy
Zabezpečení přístupu k síťovým zařízením, pomocí technologie AAA i protokolem
SSH, jsme již probírali v kap. 4.2 a 4.3. Existují však další příkazy a kontrolní me-
chanismy, které podporují zabezpečení přístupu ke směrovači i přepínači a zároveň
nabízí dohled nad tímto přihlašováním [71].
Router_END(config)#login block-for
120 attempts 3 within 60
* Pokud nastanou více než 3 přihlašovací selhání
během 60 s, budou všechna přihlášení zablokována
(quiet-mode) po dobu 120 s. Tento příkaz musí
být použit dříve než jakýkoliv příkaz login. De-
tekce a prevence před útoky DoS a Brute Force
Attack.
Router_END(config)#login delay 5 # * Nastavení zpoždění 5 s mezi po sobě jdoucími
pokusy o přihlášení. Defaultně je nastaveno zpož-
dění 1 s příkazem výše.
Router_END(config)#login on-success
log




* Vytváří záznamy logů do Syslog serveru pro





# * Nastavení maximálního počtu neúspěšných
pokusů o přihlášení pomocí lokální databáze zaří-
zení.
Router_END(config)#security
authentication failure rate 3 log
# * Vytváří systémové hlášení po určitém počtu
neúspěšných pokusů o přihlášení, překračující sta-
novený rozsah. Detekce Brute Force Attack.
Router_END(config)#no service
password-recovery
# * Zakázat možnost obnovení hesla. Tuto volbu
je nutné si dobře rozmyslet! Pokud je nutné obno-
vit heslo daného zařízení a tato funkce je aktivo-
vána, celá konfigurace musí být odstraněna.
Pokračování na další straně
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Pokračování z předchozí strany
Router_END#show login * Zobrazení bezpečnostních nastavení pro přihla-
šování.
Router_END#show login failures * Zobrazení všech neúspěšných pokusů o přihlá-
šení. Obsahuje uživatelská jména a časové razítko.
Ve výše uvedených příkazech nastavujeme různé přihlašovací limity, časové ome-
zení atd. Při překročení těchto limitů se zařízení automaticky přepne do tzv. tichého
módu (quiet-mode), kdy nepřijímá žádné požadavky o přihlášení přes Telnet, SSH,
HTTP apod. Mohl by tak vzniknout cílený útok, který by nepřetržitě blokoval pří-
stup k zařízení, takže by zablokoval přístup i autorizovaným uživatelům. Z tohoto
důvodu je dobrým bezpečnostním opatřením vytvoření přístupového listu, který se
aplikuje při přepnutí zařízení do quiet-mode, a umožní tak přihlášení z definova-
ných IP adres (obvykle IP adresy správců sítě).
Router_END(config)#ip access-list
standard PERMIT_ADMIN




Přidat popis k vytvořenému přístupovému listu.
Router_END(config-std-nacl)#permit
host 172.16.2.5




Při aplikaci listu bude povolen přístup z této IP
adresy.
Router_END(config-std-nacl)#exit Návrat do konfiguračního režimu.
Router_END(config)#login quiet-mode
access-class PERMIT_ADMIN
# * Pokud se zařízení přepne do tichého módu
(quiet-mode), aplikuje se vtvořený přístupový
list s názvem PERMIT_ADMIN.
Tyto bezpečnostní příkazy a kontrolní mechanismy nastavíme na všech reálných
směrovačích a přepínačích v privátní síti. Opět však vidíme, že Cisco Packet Tracer
verze 6.3.0.0009 tyto detailnější bezpečnostní příkazy z větší části nepodporuje.
6.2 Nepoužívané služby
Představíme si služby, které můžou být na různých síťových zařízeních defaultně
zapnuté, ale pokud je nepoužíváme, je dobrým zvykem tyto služby vypnout. Jedná
se obvykle o služby, které již ve většině moderních sítí nejsou třeba, a často vyu-
žívají nespolehlivý protokol UDP. Pokud bychom je nechali zapnuté, útočník může
například využít Port scann attack, vyhledat otevřené porty či zranitelná místa
v síti, a následně je použít k provedení útoku DoS apod [72]. Nejprve tedy vypneme
nepoužívané globální služby.
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Router_END(config)#no service pad # * Zakázat službu Packet Assembler /Disassem-
bler, využívanou v sítích X.25.
Router_END(config)#no service
finger




# * Zakázat tzv.malé služby protokolu UDP, za-
hrnující echo (port 7), discard (port 9), daytime
(port 13) a chargen (port 19).
Router_END(config)#no service
tcp-small-server
# * Zakázat tzv.malé služby protokolu TCP, za-
hrnující echo (port 7), discard (port 9), daytime
(port 13) a chargen (port 19).
Router_END(config)#no service
config
# * Zabránit v pokusu o lokalizaci konfiguračního
souboru v síti s TFTP serverem.
Router_END(config)#no snmp-server Zakázat službu Simple Network Management Pro-
tocol (SNMP), využívanou pro účely monitorování
a správy sítě.
Router_END(config)#no cdp run Vypnout Cisco Discovery Protocol, používaný pro
vyhledání jiných zařízení k navázání sousedství.
Router_END(config)#no lldp run # * Vypnout Link Layer Discovery Protocol, pou-
žívaný pro vyhledání jiných CDP nebo LLDP za-
řízení k navázání sousedství.
Router_END(config)#no ip bootp
server




# * Na novějších verzích Cisco IOS. Zakáže službu
BOOTP, ale DHCP zůstane povolené.
Router_END(config)#no ip http
server




# * Zakázat přístup k síťovému zařízení přes šif-
rované webové rozhraní.
Router_END(config)#no ip finger # * Zakázat službu IP Finger, která vzdáleným
uživatelům umožňuje příkaz show users.
Router_END(config)#no ip
source-route
# * Zakázat zdrojové směrování.
Router_END(config)#no ip
gratuitos-arps
# * Zakázat bezdůvodné odesílání požadavků Ad-
dress Resolution Protocol (ARP).
Router_END(config)#service
tcp-keepalives-in
# * Zamezit vznik příchozích polootevřených či
osamocených TCP spojení proti SYN flood.
Router_END(config)#service
tcp-keepalives-out
# * Zamezit vznik odchozích polootevřených či
osamocených TCP spojení proti SYN flood.
Router_END(config)#secure
boot-image
* Zabraňuje odstranění running-config souboru.
Router_END(config)#secure
boot-config
* Archivuje running-config do trvalého úložiště.
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# * Zakázat přeposílání ICMP paketů.
Router_END(config-if-range)#no ip
proxy-arp
* Zakázat reakci na jakékoliv ARP žádosti, které
jsou mimo dané rozhraní. Reakce pouze na ARP
žádosti s IP adresou rozhraní.
Router_END(config-if-range)#no ip
unreachables
# * Zakázat ICMP pakety 3. typu.
Router_END(config-if-range)#no ip
route-cache
# * Zakázat přepínání IP paketů.
Router_END(config-if-range)#no ip
directed-broadcast
# * Zakázat všesměrové vysílání. Jedná se
o obranu proti útoku Smurf attack.
Router_END(config-if-range)#no ip
mask-reply
# * Zakázat reakci na ICMP mask žádosti.
Router_END(config-if-range)#no mop
enabled
# * Zakázat službu Maintenance Operation Pro-
tocol.
Zakázáním těchto nepoužívaných služeb opět zvýšíme celkové zabezpečení naší
privátní sítě. Musíme však dávat pozor, abychom na reálných zařízeních nezakázali
službu, která je potřebná například pro jinou bezpečnostní technologii, což by mohlo
způsobit velké problémy. Jak ovšem vidíme, Cisco Packet Tracer verze 6.3.0.0009
neumožňuje téměř žádné z výše uvedených příkazů v naší simulované síti.
6.3 Proces CLI AutoSecure
Problémy popsané v předchozí kapitole za nás řeší příkaz auto secure. Proces CLI
AutoSecure je na Cisco směrovačích dostupný od hlavní verze IOS 12.3 a následné
12.3 T verze pro Cisco 800, 1 700, 2 600, 3 600, 3 700, 7 200 a 7 500 Series Rou-
ters [73]. Tímto příkazem dojde ke spuštění skriptu a následnému automatickému
nastavení základní (minimální) úrovně zabezpečení daného zařízení. Jsou zakázány
nepotřebné globální služby (např. Finger, PAD, BOOTP, IDENT atd.) a zneužitelné
služby rozhraní (např. Proxy-ARP, ICMP Unreachables atd.). Naopak jsou povoleny
bezpečnostní příkazy (např. service password-encryption, service tcp-keepalives-in
atd.), zaznamenávání událostí, nastavení jména a hesla, vytvoření banneru apod.
Dále je využita technologie AAA pro přístup k zařízení pomocí lokální databáze,
technologie ACL k vytvoření anti-spoofing listů na vnějších rozhraních a technologie
SNMPv3 [74].
Proces CLI AutoSecure také aktivuje (pokud jsou na daném zařízení dostupné)
tyto bezpečnostní služby:
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• Cisco Express Forwarding (CEF) – proti DoS útokům
• TCP KeepAlive – proti SYN flood útokům
• Unicast Reverse Path Forwarding (URPF) – proti Address spoofing útokům
• Context-Based Access Control (CBAC) – služby firewallu
Protože v Cisco Packet Tracer verze 6.3.0.0009 nelze zakázat nepoužívané služby
manuálně, doporučuji použít právě příkaz auto secure, který automaticky zakáže
různé typy služeb, a my pak postupně během konfigurace zapínáme pouze ty služby,
které chceme využívat. Ostatní nastavení pak upravujeme dle svého záměru.
Router_END#auto secure Spustit proces CLI AutoSecure v interaktivním re-
žimu, kdy se dotazuje uživatele na povolení či za-
kázání určitých služeb a bezpečnostních prvků.
Router_END#auto secure no-interact # Spustit proces CLI AutoSecure v non-
interaktivním režimu, kdy se konfigurace provede
s doporučeným výchozím nastavením od Cisca.
Pozn.: Existuje také proces CCP One-Step Lockdown, který se konfiguruje pomocí
grafického uživatelské rozhraní GUI (Graphical User Interface). Tento proces však
neumožňuje tak detailní nastavení jako proces CLI AutoSecure.
Ze získaných zkušeností při psaní bakalářské práce doporučuji nejprve na všech
síťových zařízeních spustit proces CLI AutoSecure, a následně provádět další konfi-
guraci. V naší simulované síti jsem však proces CLI AutoSecure nevyužil.
6.4 Zabezpečení pro IPv6
Většina výše uvedených bezpečnostních technologií a protokolů nerozlišuje mezi pro-
tokolem IPv4 (Internet Protocol version 4) a IPv6 (Internet Protocol version 6).
Uvedené ukázkové konfigurace tedy z větší částí zůstávají stejné. Popis těchto pro-
tokolů a jejich hlavní rozdíly jsme si již popsali v kap. 3.2, proto se nyní zaměříme
pouze na popis technologií a protokolů, pro které nastává rozdíl v konfiguraci při
použití adresního prostoru IPv6. Jedná se především o technologie a protokoly, které
ke své činnosti využívají práci s IP adresami.
První, a zároveň největší rozdíl, je v konfiguraci směrovacího protokolu EIGRP
(Enhanced Interior Gateway Routing Protocol). Tento protokol přímo pracuje s IP
adresami, proto je jeho nastavení pro IPv4 a IPv6 odlišné. Nejprve je nutné u všech
směrovačů v privátní síti povolit IPv6 směrování. Poté musíme vytvořit EIGRP
směrování s příslušnou administrativní oblastí, nastavit každému směrovači jeho
identifikační číslo, a toto směrování zapnout. Hlavní rozdíl nastává při definici smě-
rování. Pro IPv4 zadáváme adresy sítě s wildcard maskou, díky nimž směrovač určuje
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trasu paketů. Pro IPv6 nenastavujeme adresy sítě, ale volíme rozhraní na směrovači,
která budou zahrnuty do EIGRP směrování. Ukázkovou konfiguraci můžeme najít
v materiálech pro Cisco Networking Academy [75].
Další změnou jsou samotné IPv6 adresy na koncových zařízeních (PC, servery
a tiskárny), a s tím související změny pro DHCP protokol. Rozdíl je v nastavení
DHCP serveru, který bude koncovým zařízením přidělovat IPv6 adresu z definova-
ného adresního prostoru. Samozřejmě také musíme nastavit správné IPv6 adresy na
rozhraních směrovačů a přepínačů.
Mezi technologie, které řídí provoz na základě IP adres, patří také ACL (Ac-
cess Control List). Změna spočívá ve vytvoření pravidel, kde místo adres pro IPv4,
použijeme adresy využívající adresní prostor IPv6.
Technologií, která pracuje s IP adresami, je iNAT (Network Address Translation).
Hlavním důvodem pro zavedení NAT je snížení počtu veřejných IPv4 adres, protože
počet IPv4 adres je omezený. Tento problém omezení adres pro IPv6 však neplatí.
Proto se o zavedení NAT pro IPv6 vedou různé diskuze, kde se názory odborníků
liší. Někteří si myslí, že by se NAT měl zachovat i pro IPv6. Ostatní zase naopak
tvrdí, že prostor IPv6 je natolik velký, že je zbytečné používat NAT, který s sebou
často přináší i různé problémy.
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7 VYTVOŘENÍ LABORATORNÍCH ÚLOH
V této poslední kapitole si představíme tvorbu dvou laboratorních úloh pro zabez-
pečení privátní sítě. Z předchozích kapitol vybereme tři bezpečnostní technologie
pro směrovače a dvě bezpečnostní funkce pro přepínače. Tyto úlohy budou vytvo-
řeny pro plánovaný nový předmět oboru Informační bezpečnost. Zatím se neví, zda
budou k dispozici reálná síťová zařízení, proto návrh úloh provedeme v simulačním
programu Cisco Packet Tracer verze 6.3.0.0009. Úlohy budou zpracovány v nástroji
Activity Wizard, čímž se mnohonásobně zvýší jejich potenciál. Nástroj Activity Wi-
zard je součástí simulačního programu Cisco Packet Tracer. Samotné laboratorní
úlohy budou přílohou této bakalářské práce.
7.1 Lab. úloha č. 1: Zabezpečení sítě
pomocí směrovače
Laboratorní úloha se zaměřuje na seznámení studentů s technologií AAA spolu
s využitím serverů TACACS+ i RADIUS pro zabezpečení přístupu k zařízení přes
konzoli. Dále studentům představí technologii překladu síťových adres (NAT i PAT)
a zabezpečení přístupu k zařízení přes virtuální linky pomocí šifrovaného protokolu
SSH spolu s konfigurací přístupového listu (ACL). Součástí úlohy je také základní
konfigurace směrovače a využití bezpečnostních příkazů pro podporu zabezpečení
přístupu ke směrovači.
Úloha začíná teoretickým úvodem, kde jsou stručně popsány technologie a pro-
tokoly, které budou součástí práce. Smyslem je, aby studenti získali alespoň základní
představu o daných bezpečnostních technologiích a protokolech, než přejdou k sa-
motné konfiguraci.
Následně je zobrazena topologie sítě, která je shodná s výchozí topologií v Acti-
vity Wizard. Také je zde vytvořena tabulka s adresním prostorem, kterou studenti
musí využívat během konfigurace prvků.
Třetí část je již samotná konfigurace. Jsou zde již přednastaveny koncová zařízení
a také směrovač poskytovatele služeb. Cílem je, aby se studenti zaměřili především
na konfiguraci samotného hraničního směrovače. Příkazy, používané v této části,
jsou vysvětleny a je předvedeno, jak by měla vypadat jejich konfigurace. Důvod
je takový, že se většina studentů bude s Cisco zařízeními i simulačním programem
Cisco Packet Tracer setkávat poprvé.
V další části mají studenti zadané úkoly, které musí samostatně splnit. Zde již
nemají přesně vypsané příkazy, které je nutno provést. Ke konfiguraci však hojně
využijí znalostí získaných z předešlé části, protože bude docházet pouze k malé
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úpravě různých příkazů. Správné řešení samostatných úkolů je pro vyučující v příloze
se spustitelným souborem Activity Wizard (LAB1_Info.txt a LAB1_Router.pka).
Pátá část vyzývá studenty ke kontrole správnosti konfigurace dle nástroje Acti-
vity Wizard. Pokud je vše splněno, měli by studenti předvést tento výsledek vyuču-
jícímu.
V poslední části jsou studenti odkázáni na doporučenou literaturu, ze které mů-
žou čerpat při větším zájmu o danou problematiku. Také můžou tuto literaturu
využít pro řešení problému s konfigurací v laboratorní úloze.
Celá úloha je zpracována v nástroji Activity Wizard. Je vytvořeno informační
okno i automatické vyhodnocování celé konfigurace, což je velmi výhodné pro dané
vyučující. Zároveň je však výhodou i pro studenty, protože si můžou zobrazit, která
část konfigurace je splněna, a která nikoliv či chybně. Tato laboratorní úloha je
přílohou A v bakalářské práci.
7.2 Lab. úloha č. 2: Zabezpečení sítě
pomocí přepínače
Laboratorní úloha se zaměřuje na seznámení studentů s vytvořením zabezpečených
VLAN, představení směrování Inter-VLAN Routing pomocí technologie Router-on-
a-Stick a také na využití bezpečnostní funkce Port Security. Součástí úlohy je také
základní konfigurace přepínače, která obsahuje zabezpečení přístupu k virtuálním
linkám přepínače pomocí šifrovaného protokolu Secure Shell (SSH).
Úloha je představena teoretickým úvodem, kde jsou stručně vysvětleny pojmy
VLAN a Inter-VLAN Routing. Tento popis je zaměřený spíše na následnou konfi-
guraci a jsou zmíněny bezpečnostní doporučení při konfiguraci těchto technologií.
Dále je také popsána funkce Port Security.
Poté je studentům zobrazena topologie sítě, která je velmi podobná topologii
z předchozí úlohy. Jsou zde však navíc vykresleny dané VLAN pro lepší orientaci
při konfiguraci. S tím souvisí také malá změna adresního prostoru pro tuto úlohu.
V třetí části přecházíme ke konfiguraci. Tentokrát jsou přednastaveny servery
TACACS+ a RADIUS, s kterými se v této úloze nepracuje. Dále jsou na směrovačích
Router_END a Router_ISP nakonfigurovány technologie a protokoly z předchozí
úlohy. Poté se již přechází k základní konfiguraci přepínače. Nasleduje vytvoření
zabezpečených VLAN a zprovoznění směrování Inter-VLAN Routing, které je roz-
děleno do tří částí. Poslední konfigurací je funkce Port Security. Příkazy, používané
v této části, jsou opět vysvětleny a je předvedeno, jak by měla vypadat jejich konfigu-
race. Důvod je stejný jako u předchozí laboratorní úlohy a to je, že většina studentů
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se bude s Cisco zařízeními i simulačním programem Cisco Packet Tracer setkávat
poprvé.
Další část jsou samostatné úkoly. Zde již sice nejsou přesně vypsané příkazy,
ale konfigurace se velmi podobá ukázkové, dochází především k logickým změ-
nám na základě topologie. Dle mého názoru si však studenti zopakují danou kon-
figuraci a více si z ní odnesou. Správné řešení samostatných úkolů je pro vyuču-
jící dostupné v příloze se spustitelným souborem Activity Wizard (LAB2_Info.txt
a LAB2_Switch.pka).
Po dokončení samostatných úkolů jsou studenti vyzvání ke kontrole správnosti
konfigurace dle nástroje Activity Wizard. Je důležité předvést tento výsledek da-
nému vyučujícímu.
V poslední části jsou studenti opět odkázání na doporučenou literaturu, ze které
můžou čerpat při zájmu o danou problematiku a také při řešení problémů s konfi-
gurací.
Úlohu jsem zpracoval v nástroji Activity Wizard a vytvořil tak automatické
vyhodnocování, které je velkou výhodou pro studenty i vyučující. Tato laboratorní
úloha je přílohou B v bakalářské práci.
100
8 ZÁVĚR
Hlavním cílem bakalářské práce bylo vytvořit zabezpečenou síť středního rozsahu,
sestavenou z běžných síťových zařízení, tedy směrovačů i přepínačů, a navrženou síť
realizovat v simulačním prostředí. Dalším cílem bylo zpracování laboratorních úloh
zaměřených na zabezpečení a správné nastavení směrovačů i přepínačů v sítích.
Abychom získali dobrý základ znalostí pro správný návrh zabezpečení sítě, museli
jsme se nejprve seznámit s problematikou síťové bezpečnosti, představit si nejzná-
mější typy útoků i hrozeb a porozumět pojmu bezpečnostní politika firmy. Poté jsme
se již postupně seznamovali s různými bezpečnostními technologiemi, funkcemi, pro-
tokoly i příkazy. Následně jsme všechny tyto získané informace implementovali do
naší privátní sítě středního rozsahu, která byla simulována pomocí simulačního pro-
gramu Cisco Packet Tracer verze 6.3.0.0009. K návrhu sítě byla využívána síťová
zařízení firmy Cisco Systems.
Výsledkem bakalářské práce je tedy celistvý materiál, který je volně dostupný pro
veřejnost, tedy např. pro majitele malých a středních firem, kteří můžou tuto práci
využít k zabezpečení své privátní sítě bez použití firewallu, dalších bezpečnostních
zařízení, specializovaných firem, techniků apod. Hlavní přínos práce vidím v kapi-
tolách 3, 4 a 5. Kombinace všech uvedených technologií, funkcí a protokolů zaručuje
vytvoření bezpečné počítačové sítě s vrstvenou obranou.
Pro zabezpečení privátní sítě pomocí směrovačů je dle mého názoru nejdůležitější
správná kombinace přístupových listů (ACL) spolu s využitím technologie překladu
síťových adres (NAT), což velmi účinně odstíní velkou část pokusů o různé síťové
útoky z veřejné sítě (Internetu). Konfigurace protokolů EIGRP a PPP, oba s auten-
tizací, zaručuje bezpečnost privátní sítě především proti interním hrozbám. Velmi
důležité je také zabezpečení přístupu k samotným směrovačům, což patří k prvním
krokům při zabezpečení sítě. Nejúčinnější zabezpečení přístupu ke konzole, kromě
samotného zabezpečení fyzického přístupu k zařízení, vidím v použití autentizačního
protokolu AAA s využitím serveru TACACS+, který provádí centralizovanou data-
bázi privilegovaných uživatelů a zaručuje šifrování komunikace během autentizace.
Pro zabezpečení přístupu k zařízení přes virtuální linky považuji za velmi účinné
použití šifrovaného protokolu SSH spolu s kombinací přístupového listu, který po-
voluje připojení k danému zařízení pouze autorizovaným uživatelům, tedy obvykle
správcům sítě.
Zabezpečení přístupu k přepínačům je stejně důležité, jako zabezpečení přístupu
ke směrovačům, proto je nutné využít stejných technologií, které jsme již popsali
výše. Díky přepínačům můžeme vytvářet další vrstvy obrany naší privátní sítě,
protože nabízí velké množství bezpečnostních funkcí. Dle mého názoru patří mezi
nejdůležitější funkce Port Security, která využívá přiřazení MAC adresy zařízení
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k určitému rozhraní přepínače, což zabraňuje útočníkovi v připojení svého zařízení,
a ochraňuje tak síť před útoky spojenými s MAC adresami. Pro podporu bezpeč-
nosti privátní sítě proti interním hrozbám je vhodné využít funkce IP Source Guard
a Dynamic ARP Inspection. Obě funkce používají kontrolu důvěryhodných MAC-IP
kombinací. Ve větších sítích hrají velkou roli bezpečnostní funkce PortFast, BPDU
Guard, BPDU Filter a Root Guard, které brání především útokům spojených s pro-
tokolem STP.
Dále považuji za důležité seznámení čtenářů s různými příkazy, které podporují
zabezpečení přístupu k zařízení a zakazují mnohé nevyužívané služby. Také proces
CLI AutoSecure by měl být hojně využíván při počáteční konfiguraci zařízení v reálné
síti.
V rámci bakalářské práce byly vytvořeny dvě laboratorní úlohy pro plánovaný
nový předmět oboru Informační bezpečnost na Vysokém učení technickém v Brně,
fakulty Elektrotechniky a komunikačních technologií. První laboratorní úloha je
zaměřena na zabezpečení směrovače, následně také na zabezpečení sítě pomocí smě-
rovače, tedy využitím autentizační technologie AAA spolu se servery TACACS+
i RADIUS, využitím šifrovaného protokolu SSH a technologií NAT i PAT. Druhá
laboratorní úloha je zaměřena na zabezpečení přepínače, následně také na zabezpe-
čení sítě pomocí přepínače, tedy vytvořením bezpečných VLAN, směrováním Inter-
VLAN Routing metodou Router-on-a-Stick a využitím funkce Port Security.
Tyto laboratorní úlohy považuji za přínos pro budoucí studenty, kterým tak můžu
předat část svých zkušeností, získaných během zpracovávání práce. Potenciál těchto
úloh se velmi zvýšil zpracováním v nástroji Activity Wizard, čímž jsem vytvořil au-
tomatické vyhodnocování, které mnohonásobně ulehčí práci vyučujícím, ale zároveň
i studentům, v dané laboratorní hodině. Proto si myslím, že tyto úlohy můžou být
zařazeny do přípravy nového předmětu. Samotná bakalářská práce by mohla být
základem pro skripta laboratorního cvičení tohoto předmětu.
Myslím si, že práce je také vhodná pro kohokoliv, kdo se více zajímá o bezpečnost
sítě, bezpečnostní technologie a protokoly. Na Internetu je sice spousta různých
materiálu, ovšem žádný nenabízí celistvé informace o více technologiích. Také je
možné tuto práci široce rozšiřovat, protože je k dispozici velké množství dalších
technologií, protokolů a různých příkazů.
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A LAB. ÚLOHA Č. 1: ZABEZPEČENÍ
SMĚROVAČE, TECHNOLOGIE AAA, NAT,
PAT A PROTOKOL SSH
Účelem laboratorní úlohy je seznámit studenty se základním zabezpečením směro-
vače, s technologií AAA (Authentication, Authorization and Accounting), šifrova-
ným protokolem SSH (Secure Shell) a s technologií překladu síťových adres NAT
(Network Address Translation) i PAT (Port Address Translation).
A.1 Teoretický úvod
Technologie AAA
Authentication, Authorization and Accounting (AAA, vyslovuje se „triple A“),
česky autentizace, autorizace a účtování, je systém, který kontroluje přístup uži-
vatelů a sleduje jejich aktivity v síti. V podstatě se jedná o vytvoření pravidel pro
přístup k síťovým zdrojům, posílení bezpečností politiky, využití auditu atd. Techno-
logie AAA je často implementována pomocí serveru TACACS+ nebo RADIUS. Pro
efektivní správu a zabezpečení sítě je velmi důležitá kombinace všech tří procesů.
• Autentizace je proces identifikace jednotlivce, obvykle na základě uživatel-
ského jména a hesla. Další variantou je jednorázový kód, digitální certifikát
apod.
• Autorizace je proces udělení či odepření přístupu uživateli k síťovým službám
na základě jeho autentizace. Jedná se tedy o určení, jaké služby, informace
a příkazy může daný uživatel využívat.
• Účtování je proces sledování aktivity uživatele při přístupu k síti či síťovému
zařízení, včetně zaznamenávání stráveného času a dat, přenesených v průběhu
relace.
Jsou dva hlavní typy využití technologie AAA. Prvním je správa síťových zaří-
zení, kde jde o kontrolu a řízení uživatelů, kteří pomocí konzole, TELNET či SSH
přistupují k zařízení (TACACS+). Druhým využitím je síťový přístup, což znamená
zabezpečení sítě proti neoprávněnému přístupu uživatele či zařízení (RADIUS).
• TACACS+ je protokol vyvinutý společností Cisco Systems a je otevřeným
standardem pro technologii AAA. Využívá se pro řízení a kontrolu přístupu
k síťovému zařízení. Pro komunikaci používá protokol TCP s portem 49 a bě-
hem komunikace dochází k šifrování celého paketu, což znemožňuje zachycení
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citlivých dat potenciálním útočníkem. Dokáže oddělit autentizaci, autorizaci
i účtování jako samostatné nezávislé funkce a podporuje 15 úrovní oprávnění.
• RADIUS je protokol podporovaný všemi prodejci síťových zařízení a je IETF
standardem pro technologii AAA. Využívá se pro zabezpečení přístupu k sí-
tím a síťovým službám proti neoprávněnému přístupu. Pro komunikaci používá
protokol UDP s porty 1645 či 1812 (autentizace) a 1646 či 1813 (účtování). Bě-
hem komunikace zaručuje šifrování uživatelských hesel, ovšem další informace,
jako je uživatelské jméno, účtování apod., šifrovány nejsou a můžou být zachy-
ceny třetí stranou. Kombinuje autentizace společně s autorizací a nerozlišuje
úrovně oprávnění.
Protokol SSH
Secure Shell (SSH), česky bezpečný shell, je síťový protokol, který poskytuje
bezpečný způsob přístupu ke vzdálenému síťovému zařízení a zaručuje bezpečné šif-
rování datové komunikace mezi dvěma zařízeními, propojenými přes nezabezpečenou
síť. Provádí také autentizaci komunikujících stanic a uživatelů. Vychází z architek-
tury klient-server a pro spolehlivý přenos využívá protokol TCP na portu 22.
Secure Shell je široce využíván správci sítí pro správu systémů a aplikací na
dálku. Umožňuje jim přihlášení se k jinému zařízení, spouštění příkazů a přesouvaní
souborů z jednoho zařízení do druhého. Kombinuje tedy funkci nezabezpečených slu-
žeb FTP a TELNET. Umožňuje také přesměrování portů pro tunelování, šifrování
e-mailových spojení a provádění autentizace pomocí veřejných a privátních klíčů.
Právě poslední metoda je hojně využívána pro automatizaci přihlašování ke vzdá-
lenému zařízení, protože jde o přístup bez nutnosti zadávání hesla. Bezpečnostní
výhodou je znemožnění falšování paketů, zdrojové směrování paketů, šifrování veš-
keré komunikace a zaručení integrity dat při přenosu přes síť.
Technologie NAT
Network Address Translation (NAT), česky překlad síťových adres, je proces,
při kterém síťové zařízení, například směrovač nebo firewall, přiděluje veřejnou IP
adresu hostitelskému zařízení, například PC, které se nachází uvnitř lokální sítě a má
nakonfigurovanou určitou privátní IP adresu.
Soukromé IP adresy jsou jasně definované a neměly by se objevit na Internetu,
protože se využívají ke směrování uvnitř privátních sítí. Stejné adresy však využívá
mnoho dalších zařízení v jiných privátních sítích. Proto pro přístup k prostředkům
mimo privátní síť potřebuje každé zařízení jedinečnou veřejnou IP adresu. Těch je
ale omezené množství. V tento moment je potřeba využít překlad síťových adres,
díky kterému můžou rozsáhlé privátní sítě, obsahující množství různých zařízení,
vystupovat pod jedinou unikátní veřejnou IP adresou nebo pod určitým rozsahem
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veřejných IP adres. Tuto adresu či rozsah adres organizace získává, nebo spíše ku-
puje, od svého poskytovatele internetových služeb (ISP).
Hlavním důvodem pro použití NAT je tedy snížení počtu veřejných IP adres,
které organizace využívá. NAT má však také velmi důležitou bezpečnostní funkci
a umožňuje přísnější kontrolu přístupu ke zdrojům na obou stranách směrovače či
firewallu. Existují čtyři různé režimy technologie NAT.
• Statický NAT – Používá se pro mapování jedna k jedné (one-to-one map-
ping) mezi privátní a veřejnou IP adresou. Pokud chceme síťovým zařízením
z veřejné sítě umožnit přístup k určitému zařízení uvnitř privátní sítě, tak pou-
žijeme právě statický NAT. Proto se obvykle využívá pro servery (např. webový
server) uvnitř privátní sítě, které mají být dostupné z Internetu.
• Dynamický NAT – Používá se v situaci, kdy vlastníte rozsah veřejných IP
adres, které chcete dynamicky přidělit privátním IP adresám uvnitř sítě (many-
to-many mapping). Jakmile privátní zařízení uvnitř sítě odešle požadavek na
zařízení ve veřejné síti, směrovač dynamicky přiděluje dostupnou IP adresu
z rozsahu adres pro dynamický NAT. Je umožněno pouze tolik souběžných
spojení s veřejnou sítí, kolik máme k dispozici veřejných IP adres.
• NAT Overload – Opět se používá v situaci, kdy vlastníte rozsah veřejných
IP adres, které chcete přidělit privátním IP adresám uvnitř sítě (many-to-
many mapping), ale v tomto rozsahu není dostatek veřejných IP adres pro
dynamický NAT. Směrovač používá první veřejnou IP adresu z daného rozsahu
a pro spojení s veřejnou sítí přiřazuje tuto IP adresu společně s jedinečným
číslem zdrojového portu. Jakmile dojde k využití všech dostupných portů pro
první veřejnou IP adresu, přejde k další veřejné IP adrese a celý proces se
tak opakuje. Je tak k dispozici několik stovek souběžných spojení s veřejnou
sítí, díky jedinečnému přiřazení zdrojového portu k veřejné IP adrese z daného
rozsahu.
• Port Address Translation (PAT) – Jedná se o nejčastěji používaný režim
technologie NAT. Využívá se v případě, kdy vlastníte pouze jednu veřejnou
IP adresu. To znamená, že všechny privátní IP adresy uvnitř sítě budou ma-
povány právě k této jedné veřejné IP adrese (many-to-one mapping). Princip
tohoto režimu je naprosto shodný s režimem NAT Overload, není však vy-
užíván rozsah veřejných IP adres, ale pouze jedna veřejná IP adresa. To je
pro malé a střední sítě dostačující, protože i s jednou veřejnou IP adresou
je k dispozici velké množství souběžných spojení s veřejnou sítí, právě díky
jedinečnému přiřazení zdrojového portu k této adrese.
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A.2 Topologie sítě a adresní prostor
Zařízení Rozhraní IP adresa Maska sítě Výchozí brána
Router_END Fa1/0 188.18.8.10 255.255.255.252 –
Fa0/0 172.16.1.1 255.255.255.0 –
Fa0/1 172.16.2.1 255.255.255.0 –
Router_ISP Fa1/0 188.18.8.9 255.255.255.252 –
Lo0 220.20.20.20 255.255.255.0 –
Switch_A – – – –
Switch_C – – – –
PC_Chief Fa0 172.16.1.5 255.255.255.0 172.16.1.1
PC_Staffer Fa0 172.16.1.6 255.255.255.0 172.16.1.1
PC_Admin Fa0 172.16.2.5 255.255.255.0 172.16.2.1
TACACS+ Fa0 172.16.2.10 255.255.255.0 172.16.2.1
RADIUS Fa0 172.16.2.11 255.255.255.0 172.16.2.1
A.3 Postup konfigurace
V Activity Wizard máte topologii sítě shodující se s obrázkem výše. Koncová za-
řízení PC_Chief, PC_Staffer, PC_Admin a server TACACS+ mají již nastavenou
IP adresu, masku sítě a výchozí bránu. Směrovač Router_ISP má již také nakonfi-
gurovány IP adresy na rozhraní Fa1/0 a Lo0 (simulace Internetu). Můžete provést
120
kontrolu správnosti celého nastavení dle adresního prostoru v tabulce výše. Na ser-
veru TACACS+ je dále přednastavena služba AAA. Prozkoumejte toto nastavení
kliknutím na daný server, přepnutím se do záložky Services a následným zvolením
služby AAA. Pokud máte splněno, přejděte k základní konfiguraci hraničního smě-
rovače Router_END.
Základní konfigurace směrovače
1. Nastavte jméno směrovače na Router_END.
Router(config)#hostname Router_END
2. Vypněte překlad nerozpoznaných příkazů na IP adresy.
Router_END(config)#no ip domain-lookup
3. Spusťte otisk všech hesel pomocí MD5 hashe. Z hesel vytvoří nečitelný řetězec.
Router_END(config)#service password-encryption
4. Nastavte omezení pro minimální délku (0–16) všech hesel směrovače.
Router_END(config)#security password min-length 5
5. Nastavte šifrované heslo „class“ pro přechod z uživatelského režimu do privi-
legovaného.
Router_END(config)#enable secret class
6. Nastavte přihlašovací jméno „ADMIN“ úrovně oprávnění 15 a zašifrovaného
tajného hesla „control“ k uložení do lokální databáze směrovače.
Router_END(config)#username ADMIN privilege 15 secret control
7. Pokud nastanou více než 3 přihlašovací selhání během 60 s, budou všechna
přihlášení zablokována po dobu 120 s. Nutné použít před všemi příkazy login.
Router_END(config)#login block-for 120 attempts 3 within 60
8. Vytvářet záznamy logů všech úspěšných přihlášení do Syslog serveru.
Router_END(config)#login on-success log
9. Vytvářet záznamy logů všech neúspěšných přihlášení do Syslog serveru.
Router_END(config)#login on-failure log
10. Nastavte MOTD (message-of-the-day) banner k varování neautorizovaných
uživatelů.
Router_END(config)#banner motd #Unauthorized access to this
device is prohibited! Authorized personnel only! Please enter
your username and password.#
11. Vstupte do konfigurační režimu pro ethernetová rozhraní a nastavte správné
IP adresy dle tabulky adresního prostoru. Nezapomeňte rozhraní zapnout.
Router_END(config)#int Fa0/0




Router_END(config-if)#ip address <IP adresa> <maska sítě>
Router_END(config-if)#no shutdown
12. Zobrazte běžící konfiguraci.
Router_END#show running-config
13. Uložte provedenou konfiguraci do NVRAM. Tento příkaz používejte na konci
každé konfigurace.
Router_END#copy running-config startup-config
Uvedená konfigurace je naprosto základní a je dobré si ji zapamatovat. Měla by
být součástí každé první konfigurace jakéhokoliv směrovače! Nyní se podíváme, jak
zabezpečit přístup ke směrovači přes konzoli pomocí autentizační technologie AAA
s využitím serveru TACACS+.
Zabezpečení přístupu k zařízení přes konzoli
1. Nastavte IP adresu serveru TACACS+, aby směrovač věděl, kam zasílat au-
tentizační požadavky.
Router_END(config)#tacacs-server host 172.16.2.10
2. Nastavte bezpečnostní klíč, který je nakonfigurován na serveru TACACS+.
Router_END(config)#tacacs-server key TacAcs-Psw96
3. Zapněte technologii AAA.
Router_END(config)#aaa new-model
4. Vytvořte seznam autentizačních metod s názvem „TAC_AUTH“. K autenti-
zaci budete využívat nejprve server TACACS+, při jeho nedostupnosti bude
použita lokální databáze.
Router_END(config)#aaa authentication login TAC_AUTH group
tacacs+ local
5. Vstupte do režimu přístupu přes konzoli a vypněte výpis systémových i infor-
mačních hlášek do psaného textu (synchronní logování).
Router_END(config)#line con 0
Router_END(config-line)#logging synchronous
6. Nastavte časový limit pro automatické odhlášení konzole.
Router_END(config-line)#exec-timeout 10 0
7. Aplikujte na přístup přes konzoli vytvořený seznam autentizačních metod.
Router_END(config-line)#login authentication TAC_AUTH
Vytvořené zabezpečení přístupu ke konzoli vyzkoušíte tak, že se nejprve odhlásíte ze
směrovače sekvencí příkazů exit, a následně budete vyzvání k zadání jména a hesla.
Použijte autorizovaného uživatele, vytvořeného pouze v serveru TACACS+ (user-
name:CCNA, password: cisco). Přístup k zařízení bude povolen! Dále zadejte příkaz
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enable a heslo (class) pro přechod z uživatelského režimu do privilegovaného. Jeli-
kož máte nastavenou úroveň privilegií 15 (nejvyšší možnou), přístup bude povolen!
Nyní se podíváme, jak zabezpečit přístup ke směrovači přes virtuální linku pomocí
šifrovaného SSH protokolu.
Zabezpečení přístupu k zařízení přes virtuální linku
1. Nastavte časový interval pro přihlášení pomocí SSH na 10 s.
Router_END(config)#ip ssh time-out 10
2. Nastavte maximální počet pokusů o přihlášení pomocí SSH.
Router_END(config)#ip ssh authentication-retries 2
3. Nastavte aktuální verzi protokolu SSH.
Router_END(config)#ip ssh version 2
4. Vytvořte doménu s názvem „laborka.cz“ pro přístup přes SSH.
Router_END(config)#ip domain-name laborka.cz
5. Vygenerujte RSA šifrovací klíč pro přístup pomocí SSH. Použijte velikost
1024 bitů. Nutné vždy provést až po nastavení jména zařízení a názvu domény.
Router_END(config)#crypto key generate rsa
6. Vytvořte seznam autentizačních metod s názvem „SSH_LOGIN“. K autenti-
zaci budete využívat nejprve server TACACS+, při jeho nedostupnosti bude
použita lokální databáze.
Router_END(config)#aaa authentication login SSH_LOGIN group
tacacs+ local
7. Vytvořte standardní přístupový list s názvem „PERMIT_ADMIN“. Při apli-
kaci listu povolte přístup pouze správci sítě (PC_Admin).
Router_END(config)#ip access-list standard PERMIT_ADMIN
Router_END(config-std-nacl)#permit host 172.16.2.5
8. Vstupte do režimu pro vzdálený přístup na virtuálních linkách 0–4 a vypněte
výpis systémových i informačních hlášek do psaného textu (synchronní logo-
vání).
Router_END(config)#line vty 0 4
Router_END(config-line)#logging synchronous
9. Nastavte časový limit pro automatické odhlášení vzdáleného přístupu přes vir-
tuální linky. Při zadání 0 0 (minuty sekundy) se nikdy automaticky neodhlásí.
Router_END(config-line)#exec-timeout 10 0
10. Aplikujte na přístup přes tyto linky vytvořený seznam autentizačních metod.
Router_END(config-line)#login authentication SSH_LOGIN
11. Povolte připojení k těmto linkám pouze protokolem SSH. Jiný přístup, napří-
klad protokolem TELNET, bude zamítnut.
Router_END(config-line)#transport input ssh
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12. Zakažte jakékoliv odchozí spojení (SSH, TELNET) z těchto virtuálních linek.
Router_END(config-line)#transport output none
13. Aplikujte vytvořený přístupový list na tyto virtuální linky v příchozím směru.
Router_END(config-line)#access-class PERMIT_ADMIN in
Vytvořené zabezpečení přístupu přes virtuální linku vyzkoušíte tak, že se přepnete do
PC_Admin a v příkazovém řádku počítače zadáte příkaz ssh -l CCNA 172.16.2.1,
následně budete vyzvání k zadání hesla (cisco) a bude otevřena SSH relace. Vyzkou-
šejte stejný postup např. z PC_Chief. Přístup bude na základě přístupového listu
odmítnut! Přejděte ke konfiguraci technologie překladu síťových adres.
Konfigurace NAT overload
1. Vstupte do konfiguračního režimu optického rozhraní a nastavte popisek i správ-
nou IP adresu dle tabulky adresního prostoru. Nezapomeňte rozhraní zapnout.
Router_END(config)#int Fa1/0
Router_END(config-if)#description Connection to Router_ISP
Router_END(config-if)#ip address <IP adresa> <maska sítě>
Router_END(config-if)#no shutdown
2. Vytvořte standardní přístupový list s názvem „NAT_TRAN“. Při aplikaci
listu povolte přístup sítě, obsahující PC_Chief a PC_Staffer. Povolte také
přístup správci sítě (PC_Admin).
Router_END(config)#ip access-list standard NAT_TRAN
Router_END(config-std-nacl)#permit 172.16.1.0 0.0.0.255
Router_END(config-std-nacl)#permit host 172.16.2.5







4. Vytvořte statické směrování z privátní sítě do Internetu ve tvaru <adresa cílové
sítě> <maska cílové sítě> <adresa dalšího skoku>. Při zadávání default cesty
obsahuje adresa i maska sítě samé nuly.
Router_END(config)#ip route 0.0.0.0 0.0.0.0 188.18.8.9
5. Nastavte rozsah veřejných IP adres pro režim NAT Overload. Od poskytova-
tele internetových služeb (ISP) jste zakoupili adresní prostor s adresou sítě
188.18.8.4/30, což vám poskytuje pouze dvě veřejné IP adresy.
Router_END(config)#ip nat pool NAT_PUBLIC 188.18.8.5 188.18.8.6
netmask 255.255.255.252
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6. Povolte NAT Overload překlad privátních IP adres z vytvořeného přístupového
listu NAT_TRAN na rozsah veřejných IP adres NAT_PUBLIC.
Router_END(config)#ip nat inside source list NAT_TRAN pool
NAT_PUBLIC overload
7. Zobrazte všechny překlady síťových adres.
Router_END#show ip nat translations
Funkčnost nakonfigurovaného překladu síťových adres vyzkoušejte následovně. Na
všech třech povolených počítačích zadejte do příkazového řádku příkaz ping -t
220.20.20.20. Následně přejděte k hraničnímu směrovači a zadejte příkaz show
ip nat translations. Zobrazí se vám překlad privátních IP adres na veřejné IP
adresy spolu s použitými porty. Poté ukončete ping na počítačích (Ctrl+C). Po-
kuste se o stejný ping ze serveru TACACS+. Provoz bude zamítnut, protože IP ad-
resa serveru TACACS+ nemá, na základě přístupového listu NAT_TRAN, přístup
k Internetu. Dále vyzkoušejte směrovačem Router_ISP pingnout jakékoliv koncové
zařízení uvnitř sítě. Přístup z veřejné sítě bude zamítnut!
A.4 Samostatné úkoly
Nyní budete mít za úkol vytvořit konfiguraci již bez ukázkových příkazů. Využí-
vejte však výše uvedených příkazů, bude docházet pouze k jistým úpravám. Také
během konfigurace hojně využívejte znak ?, který vám poradí v dalších možnostech
daného příkazu. Pro smazání příkazu z konfigurace zařízení využívejte klíčové slovo
no <daný příkaz>.
Konfigurace RADIUS serveru
1. Nastavte IP adresu, masku sítě a výchozí bránu serveru RADIUS na základě
tabulky adresního prostoru. Povolte službu AAA na daném serveru a vytvořte
potřebné údaje. Vycházejte z nastavení serveru TACACS+. Přidejte nového
autorizovaného uživatele (username:CCNP, password: academy). Použijte klíč
„RadIus-Psw96“.
2. Vytvořte zabezpečení přístupu k zařízení přes konzoli pomocí autentizačního
protokolu AAA s využitím RADIUS serveru. Vycházejte z ukázkových příkazů
výše. Zadejte IP adresu a klíč serveru RADIUS.
3. Vytvořte seznam autentizačních metod s názvem „RAD_AUTH“. Autenti-
zace bude provedena pomocí serveru RADIUS, pokud však nebude dostupný,
využijte lokální databázi směrovače. Následně vytvořený seznam aplikujte na
přístup přes konzoli.
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Vyzkoušejte autentizaci na směrovači s nově vytvořeným uživatelem (CCNP). Když
bude přístup povolen, provedli jste konfiguraci správně a můžete přejít dále. Pokud je
přístup zamítnut, zkuste tento problém vyřešit pomocí ukázkových příkazů, příkazů
show a vyhledáváním v doporučené literatuře nebo na Internetu. Poté přejděte ke
konfiguraci Port Address Translation (PAT).
Konfigurace PAT
1. Vymažte všechny dosavadní provedené překlady síťových adres.
clear ip nat translation *
2. Povolte PAT překlad privátních IP adres z vytvořeného přístupového listu
NAT_TRAN na jednu veřejnou IP adresu (jedná se o IP adresu optického roz-
hraní Fa1/0 směrovače Router_ISP). Využívejte poznatků z příkazu 6 v části
konfigurace NAT Overload a používejte znak ?, který vám pomůže vymyslet
správný příkaz pro PAT.
Zda jste konfiguraci provedli správně poznáte následovně. Z jakéhokoliv PC proveďte
ping do veřejné sítě (220.20.20.20) a poté si zobrazte na směrovači Router_END
překlad síťových adres. Ping musí být funkční a pakety odchází do veřejné sítě jen
pod veřejnou IP adresou 188.18.8.10 s přiřazeným portem. Z veřejné sítě nesmí jít
pingnout žádné zařízení uvnitř privátní sítě!
A.5 Prezentace výsledků
Pokud vše funguje tak, jak má, zobrazte si výsledky pomocí Check Results a ná-
sledně Assessment Items. Zkontrolujte, že jsou všechny příkazy správně provedeny
a výsledek předveďte vyučujícímu.
A.6 Doporučená literatura
Zájemcům doporučuji, k prohloubení znalostí výše uvedených témat a mnohých dal-
ších, nahlédnout do této literatury, kterou dále doporučuji také pro řešení problému
s celou výše uvedenou konfigurací.
MIKÉSKA,M. Návrh a testování bezpečné počítačové sítě. Bakalářská práce. Brno:
Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních technologií,
Ústav telekomunikací, 2016. 138 s. Vedoucí práce byl Ing. Lukáš Malina, Ph.D.
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B LAB. ÚLOHA Č. 2: ZABEZPEČENÍ
PŘEPÍNAČE, VLAN, INTER-VLAN
ROUTING A FUNKCE PORT SECURITY
Účelem laboratorní úlohy je seznámit studenty se základním zabezpečením přepí-
nače, s vytvořením zabezpečené VLAN (Virtual Local Area Network), směrováním
Inter-VLAN Routing pomocí technologie Router-on-a-Stick a s bezpečnostní funkcí
Port Security.
B.1 Teoretický úvod
Virtual Local Area Network
Důležitou součástí konfigurace přepínačů je vytvoření VLAN (Virtual Local Area
Network). Jde o virtuální lokální síť, která umožňuje rozdělit privátní síť tak, aby
odpovídala funkčním a bezpečnostním požadavkům bez změny stávající síťové in-
frastruktury, tzn. logické rozdělení sítě bez závislosti na fyzickém uspořádání. Je to
velmi využívaná technologie ve většině firem, protože s sebou přináší spoustu vý-
hod, tou největší je především redukce zatížení sítě všesměrovým vysíláním. Navíc
správně nakonfigurované VLAN dokáží zvýšit zabezpečení vnitřní sítě.
Pro bezpečnost je dobrým pravidlem nejprve manuálně vypnout všechna roz-
hraní přepínače a pak postupně během konfigurace zapnout jen ta rozhraní, která
budeme využívat. Kvůli bezpečnosti by také žádné rozhraní nemělo zůstat v de-
faultní VLAN1 (automaticky nastavená na každém přepínači umožňující VLAN,
nelze odstranit). Proto je vhodné všechna nevyužívaná rozhraní přiřadit do nepou-
žívané VLAN.
Pro automatické vyjednávání o tom, zda je dané rozhraní v trunk módu, slouží
protokol DTP (Dynamic Trunk Protocol). Z bezpečnostního hlediska je dobrým
pravidlem vypnout vyjednávání trunk portu protokolem DTP.
Inter-VLAN Routing
Pro možnost komunikace mezi všemi VLAN je nutné nastavit směrování. Po-
kud nejsou přepínače propojeny navzájem fyzickým přenosovým médiem, je možné
využít Inter-VLAN Routing pomocí technologie Router-on-a-Stick. Umožníme tak
komunikaci VLAN jednoho přepínače s VLAN jiného přepínače. Tuto komunikaci
můžeme dále řídit pomocí ACL (Access Control List).
Důležitou součástí komunikace mezi přepínačem a směrovačem, či mezi dvěma
a více přepínači, je protokol IEEE 802.1Q, kterému se říká trunking protokol, a je
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podporován na všech moderních přepínačích i směrovačích umožňujících VLAN.
Využívá tzv. taggování, což je rozšíření hlavičky rámce o 4B informaci. Konfigurace
probíhá tak, že obě rozhraní dané linky nastavíme do trunk módu a využijeme
mezi nimi nativní VLAN. Nativní VLAN je součástí protokolu IEEE 802.1Q a musí
být vždy nakonfigurována shodně na obou stranách trunku. Rozhraní směrovače
přiřadíme do trunk módu tak, že vytvoříme příslušné „podrozhraní“ (subinterface),
kde nastavíme využívání protokolu IEEE 802.1Q a přiřadíme správnou IP adresu,
která bude defaultní bránou (gateway) pro zařízení v dané VLAN.
Bezpečnostní funkce Port Security
Jedná se o jednoduchou a velice zajímavou metodu zabezpečení přístupu do
sítě. K portu přepínače je buď staticky nebo dynamicky přiřazen určitý počet bez-
pečných MAC adres. Pokud se poté na tento port připojí zařízení, které má jinou
MAC adresu než byla zadána či automaticky naučena, může dojít k vyřazení pro-
vozu nebo vypnutí portu. Tímto způsobem můžeme omezit přístup k rozhraní tak,
aby jej mohla používat pouze autorizovaná zařízení, což může zabránit útočníkovi
v připojení svého přístroje.
Funkce Port Security brání útokům MAC Address Spoofing a MAC Add-
ress Table Overflow. Pokud je počet bezpečných MAC adres omezen na jednu
a k portu je přiřazena právě jedna bezpečná MAC adresa, potom zařízení připojené
k tomuto portu využívá plnou šířku pásma.
Konfigurace Port Security obsahuje několik důležitých kroků. Nejprve musíme
nastavit, kolik maximálně bezpečných MAC adres může být k danému portu přiřa-
zeno. Poté přejdeme k zadávání bezpečných MAC adres. Pokud MAC adresy neza-
dáme manuálně jako statické adresy (spousta práce pro správce sítě), získávají se
z aktuálního provozu dynamicky až do zadaného maxima. Není-li však konfigurace
uložena, dynamické záznamy se po restartu portu smažou, což je pro bezpečnost
velmi nežádoucí. Tento problém řeší Sticky MAC adresy, které mají spoustu výhod
jako statické MAC adresy, ovšem jsou získávány dynamicky a zůstávají v paměti
přepínače i po restartu portu. V posledním kroku je nutné nastavit, co se má stát,
pokud dojde k narušení bezpečnosti (security violation), což může nastat ve dvou
situacích:
• Je-li dosaženo maximálního počtu bezpečných MAC adres a na port přepínače
přijde provoz z MAC adresy, která není mezi definovanými bezpečnými MAC
adresami.
• Je-li bezpečná MAC adresa, která je přiřazena k určitému portu, objevena na
jiném portu stejného přepínače.
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B.2 Topologie sítě a adresní prostor
Zařízení Rozhraní IP adresa Maska sítě Výchozí brána
Router_END Fa0/0.10 172.16.1.1 255.255.255.0 –
Fa0/1.20 172.16.2.1 255.255.255.0 –
Fa0/1.50 172.16.5.1 255.255.255.0 –
Fa0/0.88 172.16.8.1 255.255.255.0 –
Fa0/1.99 172.16.9.1 255.255.255.0 –
Switch_A VLAN10 – Staffer 172.16.1.2 255.255.255.0 –
VLAN88 –Native 172.16.8.2 255.255.255.0 172.16.8.1
Switch_C VLAN20 –Admin 172.16.2.2 255.255.255.0 –
VLAN50 – Servers 172.16.5.2 255.255.255.0 –
VLAN99 –Native 172.16.9.2 255.255.255.0 172.16.9.1
PC_Chief Fa0 172.16.1.5 255.255.255.0 172.16.1.1
PC_Staffer Fa0 172.16.1.6 255.255.255.0 172.16.1.1
PC_Admin Fa0 172.16.2.5 255.255.255.0 172.16.2.1
TACACS+ Fa0 172.16.5.5 255.255.255.0 172.16.5.1
RADIUS Fa0 172.16.5.6 255.255.255.0 172.16.5.1
B.3 Postup konfigurace
V Activity Wizard máte topologii sítě shodující se s obrázkem výše. Topologie je
stejná jako v předchozí laboratorní úloze. Změnil se však adresní prostor, kvůli ná-
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sledné tvorbě VLAN. Na směrovačích Router_END a Router_ISP je vytvořena celá
konfigurace z předchozí úlohy. Také servery TACACS+ a RADIUS jsou kompletně
přednastavené. Můžete provést kontrolu nastavení serverů dle adresního prostoru
v tabulce výše. V této úloze se zaměříte především na přepínače. Nejprve však na
koncových zařízeních PC_Chief a PC_Staffer nastavte podle adresního prostoru
správnou IP adresu, masku sítě a výchozí bránu. Pokud máte splněno, přejděte
k základní konfiguraci přepínače Switch_A.
Základní konfigurace přepínače
1. Nastavte jméno přepínače na Switch_A.
Switch(config)#hostname Switch_A
2. Vypněte překlad nerozpoznaných příkazů na IP adresy.
Switch_A(config)#no ip domain-lookup
3. Spusťte otisk všech hesel pomocí MD5 hashe. Z hesel vytvoří nečitelný řetězec.
Switch_A(config)#service password-encryption
4. Nastavte šifrované heslo „class“ pro přechod z uživatelského režimu do privi-
legovaného.
Switch_A(config)#enable secret class
5. Nastavte přihlašovací jméno „ADMIN“ úrovně oprávnění 15 a zašifrovaného
tajného hesla „control“ k uložení do lokální databáze přepínače.
Switch_A(config)#username ADMIN privilege 15 secret control
6. Vstupte do režimu přístupu přes konzoli a vypněte výpis systémových i infor-
mačních hlášek do psaného textu (synchronní logování).
Switch_A(config)#line con 0
Switch_A(config-line)#logging synchronous
7. Nastavte časový limit pro automatické odhlášení konzole. Při zadání 0 0 (mi-
nuty sekundy) se nikdy automaticky neodhlásí.
Switch_A(config-line)#exec-timeout 10 0
8. Povolte přístup ke konzoli pomocí přihlašovacího jména a hesla z lokální da-
tabáze přepínače. Vraťte se zpět do konfiguračního režimu.
Switch_A(config-line)#login local
Switch_A(config-line)#exit
9. Nastavte časový interval pro přihlášení pomocí SSH na 10 s.
Switch_A(config)#ip ssh time-out 10
10. Nastavte maximální počet pokusů o přihlášení pomocí SSH.
Switch_A(config)#ip ssh authentication-retries 2
11. Nastavte aktuální verzi protokolu SSH.
Switch_A(config)#ip ssh version 2
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12. Vytvořte doménu s názvem „laborka.cz“ pro přístup přes SSH.
Switch_A(config)#ip domain-name laborka.cz
13. Vygenerujte RSA šifrovací klíč pro přístup pomocí SSH. Použijte velikost
1024 bitů. Nutné vždy provést až po nastavení jména zařízení a názvu domény.
Switch_A(config)#crypto key generate rsa
14. Vytvořte standardní přístupový list s názvem „PERMIT_ADMIN“. Při apli-
kaci listu povolte přístup pouze správci sítě (PC_Admin).
Switch_A(config)#ip access-list standard PERMIT_ADMIN
Switch_A(config-std-nacl)#permit host 172.16.2.5
15. Vstupte do režimu pro vzdálený přístup na virtuálních linkách 0–15 a vypněte
výpis systémových i informačních hlášek do psaného textu (synchronní logo-
vání).
Switch_A(config)#line vty 0 15
Switch_A(config-line)#logging synchronous
16. Nastavte časový limit pro automatické odhlášení vzdáleného přístupu přes
virtuální linky.
Switch_A(config-line)#exec-timeout 10 0
17. Povolte přístup k virtuálním linkám pomocí přihlašovacího jména a hesla z lo-
kální databáze přepínače.
Switch_A(config-line)#login local
18. Povolte připojení k těmto linkám pouze protokolem SSH. Jiný přístup, napří-
klad protokolem TELNET, bude zamítnut.
Switch_A(config-line)#transport input ssh
19. Zakažte jakékoliv odchozí spojení (SSH, TELNET) z těchto virtuálních linek.
Switch_A(config-line)#transport output none
20. Aplikujte vytvořený přístupový list na tyto virtuální linky v příchozím směru.
Vraťte se zpět do konfiguračního režimu.
Switch_A(config-line)#access-class PERMIT_ADMIN in
Switch_A(config-line)#exit
21. Nastavte MOTD (message-of-the-day) banner k varování neautorizovaných
uživatelů.
Switch_A(config)#banner motd #Unauthorized access to this
device is prohibited! Authorized personnel only! Please enter
your username and password.#
22. Zobrazte běžící konfiguraci.
Switch_A#show running-config




Uvedená konfigurace je naprosto základní a je dobré si ji zapamatovat. Měla by
být součástí každé první konfigurace jakéhokoliv přepínače! Nyní se podíváme, jak
vytvořit bezpečné VLAN.
Zabezpečené VLAN
1. Vstupte do konfiguračního režimu všech rozhraní na přepínači a vypněte tato
rozhraní. Poté se vraťte zpět do konfiguračního režimu.
Switch_A(config)#interface range Fa0/1-24, Gi0/1-2
Switch_A(config-if-range)#shutdown
Switch_A(config-if-range)#exit
2. Vytvořte VLAN10 a nastavte správné pojmenování podle adresní tabulky.
Switch_A(config)#vlan 10
Switch_A(config-vlan)#name Staffer
3. Vytvořte VLAN88 a nastavte správné pojmenování podle adresní tabulky.
Switch_A(config-vlan)#vlan 88
Switch_A(config-vlan)#name Native
4. Vytvořte nepoužívanou VLAN100. Tato VLAN bude sloužit pro zařazení ne-
využívaných rozhraní, což je velmi důležité pro bezpečnost!
Switch_A(config-vlan)#vlan 100
Switch_A(config-vlan)#name Unused
5. Nastavte všechna rozhraní (kromě Fa0/24, bude vysvětleno později) do pří-
stupového módu (access mode) a zařaďte je do příslušné VLAN. Nevyužitá
rozhraní nechejte vypnutá a přiřaďte je do nepoužívané VLAN100.
Switch_A(config)#interface range Fa0/1-2
Switch_A(config-if-range)#switchport mode access
Switch_A(config-if-range)#switchport access vlan 10
Switch_A(config-if-range)#switchport nonegotiate
Switch_A(config-if-range)#no shutdown
Switch_A(config-if-range)#interface range Fa0/3-23, Gi0/1-2
Switch_A(config-if-range)#switchport mode access
Switch_A(config-if-range)#switchport access vlan 100
Switch_A(config-if-range)#switchport nonegotiate
Switch_A(config-if-range)#shutdown




Naše topologie je uspořádána tak, že přepínače nejsou fyzicky propojené, proto vy-
užijeme Inter-VLAN Routing pomocí technologie Router-on-a-Stick. Umožníme tak
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komunikaci VLAN10 s VLAN20 i VLAN50. Ke směrovači Router_END přistupte
pomocí uživatele z lokální databáze (username:ADMIN, password: control). Pro pří-
stup do privilegovaného režimu použijte příkaz enable a následně zadejte heslo
(password: class).
Inter-VLAN Routing – část 1
1. Vytvořte subinterface (podrozhraní) pro VLAN10.
Router_END(config)#interface Fa0/0.10
2. Nastavte popis pro daný subinterface.
Router_END(config-subif)#description Connection to VLAN 10.
3. Zařaďte subinterface do trunk módu a nastavte využívání protokolu IEEE
802.1Q pro VLAN10.
Router_END(config-subif)#encapsulation dot1Q 10
4. Nastavte IP adresu pro VLAN 10. Jde o výchozí bránu (gateway) této VLAN.
Následně subinterface nastavte jako vnitřní NAT a zapněte jej.
Router_END(config-subif)#ip address <IP adresa> <maska sítě>
Router_END(config-subif)#ip nat inside
Router_END(config-subif)#no shutdown
5. Vytvořte subinterface (podrozhraní) pro nativní VLAN88 se všemi náleži-
tostmi.
Router_END(config-subif)#interface Fa0/0.88
Router_END(config-subif)#description Connection to VLAN 88.
Router_END(config-subif)#encapsulation dot1Q 88 native
Router_END(config-subif)#ip address <IP adresa> <maska sítě>
Router_END(config-subif)#ip nat inside
Router_END(config-subif)#no shutdown




Nyní nakonfigurujeme druhou část směrování. Rozhraní na přepínači Switch_A,
které je fyzicky připojeno k rozhraní Fa0/0 na směrovači Router_END, nastavte
do trunk módu a přiřaďte do stejné nativní VLAN. Z důvodu bezpečnosti vypněte
u rozhraní v trunk módu vyjednávání trunku DTP protokolem a umožněte přenášet
pouze vámi vytvořené VLAN.
Inter-VLAN Routing – část 2
1. Vstupte do konfiguračního režimu správného rozhraní. Před začátkem konfi-




2. Nastavte rozhraní do trunk módu.
Switch_A(config-if)#switchport mode trunk
3. Umožněte přes linku přenášet pouze námi vytvořené VLAN.
Switch_A(config-if)#switchport trunk allowed vlan 10,88
4. Zařaďte rozhraní do nativní VLAN88.
Switch_A(config-if)#switchport trunk native vlan 88
5. Vypněte vyjednávání trunk portu protokolem DTP a zapněte dané rozhraní.
Switch_A(config-if)#switchport nonegotiate
Switch_A(config-if)#no shutdown
6. Zobrazte si konfiguraci trunk portu.
Switch_A#show interfaces trunk
Následuje vytvoření SVI (Switch Virtual Interface), což je speciální virtuální roz-
hraní pro VLAN, které pracuje na 3. vrstvě (síťové) referenčního ISO/OSI modelu.
Rozhraní SVI a VLAN existuje nezávisle na sobě (defaultně vytvořeno pro VLAN1,
nelze odstranit). Jestliže však chceme využít Inter-VLAN Routing, je nutné vytvořit
SVI pro každou použitou VLAN a přiřadit tomuto rozhraní správnou IP adresu.
Inter-VLAN Routing – část 3
1. Vytvořte SVI pro VLAN10 a přiřaďte IP adresu pro toto virtuální rozhraní
z adresního prostoru. Poté rozhraní zapněte.
Switch_A(config)#interface vlan 10
Switch_A(config-if)#ip address <IP adresa> <maska sítě>
Switch_A(config-if)#no shutdown
2. Vytvořte SVI pro nativní VLAN88 a přiřaďte IP adresu pro toto virtuální
rozhraní z adresního prostoru. Poté rozhraní zapněte.
Switch_A(config-if)#interface vlan 88
Switch_A(config-if)#ip address <IP adresa> <maska sítě>
Switch_A(config-if)#no shutdown
3. Nastavte výchozí bránu s IP adresou směrovače v nativní VLAN88.
Switch_A(config)#ip default-gateway <IP adresa>
V tuto chvíli jste dokončili konfiguraci Inter-VLAN Routing pomocí technologie
Router-on-a-Stick. Prozatím nemůžete komunikovat s ostatními VLAN, protože tato
konfigurace bude součástí samostatných úkolů. Můžete však z počítačů ve VLAN10
vyzkoušet přístup do Internetu. Do příkazového řádku v PC zadejte příkaz ping
220.20.20.20. Jedná se o místní smyčku (local loopback) směrovače Router_ISP,
simulující přístup do Internetu. Ping musí mít kladnou odezvu.
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Nyní přejdeme ke konfiguraci bezpečnostní funkce Port Security. Pokud chceme
nakonfigurovat Port Security, musí být rozhraní ve statickém módu (trunk, access),
nikoliv v dynamickém (dynamic) nebo defaultním módu (default). V naší síti již jsou
všechna rozhraní ve statickém módu, což jste zajistili při konfiguraci Inter-VLAN
Routing.
Konfigurace Port Security
1. Vstupte do konfiguračního režimu všech rozhraní na přepínači.
Switch_A(config)#interface range Fa0/1-24, Gi0/1-2
2. Zapněte funkci Port Security pro vybraná rozhraní.
Switch_A(config-if-range)#switchport port-security
3. Nastavte maximální počet bezpečných MAC adres pro vybraná rozhraní, roz-
sah je 1–132.
Switch_A(config-if-range)#switchport port-security maximum 1




5. Nastavte pravidlo, které zajistí, že při narušení bezpečnosti dojde k zabloko-
vání daného rozhraní. Dále bude zaslán SNMP trap, zapsána Syslog zpráva
a navýšeno počítadlo narušení bezpečnosti.
Switch_A(config-if-range)#switchport port-security violation
shutdown
6. Zobrazte si tabulku MAC adres. Nejprve je však nutné uskutečnit síťový pro-
voz, proto proveďte ping do Internetu.
Switch_A#show mac address-table
Switch_A#show port-security address
Jak výše vidíme, funkce Port Security se vždy nastavuje pro vybraná rozhraní a je
na přepínačích defaultně vypnutá. Funkci Port Security nenastavujeme na rozhraní
v módu trunk mezi přepínači.
B.4 Samostatné úkoly
Nyní budete mít za úkol vytvořit konfiguraci již bez ukázkových příkazů. Využí-
vejte však výše uvedených příkazů, bude docházet pouze k jistým úpravám. Také
během konfigurace hojně využívejte znak ?, který vám poradí v dalších možnostech
daného příkazu. Pro smazání příkazu z konfigurace zařízení využívejte klíčové slovo
no <daný příkaz>.
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Základní konfigurace přepínače Switch_C
1. Vytvořte základní konfiguraci přepínače Switch_C. Pokuste se vzpomenout si
na všechny potřebné příkazy a proveďte tuto konfiguraci s minimální pomocí
výše uvedených příkazů.
Konfigurace VLAN a Inter-VLAN Routing
1. Vytvořte konkrétní VLAN na základě topologie a tabulky adresního prostoru
pro Switch_C.
2. Přiřaďte k těmto nově vytvořeným VLAN správná rozhraní a zapněte pouze
využívané porty.
3. Nevyužívané porty zařaďte do nepoužívané VLAN100.
4. Vytvořte na směrovači Router_END všechna potřebná podrozhraní (subinter-
face). Nezapomeňte na nativní VLAN.
5. Nakonfigurujte správné rozhraní přepínače do trunk módu a využijte také
bezpečnostních příkazů. Vytvořte virtuální rozhraní pro každou novou VLAN
a nastavte přepínači správnou výchozí bránu.
Pokud jste celou konfiguraci provedli správně, můžete v tuto chvíli pingnout navzá-
jem všechna zařízení uvnitř privátní sítě. Zároveň máte také přístup do Internetu.
Spusťte simulační režim a podívejte se na průchod ICMP paketů sítí.
Nastavení Port Security
1. Zapněte funkci Port Security a nastavte všechny potřebné parametry. Opět se
snažte využívat předchozích ukázkových příkazů co nejméně.
Přepínač by měl mít pro každé používané rozhraní uloženou jednu bezpečnou MAC
adresu. Funkci můžete vyzkoušet tak, že navzájem zaměníte kabel mezi přepínačem
a dvěma koncovými zařízeními. Obě příslušná rozhraní by se měla přepnout do stavu
error-disable. Také můžete vyzkoušet připojit nový počítač na některá z používaných
rozhraní. Opět by mělo dojít k narušení bezpečnosti a tudíž k zablokování daného
rozhraní.
B.5 Prezentace výsledků
Pokud vše funguje tak, jak má, zobrazte si výsledky pomocí Check Results a ná-
sledně Assessment Items. Zkontrolujte, že jsou všechny příkazy správně provedeny
a výsledek předveďte vyučujícímu.
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B.6 Doporučená literatura
Zájemcům doporučuji, k prohloubení znalostí výše uvedených témat a mnohých dal-
ších, nahlédnout do této literatury, kterou dále doporučuji také pro řešení problému
s celou výše uvedenou konfigurací.
MIKÉSKA,M. Návrh a testování bezpečné počítačové sítě. Bakalářská práce. Brno:
Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních technologií,
Ústav telekomunikací, 2016. 138 s. Vedoucí práce byl Ing. Lukáš Malina, Ph.D.
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C OBSAH PŘILOŽENÉHO CD
• Mikéska Martin, 163885, BP
Složka obsahuje elektronickou verzi bakalářské práce a simulovanou síť.
– Mikéska_Martin_163885_BP.pdf
Elektronická verze bakalářské práce.
– Mikéska_Martin_163885_PT.pkt
Spustitelný soubor simulované sítě v programu Cisco Packet Tracer. Vy-
tvořeno ve verzi Cisco Packet Tracer 6.3.0.0009.
• Mikéska Martin, 163885, BP–LAB1
Složka obsahuje všechny potřebné soubory k laboratorní úloze č. 1.
– Activity Wizard
Složka obsahuje soubory pro nástroj Activity Wizard.
∗ LAB1_Info.rar
Zaheslovaný archiv obsahující heslo k Activity Wizard a správné ře-
šení samostatných úkolů. Heslo k archivu zná vedoucí práce.
∗ LAB1_Router.pka
Spustitelná úloha v programu Cisco Packet Tracer s Activity Wizard.
– LaTeX
Složka obsahuje soubory pro LaTeX.
∗ LAB1_LaTeX
Složka se soubory pro úpravu úlohy v LaTeXu.
∗ LAB1_Návod.pdf
Návod k laboratorní úloze č. 1.
• Mikéska Martin, 163885, BP–LAB2
Složka obsahuje všechny potřebné soubory k laboratorní úloze č. 2.
– Activity Wizard
Složka obsahuje soubory pro nástroj Activity Wizard.
∗ LAB2_Info.rar
Zaheslovaný archiv obsahující heslo k Activity Wizard a správné ře-
šení samostatných úkolů. Heslo k archivu zná vedoucí práce.
∗ LAB2_Switch.pka
Spustitelná úloha v programu Cisco Packet Tracer s Activity Wizard.
– LaTeX
Složka obsahuje soubory pro LaTeX.
∗ LAB2_LaTeX
Složka se soubory pro úpravu úlohy v LaTeXu.
∗ LAB2_Návod.pdf
Návod k laboratorní úloze č. 2.
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