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Abstract
A stable partitioned algorithm for coupling incompressible flows with compressible elastic solids is de-
scribed. This added-mass partitioned (AMP) scheme requires no sub-iterations, can be made fully second-
or higher-order accurate, and remains stable even in the presence of strong added-mass effects. The ap-
proach extends the scheme of Banks et al. [1, 2] for compressible flow, and uses Robin (mixed) boundary
conditions with the fluid and solid solvers at the interface. The AMP Robin conditions are derived from
a local characteristic decomposition in the solid at the interface. Two forms of the Robin conditions are
derived depending on whether the fluid equations are advanced with a fractional-step method or not. A
normal mode analysis for a discretization of an FSI model problem is performed to show that the new AMP
algorithm is stable for any ratio of the solid and fluid densities, including the case of very light solids when
the added-mass effects are large. In contrast, it is shown that a traditional partitioned algorithm involving
a Dirichlet-Neumann coupling for the same FSI problem is formally unconditionally unstable for any ratio
of densities. Exact traveling wave solutions are derived for three FSI model problems of increasing complex-
ity, and these solutions are used to verify the stability and accuracy of the corresponding numerical results
obtained from the AMP algorithm for the cases of light, medium and heavy solids.
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1. Introduction
Fluid-structure interaction problems, which involve the coupled evolution of fluids and structures, are
of great interest due to their importance in a wide range of applications such as those found in structural
engineering and biomedicine. Numerical algorithms used to solve FSI problems can be classified into two
main categories. In monolithic schemes, the fluid and structural equations are combined into a single large
system of equations. In partitioned schemes (also known as modular or sequential schemes) there are separate
fluid and structural solvers which are coupled at the interface. Strongly coupled partitioned schemes perform
multiple iterations per time-step to solve the coupled equations while loosely coupled schemes use only one
or a few iterations. Partitioned schemes are often preferred since they can make use of existing solvers and
can be more efficient than monolithic schemes. Partitioned schemes, however, can have stability issues in
certain regimes as will be discussed further below.
In this manuscript we consider an important class of FSI problems where partitioned schemes often have
difficulty. This class involves the coupling of incompressible fluids and relatively light structures where the
added-mass effects are large. The added-mass effect arises from the fact that the force required to accelerate a
solid structure immersed in a fluid must also account for the acceleration of the surrounding fluid. Partitioned
schemes for this class of problem generally suffer from poor convergence, requiring many sub-iterations per
time step, or are unstable, when the added-mass effects are large. The instabilities in partitioned schemes
can be traced to the application of the interface conditions which must also be partitioned between the
fluid and solid solvers. The traditional partitioned algorithm uses the velocity of the solid as a boundary
condition on the fluid and the traction from the fluid as a forcing on the solid. This is sometimes referred
to as Dirichlet-Neumann coupling with the Dirichlet condition being the assignment of the velocity and
the Neumann condition the assignment of the traction. More generally practitioners have considered Robin-
Robin coupling (i.e. mixed boundary conditions for the fluid and solid) to impose the interface conditions [3].
In this work we develop a stable partitioned algorithm for coupling incompressible flows with compressible
elastic bulk solids Our new added-mass partitioned (AMP) algorithm is stable, even when added-mass effects
are large, and requires no sub-iterations to converge. The coefficients in the AMP Robin interface conditions
are derived from a local characteristic decomposition in the solid, and there is no need to estimate any
acceleration parameters as with some other approaches. Two forms of the Robin interface conditions are
provided depending on whether the fluid equations are advanced with a fractional-step method or not. We
develop and evaluate the scheme for a linearized FSI problem that couples Stokes flow in the fluid to a linear
elastic solid on fixed fluid and solid reference domains. A normal mode analysis of a two-dimensional model
problem shows that the AMP algorithm is stable for any ratio of the fluid to solid densities. The analysis
also shows that a scheme based on the traditional Dirichlet-Neumann coupling is formally unconditionally
unstable for any density ratio in the sense that the scheme may be stable on a coarse grid but becomes
unstable for a sufficiently fine mesh3. The incompressible flow equations in our implementation of the AMP
algorithm are solved with a fractional-step method based on a velocity-pressure formulation [5, 6] that
can be made fully second-order (or higher-order) accurate. A key ingredient to this scheme is the proper
specification of boundary conditions for the pressure. The elastic wave equation is solved with a second-order
accurate upwind scheme for the equations written as a first-order system following the approach developed
for overlapping grids in Appelo¨ et al. [7]. The AMP approximation can be made fully second-order (or
high-order) accurate. We develop exact traveling wave solutions to three FSI model problems. Numerical
results using these exact solutions confirm that our formally second-order accurate implementation of the
AMP algorithm is stable and second-order accurate in the maximum norm.
In previous work by Banks et al. [1], a stable partitioned algorithm for compressible flows and compressible
elastic solids was developed that overcomes the added-mass effect and uses deforming composite grids to
treat large solid motions. Compressible flows are somewhat easier to deal with than incompressible flows
since the added-mass effects are more localized due to the finite speeds of wave propagation in the fluid [8].
The scheme in [1], which was based on the analysis of Banks and Sjo¨green [2], used a local characteristic
analysis of a fluid-structure Riemann problem to define an impedance weighted averaging of the fluid and
3Formally, a scheme is said to be stable, if for a given time interval, the numerical solutions can be bounded,
independent of the mesh spacing, for all mesh spacings sufficiently small [4]. We will sometimes informally refer to a
scheme being stable for some particular values of the mesh spacing and time-step.
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solid interface values (i.e. a Robin-Robin coupling). This algorithm was extended to the case of rigid bodies
in [9] where it was shown that the scheme remains stable even for rigid bodies of zero mass.
In recent work [10], we have also developed a stable partitioned FSI algorithm for incompressible flow
coupled to structural shells (or beams) that remains stable even for light structures when added mass effects
are large. The case of shells or beams is different from the situation of bulk solids since the fluid traction
enters as a body forcing in the structural equations, instead of as a boundary condition. The AMP algorithm
for shells is thus different than the one for bulk solids presented in this article, although both algorithms
impose generalized Robin boundary conditions on the fluid domain.
FSI is a very active field of research with many publications, see for example [11–38]. There has also
been much work concerning partitioned algorithms and the added-mass effect, and we outline some of this
work now. For the case of incompressible fluids coupled to thin structural shells there has been some success
in treating the added-mass instability. The kinematically coupled scheme of Guidoboni et al. [39], later
extended to the β-scheme by Cˇanic´, Muha and Bukacˇ [40], is a stable partitioned scheme that uses operator
splitting. Nobile and Vergara [41], among others, have developed stable semi-monolithic schemes for the case
of thin shells. Even fully monolithic schemes for thin-shells [42] are not overly expensive since the number
of degrees of freedom for the structural shell is usually small compared to those in the fluid. For bulk solids,
however, apparently all previous partitioned approaches for coupling incompressible flows and light solids are
either unstable or require multiple sub-iterations per time-step to converge (tens or hundreds of iterations
are typical) with the number of iterations generally increasing as the solid get lighter. Indeed, it is common
to resort to fully monolithic schemes [23, 43–45] or semi-monolithic schemes [37, 46, 47].
A number of authors have analyzed the added-mass effect and the stability of FSI algorithms [8, 47–52].
Causin, Gerbeau and Nobile [53], for example, analyze a model problem of a structural shell coupled to an
incompressible fluid and show that the traditional scheme can be unconditionally unstable over a certain
range of parameters. There are numerous approaches that have been developed to reduce the number of
iterations required per time-step in partitioned schemes [50]. Robin-Robin interface conditions are used to
stabilize partitioned schemes by, for example, Nobile, Vergara and co-workers [3, 41, 52, 54, 55] and Astorino,
Chouly and Fernandez [47]. Yu, Baek and Karniadakis [56], and Baek and Karniadakis [57] have developed
fictitious pressure and fictitious mass algorithms which incorporate additional terms into the governing
equations to account for added-mass effects. The optimal values for parameters are estimated from analysis
and computations and the number of sub-iterations required using Aitken acceleration (10’s of iterations)
is similar to optimal Robin-Robin approaches. To stabilize the FSI problem and reduce the number of
sub-iterations, Riemslagh, Virendeels and Dick [58] and Degroote et al. [59], and Raback, Ruokolainen, and
Lyly [60] have developed an interface artificial compressibility method that adds a source term to the fluid
continuity equation near the interface; the effect of the source term goes away as the sub-iterations converge.
Idelsohn et al. [61], and Badia, Quaini and Quarteroni [62], form approximate factorizations of the fully
monolithic scheme to construct partitioned schemes but these still may require many iterations to converge.
Degroote et al. [63, 64] use reduced order models and Aitken acceleration methods to reduce the number of
iterations in partitioned schemes.
The remainder of the manuscript is organized as follows. In Section 2 we define the governing equations
and present the essential form of the AMP interface conditions. In Section 3 there is a discussion of parti-
tioned algorithms and how the AMP interface conditions are incorporated into the fluid and solid solution
schemes. The three model problems we consider are defined in Section 4. In Section 5 the form of the AMP
algorithm for a one-dimensional model problem is discussed. A normal mode stability analysis of the AMP
scheme as well as the traditional (Dirichlet-Neumann) and anti-traditional (Neumann-Dirichlet) schemes
are presented in Section 6. The FSI time-stepping algorithm for the AMP scheme is outlined in Section 7.
Section 8 provides numerical results confirming the stability and accuracy of the scheme. Conclusions are
given in Section 9.
2. Governing equations and interface conditions
We consider a fluid-structure interaction problem in which an incompressible fluid in a domain ΩF is
coupled to a compressible elastic solid in a domain ΩS . The interface where the two domains meet is assumed
to be smooth and is denoted by Γ. For the purposes of this paper, we consider an FSI problem consisting
of small perturbations about an equilibrium state. Thus, we assume that the nonlinear convection terms in
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the fluid are negligible and the solid is linearly elastic, and we consider the problem to be linearized about a
fixed interface position. We also neglect the effects of gravity or other body forces. Under these assumptions,
the flow in the (fixed) fluid domain is governed by the linear Stokes equations
ρ
∂v
∂t
= ∇ · σ, x ∈ ΩF , (1)
∇ · v = 0, x ∈ ΩF , (2)
where x is position, t is time, ρ is the (constant) fluid density, and v = v(x, t) is the fluid velocity. The fluid
stress tensor, σ = σ(x, t), is given by
σ = −pI + τ , τ = µ [∇v + (∇v)T ] , (3)
where p is the pressure, I is the identity tensor, τ is the viscous stress tensor, and µ is the (constant) fluid
viscosity. For future reference, the components of a vector, such as v will be denoted by vm, m = 1, 2, 3,
(i.e. v = [v1, v2, v3]
T ), while components of a tensor such as σ, will be denoted by σmn, m,n = 1, 2, 3. In
the (fixed) solid domain, the solid displacement u¯ = u¯(x, t) and velocity v¯ = v¯(x, t) are governed by
∂u¯
∂t
= v¯, x ∈ ΩS , (4)
ρ¯
∂v¯
∂t
= ∇ · σ¯, x ∈ ΩS , (5)
where ρ¯ is the (constant) solid density and σ¯ = σ¯(x, t) is the Cauchy stress tensor4. The stress tensor is
given by
σ¯ = λ¯(∇ · u¯)I + µ¯ [∇u¯ +∇u¯T ] ,
where λ¯ and µ¯ are (constant) Lame´ parameters. The matching conditions at the fluid-solid interface Γ are
v(x, t) = v¯(x, t), x ∈ Γ, (6)
σ(x, t)n = σ¯(x, t)n, x ∈ Γ, (7)
where n is the outward unit normal to the fluid domain. The problem is closed by specifying initial conditions
for v in ΩF and for u¯ and v¯ in ΩS , and by specifying suitable conditions on the boundaries of the fluid and
solid domains not included in Γ.
The elastic wave equations in (4) and (5) form a hyperbolic system with a characteristic structure and
finite wave speeds. These wave speeds, given by
c¯p =
√
λ¯+ 2µ¯
ρ¯
, c¯s =
√
µ¯
ρ¯
,
are the propagation speeds of p-waves and s-waves, respectively, in the elastic solid. At the interface the
equations can be locally transformed into normal and tangential coordinates. By considering the components
of the equations in the normal direction, one can define characteristics and characteristic variables [65] that
indicate the propagation of information in the direction normal to the interface. The incoming and outgoing
characteristic variables normal to the interface are given by
A(σ¯, v¯) = nT σ¯n− z¯pnT v¯, x ∈ Γ, (incoming), (8)
Am(σ¯, v¯) = eTmσ¯n− z¯seTmv¯, m = 1, 2, x ∈ Γ, (incoming), (9)
B(σ¯, v¯) = nT σ¯n + z¯pnT v¯, x ∈ Γ, (outgoing), (10)
Bm(σ¯, v¯) = eTmσ¯n + z¯seTmv¯, m = 1, 2, x ∈ Γ, (outgoing). (11)
4 Over-bars on symbols are used throughout the paper to denote quantities belonging to the solid.
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Here, z¯p = ρ¯c¯p and z¯s = ρ¯c¯s are the solid impedances for p-waves and s-waves, respectively, and em, m = 1, 2
denote mutually orthogonal unit vectors tangent to the interface. By outgoing we mean the characteristics
that leave the solid domain through the interface, and vice versa for the incoming characteristics.
Partitioned algorithms impose the interface conditions (6) and (7) by defining segregated conditions for
the fluid and solid domains. In the traditional partitioned algorithm, the interface condition in (6) is taken
to be the (Dirichlet) boundary condition for the fluid (velocity from solid), while (7) is taken to be the
(Neumann) boundary condition for the solid (traction from fluid). Alternatively, the approach we develop in
this article is based on using the incoming and outgoing solid characteristic variables normal to the interface
given in (8)–(11). In this approach a Robin interface condition for the fluid is defined in terms of the outgoing
solid characteristic variables, namely
B(σ,v) = B(σ¯, v¯), Bm(σ,v) = Bm(σ¯, v¯), m = 1, 2, x ∈ Γ, (12)
while a Robin interface condition for the solid is defined in terms of the fluid variables using the incoming
characteristic variables
A(σ¯, v¯) = A(σ,v), Am(σ¯, v¯) = Am(σ,v), m = 1, 2, x ∈ Γ. (13)
This, in a nutshell, is the key ingredient of the added-mass partitioned (AMP) algorithm. These conditions
are linearly independent combinations of the interface conditions in (6) and (7), and are thus equivalent to
the original conditions.
In practice, numerical computations, including those presented in Section 8, are often based on alternative
forms of the governing equations. For the case of the fluid, the equations may be written in the velocity-
pressure form
ρ
∂v
∂t
+∇p = µ∆v, x ∈ ΩF , (14)
∆p = 0, x ∈ ΩF . (15)
We use a numerical approximation of this form of the equations to advance the fluid variables following the
fractional-step method described in [5]. As discussed in [5], an additional boundary condition is required for
this form of the equations, and a suitable choice is given by
∇ · v = 0, x ∈ ∂ΩF . (16)
For the solid domain, we consider the equations of linear elasticity written as the first-order system
∂u¯
∂t
= v¯, x ∈ ΩS , (17)
ρ¯
∂v¯
∂t
= ∇ · σ¯, x ∈ ΩS , (18)
∂σ¯
∂t
= λ¯(∇ · v¯)I + µ¯ [∇v¯ +∇v¯T ] , x ∈ ΩS , (19)
and use a numerical approximation of this form of the equations to advance the solid variables following the
second-order upwind (Godunov) method discussed in [7].
3. Partitioned algorithms for FSI
In this section we describe a traditional partitioned (TP) algorithm and compare it to our new added-mass
partitioned (AMP) algorithm. For both algorithms, we assume that the discrete solution of the FSI problem
is known at time tn−1 with fluid state qn−1 = (vn−1i , p
n−1
i ,σ
n−1
i ) and solid state q¯
n−1 = (u¯n−1i , v¯
n−1
i , σ¯
n−1
i )
on a grid with mesh points xi. The algorithms then describe how to obtain the solutions q
n and q¯n at a time
tn = tn−1 + ∆t, where ∆t is a chosen time step. For accuracy or stability reasons, multiple sub-iterations
per time-step may be needed in the TP algorithm [8], and we let q(k) and q¯(k) denote the kth iterates which
are approximations of qn and q¯n, respectively. The AMP algorithm, in contrast, requires no sub-iterations,
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and remains stable even for problems where added-mass effects are significant. Although not required, in
practice we generally use a predictor-corrector algorithm, with a single correction step, to advance the fluid
since it has a larger stability region that includes the imaginary axis [5]. We let q(p) and q¯(p) denote solutions
at the predictor step.
We begin with a discussion of a TP algorithm that is typical of the traditional algorithm used in practice.
In this traditional FSI algorithm, the interface conditions in (6) and (7) are assigned separately in the two
main steps, either the step to advance the solid or the step to advance the fluid. In particular, the velocity
interface condition in (6) is associated with the fluid domain so that, from the point of view of the fluid,
the interface is thought of as a no-slip moving wall. The traction condition in (7), on the other hand, is
associated with the solid domain so that, from the solid’s point of view, the interface is thought of as a
no-slip traction wall.
TP Algorithm (traditional partitioned).
1. Choose some initial guess, e.g., q(0) = qn−1, q¯(0) = q¯n−1, and set k = 1.
2. Solve for q¯(k) in the solid domain using the traction boundary condition (σ¯n)(k) = (σn)(k−1) on the
interface.
3. Solve for q(k) in the fluid domain using the velocity boundary condition v(k) = v¯(k) on the interface.
4. Set k ← k + 1 and iterate steps 2–4, as needed.
The TP algorithm given above may be unstable or require many under-relaxed sub-iterations per time-step
to converge when the added-mass effects are large (the light solid case). In fact, we show later that this
scheme can be unconditionally unstable no matter how heavy the solid is in comparison to the fluid.
The AMP algorithm, which requires no sub-iterations, uses a different construction of the interface
conditions obtained from the characteristic-based Robin (mixed) boundary conditions. The AMP algorithm
outlined below contains the essential ingredients of the algorithm we use in practice. It uses a single stage
predictor; one can optionally include a correction step if desired. More details are provided in subsequent
discussions and in Section 7.
AMP Algorithm (added-mass partitioned) .
1. Advance the solution in the solid domain to obtain q¯(p), and compute predicted values of the outgoing
characteristic variables, B(σ¯(p), v¯(p)) and Bm(σ¯(p), v¯(p)), m = 1, 2.
2. Advance the solution in the fluid domain to obtain q(p) using the boundary conditions B(σ(p),v(p)) =
B(σ¯(p), v¯(p)) and Bm(σ(p),v(p)) = Bm(σ¯(p), v¯(p)), m = 1, 2, obtained from (12).
3. Define the interface traction (σn)I to be the traction at the interface of the fluid domain, and compute
an interface velocity vI using an impedance weighted average of the velocities at the interface of the
fluid and solid domain (as is defined later).
4. Apply solid interface conditions on q¯(p) using vI and (σn)I .
5. Set qn = q(p) and q¯n=q¯(p).
Having outlined the basic steps of the two FSI algorithms, we now provide some further details of the
new AMP algorithm. In Step 1 of the AMP algorithm, the discrete solution in the solid domain is advanced
a time step ∆t. This can be done, for example, using an approximation of the first-order system in (17)–(19)
as described in [7]. Advancing the discrete solution in the fluid domain, as given in Step 2, may be done,
for example, using the velocity-divergence form of the equations in (1) and (2) along with conditions on the
interface given by
− p+ nT τn + z¯pnTv = B(σ¯(p), v¯(p)), x ∈ Γ, (20)
eTmτn + z¯se
T
mv = Bm(σ¯(p), v¯(p)), m = 1, 2, x ∈ Γ, (21)
(and some boundary conditions for x ∈ ∂ΩF \Γ which we do not discuss). We have used (3) to eliminate
σ in (20) and (21) to reveal the dependence on the pressure p and the viscous stress τ = µ
[∇v + (∇v)T ].
This shows that (20) involves both p and v while (21) only depends on v.
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We prefer to advance the discrete solution in the fluid domain (for Step 2) using a fractional-step method
based on the velocity-pressure form of the equations given in (14) and (15). In this approach, the velocity and
pressure are advanced in separate stages. The two conditions at the interface given by (21), with m = 1, 2,
along with the divergence condition in (16) provide suitable conditions for the numerical integration of (14)
to advance the velocity. For the numerical solution of the Poisson problem for pressure in (15) we use
a boundary condition based on an alternate version of the interface condition in (20). To motivate this
condition, we first consider the linear Taylor approximation
v(x, t−∆t) ≈ v(x, t)−∆t∂v
∂t
(x, t)
and a similar approximation for the solid velocity. These Taylor approximations are used in (20) to obtain
nTσn + z¯p∆tn
T ∂v
∂t
= nT σ¯n + z¯p∆tn
T ∂v¯
∂t
, x ∈ Γ, (22)
assuming that v(x, t −∆t) = v¯(x, t −∆t) for x ∈ Γ according to (6). Note that even though a first-order
accurate Taylor approximation was used in deriving (22), the condition is actually identically true since it
is a linear combination of (7) and the time derivative of (6). Eliminating ∂v/∂t in (22) using the fluid
momentum equation (14) gives
−p− z¯p∆t
ρ
∂p
∂n
+ nT τn− µz¯p∆t
ρ
nT (∇×∇× v) = nT σ¯n + z¯p∆tnT ∂v¯
∂t
, x ∈ Γ. (23)
The condition in (23) forms a suitable Robin condition for pressure and is the key ingredient of the AMP
algorithm for fractional step fluid solvers. Note that the Robin condition only depends on v through the
viscous traction and diffusion operator, which generally makes (23) a better boundary condition to use when
solving the pressure equation separately. We have also made the substitution ∆v = −∇×∇×v, valid when
∇ · v = 0, since this improves the stability of implicit time-stepping schemes [6].
The discussion of our fractional-step scheme to advance the solution in the fluid domain for Step 2 may
be summarized by defining the following two fluid sub-problems:
Velocity sub-problem. Assuming a known solution in the fluid domain at time t−∆t and a predicted solution
in the solid domain at time t, a discrete solution to the velocity at time t is determined by solving an
appropriate discretization of
ρ
∂v
∂t
− µ∆v = −∇p, x ∈ ΩF , (24)
with boundary conditions
eTmv +
1
z¯s
eTmτn = e
T
mv¯ +
1
z¯s
eTmσ¯n, m = 1, 2, x ∈ Γ, (25)
∇ · v = 0, x ∈ Γ.
along with suitable boundary conditions for x ∈ ∂ΩF \Γ.
Pressure sub-problem. Given the discrete solution for v at time t from the velocity sub-problem, the pressure
is found using a discrete form of
∆p = 0, x ∈ ΩF ,
with the Robin boundary condition
− p− z¯p∆t
ρ
∂p
∂n
= −nT τn + µz¯p∆t
ρ
nT (∇×∇× v) + nT σ¯n + z¯p∆tnT ∂v¯
∂t
, x ∈ Γ. (26)
and suitable boundary conditions for x ∈ ∂ΩF \Γ.
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Moving on to Step 3 in the AMP algorithm, the interface traction, denoted by (σn)I , is defined to be
that from the fluid at time t,
(σn)I = −pn + τn, x ∈ Γ, (27)
since the fluid velocity and pressure have already incorporated the primary AMP interface conditions. The
interface velocity, denoted by vI , can be defined either from the fluid velocity or can be computed from the
characteristic relations in (12), which may be written in the form
nTv = nT v¯ +
1
z¯p
nT (σ¯n− σn), x ∈ Γ, (28)
eTmv = e
T
mv¯ +
1
z¯s
eTm(σ¯n− σn), m = 1, 2, x ∈ Γ. (29)
The choice given by (28) and (29) is the better conditioned approximation for the case of heavy solids, while
defining vI from the fluid velocity is better for light solids. To smoothly accommodate both limits, we define
the interface velocity as an impedance-weighted average of the two choices, namely
nTvI =
zf
zf + z¯p
nTv +
z¯p
zf + z¯p
nT v¯ +
1
zf + z¯p
nT
(
σ¯n− (σn)I), x ∈ Γ, (30)
eTmv
I =
zf
zf + z¯s
eTmv
f +
z¯s
zf + z¯s
tTmv¯ +
1
zf + z¯s
tTm
(
σ¯n− (σn)I), m = 1, 2, x ∈ Γ. (31)
Here, zf = ρvf is the fluid impedance, where vf is some suitable measure of the velocity in the fluid, as
discussed further in Section 6. Note that in practice, the algorithm is found to be very insensitive to the
particular choice of vf . This insensitivity is also confirmed in the theoretical results in Section 6. Also note
the form of the impedance weighted averaged in (30) and (31) are the same form as those appearing in the
added mass algorithm for compressible fluids [1]. Finally, the interface values vI and (σn)I are used to
assign boundary conditions on the solid in Step 4 of the AMP algorithm.
4. FSI Model problems
Three FSI model problems, of increasing complexity, are now defined. Model problem MP-IA, for an
inviscid incompressible fluid and acoustic solid (defined below), is used in the two-dimensional analysis of
partitioned schemes in Section 6, as well as being the basis for the one-dimensional model problem discussed
in Section 5. The second model problem, MP-VA, includes the effects of viscosity in the fluid but retains the
acoustic solid. Model problem MP-VE includes viscosity in the fluid and treats a linearly elastic solid. Exact
traveling wave solutions to these model problems are given in Appendix A, while numerical simulations are
given in Section 8. In all cases the fluid domain is the rectangular region ΩF = (0, L) × (−H, 0), the solid
domain is ΩS = (0, L)× (0, H¯) and the interface is Γ = {(x, y) |x ∈ (0, L), y = 0}, see Figure 1. We consider
solutions that are periodic in the x-direction with period L.
solid: ΩS
fluid: ΩF
interface: Γ
y = H¯
x = 0 x = L
y = −H
y = 0
Figure 1: The geometry for the 2D FSI model problems.
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Model Problem MP-IA. Model problem MP-IA defines an inviscid incompressible fluid and an “acoustic”
solid, that only supports vertical motion,
Fluid:

ρ
∂v
∂t
+∇p = 0, x ∈ ΩF ,
∇ · v = 0, x ∈ ΩF ,
v2(x,−H, t) = 0 or p(x,−H, t) = 0,
Solid:
 ρ¯
∂2u¯2
∂t2
= ρ¯c¯2p∆u¯2, x ∈ ΩS ,
u2(x, H¯, t) = 0,
Interface: v2 =
∂u¯2
∂t
, −p = ρ¯c¯2p
∂u¯2
∂y
, x ∈ Γ.
(32)
Model Problem MP-VA. Model problem MP-VA defines a viscous incompressible fluid and an “acoustic”
solid, that only supports vertical motion,
Fluid:

ρ
∂v
∂t
+∇p = µ∆v, x ∈ ΩF ,
∇ · v = 0, x ∈ ΩF ,
v(x,−H, t) = 0,
Solid:
 ρ¯
∂2u¯2
∂t2
= ρ¯c¯2p∆u¯2, x ∈ ΩS ,
u2(x, H¯, t) = 0,
Interface: v1 = 0, v2 =
∂u¯2
∂t
, −p+ 2µ∂v2
∂y
= ρ¯c¯2p
∂u¯2
∂y
, x ∈ Γ.
Model Problem MP-VE. Model problem MP-VE defines a viscous incompressible fluid and an elastic
solid,
Fluid:

ρ
∂v
∂t
+∇p = µ∆v, x ∈ ΩF ,
∇ · v = 0, x ∈ ΩF ,
v(x,−H, t) = 0,
Solid:
 ρ¯
∂2u¯
∂t2
= (λ¯+ µ¯)∇(∇ · u¯) + µ¯∆u¯, x ∈ ΩS ,
u¯(x, H¯, t) = 0,
Interface: v =
∂u¯
∂t
, µ(
∂v1
∂y
+
∂v2
∂x
) = µ¯(
∂u¯1
∂y
+
∂u¯2
∂x
), −p+ 2µ∂v2
∂y
= λ¯∇ · u¯ + 2µ¯∂u¯2
∂y
, x ∈ Γ.
5. An illustration of the AMP algorithm
As an illustration of the AMP algorithm, it is helpful to consider, as a representative FSI problem,
a one-dimensional version of model problem MP-IA given in (32). While this one-dimensional problem is
relatively simple, it does provide useful insight into the properties of the algorithm. To be consistent with
the geometry of the two-dimensional problem, the one-dimensional problem varies in the y-direction, with x
fixed. Consider then an inviscid fluid in the domain ΩF = {y ∈ (−H, 0)} adjacent to a solid in the domain
ΩS = {y ∈ (0,∞)} with interface at y = 0 (and where H¯ → ∞). For this one-dimensional problem, the
velocity-pressure form of the equations in (14) and (15) for the fluid reduces to
ρ
∂v
∂t
+
∂p
∂y
= 0,
∂2p
∂y2
= 0, y ∈ ΩF , (33)
where v = v2 and at y = −H. We take the traction boundary condition p(−H, t) = 0. The equations in (18)
and (19) for the solid become
ρ¯
∂v¯
∂t
=
∂σ¯
∂y
,
∂σ¯
∂t
= ρ¯c¯p
∂v¯
∂y
, y ∈ ΩS , (34)
where v¯ = v¯2 and σ¯ = ρ¯c¯
2
p∂yu¯2. The system of equations for the solid can be written in the characteristic
form
d
dt
(σ¯ ± z¯pv¯) = 0, along dy
dt
= ∓c¯p,
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and the definitions for the incoming and outgoing characteristics at the interface in (8) and (10), respectively,
become
A(σ¯, v¯) = σ¯ − z¯pv¯, B(σ¯, v¯) = σ¯ + z¯pv¯, y = 0.
The standard interface conditions are
v(0, t) = v¯(0, t), σ(0, t) = σ¯(0, t), (35)
where σ = −p. The equivalent AMP interface conditions corresponding to (12) and (13) are
σ + z¯pv = B(σ¯, v¯), A(σ¯, v¯) = σ − z¯pv, y = 0, (36)
where the first and second conditions in (36) are thought of as the interface conditions for the fluid and solid,
respectively. The alternate AMP conditions corresponding (22) and (13), suitable when solving the pressure
equation, are
σ + z¯p∆t
∂v
∂t
= σ¯ + z¯p∆t
∂v¯
∂t
, A(σ¯, v¯) = σ − z¯pv, y = 0. (37)
By combining the first two conditions in (36) and (37), it can be shown that
∂
∂t
(v − v¯) = − 1
∆t
(v − v¯), y = 0,
and thus if v(0, t) = v¯(0, t) at t = 0, then the velocities on the interface are equal for all time. Also,
if v(0, t) − v¯(0, t) is equal to some small nonzero value (from numerical error), then the difference in the
velocity rapidly approaches zero. Thus, the alternate version of the interface conditions in (37) is essentially
equivalent to those in (35).
Given the solution at time t−∆t the AMP algorithm proceeds first by taking a time step of the solution
in the solid domain to obtain predicted values, σ¯(p) and v¯(p), which then may be used to obtain outgoing
characteristic data on the interface. Note that in one dimension, this data, if obtained using the method of
characteristics, is completely determined from the solution in the solid domain at t−∆t, and is independent
of the solution in the fluid domain.
We now advance the solution in the fluid domain using the outgoing interface data obtained from the
solid domain, which is a key step in the AMP algorithm. First consider the pressure sub-problem,
∂2σ
∂y2
= 0, y ∈ (−H, 0),
with boundary conditions
σ = 0, y = −H, σ + z¯p∆t
ρ
∂σ
∂y
= σ¯(p) + z¯p∆t
∂v¯(p)
∂t
, y = 0.
The boundary condition at y = 0 is obtained from the outgoing condition in (37) and the momentum
equation for the fluid in (33). The solution of the pressure sub-problem is
σ(y, t) = σI(t)
(
1 +
y
H
)
(38)
where
σI(t) =
Mr
1 +Mr
(
σ¯(p)(0, t) + z¯p∆t
∂v¯(p)
∂t
(0, t)
)
. (39)
Observe that the traction at the interface, σI , is determined by the (known) outgoing characteristic data
from the solid domain and involves the added-mass ratio Mr given by
Mr =
ρH
z¯p∆t
=
ρH
ρ¯c¯p∆t
=
zf
z¯p
,
where zf = ρH/∆t (or zf = ρvf with vf = H/∆t) is a measure of the fluid impedance. The quantity
Mr may be interpreted as the ratio of the mass of the entire fluid domain, ρH, to the mass of the solid
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displaced by its characteristic velocity over a time ∆t, given by ρ¯c¯p∆t. It may also be interpreted as a ratio
of the fluid to solid impedances. When Mr is small, added-mass effects are in some sense small. When
Mr is large, added-mass effects are large. It may seem odd that Mr becomes large (i.e. added-mass effects
become large) as ∆y = c¯p∆t becomes small (with ρH/ρ¯ fixed), but this is consistent with the analysis of the
traditional-partitioned scheme in Section 6.4.
In the context of the one-dimensional model problem, the velocity sub-problem is
ρ
∂v
∂t
=
∂σ
∂y
, y ∈ (−H, 0),
with the boundary condition
∂v
∂y
= 0, y = 0. (40)
Integrating the momentum equation and using the solution in (38) of the pressure sub-problem, we find
v(y, t) = v(y, t−∆t) + 1
ρH
∫ t
t−∆t
σI(τ) dτ. (41)
The solution for velocity in (41) is spatially uniform so that the boundary condition in (40) is satisfied
identically. Setting y = 0 in (41) and using (39), we obtain
v(0, t) = v(0, t−∆t) + Mr
ρH(1 +Mr)
[∫ t
t−∆t
σ¯(p)(0, τ) dτ + z¯p∆t
(
v¯(p)(0, t)− v¯(p)(0, t−∆t)
)]
.
Assuming the fluid and solid velocities on the interface are equal at t−∆t, and using a simple approximation
of the integral gives
v(0, t) =
Mr
1 +Mr
v(0, t−∆t) + 1
1 +Mr
[
v¯(p)(0, t) +
1
z¯p
σ¯(p)(0, t)
]
. (42)
We observe that the velocity on the interface at time t given in (42) from the solution of the equations in
the fluid domain is an added-mass-weighted average of the velocity at t−∆t and a velocity determined by
the outgoing characteristic data from the solution in the solid domain.
The interface velocity vI may be taken as the velocity in (41) (or the approximation in (42)) determined
by the solution in the fluid domain, or it may be taken as the velocity,
v¯(p)(0, t) +
1
z¯p
(
σ¯(p)(0, t)− σI(t)
)
,
determined by the outgoing characteristic condition at the interface (c.f. (28)). In fact, by eliminating
v(0, t − ∆t) in (42) in terms of σI using the approximation v(0, t) = v(0, t − ∆t) + σI∆t/(ρH) to (41),
equation (42) can be written as an impedance-weighted average of these two values
vI(t) = v(0, t) =
zf
zf + z¯p
v(0, t) +
z¯p
zf + z¯p
v¯(p)(0, t) +
1
zf + z¯p
(
σ¯(p)(0, t)− σI(t)
)
,
which is the one-dimensional version of the formula in (30). In this one-dimensional problem, the definition of
vf as vf = H/∆t naturally appears. Given the velocity and traction at the interface, v
I and σI , respectively,
the solution for the solid can now be fully determined by solving the governing equations in (34) together
with the boundary data
σ¯(0, t)− z¯pv¯(0, t) = σI(t)− z¯pvI(t),
from the incoming characteristic.
The above description follows the AMP algorithm for a simple FSI problem in one dimension. The key
step in the algorithm, as mentioned previously, is the incorporation of outgoing characteristic data from the
solid domain into the fluid domain. The application of the AMP algorithm to this simple FSI problem also
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illustrates the contribution of the added-mass ratio Mr. In addition, it can be confirmed that for ρH  z¯p∆t
(Mr  1) the algorithm approaches the standard TP algorithm (defined previously in Algorithm 3) with
the interface velocity being primarily transmitted from the solid, while the traction comes primarily from
the fluid. On the other hand, for ρH  z¯p∆t (Mr  1) the AMP algorithm approaches an anti-traditional
algorithm with the roles of fluid and solid reversed in the application of the boundary conditions at the
interface for each domain. Note that the AMP scheme always tends to the anti-traditional scheme for
∆t sufficiently small; this is consistent with the analysis in Sections 6.4 and 6.5 which indicates that the
anti-traditional scheme is stable when ∆y and ∆t become sufficiently small, while the TP algorithm is not.
6. Analysis of a two-dimensional acoustic solid and an inviscid incompressible fluid
In this section, we perform a stability analysis of the AMP algorithm applied to the two-dimensional FSI
model problem MP-IA. In this problem, the fluid is taken as inviscid and the solid is treated as an acoustic
solid that only supports motion in the vertical direction. The governing equations for the model are given
by (32). We consider a semi-infinite solid domain (H¯ = ∞) and look for solutions in the solid that have
finite L2-norm (which implies the solutions decay to zero as y → ∞). The bottom boundary condition on
the fluid, at y = −H, is chosen as σ = 0 (i.e. p = 0).
6.1. Discretization
We discretize the fluid and solid variables in the x-direction using a uniform grid with spacing ∆x =
L/(Nx + 1). The grid points are given by x` = `∆x, ` = 0, 1, . . . , Nx. The choice of discrete approximations
to the x-derivatives in the equations plays little role in the analysis. Therefore, it is convenient to use a
pseudo-spectral approximation by expanding each component q of the solution (q, q¯) in a discrete Fourier
series of the form
q`(y, t) =
Nx/2∑
k=−Nx/2
e2piikx`/Lqˆk(y, t), ` = 0, 1, 2, . . . , Nx, (43)
where q`(y, t) ≈ q(x`, y, t) and qˆk(y, t) are Fourier coefficients, and where Nx is assumed to be even for
convenience. Transforming the governing equations to Fourier space leads to the following equations for the
Fourier coefficients of the solution variables:
ρ¯∂tv¯ = ikxσ¯21 + ∂yσ¯22, y ∈ (0,∞), (44)
∂tσ¯22 = ρ¯c¯
2
p∂y v¯, y ∈ (0,∞), (45)
∂tσ¯21 = ikxρ¯c¯
2
pv¯, y ∈ (0,∞), (46)
ρ∂tv1 = ikxσ, y ∈ (−H, 0), (47)
ρ∂tv2 = ∂yσ, y ∈ (−H, 0), (48)
ikxv1 + ∂yv2 = 0, y ∈ (−H, 0), (49)
where kx = 2pik/L is a normalized wave number in the x-direction and the equations hold for each k =
−Nx/2,−Nx/2 + 1, . . . , Nx/2. The hats on the Fourier coefficients, along with the k subscripts, have been
dropped for notational convenience. Note that the horizontal component of the fluid velocity, v1, is decoupled
from the other equations and boundary conditions, and can be determined once v2 is known. Equations (47)–
(49) are used to obtain
∂2yσ − k2xσ = 0, y ∈ (−H, 0),
which is a Laplace equation for pressure (in Fourier space). The equations for the Fourier coefficients of the
solid variables will be discretized using an upwind scheme. In preparation for this, it is convenient to define
the characteristic variables
a = σ¯22 − ρ¯c¯pv¯, b = σ¯22 + ρ¯c¯pv¯, d = σ¯21,
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which, from (44)–(46), satisfy
∂ta+ c¯p∂ya = ikxc¯p d, y ∈ (0,∞), (50)
∂tb− c¯p∂yb = −ikxc¯p d, y ∈ (0,∞), (51)
∂td =
ikxc¯p
2
(b− a), y ∈ (0,∞). (52)
The solid variables are discretized in the y-direction using a uniform grid with spacing ∆y. The grid
points for the solid domain are defined as yj = (j − 12 )∆y, j = 0, 1, 2, . . .. Following the analysis in [2, 9],
the grid is staggered with respect to the interface at y = 0 and has a ghost point at j = 0; use of a non-
staggered grid leads to similar results. Let ∆t be the time step and let tn = n∆t. The equations (50)–(52)
are discretized using the first-order upwind scheme,
an+1j − anj
∆t
+ c¯p
(anj − anj−1)
∆y
= ikxc¯p d
n
j , (53)
bn+1j − bnj
∆t
− c¯p
(bnj+1 − bnj )
∆y
= −ikxc¯p dnj , (54)
dn+1j − dnj
∆t
=
ikxc¯p
2
(bn+1j − an+1j ), (55)
where anj ≈ a(yj , tn), bnj ≈ b(yj , tn) and dnj ≈ d(yj , tn). Since we have used a non-dissipative pseudo-spectral
approximation, rather than a two-dimensional upwind scheme, the right-hand side terms in (55) are taken
at time tn+1 in order to stabilize the approximation. A von Neumann stability analysis of equations (53)
and (54) (for a periodic problem in y) shows that this time-stepping scheme is stable under reasonable
conditions on the constants λy = c¯p∆t/∆y and λx = c¯pkx∆t. The fluid variables are kept continuous in y
in order to simplify the presentation; a discrete version can be introduced but this makes only insignificant
changes to the fundamental results. We are thus led to the following semi-discrete approximation for the
solid and fluid equations,
an+1j = a
n
j − λy(anj − anj−1)− iλxdnj , j = 1, 2, 3, . . . , (56)
bn+1j = b
n
j + λy(b
n
j+1 − bnj ) + iλxdnj , j = 0, 1, 2, . . . , (57)
dn+1j = d
n
j +
iλx
2
(bn+1j − an+1j ), j = 0, 1, 2, . . . , (58)
vn+1 = vn +
∆t
ρ
∂yσ
n+1, y ∈ (−H, 0), (59)
0 = ∂2yσ
n+1 − k2xσn+1, y ∈ (−H, 0), (60)
where vn(y) = v(y, tn) and σn(y) = σ(y, tn). For reference, the discrete values for the (Fourier coefficients
of the) velocity and components of stress in the solid are related to the characteristic variables by
v¯nj =
1
2z¯p
(bnj − anj ), σ¯n22,j =
1
2
(bnj + a
n
j ), σ¯
n
21,j = d
n
j .
The conditions at the top and bottom boundaries are
|anj |2 + |bnj |2 + |dnj |2 → 0, as j →∞, (61)
σn(−H) = 0. (62)
Initial conditions are required to define a0j , b
0
j and d
0
j for j = 0, 1, 2, 3, . . ., as well as v
0(y) for y ∈ (−H, 0),
but these conditions are of no significance in the subsequent stability analysis.
Approximations to the interface conditions are needed to complete the discrete formulation of the FSI
model problem, and various choices are possible depending on the algorithm used. For the AMP algorithm,
the pressure Robin condition (26) is imposed on the fluid; this is derived from the outgoing characteristic
variables (12). In addition, the incoming characteristic variable (13) is used to specify a condition on the
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solid. The latter condition uses an interface velocity defined in (30) based on an impedance-weighted average.
First-order accurate approximations of these conditions are
σn+1(0) +
z¯p∆t
ρ
σn+1y (0) = σ¯
n+1
22,1 + z¯p(v¯
n+1
1 − vI,n) = bn+11 − z¯pvI,n, (63)
an+10 = σ
I,n+1 − z¯pvI,n+1, (64)
where σI,n ≡ σn(0) and vI,n are the interface traction and velocity, respectively. The latter is given by the
impedance-weighted average
vI,n+1 =
zf
zf + z¯p
vn+1(0) +
z¯p
zf + z¯p
v¯n+11 +
1
zf + z¯p
(σn+122,1 − σI,n+1)
= γvn+1(0) +
1− γ
z¯p
(bn+11 − σI,n+1), (65)
where
γ =
zf
zf + z¯p
,
and where zf is a measure of the fluid impedance as introduced in Section 3.
The traditional partitioned (TP) algorithm uses the velocity from the solid as a boundary condition
for the fluid and the traction from the fluid as a boundary condition for the solid. First-order accurate
approximations of these conditions are
vn+1(0) = v¯n+11 , (66)
σ¯n+122,0 = σ
n+1(0). (67)
It is also instructive to consider an anti-traditional algorithm in which the roles of the fluid and solid are
reversed in the application of the partitioned interface conditions. Approximations of these conditions are
σn+1(0) = σ¯n+122,1 , (68)
an+10 = σ
n+1(0)− z¯pvn+1(0). (69)
The condition in (69) is equivalent to setting the velocity of solid at the interface equal to the velocity in
the fluid since the stresses have already been equilibrated in (68).
6.2. Stability analysis
To analyze the stability of the approximation in (56)–(60), we look for solutions of the form
anj = A
na˜j , b
n
j = A
nb˜j , d
n
j = A
nd˜j , v
n(y) = Anv˜(y), σn(y) = Anσ˜(y),
where A ∈ C is the amplification factor, (a˜j , b˜j , d˜j) are grid functions, and (v˜(y), σ˜(y)) are functions for
y ∈ [−H, 0]. Substituting these forms into (56)–(60) results in the following system of equations
Aa˜j = a˜j − λy(a˜j − a˜j−1)− iλxd˜j , j = 1, 2, 3, . . . , (70)
Ab˜j = b˜j + λy(b˜j+1 − b˜j) + iλxd˜j , j = 0, 1, 2, . . . , (71)
Ad˜j = d˜j +
iλx
2
A(b˜j − a˜j), j = 0, 1, 2, . . . , (72)
Av˜(y) = v˜(y) +A∆t σ˜I
kx cosh(kx(y +H))
ρ sinh(kxH)
, y ∈ [−H, 0], (73)
σ˜(y) = σ˜I
sinh(kx(y +H))
sinh(kxH)
, y ∈ [−H, 0]. (74)
To obtain (73) and (74), the ODE in (60) was integrated using the boundary conditions σ˜(−H) = 0 and
σ˜(0) = σ˜I , where the fluid stress at the interface, σ˜I , is as yet unspecified. Note that the solution in
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the one-dimensional case, kx = 0, is a special case that can be found by taking the limit kx → 0 in (73)
and (74). Together with the interface conditions, equations (70)–(74) define a homogeneous set of difference
equations. These equations have non-trivial solutions (i.e. eigenfunctions) only for particular values of A
(i.e. eigenvalues). The scheme is said to be weakly stable, or stable in the sense of Godunov-Ryabenkii,
for given values of the parameters ∆t, ∆y, kx, H, etc., if there are no solutions (i.e. eigenfunctions) to this
eigenvalue problem with |A| > 1. The region of stability of the scheme is the region in parameter space
where there are no roots with |A| > 1. In order to delineate the stability region it is generally easier to look
for regions where the scheme is not stable. Therefore, we assume that |A| > 1 and look for solutions to the
eigenvalue problem.
Equations (70)–(72) are a system of constant-coefficient difference equations for the solid characteristic
variables. After solving for d˜j from (72) and substituting into (70) and (71), a˜j and b˜j are found to satisfy
the recursion [
a˜j
b˜j
]
= K
[
a˜j−1
b˜j−1
]
, K =
[
(1− θ2)/R −θ
θ R
]
, (75)
where
R = r − θ, r = A− 1 + λy
λy
, θ = − Aλ
2
x
2λy(A− 1) . (76)
The eigenvalues, φ− and φ+, of the 2× 2 matrix K in (75) are given by
φ− = B −
√
B2 − 1, φ+ = 1/φ−, B = 1
2
(
R+
1− θ2
R
)
. (77)
Note that the product of the eigenvalues is one. If both eigenvalues had magnitude equal to one, then there
would be no solution of the recursion in (75) satisfying the boundary condition (61). Therefore, for a valid
solution, there is one eigenvalue (either φ− or φ+), denoted by φs (for small φ), that has magnitude strictly
less than one, i.e. |φs| < 1. Let φb = 1/φs (for big φ) be the other eigenvalue with |φb| > 1. Note that when
θ = 0, 0 < λy ≤ 1, and |A| > 1, then φs = φ− = 1/r (but in general φs is not always equal to φ−). Given
that the eigenvalues are distinct, K can be diagonalized as
K = S−1ΦS, Φ =
[
φs 0
0 φb
]
, S =
[
R− φs θ
R− φb θ
]
.
By setting [
αj
βj
]
= S
[
a˜j
b˜j
]
=
[
(R− φs)a˜j + θb˜j
(R− φb)a˜j + θb˜j
]
, (78)
the general solution of the recursion in (75) is given by
αj = φ
j
sα0,
βj = φ
j
bβ0.
(79)
Since the solution must decay to zero as j → ∞ and since |φb| > 1, it follows that β0 = 0 and thus βj = 0
for all j = 0, 1, 2, . . .. Since βj = 0, it follows from (78) that
b˜j = Qa˜j , αj = (φb − φs)a˜j , Q = φb −R
θ
, (80)
and thus from (79),
a˜j = φ
j
sa˜0 .
Whence,
Proposition 1. Solutions to the system in (70)–(74) with |A| > 1 satisfying the boundary conditions in (61)
and (62) are given by
a˜j = φ
j
sa˜0, b˜j = Qa˜j , d˜j =
iλx(Q− 1)A
2(A− 1) a˜j , j = 0, 1, 2, . . . ,
σ˜(y) = σ˜I
sinh(kx(y +H))
sinh(kxH)
, v˜(y) = σ˜I
A∆t
A− 1
kx cosh(kx(y +H))
ρ sinh(kxH)
, y ∈ [−H, 0],
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where a˜0 and σ˜
I are free constants.
The remaining constraints needed to complete the eigenvalue problem, which then determines the am-
plification factor A, are provided by two interface conditions. Choices for these interface conditions are
discussed in the subsections below.
6.3. AMP interface conditions
Imposing the AMP interface conditions in (63) and (64) with the formula for the interface velocity in (65)
gives
Aσ˜I = η
(
Ab˜1 − z¯pv˜I
)
, (81)
a˜0 = σ˜
I − z¯pv˜I , (82)
v˜I = γv˜(0) +
1− γ
z¯p
(b˜1 − σ˜I), (83)
where
η ≡ 1
1 +
z¯pkx∆t
ρ coth(kxH)
=
1
1 + ρ¯λxρ coth(kxH)
.
From (73) and (81) we also have
(A− 1)v˜(0) = 1− η
z¯
(Ab˜1 − z¯v˜I). (84)
Using b˜1 = Qφsa˜0 to eliminate b˜1 in terms of a˜0 and using (81) to eliminate σ˜
I , equations (82), (84) and (83)
can be written in the form A(1− ηQφs) 0 A+ η(1− η)AQφs 1−A η − 1
−(1− γ)(1− η)Qφs −γ 1− (1− γ)ηA−1
 a˜0z¯v˜(0)
z¯v˜I
 = 0. (85)
The determinant of the matrix in (85) must be zero for non-trivial solutions to exist, and this leads to the
following equation for A: (
A− (1− γ)) (A− η − ((2η − 1)A− η)Qφs) = 0.
Since A− (1− γ) 6= 0 when |A| > 1 and 0 ≤ γ ≤ 2, we have the following result.
Theorem 1. The AMP interface approximation to the scheme (56)–(60) with boundary conditions (61)
and (62), interface conditions (63) and (64), and interface velocity (65) is weakly stable if and only if
0 ≤ γ ≤ 2 and there are no roots A with |A| > 1 to the equation
f(A) ≡A− η −
(
(2η − 1)A− η
)
Qφs = 0. (86)
Note that f(A) does not depend on γ, i.e. the weighting in the definition of the interface velocity, and thus
the stability of the scheme is independent of γ provided 0 ≤ γ ≤ 2. From a numerical conditioning point of
view, however, we recommend the choice γ = zf/(zf + z¯p) as used in (65).
Reduction to a polynomial equation for A. To examine the stability of the AMP algorithm we must consider
all solutions of f(A) = 0. The function f(A) in (86) involves square roots of A through the eigenvalues, φs
and φb, of the matrix K in (75) and the definition of Q in (80). To ensure that all possible solutions are
found, a polynomial P (A) can be derived whose roots include all the roots of f(A). To this end, note that
from the definition for Q and φsφb = 1 it follows that
Qφs =
1−Rφs
θ
.
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Thus f is a linear function of φs since f only depends on the product Qφs. Note also that Qφs is a rational
function of A according the definitions of R and θ in (76). Thus, f(A) = 0 can be written in the form
φs = F (A),
where F is a rational function of A. Since φs is equal to one of the two eigenvalues, φ±, defined in (77), it
follows that
±
√
B2 − 1 = F (A)−B, (87)
where the sign in front of the square root is chosen to be consistent with |φs| < 1. Upon squaring both sides
of (87), which introduces new roots, one obtains
P (A) = 0, (88)
where P (A) is a polynomial (as described below). We have thus shown the following:
Proposition 2. Any solution of f(A) = 0 is also a root of the polynomial P (A).
All of the roots of P (A) can be found numerically using well-developed algorithms (e.g. solving the
eigenvalue problem for the companion matrix). In deriving P (A), however, new roots have been introduced.
Therefore, each root A∗ of P (A) must be checked to ensure that it is also solution of f(A) = 0.
Proposition 3. A root, A∗, of P (A) is also a root of f(A), if φs in the definition of f satisfies
φs =
{
φ−(A∗) if |φ−(A∗)| < 1,
φ+(A
∗) otherwise,
and if f(A∗) = 0.
The polynomial in (88) is (after removing uninteresting factors of A− 1) a polynomial of degree 5 given
by
PAMP(A) = α5A
5 + α4A
4 + α3A
3 + α2A
2 + α1A+ α0,
where the coefficients in the polynomial are
α0 = −η2 + 2η2λy,
α1 = −8η2λy + 5η2 − λ2xη2,
α2 = 10η
2λy − 9η2 + 1 + 3λ2xη2 + 4ηλy − 2η − 2λy,
α3 = −2λyλ2x − 2ηλ2x + 4λy + λ2x + 4ηλyλ2x + 7η2 − 3 + 6η − 4η2λy − 8ηλy − 2η2λyλ2x − 2λ2xη2,
α4 = 3− 2λy − 2η2 − λ2x + 4ηλy − 6η + 2ηλ2x,
α5 = −1 + 2η.
It turns out that PAMP(A) is the same polynomial generated by the Maple symbolic algebra program when
asked to solve f(A) = 0.
To determine if there are any roots of PAMP(A) with |A| > 1, we evaluate the roots numerically for
an array of parameter values in the region 0 < λx < 1.2, 0 < λy < 1.2 and 0 ≤ η ≤ 1 with NA equally
spaced points in each parameter direction. The stability region of the scheme is the region in the space of
(λx, λy, η) where the magnitude of the largest valid root satisfies |A| ≤ 1. This region is computed on a grid
with NA = 800 points for each parameter. In Figure (2), we plot the curve in the (λx, λy) plane for which
max0≤η≤1 |A| = 1. (The curve for which max0≤η≤1 |A| = 1.1 is also plotted for reference.) Observe that
the region of stability contains the region 0 ≤ η ≤ 1 and λ2x + λ2y ≤ κ2 (for λx ≥ 0 and λy ≥ 0) where the
maximum value for κ appears to be κ = 1. Further evidence for κ = 1 being the upper bound is provided
by the restriction of the analysis to one dimension given below. The curve λ2x + λ
2
y = (.99)
2 is shown in the
figure as an example. Since λx = c¯pkx∆t and λy = c¯p∆t/∆y, the condition λ
2
x+λ
2
y ≤ 1 implies the following
result.
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Figure 2: Stability region for the two-dimensional model problem using the AMP algorithm. The curve marked 1 is
the curve for which max0≤η≤1 |A| = 1. The curve for which max0≤η≤1 |A| = 1.1 is shown for reference. The dashed
curve shows the curve λ2x + λ
2
y = (.99)
2.
Theorem 2. By numerical evaluation of the stability polynomial, PAMP(A), we have found that the AMP
algorithm is weakly stable (i.e. there are no valid roots of PAMP(A) with |A| > 1) provided λ2x + λ2y ≤ 1, i.e.
∆t ≤ 1
c¯p
[
1
∆y2
+ k2x
]−1/2
.
This is a sufficient but not a necessary condition.
Restriction to one space dimension. The stability of the one-dimensional version of the AMP algorithm may
be examined by considering the special case of the two-dimensional algorithm with λx = 0 and Q = 0. In
this case there are two solutions of f(A) = 0 given by
A = 1− 2λy or A = η.
We are interested in whether there are solutions with |A| > 1. Since 0 ≤ η ≤ 1 we have the result.
Theorem 3. The one-dimensional AMP algorithm is weakly stable provided 0 ≤ γ ≤ 2 and 0 ≤ λy ≤ 1, i.e.
∆t ≤ ∆y
c¯p
.
For comparison, we now discuss briefly the corresponding stability results for the scheme given by (56)–
(60) with boundary conditions (61) and (62), and with interface conditions given by either the traditional
(TP) algorithm or the anti-traditional algorithm.
6.4. TP interface conditions
The interface conditions for the TP algorithm are given by (66) and (67). Following the previous analysis,
A is found to satisfy
fTP(A) ≡ A(Q+ 1)− η − 1
η
(A− 1)(Q− 1)φs = 0. (89)
19
Restriction to one space dimension. In one dimension, the condition in (89) reduces to the polynomial
equation
PTP(A) = A
2 + (M+ λy − 1)A−M = 0, where M = ρH
ρ¯∆y
.
(Here, all of the roots of this quadratic are valid since no spurious roots were introduced in deriving the
equation.) The product of the roots is −M and thus a necessary condition for stability is that |M| ≤ 1.
Thus the mass of the solid in a thin strip one grid cell wide, ρ¯∆yL, must be larger than the mass of the
entire fluid domain ρHL. Using the theory of von Neumann polynomials [66, 67] one can show the following
necessary and sufficient condition.
Theorem 4. The one-dimensional TP algorithm is weakly stable if and only if
∆t ≤ 2
c¯p
(
∆y − ρH
ρ¯
)
.
This is a curious result. For a given large value of ∆y the one-dimensional scheme may be stable, but
it will eventually become unstable as the mesh is refined and ∆y becomes less than (ρH)/ρ¯. The one-
dimensional TP algorithm is thus formally unconditionally unstable. The numerical results in Section 8.2
show that this behaviour also holds for the second-order accurate discretization of the two-dimensional model
problem MP-VE.
6.5. Anti-traditional interface conditions
The interface conditions for the anti-traditional algorithm are given by (68) and (69). The analysis for
this choice leads to the constraint
fAT(A) = 1−A+ 1
2
(
2η − 1
η
A− 1
)
(Q+ 1)φs = 0. (90)
Restriction to one space dimension. In one dimension, (90) reduces to the polynomial constraint
PAT(A) = A
2 +
(
λy
2
(
1 +
λy
M
)
− 2
)
A+ 1− λy
2
= 0.
An analysis of the roots of PAT(A) leads us to the following result:
Theorem 5. The one-dimensional anti-traditional algorithm is weakly stable if and only if λy ≤ 4 and
∆t ≤ ∆y
c¯p
(√
M2 + 8M−M
)
.
We observe that the one-dimensional anti-traditional scheme is (weakly) stable for any value of the
added-mass ratio M = (ρH)/(ρ¯∆y) provided that ∆t is taken sufficiently small.
7. The AMP FSI time-stepping algorithm
We now describe our implementation of the AMP algorithm, which is then used to obtain the numerical
results presented in Section 8 for the three model problems defined in Section 4. The AMP algorithm was
introduced in predictor form in Section 3. It is defined here in a more general form, as a predictor-corrector
time-stepping scheme, in terms of various procedures which we outline below; additional details of the
procedures are given in Appendix B. As mentioned earlier, the velocity-pressure form of the fluid equations
are solved using a fractional-step scheme following [5, 6]. The viscous term, µ∆v, in the fluid momentum
equation is advanced explicitly in time in the present implementation, but this term could also be treated
implicitly with minor modifications. The fractional-step scheme for the fluid also uses a predictor-corrector
scheme, consisting of a second-order accurate Adams-Bashforth predictor followed by a second-order accurate
Adams-Moulton corrector (trapezoidal rule). Other time-stepping schemes for the fluid could also be used.
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We note that the AMP algorithm is stable even with no corrector step provided the predictor step in the fluid
is stable in isolation. (The use of the Adams-Bashforth predictor for the fluid by itself requires sufficient
physical or numerical dissipation for stability.) The solid is advanced explicitly as well using a second-
order accurate upwind scheme for the solid equations written as a first-order system (17)–(19), following the
approach in [7].
Let the grid functions pn−1i ≈ p(xi, tn−1) and vn−1i ≈ v(xi, tn−1) denote the discrete approxima-
tions to the fluid pressure and velocity, respectively, at grid points xi and at time t
n−1. Let q¯n−1i =
(u¯n−1i , v¯
n−1
i , σ¯
n−1
i )
T denote a vector of grid functions for the solid displacement, velocity and stress, re-
spectively.
Begin predictor.
Stage 1: Advance the solid one time-step to give a vector of predicted values q¯
(p)
i = (u¯
(p)
i , v¯
(p)
i , σ¯
(p)
i )
T .
Assign values at interior, boundary and interface points, including values for σ¯
(p)
i ni on the interface.
q¯
(p)
i = advanceSolid( q¯
n−1
i )
Stage 2(a): Advance the fluid velocity one time-step to give predicted values v
(p)
i . Assign values at interior,
boundary and interface points.
v
(p)
i = advanceFluid( v
n−1
i , p
n−1
i , v
n−2
i , p
n−2
i )
Stage 2(b): Compute extrapolated values for the fluid pressure and compute the projected interface velocity
excluding traction terms in the formula for the interface velocity since these terms are not known at this
stage. Assign boundary conditions on the fluid velocity using the AMP Robin condition (25) for the velocity.
p
(e)
i = extrapolateInTime( p
n−1
i , p
n−2
i p
n−3
i )
vIi = projectInterfaceVelocity( v
(p)
i , p
(e)
i , v¯
(p)
i , σ¯
(p)
i ni, β = 0 )
(vIi , (σn)
I
i ) = assignFluidVelocityBoundaryConditions( v
(p)
i , p
(e)
i , v¯
(p)
i , σ¯
(p)
i ni )
Here p
(e)
i , needed in the boundary conditions, is a second-order accurate approximation for the fluid pressure
on the interface at time tn obtained by extrapolation in time using past values pmi , m = n− 1, n− 2, n− 3.
The parameter β in the procedure that computes the interface velocity is set to zero which specifies that the
traction terms are not used.
Stage 3(a): Compute the solid acceleration, ˙¯v
(p)
i , and solve for the fluid pressure using the AMP Robin
pressure boundary condition (26). Assign values at interior, boundary and interface points, including ghost
points.
˙¯v
(p)
i = computeSolidAcceleration( v¯
(p)
i , v¯
n
i )
p
(p)
i = solveFluidPressureEquation( v
(p)
i , v¯
(p)
i , σ¯
(p)
i ni, ˙¯v
(p)
i )
Here ˙¯v
(p)
i , used for the pressure boundary condition, is a second-order accurate approximation to the solid
acceleration on the interface at tn.
Stage 3(b) : Given p
(p)
i , recompute the interface velocity and traction, and then assign solid boundary
conditions.
vIi = projectInterfaceVelocity( v
(p)
i , p
(p)
i , v¯
(p)
i , σ¯
(p)
i ni, β = 1 )
(vIi , (σn)
I
i ) = assignFluidVelocityBoundaryConditions( v
(p)
i , p
(p)
i , v¯
(p)
i , σ¯
(p)
i ni )
(v¯
(p)
i , σ¯
(p)
i ni) = assignSolidBoundaryConditions( v¯
(p)
i , σ¯
(p)
i , v
I
i , (σn)
I
i )
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The parameter β in the procedure that computes the interface velocity is now set to one which specifies that
the traction terms are used.
End predictor.
If the predictor step is used alone (without the corrector step), then discrete values for pni and v
n
i in the
fluid, and for q¯ni = (u¯
n
i , v¯
n
i , σ¯
n
i )
T in the solid, are taken from the corresponding predicted values and the
time step to tn is complete. If, on the other hand, a corrector step is used, then stages 4–7 are included in
the algorithm as given below.
Begin corrector: (optional)
Stage 4 : Correct the solid to obtain q¯ni = (u¯
n
i , v¯
n
i , σ¯
n
i )
T . Assign values at interior, boundary and interface
points.
q¯ni = correctSolid( q¯
(p)
i , q¯
n−1
i )
Stage 5(a) : Correct the fluid velocity to obtain vni . Assign interior, boundary and interface points.
vni = correctFluid( v
(p)
i , p
(p)
i , v
n−1
i , p
n−1
i )
Stage 5(b) : Assign fluid boundary conditions (assigns boundary/interface and ghost points).
vIi = projectInterfaceVelocity( v
n
i , p
(p)
i , v¯
n
i , σ¯
n
i ni, β = 1 )
(vIi , (σn)
I
i ) = assignFluidVelocityBoundaryConditions( v
n
i , p
(p)
i , v
I
i , v¯
n
i , σ¯
n
i ni )
Stage 6: Correct the fluid pressure. Assign values at interior, boundary and interface points, including ghost
points.
˙¯vi = computeSolidAcceleration( v¯
n
i , v¯
n−1
i )
pni = solveFluidPressureEquation( v
n
i , v¯
n
i , σ¯
n
i ni, ˙¯vi )
Stage 7 : Re-compute interface velocity using corrected pressure, and re-assign the fluid boundary conditions.
Assign solid boundary conditions using latest values for vIi and σ
I
i .
vIi = projectInterfaceVelocity( v
n
i , p
n
i , v¯
n
i , σ¯
n
i ni, β = 1 )
(vIi , (σn)
I
i ) = assignFluidVelocityBoundaryConditions( v
n
i , p
n
i , v
I
i , v¯
n
i , σ¯
n
i ni )
(v¯ni , σ¯
n
i ni) = assignSolidBoundaryConditions( v¯
n
i , σ¯
n
i , v
I
i , (σn)
I
i )
end corrector
The corrector step described above may be repeated, replacing the predicted states with the latest
solution values. This may permit a somewhat larger time-step but also involves an additional cost. For all
calculations presented in the next section we use the predictor step with just one corrector step.
8. Numerical results
In this section, we present numerical results based on the model problems in Section 4 to verify the
accuracy and stability of the AMP algorithm. All of the model problems consist of a rectangular fluid
domain, ΩF = (0, L) × (−H, 0), and a rectangular solid domain, ΩS = (0, L) × (0, H¯), connected by an
interface, Γ = {(x, y) |x ∈ (0, L), y = 0}. We use a Cartesian grid for the fluid domain with Nj + 1 grid
points in each direction so that the grid spacings are ∆xj = L/Nj and ∆yj = H/Nj . (The subscript j is
used later to indicate the resolution of the grid.) The grid for the solid domain is also a Cartesian grid and
uses the same grid spacing as the fluid grid. For all calculations we take
ρ = 1, L = 1, H = 1, ρ¯ = λ¯ = µ¯ = ρ δ, H¯ = 1/2,
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where the density ratio δ = ρ¯/ρ is a parameter that is chosen later to consider the cases of light, medium
and heavy solids. The value for the fluid viscosity, µ, is chosen based on the different model problems. The
value for the fluid impedance, zf , used in the velocity projection (30) and (31), is taken as zf = ρ∆yj/∆tj
following the discussion in Section 5, however the results are insensitive to this choice.
We begin by considering solutions of the model problems constructed using the method of analytic
solutions. These are compared with numerical approximations computed using the AMP algorithm for
different values of density ratio. We then consider numerical solutions of the model problems for cases where
exact traveling wave solutions are known.
MP-VA, trigonometric solution, heavy solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 1.6e-2 4.0e-2 7.6e-3 4.0e-2 1.1e2
1/40 2.1e-2 0.7 8.0e-3 5.0 1.5e-3 5.2 8.1e-3 4.9 1.6e1 7.0
1/80 7.6e-3 2.7 1.9e-3 4.2 3.4e-4 4.4 2.2e-3 3.6 1.6e0 9.5
1/160 1.5e-3 5.1 4.6e-4 4.2 8.0e-5 4.2 5.8e-4 3.8 1.9e-1 8.5
1/320 2.7e-4 5.6 1.1e-4 4.1 1.9e-5 4.1 1.5e-4 3.9 5.3e-2 3.7
rate 1.55 2.11 2.14 2.00 2.83
MP-VA, trigonometric solution, medium solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 2.1e-2 2.2e-2 5.4e-3 2.5e-2 4.6e-2
1/40 6.1e-3 3.4 3.9e-3 5.6 1.3e-3 4.0 6.7e-3 3.8 9.3e-3 5.0
1/80 1.8e-3 3.3 7.4e-4 5.2 3.2e-4 4.2 1.9e-3 3.6 2.2e-3 4.1
1/160 4.6e-4 4.0 1.5e-4 4.8 7.8e-5 4.1 5.1e-4 3.7 5.3e-4 4.3
rate 1.82 2.38 2.04 1.87 2.14
MP-VA, trigonometric solution, light solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 7.0e-3 8.0e-3 3.0e-3 3.4e-2 8.4e-3
1/40 1.3e-3 5.4 1.2e-3 6.5 8.6e-4 3.5 7.9e-3 4.2 1.9e-3 4.5
1/80 2.7e-4 4.8 2.0e-4 6.2 2.3e-4 3.8 2.1e-3 3.7 3.8e-4 4.8
1/160 7.6e-5 3.6 3.7e-5 5.4 6.0e-5 3.8 5.6e-4 3.8 7.7e-5 5.0
rate 2.18 2.59 1.88 1.96 2.26
Figure 3: Trigonometric exact solution for a viscous incompressible fluid and acoustic solid (model problem MP-VA).
Maximum errors and estimated convergence rates at t = 0.3 computed using the AMP algorithm for a heavy solid,
δ = 103, medium solid, δ = 1 and light solid, δ = 10−1.
8.1. The method of analytic solutions
The method of analytic solutions is a useful technique for constructing exact solutions of initial-boundary-
value problems for partial differential equations for the purpose of checking the behavior and accuracy of
the numerical implementation of a problem. This method, also known as the method of manufactured
solutions [68] or twilight-zone forcing [69], adds forcing functions to the governing equations, boundary
conditions and interface conditions. These forcing functions are specified so that a chosen function, q˜(x, t),
becomes the exact solution of the forced equations, and thus the error in the discrete solution can be computed
exactly.
The method of analytic solutions is applied to the FSI problems using trigonometric functions. The
exact solutions for the components of displacement, velocity and stress in the solid are taken to be
˜¯u1 = .25 c1c˜2ct, ˜¯u2 = .5 c1c˜2ct, ˜¯v1 = ˙¯u1, ˜¯v2 = ˙¯u2, (91)
˜¯σ11 = −.5 c1c2ct, ˜¯σ12 = .4 s1c2ct, ˜¯σ21 = .4 s1c2ct, ˜¯σ22 = .6 c1s2ct,
where (c1, s1) = (cos(2pix), sin(2pix)), (c2, s2) = (cos(2piy), sin(2piy)), c˜2 = cos(2pi(y + 0.375)) and ct =
cos(2pit). The exact solutions for the pressure and the components of velocity in the fluid are
p˜ = c1s2ct, v˜1= .5c1c2ct, v˜2 = .5s1s2ct. (92)
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These trigonometric functions are substituted into the differential equations governing each domain, and
into the boundary and interface conditions, to define forcing functions to the equations so that the functions
given above become exact solutions of the initial-boundary-value problem.
Numerical solutions of the (forced) model problems are computed using the AMP algorithm. The initial
conditions for the numerical calculations are taken from the exact solutions evaluated at t = 0. For each
case, maximum-norm errors, E
(q)
j , for solution component q, are computed on grids of increasing resolution
using grid spacings ∆xj = ∆yj = hj = 1/(20j), j = 1, 2, . . .. The convergence rate, ζq, is estimated by a
least squares fit to the logarithm of the error equation, E
(q)
j = Cqh
ζq
j , where Cq is approximately constant for
small grid spacings. For vector variables, such as v or σ¯, the error denotes the maximum over all components
of the vector or tensor.
The tables in Figure 3 give the maximum errors and estimated convergence rates for the results of the
AMP algorithm applied to the FSI problem of a viscous incompressible fluid and acoustic solid that only
supports vertical motion (model problem MP-VA). Similar results are obtained for the other model problems.
Results are presented for the density ratios δ = 103, 1 and 10−1, referred to as heavy, medium and light solids.
The fluid viscosity is taken as µ = 0.05 for each case. The values in the columns labeled “r” give the ratio of
the error on the current grid to that on the previous coarser grid, a ratio of 4 is expected for a second-order
accurate method. The values in the tables show that the scheme is stable and close to second-order accurate
in the max-norm. For the heavy solid, δ = 103, the stresses in the solid are very large, O(ρ¯c¯2p), compared
to the fluid stress, and this affects the convergence rates on coarser grids. Note that the errors given in the
table (and subsequent tables below) are absolute errors. Thus, for the case of a heavy solid, the errors in
the solid stress appear to be large even though the corresponding relative errors are small.
8.2. Traveling wave exact solutions
We now consider the three FSI model problems for cases when the exact solutions are traveling waves.
The traveling waves have the form q(x, y, t) = qˆ(y)ei(kx−ωt), where q represents any component of the
variables belonging to the fluid or solid domains. The solutions are periodic in x with wave number k ∈ R
and have frequency ω ∈ C in time. For inviscid fluids (as in the MP-IA model problem), Im(ω) = 0 so that
the traveling wave is also periodic in time. For viscous fluids (as in the model problems MP-VA and MP-VE),
Im(ω) < 0 so that the amplitude of the traveling wave decays over time. For the results shown here, we
take k = 2pi and a value for ω obtained from solving an appropriate dispersion relation (see Appendix A)
such that the wave travels from left to right (i.e. Re(ω) > 0). In all cases, periodic boundary conditions are
used in the x-direction. The amplitude parameter in the definition of the traveling wave solutions is chosen
as u¯max = 1/10, which defines the maximum amplitude of the displacement on the interface. The initial
conditions for the numerical solutions are taken from the exact traveling wave solution evaluated at t = 0.
Figure 4 shows shaded contour plots of the computed solution for model problem MP-VE with two
different density ratios at time t = 0.5. The fluid viscosity is µ = .02 for both cases. The shaded contours in
the upper solid domain show the behavior of the velocity components, v¯1 and v¯2, and the stress component,
σ¯22, while the shaded contours in the lower fluid domain show the corresponding behavior of the velocity
components, v1 and v2, and the pressure, p. The position of the displaced interface given by the computed
solid displacement, u¯ni at yi = 0 and t
n = 0.5, is shown in the plots as a curve superimposed on the shaded
contours. For the light solid case with δ = ρ¯/ρ = .05, the corresponding exact solution has wave number
k = 2pi and (complex) frequency ω ≈ (1.290,−.5899), while ω ≈ (6.714,−6.359e−3) for the heavy solid case
with δ = 100. The behavior of the solution shows an oscillation in the x-direction, as expected, and decay
in the y-direction away from the interface at y = 0. It can be observed that the contour plots of the velocity
components indicate that the velocity is continuous across the interface at y = 0 in agreement with the
interface condition in (6). A further verification of the interface conditions in (6) and (7) is given in Figure 5.
The plots in this figure show the behavior of the components of velocity and normal stress along the line
x = 2/3 for the density ratios δ = .05 (left) and δ = 100 (right). Note that each fluid-solid component pair
is continuous at y = 0 in agreement with the interface conditions.
Traveling wave solutions computed using the AMP algorithm may be compared with the corresponding
exact solutions to further verify the stability and accuracy of the scheme. We consider the FSI model
problems, MP-IA, MP-VA and MP-VE, for three different density ratios, δ = 103, 1, 10−1. The wave
number is taken to be k = 2pi for each case, and the corresponding values of ω for the exact solutions are
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Figure 4: Traveling wave solution for a viscous incompressible fluid and elastic solid, model problem MP-VE, at
t = 0.5. Top row: shaded contours of the computed solution for δ = ρ¯/ρ = .05. Bottom row: shaded contours for
δ = ρ¯/ρ = 100. The deformed interface is shown super-imposed as a curve.
given in Figure 6. The numerical solutions and corresponding max-norm errors are computed for a sequence
of decreasing grid spacings, as was done previously in Section 8.1, and the convergence rates for the solution
components are estimated.
The results of this convergence study are given in Figures 7, 8 and 9 for the model problems MP-IA, MP-
VA and MP-VE, respectively. For the case of an inviscid fluid and acoustic solid supporting vertical motion
only (MP-IA), the comparison between the computed solutions and the exact solutions is made at t = 1.0.
The results show that the scheme is stable and close to second-order accurate in the max-norm. Since the
discretization of the fluid equations uses central finite differences, a small amount of artificial dissipation is
added, proportional to h2j , to the fluid momentum equation to smooth boundary layers in the error that
otherwise degrade the max-norm convergence rates slightly (the scheme is stable without dissipation). For
the cases of a viscous fluid (MP-VA and MP-VE) with µ = .02, solutions decay in time and the comparison
is made at t = 0.3. For both of these viscous cases, one with an acoustic solid supporting vertical motion
only and the other with a compressible elastic solid allowing motion in both directions, the results show that
the AMP algorithm is stable and close to second-order accurate in the max-norm.
8.3. Traditional partitioned scheme
The table in Figure 10 indicates the stability of the traditional partitioned (TP) algorithm for the model
problem MP-VE for different values of δ = ρ¯/ρ. The stability was determined experimentally by integrating
the equations for a large number of time steps, and looking for exponential blowup. For heavy enough solids
one might expect the TP algorithm to be stable. However, from the theory for the model problem discussed
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Figure 5: Plots of the computed solution along the line x = 2/3 for the traveling wave solution and model problem
MP-VE, for δ = 0.05 (left) and δ = 100 (right). The fluid solution is in the interval y ∈ [−1, 0] while the solid
occupies y ∈ [0, .5]. For the right-hand plot, σ21 and σ22 are scaled by factors of 50 and 100, respectively. These plots
correspond to the solutions shown in Figure 4.
Traveling wave frequencies ω
δ MP-IA MP-VA MP-VE
10−1 (15.513, 0) (2.792,−0.7469) (1.905,−0.6524)
1 (16.556, 0) (8.126,−0.7261) (5.082,−0.4619)
103 (29.294, 0) (12.163,−9.730e-4) (6.731,−6.365e-4)
Figure 6: Values of the (complex) frequency ω = a + ib = (a, b) for the exact traveling wave solution used in the
numerical simulations of the three model problems for k = 2pi, and the parameters ρ = 1, H = 1, λ¯ = µ¯ = ρ¯ = δ and
H¯ = 1/2. For the models with a viscous fluid, we use µ = .02.
in Section 6 (see Theorem 4), it was shown that the scheme becomes unstable on a sufficiently fine grid,
for any value of δ no matter how large. For a given ratio δ, the scheme may be stable on a coarse grid but
becomes unstable for all sufficiently fine grids. The question is whether a similar result holds for the more
general model problem MP-VE. The results in Figure 10 strongly suggest that this behavior also holds for
the more complex model problem. For δ = ρ¯/ρ = 100 the scheme is stable for hj = 1/20 but unstable for
hj = 1/40 and smaller. For a larger ratio, δ = 200, the scheme is stable for hj = 1/20 and hj = 1/40 but
unstable for hj = 1/180 and smaller. This trend continues.
9. Conclusions
We have described a stable added-mass partitioned (AMP) algorithm for coupling incompressible flows
with compressible elastic solids. The AMP algorithm is apparently the first stable partitioned scheme for
incompressible flows and compressible elastic bulk solids that does not require any sub-iterations. The Robin
coupling conditions for the AMP approach are derived from a local characteristic decomposition in the solid,
and these define relationships between the fluid velocity and traction on the interface in terms of the outgoing
characteristic in the solid. For fractional-step incompressible flow algorithms, such as the one used in this
paper, an alternative Robin interface condition was derived that defines a mixed boundary condition on the
pressure; this can be used when solving the pressure equation.
A normal mode analysis for a model FSI problem showed that the AMP algorithm is stable even for
very light solids when the added-mass effects are large. An analysis of a traditional partitioned algorithm
showed that the scheme is, in fact, formally unconditionally unstable for any ratio of the solid to fluid density,
no matter how large. The traditional scheme may be stable on a coarse grid but becomes unstable for a
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MP-IA, traveling wave, heavy solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 8.7e0 2.2e0 6.3e-2 1.8e0 2.9e3
1/40 3.0e0 2.9 7.5e-1 2.9 2.2e-2 2.9 6.5e-1 2.8 9.7e2 3.0
1/80 7.0e-1 4.3 1.7e-1 4.4 5.6e-3 4.0 1.6e-1 4.0 2.4e2 4.0
1/160 1.6e-1 4.4 3.8e-2 4.5 1.4e-3 4.1 3.8e-2 4.2 6.0e1 4.1
rate 1.94 1.96 1.86 1.87 1.88
MP-IA, traveling wave, medium solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 3.3e-1 1.6e-1 1.7e-2 2.6e-1 3.5e-1
1/40 8.9e-2 3.7 4.5e-2 3.6 4.9e-3 3.6 7.1e-2 3.8 1.0e-1 3.4
1/80 2.2e-2 4.0 1.1e-2 3.9 1.2e-3 3.9 1.8e-2 3.9 3.1e-2 3.4
1/160 5.3e-3 4.2 2.9e-3 4.0 3.1e-4 4.0 4.8e-3 3.8 8.8e-3 3.5
rate 1.99 1.94 1.94 1.93 1.77
MP-IA, traveling wave, light solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 2.5e-1 1.4e-1 1.2e-1 1.9e0 2.5e-1
1/40 5.9e-2 4.2 3.3e-2 4.2 2.9e-2 4.2 4.5e-1 4.2 5.9e-2 4.2
1/80 1.5e-2 4.0 8.2e-3 4.1 7.6e-3 3.9 1.2e-1 3.9 1.5e-2 4.0
1/160 3.7e-3 4.0 2.1e-3 3.9 1.9e-3 4.0 3.0e-2 3.9 3.7e-3 4.0
rate 2.02 2.01 2.00 1.99 2.02
Figure 7: Traveling wave solution for an inviscid incompressible fluid and acoustic solid (model problem MP-IA).
Maximum errors and estimated convergence rates at t = 1.0, computed using the AMP scheme for a heavy solid,
δ = 103, medium solid, δ = 1 and light solid, δ = 10−1.
MP-VA, traveling wave, heavy solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 2.9e-1 1.5e-1 2.1e-3 2.1e-2 3.3e1
1/40 8.5e-2 3.3 4.1e-2 3.6 5.0e-4 4.3 4.8e-3 4.5 7.5e0 4.4
1/80 1.5e-2 5.8 7.7e-3 5.3 1.2e-4 4.1 1.1e-3 4.2 1.8e0 4.2
1/160 2.0e-3 7.2 1.4e-3 5.4 3.9e-5 3.1 3.7e-4 3.1 5.7e-1 3.2
rate 2.40 2.25 1.94 1.96 1.96
MP-VA, traveling wave, medium solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 5.4e-2 4.8e-2 3.2e-3 3.6e-2 7.7e-2
1/40 1.1e-2 4.8 1.1e-2 4.4 8.4e-4 3.9 9.3e-3 3.9 1.8e-2 4.4
1/80 2.3e-3 4.8 2.3e-3 4.8 2.0e-4 4.2 2.2e-3 4.3 4.0e-3 4.4
1/160 5.5e-4 4.2 5.2e-4 4.3 4.9e-5 4.0 5.2e-4 4.1 1.1e-3 3.7
rate 2.21 2.18 2.02 2.05 2.07
MP-VA, traveling wave, light solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 2.5e-3 8.3e-3 2.1e-3 8.3e-3 6.2e-3
1/40 6.2e-4 4.0 1.9e-3 4.3 5.3e-4 3.9 1.9e-3 4.3 1.3e-3 4.6
1/80 1.6e-4 4.0 4.2e-4 4.5 1.3e-4 4.2 4.2e-4 4.5 2.9e-4 4.6
1/160 4.0e-5 3.9 9.8e-5 4.3 3.0e-5 4.2 9.8e-5 4.3 6.9e-5 4.2
rate 1.99 2.14 2.04 2.14 2.16
Figure 8: Traveling wave solution for an viscous incompressible fluid and acoustic solid (model problem MP-VA).
Maximum errors and estimated convergence rates at t = 0.3, computed using the AMP scheme for a heavy solid,
δ = 103, medium solid, δ = 1 and light solid, δ = 10−1.
sufficiently fine grid.
We derived exact traveling wave solutions for a number of FSI model problems and these were used
to verify the stability and accuracy of the AMP algorithm. Numerical results confirmed that the AMP
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MP-VE, traveling wave, heavy solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 1.2e-2 1.9e-2 2.4e-3 1.6e-2 3.5e1
1/40 2.9e-3 4.1 3.7e-3 5.1 4.5e-4 5.4 3.1e-3 5.2 9.1e0 3.9
1/80 6.5e-4 4.5 6.0e-4 6.1 8.3e-5 5.4 6.0e-4 5.1 2.5e0 3.6
1/160 1.5e-4 4.3 1.3e-4 4.8 1.6e-5 5.0 1.2e-4 4.8 6.8e-1 3.7
rate 2.18 2.21 2.03 2.03 1.95
MP-VE, traveling wave, medium solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 1.3e-2 1.2e-2 2.6e-3 9.2e-3 4.4e-2
1/40 2.6e-3 5.0 2.7e-3 4.3 5.9e-4 4.4 2.2e-3 4.2 8.5e-3 5.2
1/80 4.8e-4 5.5 5.6e-4 4.8 1.3e-4 4.6 5.0e-4 4.3 1.7e-3 5.0
1/160 9.4e-5 5.1 1.2e-4 4.5 2.9e-5 4.5 1.2e-4 4.3 4.1e-4 4.2
rate 2.39 2.19 2.17 2.10 2.26
MP-VE, traveling wave, light solid
hj E
(p)
j r E
(v)
j r E
(u¯)
j r E
(v¯)
j r E
(σ¯)
j r
1/20 3.3e-3 5.4e-3 1.5e-3 5.8e-3 2.0e-3
1/40 7.0e-4 4.7 1.2e-3 4.4 3.9e-4 3.9 1.4e-3 4.2 4.0e-4 5.0
1/80 1.4e-4 4.9 2.7e-4 4.6 8.8e-5 4.4 3.0e-4 4.6 8.3e-5 4.8
1/160 3.0e-5 4.7 6.0e-5 4.4 2.0e-5 4.4 6.6e-5 4.4 2.9e-5 2.9
rate 2.26 2.16 2.08 2.16 2.06
Figure 9: Traveling wave solution for an inviscid incompressible fluid and elastic solid (model problem MP-VE).
Maximum errors and estimated convergence rates at t = 0.3, computed using the AMP scheme for a heavy solid,
δ = 103, medium solid, δ = 1 and light solid, δ = 10−1.
MP-VE, traveling wave, TP algorithm
hj δ = 800 δ = 400 δ = 200 δ = 100
1/20 stable stable stable stable
1/40 stable stable stable unstable
1/80 stable stable unstable unstable
1/160 stable unstable unstable unstable
1/320 unstable unstable unstable unstable
Figure 10: Stability of the traditional partitioned (TP) algorithm for the traveling wave solution for model problem
MP-VE for different values of δ = ρ¯/ρ with ρ = 1. As predicted by the theory, for any given value of δ, no matter
how large, the TP algorithm becomes unstable when the mesh is sufficiently fine.
scheme was stable for light, medium and heavy solids, and the scheme was second-order accurate in the
maximum-norm.
The AMP algorithm was described for the case of FSI problems with small perturbations in the solution
with respected to a fixed interface position. In future work, we plan to incorporate the AMP approxima-
tions into our deforming composite grid framework [1] that solves the full three-dimensional and nonlinear
incompressible Navier-Stokes equations and that supports large structural deformations.
Appendix A. Traveling wave exact solutions for the FSI model problems
In this section we present exact traveling wave solutions to the three FSI model problems MP-IA, MP-VA
and MP-VE defined in Section 4. In each case we look for traveling wave solutions of the form
v(x, y, t) = vˆ(y) ei(kx−ωt), p(x, y, t) = pˆ(y) ei(kx−ωt), u¯(x, y, t) = uˆ(y) ei(kx−ωt), (A.1)
for the fluid velocity, fluid pressure and solid displacement, respectively. The solutions are assumed to be
periodic in the horizontal coordinate x with wave number k, and have frequency ω (possibly complex) in
time t. Since the fundamental period in the horizontal direction is L we are interested in values of k that
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are integer multiples of 2pi/L. After substituting these forms into the governing equations, the result is a
system of ordinary differential equations for vˆ(y), pˆ(y) and uˆ(y) in terms of the vertical coordinate y subject
to homogeneous boundary and interface conditions. This system has non-trivial solutions (eigenfunctions)
provided ω and k are solutions of a certain determinant condition which defines the dispersion relation for
each model problem.
For the fluid solutions it is helpful to define
Ck = cosh(kH), Sk = sinh(kH), Cα = cosh(αH), Sα = sinh(αH),
where
α2 = k2 − iρω
µ
.
For the solid solutions we define
Ca = cosh(aH¯), Sa = sinh(aH¯), Cb = cosh(bH¯), Sb = sinh(bH¯),
where
a2 = k2 − ω
2
c¯2p
, b2 = k2 − ω
2
c¯2s
.
Appendix A.1. Traveling wave solution for MP-IA
Solutions of the system of ODEs and boundary conditions at y = −H and y = H¯ for the MP-IA model
problem can be written in the form
vˆ1(y) = iAf cosh(k(y +H)), vˆ2(y) = Af sinh(k(y +H)),
pˆ(y) =
iρω
k
Af cosh(k(y +H)), uˆ2(y) = As sinh(a(y − H¯)),
(A.2)
where Af and As are constants. Application of the interface conditions at y = 0 gives the matrix problem
MIA
[
Af
As
]
=
[
Sk −iωSa
iρωCk ρ¯c¯
2
pakCa
] [
Af
As
]
= 0.
For non-trivial solutions we require values of ω and k for which det(MIA) = 0. This condition leads to the
dispersion relation,
WIA(ω, k) = ρ¯c¯
2
pakSkCa − ρω2CkSa = 0. (A.3)
Given a solution of (A.3) for ω and k (usually values for k ∈ R and the other parameters are specified, and
then (A.3) becomes a nonlinear equation for ω), Af can be determined in terms of the free parameter As as
Af = iω
Sa
Sk
As.
We choose As so that the maximum displacement of the interface is equal to the real-valued amplitude
parameter u¯max, i.e., |uˆ2(0)| = u¯max. The real and imaginary parts of the solutions in (A.1) with component
coefficient functions given in (A.2) define real solutions to the model problem MP-IA.
An analysis of the dispersion relation in (A.3) shows that there is a plus-minus pair of real solutions for
ω satisfying 0 < |ω| < c¯p|k| if ρ¯/ρ < (kH¯) coth(kH), and there are an infinite number of real plus-minus
pairs satisfying |ω| > c¯p|k|. In the limit of large |ω|, it can be shown that these solutions have the asymptotic
form ω ∼ ±npic¯p/H¯ for large integers n. For example, if k = 2pi, ρ¯ = λ¯ = µ¯ = 0.1, H¯ = 0.5, ρ = 1 and
H = 1, then ω ≈ 3.36460699 is the one positive solution satisfying 0 < |ω| < c¯p|k|, while ω ≈ 15.5134370 is
the smallest positive solution satisfying |ω| > c¯p|k|.
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Appendix A.2. Traveling wave solution for MP-VA
Solution of the system of ODEs and boundary conditions at y = H for the viscous fluid domain of the
model problem MP-VA can be written in the form
vˆ1(y) = iAf
(
kSα cosh(ky) +D cosh(k(y +H))− αSk cosh(αy)
)
+
iαBf
k
(
kSα cosh(ky) +D cosh(α(y +H))− αSk cosh(αy)
)
,
vˆ2(y) = Af
(
kSα sinh(ky) +D sinh(k(y +H))− kSk sinh(αy)
)
,
+Bf
(
αSα sinh(ky) +D sinh(α(y +H))− αSk sinh(αy)
)
,
pˆ(y) =
iρω
k
[
Af
(
kSα cosh(ky) +D cosh(k(y +H))
)
+BfαSα cosh(ky)
]
,
(A.4)
where
D = αCαSk − kCkSα,
and Af and Bf are constants to be determined. Solutions of the system of ODEs and the boundary condition
at y = −H¯ for the solid domain can be taken as uˆ2(y) in (A.2) with constant As to be determined.
The three constants Af , Bf and As are determined by the three interface conditions for MP-VA. These
leads to the matrix equation
MVA
AfBf
As
 = 0,
where MVA = [mij ] ∈ C3×3 with
m11 = i(kSα − αSk +DCk), m12 = i
k
α(kSα − αSk +DCα), m13 = 0,
m21 = DSk, m22 = DSα, m23 = −iωSa,
m31 = iρ
ω
k
(kSα +DCk)− 2µ(k2Sα − kαSk +DkCk),
m32 = iρ
ω
k
αSα − 2µ(αkSα − α2Sk +DαCα),
m33 = ρ¯c¯
2
paCa.
For nontrivial solutions we require det(MVA) = 0, which leads to the dispersion relation
WVA(ω, k) = det(MVA) = 0. (A.5)
The precise form for WVA(ω, k) is messy and not particularly revealing, and so we suppress the details here.
(The form can be found readily using the given components of MVA and the symbolic program Maple,
for example, and then solved numerically.) Once a solution (ω, k) is found, the constants Af , Bf can be
determined in terms of As from [
m11 m12
m21 m22
] [
Af
Bf
]
= −As
[
m13
m23
]
.
The parameter As is an arbitrary constant and can be chosen, for example, so that |uˆ2(0)| = u¯max.
For the dispersion relation in (A.5) we have investigated solutions numerically. For a chosen set of
parameters of the problem, it appears that there are an infinite number of complex-valued solutions for ω.
For example, if k = 2pi, ρ¯ = λ¯ = µ¯ = 0.1, H¯ = 0.5, ρ = 1, µ = .02 and H = 1, then one solution is given by
the complex number ω ≈ (2.79247701,−0.746859802).
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Appendix A.3. Traveling wave solution for MP-VE
For the case of the model problem MP-VE we use the solutions in (A.4) for the fluid. As noted earlier,
these functions satisfy the system of ODEs in the fluid and the boundary condition at y = H. For the elastic
solid, we use
uˆ1 = As
(
− k2Sb cosh(ay) + D¯ cosh(a(y − H¯)) + abSa cosh(by)
)
+Bs
(
− k2Sb cosh(ay) + D¯ cosh(b(y − H¯)) + abSa cosh(by)
)
,
uˆ2 =
aAs
ik
(
− k2Sb sinh(ay) + D¯ sinh(a(y − H¯)) + k2Sa sinh(by)
)
+
kBs
ib
(
− abSb sinh(ay) + D¯ sinh(b(y − H¯)) + abSa sinh(by)
)
,
(A.6)
where
D¯ = k2CaSb − abCbSa.
The four constants Af , Bf , As and Bs are determined by the four interface conditions. These leads to the
matrix equation
MVE

Af
Bf
As
Bs
 = 0,
where MVE = [mij ] ∈ C4×4 has components
m11 = i(kSα − αSk +DCk), m12 = iα(kSα − αSk +DCα)/k,
m13 = iω(−k2Sb/D¯ + Ca + abSa/D¯), m14 = iω(−k2Sb/D¯ + abSa/D¯ + Cb),
m21 = DSk, m22 = DSα, m23 = −ωa/(kSa), m24 = −ωk/(bSb),
m31 = −2iµkDSk, m32 = −µ(iα2DSα/k + ikDSα), m33 = −2µ¯aSa, m34 = µ¯(−bSb − k2/bSb),
m41 = iρω(kSα +DCk)/k − 2µ(k2Sα − kαSk +DkCk), m42 = iρωαSα/k − 2µ(αkSα − α2Sk +DαCα),
m43 = −i(λ¯+ 2µ¯)(−a2kSb/D¯ + a2Ca/k + kabSa/D¯) + iλ¯k(−k2Sb/D¯ + Ca + abSa/D¯),
m44 = −i(λ¯+ 2µ¯)(−a2kSb/D¯ + kabSa/D¯ + kCb) + iλ¯k(−k2Sb/D¯ + abSa/D¯ + Cb).
Non-trivial solutions are obtained if ω and k satisfy the dispersion relation
WVE(ω, k) = det(MVE) = 0.
For a given solution of WVE(ω, k) = 0, the constants Af , Bf , As can be defined in terms of Bs fromm11 m12 m13m21 m22 m23
m31 m32 m33
AfBf
As
 = −Bs
m14m24
m34
 .
In this construction, the parameter Bs is an arbitrary constant. We choose Bs so that the maximum
displacement of the interface is u¯max, i.e. |uˆ(0)| =
√
uˆ21(0) + uˆ
2
2(0) = u¯max. The real and imaginary parts
of (A.1) with (A.4) and (A.6) define real solutions to the model problem MP-VE.
As in the previous case, we investigate solutions of WVE(ω, k) = 0 numerically. For example, if
k = 2pi, ρ¯ = λ¯ = µ¯ = 0.1, H¯ = 0.5, ρ = 1, µ = .02 and H = 1, then one solution is given by
ω ≈ (1.90532196,−0.652436711).
Appendix B. AMP time-stepping procedures
This section provides partial implementations of some of the procedures that appear in the AMP al-
gorithm described in Section 7. Let ∇h and ∆h denote discrete approximations to the operators ∇ and
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∆, respectively, and let Lni be the discretized form of the right-hand-side to the fluid momentum equation
defined by
Lni ≡ −
1
ρ
∇hpni +
µ
ρ
∆hv
n
i . (B.1)
Let ΩFh denote the set of grid point indices, i, corresponding to the interior, boundary and interface points of
the fluid domain. Similarly, let ΩSh denote the corresponding indices in the solid domain, and let Γh denote
the set of indices on the interface.
Procedure 1 Advance the fluid velocity from time tn−1 to tn, return a predicted velocity v(p)i .
This routine assigns interior, boundary and interface points.
1: procedure advanceFluid( vn−1i , p
n−1
i , v
n−2
i , p
n−2
i )
2: v
(p)
i = v
n−1
i + ∆t
(3
2
Ln−1i −
1
2
Ln−2i
)
, i ∈ ΩFh . (Adams-Bashforth).
3: return v
(p)
i
4: end procedure
Procedure 2 Advance the fluid velocity from tn−1 to tn given an approximation to the state at
tn. This routine assigns interior, boundary and interface points.
1: procedure correctFluid( v
(p)
i , p
(p)
i , v
n−1
i , p
n−1
i )
2: vni = v
n−1
i +
∆t
2
(
L
(p)
i + L
n−1
i
)
, i ∈ ΩFh . (trapezoidal rule).
3: return vni
4: end procedure
Procedure 3 Solve for the pressure at all grid points.
1: procedure solveFluidPressureEquation( vi, v¯i, σ¯ini, ˙¯vi )
2: . Solve the following system of equations for the pressure:
3: ∆hpi = 0, i ∈ ΩFh
4: −pi− z¯p∆t
ρ
ni ·∇hpi = −nTi τ ini +
µz¯p∆t
ρ
nTi (∇h×∇h×vi) +nTi σ¯ini + z¯p∆tnTi ˙¯vi, i ∈ Γh
5: return pi
6: end procedure
Notes: Line 4 is the Robin boundary condition for the pressure (26). In practice it is useful
to add a divergence damping term to the right-hand-side of the the pressure equation on line 3
following [5, 6].
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Procedure 4 Project the interface velocity (if β = 0 do not include traction terms).
1: procedure projectInterfaceVelocity( vi, pi, v¯i, σ¯ini, β )
2: nTi v
I
i =
zf
zf + z¯p
nTi vi +
z¯p
zf + z¯p
nTi v¯i +
β
z¯p + zf
(
nTi σ¯ini + pi − nTi τ ini
)
, i ∈ Γh
3: eTmv
I
i =
zf
zf + z¯s
eTmvi +
z¯s
zf + z¯s
eTmv¯i +
β
z¯s + zf
(
eTmσ¯ini − eTmτ ini
)
, m = 1, 2, i ∈ Γh
4: return vIi
5: end procedure
Procedure 5 Apply the boundary conditions on the fluid velocity. Return the interface velocity
and traction.
1: procedure assignFluidVelocityBoundaryConditions( vi, pi, v¯i, σ¯ini )
2: . Solve the following equations to determine vi on the boundary and ghost line.
3: ρeTm(vi − vni )/∆t+ (µ/2)eTm
(
∆hvi + ∆hv
n
i
)
= (1/2)eTm
(∇hpi +∇hpni ), i ∈ Γh,
4: z¯se
T
mvi + µe
T
m(∇hvi + (∇hvi)T )ni = eTmσ¯ini + z¯seTmv¯i, i ∈ Γh . (Eqn (25))
5: ∇h · vi = 0, i ∈ Γh,
6: . Determine the new interface values.
7: vIi = vi, (σn)
I
i = −pini + τ ini, i ∈ Γh
8: return (vIi , (σn)
I
i )
9: end procedure
Note: When the velocity is advanced treating µ∆v explicitly in time, the AMP boundary con-
dition (25) (line 4) is combined with the interior equation on the boundary (line 3) to determine
values on the boundary and first ghost line. This is done since for small z¯s, equation (25) can be
thought of as primarily determining the ghost values, while for large z¯s equation (25) primarily sets
the boundary value. When µ∆v is treated implicitly in time, equation (25) is incorporated directly
into the implicit system, to the same effect.
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