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Abstract: The K sample problem for high-dimensional vector time series is studied, especially focusing on sen-
sor data streams, in order to analyze the second moment structure and detect changes across samples and/or across
variables cumulated sum (CUSUM) statistics of bilinear forms of the sample covariance matrix. In this modelK inde-
pendent vector time series YT,1, . . . ,YT,K are observed over a time span [0, T ], which may correspond to K sensors
(locations) yielding d-dimensional data as well as K locations where d sensors emit univariate data. Unequal sample
sizes are considered as arising when the sampling rate of the sensors differs. We provide large sample approximations
and two related change-point statistics, a sums of squares and a pooled variance statistic. The resulting procedures are
investigated by simulations and illustrated by analyzing a real data set.
Keywords: Brownian motion; Change-points; Data science; Linear process; Multivariate analysis; Sensor moni-
toring; Strong approximation; Time Series.
1. INTRODUCTION
In this paper we study the K sample problem for high-dimensional data vectors assuming a time series
framework and consider the problem to test for a change in the covariance matrix of the observed variables.
This setting has many potential applications in big data analysis and data science in diverse areas such as
internet data, finance, health science, climate research or in the field of production engineering used to
illustrate the proposed methods by analyzing a real data set from the UCI Machine Learning Repository.
Data sampled from sensor devices emitting data at certain sampling rates are pervasive in those areas and
often lead to high-dimensional correlated time series thus motivating our work. Observing data from a large
number of sensors located at K locations easily fits into the studied framework, and the model assumptions
as well as the sampling mechanism are somewhat tailored to this type of data. Nevertheless, the methods
can be used to analyze quite general K-sample time series data.
Let us assume that a high-dimensional time series of such sensor-type data, {Yt}, is observed at, say
d = dT , sensors which are located at K ∈ N distinct locations (sites). This formulation corresponds to a
single input single output system, for example, when dT sensors measure the same univariate quantity (such
as speed, temperature or pressure), but our framework also applies to single input multiple output systems,
where instead K sensors at K locations (defining the samples) generate a dT -dimensional correlated output
signal. The sensors measure the underlying quantity within a time interval [0, T ] for some T > 0 at a site-
specific sampling frequency ωj , j = 1, . . . ,K, leading to sample sizes N1, . . . , NK . Our asymptotics is for
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fixed sampling frequencies and T → ∞ when Nj ∼ N where N is the total sample size. We consider a
linear process time series framework for the data, which represents a natural model for sensor data, see, e.g.,
Mari (2005), and, as shown in Steland (2019), covers a wide class of vector autoregressive moving average
(VARMA) models with colored noise, amongst others. Linear processes are also a common framework in
high-dimensional statistics, see, e.g., Bai and Saranadasa (1996), Wu et al. (2010) or Wu and Min (2005).
A common way to analyze high-dimensional data relies on projecting the given dataset onto a lower
dimensional subspace and working with the projections instead of the high-dimensional vector itself. Well
known examples for this procedure are principal component analysis (PCA), where one projects onto the
eigenspaces associated to the covariance matrix ΣN , portfolio optimization, where the risk of the variance-
minimal portfolio is given by such a projection statistic of the vector of asset returns, or data compression
by projecting onto some known basis.
When one is interested in drawing inference on the second moment structure of these projections,
quadratic forms w′ΣNw and more generally bilinear forms v′ΣNw, where v,w ∈ Rd are weighting
vectors and ΣN is the variance-covariance matrix of {Yt}, appear naturally. Especially, if v = w is an
eigenvector, the quadratic form is the associated eigenvalue leading to a method to draw inference on the
eigenvalue structure. Other choices may correspond to variable selection, e.g., using projections derived
from LASSO regressions.
The canonical nonparametric estimator for these bilinear forms is v′ΣˆNw, where ΣˆN is the sample
variance-covariance matrix. It is, however, well known that ΣˆN is not a consistent estimator - and the
same applies to the associated estimated eigenvalues and eigenvectors - when the dimension d of the data
is allowed to grow in an arbitrary way as the sample size N increases, i.e. when usual assumptions such as
d/N → y ∈ (0, 1), N → ∞, do not hold (cf. Bai and Yin (2008), Silverstein (1985) or Yin et al. (1988)),
except additional assumptions are made. For bilinear statistics of the form v′ΣNw studied here, we also
need to impose certain assumptions such as `1-sparseness, but there is no constraint on the growth of the
dimension.
As estimated eigenvectors are an attractive choice for the projection vectors vN ,wN when the problem
of interest does not provide other guidance, let us briefly discuss some results on consistency of such es-
timators, although the literature on this subject is not yet matured and usually considers high-dimensional
i.i.d. samples instead of time series. But these results indicate that `q-sparsity assumptions, q ≤ 2, are quite
common for high-dimensional data. For further discussion see Steland (2019). Classical PCA is known to
be valid in spiked covariance models, cf. Yata and Aoshima (2013), where the leading eigenvalues are larger
than the remaining spectrum, and then can yield consistent estimates of the eigenvectors of ΣN . For fixed
eigenvalues Birnbaum et al. (2013) have shown consistency under `q-constraints on the true eigenvectors.
Further, under a joint `0-constraints on the rows of the matrix of eigenvectors consistent estimators have
been studied by Cai et al. (2015). In view of these results our assumptions on the projection vectors are not
too restrictive, although the recent asymptotic results of Wang and Fan (2017) for estimated eigenstructures,
which require diverging eigenvalues, may not be directly applicable.
Focusing on the statistical problem to test for the presence of a change in the covariance structure, we
study a CUSUM and a sum of squares (SSQ) statistic associated to a bilinear form of the sample covariance
matrices. These statistics are related to bilinear forms of simple partial sums as arising when calculating the
sample covariance matrix, such that large sample approximations of those partial sums yield the required
approximations to construct statistical procedures. In Steland and von Sachs (2017), using martingale ap-
proximation techniques and building upon the results of Kouritzin (1995) and Philipp (1986), appropriate
approximations have been derived. They hold without any constraint on the ratio of dimension and sample
size as long as the weighting vectors v,w are uniformly `1 - bounded. For standardized versions using
homogeneous estimators one may even use uniformly `2-bounded vectors.
The present article contributes by extending these results to a K - sample setting, studying CUSUM
and SSQ change-point statistics in detail and elaborating on the pervasive case of sensor data. We de-
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rive approximation results for the SSQ error processes and for bilinear forms based on the pooled sample
variance-covariance matrix as an alternative approach. These approximations are then used to construct the
two change-point tests, which aim at testing for the presence of a change (or structural break) in the covari-
ance structure of sensor-type data in situations where a change may only affect a subset or all the given data,
but there is no information which specific sample is affected.
Finite sample properties in terms of size and the detection power, of both procedures are investigated by
simulations. Further, the methods are illustrated by analyzing a real data set.
The paper is organized as follows. In Section 2 we will present the details of the used model and the
necessary assumptions. Section 3 treats weak approximation results for sum of squared error processes
based on the original bilinear forms of Steland and von Sachs (2018) and corresponding results for bilinear
forms which are based on the pooled sample covariance matrix. The change-point tests are then introduced
in Section 4. Results from extensive simulation studies are reported in Section 5. Section 6 illustrates the
test by analyzing a real data set from production engineering. Proofs are provided in Section 7.
2. MODEL AND MAIN ASSUMPTIONS
To ease presentation, we stick to the single input single output sensor model. So let us assume that we have
access to the information generated by dT ∈ N sensors within each of K ∈ N different locations. At each
of these K locations the dT sensors quantitatively measure some underlying process {j,k : k ∈ Z}, j =
1, . . . ,K, within the time interval [0, T ] for some T > 0, and then generate samples of output signals
YT,j,1, . . . ,YT,j,Nj , j = 1, . . . ,K,
of sample size Nj ∈ N with a certain, possibly location-specific, sampling frequency ωj ∈ (0, 1]. Then the
output signals are dT - dimensional random vectors, i.e.
YT,j,i =
(
Y
(1)
T,j,i, . . . , Y
(dT )
T,j,i
)′
, i = 1, . . . , Nj , j = 1, . . . ,K,
defined on probability spaces (Ω(j),F (j), P (j)) for j = 1, . . . ,K, and as the sampling frequencies are
allowed to be different for each location, the resulting sample sizes, given by Nj = bωjT c, j = 1, . . . ,K,
may also be different. The output at time i of the νth sensor (the νth coordinate of YT,j,i) at location j is
assumed to follow a causal linear process (or filter) with real coefficients {c(ν)T,j,l : l ≥ 0}, i.e.,
Y
(ν)
T,j,i =
∞∑
l=0
c
(ν)
T,j,lj,i−l, i = 1, . . . , Nj , ν = 1, . . . , dT , j = 1, . . . ,K. (2.1)
As well known, causal linear filters are a standard model for sensor measurements often justified by the
underlying circuits, see e.g., Mari (2005). For results on time series models which can be represented resp.
approximated by (2.1), e.g. spiked covariance models and VARMA models, see Steland (2019).
We impose the following assumptions. The coefficients {c(ν)T,j,l : l ∈ N0}, ν = 1, . . . , dT , j = 1, . . . ,K,
in (2.1) are assumed to satisfy the decay condition
sup
T>0
max
1≤ν≤dT
|c(ν)T,j,l|2 = O(min{l−
3
2
−ϑj , 1}), l ∈ N0, j = 1, . . . ,K, (2.2)
for some ϑj ∈
(
0, 12
)
, and the underlying innovation processes {j,k}k∈Z are supposed to be K independent
sequences of independent random variables with
E(j,k) = 0, E(
2
j,k) = σ
2
j,k ∈ (0,∞) and sup
k∈Z
E|j,k|4+δj <∞
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for some δj > 0, j = 1, . . . ,K, such that we end up in a K independent sample framework. With the as-
sumption on the decay rate of the coefficients we not only cover short memory processes such as ARMA(p,q)
- models, but also many long-range dependent series. We refer to Steland and von Sachs (2017) and Steland
(2019) for discussions on this assumption.
Since we are interested in the second-moment structure of the high-dimensional output signals {YT,j,i}, we
further assumeE(YT,j,i) = 0 for all i ∈ {1, . . . , Nj}, j = 1, . . . ,K, and define the (dT ×dT ) - dimensional
sample variance-covariance matrices
Σˆ
(j)
T =
1
Nj
Nj∑
i=1
YT,j,iY
′
T,j,i, j = 1, . . . ,K,
which estimate the population variance-covariance matrices
Σ
(j)
T = E
(
Σˆ
(j)
T
)
=
1
Nj
Nj∑
i=1
E(YT,j,iY
′
T,j,i), j = 1, . . . ,K,
and the pooled sample variance-covariance matrix
ST =
1
N
K∑
j=1
Nj∑
i=1
YT,j,iY
′
T,j,i =
1
N
K∑
j=1
NjΣˆ
(j)
T ,
where N =
∑K
j′=1Nj′ is the total sample size. Note that these matrices depend on the time horizon T
through the sample sizes Nj and that the following asymptotic results will hold for T →∞, which directly
implies Nj →∞ for all j = 1, . . . ,K.
3. ASYMPTOTICS
The approximations are in terms of strong or weak approximations by Gaussian processes, which hold true
for equivalent versions defined on a new probability space, on which the approximating process is also
defined. Throughout the paper, we indicate those (equivalent) processes defined on the new space by a .˜ We
shall, however, also describe how one may construct these approximations on the original probability space.
3.1. Approximations for the Sum of Squares Statistic
As a preparation, let us introduce the following quantities. For kj ∈ N with kj ≤ Nj define theK (dT ×dT )
- dimensional matrix - valued partial sums
Σˆ
(j)
T,kj
=
kj∑
i=1
YT,j,iY
′
T,j,i, and Σ
(j)
T,kj
=
kj∑
i=1
E(YT,j,iY
′
T,j,i), j = 1, . . . ,K.
Further let Σˆ(j)T (tj) = N
−1
j
∑btjNjc
i=1 YT,j,iY
′
T,j,i and Σ
(j)
T (tj) = E(Σˆ
(j)
T (tj)) for tj ∈ [0, 1], such that
Σˆ
(j)
T (1) is the sample covariance matrix of the jth sample. In a first step we shall study the bilinear form
D
(j)
T,kj
= v′T,j
(
Σˆ
(j)
T,kj
−Σ(j)T,kj
)
wT,j , kj ≥ 1, (3.1)
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which appears naturally when analyzing the covariance of projections v′T,jYT,j,i and w
′
T,jYT,j,i, where
vT,j ,wT,j ∈ RdT are uniformly `1 - bounded weighting vectors, i.e.
sup
T>0
‖vT,j‖`1 <∞, sup
T>0
‖wT,j‖`1 <∞.
Note that (3.1) represents the error between the data driven bilinear form based on Σˆ(j)T and the bilinear
form based on the population covariance matrix Σ(j)T . Further let
D(j)T (tj) = N−1/2j v′T,j
(
Σˆ
(j)
T,btjNjc −Σ
(j)
T,btjNjc
)
wT,j (3.2)
=
√
Njv
′
T,j
(
Σˆ
(j)
T (tj)−Σ(j)T (tj)
)
wT,j , tj ∈ [0, 1], T > 0,
be the scaled ca`dla`g - process associated to (3.1) and also define the bridge process
∆
(j)
T (tj) = D(j)T
(btjNjc
Nj
)
− btjNjc
Nj
D(j)T (1), tj ∈ [0, 1], T > 0. (3.3)
For a stationary vector time series this process does not depend on the population variance-covariance ma-
trix Σ(j)T .
Let us introduce the long-run variance (LRV) parameters α2j
α2j = α
2
j ({vT,j ,wT,j}) = lim
T→∞
Var
 1√
Nj
Nj∑
kj=0
ηT,j,kj
 , j = 1, . . . ,K,
associated to the univariate time series
ηT,j,kj =
(
v′T,jYT,j,kj
) (
w′T,jYT,j,kj
)− E ((v′T,jYT,j,kj) (w′T,jYT,j,kj)) , kj ≥ 1,
for j = 1, . . . ,K. To exclude degenerate cases, we assume in the sequel that
α2j > 0, j = 1, . . . ,K. (3.4)
For the sum of squares associated to the bilinear forms,
∑K
j=1
(
D
(j)
T,kj
)2
, we have the following approx-
imation result. The approximation depends on the long-run-variance parameters α2j whose estimation will
be discussed at the end of this section.
Theorem 3.1. Let (vT,j ,wT,j) ∈ RdT × RdT be K pairs of uniformly `1 - bounded weighting vectors
and YT,j,i be a vector time series following model (2.1). Then, for any T > 0, there exist K new prob-
ability spaces (Ω˜(j), F˜ (j), P˜ (j)), j = 1, . . . ,K, on which one may define an equivalent version of D(j)T,kj
and thus of D(j)T (tj), tj ≥ 0, denoted by D˜(j)T,kj and D˜
(j)
T (tj), and independent standard Brownian mo-
tions {B˜(j)T (tj) : tj ≥ 0}, j = 1, . . . ,K, which depend on the weighting vectors (vT,j ,wT,j), i.e.
B˜
(j)
T (tj) = B˜
(j)
T (tj ,vT,j ,wT,j), such that for some λj > 0 and constants CT,j < ∞, j = 1, . . . ,K,
on the product space (Ω˜, F˜ , P˜ ) of the K probability spaces (Ω˜(j), F˜ (j), P˜ (j)) it holds for all kj ∈ N with
kj ≤ Nj ∣∣∣∣∣∣
K∑
j=1
(
D˜
(j)
T,kj
)2 − K∑
j=1
(
αT,jB˜
(j)
T (kj)
)2∣∣∣∣∣∣ =
K∑
j=1
αT,jOP
(
C˜T,jk
1−λj
j
)
, P˜ − a.s., (3.5)
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where C˜T,j = max{C2T,j , CT,j}. If additionally αT,j → α∗j ∈ (0,∞) and C˜T,jN−λjj = o(1) for j =
1, . . . ,K as T →∞, then we have the weak approximations
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
D˜(j)T (tj)
)2 − K∑
j=1
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ = oP (1), T →∞, (3.6)
and
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
∆˜
(j)
T (tj)
)2 − K∑
j=1
[
αT,jB˜
(j)
T
(btjNjc
Nj
)]2∣∣∣∣∣∣ = oP (1), T →∞, (3.7)
where B˜
(j)
T (tj) = B˜
(j)
T (tj)− tjB˜(j)T (1), tj ∈ [0, 1], j = 1, . . . ,K, is a Brownian bridge.
The above approximations carry over to the standardized statistics.
Corollary 3.1. Given the assumptions of Theorem 3.1, such that in particular the weak approximations
(3.6) and (3.7) hold. Then we also have
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
1
αT,j
D˜(j)T (tj)
)2
−
K∑
j=1
(
B˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ = oP (1), T →∞, (3.8)
and
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
1
αT,j
∆˜
(j)
T (tj)
)2
−
K∑
j=1
[
B˜
(j)
T
(btjNjc
Nj
)]2∣∣∣∣∣∣ = oP (1), T →∞. (3.9)
Here the approximating function of Brownian motions in (3.8) satisfies
K∑
j=1
(
B˜
(j)
T
(btjNjc
Nj
))2
d
=
K∑
j=1
ξ
(j)
T , ξ
(j)
T ∼ Γ
(
1
2
, 2
btjNjc
Nj
)
.
Explicit expressions for the pdf and cdf of
∑K
j=1 ξ
(j)
T can be found in Moschopoulos (1985). However, in
the special case tj = 1 and Nj = N˜ ∈ N for all j = 1, . . . ,K this simplifies to
K∑
j=1
(
B˜
(j)
T (1)
)2 ∼ χ2(K).
For our change-point test in the next section we will use the following Corollary.
Corollary 3.2. Suppose that the assumptions of Theorem 3.1 hold, which especially imply the weak approx-
imations (3.6) and (3.7). Then we have∣∣∣∣∣∣
K∑
j=1
max
kj≤Nj
(
1
αT,j
D˜(j)T
(
kj
Nj
))2
−
K∑
j=1
max
kj≤Nj
(
B˜
(j)
T
(
kj
Nj
))2∣∣∣∣∣∣ = oP (1), (3.10)
and ∣∣∣∣∣∣
K∑
j=1
max
kj≤Nj
(
1
αT,j
∆˜
(j)
T
(
kj
Nj
))2
−
K∑
j=1
max
kj≤Nj
(
B˜
(j)
T
(
kj
Nj
))2∣∣∣∣∣∣ = oP (1), (3.11)
as T →∞.
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Since, for j ∈ {1, . . . ,K} and y > 0,
P˜ (j)
(
sup
tj∈[0,1]
(
B˜(j) (tj)
)2 ≤ y) = P˜ (j)
( sup
tj∈[0,1]
∣∣∣B˜(j)(tj)∣∣∣)2 ≤ y

= P˜ (j)
(
sup
tj∈[0,1]
∣∣∣B˜(j) (tj)∣∣∣ ≤ √y)
(and similarly for B(j)), the distributions of the approximating function of Brownian motions in (3.10) and
(3.11) are given through K convolutions of the independent marginal distributions, which can be calculated
using the reflection principle for Brownian motions in the case of (3.10) and the well known Kolmogorov
distribution in the case of (3.11). The following explicit formulas for the marginal distributions can be found
in Shorack (2000):
P˜ (j)
(
sup
tj∈[0,1]
∣∣∣B˜(j) (tj)∣∣∣ ≤ √y) = 4
pi
∞∑
lj=0
(−1)lj
2lj + 1
exp
(
−(2lj + 1)
2pi2
8y
)
P˜ (j)
(
sup
tj∈[0,1]
∣∣∣∣B˜(j) (tj)∣∣∣∣ ≤ √y
)
=
√
2pi
y
∞∑
lj=1
exp
(
−(2lj − 1)
2pi2
8y
)
It remains to discuss whether the weak approximation results of Theorem 3.1 also hold true on the original
probability space, the product space (Ω,F , P ) of the K original probability spaces (Ω(j),F (j), P (j)), j =
1, . . . ,K. This can be achieved as long as one can define a new uniformly distributed random variable.
Theorem 3.2. Suppose that the assumptions of Theorem 3.1 hold, which especially imply the weak approx-
imations (3.6) and (3.7). If the underlying probability space (Ω,F , P ) is rich enough to carry, in addition
to the K vector time series {YT,j,i : 1 ≤ i ≤ Nj , Nj ≥ 1}, j = 1, . . . ,K, a uniform random variable
U that is independent of (D(j)T (•))Kj=1, then the weak approximation results (3.6) and (3.7) in Theorem 3.1
also hold on (Ω,F , P ). This means, on (Ω,F , P ) there exist K Brownian motions {B(j)T (tj) : tj ≥ 0}
with {B(j)T (tj) : tj ≥ 0}
d
= {B˜(j)T (tj) : tj ≥ 0}, such that
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
D(j)T (tj)
)2 − K∑
j=1
(
αT,jB
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ = oP (1) (3.12)
and
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
∆
(j)
T (tj)
)2 − K∑
j=1
(
αT,jB
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ = oP (1) (3.13)
as T →∞, where B(j)T (tj) = B(j)T (tj)− tjB(j)T (1), tj ∈ [0, 1], j = 1, . . . ,K, are Brownian bridges.
Clearly, Theorem 3.2 also ensures that the approximations in Corollary 3.1 and 3.2 hold for the original
processes on (Ω,F , P ). Especially,∣∣∣∣∣∣
K∑
j=1
max
kj≤Nj
(
1
αT,j
D(j)T
(
kj
Nj
))2
−
K∑
j=1
max
kj≤Nj
(
B
(j)
T
(
kj
Nj
))2∣∣∣∣∣∣ = oP (1) (3.14)
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and ∣∣∣∣∣∣
K∑
j=1
max
kj≤Nj
(
1
αT,j
∆
(j)
T
(
kj
Nj
))2
−
K∑
j=1
max
kj≤Nj
(
B
(j)
T
(
kj
Nj
))2∣∣∣∣∣∣ = oP (1). (3.15)
3.2. Approximations for the Pooled Sample Variance-Covariance Matrix
Let us now study approximations for bilinear forms based on the pooled sample variance-covariance matrix
ST . For kj ∈ N with kj ≤ Nj let us define the (dT × dT ) - dimensional matrix - valued partial sum
ST,k1,...,kK =
K∑
j=1
kj∑
i=1
YT,j,iY
′
T,j,i =
K∑
j=1
Σˆ
(j)
T,kj
.
Moreover we need to define the bilinear form
DT,k1,...,kK = v
′
T (ST,k1,...,kK − E(ST,k1,...,kK ))wT , kj ≤ Nj , (3.16)
and the associated ca`dla`g - process
DT (t1, . . . , tK) = 1√
N
v′T (ST,bt1N1c,...,btKNKc − E(ST,bt1N1c,...,btKNKc))wT (3.17)
for t1, . . . , tK ∈ [0, 1], where, again, vT ,wT ∈ RdT are uniformly `1 - bounded weighting vectors. Now,
however, it is important to note that we take the same weighting vectors vT andwT for all of theK locations
as the pooled sample variance-covariance matrix ST can be represented as a convex combination of the K
sample variance-covariance matrices Σˆ(j)T . Therefore, by building bilinear forms of ST we extract the same
information from all of the K samples simultaneously.
Theorem 3.3. Let vT ,wT ∈ RdT be uniformly `1 - bounded weighting vectors and YT,j,i be a vec-
tor time series following the given model structure of the previous section. Then, for any T > 0, on
a richer probability space, say (Ω˜, F˜ , P˜ ), there exists an equivalent version of DT,k1,...,kK and thus of
DT (t1, . . . , tK), t1 . . . , tK ≥ 0, denoted by D˜T,k1,...,kK and D˜T (t1, . . . , tK), and K independent Brown-
ian motions {B˜(j)T (tj) : tj ≥ 0}, j = 1, . . . ,K, which depend on the weighting vectors (vT ,wT ), i.e.
B˜
(j)
T (tj) = B˜
(j)
T (tj ,vT ,wT ), and have variances
E(B˜
(j)
T (tj))
2 = α2T,jtj , α
2
T,j = α
2
T,j(vT ,wT ) > 0, tj ≥ 0,
such that for all k1, . . . , kK ∈ N with kj ≤ Nj for all j = 1, . . . ,K a.s.
∣∣∣D˜T,k1,...,kK − G˜T (k1, . . . , kK)∣∣∣ ≤ K∑
j=1
CT,jk
1
2
−λj
j , (3.18)
where CT,j < ∞ are constants, λj > 0 for j = 1, . . . ,K and {G˜T (t1, . . . , tK) : t1, . . . , tK ≥ 0} is a
Gaussian process given by
G˜T (t1, . . . , tK) =
K∑
j=1
αT,jB˜
(j)
T (tj),
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with mean zero and covariance function
γG˜T (s, t) = Cov (G˜T (s1, . . . , sK), G˜T (t1, . . . , tk)) =
K∑
j=1
α2T,j min{sj , tj},
for s = (s1, . . . , sK)′, t = (t1, . . . , tK)′ with sj , tj ≥ 0 for j = 1, . . . ,K. If additionally CT,jN−λjj = o(1)
and NjN → κj ∈ (0, 1] for all j = 1, . . . ,K as T →∞, then we also have
sup
t∈[0,1]K
∣∣∣∣D˜T (t1, . . . , tK)− G˜T (bt1N1cN , . . . , btKNKcN
)∣∣∣∣ = o(1), (3.19)
P˜ -a.s., for T →∞.
Remark 3.1. (i) The above strong approximation result (3.19) is based on K independent approximations
of the bilinear forms based on the sample variance-covariance matrix of each separate sample by their
respective Brownian motion B˜(j)T , as shown by Steland and von Sachs (2017), and thus (Ω˜, F˜ , P˜ ) is the
product space of the probability spaces of the K Brownian motions B˜(j)T , j = 1, . . . ,K.
(ii) The assumption of independent samples is required and cannot be weakened easily. It is, however, a
routine assumption for K sample problems.
Next we present some special cases of the previous Theorem.
Corollary 3.3. Let the conditions of Theorem 3.3 hold and suppose that additionally αT,j → α∗j ∈ (0,∞)
for all j = 1, . . . ,K as T →∞. Then we have
(i) the strong approximation
sup
t∈[0,1]K
∣∣∣∣D˜∗T (t1, . . . , tK)− G˜∗T (bt1N1cN , . . . , btKNKcN
)∣∣∣∣ = o(1), (3.20)
P˜−a.s., as T → ∞ for the scaled process D˜∗T (t1, . . . , tK) = (
∑K
j′=1 α
2
T,j′)
−1/2D˜T (t1, . . . , tK),
t1, . . . , tK ≥ 0, where
G˜∗T (u1, . . . , uK) =
1√∑K
j′=1 α
2
T,j′
G˜T (u1, . . . , uK) , u1, . . . , uK ≥ 0,
is again a Gaussian process with mean zero and covariance function
γG˜∗T (u, s) = Cov (G˜
∗
T (u1, . . . , uK), G˜∗T (s1, . . . , sK)) =
1∑K
j′=1 α
2
T,j′
K∑
j=1
α2T,j min{uj , sj}
for u = (u1, . . . , uK)′, s = (s1, . . . , sK)′ with uj , sj ≥ 0 for j = 1, . . . ,K,
(ii) the central limit theorem
N√∑K
j′=1 α
2
T,j′Nj′
v′T (ST − E(ST ))wT d−→ N (0, 1), T →∞, (3.21)
for the original bilinear form defined on the product space (Ω,F , P ) of the original K probability
spaces (Ω(j),F (j), P (j)) based on the original processes {YT,j,i : i ≥ 1}.
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The above results are usually not directly applicable, since they require us to know the covariance ma-
trices Σ(j)T = E(
ˆ˜Σ
(j)
T ), j = 1, . . . ,K. Having in mind the application to change-point testing, we replace
them by the sample analogs N−1/2j D(j)T (1) leading to the the bridge process
∆T (t1, . . . , tK) = DT (t1, . . . , tK)− 1√
N
K∑
j=1
btjNjc√
Nj
D(j)T (1), t1, . . . , tK ∈ [0, 1].
The following theorem yields an approximation by the corresponding Gaussian bridge process. It pro-
vides the approximation of the associated change-point test statistic under the null hypothesis of equal
covariance matrices across samples, since then
∆T (t1, . . . , tK) =
1√
N
K∑
j=1
v′T
(
Σˆ
(j)
T,btjNjc − btjNjcΣˆ
(j)
T
)
wT , T ≥ 1.
Theorem 3.4. Given the assumptions and the constructions of Theorem 3.3, especially the strong approxi-
mation (3.19), we have
sup
t∈[0,1]K
∣∣∣∆˜T (t1, . . . , tK)− Γ˜T (t1, . . . , tK)∣∣∣ = o(1), (3.22)
P˜ -a.s., for T →∞, where
Γ˜T (t1, . . . , tK) = G˜T
(bt1N1c
N
, . . . ,
btKNKc
N
)
− 1√
N
K∑
j=1
btjNjc√
Nj
αT,jB˜
(j)
T (1)
d
=
K∑
j=1
αT,j
√
Nj
N
[
B˜
(j)
T
(btjNjc
Nj
)
− btjNjc
Nj
B˜
(j)
T (1)
]
.
Observe that here Γ˜T can be represented as a scaled sum of independent Brownian bridges.
Lastly, let us formulate the following CUSUM - Corollary which will be used in the next section in order to
conduct our change-point test. We formulate it for the equivalent versions.
Corollary 3.4. Suppose that the assumptions of Theorem 3.3 hold implying the strong approximation (3.19).
Also letMT =
{
(k1, . . . , kK) ∈ NK0 : k1 ≤ N1, . . . , kK ≤ NK
}
. Then we have∣∣∣∣ maxk∈MT
∣∣∣∣D˜T ( k1N1 , . . . , kKNK
)∣∣∣∣− maxk∈MT
∣∣∣∣G˜T (k1N , . . . , kKN
)∣∣∣∣∣∣∣∣ = o(1) (3.23)
and ∣∣∣∣ maxk∈MT
∣∣∣∣∆˜T ( k1N1 , . . . , kKNK
)∣∣∣∣− maxk∈MT
∣∣∣∣Γ˜T ( k1N1 , . . . , kKNK
)∣∣∣∣∣∣∣∣ = o(1), (3.24)
P˜ -a.s., for T →∞.
Again, the above approximations can be constructed on the original probability space under weak addi-
tional assumptions. For brevity of presentation, we omit details and refer the reader to Mause (2020).
Theorem 3.5. Suppose that the assumptions of Theorem 3.3 hold. If the underlying probability space carries
a uniform random variable U that is independent from ST , then the approximations (3.19), (3.20), (3.23)
and (3.24) hold for the original processes in probability.
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3.3. Estimation of the Unknown LRV Parameters
In order to use the large approximations derived in the above results, we need estimators for the asymptotic
variance parameters α2j . Here we may apply the results obtained in Steland and von Sachs (2017): Let
mT,j , T ≥ 1 be a sequence of lag truncation constants and {wmT,j ,j,h : h ∈ Z,mT,j ∈ N, j = 1, . . . ,K}
be weights satisfyingwmT,j ,j,h → 1 asmT,j →∞ for all h ∈ Z and 0 ≤ wmT,j ,j,h ≤Wj for some constants
Wj , j = 1, . . . ,K and all mT,j ≥ 1, h ∈ Z. If additionally sup1≤ν |c(ν)T,j,l| = O(max{l−1−δj , 1}), {j,k}k
is i.i.d. with maxk E|j,k|8 < ∞ and mT,j → ∞ with m2T,j/T → 0 as T → ∞ then, in Steland and von
Sachs (2017) the L1-consistency of the following Bartlett type estimator
αˆ2T,j = αˆ
2
T,j(vT,j ,wT,j) = Γˆ
(j)
T (0) + 2
mT,j∑
h=1
wmT,j ,hΓˆ
(j)
T (h), (3.25)
for α2j , has been shown, where for |h| < Nj ,
Γˆ
(j)
T (h) =
1
Nj
Nj−|h|∑
i=1
[
(v′T,jYT,j,i)(w
′
T,jYT,j,i)− µˆT,j
] [
(v′T,jYT,j,i+|h|)(w
′
T,jYT,j,i+|h|)− µˆT,j
]
and µˆT,j = N−1j
∑Nj
r=1(v
′
T,jYT,j,r)(w
′
T,jYT,j,r) for j = 1, . . . ,K.
4. CHANGE-POINT TESTS
We aim at testing a-posteriori (i.e. off-line) whether there is a change in the covariances of at least one
sample (location) assuming that all coordinates (sensors) are affected by the change at the same time. This
situation occurs, for example, when considering a solar park with K stations of sensors measuring the
maximum power output of dT photovoltaic modules that they are attached to, and a change of weather or
a failure of a solar inverter may affect only a part of the K stations. This means, there is no information
assumed about the specific location.
The proposed test statistics are global tests in that they summarize the data from all samples. They
also have power when only a fraction of the sensors resp. data vectors are affected by a change and/or are
affected at different time points. Such cases can be treated by splitting samples and considering, in addition
to the global tests, change-point tests and estimates as in Steland and von Sachs (2017) and Steland (2019)
for each sample separately. For simplicity and brevity of presentation, we do not elaborate on these issues in
greater detail. Further note that, within our framework, a change can be due to changes in the coefficients,
changes in the variances of the innovations or both. However, the proposed test statistics do not require to
estimate fit a time series model, which can be challenging and time-consuming, as all statistics are directly
and easily computable from the data.
The change-point testing problem of interest can be formulated as follows: We aim at testing the null
hypothesis
H0 : YT,j,1, . . . ,YT,j,Nj is a stationary time series with E(YT,j,i) = 0,
Cov (YT,j,i) = Σ
(j)
T,0 for all i = 1, . . . , Nj and all locations j = 1, . . . ,K,
against the alternative hypothesis
H1 : There exists some ∅ 6= J ⊆ {1, . . . ,K}, such that for all j˜ ∈ J there exists some
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τ∗
j˜
∈ {1, . . . , Nj˜}, such that YT,j˜,1, . . . ,YT,j,τ∗j˜ is a stationary time series with
E(YT,j˜,i) = 0 and Cov (YT,j˜,i) = Σ
(j˜)
T,0 for all 1 ≤ i ≤ τ∗j˜
and YT,j˜,τ∗
j˜
+1, . . . ,YT,j˜,Nj is a stationary time series with E(YT,j˜,i) = 0 and
Cov (YT,j˜,i) = Σ
(j˜)
T,1 for all τ
∗
j˜
+ 1 ≤ i ≤ Nj˜ , where Σ(j˜)T,0 6= Σ(j˜)T,1.
Under the alternative, the set J is the subset of sample indices that are affected by the change, and for each
j˜ ∈ J this change occurs at index τ∗
j˜
within the j˜-th data series YT,j˜,1, . . . ,YT,j˜,Nj˜ , which corresponds to
the (physical) time point tcp,j˜ = τ
∗
j˜
/ωj˜ within the time interval [0, T ].
Now let
vT ,wT ∈ WT := {(xT ,yT ) ∈ RdT × RdT : x′TΣ(j)T,0yT 6= x′TΣ(j)T,1yT ,
sup
T>0
‖xT ‖`1 <∞, sup
T>0
‖yT ‖`1 <∞, for some j ∈ {1, . . . ,K}},
and note that under H1 we have |WT | > 0. For vT ,wT ∈ WT a change occurring in sample j˜ ∈ J will
also cause a change in the sequence of bilinear forms v′TΣ
(j˜)
T (i)wT , where Σ
(j˜)
T (i) = Cov (YT,j˜,i), i ∈
{1, . . . , Nj˜}, and thus H1 implies
H ′1 : There exists some ∅ 6= J ⊆ {1, . . . ,K}, such that for all j˜ ∈ J there exists some
τ∗
j˜
∈ {1, . . . , Nj˜}, such that σ2T,j˜(i) = σ2T,j˜,0 = v′TΣ
(j˜)
T,0wT for all 1 ≤ i ≤ τ∗j˜ and
σ2
T,j˜
(i) = σ2
T,j˜,1
= v′TΣ
(j˜)
T,1wT for all τ
∗
j˜
+ 1 ≤ i ≤ Nj˜ , where σ2T,j˜,0 6= σ2T,j˜,1.
Assuming that the chosen projection vectors are contained inWT (if in doubt use, additionally, random
projections), in view of the results of the previous section, we are now in a position to formulate change-
point test statistics. Firstly, when covariance matrices Σ(j)T are known one may use the sum of maximally
selected CUSUM of the SSQ statistics,
QT =
K∑
j=1
max
kj≤Nj
(
1
αT,j
D(j)T
(
kj
Nj
))2
H0=
K∑
j=1
max
kj≤Nj
1
α2T,j
[
1√
Nj
v′T
(
Σˆ
(j)
T,kj
− kjΣ(j)T,0
)
wT
]2
.
Alternatively, one may use the pooled sample variance-covariance matrix approach and consider the maxi-
mized CUSUM test statistic
VT = max
k∈MT
∣∣∣∣DT ( k1N1 , . . . , kKNK
)∣∣∣∣ H0= maxk∈MT
∣∣∣∣∣∣ 1√N
K∑
j=1
v′T
(
Σˆ
(j)
T,kj
− kjΣ(j)T,0
)
wT
∣∣∣∣∣∣ .
Secondly, if the variance-covariance matrices Σ(j)T,0 are unknown, we can use tests based on ∆T . Especially,
we consider
Q˘T =
K∑
j=1
max
kj≤Nj
(
1
αT,j
∆
(j)
T
(
kj
Nj
))2
H0=
K∑
j=1
max
kj≤Nj
1
α2T,j
[
1√
Nj
v′T
(
Σˆ
(j)
T,kj
− kjΣˆ(j)T
)
wT
]2
,
i.e. the sum of the maximally selected ∆(j)T s, and, as a test based on the pooled sample variance-covariance
matrix, we use
V˘T = max
k∈MT
∣∣∣∣∆T ( k1N1 , . . . , kKNK
)∣∣∣∣ H0= maxk∈MT
∣∣∣∣∣∣ 1√N
K∑
j=1
v′T
(
Σˆ
(j)
T,kj
− kjΣˆ(j)T
)
wT
∣∣∣∣∣∣ .
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The following lemma summarizes the asymptotic null distributions of these tests.
Lemma 4.1. Let the approximation results of Theorems 3.2 and 3.5 hold, such that the results of Corollary
3.2 as well as Corollary 3.6 hold on the product space (Ω,F , P ) of the K original probability spaces
(Ω(j),F (j), P (j)), j = 1, . . . ,K. Then we have
(i) QT ∼T→∞
∑K
j=1 sup
sj∈[0,1]
(
B(j) (sj)
)2
(ii) VT ∼T→∞ sup
s∈[0,1]K
∣∣∣∑Kj=1 α∗j√κjB(j) (sj)∣∣∣
(iii) Q˘T ∼T→∞
∑K
j=1 sup
sj∈[0,1]
(
B
(j)
(sj)
)2
(iv) V˘T ∼T→∞ sup
s∈[0,1]K
∣∣∣∑Kj=1 α∗j√κjB(j)(sj)∣∣∣
Critical values for the tests based on VT and V˘T need to be simulated using estimates for the αT,j’s.
5. SIMULATIONS
We conducted a simulation study in order to examine the statistical properties of the proposed tests in terms
of level and power for a nominal significance level α = 5%, focusing on the realistic case of an unknown
covariance matrices Σ(j)T,0, j = 1, . . . ,K. For K = 4 locations with d ∈ {10, 50, 200, 500, 1 000} sensors at
each location autoregressive series were simulated over a time span of T = 1200 time points. With respect
to the sample sizes four cases listed in Table 1 were investigated.
Case N1 N2 N3 N4
I 100 120 70 90
II 300 250 350 180
III 500 450 550 600
IV 1000 900 1100 950
Table 1. Sample sizes used in the simulations
For those sample sizes AR(1) series were simulated with pre-change AR coefficients ρν,0 = 0.1+0.5ν/
d and, when studying a change in the coefficients, after-change parameters ρν,1 = 0.4 + 0.5ν/d for all
ν = 1, . . . , d, l = 0, . . . , 50 and j = 1, . . . , 4. Having practical applications in mind, we stick to the
case that all sensors at all locations follow the same model. The innovation processes were simulated as
i.i.d. mean zero normal distributions with standard deviations given by σ˜0 = (1, 1.5, 0.7, 1)′ if there is no
change-point, and with after-change values σ˜1 = (1, 0.7, 1.2, 1)′ when studying a change in the innovations.
The projection vectors w were drawn from a Dirichlet distribution of order d with random parameters
ϑ1, . . . , ϑd ∼ U [0, 1], such that the `1-condition for the weighting vectors holds.
To estimate the long-run variance parameter one may either use a learning sample or use in-sample es-
timation. Both cases were investigated. The lag-truncation constant and bandwidth were adaptively chosen
as proposed by Andrews (1991) with weights given by a quadratic spectral kernel function.
Let us first discuss the results when using a learning sample of size L1 = 500 and L2 = 1 000, re-
spectively. The simulated type I error rates for the sum of squared errors test Q˘T (for unknown covariances
matrices under H0) are provided in Table 2. Those for the pooled test are given in Table 3. Here, as in all
reported simulations, each table entry is based on 10 000 runs. One can notice that the level is quite stable
with respect to the dimension d, but both tests tend to overreact. This effect is, however, very mild for the
pooled test, which is much more accurate in terms of the type I error rate.
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L1 = 500 L2 = 1 000
Case d=10 d=50 d=200 d=500 d=1000 d=10 d=50 d=200 d=500 d=1000
I 9.51 9.81 10.34 9.29 9.52 7.86 8.84 8.40 8.68 8.54
II 7.97 8.80 8.68 8.85 9.17 8.16 7.68 7.26 7.44 6.83
III 9.65 9.40 8.82 8.67 8.77 8.65 7.58 7.26 7.13 7.21
IV 8.80 8.58 8.79 9.45 8.71 6.22 6.99 7.58 7.74 7.31
Table 2. Estimated error of first order of the sum of squared errors test for learning sample sizes L1 = 500
and L2 = 1 000 (values in %)
L1 = 500 L2 = 1 000
Case d=10 d=50 d=200 d=500 d=1000 d=10 d=50 d=200 d=500 d=1000
I 6.21 6.51 6.36 6.72 6.76 5.60 6.00 5.59 5.82 5.87
II 6.46 6.74 6.60 6.37 6.53 6.29 5.37 5.40 5.35 5.52
III 6.93 6.48 6.70 6.09 6.69 5.52 5.87 5.83 5.67 5.22
IV 6.87 6.32 7.16 6.50 6.95 5.97 5.96 5.77 5.47 5.85
Table 3. Estimated error of first order of the pooled test for learning sample sizes L1 = 500 and L2 = 1 000
(values in %)
To investigate the power we simulated a change occurring either after 240, 600 or 960 time instants,
affecting all four locations either very early, in the middle or quite late within the time interval [0, T ].
The first set of simulations examines a change in the standard deviations of the innovations from σ˜0 =
(1, 1.5, 0.7, 1)′ to σ˜1 = (1, 0.7, 1.2, 1)′, whereas the second set investigates a change in the coefficients as
described above.
The results for the first set (change in the innovations) are given in Tables 4 and 5. For both tests the
detection power is better for a change in the middle of the sample than for an early or late change. Further,
the SSQ test has higher power than the pooled test.
The results of the second set of simulations (change in the AR coefficients) are provided in Tables 6 and
7. Here the pooled test is preferable for early changes, as it has higher power than the SSQ test in this case.
For a change in the middle of the sample or a late change the results are relatively comparable but in favor
of the SSQ test when the learning sample is small. But for larger learning samples the pooled test is better
for small dimensions.
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L1 = 500 L2 = 1 000
Change Case d=10 d=50 d=200 d=500 d=1000 d=10 d=50 d=200 d=500 d=1000
after 240
time instants
I 0.8234 0.8000 0.8166 0.8315 0.8350 0.8428 0.8491 0.8234 0.8258 0.8102
II 0.9997 0.9998 0.9997 0.9997 0.9999 0.9994 1.0000 0.9998 0.9999 0.9996
III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
after 600
time instants
I 0.9602 0.9488 0.9398 0.9438 0.9415 0.9091 0.931 0.9397 0.9433 0.9437
II 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
after 960
time intants
I 0.6304 0.6436 0.6224 0.6392 0.6290 0.6439 0.6323 0.6305 0.6311 0.6264
II 0.9992 0.9946 0.9953 0.9967 0.9962 0.9961 0.9953 0.9971 0.9960 0.9969
III 0.9999 1.0000 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Table 4. Simulated power of the sum of squared errors test for a change in the standard deviations of the
innovation processes with learning sample sizes L1 = 500 and L2 = 1 000.
L1 = 500 L2 = 1 000
Change Case d=10 d=50 d=200 d=500 d=1000 d=10 d=50 d=200 d=500 d=1000
after 240
time instants
I 0.1217 0.1401 0.1294 0.1410 0.1390 0.1104 0.1249 0.1285 0.1288 0.1240
II 0.3417 0.3635 0.3691 0.3791 0.3473 0.2384 0.3567 0.3545 0.3525 0.3480
III 0.6656 0.6257 0.6508 0.6661 0.6725 0.8057 0.7157 0.6842 0.6703 0.6476
IV 0.9776 0.9868 0.9850 0.9841 0.9829 0.9855 0.9904 0.9858 0.9924 0.9909
after 600
time instants
I 0.5020 0.4657 0.4067 0.4286 0.4260 0.4320 0.4598 0.3983 0.4263 0.4243
II 0.9011 0.8495 0.8901 0.8952 0.8936 0.8847 0.8470 0.9185 0.8997 0.8972
III 0.9897 0.9967 0.9971 0.9969 0.9972 0.9991 0.9990 0.9976 0.9975 0.9975
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
after 960
time intants
I 0.1404 0.1484 0.1483 0.1470 0.1489 0.1304 0.1375 0.1319 0.1403 0.1424
II 0.4113 0.3817 0.3853 0.4231 0.4180 0.2997 0.3983 0.3875 0.4150 0.3995
III 0.7108 0.7159 0.7726 0.7515 0.7471 0.7588 0.7959 0.7590 0.7525 0.7741
IV 0.9914 0.9978 0.9933 0.9965 0.9952 0.9948 0.9953 0.9988 0.9985 0.9981
Table 5. Simulated power of the pooled test for a change in the standard deviations of the innovation
processes with learning sample sizes L1 = 500 and L2 = 1 000.
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L1 = 500 L2 = 1 000
Change Case d=10 d=50 d=200 d=500 d=1000 d=10 d=50 d=200 d=500 d=1000
after 240
time instants
I 0.1262 0.1933 0.1008 0.1216 0.1231 0.1299 0.1231 0.1093 0.1147 0.1064
II 0.3912 0.3669 0.2600 0.2874 0.3085 0.1607 0.4495 0.2639 0.2563 0.2556
III 0.9908 0.6046 0.5883 0.5543 0.6312 0.9572 0.7524 0.6088 0.6388 0.6469
IV 0.9213 0.9299 0.8627 0.9273 0.9402 0.9364 0.9894 0.9633 0.9061 0.9277
after 600
time instants
I 0.9666 0.9321 0.7871 0.8093 0.8190 0.5886 0.7900 0.8149 0.8184 0.8064
II 0.9999 0.9950 0.9993 0.9969 0.9981 0.9996 0.9991 0.9986 0.9973 0.9970
III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
after 960
time intants
I 0.9977 0.9985 0.9947 0.9941 0.9953 0.9998 0.9893 0.9958 0.9951 0.9941
II 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Table 6. Simulated power of the sum of squared errors test for a change in the coefficients with learning
sample sizes L1 = 500 and L2 = 1 000.
L1 = 500 L2 = 1 000
Change Case d=10 d=50 d=200 d=500 d=1000 d=10 d=50 d=200 d=500 d=1000
after 240
time instants
I 0.5368 0.3360 0.3901 0.4405 0.4285 0.6967 0.4582 0.3719 0.3771 0.4286
II 0.9181 0.9334 0.8335 0.8146 0.7951 0.9098 0.7745 0.8017 0.8003 0.8303
III 0.9981 0.9947 0.9948 0.9808 0.9862 0.9738 0.9909 0.9789 0.9848 0.9927
IV 1.0000 1.0000 1.0000 1.0000 1.0000 0.9960 1.0000 1.0000 1.0000 0.9999
after 600
time instants
I 0.8127 0.8344 0.7587 0.7909 0.7794 0.8926 0.8150 0.7393 0.8334 0.7951
II 1.0000 0.9999 0.9980 0.9962 0.9961 0.9895 0.9864 0.9990 0.9980 0.9985
III 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
after 960
time intants
I 0.9292 0.9469 0.9421 0.9362 0.9556 0.9976 0.9881 0.9687 0.9625 0.9656
II 0.9998 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
III 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Table 7. Simulated power of the pooled test statistic for a change in the coefficients with learning sample
sizes L1 = 500 and L2 = 1 000.
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In-Sample Long-Run Variance Estimation
Lastly, we investigate the behavior of the tests when no learning sample is available. Then one may rely on
in-sample estimation of the unknown long-run variance parameter ignoring a possible change-point. This
may lead to inconsistent estimation under the alternative hypothesis, but is valid under the null hypothesis.
The simulations were performed under the same conditions as above, but this time we only present the
results for a change occurring after 960 time instants in the standard deviations of the innovation processes.
The estimated error of first kind for the sum of squared error test and the pooled test are given in Tables
8 and 9. One can see that now both tests keep the level very well.
Case d=10 d=50 d=200 d=500 d=1000
I 2.27 3.14 2.95 2.86 2.80
II 3.58 3.29 3.58 3.61 3.62
III 4.21 3.83 4.02 4.14 4.00
IV 4.33 4.58 4.43 4.94 4.58
Table 8. Estimated type I error rates for the sum of squared errors test for in-sample long-run variance
parameter estimation
Case d=10 d=50 d=200 d=500 d=1000
I 3.10 3.38 3.77 3.64 3.58
II 4.41 4.14 4.05 4.07 4.35
III 4.88 4.72 4.42 4.28 4.42
IV 4.71 4.45 4.75 4.44 4.62
Table 9. Estimated type I error rates for the pooled test for in-sample long-run variance parameter estimation
The simulated power is given in Tables 10 and 11. It is visible that both tests have higher power com-
pared to the tests using a learning sample. We may conclude that, for the cases investigated in this simulation
study, in-sample estimation works very well and even leads to tests with higher detection power.
Case d=10 d=50 d=200 d=500 d=1000
I 0.6833 0.7347 0.7333 0.7351 0.7154
II 0.9974 0.9962 0.9953 0.9960 0.9955
III 1.0000 1.0000 0.9999 0.9999 1.0000
IV 1.0000 1.0000 1.0000 1.0000 1.0000
Table 10. Simulated power of the sum of squared errors test for a change in the standard deviations of the
innovation processes and in-sample long-run variance parameter estimation
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Case d=10 d=50 d=200 d=500 d=1000
I 0.2093 0.2250 0.2321 0.2230 0.2314
II 0.5083 0.4540 0.4356 0.4600 0.4487
III 0.7779 0.7546 0.7603 0.7743 0.7550
IV 0.9999 0.9982 0.9992 0.9987 0.9986
Table 11. Simulated power of the pooled test for a change in the standard deviations of the innovation
processes and in-sample long-run variance parameter estimation
6. DATA ANALYSIS
We applied the proposed methods to a dataset on condition monitoring of a hydraulic systems publicly
available from the UCI Machine Learning Repository, see Helwig et al. (2018).
The data has been collected from an hydraulic test rig that consists of a main working station which is
connected to a cooling circuit through an oil tank. Within the main working station oil is pumped through
a system of accumulators, valves and containers. Various sensors measure process quantities such as the
pressure, volume flow or the temperature. Here we are only interested in the data of the pressure sensors of
which there are K = 6 in total, three within the main working station and three within the cooling circuit.
The test rig was constructed to simulate reversible fault conditions of various system components and
the data corresponds to an experiment where such a fault condition was present. Clearly, a simulated fault in
the accumulators or the valves will have an effect on the pressure within the system. We therefore analyzed
the pressure sensor measurements to illustrate the proposed tests. In total N˜ = 2205 load cycles were run,
each one lasting a minute. The pressure sensors sample data at a frequency of 100 Hz per second, such that
within the one minute time interval each pressure sensor is generating a time series of length d = 6 000.
The first 211 load cycles were simulated under the same conditions, and afterwards component faults were
added about every 10 load cycles. Therefore, we used the first L = 110 data points from each pressure
sensor as our learning sample.
In a first preprocessing step residuals for the pressure sensor data were calculated. A cubic spline
smoother for f , see Green and Silverman (1993), Sec. 2.3, was calculated and used to correct for the mean.
Figure 1 shows the data time series at ν = 1 000, which represents the pressure within the system exactly
10 seconds into each load cycle. The black graph is the original data series, the red graph is the cubic spline
smoother. We can see that the variance within the data generated by the pressure sensors within the main
working station (pressure sensor 1 - 3) behaves similarly across all of the 2205 load cycles, but is completely
different compared to the data generated by the pressure sensors within the cooling circuit.
To obtain `1-sparse projection vectors we calculated sparse principle directions following the approach
of Erichson et al. (2018) and given by the optimization problem
min
A,B
g(A,B) =
1
2
‖SL − SLBA′‖2F + ψ(B), s.t. A′A = I,
where SL ∈ RK·L×d is the sample variance-covariance matrix of the combined learning sample data, A ∈
Rd×r is an orthonormal matrix, B ∈ Rd×r is the sparse loadings matrix and r ∈ N is the number of sparse
loading vectors to estimate (set to r = 5). Further, an elastic net penalty, ψ(B) = α‖B‖1 + 12β‖B‖22 was
used with α = β = 0.0001 (the default values used by the spca function in the R package sparsepca).
Using the matrix SL allows us to use the same weighting vector for all of the K = 6 pressure sensor
datasets.
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Figure 1. Pressure sensor data (black) and cubic spline smoother (red) 10 seconds into each load cycle
Table 12 lists the first five leading sparse loading vectors w ∈ Rd which explain, in total, 68.4% of
the variance within the learning sample data. The vector w5 takes about half of the pressure sensor data
generated within the one-minute load cycle into consideration, while for the others this is much less. It is
clear that changes in the variance structure of projections based on these weighting vectors might not be
detectable if too much data is omitted since fault conditions were simulated right at the start of the one-
minute load cycles and sensors might not have recognized these changes within the time intervals where our
vectors have nonzero entries.
Vector Explained variance (in %) ‖ • ‖0
w1 43.5 1080
w2 9.4 329
w3 7.4 340
w4 5.6 202
w5 2.5 3100
Table 12. Explained variance and `0 - norm of the first five sparse loading vectors
Figure 2 shows the projections with the weighting vectorw4, where changes in the variance structure of
the data generated by the second pressure sensor data are clearly visible.
Finally, Table 13 shows the results of our change-point tests. It turns out that using the sum of squared
errors test with the test statistic Q˘ we can always verify the existence of a change within the projected data
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Figure 2. Projections with weighting vector w4
set in all of the five cases, while the test based on the pooled sample variance-covariance matrix with test
statistic V˘ is only unable to detect a change in the case of w4. This is due to the fact that the majority of
nonzero entries ofw4 lie within the first 2000 components of the vector while there are no values taking the
second half of each load cycle into consideration.
Vector Q˘ c(Q˘)crit V˘ c
(V˘ )
crit
w1 8.24 · 1022 7.08 311622.75 22638.27
w2 2.52 · 1022 7.08 11147.93 4465.77
w3 1.43 · 1023 7.08 6430.08 6240.02
w4 5.86 · 1020 7.08 95.31 5154.20
w5 2.14 · 1022 7.08 19820.19 1524.12
Table 13. Change-point test results
7. PROOFS
Proof of Theorem 3.1:
Due to Theorem 4.1 in Steland and von Sachs (2017), for any T > 0 and each j = 1, . . . ,K there exists
an equivalent version of D(j)T,kj , kj ∈ N, and thus of D
(j)
T (tj) , tj ≥ 0, denoted by D˜(j)T,kj and D˜
(j)
T (tj), and a
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standard Brownian motion {B˜(j)T (tj) : tj ≥ 0} on a new probability space (Ω˜(j), F˜ (j), P˜ (j)), such that∣∣∣D˜(j)T,kj − αT,jB˜(j)T (kj)∣∣∣ ≤ CT,jk 12−λjj , tj > 0, j = 1, . . . ,K, (7.1)
P˜ (j)-a.s., where CT,j < ∞ are constants and λj > 0 for j = 1, . . . ,K. If additionally CT,jN−λjj = o(1)
for j ∈ {1, . . . ,K} as T →∞, then we also have the strong approximation
sup
tj∈[0,1]
∣∣∣∣D˜(j)T (tj)− αT,jB˜(j)T (btjNjcNj
)∣∣∣∣ = o(1), P˜ (j) − a.s., T →∞, (7.2)
for the j-th ca`dla`g version of the bilinear form based on the equivalent version of the centered and appro-
priately scaled sample variance-covariance matrix ˆ˜Σ(j)T . Similarly, for the bridge process ∆˜
(j)
T we have the
strong approximation
sup
tj∈[0,1]
∣∣∣∣∆˜(j)T (tj)− αT,jB˜(j)T (btjNjcNj
)∣∣∣∣ = o(1), P˜ (j) − a.s., T →∞, (7.3)
where B˜
(j)
T (tj) = B˜
(j)
T (tj)− tjB˜(j)T (1), tj ∈ [0, 1], j = 1, . . . ,K, are Brownian bridges.
It is important to note that this construction can be done in such a way that, under the measure P˜ on the
cartesian product ×Kj=1Ω˜j , the coordinates are independent. Heuristically, this is clear, but the details are
subtle, since iteratively applying the construction for each coordinate does not guarantee independence of
the Brownian motions. Here, a second step is needed. Indeed, the proof of Philipp (1986), which refers to
Philipp and Stout (1975) and Berkes and Philipp (1979) works as follows: First, one embeds the summands
of a partial sum, Sn, into a Brownian motion, B, defined on ([0, 1], λ), where λ denotes Lebesgue measure,
and redefines the triple consisting of the partial sum, its approximation, S′n, and the Brownian motion on
a further probability space, such that the joint distributions (S′n, B) and (Sn, S′n) remain unchanged, see
(Berkes and Philipp, 1979, Lemma A.1, proof of Th. 2) and (Philipp and Stout, 1975, p.23). Start with
Ω¯ = ×Kj=1Ω¯(j) with Ω¯(j) := [0, 1] and equip Ω¯ with the product measure P¯ = ×Kj=1λ(j) of K Lebesgue
measures λ(j) = λ on [0, 1]. Now take the j th pair ([0, 1], λj) for the above construction. The resulting
K triples can now be constructed on a new product probability space, such that the triples are independent
and each triple is as required. This gives Ω˜ = ×Kj=1Ω˜(j) on which the equivalent processes and the K
independent Brownian motions are defined.
Note that the j-th process D˜(j)T and the j-th Brownian motion B˜(j)T only depend on the j-th parameter
tj and btjNjc/Nj respectively and not on any other other parameter tj˜ for j˜ ∈ {1, . . . ,K} with j˜ 6= j,
which allows us to express the supremum supt∈[0,1]K of sums running over j = 1, . . . ,K as sums of the K
suprema suptj∈[0,1].
Now, using the inequality |a2 − b2| ≤ |a− b|2 + 2|a− b| |b| for a, b ∈ R we have for kj ∈ N∣∣∣∣(D˜(j)T,kj)2 − (αT,jB˜(j)T (kj))2
∣∣∣∣ ≤ ∣∣∣D˜(j)T,kj − αT,jB˜(j)T (kj)∣∣∣2 + 2 ∣∣∣D˜(j)T,kj − αT,jB˜(j)T (kj)∣∣∣ ∣∣∣αT,jB˜(j)T (kj)∣∣∣ .
Recalling the absolute deviation E|B˜(j)T (kj)| =
√
2kj
pi , such that |αT,jB˜
(j)
T (kj)| = OP
(
αT,jk
1
2
j
)
, we
obtain for all kj ∈ N and j = 1, . . . ,K,∣∣∣∣(D˜(j)T,kj)2 − (αT,jB˜(j)T (kj))2
∣∣∣∣ (7.1)= O (C2T,jk1−2λjj )+O(CT,jk 12−λjj )OP (αT,jk 12j )
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= OP
(
αT,jC˜T,jk
1−λj
j
)
, (7.4)
P˜ (j)− a.s., with C˜T,j = max{C2T,j , CT,j} and therefore by the triangle inequality∣∣∣∣∣∣
K∑
j=1
(
D˜
(j)
T,kj
)2 − K∑
j=1
(
αT,jB˜
(j)
T (kj)
)2∣∣∣∣∣∣(7.4)=
K∑
j=1
OP
(
αT,jC˜T,jk
1−λj
j
)
P˜− a.s., follows. Now, since
D˜(j)T (tj) =
1√
Nj
v′T,j
(
ˆ˜Σ
(j)
T,btjNjc −Σ
(j)
T,btjnjc
)
wT,j =
1√
Nj
D˜
(j)
T,btjNjc, tj ≥ 0,
for all j = 1, . . . ,K, we have due to the scaling property of Brownian motion
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
D˜(j)T (tj)
)2 − K∑
j=1
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
≤
K∑
j=1
sup
tj∈[0,1]
∣∣∣∣∣(D˜(j)T (tj))2 −
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣
=
K∑
j=1
sup
tj∈[0,1]
∣∣∣∣∣∣
(
1√
Nj
D˜
(j)
T,btjNjc
)2
−
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
=
K∑
j=1
1
Nj
sup
tj∈[0,1]
∣∣∣∣∣(D˜(j)T,btjNjc)2 −
(
αT,j
√
NjB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣
d
=
K∑
j=1
1
Nj
sup
tj∈[0,1]
∣∣∣∣(D˜(j)T,btjNjc)2 − (αT,jB˜(j)T (btjNjc))2
∣∣∣∣ .
Using (7.4) we then have
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
D˜(j)T (tj)
)2 − K∑
j=1
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ =
K∑
j=1
1
Nj
sup
tj∈[0,1]
OP
(
αT,jC˜T,jbtjNjc1−λj
)
=
K∑
j=1
1
Nj
αT,jOP
(
C˜T,jN
1−λj
j
)
=
K∑
j=1
αT,jOP
(
C˜T,jN
−λj
j
)
,
such that (3.6) follows when additionally αT,j → α∗j and C˜T,jN−λjj = o(1) for all j = 1, . . . ,K as T →∞.
Further,
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
∆˜
(j)
T (tj)
)2 − K∑
j=1
[
αT,jB˜
(j)
T
(btjNjc
Nj
)]2∣∣∣∣∣∣
≤ sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
D˜(j)T
(btjNjc
Nj
))2
−
K∑
j=1
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
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+ 2 sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
D˜(j)T
(btjNjc
Nj
) btjNjc
Nj
D˜(j)T (1)−
K∑
j=1
α2T,jB˜
(j)
T
(btjNjc
Nj
) btjNjc
Nj
B˜
(j)
T (1)
∣∣∣∣∣∣
+ sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(btjNjc
Nj
D˜(j)T (1)
)2
−
K∑
j=1
(
αT,j
btjNjc
Nj
B˜
(j)
T (1)
)2∣∣∣∣∣∣
= IT,1 + IT,2 + IT,3.
If αT,j → α∗j and C˜T,jN−λjj = o(1) as T →∞ for j = 1, . . . ,K, we have IT,1 = oP (1) by (3.6) and
IT,3 ≤
K∑
j=1
sup
tj∈[0,1]
(btjNjc
Nj
)2 ∣∣∣∣(D˜(j)T (1))2 − (αT,jB˜(j)T (1))2∣∣∣∣
=
K∑
j=1
sup
tj∈[0,1]
(btjNjc
Nj
)2 1
Nj
∣∣∣(D˜(j)T,Nj )2 − (αT,j√NjB˜(j)T (1))2∣∣∣
d
=
K∑
j=1
1
Nj
∣∣∣(D˜(j)T,Nj )2 − (αT,jB˜(j)T (Nj))2∣∣∣
(7.4)
=
K∑
j=1
1
Nj
αT,jOP
(
C˜T,jN
1−λj
j
)
= oP (1), T →∞.
Lastly, using the inequality |ab− cd| ≤ |a− c| (|b− d|+ |d|) + |c| |b− d| for a, b, c, d ∈ R we get
IT,2 = 2 sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
D˜(j)T
(btjNjc
Nj
) btjNjc
Nj
D˜(j)T (1)−
K∑
j=1
α2T,jB˜
(j)
T
(btjNjc
Nj
) btjNjc
Nj
B˜
(j)
T (1)
∣∣∣∣∣∣
≤ 2
K∑
j=1
sup
tj∈[0,1]
{∣∣∣∣D˜(j)T (btjNjcNj
)
− αT,jB˜(j)T
(btjNjc
Nj
)∣∣∣∣
×
(∣∣∣∣btjNjcNj D˜(j)T (1)− αT,j btjNjcNj B˜(j)T (1)
∣∣∣∣+ ∣∣∣∣αT,j btjNjcNj B˜(j)T (1)
∣∣∣∣)}
+ 2
K∑
j=1
sup
tj∈[0,1]
∣∣∣∣αT,jB˜(j)T (btjNjcNj
)∣∣∣∣ ∣∣∣∣btjNjcNj D˜(j)T (1)− αT,j btjNjcNj B˜(j)T (1)
∣∣∣∣
≤ 2
K∑
j=1
sup
tj∈[0,1]
{∣∣∣∣D˜(j)T (btjNjcNj
)
− αT,jB˜(j)T
(btjNjc
Nj
)∣∣∣∣
×
(
sup
tj∈[0,1]
∣∣∣∣btjNjcNj D˜(j)T (1)− αT,j btjNjcNj B˜(j)T (1)
∣∣∣∣+ sup
tj∈[0,1]
∣∣∣∣αT,j btjNjcNj B˜(j)T (1)
∣∣∣∣
)}
+ 2
K∑
j=1
sup
tj∈[0,1]
∣∣∣∣αT,jB˜(j)T (btjNjcNj
)∣∣∣∣ sup
tj∈[0,1]
∣∣∣∣btjNjcNj D˜(j)T (1)− αT,j btjNjcNj B˜(j)T (1)
∣∣∣∣ .
Note that, since D˜(j)T
( btjNjc
Nj
)
= D˜(j)T (tj) for all tj ∈ [0, 1], j = 1, . . . ,K,
sup
tj∈[0,1]
∣∣∣∣D˜(j)T (btjNjcNj
)
− αT,jB˜(j)T
(btjNjc
Nj
)∣∣∣∣ = sup
tj∈[0,1]
∣∣∣∣D˜(j)T (tj)− αT,jB˜(j)T (btjNjcNj
)∣∣∣∣
23
(7.2)
= O
(
CT,jN
−λj
j
)
.
Further, observing that suptj∈[0,1]
btjNjc
Nj
= 1, we have
sup
tj∈[0,1]
∣∣∣∣btjNjcNj D˜(j)T (1)− αT,j btjNjcNj B˜(j)T (1)
∣∣∣∣ = ∣∣∣D˜(j)T (1)− αT,jB˜(j)T (1)∣∣∣ (7.2)= O (CT,jN−λjj )
and suptj∈[0,1]
∣∣∣αT,j btjNjcNj B˜(j)T (1)∣∣∣ = OP (αT,j) as well as suptj∈[0,1] ∣∣∣αT,jB˜(j)T ( btjNjcNj )∣∣∣ = OP (αT,j) by
Markov’s inequality. Combining these facts we obtain
IT,2 =
K∑
j=1
(
O
(
CT,jN
−λj
j
)(
O(CT,jN−λjj ) +OP (αT,j)
)
+OP (αT,j)O
(
CT,jN
−λj
j
))
=
K∑
j=1
αT,jO(C˜T,jN−λjj )
and finally arrive at
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
∆˜
(j)
T (tj)
)2 − K∑
j=1
[
αT,jB˜
(j)
T
(btjNjc
Nj
)]2∣∣∣∣∣∣ = oP (1), T →∞,
which concludes the proof. 2
Proof of Corollary 3.1:
When standardizing with αT,j the proof is straightforward and therefore omitted, see Mause (2020). Espe-
cially, one gets ∣∣∣∣(D˜T,j(tj)/αT,j)2 − (B˜(j)T (btjNjc/Nj))2∣∣∣∣ = OP (N−λjj )
Now replace αT,j by estimators with |α̂T,j/αT,j − 1| = oP (1). For brevity fix j and denote D˜j = D˜T,j(tj),
B˜j = B˜
(j)
T (btjNjc/Nj), αj = αT,j and α̂j = α̂T,j . The proof can now be completed using∣∣∣∣∣D˜jα̂j − B˜j
∣∣∣∣∣ ≤
∣∣∣∣αjα̂j
∣∣∣∣
(∣∣∣∣∣D˜jαj − B˜j
∣∣∣∣∣+ |B˜j |
∣∣∣∣1− α̂jαj
∣∣∣∣
)
= oP (1),
as T →∞, and the inequality∣∣∣∣∣∣
(
D˜j
α̂j
)2
− B˜2j
∣∣∣∣∣∣ ≤
(∣∣∣∣∣D˜jα̂j − B˜j
∣∣∣∣∣+ 2|B˜j |
)∣∣∣∣∣D˜jα̂j − B˜j
∣∣∣∣∣ ,
recalling the fact that, almost surely, suptj∈[0,1] |B˜j(tj)| <∞. 2
Proof of Corollary 3.2:
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Let M ⊂ Rp, p ∈ N, be an arbitrary set and g1, g2 : M 7→ R be arbitrary functions. Then∣∣∣∣ sup
x∈M
|g1(x)| − sup
x∈M
|g2(x)|
∣∣∣∣ ≤ sup
x∈M
|g1(x)− g2(x)|. (7.5)
Further, suptj∈[0,1]
(
1
αT,j
D˜(j)T (tj)
)2
= maxkj≤Nj
(
1
αT,j
D˜(j)T
(
kj
Nj
))2
as well as suptj∈[0,1]
(
B˜
(j)
T
( btjNjc
Nj
))2
=
maxkj≤Nj
(
B˜
(j)
T
(
kj
Nj
))2
. We now obtain∣∣∣∣∣∣
K∑
j=1
max
kj≤Nj
(
1
αT,j
D˜(j)T
(
kj
Nj
))2
−
K∑
j=1
max
kj≤Nj
(
B˜
(j)
T
(
kj
Nj
))2∣∣∣∣∣∣
=
∣∣∣∣∣∣
K∑
j=1
sup
tj∈[0,1]
(
1
αT,j
D˜(j)T (tj)
)2
−
K∑
j=1
sup
tj∈[0,1]
(
B˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
=
∣∣∣∣∣∣ supt∈[0,1]K
K∑
j=1
(
1
αT,j
D˜(j)T (tj)
)2
− sup
t∈[0,1]K
K∑
j=1
(
B˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
(7.5)
≤ sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
1
αT,j
D˜(j)T (tj)
)2
−
K∑
j=1
(
B˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
(3.8)
= oP (1)
when C˜T,jN
−λj
j = o(1) and αT,j → α∗j ∈ (0,∞) for all j = 1, . . . ,K as T →∞.
Similarly, ∣∣∣∣∣∣
K∑
j=1
max
kj≤Nj
(
1
αT,j
∆˜
(j)
T
(
kj
Nj
))2
−
K∑
j=1
max
kj≤Nj
(
B˜
(j)
T
(
kj
Nj
))2∣∣∣∣∣∣
=
∣∣∣∣∣∣ supt∈[0,1]K
K∑
j=1
(
1
αT,j
∆˜
(j)
T (tj)
)2
− sup
t∈[0,1]K
K∑
j=1
(
B˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
(7.5)
≤ sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
1
αT,j
∆˜
(j)
T (tj)
)2
−
K∑
j=1
(
B˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ (3.9)= oP (1)
P˜ -a.s., as T →∞. This concludes the proof. 2
Proof of Theorem 3.2:
By Theorem 3.1 there exist equivalent processes {Y˜T,j,i : i ≥ 1} d= {YT,j,i : i ≥ 1} and K Brown-
ian motions {B˜(j)T (tj) : tj ≥ 0} on richer probability spaces (Ω˜(j), F˜ (j), P˜ (j)), j = 1, . . . ,K, such that on
the product space (Ω˜, F˜ , P˜ ) of these probability spaces
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(
D˜(j)T (tj)
)2 − K∑
j=1
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ (7.6)
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= sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(√
Njv
′
T,j(Σ˜
(j)
T (tj)−Σ(j)T (tj))wT,j
)2 − K∑
j=1
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ = oP (1),
as T → ∞, where Σ˜(j)T (tj) = N−1j
∑btjNjc
i=1 Y˜T,j,iY˜
′
T,j,i and Σ
(j)
T (tj) = E(Σ˜
(j)
T (tj)) for tj ∈ [0, 1], j =
1, . . . ,K. Now, since the Skorohod space ((D[0, 1])K)N is an uncountable, separable, complete and metric
space and thus Borel isomorphic to [0, 1] (cf. Billingsley (1999),p.212), i.e. there exists a bijective function
ϕ : ((D[0, 1])K)N 7→ [0, 1] such that ϕ and ϕ−1 are measurable, and due to the additional assumptions of
the Theorem, we can apply (Billingsley, 1999, Sec. 21, Lemma 2) with
ν = L
({(√
Njv
′
T,j(Σ˜
(j)
T (•)−Σ(j)T (•))wT,j
)K
j=1
: T ≥ 1
}
,
{(
αT,jB˜
(j)
T
(b•Njc
Nj
))K
j=1
: T ≥ 1
})
and σ =
{(√
Njv
′
T,j(Σˆ
(j)
T (•)−Σ(j)T (•))wT,j
)K
j=1
: T ≥ 1
}
to conclude the existence of
τ =
{(
αT,jB
(j)
T
( b•Njc
Nj
))K
j=1
: T ≥ 1
}
as a function of σ and U , such that ({B(j)T (tj) : tj ≥ 0})Kj=1
d
=
({B˜(j)T (tj) : tj ≥ 0})Kj=1, where {B(j)T (tj) : tj ≥ 0} for j = 1, . . . ,K are independent Brownian motions
defined on the original probability spaces (Ω(j),F (j), P (j)), and L(σ, τ) = ν. This implies that
K∑
j=1
(√
Njv
′
T,j(Σˆ
(j)
T (•)−Σ(j)T (•))wT,j
)2
T≥1
,

K∑
j=1
(
αT,jB
(j)
T
(b•Njc
Nj
))2
T≥1

and
=

K∑
j=1
(√
Njv
′
T,j(Σ˜
(j)
T (•)−Σ(j)T (•))wT,j
)2
T≥1
,

K∑
j=1
(
αT,jB˜
(j)
T
(b•Njc
Nj
))2
T≥1
 ,
are equal in distribution. Therefore, we may conclude that
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(√
Njv
′
T,j(Σˆ
(j)
T (tj)−Σ(j)T (tj))wT,j
)2 − K∑
j=1
(
αT,jB
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣
d
= sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(√
Njv
′
T,j(Σ˜
(j)
T (tj)−Σ(j)T (tj))wT,j
)2 − K∑
j=1
(
αT,jB˜
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ ,
Consequently, (7.6) implies
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
(√
Njv
′
T,j(Σˆ
(j)
T (tj)−Σ(j)T (tj))wT,j
)2 − K∑
j=1
(
αT,jB
(j)
T
(btjNjc
Nj
))2∣∣∣∣∣∣ = oP (1)
as T →∞. Further, (3.13) follows using the same steps as in the proof of Theorem 3.1. 2
Proof of Theorem 3.3:
Let {B˜(j)T (tj) : tj ≥ 0}, j = 1, . . . ,K, be the K independent Brownian motions constructed in the proof
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of Theorem 3.1 and denote by G˜T the associated version of GT . It is easy to verify that {G˜T (t1, . . . , tK) :
t1, . . . , tK ≥ 0} is a mean zero Gaussian process with finite dimensional marginals having independent
increments G˜T (t1,r, . . . , tK,r) − G˜T (t1,r−1, . . . , tK,r−1) tj,0, tj,1, . . . , tj,n ≥ 0, j = 1, . . . ,K, n ∈ N,
0 = tj,0 < tj,1 < · · · < tj,n, j = 1, . . . ,K, given by
∑K
j=1 αT,j
[
B˜
(j)
T (tj,r)− B˜(j)T (tj,r−1)
]
and there-
fore satisfying
G˜T (t1,r, . . . , tK,r)− G˜T (t1,r−1, . . . , tK,r−1) ∼ N
0, K∑
j=1
α2T,j(tj,r − tj,r−1)

It follows that the vector of increments,
G˜T ({tj,r, j = 1, . . . ,K, r = 1, . . . , n})
=
G˜T (t1,1, . . . , tK,1)− G˜T (t1,0, . . . , uK,0)︸ ︷︷ ︸
=0
, . . . , G˜T (t1,n, . . . , tK,n)− G˜T (t1,n−1, . . . , tK,n−1)
′
=
(
G˜T (t1,1, . . . , tK,1), . . . , G˜T (t1,n, . . . , tK,n)− G˜T (t1,n−1, . . . , tK,n−1)
)′
,
is Nn(0,AT ) distributed, where
AT = diag
 K∑
j=1
α2T,jtj,1,
K∑
j=1
α2T,j(tj,2 − tj,1), . . . ,
K∑
j=1
α2T,j(tj,n − tj,n−1)
 ∈ Rn×n.
Now letM = (1(i ≤ j)) 1≤i≤n
1≤j≤n
. Then(
G˜T (t1,1, . . . , tK,1), G˜T (t1,2, . . . , tK,2) . . . , G˜T (t1,n, . . . , tK,n)
)′
= MG˜T ({tj,r, j = 1, . . . ,K, r = 1, . . . , n})′ ∼ Nn(0,MATM ′),
where
MATM
′ =

∑K
j=1 α
2
T,jtj,1
∑K
j=1 α
2
T,jtj,1 · · · · · · · · ·
∑K
j=1 α
2
T,jtj,1∑K
j=1 α
2
T,jtj,1
∑K
j=1 α
2
T,jtj,2
∑K
j=1 α
2
T,jtj,2 · · · · · ·
∑K
j=1 α
2
T,jtj,2∑K
j=1 α
2
T,jtj,1
∑K
j=1 α
2
T,jtj,2
∑K
j=1 α
2
T,jtj,3 · · · · · ·
∑K
j=1 α
2
T,jtj,3
...
...
...
...
...
...∑K
j=1 α
2
T,jtj,1
∑K
j=1 α
2
T,jtj,2
∑K
j=1 α
2
T,jtj,3 · · · · · ·
∑K
j=1 α
2
T,jtj,n
 .
In particular, the covariance function of G˜T is given
γG˜T (s, t) = Cov (G˜T (s1, . . . , sK), G˜T (t1, . . . , tK)) =
K∑
j=1
α2T,j min{sj , tj}
for s = (s1, . . . , sK)′, t = (t1, . . . , tK)′ with sj , tj ≥ 0 for j = 1, . . . ,K.
Since the partial sum S˜T,k1,...,kK based on the pooled sample variance-covariance matrix at indices k1, . . . , kK ∈
N0 admits the representation S˜T,k1,...,kK =
∑K
j=1
ˆ˜Σ
(j)
T,kj
D˜T,k1,...,kK =
K∑
j=1
v′T
(
ˆ˜Σ
(j)
T,kj
−Σ(j)T,kj
)
wT =
K∑
j=1
D˜
(j)
T,kj
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and therefore∣∣∣D˜T,k1,...,kK − G˜T (k1, . . . , kK)∣∣∣ ≤ K∑
j=1
∣∣∣D˜(j)T,kj − αT,jB˜(j)T (kj)∣∣∣ (7.1)≤ K∑
j=1
CT,jk
1
2
−λj
j , P˜ − a.s..
Similarly we have for the associated ca`dla`g - version
D˜T (t1, . . . , tK) =
K∑
j=1
1√
N
v′T (
ˆ˜Σ
(j)
T,btjNjc −Σ
(j)
T,btjNjc)wT =
K∑
j=1
√
Nj
N
D˜(j)T (tj), t1, . . . , tK ∈ [0, 1],
and thus receive the strong approximation
sup
t1,...,tK∈[0,1]
∣∣∣∣D˜T (t1, . . . , tK)− G˜T (bt1N1cN , . . . , btKNKcN
)∣∣∣∣
≤
K∑
j=1
√
Nj
N
sup
tj∈[0,1]
∣∣∣∣∣D˜(j)T (tj)− αT,j
√
N
Nj
B˜
(j)
T
(btjNjc
N
)∣∣∣∣∣
d
=
K∑
j=1
√
Nj
N
sup
tj∈[0,1]
∣∣∣∣D˜(j)T (tj)− αT,jB˜(j)T (btjNjcNj
)∣∣∣∣ (7.2)= o(1)
P˜ -a.s., for T → ∞ since CT,jN−λjj = o(1) and NjN → κj ∈ (0, 1] for all j = 1, . . . ,K as T → ∞, by
assumption. 2
Proof of Corollary 3.3:
(i) Using (3.19) we have
sup
t∈[0,1]K
∣∣∣∣D˜∗T (t1, . . . , tK)− G˜∗T (bt1N1cN , . . . , btKNKcN
)∣∣∣∣
= sup
t∈[0,1]K
∣∣∣∣∣∣ 1√∑K
j=1 α
2
T,j
D˜T (t1, . . . , tK)− 1√∑K
j′=1 α
2
T,j′
G˜T
(bt1N1c
N
, . . . ,
btKNKc
N
)∣∣∣∣∣∣
=
1√∑K
j′=1 α
2
T,j′
sup
t∈[0,1]K
∣∣∣∣D˜T (t1, . . . , tK)− G˜T (bt1N1cN , . . . , btKNKcN
)∣∣∣∣
(3.19)
= o(1)
P˜ -a.s., as T →∞ since αT,j → α∗j ∈ (0,∞) as T →∞.
(ii) The result follows, if we show the CLT for the equivalent statistic S˜∗T , since then P (S
∗
T ≤ x) =
P˜ (S˜∗T ≤ x) → Φ(x), as T → ∞, for any x ∈ R. Denote the equivalent version of {DT (t1, . . . , tK) :
t1, . . . , tK ∈ [0, 1]}, which appears in Theorem 3.3 and is defined on the probability space (Ω˜, F˜ , P˜ ), by
{D˜T (t1, . . . , tK) : t1, . . . , tK ∈ [0, 1]}. Further let us define
D˜∗T (t1, . . . , tK) =
√
N∑K
j′=1 α
2
T,j′Nj′
D˜T (t1, . . . , tK), t1, . . . , tK ∈ [0, 1],
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and the corresponding scaled version of G˜T , G˜∗T (u1, . . . , uK) =
√
N/
∑K
j′=1 α
2
T,j′Nj′ G˜T (u1, . . . , uK) for
u1, . . . , uK ≥ 0. The assertion follows at once by noting that
D˜∗T (1, . . . , 1) =
N√∑K
j′=1 α
2
T,j′Nj′
v′T (S˜T − E(S˜T ))wT ,
and observing that
G˜∗T
(
N1
N
, . . . ,
NK
N
)
=
√
N∑K
j′=1 α
2
T,j′Nj′
K∑
j=1
αT,j
B˜(j)T (NjN
)
− B˜(j)T (0)︸ ︷︷ ︸
=0

∼
√
N∑K
j′=1 α
2
T,j′Nj′
K∑
j=1
αT,jX˜j , X˜j ∼ N
(
0,
Nj
N
)
,
∼ N (0, 1)
for all T > 0. 2
Proof of Theorem 3.4:
We have supt1,...,tK∈[0,1]
∣∣∣∆˜T (t1, . . . , tK)− Γ˜T (t1, . . . , tK)∣∣∣ ≤ I1 + I2 with
I1 = sup
t1,...,tK∈[0,1]
∣∣∣∣D˜T (t1, . . . , tK)− G˜T (bt1N1cN , . . . , btKNKcN
)∣∣∣∣ (3.19)= o(1),
I2 = sup
t1,...,tK∈[0,1]
∣∣∣∣∣∣
K∑
j=1
btjNjc√
N
1√
Nj
D˜(j)T (1)−
K∑
j=1
btjNjc√
N
1√
Nj
αT,jB˜
(j)
T (1)
∣∣∣∣∣∣
≤
K∑
j=1
√
Nj
N
sup
tj∈[0,1]
btjNjc
Nj︸ ︷︷ ︸
≤1
∣∣∣D˜(j)T (1)− αT,jB˜(j)T (1)∣∣∣ (7.2)= o(1),
as T → ∞, when NjN → κj ∈ (0, 1] for j = 1, . . . ,K as T → ∞. Further, the Brownian bridge
representation of Γ˜T follows from the scaling property of Brownian motions,
Γ˜T (t1, . . . , tK) =
K∑
j=1
αT,jB˜
(j)
T
(btjNjc
N
)
− 1√
N
K∑
j=1
btjNjc√
Nj
αT,jB˜
(j)
T (1)
d
=
K∑
j=1
αT,j
√
Nj
N
[
B˜
(j)
T
(btjNjc
Nj
)
− btjNjc
Nj
B˜
(j)
T (1)
]
,
which establishes the result. 2
Proof of Corollary 3.4: The proof is straightforward and omitted. 2
Proof of Theorem 3.5: The proof can be found in Mause (2020). 2
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Proof of Lemma 4.1:
We show (ii). The other assertions follow along the same lines. First note that there exists, for all j =
1, . . . ,K, on (Ω(j),F (j), P (j)), a standard Brownian motion {B(j)(tj) : tj ≥ 0}, such that for all T > 0
{B(j)(tj) : tj ≥ 0} d= {B(j)T (tj) : tj ≥ 0}, and thus, by independence of the K Brownian motions,
BT (t)
d
= B(t). Similarly one can show BT (t)
d
= B(t) for the vector of Brownian bridges BT (t) =
(B
(1)
T (t1), . . . , B
(K)
T (tK))
′.
We have ∣∣∣∣VT − maxk∈MT
∣∣∣∣GT (k1N , . . . , kKN
)∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣VT − maxk∈MT
∣∣∣∣∣∣
K∑
j=1
αT,jB
(j)
T
(
kj
N
)∣∣∣∣∣∣
∣∣∣∣∣∣ = oP (1)
as T →∞ on (Ω,F , P ), where (using the scaling property of Brownian motion)
max
k∈MT
∣∣∣∣∣∣
K∑
j=1
αT,jB
(j)
T
(
kj
N
)∣∣∣∣∣∣ d= maxk∈MT
∣∣∣∣∣∣
K∑
j=1
αT,j
√
Nj
N
B(j)
(
kj
Nj
)∣∣∣∣∣∣
Therefore,∣∣∣∣∣∣VT − maxk∈MT
∣∣∣∣∣∣
K∑
j=1
αT,jB
(j)
T
(
kj
N
)∣∣∣∣∣∣
∣∣∣∣∣∣ d=
∣∣∣∣∣∣VT − supt∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
αT,j
√
Nj
N
B(j)
(btjNjc
N
)∣∣∣∣∣∣
∣∣∣∣∣∣
and consequently,
∣∣∣∣∣VT − supt∈[0,1]K
∣∣∣∣∑Kj=1 αT,j√NjN B(j) ( btjNjcN )∣∣∣∣
∣∣∣∣∣ = oP (1), T → ∞. Since the paths of
B(j) are a.s. continuous it follows that
sup
t∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
αT,j
√
Nj
N
B(j)
(btjNjc
Nj
)∣∣∣∣∣∣ −→ sups∈[0,1]K
∣∣∣∣∣∣
K∑
j=1
α∗j
√
κjB
(j) (sj)
∣∣∣∣∣∣ , T →∞,
P -a.s., and hence in distribution, where the limiting r.v. is a.s. finite, since αT,j → α∗j and NjN → κj as T →
∞ for j = 1, . . . ,K. Consequently, we can conclude that VT d−→ sup
s∈[0,1]K
∣∣∣∑Kj=1 α∗j√κjB(j) (sj)∣∣∣ , T →
∞, by Theorem 2.7, (iv) in Van der Vaart (1998). 2
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