Structure Preserving Equivalent Martingale Measures for
  $\mathscr{H}$-SII Models by Criens, David
ar
X
iv
:1
60
6.
02
59
3v
4 
 [m
ath
.PR
]  
6 O
ct 
20
17
STRUCTURE PRESERVING EQUIVALENT MARTINGALE
MEASURES FOR H-SII MODELS
DAVID CRIENS
Abstract. In this article we relate the set of structure preserving equivalent martingale
measuresMsp for financial models driven by semimartingales with conditionally independent
increments to a set of measurable and integrable functions Y. More precisely, we prove that
Msp 6= ∅ if, and only if, Y 6= ∅, and connect the sets Msp and Y to the semimartingale
characteristics of the driving process. As examples we consider integrated Le´vy models with
independent stochastic factors and time-changed Le´vy models and derive mild conditions
for Msp 6= ∅.
1. Introduction
A class of stochastic models which reflects many statistical observations and yet has good
analytical properties is the class of so-calledH-SII models. The stock price process S is defined
by S = exp(X), where X is a semimartingale with H-conditionally independent increments
(H-SII). Examples of H-SII models are exponential Le´vy models and the stochastic volatility
models suggested by [1, 5, 9, 22].
We highlight that for pure-jump exponential Le´vy models Eberlein and Jacod [6] established
a precise description of the set Msp of SPEMMs in terms of a set of deterministic functions.
This result is mathematically sharp and engages through its simple deterministic nature.
We show that such a result also holds for H-SII models. More precisely, we prove that there
exists a set of measurable and integrable functions Y such that for each element in Y there
exists a corresponding measure in Msp and vise versa.
To the best of our current knowledge, for H-SII models the set Msp was only studied for
individual models, cf., e.g., [10, 18, 20, 21], and not from a general perspective. We stress that
some key techniques of previous approaches to do not apply to a general setting. For example,
in the discussion of Msp for the Barndorf-Nielson and Shephard model in [20], the following
fact is used: If ξ is a process independent of a Brownian motion W , then conditioned on ξ
the random variable
∫ T
0
ξs dWs is Gaussian distributed. This claim relies on the fact that W
stays a Brownian motion under the enlarged filtration which includes all informations on ξ, cf.
Appendix B. Using that
∫ T
0 ξs dWs is Gaussian, the martingale property of a candidate density
process for an element of Msp can be computed directly. In more general situations one cannot
hope to perform that kind of computations. Hence, a more robust argumentation is necessary.
At the core of the proof of Eberlein and Jacod [6] is the fact that an exponential Le´vy
process is a martingale if, and only if, it is a local martingale. This observation is also true in
the case of H-SIIs with absolutely continuous characteristics, cf. [16]. By reducing the claim to
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2 D. CRIENS
semimartingales with independent increments (SIIs), for which the result was proven by Kallsen
and Muhle-Karbe [15] exploiting a technique based on a change of measure, we generalize this
observation to general H-SIIs. In order to use this fact to construct a density processes of a
measure in Msp, one has to show that the logarithm of a candidate density process is an H-SII.
This, however, requires in depth measurability considerations, cf. Appendix A. On the other
hand, to obtain necessary conditions for Msp 6= ∅, we benefit from Girsanov’s theorem and
deep results on local absolute continuity of laws of semimartingales as given in [12].
Let us shortly summarize the structure of the article. In Section 2.1 we introduce our math-
ematical setting. Our main result is given in Section 2.2. We discuss the simplified situation of
a quasi-left continuous driving process with continuous local martingale part in Section 2.3. In
Section 3 we present examples such as a Black-Scholes-type model with independent stochastic
volatility and an exponential Le´vy model with independent stochastic time-change. The proof
of our main result is given in Section 4.
2. Structure Preserving Equivalent Martingale Measures
Let T > 0 be a finite time horizon. All processes in this article are indexed on [0, T ]. We fix
a not-necessarily right-continuous filtration (Fot )t∈[0,T ] on a measurable space (Ω,F) and set
Ft , F
o
t+. Throughout the entire article let (Ω,F,F , (Ft)t∈[0,T ], P ) be the underlying filtered
probability space. Note that we do not assume the usual conditions. For a careful discussion
of the general theory of stochastic processes without assuming the usual conditions we refer to
the monographs [8, 11].
Let H ⊆ F and consider the enlarged filtration G , (Gt)t∈[0,T ] given by Gt , Got+, where
Got , F
o
t ∨H. We impose the following assumption on the underlying filtered space.
Standing Assumption 1. The space Ω is Polish and F is its topological Borel σ-field. More-
over, for all t ∈ [0, T ] the σ-fields H and Fot are countably generated.
The following lemma shows that many σ-fields are countably generated.
Lemma 2.1. Let (Yt)t≥0 be a right- or left-continuous process with values in a Polish space.
Then for t ∈ [0, T ] the σ-field σ(Ys, s ∈ [0, t]) is countably generated.
Proof: It suffices to note that σ(Ys, s ∈ [0, t]) = σ(Ys∧t, s ∈ Q+). 
An important consequence of Standing Assumption 1 is the existence of a regular condi-
tional probability P (·|H)(·) from (Ω,H) to (Ω,F), cf., e.g., [23, Theorem 9.2.1]. More precisely,
P (·|H)(·) satisfies the following:
(i) For all ω ∈ Ω, A 7→ P (A|H)(ω) is a probability measure on (Ω,F).
(ii) For all A ∈ F, ω 7→ P (A|H)(ω) is H-measurable.
(iii) For all A ∈ F the random variable P (A|H) is a P -version of E[1A|H].
(iv) There exists a P -null set N ∈ H such that for all ω ∈ ∁N and all G ∈ H we have
P (G|H)(ω) = 1G(ω).(2.1)
Part (iv) uses the assumption that the σ-field H is countably generated. Let us shortly note
two elementary observations.
Remark 2.2. (i) For all F-measurable functions Y : Ω→ R+ the random variable ∫ Y (ω)P (dω|H)
is a P -version of the conditional expectation E[Y |H].
SPEMMS FOR H-SII MODELS 3
(ii) For all P -a.s. events A ∈ F there exists a P -null set NA ∈ H such that for all ω ∈ ∁NA
we have P (A|H)(ω) = 1.
2.1. Semimartingales with H-Conditionally Independent Increments. As observed
by Grigelionis [7] semimartingales with H-conditionally independent increments (H-SIIs) can
be characterized by measurability properties of their characteristics. Before we give a precise
statement let us clarify some terminology. We say that B ∈ V has an H-measurable version, if
for each t ∈ [0, T ] the random variable Bt has an H-measurable version. Denote by I the set of
all Borel functions g : R→ R with |g(x)| ≤ 1∧ |x|2. We say that a compensator ν of a random
measure of jumps has an H-measurable version, if for all t ∈ [0, T ] and all g ∈ I the random
variable ν([0, t]× g) has an H-measurable version.
In this article we will fix a truncation function h : R → R. Whenever we talk about (semi-
martingale) characteristics, we refer to the characteristics corresponding to h.
Definition 2.3. We call a real-valued (G, P )-semimartingale which starts at zero an (H,F, P )-
SII if its (G, P )-characteristics have an H-measurable P -version.
The following lemma can be used to deduce claims concerning H-SIIs from results concern-
ing semimartingales with independent increments. It is a consequence of [11, Lemma II.6.13,
Corollary II.6.15].
Lemma 2.4. A process Y is an (H,F, P )-SII if and only if there exists a P -null set N ∈
F such that for all ω ∈ ∁N the process Y is a ({Ω, ∅},G, P (·|H)(ω))-SII. In this case, the
(G, P (·|H)(ω))-characteristics of Y coincide with the (G, P )-characteristics.
2.2. Structure Preserving Equivalent Martingale Measures. Let us now describe the
class of financial models considered in this article.
Standing Assumption 2. The process X is an (H,F, P )-SII and also an (F, P )-semimartingale
whose (F, P )- and (G, P )-characteristics coincide.
We discuss Standing Assumption 2 in Appendix B and give examples. The characteristics
of X are denoted by (BX , CX , νX). Thanks to [11, Proposition II.2.9] we may w.l.o.g. assume
that
{a ≤ 1} = Ω× [0, T ], where at , νX({t} × R).(2.2)
The stock price process S of an H-SII model is given by
St , e
Xt , t ∈ [0, T ].
Clearly, the assumption S0 = 1 is no restriction and serves only the purpose of notational
convenience. Let us now define our key objects of interest.
Definition 2.5. We denote by Msp the set of structure preserving equivalent martingale
measures, i.e. all probability measure Q on (Ω,F) such that the following holds:
(i) Q ∼ P .
(ii) S is an (F, Q)-martingale.
(iii) X is an (H,F, Q)-SII.
(iv) The (F, Q)- and (G, Q)-characteristics of X coincide.
In our setting we do not need to distinguish between structure preserving equivalent true,
local or sigma martingale measures, since all exponential H-SIIs which are sigma martingales
are martingales, cf. Lemma 4.1 below.
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Definition 2.6. We define Y to be the set of all tuple (β, U) which satisfy the following: β is a
real-valued F-predictable process and U is a [0,∞)-valued P(F) ⊗B-measurable function such
that
(i) {U > 0} = {a′ ≤ 1} = Ω×[0, T ] and {a = 1} = {a′ = 1}, where a′t ,
∫
R
U(t, x)νX({t}×
dx).
(ii) P -a.s. it holds that |h(x)(U − 1)| ⋆ νXT <∞ and
HT , β
2·CXT +
(
1−
√
U
)2
⋆ νXT +
∑
s∈[0,T ]
(√
1− as −
√
1− a′s
)2
<∞.(2.3)
(iii) P -a.s. it holds that (ex − 1)U1{x>1} ⋆ νXT <∞ and that for all t ∈ [0, T ]
BXt +
(
β +
1
2
)
· CXt +
(
(ex − 1)U − h(x)) ⋆ νXt
+
∑
s∈[0,t]
(
log(1 + V˜s)− V˜s
)
= 0,
(2.4)
where V˜t ,
∫
R
(ex − 1)U(t, x)νX({t} × dx).
(iv) the modified characteristics
B , BX + β · CX + h(x)(U − 1) ⋆ νX , C , CX , ν , U · νX ,(2.5)
have a P -version which is H-measurable.
Motivated by Girsanov’s theorem [11, Theorem III.3.24], the elements in Y are called Gir-
sanov quantities. The function U is used to influence the jump structure of X and both U and β
change the drift of X . If U is given by U(t, x) = e
βtx
1+Ŵt
, where Ŵt ,
∫
R
(
eβtx − 1) νX({t}×dx),
then (β, U) correspond to the famous Esscher measure, cf., e.g., [17]. The equation (2.4) is
often called market price of risk equation (MPRE).
The set {a > 0} is thin. Consequently, as a section of a thin set, {t ∈ [0, T ] : at(ω) > 0}
is at most countable and the sums in Definition 2.6 (ii) and (iii) are well-defined. Part (ii) of
Definition 2.6 implies that B ∈ V(F, P ). Note that
(1 ∧ |x|2)U ⋆ νXt ≤ 4(1 ∧ |x|2) ⋆ νXt + 4
(
1−
√
U
)2
⋆ νXt .
Hence, U · νX makes sense as a candidate for a compensator.
Now, we are in the position to state our main result, which generalizes [6, Proposition 1] to
H-SII models. For a detailed proof we refer to Section 4 below.
Theorem 2.7. We have
Y 6= ∅ ⇐⇒ Msp 6= ∅.
Moreover, the following holds:
(i) For each (β, U) ∈ Y there exists a Q ∈ Msp such that the (F, Q)- and (G, Q)-
characteristics of X are given by (2.5).
(ii) For each Q ∈ Msp there exists a pair (β, U) ∈ Y such that X has (F, Q)- and (G, Q)-
characteristics given by (2.5).
We stress that the integrability assumptions in the definition of Y have an almost sure
character in contrast to classical exponential moment conditions of Novikov-type, which are
typically imposed to guarantee the existence of an EMM.
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We give a short outline of the proof of Theorem 2.7. For given Girsanov quantities (β, U)
we may define the candidate density process
Z , E
(
β ·Xc +
{
U − 1 + a
′ − a
1− a 1{a<1}
}
⋆
(
µX − νX)).(2.6)
We show in Lemma 4.2 below that (i), (ii) and (iv) of Definition 2.6 imply that Z is a positive
martingale. The proof is based on the observation that logZ is an H-SII and that exponential
H-SIIs are martingales if they are local martingales. Now, we define a candidate measure Q
for Msp by Q(G) = EP [ZT1G] for G ∈ F.
On the infinite time horizon Z may not be a uniformly integrable martingale. This is the
only point where the proof of sufficiency depends on the finite time horizon. However, when we
consider an infinite time horizon, we can define the consistent family (Ft, Qt)t≥0 by Qt(G) =
EP [Zt1G] forG ∈ Ft. Now, if the filtered space (Ω,F,F) allows extensions of consistent families,
there exists a probability measure Q on (Ω,F) such that Q = Qt on Ft for all t ∈ [0,∞). Since
Z is positive, this implies that Q and P are locally equivalent. These considerations lead to
a local version of Theorem 2.7. We stress that classical path spaces allow the extension of
consistent families, cf. [3, Proposition 3.9.17].
Checking that Q satisfies (ii) and (iii) of Definition 2.5 is identical for the finite and the
infinite time horizon.
Let us also comment on the converse direction. If Q ∈Msp, then Girsanov’s theorem yields
the existence of candidate Girsanov quantities (β, U). The integrability conditions follow from
general results on absolute continuity of laws of semimartingales and the equivalence of P and
Q allows a modification of (β, U) such that Definition 2.6 (i) is satisfied. These results can be
applied irrespective of a finite or an infinite time horizon.
2.3. H-SII Models with Continuous Local Martingale Part. Let us shortly discuss a
simplified situation in which X has a non-trivial continuous local martingale part.
It is well-known that the (F, P )-characteristics of X have a decomposition
BX = bX · AX , CX = cX ·AX , νX = FX ⊗AX ,
cf. [11, Proposition II.2.9]. Here, AX is an F-predictable process in A+loc(F, P ), b
X is an F-
predictable process, cX is an F-predictable non-negative process and FXω,t(dx) is a transition
kernel from (Ω× [0, T ],P(F)) to (R,B). We call (bX , cX , FX ;AX) local (F, P )-characteristics of
X . Thanks to Standing Assumption 2, (bX , cX , FX ;AX) are also local (G, P )-characteristics
of X .
Corollary 2.8. Suppose that νX({t} × R) = 0 for all t ∈ [0, T ], that cX 6= 0 and that there
exists an H ⊗B([0, T ])⊗ B- and P(F)⊗B-measurable positive function U such that P -a.s.
|h(x)(U − 1)| ⋆ νXT + |ex − 1|U1{x>1} ⋆ νXT + β2 · CXT +
(
1−
√
U
)2
⋆ νXT <∞,
where
β , − 1
cX
(
1
2
cX + bX +
∫
R
(
(ex − 1)U(·, x)− h(x))FX(dx)) ,(2.7)
then Msp 6= ∅. Moreover, there exists a Q ∈ Msp such that X has local (F, Q)- and local
(G, Q)-characteristics (bQ,X , cX , FQ,X ;AX), where
bQ,X = −
(
1
2
cX +
∫
R
(
ex − 1− h(x))U(·, x)FX(dx))
and FQ,X(dx) = U(·, x)FX(dx).
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Proof: If (β, U) ∈ Y, then Theorem 2.7 implies the claims. It is assumed that (β, U) satisfies
(i), (ii) and (iii) of Definition 2.6. Moreover, (β, U) also satisfies (iv) thanks to Lemma A.2 (i)
in Appendix A. This concludes the proof. 
If we may choose U = 1 there exists a measure Q ∈ Msp which does not change the jump
structure of X .
3. Examples
In this section we discuss two examples. Firstly, we investigate a generalization of the Nobel
Prize winning model of Black and Scholes [4], introducing an additional independent stochastic
factor, which for instance may be a fractional Brownian motion. Secondly, we consider a time-
changed Le´vy model as introduced by Carr, Geman, Madan and Yor [5].
3.1. A Generalized Black-Scholes Model with Independent Factor. Let F,H, Y and
V , (I,W ) be as in Example B.2 in Appendix B. Here, we denote It = t. Then Standing
Assumption 1 holds. We assume that W is a Brownian motion which is P -independent of Y .
Moreover, let γ : Dm × [0, T ] → R and σ : Dm × [0, T ] → (0,∞) be such that γ(Y ), σ(Y ) are
FY -predictable and
P
(∫ T
0
|γ(Y, s)| ds+
∫ T
0
σ(Y, s)2 ds <∞
)
= 1.(3.1)
We now set
X ,
∫ ·
0
γ(Y, s) ds+ σ(Y ) ·W.
Standing Assumption 2 holds thanks to Corollary B.4 in Appendix B. We obtain very mild
sufficient and necessary conditions for Msp 6= ∅.
Corollary 3.1. Msp 6= ∅ if, and only if,
P
(∫ T
0
(
γ(Y, s)
σ(Y, s)
)2
ds <∞
)
= 1.(3.2)
Proof: The implication ⇐= follows from Corollary 2.8 and (3.1). If Msp 6= ∅, then Theorem
2.7 yields that the MPRE (2.4) has a solution β such that P -a.s. β2 · CXT < ∞. We obtain
that βσ2(Y ) = −γ(Y ) − σ2(Y )/2 up to a P ⊗ dt-null set. Hence, we deduce (3.2) from (3.1)
together with P -a.s. β2 · CXT <∞. 
3.2. CGMY-Model with Independent Stochastic Volatility. We pose ourselves in the
setting introduced in Example B.5 in Appendix B. Let Y be an Ornstein-Uhlenbeck process
driven by a Le´vy subordinator L with constant initial value Y0 > 0 and parameter λ > 0. More
precisely, we assume that
Yt , Y0e
−λt + e−λ(t−s) · Lt, t ∈ [0, T ].
From this definition we immediately deduce that for all t ∈ [0, T ]
Yt ≥ Y0e−λt ≥ Y0e−λT > 0.(3.3)
SPEMMS FOR H-SII MODELS 7
Let V be a one-dimensional Le´vy process with Le´vy-Khinchine triplet (bV , cV , FV ) and that
h(x) = x1{|x|≤1}. Then, we set
Xt , µt+ V∫ t
0
Ys− ds
, t ∈ [0, T ].
Note that both Standing Assumptions 1 and 2 hold.
Proposition 3.2. Assume that
∫
R
(1 ∧ |x|)FV (dx) < ∞. Then Msp 6= ∅ if at least one of the
following conditions hold:
(i) cV 6= 0.
(ii) FV ((−∞,−1)) > 0 and FV ((1,∞)) > 0.
Proof: (i). The local characteristics of X are given as in Lemma B.6 in Appendix B. We choose
U(ω, t, x) ,
1
1− ex 1{x<−1} +
x
ex − 11{|x|≤1}\{0} + 1{0} +
1
ex − 11{x>1},
βt ,
−µ
cV Yt−
− 1
cV
(
bV +
∫
R
(
1{x>1} − 1{x<−1}
)
FV (dx)
)
− 1
2
.
Obviously, U is positive and H ⊗ B([0, T |) ⊗ B- and P(F) ⊗ B-measurable. Taylor’s theorem
yields the existence of a non-negative constant K such that
|h(x)(U(x) − 1)|+
(
1−
√
U(x)
)2
+ (ex − 1)U1{x>1} ≤ K(1 ∧ |x|).
The assumption that 1 ∧ |x| is FV -integrable and the bound (3.3) yield that the integrability
condition of Corollary 2.8, and hence the claim, holds.
(ii). W.l.o.g. we may assume that cV = 0. We set β , 0 and
U(t, x) ,
(
bV 1{bV ≥0} + Y
−1
t− µ1{µ≥0}
(1− ex)FV ((−∞,−1)) +
FV ((1,∞))
1− ex
)
1{x<−1}
+
(
−bV 1{bV <0} − Y −1t− µ1{µ<0}
(ex − 1)FV ((1,∞)) +
FV ((−∞,−1))
ex − 1
)
1{x>1}
+
x
ex − 11{|x|≤1}\{0} + 1{0}.
Part (i) of Definition 2.6 trivially holds and it is routine to check that (iii) is satisfied. Part (ii)
follows by Taylor’s theorem as above. Since U is H⊗B([0, T ])⊗B-measurable, Lemma A.2 in
Appendix A yields part (iv). Hence (0, U) ∈ Y and the claim follows from Theorem 2.7. 
4. Proof of Theorem 2.7
4.1. Martingale Property of Exponential H-SII Processes. The following lemma gen-
eralizes [16, Lemma A.1] to arbitrary H-SIIs.
Lemma 4.1. Let Y be an (H,F, P )-SII with (G, P )-characteristics (BY , CY , νY ).
(i) The following are equivalent:
(I) eY is an (G, P )-martingale.
(II) eY is a local (G, P )-martingale.
(III) eY is a sigma (G, P )-martingale.
(IV) We have ex1{x>1} ⋆ ν
Y ∈ V(G, P ) and P -a.s.
BY +
1
2
CY +
(
ex − 1− h(x)) ⋆ νY + ∑
s∈[0,·]
(
log(1 + Ŷs)− Ŷs
)
= 0,(4.1)
where Ŷt ,
∫
R
(ex − 1)νY ({t} × dx).
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(ii) In addition, if Y is an (F, P )-semimartingale and its (F, P )-characteristics coincide
with (BY , CY , νY ), then (I) ⇐⇒ (II) ⇐⇒ (III) ⇐⇒ (IV) where (I) - (IV) are given as
in (i) with G replaced by F.
Proof: (i). The implication (I) =⇒ (II) is trivial and the implication (II) =⇒ (III) holds due to
[11, Proposition III.6.34]. The implication (III) =⇒ (II) follows from the fact that non-negative
sigma martingales are local martingales, cf. [11, p. 216]. An exponential semimartingale is a
local martingale if, and only if, it is exponentially special and its exponential compensator
vanishes, cf. [17, Lemma 2.15]. Hence, the equivalence (II) ⇐⇒ (IV) follows from [17, Lemma
2.13, Theorem 2.18, Theorem 2.19]. It is left to prove the implication (IV) =⇒ (I). Thanks
to the equivalence (III) ⇐⇒ (IV) and [14, Proposition 3.1], the process eY is a non-negative
(G, P )-supermartingale. Thus, we have to show that EP [e
YT ] = 1. Thanks to Remark 2.2
(ii), Lemma 2.4 and [17, Lemma 2.13, Theorem 2.18, Theorem 2.19] P -a.s. the process Y is
a ({Ω, ∅},G, P (·|H))-SII and eY is P -a.s. a local (G, P (·|H))-martingale. Hence, using [15,
Proposition 3.12], the process eY is P -a.s. a (G, P (·|H))-martingale. This implies that P -a.s.∫
Ω e
YT (ω
′)P (dω′|H) = 1. Taking P -expectation finishes the proof.
(ii). (I) =⇒ (II)⇐⇒ (III)⇐⇒ (IV) follow as in (i). Thanks to (i), (IV) implies EP [eYT ] = 1.
Hence, we can also conclude (IV) =⇒ (I). 
4.2. A Candidate Density Process. Standing Assumption 2 and [11, Theorem II.2.34]
imply that the continuous local (F, P )- and (G, P )-martingale parts of X coincide. We denote
them by Xc.
Lemma 4.2. Let (β, U) ∈ Y, then the process Z as given by (2.6) is a positive (F, P )- and
(G, P )-martingale.
Proof: Let us start by showing that Z is a positive local (F, P )- and (G, P )-martingale. We
have F ⊆ G, i.e. Ft ⊆ Gt for all t ∈ [0, T ]. Since β is F-predictable, F ⊆ G implies that β is G-
predictable. Now, P -a.s. β2 ·CXT <∞ yields that β ·Xc is a local (F, P )- and (G, P )-martingale.
We denote
V (t, x) , U(t, x)− 1 + a
′
t − at
1− at 1{at<1},
V̂ (t, x) ,
∫
R
V (t, x)νX({t} × dx) = a
′
t − at
1− at 1{at<1},
where we use that {a = 1} = {a′ = 1}. Recalling F ⊆ G, we obtain that V is P(F) ⊗ B- and
P(G)⊗B-measurable. Moreover, we have
V˜t , V (t,∆Xt)1{∆Xt 6=0} − V̂t =
U(t,∆Xt)− 1, on {∆Xt 6= 0},−a′t−at1−at 1{at<1}, on {∆Xt = 0}.(4.2)
Since {U > 0} = Ω × [0, T ] and {a′ < 1} = {a < 1}, we have {V˜ > −1} = Ω × [0, T ]. Now,
[11, Theorem II.1.33 d)] yields that V ⋆ (µX − νX) is a local (F, P )- and (G, P )-martingale if
P -a.s.
KT ,
(
1 +
√
1 + V − V̂
)2
⋆ νXT +
∑
s∈[0,T ]
(
1− as
)(
1−
√
1− V̂ 2s
)2
<∞.
This holds since KT ≤ HT and P -a.s. HT < ∞, cf. (2.3) for the definition of HT . Therefore,
Z is a local (F, P )- and (G, P )-martingale, which is positive due to the fact that {V˜ > −1} =
Ω× [0, T ] together with [11, Theorem I.4.61 c)].
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Using Lemma 4.1, Z is a (G, P )-martingale if logZ is an (H,F, P )-SII. Since Z is an (F, P )-
supermartingale, this also yields that Z is an (F, P )-martingale. We proceed in two steps:
Firstly, we compute the (G, P )-characteristics of logZ. Secondly, we show that they have H-
measurable P -versions. We define the local (G, P )-martingale N , β · Xc + V ⋆ (µX − νX)
and denote its (G, P )-characteristics by (BN , CN , νN ). The continuous local (G, P )-martin-
gale part of N is given by β ·Xc and hence CN = β2 · CX . Similarly as in [13], it follows that
the (G, P )-compensator νN of µN is given by
1G ⋆ ν
N = 1G
(
U − 1) ⋆ νX + ∑
t∈[0,·]
1{at>0}1G
(
− a
′
t − at
1− at
)
(1− at),(4.3)
for G ∈ B, 0 6∈ G. Since N is a local (G, P )-martingale, [11, Proposition II.2.29] yields that
BN (h′) = −(x−h′(x))⋆νN . Since identically ∆N = V˜ > −1, [11, Theorem II.8.10] yields that
logZ has (G, P )-characteristics given by
BlogZ = BN − 1
2
CN +
(
h(log(1 + x))− h(x)) ⋆ νN ,
C logZ = CN , 1A ⋆ ν
logZ = 1A(log(1 + x)) ⋆ ν
N , A ∈ B, 0 6∈ A.
(4.4)
Since νX and U ·νX have H-measurable P -versions and P -a.s. |h(x)(U −1)|⋆νXT <∞, Lemma
A.2 (i) in Appendix A yields that h(x)(U−1)⋆νX has anH-measurable P -version. Hence, since
BX and BX + β ·CX + h(x)(U − 1) ⋆ νX have H-measurable P -versions, so does β ·CX . Now
Lemma A.3 in Appendix A implies that CN has an H-measurable P -version. Recalling (4.3),
Lemma A.2 (i) and (ii) yield that νN has an H-measurable P -version. For all g ∈ I we have
|g(log(1 + x))| ≤ 3(1 ∧ |x|2). Moreover, P -a.s. (|x − h′(x)| + |h(log(1 + x)) − h(x)|) ⋆ νNT <∞
follows from P -a.s. (|x| ∧ |x|2) ⋆ νNT < ∞, cf. [11, Proposition II.2.29]. Therefore, since νN
has an H-measurable P -version, Lemma A.2 (i) implies that BlogZ(h) and νlogZ also have
H-measurable P -versions. This concludes the proof. 
Remark 4.3. The statement of Lemma 4.2 stays true if the pair (β, U) only satisfies (i), (ii)
and (iv) in Definition 2.6.
4.3. Proof of Theorem 2.7. Let (β, U) ∈ Y and Z as in (2.6). Thanks to Lemma 4.2, Z is
a positive (F, P )- and (G, P )-martingale. Define Q by Q(A) = EP [ZT1A] for A ∈ F. Since P -
a.s. ZT > 0, it holds that Q ∼ P . Thanks to the martingale property of Z, Q(A) = EP [Zt1A]
for A ∈ Gt and t ∈ [0, T ]. From (4.2) it follows that P -a.s. 〈Zc, Xc〉P,K = Z−β · CX and
MP
µX
(Z|P(K) ⊗ B) = Z−U for K ∈ {F,G}. Now, using Girsanov’s theorem [11, Theorem
III.3.24], X is an (F, Q)- and (G, Q)-semimartingale with (F, Q)- and (G, Q)-characteristics
given by (2.5). Since (β, U) ∈ Y and Q ∼ P , these characteristics have an H-measurable
Q-version, i.e. X is an (H,F, Q)-SII. Moreover, since the MPRE (2.4) holds, S is an (F, Q)-
martingale by Lemma 4.1. Therefore, we have shown that (i) holds and Y 6= ∅ =⇒Msp 6= ∅.
Next, we prove (ii) and Msp 6= ∅ =⇒ Y 6= ∅. Take Q ∈Msp and denote the F-density process
of Q w.r.t. P by Z∗. For all t ∈ [0, T ] we have Q(Z∗t = 0) = EP [Z∗t 1{Z∗t =0}] = 0. In view of [11,
Proposition I.2.4, Theorem III.3.4], we also have Q(Z∗t− = 0) = E
P [Z∗t−1{Z∗t−=0}] = 0. Hence,
Q ∼ P and [11, Lemma III.3.6] yields P -a.s. Z∗t > 0 and Z∗t− > 0 for all t ∈ [0, T ]. Denote
Λ , {MP
µX
(Z∗|P(F)⊗B) > 0} ∩ {Z∗− > 0} × R and
U∗(ω, t, x) ,

1
Z∗
t−
(ω)M
P
µX
(Z∗|P(F)⊗B)(ω, t, x), on Λ,
1, otherwise.
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Girsanov’s theorem [11, Theorem III.3.24] yields the existence of an F-predictable process β
such that the (F, Q)-characteristics of X are given by (2.5) with U replaced by U∗. Moreover,
since X is an (H,F, Q)-SII and its (F, Q)-characteristics coincide with its (G, Q)-character-
istics, there exists an H-measurable Q-version of these characteristics. Since P ∼ Q, there also
exists an H-measurable P -version. Using again Girsanov’s theorem and Q ∼ P , we obtain that
P -a.s. |h(x)(U∗ − 1)| ⋆ νXT < ∞. Since eX is an (F, Q)-martingale and Q ∼ P , [17, Lemma
2.13, Theorem 2.19] imply that P -a.s. (ex − 1)1{x>1}U∗ ⋆ νXT < ∞ and that the MPRE (2.4)
holds P -a.s. for all t ∈ [0, T ] with U replayed by U∗. Denote by H∗ the process H with
U replaced by U∗. Since Q ∼ P , we deduce from [12, Theorem 1∗∗], that P -a.s. H∗T < ∞.
We now show that there exists a P(F) ⊗ B-measurable function U and a P -evanescence set
Λ′ such that U = U∗ on ∁Λ′ × R, {U > 0} = {a′ ≤ 1} = Ω × [0, T ] and {a = 1} =
{a′ = 1}. The properties of U∗ then readily extend to U and (β, U) ∈ Y follows. Denote
a∗t , (U
∗ ·νX)({t}×R). Due to the fact that subsets of thin sets are itself thin, cf. [8, Theorem
3.19], the set {a = 1} ⊆ {a > 0} is thin. Hence, [11, Lemma I.2.23] yields the existence of a
sequence of F-predictable times (τn)n∈N such that {a = 1} =
⋃
n∈N[[τn]] up to P -evanescence.
Using [11, Proposition II.1.17] similarly as in the proof of [11, Theorem III.3.17], we obtain that
Q(a∗τn = 1, τn <∞) = 1. By the equivalence Q ∼ P it also holds that P (a∗τn = 1, τn <∞) = 1.
Hence, {a = 1} ⊆ {a∗ = 1} up to P -evanescence. For the converse direction we slightly modify
the argument. Since also {a∗ = 1} ⊆ {a > 0}, there exists a sequence of F-predictable times
(ρn)n∈N such that {a∗ = 1} =
⋃
n∈N[[ρn]] up to P -evanescence. Set D , {∆X 6= 0}. Now [11,
Proposition II.1.17] yields that Q(ρn ∈ D|Fρn−) = a∗ρn on {ρn <∞} for each n ∈ N. Hence, we
deduce from [11, Theorem III.3.4] that Q(ρn 6∈ D, ρn < ∞) = EP [Zρn(1 − a∗ρn)1{ρn<∞}] = 0,
which implies P (ρn 6∈ D, ρn < ∞) = 0 since Q ∼ P . Using [11, Proposition II.1.17] yields
that P (aρn = 1, ρn < ∞) = 1 for each n ∈ N. This proves that {a∗ = 1} ⊆ {a = 1}
up to P -evanescence. It follows as in the proof of [19, Lemma 3.3.1] that {a∗ > 1} is a Q-
evanescence set. Again, since Q ∼ P , {a∗ > 1} is also a P -evanescence set. Define Λ′ ,
{(ω, t) ∈ Ω × [0, T ] : (at(ω) = 1 and a∗t (ω) 6= 1) or (at(ω) 6= 1 and a∗t (ω) = 1) or a∗t (ω) > 1}
and
U(ω, t, x) ,
1, on Λ′ × R,U∗(ω, t, x), otherwise,
which is a P(F) ⊗ B-measurable function. Recalling (2.2), we obtain that {U > 0} = {a′ ≤
1} = Ω× [0, T ] and that {a = 1} = {a′ = 1}. This finishes the proof. 
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Appendix A. Measurability Lemmata
In this Appendix we collect some measurability results which are used in the proof of
Lemma 4.2. We start with an elementary observation.
Lemma A.1. A non-negative random variable Y has an H-measurable P -version if, and only
if, there exists a P -null set N ∈ F such that for all ω ∈ ∁N we have P (Y = Y (ω)|H)(ω) = 1.
SPEMMS FOR H-SII MODELS 11
Proof: Firstly, we show the implication ⇐=. Thanks to Remark 2.2 (i), for all A ∈ F we
have E[1AE[Y |H]] = E[1A
∫
Y (ω′)P (dω′|H)] = E[1AY ]. Hence, E[Y |H] is an H-measurable
P -version of Y .
Secondly, assume that Y has an H-measurable P -version K. In view of Remark 2.2 (ii)
and (2.1), there exists a P -null set N ∈ F such that for all ω ∈ ∁N it holds that P (Y =
Y (ω)|H)(ω) = P (K = K(ω)|H)(ω) = 1{K(ω)=K(ω)} = 1. 
Next, we study measurability of integrals w.r.t. random measures.
Lemma A.2. Assume that ν is a (G, P )-compensator of a random measure of jumps with an
H-measurable P -version. Let U : Ω× [0, T ]×R→ R+ be P(G)⊗B-measurable such that P -a.s.
(1 ∧ |x|2)U ⋆ νT <∞ and U · ν has an H-measurable P -version.
(i) Let g : R × R → R be a Borel function such that P -a.s. |g(x, U)| ⋆ νT < ∞, then
g(x, U) ⋆ ν has an H-measurable P -version.
(ii) Let f : R × R → R be a Borel function such that f(0, y) = 0 for all y ∈ R and
denote at , ν({t} × R) and a′t ,
∫
R
U(t, x)ν({t} × dx). Suppose that a′t ≤ 1 for all
t ∈ [0, T ] and P -a.s. ∑s∈[0,T ] |f(as, a′s)| < ∞. The process ∑s∈[0,·] f(as, a′s) has an
H-measurable P -version.
Proof: Denote Bn , {x ∈ R : |x| < 1/n} and take 0 ≤ r ≤ s ≤ T and G ∈ B. There exists
a constant K such that 1∁Bn(x) ≤ K(1 ∧ |x|2). Thus, since ν and U · ν have H-measurable
P -versions, the random variables ν((r, s] × G ∩ ∁Bn) and (U · ν)((r, s] × G ∩ ∁Bn) have also
H-measurable P -versions. By Remark 2.2 (ii) and Lemma A.1, there exists a P -null set N ∈ F
such that for all ω ∈ ∁N there is a P (·|H)(ω)-null set Nω ∈ F such that for all ω∗ ∈ ∁Nω we
have
(1∁BnU ⋆ νT )(ω) + (1∁BnU ⋆ νT )(ω
∗) + (|g(x, U)| ⋆ νT )(ω) + (|g(x, U)| ⋆ νT )(ω∗)
+
∑
s∈[0,T ]
|f(as(ω), a′s(ω))|+
∑
s∈[0,T ]
|f(as(ω∗), a′s(ω∗))| <∞
and
(1G1∁Bn ⋆ νT )(ω
∗) =
∫ T
0
∫
R
1G(ω
∗, s, x)1∁Bn(x)ν(ω, ds× dx),
(1G1∁Bn ⋆ (U · ν)T )(ω∗) =
∫ T
0
∫
R
1G(ω
∗, s, x)1∁Bn(x)U(ω, s, x)ν(ω, ds× dx)
(A.1)
for all n ∈ N, G = Ω×[0, T ]×R andG = A×(r, s]×(c, d] with A ∈ F, r, s, c, d ∈ Q, 0 ≤ r ≤ s ≤ T
and c ≤ d. By a monotone class argument, (A.1) holds for all n ∈ N and G ∈ F⊗B([0, T ])⊗B.
Letting n→∞ and using the monotone convergence theorem yields that
(1G ⋆ νT )(ω
∗) =
∫ T
0
∫
R
1G(ω
∗, s, x)ν(ω, ds× dx),
(1G ⋆ (U · ν)T )(ω∗) =
∫ T
0
∫
R
1G(ω
∗, s, x)U(ω, s, x)ν(ω, ds× dx)
for all G ∈ F ⊗B([0, T ])⊗B.
Therefore, for all t ∈ [0, T ] we have at(ω∗) = at(ω) and a′t(ω∗) = a′t(ω), which implies∑
s∈[0,t]
f(as(ω
∗), a′s(ω
∗)) =
∑
s∈[0,t]
f(as(ω), a
′
s(ω)).
By Lemma A.1, this proves the claim of (ii).
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Since each non-negative F ⊗ B([0, T ])⊗ B-measurable function can be approximated from
below by simple non-negative F ⊗B([0, T ])⊗B-measurable functions, we have
(g(x, U) ⋆ νt)(ω
∗) =
∫ t
0
∫
R
g(x, U(ω∗, s, x))ν(ω, ds× dx)
and ∫ T
0
∫
R
1G(s, x)U(ω
∗, s, x)ν(ω, ds× dx) =
∫ T
0
∫
R
1G(s, x)U(ω, s, x)ν(ω, ds× dx)
for all t ∈ [0, T ] and G ∈ B([0, T ]) ⊗ B. Thus, ν(ω, ds × dx)-a.e. U(ω∗, ·, ·) = U(ω, ·, ·). We
conclude that for all t ∈ [0, T ]
(g(x, U) ⋆ νt)(ω
∗) =
∫ t
0
∫
R
g(x, U(ω∗, s, x))ν(ω, ds× dx) = (g(x, U) ⋆ νt)(ω).
Now, (i) follows again from Lemma A.1. 
The same arguments as in the proof of Lemma A.2 yield the following
Lemma A.3. Let k : R → R+ be a Borel function, γ : Ω × [0, T ] → R be F ⊗ B([0, T ])-
measurable, C ∈ V+ and assume that P -a.s. |γ| · CT <∞. If C and γ · C have H-measurable
P -versions, then so does k(γ) · C.
Appendix B. The Scope of Standing Assumption 2
We give examples for situations where an (F, P )-semimartingale is also a (G, P )-semimartin-
gale.
Example B.1 (SIIs). If H , {Ω, ∅}, then F = G and the (G, P )- and (F, P )-characteristics
of X coincide.
Example B.2 (Independent Integrands). Let Y be an Rm-valued ca`dla`g process and V be
an Rn-valued ca`dla`g process which are P -independent. Define Fot , σ(Ys, Vs, s ∈ [0, t]),FVt ,
σ(Vs, s ∈ [0, t]),FV ,
(
FVt+
)
t∈[0,T ]
, FY analogously, and H , σ(Ys, s ∈ [0, T ]). Lemma 2.1
yields that the σ-fields Fot and H are countably generated. Assume that V is an (F
V , P )-semi-
martingale whose (FV , P )-characteristics are denoted by (BV (h), CV , νV ). Let µ : Dm×R+ →
Rd ⊗ Rn be such that µ(·, Y ) , µ(Y ) ∈ L(V,FY , P ). Next, we generalizes [16, Lemma 2.3] to
processes without absolutely continuous characteristics.
Lemma B.3. The process X , µ(Y ) · V is an Rd-valued (G, P )- and (F, P )-semimartingale
and its (G, P )- and (F, P )-characteristics (B(h˜), C, ν) associated to a truncation function h˜
are given by
B(h˜)i =
∑
k≤n
µ(Y )i,k · BV (h)k +
h˜i(µ(Y )x)−∑
k≤n
µ(Y )i,khk(x)
 ⋆ νV ,
Ci,j =
∑
k,l≤n
(
µ(Y )i,kµ(Y )j,l
) · CV,k,l,
ν(dt×G) =
∫
Rn
1G(µ(Y )x)ν
V (dt× dx),
(B.1)
for i, j ≤ d,G ∈ Bd, 0 6∈ G.
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Proof: Thanks to the inclusions FV ⊆ F ⊆ G, we deduce from [11, Theorem II.2.42], [2, Satz
15.5] and the tower rule that V is an (F, P )- and (G, P )-semimartingale which (F, P )- and
(G, P )-characteristics are given by (BV (h), CV , νV ). It follows from the inclusions FY ⊆ F ⊆
G and [11, Theorem III.6.30] that µ(Y ) ∈ L(V,F, P )∩L(V,G, P ). Hence µ(Y )·V is an (F, P )-
and (G, P )-semimartingale, whose (F, P )- and (G, P )-characteristics are given by (B.1), cf.
[11, Proposition IX.5.3]. 
Recalling that µ(Y ) is FY -predictable, we obtain the following
Corollary B.4. If (BV (h), CV , νV ) are deterministic, then X = µ(Y ) · V is an (H,F, P )-SII
and an (F, P )-semimartingale whose (F, P )- and (G, P )-characteristics coincide and are given
by (B.1).
Corollary B.4 implies that the financial models suggested by [1, 9, 22] are exponential H-SII
models as defined in Section 2.2.
Example B.5 (Time-changed Le´vy Models). We assume that V, Y and H are given as in
Example B.2 and that Y is R+-valued. Let µ : R → Rd be a Borel function such that P -a.s.
|µ(Y )|·IT <∞, where µ(Y )t , µ(Yt). Then we set X , µ(Y−)·I+VY−·I and Fot , σ(Xs, Ys, s ∈
[0, t]). Lemma 2.1 yields that Fot is countably generated. Let V be an (F, P )-Le´vy process with
(F, P )-Le´vy-Khinchine triplet (bV (h), cV , FV ). The following lemma is a restatement of [15,
Lemma 2.4]. It shows that the time-changed Le´vy model proposed by [5] is an exponential H-SII
model as defined in Section 2.2.
Lemma B.6. The process X is an (H,F, P )-SII and an (F, P )-semimartingale whose (G, P )-
and (F, P )-characteristics coincide and are given by
B(h) =
(
µ(Y−) + b
V (h)Y−
) · I,
C = cV Y− · I,
ν(dt× dx) = Yt− dtFV (dx).
(B.2)
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