Abstract-Most of the relevant and severe congenital cardiac malfunctions can be recognized in the neonatal period of a child's life. Misclassification of a congenital heart defect may have serious consequences on the long-term outcome of the affected child. Experienced cardiologists can usually evaluate heart murmurs with secure confidence, whereas nonspecialists, with less clinical experience, may have more difficulty. There is an acute shortage of physicians in South Africa and many rural clinics are run by nurses. Automated screening based on electronic auscultation at clinic level could therefore be of great benefit. This paper describes an automated artificial neural network as well as a direct ratio and a wavelet analysis technique, to discriminate between pathological and nonpathological heart sounds.
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To test the performance of the three techniques, auscultation data and electrocardiogram (ECG)-data of 163 patients, aged between 2 mo and 16 yr, were digitized. The neural network achieved a sensitivity and specificity of 90% and 96.5%, respectively, when tested with the Jack-knife method. Statistical analysis of the input to the final sigmoid function shows that a better than 99% sensitivity and specificity can be achieved if sufficient training data are available.
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I. INTRODUCTION
C ARDIAC murmurs are the most common reason for referrals to pediatric cardiologists [1] . It is generally agreed that turbulence, caused by a high flow rate through orifices, is the prime factor responsible for murmurs [2] .
Not all murmurs indicate physiological or anatomical abnormalities, however. Functional 1 murmurs occur when peak flow velocity in early systole exceeds the murmur threshold [3] and are common in children. These account for 60%-80% [4] , [5] of murmurs referred for evaluation.
To be able to differentiate between functional and pathological murmurs physicians are taught to determine and describe the following characteristics of a murmur [1] , [6] .
• Timing: The relative position within the cardiac cycle with respect to the first heart sound (S1) and second heart sound (S2), classifies murmurs as either systolic, diastolic, or continuous.
• Intensity and loudness: Although the intensity of the systolic murmur is not always directly proportional to the level of the hemodynamic disturbance, grading the loudness of a murmur is generally used as a differentiation indicator [2] .
• Location on the chest where the murmur: 1) is the loudest (point of maximum intensity); 2) is audible (radiation pattern of murmur).
• Duration: The time elapsed from beginning to end of the murmur.
• Configuration: The dynamic envelope of the murmur. The duration and time intensity contour (murmur envelope) of a specific murmur are directly related to the blood flow velocity causing the murmur.
• The frequency spectra of the murmur: The frequency of the murmur bears a direct relationship to the velocity of blood flow.
• Quality and associated manifestations: The presence of harmonics and overtones, and the company that the murmur keeps can be possible indicators of pathology.
• Age of the patient: The possible type of cardiac malfunction and the level of urgency can be indicated by the age of the patient. Efforts up to 2001 to develop algorithms for automated diagnosis achieved limited success. In 2001, Tuchinda et al. described the development of a wavelet-based time-frequency murmur diagnostic instrument [4] . They improved on previous efforts by combining a cardiologist's auscultation expertise, a large database of heart sound files, and recent advances in signal processing techniques. Their algorithm calculated the mid-systolic energy [recorded at the left upper sternal border (LUSB)] present in pathological murmurs using different wavelet scales. A distinction was made between healthy and pathological heart sounds on the basis of the calculated systolic energy value being above or below a chosen threshold. From a study done on 194 children and young adults, of which 99 had a pathological murmur present at the LUSB, their algorithm was reported to be 78% sensitive and 96% specific. There were several limitations to this study. Recordings were confined to the LUSB position; the algorithm was only able to detect pathological systolic murmurs and no functional murmurs were included in the data-set.
There have been several studies on the use of artificial neural networks (ANNs) to classify heart sounds [7] - [9] . Barschdorff et al. [7] developed two networks, one for the detection of a murmur and one for classification of the particular disease. From a sample set of 61 patients a sensitivity and specificity of 100% and 87.5% were obtained. No results were published for the classification network. Cathers [8] also employed a neural network, but focused on determining the optimum network topology, gain, and momentum factors for classification purposes. Only the heart sound amplitude envelope was used as input to the network, which showed no improvement on previous techniques. DeGroff et al. [9] trained a three-layer feed-forward neural network with three hand-picked heart 0018-9294/$25.00 © 2007 IEEE cycles from each of 69 patients (37 pathological cases and 32 functional cases). The normalized energy spectrum was used as input to the network. The network was reported to be 100% sensitive and 100% specific when validated using the Jack-Knife method. Using new validation data, the network was able to classify 7 out of 9 pathological cases and 5 out of 6 functional cases correctly. The misclassified pathological cases were reported to be due to gross under-representation in the training data.
There is an acute shortage of physicians in South Africa and many rural clinics are run by nurses. Given the high incidence of heart murmurs, automated screening based on electronic auscultation at clinic level would be of great benefit. Acceptance will obviously depend on the sensitivity and specificity of the system. Selection of representative data for diagnosis must be relatively simple for the system to be of practical use in rural clinics.
This paper describes the development of an automated screening technique that complies with the requirements for rural clinics. It improves and combines previous techniques to overcome their respective limitations and insufficiencies in this regard. Three classifiers are described and compared: A direct ratio technique, a wavelet analysis technique, and a neural network. Statistical analysis shows that the neural network is capable of achieving a sensitivity and specificity exceeding 99%.
II. METHODOLOGY
The procedures used in the development of the three feature extraction algorithms are illustrated in Fig. 1 . The direct ratio and wavelet analysis technique use additional procedures for the necessary constituent segmentation of each heart cycle. Discussion follows in the illustrated order.
A. Data Collection
Heart sound and electrocardiogram (ECG) data of 171 patients aged between 1 mo and 16 yrs were digitized and added to a database over a 5-mo period. A protocol for the study was drawn up and was approved by the Human Subjects Research Committee of the University of Stellenbosch, South Africa. Every patient's guardian or custodian completed an information and informed consent document before the data were recorded. A Welch and Allen Meditron Analyzer ECG electronic stethoscope was used for the auscultation and ECG recordings. A previous study [10] concluded that the Meditron electronic stethoscope is adequate for the electronic referral of heart sounds.
A sampling frequency of 22050 samples per second and a 16-bit resolution were used for both the heart sound and ECG recordings which were stored as normalized WAVE (.WAV) files. Each recording was validated by the specialist performing or assisting the recording procedure. Pathological cases were confirmed with echocardiographic assessment.
A total of 411 recordings were made, giving an average of 2-3 recordings per patient. Eight of the patients' recordings were discarded due to their age being above 16 yrs. After discarding the recordings that were unrepresentative due to audible extraneous noise, one representative recording for each patient was chosen. The recording position was not confined to a specific recording location. Where an obvious murmur was present, the recording at the position resulting in the most audible murmur was retained. The recording position for the normal heart sounds were at the left lower sternal border (LLSB). The database contained 50 patients with pathological murmurs, 23 patients with a functional murmur and 90 patients without a murmur. The pathological data-set contained the following conditions: ventricular septal defect (VSD), atrial septal defect (ASD), mitral incompetence (MI), Barlow syndrome (BS), aortic insufficiency (AI), aortic stenosis (AS), pulmonary stenosis (PS), pulmonary insufficiency (PI), and Fallot's tetralogy, and tricuspid incompetence (TI). The average age of all the patients was 5 yrs and 10 mo, and ranged between 2 mo and 16 yrs.
B. Preprocessing of Heart Sounds
Preprocessing of the heart sound recordings is necessary to withhold unrepresentative data and to separate individual heart beats.
Three different methods were used to reduce interference due to background noises. 1) Noise reduction through correct recording techniques and a quiet recording environment. 2) Implementation of digital filters for both the ECG and heart sound data. A fourth-order Butterworth highpass infinite impulse response (IIR) filter ( at 2.5 Hz) was used to remove any base-line drift from the ECG signal. For the heart sound data a tenth-order Butterworth lowpass IIR filter with cutoff at 650 Hz was used.
3) The fixed threshold wavelet de-noising (FTWD) algorithm described in [11] was implemented to reduce noise. A Daubechies Wavelet of order 5 (db5) with a decomposition level of 8 was selected for the decomposition part of the de-noising algorithm. The automated segmentation of a recording into separate heart cycles was done by calculating the heart rate, and then performing periodic peak-detection on the ECG recording. Each period was then re-calculated ensuring that the ECG's R-point was preceded by 25% of the recording's average period length (illustrated in Fig. 2 ). The output of the segmentation algorithm were two vectors containing the heart sound and ECG data of all the periods. Unrepresentative periods were filtered out using an automated algorithm until there was an acceptable consistency and correlation between all the periods. In order to filter the unwanted periods each period was represented by 120 data points, consisting of the energy content of 12 frequency bins (between 20 and 420 Hz), for 10 consecutive and equal in size time-intervals. The correlation was calculated between each period and the average of all the periods. Periods for which the correlation deviated by more than 1.5 times the average correlation deviation, were automatically discarded.
The residual periods were used to represent the patient. The center frequencies of the 12 bins are based on the Mel-Scale that mimics the human auditory system [12] , [13] . The filter-bin's center frequencies are calculated with [13] (1) for 12 filter banks between 0 and 420 Hz (1) equals (2) with
C. Classifiers
Each of the three methods utilized a unique signal processing technique to analyze a certain characteristic of the heart sound for classification purposes. The direct ratio and wavelet method, extracted the time dependent energy content to serve as an indicator of pathology. To automatically calculate the intensity of a murmur, the timing relation of the murmur relative to S1 and S2 had to be calculated. Through utilizing the synchronous characteristic between the ECG and the heart sound, and the second-order ECG constituent equations developed by Burke [14], the timing relationships of the principle constituent components of the heart sound, illustrated in Fig. 2 , were calculated.
The direct ratio method comprised calculation of the ratios of the various systolic constituents' energy contents to the energy content of constituent S1. The motivation for working with relative energy values was the normalization process performed earlier on each recording. After calculating ratios for all four systolic constituents (ES, LS, MS, and WS) for each of the periods (heart beats), the average of each constituent was calculated. The highest average ratio (energy value) was used to represent the recording. The Wavelet method, adapted from the work done by Thompson et al. [15] , followed exactly the same procedure as the direct ratio. The only difference being that the direct systolic energy values were taken to serve as an indicator. The fourthorder Daubechies wavelet (db4) at scales 16, 32, and 64 were used for the wavelet processing and showed improved results on the 2nd order Coiflet wavelet (coif2) used by Thompson. The hypothesis was that the pathological sounds, that contain a higher frequency component than the normal sounds, would contain a higher energy content after being passed through the passband "filters" of the different scales. Distinction between functional and pathological murmurs was made on the basis of the highest energy value of the four systolic regions being above or below a chosen threshold value.
To investigate the intensity and frequency spectrum of the whole period (systolic and diastolic) an ANN was developed. The energy content of 12 frequency bins for 10 consecutive and equal in size time-intervals described in the Pre-processing of heart sounds section was used to form the 120-element input vector for the network.
The network, which received the representation of each period as a 120-element input vector, was required to identify the condition by responding with a 1-element output vector. The output vector was of boolean type, with 0 representing a functional or normal case and 1 representing a pathological case.
From the work done by DeGroff et al. [9] a two-layer log-sigmoid feed-forward multilayer perceptron (MLP) network was chosen for the classification purposes. Fig. 3 shows the notation for describing a feed-forward MLP. In pattern recognition it is now most common to use a two-layer MLP with sigmoid activation functions, because it can be shown that this network can approximate any decision boundary [16] , [13] . The MLP feed-forward ANN is equivalent to the nonlinear function (3) where is the output of the th neuron in the th layer, is the weight of the connection from the th neuron in the th layer to the th neuron in the th layer, is the bias connected to the neuron in the th layer, and is the number of neurons in the th layer. is the activation function, which provides a nonlinear gain to the neuron. From the work done by DeGroff, the log-sigmoid function shown in (4) was chosen as the activation function (4) Fig. 4 . Results of the direct ratio method. The inset legend shows the data groups associated markers.
The sigmoid function takes the input, which may have any value between plus and minus infinity, and compresses it into the 0 to 1 unit range. This output range is ideal for learning to output boolean values.
The network needed 120 inputs, to receive the 120-element input vector, and one neuron in its output layer to identify a condition. The number of neurons to be inserted into the first layer was determined by measuring the performance of the network with a set input matrix and a neuron count of 10-40. No increase in performance was attained above 30 neurons. The network's weights and biases were initialized with the Nguyen-Window layer initialization function [17] . The error back-propagation learning algorithm was deployed for the training of the network. The back-propagation algorithm is a method of calculating the partial derivatives of a least mean square error cost function with respect to the weights of a MLP [16] , [13] . A momentum parameter was included in the learning algorithm to avoid the possibility of the training function getting trapped in a local error minimum.
D. Jack-Knife Method
The Jack-Knife method was used to measure the power of the generalization of the neural network classifier. This is an iterative process in which data from one patient is left out during training and used for validation of the network [9] , [18] . One-hundred-sixty-three separate networks were trained using data from 162 patients and validated using data of the left-out patient.
E. Statistical Analysis
Sensitivities and specificities were calculated, with the pathological data-set as the positive class, and receiver operation characteristic (ROC) curves drawn to compare the performance of the various classifiers.
In the case of the neural network, the input to the last sigmoid function was used to statistically predict performance for data sufficiently represented by the training data. Three periods of each recording were left out during training of the network and the average input to the last sigmoid function when these are classified by the trained network are used for the analysis. The two-sided Kolmogorov-Smirnov (KS) test of normality was performed on this data [19] . If data were classified as normal, a Student's t distribution was used to calculate statistics. In the case of a non-normal distribution a goodness-of-fit (GOF) test, using the D-statistic critical value for a specific population size, was carried out to verify the compatibility of the dataset with a hypothesized distribution [20] .
III. RESULTS   Fig. 4 shows the output of the direct ratio method, with an example energy threshold value of . The sensitivity and specificity for the example threshold value, with its 95% confidence interval, are 87.2 [77.9-96.7]% and 93.2 [88. 5-96.7 ]%, respectively. In this initial algorithm, only the time-dependent intensity of the murmur was used as an indicator of whether the recording was pathological or not. Four of the seven misclassified pathological cases were cases of MI. The limitations of the direct ratio method for automatic diagnosis are that: 1) it is only able to detect systolic murmurs, due to the inability to locate the exact position of S2 for some pathological cases; 2) if the indicator of pathology lies within the S1 constituent it will not be picked up by the algorithm.
To compare the performance of the wavelet classifier for different Wavelet scales, a receiver operating characteristic (ROC) curve was drawn. From Fig. 5 it is evident that produced the best performance, with an optimum sensitivity and specificity of 86.28 [75.6-96.4]% and 92.11 [87. .0]%, respectively, at an energy threshold value of . The result of separating normal heart sounds from pathological heart sounds by using the Wavelet frequency method with is shown in Fig. 6 . Three of the MI cases missed by the direct ratio were again misclassified by the Wavelet method.
The neural network was trained using both pathological and nonpathological data and validated using Jack-Knife method. The average output of six periods per recording was used and evaluated with and without the wavelet de-noising algorithm. The ROC curves of all three classification methods are shown in Fig. 7 . The de-noised neural network achieved the best results with a sensitivity and specificity of 90% and 96.46%, respectively.
As expected the neural network could classify the threeperiod recordings used for statistical analysis, with a 100% sensitivity and specificity. The distribution of the results are, however, useful for statistical analysis. The average value of the input value to the last sigmoid function is shown in Fig. 8 . The verification of the compatibility of the pathological data-set and the no-disease (no-murmur and functional murmur) dataset with a normal distribution, was carried out with the two-sided KS GOF test. Applied to the input to the last sigmoid function the KS test classified the pathologic data-set as normal, and the no-disease data-set as non-normal. The no disease data-set ( ) was tested for GOF to the Beta distribution with parameters and . The data-set size has a critical D-statistic (absolute value of difference in cumulative distribution) of 0.12794. The KS test accepts compatibility with the Beta distribution at a 0.05 level of significance, with an average and greatest D-statistic of 0.0217 and 0.095. The decision threshold was chosen at the point halfway between the 5% and 95% cumulative probability points of the pathological and no-disease distributions, respectively. Choosing this decision threshold would result in a sensitivity and specificity of 99.89% [99-100]% and 99.98% [99.7-100]%, respectively, for data sufficiently represented by the training data.
From Fig. 7 it is evident that the de-noised neural network produces the curve with the largest area under the curve. Also recognizing the fact that the neural network is the only method that diagnosed the few diastolic-related pathologies present in the database, makes the de-noised neural network the most reliable method to use. Misclassification is due to an under-representation of the misclassified murmur classes in the training data. Comparing the list of misclassified pathological cases with the database composition, shows a definite correlation between the under-represented classes and the misclassified classes. The network's generalization would improve with better representation of all classes in the training data. The network however performed well with a wide range of murmur classes that were represented sufficiently in the training data-set. An example is the absence of the MI cases misclassified by the previous two methods. Due to a sufficient number of MI recordings in the data-set the network was able to classify all of them correctly. 
IV. DISCUSSION
The neural network implemented by DeGroff et al. [9] achieved results that compare favorably (100% sensitivity and specificity using the Jack-Knife method) with the results presented in this paper (sensitivity and specificity exceeding 99% using statistical estimation). Both studies had access to limited datasets: DeGroff's dataset included 37 pathological and 32 functional patients whereas the present study included 50 pathological and 113 functional cases. Future work will include expanding the database to achieve the sensitivity and specificity predicted by the statistical analysis.
DeGroff's system ignored the short term changes in the spectrum during the heart cycle. The direct ratio classifier results show that significant information is available in the time domain and should be included. Their system required human intervention in the selection of heart cycles making it unsuitable for deployment as automated classifier.
V. CONCLUSION
Three automated algorithms that show significant potential in their use as an alternative diagnostic tool were compared. The de-noised neural network approach produced the best performance as an automated classifier, with a sensitivity and specificity of 90% and 96.46%, respectively with a potential improvement to better than 99% if sufficient training data are available.
