Abstract: Solar ground layer adaptive optics (GLAO), containing a large field of view (FOV) wavefront sensor (WFS) and one deformable mirror (DM), can be used to reduce and stabilize the seeing effectively over a wide FOV. As the brain of the GLAO system, the realtime controller (RTC) computes the commands to drive the DM according to the average wavefront errors measured by the multi-direction correlating Shack-Hartmann WFS, which is a time-consuming process. A customized RTC based on a high-speed field programming gate array and a multi-core digital signal processor was developed for the solar GLAO prototype system at the 1-m New Vacuum Solar Telescope. Several parallel acceleration techniques are used to reduce the computation time of the RTC. Compared with the previous RTCs, our RTC architecture has nearly no timing jitter. In this paper, the design of the RTC for our solar GLAO prototype will be introduced. The test results of the RTC are also presented. Moreover, the on-sky Sun observational results of the solar GLAO prototype are shown.
Introduction
Due to the anisoplanatism of the atmospheric turbulence, a conventional adaptive optics (AO) can only provide nearly diffraction limited imaging within several arcseconds in the visible band and several tens of arcseconds in the infrared band [1] , [2] . The narrow field of view (FOV) is insufficient for many scientific applications, especially for the observations of the Sun whose active regions often extend to 1-2 arcminutes. Driven by the requirement for larger FOV and higher spatial resolution observations of the Sun, solar multi-conjugate adaptive optics (MCAO), which contains multiple deformable mirrors (DM) and multiple wavefront sensors (WFS), is significantly considered as the most promising technique to increase the corrected FOV for the ground based solar telescopes [3] . Several solar MCAO experimental systems had been developed in the last decade [4] , MCAO for solar observations, however, is still experimental and not yet used for scientific observations of the Sun. The fact that the most turbulence is concentrated in the first few kilometers above the telescope inspired the concept of ground layer adaptive optics (GLAO) [5] . Instead of achieving diffraction limited images, the goal of GLAO is to improve the image quality in a large FOV. It also requires several WFSs or one multi-direction WFS to measure the wavefront perturbation introduced by the ground turbulent layer and one DM to conjugate to a low altitude to compensate for the ground turbulent layer. The aberration from the ground layer can be acquired by averaging several wavefronts from different directions or by correlating the images in a large FOV [6] . The former method with the multi-direction Shack-Hartmann WFS (MD-SHWFS) is adopted in our GLAO system [7] .
The RTC, which needs to detect the atmospheric wavefront distortions from the different direction and control a DM to compensate the ground layer turbulence, is a key part of GLAO system. Due to the special structure of the MD-SHWFS, the RTC need to process many subapertures including several subfields corresponding to "guide stars" at the same time. Besides, the RTC also needs to control the multiple actuators of a DM. Therefore, it is a rather complex multi-input and multi-output control system. Fig. 1 shows the GLAO system including RTC.
In the solar MCAO systems, there are several ways to realize the RTCs. The RTC platform of MCAO system on the 0.76 m Dunn Solar Telescope (DST) was based on 40 DSP arrays with the cross correlation algorithm to process 21 sub-apertures with four guide stars [8] - [10] . The general CPU workstations with the FFT cross correlation algorithm were applied to the RTC of MCAO system on the 0.7 m Vacuum Tower Telescope (VTT), 1.5 m GREGOR Solar Telescope and 1.6 m New Solar Telescope (NST) [11] - [14] . In the night AO systems, FPGA platforms are selected for SPARTA to perform the WFS front end data reduction and for Statistically Machinery with centroid algorithm [15] - [17] . The mixed FPGA and DSP platform implemented in the upgrade RTC of the Keck II AO system [18] has more robust, maintainable, and scalable performance.
Compared with the two kinds of hardware platforms in solar MCAO, general CPU workstation often uses the Linux operating system, which is not a strict real-time system and often causes time jitter due to the system schedule and interrupt response. The RTC based on DSP arrays has a good real-time performance but often needs large numbers of DSPs for large numbers of subapertures with many subfields. This often causes a difficult peripheral circuit design. The FPGA is fit for processing the images in large amount of subfields with a high parallel computing ability by using the hardware description language, while the DSP is fit for the floating-point computation. Besides, the RTC platform based on FPGA and DSP can process the images with nearly no timing jitter. Therefore, a customized architecture for RTC, which consists of a piece of high speed FPGA and a multi-core DSP, is proposed for our GLAO system. Compared to the FPGA and DSP architecture at night AO, the correlation algorithm for the extended object in solar AO system is more complicated in computations than centroid algorithm for the point source object in night AO system. This design conducts all the computations in a single circuit board and decreases the complexity of the RTC of the solar MCAO system. Our GLAO prototype system had been tested and made successfully the first on-sky observations on January 12, 2016 [7] . This paper concentrates on the design and the test of the RTC for the GLAO prototype.
In this paper, the RTC for the GLAO system will be presented and the hardware implementation scheme is described in detail. The task of the RTC and the real-time processing algorithm are introduced in Section 2 briefly. Section 3 presents the system requirement based on the MD-SHWFS. In Section 4, the design and implementation of RTC on hardware are addressed. The experimental results on the Sun are given in Section 5. In Section 6, we give a summary and discussion.
Real-Time Processing Functions of RTC
For solar GLAO systems, the RTC mainly consist of four tasks: Image acquisition, slope computation, wavefront reconstruction and wavefront control. Fig. 2 shows the processing flow of the GLAO RTC. The real-time processing functions are as follows:
1) Read the subfield images pixel by pixel from the MD-SHWFS camera into the RTC.
2) Preprocess the subfield images, including dark and flat field corrections.
3) Implement absolute difference square algorithm to achieve slope measurements between each subfield image and its associated reference image. 4) Find the minimum of each absolute difference square result and get a subpixel precision value by parabolic interpolation. 5) Remove the calibration offsets from the slope measurements. 6) Average the slope measurements and multiply with the predetermined reconstruction matrix to get the wavefront error. 7) Apply a PI servo algorithm and offset corrections to achieve the actuator commands, which are sent to the DM. The cross correlation coefficient and the absolute difference algorithm are widely used in the slope computation. The cross correlation coefficient algorithm is more advantageous on the object tacking and scintillation of light. However, the absolute difference algorithm is more advantageous than the cross correlation coefficient algorithm on the computations and measurement noise [19] . Mats G. Lofdahl's research results show [20] the absolute difference square algorithm is an efficient and improved algorithm which is used to compute the slope measurements from the MD-SHWFS images. Considering that the subtractions are easier to implement and less resource consumptions in the FPGA than multiplications, the absolute difference square algorithm is chosen as the wavefront processing algorithm to achieve the wave-front slopes in our system.
The algorithm is used to determine its position displacement by comparing each subfield image with a reference image. For example, there is a live image I L , and the size of the live image is M × N; select a part of the live image as its reference image I R (m × n, m < M, n < N), and then, the formula of the absolute difference square algorithm is shown in the following form:
where (u, v) represents the reference image's position in the live image (0 < u< M − m + 1, 0 < v< N − n + 1), and (i , j) represents the pixel position in the reference image (0 < i < m − 1, 0 < j< n − 1). The absolute difference square algorithm is to find the position (u min , v min ) when the value D L R reaches the minimum. The measurements with subpixel precision in the x and y directions can be achieved by using the parabolic interpolation with best-match pixel and its nearest neighbor.
In the wavefront reconstruction, the formula which represents the process from slope to wavefront error can be expressed as follows:
where e is the wavefront error vector, the matrix R is the inverse matrix of interaction matrix associated with the N guide regions of MD-SHWFS, and s is the vector of slopes. In principle, the DM is conjugated to the entrance pupil, so the interaction matrices of different guide regions are almost the same. Then the wavefront error vector can be generated by multiplying the averaged vector-matrix with averaged slopes: e = R av s av (5) where
R k means the averaged reconstruct matrix and s av = N k=1 s k means the averaged slopes.
In the wavefont control, we often use a PI control algorithm to get the voltage vector from each wavefront error vector and the formula is as follows:
where a and b are the control parameter, v(n) and e(n) represent the voltage vector and wavefront error vector at the instant n.
System Requirement
The MD-SHWFS plays a very important role in the GLAO system. Commonly, a SHWFS is used to detect the wavefront from a guide star. Actually, a MD-SHWFS is used to replace several SHWFSs. Fig. 3(a) shows a 5-guide star solar MD-SHWFS arrangement. It is used to detect the wavefront slopes from different directions at the same time, and it has 30 effective subapertures (7 × 7 subapertures across the pupil) with over 1 arcmin FOV. In each subaperture, five guide stars are used in the GLAO prototype system. Because of the good full well charge and the ability of noise rejection, a Mikrotron EoSens 1362 CL camera is chosen as the MD-SHWFS camera. This camera can deliver 8 pixels and 8-bit per pixel data in the region of interest of 848 × 732 pixels. The frame rate can only be set at 800 Hz due to the clock limitation of the camera. The MD-SHWFS image can easily be re-programmed to accommodate the multi-channel parallel process. Fig. 3(b) shows the subaperture arrangement after re-programming.
In the GLAO experiment, it consists of a MD-SHWFS with 30 effective 120 × 104-pixel subapertures (60 arcsec × 52 arcsec FOV), and each subaperture includes five subfields. Therefore, there are totally 150 subfields with the resolution of 24 × 20 pixels. The size of the reference image in each subfield is 16 × 12 pixels. A 151-element DM with 127 valid actuators conjugated into the ground layer is used to accomplish the GLAO correction.
In the slope computation, the image data of the 150 subfields are read into the RTC. For each subfield image, there are (24 − 16 + 1) × (20 − 12 + 1) = 81 matching regions for the absolute difference square computation. Each matching region has 16 × 12 = 192 pixels. Three operations are needed for each pixel in the absolute difference square algorithm. Therefore, totally 81 × 192 ×3 = 46,656 operations are required for an absolute difference operation on a subfield image. Considering that there are 150 subfields and the frame rate is 800 Hz, the total operation is 46656 × 150 × 800 = 5,598,720,000 per second in the slope computation.
In the wavefront reconstruction, the size of reconstruction matrix is 127 × 300 and the size of the slope measurements is 300 × 1. For a row vector multiplication, 300 multiplications and 299 additions are needed. Therefore, totally 300 × 127 = 38,100 multiplications and 299 × 127 = 37,937 additions are required for the matrix multiplication. With the frame rate of 800 Hz, the processing capacity of the RTC is required to meet 38100 × 800 = 30,480,000 multiplications and 37937 × 800 = 30,378,400 additions per second.
In the wavefront control, the 127 wavefront error vector is used to finish the PI control computation. For each iteration, there are 2 × 127 = 254 multiplications and 2 additions. So the operations are 254 × 800 = 203,200 multiplications and 2 × 800 = 1600 additions at the frame rate of 800 Hz.
The Design and Implementation on Hardware
To achieve a high real-time performance, the GLAO RTC is based on Xilinx Kirtex7-410t FPGA and TI TMS320C6678 DSP platform. The image acquisition, the image preprocessing and the absolute difference square computations are completed in the FPGA and the parabolic interpolation, the wavefront reconstruction and the control computations are implemented in the DSP. Fig. 4 shows the hardware setup of the RTC for the solar GLAO prototype system. With the frame rate of 800 Hz and the region of interest of 848 × 732 pixels, the data rate is about 3.7 Gbps. The camera data are transferred to FPGA pixel by pixel with the CameraLink interface operated at the full output mode and the transfer rate of the interface is 5 Gbps. When the caches of a subfield row's images are full, the FPGA starts to process subfield images to get the absolute difference square computation values. At the same time, the next subfield row's images are ongoing to cache in the buffers. The absolute difference square computation values are sent to the DSP row by row with the Serial RapidIO (SRIO) communication. The transfer rate of SRIO with direct IO is 4 × 2.5 Gbps, and the actual rate is approximately 7.7 Gbps. DSP starts to finish the parabolic interpolation after receiving a row of absolute difference quare computation values. After the DSP receives all the values, it starts to do the matrix reconstruction and the control computation to get the voltages. Then the voltages are sent back to FPGA via SRIO and used to control the DM by DA convert board with a high voltage amplifier. The host PC is applied to display the calibrated images with a graphical user interface (GUI) and to send parameters such as the reconstruction matrix, the dark and field data, the control parameters and the calibrated parameters to the FPGA by PCIe bus. Besides, the slopes and voltages of each frame are sent to another PC to evaluate the performance of the system by fiber interface. Fig. 5 shows the hardware board based on FPGA and DSP.
Hardware Setup of RTC

Parallel Implementation of the Absolute Difference Square Algorithm in FPGA
Several parallel acceleration techniques are used to implement the absolute difference square algorithm in FPGA. According to the arrangement of the subapertures in the MD-SHWFS, the multi-channels parallel method is applied to process subaperture row by row at the same time. The subaperture arrangement is 7 × 5, then the subapertures can be configured as five processing channels and each channel has 7 subapertures in a column. The GLAO system needs to choose five subfields from each subaperture. Therefore, the five sub-channels are constructed in each processing channel. The parallel multi-channel structure is shown in Fig. 6 . The multi-channel techniques can be extended to the multi-boards parallel implementation with the increasing numbers of the subapertures. Each processing sub-channel is made up of a systolic array and several control logic elements. Considering the limitation of hardware resource, 2-D systolic array is used for this design. Fig. 7 shows the principle of 2-D systolic array. Each processing element (PE) needs to process the data of a matching area. For a live image with 24 × 20 pixels and a reference image with 16 × 12 pixels, there are totally nine × 9 matching regions which include nine PEs in each matching row. The 2-D systolic array reads out two matching rows at once, and then turns back to the third matching row and reads out pixels from the next two matching rows in the same way. Due to the overlap of pixels between the near matching regions, 2-D systolic array can maximize the utilization of the data in two matching rows.
The absolute difference square algorithm pipeline for the RTC is implemented in FPGA as shown in Fig. 8 . The computations of each matching region are instructed by pipeline. Firstly, a comparator is used to pick out the big data and the small data. Secondly a subtractor is always applied to get a positive value. Then the subtraction result is accumulated and sent to the squarer. At last, the minimum position x min /y min and the absolute difference result D LR is sent to the DSP.
Multi-Core Parallelism in the DSP
In order to supplement the shortage of FPGA on floating-point computation, a multi-core floatingpoint DSP chip is used to find the minimum of the absolute difference square correlation matrix and then do the parabolic interpolation, the matrix multiplication and the PI control computation. To decrease the time delay on computation, multi-core parallelism and instruction optimization are applied to finish the wavefront reconstruction on the RTC. The large reconstruction matrix is often divided into several small matrixes by row and then the small matrixes are sent to the other seven slave cores to compute matrix multiplication at the same time. Fig. 9 shows the multi-core parallelism and communication for the matrix multiplication. In addition to this, during the period of matrix multiplication, the acceleration and optimization are applied to DSP to decrease the time delay by the way of byte alignment and software pipeline.
Experiment Result
Fig . 10 shows the time processing procedure of different tasks in the time line. In the RTC of solar GLAO, the images are read into the FPGA pixel by pixel and the working clock of FPGA is 80 MHz. Table 1 shows the various time delay of the GLAO RTC at the camera frequency of 800 Hz. We measured the various timings by the Xilinx's online logic analyzer Chipscope, the time counters of the DSP and oscilloscope. The timing jitter is less than 2 µs. The RTC starts to process images while reading out a subfield row's images, the time delay of the slope computation in all subfields is about 19.6 µs, which is the calculation time of one subfield row. Fig. 11 shows the time delay of one subfield row by the Chipscope logic analyzer. The total time delay of the RTC computation between the total readout of the image and the response of the DM is about 116.6 µs. In principle, when the cache time of each subaperture equals to the processing time of each subfield, the highest frame rate of the RTC can be operated at 1/(19.6 × 7 + 116.6) = 3940 Hz. The RTC was successfully applied to the GLAO prototype system for the 1-m New Vacuum Solar Telescope (NVST) and the observational results of the Sun had been achieved. Fig. 12 shows the open-loop and GLAO closed-loop images of the sunspot for solar active area NOAA 12599 on Oct. 7, 2016. It can be seen that the quality of the image has significant improvement in the whole FOV of 1 arcmin with the GLAO correction.
Due to the lack of point sources on the solar surface, we often used the contrast of the solar granulation as indicators to investigate the performance of solar GLAO. The left-up corner granulations of the images with the size of 128 × 128 pixels are chosen to compute their RMS contrasts according to the formula in [7] . Fig. 13 shows the granulation's RMS contrasts for open loop and GLAO closed loop images in a period of about 9 seconds (150 frame images and the 17 Hz frame rate). The average contrast of the image sequences approximately increased from 1.8% to about 3.2% when the GLAO loop is closed. The results show the GLAO system can evidently improve the seeing of the solar telescope in large FOV.
Since five "guide stars" have been used in our GLAO system, the wavefront RMS errors on the five directions' WFSs and the mean wavefront RMS error of five WFSs without AO and with GLAO are shown in Fig. 14 . The wavefront error is calculated by combining the former 27 Zernike modes according to the wavefront slopes of 30 effective subfields. The wavefront slopes average method can effectively decrease the common aberrations in the five directions. Even though the GLAO can not achieve diffract limit images, its control is very stable and the seeing can be improved evidently.
Summary and Discussion
The RTC for solar GLAO was verified to be a successful application on the 1-m NVST with 800 Hz updating rate for low contrast extended objects and it can be transplanted to other GLAO systems easily. The absolute difference square algorithm was implemented in the hardware with multiple parallel techniques. A time delay of about 116.6 µs was achieved, which can satisfy the requirement of system. In principle, the highest speed of RTC is 3940 Hz. However, by the limitation of the camera, the maximal frame rate can only reach 800 Hz at 848 × 732 pixel with 8 × 8 bit.
Our experiment results demonstrate that the GLAO system is very efficient to extend the FOV of observation. A faster camera such as Phantom V311 used in the high order adaptive optics system at the 1-m NVST will be employed in high order GLAO experiment and run at 2000 Hz in the future. The RTC hardware scheme will be also updated to meet the requirement of the new GLAO system.
