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ii 
Surface velocity coefficients were calculated at five locations in three 
different irrigation canals in Logan, Utah. First, the total flow' rate was measured 
using current meters and calculated cross-sectional flow area. Second , the 
surface velocity was measured using four trials of the float method , and the 
average float travel time was calculated for each location and measurement 
instance. The measurements were taken on different days for various water 
depths in the canals. Third , the surface and mean cross-sectional velocities 
were divided , yielding the surface velocity coefficient, for every measurement at 
each of the five locations. Several channel bed elevations were also measured 
near each location along a distance of 100 m or more, as necessary, to define 
the average longitudinal bed slope. Linear equations and averages were 
developed from the relationship between the velocity ratios and critical depth, 
and between those ratios and the measured water depths. Finally, the 
approximate cross-sectional velocity profiles for several of the measurement 
instances were produced using GIS software. 
iii 
All the steps mentioned above were followed to determine surface velocity 
coefficients for use with the float method. The results in the five locations show 
that the coefficients are not proportional to the water depth variation, and that the 
presence of rocks and sediment in the channel bed affect the coefficient values. 
Consequently, the development of a linear relation among coefficients to correct 
the surface velocity obtained from float method was difficult to obtain from the 
available data. In the five measurement locations, the surface velocity 
coefficients vary from 0.33 to 0.81 and the measured wa.ter depths during the 
period of evaluation were from 0.16 m to 0.53 m. No clear relationship was 
found between average water depth and surface velocity coefficient. 
(83 pages) 
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CHAPTER I 
INTRODUCTION 
One of the most important flow measurement techniques in open channels 
is the float method because of its practicality and ease of field application. The 
float method is very useful in the field because expensive equipment is not 
necessary, and it involves only simple technical procedures. Therefore , many 
non-engineers, including farmers and water system operators, can be trained to 
successfully apply the method. 
Nevertheless, further research on the float method is warranted because 
the typical flow measurement accuracy is limited by various factors , such as the 
precise value of the surface velocity coefficient, and its relationship to parameters 
such as channel slope, cross-sectional size and shape, hydraulic roughness, 
average depth of water, and others. Consequently, the float method is currently 
only recommended for use when more accurate flow measurement techniques 
are impractical or impossible. 
The main goal of this report was to determine surface velocity coefficients 
for different water depths as needed for application of the float method to 
estimate discharge in open channels, based on field measurements. The 
specific objectives were: 
1. To undertake field measurements of flow rate, surface velocity, cross-
sectional channel shape, and longitudinal bed slope for different channel 
locations and flow rates; 
2 
2. To analyze the field data to determine the ratio of average cross-sectional 
flow velocity to surface velocity for each test case; 
3. To compare the calculated coefficients to those published by the USSR; 
and , 
4. To provide recommendations for the selection of surface velocity 
coefficients for application of the float method. 
CHAPTER II 
LITERATURE REVIEW 
Fundamentals of Open Channel Flow 
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The flow of water in an open channel is expressed in units of volume per 
time. Typical units are gallons per minute (gpm), cubic feet per second (cfs), 
liters per second (Ips), and cubic meters per second (m 3/s). In flow 
measurement, discharge is often estimated by determining the velocity at which 
water flows through a given cross-sectional area (Eq. 1): 
Q=VA (1 ) 
Alternatively, the flow can be routed through a measurement device and 
measured directly, or it may be determined indirectly through the use of 
appropriate measurements and mathematical models. 
Flow Measurement Methods 
Weirs 
Weirs are structures which are placed in an open channel to measure flow 
rate . As water flows over the weir, the depth or "head" of the water is measured. 
Some commonly used weirs are the gO-degree V-notch weir (see Fig 1.) and the 
rectangular sharp-crested weir (see Fig 2.). The discharge formulae for these 
weirs are shown as Eq. 2 and 3, respectively: 
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Fig. 1. gO-degree V-notch weir 
(http://www.caf.wvu.edu/-forage/streamflow/estimat.htm) 
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The equation for a gO-degree V-notch weir can be expressed as (Eq. 2): 
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Q = 2.49(h)2.48 (2) 
where Q is flow rate (cfs); and h is head (depth of water) above the notch invert 
(lowest point) (ft). 
l--L -,------h 
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Fig. 2. Rectangular sharp-crested weir 
(http://www.caf.wvu.edu/-forage/streamflow/estimat.htm) 
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The equation for a rectangular sharp-crested weir can be written as follows (Eq. 
3): 
Q = C Lh3/2 
w (3) 
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where Q is flow rate (cfs); h is head (depth of flow) above the weir crest; L is 
length of weir crest; and Cw is a calibration coefficient. 
Flumes 
Flumes are also used to measure discharge. These include various 
specia lly shaped and stabilized channel sections. The use of flumes is similar to 
the use of weirs in that flow is related to water depths at one or more points along 
the length of the flume. 
Current Meters 
Current meters are devices that measure flow velocities at a point. Each 
point velocity measurement is then associated to a meaningful part of the entire 
cross section. The velocity-area principle is used to compute discharge from 
current-meter data , and the total discharge is determined by summation of partial 
discharges. Many engineers consider this method to be accurate. 
Current meters measure the energy (expressed as a pressure, rotational 
velocity, or other) of moving water and translate it into a flow velocity. For 
instance, impeller meters relate the velocity of stream flow to the speed at which 
a submerged impeller rotates in the current. Current meters can measure 
velocity very accurately, provided they are undamaged and are used correctly. 
The velocity of water flowing in an open channel is not constant 
throughout a given cross section . Roughness of the channel sides and bottom 
affects resistance to flow. The resulting distribution of the flow velocity may be 
generalized as shown in Fig. 3. 
strB3Ill1:ank 
Velocity Profile 
Plan View 
water surface 
Velocity Profi le 
Profile V iew 
Fig. 3. Sample velocity profile in open channels 
(http://www.caf.wvu.edu/-forage/streamflow/estimaLhtm) 
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6 
In order to determine the "average" flow in the chann~l , one must estimate 
the cross-sectional area and an "average" current velocity in the channel. In 
practice, this is accomplished by subdividing the cross-section of the channel , 
determining the "average" flow for each subdivision , and summing the 
subdivision flows into a total flow for the channel. In a deep subsection, the 
average velocity may be estimated by the average of the point velocities 
measured at 20% of the depth (0 .20) and SO% of the depth (O.SO). In a shallow 
subsection where measurement at two depths is impractical , the average velocity 
can be determined by measuring the velocity at 60% of the depth (0 .60) (Fig . 4) 
a b c d 
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Fig. 4. Distribution of velocity measurements in a channel cross section (source: 
http://www.caf.wvu .edu/- forage/streamflow/estimaLhtm) 
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The flow for each subdivision is determined by multiplying the cross-
sectional area of the subdivision by the average flow velocity with in the 
subdivision. The volume flow through this channel, for instance, would be (Eq. 
6): 
Flow = (AaHVa ) + (AbHVb) + (AcHVc ) + (AdHVd) 
+( AeHVe ) + (AfHVf ) + (AgHVg ) + (AhHVh ) (6) 
where Aa, Ab , . . . Ah are the cross-sectional areas of subdivisions a, b, ... h; and Va, 
Vb, .. .vh are the average velocities of subdivisions a, b, ... h. 
Pitot Tube 
A Pitot tube can be located into the flow to measure the velocity head. 
One end of the tube is pointed into the flow, and the other end is pointed up 
vertically out of the water, with both ends open (see Fig . 5). 
T(J 
-'. ---i~~ I [ .......... ---
1 .... '-----
Fl ow 
-
Fig. 5. Example of the Pitot tube method 
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The submerged end of the tube is positioned to be essentially parallel to 
the flow, near the center of the cross section. The point velocity is calculated as 
follows (Eq. 7): 
(7) 
Float Method 
The principle involved in this method is quite elementary. A body having a 
density less than that of water is used to render visible the movement of the 
water. Velocity can be estimated using partially-filled plastic bottles or other 
floating objects, noting the time required for the object to travel a measured 
distance streamwise along the channel. The volumetric rate of flow is 
determined by multiplying the average velocity by the average cross-sectional 
area of the stream (0 = VA). 
An important drawback of this method is that the cross-sectional area may 
be difficult to determine, especially when the stream bank is not uniform. This is 
complicated by the fact that the flow velocity varies according to stream cross-
section , and position within the cross-section. Also , velocity estimates may be 
subject to errors. 
Common float types include: 
1. Surface floats; 
2. Sub-surface floats; 
3. Double or twin floats; 
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4. Float rods; and , 
5. Captive float. 
Surface Floats A surface float consists of a disc of wood , cork or similar 
material weighted so that only a small portion of it is visible above the surface; by 
submerging the float in this manner the effects of wind and air resistance are 
minimized. Since the float velocity is that of the surface layer of the water, it is 
necessary to relate, by empirical means, the measured velocity to the mean 
velocity over the vertical under consideration; the value of the mean velocity is 
between 80 and 90 percent of the surface velocity. As a rough check, the float 
may be timed over a measured distance down the center of the stream, in which 
case, following the research developed by the USSR, it is assumed that the 
mean velocity over the entire cross-sectional area is 85 percent of the surface 
velocity down the center line of the stream. 
Sub-surface Floats A sub-surface floats consists of a body having a large 
surface area attached by a flexible connection to a small surface float. The 
length of the flexible connection is adjusted to allow the lower float to remain at 
the required depth, this submerged float being suitability weighted. 
The underlying principle of this method is that the large surface area of the 
submerged float, in comparison with the surface area of the small float, causes 
the assembly to move downstream at a velocity equal to that obtained at the 
point where the submerged float is situated. The function of the small float is to 
indicate the position of the submerged float and to impart stability. 
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By adjusting the flexible connection so that the submerged float is located 
at the depth where the mean velocity is estimated , the velocity of the indicating 
surface float will be equal to that of the required mean velocity. The 
disadvantage of the subsurface float method is the difficulty in assessing the 
depth of submersion of the lower float , especially if the flow velocity is rapid . 
Double or Twin Floats A double or twin float method consists of a float, 
having a density less than that of water, connected to a weighted float by a 
flexible link, the assembly being similar to the subsurface float method. The 
difference in the arrangement is that the flexible link is adjusted so that the lower 
float is just clear of the bed of the stream, and is usually arranged to be 
submerged to 90 percent of the depth of water. In these circumstances the 
velocity of the assembly approximates the mean velocity of flow in the vertical 
plane in which the floats travel. One difficulty of this method is that the lower 
float may come into contact with the stream bed or with weeds and sediment in 
its passage over the measured distance. 
Float Rods A float rod consists of a thin-wall hollow metal tube, which is 
placed in the stream, after having been weighted and the length adjusted so that 
only 2.5 or 5 cm of the rod is exposed above the surface of the water, while the 
lower end just clears the riverbed. When released to float downstream over the 
measured distance, the velocity obtained approximates to the mean velocity of 
low in the vertical plane containing the rod. For convenience, float-rods can be 
made in the form of telescopic tubes, enabling them to be easily adjusted on-site 
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according to requirements. To correct for the distance of the rod above the bed 
of the stream, the following empirical formula is used: 
(8) 
where Vm is the true velocity (m/s); Vr is the observed velocity (m/s); h1 is the 
distance from the bottom of the rod to the channel bed (m); and h2 is the depth of 
water (m). 
In Eq. 8, the velocities are measured in meters per second (m/s) and 
depths are measured in meters. Also , the values of h1 should be less than 
O.25h2. A particular difficulty of this method is to prevent the rod from touching 
the bed of the stream or being caught up in weeds. Therefore , when this form of 
gauging is adopted , it is of vital importance to select a favorable site for the 
measurements. 
Captive Float This method is also referred to as a reefing float. The 
apparatus consists of a canvas skirt supported by a float , which rests on the 
surface of the water. The canvas skirt is stiffened by rings, which are attached to 
it and spaced at regular intervals. The length of the canvas skirt is adjusted to 
the depth of the channel by reefing ; the required numbers of stiffening rings are 
clamped to the float. This assembly may be used in the same manner as a float-
rod . Alternatively, it may be used as described in the following paragraphs. 
What is taken out into the stream by observers in a boat, and attached to 
the boat by means of a very light line. The boat is moored in the required 
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position, and the float is then released to move downstream with the current. 
The line is allowed to run out as the float moves away from the boat, an observer 
keeping the line just taut. This may be done by having the line wound on a reel 
which is braked the required amount to prevent the line from becoming slack. 
The length of the run is measured from marks on the line, and the duration noted 
on a stopwatch. At the end of each run the float is wound back to the boat. 
The mean velocity of flow of the stream is ascertained from the results of a 
number of runs at various points across the stream. With the data available at 
the present time, it is not possible to estimate whether the results obtained by 
this method are more accurate than those obtained with the other forms of floats 
described in the foregoing. It is noted that the advantage of this method is that 
no observers are required on the banks. 
Procedure for Measurement by Floats 
The approximate velocity of flow in a canal or stream and discharge may 
be determined by the use of floats (British Standards Institution 1964). Because 
a number of other methods are usually easier and more accurate to use, this 
method should be used only when the other methods are impractical or 
impossible. A reach of canal, straight and uniform in cross section and grade, 
and with a minimum of surface waves, should be chosen for this method. 
Surface velocity measurements should only be attempted on windless days to 
avoid wind-caused deflection of the floats, possibly resulting in measurement 
errors. Even under the best conditions, surface floats are often diverted from a 
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direct course between measuring stations because of surface disturbances and 
cross-currents. Surface floats are usually designed to be immersed one-fourth or 
less of the water depth. Rod floats are submerged more than one-fourth of the 
depth but do not touch the bottom. 
Cross sections are established along the straight reach of the channel at a 
beginning, midpoint, and end. The cross sections should be located far enough 
apart so the time interval required for the float to travel from one cross section to 
another can be accurately measured. The midpoint cross section provides a 
check on the velocity measurements made between the beginning and end 
sections. The channel width across the sections should be divided into at least 
three, and preferably at least five , segments of equal width . The average depth 
of each segment must then be determined . The float must be released far 
enough upstream from the first cross section to attain stream velocity before 
reaching the cross section. The times at which the float passes each section 
should be recorded by stopwatch . The procedure is repeated with floats in each 
of the segments across the canal , and the measured surface float velocities 
should be multiplied by the coefficients as listed in Table 1. 
Finally, the corrected velocities should then be multiplied by the respective 
cross-sectional areas of the corresponding stream segments to obtain the 
segmental discharges. The sum of the segmental discharges will be the total 
estimated discharge. 
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Table 1. Surface Velocity Coefficients (USBR 2001) 
Average Depth (fP Coefficient 
1 0.66 
2 0.68 
3 0.70 
4 0.72 
5 0.74 
6 0.76 
9 0.77 
12 0.78 
15 0.79 
>20 0.80 
The accuracy of the various versions of the float method is limited by 
many factors, including a lack of precision in the surface velocity coefficients, the 
use of too few stream segments, appreciable changes in stream depth along the 
test reach, oblique currents , wind forces, and experimental errors in measuring 
time and distances. Often, a number of people are required to perform this 
technique and make observations. The course of the floats is difficult to control, 
and they can be easily retarded by dragging on submerged debris and on the 
sides and bottom of the channel. 
CHAPTER III 
METHODOLOGY 
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The field work of this research was undertaken in Logan, Utah (elevation 
1357.6 m, lat 41 0 17' 26" N, log 111 0 51 ' 16" W) (Fig. 6), from July to October 
2003. The research data were collected from five velocity measurement 
locations in three irrigation canals . Each of these locations is named according 
to its address in the city of Logan, Utah. 
The first measurement location was 750 North 1760 ··East, located in the 
Logan Country Club golf course, which is part of the Logan-Hyde Park-Smithfield 
Canal. In the chosen location, the open channel has an irregular cross-sectional 
shape. One of the walls is composed of rectangular wire baskets filled with rock 
(gabions); on the other hand, the opposite wall is earthen and has an inverse 
side slope which varies from 1.35 to 2.20 (H:V) according to the channel side 
slope and sediment movement in the canal (Fig. 7). The canal has small (5 to 10 
cm in diameter) rocks in the bottom which generate a typical ripple pattern on the 
channel bed (Fig. 8). There is no vegetation on the banks at the channel bottom. 
16 
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Fig. 6. Velocity measurement locations in Logan , Utah 
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Fig. 7. First measurement location (750 North 1750 East) 
Fig. 8. Sediment of the bed of the first measurement location 
The second measurement location was at 410 North 900 East, near the 
Utah State University (USU) campus. This location is part of the Logan Northern 
Canal , which has a trapezoidal cross-sectional shape and is concrete lined . Both 
p 
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walls have an inverse side slope of 0.3 (Fig. 9). The canal has small (5 to 10 cm 
diameter), medium (10 to 20 cm diameter) and large (more than 20 cm diameter) 
rocks which produce a ripple pattern (Fig. 10). This canal is not significantly 
influenced by vegetation because the presence of plants is only sparse. 
The third location was 400 North 300 West, located on the other side of 
main street, and is part of the Benson Canal. The open channel at this location 
has a rectangular cross-sectional shape. One of its rectangular walls is made of 
wood, and the other wall is made of concrete (Fig. 11). The c,anal has small (5 to 
10 cm diameter) rocks in the bottom (sediments) that generate a typical ripple 
pattern bed form (Fig . 12). In addition, this canal is influenced by vegetation 
resistance because of the presence of aquatic plants in its bed. 
The fourth measurement location was at 600 North 600 East, which is a 
part of the Logan-Northern Canal. In this reach of the canal, the open channel 
has a rectangular shape and is concrete-lined (Fig. 13). The canal has small (5 -
10 cm diameter) rocks in the bottom. Vegetation resistance does not influence 
the flow in this canal. 
The fifth, and final, measurement location was at 800 North 600 East, also 
part of the Logan-Northern Canal. The cross section has a rectangular shape 
and is concrete-lined (Fig. 14). The canal has small (5 - 10 cm diameter) rocks 
and fine sandy loam sediment on the bed which manifests a typical ripple 
pattern . Vegetation resistance does not influence the flow in this canal. 
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Fig. 9. Second measurement location (410 North 900 East) 
Fig. 10. Sediment on the bed of the second measurement location 
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Fig. 11. Third measurement location (400 North 300 West) 
Fig. 12. Sediment on the bed of the third measurement location 
Fig. 13. Fourth measurement location (600 North 60.0 East) 
Fig. 14. Fifth measurement location (800 North 600 East) 
Criteria for Selection of Flow 
Measurement Locations 
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These measurement locations, where the water velocity was measured by 
the float and current meter methods, were chosen following specific criteria. All 
measurements were taken under steady flow conditions; that is , the depth of flow 
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did not change during the time interval under consideration for each flow 
measurement. Consequently, the average depth of water in the channel , 
calculated based on the area, canal width , and side slope, was used to generate 
the coefficients relating the velocity obtained from the float and current meter 
methods. 
The flow regime was always subcritical , as evidenced by calculated 
Froude numbers which were invariably less than unity. Supercritical flow 
regimes were avoided in this work because the water velocity would have been 
too fast, producing problems such as the need for special current metering 
equipment which can measure high velocities, a high probability of error during 
the measurement of float travel time, and the presence of extreme turbulence 
with the sediment in the canals. 
The measurements were developed in essentially straight reaches of the 
canals, avoiding curves which can affect the cross-sectional velocity profile; thus, 
the measurement of discharge by summing the subdivision flows into a total flow 
for the channel would be less accurate than otherwise obtainable. 
Another criteria was the development of measurements in places with 
absence of submerged flow. The submerged flow affects the movement of the 
water along the channel (slow movement). This criteria permit that the values of 
velocities calculated by the current meter and float method reflect the true 
velocity of the canal. All measurements sites were located using a "Garmin GPS 
III Plus" Global Positioning System (GPS) device, obtaining the latitudes and 
longitudes of each (Table 2) . 
Table 2. Latitudes and Longitudes of each Velocity Measurement Location 
Measurement locations 
7S0 North - 1760 East (Location 1) 
410 North - 900 East (Location 2) 
400 North - 300 West (Location 3) 
600 North - 600 East (Location 4) 
800 North - 600 East (Location S) 
Measurement of 
Longitudinal Bed Slopes 
Latitude Longitude 
N 41 44' 43.2" W 111 0 47' 16.8" 
N 41 44' 18.4" W 111 48' 49" 
N 41 44' 18.6" W 111 0 SO' 31.9" 
N 41 44' 34.2" W 111 49' 11" 
N 41 44' S3.S" W 111 0 49' OS.3" 
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During this research, the bottom slopes of the five measurement locations 
were measured using differential leveling. The equipment included an electronic 
digital level (Topcon DL-102), telescopic rod , tape, field notebook, pencil , 
calculator, flags for turning points and hammer for installing turning points (Fig. 
15). 
Differential leveling measures the relative elevations of points some 
distance apart. It consists of making a series of instrument setups along a route . 
From each setup, take a rod reading back to a point of known elevation and a 
reading forward to a point of unknown elevation . The points for which elevations 
are known or determined are called benchmarks or turning points. The 
benchmark is a permanently established reference point, with its elevation either 
assumed or accurately measured. A turning point is a temporary reference point, 
with its elevation determined as a step in the survey route. 
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Flag Tape Digital Level . Telescopic rod 
Fig. 15. Equipment used for longitudinal bed slope measurements 
Essentially, profile leveling is a process of differential leveling with many 
intermediate foresights between turning paints. This process was the one used 
to plot the progress of the low flow channel upstream. For this research a 
spreadsheet was created to calculate the elevation at each turning point (Table 
3). In four of the locations, the turning points were located every 5 m, but at 410 
N 900 (location 2) it was every 10m. 
Table 3. Spreadsheet Example for Obtaining the Corrected Height at Each 
Turning Point 
Differential Leveling 
Distance Reading Reading Variation Corrected 
BS FS BS-FS Reading 
(m) (m) (m) (m) (m) 
0 2.833 2.833 
10 2.83 2.83 
20 2.831 2.831 
30 2.853 2.853 
40 2.815 2.815 
50 2.861 2.861 
60 2.871 2.871 
70 2.891 2.891 
80 2.923 2.923 
90 2.953 2.953 
100 2.858 2.858 
110 2.906 2.902 0.004 2.906 
120 2.885 2.889 
130 2.958 2.962 
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Finally, the linear regression of all the corrected rod reading at every 
turning point was calculated to obtain the bed slope at the location. In two 
locations, the coefficient of determination, R2, was lower than 0.5; therefore, the 
differential leveling was redone considering a shorter distance between turning 
points and longer overall distance for increasing the number of turning points. All 
of the final coefficients of determination were greater than 0.5, thereby obtaining 
more representative slope values in each canal. But it is important to note that 
sometimes the coefficient of determination was less than 0.9 because of the 
irregular bottom slope and the vegetation around the channel , and due to 
difficulties in locating the level instrument along the channel banks at some 
locations. 
Channel Velocity Measurement Using 
the Current Meter and Float Methods 
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The first step in the calibration of the float method was to measure the flow 
velocity in some channels using the current meter method. The velocity 
measurements using the float and current meter methods were developed the 
same day and almost at the same time at each measurement location, even 
though the flow was determined to be steady-state in each instance. The 
measurements started on July 8 (location 2 and 3), July 10 (location 4) and 
August 13 (location 1 and 5), and continued through October 6, 2003. 
Current Meter Method 
The current meter method is the most complete method for establishing 
the mean velocity at a vertical section because it takes a series of velocities 
measurements at various depths in a vertical (Merkley 2002). The methodology 
for establishing the mean velocity at a vertical in almost all the flow 
measurements at each location was the two-point method (Fig. 16) 
o 0.2 d 
Fig. 16. Example of the two-point method 
Some flow measurements were obtained using the three-point method to 
develop the velocity profile for the cross-sectional for each canal. It is important 
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to note that three-point method will give more accurate flow rate values than the 
two-point method because of the use of more subdivisions (Fig. 17). 
o 0 .2 d 
o 0.6 d 
o 
Fig. 17. Example of the three-point method 
Before the beginning the current metering work, four different current 
meters were calibrated at a location near a Parshall flume. Those current meters 
were two nearly identical pygmy meters (model 1205 mini-meter), a Montedoro-
Whitney Electromagnetic current meter (model PVM-2A) (Fig. 19), and a Marsh-
McBirney electromagnetic current meter (model Flo-Mate 2000) (Fig. 20). The 
results of this calibration indicated that the pygmy meters were the most 
accurate, compared to the Parshall flume ; consequently, most of the subsequent 
measurements were accomplished with the pygmy meter current meters (Fig. 
18). 
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Fig. 18. Pygmy current meter 
Fig. 19. Montedoro-Whitney electromagnetic current meter 
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Fig. 20. Marsh-McBirney electromagnetic current meter 
A tape measure was placed across the width of the channel. The tape 
started at a distance of 0.0 m from one edge of the top width of the water surface 
in order to determine the top width. The same tape was also used to identify the 
location of verticals for the current metering measurements. 
Following the data collection format (Fig . 23), the depths at different points 
along the top width (i.e. different "verticals") were calculated. The distance 
between points varied according to the size of the channel in each case. In this 
research, the lengths between points along the top width were 1 m at locations 2 
and 5, and 0.8 m at locations 1, 3 and 4. 
The two-point method was applied for most of the measurements in the 
five locations. The three-point method was also applied twice (10/10103 and 
09/27/03 ). The data achieved using three-point method were used to develop 
the cross-sectional velocity profile graph at the five locations. It was easy to set 
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the different instrument depths using a top-setting wading rod with the current 
meters. The different water depths measured from the channel edge were 
multiplied by 2, 1.5, 1, or 0.5, as specified in the manual for the top-setting rod , 
and those results were measured on the vernier scale of the rod to obtain the 
depth location of the pygmy meter at 80, 60, 40 and 20% from the water surface 
(Fig . 21). 
Fig. 21. Vernier scale of the top-setting rod 
Both pygmy meters were used, but most of the measurements were taken 
with that which has a USU inventory number of 36097. On the other hand, the 
36096 pygmy meter was used to measure the velocity only once (10/10/03). The 
number of cu rrent meter revolutions in thirty seconds was measured , in which a 
chronometer was used to determine the duration of time. The number of 
revolutions was divided by the number of seconds, and using the next formula , 
the velocity at each pOint along each vertical was calculated (see Eq . 9) . 
V(m I s) = (0.977 x (RI t) + 0.028) x 0.3048 
in which R is number of revolutions; and t is the time (s). 
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(9) 
The number of revolutions were obtained from an electronic counter, 
which is a black box connected to the pygmy meter through cables. The person 
who has this counter stops when the thirty seconds have elapsed, then he or she 
will read the number on the counter display (Fig. 22). 
Fig. 22. The electronic counter for the pygmy current meters 
Finally, the format page was filled and processed using a spreadsheet to 
calculate the flow rate in that specific canal. The data current metering also 
indicates the location of the canal , date of measurement, shape of the canal, 
latitude and longitude, names of the data collectors, comments (if any), and the 
time when the measurements were made (Fig. 23). 
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Float Method 
The float method was applied after each current metering measurement in 
the same channel locations; consequently, the variation of time between both 
methods was not significant. The float method involved taking measurements 
with different water depths in the locations and the subsequent calculation of 
surface velocity coefficients using the average cross-sectional streamwise 
velocity from the current metering method. 
The floats consisted of round wooden sticks with an ayerage length equal 
to 0.20 m and an average diameter of 0.03 m (Fig. 24). The float traveled along 
a specific known distance, which was not the same for all measurements. These 
distances were 8.0 m at locations 3 and 5, 2.0 m at location 4, 12.0 m at 
location1, and 6.0 m at location 2. In all cases, a wood float was used to avoid 
contamination of the environment. 
Fig. 24. Sample wooden stick as used in the float method 
The float method was used in canals with straight stretches which were 
regular and uniform in cross section, and approximately uniform in longitudinal 
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bed slope. Where these conditions exist and the flow is free of cross currents 
and eddies, discharge measurements could be made with a high degree of 
accuracy. 
This float was placed in the middle of the canal where the velocity is 
usually at its maximum value, and a stopwatch was used to measure the time 
from the beginning to the end of the specified travel distance (Fig. 25 and 26). 
Fig. 25. The beginning and ending time measurements for a float 
Fig. 26. Example of a wooden float at one of the measurement locations 
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Using spreadsheet software, the surface velocity obtained from the float 
method was calculated in each location for a specific average depth , which was 
obtained dividing the area of the canal and its top width (both were calculated in 
the current metering spreadsheet). During this research , four times were 
calculated for one specific distance in each measurement with the float method, 
and the average of those four times was obtained . The distance was divided by 
the average time, thereby determining the surface velocity coefficient. 
Procedure for Obtaining 
the Float Method Coefficients 
From the velocities for different average depths obtained from the current 
meter and float methods it was possible to calculate surface velocity coefficients. 
The first step was dividing the average cross-sectional velocity from the current 
meter method by the surface velocity from the float method. This coefficient is 
related to the average water depth obtained from the ratio of cross-sectional area 
and top width. The surface velocity coefficient for a particular average water 
depth was obtained by linear interpolation in the values from the table published 
by the USSR (Table 1), and was compared with the coefficient obtained from this 
research . 
It is noted that the surface velocity coefficients are also affected by the 
presence of wind ; however, all field measurements were taken on calm days with 
little or no wind, and always at locations surrounded by trees and or houses, 
thereby reducing the wind effect on the water surface velocity. 
Procedure for Calculating 
Cross-Sectional Velocity Profiles 
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A contour plot of the cross-sectional velocity profile was produced in each 
location using current metering data, which were taken on September 27 and 
October 10, because those measurements had velocity values at four relative 
depths (0.2, 0.4, 0.6 and 0.8 from the water surface). The contour plots were 
created in Arcview 3.3 software with the Surface/Contour command in which 
velocity lines were plotted every 0.03 to 0.05 mis, according to the number of 
velocity points along the different depths in the canal. Finally; those contour lines 
were transferred to the Arcmap software to superimpose the channel cross-
sectional shape. 
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CHAPTER IV 
RESULTS AND DISCUSSION 
Surface Velocity Coefficients 
The coefficients to convert measured surface velocities to mean channel 
velocities were obtained in the previously mentioned five measurement locations. 
Those coefficients are related to the different average depths, which were used 
to calculate the average surface and mean canal velocity (Table 4) . 
Table 4. Surface Velocity Coefficients 
Depth Location 1 Location 2 Location 3 Location 4 Location 5 K 
(m) 750N 1760E 410N 900E 400N 300W 600N 600E BOON 600E (USBR) 
K (USU) K(USU) K(USU) K(USU) K(USU) 
0.16 0.33 
0.23 0.33, 0.35 
0.28 0.35 
0.29 0.34 
0.31 0.65 0.37 0.66 
0.34 0.58 0.66 
0.35 0.35 0.73 0.66 
0.36 0.84 0.66 
0.37 0.63 0.66 
0.38 0.58 0.52 0.73 0.67 
0.39 0.54 0.54, 0.54 0.59 0.67 
0.4 0.6, 0.59 0.66 0.71, 0.76 0.67 
0.41 0.6, 0.64, 0.54 0.81, 0.71 0.67 
0.42 0.6 0.78 0.58 0.67 
0.43 0.53 0.54 0.67 
0.44 0.52 0.45 0.74 0.67 
0.45 0.55 0.59 0.67 
0.46 0.6 0.59, 0.61 0.67 
0.47 0.55 0.67 
0.48 0.56 0.74 0.49 0.67 
0.49 0.39 0.67 
0.5 0.58,0.64 0.68 
0.52 0.57 0.36 0.8 0.49 0.68 
0.53 0.57, 0.57 0.68 
K (USU) : Surface Velocity Coefficients obtained from this research 
K (USBR) : Surface Velocity Coefficients obtained from The United States Bureau of Reclamation 
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These surface velocity coefficients are apparently not related to the water 
depth at the five locations, which was not expected because the USBR 
coefficients increase with increasing depth. This may be due to the fact that the 
range of water depth~ measured in this research was much less than the range 
of published depths by the USBR. So it was difficult to discern a definite 
relationship between depth and surface velocity coefficient from the data . At 
location 2, it is observed from Table 4 that surface velocity coefficients obtained 
for a depth of 0.41 mare 0.64, 0.6 and 0.54. In addition , in the same location, 
the surface velocity coefficient for a depth of 0.36 m is 0.63, and for a depth of 
0.39 m the surface velocity coefficient is 0.54. Thus, it is observed that the 
surface velocity coefficients are not proportional to the changes in water depth. 
The reasons for this are explained in detail below. 
Longitudinal Bed Slopes 
The longitudinal bed slopes were measured in the five measurement 
locations using the procedure indicated in Chapter III. Five longitudinal bed 
slopes were obtained: 0.0024 m/m at the location 1, 0.0015 m/m at the location 
2, 0.0030 m/m at the locations 3 and 4, and 0.0008 m/m at location 5. Those 
slopes were measured from 200 to 50 m upstream of the velocity measurement 
location; therefore , the calculated slope goes from upstream to downstream 
taking as reference the place where the velocity measurement was accomplished 
(Figs. 28 to 32). 
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The longitudinal bed slope was measured along a distance of 295 m at 
location 1, 490 m at location 2, 254 m at location 3, 205 m at location 4, and 260 
m at location 5. The rod reading and distance were plotted, and then using the 
command display linear equation in spreadsheet software, the slope was 
calculated. The coefficient of determination, R2, is important to determine how 
well a straight line approximates the measured bed elevations as a function of 
distance along the channel. In this research , most of the R2 values were close to 
1.0; however, the coefficient at location 5 was only 0.56 (the lowest of the R2 
values) because the sandy loam material in the bed of the canal that develops 
many undulation along the longitudinal bed slope. This affects the result 
producing a low coefficient of determination . 
sandy loa material 
Fig. 27. Sandy loam material in the bottom of the channel at location 5 
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Relationship between Depths 
and Float Method Coefficients 
42 
According to Table 4, it is difficult to obtain equations that relate the 
different depths and their surface velocity coefficients at each measurement 
location. Thus, the different critical depths were used as parameters to relate to 
those float method coefficients. Tables 5, 6, 7, 8, and 9 show values of critical 
depth obtained on the same days that the surface and main canal velocity were 
measured using the float and current meter methods for the different 
measurement locations. 
( 
Date Start Flow rate Depth Area Froude Critical Average 
hour Number Depth (Yc) Velocity 
(m"/s) (m) (m') (m) (m/s) 
8/13/2003 15:00 0.72 0.46 2.64 0.13 0.01 0.27 
8/15/2003 13:30 0.71 0.44 2.51 0.14 0.01 0.28 
8/16/2003 13:30 0.71 0.43 2.45 0.14 0.01 0.29 
9/4/2003 1505 0.74 0.31 1.67 0.25 0.02 0.44 
9/11 /2003 14:23 0.67 0.40 2.17 0.16 0.01 0.31 
9/17/2003 1440 0.64 0.40 2.19 0.15 0.01 0.29 
9/23/2003 1545 0.66 0.34 1.84 0.20 0.01 0.36 
9/27/2003 13:07 0.63 0.38 2.07 0.16 0.01 0.30 
10/6/2003 15:15 0.65 0.50 2.70 0.11 0.01 0.24 
10/10/2003 16:11 0.62 0.50 2.98 0.09 0.01 0.21 
Float method Surface Vel. 
Average Surface Coefficients 
Time Velocity 
(s) (m/s) (USU) 
13.2 0.45 0.60 
11.2 0.54 0.52 
110 0.55 0.53 
8.78 0.68 0.65 
11.4 0.52 0.59 
12.4 0.48 0.60 
9.81 0.61 0.58 
11.5 0.52 0.58 
14.4 0.42 0.58 
18.4 0.33 0.64 
Surface Vel. 
Coefficients 
(USBR) 
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Date Start Flow rate Depth Area Froude Critical 
hour Number Depth (Yc) 
(m 3/s) (m) (m 2 ) (m) 
7/8/2003 15:05 1.27 0.53 2.17 0.25 0.03 
7/9/2003 1500 1.22 0.53 2.18 0.24 0.03 
7/10/2003 1347 1.21 0.52 2.12 0.25 0.03 
8/13/2003 1545 0.82 045 1.82 0.21 0.02 
8/15/2003 14:30 0.94 047 1.91 0.23 0.02 
8/16/2003 1440 105 048 1.97 0.24 0.03 
9/412003 1545 0.77 041 1.65 0.23 0.02 
9/11 /2003 1527 0.71 0.39 1.59 0.23 0.02 
9/17/2003 1527 0.77 042 1.69 0.23 0.02 
9/23/2003 1630 0.78 041 1.66 0.23 0.02 
9/27/2003 14:06 0.82 041 1.66 0.25 0.03 
10/6/2003 16:30 0.60 0.37 1.50 0.22 0.02 
10/10/2003 1710 0.77 040 1.54 0.24 0.02 
Average Float method 
Velocity Average Surface 
Time Velocity 
(m/s) (s) (m/s) 
0.58 11 .8 102 
0.56 12.1 0.99 
0.57 11 .9 101 
045 14.7 0.82 
049 134 0.90 
0.53 12.5 0.96 
047 14.0 0.86 
045 14.5 0.83 
046 15.8 0.76 
047 15.3 0.78 
0.50 15.5 0.77 
042 18.1 0.66 
047 16.8 072 
Surface Vel. Surface Vel. 
Coefficients Coefficients 
(USU) (USSR) 
0.57 0.68 
0.57 0.68 
0.57 0.68 
0.55 0.67 
0.55 0.67 
0.56 0.67 
0.54 0.67 
0.54 0.67 
0.60 0.67 
0.60 0.67 
0.64 0.67 
0.63 0.66 
0.66 0.67 
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Date Start Flow rate Depth Area Froude Critical 
hour Number Depth (Vc) 
(m"/s) (m) (mL) (m) 
7/8/2003 1610 0.79 0.39 1.72 0.24 0.15 
7/9/2003 1645 0.72 0.38 1.65 0.23 0.14 
7/10/2003 1530 0.78 0.39 1.70 0.24 0.15 
8/13/2003 16:30 0.51 044 1.91 0.13 0.11 
8/15/2003 16:30 044 0.52 2.24 0.09 0.10 
8/16/2003 15:20 0.36 049 2.13 0.08 0.09 
9/4/2003 16:20 0.26 0.31 1.33 0.11 0.07 
9/11/2003 1558 041 0.35 1.52 0.15 0.09 
9/17/2003 1600 0.31 0.29 1.24 0.15 0.08 
9/23/2003 17:20 0.32 0.28 1.20 0.16 0.08 
9/27/2003 1445 0.27 0.23 0.99 0.18 0.07 
10/6/2003 1645 0.29 0.23 0.96 0.20 0.08 
10/10/2003 18 00 0.16 0.16 0.65 0.20 0.05 
Average Float method 
Velocity Average Surface 
Time Velocity 
(m/s) (s) (m/s) 
047 14.1 0.85 
044 144 0.84 
046 129 0.85 
0.27 15.3 0.59 
0.19 16.5 0.55 
0.17 20.6 044 
0.19 11.2 0.54 
0.27 12.9 0.78 
0.25 10.8 0.74 
0.26 10.5 0.76 
0.27 980 0.82 
0.30 9.35 0.86 
0.25 10.5 0.76 
Surface Vel. Surface Vel. 
Coefficients Coefficients 
(USU) (USBR) 
0.54 0.67 
0.52 0.67 
0.54 0.67 
045 0.67 
0.36 0.67 
0.39 0.67 
0.37 0.66 
0.35 0.66 
0.34 0.66 
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Date Start Flow rate Depth Area Froude Critical Average 
hour Number Depth (Yc) Velocity 
(m3/s) (m) (m2 ) (m) (rn/s) 
7/10/2003 14:45 1.09 0.52 2.34 0.21 0.18 0.47 
8/13/2003 15:25 0.82 0.44 1.98 0.20 0.15 0.41 
8/15/2003 15:45 0.67 0.40 1.80 0.19 0.13 0.37 
8/16/2003 16:30 0.90 0.48 2.16 0.19 0.15 0.42 
9/4/2003 16:55 0.77 0.41 1.85 0.21 0.14 0.42 
9/11/2003 16:30 0.59 0.36 1.62 0.19 0.12 0.36 
9/17/2003 16:35 0.51 0.35 1.58 0.17 0.11 0.32 
9/23/2003 17:45 0.75 0.42 1.89 0.20 0.14 0.40 
9/27/2003 15:25 0.67 0.40 1.80 0.19 0.13 0.37 
10/6/2003 16:25 0.60 0.38 1.71 0.18 0.12 0.35 
10/10/2003 18:40 0.70 0.41 1.85 0.19 0.14 0.38 
Float method Surface Vel. 
Average Surface Coefficients 
Time Velocity 
(s) (rn/s) (USU) 
3.41 0.59 0.80 
4.49 0.56 0.74 
4.77 0.52 0.71 
4.45 0.56 0.74 
4.30 0.58 0.71 
4.68 0.43 0.84 
4.49 0.45 0.73 
3.90 0.51 0.78 
4.11 0.49 0.76 
4.17 0.48 0.73 
4.29 0.47 0.81 
Surface Vel. 
Coefficients 
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Date Start Flow rate Depth Area Froude Critical Average 
hour Number Depth (Yc) Velocity 
(mJ/s) (m) (mz) (m) (m/s) 
8/13/2003 17:51 0.76 0.48 3.19 0.11 0.11 0.24 
8/16/2003 15:15 0.81 0.52 3.45 0.10 0.11 0.23 
9/4/2003 17:30 0.67 0.42 2.79 0.12 0.10 0.24 
9/17/2003 17:05 0.55 0.39 2.59 0.11 0.09 0.21 
9/23/2003 18:15 0.72 0.46 3.05 0.11 0.11 0.24 
9/27/2003 16:00 0.75 0.45 2.99 0.12 0.11 0.25 
10/6/2003 17:49 0.64 0.43 2.86 0.11 0.10 0.22 
10/11/2003 15:52 0.68 0.46 3.05 0.10 0.10 0.22 
- '---
L __ 
Float method Surface Vel. 
Average Surface Coefficients 
Time Velocity 
(s) (m/s) (USU) 
20.4 0.49 0.49 
18.7 0.48 0.49 
24.4 0.41 0.58 
22.1 0.36 0.59 
17.7 0.39 0.61 
16.4 0.43 0.59 
19.5 0.41 0.54 
21 .6 0.37 0.59 
--
Surface Vel. 
Coefficients 
(USBR) 
0.67 
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0.67 
c-t (j)Q) 
cO" 
(j)C1) 
c (0 
=4," 
t\) 11 () _. 
CD CD 
<0.. 
CD ~ 
-0 
o """' () 7\ 
~:;o Om 
o c 
CD ;:::;: 
=l::C/l 
o' t\) 
roO ::: 
:::J 0 
'-+() 
C/l t\) 
t\) ~ 
:::J 0 
0..:::J 
CC.T1 
(j)..-... 
roo 
:;0 CD 
(j)"S. 
c _-::J 
~O () :::::!. 
CD ~ 
<g 
CD -
o 0 () CD 
;:;:-0 
'< .-+ 
O_-::J 
o 11 
CD """' 
=1:: 0 o' c 
_.0.. 
CD CD 
:::J 
.-+Z 
.!:!!.-c 
:3 
0-
CD .j::>. 
-"""' -...j 
48 
The type of instrument and its USU inventory number are detailed in 
Tables 5 to 9. The pygmy current meter was used in all velocity measurements, 
most of which were with the "36097" unit. The start hour indicates the time when 
velocity measurements using the current meter method began. And, as 
mentioned above, it is important to recall that as soon as the current metering 
was completed, the float method was applied at the same location. The Froude 
number for each depth was calculated to verify the accuracy of the field data. It 
is observed that values of Froude numbers for the different depths in each 
location have similar values among them, indicating that the flow rates obtained 
from the current meter method are reliable. 
The critical depths were calculated at each depth and then plotted versus 
the surface velocity coefficients which were obtained in this research , and those 
of the USSR. Also, the depths found at each velocity measurement were plotted 
versus the surface velocity coefficients from both USU and the USSR (Figs. 33 to 
42). 
According to the linear regression coefficients of those graphs plotted for 
each measurement location, the critical depths have a better relationship with the 
coefficients than the average water depth when the velocity measurement was 
taken. Those results are observed at three of the measurement locations. On 
the other hand, the two measurement locations which yielded opposite results 
are considered as parts of the canal that have large amounts of sediment 
deposition (locations 2 and 5). Thus, it is assumed that the sediment could 
influence the relationship between the depth and the float method coefficient. 
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At location 3, the linear regression coefficient is the highest (0.9) for the 
equation that relates the critical depth and the float method coefficient. The 
average of all the surface velocity coefficients obtained from this research was 
calculated and these values are: in the first location the average was 0.59, in the 
second location the average was 0.59, in the third location was OAO, in the fourth 
location was 0.76, and in the fifth location was 0.56. In addition, the average of 
the coefficients obtained from the table of the USBR was also calculated and the 
value was 0.67 for all the locations (Figs. 33 to 42). 
During the surface velocity measurement using float method, it was 
observed (location 2) that in some measurements the float did not have an equal 
run along the specific distance, that is , the float turned its axis, stopped for 1 or 2 
s, or changed its position along the width because of water current forces; 
consequently, it took more time to run the specific distance producing variation in 
taking time. 
Finally, the relationship between the depth and surface velocity 
coefficients in all measurement locations is not possible because the linear 
regression coefficient is very low in all cases. In addition, Maple 9 software was 
also used to find a relation using polynomial interpolation, multiple interpolation, 
rational interpolation, and splines. However, none of the curve-fitting attempts 
produced usable results. 
--
0.70 L ___ ... ~ .. _. __ ..... ~ __ ~=~ _ .. ~ _ 5 _ ~ _ ~_ ~ : _- ____ j 
I @ @ I 0.65 , • • i 
i I I , 
0.60 l _____ • ______ . ___ t ________ ~ ______ • _______ + 
T i 
, I 
K 0.55 ! i 
0.50 
0.45 
0.40 
0.30 
• 
• 
• K(USU) l1li K(USBR) 
- -&- - A\€rage of K(USU) -®- - A\€rage of K(USBR) 
0.35 0.40 0.45 0.50 
Depth (m) 
Fig. 33. Depth versus surface velocity coefficient (K) at location 1 
0.80 
0.70 
0.60 -
0.50 
K OAO 
0.30 
0.20 
0.10 -
0.00 
0.00 
l1li l1li 
• 
• 
0.01 
l1li III l1li III 
• * • • 
• • 
• K(USU) 
!III K(USBR) 
0.01 0.02 0.02 
Critical depth (m) 
0.55 
0.03 
Fig. 34. Critical depth versus surface velocity coefficient (K) at location 1 
50 
K 
0.70 L ··············· .... ~ .... -... --.. -......... -.. -......................... "" ..... ""--_ .. _,, ... - . .. 
II!I III 
- - - - - ..- "l1li - +- - !!II - - - - -IIi' - - --it - lilt - - - - - - - - - -
0.65 
0.60 
0.55 
0.50 
0.45 
0.40 -
0.35 
0.35 
!Ill + 
• 
• 
• K(USU) III K(USBR) 
-II- Average of K(USU) - ... - Average of K(USBR) 
0.40 0.45 
Depth (m) 
0.50 
Fig. 35. Depth versus surface velocity coefficient (K) at location 2 
0.80 
0.70 
0.55 
III l1li III III III III III III III III 
0.60 
.+ 
0.50 
K 0040 
0.30 
0.20 
0.10 -
0.00 
0.02 
• • 
• 
0.02 
• 
• + 
+ • • 
• K(USU) i 
----,------,----_. ~  
0.02 0.03 0.03 0.03 0.03 0.03 0.04 
Critical de pth 
Fig. 36. Critical depth versus surface velocity coefficient (K) at location 2 
51 
-0.80 [ -
0.70 _____ --a _ III __ III _ .!ill III _ - - -III- - - _- - oil!- - - - - -
0.60 
0.50 - • • 
• 
K 0.40 
--------------.-----
K 
0.30 
0.20 
0.10 
0.00 
0.20 
: ... . . 
• K(USU) 
-k- A\€rage of K(USU) 
0.25 0.30 0.35 
III K(USBR) 
-+- - A\€rage of K(u"SBR) 
0.40 
Depth (m) 
0.45 0.50 0.55 
Fig. 37. Depth versus surface velocity coefficient (K) at location 3 
0.80 
0.70 
III IlIi 
0.60 
0.50 
0.40 
• 
• • • 0.30 
0.20 
0.10 
0.00 , 
0.04 0.06 0.08 
• 
• 
III 
• 
0.10 
!Ill 
• 
Critical depth (m) 
III 
• • 
• K(USU) 
III K(USBR) 
0.12 0.14 
0.60 
0.16 
Fig. 38. Critical depth versus surface velocity coefficient (K) at location 3 
52 
-0.90 
0.85 
• 
0.80 • • 
• 
0.75 - - - - ..... - - - - - - - - - - - - - - - ..... 
• • • 
K 0.70 • • 
K 
0.65 
Iii • - III • - .!II . - • - . 11 . - • • _. _.. - • l1li - • • ....... 
0.60 
0 .55 • K(USU) ill K(USBR) 
-I.- A\€rage of K(USU) - ... A\€rage of K(USBR) 
0.50 
0.35 0.40 0.45 
Depth (m) 
0.50 
Fig. 39. Depth versus surface velocity coefficient (K) at location 4 
0.90 -,~.,.,,,, ... ,, .. ~~~~ -_. 
0.85 
• 
0.80 • • 
• 
0.75 - • 
• • • 
0.70 • • 
I II II 0.65 
0.60 -
0.55 
• K(USU) 
II1II K(USBR) 
0.50 '--'----
0.10 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 
Critical depth (m) 
0.55 
0.19 
Fig. 40. Critical depth versus surface velocity coefficient (K) at location 4 
53 
K 
K 
0.70 I 
- - - - III- - - .;m- - 'III - - - - 11 - - • 
0.65 
I 
-& 
0.60 
---.-.-, 
• 
-----.-
0.55 
• I 
0.50 
• • I 
0.45 
0.40 
• K(USU) II K(USBR) 
0.35 --. - Average of K(USU) --e - Average of K(USBR) 
0.30 
0.35 0.40 0.45 
Depth (m) 
0.50 0.55 
Fig. 41. Depth versus surface velocity coefficient (K) at location 5 
0.70 
II 1111 II 11 11 II1II 
0.65 
• 0.60 
• • • • 
0.55 
• 
0.50 
• • 
0.45 • K(USU) 
II1II K(USBR) 
0.40 
0.08 0.09 0.09 0.10 0.10 0.11 0.11 0.12 0.12 
Critical depth (m) 
Fig. 42. Critical depth versus surface velocity coefficient (K) at location 5 
54 
55 
Cross-Sectional Velocity Profile 
The cross-sectional velocity profile was performed for each measurement 
location using Arcview 3.3 and Arcmap (Figs. 44 to 48). According to all the 
cross sectional velocity profiles, it was determined that the position of the float 
along the canal width influences the calculation of the float method coefficients. 
That is, if the float is located in the center of the canal, the measured velocity 
using the float method is expected to be at a maximum. However, if sediments 
are present in the channel bed , the float velocity at the center of the channel 
, 
could be lower than the maximum surface velocity. Consequently, it is 
complicated to find a relationship between the float method coefficients and the 
water depth in one location ; furthermore, in the others locations, the water 
current force affect the trajectory of the float along the water surface producing 
variations in the time that influence in the calculation of the surface velocity 
coefficients. Also , it was observed that short variations in the time have an effect 
on the development of the coefficients . 
The sediment in the bottom of the canal is a factor that generates variation 
of velocities along the cross-sectional profile. For example, in the location 2, a 
big rock covered with vegetation was found two meters upstream the place 
where the velocity measurement was realized , this rock was found on November 
when the three canals were empty. It is observed from the cross-sectional 
velocity profile that this rock generates a high velocity (0 .8 m/s) on one side of 
the canal and a velocity that is almost equal to the average velocity (0.5 m/s) in 
the middle of the canal (Fig . 43). 
--
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Flow direction 
Fig. 43. Rock located two meters upstream of measurement location 2 
Finally, the figures of the cross-sectional velocity profile at 400 N 300 W 
show the best distribution of the velocities. Consequently, the best relationship 
between the critical depth and surface velocity coefficients was obtained at this 
location. 
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Fig. 45. Cross-sectional velocity profile at location 2 
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Conclusions 
CHAPTER V 
CONCLUSIONS AND RECOMENDATIONS 
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Some authors believe the float method can be used to determine 
approximate open-channel flow rates and that it is helpful to verify the value 
obtained from the current meter method . But the present report shows that the 
velocity values obtained from the float method were three times the values of the 
velocities obtained from the current meter method in some measurement 
locations, especially in locations where the canal is very wide, and where there is 
a large amount of sediment. 
The averages of all the coefficients obtained from this research in each 
location are significantly different from those of the USBR; the average of the last 
is equal in each location (0.67). It is important to indicate that the USBR 
coefficients do not consider the bed slope, canal shape, canal material or 
positioning of the float along the channel width. It is apparent that each of these 
factors can generate coefficient values which are unrelated to the average water 
depth. 
The relationship between surface velocity coefficients and water depth is 
unacceptable. This may be attributed to the varying surface velocities along the 
width of the channels, which in turn influence the surface velocity coefficient 
values. On the other hand , there is a much better relationship between surface 
velocity coefficients and critical depth because these are more constant than the 
average depth found during the velocity measurement. 
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The positioning of the float along the channel width is the principal factor 
that generates incorrect values of velocity using the float method. Some authors 
indicate that it is advisable to use a weighted float which is arranged to be 
submerged up to 90 percent of the depth of flow. This practice could avoid the 
effect of wind force but will not help to follow the line of maximum surface 
velocity. 
Using spreadsheet software, it was observed that small changes in the 
measured float travel time (one or two seconds) will cause significant differences 
in the coefficients. Consequently, the accuracy of the time measurement is very 
important to generate true values of the surface velocity coefficients. 
Finally, the float method coefficients at each measurement location for 
different depths are not the same because their physical characteristics differ 
from one to another, and the data from two measurement locations (2 and 5) 
indicate that the float method could give unusable results because of the large 
amount of sediment which can produce undulations in the channel bed, thereby 
generating changes in the surface velocity. 
Recommendations 
The surface velocity coefficients for each measurement location differ 
significantly the same; consequently, it is recommended to undertake individual 
field calibrations of the float method and develop new float method coefficients at 
each specific canal location where the float method will be used because each 
location has its own unique physical characteristics. In addition, the float method 
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cannot be considered for flow measurement in very wide canals or rivers with 
large amounts of sediment. 
The following topics are recommended for further research: 
• Development of a mechanical float which follows the average velocity in 
the cross-sectional velocity profile using velocity sensors; 
• Verification of the surface velocity coefficients considering wind shear and 
one-dimensional, unsteady, open-channel flow; and, 
• Development of software to generates surface velocity coefficients using 
the surface velocity and the mean velocity of any canal cross section. 
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Appendix A. 
Longitudinal Bed Slope Data 
Data Collector: Jorge E, Raghuveer, 
N 41 44' 43.2" 
E 111 ' 47' 16.8" 
Logan , Hyde Park and Smithfield Ca n al 
Location : 750 N 1760 E Logan , Utah-USA 
12 July 03 (15:00 hrs.) 
Comments: We started 209 meters before 
the place where was measured the flow rate 
Distance Reading Reading Difference 
FS BS BS - FS 
(m) (m) (m) (m) 
U/S 0 2.07 
5 2.055 
10 2 .07 
15 2.03 
20 2.06 
25 2. 19 
30 2.315 
35 2.2 
40 2.19 
45 2.191 
50 2.25 
55 228 
60 2 .38 
65 2.4 15 
70 2 .393 
75 2.385 
80 2.41 
85 2.433 
90 2.455 
95 2.463 
100 2.423 
105 2.432 
11 0 2 .39 
11 5 2.385 
M 120 2.344 
126 2.34 
130 2.39 
135 2.361 
140 2.408 
145 2.34 
150 2.4 13 2.72 0 .307 
155 2.61 
160 2.6 1 
165 2.625 
170 2.632 
175 2 .625 
180 2.668 
200 2.678 
205 2.753 
2 10 2.8 
215 2 .32 1 2.885 0 .564 
220 2 .204 
225 2 .248 
230 2.182 
235 2.075 
240 2.252 
245 2.208 
250 2.26 
255 2.205 
260 2 .235 
265 2.288 
270 2 .355 
275 2.273 
280 2 .15 
285 2.145 
290 2.18 
U/S 295 2.202 
min 
max 
Corrected 
Reading 
(m) 
2.07 
2 .055 
207 
203 
2.06 
2 .19 
2 .3 15 
2.2 
2. 19 
2.191 
2.25 
2.28 
2.38 
2.4 15 
2 .393 
2.385 
2.4 1 
2.433 
2.455 
2 .463 
2.423 
2.432 
2.39 
2.385 
2.344 
2.34 
2.39 
2.36 1 
2.408 
2.34 
2.413 
2 .303 
2,303 
2 ,3 18 
2.325 
2.3 18 
2.361 
2.371 
2.446 
2.493 
2.578 
2.768 
2.812 
2 .746 
2.639 
2.8 16 
2.772 
2.824 
2.769 
2.799 
2.852 
2.919 
2.837 
2.71 4 
2.709 
2.744 
2 .766 
2.03 
2 .824 
Cross Sectional Profile 
3.5 
~ 
•••• : •. t.·t~ 
~ 2.5 
0; #"t'f'";. 
.s 
.c 1.5 C, 
.~ 
J: 
0.5 ~ 
50 
y = 0 .0024x + 2.1099 
R' = 0.7851 
••••••••.. ;' ••••••••• t· 
100 150 200 250 
Distance (meters) 
In conslusion the slope is 0.0024 mlm and the lineal 
regresion coefficient is 0.79 
UIS : upstream from the measuremeny point 
M : measurement point 
DIS: upstream from the measuremeny point 
300 
Fig. 49. Data used to calculate longitudinal bed slope at location 1 
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350 
Data Collector: Jorge E, Raghuveer, 
N 41 44' 18.6" 
E 111 48' 48.4" 
Logan Nothern Canal 
Location: 410 N 900 E, Logan , Utah·USA 
21 June 03 (14:00 hrs) 
Comments : We started 100 meters before 
the place where was measured the flow rate 
Distance Reading Reading Difference Corrected 
FS BS BS · FS Reading 
(m) (m) (m) (m) (m) 
U/S 0 2.833 2.833 
10 2.83 2.83 
20 2.831 2.831 
30 2.853 2.853 
40 2.815 2.815 
50 2.861 2.861 
60 2.87 1 2.871 
70 2.891 2.891 
80 2.923 2.923 
90 2.953 2.953 
M 100 2.858 2.858 
110 2.906 2.902 0.004 2.906 
120 2.885 2.889 
130 2.958 2.962 
140 2.981 2.985 
150 3.09 3.094 
160 2.918 2.922 
170 2.221 3.2 0.983 3.204 
180 2.163 3.146 
190 2.19 3.173 
200 2.172 3.155 
209 2.165 3.148 
220 2.17 3.153 
230 2.18 3.163 
240 2.172 3.155 
250 2.187 3.17 
260 2.247 3.23 
270 2.234 3.217 
280 2.236 2.088 1.131 3.219 
290 2.105 3.236 
300 2.12 3.251 
310 2.148 3.279 
320 2.199 3.33 
330 2.142 3.273 
340 2.16 3.291 
350 2.66 2.188 0.659 3.319 
360 2.656 3.315 
370 2.675 3.334 
380 2.722 3.381 
390 2.7 3.359 
400 2.733 3.392 
410 2.76 3.419 
420 2.739 2.83 0.659 3.398 
430 2.85 3.509 
440 2.835 3.494 
450 2.85 3.509 
460 2.841 3.5 
470 2.856 3.515 
480 2 .868 3.527 
DIS 490 2.869 3.528 
min 2.815 
max 3.528 
3.60 
3.50 +-
3.40 ~ 
E. 3.30 -
~ 3.20 
' ij; 3.10 
3.00 
l: 
2.80 
Cross Sectional Profile 
~~~--------------r/ 
"'" 7 
o 100 200 300 
y = 0.0015x + 2.7956 
R' = 0.9612 
Distance (m) 
400 
In conslusion the slope is 0.0015 mlm and the lineal 
regresion coefficient is 0.96 
U/S : upstrea m from the measuremeny point 
M : measurement point 
DIS: upstream from the measuremeny point 
Fig. 50. Data used to calculate longitudinal bed slope at location 2 
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Data Collector: Jorge E, Raghuveer, 
N 41 44' 18.6" 
E 111 0 SO' 31 .6" 
Benson Canal 
Location: 400 N 300 W, Logan, Utah-USA 
08 July 03 (9:30 am) 
Comments: We started 69.5 meters before 
the place where was measured the flow rate 
Distance Reading Reading Difference Corrected 
FS BS BS-FS Reading 
(m) (m) (m) (m) (m) 
U/S 0 2.028 2.028 
5 2.02 2.02 
10 2.022 2.022 
15 2.023 2.023 
20 2.06 2.06 
25 2034 2.034 
30 2 063 2.063 
33 2062 2.062 
38 2.12 2.12 
40 2095 2.095 
45 2.0645 2.0645 
50 2085 2.085 
55 2.105 2.105 
60 2.152 2.152 
66 2.1 2.1 
71 2.162 2.162 
76 2.1 55 2.155 
81 2.208 2.208 
86 2.179 2.179 
M 91 2.2 2.2 
94 2.143 2.31 0.167 2.143 
104 2.1 94 2.027 
114 2.346 2.179 
119 2.348 2.181 
124 2.46 2.293 
129 2.432 2.265 
134 2.53 2.363 
139 2.523 2.356 
144 2.571 2.404 
149 2.595 2.428 
154 2.605 2.62 0.015 2.453 
159 2.535 2.55 
164 2.639 2.654 
169 2.63 2.645 
174 2.474 2.489 
179 2.404 2.419 
204 2.45 2.1 25 0.325 2.465 
209 2.31 1 2.636 
214 2.205 2.53 
219 2.251 2.576 
224 2.362 2.687 
229 2.318 2.643 
234 2.328 2.653 
239 2.351 2.676 
244 2.445 2.77 
249 2.385 2.71 
D/~ 254 2.363 2.688 
min 2.02 
max 2.77 
Cross Sectional Profile 
3 
25 I 
~ 2 •••• ~~~~~. 
$ 
I 
1 15 
:.: 
'" ~ 0.: I 
I 0 ~ 
y = 0.003x + 1.9525 
R' = 0.9077 
50 100 150 • 200 
Distance (meters) 
In conslusion the slope is 0.003 mtm and the lineal 
regresion coefficient is 0.907 
U/S : upstream from the measuremeny point 
M : measurement point 
DIS: upstream from the measuremeny point 
250 
Fig. 51 . Data used to calculate longitudinal bed slope at location 3 
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DcKa Collector: Jorge E, ~, 
N4144'1RS" 
E 11148' 48.4" 
Logan t-tihem Canal 
Locaion: Em N ErnE I...ogcIl, lJtal.USA 
28 JlrIe 03 (13:00 ITs) 
Carrrents : \foe stated 75 rreters before 
the pieD! v.here VIaS rreasued the flCM/ rete 
Oslln:e RsDng RsDng IlfIeren:e CaTected 
FS BS BS - FS RsDng 
(rrj (rrj (rrj (rrj (rrj 
l.I'S 0 1.00 1.00 
5 1.88 1.00 
10 1.81'3 1.81'3 
15 1.95 1.95 
aJ 1.933 1.933 
25 201 201 
:ll 1.008 1.008 
35 1.935 1.935 
<10 1.93 1.93 
45 1.~ 1.~ 
65 1.005 2095 0.23 1.005 
70 2041 1.811 
M 75 2215 1.935 
00 2100 1.Sll 
85 272 2L19 
9J 263 24 
95 228 2324 0.044 2(94 
110 2155 2 111 
115 2132 2CB8 
1aJ 2 11 2CB8 
125 2135 2m1 
m 218 2 1:£ 
135 2245 2aJ1 
1<10 2221 2177 
145 2218 2174 
1BJ 22 2106 
155 2252 2aJ8 
1m 2317 2671 0.:£4 2273 
165 2673 2319 
170 2e!l4 224 
175 2619 2525 0.(94 2 171 
100 268 2500 
185 267 2576 
19J 271 2616 
195 266 2566 
aJO 2689 25:15 
D'S aJ; 200 2003 
frin 1.811 
rrax 2616 
Ooss Sectional Prciile 
I ,--------I I I 
3 
25 
~ 2 ~. t ·. -
I 1.5 I 
J 1 
0.5 -
o· 
o 
y=O.OO31x+ 1.8<'A5 
R'=0.6735 
100 150 
In rons/usion the slope is a 003 m'mand the lineal 
regesion CO€ffident is a 57 
U'S : L¢rEffTl fran Ire rrea:uEmny rrJ nt 
M: rrea:uerei rrJrt 
D's: L¢rEffTl fran Ire rrea:uEmny rrJrt 
Fig. 52. Data used to calculate longitudinal bed slope at location 4 
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Data Collector: Jorge E, Raghuveer, 
N 41 44' 53.5" 
W 111 49' 05.3" 
Logan Nothern Canal 
Location : 800 N 600 E Logan, Utah-USA 
19 Jul 03 (9:00 am) 
Comments: We started 110 meters before 
the place where was measured the flow rate 
Distance Reading Reading Difference Corrected 
FS BS BS - FS Reading 
(m) (m) (m) (m) (m) 
U/S 0 2.21 2.21 
5 2.1 92 2. 192 
10 2.258 2.258 
15 2254 2.254 
20 2.3 2.3 
25 2.321 2.321 
30 2.32 2.32 
35 2.328 2.328 
40 2.351 2.351 
45 2.481 2.481 
50 2.49 2.49 
55 2.389 2.51 0.121 2.389 
60 2.51 2.389 
65 2.51 2.389 
70 2.435 2.314 
75 2.444 2.323 
80 2.431 2.31 
85 2.367 2.246 
90 2.31 2.189 
95 2.505 2.495 0.01 2.374 
100 2.443 2.433 
105 2.426 2.416 
M 110 2.456 2.446 
115 2.382 2.372 
120 2.529 2.519 
125 2.433 2.423 
130 2.44 2.43 
135 2.327 2.317 
140 2.415 2.405 
145 2.285 2.275 
150 2.32 2.31 
155 2.346 2.338 
160 2.328 2.318 
165 2.389 2.379 
170 2.35 2.34 
175 2.41 2.405 0.005 2.4 
180 2.405 2.41 
185 2.402 2.407 
190 2.475 2.46 
195 2.406 2.41 1 
230 2.299 2.28 0.019 2.285 
235 2.272 2.291 
240 2265 2.284 
245 2.37 2.389 
250 2.46 2.479 
255 2.572 2.591 
260 2.584 2.583 
Cross Sectional Profile 
2 .5 . .. . . .. 
t " .. ' t", ,. " • • 
. 
.... i t, ... 
"§' 2 
~ 
.s 
1.5 . 
.<:: 
C, 1 
'iii 
I 
0 .5 
0 
0 50 100 150 200 250 
Y = 0.0008x + 2.2744 Distance (meters) 
R' = 0.5636 
In conslusion the slope is 0.0008 mlm and the lineal 
regresion coefficient is 0.56 
U/S : upstream from the measuremeny point 
M : measurement point 
DIS: upstream f rom the measuremeny point 
Distance Reading Reading Difference Corrected 
FS BS BS - FS Reading 
(m) (m) (m) (m) (m) 
265 2.558 2.577 
270 2.616 2.635 
275 2.543 2.562 
280 2.523 2.542 
285 2.565 2.584 
290 2.47 2.469 
295 2.508 2.628 0.12 2.527 
300 2.683 2.563 
305 2.61 2.49 
310 2.587 2.467 
315 2.644 2.524 
320 2.7 2.58 
325 2.663 2.543 
330 2.669 2.549 
335 2.694 2.574 
340 2.712 2.592 
345 2.79 2.67 
DIS 350 2.75 2.63 
Max : 2.591 
Mn : 2. 189 
Fig. 53 Data used to calculate longitudinal bed slope at location 5 
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300 
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Appendix B. 
Electrical Conductivity 
Measurement of Electrical 
Conductivity at the Five Locations 
73 
For reference purposes, the electrical conductivity of the water in each 
canal was measured by taking samples to the Water Quality Laboratory at the 
Aquatic, Watershed, and Earth Resources Department of Utah State University. 
The measurements were obtained using a Cole-Parmer electrical conductivity 
meter, Suntex model SC-170 (Fig. 54). 
Fig. 54. Electrical conductivity meter used in this research 
The electrical conductivity of the water (ECw) also was measured in each 
of the five measurement locations. The results were 0.46 dS/m at location 1, 0.5 
dS/m at locations 2 and 3, 0.45 dS/m at location 4, and 0.35 dS/m at location 5. 
It is important to know that those values were measured in October; thus, it is 
possible that the electrical conductivities of the water at those locations increase 
74 
in June and July because of the evaporation which reduces the amount of pure 
water. 
The electrical conductivity of the Logan River was also measured in 
October (0.35 dS/m). This value was in the range 0.35 to 0.40 dS/m. The 
electrical conductivities at four of the five locations are greater than the electrical 
conductivity of the Logan River, but at location 5 the ECw is the same as that of 
the Logan River (Fig. 55). 
Fig. 55. Location 5 (6.64 m wide) 
