Abstract-Multi-packet reception (MPR) has been recognized as a powerful capacity-enhancement technique for randomaccess wireless local area networks (WLANs). As is common with all random access protocols, the wireless channel is often under-utilized in MPR WLANs. In this paper, we propose a novel multi-round contention random-access protocol to address this problem. This work complements the existing randomaccess methods that are based on single-round contention. In the proposed scheme, stations are given multiple chances to contend for the channel until there are a sufficient number of "winning" stations that can share the MPR channel for data packet transmission. The key issue here is the identification of the optimal time to stop the contention process and start data transmission. The solution corresponds to finding a desired tradeoff between channel utilization and contention overhead. In this paper, we conduct a rigorous analysis to characterize the optimal strategy using the theory of optimal stopping. An interesting result is that the optimal stopping strategy is a simple threshold-based rule, which stops the contention process as soon as the total number of winning stations exceeds a certain threshold. Compared with the conventional single-round contention protocol, the multi-round contention scheme significantly enhances channel utilization when the MPR capability of the channel is small to medium. Meanwhile, the scheme automatically falls back to single-round contention when the MPR capability is very large, in which case the throughput penalty due to random access is already small even with single-round contention.
I. INTRODUCTION

A. Motivation and Contributions
In random-access wireless networks, such as IEEE 802.11 wireless local area networks (WLAN), stations share a common medium through contention-based medium access control (MAC) . Most of what we know about WLAN is based on the conventional collision model, where packet collisions occur when two or more stations transmit at the same time [1] , [2] . With advanced PHY-layer signal processing techniques, it is possible for an access point (AP) to detect multiple concurrently transmitted packets through, for example, multiuser detection (MUD) techniques [3] , [4] . This new collision model, referred to as multi-packet reception (MPR), opens up new possibilities for drastically enhancing the capacity of WLANs. Our prior work in [5] shows that the throughput of WLANs scales super-linearly with the MPR capability of the channel. With MPR, up to M stations can transmit at the same time without causing collisions, where M is referred to as the MPR capability of the channel. An immediate question is how the MAC should be redesigned to fully utilize the advantages of MPR. In [5] , [6] , we derived the optimal transmission probability and backoff exponent that maximize the throughput of MPR WLAN. With the optimal transmission probability, system throughput is greatly enhanced compared with that in traditional single-packet reception (SPR) WLANs.
One observation from our prior work, however, is that the MPR channel is still under-utilized from time to time even when the optimal transmission probability is adopted. In other words, the channel is not always fully occupied by M concurrent packet transmissions during the data transmission phase. This is because the current MAC protocols are based on a "single-round contention" framework. There is essentially only one contention round for each data transmission phase. For example, in the DCF RTS/CTS access mode, a data transmission phase follows immediately as long as there is one successful RTS contention. Similarly, in the DCF basic access mode, data packet transmission also serves the purpose of channel contention, which implies that there is only one round of contention for each data transmission. Due to the random-access nature, the number of stations contending for the channel at a time is a random variable. Hence, the channel is unavoidably under-utilized when there are less than M stations contend for the channel simultaneously. As such, enhancing the capacity of MPR WLANs beyond what is currently achievable remains a challenging problem. This paper proposes a novel multi-round contention randomaccess protocol to address the problem. With the multi-round contention framework, more contention rounds are executed before data transmission if the number of stations that have already won the channel contention is small. Intuitively, the more contention rounds, the more likely that the channel is fully packed with M concurrent packet transmissions in the data transmission phase. On the other hand, more contention rounds leads to higher channel-contention overhead. Finding the desired tradeoff between channel utilization and contention overhead boils down to deciding when to terminate the contention rounds and start data transmission. In this paper, we conduct a rigorous analysis to characterize the optimal strategy using the theory of optimal stopping [8] . The key contributions of this paper are summarized in the following.
• We show that the problem of finding the optimal stopping strategy that maximizes the system throughput is equiv-alent to the problem of maximizing the rate of return (MR), a subclass of optimal stopping problems.
• By exploiting the monotone nature of the problem, we prove that the optimal stopping strategy for multi-round contention is a simple threshold-based rule. Specifically, it is optimal to terminate the contention rounds as soon as the total number of stations that have succeeded in channel contention exceeds a certain threshold, regardless of the number of contention rounds that have already been executed.
• Based on the analysis, the maximum throughput that is achievable in MPR networks with multi-round contention is derived. In particular, network throughput is maximized when the stopping threshold and the transmission probability of stations are jointly optimized. Our results show that multi-round contention drastically enhances the channel utilization compared with networks with single-round contention, especially for small to moderate M , which is the case in most practical situations. This analysis complements our work in [5] that has focused on MPR WLANs with single-round contention.
• For practical implementation, we propose a multi-round contention protocol which only requires minor revisions to the current IEEE 802.11 DCF.
B. Related Work
In related work, [7] attempts to enhance the utilization of MPR channels by allowing stations to count down and transmit as long as there are less than M ongoing transmissions in the air. To do this, one key assumption is that a station is able to detect the number of ongoing transmissions using an energy detector. This assumption, however, is not valid in wireless networks, where the received energy from each transmitting station is random and unknown a priori.
The theory of optimal stopping has been widely studied in the fields of statistics, economics, and mathematical finance since 1960's [9] . It was not until very recently that optimal stopping theory started to find application in wireless networks. In [10] , the tradeoff between the spectrum access opportunity and spectrum sensing overhead in cognitive radio systems is formulated as a finite-horizon optimal stopping problem, which is solved using backward induction. Likewise, a finite-horizon optimal stopping problem is formulated in [11] to derive an optimal next-hop selection strategy in multihop ad hoc networks. The problem of maximizing the rate of return (MR) was applied to opportunistic scheduling in ad-hoc networks in [13] and opportunistic spectrum access of cognitive radio networks in [12] . Notably, the application of optimal stopping theory in wireless systems is still at its infancy stage. Our work in this paper is an attempt to introduce it to wireless random-access networks.
The rest of this paper is organized as follows. The system model of MPR WLAN with multi-round contention is introduced in Section II, where we also show that the problem of maximizing network throughput can be formulated as the problem of MR, a subclass of infinite-horizon optimal stopping problems. A multi-round contention protocol as a The optimal stopping time N1
The stopping time by the one-stage look-ahead rule θ
The threshold in the one-stage look-ahead rule S System throughput BL Throughput lower bound Sc Throughput for multi-round contention with carry-over minor amendment of IEEE 802.11 RTS/CTS access mode is presented in the same section. A preliminary on optimal stopping theory is presented in Section III. In Section IV, we prove that the optimal stopping strategy for multi-round contention in MPR WLAN is a simple threshold-based strategy. The network throughput as well as the lower bound on the maximum throughput is derived in Section V. In Section VI, we investigate the throughput improvement of multi-round contention MAC over existing single-round contention MAC through numerical results. Finally, the paper is concluded in Section VII. For the convenience of the readers, the notations in this paper are summarized in Table I .
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Multi-round Contention and Problem of Maximizing Rate of Return
We consider a fully connected network with K mobile stations transmitting to an AP. The transmission of stations is coordinated by a random-access protocol. We assume that the AP has the capability to decode up to M simultaneous packet transmissions, be it contention packets or data packets. Interested readers are referred to Section V in [5] for a practical protocol to implement MPR in random access networks. A sketch of the multi-round contention mechanism is illustrated in Fig. 1 In Fig. 1 , the time axis is divided into contention rounds and data transmission slots. The period between the ends of two neighboring data transmission slots is referred to as a super round. Stations transmit a small contention packet with probability τ in each contention round. If there are no more than M stations contending for the channel in the same 
Instead of stopping the contention at the n th round, we may also continue and observe X n+1 , hoping that y n+1 (x 1 , · · · , x n+1 ) will be much larger than y n . Of course, this is at the risk of wasting more time on contention without getting a reasonably larger y n+1 in return.
A stopping rule φ determines the stopping time N based on the sequence of observations X = (X 1 , X 2 , · · · ). Note that N is random, as it is a function of random variables X. Different realizations of observations may lead to different stopping time. The system throughput can then be calculated as
where Y 1 , Y 2 , · · · is a sequence of random variables with realizations being y 1 , y 2 , · · · . T N is the random variable representing the total amount of time spent to obtain a return of Y N .
Let C denote the class of stopping rules with
Our purpose is to find the optimal stopping rule N * ∈ C that maximizes the system throughput
EX [TN ] . In optimal stopping theory, this problem is referred to as the problem of MR.
B. Multi-round Contention in IEEE 802.11 WLAN
Having introduced the general framework of multi-round contention, we now propose a multi-round contention protocol based on IEEE 802.11 RTS/CTS access mode. Note that the problem formulated in the preceding subsection and the analysis in later sections are general and not restricted to the protocol proposed in this subsection.
In IEEE 802.11, the transmission of stations is coordinated by an exponential backoff (EB) mechanism. The EB mechanism adaptively tunes the transmission probability of a station according to the traffic intensity of the network. It works as follows. At each packet transmission, a station sets its backoff timer by randomly choosing an integer within the range [0, W − 1], where W is the size of the contention window. The backoff timer freezes when the channel is busy and is decreased by one following each time slot when the channel is idle. The station transmits a packet from its buffer once the backoff timer reaches zero. At the first transmission attempt of a packet, W is set to W 0 , the minimum contention window. Each time the transmission is unsuccessful, W is multiplied by a backoff factor r. That is, the contention window size W j = r j W 0 after j successive transmission failures.
The multi-round contention protocol is illustrated in Fig.  2 . A station transmits an RTS packet when its backoff timer reaches zero. Previous work in [1] , [2] , [5] has shown that the backoff process yields an equivalent transmission probability τ at which a station transmits in a generic (randomly chosen) time slot. When the number of stations, K, is large, it is reasonable to assume that the number of transmissions in a generic time slot follows a Poisson distribution with parameter λ = Kτ [5] . That is,
(4) If no more than M stations transmit at the same time, then the contention is successful and these stations are marked as winning stations. Otherwise, a collision occurs and there are zero winning stations. From (4), it can be shown that the number of winning stations X i follows the following distribution:
with the expectation being
After observing the outcome of the contention, the AP determines whether to stop the contention rounds according to the optimal stopping strategy. It keeps silent if it decides not to stop the contention rounds. According to IEEE 802.11 DCF, other stations will then continue to count down after sensing the channel idle for a DIFS (DCF interframe space) time and contend for the channel when their counter values reach zero. If the AP decides to stop the contention rounds, it will randomly select, from all winning stations, at most M stations for data packet transmission. Note that if the total number of winning stations in this super round does not exceed M , then all of them will be select. This decision is broadcasted to all mobile stations through a CTS packet after a SIFS interval. Then, the selected winning stations send their data packets. After that, the AP responds with a group ACK, indicating which data packets have been received successfully.
The stations that have contended but are not notified to transmit data by the CTS packet regard themselves as having encountered a collision, and consequently multiply their contention window by r and back off. Note that the collision can be either an actual one that occurs when more than M stations transmit together in a contention round, or a virtual one that occurs to winning stations that are not selected by the AP when the total number of winning stations exceeds M by the end of the last contention round. This protocol falls back to the traditional single-round contention protocol if the AP always terminates contention after the first successful contention round.
Under the analytical framework described in the last subsection, we regard one RTS contention including the preceding idle slots and the succeeding interframe spaces as one contention round, as illustrated in Fig. 2 . Likewise, the "data transmission slot" contains the data packet transmission, the group ACK, together with the interframe spaces. Let T RT S and T data be the durations defined in Fig. 2, i.e.,
where T H denotes the transmission time of a packet header, L denotes the payload length of a packet, R denotes the data transmission rate, and T ACK denotes the time duration of a group ACK packet. The acronyms (i.e., RTS, CTS, SIFS, DIFS, ACK) represent the corresponding time duration specified in the IEEE 802.11 standard. If the contention phase stops at the N th round, then
where σ is the length of a idle slot and I i is the number of idle slots preceding the RTS packet in the i th contention round. From (4), it can be seen that a slot is idle with probability e −λ when K is large. Therefore, I i follows a geometric distribution with mean value
The term CT S + 2SIF S − DIF S in (9) is due to the fact that the duration of the last contention round is statistically different from others. System throughput defined in (2) can now be written as
packets/second (11) where B = CT S + 2SIF S − DIF S + T data is a constant invariant of the stopping criterion. Intuitively, the decision whether to stop contention at a certain round could be based on the number of contention rounds that have already taken place, the number of stations that have already won the contention, or a combination of both. However, our analysis in Section IV reveals a somewhat surprising result: The optimal stopping rule is solely based on the number of winning stations, regardless of how many contention rounds that have already been executed.
III. PRELIMINARY ON OPTIMAL STOPPING THEORY
Before deriving the optimal stopping rule in the next section, we introduce in this section some definitions and theorems that will be useful in our later discussions. Theorem 1 states that the problem of MR is equivalent to a stopping rule problem that aims to maximize the return Y N −µT N for some µ, where Y N and T N are as defined in (2).
Theorem 1 ( [8]). (a) If sup N ∈C
EX[YN ] EX[TN ] = µ and if the supremum is attained at
EX [TN ] . Remark 1. µ is in fact the optimal rate of return which is equal to sup N ∈C
EX[YN ]
EX [TN ] . Theorem 1 implies that to maximize the system throughput, we can alternatively solve a regular stopping rule problem that maximizes Z N , where Z N = Y N − µT N . It can be shown that the optimal stopping rule is the one that satisfies the following equation 1 .
In other words, it is optimal to stop at a stage if the return at this stage is no less than the expected return of stopping at a future stage. 
Remark 2. The 1-sla rule is not optimal in general. However, Definition 2 and Theorem 2 show that N * = N 1 when some conditions are satisfied. In what follows, Lemma 1 shows that the 1-sla rule is a threshold based rule and the stopping time is solely determined by the number of stations that have already won the contention. Furthermore, it is proved in Lemma 2 that the 1-sla rule is the optimal stopping rule for our particular problem of maximizing system throughput of MPR WLAN. Lemma 1. The 1-sla rule that maximizes
Definition 2. Let
A n denote the event {Z n ≥ E[Z n+1 |X 1 = x 1 , · · · , X n = x n ]}.
EX[YN ]
EX [TN ] or, equivalently, Y N −µT N is a threshold based rule that stops at the n th contention round as soon as n i=1 X i ≥ θ. When the number of stations K is large, θ is a fixed constant invariant with n. Proof : Note that
where (·) + is equal to the argument if the argument is positive, and zero otherwise.
The 1-sla rule described in (13) can now be rewritten as (15) shown at the top of the next page, where θ n = M − v n and
When K is large, the distribution of X i is identical for all i (see (5)). In this case, v n and θ n are invariant with n. If no confusion arises, the subscript n will be omitted hereafter. It is obvious from (15) that the 1-sla rule is a threshold based rule with a constant threshold θ.
Remark 3. Equation (a) in (15) are due to the fact that
is an increasing function of u.
Lemma 2. For MPR WLANs with multi-round contention, the stopping rule N 1 obtained by (15) is the optimal solution to Problem (12) . That is, N 1 = N * .
Proof : To prove Lemma 2, we note that the return function Z n = Y n −µn(T RT S +m I σ)−µB has the following properties in our particular problem.
and
Furthermore, it can be seen from (15) that the problem is monotone, because as long as the threshold θ is exceeded at a certain stage n and the 1-sla rule calls for stopping, the threshold will always be exceeded at all future stages regardless of the future observations of X. Therefore, the 1-sla rule is the optimal stopping rule according to Theorem 2. 
Theorem 3. The optimal stopping rule that maximizes the throughput of MPR WLAN is a threshold based rule described as follows.
Lemma 3. For a given n and an attempt rate λ,
Proof : See Appendix A.
Lemma 4. Given a threshold θ ∈ (0, M ] and an attempt rate λ, N * obtained by the optimal stopping rule (19) has the distribution given in (21) at the top of the next page.
Proof : When n = 1,
which proves the first half of (21). When n > 1,
where the last equality is due to the fact that the sequence of X i is i.i.d. Substituting (20) into (23), the second half of (21) is obtained.
From Lemma 4, we can derive
Lemma 5.
X i follows the distribution given in (25), shown at the top of the next page, when the contention phase is stopped according to the stopping rule (19).
Substituting (5) and (20) into (26), we get (25).
B. Throughput of MPR WLAN with Multi-round Contention
Given λ and θ, system throughput is calculated as
where
WLAN throughputs studied in previous papers can be regarded as special cases of (27). In particular, when θ = 1, (27) reduces to the throughput performance of MPR WLANs with singleround contention [5] . When M = 1 and θ = 1, (27) reduces to the throughput of traditional WLANs with single-packet reception [1] .
From (16), it can be seen that there exists an optimal θ * (λ) that maximizes the system throughput for a given λ (or equivalently, a given distribution of X). With the analysis in this section, θ * (λ) can be obtained by performing a simple line search instead of calculating directly from (16). In addition, if we have the freedom to adjust the attempt rate λ as well, the maximum system throughput can be achieved by jointly optimizing λ and θ:
If we blindly set θ = M without optimizing it, then we obtain a lower bound
which yields
As we will show shortly, the gap between B * L and S * is marginal in most cases. Nonetheless, B L (λ) is much easier to calculate than S(λ, θ). Moreover, to achieve B * L , we simply need to find the λ that minimizes E X [N * (λ, M )]. This is much less computationally involved than finding the right λ and θ to maximize S(λ, θ). Hence, B * L serves a good approximation of S * from both analytical and practical perspective.
As an illustration, throughput S (in unit of Mbps) is plotted against λ and θ in Fig. 3 for an IEEE 802.11a WLAN with M = 10 and data transmission rate 54 Mbps. Other system parameters are shown in Table II . It can be seen that for each attempt rate λ, there exists an optimal θ that maximizes throughput S, and vice versa. In general, traditional singleround contention (i.e., setting θ = 1) does not yield as high throughput as multi-round contention (i.e., setting θ > 1).
Fixing λ = 6, we plot S(λ, θ) and B L (λ) in Fig. 4 . In particular, B L (λ) = S(λ, 10) according to the definition. It can be seen that B L is close to the maximum value of S(λ, θ), which occurs when θ = 9. Furthermore, note that only 72% of the maximum throughput can be achieved when θ = 1, in which case the system reduces to one with single-round contention. Reducing the data transmission rate to 6 Mbps, we plot the curve again in Fig. 5 . In this case, B L coincides with the maximum value of S(λ, θ).
In Fig. 6 , we plot the optimal threshold θ * (λ * ) obtained from (29). One interesting observation is that θ * is not necessarily close to M , especially for large M . This implies the optimal strategy would rather transmit fewer than M packets than executing too many contention rounds in these cases. 
VI. THROUGHPUT SCALING AND COMPARISON WITH SINGLE-ROUND CONTENTION
Our previous study in [5] has demonstrated MPR as a powerful capacity-enhancement technique in traditional WLANs with single-round contention. In particular, we have proved that the maximum throughput increases super-linearly with M , the MPR capability of the channel. In this section, we extend the study by investigating (i) how the maximum system throughput scales with the MPR capability M under multi-round contention; and (ii) how multi-round contention improves system performance compared with single-round contention. In the following figures, B * L is obtained through analytical approaches, while S * is obtained through semianalytical simulations. In Fig. 7 , we plot the maximum throughput S * and its lower bound B * L as a function of M when system parameters are set as in Table II . It can be seen that system throughput increases drastically with the increase of MPR capability. Moreover, the lower bound B * L is very close to the actual throughput S * . The maximum normalized throughput with respect to M , i.e., S * M , is plotted in Fig. 8 . For comparison, the maximum normalized throughput of single-round contention RTS/CTS access network (derived in [5] ) is also plotted. Three conclusions can be drawn from the figure. First, similar to the single-round contention case, S * M increases with M in the multi-round contention case when M is larger than 4. In other words, multi-round contention preserves the super-linear throughput scaling. In practical systems, M is directly related to the cost (e.g., bandwidth in CDMA systems or the number of antennas in multi-antenna systems). Super-linear scaling of throughput implies that the achievable throughput per unit cost increases with M . Second, multi-round contention sig- nificantly improves system throughput compared with singleround contention, especially for small to medium M (say M ≤ 20). The throughput improvement can be as high as 23%. This is because the channel is more likely to be "fully occupied" with packets with the multi-round contention MAC. Note that small to medium M is of particular interest for practical applications, where the multiuser detection capability at the receiver is typically not high. This provides a strong incentive for the deployment of a multi-round contention MAC in future wireless networks. Third, the gap between the normalized throughputs of multi-round contention and single-round contention networks diminishes when M grows (perhaps impractically) large. This is not surprising, however, as we have proved in [5] that the throughput penalty due to distributed random access diminishes to zero when M becomes large even with single-round contention. Thus, the optimal stopping strategy we have derived may turn out to stop the contention process after one contention round most of the time. Before leaving this section, note that we have assumed that the attempt rate λ remains constant for all contention rounds. In principle, throughput S * can be further improved by allowing λ to vary from one contention round to another. For example, a smaller λ should be adopted if the number of winning stations is already close to the threshold θ so as to reduce the probability of collision in the contention round. By doing so, however, the derivation of the optimal stopping rule would be much more involved. Fortunately, from the throughput upper bound that we derive in Appendix B, it can be seen that the potential throughput enhancement by varying λ across different slots is marginal.
VII. DISCUSSIONS AND VERIFICATION OF ANALYSIS
In this section, we verify the analysis through simulation. We also discuss the validity of the Poisson assumption adopted in Sections IV and V.
In Fig. 9 , we simulate the multi-round IEEE 802.11 WLAN described in Section II-B and Fig. 2 when there are K = 100 stations. In the figure, the MPR capability M varies from 1 to 40. We set backoff exponent r = 2, minimum contention window W 0 = 16, and threshold θ = M . Other parameters are the same as in Table II . For each M , the simulation is run for 100, 000 generic time slots after 5, 000 slots of warm-up. For comparison, we also plot the analytical results S(λ, θ) by setting λ to be the average aggregate transmission probability obtained from the simulations 2 . It can be seen from the figure that the simulation and analytical results almost overlap when M is relatively small. When M exceeds 30, the simulation result deviates slightly from the analysis. This is because for large M , each station tends to transmit at a higher probability τ under the exponential backoff scheme. In this case, λ = Kτ is not much smaller than K, and hence the Poisson assumption becomes less accurate. 
VIII. CONCLUSIONS
In this paper, we have proposed a multi-round contention random-access protocol for WLANs with MPR capability. An optimal stopping rule is derived to strike the desired tradeoff between channel utilization and contention overhead. In particular, we prove that the one-stage look-ahead rule, which is a simple threshold-based rule, is optimal due to the special feature of the return function. The multi-round contention protocol significantly improves system throughput compared with conventional single-round contention protocols, especially for small to medium M . This is because the MPR channel is now more likely to be packed with as many packets as it can resolve. Furthermore, multi-round contention preserves super-linear throughput scaling, providing a strong incentive to deploy MPR in future WLANs.
In Sections IV and V, we have assumed that K is large enough so that the number of transmissions in a generic time slot follows a Poisson distribution. Our simulation in Fig.  9 shows that this assumption is very accurate when K is sufficiently larger than M . On the other hand, the Poisson assumption is less accurate when K is relatively small. In this case, the transmission attempts follows a binomial distribution that varies from one contention round to another, as the number of potential contenders decreases with the number of contention rounds. As a result, θ n defined in (15) is no longer invariant with n, making the analysis of the 1-sla scheme much more complicated. In our future work, we will devise effective mechanisms to analyze multi-round contention MPR WLANs for small to medium K.
APPENDIX A PROOF OF LEMMA 3
The proof is trivial for s = 0. For s > 0, we prove the lemma by induction. It is obvious that Lemma 3 holds when n = 1. Assuming that Lemma 3 holds when n = N , we show in (32) that it also holds for n = N + 1 in the following. 
APPENDIX B MULTI-ROUND CONTENTION WITH CARRY-OVER: A THROUGHPUT UPPER BOUND
In our proposed scheme, a winning station may not be selected for data transmission when there are more than M winning stations by the end of the contention phase. The unselected stations regard themselves as having encountered virtual collisions and back off.
In this appendix, we propose an alternative scheme where unselected winning stations are carried over to the next super round instead of being discarded. In other words, these stations are automatically categorized as winning stations without the need to contend for the channel again. This scheme is based on an ideal assumption that the AP can memorize the contention outcomes of the previous round. Hence, no "contention efforts" are wasted. All winning stations can eventually transmit without the need to contend again. As such, it is always optimal to wait until there are no fewer than M winning stations (including the carried-over ones) before data transmission. The system throughput is given by 
It is not surprising that the optimal λ * c is simply the one that maximizes the number of winning stations per unit time during the contention phase.
S c (λ * c ) serves as an upper bound of the throughput of multiround contention WLAN without carry over. In other words, it puts a cap on the potential throughput enhancement by varying λ across contention rounds. In Fig. 10 , the throughput upper bound is plotted together with the maximum throughput S * of the non-carry-over protocol. It shows that S * can hardly be further improved when M is small, and at most by 11% when M is as large as 80. 
