denote the Heisenberg group with the usual Carnot-Carathéodory metric d. It is known (since the work of Pansu and Semmes) that the metric space pH, dq cannot be embedded in a bilipchitz fashion into a Hilbert space; however, from a general theorem of Assouad, for any 0 ă ε ă 1, the snowflaked metric space pH, d 1´ε q embeds into an infinite-dimensional Hilbert space with distortion Opε´1 {2 q. This distortion bound was shown by Austin, Naor, and Tessera to be sharp for the Heisenberg group H. Assouad's argument allows ℓ 2 to be replaced by R Dpεq for some dimension Dpεq dependent on ε. Naor and Neiman showed that D could be taken independent of ε, at the cost of worsening the bound on the distortion to Opε´1`c D q, where c D Ñ 0 as D Ñ 8. In this paper we show that one can in fact retain the optimal distortion bound Opε´1 {2 q and still embed into a bounded dimensional space R D , answering a question of Naor and Neiman. As a corollary, the discrete ball of
Introduction
A map f : pX, d X q Ñ pY, d Y q between two metric spaces pX, d X q, pY, d Y q is said to have distortion at most K if there exists a constant C ą 0 for which one has the bilipschitz bounds
There is considerable literature on the question of the optimal distortion in which one can embed a given metric space into a model metric space, such as an infinitedimensional Hilbert space ℓ 2 , or a finite-dimensional Euclidean space R D with the usual metric. See for instance [19] , [13] , [9] for some discussion. In this paper we will restrict attention to the problem of embedding the Heisenberg group H :"¨1
where t 1 , . . . , t k P R, W 1 , . . . , W k P tX, Y u, and expptW q : H Ñ H denotes the flow along the vector field W for time t. For any 0 ă ε ă 1, the snowflaked space pH, d 1´ε q is also a metric space. We will also work with the standard lattice Γ :"¨1 Z Z 0 1 Z 0 0 1‚ " tra, b, cs : a, b, c P Zu (1.2) which is a discrete cocompact subgroup of H, as well as the nilmanifold H{Γ, which is a smooth compact three-dimensional manifold.
It was observed by Semmes [19] , as a corollary of the work of Pansu [18] on differentiation in Carnot groups, that there is no bilipschitz embedding of pH, dq into a Hilbert space such as ℓ 2 or R D . On the other hand, just from the fact that pH, dq is a doubling metric space, it follows from the work of Assouad [1] that for any ε ą 0, there is a bilipschitz embedding from pH, d 1´ε q into ℓ 2 , with distortion 2 Opε´1 {2 q. In [2] , [16] it was shown that this bound on the distortion is optimal in the case of the Heisenberg group, thus any bilipschitz map from pH, d 1´ε q into ℓ 2 or R D must have distortion Á ε´1 {2 . In [2, Corollary 1.6] it was also shown that any bilipschitz map from the discrete ball B Γ p0, Rq :" tγ P Γ : dp0, γq ă Ru for R ě 2 into ℓ 2 or R D must have distortion Á log 1{2 R, where 0 " r0, 0, 0s is the origin in H. Some further explicit embeddings of pH, d 1´ε q into ℓ 2 (or ℓ p , 2 ď p ă 8) with optimal distortion were constructed in [14] , [12] .
Assouad's construction allows the infinite dimensional space ℓ 2 to be replaced with a finite-dimensional Euclidean space R Dpεq , where Dpεq depends on ε (in fact one can take Dpεq " Opε´1q). In [16] , a bilipschitz embedding of pH, d 1´ε q into R D was constructed (again only using the doubling properties of pH, dq) with D independent of ε was constructed; however, the distortion of this map was only bounded by Opε´1`c D q rather than the optimal Opε´1 {2 q, where c D Ñ 0 as D Ñ 8.
The main result of this paper is to show that one can in fact embed pH, d 1´ε q into a bounded dimensional space with the optimal distortion: Theorem 1.1. There exists a natural number D such that for every 0 ă ε ă 1, there exists an embedding of pH,
where for each natural number n, φ n : H Ñ R 36 is a function of magnitude OpA n q that "oscillates" at spatial scales A n , analogously to the lacunary plane waves x Þ Ñ A n e ix{A n from R to C that one might see in the classical Weierstrass function construction; see Theorem 4.1 below for a precise statement. This will establish the lower bound (1.4) by a Taylor expansion argument as long as the functions φ ěn 0 :" ř něn 0 A´ε pn´n 0 q φ n ppq are quantitatively immersions in the sense that the wedge product A´ε pn´n 0 q ∇φ n ppq uniformly in n 0 P Z and p P H, where ∇φ :" pXφ, Y φq. The triangle inequality will give a bound of the form Opε´1q, which (after undoing the sparsification step) recovers the bounds of Naor and Neiman [16] . To improve this to Opε´1 {2 q, we will impose the orthogonality condition that each component ∇φ n 0 ppq of the gradient is pointwise orthogonal to the more slowly varying function ř nąn 0 A´ε pn´n 0 q ∇φ n ppq for every n 0 . The desired bound of Opε´1 {2 q will then easily follow from an induction argument and Pythagoras' theorem.
The main issue is then how to construct the functions φ n in such a way that this orthogonality condition is satisfied. After a rescaling, the problem reduces to one which can be informally described as follows: given a smooth, slowly varying function ψ : H Ñ R 36 whose derivatives obey certain quantitative upper and lower bounds, construct a smooth oscillating function φ : H Ñ R 36 , whose derivatives also obey certain quantitative upper and lower bounds, such that the bilinear form Bpφ, ψq : H Ñ R 2 defined by Bpφ, ψq :" pW φ¨W ψq W "X,Y " pXφ¨Xψ, Y φ¨Y ψq (1.5) (with¨: R 36ˆR36 Ñ R being the usual dot product) vanishes identically:
Bpφ, ψq " 0.
(1.6)
We view this as an underdetermined system of differential equations for φ (two equations in 36 unknowns). The trivial solution φ " 0 to this equation will be inadmissible for our purposes due to the lower bounds we will require on φ (in order to obtain the quantitative immersion property mentioned previously, as well as for a stronger "freeness" property that is needed to close the iteration). Because this construction will need to be iterated, it will be essential that the regularity control on φ is the same as that on ψ; one cannot afford to "lose derivatives" when passing from ψ to φ. If one was embedding into an infinite dimensional space ℓ 2 , one could easily solve (1.6) by ensuring that φ, ψ take values in orthogonal finite-dimensional subspaces of ℓ 2 ; the difficulty is to solve this equation instead in the bounded dimensional setting of R 36 , in a fashion that allows for an indefinite amount of iteration.
This problem has some formal similarities with the isometric embedding problem [8] , which can be viewed as the problem of solving an equation of the form Qpφ, φq " g, where pM, gq is a Riemannian manifold and Q is the bilinear form Qpφ, ψq ij " B i φ¨B j ψ.
The isometric embedding problem also has the key obstacle that naive attempts to solve the equation Qpφ, φq " g iteratively can lead to an undesirable "loss of derivatives" that prevents one from iterating indefinitely. This obstacle was famously resolved by the Nash-Moser iteration scheme [17] , [15] in which one alternates between perturbatively adjusting an approximate solution to improve the residual error term, and mollifying the resulting perturbation to counteract the loss of derivatives. The current equation (1.6) differs in some key respects from the isometric embedding equation Qpφ, φq " g, in particular being linear in the unknown field φ rather than quadratic; nevertheless the key obstacle is the same, namely that naive attempts to solve either equation lose derivatives. Our approach to solving (1.6) will draw heavy inspiration 5 from the Nash-Moser iteration technique, though it will not precisely use any of the standard forms of the Nash-Moser argument in the literature.
To motivate this iteration, we first express Bpφ, ψq using the product rule in a form that does not place derivatives directly on the unknown φ:
This reveals that one can construct solutions φ to (1.6) by solving the system of equations φ¨W ψ " φ¨W W ψ " 0 (1.8)
for W P tX, Y u. Because this system is zeroth order in φ, this can easily be done by linear algebra (even in the presence of a forcing term Bpφ, ψq " F ) if one imposes a "freeness" condition (analogous to the notion of a free embedding in the isometric embedding problem) that Xψppq, Y ψppq, XXψppq, Y Y ψppq are linearly independent at each point p, which one then adds to the list 6 of upper and lower bounds required on ψ (with a related bound then imposed on φ, in order to close the iteration). However, as mentioned previously, there is a "loss of derivatives" problem with this construction: due to the presence of the differential operators W in (1.8), a solution φ constructed by this method can only be expected to have two degrees less regularity than ψ at best, which makes this construction unsuitable for iteration.
To get around this obstacle (which also prominently appears when solving (linearisations of) the isometric embedding equation Qpφ, φq " g), we instead first construct a smooth, low-frequency solution φ ďN 0 : H Ñ R 36 to a low-frequency equation
The iterative construction used here also bears some resemblance to the iterative construction used in Uchiyama's constructive proof [21] of the Fefferman-Stein decomposition theorem for functions of bounded mean oscillation. 6 For technical reasons, it will in fact be convenient to impose the stronger condition that the six vectors Xψppq, Y ψppq, Zψppq, XXψppq, Y Y ψppq, XY ψppq are linearly independent.
where P ďN 0 ψ is a mollification of ψ (of Littlewood-Paley type) applied at a small spatial scale 1{N 0 for some N 0 , and then gradually relax the frequency cutoff P ďN 0 to deform this low frequency solution φ ďN 0 to a solution φ of the actual equation (1.6).
We will construct the low-frequency solution φ ďN 0 rather explicitly, using the Whitney embedding theorem to construct an initial oscillating map f into a very low dimensional space R 6 , composing it with a Veronese type embedding into a slightly larger dimensional space R 27 to obtain a required "freeness" property, and then composing further with a slowly varying isometry Uppq : R 27 Ñ R 36 depending on P ďN 0 and constructed by a quantitative topological lemma (relying ultimately on the vanishing of the first few homotopy groups of high-dimensional spheres), in order to obtain the required orthogonality (1.9); see Sections 8, 9 for details.
To perform the deformation of φ ďN 0 into φ, we must solve what is essentially the linearised equation
Bp 9 φ, ψq`Bpφ, 9 ψq " 0 (1.10) of (1.6) when φ, ψ (viewed as low frequency functions) are both being deformed at some rates 9 φ, 9 ψ (which should be viewed as high frequency functions). To avoid losing derivatives, the magnitude of the deformation 9 φ in φ should not be significantly greater than the magnitude of the deformation 9 ψ in ψ, when measured in the same function space norms. For technical reasons, it will in fact be more convenient to use a discretetime iteration rather than a continuous-time iteration, where the analogue of the time parameter is the Littlewood-Paley frequency parameter N (or a logarithm thereof), but for sake of this informal discussion we will focus on the continuous-time equation (1.10).
As before, if one directly solves the difference equation (1.10) using a naive application of (1.7) with Bpφ, 9
ψq treated as a forcing term, one will lose at least one derivative of regularity when passing from 9 ψ to 9 φ. However, observe that (1.7) (and the symmetry Bpφ, 9
ψq " Bp 9 ψ, φq) can be used to obtain the identity Bp 9 φ, ψq`Bpφ, 9 ψq "´W p 9 φ¨W ψ`9 ψ¨W φq´p 9 φ¨W W ψ`9 ψ¨W W φq¯W "X,Y (1.11) and then one can solve (1.10) by solving the system of equations
The key point here is that this system is zeroth order in both 9 φ and 9 ψ, so one can solve this system without losing any derivatives when passing from 9 ψ to 9 φ; compare this situation with that of the superficially similar system 9 φ¨W ψ "´φ¨W 9 ψ that one would obtain from naively linearising (1.8) without exploiting the symmetry 7 of B. There is still however one residual "loss of derivatives" problem arising from the 7 This symmetry exploiting trick however comes with a cost: we were unable to use this scheme to also impose the orthogonality conditions Xφ¨Y ψ " 0 and Xψ¨Y φ " 0, which would otherwise have been quite useful in ensuring that the function ψ retains the required freeness and immersion properties upon iteration; this is because each of these equations fails to be symmetric on φ and ψ. Instead, we will have to perform a delicate analysis of how the wedge product Xψ^Y ψ evolves as one replaces ψ presence of a differential operator W on the φ term, which prevents one from directly evolving this iteration scheme in time without losing regularity in φ. It is here that we borrow the final key idea of the Nash-Moser scheme, which is to replace φ by a mollified version P ďN φ of itself (where the projection P ďN depends on the time parameter). This creates an error term in (1.10), but it turns out that this error term is quite small and smooth (being a "high-high paraproduct" of ∇φ and ∇ψ, it ends up being far more regular than either φ or ψ, even with the presence of the derivatives) and can be iterated away provided that the initial frequency cutoff N 0 is large and the function ψ has a fairly high (but finite) amount of regularity (we will eventually use the Hölder space C 20,α to measure this).
It seems likely that this method can extend to other Carnot groups than H, and perhaps even to arbitrary nilpotent Lie groups. Certainly the case of Carnot groups of nilpotency class 2 (such as higher dimensional Heisenberg groups) should follow by a straightforward adaptation of the arguments in this paper. However, we will not pursue these generalisations here.
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Notation
We use the asymptotic notation A À B or A " OpBq to denote the bound |A| ď CB for a constant C, and write A " B for A À B À A. If we need C to depend on parameters, we will indicate this by subscripts, for instance X À C 0 ,N 0 B denotes an estimate of the form |A| ď CpC 0 , N 0 qB where the implied constant CpC 0 , N 0 q depends only on C 0 and N 0 .
This can be identified with R D 1 D 2 in the obvious fashion, with the Euclidean norm on the latter being the Frobenius norm on the former. Thus if T : R D 1 Ñ R D 2 is a linear map, |T | will denote its Frobenius norm.
In a similar vein, the exterior power Ź k R D of a vector space R D with 1 ď k ď D can be identified with R p D k q (with orthonormal basis e i 1^¨¨¨^e i k with 1 ď i 1 ă¨¨¨ă i k ď D, and in particular the Euclidean norm on the former is inherited by the latter. We observe the Cauchy-Binet formula: if v 1 , . . . , v k P R D and T : R D Ñ R k is the linear with ψ`φ, relying in particular on a careful computation of components of a certain pseudoinverse matrix.
map
T puq :" pu¨v 1 , . . . , u¨v k q then detpT T˚q " |v 1^¨¨¨^vk | 2 .
(3.1) This identity makes quantitative the standard fact that T is full rank if and only if v 1 , . . . , v k are linearly independent.
If φ : H Ñ R D is a smooth function, we let ∇φ : H Ñ R 2D denote the Heisenberg gradient ∇φ :" pXφ, Y φq; iterating this, we have ∇ k φ : H Ñ R 2 k D for any k ě 1. We then define the C 0 norm }φ} C 0 :" sup pPH |φppq| and more generally the C k norm
for any natural number k; more generally, for any spatial scale R ą 0, we define the C k
which is a rescaled version of the C k norm that is adapted to the spatial scale R. For technical reasons we will eventually need to work with Hölder spaces (which are better behaved with respect to Littlewood-Paley decompositions than more classical spaces such as C k ). We fix a Hölder exponent 0 ă α ă 1 (e.g., one can take α :" 1{2 throughout this paper), and allow all implied constants to depend on α. We define the homogeneous Hölder norm }φ} 9 C 0,α :" sup p,qPH:p‰q |φppq´φpqq| dpp,α , defined (though possibly infinite) for all smooth φ : H Ñ R D . We then define the higher Hölder norms }φ} C k,α :" }φ} C k`}∇ k φ} 9 C 0,α for k ě 0 and smooth φ : H Ñ R D , and more generally define the rescaled Hölder norms
for any k ě 0 and R ą 0, and smooth φ :
By many applications of the product rule, one can verify the algebra properties
and
for any smooth φ, ψ : H Ñ R, k ě 0, and R ą 0. Similarly if φ, ψ are vector-valued instead of scalar-valued, and one forms the wedge product or dot product instead of the pointwise product; observe that the implied constants here will not depend on the dimension of the vector space that φ or ψ ranges in (because the Cauchy-Schwarz inequalities for such products do not contain dimension-dependent constants).
For any λ ą 0, define the scaling maps δ λ : H Ñ H by δ λ rx, y, zs :" rλx, λy, λ 2 zs;
these are automorphisms of H that obey the scaling law dpδ λ ppq, δ λ pp 1" λdpp, p 1 q (3.4) for all p, q P H, as well as the chain rules
for any smooth φ : H Ñ R D . One can think of X, Y has being "first-order" with respect to this scaling family pδ λ q λą0 , while Z " Y X´XY should be thought of as being "second-order", despite being a first-order differential operator. From iterating (3.5) we have ∇ k pφ˝δ λ q " λ k p∇ k φq˝φ λ A dyadic number is a number of the form 2 n , where n is an integer; these are the scales we will use for Littlewood-Paley decompositions, which we discuss in Section 6.
Reduction to constructing a lacunary family of oscillating functions
In this section we reduce Theorem 1.1 to the task of finding a family of functions φ n that oscillate at different scales A n , and obey an orthogonality condition.
For the rest of the paper, we select absolute constants in the following order:
‚ A sufficiently large natural number C 0 ą 1. (This is a general-purpose constant used to make explicit the bounds in certain inductive hypotheses.) ‚ A sufficiently large dyadic number N 0 (depending on C 0 ). (This is a large frequency scale at which we initialise a certain Nash-Moser type iteration.)
‚ A sufficiently large dyadic number A (depending on C 0 , N 0 ). (This very large quantity controls the sparsity of a certain family of scales that we will control in our construction.)
Observe that any quantity depending on earlier quanties in this hierarchy can be bounded by quantities later in this hierarchy; for instance, if Q is a quantity depending on C 0 and N 0 , then we have Q À N 0 1 and Q ď log log A. We will use these sorts of manipulations in the sequel without further comment. and the lower bound |Φppq´Φpp 1 q| Á A dpp, p 1 q 1´ε for all p, p 1 P H, thus giving Theorem 1.1 (after choosing the parameters C 0 , N 0 , A, and setting D :" 36N).
To construct the map Φ 1 , we construct the following family of oscillating functions. Theorem 4.1 (Maps oscillating at lacunary scales). Let 0 ă ε ď 1{2. Then one can find a smooth map φ n : H Ñ R 36 for each integer n obeying the following bounds:
In particular, we have
for all p P H. ‚ (Orthogonality) If ε ď 1{A, then for all integers n, one has ÿ n 1 ąn A´ε pn´n 1 q Bpφ n , φ n 1 q " 0 (4.6)
identically on H, where B is the bilinear form (1.5). Note that the sum in (4.6) converges absolutely thanks to (4.5).
‚ (Non-degeneracy and immersion) For all integers n and all p P H, one has
Again, the sums in (4.8) converge absolutely thanks to (4.5).
We will establish Theorem 4.1 in later sections. For now, let us assume it and show how it can be used to construct a function Φ 1 : H Ñ R D obeying the desired properties (4.1), (4.2).
Fix 0 ă ε ď 1{2. We construct Φ 1 by the explicit formula
A´ε n pφ n ppq´φ n p0qq
where 0 " r0, 0, 0s is the origin in H. Observe from (4.4), (4.5) that one has the bounds |φ n ppq´φ n pp 1 q| À C 0 minpA n , dpp, p 1(4.9) for any p, p 1 P H, so the sum here is locally uniformly absolutely convergent. Now we establish the upper bound (4.1). We may assume A n 0´1 ď dpp, p 1 q ď A n 0 for some integer n 0 . By applying the rescaling δ A n 0 (replacing each φ n with A´n 0 φ n˝δA n 0 ) we may assume without loss of generality that n 0 " 0; similarly, by translating by p 1 (and subtracting Φ 1 pp 1 q from Φ 1 ) we may assume p 1 " 0. Thus A´1 ď dpp, 0q ď 1 and it will suffice to establish the bound
If we introduce the low frequency component
Ψppq :"
A´ε n pφ n ppq´φ n p0qq of Φ 1 , then from (4.9) and the triangle inequality we have
so it will suffice to show that |Ψppq| À C 0 ε´1 {2 . (4.11) From (4.4) we have ∇ j pφ n ppq´φ n p0qq À C 0 A´p j´1qn for 1 ď j ď 6, so from this (and (4.9)) the sum for ∇Ψ converges in the C 5 topology, and from the triangle inequality one has the bounds
A´ε n (4.12) and }∇ j Ψ} C 0 À C 0 1 (4.13) for 2 ď j ď 6. Actually, we claim the crucial improvement
to (4.12) , that is to say thatˇˇˇˇˇÿ
For ε ą 1{A, the claim already follows from (4.12), as the right hand side of this estimate is now comparable to 1. Thus we may assume ε ď 1{A, so that (4.6) holds. From this equation and Pythagoras' theorem one hašˇˇˇˇÿ něm A´ε n ∇φ n ppqˇˇˇˇ2 "ˇˇˇˇÿ něm`1
A´ε n ∇φ n ppqˇˇˇˇ2`A´2 εm |∇φ m ppq| 2 for any m, which telescopes to the Bessel type equalityˇˇˇˇÿ ně0 A´ε n ∇φ n ppqˇˇˇˇ2 " ÿ ně0 A´2 εn |∇φ n ppq| 2 and the claim (4.14) now follows from (4.5). From (4.14) and the fundamental theorem of calculus (noting that Ψp0q " 0 and M " Opε´1 {2 q) we obtain (4.11) as required. For future reference, we observe that this argument, when combined with (4.7) also gives matching lower bounds, so that
for all p P H.
Now we prove (4.2). Let p, p 1 P H be such that A n 0´0 .1 ď dpp, p 1 q ď 2A n 0´0 .1 for some integer n 0 . As before we may normalise n 0 " 0 and p 1 " 0, thus
and it will suffice to establish the bound
By (4.10) it suffices to obtain the bound
We estimate some derivatives of Ψ in preparation for performing a Taylor expansion. By construction, Ψp0q " 0. From (4.13) and (1.1) one has
By Cauchy-Schwarz, this also implies
Write p " exppxX`yY`zZqp0q for some x, y, z P R; from (4.16) and (3.4) we see that pA 0.1 x, A 0.1 y, A 0.2 zq is comparable in magnitude to one. By Taylor expansion and (4.18), we thus have
If |x| ě A´0 .15 or |y| ě A´0 .15 , we simplify the above expansion to
and then from (4.15), (4.20) we will have
which is acceptable with substantial room to spare (since M ě 1). Now suppose that |x|, |y| ď A´0 .15 , which forces |z| " A´0 .2 . Then we simplify the above Taylor expansion to Ψppq " pxX`yY`zZqΨp0q`O C 0 pA´0 .25 q and hence the orthogonal projection of Ψppq to the subspace of R 36 orthogonal to XΨp0q and Y Ψp0q has norm Á C 0 |z| " C 0 A´0 .2 , thanks to (4.19) and (4.15) . Thus in either case we obtain the desired bound (4.17).
It remains to prove Theorem 4.1. This will be the objective of the remaining sections of the paper.
Remark 4.2. The fact that there is room to spare in (4.21) indicates that one can make tighter estimates 8 . Indeed, an inspection of the above argument reveals that whenever |x| ě A´0 .15 {M or |y| ě A´0 . 15 {M, one has |Ψppq| Á C 0 M|x|`M|y|.
Using this more refined estimate, one can eventually establish the lower bound
; similar arguments also give the matching upper bound
for all p, q P H. As a consequence, the function Φ defined by (4.3) in fact enjoys the estimates |Φppq´Φpqq| " A F ε ppq´1q (4.22) for all p, q P H. Note that this is stronger than Theorem 1.1 since dpp,1´ε À F ε ppq´1q À Mdpp,1´ε for all p, q P H. We leave the detailed verifications of these claims to the interested reader. An embedding of H into ℓ 2 that also obeyed the estimate (4.22) was previously obtained in [14] .
5.
Reduction to the iterative step Theorem 4.1 will be established by iterating the following proposition. Because we need to use this proposition in an inductive argument, it will be important that we avoid using asymptotic notation such as À in the hypotheses of the proposition, though we will continue to use this notation in its conclusions.
Suppose one has a smooth map ψ : H Ñ R 36 obeying the following estimates:
(iii) (Hölder regularity at scale A) For any p P H, one has
Then one can find a smooth map φ : H Ñ R 36 obeying the following estimates.
(iv) (Non-degenerate first derivatives) For any p P H, one has
(in particular, the left-hand side of (5.7) is non-negative). (v) (Locally free embedding) For any p P H, one hašˇˇˇˇľ The hypotheses and conclusions here are technical, chosen so that one can close a certain induction argument. In particular it will be crucial that the function φ has essentially the same sort of regularity control (in this case, C 20,α type control) that the original function ψ has; one cannot afford to "lose derivatives" in this regard. It is because of this that we will be forced to use a version of the Nash-Moser iteration scheme to construct φ. On the other hand, the condition (5.5) ensures that the higher derivatives of the given function ψ are quite small, gaining one or more powers of the large quantity A, and these factors will be essential in allowing one to keep the constants in the conclusions of Proposition 5.1 at a manageable level, and in particular to be able to close the induction. The freeness property in (5.8) is stronger than what is needed to establish the immersion property (4.8), but will be important for inductive purposes, as it is needed for the Nash-Moser style argument to work. The powers of C 0 in the conclusions of Proposition 5.1 are superior to those in the hypotheses, which is needed to close the induction; we will be able to obtain these gains due to the very slowly varying nature of ψ, as represented by the appearance of the large parameter A in the hypotheses.
We establish Proposition 5.1 in later sections. In this section, we show how Proposition 5.1 can be iterated to establish Theorem 4.1.
We first construct an auxiliary function φ 0 : H Ñ R 27 in a slightly lower dimensional Euclidean space R 27 than R 36 , which essentially allows one to verify Theorem 4.1 for a single scale n, and will also be useful for inductively increasing the range of n for which Theorem 4.1 can be verified. 
‚ (Locally free embedding) For any p P H, we havěˇˇˇˇľ
In particular, from Cauchy-Schwarz we also derive the estimates
The dimension 27 in this proposition can almost certainly be lowered, but we have not attempted to optimise it here.
Proof. As mentioned in the introduction the nilmanifold H{Γ is smooth compact threedimensional manifold. By the Whitney embedding theorem [23] , there is a smooth embedding of H{Γ into R 2ˆ3 " R 6 , which lifts to a smooth map f : H Ñ R 6 which is Γ-automorphic in the sense that f ppγq " f ppq for all p P H and γ P Γ. We fix this map f (in particular we may allow implied constants to depend on f ). By compactness of H{Γ, we have }f } C j À j 1 for every j. The vector fields X, Y, Z push forward to pointwise linearly independent vector fields on the compact manifold H{Γ, and hence we have
This does not quite recover the full strength of (5.12). To do this, we perform the trick (standard in the Nash embedding theorem literature) of composing f with the Veronese-type embedding V :
From the chain rule (or product rule) we certainly have (5.11) . Now suppose that there is a point p P H for which the quantity
vanishes, thus we have a non-trivial linear dependence
for some real numbers a W for W " X, Y, Z, XX, Y Y, XY , not all zero. For brevity we omit dependence on p. In components, this means that
Taking the tensor product of (5.14) with f on the left and the right and subtracting from (5.15) using the product rule, we conclude that
Since Xf , Y f are linearly independent, this implies that a XX , a Y Y , a XY vanish, which from (5.14) implies that Xf, Y f, Zf are linearly dependent, which is absurd. Thus the expression (5.13) is nowhere vanishing; as it descends to a continuous function on the compact space H{Γ, the claim (5.12) follows.
Using this proposition we can now dispose of the easy case when ε ą 1{A of Theorem 4.1 (so that the orthogonality condition (4.6) does not need to be verified). In this case we can set φ n ppq :" ιpA n φ 0 pδ A´n ppfor all n P Z and p P H, where ι : R 27 Ñ R 36 is the standard embedding. It is then a routine matter to use Proposition 5.2 and (3.5) to verify all the conclusions of Theorem 4.1 (except for (4.6), which does not need to be verified). Thus we may assume henceforth that ε ď 1{A.
Remark 5.3. If one were to replace R 36 in Theorem 4.1 by ℓ 2 , one could also easily conclude this variant of the theorem by setting φ n ppq :" ι n pA n φ 0 pδ A´n ppfor all n P Z and p P H, where ι n : R 27 Ñ ℓ 2 are linear isometric embeddings of R 27 into ℓ 2 with pairwise orthogonal ranges. This already recovers the Assuoad embedding [1] of pH, d 1´ε q into ℓ 2 with distortion Opε´1 {2 q, and a variant of this argument can also be used to recover the Naor-Neiman embedding [16] of pH, d 1´ε q into R D for large D with distortion Opε´1`c D q. We leave the details to the interested reader.
We will shortly use Proposition 5.2 and Proposition 5.1 in an induction argument to establish the following technical claim. and
‚ (Orthogonality) One has (4.6) for all N 1 ď n ď N 2 . ‚ (Non-degeneracy) For any p P H and N 1 ď n ď N 2 , one has the estimates |Xφ n ppq|, |Y φ n ppq| ě C´1 0 (5.18)
Suppose for the moment that we have Claim 5.4. We now use this to show Theorem 4.1.
We first observe that it suffices to construct, for each natural number N, a finite family φ n " φ pN q n for´N ď n ď N of smooth maps from H to R 36 obeying the conclusions of Theorem 4.1 (with bounds independent of N) with the indices n, n 1 restricted to r´N, Ns, since one can then apply the Arzelá-Ascoli theorem 9 and pass to a subsequence of N for which the φ pN q n converge locally in (say) the C 5 topology as N Ñ 8 to limiting functions φ n , n P Z that obey all the conclusions of Theorem 4.1 without any restriction on the parameter n P Z. Next, for any given N ě 1, we apply Claim 5.4 with N 1 "´N and N 2 " N to obtain functions φ n ,´N ď n ď N obeying the properties (5.16)- (5.20) . The property (5.16) implies (4.4) for all´N ď n ď N; similarly, (5.18) gives (4.7). The property (4.6) for´N ď n ď N is also true by construction. The only estimate that requires some computation is (4.8). But from (4.6), the Pythagorean theorem, and induction we have |Xφ ěn ppq| 2 " ÿ
A´ε pn 1´n q |Xφ n 1 ppq| 2 and hence by (5.18), (5.16)
and similarly for Y φ ěn ppq. Combining these bounds with (5.20), (5.16) , and Cauchy-Schwarz, we conclude that |Xφ ěn ppq^Y φ ěn ppq^Zφ ěn ppq| Á C 0 A´nM 2 n,N , which gives (4.8) (with n 1 restricted to r´N, Ns) as required. Thus Claim 5.4 implies Theorem 4.1 and hence also Theorem 1.1. Now we derive Claim 5.4 from Proposition 5.1. We do this by induction on the quantity N 2´N1 . We first establish the base case when N 2´N1 " 0. By rescaling we may normalise N 1 " N 2 " 0. Let φ 0 : H Ñ R 27 be the map from Proposition 5.2, then we simply set φ 0 :" ι˝φ 0 where ι : R 27 Ñ R 36 is the usual inclusion map. All the properties of Claim 5.4 are then immediate from Proposition 5.2 (for instance, the orthogonality (4.6) is trivial). Now suppose that N 2´N1 ą 0, and the claim has already been proven for smaller values of N 2´N1 . By rescaling we may assume N 1 " 0 ă N 2 . Applying the inductive hypothesis with N 1 replaced by 1, we can construct functions φ n for all 1 ď n ď N 2 obeying the conclusions of Claim 5.4. In particular, if we write
A´ε n φ n then (since A´ε " 1 when ε ď 1{A) we have the bounds
A´4|Xψppq||Y ψppq| (5.24) 9 Alternatively, one can take a limit as N Ñ 8 along an ultrafilter. for all p P H, and our task is then to construct an additional function φ " φ 0 so that the bounds }φ} C 20 ď C 0 (5.25)
hold for all p P H.
From (4.6), induction, and Pythagoras' theorem, we have for any p P H that
A´2 εn |Xφ n ppq| 2 and hence by (5.18), (5.16) for n 0 " 1 we have
Similarly for Y ψppq, thus
We wish to invoke Proposition 5.1 for the indicated choices of M, C 0 to construct φ.
To do this, we must first verify the hypotheses (5.1)-(5.5) of that proposition. The hypothesis (5.1) is clear from (5.31) since ε ď 1{A, and the hypothesis (5.2) follows from (5.32). The hypothesis (5.3) follows from (5.23), and the hypothesis (5.4) similarly follows from (5.24), (5.32). Finally, (5.5) follows from (5.22 ). Thus we may apply Proposition 5.1 to locate a smooth map φ : H Ñ R 36 with the stated properties (5.6)-(5.10).
It remains to establish the required estimates (5.25)-(5.30). The claim (5.25) is immediate from (5.9). The latter estimate also gives }∇ 2 φ} C 18,α À 1 which when combined with (5.22) gives (5.26) (note that the factors of A more than compensate for the additional factor of C 0 ).
The orthogonality property (5.27) follows from (5.10), and (5.28) follows from (5.6), so we turn to (5.29 ). For brevity we omit dependence on p. Squaring both sides and using (5.10), this claim is equivalent to
Comparing this with (the square of) (5.23), we see that it suffices to show that |Xpφ`ψq^Y pφ`ψq| 2´| Xφ^Y φ| 2 ě C´1 0 0 p|Xφ| 2 |Y ψ| 2`| Xψ| 2 |Y φ| 2`| Xψ| 2 |Y ψ| 2 q.
By (5.7) , the left-hand side is
while from (5.9) (and (5.32), (5.2)) the right-hand side is
and (5.29) follows. Finally, (5.30) follows from (5.8), (5.32), (5.9).
To complete the proof of Theorem 1.1, it thus remains to prove Proposition 5.1. This will be done in Section 9, after establishing a key perturbation theorem in Section 7 (which in turn relies on Littlewood-Paley theory for the Heisenberg group, which we review in Section 6), and some quantitative topological lemmas in the section in Section 8.
Littlewood-Paley theory on the Heisenberg group
In order to construct a usable perturbation theory for the bilinear form B, we will need to introduce some basic Littlewood-Paley theory on the Heisenberg group. This theory is developed in detail in [4] , [3] (see also [20] ), but we will only need a more basic component of this theory from [10] . (See also the more general Littlewood-Paley theory on arbitrary manifolds developed in [11] .)
Let L denote the Laplacian-Kohn operator (or sublaplacian)
This operator is self-adjoint on L 2 pHq (with the usual Haar measure dµ arising from Lebesgue measure on R 3 ), and so by the bounded functional calculus one can define bounded operators mpLq on L 2 pHq for any m P L 8 pRq, which commute with each other and with L. In [10] (see also [4] for an alternate proof) it was shown that if m P C 8 c pRq, then this operator is given by convolution with a Schwartz function K : H Ñ R(using the usual definition of a Schwartz function arising from the identification of H with R 3 ), thus mpLqf " K˚f (6.1) for any f P L 2 pHq, where the convolution operation˚is defined in the usual fashion as
In particular, for such m, the operator mpLq can be extended to functions in C 0 using the formula (6.1).
Let ϕ : R Ñ R be a smooth function supported on r´1, 1s that equals 1 on r´1{2, 1{2s. For any dyadic number N (that is, a number of the form 2 n for an integer n), define the Littlewood-Paley projections P ďN , P ăN , P N , P ěN , P ąN using the aforementioned functional calculus by the formulae
where I is the identity operator. By the above discussion, each of these operators is well defined on C 0 .
Intuitively, one should think of P ďN φ as a smooth restriction of φ to "frequencies À N", or to "spatial scales Á 1{N"; similar interpretations exist for the other Littlewood-Paley operators.
We record some basic facts on how Littlewood-Paley projections interact with C k and C k,α type spaces: 
Proof. From (3.5) one has for any test function φ and λ ą 0 that Lpφ˝δ λ q " pλ 2 Lφq˝δ λ , thus λ 2 L is L conjugated by the operation of composition with δ λ . Since functional calculus respects conjugation, we conclude that mpLqpφ˝δ λ q " pmpλ 2 Lqφq˝δ λ for any bounded multiplier m P L 8 ; the claims in (i) then follow. Now we prove (ii). By telescoping series, it suffices to show that P ďN φ converges to φ as N Ñ 8. By the results of Hulanicki [10] , the operator P ď1 takes the convolution form
for a Schwartz function K, hence by part (i)
To conclude it suffices to show that the Schwartz function K has total mass 1. But by functional calculus, P ďN φ converges in L 2 to φ if φ P L 2 , and this is only consistent with (6.7) if K has total mass 1.
Now we prove (iii). By the scaling (i) we may take N " 1.
We begin with (6.2) for N " 1. It suffices to show that
Write P ď1 φ " K˚φ for a Schwartz K, then ∇ j`k pK˚φq " p∇ j`k Kq˚φ, and it suffices to show that }p∇ j`k Kq˚φ} C 0 À j,k,K }∇ k φ} C 0 (6.8) for any Schwarz function K. We prove this by induction on k. The case k " 0 is immediate from Young's inequality. If k ě 1 and the claim has already been proven for k´1, we write
Integration by parts gives the identity pXKq˚φ " ppX`yZqKq˚φ " pXKq˚φ`ZpyKq˚φ " K˚Xφ`yK˚Zφ Bt are the left-invariant counterparts to the right-invariant vector fields X, Y , and (by slight abuse of notation) y denotes the coordinate function rx, y, zs Þ Ñ y on H. Thus one has a representation pXKq˚φ " K 1˚p Xφq`K 2˚Y φ for some further Schwartz functions K 1 , K 2 , which implies p∇ j`k´1 XKq˚φ " p∇ j`k´1 K 1 q˚Xφ`p∇ j`k´1 K 2 q˚Y φ and hence by the induction hypothesis
Similarly for p∇ j`k´1 Y Kq˚φ. This establishes (6.8) and hence (6.2). Now we turn to the N " 1 case of (6.3). It suffices to show that }∇ l P 1 φ} C 0 À l,k }∇ k φ} C 0 for all l ě 0. We can factor P 1 " m k pLqL k for some m k P C 8 c pRq, and hence ∇ l P 1 φ " K k,l˚L k φ for some Schwarz function K k,l . The operator L k is of order 2k; using integration by parts to move k of these derivative onto K k,l , we conclude a representation formula
where D ranges over the components of ∇ k and the K k,l,D are Schwartz functions. The claim then follows from Young's inequality.
To adapt the above argument to prove (6.4), we would have to establish the estimate }∇ l K k˚φ } C 0 À l,k }φ} 9 C 0,α . Since m k vanishes near the origin, m k pLq annihilates 1, and hence K k has mean zero; thus ∇ l K k also has mean zero. We can then write
bounding φpg´1pq´φpgq " Op}φ} 9 C 0,α dp0, gq α q and using the Schwartz nature of K k , we obtain the claim. Now we establish the N " 1 case of (6.5). It suffices by the triangle inequality to establish the claim for P ď1 . It suffices to show that }∇ j P ď0 φ} C 0 À j }∇ j φ} C 0 for all j ě 0. But this follows from (6.2).
Finally, (6.6) follows from (6.2) and the triangle inequality when k " 0, and from (6.3) and the triangle inequality when k ě 1.
Perturbation theory for a bilinear form
As mentioned in the introduction, a key aspect of Proposition 5.1 is finding, for a given ψ : H Ñ R 36 , a "good" solution φ : H Ñ R 36 to the differential equation (5.10) which is as smooth as ψ. To solve this equation, we will first develop a perturbative theory in which we find a solution φ to the equation Bpφ, ψq " F (7.1) for given ψ, F , with bounds on φ in terms of F . Note that this system is very underdetermined (two equations in 36 unknowns), so solutions will be far from unique.
The perturbation theorem we will prove (using a variant of the Nash-Moser iteration scheme) will start with a approximate solutionφ solving a low frequency analogue Bpφ, P ďN 0 ψq " 0 (7.2) of (7.1), and find a solution φ to (7.1) that is close to (7.1) in a good norm (specifically, C 20,α norm) if F is suitably small andφ is not too large. In the next section we will apply this theorem with a suitable explicit choice ofφ.
To solve the equation (7.1) with F " pF X , F Y q, it would suffice by (1.7) to solve the linear system of equations
As there are no derivatives being placed on φ, this task is easily accomplished when one has the freeness hypothesis that Xψppq, XXψppq, Y ψppq, Y Y ψppq are linearly independent at each p. Indeed, if for each p we let T ψ ppq : R 36 Ñ R 4 denote the linear map T ψ ppqv :" pv¨Xψppq, v¨XXψppq, v¨Y ψppq, v¨Y Y ψppqq then the freeness hypothesis asserts that T ψ ppq has full rank (in a certain quantitative sense), and if one defines the pseudoinverse T ψ ppq´1 : R 4 Ñ R 36 of T ψ ppq by the formula
where T ψ ppq˚: R 4 Ñ R 36 is the adjoint map to T ψ ppq, then T ψ ppqT ψ ppq´1 is the identity on R 4 , thus we have the pointwise identities Unfortunately, this solution to (7.1) has a significant drawback for our purposes: the presence of derivatives Xψ, XXψ, Y ψ, Y Y ψ in the definition of T ψ will ensure that the solution φ is less regular than the function ψ, which is unacceptable for the purposes of proving Proposition 5.1, due to our need to iteratively apply this theorem in the proof of Claim 5.4. In particular, the C 20,α type control on ψ only gives C 18,α type control on T ψ , and hence on φ. To not lose derivatives, and recover a solution φ in the high regularity space C 20,α , we will need a more complicated solution to (7.1) than (7.4) constructed by a Nash-Moser type scheme. More precisely, we show the following perturbation theorem. 
and also the variant estimate
where ε is the quantity ε :" A}F } C 24`A´1 0 }φ} C 40 . (7.7)
Note here that there is some loss of derivatives when passing from φ 0 , F to φ, as C 20,α is less regular than C 24 or C 40 ; however, we will only apply this proposition with the approximate solutionφ and the error term F being of low-frequency or of "high-high paraproduct" type respectively, and as such will lie in regular spaces such as C 40 or C 24 with even some room to spare. In fact we will ultimately take F " 0, though for iteration purposes it is convenient to state the proposition in a manner that allows for non-zero F . The technical variant (7.6) of (7.5) is needed to ensure that certain cross-terms arising in the increment property (5.7) are of manageable size (and in particular do not generate an unwanted factor of M in the estimates, which would otherwise arise if one naively estimated these dot products using (5.2) and the Cauchy-Schwarz inequality).
Proof. It will suffice to find a φ with the stated bounds solving the approximate equation }Bpφ, ψq´F } C 24 À C 0 A´2ε, (7.8) rather than (7.1), since one can then iteratively replace pφ, F q by the residual p0, FB pφ, ψqq (which reduces ε to O C 0 pA´1εq) and sum the resulting Neumann series to obtain an exact solution to (7.1), thanks to the linearity of this equation in φ and F .
In the spirit of the Nash-Moser iteration scheme, we construct the (approximate) solution φ in stages, starting with a "low frequency" component φ ďN 0 that solves a lowfrequency equation
Bpφ ďN 0 , P ďN 0 ψq " P ďN 0 F and then iteratively adding on higher frequency components φ N , N ě N 0 in order to approximately solve a higher-frequency equation
As in the Nash-Moser scheme, we will need to apply a mollification to φ at each stage in order to counteract the loss of derivatives problem; this explains the presence of the Littlewood-Paley projection P ďN applied to the φ ăN type terms in the construction that follows. (This also explains the need to allow an inhomogeneous term F in (7.1), even though in our applications we will eventually set this term equal to zero.)
We turn to the details. Write F " pF X , F Y q, and define the function
observe from (7.10), (1.7), (7.3), (7.2) that one has Bpφ ďN 0 , P ďN 0 ψq " P ďN 0 F. (7.11) Next, for every dyadic N ą N 0 we recursively define φ N by the formula
and M is understood to range over dyadic numbers. Observe from (1.11) that
Bpφ N , P ďN ψq`BpP ďN φ ăN , P N ψq " P N F (7.13) (compare with (1.10)). As mentioned in the introduction, the rather complicatedlooking form of φ N is chosen so that no derivatives are placed on P N ψ, and also there is some mollification of the φ ăN term in order to avoid the loss of derivatives problem.
We have the following estimates on T´1 P ďN ψ :
Lemma 7.2 (Controlling the pseudoinverse). For any N ě N 0 , one has
Proof. We abbreviate T P ďN ψ as T , then we can write the pseudoinverse T´1 P ďN ψ " T´1 as
where adjpAq denotes the adjugate matrix of A. Our task is then to show the bounds
The main difficulty here is not to lose a factor of M, which would be quite problematic for other parts of the argument. (Actually, when computed carefully, some terms even gain a factor of M, but we will not exploit this.) From (5.5), (5.2), and Theorem 6.1(iii), we have |∇ j W P ďN ψ| À C 0 MB j when 0 ď j ď 68 and W P tX, Y u (indeed when j ą 0 we can delete the factor of M), and |∇ j W P ďN ψ| À C 0 A´1B j when 0 ď j ď 68 and W P tXX, Y Y u. Thus, viewing T as an 4ˆ36 matrix, the first two rows of ∇ j T have norm O C 0 pMB j q, and the bottom two have norm O C 0 pA´1B j q. By the product rule (and noting that B j B k À B j`k for all j, k ě 0) we conclude that the 4ˆ4 matrix and hence by the quotient rule, ∇ j pdetpT T˚q´1q has magnitude O C 0 pM´4A 2 B j q. The claim now follows from the product rule.
From this proposition (and the fact that A is large compared with N 0 ) we have the estimate }T´1 P ďN 0 ψ } C 26 À C 0 A while from Theorem 6.1(iii) we have
and }P ďN 0 F } C 40 À N 0 }F } C 24 and thus from (7.10), (3.2), (7.7)
as well as the variant }φ ďN 0´φ } C 40 À C 0 ,N 0 ε. (7.15) From (7.15), (7.7), and the triangle inequality, we also have }φ ďN 0 } C 40 À C 0 ,N 0 A 10 ε.
(7.16)
Next, from Theorem 6.1(iii) we have
for k " 0, 1, 2. This implies that
Further application of Theorem 6.1(iii) also yields the estimates
Finally, from Lemma 7.2 one has }T´1 P ďN ψ } C 40 1{N À C 0 A. since A 1´j À AN j for 0 ď j ď 18 and A´1 7 N j´18 À AN j for 18 ď j ď 40.
Inserting the above estimates and (3.2) into (7.12), we conclude that
and in particular }φ N } C 2 À C 0 N´2 2 ε`N´1 8´α A´1 8 }φ ăN } C 2 . By the triangle inequality and (7.7) we thus have
Iterating this (using the discrete form of Gronwall's inequality) starting with (7.14), we conclude that }φ ďN´φ } C 2 À C 0 ε for any N ě N 0 , which by the triangle inequality and (7.7) implies that
Inserting this back into (7.17) we conclude that
which implies in particular that the sum
converges in (say) the C 2 topology.
We now prove (7.5). From (7.14) and the triangle inequality it suffices to show that
and hence by the triangle inequality
(with some room to spare). Thus it will suffice to show that
for any p, q P H. By the triangle inequality, the left-hand side of (7.19) is at most
On one hand, we may bound
On the other hand, one has
Thus the left-hand side of (7.19) is bounded by
N´α minp1, dpp,and the claim follows (7.5) by summing geometric series and using the hypothesis 0 ă α ă 1.
For future reference we observe that the above argument also gives the bound }φ ďN´φ } C 20,α À C 0 ε (7.20)
for any N ě N 0 . Now we prove (7.8) . As φ ďN converges in C 2 to φ as N Ñ 8, and P ďN ψ converges in C 2 to ψ, we may write Bpφ, ψq as the uniform limit of Bpφ ďN , ψ ďN q. This telescopes to Bpφ, ψq " Bpφ ďN 0 , P ďN 0 ψq`ÿ N ąN 0 pBpφ ďN , P ďN ψq´Bpφ ăN , P ăN ψqq
where we have used the symmetry of B. From this and (7.11), (7.13) we conclude that
The right-hand side is a "high-high paraproduct" of ∇ψ and ∇φ, and as such will have significantly more regularity than either ∇ψ or ∇φ separately (closer to C 40 type regularity than C 20 type). Indeed, by the triangle inequality we have
Using the original form (1.5) of B and the product rule, the right-hand side is bounded by À ÿ
Using Theorem 6.1(iii), (5.5), we have for any 0 ď j 1 ď 24 that
In a similar spirit, for any 0 ď j 2 ď 24 one has from Theorem 6.1(iii), (7.16), (7.18) (and being somewhat inefficient with the estimates) that
which gives (7.8) with some room to spare.
Finally, we prove (7.6). We just establish the estimate for Xpφ´φq¨Y ψ, as the estimate for Y pφ´φq¨Xψ is completely analogous. By the Leibniz rule we have Xpφ´φq¨Y ψ " Xppφ´φq¨Y ψq´pφ´φq¨XY ψ and hence by the triangle inequality we have
The second term is acceptable thanks to (7.5), (5.5), so it remains to show that
By the triangle inequality, the left-hand side is at most
From (7.10), (7. 3) one has pφ ďN 0´φ q¨Y P ďN 0 ψ " 0.
From (3.2), (7.14), Theorem 6.1(iii), (5.5) one has 
Finally, from (3.2), Theorem 6.1(iii), (7.18) one has
Inserting all these estimates, we obtain the claim.
A little bit of quantitative topology
Let 1 ď k ă D. Suppose one has a family v 1 , . . . , v k : H Ñ R D of continuous maps such that for each point p, v 1 ppq, . . . , v k ppq form an orthonormal system in R D . Is it always possible to find an additional continuous map v k`1 : H Ñ R D such that v 1 ppq, . . . , v k`1 ppq is also orthonormal? As we shall see in the next section, a (quantitative version of) this lifting property will be useful to construct a solution to the low-frequency equation (7.2) .
An equivalent way to phrase this question is as follows. Define the Steifel manifold V k,D Ă R kD to be the space of k-tuples pv 1 , . . . , v k q of orthonormal vectors in R D ; this is a smooth compact submanifold of R k,D , and the projection map π : V k`1,D Ñ V k,D defined by πpv 1 , . . . , v k`1 q :" pv 1 , . . . , v k q gives V k`1,D the structure of an S D´k´1 -bundle over V k,D . The question is then whether every continuous map f : H Ñ V k,D has a continuous liftf :
Another equivalent formulation is the following. Let E Ă HˆS D´1 be the set of pairs pp, vq where p P H and v is a unit vector orthogonal to v 1 ppq, . . . , v k ppq, and let π 1 : E Ñ H be the projection map π 1 pp, vq :" p. It is easy to check that E is a fibre bundle over H whose fibres are all homeomorphic to S D´k´1 . The question is then whether this fibre bundle has a global section p Þ Ñ pp, v k`1 ppqq.
For some special values of pk, Dq, there exist global sections from V k,D to V k,D`1 , and one can obtain a lift simply by composing the original map f with this section. For instance, when pk, Dq " p2, 3q, one can simply take v 3 ppq to be the cross product of v 1 ppq and v 2 ppq. Unfortunately, such global sections are very rare: a result of Whitehead [22] shows that these exist 10 if and only if pk, Dq is equal to p1, 2mq, pm´1, mq, p2, 7q, or p3, 8q for some natural number m. Nevertheless, because the domain H is so low dimensional, and because the low-dimensional homotopy groups of the fibres S D´k´1 often vanish, one can use some very basic obstruction theory to solve the lifting problem when D´k is large: Proof. Using the bundle formulation (with f " pv 1 , . . . , v k q), it suffices to construct a global section of B on H. The three-dimensional manifold H has the structure of a CW-complex, and in particular one has a nested sequence ∆ 0 Ă ∆ 1 Ă ∆ 2 Ă ∆ 3 " H of n-skeletons ∆ n of H, consisting of the unions of cells of dimension at most n. As ∆ 0 is discrete, one can clearly construct a section of B on ∆ 0 . It then suffices to show that for each n " 0, 1, 2, a section p Þ Ñ pp, v k`1 ppqq of E on ∆ n can be continuously extended to a section of E on ∆ n`1 . As continuity is a local property, it suffices to show that any continuous section on the boundary BC n`1 of an open n`1-dimensional cell C n`1 in the CW complex can be continously extended to the closed cell C n`1 .
Pick a point p in C n`1 , and let B be a small open ball centred at p in C n`1 . The boundary BC n`1 can be contracted to the boundary of the ball B, so by the homotopy lifting property one can extend the section on BC n`1 to the region C n`1 zB. On the other hand, if B is small enough, the portion of the bundle E over B trivialises and is thus homeomorphic to BˆS D´k´1 . Using this trivialisation, the section on BB can be 10 We thank David Speyer for this reference, which was provided at mathoverflow.net/questions/314613. now identified with a continuous map from the n-dimensional sphere BB to the fibre S D´k´1 . Since D´k´1 ě 3 ą n, the homotopy group π n pS D´k´1 q is trivial, and hence this continuous map can be extended continuously to B. Gluing together all these extensions, we obtain a continuous extension of the section to C n`1 as desired.
In our application, Proposition 8.1 is not sufficient because we will need some uniform control on the liftf (in the spirit of Gromov [7] ). Fortunately, due to the uniformly bounded geometry of H, such uniform control is indeed available: Proof. We repeat the proof of Proposition 8.1, but taking care to obtain uniformly equicontinuous control on all the objects used in the argument. The main difficulty arises from the non-compact nature of H, so we will make our constructions invariant with respect to the right-action of the cocompact lattice Γ.
It will be convenient to use a CW complex of H in which the cells take the form Cγ with γ P Γ and C drawn from a finite list of polytopes in R 3 " H. The precise choice of complex is not important, but one can for instance take the 3-cells to be "cubes" of the form trx, y, zs P H : x, y, z P p0, 1quγ, the 2-cells to be either "squares" of the form trx, y, 0s P H : x, y P p0, 1quγ, tr0, y, zs P H : y, z P p0, 1quγ or "triangles" of the form trx, 0, zs P H : x P p0, 1s, 0 ď z ď 1´xuγ, trx, 0, zs P H : x P p0, 1q, 1´x ď z ď 1uγ, the 1-cells to be "line segments" of the form trx, 0, 0s P H : x P p0, 1quγ tr0, y, 0s P H : y P p0, 1quγ tr0, 0, zs P H : z P p0, 1quγ trx, 0,´xs P H : x P p0, 1quγ and the 0-cells to be the individual points in Γ. As before, we define the n-skeleta ∆ n for n " 0, 1, 2, 3 as the union of all cells of dimension at most n.
Let pv 1 , . . . , v k q be an element of F , and let E be the bundle constructed previously. Our task is to construct a global section p Þ Ñ pp, v k`1 ppqq of this bundle that lies in a uniformly equicontinuous family as pv 1 , . . . , v k q ranges over F . On the 0-skeleton ∆ 0 " Γ, this is easily achieved by selecting pp, v k`1 ppqq arbitrarily from the fibre of B at p for each p P ∆ 0 . It thus suffices to show for each n " 0, 1, 2 that any section of E on ∆ n that lies in an uniformly equicontinuous family can be extended to ∆ n`1 , with the extension also lying in a uniformly equicontinuous family.
As before, it suffices to work on each cell C n`1 γ, that is to say for each C n`1 in the above list of n`1-polytopes and each γ P Γ, every section p Þ Ñ pp, v k`1 ppqq of E on BC n`1 γ lying in a uniformly equicontinuous family can be extended to C n`1 γ while still lying in a uniformly equicontinuous family; it is easy to see that by gluing these extensions for all cells C n`1 γ we obtain an extension to ∆ k`1 that still lies in a uniformly equicontinuous family.
As the metric on H is right-invariant, arbitrary translations of functions in a uniformly equicontinuous family still form a uniformly equicontinuous family, so we may normalise γ " 0, thus C n`1 is now a polytope drawn from a finite list. As before, we pick a point p in the interior of C n`1 (e.g., the centroid), and let B be a small ball centred at p. As pv 1 , . . . , v k q belongs to a uniformly equicontinuous family, we can choose B independently of this family so that the bundle E over U can be trivialised to BˆS D´k´1 , and furthermore the trivialisation map is also uniformly equicontinuous.
We can extend the section p Þ Ñ pp, v k`1 ppqq on BC n`1 to the region C n`1 zB by taking an arbitrary smooth connection ∇ of the bundle of V k`1,D over V k,D , pulling it back to B, and then following that connection along the inward radial vector field to p, which connects each point of the polytope boundary BC n`1 to a unique point in the sphere BB. One can check that this extension lies in a uniformly equicontinuous family. The remaining task is to extend the section from BB to B in a uniformly equicontinuous fashion. Using the trivialisation, the problem then reduces to the following: given a continuous map f : BB R n p0, 1q Ñ S D´k´1 in a uniformly equicontinuous family, construction an extensionf : B R n p0, 1q Ñ S D´k´1 that also lies in a uniformly equicontinuous family.
As π n pS D´k´1 q is trivial, every f : BB R n p0, 1q Ñ S D´k´1 in the family has at least one continuous extensionf : B R n p0, 1q Ñ S D´k´1 ; the issue is that of uniform equicontinuity off . But by the Arzelá-Ascoli theorem, the family of f is precompact in the uniform topology. Thus it suffices to show that for each continuous f 0 : BB R n p0, 1q Ñ S D´k´1 , all continuous f : BB R n p0, 1q Ñ S D´k´1 in a sufficiently small neighbourhood of f 0 in the uniform topology and in a uniformly equicontinuous family, have a continuous extensionf : B R n p0, 1q Ñ S D´k´1 that also lies in a uniformly equicontinuous family, where this latter family is permitted to depend on f 0 . But one can achieve 11 this by lettingf 0 : B R n p0, 1q Ñ S D´k´1 be an arbitrary continuous extension of f 0 and then definingf : B R n p0, 1q Ñ S D´k´1 in polar coordinates by the formulã f prωq :" πpf 1 prωq`ηprqpf 0 prωq´f pωfor 0 ď r ď 1 and ω P BB R n p0, 1q, where η : R Ñ R is a continuous function supported on r1{2, 3{2s with ηp1q " 1, and π : R D´k zt0u Ñ S D´k´1 is the radial projection to the unit sphere. One easily checks that for f close enough to f 0 in the uniform topology,f is well-defined (with the argument of π avoiding the origin) and is a continuous extension of f that lies in a uniformly equicontinuous family, giving the claim. Now we establish a variant using the C j A norms: 11 In lieu of this compactness argument, one can also use the literature on quantitative null-homotopy [7] , [6] , [5] , which would give a more explicit dependence on constants. for some K ą 0 and A ą 0 and all i " 1, . . . , k, such that for every p, v 1 ppq, . . . , v k ppq form an orthonormal system in R D . Then there is a smooth function v k`1 :
such that for every p P H, v k`1 ppq is orthogonal to v 1 ppq, . . . , v k ppq.
Proof. We may rescale A " 1, so that each v i , i " 1, . . . , k has a Lipschitz constant of OpKq, and ∇ l v i ppq " Opε l´1 q for 1 ď l ď j, and p P H. In particular, for fixed K, pv 1 , . . . , v k q lies in a uniformly equicontinuous family. Applying Proposition 8.2, we can find a continuous map v k`1 : H Ñ S D´1 in an uniformly equicontinuous family such that v k`1 ppq is orthogonal to v 1 ppq, . . . , v k ppq for all p P H.
The remaining task is to "smooth out" v k`1 to obtain the modification v 1 k`1 : H Ñ S D´1 that obeys the required properties. Let σ ą 0 be a small constant depending only on D, K to be chosen later, and let r ą 0 be sufficiently small depending on σ, D, K. By uniform equicontinuity, we see that v i pp 1 q " v i ppq`Opσq whenever dpp, p 1 q ď r and i " 1, . . . , k`1. By applying a smooth partition of unity, we can write 1 " ř γPΓ ϕppγ´1q for all p P H and a smooth compactly supported function ϕ; dilating this by r, we see that 1 " ř γPδrΓ ϕ˝δ´1 r ppγ´1q.
For γ P δ r Γ and p P H with dpp, γq " Oprq, we see that v i ppq¨v k`1 pγq " v i ppq¨ṽ i pγq`Opσq " Opσq then v i ppq¨ṽ k`1 ppq " O D pσq; also, we have the derivative bounds
thanks to many applications of the chain rule; since all the unit vectors v k`1 pγq that give a non-zero contribution to (8.1) lie within O D pσq of each other, we have
Thus, if we apply the Gram-Schmidt process to define v 1 k`1 ppq :"
where w k`1 ppq :"ṽ k`1 ppq´k ÿ i"1 pṽ k`1 ppq¨v i ppqqv i ppq then we see that w k`1,p " O D pσq, so if σ is small enough, v k`1 ppq is a well-defined unit vector orthogonal to v 1 ppq, . . . , v k ppq, and from the chain rule and product rule we obtain the bounds }v k`1 } C j A À j,r,D,K 1 giving the claim.
Conclusion of the argument
Now that Proposition 7.1 and Corollary 8.3 are established, we can return to the proof of Proposition 5.1. We will explicitly construct a functionφ : H Ñ R 36 that solves a low-frequency equation (7.2) and obeys most of the properties of Theorem 5.1; the final solution φ : H Ñ R 36 required by Theorem 5.1 will then be obtained by applying Proposition 7.1 with F " 0.
Let the notation and hypotheses be as in Proposition 5.1. The functionφ will take the formφ ppq " Uppqpφ 0 ppqq (9.1) for p P H, where φ 0 : H Ñ R 27 is the function from Proposition 5.2, and Uppq : R 27 Ñ R 36 is a linear isometry varying smoothly (and slowly) in p in a manner dependent on P ďN 0 ψ, and is in particular chosen to make the bilinear form Bpφ, P ďN 0 ψq small. Thanks to Corollary 8.3, we can construct Uppq in a straightforward fashion: Lemma 9.1 (Construction of U). For each p, there exists a linear isometry Uppq : R 27 Ñ R 36 such that pUppqsq¨W P ďN 0 ψppq " 0 (9.2) for all s P R 27 and W P tX, Y, Z, XX, Y Y, XY u (and hence also W " Y X, thanks to (1.1)). Furthermore, Uppq depends smoothly on p with
Proof. Let W 1 , W 2 , W 3 , W 4 , W 5 , W 6 denote the rescaled differential operators M´1X, M´1Y, AZ, AXX, AY Y, AXY respectively. For each p, let pv 1 ppq, . . . , v 6 ppqq P V 6,36 be the orthonormal system formed by applying the Gram-Schmidt process to the vectors w i ppq :" W i P ďN 0 ψppq for i " 1, . . . , 6, thus (omitting dependence on p for brevity) v i :" | Ź jăi w j | | Ź jďi w i |˜w i´ÿ jăi pw i¨vj qv jf or i " 1, . . . , 6. From (5.5), (5.2), Lemma 6.1(iii) one has
for i " 1, 2, and w i " W ψ`O N 0 pA´1q " O N 0 p1q for i " 3, 4, 5, 6. Thus, we have w i " O N 0 p1q for all 1 ď i ď 6. From (5.4) and the triangle inequality we haveˇˇˇˇˇľ jď6 w jˇÁN 0 1 and then by Cauchy-Schwarz we also havěˇˇˇˇľ jďi w jˇ"N 0 1 for all 0 ď i ď 6. Also, from (5.5), Lemma 6.1(iii) one has the bounds }w i } C 40 A À N 0 1 for 1 ď i ď 6. In particular, from (3.2) one has
From these bounds and the quotient and product rules, we see from an induction on i that }v i } C 40 A À N 0 1 for i " 1, . . . , 6. Applying Corollary 8.3 27 times, noting that 6`27 " 36´3, we may then find smooth maps v 7 , . . . , v 33 : H Ñ R 36 such that }v i } C 40 A À N 0 1 A for i " 1, . . . , 33, and such that v 1 ppq, . . . , v 33 ppq are orthonormal for all p P H. If we then define Uppq to be the map Next, we compute Bpφ, P ďN 0 ψq. The first component Xφ¨XP ďN 0 φ expands using the product rule as Xpφ¨XP ďN 0 φq´φ¨XXP ďN 0 φ. But both terms vanish thanks to (9.2), (9.1). Similarly for the second component of Bpφ, P ďN 0 ψq, and so we have the low frequency equation (7.2) . We may now apply Proposition 7.1 to locate a smooth solution φ : H Ñ R 36 to the equation (5.10) with }φ´φ} C 20,α À N 0 A´1 0 (9.4) and }Xpφ´φq¨Y ψ} C 0 , }Y pφ´φq¨Xψ} C 0 À N 0 A´1 0 . (9.5)
To finish the proof of Theorem 5.1, we need to verify the conclusions (5.6)-(5.10) of that theorem. The claim (5.10) was obtained by construction, and the claim (5.9) is immediate from (9.4), (9.3). Now we turn to (5.6) . For any p P H, we see from (9.4) that
Xφppq " Xφppq`O N 0 pA´1 0 q.
From (9.1), the product rule, Proposition 5.2, and Lemma 9.1 we have
Xφppq " UppqpXφ 0 ppqq`O N 0 pA´1q.
From Proposition 5.2 we have |Xφ 0 ppq| " 1. Since Uppq is an isometry, we conclude (5.6) for Xφppq, and a similar argument gives (5.6) for Y φppq also. Now we establish the delicate estimate (5.7). Fix p P H; for brevity we omit the explicit dependence on p. We split Xφ " v X`wX where v X lies in the plane spanned by Xψppq and Y ψppq and w X is orthogonal to this plane, and similarly split Y φ " v Y`wY . From Pythagoras's theorem we have
Taking wedge products of w X^Y ψ`Xψ^w Y with w Y and applying Cauchy-Schwarz, we have |w X^wY ||Y ψ| ď |w Y ||w X^Y ψ`Xψ^w Y | which thanks to (5.2) leads to the lower bound
Thus we can establish (5.7) if we can show that |w X^wY | Á |w Y | ą 0 (9.6) and that |pXψ`v X q^pY ψ`v Y q| 2 " |Xψ^Y ψ| 2`O N 0 pA´1M 2 q. (9.7)
From (5.10), Xφ is orthogonal to Xψ, and hence v X is also orthogonal to Xψ. Thus Y ψ is a linear combination of Xψ and v X , which gives the identity |v X¨Y ψ||Xψ| " |v X ||Xψ^Y ψ|.
From (5.2), (5.3) we thus have |v X | À C 0 M´1|v X¨Y ψ|.
By construction, we have v X¨Y ψ " Xφ¨Y ψ.
The expression
Xφ¨Y P ďN 0 ψ " XpUφ 0¨Y P ďN 0 ψq´Uφ 0¨X Y P ďN 0 ψ vanishes by Proposition 9.1, and hence v X¨Y ψ " Xpφ´φq¨Y ψ`Xφ¨Y P ąN 0 ψ. By (9.5), the first term on the right-hand side is O N 0 pA´1 0 q. The second term can be estimated using Theorem 6.1(iii), (9.3), (5.5) . by |Xφ¨Y P ąN 0 ψ| À }φ} C 40 }∇P ąN 0 ψ} C 0
We conclude that |v X | À N 0 1 AM .
Similarly for v Y (recalling that one can swap XY for Y X in Proposition 5.2 using (1.1)). We can split Xpψ`φq " pXψ`v X q`w X and Y pψ`φq " pY ψ`v Y q`w Y . Since w X , w Y , and the range of U are all orthogonal to Xψ, Y ψ, while Xψ`v X , Y ψ`v Y lie in the span of this space, we can lower bound the left-hand side by
UpW φ 0 qˇˇˇˇ.
By Proposition 5.2 and the isometric nature of U, the second factor is Á 1. Thus we are reduced to showing that
But this follows from (9.7) and (5.3) . This (finally!) concludes the proof of Proposition 5.1 and thus Theorem 1.1.
