Here we present an approximation method for a rather broad class of first order variational problems in spaces of piece-wise constant functions over triangulations of the base domain. The convergence of the method is based on an inequality involving W −1,p norms obtained by Nečas and on the general framework of Γ-convergence theory.
Introduction
A classical problem in the calculus of variations is: find the minimizers of the functional
among all functions v ∈ W 1,p (Ω) with trace equal to w ∈ W 1,p (Ω) over a subset (of positive length) ∂ u Ω of the boundary of Ω, where 1 < p < +∞, Ω ⊂ R
2 is an open bounded set with Lipschitz boundary, f ∈ L q (Ω) and W : Ω × R × R 2 → R is a Carathéodory function convex in the last variable and satisfying a standard p-growth from below and above (see Sect. 5 for the precise requirements).
Different schemes have been developed in order to find an approximation of the minimizer(s) of the problem above. Probably, the most popular is the technique based on the use of continuous piece-wise affine finite elements. This simple (internal) approximation is particularly advantageous when W depends on ∇v only, because then the integrand is constant on each element of the triangulation of the base domain. Higher order approximants have also been used. These on one hand give a better rate of convergence but on the other hand make the numerical scheme more complex.
Our point of view here is to consider the space which makes the numerical scheme for general W as simple as possible, which is the space of piece-wise constant functions over triangulations of the base domain.
Our approach can be classified as a discontinuous Galerkin (DG) method, although the techniques and the functional framework we use are not common in that context. The DG methods were first proposed of the Calculus of Variations to show how the method studied in [18] can be modified in order to cover functionals of the class described above.
As said above, we confine our attention to unqualified convergence and postpone the deduction of error estimates to a future work [21] . Some numerical applications of the method for the quadratic homogeneous case are found in [19] .
Preliminaries and notation
Throughout the paper p will denote a real number such that 1 < p < +∞, q := p/(p − 1), and Ω ⊂ R
2 is an open bounded connected set with Lipschitz boundary. 
for some constant c independent of v. Nečas in [26] has proved that also the reverse inequality holds, more precisely he has shown that there exists a constant C, such that for every distribution v
where the constant C does not depend on v.
In what follows it is convenient to regard functions v as defined in all R 2 by extending them to zero outside of Ω, and Dv as elements of W −1,p (R 2 ) with support inΩ. Let ∂ t Ω be a subset of ∂Ω and W
be the subspace of functions vanishing at ∂ t Ω. By definition, for every f ∈ (W 1,q
,
where f denotes a continuous linear functional on W 
Then, there exists a constant C such that
which is false unless k = 0. But this contradicts the fact that v L p (Ω) = 1.
Discretization of the domain
We recall that Ω ⊂ R
2 denotes an open, bounded set with Lipschitz boundary. Let T h := {T j } j=1,...,P h , with h taking values in some countable set H of real numbers, be a sequence of triangulations of Ω regular in the sense of Ciarlet [12] , i.e., such that the ratio between ρ h = inf j sup {diam (S) : S is a disk contained in Following Davini and Pitacco [22, 23] , for each h ∈ H we also introduce a dual meshT h :
consisting of disjoint open polygonal domains, each containing just one primal node, as shown in Figure 1 , where the dual elements are drawn with dashed lines. We assume that the sequence of dual meshes is also regular and
Let X h be the space of functions which are affine on T j and continuous on Ω h (briefly, the polyhedral functions over T h ), and let X 0h ⊂ X h denote the set of functions that vanish on ∂Ω h . We regard X 0h as a subspace of H 1 0 (Ω) by extending the functions to zero in Ω \ Ω h .φ i will be the polyhedral splines in X h defined by the condition thatφ i (x j ) = δ ij for i, j = 1, . . . , N h .
Although we never need to construct the dual mesh explicitly, as it will be clear later, we assume that the area of the dual elements satisfies the condition
Finally, let us define
Throughout the paper we shall denote the functions of Y h with an overline, to remind us that they are piecewise constant. For instance we will writev h .
Generalized gradient: definition and properties

From the definition it follows that
and has support inΩ h , thus the following definition makes sense
for all i ∈ N h . When Dv h is interpreted as a Radon measure on R 2 andT i cuts the sides of mesh T h at the midpoints, a simple computation shows that
is the mean value of the gradient onT i and will be called then the generalized gradient ofv h inT i . Note that, while for the inner nodes these quantities have an intrinsic meaning, for the boundary elements they account for the extension ofv h to zero outside of Ω h and are affected by the jumps across ∂Ω h . The implication of this in treating the boundary value problems will be considered in the following section.
Here we introduce the simple function
where χ R denotes the characteristic function of the region R, i.e., χ R (x) = 1 if x ∈ R, and otherwise equal to zero. We note that
can be written in an integral form with the use of the following definitions. Given a continuous function f we define
We note that if f is continuous with compact support in Ω, f ∈ C 0 (Ω), then
Dv h ,
Hence Dv = ∇v = A and the proof is concluded. Figure 2 . Representation of the sequence used in the example.
The generalized gradient satisfies also a Green type equality. In fact, for g ∈ L 1 (Ω) we have
and setting
we obtain
The theorem and the equality above show that some of the properties enjoyed by the gradient of a function hold also for the generalized gradient, of course with the appropriate modifications. The example below shows that it is not always so. Indeed, it is well known that if
The next example shows that this is not true if we replace the gradient with the generalized gradient.
Example. Let us consider a triangulation made of equilateral triangles of side length h. Let the dual mesh be the one obtained by joining the center of adjacent triangles. Furthermore, letv h be the functions that take the values +c and −c as represented in Figure 2 , with c a fixed constant. We then have thatv h 0 in L p (Ω), but not strongly. Also, an easy computation shows that
In the rest of the section we will look for a condition on the sequencev h that guarantees the strong convergence from the weak convergence ofv h and the boundedness of the L p norm of its generalized gradient. This will be achieved by using inequality (1.2) after having deduced an appropriate estimate of the W −1,p norm of the distributional gradient ofv h . This last estimate will follow by appropriately manipulating equation (3.7) and after we have studied the convergence properties of
There exists a constant c > 0, independent of g, such that for all sufficiently small h we have
Proof. We start with the proof of inequality (3.9) and observe that if it holds for every g ∈ C 1 0 (Ω) it holds also for every g ∈ W 1,q 0 (Ω). This follows easily from the fact that if
, as ε goes to zero, since for fixed h the sum in (3.6) is finite. So, let g ∈ C 1 0 (Ω). Let T ∈ T h be the generic triangle, and let i, j and k be the indexes of the nodes of the triangle T . The function
• m h g is affine on T and there exists a constant c such that
for every x ∈ T , where we have set
Here we also used the regularity of the triangulation, which will be done without mention in the following. Assume, for the moment, that
where S ij denotes the convex hull ofT i ∪T j , and that similar inequalities hold for the pairs of indexes {i, k} and {k, j}. Then,
and hence, taking into account equation (3.10), we find
where S T := S ij ∪ S jk ∪ S ki is the convex hull ofT i ∪T j ∪T k . Summing the above equation over all triangles T in T h we easily obtain equation (3.9) . So it only remains to prove inequality (3.11), which is a Poincaré's kind of inequality and can be proved as Lemma 1 and Theorem 2 of Section 4.5.2 of Evans and Gariepy [24] . We sketch here the proof for completeness.
Let z ∈T j . Then
and integrating the above inequality in ds between 0 and diam(T i ∪T j ) we find
Since the inequality above holds for every z ∈T j , we have
where the last inequality follows by passing to polar coordinates in the integral T j 1 |y−z| dz. Finally, using Jensen's inequality we deduce equation (3.11) and this concludes the proof of inequality (3.9).
We now prove inequality (3.8) . Note that for x ∈T i we have
Thus by Poincaré's inequality and equation (3.9) we have
and summing over i we deduce
Taking into account that
In the next theorem we deduce an estimate of the W −1,p norm of the distributional gradient ofv h . 
and hence
, and since
where c does not depend on h, see Appendix, by Lemma 3.2 we deduce
and therefore we conclude that
The following lemma can be proved similarly, indeed it suffices to write an equation like (3.13) for k in place of h, subtract the equation in k from the one in h and proceed as above.
Lemma 3.4. Let
T h = {T j } j=1,.
..,P h . There exists a constant c such that
Finally, the next theorem gives sufficient conditions to obtain strong convergence from weak convergence of the sequence {v h }. The theorem strengthens a similar result proved in [18] , Theorem 3.
Theorem 3.5. Let
T h = {T j } j=1,...,P h . Ifv h v in L p (Ω), • ∇hvh weakly converges in L p (Ω) and lim h→0 h ∪j ∂Tj | [[v h ]] | p dH 1 = 0, thenv h → v in L p (Ω).
Proof. Since
• ∇hvh weakly converges in L p (Ω; R 2 ) we have that it strongly converges in W −1,p (Ω). Thus, from Lemma 3.4, we deduce that {Dv h } is a Cauchy sequence in
Generalized gradient at the boundary
In this section we want to study the approximation with piece-wise constant functions of a function v ∈ W 1,p (Ω) whose trace on ∂ u Ω equals that of a given function w ∈ W 1,p (Ω). To do so, we shall modify the definition of generalized gradient to the boundary of ∂Ω h by taking into account that the inner value ofv h has to match w. We recall that ∂Ω is Lipschitz and divided into two complementary parts, ∂ t Ω and ∂ u Ω, on which Neumann and Dirichlet boundary conditions are assigned, respectively. To avoid subtleties, we assume that ∂ t Ω and ∂ u Ω are finite unions of arcs, and, as previously done, that ∂ u Ω has strictly positive one-dimensional Hausdorff measure. Accordingly we define on ∂Ω h two complementary parts as follows.
Let B h∂u be a subset of B h such that, if ∂ u Ω h is the subset of ∂Ω h generated by 1 the nodes x i with i ∈ B h∂u , we have lim
For i ∈ B h∂u , we define
where we recall, see equation (3.1), that
The results of the previous section can be extended and in some case strengthened if we consider the functions
and, for g ∈ L 1 (Ω),
Then we obtain
Hence, by repeating the argument of Lemma 3.2 we get
and ∇m 
Proof. We prove inequality (4.9) by taking tests function g ∈ C 1 ∂tΩ (Ω; R 2 ), first, and then extending it to all
Then using equation (4.6) we find
The last term can be bounded from above exactly as is done in Theorem 3. 
The proof of the lemma follows easily by combining the above inequalities.
For any function g ∈ C(Ω), from equations (4.2) and (4.3) we find, arguing as in the previous section
where
In what follows the two function spaces will be useful 
The following theorem, which is similar to Theorem 3.1, shows that by taking into account the generalized gradient up to the boundary it is possible to recover the desired boundary condition.
Theorem 4.2. Letv h ∈ Y h for every h ∈ H. Assume that
Proof. (Ω) and that sup h
, then, taking into account Lemma 3.1, we have In Lemma 4.3, below, we show that
Integrating by parts and simplifying we deduce
∂t,0 (Ω) and w ∈ W 1,p (Ω). Let ν denote the outward unit normal to Ω h and to Ω. Then,
Proof. Let T + and T − be the segments obtained by joining the end points of ∂ u Ω and ∂ u Ω h , see Figure 3 . Let S h be the region bounded by T + , T − , ∂ u Ω h and ∂ u Ω, and let ν S be the outward normal to S h . By the Gauss-Green theorem we have
Equation (4.1) implies that |S h | approaches 0 as h goes to zero, thus
Taking into account the relation between ν S and ν, see Figure 3 , the previous equation can be rewritten as
To conclude the proof it suffices to note that
We conclude the section by proving a density result.
Theorem 4.4. For every
Proof. Let us suppose, for the moment, that v, w ∈ W 1,p (Ω)∩C ∞ (Ω) and that v = w in a neighborhood of ∂ u Ω. Letv
Sincev h is affine on every triangle T j it can be written aŝ
where x Gj is the center of mass of T j , i.e.,
We definev
We obviously have lim
Let us compute the generalized gradient ofv h . Let i ∈ I h ∪ B h∂u . Since ∇φ i is constant on T j , we have
11) where we have set 
Without loss of generality we may assume that H k > H k+1 for all values of k. To conclude the proof it suffices to setv h =v
External approximations of convex functionals
We consider here functionals of the form 
for a.e. x ∈ Ω and for every (s, ξ) ∈ R × R 2 . The goal of this and the next section is to study the approximation of this type of functionals in the spaces Y h by using the generalized notion of gradient introduced above. Namely, we adopt the framework of Γ-convergence theory [17] in order to prove that a suitable sequence of functionals {F h } defined in the spaces Y h Γ-converges to the functional F in an appropriate topology. Then, according to the central property of Γ-convergence this implies, under suitable conditions, that:
and u min being the respective minimizers, see [17] , Theorems 7.8 and 7.24. So, in particular, theū
∂uΩ, (Ω)) and introduce the sequence of "discrete" functionals
In definition (5.3) the first integral on the right hand side is extended to the inner sides of the mesh T h . 
Then, using (H2) and equation (5.3) we find
and, also, sup
Thus, thanks to the growth from above of W , see hypothesis (H2), and the dominated convergence theorem the proof is completed.
We finally state the theorem on lower-semicontinuity used in the proof above.
We conclude the section by observing that if W is continuous and not just measurable in x it is possible to localize the functional also in the x variable. Indeed one can define
The proof of Theorem 5.1 follows as before after observing that c h x → id(x) := x in L ∞ (Ω), and that
, so that Theorem 5.2 still applies.
Convergence of minima and minimizers
In this last section we prove the convergence of the minima and minimizers of the discretized functionals. We start by showing that the functionals F h are equicoercive. Theorem 6.1. There exist two constants k 1 , k 2 > 0, independent of h, such that
Proof. 
Now applying Lemma 1.1 we find
where the constant k 1 depends on f , w but not on h. 
