Abstract. A technique to construct a low-order finite difference preconditioner for solving orthogonal collocation equations for boundary value problems is presented. It is shown numerically and theoretically that the spectral condition numbers of the preconditioned collocation matrices are bounded by constants independent of the number of mesh nodes when certain exact low-order finite difference preconditionings are used. Preconditioners based on incomplete LU factorization are also discussed. Numerical experiments show the efficiency and robustness of the preconditioning.
1. Introduction. In this paper, we shall consider orthogonal collocation methods for solving elliptic differential equations. These methods have been extensively investigated in the last 20 years due to their ease of implementation and high-order accuracy (see [RS72] , [DS73] , and [PR76] ). An apparent disadvantage of orthogonal collocation lies in the fact that a collocation matrix is generally nonsymmetric, even for a Poisson equation with a uniform mesh. Gauss elimination has often been used for solving the collocation equations, and its cost has restricted the applicability of the methods.
In recent years, some efforts in solving the collocation equations by alternative methods have been made. A so-called alternating direction collocation (ADC) or generalized implant (ADI) method was introduced by Hayes [Hay80] and Hayes, Pinder, and Celia [HPC81] for solving a parabolic problem. A full theory for convergence of ADC on a uniform mesh is given for the model problem Au f in a rectangular domain by Dyksen [Dyk87] . Significantly, a closed form for the eigenvalues and their associated eigenfunctions is also given. Cooper and Prenter [CP91 give a complete theory for convergence of ADC applied to a large class of linear separable elliptic partial differential equations (PDEs) on a rectangular domain. Bialecki [Bia91] considers the problem of determining optimal acceleration parameters for ADC by using the Jordan acceleration technique. Besides ADC, a fast direct method (FFT) PDEs. It has been well demonstrated that when solving PDEs a significant improvement in convergence of conventional iterative methods can be gained by using preconditioning techniques. They have been investigated extensively for finite difference, finite element, and spectral methods; e.g., see [Ors80] , [Eva83] Now (3.6) has the same unknowns as (3.2), which motivates using A F as our preconditioner for AcoL B The periodic problem can be considered similarly.
The accuracy of this preconditioner has been examined for several examples. Throughout, the numerical experiments are performed on a Sun SPARC+I in double precision, using standard IMSL routines for solving the linear systems and eigenvalue problems.
In Table 1 
The condition numbers of Acoi and T2 are shown in Table 2 4. Condition number estimates. The numerical results in the previous sections illustrate that the eigenvalues of the preconditioned collocation systems are bounded below by one and above by a constant which is independent of the number of mesh points, except in the case of Mesh 2 and Mesh 3 with periodic boundary conditions. Here, we shall present a theoretical analysis ofthe preconditioned system. The discussion is restricted to the simple model problem (2.1) with periodic boundary conditions and a uniform collocation mesh (Mesh 1).
For a uniform collocation mesh {Xi}2iNo.= a corresponding finite difference approximation for (2.1) with periodic boundary conditions is produced on the mesh {X 14N+l deJi=0 fined in (2.3). Arranging the variables and equations to correspond to the node ordering {x), x 2 X4N, x X4N+} and using the periodic boundary conditions u(x) u(X,N) and u(XN+I) u(x'), the global finite difference matrix is given by hi (1 2r (vt, v-t) (ut, u-t) Table 2 ). The same relationships also hold in the case x2 (T). (5.3) Au f(x, y).
In Table 5 , we list the number of iterations required for preconditioned GCR (PGCR) with four tolerances and using the 2D Meshes 1-3. Since None of other iterative methods are applicable for this nonseparable problem. Numbers of iterations for PGCR using various meshes and tolerances are summarized in Table 6 . The same basic conclusions about PGCR can be made as in the previous example. 6. Conclusions and comments. A technique has been presented to construct a finite difference preconditioning for orthogonal collocation matrices. Only cubic Hermite basis functions have been considered, although the preconditioning principles are straightforward to generalize for higher order collocation methods. It is shown numerically that the norms of eigenvalues of the preconditioned collocation matrices can be bounded below by one and above by a constant independent of the number of mesh nodes using the exact low-order finite difference preconditioner. For both smooth and moderately nonsmooth meshes, the preconditioned matrix has a small spectral condition number, with its eigenvalues located in a narrow interval on the positive real axis. As a consequence, conventional iterative methods such as Richardson and conjugate gradient iterations give fast convergence for the preconditioned collocation equations. We have also investigated much cheaper alternatives involving incomplete LU factorizations based on a low-order finite difference approximation. The row sum equivalence version is particularly efficient although condition numbers may grow slowly with the number of mesh points. Moreover, the generalized conjugate residual method with this preconditioning has been seen to converge fast for both separable and nonseparable problems with uniform or nonuniform meshes. 
