The problem of determining the manner in which an incoming acoustic wave is scattered by an elastic body immersed in a fluid is one of central importance in detecting and identifying submerged objects. The problem is generally referred to as a fluid-structure interaction and is mathematically formulated as a time-dependent transmission problem. In this paper, we consider a typical fluid-structure interaction problem by using a coupling procedure which reduces the problem to a nonlocal initial-boundary problem in the elastic body with a system of integral equations on the interface between the domains occupied by the elastic body and the fluid. We analyze this nonlocal problem by the Lubich approach via the Laplace transform, an essential feature of which is that it works directly on data in the time domain rather than in the transformed domain. Our results may serve as a mathematical foundation for treating time-dependent fluid-structure interaction problems by convolution quadrature coupling of FEM and BEM.
Introduction
The problem of determining the manner in which an incoming acoustic wave is scattered by an elastic body immersed in a fluid is one of central importance in detecting and identifying submerged objects. The problem is generally referred to as a fluid-structure interaction and is mathematically formulated as an initial-boundary transmission problem.
However, most of the investigations study typical fluid-structure interaction problems confined to the time-harmonic setting; various numerical methods, sometimes competitive, sometimes complementary, have been developed. In this regard, the governing system of partial differential equations is usually replaced by integral equations and it is these formulations upon which most numerical approximations are based. The acoustic equation is replaced by a boundary integral equation while the elastic body is treated in various ways; sometimes using an integral equation, either a boundary or domain equation, or alternatively using a weak or variational formulation leading to finite element approximations (see e.g., [12, 13, 9, 4, 24, 29] , to name a few).
In this paper, we study and analyze a typical fluid-structure interaction problem in the time domain. Motivated by the time-harmonic fluid-structure interaction problems, we apply a coupling procedure which is a combination of a field equation and a boundary integral equation. The essence of the procedure is to reduce the problem to a nonlocal initial-boundary problem in the elastic body with integral equations on the interface between the domains occupied by the elastic body and the fluid. However, in contrast to the time-harmonic setting, the integral equations which are derived from the Kirchhoff formula are not only nonlocal in space but also nonlocal in time. This makes the analysis complicated, in particular with respect to the choice of appropriate solution function spaces. To circumvent this difficulty, we analyze this nonlocal initial-boundary problem by the Lubich approach via the Laplace transform as in [19, 27] . The Lubich approach has been employed in the development of numerical approximations for some fluid-structure interaction problems in the engineering literature (see, e.g., [8, 28, 26] ), but no rigorous justifications are provided.
The paper is organized as follows: In the next section, we start with the formulation of the problem as an initial-boundary transmission problem and reduce it to a nonlocal initial-boundary problem. In Section 3, we give a brief review of the Lubich approach and introduce the appropriate classes of operators from [18] and state and prove the crucial result concerning the inversion of the Laplace transform of the classes of operators introduced in this section. Section 4 deals with the variational formulation of the nonlocal initial-boundary problem in Section 2. Theorems 4.1 and 4.2 are the main existence and uniqueness results. The last section, Section 5, states the main results in the time domain.
2 Formulation of the problem
An initial -boundary transmission problem
We are concerned with a time-dependent direct scattering problem in fluid-structure interaction, which can be simply described as follows: an acoustic wave propagates in a fluid domain of infinite extent in which a bounded elastic body is immersed. The problem is to determine the scattered pressure and velocity fields in the fluid domain as well as the displacement field in the elastic body at any time. Throughout the paper, let Ω be the bounded domain in R 3 occupied by the elastic body with a Lipschitz boundary Γ and let Ω c = R 3 \ Ω its exterior occupied by a compressible fluid. In the elastic domain Ω, the elastic displacement u(x, t) is governed by the dynamic linear elastic equation:
where T is a given positive constant and where ρ e is the constant density of the elastic body, and ∆ * is the Lamé operator
Here σ(u) and ε(u) are the stress and strain tensors, respectively,
We assume that the elastic body is homogeneous and isotropic with µ and λ the corresponding Lamé constants, which are required to satisfy the constraints: µ ≥ 0, and 3λ + 2µ ≥ 0.
In the fluid domain Ω c , we consider a barotropic flow of an inviscid and compressible fluid. Let v=v (x,t) be the velocity field, and p = p(x, t) and ρ = ρ(x, t) be respectively the pressure and the density of the fluid. We assume that v, p and ρ are small perturbations of the static state v 0 = 0, p 0 = constant and ρ 0 = constant. Then the governing equations may be linearized to yield the linearized Euler equation
the linearized equation of continuity
and the linearizecd state equation
in Ω c × (0, T ), where c is the sound speed defined by c 2 = f ′ (ρ 0 ) and f is a function depending on the nature of the fluid (see e.g., [1, 30] ).
For an irrotational flow, this formulation can be simplified in terms of a velocity potential ϕ = ϕ(x, t) such that v = −∇ ϕ, and p = ρ 0 ∂ϕ ∂t .
Then it follows from (2.3) and (2.4), the velocity potential ϕ satisfies the wave equation
The time-dependent scattering problem can be formulated as an initial-boundary transmission problem consisting of the partial differential equation (2.1) for the elastic displacement field u and (2.5) for velocity potential ϕ together with the homogeneous initial conditions
and the transmission conditions on Γ × (0, T ]
where n is the exterior unit normal for Ω, and ϕ inc denotes the given incident field. Here and in the sequel, we adopt the notation that q ∓ denotes the limit of the function q on Γ from inside and outside, respectively.
Reduction to a nonlocal initial-boundary problem
Motivated by time-harmonic fluid-structure interaction problems [14] , we intend to apply the coupling of boundary integral and field equation methods to the transmission problem defined by (2.1) and (2.5 ) together with (2.6) -(2.8). The main idea here is to convert the problem to a nonlocal problem in a bounded computational domain such as Ω by a reduction of the solution in the fluid domain to appropriate boundary integral equations on the interface boundary Γ. For the solution of the wave equation (2.5), we begin with the Kirchhoff formula (see e.g., [15, 18] )
where φ := ϕ + and λ := ∂ϕ + /∂n are the Cauchy data of ϕ on Γ and 12) are the retarded simple and double layer potentials, written in terms of the fundamental solution of the three dimensional Laplacian E(x, y) = 1/(4π|x − y|). One may show as in classical potential theory [17] that the Cauchy data φ and λ at smooth points of Γ are related by the system of boundary integral equations form the form (see, e.g., [2, 3, 5, 11] )
14)
The four retarded integral operators in (2.13) and (2.14) are called (in the order they appear in the formulas) double layer, simple layer, hypersingular, and transpose double layer operators. For instance, the explicit formulas for the operators in (2.13) is
The operator matrix defined by the right-hand side of (2.13) and (2.14) resembles the familiar form of the Calderón projector for the Laplacian in potential theory (see e.g., [17] ).
In view of the transmission condition (2.8), we make a substitution: (2.13) . This leads to the following nonlocal boundary problem reads : Given ϕ inc , find u in Ω × (0, T ] and φ on Γ × (−∞, T ] satisfying the following equations and conditions :
Note that the initial condition for φ has to be stated for negative values of t, given the fact that delays appear in the definition of the retarded integral operators. We may also replace (2.17) by (2.13) and (2.14) in the form:
In this case, u in Ω × (0, T ), φ and λ on Γ × (−∞, T ] are the unknown for the solutions of the nonlocal boundary problem. In view of the definition of the boundary integral operators of K ′ and W, in addition to the homogeneous initial condition for φ, we require that φ t (x, t) = 0 and λ(x, t) = 0, x ∈ Γ, t ≤ 0.
We notice that in the above formulations, equations (2.17), (2.18) and (2.19) are all nonlocal differential boundary integral equations. They are not only nonlocal in space but also nonlocal in time. As pointed out in [5] , it is not clear how to choose appropriate function spaces because of the retarded argument. On the other hand, it is known that for the long time behavior of the solution, one may replace the nonlocal differential boundary integral equation by an appropriate approximated transparent boundary condition (see, e.g. [15] ). However, in general we prefer to employ the approach originally introduced by Lubich in his study of convolution quadrature techniques for hyperbolic problems [22] (see also [23] in the parabolic case). This approach has been recently extended systematically to treating retarded potentials by Laliena and Sayas [18] by means of properties of the operators in the frequency domain. We remark that we will see this technique does not mean we are solving the problems in the transformed domain and then applying the inverse Laplace transform to obtain the solutions in the time domain. To illustrate the essence of this concept, in the next section we begin with some preliminary results concerning the Laplace transforms of functions and operators with causality properties.
3
Lubich's approach
In this section, we give a brief review of the Lubich approach for treating time dependent boundary integral equations which has been advanced by the work of Laliena and Sayas. The presentation of this section follows their work in [19] .
The Laplace transform
We consider the Laplace transform for causal distributions or operator-valued functions. Throughout the paper let the complex plane be denoted by C and its positive half-plane denoted by C + := {s ∈ C : Re s > 0}.
We begin with the Laplace transform for an ordinary complex-valued function. Let f : [0, ∞) → C be a complex-valued function with limited growth at infinity. The Laplace transform of f is defined by
A common criterion for limited growth at infinity is that f be of exponential order, but this is much too restrictive for the kind of problems we are treating here. As in [6, 19] one can define the Laplace transform for the case of causal continuous linear maps f : S(R) → X with limited growth at infinity which concept is defined as fellows for tempered distributions defined on S(R) with values in a complex Banach space X. Here causal is taken as in the sense of S ′ (R) that f, φ is zero element of X for every φ in S(R) with support in [0, ∞). Indeed for fixed a and b such that −∞ < b < a < 0 and a C ∞ (R) function α which vanishes identically for t ≤ b and is identically equal to 1 for
is in S(R). Thus we define the Laplace transform of the casual continuous linear map f as L{f }(s) := f, φ * .
Moreover, this definition is independent of the choice of a and b.
We also want to consider the Laplace transform of a causal operator-valued function
, where X and Y are two complex Hilbert spaces and L(X, Y ) is the space of bounded linear operators from X to Y . The Laplace transform of f is defined by Bochner's integral
if the integral exists. We assume that F (s) exists for all s ∈ C + and decays fast enough at infinity so that inversion formula
For appropriate f and g, we see that formally
provided the changing orders of integrations can be adjusted by Fubini's theorem. In fact, as we will see, the relation in (3.1) is the essential idea behind the convolution quadrature method introduced by Lubich since the late 80's and has been employed for treating time-dependent boundary integral equations in the early 90's (see, e.g., [23, 22] ). We note that in the relation (3.1), the property of the convolution integral f * g in the time domain depends upon g in the time domain but on f only in the transformed domain. The latter is more accessible. In the following, we shall summarize some of the results in [19] ) concerning the precise conditions for the class of operators and functions for which relation (3.1) holds. We begin with classes of operators.
Classes of operators A(µ, X, Y ) and E(µ, θ, X)
• A(µ, X, Y ) : For a given µ ∈ R, the elements of the class A(µ, X, Y ) are the analytic functions F : C + → L(X, Y ) for which there exists a real number µ such that for all σ > 0 there is C 0 (σ) such that
• E(µ, θ, X): For given µ ∈ R and a function θ : C + → R, we write F ∈ E(µ, θ, X)
is analytic (where X ′ is the dual of X), and there exists a non-decreasing function c : (0, ∞) → (0, ∞) such that
The following theorems and proposition are stated in [19] . The detailed proof of the first two appears in [27] , while the last one is a simple consequence of the Lax-Milgram lemma.
and F is the Laplace transform of g (k) in C + , where the derivative is understood in the sense of distributions in R.
For the inversion formula, we introduce the class of X-space-valued functions
• A(µ, X): Let X be a complex Banach space and µ ∈ R. We write F ∈ A(µ, X) when F is an analytic function
where C F : (0, ∞) → (0, ∞) is a non-increasing function such that
with C independent of σ.
Since 1 ≤ |s|/(Re s), it is clear that A(µ, X) ⊂ A(µ + ε, X) for all ε > 0.
The inversion formula
Let F ∈ A(µ, X) with µ < −1. For any σ > 0, we define
as the inverse of the Laplace transformed function F (s). We can see that f is well defined, since
where the Euler Beta function B is defined by
with Re z 1 , Re z 2 > 0.
As a consequence of (3.3), we have Finally, we include here the most crucial result for the Lubich approach related to causal time convolutions [22] . For the benefit of the reader, we give a brief sketch of the proof. A slight improvement of this result can be found in [7] and [27] : it eliminates t ε in the right-hand side of (3.4) and substitutes g (k) by a linear differential operator of order k and constant coefficients acting on g. If g ∈ C k−1 (R, X) is causal and ||g (k) || X is integrable, then a * g ∈ C(R, Y ) is causal and
By taking σ = t −1 and c ε = 1/2π e B(1/2, 1/ε), this gives the estimate (3.4).
An example
In order to illustrate the applicability of Theorem 3.5, and the concepts introduced in the section, we end this section by considering a specific example. Let us consider the simple retarded boundary integral operator, namely V in (2.15)
Note that the convolutional notation will be fully justified with this approach. It is also customary to write (at least formally)
where E(x, t; y, τ ) is the fundamental solution of the wave operator x,t ϕ :
where δ is the Dirac delta. Hence, we have
It can be shown that V (s) is just the simple -layer boundary integral operator for the Laplace transform of the wave operator,
which is defined explicitly as
is the fundamental solution of the transformed wave operator in (3.7). We now summarize the properties of the operator V (s) as follows. Note that in our notation the angled bracket is linear in both components and thus symmetry is not to be confused with self-adjointness.
• Symmetry:
• Positivity:
where θ = Arg s, the principal argument of s, u ψ := S(s)ψ in R 3 \ Γ, and S(s) is the simple-layer potential corresponding to V (s) with norm defined by
• Coercivity:
Here and in the sequel, C is a generic constant independent of s.
• Bounds:
where σ = Re s, σ := min{1, σ}, X = H −1/2 (Γ), and
We shall return to these properties later. Most proofs of them are readily available (see, e.g. [2, 22, 19] and [27] ). As consequences of these properties, we see that
Moreover, from Theorem 3.5, we have the estimate for the simple retarded boundary integral operator
where µ = 1, k = ⌊1 + 2⌋ = 3, ε = 3 − (1 + 1) = 1, and C V (t −1 ) = C t max{1, t 2 }.
Variational solutions
We now return to the initial-boundary transmission problem defined by the partial differential equations (2.1 ), (2.5), the initial conditions (2.6), and the transmission conditions (2.7) and (2.8). Our first step is to consider the problem in the Laplace transformed domain.
Formulation in the transformed domain
In the following we let U(s) := U(x, s) = L{u(x, t)}, Φ(s) := Φ(x, s) = L{ϕ(x, t)}. Then the initial-boundary transmission problem consisting of (2.1), (2.5),( 2.6), (2.7) and (2.8) in the Laplace transformed domain becomes the following transmission boundary value problem:
n, and sU
for s ∈ C + . We remark that (4.1)-(4.3) is an exterior scattering problem, and normally a radiation condition is needed in order to guarantee the uniqueness of the solution of the problem. In the present case, the radiation condition is substituted by the assumption that Φ ∈ H 1 (Ω c ), which is a Laplace-transform version of the weak Huygens principle. To derive the proper nonlocal boundary problem, as usual, we begin via Green's third identity with the representation of the solutions of (4.2) in the form: 
is the fundamental solution of the operator in (4.2). By standard arguments in potential theory, we have the relations for the the Cauchy dataλ andφ:
Here V, K, K ′ and W are the four basic boundary integral operators familiar from potential theory such that
By using the second transmission condition in (4.3), we obtain from the second boundary integral equation in (4.7),
while the second boundary integral equation in (4.7) is simply
On the other hand, the weak solution of (4.1) in Ω leads to the operator equation in of the form
where λ, µ the Lamé constants. Also in (4.10) we use γ ′ , defined as the adjoint of the trace operator. Then by using the first transmission condition in (4.3), we substitute
− n into (4.10) which leads to the equatioñ
where we have replacedÃ Ω := ρ −1 0 A Ω . Collecting (4.11), (4.8) and (4.9), we arrive the following nonlocal problem, which reads: Given data ( 12) where
are reciprocally dual Hilbert spaces. Our aim is to show that Equation (4.12) has a unique solution in X. We will do this in the next subsection. However, before we do so, we will first show that A A A is invertible. Using Gaussian elimination (as in [19] ), a simple computation shows that the matrix A A A of operators can be decomposed in the form:
where B := W + (
I − K) . We note that the operator matrix C is strongly elliptic ( [17, 25] ) in the sense that
for all (v, ψ, χ) ∈ X, where Θ is the matrix defined by
Since both P and P ′ are invertible, it follows from (4.14) that A A A is invertible. As for the proof of (4.14), we only want to point out that
It is clear that what remans to be done is to show that the operatorsÃ Ω , B and V belong to the appropriate class E(µ, θ, X) as V in the example (see §3.4). The details of the proof will be omitted here. However, in order to show that A A A −1 belongs to the appropriate class A(µ, X, X ′ ) so that we may apply Theorem 3.5 to A A A −1 for obtaining desired results in the time domain, we follow [27] in considering the existence and unique results of a problem equivalent to the nonlocal problem defined by (4.12) .
Suppose that (U,φ,λ) ∈ X is a solution of (4.12). Let
is the solution of the transmission problem:
satisfying the following jump relations across Γ,
First, from (4.12) we see that Next, we consider the variational formulation of the problem for equations (4.16) and (4.17) together with the boundary condition: (4.18). We will seek a solution
with the corresponding test functions (V, v) in the same function space. To derive the variational equations, we should keep in mind that the variational formulation should be formulated not in terms of the Cauchy dataφ andλ directly but only in directly through the jumps of u as indicted.
We begin with the first Green formula for the equation (4.16) .
From condition (4.18), we obtain
Together with the weak formulation of (4.17) we arrive at the following variational formulation: Find (U, u) ∈ H H H satisfying
We remark that by the construction, it can be shown that as in [27] this variational problem is equivalent to the transmission problem defined by (4.17), (4.16) , and (4.18). The later is equivalent to the nonlocal problem defined by (4.12). Consequently, the variational problem (4.22) is equivalent to the nonlocal problem (4.12). Hence for the existence of the solution of (4.12), it is sufficient to show the existence of the solution of (4.22).
Existence and uniqueness results
We recall that |||u||| |s|,Ω c is the norm of u defined by
Similarly, we define the norm of U
We also need the following inequalities for the equivalent norms 26) which can be obtained from the inequalities: min{1, σ} ≤ min{1, |s|}, and max{1, |s|} min{1, σ} ≤ |s|, ∀s ∈ C + .
We remark that the norm |||u||| 1,Ω c is equivalent to ||u|| H 1 (Ω c ) and so is the energy norm |||U||| 1,Ω equivalent to the H 1 (Ω)-norm of U by the second Korn inequality [10] . In the following, the c j ′ s are generic constants independent of s which may or not not be the same at different places.
Then we have the following basic results.
Theorem 4.1. The variational problem (4.22) has a unique solution (U, u) ∈ H H H . Moreover, the following estimates hold: 27) where c(σ, σ) is a constant depending only on σ= Re s and σ = min{1, σ}.
Proof. The existence and uniqueness results follow immediately from the identity
For the estimate (4.27), it follows from (4.28) and (4.22) that
Consequently, we have the estimate
where c(σ, σ) = c 0 /σσ with a constant c 0 independent of s and σ. In deriving the estimate (4.29), we have tacitly applied the relations (4.25) and (4.26).
As we will see the estimate (4.29) will lead us to show that the inverse of the operator A A A in (4.12) belongs to the appropriate class A(µ, X, Y ). In fact, the following theorem holds for the operator A A A of (4.13).
Proof. We will only prove
We remark that in the proof, for simplicity, we will replace the norm || · || H 1 (Ω) of H 1 (Ω) by its equivalent norm ||| · ||| 1,Ω . It was pointed out in (4.20) that
Hence from (4.26) we obtain that Γ) ). This means
Following [19] , if we apply the composition rule and Theorem 4.2, we find the matrix of operators in (4.34) ended with an index µ = 3/2 + 3/2 = 3. However, this only gives an upper bound for the actual index as in the Corollary 4.3.
Main results in the time domain
With the properties of the solutions in the transformed domains available, we now return to the solutions in the time domain. As the example in §3.4 properties of the solutions in the time domains may be obtained by applying the inversion formula Finally in view of the Corollary 4.3, applying Theorem 3.5 with µ = 1, k = 3 and ε = 1, the elastic and potential fields, u(x, t) and ϕ(x, t) of the fluid-structure interaction satisfy the estimates: We remark that Theorems 5.1-5.3 are mathematical foundations for the semi-and fulldiscretization schemes based on the boundary element method and convolution quadrature method. We will pursue these investigations in a separate communication.
