Mining time-dependent communities by Wang, Qinna & Fleury, Eric
Mining time-dependent communities
Qinna Wang, Eric Fleury
To cite this version:
Qinna Wang, Eric Fleury. Mining time-dependent communities. LAWDN - Latin-American
Workshop on Dynamic Networks, Nov 2010, Buenos Aires, Argentina. 4 p., 2010. <inria-
00531735>
HAL Id: inria-00531735
https://hal.inria.fr/inria-00531735
Submitted on 3 Nov 2010
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Mining time-dependent communities
Qinna Wang
D-NET/INRIA, LIP, Universite´ de Lyon
Ecole Normale Supe´rieure de Lyon
Email: qinna.wang@ens-lyon.fr
Eric Fleury
D-NET/INRIA, LIP, Universite´ de Lyon
Ecole Normale Supe´rieure de Lyon
Email: eric.fleury@inria.fr
Abstract—Time evolution is one important feature of communi-
ties in network science. It is related with capturing critical events,
characterizing community members, and predicting behaviours
of communities in networks with time varying. However, most
of existing community detection techniques are proposed for
static networks. Here, we present a new framework to uncover
community structure for each temporal graph over time. In
consideration of regularizing time-dependent communities, the
high temporal variations will be prevented and the gained results
on community evolution become more reasonable. Having applied
it on synthetic networks, the experimental results offer new views
in dynamic networks.
Index Terms—dynamic network, community structure, over-
lapping community structure
I. INTRODUCTION
The study on structural evolution is an important issue of
science research. To our knowledge, it provides possibilities
to capture critical events, characterize community members,
and predict behaviours of communities in dynamic networks,
for example, the discussions in Internet based systems (e.g.
Facebook, Myspace, Twitter) suggest new topics and popular
subjects; the ENRON email networks [1] show the position
of employee and reveal the importances of employee during
the crisis; And the CELLPHONE call communication net-
works [2] present the efficiency of cell phone call services.
Currently, many researchers proposed and developed diverse
technologies [3], [4], [5] to capture community structure of
networks. The traditional analysis treats the network as the
static graph that is derived from the aggregation of interactions
over time or is a particular temporal graph picked from the net-
work dataset. Although it provided meaningful information in
network sciences, many important characteristics or properties
are ignored such as the temporal change of communities. In
order to resolve this problem, we propose a new framework for
mining time-dependent communities. The found communities
correspond to community histories and the temporal graph. We
use synthetic graphs to demonstrate its availability. We expect
our studies be helpful in network science.
II. RELATED WORK
In [6], the community structure is supposed as the partition
of networks, such that each node belongs to one and only one
community, and the community structure corresponds to the
partition with the maximum modularity value, or at least a
very high value. Then, modularity optimization becomes one
important technique for community detection, such as [7], [8]
and [9]. However, it fails to resolve the problem of overlapping
community structure, in which nodes are allowed to be shared
between communities. There are also many resolutions, such
as the CPM [10] which considers the communities as adjacent
k-cliques (where adjacency means sharing k − 1 nodes), the
fitness optimization [11] which is derived from the definition
of communities in the strong sense and the weak sense [12],
and the link partition [13] which considers the problem of the
node assignment as the link assignment.
Furthermore, the problem of dynamic community detection
is another popular issue. Palla et al. [14] proposed a method to
uncover communities by the CPM [10] and track communities
by the relative overlap. Sun et al. [15] suggested GraphScope
to mine the evolution of communities in using the MDL. And
Mucha et al. [5] developed a multi-slice modularity to capture
the community structure in time-dependent, multi-slices and
multiplex networks.
In this paper, we introduce a new method to mine time-
dependent overlapping communities. Rather than studying the
structural properties without the consideration of community
histories, our approach investigates the evolution of com-
munities by regularizing communities. Moreover, overlapping
community structure is considered to improve the accuracy of
community mining results.
III. COMMUNITY DETECTION ON STATIC NETWORKS
Let us address the overlapping community detection in
this section. Given a graph G(V,E), our method detects a
set of cores, then expands these cores by optimizing a local
community fitness function.
A. Notations and definitions
Fitness function A community fitness function reveals the
edge density of a subgraph C, which is defined as:
fC =
∑
i∈C k
int
i
(
∑
i∈C k
int
i +
∑
i∈C k
out
i )
α
, (1)
where α is a tunable parameter, the internal degree kinti and
external degree kouti are the number of edges from node i of
C to other nodes inside of C or outside of C, respectively.
Previous studies [16] suggest the fitness function as a local
optimization strategy for overlapping community detection.
And its optimization technique can be summarized as:
1) For each node i which is adjacent to a community C,
calculate its node fitness, i.e. Fi = FC∪i − FC\i.
2) Select the node i which brings the largest positive Fi.
3) If the node i exists, add it to C and repeat step 1;
otherwise, stop and return the final community C.
Cores of communities The cores are embedded in commu-
nities. Our goal is expanding the cores by adding peripheral
nodes (i.e. the nodes are not cores) to explore communities. We
choose strong clusters (i.e. a set of nodes keeps stable mem-
berships) as cores. Our choice is motivated by the observation
that, overlapping nodes fail to keep stable membership in
disjoint community detection. We assume that the probability
pij of a pair of nodes (i, j) belonging to the same community
implies memberships: (i) pij ≥ β represents (i, j) holding a
stable membership (β = 100%, typically); and (ii) if (i, j) ∈ C
and (i, k) ∈ C, then (j, k) ∈ C.
Under the assumption, a matrix P = [pij ]n×n is applied
to find strong clusters. Considering the results of an non-
determined community detection algorithm depend on the or-
dering of clustering nodes, we obtain P by repeating Louvain
algorithm [7] until ‖P k+1ij − P kij‖ < ε, where P kij represents
the results after k runs.
Overlapping size The overlapping size R is proposed to
identify communities at different time steps a and b in [14].
For two communities Ci;a and Cj;b, their overlapping size is:
RCj;b(Ci;a) =
|Ci;a ∩ Cj;b|
|Ci;a ∪ Cj;b|
. (2)
Among the founded partitions of G , we select the partition
Pmax which has the maximum modularity to choose cores.
For a community Ci ∈ Pmax, we select the strong cluster C′
which has the largest overlapping size RC′(Ci) to its core.
Extended modularity The modularity which is proposed
by Newman et al. [6] to find and evaluate the community
structure has several modifications, such as [17]:
Q(C) =
c∑
i=1
[
kintCi
2m
−
(
ktotCi
2m
)2]
, (3)
where kintCi is the sum of weights of edges inside Ci, and k
tot
Ci
is
the sum of weights of edges incident the nodes inside Ci. We
use the extend modularity to quantify the found community
structure and select the tunable α (see Eq. 1) corresponding
the maximum extended modularity value.
B. Overview of static community detection
We have reviewed the fitness function, the cores of com-
munities, the overlapping size and the extended modularity
function. Then we outline our method in the following:
1) Find strong clusters C′ by repeating Louvain algorithm
until the convergence of P.
2) Select one strong clusters C′ which has the largest
overlapping size with the community Ci ∈ Pmax to the
core for the expansion until no addition of peripheral
nodes would improve its fitness.
3) Go back and continue step 2 until all cores have been
expanded.
Supposing the Louvain algorithm [7] is applied, the running
time of our method is in complexity O(K|E|+M |E|), where
K is the number of running Louvain algorithm to gain the
matrix P, M is the number of cores to be expanded.
IV. OUR METHOD
In this section, we describe our framework in detail. At
a given time t, we denote the temporal graph by Gt, the
community structure by Ct = {C1;t, . . . , Cc;t}, and the set
of cores by Cs;t = {Cs1;t, . . . , Csc;t}. The principle is that
the community structure Ct should follow certain structural
organizations of Gt−1. It makes the community evolution more
regular and reasonable.
We mentioned the cores and the ordering of clustering nodes
in Sec. III. Initializing each core Csi;t−1 ∈ Cs;t−1 into a sub-
community before community detection on Gt, the community
structure Ct is naturally related with its history. To make
the community mining results more reasonable, we randomly
select the portion r ∈ [0, 1] of the core nodes i ∈ Cs;t−1 into
a single sub-community when running Louvain algorithm for
the matrix Pt calculation. Our modification makes our results
be affected with the parameter r.
Furthermore, the problem of how to track the evolution of
communities is critical in characterizing networks with time
varying. Motivated by Greene et al. [18], we select the set
of fronts F = {F1, . . . , Fk} to denote dynamic communities
D = {D1, . . . , Dk}, where each Fi is the first core of
community Di (i.e. when a community Ci;t is found and it
fails to match any dynamic community, we consider a new
dynamic community Di is created whose front is Csi;t, where
Csi;t is the core of Ci;t). The matching between Csi;t and
Dj is through the overlapping size RCi;t(Fj) with a matching
threshold θ ∈ [0, 1]: if RCsi;t(Fj) ≥ θ, Csi;t is considered
as the observation of Dj at time t; if several fronts fit, Csi;t
is matched in descending ordering of their overlapping size;
otherwise, a new dynamic community is formed and denoted
by the front Fk+1 ≡ Csi;t.
V. EXPERIMENTAL STUDIES
A. Benchmark graphs
To validity our method, we apply it on the benchmark
graphs, which are proposed by Greene et al. [18]. These graphs
are constructed by embedding nodes into communities [11]:
the edges are randomly assigned according to the ground truth
and a set of parameters (e.g. the mixing parameter is 0.2, the
average degree is 20, the maximum degree is 40), while the
evolutions of communities are controlled by the community
events: intermittent communities, in which 10% of existing
communities are unobserved for their concealment at each
time step; expansion and contraction, in which 40 randomly
selected communities expand or contract their 25% size at each
time step; birth and death, in which 40 new communities are
constructed to replace 40 existing communities; merging and
splitting, in which 40 communities are randomly selected to
be split, while 40 cases of the merging of two random commu-
nities happen. Applying the parametric modularity [19] with
the resolution parameter γ = 58, we obtain the community
structure having the similar number of communities as the
ground truth.
Figure 1 shows the comparison between the found commu-
nity structure and the ground truth in terms of NMI [11] for
a range of tunable parameter r ∈ [0.01, 0.8]. The more the
result matches the ground truth, the higher the NMI is. If the
found result totally matches the ground truth, NMI is 1. We
observe that our method has the high accuracy in community
detection; the difference of NMI among results is few for
different parameter values r; and the proportionality r = 0.50
has a better performance in the cases of merging and splitting.
Generally, our method has good performances in community
detection on dynamic networks.
B. The blog dataset
Next, we apply the dynamic blog dataset which involves into
the post among blogs and is gained by aggregating interactions
among blogs. Therefore, it’s a growing pattern network.
For simplicity, we select the modularity (Eq.3) for commu-
nity detection, and only show the evolution of core nodes dur-
ing {G1, . . . ,G9} and {G81, . . . ,G89} for r = 0.01, r = 0.50
(with θ = 0.10, see Sec. IV), where the color shows the
assignment of core nodes and the black denotes the absent
of the node or that it is not the core node at time t.
Comparing Fig. 2 and Fig. 3, we note that the evolution of
core nodes in {G1, . . . ,G9} is less stable than {G81, . . . ,G89}:
more nodes are added into the core set, more parts of core
nodes change their memberships, and more emergence of new
dynamic communities over time in Fig. 2. It reveals that the
community structure is easily affected by the temporal varia-
tion if the test network is not gained with certain aggregations
of interaction information.
Considering the outputs for different values r = 0.01, r =
0.50, we observe the few difference: the similar number
of dynamic communities, the similar core node assignment,
the similar modularity value and the similar tendency of
modularity (see Fig. 4). It seems that the outputs of our method
is little influenced by the proportionality r. To prove it, we
select the core node set at time t = 81 for r = 0.01 as the
front set F (see Sec. IV) to identify communities for r = 0.50
(see Fig. 3). Then nearly all communities for r = 0.01 during
{G81, . . . ,G89} can be observed in the community structure
for r = 0.50 (only 3 among 28 for r = 0.50 are failed to be
identified), where results in Fig. 3 are gained following the
historic evolution since G1.
VI. CONCLUSION
In this paper, we introduce a new framework to resolve the
problem of dynamic community detection, which regularizes
communities by initializing sub-communities corresponding
the cores and the proportionality r. To prove its availability, we
apply it on synthetic networks, and gain perfect experimental
performances. The outputs of our method on the blog dataset
show the results at the beginning of the time steps for such
an aggregation network are easily influenced by the temporal
variation. Additionally, the parameter value r has slight effects
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(d) Merging and splitting events
Fig. 1. In terms of the NMI, performances of our method on four synthetic
graphs containing different types of evolution events with time variations.
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(a) Evolution of core nodes for r = 0.01
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(b) Evolution of core nodes for r = 0.50
Fig. 2. Results of our algorithm on the blog dataset during 1st to 9th days
for r = 0.01, r = 0.50. Colors depict the assignment of nodes and nodes
are in the same order in Fig. 2(a) and Fig. 2(b).
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Fig. 3. Results of our algorithm on the blog dataset during 81st to 89th days
for r = 0.01, r = 0.50. Colors depict the assignment of nodes and nodes
are in the same order in Fig. 3(a) and Fig. 3(b).
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Fig. 4. Modularity on the blog dataset over time for r = 0.01, r = 0.50.
in the outputs. We expect our method be a powerful tool in
mining features and properties of complex networks.
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