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ABSTRACT
Turbulence is a dominant feature operating in gaseous flows across nearly all scales in
astrophysical environments. Accordingly, accurately estimating the statistical proper-
ties of such flows is necessary for developing a comprehensive understanding of tur-
bulence. We develop and employ a hierarchical Bayesian fitting method to estimate
the parameters describing the scaling relationships of the velocity power spectra of
supersonic turbulence. We demonstrate the accuracy and other advantages of this
technique compared with ordinary linear regression methods. Using synthetic power
spectra, we show that the Bayesian method provides accurate parameter and error
estimates. Commonly used normal linear regression methods can provide estimates
that fail to recover the underlying slopes, up to 70% of the instances, even when con-
sidering the 2σ uncertainties. Additionally, we apply the Bayesian methods to analyse
the statistical properties of compressible turbulence in three-dimensional numerical
simulations. We model driven, isothermal, turbulence with root mean square Mach
numbers in the highly supersonic regime M ≈ 15. We study the influence of purely
solenoidal (divergence-free) and purely compressive (curl-free) forcing on the scaling
exponent of the power spectrum. In simulations with solenoidal forcing and 10243 res-
olution, our results indicate that there is no extended inertial range with a constant
scaling exponent. The bottleneck effect results in a curved power spectrum at all wave
numbers and is more pronounced in the transversal modes compared with the longi-
tudinal modes. Therefore, this effect is stronger in stationary turbulent flows driven
by solenoidal forcing compared to the compressive one. The longitudinal spectrum
driven with compressive forcing is the only spectrum with constant scaling exponent
ζ = −1.94± 0.01, corresponding to slightly shallower slopes than the Burger’s predic-
tion.
Key words: hydrodynamics, turbulence, method: numerical, method: statistical,
ISM: structure, ISM: kinematics and dynamics
1 INTRODUCTION
Turbulence is a critical component of gaseous flows on nearly
all scales, as it is intimately related to many physical proper-
ties of the medium, such as the morphology, mixing charac-
teristics, and thermal structure. Turbulence is known to play
a strong if not dominant role in a variety of systems, from
terrestrial incompressible flows (e.g. combustion engines,
aerodynamics) to highly supersonic compressible flows of-
ten occurring in astrophysical environments. Consequently,
? E-mail: email@lukaskonstandin.de
accurately characterising the statistical properties of tur-
bulence is necessary for developing a comprehensive under-
standing of fluid dynamics across a wide range of environ-
ments.
The statistical properties of turbulence, such as the
power spectrum, may serve as diagnostics for distinguish-
ing between different models. In the astrophysical context,
for instance, these are analytical and numerical models de-
scribing accretion disks in protoplanetary systems (see e.g.
Meschiari 2012), the dynamics of the interstellar medium
relevant for star formation (see e.g. Mac Low & Klessen
2004; McKee & Ostriker 2007), the formation of star clusters
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and galaxies (Hopkins 2012) and galaxy evolution (Iannuzzi
& Dolag 2012). Turbulence theory is also important in the
description of the diffuse interstellar medium (Elmegreen &
Scalo 2004) and for galactic or protogalactic dynamos (Bran-
denburg & Subramanian 2005; Schober et al. 2012). Despite
its impact across a range of disciplines, a comprehensive the-
oretical understanding of compressible turbulence remains
elusive.
One key assumption of the Kolmogorov (1941) the-
ory describing incompressible turbulence is that the energy
transfer rate from large to small spatial scales  should be
constant. With the definition of a velocity fluctuation δu` at
a length scale ` and its dynamical time-scale τ` = `/δu` one
obtains
 ' δu
2
`
τ`
⇔ δu` ' (`)1/3 . (1)
This indicates that the velocity fluctuations can be described
by a scaling law in the so called inertial range, where the
energy transfer rate  is constant and the flow is not influ-
enced by viscous damping or the energy injection mecha-
nism. From the power law behaviour of the velocity fluctu-
ations a scaling law of the Kolmogorov velocity power spec-
trum P (k) can be derived,
P (k) ∝ 2/3k−5/3 . (2)
The kinetic energy is injected on the large scales and cas-
cades to small scales through non-linear coupling, until vis-
cous effects become important with respect to the advective
terms. At this “dissipation scale” viscous effects cannot be
neglected any more and the kinetic energy is converted into
heat (i.e. internal energy). This description has to be ex-
tended for compressible turbulence. In the incompressible
case, scale locality in k-space is crucial for the Richardson-
Kolmogorov picture of a cascade with constant energy flux
through the scales (Frisch 1995). In k-space non-local, inter-
scale processes arising in compressible turbulence via shock
fronts yield a more complicated situation and equations (1)
and (2) have to be modified under these conditions. The
varying density field and the complex interplay between the
density/pressure distribution with the velocity field have to
be taken into account in a supersonic, compressible flow.
Note that it is not entirely clear which relation accurately
describes the turbulent cascade. Different approaches are
used to expound the scaling of supersonic turbulence (Von
Weizsa¨cker 1951; Lighthill 1955; Kida & Orszag 1990; Hen-
riksen 1991; Fleck 1996; Kritsuk et al. 2007; Pietarila Gra-
ham et al. 2010). For example, following the phenomenolog-
ical arguments of Kolmogorov (1941), Kritsuk et al. (2007)
proposed a universal scaling behaviour for the power spec-
trum of the quantity ρ1/3v (see also Galtier & Banerjee
2011), while others argue that the combination ρ1/2v, re-
lated to the kinetic energy, should be used instead (Kida &
Orszag 1990; Miura & Kida 1995). Alternatively, one could
look at the momentum transport with the unsymmetrical
decomposition for the power spectrum in Fourier space ρ̂v∗v̂
(Pietarila Graham et al. 2010).
The theoretical predictions for the scaling exponents
span only a small range from −5/3 in the incompressible
Kolmogorov (1941) case, over −2 in the shock dominated
Burgers (1948) case and up to −19/9 in the more recent the-
ory of compressible turbulence of Galtier & Banerjee (2011)
for the ρ1/3v spectrum. Therefore, a high precision measure-
ment, as well as exact error estimates are needed to distin-
guish between these model predictions.
Numerical simulations provide a viable avenue for mea-
suring the statistical properties of turbulent flows, and, by
extension, testing theoretical descriptions. It is common
practise to employ normal χ2-based regression methods to
estimate the scaling exponent of the power spectrum of nu-
merical simulations. Systematic errors, such as the influ-
ence of the chosen fitting range, are normally not explicitly
treated. In this paper, we explore how common fitting meth-
ods, and the associated assumptions, affect the resulting pa-
rameter estimates. We develop and compare a hierarchical
Bayesian technique with ordinary fitting methods, with the
goal of quantifying how well the power spectrum in numer-
ical simulations follows an exact power law. We focus here
on the description of the methods and a comparison with
other methods1.
Bayesian inference has the advantage that uncertain-
ties in the data are rigorously and self-consistently treated
(e.g. Kelly 2007; Gelman et al. 2004). Additionally, Bayesian
methods are well suited for hierarchical problems, where dif-
ferent datasets, such as individual snapshots, can be anal-
ysed simultaneously, providing parameter estimates of both
the individuals as well as for the whole population. In
astrophysics, Bayesian methods have been developed for
analysing observational data, such as turbulence in the ISM
(Shetty et al. 2012), analysis of dust extinction (Foster et al.
2013) and spectral energy distributions (Kelly et al. 2012).
Here, we apply a general hierarchical model for the statis-
tical analyses of turbulence in numerical simulations. We
demonstrate that the Bayesian method has important ad-
vantages, including accurate parameter estimation, over tra-
ditional non-hierarchical χ2-based methods.
The paper is organised as follows: Section 2 provides
a description of the simulations and the calculation of the
spectra. We also discuss the caveats of ordinary fitting
routines, explain our implementation of a hierarchical
Bayesian model and demonstrate its advantages on syn-
thetic data. In Section 3 we apply the Bayesian model on
the simulation data and interpret the results. In the last
Section we conclude and summarise our findings.
2 SIMULATIONS AND METHODS
2.1 Properties of the simulations
To model the dynamics of a turbulent gaseous flow, we solve
the equations of hydrodynamics, consisting of the continuity
equation and the Euler equation with a stochastic forcing
term F per unit mass:
∂ρ
∂t
+ (v · ∇)ρ = −ρ∇ · v , (3)
∂v
∂t
+ (v · ∇)v = −∇p
ρ
+ F , (4)
1 We use code written in the R programming language for
our statistical analysis. It is available by sending a request to
email@lukaskonstandin.de .
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Here, ρ denotes the mass density, v the velocity field, and
p the pressure. Observations indicate that the dense inter-
stellar medium and molecular clouds behave as an isother-
mal flow due to efficient cooling processes (Elmegreen &
Scalo 2004). Accordingly, we simulate with equation (3) and
(4) an isothermal medium throughout this study such that
p = ρcs
2, with the sound speed cs.
We employ the FLASH4 (Fryxell et al. 2000; Dubey
et al. 2008) code to solve the set of partial differential equa-
tions (3) and (4). We use the HLL5R solver (Waagan et al.
2011) on a uniform three-dimensional grid. To distinguish
between physical and numerical effects, we run simulations
with 5123, and 10243 grid cells.
We compute the random forcing field F in Fourier space
as described by (Schmidt et al. 2009; Federrath et al. 2010),
dF̂(k, t) = F0(k, Tac)Pζ(k)dW(t)
Tac
− F̂(k, t) dt
Tac
, (5)
where the dW(t) is a three-dimensional Gaussian random
increment with zero mean and standard deviation dt. Pζ(k)
is a projection tensor in Fourier space as a function of the
wave number k. In index notation, this operator is
Pζij(k) = ζP⊥ij(k) + (1− ζ)P‖ij(k) , (6)
where P⊥ = δij − kikj/k2 and P‖ = kikj/k2 are fully
solenoidal and compressive projection operators, respec-
tively, and i, j are ∈ [x, y, z]. The forcing has a finite auto-
correlation time scale, Tac, so that it is smooth in space and
time. The forcing amplitude F0(k) is a three-dimensional
power-law function. The forcing only occurs on the large
(integral) scales 1 6 |k| 6 2, peaking at k = 1, which corre-
sponds to the box size L, as we measure k in units of 2pi/L.
The autocorrelation time-scale of the forcing algorithm is
set equal to the dynamical time-scale Tac = T = L/(2csM)
and we adjust the amplitude of the forcing field, such that
the root mean square Mach number is M ≈ 15. As one of
our goals is to study the influence of the forcing scheme, we
use the projection tensor in Fourier space to get a purely
solenoidal (divergence-free, ∇ · F = 0) and a purely com-
pressive (curl-free, ∇× F = 0) vector field.
We start with homogeneously distributed gas at rest
and let it evolve for ≈ 15T dynamical time scales. The phys-
ical quantities in the simulations are scale-free so that we
define L = 1, the mean mass-density 〈ρ〉 = 1 and cs = 1.
We store the relevant quantities every 0.1T and the fluid
reaches the equilibrium state after about three turbulent
crossing times, so that we have 121 time snapshots in the
state of fully developed turbulence.
2.2 The Fourier spectra
The Fourier spectrum of the velocity field is defined as
P(k)dk = 4pik2vˆ(k) · vˆ∗(k) dk , (7)
where vˆ is the Fourier-transformed velocity field and vˆ∗ its
complex conjugate. With this definition the integral over
the whole k-range corresponds to the square of the Mach
number,
M2 =
∫ ∞
0
P(k)dk , (8)
10−1
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fit in [6 : 14], slope=1.80± 0.03
fit in [8 : 16], slope=1.70± 0.01
Figure 1. Time-averaged power spectrum of the simulation with
10243 grid cells and solenoidal forcing (orange points and er-
ror bars) and three different fits (black solid, dashed and dotted
lines). The error bars correspond to the 1σ time variation of the
power spectrum. All fits seem to describe the behaviour of the
data in different k ranges.
and the zero’th mode contains the averaged velocity field for
velocity components i ∈ x, y, z,
〈vi〉 = Pi(0) = 1
L3
∫ ∞
0
vi(r) d
3r . (9)
In addition to the above mentioned total spectrum, we cal-
culate the spectra of the decomposed velocity field using the
same decomposition as we use for the forcing field (6) and
refer to these as the longitudinal and the transverse spectra
for the curl-free and divergence-free velocity components,
respectively.
We focus in our discussion on the analysis of the ve-
locity power spectrum as an example. It is the easiest and
most commonly used statistical measure to describe turbu-
lent flows. We note that our conclusions about the fitting
range and the comparison between our hierarchical Bayesian
approach and the standard linear regression methods hold
for the distribution of other quantities as well.
2.3 Caveats of the fitting method
In practice, when analysing numerical simulations the scal-
ing exponent is often measured by linear regression in a log-
log plot of the time-averaged power spectrum, or on a k5/3
or k2 compensated spectrum (e.g. Kaneda et al. 2003; Krit-
suk et al. 2007; Lemaster & Stone 2009; Federrath et al.
2010). We describe in the following four common assump-
tions/methods that lead either to inaccurate scaling parame-
ter estimates, or to complications in interpreting the results.
First, in a doubly logarithmic plot it is often difficult
to verify if the best-fit regression line accurately reproduces
the data. Many functions may appear to follow a power law
in a doubly logarithmic plot. For example, if the scaling ex-
ponent varies slightly with k, a simple linear regression in
log-space often does not reveal such fluctuations. To demon-
strate this caveat we perform three fits in slightly varying
ranges on the simulation with solenoidal forcing and 10243
grid cells (Figure 1). The resulting fitting parameters are
c© 2014 RAS, MNRAS 000, 1–10
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listed in the figure. All fits indicate a power law behaviour in
the range 5 . k . 15, although the measured slopes change
significantly. The reason for this is the curved behaviour of
the power spectrum, which does not follow a power law over
an extended range, as we will further discuss in Section 3.
Hence, a qualitative validation whether the fit can reproduce
the measured data is needed.
Second, the k extent of the inertial range is not known
a priori. The above example demonstrates the influence of
the chosen fitting range. It shows that the estimated slopes
strongly depend on the extent in k, because the power-
spectrum slope of the data is not necessarily constant in k.
Depending on the data, the measured error of an ordinary
linear regression method is very small and does not describe
the intrinsic uncertainty of the data (see error estimate in
figure 1 and also Section 2.5), so that this cannot be used
to verify the quality of the chosen fitting range. In this case,
an unbiased estimate of the inertial range is very difficult to
obtain.
Third, a key assumption in a χ2 linear regression is
that the uncertainties are independently and normally dis-
tributed. The common practice of fitting in log space implic-
itly assumes that the uncertainties are normally distributed
in log space. Usually the power spectra are averaged to min-
imise their time-dependence and to reduce the uncertainties
and the scatter. However, averaging data also assumes that
the uncertainties of the data are Gaussian or at least sym-
metrically distributed. Hence, both methods are based on
the assumption of a Gaussian/symmetric scatter, but for
the linear space as well as for the log space. Therefore, per-
forming the averaging in linear space and the χ2 fitting in
log space is not consistent and violates this underlying as-
sumption.
Finally, information such as the time variation and the
intrinsic scatter contained in the data may be neglected
when averaging data. Hierarchical models exploit all the
information in the data, simultaneously estimating model
parameters on multiple levels. In the next Section we in-
troduce a hierarchical Bayesian method to account for these
issues for analysing the turbulent power spectra of numerical
simulations.
2.4 Hierarchical Bayesian inference
To address the issues described above, we develop a hier-
archical Bayesian fitting method. Hierarchical2 modelling
provides significant advantages when the dataset is natu-
rally structured into two or more groups. For instance, the
hydrodynamic simulations provide spatial information of all
relevant quantities, such as the fluid densities and velocities,
at a series of snapshots in time. The data is therefore struc-
tured into temporal groups. We can assess the variation in
the spectrum by analysing the datasets on the individual
time-level, as well as estimate the parameters of the mean
spectrum. Bayesian methods are well suited for estimating
model parameters on multiple levels in a hierarchical model.
With Bayes’ theorem the probability P of a set of pa-
rameters θ given the observed data D can be calculated
2 Hierarchical modelling is often referred to as “multi-level” or
“random-effects” modelling (Gelman & Hill 2007).
P(θ|D) ∝ P(D|θ)P(θ) , (10)
where P(D|θ) is the probability of the set of data D given
the set of parameters θ, known as the likelihood function
L(D|θ). P(θ) is referred to as the prior and is the probabil-
ity of the set of parameters. We will define θ in detail below.
The outcome of Bayesian inference is the probability of the
model parameters θ given the data D and is called posterior
distribution. To evaluate the posterior, we perform a Markov
Chain Monte Carlo (MCMC) sampling of θ for construct-
ing the product of the prior and likelihood. The result of
the Bayesian inference, the posterior, is the joint probability
distribution of the parameters. The errors in each measured
quantity are assumed to be drawn from some a priori de-
fined distributions described by one of the parameters. For
a detailed description of the Bayesian inference method, we
refer the reader to the standard textbooks about statisti-
cal methods (Gelman et al. 2004; Kruschke 2011; Wakefield
2013).
In the following we will describe the construction of the
Bayesian model, using the standard statistical notation. We
describe how quantities are conditionally related, such that
x|y refers to a variable x given a value of y. Characteris-
ing values and their distribution, like x|µ, σ2 ∼ N (µ, σ2)
denotes that x is drawn from a normal distribution
N (x|µ, σ2) = 1√
2piσ
exp
(−(x− µ)2
2σ2
)
, (11)
given the mean value µ and the variance σ2. We also employ
gamma distributions
G(x|s, r) = r
s
Γ(s)
xs−1 exp (−rx) , (12)
for the inverse of the variance with s and r being the shape
and rate parameters, respectively, and Γ the gamma func-
tion. Before performing the fit we standardise the data,
i.e. we transform it with
y˜ ≡ y − µy
σy
, x˜ ≡ x− µx
σx
, (13)
where µ and σ indicate the mean and the standard deviation.
This has the advantages that we know exactly the parameter
range over which we have to sample with the “hyperpriors”
(see definition further below).
In a Bayesian model all quantities are drawn from some
a priori defined distributions. Therefore, we assume that the
velocity power spectrum P (k, t) follows a power law, i.e. a
linear function in log-log space. Additionally, we include a
scatter term δs(ki, tj), which measures the deviations from
a perfect power law,
logP (ki, tj) = A(tj) + log ki ∗ ζ(tj) + δs(ki, tj) . (14)
This equation describes the relationship between the param-
eters on the individual level in the hierarchy. The intercept
A(tj), the power-law index ζ(tj) and the scatter δs(ki, tj)
of each individual time snapshot tj must be drawn from the
prior conditional probability distributions
A(tj)|A, σ2A ∼ N
(
A, σ2A
)
, (15)
ζ(tj)|ζ, σ2ζ ∼ N
(
ζ, σ2ζ
)
, (16)
δs(ki, tj)|σ2∆(tj) ∼ N
(
0, σ2∆(tj)
)
, (17)
c© 2014 RAS, MNRAS 000, 1–10
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1/σ2∆(tj)|s, r ∼ G (s, r) . (18)
The model uses normal distributions for the slope, intercept
and the scatter and a gamma distribution for the inverse of
the variance of the scatter term. The inverse of the variance
is also called precision. We chose a gamma distribution for
the precision of the scatter to have a really broad prior, as
we would like to rely on the data and not the priors.
Those quantities that depend on tj refer to individual
time frames. For instance, ζ(tj) is the slope of the time snap-
shot tj whereas ζ refers to the group slope of the whole
dataset. The fitting results of each relationship above de-
pend on quantities from the higher group level of the hierar-
chy, i.e. describe the time-averaged behaviour of the power
spectrum. The prior assumptions for this final level, which
are called “hyperpriors”, are
A ∼ N (0, 10) , (19)
ζ ∼ N (0, 100) , (20)
1/σ2A ∼ G (0.1, 0.1) , (21)
1/σ2ζ ∼ G (0.1, 0.1) , (22)
s|m, d = m2/d2 , (23)
r|m, d = m/d2 , (24)
m ∼ G (1, 0.1) , (25)
d ∼ G (1, 0.1) . (26)
The model contains the mean, m, and standard deviation, d,
of the scatter term, as they are more intuitive than the shape
and rate parameters of the gamma distribution. The mean
µ and variance σ2 of a gamma distribution with shape s and
rate r is defined as, µ = s/r and σ = s/r2, respectively.
Recall that we normalize the data with equation (13),
so that the averaged intercept is zero and the standardized
slope is just the correlation corr(x, y) ∈ [−1 : 1]. Therefore,
we have broad “hyperpriors” in the model, such that the
fixed values in (19)-(26), e.g. the group slope, is drawn from
a normal distribution with mean µ = 0 and σ2 = 100. All
values in (19)-(26) do affect the number of samples until the
Markov Chain Monte Carlo method converges, but assum-
ing sufficient sampling and that the “true” values lie inside
the priors, they do not affect the end results of the Bayesian
inference. For a more detailed description of the construc-
tion of a Bayesian model we refer the reader to standard
textbooks of statistical data analysis (Gelman et al. 2004;
Kruschke 2011; Wakefield 2013) or recent publications using
similar models (Kelly 2007; Shetty et al. 2013, 2014).
In summary, this Bayesian method explicitly treats the
common fitting issues mentioned in the last Section. That is,
variations of the scaling exponents with time yield a larger
variance of the group slope. Fluctuations of the scaling ex-
ponents with k increase the group scatter σ2∆(tj). Variations
and uncertainties of the measured data are also treated self-
consistently. Both individual and also the global parameters
are estimated simultaneously, avoiding any data-averaging.
Since defining a fitting range introduces a large uncertainty,
we test the Bayesian model on synthetic data in the next
Section, where we fit over a k range of seven points to ob-
tain the “local“ slope of the power spectrum.
2.5 Test with synthetic data
We verify the hierarchical Bayesian model with synthetic
data and compare it with normal linear regression (LR)
methods. We create a synthetic dataset with 121 re-
alisations according to the Bayesian model (equations
(14)−(18)), where the group intercepts, the slopes and the
scatter-precision follow distributions with mean values of
(5,−2, 1000) and standard deviations of (1, 0.4, 200). These
parameters for creating the synthetic data reflect the av-
eraged behaviour of the measured power spectra in log-log
space, where we slightly overestimate the variation in time.
The synthetic data are distributed logarithmically on the
x-axis instead of homogeneously distributed, as we will ap-
ply the methods in log-log space. Figure 2 shows the slope
measured in a fitting range ∆k = 6 (with seven points) as
a function of the point in the centre of the fitting range for
different methods. As we fixed the size of the fitting range
in linear space its width is decreasing with k in log space,
which we will discuss further below. The hierarchical model
rigorously accounts for a number of uncertainties. The pos-
terior probability distribution function (PDF) contains the
resulting fit parameters, for both the group and the individ-
uals. For example, the width of the PDF, or highest density
interval (HDI), of the group slope and intercept yields the
range in plausible parameters, considering the measurement
uncertainty or insufficient statistics, caused by fitting only
seven points.
Figure 2 shows estimates for two different parameters
of the synthetic data. The group slope of the spectra with a
2σ-HDI uncertainty estimate, as well as the 1σ variation of
the slopes with time without an uncertainty estimate. The
green circles correspond to the Bayesian measurement of the
group slope ζ (the mean value in equation 16 and 20) and
its 2σ-HDI interval (green, solid, thick lines), whereas the
grey, dashed, thin lines quantify the variations of the slope
in time using the maximum likelihood value of the standard
deviation σζ in equation (16) and (21). To mimic hierarchi-
cal modelling using a normal linear regression we perform a
fit on each individual time realisation and collect the slopes
and error estimates in two histograms. The mean value of
the resulting histogram with 121 error estimates gives a mea-
surement of the averaged error of the fits (yellow, solid, thick
lines). The mean value of the resulting histogram with 121
slopes provides an estimate of the group slope (blue squares)
and its 1σ-HDI measures the variation in time (blue, dashed,
thin lines). We refer to this method as ’LR-unpooled’ further
below, as it does not average the power spectra of the differ-
ent time snapshots. The red crosses correspond to a normal
linear regression method applied to the spectra averaged in
log space.
All methods in figure 2 have a comparable accuracy for
estimating the maximum likelihood slope, which does not
depend on the scale in the shown range, whereas the error
estimates are significantly different. With normal linear re-
gression applied to the log-averaged spectra, in nearly all
cases (71%) the true slope lies outside the error interval
(the red crosses are in most cases larger than the uncer-
tainty intervals). Alternatively, the error estimates of the
unpooled linear regression (yellow, solid, thick) contain the
correct value in all but one case, and the Bayesian method
(green, solid, thick) contain the correct value in 92% of all
c© 2014 RAS, MNRAS 000, 1–10
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Log-averaged Linear Regression (group slope): µζ ±∆LR
Figure 2. Test on synthetic data with a slope of −2 and time variation of 0.4 (indicated by the horizontal dashed-dotted lines). The
ordinate indicates estimates of the group slope, from three different methods, over an extent of ∆k = 6, plotted with the centre value of
k on the abscissa . We compare the Hierarchical Bayesian, an unpooled linear regression to mimic hierarchical modelling with ordinary
linear regression, and an ordinary linear regression applied to the spectra averaged in log-space. With the former two methods we estimate
the variation of the slope with time (dashed thin lines) as well as the uncertainty of the group slope (thick solid lines). The results of
the log-averaged linear regression is shifted slightly to the left, whereas these of the unpooled method are slightly shifted to the right for
clarity. The creation of the synthetic data and the employed methods are discussed in more detail in Section 2.5.
cases. The uncertainty interval of the unpooled linear re-
gression should contain the correct value in 68% = 1σ, as
we calculate it with the mean value of the histogram of the
individual errors. It increases systematically with k, which
is due to an interplay of the decreasing width of the fitting
range with k in log space and the increasing importance of
the scatter with k, making this method impractical for a
high precision measurement of the scaling exponent of the
power-spectrum. On the other hand, both the unpooled lin-
ear regression model (blue, dashed, thin) as well as the hi-
erarchical Bayesian model (grey, dashed, thin) recover the
variation with time of the group slope of ±0.4.
Figure 2 indicates that the regression method can have
a major influence on the results, especially the error esti-
mate, and should be chosen carefully. The ordinary linear
regression applied to the averaged spectrum stands out neg-
atively, as its error estimate of the mean slope totally fails.
The implementation of a method to mimic hierarchical mod-
elling using a normal χ2-linear regression can recover the
time variation of the group slopes, but its measurement of
the averaged error between the individuals cannot be used
to quantify the uncertainty of the group slope, as it strongly
depends on the scale k and gets too large to distinguish be-
tween the different theoretical models. This is caused by an
interplay of two effects. First, as we assume a fixed distri-
bution for the scatter the relative importance of the scatter
increases with k, which the unpooled linear regression can-
not handle. Second, as we fix the fitting range in linear space,
but fit in log-log space the effective width of the fitting range
decreases with k, influencing the error estimate for the un-
pooled linear regression method. The Bayesian method, on
the other hand, recovers all information about the slope with
a high precision and valid error estimates.
3 RESULTS
Figure 3 shows the total spectra for solenoidal (orange) and
compressive (purple) forcing, compensated with k2, and for
the simulation with 10243 resolution. It clearly indicates
that the compressive forcing yields a spectrum following
the Burgers prediction over an extended range, whereas
the solenoidal forcing yields a curved spectrum. The bump
of energy at intermediate scales k ≈ 20 − 40 is caused
by a phenomenon normally known as the bottleneck effect
(e.g. Dobler et al. 2003; Schmidt et al. 2006; Donzis &
Sreenivasan 2010). We will discuss its influence on the spec-
c© 2014 RAS, MNRAS 000, 1–10
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Figure 3. Total spectra for solenoidal (orange) and compressive
(purple) forcing, compensated with k2, and 10243 resolution.
tra in detail further below using the Bayesian estimate of
the scaling exponent.
Next, we test how the extent of the fitting range in-
fluences the measured scaling exponents. We do this on the
measured spectra instead of synthetic data and therefore use
the simulation with solenoidal forcing and 10243 resolution.
Figure 4 shows the measured group slope ζ(k) as a func-
tion of the centre of the fitting range k for three different
widths of the fitting range ∆k = 2, 6, 10 (thereby includ-
ing 3, 7, 11 points). Increasing the fitting range decreases
the uncertainty in the measured scaling exponent. It also
averages the high-frequency scatter out, without changing
the global functionality on k. On low k values the measure-
ments with small fitting windows estimate steeper slopes.
But this is not a systematic error included by the small fit-
ting ranges. It can be explained by the changing slopes of the
power spectra in the given ranges. We indicate the k ranges
of the different fitting windows on the first point of each
measurement as a horizontal dashed line. The fitting ranges
of all measurements start at k = 4, where the forcing routine
has no direct influence any more. Figure 4 shows that the
spectrum is strongly curved with a steep area at low wave
numbers and gets systematically shallower with increasing
k. So the steep part at small scales k ≈ 5 influences the first
measurement of the ∆k = 10 curve at k = 9 (first green
measurement), whereas the measurement with ∆k = 2 at
k = 9 is only influenced by the slope in k ∈ (8 : 10) and is
therefore systematically shallower (fifth red point). Figure
4 indicates that the scaling exponents of the solenoidal run
span the whole range of theoretical predictions in the scale
range k ∈ (5 : 15).
Figure 5 shows the local group slope measured with
window size ∆k = 6 as a function of the centre of the fit-
ting range k for solenoidal (upper panels) and compressive
forcing mechanism (bottom panels), each for different res-
olutions 5123 and 10243 (red/orange and blue/purple, re-
spectively), and from left to right the local slope of the to-
tal, transverse and longitudinal decomposed spectra. The
grey error bars indicate the time variation of the slope at
each k only for the 10243 simulations. As we measure k
in units of 2pi/L with constant L for different resolution,
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Figure 4. Measured local group slope of the Bayesian method
as a function of the window centre k for three different fitting
window sizes ∆k = 2, 6, 10 (red, orange, green) performed on
the total spectrum of the simulation with 10243 grid points and
solenoidal forcing.
the spectra should overlap on the large scales (low k). The
spectra with 5123 and 10243 resolution deviate from each
other already on the large scales, indicating that they are
not converged with resolution. All spectra are curved in the
displayed range with a slope of ≈ −2 at large scales close to
the forcing routine, a shallow area at intermediate scales,
and systematically decreasing slopes in the range, where
the numerical dissipation can no longer be neglected. This
”bump” is more pronounced for the transverse spectra than
for the longitudinal and is still increasing with resolution. Its
peak appears for solenoidal forcing on larger scales and with
shallower slopes than for compressive forcing. The longitu-
dinal spectrum in the simulation with compressive forcing is
the only case with a constant slope over an extended range
k ∈ (10 : 32), which corresponds to 102, 32 grid cells. Ap-
plying the Bayesian model to this range produces a group
slope ζ = −1.94 with the small 2σ-HDI [−1.95 : −1.93] and
a standard deviation for the time variations σζ = 0.04.
The simulation data indicate large temporal variations
of the slopes ζ with variance σζ ≈ 0.1 − 0.2 (grey error
bars in figure 5) for a window size of ∆k = 6, which is
independent of the forcing, k scale, and the mode of the
analysed spectra. Increasing the fitting range decreases the
temporal fluctuations (compare with the fit results k ∈ (10 :
32) for the longitudinal spectrum and compressive forcing
stated above). Figure 6 shows the same as the left, upper
panel of figure 5, but in addition it provides the estimates
of the individual slopes at the times t ∈ (3, 4, 5, 6)[T ] to
illustrate the fluctuations of the slope ζ for different times.
3.1 Discussion and interpretation
The measurements show that the power spectra are curved
and not converged at a resolution of 5123 and 10243 grid
cells. An accumulation of kinetic energy just before the dis-
sipation wave number is a phenomenon called ”bottleneck
effect“ (e.g. Dobler et al. 2003; Schmidt et al. 2006; Donzis
& Sreenivasan 2010). We interpret the bump in the slopes
c© 2014 RAS, MNRAS 000, 1–10
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Figure 6. Same as in the left, upper panel of figure 5. In addition,
we show the estimates of the slope in the individual times t ∈
(3, 4, 5, 6)[T ] to illustrate the high time variation. We provide
only the uncertainty interval of the t = 3[T ] individual slope
estimation and skip these for the other times for clarity.
as an influence of a numerical, non-physical bottleneck effect
for two reasons. First, the height of the bump is still varying
with resolution. And second, we rely on numerical dissipa-
tion, which is in agreement with the studies of Lamorgese
et al. (2005) showing that the bottleneck in the energy spec-
trum becomes more pronounced as the hyperviscosity index
is increased.
The bottleneck effect peaks at k = 16, 23 for the 10243
simulations with solenoidal and compressive forcing, respec-
tively. It is more pronounced in the transverse than in the
longitudinal spectrum indicating that the dissipation of the
transverse modes of the velocity field is fainter than that of
the longitudinal modes. Increasing the number of shocks in a
simulation by changing the forcing modes from solenoidal to
compressive at constant Mach number decreases the ampli-
tude of the bottleneck effect. We interpret this with the non-
local energy flux through the scales introduced by shocks,
which allows the flow to jump over a range of scales instead
of transporting it steadily through the scales. However, a
detailed study of the energy fluxes of the different velocity
modes is necessary to validate this interpretation.
The reason for the large fluctuations in the slope ζ mea-
sured at different times can be explained as follows. Employ-
ing a constant forcing amplitude in (5) fixes the resulting
Mach number only in a statistical sense. The actual energy
and and momentum injection varies with time depending on
the correlation of the density field and the forcing field. If
the forcing pattern overlaps by chance with a high density
region, more energy gets injected, causing time fluctuations
in the velocity field. These are visible on the power spectra
yielding the variations of the slopes with time.
4 CONCLUSIONS
We introduced a hierarchical Bayesian method for estimat-
ing the scaling exponent of the velocity power spectrum.
We validated it using synthetic data and compared it
with ordinary linear regression models applied to the log
averaged power spectrum and an unpooled linear regression
method to mimic hierarchical modelling. We demonstrate
that the ordinary linear regression model, applied to the
c© 2014 RAS, MNRAS 000, 1–10
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averaged spectra, produces parameter estimates that fail
to recover the underlying slope in ≈ 70% of the measured
points, within the 2σ uncertainties. With the unpooled
linear regression method the time variation of the slope can
be accurately recovered, but the error estimate of the mean
slope systemically increases with the scale k up to ≈ 0.2
at k = 30, which spans basically the entire range of slopes
predicted by theoretical models and can thus not be used
to distinguish between them. The hierarchical Bayesian
method avoids the caveats of the linear regression methods
and can recover the underlying mean behaviour of the
power spectrum, its time variation, as well as all errors and
uncertainty estimates on these quantities. Therefore, the
Bayesian method provides more information, and because of
the correct error estimate, more robust parameter estimates
of the power spectrum. Additionally, we implemented
a routine to apply the hierarchical Bayesian method to
fitting windows, where we change the sizes and placements
systematically, to estimate the uncertainty caused by
defining a fitting range. All improvements of the presented
Bayesian method can also be achieved with the unpooled
linear regression method besides the error estimate of the
mean slope and an estimate of the scatter.
To demonstrate the improvements of such an analysis
we applied it to a ”standard” simulation setup for analysing
supersonic turbulence. The simulations have 10243 resolu-
tion, a large scale forcing field (decomposed in solenoidal
and compressive modes), which accelerates the isothermal
gas to a root mean square Mach number of M ≈ 15. The
grid based simulation code includes artificial numerical
dissipation. Our findings are:
(i) The resolution study with 5123 and 10243 showed
that the scaling exponents of the spectra are varying
significantly with time and scale and are not converged
with resolution.
(ii) Independent of the forcing mechanism, we can rule
out with 2σ = 95% certainty that neither the total, nor
the transverse spectra show an extended range where
the power spectra have constant scaling exponents. They
start at k = 4 with a slope of ≈ −2 for solenoidal (com-
pressive) forcing, reach a bump with shallower slopes of
≈ −1.6 (−1.8) at intermediate scales k ≈ 16 (23) and get
systematically steeper in the dissipation range.
(iii) We interpret the bump in the slopes as numerical,
non-physical bottleneck effect caused by the artificial
numerical dissipation. The bottleneck bump is more pro-
nounced and appears on larger scales in the transverse
spectra in comparison with the longitudinal spectra.
(iv) We find that the forcing method has a more dom-
inant influence on the longitudinal spectra, such that the
solenoidal forcing yields the same curved spectrum and
the compressive one yields a spectrum with a constant
slope in the range k ∈ (10 : 32) of −1.94 with the 2σ-HDI
−1.95 : −1.93 and a standard deviation for the time
variations σζ = 0.04.
(v) We measured the variation of the slope ζ with time
σζ ≈ 0.1 − 0.2 for a window size of ∆k = 6, which is
independent of the forcing, k scale, and the mode of the
analysed spectra. As observations measure only one time
realisation of the power spectrum this uncertainty has to
be taken into account.
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