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We consider a weakly interacting uniform atomic Bose gas with a time-dependent nonlinear cou-
pling constant. By developing a suitable Bogoliubov treatment we investigate the time evolution of
several observables, including the momentum distribution, the degree of coherence in the system, and
their dependence on dimensionality and temperature. We rigorously prove that the low-momentum
Bogoliubov modes remain frozen during the whole evolution, while the high-momentum ones adia-
batically follow the change in time of the interaction strength. At intermediate momenta we point
out the occurrence of oscillations, which are analogous to Sakharov oscillations. We identify two
wide classes of time-dependent behaviors of the coupling for which an exact solution of the prob-
lem can be found, allowing for an analytic computation of all the relevant observables. A special
emphasis is put on the study of the coherence property of the system in one spatial dimension. We
show that the system exhibits a smooth “light-cone effect,” with typically no prethermalization.
I. INTRODUCTION
A most common manner to study confined ultracold
vapors is to remove the trapping potential and to perform
absorption imaging of the cloud. This is the technique
which has been used for imaging the velocity distribution
of the cloud in the first realizations of Bose-Einstein con-
densation (BEC) of trapped vapors [1, 2]. In subsequent
developments of this technique, two-photon Bragg tran-
sitions [3] have been employed for studying the excitation
spectrum of these systems [4, 5]. In these experiments the
momentum imparted to the condensate is measured by
a time-of-flight analysis after switching off the trapping
potential. During the expansion, quasiparticles turn into
real particles which are then imaged (see the review [6]
where this technique is presented, together with its ex-
tensions). The transformation process at hand is called
“phonon evaporation” and has been first theoretically
studied in the context of atomic vapors in Ref. [7]. It
has been shown in this reference that, at least for cylin-
drical elongated BECs, the phenomenon can be effec-
tively described by a quench of the nonlinear interaction
constant whose decrease to zero mimics with good accu-
racy the decrease of the mean field experienced by the
evaporating quasiparticle. The rapidity of this quench
determines the degree of adiabaticity of the conversion
of a quasiparticle into one (or several) true particle(s).
In more recent and refined experimental studies, Bragg
spectroscopy after a quench in interaction [8] and time-
of-flight measurements after the opening of the trap [9]
have been used for studying the momentum distribution
and the quantum depletion.
Actually, this type of quench-like physics is related to a
large variety of physical phenomena and can be envisaged
under a number of different points of view. Only consid-
ering the domain of BEC physics and the related one of
quantum fluids of light, it can be used for studying (1)
quantum phonon evaporation [7, 10–12], (2) the dynam-
ics of quantum fluctuations in an expanding BEC and
analogies with cosmology [13–18], (3) dynamical Casimir
effect [19], (4) correlations [20] and entanglement [21–
25], (5) relaxation and (pre)thermalization [26–33], (6)
the Bose gas at unitarity [34–37], (7) the degree of co-
herence in the system, the effects of dimensionality, the
contact parameter [9, 38], and the condensed fraction [8],
(8) formation of jets in two-dimensional systems [39], (9)
interaction-induced gauge fields by applying an interac-
tion strength modulation synchronized with lattice shak-
ing [40–44], and also (10) “Floquet engineering” of the
two- and three-body scattering in the system [45, 46].
In this work we present a Bogoliubov treatment of a
weakly interacting uniform BEC system (in any dimen-
sion) in which the nonlinear interaction constant is time
dependent. The Bogoliubov method (together with its
low-dimensional generalization) is well documented; it
has the drawback of not taking into account the interac-
tion between quasiparticles, as recently done in Refs. [47–
52], and thus does not address the question of eventual
relaxation within the system. However, the simplicity of
the approach makes it possible to present exact analytic
solutions of the problem for wide types of experimen-
tally relevant time-dependent behaviors. In these cases,
one can compute analytically at each instant of time the
momentum distribution of the system and assess, among
ar
X
iv
:1
81
0.
01
36
2v
2 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 12
 D
ec
 20
18
2many other observables, the degree of coherence in the
system, and its dependence on dimensionality and tem-
perature. In particular, in a quasi-one-dimensional (1D)
regime, we show how the degree of coherence and the
prethermalization are affected by the speed of the quench
and by the initial interaction parameter. We note here
that considering a uniform gas is a simplifying assump-
tion which can be overcome [33, 38] but already yields in-
teresting qualitative results. Furthermore, it corresponds
to realistic platforms since uniform quantum gases are
also being engineered in the laboratory [8, 37, 53].
The paper is organized as follows. The model and
the time-dependent Bogoliubov treatment are presented
in Sec. II. In Sec. III we show that our system can be
mapped onto an infinite collection of time-dependent har-
monic oscillators (TDHOs), whose properties have been
intensively studied in literature. Section IV is devoted
to the analysis of a few models whose evolution equa-
tions can be solved analytically. In these models, one
can compute exactly the one-body density matrix and
characterize the coherence properties, which is done in
Sec. V for quasi-1D and three-dimensional (3D) systems.
We present our conclusions in Sec. VI. In the appen-
dices we report further information about the change of
the initial time at which the time evolution begins (Ap-
pendix A), the proof of the constancy of the quantum
depletion at large times (Appendix B), and some useful
properties of hypergeometric functions (Appendix C).
II. TIME-DEPENDENT BOGOLIUBOV
THEORY
We start our analysis by summarizing the general fea-
tures of the Bogoliubov theory for a BEC with time-
dependent coupling constant. We present two equivalent
approaches for studying the time evolution of the system,
which we call the particle and quasiparticle representa-
tion. They are the subject of Secs. II A and II B, respec-
tively. In Sec. II C we show how these two treatments can
be used to calculate the expectation values of the most
relevant observables.
A. Particle representation
We consider a uniform BEC of N particles of mass m
enclosed in a volume V . The particles interact with each
other via a two-body repulsive contact potential, whose
s-wave scattering length a(t) > 0 depends on time. We
assume that the diluteness criterion ρa3(t)  1, with
ρ = N/V the average density, is fulfilled at any time. Let
Ψˆ(r, t) denote the atomic field operator, which depends
on time because we choose to work in the Heisenberg
picture. By virtue of the above diluteness condition, we
can decompose this field operator as [54]
Ψˆ(r, t) = ψ0(r, t) + δΨˆ(r, t) . (1)
Here, ψ0(r, t) is a space- and time-dependent mean field
describing the condensate fraction, whereas δΨˆ(r, t) rep-
resents the small fluctuations on top of it. The conden-
sate wave function obeys the Gross-Pitaevskii equation
i~ψ˙0(r, t) = −~
2∇2
2m
ψ0(r, t) + g(t) |ψ0(r, t)|2 ψ0(r, t) (2)
and is normalized such that
∫
V
dr |ψ0(r, t)|2 = N . The
nonlinear coupling coefficient is related to the s-wave
scattering length via g(t) = 4pi~2a(t)/m. In writing
Eq. (2) we have assumed that no external trapping is
present. As a consequence, if the system is in a state
with uniform density ρ and zero momentum at the initial
time t0, the wave function only acquires a global phase
during time evolution,
ψ0(r, t) =
√
ρ exp[−iΘ(t)], (3)
where
Θ(t) =
∫ t
t0
dt′ g(t)ρ/~ . (4)
In order to treat the small fluctuations about the
purely condensed state (3) we shall resort to the Bogoli-
ubov theory [54]. We start by taking the Fourier expan-
sion of the fluctuation part of the field operator:
δΨˆ(r, t) =
e−iΘ(t)
V 1/2
∑
k6=0
aˆk(t)e
ik·r. (5)
Here, aˆk (aˆ
†
k) are the annihilation (creation) operators of
a particle with momentum ~k.1 They obey the standard
equal-time bosonic commutation rules [aˆk(t), aˆ
†
k′(t)] =
δk,k′ and [aˆk(t), aˆk′(t)] = [aˆ
†
k(t), aˆ
†
k′(t)] = 0. We hence-
forth drop hats on operators. The Hamiltonian of the
BEC up to quadratic order in ak and a
†
k is
H(t) = E0(t) +
∑
k 6=0
~Ωka†kak
+
g(t)ρ
2
∑
k6=0
(
2a†kak + a
†
ka
†
−k + aka−k +
g(t)ρ
2~Ωk
)
,
(6)
where Ωk = ~k2/2m. Aside from the mean-field contri-
bution E0(t) = g(t)N
2/2V , Hamiltonian (6) also features
a constant energy shift proportional to g2(t). The latter
appears when expressing the coupling constant up to sec-
ond order in the scattering length [54]. Taken alone, this
1 Strictly speaking, the particle operators at time t are
exp[−iΘ(t)]aˆk(t) and exp[iΘ(t)]aˆ†k(t). However, since the phase
Θ(t) plays no role in our calculations, for brevity we will use the
name “particle operator” for ak and a
†
k.
3term diverges; however, its presence is crucial to ensure
the finiteness of the energy of the instantaneous ground
state of the system (see Sec. III A).
Before we move on, we point out that, when the inter-
action strength is time dependent, the above mean-field
and Bogoliubov approaches are valid if τ  τ2B. Here, τ
is the typical time scale characterizing the time variation
of a, while τ2B = ma
2
max/~, where amax = maxt≥t0 a(t),
is the two-body collision time scale. When τ is smaller or
comparable to τ2B (or, more generally, to any few-body
time scale), the behavior of the system becomes sensitive
to the presence of a molecular bound state, which mainly
affects the physics of the large-momentum modes [55–57].
The study of such effects is beyond the scope of this work.
The starting point for studying the time evolution of
the system is represented by the Heisenberg equations
for ak and a
†
−k. They form a closed set of first-order dif-
ferential equations. By introducing the two-component
particle operator Ak = (ak a
†
−k)
T , such equations can
be cast in a matrix form,
i~A˙k(t) = HA,k(t)Ak(t) , (7)
where
HA,k(t) =
(
~Ωk + g(t)ρ g(t)ρ
−g(t)ρ −(~Ωk + g(t)ρ)
)
. (8)
Because of rotational symmetry of the system, all Ak’s
with the same k obey the same equation.
The solution of Eq. (7) with value Ak(t0) at the initial
time t0 can be formally written as
Ak(t) = UA,k(t, t0)Ak(t0) . (9)
Here, UA,k(t, t0) is a 2× 2 matrix that encodes the time
evolution of Ak from t0 to t. We shall refer to it as the
propagator in the particle representation or, for brevity,
the particle propagator. In order to evaluate UA,k(t, t0),
we insert Eq. (9) into (7), and we observe that the re-
sulting relation holds for any choice of the initial value
Ak(t0). This yields
i~U˙A,k(t, t0) = HA,k(t)UA,k(t, t0) . (10)
Thus, the particle propagator is determined by solving
the first-order ordinary differential equation (10) with
initial value UA,k(t0, t0) = 12×2.
The particle propagator enjoys the symmetry prop-
erty σxU∗A,k(t, t0)σx = UA,k(t, t0), where σx is the first
Pauli matrix. This follows from the identities HA,k(t) =
H∗A,k(t) and σxHA,k(t)σx = −HA,k(t), together with the
uniqueness of the solution of Eq. (10) with the given ini-
tial condition. Thus, it can be written in the form
UA,k(t, t0) =
(
α1,k(t, t0) α
∗
2,k(t, t0)
α2,k(t, t0) α
∗
1,k(t, t0)
)
, (11)
with the two independent complex entries satisfying the
initial conditions α1,k(t0, t0) = 1 and α2,k(t0, t0) = 0, as
well as the constraint |α1,k(t, t0)|2−|α2,k(t, t0)|2 = 1. The
latter ensures the preservation of the equal-time bosonic
commutation rules of the particle operators at all times.
B. Quasiparticle representation
In the previous section we have shown how to relate
the time evolution of the system to that of the particle
operators. An alternative framework in which to study
the same problem is the quasiparticle representation. Let
us introduce the instantaneous Bogoliubov annihilation
[bk(t)] and creation [b
†
k(t)] operators through the relation
ak(t) = uk(t)bk(t) + vk(t)b
†
−k(t) . (12)
Here, the instantaneous Bogoliubov weights are given by
uk(t)± vk(t) =
[
Ωk
ωk(t)
]±1/2
, (13)
where ωk(t) is the instantaneous Bogoliubov frequency,
~ωk(t) =
√
~Ωk[~Ωk + 2g(t)ρ] . (14)
Notice that the normalization relation u2k(t) − v2k(t) =
1 holds at all times, consistently with the preser-
vation of the equal-time bosonic commutation rules
[bk(t), b
†
k′(t)] = δk,k′ and [bk(t), bk′(t)] = [b
†
k(t), b
†
k′(t)] =
0 obeyed by the quasiparticle operators. For later conve-
nience, we define the instantaneous sound velocity
c(t) =
√
g(t)ρ
m
(15)
and the instantaneous condensate healing length
ξ(t) =
~
mc(t)
=
~√
mg(t)ρ
. (16)
By defining the two-component operator Bk =
(bk b
†
−k)
T we can rewrite the Bogoliubov transforma-
tion (12) in matrix form,
Ak(t) =Mk(t)Bk(t) , (17)
where
Mk(t) =
(
uk(t) vk(t)
vk(t) uk(t)
)
. (18)
The equation governing the time evolution of Bk is found
by inserting Eq. (17) into (7) and multiplying on the left
by M−1k (t). One obtains
i~B˙k(t) = HB,k(t)Bk(t) , (19)
with
HB,k(t) =M−1k (t)HA,k(t)Mk(t)
− i~M−1k (t)M˙k(t)
= ~
 ωk(t)
iω˙k(t)
2ωk(t)
iω˙k(t)
2ωk(t)
−ωk(t)
 .
(20)
4For time-independent g, HB,k is diagonal and this cor-
responds to a trivial time evolution of the quasiparti-
cles operators, that is, bk(t) = exp[−iωk(t − t0)]bk(t0).
The emergence of the off-diagonal entries is caused by
the term proportional to M˙k(t), which in turn appears
when plugging Eq. (17) into the left-hand side of Eq. (7)
and carrying out the time derivative. The identity
u˙kvk − ukv˙k = ω˙k/(2ωk) has also been used. Physically,
the off-diagonal part of HB,k(t) is associated with the
occurrence of non-adiabatic effects in the system, being
negligible precisely when the time evolution fulfills the
adiabaticity criterion [see Eq. (67) below and the related
discussion].
The formal solution of Eq. (19) is
Bk(t) = UB,k(t, t0)Bk(t0) . (21)
The procedure for calculating the quasiparticle propa-
gator UB,k(t, t0) is analogous to that for UA,k(t, t0) (see
Sec. II A). Combining Eqs. (21) and (19), and imposing
the result to be valid for arbitrary Bk(t0), one gets
i~ U˙B,k(t, t0) = HB,k(t)UB,k(t, t0) . (22)
This equation has to be solved with initial condition
UB,k(t0, t0) = 12×2.
Similar to the case of the particle propagator, from the
property σxHB,k(t)σx = −H∗B,k(t) and the uniqueness of
the solution of Eq. (22) the identity σxUB,k(t, t0)σx =
U∗B,k(t, t0) follows. This means that the quasiparticle
propagator has the form
UB,k(t, t0) =
(
β1,k(t, t0) β
∗
2,k(t, t0)
β2,k(t, t0) β
∗
1,k(t, t0)
)
, (23)
where β1,k(t0, t0) = 1, β2,k(t0, t0) = 0, and |β1,k(t, t0)|2−
|β2,k(t, t0)|2 = 1 (again, this is associated with the con-
servation of the equal-time commutation rules of the
quasiparticle operators).
We conclude the present section by deducing the rela-
tionship between the particle and quasiparticle propaga-
tors. For this, we express Ak(t) and Ak(t0) in Eq. (9)
in terms of Bk(t) and Bk(t0) using Eq. (17). Comparing
with Eq. (21) finally yields
UB,k(t, t0) =M−1k (t)UA,k(t, t0)Mk(t0) . (24)
C. Time evolution of expectation values
Let us now see how to employ the formalism introduced
in the previous sections in the study of the time evolution
of the expectation values of the observables. This can be
done by applying the standard rule of the Heisenberg
representation: one computes the quantum average of a
given observable at time t over the state of the system at
the initial time t0. Hereby we shall denote this kind of
average simply by 〈. . .〉.
The first step is to directly connect the particle opera-
tor Ak(t) at arbitrary time with the quasiparticle opera-
tor Bk(t0) at the initial time. This can be accomplished
combining either Eq. (9) with Eq. (17) at time t0, or
Eq. (17) at time t with Eq. (21). The final result reads
as
Ak(t) =Wk(t, t0)Bk(t0) , (25)
where we have defined the transformation matrix
Wk(t, t0) = UA,k(t, t0)Mk(t0)
=Mk(t)UB,k(t, t0)
=
(
Uk(t, t0) V
∗
k (t, t0)
Vk(t, t0) U
∗
k (t, t0)
)
.
(26)
The entries of Wk(t, t0) are what we denote below as
the “time-propagated” Bogoliubov weights. Their ex-
pressions as functions of the entries of UA,k(t, t0) and
UB,k(t, t0) are
Uk(t, t0) = uk(t0)α1,k(t, t0) + vk(t0)α
∗
2,k(t, t0)
= uk(t)β1,k(t, t0) + vk(t)β2,k(t, t0) ,
(27a)
Vk(t, t0) = uk(t0)α2,k(t, t0) + vk(t0)α
∗
1,k(t, t0)
= uk(t)β2,k(t, t0) + vk(t)β1,k(t, t0) .
(27b)
Notice that |Uk(t, t0)|2− |Vk(t, t0)|2 = 1 by construction.
The main advantage of using the relation (25) [instead
of (17)] is that it makes it possible to directly relate the
expectation values of the observables to the initial distri-
bution of quasiparticles. Besides, when written as func-
tions of Uk(t, t0) and Vk(t, t0), these relations retain the
same form as in the case of time-independent coupling,
where the weights are given by the standard Bogoliubov
expression.
In this work, we will be mainly interested in the en-
tanglement, the density fluctuations, and the coherence
properties in the system at time t. An important ingre-
dient will be the momentum distribution
nk(t) = 〈a†k(t)ak(t)〉
= |Vk(t, t0)|2 +
[|Uk(t, t0)|2 + |Vk(t, t0)|2]Nk(t0) ,
(28)
where the quantity
Nk(t0) = 〈b†k(t0)bk(t0)〉 (29)
is the quasiparticle number distribution at the initial time
t0. For obtaining Eq. (28) [and also Eqs. (38) and (33)
later in this section] we have considered an initial state
for which the anomalous averages 〈b−k(t0)bk(t0)〉 =
〈b†k(t0)b†−k(t0)〉 = 0 (as occurs, for instance, in the case
of a thermal state discussed below).
The method we use is able to tackle any type of initial
Nk(t0). A usual assumption consists in considering that
the initial state corresponds to a thermal equilibrium at
temperature T , in which case
Nk(t0) =
1
exp[~ωk(t0)/kBT ]− 1 , (30)
5with kB the Boltzmann constant. For a system initially in
its ground state at zero temperature one has Nk(t0) = 0,
nk(t) = |Vk(t, t0)|2 , (31)
and the initial momentum distribution is given by the
standard Bogoliubov expression
nk(t0) =
~Ωk + g(t0)ρ
2~ωk(t0)
− 1
2
. (32)
One has nk(t0) ∼ mc(t0)/2~k for k → 0 and nk(t0) ∼
C(t0)/k4 for k → +∞, where C(t0) = ξ−4(t0) is the con-
tact parameter at the initial time.
Other quantities are also important for characterizing
the properties of the system.
(i) The question of entanglement can be addressed by
studying the four-point correlation function in mo-
mentum space:
n
(2)
kk′(t) = 〈:a†k(t)ak(t)a†k′(t)ak′(t) :〉
− 〈a†k(t)ak(t)〉〈a†k′(t)ak′(t)〉
= n2k(t)δk,k′
+ |Uk(t, t0)|2|Vk(t, t0)|2[1 + 2Nk(t0)]2δk,−k′ .
(33)
Here, : . . . : denotes normal ordering of particle op-
erators. For a system initially in its ground state
at T = 0 one has
n
(2)
kk′(t0) = n
2
k(t0)δk,k′ +
[
g(t0)ρ
2~ωk(t0)
]2
δk,−k′ . (34)
The quantum non-separability can be tested
through the violation of the Cauchy-Schwarz in-
equality
n
(2)
kk′(t) ≤
√
n
(2)
kk (t)n
(2)
k′k′(t) . (35)
In our homogeneous system, such a violation can
take place only if k′ = −k and the following condi-
tion is satisfied:
n
(2)
k,−k(t) > n
2
k(t) . (36)
(ii) The question of density fluctuations can be ad-
dressed through the study of the structure fac-
tor S(k, t). The latter is the Fourier transform of
the density-density correlation function or, equiva-
lently, the regularized Fourier transform of the pair
correlation function (see, e.g., [54]). It can be ex-
pressed as
S(k, t) =
1
N
∑
q,p
〈a†q+k(t)aq(t)a†p−k(t)ap(t)〉 . (37)
Notice that here the sums are extended over all mo-
menta, including zero. According to the discussion
of Sec. II A, in the presence of Bose-Einstein con-
densation one has a0(t) = a
†
0(t) =
√
N . Within the
accuracy of Bogoliubov theory, the structure factor
can be calculated by retaining in Eq. (37) only the
terms containing two particle operators with nonva-
nishing momentum (those with just one such oper-
ator cannot contribute because of momentum con-
servation). Then, using the transformation (25),
one ends up with
S(k, t) =
ωk(t0)
Ωk
|Uk(t, t0) + Vk(t, t0)|2 S(k, t0) , (38)
where
S(k, t0) =
Ωk
ωk(t0)
[2Nk(t0) + 1] . (39)
(iii) The coherence properties of the system are intrin-
sically related to the degree of Bose-Einstein con-
densation (cf. Sec. V). In 3D, the sum of nk(t)
over all nonzero momenta gives the condensate de-
pletion ∆N(t). By replacing
∑
k 6=0 with the inte-
gral V
∫
d3k
(2pi)3 , extended over the whole momentum
space, we can write
∆N(t) = V
∫
d3k
(2pi)3
nk(t) . (40)
For a system in its ground state at T = 0 the con-
densate depletion (40) can be computed analyti-
cally and is given by [54]
∆N(t0) =
V
3pi2ξ3(t0)
. (41)
In two dimensions (2D) and 1D the decompo-
sition (1) of the field operator cannot be per-
formed because the fluctuations of the phase are
not small. However, quantum fluctuations in re-
duced dimension can still be studied within Popov’s
approach [58, 59] or, in the case of quasiconden-
sates, through an appropriate extension of Bogoli-
ubov theory [60]. In this respect, we point out
that the time-dependent Bogoliubov approach il-
lustrated in this work is valid in any dimension (see
discussions in Refs. [60, 61]). In Sec. V we will use
all the above tools to characterize the time evolu-
tion of the one-body density matrix ρ(1)(r, r′, t) =
〈Ψˆ†(r, t)Ψˆ(r′, t)〉, which gives information on the
coherence properties of the system.
We conclude this section by briefly discussing what
happens if the BEC flows with a finite constant veloc-
ity v0. In this case, the condensate wave function is
given by the expression (3) multiplied by the additional
phase factor exp{i[mv0 · r − mv20(t − t0)/2]/~}. Con-
cerning the fluctuations on top of the BEC state, the
Bogoliubov Hamiltonian (6) has to be modified adding
6the center-of-mass kinetic energy Nmv20/2 and a further
term
∑
k 6=0 ~k · v0a†kak. This implies the addition of
the quantity ~k ·v0 to HA,k(t) in Eq. (8) and HB,k(t) in
Eq. (20). In turn, the propagators are given by UA,k(t, t0)
and UB,k(t, t0) calculated for v0 = 0, multiplied by the
phase factor exp[−ik ·v0(t− t0)]. It must be emphasized
that, even though this does not alter the final expression
of the observables considered above, the interpretation
of ~k changes: it represents the relative momentum of
the excitation with respect to the condensate, the total
momentum being Nmv0 + ~k.
III. MAPPING ONTO TIME-DEPENDENT
HARMONIC OSCILLATORS
The time-dependent Bogoliubov formalism presented
in Sec. II is in itself sufficient to fully determine the time
evolution of the relevant observables for any choice of
g(t). However, in most cases the solution of the evolu-
tion equations (10) or (22), that is needed to calculate
the time-propagated Bogoliubov weights (27), can only
be obtained numerically. Even when an analytic solu-
tion is available, it is not always obvious how to deter-
mine it. In Sec. III A we will show that our problem can
be mapped to the time-dependent harmonic oscillator
(TDHO). This will enable us to study the properties of
the solution in some interesting limiting cases, such as for
low- (Sec. III B) and high-momentum modes (Sec. III C),
as well as for large evolution times (Sec. III D). This ap-
proach will also prove useful to identify a few exactly
solvable models, as done in Sec. IV.
A. Quadrature representation
We define the quadrature operators as
qk =
1
k
(ak + a
†
−k) =
1
k
√
Ωk
ωk(t0)
(bk + b
†
−k) , (42a)
p−k =
~k
2i
(ak − a†−k) =
~k
2i
√
ωk(t0)
Ωk
(bk − b†−k) . (42b)
They obey the standard equal-time position-
momentum commutation rules [qk(t), pk′(t)] = i~δkk′ ,
[qk(t), qk′(t)] = 0, and [pk(t), pk′(t)] = 0. Furthermore,
one has q†k = q−k and p
†
k = p−k. By rewriting the
Bogoliubov Hamiltonian (6) in terms of the quadrature
operators one gets
H(t) = EGS(t) +
∑
k6=0
[
p†kpk
2m
+
mω2k(t)
2
q†kqk −
~ωk(t)
2
]
.
(43)
Equation (43) shows that the system is equivalent to
a collection of infinitely many complex harmonic oscil-
lators. These oscillators are uncoupled and each one
is characterized by a time-dependent angular frequency
ωk(t). The constant shift EGS(t) is the energy of the
instantaneous ground state of the BEC. The latter is de-
fined as the state that is annihilated by the expression
enclosed in square brackets in Eq. (43) at any time t and
for any k. One has
EGS(t) = E0(t)
+
1
2
∑
k6=0
[
~ωk(t)− g(t)ρ− ~Ωk + g
2(t)ρ2
2~Ωk
]
= E0(t)
[
1 +
128
15
√
pi
√
ρa3(t)
]
,
(44)
where the second term corresponds to the well-known
Lee-Huang-Yang correction to the mean-field energy of
the system [54, 62].
The Heisenberg equations for the quadrature operators
take the canonical form
q˙k =
p−k
m
, p˙−k = −mω2k(t)qk . (45)
By deriving the first of Eqs. (45) with respect to time
and combining the result with the second one, we find
that qk satisfies the TDHO equation
q¨k + ω
2
k(t)qk = 0 . (46)
The solutions of Eqs. (45) with given initial values
qk(t0) and p−k(t0) read as
qk(t) = γ1,k(t, t0)qk(t0) +
γ2,k(t, t0)
mΩk
p−k(t0) , (47a)
p−k(t) = mγ˙1,k(t, t0)qk(t0) +
γ˙2,k(t, t0)
Ωk
p−k(t0) . (47b)
Here, γ1,k and γ2,k are two real functions. Inserting
Eq. (47a) into (46) one immediately verifies that γ1,k and
γ2,k both obey the TDHO equation. The initial condi-
tions they must fulfill are γ1,k(t0, t0) = γ˙2,k(t0, t0)/Ωk =
1 and γ2,k(t0, t0)/Ωk = γ˙1,k(t0, t0) = 0.
Let us now express the time-propagated Bogoliubov
weights (27) in terms of γ1,k and γ2,k. To this purpose,
we first use Eqs. (42) to express the left-hand side of
Eqs. (47) in terms of ak(t) and a
†
−k(t), and the right-hand
side in terms of bk(t0) and b
†
−k(t0). Then, we combine
the results and compare with Eqs. (25) and (26). After
a bit of algebra we find
Uk(t, t0) + Vk(t, t0) =
√
Ωk
ωk(t0)
γk(t, t0) , (48a)
Uk(t, t0)− Vk(t, t0) =
√
ωk(t0)
Ωk
γ˜k(t, t0) , (48b)
where we have defined
γk(t, t0) = γ1,k(t, t0)− iωk(t0)
Ωk
γ2,k(t, t0) (49)
7and
γ˜k(t, t0) =
iγ˙k(t, t0)
ωk(t0)
. (50)
Note that γk and γ˜k are connected to the Fourier trans-
form of the density and phase fluctuations, respectively
(see, e.g., Refs. [54, 61]). Being a linear combination of
γ1,k and γ2,k, γk also fulfills the TDHO equation
γ¨k + ω
2
k(t)γk = 0 , (51)
with initial conditions
γk(t0, t0) = 1 , γ˙k(t0, t0) = −iωk(t0) . (52)
Additionally, computing the Wronskian of γk and γ
∗
k one
finds
Re [γ˜∗k(t, t0)γk(t, t0)] = 1 . (53)
This automatically ensures that the operators given
in Eqs. (47) satisfy the standard equal-time position-
momentum commutation rules at all times. We note here
for completeness that Eq. (38) can be rewritten in a con-
cise form as S(k, t) = |γk(t, t0)|2S(k, t0).
In conclusion, the whole problem of calculating the
time-propagated Bogoliubov weights is reduced to finding
a single solution of Eq. (51). This result will play a crucial
role in the rest of this paper.
B. Freezing of the low-momentum modes
In this section we prove that the low-k modes are
not affected by the time dependence of g, provided that
g(t0) 6= 0. In the regime of k  min{ξ−1(t0),
√
m/~τ},
where τ is the typical time scale characterizing the time
variation of g, we can treat the second term on the
left-hand side of Eq. (51) as a perturbation. Conse-
quently, the solution can be expanded as γk(t, t0) =∑+∞
j=0 γ
(j)
k (t, t0), where the superscript denotes the order
in k. Let us insert this expansion into Eq. (51), collect
all the terms of the same order in k, and equate each one
of them to zero. Up to second order in k we find
γ¨
(0)
k = γ¨
(1)
k = 0 , γ¨
(2)
k + c
2(t)k2γ
(0)
k = 0 . (54)
Recalling that ωk(t0) = c(t0)k + O(k
3), from the
initial conditions (52) for γk one immediately finds
those for the γ
(j)
k up to j = 2: γ
(0)
k (t0, t0) = 1,
γ
(1)
k (t0, t0) = γ
(2)
k (t0, t0) = 0, γ˙
(0)
k (t0, t0) = γ˙
(2)
k (t0, t0) =
0, γ˙
(1)
k (t0, t0) = −ic(t0)k. The integration of Eqs. (54) is
straightforward, and the final result for γk is
γk(t, t0) = 1− ic(t0)(t− t0)k
−
∫ t
t0
dt′
∫ t′
t0
dt′′c2(t′′)k2 +O(k3) .
(55)
This yields the low-k behavior of the the time-propagated
weights (48) under the form
Uk(t, t0) =
1
2
√
2mc(t0)
~k
[
1 +
Z(t, t0)~k
2mc(t0)
+O(k2)
]
,
(56a)
Vk(t, t0) =
1
2
√
2mc(t0)
~k
[
−1 + Z
∗(t, t0)~k
2mc(t0)
+O(k2)
]
,
(56b)
where
Z(t, t0) = 1− 2i
∫ t
t0
dt′mc2(t′)/~ . (57)
Equations (56) show that the leading-order term in
the low-k expansion of the time-propagated Bogoliubov
weights is independent of time. Therefore, for k → 0 all
the k-dependent observables remain frozen to their ini-
tial values during the time evolution, irrespective of the
specific form of g(t).
It is instructive to see what happens if g(t0) = 0. In
this case one can still perform the low-k expansion lead-
ing to Eqs. (54). The only change concerns the initial
values of the time derivatives of the γ
(j)
k ’s: γ˙
(0)
k (t0, t0) =
γ˙
(1)
k (t0, t0) = 0, γ˙
(2)
k (t0, t0) = −iΩk. Then, Eq. (55) is
replaced by
γk(t, t0) = 1− i
∫ t
t0
dt′Z(t′, t0)
~k2
2m
+O(k4) . (58)
The final result for the time-propagated weights (48) is,
up to leading order in k,
Uk(t, t0) = 1− i
∫ t
t0
dt′mc2(t′)/~ +O(k2) , (59a)
Vk(t, t0) = i
∫ t
t0
dt′mc2(t′)/~ +O(k2) . (59b)
Thus, the low-k modes also evolve in time if the coupling
constant is initially vanishing.
Finally, one should notice that the time-dependent
terms in Eqs. (56) and (59) may diverge as t → +∞,
i.e., they may be secular terms. This is just an artifact
of the perturbative expansion carried out in this section.
The correct large-t behavior of all quantities can be ob-
tained through the inclusion of the higher-order terms
in k. However, the conclusion that the low-k modes are
frozen during the time evolution if g(t0) 6= 0 only requires
the constancy of the leading term of Eqs. (56). Thus, it
holds irrespective of the behavior of the subleading con-
tributions.
C. Adiabatic behavior of high-momentum modes
Let us now move to the study of the high-k modes. As
we shall prove, such modes are able to adiabatically fol-
8low the time dependence of the nonlinear coupling coeffi-
cient. For this purpose, we write the complex function γk
in terms of two real quantities Ak and Sk, corresponding
to its amplitude and phase degrees of freedom, respec-
tively [63],
γk(t, t0) = Ak(t, t0)e
iSk(t,t0) . (60)
From Eq. (52) we find that the amplitude and phase must
obey the initial conditions Ak(t0, t0) = 1, A˙k(t0, t0) = 0,
Sk(t0, t0) = 0, and S˙k(t0, t0) = −ωk(t0). Inserting
Eq. (60) into Eq. (51), and separating the real and imag-
inary parts, one gets the coupled second-order equations
A¨k −AkS˙2k + ω2k(t)Ak = 0 , (61a)
AkS¨k + 2A˙kS˙k = 0 . (61b)
Equation (61b) can be integrated straightforwardly. This
gives, taking the initial conditions into account,
S˙k = −ωk(t0)A−2k . (62)
Substituting Eq. (62) into (61a) yields a nonlinear equa-
tion for the sole Ak [64], sometimes called the Ermakov-
Pinney-Milne (EPM) equation:
A¨k + ω
2
k(t)Ak = ω
2
k(t0)A
−3
k . (63)
All the calculations up to this point are exact. How-
ever, the EPM equation is usually hard to solve, except
for some specific choices of the time-dependent coupling
g(t). Here, we are interested in finding an approximate
solution in the limit where the time evolution of the sys-
tem is slow (adiabatic). For a TDHO, this happens when
the temporal variation of the frequency ωk occurs on a
time scale τ much larger than the instantaneous oscilla-
tion period 2pi/ωk(t) at any time (a more quantitative
adiabaticity criterion is provided below). If this holds,
the second-order derivative A¨k, being proportional to
τ−2 (recall that all quantities depend on t/τ), can be
neglected with respect to the other term ω2k(t)Ak in the
left-hand side of Eq. (63). One finds
Ak(t, t0) =
√
ωk(t0)
ωk(t)
. (64)
Then, integration of Eq. (62) immediately yields Sk. The
final result for the adiabatic solution of the TDHO equa-
tion (51) is
γk(t, t0) =
√
ωk(t0)
ωk(t)
exp
[
−i
∫ t
t0
dt′ ωk(t′)
]
. (65)
The corresponding time-propagated Bogoliubov weights
are obtained from Eqs. (48). Neglecting terms propor-
tional to ω˙k(t)/ω
2
k(t) [see Eq. (67) below] one has
Uk(t, t0) = uk(t) exp
[
−i
∫ t
t0
dt′ ωk(t′)
]
, (66a)
Vk(t, t0) = vk(t) exp
[
−i
∫ t
t0
dt′ ωk(t′)
]
. (66b)
Thus, in this case the time-propagated weights coincide
with the instantaneous ones, up to a global dynamic
phase factor. This means that all the observables for
a BEC with a time-dependent coupling have the same
expression as for a static condensate, with the static cou-
pling replaced by g(t): the evolution is adiabatic.
It remains to better clarify the conditions of validity of
the adiabatic approach. As mentioned above, it requires
ω2k(t)Ak(t)  |A¨k(t)|. Taking expression (64) for Ak(t),
and assuming the two characteristic times |ω˙k(t)| /ωk(t)
and
√|ω¨k(t)| /ωk(t) to be of the same order, this even-
tually yields
|ω˙k(t)|
ωk(t)
 ωk(t) . (67)
Inequality (67) states that the rate of variation of the in-
stantaneous oscillation frequency has to be much smaller
than the frequency itself. In other words, ωk(t) has
to vary slowly over an oscillation period, which is in
agreement with the naive discussion above. The adia-
baticity condition (67) actually depends on k. In order
to understand in which range of values of the momen-
tum it is fulfilled, we first rewrite the left-hand side as
|ω˙k(t)| /ωk(t) = Ωk |g˙(t)| ρ/~ω2k(t). Then, we recall that
Eq. (67) has to be satisfied at all times t ≥ t0 to maintain
the adiabaticity for the whole time evolution. After a bit
of algebra we get
Ωk√
g˙maxρ/~

(
1 +
2gminρ
~Ωk
)−3/2
, (68)
where gmin = mint≥t0 g(t) and g˙max = maxt≥t0 |g˙(t)|.
The latter quantity can be approximated as g˙max ≈
∆g/τ , where τ is the time it takes for the coupling con-
stant to change from its initial to its final value, and ∆g
is the corresponding variation of g (in magnitude). Since
the right-hand side of Eq. (68) is always smaller or equal
to 1, we find that the adiabatic approach is accurate for
the high-k modes satisfying
k 
(
4m2ρ∆g
~3τ
)1/4
. (69)
The adiabatic evolution of the tail of the momentum
distribution entails that the contact parameter defined in
Sec. II C exactly coincides at any time with its instanta-
neous value. The latter is given by
C(t) = ξ(t)−4 . (70)
On the other hand, the adiabatic approach is inadequate
to study the properties of the low-k modes. This implies
that the adiabatic prediction for the quantum depletion,
∆N(t) =
V
3pi2ξ3(t)
, (71)
is always approximate. It is expected to be accurate only
if g(t) varies slowly enough in time.
9D. Physics at large evolution time and scattering
formalism
One of the most interesting situations to analyze is
that of a system whose coupling coefficient tends to a
constant value at long evolution times. This problem
can be directly mapped onto the quantum scattering of
a particle from a 1D potential barrier. In order to for-
mulate this analogy in a mathematically consistent way,
it is necessary to define the time-dependent coupling of
our BEC over the whole time axis. Thus, for t ≤ t0 we
take g to be constant and equal to g(t0). At t = t0 the
coupling starts varying in time, and we denote by g(t) its
instantaneous value at t > t0. We further assume that
g(t) tends to a constant value g(+∞) as t → +∞, with
derivative g˙(+∞) = 0. This behavior is shown in Fig. 1.
t0 t→ +∞
g(t0)
g(+∞)
t
g
(t
)
FIG. 1: Sketch of a typical g(t) [with arbitrary time units]:
g(t→ +∞) is a constant and g(t ≤ t0) = g(t0). t0 → −∞ in
the examples considered in Sec. IV, in these cases one further
imposes that g(t) tends to a constant value g(−∞) as t →
−∞, with g˙(−∞) = 0. In all the cases we consider g(t) ≥ 0
for all times.
The key observation is that, under the above as-
sumptions, the TDHO equation (51) has the same for-
mal structure as the Schro¨dinger equation for a particle
moving with zero energy in a static external potential
Vext < 0. The analogy relies on identifying, for the equiv-
alent scattering problem, the physical time t with an ef-
fective position xeff = t such that Vext(xeff) = −ω2k(t).
Here ωk(t) is given by Eq. (14), with g(t) behaving as
illustrated in Fig. 1. Thus, we are effectively studying a
1D quantum scattering problem along the time axis.
It is convenient to write the solution of Eq. (51) in the
form
γk(t, t0) = e
−iωk(t0)(t−t0)fk(t, t0) , (72)
where fk(t, t0) = 1 for t ≤ t0. Inserting the ansatz (72)
into Eq. (51) one finds that fk obeys the second-order
differential equation
f¨k − 2iωk(t0)f˙k + [ω2k(t)− ω2k(t0)]fk = 0 . (73)
At large times the Bogoliubov frequency (14) ap-
proaches a constant value ωk(+∞). Consequently, the
asymptotic expression of the solution of Eq. (51) takes
the oscillating behavior
γk(t, t0) =
t→+∞e
iωk(t0)t0
√
ωk(t0)
ωk(+∞)
×
[
τ←k (t0) e
−iωk(+∞)t + τ→k (t0) e
iωk(+∞)t
]
.
(74)
Here τ←k (t0) and τ
→
k (t0) play the role, in the equiva-
lent 1D scattering problem, of the onward and backward
transfer coefficient, respectively (see, e.g., Ref. [65]). The
relation between these coefficients can be derived from
Eq. (53), which is the analogous of the current conser-
vation. Because of the particular choice of the prefactor
in Eq. (74), at t → +∞ Eq. (53) takes the simple and
intuitive form
|τ←k (t0)|2 − |τ→k (t0)|2 = 1 . (75)
The transfer coefficients generally depend on the specific
functional form of g(t) and on the initial time t0. In
Appendix A we show how, starting from the knowledge of
γk(t, t0), τ
←
k (t0), and τ
→
k (t0) for a given t0, it is possible
to calculate the same quantities for any other initial time
t′0 > t0.
The asymptotic behavior of the time-propagated
weights (48) is easily deduced from the one of γk of
Eq. (74):
Uk(t, t0) =
t→+∞ e
iωk(t0)t0
[
uk(+∞)τ←k (t0)e−iωk(+∞)t
+ vk(+∞)τ→k (t0)eiωk(+∞)t
]
,
(76a)
Vk(t, t0) =
t→+∞ e
iωk(t0)t0
[
vk(+∞)τ←k (t0)e−iωk(+∞)t
+ uk(+∞)τ→k (t0)eiωk(+∞)t
]
.
(76b)
In turn, these expressions enable one to directly compute
the asymptotic value of any observable.
Let us consider a system initially in its ground state at
zero temperature. In this case the momentum distribu-
tion is [from Eq. (28)]
nk(t) =
t→+∞
∣∣∣vk(+∞)τ←k (t0)e−iωk(+∞)t
+ uk(+∞)τ→k (t0)eiωk(+∞)t
∣∣∣2 , (77)
the anti-diagonal part of the four-point correlation func-
tion [from Eq. (33)] reads as
n
(2)
k,−k(t) =t→+∞
∣∣∣uk(+∞)τ←k (t0)e−iωk(+∞)t
+ vk(+∞)τ→k (t0)eiωk(+∞)t
∣∣∣2
×
∣∣∣vk(+∞)τ←k (t0)e−iωk(+∞)t
+ uk(+∞)τ→k (t0)eiωk(+∞)t
∣∣∣2 ,
(78)
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and the structure factor (38) is given by
S(k, t) =
t→+∞
Ωk
ωk(+∞)
∣∣∣τ←k (t0)e−iωk(+∞)t
+ τ→k (t0)e
iωk(+∞)t
∣∣∣2 . (79)
It is worth pointing out that, in general, nk(t), n
(2)
k,−k(t),
and S(k, t) keep oscillating in time even at large t. As
first discussed in Ref. [17] and re-analyzed below, these
oscillations are analogous to the cosmological Sakharov
oscillations [66, 67], which originate in acoustic vibrations
in the primordial plasma of the early universe before the
epoch of recombination. Despite this time dependence,
in 3D it is possible to prove that the condensate depletion
is time independent at large t (see Appendix B) and can
be expressed as
∆N(t) =
t→+∞ V
∫
d3k
(2pi)3
[
|vk(+∞)τ←k (t0)|2
+ |uk(+∞)τ→k (t0)|2
]
.
(80)
Concerning the Sakharov oscillations, the situation is
particularly simple when g(+∞) = 0. In this case one has
ωk(+∞) = Ωk, uk(+∞) = 1, and vk(+∞) = 0. Then,
nk and n
(2)
k,−k become time independent at large time, as
clearly seen from Eqs. (77) and (78):
nk(t) =
t→+∞ |τ
→
k (t0)|2 , (81a)
n
(2)
k,−k(t) =t→+∞ |τ
←
k (t0)|2|τ→k (t0)|2 . (81b)
However, except for the exceptional cases discussed be-
low, S(k, t) remains a time-dependent function, oscillat-
ing at period pi/ωk(+∞). This can be understood as
resulting from the creation of pairs of excitations during
the epoch of time-dependent g(t). Because the system is
homogeneous, momentum conservation imposes that the
excitations are created with opposite momenta ±k. In
our model these pairs, once created, survive when g(t)
reaches its final zero value, and subsequently interfere
constructively each half of their common period.
A rather interesting situation occurs when one has to-
tal transmission across the potential barrier for some k.
This corresponds to the condition τ→k (t0) = 0 or, equiv-
alently, |τ←k (t0)| = 1. For these modes the asymptotic
values of the time-propagated weights (76) coincide, up
to a phase factor, with the corresponding instantaneous
weights (13) at t→ +∞. As a consequence, for this spe-
cific values of k, all the k-dependent observables [includ-
ing the momentum distribution (77), the four-point cor-
relation function (78), and even the structure factor (79)]
are stationary even if g(+∞) 6= 0. Moreover, their val-
ues coincide with those obtained for a BEC with time-
independent coupling equal to g(+∞). This observation
is also related to the discussion of Sec. III C about adi-
abatic evolution. In fact, by noting that
∫ t
t0
dt′ ωk(t′) ∼
ωk(+∞)t+ const. for t→ +∞, one finds that the large-t
behavior of Eq. (66) is of the kind (76) with |τ←k (t0)| = 1
and τ→k (t0) = 0. This means that adiabaticity implies
total transmission across the potential barrier.
Up to now we have always assumed the initial time t0
to be finite. It actually makes sense to consider cases
where t0 → −∞, as we do in Sec. IV. The only ad-
ditional requirements are that g(t) tends to a constant
value g(−∞) at large negative times and g˙(−∞) = 0.
Notice that the global phase factor exp[iωk(t0)t0], first
introduced in Eq. (72) and subsequently entering the
time-propagated weights (76), is ill defined if t0 → −∞.
However, this phase factor does not represent a problem
because it systematically cancels when computing any
observable [for example, it no longer appears in Eqs. (77),
(78), and (79)].
Finally, it is worth stressing that all the large-time ex-
pressions of the present section have been derived within
the framework of Bogoliubov theory. The latter neglects
the interaction between quasiparticles, which is expected
to lead to relaxation in our quantum many-body system
at times t  ~/[g(+∞)ρ] (see Ref. [50]). The study of
such effects goes beyond the scope of this work, within
which the t→ +∞ limit means that t is much larger than
the typical scale of time variation of g(t), while remaining
smaller than the thermalization time.
IV. EXACTLY SOLVABLE MODELS
In this section we discuss in detail three examples
where the TDHO equation (51) can be solved analyt-
ically. These are the steplike (Sec. IV A), the Woods-
Saxon (Sec. IV B), and the modified Po¨schl-Teller cou-
pling (Sec. IV C). Other solvable models may be con-
sidered, for instance the linear piecewise g(t) studied in
Refs. [33, 68].
A. Steplike coupling
The simplest case in which one can calculate every-
thing analytically is when the coupling constant has a
steplike behavior. Let us take2
g(t) =
{
g0 if t < 0 ,
g1 if t > 0 .
(82)
We indicate by ωk,0 and ωk,1 the Bogoliubov fre-
quency (14) before and after the jump, respectively; the
2 In the line of the discussion in Sec. II A, we note here that in
this work we use the steplike coupling (82) to approximately
describe situations where τ2B  τ  ~/(gmaxρ), with gmax =
maxt≥t0 g(t). The results obtained in this way are in good agree-
ment with experimental observations [17, 33].
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corresponding instantaneous weights (13) are denoted by
uk,0, vk,0 and uk,1, vk,1.
The problem is trivial for t0 > 0, hence, in this sec-
tion we take t0 < 0. For negative t, before the jump,
the solution of Eq. (51) with initial value (52) is simply
γk(t, t0) = exp[−iωk,0(t−t0)]. After the jump γk must be
a linear combination of the two oscillating exponentials
exp(±iωk,1t). By requiring the continuity of γk and its
first-order derivative one finds, for t > 0,
γk(t, t0) = e
iωk,0t0
√
ωk,0
ωk,1
(
τ←k e
−iωk,1t + τ→k e
iωk,1t
)
.
(83)
Here, the transfer coefficients are independent of t0 and
read as
τ←k =
1
2
(√
ωk,1
ωk,0
+
√
ωk,0
ωk,1
)
,
τ→k =
1
2
(√
ωk,1
ωk,0
−
√
ωk,0
ωk,1
)
.
(84)
The time-propagated weights (48) and all the observ-
ables can be easily computed from the above formulas.
In particular, before the jump the observables are sta-
tionary. Instead, for a system initially in its ground state
at zero temperature, after the jump the momentum dis-
tribution, the anti-diagonal four-point correlation func-
tion, and the structure factor are obtained by inserting
Eqs. (84) into (77), (78), and (79) (notice that all the
asymptotic formulas given in Sec. III D exactly hold at
any t > 0 for a steplike coupling). This yields
nk(t) = |vk,0|2 + g1(g1 − g0)ρ
2 sin2 ωk,1t
(~Ωk + 2g1ρ)
√
~Ωk(~Ωk + 2g0ρ)
,
(85)
n
(2)
k,−k(t) = nk(t)[nk(t) + 1] , (86)
and
S(k, t) =
Ωk
ωk,0
(
1 +
ω2k,0 − ω2k,1
ω2k,1
sin2 ωk,1t
)
. (87)
Concerning the quantum depletion, after integration
the first term on the right-hand side of Eq. (85) re-
turns the depletion (41) of the condensate before the
jump. The integral of the second term can be eas-
ily computed in the large-t limit. To this purpose one
needs to replace sin2 ωk,1t with
1
2 (see Appendix B)
and to change the integration variable from k to k˜ =√
(~Ωk + 2g0ρ)/(2|g1 − g0|ρ). The final result is
∆N(t) =
t→+∞
V
3pi2ξ30
+
V
2pi2ξ31
∆N˜ . (88)
Here ξ(0,1) = ~/
√
mg(0,1)ρ are the initial and final healing
lengths, and
∆N˜ =

+
√
g21−g20
g1
arccot
√
g0
g1−g0 if g1 > g0 ,
−
√
g20−g21
g1
arccoth
√
g0
g0−g1 if g1 < g0 .
(89)
Two limiting cases deserve special attention. If g1 = 0
one has ωk,1 = Ωk, uk,1 = 1, vk,1 = 0, τ
←
k = uk,0, and
τ→k = vk,0. Inserting this relations into Eqs. (76) one
finds that the time-propagated weights at t > 0 coincide,
up to an oscillating phase, with the instantaneous ones
before the jump. This implies that the momentum dis-
tribution remains frozen to its initial value of Eq. (32)
even at t > 0,
nk(t) = |vk,0|2 , (90)
as one can check directly from Eq. (85). The same be-
havior is also exhibited by the four-point correlation func-
tion and the quantum depletion. It is worth pointing out
that this prediction is consistent with the results of the
recent experiment [8]. In this reference the authors mea-
sured the momentum distribution of a uniform BEC af-
ter turning off the interaction and the trapping potential,
showing that it retains the same value as the prequench
one.
If, instead, g0 = 0, i.e., ωk,0 = Ωk, the transfer coeffi-
cients (84) simplify to τ←k = uk,1 and τ
→
k = −vk,1. The
momentum distribution at t > 0 then becomes
nk(t) = |2uk,1vk,1|2 sin2(ωk,1t) . (91)
and the asymptotic value of the quantum depletion is
∆N(t → +∞) = V/(4piξ31). This is larger by a factor
3pi/4 ' 2.36 than the depletion of a static condensate
with coupling g1.
B. Woods-Saxon coupling
Let us now consider a time-dependent coupling con-
stant of the kind
g(t) = g1 +
g0 − g1
1 + et/τ
, (92)
which has the same analytic form as the Woods-Saxon
potential commonly employed in nuclear physics. This
coupling has been studied numerically in Ref. [22]; the
corresponding scattering problem is known to be ex-
actly solvable, cf. [65, §25, Problem 3]. The Woods-
Saxon coupling varies smoothly and monotonically from
g(−∞) = g0 to g(+∞) = g1 (see Fig. 2), the time scale
for the change being fixed by τ . In the τ → 0 limit
Eq. (92) tends to the steplike coupling (82), and all the
formulas that we are going to deduce in the present sec-
tion reduce to the corresponding ones of Sec. IV A. It is
worth pointing out that, although here we only address
12
the t0 → −∞ case, this choice is not too restrictive. In-
deed, once the solution for this special case is known,
one can use the procedure of Appendix A to extend the
results to arbitrary t0.
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FIG. 2: Woods-Saxon coupling (92) as a function of time.
Here g1/g0 = 0.1 and τ = 0.5 [blue (dark gray) curve],
1.0 [green (intermediate gray) curve], 2.0 [yellow (light gray)
curve]. Times are in units of ~/(g0ρ). Although the drawing
illustrates the case g1 < g0, the results of the present section
hold true also when g1 > g0.
Equation (73) for the Woods-Saxon coupling with t0 →
−∞ becomes
f¨k − 2iωk,0f˙k + (ω2k,1 − ω2k,0)
et/τ
1 + et/τ
fk = 0 , (93)
where we have adopted the same abbreviated notation
ωk,0 = ωk(−∞) and ωk,1 = ωk(+∞) as in Sec. IV A. Af-
ter changing variable from t to ζ = − exp(t/τ) we obtain
ζ(1−ζ)d
2fk
dζ2
+[ck−(1+ak+bk)ζ]dfk
dζ
−akbkfk = 0 , (94)
where we have defined the parameters
ak = i(ωk,1 − ωk,0)τ ,
bk = −i(ωk,1 + ωk,0)τ ,
ck = 1− 2iωk,0τ .
(95)
Equation (94) corresponds to the well-known hypergeo-
metric differential equation [69]. There are two indepen-
dent exact solutions available for this equation. The first
one is fk(ζ) = 2F1(ak, bk, ck; ζ), where 2F1 denotes the
hypergeometric function. From Eq. (72) one deduces the
corresponding solution of the TDHO equation (51),
γk(t, t0 → −∞) = e−iωk,0(t−t0)2F1(ak, bk, ck;−et/τ ) .
(96)
This expression fulfills the initial conditions (52), as can
be easily checked by recalling that 2F1(ak, bk, ck; 0) =
1. Notice that the calculation of the derivative of γk
requires the use of the relation ddζ 2F1(ak, bk, ck; ζ) =
akbk
ck 2
F1(ak + 1, bk + 1, ck + 1; ζ).
For completeness, we mention that the second inde-
pendent solution of Eq. (94) is fk(ζ) = ζ
1−ck
2F1(1 +
ak − ck, 1 + bk − ck, 2 − ck; ζ). Inserting this expression
into Eq. (72) one gets (up to an irrelevant constant fac-
tor) the complex conjugate of Eq. (96). To verify this,
one can first note that from Eqs. (95) the three relations
1 + ak − ck = b∗k, 1 + bk − ck = a∗k, and 2 − ck = c∗k
follow. The above statement is then readily proved using
the identity 2F1(b
∗
k, a
∗
k, c
∗
k; ζ) = [2F1(ak, bk, ck; ζ)]
∗, hold-
ing for real ζ. However this solution is not acceptable
because it does not fulfill the initial conditions (52).
Strictly speaking, the hypergeometric function
2F1(ak, bk, ck; ζ) is defined only for |ζ| < 1. This means
that Eq. (96) is valid only for negative t. However,
it can be extended by analytic continuation to t ≥ 0,
as discussed in Appendix C. In particular, employing
the transformation (C4a) one can see that the large-t
behavior is of the kind (74), with
τ←k (t0 → −∞) =
√
bk − ak
bk + ak
Γ(ck)Γ(bk − ak)
Γ(bk)Γ(ck − ak) ,
τ→k (t0 → −∞) =
√
bk − ak
bk + ak
Γ(ck)Γ(ak − bk)
Γ(ak)Γ(ck − bk) ,
(97)
where Γ is the gamma function.
Now we have everything we need to compute exactly
all the observables of interest. We start by looking at the
zero-temperature momentum distribution at long evolu-
tion times. In Fig. 3 we plot the typical behavior of this
quantity at two different (and large) values of t. It can be
clearly seen that it is non-monotonous and it varies over
time. We have checked that the results obtained from
the exact expression (31) are in excellent agreement with
the asymptotic estimate (77) in this large-t regime.
Figure 4 shows the quantum depletion (40) as a func-
tion of time for two different choices of the final coupling
strength g1. We consider several values of the charac-
teristic time τ , including τ = 0, which corresponds to
the steplike coupling investigated in Sec. IV A. The ex-
act results (solid lines) are compared with the adiabatic
prediction (71) (dashed lines). Notice that the discrep-
ancy between the two is significant when τ is small, and
particularly for τ = 0; however, the agreement becomes
extremely good for the largest values of τ that we con-
sider.
The existence of a crossover between nonadiabatic and
adiabatic behavior of the quantum depletion as τ in-
creases becomes more evident by looking at Fig. 5. Here
we plot the asymptotic value (80) of the depletion as a
function of τ . One can see that for τ → 0 it approaches
the steplike result (88), while as τ → +∞ it goes asymp-
totically to the adiabatic value V/(3pi2ξ31).
Let us now consider the simplest case g1 = 0 and a sys-
tem initially in its ground state at T = 0. According to
Eq. (81a), the stationary value of the T = 0 momentum
distribution at large t coincides with the square modu-
lus of the coefficient τ→k (t0 → −∞) given in Eq. (97).
The analytic formula for this quantity can be signifi-
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FIG. 3: Asymptotic value of the momentum distribution for
the Woods-Saxon coupling as a function of momentum. Here
g1/g0 = 0.5, τ = 1.0, t0 → −∞, and t = 20.0 [blue (dark
gray) solid curve], 25.0 [yellow (light gray) solid curve]. At
each k, nk(t) oscillates around the value |vk(+∞)τ←k (t0)|2 +
|uk(+∞)τ→k (t0)|2, that is indicated by the black dashed curve.
For comparison, we also plot the initial momentum distribu-
tion (32) (black dotted curve). Times are in units of ~/(g0ρ).
Momentum is in units of
√
mg0ρ.
cantly simplified using the identities [Γ(z)]∗ = Γ(z∗),
Γ(1 + z) = zΓ(z), Γ(z)Γ(1 − z) = pi/ sin(piz) (reflec-
tion formula), and sin(iz) = i sinh z. Taking the expres-
sions (95) of the parameters ak, bk, and ck into account
and setting ωk,1 = Ωk, one eventually obtains
nk(t) =
t→+∞
sinh2[pi(Ωk − ωk,0)τ ]
sinh(2piΩkτ) sinh(2piωk,0τ)
. (98)
Notice that in the k → 0 regime the behavior of the
asymptotic momentum distribution, nk(t → +∞) ∼
mc0/2~k [here c0 = c(−∞)], is the same as at the
initial time t0 → −∞. This is in full agreement
with the general findings of Sec. III B. In the oppo-
site limit k → +∞ one has instead nk(t → +∞) ∼
4 sinh2(pimc20τ/~) exp[−2pi(~τ/m)k2].
The anti-diagonal four-point correlation function for
g1 = 0 can be calculated starting from Eq. (81b). Pro-
ceeding as we did for the momentum distribution, we end
up with
n
(2)
k,−k(t) =t→+∞{
sinh[pi(Ωk − ωk,0)τ ] sinh[pi(Ωk + ωk,0)τ ]
sinh(2piΩkτ) sinh(2piωk,0τ)
}2
.
(99)
C. Modified Po¨schl-Teller coupling
The modified Po¨schl-Teller coupling is defined as
g(t) = g1 +
g0 − g1
cosh2(t/τ)
. (100)
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FIG. 4: Quantum depletion for the Woods-Saxon coupling as
a function of time for g1/g0 = 0.1 (top) and g1/g0 = 0.5 (bot-
tom). Here t0 → −∞ and τ = 0.0 (black curves), 0.5 [blue
(dark gray) curves], 1.0 [green (intermediate gray) curves],
2.0 [yellow (light gray) curves]. The solid and dashed lines
show the exact results and the adiabatic prediction (71), re-
spectively. Times are in units of ~/(g0ρ). The depletion is in
units of V/(3pi2ξ30).
This coupling changes monotonically starting from the
value g1 at t → −∞, reaches the value g0 at t = 0,
and then goes back to g1 for t → +∞. g(t) is an even
function of time, and attains a minimum (maximum) at
t = 0 when g0 < g1 (g0 > g1 as illustrated in Fig. 6). As
for the Woods-Saxon coupling, a finite scale τ quantifies
how rapidly the coupling changes over time.
Equation (73) with the modified Po¨schl-Teller coupling
and t0 → −∞ reads
f¨k − 2iωk,1f˙k +
ω2k,0 − ω2k,1
cosh2(t/τ)
fk = 0 . (101)
Notice that here and in the rest of the present section we
are using the notation ωk,0 = ωk(0) and ωk,1 = ωk(±∞).
We deal with Eq. (101) in a way similar to the one il-
lustrated in [65, §23, Problem 5 and §25, Problem 4].
Changing the variable to ζ = [1 + tanh(t/τ)]/2 it be-
comes
ζ(1− ζ)d
2fk
dζ2
+ (ck − 2ζ)dfk
dζ
+ sk(sk + 1)fk = 0 . (102)
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FIG. 5: Asymptotic value of the quantum depletion for the
Woods-Saxon coupling as a function of characteristic time.
Here t0 → −∞ and g1/g0 = 0.1 [blue (dark gray) solid curve],
0.5 [yellow (light gray) solid curve]. The dashed lines indicate
the adiabatic prediction V/(3pi2ξ31) corresponding to the two
above choices of g1/g0. Times are in units of ~/(g0ρ). The
depletion is in units of V/(3pi2ξ30) = ∆N(t→ −∞).
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FIG. 6: Modified Po¨schl-Teller coupling (100) as a function of
time. Here g1/g0 = 0.1 and τ = 0.5 [blue (dark gray) curve],
1.0 [green (intermediate gray) curve], 2.0 [yellow (light gray)
curve]. Times are in units of ~/(g0ρ).
Here we have introduced the two quantities
sk =
1
2
[√
4(ω2k,0 − ω2k,1)τ2 + 1− 1
]
,
ck = 1− iωk,1τ .
(103)
Notice that sk is always a real positive number if g0 > g1.
It is instead real and negative if g1 > g0 and 4(ω
2
k,0 −
ω2k,1)τ
2 + 1 ≥ 0, that is, k ≤√m/[4(g1 − g0)ρτ2]. In all
the other cases sk becomes complex.
Equation (102) has the same form as the hypergeo-
metric equation (94) with ak = −sk and bk = sk + 1.
Consequently, its solutions are expressed in terms of hy-
pergeometric functions. The first independent solution
that we consider is fk(ζ) = 2F1(−sk, sk + 1, ck; ζ). By
plugging it into Eq. (72) one gets
γk(t, t0 → −∞) = e−iωk,1(t−t0)
× 2F1
(
−sk, sk + 1, ck; e2t/τe2t/τ+1
)
.
(104)
This function satisfies both the TDHO equation (51) and
the initial conditions (52). Thus, it will be used in all the
calculations of the remaining part of the present section.
The second independent solution of Eq. (102) is
fk(ζ) = ζ
1−ck
2F1(1−sk− ck, 2+sk− ck, 2− ck; ζ). Here,
the same thing happens as for the Woods-Saxon coupling:
this second solution is not acceptable because it does not
fulfill the initial conditions (52).3
The transfer coefficients for the modified Po¨schl-Teller
coupling can be obtained by applying the transforma-
tion (C4b) to Eq. (104) and taking the large-t limit. The
result is
τ←k (t0 → −∞) =
Γ(ck)Γ(ck − 1)
Γ(ck + sk)Γ(ck − sk − 1) ,
τ→k (t0 → −∞) =
Γ(ck)Γ(1− ck)
Γ(−sk)Γ(sk + 1) .
(105)
An interesting consequence of Eq. (105) is that the modi-
fied Po¨schl-Teller coupling supports total transmission if
g0 > g1. Indeed, Γ(−sk) diverges if sk is a non-negative
integer, which entails the vanishing of τ→k (t0 → −∞).
This happens whenever
k =
√
p(p+ 1)m
(g0 − g1)ρτ2 , p ∈ N . (106)
As discussed at the end of Sec. III D, when k fulfills the
resonance condition (106) the k-dependent observables
are stationary at large times; their values coincide with
those of a BEC with constant coupling g1. Addition-
ally, if g1 = 0, the momentum distribution and the four-
point correlation function have a non-monotonous behav-
ior even if they are stationary at all k’s, and they vanish
at the resonant momenta (106) [see Eqs. (107) and (108)
below]. All these considerations hold for the t0 → −∞
case, but the scenario can partly persist if one switches to
finite t0 (see Appendix A). As shown in Fig. 7, resonant
and quasi-resonant situations are possible if t0 is not too
close to 0 or positive.
The behavior of the quantum depletion (40) as a func-
tion of time is shown in Fig. 8 for several values of τ
3 Inserting the solution fk(ζ) = ζ
1−ck2F1(1 − sk − ck, 2 + sk −
ck, 2− ck; ζ) into Eq. (72) one obtains the complex conjugate of
Eq. (104). In order to check this, it is first convenient to use
the Euler transformation (C3) to rewrite the above expression as
fk(ζ) = [ζ/(1−ζ)]1−ck2F1(sk+1,−sk, 2−ck; ζ). Then, the proof
follows from the identities [ζ/(1 − ζ)]1−ck = e2iωk,1t, sk = s∗k
(for real sk) or sk + 1 = −s∗k (for complex sk), 2− ck = c∗k, and
2F1(−s∗k, s∗k + 1, c∗k; ζ) = [2F1(−sk, sk + 1, ck; ζ)]∗ (for real ζ).
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FIG. 7: Asymptotic value of the momentum distribution for
the modified Po¨schl-Teller coupling as a function of momen-
tum. Here, g1 = 0, τ = 10.0, t0 = −∞ [blue (dark gray)
curve], −20.0 [green (intermediate gray) curve], 0.0 [yellow
(light gray) curve]. Times are in units of ~/(g0ρ). Momen-
tum is in units of
√
mg0ρ.
and g1/g0 (here, and in all the rest of this section, we
consider a system initially in its ground state at T = 0).
As already seen in Sec. IV B for the Woods-Saxons cou-
pling, the exact prediction gets closer and closer to the
adiabatic one (71) as τ increases.
In Fig. 9 we plot the asymptotic depletion (80) as a
function of τ . The behavior of the curve follows from
the property that the initial and final values of the cou-
pling coincide. For small τ , a large number of modes
fall in the small-k part of the momentum distribution
that stays frozen. Consequently, the depletion remains
approximately constant in time. At large τ , instead, the
majority of the modes are in the large-k tail that behaves
adiabatically. Thus, the depletion goes back to its initial
value at the end of the time evolution. For these two
reasons, the values of the depletion before and after time
evolution can differ significantly from each other only for
intermediate τ .
Let us now go back briefly to the case t0 = −∞ and
g1 = 0. According to Eq. (81a), the stationary value of
the momentum distribution at zero temperature can be
found by computing the square modulus of the coefficient
τ→k (t0 → −∞) given in Eq. (105) and setting ωk,1 = Ωk.
The calculation is very similar to the one that led us to
Eq. (98). The result is
nk(t) =
t→+∞
cos2
[
pi
2
√
4(ω2k,0 − Ω2k)τ2 + 1
]
sinh2(piΩkτ)
. (107)
At k → +∞, nk(t → +∞) decreases exponentially
to 0, very roughly as exp[−pi(~τ/m)k2]. Instead, at
k → 0 the momentum distribution tends to a finite value
nk=0(t → +∞) = (2g0ρτ/~)2. The latter could equally
be obtained by calculating the integral (59b) and taking
its square modulus. The anti-diagonal four-point corre-
lation function at zero temperature can be deduced from
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FIG. 8: Quantum depletion for the modified Po¨schl-Teller
coupling as a function of time for g1/g0 = 0.1 (top) and
g1/g0 = 0.5 (bottom). Here, t0 → −∞ and τ = 0.5 [blue
(dark gray) curves], 1.0 [green (intermediate gray) curves],
2.0 [yellow (light gray) curves]. The solid and dashed lines
show the exact results and the adiabatic prediction (71), re-
spectively. Times are in units of ~/(g0ρ). The depletion is in
units of V/(3pi2ξ30).
Eq. (81b) and reads as
n
(2)
k,−k(t) =t→+∞ nk(t)[nk(t) + 1] . (108)
V. QUANTUM COHERENCE IN 3D AND 1D
The degree of quantum coherence of the system is char-
acterized by its one-body density matrix, defined in terms
of the field operator Ψˆ(r, t) as [54, 70]
ρ(1)(r, r′, t) = 〈Ψˆ†(r, t)Ψˆ(r′, t)〉 . (109)
In the weakly interacting regime considered in this work,
ρ(1) can be computed in dimension d = 3 within the
standard Bogoliubov theory of linearized quantum fluc-
tuations. In lower dimension, when d = 1 or 2, the
large phase fluctuations of Ψˆ(r, t) drastically affect the
phase coherence of the system and destroy Bose-Einstein
condensation, the existence of which is at the heart of
standard Bogoliubov theory. However, even in this case,
generalized Bogoliubov theories [58–61] may be employed
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FIG. 9: Asymptotic value of the quantum depletion for the
modified Po¨schl-Teller coupling as a function of characteristic
time. Here, t0 → −∞ and g1/g0 = 0.1 [blue (dark gray) solid
curve], 0.5 [yellow (light gray) solid curve]. The black dashed
line indicates the adiabatic prediction V/(3pi2ξ31). Times are
in units of ~/(g1ρ). The depletion is in units of V/(3pi2ξ31) =
∆N(t→ −∞).
for calculating ρ(1) in the limit of weak interactions and
small density fluctuations. The correct treatment, valid
in any dimension and for any separation |r − r′|, yields
for our nonequilibrium system [31, 71]
ρ(1)(r, r′, t) = ρ exp
[
−∆ρ(r, r, t)−∆ρ(r, r
′, t)
ρ
]
, (110)
where ∆ρ(r, r′, t) is expressed in terms of the quench-
dependent Bogoliubov momentum distribution nk(t) as
∆ρ(r, r′, t) =
∫
ddk
(2pi)d
nk(t) cos[k · (r− r′)] , (111)
and we recall that ρ = ρ(1)(r, r, t) is the density of the
gas, here homogeneous.
When d = 3, the argument of the exponential in
Eq. (110) is small and one may approximate the one-
body density matrix by
ρ(1)(r, r′, t) ' ρ−∆ρ(r, r, t) + ∆ρ(r, r′, t) . (112)
This expression easily compares with the Bogoliubov pre-
diction for ρ(1) [54, 70], only valid in 3D. In particular,
ρ − ∆ρ(r, r, t) = ρ0(t) is nothing but the density of the
condensate, obtained by subtracting to the mean density
ρ of the gas the quantum depletion
∆ρ(r, r, t) =
∫
d3k
(2pi)3
nk(t) =
∆N(t)
V
(113)
[see Eq. (40)]. In this case, off-diagonal long-range or-
der is achieved since the remaining term in Eq. (112),
∆ρ(r, r′, t), vanishes for distant r and r′, and in this case
ρ(1) tends to a finite value equal to the density of the
condensate:
ρ(1)(r, r′, t) −−−−−−−−→
|r−r′|→+∞
ρ0(t) . (114)
Note that the long-time density ρ0(t → +∞) of the
condensate is well defined since, as shown in Sec. III D,
∆N(t) tends to a constant as t→ +∞ [see Eq. (80)].
In lower dimension (d = 1 or 2), the large phase fluc-
tuations of the field operator rule out Bose-Einstein con-
densation [72–75], and the first-order expansion (112) is
not possible. In this case we must rely on the exact ex-
pression (110) to calculate the one-body density matrix
of the system. In the following we focus on the 1D ge-
ometry where one has
ρ(1)(x, x′, t) = ρ exp
{
−1
ρ
∫
dk
2pi
nk(t)
× [1− cos(k|x− x′|)]
}
.
(115)
Here, we substituted the vector notations r, r′, and k
with x, x′, and k, respectively. The momentum distribu-
tion nk(t) appearing in the above expression depends on
the type of quench. For a system initially in a thermal
state nk(t) as given by Eq. (28) may be separated in a
zero-temperature term nk(t)|0 and a remaining contribu-
tion nk(t)|T that vanishes at zero temperature:
nk(t) = nk(t)|0 + nk(t)|T , (116a)
nk(t)|0 = |Vk(t, t0)|2 , (116b)
nk(t)|T = 1 + 2|Vk(t, t0)|
2
exp[~ωk(t0)/(kBT )]− 1 . (116c)
In the next two sections, we separately consider the
case of the steplike coupling (82) (Sec. V A) and of
the Woods-Saxon coupling (92) (Sec. V B). Calculations
are mostly performed at zero temperature, i.e., when
nk(t) = nk(t)|0. A quantitative analysis of how tem-
perature affects ρ(1) is explicitly provided for the steplike
coupling in Sec. V A.
A. Steplike coupling in 1D
This quench protocol was already widely investigated
for 1D systems that initially do not interact (g0 = 0)
and evolve after the quench with a Lieb-Liniger–type
Hamiltonian (g1 6= 0). In this case, both the regimes
of weak [31, 71], strong [76–78], and generic [79, 80]
postquench coupling were analyzed. Here, we focus on
the case where g0 is nonzero and g1 is arbitrary (and thus
possibly zero). Such a model is relevant for describing the
nonequilibrium dynamics of an ultracold gas of weakly
interacting atom bosons aligned along the x axis after
some arbitrary change of the stiffness of the transverse
confining potential Vtrap(y, z, t) = mω
2
⊥(t)(y
2 + z2)/2.
In this case, the 3D s-wave scattering length a does
not depend on time (as assumed in the discussion of
Sec. II A), but the effective 1D coupling constant g(t)
does, since it relates to the transverse trapping frequency
as g(t) = 2~ω⊥(t)a [81].
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Let us first consider the system to be initially in its
ground state at T = 0. In this case, its Bogoliubov mo-
mentum distribution nk(t) = nk(t)|0 after the quench
is explicitly given in Eq. (85), from which we infer the
following dimensionless expression for the corresponding
one-body density matrix:
2pi ρ ξ0 ln
[
ρ(1)(x, x′, t)
ρ
]
= −
∫ +∞
0
dq
(
q2 + 2
q
√
q2 + 4
− 1
)[
1− cos
(
q
|x− x′|
ξ0
)]
+ 8
g1
g0
(
1− g1
g0
)∫ +∞
0
dq
sin2
[
q
4
√
q2 + 4
g1
g0
x0(t)
ξ0
]
q
(
q2 + 4
g1
g0
)√
q2 + 4
×
[
1− cos
(
q
|x− x′|
ξ0
)]
. (117)
In this equation,
x0(t)
ξ0
=
2c0t
ξ0
=
2µ0t
~
(118)
is the time elapsed after the quench in units of ~/(2µ0),
where µ0 = g0ρ denotes the chemical potential of the
system before the quench. The corresponding density
matrix is represented in Fig. 10 as a function of |x−x′|/ξ0
for different values of g1/g0 and x0(t)/ξ0.
The first integral on the right-hand side of Eq. (117)
gives the one-body density matrix of the not-yet-
quenched system, with constant coupling constant g0 [60,
61]. The quench-induced time dependence is embodied in
the second contribution. The latter is zero when g1 = 0
or g0 which is easily understandable. When g1 = 0, the
postquench bosons no longer interact and their ρ(1) func-
tion remains frozen to its initial shape. When g1 = g0,
there is no quench at all and the ρ(1) function is the
equilibrium one with coupling constant g0 at all times.
We also understand the sign of this second contribution:
When g1 < g0 (g1 > g0), the quantum fluctuations are
globally reduced (increased) and coherence is accordingly
increased (reduced).
At short distances, when |x− x′| is much smaller than
min{ξ0, ξ1}, the ρ(1) function is Gaussian, which is typ-
ical of noninteracting systems (see, e.g., Ref. [82]). At
large distances instead, when |x−x′| is much larger than
the Lieb-Robinson–type bound
x1(t) = 2c1t , (119)
ρ(1) decays as a power law:
ρ(1)(x, x′, t) ' ρ
(
exp[2− γ + C(t)]
4
ξ0
|x− x′|
)α
. (120)
In this expression, γ = 0.57(7) is the Euler-Mascheroni
constant and the exponent
α =
1
2piρξ0
(121)
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FIG. 10: Zero-temperature one-body density matrix
ρ(1)(x, x′, t) for a steplike coupling of the form (82) with
g0 6= 0, as given in Eq. (117). Different values of the coupling
ratio g1/g0 and of the dimensionless time x0(t)/ξ0 elapsed
since t = 0 are considered. The black curve, obtained for
g1 = 0 or g0, corresponds to the prequench or the no-quench
equilibrium result [first contribution on the right-hand side
of Eq. (117)]. The gray dashed curves indicate the long-
range behavior (120)–(122) for g1/g0 = 0, 0.75, 1, and 1.5 at
x0(t)/ξ0 = 200. The vertical dotted lines indicate the dimen-
sionless “Lieb-Robinson bounds” x1(t)/ξ0 [see Eq. (119)] for
g1/g0 = 0.25 (green) and g1/g0 = 2 (red) at x0(t)/ξ0 = 100
(light color), 150 (normal color), and 200 (dark color).
is exactly the same as the one governing the long-range
decay of the prequench, equilibrium one-body density
matrix (see, e.g., Refs. [60, 61]). The time- and coupling-
dependent parameter
C(t) = 8 g1
g0
(
1− g1
g0
)
×
∫ +∞
0
dq
sin2
[
q
4
√
q2 + 4
g1
g0
x0(t)
ξ0
]
q
(
q2 + 4
g1
g0
)√
q2 + 4
(122)
embodies the long-distance effect of the quench. C(t)
is plotted as a function of x0(t)/ξ0 for different values of
g1/g0 in Fig. 11(a), and as a function of g1/g0 for different
values of x0(t)/ξ0 in Fig. 11(b). Note that C(t = 0) =
0: In this case, the asymptotic behavior (120) of the
one-body density matrix is just the prequench one. As
expected, C(t) cancels when g1 = 0 or g0 (freezing of
the momentum distribution or no quench, respectively);
it is positive for g1 < g0 (since in this case the quench
leads to an increased coherence) and negative for g1 > g0
(decreased coherence). One may also evaluate its large-
time [that is, x0(t)/ξ0  1] behavior in both limits where
18
0 100 200 300 400 500
x0(t)/ξ0
−4
−2
0
2
4
C(
t)
g1/g0 ∈ {0, 1}
g1/g0 = 0.0025
0.25
0.75
1.5
2
(a)
0 0.4 0.8 1.2 1.6 2
g1/g0
x0(t)/ξ0 = 0
10
30
100
300
500
(b)
FIG. 11: Parameter C(t), as given by Eq. (122), as a function of the dimensionless time x0(t)/ξ0 and for different coupling
ratios g1/g0 [panel (a)], and as a function of g1/g0 for different x0(t)/ξ0 [panel (b)]. For g1 = 0 or g0 (freezing of the momentum
distribution or no quench), one has C(t) = 0 [black solid line on (a) and intersection points of the curves on (b)].
g1 is very small or very large compared to g0. When
g1/g0  1, we replace q2+4g1/g0 with q2 in the integrand
of Eq. (122) and obtain
C(t) =
t→+∞
pi
4
g1
g0
x0(t)
ξ0
. (123)
When g1/g0  1 instead, we replace q2 + 4g1/g0 with
4g1/g0 in the integrand of Eq. (122) and get
C(t) =
t→+∞ −
1
2
g1
g0
{
ln
[√
g1
g0
x0(t)
ξ0
]
+2 ln 2+γ
}
. (124)
In the latter expression we kept subdominant contribu-
tions in order to have a better approximation of the lead-
ing logarithmic term.
The quantity x1(t) introduced in Eq. (119) defines the
boundary between the large-distance regime and what is
sometimes called the “interior of the light cone.” Its value
is indicated in Fig. 10 in units of ξ0 for g1/g0 = 0.25 and
g1/g0 = 2 at the dimensionless times x0(t)/ξ0 = 100, 150,
and 200. Dispersive effects are important in our system
and the speed of sound c1 is not an exact equivalent of
the speed of transport of information. As can be seen
in Fig. 10, this results in the fact that the separation
between the “interior” and the “exterior of the light cone”
is not sharp. A hint of the leaking of information “outside
of the light cone” is the fact that the parameter C(t)
involved in the long-range behavior of ρ(1) depends on t:
the correlation between particles separated by a distance
exceeding the “Lieb-Robinson bound” x1(t) is affected
by the quench.
In the particular case where g0 = 0 and g1 > 0
(not shown in Fig. 10), one has a thermal-like exponen-
tial decrease of ρ(1) “within the light cone,” irrespective
of whether the system is clean [31] or (weakly) disor-
dered [71]. No such prethermalization effect is observed
in the generic situation where g0 6= 0. Note also that,
just beyond x1(t), the one-body density matrix displays
small-amplitude oscillations. The latter originate from
the high-momentum Bogoliubov excitations generated in
response to the sudden quench [31].
In Ref. [33], Schemmer et al. consider a thermally
occupied initial state. This drastically modifies the long-
range behavior of ρ(1), which no longer decays as a power
law but exponentially, both before and after the quench.
In the large-|x−x′| limit, the integral in Eq. (115) is nat-
urally dominated by the infrared contribution. In this
phonon limit, the zero-temperature and thermal contri-
butions to the Bogoliubov momentum distribution (116)
reduce to
nk(t)|0 ' 1
2
1 + (g1/g0 − 1) sin2[k x1(t)/2]
|k| ξ0 , (125)
nk(t)|T ' kB T
µ0
1 + (g1/g0 − 1) sin2[k x1(t)/2]
(k ξ0)2
. (126)
One thus sees that nk(t)|T dominates over nk(t)|0 in the
|k|ξ0  1 regime, which indicates that the long-range ρ(1)
function at finite temperature behaves differently from
its zero-temperature counterpart. The corresponding Bo-
goliubov momentum distribution, which is approximately
equal to (126), then may be cast in the form
nk(t) ' kB T
µ0
1
(k ξ0)2
+ 2
kB T∗
µ0
sin2[k x1(t)/2]
(k ξ0)2
, (127)
where we introduced the effective temperature
T∗ =
1
2
(
g1
g0
− 1
)
T . (128)
Inserting Eq. (127) into Eq. (115) we eventually obtain
the following expression for the long-range ρ(1) function:
ρ(1)(x, x′, t)
ρ
' exp
[
−pi |x− x
′|
ρΛ2(T )
− pi |x− x
′|
ρΛ2(T∗)
]
(129)
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when |x− x′| 6 x1(t), and
ρ(1)(x, x′, t)
ρ
' exp
[
−pi |x− x
′|
ρΛ2(T )
− pi x1(t)
ρΛ2(T∗)
]
(130)
when |x−x′| > x1(t). In the two above equations Λ(T ) =
h(2pimkB T )
−1/2 is the thermal de Broglie wavelength.
As a result, in the very-long-time limit x1(t)/ξ0 →
+∞, the long-range ρ(1) function essentially reaches the
form expected for a weakly interacting 1D thermal state,
ρ(1)(x, x′, t) ' ρ exp
[
−pi |x− x
′|
ρΛ(Tfin)2
]
, (131)
with a final temperature [33]
Tfin = T + T∗ =
1
2
(
1 +
g1
g0
)
T . (132)
We note here that similar results have also been ob-
tained in the theoretical study of a quenched pair of
one-dimensional Bose gases within the Luttinger liquid
approach [83].
Note that with a −pi instead of a −2pi in the argu-
ment of the exponential, the long-range, long-time ther-
mal one-body density matrix (131) is very close to that
of an ideal gas. The difference is due to the fact that the
phase fluctuations are dominant over the density fluctu-
ations in the 1D quasi-ideal regime whereas they equally
contribute in the ideal case (see, e.g., Ref. [84]).
B. Woods-Saxon-type coupling in 1D
In this section, we consider a situation where the non-
linear coupling constant g(t) obeys a smooth temporal
transition from g0 6= 0 to g1 ≥ 0 according to the
law (92). We assume here that the system is initially
in its ground state at T = 0.
From Eq. (115) and the zero-temperature Bogoliubov
momentum distribution (116b) computed using Eqs. (48)
and (96), we obtain the following expression for the one-
body density matrix at some time t ≥ 0:
2pi ρ ξ0 ln
[
ρ(1)(x, x′, t)
ρ
]
= −1
2
∫ +∞
0
dq
∣∣∣∣ q −
√
q2 + 4
(q
√
q2 + 4)1/2
2F1[αq, γq − βq, γq, (1 + e−t/τ )−1]
(1 + et/τ )αq
+ 2
(√
q2 + 4
q
)1/2
αq βq
(αq + βq) γq
2F1[αq + 1, γq − βq, γq + 1, (1 + e−t/τ )−1] et/τ
(1 + et/τ )αq+1
∣∣∣∣2
×
[
1− cos
(
q
|x− x′|
ξ0
)]
,
where, from Eqs. (95),
αq = −i q
4
(√
q2 + 4 −
√
q2 + 4
g1
g0
)
x0(τ)
ξ0
, (133a)
βq = −i q
4
(√
q2 + 4 +
√
q2 + 4
g1
g0
)
x0(τ)
ξ0
, (133b)
γq = 1− i q
2
√
q2 + 4
x0(τ)
ξ0
. (133c)
The corresponding ρ(1) is plotted in Fig. 12 as a function
of |x− x′|/ξ0 for x0(τ)/ξ0 = 10 and for several values of
g1/g0 and x0(t)/ξ0.
As in the case of a steplike quench in g(t), the long-
range ρ(1) function presents a power-law decay roughly
of the form (120). In the present case, contrarily to what
has been done in Eq. (122), an analytic expression for
C(t) is not easily obtained, but one may show by de-
tailed numerical inspection that the exponent α which
governs the large-distance power-law decrease of the zero-
temperature ρ(1) is the same as the one given in Eq. (121),
which governs the long-range behavior of the prequench
one-body density matrix. Also in the present case, the
regular and continuous time dependence of the coupling
parameter smooths out the oscillations observed around
the Lieb-Robinson bound x1(t) for the steplike-quench
one-body density matrix (compare Figs. 10 and 12).
Similar results have been obtained in Ref. [68] in the
framework of Luttinger liquid description for a piecewise
linear function g(t). In this reference, as in the present
work, the light-cone effect is less marked than for an
abrupt quench and accompanied by no oscillations in
ρ(1). Here, however, at variance with Ref. [68], we do
not need to introduce an effective Lieb-Robinson bound
for a correct description of the transition between short-
and long-distance behavior.
VI. CONCLUSION
We have analyzed some of the most relevant proper-
ties of a weakly interacting uniform Bose gas having a
time-varying coupling strength. In three dimensions the
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FIG. 12: Same as Fig. 10 for a Woods-Saxon-type coupling
of the form (92) with x0(τ)/ξ0 = 0, as given in Eqs. (133).
The black curve, obtained for g1 = g0, corresponds to the
no-quench equilibrium result.
system can be considered as a condensate (which can
be described within a mean-field approach) with small
additional quantum fluctuations. These can be treated
within a time-dependent Bogoliubov framework, that en-
ables one to determine the time evolution of any observ-
able. One gets a useful physical insight into the problem
by viewing each excited mode as a time-dependent har-
monic oscillator, whose frequency coincides with the in-
stantaneous Bogoliubov one. Using this correspondence,
we prove some general properties, such as the freezing
of the low-momentum modes, the adiabatic behavior of
the high-momentum ones, and the possible occurrence of
Sakharov oscillations at large evolution times. It would
be interesting to also use the gravitational analogy to
study temporal evolutions relevant in cosmology; work
in this direction is in progress.
Additionally, by mapping the problem onto a scatter-
ing one, we identified a few families of time-dependent
couplings whose evolution equations can be solved ana-
lytically. For these models, we calculate the quantum de-
pletion (in three dimensions) and the full one-body den-
sity matrix (in one dimension), that characterize the de-
gree of coherence of the system. In the one-dimensional
case our results point to the absence of prethermaliza-
tion for a typical quench protocol when the Bose gas is
initially interacting and at zero temperature. On the
other hand, at finite initial temperature, the density ma-
trix evolves to a configuration typical for a new thermal
state [33].
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Appendix A: Change of initial time
Let us assume that we know the solution γk(t, t0) of the
TDHO equation (51) for a given initial time t0, and that
we want to calculate γk(t, t
′
0) with t
′
0 > t0. Evidently,
for t ≤ t′0 one has γk(t, t′0) = exp[−iωk(t′0)(t − t′0)]. For
t > t′0 one can express γk(t, t
′
0) as a linear combination of
γk(t, t0) and γ
∗
k(t, t0). The coefficients of the combination
are set by the requirement that γk(t, t
′
0) and its first-order
derivative be continuous at t = t′0. By doing this, one
ends up with the expression (valid for t > t′0)
γk(t, t
′
0) =
√
ωk(t′0)
ωk(t0)
× [β∗1,k(t′0, t0)γk(t, t0)− β2,k(t′0, t0)γ∗k(t, t0)] .
(A1)
Here, the two quantities β1,k(t
′
0, t0) and β2,k(t
′
0, t0) are
given by
β1,k(t
′
0, t0) + β2,k(t
′
0, t0) =
√
ωk(t′0)
ωk(t0)
γk(t
′
0, t0) , (A2a)
β1,k(t
′
0, t0)− β2,k(t′0, t0) =
√
ωk(t0)
ωk(t′0)
γ˜k(t
′
0, t0) . (A2b)
They coincide with the entries of the quasiparticle prop-
agator (23) calculated at t = t′0. This can be veri-
fied, for instance, starting from Eqs. (27) and expressing
β1,k(t, t0) and β2,k(t, t0) in terms of Uk(t, t0) and Vk(t, t0).
Then, combining the result with Eqs. (48) and setting
t = t′0, one gets the relations (A2).
The large-t behavior of γk(t, t
′
0) can be found from that
of γk(t, t0) given by Eq. (74). One finds
γk(t, t
′
0) =
t→+∞ e
iωk(t
′
0)t
′
0
√
ωk(t′0)
ωk(+∞)
×
[
τ←k (t
′
0)e
−iωk(+∞)t + τ←k (t
′
0)e
iωk(+∞)t
]
,
(A3)
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where the transfer coefficients at the new initial time t′0
are
τ←k (t
′
0) = e
i[ωk(t0)t0−ωk(t′0)t′0]
× [β∗1,k(t′0, t0)τ←k (t0)− β2,k(t′0, t0)τ→k (t0)] ,
(A4a)
τ→k (t
′
0) = e
i[ωk(t0)t0−ωk(t′0)t′0]
× [β∗1,k(t′0, t0)τ→k (t0)− β2,k(t′0, t0)τ←k (t0)] .
(A4b)
Appendix B: Proof of the constancy of the
asymptotic value of the condensate depletion
The starting point is the asymptotic expression (77) of
the momentum distribution, which we rewrite expanding
the square modulus:
nk(t) =
t→+∞ |vk(+∞)τ
←
k (t0)|2 + |uk(+∞)τ→k (t0)|2
+ 2uk(+∞)vk(+∞)
× Re
[
τ←k (t0)τ
→∗
k (t0)e
−2iωk(+∞)t
]
.
(B1)
Integrating both sides of this equality over the whole mo-
mentum space one reproduces Eq. (80), provided that
the integral of the third term on the right-hand side van-
ishes for t → +∞. This statement is trivially true if
g(+∞) = 0 because vk(+∞) = 0. Therefore, we need to
prove that it also remains valid when g(+∞) 6= 0. Let
us then try to evaluate∫
d3k uk(+∞)vk(+∞)τ←k (t0)τ→∗k (t0)e−2iωk(+∞)t
= −2pi
∫ +∞
0
dk k2
g(+∞)ρ
~ωk(+∞)τ
←
k (t0)τ
→∗
k (t0)e
−2iωk(+∞)t .
(B2)
Here, we have performed the trivial integration over the
solid angle and we have used the explicit formulas (13)
for the instantaneous Bogoliubov weights. It is conve-
nient to change the integration variable to η = ωk(+∞)t.
The Bogoliubov dispersion (14) can be easily inverted to
express k as a function of η/t. We get
k = ξ−1(+∞)
√
2[(1 + η2/t˜2)1/2 − 1] , (B3)
where t˜ = g(+∞)ρt/~ is a dimensionless time
variable. Then, Eq. (B2) can be rewritten as
−2√2piξ−3(+∞) ∫ +∞
0
dη F (η, t˜) e−2iη, where
F (η, t˜) =
1
(1 + η2/t˜2)1/2
[
(1 + η2/t˜2)1/2 − 1
t˜2
]1/2
× τ←η/t˜(t0)τ→∗η/t˜ (t0) .
(B4)
We notice that the first factor in the right-hand size of
Eq. (B4) tends to 1 as t˜→ +∞, whereas the second one
behaves like η/
√
2t˜2. It remains to understand what hap-
pens to the transfer coefficients τ←
η/t˜
(t0) and τ
→∗
η/t˜
(t0) in
this limit. To this purpose, we make use of the relations
τ←k (t0) = lim
t→+∞
{
e−iωk(t0)t0eiωk(+∞)t
× 1
2
[√
ωk(+∞)
ωk(t0)
γk(t, t0) +
√
ωk(t0)
ωk(+∞) γ˜k(t, t0)
]}
,
(B5a)
τ→k (t0) = lim
t→+∞
{
e−iωk(t0)t0e−iωk(+∞)t
× 1
2
[√
ωk(+∞)
ωk(t0)
γk(t, t0)−
√
ωk(t0)
ωk(+∞) γ˜k(t, t0)
]}
.
(B5b)
Equations (B5) follow from the asymptotic expressions
of γk [see Eq. (74)] and γ˜k (easily deduced from that of
γk). In Sec. III B we have seen that, if g(t0) 6= 0, then
γk(t, t0)→ 1 and γ˜k(t, t0)→ 1 for k → 0. This yields
τ←k (t0)τ
→∗
k (t0) =
k→0
1
4
[√
g(+∞)
g(t0)
−
√
g(t0)
g(+∞)
]
. (B6)
Instead, if g(t0) = 0, at low k one has γk(t, t0) → 1,
γ˜k(t, t0)→ Z(t, t0) [with Z given by Eq. (57)], and
τ←k (t0)τ
→∗
k (t0) =
k→0
mc(+∞)
2~k
. (B7)
Thus, we find that in the t˜ → +∞ limit the product
τ←
η/t˜
(t0)τ
→∗
η/t˜
(t0) approaches a finite value if g(t0) 6= 0,
while it behaves like t˜/2η if g(t0) = 0. In both cases
F (η, t˜) vanishes at large times, and so does its integral
over η. Hence, we conclude that the time-dependent
terms in Eq. (B1) do not contribute to the total depletion
at t→ +∞.
Appendix C: Analytic continuation of
hypergeometric functions
The hypergeometric function is usually defined as the
sum of the power series [69]
2F1(a, b, c; z) =
+∞∑
n=0
(a)n(b)n
(c)n
zn
n!
, (C1)
where (a)n = Γ(a+ n)/Γ(a) is the Pochhammer symbol.
This power series converges only if |z| < 1. However,
the hypergeometric function can be analytically contin-
ued along any path in the complex plane that avoids the
branch points z = 1 and ∞. For instance, in Sec. IV B
22
we had to consider hypergeometric functions with real
negative argument. One can deal with such a situation
by resorting to the Pfaff transformations
2F1(a, b, c; z) = (1− z)−a2F1(a, c− b, c; zz−1 ) , (C2a)
2F1(a, b, c; z) = (1− z)−b2F1(c− a, b, c; zz−1 ) . (C2b)
These identities hold where the domains of the func-
tions on both sides overlap. If |z| ≥ 1 and Re z < 1/2,
Eqs. (C2) define the analytic continuation of the hy-
pergeometric function to this latter domain, where the
right-hand side is well defined. An additional advantage
of Eqs. (C2) is that they provide a more efficient way
to compute numerically the hypergeometric function for
negative argument. Indeed, since
∣∣∣ zz−1 ∣∣∣ < |z| when z < 0,
the power series expansions (C1) of the functions on the
right-hand side converge faster than that of 2F1(a, b, c; z).
The composition of the two Pfaff transformations yields
the Euler transformation
2F1(a, b, c; z) = (1− z)c−a−b2F1(c− a, c− b, c; z) . (C3)
There are many other identities in literature that allow
one to establish the analytic continuation of the hyper-
geometric function [69]. Among these we mention the
following:
2F1(a, b, c; z) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a) (−z)
−a
× 2F1(a, 1− c+ a, 1− b+ a; z−1)
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b) (−z)
−b
× 2F1(b, 1− c+ b, 1− a+ b; z−1) ,
(C4a)
2F1(a, b, c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
× 2F1(a, b, a+ b− c+ 1; 1− z)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− z)c−a−bz1−c
× 2F1(1− b, 1− a, c− a− b+ 1; 1− z) .
(C4b)
Equations (C4a) and (C4b) are used in Secs. IV B
and IV C, respectively, to analytically extend the solu-
tions of the TDHO equation for the Woods-Saxon and
the modified Po¨schl-Teller couplings. They are especially
useful for extrapolating the large-t behavior, yielding the
transfer coefficients. Notice that, strictly speaking, the
domains of the hypergeometric functions on the two sides
of the identity (C4a) do not overlap: the left-hand side
is defined for |z| < 1, the right-hand side for |z| > 1. In
writing this formula we implicitly assume that an inter-
mediate analytic continuation around z = −1 is made,
e.g., through the Pfaff transformations (C2). Concern-
ing Eq. (C4b), both sides are simultaneously defined for
0 < z < 1, hence, there is no need for intermediate con-
tinuations.
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