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Abstract
In recent years, the applications of Unmanned Aerial Systems (UAS) has become
more and more popular. We envision that in the near future, the complicated and
high density UAS traffic will impose significant burden to air traffic management.
Lot of works focus on the application development of individual Small Unmanned
Aerial Systems (sUAS) or sUAS management Policy, however, the study of the UAS
cluster behaviors such as forecasting and managing of the UAS traffic has generally
not been addressed. In order to address the above issue, there is an urgent need to
investigate three research directions. The first direction is to develop a high fidelity
simulator for the UAS cluster behavior evaluation. The second direction to study real
time trajectory planning algorithms to mitigate the high dense UAS traffic. The last
direction is to investigate techniques that rapidly and accurately forecast the UAS
traffic pattern in the future. In this thesis, we elaborate these three research topics
and present a universal paradigm to predict and manage the traffic for the large-scale
unmanned aerial systems.
To enable the research in UAS traffic management and prediction, a Java based
Multi-Agent Air Traffic and Resource Usage Simulation (MATRUS) framework is first
developed. We use two types of UAS trajectories, Point-to-Point (P2P) and Man-
hattan, as the case study to describe the capability of presented framework. Various
communication and propagation models (i.e. log-distance-path loss) can be integrated
with the framework to model the communication between UASs and base stations.
The results show that MATRUS has the ability to evaluate different sUAS traffic
management policies, and can provide insights on the relationships between air traf-
fic and communication resource usage for further studies. Moreover, the framework
can be extended to study the effect of sUAS Detect-and-Avoid (DAA) mechanisms,
implement additional traffic management policies, and handle more complex traffic
demands and geographical distributions.
Based on the MATRUS framework, we propose a Sparse Represented Temporal-
Spatial (SRTS) UAS trajectory planning algorithm. The SRTS algorithm allows the
sUAS to avoid static no-fly areas (i.e. static obstacles) or other areas that have
congested air traffic or communication traffic. The core functionality of the routing
algorithm supports the instant refresh of the in-flight environment making it appropri-
ate for highly dynamic air traffic scenarios. The characterization of the routing time
and memory usage demonstrate that the SRTS algorithm outperforms a traditional
Temporal-Spatial routing algorithm.
The deep learning based approach has shown an outstanding success in many
areas, we first investigated the possibility of applying the deep neural network in
predicting the trajectory of a single vehicle in a given traffic scene. A new trajectory
prediction model is developed, which allows information sharing among vehicles using
a graph neural network. The prediction is based on the embedding feature, which
is derived from multi-dimensional input sequences including the historical trajectory
of target and neighboring vehicles, and their relative positions. Compared to other
existing trajectory prediction methods, the proposed approach can reduce the pre-
diction error by up to 50.00%. Then, we present a deep neural network model that
extracts the features from both spatial and temporal domains to predict the UAS
traffic density. In addition, a novel input representation of the future sUAS mission
information is proposed. The pre-scheduled missions are categorized into 3 types
according to their launching times. The results show that our presented model out-
performs all of the baseline models. Meanwhile, the qualitative results demonstrate
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1.1 Outline and Main Contributions
The introduction of unmanned aircraft systems (UAS) into the global airspace creates
both an opportunity and a challenge for the aviation industry. It is foreseeable that
the emerging technology of UAS will enable many new applications such as package
delivery, rescue mission, senior assistance, etc. The traffic demand from new entrants
in low-altitude airspace is forecasted to be orders of magnitude far greater than exist-
ing commercial aviation. Demands for controlling and monitoring this airspace will
increase in particular large, metropolitan areas. The safe and efficient operation of
the UAS has two minimum requirements, a set of disjoint flight trajectories that en-
sures the minimum distance between the sUAS (under 55 lbs) and a reliable wireless
communication channel that guarantees the exchange of status report, command and
control information between the sUASs and Ground Control Stations (GCSs).
Cellular-connected sUAS communications, where the sUAS are supported by base
stations as new aerial users, has recently attracted attention from the research com-
munity [1], [2]. Due to the availability of the existing infrastructure and rapid devel-
opment of 5G technology, this becomes a promising solution for UAS communication.
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However, these studies generally consider small number of sUAS (e.g., a single sUAS
in [1]) and do not address air space management. One of the key aspects of the
research is to determine the conditions and limits under which commercial cellular
networks (4G / 5G) can support large scale Unmanned Aerial System Traffic Man-
agement (UTM) operations and to understand and exploit the inter-relationships
between availability of communication resources and airspace traffic demand/density.
The literature and research on UAS and cellular networks has focused on the analysis
of the connectivity between the UAS and a ground cellular Base Station (BS) and
how to manage aerial signal interference, model channel propagation characteristics
(UAS to BS and BS to UAS) with limited considerations on airspace management
(aside from trajectory design) and with no framework for large scale modeling and
simulation for UAS vs communication network inter-dependencies.
In this thesis, we first review some recent works in the UAS domain. Then,
we will study the large-scale unmanned aerial systems traffic density prediction and
management from three aspects: 1) UAS simulation framework for urban low alti-
tude environment; 2) UAS trajectory routing algorithm with safety and connectivity
consideration.; 3) Deep learning based method for UAS density prediction.
The remainder of the thesis is organized as follows. In Chapter 2, we present a
Multi-agent Air Traffic and Resource Usage Simulation (MATRUS) framework that
aims for fast evaluation of different air traffic management policies and the relation-
ship between policy, environment and resulting traffic patterns. It can also be used
as a tool to decide the resource distribution and launch site location in the planning
of a next generation smart city. As a case study, detailed comparisons are provided
for the sUAS flight time, conflict ratio, cellular communication resource usage, for
managed (centrally coordinated) and unmanaged (free flight) traffic scenarios.
In Chapter 3, we present a temporal and spatial routing algorithm for sUAS tra-
jectory management in a high density urban area. It plans sUAS movements in a
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spatial and temporal maze with the consideration of obstacles that are either static
or dynamic in time. The routing allows the sUAS to avoid static no-fly areas (i.e.
static obstacles) or other in-flight sUAS and areas that have congested communication
resources (i.e. dynamic obstacles). The algorithm is evaluated using an agent-based
simulation platform. The simulation results show that the proposed algorithm outper-
forms reference route management algorithms in many areas, especially in processing
speed and memory efficiency. Detailed comparisons are provided for the sUAS flight
time, the overall throughput, the conflict rate and communication resource utiliza-
tion. The results demonstrate that our proposed algorithm can be used as a solution
to improve the efficiency of airspace and communication resource utilization for next
generation smart city and smart transportation.
In Chapter 4, we present a novel Graph-based Information Sharing Network (GIS-
Net) that allows the information sharing between the target and surrounding vehicles
for single vehicle trajectory prediction. Meanwhile, the model encodes the historical
trajectory information of all the vehicles in the scene. Experiments are carried out
on the public NGSIM US-101 and I-80 Dataset and the prediction performance is
measured by the Root Mean Square Error (RMSE). The quantitative and qualita-
tive experimental results show that our model significantly improves the trajectory
prediction accuracy, by up to 50.00%, compared to existing models. Moreover, the
promising results of applying the deep learning based model on the multi-agent task
give us the confident to develop a similar model to address the UAS density prediction
issue.
In Chapter 5, a deep learning-based UAS instantaneous density prediction model
is presented. The model takes two types of data as input: 1) the initial density gen-
erated from the current environment, and 2) the future sUAS mission information.
The architecture of our model contains four components: Initial Density Formulation
module, UAS Mission Translation module, Mission Feature Extraction module, and
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Density Map Projection module. The training and testing data are generated by a
python based simulator which is inspired by the multi-agent air traffic resource usage
simulator (MATRUS) framework. The quality of prediction is measured by the corre-
lation score and the Aera Under Receiver Operating Characteristic Curve (AUROC)
between the predicted value and simulated value. The experimental results demon-
strate outstanding performance of the deep learning-based UAS density predictor.
Compared to the baseline models, for simplified traffic scenario where no-fly zones
and safe distance among sUASs are not considered, our model improves the predic-
tion accuracy by up to 15.2% and the correlation score between the predicted and
simulated traffic density reaches 0.947. In a more realistic scenario, where the no-fly
zone avoidance and the safe distance among sUASs are maintained using A* rout-
ing algorithm, our model can still achieve 0.822 correlation score with the simulated
results. Meanwhile, the AUROC can reach 0.951 for the hot spot prediction.
In Chapter 6, we conclude this thesis with a summarization of the results and
discuss the future research directions.
1.2 Literature Review
1.2.1 Simulation Framework for Manned and Unmanned Avi-
ation in Urban Low Altitude Environment
Recent works from NASA [3][4] identified the need for simulation environments to
study the most efficient low altitude airspace organization and the capacity of the
low altitude airspace to safely accommodate the high demands derived from com-
mercial use of this airpace by sUAS. Those works do not address the relationship
between airspace and the required communication infrastructure capacity to safely
and efficiently handle the traffic. This relationship is highly critical to dense Beyond
Line-of-Sight (BVLOS) traffic where the majority of the sUAS operators will poten-
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tially use a mobile ground-based communication network to monitor and control the
sUAS.
The potential traffic demand derived from sUAS commercial usage and in par-
ticular from package delivery have been discussed in [5]. The debate about intrinsic
airspace capacity and the question if the free flight concept can safely accommodate
very dense traffic have being previously discussed in [6][7][8][9] and remain an open
topic both for unmanned and manned aviation.
A very strict and rigid airspace structure to handle dense operation in the urban
low altitude environment was suggested by UTM NASA in [10], and this reinforces
the view of the authors that more research is required to architect a UTM solution
capable of handling such high traffic demand and that in some situations free flight
operations with fully decentralized trajectory planning are not feasible or will result
in very inefficient airspace operations.
1.2.2 UAS Trajectory Generation and Planning Algorithm
in Urban Areas
Over the past 5 years, sUAS have played an increasingly critical role in many fields
[11]. With the rise in popularity of sUAS, many important and notable issues re-
garding sUAS traffic management have been discovered, such as the real-time UAS
departure/arrival scheduling. Therefore, numerous methods and paradigms have been
proposed to solve these issues. These proposed methods can be divided into two main
categories. One category focuses on the centralized scheduling and management of
multiple sUAS, via unmanned air system traffic management systems [12][13]. We
refer to these approaches as centralized control. The other category focuses on the
actions of a single sUAS, such as obstacle and collision avoidance [14], and is referred
to as distributed control.
Much of the existing UAS trajectory generation research focuses on optimizing
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the trajectory for a single sUAS for energy efficiency and stability. Constraints such
as obstacle avoidance and rigid body dynamics are considered. Some of the classical
approaches apply rapidly-exploring random trees [15] and Voronoi graphs [16] [17]. In
[18], the author presented an indoor algorithm to navigate sUAS to avoid collisions.
By importing geometrical constraints, [19] proposed a solution to avoid collisions in
a static environment. In [20], to improve obstacle avoidance for sUAS, a method
based on optical flow is presented. Others use machine learning approaches. For
example, [21][22] developed a deep reinforcement learning framework that learns how
to perform energy efficient waypoint planning. However, those works assume static
obstacles and a single sUAS.
In addition, multiple sUAS trajectory planning has been studied as a multi-agent
cooperative system and solved in a rolling horizon approach using dynamic program-
ming [23] or mixed integer linear programming [24]. Another strategy involves setting
an artificial reactive field around each UAS [25]. However, these approaches do not
consider any additional resources other than the airspace. The availability of the com-
munication resource has not been integrated as a constraint into these frameworks.
Most of the existing trajectory planning algorithms consider continuous Euclidean
space and the sUAS can have an arbitrary trajectory as long as certain constraints
are satisfied. Hence a closed-form representation of the trajectory can be obtained.
Although this may allow us to find simple analytical optimal solutions, it leads to
unstructured trajectories. When the number of sUAS increases, such irregularity
leads to a traffic pattern that is unpredictable. Furthermore, with a large number of
sUAS, to describe all constraints (i.e. collision avoidance) in closed-form and solve
the optimization problem analytically is almost impossible. Recently, a very strict
and rigid airspace structure to handle dense operation in the urban low altitude
environment was suggested by work on UTM at NASA in [26]. The author explored
UAS operations in non-segregated airspace and managed the risk of mid-air collision
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to a level deemed acceptable to regulators.
1.2.3 Vehicle Trajectory Prediction with Neighboring Infor-
mation Consideration
Over the past several years, the autonomous driving car have played an increasingly
critical role in many areas [27] [28] [29]. Lots of researchers dedicate their attention
to accurate vehicle trajectory prediction [30] [31]. In this section, we focus on the
pros and cons of more recent works in this area.
The Long Short-Term Memory (LSTM) network is an effective model to memorize
the trajectory of vehicles. Several works took the LSTM as the network backbone for
the trajectory prediction [32] [33] [34][35]. In [36], the authors proposed a Convolu-
tional Neural Network (CNN) to replace the LSTM. Their work aimed at increasing
the model parallelism and efficiency. It shows that, without the LSTM operation, the
efficiency of the model can be improved significantly. However, the input of the model
is still formulated as the sequence-to-sequence format. The historical trajectory input
are embedded into a fixed size through the fully connected (FC) layers. In order to
preserve the temporal information, the historical trajectory data are stacked together
follow by their time sequence order.
Recently, many researchers started to investigate the relationship between the
target vehicle and its surrounding neighbors [37][38]. Hand-crafted features were
integrated into the model for trajectory prediction [39][40][41]. Nonetheless, the per-
formance of the motion prediction is highly depend on the quality of the hand-crafted
features. The method of social pooling was first proposed in [30]. The interactions
among all individuals can be shared between multiple LSTMs through the social
pooling layer. As an extension of the original social pooling, the convolution oper-
ation was introduced into the model in [42]. The LSTM layer encode the historical
trajectory of each vehicle into a feature vector. Each encoded trajectory feature was
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placed into the corresponding location in a 3D tensor which is the same as its location
in the background scene. Finally, all the features were constructed as a 3D tensor.
Therefore, the reception field in the convolution operation can explore the interaction
between each objects. The non-local multi-head attention mechanism was invented
to combine the relevant neighbor information [43]. The model divides the road envi-
ronment into grids. The learned attention weight specifies the amount of attentions
that need be placed on the trajectory features associated to specific grids during the
prediction. Instead of considering the interactions among neighboring objects, [44]
considers the relationship between the object and its scene background. The authors
concatenated the multi-agent encoding and the scene context encoding as the input
of the trajectory prediction network. The predicted trajectory was regulated by the
constraints which was learnt from the scene background.
1.2.4 Deep Learning based Approach for UAS Traffic Pat-
tern Prediction
Over the past decade, the unmanned aerial vehicles have played an increasingly es-
sential role in many areas [11] [45] [46] [47]. With the rise in the popularity of sUAS,
many notable issues related to UAS traffic management have been discovered. How-
ever, most of them explored the novel applications for the single sUAS or formulated
the UAS management policies. The study of the UAS cluster behaviors such as
forecasting of the UAS traffic density has generally not been addressed. In our inves-
tigation, the density forecasting approaches can be categorized into simulation based
method and deep-learning based method. In this section, we will analyze the pros
and cons of recent works in these two categories.
Many existing works study issues such as sUAS navigation, obstacle avoidance,
resource allocation or UAS traffic management, by developing a corresponding sim-
ulator with fair time complexity [48] [49] [50]. In [18], the authors presented an
8
indoor algorithm to navigate single sUAS to avoid collisions. [19] proposed a solu-
tion to avoid collisions in a static environment by importing geometrical constraints.
Other single sUAS classical approaches applied rapidly-exploring random trees [15]
and Voronoi graphs [16] [17]. Multiple sUAS trajectory simulation has been studied
as a multi-agent cooperative system and solved in a rolling horizon approach using
dynamic programming [23] or mixed integer linear programming [24]. Other strate-
gies [51] [52] involved real-time routing algorithms with communication and airspace
safety considerations. Recently, a very strict and rigid airspace structure to handle
dense operation in the urban low altitude environment was suggested by the work
on UTM at NASA in [26]. The authors explored UAS operations in non-segregated
air space and managed the risk of mid-air collision to a level deemed acceptable to
regulators. Some typical machine learning based algorithms have also been used in
long-term agent/traffic flow prediction research [53] [54] [55].
The deep learning based approach has shown outstanding success in many appli-
cation domains [56] [57] [58] [59]. Similar multi-agent works are addressed in other
fields such as pedestrian density prediction and autonomous driving [60]. In [44],
the author proposed a LSTM based scene-aware model to predict trajectories for
autonomous driving. However, the prediction errors grew exponentially as the time
horizon increased. Another work addressed pedestrian traffic flow prediction by fus-
ing historical information, but the prediction is limited by historical data regardless
of upcoming event information. Meanwhile, some efforts have been devoted into the
short term passenger flow prediction [61] [62] [63] [64]. Existing single agent trajec-
tory prediction works concentrated on the behavior of a single sUAS and the impact
of environment conditions, without any sUAS cluster consideration. For example, [32]
proposed a LSTM-based flight trajectory model with weather considerations taken
into account. [21][22] aimed to solve environment navigation problems, and devel-





A Simulation Framework for Fast
Design Space Exploration of
Unmanned Air System Traffic
Management Policies
2.1 Introduction
The introduction of unmanned aircraft systems (UAS) into the global airspace sys-
tem creates both an opportunity and a challenge for the aviation industry as a whole.
The traffic demand from new entrants in low-altitude airspace is forecasted to be
orders of magnitude far greater than existing commercial aviation. Demands will
increase within the existing system but will also be felt especially in large, metropoli-
tan areas. Several forecasts show that package delivery service alone can generate up
to 100,000 operations per day in an area as large as San Francisco Bay. Emerging
solutions such as UAS traffic management (UTM) will soon be required to man-
age the increased traffic within the airspace and much more infrastructure including
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ground-based communications solutions will be needed to help ensure the safety of
the platforms, manned aviation and the general public at large. A debate is still
raging around the most secure, effective way to accommodate the demand from the
operators and there is a general acceptance that research activities will still need to
be conducted to examine how we will cope with this unprecedented growth.
A desired UTM solution should have the capability to coordinate the launching
of sUAS from different launch sites and determine their trajectories to avoid conflicts
while considering several other constraints such as arrival deadline, minimum flight
energy, and availability of communication resources. Searching for the optimal air
traffic management policy is a combinatorial optimization problem with intractable
complexity when the number of sUAS and the constraints increases. As the traffic
pattern becomes increasingly complex, it is difficult to foresee the potential for con-
flicts and to estimate the flight time and communication resource requirements. It
is these collective challenges that have motivated us to come up with a simulation
capability to closely examine how the increased complexities of the airspace system
along with the strains on the communications network interact to safely connect the
platforms to UTM systems.
A Multi-agent Air Traffic and Resource Usage Simulation (MATRUS) framework
has been developed that aims for fast evaluation of different air traffic management
policies and the relationship between policy, environment and resulting traffic pat-
terns. The framework is envisioned as a near-real-time resource distribution tool that
can enable informed decisions regarding launch site selection as part of the planning
of a next-generation smart city. The MATRUS framework is an integrated environ-
ment for air traffic simulation, communication resource estimation, data analysis,
and traffic animation. At this time, the platform has been used to study sUAS traffic
patterns and communication resource usage. However, it can be extended to include
other considerations, such as the impact from weather, the need to stay in radar
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monitoring area, etc., and be used to simulate air traffic scenarios where there are
heterogeneous types of sUAS missions being carried out.
In an initial case study recently conducted, MATRUS leverages two different traf-
fic scenarios, a point-to-point free fly scenario without any traffic management and a
managed scenario with ground centralized traffic management. The traffic manage-
ment algorithms in MATRUS have the ability to schedule and route air traffic over a
metropolitan area that has high sUAS densities by planning each sUAS trajectory in
advance. This ensures sUAS safety by proactively avoiding conflicts while maximiz-
ing the usage of the communication resources. This comes with a cost of marginally
extended flight time and slightly increased launching intervals. Detailed comparisons
between the scenarios are provided for the sUAS flight time, conflict rate, and the
cellular communication resource usage among other variables. This chapter will de-
scribe the platform, its application and its benefits to those progressive communities
seeking to integrate drone operations as part of their smart city planning. It will also
show its viability to address challenges in the emerging urban air mobility market.
2.2 Motivations for the MATRUS framework
Although analytical models have been investigated to estimate sUAS traffic density
and flight time, to the best of our knowledge, few of them have the ability to consider
realistic flight scenarios. Furthermore, the existing analytical models lack flexibility
required to address our target environment. Most of them only take limited sUAS
related information, such as the location of launching/landing area and launching
probability, as an input but ignore the constraints from the airspace environment.
For example, a typical airspace constraint is the setting of no-fly-zones, which pro-
hibits the launching, landing and operation of small UASs in a certain sensitive area.
Finally, due to the lack of flexibility, the analytical approach cannot be easily modi-
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fied to handle traffic estimation under different airspace structures and management
policies. For example, if the airspace is divided into sky-lanes that are either parallel
or orthogonal to each other, a completely different approach must be used to ana-
lyze the traffic under such structure compared to a fully non-structured airspace and
free-flight point-to-point traffic pattern.
The other major limitation of existing simulation environment is the lack of con-
sideration for the command and control (C2) link used during the fly. The availability
and reliability of the C2-link is one of key factor maintaining the operation’s safety.
For this reason, in urban/sub-urban area, we anticipate that the communication in-
frastructure capacity will play a major role in the UTM system, and possible network
congestions or outages will lower airspace capacity and as such traffic management
policies will be required to dynamically take into account the infrastructure capacity.
As a motivational example, we estimate average sUAS flight time for three differ-
ent traffic scenarios. In the first scenario, all sUAS follow the simple point-to-point
trajectory (“P2P”) from the launching area to the landing area. In the second sce-
nario, all sUAS follow the sky-lane flight trajectory approach described in [10]. Since
all sky-lane trajectory segments are either horizontal or vertical, we refer to it as
“Manhattan” style trajectories. The third scenario is similar to the second scenario,
however, a 1800*2700 m2 no-fly zone was specified in the center. And we refer to it
as “Manhattan with restrictions”. The analytical model that we used is given in [65].
Table 2.1: Different Models Comparison
Traffic scenarios Avg. Flight Time (Analytical) Avg. Flight Time (Real)
P2P 389.16s 381.95s
M. 387.04s 487.64s
M. w Rest. 386.61s 522.01s
Table 2.1 shows the estimated average flight time and actual (i.e. simulated) flight
time of the 3 scenarios: P2P, Manhattan (M.) and Manhattan with Restrictions (M.
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w Rest.). From the table, we can see that the analytical model can generate accurate
estimation for the most simple traffic scenario, i.e. P2P. However, it cannot handle
the restriction and constraints that we applied on the sUAS trajectory and airspace
environment.
All aforementioned limitations of the existing analytical models and simulation
environments motivate us to develop a simulation based approach that concurrently
simulate the low altitude airspace sUAS traffic and the associated C2 link. This al-
lows the team to study both airspace traffic management policies and the relationship
between low altitude demand/capacity and ground communication infrastructure de-
mand/capacity.
2.3 The MATRUS platform
The MATRUS platform is an integrated environment for air traffic simulation, com-
munication resource estimation, data analysis, and traffic animation specifically de-
signed to address sUAS traffic in low level altitude airspace. The software components
that are part of the platform are shown in Fig 2.1. There are three major compo-
nents: a multi-agent event-driven simulation engine developed over the REPAST
(Recursive Porous Agent Simulation Toolkit) Simphony platform, a traffic animation
tool implemented using Google Earth API, and a Python based data analysis tool
suite. Agent-based modeling is being used to model sUAS’ components behavior and
to emulate related air traffic phenomena as dynamical systems of interacting agents.
The interactions between agents determine the spatial and temporal evolution of a
scenario where each independent agent is designed to exhibit individual localized
behavior (not globally controlled behaviors). At this time, the platform has been
used to study sUAS traffic patterns and communication resource usage from such
patterns. However, the simulated scenarios can be modified and allow to support
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different types of restrictions. and agents (i.e. UAS with different missions: package
delivery, surveillance, infrastructure inspection, etc.)
Figure 2.1: MATRUS Framework Major Components
2.3.1 Agent-based modeling platform
The core functionality of MATRUS is built on top of the REPAST (Recursive Porous
Agent Simulation Toolkit) Simphony platform developed by the Argonne National
Laboratory [66]. REPAST provides a set of tools for the development of agent-
based models in Java along with data collection, data analysis, and error reporting
capabilities. Python based code is used for the generation of visualizations/maps,
data processing, and report generation.
We use agent-based modeling techniques for the modeling of sUASs and their
related air traffic phenomena along with the infrastructure components of sUAS as
dynamical systems of interacting agents.
The simulator functionalities are broken down into several modules. Among these
modules, the air traffic module contains the logic to plan, schedule and manages sUAS
air traffic. It is composed by sub-modules that carry out tasks such as:
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• sUAS flight scheduling: This component has the logic to plan the schedule of
flight initiation for each UAV agent in a simulation scenario.
• Trajectory planning: Logic for specifying the start, end and waypoints of the
flight trajectory for one or a group of UAV agents. It will also contain the logic
that specifies one or several flight trajectory methods (i.e. direct flight path,
restricted path, point-area-point, etc.) and the setting of altitude and speed
limits for UAV flights for a particular simulation scenario. By using the inte-
grated centralized routing algorithm, the UAV conflict ratio can be significantly
reduced. Moreover, the routing algorithm guarantees the connectivity between
each UAV and a cellular base station.
• Mission specification: This component has the logic to specify the mission of
each UAV agent. Examples of mission types are package delivery, surveillance
(hovering), etc. Each mission profile can be enhanced with items such as band-
width/capacity requirements for data transmission, SINR limits, etc.
Features of the simulator facilitate the study of the interplay between commu-
nications network capacity and sUAS traffic. We assume that sUAS will rely on a
cellular/5G network with base stations that will support the sUAS-to-ground commu-
nications. The communications module in the simulator contains the logic to layout
or define the locations and characteristics of the components of the communications
network infrastructure that will support the communications between the sUAS and
a command & control center. The wireless communication link is characterized con-
sidering distance-based path loss models in order to account for the radio frequency
(RF) power dissipation as a function of the communication distance. Probabilistic
line-of-sight and non-line-of-sight propagation models are incorporated into the link
characterization.
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2.3.2 RF Communications and Propagation Model
Table 2.2: The Typical Value of Path Loss Exponent
Environment Path Loss Exponent (n)
Free Space 2
Urban 2.7 to 3.5
Shadowed Urban 3 to 5
Inside a building - Line of Sight 1.6 to 1.8
Obstructed in Building 4 to 6
The MATRUS framework supports various methods to evaluate the signal strength
transmitted from a UAV that arrives at the antenna of a cellular base station. By
default, the log-distance path loss propagation model is used. The mathematical
expression for this model is given by the following equation:
PL(d) = PL(d0) + 10n log10(
d
d0
) + x, df ≤ d0 ≤ d (2.1)
Where PL(d) is the path loss in dB at any arbitrary distance d and PL(d0) is the
path loss in dB at a reference distance d0. The parameter n is the path loss expo-
nent. Typical values of the path loss exponent for various environments are given in
Table 2.2 [67]. The x parameter is a zero-mean Gaussian distributed random variable
with standard deviation σ, modeling the shadowing effect [68]. In our framework,
the default value of x is set to be 0. In addition, other path loss models can be also
integrated into the MATRUS framework, such as Stanford university interim (SUI)
model [69] [70], Hata model [71], etc.
2.3.3 Data Processing
The data processing module generates statistical information of the flight and resource
usage for a scenario or set of scenarios by processing the log files generated by the
simulator. One of the key metrics extracted is the UAV density D. It is defined as
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the number of UAVs in a W ∗ W region across the air space. It is calculated by






d(x ∗ S + i, y ∗ S + j) (2.2)
where d(x, y) gives the number of sUAS at location (x, y) and S is the stride size of
the convolution. We refer to the matrix D(x, y) as the density map and the matrix
d(x, y) as the distribution map. The density map effectively reduces the size of the
distribution map by S2 and it gives more smoothly filtered information of the air
traffic distribution. By replacing the all-pass filter with a max filter, we can get the
maximum density map:
D(x, y) = max0≤i≤W−1max0≤j≤W−1d(x ∗ S + i, y ∗ S + j) (2.3)
The max density map shows the maximum UAS density in the W ∗W neighborhood
of (x, y). Both density maps and the distribution map are sparse matrices. Hence
they are implemented as linked lists to preserve memory efficiency.
2.4 Experimental Results and Analysis
To demonstrate the capability of the MATRUS framework, we present some simula-
tion results that compare the traffic and resource utilization of sUAS under different
environmental settings. The environment settings are configured using 6 sets of pa-
rameters. One of them specifies the base station configurations; two of them specify
the configuration of each single UAV; and the rest of them specify the mission in-
formation and flight space configurations. The detailed description of each set of
parameters is as follows:
• The configuration of the cellular base station includes the location of each base
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station (xb, yb) and the number of communication channels (c) that are allocated
for UAV communications. In most experiments, this parameter is fixed to be 8
channels in the simulation.
• The trajectory type (T ) for each sUAS: In the experiments, this parameter is
set to be either straight (point-to-point) or Manhattan style.
• Routing (R) indicates the style of trajectory planning of a UAS. Since there
is only one trajectory planning algorithm implemented in the simulator at this
moment, R is currently a binary variable.
• sUAS flight mission generation interval (Tmin) indicates the minimum interval
for one launching area to generate the launch of a UAV. In the experiments,
the number is selected to be 10 (simulation) seconds.
• The configuration of no-fly zones in the simulated airspace is described by the
number and location of no-fly zones in the simulation.
In this chapter, each combination of parameters defines a specific scenario. The
results reported in this section is the average of 10 runs for each scenario. For each
single run of one scenario, the simulation time is 20,000 time steps. In the simulation
process, each time step corresponds to 1 second. We observed that after around 300
time steps, the simulation behavior stabilized. Therefore, the simulation length is
sufficient for us to analyze different scenarios.
Four sUAS launching areas and four landing areas are distributed in the whole
map, which is 90 square miles. Their locations are selected based on the distribution
of business and residential areas in Syracuse. Each launching area has a different
launching probability. In a given interval, each launching area will decide whether to
launch a UAV based on its probability. For a launched UAV, it randomly choose one
landing area from four candidates. The sum of the probabilities of the four landing
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areas is equal to 1. The setting of the simulated environment is illustrated in Fig 2.2.
In the figure, the red boxes represent the UAV launching areas, the purple boxes
stand for the UAV landing areas. The location of 10 base stations are also marked
on the map. The coordinates of those base stations are set based on the actual base
station facilities registered with the FCC.
Figure 2.2: Configuration Visualization of one Sample Scenario
By varying the aforementioned configuration parameters, we generated four air
traffic scenarios. The first scenario is the point to point route without the trajectory
management. Nonetheless, other three scenarios follow the Manhattan route. Com-
pared with the second scenario, which is the naive Manhattan style route, the third
scenario integrates the trajectory management to avoid potential conflicts. The last
scenario introduces the geographical constraint (the no-fly zone) in the simulation.
2.4.1 Evaluation Metrics
In the experiments, we apply the MATRUS simulation in each air traffic scenario to
measure four metrics: UAS Conflict Ratio, Throughput, Average Flight Time and
Average Signal Strength.
To ensure flight safety, two flying sUAS must be separated by a sufficient distance.
Because the current sUAS cannot make sharp turns or slow down immediately to a
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stop, leaving enough space for each sUAS is necessary for safety considerations. We
divide the entire map into multiple square cells. The width of each cell is 18 meters,
which is the minimum distance between two sUAS. So, the total area of each cell is
324 square meters. If a cell is occupied by more than one UAS at the same time, we
consider it as a conflict.
In our evaluation, the conflict ratio is used to analyze the safety metric. It is
defined as the number of missions that have encountered at least one conflict during
the flight divided by the total number of launched UAV missions.
The UAS throughput indicates the capacity of the simulated air space. It is mea-
sured by the number of launched sUAS during a fixed time. There is a fundamental
tradeoff between safety and throughput. A spatial-temporal trajectory planning al-
gorithm can significantly reduce the conflict ratio, however it will also affect the
throughput. The simulation allows us to study the relation between these two.
Besides the overall throughput of the entire simulated air space, the performance
of every single sUAS is also important. In this chapter, we evaluate and compare the
average flight time of individual sUASs. Longer average flight time indicates more
detour during the flight and higher energy dissipation.
Finally, We evaluate the signal strength of the communication channels between
the sUAS and base stations. This metric can be used as an indication of the avail-
ability and reliability of the C2-link between sUAS and the command center. In the
simulation, we choose the log-distance path loss model to to calculate the received
signal strength. However, any other channel model can be easily integrated into the
simulation by modifying the base station agent.
2.4.2 Traffic Management for Conflict Elimination
In the first experiment, we compare the maximum UAS density in different air traffic
scenarios, and demonstrate the importance of traffic management. Fig 2.3a, Fig 2.3b,
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Table 2.3: Traffic Type Comparison
Traffic Type Throughput Flight Time Conflict Ratio
P2P w/o Manag. 4011 381.95s 9.22%
M. w/o Manag. 4008 487.64s 21.78%
M. w. Manag. 3832s 492.25s 0.00%
M. w. Const. and Manag. 522.01s 522.01s 0.00%
Fig 2.3c and Fig 2.3d visualize the distribution of maximum density for the simulation
of each specific scenario. The areas in red rectangles are the sUAS launching areas
and the areas in blue rectangles are the landing areas. In the density map, a blue spot
indicates normal traffic density, i.e. the maximum density of sUAS in that area is 1
UAS/grid, where each grid is 18x18 m2. In contrast, the bright yellow spot indicates
conflict, i.e. the maximum sUAS density is 2 or higher in the specific location. The
dark blue areas are where no sUAS has ever visited. The detailed comparison results
are shown in Table 2.3, where P2P stands for point to point route and M stands for
the Manhattan style route.
The first observation from the first two columns is that the Manhattan style route
leads to an increase in the average flight time and conflict ratio. This is because the
vertical and horizontal trajectory segments in this type of routing mak the routes
longer than a straight trajectory. For point to point and Manhattan trajectories,
without management, 9.22% and 21.78% missions respectively will have conflicts.
On the other hand, with trajectory management, we can eliminate all the conflicts
with only a 0.95% increase in the average flight time. The last row shows that even
with the geographical constraints (i.e. the no-fly zones), the trajectory management
algorithm in the MATRUS framework has the ability to prevent potential flight tra-
jectory conflicts.
The second observation is that with trajectory management, the average through-
put is reduced about 4.4%. And this number becomes 8.7% after incorporating the
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geographical constraints. This is because with trajectory management, the simulator
will cancel the launching of a few sUAS if they are predicted to cause conflicts. There-
fore, the more restrictive the constraints are, the fewer sUAS that will be launched.
(a) sUAS Point to Point (P2P) Trajectory
Density Map
(b) sUAS Trajectory Density Map without
Traffic Management
(c) sUAS Trajectory Density Map with
Traffic Management
(d) sUAS Trajectory Density Map with
Geographical Constraints and Traffic
Management
Figure 2.3: The distribution of maximum density for the simulation of
each specific scenario
2.4.3 Traffic Management for Improved Connectivity
In our second set of experiments, we compare different air traffic scenarios considering
the quality of communication links between sUAS and base stations. The results show
that appropriate traffic management can ensure high quality connections between the
sUAS and the cellular network.
The distribution (i.e. location) of the base stations impacts the signal strength.
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The received signal power is calculated based on the log-distance path loss model. If
the path loss is less than 80 dB, the link is considered as good quality, and if the loss
is greater than 80 dB but less than or equal to 120 dB, then the link is considered
as poor quality. Otherwise, if the path loss is greater than 120 dB, the sUAS cannot
establish a connection with the base station. Because a link’s quality is a function of
the sUAS distance to a base station, the coverage map of each base station can be
easily visualized in a map. Figure 2.4a and Figure ?? show the coverage map of good
quality and poor quality links respectively.
Table 2.4: Signal Strength Comparison
Traffic Type No Link Rate Poor Link Rate
P2P Trajectory w/o Management 0.73% 44.99%
M. Trajectory w/o Management 0.63% 53.80%
M. Trajectory with Management 0.59% 53.52%
M Trajectory with Constraints and Management 0.58% 44.94%
Table 2.4 shows the distribution of link qualities between sUASs and base stations
in different scenarios. From the table we can see that, compared to the straight free-
flight, the Manhattan trajectory increases the percentage of poor links from 44.99%
to more than 53%, regardless the status of trajectory management. Based on the
current base station distribution this occurs because most of the coverage provided
by the base stations is gathered in the central area of the map. The Manhattan
style trajectory uses vertical and horizontal route path segments in which most of the
sUAS pass through the poor link coverage area. Another reason is that the average
sUAS flight time is increased. All the sUAS try to use the base station channels
with good signal strength. The sUAS that cannot establish a connection with those
channels have to connect to the base station with a lower quality channel. The longer
average flight time leads to more intensive communication resource competition. The
trajectory management does not have any impact on signal quality, because it is not
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part of the objective function during optimization.
We further notice that by importing the geographical constraints, the percentage
of sUAS’s that cannot establish a link or can establish only a poor link reduces. This
is because the no-fly zone happens to be located outside the area where there is good
signal quality as shown in Figure 2.4a. By prohibiting the sUAS from entering this
area, we force them to fly into areas that provide good signal quality. This shows
that by setting the no-fly zone according to the cellular signal coverage, the trajectory
management does not only resolves conflicts, but can also be used to improve the
communication quality.
(a) The Good Signal Quality Coverage Map (b) The Bad Signal Quality Coverage Map
Figure 2.4: The coverage map of good quality and poor quality links
2.5 Conclusions
In this chapter, we have proposed a new Multi-agent Air Traffic and Resource Usage
Simulation (MATRUS) framework. The proposed framework is an integrated envi-
ronment for air traffic simulation, data analysis, and traffic visualization. The core
functionality of the framework is built on top of an agent-based simulation platform.
In addition, various communication and propagation models can be defined in the
MATRUS framework and used for evaluating the signal strength between the sUAS
and a base station. Finally, our experiments have shown that our simulation tool
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has the ability to evaluate different sUAS traffic management policies. Moreover, the




Temporal and Spatial Routing for
Large Scale Safe and Connected
UAS Traffic Management in Urban
Areas
3.1 Introduction
The introduction of unmanned aircraft systems (UAS) into the global airspace creates
both an opportunity and a challenge for the aviation industry as a whole. The
traffic demand from new entrants in low-altitude airspace is forecasted to be orders of
magnitude far greater than existing commercial aviation. Demands for controlling and
monitoring this airspace will increase in particular in large, metropolitan areas. By
2022 the FAA expects over 2 million hobbyist sUAS (under 55 lbs) and over 450,000
commercial Unmanned Aerial Vehicles (UAV) to be in operation [72]. Emerging
solutions such as UAS Traffic Management (UTM) will soon be required to manage
the increased traffic within the airspace.
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Even with increased on-board autonomy, given the large number of the drones in
the air, a centralized coordinator, or multiple coordinators attending different zones
are necessary to ensure mission efficiency and safety. This requires the sUAS to
have reliable communications with one or several ground control stations (GCSs)
supported by the resources of a reliable communications network to help ensure the
safety of the UAS flight operations. Enabling high-rate, low-latency and reliable
wireless communications between the sUAS and their GCS is key to ensure their
incorporation into the provision of services to society.
We consider both air space and communication network capacity as resources.
The demands and utilizations of these two resources in a sUAS system are highly
correlated, and hence should be managed together. Our goal is to plan the trajectory
of each sUAS to better utilize those two resources, such that there are no conflicts
between the trajectory of any two sUAS and a good quality connection to cellular
base stations is maintained during the entire mission.
In this chapter, we present a temporal and spatial (T-S) routing algorithm for
sUAS trajectory planning. The algorithm helps in the management of the air traffic
of a metropolitan area that has high sUAS densities by assisting in the planning of
each sUAS trajectory in advance. The centralized management ensures sUAS safety
by proactively avoiding conflicts while ensuring the availability of communication
resources. The goal is to find the flight trajectory of an sUAS that minimizes the flight
distance while satisfies the air space and communication resource constraints. What
determines the control thrust of the sUAS flight usually is not its flight distance but
its accumulated velocity acceleration. We further improve the algorithm to minimize
control thrust by searching for trajectories that has minimum number of turns. The
routing algorithm will be applied before the launch of every sUAS. It returns an
energy efficient trajectory from source to destination that is collision free and has
guaranteed connectivity. If no trajectory that satisfies the constraint can be found,
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then the sUAS will not be launched.
Using a multi-agent air traffic resource usage simulator (MATRUS) [31], we com-
pare the performance of our proposed algorithm to other methods. Simulation results
show that, compared to the scenario without traffic management, our proposed UAS
routing algorithm completely eliminate the potential conflict while maintain a 100%
connectivity during the mission with 2 3.3% reduction in throughput and less than
2.74% increase in flight time (Table 3.1).
The sUAS communicate with ground control stations (i.e. a command and the
control center) through the cellular network, hence the availability of the communi-
cation resources will impact the decisions related to sUAS traffic management. The
effectiveness of such management will eventually determine the scale of sUAS appli-
cations/services that can be supported by the given air space and existing communi-
cation/monitoring infrastructure, and also shape the planning of future infrastructure
deployment. The UAS traffic management system must be fully autonomous, so that
it can handle a large number of sUAS simultaneously and continuously.
3.2 Airspace and Communication Aware Routing
3.2.1 Platform Structure
The MATRUS platform is an integrated environment for air traffic simulation, com-
munication resource estimation, data analysis, and traffic animation for sUAS ap-
plications [31]. The simulation platform was developed to evaluate UAS air traffic
management policies over a metropolitan area. The modularized design considers
each sUAS and the base stations of the communications network as an agent, hence,
it provides an interface for us to plug-and-play different resource management policies
and evaluate their performance.
















Task and environment specification
Visualization and analysis
Routing and simulation
Figure 3.1: The Structure of MATRUS Framework
a multi-agent simulator, a temporal-spatial (T-S) maze router, that performs simple
trajectory planning, a trajectory animation tool based on Google Earth, and a data
analysis tool. The geographical environment information, such as location and size
of no-fly zones, and the mission information for each UAS, including its start time,
start and end locations are provided to the simulator as the input.
The core functionality of MATRUS is built on top of the REPAST (Recursive
Porous Agent Simulation Toolkit) Simphony platform[73]. Agent-based techniques
are used for the modeling of UASs and base stations. Each UAS agent will follow
the predefined trajectory and update its location and speed periodically. It will also
connect to the available base station channel that has the highest signal quality. Each
base station will provide a communication link to a UAS if it has the resources to
do so and it will keep track of the remaining available resources (i.e. channels). The
wireless communication link is characterized by a distance-based path loss model that
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considers the radio frequency (RF) power dissipation as a function of the communi-
cation distance. Probabilistic line-of-sight and non-line-of-sight propagation models
are incorporated into the link characterization. By updating the agent model, the
simulator can easily be extended to consider more complex behavior and interactions
between UASs and base stations.
3.2.2 Environment Assumptions
One of the main objectives of sUAS traffic management is to maximize the throughput
while avoiding any potential conflicts. The conflict is defined as the situation in
which the distance between two sUASs is smaller than the given threshold. We
divide deconfliction techniques into two categories, reactive and proactive. A sUAS
with reactive deconfliction capabilities perceives an imminent conflict and adjusts its
trajectory locally to avoid it. The conflict could be detected via on-board sensors, or
through communication with nearby sUAS and the control center. In either case, to
ensure safety operation, the sUAS needs to have a high amount of computing power
to respond in a short time and avoid the conflict. Furthermore, reactive deconfliction
leads to unpredictable traffic patterns. During trajectory adjustment, a sUAS not
only needs to consider the upcoming conflict, but also any potential new conflict that
may be caused by the changing of its current trajectory. In a high density area,
this problem will soon become intractable. This has been confirmed by the works
in [74][75], which stated the importance of architecting a UTM solution capable of
handling high UAS traffic demand and that in some situations free flight operations
with fully decentralized trajectory planning are not feasible or will result in very
inefficient airspace operations.
The proactive deconfliction technique plans a conflict free trajectory for each sUAS
at launch time or at the time when it enters controlled airspace. Because the control
center has the trajectory information of all sUAS in a designated airspace, it can
32
easily find a conflict free path for the incoming sUAS if such path exists. If such path
cannot be found, the launch of the sUAS will be delayed or the sUAS cannot enter
the airspace until a path is available. Although the routing procedure may have high
complexity, it is done in the control center, hence energy or computing resources will
not be a limiting factor. Other air traffic constraints, such as no-fly zones can easily
be integrated into the routing procedure.
With a large number of sUAS in a given airspace area, if the sUAS trajectory has
the freedom of taking any angle at any speed, the routing will be extremely difficult
as the search space is infinite. Some constraints on the sUAS trajectory must be
imposed to reduce the route planning search space. In this work, we adopt the “sky
lane” concept proposed by the NASA UTM group [26] and limit the trajectory to be
a Manhattan style trajectory, i.e. the sUAS can only make 90 degree turns, and they
fly at constant speed. To improve the predictability and to ease the de-conflict cost.
Similar to [26], we divide the airspace using a grid pattern. The size of the grid cell
is defined by the minimum separation distance between UASs for safe operations. It
is guaranteed that UASs will be conflict-free if they travel along the center of each
grid cell.
To simplify discussion and illustration, we assume that all sUASs fly at the same
height and our search space consists of only 3 dimensions: x, y and t (i.e. two
dimensions for space and one for time). The entire 3 dimensional space is divided
into equal sized grids as shown in Fig. 3.2. The size of each grid cell is (W , W , δ),
where W is the minimum distance between sUASs which ensures that they are not in
conflict. The amount of time that a UAS needs to travel a distance W is denoted as δ.
A function M(x, y, t)→ {−1, 0} maps each grid to a label, where ”-1” represents an
occupied grid cell and “0” represents unoccupied grid cell. As we can see, if location
(x, y) belongs to a no-fly zone, then M(x, y, t) = −1, 0≤ t ≤ ∞. If a UAS flies
through a location (x, y) at time t1, then M(x, y, t1) = −1. A UAS trajectory starts
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from a source grid cell (xs, ys, ts), and end at any one of the destination grid cells,
(xd, yd, td), where (xs, ys) and (xd, yd) are the coordinates of the flight source and
destination, respectively, and ts, td are the flight start time and arrival deadline. We
refer to this grid system as the temporal-spatial (T-S) maze.
Traditional maze routing has been widely used in electronic design automation to
route the on-board or on-chip interconnects. Two interconnects cannot occupy the
same grid cell, otherwise it will cause a short circuit. However, by using the t axis,
two sUASs can occupy the same space as long as they are there at different times.
Hence, the trajectory search space should consist of three dimensions, x, y and t. Two
sUASs are conflict free, if their trajectory has no intersection in the multi-dimensional
spatial and temporal space. In a T-S maze, obviously, any route must move towards
the direction where t increases.
Figure 3.2: 3 Dimensional Spatial-Temporal Environment
3.2.3 Baseline T-S Routing Algorithm
In this chapter, the baseline method we selected is a Breadth First Search (BFS)
based maze routing algorithm. It consists of two stages, flooding and traceback, as
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shown in Fig. 3.3. The flooding stage essentially performs a breadth first search.
Starting from the source grid, every non-occupied grid is labeled by its Manhattan
distance from the source grid cell using BFS until one of the destination grid cells
is reached. Then following the descending order of the labels, a path is traced back
from the destination to the source. In order to reduce the control thrust during the
flight, the grid cell that is in the same direction (towards the source) as the previous
move will be picked with higher priority during the traceback to reduce the number
of turns in the trajectory. The complete algorithm is given in Algorithm 1. In the
pseudo code and the following content, the neighbor is defined as the unexplored
non-diagonal adjacent cells of current position.
(a) Stage 1: flooding (b) Stage 2: traceback
Figure 3.3: Two Stage BFS Routing Algorithm
3.2.4 Sparse Represented Temporal-Spatial (SRTS) Routing
In the worst case, the BFS routing needs to label all grids in the 3D T-S maze to reach
the destination. A naive implementation has the space complexity O(X × Y × T ) ,
where X, Y and T are the maximum dimensions of the airspace and the maximum
time that the air traffic will last. Its memory and computation complexity is pro-
hibitively high. To improve the routing computation speed for real-time applications,
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Algorithm 1 T-S Routing Algorithm
T-S Routing (E(x′, y′, t′), sx, sy, st, dx, dy);
Input : Environment Matrix, Start Coordinates(sx, sy, st), Destination
Coordinates(dx, dy)
Output: The optimal routing trajectory of one UAS
Queue Q;
Q.enqueue(start position);
mark start position as V ISITED;
while Q 6= ∅ do
node = Q.poll();
if node == destination then
set DestinationT imeStep;
break;
foreach neighbor ∈ Neighbors(node) do
if neighbor IS V ALID then
mark neighbor as V ISITED;
Q.enqueue(neighbor);
if DestinationT imeStep IS EXIST then
get trajectory by TRACEBACK;
foreach position ∈ trajectory do
mark E[position.x][position.y][position.t] as OBSTACLE;
return trajectory;
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we propose a Sparse Represented TS routing (SRTS) procedure based on the A∗
routing algorithm [76][77][78][79].
The UAS route planning problem has to consider two types of obstacles, static and
dynamic. The static obstacles refer to the invariant geographical constraints in the
route planning area. The dynamic obstacles represent the time variant constraints,
as explained in Fig. 3.2. Fig. 3.4 further explains the interactions among dynamic
obstacles. The green grid cell represents the sUAS for which a trajectory was recently
planned, the red grid cell stands for the landing area for that sUAS, and all the grey
cells represent the locations of other sUASs whose trajectories have been planned
in previous time steps. In Fig. 3.4a, each obstacle is labeled with an arrow which
represents the heading direction of the sUAS for the next time step. Therefore, from
Fig. 3.4b and Fig. 3.4c, we can notice that the position of the obstacles have changed.
(a) Obstacles (t-1) (b) Obstacles (t) (c) Obstacles (t+1)
Figure 3.4: Time Variance Dynamic Obstacles
Unlike original T-S routing, our routing method uses a 2D map with dimensions
X × Y . (This can be extended to a 3D map if the UASs fly in different altitudes.)
The obstacles are divided into 2 categories. The static obstacles are projected onto a
2D map, each of the obstacles occupies a specific location. Since the static obstacles
are time invariant, the information along the t axis is redundant and hence it can be
eliminated. For the dynamic obstacles, we exploit their spatial sparsity and store them
using hash tables along the t axis. Each location on the t axis is associated with a hash
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table, which stores the (x, y) coordinates of dynamic obstacles at the corresponding
time. Using an instant refreshing mechanism, the SRTS routing algorithm only stores
dynamic obstacles at or beyond the current time step. All the obstacles in the prior
time will not affect the trajectory planning of the current sUAS, hence will be removed
automatically. In this way, the 3D environment considered in the original T-S routing
is compressed into a set of sparsely represented 2D points corresponding to dynamic
obstacles sampled at each time step from the present up to a future time T ′. The value
of T ′ is determined by the longest flight time for UASs currently in the air or about
to launch. The experimental results show that the instant refreshing mechanism can
significantly reduce the demand of the memory resources.
Using the new environment representation, the routing algorithm needs to check
both 2D static obstacles and 3D dynamic obstacles to acquire next moveable neighbor
cell. Only the neighbor cell which has no conflict with either type of obstacle will be
selected for the next potential movements, as shown in Algorithm 2.
Algorithm 2 Candidate Selection Algorithm
Candidate Selection (currNode, ClosedList);
Input : Current Position(currNode), Past Selected Positions(ClosedList)
Output: The candidate neighbors of current position
neighbors= ∅;
foreach position in Directions do
check position in 2D static projection;
check position in 3D dynamic projection;
CheckSignalStrength;
if position IS V ALID & no obstacle in 2D/3D projections & have enough





3.2.5 Routing for Connectivity
After checking the airspace resources, the candidate selection procedure, which is
shown in Algorithm 2, also needs to check the availability of communication resources
in order to decide the next move in the trajectory. In this work, a simplified com-
munication model is used, where each base station has N orthogonal communication
channels and each channel can serve only one sUAS. At anytime, a sUAS will connect
to one base station through one of the channels that are available at that base station.
We adopt the following simple log-distance path loss model:
PL(d) = PL(d0) + 10n log10(
d
d0
) + x, df ≤ d0 ≤ d (3.1)
where PL(d) is the path loss in dB at distance d and PL(d0) is the path loss in dB
at a reference distance d0, x is a Gaussian distributed random variable, however for
simplicity, it is set to 0 in this work. The parameter n is the path loss exponent,
which is set to 3 for line-of-sight links and 3.5 for non-line-of-sight, as defined in [67].
Since the sUAS connect to base stations from a high altitude, the connection has a
higher chance to be line-of-sight. In this work we set the line-of-sight probability to
be 0.9 and the non-line-of-sight probability to be 0.1.
We assume that a link can be established between a sUAS and a base station if
the signal loss of the path between them is less than a given threshold. Otherwise,
the communication link cannot be established. At any given time, the sUAS only
connects to the base station that has the highest signal strength through an available
channel. We assume that the connection between sUAS and base station is dynamic
and we ignore the time and cost of the handover process.
Algorithm 3 shows the procedure for communication resource availability checking.
First, the communication resources (i.e. channels) will be allocated to the sUASs that
are already in the air to give them higher priority than the sUAS that are about to
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launch. After updating the base station’s list of available resources, the distance
between the potential new location of the UAS after a movement step and each base
station will be calculated and the potential signal loss will be estimated. At the end,
the movement step will be considered as a valid step if a base station with an available
communication channel and acceptable link quality can be found. Otherwise, the
movement step will not be considered for the current position of the UAS.
During the route planning, when checking for communication resource availability,
we assume the connections between sUAS and the base stations are line-of-sight.
This may not always be the case if there are obstacles present in the environment.
Therefore, the estimated signal strength during the routing stage may not be the
exact signal strength during the real flight. We refer to the former as the inner
belief of the resource utilization and the latter as the ground truth. Our simulation
results show that, under the simple channel model, the inner belief will be close to
the ground truth.
Algorithm 3 Signal Strength Check Algorithm
Signal Strength Check (x, y, t);
Input : Candidate Position(x, y, t)
Output: If a position can build the communication link with a base station
allocate base station resources for in-flight UASs(t);
sort BaseStationCandidates by distance in ascending order;
foreach basestation in BaseStationCandidates do
get distance between UAS and basestation;
calculate SignalLoss;
if basestation has available channel & SignalLoss 6 LOSS THRESHOLD
then
reset base station resources;
return TRUE;
reset base station resources;
return FALSE;
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3.2.6 Energy-aware Routing Constraint
The sUAS onboard battery imposes a physical constraint that limits the flight time
and the maximum range that a UAS can reach. Energy efficiency is an important
factor to consider during sUAS trajectory management, because it allows the sUAS
to serve more missions before battery recharge, and reduces the possibility of mission
failure due to battery depletion.
Both the traditional T-S routing and the proposed SRTS routing aims at searching
for the trajectories that have the minimum distance. For Manhattan style routing,
there will be multiple trajectories with equal distance that are minimum among all
other trajectories, and they will be selected without any preference. However, mini-
mum distance does not necessarily mean minimum control thrust or minimum energy
dissipation. Extra control thrust is needed when a sUAS accelerates or de-accelerates.
While the sUAS is assumed to fly at a constant speed,during most of the time, the
change in velocity happens when the flight direction changes. In other words, each
time a sUAS turns (in 90 degree), it will dissipate extra energy.
Consequently, in our SRTS algorithm, a new penalty is introduced and considered
each time the trajectory changes its direction. The turning penalty will accumulate
along current planning path. The routing algorithm is inclined to explore the path
which has less turn to mitigate the penalty. Meanwhile, the shortest path always has
the highest priority among all trajectories with the same turning penalty.
3.2.7 Overall SRTS Routing Algorithm
The SRTS routing is performed on the 2D surface with the static obstacle information.
The algorithm calculates two costs for each potential neighbor cell. The first cost is
called the movement cost, which describes the expense of moving from the current
position to the potential neighbor cell. For each position, the movement cost is
accumulated, so it can relieve the oscillation between two adjacent positions. The
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other cost is called the destination cost, which stands for the expense of moving from
the potential neighbor cell to the destination. The last cost is defined as the turning
cost, which penalize the turns in the UAS planning path.The definition of movement
and destination costs are adopted from the original A∗ routing algorithm. We choose
to calculate the costs based only on the X, Y distances, because in general UAS flight
energy increases as the travel distance increases. However, as a T-S routing algorithm,
it is possible that the GCS will ask an UAS to stay at a specific location to wait to
resolve the potential conflict. It will be part of our future work to incorporate flight
time into the cost function. The pseudo code of the SRTS algorithm is given in the
Algorithm 4.
3.3 Experimental Results & Analysis
We demonstrate the performance of the SRTS algorithm in UAS trajectory planning
on the MATRUS simulation framework. The environment settings in MATRUS con-
tain parameters that specify the base station configurations, individual UAS action
configurations and air space configurations.
In this chapter, the number of base stations and the channels available for UAS
communications at each base station are fixed to be 10 and 8, respectively. For each
UAS, the trajectory mode is set to be Manhattan style. The UAS mission generation
interval varies from 10, 20, and 30 seconds. They will be referred to as the high,
medium and low traffic configurations, respectively, in the rest of this section. And,
the number of no-fly zones is either none or 2. Each combination of parameters defines
one specific scenario. The reported results is the average of 10 runs for each specific
scenario. For each run of one scenario, the simulation time is 20,000 time steps which
corresponds to 20,000 seconds. Based on the observations from the experiments,
the UAS simulation behavior becomes stable after 300 time steps. Therefore, the
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Algorithm 4 Sparse Represented TS Routing Algorithm
Sparse Represented TS Routing (sx, sy, st, dx, dy);
Input : Start Coordinates(sx, sy, st), Destination Coordinates(dx, dy)




while OpenList 6= ∅ do
node = OpenList.poll();
Instant Refreshing Mechanism




foreach neighbor ∈ CandidateSelection do
if neighbor ∈ OpenList then
neighbor = OpenList.get(neighbor)
calculate neighbor′s NewMovementCost;
if neighbor turns then
update neighbor′s TurnPointCost
if NewMovementCost < OldMovementCost || neighbor /∈ OpenList then
update neighbor′s MovementCost;
update neighbor′s DestinationCost;
OverallCost = MovementCost + DestinationCost + TurnPointCost;
if neighbor /∈ OpenList then
OpenList.add(neighbor);
foreach position ∈ trajectory do
mark OBSTACLE in 3D dynamic projection;
return trajectory;
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simulation length is sufficient for us to analyze different scenarios.
Four sUAS launching areas and four landing areas are distributed in the map,
which is 90 square miles in size. Their locations are selected based on the distribution
of business and residential areas in Upstate, New York. Each launching area has a
different launching probability. In a given interval, each launching area will request
to launch a sUAS with a given probability. For each launch request, the landing area
is randomly selected from the four candidates. Given the launch and landing areas,
the exact launch and landing spots are randomly picked within the areas.
One of the traffic scenario environments is illustrated in Fig. 3.5. In the figure,
the red rectangles represent the sUAS launching areas, the blue rectangles stand for
the sUAS landing areas and the grey rectangles indicate blocked areas (i.e. the no-fly
zones). The location of 10 base stations are also marked on the map. The coordinates
of those base stations are set based on the actual base station facilities registered with
the FCC.
Figure 3.5: Traffic Scenario Environment
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3.3.1 Evaluation Metrics
Three metrics have been introduced to evaluate the performance of the routing algo-
rithm: Average Throughput, Average Flight Time and Average Conflict Ratio.
To ensure flight safety, two flying sUAS must be separated by a sufficient distance.
Because the current sUAS cannot make sharp turns or slow down immediately to
a stop, leaving enough space for each sUAS is necessary for safety considerations.
Therefore, centered at every location (x, y) of the map, a square is drawn whose
dimension is equal to the minimum separation distance. If a square is occupied by
more than one sUAS at the same time, then location (x, y) has a conflict at this
particular time. By default, we use 18 meters as the minimum separation distance in
the experiment.
In our evaluation, the conflict ratio is used to analyze the safety metric. It is
defined as the number of missions that have encountered at least one conflict during
the flight divided by the total number of launched sUAS missions.
The sUAS throughput indicates the capacity of the simulated air space. It is
measured by the number of launched sUAS during a fixed time. There is a funda-
mental trade-off between safety and throughput. The trajectory planning algorithm
can significantly reduce the conflict ratio, however it will also affect the throughput.
The goal of the routing algorithm is to achieve maximum throughput while avoiding
any potential conflicts.
Besides the average throughput of the entire simulated area, the performance of
every single sUAS is also crucial. In this chapter. The average flight time of individual
sUAS has been considered as the last metric to evaluate the performance of the routing
algorithm. In general, a longer average flight time indicates more detours during the
flight and higher energy consumption. Hence, a viable routing algorithm should not
lead to a large increase in the sUAS flight time.
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3.3.2 Conflict Elimination
In the first experiment, we compare the maximum sUAS density in different air traffic
scenarios, and demonstrate the effectiveness of our proposed routing algorithm. We
visualize the distribution of maximum density of sUASs per grid location for the
simulation scenario of high traffic without no-fly zones in Figs. 3.6a, 3.6b and 3.6c.
The black boxes in the density maps represent the sUAS launching areas and the
green boxes stand for the sUAS landing areas. In the density map, the light blue
spots indicate normal traffic density, i.e. the maximum density of sUAS in that area
is 1 sUAS per grid cell. In contrast, the bright red spot indicates conflict, i.e. the
maximum sUAS density is equal to or greater than 2 in the specific location. The
white areas are those where no sUAS has ever visited. Hence, the maximum density
also represents the distribution of the sUAS trajectory. If a sUAS passes through
the blocked area, it will be considered as a conflict. Table 3.1 compares throughput,
flight time and conflict rate for traffic scenarios without routing, with T-S routing,
and with SRTS routing.
Table 3.1: Routing Algorithm Comparison
Traffic Type
Avg. Throughput Avg. Flight Time Avg. Conflict Ratio
0 No-Fly Zone 2 No-Fly Zones 0 No-Fly Zone 2 No-Fly Zones 0 No-Fly Zone 2 No-Fly Zones
Heavy traffic (generation/10s)
No Routing 4006 4006 491.65s 491.65s 21.73% 46.10%
Baseline T-S Routing 3897 (-2.72%) 3874 (-3.30%) 495.23s (+0.73%) 505.10s (+2.74%) 0.0% 0.0%
SRTS Routing 3901 (-2.62%) 3880 (-3.15%) 494.79s (+0.64%) 504.67s (+2.65%) 0.0% 0.0%
Medium Traffic (generation/20s)
No Routing 1985 1985 491.73s 491.73s 11.53% 34.92%
Baseline T-S Routing 1937 (-2.42%) 1930 (-2.77%) 494.86s (+0.64%) 503.52s (+2.40%) 0.0% 0.0%
SRTS Routing 1940 (-2.27%) 1934 (-2.57%) 494.74s (+0.61%) 503.76s (+2.45%) 0.0% 0.0%
Light Traffic (generation/30s)
No Routing 1315 1315 490.82s 490.82s 7.96% 31.8%
Baseline T-S Routing 1288 (-2.05%) 1286 (-2.21%) 493.72s (+0.59%) 502.45s (+2.37%) 0.0% 0.0%
SRTS Routing 1289 (-2.00%) 1288 (-2.05%) 493.85s (+0.62%) 502.32s (+2.34%) 0.0% 0.0%
The first thing we can observe from Table 3.1 is that, in the heavy traffic scenario,
without trajectory management, 21.73% missions will have conflicts. The conflict
ratio has further increased to 46.10% if no-fly zone conflicts are also considered.
By applying the traffic management, both the original T-S routing algorithm and
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the SRTS routing algorithm can eliminate all the conflicts. The cost is 2.2∼3.3%
reduction in throughput and less than 2.74% increase in the flight time. The reason
of the throughput reduction is because, with trajectory management, the sUAS that
cannott find a conflict free path will not be launched. Therefore, the more restrictive
the constraints are, the fewer sUAS that will be launched.
From Fig. 3.6a we can see that, without routing, some bright red points (i.e.
conflicts) exist around the center of map. From Fig. 3.6b and 3.6c we can see that
applying the TS routing and SRTS routing algorithm fully eliminate the conflicts.
The sUAS trajectory concentrates in the upper part of the map in Fig. 3.6c, because
the candidate next move selection in SRTS follows a fixed priority, where going west
or east always has higher priority than going north or south if all other conditions
are the same.
3.3.3 Communication Connectivity Improvement
In the second experiment, we demonstrate how SRTS routing can improve the con-
nectivity of the sUAS with the cellular network. Using the log-distance path loss
model given in Section 3.2.5, the UAS will establish a communication link with a
base station if the path loss is less than 140dB. Otherwise, the communication link
cannot be established. Table 3.2 compares the routing results of the SRTS algorithm
without consideration of connectivity (row 1) and with the consideration of connec-
tivity (row 2). Fig. 3.7b and Fig. 3.7a show the sUAS trajectories with and without
the connectivity check. The circles in the figure indicate the areas that are covered
by a base station.
Our simulation results show that without checking the connectivity, in heavy traf-
fic situation, the no link rate is 85.15%. This means 85.15% of sUAS will experience
a certain period of time in its mission in which no cellular link can be established to
communicate with the GCS. The no link rate reach 43.48% and 26.25% in medium
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(a) sUAS Trajectory Density without Traffic
Management
(b) sUAS Trajectory Density with Traffic
Management (T-S Routing)
(c) sUAS Trajectory Density with Traffic
Management (SRTS Routing)
Figure 3.6: The Visualization of Different Trajectory Scenarios
and light traffic. Although the routing algorithm can plan a conflict free trajectory
for those sUAS, some locations along the trajectory either do not have coverage from
the cellular network (as shown in Fig. 3.7a) or the available channels have been de-
pleted due to congestions. By applying the connectivity check, the no link rate is
reduced to 0%. From Fig. 3.7b we can see that the sUAS only fly in the areas which
are covered by the base stations. We can also observe that with the connectivity
check, the average number of sUASs in the air is decreased by 27%, and the average
flight time of the sUAS is increased by 5%. Since the availability of channels in the
environment is limited, a sUAS will not be launched if communication links cannot
be established in the flight path. The percentage throughput reduction is less when
the traffic becomes lighter.
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Table 3.2: The Comparison with Connectivity Check Algorithm
Traffic Type Avg. In-flight UASs Avg. Flight Time No Link Rate
Heavy Traffic (generation/10s)
SRTS Routing w/o. Conn. Check 95.95 491.46s 85.15%
SRTS Routing w. Conn. Check 70.03 517.82s 0.00%
Medium Traffic (generation/20s)
SRTS Routing w/o. Conn. Check 49.28 491.43s 43.48%
SRTS Routing w. Conn. Check 41.44 513.12s 0.00%
Light Traffic (generation/30s)
SRTS Routing w/o. Conn. Check 32.44 491.44s 26.25%
SRTS Routing w. Conn. Check 28.66 512.82s 0.00%
(a) Planned Trajectory w/o Connectivity
Check
(b) Planned Trajectory w. Connectivity
Check
Figure 3.7: The Visualization of Planned Trajectory
We visualize the resource usage of each base station at some sampled time steps.
The time steps 500, 5000/10000 and 198000 are chosen, as they stand for the start,
middle and end of the simulation procedure, respectively. Since the total simulation
duration is 20000, the number of airbone UASs at time 5000 and 10000 are represen-
tative of the peak value for in-flight UAS in the whole simulation. Fig. 3.8 shows the
distribution of available communication channels at different time during the simu-
lation. The sample time 500 and 19800 approach to the start time and the end time
of the simulation, therefore, the number of in-flight UAS is sparse. The bright yellow
represents the available channels are sufficient at that time. However, the deep blue
stands for the area where all the communication channels are occupied.
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(a) T500 (b) T5000
(c) T10000 (d) T19800
Figure 3.8: Distribution of available cellular channels (Ground Truth)
The distribution of available channels in Fig. 3.8 are collected from the simulation,
hence they represent the “ground truth” information of available communication re-
sources. Based on our observation, the inner belief of the communication resource
distribution during the routing stage is very close to the ground truth. Due to the
space limit, we do not plot them here, however, they look just the same as Fig. 3.8.
The similarity is expected because the connections between sUAS and the base sta-
tions has 90% of chance to be line-of-sight as mentioned in section 3.2.5. This means
the path-loss is mainly a function of the distance between the sUAS and the base
station, and is highly predictable.
3.3.4 Reduction of Control Thrust
The third experiment compares the control thrust of sUAS trajectories generated
using different algorithms. The proactive routing without energy-aware constraint
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and the reactive “routing” that utilizes artificial potential field [25] to dynamically
avoid potential conflicts are chosen to be the comparison baselines. In proactive
routing, we assume that all UASs maintain a consistent speed when they are flying
straight. When a sUAS turns, it will initiate a uniform deceleration to slow down
and turn 45 degrees, then accelerate uniformly back to its original speed and at the
same time complete the turn.
The Equation(3.2) (3.3) are used to estimate the control thrust of an sUAS. Equa-
tion(3.2) calculates the acceleration of the sUAS, −→vt and −−→vt−1 stands for the speed
vector at time t and time t-1. Equation(3.3) calculates the force (i.e. control thrust)
for the sUAS to follow the trajectory. We assume that the control thrust consists
of two parts, the thrust that is needed to maintain a constant speed movement, and
the thrust that is needed to accelerate/decelerate. The factor Alpha and Beta are
the parameters to scale the force when the UAS fly straight or make turning actions.
Large sUAS usually have larger β/α ratio.
acc(t) = −→vt −−−→vt−1 (3.2)




Table 3.3: Control Trust Comparison
Traffic Type
Avg. In-flight UAS Avg. Flight Time Avg. Turns Avg. Energy / Second
small β/α medium β/α large β/α
Heavy traffic (generation/10s)
Proactive w/o. turn point reduction 74.26s 490.77s 10.57 19.71 21.64 23.58
Proactive w. turn point reduction 74.09s 489.62s 1.82 18.21 18.54 18.88
Reactive 75.75s 387.64s 4.01 18.11 18.47 18.82
Medium Traffic (generation/20s)
Proactive w/o. turn point reduction 42.74s 482.82s 10.12 19.66 21.55 23.43
Proactive w. turn point reduction 43.17s 482.83s 1.68 18.28 18.58 18.90
Reactive 37.56s 386.54s 4.01 18.05 18.32 18.53
Light Traffic (generation/30s)
Proactive w/o. turn point reduction 28.04s 479.35s 10.00 19.66 21.53 23.41
Proactive w. turn point reduction 27.93s 450.11s 1.65 19.35 19.68 19.68
Reactive 24.23s 383.39s 1.60 18.07 18.16 18.25
We vary the value of and such that the thrust for the sUAS to make a 90 degree
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turn with radius 45 meters is similar to the thrust for the sUAS to fly 90, 180 and 270
meters straightly. This corresponding to small, medium and large sUAS respectively.
The results from Table 3.3 reveal that the proposed algorithm outperforms the two
baselines. Especially, the number of turns in our proposed algorithm can be signifi-
cantly reduced. In order to mitigate the effect of the different flight time, the average
energy consumption is normalized by its corresponding flight time. Compared with
the no-turn-point-reduction proactive routing method, for the heavy, medium and
light traffic, the control trust reductions are 7.26%, 7.02% and 7.61%, respectively.
After turn-point reduction, the control trust is similar to the reactive policy for small
sUAS and outperforms the reactive policy for large sUAS. We need to point out that
sUAS following the reactive deconflict policy does not plan its trajectory with the
consideration of communication coverage. Hence it cannot guarantee the safety and
connectivity of the sUAS.
3.3.5 The Resource Usage of the Routing Algorithm
In the last experiment, we compare the memory usage and computing time of different
routing algorithms. Almost all the routing algorithms need to store the environment
information of a vast airspace, therefore, there may be a high demand for memory
storage during the runtime. We also analyze the time to compute a route for each
sUAS. This computation must finish in a very short amount of time so that the launch
of the sUAS will not be delayed. Hence, we record the average memory usage and the
average routing time during our simulation. The comparison between T-S routing
and SRTS routing is given in Table 3.4.
Table 3.4: Routing Algorithm Memory Usage Comparison
Traffic Type
Heavy Traffic (generation/10s) Medium Traffic (generation/20s) Light Traffic (generation/30s)
0 No-Fly Zone 2 No-Fly Zones 0 No-Fly Zone 2 No-Fly Zones 0 No-Fly Zone 2 No-Fly Zones
No Routing 675MB±2.2% 675MB±2.2% 667MB±2.1% 667MB±2.1% 666MB±1.5% 666MB±1.5%
Baseline T-S Routing 3513MB±3.7% 3608MB±3.3% 3257MB±3.1% 3315MB±2.9% 2963MB±3.8% 2974MB±3.5%
SRTS Routing 725MB±3.4% 746MB±2.3% 713MB±3.8% 717MB±2.7% 698MB±3.2% 703MB±3.0%
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From Table 3.4 we can see that compared to T-S routing, the SRTS routing method
reduces memory usage by more than 70%. With the help of the instant refreshing
mechanism, only the present and future obstacle information will be preserved. And
the history obstacle information will been removed automatically. Hence, when in-
creasing from light traffic to medium and heavy traffic, the memory demand of SRTS
only increases 2% and 6% respectively for scenarios with no-fly zone constraint, and
2% and 4% respectively for scenarios without no-fly zone constraint. While the T-S
routing’s memory demand increases 11% and 21% respectively for scenarios with no-
fly zone constraint, and 10% and 18% respectively for scenarios without no-fly zone
constraint. These number show that SRTS routing is much more scalable than T-S
routing in terms of storage complexity. Moreover, the results indicate that including
geographical constraints (i.e. no-fly zones) is not a heavy burden for our routing
algorithm. Compared with the simulation scenario without the trajectory manage-
ment, even with 2 no-fly zones, the memory usage of our proposed algorithm increases
only about 10.5%, 7.5% and 5.5% in the cases of heavy, medium and light traffics,
respectively.
Table 3.5: Routing Algorithm Running time Comparison
Traffic Type
Heavy Traffic (generation/10s) Medium Traffic (generation/20s) Light Traffic (generation/30s)
0 No-Fly Zone 2 No-Fly Zones 0 No-Fly Zone 2 No-Fly Zones 0 No-Fly Zone 2 No-Fly Zones
Baseline T-S Routing 2.33ms 3.20ms 1.81ms 2.27ms 1.49ms 1.86ms
SRTS Routing 0.37ms (-84.12%) 0.49ms (-84.69%) 0.35ms (-80.66%) 0.42ms (-81.50%) 0.34ms (-77.18%) 0.40ms (-78.49%)
Moreover, the results from Table 3.5 show that, by using our SRTS routing algo-
rithm, the UAS route planning time can be significantly reduced. Compared with the
original TS routing algorithm, we can achieve 84.69%, 81.50% and 78.49% planning
time reduction in the scenarios of high, medium and light traffics, respectively.
In addition, we evaluate the routing time of the SRTS routing algorithm in dif-
ferent airspace conditions, and the results are displayed in Fig. 3.9. The X-axis
represents the average number of UAS in-the-air when the trajectory is planned and
the Y-axis stands for the average planning time in milliseconds. The blue line and the
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red line are the time consumption of the approved launching and the failed launch-
ing. First, the experiment results show that the declined launching always take longer
planning time than approved launching. This is because the system needs to try all
the possible movements until there are no options to choose, then it will decline a
launch request. For the approved launching, after one trajectory is found, the other
possible movements will not be considered. Second, the results reveal that our pro-
posed routing algorithm has a linear time complexity to the length of trajectory that
was found. The average planning time is highly correlated to the average trajectory
length. That explains why in the same simulation environment, the planning time
will increase marginally when there are more UASs in the air. Again, the results show
that the SRTS algorithm is scalable to the congestion level of the airspace.

























Figure 3.9: Routing Time in Various Airspace Conditions
3.4 Conclusions
In this chapter, we have proposed a new sparse represented temporal spatial routing
algorithm for Unmanned Aircraft Systems (UAS) traffic management. The proposed
algorithm allows the sUAS to avoid static no-fly areas (i.e. static obstacles) or other
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in-flight sUAS and areas that have contested communication resources (i.e. dynamic
obstacles). The core functionality of the routing algorithm supports the instant re-
fresh of the in-flight environment making it appropriate for highly dynamic air traffic
scenarios. In addition, our characterization of the routing time and memory usage
demonstrate that our algorithm outperforms a traditional T-S routing algorithm. Fi-
nally, the results have shown that the proposed algorithm has the ability to evaluate
different sUAS traffic management policies. Moreover, the SRTS routing algorithm




Sharing Network For Vehicle
Trajectory Prediction
4.1 Introduction
The multi-agent management is inherently hard. Firstly, the behavior of the agent is
the prior-knowledge and hard to obtain. Secondly, solving the large-scale agent task
is both computationally intensive and memory intensive. Therefore, the deep learning
based method is a quality candidate solution to predict the behavior of each agent
and manage large-scale agent clusters. In this chapter, we will study the deep learning
based method in multi-agent related task, such as the vehicle trajectory prediction.
As we are all aware, the unmanned ground vehicle (UGV) is becoming an in-
dispensable part of the smart city. Although the autonomous driving car is fully
committed to liberating human from the boring driving activities, its safety and the
efficiency are still the primary concerns. The US National Highway Traffic Safety Ad-
ministration (NHTSA) breakdowns the autonomous driving cars into six categories
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Figure 4.1: Trajectory Prediction Example
[80]. To achieve the full automation, which is defined as level 5, all the autonomous
driving companies concentrate on developing their own autonomous driving system
(ADS) or advanced driver-assistance systems (ADAS). The trajectory prediction plays
a pivotal role in any level of the autonomous driving system (ADS). However, in real
road traffic, the number of different possible trajectories a car can take in just a few
seconds may be countless. Figure 4.1 illustrates some examples. A precise trajectory
prediction helps the autonomous car take the correct action in next stage.
Trajectory prediction is a challenging problem, because it does not only depend
on the historical information of the target vehicle, but also the historical information
of the surrounding vehicles. In recent years, lots intricate problems become solvable
as the growth of the deep learning in many fields, such as computer vision [?] [?] [?],
natural language processing [56], intelligence hardware [81] [57], etc. Many papers
have been published to improving the trajectory prediction algorithm [82] [52] [51].
Despite the efforts, the accuracy of the existing prediction models is not high enough.
This is because the surrounding vehicles will also respond to its environment and
adjust its trajectory accordingly. Without considering this, the model can not make
an accurate trajectory prediction. Hence it is necessary to have information from all
neighboring vehicles, and consider the potential evolvements of their trajectories in
the near future. For example, the human drivers observe and surmise other drivers’
latent intention from the mirrors of the car. To emulate this behavior, an information
sharing network should be established among all vehicles.
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In the rest of the paper, we use the name “target vehicle” to refer to the vehicle
whose trajectory is to be predicted and use the name “neighbors” to refer to the
surrounding vehicles. We propose a novel graph-based information sharing network
(GISNet), which allows the target and neighbor vehicles to propagate and learn the
trajectory features among themselves. Our proposed network is evaluated using the
NGSIM highway vehicle trajectory dataset. The Root Mean Square Error (RMSE)
evaluation metric is well-adopted and can measure the difference between the pre-
dicted trajectory and the observed trajectory. Therefore, in this chapter, the RMSE
of the prediction is compared to several existing models. Compared with other exist-
ing trajectory prediction methods, our approach can reduce the prediction error by
up to 50.00%. The following summarizes the major contributions of our work:
• A new trajectory prediction model is developed which grants the information
sharing among the graph neural network.
• The prediction is based on the embedding feature, which is derived from multi-
dimensional input sequences including the historical trajectory of target and
neighboring vehicles, and their relative social positions.
• The model allows us to consider the latent intention of surrounding neigh-
bors during the prediction. Compared with other existing trajectory prediction
methods, our approach can reduce the prediction error by up to 50.00% and
achieve the state-of-the-art performance.
4.2 Methods
Our proposed network is an end-to-end model that each module is fully differentiable.
The loss is calculated by measuring the difference between the predicted trajectories
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Figure 4.2: Graph-based Information Sharing Network (GISNet) Architecture
4.2.1 Historical Trajectory Formulation
The historical trajectory of each vehicle is formulated as a sequence:
Xcoor = {Ct−1, Ct−2, ..., Ct} (4.1)
where,
Ct = xt, yt (4.2)
is the collection of the historical trajectory coordinates which contain x, y values.
The t is the time horizon of the historical trajectory which is set to be 3 second in
this paper.
4.2.2 Vehicle Information Embedding
The LSTM model has the ability to memorizing the long term dependency from the
past information. So, it can be used for extracting the features from the vehicle’s
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historical trajectories, as shown in the left part of Figure 5.1. The LSTMs which are
used for extracting the embedding trajectory features from all vehicles share the same
weight. In this way, the hidden states of all vehicles have consistent representations.
For each vehicle i, a 1-d embedding vector xtraj with size l is extracted by the LSTM,
which captures the trajectory features of the vehicle. It will be placed into a m ∗ n
grid system to from a 3D tensor. The placement position is determined by the grid
location of the vehicle in the scene background. In this paper, the m and n are defined
as 13 and 3 which are the same as [42]. Hence, the relative positional relationship of
each vehicle can be preserved. Those grids that do not have a vehicle will be filled
with zeros. The tensor is processed by a convolutional layers followed by pooling
layers to extract the 1-d feature vector, xsocial. It contains the social relationships
among the vehicles, as shown in the middle part of Figure 5.1.
At the same time, we keep a separate copy of the trajectory feature of the target
vehicle, xtraj, as shown at the bottom of Figure 5.1. It will be integrated with the
xsocial later in the prediction stage.
4.2.3 Graph-based Information Sharing
After the LSTM encoding, the embedding collection of all vehicles’ historical trajec-
tory is generated, which is denoted as:
Xvehicles = {x1traj, x2traj, ..., xntraj} (4.3)
where n is the number of vehicles that can be observed in the current scene. For better
prediction, the target vehicle needs to learn the latent intention from its surrounding
neighbors. However, the structure of the information sharing network are generated
from the non-euclidean domain. Compared with the traditional CNN model, the
graph convolutional network has its talent in exploring the meaningful features from
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the irregular structures [83].








Â = A+ I (4.5)
Â is the matrix contains the adjacent matrix A and the identity matrix I. The Â
matrix has two objectives: 1. allow the information sharing between the node and its
adjacent neighbors. 2. each node can consider the lower level feature from itself. The
D̂ is the matrix describes the degree of each node. The feature of each node at layer
l is defined as H(l). For the input layer, the H is equal to X. The σ is the activation
function to improve the representability of the model.
In this paper, we apply a two-layer graph convolutional network (GCN). The
feature size in both layers is set to 64. The Â is a zero-one matrix. Its ijth entry
(âij) is zero if there is no connection between vertices i and j, otherwise it is 1. In our
case, the vehicle which is being predicted is connected with all surrounding vehicles.









2XW (0))W (1)) (4.6)
where the ReLU is the activation function between layers. The W (0) and W (1) are
the parameters within the two graph convolution layers. The architecture of the
information sharing module is given in the top part of Figure 5.1. After the two layer
convolution operations, a 1-d feature xinfo that summarizes the latent intention of
surrounding neighbors is acquired.
In order to improve the training efficiency, we employ the batch-wise operation for
multi graph in the GCN, as shown in the bottom right of Figure 5.1. First, all graphs
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are concatenated together to build a fusion graph. Then, a fusion block diagonal
matrix is established. Each one of them represents the connectivity of the graph
instance.
4.2.4 Future Trajectory Generation
Finally, all three features, {xtraj, xsocial, xinfo}, are concatenated together to construct
an embedding of the vehicle future trajectory, which is to be predicted. Then Then,
the embedding feature is passed to the trajectory generation module, as shown in
the top right of Figure 5.1. In the generation module, the LSTM based decoder is
applied to generate the sequence of x, y coordinates for the next 5 cycles, which is
the prediction horizon that we are interested. The output of the model is denoted as
a sequence:
Ycoor = {Ct−1, Ct−2, ..., Ct} (4.7)
where,
Ct = xt, yt (4.8)
is the predicted x, y values of the target vehicle at time t.
4.3 Experiments
4.3.1 Dataset
Our proposed model is evaluated on the public Next Generation Simulation (NGSIM)
dataset. The NGSIM dataset collects the detailed vehicle trajectory information on
eastbound I-80 in the San Francisco Bay area [84] and southbound US 101 in Los
Angeles [85]. The study area for I-80 and 101 are 500 meters (1,640 feet) and 640
meters (2,100 feet), respectively. Figure 4.3 shows the study area of the NGSIM
dataset. All the data is segmented into three 15 minute periods. The dataset is
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splitted into three subsets: training, validation and testing. We follow the same
approach in [42] to split the vehicle trajectories into 8 second segments. The first 3
seconds are treated as the historical data, and the following 5 seconds trajectories are
to be predicted.
(a) I-80 study area
(b) I-101 study area
Figure 4.3: Data Collection Procedure
4.3.2 Evaluation Metrics
In this paper, we use the Root Mean Square Error (RMSE) [86] to evaluate the per-
formance of our proposed approach. This metric measures the difference between the








m − x′mT )2 + (yTm − y′mT )2 (4.9)
where xtm and y
t
m are the predicted coordinates. The m is the index of sample. The
total number of testing sample is denoted as n, and x′m
t and y′m
t are the ground truth
coordinates. T is the prediction horizon of the model. In our experiment, T is varying
from 1 to 5 seconds.
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4.3.3 Comparison Baselines
• Constant Velocity (CV) [87]: A baseline method that uses the constant velocity
(CV) Kalman filter to forecast vehicle trajectory .
• GAIL-GRU [88]: A generative adversarial imitation learning model that takes
the ground truth trajectories of all adjacent neighbors as the model input.
• Vanilla LSTM (V-LSTM): The typical LSTM based encoder-decoder model.
The vehicle historical trajectory is fed into the model as the input. Then, the
LSTM output is decoded as the vehicle trajectory prediction.
• Social-LSTM (S-LSTM) [89]: The model applies the social pooling layer which
allows the information sharing between each individual LSTM.
• ConvSocial-LSTM (CS-LSTM) [42]: The model uses the convolution operation
to extract the features from the social tensor. The prediction-centric vehicle’s
feature is concatenated with social feature.
• Non-local Social Pooling (NLS-LSTM) [43]: This model is based on an LSTM
encoder-decoder. The social pooling is applied to capture the interactions be-
tween all vehicles. Besides, non-local multi-head attention mechanism is used
to summarize the relevant information.
• Multi-Agent Tensor Fusion (MATS) [44]: This model concatenates the back-
ground scene feature and the vehicle historical trajectory feature into a multia-
gent tensor. A generative adversarial networks (GAN) based module is included
for generating the future trajectory prediction.
4.3.4 Experiment Setup
We run our experiments on a desktop server running Ubuntu 16.04 OS with 3.60GHz
Intel Xeon W-2123 CPU, 256GB Memory and a NVIDIA 2080Ti GPU. During the
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Table 4.1: The Evaluation of RMSE in Meters on NGSIM Dataset
Horizon (s) CV GAIL-GRU V-LSTM S-LSTM CS-LSTM NLS-LSTM MATS GISNet
1 0.73 0.69 0.68 0.65 0.61 0.56 0.66 0.33
2 1.78 1.51 1.65 1.31 1.27 1.22 1.34 0.83
3 3.13 2.55 2.91 2.16 2.09 2.02 2.08 1.42
4 4.78 3.65 4.46 3.25 3.10 3.03 2.97 2.14
5 6.68 4.71 6.27 4.55 4.37 4.30 4.13 3.23
training, the Adam optimizer is applied with a 0.001 learning rate. The graph-based
information sharing model has a 64 dimensional embedding state. We use the ReLU
to be the activation function. Batch normalization and dropout are also applied for
preventing the overfitting. The training and testing framework is built in PyTorch.
4.4 Results
4.4.1 Predicted Trajectory Accuracy Improvement
Table 4.1 shows the RMSE results for the models being compared. The first thing
we can notice is that all the deep learning based methods outperform the traditional
model (CV). It demonstrates the efficiency of the deep learning based model. The
vanilla LSTM considers the temporal trajectory of the target vehicle. And the gener-
ative adversarial imitation learning - gated recurrent unit (GAIL-GRU) extends the
lstm architecture by importing the GAN. However, none of them consider the impact
of the neighbor cars. Hence, they also perform poorly in the prediction.
The second thing we can observe is that, all the models which consider the sur-
rounding vehicles give the lower RMSE. It proves that the neighbors information does
help the vehicle trajectory prediction. Moreover, our proposed method outperforms
all other baselines due to the information-sharing mechanism. Compared with the
original convolutional social pooling (CS-LSTM) method, we can achieve 45.35%,
34.02%, 31.69%, 30.74% and 25.86% accuracy improvements when prediction hori-
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zon varies from 1s to 5s. Compared with the MATS, our model also achieves 50.00%,
38.06%, 31.73%, 27.95% and 21.79% accuracy improvements for the 5 prediction hori-
zons. Although CS-LSTM and MATS both considers the features from neighboring
vehicles, they were placed in the social tensor and processed by a convolutional neu-
ral network. The GISNet outperforms MATS and CS-LSTM due to two reasons: 1)
Small CNN kernels are used in these model, therefore, they only consider the joint
features of vehicles in adjacent area. Although the covered area of the joint features
increases as the network goes deeper, the resolution of the information is also reduced
due to the pooling layers. 2) The social tensor does not only have the useful features
of the neighboring vehicles, but also has lots of empty features located at the grid
location not occupied by any vehicles. Finally, compared with the NLS-LSTM, the
proposed model reduces the RMSE by 41.07%, 31.97%, 29.70%, 29.37% and 24.88%
in different prediction horizons, respectively. One reason for this is that the non-local
multi-head attention mechanism will only extract features from the “relative” impor-
tant surrounding vehicles. Some minor but meaningful features might be suppressed.
4.4.2 Vehicle Predicted Trajectory Visualization
In this section, we visualize several predicted trajectories and the ground truth to
give a qualitative demonstration of the prediction performance. All the results are
sampled from the NGSIM data set. And the data in the NGSIM is collected from
the real world. We select 4 different scenarios to reproduce some typical scenes in
daily-life: a) Fast speed traffic, b) Low speed traffic, c) Congested traffic, d) Crowded
Traffic. The results are given in Figure 4.4. In the figure, the black vehicle is the car
which is being predicted, and the black vehicles are the surrounding neighbors. The
black dash lines are the historical trajectory of each vehicle. The blue dash line is the
trajectory predicted by model, and the red dash line is the ground truth trajectory.
As we can see that, our predicted trajectories are close to the ground truth. In
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the high speed traffic scenario, the cars are driving at a relatively high speed. The
final location of the predicted trajectory is almost the same as the observed location,
as shown in Figure 4.4.a. In the low speed traffic scenario (Figure 4.4.b), the GISNet
learns that the vehicle is in a relative low speed, and the predicted trajectory is
shorter. For the congested traffic scenario, the result is given in Figure 4.4.c. We
can see that all vehicles on the left most lane are moving, however, the car which is
being predicted is in a congested lane. Consequently, the model is not affect by the
surrounding cars and can predict the stationary trajectory. Last, the most complex
situation in daily life is the crowded traffic, where the target vehicle is moving but
crowded with many cars. Figure 4.4.d shows the predicted result in this scenario,
where the vehicle is trying to make a lane change. In this scenario, our model can
still predict the motion. In general, our model can output an accurate car location
for the near future (1s, 2s and 3s) and make good prediction of the trend for the long
term (4s and 5s).
(a) Fast Speed Traffic (b) Low Speed Traffic
(c) Congested Traffic (d) Crowded Traffic
Figure 4.4: Trajectory Prediction Visualization
4.5 Conclusions
In this chapter, we propose a novel graph-based information sharing network (GIS-
Net). The network has the ability to encode the historical trajectory of each vehicle
and allow the information sharing between the target vehicle and its surrounding
neighbors. Furthermore, the model can fuse the features extracted from both Eu-
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clidean domain and non-Eculidan domain to make the future trajectory prediction.
We apply our network to a public dataset to demonstrate its capability to predict
an accurate trajectory in the future. Meanwhile, our method outperforms other re-
ported trajectory prediction methods and can reduce the prediction error by up to
50.00%. The qualitive results also demonstrate that the GISNet can capture the




Deep Learning Model for UAS
Instantaneous Density Prediction
5.1 Introduction
Chapter 4 has shown that the Deep Neural Network (DNN) based method has the
potential to be applied in the multi-agent related tasks and achieves a promising
results. In this chapter, we will continue study the DNN based method to solving the
multi-agent task, while we shift the focus to applying the DNN model in large-scale
UAS management. As we have seen, recently, many companies, such as DJI, Lockheed
Martin and Amazon, devote themselves to develop small Unmanned Aircraft Systems
(sUAS). Complicated and high density UAS traffic imposes significant burden on air
traffic management, city planning and communication resource allocation. Under
this environment, the following critical questions are usually asked: Given the list
of scheduled launches in an area, do we know in advance whether a feasible route
in terms of air space safety and energy efficiency can be found for a specific mission
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at a specific time? Do we need to delay the launch of some sUAS in advance to
accommodate a mission with higher priority scheduled at a specific time? Answering
such questions and being able to predict the traffic distribution ahead of time will
provide an opportunity for more efficient planning and control.
UAS density prediction is a critical and challenging problem in the Unmanned
Aircraft System Traffic Management (UTM) system. Most existing studies focus
on simulation-based approaches. Although accurate, they usually take a long time
to deliver results. Neural networks have been used to predict the traffic density.
However, most such studies require the sampling of the traffic density from the past
data and predict the future density using past density information. These models
assume a static environment. For example, the source (i.e. the location where the
sUAS enters the air space) and sink (i.e. the location where the sUAS leaves the air
space) of the traffic flow are assumed to remain the same, and air space constraints,
such as no-fly zones, are fixed. Based on these assumptions, the traffic in the future
will exhibit similar pattern as the traffic in the past, and can be predicted from the
historical data. A constant environment may be reasonable for road traffic, however,
the operational environment of sUAS features higher dynamics and flexibility. For
instance, the no-fly zones may change due to construction or special activities/events,
launching or landing zones may be added or removed. The model based on historical
data will become obsolete as soon as the environment changes. New data must
be collected and a new model needs to be trained, which can take days or weeks.
Furthermore, most of the existing models consider traffic distribution as a stationary
process, and focus on predicting the steady states. For resource provisioning or safety
assurance, we need to know not only the steady state traffic but also the worst case
traffic. Hence the ability to predict the transient behavior of air traffic distribution
is highly desirable. There are a few works that utilize the long short-term memory
(LSTM) model to predict future traffic based on recent traffic activities, however,
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their prediction horizon is very limited. Accurate prediction cannot be made beyond
4 or 5 timestamps.
In this chapter, a deep learning-based prediction model is presented for semi-
transient traffic density distribution prediction. The model takes the air space en-
vironment and the pre-scheduled launch list in the next T time units as the inputs,
and predict the average traffic density of traffic distribution in this air space during
time [T-δ, T]. The parameter T controls the prediction horizon and by reducing the
value of parameter δ , the focus of the model changes from the long-term average
behavior to transient behavior of the traffic. By taking the flight environment and
detailed launch information as part of the inputs, the model is specific only to the
type of trajectory planning algorithms. It can be generalized to different air space
environment as long the trajectory of each UAS is routed using the same algorithm.
It will have no “down time” after the map or the launching/landing zone has changed.
The model has high prediction accuracy. Compared with other existing methods,
our model can achieve a correlation score of 0.947 and can improve the prediction
accuracy by up to 15.2%. In a realistic traffic scenario, where no-fly zones avoidance
and safe distance between sUASs are considered by planning the trajectory using A*
routing algorithm [51], our model can still achieve a correlation score of 0.823. The
following summarizes the major contributions of our work:
• A novel UAS traffic density prediction model is developed that captures the
information from the historical data and the pre-scheduled sUAS launch list.
• A novel input representation of the future sUAS mission information is pro-
posed. The pre-scheduled missions are categorized into 3 types according to
their launching times. Our model is designed to extract features from all type
of inputs simultaneously. The learnable parameters are introduced to adjust
the degrees affected by different types of features.
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• Compared to the baseline models, our model improves the prediction accuracy
by up to 15.2%. When doing hot spot prediction, our model can achieve an
AUROC score of 0.951.
• The qualitative results demonstrate that our model can accurately predict hot
spots (congestion) in the future traffic map and has the ability to predict the
density of UAS with broad range of missions/trajectories.
• The UAS instantaneous density prediction model has been extended to a con-
tinuous prediction framework. By applying the proposed framework, the UAS
density prediction time horizon can be significantly extended.
5.2 Methods
Our density prediction model is an end-to-end model. Each component module is
fully differentiable. The mean square error (MSE) loss is calculated by measuring
the difference between the predicted density map and the labeled density map. The
architecture of our model contains four components: Historical Density Formulation
module, UAS Mission Translation module, Mission Feature Extraction module, and
Density Map Projection module. The model structure is depicted in Figure 5.1. In
this section, each component of the model will be elaborated.
5.2.1 Historical Density Formulation
The historical density describes the pre-existing air space environment. The size of
the historical density map is 100× 100 grid unit which is the same as the simulation
environment. The value at each pixel is between 0 and 1 and represents the average
density in the past m simulation cycles. The value of m is set to be 10 in this chapter.
The historical density will also be called “initial density” in this chapter. Given the
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Figure 5.1: Mission-Aware Spatio-Temporal Model Architecture
historical density, we employ a convolutional neural network (CNN) to extract the
relevant features. The model is composed of 3 convolution layers, 2 pooling layers
and the ReLU activation layers. Finally, the C × 32× 32 feature maps are obtained
from the feature extractor, where C is the number of feature channels. The feature
extracted from the historical density is denoted as Xh.
5.2.2 UAS Mission Translation
This module is responsible for translating the trajectory of each sUAS mission to
image representation. First, the UAS future missions are summarized into a mission
list. The dimension of the mission list is n× 5 where n is the number of missions in
the future. Each mission is defined by a 5 dimensional vector: {Xs, Ys, X ′d, Y ′d , Tn}.
The {Xs, Ys} and the {X ′d, Y ′d} represent the launching and landing locations of the
mission. The launching time is indicated by Tn. Given the mission list, the model will
first cluster the missions into different groups based on the mission launching time.
Then, the mission translation module follows in the same manner as the breadth-
first search (BFS) algorithm to map the trajectory of each mission into a 2D map.
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From each Origin-Destination (O-D) pair, we draw a shortest path from the launch-
ing location to the landing location. For each individual mission, we assume that
the horizontal direction movement has a higher priority than the vertical direction
movement. The movement priority is the same as in the MATRUS simulator [31].
After the UAS mission translation procedure, a K channel output can be obtained.
Each channel lumps the trajectory information of the sUAS that will be launched in
the same simulation cycle. K is set to be 60 in this chapter.
Moreover, we introduce a novel sUAS trajectory representation approach, which
we refer to as the “Flow”. The “Flow” input representation uses an ascending se-
quence to represent the sUAS movement from the launching location to the landing
location. Therefore, in the visualization of the 2D map, the waypoints near the
landing location are brighter than the waypoints near the launching location. If one
location is occupied by more than one sUAS, we use the mean of all the overlapped
values to represent this location. By using this input representation, the model can
distinguish launching and landing locations. In addition, the order of the sUAS move-
ment is also specified. Figure 5.2 shows two mission translation examples.
(a) Translation 1 (b) Translation 2
Figure 5.2: UAS Mission Translation Examples
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5.2.3 Mission Feature Extraction
The translated UAS missions are fed into the mission feature extraction module.
This module is responsible for learning the density features from the pre-scheduled
missions. Inspired by [90], we develop a novel channel segmentation model. First,
according to the mission launching time, the translated missions are categorized into
3 groups: long-term, mid-term and short-term. In our case, the long-term group
contains the launching missions from cycle 1 to cycle 30. The mid-term group involves
the launching missions from cycle 31 to cycle 50. The rest of the launching missions,
cycle 51 to cycle 60, belong to the short-term group. Then, three types of models
with different number of input channels are employed to extract the features from the
inputs. The number of input channels for long-term, mid-term and short-term models
are 10, 5 and 2, respectively. Each individual model has the same structure but the
weight will be updated independently. The intuition behind the model architecture
design is that the mission whose launching time is close to the end should have a
larger impact on the final density. Then, three types of features (long-term feature,
mid-term feature and short-term feature) can be obtained, which are denoted as
{Fl, Fm, Fs}. In the fusion module, the learnable parameters are introduced to adjust
the degrees affected by different features. Therefore, the mission from different times
will contribute accordingly to the final density. The fusion equation is defined as
follows:
Xf = {W1 × Fs 1 + ...Wk × Fm 1 + ...+Wn × Fl n} (5.1)
where W denotes the learnable parameters. The output density feature is denoted
as Xf . And, the Fs, Fm and Fl are the features extracted from short-term input,
mid-term input and long-term input, respectively.
Consequently, a C × 32× 32 feature map is obtained from this module, where C
stands for the number of feature channels.
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5.2.4 Density Map Projection
Finally, two features {Xh, Xf} are concatenated together to construct a fused den-
sity feature representation. Then, we apply a de-convolution module to project the
density feature into a 2D density map that has the same width and height as the
whole simulation environment. The de-convolution module is composed of four 2D-
transpose layers, batch normalization layers and the ReLU activation layers. The
value at each location stands for the average density at the given prediction time T1.
In this chapter, T1 is set to be 10 simulation cycles.
5.3 Experiments
5.3.1 Data Generation
Inspired by the MATRUS framework [31], we implement a Python based sUAS flight
simulator. For each traffic scenario tested in this chapter, we ran the simulator to
generate 3000 samples. All the data sets are divided into two subsets: training
and testing. The split ratio is 90 : 10. For each sample, the simulator randomly
generates 5 launching areas and 5 landing areas on a 100 × 100 grid environment.
Each area has the size 3×3. Any grid in this area can be considered as the launching
location. The minimum distance between any two areas is 5 cells. For each launching
area, the simulator uses uniform distribution to randomly generate a floating-point
number as the launch probability. At every simulation cycle, the simulator randomly
selects 15 launching locations from all launching areas. For each selected location,
the simulator randomly decides whether a mission should be launched from current
location at current cycle based on the launch probability.
For each sample, the simulation time horizon is defined as T . In this chapter, T
is set to be 60 simulation cycles, and each cycle lumps sUAS launching information
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in 10 seconds. The time period that generates the density map will be described as
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Figure 5.3: Data Generation Procedure
5.3.2 Evaluation Metrics
Two metrics are used to measure the quality of the prediction.
(1) Correlation: Correlation is calculated between the simulated traffic density
(Y ), which is considered as the ground truth, and the predicted traffic density (Ŷ ).
In our experiments, this shows whether and how strongly the predicted and labeled
variables are related. The equation of the Correlation is as follows:




where ρ(X, Y ) is Pearson’s correlation coefficient of X and Y , σX and σY are the
standard deviations of X and Y , respectively. Cov(X, Y ) is the covariance of variables
X and Y , which can be calculated by the following equation:
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Cov(X, Y ) = E[(X − E[X])(Y − E[Y ])] (5.3)
where E[.] denotes the expected value.
(2) Area Under the Receiver Operating Characteristics (AUROC): The ROC curve
is plotted by mapping the True Positive Rate (TPR) against the False Positive Rate
(FPR) with different thresholds. Given a ROC curve, the AUROC evaluates the
performance of the model by distinguishing between classes. The higher the AUROC
score of a model, the better the performance is. For an uninformative model, the
AUROC is close to 0.5. The maximum AUROC is 1.
5.3.3 Comparison Models
To the best of our knowledge, there is no prior work considering exactly the same
application as this chapter. For comparison, we selected several existing models that
are potentially promising for traffic prediction, and re-trained them using our data set.
We also compared with a modified version of our own model to show the effectiveness
of certain design decisions of our model. The following five models are tested and
compared.
• Vanilla CNN (VCNN): This is a typical CNN based encoder-decoder model.
The model assumes that, the location and action probability of each launch-
ing/landing area is static and can be represented in a 2D map. It tries to learn
the relation between traffic density and the 2D map, and makes predictions
based on the static information.
• Vanilla LSTM (VLSTM): This is a typical LSTM based encoder-decoder model.
It takes the T -cycle scheduled launching information and predicts the density
at the T + 1th cycle. Because the traffic density of cycle (t + 1) is determined
by the density at cycle t and the current launching information, it is expected
that such temporal dependency can be captured by an LSTM model.
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• RouteNet [91]: The RouteNet model is encouraged by the Fully Convolutional
Network (FCN) architecture that predicts the congestion in VLSI placement
and routing. The FCN allows the input to be any size and produces an output
with exactly the same size as the input, indicating the density (or hotspot) at
any location.
• Segmented Channel: This is our model as discussed in this chapter. The inputs
are categorized into 3 groups. Then, the designated models are assigned to each
group for extracting the features. The model applies the 2D convolution with
2× 2 and 4× 4 filter size. The max pooling is also used in the model.
• All Channel: This model has a similar structure as the one presented in this
chapter except that there is no input channel segmentation. The model treats
all missions with different launching times equally.
5.3.4 Experiment Setup
We run our experiments on a desktop server running Ubuntu 16.04 OS with 3.60GHz
Intel Xeon W-2123 CPU, 256GB Memory and a NVIDIA 2080Ti GPU. During the
training, the Adam optimizer is applied with a 0.005 learning rate. The weight decay
is set to 0.0001. We use the ReLU to be the activation function. Batch normalization
and dropout are also applied for preventing the overfitting. The training and testing
framework are built in PyTorch.
5.4 Results
5.4.1 Predicted Density Accuracy Improvement
In the first experiment, we compare the accuracy of the density prediction between our
model and other baseline models from Section 5.3.3. The model which extracts the
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trajectory features from all input channels is denoted as “channelall”. Our presented
channel segmentation model is denoted as “channelseg”. Because the prediction model
assumes a non-empty air space, we are interested to know how close the initial traffic
density resembles the density at the target time of prediction. The column “init”
gives the correlation between the initial density and the label density.
Table 5.1: The Correlation Score of the Density Prediction
Init VCNN VLSTM RouteNet Channelall Channelseg
0.822 0.863 0.803 0.889 0.944 0.947
Table 5.1 shows the correlation score for all the models. The LSTM model has the
worst performance among all the models. The correlation score of the “V LSTM”
model is even lower than the “init” correlation score. One reason for this is that
the 60 cycle prediction period is too long for the “V LSTM” model. The error will
accumulate and propagate from the first cycle to the last cycle. The “V CNN”
model improves the correlation score by 5.0%. However, ignoring the information of
exactly when and where each sUAS is going to be launched and where it is heading
from now to the end of prediction window makes the prediction much less specific.
Therefore, the “V CNN” model cannot achieve a higher accuracy. In the “RouteNet”
model, each scheduled mission will be marked by a bounding box between the Origin-
Destination (O-D) pair. This approach gives the model a more forthright indication
of each mission and the relation between the launching and the landing locations.
Consequently, the “RouteNet” model improves the correlation score by 8.2%. Finally,
our presented model, “channelall” and “channelseg”, outperforms all other models.
Compared to the initial traffic density, the predicted density of these models clearly
resembles the actual density at the end of prediction window better, with 14.8% and
15.2% improvement of the correlation score, respectively.
Between the two model architectures that we proposed, the “channelseg” model
80
can achieve higher correlation score than the “channelall” model. However, the dif-
ference is very marginal. In the next, we will show that using segmented channel is
important under the scenario when the process of UAS launching is non-stationary.
5.4.2 The Impact of the Initial Density
In the second experiment, we study how the initial density affects the density pre-
diction and evaluate the robustness of two model architecture designs. Two test
scenarios have been designed:
• Without Training (w/o training): We follow the same training procedure in
Section 5.4.1. However, during the testing, the initial density is not provided.
Instead an all-black image (i.e. an empty air space) is provided.
• With Training (w training): In the training phase, the initial density is also
replaced by the all black image.
Table 5.2: The Impact of the Initail State
w/o training w training
init 0.822 0.822
channelall 0.885 (+7.7%) 0.894 (+8.8%)
channelseg 0.913 (+11.1%) 0.924 (+12.4%)
The results in Table 5.2 show that the model performance is affected by the his-
torical density. Nonetheless, compared to the “channelall” model, the “channelseg”
model is more robust. In Section 5.4.1, the correlation scores are 0.944 and 0.947 re-
spectively for “channelall” model and the “channelseg” model. Without the training,
the correlation score drops to 0.895 and 0.913 respectively for “channelall” model and
the “channelseg” model. This proves that the “channelseg” model can extract more
meaningful features from the pre-scheduled missions. Even with the training, two
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models can only achieve correlation scores of 0.894 and 0.924. This proves that the
historical density map can help the model improve the prediction accuracy. This phe-
nomenon shows that, compared to the “channelseg” model, the “channelall” model
relies more on the historical density.
5.4.3 The Model Sensitivity to Missions
In the third experiment, we study the model’s sensitivity to missions. In our assump-
tion, the most recent missions should have a larger contribution to the predicted
density than those that took place earlier in time. And the model should be able to
capture the features from the non-stationary missions. In order to further analyze
this conjecture, we test different model architectures and design a specific experi-
ment. In the model architecture design, we test both 2D convolution operation and
3D convolution operation to be the feature extractor backbone. For the experiment,
we use the normal mission list as the input in the model training phase. The normal
mission list means that all the 60 cycles have the launching missions. However, in the
testing phase, we remove the missions from either the first 30 cycles or last 30 cycles.
Therefore, the experiments are broken down into 2 scenarios:
• No Task Before 30 (NTB 30): No new launching mission from cycle 1 to cycle
30.
• No Task After 30 (NTA 30): No new launching mission from cycle 31 to cycle
60.
Table 5.3 shows the correlation score in both scenarios. The “init” stands for the
correlation score between the initial density and the label. We take the “channelall”
and the “channelseg” to be two comparison models. The testing data is the same
for both 3D convolution operation and 2D convolution operation. Therefore, the
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Table 5.3: Experiments comparing 2D and 3D convolution
Scenario (3D) NTB 30 NTA 30
init 0.699 0.647
channelall 0.554 (-21.3%) 0.532 (-17.8%)
channelseg 0.712 (+1.9%) 0.678 (+4.8%)
Scenario (2D) NTB 30 NTA 30
init 0.699 0.647
channelall 0.765 (+9.4%) 0.751 (+16.1%)
channelseg 0.836 (+19.6%) 0.858 (+32.6%)
correlation scores between the initial density and the label are the same for both sce-
narios. Compared to the result in Section 5.4.2, without the training, the prediction
accuracy drops for both models. However, from the results, we can notice that the
performance drop with 2D convolution operation is less severe in comparison. The
correlation score of the “channelall” model with 3D convolution operation is even
lower than the “init”. The reason is that the features from the most recent time
and early time periods are not distinguishable as the 3D convolution uses the same
cube filter for all cycles. However, for the 2D convolution, each filter has a spatial
extent. The number of spatial extents is equal to the number of input channels. The
spatial extent increases the representability of the model. The demonstrations of the
2D and 3D convolution operations are given in Figure 5.4. This suggests that using
2D convolution layers to extract features from each channel in our scenario is a more
robust approach compared to using the 3D convolution. Consequently, we choose
the 2D convolution operation to be the backbone of the feature extractor in our final
model design.
The second observation from the result is that, the “channelseg” model always has
a better prediction performance than the “channelall” model. With 2D convolution
operation, compared to the “init”, the “channelseg” model can achieve 19.6% and
32.6% correlation score improvement in NTB 30 and NTA 30, respectively. However,
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(a) 2D convolution (b) 3D convolution
Figure 5.4: Convolution Operation Comparison
the “channelall” model can only achieve 9.4% and 16.1% improvement. This result
is consistent with our hypothesis at the beginning of the section. In our “channelseg”
model, the missions with different launching time can be distinguished. Our model
is capable of learning the meaningful features from the non-stationary missions.
5.4.4 Density Prediction with No-Fly Zone Avoidance and
Routing Algorithm
In the fourth experiment, we introduce no-fly zones into the simulation environment.
In each batch of the simulation, the ratio of grids which are occupied by a no-fly
zone is varying from 5% to 45%. By applying the routing algorithm, the simulated
sUAS is capable of avoiding the no-fly zone and other sUASs. Hence, the sUAS
trajectory is more heuristic and that leads to a more challenging density prediction
task. In order to reach a high prediction accuracy, we investigate three potential
input representations at the same time. The “Flow” input representation has been
presented in Section 5.2.2, as shown in Figure 5.5a. In the second input representation,
we draw a bounding box to incorporate the launching and landing grids of each sUAS.
The launching/landing grids are located at the two corners of the bounding box. The
value in each grid represents the needed steps to move from the launching location,
as shown in Figure 5.5c. Therefore, we call it “Ones” input representation. For the
“Probability” input representation, we use the same bounding box to incorporate the
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launching and landing grids. However, the value in each grid stands for the probability
that the sUAS moves from its previous adjacent grid to the current grid, as shown in
Figure 5.5b.
(a) Flow (b) Probability (c) Ones
Figure 5.5: Different Input Representation
Table 5.4: Density Prediction with No-Fly Zone Avoidance and Routing Algorithm
Correlation Flow Probability Ones
init 0.698 0.698 0.698
channelall 0.795 (+13.9%) 0.818 (+17.2%) 0.821 (+17.6%)
channelseg 0.798 (+14.3%) 0.819 (+17.3%) 0.823 (+17.9%)
Table 5.4 shows the correlation scores for the different representations. From the
result, we can notice that both models can improve the correlation in all the input
representation types. However, the performance of the “channelseg” model is slightly
better than all-channel model. Compared to the correlation score of the initial density,
our presented “channelseg” model can improve the correlation score up to 14.33% in
”Flow” input representation, up to 17.34% in ”Probability” input representation and
up to 17.91% in the ”Ones” input representation. The “Ones” input representation
outperforms other two representations due to two reasons: 1) The routing algorithm
is used in the simulation, therefore, the potential sUAS trajectories are more heuristic.
Although the “flow” representation has the ability to indicate the sUAS movement,
85
the flexibility of the model is also reduced by given only one possible path. 2) Com-
pared to the “Probability” representation, the “Ones” representation does not only
have all the possible trajectories, but also indicate the moving order of the sUAS.
Besides the correlation evaluation, we also apply the AUROC to evaluate the
performance of the “channelseg” model. In this experiment, the pixel whose value
that is not zero in the label is considered to be the evaluation reference as we are
more interested in the high dense area on the map. The P estimation is a popular
method in financial risk assessment and internet congestion investigation. Hence, we
employ the P50, P75, P90 and P99 to select the threshold. After the threshold is
defined, the pixel in the label whose value is larger than the threshold is binarized to
1, and vice versa. Table 5.5 shows the selected threshold for different P values. For
the prediction, the threshold value is sampled progressively from 0.0 to 1.0, with the
0.01 granularity.
Table 5.5: Threshold Selection in Different P Value
P50 P75 P90 P99
Threshold 0.2 0.3 0.5 0.8
Figure 5.6 shows the AUROC in different thresholds. As we can see from the
figure, the “Ones” input representation still outperforms other methods. The P50
means that half of the UAS flight areas are considered as the hot spot. In this
strict circumstance, the AUROC of the “Ones” representation can still achieve 0.803.
However, in reality, the severity is often exaggerated by choosing the P50. For the
P75, P90, and P99, the AUROC of the “Ones” representation are 0.836, 0.889 and
0.951, respectively. This result further proves that our model is capable of making an
accurate hot spot prediction.
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(a) AUROC @ P50 (b) AUROC @ P75
(c) AUROC @ P90 (d) AUROC @ P99
Figure 5.6: AUROC at Different P Value
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5.4.5 Density Prediction Visualization
In the fourth experiment, we visualize several UAS density predictions to give a qual-
itative demonstration of our model. The model is extended to predict two types of
UAS trajectories: 1) Manhattan trajectory type, and 2) point-to-point (p2p) tra-
jectory type. For the Manhattan style trajectory, we select two typical scenarios to
test the performance: a) dense traffic, b) sparse traffic. Both scenarios are tested
with/without the routing algorithm. For the p2p style trajectory, the reactive “rout-
ing” that utilizes artificial potential field [25] to dynamically avoid potential conflicts
is integrated.
Figure 5.7 shows the Manhattan style trajectory density prediction results without
the routing algorithm. The figures on the left-hand side are the predictions and the
figures on the right-hand side are the labels (i.e., the ground truth). The value of each
pixel varies from 0 to 1, representing the average density in T1. The brighter area
indicates that there are more sUAS passing through this location. The Manhattan
style trajectory density prediction with the routing algorithm is shown in Figure 5.8.
Finally, the p2p trajectory density prediction with the artificial potential field collision
avoidance algorithm is presented in Figure 5.10.
From Figure 5.7 we can notice that, our predicted densities are close to the label
in both scenarios. In the dense traffic scenario, all 6 dense areas are predicted by our
model, as shown in Figure 5.7a and Figure 5.7b. Although some of the dense areas
are close to each other, the model can still predict them clearly. In the sparse traffic
scenario, there are only two horizontal dense areas. One is in the middle of the map,
and the other is at the bottom of the map. Both of them are predicted accurately by
our model.
After the routing algorithm is introduced, the sUAS trajectory is heuristic which
will lead to a more random density distribution. Both prediction and label become
blurry in this situation. Under this circumstance, our presented model can still predict
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(a) Density Prediction (Dense) (b) Density Label (Dense)
(c) Density Prediction (Sparse) (d) Density Label (Sparse)
Figure 5.7: Density Prediction without Routing Visualization
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the most obvious dense areas. In Figure 5.8b, there are four obvious dense areas which
are marked by the red dashed circles. Figure 5.8a shows that all of the dense areas
are predicted successfully by our model. In the sparse traffic scenario, there are three
obvious dense areas in Figure 5.8d. Although the model fails to predict the dense area
at the top of the map, two other dense areas at the left bottom have been predicted
successfully, as shown in Figure 5.8c.
(a) Density Prediction (Dense) (b) Density Label (Dense)
(c) Density Prediction (Sparse) (d) Density Label (Sparse)
Figure 5.8: Density Prediction with Routing Visualization
Figure 5.10 visualizes the p2p style trajectory density prediction results with the
reactive routing algorithm. From the visualization, we can notice that some of the
density paths are tangled, such as in the middle left area in Figure 5.9b, the bottom
left area in Figure 5.9d, the top right area in Figure 5.10b, and the bottom right
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area in Figure 5.10d. The tangled paths, which are marked by the red dashed circles,
lead to a more tough density prediction problem in our model. It requires our model
to learn the clear and meaningful features from both historical density and future
UAS missions. Figure 5.9a 5.9c 5.10a 5.10c show that our model can successfully
predict the UAS density in p2p trajectory type. Almost all the density paths can be
predicted accurately. Furthermore, the density path in the tangled area can be easily
distinguished by the observer (human). In conclusion, the above results demonstrate
that our model can be used to predict the density of the UAS with a broad range of
missions/trajectories.
(a) P2P Prediction 1 (left) (b) P2P Label 1 (left)
(c) P2P Prediction 2 (left) (d) P2P Label 2 (left)
Figure 5.9: Point-to-Point Trajectory Density Prediction (Left)
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(a) P2P Prediction 1 (right) (b) P2P Label 1 (right)
(c) P2P Prediction 2 (right) (d) P2P Label 2 (right)
Figure 5.10: Point-to-Point Trajectory Density Prediction (Right)
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5.5 Case Study: UAS Density Continuous Predic-
tion Framework
In the above Sections, we have presented a deep-learning based UAS instantaneous
density prediction model. However, the current model only predict the UAS density
from one segment of the simulation data. This feature limits the feasibility of applying
our model in the real-world task. Therefore, the capability of predicting the UAS
density continuously is needed. The continuous prediction is a challenging problem
as the prediction error at the beginning will be accumulated and propagated to the
end of the prediction.
Consequently, we extend our UAS instantaneous density prediction model to a
continuous prediction framework. The framework architecture is depicted in Figure
5.11. The yellow box is the mission-aware spatial-temporal model, which was intro-
duced in Section 5.2. The model takes two types of input: 1) the historical density,
and 2) the future sUAS mission information. For the continuous density prediction,
the extended simulation time horizon is defined as Textend. In this section, Textend is
set to be 360 simulation cycles, and each cycle lumps sUAS launching information
in 10 seconds. The future sUAS launching information in Textend is equally divided
into N segments. Each segment contains 60 cycles of launching information. The
continuous prediction framework consists of N UAS instantaneous density prediction
models. Each model takes one segment of the future sUAS launching information
as the input. The initial density will be given to the first model of the continuous
prediction framework. The following models take the density map which is predicted
by the previous model as the historical density input. Finally, the continuous density
maps can be obtained by running the prediction framework.
Table 5.6 shows the correlation score of our UAS density continuous prediction
framework in three scenarios:
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Figure 5.11: The UAS Instantaneous Density Continuous Prediction Framework
Table 5.6: The Correlation Score of the Continuous Prediction Results
Init Avg. Pred. Pred. (seg. 1) Pred. (seg. 2) Pred. (seg. 3) Pred. (seg. 4) Pred. (seg. 5) Pred. (seg. 6)
Cont.-W. Init.-Random Start
Correlation 0.767 0.892 (+16.30%) 0.891 0.892 0.892 0.892 0.892 0.893
Cont.-W/O. Init.-Random Start
Correlation 0 0.891 (N/A) 0.888 0.892 0.892 0.892 0.892 0.893
Cont.-W/O. Init.-Zero Start
Correlation 0 0.887 (N/A) 0.843 0.893 0.895 0.894 0.896 0.894
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• Cont.-W. Init.-Random Start: In this scenario, the start time of the Textend
simulation cycles are randomly selected. When the start time is selected, the
data will be generated by running the simulator for Textend cycles.
• Cont.-W/O. Init.-Random Start: Compared to ”Cont.-W. Init.-Random Start”
scenario, the ”Cont.-W/O. Init.-Random Start” scenario uses the same method
to generate the data. However, the initial density will not be provided to the
continuous density prediction framework.
• Cont.-W/O. Init.-Zero Start: Compared to ”Cont.-W/O. Init.-Random Start”
scenario, the ” Cont.-W/O. Init.-Zero Start” scenario sets the start time of the
Textend simulation cycles as 0. Therefore, there is no initial density that can be
provided to the prediction framework as the input.
TheAvg.Pred. evaluates the average correlation score ofN segments. The Pred.(seg. n)
indicates the correlation score of segment n. The Init. stands for the correlation score
between the initial density and the label density of segment 1. In addition, the scenar-
ios in this section are generated without the UAS collision avoidance algorithm. The
evaluation of the continuous prediction framework with the UAS collision avoidance
algorithm will be included in the next Section.
First, we can observe from Table 5.6 that, for the ”Cont.-W. Init.-Random Start”
scenario, the continuous prediction framework achieves an average correlation of
0.892, which is the highest in all testing scenarios. Compared to the Init., the pre-
diction framework improves the correlation score by 16.30%. This result proves that
the initial density map can help the model improve the prediction accuracy. Then,
in ”Cont.-W/O. Init.-Random Start” scenario and ”Cont.-W/O. Init.-Zero Start”
scenario, the average correlation scores are 0.891 and 0.887, respectively. This phe-
nomenon shows that, even without the initial density map, each individual model in
the continuous prediction framework can extract the meaningful features from each
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segment of pre-scheduled missions.
The second observation from the result is that, compared to the correlation score of
the first segment, the correlation scores of the following segments have similar values.
In ”Cont.-W. Init.-Random Start” scenario and ”Cont.-W/O. Init.-Random Start”
scenario, the correlation scores from segment 2 to segment 5 are between 0.892 and
0.893. For the ”Cont.-W/O. Init.-Zero Start” scenario, the minimum and maximum
correlation score from segment 2 to segment 5 are 0.893 and 0.895, respectively. This
result demonstrates that our framework can immediately achieve the most detailed
result. Furthermore, even if the prediction error at the beginning is accumulated and
propagated to the end of the prediction, our framework can still maintain an accurate
density prediction.
In summary, the experiment results show that, by applying the continuous pre-
diction framework, the prediction time horizon can be significantly extended, while
maintaining the prediction accuracy. This feature grants us a chance to apply our
density prediction model to real-word scenarios.
5.6 Case Study: UAS Long-Term Density Contin-
uous Prediction
By increasing the value of parameter δ, the focus of our proposed model changes
from the UAS transient behavior of the traffic to the long-term average behavior.
The average behavior is beneficial for studying the long-term air traffic patterns.
However, the current model architecture is designed for capturing the features from
the mission whose launching time is close to the end. Therefore, for the average
density prediction task, we need to investigate different model architecture designs to
achieve an accurate prediction.
For the long-term density prediction, the time period that generates the density
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map is defined as Tlong. In this section, Tlong is set to be 60 simulation cycles, which
is the same as the length of the UAS future mission list, T . Then, our “channelall”
model is applied to predict the UAS long-term density. The correlation results are
reported in two scenarios: 1) Without UAS collision avoidance algorithm; 2) With
UAS collision avoidance algorithm. Three types of input representations introduced
in Section 5.4.4 are also evaluated.
Table 5.7: Long-Term Density Prediction wiht/without Collision
Avoidance Algorithm
Correlation W/O-Flow W.-Flow W.-Probability W.-Ones
init 0.854 0.809 0.809 0.809
prediction 0.973 (+13.9%) 0.926 (+14.5%) 0.927 (+14.6%) 0.926 (+14.5%)
Table 5.7 shows the correlation scores of our model in different scenarios. Accord-
ing to the results, the overall correlation score improvement can achieve more than
13.9%, while the Probability input representation with the UAS collision avoidance
algorithm can improve the correlation score by 14.6%.
Inspired by the continuous prediction framework presented in Section 5.6, we ex-
tend our UAS long-term density prediction model to a continuous prediction frame-
work. The framework architecture is depicted in Figure 5.12. The UAS instantaneous
density prediction model and the UAS long-term density prediction model are com-
bined to be an unified framework for long-term density continuous prediction. The
instantaneous density prediction model takes the historical density as the input and
predict the UAS density in T1. Then, the predicted instantaneous density is fed in
to the consecutive module as the historical density. The long-term density prediction
model is responsible for predicting the UAS density in Tlong, until the end of time
period Textend.
First, we evaluate the long-term density continuous prediction framework without
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Figure 5.12: The UAS Long-Term Density Continuous Prediction Framework
the UAS collision avoidance algorithm. The start time of the Textend simulation cycles
is set to be 0. The result is shown in Table 5.8. According to the result, we can notice
that, our presented framework can maintain an high accuracy during the prediction.
The framework achieves an average correlation score of 0.963. As the initial density
is not provided to the model, the score degradation can be observed in the prediction
of segment 1, however, the correlation scores of the consecutive segments regain to
above 0.967.
Table 5.8: Long-Term Continuous Prediction Framework Evaluation
without UAS Collision Avoidance Algorithm
Avg. Pred. Pred. (seg. 1) Pred. (seg. 2) Pred. (seg. 3) Pred. (seg. 4) Pred. (seg. 5) Pred. (seg. 6)
Cont.-W/O. Init.-Zero Start
Correlation 0.963 0.859 0.967 0.974 0.974 0.974 0.974
Then, the framework is evaluated by introducing the UAS collision avoidance
algorithm. In order to keep prediction accuracy, we need to explore a novel input
representation method that not only keeping the detailed UAS information but also
maintaining the possibility of different UAS trajectories. So, the UAS mission trans-
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lation module combines the Flow representation and Probability representation to
be a novel input representation, which is called FlowProb. There are two reasons
that we believe the combined input representation can predict a more accurate UAS
density: 1) The Flow representation provides an explicit origin/destination pair in-
formation to the model; 2) The Probability representation indicates all the possible
movements when the collision avoidance algorithm is introduced. Two scenarios are
tested in this experiment: 1) Cont.-W. Init.-Random Start; 2) Cont.-W/O. Init.-Zero
Start, which have the same definition as Section 5.5. The AUROC is applied as the
correlation score can not fully reveal the prediction quality in the hot spot area.
Table 5.9: Long-Term Continuous Prediction Framework Evaluation
with UAS Collision Avoidance Algorithm
Pred. (seg. 1) Pred. (seg. 2) Pred. (seg. 3) Pred. (seg. 4) Pred. (seg. 5) Pred. (seg. 6)
Cont.-W. Init.-Random Start
P50 0.927 0.895 0.867 0.842 0.821 0.809
P75 0.952 0.938 0.918 0.903 0.890 0.879
P90 0.970 0.958 0.944 0.933 0.921 0.913
P99 0.992 0.976 0.953 0.922 0.891 0.862
Cont.-W/O. Init.-Zero Start
P50 0.693 0.795 0.814 0.817 0.814 0.810
P75 0.741 0.814 0.850 0.857 0.861 0.861
P90 0.793 0.832 0.865 0.875 0.881 0.878
P99 0.877 0.834 0.827 0.800 0.784 0.765
Table 5.9 shows the AUROC results with two testing scenarios. When the initial
density is provided, the framework maintains a high hot spot prediction accuracy
and the AUROC degradation is marginal. For the ”Cont.-W. Init.-Random Start”
scenario, with P90 threshold, the AUROC is above 0.913 at each prediction segments.
It shows that almost all the relative dense areas can be indicated in the map. In the
last prediction segmentation, seg. 6, the AUROC with P50, P75, P90 and P99 are
0.809, 0.879, 0.913 and 0.862, respectively. This result show that the accumulation
and propagation of the error from previous modules is under control. When the initial
density is not provided, the accuracy degradation can observed in each prediction
segments. However, the AUROC results still give us the confident to apply our
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framework to the long-term UAS density continuous prediction task.
5.7 Case Study: Area-Centric UAS Maximum
Throughput Prediction
Our spatial-temporal model can predict the accurate traffic density in a given time
period. However, in the real word, the Unmanned Aircraft System Traffic Man-
agement (UTM) system is more interested in some specific areas, such as high-
population urban area, high throughput airport area, etc. Instead of predicting the
average/instantaneous density for all the area in the map, we extend our work to
predict the maximum UAS throughput for the specific regions. The UAS throughput
is defined as the number of UASs crossing a W ×W air space region. It is calculated
by convolving a W ×W all-pass filter across the entire air space (spatial domain).
However, the convolution operation is replaced by the sum operation. Then, by cal-
culating and comparing the UAS throughput for each area in the time axis (temporal
domain), we can get the the maximum UAS throughput for each W ×W region, as
shown in Figure 5.13. The W of the filter is set to be 3, 5 and 10. Therefore, in this
Section, we extend the functionality of the “channelall” model to support the area-
centric UAS maximum throughput prediction. The relationship between the different
size of region filters and the accuracy of model prediction will also be investigated.
Table 5.10: Region based UAS Max Throughput Prediction in Different Filter Sizes
3× 3 5× 5 10× 10
Initial 0.891 0.748 0.777
Prediction 0.970 (+8.87%) 0.960 (+28.34%) 0.967 (+24.45%)
Table 5.10 shows the correlation score of the UAS maximum throughput prediction
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Figure 5.13: The UAS Maximum Throughput in Spatial Domain and Temporal Do-
main
with different size of filters. The results show that, with the 3 × 3 filter, the model
achieves a correlation score of 0.970, which is the highest in all size of filters. The
reason is that, compared to the model with 5× 5 filter and 10× 10 filter, the initial
UAS throughput with 3 × 3 filter is more similar to the label throughput, which
providing more meaningful features. Compared to the initial correlation score, the
correlation score with 3× 3 filter is improved by 8.87%.
The second thing we can observe is that, compared to the prediction with 3 × 3
filter, the predicted max UAS throughput of the models with 5 × 5 and 10 × 10
filter clearly resembles the actual max throughput better, with 28.34% and 24.45%
improvement of the correlation score, respectively. The correlation score with different
size of filters is also visualized in Figure 5.14. In summary, the experiment results
show that, our presented model can be applied too a wider traffic pattern related
prediction task and perform a good prediction result.
In the rest of Section, we visualize some UAS maximum throughput prediction
examples. First, the UAS max throughput prediction with 3× 3 filter is depicted in
Figure 5.15. The figures on the left-hand side are the initial UAS throughput, the
figures on the middle are the predictions and the figures on the right-hand side are
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(a) 3× 3 Filter (b) 5× 5 Filter (c) 10× 10 Filter
Figure 5.14: Correlation Score Visualization in Different Filter Sizes
the labels (i.e. ground truth). The value at each pixel represents the max number of
UASs pass through the W ×W region at given time period. The brighter area (i.e.
yellow, red) indicated that the number of UAS passing through this area at specific
time is larger than other areas. The first thing we can observe is that, the initials
are similar to the labels. The reason is that, the 3 × 3 filter only sum values from 9
adjacent pixels. The receptive filed of the filter is limited. Under this circumstance,
our presented model can still predict the high throughput areas and capture the
throughput changing trend. In Figure 5.15g, the high throughput areas are not
obvious. However, in Figure 5.15i, two orthogonal high throughput areas can be
observed, which means there are large number of UASs passing through these two
areas in the future. Figure 5.15h shows that all of the high throughput areas are
predicted successfully by our model. The same situation can also be observed in the
rest of visualization examples.
Then, the UAS max throughput prediction with 5 × 5 and 10 × 10 filter are
depicted in Figure 5.16 and Figure 5.17. When a larger filter is applied, both initial
and label become more abstract than previous and the detailed trajectory for each
UAS is less salient. This phenomenon leads to a substantial difference between the
initial max throughput and the label max throughput. For example, compared to the
label, the top right area in Figure 5.16a and Figure 5.17a become less severe. Our
model captures the changing trend successfully, the max UAS throughput at the top
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(a) Sample 1 (Initial) (b) Sample 1 (Prediction) (c) Sample 1 (Label)
(d) Sample 2 (Initial) (e) Sample 2 (Prediction) (f) Sample 2 (Label)
(g) Sample 3 (Initial) (h) Sample 3 (Prediction) (i) Sample 3 (Label)
(j) Sample 4 (Initial) (k) Sample 4 (Prediction) (l) Sample 4 (Label)
Figure 5.15: Visualization of UAS Max Throughput Prediction with 3*3 Filter
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right are has been predicted accurately, as shown in Figure 5.16b and Figure 5.17b.
In contrast, compared to the initial UAS throughput, some areas may become more
severe, such as the bottom left area in Figure 5.17i and the bottom middle area in
Figure 5.17l. The results shown in Figure 5.17h and Figure 5.17k demonstrate that
our model can learn meaningful and distinguishable features from the input data.
5.8 Conclusions
In this chapter, we have proposed a novel machine learning-based model, which aims
at predicting the UAS instantaneous density. The model has the ability to extract
meaningful features from the given historical density and learn the information from
the pre-scheduled sUAS missions. In the experiment section, we use the correlation
score and the AUROC to evaluate the prediction accuracy of our model. Compared
to the baseline models, in a simplified traffic scenario where no-fly zones and safe
distance requirements among sUASs are not considered, our model improves the
prediction accuracy by up to 15.2% and its correlation score reaches 0.947. The
results in Section 5.4.3 show that our model is sensitive to the pre-scheduled missions
and has the ability to predict the transient behavior of the traffic distribution. In a
more realistic scenario, where the no-fly zone avoidance and the safe distance among
sUASs are maintained using A* routing algorithm, our model can still achieve a
correlation score of 0.822. Moreover, the AUROC results demonstrate that the hot
spot predictions by our model are accurate. The qualitative results also show that the
presented model can generate a detailed prediction and can be generalized to broad
range of UAS missions/trajectories. The case study results show that, our present
model can be extended from 60 simulation cycles prediction period to at least 360
simulation cycles prediction period and applied to other universal UAS related tasks.
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(a) Sample 1 (Initial) (b) Sample 1 (Prediction) (c) Sample 1 (Label)
(d) Sample 2 (Initial) (e) Sample 2 (Prediction) (f) Sample 2 (Label)
(g) Sample 3 (Initial) (h) Sample 3 (Prediction) (i) Sample 3 (Label)
(j) Sample 4 (Initial) (k) Sample 4 (Prediction) (l) Sample 4 (Label)
Figure 5.16: Visualization of UAS Max Throughput Prediction with 5*5 Filter
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(a) Sample 1 (Initial) (b) Sample 1 (Prediction) (c) Sample 1 (Label)
(d) Sample 2 (Initial) (e) Sample 2 (Prediction) (f) Sample 2 (Label)
(g) Sample 3 (Initial) (h) Sample 3 (Prediction) (i) Sample 3 (Label)
(j) Sample 4 (Initial) (k) Sample 4 (Prediction) (l) Sample 4 (Label)





In this thesis, we study the large-scale unmanned aerial systems traffic pattern predic-
tion and management from three aspects: 1) UAS simulation framework exploration
and implementation; 2) UAS temporal-spatial routing; 3) Deep learning based UAS
density prediction.
In Chapter 2, we present a new Multi-agent Air Traffic and Resource Usage Sim-
ulation (MATRUS) framework. The MATRUS framework contains six major compo-
nents: 1) Repast-based multi-agent simulation module; 2) Trajectory routing engine;
3) Environment description module; 4) Mission specification module; 5) Google map
based trajectory visualization module; 6) Data analysis module. The framework is
integrated with various communication and propagation models that can be defined
in the MATRUS framework and used for evaluating the signal strength between the
sUAS and a base station. The experimental results show that the proposed simulation
framework is capable of evaluating different sUAS traffic management policies, such
as naive P2P trajectory policy, naive Manhattan trajectory policy and BFS based
routing policy. In addition, the MATRUS framework shows its ability to visualize
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the given environment resources easily for future study.
In Chapter 3, we propose a sparse represented temporal and spatial routing al-
gorithm (SRTS) and simulation platform for sUAS trajectory management in a high
density urban area that plans sUAS movements in a spatial and temporal maze taking
into account obstacles that are either static or dynamic in time. The routing allows
the sUAS to avoid static no-fly areas (i.e. static obstacles) or other in-flight sUAS
and areas that have congested communication resources (i.e. dynamic obstacles).
The algorithm is evaluated using an agent-based simulation platform. The simula-
tion results show that the proposed algorithm outperforms other route management
algorithms in many areas, especially in processing speed and memory efficiency. The
result in Section 3.3.5 reveals that, compared to the baseline T-S routing algorithm,
our proposed SRTS routing method reduces the memory usage by more than 70%.
Detailed comparisons are provided for the sUAS flight time, the overall throughput,
conflict rate and communication resource utilization. As the simulation results show-
ing in Section 3.3.3, without checking the connectivity, the no link rate is 85.15% in
heavy traffic situation. By applying the connectivity check, the no link rate is reduced
to 0%. Finally, the experimental results demonstrate that our proposed algorithm
can be used to address the airspace and communication resource utilization needs for
the next generation smart city and smart transportation.
In Chapter 4, we study the deep learning based method in multi-agent related task,
such as the vehicle trajectory prediction. A novel graph-based information sharing
network (GISNet) is proposed. The network has the ability to encode the historical
trajectory of each vehicle and allow the information sharing between the target vehicle
and its surrounding neighbors. Furthermore, the model can fuse the features extracted
from both Euclidean domain and non-Eculidan domain to make the future trajectory
prediction. We apply our network to a public dataset to demonstrate its capability
to predict an accurate trajectory in the future. Meanwhile, our method outperforms
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other reported trajectory prediction methods and can reduce the prediction error by
up to 50.00%. The qualitive results also demonstrate that the GISNet can capture
the vehicle motion trend and generate the accurate prediction result. The promising
results of applying the deep learning based model on the multi-agent task grant us
to develop a similar model to address the UAS density prediction issue.
In Chapter 5, we have presented a novel mission-aware spatial-temporal model,
which extracts meaningful features from the given historical density and learns the
information from the pre-scheduled missions. The model aims at predicting the UAS
instantaneous density in a given time horizon. The experimental results show that
our presented model outperforms other deep learning based models. In the experi-
ment section, we consider two scenarios: 1) simplified traffic scenario, where no-fly
zones and safe distance among sUASs are not considered; 2) realistic scenario, where
the no-fly zone avoidance and the safe distance among sUASs are maintained using
A* routing algorithm. In the simplified traffic scenario, compared to the baseline
models, our model can improve the accuracy by up to 15.2% and its correlation score
reaches 0.947. On the other hand, in the realistic scenario, our model can still achieve
a correlation score of 0.823. The Area Under the Receiver Operating Characteristics
(AUROC) results and the qualitative results also demonstrate that our model can
generate a detailed and accurate hot spot prediction. Finally, we extend our UAS
instantaneous density prediction model to a continuous prediction framework. By de-
signing the continuous prediction framework, the UAS density prediction time horizon
can be extended from 60 simulation cycles to at least 360 simulation cycles. The case
study results show that our present model can be applied to other universal UAS
related tasks.
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6.2 Future Research Directions
6.2.1 Multi-Vehicle Traffic Trajectory Prediction with Road
Info Understanding
In Chapter 4, we have considered the interaction between the target vehicle and
the surrounding vehicles. In future research, we aim at exploring a paradigm to
build the information sharing network for multi-vehicle trajectory prediction. The
information sharing network for multi-vehicle does not depend only on the absolute
location of each vehicle at the last time stamp as the relative location and relationship
of the vehicles are changing all the time. Therefore, the time information and the
historical trajectory of each vehicle should be considered when building the topology
communication network.
Furthermore, the feature of background scene should also be taken into account
for the trajectory prediction. In [44], the additional features are extracted from the
image to help making a more accurate prediction. However, the general feature can
not help the model, in contrast, it may introduce extra noises. Hence, a more detailed
and targeted feature need to be included in the prediction model, for example the
road segmentation information. These features could be used to further improve the
accuracy of the vehicle trajectory prediction.
6.2.2 Temporal-Awareness UAS Density Prediction Model
Compression and Acceleration
In Chapter 5, we have introduced a deep-learning based spatial-temporal model for
UAS density prediction. Our model can make accurate density predictions and can
be easily applied to similar tasks, such as UAS max density prediction. However, as
we all known, the deep learning based models rely on the neural network to extract
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features, which is both computationally and memory intensive. It makes the deep
learning based model difficult to apply to the real-time tasks, such as online scheduling
and re-planning. To overcome this challenge, many efforts have been devoted to the
model pruning and compression [92] [93] [94] [95] [96]. The compressed model can
achieve better speedup and energy efficiency with marginal accuracy degradation [97]
[98]. However, the models that most of the researchers try to prune only take the
input from single domain data, such as image [99] [100]. Therefore, in the future
research, we will explore the paradigm to compress the DNN model by considering
the data in cross domains (spatial & temporal).
In the UAS density prediction task, the UAS future mission list contains the
temporal information and the visualized UAS trajectory includes the spatial features.
We propose to employ a temporal-awareness DNN model compression method to find
the best layer-wise compression ratio. The proposed compression method will be
applied to each individual model, which is responsible for extracting the features
from each group of data. Meanwhile, the compression procedure will consider the
time sequence of the data that current model is working on. The storage/memory
reduction and speedup will be included as the metrics to evaluate the compressed
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