The Khatri-Rao and Tracy-Singh products for partitioned matrices are viewed as generalized Hadamard and generalized Kronecker products, respectively. Based on the connection between the Khatri-Rao and Tracy-Singh products, we establish new inequalities involving Khatri-Rao products of positive semidefinite matrices. The results lead to inequalities involving Hadamard products, as a special case.
Introduction
The Hadamard and Kronecker products are studied and applied widely in matrix theory and statistics; see, e.g., [2, 7, 16, 23, 26] . For partitioned matrices, the KhatriRao product, viewed as a generalized Hadamard product, is discussed and used in [9, 12, [20] [21] [22] and the Tracy-Singh product, as a generalized Kronecker product, is discussed and applied in [11, 24] . Most results provided are equalities associated with the products. In [8] , the Khatri-Rao product seems to be independently defined and is named as the block Kronecker product. It is explained to be a generalization of the Kronecker product. Inequalities including those relevant to the Khatri-Rao product and singular values of matrices are presented. In [13] , based on two selection matrices the connection between the Khatri-Rao and Tracy-Singh products is established. This connection is used to give inequalities involving the two products of positive definite matrices with statistical applications.
In the present paper, we make a further study of the Khatri-Rao product and use mainly Liu's [13] methods to obtain inequalities involving Khatri-Rao products for positive semidefinite matrices. In Section 2, we introduce the definitions of the Hadamard, Kronecker, Khatri-Rao and Tracy-Singh products and basic results. In Section 3, we establish some new inequalities. In Section 4, we collect several known inequalities involving the Hadamard product, which are derived as special cases of some of the results obtained in Section 3.
Basic results
Consider matrices A of order m × n, B of order p × q, U of order m × m and V of order p × p. Let A = (A ij ) be partitioned with A ij of order m i × n j as the ijth submatrix, B = (B kl ) be partitioned with B kl of order p k × q l as the klth submatrix, U = (U ij ) be square and partitioned with U ij of order m i × m j as the ijth submatrix, and V = (V kl ) be square and partitioned with V kl of order p k × p l as the klth submatrix ( m i = m, n j = n, p k = p and q l = q). The four matrix products are defined as follows (see, e.g., [13] ):
Hadamard product:
where a ij , c ij and a ij c ij are the ijth scalar elements of A = (a ij ), C = (c ij ) and A C, respectively, and A, C and A C are of order m × n.
Kronecker product:
where a ij is the ijth scalar element of A = (a ij ), a ij B is the ijth submatrix of order p × q and A ⊗ B is of order mp × nq.
Khatri-Rao product:
where A ij is the ijth submatrix of order m i × n j , B ij is the ijth submatrix of order p i × q j , A ij ⊗ B ij is the ijth submatrix of order m i p i × n j q j and A * B is of order r × s (r = m i p i and s = n j q j ).
Tracy-Singh product:
where A ij is the ijth submatrix of order m i × n j , B kl is the klth submatrix of order and s = n j q j ) are defined as follows (see [13] ): 
where
submatrix of F j is of order n j q g × n h q h , the jj th submatrix of F j is an identity matrix of order n j q j × n j q j and the other submatrices are zeros.
We have
where I 1 and I 2 are identity matrices of order r × r and s × s, respectively. In the case of U = (U ij ) and V = (V ij ) with i = 1, . . . , c; j = 1, . . . , c, we have
where Z is of order mp × r and I is of order r × r. An example of the selection matrices Z 1 and Z 2 is
where Z 1 is of order mp × r, Z 2 is of order nq × s, Z 1 Z 1 = I 1 and Z 2 Z 2 = I 2 with I 11 , I 21 , I 12 , I 22 , I 1 and I 2 being identity matrices of order
, and 0 11 , 0 21 , 0 12 and 0 22 being matrices of zeros of order
, we get the two selection matrices for the connection between the Hadamard and Kronecker products as in [12, Section 3.1] .
We write U P in the Löwner ordering sense that U − P 0 is positive semidefinite, for symmetric matrices U and P of the same order. Let ( ) + indicate the Moore-Penrose inverse of the matrix and denote H 0 = HH + , for H 0, a positive semidefinite matrix. We present the following six lemmas as basic results. Lemma 1. For A, B, Z 1 and Z 2 compatibly partitioned, we have (see [13] ; for special cases involving the Hadamard and Kronecker products, see, e.g. [3, 6, 10, 14, 19, 27] )
In particular, for U, V and Z compatibly partitioned, we have
Lemma 2. For A, B, C and D compatibly partitioned, we have (see, e.g. [13] ) 
Lemma 4. Let H 0 be a h × h matrix with nonzero eigenvalues λ 1 · · · λ g (g h), and X be a h × r matrix and Y be a h × s matrix such that X H 0 Y = 0. Then (see [5, 15] ; for the case where H > 0 is positive definite and H 0 = I, see [29] ) 
X HY(Y HY)
The Tracy-Singh product is permutation similar to the Kronecker product, as noticed by Neudecker [18] , and by Zhang [31] ; see also [4] . The connection between the Khatri-Rao and Kronecker products, equivalent to the one between the KhatriRao and Tracy-Singh products, can be easily presented in the fashion of same (8) and (9) . However, in this paper we use Lemmas 1 and 2 with the Tracy-Singh product, not the Kronecker product, as a starting point for the general case. The properties of the Tracy-Singh product as in Lemma 2 to be applied in Section 3 are parallel to those of the Kronecker product. Similar ideas to obtain inequalities by using such a connection in the special case involving the Hadamard and Kronecker products can be seen in [14, 27] .
Main results
Based on the basic results in the previous section, especially Lemmas 1 and 2, we derive the following seven theorems of inequalities involving Khatri-Rao products of positive semidefinite matrices. 
Proof. Denote H = M N, X = (C D)Z, U = C MC and V = D ND, where Z is the selection matrix same as in (7) . Clearly, H 0. We see from Lemma 2 that
Using Lemma 2 and (9), we have
Substitution in (12) of Lemma 3 and using (9) lead to (22) . Similarly, substitution in (13)- (17) of Lemma 3 and using (9), we get (23)- (27), respectively. (C ME * D NF)(E ME * F NF)
+ (E MC * F ND)
, A = C ME and B = D NF, where Z 1 and Z 2 are the same as in (5) and (6), respectively. We see from Lemma 2 that
Substitution in Lemma 4 and using (9) lead to Theorem 2. 
Proof. Denote H = M N 0, X = (C D)Z 1 and Y = Z 2 , where Z 1 and Z 2 are as in (5) and (6), respectively. Lemma 2 ensures X = H 0 X. Substitution in Lemma 5 and using (9) prove Theorem 3. (7), and I be a compatible identity matrix. Let t and w be nonzero real numbers such that 0 < t < w and either t /
Proof. Denote H = M N 0 and T = Z = H 0 Z, where Z is as in (7) . Based on Lemma 2, we have H w = M w N w and H t = M t N t . Using Lemma 6 and (9), we have T H w T = M w * N w and T H t T = M t * N t and then we establish Theorem 4. 
Proof. Denote
Using Lemma 2, we have
Pre-and post-multiplying (33) by Q and using (9), we get
Z is as in (7).
We prove (32) by applying Albert's theorem [1] to the partitioned matrix in the left-hand side of (34), as the matrix is positive semidefinite. 
Proof. Denote H = M N + 0. By virtue of H + H + 2H 0 and Lemma 2, we get
and therefore, by (9), we establish (36). 
Proof. A special case of (13) for H > 0 of order h × h with eigenvalues λ 1 · · · λ h and X such that X X = I is
Let
Hence H > 0 has eigenvalues contained in the interval between µ f /µ 1 and µ 1 /µ f , and X X = I. Inserting H and X with λ 1 = µ 1 /µ f and λ h = µ f /µ 1 into (40) and using (9) we obtain (38). Setting M = N, we get (39).
Special results
The results obtained in Section 3 are quite general. For instance, Theorem 4 covers the inequalities of Theorem 8 in [13] . Now, we consider several examples in a special case which involves nonpartitioned matrices M, N, C and D with the Hadamard product replacing the Khatri-Rao product. As these examples can be viewed as a corollary, (some of) the proofs are straightforward and alternative to those for the existing inequalities. Corollary 1. If M 0, we then have (see [25] )
Proof. Using N = M + and C = D = M 0 in (22) of Theorem 1.
Proof. Let N = M + and C = D = M 0 in (29) . (46) and (47) each give
and equivalently
As a counterpart of (49), the following is a Kantorovich-type inequality. 
Proof. It follows from Theorem 7.
Clearly, (55) is a counterpart of (54).
