We prove the existence of weak solutions to the steady compressible Navier-Stokes system in the barotropic case for a class of pressure laws singular at vacuum. We consider the problem in a bounded domain in R 2 with slip boundary conditions. Due to appropriate construction of approximate solutions used in proof, obtained density is bounded away from 0 (and infinity). Owing to a classical result by P.-L. Lions, this implies that density and gradient of velocity are at least Hölder continuous, which does not generally hold for the classical isentropic model in the presence of vacuum.
Introduction
We consider the Navier-Stokes system of equations describing stationary flow of a compressible fluid. In this paper we restrict ourselves to the case of flow in a bounded domain Ω in R 2 . The state of fluid is described by vector field v : Ω → R 2 representing fluid velocity and scalar fields ̺ : Ω → R + , π : Ω → R corresponding to density and pressure, respectively. These quantities satisfy local laws of conservation of momentum and mass div (̺v ⊗ v) = div T + ̺F + G, (1.1) div (̺v) = 0 in Ω, (1.2) where F, G : Ω → R 2 represent body forces per unit mass and unit volume respectively and T is the stress tensor. In the Newtonian case, which is our interest here, T = T(v, π) = 2µD(v) + (νdiv v − π)I = µ(∇v + ∇v T ) + (νdiv v − π)I, where µ and ν are the Lamé constants describing viscosity of the fluid. In order to obtain a well-posed problem, additional requirements on solutions (corresponding to characterisation of thermodynamical properties of the fluid) should be provided. We restrict ourselves to the barotropic regime, where pressure is a given function of density.
Discussion of the theory
The stationary compressible Navier-Stokes system, describing steady flow of Newtonian gas, should not be considered a special case of the evolutionary system. In fact, it presents some specific mathematical difficulties and was investigated by many authors for its own sake.
First mathematical results for the steady system were in the barotropic regime by Lions [13] . He proved the existence in bounded domains for any smooth (on the closed half-line [0, ∞[) monotone pressure law π = π(̺) behaving near infinity like ̺ γ with γ > 5 3 in R 3 or with γ > 1 in R 2 . This result was later repeatedly strengthened by considering lower, more physically relevant values of γ. One of latest works in this direction was by Frehse, Steinhauer and Weigant [6] , who obtained estimates that allowed to treat the case γ > 4 3 in 3D. Then, most recently, Jiang and Zhou proved the existence for γ > 1 [9] in 3D with periodic boundary conditions, which was later repeated by Novotný and Jessle for Dirichlet boundary conditions. The heat conducting case was considered by Novotný and Pokorný, separately in 3D [18, 17] and 2D [19, 21] . However, the case of pressure singular at vacuum was not treated until now. As for regularity, we note that L ∞ estimates for ̺ are known in some cases, including the barotropic case in 2D [13] , see also [14] . However, in the presence of vacuum, the density (and also the gradient of velocity) may be discontinuous even for smooth data (at least assuming G = 0), as shown by an example due to Lions. On the other hand, it was also proved by Lions that if ̺ is bounded away from 0, ̺ and ∇v need to be at least Hölder continuous.
One of motivations to study the steady Navier-Stokes system is that it has very similar structure and properties to the system obtained by time-discretisation of the non-stationary (evolutionary) Navier-Stokes equations [13] (see also [28] ). The existence theory of solutions to the equations of evolutionary flow is quite advanced. Here, we only mention the seminal work of Lions [13] and the paper [4] by Feireisl, Novotný and Petzeltova, where the existence of weak solutions is proved in the barotropic case with π(̺) = ̺ γ , γ > 3 2 . However, not much is known about regularity of solutions to the evolutionary system. Global existence of strong/classical solutions is only known in 1D (see e. g. [10, 26, 12] ). In 2D there is only a result by Kazhikhov and Weigant [25] , where the existence of classical solutions is proved assuming that ν = ν(̺) = ̺ 3 . We note that in [25] (as in [10] etc.) it is assumed that the initial density is bounded away from 0. Lack of this condition may cause, generally speaking, ill-posedness of the problem (see e. g. [7] ).
There are however some conditional regularity results. In particular, a recent result by Sun et al. [24, 23] implies that the solutions to the evolutionary compressible Navier-Stokes system are regular as long as the density is bounded in L ∞ . Such a bound is as for now known only in some very specific cases, e. g. [5] . That is why time-discretisation, with guaranteed L ∞ bound for a single stationary equation, may be useful in investigating the evolutionary system. As we noticed, for solutions to the stationary system to be regular, they should not admit vacuum. We stress here, that even if there are stationary solutions for given external forces which exhibit vacuum, it does not imply that vacuum states will be created in the evolution from vacuumless initial data. In fact, it is prohibited in some cases [8, 3, 27] .
Finally, we mention a connection with a noted result by Seregin and Šverák [22] for incompressible 3D Navier-Stokes system. The incompressible system does (in principle) allow negative infinite pressure, in contrast to standard compressible models. The result [22] implies that as long as pressure is bounded from below, the solutions to evolutionary problem are regular. Here, we allow the barotropic pressure to attain −∞ and show that (in the steady 2D case) it will always be bounded from below.
Statement of results
Let us now state our results precisely. We make standard assumptions that π is non-decreasing and belongs to C 1 (R + ) (1.4) and that growth condition
is satisfied with given γ > 1, a > 0, ̺ 1 > 0. As the pressure is defined up to a constant, we may assume that π(̺ 0 ) = 0 for some ̺ 0 > 0. In particular, due to (1.3) and (1.5) we may (and will) choose
We only treat the case of slip boundary conditions, i. e. 8) where n and τ are vectors normal and tangent to the boundary respectively and f is the coefficient of friction. The form of tensor T implies that n · T(v, π) · τ = 2µ n · D(v) · τ (in particular, pressure π does not actually appear in the formula (1.8)). We also assume that finite total mass M (or mean density h = M |Ω| ) of the fluid is prescribed, i. e.
(1.9)
The following notion of weak solutions to (1.1-1.8) is introduced.
For the above definition of weak solutions it is possible to show existence.
Theorem 1.2.
Let Ω ∈ R 2 be a bounded domain with boundary of class 
The content of this paper is essentially the proof of Theorem 1.2. Difficulties involved in the proof include control of some norm of negative part of pressure and construction of appropriate approximation. The second of these issues may be dealt with using the framework proposed by Mucha and Pokorný in [14] , which involves control of L ∞ norm of density imposed by approximate continuity equation. It may be adapted to force boundedness of The method, relying on slip boundary conditions (1.7, 1.8), also yields regularity of vorticity ω = curl v, (1.11) and effective viscous flux
in W 1,p (Ω) for any p < ∞. This implies that obtained solutions satisfy the following theorem of Lions (provided that π ′ > 0). 
Theorem 1.3 (Lions
Finally, we mention that the method developed by Mucha and Pokorný was also used by them in more complex cases, e. g. bounded domain in R 3 with γ ≥ 3 in [15] . It should be expected that an analog of Theorem 1.3 would also hold in these settings.
The rest of the paper is organised as follows. In the following subsection we give a priori versions of essential estimates of the paper. In section 2, approximate version of the system (1.1-1.4), analogous to the one proposed in [14] , is introduced and the existence of approximate solutions is shown. Next, we show energy estimate independent of parameters of approximation and estimates depending in controlled way on parameters n 2 and m 2 (forced bounds of approximate ̺). In section 3 we extract convergent sequence (̺ n , v n ) of approximate solutions and prove that its limit is in fact a weak solution to (1.1-1.8). The key result is that for suitably chosen (̺ n , v n )
and n 2 , m 2 may be sufficiently greater than n 0 and m 0 respectively.
A priori estimates
This subsection contains versions of Propositions 2.6 and 3.4 obtained with assumption on existence of sufficiently regular solutions to (1.1-1.8). Propositions 2.6 and 3.4 are key parts of the proof of Theorem 1.3. Their proofs are ridden with technicalities associated with the form of used approximation. In the a priori regime the ideas behind the estimates are much clearer. However, we need to point out that Proposition 1.6 is not an a priori estimate in the exact sense, as we ultimately do not prove that the density is necessarily differentiable in any sense, which is assumed in the proof. Therefore to prove the result for actual solutions we will need to act carefully on the level of approximation.
Here and in the whole paper C will denote any positive constant that may depend on the data, i. e. Ω, F, G, h, µ, ν, f, π, and may vary on the same page or in the same line.
Proposition 1.4 (Energy estimate)
. Let (̺, v) be a regular solution to (1.1-1.8) satisfying (1.9) . If f = 0 and Ω is symmetric with respect to some x 0 ∈ R 2 we assume that
To control the norms π + (̺) 2 , π − (̺) 2 we would like to test the equation (1.1) with vector fields ψ ± such that div ψ ± = π ± (̺). It's convenient to use the Bogovskii operator (see [20] , Lemma 3.17) to obtain such a field.
Theorem 1.5 (Bogovskii operator).
Let Ω ∈ R n be a bounded domain with Lipschitz boundary, 1 < p < ∞. There exists a bounded linear operator
where
Proof of Proposition 1.4. Testing momentum equation (1.1) with v we obtain
Using the Hölder and Sobolev inequalities we obtain an estimate
(1.16) and therefore, due to the Korn-Poincaré inequality
for any 0 < δ < 1. In the case f = 0 this only leads to an estimate on ||v|| W 1,2 (Ω)/R(Ω) , where
Clearly, R(Ω) = {0} if and only if Ω is rotationally symmetric with respect to some x 0 ∈ R 2 . In this case however,
Testing the momentum equation (1.1) with ψ + we get
As we control the mass of the fluid, we may estimate the first expression on the r. h. s. of (1.19) using boundedness of Ω,
The rest of the terms in (1.19) are estimated using the Hölder and Sobolev inequalities and (1.17) as follows
By virtue of growth condition (1.6) and convexity of the power function,
Choosing small enough δ leads to
for some η < 2 and consequently
Testing the momentum equation (1.1) with ψ − yields
(1.27)
We estimate the first term of the r. h. s. of (1.27) using (1.26) and the rest similarly as in (1.21-1.23), obtaining bound on π − (̺) 2 which finishes the proof.
and consequently
The derivative
(1.31)
Passing to the limit l → ∞ by dominated convergence,
As d > 0 is arbitrary, the lower bound is proven. The same method might also be used to obtain upper bound on ̺. Testing continuity equation with M l (̺) yields, after similar calculations,
Approximation
Let ε > 0. We consider the following approximation of (1.1-1.4):
and K ∈ C 1 (R) satisfies conditions
and
In this section we show the existence of weak solutions to the approximate system (2.1-2.5) and prove estimates independent (or depending in controlled way) of parameters of approximation allowing extraction of weakly convergent sequence of approximate solutions such that ε → 0 + .
Existence of solutions to the approximate system
The proof of existence generally follows the ideas in [20] , Chapter 4. and [14] and is based on application of the Leray-Schauder fixed point theory. However, we do not refrain from using estimates (2.8) whenever it is convenient in order to simplify estimates for the fixed point theorem (estimates (2.35), (2.48)). We also notice the issue of continuity of the operator S which seems to be omitted in [20, 14] . The following simple statement of the Leray-Schauder theory (following e. g. from 1.4.11.8 in [20] ) is sufficient for our needs. We now define operator T , whose fixed points are weak solutions to (2.1-2.5).
If f = 0 and Ω is symmetric with respect to some x 0 ∈ R 2 , we take instead
solve the problem
solve the system 
For the proof of Lemma 2.3 an information about existence and regularity of solutions to the weak Neumann problem
is required.
Theorem 2.4 (Neumann problem).
Let Ω be a bounded domain of class 
The weak solution ̺ satisfies an estimate
Any other solution to (2.18, 2.19) has the form ̺ + c, c ∈ R. If moreover b ∈ W k,p (Ω) and the boundary of Ω is of class
The proof of this fact follows from standard elliptic theory, see [1] .
Proof of Lemma 2.3.
For the purpose of proof we introduce for any p > 2 a space 
As ̺ is then a weak solution to (2.18, 2.19) with r. h. s. given by b, we see that T is well defined. Due to Lipschitz continuity of t → K(t)t, T is in fact continuous. Furthermore, as
and p > 2 we have an estimate
Due to regularity of Neumann problem, 
The second term on the r. h. s. equals 0, while the one on the l. h. s. is non-negative as The proof that |{x ∈ Ω : ̺ <
Then ̺ is a weak solution to the Neumann problem (2.18, 2.19) and therefore
By the Leray-Schauder theorem, there exists a fixed point ̺ ∈ W 2,p (Ω) of the operator T . Therefore, S is well defined (into W 2,p (Ω) for any 1 ≤ p < ∞ as Ω is bounded). The inequalities (2.24, 2.35) imply estimate on the norm ̺ 2,p . Let now
in Ω, (2.36)
Testing (2.36, 2.37) with 1 ̺ k −̺>0 and 1 ̺ k −̺<0 (regularised as in (2.27)) implies convergence
we have e. g. strong convergence in any L p (Ω) and in consequence, due to Theorem 2.4, in W 2,p , which means continuity of S.
We now show the existence of a solution to the system (2.1-2.5) applying the LeraySchauder theorem to the operator T . To this point we use the information on existence and regularity of solutions to the Lamé system.
Theorem 2.5 (Lamé system). Let
Then there exists unique w ∈ M p such that
If moreover f ∈ L p (Ω), then w ∈ W 2,p (Ω) and
The proof of this theorem relies on ellipticity of the Lamé problem [20, 14] .
Proof of Theorem 2.1. Let f be the r. h. s. of (2.15). For any v ∈ M ∞ , by Lemma 2.3,
and due to regularity of the Lamé problem (2.15-2.17),
which proves (as S is continuous) that T is well defined and compact. We now estimate the norm of v ∈ M ∞ that satisfy
Testing (2.40) with velocity,
By the approximate continuity equation (2.2) satisfied by
and therefore, by comparison of signs of (̺ − h) and
We obtain estimate v 1,2 ≤ C(ε, n 2 , m 2 ) (2.48) independent of t ∈ [0, 1]. In the case f = 0 we proceed as in the proof of Proposition 2.6. Using the fact that ̺ is a solution to the Neumann problem (2.18, 2.19) with
we obtain from (2.48) and bound (2.8)
and consequently (Ω) ⊂ W 1, 6 (Ω) ⊂ L ∞ (Ω), gives bound on the norm of f t in L 6 (Ω). This in turn implies
which means that T satisfies the assumptions of the Leray-Schauder theorem and finishes the proof of 2.1.
Estimates independent of ε
In this section we prove a version of Proposition 1.4 for solutions to the approximate system (2.1-2.5). 
In the proof we use the following technical remark.
Remark 2.7. For any
Proof. Due to the Hölder interpolation inequality, ,
We now proceed to the proof of Proposition 2.6.
Proof of Proposition 2.6. Estimating more precisely the r. h. s. of (2.46) for t = 1 (notice that the first expression on the r. h. s. may be positive only on the set {̺ 0 ≤ ̺ ≤ h}),
for η > 1. Remark 2.7 yields
for arbitrarily small δ > 0. Next we test (2.1) with B P ± (̺) −
1
|Ω| Ω P ± (̺) dx in order to control P ± (̺) 2 . With Remark 2.7 and estimate (2.58) at our disposal we may proceed as in the proof of Proposition 1.4 and obtain the assertion. Here we only present in detail the estimate on 1 |Ω| Ω P + (̺) dx from below (needed to control Ω P − (̺) dx): 
Proof. The proof relies on application of Lemma 2.5 to the system (2.1, 2.3, 2.4). It implies, due to continuity of embedding L 2q 2+q ⊂ W −1,q for any q > 2,
Estimating respective terms of the above inequality using Proposition 2.6 and Remark 2.7 yields
which finishes the proof.
We notice following simple statement concerning the speed of blow-up of ∇̺ 2 . Proposition 2.9. Let (̺, v) be a solution to the system (2.1-2.5) . Then
Proof. Multiplying the equation (2.1) by ̺ and integrating over Ω yields
It suffices to estimate the last term on the r. h. s.
(2.63)
In order to pass to the limit we need estimates on vorticity ω defined by
This is the moment where slip boundary condition (1.8) is essential, as it guarantees wellposedness of the following problem for vorticity which holds in weak sense
where χ is the curvature of ∂Ω (see [16] for derivation of boundary condition (2.66) from (1.7, 1.8)). Representing vorticity as sum ω = ω 1 + ω 2 , where
67)
68)
we obtain the following assertion. 
Proof. The proof follows from standard elliptic theory (see [14] , [1] ) and a calculation using estimates from Proposition 2.6 and Corollary 2.8.
Passage to the limit
In this chapter we prove the main theorem 1.2 by passing to the limit ε → 0. We denote by (̺ ε , v ε ) the solution to system (2.1-2.5) obtained in Theorem 2.1. Propositions 2.6, 2.8 and 2.9 from previous chapter give following estimates independent of ε:
The Banach-Alaoglu theorem then implies the existence of weak limits of some sequences
Due to compact embedding
These observations allow us to pass to the limit ε → 0 + in the weak formulation of (2.1-2.5). We denote by bar over nonlinear expression the weak limit (in appropriate space) of a sequence of its approximations. Firstly, we notice Remark 3.1. The equation
holds in weak sense.
Proof. The first equality follows from a calculation involving (3.6). Performing similar calculation for approximate solutions yields
The assertion follows by passing to the limit in (3.4).
By virtue of this remark, (̺, v) satisfies (in weak sense analogous to Definition 1.1) the system which holds in weak sense for v ∈ W 1,2 (Ω). Decomposing ∆v in equation (3.5) this way yields
We denote
Lemma 3.2. The following estimates hold
Proof. The estimate (3.12) follows from
Passing to the limit in (2.65, 2.66) using Proposition 2.10 and Remark 3.1, we get
in weak sense. For any q we have K(̺)̺F q ≤ Cm 2 . By virtue of Corollary 2.8,
for any q > 2. Due to ellipticity of (3.16, 3.17) ,
By (3.10), for any q > 2,
As we control G 2 , estimate (3.14) follows from the Morrey inequality.
Next, we decompose ∆v ε in (2.1) in analogous way
Proof. From definitions of G and G ε ,
We now analyse convergence of expressions on the r. h. s. of (3.23) . Obviously
for the sequence ε n from (3.3) and, consequently, strongly in
The difference of first two terms on the r. h. s. of (3.25) converges to 0 weakly in L q (Ω), 1 ≤ q < ∞, and therefore also strongly in W −1,2 (Ω), by virtue of Remark 3.1. The third term might be transformed using (2.2):
From estimate (3.2) it follows that the first term on the r. h. s. of (3.26) converges to 0 strongly in W −1,2 (Ω). The remaining two terms, identical with two subsequent terms in (3.23), converge even strongly in L q (Ω). It remains to examine the first term on the r. h. s. of (3.23). The difference ω εn − ω is a weak solution to
The convergence of the first and second terms of the r. h. s. was shown above. The last term converges to 0 due to compactness of the trace operator tr :
, Theorem 6.10.5). We proved that
since the first integral on the r. h. s. vanishes due to boundary conditions, which combined with (3.30) completes the proof.
We are now ready to show separation of ̺ from 0 and ∞.
Evaluating inner integrals yields
Monotonicity of P (·) implies
and therefore
By similar reasoning (see [14] ), testing the approximate continuity equation with M l (̺ ε ) yields
where B ′ ε → 0 as ε → 0 + . By virtue of Lemma 3.2,
Fixing q sufficiently close to 2 we may have 2(1 − 2 q ) + 1 γ < 1. Therefore we may choose n 2 , m 2 , n and m so that
and n < n 1 , m < m 1 . Consequently Corollary 3.5.
Passing to the limit ε n → 0 + ,
which is impossible unless |A| = 0. The proof of the first inequality of the assertion is analogous.
It remains to prove that P (̺) = π(̺).
Lemma 3.7.
Proof. We test the approximate continuity equation (2.2) with log m 2 − log ̺ εn . Since
we obtain
This implies that If ̺ were smooth, testing the continuity equation with log ̺ would lead to Lemma 3.8.
Ω ̺div v dx = 0.
As we only have ̺ ∈ L ∞ (Ω), we need to invoke Friedrichs lemma about commutators, which we state here in a version taken from [20] (Lemma 3.1) . Proof of lemma 3.8. Let σ ∈ L ∞ (R 2 ) be an extension of ̺ to whole R 2 such that σ = 0 in R 2 \ Ω a. e. and let u ∈ W 1,q (R 2 ) be any extension of v to whole R 2 . Then, the continuity equation implies that div (σu), ϕ = − 
