Abstract. This paper considers logistic regression analysis with linked data. It is shown that, in logistic regression analysis with linked data, a finite mixture of Bernoulli distributions can be used for modeling the response variables. We proposed an iterative maximum likelihood estimator for the regression coefficients that takes the matching probabilities into account. Next, the Bayesian counterpart of the frequentist model is developed. Then, a simulation study is performed to check the applicability and performance of the proposed frequentist and Bayesian methodologies encountering mismatch errors.
Introduction
Record linkage is a widely used technique in applied statistics and computer sciences that brings information from different databases together, which are related to the same identities such as individuals, places, events and etc. It is also a technique for recognition of duplications in a data set. Record linkage, for example, can be used to link between hospital data records and the mortality file included socio-demographic data and clinical diagnosis to discover the main causes of mortality. As another example, linking hospital and police records of traffic can be used to extend the knowledge about causes and outcomes of road traffic and injuries and for preparing more comprehensive picture on traffic injuries. Usually, each pair of records are compared based on their common fields; named as identifier variables, in the absence of any unique and free from error identifier. Newcombe et al. (1959) and Newcombe and Kennedy (1962) considered the record linkage as a statistical problem. While Fellegi and Sunter (1967) formulized this idea as a hypothesis testing problem and derived an optimal decision rule in the sense of minimum indeterminate record pairs for a pre-specified rate of linkage errors. On the other hand, Suchindran et al. (2001) proposed to use logistic regression as an alternative method for record linkage. And also, Verykios et al. (2003) considered the cost of different decisions in record linkage. Many authors notably Winkler (1993 Winkler ( , 1994 Winkler ( , 1995 , Lahiri and Larsen (2000) and Larsen and Rubin (2001) discussed the use of mixture models in record linkage to classify record pairs. By definition, the data set obtained from a record linkage process needs to be referenced to as linked data. As a relatively new field in applied statistics, making various statistical analysis with linked data is one of the secondary aims of record linkage. Due to occurrence of linkage errors, it is necessary to account for these errors during any statistical analysis or inference with linked data. Most of the research in this area has been done in statistical modeling context. Scheuren and Winkler (1993, 1997) studied the effect of linkage errors on the ordinary least squares estimators of linear regression model parameters and proposed a least squares type estimator with adjusted bias. Considering linkage errors, Lahiri and Larsen (2005) proposed an unbiased least squares type estimator for regression coefficients. Additionally, Chambers (2009) used random permutation matrices for estimation of coefficients in linear and logistic regression with linked data. And also, Fallah and Mohammadzadeh (2010) considered the Bayesian regression analysis with linked data using mixture normal distributions. Tancredi and Liseo (2011) propose a hierarchical Bayesian approach for matching statistical records observed on different occasions that can be profitably adopted both in record linkage problems and in capture-recapture applications. In the present paper, we consider the logistic regression analysis with linked data. It is illustrated that, due to mixture structure of the response variable distribution for linked data, the estimation of the regression coefficients can be done based on the theory of finite mixture analysis for Bernoulli distributions. By using this idea, we propose an iterative maximum likelihood and also a Bayesian estimator for the coefficients of logistic regression model that completely considers the matching probabilities and leads to considerably good estimates.
In Section 2, the main idea of record linkage and its probabilistic model are illustrated. Regression analysis with linked data and least squares type estimators proposed in the literature are discussed in Section 3. Initially, in Section 4, a method for logistic regression analysis with linked data based on finite mixture analysis of Bernoulli distributions is proposed. The parameter estimation for proposed method is demonstrated by using the ExpectationMaximization (EM) algorithm. The Bayesian approach of the proposed methodology is developed in Section 5. Section 6 consists of a simulation study which is performed to show the performance of the proposed method, in both frequentist and Bayesian framework followed by the discussion in Section 7.
Probabilistic Record Linkage
Consider two files A and B that contain n A and n B records, respectively. The interest is in the identification of possible identical records in these two files. The set of all pair records A × B = {(a, b); a ∈ A, b ∈ B} can be partitioned to Matched M = {(a, b) ∈ A × B; a = b} and Non-matched U = {(a, b) ∈ A × B; a ̸ = b} sets, where a and b denote the records. Each pair of records (a, b) are compared based on their corresponding comparison vector γ ab = (γ 1 ab , . . . , γ k ab ), where k is the number of common fields in two records and γ i ab is an indicator variable with γ i ab = 1 if x ai = x bi and 0 otherwise and x ai and x bi are the values of the ith field in records a and b, respectively. The conditional probability of comparison vector for each pair of records given M and U are compared with each other using the ratio w(γ ab ) = log
, which is called the total matching weight (Fellegi and Sunter, 1967) . Under conditional independence assumption, i.e. independence of γ i ab , i = 1, . . . , k, conditional on M and U , the total matching weight can be written as the sum of individual matching weigh of fields, w(
. Then, on the basis of the total matching weight, the following linkage rule,
refers each pair records to one of three sets of matched, non-matched and possibly matched records. It is important to note that the records which fall in the possibly matched region must be checked manually. The linkage rule (1) is optimal in the sense of smallest possibly matched area for pre-specified linkage errors rates. To use this linkage rule we shall specify the threshold values and estimate the model parameters. The threshold values C 1 and C 2 are selected based on a priori determined admissible error rates (Fellegi and Sunter, 1967) . The maximum likelihood estimation of the parameters of Fellegi-Sunter model,
can be obtained by using the EM algorithm (Jaro, 1989) . Note that, the efficiency of this linkage rule solely depends on the accuracy of parameter estimations and selection of threshold values (Bellin and Rubin, 1995) . Following many authors such as Burkard and Derigs (1980) , Jaro (1989) and Lahiri and Larsen (2005) , we assumed the one-to-one matching procedure. i.e. for each record in a file there may be only one possibly matched pair in the other file.
Linear Regression
Suppose two files A and B are linked and n( min(n A , n B )) pair of records are declared as matched. In this paper, our interest is in the regression analysis of a response variable y and a set of covariates x, that are correspondent with two linked files A and B, respectively. Consider the linear regression model
where
. . , β p ) denotes the regression coefficients and ε i , i = 1, . . . , n are zero mean, fixed variance and uncorrelated errors. Due to statistical uncertainty of the probabilistic record linkage procedure, some pairs of (y i , x i ) might not correspond; that is, x i may correspond to another response value such as y j(̸ =i) . Suppose that x i corresponds to y i with probability q ii ∈ (0, 1) and to y j with probability q ij ∈ (0, 1). According to Lahiri and Larsen (2005) we can define a new
where ∑ n j=1 q ij = 1, i = 1, . . . , n then the least squares estimator for β that is given byβ LS = (X ′ X) −1 X ′ z, where X n×p = (x 1 , . . . , x n ) ′ , is a biased estimator. Scheuren and Winkler (1993, 1997) studied the effect of mismatch errors on this estimator and proposed an adjusted biased estimator
. . , n andB denotes the estimator of B. Lahiri and Larsen (2000, 5005) proposed an unbiased estimator for
Since B and z are explicit functions of linkage probabilities q ij , i, j(̸ = i) = 1, . . . , n, the estimatorsβ SW andβ U obviously are dependent on linkage probabilities. We note that, the linkage probabilities henceforth would be known since their corresponding estimates are provided by Fellegi-Sunter linkage procedure applied to the linked data sets before starting the logistic regression analysis on them.
Logistic Regression
Logistic regression is a standard approach for the analysis of binary or categorical data (see e.g. Hosmer and Lemeshow, 2000) . In this Section we consider the logistic regression analysis with linked data. Consider the logistic regression model
where y i ∈ {0, 1} is a binary response variable in file A and π y i denotes the success probability in a Bernoulli trail that is a nonlinear function of covariates
given by
where β represents the unknown regression coefficients vector. According to the definition of the random variable z i in (3), one can write
Hence, each random variable z i has a mixture distribution of n Bernoulli distributions with mixing coefficients satisfying 0 < q ij < 1 and ∑ n j=1 q ij = 1. We assumed a fixed number of components n( min(n A , n B )), due to known number of matched record pairs in an one-to-one matching procedure. Thus the log-likelihood function can be written as
where π y = (π y 1 , . . . , π yn ) are unknown success probabilities defined in equation (4), X n×p = (x 1 , . . . , x n ) ′ denotes the matrix of covariates observations and z shows the vector of response variables. As mentioned in Section 3, the mixing coefficients in the mixture distribution are exactly the linkage probabilities in Fellegi-Sunter model and are assumed to be known in this stage. It should be noted that, there are some difficulties related to computing these probabilities, for more details see Bellin and Rubin (1995) and also Lahiri and Larsen (2005) . We demonstrate here the application of the EM algorithm for driving the maximum likelihood estimate of model parameters. In the finite mixture analysis, the observable data z = (z ′ 1 , . . . , z ′ n ) ′ is usually considered as incomplete data, in the sense that the associated componentlabels, are not available. This incomplete version of data can be completed by using an indicator vector 
Here the matrix ∆ = (δ ij ) n×n is treated as unobservable or missing data, usually. The EM algorithm replaces each missing data δ ij by its expected value, in Expectation step (E-step) and then on the basis of the estimated missing data in the E-step, it finds the parameter values that maximizes the completed log-likelihood function, in the Maximization step (M-step) (Dempster et al., 1977) . It is easy to show that for complete log-likelihood (6), the E-step replaces each δ ij by
, and the M-step drives the maximum likelihood estimates of the mixing coefficients,π
Hence, the maximum likelihood estimate of the vector parameter π y = (π y 1 , . . . , π yn ) ′ can be written aŝ
where the n × n matrix V depends on the missing data ∆. Using equation (4) it would be concluded that x ′ i β = logit(π y i ), i = 1, . . . , n. Hence, one can
Therefore given the estimateβ (t) (or equivalentlyΛ
y (z)) in t-th step, we obtain the following estimate in (t + 1)-th step
y (z) denotes the estimate of Λ y in the t-th step. The algorithm starts with some initial guess for the maximum likelihood estimation of parameters and proceeds iteratively, considering a convergence criterion (Dempster et al., 1977) . Under fairly general conditions, the EM algorithm is numerically stable and robust against the choice of initial values and has reliable global convergence. Of course, the choice of initial values affects the convergence rate of algorithm and it will converge slowly for poor choice of initial values. Dempster et al. (1977) show that the rate of convergence is linear for this algorithm and it depends on the proportion of missing data. Then it is recommended, usually, to try many initial values to find the best convergence rate.
Bayesian Approach
For the purpose of developing the Bayesian counterpart of the previously discussed logistic regression model, it is important to note that according to (5), for given probabilities (q ii , q ij ) and values (y i , y j ), z i is a random variable with conditional probability density function as follow
If we consider that the vector of regression coefficients β has a multivariate normal prior distribution with mean vector θ and covariance matrix Σ, then, the posterior distribution is given by
where ϕ p (·; ·, ·) denotes the p-dimensional normal density function. The complexity of the posterior distribution for finite mixture models preclude analytic solutions for parameter estimations (Marin et al., 2005) . So, in order c ⃝ 2012, SRTC Iran to sample from this posterior distribution, we use a Metropolis-Hastings algorithm with a multivariate students-t proposal density of the form
where k is the degrees of freedom which must be less than 2 so that the jump probabilities vary between 0.25 and 0.5. Gelmann et al. (1996) discussion about the most efficient jumping rules in Metropolis-Hastings algorithm describes this constraint on k. In general finding values of hyperparameters that represent actual prior information can be difficult. Following Kass and Wasserman (1995) we replaced θ byβ OLS in order to centering the prior distribution of β around the OLS estimator which is a naive estimator for β and does not take into account the linkage errors. We also used the idea of Zellner (1986) to set Σ = gΣ OLS where g is any positive value. This choice results in a version of prior distribution that is widely used for regression analysis and called g-prior. The fixed value g as a blow-up factor is set to be 100 in order to construct a reasonable noninformative prior distribution.
Simulation
In this Section, we performed a simulation study to illustrate the performance of proposed methodology to deal with mismatch errors. We note here that, the effects of linkage errors on estimates of regression coefficients in logistic regression analysis is affected by frequencies of 0 and 1 in the response variable observations. This is due to the fact that, when the frequency of 1 is considerably more than the frequency of 0 or vice versa; the linkage errors may link some equal values that correspond to different observations. In other words, when response value y i = 1 (or 0) is misplaced by y (j̸ =i) = 1 (or 0), it would not affect the ensuing inferences. Whereas, in regression analysis with linked data for count variables the probability of observing equal response observations is small. Also, for continuous response variables this probability is zero. Since, the most and the least variations of the Bernoulli variables are respectively related to middle and boundary values of the success probability, we choose two values of 0.2 and 0.5 for the success probability of Bernoulli trials π y . We follow the format of George and McCulloch (1993) and Raftery et al. (1997) in our simulation. We simulated n independent values for each covariate x 1 , x 2 and x 3 from normal distribution with mean µ = log(π
and variance 1, where the µ is determined in such a way that the success probability π y would be approximately equal to 0.2 or 0.5. The response was generated using the model
taking the regression coefficients β 1 = 3, β 2 = 1 and β 3 = 2. Then, using equation (3) the vector y is transformed to z. In order to assess the effects of linkage errors on proposed methods, we also considered four different range of variations for Matching Rate. We generated the true matching probabilities, q ii , i = 1, . . . , n, uniformly on A 1 = (0.90, 0.95), A 2 = (0.85, 0.90), A 3 = (0.80, 0.85) and A 4 = (0.75, 0.80) and then for each i=1,. . . ,n, the false matching probabilities, q ij(̸ =i) , j = 1, . . . , n, are generated uniformly on (0, 1 − q ii ). To consider the condition ∑ n j=1 q ij = 1, all matching probabilities were standardized via dividing each q ij by ∑ n j=1 q ij . A computation of the Standard Deviation (SD), Bias, Root of Mean Square Error (RMSE) of the maximum likelihood estimator and Bayes estimator along with Iteratively Re-weighted Least Squares (IRLS) estimator of logistic regression coefficients has taken place for different sample sizes n=50, 100, 200, 500, and the mean values of these criteria are presented in Tables 1 to 3 . Given a current estimateβ of the regression coefficients, the IRLS estimator iŝ
where R is diagonal matrix of weight with components r ii =π y i (1 −π y i ), i = 1, . . . , n and u = (u 1 , . . . , u n ) denotes the working dependent data in which
The resulting estimate of β is used to obtain improved fitted values and the procedure is iterated to convergence (McCullagh and Nelder, 1985) . The estimates of regression coefficients are obtained by using the glm function of R package. Figure 1 shows the convergence of a typical Metropolis-Hastings algorithm constructed for sampling from posterior distributions of regression coefficients β for 4 different rates of matching probabilities.
The number of iteration for computing standard deviations in all cases was fixed to be 500. For each sample size n in each table, the rows correspond to success probability 0.5 and the column A 4 show the cases that the logistic regression analysis with linked data encounters the maximum matching error rate. While the rows correspond to success probability 0.2 and column A 1 show the cases with minimum matching error rate. (middle) and β3 (bottom) for different rates of matching probabilities A1 to A4.
As one can see, in Table 1 , the values of standard deviations for the ML and Bayes estimators are both less than the corresponding values for the IRLS estimator. Although, the standard deviation of Bayes estimator is somehow larger than ML estimator, but they have approximately similar efficiency in terms of standard deviation. When Matching errors increases from A 1 to A 4 , the SD of IRLS estimator increases where as it remains without considerable changes for ML and Bayes estimators. The results presented in Table 2 show that all of the three estimators have negative biases value. Despite of the results of Table 1 , the IRLS and ML estimator look more reliable than Bayes estimator. In terms of bias criterion it seems that it works very good for negligible matching errors and the ML estimator. Although for large matching errors the Bayes estimator dominates IRLS estimator based on biasedness. In general and in terms of RMSE of estimators presented in Table 3 , one can say that the Bayes and especially the ML estimator are more efficient than IRLS estimator for large values of matching errors and can be preferred compared to this estimator. This is absolutely due to this fact that, despite of the IRLS estimator, the ML and Bayes estimators truly take the probability of true and false matching in record linkage procedure into account. At this point, it should be noted that, in this simulation study, we considered a non-informative prior distribution in Bayesian paradigm. The efficiency of Bayes estimator can be improved by considering a more suitable prior for regression coefficients. Both IRLS and ML estimators encounter the convergence problem in some cases, such as small sample sizes and when success probability is closed to 0 or 1, in which their values are often unavailable in these situations, e.g. π y = 0.1 and n = 50. The problems related to the ML estimator for small sample sizes and boundary values of success probability, may return to the usual major problem of non-identifiability in finite mixture analysis. But, Perpinan and Renals (2000) gave empirical support to the fact that the estimation of Bernoulli mixture distributions produces Therefore, even when the number of mixture components is large, nonidentifiability is not a serious problem for the mixture of the Bernoulli distributions. Although, the small sample size does not make an important problem in Bayesian paradigm, but the Metropolis-Hastings algorithm converges slow when the success probability, π y , is closed to 0 or 1. 
Discussion
When two files are linked, due to some usual unavoidable mismatch errors, some pair records might link incorrectly. Hence, when we are interested in the logistic regression analysis with linked data, some response and covariate values may not correspond to each other and the usual logistic regression analysis methods can not be used due to their poor efficiency. Specially, our simulation showed that these methods were seriously affected by large values of matching errors. Hence it is necessary to develop new methods that can truly take into account the probabilistic mismatched errors. We showed that, in this situation, the distribution of the response variable is a finite mixture of Bernoulli distributions with known mixing coefficients. From a frequentis point of view, the maximum likelihood estimation of logistic regression coefficients can be driven using EM algorithm through a iterative procedure as we explained in this paper. The Bayesian estimations also can be deriven by considering a prior distribution for logistic regression model parameters and sampling from their corresponding posterior distribution. Of course, the main problem in both frequentis and Bayesian paradigm is related to large number of components in mixture distribution of response variable. As a solution, one can consider a blocking scheme for record linkage procedure that partitions the full cross product of record comparisons into mutually exclusive blocks and reduces he number of matched records (Evangelista et al., 2010) . This leads to considerably smaller number of component in mixture distribution and simpler estimation procedure for parameters of regression model.
Although we only considered logistic regression analysis, but developing other statistical modeling methods for linked data is in the core interest of future researches.
