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a b s t r a c t
Since the appearance of the Barzilai–Borwein (BB) step sizes strategy for unconstrained
optimization problems, it received more and more attention of the researchers. It was
applied in various fields of the nonlinear optimization problems and recently was also
extended to optimization problems with bound constraints. In this paper, we further
extend the BB step sizes to more general variational inequality (VI) problems, i.e., we
adopt them in projection methods. Under the condition that the underlying mapping of
the VI problem is strongly monotone and Lipschitz continuous and the modulus of strong
monotonicity and the Lipschitz constant satisfy some further conditions, we establish the
global convergence of the projection methods with BB step sizes. A series of numerical
examples are presented, which demonstrate that the proposed methods are convergent
undermild conditions, and aremore efficient than some classical projection-likemethods.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
LetΩ be a nonempty closed convex subset ofRn, and F be amapping fromRn intoRn. A variational inequality problem,
denoted by VI(Ω, F), consists in finding a vector u∗ ∈ Ω , such that
(u− u∗)T F(u∗) ≥ 0, ∀u ∈ Ω. (1)
Variational inequalities havemany important applications in fields such asmathematical programming, network economics,
transportation research, game theory and regional sciences (see Refs. [1–6], for example).
Among the various numerical methods for solving VI problems, the projection-like methods are the simplest, especially
when the projection onto the feasible setΩ is easy to implement. For example, whenΩ is the nonnegative orthant, or a box,
or a ball, projection methods require the lowest computational cost. The original projection method, which is usually called
as Goldstein–Levitin–Polyak projection method, is introduced in [7,8]. For a given starting point u0 ∈ Rn, their method
updates the iterates uk+1 via the following recursion:
uk+1 = PΩ [uk − βkF(uk)],
where βk is a judiciously chosen positive step size. Unfortunately, this method is globally convergent under some strong
assumptions, i.e., if we denote L as the Lipschitz constant and η as the strongly monotone modulus, then it is convergent
with the step size βk satisfying
0 < βL ≤ βk ≤ βU < 2ηL2 .
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It is worth pointing out that the efficiency of this approach depends heavily on the estimations of Lipschitz constant L and
the strongly monotonicity modulus η. In many cases, it might be difficult to estimate the modulus L and η even if F is an
affine mapping. To overcome this difficulty, He et al. [9] introduced a self-adaptive version of the Goldstein–Levitin–Polyak
projection method. Their method can find a suitable step size via a line search procedure, and the resulting algorithm
improved deeply the efficiency of practical computation. Some developments in this direction are referred to [10–13]
for example.
The self-adaptive strategy is attractive, since it avoids the difficult, if not impossible, task of estimating the parameters
such as strong monotonicity modulus, the Lipschitz constant and so on. Moreover, the numerical results reported in [11,9,
13] indicated that the methods are more efficient than the corresponding algorithms with fixed step size. However, these
advantages are achieved at the cost of large number of function evaluations and projections onto the feasible set, since it
got a suitable step size via a line search procedure. In some cases, this will be time consuming, especially for large-scale
problems. It is therefore natural to investigate some projection methods with ‘simple’ step size strategy that needs as little
as possible function evaluations and projections.
In this paper, we propose such a ‘simple’ projection algorithm, which generates the iterative sequence {uk} via the
following recursion:
uk+1 = PΩ [uk − γ βk+1F(uk)] (2)
where γ > 0 is a constant and βk+1 is defined by
(BB-I) β Ik+1 =
∥uk − uk−1∥2
(uk − uk−1)T [F(uk)− F(uk−1)] , (3)
or
(BB-II) β IIk+1 =
(uk − uk−1)T [F(uk)− F(uk−1)]
∥F(uk)− F(uk−1)∥2 . (4)
Note that the task of the algorithm per iteration is just a function evaluation and a projection, which makes it suitable for
large-scale problems.
The above projection methods (2) with step sizes (3) or (4) are nothing else but extensions of projection methods with
Barzilai–Borwein (BB) step sizes, which can be traced back to the pioneering work proposed in [14], where they were used
in gradient methods for unconstrained optimization problems:
min
u∈Rn
f (u), (5)
where f is smooth and its gradient is available. The gradient method for solving (5) is an iterative method of the form
uk+1 = uk − αk∇f (uk),
where αk is a stepsize defined by
αIk =
sTk−1sk−1
sTk−1yk−1
or αIIk =
sTk−1yk−1
yTk−1yk−1
, (6)
where sk−1 = uk − uk−1, yk−1 = ∇f (uk) − ∇f (uk−1) and k ≥ 2. The step sizes (6) are called BB step sizes, and the
corresponding gradient methods are BB methods.
Unfortunately, the global convergence of BBmethods is still an open problem for general case (some convergence results
are referred to [14–16]). However, where the god closes a door, somewhere he opens awindow. A large amount of numerical
results show that BB methods outperform the existing gradient-type methods. Because of its high efficiency in practical
computation, some ones extended it to bound constrained optimization problems [17–19]. Moreover, it has been fruitfully
used in many applications, see, e.g., [20–25].
As we know, a special situation where the VI(Ω, F) can be formulated as an constrained optimization problem is that
F(u) is the gradient of a differentiable function f (u) : Rn → R, i.e., F(u) = ∇f (u), in which case the VI(Ω, F) is equivalent
to solving the following convex minimization problem:
min
u∈Rn
{f (u) | u ∈ Ω}.
According to [26, Theorem 4.16], when the mapping F is differentiable, F satisfies the above condition if and only if the
Jacobianmatrix∇F(u) is symmetric for all u. However, we cannot expect the symmetric condition to hold in many practical
equilibrium problems. That is the another reasonwe extend the step sizes (6) to general VI problems. Since the step sizes (3)
and (4) are similar to the BB step sizes (6), we call the proposed methods as projected BB (PBB) methods and denote them
as PBB-I and PBB-II with respect to BB-I and BB-II step size, respectively. In this paper, we prove their convergence for some
special case, i.e., the VI problems with strongly monotone and Lipschitz continuous mappings, and the strong monotonicity
modulus and Lipschitz constant satisfy some conditions. Then, most importantly, we compare the PBB-I and PBB-II methods
with some existing numerical algorithms with well-established convergence results. Our purpose is to show that, even
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though the global convergence result of the algorithms with BB step sizes can only be proved for very special cases, they
indeed converge and are very efficient for many general cases.
The rest of this paper is organized as follows: In Section 2, we summarize some necessary preliminaries used in the
analysis of this paper. The convergence of the proposedmethods are analyzed under some suitable assumptions in Section 3.
We then apply the PBB-I and PBB-II methods to solve (linear and nonlinear) complementarity problems, image deblurring
problems and Nash equilibrium problems, and report the comparison numerical results in Section 4. Finally, we complete
the paper by presenting some concluding remarks.
2. Preliminaries
In this section, we summarize some basic properties to be used in the following discussions.
First, we denote ∥x∥ = √x⊤x as the Euclidean-norm. Let Ω be a nonempty closed convex subset of Rn and let PΩ [·]
denote the projection mapping fromRn ontoΩ , i.e.,
PΩ [v] = argmin {∥v − u∥ | u ∈ Ω} .
As is well known [27], the VI(Ω, F) is equivalent to the projection equation
u = PΩ [u− βF(u)],
where β > 0 is any given constant. In other words, solving VI(Ω, F) is equivalent to finding a zero point of the residual
function
e(u, β) := u− PΩ [u− βF(u)]. (7)
For any closed convex setΩ ⊂ Rn, a basic property of the projection mapping PΩ [·] is
(z − PΩ [z])⊤(v − PΩ [z]) ≤ 0, ∀z ∈ Rn, ∀v ∈ Ω. (8)
From (8) and Cauchy–Schwarz inequality, it is easy to derive that the projection operator PΩ [·] is nonexpansive, that is,
∥PΩ(u)− PΩ(v)∥ ≤ ∥u− v∥, ∀u, v ∈ Rn.
Definition 2.1. An operator F : Ω → Rn is said to be
(a) Lipschitz continuous with respect toΩ if there exists a constant L > 0 such that
∥F(u)− F(v)∥ ≤ L∥u− v∥, ∀u, v ∈ Ω.
(b) monotone if
(u− v)T [F(u)− F(v)] ≥ 0, ∀u, v ∈ Ω.
(c) strongly monotone if there is a positive constant η such that
(u− v)T [F(u)− F(v)] ≥ η∥u− v∥2, ∀u, v ∈ Ω.
(d) co-coercive if there exists a positive constant µ such that
(u− v)T [F(u)− F(v)] ≥ µ∥F(u)− F(v)∥2, ∀u, v ∈ Ω.
It is clearly from these definitions that co-coercive mappings are monotone but may not necessarily be strongly
monotone. Conversely, strongly monotone and Lipschitz continuous mappings are co-coercive. Thus, co-coercivity is an
intermediate concept that lies between simple and strong monotonicity.
3. Convergence analysis
This section mainly analyzes the global convergence of PBB-I and PBB-II methods. To derive our results, it is necessary to
make the following assumptions.
Assumption 1. The underlying mapping F is strongly monotone with modulus η.
Assumption 2. The underlying mapping F is Lipschitz continuous with constant L.
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According to the definitions of strong monotonicity and Lipschitz continuity, and the Cauchy–Schwarz inequality, it is
clearly that L ≥ η. Additionally, for any u, v ∈ Ω , we have
η∥u− v∥ ≤ ∥F(u)− F(v)∥ ≤ L∥u− v∥, (9)
and
η
L2
∥F(u)− F(v)∥2 ≤ (u− v)T [F(u)− F(v)] ≤ 1
η
∥F(u)− F(v)∥2, (10)
where the first inequality of (10) implies that F(·) is co-coercive with modulus η/L2 under Assumptions 1 and 2.
Lemma 3.1. Suppose that the Assumptions 1 and 2 hold. Then, for all k > 1, the BB-I and BB-II step size defined by (3) and (4) are
bounded with β Ik+1 ∈

1
L ,
1
η

and β IIk+1 ∈

η
L2
, 1
η

, respectively.
Proof. Firstly, we prove the BB-I step size (3) is bounded. On the one hand, it follows from the definition of strong
monotonicity that
β Ik+1 =
∥uk − uk−1∥2
(uk − uk−1)T [F(uk)− F(uk−1)] ≤
1
η
.
On the other hand, using the definition of Lipschitz continuity and the Cauchy–Schwarz inequality, we have
β Ik+1 =
∥uk − uk−1∥2
(uk − uk−1)T [F(uk)− F(uk−1)] ≥
1
L
.
The first assertion is obtained immediately from the above two inequalities.
Similarly, it follows from the Cauchy–Schwarz inequality that
β IIk+1 =
(uk − uk−1)T [F(uk)− F(uk−1)]
∥F(uk)− F(uk−1)∥2 ≤
∥uk − uk−1∥
∥F(uk)− F(uk−1)∥ ≤
1
η
,
where the second inequality comes from the left inequality of (9). In addition, using the first inequality of (10), we get
β IIk+1 =
(uk − uk−1)T [F(uk)− F(uk−1)]
∥F(uk)− F(uk−1)∥2 ≥
η
L2
.
Therefore, the boundedness of BB-II step size (4) is proved. 
Lemma 3.2. Suppose that the Assumptions 1 and 2 hold. Then, for all k > 1, the step size {β Ik} and {β IIk } satisfy the following
inequalities respectively, i.e.,
β Ik+1 ≤
L
η
β Ik and β
II
k+1 ≤
L2
η2
β IIk . (11)
Proof. It follows from the definition of strong monotonicity and Lipschitz continuity that
(uk−1 − uk−2)T [F(uk−1)− F(uk−2)]
(uk − uk−1)T [F(uk)− F(uk−1)] ≤
L∥uk−1 − uk−2∥2
η∥uk − uk−1∥2 .
The above inequality can be rewritten as
∥uk − uk−1∥2
(uk − uk−1)T [F(uk)− F(uk−1)] ≤
L
η
∥uk−1 − uk−2∥2
(uk−1 − uk−2)T [F(uk−1)− F(uk−2)] ,
which is the first inequality of (11). The first part of this lemma is proved.
Similarly, using the property (10), it is obviously that
(uk − uk−1)T [F(uk)− F(uk−1)]
(uk−1 − uk−2)T [F(uk−1)− F(uk−2)] ≤
L2∥F(uk)− F(uk−1)∥2
η2∥F(uk−1)− F(uk−2)∥2 ,
or equivalently
(uk − uk−1)T [F(uk)− F(uk−1)]
∥F(uk)− F(uk−1)∥2 ≤
L2
η2
(uk−1 − uk−2)T [F(uk−1)− F(uk−2)]
∥F(uk−1)− F(uk−2)∥2 .
From the definition of BB-II step size (4), we get the second assertion of this lemma immediately. 
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Lemma 3.3. For any positive real number β2 ≥ β1 > 0, the following inequalities hold for the residual function, i.e.,
∥e(u, β2)∥ ≥ ∥e(u, β1)∥
and
∥e(u, β2)∥
β2
≤ ∥e(u, β1)∥
β1
.
Proof. See a simple proof in [28]. 
Theorem 3.1. The sequence {∥e(uk, γ β Ik)∥} generated by PBB-I method satisfies
∥e(uk+1, γ β Ik+1)∥ ≤

1− (2η − γ L2β Ik+1)γ β Ik+1
 1
2
L
η
∥e(uk, γ β Ik)∥, (12)
and the sequence {∥e(uk, γ β IIk )∥} generated by PBB-II method satisfies
∥e(uk+1, γ β IIk+1)∥ ≤

1− (2η − γ L2β IIk+1)γ β IIk+1
 1
2
L2
η2
∥e(uk, γ β IIk )∥. (13)
Proof. According to the definition of e(x, β) and the iterative scheme (2), we have
∥e(uk+1, γ βk+1)∥2 = ∥uk+1 − PΩ [uk+1 − γ βk+1F(uk+1)]∥2
= ∥PΩ [uk − γ βk+1F(uk)] − PΩ [uk+1 − γ βk+1F(uk+1)]∥2
≤ ∥(uk − uk+1)− γ βk+1[F(uk)− F(uk+1)]∥2
= ∥uk − uk+1∥2 − 2γ βk+1(uk − uk+1)T [F(uk)− F(uk+1)] + γ 2∥βk+1[F(uk)− F(uk+1)]∥2,
where the inequality follows from the nonexpansivity of the projection operator PΩ(·).
By invoking the strong monotonicity and Lipschitz continuity of the mapping F , we obtain
∥e(uk+1, γ βk+1)∥2 ≤ ∥uk − uk+1∥2 − (2η − γ L2βk+1)γ βk+1∥uk − uk+1∥2
= 1− 2γ ηβk+1 + γ 2L2β2k+1 ∥uk − uk+1∥2. (14)
On the other hand, since
uk − uk+1 = uk − PΩ [uk − γ βk+1F(uk)] =: e(uk, γ βk+1),
inequality (14) can be rewritten as
∥e(uk+1, γ βk+1)∥ ≤

1− 2γ ηβk+1 − γ 2L2β2k+1
 1
2 ∥e(uk, γ βk+1)∥. (15)
Therefore, it follows from β Ik+1 ≤ Lηβ Ik and Lemma 3.3 that
∥e(uk+1, γ β Ik+1)∥ ≤

1− (2η − γ L2β Ik+1)γ β Ik+1
 1
2
L
η
e(uk, γ β Ik) .
Similarly, since β IIk+1 ≤ L
2
η2
β IIk , we conclude that
∥e(uk+1, γ β IIk+1)∥ ≤

1− (2η − γ L2β IIk+1)γ β IIk+1
 1
2
L2
η2
e(uk, γ β IIk ) .
The proof is completed. 
Assumption 3. The strongly monotone modulus η and Lipschitz constant L satisfy the following inequality
η < L ≤ λIη,
where λI is the largest positive solution of the following equation
γ 2x4 + x2 − 2γ x− (1− ξ I) = 0, (16)
and ξ I ∈ (0, 0.1) is a small constant.
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Assumption 4. The strongly monotone modulus η and Lipschitz constant L satisfy the following inequality
η < L ≤ λIIη,
where λII is the largest positive solution of the following equation
γ 2x6 + x4 − 2γ x2 − (1− ξ II) = 0, (17)
and ξ II ∈ (0, 0.1) is a small constant.
Note that there aremany choices ofγ such that the above twoassumptions are satisfied. For example,we chooseγ = 1/x,
then the Eq. (16) reduces to
2x2 − (3− ξ I) = 0,
and λI = (3− ξ I)/2 > 1. When choosing γ = 1/x2, then (17) reduces to
x4 + x2 − (3− ξ II) = 0,
and the largest solution is λII =

13− 4ξ II − 1/√2 > 1.
Theorem 3.2. If the Assumption 3 holds, the PBB-I method is globally convergent to the solution of VI(Ω, F).
Proof. It follows from Assumption 3 that L < λIη. Then, from (12) and Lemma 3.1, we get
∥e(uk+1, γ β Ik+1)∥2 ≤

1− (2η − γ β Ik+1L2)γ β Ik+1
 L2
η2
e(uk, γ β Ik)2
≤

1− 2γ η
L
+ γ
2L2
η2

L2
η2
∥e(uk, γ β Ik)∥2
≤ (1− ξ I)∥e(uk, γ β Ik)∥2,
which means that
lim
k→+∞ ∥e(uk+1, γ β
I
k+1)∥ = 0.
It then follows from β Ik ≥ 1/L for all k > 1 and Lemma 3.3 that
lim
k→+∞
e uk+1, γL  ≤ limk→+∞ ∥e(uk+1, γ β Ik+1)∥ = 0.
From the Assumption 3, we know that c := 1− ξ I < 1. Since β Ik+1 ≤ Lηβ Ik, it follows from Lemma 3.3 and (15) that
∥e(uk+1, γ β Ik+2)∥ ≤
L
η
∥e(uk+1, γ β Ik+1)∥
≤ 1− (2η − γ β Ik+1L2)γ β Ik+1 12 Lη∥e(uk, γ β Ik+1)∥
≤ √c∥e(uk, γ β Ik+1)∥. (18)
Note that
e(uk, γ β Ik+1) = uk − PΩ [uk − γ β Ik+1F(uk)] = uk − uk+1,
it immediately follows from (18) that
∥uk+2 − uk+1∥ ≤
√
c∥uk+1 − uk∥.
Therefore, {uk} is a Cauchy sequence and converges to its cluster point, denoted as u∞. Since e(u, γ β I) is continuous onΩ ,
we have
e

u∞,
γ
L

= e

lim
k→∞ uk,
γ
L

= lim
k→∞ e

uk,
γ
L

= 0,
and u∞ is solution of VI(Ω, F). From the strongmonotonicity, we know that the problemhas unique solution, thus u∞ = u∗.
Therefore, the generated sequence converges to the unique solution u∗ of the VI(Ω, F). 
Theorem 3.3. If the Assumption 4 holds, the PBB-II method is also globally convergent to the solution of VI(Ω, F).
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Proof. It follows from Assumption 4 that L < λIIη. Then, from (13) and Lemma 3.1, we get
∥e(uk+1, γ β IIk+1)∥2 ≤

1− (2η − γ β IIk+1L2)γ β IIk+1
 L4
η4
e(uk, γ β IIk )2
≤

1− 2γ η
2
L2
+ γ
2L2
η2

L4
η4
∥e(uk, γ β IIk )∥2
≤ (1− ξ II)∥e(uk, γ β IIk )∥2,
which means that
lim
k→+∞ ∥e(uk+1, γ β
II
k+1)∥ = 0.
It then follows from β IIk ≥ ηL2 for all k > 1 and Lemma 3.3 that
lim
k→+∞
e uk+1, γ ηL2  ≤ limk→+∞ ∥e(uk+1, γ β IIk+1)∥ = 0.
The remainder of this proof is similar to Theorem 3.2, thus we omit it here. 
4. Numerical experiments
We have established the global convergence result of the PBB-I and PBB-II methods for general VI problems. However,
the convergence conditions are quite restrictive, which excludes a lot of practical applications. In this section, we study the
numerical performance of PBB-I and PBB-II methods. One of our purposes is to show that, the PBB-I and PBB-II methods
are in fact convergent for general VI problems and many problems arising from applications. On the other hand, we show
that the PBB-I and PBB-II methods outperform the classical projection-like methods, and we compare both of them with
these projection-like methods, such as extragradient method proposed in [29] and modified in [30] (denoted as EGKK),
the improved self-adaptive projection method proposed in [13] (YHSM for short), and two kinds of prediction–correction
methods proposed in [31] (denoted as PC-I and PC-II, respectively). When applying the EGKK method in Section 4.1, we
refine it with the adjustment strategy of βk proposed in [32], and the resulting method is denoted as REGM. In Section 4.2,
we mainly compare the EGKK, PC-II and the proposed PBB methods for images deblurring problems. The last Section 4.3
will compare the PBB-I with the projection-like methods proposed in [33] (denoted as ZQX) for solving Nash equilibrium
problems.
We coded these algorithms in Matlab and tested them on a personal computer with Pentium Dual-Core processor
2.66 GHz and 2 GB main memory. We mainly reported the numerical results with iteration number (denoted as ‘‘Iter’’)
and computing time in seconds (denoted as ‘‘CPU(s)’’).
4.1. Complementarity problems
In this subsection, we consider the complementarity problem, which is a special case of the VI problem with the convex
setΩ = Rn+, i.e., finding u ∈ Rn, such that
u ≥ 0, F(u) ≥ 0, and uT F(u) = 0.
In the following examples, we just describe the details of constructing different mapping F(u).
Example 4.1.1. This is a linear complementarity problem, that is
F(u) = Mu+ q,
where q = (−1,−1, . . . ,−1)T , and the matrix M is generated in a similar way to Ref. [34]. We form the matrix M
synthetically such that it has a prescribed condition number. This is accomplished by setting
M = VΣV T and V = 2In − vv
T
∥v∥2 ,
where V is a Householder matrix and
Σ = diag(σ1, σ2, . . . , σn),
is a n-by-n diagonal matrix. Here, the component σi was generated such as follows
σi = cos iπn+ 1 + 1+ τ , i = 1, 2, . . . , n
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where
τ =

cos πn+1 + 1
− cond(M) cos nπn+1 + 1
cond(M)− 1 .
In our test, we set the condition number of the matrix M as 100, that is cond(M) = 100, and the vector v is uniformly
distributed in the interval (−1, 1).
Example 4.1.2. The second example is an asymmetric nonlinear complementarity problem, where
F(u) = Mu+ D(u)+ q,
and D(u) is the nonlinear part. We form the linear partMu + q similarly to described in Ref. [3]. The matrixM = ATA + B,
where A is a n× nmatrix whose entries are randomly generated in the interval (−5, 5) and a skew-symmetric matrix B is
generated in the same way. The vector q is generated randomly in the interval (−500, 0). For the nonlinear part D(u), the
components are Dj(u) = aj arctan(uj) and aj is a random variable in (0, 1).
Example 4.1.3. This example is generated in the same way as Example 4.1.2, except the vector q is generated randomly in
the interval (−500,−500). In fact, the resulting problem is easy to solve than Example 4.1.2.
Example 4.1.4. This example who comes from Ref. [35], has a known solution u∗ ∈ Rn+. Let p be uniformly distributed in
the interval (−10, 10) and u∗ = max(p, 0). By setting
w = max(−p, 0) and q = w − (Mu∗ + D(u∗)),
where the matrixM and the nonlinear part D(u) are generated in the same way as Example 4.1.2. Therefore, we have
F(u∗) = Mu∗ + D(u∗)+ q = w = max(−p, 0),
and
(u∗)T F(u∗) = (max(p, 0))T (max(−p, 0)) = 0.
In this way, we constructed a nonlinear complementarity problem with a known solution u∗.
In our test of the four complementarity problems, we took the parameter ν = 0.9 and µ = 0.3 in REGM method, and
γ = 1.9 and γ = 2 in PC-I method and PC-II method respectively, µ = 0.3, ν = 0.9 in both of PC-I and PC-II methods.
The parameters in YHSM [13] are specified as γ = 1.8, L = 0.95, µ = 0.7, τ = 0.9. In the proposed PBB methods, since
the step sizes βk+1 need two points, we updated the first iterate with a constant step size β1 = 0.9. In order to ensure these
methods have the same stopping criterion, we terminate all the procedure at ∥e(u, 1)∥∞ ≤ 10−6, and we set the maximum
iteration as 3000.
We tested six group of problems with dimension n = 50, 300, 700, 1000, 2000 and 3000, and reported the
corresponding numerical results in Table 1. In order to extensively investigate the efficiency of PBB-I and PBB-II, we tested
another six group of problems n = 50, 200, 300, 500, 800 and 1000 with three different starting points u0 = 0n×1
(i.e., all entries are 0), u0 = 1n×1 (i.e., all entries are 1) and u0 = rand(n, 1) is randomly distributed in (0, 1), respectively.
We analyzed the performance data using the profiles of Dolan and Moré [36]. That is, we plot the fraction P of problems for
which any given method is within a factor τ of the best result (iteration or CPU time). Additionally, since there is another
parameter γ in the proposed methods, we also investigate the influence of γ to both of PBB methods with different value,
and the numerical results reported in Table 2.
Even though the global convergence of PBB-I and PBB-II methods are established under some strong conditions, from
Table 1, we can see that PBB methods always require the lowest iterations and CPU time for all the test problems than the
comparing projection-like methods. It is clearly from Fig. 1 that PBB-I and PBB-II methods also outperform the mentioned
methods for these problems with different starting points. In addition, Fig. 1 shows that PBB-I and PBB-II methods are very
stable for all the test problems. The Table 2 shows that both of PBB-I and PBB-II also perform well for these problems with
different γ .
4.2. Image deblurring problem
This subsection mainly focuses on the image deblurring problems, which has received a lot of attentions in recent years.
Until now, some ones have proposed many novel algorithms for this problem based on different deblurring models; see,
e.g., [37–41,25]. Most recently, Benvenuto et al. [42] introduced two gradient methods for the following linear least square
restoration model with nonnegative constraint, that is
min
u∈Rn

1
2
∥Ku− u0∥2 | u ≥ 0

, (19)
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Table 1
Numerical results of complementarity problems (Example 4.1).
Dimension Problem REGM PC-I PC-II YHSM PBB-I PBB-II
Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s)
n = 50
Ex. 4.1.1 1186 0.052 593 0.032 495 0.031 514 0.040 106 0.004 198 0.007
Ex. 4.1.2 1361 0.062 736 0.041 577 0.036 578 0.047 143 0.005 351 0.012
Ex. 4.1.3 437 0.020 255 0.015 197 0.013 181 0.015 96 0.003 205 0.007
Ex. 4.1.4 745 0.034 468 0.029 329 0.021 318 0.026 171 0.006 269 0.010
n = 300
Ex. 4.1.1 1415 0.221 722 0.137 596 0.123 610 0.139 124 0.011 121 0.011
Ex. 4.1.2 1660 0.273 1056 0.228 762 0.160 712 0.162 216 0.020 410 0.039
Ex. 4.1.3 626 0.097 432 0.091 300 0.061 291 0.057 132 0.012 256 0.024
Ex. 4.1.4 950 0.153 584 0.122 428 0.088 409 0.093 246 0.023 388 0.037
n = 700
Ex. 4.1.1 1413 0.942 648 0.551 591 0.554 604 0.588 145 0.053 103 0.038
Ex. 4.1.2 1659 1.174 1020 0.946 764 0.697 713 0.604 214 0.077 453 0.165
Ex. 4.1.3 637 0.432 430 0.410 311 0.277 272 0.247 139 0.050 256 0.092
Ex. 4.1.4 969 0.672 621 0.581 451 0.407 415 0.393 252 0.090 390 0.141
n = 1000
Ex. 4.1.1 1435 4.799 664 2.737 607 2.650 619 2.726 121 0.203 134 0.226
Ex. 4.1.2 1612 5.495 1018 4.545 774 3.313 708 2.860 216 0.370 462 0.792
Ex. 4.1.3 584 1.975 400 1.816 285 1.198 248 1.049 147 0.248 263 0.444
Ex. 4.1.4 1290 4.425 828 3.772 584 2.481 561 2.262 313 0.538 487 0.837
n = 2000
Ex. 4.1.1 1422 20.018 657 11.386 599 10.819 612 11.113 108 0.753 100 0.698
Ex. 4.1.2 1567 22.230 1004 18.676 740 13.017 687 11.331 217 1.513 451 3.151
Ex. 4.1.3 609 8.638 401 7.761 294 5.172 261 4.567 152 1.060 264 1.844
Ex. 4.1.4 1298 18.444 834 15.721 585 10.219 556 9.728 316 2.213 488 3.418
n = 3000
Ex. 4.1.1 1413 44.125 653 25.052 593 23.656 607 24.308 142 2.188 100 1.539
Ex. 4.1.2 1519 47.572 964 39.416 725 28.236 658 24.677 225 3.470 454 7.007
Ex. 4.1.3 586 18.472 399 16.896 286 11.156 251 9.780 144 2.222 261 4.028
Ex. 4.1.4 1405 44.173 921 38.436 625 24.070 619 22.154 348 5.377 521 8.050
Fig. 1. Performance profiles based on CPU time and Iterations.
where K is a blurring operator, u0 is observed image and n = n1×n2 is the total number of pixels, n1 and n2 are the number
of pixels in the horizontal and vertical directions, respectively. In this paper, we skip the details of this problem, those who
are interested can refer to [43,44] and references cited therein for more details.
As shown in [42,41,25], the projected BB methods are very efficient for image restoration problems with nonnegative
constraint and unconstrained models. In fact, our previous numerical experiments demonstrate that the model (19) and
unconstrained models are not perfect for some binary images. Therefore, in our test, we focus on solving the following
deblurring model with a box-constraint, i.e.,
min
u∈Rn

1
2
∥Ku− u0∥2 | u ∈ B

, (20)
where B = [l, r] (B = [0, 1] if the images is considered with double precision entries and B = [0, 255] for 8-bit gray
images). Here, we mainly study the performance of projection-like methods for image deblurring problems, and then show
the efficiency of PBB methods for box-constrained deblurring model.
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Table 2
Numerical results of PBB-I and PBB-II with different γ for Example 4.1.
Dimension n = 100 n = 500 n = 1000
γ Problem PBB-I PBB-II PBB-I PBB-II PBB-I PBB-II
Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s)
γ = 0.7
Ex. 4.1.1 178 0.007 194 0.008 190 0.034 157 0.028 187 0.345 175 0.298
Ex. 4.1.2 232 0.010 492 0.021 274 0.051 677 0.125 283 0.488 659 1.117
Ex. 4.1.3 148 0.006 302 0.013 166 0.030 302 0.055 159 0.272 360 0.606
Ex. 4.1.4 368 0.015 647 0.027 325 0.060 548 0.102 372 0.650 639 1.101
γ = 0.8
Ex. 4.1.1 154 0.006 174 0.007 138 0.025 148 0.027 189 0.332 166 0.281
Ex. 4.1.2 197 0.009 461 0.019 251 0.047 605 0.113 269 0.467 609 1.040
Ex. 4.1.3 143 0.006 271 0.011 158 0.029 281 0.051 160 0.279 322 0.548
Ex. 4.1.4 357 0.016 592 0.025 308 0.057 492 0.092 338 0.585 591 1.010
γ = 0.9
Ex. 4.1.1 142 0.006 135 0.005 130 0.023 143 0.026 150 0.267 131 0.221
Ex. 4.1.2 193 0.008 414 0.017 223 0.041 504 0.094 230 0.398 531 0.901
Ex. 4.1.3 120 0.005 238 0.010 139 0.025 260 0.048 144 0.251 281 0.476
Ex. 4.1.4 327 0.014 560 0.023 270 0.050 430 0.080 303 0.524 531 0.901
γ = 1.0
Ex. 4.1.1 105 0.004 139 0.006 138 0.025 132 0.024 121 0.218 134 0.227
Ex. 4.1.2 200 0.009 346 0.015 217 0.040 439 0.082 216 0.371 462 0.783
Ex. 4.1.3 127 0.005 221 0.009 124 0.023 240 0.044 147 0.260 263 0.452
Ex. 4.1.4 306 0.013 494 0.021 263 0.048 416 0.077 313 0.540 487 0.827
γ = 1.1
Ex. 4.1.1 155 0.006 158 0.006 165 0.029 143 0.026 141 0.254 145 0.246
Ex. 4.1.2 196 0.008 316 0.013 241 0.045 406 0.075 267 0.458 423 0.709
Ex. 4.1.3 126 0.005 212 0.009 144 0.026 227 0.042 152 0.269 247 0.422
Ex. 4.1.4 331 0.014 457 0.019 296 0.055 397 0.075 351 0.607 469 0.801
γ = 1.2
Ex. 4.1.1 249 0.010 259 0.011 255 0.045 261 0.046 262 0.457 264 0.447
Ex. 4.1.2 317 0.013 338 0.014 371 0.069 437 0.081 380 0.651 434 0.732
Ex. 4.1.3 171 0.007 219 0.009 198 0.036 231 0.042 199 0.346 256 0.433
Ex. 4.1.4 492 0.021 488 0.020 389 0.072 419 0.078 456 0.785 484 0.826
γ = 1.3
Ex. 4.1.1 453 0.018 458 0.019 472 0.083 474 0.084 477 0.818 479 0.812
Ex. 4.1.2 493 0.021 413 0.017 611 0.114 522 0.097 638 1.091 516 0.876
Ex. 4.1.3 254 0.011 232 0.010 282 0.051 249 0.046 289 0.501 269 0.455
Ex. 4.1.4 735 0.031 623 0.026 531 0.098 488 0.091 644 1.112 570 0.977
In the numerical experiments, we restricted on four images of ‘Shape.jpg’, ‘Chart.pgm’, ‘Boat.png’ and ‘Lena.jpg’. We
degraded all the images by blurring with 13× 13 uniform kernels and adding zero-white Gaussian noise with the standard
derivation 0.001. Without loss of generality, we use the signal-to-noise ratio (SNR) in the unit of dB to measure the quality
of restored images (see, e.g., [44]). Specifically, the SNR is defined by
SNR = 10 log10 ∥u∥
2
∥u¯− u∥2 , (21)
where u¯ is the restored image and u is the original image. Note that the SNR defined by (21) is not a feasible stopping criterion
for practical image processing, it is just a rule of measuring the quality of restored images when the original images are
known, and then an alternative stopping rule is suggested in [42]. In this paper, we focus on showing the nice performance
of PBBmethods for image restoration problems, when comparing with some state-of-art projectionmethods. Therefore, we
first plotted the evolution of SNR with respect to a fixed iteration number, where the original images are given. Secondly,
using the residual function (7) introduced in Section 2,we plotted the evolutions of the cost functionwith respect to iteration
number by using the following stopping criterion,
∥e(uk)∥2F := ∥uk − PB(uk − K T (Kuk − u0))∥2F ≤ 10−4, (22)
where ∥ · ∥F denotes the Frobenius-norm. It is easy to see that, in (22), if ∥e(uk)∥2F = 0, then uk is the optimal solution of
(20). More importantly, there is no need to know the original image u, so it is a practical stopping criterion for this image
restoration problem.
Since the image restoration problems can be regarded as large-scale optimization problems, it is wise to take constant
step sizes for implementations of EGKK and PC-II methods. Thus we took the step size βk = 1 in both of EGKK and PC-II
methods. In fact, all the chosen βk are satisfied the conditions mentioned in the corresponding methods. All the procedure
started with the degraded images.
Fig. 2 lists the original and degraded images. Fig. 3 reports evolutions of SNR valueswith respect to iterations. Considering
the original images umay be unknown, Fig. 4 lists the evolutions of the cost function with respect to the number of iteration
by using the stopping criterion (22). And Fig. 5 lists the restored images, which are restored under the stopping criterion
(22), by these methods for the restoration models (20).
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Fig. 2. The first row lists the original images. From left to right: Shape.jpg (128×128), Chart.pgm (256×256), Boat.png (512×512), Lena.jpg (512×512).
The second row are degraded images.
Fig. 3. Evolutions of SNR w.r.t. iteration number for the deblurring model (20).
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Fig. 4. Evolutions of the cost function log(∥e(u)∥2F )w.r.t. iterations for the model (20).
Asweknow, image restoration problem is an ill-posed problem.However, fromFigs. 3 and 4,we can see that the proposed
PBB methods are also promising for this problem and outperform the classical projection methods. In addition, we can see
that the restored images also have high quality with the deblurring model (20).
Note that, in Fig. 4, the residual function value is non-monotone decrease in iterative procedure, but PBB methods show
fast global convergence behaviors. Indeed, the non-monotonicity is an importance feature as pointed out in [17]. That
sometimes yields large deviations from the current iterate. Thus, in order to overcome this disadvantage, some strategies,
e.g., adaptive techniques, combining with line search and restricting the BB step sizes in the interval [βmin, βmax], etc., are
studied extensively in the literature (see, e.g., [21,42,17,19,25]). In our implementations, the proposed PBB methods always
performwell without any modification on the BB step sizes. Certainly, we also tested that PBB methods with a modification
of restricting the BB step sizes in [0.01, 10], the resulting PBB methods run well with more stable global convergence. Thus,
we believe that PBB methods are reliable with application to image restoration problems.
4.3. Generalized Nash equilibrium problem
The generalized Nash equilibrium problem (GNEP) provides an important model for noncooperative multi-
leader–follower games, and it is being extensively used in many different fields. Even though there are a lot of algorithms
for Nash equilibrium problems, solving a GNEP is still a challenging task up-to-date. In this subsection, we apply the PBB-I
method to solve the GNEP based on the projection-like method [33] and compare them via some numerical results.
The detailed description of GNEP can refer to monographs [45,46,6]. Here, thus we skip the description of GNEP and use
the notions described in [33]. It is well known that the GNEP can be reformulated a quasi-variational inequality problem,
which opens a window for applying projection-like methods to solve it.
The experimental example was taken from Harker [46] and Outrata [47], which was also used in [33]. This problem is a
two-person game, in which each player picks a number xi between 0 and 10 and the sum of their numbers must be less than
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Fig. 5. Restored images by projection-like methods under the stopping criterion (22). From left column to right column: EGKK, PC-II, PBB-I and PBB-II,
respectively.
or equal to 15. The cost functions and mappings K i are defined by
u1(x1, x2) = (x1)2 + 83x1x2 − 34x1, u2(x1, x2) = (x2)
2 + 5
4
x1x2 − 24.5x2,
K 1(x¯2) = {0 ≤ x1 ≤ 10, x1 ≤ 15− x¯2}, K 2(x¯1) = {0 ≤ x2 ≤ 10, x2 ≤ 15− x¯1}.
The set of GNEP solution is composed of the point (5, 9)T and the line segment [(9, 6)T , (10, 5)T ].
Throughout our experiments, we set the parameters used in Algorithm 1 and Algorithm 2 of ZQX [33] as γ = 1, l =
0.5, µ = 0.3, and ρ = 1.99. Since the proposed PBB-I method is based on the Algorithm 1, that is we replace the step size
αk in Algorithm 1 by the BB step size, the rest parameters in PBB-I method were specified as same as ZQX. In addition, we
set the maximum number of iterations as 1000, and the stopping criterion was set as ε = 10−6. The numerical results are
reported in Table 3.
From Table 3, it is easy to see that PBB-I method is also quite promising for computing GNEP with less iterations and
lower computational cost than ZQX methods.
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Table 3
Numerical results of GNEP (Example 4.3).
Starting point Iter. CPU(s) Approximate solution
ZQXA1 ZQXA2 PBB-I ZQXA1 ZQXA2 PBB-I ZQXA1 ZQXA2 PBB-I
(0, 0)T 201 234 97 0.125 0.015 0.008 (5, 9)T (5, 9)T (5, 9)T
(10, 0)T — — 33 0.079 0.048 0.001 (10, 5)T (10, 5)T (5, 9)T
(10, 10)T 206 256 96 0.012 0.010 0.002 (5, 9)T (5, 9)T (5, 9)T
(0, 10)T 177 165 59 0.009 0.007 0.001 (5, 9)T (5, 9)T (5, 9)T
(5, 5)T 235 255 133 0.012 0.010 0.003 (5, 9)T (5, 9)T (5, 9)T
rand(2, 1) 194 219 100 0.010 0.009 0.002 (5, 9)T (5, 9)T (5, 9)T
1 The last row ‘‘rand’’ in this table means the starting point was generated randomly in (0, 1).
2The ‘‘ZQXA1’’ and ‘‘ZQXA2’’ represents the Algorithm 1 and Algorithm 2 of ZQX, respectively.
3 The symbol ‘‘—’’ means that the number of iterations exceeds 1000.
5. Conclusions
The two-point step size methods proposed by Barzilai and Borwein are numerically efficient for unconstrained
optimization problems. Although their global convergence were only proved for very special cases, they received more
and more attention of the researchers from various fields and were extended from unconstrained optimization problems
to optimization problems with simple bound constraints. In this paper, we firstly extended the BB step sizes to solve more
general problems, i.e., variational inequality problems. As for the unconstrained optimization problems, we can only prove
the global convergence of the methods under very restrictive conditions; Nevertheless, the numerical tests on problems
from various applications indicated that the PBB methods are very efficient.
As pointed out in [17], the BB methods have an important feature, i.e., the objective function value does not decrease in
a monotone manner during the iterative procedure. Consequently, that feature sometimes results in large deviations from
the current iterate. In the framework of minimization problems, some variants and improvements, which aim to overcome
the disadvantages of BB methods are studied extensively in the literature. Thus, to investigate and deal with the potential
weakness of PBB methods for general variational inequalities is our future work.
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