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a b s t r a c t
In this paper, we consider a perturbed Sparre Andersen riskmodel, inwhich the inter-claim
times are generalized Erlang(n) distributed. Under themulti-layer dividend strategy, piece-
wise integro-differential equations for the discounted penalty functions are derived, and a
recursive approach is applied to express the solutions. A numerical example to calculate
the ruin probabilities is given to illustrate the solution procedure.
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1. Introduction
De Finetti [1] first proposed dividend strategies for insurance riskmodel, and he found that the optimal dividend strategy
is a barrier strategy under some conditions. Since then, the risk model in presence of dividend payments has become amore
and more popular topic in risk theory. Under some dividend strategies, two well known models (i.e. the Brownian motion
with drift and the classical compound Poisson model) have been studied by many authors. See, for example, [2–7] and
references therein.
Two popular strategies, namely the barrier and threshold dividend strategies, have drawn the attention ofmore andmore
authors to various risk models and, under these two strategies, many results on dividend problems have been produced.
Recently, the multi-layer dividend strategy as an extension of the threshold dividend strategy has also drawn the attention
ofmany authors. Albrecher andHartinger [8] and Lin and Sendova [9] studied the compound Poissonmodelwithmulti-layer
dividend strategy. Under such dividend strategy, Yang and Zhang [10,11] extended some results to a Sparre Andersen risk
model and a perturbed compound Poisson risk model, respectively. Yang et al. [12] considered the absolute ruin problems
for the multi-layer compound Poisson model with constant interest force.
In this paper, we consider a perturbed Sparre Andersen risk model with multi-layer dividend strategy. The Sparre
Andersen risk model perturbed by a Brownian motion is given by
U(t) = u+ ct −
N(t)∑
i=1
Xi + σB(t), (1.1)
where u ≥ 0 is the initial surplus; c > 0 is the constant premium rate; {N(t), t ≥ 0} is a claim-number process representing
the number of claims up to time t; {Xi, i = 1, 2, . . .} representing the claim amounts is a sequence of strictly positive i.i.d.
random variables with distribution F , density f and mean µ; {B(t), t ≥ 0} is the standard Brownian motion and σ is the
diffusion volatility. We assume that {N(t)}, {B(t)} and {Xi} are mutually and stochastically independent. In this paper, the
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inter-claim times, denoted by V1, V2, . . ., are assume to be i.i.d. with generalized Erlang(n) density function. More precisely,
let V be the generic random variable for the inter-claim time, then we have
V = W1 +W2 + · · · +Wn,
where {Wi}ni=1 are n independent random variables exponentially distributed with E[Wi] = 1/λi.
Now suppose that the insurerwill adjust the premium rate according to the surplus level. Let c(U(t)) be the premium rate
at time t , where c(x) is a positive function such that
∫ t
0 [c(x)]−1dx <∞ for any finite number t ≥ 0 and
∫∞
0 [c(x)]−1dx = ∞.
Accordingly, we assume that the diffusion volatility at time t is σ(U(t)) which is also a positive function of the surplus at
time t . Let S(t) = ∑N(t)i=1 Xi be the aggregate claim process. The modified surplus process, still referred to as U(t), can be
expressed as
dU(t) = c(U(t))dt − dS(t)+ σ(U(t))dB(t), t ≥ 0. (1.2)
Let T = inf{t ≥ 0 : U(t) ≤ 0}, or∞ otherwise, be the ruin time.
Now we introduce the multi-layer dividend strategy by setting the premium rate function in (1.2) to be a step function.
Define M layers 0 = b0 < b1 < · · · < bM−1 < bM = ∞. Assume that the premium rate is ck whenever the surplus is in
the layer k, i.e. bk−1 ≤ U(t) < bk. Meanwhile, the diffusion volatility is assumed to be σk > 0 whenever the premium rate
is ck. Under such settings, denote the surplus process and the ruin time by Ub(t) and Tb. Then the dynamics of Ub(t) can be
expressed as
dUb(t) = ckdt − dS(t)+ σkdB(t), bk−1 ≤ Ub(t) < bk. (1.3)
To guarantee that Ub(t) has a positive drift in each layer, we assume the following net profit conditions hold
ck >
µ
n∑
i=1
1
λi
, k = 1, 2, . . . ,M. (1.4)
Now for δ ≥ 0, we define the (Gerber–Shiu) discounted penalty function by
φ(u; b) = E[e−δTbw(Ub(Tb−), |Ub(Tb)|)I(Tb <∞)|Ub(0) = u],
where w(x, y), x, y ≥ 0 is a nonnegative measurable function of the surplus before ruin Ub(Tb−) and the deficit at ruin
|Ub(Tb)|; I(A) is an indicator function of event A. Similar to Gerber and Landry [13], we decompose the discounted penalty
function into two parts:
φ(u; b) = φw(u; b)+ φd(u; b),
where
φw(u; b) = E[e−δTbw(Ub(Tb−), |Ub(Tb)|)I(Tb <∞,Ub(Tb) < 0)|Ub(0) = u]
is the discounted penalty function at ruin that is caused by a claim, and
φd(u; b) = E[e−δTbw(Ub(Tb−), |Ub(Tb)|)I(Tb <∞,Ub(Tb) = 0)|Ub(0) = u]
= w(0, 0)E[e−δTb I(Tb <∞,Ub(Tb) = 0)|Ub(0) = u]
is the discounted penalty function at ruin that is caused by oscillations. Without loss of generality, we set w(0, 0) = 1. By
the oscillating nature of the sample paths of Ub(t), we have
φ(0; b) = φd(0; b) = 1, φw(0; b) = 0. (1.5)
Gao and Yin [14] studied the perturbed Sparre Andersen risk model with a threshold dividend strategy (M = 2), and
investigated how to calculate the discounted penalty functions for the Erlang(2) risk model with exponential claim sizes.
Themain goal of this paper is to show that amore general approach to calculate the discounted penalty functions is available
for themulti-layer dividend strategy. The results obtained in this paper not only extend that of [10] by adding a perturbation,
but also generalize that of [11] by extending the compound Poisson risk model to the Erlang renewal risk model. The rest
of this paper is organized as follows: In Section 2, we derive the integro-differential equations for the discounted penalty
functions, and express the solutions as particular solutions to some non-homogeneous integro-differential equations plus
2n linearly independent solutions to the corresponding homogeneous integro-differential equation. In Section 3, we show
that the solutions to the non-homogeneous integro-differential equations satisfy some defective renewal equations. A short
illustration of the solution procedure to calculate the discounted penalty functions is given in Section 4, and a numerical
example is given in Section 5. Finally, concluding remarks about the method proposed in this paper are given in Section 6.
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2. Integro-differential equations for the discounted penalty functions
In this section, we derive integro-differential equations for the discounted penalty functions. First, we define the
discounted penalty functions at ruin caused by a claim or oscillations for model (1.2) by
φw(u) = E[e−δTw(U(T−), |U(T )|)I(T <∞,U(T ) < 0)|U(0) = u],
and
φd(u) = E[e−δT I(T <∞,U(T ) = 0)|U(0) = u].
Similar to [15,16], define for j = 0, 1, . . . , n
φw,j(u) = E[e−δ(T−t)w(U(T−), |U(T )|)I(T <∞,U(T ) < 0)|Sj = t,U(0) = u],
φd,j(u) = E[e−δ(T−t)I(T <∞,U(T ) = 0)|Sj = t,U(0) = u],
where Sj = W1 + · · · +Wj with S0 = 0. We have φw(u) = φw,0(u) = φw,n(u), φd(u) = φd,0(u) = φd,n(u).
Theorem 1. For the initial surplus u, if c(u) and σ(u) are both differentiable at least 2n − 2 times at u, then the discounted
penalty functions φw(u) and φd(u) satisfy the following integro-differential equations(
n∏
i=1
(
λi + δ
λi
− c(u)
λi
D − σ
2(u)
2λi
D2
))
φw(u) =
∫ u
0
φw(u− x)dF(x)+ ω(u), (2.1)(
n∏
i=1
(
λi + δ
λi
− c(u)
λi
D − σ
2(u)
2λi
D2
))
φd(u) =
∫ u
0
φd(u− x)dF(x), (2.2)
where ω(u) = ∫∞0 w(u, x− u)dF(x),D is the differentiation operator w.r.t. u.
Proof. We adopt a similar approach to that used in [15,16]. Let Y (t) = U(t) − S(t). We consider events occurring in an
infinitesimal time interval from 0 to dt , and obtain for j = 0, 1, . . . , n− 2
φw,j(u) = (1− λj+1dt)e−δdtE[φw,j(Y (dt))] + λj+1dte−δdtE[φw,j+1(Y (dt))] + o(dt). (2.3)
Note that e−δdt = 1− δdt + o(dt) and by Taylor’s expansion
E[φw,j(Y (dt))] = φw,j(u)+ c(u)φ′w,j(u)dt +
σ 2(u)
2
φ′′w,j(u)dt + o(dt).
Substituting these into (2.3), dividing both sides by dt and letting dt → 0, we obtain, after some rearrangements,
φw,j+1(u) =
(
λj+1 + δ
λj+1
− c(u)
λj+1
D − σ
2(u)
2λj+1
D2
)
φw,j(u). (2.4)
For j = n− 1, we have
φw,n−1(u) = (1− λndt)e−δdtE[φw,n−1(Y (dt))] + λndte−δdt
× E
[∫ Y (dt)
0
φw(Y (dt)− x)dF(x)+ ω(Y (dt))
]
+ o(dt), (2.5)
which leads to(
λn + δ
λn
− c(u)
λn
D − σ
2(u)
2λn
D2
)
φw,n−1(u) =
∫ u
0
φw(u− x)dF(x)+ ω(u). (2.6)
It follows from (2.4) that
φw,j(u) =
(
j∏
i=1
(
λi + δ
λi
− c(u)
λi
− σ
2(u)
2λi
D2
))
φw(u), (2.7)
where
∏0
i=1 · = 1. Letting j = n− 1 in (2.7) and using (2.6) yields the integro-differential equation (2.1).
We can adopt the same approach to obtain
φd,j+1(u) =
(
λj+1 + δ
λj+1
− c(u)
λj+1
D − σ
2(u)
2λj+1
D2
)
φd,j(u), j = 0, 1, . . . , n− 2, (2.8)
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and (
λn + δ
λn
− c(u)
λn
D − σ
2(u)
2λn
D2
)
φd,n−1(u) =
∫ u
0
φd(u− x)dF(x), (2.9)
which lead to the integro-differential equation (2.2). 
For the perturbed Sparre Andersen risk model with multi-layer dividend strategy, we have the following result:
Corollary 1. In the perturbed Sparre Andersen risk model with multi-layer dividend strategy, the discounted penalty functions
satisfy the following integro-differential equations when bk−1 ≤ u < bk(
n∏
i=1
(
λi + δ
λi
− ck
λi
D − σ
2
k
2λi
D2
))
φw(u; b) =
∫ u
0
φw(u− x; b)dF(x)+ ω(u), (2.10)(
n∏
i=1
(
λi + δ
λi
− ck
λi
D − σ
2
k
2λi
D2
))
φd(u; b) =
∫ u
0
φd(u− x; b)dF(x). (2.11)
Similar to [14], we also have the following boundary conditions:(
c1D + σ
2
1
2
D2
)j
φw(u; b)|u=0 = 0, j = 0, 1, . . . , n− 1, (2.12)(
δ − c1D − σ
2
1
2
D2
)j
φd(u; b)|u=0 =
{
1, j = 0,
0, j = 1, . . . , n− 1, (2.13)
and for k = 1, 2, . . . ,M − 1 and j = 0, 1, . . . , n− 1(
ckD + σ
2
k
2
D2
)j
φw(u; b)
∣∣∣∣∣
u=bk−
=
(
ck+1D + σ
2
k+1
2
D2
)j
φw(u; b)
∣∣∣∣∣∣
u=bk+
, (2.14)
(
ckD + σ
2
k
2
D2
)j
∂φw(u; b)
∂u
∣∣∣∣
u=bk−
=
(
ck+1D + σ
2
k+1
2
D2
)j
∂φw(u; b)
∂u
∣∣∣∣
u=bk+
, (2.15)
(
ckD + σ
2
k
2
D2
)j
φd(u; b)
∣∣∣∣∣
u=bk−
=
(
ck+1D + σ
2
k+1
2
D2
)j
φd(u; b)
∣∣∣∣∣∣
u=bk+
, (2.16)
(
ckD + σ
2
k
2
D2
)j
∂φd(u; b)
∂u
∣∣∣∣
u=bk−
=
(
ck+1D + σ
2
k+1
2
D2
)j
∂φd(u; b)
∂u
∣∣∣∣
u=bk+
. (2.17)
We remark that the piece-wise integro-differential equations (2.10) and (2.11) with boundary conditions (2.12)–(2.17)
generalize the results in [14] for the caseM = 2.
To solve Eqs. (2.10) and (2.11), we introduce some auxiliary results in risk theory. Throughout this paper, we denote the
Laplace transform of a function by adding a hat on the corresponding letter.
First, for k = 1, 2, . . . ,M , let
γk(s) =
n∏
i=1
(
λi + δ
λi
− ck
λi
s− σ
2
k
2λi
s2
)
,
and define the following generalized Lundberg equation
γk(s) = fˆ (s). (2.18)
From [16], we know that when δ > 0, Eq. (2.18) has exactly n roots, say ρk1(δ), ρk2(δ), . . . , ρkn(δ), such that Re(ρki(δ)) > 0;
when δ = 0, Eq. (2.18) has exactly n − 1 roots, say ρk1(0), ρk2(0), . . . , ρk,n−1(0), such that Re(ρki(0)) > 0, and a n-th root
ρkn(0) = 0. In the rest of this paper, we denote these n roots by ρk1, ρk2, . . . , ρkn for δ ≥ 0, and assume that they are all
distinct.
Next, we introduce the Dickson–Hipp operator Ts, s ∈ C. The operator Ts is first introduced by Dickson and Hipp [17] for
an integrable real-valued function h:
Tsh(x) =
∫ ∞
x
e−s(y−x)h(y)dy,
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where s is such that above integral is absolutely convergent. The operator Ts has many nice properties, see [17,18]. In this
paper, we use the following properties:
1. The Laplace transform of h, hˆ, can be expressed as Tsh(0).
2. Ts is commutative, i.e. TsTr = TrTs, and furthermore
TsTrh(x) = TrTsh(x) = Tsh(x)− Trh(x)r − s , r 6= s.
3. By performing integration by parts, one easily finds
Tsh(k)(x) = skTsh(x)− h(k−1)(x)− sh(k−2)(x)− · · · − sk−1h(x).
4. Let A(u) = ∫ ub g(u− x)h(x)dx for u ≥ b ≥ 0, then TsA(b) = gˆ(s)Tsh(b).
For ρk1, ρk2, . . . , ρkn, denote the root with the smallest real part by ρk. Hereafter, we constrain the penalty functions to
the class such that Tρkω(u) is finite for k = 1, 2, . . . ,M . As is remarked in [10], many ruin related quantities of interest,
such as the probability of ruin, the Laplace transform of the time to ruin, the marginal and joint distribution of the surplus
immediately before ruin and the deficit at ruin, can be obtained from the penalty functions in this class.
Nowwe focus our attention on solving (2.10) and (2.11). Similar to [9], we relax the constraint bk−1 ≤ u < bk to bk−1 ≤ u
in (2.10) and (2.11). For k = 1, 2, . . . ,M−1, let φw,k(u) and φd,k(u) such that Tρkφw,k(bk−1) and Tρkφd,k(bk−1) are both finite
and for j = 0, 1, . . . , n− 1(
j∏
i=1
(
λi + δ
λi
− ck
λi
D − σ
2
k
2λi
D2
))
φw,k(u)
∣∣∣∣∣
u=bk−1
= 0, (2.19)
(
j∏
i=1
(
λi + δ
λi
− ck
λi
D − σ
2
k
2λi
D2
))
φd,k(u)
∣∣∣∣∣
u=bk−1
= 1, (2.20)
be the solutions of the following non-homogeneous integro-differential equations:(
n∏
i=1
(
λi + δ
λi
− ck
λi
D − σ
2
k
2λi
D2
))
φw,k(u) =
∫ u−bk−1
0
φw,k(u− x)dF(x)+
∫ u
u−bk−1
φw(u− x; b)dF(x)+ ω(u),
(2.21)(
n∏
i=1
(
λi + δ
λi
− ck
λi
D − σ
2
k
2λi
D2
))
φd,k(u) =
∫ u−bk−1
0
φd,k(u− x)dF(x)+
∫ u
u−bk−1
φd(u− x; b)dF(x). (2.22)
Then, by the general theory of differential equations, we have for k = 1, 2, . . . ,M − 1
φw(u) = φw,k(u)+
2n∑
i=1
lw,kivki(u), bk−1 ≤ u < bk, (2.23)
φd(u) = φd,k(u)+
2n∑
i=1
ld,kivki(u), bk−1 ≤ u < bk, (2.24)
where lw,ki’s and ld,ki’s are constant coefficients, and vk1(u), . . . , vk2n(u) are linearly independent solutions of the following
homogeneous integro-differential equation(
n∏
i=1
(
λi + δ
λi
− ck
λi
D − σ
2
k
2λi
D2
))
vk(u) =
∫ u−bk−1
0
vk(u− x)dF(x), u ≥ bk−1. (2.25)
As will be seen in the next section, the solutions φw,k(u) and φd,k(u) of (2.21) and (2.22) are unique and satisfy some
defective renewal equations.
3. Defective renewal equations
The main goal of this section is to derive defective renewal equations for φw,k(u) and φd,k(u), which will enable us to
calculate the discounted penalty functions by the approach proposed in [10].
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Theorem 2. For u ≥ bk−1, φw,k(u) and φd,k(u) satisfy the following integral equations
φw,k(u) =
∫ u−bk−1
0
φw,k(u− x)gk(x)dx+
∫ bk−1
0
φw(x; b)hk(u, x)dx+ ξw,k(u), (3.1)
φd,k(u) =
∫ u−bk−1
0
φd,k(u− x)gk(x)dx+
∫ bk−1
0
φd(x; b)hk(u, x)dx+ ξd,k(u), (3.2)
where
gk(x) =
n∑
i=1
aki
∫ x
0
e
−
(
ρki+ 2ck
σ2k
)
(x−y)
Tρki f (y)dy,
hk(u, x) =
n∑
i=1
aki
∫ u
bk−1
e
−
(
ρki+ 2ck
σ2k
)
(u−y)
Tρki f (y− x)dy,
ξw,k(u) =
n∑
i=1
aki
∫ u
bk−1
e
−
(
ρki+ 2ck
σ2k
)
(u−y)
Tρkiω(y)dy,
ξd,k(u) =
n∑
i=1
bkie
−
(
ρki+ 2ck
σ2k
)
(u−bk−1)
,
aki =
−
n∏
j=1
(−λj)
σ 2k
2
n∏
j=1,j6=i
[
ckρki + σ
2
k
2 ρ
2
ki − ckρkj − σ
2
k
2 ρ
2
kj
] ,
bki =
−
n∏
m=1
(−λm)
n∑
j=1
1
λj
n∏
l=j+1
(
λl+δ
λl
− ck
λl
ρki − σ
2
k
2λl
ρ2ki
)
n∏
j=1,j6=i
[
ckρki + σ
2
k
2 ρ
2
ki − ckρkj − σ
2
k
2 ρ
2
kj
] .
Proof. For u ≥ bk−1, let φw,k,0(u) = φw,k(u), and
φw,k,j(u) =
(
λj + δ
λj
− ck
λj
D − σ
2
k
2λj
D2
)
φw,k,j−1(u), j = 1, 2, . . . , n− 1. (3.3)
Then, by conditions in (2.19), we know that φw,k,j(bk−1) = 0 for j = 0, 1, 2 . . . , n − 1. For the constant bk−1, we apply the
operator Ts to (3.3). By performing integration by parts, one finds for j = 1, 2, . . . , n− 1
Tsφw,k,j(bk−1) =
(
λj + δ
λj
− ck
λj
s− σ
2
k
2λj
s2
)
Tsφw,k,j−1(bk−1)+ σ
2
k
2λj
φ′w,k,j−1(bk−1). (3.4)
By (2.21), one obtains(
λn + δ
λn
− ck
λn
D − σ
2
k
2λn
D2
)
φw,k,n−1(u) =
∫ u−bk−1
0
φw,k(u− x)dF(x)+
∫ u
u−bk−1
φw(u− x; b)dF(x)+ ω(u). (3.5)
Applying operator Ts to both sides of (3.5), one finds that the left side becomes(
λn + δ
λn
− ck
λn
s− σ
2
k
2λn
s2
)
Tsφw,k,n−1(bk−1)+ σ
2
k
2λn
φ′w,k,n−1(bk−1),
and the right side becomes by changing the integral order as in Theorem 4.1 of [5]∫ ∞
bk−1
e−s(u−bk−1)
(∫ u−bk−1
0
φw,k(u− x)dF(x)+
∫ u
u−bk−1
φw(u− x; b)dF(x)
)
du
+ Tsω(bk−1) = fˆ (s)Tsφw,k(bk−1)+
∫ bk−1
0
φw(x; b)Tsf (bk−1 − x)dx+ Tsω(bk−1).
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Thus, we have(
λn + δ
λn
− ck
λn
s− σ
2
k
2λn
s2
)
Tsφw,k,n−1(bk−1)+ σ
2
k
2λn
φ′w,k,n−1(bk−1)
= fˆ (s)Tsφw,k(bk−1)+
∫ bk−1
0
φw(x; b)Tsf (bk−1 − x)dx+ Tsω(bk−1). (3.6)
It follows from (3.4) and successive substitution that
Tsφw,k,n−1(bk−1) =
n−1∏
i=1
(
λi + δ
λi
− ck
λi
s− σ
2
k
2λi
s2
)
Tsφw,k(bk−1)
+
n−1∑
j=1
σ 2k
2λj
φ′w,k,j−1(bk−1)
n−1∏
i=j+1
(
λi + δ
λi
− ck
λi
s− σ
2
k
2λi
s2
)
,
which together with (3.6) yields[
γk(s)− fˆ (s)
]
Tsφw,k(bk−1) =
∫ bk−1
0
φw(x; b)Tsf (bk−1 − x)dx+ Tsω(bk−1)
−
n∑
j=1
σ 2k
2λj
φ′w,k,j−1(bk−1)
n∏
i=j+1
(
λi + δ
λi
− ck
λi
s− σ
2
k
2λi
s2
)
. (3.7)
Note that ρk1, ρk2, . . . , ρkn are the roots of the generalized Lundberg equation (2.18). Then setting s = ρkm in (3.7) leads to
n∑
j=1
σ 2k
2λj
φ′w,k,j−1(bk−1)
n∏
i=j+1
(
λi + δ
λi
− ck
λi
ρkm − σ
2
k
2λi
ρ2km
)
=
∫ bk−1
0
φw(x; b)Tρkm f (bk−1 − x)dx+ Tρkmω(bk−1), m = 1, 2, . . . , n.
By a change of variables y = cks+ σ
2
k
2 s
2, ym = ckρkm + σ
2
k
2 ρ
2
km, the function
l(y) :=
n∑
j=1
σ 2k
2λj
φ′w,k,j−1(bk−1)
n∏
i=j+1
(
λi + δ
λi
− y
λi
)
is a polynomial of degree n− 1 satisfying
l(ym) =
∫ bk−1
0
φw(x; b)Tρkm f (bk−1 − x)dx+ Tρkmω(bk−1), m = 1, 2, . . . , n.
By Lagrange interpolation formula, we have
l(y) =
n∑
i=1
n∏
j=1,j6=i
y− yj
yi − yj
[∫ bk−1
0
φw(x; b)Tρki f (bk−1 − x)dx+ Tρkiω(bk−1)
]
. (3.8)
Thus, by (3.8), the right side of (3.7) becomes∫ bk−1
0
φw(x; b)Tsf (bk−1 − x)dx+ Tsω(bk−1)−
n∑
i=1
n∏
j=1,j6=i
cks+ σ
2
k
2 s
2 − ckρkj − σ
2
k
2 ρ
2
kj
ckρki + σ
2
k
2 ρ
2
ki − ckρkj − σ
2
k
2 ρ
2
kj
×
[∫ bk−1
0
φw(x; b)Tρki f (bk−1 − x)dx+ Tρkiω(bk−1)
]
= pik(s)
n∑
i=1
∫ bk−1
0 φw(x; b)[Tsf (bk−1 − x)− Tρki f (bk−1 − x)]dx+ Tsω(bk−1)− Tρkiω(bk−1)
n∏
j=1,j6=i
[
ckρki + σ
2
k
2 ρ
2
ki − ckρkj − σ
2
k
2 ρ
2
kj
] [
cks+ σ
2
k
2 s
2 − ckρki − σ
2
k
2 ρ
2
ki
]
= pik(s)n∏
j=1
(−λj)
n∑
i=1
aki
s+ ρki + 2ck
σ 2k
[∫ bk−1
0
φw(x; b)Tρki f (bk−1 − x)− Tsf (bk−1 − x)s− ρki dx+
Tρkiω(bk−1)− Tsω(bk−1)
s− ρki
]
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= pik(s)n∏
j=1
(−λj)
n∑
i=1
aki
∫ bk−1
0
φw(x; b)TsTρki f (bk−1 − x)
s+ ρki + 2ck
σ 2k
dx+ TsTρkiω(bk−1)
s+ ρki + 2ck
σ 2k
 , (3.9)
where pik(s) =∏ni=1[cks+ σ 2k2 s2 − ckρki − σ 2k2 ρ2ki].
Again, by a change of variables y = cks+ σ
2
k
2 s
2, ym = ckρkm + σ
2
k
2 ρ
2
km, the function
q(y) :=
n∏
i=1
(
λi + δ
λi
− y
λi
)
−
n∏
m=1
(y− ym)
n∏
i=1
(−λi)
is a polynomial of degree n− 1 satisfying
q(ym) = fˆ (ρkm), m = 1, 2, . . . , n,
by the generalized Lundberg equation (2.18). By Lagrange interpolation formula, we obtain
q(y) =
n∑
i=1
n∏
j=1,j6=i
y− yj
yi − yj fˆ (ρki). (3.10)
Thus, by (3.10) we obtain
γk(s)− fˆ (s) = γk(s)− pik(s)n∏
i=1
(−λi)
+ pik(s)n∏
i=1
(−λi)
− fˆ (s)
=
n∑
i=1
n∏
j=1,j6=i
cks+ σ
2
k
2 s
2 − ckρkj − σ
2
k
2 ρ
2
kj
ckρki + σ
2
k
2 ρ
2
ki − ckρkj − σ
2
k
2 ρ
2
kj
fˆ (ρki)+ pik(s)n∏
i=1
(−λi)
− fˆ (s)
= pik(s)n∏
i=1
(−λi)
1+ n∑i=1
n∏
m=1
(−λm)[fˆ (ρki)− fˆ (s)]
n∏
j=1,j6=i
[
ckρki + σ
2
k
2 ρ
2
ki − ckρkj − σ
2
k
2 ρ
2
kj
] [
cks+ σ
2
k
2 s
2 − ckρki − σ
2
k
2 ρ
2
ki
]

= pik(s)n∏
i=1
(−λi)
1− n∑
i=1
akiTsTρki f (0)
s+ ρki + 2ck
σ 2k
 . (3.11)
Substituting (3.9) and (3.11) into (3.7) yields1− n∑
i=1
akiTsTρki f (0)
s+ ρki + 2ck
σ 2k
 Tsφw,k(bk−1) = ∫ bk−1
0
φw(x; b)
n∑
i=1
akiTsTρki f (bk−1 − x)
s+ ρki + 2ck
σ 2k
dx+
n∑
i=1
akiTsTρkiω(bk−1)
s+ ρki + 2ck
σ 2k
. (3.12)
Inverting the operator Ts in the above equation leads to the required result. Eq. (3.2) can be obtained by the same technique,
hence the proof is omitted. 
Letφk(u) = φw,k(u)+φd,k(u), ξk(u) = ξw,k(u)+ξd,k(u), then Theorem2 follows thatφk(u) satisfies the following integral
equation
φk(u) =
∫ u−bk−1
0
φk(u− x)gk(x)dx+
∫ bk−1
0
φ(x; b)hk(u, x)dx+ ξk(u). (3.13)
For the special case n = 1, Eq. (3.13) simplifies to equation (2.9) in [11].
As for theM-th layer u ≥ bM−1, we can mirror the arguments in Theorem 2 to obtain
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Theorem 3. For u ≥ bM−1, φw(u; b), φd(u; b) and φ(u; b) satisfy the following integral equations
φw(u; b) =
∫ u−bM−1
0
φw(u− x; b)gM(x)dx+
∫ bM−1
0
φw(x; b)hM(u, x)dx
+ ξM(u)+
n∑
i=1
dw,ie
−
(
ρMi+ 2cM
σ2M
)
(u−bM−1)
, (3.14)
φd(u; b) =
∫ u−bM−1
0
φd(u− x; b)gM(x)dx+
∫ bM−1
0
φd(x; b)hM(u, x)dx
+
n∑
i=1
dd,ie
−
(
ρMi+ 2cM
σ2M
)
(u−bM−1)
, (3.15)
φ(u; b) =
∫ u−bM−1
0
φ(u− x; b)gM(x)dx+
∫ bM−1
0
φ(x; b)hM(u, x)dx
+ ξM(u)+
n∑
i=1
(dw,i + dd,i)e
−
(
ρMi+ 2cM
σ2M
)
(u−bM−1)
, (3.16)
where
gM(x) =
n∑
i=1
aMi
∫ x
0
e
−
(
ρMi+ 2cM
σ2M
)
(x−y)
TρMi f (y)dy,
hM(u, x) =
n∑
i=1
aMi
∫ u
bM−1
e
−
(
ρMi+ 2cM
σ2M
)
(u−y)
TρMi f (y− x)dy,
ξM(u) =
n∑
i=1
aMi
∫ u
bM−1
e
−
(
ρMi+ 2cM
σ2M
)
(u−y)
TρMiω(y)dy,
dw,i =
−
n∏
m=1
(−λm)
n∑
j=1
φw,M,j−1(bM−1)
λj
n∏
l=j+1
(
λl+δ
λl
− cM
λl
ρMi − σ
2
M
2λl
ρ2Mi
)
n∏
j=1,j6=i
[
cMρMi + σ
2
M
2 ρ
2
Mi − cMρMj − σ
2
M
2 ρ
2
Mj
] ,
dd,i =
−
n∏
m=1
(−λm)
n∑
j=1
φd,M,j−1(bM−1)
λj
n∏
l=j+1
(
λl+δ
λl
− cM
λl
ρMi − σ
2
M
2λl
ρ2Mi
)
n∏
j=1,j6=i
[
cMρMi + σ
2
M
2 ρ
2
Mi − cMρMj − σ
2
M
2 ρ
2
Mj
] ,
φw,M,j(bM−1) =
j∏
i=1
(
λi + δ
λi
− cM
λi
D − σ
2
M
2λi
D2
)
φw(u)
∣∣∣∣∣
u=bM−1
,
φd,M,j(bM−1) =
j∏
i=1
(
λi + δ
λi
− cM
λi
D − σ
2
M
2λi
D2
)
φd(u)
∣∣∣∣∣
u=bM−1
.
When n = 1, Eq. (3.16) simplifies to equation (2.11) in [11]. From [19], we know that for δ > 0
∫ ∞
0
gk(x)dx = 1−
n∏
i=1
(λi + δ)−
n∏
i=1
λi
n∏
i=1
(
ckρki + σ
2
k
2 ρ
2
ki
) < 1,
and for δ = 0
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∫ ∞
0
gk(x)dx = 1−
n∑
i=1
n∏
j=1,j6=i
λj
(
ck
n∑
n=1
1
λn
− µ
)
n−1∏
i=1
(
ckρki + σ
2
k
2 ρ
2
ki
)
ck
n∑
j=1
1
λj
< 1.
Thus, Eqs. (3.1), (3.2) and (3.14)–(3.16) are all defective renewal equations.
4. How to calculate the discounted penalty functions
In this section, we derive the analytical expressions for the discounted penalty functions. Similar to [10], we give a short
illustration of the solution procedure, as follows.
First, we normalize the function gk(x) by letting
Gk(x) = 1− Gk(x) =
∫ x
0 gk(y)dy∫∞
0 gk(y)dy
,
then Gk(x) is a proper distribution. Let 1/(1+ βk) =
∫∞
0 gk(x)dx, and then define the following compound geometric tail
K k(x) = 1− Kk(x) =
∞∑
i=1
βk
1+ βk
(
1
1+ βk
)i
G∗ik (x), x ≥ 0,
where G∗ik (x) is the i-fold convolution of Gk with itself.
By the same arguments as in [10], one can obtain for k = 1, 2, . . . ,M − 1
φw,k(u) =
∫ bk−1
0
φw(x; b)χk(u, x)dx+ ηw,k(u), u ≥ bk−1, (4.1)
φd,k(u) =
∫ bk−1
0
φd(x; b)χk(u, x)dx+ ηd,k(u), u ≥ bk−1, (4.2)
and
φw(u; b) =
∫ bM−1
0
φw(x; b)χM(u, x)dx+ ηw,M(u), u ≥ bM−1, (4.3)
φd(u; b) =
∫ bM−1
0
φd(x; b)χM(u, x)dx+ ηd,M(u), u ≥ bM−1, (4.4)
where for k = 1, 2, . . . ,M
χk(u, x) = 1+ βk
βk
∫ u−bk−1
0
hk(u− y, x)dKk(y)+ hk(u, x),
and for k = 1, 2, . . . ,M − 1
ηw,k(u) = 1+ βk
βk
∫ u−bk−1
0
ξw,k(u− x)dKk(x)+ ξw,k(u),
ηd,k(u) = 1+ βk
βk
∫ u−bk−1
0
ξd,k(u− x)dKk(x)+ ξd,k(u),
and
ηw,M(u) = ξM(u)+ 1+ βM
βM
∫ u−bM−1
0
ξM(u− x)dKM(x)+
n∑
i=1
dw,i
×
e−
(
ρMi+ 2cM
σ2M
)
(u−bM−1) + 1+ βM
βM
∫ u−bM−1
0
e
−
(
ρMi+ 2cM
σ2M
)
(u−x−bM−1)
dKM(x)
 ,
ηd,M(u) =
n∑
i=1
dd,i
e−
(
ρMi+ 2cM
σ2M
)
(u−bM−1) + 1+ βM
βM
∫ u−bM−1
0
e
−
(
ρMi+ 2cM
σ2M
)
(u−x−bM−1)
dKM(x)
 .
Then by Theorem 3 in [10], we can obtain following expressions for φw(u; b) and φd(u; b): for k = 1, 2, . . . ,M − 1 and
bk−1 ≤ u < bk
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φw(u; b) = Lw,k(u)+
k−1∑
i=1
2n∑
j=1
lw,ijLkij(u)+
2n∑
j=1
lw,kjvkj(u), (4.5)
φd(u; b) = Ld,k(u)+
k−1∑
i=1
2n∑
j=1
ld,ijLkij(u)+
2n∑
j=1
ld,kjvkj(u), (4.6)
and for u ≥ bM−1
φw(u; b) = Lw,M(u)+
M−1∑
i=1
2n∑
j=1
lw,ijLMij(u), (4.7)
φd(u; b) = Ld,M(u)+
M−1∑
i=1
2n∑
j=1
ld,ijLMij(u), (4.8)
where Lw,k(u), Ld,k(u) and Lkij(u) can be recursively caculated as follows
Lw,k(u) = ηw,k(u)+
k−1∑
i=1
∫ bi
bi−1
Lw,i(x)χk(u, x)dx, (4.9)
Ld,k(u) = ηd,k(u)+
k−1∑
i=1
∫ bi
bi−1
Ld,i(x)χk(u, x)dx, (4.10)
Lkij(u) =
k−1∑
l=i+1
∫ bl
bl−1
Llij(x)χk(u, x)dx+
∫ bi
bi−1
vij(x)χk(u, x)dx. (4.11)
Finally, to calculate φw(u; b) and φd(u; b), we should determine the constants lw,ij’s, ld,ij’s, dw,i’s, dd,i’s. For this purpose,
we recall the boundary conditions (2.12)–(2.17) and then can obtain these unknown constants by solving a system of linear
equations.
5. A numerical example
In this section, we give a numerical example to show how the techniques developed in this paper can be applied to
calculate the discounted penalty functions. We consider a perturbed Erlang(2) risk process with three dividend layers,
i.e. n = 2,M = 3. We consider the case δ = 0 and w ≡ 1, then the discounted penalty functions φw(u; b) and φd(u; b)
simplify to the ruin probabilities ψw(u; b) and ψd(u; b), respectively.
In what follows, we assume that the claim amounts are exponentially distributed with density f (x) = αe−αx, α > 0. The
generalized Lundberg equation (2.18) becomes
2∏
i=1
(
1− ck
λi
s− σ
2
k
2λi
s2
)
= α
s+ α , (5.1)
which has five roots ρk1, ρk2,−Rk1,−Rk2,−Rk3 with Re(Rki) > 0, i = 1, 2, 3.
Set in the sequel, c1 = 1.5, c2 = 1.3, c3 = 1.1, σ1 = σ2 = σ3 = 1, δ = 0, λ1 = 1, λ2 = 2, α = 1, b1 = 2, b2 = 4. After
solving the generalized Lundberg equation (5.1) for k = 1, 2, 3, we obtain
ρ11 = 1.2195189, ρ21 = 1.3083008, ρ31 = 1.4078018, ρ12 = ρ22 = ρ32 = 0,
R11 = 3.8321404− 0.2881976i, R12 = 0.5552381, R13 = 3.8321404+ 0.2881976i,
R21 = 3.5220285− 0.3290459i, R22 = 0.4642438, R23 = 3.5220285+ 0.3290459i,
R31 = 3.2291163− 0.3731545i, R32 = 0.3495693, R32 = 3.2291163+ 0.3731545i.
To obtain the linearly independent solutions of the homogeneous integro-differential equation (2.25), we specify the initial
conditions as v(j)ki (bk−1) = I(j = i− 1), i = 1, 2, 3, 4, j = 0, 1, 2, 3. Then we obtain the following solutions:
v11(u) = 1.8− 0.1443721e1.2195189u − 0.7502371e−0.5552381u + e−3.8321404u
× (0.0946092 cos 0.2881976u+ 0.4235291 sin 0.2881976u),
v12(u) = −0.3+ 0.4728178e1.2195189u − 0.0009651e−0.5552381u − e−3.8321404u
× (0.1718527 cos 0.2881976u+ 0.8178749 sin 0.2881976u),
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Fig. 1. Ruin probabilities ψw(u; b) and ψd(u; b).
v13(u) = −0.6+ 0.2891747e1.2195189u + 0.2270989e−0.5552381u + e−3.8321404u
× (0.0837264 cos 0.2881976u+ 0.3271749 sin 0.2881976u),
v14(u) = −0.1+ 0.0400546e1.2195189u + 0.0417096e−0.5552381u + e−3.8321404u
× (0.0182358 cos 0.2881976u− 0.1533450 sin 0.2881976u),
v21(u) = 2.0526316− 0.1471706e1.3083008u − 1.0278573e−0.4642438u
+ e−3.5220285u(0.1223963 cos 0.3290459u− 0.4450757 sin 0.3290459u),
v22(u) = −0.1+ 0.3938481e1.3083008u − 0.0990224e−0.4642438u
− e−3.5220285u(0.1948257 cos 0.3290459u− 0.7519433 sin 0.3290459u),
v23(u) = −0.6842105+ 0.2763702e1.3083008u + 0.3259863e−0.4642438u
+ e−3.5220285u(0.081854 cos 0.3290459u− 0.2372134 sin 0.3290459u),
v24(u) = −0.1315789+ 0.0424643e1.3083008u + 0.0688351e−0.4642438u
+ e−3.5220285u(0.0202796 cos 0.3290459u− 0.1453459 sin 0.3290459u).
The tail functions Gk(x), k = 1, 2, 3, are given by
G1(x) = 1.5892627e−x + 0.1463899e−4.2195189x − 0.7356526e−3x,
G2(x) = 1.7388369e−x + 0.1392179e−3.9083008x − 0.8780548e−2.6x,
G3(x) = 1.9859047e−x + 0.1300507e−3.6078018x − 1.1159554e−2.2x.
Note that Gk(x), k = 1, 2, 3, are mixture of exponentials. Then by formula (4.1) of [20], the compound geometric tails K i(x),
i = 1, 2, 3, are given by
K 1(x) = 0.4295638e−0.5552381x − 0.0773434e−3.8321404x cos 0.2881976x− 0.2008361e−3.8321404x sin 0.2881976x,
K 2(x) = 0.5130668e−0.4642438x − 0.0847358e−3.5220285x cos 0.3290459x− 0.183117e−3.5220285x sin 0.3290459x,
K 3(x) = 0.6192104e−0.3495693x − 0.0845783e−3.2291163x cos 0.3731545x− 0.1518305e−3.2291163x sin 0.3731545x.
Then by formulas (4.9) and (4.10), we can obtain
Lw,1(u) = 0.6042448e−0.5552381u − 0.6042448e−3.8321404u cos 0.2881976u+ 2.0062667e−3.8321404u sin 0.2881976u,
Ld,1(u) = 0.158927e−0.5552381u + 0.841073e−3.8321404u cos 0.2881976u− 1.7827922e−3.8321404u sin 0.2881976u.
Recursively, we can get (4.5)–(4.8) by (4.9)–(4.11), and then determine the unknown constants by the boundary
conditions (2.12)–(2.17). Fig. 1 shows the behavior of the ruin probabilities ψw(u; b) (the red curve) and ψd(u; b) (the blue
curve). As we can see, ψw(u; b) first increases and then decreases with respect to u, while ψd(u; b) decreases for all u. For
small value u,ψd(u; b) > ψw(u; b), and for large value u,ψw(u; b) > ψd(u; b). As is expected, ruin is prone to be caused by
oscillations for small value u, and it is more likely to occur by claims when u becomes large.
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6. Concluding remarks
In this paper, we showhow the discounted penalty functions can be calculated in the perturbed Sparre Andersen renewal
risk model with generalized Erlang(n) inter-claim times and a multi-layer dividend strategy. The results obtained in this
paper extend that of [10,11], and the algorithm is readily programmable in practice. From the calculation procedure given
in Section 4,we know that the approachdepends heavily on the evaluation of the linearly independent solutions of (2.25) and
the compound geometric tails. The linearly independent solutions can be obtained by first specifying the initial conditions
and then inverting some Laplace transforms (see [10]), while the compound geometric tails can be obtained by the results
given in [20].
In the generalized Erlang(n) renewal risk model, we can derive the piece-wise integro-differential equations satisfied
by the discounted penalty functions. Therefore, the solutions can be expressed in the form of (2.23) and (2.24). However,
for other inter-claim time distributions, such as mixture of exponentials, phase-type, as well as some Coxian distributions,
such piece-wise integro-differential equations cannot be obtained, and then the method proposed in this paper cannot be
used to calculate the discounted penalty functions. Thus, a more general approach is needed to study the risk model with a
multi-layer dividend strategy. We leave it for further research.
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