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Abstract
Pattern recognition methods have become increasingly popular in fMRI data analysis, which are powerful in discriminating
between multi-voxel patterns of brain activities associated with different mental states. However, when they are used in
functional brain mapping, the location of discriminative voxels varies significantly, raising difficulties in interpreting the
locus of the effect. Here we proposed a hierarchical framework of multivariate approach that maps informative clusters
rather than voxels to achieve reliable functional brain mapping without compromising the discriminative power. In
particular, we first searched for local homogeneous clusters that consisted of voxels with similar response profiles. Then, a
multi-voxel classifier was built for each cluster to extract discriminative information from the multi-voxel patterns. Finally,
through multivariate ranking, outputs from the classifiers were served as a multi-cluster pattern to identify informative
clusters by examining interactions among clusters. Results from both simulated and real fMRI data demonstrated that this
hierarchical approach showed better performance in the robustness of functional brain mapping than traditional voxel-
based multivariate methods. In addition, the mapped clusters were highly overlapped for two perceptually equivalent
object categories, further confirming the validity of our approach. In short, the hierarchical framework of multivariate
approach is suitable for both pattern classification and brain mapping in fMRI studies.
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Introduction
Multi-voxel pattern analysis (MVPA) methods have been widely
used in fMRI studies to characterize the relationship between
fMRI responses and cognitive functions. In a typical MVPA
framework, a multivariate classifier is trained on multi-voxel
patterns of brain activities with known labels, and the trained
classifier is then used to classify untrained data (for a review, see
[1,2,3]). The MVPA methods have been proved successful in
differentiating stimulus categories or task states in both human
[4,5,6,7,8,9] and monkey fMRI studies [10]. Recently, interests
have been dedicated to reliably localizing such discriminative
information in the brain [3]. Here we proposed a new approach
based on clusters rather than voxels for this purpose.
One of the core objectives in functional neuroimaging is to link
cortical regions to cognitive functions. Accordingly, a univariate
statistical parametric mapping approach has been proposed
[11,12]. However, the univariate approach is unable to extract
information embedded in multi-voxel patterns because each voxel
is treated independently. To address this issue, multivariate feature
selection algorithms from machine learning have been used in
analyzing multi-voxel patterns of brain activation [13,14,15,
16,17,18]. These algorithms mainly aim to select a minimum set
of voxels necessary for constructing a classifier with the best
predictive accuracy [19]. However, because extensive spatiotem-
poral correlations in fMRI responses among neighboring voxels
lead to high redundancy of features, only a small set of voxels with
similar response profiles are selected. This leads to two problems
that limit the application of voxel-based MVPA methods in
functional brain mapping. First, the selected voxels are usually
distributed rather than clustered, some of which may be present
outside the brain (e.g. [15], but see [16,18]). Second, small
variations of data may cause completely different sets of voxels
being selected [17].
To tackle these problems, we used local homogeneous clusters
[20,21], not individual voxels, as basic units for the brain mapping
in the MVPA. To this end, we proposed a new approach where
both brain activation patterns within local homogeneous clusters
and the interaction among these clusters were examined. We
termed this approach as mapping informative clusters (MIC), in
contrast to traditional voxel-based approaches of mapping
informative voxels (MIV). Results from both simulated and real
fMRI data showed that our MIC method outperformed the MIV
method in localizing informative regions while the predictive
accuracy was largely preserved.
Methods
In the MIC, a hierarchical framework was used to identify the
most informative clusters by examining both local and global
patterns of fMRI data (Figure 1). First, through a multi-voxel
classifier, the multi-voxel pattern within a homogeneous cluster
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related information carried by the cluster. The output values of all
clusters were then taken as a multi-cluster pattern to construct a
second-level multi-cluster classifier so as to yield cluster weights for
cluster ranking. Finally, informative clusters were selected based
on the ranking of all clusters.
A cross-validation procedure was used to evaluate the
performance of different mapping methods. That is, in each fold
of the cross-validation, the original data were split into training
and test data sets. The training data set was used for both selecting
informative voxels (MIV) or clusters (MIC) and constructing a
linear SVM classifier for classifying experimental conditions from
the selected clusters. The test data set was then used to evaluate
the predictive accuracy of the classifier constructed from the
training data set.
Partition of homogeneous clusters
Because voxels within a homogeneous cluster by definition show
similar response profiles, we used an iterative algorithm of
competitive region growing [21,22] to partition the whole brain
into homogeneous clusters. The similarity between two adjacent
clusters (or voxels) was defined as:
sC ,D ðÞ ~
1
#C#D
X
v,w ðÞ [C|D corr tv,tw ðÞ ð 1Þ
where corr tv,tw ðÞ is the Pearson’s linear correlation coefficient
between the raw fMRI time series of voxel v and w (tvand tw)i n
cluster C and D respectively. #C and #D indicate the number of
voxels in cluster C and D respectively. In particular, the algorithm
constructed a set of candidate clusters starting from each voxel as a
seed cluster. At each step, every pair of adjacent clusters that
satisfied a mutual nearest neighbor principle was merged, and was
then replaced by the merged cluster in the candidate set. That is,
two adjacent clusters were merged if the correlation between their
fMRI responses was the highest as compared to that between any
pair formed with one of the two clusters and other neighbors. A
merged cluster was removed from the set when its size reached a
preset threshold (i.e., TS). The algorithm stopped when there was
no cluster in the set (i.e., all voxels were merged into homogeneous
clusters whose size reached the threshold TS) or no pair of clusters
remaining in the candidate set satisfied the mutual nearest
neighbor principle. Thus, the size of clusters ranged from TS to
2TS{2. The partition procedure resulted in a set of Nc
homogeneous clusters C~ ci,i{1,2,:::,Nc fg .
Univariate within-cluster summation
A straight-forward method to summarize information within a
homogeneous cluster was to spatially average voxel responses (i.e.,
a univariate within-cluster summation for mapping informative
clusters, or uMIC), similar to the regions of interest approach in a
univariate analysis. The assumption was that the fMRI responses
of voxels within a homogeneous cluster are sampled from an
independent and identical distribution. Thus, a multi-voxel
pattern xv
i was transformed to a multi-cluster pattern
xc
i~ x
c1
i ,x
c2
i ,:::,x
cNc
i
  
according to:
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X
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x
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where x
cj
i is the mean response of cluster cj, Ncj is the number of
voxels in cluster cj, and x
vk
i is the response of voxel vk in pattern
xv
i.
Multivariate within-cluster summation
In contrast to the univariate summation, multivariate methods
can capture fine-scale information embedded in the multi-voxel
pattern (i.e., a multivariate within-cluster summation for mapping
informative clusters, or mMIC) by relaxing the independent and
identical distribution assumption. Here we used Gaussian Naı ¨ve
Bayesian (GNB) [3,6] to summarize the multi-voxel pattern within
a homogeneous cluster, which assumes that voxels within a
homogeneous region are sampled from an independent but non-
identical distribution. Specifically, we constructed a GNB classifier
for each cluster respectively, which summed up the within-cluster
multi-voxel patterns along with their corresponding condition
labels from the training data. The output of the GNB classifiers
(i.e., GNB discriminants) was taken as a within-cluster summation.
For a multi-voxel pattern x
vcj
i within cluster cj, the GNB
discriminant is derived as:
x
cj
i ~d
cj
i x
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i
  
~
X
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where mk and sk are computed for each voxel. The outputs (i.e.,
GNB discriminants) of all clusters constructs a multi-cluster
pattern xc
i~ x
c1
i ,x
c2
i ,:::,x
cNC
i
  
.
Figure 1. The framework of the mapping informative clusters (MIC) approach. The whole brain was partitioned into homogeneous
clusters, where the within-cluster voxel patterns from different clusters were transformed into a cluster pattern consisted of one single value for each
cluster. Informative clusters were selected according to their discriminative weights derived from the cluster pattern.
doi:10.1371/journal.pone.0015065.g001
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voxels
To identify informative clusters, discriminative weights were
derived from linear Support Vector Machine (SVM) [23] that was
trained on cluster patterns from either the uMIC or mMIC.
Consider a pattern set X~ xi,i~1,2,:::,NS fg and its correspond-
ing label set Y~ yi,i~1,2,:::,NS fg , where xi[Rd (d is the number
of clusters) and yi[ 1,{1 fg for binary cases, a linear SVM model
learns a d-dimensional discriminant w to minimize
1
2
wTwza
Xm
i~1 ji, subject to : yi wTxizb
  
§
1{ji,ji§0,aw0:
ð4Þ
To classify a new pattern xk, the label of xk is denoted by
sign wTxizb ðÞ . Therefore, the contribution of the jth cluster to the
classification can be measured and ranked by the absolute value of
its corresponding discriminative weight wj. That is, if a cluster has
a higher weight, it makes more contributions and thus carries
more information to decode experimental conditions [8,24]. Note
that in the MIV, the whole brain multi-voxel pattern set
Xv~ xv
i,i~1,2,:::,NS
  
rather than the multi-cluster pattern set
Xc~ xc
i,i~1,2,:::,NS
  
was used where the voxels with highest
discriminative weights are then selected as informative ones. Other
multivariate methods such as linear discriminant analysis (LDA)
[18] or sparse logistic regression (SLR) [16] are also capable of
serving as multivariate ranking methods as the SVM. We also
constructed linear SVM classifiers on the mapped informative
clusters to evaluate the predictive accuracy.
Data descriptions and analysis
Simulated fMRI data
Data generation. The simulated fMRI data sets were
created by following the procedure described in Kriegeskorte et
al. [25]. The fMRI data (TR=2s, matrix=32632, 5 slices, voxel
size=36364 mm) were generated to simulate a blocked-design
experiment consisting of two conditions. The experiment
contained eight runs, each of which contained three 32-second
blocks per condition separated by 16-second fixation blocks.
Condition-related effects were set in two realistically shaped
regions, with Gaussian white noise spatial patterns generated for
each condition. The size of the informative regions varied at four
levels: 15, 30, 60, and 120 voxels. There was no effect outside the
preset informative regions. The time courses of BOLD signal were
generated by convolving the experiment design with the canonical
hemodynamic response function, overlapped with spatiotemporal
Gaussian white noise that was spatially smoothed with a Gaussian
kernel of 4 mm full width at half maximum. Four levels of
functional contrast-to-noise ratios (CNR) (i.e., 0.05, 0.10, 0.15, and
0.20) were used in the simulation. The CNR was defined by
spatially averaging maximum absolute activity level of signals
within the informative regions divided by the temporal standard
deviation of noise. The generation of simulated data was repeated
20 times for each combination of the parameters. That is, there
were 20 (repetitions) 64 (CNR levels) 64 (region sizes) simulated
fMRI data sets in total.
Data analysis. Partition of homogeneous regions and
multivariate analyses were done with in-house code. To evaluate
the influence of minimal cluster size (TS), performance metrics of
the MIC were evaluated at different values of TS (i.e., 8, 15, 25,
and 40).
The partition of homogeneous regions was carried out with raw
time series, whereas the multi-voxel patterns used for multivariate
mapping were created by shifting the time series by three volumes
(i.e., 6 s) to account for the hemodynamic delay and then by
averaging the signal intensity within blocks for each voxel. Thus
there were 8 (runs) 63 (blocks) samples for each condition. The
extracted multi-voxel patterns with their corresponding experi-
mental condition labels were fed into a four-fold cross-validation of
both the MIC and MIV mappings and classification. This process
was repeated 10 times to achieve stable results. In each fold, the
mapping of informative regions and the training of classifier were
carried out with 3/4 of the data, whereas the predictive accuracy
of the trained classifier was tested with the rest 1/4 of the data.
For each of 464 combinations of the parameters, an ROC
curve was produced by plotting sensitivity against 1-specificity in
detecting the preset informative voxels at different thresholds of
discriminative weights. Area under the ROC curve was used to
evaluate the overall performance of these two mapping methods so
as to examine to what extent both sensitivity and specificity were
achieved [26,27]. Moreover, clusters/voxels were ranked based on
their discriminative weights, and the most discriminative ones
were selected to construct ten feature levels, each of which
corresponded to the different number of the most discriminative
voxels ranging from 100 to 3844 voxels. The number of voxels was
determined in a geometric progression fashion (i.e., 100, 150, 225,
…, 3844). The predictive accuracy and robustness of mapping
were assessed at these feature levels accordingly. Maximum
predictive accuracy and the averaged robustness of mapping
along the ten feature levels were submitted to statistical analyses.
In evaluating the robustness of functional mapping, we focused
on within-subject variance because the selection of informative
voxels or clusters in different folds varied significantly. Thus the
robustness of mapping was defined as an averaged overlap rate
among voxels selected in the four cross-validation folds. The
overlap rate between voxels was quantified with a set-wise
similarity metric [28]:
SS S1,S2 ðÞ ~
DS1\S2D
S1|S2
ð5Þ
where DSD indicates the number of voxels in set S. SS ranges from 0
when there is no overlap at all to 1 when the two sets of voxels
were completely overlapped.
Real fMRI data
Data acquisition. The real fMRI data were collected from
an object recognition experiment consisting of stimuli from six
object categories: male faces, female faces, houses, scenes, cars,
and chairs. Ten subjects (age 20–25; 2 males) participated in the
study. All subjects were right-handed, and had normal or correct-
to-normal vision. Written informed consent was obtained from
each subject before participation. The study was approved by the
IRB of Beijing Normal University.
Each subject participated in a single session consisting of twelve
blocked-designed runs. Each run contained a total of six 32-second
stimulus blocks, one stimulus category each, interleaved with seven
16-second fixation blocks, which gave 12 blocks (i.e., examples) for
each category. Each stimulus block contained 40 trials, with a 300
ms stimulus display and a 500 ms blank display per trial. The
stimuli were presented near fixation, and their positions were
jittered across trials to prevent repetitive suppression of BOLD
signals. Each of 20 stimulus exemplars from a category was
presented twice in a block. The sequence of exemplars was
pseudo-randomized, and four immediate repetitions were added
to each block. The subjects were instructed to pay attention to
Multivariate Mapping of Informative Clusters
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(i.e., 1-back task).
Data were acquired on a Siemens 3T Trio scanner (MAGEN-
TOM Trio, a Tim system) with a 12-channel phased-array head
coil at BNU Imaging Center for Brain Research, Beijing. T2*-
weighted gradient-echo, echo-planar images (EPI) of the whole
brain were collected (TR=2s, TE=30 ms, FA=90 degrees,
FOV=1926192 mm, matrix=64664, 25 slices, voxel size=
36364 mm). Structural images were acquired with MPRAGE,
an inversion prepared gradient echo sequence (TR/TE/
TI=2.53s/3.45ms/1.1s, FA=7deg, voxel size=16161 mm).
The structural images were used in registering the functional data
to cortical surfaces and generating a mask of gray matter with
Freesurfer [29,30].
Data analysis. Preprocessing and univariate analyses of the
fMRI data were conducted with the Freesurfer functional analysis
stream (FS-FAST, http://surfer.nmr.mgh.harvard.edu). Preprocessing
of the fMRI data involved motion correction and grand-mean intensity
normalization.
After preprocessing, the univariate analysis was performed to
localize regions selective for faces, houses and objects, which were
later used in comparison with regions mapped by the multivariate
analysis. In the univariate analysis, the fMRI data were spatially
smoothed with a Gaussian kernel of 6 mm full width at half
maximum. The BOLD responses were modeled by convolving a
boxcar function with canonical hemodynamic response function.
A general linear model was used to estimate the functional
contrasts (i.e., face-selective regions: male and female faces versus
the rest object categories; place-selective regions: houses and
scenes versus the rest; object-selective regions: cars and chairs
versus the rest).
For multivariate analyses, only the voxels within the anatomical
mask of gray matter generated by Freesufer with the structural
images were included. Linear detrending within runs was
conducted for each voxel on the preprocessed fMRI data with
no spatial smoothing. The remaining analyses were the same as
those performed in the simulated data.
Results
Simulated fMRI data
We first evaluated the performance of the mapping methods by
calculating area under ROC at various CNR. Because the size of the
preset informative regions did not affect the results across different
methods (Figure S1), the results at different sizes were pooled together
by averaging to simplify statistical analyses. Under all levels of the
CNR and TS, the area under ROC in the mMIC was significantly
higher than that in the MIV (all ps,0.05), and the area under ROC
in the MIV was significantly higher than that in the uMIC (all
ps,0.05) (Figure 2A). The predictive accuracy showed a similar
pattern (Figure 2B), with the predictive accuracy in the mMIC was
the highest, and that in the uMIC was the lowest, except that at the
CNR of 0.05 the predictive accuracies of all methods were near the
chance level (i.e., 0.50) (Table S1). More importantly, as for
robustness of mapping the mMIC outperformed both the MIV
and the uMIC (all ps,0.01) at all levels of the CNR and TS
(Figure 2C), whereas the robustness of the uMIC in mapping did not
significantly differ from that in the MIV (Table S2).
Thus, the mMIC outperformed the MIV in robustness of
localizing the informative voxels with slightly better or at least
identical predictive accuracy, whereas uMIC showed the worst
performance in both predictive accuracy and the robustness of
mapping. In the next step, we used real fMRI data to further test
the feasibility and validity of the mMIC. Because the performance
of the uMIC was lower in both classification and mapping, we did
not include it in the further analysis. In addition, because the
mMIC was relatively tolerant of the change of the preset cluster
size (i.e., Ts), only one Ts was chosen in analyzing the real fMRI
data. The TS was set to 15 voxels which showed the best trade-off
between predictive accuracy and robustness of mapping suggested
by the results from the simulated data (Figure 2 & Figure S1).
Real fMRI data
Information on the partition of homogeneous clusters in the real
fMRI data was summarized in Table 1. Around 25,000 voxels
Figure 2. Performance of the MIC and the MIV in the simulated fMRI data. A) Area under ROC in the simulated fMRI data under various CNR
averaged over 20 repetitions of data generation and different sizes of informative regions. B) Predictive accuracy and C) robustness of mapping.
doi:10.1371/journal.pone.0015065.g002
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5% of voxels was not grouped into any clusters and thus were
excluded from further analysis. The distribution of averaged
within-cluster temporal correlation coefficients between voxels was
summarized in a histogram across all subjects with a mean
coefficient at 0.18 (Figure S2). All partitioned homogeneous
clusters of the representative subject were shown in a slice view,
with randomized pigmentation for different clusters (Figure S3).
Because there were six object categories, the classification
between any two categories gave rise to fifteen contrasts in total.
Predictive accuracy and the robustness of mapping were calculated
for each contrast respectively. The pattern of predictive accuracy
was similar to that in simulated data: the mMIC achieved higher
or comparable predictive accuracy compared to the MIV
(Figure 3A, left panel). The reason that the difference in predictive
accuracy between the mMIC and the MIV did not reach
significance likely resulted from the fact that there was abundant
discriminative information in category-dependent patterns. In
addition, the classification accuracy in differentiating male versus
female faces was higher than the chance level, consistent with a
recent study where MVPA analyses were used to differentiate
other finer sub-category distinctions, such as faces of different age
[31]. High resolution fMRI may help discriminate these fine
differences [32].
More importantly, the mMIC outperformed MIV in all the
contrasts in mapping (Figure 3A, right panel, all ps,0.05). Similar
results were found for each of the 15 contrasts at each of the 10
feature levels. Figure 3B illustrates two representative contrasts:
male faces vs. houses with near perfect predictive accuracy, and
houses vs. scenes with relatively lower predictive accuracy, again
showing that the mMIC generated higher (or comparable)
predictive accuracy and robustness of mapping than the MIV at
all feature levels. Note that the application of homogeneous
information embedded in fMRI responses among voxels in
identifying clusters is necessary, because when this information
was ignored the performance was significantly deteriorated (Figure
S4). It has been recently shown that spatial smoothing greatly
improves the performance of the MIV [33,34,35,36], which is
replicated in this study (Figure S5). However, the mMIC was
superior to the MIV with spatial smoothing, suggesting that the
hierarchical framework also contributes significantly.
We next examined whether the regions mapped by the mMIC
were related to brain functions. To examine the validity of the
functional mapping, we utilized the fact that informative voxels
involved in processing male faces shall be largely overlapped
with those in processing female faces simply because they belong
to the same category. The overlap rate between informative
regions mapped in the contrasts of male faces (versus houses) and
female faces (versus houses) for the mMIC and the MIV was
calculated respectively. The overlap rate was significantly larger
in the mMIC than that in the MIV at almost all feature levels
(ps,0.05 at all feature levels except the first one with the smallest
Table 1. Information on partition of homogenous clusters.
Subjects BL HP JY LY LJ TM XM XQ XR ZY
nHC 1376 1479 1229 1370 1364 1405 1368 1288 1491 1315
nVox 25451 27350 22479 25221 25407 25820 25300 23946 27426 24590
nVoxEx 1063 1115 926 1046 1024 1161 1049 1034 1259 1117
nVoxEx/nVox 4.18% 4.08% 4.12% 4.15% 4.03% 4.5% 4.15% 4.32% 4.59% 4.54%
nHC – number of homogeneous clusters; nVox – number of voxels in the structural mask of gray matter; nVoxEx – number of voxels not partitioned to any clusters.
doi:10.1371/journal.pone.0015065.t001
Figure 3. Performance of the mMIC and the MIV in the real fMRI data. A) Predictive accuracy (left) and robustness of mapping (right) for all
15 contrasts. Dark bar: mMIC; light bar: MIV. B) Predictive accuracy and robustness of mapping at 10 feature levels in two representative contrasts
(male_house: male faces versus houses; house_scene: houses versus scenes). Error bars indicate standard error of mean across subjects.
doi:10.1371/journal.pone.0015065.g003
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these two contrasts was shown for the mMIC and the MIV
respectively (Figure 4B), which clearly showed that the
informative regions encoding female and male faces were highly
localized and were largely overlapped in the mMIC, whereas
those mapped by the MIV were distributed and shared much
fewer overlapped voxels.
Discussion
MVPA has been successful in discriminating mental states by
investigating subtle information embedded in multi-voxel pattern
of fMRI activities. Here we proposed a new method to improve
the validity and reliability of MVPA in localizing the discrimina-
tive patterns by taking the local homogenous clusters as the basic
unit in the mapping (i.e., mapping informative clusters, MIC). The
results from both the simulated data and the fMRI data showed
that the MIC via multivariate within-cluster summation (mMIC)
exceeded the voxel-based MVPA methods (MIV) in functional
brain mapping.
The advantage of the mMIC over the MIV is non-trivial. First,
mapping informative regions at the level of local homogeneous
clusters not only agreed with the spatiotemporal nature of fMRI
data, but also echoed the findings from neurophysiological and
neuroimaging studies. That is, neurons with similar response
profiles are usually clustered together, forming relatively homoge-
neous cortical regions [37,38,39,40]. Second, the mMIC signifi-
cantly reduced the dimension of fMRI data by taking homoge-
neous clusters, rather than voxels, as the basic unit in the MVPA
analysis. Finally, the hierarchical framework ensured that both
local multi-voxel patterns within a cluster and global multi-cluster
patterns within the brain were used so that information at different
spatial scales was taken into account in the MVPA analysis.
Our method is in line with previous studies on mapping
information regions with MVPA. To address the spatiotemporal
correlation of fMRI data, Carroll et al. [17] used the Elastic Net
[41] to assign similar weights to correlated features, and van
Gerven et al. [42] introduced groupwise regularization to select
clusters. In addition, the hierarchical framework has been adopted
in studies where the brain was first segmented into regions based
on an anatomical atlas for constructing local classifiers, which were
later combined [43,44]. Our approach extends these prior works
in three aspects. First, the spatiotemporal correlations in BOLD
fluctuations were taking into account in an explicit manner.
Second, the clusters were derived based on the task-specific fMRI
data rather than anatomical atlas. Finally, our method searched
for informative clusters all over the brain, rather than restricted to
a few regions.
Although our method is better than voxel-based MVPA
methods, several issues remain. First, although the mMIC was
better in discriminating some experimental conditions (e.g.
houses versus scenes) than the MIV, the predictive accuracy of
the mMIC in general was not significantly better, possibly
because the accuracy in other experimental contrasts was at
ceiling. Future experiments are needed to systematically compare
these two methods in predictive accuracy when it is not at ceiling
(i.e., experimental conditions aredifficult to bedifferentiated, like
houses versus scenes). Second, the preset size of homogeneous
clusters (i.e., TS) was thought to affect the performance of the
mMIC, depending on how well the preset size matched the actual
size of functional regions of interest. However, results from the
simulated data showed that the mMIC was relatively tolerant of
the change of the preset size of homogeneous clusters. This
finding suggests that the mMIC might be suitable for a wide
range of functional mapping tasks, irrespectively to the size of
functional regions. On the other hand, the fixed size of
homogeneous clusters may lower the performance of the mMIC;
therefore, future algorithms with varying cluster size that is
Figure 4. Overlap between informative regions mapped for
female and male faces. A) Overlap rate between informative regions
mapped in the contrasts of male faces vs. houses and those in the
contrast of female faces vs. houses. Error bars indicate standard error of
mean across subjects. B) Distribution of the overlap between
informative regions for female and male faces by the mMIC and the
MIV respectively. The size of regions was chosen to match the feature
level at which the best prediction performance was achieved, which
was set to the same for both methods and in both contrasts. For
comparison, face-, place- and object-selective regions localized by the
univariate analysis (p,10
26, uncorrected) were shown in colored
contours as a reference.
doi:10.1371/journal.pone.0015065.g004
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the performance. In this study, we preset the size of clusters for
the purpose of unbiased comparisons among clusters. Instead, we
could use the degree of local homogeneity in defining clusters so
that the size of clusters can be adaptively adjusted based on the
functional characteristics of different cortical regions. Third, we
used the GNB classifier to extract the fine multi-voxel pattern in a
local cluster based on the assumption that the fMRI responses of
neighboring voxels were indepe n d e n t .C l a s s i f i e r s ,s u c ha s
regularized LDA, do not rest on this assumption; therefore, they
m i g h tb em o r ea c c u r a t ei ne x t r a c ting information embedded in
local multi-voxel patterns.
Supporting Information
Figure S1 Performance of the MIC and the MIV in the
simulated fMRI data at different size of preset homoge-
neous regions. The results from different size of preset
homogeneous regions were shown in four columns respectively.
The pattern was similar across region size. For area under ROC,
the performance of the mMIC were significantly better than the
MIV (ps,0.05 in all conditions except for the lowest CNR (0.05)
with two smallest region sizes (15 and 30)), and the performance
of the MIV was better than that of the uMIC (ps,0.05 in all
conditions except for the lowest CNR with two smallest region
sizes). For the predictive accuracy, the mMIC was comparable to
or slightly better than the MIV, and the MIV was significantly
better than the uMIC (ps,0.05 under all conditions except for
the lowest CNR). For robustness of mapping, there was no
significant difference between the MIV and uMIC, and the
mMIC was significantly better than either the MIV or uMIC (all
ps,0.05).
(TIF)
Figure S2 Within-cluster temporal correlations in real
fMRI data. To examine the within-cluster homogeneity of
clusters partitioned by the region growing algorithm, we calculated
the mean vale of inter-voxel temporal correlation coefficients
between fMRI time courses of all pairs of voxels within the same
cluster. The histogram shows the distribution of the within-cluster
correlations from all clusters and from all ten subjects.
(TIF)
Figure S3 Slice view of homogeneous clusters. Homoge-
neous clusters of a representative subject are shown in a slice view.
The homogeneous clusters were partitioned by the iterative region
growing method from all gray matter voxels of this subject. Colors
were used to mark different homogeneous clusters.
(TIF)
Figure S4 Performance of the mMIC on homogeneous
clusters versus non-homogeneous clusters. To examine
whether the homogeneous clusters help improve the perfor-
mance of the mMIC, we partitioned the brain into non-
overlapped cubic-shaped clusters, irrespectively to the embedded
correlations among the BOLD signals of voxels. The rest
procedure, including the sum-up of the within-cluster patterns
and the classification of multivariate GNB discriminants, was the
s a m ea st h em M I C .T h em o d i f i e dm e t h o di sr e f e r r e da st h e
mMICc for simplicity. Three levels of cluster size in the mMICc
were chosen (i.e., 18, 48, and 75 voxels per cluster, labeled as Size
I, II, and III) to match the mean size of the homogeneous clusters
with Ts of 15, 40, and 60 in the mMIC. To simplify the
comparison, the performance on each experimental contrast was
pooled together, and the averaged performance was then
submitted to a two-way ANOVA with factors as homogeneity
(homogeneous clusters versus cubic-shaped clusters) and cluster
size. We found that 1) for the predictive accuracy, the
performance was similar at all cluster size tested, with a slight
gain in using homogeneous clusters (Left); 2) for the robustness of
functional mapping, the mMIC based on homogeneous clusters
was significantly better in overall (F(1,9)=56.7, p,0.001),
especially at larger cluster sizes (cluster size II, t(9)=4.5,
p=0.001; cluster size III, t(9)=2.3, p=0.04) (Right). In addition,
because neighboring voxels usually share similar response
characteristics, the cubic-shaped clusters likely contained large
amount of homogeneous voxels. Thus, it is not surprising that its
performance was significant better than that of the MIV (gray
dotted line) that completely ignored correlations in BOLD signals
among voxels at all sizes (predictive accuracy: all ps,0.05;
robustness of mapping: all ps,0.001). Taken together, our result
suggests that the homogeneous information embedded in BOLD
s i g n a l sa m o n gv o x e l sh e l p si m p r o v et h er o b u s t n e s so ff u n c t i o n a l
mapping without compromising the predictive accuracy. Error
bars indicate standard error of mean across subjects.
(TIF)
Figure S5 The effect of spatial smoothing on MVPA
analyses. R e c e n t l y ,i th a sb e e ns h o w nt h a ts p a t i a ls m o o t h i n gi s
beneficial for MVPA analyses [33,34,35,36]. Here we examined
whether the spatial smoothing was a major factor driving the
performance of the mMIC. To do this, we applied the MIV to
spatially smoothed data with a Gaussian kernel of 6 mm full
width at half maximum (henceforth called MIVs), and then
compared the performance of the MIVs to that of the MIV and
the mMIC based on unsmoothed data. A) Predictive accuracy
and robustness of mapping. For experimental contrasts where the
mMIC, MIV, and MIVs achieved near-perfect performance in
predictive accuracy, there was no significant difference between
them (all ts,1) (Left). For the contrast of male versus female
faces, the MIVs was better than the MIV in predictive accuracy
(t(9)=2.06, p=0.07), whereas there was no difference between
mMIC and MIVs (t,1). For the contrast of houses versus scenes,
the MIVs was inferior to the mMIC (t(9)=2.11, p=0.06), and
t h e r ew a sn od i f f e r e n c eb e t w e e nt h eM I V sa n dt h eM I V( t,1).
The robustness of functional mapping of the MIVs showed a
similar pattern (Right). The MIVs outperformed MIV in all the
contrasts (all ps,0.05). More critically, the MIVs was inferior to
the mMIC in all the contrasts (all ps,0.05). B) Overlap between
informative clusters mapped for female and male faces (versus
houses). The functional validity of the MIVs, MIV, and MIC was
examined by calculating the overlap rate between informative
regions mapped with male faces (versus houses) and female faces
(versus houses). Similarly, the overlap rate in the MIVs was
significantly higher than that in the MIV (ps,0.05 at all feature
levels except for the first four), and was significantly smaller than
that in the mMIC (all ps,0.05 at all feature levels except the first
and the seventh levels). Error bars indicate standard error of
mean across subjects.
(TIF)
Table S1 Predictive accuracy in the simulated data by
uMIC, mMIC, and MIV, under various settings of CNR
and Ts.
(DOC)
Table S2 Robustness of mapping in the simulated data
by uMIC, mMIC, and MIV, under various settings of
CNR and Ts.
(DOC)
Multivariate Mapping of Informative Clusters
PLoS ONE | www.plosone.org 7 November 2010 | Volume 5 | Issue 11 | e15065Acknowledgments
The authors would like to thank Dr. Pierre Bellec for sharing us with the
competitive region growing code.
Author Contributions
Conceived and designed the experiments: RX ZZ. Performed the
experiments: RX ZZ. Analyzed the data: RX ZZ. Contributed reagents/
materials/analysis tools: RX. Wrote the paper: RX ZZ JL.
References
1. Haynes JD, Rees G (2006) Decoding mental states from brain activity in
humans. Nat Rev Neurosci 7: 523–534.
2. Norman KA, Polyn SM, Detre GJ, Haxby JV (2006) Beyond mind-reading:
multi-voxel pattern analysis of fMRI data. Trends Cogn Sci 10: 424–430.
3. Pereira F, Mitchell T, Botvinick M (2009) Machine learning classifiers and
fMRI: a tutorial overview. Neuroimage 45: S199–209.
4. Haxby JV, Gobbini MI, Furey ML, Ishai A, Schouten JL, et al. (2001)
Distributed and overlapping representations of faces and objects in ventral
temporal cortex. Science 293: 2425–2430.
5. Cox DD, Savoy RL (2003) Functional magnetic resonance imaging (fMRI)
‘‘brain reading’’: detecting and classifying distributed patterns of fMRI activity in
human visual cortex. Neuroimage 19: 261–270.
6. Mitchell TM, Hutchinson R, Niculescu RS, Pereira F, Wang X, et al. (2004)
Learning to decode cognitive states from brain images. Machine Learning 57:
145–175.
7. Haynes JD, Rees G (2005) Predicting the orientation of invisible stimuli from
activity in human primary visual cortex. Nat Neurosci 8: 686–691.
8. Kamitani Y, Tong F (2005) Decoding the visual and subjective contents of the
human brain. Nat Neurosci 8: 679–685.
9. Williams MA, Baker CI, Op de Beeck HP, Shim WM, Dang S, et al. (2008)
Feedback of visual object information to foveal retinotopic cortex. Nat Neurosci
11: 1439–1445.
10. Ku SP, Gretton A, Macke J, Logothetis NK (2008) Comparison of pattern
recognition methods in classifying high-resolution BOLD signals obtained at
high magnetic field in monkeys. Magn Reson Imaging 26: 1007–1014.
11. Friston KJ, Holmes AP, Worsley KJ, Poline JP, Frith CD, et al. (1994) Statistical
parametric maps in functional imaging: A general linear approach. Human
Brain Mapping 2: 189–210.
12. Boynton GM, Engel SA, Glover GH, Heeger DJ (1996) Linear systems analysis
of functional magnetic resonance imaging in human V1. J Neurosci 16:
4207–4221.
13. Pessoa L, Padmala S (2007) Decoding near-threshold perception of fear from
distributed single-trial brain activation. Cereb Cortex 17: 691–701.
14. De Martino F, Valente G, Staeren N, Ashburner J, Goebel R, et al. (2008)
Combining multivariate voxel selection and support vector machines for
mapping and classification of fMRI spatial patterns. Neuroimage 43: 44–58.
15. Hanson SJ, Halchenko YO (2008) Brain reading using full brain support vector
machines for object recognition: There is no ‘‘face’’ identification area. Neural
Computation 20: 486–503.
16. Yamashita O, Sato MA, Yoshioka T, Tong F, Kamitani Y (2008) Sparse
estimation automatically selects voxels relevant for the decoding of fMRI activity
patterns. Neuroimage 42: 1414–1429.
17. Carroll MK, Cecchi GA, Rish I, Garg R, Rao AR (2009) Prediction and
interpretation of distributed neural activity with sparse models. Neuroimage 44:
112–122.
18. Sato JR, Fujita A, Thomaz CE, Martin Mda G, Mourao-Miranda J, et al. (2009)
Evaluating SVM and MLDA in the extraction of discriminant regions for mental
state prediction. Neuroimage 46: 105–114.
19. Guyon I, Elisseeff A (2003) An introduction to variable and feature selection.
J Mach Learn Res 3: 1157–1182.
20. Varela F, Lachaux JP, Rodriguez E, Martinerie J (2001) The brainweb: phase
synchronization and large-scale integration. Nat Rev Neurosci 2: 229–239.
21. Bellec P, Perlbarg V, Jbabdi S, Pelegrini-Issac M, Anton JL, et al. (2006)
Identification of large-scale networks in the brain using fMRI. Neuroimage 29:
1231–1243.
22. Benali H, Buvat I, Frouin F, Bazin JP, Di Paola R (1994) CAMIS: clustering
algorithm for medical image sequences using a mutual nearest neighbor
criterion. In: Bookstein FL, Duncan JS, Lange N, Wilson DC, eds. Mathematical
Methods in Medical Imaging III. Proc. SPIE 2299. pp 336–347.
23. Vapnik V (1995) The nature of statistical learning theory: Springer-Verlag New
York, Inc.
24. LaConte S, Strother S, Cherkassky V, Anderson J, Hu X (2005) Support vector
machines for temporal classification of block design fMRI data. Neuroimage 26:
317–329.
25. Kriegeskorte N, Goebel R, Bandettini P (2006) Information-based functional
brain mapping. Proc Natl Acad Sci U S A 103: 3863–3868.
26. Meyer FG, Chinrungrueng J (2005) Spatiotemporal clustering of fMRI time
series in the spectral domain. Med Image Anal 9: 51–68.
27. Skudlarski P, Constable RT, Gore JC (1999) ROC analysis of statistical methods
used in functional MRI: Individual subjects. Neuroimage 9: 311–329.
28. Kalousis A, Prados J, Hilario M (2007) Stability of feature selection algorithms: a
study on high-dimensional spaces. Knowledge and Information Systems 12:
95–116.
29. Dale AM, Fischl B, Sereno MI (1999) Cortical surface-based analysis: I.
Segmentation and surface reconstruction. Neuroimage 9: 179–194.
30. Fischl B, Sereno MI, Dale AM (1999) Cortical surface-based analysis: II:
Inflation, flattening, and a surface-based coordinate system. Neuroimage 9:
195–207.
31. Op de Beeck HP, Brants M, Baeck A, Wagemans J (2010) Distributed
subordinate specificity for bodies, faces, and buildings in human ventral visual
cortex. Neuroimage 49: 3414–3425.
32. Kriegeskorte N, Formisano E, Sorger B, Goebel R (2007) Individual faces elicit
distinct response patterns in human anterior temporal cortex. Proc Natl Acad
Sci U S A 104: 20600–20605.
33. Op de Beeck HP (2010) Against hyperacuity in brain reading: spatial smoothing
does not hurt multivariate fMRI analyses? Neuroimage 49: 1943–1948.
34. Op de Beeck HP (2010) Probing the mysterious underpinnings of multi-voxel
fMRI analyses. Neuroimage 50: 567–571.
35. Kamitani Y, Sawahata Y (2010) Spatial smoothing hurts localization but not
information: pitfalls for brain mappers. Neuroimage 49: 1949–1952.
36. Kriegeskorte N, Cusack R, Bandettini P (2010) How does an fMRI voxel sample
the neuronal activity pattern: compact-kernel or complex spatiotemporal filter?
Neuroimage 49: 1965–1976.
37. Hubel DH, Wiesel TN (1962) Receptive fields, binocular interaction and
functional architecture in the cat’s visual cortex. J Physiol 160: 106–154.
38. Spiridon M, Kanwisher N (2002) How distributed is visual category information
in human occipito-temporal cortex? An fMRI study. Neuron 35: 1157–1165.
39. Tsao DY, Schweers N, Moeller S, Freiwald WA (2008) Patches of face-selective
cortex in the macaque frontal lobe. Nat Neurosci 11: 877–879.
40. Zeki S, Watson JD, Lueck CJ, Friston KJ, Kennard C, et al. (1991) A direct
demonstration of functional specialization in human visual cortex. J Neurosci 11:
641–649.
41. Zou H, Hastie T (2005) Regularization and variable selection via the Elastic Net.
Journal of the Royal Statistical Society B 67: 301–320.
42. van Gerven M, Hesse C, Jensen O, Heskes T (2009) Interpreting single trial data
using groupwise regularisation. Neuroimage 46: 665–676.
43. Hampton AN, O’Doherty JP (2007) Decoding the neural substrates of reward-
related decision making with functional MRI. Proc Natl Acad Sci U S A 104:
1377–1382.
44. Martı ´nez-Ramo ´n M, Koltchinskii V, Heileman GL, Posse S (2006) fMRI
pattern classification using neuroanatomically constrained boosting. Neuroimage
31: 1129–1141.
Multivariate Mapping of Informative Clusters
PLoS ONE | www.plosone.org 8 November 2010 | Volume 5 | Issue 11 | e15065