Abstract: Fractional calculus and fractional di erential equations (FDE) have many applications in di erent branches of sciences. But, often a real nonlinear FDE has not the exact or analytical solution and must be solved numerically. Therefore, we aim to introduce a new numerical algorithm based on generalized Bessel function of the rst kind (GBF), spectral methods and Newton-Krylov subspace method to solve nonlinear FDEs. In this paper, we use the GBFs as the basis functions. Then, we introduce explicit formulas to calculate Riemann-Liouville fractional integral and derivative of GBFs that are very helpful in computation and saving time. In the presented method, a nonlinear FDE will be converted to a nonlinear system of algebraic equations using collocation method based on GBF, then the solution of this nonlinear algebraic system will be achieved by using Newton-generalized minimum residual (Newton-Krylov) method. To illustrate the reliability and e ciency of the proposed method, we apply it to solve some examples of nonlinear Abel FDE.
Introduction
Although fractional calculus is an ancient mathematical topic, however in the last few decades fractional calculus and fractional di erential equations (FDEs) have found many applications in physics, chemistry, engineering, -nance, and other branches of sciences, therefore scientists are attracted to study FDEs more than ever; for instance, see [1] [2] [3] [4] [5] . Most results about solving nonlinear FDEs are obtained by using numerical methods, because only some particular FDEs can be solved analytically. Due to the growing applications, considerable attention has been given to the numerical solution of fractional di erential equations (FDE) [6] [7] [8] [9] [10] . Previously, many of researchers study FDEs and attempt to solve them by utilizing several numerical techniques, for example, Alipour and Agahi by using new computational techniques based on gfractional di erential operator [11] , Wang and Fan by using the Chebyshev wavelet method [8] , Rehman and Khan by using the Legendre wavelet method [9] , Ordokhani and Rahimkhani by using Müntz-Legendre polynomials method [12] , Xu et al. using an e cient quasi-Newton's method and simpli ed reproducing kernel method [13] , Doha and Bhrawy by using the Tau method Chebyshev [14] , Pezza and Pitolli by using a multi-scale collocation method [15] , Esmaeili and Shamsi by using the pseudospectral method [16] , Pedas and Tamme by using the spline collocation methods [17] , as well as many other researchers by several methods have attemptet to solve linear or nonlinear FDEs [18] [19] [20] [21] [22] [23] [23] [24] [25] [26] .
In this paper, we attempt to introduce a new method, based on a new class of Bessel functions namely GBFs and spectral collocation method for solving nonlinear Abel FDE of the rst kind. Formerly, classical Bessel functions and Bessel polynomials have been used for solving several types of nonlinear problems [27] [28] [29] [30] [31] . Also previously, the classical Bessel function of the rst kind has been used to solved nonlinear FDEs and fractional intrgro-di erential equation, in their work the calculation of the fractional derivative of basis functions was not easy, for this reason they had to use few bases in spectral expansion [32] . Now, we aim to improve this problem, so we introduce the generalized Bessel function of the rst kind (GBF), then by Riemann-Liouville fractional integral and derivative de nition introduce explicit formulas to calculate fractional integro and derivative of GBF. Also, we introduce the derivative matrix of the Bessel function and GBF. Another novelty in this paper is using Newton-Krylov sub-space method to solve nonlinear system of algebraic equations that be obtained by spectral GBF method.
To show the reliability, e ciently and applicability of the proposed method we employ the presented method to solve nonlinear Abel FDE of the rst kind [32, 33] :
where a(x), b(x), c(x) and d(x) are functions of x, and a(x) ≠ . D α is the fractional derivative operator. The
Abel di erential equation has a long history and therefore it can be easily found in many areas of pure mathematics and applied mathematics [33, 34] . Among the existing methods, the most e cient is an analytical method, thus, many scholars have applied various analytical methods to nd a reliable solution for di erent mathematical problems [33, 35] . On the other hand, for many decades, nonlinear di erential equations such as Able equation were and are in the center of attentions to nd an applicable and reliable analytical solution for them. Abel equation appears to reduce the order of many higher orders nonlinear problems. Hence, every day, the exact solution is demanded for Abel di erential equation in rst and second kind [36, 37] .
The remainder of this paper is organized as follows. In Section 1.1, some essential de nitions and information about the fractional calculus theory and FDEs are described. The basic information of function approximation, Bessel function and generalized Bessel function, spectral collocation methods based on generalized Bessel functions and Newton-Krylov method are explained in Section 2. In section 3, some examples of fractional Abel equation are solved by the proposed method and their results are presented. Finally, in the last section, we have described several concluding remarks.
. Basic de nitions of fractional calculus
In this section, we present some notations, de nitions and preliminary facts of the fractional calculus theory.
De nition 1. The Riemann-Liouville fractional integral operator I α of order α on a usual Lebesgue space is given by
Some properties of this de nition are:
, β, α ≥ and ν > − De nition 2. The Riemann-Liouville fractional derivative of order α > is de ned as follows: 
Spectral methods based on generalized Bessel functions
De nition 3:
is a weight function if:
Let ω is a certain weight function, therefore:
where
In particular, in Hilbert space
with following norm, and semi-norm
For any real r ≥ , we de ne the space H r ω (Λ) by the space interpolation as in Adams [38] .
. Generalized Bessel function
In this section, we explain Bessel function and generalized Bessel function of the rst kind and some useful relations of them.The Bessel function of the rst kind Jn(x) is de ned as follow:
where Γ(λ) is the gamma function:
The series (4) is convergent for all −∞ < x < ∞. Actually, the Bessel function is a solution of the following SturmLiouville equation [39] :
It is clear that, for integer n, Jn(x) are linear independent. Some recursive relations of Bessel functions are as follows [39] :
Lemma: One of the useful recursion relations of Bessel function of the rst kind is:
Proof. By deriving of (4) and using expansions of J n− (x) and J n+ (x), the result is desirable.
Remark:
The derivative operational matrix of the rst kind Bessel functions can be obtained as follows:
where D is derivative operational matrix and is obtained by (6) :
where the a , a , a , ..., an will be obtained by an interpolation technique.
Now we de ne generalized Bessel function (GBF) of the rst kind as follows:
De nition 4: Let n > − then generalized Bessel function (GBF) of the rst kind is de ned as:
Theorem 1: A recursive relation of derivative of GBF of the rst kind is as follows,
Proof. By using GBF of the rst kind de nition and expansion of Jn(x) the result will be achieved.
Remark: the derivative operational matrix of the rst kind GBF can be obtained as follow:
where D is derivative operational matrix and is obtained using (9):
where the b , b , b , ..., bn will be obtained by an interpolation technique. Notice that:
Theorem 2: If α > and n > − then the RiemannLiouville fractional integral of generalized Bessel function of the rst kind is:
and the Riemann-Liouville fractional derivative of GBF is:
Proof. By using de nition of Bessel function of the rst kind (4) and Riemann-Liouville fractional integral of Jn(x), we can write: 
Which ultimately results
(14) Also, the Equation (12) can be concluded immediately in the same way.
To comfort we denominate:
and
In this paper, we use the GBFs as the basis functions of L (Λ). Let N be a positive integer, we de ne the following space:
or equivalently
In other words, let y be an arbitrary element in L (Λ), since J N is nite dimensional subspace of L , y has a unique best approximation y ∈ J N such that
so, for any v ∈ H r (Λ) and r ≥ we have [40] :
Hence, the error of this approximation by increasing N will be decreased, in numerical examples, this principle will be shown.
. Collocation method
Spectral methods, in the context of numerical schemes for solving di erential equations, generically belong to the family of weighted residual methods (WRMs) [41] [42] [43] .
WRMs represent a particular group of approximation techniques, in which the residuals (or errors) are minimized in a certain way and thereby leading to speci c methods including Galerkin, Petrov-Galerkin, collocation and tau formulations. consider the approximation of the following problem via spectral method:
where L is the di erential or integral operator, P α is fractional operator (di erential or integral fractional operator), N is a lower-order linear and/or nonlinear operator involving only derivatives (if exist) and f (x) is a function of variables x, with enough initial and boundary conditions. The starting point of the spectral methods is to approximate the solution u(x) ∈ H r (Ω) by a nite summation:
where ϕn's are the basis functions that we have chosen Jn(x) as the basis function and the expansion's coe cients must be determined. Substituting u with u N in (17) leads to the residual function:
Notice that, P α u N (x) is calculated by (12) and (15):
The notion of the WRM is to force the residual function to zero in adequate norm by requiring:
where {ψ k } are test functions, and ω is a positive weight function. The choice of test functions results to a kind of the spectral methods [41, 44] . A method for forcing the residual function (19) to zero, is the collocation algorithm [27, 44, 45] . In this method, by choosing Lagrange basis polynomials as test function, such that ψ j (x) = L j (x) and using Gauss quadrature rule in (20) we can write [41] :
Where x j is Gauss points and W j is Gauss weights. If we use x j as collocation points and construct Lagrangian polynomial based on these points, according to Lagrange polynomials de nition ψ i (x j ) = δ ij and by choosing ω = :
In this paper, since the FDEs (17) are nonlinear, the obtained system of equations (22) is nonlinear, too. To solve this nonlinear algebraic system, we use NewtonKrylov sub-space method [46, 47] . In this method for solving a nonlinear system of algebraic equations F(x) = , where
T and x ∈ R n is a vector. Speed and the accuracy of solving this nonlinear system are very important. Many works have been done to improve. One of the best methods to solve a nonlinear system is classical Newton's iterative method:
where F (x) = J(x) is the n × n Jacobian matrix. Therefore:
In fact, in each iteration, a linear system must be solved:
Now, we use the generalized minimum residual method to solve obtained linear system in each Newton iteration. We have explained this method in previous work [46, 47] . 
Solving Some example of nonlinear Abel fractional di erential equation of the rst kind
In this section, we apply the proposed method which is described in section 2.2, to solve some examples of nonlinear Abel fractional di erential equation of the rst kind (1) . All examples that are chosen to solve in this section have not analytical and semi-analytical solution.
In the all of the following examples, we use the roots of shifted Chebyshev polynomials as the collocation points, the initial guess of Newton-Krylov method is vector [ , , ..., ] T and numbers of Newton-Krylov iterations maximum is 10. Now, we apply the proposed method to solve equation (1) with initial condition y( ) = in general form. To do this, we approximate the y(x) as follow:
then we construct the residual function as follows:
According to collocation technique, N nonlinear equation will be obtained via (20)- (22) , then by solving this nonlinear system of equations by using Newton-Krylov the approximation solution y N (x) be achieved. Example 1. Consider the st example of nonlinear Abel fractional di erential equation of the rst kind [32, 33] :
with the initial condition:
This example has been solved by Xu and He by using the short memory principle (SMP) [33] . Also, Parand and Nikarya have solved this example by using a collocation method based on classical Bessel function [32] . Now, we have solved this example by employing the proposed method for α = . , . , . and . . The obtained graphs of approximation solution y N (x) of Eq. (27) are shown in Fig. 1 , also in Table 1 the values of y N (x) and Res(x) is compared with results of BFC method [32] and orthogonal fractional polynomials (OFP) method [48] (a) α = .
(b) α = .
(c) α = .
(d) α = .
Fig. 2:
The graphs of residual function to show convergence rate of the proposed method for solving Example 1 for α = . , . , . , . and several N. for several α. To show the accuracy and convergency of the present method to solve this example for α = . , . , . and . , the graphs of residual function Res(x) is presented for several N in Fig. 2 , in this these graphs, we showed that, by increasing the N the residual function decreases, to show the convergence of the presented method. Example 2. Consider the rst kind Abel fractional di erential equation:
with initial conditions:
We have solved Eq. (29) by the proposed method for α = . , . , . and . . The graphs of approximation solution y N (x) are shown in Fig. 3 , in Table 2 the values of y N (x) is presented for α = . , . , . and . . Also to show the accuracy and convergency of the present method to solve this example for α = . , . , . and . , the graphs of residual function Res(x) is presented for several . e − (a) α = .
Fig. 4:
The graphs of residual function to show convergence rate of the proposed method for solving Example. 2 for α = . , . , . , . and several N. N in Fig. 4 , in this these graphs, we showed that, by increasing the N the residual function decreases.
Example 3. Consider the fractional di erential equation:
with conditions:
We have solved Eq. (31) by the proposed method for α = . , . , . and . . The graphs of obtained approximation solution y N (x) are shown in Fig. 5 . Table 3 shows the values of y N (x) for α = . , . , . and . . Also to show the accuracy and convergency of the present method to solve this example for α = . , . , . and . , the graphs of residual function Res(x) is presented for several N in Fig. 6 , in this these graphs, we showed that, by increasing the N the residual function decreases. Example 4. Consider the fractional di erential equation:
This example has not the exact or analytical solution, too. This example has been solved by Xu and He by using the short memory principle (SMP) [33] . We have solved Eq. (33) by the proposed method for α =
(d) α = . . , . , . and . . The graphs of the obtained approximation solution y N (x) are shown in Fig. 7 . Table 4 shows the values of y N (x) for α = . , . , . and . . Also to show the accuracy and convergency of the present method to solve this example for α = . , . , . and . , the graphs of residual function Res(x) is presented for several N in Fig. 8 , in this these graphs, we showed that, by increasing the N the residual function decreases.
Conclusion
The fractional calculus and fractional di erential equations have found application in di erent sciences. But real and practical FDEs often have not exact or analytical solution, therefore, numerical solving of the fractional differential equations have become an attractive eld of applied mathematics and computer science. In this article, we have introduced a new and high accurate numerical method based on generalized Bessel function (GBF) and collocation method to solve Abel fractional di erential (a) α = .
Fig. 8:
The graphs of residual function to show convergence rate of the proposed method for solving Example 4 for α = . , . , . , . and several N equation of the rst kind. Also, in this paper, we have introduced an explicit formula to calculate Riemann-Liouville fractional derivative and integral of GBF, this formula causes the calculations be easier and faster. In the proposed method to solve obtained nonlinear algebraic systems, we use Newton-Krylov sub-space method. In this paper, we have solved the nonlinear Abel FDE of the rst kind, that has not the exact or analytical solution. In this paper, we show the applicability and reliability of the proposed method to solve nonlinear FDEs.
