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THE FACTOR TYPE OF DISSIPATIVE KMS WEIGHTS
ON GRAPH C∗-ALGEBRAS
KLAUS THOMSEN
1. Introduction
The purpose with this paper is to determine the factor types of a
class of KMS-weights and KMS-states that arise from generalized gauge
actions on simple graph C∗-algebras. In previous work the author
has studied such KMS-weights and among other things it was shown
that they can be naturally divided into three classes depending on the
properties of the measure they induce on the unit space of the groupoid
underlying the C∗-algebra. For the KMS-weights we consider here the
measure is concentrated on the space of infinite paths in the graph, and
for those there is a dichotomy; the measure is either concentrated on
the paths that contain all arrows infinitely many times or on the set of
paths that eventually leave every finite set of vertexes. The first case
can at most arise for one inverse temperature in which case the measure
is conservative for the shift map and the KMS weight is unique up
to multiplication by scalars. In [Th5] the corresponding KMS weights
were called conservative and their factor types were determined. In the
second case the measure is dissipative for the shift and we call them
therefore dissipative KMS weights. There are almost always many
more dissipative KMS-weights than conservative ones when the graph
is infinite. It is the purpose of the present paper to determine the factor
types of the extremal dissipative KMS weights. This will be done by
calculating the S-invariant of Connes for the associated factors. It
was shown in [Th2] that there is a bijective correspondence between
the rays of KMS-weights and the KMS-states on the corner defined
by a vertex in the graph, and in [Th5] it was shown that the factor
generated by the GNS construction of the state is a corner in the factor
of the corresponding KMS weight. Hence the two von Neumann algebra
factors have the same S-invariant and our calculation covers both cases.
In the preceding work the author developed methods for the calcu-
lation of the Γ-invariant of Connes for the factors arising from KMS
weights on graph C∗-algebras, see Section 4.4 of [Th1], Theorem 4.1 in
[Th3] and Theorem 3.3 in [Th5]. These methods are difficult to apply
to general dissipative KMS weights. In addition, unlike the conserva-
tive KMS weights, dissipative KMS weights give rise to both purely
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infinite and semi-finite factors and it is therefore more appropriate to
use the S-invariant since it can distinguish semi-finite factors from type
III0 factors which the Γ-invariant can not. To this end, inspired by
the work of Laca, Larsen, Neshveyev, Sims and Webster in [LLNSW],
we will here use the methods and results from the papers by Feldman
and Moore, [FM1],[FM2]. Compared to [LLNSW] a major difference
is that in the present setting the fixed point algebra of the modular
automorphism group is not a factor in general.
The main new ingredient we introduce in order to formulate and
prove the results is a closed sub-semigroup of the multiplicative semi-
group of non-negative real numbers which we associate to every wan-
dering path in the graph by using the potential defining the generalized
gauge action. We call this the detour semigroup of the path. It fol-
lows from results in [Th4] that the conformal measure defined by an
extremal dissipative β-KMS weight is concentrated on wandering paths
with the same detour semigroup, and the main result is obtained by
proving that the S-invariant of the corresponding factor is the detour
semigroup raised to the power β.
The last section of the paper is devoted to applications and examples.
In particular, the main result is used to determine which factors arise
from the KMS states of the generalized gauge actions on Cayley graphs
studied in [CT2]. It follows that these factors are all of type IIIλ
for some λ ≠ 0, exactly as the factors arising from conservative KMS
weights, cf. [Th5]. To show that dissipative KMS weights can also
give rise to factors of type I, II and III0 we study the dissipative
KMS weights for generalized gauge actions on graphs with β-summable
exits as they were introduced in [Th2]. The definition of the detour
semigroup resembles the definition of the ratio set of Kriger, [Kr], which
in turn was derived from the asymptotic ratio set of Araki and Woods,
[AW], and we give more substance to this similarity by showing that
for strongly connected graphs with countably many exits the factor of
an extremal dissipative β-KMS weight contains a corner which is an
Araki-Woods factor with an asymptotic ratio set which in many cases is
the same as the relevant detour semigroup raised to the power β. This
connection to Araki-Woods factors allows us to easily exhibit factors
of type I, type II and type III0 arising from dissipative KMS weights.
Acknowledgement. I am grateful to Nadia Larsen and Johannes
Christensen for helpful discussions. The work was supported by the
DFF-Research Project 2 ‘Automorphisms and Invariants of Operator
Algebras’, no. 7014-00145B.
2. Factors from KMS-weights
Let A be a C∗-algebra and A+ the convex cone of positive elements
in A. A weight on A is a map ψ ∶ A+ → [0,∞] with the properties that
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ψ(a + b) = ψ(a) + ψ(b) and ψ(λa) = λψ(a) for all a, b ∈ A+ and all λ ∈
R, λ > 0. By definition ψ is densely defined when {a ∈ A+ ∶ ψ(a) <∞}
is dense in A+ and lower semi-continuous when {a ∈ A+ ∶ ψ(a) ≤ α}
is closed for all α ≥ 0. We refer to [Ku], [KV1] and [KV2] for more
information on weights, and as in [KV2] we say that a weight is proper
when it is non-zero, densely defined and lower semi-continuous. Let ψ
be a proper weight on A. Set Nψ = {a ∈ A ∶ ψ(a∗a) <∞} and note that
N ∗ψNψ = Span {a∗b ∶ a, b ∈ Nψ}
is a dense ∗-subalgebra of A, and that there is a unique well-defined
linear map N ∗ψNψ → C which extends ψ ∶ N ∗ψNψ ∩ A+ → [0,∞). We
denote also this densely defined linear map by ψ.
Let α ∶ R → AutA be a point-wise norm-continuous one-parameter
group of automorphisms on A. Let β ∈ R. Following [C] we say that a
proper weight ψ on A is a β-KMS weight for α when
i) ψ ○ αt = ψ for all t ∈ R, and
ii) for every pair a, b ∈ Nψ ∩N ∗ψ there is a continuous and bounded
function F defined on the closed strip Dβ in C consisting of the
numbers z ∈ C whose imaginary part lies between 0 and β, and
is holomorphic in the interior of the strip and satisfies that
F (t) = ψ(aαt(b)), F (t + iβ) = ψ(αt(b)a)
for all t ∈ R.
A β-KMS weight ψ with the property that
sup {ψ(a) ∶ 0 ≤ a ≤ 1} = 1
will be called a β-KMS state. A β-KMS weight ψ on A is extremal when
the only β-KMS weights ϕ on A with the property that ϕ(a) ≤ ψ(a)
for all a ∈ A+ are scalar multiples of ψ, viz. ϕ = sψ for some s > 0.
Given a proper weight ψ on a C∗-algebra A there is a GNS-type
construction consisting of a Hilbert space Hψ, a linear map Λψ ∶ Nψ →
Hψ with dense range and a non-degenerate representation πψ of A on
Hψ such that
● ψ(b∗a) = ⟨Λψ(a),Λψ(b)⟩ , a, b ∈ Nψ, and
● πψ(a)Λψ(b) = Λψ(ab), a ∈ A, b ∈ Nψ,
cf. [Ku], [KV1], [KV2]. When ψ is an extremal β-KMS weight the von
Neumann algebra
M(ψ) = πψ(A)′′
generated by πψ(A) is a factor, cf. Lemma 4.9 in [Th1]. We aim
to determine the factor type of M(ψ) for the cases we consider by
calculating the S-invariant S(M(ψ)) of Connes; see Section III in [Co].
To this end we use that ψ extends to a normal semi-finite faithful weight
ψ˜ onM(ψ) such that ψ = ψ˜○πψ, and that the modular group onM(ψ)
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corresponding to ψ˜ is the one-parameter group θ given by
θt = α˜−βt ,
where α˜ is the σ-weakly continuous extension of α defined such that
α˜t ○ πψ = πψ ○ αt, cf. Section 2.2 in [KV1].
Assume now that p ∈ A is projection in the fixed point algebra of α,
and that p is full in A. Let (πφ,Hφ, uφ) be the GNS-representation of
the state φ on pAp defined such that
φ(x) = ψ(p)−1ψ(x) ,
cf. Theorem 2.4 in [Th2]. By Lemma 2.3 in [Th5] there is an ∗-
isomorphism
πφ (pAp)′′ ≃ πψ(p)M(ψ)πψ(p) (2.1)
of von Neumann algebras. It follows therefore from [Co] that
S (M(ψ)) = S (πφ (pAp)′′) .
This realisation of S (M(ψ)) has many technical advantages because
φ is a state and it will be used below.
2.1. Generalized gauge actions on graph C∗-algebras. Let Γ be
a countable directed graph with vertex set ΓV and arrow set ΓAr. For
an arrow a ∈ ΓAr we denote by s(a) ∈ ΓV its source and by r(a) ∈ ΓV its
range. A vertex v ∈ ΓV which does not emit any arrow is a sink, while a
vertex v which emits infinitely many arrows is called an infinite emitter.
An infinite path in Γ is an element p = (pi)∞i=1 ∈ (ΓAr)N such that
r(pi) = s(pi+1) for all i. A finite path µ = a1a2⋯an = (ai)ni=1 ∈ (ΓAr)n
is defined similarly. The number of arrows in µ is its length and we
denote it by ∣µ∣. A vertex v ∈ ΓV will be considered as a finite path of
length 0. We let P (Γ) denote the set of infinite paths in Γ and Pf(Γ)
the set of finite paths in Γ. We extend the source map to P (Γ) such
that s(p) = s(p1) when p = (pi)∞i=1 ∈ P (Γ), and the range and source
maps to Pf(Γ) such that s(µ) = s(a1) and r(µ) = r(a∣µ∣) when ∣µ∣ ≥ 1,
and set s(v) = r(v) = v when v ∈ ΓV . When µ is a finite path and
x is either a finite or infinite path with r(µ) = s(x) we can define the
concatenation µx in the obvious way, the result being a finite or infinite
path depending on x.
The C∗-algebra C∗(Γ) of the graph Γ was introduced in this gener-
ality in [BHRS] as the universal C∗-algebra generated by a collection
of partial isometries and projections subject to conditions determined
by Γ, but in the present work we shall depend on its realisation as the
C∗-algebra of a groupoid. When Γ is row-finite there is a description of
the relevant groupoid G in [KPRR] and for a general directed graph it
was described by Paterson in [Pa]. The unit space G0 of the groupoidG is the union
G0 = P (Γ) ∪Q(Γ),
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where Q(Γ) is the set of finite paths that terminate at a vertex which
is either a sink or an infinite emitter. Note that Q(Γ) is countable.
Associated to the finite path µ ∈ Pf(Γ) is the cylinder set
Z(µ) = {(pi)∞i=1 ∈ G0 ∶ pj = aj, j = 1,2,⋯, ∣µ∣} .
In particular, when µ has length 0 and hence is just a vertex v,
Z(v) = {p ∈ G0 ∶ s(p) = v} .
When ν ∈ Pf(Γ) and F is a finite subset of Pf(Γ), set
ZF (ν) = Z(ν)/(⋃
µ∈F
Z(µ)) . (2.2)
G0 is a locally compact Hausdorff space in the topology for which the
sets of the form ZF (ν) is a basis of compact and open sets. Then the
elements of G0 ×Z × G0 of the form
(µx, ∣µ∣ − ∣µ′∣, µ′x),
for some x ∈ G0, µ,µ′ ∈ Pf(Γ), constitute a groupoid G with product
(µx, ∣µ∣ − ∣µ′∣, µ′x)(νy, ∣ν∣ − ∣ν′∣, ν′y) = (µx, ∣µ∣ + ∣ν∣ − ∣µ′∣ − ∣ν′∣, ν′y),
defined when µ′x = νy, and with the involution
(µx, ∣µ∣ − ∣µ′∣, µ′x)−1 = (µ′x, ∣µ′∣ − ∣µ∣, µx) .
Equipped with the topology for which sets of the form
{(µx, ∣µ∣ − ∣µ′∣, µ′x) ∶ µx ∈ ZF (µ), µ′x ∈ ZF ′(µ′)} (2.3)
constitute a basis, G is a locally compact, totally disconnected Haus-
dorff e´tale groupoid. The graph C∗-algebra C∗(Γ) of Γ is then isomor-
phic to the the associated reduced groupoid C∗-algebra, i.e. C∗(Γ) =
C∗r (G), [Re]. In the following we use the identification C∗(Γ) = C∗r (G).
We identify G0 with the unit space of G via the embedding G0 ∋ x ↦(x,0, x). The range and source maps r ∶ G → G0 and s ∶ G → G0 of G are
then the coordinate projections; viz.
r (µx, ∣µ∣ − ∣µ′∣, µ′x) = µx and s (µx, ∣µ∣ − ∣µ′∣, µ′x) = µ′x .
A function F ∶ ΓAr → R will be called a potential on Γ. We extend
F to a map F ∶ Pf(Γ)→ R such that F (v) = 0 when v ∈ ΓV and
F (µ) = n∑
i=1
F (pi)
when µ = (pi)ni=1 ∈ (ΓAr)n. We can then define a homomorphism (or
cocycle) cF ∶ G → R such that
cF (µx, ∣µ∣ − ∣µ′∣, µ′x) = F (µ) − F (µ′) ,
and we obtain a continuous one-parameter group of automorphisms
αF = (αFt )t∈R on C∗(Γ) defined such that
αFt (f)(µx, ∣µ∣ − ∣µ′∣, µ′x) = eit(F (µ)−F (µ′))f(µx, ∣µ∣ − ∣µ′∣, µ′x) (2.4)
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when f ∈ Cc(G), cf. [Re]. An action of this sort is called a generalized
gauge action; the gauge action itself being the one-parameter group
corresponding to the constant function F = 1.
We are here only interested in cases where C∗(Γ) is simple, and
work by Szymanski gives necessary and sufficient conditions for this to
hold. See Theorem 12 in [Sz]. Simplicity of C∗(Γ) will be a standing
assumption from here on. The first consequence of this is that every
KMS-weight for a generalized gauge action on C∗(Γ) is diagonal in the
sense that it factorises through the conditional expectation
P ∶ C∗(Γ)→ C0(G0),
by Proposition 5.6 in [CT1]. Thus every KMS-weight ψ on C∗(Γ) is
given by a regular Borel measure mψ on G0 in the sense that
ψ(a) = ∫
G0
P (a) dmψ (2.5)
for every positive element a ∈ C∗(Γ). As shown in [Th2] the measure
mψ of an extremal β-KMS weight ψ is concentrated either on Q(Γ)
or on P (Γ). To obtain a further differentiation let Wan(Γ) denote
the set of wandering paths p ∈ P (Γ), i.e. the infinite paths p which
’go to infinity’ in the sense that for every finite set F ⊆ ΓV there is
an N ∈ N such that s(pn) ∉ F ∀n ≥ N . Wan(Γ) is a Borel subset of
P (Γ) by Lemma 4.13 in [Th4]. When mψ is concentrated on P (Γ) it
is either concentrated on the set of wandering paths Wan(Γ) or on its
complement. When the latter occurs the measure mψ is conservative
for the action of the shift on P (Γ) and its factor type was determined
in [Th5]. In this paper we consider the cases where mψ is concentrated
on Wan(Γ). The measure mψ is then dissipative with respect to the
action of the shift, and we call ψ a dissipative KMS-weight. The aim is
to determine the factor type ofM(ψ) when ψ is an extremal dissipative
β-KMS weight and for this we calculate S (M(ψ)). This will be done
by realizing M(ψ) as the von Neumann algebra of a countable Borel
equivalence relation and by using results from [FM1] and [FM2].
3. The main result
3.1. The detour semigroup of a wandering path. Let p ∈Wan(Γ).
When i < j we write p[i, j[ for the path pipi+1⋯pj−1 and p[i,∞[ for the
infinite path pipi+1⋯. A detour on p is a triple (i, j;µ) where i < j in N
and µ is a finite path such that s(µ) = s(pi) and r(µ) = s(pj). We set
∆p(i, j;µ) = F (p[i, j[) − F (µ) .
Given a finite subset H ⊆ ΓV and a finite or infinite path p in Γ we
write p ∩H for the set of vertexes from H occurring in p. We say that
the detour (i, j;µ) is outside of H when p[i,∞[∩H = µ ∩H = ∅.
For notational convenience we consider in the following [0,∞] as
a topological space identified in the natural way with the one-point
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compactification of [0,∞), and we use the convention that
1
0
=∞ and 1
∞
= 0 .
Let Φ(p) be the set of non-negative real numbers t ∈ [0,∞) with
the property that for all open neighbourhoods U of t and V of 1
t
in[0,∞] and for all finite subsets H ⊆ ΓV , there are detours (i, j;µ) and(i′, j′;µ′) on p outside of H such that
e∆p(i,j;µ) ∈ U
and
e∆p(i
′,j′;µ′) ∈ V .
Lemma 3.1. Φ(p) is a closed sub-semigroup of ([0,∞), ⋅) containing
1, and every element of Φ(p)/{0} has an inverse in Φ(p).
Proof. If (i, j;µ) and (i′, j′;µ′) are detours on p and i′ > j then
(i, j′;µp[j, i′[µ′)
is also a detour on p, and
e∆p(i,j
′;µp[j,i′[µ′) = e∆p(i,j;µ)e∆p(i′,j′;µ′) .
From this observation it follows in a straightforward way that Φ(p)
is a closed semigroup for which all non-zero elements have an inverse.
That Φ(p) contains 1 follows because (i, j;p[i, j[) is a detour on p for
all i < j. 
We call Φ(p) the detour semigroup of p. For s ∈ {−1} ∪ [0,1] we
define the following closed semigroup S(s) in [0,∞):
● S(−1) = {1},
● S(0) = {0,1},
● S(s) = {0} ∪ {sz ∶ z ∈ Z} for s ∈]0,1[, and
● S(1) = [0,∞).
Lemma 3.2. Let S be a closed sub-semigroup of ([0,∞), ⋅) containing
1 such that every element of S/{0} has an inverse in S. Then S = S(s)
for some s ∈ {−1} ∪ [0,1].
Proof. Note that H = {log t ∶ t ∈ S/{0}} is a closed additive subgroup
of R and hence either discrete or equal to R. If H = {0} it follows
that S = {1} when 0 ∉ S while S = {0,1} when 0 ∈ S. If H = Zα for
some α > 0 it follows that S = {0}∪{sz ∶ z ∈ Z} with s = e−α, and when
H = R it follows that S = [0,∞). 
Corollary 3.3. For p ∈ Wan(Γ) there is a s ∈ {−1} ∪ [0,1] such that
Φ(p) = S(s).
We set
Wans(Γ) = {p ∈Wan(Γ) ∶ Φ(p) = S(s)}
for s ∈ {−1} ∪ [0,1].
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Lemma 3.4. There is a Borel map χ ∶ Wan(Γ) → {−1} ∪ [0,1] such
that Wans(Γ) = χ−1(s) for all s ∈ {−1} ∪ [0,1]. In particular, Wans(Γ)
is a Borel subset of P (Γ) for each s ∈ {−1} ∪ [0,1].
Proof. We define χ ∶Wan(Γ)→ {−1} ∪ [0,1] such that
χ(p) = {−1, when 0 ∉ Φ(p) ,
sup[0,1[∩Φ(p), when 0 ∈ Φ(p) .
Since Wans(Γ) = χ−1(s) it suffices to show that χ is a Borel map. To
this end we first prove
Observation 3.5. Let K be a compact subset of [0,∞). Then
{p ∈Wan(Γ) ∶ Φ(p) ∩K ≠ ∅}
is a Borel subset of P (Γ).
To prove this, choose a sequence H1 ⊆ H2 ⊆ H3 ⊆ ⋯ of finite subsets
of ΓV such that ⋃nHn = ΓV . Let U1 ⊇ U2 ⊇ ⋯ and V1 ⊇ V2 ⊇ ⋯ be
decreasing open subsets in [0,∞] such that Uk+1 ⊆ Uk and Vk+1 ⊆ Vk for
all k, and
⋂
k
Uk =K and ⋂
k
Vk =K−1 ,
where K−1 = { 1
x
∶ x ∈K}. For n,m,k ∈ N, let M(n,m,k) be the set of
elements p ∈Wan(Γ) with the property that there are detours (i, j;µ)
and (i′, j′;µ′) on p[m,∞) with µ ∩Hn = µ′ ∩Hn = ∅ such that
e∆p(i,j;µ) ∈ Uk ,
and
e∆p(i
′,j′;µ′) ∈ Vk .
For each p ∈M(n,m,k) there is a finite path µ such that
p ∈ Z(µ) ∩Wan(Γ) ⊆M(n,m,k) ,
and there is therefore an open subset W in P (Γ) such that W ∩
Wan(Γ) = M(n,m,k). Wan(Γ) is a Borel subset of P (Γ) by Lemma
4.13 in [Th4] and hence so is M(n,m,k). This completes the proof of
Observation 3.5 because
{p ∈Wan(Γ) ∶ Φ(p) ∩K ≠ ∅} = ⋂
n,m,k
M(n,m,k) .
We proceed to the proof that χ is a Borel map: Note that
χ−1(−1) =Wan−1(Γ) = {p ∈Wan(Γ) ∶ 0 ∉ Φ(p)}
is a Borel set by Observation 3.5. Let X = Wan(Γ)/Wan−1(Γ). It
suffices to show that X ∩ χ−1([0, α]) is Borel for all α ∈ [0,1]. For
this note first that X ∩χ−1([0,1]) =X . We may therefore assume that
0 ≤ α < 1. Then
X ∩χ−1([0, α]) = ⋂
n
An ,
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where
An = {p ∈X ∶ [α + 1
n
,1 −
1
n
] ∩Φ(p) = ∅}
which is a Borel set by Observation 3.5. 
3.2. Statement of the main result. Let Γ be a directed graph such
that C∗(Γ) is simple and consider a generalized gauge action αF on
C∗(Γ). Let ψ be an extremal dissipative β-KMS weight for αF and
M(ψ) the corresponding von Neumann algebra factor. Let mψ be the
Borel measure on G0 determined by (2.5). It follows from Lemma 4.14
in [Th4] that mψ is concentrated on Wan(Γ).
Proposition 3.6. There is a s ∈ {−1} ∪ [0,1] such that mψ is concen-
trated on Wans(Γ).
Proof. Let σ denote the shift map on Wan(Γ) and let χ ∶ Wan(Γ) →{−1} ∪ [0,1] be the Borel map from Lemma 3.4. It follows from the
definition of the detour semigroup that Φ(σ(p)) = Φ(p) and hence that
χ ○ σ = χ. Define T ∶ P (Γ)→ {−2,−1} ∪ [0,1] such that
T (p) = {−2, p ∉Wan(Γ)
χ(p), p ∈Wan(Γ) .
T is a Borel map and T ○σ = T . Since mψ is ergodic for σ by Theorem
4.15 in [Th4] it follows from Lemma 4.12 in [Th4] that mψ is concen-
trated on T −1(s) for some s ∈ {−2,−1}∪[0,1]. Since mψ is concentrated
on Wan(Γ) it follows that s ∈ {−1} ∪ [0,1]. 
When β = 0 the weight ψ˜ is a densely defined lower-semicontinuous
faithful trace on M(ψ) which is therefore semi-finite, i.e. either a type
I or type II factor. We consider in the following only the cases β ≠ 0.
The main result of the paper is
Theorem 3.7. Assume β ≠ 0. Let s ∈ {−1} ∪ [0,1] and assume that
mψ is concentrated on Wans(Γ). Then
● M(ψ) is of type I or II when s = −1, and
● M(ψ) is of type IIIλ where λ = s∣β∣ when s ∈ [0,1].
The proof of Theorem 3.7 will be given in the following subsection.
3.3. Tail equivalence and the proof of the main result. Fix a
vertex v ∈ ΓV . The projection Pv = 1Z(v) ∈ Cc(G0) is fixed by αF and it
is full since C∗(Γ) is simple and we can therefore consider the state
φ = ψ(Pv)−1ψ∣PvC∗(Γ)Pv ,
which is a β-KMS state for the restriction of αF to PvC∗(Γ)Pv. This
corner PvC∗(G)Pv is the C∗-algebra of the reduction
Gv = {(µx, ∣µ∣ − ∣µ′∣, µ′x) ∈ G ∶ s(µ) = s(µ′) = v} ;
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i.e. C∗r (Gv) = PvC∗(G)Pv. Note that (Wan(Γ),mψ) is a standard Borel
space. Recall that two infinite paths p, q ∈ P (Γ) are tail-equivalent
when there are natural numbers n,m ∈ N such that pi+n = qi+m for all
i ≥ 0. We write p ∼ q when this holds. Set
Wan(Z(v)) = {p ∈Wan(Γ) ∶ s(p) = v}
which is a Borel subset of Wan(Γ). On Wan(Z(v)) we consider the
Borel probability measure
m =mψ(Z(v))−1mψ = ψ(Pv)−1mψ .
Tail-equivalence is then a countable standard equivalence relation on(Wan(Z(v)),m) which we identify with the Borel subset
R = {(p, q) ∈Wan(Z(v)) ×Wan(Z(v)) ∶ p ∼ q}
of Wan(Z(v))×Wan(Z(v)), cf. [FM1]. Tail-equivalence in Wan(Z(v))
gives therefore rise to a von Neumann algebra M(R) as explained in
Section 2 of [FM2]. To relate this algebra to M(ψ) observe that when
p, q ∈ Wan(Γ) are tail-equivalent there is a unique integer k(p, q) ∈ Z
such that
pi+k(p,q) = qi
for all sufficiently large i. The resulting map k ∶ R → Z is a cocycle,
and we can define Ψ ∶ R → Gv such that
Ψ(p, q) = (p, k(p, q), q) .
Then Ψ is a Borel isomorphism and a groupoid isomorphism of R onto
the reduction G∣Wan(Z(v)) of G. Note that when f ∈ Cc(Gv) the function
f ○Ψ is a left finite function on R as defined in [FM2], and that f →
f ○Ψ is a ∗-homomorphism from Cc(Gv) into the ∗-algebra of left finite
functions of [FM2]. Let νr be the measure on R defined such that
νr(C) = ∫
Wan(Z(v))
#{y ∈Wan(Z(v)) ∶ (y, x) ∈ C} dm(x) .
This is the right counting measure on R defined in [FM1]. Since the ∗-
algebra of left finite functions acts as bounded operators on L2(R,νr)
we obtain a ∗-homomorphism π ∶ Cc(Gv) → B (L2(R,νr)). Let u ∈
L2(R,νr) be the characteristic function of the diagonal in R, i.e.
u(p, q) = {1 when p = q
0 when p ≠ q .
It is straightforward to verify that
i) u is a cyclic vector for π, i.e. π (Cc(Gv))u is dense in L2(R,νr),
ii) π (Cc(Gv)) is dense in M(R) for the strong operator topology,
and
iii) ⟨π(f)u,u⟩ = φ(f) for all f ∈ Cc (Gv).
FACTOR TYPES 11
Let (πφ,Hφ, uφ) be the GNS-triple arising from the state φ. It follows
from i) and iii) that there is unitary W ∶ Hφ → L2(R,νr) such that
W ∗πφ(f)W = π(f) for all f ∈ Cc(Gv). Combined with ii) this gives us
an isomorphism
πφ (PvC∗(Γ)Pv)′′ ≃M(R) (3.1)
when we use the identification C∗(Gv) = PvC∗(Γ)Pv. Since
πφ (PvC∗(Γ)Pv)′′ ≃ πψ(Pv)M(ψ)πψ(Pv)
by Lemma 2.3 in [Th5] it follows that M(R) is a corner inM(ψ); more
precisely,
πψ(Pv)M(ψ)πψ(Pv) ≃M(R) .
It follows then from [Co], Corollaire 3.2.8(b), that
S (M(ψ)) = S (πψ(Pv)M(ψ)πψ(Pv)) = S (M(R)) . (3.2)
We define a cocycle c ∶ R → R such that
c(p, q) = lim
n→∞
F (p[1, n + k(p, q)]) − F (q[1, n]) .
Observe that cF ○Ψ = c. The Radon-Nikodym derivative Dβ of m with
respect to R, as defined in Definition 2.1 of [FM1], is given by
Dβ(p, q) = e−βc(p,q) .
By combining (3.2) with Proposition 2.11 in [FM2] we conclude that
S (M(ψ)) /{0} is the essential range r∗(Dβ) of Dβ. It follows that
S (M(ψ)) /{0} = r∗(Dβ) = r∗(D1)β = {xβ ∶ x ∈ r∗(D1)} .
Combined with Lemme 3.1.2 in [Co] we see that
S (M(ψ)) = {xβ ∶ x ∈ r∗(D1)} ∪ {0} (3.3)
unless M(ψ) is semi-finite in which case S(M(ψ)) = {1}.
Proof of Theorem 3.7: The proof will be divided into smaller steps,
organized as lemmas. Since mψ is concetrated on Wans(Γ) by assump-
tion we have that Φ(p) = S(s) for mψ-almost all p ∈Wan(Γ).
Lemma 3.8. Let t ∈ [0,∞)/S(s) and let U be an open neigbourhood of
t in [0,∞). There is a sequence Bn of Borel sets in Wan(Z(v)) such
that
● m(Bn) > 0 for all n,
● m (⋃nBn) = 1,
● for all n there is an open neighborhood Un of t such that ec(x,y) ∉
Un for all (x, y) ∈ R ∩ (Bn ×Bn).
Proof. Let H1 ⊆ H2 ⊆ H3 ⊆ ⋯ be a sequence of finite sets in ΓV such
that ΓV = ⋃nHn. Let U1 ⊇ U2 ⊇ ⋯ be a decreasing neighbourhood base
at t in [0,∞) and set
U−1k = {1x ∶ x ∈ Uk} .
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For a, b, c ∈ N let A(a, b, c,+) (resp. A(a, b, c,−)) be the set of elements
p ∈Wan(Z(v)) such that p[a,∞)∩Hb = ∅ and for all detours (i, j;µ) on
p[a,∞) outside of Hb we have that e∆p(i,j;µ) ∉ Uc (resp. e∆p(i,j;µ) ∉ U−1c ).
Arguments as in the proof of Lemma 3.4 show that A(a, b, c,±) are
Borel sets in Wan(Z(v)). The collection of sets
A(ν, a, b, c,±) = Z(ν) ∩ σ−∣ν∣ (σa (A(a, b, c,±))) ,
where ν runs over all ν ∈ Pf(Γ) with s(ν) = v and a, b, c ∈ N, is a
countable collection of Borel sets in Wan(Z(v)). Since t ∉ S(s),
Wans(Γ) ∩Wan(Z(v)) ⊆ ⋃
a,b,c,±
A(a, b, c,±) .
Since
A(a, b, c,±) = ⋃
ν∈Pf(Γ), s(ν)=v
A(ν, a, b, c,±) ,
and since m is concentrated on Wans(Γ) ∩Wan(Z(v)) it suffices to
check that
ec(x,y) ∉ Uc (3.4)
when (x, y) ∈ R ∩ (A(ν, a, b, c,±) ×A(ν, a, b, c,±)). Let therefore (x, y)
be an element in R ∩ (A(ν, a, b, c,−) ×A(ν, a, b, c,−)). There are n, k >∣ν∣ + 1 such that xi+n = yi+k for all i ≥ 0. Then
(∣ν∣ + 1, k;x[∣ν∣ + 1, n[)
is a detour on y outside of Hb and hence
e∆y(∣ν∣+1,k;x[∣ν∣+1,n[) ∉ U−1c .
Since c(x, y) = −∆y(∣ν∣ + 1, k;x[∣ν∣ + 1, n[) it follows that ec(x,y) ∉ Uc. A
similar argument works when (x, y) ∈ R∩(A(ν, a, b, c,+) ×A(ν, a, b, c,+));
just use the detour (∣ν∣ + 1, n;y[∣ν∣ + 1, k[) on x instead.

Lemma 3.9. r∗(D1) ⊆ S(s) ⊆ r∗(D1) ∪ {0} .
Proof. The first inclusion: Let t ∈ [0,∞)/S(s) and let Bn be any of
the Borel subsets from the sequence in Lemma 3.8. It follows from
Proposition 8.4 in [FM1] that t ∉ r∗(D1).
The second inclusion: Let t ∈ S(s) and let U be a neighbourhood of
t in [0,∞). When A ⊆Wan(Z(v)), set
R(A) = {(x, y) ∈ R ∶ x, y ∈ A, ec(x,y) ∈ U }
and
A′ = A ∩Wans(Γ) .
We denote the two coordinate projections R →Wan(Z(v)) by πl and
πr; i.e. πl(x, y) = x and πr(x, y) = y. The argument for the second
inclusion is based on the following observation which we shall also need
later.
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Observation 3.10. Let B ⊆Wan(Z(v)) be a Borel subset. Then
m (πl(R(B)) =m (πr(R(B)) =m(B) .
Proof of Observation 3.10: Let p ∈ Wans(Γ) ∩Wan(Z(v)). Then
Φ(p) = S(s) and it follows that for every N ∈ N there is a p′ ∈ χ−1F (s)
and k,n > N such that p′i = pi, i ≤ N , pn+j = p′k+j, j ≥ 0, and
eF (p[N,n])−F (p
′[N,k]) ∈ U .
This shows that
πl (R(V ′)) = V ′ (3.5)
for every relatively open set V ⊆ Wan(Z(v)). By applying the same
argument with U replaced by an open neighborhood of 1
t
in [0,∞] it
follows in the same way that
πr (R(V ′)) = V ′ (3.6)
for every relatively open set V ⊆Wan(Z(v)). Now choose a decreasing
sequence V1 ⊇ V2 ⊇ ⋯ of relatively open sets in Wan(Z(v)) such that
B ⊆ ⋂k Vk and limk→∞m(Vk) = limk→∞m(V ′k) =m(B). Then
⋂
k
R(V ′k) = R(B′) ∩X ,
where X is a Borel set such that
X ⊆ πl−1 (⋂
k
V ′k/B′) ∪ πr−1 (⋂
k
V ′k/B′) .
Consider the Borel measures νr and νl on R defined from m as in
Theorem 2 in [FM1]; νr is the right counting measure used above.
Since m(⋂k V ′k/B′) = 0 it follows from the definitions that
νr (πr−1 (⋂
k
V ′k/B′)) = νl (πl−1 (⋂
k
V ′k/B′)) = 0 .
Since νl and νr are equivalent by Theorem 2 (c) in [FM1] (a fact we
have already used to obtain Dβ) it follows that νl (πr−1 (⋂k V ′k/B′)) = 0,
and hence that νl(X) = νr(X) = 0. Thus
νi(R(B′)) = νi(⋂
k
R(V ′k)) = lim
k→∞
νi(R(V ′k)), i ∈ {r, l} .
Since
m (πl (R(V ′k)) /πl (R(B′))) ≤m (πl (R(V ′k)/R(B′)))
≤ ∫
pil(R(V ′k)/R(B
′))
#{y ∶ (x, y) ∈ R(V ′k)/R(B′)} dm(x)
≤ νl (R(V ′k)/R(B′)) ,
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we find that m(πl(R(B′)) = limk→∞m (πl(R(V ′k))). Since m(B) =
limk→∞m(V ′k) it follows from (3.5) that m (πl(R(B))) = B. By using
(3.6) we find in the same way that m (πr(R(B))) = B. 
Combining Observation 3.10 with Proposition 8.4 in [FM1] it follows
that S(s)/{0} ⊆ r∗(D1). 
Lemma 3.11. M(ψ) is semi-finite iff 0 ∉ S(s).
Proof. It follows from The´ore`me 1.3.4 in [Co] that M(ψ) is semi-finite
iff M(R) is semi-finite iff the modular automorphism group on M(R)
coming from the vector state u is inner. So when M(ψ) is semi-finite
it follows from Proposition 2.8 in [FM2] that the one-parameter group
θ on M(R) with the property that
θt(a)(x, y) = e−iβtc(x,y)a(x, y)
for all left finite elements a is inner. Since L∞(Wan(Z(v))) is maximal
abelian inM(R) and contained in the fixed point algebra of θ it follows
that there is a Borel function H ∶Wan(Z(v))→ R such that
c(x, y) =H(x) −H(y) (3.7)
for νr-almost all (x, y) ∈ R. (Recall that β ≠ 0.) For some R > 0 the set
B =H−1 ([−R,R]) has positive m-measure. Assume for a contradiction
that 0 ∈ S(s). With U = [0, e−3R[ it follows from Observation 3.10 that
νr(R(B)) > 0 and there are therefore elements x, y ∈ B for which (3.7)
holds and at the same time ec(x,y) ≤ e−3R. This contradiction shows that
0 ∉ S(s). For the converse assume that 0 ∉ S(s). It follows from Lemma
3.8 that there is a Borel subset B ⊆ Wan(Z(v)) such that m(B) > 0
and an ǫ > 0 such that ec(x,y) ∉ [0, ǫ[ when (x, y) ∈ R ∩ (B ×B). Then
ǫ ≤ ec(x,y) ≤ ǫ−1
for all (x, y) ∈ R ∩ (B ×B), showing that c is bounded on R ∩ (B ×B).
It follows from Theorem 6 in [FM2] that there is a Borel function
H ∶ B → R such that (3.7) holds for νr-almost all (x, y) ∈ R ∩ (B ×B).
Therefore the restriction of θ to the non-zero corner 1BM(R)1B is
inner, and The´ore`me 1.3.4 in [Co] implies that 1BM(R)1B is semi-
finite. Therefore M(R) and M(ψ) are also semi-finite. 
Lemma 3.12. S(M(ψ)) = S(s)β.
Proof. When s = −1, S(s) = {1} and M(ψ) is semi-finite by Lemma
3.11 and hence S(M(ψ)) = {1} by Lemme 3.1.2 in [Co]. It follows that
S(s)β = {1} = S(M(ψ)) in this case. When s ∈ [0,1], 0 ∈ S(s) and
hence M(ψ) is not semi-finite by Lemma 3.9. Furthermore, S(s) =
r∗(D1) ∪ {0} by Lemma 3.9. Therefore the conclusion follows from
(3.3). 
Proof of Theorem 3.7: The case s = −1 was covered in Lemma 3.11,
and the same lemma implies that M(ψ) is of type III when s ∈ [0,1].
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To complete the proof of Theorem 3.7 it suffices therefore now to com-
pare Lemma 3.12 with the definition of IIIλ in Section IV of [Co]. We
leave that to the reader. 
4. Applications and examples
4.1. Cayley graphs. Given a group G and a finite set of generators
Y of G there is a natural way of defining a directed graph ΓG,Y whose
vertexes are the elements of G and with an arrow from g ∈ G to h ∈ G
iff g−1h ∈ Y . This is the Cayley graph. It was pointed out in [CT2] that
the graph C∗-algebra of ΓG,Y is the universal C∗-algebra generated by
a set v(g, s), g ∈ G, s ∈ Y , of partial isometries such that
v(h, t)∗v(g, s) = {0 when h ≠ g or t ≠ s,∑y∈Y v(gy, y)v(gy, y)∗ when h = g and t = s .
(4.1)
Following [CT2] we denote the corner Pe0C
∗ (ΓG,Y )Pe0 defined by the
neutral element e0 ∈ G by OY (G), partly because it is a C∗-subalgebra
of the Cuntz-algebra On where n = #Y , cf. [CT2]. As in [CT2] we
assume that Y contains at least two elements to ensure that C∗ (ΓG,Y )
and OY (G) are simple C∗-algebras. As in [CT2] we consider the gen-
eralized gauge action αF on C∗ (ΓG,Y ) given by a function F ∶ Y → R.
In terms of the generators above it is given by the formula
αFt (v(g, s)) = eiF (s)tv(g, s).
We denote the restriction of αF to OY (G) by γF . To describe the factor
type of the extremal KMS states for γF we need the following notation.
When y = (y1, y2,⋯, yn) ∈ Y n we denote the element y1y2⋯yn ∈ G by y
and set
F (y) = n∑
i=1
F (yi) .
It follows from Lemma 10.4 and Lemma 10.7 in [Th4] that since ΓG,Y
is strongly connected, the existence of a β-KMS weight for αF requires
that β ≠ 0 and that either F (y) > 0 for all y ∈ ⋃n Y n with y = e0 or that
F (y) < 0 for all y ∈ ⋃n Y n with y = e0. Therefore, by Theorem 2.5 in
[Th2], there can also only be a β-KMS state for γF when this holds.
In particular, it follows that
θF = sup (]−∞,0[ ∩ {F (y) −F (z) ∶ y, z ∈ ⋃
n
Y n, y = z = e0})
is defined when there is a β-KMS state for γF .
Theorem 4.1. Let φ be an extremal β-KMS state for γF on OY (G).
Then β ≠ 0 and πφ (OY (G))′′ is of type IIIλ where λ = eθF ∣β∣
Proof. By Theorem 2.4 in [Th2] φ is the restriction to OY (G) of a
β-KMS weight for αF . When that weight is dissipative Theorem 3.7
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yields the stated conclusion by observing that for any wandering path
p in ΓG,Y the detour semigroup Φ(p) is the closure in [0,∞) of
{eF (y)−F (z) ∶ y, z ∈ ⋃
n
Y n, y = z = e0} .
When the weight is conservative the conclusion follows from Theorem
3.3 in [Th5]. 
We note that in the dichotomy between conservative and dissipa-
tive KMS weights which was used in the proof above, the presence of a
conservative KMS-weight is rare. Indeed, when G is infinite a conserva-
tive KMS-weight can only exist when G has a subgroup of finite index
which is isomorphic to Z or Z2. This follows from the connection to
random walks which was explained in Section 3.1 of [Th4] by appeal to
Theorem 3.24 on page 36 in [Wo]. Furthermore, a conservative β-KMS
weight can only exist for one value of β by Proposition 10.8 in [Th4].
4.2. Exits and Araki-Woods factors. As shown in [Th5] the factor
type of a conservative KMS weight is always IIIλ for some λ ∈]0,1],
and it follows from Theorem 4.1 that the same holds for the actions
on Cayley graph considered in [CT2]. In contrast we show in this
section that the dissipative KMS weights for generalized gauge actions
on graphs can also be of type I, type II and type III0.
For convenience we assume for this that Γ is strongly connected and
row-finite; besides the standing assumption that C∗(Γ) is simple. Let
F ∶ ΓAr → R be a potential and β ∈ R a real number. We define a
matrix A(β) = (A(β)v,w)v,w∈ΓV over the vertexes of Γ such that
A(β)v,w =∑
a
e−βF (a)
where the sum is over a ∈ s−1(v)∩ r−1(w), i.e. the arrows that go from
v to w. It follows that the β-KMS weights for αF are dissipative if and
only if A(β) is transient in the sense that
∞
∑
n=0
A(β)nv,v < ∞ (4.2)
for one (and hence all) v ∈ ΓV , cf. Theorem 4.10 in [Th2]. We assume
therefore here that this holds. As in [Th2] an exit path in Γ is a sequence
t = (ti)∞i=1 of vertexes such that there is an arrow ai with s(ai) = ti and
r(ai) = ti+1 for all i, and such that limi→∞ ti = ∞ in the sense that
ti eventually leaves any finite subset of vertexes. An exit is a tail-
equivalence class of exit paths. For a given exit path t and a real
number β we set
tβ(i) = A(β)t1,t2A(β)t2,t3⋯A(β)ti−1,ti .
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As in [Th2] we say that t is β-summable when the limit
lim
i→∞
tβ(i)−1 ∞∑
n=0
A(β)nv,ti
is finite for one, and hence for all vertexes v ∈ ΓV . As shown in [Th2]
a β-summable exit gives rise to an eβF -conformal measure mt on P (Γ)
determined by the condition that
mt(Z(v)) = lim
i→∞
tβ(i)−1 ∞∑
n=0
A(β)nv,ti
for every vertex v. It follows from Corollary 5.4 in [Th2] that the
corresponding KMS weight ψt on C∗(Γ) is extremal. To determine the
factor type of ψt, set
kn = #s−1(tn) ∩ r−1(tn+1) .
Choose a numbering en1 , e
n
2 ,⋯, e
n
kn
of the arrows in s−1(tn) ∩ r−1(tn+1),
and let ωn be the state on Mkn(C) given by
ωn(a) = Tr (e−βHa)
Tr (e−βH) , (4.3)
where H = diag (F (en1), F (en2 ),⋯, F (enkn)). Then ω = ⊗∞n=1ωn is a state
on the UHF-algebra
A = ⊗∞n=1Mkn(C), (4.4)
and we set
R(t) = πω(A)′′.
Note that R(t) is an Araki-Woods factor, cf. [AW]. As shown in Sec-
tion 3.3 the corner πψt (Pt1)M(ψt)πψt (Pt1) can be identified with the
Feldman-Moore factor M(R) where R is the tail-equivalence relation
on (Wan(Z(t1)),m) with m = ψt (Pt1)−1mψt . Set
B = {p ∈ P (Γ) ∶ s(pi) = ti, i = 1,2,3,⋯}
which is a compact subset of Wan(Z(t1)) homeomorphic to the infinite
product space
X =
∞
∏
n=1
s−1(tn) ∩ r−1(tn+1) .
Note that mψt(B) > 0 by Lemma 5.4 in [Th2]. Under the identification
B = X the Borel probability measure on X obtained by normalizing
the restriction of mψt to B will be the infinite product Bernoulli mea-
sure ∏∞n=1 ωn, where ωn is given by the probability vector obtained by
normalizing the vector (e−βF (en1 ), e−βF (en2 ),⋯, e−βF (enkn )). Hence
1BM(R)1B ≃R(t) . (4.5)
In particular, we have shown
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Lemma 4.2. Assume that t is β-summable and let M(ψt) be the von
Neumann algebra factor of ψt. There is a projection p ∈ M(ψt) fixed
by the modular automorphism group of ψ˜t such that
pM(ψt)p ≃R(t) .
We will say that the exit path t = (tn)∞n=1 is slim when
limsup
i→∞
(#s−1(ti) ∩ r−1(ti+1)) = 1 .
Proposition 4.3. Assume that t is β-summable for the gauge action
and let ψt be the corresponding β-KMS weight for the gauge action on
C∗(Γ). The factor type of ψt is I∞ when t is slim and II∞ factor when
it is not.
Proof. The gauge action arises by choosing F to be constant 1. It
follows that R(t) is a type I factor when t is slim and the hyper finite
II1 factor otherwise. It follows therefore from Lemma 4.2 thatM(ψt) is
type I when t is slim and type II otherwise. To complete the proof we
need to show thatM(ψt) is not finite. To this end choose for each n ≥ 2
a path µn in Γ such that s(µn) = tn and r(µn) = t1. The characteristic
function vn of the set
{(µnx, ∣µn∣, x) ∶ x ∈ Z(t1)}
is an element of Cc(Γ) such that v∗nvn = 1Z(t1) and vnv∗n ≤ 1Z(tn). In par-
ticular, the vn’s represent non-zero partial isometries in M(ψt). Since
t is an exit an infinite sub-collection of the vn’s will have orthogonal
ranges. It follows that M(ψt) is not finite. 
It follows from Proposition 4.3 that the examples considered in [Th2]
exhibit extremal dissipative KMS-weights of both type I∞ and type
II∞. In fact, since all extremal dissipative β-KMS-weights of a strongly
connected graph with at most countably many exits arise from β-
summable exits, it follows that they are all of semi-finite type when
the action is the gauge action. This illustrates the fundamental dif-
ference between Cayley graphs and the graphs with countably many
exits.
Example 4.4. In the final example we show that exits can also give
rise to dissipative KMS weights of type III0. As shown by Proposition
4.3, for this it is necessary to use a non-constant potential. Consider
the following strongly connected row-finite digraph Γ.
t1
1
))
a1
55 t2
1
))
a2
55
1

t3
1

1
))
a3
55 t4
1

1
))
a4
55 t5
1

1
))
a5
55 ⋯
1
OO
1
oo
1
oo
1
oo
1
oo ⋯
1
oo
(4.6)
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The label on an arrow shows the value which the potential F takes
on the arrow. To identify F we need only to specify the sequence {ai}.
We define it recursively by a1 = 1 and
an+1 = n +
n
∑
i=1
ai .
Let β0 be the infimum of the positive real numbers for which (4.2)
holds. Very crude estimates show that β0 ≤ 12 log 2. Then (4.2) holds
when β > β0. There is exactly one exit in Γ, represented by the exit
path t = (ti)∞i=1, and it is easy to see that it is β-summable as soon
as (4.2) holds; i.e. when β > β0. Let ψt denote the essentially unique
β-KMS weight on C∗(Γ) which exists for all β > β0. The space X ,
in this case, is the infinite product ∏{1,2} equipped with the product
measure ∏imi where mi is the probability measure on {1,2} defined
from the probability vector
( e−β
e−β + e−aiβ
,
e−aiβ
e−β + e−aiβ
) .
The measure ∏imi is not atomic and hence it follows that the eβF -
conformal measuremψt gives zero measure to the countable set of points
in Wan(Γ) whose arrows eventually are all labelled 1 or all labelled by
ai’s. This is important because for all other elements p of Wan(Γ) the
detour semigroup is Φ(p) = {0,1}, thanks to the choice of the sequence{ai}. Therefore the factor M(ψt) is of type III0 by Theorem 3.7.
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