In this paper we prove Gevrey smoothness of the persisting invariant tori for small perturbations of an analytic integrable Hamiltonian system with Rüssmann's non-degeneracy condition by an improved KAM iteration method with parameters.
Introduction
Consider the following Hamiltonian dynamical system: If f = 0, then the system (1.1) is integrable and has invariant tori T n × {p 0 } for all p 0 ∈ D, on which there exists a linear flow, p(t) = p 0 , q(t) = ω(p 0 )t + q 0 for any q 0 ∈ T n , with the frequency ω(p 0 ) = h p (p 0 ). The classical KAM theorem asserts that if the frequency ω(p) is not degenerate, that is, det(∂ω/∂p) = det(h pp ) = 0, (1.2) then most of the invariant tori can persist when f is sufficiently small [3] [4] [5] [6] [7] [8] [9] [10] . Later the result was extended to the case of Rüssmann's non-degeneracy [1, 2, 15, 19] , see (1.3) . These invariant tori form a parameterized family. How do the invariant tori depend on the parameter? In the analytic case, if the usual non-degeneracy condition (1.2) holds, Pöschel proved that the persisting invariant tori are C ∞ -smooth in the frequency parameter [11] . More recently, Popov improved this result and proved that these KAM tori are Gevrey-smooth in their frequencies [12, 13] . For some related result, also see [14] . But in the case of Rüssmann's non-degeneracy condition, no result is known about Gevrey-smoothness. In this case, the frequency cannot be regarded as independent parameter and so the previous methods in [9, 11, 12] are not valid. In this paper, by an improved KAM iteration with parameters, we prove that the Gevrey smoothness of persisting invariant tori for analytic nearly integrable Hamiltonian system is also true in the case of Rüssmann's non-degeneracy. Let Π ⊂ R n be a closed bounded set. Denote by G μ (Π) (μ 1) the space of all Gevrey functions in a domain Π of index μ. This means f ∈ G μ (Π) iff f ∈ C ∞ (Π) and there exists a constant M such that
where |β| = β 1 + β 2 + · · · + β n . Note that the derivatives are understood in Whitney's sense [21] .
Remark. Obviously, analytic functions are Gevrey-functions; but Gevrey-function need not be analytic. For μ = 1, the Gevrey function class G μ (Π) coincides with the class of analytic functions, but for μ > 1, the Gevrey function class is larger. 
where |k| = |k 1 | + |k 2 | + · · · + |k n |. Moreover, the family of invariant tori {T ξ , ξ ∈ Π(α)} is G μ -smooth in ξ. That means that for each ξ ∈ Π(α), the invariant torus T ξ is an embedding torus:
Here c is a positive constant depending only on τ , μ, n and ω.
Remark. The non-degeneracy condition (1.3) is the sharpest one for KAM theorem, which is first given by Rüssmann in [15] . It means geometrically that the frequency vector ω does not lie on a hyperplane through the origin of R n . Actually, it follows from [16, 17, 19] that the Rüssmann's non-degeneracy condition (1.3) is equivalent to that there exists a sufficiently positive integer m depending on h and D such that
In Theorem 1.1, the m is the smallest one such that Eq. (1.4) holds. Especially, for the case m = 1, the condition (1.3) is equivalent to the Kolmogorov's non-degeneracy condition and our results correspond to those in [12] . Also from [19] we have that the Rüssmann's non-degeneracy condition (1.3) is also equivalent to that there exists a point p 0 ∈Ω such that
We will use KAM iteration to prove this theorem; and the outline is the same as in [9] . At first we linearize the Hamiltonian system (1.1) at the invariant tori of the integrable system and then we will consider a parameterized Hamiltonian system instead of the Hamiltonian system (1.1).
For any ξ ∈ D, let p = ξ + I and q = θ. Under the symplectic map,
, and ξ ∈ D is regarded as parameter. Here e is an energy constant and has no influence on the Hamiltonian system, so we usually omit it; ω is called frequency vector; and P is a small perturbation term. The corresponding Hamiltonian system becomes
Thus, persistence of invariant tori for the nearly integrable system (1.1) is reduced to that of invariant tori for the family of Hamiltonian system (1.5) depending on the parameter ξ ∈ D. Let
, where m is the smallest one satisfying Eq. (1.4). Thus, we have meas
We usually take r 2 = with being the small perturbation scale, thus we can put the higher order of I into the perturbation term. So if is sufficiently small, 2r d always holds in the sequel. This technique is usually used to put high order nonlinear terms into perturbation terms and we refer to [9] for details.
Now the Hamiltonian function H (θ, I
We expand f (θ, I ; ξ) as Fourier series with respect to θ and we have
Define
where [10] . In this paper, by using this norm, we simplify the estimate of the Gevrey-norm in KAM steps.
Remark. The norm · D(s,r)×Π d was introduced in
We write f (z; ξ)
Below, for simplicity we will use the same notation c to indicate different constants, which usually depend on τ, μ, n and ω. With these notations and definitions we have the following result. 
there is a nonempty Cantor set Π * ⊂ Π , and a family of symplectic mappings 6) where β! = β 1 !β! · · · β n ! and, M and c are constants depending on n, τ , T and μ. Under the symplectic mappings, the Hamiltonian function H has the following form:
, and P * (θ, I ; ξ) = O(I 2 ) as I → 0. Hence, the Hamiltonian system (1.5) has a family of invariant tori {T ξ = Φ * (T n , 0; ξ) | ξ ∈ Π * }, which is G μ -smooth in ξ on Π * , and whose frequencies ω * (ξ ) satisfy, for all ξ ∈ Π * ,
and
Moreover, we have meas(Π \ Π * ) cα 1/m . Here the above constants c depend only on τ , μ, n and ω.
Remark. The KAM Theorem 1.1 can easily follow from the KAM Theorem 1.2 with parameters, and this technique was first introduced by Pöschel in [9] .
Proof of theorems
In the same way as in [9] , we can obtain Theorem 1.1 from Theorem 1.2. So we need only to prove Theorem 1.2. Our method is KAM iteration and the idea is similar to [9] [10] [11] [12] 17, 18, 20] .
KAM-step
The procedure of KAM-step is standard; we summarize the result for one KAM step in the following lemma. 
Iteration Lemma 2.1. Let H (θ, I
where N + (I ; ξ) = ω + (ξ ), I and P + satisfies
Furthermore, let α + = α − 2r K τ +1 and denotẽ
3)
where 
Remark.
The above lemma is actually one step in our KAM iteration. Once this lemma holds for the Hamiltonian H , it also holds for the transformed Hamiltonian H + , and so the KAM step can iterate.
Proof. The proof of this lemma is standard KAM step and we divide it into several parts. A. Truncation. Let R = P (θ, 0; ξ) + P I (θ, 0; ξ), I . It follows easily that R s,r;d 2 P s,r;d 2 . Write R = k∈Z n R k (I ; ξ)e i k,θ and let
By definition, we have
B. Construction of the symplectic map.
The symplectic map is generated by a Hamiltonian flow map at 1-time. We will find a Hamiltonian function F and define the symplectic map by Φ = X t F | t=1 . It follows
where [R] is the average of R on T n , N + = N + [R] = I, ω + , {·, ·} is the Poisson bracket, and
We want to find F such that
Let {F k } and {R k } be Fourier coefficients of F and R with respect to θ . By the assumption (2.1), we have 
So we have
where D is the differentiation operator with respect to (θ, I ).
D. Estimates of error terms. Let α
Thus, by the definition ofΠ , it follows easily that (2.3) holds. Thus, small divisor condition for the next step holds. 
where E + = cE 3 2 with c a constant depending only on n, τ. Thus, it follows that
Note that here the constants c only depend on n, τ , μ, and ω, and are independent of KAM steps. 2
Iteration
Now we choose some suitable parameters so that the above iteration can go on infinitely. At the initial step, let Then, we define ρ j +1 = σρ j , r j +1 = η j r j and E j +1 = cE
, and d j +1 in the same way as the previous step.
Since E j = cE 3 2 j −1 , and x j = K j ρ j = − ln E j , if E 0 is sufficiently small such that − ln c/ ln E j (1 − σ )3/2, it follows that 3/2 0 . Thus, if E 0 is sufficiently small such that cx r j ) for simplicity. Note that here and below the notation Π d j is different from the previous one Π d . By the KAM-step, for all ξ ∈ Π d j we have symplectic mappings
Convergence of the iteration
Now we prove convergence of the KAM-iteration. In the same way as in [9, 10] , it follows that, if c
So, we have
By the Cauchy's estimates we have 
It follows that if E 0 is sufficiently small, then
Thus, Since
we have
where M = 4(T + 1)[(n + 1)(μ − 1)] μ−1 /α, and, c only depends on n, α, μ. In the same way as the above, it follows that
In the same way, we have
Since Φ j is affine in I , we have convergence of ∂ β ξ Φ j to Φ * on D(r/2, s/2) and Let m be the smallest integer such that Eq. (1.4) holds and |β| m. Since T T j T + 1, from
It follows that J β j +1 /J β j cE 1 2 j , where c depends on β. If |β| m, in the same way as the above, we have
Similarly, we have
Estimates of measure for the parameter sets
Now we estimate the Lebesgue measure of the set Π * , for which the small divisor condition holds in the KAM iteration. By the KAM step, we have
and K −1 = 0. By the equivalent Rüssmann's non-degeneracy condition (1.4) and the estimate (2.7), if E 0 is sufficiently small, then for all j 0 the frequency ω j (ξ ) also satisfies (1.4). So by Lemma A.5 (see [19] ) we have
Since τ > mn − 1, we deduce 
Appendix A
In this section we state several lemmas. Some of the lemmas describe properties of the norm · s, r . The proofs are very similar to [10] and even simpler; so we omit them. For the proof of this lemma see [16, 19] .
