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Multi-Terminal Codes
Using Constrained-Random-Number Generators
Jun Muramatsu and Shigeki Miyake
Abstract—A general multi-terminal source code and a general
multi-terminal channel code are presented. Constrained-random-
number generators with sparse matrices, which are building
blocks for the code construction, are used in the construction
of both encoders and decoders. Achievable regions for source
coding and channel coding are derived in terms of entropy
functions, where the capacity region for channel coding provides
an alternative to the region of [Somekh-Baruch and Verdú,
ISIT2006].
I. INTRODUCTION
In this paper, we consider the problems of multi-terminal
source coding (Fig. 1) and channel coding (Fig. 2). First, we
construct a code for correlated sources and derive an achiev-
able region. Our setting extends separate coding for correlated
sources [2] [16] [26]. Next, we use the source code to construct
a code for a general single-hop multi-terminal channel, which
includes multiple-access channels [9] [10] [27] and broadcast
channels [8] [13] [15]. We derive multi-letter characterized
capacity regions for these problems by showing that they are
achievable with the constructed codes. Our capacity region for
the channel coding is specified in terms of entropy functions
and provides an alternative to the region derived in [28]. It
should be noted that, when auxiliary random variables are
assumed to be independent and identically distributed (i.i.d.),
our region provides the best known single-letter characterized
achievable regions for i.i.d. channels.
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Fig. 1. Multi-terminal Source Coding
Throughout this paper, we use the information spectrum
method introduced in [11], and we do not assume such
conditions as consistency, stationarity and ergodicity. Let P(·)
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Fig. 2. Multi-terminal Channel Coding
denote the probability of an event. For a sequence {µUn}∞n=1
of probability distributions corresponding to U ≡ {Un}∞n=1,
H(U) denotes the spectral inf-entropy rate. For a sequence
{µUnV n}
∞
n=1 of joint probability distributions corresponding
to (U ,V ) ≡ {(Un, V n)}∞n=1, H(U |V ) denotes the spectral
conditional sup-entropy rate. Formal definitions are given in
Appendix A.
We define χ(S) ≡ 1 if S is true. Otherwise, we define
χ(S) ≡ 0. The set U \ V denotes the set difference and U ′c ≡
U \ U ′. For a set fS ≡ {fs}s∈S of functions and a set cS ≡
{cs}s∈S of vectors, let
CfS (cS) ≡ {zS : fs(zs) = cs for all s ∈ S},
where zS ≡ {zs}s∈S .
II. CONSTRUCTION OF SOURCE CODE
We introduce the single-hop multi-terminal source coding
problem illustrated in Fig. 1. This code is used to construct a
channel code.
For an index set S of messages and an index set J of
decoders, let (ZS ,Y J ) ≡ {({Zns }s∈S , {Y
n
j }j∈J )}
∞
n=1 be
a general correlated source, which is characterized by joint
distributions µZnSY nJ of Z
n
S ,≡ {Z
n
s }s∈S and Y
n
J ≡ {Y
n
j }j∈J .
For each s ∈ S and n ∈ N, let Zns be the alphabet of a message
Zns . For each j ∈ J and n ∈ N, let Y
n
j be the alphabet of
side information Y nj available for the j-th decoder. It should
be noted that we assume that Zns is a finite set but Y
n is
allowed to be an arbitrary (infinite, continuous) set.
For each s ∈ S and n ∈ N, let Fs,n : Zns → Cs,n be the
s-th (possibly stochastic) encoding function, where Cs,n is the
set of all codewords. Let Cs,n ≡ Fs,n(Zns ) be the codeword
of the s-th encoder. For each j ∈ J , let Dj be the index
set of codewords available for the j-th decoder, which is also
2the index set of messages reproduced by the decoder, where
Dj ⊂ S. Let CDj ,n ≡ {Cs,n}s∈Dj be the set of codewords
available for the j-th decoder, Ψj,n :
[
×s∈Dj Cs,n
]
× Ynj →
×s∈Dj Zns be the j-th (possibly stochastic) decoding function,
and ẐnDj ≡ Ψj,n(CDj ,n) be the reproduction of messages by
the j-th decoder. For each j ∈ J and s ∈ Dj , let Ẑ
n
j,s be
the reproduction of the s-th message by the j-th decoder. We
expect Ẑnj,s = Z
n
s for all j ∈ J and s ∈ Dj with a small
error probability by letting n be sufficiently large. Let ẐnDJ ≡
{Ẑnj,s}j∈J ,s∈Dj be the random variable of all reproductions.
We call a rate vector {rs}s∈S achievable if there is a (possi-
bly stochastic) code {({Fs,n}s∈S , {Ψj,n}j∈J )}∞n=1 such that
lim sup
n→∞
log |Cs,n|
n
≤ rs for all s ∈ S (1)
lim
n→∞
P
(
Ẑnj,s 6= Z
n
s for some j ∈ J and s ∈ Dj
)
= 0, (2)
where the joint distribution of (ZnS , CS,n, Y
n
J , Ẑ
n
DJ
) is given
as
µ
ZnSCS,nY
n
J Ẑ
n
DJ
(zS , cS ,yJ , ẑDJ )
≡
∏
j∈J
µ
ẐnDj
|CDj ,nY
n
j
(ẑDj |cDj ,yj)
[∏
s∈S
µCs,n|Zns (cs|zs)
]
· µZnSY nJ (zS ,yJ )
by using probability distributions {µCs,n|Zns }s∈S and
{µ
ẐnDj
|CDj ,nY
n
j
}j∈J , corresponding to encoders and decoders,
respectively. Let RsourceOP be the set of all achievable rate
vectors.
Let RsourceIT be the set of all {rs}s∈S satisfying∑
s∈D′j
rs ≥ H(ZD′j |Y j ,ZD′cj )
for every (j,D′j) satisfying j ∈ J and ∅ 6= D
′
j ⊂ Dj . Then
we have the following theorem, which is a generalization of
the results presented in [2] [3] [16] [21] [25] [26].
Theorem 1: RsourceOP = R
source
IT .
The converse part RsourceOP ⊂ R
source
IT is shown in Ap-
pendix B. To prove the achievability part RsourceOP ⊃ R
source
IT ,
we construct a code by assuming that rS ∈ RsourceIT . For
each s ∈ S, a source Zns is encoded by using a deterministic
function fs : Z
n
s → Cs,n, where we omit the dependence of
fs on n and rs = log(|Cs,n|)/n represents the encoding rate
of the s-th message. We can use a sparse matrix as a function
fs by assuming that Zns is an n-dimensional linear space on
a finite field.
Let cs ∈ Cs,n be the s-th codeword. For each j ∈ J , the
decoder generates ẐnDj by using a constrained-random-number
generator with a distribution given as
µ
ẐnDj
|CDj,nY
n
j
(ẑDj |cDj ,yj)
≡
µZnDj |Y
n
j
(ẑDj |yj)χ(fDj (ẑDj ) = cDj )
µZnDj |Y
n
j
(CfDj (cDj )|yj)
(3)
for a given codeword cDj ≡ {cs}s∈Dj and side information
yj ∈ Y
n
j , where fDj(ẑDj ) ≡ {fs(ẑs)}s∈Dj . It should be
noted that the constrained-random-number generator is suffi-
cient to achieve the fundamental limit. When sources are i.i.d.,
tractable approximation algorithms for a constrained-random-
number generator summarized in [24] are available. While the
maximum a posteriori probability decoder is optimal, it may
not be tractable.
Let Error(fS) be the decoding error probability of a set of
functions fS ≡ {fs}s∈S . Then we have the following theorem,
which concludes the achievability partRsourceOP ⊃ R
source
IT . The
proof is given in Appendix E.
Theorem 2: Let (ZS ,Y J ) be a pair of general correlated
sources. Let us assume that {rs}s∈S satisfies∑
s∈D′
rs > H(ZD′
j
|Y j ,ZD′c
j
) (4)
for every (j,D′j) satisfying j ∈ J and ∅ 6= D
′
j ⊂ Dj .
Then there is a set of functions (sparse matrices) fS such
that Error(fS) ≤ δ for any δ > 0 and all sufficiently large n.
III. CONSTRUCTION OF CHANNEL CODE
A. General Formulas for Capacity Region
Let S be the index set of multiple messages, I be the
index set of channel inputs, and J be the index set of
channel outputs. A general channel is characterized by a
sequence {µY nJ |XnI }
∞
n=1 of conditional distributions, where
XnI ≡ {X
n
i }i∈I is a set of random variables of multiple
channel inputs, and Y nJ ≡ {Y
n
j }j∈J is a set of random
variables of multiple channel outputs. For each i ∈ I and
n ∈ N, let Xni be the alphabet of random variable X
n
i . For
each j ∈ J and n ∈ N, let Ynj be the alphabet of random
variable Y nj .
For each s ∈ S and n ∈ N, let Ms,n be a random variable
of the s-th message subject to the uniform distribution on
an alphabet Ms,n. We assume that {Ms,n}s∈S are mutually
independent. For each i ∈ I, let Si be the index set of
sources available for the i-th encoder, where Si ⊂ S. The
i-th encoder generates the channel input Xni from the set of
messagesMSi,n ≡ {Ms,n}s∈Si . For each j ∈ J , let Dj be the
index set of messages reproduced by the j-th decoder, where
Dj ⊂ S. The j-th decoder receives the channel output Y nj
and reproduces a set of messages M̂Dj,n ≡ {M̂j,s,n}s∈Dj ,
where M̂j,s,n ∈ Ms,n is the s-th message reproduced by the
j-th encoder. We expect that M̂j,s,n = Ms,n with a small
error probability for all j ∈ J and s ∈ Dj by letting n be
sufficiently large.
We call a rate vector {Rs}s∈S achievable if there is a
(possibly stochastic) code {({Φi,n}i∈I , {Ψj,n}j∈J )}∞n=1 con-
sisting of encoders Φi,n : ×s∈SiMs,n → Xni and decoders
Ψj,n : Ynj →×s∈Dj Ms,n such that
lim inf
n→∞
log |Ms,n|
n
≥ Rs for all s ∈ S (5)
lim
n→∞
P
(
M̂j,s,n 6=Ms,n for some j ∈ J and s ∈ Dj
)
= 0,
(6)
3where Xni ≡ Φi,n(MSi), M̂Dj,n ≡ Ψj,n(Y
n
j ), and the joint
distribution of (MS,n, X
n
I , Y
n
J , M̂DJ ,n) is given as
µ
MS,nX
n
IY
n
J M̂DJ ,n
(mS ,xI ,yJ , m̂DJ )
=
∏
j∈J
µ
M̂Dj ,n|Y
n
j
(m̂Dj |yj)
µY nJ |XnI (yJ |xI)
·
[∏
i∈I
µXni |MSi,n(xi|mSi)
][∏
s∈S
1
|Ms,n|
]
by letting M̂DJ ,n ≡ {M̂s,n}j∈J ,s∈Dj . Let R
channel
OP be the set
of all achievable rate vectors.
Let RchannelIT be defined as the set of all {Rs}s∈S satisfying
the condition that there are random variables {Zs}s∈S and
positive numbers {rs}s∈S such that
Rs ≥ 0 (7)∑
s∈D′j
rs ≥ H(ZD′
j
|Y j ,ZD′c
j
) (8)
Rs + rs ≤ H(Zs) (9)
for all (s, j,D′j) satisfying s ∈ S, j ∈ J , and ∅ 6= D
′
j ⊂ Dj ,
where the joint distribution of (ZnS , X
n
I , Y
n
J ) is given as
µZnSXnI Y nJ (zS ,xI ,yJ )
= µY nJ |XnI (yJ |xI)
[∏
i∈I
µXni |ZnSi
(xi|zSi)
] [∏
s∈S
µZns (zs)
]
.
(10)
It should be noted that we can eliminate {rs}s∈S from
the above conditions by employing the Fourier-Motzkin
method [7, Appendix D].
We show the following theorem, which is a generalization
of the result presented in [18].
Theorem 3: RchannelOP = R
channel
IT .
Remark 1: The capacity region of this type of channel is
derived in [28] as the set of all {Rs}s∈S that satisfy
0 ≤ Rs ≤ min
j:s∈Dj
I(Zs;Y j) for all s ∈ S,
where I(U ;V ) denotes the spectral inf-mutual information
rate. It should be noted that Theorem 3 provides an alternative
capacity region to that derived in [28].
The converse part RchannelOP ⊂ R
channel
IT will be shown
in Appendix C. To prove the achievability part RchannelOP ⊃
RchannelIT , we first consider a special case where S is the
disjoint union of {Si}i∈I . We have the following theorem,
where the code construction is given in Section III-B.
Theorem 4: Assume that S is the disjoint union of {Si}i∈I ,
that is, S =
⋃
i∈I Si and Si ∩ Si′ = ∅ for all i 6= i
′. Let
RchannelITD be defined as the set of all {Rs}s∈S satisfying the
condition that there are the random variables {Zs}s∈S and
positive numbers {rs}s∈S satisfying (7), (8), and∑
s∈S′i
[Rs + rs] ≤ H(ZS′i) (11)
for all (s, i,S ′i, j,D
′
j) satisfying s ∈ S, i ∈ I, ∅ 6= S
′
i ⊂ Si,
j ∈ J , and ∅ 6= D′j ⊂ Dj , where the joint distribution of
(ZnS , X
n
I , Y
n
J ) is given as
µZnSXnIY nJ (zS ,xI ,yJ )
= µY nJ |XnI (yJ |xI)
∏
i∈I
µXni ZnSi
(xi, zSi). (12)
Then we have RchannelOP ⊃ R
channel
ITD .
Next, by letting S = I, |Si| = 1, and Zni = X
n
i for each
i ∈ I, we have the following corollary of Theorem 4.
Corollary 5: Let {µY nJ |ZnS }
∞
n=1 be a channel with |S| inputs.
Assume that the s-th encoder has access to a single message
Mns for every s ∈ S. Let R
channel
ITS be defined as the set of
all {Rs}s∈S satisfying the condition that there are random
variables {Zs}s∈S and positive numbers {rs}s∈S satisfying
(7)–(9) for all (s, j,D′j) satisfying s ∈ S, j ∈ J , and ∅ 6=
D′j ⊂ Dj , where the joint distribution of (Z
n
S , Y
n
J ) is given as
µZnSY nJ (zS ,yJ ) = µY nJ |ZnS (yJ |zS)
∏
s∈S
µZns (zs).
Then we have RchannelOP ⊃ R
channel
ITS .
By using this corollary, we show the achievability part
RchannelOP ⊃ R
channel
IT of Theorem 3. In the following, we
assume that for given µY nJ |XnI , {µXni |ZnSi
}i∈I , and {µZns }s∈S ,
the rate vector {Rs}s∈S satisfies {Rs}s∈S ∈ RchannelIT . For a
given channel µY nJ |XnI , let us consider an |S|-input channel
µY nJ |ZnS defined as
µY nJ |ZnS (yJ |zS) ≡
∑
xI
µY nJ |XnI (yJ |xI)
∏
i∈I
µXni |ZnSi
(xi|zSi).
(13)
We reduce the scenario of multiple common messages for the
channel µY nS |XnI to the scenario for a channel µY nS |ZnS in which
the s-th input terminal has access to a single message Ms,n.
Since conditions (7)–(9) depend only on the joint distribu-
tion of (ZS ,Y J ), we can apply Corollary 5 to the channel
µY nJ |ZnS defined by (13). We have the fact that there is a code
(Φ′S,n,Ψ
′
J ,n) for this channel at {Rs}s∈S ∈ R
channel
IT . Figure
3 illustrates the code construction for the channel µY nJ |ZnS . The
code (ΦI,n,ΨJ ,n) for the channel µY nJ |XnI is given as
Φi,n(mSi) ≡Wi ({Φ
′
s(ms)}s∈Si)
Ψj,n(yj) ≡ Ψ
′
j,n(yj)
for a multiple messagemS , whereWi is a stochastic function
subject to the distribution µXni |ZnSi
for each i ∈ I. Figure 4
illustrates the construction of the i-th encoder. Since the above
discussion implies the achievability part RchannelOP ⊃ R
channel
IT ,
the proof of Theorem 3 is completed.
B. Code Construction
This section introduces a channel code for the proof of
Theorem 4. The idea for the construction is drawn from [18]
[20] [23].
For a pair of correlated sources (ZS ,Y J ), we use the
multi-terminal source code introduced in Section II, where fs
is the s-th deterministic encoder and ẐnDj is the output of the j-
th stochastic decoder. Let rs = log(|Imfs|)/n be the encoding
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rate of the s-th encoder and Error(fS) be the decoding error
of this code. It should be noted that it is unnecessary for
Error(fS) to be close to zero.
For each s ∈ S and n, let gs : Zns →Ms,n be a function,
where Rs ≡ log(|Ms,n|)/n represents the rate of the s-th
message. We can use a sparse matrix as a function gs by
assuming that Zns is an n-dimensional linear space on a finite
field. Let cs ∈ Cs,n be a vector that is generated at random
subject to the distribution {µZns (Cfs(cs))}cs∈Imfs . We can
obtain cs by generating zs ∈ Zns at random subject to the
distribution µZns and letting cs ≡ fs(zs).
In addition to fS ≡ {fs}s∈S , we fix a set of functions
gS ≡ {gs}s∈S and a set of vectors cS ≡ {cs}s∈S so that
they are available for constructing an encoder and a decoder.
For each i ∈ I, the i-th encoder uses fSi , gSi , and cSi . For
each j ∈ J , the j-th decoder uses cDj and gDj as well as
the decoder of source code, where fDj is used implicitly.
We fix the probability distributions {µZnSi
}i∈I and conditional
probability distributions {µXni |ZnSi
}i∈I .
Here, we define a constrained-random-number generator,
which is used by the i-th encoder. Let Z˜ni be a random variable
corresponding to the distribution
µ
Z˜ni |CSi,nMSi,n
(zSi |cSi ,mSi)
≡
µZnSi
(zSi)χ(fSi(zSi) = cSi , gSi(zSi) =mSi)
µZnSi
(CfSi (cSi) ∩ CgSi (mSi))
.
We define the i-th encoder Φi,n : MSi,n → X
n
i and the j-th
decoder Ψj,n : Ynj →MDj,n as
Φi,n(mSi) ≡Wi(Z˜
n
Si)
Ψj,n(yj) ≡ {gs(Ẑ
n
j,s)}s∈Dj ,
where the encoder claims an error when CfSi (cSi) ∩
CgSi
(mSi) = ∅, Wi is the channel subject to the conditional
probability distribution µXi|ZnSi
, and Ẑnj,s is the projection of
ẐnDj on Ms,n. The flow of vectors is illustrated in Fig. 5 in
Appendix F.
Let M̂Dj ,n ≡ Ψj(Y
n
j ) and Error(fS , gS , cS) be the error
probability. We have the following lemma, where the proof is
given in Appendix F.
Theorem 6: Let us assume that S is the disjoint union of
{Si}i∈I , that is, S =
⋃
i∈I Si and Si ∩ Si′ = ∅ for all i 6= i
′.
Let us assume that {(rs, Rs)}s∈S satisfies∑
s∈S′i
[Rs + rs] < H(ZS′
i
) (14)
for all (i,S ′i) satisfying i ∈ I and ∅ 6= S
′
i ⊂ Si. Then for any
δ > 0 and all sufficiently large n there are functions (sparse
matrices) gS and vectors cS such that Error(fS , gS , cS) ≤
Error(fS) + δ.
Immediately from Theorems 2 and 6, we have Theorem 4.
IV. APPLICATION TO MULTIPLE ACCESS CHANNEL
In this section, we apply code construction to a multiple
access channel, where S ≡ {0, 1, 2}, I ≡ {1, 2}, Si ≡ {0, i}
for each i ∈ I, J ≡ {0}, and D0 ≡ {1, 2}. This setting
corresponds to the situation that the first and the second
encoder have access to the 0-th message. In the following,
we denote D ≡ D0, Y ≡ Y 0, Y n ≡ Y n0 , and y ≡ y0.
From Theorem 3, we have an achievable region as the set
of all {Rs}s∈S such that there are ZS and positive numbers
{rs}s∈S satisfying
Rs ≥ 0∑
s∈D′
rs ≥ H(ZD′ |Y ,ZD′c)
Rs + rs ≤ H(Zs)
for all (s,D′) satisfying s ∈ S and ∅ 6= D′ ⊂ D. where the
joint distribution of (ZnS , X
n
I , Y
n) is given by (10).
Here, let us assume that a multiple access channel is i.i.d.
given by a conditional distribution µY |X1X2 . In addition, let
us assume that (Z0,Z1,Z2,X1,X2) are i.i.d. sources given
by the distributions µZ0 , µZ1 , µZ2 , µX1|Z0Z1 , and µX2|Z0Z2 .
By employing the Fourier-Motzkin method [7, Appendix D]
to eliminate {rs}s∈S , we have following equivalent conditions
for (R0, R1, R2) as
0 ≤ R0 ≤ I(Z0;Y |Z1, Z2)
0 ≤ R1 ≤ I(Z1;Y |Z0, Z2)
0 ≤ R2 ≤ I(Z2;Y |Z0, Z1)
R0 +R1 ≤ I(Z0, Z1;Y |Z2)
R0 +R2 ≤ I(Z0, Z2;Y |Z1)
5R1 +R2 ≤ I(Z1, Z2;Y |Z0)
R0 +R1 +R2 ≤ I(Z0, Z1, Z2;Y ),
where we use the fact that Z0, Z1, and Z2 are mutually
independent. By making the convex closure after the union
over all i.i.d. distributions µZ0 , µZ1 , µZ2 , µX1|Z0Z1 , and
µX2|Z0Z2 , we have the region equivalent to that derived in
[9]. It is shown in [9] that this region is equivalent to the
region derived in [27] specified by the conditions
0 ≤ R1 ≤ I(X1;Y |X2, U)
0 ≤ R2 ≤ I(X2;Y |X2, U)
R1 +R2 ≤ I(X1, X2;Y |U),
R0 +R1 +R2 ≤ I(X1, X2;Y ),
where the joint distribution of (U,X1, X2, Y ) is given as
µUX1X2Y (u, x1, x2, y)
≡ µY |X1X2(y|x1, x2)µX1|U (x1|u)µX2|U (x2|u)µU (u).
V. APPLICATION TO BROADCAST CHANNEL
In this section, we apply code construction to a broadcast
channel, where I ≡ {0}, S ≡ S0 ≡ {0, 1, 2}, J ≡ {1, 2},
and Dj ≡ {0, j} for each j ∈ J . This setting corresponds to
the situation that both decoders reproduce the 0-th message. In
the following, we denote X ≡ X0, Xn ≡ Xn0 , and x ≡ x0.
From Theorem 4, we have an achievable region of all {Rs}s∈S
such that there are ZS and {rs}s∈S satisfying
Rs ≥ 0∑
s∈D′
j
rs ≥ H(ZD′
j
|Y j ,ZD′c
j
)
∑
s∈S′
[Rs + rs] ≤ H(ZS′)
for all (s,S ′, j,D′j) satisfying s ∈ S, ∅ 6= S
′ ⊂ S, j ∈ J , and
∅ 6= D′j ⊂ Dj . where the joint distribution of (Z
n
S , X
n, Y nJ )
is given by (12).
Here, let us assume that a broadcast channel is i.i.d. given
by a conditional distribution µY0Y1|X . In addition, let us
assume that (X ,Z0,Z1,Z2) are i.i.d. sources given by the
distribution µXZ0Z1Z3 . By employing the Fourier-Motzkin
method [7, Appendix D] to eliminate {rs}s∈S and remove
redundant conditions, we have an inner region of RchannelOP
specified by the following conditions for (R0, R1, R2) as
0 ≤ R0 ≤ min{I(Z0;Z1Y1), I(Z0;Z2Y2)}
0 ≤ R1 ≤ I(Z1;Z0Y1)
0 ≤ R2 ≤ I(Z2;Z0Y2)
R0 +R1 ≤ I(Z1;Y1|Z0) + min{I(Z0; Y1), I(Z0;Z2Y2)}
R0 +R2 ≤ I(Z2;Y2|Z0) + min{I(Z0; Y2), I(Z0;Z1Y1)}
R1 +R2 ≤ I(Z1;Z0Y1) + I(Z2;Z0Y2)− I(Z1;Z2)
R0 +R1 +R2 ≤ I(Z1;Y1|Z0) + I(Z2;Y2|Z0)− I(Z1;Z2|Z0)
+ min{I(Z0;Y1), I(Z0; Y2)}
2R0 +R1 +R2 ≤ I(Z0Z1; Y1) + I(Z0Z2; Y2)− I(Z1;Z2|Z0).
(15)
By making the convex closure after the union over all i.i.d.
distributions µXZ0Z1Z3 , we have the fact that this region is
equivalent to the Marton inner region [4, Problem 16.10 (c)]
specified by the conditions
Ri ≥ 0 for i ∈ {0, 1, 2} (16)
R0 ≤ min{I(Z0;Y1), I(Z0;Y2)} (17)
R0 +R1 ≤ I(Z0Z1;Y1) (18)
R0 +R2 ≤ I(Z0Z2;Y2) (19)
R0 +R1 +R2 ≤ I(Z1;Y1|Z0) + I(Z2;Y2|Z0)− I(Z1;Z2|Z1)
+ min{I(Z0;Y1), I(Z0;Y2)}, (20)
where the equivalence comes from the result presented in [17].
It should noted that this region is also equivalent to the
Gel’fand-Pinsker region [8] specified by inequalities (16), (17),
(20), and
R0 +R1 ≤ I(Z1;Y1|Z0) + min{I(Z0;Y1), I(Z0;Y2)}
R0 +R2 ≤ I(Z2;Y2|Z0) + min{I(Z0;Y2), I(Z0;Y1)},
and the Liang-Kramer-Poor region [14] specified by inequal-
ities (15), (16), and (18)–(20).
APPENDIX
A. Entropy and Mutual Information for General Sources
First, we review the definition of the limit supe-
rior/inferior in probability introduced in [11]. For a sequence
{Un}∞n=1 of random variables, the limit superior in proba-
bility p-limsupn→∞ Un and the limit inferior in probability
p-liminfn→∞ Un are defined as
p-limsup
n→∞
Un ≡ inf
{
θ : lim
n→∞
P (Un > θ) = 0
}
p-liminf
n→∞
Un ≡ sup
{
θ : lim
n→∞
P (Un < θ) = 0
}
.
We have the following relations [11, Section 1.3]:
p-limsup
n→∞
[Un + Vn] ≤ p-limsup
n→∞
Un + p-limsup
n→∞
Vn (21)
p-limsup
n→∞
[Un + Vn] ≥ p-limsup
n→∞
Un + p-liminf
n→∞
Vn (22)
p-liminf
n→∞
[Un + Vn] ≤ p-limsup
n→∞
Un + p-liminf
n→∞
Vn (23)
p-liminf
n→∞
[Un + Vn] ≥ p-liminf
n→∞
Un + p-liminf
n→∞
Vn (24)
p-limsup
n→∞
[−Un] = p-liminf
n→∞
Un. (25)
For a sequence {µUn}∞n=1 of probability distributions corre-
sponding to U , we define the spectral inf-entropy rate H(U)
as
H(U) ≡ p-liminf
n→∞
1
n
log2
1
µUn(Un)
.
For a general sequence {µUnV n}∞n=1 of joint probability
distributions corresponding to (U ,V ) = {(Un, V n)}∞n=1, we
define the spectral conditional sup-entropy rate H(U |V ), the
spectral conditional inf-entropy rate H(U |V ), and the spectral
inf-information rate I(U ;V ) as
H(U |V ) ≡ p-limsup
n→∞
1
n
log2
1
µUn|Vn(U
n|V n)
H(U |V ) ≡ p-liminf
n→∞
1
n
log2
1
µUn|Vn(U
n|V n)
I(U ;V ) ≡ p-liminf
n→∞
1
n
log2
µUn|V n(U
n|V n)
µUn(Un)
.
In the following, we introduce some inequalities that we use
in the proof of the converse part. Trivially, we have
H(U |V ) ≥ H(U |V ) ≥ 0.
6From [11, Lemma 3.2.1, Definition 4.1.3], we have
p-liminf
n→∞
1
n
log2
µUn(Un)
µVn(Un)
≥ 0, (26)
which implies that
I(U ;V ) = p-liminf
n→∞
1
n
log2
µUn|V n(U
n|V n)
µUn(Un)
= p-liminf
n→∞
1
n
log2
µUnV n(U
n, V n)
µUn(Un)µV n(V n)
≥ 0. (27)
We show the following lemmas.
Lemma 1: Let Un be the alphabet of Un. Then
H(U ) ≤ lim sup
n→∞
log2 |Un|
n
.
Proof: We have
lim sup
n→∞
log2 |Un|
n
−H(U)
= p-limsup
n→∞
log2 |Un|
n
− p-limsup
n→∞
1
n
log2
1
µUn(Un)
= p-limsup
n→∞
log2 |Un|
n
+ p-liminf
n→∞
1
n
log2 µUn(U
n)
≥ p-liminf
n→∞
1
n
log2(|Un|µUn(U
n))
= p-liminf
n→∞
1
n
log2
µUn(U
n)
1/|Un|
≥ 0, (28)
where the second equality comes from (25), the first inequality
comes from (23), and the second inequality comes from (26)
by letting µVn be the uniform distribution on Un.
Lemma 2: H(U |V ) ≥ H(U |V ,W ).
Proof: We have
H(U |V )−H(U |V ,W )
= p-limsup
n→∞
1
n
log2
1
µUn|V n(Un|V n)
− p-limsup
n→∞
1
n
log2
1
µUn|V nWn(Un|V n,Wn)
= p-limsup
n→∞
1
n
log2
1
µUn|V n(Un|V n)
+ p-liminf
n→∞
1
n
log2 µUn|V nWn(U
n|V n,Wn)
≥ p-liminf
n→∞
1
n
log2
µUn|V nWn(U
n|V n,Wn)
µUn|V n(Un|V n)
= p-liminf
n→∞
1
n
log2
µUnV nWn(U
n, V n,Wn)
µUn|V n(Un|V n)µV nWn(V n,Wn)
≥ 0, (29)
where the second equality comes from (25), the first inequality
comes from (23), and the second inequality comes from (26).
B. Proof of RsourceOP ⊂ R
source
IT
We use the following lemma, which is analogous to the
Fano inequality.
Lemma 3 ( [18, Lemma 7]): Let (U ,V ) ≡ {(Un, Vn)}∞n=1
be a sequence of two random variables. If there is a sequence
{Ψn}∞n=1 of (possibly stochastic) functions independent of
(U ,V ) satisfying the condition
lim
n→∞
P(Ψn(Vn) 6= Un) = 0,
then
H(U |V ) = 0.
Proof: When {Ψn}∞n=1 is a sequence of deterministic
functions, the lemma is the same as [18, Lemma 7]. When
{Ψn}
∞
n=1 is a sequence of stochastic functions, we can obtain
a sequence {ψn}∞n=1 of deterministic functions such that
P(ψn(Vn) 6= Un) ≤
∑
ψn
P(Ψn = ψn)P(ψn(Vn) 6= Un)
= P(Ψn(Vn) 6= Un)
for all n from the random coding argument and the fact that
Ψn is independent of (Un, Vn). Then we have the lemma by
using [18, Lemma 7].
In the following, we show RsourceOP ⊂ R
source
IT by using the
above lemma.
Assume that {rs}s∈S ∈ R
source
OP . Then there is a code
{({Fs,n}s∈S , {Ψj,n}j∈J )}∞n=1 satisfying (1) and (2).
For j ∈ J and D′j ⊂ Dj , let Ψj,D′j,n(CDj , Y
n
j ) be the
projection of Ψj,n(CDj , Y
n
j ) on ×s∈D′j Z
n
s . Then we have
lim
n→∞
P(Ψj,D′j,n(CDj ,n, Y
n
j ) 6= Z
n
D′j
) = 0
from (2). From Lemma 3, we have
H(ZD′
j
|CD′
j
,CD′c
j
,Y j ,ZD′c
j
) = H(ZD′
j
|CDj ,Y j ,ZD′cj )
≤ H(ZD′j |CDj ,Y j)
= 0. (30)
From (30) and H(ZD′
j
|CD′
j
,Y j ,ZD′c
j
) ≥ 0, we have
H(ZD′j |CD′j ,Y j ,ZD′cj ) = 0 (31)
for any (j,D′j) satisfying j ∈ J and ∅ 6= D
′
j ⊂ Dj .
Next, we show the relation (32), which appears on the
top of the next page, where the second equality comes from
the fact that CD′
j
,n ↔ Z
n
D′j
↔ (CD′c
j
,n, Y
n
j , Z
n
D′cj
) and
CD′cj ,n ↔ Z
n
D′cj
↔ (CD′j ,n, Y
n
j , Z
n
D′j
) form Markov chains,
and inequalities comes from (21), (22), and (24).
Finally, we have∑
s∈D′j
rs
≥
∑
s∈D′j
lim sup
n→∞
log2 |Cs,n|
n
≥ lim sup
n→∞
log2 |×s∈D′j Cs,n|
n
≥ H(CD′j )
7H(CD′j ) +H(ZD′j |CD′j ,CD′cj ,Y j ,ZD′cj )
= p-limsup
n→∞
1
n
log2
1
µCD′
j
,n
(CD′j ,n)
+ p-limsup
n→∞
1
n
log2
1
µZn
D′
j
|CD′
j
,nCD′c
j
,nY
n
j Z
n
D′c
j
(ZnD′j
|CD′j ,n, CD′cj ,n, Y
n
j , Z
n
D′cj
)
≥ p-limsup
n→∞
1
n
log2
1
µCD′
j
,n
(CD′j ,n)µZnD′
j
|CD′
j
,nCD′c
j
,nY
n
j Z
n
D′c
j
(ZnD′j
|CD′j ,n, CD′cj ,n, Y
n
j , Z
n
D′cj
)
= p-limsup
n→∞
1
n
log2
µCD′
j
,n|Y
n
j Z
n
D′c
j
(CD′j ,n|Y
n
j , Z
n
D′cj
)
µZn
D′
j
|Y nj Z
n
D′c
j
(ZnD′j
|Y nj , Z
n
D′cj
)µCD′
j
,n|Z
n
D′
j
(CD′
j
,n|ZnD′j
)µCD′
j
,n
(CD′
j
,n)
≥ p-limsup
n→∞
1
n
log2
1
µZn
D′
j
|Y nj Z
n
D′c
j
(ZnD′j
|Y nj , Z
n
D′cj
)
+ p-liminf
n→∞
1
n
log2
1
µCD′
j
,n|Z
n
D′
j
(CD′j ,n|Z
n
D′j
)
+ p-liminf
n→∞
1
n
log2
µCD′
j
,n|Y
n
j Z
n
D′c
j
(CD′
j
,n|Y
n
j , Z
n
D′cj
)
µCD′
j
,n
(CD′j ,n)
= H(ZD′
j
|Y j ,ZD′c
j
) +H(CD′
j
|ZD′
j
) + I(CD′
j
;Y j ,ZD′c
j
) (32)
= H(CD′
j
) +H(ZD′
j
|CD′
j
,CD′c
j
,Y j ,ZD′c
j
)
≥ H(ZD′j |Y j ,ZD′cj ) +H(CD′j |ZD′j) + I(CD′j ;Y j ,ZD′cj )
≥ H(ZD′j |Y j ,ZD′cj ) (33)
for all (j,D′j) satisfying j ∈ J and ∅ 6= D
′
j ⊂ Dj , where the
second inequality comes from the fact that Cs,n ∈Ms,n, the
second equality comes from (31), the third inequality comes
from (32), and the last inequality comes from the fact that
H(CD′
j
|ZD′
j
) ≥ 0 and I(CD′
j
;Y j ,ZD′c
j
) ≥ 0.
C. Proof of RchannelOP ⊂ R
channel
IT
In the following, we prove RchannelOP ⊂ R
channel
IT .
Assume that {Rs}s∈S ∈ RchannelOP . Then there is a code
{({Φi,n}i∈I , {Ψj,n}j∈J )}∞n=1 that satisfies (5) and (6) for all
i ∈ I and j ∈ J .
For j ∈ J and D′j ⊂ Dj , let Ψj,D′j,n(Y
n
j ) be the projection
of Ψj,n(Y
n
j ) on ×s∈D′j Ms,n. Then we have
lim
n→∞
P (Ψj,D′j,n(Y
n
j ) 6=MD′j ,n) = 0
from (6). From Lemma 3, we have
H(MD′
j
|Y j ,MD′c
j
) ≤ H(MD′
j
|Y j)
= 0. (34)
From (34) and H(MD′
j
|Y j ,MD′c
j
) ≥ 0, we have
H(MD′
j
|Y j ,MD′c
j
) = 0
for any (j,D′j) satisfying j ∈ J and ∅ 6= D
′
j ⊂ Dj . Let rs ≡ 0
for each s ∈ S. Then it is clear that∑
s∈D′j
rs ≥ H(MD′j |Y j ,MD′cj ) (35)
for all (j,D′j) satisfying j ∈ J and ∅ 6= D
′
j ⊂ Dj .
Assume that s ∈ S. Since the distribution µMs,n of Ms,n
is uniform on Ms,n, we have the fact that
1
n
log
1
µMs,n(ms)
=
1
n
log |Ms,n|
≥ lim inf
n→∞
1
n
log |Ms,n| − δ (36)
for all ms ∈ Ms,n, δ > 0, and sufficiently large n. This
implies that
lim
n→∞
P
(
1
n
log
1
µMs,n(Ms,n)
< lim inf
n→∞
1
n
log |Ms,n| − δ
)
= 0, (37)
where we use the fact that µMs,n(ms) = 0 for all ms /∈
Ms,n. Let M s ≡ {Ms,n}
∞
n=1 be a general source
1. Then we
have
lim inf
n→∞
1
n
log |Ms,n| − δ ≤ H(M s) (38)
from (37) and the definition of H(Ms). We have
Rs + rs = Rs
≤ lim inf
n→∞
log |Ms,n|
n
≤ H(M s) + δ (39)
for all s ∈ S, where the equality comes from the fact that
rs = 0, the first inequality comes from (5), and the second
inequality comes from (38). By letting δ → 0, we have
Rs + rs ≤ H(M s). (40)
Let Zs ≡Ms for each s ∈ S and Xi ≡ {Φi,n(MSi,n)}
∞
n=1
for each i ∈ I. Since messages {Ms}s∈S are mutually
independent, the joint distribution of (ZnS , X
n
I , Y
n
J ) is given as
(10). Then, from (35) and (40), we have {Rs}s∈S ∈ RchannelIT ,
which implies RchannelOP ⊂ R
channel
IT .
1 We can assume that Ms,n ⊂ Zns without loss of generality.
8D. (α,β)-hash property
In this section, we review the hash property introduced
in [18] [22] and show two basic lemmas. For the set F of
functions, let ImF ≡
⋃
F∈F{Fz : z ∈ Z
n}.
Definition 1 ( [18, Definition 3]): Let Fn be a set of
functions on Un. For a probability distribution pFn on Fn,
we call a pair (Fn, pFn) an ensemble. Then, (Fn, pFn) has
an (αFn , βFn)-hash property if there is a pair (αFn , βFn)
depending on pFn such that∑
z′∈Un\{z}:
pFn ({f :f(z)=f(z
′)})>
αFn
|ImFn|
pFn ({f : f(z) = f(z
′)}) ≤ βFn
(41)
for any z ∈ Zn. Consider the following conditions for two
sequences αF ≡ {αFn}
∞
n=1 and βF ≡ {βFn}
∞
n=1
lim
n→∞
αFn = 1 (42)
lim
n→∞
1
n
log(1 + βFn) = 0 (43)
lim
n→∞
1
n
logαFn = 0 (44)
lim
n→∞
βFn = 0. (45)
Then, we say that (F ,pF ) has an (αF ,βF )-balanced-
coloring property if αF and βF satisfy (41), (42), and
(43). We say that (F ,pF ) has an (αF ,βF )-collision-resistant
property if αF and βF satisfy (41), (44), and (45). We say
that (F ,pF ) has an (αF ,βF )-hash property if αF and βF
satisfy (41), (42), and (45). Throughout this paper, we omit
the dependence of F and F on n.
It should be noted that when F is a two-universal class of
hash functions [6] and pF is the uniform distribution on F ,
then (F ,pF ) has a (1,0)-hash property. Random binning [2]
and the set of all linear functions [3] are two-universal classes
of hash functions. It is proved in [21, Section III-B] that an
ensemble of sparse matrices has a hash property. It is proved
in [19, Section IV-B] that an ensemble of systematic2 sparse
matrices has a balanced-coloring property.
We introduce lemmas that are multiple extensions of the
balanced-coloring property and the collision-resistant prop-
erty. We use the following notations. For each s ∈ S, let
Fs be a set of functions on Zns and cs ∈ ImFs. Let
ZnS′ ≡×s∈S′ Zns and
αFS′ ≡
∏
s∈S′
αFs
βFS′ ≡
∏
s∈S′
[βFs + 1]− 1,
where
∏
s∈∅ θs ≡ 1. It should be noted that
lim
n→∞
αFS′ = 1
lim
n→∞
1
n
log(1 + βFS′ ) = 0
lim
n→∞
1
n
logαFS′ = 0
lim
n→∞
βFS′ = 0
2The square part of the matrix is identity.
for every S ′ ⊂ S when (αFs ,βFs) satisfies (42), (43), (44),
and (45), respectively, for all s ∈ S. For T ⊂ ZnS and zS′ ∈
ZnS′ , let TS′ and TS′c|S′(zS′) be defined as
TS′ ≡ {zS′ : (zS′ , zS′c) ∈ T for some zS′c ∈ ZS′c}
TS′c|S′(zS′) ≡ {zS′c : (zS′ , zS′c) ∈ T }.
The following lemma is related to the balanced-coloring
property, which is an extension of the leftover hash lemma [12]
and the balanced-coloring lemma [1, Lemma 3.1] [4, Lemma
17.3]. This lemma implies that there is an assignment that
splits a set equally.
Lemma 4: For each s ∈ S, let Fs be a set of functions
on Zns and pFs be the probability distribution on Fs, where
(Fs, pFs) satisfies (41). We assume that the random variables
FS ≡ {Fs}s∈S are mutually independent. Then
EFS
[∑
cS
∣∣∣∣Q(T ∩ CFS (cS))Q(T ) − 1∏s∈S |ImFs|
∣∣∣∣
]
≤
√√√√
αFS − 1 +
∑
S′⊂S:
S′ 6=∅
αFS′c [βFS+1]
[∏
s∈S′ |ImFs|
]
QS′c
Q(T )
for any function Q : ZS → [0,∞) and T ⊂ ZnS , where
QS′c ≡

max
zS∈T
Q(zS) if S ′c = S
max
zS′∈TS′
∑
zS′c∈TS′c|S′(zS′ )
Q(zS′ , zS′c) if ∅ 6= S ′c ( S
(46)
Proof: Let pzs,z′s ≡ pFs ({fs : fs(zs) = fs(z
′
s)}) and
let CS be the random variable corresponding to the uniform
distribution on ×s∈S ImFs. In the following, we use the
relation ∑
zs∈Z
n
s
p
zs,z
′
s
>
αFs
|ImFs|
pzs,z′s =
∑
zs∈Z
n
s \{z
′
s}
p
zs,z
′
s
>
αFs
|ImFs|
pzs,z′s + pz′s,z′s
≤ βFs + 1 (47)
for all z′s ∈ Z
n
s , which comes from (41) and the fact that
pz′s,z′s = 1,
First, we have∑
zS∈T
p
zs,z
′
s
>
αFs
|ImFs|
for all s∈S′
p
zs,z
′
s
≤
αFs
|ImFs|
for all s∈S′c
Q(zS)
∏
s∈S
pzs,z′s
=
∑
zS′∈TS′
p
zs,z
′
s
>
αFs
|ImFs|
[∏
s∈S′
pzs,z′s
]
·
∑
zS′c∈TS′c|S′(zS′ ):
p
zs,z
′
s
≤
αFs
|ImFs|
Q(zS′ , zS′c)
∏
s∈S′c
pzs,z′s
≤
[ ∏
s∈S′c
αFs
|ImFs|
] ∑
zS′∈TS′ :
p
zs,z
′
s
>
αFs
|ImFs|
[∏
s∈S′
pzs,z′s
]
·
∑
zS′c∈TS′c|S′(zS′ )
Q(zS′ , zS′c)
9≤ QS′c
[ ∏
s∈S′c
αFs
|ImFs|
] ∏
s∈S′

∑
zs∈Z
n
s :
p
zs,z
′
s
>
αFs
|ImFs|
pzs,z′s

≤ QS′c
[ ∏
s∈S′c
αFs
|ImFs|
] ∏
s∈S′
[βFs + 1]
=
αFS′c
[
βFS′ + 1
]
QS′c∏
s∈S′c |ImFs|
(48)
for all (z′S ,S
′) satisfying z′S ∈ T and ∅ 6= S
′ ( S, where
the second inequality comes from (46) and the third inequality
comes from (47). It should be noted that (48) is valid for the
cases S ′c = ∅ and S ′c = S by letting Q∅ ≡ Q(T ) because∑
zS∈T :
p
zs,z
′
s
≤
αFs
|ImFs|
for all s∈S
Q(zS)
∏
s∈S
pzs,z′s ≤
αFSQ(T )∏
s∈S |ImFs|
=
αFS
[
βF∅ + 1
]
Q∅∏
s∈S |ImFs|
(49)
and ∑
zS∈T :
p
zs,z
′
s
>
αFs
|ImFs|
for all s∈S
Q(zS)
∏
s∈S
pzs,z′s
≤
[
max
zS∈T
Q(zS)
] ∑
zS∈T :
p
zs,z
′
s
>
αFs
|ImFs|
for all s∈S
∏
s∈S
pzs,z′s
≤
[
max
zS∈T
Q(zS)
]∏
s∈S

∑
zs∈Z
n
s :
p
zs,z
′
s
>
αFs
|ImFs|
pzs,z′s

≤
[
max
zS∈T
Q(zS)
]∏
s∈S
[βFs + 1]
=
αF∅ [βFS + 1]QS∏
s∈∅ |ImFs|
. (50)
Then we have∑
zS∈T
Q(zS)
∏
s∈S
pzs,z′s
≤
∑
S′⊂S
∑
zS∈T :
p
zs,z
′
s
>
αFs
|ImFs|
for all s∈S′
p
zs,z
′
s
≤
αFs
|ImFs|
for all s∈S′c
Q(zS)
∏
s∈S
pzs,z′s
≤
∑
S′⊂S
αFS′c
[
βFS′ + 1
]
QS′c∏
s∈S′c |ImFs|
=
αFSQ(T )∏
s∈S |ImFs|
+
∑
S′⊂S:
S′ 6=∅
αFS′c
[
βFS′ + 1
]
QS′∏
s∈S′c |ImFs|
(51)
for all z′S ∈ T , where the equality comes from the fact that
Q∅ = Q(T ) and βF∅ = 0.
Next, let CS be the random variable subject to the uniform
distribution on ×s∈S ImFs. From (51), we have
EFSCS
[ ∑
zS∈T
Q(zS)χ(FS(zS) = CS)
]2
=
∑
z′S∈T
Q(z′S)
∑
zS∈T
Q(zS)
·EFS [χ(FS(zS) = FS(z
′
S))ECS [χ(FS(zS) = CS)]]
=
1∏
s∈S |ImFs|
∑
z′S∈T
Q(z′S)
∑
zS∈T
Q(zS)
∏
s∈S
pzs,z′s
≤
αFSQ(T )
2[∏
s∈S |ImFs|
]2
+
Q(T )∏
s∈S |ImFs|
∑
S′⊂S:
S′ 6=∅
αFS′c
[
βFS′ + 1
]
QS′c∏
s∈S′c |ImFs|
. (52)
Then we have
EFSCS
[[
Q (T ∩ CFS (CS))
∏
s∈S |ImFs|
Q(T )
− 1
]2]
= EFSCS
[ ∑
zS∈T
Q(z)χ(FS(zS) = CS)
∏
s∈S |ImFs|
Q(T )
]2
− 2EFSCS
[ ∑
zS∈T
Q(z)χ(FS(zS) = CS)
∏
s∈S |ImFs|
Q(T )
]
+ 1
= EFSCS
[ ∑
zS∈T
Q(z)χ(FS(zS) = CS)
∏
s∈S |ImFs|
Q(T )
]2
− 2
∑
zS∈T
Q(z)EFSCS [χ(FS(zS) = CS)]
∏
s∈S |ImFs|
Q(T )
+ 1
=
[∏
s∈S
|ImFs|
]2
Q(T )2
EFSCS
[ ∑
zS∈T
Q(zS)χ(FS(zS) = CS)
]2
− 1
≤ αFS − 1 +
∑
S′⊂S
S′ 6=∅
αFS′c
[
βFS′ + 1
] [∏
s∈S′ |ImFs|
]
QS′c
Q(T )
,
(53)
where the inequality comes from (52).
Finally, the lemma is shown as
EFS
[∑
cS
∣∣∣∣Q (T ∩ CFS (cS))Q(T ) − 1∏s∈S |ImFs|
∣∣∣∣
]
= EFSCS
[∣∣∣∣Q (T ∩ CFS (CS))∏s∈S |ImFs|Q(T ) − 1
∣∣∣∣]
= EFSCS
√[Q (T ∩ CFS (CS))∏s∈S |ImFs|
Q(T )
− 1
]2
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≤
√√√√EFSCS
[[
Q (T ∩ CFS (CS))
∏
s∈S |ImFs|
Q(T )
− 1
]2]
≤
√√√√
αFS − 1 +
∑
S′⊂S:
S′ 6=∅
αFS′c [βFS+1]
[∏
s∈S′ |ImFs|
]
QS′c
Q(T )
,
(54)
where the first inequality comes from the Jensen inequality.
The following lemma is a multiple extension of the
collision-resistant property. This lemma implies that there is
an assignment such that every bin contains at most one item.
Lemma 5 ( [21, Lemma 7]): For each s ∈ S, let Fs be a
set of functions on Zns and pFs be the probability distribution
on Fs, where (Fs, pFs) satisfies (41). We assume that random
variables FS ≡ {Fs}s∈S are mutually independent. Then
pFS ({fS : [T \ {zS}] ∩ CfS (fS(zS)) 6= ∅})
≤
∑
S′⊂S:
S′ 6=∅
αFS′
[
βFS′c + 1
]
OS′∏
s∈S′ |ImFs|
+ βFS
for all T ⊂ ZnS and zS ∈ Z
n
S , where
OS′ ≡
{
|T | if S ′ = S,
max
zS′c∈TS′c
∣∣TS′|S′c (zS′c)∣∣ , if ∅ 6= S ′ ( S
Proof: Let pzs,z′s ≡ pFs ({fs : fs(zs) = fs(z
′
s)}). By
interchanging S ′ and S ′c, and letting O∅ = 1 and Q(zS) ≡ 1
for each zS ∈ Z
n
S , we have the fact that∑
zS′∈T
p
zs,z
′
s
≤
αFs
|ImFs|
for all s∈S′
p
zs,z
′
s
>
αFs
|ImFs|
for all s∈S′c
∏
s∈S′
pzs,z′s ≤
αFS′
[
βFS′c + 1
]
OS′∏
s∈S′ |ImFs|
(55)
for all z′S′ ∈ Z
n
S′ and S
′ ⊂ S from (48). Then we have
pFS ({fS : [T \ {zS}] ∩ CFS (FSzS) 6= ∅})
≤
∑
zcS∈T \{z′S}
pFS ({fS : fS(zS) = fS(z
′
S)})
=
∑
zS∈T \{z′S}
pFS ({fS : fs(zs) = fs(z
′
s) for all s ∈ S})
=
∑
zS∈T
∏
s∈S
pzs,z′s −
∏
s∈S
pz′s,z′s
=
∑
S′⊂S
∑
zS∈T \{z
′
S}
p
zs,z
′
s
≤
αFs
|ImFs|
for all s∈S′
p
zs,z
′
s
>
αFs
|ImFs|
for all s∈S′c
∏
s∈S
pzs,z′s − 1
≤
∑
S′⊂S
αFS′
[
βFS′c + 1
]
OS′∏
s∈S |ImFs|
− 1
=
∑
S′⊂S:
S′ 6=∅
αFS′
[
βFS′c + 1
]
OS′∏
s∈S′ |ImFs|
+ βFS (56)
for all T ⊂ ZnS′ and z
′
S′ ∈ Z
n
S′ , where the third equality
comes from the fact that pz′s,z′s = 1, the second inequality
comes from (55), and the last equality comes from the fact
that αF∅ = 1, βF∅c = βFS ,
∏
s∈∅ |ImFs| = 1, and O∅ = 1.
E. Proof of Theorem 2
In the following, we omit the dependence of Z , C, Y , and
Ẑ on n when they appear in the subscript of µ.
First, we prove the following lemma, where we omit the
dependence of Y , D, and δ on j ∈ J .
Lemma 6: Let (ZD,Y ) be a pair of general correlated
sources and
T ZD ≡
(zD,y) :
1
n
log
1
µZD′ |ZD′cY (zD′ |zD′c ,y)
≤ H(ZD′ |Y ,ZD′c) + ε
for all D′ satisfying ∅ 6= D′ ⊂ D
 .
For a given {rs}s∈D satisfying (4) for every D
′ satisfying
∅ 6= D′ ⊂ D, assume that (Fs,pFs) has the collision-resistant
property for every s ∈ Dj , where rs = log(|ImFs|)/n. Then
for any δ > 0 and all sufficiently large n there are functions
(sparse matrices) fD ≡ {fs}s∈D such that
µZnDY n ({(zD,y) : ẑD(fD(zD)|y) 6= zD}) ≤ δ,
where ẑD(cD|y) outputs one of the elements in T ZD ∩
CfD (cD) and declares an error when T ZD ∩ CfD (cD) = ∅.
Proof: Let T ZD (y) ≡ {zD : (zD,y) ∈ T ZD} and
assume that (zD,y) ∈ T ZD and ẑD(fD(zD)|y) 6= zD . Then[
T ZD (y) \ {zD}
]
∩ CfD (fD(zD)) 6= ∅. We have
EFD [χ(ẑD(FD(zD)|y) 6= zD)]
≤ pFD
({
f :
[
T ZD (y) \ {zD}
]
∩ CfD (fD(zD)) 6= ∅
})
≤
∑
D′⊂D:
D′ 6=∅
αFD′
[
βFD′c + 1
]
OD′∏
s∈D′ |ImFs|
+ βFD
≤
∑
D′⊂D:
D′ 6=∅
αFD′
[
βFD′c + 1
]
2−n[
∑
s∈D′ rs−H(ZD′ |Y ,ZD′c )−ε]
+ βFD ,
(57)
where the second inequality comes from Lemma 5 and the
third inequality comes from OD′ ≤ 2
n[H(ZD′ |Y ,ZD′c )+ε]. We
have
EFD [{(zD,y) : ẑD(FD(zD)|y) 6= zD}]
= EFD
[∑
zD,y
µZDY (zD,y)χ(ẑD(FD(zD)|y) 6= zD)
]
=
∑
(zD ,y)∈T ZD
µZDY (zD,y)EFD [χ(ẑD(FD(zD)|y) 6= zD)]
+
∑
(zD ,y)∈T
c
ZD
µZDY (zD,y)EFD [χ(ẑD(FD(zD)|y) 6= zD)]
≤
∑
D′⊂D:
D′ 6=∅
αFD′
[
βFD′c + 1
]
2−n[
∑
s∈D′ rs−H(ZD′ |Y ,ZD′c )−ε]
+ βFD + µZDY (T
c
ZD
).
(58)
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From this inequality and the fact that log(αFD′ )/n → 0,
βFD′ → 0, µZDY (T
c
ZD
) → 0, we have the fact that for all
δ > 0 and sufficiently large n there are {fs}s∈D such that the
error probability is less than δ for all sufficiently large n when
{rs}s∈D satisfies∑
s∈D′
rs > H(ZD′ |ZD′c ,Y ) + ε
for all D′ satisfying ∅ 6= D′ ⊂ D by letting sufficiently small
ε > 0.
Next, we introduce the following lemma.
Lemma 7 ( [24, Corollary 2]): Let (U, V ) be a pair
consisting of a state U and an observation V and µUV be
the joint distribution of (U, V ). We make a stochastic decision
with µU|V , that is, the joint distribution of (U, V ) and a guess
Û of the state U is given as
µ
UV Û
(u, v, û) ≡ µUV (u, v)µU|V (û|v).
Then the decision error probability of this rule is at most
twice the decision error probability of any (possibly stochastic)
decision, that is,
P
(
Û 6= U
)
≤ 2P
(
Û ′ 6= U
)
,
where
µ
UV Û ′
(u, v, û) ≡ µUV (u, v)µÛ ′|V (û|v)
for any probability distribution µ
Û ′|V .
Finally, we prove Theorem 2. The joint distribution of
(ZnDj , CDj ,n, Y
n
j ) is given as
µZDjCDjYj (zDj , cDj ,yj)
= µZDjYj (zDj ,yj)χ(fDj (zDj) = cDj ).
Then we have
µZDj |CDjYj (zDj |cDj ,yj)
=
µZDjCDjYj (zDj , cDj ,yj)∑
zDj
µZDjCDjYj (zDj , cDj ,yj)
=
µZDj ,Yj (zDj ,yj)χ(fDj (zDj ) = cDj )∑
zDj
µZDj ,Yj (zDj ,yj)χ(fDj (zDj ) = cDj )
=
µZDj |Yj (zDj |yj)χ(fDj (zDj ) = cDj)∑
zDj
µZDj |Yj (zDj |yj)χ(fDj (zDj) = cDj )
= µ
ẐDj |CDjYj
(zDj |cDj ,yj), (59)
that is, the constrained-random-number generator defined by
(3) is a stochastic decision with µZDj |CDjYj . By applying
Lemmas 6 and 7, we have the fact that
P
(
ẐnDj 6= Z
n
Dj
)
≤ 2P
(
ẑDj (fDj (Z
n
Dj )|Y
n
j ) 6= Z
n
Dj
)
= 2µZDjYj
({
(zDj ,yj) : ẑDj(fDj (zDj )|yj) 6= zDj
})
≤ 2δj (60)
for given positive numbers {δj}j∈J and all sufficiently large
n. When Ẑnj,s 6= Z
n
s for some j ∈ J and s ∈ Dj , we have
ẐnDj 6= Z
n
Dj
for some j ∈ J . From this fact, we have
EFS [Error(FS)] ≤ EFS
∑
j∈J
P
(
ẐnDj 6= Z
n
Dj
)
=
∑
j∈J
EFDj
[
P
(
ẐnDj 6= Z
n
Dj
)]
≤ 2
∑
j∈J
δj (61)
for all positive values {δj}j∈J and all sufficiently large n. We
obtain the theorem by letting 2
∑
j∈J δj < δ.
F. Proof of Theorem 6
Before the proof of the theorem, in Fig. 5 we illustrate the
code construction for a simple case.
Here, we prove the theorem. For a given {(rs, Rs)}s∈S
that sarisfies (14) for all (i,S ′i) satisfying i ∈ I and ∅ 6=
S ′i ⊂ Si, assume that (Gs,pGs) have a balanced-coloring
property for every s ∈ S, where rs = log(|Imfs|)/n and
Rs = log(|ImGs|)/n.
In the following, we omit the dependence of Z , C, Y , and
Ẑ on n. Let
CfSigSi
(cSi ,mSi) ≡ CfSi (cSi) ∩ CgSi (mSi).
We use the fact without notice that {CfSgS (cS ,mS))}cS ,mS
is a partition of ZnS , and {Si}i∈I is a partition of S,
The error probability Error(fS , gS , cS) is evaluated as (62),
which appears on the top of the next page, where the first and
the second terms on the right hand side of (62) correspond
to the encoding error and the decoding error probabilities,
respectively.
The expectation of the first term on the right hand side of
(62) is evaluated as
EGSCS

∑
mS ,zS ,ẑDJ :
zS∈CfSGS (CS ,mS)
ẑDj 6=zDj for some j∈J
µ
ZS ẐDJ
(zS , ẑDJ )
µZS (CfS (CS))

= EGS

∑
cS ,mS ,zS ,ẑDJ :
zS∈CfSGS (cS ,mS)
ẑDj 6=zDj for some j∈J
µ
ZS ẐDJ
(zS , ẑDJ )

=
∑
zS ,ẑDJ :
ẑDj 6=zDj for some j∈J
µ
ZS ẐDJ
(zS , ẑDJ )
= Error(fS), (63)
where the first equality comes from the fact that CS is gener-
ated at random subject to the distribution {µZS (CfS (cS))}cS ,
and the last equality comes from the definition of Error(fS).
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Error(fS , gS , cS)
=
∑
mS :
µZSi
(CfSi gSi
(cSi ,mSi ))=0 for some i∈I
∏
i∈I
1∏
s∈Si
|ImGs|
+
∑
mS ,zS ,xI ,yJ ,ẑDJ :
µZSi
(CfSi gSi
(cSi ,mSi ))>0 for all i∈I
zSi∈CfSi gSi
(cSi ,mSi ) for all i∈I
gs(ẑj,s) 6=ms for some j∈J ,s∈Dj
∏
j∈J
µ
ẐDj |Yj
(ẑDj |yj)µYj |XI (yj |xI)
∏
i∈I
µXi|ZSi (xi|zSi)µZSi (zSi)
µZSi (CfSigSi (cSi ,mSi))
∏
s∈Si
|ImGs|
=
∑
mS :
µZS (CfSgS (cS ,mS))=0
∏
i∈I
1∏
s∈Si
|ImGs|
+
∑
mS ,zS ,yJ ,ẑDJ :
µZS (CfSgS (cS ,mS))>0
zS∈CfSgS (cS ,mS)
gs(ẑj,s) 6=ms for some j∈J ,s∈Dj
µ
ZSYJ ẐDJ
(zS ,yJ , ẑDJ )
µZS (CfSgS (cS ,mS))
∏
s∈S |ImGs|
≤
∑
mS :
µZS (CfSgS (cS ,mS))=0
∏
i∈I
1∏
s∈Si
|ImGs|
+
∑
mS ,zS ,yJ ,ẑDJ :
µZS (CfSgS (cS ,mS))>0
zS∈CfSgS (cS ,mS)
gs(ẑj,s) 6=ms for some j∈J ,s∈Dj
µ
ZSYJ ẐDJ
(zS ,yJ , ẑDJ )
µZS (CfS (cS))
+
∑
mS ,zS ,yJ ,ẑDJ :
µZS (CfSgS (cS ,mS))>0
zS∈CfSgS (cS ,mS)
gs(ẑj,s) 6=ms for some j∈J ,s∈Dj
µ
ZSYJ ẐDJ
(zS ,yJ , ẑDJ )
∣∣∣∣ 1µZS (CfSgS (cS ,mS))∏s∈S |ImGs| − 1µZS (CfS (cS))
∣∣∣∣
≤
∑
mS :
µZS (CfSgS (cS ,mS))=0
∏
i∈I
1∏
s∈Si
|ImGs|
+
∑
mS ,zS ,ẑDJ :
zS∈CfSgS (cS ,mS)
ẑDj 6=zDj for some j∈J
µ
ZS ẐDJ
(zS , ẑDJ )
µZS (CfS (cS))
+
∑
mS :
µZS (CfSgS (cS ,mS))>0
µZS (CfSgS (cS ,mS))
∣∣∣∣ 1µZS (CfSgS (cS ,mS))∏s∈S |ImGs| − 1µZS (CfS (cS))
∣∣∣∣
=
∑
mS ,zS ,ẑDJ :
zS∈CfSgS (cS ,mS)
ẑDj 6=zDj for some j∈J
µ
ZS ẐDJ
(zS , ẑDJ )
µZS (CfS (cS))
+
∑
mS
∣∣∣∣ 1∏
s∈S |ImGs|
−
µZS (CfSgS (cS ,mS))
µZS (CfS (cS))
∣∣∣∣ (62)
Let T ZS be defined as
T ZS ≡
zS :
1
n
log
1
µZS′ (zS′)
≥ H(ZS′)− ε
for all S ′ ⊂ S
 .
Then the expectation of the second term on the right hand
side of (62) is evaluated as (64), which appears in the top of
the next page. The third inequality comes from Lemma 4 by
letting
T ≡ T ZS ∩ CfS (cS)
Q ≡ µZS
and using the relations
TS′ ⊂
{
zS′ :
1
n
log
1
µZS′ (zS′)
≥ H(ZS′)− ε
}
TS′c|S′(zS′) ⊂ CfS′c (cS′c)
as
QS′c = max
zS′∈TS′
∑
zS′c∈TS′c|S′(zS′ )
µZS′ (zS′)µZS′c (zS′c)
≤
[
max
zS′∈TS′
µZS′ (zS′)
] ∑
zS′c∈CAS′c (cS′c )
µZS′c (zS′c)
≤ 2−n[H(ZS′)−ε]µZS′c (CfS′c (cS′c)). (65)
The fourth inequality comes from the Jensen inequality. The
last equality comes from the fact that∑
cS
µZS′c (CfS′c (cS′c)) =
∏
s∈S′
|Imfs|
and µZS (T ZS ) ≤ 1.
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i-th Encoder
cs1 ✲
ms1 ✲
cs2 ✲
ms2 ✲
Z˜n ✲(zs1 , zs2) ✲ Wi ✲ xi
j-th Decoder
cs1 ✲
cs2 ✲
yj ✲
Ẑn
✲ ẑs1
✲ gs1 ✲ m̂s1
✲ ẑs2
✲ gs2 ✲ m̂s2
Fig. 5. Construction of Channel Code. For simplicity, Si = {s1, s2} and
Dj = {s1, s2} are assumed.
From (63) and (64),
EGSCS [Error(fS , GS , CS)]
≤ Error(fS)
+
√
αGS − 1 +
∑
S′⊂S:S′ 6=∅ αGS′c
[
βGS′ + 1
]
2−nγ
+ 2µZS (T
c
ZS
), (66)
where
γ ≡ H(ZS′)−
∑
s∈S′
[Rs + rs]− ε.
Finally, let us assume that {(rs, Rs)}s∈S satisfies (11) for
all (i,S ′) satisfying i ∈ I and ∅ 6= S ′ ⊂ Si. Then we have∑
s∈S′
[Rs + rs] =
∑
i∈I
∑
s∈S′∩Si
[Rs + rs]
<
∑
i∈I
∑
s∈S′∩Si
H(ZS′∩Si)
≤ H(ZS′), (67)
where the last inequality comes from (24) and the fact that
{Zs}s∈Si and {Zs}s∈Si′ are mutually independent when i 6=
i′. Then, by letting ε→ 0, αGS′ → 1, log(1 + βGS′ )/n→ 0
and µZDjYj (T
c
ZDj |Yj
)→ 0, we have the fact that for all δ > 0
and sufficiently large n there are {gs}s∈S and {cs}s∈S such
that Error(fS , gS , cS) ≤ Error(fS) + δ.
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EGSCS
[∑
mS
∣∣∣∣µZS (CfSGS (CS ,mS))µZS (CfS (CS)) − 1∏s∈S |ImGs|
∣∣∣∣
]
= EGS
[ ∑
mS ,cS
∣∣∣∣µZS (CfS (cS) ∩ CGS (mS))− µZS (CfS (cS))∏
s∈S |ImGs|
∣∣∣∣
]
≤ EGS
[ ∑
mS ,cS
∣∣∣∣µZS (T ZS ∩ CfS (cS) ∩ CGS (mS))− µZS (T ZS ∩ CfS (cS))∏
s∈S |ImGs|
∣∣∣∣
]
+ EGS
[ ∑
mS ,cS
∣∣∣∣∣µZS (T cZS ∩ CfS (cS) ∩ CGS (mS))− ∑
mS ,cS
µZS (T
c
ZS
∩ CfS (cS))∏
s∈S |ImGs|
∣∣∣∣∣
]
≤ EGS
[ ∑
mS ,cS
∣∣∣∣µZS (T ZS ∩ CfS (cS) ∩ CGS (mS))− µZS (T ZS ∩ CfS (cS))∏
s∈S |ImGs|
∣∣∣∣
]
+ EGS
[ ∑
mS ,cS
µZS (T
c
ZS
∩ CfS (cS) ∩ CGS (mS))
]
+ EGS
[ ∑
mS ,cS
µZS (T
c
ZS
∩ CfS (cS))∏
s∈S |ImGs|
]
=
∑
cS
µZS (T ZS ∩ CfS (cS))EGS
[∑
mS
∣∣∣∣µZS (T ZS ∩ CfS (cS) ∩ CGS (mS))µZS (T ZS ∩ CfS (cS)) − 1∏s∈S |ImGs|
∣∣∣∣
]
+ 2µZS (T
c
ZS
)
≤
∑
cS
µZS (T ZS ∩ CfS (cS))
√
αGS − 1 +
∑
S′⊂S:S′ 6=∅ αGS′c [βGS′ + 1]
[∏
s∈S′ |ImGs|
]
2−n[H(ZS′ )−ε]µZS′c (CfS′c (cS′c))
µZS (T ZS ∩ CfS (cS))
+ 2µZS (T
c
ZS
)
≤ µZS (T ZS )
√
αGS − 1 +
∑
cS
∑
S′⊂S:S′ 6=∅ αGS′c [βGS′ + 1]
[∏
s∈S′ |ImGs|
]
2−n[H(ZS′ )−ε]µZS′c (CfS′c (cS′c))
µZS (T ZS )
+ 2µZS (T
c
ZS
)
≤
√√√√αGS − 1 + ∑
S′⊂S:S′ 6=∅
αGS′c [βGS′ + 1]
[∏
s∈S′
|Imfs||ImGs|
]
2−n[H(ZS′ )−ε] + 2µZS (T
c
ZS
) (64)
