An asymptotic approximation is obtained for solutions of a matrix differential equation with symmetric matrix coefficient, analytic on the real line. Our contribution consists of an asymptotic approximation that is valid even for various singularities near infinity.
INTRODUCTION This work considers the matrix differential equation
Ž . where A t is a hermitian, n = n matrix function, invertible and analytic Ž . on a, ϱ . 
Ž
1r2 . approximation y f a exp "Ha . Improvements to the L-G approxiw x mations were sought in numerous works 1, 3, 15, 16 . An improvement of the L-G formula that holds in more general situations is w Ž .x who proved their local validity as t ª qϱ, for the case where R Re a t Ž . stays bounded away from 0. However, the validity of 1.3 in the case where Ž . t s ϱ is a singular regular point or a singular irregular point with a t pure imaginary was not examined. Exceptional features of approximations for Ž solutions and their derivatives, employing the unique combination a q Ž X . 2 . 1r2 w x a r4 a were derived and proved in 6᎐8 . The approximations were shown to be independent of the type and location of singularities, namely valid in a half-neighborhood of a singular regular or a singular irregular point, whether finite or not. The only exclusion is the singular regular case, w which involves a logarithmic solution. Moreover, it was shown in 7, x Example 5.7, and 8, 10 that the approximations derived there, when w interpreted appropriately, are also valid at a turning point. Consult, e.g., 1, x 15, 16, 19 for the significance of turning points.
Ž . w x L-G approximations for matrix differential Eq. 1.1 were studied in 17 Ž . w x see also references there . A similar problem was approached in 18 in U w x the context of C -algebras. A paper by Edelstein 4 contains results Ž . concerning asymptotic approximations for solutions of 1.1 in a Banach space. In this case the exponential terms in the L-G approximation are replaced by evolutionary operators of the problem durdt s "A 1r2 u. w x Ž . In 5 , we developed an asymptotic formula for the matrix system 1.1 that is a matrix analog of the Liouville᎐Green approximation, under the Ž . assumption that the matrix A t is invertible and analytic at the point t s ϱ. However, it should come as no surprise that the range of validity of the asymptotic formula developed there does not include the cases where t s ϱ is a singular regular point or a so-called turning point, normally a point where an eigenvalue vanishes. This is so since the Liouville᎐Green Ž . approximation also fails in the analogous cases for the scalar 1.2 .
In this work we intend to obtain approximate solutions of the matrix Ž . Ž . equation 1.1 in the spirit of 1.3 . Our contribution consists of an asymptotic approximation that is valid even for various singularities at rŽ . Ž . t s ϱ. It will cover, for example, cases where A t s t A t , r is any real Ž . number, and A t is a hermitian, analytic matrix function on the real linẽ Ž . near t s ϱ, and A ϱ is invertible. Other cases that are covered are such Ž . that A t is not invertible at t s ϱ and is possibly meromorphic there. Note that analyticity is a convenient working assumption in this work. However, it is used only to estimate functions and their derivatives near infinity, and it could have easily been replaced by other sets of assumptions. To keep our arguments short, this will not be done here.
Most of the results that are mentioned above are local approximations, w x i.e., they are valid on some neighborhood of t s ϱ. In 7, 10 it was shown Ž . for the scalar equation 1.2 how to derive global approximations valid on an entire interval, one end of which is a turning point for the equation while the other end point could be a singular point. This is done without utilization of special or transcendental functions. In this paper we focus Ž . only on local approximations for 1.1 . Nevertheless, a refined analysis should show, as in the scalar case, that global approximations could be Ž . derived for solutions of 1.1 .
LINEAR TRANSFORMATIONS

Ž .
We rewrite the second-order n = n matrix differential equation 1.1 as a first-order 2 n = 2 n system,
The hermitian A t may be diagonalized by a unitary matrix U t , UU s I, 
Ž . It is easily verified by straightforward calculation that this takes 2.1 into
Ž .
1r2
ž / 0 yD w x Ž . In 5 this transformation was applied under the assumption that A t is analytic and invertible at t s ϱ, and so T is analytic there. Consequently 
where
Ž . If A t is not analytic at t s ϱ, the diagonal terms are not necessarily the dominant ones. For example, at a singular-regular point at infinity, Ž .
A t s t Ý A t , we have f t and , r4 f t are compara- Let P be the 2 n = 2 n permutation matrix that, by multiplication from the right, places the ith column at the 2 i y 1th place and the n q ith column at the 2 ith one, i s 1, . . . , n. The transformation Z s PZ rearranges the 1 2 Ž . four n = n blocks of 2.6 into a direct sum of 2 = 2 blocks and takes the Ž . whole Eq. 2.6 into
The direct sum of blocks may be diagonalized again by a matrix V of a similar block structure, and so the calculation is effectively reduced into one of a single 2 = 2 block. Its eigenvalues are
Ž . Ž .
and if we normalize them to be unit vectors, some algebraic manipulations yield a diagonalizing block
where Ž . may vanish. However, if we assume that 2.10 also holds at t s ϱ, then Ž . V t will be bounded and analytic at t s ϱ, too.
Ž . By the change of variables Z s VZ , the first matrix in 2.7 is diago- 2 3 nalized, and our equation becomes 0
Ž . 
Ž .
2 n 2 n .
0R
I q R . 21 n 22
.
Ä 4 Ä 4
If we put, for short, l l s diag l l , s diag , then . . interior of a, ϱ where / 0, l l is finite. Consequently, arctan l l / j 2 j j Ž . "r4, and the corresponding diagonal matrices in 2.14 are invertible. Ž . Ž . For n s 1, 2.14 reduces to the solutions of the scalar Eq. 1.2 , which Ž . Ž . w x are equivalent to 6.1 , 6.2 of 8 :
Ž .
1r2 1 r2 1 1 y s 1 q r 1 y q 1 q Ž . 1 1 1 2 2 ž / ž / ž / ' ' 1 q l l 1 q l l 1r2 1 r2 1 1 qr 1 y y 1 q 21 2 2 ž / ž / ž / ' ' 1 q l l 1 q l l 2 X y1r4 ' = a exp a q a r4 a , Ž . H ž / 1r2 1 r2 1 1 y s r 1 y q 11 q r Ž . 2 1 2 22 2 2 ž / ž / ž / ' ' 1 q l l 1 q l l 1r2 1 r2 1 1 = 1 y y 1 q 2 2 ž / ž / ž / ' ' 1 q l l 1 q l l 2 X y1r4 ' = a exp y a q a r4 a , Ž . H ž / with l l s a X r4 a 3r2 .
ASYMPTOTIC APPROXIMATIONS
The formal asymptotic approximations that are suggested above will be Ž . justified if the perturbation terms in the reduced equation 2.11 are small in some sense. One simple result in this direction is the following modificaw x tion of Levinson's theorem 3, Theorem 1.3.1 : Let the diagonal matrix Ž . Ä Ž . Ž .4 ⌳ t s diag t , . . . , t satisfy the dichotomy condition that for each
s ds is either bounded from above or is bounded from below. If the Ž .
for some ⑀ ) 0. It follows by 2.12 that
Now we turn to the term V y1 P y1 LPV. Here we need a more detailed Ž . Ž . study of the matrix L, which is defined in 2.5 . Since U t is unitary, 
The permutation P rearranges L into n = n blocks of size 2 = 2 such that Ž .
y1 the j, k th block of P LP is located in the 2 j y 1 and the 2 jth row and the 2 k y 1 and 2 kth column and consists of 
Ž .
w . which is integrable on a, ϱ if r y r -4. The differences r y r are j k j k independent of h, p and are necessarily integers. Thus the matrix P y1 LP is integrable if 3 is modified depending on whether ␥ -y2, ␥ s y2, or ␥ ) 
