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ABSTRACT 
 
 
With rise of new manufacturing techniques such as additive manu-
facturing, there has been an increase in attention in designing com-
ponents with distributed material properties. Utilizing the benefits 
of compliant mechanics, a strategic distribution of the relaxation be-
havior of linear viscoelastic materials was proposed.  
 
The motivation of this research is to outline a mathematical/compu-
tational framework for the material distribution optimization prob-
lem of a linear viscoelastic material. The distribution of the relaxa-
tion behavior (coefficients of the Prony series expansion) across the 
system was obtained to achieve a target performance of the dynamic 
system by the particle swarm optimization (PSO) method. The 
(PSO) method was applied to a simple fixed shaft to demonstrate the 
improvement in the structural response of the system and conver-
gence capability of the method.  
 
While the simulations showed great improvements in the structural 
response, the lack of thorough search of the solution space to keep 
the computation time within a reasonable timeframe meant that the 
method was unable to determine confidently the reaching of a global 
minimum. Additionally, the time for convergence increased with the 
increase of the number of nodes that were optimized.  
 
In order to confidently reach the global minimum within a reasona-
ble timeframe, the computational efficiency of the PSO method 
must be improved such that the particles can thoroughly search the 
entire solution space. Additionally, the inclusion of additional con-
straints to ensure the continuity of the moduli across neighboring 
nodes must be done for the actual construction of the design.  
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CHAPTER 1 
INTRODUCTION 
 
 
 
Compliant mechanics transfers motion, force, or energy by the deflection 
of flexible members rather than from movable joints. They have been ap-
plied in the aerospace industry due to its advantage of light weight, built-
in damping mechanism, and reduction of the number of components. 
These characteristics have made it possible to advance new design con-
cepts to enhance flight performance such as morphing wings and in-flight 
energy harvesting [1].  
 
With the development of modern additive manufacturing techniques, in-
cluding 3D printing, there has been an increase in attention to producing 
solid parts with strategically distributed material properties utilizing the 
advantages of these compliant mechanics. This has stimulated research to 
explore techniques to design systems incorporating the characteristics of 
viscoelastic materials with varying structural properties expressed as a 
function, called viscoelastic functionally graded materials (VFGM).  
 
VFGM are essentially isotropic or anisotropic viscoelastic materials where 
the properties are derived analytically and by manufacturing processes. 
Generally, the VFGM is spatial/temporal piecewise or entirely continuous 
functions with Cartesian coordinates x = {x1, x2, x3}. Real world exam-
ples are composites, two or more dissimilar homogeneous media, and pol-
ymers with distinct tension/compression moduli, etc. [2] 
 
The design process starts by identifying the target performance, such as 
the isolation of vibration, minimization of the deflection amplitude, 
weight, or costs. The next step is to determine the material function to meet 
a specified design target, requiring the formulation of governing equations 
to express the mechanical behavior of the system. The design variables 
required to express the character of the material must then be identified.  
 
During the process, one must take into account  
 
• what is the best possible mathematical model that accurately rep-
resents the mechanical behavior of the system with solvable equa-
tions  
• what are the limitations of the model, where some phenomenon 
are properly characterized and some are not all 
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Figure 1.1 The inverse problem of structural design 
 
In Figure 1.1, the flow of structural design in the current framework is 
depicted where an optimal material function is solved from the design var-
iables expressing the current state to achieve the target performance.  
 
Many previous publications have addressed the material distribution opti-
mization of the instantaneous elastic modulus for linear viscoelastic prob-
lems with the relaxation behavior defined by the user by fitting Prony se-
ries to experimental data. While these projects have proven that significant 
improvements in the performance can be achieved compared to the opti-
mal distribution problem of the elastic material, they fail to take advantage 
of varying the relaxation behavior of the viscoelastic material. Addition-
ally, previous publications have oversimplified the dynamic behavior of 
the system by assuming the torque on the system is independent from the 
structural response, which does not apply to many dynamic and aeroelastic 
problems.  
 
For this work, the following approach was taken:  
 
1) The selection of the design variables for an optimization problem 
for linear viscoelastic materials requires attention compared to 
elastic materials (i.e. the Young’s and shear moduli) to insure that 
the problem includes the most general material behavior. For the 
present work, the time dependent relaxation shear modulus G(t) 
was selected as the design variable.  
 
2) In order to more accurately assess the result of the method when 
applied to actual dynamical systems, the problem was defined as 
a closed-loop system where there is feedback between the struc-
tural response and torque.  
Target Performance 
• Isolation of the vibration  
• Minimization of the compliance 
• Minimization of weight, cost,  
number of structural components 
Design variables (Current state) 
• Material 
• Geometry  
• Number of joints 
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The motivation of this research is to outline a mathematical/computational 
framework for the material distribution optimization problem of a linear 
viscoelastic material. The distribution of the relaxation behavior (coeffi-
cients of the Prony series expansion) across the system was obtained to 
achieve a target performance of the dynamic system by the particle swarm 
optimization (PSO) method. To demonstrate the validity of the proposed 
method, an optimization problem was performed on a twisting shaft under 
a time dependent torque with distributed linear viscoelastic material prop-
erties.  
 
1.1 Structural design optimization 
 
The structural design problem in the current framework is an inverse prob-
lem where an optimal material distribution is solved for an objective func-
tion from the design variable(s) defining the current state. The working 
domain is defined as a physical region where the material will be distrib-
uted, represented by ∆. The material domain is given by Ω. The optimiza-
tion problem is to determine the optimal material distribution Ω∗ to mini-
mize the cost function  𝑓0 subscribed to design constraints c. The cost and 
constraint functions are dependent on the state variables, such as the dis-
placement field u, which has direct dependence on the material distribu-
tion Ω.  
 
Mathematically, the generalized optimization problem can be written as:  
 
𝑚𝑖𝑛
Ω ⊂ ∆
𝑓0(Ω)                                                                       (1.1)  
Subject to : ci(Ω) ≥ 0, 𝑖 = 1,2,3, … 
                   cj̃(Ω) ≥ 0, 𝑗 = 1,2,3, … 
            
Where ci(Ω) and cj̃(Ω) denote the equality and inequality constraints.  
 
1.2 Related works 
 
In the past, structural design optimization procedures were performed for 
linear elastic problems with material properties independent of time [3]. 
With the widespread use of compliant materials in recent years, the focus 
has shifted to nonlinear-elastic [4] and to viscoelastic materials [5]. Some 
publications on optimization focused on the modelling of the damping in 
the structure such as a two-phase composite [6] or laminated sandwich 
structure with a viscoelastic layer [7]. Many problems deal with topology 
optimization for a given viscoelastic material property and time independ-
ent loads [8~10]. Recent publications have expanded this problem to time 
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dependent loads [11,12]. Parameter identification of viscoelastic materials 
was done by global/local optimization solvers [13] or by fitting with ex-
perimental data [14].  
 
For closed loop problems, there still does not exist much literature dealing 
with material distribution optimizations. Formulation of the 3D finite ele-
ment modelling of the closed loop problem for active damping vibrating 
structures was done in [15]. The best control parameters to maximize the 
damping of the closed loop system was found in [16]. Both publications 
assumed either an uniform material distribution or a piezoelectric device 
on a patch of viscoelastic material. The optimization of viscoelastic sup-
ports for a rotating machinery using a hybrid optimization technique was 
done in [17].   
                                  
1.3 Motivation 
 
One advantage of distributing the relaxation behavior of the viscoelastic 
material is the control of the damping that is present in the material. In 
order to demonstrate the benefit of not only varying the instantaneous elas-
tic modulus but also the damping, case studies were performed on the 
structural response of the system for simple distributions of the shear mod-
uli and damping coefficients. The angular displacement at the free end was 
plotted. Two cases of applied torque were performed: the first is a at the 
end of the shaft, where the objective is to suppress the vibration from a 
given amplitude. The second is a at the root of the shaft for which the 
objective is to suppress the maximum amplitude at the free end.  
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1.3.1. Influence of the shear moduli to the structural response 
 
Three cases of the shear moduli distribution studied are shown in Figure 
1.2.  
 
 
 
 
 
 
Figure 1.2 Cases of shear moduli distributions 
 
The first problem is a response to an initial condition with a torque at the 
end of the shaft, resulting in a sinusoidal angular displacement across the 
length. The root is fixed with no constraint at the free end. This indicates 
that the same boundary condition is applied for all coefficients other than 
the ones at the root. The problem is to suppress the angular displacement 
across the shaft at the minimum settling time. Figure 1.3 shows the plot of 
the angular displacement at the free-end with respect to time.  
Case (a) Constant  Case (b) Decreasing from root to tip 
Case (c) Increasing from root to tip 
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Figure 1.3 Comparison of angular displacement at the free-end with an 
initial torque at the free end 
 
There is little differences in the amplitudes and settling times between the 
three cases. Initially, Case (c) with a higher modulus at the tip has a smaller 
amplitude compared to Case (b) with a lower modulus, but the later oscil-
lations show slightly higher amplitudes. This is since the oscillation am-
plitude at the free-end is dependent on the entire shaft stiffness at the root 
of the shaft.  
 
The second response examined is an initial condition with a torque at the 
root of the shaft. Again, the root is fixed with no constraint at the free end. 
The problem is to suppress the maximum angular displacement at the free 
end of the shaft. Figure 1.4 shows the plot of the angular displacement at 
the free-end with respect to time.  
 
 
Figure 1.4 Comparison of angular displacement at the free-end with a in-
stant torque at the root 
[文書の重要な部分を引用して読者の注
意を引いたり、このスペースを使って
注目ポイントを強調したりしましょ
う。このテキスト ボックスは、ドラッ
グしてページ上の好きな場所に配置で
きます。] 
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Case (b) with higher moduli at the root shows a much smaller amplitude 
than the other two cases with lower moduli at the root. After the first os-
cillation all three cases show random oscillations until settling.  
 
By effectively distributing the modulus, the maximum angular displace-
ment can be reduced, but the settling time of the system cannot be con-
trolled.  
 
1.3.2 Influence of damping on the structural response  
 
To study the influence of damping on the response of the structure, three 
simple cases of distribution of damping were studied with the shear moduli 
constant across the span. It is worth noting that the problem is still elastic, 
and the damping is the property of the shaft, not the material.  
 
  
 
 
 
 
 
Figure 1.5 Cases of damping coefficient distribution 
 
Case (e) 
Constant damping across 
the length 
Case (f)  
Decreasing damping from 
root to tip 
Case (g) 
Increasing damping from root to tip 
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The response examined is an initial condition with a torque applied at the 
free end. The root is fixed with no constraint at the free end. The problem 
is to suppress the oscillation of the shaft free end subjected to an instanta-
neous torque. Figure 1.6 shows the plot of the angular displacement at the 
free-end with respect to time.  
 
Figure 1.6 Comparison of angular displacement at the free-end with a in-
itial torque at the free end 
 
Case (f) with a small damping at the free end has a large oscillation am-
plitude compared to the other two cases since a high damping at the loca-
tion of high oscillation will reduce the amplitude. It is worth noting that 
there is a small shift in the phase between the cases.  
 
By varying the distributing of the damping coefficient, there is a noticeable 
change in the amplitude of the oscillation and settling time. Therefore, by 
strategically distributing not only the instantaneous moduli but also the 
relaxation behavior, a larger change in the dynamic behavior of the system 
can be expected.  
 
 
 
 
 
 
 
 
 
 
 
 
[文書の重要な部分を引用して読者の注意を引
いたり、このスペースを使って注目ポイント
を強調したりしましょう。このテキスト ボッ
クスは、ドラッグしてページ上の好きな場所
に配置できます。] 
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1.4 Contributions of this thesis 
 
By applying a material distribution optimization to a realistic closed loop 
system, the goal is to expand the use of structural optimization in design-
ing real-life dynamic systems with compliant mechanics. The contribu-
tions of this thesis can be summarized as follows:  
 
1. Conduct a compliant material distribution optimization problem 
for a closed system, where the torque change with respect to the 
output  
 
2. Obtain the Prony series coefficients that express the viscoelastic 
material property by the PSO method (Previous papers have pre-
scribed the relaxation behavior of the material)  
 
 
1.5 Thesis outline 
 
Chapter 2 formulates the mathematical model for the closed loop system 
that will be used for the discussion. The viscoelastic material properties is 
expressed as a Prony series expansion. The optimization methodology is 
discussed.  
 
Chapter 3 demonstrates the validity of the proposed method by performing 
several examples with varying objective functions. The convergence ca-
pability of the method is shown.  
 
Chapter 4 concludes the thesis.  
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CHAPTER 2 
PROBLEM FORMULATION 
  
 
 
This chapter builds the mathematical formulation of a structural design 
optimization problem to optimize the objective function expressing the 
performance of a system that depends on the relaxation behavior of the 
constructed material. This system for this paper is a shaft fixed at the root 
and free at the end with an applied torque. The dynamic system is under 
torsion at initial condition, causing an unwanted angular displacement in 
the structure. In a real-life system, such as a launch vehicle or aircraft 
wings, it would be ideal if the response can be eliminated entirely, or the 
time of oscillation be minimized to mitigate the damage to the equipment 
and/or errors of the onboard sensors which may otherwise lead to the fail-
ure of the mission.  
 
 
2.1    Model of the viscoelastic material property  
 
A widespread approach to linear viscoelastic analysis is to model the ma-
terial as a generalized Maxwell and Kelvin models containing a combina-
tion of springs and dashpots arranged in series or parallel. Mathematically, 
the model can be represented as a Prony series function given as 
 
𝐺(𝑦, 𝑡) = ∑ 𝐺𝑗(𝑦)𝑒
−
𝑡
𝜏𝑗
𝑁𝑝
𝑗=1
                                      (2.1) 
 
Where 𝐺1(𝑦) with τ1 = ∞ is the instantaneous elastic shear modulus and 
𝑁𝑝 is the number of the Prony series terms. 𝐺𝑗(𝑦) are parameters that vary 
across the span that will be determined by the optimization procedure, 
while the values of the characteristic time scale 𝜏𝑗  will be subscribed. 
These values were subscribed not only to reduce the computational effort, 
but also since the relaxation behavior of the viscoelastic material can be 
expressed with subscribed values of the characteristic time scales equally 
spaced across the simulation time [11]. It is worth noting that when the 
characteristic time scales are prescribed, the values of the series lose their 
physical correspondence with the Maxwell and Kelvin models. Physically, 
the series describes the relaxation process, where at a constant applied 
strain the internal stress will gradually decrease in the material. For 
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characteristic deformation timescales longer than 𝜏𝑗, the material transi-
tions from the spring-like elastic behavior to dashpot-like viscous behav-
ior. 
 
The stress-strain relationship of the linear viscoelastic material can be ex-
pressed as  
σ11(y, t) = ∫
𝐸(𝑡 − 𝑡′)𝜕𝜀11(𝑦, 𝑡
′)
𝜕𝑡′
𝑑𝑡′
𝑡
0
                               (2.2) 
 
By inserting Eq (2.1), the following expression is derived:  
 
σ12(y, t) = ∫ 2𝐸𝑗(𝑦)𝑒
−
𝑡−𝑡′
𝜏𝑗
𝜕𝜀12(𝑦, 𝑡
′)
𝜕𝑡′
𝑑𝑡′
𝑡
0
                              (2.3) 
 
Dividing the time domain by N𝑡 equal time steps, the discretized stress 
function becomes: 
 
σ12(y, t) = ∑ ∑ 𝑒
−𝑡𝑛+1−𝑡𝑖
𝜏𝑗 (
𝜏𝑗
∆𝑡
) (1 − 𝑒
−
∆𝑡
𝜏𝑗 ) 2𝐸𝑗(𝑦) …
𝑁𝑡
𝑖=1
𝑁𝑝
𝑗=1
 
            
 [𝜎12,0(𝑦, 𝑡𝑖) − 𝜎12,0(𝑦, 𝑡𝑖−1)]                                                                (2.4) 
 
 
Figure 2.1 Creep curve of the viscoelastic material model 
 
Figure 2.1 shows the torque (σ) and strain (ε) curves of a viscoelastic ma-
terial under load. A constant torque (σ = σ0) was applied until time t1 at 
which the material was “instantaneously” unloaded. At constant torque in 
region I, the model shows the creep of the material which the rate of 
ε 
 
σ 
t1 
 
t1 
 
σ0 
 
I 
 
II 
t 
t 
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change of the strain reduces with respect to time.  At unloading in region 
II, the model captures the elastic after-effect of the material where the 
strain slowly trends towards zero.  
 
2.2    Mechanical analysis 
 
The system was modelled as a shaft fixed at the root and free at the end 
subjected to torsion, as shown in Figure 2.2. The relaxation moduli is dis-
tributed across the length of the shaft. The material property is assumed 
constant across the plane. The torque on the system is dependent on the 
angular displacement of the shaft, forming a closed loop system.  
 
 
Figure 2.2 Twisting shaft problem  
 
Mathematically, the dynamic closed-loop system is expressed as:  
 
𝜌
∂2θ(y, t)
∂t2
+ ∫
𝜕
𝜕𝑦
(𝐺(𝑦, 𝑡 − 𝑡′)𝐽𝑒𝑓𝑓
𝜕2𝜃(𝑦, 𝑡′)
𝜕𝑦𝜕𝑡′
)
𝑡
0
dt′ + K𝜃(𝑦, 𝑡) = 𝑇         (2.5) 
 
𝜌 is the mass of the shaft, Jeff is the effective moment of inertia, T is an 
applied torque and K is a torsion parameter 
 
With boundary conditions: 
 
θ(0, t) = 0                                                             (2.6) 
 
∂θ
∂y
(𝐿, 𝑡) = 0                                                         (2.7) 
 
At initial condition, a torque is applied on the shaft resulting in angular 
displacements across the length.   
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Performing the derivatives in equation (2.5),  
  
𝜌
∂2θ
∂t2
+ ∫ (
𝑑𝐺(𝑦, 𝑡 − 𝑡′)
𝑑𝑦
𝑡
0
Jeff
∂2θ(y, t′)
∂t′ ∂y
+
G(y, t − t′)Jeff ∂
3θ(y, t′)
∂t′ ∂y2
)dt′ 
 
+𝐾𝜃 = 𝑇                                                                                               (2.8) 
 
Using the central difference method to discretize the equation with respect 
to time and space, the derivatives of the angular displacement can be ex-
pressed as the following:  
 
∂2θ(y, t′)
∂t′ ∂y
=
(𝜃𝑖,𝑘+1 − 𝜃𝑖−1,𝑘+1 + 𝜃𝑖,𝑘−1 − 𝜃𝑖−1,𝑘−1)
2∆𝑦∆𝑡
                                      (2.9)  
 
∂3θ(y, t′)
∂t′ ∂y2
 =
θi,k+1 − 𝜃𝑖−1,𝑘+1 − 2(𝜃𝑖,𝑘 − 𝜃𝑖−1,𝑘) + 𝜃𝑖,𝑘−1 − 𝜃𝑖−1,𝑘−1
∆𝑡(∆𝑦)2
     (2.10) 
 
where ∆𝑦 and ∆𝑡 express the length of increments in length and time, re-
spectively. The subscript “i” is for stepping through time and subscript “k” 
for the length along the shaft.  
 
The final discretized expression of the governing equation becomes:  
 
𝜌(𝜃𝑖+1,𝑘 − 2𝜃𝑖,𝑘 + 𝜃𝑖−1,𝑘)
∆𝑡2
 
+ ∑ ∑ 𝑒
−𝑡𝑛+1−𝑡𝑖
𝜏𝑗 (
𝜏𝑗
∆𝑡
) (1 − 𝑒
−
∆𝑡
𝜏𝑗 )
𝑁𝑡
𝑖=1  
𝑁𝑝
𝑗=1
… 
[
Gi,j+1 − Gi,j−1
2∆y
𝐽𝑒𝑓𝑓
((θi,k+1 − θi−1,k+1) + (θi,k−1 − θi−1,k−1)
2∆y∆t
+ Gi,j 𝐽𝑒𝑓𝑓  
θi,k+1 − 𝜃𝑖−1,𝑘+1 − 2(𝜃𝑖,𝑘 − 𝜃𝑖−1,𝑘) + 𝜃𝑖,𝑘−1 − 𝜃𝑖−1,𝑘−1
∆𝑡(∆𝑦)2
] … 
 
+𝐾θi,j = Ti,k                                                                                                             (2.11)   
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2.3    Optimization approach 
 
The objective of the optimization problem is to find the optimal distribu-
tion of the relaxation behavior across the length of the shaft that maxim-
izes/minimizes the objective function. The method chosen was the con-
strained particle swarm optimization (PSO) method due to its low cost 
when applied in nonlinear problems with numerous design parameters.  
 
PSO is a stochastic global optimization method exploiting a set of poten-
tial solutions to search the solution space. It relies on the exchange of in-
formation between potential solutions. Each “particle” adjusts its trajec-
tory towards its own previous best position and the best previous position 
attained by any member of its neighborhood. Global sharing of infor-
mation enables particles to utilize discoveries and previous experience of 
others during the search for promising regions of the problem space.  
 
 
 
 
Figure 2.3 Evolution of the solutions for a two parameter problem  
 
Figure 2.3 shows the evolution of the potential solutions when the PSO 
method is applied to a two-parameter problem. The figure on the top-left 
shows the initial randomly distributed solutions. The top-right shows the 
potential solutions after several iterations where they are distributed in a 
more concentrated region in the solution space. The bottom two figures 
show the process of the particles converging to a single, optimal solution.  
 
The optimization procedure can be summarized as the following [18]:  
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The expressions for updating the solutions are given as:  
 
Vn
m+1 = 𝑤𝑉𝑛
𝑚 + 𝑧1𝑟1(𝑝𝑛
𝑚 − 𝐺𝑛
𝑚) + 𝑧2𝑟2(𝑔𝑛
𝑚 − 𝐺𝑛
𝑚)            (2.12) 
 
𝐺𝑛
𝑚+1 = 𝐺𝑛
𝑚 + 𝑉𝑛
𝑚+1                                                                    (2.13) 
 
where n = 1, 2, …N, and N is the size of the population of the particles, w 
is the inertia mass, m is the iteration number, 𝑝 is the particle’s local best, 
and g is the global best of the entire “swarm”. 𝑧1 and 𝑧2 are  constants 
called the cognitive and social parameter respectively, 𝑟1 and 𝑟2 are ran-
dom numbers uniformly distributed within the range [0 1].  
 
In order to enforce the constraints on the Prony series coefficients (Gi) 
values as the solutions of the particles are updated based on the local and 
global optimal solutions for every iteration, a penalty function was in-
cluded in the objective function.  
 
The objective function was rewritten as,  
 
𝑚𝑖𝑛
𝐺𝑖 ⊂ ∆
𝑓0(𝐺𝑖) + 𝑃(𝐺𝑖)                                       (2.14) 
 
Subject to: ci(𝐺𝑖) > 0 
 
 
 
 
 
 
1. Initialize the design variables for each of the N particles  
 
a) Initialize the design parameters 𝐺𝑖(0)  
b) Initialize the best position of the particle to its initial position 
𝑝𝑖(0) = 𝐺𝑖(0) 
c) Calculate the current global best 𝑔𝑖 of the particles at the initial po-
sition 
 
2. Repeat the steps until the stopping criteria is met  
 
a) Update the particle velocity according to equation (2.11) 
b) Update the particle position according to equation (2.12) 
c) Update the personal best 𝑝𝑖 if 𝑓(𝐺𝑖(𝑡 + 1)) < 𝑓(𝑝𝑖) 
d) Update the global best 𝑔𝑖  if 𝑓(𝐺𝑖(𝑡 + 1)) < 𝑓(𝑔𝑖) 
e) Reduce the inertia mass parameter 𝑤 for each iteration  
as the particles become close to the solution 
f) Adjust the penalty of the objective function 
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Where P is the penalty function defined as:  
 
P(𝐺𝑖) =
0                                         𝐺𝑖 ∈ 𝑅
𝑛
∑ 𝑐𝑖(𝐺𝑖)
2𝑄𝑖
𝑚
𝑖=1
                  𝐺𝑖 ∈ 𝑅
𝑛                           (2.15) 
 
𝑄𝑖  is the penalty factor which depends on the degree of violation. It is 
worth noting that the penalty function is non-zero only when the con-
straints are violated.  
 
In addition to the penalty function, a potential solution that violated the 
constraint at an extreme degree in order to obtain the optimal value was 
“reset” to a random point within the solution space. This was added since 
several particles would overcome the penalty function, resulting in fewer 
viable potential solutions in the solution space and a misleading infor-
mation to other potential solutions. This was preferred over changing the 
values of the penalty factor 𝑄𝑖 for each problem, which would increase the 
time to setup each problem.  
 
It is worth noting that the PSO method has many constants that must be 
adjusted by the user for every problem, including the cognitive and social 
parameters 𝑧1 and 𝑧2 which defines the step sizes the “particles” take for 
every iteration and the penalty factor 𝑄𝑖 which adjusts the penalty applied 
to the objective factor to guarantee the constraints are satisfied. While this 
is a large drawback of the method, the PSO method was shown to be more 
computationally efficient and consistent compared to the conventional 
Monte Carlo algorithm. [19] Additionally, the recent advancements in the 
method, including a publication proposing to add the Monte Carlo algo-
rithm to the PSO to further increase the computational efficiency [20],  has 
further enhanced the viability of the method. While exploring the best 
computational algorithm for the given problem was beyond the scope of 
this project, it would be meaningful for future works to determine an al-
gorithm to efficiently optimize complex systems with numerous design 
variables.  
 
2.4    Convergence analysis of the algorithm 
 
The rate of convergence of the algorithm ensures that an optimum can be 
reached within an appropriate computational time. In order to illustrate the 
convergence capability of the proposed method, the different types of fit-
ness functions were calculated for each case. Table 2.1 shows the defini-
tion of the types of fitness functions.  
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Table 2.1 Types of fitness functions 
 
  Definition 
Average fitness (FA) Average fitness of all particles in an iteration 
Mean fitness of the best parti-
cle (FBPA) 
Average fitness of the best positions of each 
particle 
Mean fitness of the global 
best particle (FGBA) 
Average fitness of the best global positions 
of each iteration 
Global optimal fitness (FGB) Best global fitness up until the iteration 
 
The fitness of the fitness (F) can be found from the equation [21]: 
 
Fj =
1
𝑁𝑟𝑁𝑝𝑜𝑝
∑ ∑ 𝑓𝑖𝑗(𝑋)                                (2.16)
𝑁𝑝𝑜𝑝
𝑖=1
𝑁𝑟
𝑘=1
 
 
where N𝑟 is the number of iteration, Npop is the number of the swarm pop-
ulation, f is the objective function, and X is the parameter being optimized. 
For calculating the mean fitness of the best particle (FBPA), X is replaced 
by Xi
b, the best position found by the particle. When calculating global 
optimal fitness (FGBA), X is substituted by X𝑔
b, the global best position of 
the particle, and Npop is set as 1.  
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CHAPTER 3 
RESULTS AND DISCUSSION 
 
 
 
In order to demonstrate the validity of the proposed method, an optimiza-
tion was performed for different objective functions. The parameters de-
termined were the Prony series coefficients (Gi)  that express the distribu-
tion of the linear viscoelastic relaxation behavior across the shaft. Five 
Prony series coefficients (Gi) were used to express the relaxation behavior 
at each node across the length of the shaft with prescribed characteristic 
time scales. With 20 nodes distributed equally across the shaft length, the 
problem was to determine the values of 100 Prony series coefficients to 
optimize a given objective function. After the method was performed, the 
displacement field after the optimization was compared with the displace-
ment field before the optimization to show the change in the structural 
response. The convergence capability for each simulation case is dis-
cussed.  
 
Table 3.1 summarizes the objective functions and torque applied on the 
shaft for three simulation cases.  
 
Table 3.1 Objective function and torque of the optimization cases 
 
Section Objective function Torque 
3.1.1 
Minimize the angular displacement 
after torsion 
Constant until tend /4, acting 
on the free end 
3.1.2 
Minimize the angular displacement 
across the entire time span 
Constant until tend /4, acting 
on the free end 
3.1.3 
Best fit between the target and sim-
ulated free end angular displace-
ments 
Acting on the free end and 
gradually decreasing with re-
spect to space and time 
 
The first simulation is a constant torque at the free end until tend/4, causing 
an unwanted angular displacement across the shaft. To demonstrate that 
the method can be applied to suppress specific structural responses, the 
objective function was set to minimize the angular displacement across the 
shaft after torsion.  
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The second simulation is the same torque as the first. The difference is the 
objective function which is set to minimize the angular displacement 
across the shaft for the entire time span. Here, more nodes of the displace-
ment field must be adjusted in order to achieve a global optimum. The 
difference in the convergence capability between the first and second sim-
ulation will be discussed.  
 
The third simulation is to determine a distribution of the relaxation behav-
ior that will achieve a target free end angular displacement for a given 
torque. The torque was set to be a continuous function to compare the re-
sults the previous cases with instantaneous loading and unloading.  
 
The constraints applied to the problem were identical for all cases:  
• Boundary conditions (2.6) and (2.7) 
• 0 < G(i) < 200  
• Number of Iterations < 50 
 
The number of iterations was set after adjusting the PSO constants and 
determining the minimum that’s required to reach a optimum. The con-
straint on the Prony series is set above 0 since a negative value has no 
physical meaning. The maximum value is set such that the series values 
does not go to infinity during the optimization procedure.  
 
Table 3.2 summarizes the values of the PSO constants for all three cases. 
The cognitive coefficient was set smaller than the social coefficient to 
prompt convergence within the given number of iterations. While this 
means that a smaller solution space is explored, given the large number of 
coefficients, it was unrealistic to thoroughly explore every solution within  
the solution space in a reasonable computational time. In order to assure 
the reliability of the result, the same simulation was performed several 
times with different initial distributions of potential solutions. The inertia 
mass was reduced as the simulation reaches later iterations since it is pre-
ferred for the particles to have large step sizes at early iterations to explore 
the solution space before “slowing down” to converge to a single solution.  
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Table 3.2 Value of the constants of the PSO method 
 
  Value Definition 
Cognitive 
coefficient 
(z1) 0.1 
Weight of the local 
best location on the 
size of the step  
Social co-
efficient 
(z2) 1.5 
Weight of the global 
best location on the 
size of the step  
Inertia 
mass (w) 
• Initially 0.5,  
subtract 0.01 for 
each iteration 
Degree of influence of 
the previous step size 
to the current step size 
Number of 
particles 50   
Penalty 
factor  
(Q) 
• “1” for violation of 
G(i) up to 100 
• “10” for violation 
of G(i) up to 150 
Ensures the solutions 
stay in 0<G(i)<200  
• “100” for violation 
of G(i) above 200 
 
3.1    Optimization results  
 
3.1.1 Displacement suppression after torsion 
 
For this case, given a constant torsion at the free end until tend/4, the ob-
jective was to minimize the angular displacement after the torsion is di-
minished at tend/4. The goal is to demonstrate that the method can be ap-
plied to design systems that can quickly suppress the effect of sudden un-
expected torsion. Figure 3.1 shows the torque curve at the free end.   
 
Figure 3.1 Torque applied on the free end with respect to time 
 
Figure 3.2 shows the angular displacement at the free end on the initial and 
final iterations. The optimized solution suppresses the increasing displace-
ment after tend/4 in the initial iteration effectively. There is also a de-
crease in the maximum angular displacement during torsion which is 
T
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caused the adjustment of the relaxation behavior at the free end to suppress 
the displacement after torsion.  
 
Figure 3.2 Angular displacement at the free end at initial and final itera-
tions 
 
Figure 3.3 shows the change in the value of the objective function across 
the iteration. From the first iteration, with randomly generated Prony series 
coefficient values, there is more than 50% improvement as the function 
settles close to the 20th iteration. The convergence to a single value sug-
gests that the simulation has reached an optimum. The function is degrees 
smaller than the displacements since it is a square of the angular displace-
ment field. 
 
Figure 3.3 Change in the global best of the fitness function after tend/4 
for every iteration 
 
Figure 3.4 shows the angular displacement across the length and time after 
the optimization. The displacement field shows that the optimal solution 
effectively suppresses the displacements after twisting across the length of 
the shaft.  
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Figure 3.4 Optimized angular displacement across length and time 
 
Figure 3.5 shows the optimally distributed relaxation behavior across the 
length of the shaft. There is a large discrepancy of the initial value of the 
modulus across the length of the shaft. One reason may be the computa-
tional instability caused by the by the instantaneous application and re-
movable of the torque.  
 
Figure 3.5 Optimized distribution of the relaxation behavior across the 
length 
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3.1.2 Minimum displacement across the entire time span 
 
For this case, the objective was to reduce the displacement across the entire 
time span. The shaft was under constant torque at the free end until tend/4. 
Figure 3.6 shows the angular displacement fields of the initial and final 
iterations. It can be seen that the method effectively suppresses the dis-
placement across the length of the shaft during torsion. The maximum an-
gular displacement at the free end is also reduced.  
 
 
 
Figure 3.6 Angular displacement field at initial iteration (top left), final 
iteration (top right), and the two surfaces in the same figure (bottom) 
 
Figure 3.7 shows the decrease in the objective function as the method 
searches for the global minimum. The simulation settles at a minimum 
value at around the 20th iteration. There is about a 35% decrease in the 
angular displacement from the initial to final iteration.  
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Figure 3.7 Change in the global best of the angular displacement squared 
for every iteration 
 
Figure 3.8 shows the optimized relaxation behavior distribution across the 
length of the shaft. As in the previous case, there is large discrepancy of 
the moduli across the length of the shaft at initial time.  
 
Figure 3.8  Optimized distribution of the relaxation across the length of 
the shaft 
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3.1.3 Fitting the free end displacement to a target value 
 
For the final case, a continuous torque was applied at the end of the shaft, 
as shown below in Figure 3.9. Unlike the instantaneous unloading in the 
previous two cases, the torque gradually decreases in both time and space, 
forming a pyramid-like function. The objective function was to set the an-
gular displacement at the free-end to a target value. Again, this is different 
from the previous cases where the objective was to minimize the structural 
response.  
 
 
Figure 3.9 Torque distribution for simulation 3.1.3 
 
Figure 3.10 below shows the free end angular displacement and torque 
plotted with respect to time for two cases. Case (a) is similar to the previ-
ous simulations, where the objective function was set to eliminate the an-
gular displacement at the free end. For Case (b), the goal was set to the 
free end angular displacement at 2e-3. Case (b) converges to the target 
angular displacement faster than Case (a) due to the smaller difference be-
tween the maximum displacement during loading and target displacement.  
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Figure 3.10 Angular displacement and torque at the free end  
 
 
 
Figure 3.11 Angular displacement of Case (a) [top left], Case (b) [top 
right] and both surfaces in the same figure [bottom] 
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Figure 3.12 shows the optimal distribution of the relaxation for both cases. 
The main difference between the two are the initial shear moduli values 
near the free end. Case (a) shows an increase in the moduli from the free 
end whereas Case (b) shows a gradual decrease from the free end. As a 
result the maximum angular displacement for Case (b) occurs away from 
the free end and twisting the free end to the target displacement. It is worth 
noting that the discontinuity across the length still persists with continuous 
torque applied on the system.  
 
 
Figure 3.12 Optimized distribution of the relaxation across the length of 
the shaft for Case (a) [top] and Case (b) [bottom] 
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3.2    Convergence capability 
 
To ensure that the proposed algorithm is able to converge to a solution in 
an acceptable computational time, the convergence capability of the 
method was explored. Varying types of fitness functions were plotted for 
each simulation cases to determine the convergence for varying objective 
functions.  
 
Figure 3.13 shows the plot of the various fitness functions defined in the 
previous chapter with respect to the iteration. Both the global best and the 
best particle average fitness functions reach the same values at around the 
30th iteration. This indicates a high reliability of the results since all the 
particles have reached a single solution from both local and global position 
sharing. It is worth noting that the best particle average fitness function is 
plotted from the 5th iteration onwards. This is due to the high fitness values 
by some particles violating the constraints while exploring the solution 
space.  
 
Figure 3.13 Comparison of fitness across the iterations for simulation 
(3.1.1) 
 
Figure 3.14 shows the average fitness of all the particles across the itera-
tions of the method. Unlike Figure 3.13 above which plots the information 
stored to be used in the optimization procedure, the figure plots the actual 
“movement” of the particles. It is plotted from the 5th iteration due to some 
particles violating the constraints at the early iterations. Since the function 
converges at a fast rate, the convergence capability is high, but with less 
exploration of the solution space.  
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Figure 3.14 Average fitness of particles for simulation (3.1.1) 
 
Figure 3.15 shows the various fitness functions for simulation (3.1.2). It 
can be noted that the best particle average and the global best do not con-
verge which indicates there were some particles that got “stuck” in a local 
minimum. This indicates that the solution space explored during the com-
putation may not be the most optimal due to local sharing of particle posi-
tion. This can be avoided by increasing the inertia mass which allows the 
particles to search the solution space thoroughly.  
 
 
Figure 3.15 Comparison of the fitness function for simulation (3.1.2) 
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Figure 3.16 shows the average fitness of the particles for the simulation. 
The convergence is slower compared to that of simulation (3.1.1), which 
may be caused by the larger number of displacement nodes values that was 
adjusted for the optimization. The particles still converge at within an ac-
ceptable computational time.  
 
 
Figure 3.16 Average fitness of particles for simulation (3.1.2) 
 
Figure 3.17 shows the fitness function for the final simulation where the 
free end displacement was set to a target value. Like that of simulation 
(3.1.1), both the best particle average and the global best converge to a 
single value indicating reliable results. The value of the fitness function is 
a degree smaller than the previous cases since the maximum torque applied 
was less.  
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Figure 3.17 Comparison of the fitness function for simulation (3.1.3) 
Case (b) 
 
Figure 3.18 shows the average fitness of the particles for the final simula-
tion. The convergence is fast compared to the previous cases. This result 
is consistent with the previous cases where the convergence rate is faster 
for problems with less nodes to be optimized. Changing the torque on the 
system does not have any influence to the convergence.  
 
  
Figure 3.18 Average fitness of particles for simulation (3.1.3) Case (b) 
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CHAPTER 4 
CONCLUSION 
 
 
 
With rise of new manufacturing techniques, there has been an increase in 
attention in designing components with distributed material properties. 
Utilizing the benefits of compliant mechanics, a strategic distribution of 
the relaxation behavior of linear elastic materials was proposed. The par-
ticle swarm optimization (PSO) method was chosen due to its consistency 
in results and reasonable computation effort for non-linear problems. The 
proposed method was applied to a simple fixed shaft to demonstrate the 
improvement in the structural response of the system and convergence ca-
pability of the method. The simulations showed great improvement in the 
structural responses. The convergence capability analysis demonstrated 
that the method gives reliable results in an acceptable computational times. 
Additionally, the convergence time increased with the increase of the num-
ber of nodes that were optimized.  
 
However, some problems of the method were:  
 
• Inability to determine confidently the reaching of global minimum 
• Lack of thorough search of the solution space to keep the compu-
tation time within a reasonable timeframe 
• Discontinuity of the relaxation behavior across the length of the 
shaft is unrealistic for the actual manufacturing 
 
The optimization of the relaxation behavior distribution requires adjust-
ment of many parameters. In order to confidently reach the global mini-
mum within a reasonable timeframe, the computational efficiency of the 
PSO method must be improved such that the particles can thoroughly 
search the entire solution space. Additionally, the exploration of the inclu-
sion of additional constraints to ensure the a degree of continuity of the 
moduli across neighboring nodes must be done for the actual construction 
of the design.  
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