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Kumpulan tiedekirjasto
Veden ja alkoholien liuosten molekyylitason rakennetta on tutkittu viime aikoina tarmokkaasti
seka¨ kokeellisin etta¨ laskennallisin menetelmin.
Era¨s menetelma¨ molekyylien va¨listen ja sisa¨isten sidosten tutkimiseen on niin sanottujen
Compton-profiilien tarkastelu. Compton-profiileista saadaan tietoa sidosten aiheuttamista elekt-
roniaaltofunktioiden muutoksista. Compton-sironnassa fotoni siroaa kimmottomasti elektronista.
Compton-profiili, joka saadaan laskettua elektroniaaltofunktioden avulla, on suoraan verrannolli-
nen sirontatodenna¨ko¨isyyteen tietylla¨ energialla tiettyyn avaruuskulmaan.
Ta¨ssa¨ opinna¨ytetyo¨ssa¨ kehita¨mme menetelma¨n laskea liuosten Compton-profiileja numeerisesti.
Elektroniaaltofunktioiden ma¨a¨ritta¨miseksi vaaditaan tilastotietoa atomipaikoista, jonka saaminen
ab-initio -menetelmilla¨ on laskennallisesti liian raskasta. Ta¨sta¨ syysta¨ ka¨yta¨mme klassista mole-
kyylidynamiikkaa atomien liikkeen mallintamiseen.
Tarkastelemme ka¨ytta¨ma¨mme menetelma¨n pa¨tevyytta¨ simulaatiotulosten avulla. Klassisen
molekyylidynamiikan ka¨ytto¨ aiheuttaa erina¨isia¨ ongelmia, jotka antavat aihetta kyseenalaistaa si-
mulaation fysikaalista edustavuutta, mutta na¨ma¨ voitaneen kierta¨a¨ simulaatioparametrien sa¨a¨do¨lla¨.
Simulaatiotulokset paljastavat selvia¨ eroja eri liuosten Compton-profiileissa. Ta¨ma¨ teoreettinen en-
nuste ta¨ytyy vahvistaa kokeellisesti, jotta saamme selvyyden onko ka¨ytetty laskemismenetelma¨ luo-
tettava.
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The molecular level structure of mixtures of water and alcohols is very complicated and has been
under intense research in the recent past. Both experimental and computational methods have
been used in the studies.
One method for studying the intra- and intermolecular bindings in the mixtures is the use of the
so called difference Compton profiles, which are a way to obtain information about changes in
the electron wave functions. In the process of Compton scattering a photon scatters inelastical-
ly from an electron. The Compton profile that is obtained from the electron wave functions is
directly proportional to the probability of photon scattering at a given energy to a given solid angle.
In this work we develop a method to compute Compton profiles numerically for mixtures of liquids.
In order to obtain the electronic wave functions necessary to calculate the Compton profiles we
need some statistical information about atomic coordinates. Acquiring this using ab-initio molecu-
lar dynamics is beyond our computational capabilities and therefore we use classical molecular
dynamics to model the movement of atoms in the mixture.
We discuss the validity of the chosen method in view of the results obtained from the simulations.
There are some difficulties in using classical molecular dynamics for the quantum mechanical
calculations, but these can possibly be overcome by parameter tuning.
According to the calculations clear differences can be seen in the Compton profiles of different
mixtures. This prediction needs to be tested in experiments in order to find out whether the ap-
proximations made are valid.
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Esipuhe
Sähkäleet kuljettavat sähköä; elektronit kondusoivat elektrisiteettiä.
Fysiikan sanaston, niin kuin muunkin suomen kielen, nykytila on huolestuttava. Vanhat, kuvaa-
vat sanat ovat jääneet pois käytöstä ja tilalle ovat tulleet vierasperäiset termit. Sekoittuminen
on osa tavallista kielten kehitystä; hajeen kasvaminen on lämpöopissakin toinen pääsääntö. Toi-
sin kuin hajeen kasvua, voidaan kuitenkin kielten rappiota vastustaa: ranska on tästä parhampia
esimerkkejä. Vaikka suomen kieleen sointuvat sanat saattavat aluksi joidenkin mielestä vaikuttaa
humoristisilta, eivät ne sitä ole - hauskuus on täysin lukijan silmässä, kuten seuraava esimerkki
osoittakoon.
Aine koostuu sähkäleistä, nuoskaleista ja räiskäleistä (joista kahdella viimeksimainitusta on myös-
kin sisäistä rakennetta). Tässä työssä sähkäleitä mallinnetaan erkaleopillisin menetelmin, kun taas
atomiytimien liikettä kuvataan vanhoillisin liikeopin yhtälöin.
Compton-sirontakokeissa saadaan tietoa aineen sähkälerakenteesta valoerkaleiden sirotessa kim-
mottomasti sähkäleistä. Koska sironta on kimmotonta, vaihtavat valoerkale ja sähkäle sekä liike-
määrää että -tarmoa. Sirontatodennäköisyys tietyllä tarmolla tiettyyn avaruuskulmaan on verran-
nollinen Compton-käyrään, joka voidaan laskea sähkäleiden aaltofunktioista.
Vieraskielisen sanaston hiipiminen suomen kieleen on suureksi osaksi syytä siitä, ettei suomen
kieltä käytetä julkaisujen teossa. Koska lähes kaikki tiede fysiikan alalla tehdään kuitenkin lin-
gua francalla, englanniksi, on järkevää aloittaa tieteellinen kirjoittaminen - gradun teko - suoraan
oikealla kielellä. Mikäli kuitenkin halutaan suomeksi kirjoittaa, tulee myöskin käyttää suomen-
kielisiä termejä; muuten lopputuloksena on englannin ja suomen sekasikiö, jossa vain välisanat
ovat suomea. Tästä olkoon esimerkkinä Suomen Kuvalehden Jyviin ja akanoihinkin päässyt Antti
Väihkösen väitöskirja otsikollaan ”Ei-gaussiset kosmologiset perturbaatiot hybridi-inflaatiosta ja
preheatingistä”.
Puolen vuoden uurastus on ohi. Haluan kiittää erityisesti tarkastajaani, professori Keijo Hämä-
läistä tämän gradun aiheen ja rahoituksen minulle tarjoamisesta, sekä ohjaajaani, dosentti Mik-
ko Hakalaa lukuisista ehdotuksista ja tarkennuksista. Kiitokset kuuluvat myös perheelleni tuesta
sekä muille laitoksen henkilökunnan jäsenille ja kanssaopiskelijoilleni, joiden seurassa into kas-
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Solutions of water and alcohols have been under intensive computational study in the past few
years both experimentally and computationally [1, 2, 3, 4]. Although both water (H2O) andmethanol
(CH3OH) are simple compounds their mixtures have properties that differ by a large amount from
what might be expected from an ideal mixture of pure liquids [5, 6, 7]. This is striking since
methanol differs from water only by the methyl group CH3 replacing H in water. In addition both
substances are solvents of each other.
The anomalous properties of the water-methanol solution are caused by structure at the molec-
ular level. The exact nature of the ordering is still unclear, but several models have been proposed.
The ones that are supported by the experiments done in the recent past are, for example, cyclic
methanol structures [1] and separate percolating hydrogen-bond networks [2, 3, 4].
Compton scattering has been known for a long time. In the process photons scatter inelastically
from electrons, thus exchanging momentum and energy. The probability of this event taking place
is manifested in the double differential scattering cross section d2σ/dΩdω2 that is proportional to
the Compton profile J(q). The goal of this work is to develop a way to compute Compton profiles
for mixtures of liquids of given concentrations at given temperatures and pressures. These can be
used to calculate the difference Compton profiles ∆J(q) that measure the changes in the electron
wave functions caused by mixing substances. This change can be measured experimentally with
high accuracy. The analysis of the mixtures is done along the method previously used by Nygård et
al [8]. As an application we give predictions for the difference Compton profiles of water - methanol
solutions.
In order to calculate the Compton profile we need to know the electronic wave function that is
generated by atoms at coordinates {RI}. Due to the high computational demands of quantum me-
chanical calculations we use a rather limited amount of molecules in performing the calculation. As
liquids are amorphous we need to take many snapshots of instantaneous electronic configurations,
thus we also need many atomic coordinate snapshots. Since the most accurate method available to
obtain atomic coordinates (ab-initio molecular dynamics) is not feasible, as its computational de-
mands are even higher than those of calculating the electronic structure, we use classical molecular
dynamics (MD) to attain them.
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Figure 1: Schematic representation of Compton scattering [9]. The incoming photon has polariza-
tion εˆ1, energy ω1 and wave vector k1, the quantities for the outgoing photon are εˆ2, ω2 and k2,
respectively. The electronic system has the initial energy EI , gains momentum q in the process
and has energy EF after the scattering has taken place.
2 Theory
In this section we use atomic units in which e = 1, me = 1, ~ = 1, c = 1/α, 1/4pi0 = 1, where e
is the elementary charge, me the mass of the electron, ~ Planck’s constant over 2pi, c the speed of
light in vacuum, α the fine structure constant (1/α ≈ 137.0) and 0 the permittivity of vacuum. In
atomic units e.g. energy is dimensionless with 1 a.u. = 1 Ha ≈ 27.2 eV.
2.1 Compton scattering
The existence of the Compton effect has been known for a long time. In 1923 A. H. Compton came
out with his famous formula for the change of photon wavelength in inelastic scattering from a free
electron:
∆λ = 2piα(1− cos θ),
where θ is the scattering angle (see figure 1) and α the fine structure constant, 1/α ≈ 137.0.
For materials science studies the situation is more complicated. Instead of a free electron we
have a sample of matter, which has a bound many-electron system. The theory of inelastic scatter-
ing has been extended to these types of systems; there has been much progress since the days of
Compton, including the relativistic many-body treatment of Compton scattering.
In typical inelastic X-ray scattering experiments the scattering geometry is fixed, and the en-
ergy distribution of the out-coming photons is measured. The experimental double differential
scattering cross section (DDSCS) that measures the probability of scattering to the solid angle dΩ
in the energy range dω2 is then d2σ/dΩdω2. In this work DDSCS is described using non-relativistic
4
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perturbation theory in the lowest order [9]. The following expression is obtained for the DDSCS,
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where r0 = α2 is the classical radius of the electron, rj and pj are electronic coordinates and
momenta, |I〉 is the initial N -electron state, |N〉 is an intermediate state, |F 〉 is the final state of
the scattering electron system and EI , EN and EF are their respective energies. ΓN is the inverse
of the lifetime of the intermediate state. When we are away from any resonances the two latter
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We will now proceed to give results in the so-called Compton regime, where we assume that the
energy transfer ω and momentum transfer q are high. The high momentum transfers are usually
achieved by having the scattering angle θ close to 180◦.
We assume that the Hamiltonian Hˆ of the scattering system may be written as
Hˆ = Tˆe + Vˆ ,
where Tˆe is the kinetic energy part and Vˆ the potential energy part.
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This is a consequence of the energy transfers ω used being much higher than the energies of the
electronic system. In this case the evolution operator exp(iHˆt) may be approximated using the
Zassenhaus formula exp[λ(A+B)] ≈ exp(λA) exp(λB) exp(−λ2[A,B]/2) as









≈ 1. This is known as the impulse approximation.
Using the impulse approximation to write the evolution operator in equation 2.2 as a product
of two terms as in equation 2.3 we may commute the potential term exp[−iVˆ t] with exp[iq ·rj ]. Still
noting that
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where we have defined the one- and two-dimensional spin-free density matrices Γ1 and Γ2 as
Γ1(r|r′) := N
∫
Ψ∗(r, r2, . . . , rN )Ψ(r′, r2, . . . , rN )d3r2 . . . d3rN , (2.6)





Ψ∗(r1, r2, r3, . . . , rN )Ψ(r′1, r
′
2, r3, . . . , rN )d
3r3 . . . d
3rN , (2.7)
in which Ψ is the antisymmetric space part of the N -electron wave function. The kinetic energy
operators Tˆe in equation 2.5 effectively contain only the kinetic energies of the electron in coordi-
nate r1 in the first term and r1 and r2 in the second term, since all other terms may be commuted
through the terms exp(iq · r1) and exp(iq · r2).
The non-diagonal term in equation 2.5 can be omitted according to the impulse approximation
(the momentum transfer in Compton scattering is assumed large, |r2 − r1|  2pi/q) [9]. Upon
insertion of a complete set of momentum eigenstates











2.1 Compton scattering 2 THEORY




Insertion of equation 2.9 into equation 2.8 gives using p = u− q
S(q, ω) =
∫
Γ1(p|p)δ(ω − q2/2− p · q)d3p. (2.10)
The delta function in equation 2.10 limits the p integral to a plane in momentum space perpen-












2 − 2ω1ω2 cos θ
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where ρ(p) is the momentum density:
ρ(p) = Γ1(p|p). (2.11)





From here on we drop the tilde from q˜ in equation 2.12. However, this should not be confused with
the momentum transfer q.
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2.2 Electronic structure calculations
Since the Compton profile is a property of the electronic structure of the system in question, we
will next go through the method used to calculate it.
The inelastic scattering of a photon is a fast process (the time scale in typical Compton scat-
tering experiments is of the order of one attosecond which is trifling on the time scale of atomic
dynamics), thus we may approximate the electronic state by that determined by the instantaneous
atomic coordinates {RI}, which we obtain using classical molecular dynamics (see section 2.3).
According to the Born-Oppenheimer approximation we write the following Schrödinger equa-
tion for the electronic ground state:
E|Ψ〉 =
[




















|ri − rj | , (2.16)
where |Ψ〉 is the N -electron wave function, ri are electronic coordinates, ∇i the gradient operator
acting on ri, RI and ZI the atomic coordinates and charge numbers, Nat is the number of atoms in
the system and E and N the energy and number of electrons, respectively. VI−e and Ve−e are the
coulombic potentials of the electrons in the electric field of the ions and of the electrons, respec-
tively.
We solve the electronic structure and the ensuing Compton profile using density functional the-
ory (DFT). In the following we go through the foundations of DFT and its practical implementation.
2.2.1 Density functional theory
Density functional theory rests on the Hohenberg-Kohn theorems [11], which state that
1. The ground state electron density n(r) of any interacting system of particles in an external
potential VI−e(r) uniquely defines this potential up to an additional constant.
2. In a given potential VI−e(r) the density that gives out the lowest energy is the ground state
density, and that energy is the ground state energy.
Once we know the potential VI−e(r) we can, theoretically, do the calculation in reverse and find out
the ground state density.
The Hohenberg-Kohn theorems (1 & 2) are general results that apply for any quantummechan-
ical system. The Hohenberg-Kohn theorems enable us to consider the operators in the Hamiltonian
8
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of equation 2.13 as functionals of the electron density n(r) that corresponds to the wave function
Ψ(r1, . . . , rN ). Instead of dealing with equations that have 3N degrees of freedom we only have to
solve the density that has just 3 degrees of freedom, and thus we are able to make computations
in a significantly larger system than with some of the other methods of solving the Schrödinger
equation, such as Hartree-Fock.
2.2.2 Kohn - Sham method
In the Kohn-Sham Ansatz we replace the interacting many-body system with a fictitious non-
interacting many-body system by writing the energy as a functional of the electron density: [12]








3r d3r′ + Exc[n], (2.17)
where n(r) is the electron density, vI−e(r) is the potential caused by the ions, TS[n] is the kinetic









in which ψi are auxiliary wave functions called Kohn-Sham states. Exc is a universal functional
depicting the exchange and correlation energy.
Minimizing the functional in equation 2.17 with respect to the Kohn-Sham states ψi and re-
quiring orthonormalization ∫
ψ∗i (r)ψj(r)d
3r = δij (2.19)






ψi(r) = iψi(r), (2.20)




3r′ + vxc(r), (2.21)





is the functional derivative of the exchange-correlation energy. The Kohn-Sham equations resem-
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ble the Schrödinger equation we started with, however they are much easier to solve since they are
in effect independent, notwithstanding the functional of density Veff which depends nontrivially on
all of the states ψi and thus requires a self-consistent solution to be performed.
DFT is in principle an exact theory. However we do not know the exact form of Exc. There are
several approximations for it, the simplest one being the local density approximation (LDA) where




Here xc(n(r)) is the exchange-correlation energy density of the homogeneous electron gas of den-
sity n(r).
The generalized gradient approximation (GGA) is an improved version of LDA where an addi-




In this work we use the Perdew-Wang 1991 GGA-functional, in which [14]





where kF is the Fermi momentum corresponding to the free electron gas with density n, s =
|∇n(r)|/2kFn(r) a scaled density gradient where F (s) is a function given by [14]
F (s) =
1 + 0.19645 · s · sinh−1(7.7956 · s) +
[
0.2743− 0.1508 · e−100s2
]
· s2
1 + 0.19645 · s · sinh−1(7.7956 · s) + 0.004 · s2 .
As it was laid out in section 2.1, calculating the Compton profile requires knowing the one-
particle density matrix Γ1(r, r′) that is obtained from theN -electron wave function. TheN -electron
wave function may be approximated as a Slater determinant of the Kohn-Sham states. We write




ψ1(r1)α(1) ψ1(r1)β(1) ψ1(r2)α(2) . . . ψ1(rN )β(N)






ψN (r1)α(1) ψN (r1)β(1) ψN (r2)α(2) . . . ψN (rN )β(N)
∣∣∣∣∣∣∣∣∣∣
, (2.22)
where α(n) means electron at rn is spin-up and β(n) spin-down, respectively. It can be checked
that Ψ is normalized to unity, 〈Ψ|Ψ〉 = 1. It also fulfills the fermionic antisymmetry requirement
and produces the correct electronic density required in equation 2.18.
We shall only consider the spin degenerate case (closed-shell systems), in which the N/2 lowest
energy levels are populated by two electrons corresponding to the two spin states (usually denoted
by ↑ and ↓). The momentum density corresponding to the Kohn-Sham states is found out to be
10












where ψ˜i(p) denotes the Fourier transform of ψi(r). The research on the applicability and limita-
tions of Kohn-Sham orbitals in momentum space as compared to other methods such as Hartree-
Fock and Møller-Plesset pertubation theory is still ongoing, see e.g. Ragot’s article [15].
2.2.3 Projector-augmented wave method
As core electrons are deeply bound (“frozen”) to their orbitals it is not very efficient to take them
into account when calculating interactions with other atoms, since the core electron wave functions
do not participate in chemical processes. Pseudo-potentials were introduced in the 1930s by H.
Hellmann [16] to circumvent this problem by using an effective potential for the valence electrons.
Pseudo-potentials give rise to pseudo-wave functions as solutions of the Schrödinger equation.
The pseudo-wave functions behave smoothly around atomic coordinates, where the true valence
electron wave functions oscillate due to orthogonality to the core electron orbitals. Pseudo-wave
functions are defined in such a way that they give the same expectation values for a variety of
quantities as the true valence electron wave functions.
The projector augmented wave method (PAW) was introduced by P. Blöchl et al in 1994 [17]. It
is a way to improve the accuracy of pseudo-wave function calculations while still keeping the speed
of using pseudo-potentials. The idea of PAW is to define an operator T that maps the pseudo-wave
function to the all-electron wave function that contains both valence and core electrons, the latter
being treated as atomistic. This means in effect that T makes the valence electron wave functions
(i.e. pseudo-wave functions) orthogonal to the core electron states. Taking the expectation value of
the operator Aˆ in the all-electron case reduces to evaluating the expectation value of the operator
Aˆ′ = T †AˆT in the pseudo-wave functions.
2.2.4 Super-cell approximation
Classical and quantum mechanical calculations for atomic and molecular systems are limited by
the number of atoms that can be handled in computer simulations. A way to circumvent some of
the problems caused by a limited system size (compared to an infinite system) is to use periodic
boundary conditions (PBC), where the system is in a super-cell [x, y, z] ∈ [0...Lx, 0...Ly, 0...Lz] (also
non-orthorhombic supercells may be chosen) and we require that the potential V (r) influencing the
system is periodic (in this section V (r) = Veff(r) defined in equation 2.21):
11




Figure 2: An illustration of long range ordering when applying PBC.
V (r+ Ln) = V (r), (2.24)
Ln = (nxLx, nyLy, nzLz), (2.25)
nx, ny, nz = 0,±1,±2, . . . ,
where Lx,Ly and Lz are the lengths of the edges of the super-cell in the x, y and z directions,
respectively, and (Lx, 0, 0), (0, Ly, 0) and (0, 0, Lz) are the lattice vectors of the super-cell. In this
work we use cubic super-cells for which Lx = Ly = Lz =: L.
Although we now get an infinite system we get unwanted effects: in an amorphous system
(e.g. liquids as water and methanol) unphysical ordering on a larger scale appears, as can be seen
from figure 2. In the scope of Compton scattering this is not important, since unlike diffraction
scattering is a local process and the large scale structure created by PBC does not directly affect
the outcome. Nevertheless there may be indirect consequences due to possibly incorrect structure
at scales comparable to that of the super-cell.





where L3 is the volume of the super-cell and k the electron wave vector (crystal momentum). ujk(r)
in equation 2.26 is also periodic: u(r + Ln) = u(r). The Bloch wave functions are solved by substi-
tuting equation 2.26 into the Kohn-Sham equation 2.20, whence we get the equation[
−1
2
(∇+ ik)2 + Veff(r)
]
ujk(r) = jujk(r), (2.27)
where Veff(r) is the effective potential defined in equation 2.21.
ujk(r) may be written with the help of its Fourier series: [18]
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where {G} are the reciprocal lattice vectors defined by G · Ln = 2pim, m ∈ Z. Inserting equations









where δa,b is the Kronecker delta symbol: δa,b = 1 if a = b, otherwise δa,b = 0.
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2.3 Classical molecular dynamics
2.3.1 Obtaining atomic coordinates
In this chapter we shall present the main ideas of a classical molecular dynamic simulation needed
in order to obtain the atomic coordinates for the quantum mechanical calculations. We follow the
presentation of reference [20]. Let there be a system of Nat atoms at positions {RI}NatI=1, with




= FI , I = 1, . . . , Nat, (2.30)
where FI is the force acting on the I:th atom. For conservative force fields
FI = −∇RIV (RI),
where I is the atomic index and V (R) is the potential field caused by the other atoms in the system.





where VIJ(R) is the potential arising from the interaction of atoms I and J . Using pairwise poten-
tials greatly reduces the amount of computation needed to simulate the system. The exact forms


















so the total energy of the system is
E = Ekin + Epot. (2.34)
We start out with a given configuration (see section 3.1.2) and then evolve the system by solving
new atomic positions from equation 2.30 by using the Verlet algorithm [21]:
RI(t+ δt) = 2RI(t)−RI(t− δt) + FI(t)
MI
δt2 +O(δt4). (2.35)
Once we have the trajectory {RI(t)}NatI=1, t = 0 . . . tend of the system we may take snapshots of
the atomic coordinates {RαI }NatI=1 := {RI(tα)}NatI=1, where α is the snapshot index and tα is the time
we take the snapshot of.
We use PBC also for the MD simulations.
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2.3.2 Temperature and pressure
According to the equipartition theorem the kinetic energy of the particles is distributed evenly
across the degrees of freedom Nd.o.f., thus we are able to calculate the temperature as
1
2
Nd.o.f.kT = Ekin, (2.36)
where k is Boltzmann’s constant (k ≈ 8.6 · 10−5 eV/K) and T is the temperature.

















RIJ ⊗ FIJ , (2.39)
where p, Ekin and Ξ are the pressure tensor, the kinetic energy tensor and the virial energy tensor.
In equation 2.37 L3MD is the volume of the MD super-cell. In equations 2.38 and 2.39 ⊗ denotes the
tensorial product, and FIJ is the force on atom I caused by atom J . The trace of the virial tensor
gives the potential energy of the system Epot defined in equation 2.32.














where T 0 and p0 are the reference temperature and pressure and τT and τp are temperature and
pressure relaxation times. In isotropic (or, in our case amorphous) systems pressure is isotropic,
thus we define isotropic pressure p as the trace of the pressure tensor:

















where · signifies the dot product.
2.3.3 Pair correlations
One of the most important tools of analyzing simulations is the pair correlation function, which
depicts the probability distribution of atom separation length R: [20]
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where gAB(R) is the pair correlation function between particles of type A and B and in which ρB(R)
is the density of particles of type B at distance R around particles A and 〈ρB〉local is the particle
density of type B averaged over all spheres around particles A with a sphere cut-off radius Rmax
that is typically determined by the size of the super-cell. NA and NB are the numbers of atoms of
types A and B and δRIJ ,R is again the Kronecker delta symbol. The pair correlation function gAB
is symmetric with respect to its indices: gAB(R) = gBA(R).
Since gAB(R) in effect counts particles at a distance R, it is clear that when R grows large the
probability of finding particles at any value of R is constant, so we normalize gAB(R) with
gAB(R)→ 1, R→∞. (2.44)
We define the coordination number N coordAB that gives the amount of closest neighbors of type B
for type A atoms as









In this section we go through the computational method used to obtain the Compton profiles, using
the theoretical framework laid out in section 2. The process of obtaining the Compton profiles is as
follows (see flow chart in figure 3):
1. Using some initial configuration, evolve in a classical MD simulation the atomic coordinates
in the MD super-cell the super-cell for a given amount of time. After the system has been
equilibrated take DFT super-cell snapshots of atomic coordinates. (Discussed in sections 3.1
and 3.2.1).
2. Changing to a quantum mechanical (DFT) framework, solve the Kohn-Sham states from
equation 2.27 for each snapshot (section 3.2.2).
3. Calculate the momentum density from equation 2.29 and the Compton profile from equation
2.12 for each snapshot α (section 3.2.2).
4. Calculate the Compton profile of the mixture by taking the average over the snapshot Comp-
ton profiles (section 3.3).
All of the computations were run on a linux server equipped with two 1.86GHz Intel Quad Core
Xeon processors and 16GB of memory. The computations took some three months to complete.
3.1 Molecular dynamics
3.1.1 General
We use theGröningen machine for Chemical Simulations (GROMACS) package [22] for performing
the molecular dynamics runs. We use the NPT ensemble in which the number of atoms Nat,
pressure p and temperature T are, on average, kept constant. During the simulation the pressure
and temperature are changed by scaling the MD super-cell lattice vectors and atomic coordinates
and atomic velocities as presented in section 3.1.3. 320-molecule super-cells were used in the MD
runs.
The OPLS-AA (optimized potentials for liquid simulations, all-atom) force-fields were used [23,
24], in which the interaction potential of equation 2.31 is broken down into four parts (see equation
3.1): bond stretching, bond bending, dipole-dipole interaction (van der Waals, using the Lennard-
Jones potential) and dihedral energy. The dihedral potential is needed for planar molecules to be
planar and to prevent molecules from flipping into their mirror images.
In the simulations we used the flexible model for methanol molecules, water molecules were
rigid, however.
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Figure 3: Process of calculating the Compton profile.
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[1 + cos(φn + f1n)] +
V 2n
2
[1− cos(φn + f2n)] +
V 3n
2
[1 + cos(3φn + f3n)]. (3.5)
The first term in equation 3.1 is the energy related to bond stretching. In equation 3.2 r0
is the equilibrium bond length and Kr the spring constant. In equation 3.3 θ0 and Kθ are the
equilibrium bond length and the torsion constant. In equation 3.4 IJ is the depth of the Lennard-
Jones potential well and σIJ is a distance parameter. In equation 3.5 V 1,V 2 and V 3 are Fourier
series coefficients and f1, f2 and f3 phase angles. The force-field parameters used in the runs are
in appendix A (section 7.1).
In this work 5 · 106 MD steps were performed with the time step δt = 2 fs, i.e. the duration of
the simulation was tend = 10 ns. We used the cutoff Rmax = 9 Å.
3.1.2 Equilibrating and sampling the system
The initialization is done in two stages. The initial configuration for the system is one with separate
phases: the water molecules and methanol molecules are not mixed (see upper left image of figure
4). An initial energy minimization was done to reach a reasonable level of total energy. In the
minimization the orientations of molecules are rotated in the MD super-cell in a way to find a
minimum of energy for the system (stage 1). An example of a resulting configuration can be seen
in the upper right image of figure 4.
After stage 1 we can start performing molecular dynamics. At first the thermodynamic quan-
tities change considerably, as the molecules start moving around and mixing. During the mixing
stage (stage 2) the total energy of the system decreases. When the total energy reaches a plateau
the system has been completely mixed and is in thermodynamic equilibrium (see lower left image
of figure 4); after this one can start taking snapshots from the atomic coordinates {RI}NatI=1.
3.1.3 Temperature and pressure couplings
The temperature is adjusted using the Berendsen thermostat (equation 2.40). In practice this is
implemented by scaling the velocities R˙I with the factor λ (R˙I → λR˙I ) [20]:
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Figure 4: Illustration of molecular dynamics. On the upper left is the initial configuration, on the
upper right initial energy minimization has been performed. In the lower left image the system
has reached equilibrium (t = 60 ps), and in the lower right is the final configuration (t = tend = 10
ns).
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T (t− δt/2) − 1
]
, (3.6)
where τT is the time constant for temperature coupling. In practice λ is usually chosen to be of the
order λ ≈ 1 for stability reasons.
The pressure is adjusted using the Berendsen pressure thermostat (equation 2.41). In practice
this is implemented by scaling the super-cell containing the particles with the matrixµ (RI → µRI ,
L→ µL) [20]:





where µij is the ij:th component of the µ, τp a time constant for pressure coupling and β the
isothermal compressibility matrix for the system.
In this work the system is isotropic and we also use isotropic scaling to maintain the MD super-
cell cubic, so µ becomes a scalar. The Berendsen temperature thermostat is set to T 0 = 300 K and
the pressure thermostat to p0 = 1 bar, the time constants being τT = 0.1 ps and τp = 2.0 ps. The
isothermal compressibility was chosen to be β = 5 · 10−5 1bar (the default value in GROMACS).
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3.2 Compton profile calculations
The DFT calculations were performed with the Vienna Ab-initio Simulation Package (VASP) [25,
26, 27]. As DFT calculations are heavier to perform than MD simulations, 32-molecule super-cells
were used for the DFT runs, with the exception of pure methanol, the calculation of which was
performed using a 16-molecule super-cell.
3.2.1 Atomic coordinate snapshots
The following scheme was used to extract the small DFT super-cells from the large MD super-cell
snapshots.
1. Select a smaller super-cell from the center of the MD super-cell with the ratio of their volumes
being the ratio of the number of wanted molecules (32, or 16 for methanol) and the number
of molecules in the MD super-cell (320).
2. If the selected small super-cell contains more than 32 molecules, scale down the edges of the
super-cell by the factor 1/1.001. If the super-cell contains less than 32 (16 for pure methanol)
molecules, scale up the edges by the factor 1.01. Iterate until a super-cell with 32 (or 16)
molecules is found. (See below for motivation of asymmetrical scaling factors).
If PBC were directly applied to the obtained super-cell the potential energy of the system might
be unphysically high due to edge effects (e.g. polar sides of the same charge of two molecules
facing each other). To correct for this we re-establish periodicity by repeating the minimization
procedure (stage 1) of section 3.1.2, i.e. molecular rotation. We will discuss the validity of this





The reason why the scaling factors in the extraction of the DFT super-cells were selected asym-
metrically was to obtain the largest super-cell containing the wanted amount of molecules. Choos-
ing the smallest possible super-cell is more likely to cause too close neighbors to be found, and thus
unphysical behaviour in the electron wave functions.
3.2.2 Solving the electronic structure
A look at equation 2.29 reveals that ρ(p) is obtained in a discrete grid. In a Γ-point (k = 0) electronic
structure calculation we sample only values of the radial density ρ(p) for p ∈ G and thus we only
get the isotropic Compton profile for these momenta. In order to obtain a more thorough sampling
we need to calculate the wave function in more points in k space. Equation 2.29 also tells that the
bigger values of |G| we use the further q reaches. In this work we use the cutoff Gmax = 10.28 a.u.,
and use a 3× 3× 3 k space grid (27 points in the first Brillouin zone).
The electronic structure for the snapshots is solved using the following method:
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1. Using the snapshot atomic coordinates {DFTRαI }N
DFT
at
I=1 , make super-cell Γ-point (k = 0) cal-
culation to solve self-consistently the potential term V αeff(r) defined in equation 2.21, using
equation 2.27.
2. Use the obtained potential V αeff(r) to solve non-self-consistently the k 6= 0 Kohn-Sham states
ψαjk(r) from equations 2.27 and 2.26 (this is the usual method in e.g. solid-state band structure
calculations).
3. Calculate ρα(p) from equation 2.29 and Jα(q) from equation 2.12 using the cutoff Gmax in the
sum over G.
3.3 Compton profiles
We calculate the Compton profiles of the mixtures as the average of the Compton profiles of 40
snapshots corresponding to each mixture.








where Nα is the number of computed Compton profiles for the mixture (in our case Nα = 40) and
Jα(q) is the α:th snapshot Compton profile.





where Jmixture(q) is the Compton profile of the equilibrated mixture, JW (0) is a reference value (the
Compton profile of water at q = 0) and Junmixed(q) a comparison profile computed by averaging the
Compton profiles of pure water and methanol weighed by their concentrations c in the system and
their number of valence electrons Zval:
Junmixed(q) =
xMJM (q) + xWJW (q)
xM + xW
, (3.10)
xM = cMZvalM , (3.11)
xW = cWZvalW . (3.12)
A similar method has been previously applied in the study of aqueous solutions of LiCl by Nygård
et al [8]. The choice of the reference value is arbitrary, since it affects all mixtures in the same
way - any errors in it have no importance when comparing the difference Compton profiles of two
mixtures. Above, oxygen has 6 valence electrons, carbon has 4 valence electrons and hydrogen has
one, so ZvalM = 6 + 4 + 4 = 14 and ZvalW = 6 + 2 = 8. The concentrations of water and methanol sum
up to unity, cW + cM = 1.
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If the two liquids were unmixed, in separate phases, the difference Compton profile would
vanish, ∆J(q) = 0, because of a direct superposition. Therefore ∆J(q) truly is a sound way of ex-
amining the intra- and intermolecular bindings in the mixture.
3.3.1 Error estimation










since the snapshot Compton profiles Jα(q) are independent variables.





]2 + [xWσWJ (q)]2
(xM + xW )2
. (3.14)








As it was mentioned before, JW (0) is an arbitrary reference value, so it should not play any part in
the calculations of error, so its error does not appear in the equation above. (Also if it were included
it would only mean a correction of the order 10−5.)
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Case cM nW (MD) nM (MD) nW (DFT) nM (DFT)
1 1.00 0 320 0 16
2 0.56 140 180 14 18
3 0.38 200 120 20 12
4 0.19 260 60 26 6
5 0.13 280 40 28 4
6 0.06 300 20 30 2
7 0.00 320 0 32 0
Table 1: Simulated mixtures. nW and nM are the number of water and methanol molecules in the
MD and DFT super-cells, and cM gives the methanol mole fraction.
4 Results
4.1 Molecular dynamics
The water - methanol mixtures studied are given in table 1.
The evolutions of the MD total energy and MD super-cell volume are shown in figures 5 and
6, respectively. Table 2 contains information about the thermodynamical quantities of the MD
simulations.
The energy evolution of figure 5 at t = 0 . . . 200 ps reveals that equilibrium is obtained in
approximately 80 ps (this is the time it takes for the total energy to drop to a stable level). In
the same way examining the evolution of super-cell volume at t = 0 . . . 200 ps we see that the
volume, too, is relaxed to an equilibrium level in some 80 ps. Based on these observations we chose
the length of the snapshot interval to be ∆tsnapshot = 25 ps and decided to start taking atomic
coordinate snapshots at tstart = 200 ps.
As it can be seen from figures 5 - 6 having more methanol in the system incurs a longer equili-
bration time. This is due to methanol being heavier than water: methanol molecules move around
slower, making the mixing stage last longer.
We see from table 2 that the energy, temperature and super-cell volume stay quite well constant.
However the fluctuations in pressure are huge. This is a well-known problem in MD simulations
of systems of small size: the number of atoms is too small to dampen the standard deviation of
the fluctuations. Yet it must be noted that the Compton profile is not directly dependent on the
dynamics of the system - it depends only on momentary atomic positions (through the electronic
wave functions).
The comparison of the computed densities of the liquids with experimental data can be seen in
table 3. The experimental values [28] have been interpolated for the concentrations in question
using a 6th degree polynomial. As it can be seen the correspondence is quite close, in all cases the
values are within a couple σ. The rightmost column of table 3 contains the extrapolated temper-
ature for the MD simulation using a linear fit of density as the function of temperature. It is not
assured, however, that the variations of density are linear over the range of 50 K. Keeping in mind
the difficulty of adjusting the temperature of the MD simulation, we can deem the correct densities
to be predicted by the MD simulation.
The oxygen - oxygen correlations obtained from the MD runs using equation 2.43 are shown in
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Figure 5: Evolution of MD total energies (equation 2.34). Note the steep descent around t ≈ 0 ps.
figures 7 - 9. The coordination numbers obtained for the mixtures using equation 2.45 are plotted
in figures 10.
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Figure 6: Evolution of MD super-cell volumes. Note the steep descent around t ≈ 0 ps.
cM Ekin (eV) ∆ Epot (eV) ∆ Etot (eV) ∆ T (K) ∆ p (bar) ∆ V (nm3) ∆
1.00 53.8 0.8 -80.5 1.2 -26.7 0.9 300.5 4.2 0.45 362.39 22.29 0.15
0.56 41.2 0.7 -109.8 1.1 -68.6 0.9 300.7 5.0 1.85 437.25 16.27 0.10
0.38 35.7 0.7 -120.6 1.1 -84.9 0.8 300.9 5.5 1.02 475.62 13.98 0.09
0.19 30.3 0.6 -130.9 1.0 -100.6 0.8 301.4 6.1 0.99 521.74 11.77 0.07
0.13 28.6 0.6 -134.2 1.0 -105.7 0.8 301.6 6.4 2.48 537.47 11.05 0.06
0.06 26.8 0.6 -137.4 1.0 -110.6 0.8 301.9 6.7 2.98 557.04 10.33 0.06
0.00 25.0 0.6 -140.4 0.9 -115.4 0.7 302.3 7.1 4.26 578.26 9.62 0.06
Table 2: Thermodynamic properties of the simulated water-methanol mixtures. The quantities
refer to their mean values, and the ∆s to their corresponding standard deviations. The energies
are given per molecule. The values have been sampled starting from t = 100 ps.
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1.00 764± 5 801± 1 773± 1 323± 5
0.56 846± 5 882± 1 856± 1 325± 6
0.38 885± 6 921± 1 900± 1 334± 9
0.19 932± 6 958± 1 942± 1 332± 11
0.13 951± 5 970± 1 957± 1 327± 12
0.06 972± 6 983± 1 974± 1 320± 20
0.00 995± 6 1000± 1 992± 1 302± 23
Table 3: Densities of MD mixtures. The simulation volumes have been taken from table 2. The
experimental values [28] have been interpolated for the concentrations in question using a 6th de-
gree polynomial. The rightmost column contains the temperature extrapolated from the densities,
using a linear fit.


























Figure 7: Water oxygen - water oxygen pair correlation function g(OWOW) for calculated concen-
trations.
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Figure 8: Methanol oxygen - methanol oxygen pair correlation function g(OMOM) for calculated
concentrations.
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Figure 9: Water oxygen - methanol oxygen pair correlation function g(OWOM ) for calculated con-
centrations.
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Figure 10: Coordination numbers for water (upper image) and methanol (lower image).
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4.2 Compton profiles
Before examining the Compton profiles we have obtained through computation we shall first con-
template the DFT electronic structure calculations. As we can see from figure 11 the size of the
super-cell does not correlate with the electron energy. The biggest deviations in valence electron
energy from one snapshot to another is just 0.23 eV, which is of the same order as the energy asso-
ciated to a hydrogen bond. Since the molecules are expected to be in quasirandom orientations in
the snapshots we expect there to be differences in the number of hydrogen bonds; thus the varia-
tion is quite normal. In this scope it can thus be argued that extracting DFT super-cells from the
MD super-cells does not substantially affect the accuracy of our results.
However there is the question about the statistics of the extracted system. The pair correla-
tion functions in the DFT super-cells are bound not to be similar to the pair correlation functions
obtained during the MD simulation, as there are a lot less samples. Imposing PBC may result in
a notable difference. Figure 12 contains plots of the snapshot correlation functions for both MD
and DFT super-cells. As one can see, they are clearly not the same. The methanol-methanol pair
correlation function g(OMOM ) has the greatest inconsistencies when comparing the original (MD
super-cell) and extracted (DFT super-cell) correlation functions. This is likely due to the fact that
methanol is a big molecule (classically, approximating the molecules as cubic, according to the MD
parameters in Appenix A the volume of the methanol molecule is some 8 Å3 as compared that of
water, 0.6 Å3), which causes distortions when extracting a small part of the system. These are then
magnified by the fictitious ordering of PBC. The water-water and methanol-water correlation func-
tions g(OWOW ) and g(OMOW ) of the DFT super-cells can be deemed to be close enough to those of
the MD super-cells.
What strikes in figure 12 is that the correlation functions are nonvanishing at small distances,
R . 2.5 Å. Comparing these to the MD simulation results in figures 7 - 9 raises questions, whether
the snapshot method is representative of the system at all. This is likely to be another consequence
of using classical molecular dynamics to model the system, which we will discuss shortly.
The result of the MD super-cell vs. DFT super-cell snapshot density comparison presented in
table 5 is as one would expect: the density in the extracted DFT super-cell is not in agreement
with the one in the MD super-cell. One would expect this kind of behaviour, since the method we
used to extract the DFT super-cells that was outlined in section 3.2.1 overestimates the super-cell
volume and thus underestimates the density. It is a bit surprising, though, that the snapshot MD-
supercell and DFT-supercell densities only differ by a factor smaller than 2. Also the snapshot MD
super-cell densities are not the same as the ones obtained as the average over the MD simulation,
this is likely caused by too small a snapshot group.
As was seen in the previous section the fluctuations of pressure are quite large. This can be
explained by the lack of conservation of energy in the system. Instead of moving smoothly on
manifolds of constant energy atoms move in jolts. In a complex potential field the distance of a
minimum to a maximum can be comparable to the distance traversed by an atom in a single time
step. This may result in unphysically small interatomic distances (nonvanishing pair correlation
function at small separations) and large fluctuations in interatomic forces, and thus pressure as
can be seen from equations 2.37 and 2.39.
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Figure 11: Valence electron energy deviations from mean as function of super-cell size. For clarity
the results for different methanol concentrations have been shifted vertically, as illustrated by the
lines.
The Compton profiles calculated using equations 2.29 and 2.12 are given in figure 13. The
differences of the values at q = 0 a.u. are simply due to different amounts of electrons in the
mixtures, as the Compton profile is normalized to the number of electrons N in the mixture. The
errors for the Compton profiles of figure 13, estimated using equation 3.13, are in figure 14. The
errors of the comparison profiles defined in equation 3.10, calculated using equation 3.14, are in
figure 15.
The difference Compton profiles we obtained through equation 3.9 are given in figure 16. Their
estimated (equation 3.15) errors are plotted in figure 17.
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Figure 12: Comparison of snapshot correlation functions for MD (solid line) and DFT (dashed line)
supercells. The uppermost graph is the methanol-methanol pair correlation function g(OMOM ),
the one in the middle the methanol-water correlation function g(OMOW ) and the undermost the
water-water correlation function g(OWOW ). The zero levels have been shifted for the sake of clarity.
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Table 4: Valence electron energies per molecule in the DFT super-cell.
cM ρMD (103 kg/m
3) ρDFT (103 kg/m
3) ρsim (103 kg/m
3)
1.00 0.77± 0.02 0.44± 0.05 0.764± 0.005
0.56 0.78± 0.02 0.55± 0.05 0.846± 0.005
0.38 0.76± 0.03 0.58± 0.04 0.885± 0.006
0.19 0.79± 0.04 0.63± 0.06 0.932± 0.006
0.13 0.79± 0.03 0.63± 0.05 0.951± 0.005
0.06 0.83± 0.03 0.68± 0.06 0.972± 0.006
0.00 0.99± 0.01 0.76± 0.05 0.995± 0.006
Table 5: Snapshot DFT super-cell density vs. MD super-cell density. The rightmost column con-
tains the data from table 3.


























Figure 13: Calculated Compton profiles for the mixtures.
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Figure 14: Errors of the mean for the Compton profiles calculated for the mixtures as according to
equation 3.13.
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Figure 15: Errors of the mean for the comparison Compton profiles as according to equation 3.14.
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Figure 16: Difference Compton profiles as according to equation 3.9.
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5.1.1 Pair correlation functions
The pair correlation functions obtained through classical molecular dynamics are well in agree-
ment with those in literature [2, 3]. When we compare the cM = 0.00 and c′M = 0.36 pair corre-
lation functions we see that the first peak (R ≈ 3 Å) in the OWOW correlation function (figure 7)
undergoes the same kind of sharpening with increasing methanol concentration as in the neutron
diffraction studies by Dixit et al (c′M = 0.70) [3] and Dougan et al (c′M = 0.27) [2]. Also the second
peak (R ≈ 4.5 Å) experiences the same kind of broadening when increasing methanol concentra-
tion from zero to a moderate level. The OMOM correlation function, too, is compliant with Dixit
et al’s results - the first peak is distinctly broadened and the second is somewhat sharpened when
increasing methanol concentration. Nevertheless one must be wary of the comparison with Dixit
et al, since the concentrations of methanol used are not the same.
There seems to be interesting non-monotonicity in the behavior of the peaks. Four concentration
regimes can be roughly identified based on their OWOW correlation function (figure 7). Methanol
concentrations cM = 0.13 and cM = 0.19 are almost identical so they can be grouped together;
cM = 0.00 and cM = 0.06 are very much alike and thus form another group. The higher methanol
concentrations cM = 0.38 and cM = 0.56 can both be classified in their separate groups.
Observing the OMOM correlation function (figure 8) we see another kind of behavior: cM = 0.13
and cM = 0.19 behave again in a very similar manner and they can be again grouped together, and
so can cM = 0.38 and cM = 0.56. The pair correlation function for the low methanol concentration
cM = 0.06 resembles those of cM = 0.13 and cM = 0.19. The pair correlation function of pure
methanol cM = 1.00 resembles that of the moderate concentrations cM = 0.38 and cM = 0.56.
The OWOM correlation function (figure 9) shows that the peaks are monotonously sharpened
with increasing methanol concentration - some additional structuring occurs, but no effects as
radical as in the OWOW (figure 7) or OMOM (figure 8) correlation functions can be seen.
Looking at both correlation functions OWOW and OMOM together we see clearly the existence
of different regimes in the solution as function of methanol concentration. The pair correlation
functions of cM = 0.13 and cM = 0.19 behave quite precisely in the same manner. Also cM = 0.38
and cM = 0.56 show kindred features. The jump from cM = 0.00 to cM = 0.06 is not very big, but
cM = 1.00 stands clearly in its own class.
5.1.2 Coordination numbers
One can also see the changes in the structure of the mixtures by investigating the coordination
numbers of figure 10. The coordination number of water shows quite abrupt changes at small
methanol concentrations - the water-water coordination number NOWOW is more than halved in
systems with cM ≈ 0.15 compared to pure water. Interestingly enough adding more methanol
into the system (cM ≈ 0.4) increases the water-water coordination number, until it drops again at
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high methanol concentrations (cM & 0.6). The water-methanol coordination number NOWOM grows
linearly at small and moderate methanol concentrations cM .
At small concentrations cM methanol molecules interact mainly with water molecules. The
methanol-water coordination number NOMOW decreases linearly from the peak value at cM = 0.06
to zero when cM = 1. Non-linear behavior is again observed in the methanol-methanol coordina-
tion number at cM = 0.2 . . . 0.6.
5.1.3 Structuring
The sharpening of the peaks in the pair correlation functions is a sign of increased structure at
the intermolecular level. At moderate methanol concentrations (cM = 0.56 and cM = 0.38) the
structuring in the OMOM correlation function (although it is not as pronounced) resembles that of
pure methanol (cM = 1.00). This also holds for dilute concentrations (cM = 0.06). The sharpening of
the first peak and the broadening of the minima in the OMOM correlation function at low methanol
concentrations (cM = 0.13 and cM = 0.19) suggest that at these concentrations the structuring
differs greatly from that in pure methanol.
The ordering of water is evidently enhanced at moderate methanol concentration - the first
peak is distinctly sharpened from the dilute methanol limit (cM = 0.00 and cM = 0.06). Low
concentrations of methanol (cM = 0.13 and cM = 0.19) alter the structuring of water significantly.
This can be very clearly seen also in the coordination numbers of figure 10.
The similarity of the correlation functions at cM = 0.38 . . . 0.56 with those of pure methanol and
water suggests that at these concentrations methanol and water could form separate percolating
hydrogen-bonded networks, which was reported by Dougan et al [2]. We also see the enhancement
of water structure and decrease of methanol structure as in the measurements of Dixit et al [3] and
ab-initio computations of Morrone et al [4]. Both structures are clearly modified at cM ≈ 0.2 . . . 0.4.
5.2 Compton profiles
As it can be seen from figure 16 there are clear differences to be found in the Compton profiles for
varying methanol concentrations. Of course one may not singly study the average - the errors must
also be taken into account. Every concentration has a distinct Compton profile, except cM = 0.38
and cM = 0.56 whose profiles are almost identical.
The Compton profiles of cM = 0.38 and cM = 0.56 are strikingly resemblant. As it was dis-
cussed in section 5.1 their correlation functions are very much similar and thus they are likely to
possess the same structure at the molecular level, which results in the same kinds of electronic
configurations and hydrogen bond networks in the mixtures.
Although the pair correlation functions of cM = 0.13 and cM = 0.19 were even more alike than
those of cM = 0.38 and cM = 0.56 their difference Compton profiles differ by a large amount.
cM = 0.06 also stands out with an aberrant difference Compton profile.
Examining as an example the detailed difference of the Compton profiles of cM = 0.13 and
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∆ J, cM = 0.38
∆ J − σ∆ J, cM = 0.38
∆ J + σ∆ J, cM = 0.38
∆ J, cM = 0.13
∆ J − σ∆ J, cM = 0.13
∆ J + σ∆ J, cM = 0.13
Figure 18: Example of a detailed comparison of difference Compton profiles for cM = 0.13 and
cM = 0.38. The errors plotted are the standard errors of equation 3.15.
cM = 0.38 (see figure 18) we note that the greatest differences in the profiles are seen at q . 1.5
a.u. and that they are most pronounced at q ≈ 0.5 . . . 0.8 a.u., where the profiles differ by several
σ. Similar results hold for other concentrations, but they are less pronounced. When measuring
experimentally one would need an accuracy of the order 0.01% in order to obtain clear differences




In this work we have succesfully developed a method to calculate difference Compton profiles∆J(q)
through a combined method of classical molecular dynamics (MD) and quantum mechanical calcu-
lations using density functional theory (DFT).
We have analyzed the results of the MD simulations and come to the conclusion that they are
representative of the systems studied (in the scope of the needs of Compton profile computations).
Since the deviations from mean energy are small (table 4) it seems that classical molecular dy-
namics can successfully be used in generating atomic coordinates for the quantum mechanical
computations. Nevertheless the discrepancies in pressure and pair correlation functions are some-
what puzzling. These may possibly be mended by running simulations with a smaller timestep
and a larger number of atoms in the system. Also using a different set of potentials might help.
We have given predictions for the difference Compton profiles of mixtures of various concen-
trations of water and methanol, and we have obtained results that should be experimentally de-
tectable.
There seems to be a structural regime change in the water - methanol mixture at methanol
concentrations cM ≈ 0.2 . . . 0.4, where the correlation functions differ substantially in form from
those of pure liquids. This may be caused by a transition from the separate percolating hydrogen-
bonded networks to a more complex structure. Possible ring and chain structures in the mixtures
should be further studied.
Even if the statistical errors are comparable to some of the differences of the difference Compton
profiles, it can be argued that the mean Compton profiles have converged with sufficient precision
to their true values. Thus the errors we have obtained for the difference Compton profiles may be
overestimated. The conclusive study of these differences is a task left for future work - more com-
putations need to be done to constrict the statistical errors so that the disparities of the difference
Compton profiles become clearer. Also simulations in bigger DFT super-cells should be performed
to see whether there is any improvement in the wave functions due to the closer resemblance be-
tween the DFT and MD super-cells. MD simulations at larger methanol concentrations ought to
be conducted to find out more about the behavior of the coordination numbers.
One interesting road to further knowledge is the use of ab-initio molecular dynamics (for in-
stance using the Car-Parrinello method [29]), although it is possible that results cannot be obtained
for some time due to the stringent needs of sampling and averaging over many sets of atomic coor-
dinates in the liquid.
There is also work to be done for experimentalists: it will be most intriguing to see whether the




7.1 Appendix A - Gromacs configuration files
We use the rigid single point charge (SPC) water model (OPLS force field 116 for oxygen and 117 for
hydrogen), and the following OPLS force fields for the flexible methanol molecules: 157 for carbon,
156 for the hydrogen in the methyl group CH3, 154 for oxygen and 155 for the hydrogen in the
hydroxyl group OH.
Topology We use the following topology file (courtesy of Jill Tomlinson-Phillips from the Depart-
ment of Chemistry of Purdue University) for the system:
; File ’methanol.top’ was created
; By user: Jill
; On host: butterfly.chem.purdue.edu
; At date: Thu Mar 8 11:00:41 2007
;
;







;nr type resnr residue atom cgnr charge mass typeB chargeB massB
1 opls_157 1 MeO C 1 0.145 12.011 ; qtot 0.145
2 opls_156 1 MeO HA 1 0.04 1.008 ; qtot 0.185
3 opls_156 1 MeO HB 1 0.04 1.008 ; qtot 0.225
4 opls_156 1 MeO HC 1 0.04 1.008 ; qtot 0.265
5 opls_154 1 MeO O 1 -0.683 15.9994 ; qtot -0.418
6 opls_155 1 MeO H 1 0.418 1.008 ; qtot 0
[ bonds ]
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[ angles ]
; ai aj ak funct c0 c1 c2 c3
2 1 3 1
2 1 4 1
2 1 5 1
3 1 4 1
3 1 5 1
4 1 5 1
1 5 6 1
[ dihedrals ]
; ai aj ak al funct c0 c1 c2 c3 c4 c5
2 1 5 6 3
3 1 5 6 3
4 1 5 6 3








; Position restraint for each water oxygen [ position_restraints ]
; i funct fcx fcy fcz
1 1 1000 1000 1000
#endif
Preprocessor file - energy minimization
; LINES STARTING WITH ’;’ ARE COMMENTS
title = Minimization of Water + Methanol cluster energy
; Title of run
; The following lines tell the program the standard locations




; Directories to include in the topology format
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; Parameters describing what to do, when to stop and what to save
integrator = steep
; Algorithm (steep = steepest descent minimization)
emtol = 1.0
; Stop minimization when the maximum force < 1.0 kJ/mol
nsteps = 500000
; Maximum number of (minimization) steps to perform
nstenergy = 10
; Write energies to disk every nstenergy steps
nstxtcout = 10
; Write coordinates to disk every nstxtcout steps
xtc_grps = SOL MeO
; Which coordinate group(s) to write to disk
energygrps = SOL MeO
; Which energy group(s) to write to disk
; Parameters describing how to find the neighbors of each atom and
; how to calculate the interactions
nstlist = 5
; Frequency to update the neighbor list and long range forces
ns_type = simple
; Method to determine neighbor list (simple, grid)
rlist = 1.0
; Cut-off for making neighbor list (short range forces)
coulombtype = cut-off
; Treatment of long range electrostatic interactions
rcoulomb = 1.0
; long range electrostatic cut-off
rvdw = 1.0
; long range Van der Waals cut-off
constraints = none
; Bond types to replace by constraints
pbc = xyz
; Periodic Boundary Conditions (yes/no)
For systems of only one component the other is removed from the configuration file. For systems of
32 molecules the cut-off distances are reduced to 0.3.
Preprocessor file - MD run
; File ’mdout.mdp’ was generated
; By user: spoel (291)
; On host: chagall
; At date: Mon Dec 15 13:53:04 2003
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; RUN CONTROL PARAMETERS
integrator = md




; For exact run continuation or redoing part of a run
init_step = 0
; mode for center of mass motion removal
comm-mode = Linear
; number of steps for center of mass motion removal
nstcomm = 1
; group(s) for center of mass motion removal
comm-grps =
; LANGEVIN DYNAMICS OPTIONS




; ENERGY MINIMIZATION OPTIONS
; Force tolerance and initial step-size
emtol = 100
emstep = 0.01
; Max number of iterations in relax_shells
niter = 20
; Step size (1/ps^2) for minimization of flexible constraints
fcstep = 0
; Frequency of steepest descents steps when doing CG
nstcgsteep = 1000
nbfgscorr = 10
; OUTPUT CONTROL OPTIONS
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; Checkpointing helps you continue after crashes
nstcheckpoint = 1000
; Output frequency for energies to log file and energy file
nstlog = 250
nstenergy = 50
; Output frequency and precision for xtc file
nstxtcout = 250
xtc-precision = 1000
; This selects the subset of atoms for the xtc file. You can
; select multiple groups. By default all atoms will be written.
xtc-grps =
; Selection of energy groups energygrps =
; NEIGHBORSEARCHING PARAMETERS ; nblist update frequency
nstlist = 5
; ns algorithm (simple or grid)
ns_type = grid
; Periodic boundary conditions: xyz (default), no (vacuum)





; OPTIONS FOR ELECTROSTATICS AND VDW




; Dielectric constant (DC) for cut-off or DC of reaction field
epsilon-r = 1





; Apply long range dispersion corrections for Energy and Pressure
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DispCorr = EnerPres
; Extension of the potential lookup tables beyond the cut-off
table-extension = 1
; Spacing for the PME/PPPM FFT grid
fourierspacing = 0.12










; GENERALIZED BORN ELECTROSTATICS
; Algorithm for calculating Born
radii gb_algorithm = Still
; Frequency of calculating the Born radii inside rlist
nstgbradii = 1
; Cutoff for Born radii calculation; the contribution from atoms
; between rlist and rgbradii is updated every nstlist steps
rgbradii = 2
; Salt concentration in M for Generalized Born models
gb_saltconc = 0
; IMPLICIT SOLVENT (for use with Generalized Born electrostatics)
implicit_solvent = No
; OPTIONS FOR WEAK COUPLING ALGORITHMS
; Temperature coupling
Tcoupl = berendsen
; Groups to couple separately
tc-grps = MeO SOL
; Time constant (ps) and reference temperature (K)
tau_t = 0.1 0.1
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; Time constant (ps), compressibility (1/bar) and reference P (bar)
tau_p = 2.0
compressibility = 5e-5 5e-5 5e-5 0 0 0
ref_p = 1 1 1 0 0 0
; Random seed for Andersen thermostat
andersen_seed = 815131
; SIMULATED ANNEALING
; Type of annealing for each temperature group (no/single/periodic)
annealing = no no
; Number of time points to use for specifying annealing in each group
annealing_npoints =
; List of times at the annealing points for each group
annealing_time =
; Temp. at each annealing point, for each group.
annealing_temp =




; OPTIONS FOR BONDS
constraints = all-bonds
; Type of constraint algorithm
constraint-algorithm = Lincs
; Do not constrain the start configuration
unconstrained-start = no
; Use successive overrelaxation to reduce the number of shake iterations
Shake-SOR = no
; Relative tolerance of shake
shake-tol = 1e-04
; Highest order in the expansion of the constraint coupling matrix
lincs-order = 4
; Number of iterations in the final step of LINCS. 1 is fine for
; normal simulations, but use 2 to conserve energy in NVE runs.
; For energy minimization with constraints it should be 4 to 8.
lincs-iter = 1
; Lincs will write a warning to the stderr if in one step a bond
; rotates over more degrees than
lincs-warnangle = 30
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; Convert harmonic bonds to morse potentials
morse = no
; ENERGY GROUP EXCLUSIONS
; Pairs of energy groups for which all non-bonded
; interactions are excluded
energygrp_excl =
; NMR refinement stuff
; Distance restraints type: No, Simple or Ensemble
disre = No
;Force weighting of pairs in one distance restraint:
;Conservative or Equal
disre-weighting = Conservative




; Output frequency for pair distances to energy file
nstdisreout = 100
; Orientation restraints: No or Yes
orire = no




; Output frequency for trace(SD) to energy file
nstorireout = 100




; Output frequency for dihedral values to energy file
nstdihreout = 100






; Non-equilibrium MD stuff
acc-grps =
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; Format is number of terms (int) and for all terms an amplitude (real)


















Starting point - atom coordinate file for system of 3 methanols and 3 waters For simplic-
ity we shall only include a configuration file for a system of six molecules.
3 waters and 3 methanols, written on Thu Sep 6 17:05:30 2007
27
1SOL OW 1 0.194 0.194 0.194
1SOL HW1 2 0.080 0.192 0.231
1SOL HW2 3 0.195 0.155 0.102
2SOL OW 4 0.388 0.194 0.194
2SOL HW1 5 0.274 0.192 0.231
2SOL HW2 6 0.389 0.155 0.102
3SOL OW 7 0.194 0.388 0.194
3SOL HW1 8 0.080 0.386 0.231
3SOL HW2 9 0.195 0.349 0.102
4MeO C 10 0.463 0.472 0.263
4MeO HA 11 0.474 0.580 0.255
4MeO HB 12 0.552 0.416 0.234
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4MeO HC 13 0.388 0.434 0.194
4MeO O 14 0.409 0.441 0.390
4MeO H 15 0.473 0.388 0.436
5MeO C 16 0.269 0.278 0.457
5MeO HA 17 0.280 0.386 0.449
5MeO HB 18 0.358 0.222 0.428
5MeO HC 19 0.194 0.240 0.388
5MeO O 20 0.215 0.247 0.584
5MeO H 21 0.279 0.194 0.630
6MeO C 22 0.463 0.278 0.457
6MeO HA 23 0.474 0.386 0.449
6MeO HB 24 0.552 0.222 0.428
6MeO HC 25 0.388 0.240 0.388
6MeO O 26 0.409 0.247 0.584
6MeO H 27 0.473 0.194 0.630
0.77639 0.77639 0.77639
The first line is a comment, the second line contains the number of atoms in the file. Then starts
the list of atoms. The first number is the molecule number, followed by the type of the molecule.
In the second column is the type of the atom, in the third column is the atom number, followed by
the (x, y, z) coordinate in nanometers of the atom in question. On the last line is the size of the
supercell in nanometers, (Lx, Ly, Lz).
Starting point - topology file for system of 3 methanols and 3 waters
#include "methanol.top"
[ system ]
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7.2 Appendix B - VASP files



































The first line is a comment line. The second line is a universal scaling factor used to scale all atomic
coordinates and lattice vectors. The three following lines contain the three lattice vectors defining
the unit cell (in this example the cell is simple cubic with the lattice constant of a = 7.7639 Å). The
sixth line contains the numbers of atoms in the system (3 carbons, 6 oxygens and 18 hydrogens).
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Starting from the seventh line are the atomic coordinates in (x, y, z) format; the first three are for







The file v2d.in controls the EPOS package which calculates the Compton profiles. The first line
indicates that a 3×3×3 grid should be used in k space. The second line is the method (2 = calculate
Compton profile). The third line contains the energy cutoffs in mrad for the electron and positron
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