A good balance between accuracy and efficiency is essential for reliability-based design (RBD).
Introduction
Reliability-based design (RBD) ensures that the probability of failure be invariably small in the presence of uncertainty. RBD has been used in engineering fields for several decades [1] , including those in civil, mechanical, and aerospace engineering.
In RBD, the trade-off between higher reliability and a lower cost is usually sought. The cost-type objective is minimized while reliability constraints are maintained. A RDB optimizer calls reliability analysis repeatedly to assess if the reliability requirement is met. The First Order Reliability Method (FORM) [2] is typically used for the reliability assessment, which is formulated as another optimization problem. Because of the double-loop nature as shown in Fig.1 , RBD is computationally expensive.
Fig. 1 Double-loop RBD
To reduce the computational cost, the sequential loops RBD methods in conjunction with FORM have been developed. The high efficiency is achieved in the following two aspects.
1) Decouple reliability analysis from deterministic optimization
Sequential cycles are employed. In each cycle, optimization and reliability analysis are decoupled; reliability analysis is conducted after optimization. The procedure is illustrated in Objective and deterministic constraints 2. Since the process is expected to converge with a few cycles, the efficiency is much higher than the double-loop procedure schematized in Fig. 1 .
Fig 2. Sequential loops procedure
The typical sequential loops method is the safety-factor based method [3] . Other methods include the single-loop single variable method [4] , sequential optimization and reliability assessment (SORA) [5, 6] , and other variations [7, 8] . The methods differ from each other in whether random design variables are included, whether the MPP is searched, and whether the full reliability analysis is performed for inactive probabilistic constraints [9, 10] . SORA is a generic method because it contains both deterministic and random design variables, as well as random parameters. Various reliability analysis methods, such as FORM, the use of KKT conditions for the MPP, and the moment matching method, can be used in SORA. In this paper, we use SORA due to its generality.
(2) Perform reliability analysis only up to the necessary level Calculating a specific value of a probabilistic constraint that corresponds to the required reliability is the task of the inverse reliability analysis [11] . Such a value is termed as a percentile performance or performance measure [12] . In general, using the percentile performance is more efficient than using the actual reliability in RBD [12, 13] .
Even though FORM is efficient, it may not be accurate. It requires nonnormal random variables be transformed into standard normal variables. In the transformed random space a N. Y.
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Optimal design probabilistic constraint function is linearized at the so called Most Probable Point (MPP). The nonnormal-to-normal transformation is nonlinear and may increase the nonlinearity of a constraint function [14] . In this case, FORM will result in a large error in reliability estimation.
The First Order Saddlepoint Approximation (FOSPA) eliminates the nonlinear transformation [21] . It linearizes a probabilistic constraint function in the original random space.
And then the accurate Saddlepoint Approximation is employed. FOSPA produces more accurate reliability estimation than FORM does when the latter increases the nonlinearity of a constraint function [21] . In this work, we integrate FOSPA with SORA to provide an alternative RBD method when FORM is not appropriate. The new method is therefore termed as SORA-SPA.
FOSPA is designed for only reliability calculation, but SORA uses a percentile performance formulation. Directly calculating a percentile performance by FOSPA would require an iterative process and would not be efficient. Therefore, the research issue is to modify FOSPA so that it can evaluate the percentile performance efficiently. A computational procedure and algorithms are developed. Details of the procedure and algorithms are discussed in Section 4
after the introduction to the general RBD model and saddlepoint approximation in Sections 2 and 3. Four examples are then presented in Section 5 followed by conclusions in Section 6.
Model of Reliability-Based Design
A typical RBD model is given by ( , ) Min ( , , ) . .
In the above model, 1 2 ( , , , )
is the vector of independent random design variables whose mean values 1 2 ( , , , )
are to be determined; and n is the number of random design variables. 1 2 ( , , , )
is the vector of independent random parameters (noise factors), which can not be controlled by designers; and m is the number of the random parameters.
( ) f ⋅ is the objective function and is evaluated at the means of X and P, 1 2 ( , , , )
( , , , )
are probabilistic constraint functions whose probability of constraint satisfaction or reliability,
, should be greater than or equal to the required reliability [ ]
the allowable probability of failure for constraint i.
( , , ) ( 1, 2, , )
deterministic constraint functions and are evaluated at the means of random variables.
As mentioned previously, the percentile formulation is usually used due to its efficiency.
By definition, if the percentile performance that corresponds to the required reliability
Eq. 2 implies that the reliability requirement Pr{ ( , , ) 0} 1
will be satisfied if ( , , ) . .
When FORM is used, the percentile performance can be calculated at the MPP, ( , , ) . .
SORA [5] solves the above RBD model sequentially starting from the first cycle where the deterministic optimization is performed at the means of random variables. FORM is then used to find the MPP * * ( , )
i i X P at the optimal point. In the second cycle, the MPP * * ( , )
i i X P is used to formulate a new (modified) deterministic optimization problem. The reliability analysis is performed again after the modified deterministic optimization problem is solved. This process repeats till convergence.
The First Order Saddlepoint Approximation
Saddlepoint Approximation (SPA) provides an accurate estimate of the cumulative distribution function (CDF) in a tail area [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . The first application of SPA in reliability analysis was the work of the Second Order Reliability Method (SORM) by Tvedt [24] . After a performance function is approximated in a quadratic form at the MPP, SPA is applied to calculate the reliability. This method is more accurate than the original SORM, but is inefficient because of the use of second derivatives. An efficient and accurate First Order Saddlepoint Approximation (FOSPA) has been proposed recently [14] . A brief introduction to FOSPA is given below.
Since there is no need to distinguish the random design variables X from the random parameters P in reliability analysis, we use a vector Y to represent all the random variables, namely,
For brevity, we also omit the subscript for a probabilistic function and use , ) = y x p , which is on the limit state ( 
where
At the MLP, the joint probability density function (PDF) has its highest value; therefore, the following model is used to identify the MLP 
Linearizing ( )
G Y at the MLP results in the minimum accuracy loss due to the linearization [14] . After the constraint function is approximated by Eq. 7, SPA is used to estimate the reliability or the probability of failure.
Let the cumulant generating function (CGF) of j Y be ( ) yj K t , based on Eq. 7, the CGF of ( ) G Y is given by [27] 
The saddlepoint s t is the solution to the following equation
According to Lugannani and Rice's formula [18] , the reliability is approximated by
where Φ(•) and φ(•) are the CDF and PDF of a standard normal distribution, respectively;
where ( ) s sgn t = +1, -1, or 0, depending on whether t s is positive, negative or zero.
The central idea of SPA is that the probability integration is approximated at the saddlepoint where the integrand has the highest contribution. SPA has several excellent features.
It yields extremely accurate probability estimation, especially in the tail area of a distribution [16, 23] . It requires only a process of finding one saddlepoint without any integration. For the complete methodology, interested readers may refer to [22] .
Reliability-Based Design with Saddlepoint Approximation
Overview
In the proposed SORA-SPA method, after deterministic optimization, reliability analysis is performed, where the MLPs corresponding to the required reliability are searched. Then in the next cycle, the modified deterministic optimization is formulated using the MLPs. The process is outlined in Fig. 3 . 
Reliability analysis
The purposes of reliability analysis in the proposed method are 1) to calculate the percentile performance and 2) to provide information for building a new (modified) deterministic optimization model. The original FOSPA method is only for reliability calculation and is not intended to compute the percentile performance. The direct use of FOSPA is computationally expensive; we therefore propose an efficient approach to calculating the percentile performance. 
where Y µ and Y σ are the mean and standard deviation of Y, respectively. The probabilistic constraint function is then expressed in terms of the standardized variables as
It should be noted that the transformation in Eq. 14 is linear and does not increase the nonlinearity of a probabilistic constraint function after the transformation.
The CGF of several distributions are given in Table 1 . 
Since we expect reliability constraints to be satisfied only at the end of the optimization process, we do not need to calculate the exact percentile performance in each cycle. We therefore propose the following reliability analysis procedure, which ensures that the reliability requirement be satisfied at the final optimal point. The reliability analysis in the k-th cycle is explained below.
1) Search the MLP at the optimal point ( , ) 2) Linearize ( , , )
where the coefficients are , , 01
and
3) Find the percentile performance 
The reliability on the left-hand side of Eq. 20 is calculated with FOSPA as follows.
Let
The CGF of  i G can be derived as [22]  ( ) ( )
where j Z K is the CGF of j Z , which is given in Table 1 .
According to Eq. 10, the saddlepoint s t is the solution to the following equation
Thereafter, the probability  { } 
will be used to formulate the reliability constraints i G in the next (k+1)-th cycle. The MLP 
k i k i X P z z . The FOSPA is used to calculate the percentile performance 
k i k i X P z z   . To satisfy the reliability requirement for i G , the percentile performance 
Optimization
We have discussed the reliability analysis in the k-th cycle. Next we discuss how to formulate the modified deterministic optimization for the (k+1)-th cycle. The percentile formulation in Eq. 3 is used to formulate a RBD problem. As discussed in the last subsection, the percentile performances of probabilistic constraints ( 1, 2, , ) i G G i n =  are calculated at the
The RBD optimization in (k+1)-th cycle is then modeled as ( )
, , T T Min ( , , ) . .
Because the following equation holds
where , k i s is called the shifting vector and is given by
the reliability constraint i G in Eq. 26 becomes
Eq. 29 indicates that the reliability constraint i G is evaluated at the MLP  The idea is illustrated in Fig. 5 where one reliability constraint function 1 2 ( , ) G X X with two random design variables is involved. The overall RBD starts from the deterministic optimization in the first cycle where the first optimal point is still greater than zero, the constraint boundary will be shifted again and the process will be repeated till convergence. The stopping criteria of the overall RBD are as follows.
1) The reliability requirement is satisfied.
2) The difference of the objective functions in two consecutive cycles is small.
Contour of joint PDF 
Selection of a RBD method
There is a fundamental difference between the proposed SORA-SPA method and a The following two examples are used to demonstrate the idea. In example 1, the nonnormal-tonormal transformation increases nonlinearity of the probabilistic function, and the proposed method should be used. In example 2, the nonnormal-to-normal transformation decreases the nonlinearity of the probabilistic function, and FORM should be used.
In example 1, the constraint function is given by case, SORA-SPA should be used. 
Example 1 -mathematical problem 1
In this problem, there are two deterministic design variables,
, and m random parameters 1 2 ( , , , )
There is no random design variable. The RBD problem is modeled as Min ( ) . .
The allowable probability of failure is [ ] 0.001
. Each of the independent random parameters follows a standard exponential distribution with the following CDF,
The probability of failure for the constraint ( , ) G d P from FORM and SPA can be found analytically for this specific mathematical problem. The accurate probability of failure is also available. Since the reliability analysis can be performed analytically, the RBD is conducted without sequential loops.
The optimal solutions for 15 m = using FORM, SPA, and analytical reliability analysis are displayed in Table 2 . The results show that SPA produces a very accurate result, which is almost identical to the analytical result. The probability of failure at the optimal point from SPA is exactly at the required level, which is 0.01. The optimal solution from FORM has a large error.
The actual probability of failure calculated at the optimal point from FORM is 0.02802, which is far away from the required probability of failure 0.01. Table 2 Results from analytical methods The problem is also solved by SORA-FORM and SORA-SPA. The same results are obtained as shown in Table 2 . The convergence history of each method and the number of function evaluations are displayed in Tables 3 and 4 , respectively. Both methods converge in three cycles (denoted by k in the table) but produce different solutions. At the optimal point, the percentile performance
is close to zero for both methods. This indicates that the probabilistic constraint is active. It is also seen that the convergence is achieved progressively from the first cycle to the last. In Tables 3 and 4 , N denotes the number of function evaluations (or deterministic analyses for evaluating objective function and all the constraint functions).
SORA-SPA is more efficient than SORA-FORM since the former uses 111 function evaluations while the latter uses 254 function evaluations. Table 3 Convergence history of SORA-FORM Table 4 Convergence history of SORA-SPA In the previous example, no random design variable is involved, and therefore no constraint boundary shifting is needed. To test SORA-SPA for a more general case, in this problem, we use two deterministic design variables,
, two random design variables 1 2 ( , ) X X = X , and eight random parameters 1 2 8 ( , , , ) 
Example 3 -cantilever beam design
In the previous two mathematical examples, there is only one constraint function, and the constraint function is linear. Next, we will test SORA-SPA using two engineering examples, which involve nonlinear constraint functions and different distributions.
A cantilever beam [3] to be designed is illustrated in Fig. 10 . Tables 7 and 8 , respectively. Two constraints are considered. The first constraint is that the maximum stress at the fixed end of the cantilever is less than the yield strength S. 
The allowable probability of failure of each of the reliability constraints is 
Both of the reliability constraint functions are normalized as follows.
The optimal solutions for Case 1 are given in Tables 9 and 10 . The solutions from both SORA-FORM and SORA-SPA are almost identical. The probability of failure evaluated by MCS at the optimal points is also the same. The first reliability constraint is active at the optimal solution, and the probability of failure of the first constraint at the optimal point obtained from each of the methods is also displayed in Tables 9 and 10 . The second constraint is inactive. Its probability of failure is much smaller than the required one and is not displayed in the tables. The ( , ) ( , ) X X h s = = X , and random parameters ( , ) ( , , , ) P P W S S θ = = P are given in Table 13 .
The distributions of all the random variables are given in Table 14 . 
The objective is to minimize the volume of the structure, and three probabilistic constraint functions are related to the stresses of the two bars. There are also three deterministic constraint functions. All the reliability constraint functions are also normalized similarly to the treatment in example 3.
The optimal solutions from SORA-FORM and SORA-SPA are displayed in Tables 15   and 16 , respectively. The first probabilistic constraint function is active at the optimal points, where the probability of failure is calculated by MCS. The results are given in Table 17 , which shows that SORA-SPA is much more accurate and efficient than SORA-FORM. Table 17 Probability of failure at the optimal point 
Conclusion
The focus of this work is to improve the accuracy of reliability-based design without sacrificing computational efficiency. This is achieved by combining Sequential Optimization and The other restriction of the current SORA-SPA method is that all the random variables have to be mutually independent. In principle, the Saddlepoint Approximation method is able to handle dependent random variables. The extension of SORA-SPA method to the treatment of dependent random variables should be the future work. The other future work is to investigate the best way to address an intractable random variable and a easy way to determine whether the Saddlepoint Approximation or FORM should be used for a given RBD problem.
