We develop representation theory of the rational Cherednik algebra Hc associated to a finite Coxeter group W in a vector space h, and a parameter 'c'. We use it to show that, for integral values of 'c', the algebra Hc is simple and Morita equivalent to D(h)#W , the cross product of W with the algebra of polynomial differential operators on h.
Introduction
Let W be a finite Coxeter group in a complex vector space h, and R ⊂ h * the corresponding set of roots. To each W -invariant function c : R → C , c → c α , one can attach an associative algebra H c , called the rational Cherednik algebra. This is a very interesting algebra tied to exciting works in combinatorics, completely integrable systems, and generalized McKay correspondence. Historically, the rational Cherednik algebra appeared as a 'rational' degeneration of the doubleaffine Hecke algebra introduced by Cherednik [Ch2] . Thus, the latter may (and should) be thought of as a deformation of the former. From this point of view, representation theory of the rational Cherednik algebra is perhaps 'more basic' than (or at least should be studied before) that of the double-affine Hecke algebra in the same sense as the representation theory of semisimple Lie algebras is 'more basic' than that of the corresponding quantum groups. Thus, one of our goals is to begin a systematic study of H c representation theory.
Given α ∈ h * , write α ∨ ∈ h for the coroot, and s α ∈ GL(h) for the reflection corresponding to α. Recall from [EG] , that the rational Cherednik algebra H c (which was denoted H 1,c in [EG] ) is generated by the vector spaces h, h * , and the set W, with defining relations (cf. formula (1.15) of [EG] for t = 1) given by w·x·w −1 = w(x) , w·y ·w −1 = w(y) , ∀y ∈ h , x ∈ h * , w ∈ W
x 1 ·x 2 = x 2 ·x 1 , y 1 ·y 2 = y 2 ·y 1 , ∀y 1 , y 2 ∈ h, x 1 , x 2 ∈ h * y ·x − x·y = y, x − α∈R/{±1} c α · y, α α ∨ , x ·s α , ∀y ∈ h , x ∈ h * .
(1.1)
The isomorphism (1.2) shows that the group algebra CW plays a role of the subalgebra U (h) ⊂ U (g). Thus, following the classical construction due to Verma, to each irreducible representation τ ∈ Irrep(W ) one can associate a 'standard' module M (τ ) ∈ O Hc (0), an analogue of Verma module. It is easy to show, see [DO] , that each standard module M (τ ) has a unique simple quotient, L(τ ). Furthermore, any object of the category O Hc (0) has finite length, and the collection {L(τ )} τ ∈Irrep(W ) is a complete collection of isomorphism classes of simple objects of O Hc (0). Thus, the simple objects in O Hc (0) are parametrized by the set Irrep(W ), while the simple objects in O g (χ) are parametrized (for regular χ) by elements of the Weyl group W itself.
The structure of the category O Hc (0) depends crucially on the value of the parameter ' c '. The category is semisimple for almost all ' c ', see [OR] , in which case M (τ ) = L(τ ), for any τ . However, for a certain set of "singular" values of ' c ', the multiplicities [M (τ ) : L(σ)] are unknown. These multiplicities are Cherednik algebra analogues of Kazhdan-Lusztig type multiplicities for affine Hecke algebras, see [CG] , and they are expected to be provided by some Intersection cohomology.
In this paper we are concerned with the case of integral values of ' c ', which is, in a sense, intermediate between the two extreme cases above. We will see, although it is not a priori obvious 2 , that, for any such ' c ', the category O Hc (0) is semisimple. Further, we apply H c -representation theory to show that, for integral 'c', the algebra H c is simple and Morita equivalent to D(h)#W , the cross product of W with the algebra D(h) of polynomial differential operators on h.
Our motivation to study the case of integral 'c' comes also from an interesting connection with the theory of Calogero-Moser integrable systems and the theory of differential operators on singular algebraic varieties. In more detail, let C[h] W ⊂ C[h], be the subalgebra of W -invariant polynomials. For each non-negative integral value of ' c ', Chalykh, Feigin, and Veselov [CV] , [FV] , have introduced an algebra Q c of so-called W -quasi-invariant polynomials, such that C[h] W ⊂ Q c ⊂ C [h] . We use representation theory of Cherednik algebras to study differential operators on quasi-invariants, that is, the algebra D(Q c ) of differential operators on the singular variety Spec Q c . The Calogero-Moser differential operator may be viewed as an analogue of the second order Laplacian on the variety Spec Q c .
It turns out that the algebra D(Q c ) is almost as nice as the algebra of differential operators on a smooth variety. Specifically, we prove that the algebra D(Q c ) is Morita equivalent to the algebra We say that an object M ∈ O Hc has typeλ ∈ h * /W = Spec(C[h * ] W ) if , for any P ∈ C[h * ] W , the action on M of the element P − P (λ) ∈ H c is locally nilpotent. Let O Hc (λ) be the full subcategory of modules having typeλ. Then, by a routine argument, cf. e.g. [Di] , one obtains a direct sum decomposition: O Hc = λ ∈h * /W O Hc (λ).
Lemma 2.5. (i) Any object M ∈ O Hc is finitely generated over the subalgebra C[h] ⊂ H c , in particular, O Hc is an abelian category.
(ii) For any λ ∈ h * and τ ∈ Irrep(W λ ) , we have M (λ, τ ) ∈ O Hc . (iii) For any M ∈ O Hc , there exists a nonzero homomorphism M (λ, τ ) → M , for certain λ ∈ h * and τ ∈ Irrep(W λ ).
(iv) Every object of the category O Hc (0) has finite length.
Remark. Using Lemma 2.5(iv), it is proven in [Gi] that, more generally, every object of the category O Hc also has finite length.
To prove Lemma 2.5, we need some notation. Let {x i } and {y i } be a pair of dual bases of h * and h, respectively. We view h * and h as subspaces in H c , and let h = 1 2 i (x i y i + y i x i ) ∈ H c denote the canonical element, which is independent of the choice of the bases. The element h satisfies the following commutation relations:
h · x = x · (h + 1) , ∀x ∈ h * , and h · y = y · (h − 1) , ∀y ∈ h .
(2.6)
To prove the first of these formulas, use the notation [a, b] := a · b − b · a. Given x ∈ h * , we calculate
where in the last equality we have used the identities i y i , x · x i = x, and i y i , α · x i = α. Since (s α ) −1 · α · s α = s α (α) = −α, we find α · s α + s α · α = s α · (s α ) −1 · α · s α + s α · α = s α · (−α) + s α · α = 0 .
Thus, each term in the sum on the last line of (2.7) vanishes, and we deduce: [h, x] = x. This proves the first identity in (2.6); the second one is proved similarly.
Let V be a bimodule over an associative algebra A. For any a ∈ A, we have an adjoint a-action on V given by ad a : v → av − va. We say that the adjoint action of A on V is locally nilpotent if, for any v ∈ V, there exists an integer n ≥ 0 such that ad a 0 • ad a 1 • ad a 2 • . . . • ad a n (v) = 0, for any a 0 , . . . , a n ∈ A. Let n(v) be the smallest among such integers n ≥ 0, to be referred to as the order of nilpotency of v.
Lemma 2.8. Let A be a finitely generated commutative algebra and V an A-bimodule, such that the adjoint action of A on V is locally nilpotent. Then for any v ∈ V , the space AvA is finitely generated both as a left and as a right A-module.
Proof. We proceed by induction in the order of nilpotency of v. If n(v) = 0, the result is clear, since AvA = Av. So, we have to prove the statement for n(v) = m, knowing it for n(v) = m − 1.
Fix v ∈ V of nilpotency order m. Let a 1 , ..., a d be generators of A, and put: u i = [a i , v] , i = 1, ..., d. We have: A·v ·A = A·v ·a i1 ·. . .·a iN . By commuting v with a i1 , we get A·v ·a i1 ·a i2 ·. . . ·a iN ⊂ A·v·a i2 ·. . .·a i d + A·u i1 ·A. Now, continuing like this (i.e. interchanging v with a i2 etc.), we get A·v·A ⊂ A·v + d i=1 A·u i ·A. By the induction assumption, the module on the right is finitely generated. Thus, by the Hilbert-Noether lemma, so is the module AvA.
Proof of Lemma 2.5. (i) Let M 0 ⊂ M be the finite dimensional vector space spanned by a finite set of generators. Then H c · M 0 = M. On the other hand, the space, 
To prove (iv), we observe that the h-action on any standard module M (τ ) is diagonal, with finite dimensional eigenspaces. It follows that, for any τ ∈ Irrep(W ), the multiplicity of each simple object of O Hc (0) in M (τ ) is bounded from above by the dimension of the corresponding h-eigenspace. Further, the category O Hc (0) has only finitely many simple objects, and therefore, each M (τ ) has a finite Jordan-Hölder series.
We say that an object N ∈ O Hc (0) is a highest weight object if it is a quotient of a standard module. It follows from the paragraph above that any highest weight object has finite length.
To prove that an arbirary object M ∈ O Hc (0) has finite length it suffices to show that M has a finite filtration by subobjects 0 = F 0 ⊂ F 1 ⊂ . . . ⊂ F n = M, such that successive quotients F i /F i−1 are highest weight objects. To construct such a filtration, we use the fact that M contains a nonzero highest weight submodule N 1 , by part (iii) of the Lemma. Put M 1 := M/N 1 , which is also an object of O Hc (0). If M = N 1 we are done; if not, then M 1 also contains a nonzero highest weight object N 2 . We set M 2 = M 1 /N 2 , and iterate the procedure. Thus, for each i ≥ 1, we get an object M i which is a quotient of M . Let F i := ker(M ։ M i ). Clearly, F i ∈ O Hc (0), and we have an increasing chain of subobjects in M :
this sequence must stabilize. This means that at some step l, the object N l+1 cannot be chosen, which means that M l = 0. Thus, the {F i } provide a finite filtration with quotients being highest weight objects, and the result follows.
Remark. The argument above proves also that if for some c ∈ C[R] W andλ ∈ h * /W, all the standard modules M (λ, τ ) are simple, then every object of O Hc (λ) has finite length. As we will see below, these conditions always hold, for instance, provided c
We need to recall a few important results about Dunkl operators. According to Cherednik, see [EG] Proposition 4.5, the algebra H c has a faithful "Dunkl representation", an injective algebra homomorphism Θ : H c ֒→ D(h reg )#W . This morphism extends by C[h reg ]-linearity to a map:
#W , which gives an algebra isomorphism Θ : The following well-known result plays a crucial role in this paper.
Proposition 2.9. (i) (Dunkl [D] , Cherednik [Ch] ) The connection on C[h reg ] ⊗ τ arising from the standard module M (τ ) is the Knizhnik-Zamolodchikov connection with values in τ .
(ii) (Opdam [O] ) The monodromy representation of the fundamental group B W = π 1 (h reg /W ) corresponding to this connection factors through the Hecke algebra H W (e 2πic ).
Proof. Although this is a known result, we will give a short proof for reader's convenience. Let us write down a system of linear differential equations which defines the horisontal sections of the corresponding connection. For this purpose, consider the generating subspace τ ⊂ M (τ )| h reg . We have yv = 0 for y ∈ h and v ∈ τ . Therefore (since the isomorphism Θ :
In the trivialization M (τ )| h reg ≃ C[h reg ] ⊗ τ , the above formulas for the Dunkl operators equip the trivial bundle C[h reg ] ⊗ τ with the flat connection
This vector bundle with connection ∇ is W -equivariant, hence, descends to h reg /W . The corresponding flat sections are (multivalued) functions f : h reg /W → τ satisfying the holonomic system of differential equations:
An elementary theory of ordinary differential equations says that, for generic c, the image of any element T α in the monodromy representation of this system satisfies the equation (T α − 1)(T α + e 2πicα ) = 0. By continuity, the same holds for all c, see [O] for more details. 
Proof. (borrowed from [OR] ). By assumption, the module N contains no C[h]-submodule supported on a proper subset of h. It follows that if f : M → N is an H c -module morphism such that the induced morphism: M | h reg → N | h reg has zero image, then f itself has the zero image, that is f = 0. Thus, for any M ∈ O Hc , the canonical map i 1 : Hom Hc (M, N ) → Hom Hc|
Now, as has been explained earlier, we may regard M := M | h reg and N := N | h reg as Wequivariant vector bundles on h reg with flat connections. Hence, the map of the Proposition can be factored as a composition
We already know that i 1 is injective. Further, any D(h reg )#W -module morphism between vector bundles with flat connections is given by a horizontal section of the Hom-bundle. The latter is nothing but a global horizontal section of M * ⊗ N , hence i 2 is injective. Finally, assigning to a horizontal section its value in the fiber at a given point * ∈ h reg /W gives an injection (which is a bijection, if the connection has regular singularities), and the Lemma follows.
The following corollary of the above results and its proof were communicated to us by E. Opdam.
Corollary 2.11 ( [OR] The module M (λ, τ ) can be identified, as a vector space, with C[h] ⊗ Ind W W λ τ, via the PBWtheorem. We fix such an identification. Thus, the standard increasing filtration on C[h] by degree of polynomials gives rise to an increasing filtration F
It is clear that operators corresponding to elements y ∈ h preserve this filtration.
Proof. The proof is based on a continuity argument and on the fact that the result clearly holds true, provided M (λ, τ ) is a simple H c -module, e.g., for λ = 0. First, we form the induced module X(λ) = Ind Hc C[h * ] λ. We can (and will) canonically identify, via the PBW-theorem, the underlying vector space of the module X(λ) with C[h]⊗CW . As above, the standard increasing filtration on C[h] by degree of polynomials gives rise to an increasing filtration
Let Weight X(λ) be the sum of all the h-weight subspaces of X(λ). It is clear that, for any λ ∈ h * , the space Weight X(λ) contains F 0 X(λ). Further, one has an H c -module direct sum decomposition:
where τ * stands for the representation dual to τ . Therefore, to prove the Lemma it suffices to show that every h-weight vector in X(λ) belongs to F 0 X(λ) = CW .
Fix λ ∈ h * , and for any t ∈ C, view Weight X(t · λ) as a subspace in C[h] ⊗ CW (note that the latter is independent of t ∈ C). For any integer d ≥ 0, consider the set
It is clear that C = U 0 ⊃ U 1 ⊃ . . . . Observe that by Corollary 2.11, M (τ ) is a simple H c -module, for any τ ∈ Irrep(W ). It follows that for t = 0 one has Weight X(t · λ) = F 0 X(t · λ). Hence, each set U d contains the point t = 0 and is Zariski open, by an elementary continuity argument. Hence, for each d ≥ 0, the set C U d is a proper Zariski closed, hence finite, subset of C. It follows that the set ∪ d≥0 (C U d ) is a union of a countable family of finite sets, hence a countable subset in C.
Let T be the set of all t ∈ C such that Weight X(t · λ) = F 0 X(t · λ). By definition we have T = ∩ d≥0 U d . Therefore, C T = ∪ d≥0 (C U d ) is a countable set. Further, this countable set must be invariant under dilations, since the assignment x → t · x , y → t −1 · y, t ∈ C * , x ∈ h * , y ∈ h, gives a C * -action on H c by algebra automorphisms. Finally, we know that 0 ∈ T , i.e., 0 ∈ C T . These properties force the set C T to be empty, hence T = C, and we are done. 
Remark. It has been shown in [DO] that each standard module M (τ ) , τ ∈ Irrep(W ), has a unique simple quotient L(τ ). Moreover, any object of the category O Hc (0) has finite length, and the finite set {L(τ )} τ ∈Irrep(W ) is a complete collection of the isomorphism classes of simple objects of O Hc (0). Further, it is proved in [Gu] and [OR] that the category O Hc (0) has enough projectives, i.e., each module L(τ ) has an indecomposable projective cover P (τ ) ∈ O Hc (0). Moreover, any projective P ∈ O Hc (0) has a finite increasing filtration by H c -submodules:
. . , l. Furthermore, for any τ, σ ∈ Irrep(W ), Guay [Gu] , and Opdam-Rouquier [OR] , proved the following analogue of Brauer-Bernstein-Gelfand-Gelfand type reciprocity formula [P (τ ) : M (σ)] = [M (σ) : L(τ )], see [BGG] . This formula implies, in particular, that the category O Hc 
Harish-Chandra H c -bimodules
One of the goals of this section is to prove
The proof of the Theorem will be based on the concept of a Harish-Chandra bimodule which we now introduce.
Let V be an H c -bimodule, i.e., a left H c ⊗ H op c -module. For any x ∈ H c we have an adjoint x-action on V given by ad
Here are first elementary results about Harish-Chandra bimodules. (ii) Any Harish-Chandra bimodule is finitely-generated over the subalgebra
(iii) Any Harish-Chandra bimodule is finitely-generated as a left, resp. right, H c -module;
(iv) For any maximal ideal J ⊂ C[h * ] and any Harish-Chandra bimodule V , we have V /V ·J ∈ O Hc , as a left module.
(
Proof.
The algebra H c has an increasing filtration F • H c such that gr(H c ) = C[h × h * ]#W , see [EG] . Hence H c is a Noetherian algebra, for this is clearly true for the algebra gr(H c ) = C[h × h * ]#W . Part (i) of the Lemma follows.
To prove (ii), observe that the filtration on H c gives rise to the tensor product filtration:
This is a good filtration on V , and one can regard gr(V ), the associated graded space, as a W × Wequivariant finitely-generated module over
, where the subscripts '1, 2' indicate the corresponding copy of h. Then, for any homogeneous element P ∈ C[h] W , the ad P -action on V corresponds to the action of the element
The (local) nilpotency of the ad P -action on a Harish-Chandra module thus implies that, if P is homogeneous of degree > 0, then the action of the element P left ⊗1−1⊗P right on grV is nilpotent. Hence, the support of grV , viewed as a
. This way, for any Harish-Chandra module V , we deduce the following upper bound on the set supp(grV
where Graph(w) denotes the graph in h 1 × h 2 , resp. h * 1 × h * 2 , of the w-action map: x → w(x). In particular, the restriction of the composite map:
To prove (iii) we observe that (3.4) implies also that the restriction to supp(grV ) of the corresponding projection:
We deduce similarly that grV is finitely generated with respect to the left action of the algebra gr(H c ). This forces V to be finitely generated left H c -module, and (iii) follows. Clearly (ii) implies (iv). To prove (v), endow H c with an increasing filtration by assigning elements of h filtration degree 1, and elements of h * and CW filtration degree 0 (this is not the standard filtration F • H c used earlier). The defining relations (1.1) of the Cherednik algebra show that commuting with an element of C[h * ] W ⊂ H c decreases filtration degree at least by 1. Hence, the adjoint action of C[h * ] W is locally nilpotent. The other condition is proved similarly.
Proof. Recall that a finitely generated module F over A, a commutative finitely generated algebra without zero-divisors, is projective if and only if, for all maximal ideals m ⊂ A, the geometric fibers F/m·F all have the same (finite) dimension over C. Thus, we arrive at the following Observation: Let X, Y be irreducible algebraic varieties, and F a coherent sheaf on X × Y.
Suppose that for any x ∈ X, the sheaf F x = F | x×Y is locally free of finite rank, and for any y ∈ Y the sheaf F y = F | X×y is locally free of finite rank. Then F is itself locally free of finite rank.
acting on the right and C[h] on the left. By the previous Lemma, this module is finitely generated. Therefore, by the Observation above, to prove the Proposition we only have to show that, for any maximal ideal
. This module has a finite composition series whose successive quotients are standard modules, since c ∈ C[R] W reg . But all standard modules, M (λ, τ ), are C[h] W -free, and the statement follows.
Let V | h reg denote the localization of a Harish-Chandra H c -bimodule V with respect to the left action of the subalgebra C[h] ⊂ H c . We note that V | h reg coincides also with the localization of V with respect to the right action of the subalgebra C[h]. To see this, observe that in either case, one may replace localizing with respect to C[h] by localizing with respect to the smaller algebra C[h] W . But it follows easily from Definition 3.2 that left and right localizations of V with respect to C[h] W coincide.
Proposition 3.5 yields readily
-module, and any submodule of a free C[h]-module is torsion-free, it follows that I| h reg = 0, where I| h reg denotes the left (equivalently, right) localization of I viewed as a Harish-Chandra bimodule. We claim that From Proposition 3.5 one also obtains (see also [Gi] ) the following important
reg , then every Harish-Chandra module has finite length.
. . be a strictly decreasing chain of Harish-Chandra sub-bimodules of a Harish-Chandra bimodule V . View it as a chain of locally-free
, cf. §2, and let y 2 ∈ C[h * ] denote a similar function on h * relative to the inner product transported from h via the isomorphism h * ≃ h. A straightforward computation based on formula (2.6) shows that the elements x 2 , h, y 2 form an sl 2 -triple in the algebra H c .
Proposition 3.8. Any Harish-Chandra bimodule V breaks, under the adjoint action of x 2 , h, y 2 , into a direct sum of finite-dimensional sl 2 -modules. In particular, the ad h-action on V is diagonalizable.
Remark. We see that, in the situation of the Proposition the adjoint sl 2 -action exponentiates to an algebraic SL 2 -action on V . In particular, the automorphism corresponding to the action of the element 0 1 −1 0 ∈ SL 2 may be thought of as a sort of Fourier transform. In the special case V = H c , this SL 2 -action on H c by algebra automorphisms has been studied in [EG] .
The SL 2 -action on H c combined with SL 2 -action on a Harish-Chandra bimodule gives way to the following more symmetric point of view on Harish-Chandra bimodules.
Write U (−) for the enveloping algebra of a Lie algebra. We need the following lemma in representation theory of a complex semisimple Lie algebra g with triangular decomposition: g = n + + h + n − , which is a special case of a more general result due to Kac [K] .
Proof of Proposition 3.8. We apply Lemma 3.10 to the Lie algebra g = sl 2 acting on a Harish-Chandra H c -bimodule V via the adjoint action of the sl 2 -triple x 2 , h, y 2 . The conditions of the Lemma clearly hold in this case. We conclude that the adjoint action on V of our sl 2 -triple is locally finite. The result follows.
The spherical subalgebra eH c e
We begin with the following simple ring-theoretic result.
Lemma 4.1. If A is a simple unital algebra and e is an idempotent of A. Then the algebra eAe is simple and Morita equivalent to A.
Proof. Let I be a nonzero two-sided ideal in eAe. Then AIA = A since A is simple, and hence eAIAe = eAe. But I = eIe, so eAeIeAe = eAe, which implies I = eAe. Hence eAe is simple. The second claim follows from the general fact that if AeA = A then A is Morita equivalent to eAe (see e.g. [MR] Put M e (λ, τ ) := eM (λ, τ ). This eH c e-module corresponds to the standard H c -module via Morita equivalence. The modules M e (λ, τ ) will be referred to as standard eH c e-modules. These modules can be explicitly described as follows. Given λ ∈ h * , one has an algebra homomorphism:
Observe further that the multiplication-action of the group W λ on the group algebra CW λ on the right commutes with the left C[h * ]#W -module structure, hence, gives rise to a right W λ -action on N (λ) := Ind Hc C[h * ]#W λ CW λ . We leave to the reader to prove
There is also a notion of Harish-Chandra bimodule over the spherical algebra eH c e instead of H c , defined by the same Definition 3.2. An obvious analogue of Lemma 3.3 holds for Harish-Chandra bimodules over eH c e. Further note that, for any c ∈ C[R] W reg , all standard eH c e-modules M e (λ, τ ) are simple, due to Morita equivalence of Proposition 4.3. Repeating the proof of Proposition 3.5 we deduce
Remark. It has been explained in [EG, §8] that, in the case of root system of type A 1 , the algebra eH c e is isomorphic to a quotient of the algebra U (sl 2 ). Specifically, if C = ef + f e + h 2 /2 ∈ U (sl 2 ) is the standard quadratic Casimir, then eH c e ≃ U (sl 2 )/I c , where I c is the ideal in U (sl 2 ) generated by the central element C − 1 2 (c + 3 2 ) · (c − 1 2 ). Proposition 3.8 and Lemma 3.10 imply that a Harish-Chandra eH c e-bimodule is in this case nothing but a Harish-Chandra bimodule over U (sl 2 ) (with equal 3 left and right central characters), in the sense of representation theory of semisimple Lie algebras, see [Di] . Further, the isomorphism eH c e ≃ U (sl 2 )/I c suggests to view the standard module M (λ, σ) , λ = 0, as a generalized Whittaker module.
We now prove the following important result that reduces, in the special case c = 0 and eH c e = D(h) W , to Theorem 5 in the Levasseur-Stafford paper [LS] (for Coxeter groups). To prove the theorem we begin with the following weak localized version 4 of a Poisson analogue of Theorem 5 of [LS] .
Then Y ′ is an irreducible affine algebraic variety, and the natural map f : Y → Y ′ is a finite map. In particular, f is surjective.
Let us show that f is injective, i.e. that the algebra A separates points of Y . For this, consider the natural map h : and (q,p) be the projection of (q, p) to h reg /W × h * /W . The set h −1 (q,p) consists of equivalence classes of points (q, gp), where g ∈ W/W p . Thus, to prove the injectivity of f , it suffices to find an element a ∈ A such that the numbers a(q, gp) are distinct for all g ∈ W/W p .
Let z ∈ h * be a vector such that the numbers z, gp are distinct for all g ∈ W/W p (this is the case for a generic vector, so such z exists). Let b ∈ C[h reg ] W be a function such that (db)(q) = z (such exists since the stabilizer of q is trivial). Set a = {b, y 2 /2}, where y 2 is the squared norm function on h * . Then a(q, gp) = z, gp , which are distinct, as desired.
Thus, f is bijective. To conclude the proof, we need to show that moreover f is an isomorphism.
It is easy to see by computing the Jacobian that the functions a i and b i form a system of coordinates on Y near (q 0 , p 0 ). The lemma is proved. Proof of Theorem 4.6. The proof is analogous to the proof of Theorem 5 in [LS] . We apply Lemma 4.8 to the situation when S = eH c e, and R is the subalgebra generated by We observe next that the elements x 2 e, he, y 2 e form an sl 2 -triple in the algebra eH c e, and an analogue of Proposition 3.8 holds for Harish-Chandra eH c e-bimodules. In particular, the adjoint action of h on a Harish-Chandra H c -bimodule, resp., the adjoint he-action on a Harish-Chandra
Therefore, the structure theory of finite dimentional representations of sl 2 implies that, for any k ≥ 0 the operator (ad y 2 ) k induces an isomorphism (ad y 2 ) k : Ker(ad x 2 ) ∩ V (−k) ∼ −→ Ker(ad y 2 ) ∩ V (k). In particular, for V = H c , resp. V = eH c e, the map (ad y 2 ) k takes the space C k [h] ⊂ H c into the space formed by elements of filtration degree ≤ k and ad h-weight (−k), which is exactly the space C k [h * ] ⊂ H c . Thus, we deduce Corollary 4.9. For any k ≥ 0 the operator (ad y 2 ) k induces isomorphisms
The natural C * -action on h reg by dilations gives a Z-grading on D(h reg ) by the weight of the C * -action. Also, there is a standard filtration on D(h reg ) by the order of differential operators, and we let D(h reg ) − − − denote the subset in D(h reg ) spanned by all homogenious differential operators
Next, introduce the rational Calogero-Moser operator
Recall that in [EG] we have used the Dunkl representation of the algebra H c to construct an injective algebra homomorphism Θ spher : eH c e ֒→ D(h reg ) W that sends the element y 2 e to L c . The following result is a strengthening of [EG] Let ε : W → Z/2Z be a multiplicative character of the group W (if W is the Weyl group of a simply laced root system, then there is only one such character ε(w) = det h (w)). We consider the set:
Proposition 4.11. There is an algebra isomorphism:
Proof. Since c ∈ C[R] W reg , Corollary 4.9 implies that the algebra eH c e is generated by C[h] W · e and by the element y 2 e. Hence, the algebra Θ An easy calculation, see [He] 
Hence, it is generated by C[h] W and L c−1ε , and we obtain algebra isomorphisms:
A trace on the Cherednik algebra
In this section we compute a trace on Cherednik algebras of type A n−1 , that is on the algebra Tr(g) = (1/nc) n−cycl(g) · Tr(1) .
Proof. The proof proceeds by induction in m = n − cycl(g). For m = 0, the result is obvious. Suppose the result is known for m = p, and let us establish it for p + 1. Let g have n − p − 1 cycles. Choose two indices 1 ≤ i, j ≤ n, such that g(i) = j. Consider the permutation σ = g ·s ij . Then σ(j) = j, and σ has n − p cycles, so for σ the statement is known. Let x l , y l be the elements in the first and second copy of h ∼ = h * ∼ = C n−1 ⊂ C n , respectively, corresponding to the vector (− 1 n , ..., 1 − 1 n , ..., − 1 n ), where 1 − 1 n stands on the l-th place. The commutation relations in H c , see (1.1), imply readily that, for any l different from m, one has [y m , x l ] = c·s ml − 1 n . Thus, we find [σ·y i , x j ] = σ·[y i , x j ] = c·g − 1 n σ . Hence, Tr(g) = 1 nc ·Tr(σ), and we are done.
Recall that the (isomorphism classes of) irreducible representations of the Symmetric group are naturally labelled by Young diagrams. Write Y (τ ) for the Young diagram (with n boxes) corresponding to a simple S n -representation τ , and let s τ denote the Schur function associated to Y (τ ). Given a box u ∈ Y (τ ) let cont(u) denote the signed distance of u from the diagonal of Y (τ ). We introduce a polynomial F τ ∈ Z[z] by the following two equivalent formulas
where h(τ ) is the product of hook-lengths of elements of Y (τ ) and s τ (p 1 , p 2 , ..., p n ) is the Schur polynomial of τ written in terms of power sums of symmetric variables. The equality of the two expressions in (5.2) follows from [Ma, Example 4, Ch. I].
Remark. The polynomial F τ (z) has an interesting interpretation in terms of the Calogero-Moser space M n , cf. [Wi] . It is known that fixed points of a natural C * -action on M n are labelled by Young diagrams, cf. e.g. [EG, Prop. 4.16] , [Ku] . Let (X τ , Z τ ) denote a pair of n × n-matrices in the conjugacy class corresponding to the fixed point in M n labelled by the Young diagram Y (τ ) (for a direct construction of this point in terms of the S n -module τ see [Go] , and [EG, Conjecture 17.14] ). Now, using formula [Wi, (6.14) ] for Schur functions (and formula (2.3) in Appendix to [Wi] ), one finds
Let e τ ∈ CS n ⊂ H c denote the central idempotent in the group algebra corresponding to a simple S n -module τ .
Theorem 5.3. For any c ∈ C * we have: Tr(e τ ) = (dim τ ) 2 n! · F τ ( 1 nc )·Tr(1).
Proof. Let χ τ (g) denote the trace of g ∈ S n in the representation τ . Then one has an identity
To prove this, observe that both sides are central elements of C[S n ], and computing their traces in an arbitrary module σ ∈ Irrep(S n ), we get dim τ n! · g∈Sn χ τ (g −1 )·χ σ (g) = 1 if τ = σ and 0 otherwise.
The latter equation is nothing but the character orthogonality, and (5.4) follows. Therefore, using Proposition 5.1 we find
Tr(e τ ) = dim τ n! · g∈Sn χ τ (g −1 ) · (1/nc) n−cycl(g) ·Tr(1).
( 5.5) Now, using [S2, p.515, Exercise 7 .50], we deduce:
Remark. If the parameter c ∈ C * is generic, then it has been shown in [EG] that the vector space
Moreover, we claim that for generic 'c' we have Tr(1) = 0. Indeed, assume the contrary, that is:
where F • H c is the standard increasing filtration on H c . Note that for any given l, the set of 'c' such that 1 ∈ [F l H c , F l H c ] is semialgebraic. Hence, one can find such an l that 1 ∈ [F l H c , F l H c ], for all c ∈ C * except possibly a finite set. But we will see below that there are infinitely many values of 'c' of the form c = 1/n + positive integer such that the algebra H c has a non-zero finite dimensional representation V . In that case the element 1 ∈ H c acts as Id V , hence has a nonzero trace. Therefore, one cannot have 1 ∈ [H c , H c ], and our claim is proved.
Thus, choosing, for generic 'c', the element Tr(1) as a basis in the 1-dimensional vector space H c /[H c , H c ], one may view the map Tr as a 'trace': H c → C.
We are going to apply the results above to study finite dimensional representations of H c . Proposition 5.1 clearly yields Corollary 5.6. For any g ∈ S n and any finite dimensional H c -module V , we have:
Remark. For c = ∞, the Corollary implies that V | Sn is a multiple of the regular representation of S n , which has been already shown in [EG] . Let S denote the set of all c ∈ C such that the algebra H c (of type A n−1 ) has a nonzero finite dimensional representation. It is obvious from the above that S is a subset of Q * .
Proposition 5.7. There is a subset S ⊂ { 1 n , 2 n , ..., n−1 n }, such that S = −(S + Z ≥0 ) (S + Z ≥0 ).
Proof. Throughout the proof we will freely exploit an isomorphism H c ≃ H −c given by s → −s for each simple reflection s, and x → x, y → y for all x ∈ h * , y ∈ h. In particular, we may assume c > 0, whenever necessary.
Claim 1. If c > 0 is in S then either c = p/n for some p = 1, ..., n − 1, or else c > 1 − 1 n .
To prove this, fix c > 0, and a non-zero finite dimensional H c -module V . Using Theorem 5.3 we obtain the following formula for the multiplicity of occurence of a simple S n -module τ in V
This means that the product u∈Y (τ ) (1 + cont(u)/nc) has to be nonnegative for all τ. We deduce that either c = p/n, where 1 ≤ p ≤ n − 1 is a nonzero integer, or else c > 1 − 1 n . Claim 2. Let c ∈ S, and c > 1 − 1 n . Then c − 1, c + 1 ∈ S. To prove this, we first deduce from (5.8) that [triv : V ] = 0. Thus eV is a nonzero eH c e-module. Next, let ε : S n → {±1} be the sign character, and e ε ∈ C[S n ] the corresponding central idempotent. Using that c ≥ 0, we deduce similarly from (5.8) that [ε : V ] = 0. It follows that e ε V is a nonzero e ε H c e ε -module. Now, Proposition 4.11 implies that the algebras eH c e and e ε H c e ε are isomorphic to e ε H c+1 e ε and eH c−1 e, respectively. Thus, the latter algebras have non-zero finite dimensional representations. Hence, so do H c+1 , H c−1 (by taking induced module from the corresponding spherical subalgebra). Claim 2 is proved.
By a similar argument one proves • Let 0 < c ≤ 1 − 1 n . If H c has a non-zero finite dimensional representation then so does H c+1 . Now we complete the proof of the Proposition. Fix an element c ∈ S such that c > 0. If c > 1 − 1/n then c ≥ 1 + 1/n, since in this case by Claim 2, c − 1 should be in S, while we know from Claim 1 that S has no intersection with the open interval (−1/n, 1/n). So let c ′ be the fractional part of c. Then c ′ is in S, by Claim 2. Let S = S ∩ {1/n, 2/n, ..., 1 − 1/n}. Then c ′ ∈ S, so S ⊂ −(S + Z ≥0 ) ∪ (S + Z ≥0 ). The fact that this inclusion is an equality follows from the statement above that for c > 0, if c ∈ S then c + 1 ∈ S.
Remark.
Note that 1/n ∈ S since for c = 1/n there exists an action of H c on the trivial representation of S n , with x i and y i acting by zero.
Proposition 5.1 yields a nice closed expression for the character of S n -action on any finite dimensional H c -module, up to a constant factor. To explain this, write h Z := Z n−1 ⊂ Z n for the set of n-tuples of integers with total sum zero, a Z-lattice in h. The group S n acts naturally on h Z by permutation. This induces, for any integer r > 0, and S n -action on the finite set h Z /r·h Z ⊂ Z n /r·Z n , making the C-vector space C[h Z /r·h Z ] an S n -module.
Let K(S n ) be the Grothendieck group of finite dimensional representation of S n . Given a finite dimensional H c -module V , let [V | Sn ] ∈ K(S n ) denote the class of its restriction to S n . Note further that V = 0 implies, by Proposition 5.7, that cn = r is an integer, not divisible by n.
Theorem 5.9. Assume c = r/n > 0, and let V be a finite dimensional H c -module.
(i) There exists an integer ℓ > 0 such that in K(S n ) we have:
Proof.
To prove (i) it suffices to show that the characters of S n representations on both sides are proportional. But it is straightforward to see that the character of S n -action on C[(Z/rZ) n ] is given, by Tr(g) = r cycl(g) = (cn) cycl(g) , which up to a scalar is exactly the formula of Proposition 5.1. The integrality of the coefficient ℓ in part (i) follows from the fact that ℓ is equal to the trace of the cyclic permutation in (ℓ/n) · C[(Z/rZ) n ]. Part (ii) readily follows from (i) by comparing characters.
Conjecture 5.10. Let c = r/n > 0. The algebra H c has a nonzero finite dimensional representation V if and only if r is coprime to n, moreover, in such a case in Theorem 5.9(ii) we have ℓ = 1.
The eH c e-module structure on quasi-invariants
In this section we review the definition and prove some basic properties of algebras of quasiinvariants of finite reflection groups. Most of these results have already appeared in the literature (see [CV] , [CV2] , [VSC] , [FV] , [EG2] ). 
We will extend the algebra Hol(h) W by relaxing the notion of reflection invariance in the following way. Let m ∈ Z + be a non-negative integer, s α ∈ W a reflection, and x ∈ h a point on the corresponding hyperplane, i.e., s α (x) = x. We say that a holomorphic function f on an Definition 6.2 (cf. [CV] , [CV2] 
Given c ∈ Z(R) W + , let Q c denote the set of all c-quasi-invariant polynomials with respect to W . The following lemma collects some basic algebraic properties of quasi-invariants. Lemma 6.3. (i) The vector space Q c is W -stable, and we have:
(ii) Q c is a finitely generated graded subalgebra of C[h] , such that the integral closure of Q c equals C[h] .
Proof.
(i) is clear. Further, if p, q ∈ C[h] satisfy (6.1) with m = c α , for some α ∈ R + , so do their linear combination and product: for example, s α (pq) = s α (p)s α (q) ∈ pq + (α) 2cα+1 . Now, if (6.1) holds for all α ∈ R + and β ∈ R + then s We recall the following elementary but basic observation [C] , [FV] :
Lemma 6.4. The action of the Calogero-Moser operator L c preserves the subspace
Recall that according to Opdam [O] , for any c ∈ C[R] W , there is an algebra isomorphism 
There is an explicit formula for the restriction of the map P → L P to the subspace Q c ∩ C k [h * ] of homogeneous polynomials in Q c of degree k ≥ 1. Specifically, according to [Be] , cf. also §7 below, one has
In the special case when P ∈ C k [h * ] W is W -invariant this formula is an immediate (up to computing the constant factor, 1 2 k k! , which is also easy) consequence of Corollary 4.9, which yields the isomorphism Θ spher (ad y 2 ) k : Θ
As has been observed in [FV] , formula (6.5) and Lemma 6.4 imply that the action on /W over this algebra. It is clear from the existence of the Dunkl representation that both the localized algebra and module are independent of c, i.e. are the same as those for c = 0. Therefore, we have (0), so it has a finite Jordan-Hölder series 0 = F 0 ⊂ F 1 ⊂ . . . ⊂ F l = M ′ e (τ ), with simple subquotients F i /F i−1 being isomorphic to standard modules M e (σ i ) , i = 1, . . . , l, see Proposition 4.3. The localization functor being exact, we see that M ′ e (τ )| h reg /W has a composition series with the subquotients
/W the latter composition series must consist of a single term, i.e., l = 1. Thus, we find that M ′ e (τ ) = M e (τ ), and we are done. Given a diagonalisable endomorphism A on a vector space E with finite-dimensional eigenspaces E a , a ∈ C, we put Tr E (t A ) := a∈C dim C E a · t a , viewed as a formal infinite sum. For example, let eu denote the Euler operator on C[h] such that eu(P ) = (deg P ) · P, for any homogeneous polynomial P To prove this formula, one first finds the eigenvalue of h-action on the "top" subspace τ ⊂ M (τ ). A straightforward calculation gives
Further, it is easy to see from the Dunkl representation that h| C[h] = eu + dim h 2 − 1 2 α∈R c α . Formula (6.7) follows.
Applying Proposition 6.6, we obtain a formula for the Poincaré series of Q c , i.e. for the function Tr| Qc (t eu ). The same formula has been found by Felder and Veselov ([FeV] ), using a different method.
Differential operators on quasi-invariants
We recall some basic results and notation regarding differential operators on algebraic varieties. Let A, A) , which is clearly an algebra over C . In particular, if A = C[X] is the ring of regular functions on an irreducible affine algebraic variety X , then D(A) is nothing but D(X), the algebra of differential operators on X.
If X is singular, the structure of D(X) can be quite complicated and is not well understood. A natural approach to study the algebra D(X) on an arbitrary (irreducible) variety X is to compare it with the ring of differential operators on the normalization of X (see [SS] ). In more detail, let π :X → X be the normalization map. Write K := C(X) for the field of rational functions on X (so that C[X] ⊆ C[X] ⊂ K , and C[X] is the integral closure of C[X] in K ) and denote by D(K) the algebra of differential operators over K . Since D(K) ∼ = K ⊗ C[X] D(X) , we can identify D(X) with its image in D (K) . This way we get
Thus, both D(X) and D(X) can be viewed as subalgebras in D (K) . Proof. Part (i) is a reformulation of Lemma 6.3. To prove (ii) we only need to check injectivity of the normalization map. Thus, we have to show that for any points x, x ′ ∈ h , x ′ = x, there exists a quasi-invariant polynomial p ∈ Q c such that p(x) = p(x ′ ). To this end, fix x ∈ h and put
this is a quasi-invariant polynomial under all reflections in W W x , and also invariant under Wx . (7.4) Now, given x ′ = x, choose any polynomial g such that g(x) = 0, and g(x ′ ) = 0. Define the polynomial p(z) := δ 2c+1,x (z) · w∈Wx g(wz). We have: p(x) = 0, and p(x ′ ) = 0. Further, p is invariant under W x and quasi-invariant under all reflections in W W x , by construction. Thus, p is quasi-invariant and (ii) is proved.
To prove (iii) observe that O x (X c ) ⊂ {r ∈ C(h) | r is regular at x}. Conversely, let r be a rational function regular at x which is also quasi-invariant with respect to the group W x . We can write r = p/q, where p, q are polynomials, and q(x) = 0. To show that r = p/q ∈ O x (X c ) we set f = {w∈Wx|w =1} w(q), and write r = p q = pf δ2c+1,x qf δ2c+1,x , where δ 2c+1,x was defined in (7.4). The denominator in the last fraction is W x -invariant, and also quasi-invariant under all the reflections which are not in W x by construction. Thus, the denominator is quasi-invariant under W and nonvanishing at x. The numerator is also quasi-invariant, since so is the whole function r. Thus, r ∈ O x (X c ), as desired.
According to (7.2) we may identify the algebra D( The rest of the section is effectively devoted to the proof of this Theorem. The argument exploits crucially the notion of the Baker-Akhiezer (holomorphic) function ψ c : (x, k) → ψ c (x, k) = Φ(x, k)·e (x,k) , where x ∈ h, k ∈ h * , and Φ is a polynomial on h × h * , see [CV, FV, EG2] .
Whenever necessary we will identify below h * with h without further comment, using some fixed W -invariant form. Given x ∈ h, put
Proposition 7.6. For any x ∈ h, the space Q c,x is a projective rank one Q c -module (not free, in general).
Proof.
Fix x 0 ∈ h. We will show that the module Q c,x0 is locally-free in a neighborhood of any point k 0 ∈ h. Let g(t, k) := ψ c (t·x 0 , k), where t ∈ C is a complex variable. Then, for each k ∈ h, the map: t → g(t, k) is an entire function on C . Write g(t, k) = ∞ n=0 g n (k) · (t−1) n n! . For all t ∈ C, we know that ψ c (t · x 0 , k) is a quasi-invariant (quasi-polynomial) function in k. Hence, the Taylor coefficients g n (k) = (d/dt) n g(t, k)| t=1 are quasi-invariant polynomials in k. Thus, g n (k) · e −(x0k) ∈ Q c,x0 , for each n = 0, 1, 2, ... Further, it is known that ψ c (0, 0) = 0, see e.g. [EG2] . We deduce that g n0 (k 0 ) = 0 for some n = n 0 , for otherwise g(t, k 0 ) = 0 would imply g(0, k 0 ) = ψ c (0, k 0 ) = ψ c (0, 0) = 0. Set q 0 (k) := g n0 (k) · e −(x0k) . Then for any p ∈ Q c,x0 , we have p(k) = q 0 (k)·f (k), where f (k) ∈ C(h) is a rational function regular at k = k 0 . Observe that f can be written as p(k)·e (x 0 k) gn 0 (k) , a ratio of two quasi-invariant functions in k. Hence, f (k) ∈ O k0 (X c ) by Lemma 7.3(iii). It follows that O k0 (X c ) ⊗ O(Xc) Q c,x0 is a free rank 1 module generated by q 0 .
Definition 7.7. Let K c ⊂ C[h × h * ] be the space of all polynomials P such that the holomorphic function: (x, k) → P (x, k)e (x,k) is quasi-invariant with respect to both the variable x ∈ h and the variable k ∈ h * , separately.
Observe that the space K c has a natural Q c ⊗ Q c -module structure induced by multiplication
Proof. The proof is analogous to the argument above. Specifically, we choose as in Proposition 7.6, a function g 0 ∈ K c that is nonvanishing at a given point (x 0 , k 0 ). Then, for any g ∈ K c , the function g g0 is a rational function (not involving the exponents) on h × h * . Moreover, this function is regular at the point (x 0 , k 0 ) ∈ h × h * and W x0 × W k0 -quasi-invariant. Hence, by Lemma 7.3(iii) applied to the Coxeter group W × W in the vector space h × h * , we obtain g g0 ∈ O x0,k0 (X c × X c ). It follows that the function g 0 generates the
Proof. First of all, K is obviously injective. So, we need to show that for any P ∈ K c , there exists u ∈ D(X c ) such that P = K(u). Since P (x, k)e (x,k) is quasi-invariant with respect to k, it follows from Lemma 7.10 that there exists a differential operator u ∈ D(h reg ) such that (u (x) ψ c )(x, k) = P (x, k)e (x,k) .
Further, by [EG2] , one has an infinite expansion:
homogeneous polynomials which form dual bases with respect to the nondegenerate form (−, −) c . From the expansion we get:
). Thus, since P (x, k)e (x,k) is also quasi-invariant with respect to x, we find that uψ i ∈ Q c , ∀i. Hence the operator u maps Q c to Q c . So, u ∈ D(X c ) and P = K(u), as desired. Part (i) is proved. Now, given P ∈ Q c and u ∈ D(X c ), we find:
Compatibility with Q c ⊗ Q ♭ c -module structures follows. Observe further that if u is homogeneous under the C * -action (of weight m, say), then K(u) is homogeneous of the same weight. It follows that the highest powers in x always come in K(u) together with the highest powers in k, i.e. come from the leading term in both k and x simultaneously. Now, the leading term of K(u) is equal to the principal symbol of u times the leading term of Φ. This implies (ii).
We introduce a non-standard increasing filtration on D(X c ) by For any homogeneous differential operators u and u ′ , we have weight(u • u ′ ) = weight(u)+weight(u ′ ), and order(u • u ′ ) ≤ order(u) + order(u ′ ). Hence, for any j, l ∈ Z, we get:
, we deduce that the associated graded algebra gr ♭ D(X c ) is commutative. Further, by Proposition 7.11(ii), we have: D ♭ −1 (X c ) = 0, so that our filtration is by non-negative integers j ≥ 0. Thus, we have proved the inclusion on the right of (7.13):
To prove equations on the left of (7.13), let u ∈ D(X c ) be a homogeneous differential operator such that weight(u) + order(u) = 0, and let K(u) be its kernel. Since K(u) is quasi-invariant with respect to the 'x'-variable, Lemma 7.10(i) implies that there exists a differential operator p ∈ D(h reg ) (in the variable k ∈ h reg ) such that K(u) = p (k) ψ c . Now, the proof of Proposition 7.11(ii) shows that weight(u) + order(u) = 0 if and only if deg (x) (p (k) ψ c ) = deg (x) Φ. If the latter equation holds, then Lemma 7.10(ii) forces the differential operator p ∈ D(h reg ) to have order zero, i.e., p = p(k) ∈ C[k] = C[h * ] is a multiplication operator. Hence, K(u) (x,k) . Thus, we have proved that weight(u) + order(u) = 0 holds if and only if K(u) has the form p · Φ, where p is a polynomial in the variable ' k ' only. But then we must have p ∈ Q c and u = L p . This completes the proof of (7.13).
Next, identify h * with h via an invariant form, and write P ♭ ∈ C[h × h * ] for the polynomial obtained from P by the flip of variables: x ↔ k. It is clear that P ♭ ∈ K c . We write u ♭ := K −1 (P ♭ ) ∈ D(X c ) for the differential operator corresponding to the kernel P ♭ .
To show that D(X c ) is a Harish-Chandra eH c e-bimodule, recall that we have proved
It follows that D(X c ) is a finitely generated eH c e ⊗ (eH c e) op -module. By a remark above (7.15) we know that the adjoint action on D(X c ) of any element of either
c is locally nilpotent. This proves (i). To prove (ii) note that the Fourier automorphism on eH c e interchanges C[h] W e with C[h * ] W e, see [EG] . But Q c is obviously the centralizer of C[h] W e in D(X c ). Thus, the image of Q c under the Fourier automorphism equals the centralizer of C[h * ] W e, which is exactly Q ♭ c .
Further, observe that the natural W -action on X c induces a W -action on D(X c ) by algebra automorphisms. This W -action clearly commutes with both the left and right action of eH c e on D(X c ). Thus, we have a direct sum decomposition
Note that, for any τ ∈ Irrep(W ), we have: We start the proof with the following lemma, which is perhaps well known.
Lemma 7.18. Let X be a smooth affine algebraic variety over C with a free action of a finite group Γ. Let τ be an irreducible Γ-module. Then the space D τ (X) := Hom Γ (τ, D(X)) is a simple bimodule over D(X/Γ).
Proof. Using the equivalence between left and right D-modules, we can regard D τ (X) as a Dmodule on X/Γ×X/Γ. It is concentrated on the diagonal, and is the direct image of the irreducible local system on the diagonal, corresponding to the representation τ of Γ. By Kashiwara's theorem, the direct image functor is an equivalence between the category of D-modules on the subvariety and D-modules on the ambient variety supported on the subvariety. Thus, D τ (X) is an irreducible D-module, as desired.
8 Translation functors and Morita equivalence Recall further that the functions of the form 1 ε , where ε : W → {±1} is a multiplicative character, see above Proposition 4.11, are known to generate Z[R] W + as a semi-group. Thus m is a sum of functions of type 1 ε , and an easy induction on the number of summands completes the proof. Remark. If h = C and W = Z/2Z, then eH c e is a quotient of U (sl 2 ), and Theorem 8.1 is known and due to Stafford [St] .
By analogy with Lie theory, we denote by HC c (H) the category of Harish-Chandra H c -bimodules. In a similar way, we may consider the category HC c (eHe) of Harish-Chandra bimodules over the algebra eH c e. Recall that the category of bimodules over any algebra A has a monoidal structure given by the tensor product of bimodules over A. 
Now Lemma 2.8 insures, due to nilpotency of the adjoint action, that the subspace
The proof is now completed by the following inclusions
Thus, for each c ∈ C[R] W , the category HC c (H), resp. HC c (eHe), has a monoidal structure induced by the tensor product of bimodules. In case of c ∈ Z[R] W + a complete structure of these monoidal categories can be described as follows. First, recall that for any finite dimensional (not necessarily irreducible) W -representation τ , the space D(τ ) := (τ ⊗ D(X c )) W is a Harish-Chandra eH c e-bimodule, cf. Theorem 7.17. Let Rep(W ) denote the tensor category of finite dimensional representations of the group W . 
Similarly, there is an equivalence of monoidal categories Rep(W ) ∼ −→ HC c (H).
Proof. We first consider the case c = 0. In this case we have H 0 ≃ D(h)#W and eH c e ≃ D(h) W .
Given w ∈ W , let i w : Graph(w) ֒→ h × h denote the imbedding. Kashiwara's theorem and estimate (8.6) imply that every irreducible subquotient of V , viewed as a D-module, must be of the form (i w ) * E, where E is an irreducible local system, i.e., a vector bundle on Graph(w) with flat connection. The condition of ad -nilpotency of the action on (i w ) * E ⊂ V of the algebra C[h * ] W forces the connection to be trivial. We deduce that all irreducible subquotients of V are of the form (i w ) * C[Graph(w) ]. Semisimplicity of the category HC 0 (H) follows from this, since it is well-known that there are no extensions between D-modules of the form above. We conclude that the category HC 0 (H) is semisimple.
We have shown that any object V ∈ HC 0 (H) can be uniquely written, viewed as a
where V w are finite dimensional vector spaces. Moreover, the left and right actions on V of the subalgebra CW ⊂ H 0 induce, for any y ∈ W, the natural isomorphisms L y : V w ∼ −→ V yw and R y : V w ∼ −→ V wy , which are multiplicative, and commute: R y L z = L z R y , ∀y, z ∈ W. This means that the vector space
Next, recall the following general result on Morita equivalence. Let A be an algebra and e ∈ A an idempotent, such that AeA = A. Then, the natural Morita equivalence between A-bimodules and eAe-bimodules is an equivalence of monoidal categories.
In the special case A = H c . the result above implies that the categories HC 0 (H) and HC 0 (eHe) are equivalent as monoidal categories, due to Morita equivalence of the algebras D(h)#W and D(h) W proved in [Mo] . In particular, the category HC 0 (eHe) is also semisimple.
Further it is easy to see, e.g. ([LS2] , § §2-3) or Theorem 7.17 (in the special case c = 0) that, for each τ ∈ Irrep(W ), the W -isotypic component τ ⊗ C D(h) W is a simple eH c e-bimodule.
Moreover, any simple object of HC 0 (eHe) is isomorphic, by Morita equivalence, to a bimodule of this type. Thus, simple objects of the category HC 0 (eHe) are parametrized by the set Irrep(W ). This completes the proof of the Theorem for c = 0. In the general case of an arbitrary c ∈ Z[R] W + , the result follows from that for c = 0 via Morita equivalence of Proposition 8.11 below (which is independent of the intervening material). To proceed further, it will be useful to generalize the setup and to consider bimodules over two Cherednik algebras with possibly different parameters. Thus, we fix c, c We write HC c,c ′ (H), resp. HC c,c ′ (eHe), for the category of Harish-Chandra (H c -H c ′ )-bimodules, resp. (eH c e-eH c ′ e)-bimodules. Most of the results on Harish-Chandra bimodules proved in § §3-4 extend verbatim to this 'two-parameter' setting. Since we will be dealing with standard modules over Cherednik algebras with varying parameter 'c', it will be convenient to incorporate this parameter in the notation and to write M (τ, c) for the standard module over (ii) The space c 
To prove (ii) one has to verify the isomorphism: c P c ′ (triv) eH c ′ e c ′ P c (triv) = c P c (triv), as well as an associativity constraint:
The first isomorphism follows from the equality eH c e ε H c e = eH c e, by simplicity of the algebra eH c e, and the second is part (iii) of Proposition 8.10.
Thus, we have established the ' if ' part of the following For h = C and W = Z/2Z, the conjecture is a known result due to Hodges [Ho] .
Recall that if we write K = C(h) for the field of rational functions on h, then we have
has a natural right D(X c ′ )module structure, and left D(X c )-module structure. Generalizing the proof of simplicity of the algebra D(X c ) one obtains Now, consider the localized bimodules V | First, we use S c to give another proof of bijectivity of normalization π c :X c ։ X c (cf. Lemma 7.3(ii)):
For an arbitrary smooth affine variety X, and m 1 , m 2 , two distinct maximal ideals of A = C[X], we have:
Hom A (A/m k 1 , A/m 2 ) = 0 for all k = 1, 2, ... Assume that π c is not injective. Then there are (at least) two distinct maximal ideals m 1 and m 2 in A , such that m 1 ∩ B = m 2 ∩ B . Let S c be the shift operator introduced above. It is easy to see from formula (9.1) (and Lemma 6.4) that order(S c ) = d and S c ∈ D(A, B) .
It follows that, for each k > d , S c induces a differential operatorS c ∈ D(A/m k 1 , A/m 2 ) . But, if m 1 = m 2 , (9.3) means that D 0 (A/m k 1 , A/m 2 ) = 0 and then D(A/m k 1 , A/m 2 ) = 0 by the inductive definition of differential operators (see (7.1)). Thus S c = 0 , which implies that S c [A] ⊆ m 2 . In particular, since 1 ∈ A , we get S c [1] ∈ m 2 , with obvious contradiction to Lemma 9.2. The result follows. Now, let X be an affine algebraic variety with smooth normalization π :X → X. Since
(9.4) Then D(X, X) is a right ideal in D(X) and (with identifications (7.2)) a left ideal of D(X) . According to [SS] , Lemma 2.7, D(X, X) is isomorphic to the space D(C[X], C[X]) of all differential operators from C[X] to C[X] over C[X] , so the notation (9.4) is consistent with (7.1). We write End D(X) D(X, X) for the endomorphism ring of D(X, X) as a right D(X)-module and identify it with a subalgebra in Q, the quotient skew-field of D(X) (cf. §10 below). 
Hence u ∈ D(X c ) .
Next, we recall a well-known ring-theoretic result usually referred to as the "Dual Basis Lemma". Let A be an algebra, P a right A-module, and B = End A P, the endomorphism ring of P, and P * = Hom A (P, A) its dual module. Write P · P * for the subspace of End A (P) spanned by the endomorphisms p · f : x → p · f (x), for all p ∈ P and f ∈ P * = Hom A (P, A). Obviously P · P * is a two-sided ideal of B = End A (P). Similarly, P * · P stands for a two-sided ideal of A generated by the elements {f (q) | q ∈ P and f ∈ P * }.
Lemma 9.6 ( [MR] , 3.5.2). The A-module P is finitely generated and projective if and only if P · P * = B . Now we are in a position to prove one of the main results in the present paper.
Theorem 9.7. The ring D(X c ) is Morita equivalent to D(h) .
In the setup of Lemma 9.6, write A := D(X c ) , B := D(X c ) , and P := D(X c , X c ) . Then, by Theorem 9.5, we have B = End A P . Now, P ·P * is a nonzero two-sided ideal of B, and therefore, is equal to B by Theorem 7.20. By Lemma 9.6, we then conclude that P is finitely generated projective. On the other hand, P * · P is a nonzero two-sided ideal of A ∼ = D(h), and hence, by simplicity of the latter, is equal to A . This means that P is a generator in the category of (right) A-modules. Summing up, we have B = End A P , where P is a finitely generated projective generator in mod-A . By Morita Theorem, A and B are then equivalent rings.
The Morita equivalence of Theorem 9.7 yields Corollary 9.8. The homological dimension of the algebra D(X c ) equals dim h.
We end up this section with a conjecture giving an alternative description of the category of modules over D(X c ) hinted by [DE] . Conjecture 9.9 can be viewed as a generalization of a well-known result of Kashiwara to the singular variety X c . In case when dim X c = 1 (or more generally, for any singular affine curve with injective normalization) this conjecture has been proved in [DE] .
10 Appendix: A filtration on differential operators
The goal of this section is to put the filtration (7.12) into a more general context of the ring of differential operators on a (singular) algebraic variety X whose normalisation is a vector space, cf. also [P] in the special case dim X = 1.
Let X be any irreducible (not necessarily smooth) algebraic variety, π :X → X its normalisation, and K = C(X) = C(X), the field of rational functions. The ring D(K) is a Noetherian domain (see, e.g., [MR] , 15.5.5). By Goldie's Theorem, it has the quotient skew-field which we denote by Q . Let P := D(X, X), regarded as a right ideal of D(X), see (9.4). We put E := End D(X) P, the endomorphism ring of P. Then we may (and will) identify E ∼ = { q ∈ Q : q P ⊆ P } (see [MR] , 3.1.15). Since P is also a left ideal of D(X) , we have D(X) ⊆ E . On the other hand, C[X] being finite over C [X] implies that f · C[X] ⊆ C[X] for some nonzero f ∈ C[X] , hence P ∩ C[X] = {0} and therefore P ∈ D(K) ⇒ E ⊂ D (K) . We summarize these inclusions in the following Lemma 10.1 (see [SS] ). P ⊂ D(X) ⊆ E ⊂ D(K) , P ⊂ D(X) ⊂ D (K) .
By definition, the algebra D(K) carries a natural (differential) filtration. Using (10.1), we may (and will) equip the spaces P, E, D(X), D(X) with the induced filtrations 5 . We write gr P, gr E, gr D(X), gr D(X) for the associated graded objects. The next result is probably known to the experts, but we cannot find a precise reference in the literature.
Proposition 10.2. Let X be an irreducible affine algebraic variety over C . Assume that the normalizationX is smooth. Then gr P ⊂ gr D(X) ⊆ gr E ⊆ gr D(X) ⊂ gr D (K) .
(10.3)
Proof. Given the inclusions (10.1), we need only to prove gr E ⊆ gr D(X) . First, recall that X being smooth implies that gr D(X) ∼ = C[T * X ] is a regular Noetherian commutative domain. Hence gr P ⊆ gr D(X) is a finitely generated ideal of gr D(X) . Since C[X] is finite over C[X] , P is nonzero: in fact, P ⊃ Ann C[X] (C[X]/C[X]) = {0} . Next, with our description of the endomorphism ring E , we have E · P ⊆ P in D (K) , and therefore (gr E) · (gr P) ⊆ gr P in gr D (K) . Hence, by [AM] , Prop. 2.4, the elements of gr E are integral over gr D(X) in gr D (K) . But, being regular, the ring gr D(X) is integrally closed, hence gr E ⊆ gr D(X) .
Remark. If dim X = 1 thenX is always smooth. In this case our Proposition 10.2 implies Proposition 3.11 of [SS] which establishes the inclusion gr D(X) ⊆ gr D(X) for any (irreducible affine) curve. Now assume that X is an irreducible variety with normalizationX being isomorphic to V , a vector space. We identify C(X) with K = C(V ). On K, introduce an increasing filtration {F ♭ j K} j∈Z as follows. Let P(V ⊕ C) ⊃ V be the projective completion of V , and D ∞ = P(V ⊕ C) V , the divisor at infinity. Given f ∈ K = C(V ), we can think of f as a rational function on P(V ⊕ C), and we put f ∈ F ♭ j K if f has a pole of order ≤ j at D ∞ . The restriction of this filtration on K to C[V ] coincides with the standard filtration by degree of polynomial. We extend the filtration F ♭ • K to the algebra D(K) of differential operators with rational coeffitients by assigning filtration degree zero to all constant coefficient differential operators. We write {D ♭ n (K)} n∈Z for the induced filtration on D(K) and call it the ♭-filtration. Now, if E is a linear subspace of D(K) , we set E ♭ n := E ∩ D ♭ n (K) and write gr ♭ E := n∈Z E ♭ n /E ♭ n−1 for the associated graded space. Clearly, by symmetry with the standard filtration, we have gr ♭ D(X) ∼ = C[V × V * ] , and therefore gr ♭ D(K) is isomorphic to a (properly graded) localization of C[V × V * ] at C[V ] \ {0} . In particular, both gr ♭ D(X) and gr ♭ D(K) are commutative domains, the former being regular. Reviewing the proof of Proposition 10.2 then shows that its argument works for the ♭-filtration as well. Thus, with the above notation and conventions, we have the following Proposition 10.4. If X is an irreducible affine variety with normalizationX being isomorphic to V , then gr ♭ P ⊂ gr ♭ D(X) ⊆ gr ♭ E ⊆ gr ♭ D(X) ⊂ gr ♭ D (K) .
By definition, the differential operators of order zero form a maximal commutative, (locally) ad-nilpotent subalgebra of D(X) , which is naturally isomorphic to C[X] . On the other hand, from Proposition 10.4 we obtain the following generalization of the result (proved in §6) on the nilpotency of the adjoint action on D(X c ) of the subalgebra Q ♭ c = D ♭ 0 (X c ).
Proposition 10.5. IfX ∼ = V , then D ♭ 0 (X) is a commutative (locally) ad-nilpotent subalgebra of D(X) .
Proof. Since gr ♭ D(X) ⊂ C[V × V * ] , the elements of D(X) have non-negative ♭-degrees. Thus D ♭ −1 (X) = {0} . In view of commutativity of gr ♭ D(K) , we have [D ♭ 0 (X) , D ♭ n (X)] ⊂ D ♭ n−1 (X) for all n ≥ 0 . Hence D ♭ 0 (X) is ad-nilpotent. Moreover, if n = 0, we have [D ♭ 0 (X) , D ♭ 0 (X)] ⊆ D ♭ −1 (X) = {0} , therefore D ♭ 0 (X) is commutative.
