Abstract. We consider a PDE-constrained optimization problem governed by a free boundary problem. The state system is based on coupling the Laplace equation in the bulk with a YoungLaplace equation on the free boundary to account for surface tension, as proposed by P. Saavedra and L. R. Scott [20]. This amounts to solving a second order system both in the bulk and on the interface. Our analysis hinges on a convex control constraint such that the state constraints are always satisfied. Using only first order regularity we show that the control to state operator is twice continuously Fréchet differentiable. We improve slightly the regularity of the state variables and exploit it to show existence of a control together with second order sufficient optimality conditions.
1. Introduction. Free boundary problems (FBPs) are challenging due to their highly nonlinear nature. Besides the state variables, the domain is also an unknown. FBPs find a wide range of applications from phase separation (Stefan problem, CahnHilliard), shape optimization (minimal surface area), optimal control problems with state constraints, fluid dynamics (flow in porous media), crystal growth, biomembranes, electrowetting on dielectric, to finance. For many of these problems there is a close interplay between the surface tension and the curvature of the interface [25, 26] . Ωγ denotes a physical domain with boundary ∂Ωγ = Σ ∪ Γγ . Here Σ includes the lateral and the bottom boundary and is assumed to be fixed. Furthermore, the top boundary Γγ (dotted line) is "free" and is assumed to be a graph of the form (x 1 , 1 + γ(x 1 )), where γ ∈W 1 ∞ (0, 1) denotes a parametrization. Γγ is further mapped to a fixed boundary Γ = (0, 1) × {1} and in turn the physical domain Ωγ is mapped to a reference domain Ω = (0, 1) 2 , where all computations are carried out.
Of particular interest to us is the control of a model FBP previously studied by P. Saavedra and L. R. Scott in [20] and formulated in graph form; see Figure 1 .1 where the free boundary Γ γ is the dotted line. The state equations (1.2b) involve a Laplace equation in the bulk and a Young-Laplace equation on the free boundary to account for surface tension. This amounts to solving a second-order system both in the bulk and on the interface. Below we give a detailed description of the problem. LetW Ω * and Σ are fixed while Ω γ and Γ γ deform according to γ. Hereafter we will identify Γ with I as well as Sobolev spaces defined on them. Since γ is Lipschitz continuous with constant 1, according to (1.2c), we deduce that |γ| ≤ 1/2; this guarantees that Ω γ ⊂ Ω * . We want to find an optimal control u ∈ U ad ⊂ L 2 (I) so that the solution pair (γ, y) of the FBP approximates a given boundary γ d : I → R and potential y d : Ω * → R. This amounts to solving the problem: minimize Optimal control of partial differential equations (PDEs) allows us to achieve a specific goal (1.2a) with PDE (1.2b) and other constraints (1.2c)-(1.2d) being satisfied and can be highly beneficial in practice (see [23] for more details). For example using the reverse electrowetting, i.e. by applying a control to change the shape of fluid droplets, one can generate enough power to charge a cellphone [15] . There has been various attempts to solve optimal control problems with a FBP constraint. We refer to [12, 13] for control of a two phase Stefan problem in graph formulation and [6] for the same problem in level set formulation. Paper [18] discusses optimal control of a FBP with Stokes flow. Even though problem (1.2a)-(1.2d) is relatively simple, it captures the essential features associated with surface tension effects found in more complex systems, and allows us to develop a complete second-order analysis, based on [23] , which is absent in the existing literature on FBP.
Depending on the role of the free boundary there are several methodologies to formulate a FBP. We choose the sharp interface method written in graph form (see Figure 1 .1). The (free) interface Γ γ is governed by the explicit nonlinear PDE
A similar approach was used in [12, 13] for the optimal control of a Stefan problem, but without the full accompanying theory developed herein. Alternative approaches to treat FBPs are the level set method and the diffuse interface method [8, 6] .
We use a fixed domain approach to solve the optimal control free boundary problem (OC-FBP). In fact, we transform Ω γ to Ω = (0, 1) 2 and Γ γ to Γ = (0, 1) × {1} (see Figure 1 .1), at the expense of having a governing PDE with rough coefficients. This avoids dealing with shape sensitivity analysis [21, 9] . We refer to [24] for a comparison between these approaches applied to a FBP. Using operator interpolation [22] we demonstrate how to improve the existing regularity of state variables derived earlier in [20] , which turns out to be instrumental to derive the second-order sufficient condition.
One of the challenges of an OC-FBP is dealing with possible topological changes of the domain by introducing state constraints. Our analysis provides control constraints which always enforce the state constraints, i.e. we can simply treat OC-FBP as a control constrained problem without any state constraints. We refer to [23, Section 6.2] and references therein for state and gradient constraints problems along with the associated difficulties. We will provide a comprehensive numerical approach for the control problem (1.2) in a forthcoming paper [5] .
We have organized this paper as follows. A detailed problem description on a fixed domain is given in section 2. We introduce the Lagrangian functional to formally derive the first-order necessary optimality conditions in section 3. We present a rigorous justification of the Lagrangian results in the remaining sections. To this end, we introduce a control-to-state operator in section 4 and show that for a particular set of admissible controls it is twice Fréchet differentiable. Finally, we write the optimal control problem in its reduced form and show the existence of a control under slightly higher regularity together with second-order sufficient conditions in section 5.
2. OC-FBP on Reference Domain. We start by mapping the physical domain Ω γ onto the fixed reference domain Ω = (0, 1)
2 . This results in an optimal control problem subject to PDE constraints with nonlinear coefficients depending on γ but without an explicit interface. The idea is to map the unknown domain Ω γ onto the fixed domain Ω using the inverse of the Lipschitz map Ψ : Ω → Ω γ defined as
Since γ is Lipschitz continuous with constant 1, according to (1.2c), we deduce that |γ| ≤ 1/2 and that Ψ is invertible because its Jacobian is J γ = 1 + γ. Furthermore, the inverse of Ψ is also Lipschitz. Moreover, it becomes routine to check that the Laplace equation ∆y = 0 in Ω γ and ∂ ν y on Γ γ can be written as
where ν = [0, 1] T , and A :
It is convenient to write
. We simplify the exposition by exploiting the fact that we are only interested in smallW 1 ∞ (I)-perturbations of the flat case γ = 0, namely we have d x1 γ small pointwise. We thus make the following assumptions:
These assumptions are not crucial. The nonlinear curvature H[γ] formally reads
, which is similar to the linearized curvature H lin except for the L ∞ (I) factor 1/(1 + |d x1 γ| 2 ) ≈ 1. Assumption (A 1 ) simplifies the structure of the bilinear form B Γ in (4.2). On the other hand, the scaling of the control in (A 2 ) avoids unnecessarily complicating the right-hand-side of (2.3b) below, which would contain u 1 +|d x1 γ| 2 1/2 instead of simply u. Our analysis below extends to the general setting without assumptions (A 1 ) and (A 2 ).
Under these assumptions and applying the map Ψ, the optimal control problem (1.2) becomes: minimize
subject to the state equations (γ, y) ∈W
the state constraints |d x1 γ| ≤ 1 a.e. I, (2.3c) with d x1 being the total derivative with respect to x 1 , and the control constraint u ∈ U ad (2.3d) dictated by U ad , a closed ball in L 2 (I), to be specified later in Definition 4.4. In order to derive the first-and second-order optimality conditions in later sections, we need to compute the first-and second-order directional derivatives of A, which in turn requires computing the directional derivative of the Nemytskii operator Φ defined above. To simplify notation, we drop the evaluation of γ and d x1 γ at x 1 . The derivative of Φ in the direction h at (γ,
Furthermore, we obtain the following representation for DA in terms of h and d x1 h
(2.5b) follows directly from the structure of A [23, Lemma 4.12] . The Hessian of ϕ is
The second-order derivative of Φ in the direction h 1 followed by h 2 evaluated at (γ,
Finally, we obtain the following representation for D
2
A in terms of h 1 and h 2 6) whence the remainder 
Proposition 2.1 (bounds on A). If the state constraint (2.3c) holds, then there exists a positive constant C A < ∞ such that
3. Formal Lagrangian Formulation. In this section we formally derive the first-order necessary optimality conditions using the Lagrangian approach described in [23] . To this end, we will assume that the admissible control set U ad guarantees the state constraints (2.3c), a pending issue we revisit and examine in detail in section 4. For a rigorous analysis of the existence of Lagrange multipliers in Banach spaces we refer to [27] .
It is well known that for a convex optimal control problem with linear constraints, the first-order necessary optimality conditions are also sufficient conditions [23, Lemma 2.21 ]. This does not apply to our problem because, despite linearizing the curvature via assumption (A 1 ), the state equations (2.3b) are still highly nonlinear and the optimization nonconvex. We will derive the second-order sufficient optimality conditions in section 5.
Let s, r denote the adjoint variables corresponding to states γ, y respectively. Then the formal Lagrangian functional is given by
we implicitly assume regularity in writing (3.1). Additionally, if (γ,ȳ,ū,r,s) is a critical point for L, then the first-order necessary optimality conditions are
p, q are Hölder conjugate indices, i.e. 1/p + 1/q = 1, with p > 2, and ·, · V * ,V stands for duality pairings. Therefore, computing (γ,ȳ,ū,r,s) requires solving the nonlinear system (3.2). We again point out that the calculations in this section are merely formal and the functions in (3.2c) will be justified later in sections 4 and 5. In practice this can be realized using techniques described in [4, 14, 23] . For variational inequalities of the first kind, such as (3.2b), we refer to [11] for relaxation and augmented Lagrangian techniques and to [7] for semi-smooth Newton methods. The remainder of this section is devoted to the derivation of the equations satisfied by (γ,ȳ,ū,r,s) using the nonlinear system above.
Since D {s,r} L(γ,ȳ,ū,r,s), h = 0 implies that (γ,ȳ) solves the state equations (2.3b), we focus on the adjoint equations D {γ,y} L(γ,ȳ,ū,r,s), h = 0. Using Green's theorem and assuming smoothness, the formal Lagrangian L can be rewritten as:
Next, without loss of generality (
whereas, using that A [γ] ∇h · ν can be chosen arbitrarily on ∂Ω we deduce from (3.4a) and (3.4b) thatr
In view of (3.4b-c), the strong form of the boundary value problem forr is: seek
Next we employ the same technique to obtain the equations for the second adjoint variables: we impose D γ L(γ,ȳ,ū,r,s), h = 0 to (3.3) and make use of the boundary conditions in (3.5) to obtain for every h ∈W 1 ∞ (I)
Therefore, the strong form of the boundary value problem fors is: seeks ∈W
where A 1 , A 2 denote the representation of DA given in (2.4). We note that the integrals on the right hand side of (3.6) correspond to integration in
To summarize, the solution (γ,ȳ,ū,r,s) to the first-order optimality system (3.2) satisfies (2.3b), (3.5), (3.6) and (3.7). We stress that the formal approach presented in this section is very systematic and highly useful even though it is not clear at the moment how to show the existence and (local) uniqueness of the optimal controlū. A rigorous analysis will be developed in the next two sections.
where
, and the subscript on G v denotes dependence on a fixed and non-trivial
is an open ball containing the set of admissible controls U ad ,
which will be precisely specified in Definition 4.4. Our goal is to show the existence of a control, derive the first-order necessary and second-order sufficient optimality conditions within the realm of a rigorous mathematical framework. The first-order optimality conditions requires to show that G v is Fréchet differentiable (subsection 4.3) and the second order conditions require G v to be twice Fréchet differentiable (subsection 4.4). The steps described above are standard for PDE-constrained optimization in fixed domains [23] , but our analysis for the linearized curvature OC-FBP is novel. The novelty resides in the highly nonlinear structure of the underlying FBP, which is posed in a pair of Banach spaces one being non-reflexive, and yet we deal with minimal regularity. A number of other control problems for FBPs fall under a similar functional framework [1, 2] , but their theory is not as complete and conclusive as ours. This appears to be an area of intense current research.
The first step in this voyage is to show that there exists a unique weak solution to (2.3b), which implies that G v is a well defined one-to-one nonlinear operator. In fact, it is known [20] that for u = 0 and v small, a fixed point argument asserts the existence and uniqueness of a weak solution (γ, y) in W 1 to (2.3b). We further extend this analysis to the case where u = 0. This gives us an open ball U ⊂ L 2 (I) where we can show the existence of solution to (2.3b).
4.1.
Well-posedness of the State System (2.3b). The weak form of the system (2.3b) is: find (γ, y) ∈ W 1 such that
In particular, this implies the existence of a constant C E ≥ 1, which dependes on Ω and q and blows up as q approaches 2 [20, Lemma 2] , such that
Moreover, when u ∈ U ⊂ L 2 (I) and the test function ζ ∈W ; we refer to [3] . Since ζ L ∞ (I) ≤ |ζ|W 1 1 (I) , this also enables us to deduce that for u ∈ L 2 (I)
We will make use of these two facts repeatedly throughout the rest of the paper. 
→ R is continuous and there exist constants P, Q with Q < 2 < P and β > 0, such that for p ∈ (Q, P ) and for all y ∈W 
where ζ( 
(ii) and B is continuous and coercive inW
. The Lax-Milgram lemma guarantees the existence and uniqueness of χ ∈W
Finally, by the density ofW
The estimate for |χ| W 1 ∞ (Ω) follows from (4.9).
4.1.1. First-order Regularity. Now we are ready to prove that there exists a unique solution to (4.2) with first-order regularity. Since the system (4.2) is nonlinear we will obtain this result by applying the Banach fixed point theorem combined with a smallness assumption on a non-trivial v. To this end, we let 2 < p < P and equip the space
where C A and β are given in (2.8) and (4.8), and define the closed (convex) ball
Furthermore, consider the operator T :
where 14) and
With these definitions at hand we proceed to find conditions under which T not only maps B v into itself but is in fact a contraction in B v . Lemma 4.3 (range of T ). Let T 1 and T 2 be the operators defined in (4.14) and (4.15), and C A and C E be the constants defined in (2.8) and (4.4). Furthermore, suppose there exists θ 1 ∈ βC A /(1 + βC A ), 1 such that
, then the range of T is contained in B v . Proof. Let (γ, y) ∈ B v be fixed but arbitrary. First we rely on Lemma 4.2 to show the well-posedness of T 1 . Since it is straight-forward to check that B Γ is continuous and coercive inW 
whence F ∈W 1 1 (I) * and we conclude from (4.10) that 
Since (γ, y) is arbitrary, we conclude that the range of T is contained in B v . Definition 4.4 (control sets U and U ad ). Let θ 1 be as in Lemma 4.3. We define 18) and the admissible set of controls U ad as the (nontrivial) closed ball
We may wonder about the presence of U in Definition 4.4. This will enable us to prove the Fréchet differentiability of G v at any u ∈ U ad later in §4.3.2. In the next theorem we will show that the state equations are solvable for any u ∈ U.
Theorem 4.5 (T is a contraction). Let the assumptions of Lemma 4.3 hold and suppose further that there exists a θ 2 ∈ (0, 1) such that
Then, the map T defined in (4.13) is a contraction in B v with constant 1 − θ 2 for all u ∈ U.
Proof. Consider (γ 1 , y 1 ), (γ 2 , y 2 ) ∈ B v such that (γ 1 , y 1 ) = (γ 2 , y 2 ). Using (4.13) we have that T (γ i , y i ) = ( γ i , y i ) solves (4.14) and (4.15) for i = 1, 2. Therefore, combining Proposition 4.1 (i) and Lemma 4.3 with (4.20) implies
Similarly, Proposition 4.1 (ii) in conjunction with (4.15) leads to
Finally, (4.21) and (4.22) yield
where the last inequality follows from (4.20). Since θ 2 ∈ (0, 1), T is a contraction with constant 1 − θ 2 as asserted. We point out that the state constraint (2.3c) is used in the proof of Theorem 4.5 at two distinct instances. The first is to estimate A 2) . This further implies that G v : U → W 1 is a well defined, one-to-one, nonlinear operator. Proof. Let u ∈ U be fixed but arbitrary. It now follows that T is a contraction in the closed convex set B v (cf. Theorem 4.5) and applying the Banach fixed point theorem we obtain a unique (γ, y) ∈ B v such that T (γ, y) = (γ, y). In view of (4.14) and (4.15), this is equivalent to saying that (γ, y) is the weak solution to the FBP (4.2), i.e. G v (u) = (γ, y).
Enhanced
Regularity of γ. Corollary 4.6 implies the existence and uniqueness of a solution (γ, y) to (2.3b) with first-order regularity, provided u ∈ U and v satisfies (4.16) and (4.20) . That is, we only have one weak derivative for γ and y. In the sequel we will show that the solution (γ, y) = G v (u) is slightly more regular without any extra restrictions on u or v. More specifically, we will show that
The importance of this result will be evident in subsection 5.1 where the existence of an optimal control is proven. Despite its importance, the proof is rather simple. Let (γ, y) ∈ W 1 be a weak solution to (4.2). The function γ satisfies
in the sense of distributions. If we assume, for the moment, that
Given φ ∈W 1/p q (I), which we identify withW 1/p q (Γ), we extend φ by zero to Σ. We note that φ ∈ W 1/p q (∂Ω) and that in factW . With this in mind,
We collect this result in the next theorem. 
G v is Lipschitz Continuous. The first step to show that G v is twice Fréchet differentiable is to demonstrate that it is Lipschitz continuous.
In the interest of saving some space we will rewrite the variational system (4.2) in the following form: find (γ, y) ∈ W 1 such that for every (ζ, z) ∈W
(4.24)
With this new notation in place we are ready to study the Lipschitz continuity of G v .
Theorem 4.8 (Lipschitz continuity of G v ).
If v fulfills the conditions of Corollary 4.6, then G v satisfies
. Using (4.24), we have for every (ζ, z) ∈W
Subtracting B Ω y 2 + v, z + Eζ; A [γ 1 ] from both sides and rearranging terms yields
The inf-sup estimates from Proposition 4.1, together with (γ i , y i ) ∈ B v for i = 1, 2, imply for ζ = 0 26) and for z = 0
Finally, in view of (4.20), we infer that
The asserted estimate follows immediately from the definition of · W 1 in (4.11).
4.3.
G v is Fréchet Differentiable. The next step towards showing the twice Fréchet differentiability of G v entails analyzing the well-posedness of the linear variational system: find (γ, y) ∈ W 1 such that for every (ζ, z) ∈W 
Preliminary Estimates.
Given that the coupled system (4.28) is linear, one would be inclined to use the standard Banach-Nečas theorem to prove its wellposedness directly. We deviate from this approach and resort to the machinery already put in place.
Consider the operator T : 
and y = T 2 (γ, y) ∈W
We point out that any fixed point of T is also a solution to (4.28). To infer the existence of a fixed point we exploit the linear structure of (4.28). Therefore, it suffices to show the well-posedness of the intermediate operators T 1 and T 2 , and to show that T is a contraction in W 1 .
Lemma 4.9 (well-posedness of T 1 and T 2 ). Let T 1 , T 2 be the operators defined in (4.30) and (4.31) with (γ,ȳ) ∈ B v . The following holds (i) for every (γ, y) ∈ W 1 , there exists a unique γ = T 1 (γ, y) satisfying (4.30) and
(ii) for every (γ, y) ∈ W 1 , there exists a unique y = T 2 (γ, y) satisfying (4.31) and
Proof. To prove (i) we proceed as in Lemma 4.3. It suffices to check that the right-hand-side RHS(ζ) of (4.30) is inW
The desired estimate (i) follows from Lemma 4.2 with the coercivity of B Γ inW Proof. We proceed in a similar fashion to Theorem 4.5. Consider not identical (γ 1 , y 1 ) and (γ 2 , y 2 ) in W 1 , and use (4.29) to write ( γ i , y i ) = T (γ i , y i ) for i = 1, 2. Applying Lemma 4.9 (i), we obtain
Similarly, Lemma 4.9 (ii) implies
. Lastly, the upper bound (4.20) on v yields
Hence, T is a contraction with constant 1 − θ 2 , as asserted. 
Proof. Existence and uniqueness follows from Theorem 4.10. As far as the estimates go, we will only derive (4.32) since the other two are mere consequences.
To this end we apply Lemma 4.9 and the upper bound (4.20) for v to get
The estimate (4.32) follows immediately.
The First-order Fréchet
Derivative. In this section we will prove the first-order differentiability of the control-to-state map G v . We will frequently use the Moreover, the following estimate holds
Proof. The derivation of (4.34) is tedious but straightforward, so we skip it. The estimate (4.35) follows from Corollary 4.11.
We turn our focus to proving that G v is the Fréchet derivative of G v . To this end, we must show that the remainder operator
Since we do not have direct access to R Gv [ū, h] W 1 , the strategy of the proof is to first show that R Gv [ū, h] satisfies (4.28) for some
is small enough so thatū + h ∈ U; recall that U is open in L 2 (I). Next, owing to the estimates in Corollary 4.11, it suffices to check that
To avoid any ambiguity we adopt the following notation in this proof,
According to the definition (4.36) we start by combining (4.2) for G v (ū + h) and G v (ū) with (4.34) to obtain for every (ζ, z) inW
Adding and subtracting D Ω γ(ū + h) − γ(ū), y(ū + h) − y(ū) , z + Eζ; γ(ū), y(ū) to the previous equation and utilizing the definition of δγ and δy above, yields for every (ζ, z) inW
* follows from the continuity of B Ω [w, ·; V ] with . (2.8) ). Our last step is to add and subtract B Ω y(ū + h) + v, ·; DA γ(ū) γ(ū + h) − γ(ū) to F Ω (·; h), employ the definition of the remainder R A in (2.5) and the Lipschitz estimates (4.26) and (4.27) to obtain
as well as
This concludes the proof. 
satisfies the linear variational system (4.28), namely for all (ζ, z) inW
and (γ i , y i ) := G v (ū) h i , for i = 1, 2. Moreover, the following estimates hold
Proof. We skip the derivation of (4.38) because it is tedious but straightforward. The estimates for |γ| W 1 ∞ (I) and |y| W 1 p (Ω) are a consequence of Corollary 4.11 with F Γ = 0 after estimating (4.39), namely
where we have used (4.32)-(4.33) with F Ω = 0 for (γ i , y i ) along with (4.6).
The strategy for showing second-order Fréchet differentiability of G v is the same as in Theorem 4.12: we first show that the remainder δF
with h 1 , h 2 ∈ L 2 (I) arbitrary but small enough so that ifū ∈ U, thenū+h 1 ,ū+h 2 ∈ U. As a tradeoff between clarity and space we denote u i =ū + h i , and
According to the definition (4.42) we start by combining (4.34) for G v (u 2 ) h 1 and G v (ū) h 1 with (4.38) to obtain for every (ζ, z) inW
is defined in (4.39). Further manipulation, based on adding to both sides the following two additional terms,
* . To create additional cancellations we further decompose δF Ω = 9 i=1 T i as follows:
where T i = T i (h 1 , h 2 ). We now estimate each of these terms separately and show sup 0 =h1∈L 2 (I)
which obviously imply (4.43).
• Term T 1 : Since
, the estimate (4.35), together with
, it suffices to recall the Lipschitz properties (4.25) of G v , and (4.37) of G v to deduce (4.44).
• Term T 3 : Invoking the Fréchet differentiability (2.5) of A, and the Lipschitz property (4.27) of γ(ū) we infer that
This, in conjuction with
, yields (4.44).
• Term T 4 : In view of the Lipschitz property (4.37
• Term T 5 : Since y(u) is Fréchet differentiable according to Theorem 4.12, namely
We recall the second-order Fréchet differentiability of the matrix A with respect to γ, namely (2.7), and the Lipschitz continuity (4.25) of G v , to write
We proceed as with T 6 , now appealing to (2.8) and the Fréchet differentiability of γ atū (Theorem 4.12), to obtain
whence (4.44).
• Term T 8 : We employ the Lipschitz property (4.37) of G v to write
The desired bound (4.44) follows from γ u (ū) h 2 W 1
• Term T 9 : We use the Lipschitz property (4.25) of G v ,
Altogether, this concludes the proof.
We next state without proof that the second-order Fréchet derivative G v of the control-to-state map G v is Lipschitz continuous; the proof is similar to that of Theorem 4.8 and is thus omitted. We need this result later in Corollary 5.8.
Proposition 4.15 (Lipschitz continuity of G v ). There exists a constant L G > 0, such that for every u 1 , u 2 ∈ U sup 0 =h1,h2∈L 2 (I)
Let us summarize what we have accomplished so far. We have formally derived the first-order necessary optimality conditions in section 3. If G v denotes the control-to-state map, we have proved in section 4 that G v is well posed, i.e., there exists a unique weak solution to the state equations (2.3b) for every u ∈ U in (4.18), and v satisfying (4.16) and (4.20) . As a crucial step forward we have shown that G v is twice Fréchet differentiable on U.
This background work puts us in the position to show the existence and (local) uniqueness of the optimal control u solving the OC-FBP in (2.3a)-(2.3b). We will achieve this result in three stages. We first show the existence of u in Theorem 5.1 of subsection 5.1. We next derive the first-order necessary optimality conditions and show the existence and uniqueness of the solution to the adjoint equations in subsection 5.2. Finally in subsection 5.3 we end this voyage by proving the second-order sufficient conditions for the control u.
Existence of Optimal Control.
In order to show the existence of a solution to our optimal control problem we first rewrite the cost functional J : W 1 ×U ad → R from (2.3a) in its reduced form. This is accomplished by utilizing the control-tostate map G v from Section 4 as follows:
Thus, after recalling that U ad is a closed subset of U, we obtain that
is an equivalent minimization problem to (2.3a). Theorem 5.1 (existence of optimal control). For every v satisfying (4.16) and (4.20) there exists an optimal controlū ∈ U ad minimizing the cost functional (2.3a)
(Ω) which solves the free boundary problem (2.3b) and satisfies the state constraint (2.3c).
Proof. In order to show the existence of an optimal control we use the direct method of the calculus of variations. We first note that the cost functional J in (5.1) is bounded below by zero, whence j = inf u∈U ad J (u) is finite. We thus construct a minimizing sequence {u n } n∈N such that
By Definition 4.4, U ad is nonempty, closed, bounded and convex in L 2 (I), thus weakly sequentially compact. Consequently, we can extract a weakly convergent subsequence
Hereū is our optimal control candidate. Henceforth, we drop the subindex k when extracting subsequences. According to Corollary 4.6 and (4.23), we let 
, again due to RellichKondrachov theorem, it follows that J is weakly lower semicontinuous, whence
This concludes the proof.
First-order Necessary Condition.
We start with a classical result [23] . Lemma 5.2 (variational inequality). Ifū ∈ U ad denotes an optimal control, given by Theorem 5.1, then the first order necessary optimality condition satisfied byū is
We will show that the variational inequality (5.2) is the same as (3.7) as well as prove that (3.5) and (3.6) are the correct adjoint equations. This furnishes a rigorous derivation of the formal results of section 3. Since the set U ad defined in (4.19) is closed, we need to deal with a suitable set of admissible directions.
Definition 5.3 (admissible directions). Given u ∈ U ad , the convex cone C (u) comprises all directions h ∈ L 2 (I) such that u + th ∈ U ad for some t > 0, i.e.,
where G v (ū)h = (γ u (ū)h, y u (ū)h) satisfies (4.34) and
Introducing the adjoint states (r,s) ∈ W 1 q (Ω) ×W 1 1 (I), which satisfy the system (3.5)-(3.6) in weak form, and noting that h ∈ L 2 (I), we obtain J (ū)h = B Γ γ u (ū)h,s + D Ω γ u (ū)h, y u (ū)h ,r;γ,ȳ + λ ū, h L 2 (I)×L 2 (I) .
Utilizing (4.34) with ζ =s and z =r, we arrive at J (ū)h = s + λū, h L 2 (I)×L 2 (I) + D Ω γ u (ū)h, y u (ū)h ,r − Es;γ,ȳ .
Since the Dirichlet conditionr| Γ =s impliesr − Es ∈W In view of (5.2), this coincides with (3.7) for h = u −ū admissible.
5.2.1.
Well-posedness of the Adjoint System. Before we dwell upon the second-order sufficient optimality conditions we put together the last piece of the puzzle: the well-posedness of the adjoint system (3.5) and (3.6 ). This will be done using a contraction argument in Banach spaces, assuming that we have a solution (γ,ȳ) ∈ B v to the state equations in (2.3b) satisfying Proposition 4.1 and Lemma 4. This implies the existence of a solution s ∈W Proof. The proof is similar to the one in Theorem 4.5, therefore we will be brief. Consider r 1 , r 2 ∈ V such that r 1 = r 2 and let s i = T 1 (r i ), r i = T 2 ( s i ), where s i , r i solve (5.4) and (5.6) for i = 1, 2. Then Proposition 4.1 (i) and Lemma 5. 
