Abstract. We present a technique to handle computer vision problems inducing models with very high order terms -in fact terms of maximal order. Here we consider terms where the cost function depends only on the number of variables that are assigned a certain label, but where the dependence is arbitrary. Applications include image segmentation with a histogram-based data term [28] and the recently introduced marginal probability fields [31] . The presented technique makes use of linear and integer linear programming. We include a set of customized cuts to strengthen the formulations.
The second class of methods handles very high order terms, and they need to make assumptions on the form of the terms. The method [18] handles any concave dependence on the number of variables that are assigned a certain label. For binary labeling problems such terms are optimized globally (when all binary terms are submodular), for multi-label problems move-based algorithms are used. An alternative method for a largely overlapping class of models was recently given in [10] . Furthermore, general submodular functions (possibly with high order terms) can be optimized in polynomial time [26, 15] , but to our knowledge these algorithms have never been tested in a computer vision context. Moreover, for a broad class of problems (including all those discussed in this paper) message passing approaches can be implemented with a polynomial dependence on the maximal order of the high order terms [23, 27] . Another specialized solution for a large part of this class was given in [17] , but tested only on small synthetic problems.
Finally, there are some problem-specific solutions based on dual decomposition [28, 31] . As the respective problems will be addressed in this paper, we review them more closely below. Before, however, we give a brief summary of this paper.
This work: We address the class of very high order terms where the cost depends only on the number of variables that are assigned a label, but without any restrictions on the form of this dependence. Our method is based on (suboptimally) solving integer linear programs (ILPs), where we make use of standard packages. We first solve the linear programming relaxations, then apply a branch-and-cut scheme where we employ the set of cuts we derived in [25] .
Note that our ILPs are different from those considered in the above cited works, in particular from the standard max-product message passing techniques: for terms of maximal order these latter produce exponentially large formulations that in some special cases can be handled implicitly. In contrast, our formulation is very compact, so we can make use of standard integer linear programming solvers.
Likewise, our strategy after solving the linear programming relaxation differs greatly from the cutting planes scheme described in [30] which introduces extra variables. We only introduce extra constraints. We demonstrate applications for the following problems:
Histogram Image Segmentation. A popular model for image segmentation (e.g. [4, 28] ) combines a length-based regularity term with appearance terms based on the log-probabilities of fairly general distributions (e.g. histograms or Gaussian Mixtures). These distributions are themselves unknown and to be adapted to the given image. Traditionally, these models have been addressed via alternating minimization (AM). For histograms, recently [28] cast the problem as finding the global optimum of a labeling problem with terms of maximal order. Their solution is based on dual decomposition. However, we found that this approach only works if seed nodes are given. We give a solution that works in the fully unsupervised setting and also extends to multi-label problems (however, here it does not beat AM).
Marginal Probability Fields. It was recently proposed [31] to extend the traditional Markov Random Field framework by high order terms measuring how well a labeling reflects a-priori known marginal statistics of certain features. The authors give a dual-decomposition optimization scheme. However, in contrast to our work they neglect consistency: the method assigns labels independently to single nodes and pairs of nodes, although the latter are already defined by the former. Moreover, while they only explored unary and pairwise terms we will also include triple constellations.
Count-based Terms as Integer Linear Programs
We start with a description of the general class of labeling problems we consider and simultaneously indicate applications for computer vision.
In this paper we consider the problem of assigning each of the nodes p in a certain finite set V ⊆ R 2 -typically the pixels in a given image -a label y p ∈ L = {1, . . . , K}, with K a given constant. We are interested in finding the best labeling, where "best" is defined as the minimum of an energy function with unary, pairwise and a certain kind of higher order terms. These last terms depend on all nodes simultaneously and their cost are a function of the number of times a certain labeling constellation is observed.
In the simplest case these constellations are the labels of single pixels and the problem is of the form min y p∈V
where N is a neighborhood system and δ(·, ·) the Kronecker-δ, i.e. 1 if both its arguments are equal, otherwise 0. The real-valued functions D p (·), V p,q (·, ·) and f l (·) can be chosen freely -there are no restrictions on them.
In a slightly more general form, we can have several higher order functions per label 
Example. The class (2) contains the problem of histogram-based image segmentation when stated as a purely combinatorial problem [28] . Given an image I : V → {0, . . . , 255}, the problem is to minimize
with respect to both the probability distributions P 1 (·), . . . , P K (·) and the labels y p for p ∈ V. For a given labeling y the minimizing distributions are given by
(where 0/0 is defined as 0). The key observation of [28] is that when inserting the negative logarithm of this term into the above functional one obtains a purely combinatorial problem of the form (2). The unary terms in (3) can now be grouped together into higher order terms, and defining h(n) = n log(n) (with h(0) = 0) the problem is written as
Very similar derivations can be given for color images and histograms with arbitrarily defined bins.
Integer Programming Formulation
We now show how the above energy minimization problems can be cast as integer linear programs, i.e. as minimizing a linear cost function subject to linear constraints and integrality conditions on the variables. We use the common concept of binary indicator variables x l p ∈ {0, 1} where x l p = 1 indicates that y p = l. With these variables, the unary terms are readily expressed as a linear cost function. To write the binary terms in a linear way, we consider variables x l1,l2 p,q ∈ {0, 1} that we want to be 1 if and only if y p = l 1 and y q = l 2 . All these binary variables are grouped into a vector x and the associated linear cost is denoted c T x x, where c x has elements
To express the count-based terms we introduce variables z n l,i ∈ {0, 1} (for n ∈ {0, . . . , |S i l |}) that we want to be 1 if and only if the count for the function f i l is equal to n. All these variables are grouped into a vector z and the associated cost c T z z has elements c n l,i = f i l (n). In addition, there are three sets of constraints to be satisfied, where the first states that every node must have exactly one label as well as that for all l and i exactly one of the count variables z n l,i must be 1. The second states that the binary variables must be consistent with the values induced by the unary ones. As these are quite standard constraints that arise in many message passing approaches, we defer the equations to (5) below.
In contrast, the last set of constraints is not at all common for computer vision. It states that the count variables need to be consistent with the associated node variables:
Together this results in the following integer linear program:
Solving this kind of problem is in general NP-hard [28] .
Special Cases
For a number of problems the ILP (5) can be written more compactly. In particular, for binary labeling problems one can replace all occurrences of x l=2 p by 1 − x l=1 p and drop the constraints in the second line of (5). Furthermore, for many regularity terms V p,q (l 1 , l 2 ) one can reduce the number of pairwise variables and constraints. This includes the Potts model, where it is well-known [16, 34] that
where λ > 0 is a smoothness weight. Now, it is well-known (e.g. [9] ) that the absolutes in this expression can be written as linear programs:
Such constructions significantly reduce the number of required variables. Finally, if a function f l : {0, . . . , |S l i |} → R is convex, we can bypass the consistency constraints (4): such a function can be implemented as a set of inequalities, see section 4.2 and [17] .
In this work we always make use of such reductions in the problem size.
Composite Features
So far the higher order terms depended on the number of nodes that were assigned a certain label. In a more general setting one can count any kind of features, e.g. by looking at certain pairs of nodes or certain triplet constellations.
Handling pairs of nodes is particularly easy since (5) already contains variables that explicitly reflect pairwise constellations. We only have to make sure that all relevant pairs are contained in the neighborhood system N and slightly modify (4) so that the right hand side now contains the pairwise variables. In the case where the dependence is on the number of pairwise constellations (p, q) in the neighborhood system with the labels y p = l 1 , y q = l 2 , this reads
Similarly, one can introduce variables x l1,l2,l3 p,q,r that express the constellations of triplets of nodes (see e.g. [30] ). One then needs to introduce the corresponding consistency constraints between the node variables and the triplet variables, and modify the above count constraints so that they sum over the new variables.
Optimization Strategies
A number of useful integer linear programs were presented, and we now turn to the question of how to solve them, at least approximately. Here we make use of a combination of standard integer linear programming solvers (both open source and commercial) and specialized computer vision code. The latter is integrated as plug-ins into the solvers.
Linear Programming
Standard approaches to integer linear programming start with solving the associated linear programming relaxation -the linear program that arises when dropping the integrality constraints on the variables. We adopt this scheme, relying on the standard packages.
There are currently two classes of algorithms to solve linear programs. The first class is the class of simplex algorithms that find so-called basic feasible solutions. This is a prerequisite for most standard implementations of the socalled cutting planes method for integer programming. These algorithms do not have a polynomial time guarantee, but in practice they are often very efficient and memory saving. Moreover, there are very good open source implementations, e.g. Clp 2 . On the other hand, there are interior point methods that employ a Newton optimization scheme and come with a polynomial time guarantee. To solve the arising linear equation systems the sparse Cholesky decomposition is used. As this involves a lot of expertise it is usually best to rely on commercial products here. These products are often faster than the simplex method, but in our experience they require more memory, up to a factor of two. Also, they generally do not give basic feasible solutions, so one has to run a procedure called crossover afterwards.
We found that both methods can be useful, depending on what problem is handled.
Customized Cutting Planes
Linear programming relaxations often provide reasonably good lower bounds on the integer problem. However, it is hard to convert them into good integral solutions -a simple thresholding often performs very poorly.
Hence, linear programming is only the starting point of our method. Subsequently we apply two techniques. The first one is called cut generation, where a cut is nothing else than a linear inequality that is valid for all feasible integral solutions. One is interested in finding cuts that improve the current relaxation, i.e. its fractional optimum becomes infeasible when the cuts are added to the system. One says that such cuts are violated by the current relaxation.
Many approaches for cut generation are known and implemented in the standard solvers, where the most generally applicable method are probably the Gomory cuts [12] . In our setting we use a specialized class of cuts we presented in [25] and which allows to find violated cuts very efficiently. These cuts address consistency constraints of the form This will indeed be the optimal solution if the represented count-cost f (·) is concave in n. Note that this includes the function −h(n) that was introduced for histogram-based image segmentation in Section 2.
The cuts are based on the following reasoning: if we know that all variables of a subset C ⊆ {x 1 , . . . , x I } of size |C| = N are 1, we can conclude that the count variables z n for n < N must all be 0. This can be expressed as the inequality:
Violated cuts are efficiently found by sorting the variables. There are exponentially many sets C, but in practice sufficiently few corresponding cuts are violated. There is a closely related set of cuts, derived from the fact that whenever all variables in C ⊆ {x 1 , . . . , x I } are 0, then the count variables z n for n > N must be 0:
The derived classes of cuts are not sufficient to arrive at an integral solution. In fact, they are only useful for cost functions f i l that have regions of concavities. Even then, we found that for the original linear programming relaxation usually none of these cuts is violated -the respective fractional solutions usually set the non-count variables to values near 0.5. Here, even the standard cut generation methods produce either no cuts or quite dense ones (with 300 or more non-zero coefficients), which soon exhausts the available memory.
As a consequence, we combine the derivation of cuts with the second technique, branch-and-bound, into a branch-and-cut scheme.
Branch-and-Cut
Branch-and-cut is based on the method of branch-and-bound (e.g. [1] ): the problem is hierarchically partitioned into smaller sub-problems, called nodes. At each node, the arising linear programming relaxation is solved, which gives a lower bound on the sub-problem. If the obtained solution is integral or the lower bound exceeds some known upper bound on the original problem, the node can be closed. This process will eventually find the optimum, but this may take exponential time.
All used solvers allow two kinds of interaction in this scheme (usually via so-called callback-functions): firstly, once the relaxation of a node has been solved, the user can provide his/her own routine to generate cuts -we use the cuts stated above. Secondly, we can provide a routine which generates an integral solution from the fractional solution of the node. Here, for histogram-based image segmentation we include the well-known alternating minimization scheme with the help of graph cuts [6] and expansion moves [7] , where the fractional solution serves as an initialization of the probabilities. We found this to produce much better solutions than the standard heuristics included in the solvers.
Experiments
The addressed class of models allows a great variety of applications, and here we consider three of them. We experimented with the commercial solver Gurobi and the open source solver CBC 3 , the results below were produced with Gurobi. All experiments were run on a 2.4 GHz Core2 Duo with 3 GB memory.
Histogram-based Image Segmentation
We start with histogram-based image segmentation as described in example 1 above. In this case, some of the high order terms are convex, the others are concave. Since the convex functions are strictly convex we cannot reduce the size of the ILP by including inequalities.
For the concave functions we tried the cut generation plug-in we described in section 3.2, but found it only mildly helpful. Hence, we include it for binary problems but (since it slows down the solver) we do not use it for multi-label problems. Further, since the problem is symmetric we strengthen the relaxation by assigning one of the pixels to region 0.
In addition, we provide a plugin to generate integral solutions from fractional ones, where we use an alternating minimization (AM) scheme, updating first the probability distributions, then the segmentation via graph cuts or expansion moves. We found that the produced integral solutions are of much higher quality than those produced by the standard methods of Gurobi (or other toolkits).
Further, we run the AM scheme a priori with two different initial segmentations, given by horizontally and vertically dividing the image into K parts, where K is the number of regions. The two resulting energies usually differ significantly and we take the lower one. This solution is then passed to the solver and serves as an initial upper bound.
Note that we deal with a fully unsupervised scenario, i.e. there are no seed nodes. We found that the recent work of [28] is not applicable here: parametric maxflow gives only two trivial solutions. This approach is closely related to a linear relaxation, and we found that our LP-relaxation alone is equally useless: its energy forms a reasonable lower bound, but most of the segmentation variables are set to (roughly) 0.5. This is useless for thresholding schemes. Results. Finding the global optimum is illusory in practice, so we set a time limit of 2.5 hours. We ran our method on all 100 images of the test set of the Berkeley image database, downscaled to a resolution of 120 × 80. In 75 cases our method was able to find a lower energy solution than the starting point (the better of two runs of AM). Figure 1 shows the cases with the most significant differences. Clearly AM tends to find solutions with a short boundary, and stays often close to its initialization. Our solutions are of lower energy and frequently more interesting as they often locate animals. Figure 2 shows images where our approach does not improve the initialization. For some of them this may well be the global optimum.
We experimented with 3-region segmentation, but since no better solution than the initial one was found we omit the images.
Binary Texture Denoising
Our next application is binary texture denoising as addressed in [8] , [19] . Here one first runs a training stage on a given binary texture image and extracts certain relevant probability distributions. For example, one can collect the statistics of certain pairwise constellations, i.e. look at all pairs of pixels where the second pixel is obtained by shifting the first by a fixed displacement. One obtains distributions of the form
Now one wants to select a set of translation vectors t that characterize the given texture rather than describe a random distribution. It is well-known that this is reflected in minimal entropies:
so we take the 15 translations with minimal entropies. We also tried adding the 7 most informative triple constellations, selected in the same way.
Given is now a noisy gray-value image, and we look for a binarized denoised image with data terms like in [8] and V-kernels to penalize the marginal statistics [31] . The (convex) V-kernels are easily expressed in terms of two inequalities, which reduces the size of the system a little. Since the linear programming relaxation is quite strong we only solve 10 nodes in the branch-and-cut subsequently. Results Figure 3 confirms that indeed marginal probability fields [31] improve on the widely used Markov Random fields. Moreover, the Gurobi solver found the global optimum in no more than 8 minutes, suggesting that the problem may be rather easy to solve in many situations. We trained on the right part of the well-known Brodatz texture D101, then process a noisy version of a crop of the left part.
Completion of Binary Textures
In a related setting we are given a partial texture and want to inpaint the missing part. Figure 4 demonstrates that now MRFs and MPFs perform very differently: the Markov Random Fields choose a constant fill value, whereas the MPF tries to respect the marginal statistics. The linear programming relaxations are still quite strong and we let them follow by 10 nodes of branch-and-cut. This time we also test ternary terms (without branch-and-cut), but it can be seen that this does not result in performance gains (and it takes much longer). The running times are 1.5 hours for binary terms and roughly 10 hours for ternary terms. 
Conclusion
We have proposed an integer linear programming framework to solve minimization problems with very high order terms depending on counts. For histogram-based image segmentation it was shown that this improves over existing alternating minimization schemes, which again are very good plug-ins for standard solvers.
We furthermore showed that the recently introduced marginal probability fields can be handled and examined ternary terms. It was clearly demonstrated that in some cases this is a much more sensible approach than standard Markov Random Fields.
In future work we want to explore customized strategies to solve the arising linear programs.
