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Chapter 1
Introduction
With the decrease of the number of atoms in a solid state (to 101−106 atoms), and
hence its size (0.5 nm − 100 nm), new and exciting properties can be discovered.
These novel materials fill the gap between homogeneous bulk material and single
atoms or molecules. Physics, chemistry and materials science can all profit from
this new matter.
Many methods have been applied to create such materials. During the present
thesis a novel UHV cluster1 source was used [1], which was built by M. Gartz
during a previous thesis [47]. To improve the capabilities for the desired mea-
surements for this thesis, it was extended in major areas. This cluster machine
is called LUCAS, which stands for Laser Universal Cluster Ablation Source. It
utilizes a high power laser system2 to ablate or evaporate atoms from a target
under a 1 bar Ar atmosphere, which then condensate into nanoparticles using adi-
abatic expansion. The choice of possible materials is therefore quite large. The
fabrication of different nanoparticle systems is an important aspect of this thesis.
It allows the measurements to be performed in-situ in an UHV environment.
Apart from in-situ optical measurements, which have been possible since LUCAS
was designed, it was necessary to integrate the possibility to do very sensitive,
in-situ electrical measurements on percolated nanoparticles. We are now capable
of measuring as low as 50 fA ± 10 fA. This is particulary useful, when only a few
percolated nanoparticles are part of the conduction pathway. The particles were
gathered on a substrate, which was either a quartz plate with gold contacts on
the edges or a lithographically designed chip, where they could be investigated.
Before the actual deposition the particles could be optically measured during
their free flight.
1In this thesis the terms cluster, nanoparticle and particle are used synonymously. It should
be noted, that the definition of cluster is diffuse, not to mention the term particle.
2Two laser systems are present, a 3.5 kW CO2 laser and a 350 W Nd:YAG laser. During
this thesis the Nd:YAG was predominantly used.
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Optical measurements were combined with electrical ones to obtain data on the
clusters. Ex-situ electron microscopy, which was performed on a regular basis,
delivered additional information. Optics can show the behavior of single, well-
separated particles to some extent, even if the number of particles is quite high.
Electrical measurements can only show the behavior of an entire coupled ensemble
(with a percolated conduction pathway). If this ensemble is large, it is difficult
to distinguish size effects. In this thesis first large particle ensembles of different
materials were investigated by both optical and electrical means. If necessary, an
effort was made to decrease the number of particles. To study few-particle-effects
a chip geometry was designed in conjunction with Lund technical university. It
consists out of nanoscaled contacts 100 nm apart. The particles were deposited on
top of and between these contacts. Optical measurements are no longer possible
on the chip. The electrical measurements revealed important information about a
single nanoparticle. The measurements and their interpretation form the second
important aspect of this thesis.
The first materials group is that of yttrium and gadolinium. Both have many in-
teresting properties. We looked primarily at their reaction with hydrogen (which
is partly reversible at room temperature) and with oxygen. Both metals absorb
atomic hydrogen. It was found in thin films [51], that this absorption is accom-
panied by changes in the electronic configuration, most notably in the form of a
metal-insulator transition, and in the structure, which make both systems par-
ticulary interesting. More references on this subject can be found in chapter 4.1,
although it should be mentioned, that these mostly concern thin films, rather
than nanoparticles. Oxygen, on the other hand, impairs the intake of hydrogen
and was therefore additionally looked into. Previously, our group already re-
vealed, that yttrium nanoparticles of about 30 nm in size exhibit exciting optical
features under hydrogen atmosphere, which are more pronounced than in yttrium
thin films [47]. They undergo two electronic phase changes. In this thesis the
electrical properties during hydrogenation were considered additionally. They too
are more pronounced than in thin films. It was unclear, whether these electronic
phase transitions occur abrupt or gradual. Our investigations answered this ques-
tion. It is most likely abrupt. During the present thesis it was also revealed, that
yttrium reacts very sensitively to even small hydrogen concentrations. The exper-
imental substrate geometry could therefore be used as a blueprint for a hydrogen
sensor prototype. It was found, that yttrium nanoparticles undergo a structural
phase change as well, in accordance with thin films. Similar hydrogenation ex-
periments were performed on Gd nanoparticles 12 nm in size, which also possess
reversible optical features under the influence of hydrogen due to an electronic
phase transition, which was previously unknown.
The second materials group included indium oxide, tin oxide and tin doped in-
dium oxide. Remarkably, these materials have good conductive properties, as well
as being transparent in the visible range of the spectrum, which has interesting
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applications (for example in solar cells). Nanoparticles created from these ma-
terials have similar properties, such as good conductivity and high transmission
in the VIS. References to literature are provided in chapter 4.2. During previous
work in our group [121] on ITO with a specific chemical composition it was found,
that ITO predominantly condensates into rods, i.e. particles with different axis.
It was shown in the present thesis, that the geometry of the particles depends
heavily on the parameters used during production. It can either be more rod-
like or more cube-like. This result might also have importance for the ITO thin
film industry. Furthermore, it was found, that ITO, indium oxide and tin oxide
nanoparticles show extraordinary behavior under an oxygen atmosphere, and can
be used as oxygen sensors.
The third material, which was investigated, is Ni, for which the controlled oxida-
tion was examined. The idea is, that during such an experiment an outer oxide
shell is formed around the particles. By controlling the size of the shell, the size
of the metallic core can be tuned. With this method the magnetic properties of
the nickel nanoparticles might be controlled and investigated. Our experiments
proved, that it is not straight-forward to produce nickel nanoparticles, without
oxygen impairing the results. However, it was shown, that the effects of oxygen
can be treated in a controlled manner.
To start with, in the next chapter the experimental set-up, called LUCAS, is
presented, which was used during the entire thesis. The major components and
some improvements, which were made for specific experiments, are described.
Chapter 3 contains some theoretical models, which are applied to the experiments.
The Mie theory is introduced to explain the optical phenomena, the current
through nanoparticles is discussed and Coulomb blockade effects are treated using
our own newly developed theory.
In Chapter 4 all experimental results of the material groups mentioned above are
listed, which were found during the present thesis, together with the necessary
references to literature.
Conclusions can be found in chapter 5.
Chapter 2
Experimental Set-up
In this chapter the experimental equipment and the procedures, which where used
during this thesis, are presented. First, the cluster apparatus, called LUCAS, is
discussed. Then the dependence of the nanoparticle size on some parameters
is investigated. Finally, the electrical set-up and its use are introduced and ex-
plained.
2.1 The experimental equipment LUCAS
The experimental vacuum chamber is called LUCAS. This stands for Laser Uni-
versal Cluster Ablation / evaporation Source. It is used in a continuous and
ongoing project to investigate the properties of nanoparticles. It was developed
by M. Gartz during his thesis [47]. During the present thesis it was extended
with a vacuum lock, an all-metal dosing valve and the capability of very sensitive
in-situ electrical measurements [2].
LUCAS basically consist out of three major parts. In the following pages the
source chamber, the measurement chamber and the laser system will be discussed
subsequently.
2.1.1 Short overview of LUCAS
In Fig. 2.1 LUCAS is shown. It consists out of three chambers, separated by
small openings, which allow the cluster beam to pass through. They form three
differential pumping stages. From the start of the cluster condensation inside the
ablation chamber, with an average pressure of 1 bar during ablation, to the end
in the measurement chamber, at a partial Ar pressure of 10−5 mbar1,
1This is also during ablation, else the pressure is 10−9 mbar.
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Figure 2.1: Side view of LUCAS. Travelling from the left to the right, the nanopar-
ticles are made to condensate in the ablation chamber, fly through three
differential pumping stages covering eight orders of magnitudes in pres-
sure between them and then are deposited on the sample holder, where
they can be optically and electrically investigated, where their reaction
on different gas mixtures can be tested or where they can be embedded
in various materials using the electron beam evaporator.
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the nanoparticles travel through a pressure gradient covering about eight orders
of magnitude.
After particle deposition the vacuum lock of the measurement chamber is closed.
A partial Ar pressure of 10−9 mbar can then be achieved (as Ar 6.0 , or 99.9999 %
pure Ar is used, it means an impurity gas pressure below 10−15 mbar is reached).
In the measurement chamber the particles can be investigated on their optical
and electrical properties, the influence of various gas mixtures on those properties
can be tested and the particles can be embedded in or covered by different matrix
systems. For the experiments involving gas, a dosing valve was added to LUCAS,
capable of increasing the gas pressure in a controllable manner from 10−7 mbar
to 10−1 bar.
2.1.2 The source chamber
As the name suggests, the source chamber is the location, where targets are placed
inside the ablation chamber to be either ablated, evaporated, or treated with a
combination of both, thereby being the source of the nanoparticles.
In Fig. 2.2 the source chamber with the ablation chamber is shown. The laser
beam enters the ablation chamber through a quartz window and is on the opposite
site stopped by a water cooled laser beam trap. From the sides of the trap and the
window, Ar seeding gas enters the ablation chamber, although any gas (mixture)
can be used, see section 2.2.2 for example. Because of the symmetry of this set-up,
the Ar flow from both directions meet in the middle and can leave the chamber
through a nozzle with a diameter of 1.8 mm. The Ar flow causes a pressure
of a couple of bars inside the ablation chamber, therefore causing an adiabatic
expansion, which cools the Ar and also, through collisions, the nanoparticles
[140], [47]. The pressure inside the source chamber is only in the order of 10−1
mbar due to the pumping capacity attached to this chamber of 217 l s−1. The
supersonic jet, which is thus created [3], [4], [5], [6] and which is directed from
the nozzle towards the skimmer (focussing the Ar / nanoparticle beam) forces
the majority of the nanoparticles and some of the Ar gas into the next stage of
the differential pumping system.
Target preparation
Before the target is placed inside the ablation chamber, it is first prepared. The
preparation depends on the kind of target (powder or solid). The metal targets
used in this thesis (Y, Gd, Ni) were all solid. The semiconducting target precur-
sors were either in powdery form (indium oxide, tin oxide and ITO with 90 wt.
% In, 10 wt. % Sn) or were pulverised to become powder2 (ITO with 84 wt. %
2The commercially available tablets were to small to be ablated.
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Figure 2.2: Top-down look on the source chamber. The target is heated / ablated
using a laser, which passes through a quartz window. This chamber is
flooded with ∼ 1 bar Ar seeding gas, or another gas (mixture). The
gas keeps the windows clean of particles, but also is aiding the cluster
condensation in the nozzle. The pressure outside the ablation chamber is
about 10−1 mbar, four orders of magnitude lower.
In, 16 wt. % Sn).
Metal targets All metal targets were cut from a rod using a sand blasted
blade, this to avoid contamination of the target due to the blade. The target was
then glass perl blasted. This served two purposes.
• on the one hand the surface reflection of the laser beam was decreased by
surface roughening
• on the other hand and less importantly any surface contamination was
removed, except for sand perl contamination and oxidation
After removing any residual glass perl dust using propanol (which also dissolved
most organic compounds), the target was placed on the target holder and the
chamber was closed and evacuated.
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The target holder is made from aluminium oxide. This is an insulator, which
prevents the heat in the target from escaping. This feature is very important
when creating e.g. Ni particles. Ni could not be ablated, but only evaporated.
Aluminium oxide can endure the extreme heat of the target without melting or
otherwise loosing its composition.
The last step, which is solely performed to clean the surface, is to illuminate the
target under vacuum conditions, causing ablation or evaporation to take place,
thereby removing the old surface and exposing a new one.
Semiconducting targets As these targets were in a powdery form, which is
ill-suited for laser ablation or evaporation, the targets were compressed under
a pressure of ten tons3 in the presence of a small amount of propanol. Before
inserting the powder into the mold, it is cleaned using propanol as well. Then the
mold is dried. If the powder is inserted into a wet mold, it will stick to the side
and it will be very difficult to extract the target without damaging it afterwards.
After inserting about half of the amount of powder into the mold, a drop of
propanol is administered. Then the rest of the material is carefully placed inside
the mold. The propanol takes on the function as a lubricant and an adhesive.
It helps the grains to slide over each other during compression. Inside the vac-
uum chamber the propanol diffuses from the target and is evaporated. The dry
compressed target in the desired size is left.
Then a lit, half an inch in diameter, is put on top of the mold and the compression
can take place. The force is gradually increased up to 10 tons (above which the
mold itself is deformed and even destroyed by the pressure). It is left there
for several minutes, during which the pressure is kept at ten tons (due to the
continuing compression the pressure drops over time and must be increased).
The pressure is not released abruptly, this will cause cracks and the target will
eventually break up, making them unsuited for vacuum conditions. The pressure
is rather slowly decreased to prevent this from happening.
Using the recipe described above powdery targets can be turned into vacuum
capable solid targets, which can withstand prolonged laser illumination without
breaking or falling apart. The surface is cleaned during the test run to check the
deposition rate.
2.1.3 The measurement chamber
The measurement chamber is the last stage of the differential pumping system.
The pressure is the lowest in this part of LUCAS. During deposition it is about
10−5 mbar partial Ar pressure (or any other seeding gas). During the optical and
3This amounts to 8 108 Nm−1.
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electrical measurements however, pressures of 10−9 mbar can be reached due to
the vacuum lock, which separates the source and the pumping chamber from the
measurement chamber, see Fig. 2.1.
One further important feature of this chamber is the capability to induce reactions
on the sample using different gases (during this thesis only hydrogen and oxygen
were used, however there is no restriction on the composition of the gas). For this
an all metal valve from Hositrad was mounted on top of the sample manipulator,
which allows the gas pressure range to be varied from 10−7 mbar to 100 mbar.
Sample geometry and preparation
In the cause of this thesis three different sample geometries were used
• plane quartz substrates, possibly covered with a thin Pd film for hydro-
genation purposes, to perform only optical measurements
• plane quartz substrates, onto which gold contacts were deposited, possibly
covered with a thin Pd film, to perform simultaneous optical and electrical
measurements
• chip with nanoscale contacts, to perform only electrical measurements
Quartz substrates
Figure 2.3: left: Schematic drawing of the quartz substrate with gold contacts on top
of which a nanoparticle film has been deposited. right: Actual quartz
substrate with gold contacts. The left side has been deposited. During
dismounting, however, the substrate broke.
As the quartz substrates are used to obtain optical and electrical (with gold
contacts present) data, it is very important to clean them. A special method was
used, which involved several independent steps.
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• first the quartz substrates were rinsed off with propanol and then cleaned
with propanol dipped cotton, after which they were rubbed with dry cotton
avoiding any residual trace of propanol
• then they were placed inside a propanol bath, which was itself mounted in
an ultrasonic bath, where they were left for 15 minutes
• in the last step the substrates were put in an boiling propanol bath for
several minutes, after which they were slowly and gradually pulled out (the
propanol vapor then removes any propanol droplets).
The cleaned substrate can then directly be mounted in the sample manipulator,
if only optical measurements are desired.
If electrical measurements are also necessary, the cleaned substrate is transported
to a DC sputtering device immediately after the above mentioned cleaning cycle.
About 50 - 100 nm thick gold contacts are sputtered through a mask. In Fig.
2.3 a prepared substrate is schematically depicted, together with the afterwards
(inside LUCAS) deposited nanoparticle film.
Nanoscale chip contacts
Figure 2.4: Schematic drawing of the contacts on the chip. The legs are about 100
nm wide and 8000 nm long, the gaps are also 100 nm. One entire comb
is 100000 nm long. There are 28 combs on one chip.
The electrical measurements on a quartz substrate as described above inevitably
involve many percolated particles forming chains to obtain a conduction path.
This is inadequate, if single particles or a only a few are to be investigated. When
only few particles are desired, a different substrate approach is sensible. A new
chip design was therefore conceived [7] to allow a minimum number of particles
on a maximised area. The chips were made by C. Kortegaard4, Lund Technical
4Whom we thankfully acknowledge.
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University, using e-beam lithography. In Fig. 2.4 the schematic drawing is shown.
The contacts are made out of Pd. This has two important reasons. First the chip
was used to investigate the hydrogenation of yttrium nanoparticles (see 4.1.5).
The second reason is, that a thin (∼ 50 nm) Pd film forms a smoother surface on
silicon oxide (the underlying substrate of the chip), than e.g. Au [9]. As can be
seen, the contacts form a comb-like structure. This maximizes the useful area on
the chip, thereby minimizing the need for repeated depositioning. Indeed it was
found that two single, opposite contacts are far more likely bridged through the
outer leads, which means many clusters take part in the conduction, instead of a
few nanoparticles making the desired contact between the actual gap.
In Fig. 2.5 a darkfield microscopic image of the chip is shown. Faintly visible are
the fingers of the comb, which form a refractive image.
Figure 2.5: Dark field image of the chip. Faintly visible are the legs of the contacts.
Thanks to D. Wagner for his assistance in taking the image.
The chip can be mounted in a special chip carrier, which itself is mounted on the
sample manipulator.
The manipulator allows the sample to be rotated 360◦ around the vertical axis
and 90◦ around the horizontal axis, apart from being capable of being moved in
the x,y and z direction. The electrical set-up is checked and the manipulator is
inserted into the measurement chamber, which then can be evacuated.
2.1.4 The Lumonics JK 702 H laser system
During this thesis a new laser system (which was almost exclusively used) was
made operational. The system is a commercially available JK 702 H laser system
from Lumonics. It is a pulsed Nd:YAG laser, with a maximum power of 350 J
and a maximum energy output of 50 J. It produces a wavelength of 1064 µm. It
is commonly used for industrial purposes such as cutting and welding.
The Nd:YAG laser is a solid state laser, in which yttrium alumina granate is
doped with Nd to obtain the necessary level inversion. In Fig. 2.6 a schematic
diagram of the laser head is shown.
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Figure 2.6: Schematic overview of the JK 702 H laser unit (without power supply).
The lasing rod is excited using white-light flash lights. The intensity of the
laser beam is measured in the energy monitor, which is supplied through
a semi-reflective mirror.
White-light flash lamps are used to excite the laser rod (Nd:YAG). The laser
intensity is monitored. It serves two purposes. On the one hand the desired
energy and intensity can be easily watched and changed. On the other hand it
also triggers a safety interlock, in case the intensity were to exceed predefined
parameters, which might cause damage to the system as a whole. In the beam
magnifier the laser beam diameter can be adjusted. It can be used to compensate
the laser divergence of 20 mrad to some extent. An enlarged beam will cause less
material stress on mirrors, as the intensity is decreased. During this thesis the
laser beam diameter was therefore widened. An He-Ne laser beam is coupled into
the infra-red (thus invisible) beam in order to align the beam with the desired
target spot.
2.2 Parameters influencing nanoparticle growth
Some parameters influence cluster growth more than others. In this thesis the
influence of the seeding gas pressure and, where applicable, the composition of
the material was investigated. In the next sections the results, i.e. the particle
size, are discussed for the various materials, yttrium, gadolinium and nickel. For
ITO, indium oxide and tin oxide the nanoparticle shape is discussed.
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2.2.1 The influence of the seeding gas pressure on the
particle size
In order to obtain nanoparticles exploiting supersaturation and adiabatic expan-
sion [140], [3], [4], [5], [6] the use of a seeding gas is required. The influence of
this gas is discussed in this section.
Figure 2.7: Size distribution of two yttrium samples at different pressures on the left
and a TEM image on the right of the bottom size distribution [1]. At
higher pressures and Ar flows, 7.5 ln min−1, the mean particle size is 38.8
nm. The mean particle size for 2.5 ln min−1 is 32.5 nm. Furthermore,
the size distribution is also smaller at these flows.
For this purpose two samples were prepared at different Ar flows and gas pres-
sures. The laser parameters were kept constant at 80 Hz, 2 ms, 300 W and 4 J.
In Fig. 2.7 the results are shown. Clear differences exist between the different Ar
pressures.
The ablation process, the nucleation and the particle growth are, in general, very
complicated, dynamic processes, far away from equilibrium. A lot of work is still
needed to fully understand them. The results in Fig. 2.7 clearly indicate, that the
mean particle size, but also its distribution, depends on the actual Ar flow and
the ambient pressure used during ablation. Such behaviour has been reported for
different materials [11], [12], [13].
In our experiments a mean diameter size of 32.5 nm is achieved at 2.5 ln min−1.
At 7.5 ln min−1 38.8 nm is obtained. A similar dependency was found by [10] (as
CHAPTER 2. EXPERIMENTAL SET-UP 14
the size distribution is smaller for lower pressures, this Ar flow and pressures is
more favorable and it was therefore used throughout this thesis).
2.2.2 The 2 % H / 98 % Ar gas mixture
Apart from the normal Ar seeding gas, also a mixture of Ar and 2 % H2 was used.
The laser parameters were kept the same as described in 2.2.1. The idea behind
the use of the gas mixture is, that the hydrogen can react with the yttrium atoms
within or very near to the plasma. This will result in yttrium hydride particles.
One advantage of this procedure is, that yttrium will not be able to react with
oxygen. From the color of the plasma it could be observed, that indeed a hydrogen
plasma was formed. Instead of the usual greenish color of an Ar plasma, now the
plasma color turned bluish. That the yttrium hydride was formed, will be proven
in section 4.1.2.
In Fig. 2.8 the size distribution from a TEM image is presented. Instead of
a single peak, multiple peaks had to be assumed to fit a Gauss curve to the
measured particle diameters.
10 20 30 40 50 60
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 Multiple Gauss Fit
12.9 nm, full width 14 nm
24.9 nm, full width 30 nm
48.9 nm, full width 13 nm
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Figure 2.8: right: Size distribution of yttrium di-hydride nanoparticles as determined
from a TEM image (left). A sensible fit could only be obtained when
assuming multiple Gauss peaks, with the following mean size and full
width (FW): 12.9 nm and FW 14 nm, 24.9 nm and FW 30 nm, 48.9 nm
and FW 13 nm.
Multiple peaks were not seen with bare yttrium, i.e. using pure Ar gas. The larger
particles most likely originated from smaller ones through coalescence, as the
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larger particles are all very well rounded, whereas the smaller ones are not. The
explanation for this behaviour is, that the hydrogen plasma indeed successfully
prevents oxidation. However, without any oxide shell surrounding the particles,
they become very vulnerable. This shows, that although the oxide is not wanted
in huge quantities (thicker shells), which will impair the hydrogenation process,
see section 4.1.2, small quantities of oxygen may prevent coalescence, which is
also very much unwanted when studying nanoparticle behaviour.
2.2.3 The size distribution of Gd nanoparticles
For the first time gadolinium nanoparticles have been produced, using the same
laser parameters as with yttrium at an Ar flow of 0.7 ln min−1. In Fig. 2.9 a
TEM image is shown, together with the size distribution as obtained from this
image.
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Figure 2.9: Size distribution of Gd nanoparticles (right) as determined from a TEM
image (left). The mean particle diameter is 11.9 nm. The full width
is 14.6 nm. The particles predominantly seem to aggregate in chains,
possibly indicating magnetic properties.
It reveals the particles are much smaller than the yttrium particles, with an
average diameter of 11.9 nm, as determined by a Lorentz fit. The relative size
distribution is broader, with a full with of 14.6 nm. Instead of a Lorentz fit a
gaussian fit was also tried. The mean diameter was approximately the same,
however the flanks were not well reproduced.
When looking at the TEM image, it can not be overlooked, that the particles
predominantly appear to aggregate in chains. This might indicate some magnetic
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behaviour. Indeed, Gd is supposed to be ferromagnetic below 289 K. Due to
the adiabatic expansion the particles will have cooled down, possibly enough to
become ferromagnetic. Although a lot of work is still needed, these first results
seem to be promising.
2.2.4 The size distribution of Ni nanoparticles
During this thesis two Ni particle systems were investigated. One system was
evaporated under a pure Ar gas atmosphere, the other under an Ar-H2 (2 % H2)
gas atmosphere. For the evaporation to take place, a target had to be illuminated
with laser radiation for several minutes (2-3.5 minutes). In this time interval
the target would become white glowing from the reached temperature. Only in
the last few seconds enough material was evaporated, the rest of the time no
deposition could be detected. However, in these last few seconds (2-3 seconds)
the evaporation was very fast and high rates were achieved.
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Figure 2.10: Size distribution and TEM micrograph of Ni nanoparticles, which were
evaporated with an Ar-H2 gas mixture. The mean particles size is 21
nm, the full width is 8.9 nm (these values have been obtained by fitting
a Gauss model).
In Fig. 2.10 a TEM micrograph and the corresponding size-distribution from a
sample prepared with Ar-H2 are depicted. Using a Gauss fit, the mean particle
diameter was estimated to be 21 nm, with a width of 8.9 nm. One remarkable
feature is the presence of long chains. It indicates, the Ni particles have magnetic
properties.
In Fig. 2.11 the size distribution and a TEM micrograph of the sample prepared
solely with Ar is presented. The mean particle diameter was estimated to 23.9 nm
CHAPTER 2. EXPERIMENTAL SET-UP 17
10 15 20 25 30 35 40
0.00
0.01
0.02
0.03
0.04
0.05
0.06
 Counts
 Gauss Fit
           mean diameter:
           23.9 nm
           full width:
           15.3 nm
 
 
% Counts
Particle diameter [nm]
Figure 2.11: Size distribution and TEM micrograph of Ni nanoparticles, which were
evaporated with an Ar gas mixture. The mean particles size is 23.9 nm,
the full width is 15.3 nm (these values have been obtained by fitting a
Gauss model)
with a full width of 15.3 nm (using a Gauss fit). Again chains can be observed.
The particles evaporated with the Ar-H2 gas mixture seem to be smaller and the
size distribution is narrower. However, this might also be due to the fact, that
the Ar flow had to be slightly lowered. With the Ar-H2 gas mixture a build-up
of hydrogen was observed, as hydrogen is very difficult to pump. The overall
pressure was therefore somewhat higher. To counter this, the Ar-H2 flow was
decreased.
In both pictures (e.g. Fig. 2.10 and Fig. 2.11) a few very small particles can be
observed, which would suggest some kind of bimodal distribution. The exact ori-
gin and constitution is not known. However, they might be due to the formation
of nickel oxide (see below).
In Fig. 2.12 two diffraction micrographs of the above presented systems are
shown. Two conclusions can be drawn:
• the presence of separated dots, instead of full, continuous circles indicate
very good crystallinity
• both diffraction micrographs are identical, which indicates the hydrogen in
the Ar-H2 gas mixture has no essential influence
5
In Fig. 2.13 a TEM micrograph of Ni particles, evaporated under an Ar atmo-
sphere, are shown. The goal of the oxidation was to create oxide shells. After
5It should be noted, that according to [41], nickel is a catalyst for the formation of atomic
hydrogen and is therefore used industrially as a cheap alternative to Pd.
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Figure 2.12: Diffraction micrographs of the Ni nanoparticle system evaporated under
Ar-H2 atmosphere (on the left) and under a normal Ar atmosphere (on
the right). They are roughly identical, i.e. the ring diameters and the
order, in which they appear, are the same, indicating they have the same
structure.
deposition these particles were therefore subjected to a gradually increasing (up
to 200 mbar) partial oxygen atmosphere over a period of 5 hours (O2 purity 6.0,
i.e. 99.9999 % pure oxygen). In contrast to Fig. 2.11 a lot of very small particles
can be observed. While the Ni particles TEM micrographs presented up to now
were round, the tiny particles in Fig. 2.13 have many edges. This behaviour is
sometimes observed [17], when the oxidation process is not smooth enough, i.e.
too fast. The sudden oxidation causes stress in the lattice of the particles, which
then break up (see also section 4.3.2).
In conclusion, it was shown that Ni nanoparticles with a moderate size distri-
bution can be obtained by evaporation. Two different gas mixtures were used,
which did change the size distribution somewhat, but had no effect on the par-
ticle structure. Subsequent oxidation showed, that smaller particles with edges
(compared to the un-oxidized system) are created, which are either fully oxidised
or have thick nickel oxide shell.
2.2.5 Size and shape of ITO, indium oxide and tin oxide
nanoparticles
The last materials group presented in this chapter belong to the semiconducting
indium and tin oxides. For this ITO (which stands for indium tin oxide, scien-
tifically referred to as InOx:Sn) from Balzers (84 wt. In % 16 wt. % Sn), ITO
from Alfa (90 wt. In % 10 wt. % Sn), indium oxide from Merck and tin oxide
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Figure 2.13: Oxidation of Ni nanoparticles. In contrast to the previous pictures, many
tiny particles have appeared, either fully oxidised particles or particles
still containing a Ni core. Furthermore, these particles are not round,
but rather irregularly shaped.
from Alfa were purchased. Earlier experiments with a CO2 laser system (Rufin
Sinar RS 2500) and a larger nozzle opening (this results in a lower ablation cham-
ber pressure) revealed, that ITO nanoparticles from Balzers have extremely high
axis-to-axis ratios (so-called rods) [47] [121]. ITO particles with a lesser amount
of tin are known to grow into rods [14]. The origin of this growth had to be
found. In the next subsections the results are presented.
ITO
In the cause of this thesis two different types of ITO were investigated. They were
delivered from different manufacturers and had different amounts of indium and
tin oxide. It is already known for thin films, that the crystal growth behaviour
is very much dependent on the oxygen concentration [15]. The ITO from Balzers
has 16 wt. % Sn, the ITO from Alfa has 10 wt. % Sn. It will be shown, that these
differences have important effects on the physical properties (as will be shown in
section 4.2.2), but also on their shape, which might influence their use in technical
applications.
But first the influence of the seeding gas pressure will be discussed. With yttrium
it was found that higher seeding gas pressures would produce larger particles.
This experiment was repeated for ITO from Balzers. In Fig. 2.14 the results
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Figure 2.14: left: ITO (84 wt. In % 16 wt. % Sn) nanoparticles, ablated with high
Ar flows (7.5 ln min−1). The amount of rods is small. right: ITO (84
wt. In % 16 wt. % Sn) with the reduced Ar flow (2.5 ln min−1). Rods
are omnipresent.
from TEM analysis are shown.
If the seeding gas flow during ablation6 is higher (7.5 ln min−1), almost no rods
are formed. However, when the pressure is reduced to one third (2.5 ln min−1),
rods are clearly present, although a fair amount of cubes can be seen as well. At
high flows the particle speed is high7. This results in a decreased time inside the
nozzle. Then the nucleation time is decreased and growing time is short. This
mechanism would support the fact, that the rods are monocrystalline, see Fig.
2.15 on the right.
In Fig. 2.15 a HRTEM image is presented, which gives more insight into the
particle growth. On top of a rod, which is mono-crystalline, a bulb can be seen.
The entire structure resembles amatch. From literature [14] it is known, that such
tips have different stoichiometries (nearly 50 % tin-50 % In). Two possibilities
exist:
• The bulb is expelled from the rod. It might be, that the material is expelled
from the rod, after nucleation. In that case, the two different ITO samples,
from Balzers and from Alfa (see Fig. 2.15, on the right), would probably
have a similar stoichiometry, size and shape, as any excess material is driven
out into the match head.
6Ablation of ITO with mid-infrared lasers takes place via thermal vaporization [20].
7It can be assumed that the nanoparticles will travel at the same speed of the Ar gas.
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Figure 2.15: left: ITO (86 wt. In % 16 wt. % Sn) nanoparticle. Clearly visible is
the more or less amorphous ”match” head on top of a crystalline rod.
middle: Diffraction micrograph of ITO from Balzers. The single dots
indicate an excellent crystallinity, in contrast with thin ITO island films
without annealing, which are amorphous [16]. right: ITO (90 wt. In
% 10 wt. % Sn) nanoparticles also exhibit rods. However, these are
reduced in number as well in length.
• The match head acts as a platform, from which the particle grows in one
direction. This is not uncommon, as such behaviour is also found when
growing carbon tubes on tin oxide particles. In this case, the ITO samples
from Balzers and from Alfa could have different composition, size and shape.
The ITO particles samples, produced with a lesser amount of Sn, possess less
rods. And the rods, that are present are not so long either. The assumption,
that tin oxide is important, is further supported by the results shown in the next
section. The physical properties of both types of ITO are different as well, as will
be shown in section 4.2.2.
It is therefore more likely, that the match head acts as a seed, giving a stable
platform, from which the growth of the rod starts in one direction.
Indium oxide
In the previous section it was proposed, that the proper amount of tin is of the
utmost importance in the growth of rods. In this section conclusive proof will be
given, that without Sn, no rods can grow.
In Fig. 2.16 a TEM micrograph is presented from pure indium oxide nanopar-
ticles, ablated at 2.5 ln min−1 Ar flow. No rods are present. However, it shows
the presence of trapezium or diamond shaped objects. This indicates, that pure
indium oxide does have the ability to grow in preferential directions, but no pro-
longed objects like rods are formed.
This has important consequences for some electrical applications, as will be shown
in section 4.2.1.
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Figure 2.16: left: Indium oxide nanoparticles hardly show the existence of rods, as
they were found with ITO. However, the particles are highly crystalline.
right: Tin oxide nanoparticles. Sn is clearly responsible for the growth
of the rods.
Tin oxide
The last material to be subjected to ablation, was pure tin oxide. As shown
before, tin is a key ingredient for the formation of rods. In Fig. 2.16, on the
right, a TEM micrograph is shown. Indeed, rods are omnipresent.
Conclusion on the formation of ITO rods
It has been shown, that under special circumstances, ITO can form nano-rods.
The required conditions include low Ar flows. This will result in a longer period of
growth, so the rods can be grown. The large axis-to-axis ratios, as found earlier
[47] were however not observed, presumably the Ar gas flow and the pressure
were not reduced sufficiently. The amount of the dopant Sn is important also.
As the amount of tin is diminished, the amount of rods is decreased as well.
Furthermore, the resulting length of the rods seems to be smaller. Pure tin oxide
particles predominantly grow into rods.
One might assume, that because tin oxide forms rods, and indium oxide forms
cubes, the rods in the ITO sample are made out of pure tin oxide, and the cubes
in the ITO samples are made out of pure indium oxide. However, it will be shown
in section 4.2.2, that the physical differences between ITO on the one hand, and
indium oxide and tin oxide on the other, can only be explained, if a mixture on
an atomic scale is assumed, i.e. the indium oxide within one particle is doped
with tin.
Additionally to the TEM investigations x-ray measurements were also performed
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on our samples at the Daresbury synchrotron by R. Benfield and D. Grandjean.
They revealed, that the lattice parameter of the ITO was only slightly different
from indium oxide, in agreement with [146].
2.3 The electrical set-up
In order to perform electrical measurements on nanoparticles or nanoparticle
films, i.e. films made of nanoparticles, which still contain nanoparticle properties
(this means near the percolation threshold), very sensitive equipment is needed.
On the one hand, because a very high resistance can be expected from these
percolated films, which will limit the current. On the other hand, because only
low voltages can be applied, as not to damage the film permanently.
This sensitive equipment must then be connected to the sample. Using the wrong
kind of connection, for example not taking into account thermoelectric effects or
using not well-shielded cables, will definitely degrade the measurement signal
and the sensitivity. As the sample is positioned within a vacuum chamber, the
problem is complicated even further.
In the next sections the solution used during this thesis will be presented and
explained.
2.3.1 The source measure unit and the electrical circuit
To measure the weak electrical current it is not sufficient to use an ampere meter.
It is of equal importance to have a stabilized voltage source as well (in case
the voltage is measured, the current source has to be stable). To fulfil both
conditions a Keithley 236 source measure unit (SMU) was acquired. This device
is a combination of four single devices in one. It can measure the current (ampere
meter) with a resolution of 10 fA, it can measure the bias (voltage meter) with
a resolution of 100 µV, it can apply a stable voltage (voltage source) and it can
apply a stable current (current source). In Table 2.1 the step size for the source
and the resolution for the measurement and the range, for which they apply, are
presented. These functions can be used separately or they can be used together,
since the measurement unit is combined with the source unit.
An additional advantage of this device is, that it can be connected to a computer,
which can quickly store the measurement values. Therefore many measurements
can be made in little time. To automate the entire process of applying a bias
(or a current), waiting for it to stabilize (a few seconds), measure the current (or
the voltage) and applying a new bias, a computer program, called Resist [42],
was specifically developed for this task. It can measure and plot the current in
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Range (Maximum Value) Step size Resolution
Voltage Source ±1.1 V 100 µV
Voltage Source ±1.1 kV 100 mV
Voltage Measurement ±1.1 V 10 µV
Voltage Measurement ±1.1 kV 10 mV
Current Source ±1 nA 100 fA
Current Source ±100 mA 10 µA
Current Measurement ±1 nA 10 fA
Current Measurement ±100 mA 1 µA
Table 2.1: Step size for the bias source and the current source and the resolution for
the bias and current measurement for the lowest and the highest range.
dependence of the applied bias, the voltage in dependence of the current and it
can measure and directly plot the resistance (at a fixed bias) over time.
In Fig. 2.17 a schematic overview of the SMU is depicted. Apart from being
able to measure very sensitively, it is also capable of controlling the voltage over
the guard signal. In order to measure extremely low currents (I < 10 nA) ac-
curately a special connection, a so-called triax cable, is required, which contains
two shieldings: the guard shield and the ground shield. The guard signal pro-
tects the measurement signal from false electrical fields and currents outside of
the experimental set-up, i.e. currents not originating from the device under test
(DUT).
False fields and currents can have many origins [18] and not all of them can be
avoided through the use of the guard:
• electrochemical effects, caused by ill-cleaned surfaces, causing additional
resistance. The guard signal can not compensate this. However, proper
cleaning of the contact surfaces will. Therefore all contacts were laboriously
cleaned with propanol and blown dry with nitrogen before connection.
• thermoelectric effects, generated by different temperatures in different con-
ducting materials, which are part of the circuit. During this thesis only
solid copper, solid silver, gold-plated and silver-plated connections were
used. The Seebeck coefficient of copper is 1.85 µV K−1, silver 1.51 µV K−1
and that of gold 1.89 µV K−1 at 300 K [21].
• piezoelectric effects, generated by mechanical stress in certain crystalline
materials, when used for insulated terminals and interconnecting hardware.
Also, some plastics are known to behave in this manner. Only careful choice
of materials and minimisation of mechanical stress can avoid this effect.
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Figure 2.17: Schematic overview of the Keithley 236 source measure unit. Depicted
are its capabilities to measure current and voltage through a resistor
over the measurement signal. One very important feature is the guard
signal, which is put at the same voltage level as the measurement signal.
Figure 2.18: left: Current flow through a DUT using a BNC type cable. right:Current
flow through a DUT using a triax cable.
• triboelectric effects, which are caused by friction between insulator and
conductor in the connecting lines. To avoid this, low noise8 cables were used
throughout the entire conductor length, outside of the vacuum chamber as
well as within.
• radio frequency interference and electromagnetic interference. If possible,
the set-up should be kept away from such sources (TV and radio broadcast
signals). Shielding the test lead and the DUT reduced interference to an
acceptable level.
• leak currents between the outer shielding and the signal conductor, for
example when using BNC cables. The high potential drop between these
8Typically such cables consist of an inner insulator of polyethylene with graphite underneath
the outer shield, providing lubrication and a conducting equipotential cylinder to equalize charge
and minimize charge generation.
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Figure 2.19: Gold contacts pogo sticks inside the teflon block. right: Sample holder
with the teflon block and a teflon mask mounted .
two parts can cause a current, as the insulator separating them has finite
resistivity. Through the use of a guard signal, this can be avoided.
In Fig. 2.18 and Eq. 2.1 and Eq. 2.2 the leak current problem is explained in
more detail. The resistance of the entire set-up in the BNC case, Fig. 2.18 on
the left, can be described by Eq. 2.1.
RM =
UM
IM
=
UM
IDUT + IL
= RDUT
RL
RDUT +RL
(2.1)
If RDUT is small compared to RL, the measured resistance, RM equals the true
resistance RDUT. However, when RDUT is of the same order of magnitude or
even larger than RL, this is no longer the case.
The resistance of the entire set-up in the triax case, Fig. 2.18 on the right, can
be described by Eq. 2.2.
RM =
UM
IM
=
UM
IDUT + IL
=
UM
IDUT +
∆U
RL1
, (2.2)
∆U → 0
As the potential over the guard signal is kept at the same level, as the poten-
tial over the measurement signal line, the measured potential always equals the
potential over the resistance.
It is as important to have a good contact to the actual DUT, the nanoparticle film,
as it is to have good shielding up to the DUT. Triax cables were used to connect
the SMU with the vacuum equipment and the sample through vacuum through-
puts. As the vacuum equipment is grounded, inside only the guard signal and
CHAPTER 2. EXPERIMENTAL SET-UP 27
the measurement signal are carried to the sample (a shielded ”low noise” cable is
used, with the shield being the guard signal). This cable is connected to so-called
pogo sticks from Everett Charles Technologies, Inc. with rounded edges, which
can be pressed onto the gold contacts on the substrate without damaging the
surface, see Fig. 2.19.
2.3.2 Accuracy of the source measure unit
In the previous section the precautions, that were taken to obtain an error-free
electrical signal were presented. In this section the results of that work are shown.
As the SMU device is capable of measuring up to ±10 fA, the actual leak current
and the noise generated by the entire circuit was examined, without any nanopar-
ticles. The cables are connected to either the pogo sticks, which is pressed onto
the gold contacts on the quartz substrate, or on the chip, however no nanopar-
ticles have been deposited. The current, which is measured, represents therefore
the accuracy of the entire set-up.
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Figure 2.20: left: Current-voltage diagram of a chip without nanoparticles. right:
Current-voltage diagram of a quartz substrate without nanoparticles.
Both show, that besides an off-set of about -50 fA, the noise level of the
entire circuit is determined by the noise level of the SMU, which is 10
fA.
In Fig. 2.20 current-voltage diagrams are presented of both an empty chip and
an empty quartz substrate. Both show an off-set of about 40-50 fA. The noise
level is the same in both cases, 10 fA. This corresponds to the noise level of the
SMU. The noise of the cables and the set-up must then be ≤ 10 fA, indicating
the shielding precautions are sufficient.
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Figure 2.21: left: The current over time during the ablation of yttrium. Whenever
the target is ablated or evaporated with the laser, indicated by the boxes,
spikes appear and the current becomes negative. The spikes are not of
the same height, as the number of deposited nanoparticles was different.
The ablation time was kept constant, however, a previously unheated
and un-illuminated target generates fewer particles. right: Changes can
be seen as well, when the percolated yttrium nanoparticle film has al-
ready formed. Notice, that the current first slightly drops, before it
increases.
2.3.3 The current during deposition
The sensitive equipment described in the last sections is used to obtain accurate
information about the sample in question, usually after nanoparticle deposition.
However, it can also be used to control the film thickness during deposition to
some extent (indicating when to stop, in order to keep the film thickness low, but
the current sufficiently large).
This is particulary useful when depositing on a chip. Since small amounts of
nanoparticles are sufficient to obtain cluster systems close to the percolation
threshold, the quartz oscillator is not accurate enough to determine their mean
thickness. This method to control the film thickness is also beneficial for the
quartz substrates, as the percolation threshold can be identified during the de-
position procedure. Therefore the electrical signal was always monitored during
deposition.
In Fig. 2.21 two such plots are shown, taken during the deposition of yttrium
nanoparticles. The left plot shows the beginning, the right plot shows the final
deposition stage, when a nanoparticle film has been formed already. The gray
boxes indicate, that during this period ablation was taking place (the boxes are
larger than the actual time, as not to obscure important features of the plot).
On average the current only increases slightly with every new deposition in the
CHAPTER 2. EXPERIMENTAL SET-UP 29
first stage. During every ablation spikes appear, in which the current becomes
negative. These spikes differ in height, because the number of particles is differ-
ent. The ablation time was always kept constant. However, the ablation from a
previously un-illuminated and unheated target is less efficient.
The final stage shows a significant increase in the current (notice the logarithmic
scale), when particles are deposited. Before this increase is realised however, the
current drops first, similar to the plot on the left in Fig. 2.21.
As the film thickness is increased and the nanoparticles become more densely
packed, more current can flow true the circuit. This explains the general increase
in current. The origin of the spikes might have several causes.
• Possibly the illumination of the target by the laser, a part of which is
reflected and scattered towards the quartz substrate, generates a photo
current.
• As the particles hit the surface, their kinetic energy might suffice to set free
charges from the substrate.
• Bearing in mind that ablation is taking place, it could also be, that the
nanoparticles are not neutral in charge, as they are partly generated within
a plasma, where they might pick up some charges.
With the first two possibilities it is difficult to explain, why the current is de-
creased for a short period of time, as the charges are generated within the elec-
trical circuit. If the nanoparticles carry a charge, charges from outside the circuit
are introduced. The number of charged particles can be estimated. As about 3.5
109 particles are produced during every current spike (obtained by using the film
thickness and the mean particle size), and the average charge (obtained by inte-
grating the current spike over time) equals 3.2 10−10 C, it means that about 57
% is carrying a single elemental charge (1.6 10−19 C). This is in good agreement
with experience in other groups [19].
Chapter 3
Theoretical considerations
An explanation of the behaviour of small particles might not be as intuitively as
explaining the physics to describe an appel falling from a tree. Some interesting
theoretical models, as exciting as the description of gravity, will be introduced
in this chapter, which can contribute to the understanding of the experimental
measurements made in this thesis.
First a theory to describe the influence of small particles on an incoming and
outgoing electro-magnetic wave will be presented. Second, the influence of the
particle size on an electrical current through a many-particle-system is discussed.
3.1 Extinction cross section and optical mea-
surement
Optical data on materials usually are obtained by transmission spectroscopy. The
electro-magnetic spectrum with the intensity I of an exit beam is resolved, after
a sample has been illuminated with an incident beam with intensity I0. The
intensity of the exit beam will generally be less than the incident beam. Parts
will be lost due to absorption and scattering, i.e. extinction. Lambert-Beer’s law,
Eq. 3.1, describes the above mentioned process, which is exponential in nature.
I = I0 · e
−N ·doptical·Cext , (3.1)
N particle density
doptical sample thickness
Cext extinction cross section
The extinction cross section Cext is defined as the absorbed plus the scattered
electro-magnetic power, both normalized to the incident intensity (power per cross
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section). The extinction cross section has the dimensions of area. Experimentally
I and I0 are measured. The extinction is derived from Eq. 3.2.
Extinction = − ln I
I0
= N · doptical · Cext (3.2)
The extinction is proportional to the extinction cross section Cext.
3.2 Mie’s theory
In the previous section it was shown, how the cross section relates to the experi-
mentally accessible extinction. In this section a short introduction will be given,
how the extinction cross section is obtained from theory1.
The problem lies in solving the Maxwell equations for a spherical nanoparticle
using a planar wave. This was done by [22].
The solution involves several steps. First the Helmholtz equations are solved for
a spherical geometry. This results in the vector spherical harmonics functions, a
product of associated Legendre functions and spherical Bessel functions, which in
principal form an infinite series. Then the plane wave is expanded in these vector
spherical harmonics functions . After that boundary conditions are applied, Eq
3.3.
(Ei + Es − El)× êr = (Hi +Hs −Hl)× êr = 0 (3.3)
Xi electromagnetic incident field
Xs electromagnetic scattering field
Xl electromagnetic local field
From this the so-called Mie-coefficients an and bn can be obtained, Eq. 3.4.
an =
µ1mψn(mx)ψ
′
n(x)− µ2ψn(x)ψ′n(mx)
µ1mψn(mx)ξ′n(x)− µ2ξn(x)ψ′n(mx)
, (3.4)
bn =
µ1ψn(mx)ψ
′
n(x)− µ2mψn(x)ψ′n(mx)
µ1ψn(mx)ξ′n(x)− µ2mξn(x)ψ′n(mx)
ψn(x) = x · jn(x) spherical Bessel function
ξn(x) = x · hn(x) spherical Hankel function
x = k · r
1A detailed explanation is found in [23] and [24].
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In this equation µi denotes the permeability, m=
k1
k2
the relative refractive index,
r the particles radius and k the wave number. These Mie coefficients yield the
extinction cross section Cext and the scattering cross section Csca of the single
particle, Eq 3.5.
Cext =
2pi
k2
∞∑
n=1
(2n+ 1)Re{an + bn} (3.5)
Csca =
2pi
k2
∞∑
n=1
(2n+ 1)(|an|2 + |bn|2),
n order
Mie’s theory gives analytical solutions. They were evaluated numerically by digi-
tal means. The theory is only applicable to a many-particle system under certain
conditions, like non-interacting spherical particles with a determined average ra-
dius and embedded in a homogeneous non-absorbing material, a limitation, which
was seldom met exactly during this thesis. It still provides a first order approxima-
tion for deviating cases, as will be shown in chapter 4, describing the experiments.
3.2.1 Quasi-static approximation
In the previous section the Mie-coefficients were presented. Some coefficients in
Eq. 3.4 can get very large, when, under special circumstances, the denominator
for certain values n of an or bn is very small. Hence these coefficients will dominate
the field. To explain this behaviour further a special case is reviewed here, the so-
called quasi-static approximation, in which the wavelength of the incident beam
is assumed very large compared to the radius of the particle and therefore can be
assumed to be (spatially) constant or static over the entire particle (though not
in time), a case, which during this thesis is often satisfied. The scattering cross
section delivers almost no contribution to the extinction cross section in this case
and Eq. 3.6 is applicable.
Cext ≈ Cabs  Csca (3.6)
The extinction cross section is reduced to the dipole absorption, n=1 in Eq. 3.5,
given by Eq. 3.7, where ε1(ω) denotes the real part of the dielectric function,
ε2(ω) the imaginary part, εm the dielectric constant of the embedding medium,
which is assumed to be real and constant, c the vacuum velocity of light and r
the particle radius.
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Cext = 9
ω
c
ε
3
2
m
4pi
3
r3
ε2(ω)
[ε1(ω) + 2εm]2 + ε2(ω)2
(3.7)
For small ε2(ω) (small damping) Eq. 3.7 can become very large for certain ener-
gies, when Eq. 3.8 is satisfied.
ε1(ω) ' −2εm (3.8)
The extinction will show this in the form of peaks or resonances in the spectrum,
see [24].
3.3 Electrical resistance of a percolated nanopar-
ticle film
In low approximation a chain of touching nanoparticles can be considered as a
long rod with radius s (the smallest radius of the entire chain) and length L and
resistance ROhm can be obtained from Eq. 3.9.
ROhm = ρ
L
pis2
(3.9)
Approximately, metallic nanoparticles can be regarded as spheres with radius r,
Fig. 3.1.
Figure 3.1: left: Sphere with radius r and overlap to next nanoparticle a and integra-
tion path l. right: Chain of such nanoparticles
To obtain the resistance of the single sphere, it is necessary to integrate over dl, as
the area continuously changes with the integration path l, Eq. 3.10. However, the
effective particle length is reduced by a, see Fig. 3.1, which describes the overlap
between two neighbouring particles (where two particles touch each other). The
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model does not include an increased resistivity for this area. In reality it will be
likely, that the resistivity is changed due to grain boundaries or other barriers
between touching particles (see next section).
∂ROhm = ρ ·
∂l
A(l)
= ρ · ∂l
pi(r2 − l2) , (3.10)
ρ bulk resistivity
∂l integration path
This yields Eq. 3.11 for the resistance ROhm of a single nanoparticle.
ROhm = 2 · ρ
r−a∫
0
dROhm =
2ρ
pi
r−a∫
0
dl
r2 − l2 =
ρ
pi
· 1
r
· ln 2r − a
a
(3.11)
Eq. 3.12 describes the resistance of an entire chain with L
2r
particles.
RchainOhm =
ρ
2
· L
pir2
· ln 2r − a
a
(3.12)
Both Eq. 3.9 and Eq. 3.12 give quantitatively similar results, if the term ln 2r−a
a
is close to 1 (in the case r=16 nm, a=1 nm, ln 2r−a
a
= 3.4). A nanoparticle chain
over 5 mm (the length of the chain on a quartz substrate in the experiment) with
a radius of about 10 nm yields a resistance of several MΩ (for yttrium). This
does not take into account any quantum mechanical effects, such as tunnelling,
which might be required to hop over the barrier from one particle to the next.
This will be dealt with in section 3.4.
3.4 Quantum mechanical approach to electrical
conductivity through a barrier
In this section the influence of a classically unpassable barrier in the conduction
path way is discussed. To understand this, first the transmission through several
structures is investigated. It is linked to the current flow or probability flux
density, through Eq. 3.13, where me is the electron mass, ρ(r, t) the probability
density and ψ(r, t) the time-dependent solution of the Schro¨dinger equation.
−∂ρ(r, t)
∂t
=
h¯
2ime
5 ·[ψ(r, t)∗5 ψ(r, t)− ψ(r, t)5 ψ(r, t)∗] (3.13)
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3.4.1 Transmission through a single barrier
To obtain the transmission for a single rectangular barrier, as depicted in Fig.
3.2, it is necessary to construct solutions for the Schro¨dinger equation in one
dimension, z, following Eq. 3.14. Details to the calculations, as performed in this
section, can be found in [29] or in [30].
Figure 3.2: left: Transmission through a single barrier. The incident wave A is partly
reflected (B) and partly transmitted. There is no reflection behind the
barrier, F=0. right: Transmission vs. electron energy Φ. A potential of
50 meV was chosen with a barrier thickness of 3.9 nm.
(
− h¯
2me
∂2
∂z2
+ Veff (z)
)
ϕ(z) = Φ · ϕ(z) (3.14)
Veff denotes a barrier, which may arise, when two particles touch (oxide shells or
grain boundaries for example, which can be tunnelled through) or almost touch
(vacuum tunnelling). Φ denotes the energy. This equation has the following
solutions:
ϕ(z) =

Aeikz +Be−ikz z < −a
Ceγz +De−γz − a < z < a
Eeikz + Fe−ikz z > a
 with (3.15)
k =
√
2mΦ
h¯2
, γ =
√
2m(Veff − Φ)
h¯2
2a total barrier width
The coefficients A through F are related to each other. The boundary conditions
for these equations require the continuity of the function ϕ(z) and its derivative
at both sides of the interface, which has a total width of 2a. For the first interface
this yields
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Ae−ika +Bika = Ce−γa +Deγa (3.16)
ik[Ae−ika −Bika] = γ[Ce−γa −Deγa]
This can be rewritten into a matrix equation, see also Eq. B.3 in Appendix B.
In a similar manner
(
C
D
)
and
(
E
F
)
can be related to each other through
another matrix. This finally results in Eq. 3.17 and B.5.(
A
B
)
=
(
mout11 m
out
12
mout21 m
out
22
)(
E
F
)
=Mout
(
E
F
)
(3.17)
The transmission coefficient T(Φ) is defined as the ratio of the transmitted to
incident probability flux density, Eq. 3.18, where F is assumed to be 0 (no
reflection).
T (Φ)single barrier =
h¯k
me
|E|2
h¯k
me
|A|2 =
1∣∣∣mout11 ∣∣∣2 (3.18)
=
1
1 +
(
k2+γ2
2kγ
)
2 sinh2 (2γa)
=
1
1 +
(
k2−k′2
2kk′
)
2 sin2 (2k′a)
, when Φ > V0, γ = −2ik′
As follows from Eq. 3.18, the transmission becomes oscillatory in behavior for
Φ > V0. It has a finite value for Φ < V0, see Fig. 3.2.
The reflection R(Φ) is written in Eq. 3.19.
R(Φ)single barrier = 1− T (Φ)single barrier =
(
k2+γ2
2kγ
)
2 sinh2(2γa)
1+
(
k2+γ2
2kγ
)
2 sinh2(2γa)
(3.19)
The transmission through an asymmetrical single barrier (different energies on
either side of the barrier) can be calculated in the same way, however, the outgoing
wave now has a different momentum, denoted by k1, due to the shift in energy
levels, see Eq 3.20 and Fig. B.1 (in Appendix B).
T (Φ)
asymmetrical
single barrier =
4k1k
(k1+k)
2
1 +
(
(k2+γ2)(k21+γ2)
γ2(k21+k2)
)
sinh2 (2γa)
(3.20)
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3.4.2 Transmission through a double barrier
In the previous section it was shown, how the single barrier problem is calculated.
When investigating nanoparticles of a particular size the single barrier is probably
not going to be encountered however. The more general case of the symmetric
double barrier is discussed briefly in this section. In Fig. 3.3 a symmetric double
barrier is depicted. The most important change is the appearance of a quantum
well structure, a place were electrons can be trapped, and where resonances can
be created (due to constructive interference). The outgoing wave E of the first
barrier is the incoming wave A’ from the next barrier, which is phase corrected
with respect to E, Eq. 3.21.
Figure 3.3: Transmission through a double barrier. The incident wave A is partly
reflected (B) and partly transmitted, reflected (B’) and transmitted (A’)
again, E’ is the outgoing wave. There is no reflection after the last barrier
and hence F’=0 in the calculations.
Figure 3.4: Transmission through a double barrier structure. The parameters chosen
are the same as in Fig. 3.2. Sharp peaks arise in the transmission at
certain electron energies due to constructive interference within the well.
(
E
F
)
=
(
e−ikb 0
0 eikb
)(
A′
B′
)
=MW
(
A′
B′
)
(3.21)
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This yields Eq.3.22 for A and B.
(
A
B
)
=MleftMWMright
(
E ′
F ′
)
=
(
mtot11 m
tot
12
mtot21 m
tot
22
)(
E ′
F ′
)
=Mtot
(
E ′
F ′
)
(3.22)
The transmission can be calculated as for Eq. 3.18, Eq. 3.23 shows the result.
T (Φ) =
1
|mtot11 |2
= (3.23)
T (Φ)double barrier =
T (Φ)2single
T (Φ)2single + 4 ·R(Φ)2single cos2(kb− ϑ)
,
ϑ = − arctan
[(
k2 − γ2
2kγ
)
tanh (2γa)
]
+ 2ka
b width of the well
At resonance (kb−ϑ = (2n+ 1) pi
2
), the transmission becomes unity, as in Eq.3.24.
T resonancedouble barrier = 1 (3.24)
Toff-resonancedouble barrier =
T (Φ)2single
T (Φ)2single + 4R (Φ)single
≈
T (Φ)2single
4
(3.25)
provided T (Φ)2single is very small compared to unity and
R (Φ)single is of the order of unity
Eq. 3.25 shows, that off-resonance the well is not so important and the entire
structure behaves as two independent barriers, apart from the factor of four. At
resonance however,the wave bounces back and forth within the well coherently
with constructive interference and the resulting amplitude can build up, such that
the transmission is greatly enhanced.
This shows, what kind of influence the well has on the total transmission. In
Fig. 3.4 the transmission through a 30 nm well against the electron energy
Φ is depicted. In steep contrast to the single barrier, see Fig.3.2, very sharp
peaks arise, where the transmission can equal unity (this happens when kb−ϑ =
(2n+ 1)pi
2
).
In Appendix B asymmetric double barriers are calculated. Additionally, the
method used to calculate multiple junctions, which was used to compare the
experiments with theory, is briefly discussed.
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3.4.3 Transmission and electrical current
In the previous section the transmission and reflection coefficients have been dealt
with. In this section their influence on the current is discussed. Consider the
current density perpendicular to the barrier for a given energy Φ. The transmitted
incident current density coming from the left in the momentum space dkl around
kl can be written as Eq. 3.26. It depends on the density of states D(kl) in
k-space, the transmission T (kz,l) from the previous section and the distribution
function fl(kz,l,kt,l). The momentum vector kl consists of (kz,l,kt,l), where z
denotes the transport direction and where kt,l is the transverse component of the
wave vector, perpendicular to the direction of kz,l.
jl = −e D(kl)︸ ︷︷ ︸
density of states
·T (kz,l)· fl(kz,l,kt,l)︸ ︷︷ ︸
distribution function
· h¯
me
kz,l · dkl
= −e −2eh¯
(2pi)3me
T (kz,l) · fl(kz,l,kt,l)kz,ldkz,l· dkt,l︸ ︷︷ ︸
transverse wave vector
(3.26)
The current density coming from the right can be written as in Eq. 3.27.
jr = −e −2eh¯
(2pi)3me
T (kz,r) · fl(kz,r,kt,r)kz,rdkz,r · dkt,r (3.27)
The net current density over the structure is the integral over all k, Eq. 3.28, using
the fact that T (kz,r) = T (kz,l) due to symmetry and kz,ldkz,l = kz,rdkz,r =
m
h¯2
dEz,
assuming parabolic energy bands.
Jtotal =
2e
(2pi)3h¯
∞∫
0
dEz
∞∫
0
ktdkt
2pi∫
0
dθT (Ez)[fl(Ez,kt)− fr(Ez,kt)] (3.28)
For the distribution function a Fermi distribution is assumed, determined by the
Fermi energy levels on each side of the barrier, as written in Eq. 3.29.
fl,r(Ez, Et) =
1
1 + e
(
Ez+Et−El,rF
kBT
) , ElF − ErF = e · V , V applied bias (3.29)
Since the Fermi function is isotropic and the integration over the transverse com-
ponent kt of the wave vector can be converted to an integral over the transverse
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Figure 3.5: Resonant tunnelling current through a double barrier (tunnelling diode)
under bias. If bias is applied in such a way, that the energy levels in and
outside of the well are aligned (and the transmission reaches a resonance),
the current peaks. If the bias is out of alignment, the current drops
dramatically, causing a negative differential resistance (NDR), [26].
energy, the total current becomes as in Eq. 3.30, sometimes referred to as Tsu-
Esaki formula, who found this behavior for resonant tunnelling diodes [25].
Jtotal =
emekBT
2pi2h¯3
∞∫
0
dEzT (Ez) ln
 1 + e
(
El
F
−Ez
kBT
)
1 + e
(
El
F
−eV−Ez
kBT
)
 (3.30)
The logarithmic term is called supply function, since it determines the weight of
available carriers at a given energy. At low temperatures this function becomes
step-like. The current will be peaked around the resonance frequency of the trans-
mission. If this is a sharp peak, T (Ez) from Eq. 3.18 can be approximated with
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a Lorentzian form (which in the asymptotic approximation is a delta function),
Eq. 3.31,
δ (Ez − Φ) = 1
pi
· lim
Γ→0
Γ
2(
Γ
2
)2
+ (Ez − Φ)2
(3.31)
and the current can be written down as Eq. 3.32, provided the temperature is
sufficiently low. The current is proportional to the transmission T (Φ)resonance.
Jtotal =
emT (Φ)resonanceΓ
4pih¯3
(EF − Φ) , (3.32)
0 < Φ < EF , Γ half width of the resonance
In Fig. 3.5 the process is schematically depicted for a symmetric double barrier
structure. At zero bias no current flows. As the bias is increased, the current
increases non-linearly. At a certain bias value the current reaches a maximum,
after which it drops again. At this bias tunnelling takes place resonantly. When
the bias is increased further, the resonance condition is no longer fulfilled, and the
current decreases. This causes a negative differential resistance, or NDR. NDR
is in fact often observed, for example in [27]. However, it is important to note,
that it is not always due to the above mentioned effect, for example in [28].
3.5 Coulomb blockade in small nanoparticles and
single electron tunnelling
In the previous section a general approach to current through one or several
nanoparticles was discussed. In this section an additional problem arising from
quantum confinement2 will be covered.
The following model is assumed. A sphere-like nanoparticle is bridging a gap
between electrical leads, which are connected to a voltage source. In order for
current to flow, it has to pass the nanoparticle. Due to the small size and the
fact, that tunnelling is required for an electron to reach the particle, the nanopar-
ticle acts like a capacitor, which is charged. This charging effect has interesting
consequences.
2Quantum confinement is generally used for semiconductor nanoparticles, however it will
be shown that the so-called Coulomb blockade is also present in metallic systems and localizes
charge.
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In section 3.5.1 some general remarks concerning capacitances, charge and elec-
trostatic potential will be made. In section 3.5.2 the requirements for a single
electron to tunnel through the capacitance will be discussed. In section 3.5.3 a
new model to describe these tunnel phenomena will be presented.
3.5.1 Macroscopic approach
In contrast to tunnelling through a barrier (of a single electron), the theory of
Coulomb blockade, as experimentally observed by [33], can be simply discussed
in terms of a macroscopic capacitance C, which the system might have. The
electrostatic potential on a capacitor is associated to the charge as in Eq. 3.33. If
charge flows onto or off this capacitance, it will change the electrostatic potential
of the capacitance.
qi =
N∑
j=1
CijVj
N=1
=⇒ q = C · V with (3.33)
N number of capacitances
qi charge on capacitance i
Cij capacitance matrix element
Vj electrostatic potential
The total energy stored in a (multi-) capacitance system is written down in Eq.
3.34.
E =
1
2
∑
i
∑
j
(Cij)
−1 qiqj
N=1
=
1
2
q2
C
(3.34)
It is important to notice, that the charge qi on capacitor Cij is not necessarily
discrete, as it is due to the rearrangement of the electron gas with respect to the
positive background of ions.
3.5.2 Requirements for single electron tunnelling
Only when considering a limited amount of electrons, the charge will become
discrete. In normal bulk-like systems this energy, Eq. 3.34, is too small to be
observed. However, as the conductor size is decreased, it will become comparable
to the thermal energy kBT . This means the total capacitance of the system must
be around 3 10−18 F at room temperature (using Eq. 3.35)
1
2
q2
C
= kBT (3.35)
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in order to see such effects. The transfer of charge (and therefore the change in
potential on the capacitance) then becomes significant compared to the thermal
voltage fluctuations in the system. It creates an energy barrier for the next
charge waiting to be transferred through the system. And it remains waiting
until this energy can be overcome by sufficient bias. For a spherical nanoparticle
the capacitance can be determined to Eq. 3.36 [32], where εr denotes the relative
dielectric constant, ε0 the dielectric constant of vacuum and r the particle radius.
Cnanoparticle = 4pi · εr · ε0 · r (3.36)
So the particle radius r can not exceed 28 nm (assuming εr to be in the order of
unity), in order to see clear single electron charging effects at room temperature
at all. In reality the particle size has to much smaller, because εr  1 in real
systems. Also, the charging energy will have to exceed the thermal energy several
times to see clear effects.
There is another condition, which has to be fulfilled to observe single electron
phenomena. It seems quite contradictory, that any transport involving quan-
tum mechanical particles, as an electron, can be described by only macroscopic
variables, such as the capacitance and the temperature. It is only possible, if
a second condition is met, and that is that the charge is well localized. Using
the energy-time uncertainty relationship in Eq. 3.37, this requirement can be
quantified.
∆E ·∆t > h
2
(3.37)
As ∆E=1
2
e2
Ctot
, and the time needed for charge transfer to take place ∆t ≈ RT ·Ctot,
where Ctot is the total capacitance of the system, this leads to Eq. 3.38.
1
2
e2
Ctot
·RT · Ctot > h
2
⇔ RT > h
e2
= 25.813 kΩ (3.38)
It means, that the (tunnelling) resistance Rt must be sufficiently large, otherwise
it would not be a tunnelling system3.
3The macroscopic analogy being that of a short-circuited capacitance. The charge is no
longer localized (on the capacitor) and can flow uninhibited.
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3.5.3 Current in single electron tunnelling devices
Instead of following a more thorough discussion involving the theory of [36]4, a
new, quasi-classical, empirical approach was developed during this thesis. Our
theory can describe single electron tunnelling at elevated temperatures to some
extent (the temperature will wash out any measurable effects for more electrons,
see for example [34], [35]). The theory will be derived below. It involves several
steps: separating the positive from the negative current, formulating an equation,
then solving it for the positive and negative current and finally adding both
solutions together to obtain the total current.
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Figure 3.6: Positive current versus bias U, for a structure with C=7 10−18 F, R=250
kΩ and RT=200 kΩ at room temperature, as calculated with Eq. 3.45.
For large U an Ohmic behavior is observed. For negative U a positive
current is present due to tunnelling.
First, as mentioned above, the tunnelling current from the left to the right, I+,
and from the right to the left, I−, are separated. Then a bias equation is formed
as in Eq. 3.39. In this equation the sources, which drive the current, are presented
on the left, whereas the sources, which inhibit the current, are positioned on the
4A description can be found in [29] or in [31].
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right.
Usource + Uthermal = UOhm + Ucapacitance (3.39)
Usource
Usource is simply the bias provided by the voltage source. It provides the elec-
trical force to ”suck” an electron away, after it has been transferred over the
nanoparticle.
Uthermal
Uthermal is an additional, statistical source for an electron to gain sufficient
energy to travel over the nanoparticle and through the entire circuit. Principally,
the current, it induces, has either (±) sign, as it is irrelevant due to the stochastic
nature of thermal energy, whether an electron travels from left to right or right
to left. Let ’s assume a finite bias to be present. Any electron going the ”wrong
way” will need to tunnel through an additional barrier. So, using this model,
Uthermal will be important only, if it has the same sign as Usource. Uthermal
is described by Eq. 3.40.
Uthermal =
kBT
e
=
kBT
e
· RT · C
RT · C , with RT · C = ∆t
= kBT · 1
RT · C ·
∆t
e︸︷︷︸
tunnelling current
≈ kBT
RT · C ·
1
I
(3.40)
As the total current is limited by the tunnelling current e
∆t
, the tunnelling current
equals the entire current through the circuit.
UOhm
UOhm describes the Ohmic dissipation of energy through a classical resistor R,
written in Eq. 3.41.
UOhm = R · I (3.41)
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Ucapacitance
Finally, Ucapacitance is the bias required for one electron to travel onto the
nanoparticle island.
Ucapacitance =
{
1
2
e
C−1
2
e
C
}
I > 0
I < 0
(3.42)
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Figure 3.7: Current versus bias U, for a structure with a C=7 10−18 F, R=250 kΩ
and RT=200 kΩ for three different temperatures, as calculated with Eq.
3.46 . For large U an Ohmic behavior is observed. For low temperatures
and small bias a gap can be observed, in which almost no current can flow
due to the Coulomb blockade, the so-called Coulomb gap. Even at 300 K
the behavior is non-linear, though only weakly.
Substituting Eq. 3.40, Eq. 3.41 and Eq. 3.42 in Eq. 3.39 leads to Eq. 3.43 for
the positive current and Eq. 3.44 for the negative current.
Usource +
kBT
RT · C ·
1
I+
= R · I+ + 1
2
e
C
(3.43)
⇔
Usource · I+ + kBT
RT · C = R ·
(
I+
)2
+
1
2
e
C
· I+
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Usource +
kBT
RT · C ·
1
I−
= R · I− − 1
2
e
C
(3.44)
⇔
Usource · I− + kBT
RT · C = R ·
(
I−
)2 − 1
2
e
C
· I−
These equations can be solved analytically for the current I+ and I−, see Eq.
3.45.
I+ =
1
2
U
R
− 1
4
e
CR
+
1
2
1
R
√(
U − 1
2
e
C
)2
+ 4 · kBT
RT · C ·R, (3.45)
I− =
1
2
U
R
+
1
4
e
CR
− 1
2
1
R
√(
U +
1
2
e
C
)2
+ 4 · kBT
RT · C ·R
In Fig.3.6 the positive current I+ is plotted. It can be seen, that the current is
always positive indeed, as was assumed. At negative bias still a percentage of the
electrons manages to travel in the opposite direction. This is due to tunnelling.
However, when the negative current is taken into the picture as well, and Itot is
formed, Eq. 3.46, this behavior disappears.
Itot =
U
R
+
1
2
1
R
√(
U − 1
2
e
C
)2
+ 4 · kBT
RT · C ·R
−1
2
1
R
√(
U +
1
2
e
C
)2
+ 4 · kBT
RT · C ·R (3.46)
In Fig. 3.7 the current for such a system is shown. As the temperature is
decreased, the effect of the Coulomb blockade becomes visible. This is also some-
times referred to as the Coulomb gap.
At low temperatures the current possesses a clearly non-linear behavior. Even at
300 K, the current is still weakly non-linear.
It should be noticed, that the relationship Eq. 3.46 is only valid, as long as only
a single electron participates in the current, i.e. at low bias. In real structures
at room temperature, for example [37] (but also in a more thorough theoretical
treatment by [36]) multiple steps are observed, as the bias is increased.
Chapter 4
Experimental Results
In this chapter the experimental results, which were obtained during the cause of
this thesis, are being presented. The materials used in this work and their prop-
erties, are a cross section of commonly investigated material groups today. The
first group consists out of yttrium and gadolinium, which represent the metals.
The influence of small hydrogen concentrations is the focus of the investigation.
The second group consists out of the semiconducting indium oxide, tin oxide and
tin doped indium oxide, commonly referred to as ITO. The influence of oxygen on
them is investigated amongst others. The last group consists out of Ni. Only the
controlled oxidation is investigated, as this might have interesting applications.
All of these groups were investigated on their optical and electrical properties.
4.1 Hydrogenation of metal nanoparticles
According to [40], hydrogenate means to cause to combine with hydrogen, or to
charge with hydrogen. Many elements and solid compounds possess this feature
and many phenomena involve hydrogenation [38], [39]. One can distinguish be-
tween covalent (for example BH3, CH4) ionic (e.g. LiH, KH, MgH2) and metallic
bounds (e.g. ScH<2, YH<3, NiH<1). This work only focuses on metallic bounds.
In metallic hydrides, hydrogen can be build into the crystal lattice on tetrahedral
or on octahedral interstitial sites of a face centered cubic structure or a hexago-
nal structure. As there are 2n tetrahedral and n octahedral in both close packed
structures (n being the total number of unit cells involved), either MH (octa-
hedral sites), MH2 (tetrahedral sites), or MH3 (both tetrahedral and octahedral
sites) can be formed. The fcc structure and therefore the tetrahedral sites are
generally being favoured, although the ideal stoichiometry is usually not realised.
It can be sub-stoichiometric, as is the case in for example TiH1.0−2.0, but also
over-stoichiometric, as in YH>2 (in which case some octahedral sites are occupied
additionally). In Fig. 4.1 the hydrogen pressure dependent absorption is shown.
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At first hydrogen is dissolved in the liquid or solid metallic phase (temperatures
Figure 4.1: Isotherm of the hydrogen pressure dependent formation of metal hydrides
MH<2 (T3 > T2 > T1) (taken from [41]).
T1 and T2). This is the solution phase or α-phase. The dissolved hydrogen
amount increases, until the maximum amount is dissolved (point a for T1 and
point b for T2). The subsequent hydrogen absorption takes place within a more
or less constant pressure range (a→a’, b→b’), in which the di-hydride phase is
formed. This is the mixed phase, a region were 2 phases with different hydrogen
concentrations co-exist. Only after reaching point a’ and point b’ is additional
hydrogen adsorbed with increasing pressure (hydride phase or β-phase). The
tri-hydride phase1 follows a similar picture. Above T3 only the hydride phase
exists. So in order to speed up the hydrogenation process the temperature can be
increased. However, this leads to an, often unwanted, increase of the hydrogen
pressure. In practise, lower temperatures and lower pressures are therefore being
used for a longer period of time.
4.1.1 Properties of yttrium nanoparticles
Probably responsible for the growing interest of physics and material science
in yttrium, and its derivative YH2 and YH3, are new discoveries in literature
concerning this material [51]. The fact, that metals absorb hydrogen, has been
1Also referred to as γ-phase in literature.
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known for quite some time (pg 1606, [41]). However, it was found, that this
absorption is accompanied by changes in the electronic configuration and in the
structure, which makes this system particulary interesting. In order to understand
these changes, it is necessary to understand yttrium itself first.
Yttrium is a soft, silvery-white metal with a melting point of 1796 K and a
boiling point of 3610 K. Its lattice structure is hexagonal below 1733 K (above
a change to the fcc structure takes place) with a lattice constant of a = 0.36747
nm and c = 0.573 nm [52]. It is a light metal with a density of 4.472 g cm−3
[46]. In the periodic system yttrium belongs to the scandium group (IIIb). Thus
the electronic configuration is [Kr] 5s2 4d1. The energy level of the d-electron
is approximately the same as the s-level, which explains, why yttrium is only
known to have a valence of 3. The electrical resistivity ρ is 59.6 10−8 Ω m at
room temperature (compared to Ag: ρ=1.587 10−8 Ω m).
Earlier work in our group has shown, that it was possible to create yttrium
nanoparticles of various size with LUCAS and to measure optical data, [47], [48],
[50].
The present thesis is in that respect an extension of those earlier publications,
during which both in-situ and ex-situ optical measurements were made [49]. In
Fig 4.2 the extinction of yttrium nanoparticles on silica with a mass thickness of
2.3 nm is plotted. The features in this plot and the discrepancies between mea-
surement and calculation, which are mainly due to size-distribution, aggregation
and oxide particles, have been explained in earlier work in our group, [47] and
[48]. The origin of the peaks can be explained with the Mie theory, section 3.1.
In order to further enhance the yttrium peaks boron-nitride (BN) was chosen as
an embedding medium, which was not done previously. A thin film was evapo-
rated on top of the nanoparticles using an electron-beam evaporator. Although
BN has a relative low refractive index, the advantage against other, higher re-
fractive media (such as TiOx) is, that it does not contain any oxygen, which
might react with yttrium (see also section 4.1.10). The embedding resulted in
a more pronounced peak with a smaller FWHM (Full Width Half Maximum),
Fig. 4.2 left graph. It also clearly showed the presence of the second peak at
1.6 eV, which is strongly damped and therefore only visible as a shoulder (see
arrow in Fig. 4.2). In comparison a Mie calculation with a single particle size was
performed. As the BN film was very thin, a couple of nanometers, an effective
embedding medium was assumed with n=1.1 and κ=0.05 to simulate a thin film
on silica quartz glass. It reproduces both peak positions rather well, but not the
FWHM. Inclusion of aggregates and oxidation into the calculation, as shown in
[47], will reduce these differences.
Additionally ex-situ measurements were performed, also plotted in Fig. 4.2
(right). Oxidation has probably set in and the peak at 3.12 eV has disappeared,
instead only a shoulder is visible. Because of the thin BN (island-)film oxidation
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Figure 4.2: left: Extinction of yttrium on silica, embedded in BN, and a calculation,
assuming n=1.1 and κ =0.05 to fit the peak positions. By embedding
the peak becomes more pronounced and the FWHM is reduced. right:
Same sample measured with a λ-19 spectrometer. An additional peak is
visible. Oxidation has already set in, which explains the shoulder instead
of a peak and the steep increase at 3 eV.
is likely to be responsible for the disappearance. However, it does still show an
additional peak at 1.24 eV. From the bulk dielectric function the peak is expected
as well, however at 0.9 eV. This peak finds its origin in interband transitions, [56]
and [57]. The strong observed shift might imply the interband for yttrium clusters
is modified in comparison to bulk material.
In conclusion, it was shown, that the optical properties for yttrium nanoparticles,
which were measured during the cause of this thesis, are in agreement to earlier
work [47] and [48]. Additionally, yttrium was embedded in BN. This revealed
the presence of a second peak, previously only predicted by Mie calculations.
Discrepancies between measurements and calculations are presumably due to ag-
gregation of yttrium nanoparticles and subsequent oxidation, as the thin BN film
was not enough to protect the samples.
4.1.2 Hydrogenated metallic yttrium nanoparticles
Yttrium-di-hydride can be formed by introducing atomic hydrogen to pure yt-
trium, see Eq. 4.1. At room temperature, this exothermic reaction is non-
reversible because of the large heat of formation ∆Hf (in thin films this reaction
can be made reversible by heating the sample to 1000 K [61], percolated nanopar-
ticle films however would most likely coalesce and lose their cluster properties).
Y + (2± δ)H ⇀↽
∆Hf ' −140 kJ mol−1
Y H2±δ (4.1)
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δ < 0.2
In itself, this chemical reaction is not extremely interesting from a physical point
of view, if it were not for the fact, that some fundamental physical properties
change. To start with, the structure changes from a hcp lattice to a fcc lattice in
bulk and in thin films. The lattice parameter changes to a = 0.52077, [52]. Addi-
tionally to this structural phase change, an electronic phase change is observed.
It results in a reduced resistivity amongst others, ρ ' 20 10−8 Ωm [58]- 90 10−8
Ωm [62]. This is rather surprising, as one might expect a reduced carrier density
due to the binding of hydrogen. Indeed, the carrier density is reduced, however,
the electron-phonon interaction is reduced as well, which yields a decrease of the
resistivity. Further indication for a change in the electronic structure is revealed
by looking at the optical extinction, presented in Fig. 4.3. Instead of one peak in
this interval, two peaks and a shoulder arise in the spectrum between 1 eV and
6 eV [63]. The high energy peak can be reproduced by Mie-calculations (apply-
ing optical material constants for a variable hydrogen amount), however, the low
energy peak is not correctly depicted quantitatively, nor the exact peak-to-peak
ratio . This discrepancy in the ratio might be due to the fact, that the exact hy-
drogen concentration is different from the one in the simulation. The difference
in peak position can not be explained by this, as the peak shifts from 1.38 eV for
YH1.73 to 1.27 eV (YH1.81) and back to 1.31 eV (YH2.20) in the Mie-calculation.
The experiment (performed ex-situ) shows the peak to be at 1.18 eV (in situ, the
exact peak position can not be revealed completely due to the wavelength limit
of the spectrometer).
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Figure 4.3: Extinction of yttrium-di-hydride on silica, embedded in BN, (left) and
calculations with a dielectric function of BN obtained from [60] (right ).
The peak at 3 eV can be approximated by the calculations, however, the
low-energy peak can not be reproduced, nor the exact peak-to-peak ratio.
In order to obtain the di-hydride phase at lower pressures (well below 1 bar)
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elemental hydrogen is needed. It can be achieved either by using a catalyst,
such as platinum or palladium (Pd was used in this thesis because of its higher
catalytic efficiency), or by splitting hydrogen molecules by physical means, such
as thermal heating or in a plasma. In Fig. 4.4 the optical extinction spectra
applying both methods (Pd induced and laser plasma induced) are presented.
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Figure 4.4: left: Optical extinction of yttrium di-hydride, obtained by plasma-induced
elemental hydrogen and Pd induced elemental hydrogen. right: Mie cal-
culations showing the peak-to-peak-ratio is clearly hydrogen dependent.
The most striking disagreement is the peak-to-peak-ratio, which is quite different
in both samples. This can be related to different amounts of absorbed hydrogen,
as calculations using dielectric functions with different hydrogen amounts in Fig.
4.4 show. At lower hydrogen concentrations, the first peak, at 1 eV, is higher
than the one at 3 eV. As the hydrogen amount increases, the peak-to-peak ratio
is fully reversed. The 3 eV peak is now higher than the 1 eV peak. This would
indicate, the hydrogen amount in the plasma-induced hydride is lower, than the
amount of the Pd-induced hydride.
If it is assumed, that hydrogen can only be desorbed and not re-absorbed with-
out Pd in the case of the plasma-induced hydride, which results in a minimum
hydrogen amount, it can be understood.
Only in the plasma inside the ablation chamber does elemental hydrogen exist.
In the measurement chamber this concentration will be almost negligible. Fur-
thermore, the elemental hydrogen inside the nanoparticles will be in some sort of
equilibrium with the elemental hydrogen amount outside the particles. Without
the Pd catalyst the elemental hydrogen amount of the environment is negligible
as well. As there is no hydrogen source (either plasma or Pd induced), the ele-
mental hydrogen concentration can only be the lowest concentration allowed for
yttrium di-hydride. Any concentration above this equilibrium will be desorbed.
In the case of the Pd-induced hydrogen however, there is always elemental hy-
drogen present, as the partial hydrogen background pressure can not be reduced
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to zero (after the first hydrogenation to obtain the hydride phase). It is known
from calculations and extrapolation of experimental results, that the di-hydride
phase starts forming at pressures as low as 10−31 mbar hydrogen [64], so even
minimal elemental hydrogen concentrations will induce adsorption. Using the
same argument as above, i.e. the elemental hydrogen amount inside is in some
sort of equilibrium with the environment and the amount outside is not zero, the
concentration in this case must be higher, than in the plasma-induced case.
The feasibility of producing a hydride state without a catalyst has a very impor-
tant implication. The hydride nanoparticles are most likely formed from yttrium
hydride molecules (be it di-hydride or tri-hydride), as the only time and place
of the hydrogenation reaction can take place within the plasma or the plasma
edge, where both participants are present in the form of ions (outside the plasma
the hydrogen will recombine to form molecular hydrogen, which can not induce a
phase change at those pressures). This means the hydrogen is chemically bound
to the metal and an oxidation state of -1 must be assumed.
4.1.3 Further hydrogenation to dielectric yttrium nanopar-
ticles
When further hydrogenating yttrium hydride, the material changes its electronic
and structural phase once more, following the reaction in Eq. 4.2.
Y H2±δ + (1− ε)H ⇀↽
∆Hf'−40 kJ mol−1
Y H3−ε (4.2)
δ, ε < 1
In contrast to Eq. 4.1 this reaction is reversible at room temperature. By varying
the amount of hydrogen in the surrounding atmosphere the material can change
between the di-hydride state and the tri-hydride state. Along with this change
the lattice changes back to a hcp lattice with lattice parameters a=0.6358 nm
and c=0.0662 nm [52] (in thin films). Furthermore, a metal-insulator-transition
takes place. Metallic yttrium di-hydride changes into semiconducting or dielectric
tri-hydride [53]. This change is continuous and YH2±δ and YH3−ε should be
considered the limits between which this change can take place. Whenever the
di-hydride state is referred to, the metallic state is meant, whereas whenever the
tri-hydride state is referred to, the semiconducting or insulating state is meant,
without specifically writing down the exact stoichiometry of the sample (which
is unknown and can vary).
Optically this change can easily be detected, as the sample becomes more trans-
parent. Electrically the resistivity increases to ρ = 30 10−5 Ωm (with YH2.86
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Figure 4.5: left: Extinction of yttrium hydrides in dependence of the partial H2 pres-
sure. The arrow indicates the position of the respective peaks. right:
Determination of the direct band gap of yttrium tri-hydride (at 3.1 eV).
[58]). This reversible electronic phase change is of special interest. On the one
hand it could be used for technical applications, such as gas sensors or switchable
mirrors or windows. On the other hand however, as the electronic phase transi-
tion is reversible and continuous [78], it can give a rare insight in Mott-Hubbard
systems and in the critical behaviour in the strong electron interactions limit [55].
Changes in the electronic structure can also be found in the optical data. As
metallic nanoparticles behave fundamentally different from semiconducting and
dielectric ones, extinction measurements are ideally suited to distinguish between
the two phases. The metallic phase exhibits two distinct features or peaks, as
shown in Fig. 4.2 or Fig. 4.4. In Fig. 4.5 the extinction is plotted for several
partial hydrogen pressures. It starts with the di-hydride phase. As the pressure
is slowly increased, gradually both metallic hydride peaks become weaker (the
high energy peak is almost dissolved in the slope of a larger absorption feature
monotonously increasing towards the UV and only visible as a shoulder) whilst
also shifting to lower photon energies (this is most likely due to the change of
the slope of the monotonous absorption). At almost 10 mbar hydrogen pressure,
no peak is visible anymore. The sample has become semiconducting with a band
CHAPTER 4. EXPERIMENTAL RESULTS 56
gap of 3.1 ± 0.1 eV in accordance with theory [72] and experiments from thin
films [82]. Furthermore, Fig. 4.5 also shows a rather broad feature below the
band gap (between 1.6 eV and 3 eV), in which absorption is already taking place.
It is not uncommon for semiconductors to have such a tail. Its origin in this case
lies probably in the high amount of dopant states within the tri-hydride phase
(hydrogen filled and empty sites act as dopants in this case), as is predicted by
the electron-correlation model [71].
4.1.4 Discussion of the optical results
In section 4.1.2 it was found, that the hydrogen atom takes on an extra electron
from the yttrium and becomes negatively charged. The stability of such a neg-
atively charged hydrogen atom has been calculated in literature [65]. Because
of the similarity in the optical spectra of the plasma induced and Pd-induced
hydride samples, it is fair to assume, the same is happening in the latter. In-
deed, [66] and [67] also find the hydrogen is chemically bound and has a negative
charge in solid samples of yttrium hydride, and [68] predict this as well from their
experiments.
In literature two theoretical models are being discussed for the metal-insulator
transition2. One model assumes a strong electron correlation in order to explain
the hydrogenation mechanism [70], [71], [72], which basically assumes a Kondo-
insulator with a large band gap for YH3 with each hydrogen atom binding 2
electrons in a singlet state. The hydrogen thus obtains a negative charge. It
is quite accurate in predicting the band gap of yttrium tri-hydride. The other
assumes distortions of the hydrogen sub-lattice (Peierls distortion), which lowers
the symmetry of the entire lattice [73], [74] (which do not correctly predict the
band gap of yttrium tri-hydride), and enhanced by [75], [76], [77] (which calculate
a more correct value for the band gap by including Coulomb interactions between
the electrons to take place). In the latter model, the band gap occurs from these
distortions, however the hydrogen is not forbidden to also become negative (in
accordance with experiments) by taking on an additional electron from the metal
lattice.
As we find hydrogen is chemically bound to yttrium (probably already on a molec-
ular yttrium hydride scale), implying an overlap in the electron wave functions,
the first model is the more likely candidate to explain the experiments correctly.
2A nice and short summary of both models is given in [69], a more thorough discussion can
be found in [47]
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4.1.5 Electrical measurements on the reversible electronic
phase transition of yttrium
In the previous chapters the electronic phase transitions according to Eq. 4.1 and
Eq. 4.5 were described. The results shown (optical data) are by far and large
in accordance with earlier results on nanoparticles [47], [48] and also agree with
[51] for thin films. This section will deal with the reversible electrical properties
of yttrium hydride nanoparticles systems, which until now has not been known.
For thin films similar measurements were performed by [51]. They found an
astonishing increase in the resistivity of almost a factor 200 after subtracting the
influence of the covering Pd film, which is responsible for the catalytic conversion
of molecular hydrogen in atomic hydrogen.
The samples in this thesis were deposited on two different kinds of substrates.
• Pd coated quartz substrate with gold contacts.
This allows simultaneous optical and electrical measurements through a
percolated nanoparticle film. Drawback is, that to obtain a good electrical
signal the sample must be thick enough, whereas for a good optical signal
the sample must remain thin (this will also simplify comparison with Mie
calculations). To satisfy both conditions to some extent the measurements
were done just above the percolation threshold.
• nanostructured chip with Pd contacts.
Single nanoparticles or chains containing only a few nanoparticles can be
investigated. Drawback is, that no simultaneous optical measurements can
be done. Thus the electronic phase can only be determined after a reversible
hydrogenation cycle has been completed, as an increase or decrease in the
electrical signal is not necessarily due to hydrogenation, only a reversible
change in dependence of the hydrogen pressure is.
Deposition on silicon oxide
Previous to depositioning the nanoparticles, a thin (few nanometers or less) Pd
film was deposited between the gold contacts on the substrate (see chapter 2).
This film showed a finite electrical resistance and was therefore cut using a ra-
zor blade, see Fig. 4.6. It ensures any electrical signal is mainly due to those
nanoparticles, which are responsible for closing the gap. However, the Pd below
the other nanoparticles still plays an important role.
It is difficult to distinguish between the metallic and the dielectric phase by elec-
trical means. There are no peaks, only an increase or decrease in the resistivity.
As there might be many reasons for this, optical measurements were taken simul-
taneously or shortly before or after the electrical measurements to determine the
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electronic state. In Fig. 4.7 the optical signal during the hydrogenation of the
sample is plotted. It can be seen, that the electronic phase transition has taken
place at approximately 10 mbar.
Electrical data on hydrogenated yttrium nanoparticle films was gathered in-situ.
Yttrium nanoparticles were deposited on the substrate, after the Pd film was
cut. Optical and electrical measurements were performed, in which the partial
hydrogen pressure is a parameter. This pressure is kept constant during one
measurement, which involves measuring the resistance for a certain amount of
time and obtaining an optical spectrum afterwards. In Fig. 4.8 and 4.9 the
uncorrected resistance data of two samples are presented. The hydrogen pressure
is denoted as a parameter. The time it takes to change the pressure is negligible
(in the order of 10 s) compared to the measurement time at this new pressure (in
the order of 103 s). They show, that neither the initial nanoparticle film thickness,
nor the Pd amount is a relevant parameter for the reaction on-set. This can be
deducted, because the resistance of both samples starts to increase at ∼ 10−5
mbar partial hydrogen pressure, which seems a typical value for these types of
nanoparticles. It is a slight discrepancy with optical measurements, which do
not show any significant changes up to 10−3 mbar. The electrical sensitivity in
Fig. 4.8 and Fig. 4.9 indicates this system could be used as an ”early warning”
hydrogen gas sensor (for example in fuel tanks of hydrogen driven cars).
It might seem strange, that the optical measurements indicate the phase transi-
tion is complete, whereas the electrical measurements still show further increase
in that pressure range. But the explanation is simple. The electrical set-up is
more sensitive to changes. This is shown by the earlier threshold at ∼ 10−5 mbar.
The optical signal is the sum over all particles. If a small number of these particles
remain in the di-hydride phase, they will only have a small (non-detectable) con-
tribution to the extinction. If these particles are part of the conduction pathway
however, or even form a new one, the resistivity is largely determined by them, as
most current will flow through these particles. The optical signal changes mainly
depend on the amount of already switched3 particles, while the electrical current
is determined by the remaining non-switched ones. The first must therefore be
considered a majority effect (many changed particles make a difference), whereas
3i.e. have undergone the phase transition
Figure 4.6: Simplified picture of the sample cross section. As the Pd island film was
showing finite conductivity, it was cut using a razor blade. The thus
created gap was filled with yttrium particles during particle deposition.
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Figure 4.7: Optical extinction of the sample during hydrogenation as a function of the
wavelength and the partial hydrogen pressure. The pressure was kept con-
stant during each spectrum. The measurements were performed almost
simultaneously to the electrical measurements in Fig. 4.8.
the latter is a minority effect.
In comparison with thin films, the ratio between the resistivity of the di-hydride
phase and the tri-hydride phase is smaller and only amounts to 1.5 to 2. However,
both graphs, Fig. 4.8 and Fig. 4.9, are not saturated at all at 10 mbar and can still
increase. It would indicate, the phase transition has not completely finished yet
either, thus leaving room for further increase of the resistance ratio. This is the
interesting part from a physical point of view, as the metal-insulator transition is
just taking place and further investigations will reveal exciting new features (see
below).
There is a second, more trivial reason, why the ratio is smaller. The effect of
the thin (3.0 nm island film), underlying Pd film has not been corrected for.
Although this film was cut in the middle, resulting in an infinite resistance value,
it will still contribute to the overall resistance. It has however not been possible
to simply subtract this effect, because of the island nature of the Pd-film and
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Figure 4.8: Resistance of a hydrogenated, 30 nm yttrium nanoparticle film on a 3.0
nm Pd island film. The hydrogen pressure at each step is denoted as
a parameter, which was kept constant. The time between two pressure
changes is negligible compared to the measurement time at the new pres-
sure. The in-sets are enlarged to show the features at very low hydrogen
pressures. An increase can be noted at pressures as low as 2 · 10−5 mbar.
Optical measurements were performed as well, shown in Fig. 4.7.
of the yttrium nanoparticles, as is depicted in Fig. 4.10. Removing any of the
particles will cause a breakdown in the electrical current. Because of this a simple
1
film thickness is not applicable.
Whether a ”device” is going to be feasible depends, amongst others, on the time
it takes to switch. The time evolution of hydrogenation and evacuation (de-
hydrogenation) were therefore investigated, which is shown in Fig. 4.11. The
hydrogen pressure was rapidly increased to 10 mbar during which the electrical
change of the sample was monitored. The time scale of the increase (600 s) is
negligible compared to the entire time for the measurement (6 · 104 s).
To gather data on the above mentioned time evolution, the following model was
applied. An exponential saturation, involving 1−{e−t·x1+e−t·x2+ ...e−t·xi} terms
for the hydrogenation and {e−t·x1 + e−t·x2 + ...e−t·xi} terms for the evacuation
(where xi has the dimension [time
−1]), is capable of mathematically describing
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Figure 4.9: Resistance of a 8.7 nm yttrium nanoparticle film on a 1 nm Pd film.
The hydrogen pressure is plotted as a parameter. The increase starts
at roughly the same pressure as in Fig. 4.8. This sample and the one
depicted in Fig. 4.8 are identical, but for the reduced number of particles
(which explains the noise) and the reduced amount of Pd catalyst.
the experiment to some extent4. It assumes, that any change in resistance of
the sample (which is closely related to the change in the number of switched
particles) depends on the number of switched particles.
In order to do this a background resistance has to be assumed as well, which does
not change during the hydrogenation. It might be caused by from the palladium
underneath the yttrium sample, which at these pressures will not show noticeable
hydrogen effects. Also the possible presence of oxide shells around the particles
is included in this background. For the total resistance in case of hydrogenation
it yields:
Rhyd = Rb + (Rend −Rb)(1− e− tτ ) (4.3)
Rhyd total resistance during hydrogenation
Rb initial resistance not affected by hydrogenation
Rend highest value obtained during hydrogenation
τ time constant(s)
4The H2 pressure has to be kept constant inside the measurement chamber.
CHAPTER 4. EXPERIMENTAL RESULTS 62
Figure 4.10: Simplified picture of charge transport depicted by the black arrows in a
percolated yttrium nanoparticle film /palladium island film setup. The
influence of Pd can not be omitted or even neglected. It should be
pointed out however, that only changes of the resistance are evaluated,
which are assumed not to be influenced by Pd at the used pressure
ranges, see section 4.1.12.
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Figure 4.11: Time evolution of hydrogenation and evacuation of a sample deposited
on a quartz substrate with a 3 nm thick Pd catalyst.
which leads to
− t
τ
= ln
[
1−
(
Rhyd −Rb
Rend −Rb
)]
(4.4)
This is depicted in Fig. 4.12. It shows, that such time constants can indeed be
assumed, as several regions exist, where the decrease is linear with time. These
time constants, which were obtained using linear regression, are presented in
Table 4.1. For the most part, this behaviour (i.e. exponential saturation) is a
good representation of the underlying physics.
In case of de-hydrogenation or evacuation, Eq. 4.5 should apply:
Revac = Rend + (Rb −Rend)e− tτ (4.5)
Revac total resistance during evacuation
Rb initial resistance
Rend lowest value obtained during de-hydrogenation
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τhydro[s] ∆τhydro[s] τevac[s] ∆τevac[s] time interval [1000 s]
τ1 4.3 10
3 39 τ4 1.4 10
3 26 0-5
τ2 19 10
3 14 τ5 23 10
3 22 10-40
τ3 1.6 10
3 105 τ6 2.5 10
3 59 55-80
Table 4.1: Time constants τi and their error ∆τi during hydrogenation (left) and
evacuation (right) obtained from linear regression of the linear regions in
Fig. 4.12. They can be used to describe the process rather well. The time
interval shows, for which times the time constants τi apply.
which can be written as
− t
τ
= ln
(
Revac −Re
Rb −Rend
)
(4.6)
This is shown in Fig. 4.12. The model can clearly be applied in all regions. The
time constants are also presented in Table 4.1.
Surprisingly, for both hydrogenation and de-hydrogenation three regimes can be
identified. The constants in the beginning, τ1 and τ4 , and the end, τ3 and τ6,
are all of the same order and one order of magnitude faster, than the one in the
middle, τ2 and τ5. This can be explained. As the molecular hydrogen pressure
in the chamber is decreased and the atomic hydrogen content in the sample is
reduced, the sample will undergo the phase change. The resistance reflects the
pressure, as each pressure value can be attributed to a resistance value. The
time passed reflects the increasing or decreasing hydrogen content. Therefore it
should not be unexpected, that Fig. 4.12 resembles Fig. 4.1 in general, which
has experimentally been confirmed for thin films [79]. So τ2 and τ5 denote the
mixed phase region, whereas τ1, τ6, τ3 and τ4 denote the β- and the γ- phase. The
fact that the time constants for hydrogenation and evacuation are of the same
order of magnitude reflects the fact, that the reaction, although being slightly
exothermic, is reversible at room temperature (see section 4.1.7).
Deposition on nanoscaled contacts of a chip
To obtain knowledge on the behaviour of single yttrium particles during hydro-
genation and de-hydrogenation (and thus more precise information on the metal-
insulator transition in this particle), the large-area approach described above is
not useful, as at least some 200 000 particles are forming one conduction pathway.
A new method was devised, which included the use of nano-scaled palladium con-
tacts on silicon oxide, which is presented in section 2.1.3. The main advantage
is the reduction of the number of particles partaking in the measured current.
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Figure 4.12: left: Time evolution of hydrogenation of yttrium hydride nanoparticles
on quartz substrate. Clearly, different regimes can be identified. right:
Time evolution during evacuation of these particles. Both processes have
several, different time constants.
This will increase the change in resistance, because less material will cause a
short-circuit of the sample, instead of being hydrogenated.
Two separate experiments are shown. First a chip, which was deposited with 0.5
cluster monolayers, is presented. The particle density on this chip is comparable
to the particle density in the previous section. The major difference is, that the
chain length, required to bridge the gap between the gold leads, is substantially
decreased, from a few mm to 100 nm. Then the number of particles is reduced
further to 0.05 cluster monolayers (which is the minimum amount to produce
a constant and stable resistance). This greatly reduces the number of parallel
chains. It will allow to see the effect of hydrogenation on a few yttrium particles.
In Fig. 4.13 the results of a thicker deposited sample (about 0.5 cluster monolayer
thick) are presented. The resistance increases rapidly, when a hydrogen pressure
of 10 mbar is introduced in the vacuum chamber. After the initial jump it remains
at a fixed value. When the chamber is evacuated, a similar picture arises, albeit
not so strong as the increase. However, this is probably due to the experimental
set-up, as an increase of the pressure can be achieved within a couple of seconds,
whereas a decrease of the pressure inevitably takes longer.
The time scale on which the whole process takes place is very much reduced
compared to Fig. 4.11. This is also reflected in the time constants (which have
been deducted using linear regression in the same way as in the previous section)
obtained from Fig. 4.14 using Eq. 4.4 and Eq. 4.6. In Table 4.2 those are
presented. It should be noted however, that the time it takes to vary the pressure
is in the same order of magnitude, as the measurement time. This can therefore
no longer be neglected and the values in Table 4.2 can only be used to give a
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Figure 4.13: Hydrogenation and evacuation cycle of a yttrium nanoparticle film (0.5
cluster monolayer thick) on a chip with Pd contacts. The arrow indicates
the presence of a peak, which is real and is caused by increased impu-
rity scattering during hydrogen intake and decreased electron-phonon
interaction, when sufficient hydrogen is absorbed [59].
general idea about the time scale involved.
In contrast to Fig. 4.8, where a faster process is interrupted, denoted by τ
hydro
1 ,
τ
hydro
3 , τ
evac
4 and τ
evac
6 in Table 4.1 by one, which is one order of magnitude
slower (and therefore dominates the entire time scale) τ
hydro
2 and τ
evac
5 , all
constants are similar in value for the chip geometry. The entire process on the
chip is a lot faster, by about three orders of magnitude, compared to nanoparticles
on the quartz substrate. The resistance value seems to ”jump” from one value to
the next, staying constant for a only a couple of seconds. It indicates, that fewer
particles take less time to go from a metallic state to an insulating one and back.
This becomes even more pronounced, if the particle number is reduced further,
from less than thirty thousand chains (0.5 cluster monolayer) in Fig. 4.13 to only
a couple of hundred chains (0.05 cluster monolayers thick)5. In Fig. 4.15 and
5after considering the filling factor, obtained from TEM images, the minimal strain length
and the positioning of the strain between the contacts at the right angle an upper limit of about
900 chains is left. The actual number is presumably much lower.
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Figure 4.14: Closer view of hydrogenation (left) and evacuation (right) of a yttrium
nanoparticle film (0.5 cluster monolayer) on a chip with Pd contacts.
τ [s] ∆τ [s]
τ
hydrogenation
1 17 1
τevacuation1 17 0.2
τevacuation2 38 0.2
τevacuation3 8 0.9
Table 4.2: Time constants τi with error ∆τi during hydrogenation and evacuation
gathered from linear regression, which are three orders of magnitude
smaller, than in Table 4.1. The constants do not vary much from each
other, in contrast to the ones in Table 4.1, in which τ1, τ3, τ4 and τ6 clearly
are different from τ2 and τ5 by one order of magnitude.
Fig. 4.16 two hydrogenation-evacuation cycles are presented.
First, in the unloaded case (Fig. 4.15, at 10−4 mbar), the resistance value is
initially increased, after which it decreases to its lowest value. Further hydro-
genation induces an increase again. This is in accordance with thin films [52].
The explanation is, that going from yttrium to yttrium di-hydride, first the hy-
drogen diffuses into the yttrium and acts as an impurity, which increases the
scattering of conduction electrons. The decrease after the initial increase is due
to the reduced electron-phonon interaction as more hydrogen is being absorbed
[59].
An additional change compared to the silica samples and the chip sample with 0.5
cluster monolayers mentioned above, is the total amount of increase in resistance.
The lowest value and the highest value differ by a factor 980. This is substantially
more than for thin films, as reported by [51] (about a factor 200).
In Fig. 4.17 and Fig. 4.18 a closer view of the rapid increase and decrease in
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Figure 4.15: The resistance during the first hydrogenation and evacuation cycle for
a 0.5 cluster monolayer thick yttrium nanoparticle film on the nano-
scaled chip with Pd contacts, described in section 2.1.3. The hydrogen
pressure is shown as a parameter, which is kept constant. Clear changes
can be seen at 10−4 mbar. As this is a previously unloaded sample,
it starts with an increase in resistance due to increased scattering at
hydrogen impurities. At a certain point within the pressure region of
10−4 mbar however, the electron-phonon interaction is reduced, which
causes a decrease in the resistance.
resistance is presented. It can be seen, that it is not uncommon for the resistance
to jump to a specific value, remain stable at this value or slowly increase, only
to jump to a next value after some time without the pressure inside the vacuum
chamber having been changed. This occurs both during the hydrogenation phase,
as well as during the de-hydrogenation phase. These changes are clearly beyond
the experimental accuracy limits, on the one hand because it takes several seconds
to increase or decrease the pressure, on the other hand because the time resolution
between two measurement points is 2 s as well.
Discussion of the results
It was shown, that fewer particles take lesser time to switch from one phase to the
next. Furthermore it was shown, that the change in resistance is also substantially
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Figure 4.16: The resistance during the third hydrogenation and evacuation cycle for a
0.05 cluster monolayer thick yttrium nanoparticle film on a nano-scaled
palladium chip. The hydrogen pressure is shown as a parameter, which
is kept constant. Clear changes can be seen at 10−4 mbar and above. At
10−5 mbar changes might be present as well, which can not be resolved
due to noise however.
more for chip-deposited particles under hydrogenation, apart from having step-
like jumps, see Fig. 4.17 . Three questions arise from these experiments.
• why does the resistance in case of the silica sample take so long to change
• why do step-like features arise in the resistance-time diagram
• why does the resistance increase only about a factor 2 in the case of silica
and nearly a factor 1000 in case of the chip.
To answer the first question, one has to look at the differences between the sam-
ples. One difference is the amount of Pd catalyst present. The other is the total
number of particles (in a chain) involved.
The influence of palladium, which absorbs hydrogen as well, can be ruled out
at these low hydrogen pressures (see also 4.1.12). Furthermore, there should be
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Figure 4.17: The resistance of yttrium nanoparticles on the chip with 0.05 cluster
monolayers during 1 mbar hydrogenation. Even after 900 s a sudden
but strong increase can be seen, which is clearly beyond the time it
takes to adjust the pressure.
enough palladium present in all samples to act as a catalyst (and therefore enough
elemental hydrogen), so a hydrogen shortage is unlikely.
The difference must therefore be caused by the number of particles. It might
be, that the differences amongst the particles cause these changes, for example a
different oxide shell or different particle sizes. Both a different size of oxide shells,
as well different particle sizes will influence the speed of the hydrogenation. A
thicker oxide shell will inhibit hydrogen intake, smaller particles will presumably
take in hydrogen faster, than larger particles. If the chain is longer, the prob-
ability, that there is one particle in that chain, which has not yet switched, is
increased. Therefore one has to wait until all particles in a chain have switched.
If the chain is longer, then it takes more time.
The explanation to the second question is also a prerequisite to the explanation
of the first question. The step-like appearance suggests, that the phase change is
not gradual within one particle at all. In that case, both the silica sample and
the chip sample would have had comparable time scales, because a single non-
switched particle does not exist. Furthermore, a gradual increase of the resistance
over time should be expected in Fig. 4.15 for example and it would not explain,
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Figure 4.18: The resistance during de-hydrogenation at 0.1 mbar partial hydrogen
pressure. At 50 s a small shoulder can be seen, which is only meta-stable,
as the resistance shortly afterwards drops further to its final value.
why sudden step-like jumps in the resistance take place, without the pressure
being changed, see Fig. 4.18 and Fig. 4.17.
If the hydrogen intake is not gradual, than it must be abrupt. At a certain
hydrogen pressure a particle can either be entirely in the di-hydride phase, or in
the tri-hydride phase. The pressure point, at which the phase change takes place,
is arbitrary for a particle. The total number of switched particles is governed
by statistics, at a certain pressure a certain amount of particles is in the di-
hydride phase, the rest remains in the tri-hydride phase. It is however a dynamic
equilibrium. Some particles may switch back to the di-hydride phase, whereas
other particles will switch to the tri-hydride phase.
This arbitrary phase change in one particle can clearly be seen in Fig. 4.17,
where a rapid increase takes place, then a calm, steadily increase, followed by
another rapid increase. It is known for yttrium thin films to have such a sudden
structural phase transition [85], [86], where entire grain boundaries are either in
the fcc phase or the hcp phase. The experimental results strongly suggest, this
is also the case for the electronic phase change.
As for the last question, it is necessary to note, that the palladium on the silica
sample (although probably not changing its resistance value during hydrogena-
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tion) can not easily be subtracted from the resistance, as it is an island film.
Therefore no resistivity value can be given. However it does decrease the total re-
sistance, as it is partly in parallel with the yttrium particles. As the yttrium also
forms a loose and open network, not following a 1film thickness dependence, only
the uncorrected resistance value has been plotted. It is not in contradiction with
the experiment, that these yttrium particles also show a change in the resistance
of a factor 1000, however, because of the Pd film, this factor is reduced substan-
tially. Furthermore it should be mentioned, that the values presented here only
show changes up to 10 mbar hydrogen pressure. In thin film research often values
of 1 bar and beyond are used to obtain the tri-hydride phase. All three samples
might show a further increase in the resistance values, if the hydrogen pressures
were increased as well. This was not done, because of safety reasons and because,
more importantly, the role of the palladium film will not be negligible anymore
(see 4.1.12).
4.1.6 Novel hydrogen source to induce the electronic phase
change
In the previous sections the hydrogenation of yttrium nanoparticles with ele-
mental hydrogen, which was produced with Pd (either as island film under the
yttrium or as the contacts on the chip), was presented. This was not the only
method used to obtain elemental hydrogen. Another method was investigated as
well. It involves a novel way to create atomic hydrogen, which was developed at
the IGV, FZ Ju¨lich in Germany, by K. G. Tschersich [88], [89]. The hydrogen
source was also provided by the IGV and K. G. Tschersich6. Hydrogen gas (H2)
is let through a tungsten tube (inner diameter 1 mm), which can be heated to
a maximum temperature Tmax = 2600 K. During collisions with the heated wall
of the tube, the hydrogen is dissociated7. The temperature controls the level of
dissociation of the hydrogen gas. The used experimental set-up varies only little
from the original design, which used electron bombardment for heating. Instead
a tungsten filament is wrapped around about half of the tube to heat it. The
temperature is controlled by the electrical current flowing through the filament.
Tube and filament are surrounded by a water-cooled casing. The warm part
of the source is additionally shielded by electrically isolated tantalum foil. The
hydrogen pressure and the temperature control the amount of atomic hydrogen.
Yttrium nanoparticles were first deposited on a quartz substrate with gold con-
tacts. The sample was then turned towards the hydrogen source in such a way,
that the opening of the tube was facing the nanoparticles. Then electrical and op-
tical measurements were performed. The electronic phase change, as described in
6Whom we thankfully acknowledge.
7It is has been determined experimentally [90], that the hydrogen atoms do not recombine
immediately, but travel about 1 m (under vacuum conditions).
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section 4.1.2 and 4.1.3, was not observed. These experiments were repeated with
several different samples. The electronic phase change could not be measured by
electrical, nor by optical means in any of these, which leads us to conclude, that
it did not take place.
It might be, that the amount of atomic hydrogen was not sufficient to induce the
phase change. This does not seem feasible, as the experiments have shown, that
the electrical measurement indicates a change at 10−5 mbar H2, section 4.1.5.
The atomic hydrogen pressure should be 100 times higher than this pressure [90].
Another possibility might be, that the heated atomic hydrogen gas is to warm
to be absorbed or remain absorbed. It is known, that the phase change from
yttrium to yttrium di-hydride can be reversed at elevated sample temperatures
(1000 K) [61]. It might be sufficient, that only the hydrogen gas is hot enough.
This explanation seems reasonable.
4.1.7 Hysteresis and aging during hydrogen loading and
unloading
In Fig. 4.15 and more clearly in Fig. 4.19 and Fig. 4.20 it can be seen, that the
total time it takes to unload the sample is much longer, than the total hydro-
genation time. This is not surprising, as the heat of formation ∆HY H2−Y H3f in the
reaction depicted in Eq. 4.5 is not zero, as would be expected for full reversibil-
ity, but small, about -40 kJ mol−1. The reaction is slightly exothermic, which is
probably the cause of the fact that hydrogenation and de-hydrogenation do not
overlap each other, but instead a hysteresis is formed. Such a hysteresis was also
found in thin yttrium films [81]8 for the electrical properties, as well as for the
structural and optical properties. It is however difficult to compare those results
with the ones presented here, as the exact hydrogen amount in the nanoparticle
systems is unknown at the present.
One remark should be made though. For thin films it is shown, that the resistivity
during unloading (YH3 → YH2) is lower than during hydrogenation at a fixed
hydrogen amount [81]. For nanoparticles, it is the other way around, see Fig. 4.20,
as the resistance is lowest during hydrogenation. The electronic phase transition
takes place after the structural phase transition has been completed (in the hcp
phase) in the case of thin films during hydrogenation [81]. For de-hydrogenation
a mixed phase is found in thin films, where the fcc and the hcp structure co-exist.
As a thin film is a compact structure and a nanoparticle film is not, this might
explain the difference between both. Structural changes in thin films cause strain
to appear, as the volume is changed as well. A nanoparticle film will probably
not have such strain, as they are deposited as free particles and therefore have a
certain amount of space to grow or shrink as they change their structure.
8Coherent strain is responsible for the hysteresis in bulk and thin films [80].
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Figure 4.19: The resistance during a hydrogenation cycle of yttrium nanoparticles,
deposited on a chip with Pd contacts over time. A hysteresis can clearly
be seen, as the time it takes to unload the sample is about 8500 s,
whereas the loading time is less than 5000 s.
During the first cycle, see Fig. 4.19, the starting value for the resistance can
be reached again during de-hydrogenation. The the third cycle however did not
reach this value, as can be seen from Fig. 4.16. This might not necessarily have
anything to do with a hysteresis, because a factor of about a thousand in the
resistance between the di-hydride state and the tri-hydride state still is being
achieved every time. It is most likely due to aging, i.e. an irreversible change
within the sample.
This aging is a complicated process and might have several causes. One explana-
tion might be the gradual formation of an oxide shell. The inlet of hydrogen for
a new hydrogenation cycle will inevitably be accompanied by small amounts of
oxygen. A small change in only a single particle will influence the entire particle
chain and should produce a notable effect. But yttrium di-hydride is supposed
to be better protected against oxygen, than bare yttrium [47], so this does not
seem likely. A second possibility could be due to the fact, that the interstitially
situated hydrogen is bound more strongly and can not be freed anymore. This
might happen, when the surface atoms are saturated with hydrogen. The surface
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Figure 4.20: The resistance during a hydrogenation cycle of yttrium nanoparticles
on a chip with Pd contacts over hydrogen pressure. A hysteresis can
clearly be seen. In comparison with thin films de-hydrogenation covers
the lower branch of a hysteresis curve [81], whereas in cluster films the
lower branch describes the hydrogenation.
energy sites differ fundamentally from the lattice ones and it not inconceivable,
that a thus changed surfaces blocks any further phase transition. Although it can
not be ruled out, that this also takes place, it can however not explain, why the
difference in resistance between the di-hydride and tri-hydride state remains still
about a factor 1000 for every hydrogenation de-hydrogenation cycle (which is was
also the initial factor). Another reason for aging to take place might be, that dur-
ing the volume change a particle can move its neighbouring particle, which would
not move back during de-hydrogenation and therefore be an irreversible change,
the resistance at the end of the de-hydrogenation would have been increased, as
the conduction pathway would have been altered. During each hydrogenation
the factor 1000 between di-hydride and tri-hydride can still be reached. At the
present it not possible to find a single reason for this process, though. It should
therefore be noted, that more work is still needed to fully explain it.
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4.1.8 Quantummechanical effects in the conduction through
few nanoparticles
In this section additional effects are discussed, which have nothing to do with
the hydrogenation of yttrium nanoparticles, but are related to the quantum me-
chanical transport of carriers and the confinement and localisation of charge on
metallic nanoparticles. However, they are elemental in providing additional infor-
mation about the yttrium nanoparticle system. These effects are only observed,
when only a few particles participate in the transport, such as is the case on the
chips in section 4.1.5.
Coulomb blockade phenomena in Yttrium nanoparticles
One of the expected observations after depositing yttrium nanoparticles on a
specially designed chip, see 4.1.5, is the appearance of a non-linear region in the
current-voltage diagrams, see also 4.1.10. With few particles a linear behavior is
not observed. In Fig. 4.21 such a non-linear diagram is presented. It was taken
after depositing a nanoparticle film with a filling factor of 7 %. Hydrogenation
had not yet begun.
What is surprising, is that this region can be fairly well described using Coulomb
blockade effects, considering the fact, that the measurement was performed at
room temperature. Using a similar experimental set-up, such effects were also
measured by [83]. To perform a numerical simulation, using Eq. 3.46, the re-
sistance (780 GΩ), the tunnelling resistance (4.5 TΩ) and the capacitance (2.2
aF) were used as fit parameters. It seems odd, that the assumed tunnelling re-
sistance is larger by a factor 5 than the total resistance, which might indicate
additional processes are participating as well (perhaps Schottky effects at the
yttrium-yttrium oxide interface or electron emission at higher bias.). A capaci-
tance of 2.2 aF appears reasonable, as is shown in Eq. 4.7 (for the particle radius
r a the mean particle radius of 16 nm was chosen, see section 2.2.1).
C = 4pi · εrε0 · r = 2.2 aF ⇐⇒ εr = 1.23 (4.7)
This would indicate the particles is almost completely surrounded by vacuum
and perhaps a small amount of oxide (ε
yttrium oxide
r,ω⇀0 = 16.7 [87]). The presence
of a vacuum gap is in accordance with measurements performed later on, were
the contact was almost lost completely, probably due to the high electric fields
(indicating ”poor”, i.e. tunnelling, contact to be present). In section 4.1.10 it
will be shown, that the initial size of the oxide shell is very thin.
CHAPTER 4. EXPERIMENTAL RESULTS 76
-100 -80 -60 -40 -20 0 20 40 60 80 100
-160
-120
-80
-40
0
40
80
120
160
 
 
Current [pA]
Bias [mV]
Figure 4.21: Current-bias diagram with error margins for yttrium nanoparticles de-
posited on a chip. The measured non-linear behavior can be well-
described using Eq. 3.46, which would indicate, that Coulomb blockade
effects are present in this sample. The best fit was obtained using a re-
sistance of 780 GΩ, a tunnelling resistance of 4.5 TΩ and a capacitance
of 2.2 aF.
Negative differential resistance in yttrium nanoparticles
In the many-particle case of a planar geometry 5 mm long and 5 mm wide,
quantummechanical effects, as described in section 3.4, are not measured, as these
effects will be washed out by the large number of nanoparticles involved in the
transport of current. However, if the number of particles is reduced substantially
to only a few, or even one, new properties can be discovered, which are not present
in bulk samples.
One of these effects is the appearance of a negative differential resistance, also
called NDR (see section 3.4), which can be reasonably well described by a very
simple model: At a certain electron energy the transmission in a quantum me-
chanical double barrier can have a peak and even become unity (total transmis-
sion). This peak influences the current density of Eq. 3.30, since the current
density is the integral over the convolution of transmission and supply function
(containing the Fermi energy and the thermal energy).
In Fig. 4.22 the electrical current in dependence of the bias is plotted. The
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particles are deposited on the chip, described in section 4.1.5. It takes at least
three to five particles to bridge the gaps in the Pd comb-structure (see Fig. 2.4),
thus forming a multiple barrier system.
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Figure 4.22: Current through the yttrium nanoparticles, bridging the chip structure
in Fig. 2.5, as a function of the applied bias. Instead of the usual linear
dependency (Ohmic law) the current is peaked. The differential resis-
tance becomes negative at the down slope of each peak. This behaviour
can be explained if a double or multiple barrier is assumed.
As can be seen, the current does not follow the well-known Ohmic law, but has
clear peaks and valleys. At the down slope of each peak the differential resistance
becomes negative.
The current begins to rise immediately after a bias is applied. The peaks are
broadened. At low temperatures this would probably not be the case (current
would only flow as the bias approaches a resonance energy).
In Fig. 4.23 a calculation for the electron transmission in multiple tunnel junction
(four particles in a row, separated by barriers) is shown, with a barrier height of
155 meV each and a particle size of 32 nm.
If only two or three particles were assumed to be involved, more peaks between
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Figure 4.23: Calculated transmission through four nanoparticles as a function of elec-
tron energy. Clear peaks can be observed at certain energies, which are
solely due to resonances within the well. For the calculation a barrier
height of 155 meV, a barrier width of 2 nm (1 nm per particle) and a
particle size of 32 nm was assumed. The peaks correspond qualitatively
to Fig. 4.22.
0.05 eV and 0.1 eV would appear in the calculated transmission diagram (indepen-
dent of barrier height or particle size) which do not appear in the measurement.
Only when using four particles for the calculation does the right amount of peaks
show up. Four particles are also needed to bridge the gap, as the particle size
is 32 nm and the width between the leads on the chip is 100 nm, see Fig. 2.4.
Therefore this is in agreement with the experimental conditions.
For the calculation 4 independent parameters have to be determined, the electron
mass, the particle size, the barrier width and the barrier height.
Influence of the electron mass The effective electron mass was set to be the
free electron mass. Lowering the mass will broaden the peaks extensively. It is
unknown, why decreasing the effective mass has this effect.
Particle size and barrier width The particle size is determined from TEM
micrographs to be 32 nm. Assuming a barrier width of 2 nm between neighbouring
particles (1 nm on each side) yields qualitatively good agreement between the
measurement in Fig. 4.22 and the calculation in Fig. 4.23. This does not mean
an oxide barrier of 1 nm thick is present. The barrier might also be regarded
as an area, where the conduction path way is still less well-defined, e.g. due to
strain originating from a particle-particle or a particle-oxide-particle interface.
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Influence of the barrier height If the barrier energy is chosen below 0.1
eV, many peaks (more than 6) appear (with T=1), which are not present in the
measurement. If the barrier height is set between 150 meV and 160 meV, one
peak appears around 20 meV, one around 60 meV and a third around 90 meV,
which is in good agreement with the measurement (15 mV, 62 mV and 90 mV).
Increasing the barrier height further shifts the first peak to higher energies (40
meV), but the last to lower ones, compared to the measurement. Therefore the
barrier height must be about 155 meV ± 10 meV.
When choosing the parameters as described above, the peak-to-peak ratio is also
qualitatively approached (74 %-98 %-100 % for the calculation vs. 62 %-94 %-100
% for the measurement). This shows, that using the simple model of section 3.4,
the current-voltage diagram can be understood rather well and even be simulated
quantitatively.
4.1.9 Hydrogen induced structural changes in yttrium na-
noparticles
Apart from the electronic phase change, which accompanies the hydrogen uptake
in yttrium, in bulk and in thin films a structural phase change has been detected,
a. o. [84]. For yttrium nanoparticles this had not yet been shown in previous
investigations. The reason is simple. Structural analysis can not take place within
the vacuum chamber of LUCAS. Removing the sample will induce oxidation (as
shown in section 4.1.10). Yttrium can only absorb elemental hydrogen, if the
oxide layer is sufficiently thin. So hydrogen absorption has to take place before
removal. For this to happen a catalyst is necessary. During this thesis palladium
was chosen. Pd will inevitably influence the structural data, making analysis
more difficult. A different approach had to be adopted.
A Philips TEM TM400 was chosen to obtain structural data. It has the advantage
of simultaneously being able to gather information about the size and geometry
of the nanoparticles.
In Fig. 4.24 a diffraction image of bare yttrium particles is presented. It shows a
number of diffraction rings. The presence of single dots in this graph implies, that
many particles have the same orientation on the substrate and that the particles
themselves are mono-crystalline. This also applies to the diffraction image in Fig.
4.25. The TEM micrograph and dark field image are depicted in Fig. 4.26, which
prove, that mono-crystalline particles are present.
It is more difficult to induce the di-hydride phase in nanoparticles deposited on
a TEM grid. One option is, to mix the Ar seeding gas with hydrogen. During
laser ablation the argon and the added hydrogen will form a plasma together with
yttrium ions and atoms. The hydrogen plasma can react with atomic or ionic
Y and subsequently form particles consisting of yttrium di-hydride (see section
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Figure 4.24: Electron diffraction micrograph of bare yttrium nanoparticles. The dots
within the rings indicate a good crystallinity and a substrate-induced
preferential orientation of the crystallites.
4.1.2). In section 4.1.2 it was shown, that the di-hydride phase, obtained with
the Ar/H plasma, is electronically the same as yttrium di-hydride, obtained with
Pd-induced elemental hydrogen. In Fig. 4.25 the diffraction image of yttrium
particles produced with this method are presented for the first time. Clear dif-
ferences can be observed with regard to the bare yttrium particles in Fig. 4.24.
The crystal structure is presumably fcc [99].
As the diffraction pattern for yttrium di-hydride is different from that of bare
yttrium, it proves, that yttrium particles of this size undergo a structural phase
change during hydrogenation. This is in accordance with bulk and thin films [52].
The question arises, if such a structural change is also present in yttrium di-
hydride, produced with elemental hydrogen from the Pd-film. In order to inves-
tigate this, several TEM grids without carbon foil (so-called ”Klappnetze”) were
covered with Pd (film thickness 50 nm). Into these grids, normal carbon covered
grids were inserted. This TEM grid system was covered with Pd as well (film
thickness 0.8 nm). Then the normal grids were rotated inside the ”Klappnetze”
and yttrium nanoparticles were deposited onto the TEM grid system. This re-
sulted in areas, where both Pd and yttrium nanoparticles are available, as well
as areas, where only one type is present. The system was then exposed to a 10
mbar hydrogen atmosphere. In Fig. 4.27 the diffraction images are shown.
In the places were both Pd and Y are present, a hydride phase has formed (Fig.
4.27, left), which is identical to the one in Fig. 4.25, i.e. the diameter of the rings
is identical and the pattern is identical9. This proves the viability of the method.
A second image was taken (Fig. 4.25, right), where no Pd is in contact with the
9The additional rings in the micrograph are due to the Pd film, which separated diffraction
micrographs (not presented) of only Pd have shown.
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Figure 4.25: Electron diffraction micrograph of yttrium di-hydride nanoparticles, pro-
duced with an argon hydrogen plasma. The diffraction pattern would
indicate a fcc structure to be present. Note the difference with 4.24.
yttrium nanoparticles. It has the same pattern as the yttrium di-hydride in Fig.
4.25 and the yttrium di-hydride in Fig. 4.27 on the left (except for the rings
originating from Pd). This implies, that elemental hydrogen can travel a cer-
tain distance over carbon. This distance is at least several hundred nanometers.
Diffraction micrographs of yttrium at larger distances, ∼ 1 − 3µm from the Pd
film, showed the same structure as bare yttrium, indicating that the travelling
distance is not unlimited.
An additional experiment was performed after the success of the first two. A TEM
grid was prepared as described above. Yttrium nanoparticles were deposited onto
the grid and hydrogenated. Immediately after hydrogenation, the sample was
transported under Ar atmosphere to the TEM. The idea was to obtain structural
data about the tri-hydride phase. However, the time during which the TEM grid
was exposed to Argon, had either been too long (about ten minutes, which might
have caused the sample to revert to the di-hydride phase), or the tri-hydride phase
did not form at all. As this phase is detected in both thin films and in bulk [52],
and the di-hydride appears to be present as well in the yttrium nanoparticles, it
is most likely the first argument is valid.
In conclusion, it was shown (by comparison between bare yttrium and yttrium di-
hydride electron diffraction micrographs), that yttrium di-hydride nanoparticles
undergo a structural phase transition. It was also shown, that the Pd does not
have to be in direct contact to yttrium for the latter to transform to yttrium
di-hydride.
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Figure 4.26: TEM micrograph (left) of yttrium di-hydride nanoparticles), produced
with an argon hydrogen plasma, and their dark field image (right. They
were taken at the same spot. The dark field image shows, that entire
particles are illuminated, indicating those particle are mono-crystalline.
4.1.10 Oxidation of yttrium
In the previous chapters the hydrogenation of yttrium was discussed, i.e. the
reaction with hydrogen. Far more likely is however a reaction with oxygen. The
heat of formation, ∆Hf = −1905.6 kJ mol−1 according to [46] for stoichiometric
Y2O3 (in comparison, ∆HAl2O3 = −1654 kJ mol−1 [41]), for this reaction sur-
passes the hydrogenation by a factor of ten. It means, if oxygen and hydrogen gas
are both present, oxidation will be strongly preferred (and is irreversible). This
fact is used in some technical applications were yttrium acts as an oxygen getter.
There are many other beneficial properties to yttrium oxide, which explains why
yttrium oxide nanoparticles have been investigated as well recently [91]. If hydro-
genation however is desired, oxygen forms a huge barrier and inhibits the intake
of hydrogen in un-hydrogenated yttrium, which was shown in our earlier exper-
iments [42] for nanoparticles, as well as is mentioned in literature [93] for thin
films10. The formation of an oxide shell is not relevant for already hydrogenated
particles. It was found during earlier work, that yttrium hydride particles can be
hydrogenated even after being exposed for a considerable amount of time to air
10Not all oxides have a limiting permeability to hydrogen, for example thin aluminium oxide
films can be used to protect the sample against oxidation, yet hydrogenation is still possible
[92].
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Figure 4.27: Diffraction micrograph of yttrium nanoparticles, which were hydro-
genated using Pd a catalyst. On the left Pd is present, on the right
it is not. This implies elemental hydrogen can travel a certain distance
over the carbon film.
[47].
It is known [94], that poly-crystalline yttrium thin films can have an oxygen
penetration depth of more than 100 nm. Grain boundaries seem to play an
important role in this process. Epitaxial yttrium thin films however are reported
to be far more stable against oxidation [93]. Oxygen penetration depths of 5 nm
and less were found. As the mean radius for the particles produced with LUCAS
lies between 15 and 18 nm, complete oxidation may occur, indicating the scientific
and future technological importance of this section.
After deposition of bare yttrium particles, the partial oxygen pressure was in-
creased from less than 10−12 mbar to 10−3 mbar in 3 hours. In order to determine
the oxidation of yttrium nanoparticles TEM micrographs were compared with op-
tical and electrical data obtained before and during this oxidation procedure [2].
In Fig.4.28 two TEM micrographs are presented. The core particle consists of
metal (dark). The shell (light rim) consists of yttrium oxide. HRTEM investiga-
tions performed by J.-O. Malm, Lund University, show this shell to be amorphous
[43]. It is not known whether these shells contain stoichiometric yttrium oxide
(Y2O3) or not. The micrographs in general reveal, that most particles still con-
tain a core of of metallic yttrium, indicating the oxygen penetration depth is far
less than 15 nm, which is the mean particle radius. After carefully measuring the
shell and the core particle in the TEM micrographs, an estimation of the shell
thickness compared to the original, un-oxidized radius can be made, see Fig. 4.29.
dshell
Rparticle
= 0.14± 0.04 (4.8)
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Figure 4.28: TEM micrographs of yttrium nanoparticles with oxide shell. The shell is
amorphous [43]. The contrast between core and shell is more pronounced
in the original, optical TEM micrographs.
It can be used to calculate the volume fraction of oxidized material.
Voxide
Vparticle
= 0.36± 0.09 (4.9)
It should be noted, that this is an upper limit, as only those (generally larger)
particles were considered with thicker (easier to distinguish) shells. In order to
record the TEM pictures, the samples have to be taken out on air and transported
to the TEM, during which additional oxidation can take place thus increasing the
oxide shell. It must be mentioned, that in reality the reaction with oxygen will
increase the volume of the unit cell. This will lead to an expansion of the entire
oxidised material. However, for the calculation, this effect could not be taken
into consideration, as the oxide is supposed to be amorphous and the volume of
the unit cell hence unknown.
If the metal in an yttrium nanoparticle is transformed to oxide, it should have
profound effects on the optical extinction of the material. The oxide is a wide
band-gap dielectric material (Egap=6 eV) and should not substantially contribute
to the extinction. The core is metallic and can be held solely responsible for
the optical signal and for the Mie-plasmon peak. In Fig. 4.31 the extinction
is plotted. While time passes and the partial oxygen pressure is increased, the
signal decreases. As this happens the peak becomes slightly more pronounced
and is shifted towards higher energies.
In Fig. 4.30 the relative change in optical extinction due to oxidation is presented.
It shows a decrease in signal of 24 % - 34 %, which agrees rather well with
the decrease of the metallic core, Eq. 4.9. That indicates the shell did not
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Figure 4.29: Relative shell volume, determined by measuring the particle size and the
size of the shell.
substantially grow during the period of time between the last optical measurement
in situ and the ex-situ TEM investigations, thus implying this shell to be stable
against environment air. It should be noted, that the plot shows an inverse (upside
down) extinction spectrum of yttrium nanoparticles with a valley (inverse peak)
at 3.16 eV.
In Fig. 4.31, right graph, the starting extinction curve and the curve after oxi-
dation are shown separately. It can be seen, that the oxidized curve has it peak
value slightly increased from 3.122 eV to 3.139 eV. As metal is transformed into
oxide, the metallic core of the larger particles will decrease and result in an in-
crease of peak position. This agrees rather well with Mie-calculations using a
single radius of r=18 nm and no oxide shell and one of r=15 nm with an oxide
shell thickness of 3 nm, which also yields a difference in peak position of 0.01 eV.
As this oxidation takes place, the smallest particles will probably be transformed
completely and thus no longer contribute to the size distribution, which in turn
becomes more narrow. This results in a narrower peak, which can also be seen
from Fig. 4.31.
Besides TEM investigations and optical extinction measurements, electrical data
during the oxidation were collected. The change from metallic particle to core-
shell-like structure should strongly influence the conduction regime. In Fig. 4.32
the change in the electrical current is shown. The I-U curves are not linear,
indicating the Ohmic regime is no longer applicable. The first curve presented in
Fig. 4.32 was taken after 20 hours under vacuum during which the electrical signal
decreased 1 order of magnitude and became non-linear. No essential amount of
oxygen is supposed to be present. However, the non-linearity leaves little other
explanation left, but a reaction with oxygen. This is supported by the other
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Figure 4.30: left: Oxidized fraction of the sample, which was determined as follows:
Curve B was subtracted from curve A (from Fig. 4.31) and divided by
curve A, Curve A-Curve BCurve A . The average value lies between 24 % and
34 %. right: Logarithmic current vs. voltage with their respective linear
fits. The curves are linear in a first estimation, even though they are
scattered, thus proving Eq. 4.12.
curves after increased oxidation, which exhibit a similar, albeit stronger non-
linearity. As the partial oxygen pressure is gradually increased over time, the
signal decreases further, until only noise remains at 10−3 mbar.
If instead of the above mentioned Ohmic regime a tunnelling regime is assumed,
in which the current has to pass a continuously increasing barrier, the curves can
be understood. Then the current can be written as
I = I0 · exp{−2 · d · f(U)} with (4.10)
I0 starting current
d tunnelling barrier thickness
f(U) function of the applied bias
In Eq. 4.10 d · f(U) is obtained from Eq. 4.11.
d · f(U) = 1
h¯
·
∫ d
0
√
2 ·m · (e · U −W )dx with (4.11)
U applied voltage
W tunnelling barrier height
m electron mass
e electron charge
=
d
h¯
·
√
2 ·m · (e · U −W ) if barrier height and bias are constant
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Figure 4.31: left : Changes in the optical extinction of an yttrium nanoparticle film
during oxidation. Clearly visible is the decrease in peak height. right:
Comparison between the virgin yttrium sample and the same sample
after 24 hours oxidation. The main changes in the spectrum are due
to the reduction of the metallic core. The decrease in peak height can
be explained by the transformation to yttrium oxide shells. The shift in
peak position (from 3.122 eV to 3.139 eV) can be explained by assuming,
that particles oxidize and their metallic nuclei become smaller. As the
particles smaller than∼ 5 nm are completely transformed, they no longer
contribute to the size distribution of absorbing particles, which in turn
becomes smaller. This leads to a narrowed peak.
For a particle (an electron in this case) surrounded by square walls the integral is
easily solved and Eq. 4.10 can be used to obtain the fraction of the first thickness
d1 (taken at 10
−5 mbar) to the last thickness d4 (taken at 5·10−4 mbar, other
curves at higher oxygen pressures could not be evaluated, as they show to much
noise) and Eq. 4.10 can be written as
ln2
(
I
I0
)
=
4 ·m
h¯
· d2 ·W − 4 ·m
h¯
· d2 · e · U (4.12)
In Fig. 4.30 (on the right) the current-voltage diagrams from Fig. 4.32 are pre-
sented in a different manner, using Eq. 4.12. For I0, the first plot was taken,
thus eliminating other effects, such as Ohmic resistance inside the still metal-
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lic core and the Schottky-transition between the metal core and the insulating
shell, which are both assumed to be independent of the shell thickness or to be
negligible. The first two curves are linear, the last is as well (it is however scat-
tered) indicating the presence of a tunnelling regime. The fraction of the oxide
thicknesses yields
d10−5 mbar
d5·10−4 mbar
= 0.14± 0.06 (4.13)
This is a lower limit, as further oxidation shows considerable change in the elec-
trical behaviour, see lowest two curves in Fig. 4.32. It should be noted, it can
not be compared to Eq. 4.8, as this shows the initial (without any or with only
a very thin oxide shell) and the final result, whereas Eq. 4.13 shows the relative
change between two already oxidized states. But the relative core radius is re-
lated to the relative shell thickness. If the relative core radii from Fig. 4.31 (for
10−5 mbar and 5 × 10−4) are transformed to relative shell thicknesses, a ratio of
0.17 is found for the shell thickness ratio, which is in good agreement with Eq.
4.13. These results thus indicate, that the initial oxide shell (before starting the
oxidation experiment) is very thin, about 0.3 - 0.4 nm (approximately one or two
monolayers ).
All controlled oxidation experiments indicate, that yttrium nanoparticles form
oxide shells of increasing thickness and are not completely oxidized from the
beginning. This process takes already place at extremely low partial oxygen
pressures. It should be noted, that these oxide shells most likely preserve the
particle properties in the percolated film (as can be observed from optical data in
the presence of a Mie-peak), which would otherwise disappear due to coalescence
and coagulation.
Particles with a mean diameter of 36 nm (R=18 nm) grow an approximately 2.5
nm thick shell, which does not grow further. This in accordance with earlier
results from comparison between optical data and Mie-calculations [47]. For
poly-crystalline films an oxygen penetration of more than 100 nm was reported
in literature [94]. Grain boundaries are believed to play an important role in
this process. Epitaxial films however are far less prone to oxidation. Penetration
depths of less than 5 nm are reported [93].
Yttrium nanoparticles resemble the epitaxial films in that they have an oxygen
penetration depth far less than 100 nm. Nanoparticles are better protected (even
compared to epitaxially grown films) having only 2.5 nm shells. Possibly the
sphere-like geometry plays a vital role in this, as the outer oxide shell prevents
the growth of the inner ones. As the oxide is grown, the volume of the shell must
increase as well. To the outside of the particle, this growth is un-inhibited. To
the inside however (where the oxide meets the metallic core), this growth can not
take place so easily, as it would compress the core. If the oxide shell does not
crack up, no further growth is possible and the shell becomes self-protecting.
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Figure 4.32: Electrical signal of a slightly percolated yttrium nanoparticle film (mass
thickness: 73,7 nm) as measured during the oxygen inlet. The signal
clearly deteriorates over time and vanishes in the end (at 1 · 10−3 mbar
O2). The time intervals are about 30 minutes each.
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4.1.11 Gadolinium nanoparticles under hydrogen atmo-
sphere
Only recently has it been possible to easily isolate gadolinium and other rare
earth materials from mineral deposits, thus greatly improving availability. It has
a silvery white, metallic luster and is malleable and ductile. Its melting point
is 1587 K and its boiling point is 3537 K. Its electrical resistivity is 131 10−8
Ωm. At room temperature, it has a hcp crystal structure (a=3.63 A˚, c= 5.78 A˚
[46]). Upon heating to 1508 K it transforms into a bcc structure. The electronic
structure in gadolinium is [Xe] 4f7 5d1 6s2. It therefore has a valence of +3. In
moist air it will react with oxygen (∆Hf=-1819 kJ mol
−1 [46]). The oxide surface
layer is not self-protecting, as it spalls of and more surface is exposed.
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Figure 4.33: The optical extinction of Gd nanoparticles as found in the experiment
and as predicted by Mie-calculations for single particles with different
radii R. A refractive index of n=1.4 was assumed for the fit, which is
rather large. The exact peak position is not represented correctly, un-
less unrealistic sizes (which are not found in TEM images) or unrealistic
refractive indices (n > 1.5) are assumed. TEM images do reveal agglom-
erates and chains, which have not been included in the Mie calculation.
By assuming a size distribution the peak broadening can be understood.
Gadolinium has found use in gadolinium yttrium garnets for microwave applica-
tions. Compounds are used as phosphors in television tubes. In small quantities
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(1 %) it is used for alloying iron and chromium, which greatly improved workabil-
ity and resistance against oxidation and high temperatures. Gadolinium is unique
for its high magnetic moment and for its Curie temperature (at 289 K), below
which it is ferromagnetic. Nothing is known about the magnetic properties of
Gd nanoparticles. Recently, it has been used, alloyed with other lanthanides and
Mg, for its ability to react with hydrogen [97]. As such it might find applications
in switchable mirrors and windows. The gadolinium nanoparticles, produced for
the first time during this thesis, were investigated on their optical and electrical
properties under hydrogen atmosphere.
Comparatively little is known about the hydrogenation kinetics in pure gadolin-
ium films, certainly if compared to materials such as yttrium. The reaction is
depicted in Eq. 4.14.
Gd+ 3H ⇀ GdH2±δ +H ⇀↽ GdH3−δ (4.14)
δ < 0.3
Hydrogen can occupy the tetrahedral interstitial positions (in the case of GdH2±δ)
and to some extent also the octahedral positions. It precipitates a structural phase
transition, at relatively low hydrogen contents [95] and [96] (almost instantly
a di-hydride phase is formed). From GdH1.89 to GdH2.31 the di-hydride phase
exists exclusively. The crystalline structure for the di-hydride state is fcc (a=5.3
A˚ [101]). Upon further hydrogenation the tri-hydride state is reached. This
state has a hcp structure (a=6.47 A˚, c=6.72 A˚ [102]). For the first time Gd
nanoparticles were produced and deposited on quartz glass substrate. In Fig.
4.33 the optical extinction is shown of Gd nanoparticles, which have a mean
size of 11.9 nm. Mie calculations for a single particle at various sizes are also
included. The arrows indicate two features, which are both present in calculation
and experiment. First, a peak is found at 3.1 eV. The exact peak position is not
correctly represented in the calculation, unless unrealistically large particles are
assumed (R > 20 nm) or unrealistically large refractive indices for the surrounding
material (n > 1.5). The explanation most likely is the presence of agglomerates
and chains. The broadening can be explained by assuming a size distribution (by
adding the results for each particle size calculation).
Second, a shoulder is found at 1.5 eV. This feature results from the real part of the
dielectric function of Gd, which becomes -2εm in this region, and the imaginary
part, which shows strong damping. Hence a weak Mie-peak is formed, in the
from of a shoulder.
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Optical properties of hydrogenated Gd nanoparticle films
For the first time Gd nanoparticles have been prepared and hydrogenated after
deposition. In Fig. 4.34 the optical extinction of the virgin Gd sample, and
its first hydrogenation and de-hydrogenation cycle are presented. All three have
been corrected for the influence of the thin Pd film (1 nm), which is necessary
to obtain elemental hydrogen. After the initial increase of the partial hydrogen
pressure inside the vacuum chamber to 20 mbar, a tri-hydride state is formed.
From the optical extinction it is concluded, that this state is semiconducting, with
a direct band gap of 3.3 eV. This value was obtained using the same method for
establishing the band gap of yttrium tri-hydride in Fig. 4.5. The high background
extinction in the case of pure Gd can probably be explained by the following. At
1.3 eV, in the case of the semi-conducting Gd tri-hydride, no significant absorption
can take place anyway, because the band gap is situated at the higher photon
energy of 3.3 eV, whereas calculations show, that in the case of metallic Gd, a
significant amount is still being absorbed, see Fig. 4.33.
Furthermore, it can been seen, that during the following de-hydrogenation to Gd
di-hydride two peaks start to evolve, one below 1.2 eV, and one at 2.9 eV. The
total extinction for this state is almost a factor two lower, than the original Gd
state.
In Fig. 4.34, right side, a hydrogenation cycle is studied in more detail. Starting
from two peaks (below 1.2 eV and 2.9 eV), both steadily decrease. At 1.2 mbar,
no peak can be identified any more and the extinction between 1.2 eV and 2.5
eV remains at the same constant value11. This is the tri-hydride state GdH3−δ.
Further hydrogenation lowers the extinction even more, but surprisingly also a
negative slope between 1.2 eV and 2.5 eV can be seen in the extinction spectrum.
This slope might be due to the presence of free carriers, as not all tetrahedral
and octahedral sites are filled, which then can act as (impurity) donors. Fig.
4.34 indicates, that Gd nanoparticles show a more pronounced change due to
hydrogenation, than thin films [98], because the available peaks disappear. Fur-
thermore, the nano-scale of the particles might also enhance the performance
[100].
In Fig. 4.35 the de-hydrogenation is plotted in more detail. It can clearly be
seen, that the influence of hydrogen on the optical properties is reversible at
room temperature, as the two peaks of the di-hydride state start to reappear.
This shows the process is reversible. In Fig 4.36 however, it is shown, that a
hysteresis does exist.
That in turn indicates the formation of the tri-hydride state is exothermic. Fur-
thermore one can give a lower estimate of it by comparing it to the very similar
yttrium system. In yttrium the optical transition from tri-hydride to di-hydride
11This might have an interesting application in switchable windows, as this yields a colorless
state in the visual range of the spectrum, unlike many other materials.
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Figure 4.34: left: The optical extinction of Gd nanoparticles, before and after the
first hydrogenation. The vertical axis starts at zero. Clearly a semicon-
ducting tri-hydride state can be seen, without any features below the
band gap (Eg=3.3 eV). The di-hydride state has two peaks, one at 2.9
eV and one below 1.2 eV. right: The optical extinction of Gd nanopar-
ticles during the second hydrogenation cycle. Clearly both peaks below
1.2 eV and at 2.9 eV disappear with increasing hydrogen pressure.
will occur within 2-3 hours. In Gd nanoparticles, overnight pumping is needed
to fully restore both peaks in the extinction spectrum. So ∆HGdH2−GdH3f is pre-
sumably somewhat larger than the -40 kJ mol−1, which is the value for yttrium.
Surprisingly, the optical properties of Gd nanoparticles resemble those of yttrium
nanoparticles in very many ways, optically speaking. In pure form both materials
have one strong broad peak. Both di-hydrides have two peaks, a low energy peak,
at about 1.2 eV, and a high energy peak, at about 3 eV. Both tri-hydride states
are large band gap semiconductors. One difference seems to be the larger heat of
formation of gadolinium tri-hydride, compared to yttrium.
Electrical properties of hydrogenated Gd nanoparticle films
Because of the success of the electrical measurements of hydrogenated yttrium
nanoparticles, the same procedure was applied to Gd nanoparticles. Unlike yt-
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Figure 4.35: The optical extinction of Gd nanoparticles during de-hydrogenation.
With decreasing hydrogen pressure, both peaks start to reappear. How-
ever, even after a considerable time (lowest pressure at 2.5 hours) the
high energy peak still has not yet fully developed.
trium however, where the electrical change was fully reversible, the electrical
signal of hydrogenated Gd nanoparticles showed some peculiarities, a can be seen
in Fig. 4.37. The electrical resistance of the macroscopic many-particle sample
starts at 4 MΩ, which is before hydrogenation (t=1000 s). During hydrogenation
it jumps to 24 MΩ. During subsequent evacuation of the chamber it further in-
creases (t=5000 s). This is surprising. The second hydrogenation (t=30 000 s)
yields an increase in the resistance to 50 MΩ. The resistance drops slowly during
de-hydrogenation. However at t=40 000 s, it suddenly increases again. This is
repeated in the next cycle, after which the electrical measurements were stopped.
A clear and simple explanation for this behaviour can not yet be given. If it is
assumed, that a structural phase change coincides with an increase in lattice pa-
rameter, particles might start to move on the substrate and the contacts between
the particles might be disturbed. This is however only speculative. It demon-
strates beyond doubt, that the sample is not reversible in its electrical properties,
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Figure 4.36: Hysteresis of the extinction of a complete hydrogenation and de-
hydrogenation cycle of Gd nanoparticles measured at 2.9 eV. It can
clearly be seen, that much lower pressures are needed to restore the
initial value.
at least not on the time scale of the experiment (which is substantially larger
than the one for yttrium nanoparticles). It further indicates once more, that the
heat of formation ∆HGdH2−GdH3f is larger, than that of yttrium tri-hydride. For
an application as an electrically sensitive gas sensor this material is therefore not
well suited.
Mass changes
In order to obtain a more precise knowledge about the actual amount of absorbed
hydrogen, a quartz oscillator was covered with a Pd film, after which Gd nanopar-
ticles were deposited on top of the Pd. From calibration experiments it is known,
that the bare quartz oscillator disc (without Pd or Gd) is not influenced by hy-
drogen. After particle deposition several hydrogenation cycles were performed.
The results are plotted in 4.38. Astonishingly, the changes are quite large. The
mass is increased by 150 %. This amounts to about 75 atoms of hydrogen per
Gd atom. Clearly, it can not be attributed to the sole absorption of hydrogen in
gadolinium. Possibly, hydrogen is absorbed on the surface of the nanoparticles
and on the surface of Pd. Even if absorption in the Pd film is included, which
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Figure 4.37: Electrical resistance of Gd nanoparticles during several hydrogenation
cycles.
at the pressures used during the experiment is not likely, the absorbed amount
remains too large.
An additional problem is, that the elastic bulk modules of the sample will change
(drastically, if the loose nanoparticle network is considered) under the influence
of hydrogen, which is due to the structural phase change inside the sample. This
may influence the oscillator frequency, with which the change in mass is detected.
A similar experiment was also performed with yttrium nanoparticles. Even larger
changes in mass were found.
Additionally, a sample was prepared, embedded in Pd and deposited on mica. It
was sent to the group of A. Pundt in Go¨ttingen, Germany, who performed gas
loading experiments and measured the change in mass using a micro balance.
They found, there had to be 20 hydrogen atoms per yttrium atom, which is also
un-physical. Possibly, hydrogen was absorbed between the layers in the mica
substrate.
All three cases demonstrate, it is not easy to obtain precise knowledge on the
actual amount of hydrogen in these nanoparticle systems.
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Figure 4.38: Relative change in mass and in percentage H per Gd. It can clearly
be seen, that it is not originating from the absorption of hydrogen in
gadolinium. The mass of the sample has increased by 150 percent (left),
this amounts to almost 75 hydrogen atoms per gadolinium (right).
Usually, a large amount of nanoparticle material would be needed to extract the
small changes in mass caused by hydrogen absorption. Care has to be taken to
avoid oxidation, if the experiments have to be performed outside of the vacuum
chamber.
The films can not be so densely packed, that they loose their nanoparticles prop-
erties and transform into thin films.
Also the substrate has to be chosen carefully, as it has to have as low mass as
possible, but still be stable.
A possible way around this problem might be the use of Raman spectroscopy. It
will detect the chemical bond between the metal and the hydrogen atom. The
intensity of the signal should be proportional to the amount of absorbed hydrogen.
However, large quantities of nanoparticle material will be needed, with sufficient
Pd catalyst, which will probably cause problems for the optical set-up. In any
case it will still be a challenging and difficult experiment.
Another option is through the use of electrolytes. Reports in literature concerning
the hydrogenation of thin yttrium films [54] seem promising, provided an oxygen-
free electrolyte is chosen.
4.1.12 Influence of the palladium catalyst
In order to obtain elemental hydrogen for hydrogenation experiments as presented
in the previous chapters, a catalyst is necessary. A couple of materials are suitable
for this purpose. In industry Ni is widely used, as it is cheap. However, if
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efficiency, rather than price is important, the choice is between platinum and
palladium [104], [105], [106], [107], [108], the latter having the best efficiency.
This high efficiency explains, why in the experiments done during this thesis, Pd
was used.
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Figure 4.39: Optical extinction of a 1.2 nm thick Pd island film. No selective spectral
features are present.
It was found, that in order for the catalytic process to function properly, Pd had to
be placed within the close vicinity of the material, which was to be hydrogenated.
Although [47] found, that even an yttrium sample with a platinum wire rolled
around it could be hydrogenated, this was not reproduced with the pressures
used during this thesis. Contrary to [103] however, who stated Pd and the to
be hydrogenated material had to be in contact, it was also found, that atomic
hydrogen can travel a certain distance (at least 50 nm, see section 4.1.5 and
section 4.1.9) beyond the Pd. Time retardation effects as discussed in literature
[115] were not investigated.
The presence of Pd within the close vicinity of the hydrogenated material poses
an experimental challenge. On the one hand a certain amount of Pd is necessary
to enable this process. In the experiments it was found, that even a 0.7 nm Pd
island film is sufficient. On the other hand a metallic film causes influences in
the optical and the electrical properties.
For small thicknesses the optical transmission signal can usually be corrected
easily by taking the Pd/quartz substrate as the reference measurement. In Fig.
4.39 the optical extinction of a 1.2 nm thick Pd film is shown. It has no distinct
spectral features in the visual region of the spectrum, which makes it particulary
simple to subtract. As Pd is also known to absorb hydrogen (up to 900 % of
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Figure 4.40: Current-bias diagram with error margins for Pd islands. The in-set
shows the differential conductance dIdU . The fit was made using Eq. 3.46,
which would indicate, that slight Coulomb blockade effects are present
in this sample. The best fit was obtained using a resistance R=38 GΩ,
a tunnelling resistance Rt=7.5 GΩ and a capacitance C=9.3 aF.
its own volume), the hydrogenation of Pd was also investigated. Fortunately,
no change in the optical signal was found in the pressure range used during this
thesis (10−9 mbar ... 20 mbar), which is in accordance with [109], where the
miscibility gap starts between 50 and 100 mbar. This feature is widely used in
literature to easily obtain elemental hydrogen without having to take the changes
in the Pd system into account [110], [111], [112].
The electrical current signal is more difficult to subtract, as the Pd island film
does not obey a 1film thickness-law (nor does any nanoparticle film). This is
not an unsurmountable problem as only changes in the electrical signal due to
hydrogenation were investigated. During calibration measurements it was found,
that Pd does not show any changes in the resistivity in the pressure region of
interest for the systems presented in this thesis12. Therefore all changes must be
12At higher pressures, it is known, that the resistivity increases by 8 % [113].
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due to the material under investigation.
Pd is necessary for the hydrogenation process. However, its influence on the
measurements, as performed in this thesis, is negligible.
Coulomb blockade of Pd islands on a quartz substrate
The Pd was always evaporated on top of a quartz substrate in such a fashion,
that a non-percolative island film was obtained. In Fig. 4.40 the electrical current
through such an 0.7 nm thick island film is shown. It is weakly non-linear, see
the inset, which shows the differential conductance. However, it can be described
assuming Coulomb blockade effects to be present. Similar effects are present in
AuPd islands of the same size [114], although measured over a smaller distance
and at lower temperatures (77 K), which enhances the Coulomb gap.
For the fit a resistance of 38 GΩ, a tunnelling resistance of 7.5 GΩ and a capac-
itance of 9.3 aF were used. A capacitance of 9.3 aF would indicate an average
island radius of about 1.3 nm, assuming a relative dielectric constant εr of 10 for
the surrounding quartz glass [139]. This radius corresponds well with information
obtained from TEM images.
4.1.13 Summary on Yttrium, Gadolinium and Palladium
Earlier investigations showed, that yttrium nanoparticles have a peak in the op-
tical extinction spectrum. During the present thesis a second peak was found
in yttrium nanoparticles, which was predicted by Mie-calculations, however the
position was not identical to the calculations. Previous work [47] has shown, that
yttrium nanoparticles undergo two electronic phase changes during hydrogena-
tion. This thesis has shown, that the electronic phase change can be monitored
electrically. This phase change is instantaneous in a single particle. The current
through a few particles could quantitatively simulated using a simple model based
on tunnelling. Coulomb blockade effects have been measured and simulated as
well. For the first time the structural phase change from yttrium to yttrium
di-hydride has been observed.
For the first time gadolinium particles have been produced. Under hydrogena-
tion they behave similar to yttrium, in that they form a semiconducting hydride
phase, which is optically transparent. Electrical measurements have yet been
unsuccessful however.
In the optical experiments during hydrogenation described above, palladium was
used as a catalyst. It has no detectable influence on the optical and the elec-
trical measurements, as the hydrogen concentration was always kept below the
threshold, at which changes are induced in the palladium.
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4.2 Indium Tin Oxide and related materials
In the previous sections metallic nanoparticles and their reaction with hydrogen
was discussed. In this section semiconducting particles and the measurements
performed on them will be presented. Semiconductors behave fundamentally
different from metallic nanoparticles, as the free carrier concentration usually is
much lower (non-existent at 0 K) compared to metals. It is due to a fully filled
valence band, the Fermi energy level within the band gap and a completely empty
conduction band. This has severe consequences for both electrical and optical
properties. In order to mitigate these negative effects, such as increased resistivity,
semiconductors are doped with other materials. These can substantially increase
the number of free carriers.
When indium oxide is doped with its neighbouring element tin, ITO is created.
ITO stands for indium tin oxide. Sn is built into the lattice on an In site. The
valence level of In is +3, that of Sn in ITO usually is +4. Therefore ITO is an
n-type semiconductor. One extraordinary feature is the dopant concentration.
In ITO this is exceptionally high. In this thesis four different concentrations
have been investigated, 100 % In2O3 and 100 % SnO4, 84 wt. % In2O3 16 wt.
% SnO2 and 90wt. % In2O3 10 wt. % SnO2. At those high concentrations
the semiconductor has become degenerated and the Fermi level is shifted into
the bottom region of the conduction band. Indeed for ITO extraordinary low
resistivity values have been reported, lying around 10−4 Ωcm, for example [123].
However, due to the optical band gap in the UV region of the spectrum ITO
is still largely transparent in the visible range of the spectrum. ITO therefore
finds use in a wide range of applications, for example opto-electronic devices,
top-electrodes in solar cells, but also as anti-static material in television tubes.
It explains, why ITO, in the form of films, is investigated by so many people.
In order to obtain the benign properties, e.g. high transparency and low resis-
tivity, a wide range of methods have been used, such as d.c. sputtering [117],
r.f. sputtering [118], ion beam sputtering [119], sol-gel deposition [120], chem-
ical vapor deposition, spin-coating, electron beam evaporation, molecular beam
evaporation and (pulsed) laser deposition [122]. A number of parameters have
been looked into, the concentrations of indium, tin and oxygen only being some
of them. Each method seems to have its own optimum parameters, indicating
that although it is possible to produce high quality films, the process itself is
not yet well understood [116]. All of these methods require post-treatment (such
as annealing under oxygen atmosphere) to acquire sufficient transparency and
conductivity. Pulsed laser deposition is one of the best methods. It produces
films with adequate properties without requiring post-treatment. An additional
advantage of this method is, that the composition of the sample matches that of
the target rather well. In this thesis pulsed laser deposition was used as well to
obtain high quality ITO nanoparticles, in contrast to earlier work, [47] and [121],
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where cw laser (Rufen Sinar RS 2500 CO2 laser system) operation was chosen to
fabricate ITO nanoparticle films.
Semiconducting nanoparticles are of recent and special interest in the scientific
community. The ongoing quest in the chip industry to produce ever smaller de-
vices, requires fundamental knowledge about the physics of these so-called quan-
tum dots or semiconducting nanoparticles.
The work done on ITO during this thesis had a twofold goal. First to obtain fun-
damental knowledge on ITO nanoparticles, second to bridge the gap to compact
thin films by depositing densely packed nanoparticle films.
4.2.1 Electrical properties of ITO and indium oxide par-
ticles
As ITO is primarily used in opto-electronics, electrical properties are of major
interest to industry. In this section the results from the electrical measurements
for ITO nanoparticles and indium oxide nanoparticles will be presented.
In Fig. 4.41 the resistance for three different materials is presented, ITO with
16 % Sn, ITO with 10 % Sn and pure indium oxide in dependence of the film
thickness.
One important difference between these three materials is in the percolation on-set
of conductivity. In chapter 2.2.5 it was shown how ITO tends to form elongated
rods with axis to axis ratios of about 3, whereas indium oxide forms cubic parti-
cles. This influences the on-set as well. The longer ITO particles can bridge the
gap between the gold leads sooner, whereas the cubic indium oxide particles need
50 % more coverage on the substrate to do so.
An interesting feature are the changing power laws in different regions of film
coverage. All three films start with a very strong dependency on film thickness.
The exponent is much larger than ten at low coverage (below 20 nm). The
next region (between 20 and 30 nm) has an exponent value around 5. At 50
nm and beyond, the exponents for the three materials are almost equal, being
slightly above 1.5. If the film thickness had been increased further a 1film thickness
dependency would have been found. However, at 100 nm this region has not yet
been reached.
This exponential thickness dependency can be understood. When growing thin
films, its electrical behaviour undergoes several stages. The first stage, when
only small isolated islands with only few lattice parameters in dimension exist, is
dominated by tunnelling or thermionic emission [128]. The stage is exponential
in nature (Eq. 4.15).
This stage does probably not occur in nanoparticle films, see Fig. 4.41. The
explanation is, that the dimension of the particle in comparison with a realistic
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tunnelling distance is much larger. Either two particles make contact, or the
particle-particle distance is to huge for tunnelling. This is also corroborated
when looking at the current-voltage characteristic curve. The graph is linear,
which indicates Ohmic behaviour, see Fig. 4.42.
R ∼ exp{−C} (4.15)
C factor determined by the
inter-island distance and a
characteristic tunnelling distance
The second stage involves increasing percolation, where the nanoparticles meet
and make contact. This stage is dominated by a power law (Eq. 4.16 [129]).
Surprisingly several exponents exist over a broad thickness region (20-100 nm).
R ∼ (D −Dc)−t (4.16)
Dc critical coverage
16 % Sn 10 % Sn 0 % Sn
resistivity [10−2 Ωcm] 12 4.6 2.8
Table 4.3: Resistivity values of three different samples, 16 % Sn, 10 % Sn, and pure
indium oxide (0 % Sn), determined from Fig. 4.41 at 63 nm film coverage.
Filling factor and exponential dependence effects have been ignored. The
resistivity is about a factor 10-102 times higher than the best thin films.
One possible explanation is depicted schematically in Fig. 4.43. Every new
nanoparticle layer can complete conductance pathways hitherto unused. This is,
because of the open structure of the entire film, where new particles can penetrate
rather deep and a new layer induces significant changes in the layers below. In a
dense film this can not take place. With growing film thickness the particles will
no longer be able to reach the bottom layers, which remain unchanged thereafter.
These lower lying layers contribute only a constant factor to the total resistance
from that point onwards. As the amount of such (constant) layers grows, the
exponent declines.
Beyond this scaling law region, a thin film continues to behave following the well-
known 1film thickness behaviour. This was not yet observed in these nanoparticles
films even at 100 nm. For thin films (d < 200 nm), this is also seen [126].
One further important feature has to be mentioned. It can clearly be seen that at
higher film thicknesses indium oxide has a lower resistivity than both ITO films.
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Figure 4.41: Resistance in dependence of the film thickness with different Sn concen-
tration. The thickness was measured with a quartz oscillator. Notice
the different on-set in resistance for ITO and indium oxide, which pre-
sumably is caused by the different shapes of the particles. Also clearly
visible is the changing power law with increasing film thickness.
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This is presumably because the indium oxide film is more compact. Indium oxide
does not form rods, but cubes. It is easier to accommodate these cubes, than it
is to do so for the rods. It is known, that high quality indium oxide films can
have a slightly larger resistivity, than ITO thin films [125] . So if the resistivity is
almost equal, but the filling factor for indium oxide is likely higher than for the
ITO samples, a lower total resistivity is achieved.
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Figure 4.42: Current voltage characteristic curve of the first electrical signal in a
growing ITO nanoparticle film at 12.7 nm. The line is clearly linear
within 1 % accuracy. This rules out any tunnelling or other non-Ohmic
behaviour.
Figure 4.43: The top particle, labelled 5, connects all other particles together, show-
ing every new particle layer potentially influences the entire electrical
structure substantially.
The existence of a filling factor  1 implies, that the particle contacts are on a
loose basis only, which means a lot of electron scattering will take place (compa-
rable to grain boundary scattering in thin films). The filling factor effect makes
it difficult to define a resistivity value. In order to compare ITO nanoparticles
with thin films, this effect was ignored in Table 4.3.
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These resistivity values are about 10-102 higher than the best compact thin films
[124]. The filling factor together with the increase in electron scattering at particle
boundaries and the stronger film thickness dependency are responsible for this,
as previous (ex-situ) work on ITO particles (including the filling factor) revealed,
that the thus obtained resistivity was comparable to compact thin films.
4.2.2 Optical properties of ITO, indium oxide and tin ox-
ide nanoparticles
In this section the different optical responses of ITO, indium oxide and tin oxide
particles will be discussed. For future technical applications these properties are
of main interest, as ITO today is widely used in opto-electronic devices. The
information from our work will also have important consequences for the more
fundamental aspect, of how highly degenerate semiconductor nanoparticles, such
as ITO, behave.
When using laser ablation it is not clear, if the stoichiometry of the particle
reflects that of the target. It could well be, that instead of having ITO particles,
indium oxide and tin oxide particles are separately created. It is reported in
literature, that this can happen in thin films without substrate heating [127].
So this might be possible. TEM micrographs show the particles to be rather
small (in the order of a 10 nm) and almost perfectly crystalline. Application of
EDX (energy dispersive X-ray analysis) in the TEM gave no satisfying result. As
indium and tin are neighbors, the element resolution of the device is not sufficient,
apart from the fact, that to distinguish between ITO, indium oxide and tin oxide,
the spacial resolution of the device has to be in the order of a few nanometers.
Optical spectroscopy can resolve this problem successfully.
In Fig. 4.44 the optical extinction spectra of two ITO samples and one indium
oxide sample are presented. It is quite clear, that the samples are different. In
particular, the spectral features at 4 eV, which is characteristic for indium oxide,
does not appear as part of the ITO spectrum, hence, the latter sample does not
consist of separated indium oxide and tin oxide particles. As such ITO particles
have indeed been produced. Further evidence for this is the position of the band
gap. For both ITO samples it is placed beyond the band gap of pure In2O3, which
is located at 3.62 eV. If the ITO samples were a mere mixture of pure indium
oxide particles and pure tin oxide particles, it would be expected the band gap
would also start at that energy. Additionally, the difference between the two
band gap positions of both ITO particles can only be explained by a different
stoichiometry. The ITO sample with 10 wt. % Sn has the highest direct band
gap positioned at 4.31 eV. The direct band gap of the ITO sample with 16 wt.
% Sn is located at 3.92 eV. Both are substantially higher than the band gap of
pure indium oxide and also higher, than reported for ITO thin films [130] or [131]
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Figure 4.44: Optical extinction (normalized to the film thickness) of two ITO samples
(16 wt. % Sn and 10 wt. % Sn) and one pure indium oxide sample. The
ITO samples behave very differently from the indium oxide. The tin
dopant shifts the band gap further into the ultra violet, making the
material more transparent in the visible region, which is important for
technical applications. Furthermore, a Mie peak can be observed at 0.52
eV (16 wt. % Sn) and 0.48 eV (10 wt. % Sn).
(this is likely due to quantum confinement). Doping indium oxide particles with
Sn in increasing amounts shifts the band gap to lower energies.
What is of further interest, particulary for opto-electronic devices, is the low
extinction in the visible region of the spectrum. Pure indium oxide causes more
absorption, than ITO particles. The feature-less region is smaller, as the band
gap is positioned closer towards the VIS. However, it might be difficult to obtain
a fully colorless film, as there clearly is a slope (i.e. some energy dependence of
the extinction) in this region for both ITO samples.
Most surprising is the presence of IR peaks in the ITO particle films spectra,
which are absent in pure indium oxide and in pure tin oxide particles, further
proving the statement, that ITO nanoparticles have been produced. In Fig. 4.45
these peaks in the IR are presented in more detail, together with the results of
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Figure 4.45: Optical extinction of two ITO samples (16 wt. % Sn (thickness 90 nm)
and 10 wt. % Sn (thickness 112 nm), pure indium oxide (thickness 80
nm) and tin oxide sample (thickness 36 nm) measured ex-situ with the
IFS 66 v/s, see A.1.4. The graphs have been normalized to the film
thickness. Two Mie peak appears at 0.52 eV (16 wt. % Sn) and 0.48 eV
(10 wt. % Sn), which is probably due to a large number of free carriers
created by tin doping.
pure indium oxide and pure tin oxide.
In the case of ITO with 16 wt. % Sn, the peak position is at 0.52 eV. The
peak of the 10 wt. % Sn ITO sample is placed at 0.48 eV. It is also noticeable,
that the peak height of the ITO sample with 16 % Sn is slightly larger. One
last important feature is the presence of a small additional shoulder in both ITO
samples, which is located at 0.84 eV. This shoulder is probably due to the fact,
that ITO particles are cube-like, instead of spheres. It is known, that cube-like
particles have shoulders on the high-energy side of the Mie peak [24], [135], [134].
Mie calculations13 using bulk dielectric functions of ITO do not show a Mie peak
in the desired region. Efforts to obtain the dielectric function from thick ITO
nanoparticle films did not yield any success either. ITO films have been modelled
as well, [137]. However, we use a simpler model to describe the dielectric function
13Mie calculations can only calculate the extinction cross section for spheres, however, as an
approximation the cubes are assumed to be spheres.
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Figure 4.46: Measured and calculated extinction spectra for two different ITO sam-
ples. A good agreement can be achieved, if a carrier concentration of
1.8 1021 cm−3 for the 16 wt. % and a damping h¯γ of 1 eV is used. For
the 10 wt. % sample a concentration of 1.72 1021 cm−3 and a damping
h¯γ of 0.95 eV is used. The particle size was 10 nm in both cases. The
ratio between the calculated peaks is identical to the ratio between the
measured peaks.
of ITO. It is based on a Drude-like approximation, see Eq. 4.17.
˜
ε (ω) = ε∞− ne
2
m∗ε0ε∞︸ ︷︷ ︸
ω2p
· 1
ω2 + iωγ
, with (4.17)
ω frequency
n carrier concentration
e elemental charge, 1.6 10-19 C
m∗ effective mass
ε0 dielectric constant of vacuum
ε∞ relative dielectric constant of ITO
γ damping constant
ωp plasma frequency
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Figure 4.47: Measured optical extinction of tin oxide nanoparticles (thickness 36 nm).
Clearly visible is the peak at 4.06 eV, which is due to quantum confine-
ment. It might be useful as an optical filter (the color of this sample was
bright yellow).
The dielectric constant ε∞ for ITO films is known to range from 3.9 to 4.0 [136],
dependent on the amount of the Sn dopant. An average value of 3.95 was taken.
The effective mass of the electrons in ITO varies between 0.25 and 0.4, depending
on the dopant concentration. For the Mie calculations in Fig. 4.46 an average
value of 0.35 was used, as is suggested by [136]. The position of the peak is then
determined by the carrier concentration and, to a lesser extent, by the damping
γ. The half width of the experimental curve was used as a starting point for
the damping. To model the low energy side of the experimental peak correctly,
the half width had to be increased for both samples. It was found, that good
agreement between calculation and measurement could be achieved, when the
carrier concentration and the damping h¯γ for the ITO sample with 16 wt. % Sn
was 1.8 1021 cm−3 and 1 eV, respectively. For the ITO sample with 10 wt. %
a carrier concentration of 1.72 1021 cm−3 and a damping h¯γ of 0.95 eV yields a
good agreement. The ratio between the calculated peaks is identical to the ratio
between the measured peaks of the two samples, if the above described values for
the carrier concentration and the damping are chosen. This proves the viability
of the method.
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carrier concentration [1021 cm−3] damping h¯γ [eV] resistivity [10−3 Ωcm]
16 wt. % Sn 1.8 1 1.05
10 wt. % Sn 1.72 0.95 1.04
Table 4.4: Carrier concentration, damping h¯γ and resistivity, as determined by the
Mie calculations to fit the experimental curves. The carrier concentration
is higher, compared to the best thin films, the resistivity is however lower
[116].
From the Drude dielectric function the resistivity can be obtained, using Eq. 4.18.
ρ =
m∗
e2
· γ
n
(4.18)
In Table 4.4 the resistivity, the carrier concentration and h¯γ are presented for
both samples. The resistivity, determined from the optical measurements, is
lower, than the one determined from the electrical measurements, see Table 4.3.
The electrically determined resistivity did not take the filling factor into account.
As far as carrier concentration is concerned, the ITO nanoparticles can compete
with the best ITO thin films, which rarely exceed 1021 cm−3 [116]. However, the
resistivity is higher, than the best ITO thin films, which can be as low as 4.4 10−5
Ωcm.
In Fig. 4.47 the optical extinction of tin oxide nanoparticles is presented. This
graph is shown separately, because of the strong absorption compared to ITO and
indium oxide and the interesting feature present beyond the direct band gap (Eg
= 3.16 eV). At 4.06 eV a peak appears. This peak is not due to the presence of
free carriers. Peaks beyond the band gap are frequently observed in nanoparticle
semiconductors and other quantum dots [141], [142]. They are due to quantum
confinement of the carriers [143]. This basically means, that the electrons are
trapped inside a box, the nanoparticle in this case. It can be shown in simple
quantum mechanical calculations, that the lowest energy level is shifted towards
larger values, and the energy steps between two levels are increased, which in
turn leads to the presence of peaks. The extinction jumps up to the surprisingly
high value of 2 at the direct band gap, although the film thickness is only 36 nm.
The color of the material is therefore bright yellow. It would probably make this
material very suitable as an optical filter.
In conclusion, it is shown, that the optical behaviour of ITO particles is clearly
different from indium oxide and tin oxide particles. This indicates, that the
produced ITO samples are not a mixture of indium oxide and tin oxide particles,
but are truly ITO nanoparticles.
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4.2.3 Influence of oxygen on ITO, indium oxide and tin
oxide nanoparticles
Apart from the amount of tin present in ITO, the oxygen amount is of equal im-
portance to the resistance of a sample. Both can contribute free carriers14, which
will inevitably enhance the electrical properties. It is however quite difficult to
obtain very well mixed targets with different oxygen amounts and even if those
would be available, it would not necessarily lead to the appropriate incorpora-
tion in the nanoparticles. One option would have been to use a different seeding
gas mixture (with oxygen). However, because of the expected strong exother-
mic reaction during ablation (due to the reaction of oxygen radicals with indium
and tin ions inside the laser plasma) this was not proceeded upon. Instead a
post-deposition oxidation cycle was performed at room temperature. Elevated
temperatures, which are used to anneal thin film and bulk ITO samples, would
probably change the morphology of the sample and possibly destroy any nanopar-
ticle properties. For future applications however the temperature dependence
should be investigated.
To compare the results obtained for both ITO samples (10 wt. % Sn and 16 wt.
% Sn) also bare indium oxide and tin oxide were oxidized to see, wether they
would behave similarly. The optical properties did not change in the measured
spectral range (200 - 1000 nm). Electrically changes were observed. They are
discussed below.
Response to oxygen of ITO nanoparticles
The carrier concentration is drastically reduced, assuming an oxygen molecule is
incorporated into the lattice by occupying two vacancies and binding the elec-
trons [116]. Any change in the free electron density should influence the overall
conductivity. In Fig. 4.48 the change of the resistance over time is plotted with
the partial oxygen pressure being a parameter.
As the oxygen pressure is increased, the resistance increases. At 14 mbar sat-
uration can be detected (for the 10 wt. % Sn sample). The oxygen pressure
was reduced for both samples. A clear decrease in resistance can be observed al-
most immediately. The starting value was not reached even after a considerable
amount of time. It implies, that this effect is not only due to ITO nanoparticles
possibly being oxygen deficient15.
One can assume two separate processes to be responsible. One is determined by
the under-stoichiometric amount of oxygen. It causes the resistance to increase
14Generally un-occupied oxygen sites are responsible for this, so the lack of oxygen is impor-
tant.
15Reports also exist stating the lowest resistivity is reached for oxygen rich films [144].
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Figure 4.48: left: Resistance of a 112 nm thick ITO nanoparticle film with 10 wt. %
Sn. As the partial oxygen pressure is increased, the resistance increases
in a complex way. At 14 mbar saturation seems to be reached. right:
Resistance of a 90 nm thick 16 wt. % ITO nanoparticle film. Both types
react similar to oxygen.
irreversibly by chemically binding the oxygen to the previously vacant site. This
explains why even at low oxygen pressures of 10−4 mbar an increase is observed
[145].
The other is more difficult to understand. It is well-known [146], that over-
stoichiometric ITO (oxygen) can exist. Even after annealing the oxygen remains
present, which is explained by assuming the oxygen segregates into the grain
boundaries during annealing. This can happen, because the substitution of in-
dium for tin creates a charge imbalance, which is compensated by the formation
of interstitial oxygen anions [147], which in turn migrate. In nanoparticles, be-
ing considerably smaller than normal ITO grains, it might be assumed, that this
process can take place at room temperature. The oxygen is first absorbed and
incorporated into the lattice. The surplus absorption then segregates to grain
boundaries [148] (in the case of highly crystalline ITO nanoparticles presumably
the surface, where it is only weakly bound, as it is known, that the surface con-
tains indium in more complex chemical states [149]) and it can be removed again
by pumping, resulting in a net decrease in the resistance.
In conclusion, it is not surprising, that ITO particles produced with laser ablation
is oxygen deficient after deposition. Increasing the oxygen pressure will therefore
result in a decrease of these vacancies. Surplus oxygen is segregated to the surface,
where it can be removed.
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Response to oxygen of indium oxide nanoparticles
In our ongoing investigation of ITO clusters, pure indium oxide nanoparticles
were manufactured as well, the results of which have already been presented,
see section 4.2.1 and 4.2.2. In order to estimate the level of oxygen deficiency
compared to ITO, these nanoparticles were also exposed to oxygen. In section
4.2.1 it was shown, that indium oxide nanoparticles have good conductivity (even
better than the ITO particles). However, stoichiometric indium oxide is supposed
to be an insulator. A great number in oxygen vacancies will result in a substantial
number of free carriers, which in their turn cause a low resistivity. So, an increase
for the resistance was found, when the oxygen partial pressure was increased, as
can be seen in Fig. 4.49.
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Figure 4.49: Resistance indium oxide nanoparticle film (89 nm mass thickness) during
oxidation and illumination. a) [ •, 3, etc. ] pumping cycles at 10−7 mbar
without illumination. b) [−] oxidation at 10−3 mbar O2. c) [ -2-, -©-,
-4-, -3-, etc. ] pumping cycle at 10−7 mbar without illumination, the
resistance remains constant. d) [ -2-, -©-, -4-, -3-, etc. ] illumination
during pumping at 10−3 mbar O2, the resistance drops drastically. This
drop stops, the moment the illumination is stopped.
First, the resistivity of the sample remains constant, designated as a in Fig. 4.49.
CHAPTER 4. EXPERIMENTAL RESULTS 115
When oxygen is introduced into the vacuum chamber at 10−3 mbar O2, the resis-
tance immediately jumps up, this flank is designated as b. In the experimental
run of Fig. 4.49 this was only allowed for a few minutes. Afterwards the vacuum
chamber was evacuated to 10−3 mbar O2, designated as c. Nothing spectacular
happens to the sample and the resistance remains constant again. Then the sam-
ple was illuminated for a short time with a XBO lamp (less than a minute) and
a dramatic and surprising decrease of the resistance followed. This flank is desig-
nated as d. The resistance almost immediately drops. When the light is turned
off, the resistance remains at this constant value, until oxygen is introduced or
illumination is started again, indicating, that the change is not due to induced
photo-carriers.
This process can be repeated indefinitely. In Fig. 4.49 only six cycles are shown.
If the same illumination and oxidation times are used, the same resistance values
are always obtained. It can be seen, that if the illumination time is too short,
the sample resistance slowly decreases , as the chamber is being evacuated. The
sample resistance increases slowly when the illumination time was to long (a’ in
Fig. 4.49). It seems both approach 55 kΩ.
It was possible to roughly determine the wavelength, at which this process takes
place, by using various filters, which were mounted in front of the XBO lamp. A
filter blocking all light below 320 nm (=3.87 eV) still showed the effect, whereas
a filter blocking all light below 360 nm (=3.44 eV) did no longer induce a change
in the resistance. This clearly demonstrates, that it is an UV process, requiring
h¯ω to be somewhere between 3.44 eV and 3.87 eV.
From the steep increase of the resistance during oxidation in Fig. 4.49 it can be
assumed, that indium oxide nanoparticles produced by laser ablation are probably
under-stoichiometric. The process shown in Fig. 4.49 also takes place in thin films
[150]. Due to UV irradiation, oxygen in thin films is transferred from a bound
to gaseous state and subsequently vacancies are produced, which act as donors.
The free carrier density is enlarged. Thus the conductivity is enhanced, which
for thin films 10 nm thick was as much as five orders of magnitude [151]. Indium
oxide nanoparticles might possess an even more pronounced effect, as the surface
to volume ratio is strongly increased.
The oxidation afterwards contributes to the incorporation of oxygen into the
material. The vacancies are filled again, which diminishes the vacancy density and
thus the carrier concentration. The resistivity is drastically increased. However,
for thin films the oxygen absorption seems to be due to ozone gas, instead of
simple oxygen. In the case of indium oxide nanoparticles the oxygen appears to
be responsible.
It should be noted, that ozone can be produced by UV light. The lamp however
was always shielded, so no light could enter the vacuum chamber (when no illumi-
nation was needed). Any residual ozone still left from a previous oxidation cycle
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was removed, as the pumping times lasted up to 14 hours, before a new oxidation
run was made. So although ozone can not be excluded entirely, it seems unlikely,
that it is responsible for the change in resistance.
In conclusion, it was shown, that indium oxide films are under-stoichiometric
and that the introduction of an oxygen atmosphere can diminish the vacancy
amount. This effect is reversible, if UV light with an energy between 3.44 eV and
3.87 eV irradiates the sample and transfers bound oxygen to a gaseous state. It is
known from literature [138], that ITO, indium oxide and also tin oxide can react
with various gases. These reactions influence the electrical signal, making these
materials suited for sensor technology, so changes are to be expected. In this
respect, indium oxide nanoparticles might make an interesting oxygen sensor,
as their surface-to-volume ratio is much larger compared to thin films. The
experiments presented here also demonstrate, that indium oxide particles behave
completely different under oxygen atmosphere than ITO particles.
Response to oxygen of tin oxide nanoparticles
In the previous sections it was shown that an oxygen deficiency leads to better
conductive properties, as oxygen vacancies act as donors and therefore increase
the free carrier concentration. As the last material tin oxide nanoparticles were
investigated on their behavior to oxygen. In Fig. 4.50 the result is shown.
As the partial oxygen pressure inside the vacuum chamber is increased, the re-
sistance continually decreases, in total one order of magnitude. Furthermore, if
the oxygen is removed again by evacuation of the chamber, the resistance value
increases. This process is also reversible over time, the second cycle is shown in
Fig. 4.50.
At 10−1 mbar and above, the sample seems to saturate. At first a sharp decrease
in the resistance can be observed. This is however soon (within a few minutes)
reversed and the resistance increases again to a value of 1 GΩ (see -3- and beyond
in Fig. 4.50). So this is a typical lower limit of that sample , which tends to be
approached again and again, even at higher oxygen pressures.
To return to the initial state, before oxidation was started, the vacuum chamber
has to be evacuated a long time (notice the logarithmic time scale), indicat-
ing, that this process is endothermic, whereas the process during oxygen inlet is
exothermic. The exact reaction dynamics and the underlying physics or chem-
istry are unknown. It is known for ITO [148], that surplus tin oxide is transferred
to the grain boundaries, where it remains in an amorphous state. Something
similar might occur here as well.
In accordance with indium oxide, the influence of light was also examined. Strong
photo-conductivity effects were observed. In Fig. 4.51 the resistance of a tin oxide
sample under irradiation is presented.
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Figure 4.50: Resistance of a 36 nm thick tin oxide nanoparticle film. As the oxygen
pressure is increased, the resistance surprisingly decreases.
Under irradiation tin oxide nanoparticle films do react as expected, when compar-
ing with indium oxide and with ITO nanoparticles. The resistance is decreased.
It can be assumed, that two different processes coincide. One is the creation of
photo-carriers, which result in the steep jump at the beginning and the end of
the illumination cycle (see all in-sets in Fig. 4.51), which both take place within
one second, followed by a more gradual change. The gradual change is possibly
caused by the creation of oxygen vacancies. This process is again endothermic,
i.e. it takes longer to recuperate from the irradiation effect after illumination has
been stopped, than to create the effect during illumination.
It was shown, that the results obtained for tin oxide nanoparticles under oxidation
are completely the opposite to that of ITO or indium oxide, diminishing the re-
sistance with increasing oxygen pressure. It is unknown why this happens. Under
illumination however, the sample reacts as expected, probably due to the forma-
tion of photo-carriers, which happens immediately and the creation of vacancies,
which takes place at a slower rate.
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Figure 4.51: Resistance of a 36 nm thick tin oxide nanoparticle film under illumi-
nation and various oxygen pressures. Illumination causes the creation
of additional photo-carriers or vacancies, which both decrease the re-
sistance. It takes a long time before the initial value is reached again
(more than 1000 s, note the logarithmic scale). The steep slope is most
likely due to the recapture of photo-carriers, (see also in-set, in which
the evacuation during the period from 990 s to 1160 s is highlighted),
whereas the gradual increase is due to the disappearance of vacancies.
4.2.4 Summary on ITO indium oxide and tin oxide
It was found, that the optical properties of both ITO types are clearly different
from indium oxide and from tin oxide. In ITO an IR Mie peak is formed, which
we were able to simulate using a simple Drude dielectric function. It showed, that
ITO nanoparticles have a very high free carrier concentration, which can compete
with the best thin films (substantial after treatment is needed to acquire this in
thin films). Electrical measurements showed, that the formation of rods plays a
role in the conduction onset. Oxidation experiments have revealed, that ITO,
indium oxide and tin oxide can react with oxygen. For ITO these changes are
almost irreversible at room temperature. For tin oxide the change is reversible.
For indium oxide UV light has to illuminate the sample to return to the original
state. Reasons why this might occur have been given.
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4.3 Experimental data on Nickel nanoparticles
In this section first results concerning Ni nanoparticles will be presented. Bulk
nickel (electronic configuration [Ar]3d8 4s2, therefore it usually has a valence of
+2) is a silvery white metal with a melting point of 1726 K and a boiling point
of 3003 K [46]. It has a mass density of 8,908 g cm−3 and a fcc lattice structure
[46]. It is ferromagnetic, with a Curie temperature of 648 K [41]. The electrical
resistivity is 6.93 10−8 Ωm. Nickel is widely used to produce stainless steel, mak-
ing it corrosion-resistant. In finely dispersed form it is used as a hydrogenation
catalyst for vegetable oils.
First the optical properties of nickel nanoparticles will be presented. Then the
change of the electrical properties under an oxygen atmosphere will be discussed.
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Figure 4.52: Calculated optical extinction of Ni nanoparticles for different embedding
media and different sizes using Mie’s theorie. For low refractive indices
it is difficult to distinguish between 5 nm and 20 nm large particles.
However, as the refractive index is increased, a peak starts to evolve (this
happens at n∼1.6). At n=2 both sizes can theoretically be separated,
as a clear peak has evolved.
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4.3.1 Optical properties of Ni nanoparticles
Although Ni nanoparticles are very interesting, not much research has been done
in this particular field, if compared to Co or Fe particles. This is possibly, because
the manufacturing is not as straightforward as would be desired.
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Figure 4.53: Measured optical extinction of Ni particles on a BN covered quartz sub-
strate and Mie calculations for particles with a radius of 12 nm for
different dielectric constants and for BN. High refractive embedding me-
dia have to be assumed to account for the shoulder. BN is responsible
for the high energy slope. However, the low energy side (see arrow) can
not be explained by this. Possibly aggregation is responsible for this be-
haviour. It should be mentioned, that the calculations assume embedded
particles, not deposited ones.
One of the difficulties concerning the optical properties is depicted in Fig. 4.52. At
low refractive indices (n < 1.6), Ni nanoparticles within an interesting size range
(5...20 nm) do not show any extinction peak. This makes it almost impossible to
use the easily accessible optical information as a probe for the particle size, unless
particles are deposited within a matrix or on-top of a high refractive material.
In the case of n=2 (and embedding), 5 nm particles show a peak at 3.2 eV and
20 nm particles one at 3.0 eV. The broad structure of the peak, together with
the on-set of the interband absorption, will make any experimental distinction
challenging.
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In Fig. 4.53 the optical extinction of Ni nanoparticles on a BN covered quartz
substrate is presented, together with Mie calculations for different dielectric con-
stants of the surroundings. Here the Mie calculation can only give information
about qualitative trends, since the nanoparticles are deposited, while Mie calcu-
lations only hold for embedded particles. It can be noticed immediately, that the
calculations and the measurements do not correspond to each other, however, the
differences are moderate.
At high refractive indices, Ni is supposed to show a peak, at 3.4 eV for n=1.8
or 3.2 eV for n=2.0. The general evolution of the measured graph in Fig. 4.53
can be simulated with these two refractive indices. On the low-energy side the
experimental curve is clearly not captured. On the high-energy side, the slope
is represented incorrectly as well. This side can be approximated by taking into
account the BN surface onto which the particles where deposited, by assuming
they are completely embedded. Obviously, the extinction spectra lack selective
spectral features, which could point out the different sample structures. The low
energy side is still wrongly depicted, though. Additionally, a large size distribu-
tion, see 2.2.4, would fully cover any peak and could probably also explain the
low-energy side.
The assumption of highly refractive embedding media might seem questionable
at first. However, if the presence of a nickel oxide shell around the particles is also
assumed, this can be explained. No dielectric function of NiO could be obtained
so far, therefore, no core-shell Mie-calculations were performed.
It has been shown, that optical measurements can be used to explain the ex-
periments, however particle deposition should take place into an high refractive
embedding medium. A broad size distribution is present, 64 % in 2.2.4, which
totally obscures any Mie peak, together with a high refractive index. This index
might be due to the presence of a nickel oxide shell.
4.3.2 Electrical properties of percolated Ni nanoparticles
during oxidation
The primary goal of preparing Ni nanoparticles was to control the oxidation
process. Controlled oxidation will (slowly or fast) diminish the metallic volume
of the particle. As the metallic core is responsible for the optical, electrical and,
more important, for the magnetic properties, it should be possible to obtain a
size dependence of all three during an oxidation process.
In Fig. 4.54 the measured optical extinction of Ni nanoparticles is presented
for four different partial oxygen pressures, 10−8, 10−6, 10−3 and 10 mbar O2.
Although a change can be seen, it is difficult to relate this to the oxidation,
as only slopes have shifted. No peaks can be seen for reasons explained in the
previous section, 4.3.1.
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Figure 4.54: Measured optical extinction of Ni particles under changing oxygen at-
mosphere, when the pressure and the time in an oxygen ambient are
increased, the optical extinction changes only slightly.
One extraordinary feature, is that the extinction initially increases with increased
oxygen pressure. From the Mie calculations in the previous section it can be seen,
that higher refractive embedding media cause a slight increase in the extinction
as well as a shift it to the low-energy side. At higher pressures the extinction
returns to its original value. It might be due to the decreased amount of metallic
material. These experiments show, that optical measurements are not well suited
to control the oxidation phase.
More promising were the electrical measurements. In section 4.1.10 it was shown,
how sensitive a metallic film can react to the presence of oxygen. In Fig. 4.55
the electrical resistance of a Ni nanoparticle film is presented.
Without the presence of oxygen, the resistance only increases slightly with time
(not visible in Fig. 4.55. The moment oxygen is introduced (see first in-set in
Fig. 4.55), at 10−3 mbar, the resistance is first surprisingly decreased. After 300 s
however, it triples within 30 s. The next 1200 s it triples again. If the pressure is
increased further, the changes in resistance become faster. Subsequently reducing
the pressure to 10−8 mbar and keeping it at this pressure for a prolonged period of
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Figure 4.55: Measured electrical resistance of a percolated Ni nanoparticle film over
time under an increasing oxygen atmosphere. The resistance is constant
at the beginning (only slightly increasing). When oxygen is introduced,
the resistance jumps up (see both in-sets). Higher oxygen pressures
cause faster changes in the resistance. Reducing the oxygen pressure only
slows down the increase in resistance, but can not stop it. Subsequent,
renewed oxidation causes a jump again. This clearly demonstrates, that
oxygen does have a substantial influence. It is not clear, whether the
nanoparticles were homogeneously oxidised or core-shell particles were
formed.
time, does not slow down the increase in resistance. It slowly continues increas-
ing. This indicates, the oxidation process is irreversible and even the smallest
amounts of oxygen do have an influence. Introducing oxygen once more, initiates
a dramatic increase. This experiment shows, that electrical measurements on Ni
nanoparticles are sensitive to oxygen. It also shows, that it should be possible to
control the oxidation rate, since the changes are slow enough.
In Fig. 4.56 two TEM micrographs of two nickel experiments are shown. The
one on the left has not been oxidised. It shows, that the particles have formed
a chain. This might indicate, that the particles are ferromagnetic. Independent
magnetic measurements on these particles have also shown this to be true [154].
On the right the oxidised sample, the same from which the electrical data in Fig.
4.55 was collected, is shown. It is very dissimilar to the un-oxidised one,
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Figure 4.56: top: TEM micrographs of two Ni nanoparticle samples. On the left an
un-oxidised sample, on the right an oxidised one. The unoxidised sample
has formed a chain, similar to cobalt nanoparticles [152], indicating it is
ferromagnetic. The oxidised sample looks completely different. A lot of
very small particles are present. bottom: TEM diffraction micrographs
of two Ni nanoparticle samples. On the left the un-oxidised sample,
in the middle the oxidised one. The un-oxidised sample appears to be
crystalline. In the oxidised state continuous rings are formed. Both
appear to be a fcc structure. On the right the ring diameter for each
ring of the diffraction micrographs is plotted. The lines are only a guide
to the eyes. This plot shows, that the crystal lattice has changed.
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in that many more smaller particles are present, although the production param-
eters were identical, except for the oxidation. Also, the particles seem to have an
irregular shape. It might indicate, that the oxidation process was not homoge-
neous. It is known, that the lattice mismatch between the metal and the oxide
causes interfacial stress [153], which can break up a particle into several smaller
ones. These smaller particles maintain a metallic core, but have a thick oxide
shell around them. This might also be the case in our experiments.
In the lower part of Fig. 4.56 the two diffraction patterns are presented. Both
measurement were performed with the same aperture and the same magnification.
They show a similar picture. The un-oxidised sample is more crystalline, than
the oxidised one. Crystalline nanoparticles will leave strong and distinct spots on
the diffraction rings. The oxidised sample has only faint, continuous rings. Sur-
prisingly, the number of the diffraction rings and the order, in which they appear,
seem to be the same. They appear to have an fcc structure. However, the rings
of the oxidised sample are 14 % larger, than the un-oxidised sample, see bottom
right graph in Fig. 4.56, indicating the lattice parameter has changed during
oxidation. As stoichiometric nickel oxide has a bcc structure [155], it is probable,
that a metallic nickel core with fcc structure is still left. The surrounding nickel
oxide shell compresses the lattice parameter in this case.
In conclusion, it was shown, that although optical measurements are not very
well suited to check the oxidation process, electrical resistance measurements can
be used. Higher oxygen pressures induce faster changes. If the pace, at which the
oxidation happens, is too fast, particles, which are not as crystalline, are created.
Furthermore, the lattice parameter is changed.
Chapter 5
Summary and Conclusions
In the present thesis optical and electrical properties of deposited, often perco-
lated nanoparticles were measured. This thesis is part of an extended research
program to produce and analyze novel materials consisting of nanoparticles and to
look for their potential practical and technological applications. All nanoparticle
systems were produced with LUCAS (which stands for Laser Universal Cluster
Ablation Source). LUCAS was built by M. Gartz during a previous thesis [47].
During the present thesis it was extended in essential areas for the purposes of
the performed measurements.
LUCAS consists of three major parts: the laser system, the UHV chamber with
three differential pumping stages and the optical and electrical measurement
equipment.
The laser system, a pulsed Nd:YAG with a wavelength of 1064 µm, is a commer-
cially available Lumonics JK 702H. It was made operational and can deliver a
maximum power of 350 W and a maximum pulse energy output of 50 J.
The vacuum chamber uses three differential pumping stages to reduce the Ar
seeding gas pressure (the argon gas is only used during ablation) from 1 bar in
the target chamber to 10−4 mbar in the measurement chamber. After ablation and
particle deposition, the vacuum lock, which was added, can be closed. It separates
the ablation chamber, where the nanoparticles are ablated or evaporated, and the
differential pumping stages from the measurement chamber. A pressure of 1 10−9
mbar can be reached in this latter chamber, when the vacuum lock is closed.
The optical transmission measurements were performed with a multi-channel
spectrometer, MCS 400, from Zeiss. It can measure a high-precision spectrum
between 200 and 1010 nm within a few minutes. This feature is very useful when
investigating the evolution in time of a sample.
For the electrical measurements a very sensitive device was acquired, a Keithley
236 Source Measure Unit, which can apply a bias and measure the subsequent
current with an accuracy of 10 fA. A computer program was written to control
126
CHAPTER 5. SUMMARY AND CONCLUSIONS 127
the device and the measurements. To perform optical and electrical experiments
on the same sample a new substrate geometry was developed. It consists of four
gold contacts in a square of 5x5 mm on a quartz substrate. The nanoparticles
are deposited between these contacts. Additionally, a second method to perform
electrical measurements was used. In a collaboration with Lund university, a
nano-scaled chip (where the gaps between two contacts are 100 nm wide) was de-
veloped and produced by electron-beam lithography. This enabled us to measure
the current through only a few (three to four) nanoparticles.
The fabricated, novel cluster systems were regularly investigated ex-situ by elec-
tron microscopy as well, a Philips EM400T, which is present in our group.
The use of a laser system, like the Nd:YAG, makes it possible to produce many
nano-structured materials. In the present thesis a wide variety of nanoparticle
systems was investigated. A brief overview of the results for each material is
listed below.
Yttrium
During a previous thesis, [47], it was found, that Yttrium nanoparticles change
their optical properties under the influence of hydrogen and undergo an electronic
phase transition. Atomic hydrogen induces the formation of yttrium di-hydride
and yttrium tri-hydride. What makes this change interesting, is its reversibil-
ity at room temperature. We extended this previous work on yttrium done by
M. Gartz. It was shown, that the electrical properties of percolating yttrium
nanoparticles are also changed reversibly by the electronic phase transition. Us-
ing the sensitive electrical set-up, it could be shown, that changes appear already
at partial hydrogen pressures of 10−5 mbar. The experimental results indicate,
it should not be difficult to build a prototype for a sensitive hydrogen detector.
The experiments have proven, that the layout presented in this thesis is sufficient
for such a prototype. The work done on yttrium nanoparticles also determined,
that the electronic phase change occurs presumably almost instantaneous in each
particle, when H is added. This knowledge could be achieved by measuring short
chains of only few, percolated particles (three to four) during hydrogen in- and
outlet. Using fairly simple models, the current through these few particles could
be simulated and understood. From this and from oxidation experiments, which
were investigated by both optical and electrical means, it became clear, that even
under the vacuum conditions present inside the experimental equipment, a thin
oxide shell was usually formed around each particle. This effect could be limited
under special conditions.
Additionally, it was shown, that yttrium hydride nanoparticles have an atomic
structure, which differs from pure yttrium nanoparticles in the investigated size
range, and which thus undergo a structural phase change, when hydrogen is
absorbed.
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In the future it would be of interest to perform low temperature measurements.
It could provide a deeper understanding in the conduction processes on the one
hand. It may also shed light on the hydrogenation process, which is reversible at
room temperature, but will probably not be reversible at lower temperatures.
Gadolinium
Bulk gadolinium is known to undergo a similar hydrogen-induced electronic phase
change as yttrium. For the first time, this transition was shown to be present
in the case of nanoparticles as well. Although electrical measurements proved to
be inconclusive, the changes of optical properties are even more pronounced in
Gd nanoparticles, compared to Y. It can be assumed, that the activation energy
involved in the transition is somewhat higher than that of the transition yttrium
di-hydride to tri-hydride.
Indium oxide, tin oxide and ITO
Previous work on ITO nanoparticles with a specific composition by C. Keutgen
[121] discovered, that ITO condensates into rods. During the present thesis it was
found by variation the composition of ITO, that the amount of tin oxide plays a
vital role in the condensation process and the resulting nanoparticle shapes. The
condensation time is also of importance.
Of great interest is the fact, that ITO nanoparticles are indeed a mixture on a
molecular scale of indium oxide and tin oxide. This could be concluded from
the optical spectra of these particles. In these spectra a Mie peak was found for
the first time, situated in the near infrared region. This is surprising, as ITO
is semiconducting. Mie calculations revealed, that the carrier concentration in
these nanoparticles is very high and can compete with the best concentrations
found in ITO thin films.
One of the parameters varied, was the oxygen pressure after deposition of the pro-
duced nanoparticles on some substrate. It was found by electrical measurements,
that all samples (i.e. indium oxide, tin oxide and ITO) react with oxygen. This
reaction is reversible at room temperature for tin oxide (for indium oxide UV
light has to illuminate the sample additionally, whereas the oxidation of ITO is
only to some extent reversible), which indicates the oxygen is only weakly bound.
This reversibility might have an application as an oxygen sensor.
Decreasing the temperature, which was not yet possible during this thesis, might
give a more detailed and important insight in the nature of these semiconductors.
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Nickel
For the first time nickel nanoparticles were produced with LUCAS. The goal
was to achieve a controlled oxidation of the nickel particles, so that shells could
grow. As the shells increase in thickness, the metal core decreases in size, cor-
respondingly. Hence, the hope was, that in a many-particle system of given
topology, particle size effects -in this case especially magnetic effects1- could thus
be studied with high precision. Size effects in the Ni cores should have profound
consequences on the super-paramagnetic properties of the nanoparticle.
An electrical method was developed to oversee the oxidation process. It showed
that oxidation can indeed be controlled. However, first TEM investigations did
not yet yield the same conclusive evidence of well-established oxide shells, indi-
cating further TEM work is needed.
In the future further magnetic measurements are desirable as well to check,
whether the oxidation process takes place by forming shells of controllable thick-
ness or not and how super-paramagnetism might occur in such samples. These
experiments are in progress and will soon lead to decisive results.
In conclusion, it was shown, that LUCAS is a versatile apparatus, which can pro-
duce many different, novel, nano-structured materials. The experimental methods
to investigate cluster matter, i.e. optical and/or electrical measurements, provide
powerful tools to examine nanoparticle systems. They can yield knowledge con-
cerning the nature of these novel systems. The various nanoparticle systems
themselves show interesting and promising possibilities for both fundamental re-
search, as well as for technical implementations, such as sensors.
1First measurements were performed, indicating these particles are magnetic [154].
Appendix A
Experimental equipment
A.1 Optical equipment
A.1.1 λ-19 spectrometer
The λ-19 spectrometer is a commercially available spectrometer made by Perkin
Elmer using holographic gratings (one for the UV/VIS region and one for the NIR
region). It can be used for transmission, reflection and extinction measurements.
The spectral range is 3200 nm - 170 nm (0.4 eV - 7.3 eV), covering the near
infrared region into the near ultraviolet. It has a spectral resolution of 0.5 nm in
the UV and 10 nm in the NIR region. This instrument was applied for special
ex-situ experiments. Further information can be obtained from [156].
A.1.2 MCS 400
The MCS 400 from Zeiss is a multichannel spectrometer using a holographic blaze
grating as dispersive element. The intensity of diffracted light is measured using
a 1024 diode array, achieving an optical resolution of < 4 nm. The wavelength
accuracy is ±0.1 nm, the measurement range is 200 nm - 1010 nm (6.2 eV - 1.2
eV). One major advantage of the device is its ability to scan this range within
a couple ms (as the array is read as a whole), thereby shortening the entire
measurement substantially. Higher accuracy can be gained by integrating over a
longer time. This instrument was integrated into LUCAS to allow in-situ optical
measurements.
A.1.3 M-2000-UI spectroscopic ellipsometer
The M2000 UI from J. A. Woollam Co, is an ellipsometer with a rotating com-
pensator system. White light from either a halogen lamp or a deuterium lamp
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illuminates the sample. The dispersion is achieved using a grating. Two detectors
are available, an InGaAs diode array detector (for the IR) and a Si CCD for the
VIS and UV. Using this configuration a range of 250 - 1700 nm (4.9 eV -0.73 eV)
is covered with a spectral resolution of 1 nm in the VIS and UV. This instrument
was applied in cases, where optical dielectric functions had to be determined.
Further details can be obtained from [157].
A.1.4 IFS 66 v/s Infrared Spectrometer
The IFS 66 v/s is a FTIR system (based on Fourier transformation). In the
configuration used for the experiments mentioned in this thesis, see section 4.2.2,
a Ge diode was used as detector, the beam splitter was Si on CaF2. The spectral
range was 5000 - 12000 cm−1 with a resolution of 0.5 cm−1. The experiments
were performed at air under a pressure of 2 mbar.
A.2 Electron microscope
The nanoparticles, which were fabricated during this thesis were regularly inves-
tigated using the Philips EM400T electron microscope of the research group. The
electron energy was nearly always 80 keV, although the device is also capable of
up to 120 keV. Apart from transmission microscopy, which yields information
about the size and geometry of the samples, it is also capable of creating diffrac-
tion images and dark field images, from which information about the crystallite
structure of the samples can be obtained. One additional feature, used on a regu-
lar bases, is its ability to measure space resolved x-ray fluorescence (EDX), which
allows the analysis of the elements in the sample.
Appendix B
Mathematical model describing
tunnelling
A plane wave is assumed to be the solution for the Schro¨dinger equation, Eq. B.1
in one dimension.(
− h¯
2me
∂2
∂z2
+ Veff (z)
)
ϕ(z) = Φ · ϕ(z) (B.1)
Veff denotes a barrier. Φ denotes the energy. This equation has the following
solutions, Eq. B.2 for a single barrier (see also Fig. 3.2 in section 3.4).
ϕ(z) =

Aeikz +Be−ikz z < −a
Ceγz +De−γz − a < z < a
Eeikz + Fe−ikz z > a
 (B.2)
k =
√
2mΦ
h¯2
, γ =
√
2m(Veff − Φ)
h¯2
2a total barrier width
The amplitudes of the wave, A, B, C, D, E and F have to be fitted to each other,
so the wave and its derivative are both continuous, as demonstrated for a single
junction in Eq. 3.16, which leads to Eq. B.3.
M1
(
A
B
)
=M2
(
C
D
)
=⇒
(
A
B
)
=M−11 ·M2
(
C
D
)
(B.3)
For a multiple junction this can be generalized to Eq. B.4.(
Aincident
Brefl
)
= M−11 ·M2 . . .M−12N−1 ·M2N
(
Cout
Drefl
)
=
N
Π
n=1
(
M−12n−1M2n
)
︸ ︷︷ ︸
Mtotal
(
Cout
Drefl
)
N number of interfaces (B.4)
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Solved for a single barrier (two junctions, four matrices), the matrix Mtotal
simply becomes Eq. B.5.
M = (B.5)(
( ik+γ
2ik
)( ik+γ
2γ
)e2(ik−γ)a − ( ik−γ
2ik
)( ik−γ
2γ
)e2(ik+γ)a
( ik−γ
2ik
)( ik+γ
2γ
)e−2γa − ( ik+γ
2ik
)( ik−γ
2γ
)e2γa
y ...
...
x −(
ik−γ
2ik
)( ik−γ
2γ
)e−2(ik+γ)a + ( ik+γ
2ik
)( ik+γ
2γ
)e−2(ik−γ)a
−( ik+γ
2ik
)( ik−γ
2γ
)e−2γa + ( ik−γ
2ik
)( ik+γ
2γ
)e2γa
)
To obtain the transmission through a single barrier, which is defined in Eq. 3.18,
Drefl is set to zero. The matrix element M
total
11 is in this case the only one of im-
portance. For more barriers, the matrix Mtotal becomes extremely cumbersome
and will not be written down here.
For an asymmetric double barrier the transmission can be written as in Eq.
B.7, where Tr (k1, k2, γ) and Tl (k, k1, γ) (k, k1, k2, γ, γ1 are defined in Eq. B.6)
are the transmissions through the single barriers on the right and the left and
Rr (k1, k2, γ1)and Rl (k, k1, γ) are the reflections, see Fig. B.1.
Figure B.1: Schematic view of transmission through an asymmetric double barrier.
k, k1, k2, γ, γ1 are defined in Eq. B.6, V
eff
1 and V
eff
2 denote the barrier
heights, Φ1,Φ2 denote the changed energy, 2aL denotes the first barrier
width, 2aR denotes the second, b denotes the space between the two
barriers. A and B represent the amplitudes of the incident and reflected
wave, E’ represents the amplitude of the outgoing wave.
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k =
√
2mΦ
h¯2
, γ =
√√√√2m(V eff1 − Φ)
h¯2
(B.6)
k1 =
√
2m (Φ− Φ1)
h¯2
, γ1 =
√√√√2m(V eff2 − Φ)
h¯2
k2 =
√
2m (Φ− Φ2)
h¯2
T (Φ) =
k2
k
1∣∣∣Mtotal11 ∣∣∣2 = (B.7)
Tl(k,k1,γ)Tr(k1,k2,γ)
1−
√
Rl(k,k1,γ)Rr(k1,k2,γ1)+4
√
Rl(k,k1,γ)Rr(k1,k2,γ1) cos
2Υ(k,k1,k2,γ,γ1)
At resonance (Υ (k, k1, k2, γ, γ1) = (2n+ 1)
pi
2
), the transmission becomes as in Eq.
B.8, provided the transmission is small compared to reflection (which usually is
the case).
Tresonance = 4
TlTr
(Tl + Tr)
2 ≈
{
1 for Tl = Tr
4 Tl
Tr
for Tr  Tl
}
(B.8)
If the two barriers are almost identical Tresonance becomes unity. If the barriers
are very asymmetric, the transmission is given by the ratio of the smaller and the
larger transmission. If the total transmission is to be maximized, it is desirable
to have symmetric barriers. Off-resonance, the transmission follows Eq. B.9, the
system behaving as two independent barriers, in analogy to a symmetric double
barrier, Eq. 3.25.
Toff-resonance ≈
TlTr
4
(B.9)
If the double barrier is symmetrical, Eq. B.8 can be simplified to Eq. 3.24.
The time to calculate a the total transmission increases extremely for more barri-
ers. On an ordinary computer, such as the one1 used to calculate the transmission
plots, a single barrier takes less than a second. A double barrier takes about 10
seconds (this corresponds to one particle). A system with two particles takes 15
minutes to calculate, one with four particles (i.e. five barriers, 20 junctions) in a
row takes one hour or more, depending on the variables.
1AMD Athlon C4, 1333 Mhz, 512 Mb DDR RAM, 768 Mb Swap
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