Introduction {#Sec1}
============

It is well-documented that the average global temperature is increasing but the trends in air temperature are not spatially uniform. The spatial heterogeneity of the trend patterns have motivated scientific investigators to understand the role of atmospheric dynamical mechanisms in creating the non-uniformities. One prevailing hypothesis^[@CR1]--[@CR12]^ is that a warming Arctic and Arctic sea ice loss impact mid-latitude weather patterns. However, despite the rapid sea ice loss, some studies^[@CR13],\ [@CR14]^ suggest that there are no robust trends in, for example, atmospheric blocking patterns, important atmospheric patterns related to droughts and temperature extremes. At least in the context of climate models, a difficulty in linking sea ice loss to atmospheric pattern changes is the large internal variability of the Earth's climate system^[@CR15],\ [@CR16]^ compared to the forced response from sea ice loss^[@CR5]^ and the small number of years with large sea ice loss^[@CR8]^.

A competing hypothesis to the Arctic-weather linkage one is that recent prominent atmospheric circulation and associated climate anomalies across North America were related to tropical and North Pacific SSTs^[@CR17]--[@CR20]^ and that a wavier jet stream is the cause of Artic ice decline rather than the response to it^[@CR21]--[@CR24]^. The studies suggest that tropical SSTs may be useful for skillful seasonal temperature predictions. It is also possible that tropical and Arctic effects are not independent of each other because certain tropical convection anomalies can act to warm the Arctic^[@CR21]--[@CR24]^.

Despite the studies showing tropical and North Pacific linkages to US temperature, the Arctic Oscillation (AO, refs [@CR25] and [@CR26]) index still remains one of the most widely used metrics to predict extratropical temperature variability because extreme values of the AO index are preceded by sudden stratospheric warming events with appreciable lead times^[@CR27],\ [@CR28]^. The underlying assumption for such a seasonal forecasting approach is that the AO explains appreciably more US temperature variability than any other existing mode of climate variability.

Regardless of the cause of recent abnormal atmospheric regimes, there is evidence supporting the notion that there are trends in the frequency of occurrence of large-scale circulation patterns^[@CR29]^. An atmospheric circulation pattern that has received particular attention is the North American ridge-trough dipole and the Alaskan ridge^[@CR20],\ [@CR30]--[@CR33]^, which have been identified as key circulation patterns related to the extreme eastern US winters of 2014 and 2015 and the California drought. There is some evidence that the amplitude of the Alaskan ridge pattern has been increasing^[@CR32]^ and such amplification may be the result of the projection of anthropogenic forcing onto the pattern^[@CR30]^. While numerous studies have examined ridge-trough dipole amplitude changes, little attention has been given to understanding how relationship strengths between the pattern and climate parameters have been changing. Such changes are important to identify and understand because of the implications for weather and seasonal prediction. Here, we show that the relationship between US temperature anomalies and the Eastern Pacific/North Pacific (EP/NP) atmospheric pattern has been increasing since the 1950's. We also show that the EP/NP pattern is strongly correlated to the ridge-trough dipole so that the recently studied ridge-trough dipole is part of a hemispheric scale teleconnection pattern. Additionally, using a standard correlation analysis, we will test the hypothesis that the EP/NP index can explain, in many portions of the US, more temperature variability than the commonly used AO index in multiple seasons. We show that the upward trends in EP/NP-temperature relationship strengths has resulted in a greater number of US climate divisions for which the EP/NP pattern dominates the temperature variability.

US Temperature and Atmospheric fields {#Sec2}
=====================================

The monthly US historical climate divisional data^[@CR34]^ are used in this study (see Supplementary Figure [S1](#MOESM1){ref-type="media"}). The observed data are quality controlled, extend back to the late 1800s, and are updated regularly. For this study, the period spanning 1950 to 2015 is used. The data are preferred to temperature reanalysis data sets because surface temperature from reanalysis products are inferred and do not necessarily use data from stations^[@CR35],\ [@CR36]^. Moreover, the divisional data are preferred to the daily station-based Global Historical Climate Network data set^[@CR37]^ because station-based data are often nosier due to local climatological effects, which would impede the extraction of relevant climate signals. For all the time series, annual cycles were removed by subtracting the 1950 to 2015 (or 1980 to 2015) mean for each month from the monthly values of the same month. An additional linear detrending process was also performed to avoid spuriously large correlation coefficients between otherwise unrelated time series. The detrending step involved the computation of a least-square fit of a straight line to the data and the subsequent subtraction of the resulting function from the data. The step was also necessary for the scale-averaged coherence analysis (see Methods and Supplementary Material).

The intensity of the EP/NP pattern^[@CR38]^ is measured using the EP/NP index (Fig. [1a](#Fig1){ref-type="fig"}) whose data from 1950 to 2015 were obtained from the National Oceanic Atmospheric Administration's Earth System Research Laboratory (ESRL) website (ref. [@CR38], <http://www.esrl.noaa.gov/psd/data/climateindices/list/>). The index was calculated using a rotated empirical orthogonal analysis of 500-hPa geopotential height. The December index, as computed by ERSL, does not exist ostensibly because the pattern is not a dominant one in December. However, US climate divisional December temperature variability was found to be associated with an EP/NP-like upper-atmospheric pattern (see Supplementary Figure [S2](#MOESM1){ref-type="media"}). The December index used in the present analysis was constructed by filling the missing December values based on their relationships with 300-hPa streamfunction anomalies over Alaska (see Supplementary Materials). The pattern consists of three main anomaly centers, one over Alaska and two of similar sign over the central North Pacific Ocean and eastern US (Fig. [1b](#Fig1){ref-type="fig"}). In other words, a strong positive phase is associated with an amplified jetstream configuration in which a ridge is situated over Alaska and a trough is situated over the eastern US. The pattern also consists of tropical anomaly centers but they are weaker than the mid-latitude centers of action^[@CR39]^. The formation of the anomaly centers are preceded by two wave trains that propagate from East Asia, the wave trains related to tropical convection^[@CR39]^. Once the pattern is established, the pattern can be amplified by high-frequency eddies^[@CR39]^. The wave activity flux vectors^[@CR40]^ show poleward and eastward propagation, indicating that the wave trains associated with the positive EP/NP phase emanate from the North Pacific and result from anomalous forcing over the tropics and subtropics. The wave activity vectors show no evidence of polar influence on the anomalous wave pattern.Figure 1EP/NP Time series and EP/NP pattern. (**a**) The EP/NP index from 1950 to 2015 (black curve) together with the 5-year running mean. To reduce edge effects, the running mean was calculated by padding the left edge of the time series with the first value of the time series and padding the right end of the time series with the last value of the time series. Note that the raw and smoothed time series are plotted on different scales. (**b**) Composite of 500-hPa geopotential height anomalies for the positive EP/NP phase. Arrows indicate the wave activity flux (*m* ^2^ *s* ^2^), which have been scaled relative to maximum wave activity flux vector length of 0.89 *m* ^2^ *s* ^2^. The map was generated using MATLAB's geoshow routine (MATLAB 2015a, <http://www.mathworks.com/products/matlab/>).

In the current study, we focus on the EP/NP index. The selection of this index for the analysis as opposed to indices for the more well-known AO^[@CR25],\ [@CR26]^, North Atlantic Oscillation^[@CR41],\ [@CR42]^, Pacific Decadal Oscillation (PDO, refs [@CR42] and [@CR43]), and Pacific-North American Teleconnection (PNA, ref. [@CR44]) pattern was statistically and physical motivated. The EP/NP pattern, though usually not thought of as a dominant pattern, was found to be most strongly related with monthly detrended temperature anomalies across the largest area of the US (Fig. [2a](#Fig2){ref-type="fig"}). More specifically, for about 70% of the US climate divisions, the EP/NP index was more strongly correlated with temperature than the AO index. The EP/NP index was found to be most strongly correlated with temperature in the fall and winter and the EP/NP-temperature relationships were found to be stronger than the AO-temperature relationships across the northern US (see Supplementary Figures [S3--S7](#MOESM1){ref-type="media"}), the region impacted by the extreme winter of 2014--2015. It is also noted that relationships between indices for the PDO and the PNA and US temperature were generally found to be weaker than the EP/NP-temperature relationships (see Supplementary Figure [S7](#MOESM1){ref-type="media"}). Additionally, the EP/NP pattern in the mid-latitudes resembles the ridge-trough dipole that has received recent attention^[@CR30]^.Figure 2Strength and Trends in EP/NP index-temperature relationships. (**a**) Correlation between EP/NP index and temperature for each climate division from 1950 to 2015. Correlation coefficients statistically significant at the 5% level are indicated by crosses. (**b**) Linear trends per year in explained variance calculated using the sliding correlation analysis. Crosses denote those trends that are statistically significant at the 5% level. (**c**) Same as (**b**) except for the explained variance calculated using the scale-averaged coherence analysis. In this case, explained variance is defined as the scale-averaged coherence multiplied by 100 because coherence by definition is the fraction of variance of one time series explained by another time series. The map was generated using MATLAB's geoshow routine (MATLAB 2015a, <http://www.mathworks.com/products/matlab/>).

The 300-hPa streamfunction and convective precipitation fields are based on the National Center for Environmental Prediction (NCEP) reanalysis from 1950 to 2015^[@CR45]^. The seasonal cycle was removed in a similar manner to the temperature data and the data were detrended at each grid point. The use of 300-hPa streamfunction is more suitable for the present analysis because geopotential height emphasizes high-latitude phenomena and underrepresents tropical phenomena. It is recognized that the NCEP precipitation data set may not be the most reliable precipitation product. Therefore, an additional precipitation data set is used to complement the analysis. The additional precipitation data set is based on the Climate Prediction Center (CPC) merged analysis of precipitation (CMAP; ref. [@CR46]) from 1979 to 2015. The data set consists of the merging of gauge observations, satellite estimates, and NCEP re-analyses. The SST analysis is based on the Kaplan SST Version 2 data set^[@CR47]^ created by ERSL (ref. [@CR48], <http://www.esrl.noaa.gov/psd/data/gridded/data.kaplan_sst.html>).

Results {#Sec3}
=======

US Temperature relationships with Atmospheric circulation patterns {#Sec4}
------------------------------------------------------------------

The correlation pattern shown Fig. [2a](#Fig2){ref-type="fig"} indicates that the EP/NP index is most strongly correlated with temperature anomalies across the eastern two-thirds of the US, the relationships especially strong across northern portions. The negative correlation coefficients identified across the eastern US are a reflection of the eastern trough associated with the EP/NP positive phase. The results suggest that EP/NP index may be most useful in temperature prediction across the eastern US. Partitioning the analysis into the canonical winter (December--February), spring (March--May), summer (June--August), and fall (September--November seasons (see Supplementary Figures [S3--S6](#MOESM1){ref-type="media"}) showed that the EP/NP index was correlated with US temperature during all seasons, the relationships particularly strong in the winter and fall. For some climate divisions, the magnitude of the correlation coefficients exceeded 0.7. The seasonal analysis suggests that the EP/NP pattern is important for prediction in all seasons. The AO index was also correlated with US temperature across the same regions (See Supplementary Figures [S3--S7](#MOESM1){ref-type="media"}) but the strongest relationships were confined mainly to the southern US. The general pattern of EP/NP dominance in the north and AO dominance in south was generally consistent for all seasons (see Supplementary Figures [S3--S6](#MOESM1){ref-type="media"}). The result suggests that the AO index offers more temperature predictability for southern portions of the US and the EP/NP offers more predictability for northern portions. Although the geographical distributions of the AO- and EP/NP-temperature correlations share resemblance, the temporal correlation between the two indices was found to be very weak (*r  *=−0.2).

We next examine large-scale circulation patterns associated with the divisional temperatures by computing correlation between each detrended climate divisional temperature time series and detrended 300-hPa streamfunction anomalies. To avoid having to define regions for spatial averaging, an additional data processing step, we plotted the fraction of climate divisional temperature time series that are significantly correlated with detrended 300-hPa streamfunction anomalies at each grid point (Fig. [3a](#Fig3){ref-type="fig"}). The mean correlation coefficient at each grid point was also computed to better illustrate the upper-atmospheric Rossby wave pattern. Only those time series that were negatively correlated with the EP/NP index were used in the calculation of the mean correlation coefficient to avoid averaging negative and positive relationships together and to ensure that resulting patterns for streamfunction, convective precipitation, and SST are produced from averaging correlation coefficients associated with the same climate divisions. The results indicate that the climate divisions with EP/NP-temperature anti-correlations are associated with a large-scale circulation pattern in which negative 300-hPa streamfunction anomalies are located over Alaska and the western tropical Pacific and positive 300-hPa streamfunction anomalies over the central North Pacific and eastern North America. The converse is true for the climate divisions whose temperature time series are positively correlated with the EP/NP index. A comparison of Fig. [3a](#Fig3){ref-type="fig"} with Fig. [4a](#Fig4){ref-type="fig"} shows that the pattern of mean correlation coefficients also resembles the correlation pattern obtained by correlating the EP/NP index with 300-hPa streamfunction, except the sign of the correlation coefficients are opposite. The correlation pattern across Alaska and the eastern US shown in Fig. [3a](#Fig3){ref-type="fig"} suggests that US temperature negative anomalies are primarily associated with a ridge over Alaska and a trough located over the eastern US, the so-called ridge-trough dipole^[@CR30],\ [@CR31]^.Figure 3Correlation with 300-hPa streamfunction and Convective Precipitation. (**a**) The fraction of statistically significant correlation coefficients calculated between 300-hPa streamfunction and mean monthly temperature anomalies for the 344 US climate divisions. Red contours enclose regions where the mean correlation coefficient exceeds 0.1 and the blue contours enclose regions where the mean correlation coefficient falls below −0.1 Only climate divisions whose temperature time series was negatively correlated with the EP/NP index with at least 5% statistical significance were used in the computation of the means. (**b**) Same as (**a**) but for SST. (**c**) Same as (**a**) but for convective precipitation. The map was generated using MATLAB's geoshow routine (MATLAB 2015a, <http://www.mathworks.com/products/matlab/>). Figure 4Correlation between EP/NP index and Atmospheric fields. (**a**) Correlation between EP/NP index and 300-hPa streamfunction. Black contours enclose regions of 5% statistically significance and the magenta contour encloses a region containing correlation coefficients greater than 0.4 used to fill the missing EP/NP index data. (**b**) Same as (**a**) but for SST. (**c**) Same as (**a**) but for convective precipitation. The map was generated using MATLAB's geoshow routine (MATLAB 2015a, <http://www.mathworks.com/products/matlab/>).

A seasonal correlation analysis showed that the EP/NP-ridge-trough dipole relationship was strongest in the fall, spring, and winter (see Supplementary Figure [S8](#MOESM1){ref-type="media"}), especially in the 1985 to 2015 period (see Supplementary Figure [S9](#MOESM1){ref-type="media"}). The results indicate that the EP/NP pattern, like the ridge-trough dipole^[@CR30],\ [@CR31]^, was a dominant circulation pattern across the US during the winter but the EP/NP pattern appears to be also dominant in the fall and spring.

A similar analysis was conducted with detrended SSTs. The analysis revealed that nearly all US temperature anomalies are associated with an SST tripole such that the US temperature anomalies are associated with central Pacific, eastern Pacific, and western Pacific SST anomalies. For the US climate divisions negatively correlated with the EP/NP index, there was a positive relationship with both western and eastern Pacific SST anomalies and a negative relationship with central North Pacific SST anomalies. The pattern shown in Fig. [3b](#Fig3){ref-type="fig"} is similar to the SST pattern associated with the EP/NP index (Fig. [4b](#Fig4){ref-type="fig"}) and strongly resembles the previously identified Pacific Extreme Pattern (PEP) that is associated with summer hot day frequencies and eastward-propagating wave activity fluxes that converge over the eastern US^[@CR19]^. Although the PEP pattern was only shown to be useful for summertime temperature prediction, the pattern was found to be also related to late winter (January--February) US temperature anomalies (see Supplementary Figure [S10](#MOESM1){ref-type="media"}). The wintertime SST pattern found in this study resembles a previously identified NorthPacific Mode^[@CR17]^ that was linked to the 2013--2014 winter temperature extremes.

Conducting a similar analysis with convective precipitation (Fig. [3c](#Fig3){ref-type="fig"}) revealed that about 50 to 70% of the climate division temperature time series are significantly correlated with convective precipitation across the western and central Pacific. The correlation analysis using the CMAP precipitation data set generally resulted in similar results, though fewer significant results were found across the western Pacific (see Supplementary Figure [S11](#MOESM1){ref-type="media"}). It is also noted that the temperature time series are correlated with convective precipitation anomalies across western North American, which is expected because the Alaskan Ridge and the ridge-trough dipole were found to be related to California drought^[@CR20]^, eastern US temperature anomalies^[@CR18]^, and the EP/NP pattern as shown here.

The EP/NP index was correlated with convective precipitation (Fig. [4c](#Fig4){ref-type="fig"}) but no robust relationships were identified across the tropics. However, relationships were found to be slightly stronger for the analysis using the CMAP data (see Supplementary Figure [S12](#MOESM1){ref-type="media"}). Recognizing that the EP/NP pattern is more frequently excited by tropical convection in the late winter and March^[@CR39]^, we correlated the late winter and spring EP/NP index with late winter and spring convective precipitation but only spring relationships were identified (see Supplementary Figure [S13](#MOESM1){ref-type="media"}) for the three selected periods 1950 to 1985, 1979 to 2015, and 1995 to 2015. The analysis produced more robust relationships, particularly for the 1979 to 2015 and 1995 to 2015 periods. The positive spring EP/NP index associated with enhanced convection over the central Pacific and decreased tropical convection over the maritime continent. The results further support the idea that EP/NP pattern is excited by tropical convection in the central and western Pacific^[@CR39]^ but the importance of the tropics on the EP/NP may be confined seasonally.

Trends in the US Temperature relationships with EP/NP Index {#Sec5}
-----------------------------------------------------------

Figure [5a](#Fig5){ref-type="fig"} shows the 30-year sliding squared correlation coefficient (coefficient of determination) time series (referred to as the *R* ^2^ time series, hereafter) averaged across all 344 climate divisions plotted using the convention that the time series is plotted at the end year beginning in 1980^[@CR30]^. Only statistically significant *R* ^2^ values were used in the averaging process. A clear upward trend in the *R* ^2^-values was identified and the EP/NP-temperature relationships were primarily strongest after 2010. The average *R* ^2^ values were found to have increased from 0.06 to 0.16 so that in the 1950--1980 time period the EP/NP index only explained an average of 6% for each climate division, compared to an average of nearly 16% of explained variance in the 1985 to 2015 time period. However, the positive trends in the *R* ^2^ values depended on the climate division in question, as shown in Fig. [5b](#Fig5){ref-type="fig"}. For many climate divisions, there was a two-fold increase in the *R* ^2^ values, the EP/NP index having explained over 30% of the temperature variability during the 1985--2015 period in some cases compared to only 15% during the 1950 to 1980 period. It also appears that the trends were largest for those temperature time series that were most strongly correlated with the EP/NP index. To check the sensitivity of the results to the detrending of the data, the analysis was repeated without detrending the temperature data and very similar findings were identified, enhancing confidence in the results from the detrended analysis. To ensure that the increase in correlation strengths from the 1950--1980 period to the 1985--2015 period were not related to the negative trend in the EP/NP index since the 1990s (see Fig. [1a](#Fig1){ref-type="fig"}), the sliding correlation analysis was performed by first detrending the EP/NP index in each individual 30-year segment before computing the correlation coefficients. The results were found to be similar, indicating that the identified trends were not strongly influenced by the negative EP/NP trend.Figure 5EP/NP Index Correlation and Coherence with Temperature. (**a**) Mean 30-year sliding squared correlation coefficient time series (blue curve) averaged across all 344 climate divisions for which statistically significant EP/NP-temperature relationship were identified in each 30-year segment. The scale-averaged wavelet coherence averaged across all US climate divisions is represented by the black curve. The stippled line represents the trend in coherence from 1980 to 2015 and the dotted line represents the trend from 1950 to 2015. Thick red line is the 30-year running mean of the coherence time series. Coherence and the mean 30-year sliding squared correlation coefficient time series are plotted on different scales. (**b**) *R* ^2^-values in the 1985 to 2015 segment plotted as a function of the *R* ^2^-values in the 1950 to 1980 segment. Points falling on the diagonal line represents those climate divisions for which no difference was found.

Trends were also identified when the analysis was partitioned into seasons (see Supplementary Figures [S14](#MOESM1){ref-type="media"} and [S15](#MOESM1){ref-type="media"}). Positive trends were identified in all seasons except summer. The EP/NP-temperature relationships for the spring during the 1950 to 1985 period were found to be substantially weaker than those in the 1985 to 2015 period. No apparent trend was identified in the summer, the season for which the EP/NP temperature relationships were the weakest.

We also show the corresponding scale-averaged coherence (see Methods) time series, where scale-averaged coherence is a quantity bounded by 0 and 1. A value of 1 indicates the strongest possible relationship between two time series and 0 indicates the weakest possible relationship. Intuitively, it measures the fraction of variance of one time series explained by another at a particular moment of time. The scale-averaged time series were averaged across all climate divisions resulting in the time series shown in Fig. [5a](#Fig5){ref-type="fig"}. In agreement with the sliding correlation analysis, a mean upward trend was also identified in scale-averaged coherence. The coherence analysis also showed that higher-frequency fluctuations of coherence were superimposed on the background trend, the fluctuations in the coherence possibly related to the modulation of EP/NP-temperature relationships by another teleconnection pattern. The upward trend from 1980 to 2015 has been especially pronounced.

Figure [2b,c](#Fig2){ref-type="fig"} show the spatial distribution of the trends. The trends from the sliding correlation analysis and coherence analysis were found to be distributed similarly, with statistically significant upward trends, as indicated by black crosses, spanning the eastern two-thirds of the US. Both analyses identified the largest upward trends to be located across the northern and central portions of the US and the Northeast US. The result of the trends was an increase in the number of climate divisions for which the EP/NP pattern dominated temperature variability, particularly in the winter, spring, and fall seasons (see Supplementary Figure [S16](#MOESM1){ref-type="media"}). The scale-averaged coherence analysis also identified relatively large trends across the Pacific Northwest, the region in which temperature is positively correlated with the EP/NP index. The coherence analysis results suggest that correlation coefficients have become more positive across the Pacific North West and more negative across the eastern two-thirds of the US.

Trends in Temperature relationships with Circulation Patterns {#Sec6}
-------------------------------------------------------------

Figure [6a](#Fig6){ref-type="fig"} shows the mean trend in scale-averaged coherence between temperature and 300-hPa streamfunction from 1950 to 2015. To cross-validate the scale coherence methodology, the mean of the coherence trends was computed using only the US climate divisions whose trends in the *R* ^2^ time series were greater than or equal to the 95^th^ percentile of all *R* ^2^ time series trends (see Supplementary Figure [S17](#MOESM1){ref-type="media"}). It was found that there has been an upward trend in coherence between temperature and 300-hPa streamfunction anomalies across regions where the EP/NP index is significantly correlated with 300-hPa streamfunction. The results support the idea that the relationship between the EP/NP index and temperature has been strengthening. The largest upward trends were generally found across the central Pacific and across Alaska and so the trends in those regions contributed the largest to the trends in coherence shown in Fig. [5a](#Fig5){ref-type="fig"}. Consistent with Fig. [5a](#Fig5){ref-type="fig"}, the upward trends in coherence over Alaska and the central Pacific from 1980 to 2015 were larger than the 1950 to 2015 trends. A similar analysis conducted for precipitation from two data sets showed increasing trends in coherence with tropical precipitation (see Supplementary Figure [S18](#MOESM1){ref-type="media"}) across the western and central Pacific, supporting the idea of a tropical influence.Figure 6Trends in explained variance. (**a**) Average trend in explained variance calculated using scale-averaged coherence between temperature and 300-hPa streamfunction from 1950 to 2015. The average was computed by averaging the scale-averaged coherence trends associated with 17 US climate divisions whose *R* ^2^ trends exceeded the 95^th^ percentile of all trends calculated in the sliding correlation analysis. Black contours enclose regions of statistically significant trends. (**b**) Same as (**a**) but for 300-hPa streamfunction from 1980 to 2015. The map was generated using MATLAB's geoshow routine (MATLAB 2015a, <http://www.mathworks.com/products/matlab/>).

Discussion {#Sec7}
==========

The strong associations between US temperature variability and the EP/NP pattern together with the strengthening relationships suggest that a better understanding of the mechanisms governing the pattern's evolution could improve predictability of US temperature from monthly to seasonal timescales.

Though spatially the EP/NP and AO-temperature correlation patterns were found to be similar, the EP/NP temperature relationships were found to be considerably stronger in northern portions of the US than the AO-temperature relationships and the AO-temperature relationships were found to be stronger in southern portions than the EP/NP-temperature relationships. The EP/NP index therefore is more useful for temperature prediction across northern portions. The inclusion of the EP/NP index is especially important recently given the EP/NP-temperature relationship trends that have resulted in an increased number of climate divisions for which the EP/NP dominates the temperature variability (see Supplementary Figure [S19](#MOESM1){ref-type="media"}). Current wintertime seasonal forecasts use the snow advance index (SAI) to predict the wintertime AO and subsequently produce wintertime temperature outlooks for the US^[@CR49]^. However, even though the SAI can skillfully forecast the wintertime AO, a strong EP/NP pattern could produce monthly temperature anomalies of opposing sign. This opposition is expected because the indices are uncorrelated so that a negative phase of one pattern need not occur with a positive phase of the other.

The strong EP/NP-US temperature relationships and upward trends in the relationship strengths also suggest that EP/NP pattern could provide a useful framework for understanding how long-term variations in climate conditions could render dynamical alterations of atmospheric circulation patterns. Increases in wave activity from the tropics and tropical atmospheric circulation anomalies associated with the EP/NP pattern (see Supplementary Figure [S20](#MOESM1){ref-type="media"}) suggests a strengthening tropical influence on the EP/NP pattern. The positive trend in coherence identified in the present analysis therefore may have resulted from increasing tropical influences. The two-fold linkage between the EP/NP pattern and two possible anthropogenic sensitive components of the climate system raise a possibility that the identified trends may at least partially be a response to human activity.

One caveat of the present analysis is that the EP/NP-temperature correlation trends could have resulted from changes in the observing system and the inclusion of satellite data into reanalysis products. However, an inspection of Fig. [1b](#Fig1){ref-type="fig"} shows that the positive coherence began in the early 1970s before the satellite era. Additionally, the period after satellite inclusion in the 1980s was associated with relatively low coherence, casting some doubt that the strengthening in EP/NP coherence with temperature was related to changes in the observing system. While the decadal time-scale trends suggest a forced response in the climate system, one cannot exclude the possibility that such trends are related to internal climate dynamics, given the large background noise^[@CR15],\ [@CR16]^. The results from the present work highlight that teleconnection patterns that are regarded as being dominant in terms of fractional variance of geopotential height variability (such as the AO) are not necessarily the most influential circulation patterns for US temperature anomalies, and that to improve future predictability of US temperature anomalies, it is necessary to understand why tropical influences have been strengthening.

Methods {#Sec8}
=======

Correlation analysis {#Sec9}
--------------------

The relationships between the EP/NP index and US climate divisional data was first quantified using a sliding correlation analysis^[@CR30]^. We broke the data from 1950 to 2015 into 30-yr segments and computed the Pearson correlation coefficient between mean monthly temperature anomalies and the monthly EP/NP index for each segment. The calculation was repeated for each of the 344 US climate divisions. Squaring the correlation coefficients resulted in a (coefficient of determination) *R* ^2^ time series for each of the 344 climate divisions (see Supplementary Figure [S1](#MOESM1){ref-type="media"}), measuring how much temperature variability can be linearly predicted from the EP/NP index. The trends were based on *R* ^2^ values because wavelet coherence is bounded by 0 and 1 exactly like traditional *R* ^2^ values. The *R* ^2^ time series began at the last year of the first segment^[@CR30]^.

The statistical significance of the linear trends in the *R* ^2^ time series was assessed using Monte Carlo methods because of the large autocorrelation found in the time series. The Monte Carlo experiment was performed as follows: first the lag-1 autocorrelation coefficients of the EP/NP index and the temperature time series were computed. Then, 1000 surrogate red-noise time series with same lengths and autocorrelation coefficients as the input time series were generated. For each pair of surrogate time series, the sliding correlation coefficient and the associated *R* ^2^ time series was computed. Computing the absolute value of the linear trend for each surrogate *R* ^2^ time series, resulted a null distribution of linear trend magnitudes. A linear trend was then deemed statistical significant at the 5% significance if it exceeded the 95^th^ percentile of the null distribution.

Scale-averaged coherence analysis {#Sec10}
---------------------------------

To complement the sliding correlation analysis and to gain more confidence results, a wavelet coherence analysis^[@CR50],\ [@CR51]^ was conducted. The scale-averaged coherence analysis has numerous advantages over the sliding correlation analysis. The first advantage is that one does not need select an arbitrary window size, which was selected as 30 years in this study. A second benefit is that there are no edge effects (see Supplementary material), contrasting with the sliding correlation analysis in which information at the edges of the time series is lost. A third benefit is that there is no longer a need to arbitrarily selecting a start date of the time series, say 1980, in the sliding correlation analysis.
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                \begin{document}$${R}_{n}^{2}$$\end{document}$ was computed and a linear trend was fitted to the data using least-squares regression. The absolute value of the slopes was computed to create a null distribution of 1000 slope magnitudes. The 95^th^ percentile of the null distribution was used as the critical level of the test applied at the 5% significance level.
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