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Abstract
In this paper we present a uni1ed distributional study of the classical discrete q-polynomials (in the Hahn’s sense).
From the distributional q-Pearson equation we will deduce many of their properties such as the three-term recurrence
relations, structure relations, etc. Also several characterizations of such q-polynomials are presented. c© 2001 Elsevier
Science B.V. All rights reserved.
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0. Introduction
The so-called q-polynomials constitute a very important and interesting set of special functions
and more speci1cally of orthogonal polynomials. They appear in several branches of the natural
sciences, e.g., continued fractions, Eulerian series, theta functions, elliptic functions, etc.; see [5,12],
quantum groups and algebras [19,20,30], discrete mathematics (combinatorics, graph theory), coding
theory, among others (see also [14]).
In 1884, Markov introduced a speci1c family of these q-polynomials. Later on, Hahn [16] analyzed
a more general situation. In fact Hahn was interested to 1nd all orthogonal polynomial sequences
such that their q-di<erences, de1ned by the linear operator f(x) = (f(qx)− f(x))=(q− 1)x were
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orthogonal. Notice that when q → 1 we recover the characterization of the classical polynomials
given by Sonine in 1887 and rediscovered by Hahn in 1937 [15]. Thirty years later the study of such
polynomials has known an increasing interest (for a review see [6]). Indeed, this 1rst systematic
approach for q-polynomials comes from the fact that they are basic (terminating) hypergeometric
series [14]. For a complete set of references on this see [7,14,18].
Another point of view was developed by the Russian (former Soviet) school of mathematicians
starting from a work by Nikiforov and Uvarov in 1983 [27]. It was based on the idea that the
q-polynomials are the solution of a second-order linear di<erence equation with certain properties:
the so-called di<erence equation of hypergeometric type on non-uniform lattices. This scheme is
usually called the Nikiforov–Uvarov scheme of q-polynomials [28]. For several surveys on this
approach see [3,4,7,26,29].
In this work we will present a di<erent approach: It can be considered a pure algebraic approach
and constitutes an alternative to the two previous ones, and, in some sense is the continuation of the
Hahn’s work [16]. Furthermore, we will prove here that the q-classical polynomials are characterized
by several relations, analogue to the ones satis1ed by the classical “continuous” (Jacobi, Bessel,
Laguerre, Hermite) and “discrete” (Hahn, Meixner, Kravchuk and Charlier) orthogonal polynomials
[1,13,21,22] and references therein. Besides, our point of view is very di<erent from the previous ones
based on the basic hypergeometric series and the di<erence equation, respectively. In fact we start
with the distributional equation that the q-moment functionals satisfy and we will prove all the other
characterizations using basically the algebraic theory developed by Maroni [23]. So, somehow, this
paper is the natural continuation of the study started in [22,13] for the “continuous” and “discrete”
orthogonal polynomials, respectively. Another advantage of this approach is the uni1ed and simple
treatment of the q-polynomials where all the information is obtained from the coeMcients of the
polynomials  and  of the distributional or Pearson equation (compare it with the method by the
American school [20] or the Russian ones [29]).
Let us point out here that the theory of orthogonal polynomials on the non-uniform lattices is based
not on the Pearson equation and on the hypergeometric-type di<erence equation of the non-uniform
lattices as it is shown in papers [7,26,28] and obviously it is possible to derive many properties of
the q-classical polynomials from this di<erence hypergeometric equation. Our purpose is not to show
how from the di<erence equation many properties can be obtained, but to show that some of them
characterize the q-classical polynomials, i.e., the main aim is the proof of several characterizations
of these q-families as well as the explicit computations of the corresponding coeMcients in a uni1ed
way. Some of these results on characterizations (e.g. the Al-Salam-Chihara or Marcell+an et al.
characterization for classical polynomials) are completely new as far as we know.
Moreover, in our approach there is not any lattice function although the corresponding q-classical
polynomials that appear when there exists a positive weight are the corresponding polynomials on
q-linear lattices in the Nikiforov et al. approach. Only in this sense our approach is “similar” to
the Nikiforov et al. one and, up to now, it is covering only the polynomials corresponding to the
aforesaid q-linear lattice (see also [20]). Finally, let us to recall here that we have not dealt with any
integral involving these q-polynomials even we have not dealt in any moment with the norm of the
polynomials or the weight function. The main reason is that our approach is rather new with respect
to the aforesaid two methods since we are working not in the space of functions (or polynomials)
but also in its dual distributional space and for this reason it is, as we already pointed out, a pure
algebraic approach in the sense developed by Maroni [23].
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The structure of the paper is as follows. In Section 1 we introduce some notations and de1nitions
useful for the next ones. In Section 2, starting from the distributional equation (u) =  u that
the moment functional u, with respect to which the polynomial sequence is orthogonal, satis1es
we will obtain 1ve di<erent characterizations of these q-polynomials. They are quoted in Theo-
rems 2:1 and 2:2 and Propositions 2:9 and 2:10, respectively. In Section 3, we deduce the main
characteristics of the q-polynomials in terms of the coeMcients of the polynomials  and  of the
distributional equation, i.e., the coeMcients of the three-term recurrence relations and of the other
characterization relations (those proved in Section 2). In Section 4, all q-classical, according to the
Hahn’s de1nition, families of polynomials of the q-Askey Tableu are studied in details including all
their characteristics.
1. Preliminaries
In this section we will give a brief survey of the operational calculus that we will use in the rest
of the paper.
1.1. Basic concepts and results
Let P be the linear space of polynomial functions in C (in the following we will refer to them
as polynomials) with complex coeMcients and P∗ be its algebraic dual space, i.e., P∗ is the linear
space of all linear applications u :P → C. In the following we will call the elements of P∗ as
functionals and we will denote them with bold letters (u; C; : : :).
Let be (Bn)n¿0 a sequence of polynomials such that degBn6n for all n¿0. A sequence de1ned
in this way is said to be a basis or a basis sequence of P if and only if degBn = n for all n¿0.
Since the elements of P∗ are linear functionals, it is possible to determine them from their actions
on a given basis (Bn)n¿0 of P. We will use here, without loss of generality, the canonical basis of
P, (xn)n¿0. In general, we will represent the action of a functional over a polynomial by
〈u; 〉; u ∈ P∗;  ∈ P:
Therefore, a functional is completely determined by a sequence of complex numbers 〈u; xn〉 = un,
n¿0, the so-called moments of the functional.
We will use the following de1nition for an orthogonal polynomial sequence:
Denition 1.1. Let (Pn)n¿0 be a basis sequence of P such that degPn = n. We say that (Pn)n¿0 is
an orthogonal polynomial sequence (OPS in short), if and only if there exists a functional u ∈ P∗
such that
〈u; PmPn〉= knmn; kn = 0; n¿0;
where mn is the Kronecker delta.
Denition 1.2. Let u ∈ P∗ be a functional. We say that u is a quasi-de1nite functional if and only
if there exists a polynomial sequence (Pn)n¿0, which is orthogonal with respect to u:
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Remark 1.3. Given two polynomial sequences, (Pn)n¿0 and (Rn)n¿0, orthogonal with respect to the
same linear functional, u, i.e.,
〈u; PmPn〉= knnm; kn = 0; n¿0
〈u; RmRn〉= Pknnm; Pkn = 0; n¿0
}
then there exists cn ∈ C \ {0}; Pn = cnRn; n¿0:
Moreover, if (Pn)n¿0 is orthogonal with respect to the functionals u and C,
〈u; PmPn〉= knnm; kn = 0; n¿0
〈C; PmPn〉= Pknnm; Pkn = 0; n¿0
}
then there exists c ∈ C \ {0}; cvn = un; n¿0;
where vn and un are the moments corresponding to the functionals C and u, respectively. This means
that, if we “normalize” the OPS in any way, then we have a unique polynomial sequence orthogonal
with respect to a given functional.
Denition 1.4. Given a polynomial sequence (Pn)n¿0, we say that (Pn)n¿0 is a monic orthogonal
polynomial sequence (MOPS in short) with respect to u, and we denote it by (Pn)n¿0 = mops u if
and only if
Pn(x) = xn + lower degree terms and 〈u; PmPn〉= knnm; kn = 0; n¿0:
Since any MOPS (Pn)n¿0 is a basis of P then, any polynomial  of degree n is a linear combination
of (Pn)n¿0:
=
n∑
i=0
ciPi; cn = 0 where ci = k−1i 〈u; Pi〉; ki = 〈u; P2i 〉; 06i6n:
Thus,
Theorem 1.5. Let u ∈ P∗ and (Bn)n¿0 be a basis sequence of P. Then; the following statements
are equivalent
1. 〈u; BmBn〉= 0; n = m if and only if 〈u; xmBn〉= 0; 06m¡n; for all n¿0
2. 〈u; B2n〉 = 0 if and only if 〈u; xnBn〉 = 0; for all n¿0
Also the next theorem will be useful [9, p. 8].
Theorem 1.6. Let u ∈ P∗ be a functional with moments un=〈u; xn〉; n¿0. Then; u is quasi-de;nite
if and only if the Hankel determinants Hn:=det(ui+j)ni; j=0 = 0; n¿0.
Notice that, given a functional u with moments (un)n¿0, the nth monic orthogonal polynomial is
Pn = H−1n−1
∣∣∣∣∣∣∣∣∣∣
u0 u1 : : : un
u1 u2 : : : un+1
· · : : : ·
un−1 un : : : u2n−1
1 x : : : xn
∣∣∣∣∣∣∣∣∣∣
:
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Denition 1.7. Let u ∈ P∗, be a quasi-de1nite functional. We say that u is positive de1nite if and
only if Hn ¿ 0, ∀n¿0:
Theorem 1.8. Let (Pn)n¿0 be a monic polynomial basis sequence. Then; (Pn)n¿0 is an OPS if and
only if there exist two sequences of complex numbers (dn)n¿0 and (gn)n¿1; with gn = 0; n¿1 such
that
xPn = Pn+1 + dnPn + gnPn−1; P−1 = 0; P0 = 1; n¿0; (1.1)
where P−1(x) ≡ 0 and P0(x) ≡ 1. Moreover; the functional u with respect to which the polynomials
(Pn)n¿0 are orthogonal is positive de;nite if and only if (dn)n¿0 is a real sequence and gn ¿ 0 for
all n¿1.
Remark 1.9. If (Pn)n¿0 = mops u, then the sequences (dn)n¿0 and (gn)n¿1 are given by
dn =
〈u; xP2n〉
〈u; P2n〉
; n¿0; and gn =
〈u; P2n〉
〈u; P2n−1〉
; n¿1:
Theorem 1.8 is usually called Favard Theorem [9,11].
1.2. De;nition of the operators in P and P∗
From now on we will use the following notation:
Denition 1.10. Let  ∈ P and a ∈ C, a = 0. The operator
Ha : P→ P; Ha(x) = (ax):
is said to be a dilation of ratio a ∈ C \ {0}.
This operator is linear on P and satis1es Ha($) = Ha · Ha$. Also notice that for any complex
number a = 0, Ha · Ha−1 = I, where I is the identity operator on P, i.e., for all a = 0, Ha has an
inverse operator. In the following and for a sake of simplicity we will omit any reference to q in
the operators Hq and their inverse Hq−1 . So, H :=Hq, H−1:=Hq−1 .
Next, we will de1ne the so called q-derivative operator, which constitutes a generalization of the
Hahn operator for q ∈ C \ {0}, see [16]. We will suppose also that |q| = 1 (although it is possible
to weaken this condition).
Denition 1.11. Let  ∈ P and q ∈ C \ {0}, |q| = 1.
The q-derivative operator , is the operator  : P→ P,
=
H− 
Hx − x =
H− 
(q− 1)x :
The q−1-derivative operator ?, is the operator ? : P→ P
?=
H−1− 
H−1x − x =
H−1− 
(q−1 − 1)x :
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In this way,  and ? will denote the q-derivative and q−1-derivative of , respectively.
Obviously, the above two operators  and ? are linear operators on P. Moreover, since
xn =
Hxn − xn
(q− 1)x =
(qn − 1)xn
(q− 1)x = [n]x
n−1; n¿ 0; 1 = 0; (1.2)
then,  ∈ P. Here [n]; n ∈ N, denotes the basic q-number n de1ned by
[n] =
qn − 1
q− 1 = 1 + q+ · · ·+ q
n−1; n¿ 0; [0] = 0: (1.3)
It satis1es the following basic arithmetic rule [n] + qn[m] = [n + m]. In the following we will also
use the q−1-number [n]?, de1ned by
[n]? =
q−n − 1
q−1 − 1 = q
1−n[n]:
Remark 1.12. The relation (1.2) is the q-analogue of the property Dxn = nxn−1, where D denotes
the standard derivative. For this reason it is natural to choose (xn)n¿0 as the canonical basis of P.
Notice that ? is not the inverse of . In fact they are related by
H? =; H−1=?:
Moreover, using straightforward calculations we get
H = qH; H−1 = q−1H−1= q−1?;
?H = qH? = q; ?H−1 = q−1H−1?; (1.4)
and
? =H−1= q−1H−1= q−1?:
Furthermore, the q-derivative satis1es the product rule
($) = $+ H ·$= H$ ·+ $:
Here we will also use the so-called q-factorial power or generalized q-factorial [n](i) ≡ [n][n −
1] · · · [n− i+1] as well as the q-analogue of the Pochhammer symbol [n− i+1](i) ≡ [n− i+1][n−
i + 2] · · · [n].
Next we will transpose the operations in P to its dual space P∗.
Denition 1.13. Let u ∈ P∗ and  ∈ P. We de1ne the action of a dilation Ha and the q-derivative
 on P∗ as follows:
Ha : P∗ → P∗; 〈Hau; 〉= 〈u; Ha〉;  : P∗ → P∗; 〈u; 〉=−〈u; 〉:
Denition 1.14. Let u ∈ P∗ and  ∈ P. The polynomial modi1cation of a functional u, the func-
tional, i.e. u, is given by
〈u; $〉= 〈u; $〉; ∀$ ∈ P:
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Notice that we use the same notation for the operators on P and P∗. Whenever it is not spec-
i1ed the linear space where an operator acts, it will be understood that it acts on the polynomial
space P.
2. Characterizations
2.1. Dual bases, q-derivatives, and orthogonality
Since any basis sequence of polynomials (Bn)n¿0 generates a unique basis in P∗, (bn)n¿0 (the
so-called dual basis of (Bn)n¿0), i.e., a sequence of linear functionals (bn)n¿0 such that
〈bn; Bm〉= nm; n; m¿0;
then, any element of P∗ can be represented in the following way:
C=
∑
n¿0
vnbn; vn = 〈C; Bn〉; n¿0:
This leads to the following
Proposition 2.1. Let u; u ∈ P∗ be a quasi-de;nite functional. If (Pn)n¿0 is the corresponding monic
OPS; and (pn)⊂P∗ the dual basis of (Pn)n¿0; then; pn = k−1n Pnu; where kn = 〈u; P2n〉; n¿0.
Proof. It follows from the fact that 〈Pnu; Pm〉= 〈u; PmPn〉= knnm, n; m¿0.
Proposition 2.2. Let (Bn)n¿0 be a basis sequence of monic polynomials (not necessary orthogonal)
and let (Dn)n¿0 be the sequence of their monic q-derivatives; Dn=(1=[n+1])Bn+1. If (bn)n¿0 and
(dn)n¿0 are the respective dual basis of (Bn)n¿0 and (Dn)n¿0; then
dn =−[n+ 1]bn+1:
Proof. It follows from the fact that 〈dm; Bn+1〉 = −〈dm;Bn+1〉 = −[n + 1]〈dm; Dn〉 = −[n + 1]nm
and dm =
∑
n¿0〈dm; Bn〉bn.
Corollary 2.3. Let (Pn)n¿0 = mops u and (Qn)n¿0 be the sequence of their monic q-derivatives. If
(qn)n¿0 is the dual basis of (Qn)n¿0 then;
qn =−[n+ 1]k−1n+1Pn+1u; kn = 〈u; P2n〉; n¿0:
Moreover; if (Qn)n¿0 are orthogonal with respect to the functional C; with v0 = 〈C; 1〉; then C =
−v0k−11 P1u.
As an immediate consequence of Corollary 2.3: C =  u, where  = −v0k−11 P1 and deg  = 1.
Next we will show that C= u, being deg62. Notice that u = u0p0; C = v0q0.
Proposition 2.4. Let (Pn)n¿0 = mops u and (Qn)n¿0 be the sequence of monic q-derivatives. If
(Qn)n¿0 = mops C; then there exists a polynomial ; deg62 such that C= u.
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Proof. Since (xPn) = Pn + qxPn, and Corollary 2.3 (C=  u; deg  = 1), we get
〈C; Pn〉= 〈C; (xPn)− qxPn〉=−〈C; xPn〉 − q〈C; xPn〉=−〈u; x · Pn〉 − q[n]〈C; xQn−1〉:
Now, taking into account the orthogonality of (Pn)n¿0 with respect to u as well as the orthogonality
of (Qn)n¿0 with respect to C, we obtain
〈C; Pn〉= 0 if n− (deg  + 1)¿ 0 and (n− 1)− 1¿ 0 if and only if n¿ 2:
Therefore,
C=
∑
n¿0
〈C; Pn〉pn =
2∑
i=0
〈C; Pi〉pi =
2∑
i=0
〈C; Pi〉k−1i Piu = u; where =
2∑
i=0
〈C; Pi〉k−1i Pi:
Thus, deg62.
So, it is natural to de1ne a q-classical functional as follows:
Denition 2.5. Let u ∈ P∗ be a quasi-de1nite functional. We say that u is a q-classical functional
and its corresponding MOPS (Pn)n¿0 a q-classical MOPS, if and only if there exists a pair of
polynomials  and  , deg62, deg  = 1, such that
(u) =  u: (2.1)
Remark 2.6. Given the pair of polynomials (,  ), the distributional equation (2.1) de1nes, up to
a constant factor, the functional u. Thus (2.1) completely determines the corresponding MOPS, and
it is also unique.
Furthermore, if
(u) =  u
(u′) =  u′
}
then there exists c ∈ C so that u′ = cu:
Conversely, if u is q-classical, then polynomials  and  associated to its distributional equation
are uniquely determined up to a constant factor, i.e., if
(u) =  u
(′u) =  ′u
}
then there exists c ∈ C so that ′ = c and  ′ = c :
Notice that the distributional equation (2.1) yields the di<erence equation that the moments (un)n¿0
of the functional satisfy. In fact, if we write the polynomials  and  in (2.1)
(x) = aˆx2 + Pax + a˙;  (x) = bˆx + Pb; bˆ = 0 (2.2)
for all n¿0, we get
(u) =  u⇔〈u; xn +  xn〉= 0; n¿0
⇔〈u; ([n]aˆ+ bˆ)xn+1 + ([n] Pa+ Pb)xn + [n] · a˙xn−1〉= 0;
⇔ ([n]aˆ+ bˆ)un+1 + ([n] Pa+ Pb)un + [n]a˙un−1 = 0; u−1 = 0: (2.3)
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Therefore, the moments (un)n¿0 of u satisfy a second-order linear di<erence equation whose coeM-
cients are polynomials of 1rst degree in [n], with the initial condition u0. Indeed,
u−1 = 0; bˆu1 + Pbu0 = 0 ⇔ u1 =−bˆ= Pb · u0:
If [n]aˆ+ bˆ = 0 for every value n¿0, then (2.4) is a non singular second-order di<erence equation
and the moment u0, as well as the polynomials  and  completely determine the sequence (un)n¿1.
In this way, the distributional equation is very useful in order to generate the moments (un)n¿0,
while all the information about u is contained in the pair of polynomials (;  ).
Remark 2.7. Notice that the condition [n]aˆ + bˆ = 0, for n¿0 is satis1ed by every quasi-de1nite
functional. In fact it will be a necessary condition for the quasi-de1niteness of a q-classical functional
u. We will prove it later (see Proposition 2.8 and Remark 2.9). Also notice that if  ≡ 0, then
 ≡ 0⇒ bˆun+1 + Pbun = 0; n¿0; (2.4)
which yields Hn = 0, for n¿2. This fact is not compatible with the quasi-de1niteness of u.
2.2. The orthogonality of the sequences of derivatives
In this section, we will prove that our de1nition of q-classical polynomials, which is exclusively
developed in the dual space P∗, is equivalent to the Hahn’s one for q ∈ (0;∞) \ {1}.
Proposition 2.8. Let u ∈ P∗ be a quasi-de;nite functional and (Pn)n¿0=mops u. Then the following
statements are equivalent:
(a) u is a q-classical functional (see De;nition 2:5); (b) (Pn+1) is an OPS (Hahn).
Moreover; if u satis;es (u) =  u; then (Qn)n¿0 = mops C; where Qn = (1=[n + 1])Pn+1 and
C= u.
Proof. (a) ⇒ (b): We start from the monic sequence (Qn)n¿0. Using Theorem 1.5 we will show
that (Qn)n¿0 is an MOPS associated to  u:
〈u; xmQn〉= 1[n+ 1]〈u; x
mPn+1〉:
Taking into account that qmxmPn+1 =(xmPn+1)− [m]xm−1Pn+1, as well as deg62 and deg  =1,
we get
〈u; xmQn〉= 1qm[n+ 1](〈u; (x
mPn+1)〉 − [m]〈u; xm−1Pn+1〉)
=
1
qm[n+ 1]
(−〈(u); xmPn+1〉+ [m]〈u; xm−1Pn+1〉)
=
−1
qm[n+ 1]
(〈u; xm ︸︷︷︸
deg=m+1
·Pn+1〉+ [m]〈u; xm−1︸ ︷︷ ︸
deg6m+1
·Pn+1〉)
= 0 if m+ 1¡n+ 1⇔ m¡n; n¿0: (2.5)
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Now we need to check that 〈u; Q2n〉 = 0, or equivalently, 〈u; xnQn〉 = 0, n¿0. In order to do this,
we will consider m= n in (2.5). Thus,
〈u; xnQn〉= −1qn[n+ 1]〈u; (x
n + [n]xn−1)Pn+1〉: (2.6)
Thus two situations appear: (1) deg¡ 2, (2) deg= 2. In the 1rst case
deg¡ 2⇒ deg(xn + [n]xn−1) = n+ 1⇒ 〈u; xnQn〉 = 0; n¿0:
In the second one, if  = aˆx2 + Pax + a˙,  = bˆx + Pb, aˆ = 0 = bˆ, then, assuming [n]aˆ + bˆ = 0, for
every n¿0, from (2.6)
deg(xn + [n]xn−1) = n+ 1⇒ 〈u; xnQn〉 = 0:
On the other hand, if there exists n0¿0, such that [n0]aˆ+ bˆ= 0, then
〈C; xnQn〉 = 0; n = n0 and 〈C; xn0Qn0〉= 0; (2.7)
and C is not quasi-de1nite. We will show that this fact yields u which is not a quasi-de1nite func-
tional. Let us consider the polynomial (Qn)Pn+2. Since (Qn)n¿0 is a basis of P, Pn+2=
∑n+2
i=0 an+2; iQi.
Then,
〈u; (Qn)Pn+2〉=
〈
u;
n+2∑
i=0
an+2; iQi · Qn
〉
= an+2; n〈u; Q2n〉= an+2; n〈u; xnQn〉:
For n= n0 we get
〈u; (Qn0)Pn0+2〉= an0+2;n0〈u; xn0Qn0〉= 0: (2.8)
On the other hand, Qn0 is a polynomial of degree n0 + 2 with leading coeMcient aˆ = 0. Thus,
〈u; (Qn0)Pn0+2〉= aˆ〈u; xn0+2Pn0+2〉= aˆkn0+2:
So (2.8) leads to 〈u; P2n0+2〉 = 0, contradicting the quasi-de1niteness of u and the condition that
(Pn)n¿0 is an OPS with respect to u. So (2.5) holds.
(b) ⇒ (a): This is a straightforward consequence of Corollary 2.3 and Proposition 2.4.
Remark 2.9. From the above proof follows that the condition [n]aˆ+ bˆ = 0, n¿0 where = aˆx2 +
Pax+ a˙, aˆ = 0,  = bˆx+ Pb, bˆ = 0, is a necessary condition for the quasi-de1niteness of u, satisfying
the distributional equation (2.1).
Furthermore, the sequence of q-derivatives (Qn)n¿0 is also a q-classical sequence since the func-
tional C, with respect to which they are orthogonal satis1es a distributional equation of the same
type (2.1) (see De1nition 2.5). Furthermore,
Lemma 2.10. Let u ∈ P∗ and ;  ∈ P; deg62 and deg  = 1 such that (u) =  u. If
C = u then ((1)C) =  (1)C where (1) = H and  (1) =  + . Moreover; if C(k) = H (k) · u;
H (k):= · H · H 2 · · ·Hk−1=∏ki=1 Hi−1; k¿1; then ((k)C(k)) =  (k)C(k); where
(k) = Hk;  (k) =  +(+ H+ · · ·+ Hk−1) =  +
k−1∑
i=0
Hi:
10
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Proof. We start from the expression
〈((1)C); 〉=−〈C; (1)〉;  ∈ P: (2.9)
We want to 1nd polynomials (1) and  (1) such that ((1)C)= (1)C holds. In order to do that we will
substitute in (2.9) (1)=((1))−H ·(1), and without loss of generality put (1)=H˜. Thus,
(1)= H˜ ·=(˜)− ˜:
Then,
〈((1)C); 〉=−〈C; (˜)− ˜〉=−(〈C; (˜)〉+ 〈C; ˜〉)
=−(〈C︸︷︷︸
 u
; ˜〉+ 〈˜ · C; 〉) =−(〈˜u;  〉+ 〈˜ · C; 〉):
So if we impose that ˜=  and ˜u = C the distributional equation for C is
〈((1)C); 〉= 〈 u; 〉+ 〈 · C; 〉= 〈( +︸ ︷︷ ︸
 (1)
)C; 〉;  ∈ P;
and therefore,
((1)C) =  (1)C; (1) = H and  (1) =  +:
The second part of the lemma follows by induction just following an analogous procedure.
Remark 2.11. The above lemma is the distributional analogue of the hypergeometricity of the
q-classical polynomials (see the next section Theorem 2.18).
Theorem 2.12. Let u ∈ P∗ be a quasi-de;nite functional; (Pn)n¿0 = mops u and Q(k)n = (1=[n +
1](k))
kPn+k . The following statements are equivalent:
(a) (Pn)n¿0 is q-classical; (b) (Q(k)n )n¿0 is q-classical; k¿1.
Moreover; if u satis;es the equation (u)=  u; deg62 and deg  =1; then (Q(k)n ) is orthog-
onal with respect to C(k) = H (k) · u; H (k) =∏ki=1 Hi−1; and
((k)C(k)) =  (k)C(k); deg(k)62 and deg  (k) = 1 where
(k) = Hk and  (k) =  +
k−1∑
i=0
Hi:
If = aˆx + Pax + a˙ and  = bˆx + Pb then
(k) = q2k aˆx2 + qk Pax + a˙;  (k) = ([2k]aˆ+ bˆ)x + ([k] Pa+ Pb): (2.10)
Proof. The proof is a simple consequence of the previous lemma. Next, since
(k+1) = H(k) = H (H(k−1)) = · · ·= Hk+1;
 (k+1) =  (k) +(k) = ( (k−1) +(k−1)) +(k) = · · ·=  ++(1) + · · ·+(k)
=  ++H+ · · ·+Hk=  +
k∑
i=0
Hi;
11
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then, (k) = Hk= aˆH kx2 + PaHkx + a˙= q2k aˆx2 + qk Pax + a˙, and
 (k) =  +
k−1∑
i=0
Hi=  +
k−1∑
i=0
Hi=  +
k−1∑
i=0
qiH i=  +
k−1∑
i=0
qiH i([2]aˆx + Pa)
=  +
k−1∑
i=0
qi([2]qiaˆx + Pa) =  +
k−1∑
i=0
q2i[2]aˆx +
k−1∑
i=0
qi Pa=  + [2k]aˆx + [k] Pa:
Therefore,  (k) = ([2k]aˆ+ bˆ)x + ([k] Pa+ Pb).
Remark 2.13. From the above proposition, we get
[n]aˆ(k) + bˆ
(k)
= [n] · q2k aˆ+ ([2k]aˆ+ bˆ) = [2k + n]aˆ+ bˆ:
So, the condition [n]aˆ(k) + bˆ
(k) = 0 for all k; n ∈ N, for the quasi-de1niteness of C(k) follows from
the quasi-de1niteness condition of u.
2.3. The q-Sturm–Liouville operator
In this section we will study another characterization of the q-classical polynomials: They are the
unique polynomial eigenfunctions of a certain Sturm–Liouville operator on P.
In the following we will use, among all possible q-analogues of the classical Sturm–Liouville
operator D2 +  D, the operator
SL :P→ P; SL:=? +  ?:
There are two reasons for this choice. First, when q → 1 the operator SL becomes the classical
one D2 +  D. Second, SL involves the same  and  as in the distributional equation (2.1).
Lemma 2.14. Let u ∈ P∗ and the q-Sturm–Liouville operator SL= ? +  ?; ;  ∈ P. If
(u) =  u, then 〈u; $〉=−〈u; SL$〉; ; $ ∈ P.
Proof. Since (?$) = ?$+$; ; $ ∈ P, then
〈u; $〉 = 〈u; (?$)− ?$〉=−〈(u); ?$〉 − 〈u; ?$〉
hip:
= −(〈 u; ?$〉+ 〈u; ?$〉) =−〈u; (?$+  ?$)〉:
This lemma leads to a q-analogue of the Bochner’s characterization [8,9].
Proposition 2.15. Let u ∈ P∗; be a quasi-de;nite functional; (Pn)n¿0 = mops u; ;  ∈P;
deg62; deg  = 1. Then; the following statements are equivalent:
(a) u satis;es the equation
(u) =  u (2.11)
12
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(b) there exists +ˆn ∈ C; +ˆn = 0; n¿1 and +ˆ0 = 0; such that
?Pn +  ?Pn = +ˆnPn; n= 0; 1; 2; : : : : (2.12)
Proof. Let C:=u, and let (Qn)n¿0 be the monic sequence of derivatives, Qn:=(1=[n+ 1])Pn+1.
(a) ⇒ (b): First of all, according to the previous lemma
〈C; xmQn〉= 1[m+ 1][n+ 1]〈u; x
m+1Pn+1〉=−〈u; xm+1SLPn+1〉; m; n¿0:
Since, (Qn)n¿0 = mopsu (see Proposition 2.8).
〈C; xmQn〉= k ′nnm; k ′n = 〈C; Q2n〉 = 0;
we get
− 〈u; xm+1SLPn+1〉= k ′nnm; k ′n = 0; n¿0: (2.13)
Let now (Rn)n¿0 be the sequence of polynomials Rn =SLPn; n¿1; R0 = 1. Notice that [n]aˆ+ bˆ =
0; n¿0; degRn=degSLPn=n; n¿0 being (Pn)n¿0=mops u. As before, aˆ and bˆ are the coeMcients
in x2 and x of  and  , respectively.
Moreover, since u is quasi-de1nite, 〈u; 1〉= u0 = 0, and
〈u;SLPn〉= 〈u; ?Pn +  ?Pn〉=−〈(u)−  u; ?Pn〉= 0;
then,
〈u; 1 · Rn〉= 〈u;SLPn〉= 0; n¿1: (2.14)
Thus, (Rn)n¿0 is a basis sequence and according to Theorem 1.5, they are orthogonal with respect
to u. Therefore, there exists +ˆn ∈ C; +ˆn = 0, such that Rn = +ˆnPn, for n¿1. Furthermore, since
Rn=SLPn; n¿1, thus +ˆn = 0 for all n¿1. On the other hand, for n=0 the equation ·0+ ·0=+ˆ0·1
leads to +ˆ0 = 0.
(b) ⇒ (a): To prove this part, we will consider the basis sequence (Q?n ), not necessarily orthog-
onal, de1ned by
Q?n =
1
[n+ 1]?
?Pn+1;
and we will compute the action of the functional (u) in this basis. Thus,
〈(u); Q?n 〉=−〈u; Q?n 〉=
−1
[n+ 1]?
〈u; ?Pn+1〉= −1
[n+ 1]?
〈u; +ˆn+1Pn+1 −  ?Pn+1〉
=
−1
[n+ 1]?
(+n+1〈u; Pn+1︸ ︷︷ ︸
=0
〉 − 〈 u; ?Pn+1〉) = 〈 u; Q?n 〉:
So, (u) =  u.
Remark 2.16. Notice that if (Pn)n¿0 is an MOPS then  and  are coprime polynomials, i.e., they
have no common roots. In fact if there exists a real number a such that (a)=  (a)= 0, then from
(2.12) we get that Pn(a) = 0 for all n¿1. Thus, the TTRR gives g1 = 0 which is a contradiction
with the quasi-de1niteness of the functional u.
13
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Remark 2.17. Both the distributional equation (2.11) and the Sturm–Liouville equation (2.12), char-
acterize a q-classical functional and its corresponding OPS by means of  and  . The 1rst one is
a di<erential equation of 1rst order which is easier to use than the second one which is of sec-
ond order. Nevertheless, the Sturm–Liouville equation has the advantage that is an equation in the
space of polynomials and combined with the TTRR (1.1) gives an alternative method to prove the
quasi-de1niteness of the functional instead of the analysis of the Hankel determinants (see Theorem
1.6) as we already pointed out in the previous remark.
Theorem 2.18. Let SL = ? +  ? be the q-Sturm–Liouville operator and  and  the
polynomials =aˆx2+ Pax+
·
a and  =bˆx+ Pb; respectively. Then; (Pn)n¿0=mops u are the eigenfunctions
of SL corresponding to the eigenvalues +ˆn; i.e.;
?Pn +  ?Pn = +ˆnPn; n¿0; (2.15)
and they are of the hypergeometric type; i.e.; the sequence of their kth order q-derivatives (Q(k)n ),
Q(k)n =
kPn+k
[n+ 1](k)
; k¿0;
satis;es a second-order diAerence equation of the same type; namely
(k)?Q(k)n +  
(k)?Q(k)n = +ˆ
(k)
n Q
(k)
n ; n¿0; k¿1; (2.16)
where (k) = Hk and  (k) =  +
∑k−1
i=0 H
i.
Eq. (2.15) is usually called the second-order q-di<erence equation of hypergeometric type [26].
Proof. This theorem is the analogue of Theorem 2.12 but in P (see also Proposition 2.15).
Here, we will present its proof developed in P.
The 1rst part was already stated in Proposition 2.15. To prove the second part, we apply the
operator  to SL(k). So,
SL(k) =(k) ·? + H(k) ·? + (k) · H? +  (k) ·?
= q−1((k) ·? + H(k) ·? +  (k)?)+ (k) ·
= q−1(H(k) ·? + ( (k) +(k))?)+ (k) ·:
Since the statement is valid for k = 0, and if we suppose that it is valid for some k, i.e.,
SL(k)Q(k)n = +ˆ
(k)
n Q
(k)
n ; n¿0 with 
(k) = Hk and  (k) =  +
k−1∑
i=0
Hi;
then, applying in the above expression the operator  we 1nd
q−1(H(k) ·? + ( (k) +(k))?)Q(k)n + (k) ·Q(k)n = +ˆ
(k)
n Q
(k)
n
⇔ q−1((k+1)? +  (k+1)?)Q(k)n = (+ˆ
(k)
n − (k))Q(k)n
⇔SL(k+1)Q(k+1)n−1 = q(+ˆ
(k)
n − (k))Q(k+1)n−1 :
14
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Thus (Q(k+1)n ) are the eigenfunctions of SL
(k+1), and then the result follows for k + 1. Notice that
the polynomials (k) and  (k) are those of the distributional equation ((k)C(k))= (k)C(k) of Theorem
2.12.
Remark 2.19. From Proposition 2.2 it follows that the condition of (k) and  (k) to be coprime
polynomials is a necessary condition for the quasi-de1niteness of the functional. Moreover, this
condition together with the condition aˆ[n] + bˆ = 0 for all n¿0 is also a suMcient condition for the
quasi-de1niteness of u (see Appendix A).
Proposition 2.20. Let SL = ? +  ?; ;  ∈ P be the q-Sturm–Liouville operator. Let
(Bn)n¿0 be a basis sequence of eigenvectors of SL and (bn)n¿0 the dual basis of (Bn)n¿0; i.e.,
〈bn; Bm〉= nm. Then, the functional u = cb0; c ∈ C; satis;es the equation
(u) =  u:
Proof. Since (Bn)n¿0 is a basis sequence on P, then (Q?n )n¿0 where Q?n = ?Bn+1 is also a basis
of P. Thus,
SLBn = +ˆnBn ⇔ ?Bn +  ?Bn = +ˆnBn ⇔ Q?n−1 +  Q?n−1 = +ˆnBn; n¿1:
Next,
〈u;SLBn〉= 〈u; Q?n−1 +  Q?n−1〉= 〈−(u) +  u; Q?n−1〉; n¿1;
and
〈u; +nBn〉= +n〈cb0; Bn〉= +nc0n = 0; n¿1:
Therefore, 〈−(u) +  u; Q?n−1〉= 0 n¿1⇔ (u) =  u.
Remark 2.21. Notice that from the above proposition and Theorem 2.18 the only polynomial solu-
tions which are orthogonal with respect to a quasi-de1nite q-classical functional u are the solutions
of the hypergeometric-type di<erence equation (2.15).
The following proposition is very useful for the complete classi1cation of the q-classical polyno-
mials [24,25].
Proposition 2.22. Let ; ? and  ∈ P; deg62; deg?62; deg  = 1, such that ? = q−1+
(q−1 − 1)x ; or equivalently, = q? + (q− 1)x . Then; the following statements are equivalent
(a) ?+  ?= +ˆn; ∀ ∈ P;
(b) q−1 · H− (q−1+ q?)+ q? · H−1= (q− 1)(1− q−1)x2+n; ∀ ∈ P;
(c) ??+  = +ˆn; ∀ ∈ P.
15
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Proof. To prove the equivalence of (a) and (b), notice that
?+  ?= +ˆn ⇔  H
−1− 
(q−1 − 1)x +  
H−1− 
(q−1 − 1)x = +ˆn
⇔ H− (1 + q)+ qH
−1
(q− 1)2x2 +  
q(1− q)x(H−1− )
(q− 1)2x2 = +ˆn
⇔ H− ((1 + q)+ q(1− q)x ︸ ︷︷ ︸
+q2?
)+ (q+ q(1− q)x ︸ ︷︷ ︸
q2?
)H−1= (q− 1)2x2+ˆn: (2.17)
Multiplying the last expression by q−1 the equivalence (a) ⇔ (b) follows. The other equivalence
(c) ⇔ (b) can be obtained in an analogous way.
As an immediate consequence of Propositions 2.15 and 2.22 we have
Proposition 2.23. Let u ∈ P∗ be a quasi-de;nite functional; (Pn)n¿0 = mops u; ; ?;  ∈ P; such
that ? = q−1+(q−1− 1)x ; deg62; deg?62 and deg  =1. Then; the following statements
are equivalent:
(a) (Pn)n¿0 = mops u is q-classical and (u) =  u;
(b) (Pn)n¿0 = mops u is q−1-classical and ?(?u) =  u.
Remark 2.24. The above proposition means that all q-classical polynomials are also q−1 classical
and vice versa. There also exists a very simple distributional proof of this equivalence between q
and q−1 classical functionals and their corresponding monic OPS.
2.4. Structure relations and other characterizations
In 1972, Al-Salam and Chihara [2] proved that the relation, called structure relation (STR),
DPn = anPn+1 + bnPn + cnPn−1; deg62; cn = 0; n¿1;
characterizes the classical OPS. One remarkable consequence of this characterization is that, inde-
pendently of the degree of the polynomial Pn, the product DPn can be represented as a linear
combination of three consecutive polynomials. Later on, Marcell+an et al. [22], proved that a similar
relation involving three consecutive monic derivatives Qn,
Pn = Qn + enQn−1 + hnQn−2; n¿2 :
also characterizes the classical MOPS. This second relation will be also considered as a structure
relation. Finally, there is also a very useful characterization of classical polynomials, the so-called
Cryer’s characterization of the D-classical polynomials [10]. Here, we will give the q-analogue of
the distributional Rodrigues formula obtained by Marcell+an et al. [22].
Next, we are going to prove that the q-analogue of these two structure relations characterizes our
q-classical polynomials.
16
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Proposition 2.25. Let u ∈ P∗ be a quasi-de;nite functional; (Pn)n¿0 = mops u and Qn =
(1=[n+ 1])Pn+1. Then; the next three statements are equivalent:
(a) There exist two polynomials ;  ∈ P; deg62 and deg  = 1 such that (u) =  u.
(b) There exist a polynomial  ∈ P; deg62 and three sequences of complex numbers an; bn; cn;
cn = 0; such that
Pn = anPn+1 + bnPn + cnPn−1; n¿1; (2.18)
(c) There exist complex numbers en; hn; such that
Pn = Qn + enQn−1 + hnQn−2; n¿2: (2.19)
Proof. We will prove the equivalences (a) ⇔ (b) and (a) ⇔ (c).
(a) ⇒ (b): Since degPn6n+ 1, the polynomial Pn can be expanded in the basis (Pn)n¿0
Pn =
n+1∑
i=0
aniPi; ani = k−1i 〈u; Pn · Pi〉; ki = 〈u; P2i 〉 = 0:
Furthermore,
ani = k−1i 〈u; Pn · Pi〉= [n]k−1i 〈u; PiQn−1〉= [n]kik ′n−1n−1; i ; k ′n−1 = 〈u; Q2n−1〉 = 0:
Thus, for any i¡n − 1; ani = 0 while an;n−1 = 0. Here we have used the fact that (Pn)n¿0 is
q-classical so (Qn)n¿0 = mops u.
(b) ⇒ (a): Let us represent the functional (u) in the dual basis (pn)n¿0 of (Pn)n¿0. Then,
〈(u); Pn〉=−〈u; Pn〉=−an〈u; Pn+1〉 − bn〈u; Pn〉 − cn〈u; Pn−1〉
=
{
0 if n− 1¿ 0 ⇔ n¿ 1;
= 0 if n− 1 = 0 ⇔ n= 1 (cn = 0):
Now, using  =
∑1
i=0〈(u); Pi〉k−1i Pi; deg  = 1, we obtain
(u) =
∑
n¿0
〈(u); Pn〉pn =
1∑
i=0
〈(u); Pi〉pi =
1∑
i=0
〈(u); Pi〉k−1i Piu =  u:
(a) ⇒ (c): Let now represent the polynomials Pn in the basis (Qn)n¿0 which is, by hypothesis,
orthogonal with respect to u. Since deg62, we get
Pn = Qn +
n−1∑
i=0
bn; iQi; bn; i = k ′−1i 〈u; PnQi〉; k ′i = 〈u; Q2i 〉 = 0;
and
〈u; PnQi〉 = 〈u; Pn · Qi〉 = 0; ∀i = 0; 1; : : : ; n− 3:
(c) ⇒ (a): Finally, since (Qn)n¿0 is a basis, for its dual basis (qn)n¿0 we get
q0 =
∑
n¿0
〈q0; Pn〉pn:
Therefore, using (2.19)
〈q0; Pn〉= 〈q0; Qn〉+ en〈q0; Qn−1〉+ hn〈q0; Qn−2〉= 0; n¿3;
17
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and, as a consequence,
q0 =
2∑
i=0
〈q0; Pi〉pi =
2∑
i=0
〈q0; Pi〉k−1i Piu = u; ki = 〈u; P2i 〉 = 0: (2.20)
On the other hand, taking into account Proposition 2.2, as well as u = u0p0; C = v0q0, we have
q0 =−[1]p1 =−k−11 P1u =  u ⇔ (u) =  u; deg  = 1:
=
2∑
i=0
〈q0; Pi〉k−1i Pi; deg62:
Next, we will prove the q-analogue of the distributional Rodrigues formula.
Proposition 2.26. Let u ∈ P∗ be a quasi-de;nite functional and (Pn)n¿0 = mops u. Then; the fol-
lowing statements are equivalent:
(a) There exist two polynomials ;  ∈ P; deg62; deg  = 1 such that (u) =  u.
(b) There exist a polynomial  ∈ P; deg62 and a sequence of complex numbers rn; rn =
0; n¿1 such that
Pnu = rnn(H (n) · u); n¿1 where H (n)=
n∏
i=1
Hi−1; (2.21)
Proof. (a) ⇒ (b): Keeping in mind that, by hypothesis
k−1∏
i=0
Hi · u = C(k) and (Q(k)n ) = mops C(k); Q(k)n =
1
[n+ 1](k)
kPn+k ; n; k¿0;
and writing kC(k) in terms of the dual basis of (Pn)n¿0, the coeMcients of this expansion vanish
up to one of them, i.e.,
〈kC(k); Pi〉= (−1)k〈C(k); kPi〉= (−1)k[i − k + 1](k)〈C(k); Q(k)i−k〉= 0 if i = k:
Therefore, kC(k) and pk di<er on a nonzero constant factor. From Proposition 2.1 pn is, up to a
factor, Pku which concludes the proof.
(b) ⇒ (a): Putting k = 1 in (2.21) the result immediately follows.
Notice that there are other characterizations of the q-classical polynomials. The proof of the
following theorem will be done in a forthcoming paper in the framework of q-semiclassical and
q-Laguerre–Hahn polynomials [24].
Proposition 2.27. Let u ∈ P∗ be a quasi-de;nite functional and (Pn)n¿0 = mops u. Then, the fol-
lowing statements are equivalent:
(a) There exist two polynomials ;  ∈ P; deg62; deg  = 1; such that (u) =  u.
(b) There exist two polynomials  and ,; deg62; deg ,=1; and a complex number - such that
Su = ,Su + -; where Su denotes the Stieltjes formal series corresponding to the functional
u; i.e., Su(z) =−∑n¿0 un=zn+1. Furthermore, , = qH − and -= u0(qbˆ− aˆ).
18
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(c) There exist a polynomial  ∈ P; deg62; two sequences of complex numbers on; sn and two
polynomial sequences n; $n ∈ P; deg n61¿deg $n; such that, for all n¿1;
(PnPn−1 − Pn−1Pn) = onPnHPn + nPn−1HPn + $nPnHPn−1 + snPn−1HPn−1:
The expression PnPn−1 − Pn−1Pn is usually called the q-Wronskian of Pn and Pn−1
W (Pn; Pn−1) = det
(
Pn Pn−1
Pn Pn−1
)
= PnPn−1 − Pn−1Pn:
Notice that, if we de1ne the rational function fn =−Pn=Pn−1, we have
fn =− PnPn−1 =−
PnPn−1 − Pn−1Pn
Pn−1HPn−1
:
Then, dividing the equation in Proposition 2.27 by Pn−1HPn−1, we obtain
fn = onfnHfn + (−n)Hfn + (−$n)fn + sn; n¿1:
The above equation is a q-Riccati equation. Moreover, it is the same equation that the Stieltjes series
Su(k) satis1es [24], where u(k) is the functional with respect to which the associated polynomials of
order k are orthogonal.
3. The main characteristics of the q-classical polynomials in terms of the coe*cients of  and  
In this section we will compute all the coeMcients which appear in the characterizations of the
q-classical polynomials given in the previous section in terms of the coeMcients of the polynomials 
and  of the distributional equation. In fact we will give an explicit representation for the eigenvalues
+ˆn of the q-Sturm–Liouville operator (2.12) as well as for the values +ˆ
(k)
n in the q-Sturm–Liouville
equation for the derivatives (2.16). From these expressions we will obtain an extra information as
well as an expression for the coeMcient rn of the distributional q-analogue of the Rodrigues formula
(2.21). In fact, rn is the Fourier coeMcient of the functional n(H (n) · u) in (Pnu)n¿0, the dual
basis of (Pn)n¿0 (see Proposition 2.1).
After that, we will determine all the coeMcients in the three-term recurrence relation for (Pn)n¿0
(1.1)
xPn = Pn+1 + dnPn + gnPn−1; P−1 = 0; P0 = 1; n¿0; (3.1)
the structure relations (2.18)
Pn = anPn+1 + bnPn + cnPn−1; n¿1; (3.2)
and (2.19)
Pn = Qn + enQn−1 + hnQn−2; n¿2; (3.3)
as well as the coeMcients of the three-term for the their monic derivatives (Qn)n¿0
xQn = Qn+1 + d′nQn + g
′
nQn−1: (3.4)
There are two methods for 1nding all of them. The 1rst one, is by comparison of the coeMcients
in (3.2), (3.3) and (3.4). These calculations are straightforward, but cumbersome, so it requires the
19
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use of a powerful symbolic algorithm. We have used Mathematica 3.0 [31] for 1nding them. The
other method is based in several relation among all these coeMcients from their Fourier coeMcients
with respect to an appropriate basis of P. Sometimes this procedure is very straightforward (like
for the structure relation II (3.3)), but usually it gives a lot of di<erent relations and the method
becomes dark itself. Nevertheless this method gives many interesting relations between the aforesaid
coeMcients.
For example, since
dn =
〈u; xP2n〉
〈u; P2n〉
; n¿0; and gn =
〈u; P2n〉
〈u; P2n−1〉
; n¿1; (3.5)
using the fact that the polynomials Pn are monic, we have gn= kn=kn−1, where as before kn= 〈u; P2n〉.
Thus
kn =
n∏
j=0
gj; g0:=k0 = u0; n¿1: (3.6)
For the structure relation (3.2), the Fourier coeMcients of Pn in the basis (Pn)n¿0 are
an =
〈u; Pn · Pn+1〉
〈u; P2n+1〉
; bn =
〈u; Pn · Pn〉
〈u; P2n〉
; cn =
〈u; Pn · Pn−1〉
〈u; P2n−1〉
: (3.7)
Then an = aˆ[n].
In structure relation (3.3) we get
en =
〈C; Pn · Qn−1〉
〈C; Q2n−1〉
; hn =
〈C; Pn · Qn−2〉
〈C; Q2n−2〉
: (3.8)
Finally, notice that the eigenvalue +ˆn is the nth Fourier coeMcient of the polynomial SLPn in the
basis (Pn)n¿0. So,
+ˆn =
〈u;SLPn · Pn〉
〈u; P2n〉
=−k−1n 〈u; PnPn〉=−k−1n [n]2〈C; Q2n−1〉=−k−1n [n]2k ′n−1:
The relation
kn =−[n]2k ′n−1+ˆ
−1
n ; n¿1; (3.9)
is used in [17] to obtain gn (see Appendix B). Also it can be used for 1nding kn. In fact
kn =− [n]
2
+ˆn
k ′n−1 = (−1)n
[n]2
+ˆn
[n− 1]2
+ˆ
(1)
n−1
· · · [1]
2
+ˆ
(n−1)
1
k (n)0 ; k
(n)
0 = 〈C(k); 1〉= 〈u; H (n)〉; (3.10)
which is an alternative expression for kn (3.6).
3.1. The coeCcients of the q-Sturm–Liouville equation and the q-Rodrigues formula
Here, we will provide a more careful study of the q-Sturm–Liouville equation that the q-classical
polynomials satisfy. To obtain the explicit expression for +ˆn we compare the coeMcients of xn in
the q-Sturm–Liouville equation SLPn = +ˆnPn. This yields the expression
+ˆn = [n]
?([n− 1]aˆ+ bˆ) = 0; n¿1; +ˆ0 = 0: (3.11)
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Furthermore, the eigenvalues of the q-Sturm–Liouville operator for the kth derivatives Qn of the
q-classical polynomials are given by
+ˆ
(k)
n = [n]
?([2k + n− 1]aˆ+ bˆ): (3.12)
To prove this, it is suMcient to use the expression +ˆ
(k)
n = [n]
?([n − 1]aˆ(k) − bˆ(k)), where (see
Theorem 2.12) aˆ(k) = q2k and bˆ
(k)
= [2k]aˆ+ bˆ.
Remark 3.1. Theorem 2.18 gives also an alternative algorithm for 1nding an explicit expression
of the eigenvalues +ˆn. In fact, applying the same procedure as before it is easy to show that the
polynomials P(k)n =
kPn satisfy the same Eq. (2.16) but with the eigenvalues 1(k)n given by
1(k)n = q(1
(k−1)
n −(k−1)):
Therefore, 1(k)n = q
k{+ˆn− [k]?([k− 1]aˆ+ bˆ)}. But now, since Pn is a polynomial, then nPn =const,
Eq. (2.16) yields the condition 1(n)n = 0, which leads to the same expression for the eigenvalues +ˆn.
The condition 1(n)n = 0 is usually called the hypergeometric condition [26].
Proposition 3.2. Let SL=?+  be the q-Sturm–Liouville operator where = aˆx2+ Pax+ a˙
and  = bˆx + Pb. If +ˆn are the eigenvalues corresponding to a basis sequence of eigenfunctions of
SL; then
[n]aˆ+ bˆ = 0; n¿0 ⇔ +ˆn = +ˆm; n = m; n; m¿0:
In other words, the condition +ˆn = +ˆm about the eigenvalues is equivalent to the necessary condition
for the quasi-de1niteness of u.
Proof. The proof is based on the fact that
+ˆn − +ˆm = [n− m]qn−1 ([n+ m− 1]aˆ+ bˆ); n; m¿0:
Then +ˆn = +ˆm for all n = m if and only if [k]aˆ+ bˆ = 0, for all k¿0.
Starting from the expression for the eigenvalues of the operator SL(k) (3.12) we get the coeM-
cients rn in the q-distributional Rodrigues formula (2.21) for the Pn. In fact,
kn = 〈Pnu; Pn〉= 〈rnnH (n) · u; Pn〉= (−1)nrn〈H (n) · u; nPn〉= (−1)nrn[n]!k (n)0 ;
where k (n)0 is given in (3.10). Thus,
k (n)0 = (−1)nkn
n∏
i=1
+ˆ
(n−i)
i
[i]2
=
(−1)n
q(
n
2 )[n]!
kn
n∏
i=1
([2n− i − 1]aˆ+ bˆ):
For monic sequences we deduce
rn = q(
n
2 )
n∏
i=1
([2n− i − 1]aˆ+ bˆ)−1:
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Remark 3.3. The previous algorithm can be used in the representation of k (n)l as a function of kn+l.
So,
k (n)l = (−1)lkn+l
n∏
i=1
+ˆ
(n−i)
k+i
[l+ i]2
=
(−1)lkn+l
qnl+(
n
2 )[l+ 1](n)
n∏
i=1
([2(n− i) + (l+ i)− 1]aˆ+ bˆ):
3.2. The coeCcients of the TTRR
In this section we are going to compute the coeMcients of TTRR (3.1). We will use the following
notation:
Pn =
n∑
i=0
anixi; pn:=an;n = 1; n¿0; sn:=an;n−1; n¿1; tn:=an;n−2; n¿2:
First of all, comparing the coeMcients in the TTRR, for the coeMcient of xn−1 we get
sn = sn+1 + dn ⇔ dn = sn − sn+1; n¿1; (3.13)
and for the coeMcient of xn−2
tn = tn+1 + dnsn + gn ⇔ gn = (tn − tn+1)− sn(sn − sn+1); n¿2: (3.14)
The above expression is also true for n=1 putting t1=0. On the other hand, comparing the coeMcients
in the q-Sturm–Liouville equation we can express the second and third coeMcients of Pn in terms
of the coeMcients of  and  . Indeed, if
+ˆn = [n]
?([n− 1]aˆ+ bˆ); P+n = [n]?([n− 1] Pa+ Pb); +˙n = [n]?[n− 1]a˙; n¿0;
then
sn =
P+n
+ˆn − +ˆn−1
; n¿1; tn =
P+n P+n−1 + +˙n(+ˆn − +ˆn−1)
(+ˆn − +ˆn−1)(+ˆn − +ˆn−2)
; n¿2: (3.15)
This yields the recurrence relations (pn = 1)
(+ˆn − +ˆn−1)sn = P+npn; n¿1; (+ˆn − +ˆn−2)tn = P+n−1sn + +˙npn; n¿2:
Next, we substitute (3.15) in (3.13) to obtain
dn =
P+n
+ˆn − +ˆn−1
−
P+n+1
+ˆn+1 − +ˆn
=
[n]([n− 1] Pa+ Pb)
[2n− 2]aˆ+ bˆ −
[n+ 1]([n] Pa+ Pb)
[2n]aˆ+ bˆ
=
[n]([n− 1] Pa+ Pb)([2n]aˆ+ bˆ)− [n+ 1]([n] Pa+ Pb)([2n− 2]aˆ+ bˆ)
([2n− 2]aˆ+ bˆ)([2n]aˆ+ bˆ) ; n¿1;
and after some straightforward calculations,
dn =−q
n−1[2][n]([n− 1]aˆ+ bˆ) Pa+ qn(([n− 2]− qn−1[n])aˆ+ bˆ) Pb
([2n− 2]aˆ+ bˆ)([2n]aˆ+ bˆ) ; n¿1: (3.16)
Notice that [n− 2]− qn−1[n] ≡ [n− 1]− qn−2[n+ 1]→ −2 when q → 1 which corresponds to the
formula for dn in the D-classical case [22]. Finally, for d0, we 1rst use the TTRR, P1 = x−d0, and,
on the other hand,  = +ˆ1P1, (it follows from the equation SLP1 =  = +ˆ1P1). So
P1 = x + Pb=bˆ= x − d0; d0 =−bˆ= Pb: (3.17)
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Now, to 1nd gn we substitute (3.15) in (3.14). This yields
gn =
P+n P+n−1 + +˙n(+ˆn − +ˆn−1)
(+ˆn − +ˆn−1)(+ˆn − +ˆn−2)
−
P+n+1 P+n + +˙n+ 1(+ˆn+1 − +ˆn)
(+ˆn+1 − +ˆn)(+ˆn+1 − +ˆn−1)
−
P+n
+ˆn − +ˆn−1
dn; n¿2:
A straightforward calculation (with the help of Mathematica 3.0 [31]) leads us to the expression
gn =− q
n−1[n]([n− 2]aˆ+ bˆ)
([2n− 1]aˆ+ bˆ)([2n− 2]aˆ+ bˆ)2([2n− 3]aˆ+ bˆ)
×(qn−1([n− 1] Pa+ Pb)(qn−1aˆ Pb− Pa([n− 1]aˆ+ bˆ)) + a˙([2n− 2]aˆ+ bˆ)2); n¿2: (3.18)
The above expression is also true for n= 1 and it gives g1 =−[ Pb(aˆ Pb− bˆ Pa) + aˆbˆ2]=bˆ2(aˆ+ bˆ).
3.3. The coeCcients of the STR
In this section we will determine the coeMcients of the structure relations (3.2). In the following
we will refer to this structure relation as SRT I.
Obviously to 1nd the coeMcients we can substitute in (3.2) the explicit expression of Pn and
compare the corresponding coeMcients. This leads to the following system:
an = [n]aˆ; [n− 1]aˆsn + [n] Pa= ansn+1 + bn;
[n− 2]aˆtn + [n− 1] Pasn + [n]a˙= antn+1 + bnsn+1 + cn: (3.19)
A simple calculation shows that (Pn is monic)
an = [n]aˆ; bn = aˆ([n− 1]sn − [n]sn+1) + [n] Pa;
cn = [n− 2]aˆtn + [n− 1] Pasn + [n]a˙− antn+1 − sn+1{aˆ([n− 1]sn − [n]sn+1) + [n] Pa}: (3.20)
The second equation can be easily solved (e.g. using Mathematica [31])
bn =− [n]([n− 1]aˆ+ bˆ){aˆ
Pbqn−1[2]− Pabˆ− aˆ Pa[n](1− qn−1)}
([2n]aˆ+ bˆ)([2n− 2]aˆ+ bˆ) : (3.21)
The coeMcient cn can be derived by using Mathematica (although the computations are very cum-
bersome). So, from (3.20) we 1nd
cn =
[n]{qn−1([n− 1] Pa+ Pb)(qn−1aˆ Pb− Pa([n− 1]aˆ+ bˆ)) + a˙([2n− 2]aˆ+ bˆ)2}
([n− 2]aˆ+ bˆ)−1([n− 1]aˆ+ bˆ)−1([2n− 1]aˆ+ bˆ)([2n− 2]aˆ+ bˆ)2([2n− 3]aˆ+ bˆ) ; (3.22)
Let us obtain cn also by the second method. We will start from (3.7). First of all, since (Pn)n¿0 and
(Qn)n¿0 are monic, 〈C; Q2n〉= k ′n = 〈C; PnQn〉, so,
k ′n = 〈C; PnQn〉=
1
[n+ 1]
〈u; Pn ·Pn+1〉= 1[n+ 1]〈u; Pn+1 · Pn〉=
1
[n+ 1]
cn+1kn;
and then,
k ′n =
cn+1
[n+ 1]
kn: (3.23)
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Now we use Eq. (3.9) −+ˆnkn = [n]2k ′n−1, to 1nd
kn =− [n]
2
+ˆn
· cn
[n]
kn−1 ⇔ gn =−[n] cn
+ˆn
; ⇔ cn =− +ˆn[n]gn; (3.24)
and then (3.22) immediately follows. Now we will obtain the coeMcients of the structure relation
II (3.3). We start from (3.8)
en = k ′−1n−1〈u; PnQn−1〉= k ′−1n−1
1
[n]
〈u; Pn · Pn〉 (3:5)= k ′−1n−1kn
1
[n]
· bn (3:9)= −[n]+ˆ
−1
n bn:
Then,
− +ˆn
[n]
=
bn
en
⇔ en =− [n]
+ˆn
bn: (3.25)
So,
en =
qn−1{aˆ Pbqn−1[2]− Pabˆ− aˆ Pa[n](1− qn−1)}
([2n]aˆ+ bˆ)([2n− 2]aˆ+ bˆ) : (3.26)
Again, from (3.8)
hn = k ′−1n−2〈u; PnQn−2〉= k ′−1n−2
1
[n− 1]〈u; Pn−1 · Pn〉= k
′−1
n−2
1
[n− 1]〈u; [n− 1]aˆx
n · Pn〉
= k ′−1n−2knaˆ= (k
′−1
n−2kn−1)(k
−1
n−1kn)aˆ=−
[n− 1]2
+ˆn−1
gnaˆ:
In the last equality we have used gn = kn=kn−1 and (3.9), respectively. This yields
hn =−q
n−2[n− 1]aˆ
[n− 2]aˆ+ bˆ gn: (3.27)
Thus,
hn =
aˆq2n−3[n− 1][n]{qn−1([n− 1] Pa+ Pb)(qn−1aˆ Pb− Pa([n− 1]aˆ+ bˆ)) + a˙([2n− 2]aˆ+ bˆ)2}
([2n− 1]aˆ+ bˆ)([2n− 2]aˆ+ bˆ)2([2n− 3]aˆ+ bˆ) :
(3.28)
3.4. The coeCcients for the TTRR of the q-derivatives
Finally, we will obtain the coeMcients g′n and d
′
n of the TTRR for the 1rst q-derivatives (Qn)n¿0
(3.4). First of all, we use the fact that gn = kn=kn−1 and g′n−1 = k
′
n−1=k
′
n−2. Then Eq. (3.9) gives
gn =
[n]2
[n− 1]2
+ˆn−1
+ˆn
g′n−1 ⇒ g′n =
[n]2
[n+ 1]2
+ˆn+1
+ˆn
gn+1; n¿0;
and we get,
g′n =−
qn−1[n]([n]aˆ+ bˆ){qn([n] Pa+ Pb)(qnaˆ Pb− Pa([n]aˆ+ bˆ)) + a˙([2n]aˆ+ bˆ)2}
([2n+ 1]aˆ+ bˆ)([2n]aˆ+ bˆ)2([2n− 1]aˆ+ bˆ) : (3.29)
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For the other coeMcient d′n 1rst we will take q-derivatives on the TTRR and then use TTRR for
(Qn)n¿0. Thus,
xPn = Pn+1 + dnPn + gnPn−1
→Pn + qxPn =Pn+1 + dnPn + gnPn−1
⇔ Pn + q[n]xQn−1 = [n+ 1]Qn + dn[n]Qn−1 + gn[n− 1]Qn−2
TTRR⇔ Pn = [n+ 1]Qn + dn[n]Qn−1 + gn[n− 1]Qn−2 − q[n](Qn + d′n−1Qn−1 + g′n−1Qn−2)
= ([n+ 1]− q[n])Qn + [n](dn − qd′n−1)Qn−1 + ([n− 1]gnq[n]g′n−1)Qn−2):
Now, comparing it with the structure relation II we get
en = [n](dn − qd′n−1); (3.30)
hn = [n− 1]gn − q[n]g′n−1: (3.31)
Thus, using (3.25) and (3.30) we 1nd
dn − qd′n−1 =−
bn
+ˆn
⇔ d′n−1 = q−1
(
dn +
bn
+ˆn
)
: (3.32)
So,
d′n =−
qn{ Pbbˆ+ Pbaˆ(1− qn)[n+ 1] + 2 Paaˆ[n][n+ 1] + Pabˆ([n] + [n+ 1])}
(aˆ[2n] + bˆ)(aˆ[2n+ 2] + bˆ)
: (3.33)
Notice that the second equation in (3.31) gives an alternative expression for the coeMcient g′n. In
fact from (3.31) we 1nd
g′n =
[n]([2n− 1]aˆ+ bˆ)
q[n+ 1]([n− 2]aˆ+ bˆ)gn:
Remark 3.4. To conclude this section let us point out that it is possible to show that the coeMcients
gn, bn and en can be expressed as follows [24] (see also Appendix B):
gn =− q
n−1[n]([n− 2]aˆ+ bˆ)
([2n− 3]aˆ+ bˆ)([2n− 1]aˆ+ bˆ) · 
(n−1)
(
− [n− 1] Pa+ bˆ
[2n− 2] Pa+ bˆ
)
;
bn =
1
1 + q−1
(− (dn)+(1−q−n)([n−1]aˆ+ bˆ)dn); en = q
n
[2]([n− 1]aˆ+ bˆ) (dn)+
1− qn
[2]
dn:
In particular, the above representation of gn leads directly to the same condition of existence of an
in1nite sequence or orthogonal polynomials as in Proposition A.1 (see Appendix A). In fact the
conditions (b) and (d) in Proposition A.1 mean that n(d
(n)
0 ) = 0; n¿0, which, keeping in mind
the necessary condition for the quasi-de1niteness, guarantees us that gn = 0; n¿1.
Remark 3.5. Notice that in all cases, when q → 1, we obtain the corresponding D-classical relation
[22].
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4. Some examples
In this section, we will study some special families of q-polynomials and we will compute all of
their principal characteristics. We will use the Proposition 2.22 to identify the families of q-classical
polynomials among all the families in the so-called q-Askey Scheme [18]. In fact comparing the
di<erence equation
 · HPn − (+ q2?)Pn + q2? · H−1Pn = (q− 1)2x2+nPn; (4.34)
with those given in [18] one can easily see that the following q-polynomials are q-classical ones
[24]: The Big q-Jacobi, Big q-Laguerre, Little q-Jacobi, Little q-Laguerre (Wall), q-Laguerre, Al-
ternative q-Charlier, Al-Salam–Carlitz I, Al-Salam–Carlitz II, Stieltjes–Wigert, Discrete q-Hermite,
Discrete q−1-Hermite II, q-Hahn, q-Meixner, Quantum q-Kravchuk (Krawtchouk), q-Kravchuk, AMne
q-Kravchuk and q-Charlier.
Eq. (4.34) gives all the information about the q-classical functional (and then about the corre-
sponding MOPS). Moreover, it is summarized in the polynomials  and ? instead of  and  .
Furthermore, the interest of the polynomials  and ? is not reduced only to the aforesaid equation
but also because using them one can classify all families of q-classical polynomials [24,25]. Another
reason for taking into account both polynomials (and not only , like in the continuous case) is the
fact that (see Proposition 2.23)) all q-classical families are q−1-classical. In the following we will
assume that 0¡q¡ 1. In such a way, since (0) = 0 if and only if ?(0) = 0, in a 1rst step, it is
natural to classify the q-classical polynomials in two wide groups: the ∅-families, i.e., the families
such that (0) = 0 and the 0-families, i.e., the ones with (0) = 0.
The next step is, to classify each member in the aforesaid two wide classes in terms of the degree
of the polynomials  and ? as well as the multiplicity of their roots in the case of 0-families. In
fact, if  has two simple roots, the polynomials belong to the 0-Jacobi/-family while if the roots are
multiple, then they are 0-Bessel/-family. So, we have the following scheme for the q-classical OPS
(for more details see [24,25]):
∅-families


∅-Jacobi=Jacobi
∅-Jacobi=Laguerre
∅-Jacobi=Hermite
∅-Laguerre=Jacobi
∅-Hermite=Jacobi
0-families


0-Bessel=Jacobi
0-Bessel=Laguerre
0-Jacobi=Jacobi
0-Jacobi=Laguerre
0-Jacobi=Bessel
0-Laguerre=Jacobi
0-Laguerre=Bessel
Here, for example, ∅-Hermite/Jacobi means that the corresponding polynomials are such that (0) =
0, where deg=0 (i.e., a q-analogue of the Hermite polynomials), deg? =2 (i.e., a q−1-analogue
of the Jacobi polynomials). Finally, let us point out that in all cases, except in the 0-Jacobi/Bessel
and 0-Laguerre/Bessel ones there exist positive-de1nite families, i.e., families orthogonal with respect
to a positive-de1nite functional.
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In the following we will follow the standard notation for basic polynomials [14]:
r’p
(
a1; a2; : : : ; ar
b1; b2; : : : ; bp
; q; z
)
=
∞∑
k=0
(a1; q)k · · · (ar; q)k
(b1; q)k · · · (bp; q)k
zk
(q; q)k
[(−1)kqk(k−1)=2]p−r+1; (4.35)
where
(a; q)k =
k−1∏
m=0
(1− aqm): (4.36)
In this section we will give the main data for some of the above families. The Big q-Jacobi
polynomials pn(x; a; b; c; q) are de1ned by the following basic hypergeometric series [18]
pn(x; a; b; c; q) =
(aq; q)n(cq; q)n
(abqn+1; q)n
3’2
(
q−n; abqn+1; x
aq; cq
∣∣∣∣ q; q
)
:
Their main data are shown in Table 1. Notice that for these polynomials (0) = 0; deg=deg?=2.
According with the aforesaid classi1cation they constitute a ∅-Jacobi/Jacobi family.
Since the Big q-Laguerre polynomials pn(x; a; c; q) satisfy pn(x; a; c; q) = pn(x; a; 0; c; q), then
pn(x; a; c; q) = (aq; q)n(cq; q)n 3’2
(
q−n; 0; x
aq; cq
∣∣∣∣ q; q
)
=
(aq; q)n(cq; q)n
(c−1q−n; q)n
2’1
(
q−n; aqx−1
aq
∣∣∣∣ q; xc
)
:
So, putting b=0 in the main data of the Big q-Jacobi, one obtains the data for the Big q-Laguerre.
So if in Table 1 we put b = 0 we 1nd the corresponding data for the Big q-Laguerre. Notice also
that they are a ∅-Laguerre/Jacobi family.
The Little q-Jacobi polynomials pn(x; a; b|q) are de1ned by the following basic hypergeometric
series [18]:
pn(x; a; b|q) = (−1)
nq(
n
2 )(aq; q)n
(abqn+1; q)n
2’1
(
q−n; abqn+1
aq
∣∣∣∣ q; qx
)
:
Notice that, since for the Little q-Jacobi polynomials (0) = 0; deg = deg? = 2, then they are
a 0-Jacobi/Jacobi family. If we now put b = 0, the Little q-Jacobi polynomials become the Little
q-Laguerre or Wall polynomials pn(x; a|q), i.e., pn(x; a|q) = pn(x; a; 0|q), so
pn(x; a|q) = (−1)nq( n2 )(aq; q)n 2’1
(
q−n; 0
aq
∣∣∣∣ q; qx
)
:
Then all their characteristics can be obtained from the ones in the Table 2 just putting b=0. These
polynomials constitute a 0-Laguerre/Jacobi family.
The Al-Salam and Carlitz polynomials I and II are de1ned by the expressions [18]
U (a)n (x; q) = (−a)nq(
n
2 ) 2’1
(
q−n; x−1
0
∣∣∣∣ q; x qa
)
;
and
V (a)n (x; q) = (−a)nq−(
n
2 ) 2’0
(
q−n; x
0
∣∣∣∣ q; qna
)
;
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Table 1
The Big q-Jacobi polynomials
Pn pn(x; a; b; c; q)
 aq(x − 1)(bx − c)
? q−2(x − aq)(x − cq)
 
1− abq2
(1− q)q x +
a(bq− 1) + c(aq− 1)
1− q
+ˆn q−n[n]
1− abqn+1
1− q
rn
qn(n+1)=2(1− q)n
(abqn+1; q)n
dn
q1+n{c + a2bqn((1 + b+ c)q1+n − q− 1) + a(1 + c − cqn − cq1+n + b(1− qn − cqn − q1+n − cq1+n + cq1+2n))}
(1− abq2n)(1− abq2n+2)
gn −aq
n+1(1− qn)(1− aqn)(1− bqn)(1− abqn)(c − abqn)(1− cqn)
(1− abq2n)2(1− abq2n−1)(1− abq2n+1)
an abq[n]
bn −aq[n](1− abq
n+1){c + ab2q2n+1 + b(1− cqn − cqn+1 − aqn(1 + q− cqn+1))}
(1− abq2n)(1− abq2n+2)
cn
aq[n](1− aqn)(1− bqn)(1− abqn)(c − abqn)(1− cqn)(1− abqn+1)
(1− abq2n)2(1− abq2n−1)(1− abq2n+1)
en
aqn+1(1− qn){c + ab2q2n+1 + b(1− cqn − cqn+1 − aqn(1 + q− cqn+1))}
(1− abq2n)(1− abq2n+2)
hn
a2bq2n+1(1− qn−1)(1− qn)(1− aqn)(1− bqn)(c − abqn)(1− cqn)
(1− abq2n)2(1− abq2n−1)(1− abq1+2n)
d′n
qn+1{c + a2bqn+2((1+qb+qc)qn+1 − q− 1)+a(1+cq−cqn+1−cqn+2+bq(1−qn−qn+1−cqn+1+cq2n+2−cqn+2))}
(1− abq2n+2)(1− abq2n+4)
g′n −aq
n+1(1− qn)(1− aqn+1)(1− bqn+1)(c − abqn+1)(1− cqn+1)(1− abqn+2)
(1− abq2n+2)2(1− abq2n+1)(1− abq2n+3)
respectively. Notice that in the 1rst case (0) = 0, deg = 0; deg? = 2, so the Al-Salam &
Carlitz polynomials I are a ∅-Hermite/Jacobi family. For the the Al-Salam and Carlitz II, (0) = 0,
deg= 2; deg? = 0, i.e., they constitute a ∅-Jacobi/Hermite. If we substitute a=−1 in U (a)n (x; q)
we obtain the Discrete q-Hermite polynomials I hn(x; q). So, putting a = −1 in Table 3 we obtain
their main data. Obviously they are also a ∅-Hermite/Jacobi family.
The Stieltjes–Wigert polynomials Sn(x; q) are de1ned by [18]
Sn(x; q) = (−1)nq−n2 1’1
(
q−n
0
∣∣∣∣ q;−xqn+1
)
:
Their main characteristics are also given in Table 3. Moreover, they are a 0-Bessel/Laguerre family,
since (0) = 0; deg= 2; deg? = 1.
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Table 2
The Little q-Jacobi polynomials and q-Charlier polynomials
Pn pn(x; a; b|q) Cn(x; a; q)
 ax(bqx − 1) x(x − 1)
? q−2x(x − 1) q−2ax
 
1− abq2
(1− q)q x +
aq− 1
(1− q)q −
1
1− qx +
a+ q
(1− q)q
+ˆn q−n[n]
1− abqn+1
1− q −
[n]
1− q
rn
qn(n+1)=2(1− q)n(ab; q)n+1
(ab; q)2n+1
q−n(n−1)(q− 1)n
dn
qn{1 + a2bq2n+1 + a(1− (1 + b)qn − (1 + b)qn+1 + bq2n+1)}
(1− abq2n)(1− abq2n+2) −q
−2n−1{(a− 1)qn+1 − a(1 + q)}
gn
aq2n−1(1− qn)(1− aqn)(1− bqn)(1− abqn)
(1− abq2n)2(1− abq2n−1)(1− abq2n+1) aq
−4n+1(1− qn)(a+ qn)
an abq[n] [n]
bn −a[n](1− abq
n+1)(1− bqn(1 + q− aqn+1))
(1− abq2n)(1− abq2n+2) q
−2n−1[n](a+ aq+ qn+1)
cn −a[n]q
n−1(1− aqn)(1− bqn)(1− abqn)(1− abqn+1)
(1− abq2n)2(1− abq2n−1)(1− abq2n+1) aq
−4n+1[n](a+ qn)
en
aqn(1− qn){1− bqn(1 + q− aqn+1)}
(1− abq2n)(1− abq2n+2) q
−2n−1(1− qn)(a+ aq+ qn+1)
hn −a
2bq3n−1(1− qn−1)(1− qn)(1− aqn)(1− bqn)
(1− abq2n)2(1− abq2n−1)(1− abq2n+1) aq
−4n+1(1− qn)(1− qn−1)(a+ qn)
d′n
qn{1 + a2bq2n+4 + aq(1− (1 + q)(1 + bq)qn + bq2n+2)}
(1− abq2n+2)(1− abq2n+4) q
−2n−3{qn+2 + a(1 + q− qn+1)}
g′n
aq2n(1− qn)(1− aqn+1)(1− bqn+1)(1− abqn+2)
(1− abq2n+1)(1− abq2n+2)2(1− abq2n+3) aq
−4n−3(1− qn)(a+ qn+1)
The Discrete q-Hermite polynomials II h˜n(x; q) are related with V (a)n (x; q) in the following way:
h˜n(x; q) = i−nV (−1)n (x; q) = x
n
2’1
(
q−n; q−n+1
0
∣∣∣∣∣q2;−q
2
x2
)
:
Their main characteristics are shown in Table 4. A simple inspection on this table gives (0) = 0,
deg= 2; deg? = 0, i.e., the q-Hermite polynomials h˜n(x; q) are a ∅-Jacobi/Hermite family.
The Alternative q-Charlier polynomials Kn(x; a; q) are de1ned by [18]
Kn(x; a; q) =
(−1)nq( n2 )
(−aqn; q)n 2’1
(
q−n;−aqn
0
∣∣∣∣ q; qx
)
;
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Table 3
The Al-Salam and Carlitz and Stieltjes–Wigert polynomials
Pn U
(a)
n (x; q) V
(a)
n (x; q) Sn(x; q)
 a (x − 1)(x − a) x2
? q−1(1− x)(a− x) q−1a q−2x
 
1
1− qx −
1 + a
1− q −
1
1− qx +
1 + a
1− q −
1
1− qx +
1
q(1− q)
+ˆn
q1−n[n]
1− q −
[n]
1− q −
[n]
1− q
rn qn(n−1)=2(1− q)n q−n(n−1)(q− 1)n q−n(n−1)(q− 1)n
dn (1 + a)qn (1 + a)q−n q−2n−1(1 + q− qn+1)
gn aqn−1(qn − 1) aq−2n+1(1− qn) q−4n+1(1− qn)
an 0 [n] [n]
bn 0 (1 + a)[n]q−n [n]q−2n+1(1 + q)
cn a[n] aq−2n+1[n] q−4n+1[n]
en 0 (1 + a)q−n(1− qn) q−2n−1(1 + q)(1− qn)
hn 0 aq−2n+1(1− qn)(1− qn−1) q−4n+1(1− qn)(1− qn−1)
d′n (1 + a)q
n (1 + a)q−n−1 q−2n−3(1 + q− qn+1)
g′n aq
n−1(qn − 1) aq−2n−1(1− qn) q−4n−3(1− qn)
and the q-Laguerre polynomials L8n(x; q) ≡ Ln(x; a; q) are given by [18]
Ln(x; a; q) = (−1)nq−n2a−n 2’1
(
q−n;−x
0
∣∣∣∣ q; aqn+1
)
:
Their main characteristics are presented in Table 4. Notice that the Alternative q-Charlier polyno-
mials Kn(x; a; q) are 0-Bessel/Jacobi family, (0) = 0, deg= deg? = 2, whereas the q-Laguerre
polynomials L8n(x; q) are 0-Jacobi/Laguerre: (0) = 0, deg= 2; deg
? = 1.
Finally we will study the q-analogue of the classical discrete polynomials: Hahn, Meixner, Kravchuk
and Charlier. In [18] such polynomials are the q-Hahn, q-Meixner, Quantum q-Kravchuk
(Krawtchouk), q-Kravchuk, AMne q-Kravchuk and q-Charlier, respectively. All of them are de-
1ned as a basic terminating series and they are polynomials on q−x instead of x. The main reason
for such a choice is that, in the limit q → 1− they become the classical discrete ones. Here we will
de1ne them as polynomials in x. To recover the polynomials in [18] one needs to substitute just x
by q−x. This transforms y(x + 1) and y(x − 1) in [18] into H−1y and Hy, respectively, and divide
by x2.
We start with the q-Hahn family. The q-Hahn polynomials are de1ned by [18]
Qn(x; a; b; N |q) = (aq; q)n(q
−N ; q)n
(abqn+1; q)n
3’2
(
q−n; abqn+1; x
aq; q−N
∣∣∣∣ q; q
)
:
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Table 4
The alternative q-Charlier, q-Laguerre polynomials and discrete q-Hermite II
Pn Kn(x; a; ; q) L8n(x; q), a= q
8 h˜n(x; q)
 ax2 ax(x + 1) 1 + x2
? q−2x(1− x) q−2x q−1
 − 1 + aq
(1− q)qx +
1
(1− q)q −
a
(1− q)x +
1− aq
(1− q)q −
1
1− qx
+ˆn
(1− q−n)(1 + aqn)
(1− q)2 −
a[n]
(1− q) −
[n]
(1− q)
rn a−nq−n(n−1)(q− 1)n a−nq−n(n−1)(q− 1)n q−n(n−1)(q− 1)n
dn
qn(1 + aqn−1 + aqn − aq2n)
(1 + aq2n−1)(1 + aq2n+1)
a−1q−2n−1(1 + q− (1 + a)qn+1) 0
gn
aq3n−2(1− qn)(1 + aqn−1)
(1 + aq2n)(1 + aq2n−1)2(1 + aq2n−2)
a−2q−4n+1(1− qn)(1− aqn) q−2n+1(1− qn)
an a[n] a[n] [n]
bn
aqn−1[n](1 + q)(1 + aqn)
(1 + aq2n−1)(1 + aq2n+1)
q−2n−1[n](1 + q− aqn+1) 0
cn
aq2n−2[n](1 + aqn)(1 + aqn−1)
(1 + aq2n)(1 + aq2n−1)2(1 + aq2n−2)
a−1q−4n+1[n](1− aqn) q−2n+1[n]
en
aq2n−1(1 + q)(1− qn)
(1 + aq2n−1)(1 + aq2n+1)
a−1q−2n−1(1− qn)(1 + q− aqn+1) 0
hn
a2q4n−3(1− qn−1)(1− qn)
(1 + aq2n)(1 + aq2n−2)(1 + aq2n−1)2
a−2q−4n+1(1− qn−1)(1− qn)(1− aqn) q−2n+1(1− qn)(1− qn−1)
d′n
qn(1 + aqn+1(1 + q− qn+1))
(1 + aq2n+1)(1 + aq2n+3)
a−1q−2n−3(1 + q− (1 + aq)qn+1) 0
g′n
aq3n(1− qn)(1 + aqn+1)
(1 + aq2n)(1 + aq2n+1)2(1 + aq2n+2)
a−2q−4n−3(1− qn)(1− aqn+1) q−2n−1(1− qn)
Just making the change q−x → x in the di<erence equation for the q-Hahn polynomials in [18] and
comparing it with Eq. (4.34) (or comparing with the de1nition of the Big q-Jacobi polynomials) we
notice that the q-Hahn polynomials are nothing else that Big q-Jacobi polynomials with parameter
c= q−N−1 so they are a ∅-Jacobi/Jacobi family and all of their characteristics can be obtained from
Table 1 just putting c=q−N−1. Notice also that, since gN+1=0, they are a 1nite family of q-classical
orthogonal polynomials (see Remark A.2 from the appendix).
The next family is the q-Meixner one. They are de1ned by [18]
Mn(x; b; c; q) = (−c)n(bq; q)nq−n2 2’1
(
q−n; x
bq
∣∣∣∣∣q;−q
n+1
c
)
:
Their main data are in Table 5. Notice that they are a 1nite ∅-Jacobi/Laguerre family.
The Quantum q-Kravchuck are de1ned by
Kqtmn (x;p;N ; q) = (p)
−n(q−N ; q)nq−n
2
2’1
(
q−n; x
q−N
∣∣∣∣ q;pqn+1
)
:
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Table 5
The q-Meixner and q-Kravchuk polynomials
Pn Mn(x; b; c; q) Kn(x;p; N ; q)
 (x − 1)(x + bc) px(1− x)
? q−2c(x − bq) q−2x(x − q−N )
 − 1
1− qx +
c + q(1− bc)
(1− q)q
1 + pq
(1− q)qx −
p+ q−N−1
1− q
+ˆn − [n]1− q −
q−n[n](1 + pqn)
1− q
rn q−n(n−1)(q− 1)n p−nq−n(n−1)(1− q)n
dn q−n + cq−2n−1(1 + q− (1 + b)qn+1) 1− pq
N (1− qn) + pqn+N (q+ pqn) + pqn−1(1 + q(1− qn))
qN−n(1 + pq2n−1)(1 + pq2n+1)
gn cq−4n+1(1− qn)(c + qn)(1− bqn) pq
2n−2N−2(1 + pqn−1)(1− qn)(qn − qN+1)(1 + pqn+N )
(1 + pq2n)(1 + pq2n−2)(1 + pq2n−1)2
an [n] −p[n]
bn q−1−2n[n](qn+1 + c(1 + q− bqn+1)) −p[n](1 + pq
n){qn(1 + q)− qN+1(1− pq2n)}
qN+1(1 + pq2n−1)(1 + pq2n+1)
cn cq−4n+1[n](c + qn)(1− bqn) −pq
n−2N−2(1 + pqn−1)(1 + pqn)(qn − qN+1)(1 + pqn+N )
(1 + pq2n)(1 + pq2n−2)(1 + pq2n−1)2
en q−2n−1(1− qn)(qn+1 + c(1 + q− bqn+1)) pq
n−N−1(1− qn)(qn + qn+1 − qN+1 + pq2n+N+1)
(1 + pq2n−1)(1 + pq2n+1)
hn cq−4n(1− qn)(1− qn)(c + qn)(1− bqn) p
2q3n−2N−3(1− qn−1)(1− qn)(qn − qN+1)(1 + pqn+N )
(1 + pq2n)(1 + pq2n−2)(1 + pq2n−1)2
d′n q
−2n−3(qn+2 + c(1 + q− qn+1 − bqn+2)) 1 + p
2q2n+N+3 + pq(qn + qn+1 − q2n+1 − qN + qn+N + qn+N+1)
qN−n(1 + pq2n+1)(1 + pq2n+3)
g′n cq
−4n−3(1− qn)(c + qn+1)(1− bqn+1) pq
2(n−N )(1− qn)(1 + pqn+1)(qn − qN )(1 + pqn+N+1)
(1 + pq2n)(1 + pq2n+1)2(1 + pq2n+2)
Notice that they are related with the q-Meixner ones by
Kqtmn (x;p;N ; q) =Mn(x; q
−N−1;−p−1; q):
So their main characteristics can be obtained from Table 5 just putting b = q−N−1 and c = −p−1.
Notice that they are also a 1nite set of the ∅-Jacobi/Laguerre family of q-classical polynomials.
The q-Kravchuk are de1ned by [18]
Kn(x;p;N ; q) =
(q−N ; q)n
(−pqn; q)n 3’2
(
q−n; x;−pqn
q−N ; 0
∣∣∣∣ q; q
)
=
xn(q−Nx−1; q)n
(−pqn; q)n 2’1
(
q−n; x
xqN−n+1
∣∣∣∣ q;pqN+n+1
)
:
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They also constitute a 1nite family of the 0-Jacobi/Jacobi q-classical polynomials. Their main data
are shown in Table 5.
The aMne q-Kravchuck are de1ned by [18]
K a<n (x;p;N ; q) = (q
−N ; q)n(pq; q)n 3’2
(
q−n; 0; x
pq; q−N
∣∣∣∣ q; q
)
= (−pq)n(q−N ; q)nqn(n−1)=2 2’1
(
q−n; q−Nx−1
q−N
∣∣∣∣ q; xp
)
:
Notice that they are the Big q-Laguerre polynomials with parameters a=q−N−1 and c=p, or equiv-
alently, the Big q-Jacobi polynomial with a=q−N−1, b=0 and c=p, so they are a ∅-Laguerre/Jacobi
family and their main characteristics can be obtained from Table 1 just substituting these values for
the parameters a; b, and c, respectively. They, as the q-Hanh polynomials, also constitute a 1nite
family of q-classical polynomials.
Finally, the q-Charlier polynomials are given by [18]
Cn(x; a; q) = (−1)nq−n2an 2’1
(
q−n; x
0
∣∣∣∣ q;−qn+1a
)
:
So they are related with the q-Laguerre polynomials L8n(x) by
Cn(x; a; q) = Ln(−x;−a−1; q):
They constitute a 0-Jacobi/Laguerre family. Obviously their main characteristics can be obtained
from Table 4 making the appropriate change of parameters and signs (since the change x → −x)
but we will include them in Table 2.
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Appendix A. A su*cient condition for the quasi-deniteness of a q-classical functional
Up to now, we only have obtained necessary conditions on the polynomials  and  for the
quasi-de1niteness of the functional u satisfying the distributional equation (u) =  u. Our aim
now is to 1nd also suMcient conditions. Here we will follow the work by HXacker [17]. In fact, we
will work with the q-Sturm–Liouville equation. The main reason is that, using this equation it is easy
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to show that if +ˆn = +ˆm for all n = m then [k]aˆ+ bˆ = 0, for every k¿0 (the necessary conditions
for the quasi-de1niteness), the family of eigenfunctions Pn of the q-Sturm–Liouville operator SL
are orthogonal. In fact we have
Proposition A.1. Let SL = ? +  ? be the q-Sturm–Liouville operator. Let (Bn)n¿0 be a
basis sequence of polynomial eigenfunctions of the operator SL and (bn)n¿0 be the dual basis of
(Bn)n¿0 and u = cb0; c ∈ C. Then; 〈u; BmBn〉= 0 for all n = m.
Proof. From Proposition 2.20, u satis1es (u) =  u. Thus, by Lemma 2.14
〈u; BnBn〉 = −〈u; Bm ·SLBn〉=−+n〈u; BmBn〉
= −〈u; Bn ·SLBm〉=−+m〈u; BnBm〉
}
⇒+n =+mn=m 〈u; BnBm〉= 0:
Notice that in the proof of Propositions 2.20 and A.1 the conditions deg62; deg  61 are not
used. We next will show a suMcient condition for the quasi-de1niteness of the functional.
Lemma A.2. Let SL=?+ ? be the q-Sturm–Liouville operator with deg62; deg  =1;
let (Bn)n¿0 be a basis sequence of eigenfunctions of SL and let (bn)n¿0 be the dual basis of
(Bn)n¿0. Then; for u = cb0; c ∈ C; c = 0; 〈u; B21〉 = 0; holds if and only if  and  are coprime.
Proof. In the following, and without loss of generality, we will assume that (Bn)n¿0 is a monic
sequence and therefore it satis1es the TTRR
xBn = Bn+1 + dnBn + gnBn−1; B−1 = 0; B0 = 1; n¿0:
We will prove the following equivalent statements: There exists a ∈ C with (a) = 0=  (a) if and
only if 〈u; B21〉= 0.
In this case, (a)=0= (a)⇒ (SLBn)(a)=0; n¿0. Since +n = 0, n¿1 (see Proposition 2.15),
thus Bn(a) = 0; n¿1. In particular,
aB1(a) = B2(a) + d1B1(a) + g1B0(a)
B0=1⇒ g1 = 0 u0 =0⇒ k1 = 0:
Conversely,
〈u; B21〉= 0 u0 =0⇒ g1 = 0 RRTT⇒ B2 = (x − d1)B1 deg B1=1⇒ ∃a ∈ C; B2(a) = 0 = B1(a):
Now, SL(Bn)n¿0, for n = 1; 2 gives 0 +  = +1B1
+1 =0⇒  (a) = 0, and [2]? +  ?B2 = +2B2, so
(a) = 0, respectively. This completes the proof.
Proposition A.3. Let u ∈ P∗; ;  ∈ P; deg62; deg  =1 such that (u)= u; (Bn)n¿0 is a se-
quence of eigenfunctions of SL=?+ ? and C(k)=H (k)·u. If (Q(k)n ) is a sequence of monic
kth order q-derivatives; k¿1; Q(k)n = (1=[n+ 1](k))
kBn+k ; then; 〈C(k); Q(k)m Q(k)n 〉= c(k)m;n〈u; Bm+kBn+k〉;
where
c(k)m;n =
(−1)k
[m+ 1](k)[n+ 1](k)
+(k−1)n+1 : : : +
(0)
n+k ; m; n¿0:
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Proof. According to the Theorem 2.18, (Q(k)n ) are the eigenfunctions of the q-Sturm–Liouville op-
erator SL(k) = (k)? +  (k)?. Then,
SL(k)Q(k)n = +ˆ
(k)
n Q
(k)
n ; +ˆ
(k)
n ∈ C; n¿0; k¿1;
where +ˆ
(k)
n are the corresponding eigenvalues. If we use now the Lemma 2.14,
〈C(k); Q(k)m Q(k)n 〉=
1
[m+ 1][n+ 1]
〈Hk−1 · C(k−1); Q(k−1)m+1 Q(k−1)n+1 〉
=
1
[m+ 1][n+ 1]
〈C(k−1); Q(k−1)m+1 ·SLk−1Q(k−1)n+1 〉
=
−1
[m+ 1][n+ 1]
+(k−1)n+1 〈C(k−1); Q(k−1)m+1 Q(k−1)n+1 〉
...
=
(−1)k
[m+ 1](k)[n+ 1](k)
+(k−1)n+1 : : : +
(0)
n+k〈u; Bm+kBn+k〉
= c(k)m;n〈u; Bm+kBn+k〉:
Remark A.4. Notice that, if for y , with deg= 2 are such that
[n]aˆ+ bˆ = 0; n¿0 ⇔ +ˆn = 0; n¿1;
where +ˆn are the eigenfunctions of the corresponding q-Sturm–Liouville operator. Then, the necessary
condition for the quasi-de1niteness of u leads to the necessary condition for C(k), and therefore we
will have the orthogonality of the basis sequence (Bn)n¿0 as well as the orthogonality of the sequence
of their derivatives. So, the above proposition together with the Lemma A.2 and the condition +ˆ
(k)
n =
0; k¿0; n¿1, yields
 (k) are coprime (k) ⇔ 〈C(k); Q(k)1 Q(k)1 〉 = 0 ⇔ 〈u; P2k+1〉 = 0; k¿1:
In the next theorem we will summarize the main results of this appendix.
Theorem A.5. Let  and  ∈ P such that  = aˆx2 + Pax + a˙,  = bˆx + Pb; with bˆ = 0; [n]aˆ + bˆ =
0; n¿0 and let u ∈ P∗ be the solution of the distributional equation (u)=  u; u0 = 0. Then; u
is quasi-de;nite if and only if  (k) =  +
∑k−1
i=1 H
i and (k) =Hk are coprime for all k¿0; and
thus; u is q-classical. Furthermore; for any  with deg62; the following diAerent restrictions on
the coeCcients of  should be added:
(a) deg= 0; there are not restrictions on  ;
(b) deg= 1 the coeCcients of  should satisfy [k] Pa+ Pb = a˙ Pa−1q−k bˆ; k¿0;
(c) deg= 2; the coeCcients of  should satisfy (= aˆ(x − a1)(x − a2));
[k] Pa+ Pb = −q−kai([2k]aˆ+ bˆ); i = 1; 2; k¿0:
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Proof. The 1rst part is a simple consequence of the previous propositions and the fact that u = 0.
(a) In this case  is a constant, i.e.,  = c ∈ C, c = 0 and then, (k) = c; k¿0, so  (k) and (k)
are coprime.
(b) Here = Pax + a˙; Pa = 0. Thus, (k) = qk Pax + a˙ and a0 =−a˙= Paqk is its zero. On the other hand,
 (k) = ([2k]aˆ+ bˆ)x + ([k] Pa+ Pb); aˆ= 0; bˆ = 0;
and the condition  (k)(a0) = 0 becomes
−bˆ · a˙
Paqk
+ [k] Pa+ Pb= 0:
(c) Let  be the polynomial = aˆ(x− a1)(x− a2) = aˆx2 − aˆ(a1 + a2)x+ aˆa1a2. The zero a0 of  (k)
is given by
 (k) = ([2k]aˆ+ bˆ)x − [k]aˆ(a1 + a2) + Pb; a0 = [k]aˆ(a1 + a2)−
Pb
[2k]aˆ+ bˆ
=− [k] Pa+
Pb
[2k]aˆ+ bˆ
:
Then, since (k) = Hk = aˆ(qkx − a1)(qkx − a2), and (k) are coprime  (k) then qka0 = a1 and
qka0 = a2.
Remark A.6. Theorem A.5 says that if the quasi-de1niteness condition holds, i.e., while there is
no n0¿0 such that  n0 |n0 , the sequence (Pn)n¿0 will be orthogonal, but if such n0 being  n0 |n0 ,
appears, then k (n0)1 = 0 and therefore,
kn0+1 = 〈u; P2n0+1〉= 0⇒ gn0+1 = 0;
In this case the polynomials (Pn)n¿0 satisfy an TTRR where one of the coeMcients gn0+1 vanishes.
This means that the sequence is orthogonal until the polynomial of degree n0 + 1, i.e.,
Pn0+1 = (x − dn0)Pn0 − gn0Pn0−1; gn = 0; n0¿n¿1:
Then, the condition that (k) and  (k) are coprime, together with the necessary condition [n]aˆ+bˆ = 0,
guarantees the existence of an in1nite sequence of orthogonal polynomials.
Appendix B
In this appendix we will show an alternative algorithm [17] for 1nding the coeMcients gn in the
three-term recurrence relation (3.1) and bn in the structure relation (3.2).
A.1. The coeCcient gn
To obtain gn we will follow [17]. First of all, since (3.9), the quantities gn = kn=kn−1 and g′n−1 =
k ′n−1=k
′
n−2 satisfy Eq. (3.29),
gn =
[n]2
[n− 1]2
+ˆn−1
+ˆn
g′n−1:
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Applying the previous result to g′n−1, we get
gn = [n]
2 +ˆn−1
+ˆn
+ˆ
(1)
n−2
+ˆ
(1)
n−1
· · · +ˆ
(n−2)
1
+ˆ
(n−2)
2
g′(n−1)1 : (B.1)
Next, since +ˆ
(k)
i = [i]
?([2k + i − 1]aˆ+ bˆ), then almost all factors in (B.1) cancel out
+ˆn−1
+ˆn
· +ˆ
(1)
n−2
+ˆ
(1)
n−1
· · · +ˆ
(n−3)
2
+ˆ
(n−3)
3
+ˆ
(n−2)
1
+ˆ
(n−2)
2
=
+ˆn−1[n− 2]? · · · [2]?[1]?
[n]? · · · [3]?+ˆ(n−2)2
=
[n− 2]aˆ+ bˆ
[n]?([2n− 3]aˆ+ bˆ) ;
and therefore the following relation holds:
gn =
qn−1[n]([n− 2]aˆ+ bˆ)
[2n− 3]aˆ+ bˆ g
(n−1)
1 ; n¿2: (B.2)
Now we determine the coeMcient g(n−1)1 . First of all, we will obtain the coeMcient g1 = k1=k0; k0 =
〈u; 1〉= u0 and
k1 = 〈u; P21〉= 〈u; x2 − 2d0x + d20〉= u2 − 2d0u1 + d20u0: (B.3)
Using the di<erence equation (2.4) for the moments un we have
u1 =−
Pb
bˆ
u0 = d0u0; u2 =
−1
aˆ+ bˆ
(( Pa+ Pb)u1 + a˙u0) =
−1
aˆ+ bˆ
(( Pa+ Pb)d0 + a˙)u0:
Therefore, substituting in (B.3), we 1nd
k1 =
−1
aˆ+ bˆ
(( Pa+ Pb)d0 + a˙)u0 − 2d20u0 + d20u0 =
−u0
aˆ+ bˆ
((d0) + d0  (d0)︸ ︷︷ ︸
=0
) =
−u0
aˆ+ bˆ
(d0):
The above gives g1 =−(1=(aˆ+ bˆ))(d0). Next, we apply this result to g(n−1)1
g(n−1)1 =
−1
aˆ(n−1) + bˆ
(n−1) · (n−1)(d(n−1)0 ); d(n−1)0 =−
Pb
(n−1)
bˆ
(n−1) : (B.4)
Finally using the explicit expressions for the coeMcients aˆ(n−1); Pa(n−1)bˆ
(n−1)
and Pb
(n−1)
(see Theorem
2.12) we 1nd
g(n−1)1
(B:4)
=
−1
q2(n−1)aˆ+ [2(n− 1)]aˆ+ bˆ︸ ︷︷ ︸
[2n−1]aˆ+bˆ
· Hn−1
(
− [n− 1] Pa+
Pb
[2n− 2]aˆ+ bˆ
)
︸ ︷︷ ︸
(n−1)(d(n−1)0 )
; (B.5)
which gives
gn =− q
n−1[n]([n− 2]aˆ+ bˆ)
([2n− 3]aˆ+ bˆ)([2n− 1]aˆ+ bˆ) · n−1(d
(n−1)
0 ):
Finally, from
(n−1)(d(n−1)0 ) = H
n−1
(
− [n− 1] Pa+
Pb
[2n− 2]aˆ+ bˆ
)
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and doing some straightforward calculations, an explicit representation for gn in terms of the coeM-
cients of  and  , equivalent to (3.18), follows.
A.2. The coeCcient bn
To obtain bn we start from the expression (3.7).
bn = k−1n 〈u; Pn · Pn〉= k−1n 〈u; Pn · Pn〉= k−1n 〈u; P2n − HPn ·Pn〉
=− k−1n 〈(u); P2n〉︸ ︷︷ ︸
(1)
− k−1n 〈u; Pn · HPn〉︸ ︷︷ ︸
(2)
:
The 1rst term in the above sum is
(1) = k−1n 〈 u; P2n〉= k−1n 〈u;  Pn · Pn〉= k−1n (bˆ〈u; xPn · Pn〉+ Pb〈u; xnPn〉) = bˆdn + Pb=  (dn):
For the second term, since there is a dilation, the calculations are more complicated. To avoid this
we will eliminate it by using the identity HPn =(xPn)− xPn. Then,
(2) = k−1n 〈u; (xPn) ·Pn〉 − k−1n 〈u; xPn ·Pn〉
= [n]k−1n 〈C; (xPn)Qn−1〉︸ ︷︷ ︸
(3)
− [n]2k−1n 〈C; xQ2n〉︸ ︷︷ ︸
(4)
;
where the orthogonality of (Qn) with respect to C=u has been used. From the TTRR (3) becomes
[n]k−1n 〈C; (Pn+1 + dnPn + gnPn−1)Qn−1〉= [n]k−1n · [n]dn〈C; Q2n−1〉= [n]2k−1n dnk ′n−1:
For (4), a straightforward calculation yields
(4) = [n]2k−1n d
′
n−1k
′
n−1:
Substituting (3) and (4) in (2) we 1nally obtain
(2) = [n]2k−1n k
′
n−1(dn − d′n−1) (3:9)= −+ˆn(dn − d′n−1);
and therefore the following representation for bn:
bn =− (dn) + +ˆn(dn − d′n−1);
holds. As before, d′n denotes the coeMcient of Qn in the TTRR (3.4). Now we substitute the ex-
pression (3.33) for d′n in (3.32) to 1nd
bn =− (dn) + (dn − d′n−1)+ˆn =− (dn) +
(
dn − q−1
(
dn +
bn
+ˆn
))
+ˆn
=− (dn) + (dn − q−1dn)+ˆn − q−1bn ⇔ [2]?bn =− (dn) + (1− q−1)+ˆndn:
If we now substitute the explicit expression for +ˆn and use the identity (1− q−1)[n]? = q− q−n, we
1nally obtain a very closed form for the coeMcient bn in (3.2)
[2]?bn =− (dn) + (1− q−n)([n− 1]aˆ+ bˆ)dn =− Pb+ ([n− 1]aˆ− q−n([n− 1]aˆ+ bˆ))dn:
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