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Abstract
In competing risks model, several failure times arise potentially. The smallest failure time
and its index only are observed. Without speciﬁc assumptions, the joint or even the marginal
distribution functions of the underlying failure times are not identiﬁable (A. Tsiatis, Proc.
Natl. Acad. Sci. USA 72 (1975) 20). Nonetheless, if each individual is characterized by a
‘‘sufﬁciently informative’’ set of covariates, these distributions are identiﬁable under some
conditions of regularity (J.J. Heckman and B. Honore´, Biometrika 76 (1989) 325). In this
paper, nonparametric kernel estimators of the joint distribution function of failure times
conditional on the covariates are proposed. Their weak and strong consistency are discussed.
r 2003 Elsevier Science (USA). All rights reserved.
AMS 1991 subject classifications: 62N02; 62G05; 62H12
Keywords: Competing risks; Nonparametric estimation; Covariates; Kernel method
1. Introduction
Competing risks models arise very often in several ﬁelds: biostatistics, reliability,
ﬁnance, labor economics, etc. They are relevant when two or more causes of failure
act simultaneously, but the smallest failure and its type only are observed. In other
words, each failure time is potentially right censored by every other failure times. A
key point is that all these failures are dependent a priori . Thus, they cannot be dealt
with the standard arguments of random censoring models. For instance, an
unemployed worker can ﬁnd a new job or quit the labor market [9]. Only one of
these two events occurs for each individual. The longer the duration of
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unemployment, the longer the probability that he renounces ﬁnding a new job.
Hence, we are faced surely with two nonindependent competing risks. In ﬁnance,
before the full reimbursement of a loan, the creditor faces several risks concerning
the borrower and disturbing eventually the reimbursement: unemployment,
insolvency, or conversely advanced reimbursement. More generally, in most
duration models with right censored data (e.g. the Cox model), the usual assumption
of independence between failure and censoring processes is often doubtful and
questionable. When this assumption is relaxed, we are faced with a competing risks
model. In this case, without parametric assumptions on the joint d.f. of the
underlying failure times, usual methods provide at best biased estimates.
More precisely, consider two failure times T1 and T2; viz. positive a priori
dependent random variables. Let Y ¼ T14T2 and d ¼ 1fT1oT2g: Observe an i.i.d
sample ðYi; diÞi¼1;y;n: The problem of estimating the joint distribution of ðT1;T2Þ
from these observations has been studied for a long time (see the survey of [5]).
Brieﬂy, Tsiatis [32] proved that for any distribution of ðY ; dÞ; there exist independent
r.v. T1 and T2 that provide such a distribution. Then, the joint distribution of
ðT1;T2Þ cannot be identiﬁed. For some authors, this impasse provided a key
argument to concentrate no more on the latter joint distribution but on observed
quantities only. Thus, they are rather estimate some ‘‘crude’’ or ‘‘speciﬁc’’ hazard
rates
*ljðtÞ ¼ lim
Dt-0
1
Dt
PðTjA½t; t þ Dt; dj ¼ 1jY4tÞ; j ¼ 1; 2; ð1:1Þ
instead of the ‘‘overall’’ or ‘‘latent’’ hazard rates
ljðtÞ ¼ lim
Dt-0
1
Dt
PðTjA½t; t þ DtjTj4tÞ; j ¼ 1; 2: ð1:2Þ
Indeed, the ‘‘crude’’ hazard rates are easily estimated empirically, when the ‘‘overall’’
hazard rates are not identiﬁable. Even more, some of the authors argue that
discussions about one risk only, as if the other risks do not exist, are nonsensical (see
e.g. [5,19,26] and the opposite point of view in Slud [30]). Roughly, the main
nontechnical argument is: ‘‘In the real world, all these risks are always present
simultaneously’’.
Nonetheless, particularly in econometrics and ﬁnance, models with latent
variables are commonly used. There exist several underlying ‘‘structural’’ variables
(here the failure times) that are of interest. Some failures are key variables in their
particular ﬁelds. That is why, most of the time, it is necessary to study a particular
event independently from the other failure times. This is especially true when there
are many other competing risks or when these risks are not the same from one
experiment to another. In the case of competing risks, the goal is most often to
estimate marginal and joint distributions of some failure times of interest. This will
be our point of view.
Actually, the estimation of the distributions of the underlying latent variables has
induced a large amount of literature in a lot of applied ﬁelds. In reliability, the
behavior of individual components in complex engineering systems is crucial. For
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instance, Kwan and Singh [20] provide nonparametric estimates of the distribution
function for every latent risks, when they are assumed mutually independent. In
econometrics, the analysis of the labor market is faced with competing risks very
usually. Particularly, Han and Hausman [14] estimate a proportional hazard model
with heterogeneity in a competing risks framework. They apply their model to
unemployment spells described in the Panel Study of Income Dynamics (PSID). In
this study, the failures are due to recalls from unemployment to a previous job, new
jobs or censorship. This methodology has been extended by Sueyoshi [31] and
applied by McCall [22], among others.
Until now, authors have no choice to deal with the lack of identiﬁability in
practice: either they impose some parametric assumptions on the joint distribution of
failure times, or they suppose the independence between these random variables
(even if it is not absolutely necessary, as proved by Langberg et al. [21]). For
instance, the latter choice has been made by Giannelli [11] to study the dynamics of
married women’s labor market transitions in West Germany, especially transitions
between full-time work, part-time work and nonemployment.
These solutions are most of the time not fully satisfactory. We have seen that an
independence assumption is often unrealistic. Moreover, parametric assumptions are
not always necessary. Indeed, when covariates are inserted in the model, and under
some conditions on their joint distribution, it is possible to identify the joint
distribution of ðT1;T2Þ [16]. We will consider this latter framework. Note that, in
some other particular cases, the identiﬁability can be achieved: by incorporating
prior information in a bayesian approach (e.g., [10]), when the copula function of the
underlying risks is known [33], by assuming a type of independence conditional on a
covariate [30], etc.
The goal of this paper is to provide explicit estimators of the joint distribution of all
underlying failure times conditional on the covariates, and to discuss their statistical
properties as far as possible. More generally we propose a global strategy to estimate
non- or semi parametrically all the parameters of such models (written like in [16]).
Therefore, the knowledge of the joint cdf will induce the knowledge of marginal
distributions, what is obviously of the highest importance. Indeed, one source of
failure is most often of primary interest for the researcher, and the others failures are
considered as disturbances. More generally, when some of the latent risks are absent
from the experiment, the previously estimated model can still be used. For instance,
assume that a production line is faced with four different risks of failures. We have
estimated the joint cdf of all these risks. Now, a new long-life component has been
installed in the production line. The risk of failure caused by this component is now
considered as zero. Thus, it remains three risks only from now on. The production
manager could ask himself: now, what is the new probability of failures by one year?
And which of the three remainder risks is the highest? Our methodology allows to
answer these questions. A ‘‘crude’’ approach is not able to do the same.
After a description of our framework, we propose to estimate respectively all the
unknown functions of the model. Then, we provide some simulations to get an idea
of their performances, and we conclude with some comments. The proofs are
expanded in the appendix of the paper.
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2. The framework
For the sake of generality, it is relevant to consider p-dimensional distributions
functions, pX2: Let T ¼ ðT1;y;TpÞ be a p-dimensional vector of (a priori
correlated) failure times, Y ¼ T14?4Tp and d be the index in f1;y; pg of the
smallest of these failure times. Let S and Q be the survival functions of ðT1;y;TpÞ
and Y ; respectively. Moreover, each individual or entity is characterized by a Rd-
valued covariate X ; which is supposed to be time independent.
Extending Heckman and Honore´ [16], suppose that S can be rewritten as
Sðt1;y; tpjX ¼ xÞ ¼ Hðexpð
Z1ðt1Þf1ðxÞÞ;y; expð
ZpðtpÞfpðxÞÞÞ; ð2:3Þ
where H : ½0; 1p-½0; 1 is a cumulative distribution function and f1;y;fp are a
priori unknown functions from Rd to Rþ: The Zj; j ¼ 1;y; p are unknown
nondecreasing functions that satisfy Z1ð0Þ ¼? ¼ Zpð0Þ ¼ 0:
This speciﬁcation covers most of the commonly used models of multivariate
survival analysis. Indeed, if each marginal failure time follows a proportional hazard
or an accelerated time model, the model can be rewritten like (2.3). This latter result
can be easily speciﬁed. To ﬁx the ideas, assume that each failure time Tj; j ¼ 1;y; p
follows a Cox model. Then, we can write for every j and x
lnL0;jðTjÞ ¼ 
x0bj þ ej;
where L0;j denotes the integrated baseline hazard function. The ej are some r.v.
whose distributions are doubly exponential. Moreover, assume the joint distribution
of ðe1;y; epÞ is independent from x: Thus, setting
ZjðtÞ ¼ L0;jðtÞ; fjðxÞ ¼ expðx0bjÞ;
and
Hðu1;y; upÞ ¼ Pðe14lnð
ln u1Þ;y; ep4lnð
ln upÞÞ;
we ﬁnd easily formula (2.3). Otherwise, in an accelerated time model, each failure
time Tj can be written Tj ¼ T0;j expðx0bjÞ; for some failure time T0;j : By assumption,
the law of ðT0;1;y;T0;pÞ is independent from x: Setting
ZjðtÞ ¼ t; fjðxÞ ¼ expð
x0bjÞ
and
Hðu1;y; upÞ ¼ PðT0;14lnð
u1Þ;y;T0;p4lnð
upÞÞ;
we get again formula (2.3).
Nonetheless, it is possible to exhibit some distributions that cannot be rewritten
like (2.3). For instance, assume that T1 and T2 are two independent failure times and
that PðTk4tjxÞ ¼ expð
t2 
 txÞ; k ¼ 1; 2: Deriving the survival function Sðt; 0jxÞ
with respects to t and x; it is easy to state that (2.3) cannot hold.
Particularly, model (2.3) is well suited for frailty models [3]. For instance, consider
two failure times that share a parameter of heterogeneity. They are independent
conditioned on this parameter. When each marginal distribution follows a
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proportional hazards models, the bivariate survival function, knowing the covariates
x; can be written
Sðt1; t2jxÞ ¼
Z
expð
Z1ðt1Þ expðx0b1 þ c1oÞÞ expð
Z2ðt2Þ expðx0b2 þ c2oÞÞ dGðoÞ;
where G is the d.f. of the unobserved heterogeneity. In the latter example,
Hðu1; u2Þ ¼
Z
u
expðc1oÞ
1 u
expðc2oÞ
2 dGðoÞ:
We remind the reader that the hand sample consists of i.i.d. random vectors
ðYi; di;XiÞ; i ¼ 1;y; n: If the model can be rewritten like in (2.3), it is well known
that, under the following conditions, the functions Zj ; fj ; j ¼ 1;y; p and H are
identiﬁed [16]:
(H1) H is differentiable with continuous and strictly positive partial derivatives Hj ;
j ¼ 1;y; p; and the limit of HjðuÞ; j ¼ 1;y; p when u-1 is ﬁnite and strictly
positive.
(H2) fjðx0Þ ¼ 1 for some ﬁxed point x0 and all j ¼ 1;y; p:
(H3) the image set of x/ðf1ðxÞ;y;fpðxÞÞ is 0;þN½p:
(H4) the Zj; j ¼ 1;y; p; are nonnegative, differentiable, strictly increasing
functions.
(H5) Z1ð1Þ ¼? ¼ Zpð1Þ ¼ 1:
It is not necessary to specify the marginal distributions of H to prove the previous
result. Particularly, these margins does not need to be uniform on ½0; 1; viz. H is not
necessarily a copula function.
Some conditions can be relaxed. Reading carefully Heckman and Honore´’s proof,
observe that it is sufﬁcient to assume that, for all j ¼ 1; 2; HjðunÞ tends to a ﬁnite
limit for some sequence of positive numbers ðunÞnX1; un-1: Moreover, in (H3), it
can be allowed that fjðxÞ is zero for some values of x; and then the d.f. of Tj
conditioned on X ¼ x is degenerate. Moreover, the choice of point 1 in (H5) is
convenient and partly arbitrary. In fact, it is possible to suppose that Z1ðt1Þ ¼? ¼
ZpðtpÞ ¼ 1 for some point ðt1;y; tpÞ in 0;þN½p instead of (H5). In this latter case,
each function fj is multiplied by an extra factor.
Actually, conditions (H1)–(H5) have been weaken by various authors ([1,23]
among others). Some of them are regularity assumptions that hold usually. The key
condition is (H3), or one of its variations. In practice, covariates are introduced by
some univariate linear indices b0jx; j ¼ 1;y; p: Also, it is sufﬁcient that there exist as
many different continuous covariates as latent variables, viz. at least p: Moreover,
the parameters bj (more precisely, the bj ’s subvectors corresponding to the
continuous covariates) have to be different, for every j ¼ 1;y; p: Usually, this
holds easily when the number of underlying risks is reasonable. Thus, the set
described by ðf1ðxÞ;y;fpðxÞÞ is an open subset of Rp: This is sufﬁcient to our
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purpose. Indeed, Abbring and van den Berg [1] proved it is usually not necessary to
describe all the space Rp to obtain the identiﬁability in such types of models.
3. Estimation of the function H
We seek to estimate all the previous unknown quantities without speciﬁc
assumptions (other than regularity assumptions) on the joint distribution of the
random vector ðT1;y;TpÞ: We use some usual kernel methods, even if other
nonparametric methods are surely relevant (nearest neighbors, local polynomials,
wavelets....). In all the paper, we assume that (2.3) and (H1)–(H5) are satisﬁed.
Before to introduce the nonparametric estimators, denote K ; L; M; N some kernel
functions, and h; h0; h1; h2 some bandwidth sequences, viz. some sequences of
positive numbers that tend to zero when n tends to inﬁnity. As usual, denote for each
kernel function, say K ; KhðxÞ ¼ Kðx=hÞ=hr if xARr: For practical purpose, set
ZðtÞ ¼ ðZ1ðtÞ;y;ZpðtÞÞ and
F :Rd-Rp
x/ðexpð
f1ðxÞÞ;y; expð
fpðxÞÞÞ:
By assumption (H3), F maps Rd into 0; 1½p:
Moreover, suppose we know an estimator #F of F for every compact subset C of
Rd (eventually reduced to one point) such that a.e.
sup
xAC
jj #FðxÞ 
 FðxÞjj ¼ OðanÞ: ð3:4Þ
Here, an denotes a sequence of positive numbers that tends to 0 when n-N:
Assumption (3.4) is justiﬁed hereafter.
Note that PðY4tjX ¼ xÞ  QðtjX ¼ xÞ ¼ Sðt;y; tjX ¼ xÞ and that, because of
(H5),
Qð1jX ¼ xÞ ¼ H3FðxÞ: ð3:5Þ
The key point is to approximate HðyÞ by E½Qð1jX ¼ xÞjFðxÞ ¼ y; from an i.i.d.
sample ðYi; di;XiÞi¼1;y;n:
Since the probability of the previous conditional event is zero if the density of
FðX Þ is continuous, it is straightforward to consider some neighborhoods of y and
some weights that decrease with the distance from y: Then we propose to
approximate HðyÞ byPn
i¼1 Qð1jXiÞKhðy 
 FðXiÞÞPn
i¼1 Khðy 
 FðXiÞÞ
: ð3:6Þ
Since we do not know the quantities Qð1jXiÞ; they can be estimated by
Qˆð1jXiÞ ¼
Pn
j¼1;jai 1fYj41gLh0ðXi 
 XjÞP
jai Lh0ðXi 
 XjÞ
: ð3:7Þ
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Hence HðyÞ can be estimated by
H˜ðyÞ ¼
Pn
i¼1 Qˆð1jXiÞKhðy 
 #FðXiÞÞPn
i¼1 Khðy 
 #FðXiÞÞ
: ð3:8Þ
Let C be some compact subset of Rd : By continuity, FðCÞ is a compact subset of
Rp: We seek to prove the strong consistency of such an estimator of H uniformly on
FðCÞ: For technical reasons, we need to restrict ourselves to observations
ðYi; di;XiÞi¼1y;n such that Xi lies into a compact subset of Rd ; say C0: Then the
previous estimator has to be calculated using this subsample. The data set is then
truncated by the event fXAC0g: The reason of this loss of information is simple: to
estimate HðyÞ at some point y in FðCÞ; we can use every point Xi such that FðXiÞ is
near from y; viz. approximately such that XiAF
1ðFðCÞÞ: The latter set is generally
strictly larger than C; and a priori not bounded. This causes a lack of control about
the conditional probabilities of fY41g knowing X ¼ Xi when they are estimated by
Qˆð1jXiÞ:
Theoretically, it could be sufﬁcient to restrict ourselves to some points Xi that
belong to a neighborhood of C if we seek to estimate HðyÞ; yAFðCÞ: Since F (F
1 in
fact) is unknown and since this would restrict excessively the subsample that will be
used in our formulas, we are rather to keep a larger compact set C0: For practical
and theoretical reasons, it would be convenient to impose that C is a subset of C0;
but it is not a necessity (nonetheless, it is important that yAFðC0Þ when yAFðCÞ).
Adding some technical complications, it would be even possible to choose C0 ¼ C0;n;
building a sequence of compact subsets ðC0;nÞn that is increasing towards Rd : This
way is left to the reader. In practice, a rough rule should eliminate the outliers of the
sample set.
The truncation effect needs to be corrected to obtain an asymptotically unbiased
estimator of H: That is why we consider from now on
HˆðyÞ ¼ 1
PˆðC0; yÞ
Hˆ0ðyÞ; ð3:9Þ
Hˆ0ðyÞ ¼
Pn
i¼1 1fXiAC0gQˆð1jXiÞKhðy 
 #FðXiÞÞPn
i¼1 Khðy 
 #FðXiÞÞ
; ð3:10Þ
PˆðC0; yÞ ¼
Pn
i¼1 1fXiAC0gKhðy 
 #FðXiÞÞPn
i¼1 Khðy 
 #FðXiÞÞ
: ð3:11Þ
Indeed, under some forthcoming conditions, Hˆ0ðyÞ tends to
E½1fXAC0gQð1jX ÞjFðXÞ ¼ y ¼ HðyÞPðXAC0jFðXÞ ¼ yÞ  HðyÞPðC0; yÞ:
For each random variable Z; denote fZ the density of Z with respects to the
Lebesgue measure. For each subset ACRd ; denote A˜ a compact e-neighborhood of A
for some e40 (e.g. A˜ ¼ fxjdðx;AÞpeg). As usual, denote C a compact subset of Rd :
The technical assumptions we need can be summarized. First, the considered
kernel functions need to be sufﬁciently smooth.
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Assumption K.1. L is a d-dimensional bounded kernel of order k, jjxjjdLðxÞ tends to 0
when jjxjj tends toN; and L is g-Lipschitz continuous. Similarly, K is a p-dimensional
bounded kernel of order k0; jjxjjpKðxÞ-0 when jjxjj tends to N and K is g0-Lipschitz
continuous.
Second, the underlying density and distribution functions have to be sufﬁciently
regular.
Assumption R.1. H3F and fX are k-times differentiable on Rd ; kAN; and their
derivatives of order k are g-Lipschitz continuous on Rd for some gA0; 1½: H; PðC0; Þ
and fFðXÞ are k0-times differentiable on Rp; k0AN; and their derivatives of order k0 are
g0-Lipschitz continuous on Rp for some g0A0; 1½:
Third, as usual in kernel regression, the denominators have to be bounded from
above on the considered subsets.
Assumption B.1. inf
xAC˜0
fX ðxÞ40; inf
yA *FðCÞ
fFðX ÞðyÞ40 and inf
yA *FðCÞ
PðC0; yÞ40:
Theorem 1. If (3.4), K.1, R.1 and B.1 are satisfied, if nhp=ln n
n-N!N and
an=h
1þp
n-N! 0; then a.e.
sup
yAFðCÞ
jHˆðyÞ 
 HðyÞj
¼ O h
pþhkþg0 þ h
p
þ ln n
nhd0
 1=2
þhk0þg0 þ ln n
nhp
 1=2
þ an
h1þp
 !
;
where pþ ¼ 0 if KX0; and pþ ¼ p else.
See the proof in the appendix. It is possible to minimize the previous upper bound
with respects to h0 and h: It is particularly easy when p
þ ¼ 0: The following sections
deals with the estimation of the other unknown quantities, viz. the functions fj and
Zj ; j ¼ 1;y; p; respectively.
4. Estimation of the functions /j
We need to precise the rate of convergence an appearing in (3.4). Before dealing
with the nonparametric estimation of F; it is useful to discuss two particularly
frequent regression models in the competing risks framework in details.
First, some authors impose that the ‘‘crude’’ or ‘‘speciﬁc’’ hazard functions (1.1)
satisfy some proportional hazards model (see e.g. [4,26]). A commonly used
proportional hazards assumption speciﬁes that, for every ðt; xÞ and j ¼ 1;y; p;
*ljðtjX ¼ xÞ ¼ *l0;jðtÞcjðx0bjÞ; ð4:12Þ
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where bj is the parameter associated with the jth failure time, *l0;j is an unknown
baseline hazard function and cj is a known strictly positive function. The most
commonly used assumption is the Cox model, for which cj is the exponential
function. Under the previous assumptions (H1)–(H5) and (4.12), it can be proved
that the p durations Tj are mutually independent.
Lemma 1. Under (H1)–(H5), if a competing risks model (2.3) satisfies (4.12) (in other
words if each ‘‘crude’’ hazard function follows a proportional hazard model) then each
component Tj; j ¼ 1;y; p; is independent from the others.
See the proof of Lemma 1, in the appendix. Deduce that *ljðjX ¼ xÞ is in fact the
true hazard function of Tj conditional on X ¼ x and that fjðxÞ is equal to
cjðx0bjÞfjðx0Þ=cjðx00bjÞ:
Then, in this case, we can deal with each component Tj independently from the
others. More precisely, each failure time Tj is independently right-censored by the
other failure times (e.g., see [26]). Then, the usual Cox’s partial likelihood provides a
strongly consistent and asymptotically normal estimator of each parameter bj :
Therefore, cjðx0 #bjÞfjðx0Þ=cjðx00 #bjÞ provides a consistent and asymptotically normal
estimator of fjðxÞ: Since x is contained in a bounded set C; every sequences ðanÞnX1
such that 1banbn
1=2 are suitable.
Remark 1. It should be possible to estimate nonparametrically the functions cj if
they are unknown: see [27] or [7].
Second, it could be attractive to specify some proportional hazards assumptions
no more on the crude but on the true hazard functions. More precisely, suppose that
each component of T follows a proportional hazards model. Then, for each j ¼
1;y; p; the hazard function ljðjX ¼ xÞ of Tj conditional on X ¼ x satisﬁes
ljðtjX ¼ xÞ ¼ l0;jðtÞcjðx0bjÞ; ð4:13Þ
where cj is known and l0;j is the baseline hazard function of Tj : Clearly,
ljðtjjxÞ ¼ 
 @jSð0;y; 0; tj; 0;yjxÞ
Sð0;y; 0; tj; 0;yjxÞ
¼ @jH½1;y; 1; expð
ZjðtÞfjðxÞÞ; 1;y; 1
H½1;y; 1; expð
ZjðtÞfjðxÞÞ; 1;y; 1
expð
ZjðtÞfjðxÞÞfjðxÞZ0jðtÞ:
Using the proportional hazards speciﬁcation (4.13), the same reasoning like in
Lemma 1 can be led. Deduce that fjðxÞ is proportional to cjðx0bjÞ and is fully
speciﬁed due to (H2). Thus, we know fj when we know bj: Moreover, there exist
some nonnegative constants cj such that for all ujA0; 1;
Hj½1;y; 1; uj; 1;y; 1 ¼ ucjj : ð4:14Þ
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Note that the latter relation is satisﬁed when the components of T are mutually
independent, but the converse is false. Indeed, in a model without covariates,
consider the bivariate exponential distribution
Sðt1; t2Þ ¼ expð
l1t1 
 l2t2 
 nt1t2Þ; l140; l240; n40;
which provides
Hðu1; u2Þ ¼ ul11 ul22 expð
n ln u1 ln u2Þ:
This bivariate distribution satisfy (4.14) even if the two marginal failure times are not
independent. To our knowledge, there are no simple ways to estimate the parameters
ðb1;y; bpÞ in this case without parametric assumptions on S or H:
Remark 2. In the independent case, the crude hazard function *ljðjX ¼ xÞ is equal to
ljðjX ¼ xÞ: Then, Eqs. (4.12) and (4.13) holds simultaneously, but the latter is a
consequence of the former and assumptions (H1)–(H5).
Remark 3. Note that, under (4.13), E½TjjX ¼ x is a function of x0bj only. Then each
Tj belongs to the class of single-index models for which some estimators of bj have
been proposed [13,15,17,18,25,28]. Nonetheless, we do not observe a sample from
Tj ’s trials knowing X ¼ x but only such a sample that is right-censored by the other
failure times. The distribution of this sample depends on other indices x0bk; kaj: To
connect this feature with the single-index literature seems to be messy and to be an
open problem.
Without speciﬁc assumption about the functional form of F; it is possible to
estimate the functions fj; j ¼ 1;y; p: Indeed, it is the case through a multi-
dimensional nonparametric estimation of each fj: As usual, ﬁx an index
jAf1;y; pg: Consider
RˆjðtjxÞ ¼
Pn
i¼1 1fdi ¼ jgMh1ðt 
 YiÞNh2ðx 
 XiÞPn
i¼1 Nh2ðx 
 XiÞ
; ð4:15Þ
where M; N denote some kernel functions as usual, and h1; h2 denote some
bandwidth sequences.
We have approximately
RˆjðtjxÞCE½1fTjoTk; 8kajgMh1ðt 
 TjÞNh2ðx 
 X Þ
fX ðxÞ
C
ð
1Þp
fX ðxÞ
Z
1fvjovk; 8kajgMh1ðt 
 vjÞNh2ðx 
 uÞfX ðuÞ SðdvjX ¼ uÞ du
C
ð
1Þ
fX ðxÞ
Z
Mh1ðt 
 vjÞNh2ðx 
 uÞfX ðuÞ@jSðvj ;y; vjjX ¼ uÞ du dvj
C 

Z
Mh1ðt 
 vjÞ@jSðvj ;y; vjjX ¼ xÞ dvj
C 
 @jSðt;y; tjX ¼ xÞ; ð4:16Þ
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when fX is continuous at x and @jSðt;y; tjxÞ is continuous at t: The latter continuity
assumptions can be weakened, because some Bochner’s lemma is still available when
the density function is right continuous with left-hand limits (see [8]). Hereafter, the
term Rˆjð0jX ¼ xÞ only will be considered. Thus, let limt-0;t40 @jSðt;y; tjX ¼ xÞ 
lþ0 : If l
þ
0a0; then the right-hand side of (4.16) becomes 
lþ0
R
uo0 MðuÞ du at point
t ¼ 0: In fact, as we will deal with fractions, the multiplicative extra factor will
disappear in all of our results and it will not be necessary to modify our estimators.
Since limt-0;t40 @jSðt;y; tjX ¼ xÞ ¼ 
Hj½1;y; 1fjðxÞZ0jð0þÞ; deﬁne an estima-
tor of fjðxÞ by
#fð0Þj ðxÞ ¼
Rˆjð0; xÞ
Rˆjð0; x0Þ
; ð4:17Þ
for all j ¼ 1;y; p: The properties of #fð0Þj ðxÞ should be relatively easy to state,
because this estimator is similar to usual density and regression kernel estimators.
In fact, estimator (4.17) is sufﬁcient for our purpose if @jSðt;y; tjxÞ is nonzero at
the origin on the right. If it is not the case, some undesirable problems of
unboundedness appear. That is why we propose to slightly modify (4.17) if
@jSðt;y; tjxÞ tends to zero when t-0þ:
To do this, consider the previous kernel estimators at some points an where
ðanÞnX1 is a sequence of positive numbers which tends to 0 ‘‘not too quickly’’ when
n-N (see assumption Z.0). The sequence ðanÞnX1 depends on the index j; but we
omit it for simplicity. Assume there exists such a sequence. Then, we can deﬁne an
alternative estimator of fj by replacing 0 by an in deﬁnition (4.17), providing
#fð1Þj ðxÞ ¼
RˆjðanjxÞ
Rˆjðanjx0Þ
: ð4:18Þ
To state the strong uniform consistency of the previous estimators of fj; we need to
impose some precise regularity conditions. Particularly, the considered kernels have
to be positive and compactly supported, e.g. Epanechnikov kernels.
Assumption K.2. M and N are compactly supported 2-order kernels, MðtÞ ¼ mðjtjÞ
and NðzÞ ¼ nðjjzjjÞ; where m and n are some decreasing functions on ½0;þN½:
Assumption R.2. H belongs to C3ð0; 1pÞ; f belongs to C2ðC˜Þ and Z belongs to
C3ð0; Z½Þ; for some Z40; fðY ;XÞ is bounded, fX is 2-times continuously differentiable on
C˜ and infxAC˜ fX ðxÞ40:
For each positive function f of t; we have denoted f nðtÞ ¼ supfu;ju
tjph1g f ðuÞ:
Similarly, for each positive function g of x; we will denote gnðxÞ ¼
supfv;jjv
xjjph2g gðvÞ: When the upper bound is taken with respects to u and v
simultaneously, we will use the same notation. Moreover, for each real number t;
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denote
ZjðtÞ  jZ000j jnðtÞ þ jjZ0jjnðtÞjZ00j jnðtÞ þ jZ0j jnðtÞðjjZ0jj2ÞnðtÞ þ jZ0jjnðtÞjjZ00jjnðtÞ:
ð4:19Þ
Assumption Z.0. There exists a sequence of positive real numbers ðanÞnX1 such that
an-0; h1{an; and
ln2 n
nh1h
d
2
 1=2
þh21ZðanÞ{Z0jðanÞ:
Theorem 2. Under K.2 and R.2, if x0AC and if limt-0;t40 Z0jðtÞ40; then a.e.
sup
xAC
j #fð0Þj ðxÞ 
 fjðxÞj ¼ O h1 þ h22 þ
ln2 n
nh1h
d
2
 1=2 !
 OðanÞ: ð4:20Þ
Moreover, assume limt-0;t40 Z
0
jðtÞ ¼ 0 and Z.0. Then a.e.
sup
xAC
j #fð1Þj ðxÞ 
 fjðxÞj
¼ O jjZjjðanÞ þ h22 þ
h21ZjðanÞ
Z0jðanÞ
þ 1
Z0jðanÞ
ln2 n
nh1h
d
2
 1=2 !
 OðanÞ:
With a suitable choice of ðanÞ; the previous estimator of fj is strongly uniformly
consistent, and an tends to 0 when n-N:
Theoretically, it is always possible to build a convenient sequence ðanÞnX1: The
problem is that we do not know Z and its derivatives in a neighborhood of zero.
Hence, the convergence to zero of the latter sequence ðanÞ is not ensured.
Nonetheless, under some reasonable conditions of regularity on Z0j; it is easy to
ﬁnd such a convenient sequence ðanÞnX1: Suppose there exists an integer m such that
Zj is m þ 1-times continuously differentiable on 0; Z; Z40 and at 0 on the right.
Moreover, suppose that Zjð0þÞ ¼ Z0jð0þÞ ¼? ¼ ZðmÞj ð0þÞ ¼ 0 and Zðmþ1Þj ð0þÞa0:
Then, as n tends to inﬁnity, we have the equivalences
ZjðanÞB a
mþ1
n
ðm þ 1Þ! Z
ðmþ1Þ
j ð0þÞ; Z0jðanÞB
amn
m!
Z
ðmþ1Þ
j ð0þÞ:
Hence, after specifying the order ofZjðanÞ; it is possible to optimize an upper bound
of the uniform rate of strong convergence of #fð1Þj ; say (4.21), with respects to an: For
instance, when m ¼ 1 or 2 and when jjZjjðanÞ is of order aqn with some qX1; set
an ¼ Cst h21 þ
ln2 n
nh1h
d
2
 1=2" #1=ðqþ2Þ
:
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Hence, in the latter case,
sup
xAC
j #fð1Þj ðxÞ 
 fjðxÞj ¼ O h22 þ h21 þ
ln2 n
nh1h
d
2
 1=2" #q=ðqþ2Þ0@
1
A:
Here, it is easy to optimize the latter bound with respects to h1 and h2:
5. Estimation of the functions Zj
To solve completely our competing risks problem, it remains to exhibit some
estimators of Zj ; j ¼ 1;y; p: We remind that the data set at hand provides the
knowledge of the d.f. of Y ; viz the function
QðtjxÞ ¼ Sðt;y; tjxÞ ¼ H½expð
Z1ðtÞf1ðxÞÞ;y; expð
ZpðtÞfpðxÞÞ:
The previously studied estimators of H and fj; j ¼ 1;y; p can now be used. Fix an
index j; say j ¼ 1: We seek to estimate Z1: It seems to be relevant to deal mainly with
the ﬁrst component of H: To cancel the inﬂuence of Zk; k41; the so-called condition
(H3) is necessary. It allows us to use mainly observations i such that fkðXiÞ is near
from zero for some k; and to replace the variability of Q with respects to t by its
variability with respects to x:
Set S1ðzjxÞ  Hðexpð
zf1ðxÞÞ; 1;y; 1Þ: It could be estimated by
Sˆ1ðzjxÞ ¼ Hˆðexpð
z #f1ðxÞÞ; 1;y; 1Þ;
where #f1 is some estimator of f1; e.g. #f
ðkÞ
1 ; k ¼ 0; 1: Note that, for these x such that
fkðxÞC0; k41; we have
S1ðZ1ðtÞjxÞCQðtjxÞ; or Z1ðtÞCS
11 ½QðtjxÞjx:
Denote %K and %L some kernel functions of dimensions 1 and p 
 1; respectively,
that are nonzero at the origin. Moreover, denote %h and %h0 some bandwidth
sequences. When %h-0; we obtain approximately
S
11 ðtjxÞC
Z
S
11 ðvjxÞ %K %hðv 
 tÞ dv
C
Z
u %K %h½S1ðujxÞ 
 t
@S1
@u
ðujxÞ du;
because S1ðjxÞ is monotone.
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Weighting the observations with respects to the distance from ðf2ðXiÞ;y;fpðXiÞÞ
to zero provides
Z1ðtÞC
Xn
i¼1
%L %h0ðf2ðXiÞ;y;fpðXiÞÞPn
i¼1 %L %h0ðf2ðXiÞ;y;fpðXiÞÞZ
u %K %h½S1ðujXiÞ 
 QðtjXiÞ
@S1
@u
ðujXiÞ du
C
Xn
i¼1
%L %h0ð #f2ðXiÞ;y; #fpðXiÞÞPn
i¼1 %L %h0ð #f2ðXiÞ;y; #fpðXiÞÞZ
u %K %h½Sˆ1ðujXiÞ 
 QˆðtjXiÞ
@Sˆ1
@u
ðujXiÞ du
 Zˆð1Þ1 ðtÞ;
where #fk denotes a consistent estimator of fk and where, extending (3.7),
QˆðtjXiÞ ¼
Pn
j¼1;jai 1fYj4tgLh0ðXi 
 XjÞPn
j¼1;jai Lh0ðXi 
 XjÞ
:
Similarly, deﬁne some estimators Zˆ
ð1Þ
j of Zj; j41: The statistical properties of these
complicated estimators has not been done in this paper, because Zˆ
ð1Þ
j cannot be
rewritten easily like a sufﬁciently regular functional of the other relatively simpler
quantities Hˆ and #fj: This is partly due to the necessity of inverting S1 or an estimator
of S1: That is why we propose now another analytically simpler solution to estimate
the functions Zj ; j ¼ 1;y; p:
Let a covariable vector x such that fkðxÞC0; for all k ¼ 1;y; p: Such vectors exist
through to assumption (H3). Then, for each t and j ¼ 1;y; p;
PðY4t; d ¼ jjX ¼ xÞ
¼ 

Z
1fu4tg@jSðjxÞjt1¼?¼tp¼u du
¼
Z
1fu4tg@jH½expð
Z1ðuÞf1ðxÞÞ;y; expð
ZpðuÞfpðxÞÞ
 expð
ZjðuÞfjðxÞÞfjðxÞZ0jðuÞ du
C
Z
1fu4tg@jH½1;y; 1 expð
ZjðuÞfjðxÞÞfjðxÞZ0jðuÞ du
Cexpð
ZjðtÞfjðxÞÞ@jH½1;y; 1:
Normalizing with the value at t ¼ 1; deduce for such x;
ZjðtÞC1þ 1fjðxÞ
ln
PðY41; d ¼ jjX ¼ xÞ
PðY4t; d ¼ jjX ¼ xÞ
 
: ð5:22Þ
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Since simple estimators of the unknown quantities of the latter expression exist, we
obtain the relatively simple estimator of Zj at point t
Zˆ
ð2Þ
j ðtÞ ¼ 1þ
Xn
i¼1
Rnð #f1ðXiÞ;y; #fpðXiÞÞ 1#fjðXiÞ þ en
ln
P1ðXiÞ
PtðXiÞ
 
; ð5:23Þ
Rnð #f1ðXiÞ;y; #fpðXiÞ  n

1 %Mlð #f1ðXiÞ;y; #fpðXiÞÞ
n
1
Pn
k¼1 %Mlð #f1ðXkÞ;y; #fpðXkÞÞ þ bn
; ð5:24Þ
where %M is an even compactly supported kernel functions in Rp; l ¼ ln is a
bandwidth sequence and for all x and t;
PtðxÞ ¼ 1
n
Xn
k¼1
1fYk4t; dk ¼ jgLh0ðx 
 XkÞ þ dn:
For technical reasons, we have introduced some sequences of nonnegative real
numbers ðbnÞ; ðdnÞ and ðenÞ; which tend to 0 when n-N: Note that the previous
ratio is approximated by Qˆjð1jxÞ=QˆjðtjxÞ; where
QˆjðtjxÞ  n

1 Pn
k¼1 1fYk4t; dk ¼ jgLh0ðx 
 XkÞ
n
1
Pn
k¼1 Lh0ðx 
 XkÞ
CPðY4t; d ¼ jjX ¼ xÞ:
Moreover, we need to use a slightly modiﬁed estimator of each function fj by adding
the sequence of constants rn to the denominator of RˆjðtjxÞ (see Eq. (7.31)).
The new estimator Zˆ
ð2Þ
j is simpler but surely less efﬁcient than Zˆ
ð1Þ
j ðtÞ: Indeed it
uses the observations Xk s.t. fðXkÞ belongs to a neighborhood of the origin in Rp
only, when they belong in a neighborhood of 0 in Rp
1 for Zˆð1Þj : Moreover, it seems
to be necessary to introduce the positive real sequences ðbnÞ; ðdnÞ and ðenÞ because of
the lack of control on the quantities #fjðXiÞ and on the location of the Xi:
The difﬁculty to prove the weak consistency of Zˆð1Þ or Zˆð2Þ can be easily
understood. We consider some points Xi in the sample s.t. fkðXiÞ ¼ oð1Þ for some
indices k: Thus, these points cannot belong to some ﬁxed compact subset of Rd :
Since we want to control the distance between #fðXiÞ and fðXiÞ for these Xi; this
implies strong regularity conditions on the tails of these distributions. Nonetheless,
we provide a theoretical positive result, whose proof can be found in the appendix.
The tedious conditions Q.0–Q.6 have not been rewritten in this section. They can be
found in the appendix. Nonetheless, we precise below the technical assumptions on
the kernels and on the underlying distribution functions. They are commonly used in
such problems.
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Assumption K.3. L and %M are compactly supported 2-order positive kernels of
dimensions d and p, respectively. LðxÞ ¼ lðjjxjjÞ and %MðfÞ ¼ %mðjjfjjÞ; where l and %m
are some decreasing functions on ½0;þN½: Moreover, %m is continuously differentiable.
Assumption R.3. fX and f belong to C2ðRdÞ; dkf and dkfX ; k ¼ 0; 1; 2 are bounded,
and f belongs to C2ðRdÞ:
Theorem 3. Assume assumptions K.3, R.3 and Q.0–Q.6. Then for each j ¼ 1;y; p and
TCRþ compact, suptAT jZˆjðtÞ 
 ZjðtÞj tends to 0 in probability when n tends to
infinity.
6. A short simulation study
To assess the performances of our estimators, we choose a particular case of the
model proposed by Clayton and Cuzik [3], viz.
Sðt1; t2jxÞ ¼ ½expðgZ1ðt1Þf1ðxÞÞ þ expðgZ2ðt2Þf2ðxÞÞ 
 1
1=g:
Here, we assume simply that g ¼ 1; p ¼ d ¼ 2; Z1ðtÞ ¼ Z2ðtÞ ¼ t; x0 ¼ ð0; 0Þ; and
that
f1ðxÞ ¼ expðx1 þ x2Þ; f2ðxÞ ¼ expðx1 
 x2Þ:
Thus, Hðy1; y2Þ ¼ ½y
11 þ y
12 
 1
1 when y1 and y2 belong to 0; 1: The distribution
of X is a standard bivariate normal Nð0; IdÞ:
We simulate 500 samples of size 1000. For convenience and for computational
purpose, all the bandwidths are selected following Silverman’s rule [29] for density
estimation, in the univariate and multivariate cases. For convenience too, we use
some product of normal kernels, even if they need to be compactly supported
theoretically. When we choose Epanechnikov kernels, our results have changed very
slightly. Roughly, we set bn ¼ dn ¼ en ¼ rn ¼ n
1; so that these terms are negligible
with respect to kernel estimates (at least a.e.). The empirical standard deviations are
denoted by the letter ‘‘s’’.
Table 1 provides the results for the estimations of the functions f1 and f2: They
are not as good as we could hope. Larger the values of f; lower is the quality of the
results. This is not a surprise: the computation of #f is based on observations whose
dates Yi are very near to 0. And when f1 or f2 is (relatively) large, such points
become very sparse.
Let us now turn to the estimation of H; Z1 and Z2: In one case, we assume that the
functions f1 and f2 are known. This provides some estimates denoted by the
subscript * (e.g. Z˜1 or H˜). In the other case, we compute the estimators described in
the paper. They are denoted by their subscript #: Dealing with Zˆ
ð2Þ ¼ ðZˆð2Þ1 ; Zˆð2Þ2 Þ; we
get Table 2. The estimations of H are put in Table 3.
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Obviously, the standard deviations obtained using estimated functions f are larger
than in the ﬁrst case. Nonetheless, the bias are not always worse, especially when
ZðtÞ ¼ t is not ‘‘too large’’ (less than 3). Globally, the results are not so bad,
especially considering all the steps and relatively arbitrary choices that have been
made to compute then. A fully nonparametric point of view should be surely difﬁcult
to practice. Since, in a lot of case, some of the functions f; Z or H are known or even
belong to some known parametric family, the task is not always so hard. Especially
when f is assumed to be known, this simulation study seems to provide reasonable
results, particularly in the ‘‘center’’ of the distributions and not near the frontiers of
the domains of deﬁnition.
7. Conclusion and comments
The quantity of interest was SðjxÞ initially. Now, it is possible to estimate this one
by using the previous statistics, viz. for every p-uples ðt1;y; tpÞ and x; set
Sˆðt1;y; tpjxÞ ¼ Hˆðexpð
Zˆ1ðt1Þ #f1ðxÞÞ;y; expð
ZˆpðtpÞ #fpðxÞÞÞ;
where the #fj (respectively, Zˆj) are, for each j; one of the previous estimators of fj
(resp. Zj).
It would be better to exhibit directly an estimator of SðjxÞ without estimating ﬁrst
other unknown functions, but we have not succeeded in ﬁnding a simple direct
Table 1
Estimation of the functions f1 and f2
x1 x2 f1ðxÞ #f1ðxÞ s #f1ðxÞ f2ðxÞ #f2ðxÞ s #f2ðxÞ

1.0 
0.8 0.165 0.213 0.139 0.818 1.061 0.382

1.0 
0.3 0.272 0.358 0.160 0.496 0.674 0.224

1.0 0.2 0.449 0.591 0.247 0.301 0.417 0.191

1.0 0.7 0.740 0.922 0.283 0.182 0.232 0.141

0.5 
0.8 0.272 0.300 0.155 1.349 1.524 0.395

0.5 
0.3 0.449 0.509 0.165 0.818 0.975 0.269

0.5 0.2 0.740 0.844 0.232 0.496 0.609 0.194

0.5 0.7 1.221 1.369 0.369 0.301 0.355 0.189
0.0 
0.8 0.449 0.406 0.220 2.225 2.169 0.462
0.0 
0.3 0.740 0.733 0.143 1.349 1.363 0.195
0.0 0.2 1.221 1.215 0.142 0.818 0.802 0.109
0.0 0.7 2.013 1.901 0.431 0.496 0.451 0.186
0.5 
0.8 0.740 0.477 0.214 3.669 2.882 0.617
0.5 
0.3 1.221 0.933 0.225 2.225 1.889 0.386
0.5 0.2 2.013 1.671 0.388 1.349 1.086 0.297
0.5 0.7 3.320 2.514 0.558 0.818 0.554 0.214
1.0 
0.8 1.221 0.553 0.334 6.049 3.584 0.796
1.0 
0.3 2.013 1.140 0.394 3.669 2.475 0.581
1.0 0.2 3.320 2.096 0.528 2.225 1.415 0.405
1.0 0.7 5.473 3.198 0.734 1.349 0.639 0.293
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estimator of S: That is why we have adopted the parametric approach proposed by
Heckman and Honore´ [16], which allows to separate formally the inﬂuence of time
and the inﬂuence of covariates.
Table 2
Estimation of the functions Z : Z1ðtÞ ¼ Z2ðtÞ ¼ t
t Z˜1ðtÞ sZ˜1ðtÞ Z˜2ðtÞ sZ˜2ðtÞ Zˆ1ðtÞ sZˆ1ðtÞ Zˆ2ðtÞ sZˆ2ðtÞ
0.5 0.09 0.13 0.09 0.13 0.27 0.17 0.28 0.16
0.8 0.60 0.18 0.61 0.18 0.73 0.13 0.73 0.13
1.1 1.18 0.13 1.18 0.13 1.11 0.11 1.12 0.08
1.4 1.67 0.27 1.67 0.24 1.45 0.23 1.45 0.20
1.7 2.09 0.32 2.10 0.31 1.74 0.46 1.73 0.29
2.0 2.47 0.38 2.48 0.36 1.99 0.52 1.98 0.43
2.3 2.80 0.41 2.83 0.41 2.20 0.68 2.21 0.54
2.6 3.10 0.44 3.12 0.44 2.38 0.73 2.39 0.63
2.9 3.37 0.45 3.39 0.47 2.57 1.15 2.53 0.66
3.2 3.62 0.46 3.64 0.51 2.70 1.19 2.68 0.75
3.5 3.84 0.49 3.87 0.52 2.84 1.44 2.81 0.83
3.8 4.04 0.52 4.07 0.53 2.94 1.48 2.92 0.86
4.1 4.22 0.53 4.25 0.55 3.03 1.49 3.02 0.91
4.4 4.38 0.56 4.42 0.56 3.11 1.60 3.11 0.93
4.7 4.54 0.57 4.57 0.58 3.19 1.62 3.19 0.97
5.0 4.67 0.58 4.72 0.60 3.27 1.67 3.27 1.00
Table 3
Estimation of the function H
y1 y2 Hðy1; y2Þ H˜ðy1; y2Þ sH˜ðy1; y2Þ Hˆðy1; y2Þ sHˆðy1; y2Þ
0.2 0.1 0.071 0.057 0.026 0.003 0.008
0.2 0.3 0.136 0.133 0.042 0.035 0.023
0.2 0.5 0.167 0.164 0.044 0.105 0.040
0.2 0.7 0.184 0.183 0.051 0.168 0.052
0.2 0.9 0.196 0.200 0.067 0.202 0.085
0.4 0.1 0.087 0.072 0.028 0.014 0.012
0.4 0.3 0.207 0.198 0.490 0.172 0.044
0.4 0.5 0.286 0.280 0.058 0.357 0.061
0.4 0.7 0.341 0.334 0.059 0.480 0.083
0.4 0.9 0.383 0.381 0.079 0.549 0.157
0.6 0.1 0.094 0.081 0.031 0.031 0.020
0.6 0.3 0.250 0.246 0.052 0.296 0.062
0.6 0.5 0.375 0.365 0.063 0.525 0.081
0.6 0.7 0.477 0.467 0.069 0.667 0.106
0.6 0.9 0.562 0.551 0.083 0.730 0.185
0.8 0.1 0.098 0.090 0.038 0.042 0.027
0.8 0.3 0.279 0.278 0.064 0.385 0.094
0.8 0.5 0.444 0.438 0.072 0.637 0.129
0.8 0.7 0.596 0.582 0.072 0.768 0.159
0.8 0.9 0.735 0.708 0.084 0.774 0.298
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The hardest task was to estimate nonparametrically the functions Zj : Probably,
some competitive estimators of Z could be found too. Particularly, the use of other
functional techniques like wavelets, local polynomials or more generally sieves could
be fruitful. Indeed, these techniques allow a better control on the tail behaviors and
on the rates of uniform convergence, for the considered regression functions.
Nevertheless, they are not as simple as the kernel method.
It remains to do a lot of work. As usual in kernel estimation, the results depend
widely on the choice of the bandwidth sequences. Some theoretical results about
‘‘optimal’’ bandwidth choices would be valuable. Moreover, the variance of all the
previous estimators should be estimated. It would be surely impossible to ﬁnd exact
formulas, and asymptotic expansions would be even cumbersome. Some numerically
approximated variances could be provided by bootstrap techniques. Finally, we do
not have discussed the asymptotic normality nor the exact rates of convergence, due
to technical complexity.
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Appendix
Proof of Theorem 1. Let us remind a preliminary theorem, that will be used
hereafter. Let ðXi;YiÞi¼1;y;n be an i.i.d. sample of a r.v. ðX ;Y ÞARd  R: Denote
rðxÞ ¼ E½Y jX ¼ x: Let the standard kernel regression estimator of Y on X ¼ x be
rnðxÞ ¼
Pn
i¼1 YiKhðx 
 XiÞPn
i¼1 Khðx 
 XiÞ
:
Applying Gyo¨rﬁ et al.’s theorem 3.3.2 [12] with independent observations and
bounded variables, we get for every compact subset A of Rd :
Lemma 2. If
(i) r and fX are k-times differentiable on R
d ; kAN; and their derivatives of order k
are g-Lipschitz continuous on Rd for some gA0; 1½;
(ii) infxAA˜ fX ðxÞ40;
(iii) K is a bounded d-dimensional kernel of order k, jjxjjdKðxÞ-0 when jjxjj tends to
N and K is g-Lipschitz continuous,
then a.e.
sup
xAA
jrnðxÞ 
 rðxÞj ¼ O hkþg þ ln n
nhd
 1=2 !
:
Therefore, according to the previous lemma,
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Lemma 3. If
(i) H3F and fX are k-times differentiable on Rd ; kAN; and their derivatives of order
k are g-Lipschitz continuous on Rd for some gA0; 1½;
(ii) infxAC˜0 fX ðxÞ40;
(iii) L is a bounded d-dimensional kernel of order k, jjxjjdLðxÞ-0 when jjxjj tends to
N and L is g-Lipschitz continuous,
then a.e.
sup
XiAC0
jQˆð1jXiÞ 
 Qð1jXiÞj ¼ O hkþg0 þ
ln n
nhd0
 1=2 !
: ð7:25Þ
Now let us prove Theorem 1. To simplify the notations, denote Ki ¼ Khðy 
 FðXiÞÞ;
Kˆi ¼ Khðy 
 #FðXiÞÞ; %Ki ¼ Khðy 
 FðXiÞÞ1fXiAC0g; K˜i ¼ Khðy 
 #FðXiÞÞ1fXiAC0g;
Qi ¼ 1fXiAC0gQð1jXiÞ and Qˆi ¼ 1fXiAC0gQˆð1jXiÞ: Note that
P
i
%Ki=
P
i Ki is the
usual kernel estimator of PðC0; yÞ: Then HˆðyÞ can be split into several terms. More
precisely
HˆðyÞ ¼
Pn
i¼1 QˆiKˆiPn
i¼1 K˜i
¼
P
i KiP
i
%Ki
P
i QˆiKˆiP
i Ki
þ
P
i QˆiKˆiP
i K˜i
P
ið %Ki 
 K˜iÞP
i
%Ki
¼ 1
PðC0; yÞ
P
i QiKiP
i Ki
þ
P
iðQˆi 
 QiÞKiP
i Ki
þ
P
i QˆiðKˆi 
 KiÞP
i Ki
( )
þ
P
i KiP
i
%Ki

 1
PðC0; yÞ
 P
i QˆiKˆiP
i Ki
þ
P
i QˆiKˆiP
i K˜i
P
ið %Ki 
 K˜iÞP
i
%Ki
¼ 1
PðC0; yÞfHˆ1ðyÞ þ Hˆ2ðyÞ þ Hˆ3ðyÞg þ HˆðyÞ
P
ið %Ki 
 K˜iÞP
i
%Ki
þ
P
i KiP
i
%Ki

 1
PðC0; yÞ
 P
i QˆiKˆiP
i Ki
:
Here, y denotes some point of the compact subset FðCÞ: First, applying Lemma 2,
we obtain the rate of convergence of Hˆ1ðyÞ; that is the kernel regression estimator of
1fXiAC0gQð1jXiÞ knowing FðXiÞ ¼ y; viz. PðC0; yÞHðyÞ:
Lemma 4. If
(i) H; PðC0; Þ and fFðXÞ are k0-times differentiable on Rp; k0AN; and their
derivatives of order k are g0-Lipschitz continuous on Rp for some g0A0; 1½;
(ii) infyA *FðCÞ fFðXÞðyÞ40;
J.-D. Fermanian / Journal of Multivariate Analysis 85 (2003) 156–191 175
(iii) K is a bounded p-dimensional kernel of order k0; jjxjjpKðxÞ-0 and K is g0-
Lipschitz continuous,
then a.e.
sup
yAFðCÞ
jHˆ1ðyÞ 
 PðC0; yÞHðyÞj ¼ Oðhk0þg0 þ ðln n=ðnhpÞÞ1=2Þ; and
sup
yAFðCÞ
Pn
i¼1 1fXiAC0gKhðy 
 FðXiÞÞPn
i¼1 Khðy 
 FðXiÞÞ

 PðC0; yÞ


¼ Oðhk0þg0 þ ðln n=ðnhpÞÞ1=2Þ:
Second, invoking Lemma 3, a.e.
sup
yAFðCÞ
jHˆ2ðyÞjp sup
ijXiAC0
jQˆi 
 Qij sup
yAFðCÞ
Pn
i¼1 jKij
jPni¼1 Kij
¼Oðhkþg0 þ ðln n=ðnhd0ÞÞ1=2Þh
p:
Third, using the boundedness of the quantities Qˆð1jXiÞ that has been deduced
from Lemma 3, we have a.e.
sup
yAFðCÞ
jHˆ3ðyÞj ¼ sup
yAFðCÞ
P
i QˆiðKˆi 
 KiÞP
i Kij


p sup
XiAC0
jQˆð1jXiÞj
Pn
i¼1 1fXiAC0gjK 0hðy 
 FnðXiÞÞ ðF
 #FÞðXiÞj
hjPni¼1 Kij
p h

1
pjjK 0jjNanCst
n
1jPi Kij :
Since K is of bounded variation and nhp=ln n-N; then n
1
P
i Ki tends to fFðXÞðyÞ
a.e. uniformly on every compact set of Rd where fFðX Þ is continuous (see e.g. [2]).
Since infyAFðCÞ fFðX ÞðyÞ40; we have a.e.
sup
yAC
jHˆ3ðyÞj ¼ Oðanh
1
pÞ: ð7:26Þ
Fourth, similarly to Hˆ3; we deduce a.e.
sup
yAFðCÞ
HˆðyÞ
P
i ð %Ki 
 K˜iÞP
i
%Kij


p sup
yAFðCÞ
Cst jHˆðyÞj sup
XiAC0
j #FðXiÞ 
 FðXiÞ h
p
1 nP
i
%Ki


( )
:
Since
P
i
%Ki=
P
i Ki converges uniformly on yAFðCÞ towards PðC0; yÞ; and since the
latter function is bounded from below by a strictly positive constant on FðCÞ;
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we obtain
sup
yAFðCÞ
HˆðyÞ
P
i ð %Ki 
 K˜iÞP
i
%Ki

 ¼ O anh
p
1 sup
yAFðCÞ
jHˆðyÞj
 !
: ð7:27Þ
Fifth, for each yAFðCÞ; a.e.P
i KiP
i
%Ki

 1
PðC0; yÞ
 P
i QˆiKˆiP
i Ki


p HˆðyÞ
P
i ðK˜i 
 %KiÞP
i Ki
þ
P
i
%KiP
i Ki
  P
i KiP
i
%Ki

 1
PðC0; yÞ
 
:
Since
P
i
%Ki=
P
i Ki tends to PðC0; yÞ uniformly on yAFðCÞ; making the same
reasoning as for the previous term and invoking Lemma 2, we obtain a.e., if an=h
1þp
tends to 0,
sup
yAFðCÞ
P
i KiP
i
%Ki

 1
PðC0; yÞ
 P
i QˆiKˆiP
i Ki


¼ sup
yAFðCÞ
jHˆðyÞjOðhk0þg0 þ ðln n=ðnhpÞÞ1=2Þ:
Then, we have a.e.
1þ O hk0þg0 þ ðln n=ðnhpÞÞ1=2 þ an
h1þp
  
sup
yAFðCÞ
jHˆðyÞ 
 HðyÞj
¼ O hk0þg0 þ ðln n=ðnhpÞÞ1=2 þ ðhkþg0 þ ðln n=ðnhd0ÞÞ1=2Þh
p þ
an
h1þp
 
;
proving the result. &
Remark 4. If we suppose that K is positive, the proof is simpler, because the rate of
convergence of supy jHˆ2ðyÞj to zero is obviously the rate of convergence obtained in
Lemma 3. Thus, we win a factor h
p: The price would be to set k0 ¼ 2; k0 denoting
the order of the kernel function K :
Proof of Lemma 1. Tsiatis [32] proved that, for each j; t and x;
*ljðtjxÞ ¼ 1
Sðt;y; tjxÞ @jSðt1;y; tpjxÞjt1¼?¼tp¼t ð7:28Þ
Deduce from Eq. (23) that
*ljðtjxÞ ¼
@jH½expð
Z1ðtÞf1ðxÞÞ;y; expð
ZpðtÞfpðxÞÞ
H½expð
Z1ðtÞf1ðxÞÞ;y; expð
ZpðtÞfpðxÞÞ
 fjðxÞZ
0
jðtÞ
expðZjðtÞfjðxÞÞ
:
ð7:29Þ
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From (4.12) this can be rewritten
@jH½expð
Z1ðtÞf1ðxÞÞ;y; expð
ZpðtÞfpðxÞÞ
H½expð
Z1ðtÞf1ðxÞÞ;y; expð
ZpðtÞfpðxÞÞexpðZjðtÞfjðxÞÞ
¼ cjðx
0bjÞ
fjðxÞ
AðtÞ; ð7:30Þ
for some function A: Taking the limit as t-0 proves that cjðx0bjÞ is proportional to
fjðxÞ: Then, due to condition ðH2Þ; fj is entirely known.
Set t ¼ 1 in (7.30) and deﬁne the change of variables from x to ðu1;y; upÞ in Rp by
ðu1;y; upÞ ¼ FðxÞ: By assumption ðu1;y; upÞ describes all the set 0; 1½p; and there
exists some constants cj such that, for all j ¼ 1;y; p and uj;
uj@jH½u1;y; up ¼ cjH½u1;y; up:
It is easy to solve this differential equation. Thus, reminding that H is bounded and
limu-1 Hðu;y; uÞ ¼ 1; there exist some nonnegative constants c1;y; cp such that
H½u1;y; up ¼ uc11yucpp :
proving the assertion. &
Proof of Theorem 2. Consider, for each tX0; rnX0 and xAR
d ; the quantity
#fjðt; xÞ  NˆjðtjxÞ
DˆjðxÞ þ rn
Dˆjðx0Þ
Nˆjðtjx0Þ
; ð7:31Þ
NˆjðtjxÞ ¼ 1
n
Xn
i¼1
1fdi ¼ jgMh1ðt 
 YiÞNh2ðx 
 XiÞ;
DˆjðtjxÞ ¼ 1
n
Xn
i¼1
Nh2ðx 
 XiÞ:
When rn  0; note that #fjð0; xÞ ¼ #fð0Þj ðxÞ and #fjðan; xÞ ¼ #fð1Þj ðxÞ: The extra factor
can be useful to obtain similar results uniformly on x belonging to an unbounded
compact subset of Rd : Since this is necessary in the discussion of Zˆ
ð2Þ
j ðtÞ (see the next
proof), we keep the extra term rn: To simplify this, assume that suppðMÞC½
1; 1
and that suppðNÞC½
1; 1d : First, example 2.38 and exercise 2.28 from Pollard [24]
provide
sup
tX0;xARd
jDˆjðtjxÞ 
 E½DˆjðtjxÞj ¼ O ln nðnhd2Þ1=2
 
 vn a:e: ð7:32Þ
Moreover, consider the family of real-valued functions fft;x;h1;h2 ; tX0; xARd ;
h140; h240g; where for all~t ¼ ðt1;y; tpÞARp and zARd ;
ft;x;h1;h2ð~t; zÞ ¼ 1ftkXtj; k ¼ 1;y; pgMh1ðt 
 tjÞNh2ðx 
 zÞ:
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Since the graphs associated to this family have polynomial discrimination, deduce
from example 2.38 of Pollard [24] that for all j;
sup
tX0;xARd
jNˆjðtjxÞ 
 E½NˆjðtjxÞj ¼ O ln nðnh1hd2Þ1=2
 !
 un a:e: ð7:33Þ
Note that
E½NˆjðtjxÞ ¼E½1fd ¼ jgMh1ðt 
 Y ÞNh2ðx 
 X Þ
¼ 

Z
@jSðv;y; vjuÞfX ðuÞMh1ðt 
 vÞNh2ðx 
 uÞ dv du
¼ 

Z
cjðt 
 h1vjx 
 h2uÞfX ðx 
 h2uÞMðvÞNðuÞ dv du;
denoting
cjðtjxÞ  @jSðt;y; tjxÞ
¼ 
 @jH½expð
Z1ðtÞf1ðxÞÞ;y; expð
ZpðtÞfpðxÞÞ
Z0jðtÞfjðxÞ
expðZjðtÞfjðxÞÞ
:
Note that the domain of integration can be restricted to real numbers v such that
t 
 h1vX0; since cjðjxÞ is zero on Rn
: By assumption, for all x; the function cjðjxÞ
is differentiable on 0; Z½; for some Z40: Moreover, there exists a unique continuous
prolongation of cjðjxÞ at 0 on the right, denoted by cjð0þjxÞ:
For each t; we have
E½NˆjðtjxÞ ¼ 
 cjðtjxÞfX ðxÞ
Z
h1vpt
MðvÞ d v

 h
2
2
2
Z
d2½fX ðÞcjðtjÞjx
%yh2uuð2ÞNðuÞ du
Z
h1vpt
MðvÞ d v
þ h1
Z
h1vpt
vMðvÞNðuÞ@cjðtjx 
 h2uÞfX ðx 
 h2uÞ dv du

 h
2
1
2
Z
h1vpt
v2MðvÞNðuÞ@2cjðt 
 yh1vjx 
 h2uÞfX ðx 
 h2uÞ dv du
AnðtÞfX ðxÞcjðtjxÞ þ h22Bnðt; xÞ þ h1 %Cnðt; xÞ þ h21Cnðt; xÞ;
where y and %y denote real numbers between 0 and 1. We have used the fact that N is
a 2-order kernel.
Therefore, we have for every real number t and every xAC;
AnðtÞ ¼ 

Z
tXh1v
MðvÞ dv;
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jBnðt; xÞjpCstjjd2½fX ðÞcjðtjÞjjnðxÞ;
j %Cnðt;xÞjpCstf nX ðxÞjj@cjðtjÞjjnðxÞ;
jCnðt;xÞjpCstf nX ðxÞjj@2cjðjÞjjnðt; xÞ:
Note that AnðanÞ ¼ 1 and %Cnðan; xÞ ¼ 0 when anXh1; which is assumed to deal
with #fð1Þj : Thus,
ENˆjðanjxÞ ¼ 
cjðanjxÞfX ðxÞ þ Oðh21 þ h22Þ ð7:34Þ
and
ENˆjð0jxÞ ¼ 
1
2
cjð0þjxÞfX ðxÞ þ Oðh1 þ h22Þ: ð7:35Þ
Similarly, we obtain easily
E½DˆjðxÞ ¼ fX ðxÞ þ h22DnðxÞ;
jDnðxÞjpCstjjd2fX jjnðxÞ:
Thus,
#fjðxÞ 
 fjðxÞ
¼ AnðanÞfX ðxÞcjðanjxÞ þ h
2
2Bnðan; xÞ þ h21Cnðan; xÞ þ un
AnðanÞfX ðx0Þcjðanjx0Þ þ h22Bnðan; x0Þ þ h21Cnðan; x0Þ þ un
 
 fX ðx0Þ þ h
2
2Dnðx0Þ þ vn
fX ðxÞ þ h22DnðxÞ þ vn þ rn

 cjðanjxÞ
cjðanjx0Þ
!

 fjðxÞ 

cjðanjxÞ
cjðanjx0Þ
 !
 Df1 þ Df2: ð7:36Þ
Simple calculations show that Df1 is the ratio DN=DD; with
DN ¼cjðanjx0Þ½h22fX ðx0ÞBnðan; xÞ þ h22fX ðxÞcjðanjxÞDnðx0Þ
þ h21fX ðx0ÞCnðan; xÞ þ h42Dnðx0ÞBnðan; xÞ þ h21h22Dnðx0ÞCnðan; xÞ
þ unfX ðx0Þ þ unh22Dnðx0Þ þ unvn 
 cjðanjxÞ½h22fX ðxÞBnðan; x0Þ
þ h22fX ðx0ÞDnðxÞcjðanjx0Þ þ h21fX ðxÞCnðan; x0Þ þ h42DnðxÞBnðan; x0Þ
þ h21h22DnðxÞCnðan; x0Þ þ unfX ðxÞ þ unh22DnðxÞ þ unðrn þ vnÞ

 ðrn þ vnÞcjðanjxÞ½fX ðx0Þcjðanjx0Þ þ h22Bnðan; x0Þ þ h21Cnðan; x0Þ
þ vncjðanjx0Þ½fX ðxÞcjðanjxÞ þ h22Bnðan; xÞ þ h21Cnðan; xÞ;
DD ¼cjðanjx0ÞðfX ðx0Þcjðanjx0Þ þ h22Bnðan; x0Þ þ h21Cnðan; x0Þ þ unÞ
 ðfX ðxÞ þ h22DnðxÞ þ rn þ vnÞ:
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Let us assume that x belongs to some compact subset C: Hence fðxÞ and fX ðxÞ are
uniformly bounded on C: Denoting ðfnÞ and ðgnÞ some sequences of real functions,
we write fn^gn; fn; gnX0 when there exist some positive constants a and b such that
afnðxÞpgnðxÞpbfnðxÞ for all the considered x and each n:
Since cjðanjxÞ=Z0jðanÞ is bounded from above and below from zero, when xAC;
the behavior of cjðanjxÞ depends on Z0jðanÞ’s one. It follows
cjðanjxÞ^Z0jðanÞfjðxÞ;
Bnðan; xÞpZ0jðanÞ½fnj ðxÞjjd2fX jjnðxÞ þ jjdfX jjnðxÞ:jjdfjjnðxÞ
þ f nX ðxÞððjjdfjj2ÞnðxÞ þ jjd2fjjnðxÞÞ;
Cnðan; xÞp f nX ðxÞfnj ðxÞ½jZ000j jnðanÞ þ jjZ0jjnðanÞjZ00j jnðanÞjjfjjnðxÞ
þ jZ0j jnðanÞðjjZ0jj2ÞnðanÞðjjfjj2ÞnðxÞ þ jZ0j jnðanÞjjZ00jjnðanÞjjfjjnðxÞ
^ f nX ðxÞZðanÞ:
Thus, we get
DD^Z0jðanÞ2fX ðxÞ:
Deduce that
sup
xAC
; jDf1jp sup
xAC
DN
DD

p sup
xAC
Cst
fX ðxÞ h
2
2 þ h21
Cnðan; xÞ
Z0jðanÞ
þ un
Z0jðanÞ
þ rn þ vn

: ð7:37Þ
Remark 5. Note that, if rnbh
2
2 þ vn; the same inequality is true for every xARd ;
changing the denominator into fX ðxÞ þ rn:
For sake of simplicity, we have assumed that the partial second derivatives of H
are bounded uniformly on every compact subset, particularly on the image set of the
application %F : ½0; Z  C-0; 1p; Z40; %Fðt; xÞ 
ðexpð
Z1ðtÞf1ðxÞÞ;y; expð
ZpðtÞfpðxÞÞÞ: Then, with obvious notations, we have
cjðanjxÞ
cjðanjx0Þ

 fjðxÞ


p fjðxÞ
fjðx0Þ
expðZjðanÞfjðx0ÞÞ
j@jHð %Fðan; x0ÞjÞ
Xp
k¼1
@2jkH½ %Fðan; xnÞ
expðZkðanÞfkðxnÞÞ
dfkðxnÞðx 
 x0ÞZkðanÞ
(
expð
ZjðanÞfjðxÞÞ
þ @jHð %Fðan; xÞÞexpð
ZjðanÞfjðxnÞÞZjðanÞ dfjðxnÞðx 
 x0Þ
)
;
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where jjxn 
 x0jjpjjx 
 x0jj: Hence,
sup
xAC
jDf2jp sup
xAC
cjðanjxÞ
cjðanjx0Þ

 fjðxÞ

pCst supk¼1;y;p jZkjðanÞ
 !
: ð7:38Þ
Deduce from (7.36)–(7.38) that
sup
xAC
j #fjðxÞ 
 fjðxÞj ¼ O jjZjjðanÞ þ h22 þ h21
ZjðanÞ
Z0jðanÞ
þ un
Z0jðanÞ
þ rn þ vn
" # !
:
ð7:39Þ
In the particular case rn  0; we obtain the result for #fð1Þj :
If Z0ð0þÞa0; take an  0: We can now deal with #fð0Þj in the same way. Since
Anð0Þ ¼ 1=2a0; we have to replace h21Cnðan; xÞ by h1 %Cnð0; xÞ in the previous
inequalities. Therefore,
sup
xAC
DN
DD

p sup
xAC
Cst
fX ðxÞ þ rn
h22 þ h1
%Cnð0; xÞ
Z0jð0þÞ
þ un
Z0jð0þÞ
þ rn þ vn


pOðh22 þ h1 þ unÞ; ð7:40Þ
choosing rn  0: Since Df2 ¼ 0 in this case, we have stated the result for #fð0Þj : &
Remark 6. It is possible to replace the factor h1 in (7.40) by h
2
1; using local
polynomials or sieves instead of kernels. Indeed, these methods allow asymptotically
unbiased estimators near the boundaries (see, e.g. [6]).
Proof of Theorem 3. Our goal is to prove the weak consistency of Zˆð2ÞðtÞ: We do not
precise the rates of convergence. These rates are connected with the tail behavior of
fX ðXÞ and fðXÞ and are difﬁcult to exhibit. Unfortunately, the technical
assumptions are numerous, often messy and most of them cannot be veriﬁed easily.
They will appear during the progress of the proof. We will not try to provide the
weakest assumptions but rather to simplify at most some sufﬁcient conditions.
Applying Pollard [24], we get easily that a.e.
sup
xARd ;tAR
n
1
Xn
k¼1
1fYk4t; dk ¼ jgLh0ðx 
 XkÞ


 E½1fYk4t; dk ¼ jgLh0ðx 
 XkÞ
 ¼ O ln nðnhd0Þ1=2
 !
:
It is necessary to precise the previous expectation. Denote PðY4t; d ¼ jjX ¼
xÞ  QjðtjxÞ: Since L is even and d2f is bounded, we get
E½1fYk4t; dk ¼ 1gLh0ðx 
 XkÞ ¼
Z
QjðtjuÞLh0ðx 
 uÞfX ðuÞ du
CQjðtjxÞfX ðxÞ þ Oðh20Þ:
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Thus, a.e.
sup
xARd ;tAR
1
n
Xn
k¼1
1fYk4t; dk ¼ jgLh0ðx 
 XkÞ 
 QjðtjxÞfX ðxÞ

 ¼ O ln nðnhd0Þ1=2 þ h20
 !
:
Moreover,
QjðtjxÞ ¼
Z
1fu4tg@jH½expð
Z1ðuÞf1ðxÞÞ;y; expð
ZpðuÞfpðxÞÞ
 expð
ZjðuÞfjðxÞÞfjðxÞZ0jðuÞ du:
The function @jHðuÞ can be extended continuously at 1 by assumption. Denote
@jHð1Þ  limu-1 @jHðuÞ: Therefore,
j@jH½expð
Z1ðuÞf1ðxÞÞ;y; expð
ZpðuÞfpðxÞ 
 @jHð1Þj
p
Xp
k¼1
jj@2jkHjjN expð
ykZkðuÞfkðxÞÞfkðxÞZkðuÞ
pCst
Xp
k¼1
ZkðuÞfkðxÞ;
where yk denotes some real numbers between 0 and 1. Assume for instance that
Assumption Q.0.
sup
l40;k¼1;y;p
Z
expð
lZjðuÞÞlZkðuÞZ0jðuÞoN:
Particularly, this is satisﬁed when the Zk; k ¼ 1;y; p are some polynomials. Then,
for each i;
sup
t40
jQjðtjXiÞ 
 @jHð1Þ expð
ZjðtÞfjðXiÞÞjpCst
Xp
k¼1
fkðXiÞ:
We obtain for every Xi;
ln
P1ðXiÞ
PtðXiÞ
 
¼ ln @jHð1Þ expð
fjðXiÞÞfX ðXiÞ
"
þ dn þ O
Xp
k¼1
fkðXiÞ
 !
fX ðXiÞ þ h20 þ ln n=ðnhd0Þ1=2
 !#

 ln @jHð1Þexpð
ZjðtÞfjðXiÞÞfX ðXiÞ þ dn
"
þ O
Xp
k¼1
fkðXiÞ
 !
fX ðXiÞ þ h20 þ ln n=ðnhd0Þ1=2
 !#
¼ ðZjðtÞ 
 1ÞfjðXiÞ þ ri;
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where ri denotes some remainder term associated with Xi: To simplify, assume that
the support of %M is included into ½
1; 1p:We will consider mainly the points Xi such
that
sup
k¼1;y;p
fkðXiÞp2l: ð7:41Þ
Because of the deﬁnition of Rn; the points Xi that provide nonzero terms in sum
(5.23) satisfy such a constraint (at least approximately and in probability, for n
sufﬁciently large).
For the points Xi satisfying (7.41) and for n sufﬁciently large, simple calculations
provide that jrij is less than the ratio
dn½expð
fjðXiÞÞ 
 expð
ZjðtÞfjðXiÞÞ þ Oðh20 þ ln n=ðnhd0Þ1=2 þ lfX ðXiÞÞ
expð
fjðXiÞ 
 ZjðtÞfjðXiÞÞfX ðXiÞ þ dn þ 0ðh20 þ ln n=ðnh0Þ1=2 þ lfX ðXiÞÞ
:
Thus, for each constant T40 and uniformly on the points Xi satisfying (7.41), we
have
sup
jtjpT
jrijp 1
fX ðXiÞ þ dn þ oðdnÞ O dnl þ h
2
0 þ
ln n
ðnhd0Þ1=2
þ lfX ðXiÞ
 !
pO l þ h
2
0
dn
þ ln n
dnðnhd0Þ1=2
 !
 l˜: ð7:42Þ
Moreover, it will be necessary to control the distance between #fðXiÞ and fðXiÞ for
the points Xi such that fkðXiÞp2l; k ¼ 1;y; p: In the proof of Theorem 2, we have
shown that for all xARd and j; there exists a function wjðx; nÞ; which tends to zero
when n tends to inﬁnity, such that a.e.
j #fjðxÞ 
 fjðxÞjp
wjðx; nÞ
fX ðxÞ þ rn
: ð7:43Þ
To simplify, we assume that Z0jð0þÞa0: Thus, we are dealing with #fj ¼ #fð0Þj : Using
the same calculations and notations as in the proof of Theorem 2, it can be proved
that for each x; and each j;
jwjðx; nÞjpOðh22jjd2½fX ðÞcjðtjÞjjnðxÞ þ h22fX ðxÞfjðxÞ þ h22fjðxÞjjd2fX jjnðxÞ
þ h1f nX ðxÞjj@cjðjÞjjnð0; xÞ þ un þ h1fjðxÞfX ðxÞ þ unfjðxÞfX ðxÞ
þ ðrn þ vnÞfjðxÞÞ
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pOðh22½fnj ðxÞjjd2fX jjnðxÞ þ jjdfX jjnðxÞjjdfjjnðxÞ
þ f nX ðxÞððjjdfjj2ÞnðxÞ þ jjd2fjjnðxÞÞ þ fX ðxÞfjðxÞ þ fjðxÞjjd2fX jjnðxÞ
þ h1½f nX ðxÞ:jjfjjnðxÞfnj ðxÞ þ fjðxÞfX ðxÞ
þ un½1þ fjðxÞfX ðxÞ þ ðrn þ vnÞfjðxÞÞ; ð7:44Þ
where un ¼ Oðln n=ðnh1hd2Þ1=2Þ and vn ¼ Oðln n=ðnhd2Þ1=2Þ:
Denoting #fi ¼ ð #f1ðXiÞ;y; #fpðXiÞÞ and fi ¼ ðf1ðXiÞ;y;fpðXiÞÞ; we have
Zˆ
ð2Þ
j ðtÞ ¼ 1þ
Xn
i¼1
Rnð #fiÞ 1ffip2lg#fjðXiÞ þ en
ln
P1ðXiÞ
PtðXiÞ
 
þ
Xn
i¼1
Rnð #fiÞ 1ffi42lg#fjðXiÞ þ en
ln
P1ðXiÞ
PtðXiÞ
 
 Z˜ð2Þj ðtÞ þ T0:
The ﬁrst step is to prove that T0 is negligible.
Study of T0: For the points Xi which do not satisfy (7.41), we need to control the
quantities ln PtðXiÞ: Since L is positive, PtðXiÞXdn: Moreover,
PtðXiÞp @jHð1Þ expð
fjðXiÞZjðtÞÞfX ðXiÞ þ dn
þ Cst
Xp
k¼1
fkðXiÞ
 !
fX ðXiÞ þ h20 þ
ln n
ðnhd0Þ1=2
:
Thus, for each t and n sufﬁciently large,
jlnðPtðXiÞjp 2jln dnj þ ln dn þ fX ðXiÞ 1þ
Xp
k¼1
fkðXiÞ
 !
þ h20 þ
ln n
ðnhd0Þ1=2
 !

p 2jln dnj þ ln 1þ fX ðXiÞ 1þ
Xp
k¼1
fkðXiÞ
 ! !
  BðXiÞ:
Moreover, applying Pollard [24], we get a.e.
n
1
Xn
i¼1
%MlðfiÞ ¼ E½ %MlðfiÞ þ
ln n
ðnlpÞ1=2
 !
; ð7:45Þ
P n
1
Xn
i¼1
%Mlð #fiÞ 
 n
1
Xn
i¼1
%MlðfiÞ

4ewn
 !
pP
Xn
i¼1
jj #fi 
 fijj4nlpþ1ewn
 !
p 1
nlpþ1ewn
E
jjwðXi; nÞjj
fX ðXiÞ þ rn
 
for every positive sequence ðwnÞn: The latter term tends to zero for some sequence
ðwnÞ satisfying
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Assumption Q.1. For some a40;
E½jjwðXi; nÞjj1ffX ðXiÞpr1
an g þ ranE½jjwðXi; nÞjj ¼ oðlpþ1rnwnÞ:
Therefore, the denominator of T0 is
n
1
Xn
i¼1
%Mlð #fiÞ þ bn ¼E½ %MlðfiÞ þ bn þ oP
ln n
ðnlpÞ1=2
þ wn
 !
E½ %MlðfiÞ þ b˜n: ð7:46Þ
Thus, since RnðfiÞ1ffi42lg is zero, we get
P sup
tpT
jT0j4e
 
pP 2
n
Xn
i¼1
jj #fi 
 fijj1ffi42l; #fiplgBðXiÞ
ð #fjðXiÞ þ enÞ
4elpþ1ðE½ %MlðfiÞ þ b˜nÞ
 !
p2E½jj
#fi 
 fijj1fjj #fi 
 fijj4lgBðXiÞ
eenlpþ1ðE½ %MlðfiÞ þ b˜nÞ
p Cst
eenlpþ1ðE½ %MlðfiÞ þ b˜nÞ
E
jjwðXi; nÞjj
ðfX ðXiÞ þ rnÞ
1
jjwðXi; nÞjj
fX ðXiÞ þ rn
4l
 
BðXiÞ
 
p Cstjln dnj
eenlpþ1E½ %MlðfiÞ
E
jjwðXi; nÞjj
ðfX ðXiÞ þ rnÞ
1
jjwðXi; nÞjj
ðfX ðXiÞ þ rnÞ
4l
  
þ Cst
eenlpþ1E½ %MlðfiÞ
E jjwðXi; nÞjj1 jjwðXi; nÞjj
fX ðXiÞ þ rn
4l
 
1þ
Xp
k¼1
fkðXiÞÞ
 !" #
:
It is not easy to ﬁnd simple conditions which ensure suptpT jT0j ¼ oPð1Þ:
Nonetheless, it is the case under
Assumption Q.2. For some a40;
E½jjwðXi; nÞjj1fjjwðXi; nÞjj4lrn; fX ðXiÞpr1
an g ¼ oðenlpþ1rn lnðdnÞE½ %MlðfiÞÞ;
E½jjwðXi; nÞjj1fjjwðXi; nÞjj4lfX ðXiÞg ¼ oðenlpþ1r1
an lnðdnÞE½ %MlðfiÞÞ;
E jjwðXi; nÞjj1fjjwðXi; nÞjj4lfX ðXiÞg 1þ
Xp
k¼1
fkðXiÞ
 !" #
¼ oðenlpþ1E½ %MlðfiÞÞ;
E½ %MlðfiÞcbn þ wn þ ln n=ðnlpÞ1=2:
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Thus it is sufﬁcient to discuss
Z˜
ð2Þ
j ðtÞ ¼ 1þ
Xn
i¼1
Rnð #fiÞ 1ffip2lg#fjðXiÞ þ en
ln
P1ðXiÞ
PtðXiÞ
 
¼ 1þ
Xn
i¼1
Rnð #fiÞ 1ffip2lg#fjðXiÞ þ en
½ðZjðtÞ 
 1ÞfjðXiÞ þ ri
¼ 1þ
Xn
i¼1
Rnð #fiÞ
ri1ffjðXiÞp2lg
#fjðXiÞ þ en
þ ðZjðtÞ 
 1Þ
Xn
i¼1
Rnð #fiÞ1ffjðXiÞp2lg
 
þ
Xn
i¼1
Rnð #fiÞ1ffjðXiÞp2lg
ðfjðXiÞ 
 #fjðXiÞÞ
#fjðXiÞ þ en

 en
Xn
i¼1
Rnð #fiÞ1ffjðXiÞp2lg
#fjðXiÞ þ en
!
¼ZjðtÞ þ
Xn
i¼1
Rnð #fiÞ
ri1ffjðXiÞp2lg
#fjðXiÞ þ en
þðZjðtÞ 
 1Þ
Xn
i¼1
Rnð #fiÞ1ffjðXiÞp2lg
ðfjðXiÞ 
 #fjðXiÞÞ
#fjðXiÞ þ en
 

 bn
n
1
Pn
k¼1 %Mlð #fkÞ þ bn


Xn
i¼1
Rnð #fiÞ1ffjðXiÞ42lg

 en
Xn
i¼1
Rnð #fiÞ1ffjðXiÞp2lg
#fjðXiÞ þ en
Þ  ZjðtÞ þ T1 þ ðZjðtÞ 
 1Þ½T2 þ T3 þ T4 þ T5:
Then, the goal would be to show that Tk; k ¼ 1;y; 5 tends to zero in probability
under some convenient assumptions.
Study of T1 and T5: These two terms are very similar. Thus, to prove that T1 and
T5 are oPð1Þ; it is sufﬁcient to show (with the notation of (7.42) and (7.46)) that
en þ l˜
n
Xn
i¼1
%Mlð #fiÞ
1ffjp2lg
#fjðXiÞ þ en
¼ oPðE½ %MlðfiÞ þ b˜nÞ:
But we get easily, for each Z40;
P
1
n
Xn
i¼1
%Mlð #fiÞ
1ffjp2lg
#fjðXiÞ þ en
4Z
 !
p1
Z
E %Mlð #fiÞ
jfjðXiÞ 
 #fjðXiÞj1ffip2lg
ðfjðXiÞ þ enÞð #fjðXiÞ þ enÞ
" #
þ 1
Z
E j %Mlð #fiÞ 
 %MlðfiÞj
1ffip2lg
ðfjðXiÞ þ enÞ
" #
þ 1
Z
E %MlðfiÞ
1ffip2lg
ðfjðXiÞ þ enÞ
" #
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p 1
Zen
E %Mlð #fiÞ
wjðXi; nÞ1ffip2lg
ðfX ðXiÞ þ rnÞðfjðXiÞ þ enÞ
" #
þ 1
Zlpþ1
E
jjwðXi; nÞjj1ffip2lg
ðfX ðXiÞ þ rnÞðfjðXiÞ þ enÞ
" #
þ 1
Z
E
%MlðfiÞ1ffip2lg
ðfjðXiÞ þ enÞ
" #
pðl þ enÞ
Zenlpþ1
E
jjwðXi; nÞjj1ffip2lg
ðfX ðXiÞ þ rnÞðfjðXiÞ þ enÞ
" #
þ 1
Z
E
%MlðfiÞ1ffip2lg
ðfjðXiÞ þ enÞ
" #
:
Set Z ¼ eðE½ %MlðfiÞ þ b˜nÞ=ðen þ l˜Þ: Thus, so that T1 or T5 could be oPð1Þ; it is
sufﬁcient that the following assumption be satisﬁed.
Assumption Q.3. For some b40; we have
E
jjwðXi; nÞjj
ðfX ðXiÞ þ rnÞ
1ffip2l;fjðXiÞpe1
bn g
 
¼ o l
pþ1e2nE½ %MlðfiÞ
ðl þ enÞðl˜ þ enÞ
 !
;
E
jjwðXi; nÞjj1ffip2lg
ðfX ðXiÞ þ rnÞ
 
¼ o l
pþ1e2
bn E½ %MlðfiÞ
ðl þ enÞðl˜ þ enÞ
 !
;
E %MlðfiÞ1ffipinfð2l; e1
bn Þg
 þ ebnE %MlðfiÞ1ffip2lg½  ¼ o enE½ %MlðfiÞ
en þ l˜
 
:
Study of T2: A rough upper bound for T2 could be
PðjT2j4eÞ
pP Cst
n
Xn
i¼1
%MlðfiÞ
wjðXi; nÞ1ffip2lg
rn þ fX ðXiÞ

4een E½ %MlðfiÞ þ b˜n 
 !
þ P Cst
n
Xn
i¼1
jjwðXi; nÞjj21ffip2lg
ðrn þ fX ðXiÞÞ2
4enlpþ1e E½ %MlðfiÞ þ b˜n
  !
p Cst
eenðE½ %MlðfiÞ þ b˜nÞ
E %MlðfiÞ
wjðXi; nÞ1ffip2lg
rn þ fX ðXiÞ
 
þ Cst
elpþ1enðE½ %MlðfiÞ þ b˜nÞ
E
jjwðXi; nÞjj21ffip2lg
ðrn þ fX ðXiÞÞ2
" #
p Cst
ernenðE½ %MlðfiÞ þ b˜nÞ
E½ %MlðfiÞ1ffX ðXiÞpr1
an ;fip2lgwjðXi; nÞ
þ Cst
er1
an enðE½ %MlðfiÞ þ b˜nÞ
E½ %MlðfiÞ1ffip2lgwjðXi; nÞ
þ Cst
er2nlpþ1enðE½ %MlðfiÞ þ b˜nÞ
E½1ffX ðXiÞpr1
an ;fip2lgjjwðXi; nÞjj2
þ Cst
er2ð1
aÞn lpþ1enðE½ %MlðfiÞ þ b˜nÞ
E½1ffip2lgjjwðXi; nÞjj2:
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Under assumption R.3, it is possible to improve the latter upper bound. Indeed, in
this case, Eq. (7.44) provides
sup
i
jjwðXi; nÞjj1ffip2lgpCst1ffip2lgðh22 þ h1 þ un þ lrn þ lvnÞ
 gn1ffip2lg:
Thus, it is easily to verify that T2 tends to zero in probability under these sufﬁcient
conditions:
Assumption Q.4. For some a40;
E½ %MlðfiÞ1ffX ðXiÞpr1
an ;fip2lg þ ranE½ %MlðfiÞ1ffip2lg
¼ o rnen
gn
E½ %MlðfiÞ
 
;
ðE½1ffX ðXiÞpr1
an ;fip2lg þ r2an Pðfip2lÞÞ
¼ o r
2
nen
g2n
lpþ1E½ %MlðfiÞ
 
:
Study of T3: It is sufﬁcient to show that
bn ¼ oP n
1
Xn
i¼1
%MlðfiÞ
 !
and
n
1
Xn
i¼1
ð %Mlð #fkÞ 
 %MlðfkÞÞ ¼ oPðE½ %MlðfkÞÞ:
The ﬁrst point is clearly satisﬁed under
Assumption Q.5. E½ %MlðfiÞ=bn tends to inﬁnity with n; and ln n=ðnlpÞ1=2 is OðbnÞ:
Moreover, with the same reasoning as previously, we get easily that the second
term tends to zero in probability under
Assumption Q.6.
E
jjwðXi; nÞjj1ffip2lg
ðfX ðXiÞ þ rnÞ
 
¼ oðlpþ1E½ %MlðfiÞÞ:
Study of T4: This term can be dealt exactly like T0: In fact, assumption Q.2 is
sufﬁcient so that T4 tends to zero in probability, so the result. &
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