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Recent advancements in the cost, availability, and capability of augmented reality (AR) and 
virtual reality (VR) devices and software are spurring their mass distribution to the public. This 
fundamental shift in the use of AR and VR predominantly from military and academic research 
laboratories to the public presents new opportunities and challenges for the design of 
instructional technology. While studies of AR and VR have been conducted to inform the design 
of individual instructional products, few studies have focused on computer-supported 
collaborative learning (CSCL) products in which AR and VR learners work together toward 
shared learning goals.  
 
The museum education industry possesses unique and inherent characteristics that position it as a 
strong candidate for the development and deployment of CSCL-ARVR products. Tourism 
locations, such as museums, provide an exemplary environment for advanced learning 
technology experimentation in which information technology infrastructure and programs of 
instruction are often already in place and in which many tourists already possess smartphones 
and or tablets that may be used to mediate location-based educational experiences. 
 
The goal was to conduct formative research to develop a tentative instructional design theory that 
can be used to guide the creation of CSCL-ARVR instructional products. Instructional design 
theory and software engineering practices were applied to guide the design of a CSCL-ARVR 
instructional product prototype to support museum education. The prototype, named Co-Tour, 
was designed and developed to enable remotely-located VR participants to collaborate with AR 
participants located within a tourism location to jointly navigate the location, examine exhibits 
and answer questions about exhibits related to a problem-based learning instance. Formative data 
were collected and analyzed, and the results were used to develop a tentative instructional design 
theory.  
 
Mixed Reality Museum Co-Visit Theory is proposed to inform the design and development of 
CSCL-ARVR co-visitation experiences for museums. A theoretical framework was developed 
and was informed by CSCL, game-based learning, social constructivist theory, flow theory, and 
the construct of camaraderie. Five values supporting the goal were elaborated to guide theory 
methods production including fostering of collaboration, leveraging of informal learning 
activities, incorporation of motivational elements, favoring of loose organization, and provision 
an effective user interface. Future research should focus upon replication towards validation and 
generalizability of results and upon the broader museum going population. 
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Chapter 1 
Introduction 
Background 
This study focuses on the development of instructional-design theory to guide the design 
and development of computer-supported collaborative learning (CSCL) augmented reality (AR) 
and virtual reality (VR), or CSCL-ARVR instructional products, for museum education. Mixed 
reality (MR) describes any location on the virtuality continuum that spans between the real 
environment and a fully virtual environment (Milgram & Kishino, 1994). The area between the 
real and virtual environments represents different degrees of the combination of the two 
environments. By moving from left to right on a continuum, the user’s perceptions of reality 
move from the real environment to a fully virtual environment as depicted in Figure 1. The AR 
subcategory is represented by the point on the continuum in which the virtual augments the 
predominantly real environment. The inverse of the relationship of AR on the continuum is 
augmented virtuality (AV), where the real environment augments a predominantly virtual 
environment. The VR subcategory is represented by the end of the right side of the continuum in 
which many of the user’s perceptions of the real world are replaced by a subjective, computer 
generated reality.  
  
 
Figure 1. Milgram, P., & Kishino, A. (1994). Reality-Virtuality Continuum [Digital image]. 
Retrieved from https://cs.gmu.edu/~zduric/cs499/Readings/r76JBo-Milgram_IEICE_1994.pdf 
 
AR and VR technology have been in use for several decades in industries such as 
healthcare, education and training, video games, arts, and engineering. The first AR head-
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mounted displays (HMDs) were developed for aircraft manufacturing in the 1990s (Azuma, 
1997) and the first VR HMD named The Sword of Damocles was developed for laboratory 
research use in 1968 (The Sword of Damocles (virtual reality), (2017, August 30). Significant 
advancements in AR and VR hardware and software capabilities and the simultaneous driving 
down of hardware and software costs have made AR and VR available for use by the general 
public. Today, AR and VR software are found in array devices, such as cave automatic virtual 
environments, heads-up displays, HMDs, tablets, mobile phones, and computers. Many AR and 
VR devices provide the capability to connect to one another through local networks and through 
the Internet creating a MR ecosystem. The growing interconnectivity between AR and VR 
devices presents new opportunities and challenges for instructional design of AR and VR 
learning experiences in which two or more learners may work togethe1` using hardware and 
software not natively designed and developed for streamlined collaboration (Sena, 2016). 
AR and VR experiences have been fielded within both individual and collaborative 
contexts, with most research in these areas focused around numerous context-specific instances 
of product and tool design and development (Bower, Lee & Dalgarno, 2016).  Such research 
developments are indicative of the need to move from product and tool design into supporting 
models (Richey & Klein, 2007). Theoretical models for collaborative AR and VR have been 
posited such as for the design and development of optimal experiences in MR spaces (Rowe, 
2015), development of MR distributed formal learning environments for spatial collaboration in 
science and engineering courses (Rios, 2016), and in MR construction design activities 
(Dunston, Wang, Billinghurst, & Hampson, 2003). However, no instructional design theory 
exists for collaborative CSCL-ARVR in museum education. Further, few formative product 
design and development research (DDR) studies have been conducted with respect to CSCL-
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ARVR in museum education to better understand the users’ experience. In the single formative 
study found in review of the literature, Galani, Chalmers, Brown, MacColl, Randell, and Steed 
(2003) conducted DDR to examine how remote and local museum learners navigated museum 
facilities and explored museum exhibits together using collaborative AR clients (ARCs) and VR 
clients (VRCs). A number of user trials were conducted to gain an initial understanding of 
learners’ experiences using the system in a museum setting, and how those experiences 
compared with the experience of learners participating in a traditional, on-site co-visiting 
experience. 
The implementations of advanced technologies such as AR and VR by tourism staff are 
challenging due to advanced technology pace and risk of change. Lester and Scarles (2013) 
explained that advanced technology exists in a fluid and chaotic state within tourism programs of 
instruction. Tourism administrative staff must weigh the benefits and risks of implementing 
advanced technologies, as few tourism organizations possess the expertise for its design, 
development, and maintenance. Further exacerbating the issue of advanced technology risk is 
that the tourism education industry is undergoing significant change with regard to philosophy 
and vocation, placing into question what foundational learning methods and technology are 
important to tourism and how their educators should be taught about them (Tribe & Liburd, 
2016).  
In tourism education AR and VR design guidance exists in a formative state with various 
models and recommendations being proposed. In response to the perceived need for guidance, 
organizations such as the Tourism Education Futures Initiative (TEFI) have been created to 
provide guidance for the development of curriculum for tourism education (Sheldon, Prebezac, 
& Schott, 2014). The New Media Consortium’s (NMC) Horizon Report: Museum Edition was 
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developed to provide guidance for the implementation of cost effective, sustainable, and strategic 
technology implementation within tourism locations (Freeman, Adams Becker, Cummins, 
McKelroy, Giesinger, & Yuhnke, 2016). 
Formative research of CSCL-ARVR instructional product design and development was 
used to elaborate recommendations that will serve as the means to inform future instructional 
design theories (Richey & Klein, 2007). Like Galani, et al. (2003), user testing trials were 
incorporated to gain understanding of the user experiences with a CSCL-ARVR instructional 
product prototype in a tourism setting. However, instead of focusing on the comparison of 
collaborative AR and VR co-visiting experiences with traditional co-visiting experiences, this 
study focused exclusively on collaborative AR and VR co-visiting experiences.  
Problem Statement 
  The problem is that for educators, that there is low availability of design and 
development guidance for AR and VR instructional products in general (Bacca, Baldiris, 
Fabregat, & Graf, 2014; Goodwin, Wiltshire, & Fiore, 2015; O’Shea & Elliott, 2016; Pellas, 
2016). The problem extends beyond need for general guidance to guidance for the development 
of museum education instructional products (Engberg & Bolter, 2014; Harley, Poitras, Jarrell, 
Duffy, & Lajoie, 2016). The addressable problem of this study was that formative instructional 
design guidance is required to guide the creation of CSCL-ARVR instructional products. 
Dissertation Goal 
 The goal was to conduct formative research using a holistic single use case to develop a 
new instructional design theory that can be used to guide the creation of CSCL-ARVR 
instructional products (Reigeluth & Frick, 1999). Current research literature and software 
engineering were applied to guide the design of a CSCL-ARVR instructional product prototype, 
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named Co-Tour, for use in museum education initiatives. Co-Tour was developed to enable 
remotely-located VR participants to collaborate with AR participants located within a tourism 
location to jointly navigate the location, examine exhibits and answer questions about exhibits 
related to a game-based learning instance. 
Research Questions 
The following research questions regarding the design and development of CSCL-ARVR 
instructional products for use in museum education environments were addressed. 
1. What existing learning and instructional theories can best guide the design of a CSCL-
ARVR scenario designed for museum education? 
2. What instructional design methods can be applied to guide the design of a CSCL-ARVR 
scenario designed for museum education? 
3. What aspects of the instructional design of the prototype worked with learners, what did 
not work? 
4. What revisions or refinements are needed to improve the instructional design a CSCL-
ARVR scenario for museum education?   
Relevance and Significance 
 While theoretical models have been proposed for the development of experiences in 
collaborative AR and VR spaces (Rowe, 2015), dual reality electronics (Rios, 2016), and 
architectural design activities (Dunston et al., 2003), no model has been proposed with the 
express purpose of design and development of CSCL-ARVR in museum education 
environments. This study investigated how Co-Tour design and development was applied with 
specific attention to the user’s experience in a museum education learning context. The key 
benefits included the creation of recommendations informing social aspects of collaboration, the 
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type of learning that occurs within collaboration, and the types of processes emergent from 
collaboration in CSCL-ARVR instructional products. Additionally, the instructional product 
prototype that was created as part of this study is anticipated to impart the following tertiary 
benefits:  
• spatially realistic learning experiences for remotely located friends, family, parents of 
very young children, older adults, and persons with disabilities; 
• hands-on learning activities using 3D visualization and interaction of artifacts that are too 
sensitive to touch, 
• group interaction between local and remote tourists, 
• exclusive AR and VR exhibits using 3D modeled and interactive artifacts for which there 
is no room on the exhibition floor, but that add value to programs of instruction; 
• use of existing information technology architecture to facilitate instructional product use, 
such as smartphones and tablets; and 
• new business models centered around remote tourist attendance.  
Barriers and Issues 
There were several barriers and issues that were mitigated with respect to the research 
problem and the proposed solution. The results of the formative research approach possess a 
number of potential drawbacks with regard to research results generalizability. 
Results Generalizability 
CSCL-ARVR is an emerging phenomenon that requires application of formative 
research. This study is one of the first of its kind within the museum education context with the 
exception of the study by Galani, et al. (2003). It is anticipated that formative research will be 
immediately useful in creation of recommendations for design and development of CSCL-ARVR 
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instructional products in museum education and that recommendations will also be useful in the 
pursuit of future, generalizable instructional design theories for CSCL-ARVR. However, results 
generalization for application of CSCL-ARVR outside of the museum education context is 
beyond the scope of this research. 
Limitations and Delimitations 
Limitations 
The following are limitations that the researcher cannot control and that might have affected the 
outcome of study results: 
• The particular nature of the current single holistic use case study makes the 
generalization of study results unreliable. Additional iterations of the study will be 
required for external validation and generalizability. 
Delimitations 
The following are delimitations that are under the control of the researcher and that set the 
boundaries for the manageable scope of research: 
• Due to the difficulty of obtaining the type of diverse sample required of museum going 
populations the participant sample was composed of young college students who are most 
likely to possess an AR and or VR device and to learn something new during a museum 
education experience.  
• The selected host museum location was located geographically near the researcher for 
ease of travel to facilities for prototype instructional design meetings, testing and final 
deployment, artificially limiting the pool of potential research sites. 
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• Assistive technology design should be included in any production, instructional 
technology development effort. However, integration of such designs was beyond the 
scope of this study and was not included in Co-Tour.  
Definition of Terms 
Augmented Reality: Describes a variation of a virtual environment in which the user may view 
virtual objects overlaid the real world. It exists on the virtuality continuum in-between the real 
environment and a fully virtual environment (Azuma, 1997).  
Computer-Supported Collaborative Learning (CSCL): Describes how collaborative learning 
supported by technology can improve the ability of groups of individuals interact, work together, 
and share and distribute information amongst one another (Lipponen, 2002). 
Formative Research: Typically follows a holistic single case study approach in pursuit of one 
application of theory, is exploratory in nature, and is useful in improving design theories 
(Reigeluth & Frick, 1999). In this proposal, a single holistic case study is designed to support the 
instantiation of a new instructional design theory. 
Mixed Reality: Describes any location between the extents of the virtuality continuum that spans 
between the real environment and a fully virtual environment (Milgram & Kishino, 1994). The 
continuum subsumes both AR and VR subcategories. The term has also been used by HMD 
vendors as a new subcategory, leading to confusion and to a circular definition of mixed reality 
Rubin, R., (2017). In this proposal AR and VR are discussed independently of one another in all 
cases for clarity. 
Game-Based Learning: Describes the use of game content and mechanics for the enhancement 
of knowledge and skills through engagement in problem solving activities and through 
challenges that provide learners with a sense of achievement (Qian & Clark, 2016). 
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Virtual Reality: Describes a real or simulated environment in which a perceiver experiences 
telepresence (Steuer, 1992). This term is often invoked to describe a fully virtual environment on 
the virtuality continuum. 
List of Acronyms 
The following is a list of acronyms that are frequently used throughout this proposal. 
• Augmented Reality (AR) 
• Augmented Reality Client (ARC) 
• Collaborative Multiple-Choice Questions (CMCQ) 
• Common-off-the-Shelf (COTS) 
• Computer-Supported Collaborative Learning (CSCL) 
• Computer-Supported Collaborative Learning in Augmented and Virtual Realities (CSCL-
ARVR) 
• Game-Based Learning (GBL) 
• Head-Mounted Display (HMD) 
• Mixed Reality (MR) 
• Virtual Reality (VR) 
• Virtual Reality Client (VRC) 
Summary of Chapter 1 
 In Chapter 1 the research problem of low availability of design and development 
guidance for AR and VR museum education instructional products was presented. In response to 
the perceived need for learning support for the tourism education workforce and tourists, the 
efforts by the TEFI and NMC organizations to provide guidance for the development of 
curriculum and emerging technology implementation was introduced. The researcher explained 
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the scope of the research. That is, only a single DDR study focused around the use of CSCL-
ARVR in museum education in which local and remote learners worked together to co-visit a 
museum was studied. Within that scope, the research goal of conducting formative research 
using a holistic single use case to develop a new instructional design theory that can be used to 
guide the creation of CSCL-ARVR instructional products was proposed. Research questions 
were introduced and focused around investigation of existing learning and instructional theories 
methods for guidance of the design of CSCL-ARVR scenarios, design factors influencing 
instructional prototype effectiveness, and revisions to instructional designs in CSCL-ARVR 
scenarios. 
 The relevance and significance of this study were described with regard to the need to 
investigate how CSCL-ARVR instructional product design and development is applied with 
specific attention to the user’s experience in a museum learning context. The key benefits of this 
study included the creation of recommendations informing social social aspects of collaboration, 
the type of learning that occurs within collaboration, and the types of processes emergent from 
collaboration in CSCL-ARVR instructional products. Barriers and issues were identified and 
described. Chief among them is the need to gain permission to host Co-Tour at a museum 
location. Limitations and delimitations included considerations for the impact of weather upon 
travel conditions for participants to a host museum site and delimitation of participant sampling 
and location. Finally, Chapter 1 concluded with a definition of terms and acronyms commonly 
used throughout this paper. Chapter 2 presents a literature review of several key subject matter 
areas surrounding CSCL-ARVR covering tourism education and museum learning philosophies, 
augmented, virtual, and mixed reality in education and in tourism and museum education, and 
instructional design theory for CSCL-ARVR design. Chapter 3 discusses a six-phase approach to 
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formative research for the instantiation of a new design theory along with an overview of the 
instructional design of the prototype, instrument development and validation, required resources, 
and results presentation. Chapter 4 presents the results in support of the development the 
tentative theory for future guidance of the development of CSCL-ARVR products for museum 
education as developed through data collection and analysis processes. Chapter 5 covers the 
conclusions, limitations, recommendations and summary of the research study. 
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Chapter 2 
Review of the Literature 
Introduction 
 Chapter 2 is organized into five sections. The first section introduces tourism education 
through a discussion of its evolving philosophies, vocations, and challenges. The second section 
overviews museum education philosophy as a specific instantiation of tourism education, 
including the roles of the museum educator and attendee. The third section reviews the state of 
augmented, virtual, and mixed reality in education with regard to collaborative learning. The 
fourth section synthesizes the literature relating to the use of augmented, virtual, and mixed 
reality in tourism education. The fifth section describes instructional design theories that were 
helpful in informing future CSCL-ARVR design theory. 
Tourism Education Philosophy      
Tourism researchers have issued a call to redefine its foundational knowledge system and 
curriculum and to identify ongoing challenges to the tourism education workforce. Tribe and 
Liburd (2016) discussed the need for systemic change in the tourism knowledge system and 
presented a new epistemological and ontological model of tourism. They argued that the current 
system of research is composed of studies that outline epistemology and ontology, but that is also 
portrayed as fragmented and in need of contemporary research in order to better understand itself 
– a hallmark of mature disciplines. Tourism educator curriculum has been discussed as 
problematic with regard to separation of philosophical acumen from the vocational along with 
other challenges.  
Sheldon, Prebezac, and Schott (2014) outlined six challenges confronting tourism 
workforce education. The first challenge, avoidance of unthinking reproduction, deals with the 
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risk of blind, continued adherence to teaching vocations without critical, periodic revaluation of 
the vocations and their underlying philosophies. The second challenge, concentration upon the 
means rather than the ends, is related to the first in which practitioners tend to concentrate 
exclusively upon vocations and ends to the extent that philosophy is entirely replaced by 
vocation. The third challenge, fostering an ethical business environment, has arisen in response 
to the perceived failure of university business schools to provide adequate training in the area of 
leadership in light of uncovered corporate scandals starting in the late 1980’s. The fourth 
challenge, avoidance of shortsighted planning and execution, focuses upon the reticence of 
planners to sufficiently prepare for the future and to only act when finally forced into action.   
The fifth challenge, awareness that tourism might be read as another product of Washington 
consensus, deals with the thought that the tourism education agenda is shaped by political forces 
rather than by ongoing dialog regarding tourism philosophy, vocation, and practitioner 
consensus. The sixth challenge, extent and pace of change, underscores the important of lifelong 
learning to tourism education students as the pace of technological change, consumption, and 
supply innovation may outstrip the ability of formal education to provide lasting value. Engberg 
and Bolter (2014) discussed digital literacy as a central challenge to tourism educator curriculum 
and suggested developing effective digital strategies for museums.  
Taken together, the preceding call to action and challenges provide an environment in 
which new ideas regarding tourism education advanced technologies may flourish. For example, 
with regard the challenge of avoidance of unthinking production, CSCL-ARVR instructional 
products provide tourism educators with a new way to engage and teach tourists and require a 
new understanding of design and development. With respect to the challenge of the extent and 
pace of change, Lester and Scarles (2013) described advanced technology adoption in tourism 
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education as chaotic and complex. Similarly, they cited technologically advanced nature of the 
world as assisting in the production of complex, diverse, and chaotic mediation of tourist 
experiences, and suggest a parallel between it and the rising trajectories of tourism. 
Co-creation is cited as important to the future of tourism education. Mathis, Kim, Uysal, 
Sirgy, and Prebensen (2016) found that co-creation not only increased satisfaction with the 
vacation experience, increased involvement, and increased service provider loyalty, but was also 
highly correlated to overall feeling of life satisfaction. Mathis et al. describe it as the process of 
tourists collaborating with tourism service providers, vendors, and institutions in order to plan 
and execute vacation plans. The co-creation process gives the tourist direct access and input into 
to planning the details of different facets of tourist experiences. Tourists provide time, effort, 
money, and knowledge as inputs to the process through which the tourists and the service 
providers become co-producers of experiences. Because the exchanges are unique, no two co-
produced experiences may be the same, delivering added value to the tourist. Lester and Scarles 
(2013) explained that tourists are not passive consumers of information, but that they actively co-
produce their experiences. In this vein, the production of tourism media products becomes a 
dynamic co-construction activity in which tourism experiences transcend their physical 
boundaries. Co-creation in tourism appears similar to the principle of co-design within theory of 
situated cognition in which learners may co-design educational technology, empowering them to 
feel like active agents in their education and not passive recipients (Gee, 2005).  
Museum Education Philosophy 
 
 The Excellence and Equity Report has identified education as a central component of the 
contemporary museum (Task Force on Museum Education, 1992). Hein (2006, pp. 342) 
described museums as non-profit making, permanent institutions in the service of society and of 
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its development, and open to the public for purposes of study, education and enjoyment, material 
evidence of people and their environment. In museum education, interpretation of the total 
environment is paramount to learner understanding and creates a bridge between the object and 
observer. It has been long understood that interpretation supported by passive “this is” 
experiences in which the tourist reads a label on an exhibit is inferior to more active experiences 
such as role playing historic personalities and experimentation. Interpretation begins not with 
arrival of the tourist to a museum site or from the initial presentation given by a docent, but from 
the reconstruction of the environment in the mind’s eye prior to arrival (Hirsch & Silverman, 
2017). The role of the cotemporary museum educator in supporting the design and development 
of museum learning experiences has recently evolved. Previously considered as uninformed 
outsiders by curators, tourism educators now serve as an integral part of museum development 
teams. Museum educators are implementing both onsite and virtual programs of instruction 
spurred by advances in telecommunications technology and are seeking best practices for their 
implementation. Moore (2015) explained that while technological mediums such as Google 
Hangouts, massive open online courses (MOOCs), and Twitter messages enable museum 
educators to reach a broader and deeper audience, that higher numbers of attendees is not an end 
it itself. Such expansion requires museum educators to obtain greater fluency in knowledge of 
world affairs, cultural norms and values, foreign language, and in developing culturally diverse 
teaching strategies. The 2008 Survey of Public Participation in the Arts (Rep, No. 49) (2009) 
described a recent shift in how museum attendees are participating and learning in museums. A 
National Education Association Arts Participation Survey reported a steady decline in arts 
participation, including a 30% drop in the core demographic, adults aged 45-54, from 2002 to 
2008. Upon further review of the survey data it was found that participation had not actually 
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decreased, but that attendees had changed how they were participating. They were instead 
engaging using e-books, smartphones, iPads, podcasts, website tours, and other ways. Future 
uses of such technologies are anticipated to include fully immersive interactive programming in 
which the museum attendee becomes the protagonist within immersive story telling. However, 
finding balance between real world offerings at the physical museum place, such as exhibits and 
tours, must be balanced with offerings provided through virtual museum places, such as virtual 
exhibits and tours. A construct created by Leach (2007) details 4 different kinds of contextual 
domains that can comprise the museum as a place in which museum objects exist and which 
possesses important implications upon how objects are experienced. The domains include the 
physical place domains of origin and display and virtual place domains of creator and 
experiencer-object. The origin domain deals with the physical geographic or cultural 
environment from which and objected was created and asks attendees the question “Where did it 
come from?” The creator domain is a virtual place composed of the act of object creation, which 
is a reflection of the ideas and experiences manifested in the object by its creators. Creator 
domain object attributes may start with the creators or the object itself and then ask the question 
“Why did they create the object?” The display domain is the physical setting in which an object 
exists and defines the relationship of objects to the physical environments that surround them. 
The museum itself serves as a display domain which is defined by its objects. The display 
domain is also notional and is shaped by the memories, presentence, thoughts, and actions of 
attendees viewing the object in the physical environment. The experiencer-object domain is 
comprised of the time and place of individual engagement of people with objects. The interaction 
is a virtual and temporary one in which intangibles of memory, learning, and meaning making, 
come together. 
17 
 
Sobel and Jipson (2016) discussed the need to provide museum learners with agency and 
adaptive expertise in order for learners to exercise control over what is learned and to respond to 
novel problem spaces. In opposition to traditional expertise, which is focused around deep and 
well-structured learning experiences, adaptive expertise focus upon progressive problem solving, 
pursuing learning goals at the edge of one’s competency, and mitigation of ambiguity. Invitation 
to co-create the curriculum is important in cultivating agency and adaptive experience and is in 
alignment with Mathis, et al.’s (2016) discussion of co-creation of the entire tourism experience. 
A current challenge to museum educators is how to maintain a high level of agency in older 
children who tend so spend less time at interactive exhibits than younger children. 
 Merrill’s First Principles of Instruction (Merrill, 2002) are widely accepted in the field of 
instructional design and have been implemented successfully across multiple learning contexts, 
such as corporate and blended settings. The principles hold that learning is promoted when (1) 
learners are engaged in solving real world problems, (2) existing knowledge is activated as a 
foundation for new knowledge; (3) when new knowledge is demonstrated to the learner; (4) new 
knowledge is applied by the leaner; and (5) when new knowledge is integrated into the leaner’s 
world. Nelson (2015) investigated if the principles could be successfully the museum education 
context. Principle 1 is leveraged implicitly as each learner comes to a museum with different 
types of problems that they may want to solve since they are not formally directed by a teacher, 
such as supporting endangered plants and animals. Museums explicitly support the principle by 
including attendees in activities that may help support local cultural heritages and by leveraging 
exhibit objects and locations for use in role playing and meaning making. Principle 2 applies 
strongly as museum attendees arrive with knowledge and interact with objects that may be useful 
in activating memory and interests. Principle 3 includes demonstration of hands-on exhibits, 
18 
 
activity tables, and others by museum staff to learners. Principle 4 applies to the application of 
new knowledge, after seeing effective demonstrations or interacting with learning objects. 
Principle 5 includes emphasis upon new knowledge generation with respect to meaningfulness to 
the lives of the attendees, in order to relate learning to the needs of the community. 
Augmented, Virtual, and Mixed Reality in Education 
Research of collaborative AR and VR in general is informed primarily by context-
specific instances of instructional product design and development and by a few theoretical 
models, preparing the way toward a unified theory (Bower, Lee & Dalgarno, 2016). A significant 
share of collaborative AR and VR research has focused upon design and development of dual 
reality objects that exist in the both real and virtual worlds. For example, evaluation of dual 
reality objects in collaborative AR and VR construction design activities were found to be 
superior to real-world and manual design activities across several aspects (Ayer, Messner, & 
Anumba, 2016; Dunston, et al., 2003). Rios (2016) proposed a collaborative AR and VR theory 
for formal learning environments that details an architecture and pedagogy for distributed dual-
reality objects for learning in electronics education. Salimian (2015) discussed dual reality 
objects in relation to mitigation of presence disparity in which co-located collaborators tended to 
focus more upon one another and less upon remote collaborators. In AR collaborative research 
Martín-Gutiérrez, et al.  (2015) developed several electrical engineering AR inquiry-based 
learning tools and administered them to students and found positive results with regard to 
effectiveness and efficiency in the use of the tools and found high measurements of student 
attitude regarding learning motivation. AR collaboration is also discussed with respect to its 
great potential, especially with regard to its use with mobile devices. However, the study itself 
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implements AR collaboration in the form of students in the classroom having discussions about 
what they are seeing on the same AR device and not AR device-to-AR device collaboration.  
With regard to VR-to-VR collaboration Pellas (2016) conducted a literature review of 
principles of learning theories and models that influenced the development of CSCL and 
developed a theoretical model for design guidance for e-Education in virtual worlds. The 
resultant model contains six phases including: 
1. distribution and interrelation for a new “knowledge field” with socially constructed 
processes in a virtual world,  
2. creating the contextual background and explaining members the meaning of the “shared” 
knowledge field,  
3. describing and negotiating the situation of a learning progression,  
4. the conjunction of novel gains of this framework and designing further actions, 
5. the engagement of students with the learning material, and 
6. final knowledge reports.  
Mixed reality technology use in education is in the formative stages. Bacca, et al. (2014) 
reviewed 32 educational AR studies published between 2003 and 2013 and found that, while a 
considerable amount of educational AR literature had been published, that research in this area 
was still in in its infancy. In a literature review of the effectiveness of VR learning environments 
Goodwin et al. (2014) found over-reliance upon learning technologies, a lack of focus on the 
ways in which the technologies facilitate learning, and an absence of comprehensive 
instructional strategies and supporting design practices. O’Shea and Elliott (2016) evaluated 79 
educational AR applications (apps) to determine the level of their educational value and found 
most of the apps provided weak value. Only five of the 79 apps provided some educational 
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value. Potential barriers to development of the apps included limited (1) lack of resources to 
foster effective use of technology to facilitate learning, (2) poor infrastructure in educational 
settings, (3) adverse policy and politics, and (4) immature nature of AR. In a literature review of 
CSCL scripts in persistent virtual worlds, Pellas (2016) found that many studies focused upon 
data processing related to teamwork and its use in achieving an efficient model of cooperative 
activity. However, no well-rounded and comprehensive approach was identified for the 
facilitation of efficient management and processing activities for group activities. 
Augmented, Virtual, and Mixed Reality in Tourism and Museum Education 
Tourism education and AR research has focused around formative styles, conventions, 
and recommendations for user-friendly design including reduction of cognitive load, 
incorporation of appealing features, situating learners in-person or virtually within visit 
locations, and virtual tour guides (Engberg & Bolter, 2014; Harley, Poitras, Jarrell, Duffy, & 
Lajoie, 2016). Harley et al. (2016), also discussed the development of a mobile AR application 
that adopted the recommendations and found it to be effective in contextualizing visualized real 
locations versus actual historical locations, supporting affective performances, supporting 
production-level learning experiences, reducing cognitive load associated with learning about 
locations, providing background scaffolding, and reducing the number of questions typically 
asked of a virtual guide. Hassan and Jung (2016) discussed the suitability of AR for tourism 
education and marketing. The use of AR in marketing is discussed as emergent and useful in 
providing tourists traveling in unfamiliar locations with personalized, pertinent, and rationalized 
information. However, several challenges prevent AR marketing from mainstream use as AR is 
still viewed as a technological innovation. The tourism marketing academic community has not 
yet adopted the theoretical concepts and knowledge exchange necessary for AR for teaching to 
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tourism marketing curriculum. Cranmer, Jung, and Miller (2016) showed that by placing tourist 
site location name callouts into augmented reality that site sustainability increased when 
compared to having to place physical signs into the environment. Angeletaki and Carrozzino 
(2014) fielded two “immersive books” designed to represent two ancient manuscripts too fragile 
to handle physically for use by children between 12 and 19 years old. It was found that there was 
a positive impact upon learning when using the immersive books and while preserving the 
manuscripts.  
Museum education VR research has focused around virtual exhibit advantages and 
disadvantages (Dumitrescu, Lepadatu, & Ciurea, 2014). The advantages of VR exhibitions are 
described as easy to add or change components and to create electronic duplicates of fragile 
artifacts. Their disadvantages are described as being supported by a low digitization process that 
limits the availability of comprehensive cultural collections and the lack of available new 
business models and interactions between stakeholders who would design, develop, and field the 
exhibits. Kostoska, Baez, Daniel, and Casati (2015) found that older adults could understand the 
presented content, follow a virtual tour, and could engage in contextual conversation around 
virtual exhibits that they had experienced. 
Instructional Design Theory for CSCL-ARVR Design 
 
The literature surrounding CSCL-ARVR suggests that both new instructional design 
theory and development guidelines are required to define CSCL-ARVR in museum education 
and enact cogent practice. In its totality, CSCL-ARVR in museum education presents a new 
potential complex, composite of theories and practices which build upon other, supporting 
theories and practices of varying levels of maturity and acceptance.  The scope of the need for 
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new theories and practices may be best understood by unpacking the supporting theories and 
practices comprising CSCL, AR, VR, and museum education.  
CSCL Instructional Design  
 Instructional design supporting CSCL experiences are grounded in constructivist learning 
environments which enables learners to share experiences and collaboratively reflect upon them. 
CSCL supports learners in the development comparison and understanding of multiple 
perspectives on a given problem. In CSCL knowledge and tools required for the completion of 
tasks related to problems are distributed amongst group members such that no one individual 
may solve the problem. In this context learning is distributed amongst the group within its pooled 
knowledge and tools into distributed cognition (Richey, Klein, & Tracey, 2011). In a study 
CSCL argumentation systems a group of fourth and fifth graders discussed stories on-line with 
an adult moderating the exchange. The students exhibited high levels of participation and 
snowball effects for eight argument stratagems. In addition, the quality of student stratagems was 
high and included a full range of elements of argumentation including explicitly formed 
arguments, appeals of evidence, counterarguments, and hypothetical reasoning (Jonassen & 
Land, 2012). 
 CSCL scripts provide support to learning activities by structuring interactions which 
include task distributions, role distributions, turn taking, and completing work phases and tasks. 
By providing scripts, instructors enable structured collaboration that provides clear lines between 
the distribution of knowledge and rules amongst collaborating learners. Collaboration scripts 
consist of at least five components including learning objectives, type of activities, sequencing, 
role distribution, and type of representation. Two types of scripts are distinguished including 
micro and macro scripts. Micro-scripts comprise argumentation models and macro-scripts 
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comprise the sequence of activities that groups of leaners carry out. Learners execute external 
and internal log scripts during CSCL activity. External log scripts correspond to the storyboard 
used during a training session. Internal log scripts are comprised of mental structures that 
represent the scenario, which may evolve from previous understanding of similar mental 
representations of the scenario (CSCL script, 2017). The proposed study will use the discussed 
CSCL script design in the design of the CSCL learning experience for Co-Tour. 
AR Instructional Design 
 Instructional design supporting AR learning experiences consist of a variety of 
approaches, including game-based learning, place-based learning, participatory simulations, 
problem-based learning, role playing, studio-based pedagogy, and the Jigsaw Method (Wu, Lee, 
Chang, & Liang, 2013). Approaches have been applied to AR-to-AR collaborative learning 
experiences in the past in higher education land and town planning, chemistry and molecular 
biology, and electrical engineering, but without didactic material for continued use (Martín-
Gutiérrez, Fabiani, Benesova, Meneses, & Mora, 2015). However, no theory of collaboration in 
AR-to-AR environments was found to exist.  
Of particular interest is the use of game-based learning as an instructional approach. It is 
anticipated that a combination of game-based learning, place-based learning, and participatory 
simulations approaches may best align with the needs of tourists. For example, a survey of 4026 
participants by Rinker (2014) found that the top drivers of cultural activity engagement included 
entertainment (n=93%) and socialization (n=83%). Game-based learning and participatory 
simulations possess facets that help address both of these tourism priorities, while place-based 
learning underlies the entire experience of both those who physically experience a museum and 
those who visit one virtually. In addition, problem solving is inherent to game-based learning, 
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with the addition that game-based learning focuses upon affect the use of game content and 
mechanics for the enhancement of knowledge and skills through engagement in problem solving 
activities and through challenges that provide learners with a sense of achievement (Qian & 
Clark, 2016). Therefore, problem-based learning will be useful in addressing driver priorities, by 
extension through game-based learning. 
Of particular interest is a study by Rios (2016) that found a high degree of participant 
satisfaction and preference of dual-reality objects for use by distributed, collaborating teams to 
work together in collaborative, creative hands-on activities. Dual-reality objects were defined as 
objects that exist both in the real environment and the virtual. The behaviors of which are 
mirrored such that when a user performed an action using a physical dual-reality object, that the 
output of the action played out on both the physical object and on its virtual counterpart, and 
vice-versa for actions performed against the virtual object and its physical counterpart. Future 
design considerations for collaborative activity included use of voice communications instead of 
text-chat communications, the consideration of the personal level of acceptance of individual 
participants toward group activities, and limiting group size to three individuals for equitable 
participation. 
Rowe (2015) discussed the way that tourists’ experiences change when visiting an exhibit 
individually in contemplative mode compared to co-visiting an exhibit in social mode. In 
contemplative mode, tourists were more aware of exhibits and less aware of each other paying 
the exhibits more deference as if afraid to break the spell of the exhibits by talking or taking a 
picture with a smartphone.  In social mode, tourists become more aware of each other and less 
aware of the exhibit, as well as less deferential to it. The greater the number of tourists co-
visiting an exhibit, the greater the tendency toward playfulness and the less toward awe. Co-
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visiting also, often created more active tactile and tangible forms of interaction with an exhibit, 
including touching exhibits, moving around exhibits, and acting with less inhibition. In social 
mode, tourists were more likely to photograph the exhibits and themselves with the exhibit using 
a smartphone. Groups of 10 or more tourists lowered the inhibitions of individual tourists and 
increased the tendency to be playful and to interact with exhibits. It is anticipated that the effects 
of social mode would enable study participants, who are strangers to one another, to be more apt 
to communicate, jointly explore exhibits, to answer questions about exhibits, and to have fun in 
the process. Ideally, the study would need to balance between the maximum number of 
participants for equitable participation for dual-reality object interaction (n=3) as suggested by 
Rios (2016) and the minimum for social mode (n=10), as noted by Rowe (2015). However, the 
minimal number for achieving social mode was achieved using a large, room-sized exhibit and 
the exhibits in the current study are intended to be contained in a much smaller space. Therefore, 
a smaller minimum for social may be appropriate. 
 Wu et al. (2013) discussed features and affordances of AR as compelling features for 
education purposes including (1) enabling learning content in 3D perspectives, (2) ubiquitous, 
collaborative and situated learning, (3) learners’ senses of presence, immediacy, and immersion, 
(4) visualizing the invisible, and (5) bridging formal and informal learning.  The enabling of 3D 
perspectives enhances learning though interaction of virtual 3D objects, augmented visual 
perspective of objects for understanding, and through co-use with real-world 3D object 
equivalents. Ubiquitous, collaborative, and situated learning is enabled through use of mobile 
devices, wireless connections, and location registration technology, which in turn, may support 
portability, social interactivity, and context sensitivity. Learner’s senses of presence, immediacy, 
and immersion are supported in AR by providing a mediate space that gives learners a sense of 
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being in a place with others, recognition of community of learners, and verbal and nonverbal 
cues. The visualization of invisible phenomena, concepts and events is achieved using 
superimposition of 3D virtual objects over real objects. The bridging of formal and informal 
learning may be achieved by providing AR learning experiences that operate in both formal and 
informal learning venues. This study considered use all of the aforementioned affordances in the 
design of the AR learning experience. 
VR Instructional Design 
Embodied and Enactive Cognition (EEC) is an emerging concept in the area of Virtual 
Reality Learning Environments (VRLEs) that posits that knowledge is inherent in the movement 
of the body itself and is not solely attributed to mental processes, such as positioning the body to 
catch a baseball. Movement is important in VR learning experiences as learner body movement 
serves as input to VRLEs. Goodwin et al. (2014) argued that VR learning experiences draw 
heavily against traditional instructional design practices, without regard to the unique nature of 
VRLEs and proposed a new instructional strategy grounded in EEC that rejects cognitivist theory 
in favor of a unified mind-body theory as an alternative. Two variants of EEC learning design 
were proposed including psychomotor design and cognitive design into a Structured Enactive 
Engagement in Learning (SEEL) instructional strategy. SEEL is proposed as a framework from 
which to guide the development of instructional design of VRLEs and is not meant to replace 
current theories. It consists of five phases including analysis of instructional context, analysis of 
instructional resources, establishment of the learning environment, guidance of learning, and 
analysis of learning outcomes. Melcer and Isbister (2016) similarly discussed the need for EEC 
design guidance and proposed a framework that unifies numerous and varying design approaches 
for embodied learning systems and defines their descriptions, categorization, and evaluation. 
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Embodied cognition, like what Goodwin et al. described regarding embodied and enacted 
cognition, posits that cognition occurs both in mind and body. This study considered aspects of 
EEC design of the VR learning experience. 
Collaborative ARVR Instructional Design 
With respect to human computer interaction for learners collaborating across AR and VR 
mediums, Datcu, Lukosch, and Lukosch (2013) measured presence, workload and situational 
awareness using a mixed reality implementation of a collaborative, colored block tower building 
game, as a scaled down experiment meant to enrich knowledge regarding collaborative crime 
scene investigation. The study compared the experiences of a remote VR player participating 
using a desktop computer and two co-located and AR goggle wearing participants using their 
hands to manipulate augmented blocks. A group of 15 users organized into five groups 
participated in the study. Similarly, a game was played with physical blocks for comparison. 
With regard to presence only 27% of AR players found placing the blocks with a mouse as 
natural and 90% of the co-located participants found placing the blocks with their hands natural, 
although, 80% of AR players were able to examine objects in the environment. All physical 
game players could concentrate on the assigned tasks other than on mechanisms used to perform 
those tasks. With respect to workload 27% of players in the physical and AR setups mentioned 
the game being mentally demanding. With regard to situational awareness 87% of physical setup 
players and 80% of AR players indicated that the game caught their attention. Both physical and 
AR player setups reported similarly high percentages for perception of actions of other players 
(n=93%), and understand the action of other players (n=93%). This study considered the 
outcomes of the Dactu et al.’s study with regard to cogent collaboration across AR and VR 
learning experiences. 
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Summary of Chapter 2 
 
In Chapter 2 the literature review presented tourism education as in a state of significant 
change of its core philosophies and underlying organization and knowledge system. Key among 
challenges is avoidance of status-quo teaching and practice of vocations in which practitioners 
possess little regard for underlying philosophies. Contemporary museum learning was discussed 
with a focus upon that ways that museum tourists experience exhibits and the evolution of 
museum educators from outsider to integral component of museum development teams.  
Theoretical models for the design and development of AR and VR educational experiences are 
discussed in both general and museum education environments where design and development 
guidance was found to be sparse. While few instances of the use of these mediums were found in 
museum education, the majority of those experiences focused around the creation of virtual 
exhibits. 
Instructional design theory for potential use in CSCL-ARVR design was discussed. 
Several of the identified models informed the development of the current study and resultant 
formative instructional design theory. Social constructivist learning theory was anticipated to 
play a prominent role underlying the selection of learning approaches supporting the effort 
including CSCL and GBL. CSCL scripts were of interest for designing the roles, responsibilities, 
content sequence, and script logs supporting the experience. GBL was of interest in support of 
informal learning at museums in which learners expect to both learn and be entertained. 
Embodied and Enactive Cognition was an emerging concept of interest in the area of VRLEs that 
posits that knowledge is inherent in the movement of the body itself and is not solely attributed 
to mental processes and will be considered in pursuit of instructional theory development. 
Finally, it was anticipated that human-computer interaction in any instructional prototype would 
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require a formative approach to elaborating the best avenues for users of AR and VR systems to 
collaborate together cogently.  
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Chapter 3 
Methodology 
 The goal of this study was to conduct formative research using a holistic single use case 
to develop a new instructional design theory that can be used to guide the creation of CSCL-
ARVR instructional products. The methodology section details the formative research process 
that provided the research framework for the study.  
Formative Research Introduction 
 
 Formative research is a type of developmental research or action research used to 
improve or create design theory for instructional practices or processes. Similar research 
methods have traditionally been used in the research of organizational impact of computers in 
schools. Similar research has emerged from groups of researchers conducting experiments 
regarding the design, implementation, and analysis of change of practices involving numerous 
collaborators, particularly those of researchers, practitioners, and teachers. Formative research 
focuses upon how to use formative feedback to make modifications to a proposed instructional 
design theory or model, as opposed to traditional qualitative and quantitative research 
approaches that focus upon descriptive knowledge. Value is placed upon case study and 
formative evaluation approaches that better serve the early stages of development (Reigeluth & 
Frick, 1999).  
Application of Formative Research in the CSCL-ARVR Study 
The formative research approach for this study describes the major steps required to 
address the research problem and to accomplish the stated goals, including a discussion of 
research methods. A formative product design and development approach was adopted to 
provide a CSCL-ARVR museum education research instance. Qualitative methods were 
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employed to include instructional product use automated field observation and focus group 
interviews, as typical of case study and pragmatism approaches to qualitative research (Creswell, 
2012). A demographic and domain specific interest survey was administered to inform the 
participant selection process. The results of the study were used to create recommendations for 
the design and development of future CSCL-ARVR instructional products for museum education 
and were useful in instantiating future theory (Richey & Klein, 2007). Formative research phases 
instantiated for the design of new theory (Reigeluth & Frick, 1999, p. 633) in this study are 
presented in Table 1: 
Table 1. Formative Research Phases 
Phase Description 
1. Create a case that will help generate 
the design theory 
Creation of a case using theories and researcher 
intuition, trial and error, and experience. 
2. Implement the design for deployment 
of a prototype 
Prototype design, development, and deployment 
within a museum host site. 
3. Collect and analyze formative data on 
the prototype 
Collection and analysis of formative data on the 
prototype using collection protocols administered 
to two groups of four participants. 
4. Revise the prototype using initial 
recommendations as guidance 
Revision of the prototype using initial 
recommendations as guidance. 
5. Repeat the data revision cycle Repeating of the data collection and revision cycle 
across iterations administered to one existing group 
of four participants. 
6. Fully develop the tentative theory for 
future guidance 
Developed of a tentative theory for future guidance. 
 
Design and Access Permissions 
 
     Design and access activities at the host museum location required permission from 
location administrators. Permission requests included (a) access to curators and tourism 
educators for solicitation of information regarding the existing program of instruction, site, and 
exhibits; (b) approval of design approach by tourism site staff, (c) and dedicating a location 
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within the host museum site to house VRC participants. The executed Permission to Conduct 
Research Letter is found in Appendix A.  
Participant Data Collection  
Permission was granted by host museum location administrators for the collection of data 
from participants who used the prototype at the host museum site. Permission requests included 
(a) conducting screen recording of participants using the ARCs and VRCs, (b) audio recording of 
conversation between participants using the ARCs and VRCs, and (c) audio recording of focus 
group discussions with participants. The researcher has completed training in human research. 
The researcher Collaborative Institutional Training Imitative – Human Researcher Coursework 
Requirements Report is found in Appendix G. 
Phase 1. Create a case that will help generate the design theory 
The researcher created a case that helped generate the design theory using a CSCL-
ARVR prototype design informed by supporting theories from literature and from researcher 
intuition, trial and error, and experience. The selected case included a general museum 
exploration design which is reflective of a typical museum visit in which the learner viewed 
exhibits, read exhibit callouts, and discussed exhibits with co-visitors. A host museum was 
selected in order to provide an authentic environment in which to exercise the case and the 
planning of co-visiting and learning activities at the site for consistency with those typically 
experienced by groups of learners visiting museum. The instructional design and implementation 
of Co-Tour provided information regarding production design and construction. The elements of 
the created case became the basis for the creation of guidelines for the selection or omission the 
elements into formative theory in order to position the case as an instance of the theory. 
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Phase 2. Implement the design for deployment of a prototype 
The researcher designed, developed, and deployed an instructional product prototype 
within an authentic museum host site. The prototype was subject to expert review of content and 
user interface evaluation during the development phase (Richey & Klein, 2007). Review was 
subject to the design expertise of the researcher who is a user interface designer skilled in the 
design, implementation, and evaluation of interfaces using Common Industry Format (CIF) 
reporting, World Content Accessibility Guidelines (WCAG), Section 508 of the Americans with 
Disabilities Act, and design heuristics provided by Neilsen (2005) and Pierotti (1995). Co-Tour 
development was conducted with respect to the following quality criteria: 
1. conducting a needs assessment to determine instructional product characteristics, 
2. establishing an instructional product prototype,  
3. avoiding sequencing effects in instructional product use tests,  
4. insuring neutrality of instructional product users, and 
5. training users on proper instructional product use, basing instructional product 
refinements upon replicated testing.  
Instructional Product Setting Definition 
The host setting was selected from a list of candidate museum locations based upon 
location potential to meet requirements of the research approach and to mitigate risks. The 
selected host location met the following environmental controls:  
• be an indoor environment,  
• provide space for navigation including multiple hallways and rooms, 
• allow deployment of Wi-Fi point(s) or allow use of in-house points, 
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• allow tracking of participants locations, audio recording, and screen capture recording on 
the ARCs and VRCs; 
• allow participants to talk using client-to-client voice communication, 
• contain premises and exhibits that may be laser scanned for production and deployment 
of 3D museum and exhibit models to ARCs and VRCs, and 
• contain multiple exhibits. 
The preceding environmental controls were designed to mitigate the following intervening 
variables and or risks:  
• washing out of indoor location tracking optical sensors by sunlight, 
• insufficient physical space to collect data on the experience of indoor navigation, 
• dependence upon data communication networks outside of control of the researcher, 
• simultaneous, manual observation of several ARC and VRC participants may introduce 
human error into data collection, 
• locations may prefer that participants abstain from talking using devices to control noise 
level, limiting data collection for analysis;  
• locations may prohibit reproduction of premises and exhibits for visualization and 
interaction in the ARC and VRC, and 
• lack of exhibits and their distribution around the location would limit the scope research. 
The Fort Ligonier museum accepted the Permission to Conduct Research Letter 
(Appendix A) and was selected as the host museum site. The Fort Ligonier Director of Education 
has been issued the Site Approval Letter found in Appendix J. An 8-acre portion of the fort has 
been preserved from the time of the French and Indian War, where the museum has been built up 
next to the fort. According to the Fort Ligonier Web site (Fort Ligonier, 2017) “During the eight 
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years of its existence as a garrison, Fort Ligonier was never taken by an enemy. It served as a 
post of passage to the new Fort Pitt, and during Pontiac’s War of 1763, was a vital link in the 
British communication and supply lines. It was attacked twice and besieged by the Native 
Americans, prior to the decisive victory at Bushy Run in August of that year. In March 1766, 
Arthur St. Clair was appointed civil caretaker, and Fort Ligonier was decommissioned from 
active service.” The museum met all stated controls required for hosting the study at a museum.  
Instructional Product Participant Definition 
ARC participants were defined as local participants who are situated at the physical host 
museum location and who walked around in the location and its exhibits. VRC participants were 
defined as remote participants who were also located at the physical host museum location, but 
who were physically, visually, and audibly separated from ARC participants. VRC participants 
were also hosted at the host site, even though they are considered “remote” for purposes of the 
study. This stated versus actual location disparity was in the interest of controlling intervening 
variables such as incongruence of physical setup and lack of control of distractions associated 
with off-site hosting of participants. In order to recreate the conditions in which VRC 
participants would use the instructional product in a real world and remote setting, the researcher 
secured a staging area in the museum lobby where VRC participants used the instructional 
product prototype. 
The target participant profile consisted of active school-age college students aged 18-29 
years, which are persons most likely to own and use AR or VR equipment and who are most 
likely to want to learn something new at a tourist location. Anderson (2016) showed that 
individuals are more likely to own a smartphone if they are college age students comprising the 
18-29 age group (n=86%) and have some college experience (n=75%) on average. Individuals 
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comprising the same age group (n=78%) and educational level (n=81%) were also found to be a 
predominant demographic within the computer ownership group (Anderson, 2016). Tostada, 
Wang, and Jia (2017) found that the younger an individual is the more likely individual will be 
interested in VR. Individuals ages 18-34 (n=75%) are also more likely to agree to trips to cultural 
locations where they can learn something new and such trips are more memorable to them 
(Travel Industry Association of America TravelScope Survey, 2003).  
The Fort Ligonier Director of Education has volunteered to aid in the recruitment process 
by reaching out to Saint Vincent College of Latrobe, PA to ask professors there to provide the 
researcher’s Participant Recruitment E-mail (Appendix K.) to students. For this purpose, the 
researcher prepared a Letter of Assistance of Solicitation of Participants for Research Study 
Letter (Appendix L.) for approval and distribution to the director. Upon approval by all 
institutional stakeholders, candidate participants will be administered the Demographics and 
Domain Interest Survey (Appendix B.) for data collection and participant selection from within 
the Saint Vincent College, Education Department undergraduate student population. 
The candidate selection process was conducted using 3 phases including demographic fit, 
interest fit, and safety fit. During all phases, the Demographics and Domain Interest Survey 
(Appendix B.) will be used to determine candidate fit for the study. During the demographic fit 
phase candidates were evaluated to determine if they fell within the age criteria of 18-29 years. 
Candidates would be dismissed if they fell outside of the target age group. Gender demographic 
data for inclusion or exclusion of a portion of the study was considered in the case of females 
who report moderate to severe symptoms with regard to question 7. “Indicate how much each 
symptom below affected you as you played a simulation, video game, or virtual reality that 
placed you within a virtual world.” Females are particularly susceptible to simulator sickness 
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(Park, Allen, Fiorentino, Rosenthal, & Cook, 2006) and were given this additional consideration 
for inclusion it the VR portion of the study, for their comfort and safety. 
 During the interest fit phase candidates were evaluated against their expressed opinion of 
AR and VR technology using questions 3 and 4. If candidates expressed an overall negative 
opinion of AR and or VR technology they would be dismissed from the study. Participants 
expressing a negative opinion of AR, but not VR, or vice-versa would not be selected as a 
participant for use of the negatively expressed technology, but might be selected for use of the 
positively or neutrally expressed technology. Questions 5 and 6 were designed to further inform 
the researcher of candidate participant level of experience using VR technologies, which, if not 
reporting simulator sickness in phase 3, were anticipated to provide good candidacy for 
participation in the VR portion of the study. 
During the safety phase, questions 7 and 8 were used to determine if any special medical 
consideration should be made for candidates that may be predisposed to simulator sickness. 
Question 7 presents the Simulator Sickness Questionnaire (SSQ) which was designed to assign a 
weighted symptom value of none (n=0), slight (n=1), moderate (n=2), or severe (n=3).  A total 
score per symptom category of nausea (N), oculomotor (O), or disorientation (D) is determined 
using the formulas N = [1] x 9.54, O = [2] x 7.58, and D = [3] x 13.92. The total severity (TS) 
score across each symptom for all symptom categories is TS = [1] + [2] + [3] x 3.74. The 
possible scoring ranges across each symptom category is depicted in Table 2. 
Table 2. Possible SSQ Score Ranges 
Severity Nausea Oculomotor Disorientation TS 
None  0 0 0 0 
Slight  66.8 53.1 97.4 78.5 
Moderate  133.6 106.1 194.9 157.1 
Severe  200.3 159.2 292.3 235.6 
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Participants expressing a moderate to severe level of SSQ or vice-versa would not be 
selected as a participant for the use of virtual reality technology, but could have been selected for 
use of augmented reality technology 
Instructional Product Design and Development 
    The instructional product prototype was designed as a GBL instance in collaboration with 
curators and educators working at the host museum location and was focused around an 
exploration metaphor in which participants took on one of several available roles comprising an 
explorer team. Prior to start of participant trials, content to participate and facilitated instructions 
for product use were administered to participants. The Consent to Participate in Research Study 
text is found Appendix C. A live demonstration of the Co-Tour was planned for the staging area, 
but was dropped due to lack of resources. Execution of the instance began with a group of 
participants selecting explorer roles through a game lobby interface. The participants underwent 
a number of trials in which they individually and collaboratively examined 3D virtual exhibits 
using visual inspection. A shared spatial manipulation component that included rotation and 
zoom for one-to-one and one-to-many control was planned, but dropped due to lack of resources. 
The exhibits only disclosed concepts about themselves as related to the examining participant’s 
role. Virtual exhibits became available for examination when ARC participants were within 
physical proximity of the real-world exhibit and or when VRC participants were within virtual 
proximity of a virtual representation of the exhibit. During individual exhibit examination, each 
participant-role player examined virtual exhibits in order to log exhibit concept information into 
an exhibit notebook, also provided in the product. At the conclusion of individual examination of 
exhibits, participants used gathered exhibit notebook information to answer individual learner 
and team multiple-choice questions regarding the exhibit. 
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After individual examinations of virtual exhibits are complete, the participants 
collaborated to answer questions about the same exhibits, by bringing their new role-based 
knowledge to bear. Group questions posed about exhibits concepts were designed as 
collaborative multiple-choice questions (CMCQ) to measure knowledge, comprehension, and 
application in support of CSCL processes (Valdivia & Nussbaum, 2009). Individual CMCQs 
could not be completed without the contributions of participant holding the relevant exhibit 
information distributed for their role. The participant in a lead explorer role launched the 
collaborative CMCQ sessions and answered questions on behalf of the group. During the group 
question phase, all other participants could see the selection of answers by the lead on their own 
devices to follow along and to maintain situational awareness. The visiting of exhibits and 
convening of group question and answer sessions was be designed as CSCL macro-script in 
which the participant-role players may follow a linear or non-linear order. An individual and 
team score was maintained as both an affective and motivational element and as an indicator of 
the group efficacy of the team in answering questions. Figure 2 depicts the Co-Tour concept and 
its combinatorial facets. 
 
Figure 2. Co-Tour Prototype Concept Diagram. This figure depicts the conceptual components of 
the prototype and combinational facets. 
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During the group question phase, it was planned that the lead explorer control spatial 
manipulation associated virtual exhibits so that the results of the manipulation of the exhibits are 
viewed by all team members in real-time. However, this design element was dropped due to a 
shortage in resources.  
Phase 3. Collect and analyze formative data on the prototype 
The researcher collected and analyzed formative data on the instance using survey, 
observation, and interview protocols. Participant surveys often precede the use of interviews, 
which are used as a follow-up activity in design and development research (Richey & Klein, 
2007).  
Data Collection 
 Data collection within survey protocol was conducted using a Web-based survey format. 
Web-based surveys are becoming the norm for collection of data across a variety of research. 
The use of surveys eases the burden of the collection of data from participant dispersed over a 
wide geographical range and aids in the production of data files containing survey results 
(Richey & Klein, 2007). Before data collection began, the participants were required to submit a 
waiver to consent for participation in the study (Appendix C.), authorizing release of non-
attributed data from the evaluation to the researcher. 
Data collection within observation protocol was conducted by software automatically as 
participants complete user trials within Co-Tour. Computer technology provides the capability to 
collect accurate time data and product usability data in a fast and cost-effective manner (Richey 
& Klein, 2007). Collection was focused around a number of anticipated behaviors including 
navigation, examination of exhibits, and the answering challenge questions within both 
individual and collaborative contexts. Data collected in this manner was predominantly 
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qualitative and depended upon participant verbal descriptions of their behaviors or descriptions 
of behaviors as observed by the researcher. 
Data collection within interview protocol was be conducted as a semi-structured focus 
group interview designed to ensure that all content was covered and that similar prompts were 
used with each participant, while providing room to pursue conversation that, while not part of 
the structure, was believed to hold value in code, theme, and theory construction. The study 
collected data about anticipated participant experiences directly following the commission of the 
experiences at the host museum site. Data collected in this manner was predominantly qualitative 
depended upon verbal descriptions of experiences as provided by participants. Observation of 
participants for data collection was controlled by the Field Observation Guide located in 
Appendix D. 
Data Organization and Analysis Phases 
Data organization and analysis was completed using six phases including data 
organization, data reading, describing data into codes and themes, classifying the data into codes 
and themes, interpreting the data, and representing and visualizing the data (Creswell, 2012, pp. 
190-191). The data organization and analysis phases are described in Table 2. 
Table 2. Data Organization and Analysis Phases 
Phase Description 
1. Data organization Determination of the nature of the research and the 
development of the research questions.  
2. Data reading 
 
Reading of data collected through automated field 
observation and focus group interview. 
3. Describing data into codes Codification of the data using the descriptive coding 
method.  
4. Classifying data into themes Organization of codes into categories and themes resulting 
to answer research questions. 
5. Interpreting the data Develop naturalistic generalizations of what was learned. 
6. Representing, visualizing  
    the data 
Presentation of in-depth picture of the case using narrative, 
tables, and figures. 
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Organization 
 
 The researcher organized data by creating and organizing files and raw data sets for 
analysis. The researcher then read collected data sets to create notes and to elaborate initial 
codes. The researcher described the data into codes and themes by creating a detailed description 
of the single holistic use case and its context. NVivo 11© was used to assist in the importing of 
audio and survey data. It was also used to assist in the creation of codes and themes through 
relationship graphs, relationship matrices, hierarchical visualizations, cluster analysis, mind 
maps, and word clouds, as needed. NVivo 11© also provided the capability to use coding stripes 
and highlights for textual analysis (QSR International, 2017). 
Data was traced to established research questions encoded using the alphanumeric 
nomenclature RQn. The designation “UNK” was used in the case that a result was deemed 
significant, but untraceable to research questions. The nomenclature for research questions 
traceability in data collection is depicted in Table 3.  
Table 3. Research Questions Nomenclature 
Nomenclature Research Question 
RQ1 What existing learning and instructional theories can best guide the design of 
a CSCL-ARVR scenario designed for museum education? 
RQ2 What instructional design methods can be applied to guide the design of a 
CSCL-ARVR scenario designed for museum education? 
RQ3 What aspects of the instructional design of the prototype worked with 
learners, what did not work? 
RQ4 What revisions or refinements are needed to improve the instructional design 
a CSCL-ARVR scenario for museum education?   
UNK Results unrelated to research questions. 
 
Data Reading 
 
A general focus group interview and semi-structured guidance approach was used to 
ensure consistency and integrity of voice data collected form the participant group. Interviews 
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were conducted at the conclusion of the use of Co-Tour at the host museum location. All 
gathered data was anonymously linked to participant codes for secure storage. All voice data was 
checked against transcripts to ensure data integrity. Screen capture segment data reading from 
ARCs and VRCs was planned, but dropped due to technical difficulties in the implementation of 
the capture software on the devices. 
Describing Data into Codes 
 Saldaña (2009) described a code in qualitative research as a word or phrase that 
symbolically assigns a summative, salient, essence-capturing, and/or evocative attribute for a 
portion of language-based or visual data. In the current study data for coding consisted of ARC 
and VRC participant voice data. The codes represented and captured the meaning of the data. 
Coding was completed over two iterative cycles until codes were separated into categories and 
were sufficiently segregated and grouped to consolidate meaning and explanation. Codes were 
determined using simultaneous coding method in which patterns were characterized by a number 
of varying forms including similarity, difference, frequency, sequence, correspondence, and 
causation. Descriptive coding was used in order to objectively document and categorize codes.  
A coding and themes spreadsheet was developed to support analysis. Voice data collected 
from the automated field observation and focus group interviews was organized for ease of 
analysis to increase accuracy and findings confidence. A coding and themes spreadsheet section 
was developed for analysis of voice data transcripts into codes and consisted of the following 
format: 
• Participant code name identifying the speaker or screen capture segment source, 
• Date of the focus group interview or screen capture segment, 
• 1 inch margin on left column, 
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• 2.5-inch margin on right column, 
Classifying Data into Themes 
 Themes were elaborated through coding, categorization and analytic reflection and 
represented emergent, subtle and tacit processes. Emergent natural meaning units were noted in 
the left column margin of the coding and themes spreadsheet as associated participant code 
names and transcribed text. Idiographic themes associated with meaning units were situated as 
parent nodes to the meaning units for easy traceability. Categories and sub-categories were 
situated as parent nodes to the idiographic and nomothetic nodes for basic organization of groups 
of themes. The idiographic themes were elaborated for analysis of emergent nomothetic themes 
(Wargo, 2013). A coding spreadsheet themes and category section consisted of the following 
format: 
• Column 1: theme number and theme name, 
• Column 2: associated participant codes for each participant. 
Category (Cn) and theme (Tn) numbers used a parent-child nomenclature Cn.Tn. Category 
and theme numbers and corresponding category and theme names were placed in column 1. The 
participant codes were entered into column 2 corresponding to its theme number and name.  
Interpreting the Data 
The study employed a case study approach to drive the collection of interpretation of data 
including description of the case and themes of the case well as any cross-case themes (Creswell, 
2012, pp. 97-101). Examples of phenomena interpreted included how participants assisted one 
another with site navigation, locating mission team members, discussing facets of exhibits, 
collaborating to solve problems, adopting roles as emergent from the experience and as separate 
from scripted roles, and engagement in casual conversation about their experiences. 
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Interpretation of findings was centered upon prototype design and development processes 
to determine which processes were optimal and to document the conditions, which facilitate their 
use in an efficient and effective manner (Richey & Klein, 2007). During findings interpretation 
data was analyzed using direct interpretation, in which the researcher searched for patterns in the 
data sets in order to identify emergent categorical data and to elaborate potential relationships 
between aggregated categories (Creswell, 2012, pp. 190-191). Analysis was guided using 
pragmatism and social constructivism as interpretive frameworks. Pragmatism focuses upon the 
practical implications of research while social constructivism focuses upon understanding by 
induction through the analysis of the lived experiences of individuals (Creswell, 2012, pp. 24-
28). 
Representing and Visualizing the Data 
Synthesis of codes, categories, and themes was presented as a number of design 
recommendations that were traceable to study research questions. These recommendations were 
further traced to and construct a formative theory of CSCL-ARVR for museum education. 
Representation of findings were prioritized in order of significance. A visual model of the theory 
was provided detailing its various stages for designers and developers to follow. Key supporting 
data was represented as the following, as detailed by Richey and Klein (2007): 
• Project Profile (e.g. scope, resources available), 
• Participant Profiles (e.g. designers, developers, clients, SMEs),  
• Design and development environment (e.g. parent organization, design organization 
characteristics), 
• In-process and retrospective data (e.g. designer/developer performance, problems and 
attitudes, client tasks and attitudes, SME tasks), and 
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• Survey and interview (e.g. design/development experts, disciplinary experts). 
Phase 4. Revise the prototype using initial recommendations as guidance 
 The researcher planned to revise the prototype using initial recommendations as 
guidance, as time and resources permit for the completion of the initial study.  The researcher 
provided developmental agility such that the prototype content and codebase could be modified 
at the host museum site for redesign, compilation, and deployment. It was anticipated that any 
initial, uncovered problems would deal with the user interface due to the novel interaction of AR 
users with VR users. Initial observation and participant feedback identified minor and obvious 
problems with the user interface and network, which were expediently addressed prior to 
subsequent participant use. All issues encountered are discussed in Chapter 4. 
 Problems that did not possess an obvious root-cause or that were conceptually or 
technologically complex were not expediently addressed for recompilation and deployment as 
they require more lengthy elaboration and are subject to description, classification, and 
interpretation. Enhancements that are conceptually simple, but technologically difficult were not 
expediently addressed for recompilation and deployment in order to mitigate the risk of 
introducing new problems into the deployment. 
Phase 5. Repeat the data collection and revision cycle 
The researcher repeated the data collection and revision cycle twice across two 
participant groups. Codification of data is rarely completed properly the first time and typically 
requires several iterations, extreme attention to language and deep reflection upon emergent 
themes (Saldaña, 2009). Similarly, initial data collections may be incomplete or lack integrity 
due to the introduction of new or infrequently tested instrumentation, human error, or unforeseen 
and intervening variables. At the conclusion of each data collection and revision cycle, the 
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researcher assessed the quality of the effort and initiated additional, revised data collections and 
additional cycles of coding and categorization, as necessary. The researcher initiated first cycle 
coding several times with a focus upon refinement of initial codes and categories. Second cycle 
coding was used to rearrange and reclassify coded data into different and new categories. 
Phase 6. Fully develop the tentative theory for future guidance 
The researcher fully developed the tentative theory for future guidance of the 
development of CSCL-ARVR products for museum education. Three different criteria were 
considered for the creation of generalizable knowledge including: effectiveness, efficiency, and 
appeal. Effectiveness is the extent to which an application of the theory, method, or guideline 
attained the research goal in a given study. Efficiency deals with how well the application of the 
theory, method, or guideline meets a desired research goal. Appeal describes the extent to which 
the application of theories, methods, or guidelines creates positive affect in the people who use 
or benefit by them (Reigeluth & Frick, 1999). The researcher focused upon identification of 
design factors that will aid in the in the generalization of knowledge and that would help inform 
the measurement of the described criteria in future studies. 
As codification of data matures into subcategories and major categories for comparison to 
one another then the data begins to approach thematic, conceptual, and theoretical status. When 
combined systematically, themes and concepts provide the framework on which theory may 
stand. Categories serve to organize lower-level, diverse data into themes and concepts provide 
general, high-level, and abstract constructs. The codes-to-theory model used for the current study 
is described in Figure 3. 
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Figure 3. Saldaña, J. (2009). The coding manual for qualitative researchers. Sage [Digital 
Image]. Codes-to-Theory Diagram. Retrieved from 
https://www.sagepub.com/sites/default/files/upm-binaries/24614_01_Saldana_Ch_01.pdf 
 
Richey and Klein (2007) provided three guiding questions for understanding model use 
findings that will be incorporated into the study including: (1) what are the procedures that 
should be followed when using a particular model? (2) which conditions promote successful use 
of the model? and (3) how do you explain the successes or failures that can occur when using the 
model?  Both confirmation of theory components and sequence by the researcher and 
confirmation of model impact by participants were considered in construction of the formative 
theory. Key supporting data for theory validation was provided as the following: 
• Survey and interview (e.g. design/development experts, disciplinary experts, literature), 
• Designer/developer performance, problems, and attitudes, 
• User perceptions and reports, 
• Evaluation data (e.g. learner/user, instructor, organizational impact), and 
• Context descriptions (e.g. design, instructional, transfer). 
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Instrument Development and Validation 
The instrumental design of this study is consistent with instrumental design approaches in 
other studies with respect to data collection of the effectiveness of AR systems for use in 
learning and for use in fostering positive emotion in historical tours. Specifically, the approaches 
employ survey use, post-tour interviews, and field observation (Harley, et al., 2016). This study 
leveraged four instruments and their data in support of predominantly qualitative research 
methods as depicted in Table 4. 
Table 4. Instruments and Data Collection 
Instrument Description Data Collection 
Demographic and Domain 
Interest Survey 
A pre-product use survey 
consisting of a 
demographics section and 
AR and VR domain interest 
section 
Scale data 
Automated Field 
Observation 
An instructional product in-
situ automated collection of 
participant conversations 
and device interaction. 
Participant prototype voice 
and screen video capture  
Focus Group Interview A post-instructional product 
use focus group semi-
structured interview 
designed to discuss the 
strengths and weaknesses of 
the product. 
Participant voice data 
 
Demographic and Domain Interest Survey 
 
The demographic and domain interest survey consisted of a demographics capture section 
and AR and VR domain interest section. The survey employed a cross-sectional survey design 
which was anticipated to be effective in capturing a representation of behaviors, attitudes, and 
belies in a population at a given point in time (Gay, Mills, & Airasian, 2011). The demographics 
section captured information related to candidate age, education level, and experience with 
technology. The domain interest section collected information regarding level of interest in AR 
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and VR technology that considered participant attitude and prior exposure regarding AR and VR 
technology. In addition, the survey collected information that enabled the researcher to determine 
if candidate participants possessed or is predisposed to simulation sickness using the Simulator 
Sickness Questionnaire (SSQ) (Kennedy, Lane, Berbaum, & Lilienthal, 1993). The cross-
sectional survey design helped the researcher quickly produce demographic and domain 
information for comparison with characteristics of the desired participant sample for the 
determination of acceptance of candidates into the study. Survey questions were predominantly 
designed as close-ended. Only two optional survey questions were presented in an unstructured 
format to provide space to detail any medical condition that may preclude them from 
participating in the research study, in the interest of the safety and comfort of the participants. 
The survey was pilot tested using 3 individuals. All input from the pilot test was carefully 
considered and the product revised, as necessary, for preparation for delivery to candidate 
participants. The survey was hosted on Survey Monkey® (Survey Monkey, 2017) for 
distribution. The Demographic and Domain Interest Survey may be found in Appendix B. 
Automated Field Observation 
 As participants completed user trials, their interactions with the product were audio 
recorded to capture data regarding users’ experiences. Observations were automated using audio 
capture software installed on the ARCs and VRCs. Participants were encouraged to talk to one 
another while completing trials, as they normally would when attending a museum as a group. 
Recorded participant audio will be transcribed for narrative analysis and codification into 
emergent themes.   
Navigation of the environment was observed in its multiple contexts including 
egocentric, exocentric, and collaborative. ARC participants experienced exocentric navigation 
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and egocentric navigation. ARC 1st person egocentric navigation occurred as participants moved 
about the real-world museum and exocentric navigation simultaneously occurred as they used a 
mobile device and map to reference their position from a 3rd person perspective. VRC 1st person 
egocentric navigation occurred as participants moved about a realistic depiction of a real-world 
museum in a virtual world. Collaborative navigation occurred spontaneously as ARC and VRC 
participants choose to help one another navigate the museum, locate exhibits, and locate 
collaborating explorers. 
Examination of virtual exhibits was observed as individual and collaborative interactions 
between ARC and VRC participants. Example of collaborative examination included explorers 
viewing virtual exhibits in the ARC and VRC and discussing exhibit information and challenge 
questions over voice communication channels.  
Answering of virtual exhibit knowledge challenge questions was observed as individual 
and collaborative interactions between ARC and VRC participants. Examples of collaborative 
examination included active lead explorer requests for information related to answering 
questions and individual explorer volunteering of information that helped inform of knowledge 
gained through individual exploration of exhibits.  
Focus Group Interview 
A focus group interview was conducted with participants immediately following 
completion of the instructional product prototype user trial. The interview group consisted of 
members of the assigned explorer team. The interview items were designed in a semi-structured 
format to provide overall interview direction, but to also allow some flexibility to divert 
interview direction based upon interesting or salient participant discussion. Focus group 
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interviews were audio recorded for transcription, analysis, and codification into emergent 
themes. The Focus Group Interview Researcher Form may be found in Appendix E. 
Focus group questions are designed to be executed in a conversational manner. In 
general, they should be constructed to be clear, brief, and reasonable. The longer the length of a 
question the higher a risk that participants will have difficult in answering it. They are designed 
as unidimensional in nature in order to afford participants the opportunity to focus on a single 
concept at a time. Technical jargon and acronyms should be avoided in order to provide clarity 
of inquiry. A questioning route is implemented as opposed to a topic guide and is typically used 
in public, nonprofit, and academic environments. The questioning route possesses the following 
advantages (1) increased sponsor confidence due to the precise nature of questions, (2) quality 
analysis reinforced through the minimization of differences in questions that could alter intent, 
and (3) enhanced consistency when different moderators work on the same project (Morgan & 
Krueger, 1998). 
The key research question of interest for driving development of focus group question 
dealt with question three “What aspects of the instructional design of the prototype worked with 
learners, what did not work, and what improvements are needed?” The following draft ideas 
related to the problem were created in order to refine ideas in pursuit of final questions 
development: 
• Experience of environment navigation, 
• Experience of voice communications, 
• Experience of interaction with virtual exhibits, 
• Experience of answering knowledge challenge questions, 
• Experience of participating as an Explorer or Lead Explorer roles, 
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• Experience of collaboration, 
• Experience of the use of virtual reality, 
• Experience of the use of augmented reality. 
The ideas of augmented reality, virtual reality, and collaboration are ideas universal to the 
design of Co-Tour. Instead of creating long and complex questions that incorporate these 
technical ideas within question wording, these ideas will be discussed as the “mobile and 
“headset” versions of the prototype. Participants will also be asked to consider collaborative and 
individual aspects with regard to the subject of each question. The following final ideas related to 
the problem were used as inputs into the design of final questions development: 
• Experience of museum navigation, 
• Experience of voice communications, 
• Experience of interaction with virtual exhibits, 
• Experience of answering knowledge challenge questions, 
• Experience of participating as an explorer role, 
• Experience of participating as a lead explorer role, 
It is anticipated that the focus group interview was planned to be conducted over a one-
hour time period. No lead time for the discussion was necessary as the all interview participants 
were present directly after completing Co-Tour participant trials. It was also determined that 
opening, introductory, and transitional questions will be unnecessary in the questionnaire as the 
researcher already had met the participants had access to their participant profiles. The session 
consisted of six questions divided in to 10 minute segments based upon elaborated final ideas. 
Questions one through five were categorized as key questions designed to obtain information 
about central areas of concern. The sixth question was designed as an ending question to help the 
54 
 
researcher understand where to place any final emphasis and to bring closure to the discussion. 
The final question list is as follows: 
1. (Key) What did you like or not like about museum navigation? 
2. (Key) What did you like or not like about voice communication? 
3. (Key) What did you like or not like about virtual exhibits? 
4. (Key) What did you like or not like about knowledge challenges? 
5. (Key) What did you like or not like about the Explorer and Lead Explorer roles? 
6. (Ending) Do you have any other advice for us as to how to improve the use of the 
systems? 
Resources 
Resources include hardware, software, networks, data communications, access to 
participants, access to experts in the field, access to peers, and standardized tests, surveys, or 
other forms of instrumentation. With regard to prototype use, it was the intent of the study design 
to minimize any undue burden upon participants to install, configure, or maintain the prototype 
and to maximize participant focus upon its operation. As such, the prototype was designed to be 
self-contained and self-sufficient, possessing its own infrastructure resources for operation.  
Hardware Resources 
The hardware design for the prototype consisted of common-off-the-shelf (COTS) 
products. No custom hardware development was necessary. Hardware resources were divided 
into augmented reality, virtual reality, network and data communications resources, and 
qualitative research categories. 
 XenFone AR ZS571KL© smartphones (ASUSTek Computer Inc., 2017c) were used for 
deployment of the ARCs. Smartphones represent the most practical option to support local 
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participant activity for the study given to their small size and light weight, as opposed to AR 
HMD options. A total of two smartphones were deployed, to enable up to two ARC participants 
to collaborate concurrently with other ARC and VRC participants. 
In order to track and share the location of ARC participants within the selected tourism 
location with the other VRCs and ARCs, indoor location tracking technology was employed. 
Two technologies were implemented including Estimote© Indoor Navigation Bluetooth Low 
Energy Beacons (Estimote, 2017) and the ASUS ZenFone AR ZS571KL©. The beacons transmit 
a unique alphanumeric code that identifies the beacons to inquiring devices for purposes of 
measuring beacon proximity to devices. A total of 9 beacons were  required for deployment of 
waypoints and target 3D exhibit locations in order to identify 3D exhibits to ARC devices. 
Virtual Reality Hardware Resources 
ASUS ROG G752VS-XB78K© laptop computers (ASUSTek Computer Inc., 2017a) 
were used for deployment of the VRCs. A total of two laptops were deployed to enable up to two 
VRC participants to collaborate concurrently with other VRC and ARC participants. A total of 
two Oculus Rift® (Oculus VR, 2017) Consumer Version 1 HMDs with remote controls were 
deployed for use with the laptops. A FARO Focus 3D scanner (FARO Technologies, 2017) was 
anticipated to be deployed in order to collect shape and color data from the selected tourism 
location premises and exhibits for the generation of 3D models, but was dropped due to lack of 
resources. 
Network Hardware and Data Communications Resources 
     A server provided hosting to maintain GBL instance sequencing state and to provide 
reckoning of ARC participant location to VRC participants using smartphone optics and beacon 
telemetry data. Network communications between the laptop computers, smartphones and the 
56 
 
network server was provided by a ASUS RT-AC5300 Wireless Routers© (ASUSTek Computer 
Inc., 2017b). The RT-AC5300 is designed to handle network multiplayer traffic, mitigate lag 
associated with simultaneous device connection, and provided sufficient coverage for the 
museum site. 
The Lead Researcher utilized a MacBook Pro® (Apple Inc., 2017) laptop computer to 
facilitate analysis activity and results reporting activities. The laptop served as secure storage of 
participant data until the data was moved onto DVDs for storage in a safe. At the conclusion of 
research data retention time the stored DVDs will be destroyed. 
Software Resources 
The software resources for design, development, and deployment of the prototype 
consisted of a combination of COTS products and custom developed products. Game and 
simulation COTS products included Unity® (Unity Technologies, 2017), and 3DS Studio Max® 
(Autodesk, 2017) for construction of the ARC and VRC user interface, tourism location premises 
3D models, and exhibit 3D models. Other COTS software included a voice voice-over-IP 
component provided by Mumble (Mumble, 2018). Custom developed products were created by 
the researcher using C# to provide GBL instance networking and task sequencing, exhibit 
proximity, participant location, and voice communications. Software resources were divided into 
augmented reality, virtual reality, qualitative research, survey software, and focus group 
categories.  
Augmented Reality Software Resources 
  Custom ARC software was designed and developed to provide the interactivity and 
communications required to explore an augmented version of the selected tourism location and 
to collaborate with other ARC and VRC participants. Specifically, the ARC consisted of several 
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key components including: 3D exhibits display and interactivity, indoor navigation, instance 
state management, and voice communication support.  
Virtual Reality Software Resources 
  The VRC was be designed and developed to provide the interactivity and 
communications required to explore a virtual version of the selected tourism location and to 
collaborate with other VRC and ARC participants. The design and development of the VRC was 
conceptually identical to the ARC, however the interaction paradigms of the two clients differ 
significantly. In addition, the VRC included a 3D model of the location premises in order to 
support presence in use of the indoor navigation component.  
Qualitative Research Software Resources 
 NVivo 11© Student License Version was deployed to assist the researcher in qualitative 
research activities. NVivo 11 © served as the gathering point for all data generated as part of 
study execution to include survey data, voice data, and subsequent transcriptions. It was used to 
transcribe participant voice data, create codes, categories, and themes, and to generate a thematic 
map. Google Keep® was found to be unsuitable for the automatic transcription of voice to text as 
its transcription would stop at even brief pauses in speech. Android Rec. (SPECTRL, 2017) 
software was deployed to record the screens and voices of ARC participants, but failed due to 
conflict between the use of voice communications software used within Co-Tour. NVIDIA 
ShadowPlayTM VR software was deployed to record the screens and voices of ARC participants 
using laptop computers and VR HMDs, but failed due to conflicts between the use of voice 
communications software used within Co-Tour. 
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Survey Software Resources 
      A 3-month subscription to the Survey Monkey® survey service was procured where the 
demographics and domain interest survey was designed and hosted for participant data 
collection. Distribution of the surveys was completed using e-mail. 
Focus Group Software Resources 
Focus Group interviews were conducted at the selected tourism location immediately 
following the instructional product prototype user trial. The Lead Researcher employed the 
Smart Recorder app on ASUS ZenFone mobile devices to record participant voice data. 
Co-Tour Prototype Design 
Instructional problem analysis requires identification of a real-world situation in a 
workplace or community where a need exists for a technology-based instructional solution 
(Morrison, Ross, Kemp, & Kalman, 2011). Museums are bound to physical locations which 
naturally limit the number of persons willing and or capable of making a trip to the museum site. 
Willingness to attend a site is further driven by several needs, including need for entertainment 
(n=93%) and socialization (n=83%) Rinker (2014). The lack of willingness or the inability to 
attend negatively impacts the potential learning and communication of cultural information 
afforded by museums. 
The creation of a CSCL-ARVR learning experience that enable local and remote museum 
attendees to co-visit museums in a spatially realistic and fun manner directly addressed perceived 
needs regarding lack of willingness and inability to attend. The primary stakeholders of Co-Tour 
include museum training curriculum leadership and the primary audience includes local and 
remote museum attendees. 
Instructional Problem State  
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Significant advancements in AR and VR hardware and software capabilities and the 
simultaneous driving down of associated costs have presented the opportunity for the practical 
design and development of the instructional solution. The desired state of Co-Tour was to 
increase engagement of attendees with exhibits and one another, increase attendee knowledge of 
exhibits, increase skill in navigating museums, and increase skill in articulating the exhibits 
concepts. 
Instructional Problem Rationale 
Creating an instructional prototype that furthers existing museum informal learning 
initiatives and that increases engagement between the public and the museums is beneficial to all 
stakeholders. Co-Tour consisted of a hybrid of technologies including AR, VR, multiplayer 
servers, and low energy Bluetooth beacons. Co-Tour was designed to enable remotely located 
museum attendees to collaborate with local museum attendees in the navigation of museums, 
share exploration of exhibits, and collaborate in the answering of questions about the exhibits in 
a fun, quiz show-styled format. 
Storyboards 
 Storyboards have been prepared to describe visual and informational design of Co-Tour. 
The storyboards contain the organization, content wireframes, and wireframe graphics that 
pictorially describe the sequence of content, content inventory, content extensions, user interface 
concepts, and graphical concepts required to develop the prototype. Each storyboard frame 
contains an identification number that enables traceability to the organization of content and 
traceability to content extensions exercised through interaction with the conceptual user 
interfaces. Identification numbers are organized as integer major/minor numbers with minor 
60 
 
numbers indicating a sub node of the parent in content sequencing flow. Co-Tour Storyboards 
are located in Appendix F. 
Evaluation 
 Formative evaluation plans are executed during development and tryouts to help 
instructional designers determine what elements of the instruction have been successful early on 
in the development process. Summative evaluation plans measure how well the major outcomes 
for the training have been achieved by the end of the training (Morrison, et al., 2011).  A one-to-
many formative evaluation plan was designed to evaluate preliminary feedback from learners 
regarding the factors that influence effectiveness, efficiency, and appeal of instruction. These 
criteria were useful in helping to guide the evaluation at a formative level, however user trial 
performance was not quantified versus expected completion times or other criteria in order to 
obtain quantitative measurement of effectiveness, efficiency, and appeal of instruction.  
Instead, the researcher focused upon identification of design factors that will aid in the 
generalization of knowledge and the informing of the measurement of the described criteria in 
future studies. Participants were evaluated in terms of their contributions to helping collaborating 
explorers complete team virtual exhibit knowledge challenges. Individual evaluation of explorer 
performance in completing individual virtual exhibit knowledge challenges was provided to 
participants in the form of correct or incorrect feedback from the prototype regarding selected 
answers.  
 During the observation phase the researcher recorded the performance of participants 
completing all tasks using automated data collection methods. During the interview phase the 
researcher convened a semi-structured focus group discussion with participants to elicit their 
thoughts regarding the perception of quality of Co-Tour. Before observation and evaluation 
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began, the participants were required to submit a waiver to consent for participation in the study 
(Appendix C.), authorizing release of non-attributed data from the evaluation to the researcher. 
Presentation of Results 
 Following the completion of the dissertation report a manuscript version of the study will 
be distributed to the following high impact, museum education journals and consortium 
including the Annals of Tourism Research, Information and Communication Technologies in 
Tourism, Journal of Museum Education, Educational Technology Research and Development, 
Emerging Tools and Applications of Virtual Reality in Education, and New Media Consortium 
Horizon Museum Project. Since the study involves the online use of learning technology the 
researcher will also submit to the annual Online Learning Consortium Accelerate Conference 
and the Association for Educational Communications and Technology Convention. The results 
will also be presented to the selected host museum location. 
Summary of Chapter 3 
 Chapter 3 discussed the timeline and formative research phases required to develop an 
instructional theory of CSCL-ARVR. A six-phase approach to formative research for the 
instantiation of a new design theory was covered including case creation, prototype design and 
deployment, collection and analysis of data, revision of initial prototype, repetition of data 
collection and revision cycle, and tentative theory development. The instructional problem was 
expanded to detail low availability of design guidance for tourism educators designing mixed 
reality technology and the suitability of the problem for formative research of advanced and 
emerging technology. The collection of data from focus group interviews and automated data 
collection instrumentation was detailed.  It discussed how collected data will inform the creation 
of codes, categories, and themes for the elaboration of instructional theory. It provided an 
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overview of the instructional design of the prototype, located in Appendix F. Criteria for the 
selection of participants and the host museum location were discussed. Instrument development 
and validation was detailed for the construction of the demographic and domain interest survey, 
automated field observation, and focus group interview. Required resources and results 
presentation were outlined. 
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Chapter 4 
Results 
Results in support of the development the tentative theory for future guidance of the 
development of CSCL-ARVR products for museum education were developed through data 
collection and analysis. Data collection was performed at the target museum location using the 
specified instrumentation including a demographic and domain interest survey, automated field 
observation, and focus group interview. Data analysis of demographic and domain survey data 
was used to determine participant candidacy and selection.  Automated field observation and 
focus group interview data analysis was executed to develop and organize emergent categories, 
subcategories, codes, and themes and to relate them to effectiveness, efficiency, and appeal 
criterion in order to draw conclusions and recommendations. 
Phase 1. Create a case that will help generate the design theory 
The researcher created a case that was ideally suited for the generation of design theory 
using CLCL-ARVR in museum education. The case was predicated upon a typical museum 
going experience with one’s friends or relatives organized into multiple explorer roles and a 
single lead explorer role. Explorers were responsible for collecting exhibit information for 
contribution to team challenges. The lead explorer was responsible for the same collection and 
contribution activity, but with the addition that they lead all team challenges to answer questions 
on behalf of their team. From a design perspective, the instructional prototype was designed to 
support co-visit experiences of groups of friends and or relatives interacting and communicating 
together in real-time. In this regard, the participants would at least possess some knowledge of 
one another and not be total strangers, but could be as familiar as family members. It was 
anticipated that this familiarity would assist in the creation of an informal learning environment 
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in which participant were sufficiently familiar and comfortable about having open conversations 
about exhibits, discussion of procedures for using the system, and for participating in individual 
and team challenges. 
Each participant was responsible for the learning of exhibit facts and concepts for 
application within individual and team challenges. As an anticipated motivational device, the 
facts and concepts that each participant received for the same exhibits were unique such that 
learning and application each person’s unique exhibit knowledge was required in order to 
successfully complete team challenges. It was anticipated that this unique knowledge acquisition 
and application would encourage active and purposeful participation by each team member so as 
to not risk poor team performance at their expense. A GBL scoring and rank mechanism was 
added to both provide an element of fun and to provide a method with which to measure team 
performance against team challenge questions. 
Active voice communication was provided to support general conversations about 
exhibits, identifying participant locations, navigation, procedures, and to collaborating to answer 
questions. It was anticipated that the use of voice communications would create a practical 
means to discuss questions and to elaborate upon potential answers to CMCQs as a group would 
in a classroom setting. It was planned that the use of voice communications instead of visual user 
interfaces would provide a more natural communicative experience and diminishing the need to 
implement many consistent and composite augmented and virtual reality interfaces across 
platforms. It is understood that voice-only communications are not suitable for support of those 
with hearing deficits which may mandate an optional interface, such as a chat interface, in a 
production-level rendition of the technology. 
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Phase 2. Implement the design for deployment of a prototype 
The researcher designed, developed, and deployed the prototype. The researcher 
implemented the instructional design (Appendix F) for Co-Tour into the ARC and VRC 
components. Co-Tour development was conducted with respect to the following quality criteria: 
1. conducting a needs assessment to determine instructional product characteristics, 
2. establishing an instructional product prototype,  
3. avoiding sequencing effects in instructional product use tests,  
4. insuring neutrality of instructional product users, and 
5. training users on proper instructional product use, basing instructional product 
refinements upon replicated testing.  
Instructional Product Setting 
 The prototype was deployed within the Fort Ligonier Museum. The museum met 
requirements for all of the environmental controls for the deployment location including: 
• be an indoor environment,  
• provide space for navigation including multiple hallways and rooms, 
• allow deployment of Wi-Fi point(s) or allow use of in-house points, 
• allow tracking of participants locations, audio recording, and screen capture recording on 
the ARCs and VRCs; 
• allow participants to talk using client-to-client voice communication, 
• contain premises and exhibits that may be laser scanned for production and deployment 
of 3D museum and exhibit models to ARCs and VRCs, and 
• contain multiple exhibits. 
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Three wings of the museum were chosen to support Co-Tour including The George 
Washington Gallery, The History Gallery, and The World Ablaze wings. The wings were 
selected based upon a number of characteristics including (1) they were equidistant from the 
lobby which connected them together and served as a crossroads, (2) that they possessed exhibits 
that were sufficiently geographically separated such that it required some navigation to locate 
them, and (3) that the wings possessed sufficient connectivity to the Wi-Fi network supporting 
Co-Tour. The Fort Ligonier Museum is displayed in Figure 4. 
 
Figure 4. Fort Ligonier Museum. This figure depicts the exterior of the Fort Ligonier Museum. 
Instructional Product Participant Definition 
The candidate participant pool for the study consisted of students attending Saint Vincent 
College, Latrobe PA Education Department undergraduate programs. The researcher worked 
with the Fort Ligonier Director of Education to contact Saint Vincent College to provide the 
researcher’s Participant Recruitment E-mail (Appendix K.) to professors for distribution to 
students. For this purpose, the researcher provided a Letter of Assistance of Solicitation of 
Participants for Research Study Letter (Appendix L.) for approval and distribution to professors. 
The research participants met the target participant profile which required the selection of active 
school-age college students aged 18-29 years, which are persons most likely to own and use AR 
or VR equipment and who are most likely to want to learn something new at a tourist location. 
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Participants were considered through 3 phases including demographic fit, interest fit, and safety 
fit. A total of 8 participants were recruited from the pool. 
Instructional Product Design and Development 
 Instructional product design and development was focused around the creation of a 
collaborative GBL instance which was accessed using either the ARC or VRC. The researcher 
worked with the assistant Director of Education of the Fort Ligonier Museum to identify 
appropriate exhibits for laser scanning and model production, the creation of informational 
callouts, and for the creation of individual and team challenge questions. Three exhibits were 
identified for production including the British Officer’s Red Coat Uniform, Fort Duquesne 
Diorama, and George Washington’s Pistols. Figure 5 depicts the George Washington’s Pistols 
exhibit. 
 
Figure 5. George Washington’s Pistols Exhibit. This figure displays the original artifact in its 
display case. 
 
The Assistant Director of Education assisted the researcher in bringing the coat and pistol 
artifacts out of their cases for laser scanning and base model production. The Fort Duquesne 
diorama was not laser scanned and was instead hand-modeled using historical maps and written 
accounts. The scanned model meshes were evaluated for continuity and post-production methods 
were applied to optimize the meshes and to create a production-level model for deployment in 
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Co-Tour. The actual and virtual British Officer’s Red Coat Uniform is displayed in Figures 6 and 
7. 
 
Figure 6. Actual British Officer’s Red Coat 
Uniform. This figure displays the original 
artifact in its display case. 
 
 
Figure 7. Virtual British Officer’s Red Coat 
Uniform. This figure displays the laser scan 
and post-production modeled artifact. 
 A Fort Ligonier Diorama virtual exhibit was provided that did not contain information or 
questions, but that was simply made available for visual inspection and to serve as a navigational 
anchor of sorts as it was a large exhibit situated in the museum lobby. A close-up of The Fort 
Ligonier Diorama and the virtual version is depicted in Figures 8 and 9. 
 
 
Figure 8. Close-up of actual Fort Ligonier 
Diorama. This figure displays the original 
model in its display case. 
 
 
Figure 9. Virtual Fort Ligonier Diorama. This 
figure displays the laser scan and post-
production modeled artifact. 
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The 2D and 3D environments created for the ARC and VRC were extruded based upon 
blueprints of the first floor of the museum. Low-energy Bluetooth beacons were deployed as 
waypoints distributed around the environment, depicted as green cylinders. Beacons were tested 
for proper ranging and avoidance of transmission range overlap between signals in order to help 
prevent the ARC from misinterpreting the location of participants. The beacons possessed a 
small footprint (L=2.47”, W=1.62”, H=0.93”) making them sufficient for concealing in and 
around exhibits and out-of-sight of museum goers. An example of a beacon used in the 
deployment is depicted in Figure 10.  
 
Figure 10. Low-Energy Bluetooth Beacon. This figure displays a beacon used in the deployment 
of Co-Tour. 
 
Waypoints were included in the ARC and VRC environments to indicate to leaners the 
pathways that were valid or active for the learner to move within and to have their location 
traced and relayed to collaborators. ARC learners automatically moved between waypoints as 
they walked within the corresponding location in the real-world and VRC learners looked at and 
selected the waypoints to move to desired locations. Waypoint locations were selected based 
upon a combination of factors including visibility to participants in the 3D rendition of the 
environment, spacing between waypoints as to create sufficient understanding of the movement 
of persons from one waypoint to another, and sufficient transmission ranging of the beacons for 
reception by nearby participant mobile devices. The blueprints for the museum and resultant 
virtual model are depicted in Figures 11 and 12.  
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Figure 11. Fort Ligonier Museum Blueprints. 
This figure displays the blueprints used to 
extrude the museum model for the ARC and 
VRC. 
 
 
 
 
Figure 12. Virtual Fort Ligonier Museum 
Model. This figure displays the resultant 
model, and waypoints used within the ARC 
and VRC. 
 
 The researcher worked with the museum Assistant Director of Education to elaborate the 
virtual exhibit questions (Appendix M.) and supporting exhibit callout information for the 
selected exhibits. Virtual exhibit information and individual questions received by the 
participants was random and uniquely assigned for the completion of individual challenges. Each 
of the four participants were randomly assigned four sets of virtual exhibit callouts containing 
facts and concepts about exhibits and their associated questions. A total of three virtual exhibits 
were created, each containing 16 questions and associated informational callouts. Each callout 
provided the information to address two questions, including a short passage describing a historic 
event surrounding the exhibit. It was anticipated that use of randomly and uniquely assigned 
questions would help motivated individual participants to contribute their unique exhibit 
knowledge to answer questions during team challenges. Using this design, a participant would 
need to visit the museum several times to experience all of the available questions and callout 
content. During team challenges, the lead explorer received all individual questions as CMCQs 
for a given exhibit. An example random, unique distribution of questions are found in Table 5. 
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 Table 5. Example Random Unique Questions and Callout Distribution 
  
 
 
 
 
Full-duplex voice communications was implemented in the ARC and VRC. Voice 
communication was implemented as an open phone conference-styled format so that when a 
participant spoke, all other participants could hear the speaker and then respond in kind. Voice 
communication was possible between all four members of an explorer team including ARC-to-
ARC, VRC-to-VRC, and or ARC-to-VRC. Cross-platform voice communications was designed 
to provide a means of practical communications between persons and to create the illusion that 
VRC participants are attending the museum locally with ARC participants. 
Phase 3. Collect and analyze formative data on the prototype 
The collection and analysis of data was largely successful and completed as planned. 
Three minor technical issues prevented the optimal collection of data during the execution of 
automated field observation. The first issue (TI1) included one of the Group A ARC participants’ 
microphone volume being accidentally lowered, making it difficult for others to hear and 
communicate with the participant towards the second half of the trials. Fortunately, the 
participant was able to quickly team with another ARC participant whose volume was correct so 
that regular communication with the rest of the participant’s team could continue. It was only 
later learned, after the trials, that the volume was mistakenly lowered. 
Questions Callouts Participant 
1, 2, 5, 6 1, 3 1 
3, 4, 7, 8 2, 4 2 
9, 10, 13, 14 5, 7 3 
11, 12, 15, 16 6, 8 4 
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The second issue (TI2) involved the inability to simultaneously capture audio and video 
footage of the use of the instructional prototype using Android Rec. on the ARC and NVidia 
ShadowPlayTM applications in the VRC. It is believed that an interrupt request (IRQ) conflict 
over microphone control between applications caused the applications not to function. However, 
while this issue precluded the collection of video frame capture, all voice data were collected as 
intended using the instructional prototype voice communications software. 
The third technical issue (TI3) involved the intermittent failure of some ARC and VRC 
applications to show the progress of the lead explorer performing team virtual exhibit knowledge 
challenges. In these instances, instead of the explorers seeing the questions that the lead explorer 
was reading and the answers that the lead explorer was choosing, the lead explorer simply read 
the questions and answers out loud. This improvisation was assessed by the researcher to provide 
an approximately equal experience when compared to simply reading the questions and answers 
on screen and has not been determined to have significantly affected the data collection. 
Demographic and Domain Interest Survey 
Upon approval by all institutional stakeholders, candidate participants were administered 
the Demographics and Domain Interest Survey (Appendix B.) for data collection and participant 
selection from within the Saint Vincent College, Education Department undergraduate student 
population. The survey was deployed to collect data to inform the selection of instructional 
product participants. The candidate selection process was conducted using three phases including 
demographic fit, interest fit, and safety fit. A total of eight candidate participants were issued the 
survey and a total of eight candidates responded. The demographic and domain interest survey 
results are found in Table 6. 
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Table 6.  Survey Data Collected for Demographic and Domain Interest Fit  
Participant Gender Age Opinion 
of AR 
Opinion 
of VR 
Problem 
using 
VR 
Headset 
Ever been in 
a virtual 
world 
Require 
assistive 
computer 
equipment 
P1 Female 18-21 Neutral Neutral No Yes No 
P2 Female 18-20 Very 
Positive 
Very 
Positive 
No Yes No 
P3 Female 21-29 Positive Positive No No No 
P4 Female 18-20 Neutral Positive No No No 
P5 Female 21-29 Positive Positive No No No 
P6 Female 21-29 Neutral Neutral No Yes No 
P7 Female 18-20 Neutral Neutral No No No 
P8 Female 21-29 Neutral Positive No Yes No 
 
Analysis of survey data for the demographic fit phase and AR and VR interest phase 
found that all candidates met all required thresholds for inclusion including being aged 18-29 
years (n=8) and possessing a neutral, positive, or very positive opinion of either augmented or 
virtual reality (n=8) or virtual reality (n=8). 
Analysis of survey data considered predisposition of candidates to simulator sickness 
through the completion of the SSQ. SSQ data regarding candidate responses to individual SSQ 
inventory items and data analysis regarding SSQ factor analysis for each participant SSQ TS are 
found in Appendix O. All candidate TS’s were found to fall within the none to slight threshold 
for nausea, oculomotor, and disorientation symptoms (TS<78.5) and four participants none 
(TS=0). It was determined that while all participants would likely safely use the VRC, that the 
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four candidates that reported a TS of 0 be selected for VRC use out of an abundance of caution. 
Candidate TS’s are found in Table 7. 
Table 7. Participant SSQ Total Severity Scores and VRC Use Assignment 
 P1 P2 P3 P4 P5 P6 P7 P8 
Total Severity 19.03 0 35.79 0 50.43 0 0 50.58 
Selected for VRC? No Yes No Yes No Yes Yes No 
 
 All eight candidates surveyed in the initial solicitation were found to meet all of the 
participant selection criteria and were invited to participate. The participant pool was divided in 
half to create two groups A and B. The groups were designed to each include two ARC 
participants and two VRC participants to include equal coverage of data collection for each 
application type. Group A was invited to participate on day one and Group B on day two. 
Data Organization and Analysis Phases 
Data organization and analysis was conducted using six phases including data 
organization, data reading, describing data into codes and themes, classifying the data into codes 
and themes, interpreting the data, and representing and visualizing the data (Creswell, 2012, pp. 
190-191) 
Data Organization 
 The researcher organized raw audio and survey data into files for analysis within NVivo 
11© for reading into categories and codes. The codes were described into themes by creating a 
detailed description of the single holistic use case and its context. Hierarchical visualizations 
(Appendix N.) of the organization of categories, codes, and themes were produced showing their 
parent-child relationships. A thematic network map (Appendix R.) was produced to show the 
relationships between basic themes, organizing themes, and global themes. Data was traced from 
its categories and basic themes to research questions R1, R2, R3, and R4.  
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Data Reading 
 Automated field collection consisted of participant voice capture during instructional 
prototype use. Voice data collection resulted in recordings of 44 minutes and 35 seconds for 
Group A and 41 minutes and 35 seconds for Group B. Data were transcribed by the researcher 
using general attribution of speakers including Explorer, Lead Explorer, or Researcher in most 
cases. However, when discernable with complex group discussion, individual participant codes 
are attributed. Speaker attribution precedes each line of transcribed speech. When necessary, the 
researcher attempted to clarify unclear or incomplete speech in order to capture the essence or 
meaning of what was spoken. These clarifications are provided within parentheses. Parentheses 
were also used to capture sounds within the environment, such as laughing. An example 
transcription of a question and answer transaction between participants is as follows: 
Lead Explorer: (Question asked) Why did the French decide to leave Fort 
Duquesne? 
Explorer 1: Supplies were low. 
Explorer 2: Ok. 
Explorer 2: (explorer) says that their supplies were low. 
Explorer 3: Wait, wait, wait. 
Lead Explorer: Do you want me to read the other ones? 
Explorer 3: Yes. 
 
Lead Explorer: They were called back to New France or their native allies had 
turned on them. 
Explorer:1 Their supplies were low.  
Lead Explorer: (selects answer their supplies were low and their allies left) 
Lead Explorer: Yes, correct. 
Explorer 1: That’s what I thought. 
 
 Focus group interviews were conducted at the conclusion of instructional prototype use 
and consisted of participant voice capture describing their experience in instructional prototype 
use. Focus group interview collection of voice data resulted in recordings of 10 minutes and 22 
seconds for Group A and 9 minutes and 14 seconds for Group B. The transcription method for 
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focus group interview voice data is identical to automated field collection. An example 
transcription of a question and answer transaction between the researcher and participants is as 
follows: 
Researcher: What did you like or not like about the museum navigation? The 
navigation in 3D in VR and the 2D on mobile? 
 
Participant: I liked how you can go place to place using the headset. You had to 
just kind of look somewhere and click. I was telling them I found myself pointing 
the remote like you would a TV, but then when I got the hang of it I thought it 
was really cool because as you are going through if you look at something you are 
going to visit it.  It was kind of natural kind of thing. It was really cool. 
 
Participant: I liked it too. I was confused because you could only visit three of 
them and I was at a spot and was like “I can’t visit it!” But after I got past that it 
was really cool. 
 
Participant: I just thought the overall experience was cool with the headset 
because it was different then going and just -  I don't know. It was just cool 
looking. 
 
Describing data into codes 
Automated field collection and focus group interviews transcriptions were read into the 
production of codes, categories, and themes.  A total of eight main categories, 44 subcategories, 
84 codes, and 17 sub codes emerged descriptive data coding and data classification.  
The development of codes and categories used descriptive coding methodology with 
consideration for cognitive aspects or meanings, emotional aspects or feelings, or hierarchical 
aspects and inequality emergent from the data (Saldaña, 2009). The eight main categories 
included (1) Affect, (2) Gathering Data, (3) Learning, (4), Using Procedures, (5) Questions and 
Answers, (6) Roles, (7) User Interface, and (8) Voice Communications. A hierarchical list of 
codes, sub codes, code sources, code references, categories, and sub categories, are described in 
the codes and categories table in Appendix N. An example of codes and categories derived from 
the study is as follows: 
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4.USING PROCEDURES (Main category) 
     4.1 COMMUNICATING PROCEDURES (Sub category) 
          4.1.2 Collaboration on informing of procedures (Code) 
               4.1.2.1 Answering others questions about procedures (Sub code) 
 
 In the example, the main category 4. USING PROCEDURES serves as a parent node to 
sub category 4.1 COMMUNICATING PROCEDURES and its codes. In this case the word 
“procedures” refers to the instructional procedures for the use of Co-Tour ahead of its use by 
participants. The code 4.1.2 Collaboration on informing of procedures is one instantiation of 
how procedures were communicated during use of the instructional prototype. Finally, the code 
4.1.2.1 Answering others questions about procedures refers to instances in which participants 
provided solicited or unsolicited assistance in helping others to understand the procedures for 
using the prototype. This organization provided the necessary granularity from which to derive 
themes. 
 The most frequently referenced codes are used as guideposts for the identification of the 
most typically experienced phenomena by participants using the Co-Tour. By addressing the 
most frequently referenced nodes first, the researcher intends to address the most frequently 
experienced phenomena first and then move to outlying experiences. It is understood that 
frequency does not necessarily equate to importance of experience as a singular outlying code 
may possess significant information. It is also understood that referential frequency does not 
necessarily provide a 1-to-1 correspondence between the majority of phenomena experienced 
and actual phenomena experienced and is only used as an approximation. The 10 most frequently 
referenced codes are described in Table 8. 
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Table 8.  10 Most Frequently Referenced Codes  
References Code 
80 Directly answering team challenge questions 
40 Confirmatory feedback on a submitted team challenge answers 
37 Having fun interacting with each other 
24 Others provide unsolicited feedback on proposed team challenge answers 
20 Soliciting others to elaborate answer to team challenge question 
18 Answering others questions about procedures 
16 Leader confirmation of question pacing 
16  Experience as enjoyable 
15 Asking others about procedures 
12 Navigation using landmarks 
 
Classifying data into themes 
The categories and their groups of coded data were combined and compared with one 
another to create a number of themes. While themes are an outcome of coding, there are 
instances in which researchers identify codes that are themselves inherently themes themselves 
Saldaña (2009). Themes are categorized as basic themes (BT), organizing themes (OT), and 
global themes (GT). Each theme is identified using its acronym followed by a unique ID number. 
Basic themes are the lowest-order theme or statement of belief organized around a central belief. 
Organizing themes are middle-order themes that organize basic themes in to groups. Global 
themes are the highest-order themes that encompass all subordinate basic and global themes and 
that coalesce into claims or final tenants (Attride-Stirling, 2001). A total of 46 basic themes, 14 
organizing themes, and 5 global themes emerged from classification. Themes and their 
relationships to various categories and codes are found in Appendix Q. A thematic network map 
that shows the relationships between theme categories is found in Appendix R. An example of 
global themes, basic themes, and organizing themes organization are as follows: 
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GT1 Symbiotic relationships breeds team success 
      OT1 Strong camaraderie supports collaboration 
            BT1 Respect between persons as inherent to success 
 
Interpreting the data 
The study use case drove the anticipated phenomena for interpretation with regard to site 
navigation, locating mission team members, discussing facets of exhibits, collaborating to solve 
problems, adopting roles as emergent from the experience and as separate from scripted roles, 
and engagement in casual conversation about their experiences. However, other unanticipated 
phenomena were observed in addition to initial projections including camaraderie, friendship, 
and flow states and their perceived impacts upon the co-visit experience. It is anticipated that 
these constructs might be useful to the development of instructional design theory within 
informal learning environments.  
Phase 4. Revise the prototype using initial recommendations as guidance 
 The initial prototype code base and user interface was not revised for usage by Group B 
after usage of the prototype by Group A even though Group A experienced technical issues TI1 
and TI3. It was determined that the time and labor resources necessary to complete necessary 
revisions before the execution of the prototype by Group B was beyond available resources. As 
an alternative, the researcher disclosed the issues TI1 and TI3 to Group B participants and gave 
additional instructions for how to mitigate the issues. The researcher observed that the additional 
instructions helped improve the user experiences of the use of the prototype by Group B. 
 The researcher reviewed participant recommendations that emerged from the automated 
field collection data and focus group data after completion of user trials by Group A for 
implementation in the prototype prior to usage by Group B. It was determined that the time and 
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labor resources necessary to implement the recommendations before the execution of the 
prototype by Group B was beyond current resources. 
Phase 5. Repeat the data collection and revision cycle 
Data collection and descriptive data coding and data classification was completed across 
two cycles. Cycle 1 focused upon identifying emergent, initial codes discerned through 
interpreting the various processes, emotions, and values exhibited in the data. Cycle 2 coding 
focused upon identifying the basic patterns and causes for organizing the emergent codes and for 
consolidating redundant codes, reassigning references to different nodes, clarifying code titles, 
and expanding or contracting code reference coverage. 
Findings 
 A total of 45 basic themes, 13 organizing themes, and 5 global themes emerged from 
thematic analysis. This section discusses rationale for the development of the 5 global themes.  
GT1 Symbiotic relationships breeds team success 
Global theme GT1 Symbiotic relationships breeds team success is supported by the 
organizing themes OT1 Strong camaraderie supports collaboration, OT2 Collaboration 
important to team success, and OT5 Leader and explorer relationship mutually beneficial. GT1 
basic and organizing themes are found in Table 9. 
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Table 9. GT1 Basic and Organizing Themes 
Basic Themes Organizing Themes 
BT1 Respect between persons as inherent to success OT1 Strong camaraderie 
supports collaboration 
BT2 Trust is critical to moving learning experience forward  
BT3 Reciprocity provides means to receive answers to 
questions 
 
BT4 Primary reward is the team learning experience  
BT5 Purpose focused around high team performance  
BT6 Caring as a function of data gathering and correctly 
answering team questions 
 
BT7 Friendship through respect, reciprocity, reward, and 
caring 
 
  
BT8 Participation is a voluntary action OT2 Collaboration important to 
team success 
BT9 Mutual goals a shared responsibility  
B10 Participation and decision making is shared  
B11 Resources are shared to accomplish goals  
BT12 Responsibility for outcomes is shared  
BT13 Parity is obtained between participants  
BT14 Answering questions a self-initiated activity  
  
BT20 Being an Explorer a supportive experience OT5 Leader and explorer 
relationship mutually beneficial 
BT21 Leading means keeping pace and confirming 
understanding 
 
BT22 Leader and subordinate roles effective for experience  
BT23 More and diverse roles as desirable  
 
GT1 suggests that symbiotic relationships are valuable to achieving the goal of 
successfully answering team challenge questions and to answer each other’s questions regarding 
procedures. The relationships were not formally organized, but were spontaneous in nature based 
upon the recognition of mutual goals. The participants were likely not all complete strangers as 
all participants were selected from the same college and program. However, one participant 
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noted that their group had not worked together as a group before. Participant disclosure that that 
their group had not worked together was collected from a focus group discussions is as follows: 
Participant: It (distribution of exhibit information among group) helped us learn 
to work as a team, even if we had never worked as a team before and so I liked 
that. 
 
 Participants demonstrated characteristics consistent with strong camaraderie, including 
respect, trust, reciprocity, reward, purpose and caring. Participants exhibited respect for one 
another in the way that they assisted one another in asking and answering team challenge 
questions. When a participant would give a wrong answer, the person proposing the wrong 
answer would often apologize, to which others would respond with positive reinforcement. 
Often, apologies would be followed by laughter from the group, not to mock, but to imply that 
the experience was an informal learning experience and not to be taken too seriously. An 
example of participants demonstrating strong camaraderie and forgiveness collected during a 
user trial is as follows: 
Explorer: Sorry I said Pennsylvania. That was my question too.  
Lead Explorer: (laughs) That's Ok. I went too fast. 
 
Instead of asking the researcher questions regarding problems following a procedure, 
participants would predominantly ask each other for help. Of times asked, co-participants would 
often respond with information to attempt to assist requestors. Even if the information was to 
communicate that they were similarly confused. An example of participants asking each other for 
help collected during a user trial is as follows: 
Explorer 1: I’m confused. Am I looking for a green thing?  
Lead Explorer: Yeah.  
Explorer 1: Ok, come on. I'm with you. 
 
Participants exhibited significant trust for one another in the answering of team challenge 
questions. Often, co-participants did not challenge the respondent on their answers, even if the 
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respondent did not elaborate on why they chose as they did. Similarly, the lead explorer would 
often submit the respondent’s answer without challenge. In these cases, silence is interpreted to 
indicate complicity in the submission of the proposed answer such that participants agreed with 
the respondent. An example of participants exhibiting trust collected during a user trial is as 
follows: 
Lead Explorer: This uniform that was involved in a conflict that was called?  
Explorer 1: It's the seven years' war.  
Explorer 2: Ok.  
Lead Explorer: (selects answer seven years' war) 
 
Participants often exhibited reciprocity in during team challenge questions in the form of 
providing unsolicited feedback to confirm if an answer was correct. The reciprocity was 
especially apparent in review of data describing lead explorer role activities. The frequency with 
which the lead explorer would provide feedback was on an almost 1-for-1 transaction basis, with 
39 instances being identified with transcript coding. An example of participant exhibiting 
reciprocity in answering questions collected during a user trial is as follows: 
Lead Explorer: (Selects answer all of the above)   
Lead Explorer: Correct.  
Explorer 1: (excitedly) Woo!  
Explorer 2: 2 For 2. 
 
Participants would often show their unsolicited support of a proposed answer, while some 
of the participants were also likely trying to answer the question directly themselves. In any case, 
the unsolicited input served as a kind of vote with which the lead explorer and or the answer 
submitter could better estimate if a proposed answer was correct. An example of unsolicited 
support of a proposed answer collected during a user trial is as follows: 
Lead Explorer: The tan pieces near the bottom of the exhibit may remind you of 
elephant feet. Now, an elephant did not wear them, but many soldiers would wear 
these. They covered their calves and their feet. What are they called?  
Explorer 1: Half gaiters.  
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Explorer 2: Yeah. Half gaiters.  
Explorer 3: Half gaiters?  
Explorer 2: Yeah, half gaiters. That's what they are called. 
 
Participants would provide unsolicited interjection if they believed a proposed answer to 
be in error. The interjections would happen quickly after a proposed answer was determined by 
one or more collaborators to be correct in order to prevent the lead explorer from blindly 
submitting answers on the group’s behalf. The interjections also provided an element of 
excitement as the team’s ability to respond correctly as a group was put to the test. An example 
of unsolicited interjection collected during a user trial is as follows: 
Explorer 1: General Washington.  
Explorer 2: No, he sent someone out to do it.  
Explorer 3: General Braddock?  
Explorer 2: Wait, wait, wait stop...  
Explorer 2: I feel like... Unless, it is Washington.  
Lead Explorer: Who was it Washington, Braddock, Forbes, or Lafayette?  
Explorer 1: It was Forbes.  
Explorer 2: Ah, I don't know.  
 Participants would often reward themselves or one another verbally for their performance 
against team challenge questions. These rewards would be self-granted for the completion of 
small goals, such as answering a question correctly, or large goals, such as completing the entire 
experience. These spontaneous awards were almost always followed by laughing and appeared 
to help motivate the team to continue performing at a high level, supporting a virtuous cycle. 
Examples of participants rewarding each other and themselves collected during user trials is as 
follows: 
Lead Explorer: (selects answer musket)  
Lead Explorer: (Singingly) You're right.  
(laughing)  
 
Lead Explorer: Correct. We got all of those correct.  
Explorer: Guys we got a 98%. We are literally epic! 
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Although not explicitly stated by the participants, they appeared to display an 
understanding of their purpose, to successfully complete team challenges, through heightened 
excitement and concern for performing well on team challenge questions when compared with 
completing individual challenges. This excitement might instead have been associated with the 
prospect of working together to solve team challenge questions. In any case, participants were 
focused on the task of completing team challenge questions. Examples of participants 
understanding of their purpose collected during user trials is as follows: 
Explorer 1: So, are we all in this together?  
Explorer 2: Oh my gosh!  
Explorer 3: (lead explorer) lead us!  
All: (excitedly counting down with countdown timer on team challenge launch 
screen) 3, 2, 1! 
 
Lead Explorer: (Question asked) What two pieces which are missing from this 
exhibit would have been worn by an officer as well as a soldier?  
Explorer: (lamenting) Aw man, that was my question. 
 
The participants appeared to care a great deal about gathering virtual exhibit data in 
support of the performance of the team against team challenge questions. This observation was 
despite the researcher explaining at the outset to relax, and pretend that you are on a typical 
museum visit and to not be overly concerned about answering questions correctly as on a test. 
There was no requirement or instruction that they must gather the data. During team challenges 
the data were not available to assist in the answering of questions, forcing the participants to 
make a decision to gather and review data for team challenges or to risk not having the data to 
review in support of the challenges. An example of care for data gathering collected during a 
user trial is as follows: 
Explorer 1: Sweet, Ok. I think I'm done with the individual challenges.  
Explorer 2: Yeah. I'm just reading over the notebook thing so that when we take 
the team thingy we get them all right. 
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Explorer 1: Yeah. That's a good idea. I will read over mine. 
 
Participants demonstrated characteristics consistent with the construct of collaboration 
including voluntary participation, mutual goals, shared participation and decision making, shared 
resources, shared responsibility for outcomes, and parity (Friend & Cook, 1992). The 
participants exhibited characteristics of friendship including focusing on positive aspects of the 
experience and being helpful (Denworth, 2017). Participants contributed highly to making team 
activities successful in a voluntary manner. Rigorous contribution of participants to the overall 
success of the teams was not a condition for compensation at the conclusion of the study, 
eliminating it as a motivational factor. Conversely, the researcher explained at the outset to relax, 
and pretend to be on a typical museum visit and to not be overly concerned about answering 
questions correctly as on a test. An example of collaboration collected during a user trial is as 
follows: 
Lead Explorer: Oh man, I don’t know this one. 
Explorer: Can I assist you or is that not allowed?  
 
Participants demonstrated an understanding and desire to achieve the mutual goal of 
successfully completing team challenges. BT9 Mutual goals a shared responsibility shares code 
references with experience, and BT6 Caring as a function of data gathering and correctly 
answering team questions as the participants demonstrated planning for goals when they focused 
upon the gathering data so that they might successfully answer team challenge questions for the 
exhibits. An example of a participant demonstrating understanding and desire to achieve mutual 
goals collected during a focus group discussion is as follows: 
Participant: I think just having the information on the phone with you and 
looking at the exhibit and the phone you want to get the questions right. So, you 
were kind of forced to learn, but in a fun way. So, I wanted to get the questions 
right and I wanted to read it again to try to do the questions right another time 
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(during the team challenge). 
 
Participants demonstrated shared responsibility for participation and decision making by 
actively engaging in team challenges, individual challenges, and in assisting one another with 
understanding procedures for operating the instructional prototype. Participants sometimes 
would review why a team challenge question was wrong before proceeding to the next one, 
demonstrating care for learning subject matter. The lead explorer solicited feedback from other 
participants as to the pace of questioning. B10 Participation and decision making is shared 
shares code references with BT3 Reciprocity provides means to receive answers to questions and 
BT6 Caring as a function of data gathering and correctly answering team questions. An example 
of demonstration of shared responsibility for participation and decision making collected during 
a user trial is as follows: 
Lead Explorer: (incorrect team challenge answer submitted) 
Explorer 1: Aww...  
Explorer 2: Wait, does it go from the Ohio to the Allegheny and Monongahela? 
Explorer 1: It was.... oh well.  
Explorer 3: It’s the one with the rivers.  
Explorer 4: The Monongahela flows into the Ohio. 
 
Participants openly shared resources of knowledge regarding team challenge questions 
and procedures for operating the instructional prototype. The lead explorer provided question, 
answer, and answer feedback information to the rest of the participants. Co-participants provided 
intellectual resources in the form of reciprocity of directly answering asked questions and or 
elaborating the answer to a question with co-participants. An example of openly sharing 
knowledge collected during a user trial is as follows: 
Lead Explorer: There are several regiments of foot that the uniform could belong 
to. What regiment was the uniform with here with General Forbes in 1758? 
Explorer 1: It's the 60th.  
Explorer 2: Yeah, it’s the 60th.  
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Lead Explorer: (selects answer 60th Regiment of Foot) 
 
Participants shared the responsibility for the outcomes of the team challenges and were 
willing to blame themselves when answers that they proposed turned out to be incorrect. In these 
cases, other participants tried to help defray this self-blame to move forward in a positive 
manner. An example of shared responsibility for outcomes collected during a user trial is as 
follows: 
Lead Explorer: Sorry, guys we only got a 1400 because...(interrupted).  
Explorer 1: I think it was a 1500.  
Lead Explorer: Well, we missed one.  
Explorer 2: Yeah.  
Explorer 3: That's ok (explorer). That one was both our fault. 
 
Each participant’s contribution to the team challenges appeared to be equally valued. For 
example, no single participant dominated the answering of questions. The dissemination of 
unique exhibit information helped ensure distribution of needed knowledge across the teams. 
Knowledge of this distribution appeared to motivate participants to log their unique virtual 
exhibit findings into their explorer’s notebook and complete individual challenges. This 
preparation was essential to individual participants bringing their unique virtual exhibit 
knowledge to bear during the team challenges. An example of equally valuing participant 
contributions collected during a focus group discussion is as follows: 
Participant: I liked the team one, that we all had different information because we 
were all able to say "oh, that was my question" or "oh that was your question" and 
it forced communication between us, but not in a bad way. 
 
Participants displayed initiative in asking questions and responding to each other. These 
questions and answers would occur after the lead explorer asked a team challenge question and 
were informally and spontaneously organized on an as-needed basis. An example of participants 
asking questions and responding to each other collected from a user trial is as follows: 
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Lead Explorer: The Seven Years’ War, right?  
Explorer 1: Umm.  
Explorer 2: The French and Indian War and the Seven Years’ War. Are they the 
same thing?  
Explorer 1: Oh, a global conflict. It’s the seven years' war.  
Explorer 2: Oh OK.  
Explorer 3: Its global. 
 
Participants in the explorer role primarily played a supporting role in the answering of 
team challenge questions. Explorers often provided unsolicited support of co-participants in the 
answering of both team challenge questions and procedural questions for how to operate within 
the instructional prototype. An example of explorers playing a supporting role in the answering 
of questions collected during a user trial is as follows: 
Explorer 1: This is the linen shirt and, um....  
Explorer 2: The leather shoes?  
Explorer 3: Yeah.  
Explorer 4: Yes. Yeah.  
Lead Explorer: (selects answer leather shoes and a linen shirt)  
Lead Explorer: Correct. 
 
Participants in the lead explorer role set the pacing for the asking and answering of 
questions and provided performance feedback. Lead explorers would sometimes answer team 
challenge questions that were assigned to them without consulting with the rest of the 
participants. While only 4 of 16 team challenge questions were assigned to each participant for 
each exhibit, answering one’s own questions in this way can make the team challenge experience 
more characteristic of an individual team challenge experience. Examples of the lead explorer 
setting pacing collected from user trials is as follows: 
Lead Explorer: Yeah, we’re going to take the team challenge thingy.  
Explorer: Sweet! 
 
Lead Explorer: OK, I will answer my own questions (team challenge questions). 
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Participants explained that the explorer and lead explorer roles were effective for the 
purposes of the instructional prototype. During a focus group interview, participants expressed 
interest in switching the lead explorer role amongst team members for the purposes of answering 
team challenge questions. The member that receives control would be based upon their 
ownership of the questions being answered in terms of the way that exhibit callout content and 
questions are randomly distributed to participants. The recommendation to switch lead explorer 
role collected from a focus group discussion is as follows: 
Participant 1: I think that it worked well as it was. I don't know where you could 
go with this but, what if you could have many different roles instead of just an 
explorer and lead explorer? What if there were... 
Participant 2: What if the questions could bounce to each other's screen so that 
the lead for each question could answer it? 
 
Another recommendation involved the creation of a team with specialized roles in which 
each individual contributed a unique skill to the collection of data. The recommendation for 
specialized individual roles collected from a focus group discussion is as follows: 
Researcher: Then when you say everyone would have a different role do you 
mean like an archeology team?  
Participant 1: Yeah.  
Researcher: Where one guy would dig up the bones and one guy catalogs them, 
but more within the museum context?  
Participant 2: Yeah.  
Participant 1: Or if you stuck with the 3 different exhibits or more and one person 
has to find dates at the exhibit one person has to find people at the exhibits. 
 
GT2 Real-world/virtual world enjoyment a duality 
 
Global theme GT2 Real-world/virtual world enjoyment a duality is supported by the 
organizing themes OT3 Museum landmark positioning and visual fidelity important to VR 
navigation, OT16 Simple and instantaneous VR travel desirable, and OT4 High-fidelity 
visuospatial museum content desirable. GT2 basic and organizing themes are found in Table 10. 
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Table 10. GT2 Basic and Organizing Themes     
Basic Themes Organizing Themes 
BT15 Low visual fidelity of museum causes confusion in 
navigation in VR 
OT3 Museum landmark 
positioning and visual fidelity 
important to VR navigation 
BT16 Sign posts a useful navigation aid in VR  
  
BT26 Navigation in VR a simple operation OT16 Simple and instantaneous 
VR travel desirable 
BT17 Instantaneous and non-linear travel in VR was pleasing  
  
BT18 Experience of museum co-visit in VR pleasing OT4 High-fidelity visuospatial 
museum content desirable 
BT19 Virtual exhibit spatial and visual characteristics were 
pleasing 
 
BT24 Higher fidelity museum model as desirable  
 
GT2 recognizes a duality between the design of the virtual world environment and the 
design of real-world environments with respect to effective and enjoyable experiences. Not 
surprisingly, its themes were largely focused upon use of design characteristics in the virtual 
world environment that are also effective in the real-world. For example, the use of sign posts 
placed throughout the virtual environment were found to be useful as they are useful in the real 
world. The transfer of the design from the real world to the virtual is 1-to-1 with respect to the 
visual design – a placard with text and an arrow. When a participant wanted to move in the 
environment they would look in the direction that they wanted to walk and then selected a 
waypoint in the desired direction. In this respect, the virtual world provided an environment in 
which plans and schemas for operating in the real world may be directly transferred, without 
significant abstract representation. Conversely, task accelerators that abstracted and expedited 
the completion of mundane spatial tasks such as moving to already visited locations were 
similarly, highly valued. The virtual world also appeared to set expectations for the visuospatial 
fidelity of the environment in which high-fidelity renditions of virtual exhibits were valued and 
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enjoyable and in which the plain white-walled museum facility model was seen to be an 
obstruction to optimal navigation and, perhaps, breaking with the fidelity of the virtual exhibits.  
Participants experienced problems navigating related to the visual fidelity of the virtual 
world modeled museum and the placement of waypoints. The original design of the instructional 
prototype required a laser scan reproduction of the museum for visualization within VR. 
However, due to resourcing constraints, a hand extruded and white-walled model was created 
using museum blueprints as a guide. While the model was spatially accurate, the intended level 
of textural fidelity could not be produced. This disconnect between the real world and virtual 
world rendition may have caused some participants to get lost in the virtual world as they could 
not recognize details of their current location. Two examples of explorers getting lost collected 
from user trials is as follows: 
Explorer: I don’t know! I don’t like this! I don’t know where I am right now. 
 
Explorer: I was going in circles at times. 
 
Placement of waypoint columns within the environment were correlated with the 
placement of beacons in the real-world museum. While this placement aided in optimal 
separation of beacons transmission range the placement of waypoints within the participants’ 
view field was sometime partially obfuscated by walls or by the rotation of the user view field. 
An example of the view angle issue collected from a focus group discussion is as follows: 
Participant 1: …but there were a few ways that I was placed and couldn’t see it 
(the waypoints) and I didn’t know where I was. 
 
Participants navigated primarily using sign posts and by locating the icon and name of 
participants plotted within the virtual world environment. Sign posts were placed along the 
navigation paths near waypoint columns as a means for VRC participants to navigate to exhibits. 
Use of the sign posts were natural and consistent with real world renditions of signs that contain 
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destination titles and directional arrows leading to the various virtual exhibits. Participants found 
navigation to be natural using the remote control to select waypoints to move around the 
modeled virtual world. An example of the use signs collected from a focus group interview is as 
follows: 
Participant: I think the signs that say to go this way or that way was good. 
 
An example of the perception of natural navigation collected from a focus group interview is as 
follows: 
Participant: I liked how you can go place to place using the headset. You had to 
just kind of look somewhere and click. I was telling them that I found myself 
pointing the remote like a TV. But then when I got the hang of it I thought it was 
really cool because as you are going through if you look at something you are 
going to visit it. So, it was kind of natural kind of thing. It was really cool. 
 
Participants appeared to enjoy the experience of navigating through the virtual world 
museum model using the VR headset. They enjoyed the movement accelerator of being able to 
instantaneously move from any location in the virtual world to a previously visited exhibit. 
Within a virtual world environment, this design element is provided as a convenience and is 
meant to capitalize upon the non-linear aspects of VR. Interestingly, while the movement 
accelerator was enjoyable, so was the experience of manually moving from waypoint to 
waypoint to tour the museum model, as they would in the real world. An example of a 
participant enjoying the navigation experience using a VR headset collected from a focus group 
interview is as follows: 
Participant: I liked how you can go place to place using the headset. 
 
An example of participants enjoying the movement acceleration feature collected from a user 
trial is as follows: 
Explorer 1: Oh, (explorer) We could have just gone to our notebook thing and hit 
visit (button).  
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Explorer 2: Oh.  
Explorer 1: Instead of like....  
Explorer 2: Oh! (laughing)  
Explorer 1: And were getting stuck...  
Explorer 2: Oh my gosh! Explorer: Which is cool. I didn't know you could do 
that!  
Explorer 2: And it’s kind of cool to be able to look around though.  
Explorer 1: I know it is. 
 
Participants appeared to be immersed within the virtual world environment which 
consisted of a spatially accurate, but low fidelity white-wall extrusion of the museum location. It 
also included high-fidelity, laser-scanned 3D renditions of exhibits. The experience reported by 
the participants is consistent with other experiences in which the researcher observed individuals 
using VR for the first time. These experiences are marked by initial shock at being placed into a 
virtual environment followed by evaluation of the environment for level of realism. An example 
of participant immersion collected from a user trial is as follows: 
Explorer: I don’t feel like I’m on this earth right now. 
Lead Explorer: This is so weird were like in an alternate universe! 
 
Participants highly enjoyed the 3D laser-scanned virtual exhibits within the virtual world. 
Each exhibit was scanned and then was subject to post-production techniques to produce a 
visuospatial-accurate rendition including textures. Each exhibit was featured prominently within 
the virtual world so that participants could get up close to the exhibit. In particular, they could 
get closer to the exhibit in the virtual world then they could to the source real-world exhibits as 
display cases block close inspection. This up-close feature may have been particularly appealing 
to participants as it provided a capability that is often not available to museum goers who are 
physically separated from exhibits by safety partitions and glass display cases. The up-close 
nature of exhibit interaction fostered discussion of the physical properties used in the 
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construction of their real-world counterparts. An example of visual appeal of virtual exhibit 
models collected from a user trial is as follows: 
Explorer 1: But, Fort Duquesne is the coolest.  
Explorer 2: Yeah, I like the way it looks just floating there.  
Explorer 1: It looks a lot different than I expected it to look.  
Explorer 2: Yeah, I don't know, I kind of expected it to look cartoony. I didn't 
expect it to look so real like this. 
 
An example of interest in the physical properties of a virtual exhibit model collected from a user 
trial is as follows: 
Explorer 1: Ok, were going to Fort Duquesne.  
Explorer 2: Oh! This looks so cool!  
Explorer 1: I wonder what it’s made of? 
 
While participants enjoyed the level of realism provided in the instructional prototype 
regarding the museum and exhibits models, suggestions were made to improve the level of 
realism in the museum model. It is anticipated that BT24 Higher fidelity museum model as 
desirable is related to BT15 Low visual fidelity of museum causes confusion in navigation in VR 
with regard to assisting in keeping explorers from getting lost. By applying the requisite 
geometry and textures comprising the museum model it is anticipated that the updated model 
would serve as a familiar backdrop with which to aid in navigation. It is also anticipated that an 
updated model would be more visually appealing as were the virtual exhibits discussed in BT19 
Virtual exhibit spatial and visual characteristics were pleasing. A participant indicated that if a 
high-fidelity museum model could be created in the future that exhibits placed within the 
museum model should be provide some means of making them stand out from the high-fidelity 
background museum. This design consideration speaks to ensuring that the affordance of 
exhibits involved in the individual and team challenges be clearly provided so that they are not in 
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the museum background, visually speaking. The need for a more realistic rendition of the 
museum model was collected from a user trial as follows: 
Explorer 1: I wonder if there is a way for them (researcher) to make the walls like 
not white? You know?  
Explorer 2: I know. Kind of make them look like... I don't know.  
Explorer 1: Like the museum. That would be really cool. 
 
A recommendation for a more realistic rendition of the museum model was collected from a 
focus group discussion as follows: 
Participant 1: The only thing we said that could be different, is instead of the 
walls being white they could be something else.  
Researcher: Oh, yes. So, imagining a production version of this, what if we had a 
scan of the walls so everything looked exactly like you were walking through?  
Participant 1: Yes. That would be really cool.  
Researcher: Would something like that be better?  
All Participants: Yes. 
 
A recommendation for clearly showing the affordance of exhibits involved in team challenges 
was collected from a focus group discussion as follows: 
Participant 1: I think that as long as you could isolate the exhibit you were 
focusing on without being distracted in the virtual and then back up and see where 
you are and then continue. 
 
GT3 Co-visit user interfaces design composition as critical 
 
Global theme GT3 Co-visit user interfaces design composition as critical is supported by 
the organizing themes OT6 Navigation primarily landmark-referenced, OT7 User interface 
should be organized for easy reference, and OT14 Voice communications practical and critical. 
GT3 basic and organizing themes are found in Table 11. 
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Table 11.  GT3 Basic and Organizing Themes     
Basic Themes Organizing Themes 
BT27 Navigation primarily relative to landmarks OT6 Navigation primarily 
landmark-referenced 
  
BT46 Persistent team challenge progress indicator desirable OT7 User interface should be 
organized for easy reference 
BT38 Difficulty understanding virtual exhibit model rotation 
controls 
 
BT40 Quick access to virtual exhibit information enjoyable  
BT28 Difficulty identifying who is here  
  
BT43 Preference for voice communication over other 
methods 
OT14 Voice communications 
practical and critical 
BT44 Problems with microphone volume and concentration  
BT45 Muting individual voices and better group discussion 
coordination as desirable 
 
 
GT3 underscores the need for user interfaces that provide sufficient composition between 
ARC and VRC interaction functionality. User interface composition principle deals with the 
need to create interfaces that feel like they belong together (Rowland, Goodman, Charlier, Light, 
& Lui, 2015). For example, a composite user interface may substitute multiple and different 
controls that all serve the same function. In this respect, the user interfaces transcend their 
specific implementation and may be applied in various forms. Composition is different than 
design consistency in which every instance of a user interface be an identical transition. For 
example, a user interface button on a page being identical in form and function to every other 
button on every other page. In collaborative AR and VR user interface design, the composition 
principle is important to the development of a common operational picture (Army, U.S., 2008), 
or the extent to which two or more individuals using different user interfaces to the same system 
may agree upon the state of an ongoing event. If user interface composition is poor between 
collaborating user interfaces then understanding of the current state of a shared experience will 
likely be poor. 
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The researcher employed a predominantly consistent user interface design that 
incorporated some composition elements pursuant to the unique interactivity requirements of AR 
and VR. For example, in AR participants are required to physically navigate within the proximity 
of a real-world exhibit in order to enable a button to launch a virtual exhibit window. In VR 
participants navigated waypoints to reach individual virtual exhibits at which point they looked 
at the exhibits and pressed a button on a remote control to launch its virtual exhibit window. The 
purpose of these two procedures were identical, but the means for completing them were 
different. 
To further characterize consistency and composition in the example, the virtual exhibit 
window contained identical controls, layout, and spatial characteristics. However, the ARC user 
interface presented the window as a screen overlay, whereas the VRC presented the window as a 
diegetic interface that existed within the virtual world space, plotted using x, y, and z coordinates. 
AR users would interact with the buttons in the window by tapping them and VR users by 
looking at the button and then pressing a button on a remote control. In this regard, the interfaces 
were consistent in so far as they presented identical buttons, layout, and spatial characteristics, 
but were also composite in that the manner of interaction with them differed across AR and VR. 
The ability to practically provide both consistent and composite user interfaces is a recent 
phenomenon that has arisen due to increases in the capabilities of mobile device capabilities to 
create visualizations that were once only possible on PCs. The researcher implemented the 
consistent and composite design approach to all user interfaces for common operational picture 
development. 
Participants navigated primarily using landmarks and voice communications. When one 
participant would ask another “where are you?” the target participant for the inquiry would 
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respond with an exhibit name. Directions were not given from one participant to another as a 
series of instructions to follow, such as “turn right and then left.” An example of the use of 
landmarks and voice for navigation collected during a user trial is as follows: 
Explorer 1: Let’s see, I'm going to go to the officer's red coat.  
Explorer 2: I'm at the British officer's read coat.  
Explorer 3: I will try to find my way. 
 
Participants would attempt to indicate position by voice volume as if they were spatially 
separated in the real world. This may be a result of realistic spatial immersion and participant 
perception that voice is positional within the virtual world environment. An example of a 
participant using voice volume for spatial position collected from a user trial is as follows: 
Explorer: (loudly) I'm over here! 
 
The researcher failed to notify participants that while exhibit model rotation controls 
were shown in the user interface that they did not work. This fact caused some confusion with 
Group A, but was communicated to Group B to help smooth the user experience.  The intent of 
the arrows was to rotate the 3D virtual exhibits during individual and team challenges. During 
team challenges only the lead explorer would be able to rotate exhibits in order to better facilitate 
the team challenge questions and answers. An example of the issue collected from a user trial is 
as follows: 
Explorer 1: Ok, I don’t know what these arrows do.  
Explorer 2: I think if you click on them you make it smaller.  
Explorer 3: Oh, is that what they do. 
 
Voice communication was seen as beneficial and as was the primary means of 
communication in the instructional prototype and as largely effective. When asked to choose 
between the voice interface and a hypothetical chat interface, a voice interface was preferred as 
is a more efficient means of communication in both terms of rate of communication and 
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preventing exhaustion caused by manual text input. An example of the preference of voice 
communication over other, theoretical methods was collected from a focus group discussion as 
follows: 
Researcher: Anything else about the voice communication? What If I add-on the 
question “Would voice be better than no choice and using a chat interface?” 
Participant 1: Yes, voice is definitely better.  
Participant 2: Yes, you know because it’s continuous.  
Participant 1: Especially for the 3D, because my eyes were starting to get tired 
towards the end and having to read a lot of chat would have been exhausting. 
 
A participant noted that voice communication was useful for the purpose of locating 
others in the environment. BT43 Preference for voice communication over other methods is 
related to BT27 Navigation primarily relative to landmarks with regard to use of participant 
voice volume to announce their location spatially. An example of usefulness of voice 
communication for locating others collected from a focus group interview was as follows: 
Participant: …but I liked it (voice communication). Especially, because I didn’t 
have any idea where you all were. 
 
Voice was the primary means of communication amongst participants. When there were 
issues with voice communications it became immediately apparent. Drops in microphone volume 
caused confusion for Group A. However, participants took initiative to share mobile devices 
when needing to communicate by voice. It was later found that the microphone volume on one of 
the Group A devices was accidentally turned down. In any case, momentary drops in voice 
communication significantly degraded collaboration between participants for Group A. An 
example of the voice communications loss and recovery collected from a user trial was as 
follows: 
Explorer 1: Can you hear me? 
Explorer 2: A little bit yeah. 
Explorer 3: Yeah.  
Explorer 1: Alright. 
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Participants experienced problems with others talking over them or hearing others voices 
as they were trying to concentrate upon individual and team challenge questions. In response, a 
solution was proposed by the researcher and approved by the participants to provide a selective 
mute capability that gives individual participants control over who they want to hear when. It is 
anticipated that this capability would be useful for individuals that are a member of groups that 
contain many talkative persons. An example of distraction by voice collected from a focus group 
interview was as follows: 
Participant: It was a little distracting while you were reading hearing other people 
while you read. 
 
GT4 Augmented reality co-visit as natural 
 
Global theme GT4 Augmented reality co-visit as natural is supported by the organizing 
themes OT8 AR navigation enjoyable, but requires landmark clarifications and OT9 Adherence 
to traditional AR UI design useful. GT4 basic and organizing themes are found in Table 12. 
Table 12.  GT4 Basic and Organizing Themes 
Basic Themes Organizing Themes 
BT29 Navigation a minimally acceptable activity by default OT8 AR navigation enjoyable, 
but requires landmark 
clarifications 
BT30 Difficult identifying difference between exhibits, 
waypoints, and navigating flat 2D map in AR 
 
  
BT31 User interface size too small in AR OT9 Adherence to traditional 
AR UI design useful 
 
GT4 suggests that co-visiting a museum using the ARC was a natural experience. To 
define the word “natural” in this context it should be understood that the interactions in ARC 
were consistent with other experiences on mobile devices in which operation of applications are 
intuitive. The ARC was found to suffer from a common issue within mobile development of 
implementing controls that were too small to use reliably. Perhaps the most defining 
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characteristic of this global theme is the lack of data collected in in support of it in general, even 
though data collection and analysis of the use of the applications were applied equally. Of all 
data collections, use of the ARC specifically was small. This lack of data could indicate that the 
experience was acceptable and that any serious issues with the design of the ARC would have 
emerged from user trials and focus group discussions. 
Collected data provided little insight regarding their experience navigating the museum in 
AR. While two issues are discussed in BT30 Difficult identifying difference between exhibits, 
waypoints, and navigating flat 2D map in AR, the lack of compelling evidence against effective 
AR navigation suggests that it was, at least, minimally acceptable. An example of evidence of 
participant enjoyment of AR navigation collected from a focus group discussion was as follows: 
Participant: I liked it (navigation in AR) too. 
 
The issues that were reported regarding difficulty of navigation involved decreased level 
of navigational clarity using the white-walled museum 2D map and misunderstanding the 
difference between waypoints and exhibits. There is a need to reevaluate the use of the basic 2D 
orthographic perspective map and waypoint visualization for navigation support. An example of 
the need for a perspective projection of the ARC map collected from a focus group discussion 
was as follows: 
Researcher: You mentioned that 3D might have been more interesting for the 
mobile device. What if the mobile device map would have been at 3D, at a high 
level?  
Participant: Yeah, I think that would have been more helpful. It was just kind of 
tricky to understand the lines for the walls to know where we were in the fort.  
 
An example of the confusion between waypoints and exhibits collected from a focus group 
discussion was as follows: 
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Participant: I liked it too. I was confused because you could only visit three of 
them and I was at a spot and was like I can’t visit it! But after I got past that it was 
really cool. 
 
Several participants reported that the explorer’s mate question and answer interface size 
was too small. The researcher attempted to reach parity between the visual and interactive design 
for the ARC and VRC by using a virtually identical implementation. The result was largely 
effective with no complaints about readability attributed to interface size. It is understood that 
proper sizing of controls is a common design guideline within mobile applications. An 
alternative button design is necessary to enable reliable selection of answers in the ARC. An 
example of the issue of small challenge answer button size collected from a user trial was as 
follows: 
Researcher: What did you like or not like about the knowledge challenges, be it 
the individual or the group?  
Participant 1: It was a little bit hard to click the answers.  
Participant 2: Yeah.  
Researcher: Do you mean because of the sizes (of the buttons)?  
Participant 2: Yes, at least on the phones. Because I felt like I was pressing one, 
and then it was like “Oh, wrong!” and I knew the exact one. 
 
GT5 Co-visit design a fun and engaging experience 
 
Global theme GT5 Co-visit design a fun and engaging experience is supported by the 
organizing themes OT10 Co-visit as an effective learning experience, OT11 Experience most 
useful to those who cannot attend museums, OT12 Flow state cultivated by co-visit design, and 
OT13 Procedural clarity difficult without demo. GT5 basic and organizing themes are found in 
Table 13. 
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Table 13.  GT5 Basic and Organizing Themes 
Basic Themes Organizing Themes 
BT34 Co-visit experience created new knowledge and interest 
in subject matter 
OT10 Co-visit as an effective 
learning experience 
BT33 Multiple choice questions appropriate for individual 
and team questions 
 
BT32 Co-visit as a fun and informal experience  
  
BT39 Provide more exhibits and access to low socioeconomic 
schools 
OT11 Experience most useful 
to those who cannot attend 
museums 
  
BT36 Participation in co-visit experience engrossing OT12 Flow state cultivated by 
co-visit design 
BT37 Co-visit experience cultivated a belief that team can 
succeed 
 
BT47 Immediate feedback inherent in co-visit experience  
  
BT41 Confusion of core procedures OT13 Procedural clarity 
difficult without demo 
BT42 Late realization of capabilities  
BT35 Answer feedback for which answer was right and why 
missing 
 
 
GT5 encompasses the themes involved in determining what factors contributed to overall 
fun and engaging learning experience. The co-visit experience appeared to be an 
overwhelmingly positive experience with participants both learning and having fun within an 
informal learning context. Perhaps the most telling factor indicating the level of fun achieved 
was in the sheer number laughs shared by the participants (n=59) and cheers (n=15). Laughing 
was largely due to events that occurred in interactions between participants such as self-effacing 
laughing for getting an answer wrong and trying to understand how to operate the prototype. The 
behavior was interpreted as a kind of light-hearted play reminiscent of informal learning 
experiences. Cheering occurred as a result of completing individual and team challenge 
questions. Taken together these positive feelings contributed to overall camaraderie and, in turn, 
105 
 
collaboration. An example of an interaction between participants as a positive experience 
collected from a user trial was as follows: 
Lead Explorer: Which countries were involved in global conflict? And I had this 
question. Or, I had this information. Its Prussia, Russia, or Spain. 
Explorer 1: I didn't have that. 
Explorer 2: It wasn't that. 
(pffftt…laughing) 
Explorer 3: I thought that it was. 
(laughing) 
Lead Explorer: I remember Prussia and Russia.... 
Lead Explorer: (joking) Ok. See, I shouldn't be the lead. 
(laughing) 
 
Participants exhibited a positive attitude towards the co-visit experience which appeared 
to motivate participants to engage further within the experience and to continue to experience 
positive feelings. This extended and focused engagement likely positively contributed to the 
ability of the teams to learn together and to achieve high overall team scores. (Group1=98%, 
Group2=96%). Participants exhibited interest in knowing more about newly learned concepts. 
They sometimes vocalized when a new fact or concept was realized as the result of group 
interaction in answering knowledge challenge questions and in visually inspecting exhibits.  One 
participant felt that knowledge gained would be useful in their course work or was like the 
experience of learning for a formal course. An example of a participant vocalizing a newly 
learned fact or concept collected from a user trial was as follows: 
Explorer 1: He died.  
Lead Explorer: Yeah, that was one of the choices.  
Lead Explorer: (selects answer died)  
Explorer 2: He died?  
Explorer 1: (whispers) He died. 
 
An example of participants explaining that they feel like the co-visit was improving their 
knowledge in pursuit of coursework collected from a user trial was as follows: 
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Explorer 1: I feel like I’m getting smarter for class.  
Explorer 2: Me too.  
Explorer 3: Yeah. 
 
Participants enjoyed the questions content and multiple-choice answer format. Multiple 
choice format provided some means of activation and recollection of concepts learned over the 
course of a half-hour of virtual exhibit data collection. The ability of learners to use voice to 
collaborate over team challenge questions was found to further assist with regard to 
remembering, understanding, and applying new knowledge. Scoring of team challenge 
performance by both groups suggested that the question construction was respondent to 
scaffolding provided in the form of virtual exhibit data collection. An example of the enjoyment 
of multiple-choice answer format collected from a focus group discussion was as follows: 
Participant: The questions were good and really assessed our knowledge of it. 
 
It was evident that participants enjoyed the experience of working together. The ability to 
use voice communications to discuss exhibits, procedures, and questions and answers in real-
time, enabled spontaneous and sometimes humorous communications as participants often 
thought-out-loud. An example of the enjoyment of participants collaborating together collected 
from a user trial was as follows: 
Lead Explorer: (accidentally selects Major Grant)  
Lead Explorer: Oh, I accidentally clicked Major Grant and it was right. So.... 
(laughing)  
Explorer: I tried to click Bouquet, but I slipped. But, hey, go us! We're so smart. 
(laughing) 
 
Participants’ recommendations for future deployments of the prototype included an 
increase of the number of exhibits placed throughout the environment. It is assumed that by 
increasing the number of exhibits that the scope or length of time spent in the experience would 
increase, signaling that the instructional prototype would be enjoyable for such longer-term 
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experiences. One participant provided unsolicited feedback stating that they would use such an 
experience if made available at a museum. An example of the need for more virtual exhibits 
collected from a user trial was as follows: 
Explorer: It would be cool if there were more exhibits. 
 
An example of a participant indicating that they would use Co-Tour outside of the research 
context collected from a focus group discussion was as follows: 
Participant: I would totally do this at a museum. 
Participants recommended the use of the system especially for those school classrooms 
that are not resourced to attend museums on field trips. These data are interpreted to mean that 
co-visiting a museum virtually would save resources related to transport and, possibly, admission 
to museums. A recommendation from a participant regarding use of Co-Tour for low socio-
economic status (SES) schools collected from a focus group discussion was as follows: 
Participant: I was thinking if you would use this for a low SES (schools), for 
folks who can get there (to the museum). 
 
Participants seemed to have exhibited characteristics consistent with persons immersed 
within flow states (Csikszentmihalyi, 1997). During a flow state, subjects performing an activity 
are fully immersed in a feeling of energized focus, full involvement, and enjoyment in the 
process of the activity. In particular, participants appeared that they were sufficiently engrossed 
in the co-visit experience such that they lost some sense of self-awareness. They also appeared to 
feel that they could succeed in correctly answering team challenge questions. While the 
researcher did not specifically query the participants in regard to feelings of flow, observation of 
the co-visit experience was used to infer as to the experiencing of flow states. 
Participants appeared to exhibit the flow state characteristic feeling that they were 
engrossed in the learning experience. The experience appeared to foster an intrinsic need to 
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perform well and to remain engaged to continue performing well. Intense and focused 
concentration on the present moment is a factor of flow states. There was also reported a notion 
that learning was taking place, but that awareness of learning processes was not apparent. These 
data are interpreted not in a metacognitive sense, but in a sense of a lack of apparent banal 
characteristics of didactic learning experiences and or the passage of time without notice. 
Distortion of temporal experience is a factor of flow states. However, those experiencing 
problems with the VR headset certainly experience awareness of self with regard to discomfort 
of fit and resultant visualization issues described in BT25 Headsets provided a poor fit. An 
example of participant engrossment in the co-visit experience collected from a focus group 
discussion was as follows: 
Participant: I think just having the information on the phone with you and 
looking at the exhibit and the phone you want to get the questions right. So, you 
were kind of forced to learn, but in a fun way. So, I wanted to get the questions 
right and I was like I want to read it again to try to do the questions right another 
time. 
 
Participants exhibited the flow state characteristic feeling that they had the potential to 
succeed at the team challenge questions (Csikszentmihalyi, 1997). A sense of personal control or 
agency over a situation or activity is a factor of flow states. 
Explorer: (bragging) I am killing these questions, just let me tell you! 
 
Lead Explorer: In what way did the French destroy Fort Duquesne specifically?  
Explorer: Powder magazine.  
Lead Explorer: (impressed) Dang guys! 
 
The instructional prototype directly provided immediate feedback regarding the 
experience of asking and answering questions (Csikszentmihalyi, 1997). Participants answering 
questions were provided instant feedback as to if answers were correctly answered or not in both 
individual and team challenges. The system indirectly provided the opportunity for immediate 
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feedback for all activities through voice communications. Participants often asked questions 
about procedures or subject matter and were provided immediate feedback by co-participants 
creating a self-initiated and sustained immediate feedback cycle. An example of a participant 
providing feedback for the answering of a question collected from a user trial was as follows: 
Lead Explorer: (Question asked) An officer would have worn this uniform in 
front of you. This officer would have been associated with which country?  
Explorer: So, England?  
Lead Explorer: England. (Selects answer England) 
 
The researcher provided participants with instructions for using the prototype prior to 
arriving at the museum and facilitated a discussion of the instructions upon arrival for 
familiarization. The researcher originally planned to also provide a live group demonstration of a 
mock virtual exhibit and question and answer experience, but did not have the necessary 
resources to complete it. While confusion over procedures caused some difficulty, it did not 
prevent either group from successfully completing trials. It is anticipated that a live demo would 
have further clarified procedures.  Examples of participant confusion over the completion of 
team challenges and navigation collected from a user trial was as follows: 
Explorer: Why does the status of these say “not completed.” (referring to the 
knowledge challenges tab.) 
 
Explorer: How did you get over there?  
 
Some participants realized capabilities that they had at their disposal late in the user 
trials. Including the ability to instantaneously teleport to an exhibit using the VRC. This 
capability was not available to ARC participants as they had to physically walk to exhibits to 
explore their virtual counterparts. A key concept that all participants were co-visiting spatially 
was missed by some participants. The data are interpreted to communicate that while some ARC 
and VRC participants engaged in voice conversation over their respective devices they did not 
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know all participants were on the same team. The concept of AR and VR co-visiting is a new 
topic and likely requires more clarity in instruction and demonstration prior to the user trial. An 
example of late participant realization that ARC and VRC participants were on the same team 
collected from a user trial was as follows: 
Explorer 1: Wait, so are they (AR users) actually walking around the... 
Explorer 2: I think so.  
Explorer 3: Yeah, we are.  
Explorer 3: We are actually walking around the museum. 
 
The participants noted that after answering questions incorrectly that no information was 
provided as to the correct answer. Nor was any explanatory feedback provided regarding wrong 
answers, beyond a simple “correct” or “incorrect” message. The researcher identified these 
shortcomings at the outset of development and did not have time to integrate the necessary 
features. It is understood by the researcher that these features are valued components of effective 
learning design and recognizes that future versions of the system should possess them. An 
example of participants searching for explanatory feedback to wrong answers collected during a 
user trial was as follows: 
Explorer: Wait. What was it?  
Lead Explorer: I don't know. It doesn’t tell you which one is right. (which one is 
supposed to be right.) 
 
Summary of Chapter 4 
 In chapter 4 the results of the data collection and analysis were presented. Data collection 
instruments included the demographic and domain interest survey, automated field collection, 
and focus group interviews. A description of technical issues and their resultant effects to data 
collection were disclosed and were determined to be insignificant. Data analysis of the 
Simulation Sickness Questionnaire resulted in the assignment of participants to either the AR or 
VR trial conditions. 
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 The codes, categories, and themes were presented and set the stage for understanding 
interpretation of findings and the initial creation of meaning supporting CSCL-ARVR in 
museum education experiences by moving from concrete codes and categories into increasingly 
abstract basic themes, organizing themes and global themes. 
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Chapter 5 
Conclusions, Implications, Recommendations, and Summary 
 The goal of this study was to conduct formative research using a holistic single use case 
to develop a new instructional design theory that can be used to guide the creation of CSCL-
ARVR instructional products. The study was focused around the design and development of a 
CSCL-ARVR museum education prototype, Co-Tour, that provides a co-visiting museum 
experience. No known product existed to support such experiences so an instructional prototype 
was designed and developed to support the study. Co-Tour was deployed at the Fort Ligonier 
museum and user trials were conducted with two groups of four participants with each group 
consisting of two ARC users and two VRC users. Data were collected and analyzed with the 
intent of exploring the four research questions outlined in Chapter 1. Chapter 5 covers the 
development of the tentative theory for future guidance. Three different criteria were used to 
guide the creation of generalizable knowledge including: effectiveness, efficiency, and appeal as 
discussed in Chapter 3. Codes, categories, and themes were combined systematically to create a 
framework on which the formative theory was elaborated. Conclusions and implications 
regarding the four research questions are created. Implications, strengths, weaknesses, and 
limitations of the study are delineated. A tentative Mixed Reality Museum Co-Visit Theory is 
proposed and is informed by the synthesis of codes, categories, and themes into the study 
conclusions. The theory is presented through the lens of a theoretical framework from which 
instructional design goal, values, methods, and situations were elaborated.  
Research Question 1 Conclusions 
RQ1 asked what existing learning and instructional theories can best guide the design of a 
CSCL-ARVR scenario designed for museum education? The review of the literature revealed 
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that CSCL, GBL, and social constructivist theory as potential contributors to the design of 
CSCL-ARVR instructional products. Each of these theories was useful in designing Co-Tour. 
The analysis of the co-visit experience indicated that in addition to these theories, 
characteristics of flow theory (Csikszentmihalyi, 1997) and camaraderie were emergent 
(Camaraderie, 2018). While not learning theories or instructional design theories, they are worth 
mentioning because of their potential importance to the CSCL-ARVR co-visit experience. 
Participants exhibited three characteristics of flow states including engrossment, potential 
feelings to succeed, and immediate feedback. Participants exhibited characteristics of 
camaraderie including respect, trust, reciprocity, reward, purpose, caring, and friendship.  
Research Question 2 Conclusions 
RQ2 asked what instructional design methods can be applied to guide the design of a 
CSCL-ARVR scenario designed for museum education? CSCL, GBL, and social constructivist 
theory methods were used in the construction of the scenario. 
CSCL methods were foundational to the design of the CSCL-ARVR scenario including 
the use of scripts and resources (CSCL script, 2017). Co-visit scenario group activity sequencing 
was guided with support from CSCL macro scripts. Instructed CSCL scripts were used ahead of 
the training day. Instructed scripts are oral or written instructions that the participants had to 
follow. In Co-Tour, instructed scripts consisted of the system use instructions that were read by 
individual participants. Induced CSCL scripts were used to inform participants of expectations 
for behavior within the experience. Induced scripts implicitly convey the designer’s expectations 
towards how students should pursue goals and are less coercive than instructed scripts. In Co-
Tour, induced scripts were used to inform participants of the importance of collaborating within 
the co-visit before participants commenced with the actual experience. Prompted CSCL scripts 
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were used to encourage learners to engage in various facets of their roles. In Co-Tour, prompted 
CSCL scripts were provided to participants in the form of the available, open sequences of 
actions possible in the exploration of virtual exhibits and in the collaboration upon selected team 
challenge questions. Typical components comprising CSCL were integrated in to the 
instructional design scenario including resources, participants, groups, activities, and roles 
(Kobe, Fischer, Hesse, 2006). Resources included the virtual and physical objects allocated to 
participants including ARC and VRC hardware and software. Participants included the 
individuals selected from the participant selection process. Groups included both research groups 
A and B, which included two of ARC and VRC users each. Roles included the researcher, 
explorer, and lead explorer. 
GBL theory methods were used in the construction of the CSCL-ARVR scenario 
including production, risk taking, agency, systems thinking, smart tools and distributed 
knowledge, and cross-functional teams (Gee, 2005). Production involved the creation of the 
individual and team challenge questions as a type of a puzzle or level to complete. Participants 
took risks in the decision to gather or not to gather unique virtual exhibit data in support of 
answering team challenge questions. The scenario provided agency in controlling the sequencing 
and pacing of the scenarios. For example, participants could choose to complete and exhaustive 
review of each virtual exhibit in order or opt to quickly move through scenarios randomly and 
only skim associated data. Systems thinking was employed by participants in order to connect 
individual actions of collecting virtual exhibit data and answering individual challenge questions 
to the overall goal of completing team challenges. Successfully completing the latter without 
understanding the need for the former could make successful completion difficult. The teams 
within the scenario were cross-functional and were responsible for completing different tasks. 
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The ability of the teams to perform these different roles was critical to the overall performance of 
the team against the mutual goal of team challenge question completion. 
The social constructivist theory method of situated cognition was used in the construction 
of the CSCL-ARVR scenario. Situated cognition refers to the idea that thinking occurs within 
authentic social and physical contexts (Brown, Collins, & Duguid, 1989). To encourage 
participants to explore new information within the informal learning environment of the museum 
they took on the roles of explorer and lead explorer. Explorers gathered unique exhibit 
information as part of their roles to answer individual and team challenge questions. In this 
context, the unique information that was required to answer challenge questions existed, but 
needed to be gathered by adding the information to the explorer’s notebook, symbolically 
representing the gathering of new information by explorers from history who would survey 
geography to draw a map of a previously uncharted location. Similarly, the finding of exhibits 
themselves was an exercise in exploration through navigation as they had to seek them out in 
order to experience them and to chart them within their notebooks. AR learners were able to visit 
museums exhibits simultaneously in the real-world and virtually to provide opportunities to learn 
about exhibits within an authentic physical context. In order to successfully complete 
exploration, not only did participants have to seek out exhibits and log unique knowledge about 
them, but also had to apply their unique knowledge at the right time during execution of team 
challenges. This progression was designed to more participants from individual exploration of 
the museum, exhibits, facts, and concepts to sharing, co-creation, and exploration of new 
knowledge with their teams. 
VR learners were able to visit realistic models of the exhibits within a basic virtual 
environment modeled after the real-world museum, providing an immersive and near-physical 
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context. Both AR and VR learners engaged within a social context primarily for the 
collaboration upon team challenge questions, but additionally for helping inform others of 
procedures for using the system and for assisting others in navigating to find one another within 
the environment. Taken together, the social and physical contexts in which the learners engaged 
were consistent with the intended role of learners as explorers that were learning about new 
subjects and that assisted one another in learning the subjects. 
Research Question 3 Conclusions 
RQ3 asked what aspects of the instructional design of the prototype worked with learners, 
what did not work? The instructional design supporting Co-Tour helped to create an engaging 
and effective informal learning experience for participants. The successful aspects of the co-visit 
experience concerned the design of the system for collaborative activities and for spatial 
immersion. Collaborative activity design aspects included unique challenge question distribution 
among participants, explorer and lead explorer role types, voice communications, consistent and 
composite user interface design across mediums. 
 The use of unique CMCQ distribution helped to create an atmosphere, which challenged 
and motivated individual participants to contribute to the overall success of the explorer team 
(CSCL script, 2017). Unique CMCQ distribution was designed to help drive motivation for team 
success by setting expectations for individual contributions to team challenges. The key 
implication of the unique CMCQ distribution was that each participant had to pay close attention 
to virtual exhibit information callouts and associated individual challenge questions in order to 
individually contribute to team success. Failure to contribute in this manner may lead to failure 
of the team challenges, an outcome that ought to be avoided.  
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Team motivation may be affected by the level of camaraderie, friendship, and 
collaboration already possessed by teams (Camaraderie, 2018; Denworth, 2017). For examples, 
groups of participants from the same schools and working groups may be more accustomed to 
working together and are able to more easily apply collaborative working skills to the use of Co-
Tour. Groups that exhibit significant levels of camaraderie and friendship prior to the use of Co-
Tour may further augment the ability of teams to work together towards success (Friend & Cook, 
1992). In the current study the participants were likely not all complete strangers as all 
participants were selected from the same college and program. However, one participant noted 
that her group had not worked together as a group before. 
If all team members would have received the same CMCQ distribution then it is 
anticipated that motivation for team success would have been diminished. In particular, without 
the responsibility required to contribute towards answering CMCQs, some team members may 
feel content to let others answer questions. Therefore, it may be useful in future versions of Co-
Tour to provide additional interest in the explorer role by enabling participants the ability to 
select explorer roles assigned to some specific area of their interest. 
The assignment of explorer and lead explorer roles provided a simple organizational 
structure on which to pace and control team challenges (Kobbe, Fischer, Hesse, 2006). The lead 
explorer played the role of facilitator of the experience and was not interpreted as an 
authoritative figure assigning tasks and evaluating task outcomes. The lead explorer role 
provided pacing for the team by confirming how many persons had visited which exhibits, the 
launching of team challenges, and the rate of question and answer within the challenges. This 
simple organizational structure was found to be appropriate and sufficient for supporting the 
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intended informal learning experience, by removing the memory overhead of learning, 
remembering, and applying the information associated with more complex and formal roles. 
 Voice communications played a pivotal role in support of several activities including 
navigation, completing challenge questions, helping one another understand procedures, and 
building camaraderie. It is anticipated that the headphones both helped increase the clarity of 
communications to ARC participants and minimized disruptions to nearby museum attendees.  
The use of voice was found to be superior to synthetic communication, including text 
chat communication for purposes of co-visiting. It provided a more personalized communication 
experience that enabled identification of co-participants by voice tonal qualities instead of a text 
chat user handle. It provided a context-rich communication experience that leveraged the natural 
tonal, inflective, speed, and volume qualities of human speech that are difficult to recreate with 
synthetic communication mediums. Taken together, voice communication enabled natural 
communications between participants and freed attention to explore the environment and to 
efficiently contribute to the completion of team challenges. 
The value of voice communication was perhaps most evident when a participant 
experienced an issue with the level of microphone volume on their ARC device. The explorer 
team stopped what they were doing to try to assist the participant by performing several 
microphone checks. The participant soon teamed with another ARC participant to use their 
device microphone when they wanted to communicate verbally. 
Navigation of the environments was simplified through participants giving other 
participants verbal instructions for how to locate other participants relative to nearby exhibits. 
This capability supplemented the primary means of navigation using the ARC 2D and VRC 3D 
environment maps. Voice provided a means to efficiently communicate during team challenges 
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and was reminiscent of flowing conversation between groups of persons collaborating over a 
group task within a classroom. It enabled unsolicited and solicited question asking, unsolicited 
and solicited question answering, proposed answer interjection and recovery, and elaboration or 
what went right or wrong with an answer. Discussion about procedures were more easily 
answered by team members, easing the need for participants to ask the researcher for guidance or 
to use the prototype instructions located within the explorer’s mate. 
 The design and development of a predominantly consistent user interface with some 
coherency for interaction supported effective common operational picture development (Army, 
U.S., 2008). A common operational picture is a single identical display of relevant information 
about ongoing events. The quality of a common operational picture is measured as the 
effectiveness which team members use the picture in pursuit of shared goals. In the case of Co-
Tour the picture included the shared information provided for participant locations, visited 
exhibits, and team challenge question progression. It is anticipated that effective common 
operational picture development within Co-Tour lessened the cognitive load associated with 
learning different user interfaces and for translating the meaning of displayed information across 
different mediums. 
The ability to practically provide both consistent and composite user interfaces is a recent 
phenomenon that has arisen due to increases in the capabilities of mobile device capabilities to 
create visualizations that were once only possible on PCs (Rowland et al., 2015). Historically, 
systems operating upon different hardware and software platforms possessed significantly 
different capabilities that limited consistent. The consistent elements of the user interface design 
included the identical design and implementation of the lobby screen, explorers mate screen, 
virtual exhibit screen, completion screen, and voice communications. The composite elements 
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included the ARC 2D map and VRC 3D environment, and the primary means of interaction with 
the screens including the ARC tap method and the VRC look-and-click-remote method. 
While the vast majority of the consistent and composite design approach was successful, 
a common issue regarding mobile design arose regarding the sizing of buttons in the ARC, due 
to the available screen space on the mobile devices. It is anticipated that future versions of Co-
Tour address the size and or reevaluate the answer interface for the ARC for proper fit. 
The quality of spatial immersion within the VRC virtual world environment played a 
significant role in obtaining the attention of participants and in fostering a desire to learn more 
about virtual exhibits (Ştefan, 2012). Participants using the VRC were often shocked to see the 
visuospatial quality of the virtual exhibit 3D models within the floor space of the facility model. 
In particular, the level of realism of the laser scanned artifacts and artist recreation of the Fort 
Duquesne model captured the participants’ attention. The quality level surprised many 
participants who believed that the virtual exhibits would be more cartoonish in nature. This 
adherence to the real-world rendition of exhibits fostered a spirit of exploration and a desire to 
know what material comprised the various exhibits (Gee, 2007). The Fort Duquesne model is 
displayed in Figure 13.  
 
Figure 13. Virtual Fort Duquesne Model. The figure depicts the Fort Duquesne Model which was 
hand-modeled from historic maps and written accounts. 
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It’s important to note that questions about material composition were conceived and 
initiated by the participants and were not elicited from learners as per instructional design. The 
attention getting and explorative qualities fostered by virtual exhibit renditions is a particularly 
important design facet for VRC leaners who attend remotely and do not have real-world access 
to the exhibits. It is believed that the spatial immersion provided by the VRC environment was 
sufficient that some participants would use voice spatial cues for notifying others of their 
location. Participants would loudly exclaim “I’m over here!” to try to get the attention of co-
participants. The high-fidelity visuospatial characteristics of the exhibits appeared to set a 
standard for the expectations of the visuospatial quality of the rest of the entire environment. For 
example, participants discussed the need for a high-fidelity rendition of the museum facility to 
replace the current, white-walled rendition extruded from museum blueprints during user trials 
and within focus group discussions.  
Conversely, participants in the ARC could only see virtual exhibits in detail through a 
model window provided within the virtual exhibit screen. The design intent for ARC users was 
to be located near an exhibit of interest in the real-world, in order to experience an actual visit to 
an exhibit and then to supplement the visit with the information and 3D model provided in the 
virtual exhibit screen. Rotation controls for the virtual exhibit model window were not functional 
at the time of the use trials causing participants to mistake the 3D model within as simply a 
picture. It was reported that the picture of the exhibits was pleasing but that experiencing the 
virtual exhibits in the VRC would likely be better and would comprise a full experience. This 
example demonstrates the desire by participants to receive high-quality visuospatial renditions of 
the virtual exhibit 3D models within the ARC and not only the VRC. 
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Research Question 4 Conclusions 
RQ4 asked what revisions or refinements are needed to improve the instructional design a 
CSCL-ARVR scenario for museum education? Several issues were emergent from the design of 
Co-Tour related to user experience. The issues included insufficient voice communications 
control, poor identification of co-participant location, low museum facility model visuospatial 
fidelity, and poor VR headset fit.  Emergent from the experience was the need to include 
considerations for flow and camaraderie to improve the co-visit experience within future 
instructional design.  
While voice communications were critical to several activities, configuration of voice 
communications was problematic. One participant could not adjust microphone volume in the 
ARC, which led to confusion between co-participants in trying to talk to the participant. 
Microphone volume control could only be adjusted using the ARC mobile device operation 
system menus. Voice communications were found to become a nuisance in cases where 
individual participants were trying to concentrate upon learning new information within virtual 
exhibit information callouts and when trying to answer individual and team challenge questions. 
There was no method provided to enable individuals to stop hearing conversation, except for 
removing their headphones. 
 Participants had more trouble than expected in identifying what participants were 
located where within the environment. The intended instructional design for this activity 
involved the use of color coded and labeled icons distributed around the environments in their 
proper, current locations. Colors could be selected during registration on the lobby screen, for 
simplicity. The colors and associated names of participants could be found within the explorer’s 
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mate participants list. However, participants appeared to struggle with identifying the icons in 
the environments, often asking who was located nearby by the color of icon observed. 
 There was a lack of persistence participants list on screen at all times. The participant list 
was only visible when the explorer’s mate was visible. When navigating the environment, the 
explorer’s mate is closed to allow for easy visualization of the movement of participants on the 
ARC 2D map and VRC 3D environment. This mutually exclusive configuration of the user 
interface prevented the list from being displayed when it was most needed. 
There was limited space to display participant names in the environment as text sprites. 
This design flaw caused an overwrite or overlap of icons that only showed the last icon that had 
arrived at the location. An alternative design is necessary to more accurately convey that 
multiple participants are located at a single location and to identify each participant. 
A high-fidelity visuospatial rendition of the museum facility would benefit navigation. 
The rendition discussed as a way to provide better familiarization of the facility in the ARC and 
VRC. The intent of a higher fidelity rendition is to provide better recollection of locations and 
recall of exhibits located within the facility. When walls are featureless, they were interpreted as 
less capable of providing familiarity, even when directional sign posts were provided. While the 
model was spatially accurate, the intended level of fidelity could not be produced. This 
disconnect between the real and virtual rendition may have caused some participants to get lost 
in the virtual world. Further, one user expressed fear when she got lost. 
Presentation of the environment in AR requires perspective projection and higher-fidelity 
visualization. It was reported that a perspective and high-fidelity 3D model of the museum would 
have been more effective in aiding in navigation for ARC participants. The use of top-down 
orthographic maps is commonly provided by map providers as the default and preferred way to 
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visualize maps. However, contemporary map vendors often offer the ability to visualize both 
top-down orthographic and perspective versions of maps. A solution in the case of Co-Tour may 
to be to provide the option to switch between both visualizations as a matter of preference. It was 
the intent of the researcher to laser scan the museum location for use in the ARC 2D map and 
VRC 3D environment; however, no resources were available to complete the activity. 
Waypoint placement was not designed around optimal perspective. Waypoint placement 
of green navigation columns within the environment were correlated with the placement of 
beacons in the real-world museum. While this placement aided in optimal separation of beacons 
and participant location in the museum the placement within the participants’ view field was 
sometime partially obfuscated. In addition, waypoints were sometimes confused with exhibits, 
even though exhibit icons and labels were shown over the ARC 2D map and VRC 3D 
environment. An alternative design is required to further differentiate between waypoints and 
exhibits. 
Headset configuration was not customized to the individual. While the participants were 
college-aged 18-29 years, the smallest setting of the VR headset was too large to fit the heads 
half the VRC participants. This poor fit caused general irritation to participants as they tried to 
adjust the headset several times. Symptoms of the poor fit included blurry text and the sensation 
that the world was falling caused by the sliding of the headset around the face. An alternative 
headset is required to accommodate participants, especially younger participants or those of 
smaller stature. 
Participants exhibited characteristics of flow states during activities. During flow states, 
subjects performing an activity are fully immersed in a feeling of energized focus, full 
involvement, and enjoyment in the process of the activity (Csikszentmihalyi, 1997). In particular, 
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participants appeared that they were sufficiently engrossed in the co-visit experience such that 
they lost some sense of self-awareness. They also appeared to feel that they could succeed in 
correctly answering team challenge questions. While beneficial characteristics of flow states 
where emergent, the researcher did not formally integrate them into the instructional design. 
Participants exhibited characteristics of camaraderie during activities. Sirota and Klein 
(2013) describe camaraderie as one of three core elements of a healthy workplace, including 
fairness and achievement. People derive great satisfaction from interacting as a team towards 
shared goals. To achieve camaraderie partnership must be a part of the co-visit experience. The 
participants arrived at the user trials with various friendships, which is a subcomponent of the 
construct of camaraderie. During the experience, participants demonstrated pleasure in 
connection, collaboration, and social interaction with others. Researchers should encourage 
participants to form their own teams based upon existing friendships, especially those teams of 
friends which work well together on tasks, to maximize the potential for camaraderie and its 
benefits towards collaboration. 
Implications 
The key contribution of this study is the recommendations for the creation of future 
CSCL-ARVR museum co-visit experiences and formative ID theory. Methods from CSCL, 
GBL, and social constructivist theory were found to be highly applicable to the instructional 
design of the systems, as anticipated. Characteristics common to flow theory and camaraderie 
principles were emergent in the analysis of participant interactions with each other and with the 
systems and require further research to more fully explore the relationships between flow, 
camaraderie, and CSCL-ARVR co-visiting. Distribution of unique task information, simple role 
and authority structures, fostering of camaraderie, and consistent and composite design were 
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found to be key considerations in the development of CSCL-ARVR museum co-visit experience 
based upon analysis of available data. 
Construction of an engaging and effective CSCL-ARVR museum co-visit experience is 
now possible by leveraging multiple mediums to develop a common operational picture (Army, 
U.S., 2008) that provides awareness of the locations and activities of co-participants sharing the 
experience. The development of a common operational picture is a function of a consistent and 
composite approach to user interface development, which was not possible across diverse 
mediums until recent advancements in mobile device capabilities. The combination of the use of 
voice, distributed unique task information, simple role structures and authority structure created 
an effective learning environment that motivated participants to learn individually and then to 
apply new knowledge in pursuit of mutual group goals. 
Strengths  
 The strengths included successful implementation of the core design goal of providing an 
engaging and effective museum co-visit experience using two mediums not designed to work 
together natively. 
Weaknesses 
 The weaknesses included the rigidity of the design in support of user customization of the 
hardware and software systems. The technical development of the systems took longer than 
expected and required that virtual exhibit 3D model rotation controls not be fully implemented. 
The extended development time also reduced planned test time, which resulted in TI3 involving 
intermittent failure of all clients to see the lead explorers screen during team challenges. 
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Limitations 
Several limitations are present in the research which is based upon a single holistic use 
case study including: 
1. The participant population consisted of members of the same college and instructional 
program and are not representative of all museum going populations; 
2. The participant population was female and aged 18-29 and are not representative of all 
museum going populations; 
3. The researcher was not able to implement all planned features of the instructional design 
due to resource limitations including a laser-scan rendition of the museum and virtual 
exhibit shared 3D model rotation controls. 
4. The VR headset used in the study was not suitably sized for half of the VRC participants 
in the study and it is unknown if comparable headsets on the market would fit. 
5. The particular nature of the current single holistic use case study makes the 
generalization of study results unreliable.  
Phase 6. Fully develop the tentative theory for future guidance 
 Mixed Reality Museum Co-Visit Theory was informed by the synthesis of codes, 
categories, and themes into the study conclusions. Recommendations are provided through the 
lens of a theoretical framework from which the Mixed Reality Museum Co-Visit Theory goal, 
values, methods, and situations were elaborated. Instructional design theories may be understood 
by moving from abstract goals to specific situations in which designs should be implemented 
(Reigeluth, 1999). The goals of instructional design theories are broad statements focused around 
providing the means for learning. Values are one or more principles or standards required to 
satisfy an instructional design goal and consist of one or more methods. Methods are focused 
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around specific design vocations that facilitate learning and that can be reduced to practice across 
one or more situations. Situations are the detailed instances of the use of methods which provide 
a means of customization to accommodate for differences in the context of the use of the 
designs. 
Situationalities 
It is important to note that this research is based upon a single holistic use case study, 
which inherently limits the scope of data collection, analysis, conclusions, and recommendations 
to a single, initial set of situationalities. Reigeluth (1999) explains that situationalities are the 
aspects of the context of use of that influence the selection of methods supporting instructional 
design goals. Situationalities are provided here for reader consideration and for reference in the 
future preproduction or extension of the research described herein. The situationalities include 
the following: 
1. The learner is learning as part of a group; 
2. The learning experience is collaborative and non-competitive; 
3. The learner is granted untimed and unconstrained exploration of the museum facility; 
4. The museum facility is small/medium in size. 
5. The learner is provided a researcher facilitated discussion of the instructions prior to user 
trials; 
6. The environment contained a small number of virtual exhibits, relative to the total 
number of museum exhibits. 
 Theoretical Framework 
 The theoretical framework provides the structure for the goal, values, and methods of the 
proposed formative instructional design theory. It is predicated upon CSCL, GBL, and social 
129 
 
constructivist theory methods which were identified at the outset of the study as potential 
framework members. The analysis of the co-visit experience indicated that flow theory and the 
camaraderie also inform the theoretical framework. 
Design Theory Goal, Values, Methods, and Situations 
 
 The theoretical framework informs the goal, values, methods, and situations in which a 
design theory is situated, working from the goal to the specific situations in which the goal is 
achieved. The instructional design theory must begin with the formation of a goal which 
indicates the object of the design effort. Values are derived from the goal that serves as a set of 
guidelines or principles for the design and delivery of instruction. Methods represent conditions 
that may be manipulated to change learner behavior towards related values. Situations describe 
conditions under which a method works best and for which instructional outcomes. A total of 
five values, 19 methods, and 56 situations were created. Tables 14 through 18 summarize the 
values, methods, and situations associated to the design theory goal. 
Design Theory Goal 
 The goal of Mixed Reality Museum Co-Visit Theory is to inform the design and 
development of CSCL-ARVR co-visitation experiences for museums. 
Design Theory Values 
 Design theory values serve as a set of guidelines, principles, or philosophies for design 
and delivery of instruction. They determine which goals to pursue and methods should be used to 
obtain them (Reigeluth, 1999). The Mixed Reality Museum Co-Visit Theory goal is supported 
by five values including: (1) Foster collaboration, (2) Leverage informal learning activities, (3) 
Incorporate motivational element, (4) Favor loose organization, and (5) Provide an effective user 
interface. Each value is organized independently of the others in support of the design and 
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development of CSCL-ARVR co-visitation experiences for museums. A model of the theory 
values is found in Figure 14. 
 
 
Figure 14. Mixed Reality Museum Co-Visit Theory Values Model. The figure depicts the five 
values of the Mixed Reality Museum Co-Visit Theory. 
 
Value #1 Foster collaboration. Collaboration is essential for the co-construction of new 
knowledge created through the interactions between collaborators. Technology can enhance 
collaborative interactions between persons to enhance the sharing and distribution of knowledge 
and expertise (CSCL script, 2017). Co-visit experiences should provide the opportunity for teams 
to work together to learn new facts, concepts and to apply them to solve problems pursuant to 
team goals. 
Value #2 Leverage informal learning activities. Informal learning arises from activities 
and interests of individuals and groups and is a lifelong process of the acquisition of attitudes, 
values, skills, and knowledge acquisition (Informal learning, 2017). Informal learning 
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opportunities within co-visit experiences should be characterized by informal learning 
characteristics including community, teaming, and playing. 
Value #3 Incorporate motivational elements. Motivation is a need or desire to reinforce a 
behavior to orient it towards a goal (Motivation, 2016). In GBL, motivation requires the 
perception that a problem to be solved feels challenging, but ultimately surmountable, while 
receiving continuous feedback about their progress (Gee, 2007). Co-visit experiences should 
provide the means to create and sustain motivation through application GBL elements and 
creating the understanding that all members must apply unique knowledge towards team goals. 
Value #4 Favor loose organization. Informal learning happens through processes that are 
not structured by schools (Informal learning, 2017). Co-visitation experiences should be 
designed to decentralize authority, to the extent possible, for the controlling the experiences and 
present collaborators with multiple options for experience pacing, order, and control and control 
of exploration and application of knowledge towards team goals. 
Value #5 Provide an effective user interface. Effective user interface design is centered 
around determining what users might need to do and then ensuring that the user interface 
cogently supports those interactions (User Interface Design Basics, 2014).  The co-visit user 
interface is complex and covers all aspects of the system including desktop, mobile, and VR 
hardware and software and cross-platform design considerations that supports human-computer 
interaction.  
Design Theory Methods 
 Methods should support the values or philosophies of instructional design theories 
through clear information, thoughtful practice, informative feedback, and strong motivators 
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(Reigeluth, 1999). The Mixed Reality Museum Co-Visit Theory goal is supported by 19 methods 
and 56 situations. 
Select teams for strong collaboration. Collaboration should be supported through the 
selection of teams that already possess characteristics of camaraderie, if possible, such as respect, 
trust, reciprocity, reward, purpose, caring, and friendship (Camaraderie, 2018). Teams that 
already possess some measure of camaraderie and friendship will likely improve the ability to 
work together as a team and to pursue team goals. It is anticipated that teams consisting of 
schoolmates, friends, and family members will favor participating together making selection for 
camaraderie, or at least friendship, natural and likely in most system use cases. 
Prepare lead role players to facilitate collaboration. Potential lead role players that are 
interested and comfortable should be asked to volunteer to assume the lead role, before 
attempting other selection methods. The lead plays an important part in the facilitation of 
collaboration during the co-visit and should be provided additional instruction related to their 
leadership responsibilities. Leads should be encouraged to review the status of collaborator visits 
to virtual exhibits to determine when it is appropriate to launch team challenges. They should 
also be encouraged to communicate with collaborators to set the pace of the asking and 
answering team challenge questions. Leads should be encouraged to ask collaborators to share 
gathered information towards answering team questions. 
Facilitate understanding of experience. The researcher should provide clear expectations 
for how collaborators should work with one another towards shared learning goals (Emmer, 
Evertson, & Worsham, 2009). Note that expectations, which may or may not be followed, have 
been specifically chosen over rules with the understanding that a co-visit is an informal learning 
experience that is not subject to formal or classroom learning rules. Instructions for the use of the 
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hardware and software system should be provided and should highlight the ways in which 
collaborators may work together. 
 Implement multiple choice questions for challenges. Multiple choice questions should be 
used for individual challenges in a trivia show-styled format with competitive alternatives. By 
providing individual challenges learners are given an opportunity to transfer what they have 
learned towards later team challenges (Gee, 2003). Answering multiple choice questions with 
competitive alternatives can enhance performance in answering not only the same questions, but 
also related questions, later on, such as during answering team questions. (Little & Bjork, 2015).  
Team questions should be designed as CMCQs to measure knowledge, comprehension, and 
application in support of CSCL processes (Valdivia & Nussbaum, 2009). 
Provide ways to keep track of individual and team progress. Learning performance 
information can be presented in many formats such as analytics dashboard or Web site that 
enables learners to reflect upon their progress in reaching goals, fulfilling roles, and completing 
tasks (Learning process analytics, 2014). By providing learners with indications of progress they 
may be informed of growing mastery through signaling of the learners ongoing achievements 
(Gee, 2003). the co-visit experience team and individual progress against challenge questions 
should be persisted. In the case of team challenges, progress against the number of completed 
challenges should always be present on the screen as an overall indicator of overall group 
performance and distance to co-visit experience completion. 
Create an informal rule set for the co-visit. Informal learning activities should afford 
students a choice in learning, and how to approach the material (Brown, Collins, & Duguid, 
1989).  The rules for the engaging in the co-visit experience should be informal rules that serve 
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more as guidelines, including relaxing requirements to collect data about exhibits and enforcing 
time-limits for the completion of the experience. 
Remind learners that the experience is an informal experience. Informal learning 
experiences are associated with community, teaming and playing (Informal learning, 2017). 
Learners using the system may be composed of classrooms learners that are accustomed to 
formal learning. All learners should be informed that the co-visit is an informal learning 
experience to ensure that learners are enculturated into the experience. Especially, learners 
should be informed of the importance of the experience being driven through conversation and 
interaction with collaborators (Brown, Collins, & Duguid, 1989). 
Distribute unique task information among collaborators. CSCL is designed to provide 
individuals with components including activities, roles, and resources and the team formation 
support including distribution of individuals, components, and sequencing of components and 
teams (CSCL script, 2017). Component distribution should be distributed so that individuals are 
only provided with only one part of the information that they need in order to foster knowledge 
exchange with each other towards team goals completion. 
Incorporate scoring mechanisms designed to motivate. Scoring is critical to how games 
are perceived by learners. Scoring of individual challenge question answering should be 
provided as private to the answering individual so that they may feel more compelled to 
experiment with answers without fear of their score being exposed to peers. In addition, the 
individual questions should be designed to be taken as many times as the learner desires in order 
to obtain a higher individual score and to practice for team challenges. A public team score 
should be made available so that all members of the team may be made aware of progress of the 
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team towards desired team badge rankings and motivate individuals to contribute towards 
successful team challenges.  
Incorporate a team ranking mechanism. Rankings and badges can be used to inform 
others of their level of mastery of a skill, knowledge, or achievement and can be used as a 
motivating element, but must be employed properly as to not create the opposite effect. Learning 
motivation is increased when badges may be awarded to lower achieving learners and when 
badges are granted based upon skill rather than participation (Abramovich, Schunn, & Higashi, 
2013). A discreet number of rankings and badges should be made available as to not situate them 
as substantial extrinsic motivations in favor of promotion of intrinsic motivations for learning. 
Employ spatial immersion to create a stimulating learning experience. Ştefan (2012) 
explained that teaching and learning traditional design in virtual and mixed spaced can benefit 
from spatial perception and exploration, including collaborative environments in which students 
and teachers can work together. In both AR and VR environments students can work together to 
explore realistically rendered objects and to elaborate new knowledge and artifacts. In the co-
visit experience the researcher should employ, to the extent possible, realistic 3D models of 
museum exhibits and 3D models of the museum facility structure to enable stimulating and 
multimodal exploration of content. 
Employ informal role and authority structure. Informal learning provides the opportunity 
to learn without obligations and restrictions, while also relying upon an environment in which 
everyone can learn together, can scaffold off of one another, and is driven by conversation 
(Brown, Collins, & Duguid, 1989). Good GBL experiences are focused around pleasures 
connected to control, agency, and meaningfulness (Gee, 2007). Attempts to organize informal 
learning environments should be focused around the minimal role responsibilities and authority 
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structure necessary to achieve shared team goals. This arrangement of structured activity versus 
complete freedom is useful in providing some control of the co-visit without creating the 
impression of more formally-organized learning environments. 
Enable self-organization of co-visit activities. Informal learning enables learners to drive 
their own learning in a more meaningful and self-directed manner (Informal learning, 2017). The 
co-visit should be conducted in a somewhat directed manner for the coordination and completion 
of team challenges, but also in a self-directed manner with regard to the completion of 
information gathering and individual challenge tasks. Individuals should be provided the 
opportunity to self-organize the order of exhibits visited, selected team role, commencement of 
information gathering, individual challenges, and the device or technology platform with which 
the co-visit is experienced  
Create the means for learners to self-help. Learners should be provided many options for 
requesting help using the systems. As a first-line of help learners will likely attempt to request 
help by directly asking collaborators or indirectly by voicing difficulties out-loud of the voice 
communications. If collaborators cannot help regarding the inquiry then an in-system help file 
should be provided with instructions for working with the key features of the systems. Finally, a 
researcher or facilitator should be available to answer any questions not answered by 
collaborators or in-system help file. 
Ensure proper selection and configuration of virtual reality headsets. To help ensure that 
VR headsets provide learners with a safe and effective learning experience the researcher must 
ensure proper selection and configuration. VR hardware should meet or exceed the performance 
characteristics described by Abrash (2014) to help users attain high levels of presence and to 
mitigate the effects of VR sickness. These include (a) a minimum 80° field of view; (b) 
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minimum resolution of 1080p; (c) maximum low pixel persistence of 3ms; (d) refresh rate of 60-
95 Hz; (e) simultaneous illumination of all pixels; (f) two optical lenses; (g) optical calibration; 
(h) tracking translation within 1mm accuracy and orientation within .25°accuracy. Headsets must 
be configured to fit each individual learner’s head size, which may vary widely to prevent 
slippage around the face. The headset must be lenses should be regularly cleaned for hygienic 
purposes and for clarity of vision. 
Use a consistent user interface and sufficient composition across mediums. User 
interfaces that implement identical designs are consistent and offer a measure of predictability 
and familiarity to learners. User interface composition principle deals with the need to create 
interfaces that feel like they belong together, including interfaces distributed across diverse 
platforms that function slightly differently, but that ultimately perform the same purpose 
(Rowland, Goodman, Charlier, Light, & Lui, 2015). The co-visit should employ user interfaces 
that are consistent across platforms, but that provide sufficient composition to account for 
differences in the various interaction paradigms across the platforms. 
Provide voice communications. Voice is fundamental to providing spoken 
communications between humans. Voice communications are essential to collaborative activities 
within the co-visit experience including elaboration of answers to team challenge questions, 
helping one another understand procedures, and navigating the environment. The systems should 
employ technology, such as voice-over-IP, to support full-duplex voice communications. The 
learner should be able to test and configure various facets of the operation of voice 
communications such as microphone volume, speaker volume, and muting of individual voices 
prior to beginning the experience. 
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Provide elements that facilitate navigation. Effective navigation within the co-visit 
experience is central to locating virtual exhibits and collaborators. VR devices should depict a 1st 
person visualization of a detailed 3D recreation of the environment. AR devices should depict a 
top-down 3rd person visualization of the environment to augment the navigation of the real-world 
environment that they are situated within. Favor wide distribution of exhibits to encourage 
exploration of the museum. Provide means for VR users to take advantage of the non-linear 
nature of gaming technology to instantaneously revisit previously visited exhibits as a 
convenience.  
Establish distinct map elements to minimize confusion. Incorporate map elements 
indicating the locations of exhibits, collaborators, and waypoints overlaid the environment. 
Elements in the VR environment should be situated within the 3D model of the museum 
environment as to appear a natural part of the museum. Elements in the AR environment should 
be overlaid corresponding areas on a top-down visualization of the environment. Zooming and 
panning of the AR environment should be provided to enable learners to more clearly plan routes 
and read element text labels. 
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Table 14.  Value #1 Foster collaboration – Methods and Situations 
Value Methods Situations 
Value #1 
Foster 
collaboration 
 
Select teams for 
strong collaboration. 
• Allow the selection of groups of collaborators 
that are friends. 
• Encourage the selection of groups of 
collaborators that already exhibit some 
camaraderie. 
 Prepare lead role 
players to facilitate 
collaboration. 
• Allow the team to select a lead based upon a 
desire to lead the team first, then select a lead for 
the team if no one volunteers. 
• Discuss the need to control question pacing and 
track group individual challenge progress 
towards launching and completing team 
challenges. 
• Leads should be encouraged to ask collaborators 
to share gathered information towards answering 
team questions. 
 Facilitate 
understanding of 
experience. 
• Disclose team goal and roles to learners to set the 
grounds for understanding purpose at outset. 
• Provide instructions for the use of the system and 
for how to find help during system use, and show 
how collaborators use it to work together. 
• Discuss the nature of the learning experience as a 
collaborative, informal, and fun experience to set 
expectations for interaction. 
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Table 15.  Value #2 Leverage informal learning activities – Methods and Situations 
Value Methods Situations 
Value #2 
Leverage 
informal 
learning 
activities  
Implement multiple 
choice questions for 
challenges. 
• Use individual and collaborative multiple choice 
to foster a trivia show-styled informal learning 
experience 
• Exhibit information should provide enough 
information to facilitate understating of 
questions without overwhelming. However, tips 
on where to find more information on their own 
time is welcome. 
• Provide light, explanatory feedback regarding 
the correct/incorrect answering of questions for 
remediation. 
• Provide the capability to retake individual 
challenge questions for remediation and mastery. 
 Provide ways to 
keep track of 
individual and team 
progress. 
• Provide an always present means for verifying 
the progress of the team against all possible team 
challenges. 
• Provide a means to score and indicate 
completion of individual and team challenges. 
• Incorporate simple individual and team scoring 
mechanics to provide a means of communicating 
progress. 
• Incorporate a simple badge and ranking system 
to further communicate progress. 
 
 Create an informal 
rule set for the co-
visit. 
• Learners should be encouraged to collect data for 
later reference, but should not be required to. 
• If a timeframe for completion of the co-visit is 
not necessary then don’t require one to 
encourage relaxed exploration 
 Remind learners that 
the experience is an 
informal experience. 
• Learners should be encouraged to explore the 
museum as they normally would with friends 
and family. 
• Explain that scoring and ranking are not formally 
evaluated and that they exist for purpose of 
making the co-visit in to a friendly team game. 
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Table 16. Value #3 Incorporate Motivational Elements – Methods and Situations 
Value Methods Situations 
Value #3 
Incorporate 
motivational 
elements 
Distribute unique 
task information 
among collaborators. 
• Distribution of unique task information that only 
receiving individuals know motivates application 
of the unique knowledge towards mutual team 
goals. 
• Favor a uniformed distribution of an equal 
number of random exhibit information and 
associated questions towards like challenge 
subjects. 
• Promote the collection of unique exhibit 
information for later review as key to effective 
contribution to team challenges. 
 Incorporate scoring 
mechanisms 
designed to 
motivate. 
• Incorporate a simple, private individual scoring 
mechanic to provide a means of understanding 
individual challenge level of mastery. 
• Incorporate a public, shared scoring mechanic to 
provide a means of understanding team 
challenge level of mastery. 
 Incorporate a team 
ranking mechanism 
to build team 
confidence. 
• Possible team rank badges corresponding to team 
scores should be disclosed at the beginning of 
the co-visit experience as a motivational element. 
• Team ranking and badges should be disclosed to 
team members at completion of the experience as 
to not situate them as a continuous focus. 
• Ranks and badges should be awarded based upon 
team skill level as an alternative assessment. 
 
 Employ spatial 
immersion to create 
a stimulating 
learning experience. 
• Incorporate a high-quality 3D museum 
environment to immerse learners within the 
environment. 
• Incorporate high-quality 3D exhibit models to 
immerse learners within the environment. 
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Table 17. Value #4 Favor Loose Organization – Methods and Situations 
Value Methods Situations 
Value #4 
Favor loose 
organization 
Employ informal 
role and authority 
structures. 
• Use a relatively flat power structure that provides 
minimal authority to leaders to facilitate team 
challenges. 
• Employ simple roles that require few, but 
focused, responsibilities. 
 Enable self-
organization of co-
visit activities. 
• Provide the means for individual collaborators to 
determine the order of the exhibits visited to 
encourage exploration in order of personal 
interest. 
• Provide the means for individual collaborators to 
determine the device and roles with which they 
access the system. 
• Enable individual collaborators to conduct data 
gathering and individual challenge activities if 
and when they are ready to complete them. 
 
 Create the means for 
learners to self-help. 
• Provide access to in-application help files 
detailing system usage procedures. 
• Provide the communication means to allow 
collaborators to help one another answer 
questions related to system usage procedures. 
• The researcher or a facilitator of the systems 
should be available to answer any questions that 
cannot be answered by help files and peer 
communications. 
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Table 18. Value #5 Provide an Effective User Interface – Methods and Situations 
Value Methods Situations 
Value #5 
Provide 
effective 
communications 
Ensure proper 
selection and 
configuration of 
virtual reality 
headsets 
• Provide the appropriate lenses and cleaning 
equipment to provide the proper and clear 
optics for VR headsets. 
• Ensure the proper fit of VR headsets to avoid 
having the set move around the learner’s face. 
• Headsets should be selected to provide high 
presence and low probability of motion 
sickness due to hardware constraints. 
 Use a consistent 
user interface and 
sufficient 
composition across 
mediums 
• Implement identical user interfaces, to the 
extent possible, to create a common operational 
picture across diverse technology platforms. 
• Implement user interfaces with separate 
compositions to provide requisite functionality 
for AR and VR. 
 Provide voice 
communications 
• Test for clear voice communication for 
accurate and efficient voice communications. 
• Provide configurable speaker and microphone 
volume to adjust for differing voice volume 
levels. 
• Provide mute functionality for individual 
voices to enable learners to concentrate upon 
challenge information and questions. 
 Provide elements 
that facilitate 
navigation 
• Provide wide distribution of virtual exhibits to 
encourage exploration. 
• Provide voice communications to enable 
spoken directions for the locating of exhibits 
and collaborators. 
• Provide plaques or signposts in VR that point 
learners in the direction of exhibits. 
• Provide indication of the location of all 
collaborators at a glance. 
• Favor high-quality museum and exhibit 3D 
models to enhance recall and recognition for 
navigation. 
• Provide accelerators for VR learners that 
instantaneously enable transport to previously 
visited exhibits. 
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 Establish distinct 
map elements to 
minimize confusion. 
• Provide distinct visualization of navigation 
waypoint markers. 
• Provide distinct visualization of virtual exhibit 
markers. 
• Provide distinct visualization of learner 
location markers. 
• Provide the capability to zoom and pan the 
environment for AR devices. 
 
Summary of Research 
 
The review of the literature discussed CSCL, GBL, and social constructivist theory as 
potential contributors to the design of a scenario. All of the initially discussed theories were 
found to be useful to the design of the scenario. The analysis of the co-visit experience indicated 
that characteristics of flow theory and the camaraderie was emergent. While not learning 
theories, the researcher is compelled to mention their potential importance to the CSCL-ARVR 
co-visit experience.  
The instructional design supporting Co-Tour helped to create an engaging and effective 
informal learning experience for participants. The successful aspects of the co-visit experience 
included the design of the system for collaborative activities and for spatial immersion. 
Collaborative activity design aspects included unique challenge question distribution among 
explorer and lead roles, voice communications, consistent and composite user interface design 
across mediums. 
CSCL, GBL, and social constructivist theory methods were used in the construction of 
the scenario. CSCL was an integral theory in support the CSCL-ARVR scenario including the 
use of scripts and resources (CSCL script, 2017). Co-visit scenario group activity sequencing 
was guided with support from CSCL macro scripts. 
GBL theory methods were used in the construction of the CSCL-ARVR scenario 
including production, risk taking, agency, systems thinking, smart tools and distributed 
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knowledge, and cross-functional teams (Gee, 2005). The social constructivist theory method of 
situated cognition was used in the construction of the CSCL-ARVR scenario. Situated cognition 
refers to the idea that thinking occurs within authentic social and physical contexts. To 
encourage participants to explore new information within the informal learning environment of 
the museum they took on the roles of explorer and lead explorer. Explorers gathered unique 
information as part of their roles to answer team challenge questions. 
Concluding Remarks and Future Research  
In conclusion, a tentative Mixed Reality Museum Co-Visit Theory was proposed to 
inform the creation of computer-supported collaborative learning augmented and virtual reality 
co-visitation experiences for museums. Co-Tour provided a fun, effective, efficient, and 
appealing way for individuals and teams of learners to collaborate to learn within a museum 
environment. The study provided a detailed description of the instructional design, hardware, and 
software used to create Co-Tour for replicability of the systems for future research. 
The study possessed several limitations and situationalities that limits the applicability of 
the tentative theory. The study should be replicated to address these limitations and refine the 
theory towards generalization. The study selected younger participants currently attending 
college based upon statistics indicating that this demographic would be most likely to use AR 
and VR technology and to learn something new at a museum. The actual museum going public 
consists of learners of all ages and appreciation of AR and VR technology. Not all planned 
instructional design elements were able to be incorporated due to resource constraints, including 
creation of a laser-scan rendition of the museum and virtual exhibit shared 3D model rotation 
controls. Both of these elements should be incorporated in future renditions and research to 
identify emergent meanings and impacts to the tentative theory. The single holistic use case 
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developed for this study makes the generalization of study results unreliable. Additional 
iterations of the study will be required for external validation and generalizability. 
In the current study the learner is as part of a group and the learning experience is 
collaborative. An interesting research variation on these situationalities may include the 
presentation of competitive elements where teams compete against one another. In the current 
study the learners traverse a real and virtual museum that is small in size and that only supported 
a small number of virtual exhibits. A valid future research variation may include the use of a 
larger museum with greater numbers of virtual museums and the impacts to team collaboration 
and fatigue. No time limit was set for the completion of the co-visit experience. A variation on 
this situationality might include the setting of hard time limits, for example when large groups or 
classrooms of individuals are participating, and impacts to individual and team performance. 
A total of five instructional design values were created in support of the instructional 
design goal and serve as a launch point for design guidance and future research. Preexisting 
camaraderie and friendship among teams are useful means to fostering team collaboration and 
the attainment of team goals. Informal learning activities within the co-visit experience should be 
designed to cultivate community, teaming, and playing. Motivational elements should be 
borrowed from GBL theory methods, but should be used judiciously to not overwhelm learners 
with predominantly extrinsic rewards. Loose organization of activities provides learners with 
greater agency in their ability to participate in the co-visit experience. An effective user interface 
is essential to pleasurable interaction and to the development of a common operational picture or 
the extent to which two or more individuals using different user interfaces to the same system 
may agree upon the state of an ongoing event. 
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Appendix B 
Demographics and Domain Interest Survey 
Hello, 
 
You are invited to participate in a survey regarding your interest in augmented reality and virtual 
reality technologies as part of a participant elicitation for the research study “Computer-
Supported Collaborative Learning using Augmented and Virtual Reality in Museum Education.” 
This study is part of doctoral work being conducted at Nova Southeastern University to develop 
an instructional design theory of computer-supported collaborative learning using augmented and 
virtual reality. NSU IRB Protocol# 2018-86-Non-NSU-Univ. 
 
The study will involve the use of augmented and virtual reality technology and low-impact 
movement around a museum, such as walking and talking. Your participation in this study is 
completely voluntary. There are no foreseeable significant risks associated with this study. 
However, if you feel uncomfortable answering any questions, you can withdraw from the survey 
at any point. It is very important for us to learn your opinions. 
 
Your survey responses will be strictly confidential and data from this research will be reported 
only in the aggregate. Your information will be coded and will remain confidential. If you have 
any questions at any time about the survey or the procedures, you may contact Ron Punako at 
(814) 244-7793 or email punako@nova.edu. 
 
Thank you for your time and support. Please start the survey now by clicking on the Done button 
below. 
 
1. What is your gender? 
Male 
Female 
Other (Specify) 
 
2. Which category below includes your age? 
17 or younger 
18-20 
21-29 
30+ 
 
3. What is your overall opinion of augmented reality technology? 
1. Very negative  
2. Negative 
3. Neutral 
4. Positive 
5. Very Positive 
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4. What is your overall opinion of virtual reality technology? 
1. Very negative  
2. Negative 
3. Neutral 
4. Positive 
5. Very Positive 
 
5. Would you have any problem using a virtual reality headset? 
Yes 
No 
 
6. Have you ever participated in a simulation, video game, or virtual reality that placed you, 
as the player, within a virtual world? 
Yes 
No 
 
7. Indicate how much each symptom below affected you as you played a simulation, video 
game, or virtual reality that placed you within a virtual world. 
 
General discomfort None Slight Moderate Severe 
Fatigue None Slight Moderate Severe 
Headache None Slight Moderate Severe 
Eye Strain None Slight Moderate Severe 
Difficulty focusing None Slight Moderate Severe 
Salivation increase None Slight Moderate Severe 
Sweating None Slight Moderate Severe 
Nausea None Slight Moderate Severe 
Difficulty concentrating None Slight Moderate Severe 
Fullness of the head None Slight Moderate Severe 
Blurred vision None Slight Moderate Severe 
Dizziness with eyes open None Slight Moderate Severe 
Dizziness with eyes closed None Slight Moderate Severe 
*Vertigo None Slight Moderate Severe 
**Stomach awareness None Slight Moderate Severe 
Burping None Slight Moderate Severe 
 
* Vertigo is experiences as loss of orientation with respect to vertical upright. 
** Stomach awareness is usually used to indicate a feeling of discomfort which is just short of 
nausea. 
 
8. Do you possess any disability that may require the use of specialized computer equipment 
to use a computer? 
Yes 
No 
Choose not to answer 
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If yes, please briefly list the disability(s) and equipment: 
______________________________________________________________________________
______________________________________________________________________________
____________________________________________________________ 
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NOVA  
College of Engineering and Computing  
Appendix C 
General Informed Consent Form 
 
General Informed Consent Form 
NSU Consent to be in a Research Study Entitled 
 
Computer-Supported Collaborative Learning using Augmented and Virtual Reality in Museum 
Education 
 
Who is doing this research study? 
 
College: Nova Southeastern University College of Engineering and Computing   
 
Principal Investigator: Ronald Punako Jr. 
 
• M.S. Computer Information Systems 
• B.S, Computer Science, 
• A.S. Network Administration 
 
Faculty Advisor/Dissertation Chair: Dr. Marti Snyder, Associate Professor 
 
• Ph.D. in Computing Technology in Education  
• M.Ed. in Curriculum & Instruction 
• B.A. in Business   
 
Site Information: Fort Ligonier Museum 
 
Fort Ligonier 
200 South Market Street 
Ligonier, Pennsylvania 15658 
724-238-9701 
 
This study is funded by Concurrent Technologies Corporation (CTC). 
 
What is this study about? 
 
This is a research study, designed to test and create new ideas that other people can use. The 
purpose of this research study is to conduct formative research to develop an instructional 
design theory that can be used to guide the creation of computer-supported collaborative 
learning augmented and virtual reality instructional products. The results of this research will 
provide formative methods for designing instructional products that enable local augmented and 
remote virtual reality learners to co-visit a museum and to collaborate to answer questions about 
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virtual exhibits. The expected benefits of the study are the information about the experiences in 
using collaborative augmented and virtual reality technology in museum education and the 
opportunity to participate in a qualitative research study. 
 
Why are you asking me to be in this research study? 
 
You are being asked to be in this research study because you are a college aged student. 
 
This study will include about 8 people.  
 
What will I be doing if I agree to be in this research study? 
 
While you are taking part in this research study, you will complete one session lasting 1.5 to 2 
hours long. 
 
Research Study Procedures - as a participant, this is what you will be doing:  
 
First, participants will use an instructional prototype that simulates a museum co-visit 
experience. Next, participants will participate in a focus group interview will led by the 
researcher who will ask questions regarding the experiences of the participants in using the 
instructional prototype. The participation in the use of instructional prototypes and in focus group 
interviews are standard procedures in many research studies. 
 
Participants will be selected to participate in the study based though matching of demographics 
and domain interest thresholds for the study. Participants susceptible to simulator sickness will 
not be permitted to participate in the use of the virtual reality version of the instructional 
prototype. Two groups of participants will be created using non-random selection with each 
group containing 2 virtual reality and 2 augmented reality instructional prototype users for a total 
of 4 participants per group. 
 
Could I be removed from the study early by the research team?  
 
The researcher may need to remove you from the study early if you are found to be suffering 
effects of simulator sickness. 
 
Are there possible risks and discomforts to me?  
 
This research study involves minimal risk to you. To the best of our knowledge, the things you 
will be doing have no more risk of harm than you would have in everyday life.  
 
A known minor risk exists regarding use of virtual reality technology and onset of simulator 
sickness. Simulator sickness is a subset of motion sickness that is typically experienced 
by pilots who undergo training for extended periods of time in flight simulators. It is similar to 
motion sickness in many ways, but occurs in simulated environments and can be induced 
without actual motion. Symptoms of simulator sickness include discomfort, apathy, drowsiness, 
disorientation, fatigue, vomiting, and many more.  
 
What happens if I do not want to be in this research study?  
 
You have the right to leave this research study at any time or refuse to be in it. If you decide to 
leave or you do not want to be in the study anymore, you will not get any penalty or lose any 
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services you have a right to get. If you choose to stop being in the study before it is over, any 
information about you that was collected before the date you leave the study will be kept in the 
research records for 36 months from the end of the study and may be used as a part of the 
research. 
 
What if there is new information learned during the study that may affect my decision to 
remain in the study? 
 
If significant new information relating to the study becomes available, which may relate to 
whether you want to remain in this study, this information will be given to you by the 
investigators. You may be asked to sign a new Informed Consent Form, if the information is 
given to you after you have joined the study. 
 
Are there any benefits for taking part in this research study?  
 
There are no direct benefits from being in this research study. We hope the information learned 
from this study will inform participants of the experiences in using collaborative augmented and 
virtual reality technology in museum education and in the opportunity to participate in a 
qualitative research study. 
 
Will I be paid or be given compensation for being in the study?  
 
You will be given compensation for being in this research study. No cost will be incurred for 
participation in the study. Participants will be compensated for their participation in the study in 
the form of free admission to Fort Ligonier during the duration of the participant’s visit at the 
research site and in the form of a $25 gift certificate to Amazon.com, upon the completion of 
instructional prototype user trials and focus group interview at the research site. 
 
Will it cost me anything? 
 
There are no costs to you for being in this research study. 
 
How will you keep my information private? 
 
Information we learn about you in this research study will be handled in a confidential manner, 
within the limits of the law and will be limited to people who have a need to review this 
information. All data collected from this study will be written to a write-once complaint medium 
for secure storage. This data will be available to the researcher, the Institutional Review Board 
and other representatives of this institution, and any regulatory and granting agencies (if 
applicable). If we publish the results of the study in a scientific journal or book, we will not 
identify you. All confidential data will be kept securely in a locked safe located at the 
researcher’s place of employment, Concurrent Technologies Corporation. All data will be kept 
for 36 months and destroyed after that time by using a US Department of Defense NSA/CSS 
Specification 02-01 compliant shredder and accredited content disposal service. 
 
Will there be any Audio or Video Recording? 
 
This research study involves audio and/or video recording. This recording will be available to the 
researcher, the Institutional Review Board and other representatives of this institution, and any 
of the people who gave the researcher money to do the study (if applicable). The recording will 
be kept, stored, and destroyed as stated in the section above. Because what is in the recording 
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could be used to find out that it is you, it is not possible to be sure that the recording will always 
be kept confidential. The researcher will try to keep anyone not working on the research from 
listening to or viewing the recording.  
 
Whom can I contact if I have questions, concerns, comments, or complaints? 
 
If you have questions now, feel free to ask us.  If you have more questions about the research, 
your research rights, or have a research-related injury, please contact: 
 
Primary contact: Ronald Punako Jr. 
Phone: 814-244-7793 
 
• M.S. Computer Information Systems 
• B.S, Computer Science, 
• A.S. Network Administration 
 
If primary is not available, contact: Dr. Marti Snyder 
Phone: 954-262-2074 
 
• Ph.D. in Computing Technology in Education  
• M.Ed. in Curriculum & Instruction 
• B.A. in Business   
 
Research Participants Rights 
For questions/concerns regarding your research rights, please contact: 
 
Institutional Review Board 
Nova Southeastern University 
(954) 262-5369 / Toll Free: 1-866-499-0790 
IRB@nova.edu 
 
You may also visit the NSU IRB website at www.nova.edu/irb/information-for-research-
participants for further information regarding your rights as a research participant. 
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Research Consent & Authorization Signature Section  
 
Voluntary Participation - You are not required to participate in this study.  In the event you do 
participate, you may leave this research study at any time.  If you leave this research study 
before it is completed, there will be no penalty to you, and you will not lose any benefits to which 
you are entitled. 
 
If you agree to participate in this research study, sign this section.  You will be given a signed 
copy of this form to keep.  You do not waive any of your legal rights by signing this form.   
 
SIGN THIS FORM ONLY IF THE STATEMENTS LISTED BELOW ARE TRUE: 
• You have read the above information. 
• Your questions have been answered to your satisfaction about the research. 
 
 
 
 
 
 
 
 
 
 
Adult Signature Section 
 
I have voluntarily decided to take part in this research study. 
 
 
 
 
Printed Name of Participant 
 
 
 
 
 
 
 Signature of Participant 
 
 
  Date  
Printed Name of Person Obtaining 
Consent and Authorization 
 Signature of Person Obtaining Consent & 
Authorization 
  Date  
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Appendix D 
Field Observation Guide 
Study: Computer-Supported Collaborative Learning using Augmented and Virtual Reality in 
Museum Education 
Date:  
Evaluator: Ronald Punako Jr. 
Site: Fort Ligonier Museum 
 
Researcher Instructions 
Use the following forms to perform observation of participants at the Fort Ligonier Museum. 
The form references other forms to be completed in the appointed order. Where indicated, 
abbreviations of key terms are established in order to trace their usage throughout data 
collection, analysis, and reporting activities. Day 1 consists of the setup of the museum for 
participant trials. Day 2 consists of the execution of participant trials. 
 
Behaviors to Observe 
The specific behaviors listed in Table 19 will be observed throughout the study: 
 
Table 19. Behaviors Observation 
Behavior (B) Behavior 
B1 Navigation of the environment 
B2 Examination virtual exhibits 
B3 Participant answering of questions 
 
B1. Navigation of the environment 
Navigation of the environment will be observed from multiple context including egocentric, 
exocentric, and collaborative. ARC participants will experience exocentric navigation and ego 
centric navigation. ARC 1st person egocentric navigation will occur as participants move about 
the real-world museum and exocentric navigation will simultaneously occur as they use a mobile 
device and map to reference their position from a 3rd person perspective. VRC 1st person 
egocentric navigation will occur as participants move about a realistic depiction of a real-world 
museum. Collaborative navigation may occur spontaneously as ARC and VRC choose to help 
one another navigate the museum, locate exhibits, and locate collaborating explorers. 
 
B2. Examination of virtual exhibits 
Examination of virtual exhibits will be observed as individual and collaborative interactions 
between ARC and VRC participants. Collaborative examination may include active lead explorer 
control of virtual exhibit exploration or individual explorer requests for the lead explorer to 
manipulate collaborative virtual exhibits in particular ways. The researcher will observer for 
predominant a top-down, deductive approach, bottom-up, inductive approach, or other mixed 
approach. 
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B3. Participant answering of questions 
Answering of virtual exhibit knowledge challenge questions will be observed as individual and 
collaborative interactions between ARC and VRC participants. Collaborative examination may 
include active lead explorer prompting of questions or individual explorer volunteering of 
information that may help inform of information gained through their individual exploration of 
exhibits. The researcher will observer for predominant a top-down, deductive approach, bottom-
up, inductive approach, or other mixed approach. 
 
Participants Log 
The following participants were assigned to participate in the study. Code names for the 
participants were assigned and will be used in place of real participant names for data analysis 
and reporting. The participants log displayed in Table 20 will be stored in secure storage at the 
conclusion of field observation. 
 
Table 20. Participants Log 
Code Name Name Did not  
participate 
   
   
   
   
   
 
Resources Checklist 
The resources checklist depicted in Table 21 describes resources that will be packed and 
deployed for use at the museum site: 
 
Table 21. Resources Checklist 
Qty. Equipment Purpose Packed? Deployed? 
3 ASUS ROG G752VS-XB78K laptop 
computers  
VRCs, dedicated 
server 
  
2 Oculus Touch Bundles VRC visualization and 
interaction 
  
3 XenFone AR ZS571KL ARCs   
1 Mac PowerBook 2016 Researcher resources, 
data collection 
  
18 Estimote Indoor Navigation Bluetooth 
low energy beacons 
ARC Explorer 
telemetry 
  
1 ASUS RT-AC5300 Wireless Routers Wi-Fi communications   
2 Monster Power Strips Power   
1 Gaffers Tape Secure wiring   
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Day 1 (D1) Checklist 
 
Day 1 consists of the preparation of the museum site for deployment of systems and the arrival 
of participants on Day 2. Table 22 depicts the day 1 events checklist. 
 
Table 22. Day 1 Events Checklist 
Event (En)  Description Time Completed 
D1E1 Deploy computers and VR headsets into designated 
staging location and check that all VR equipment is 
working and accessibly located. 
30 Min  
D1E2 Secure all wiring to prevent any trip hazards. 10 Min  
D1E3 Deploy AR devices onto table in the designated staging 
location and verify that the devices are functioning 
normally 
5 Min  
DIE4 Ensure that all AR devices possess sufficient charge to 
support a 1 hour participant trial. 
2 Min  
D1E5 Test the Wi-Fi connection of AR mobile devices using 
the designated Wi-Fi point(s) and that sufficient Wi-Fi 
coverage is available in the designated areas of the 
staging area and museum. 
15 Min  
D1E6 Test that AR devices are operating in Kiosk Mode and 
may not allow the ARC to incidentally or purposefully be 
switched off and that the screen does not sleep. 
10 Min  
D1E7 Deploy all low energy Bluetooth beacons into proper 
locations including the staging area. 
15 Min  
D1E8 Activate all data collection software including Google 
Keep©, NVIDIA ShadowPlayTM, and Android Rec. 
10 Min  
D1E9 Launch all ARC and VRC software. 5 Min  
D1E10 Complete the consent screen for all ARC and VRCs. 5 Min  
D1E11 Register all Explorers and the Lead Explorer and then 
launch the participant trial. 
5 Min  
D1E12 Verify that all beacons are operating properly as detected 
and ranged by ARC devices from within the staging area. 
5 Min  
D1E13 Verify that all beacons are operating properly as detected 
and ranged by ARC devices from within the museum. 
10 Min  
D1E14 Verify that all virtual exhibits may be found in the 
environment navigation of the ARC and VRC. 
10 Min  
D1E15 Verify that all virtual exhibits may be interacted with in 
the ARC and VRC individually and collaboratively. 
20 Min  
D1E16 Verify that all individual and group virtual exhibit 
knowledge challenge questions may be presented and 
answered as intended. 
10 Min  
D1E17 Ask Fort Ligonier staff if there are any questions related 
to the setup and use of the ARCs and VRCs that should 
5 Min  
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be addressed before execution of Day 2 activities. 
DIE18 Stop automated data collection, verify data integrity, and 
then reclaim used space including NVIDIA 
ShadowPlayTM and Android Rec. 
10 Min  
D1E19 Place ARC devices back on charging cables. 2 Min  
 
Day 2 (D2) Checklist 
 
Day 2 consists of the execution of the participant trial upon arrival of participants at the Fort 
Ligonier museum site. Instructional product prototype usage phases include role familiarization 
(D2E6), virtual exhibit exploration phase and virtual exhibit knowledge challenge phase (D2E7). 
Table 23 depicts the day 2 events checklist. 
 
Table 23. Day 2 events checklist 
Event (En)  Description Time Completed 
D2E1 Receive all participants in the lobby and then move to 
the staging area. 
10 Min  
D2E2 Activate all data collection software including Google 
Keep©, NVIDIA ShadowPlayTM, and Android Rec. 
5 Min  
D2E3 Launch all ARC and VRC software and brief 
participants as to the day’s events (see Day 2 Participant 
Welcome and Consent Script). 
 10 Min  
D2E4 Complete the consent screen for all ARC and VRCs. 5 Min  
D2E5 Register all Explorers and the Lead Explorer and then 
launch the participant trial. 
5 Min  
D2E6 Commence familiarization of instructional product 
prototype in the staging area. 
15 Min  
D2E7 Commence use of instructional product prototype in the 
museum and provide support, as necessary. 
60 Min  
D2E8 At the conclusion of the user trial thank participants for 
their participation and ask that all equipment be returned 
to the staging area. Prepare for focus group interview 
(See Focus Group Interview Researcher Form in 
Appendix E) 
5 Min  
D2E9 Stop automated data collection and all data captured 
from software including Google Keep©, NVIDIA 
ShadowPlayTM, and Android Rec. to researcher 
notebook for storage and analysis. The participants will 
return to the staging area for drinks and snacks and 
await the researcher. 
15 Min  
 
 
161 
 
Day 2 Welcome and Consent Script 
 
Welcome to the museum and thank you for your time and participation, 
 
This study is part of doctoral work being conducted at Nova Southeastern University to develop 
an instructional design theory of computer-supported collaborative learning using augmented and 
virtual reality. You should be aware that you are free to decide not to participate or to withdraw 
at any time. 
 
Data will be collected throughout use of a prototype and at the end of prototype use. Data 
collection will involve (1) conversational, or voice data, generated between collaborating 
participants; (2) prototype screen capture data on augmented reality and virtual reality devices, 
(3) focus group interview conversational, or voice data; and (4) observation field notes as 
collected throughout participant activities. Individuals involved in the data collection will be the 
researcher of the present study.  
 
Do not hesitate to ask any questions about the study either before participating or during the time 
that you are participating. The researcher would be glad to share our findings with you after the 
research is completed. However, your name will not be associated with the research findings in 
any way, and only the researcher will know your identity as a participant.  
 
There are no known significant risks associated with this study. However, a known minor risk 
exists regarding use of virtual reality technology and onset of simulator sickness. Simulator 
sickness is a subset of motion sickness that is typically experienced by pilots who undergo 
training for extended periods of time in flight simulators. It is similar to motion sickness in many 
ways, but occurs in simulated environments and can be induced without actual motion. 
Symptoms of simulator sickness include discomfort, apathy, drowsiness, disorientation, fatigue, 
vomiting, and many more. If you are will be using the VR component of the instructional 
prototype and have experienced significant motion sickness in the past or during use of virtual 
reality technology in the past then you should excuse yourself from the study at this time.

The expected benefits of the study are the information about the experiences in using 
collaborative augmented and virtual reality technology in museum education and the opportunity 
to participate in a qualitative research study.  
 
Next, you will indicate your consent to participate in the study, and begin using the study 
prototype in a staging and familiarization area of the museum. Are there any questions before we 
begin?

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Appendix E 
Focus Group Interview Researcher Form 
Instructions 
Complete the pre-interview checklist depicted in Table 24 prior to commencement. 
 
Table 24. Pre-interview Checklist 
Step Description Time Completed 
1 Check that Google Keep© dictation is functioning properly 
and possesses sufficient charge and storage space. 
5 Min  
2 Ensure that all participants are comfortable and ready to begin 
discussion by offering the opportunity to get a snack, drink and 
or use the restroom. 
5 Min  
3 Complete overview of focus group interview. 5 Min  
4 Convene discussion of questions. 60 Min  
5 Thank the participants for their participation in the study and 
dismiss them. 
3 Min  
6 Transfer all data from Google Keep© to the researcher laptop 
computer for storage and analysis. 
5 Min  
 
Overview of Focus Group Interview 
You will be asked to answer six questions related to your experience working with Co-Tour. The 
process will last for approximately one hour. If you need to use the restroom, please do so now 
before we begin the question portion. When answering the questions, please answer with respect 
to the type of device and role that you had been issued including the mobile or headset devices 
and Explorer or Lead Explorer roles. In addition, when answering questions consider the 
collaborative interaction between yourself and other Explorers. Are there any question before we 
begin the question portion of the interview? 
 
Questions 
Use the focus group interview question completion checklist depicted in Table 25 to administer 
questions and to monitor time remaining.  
 
Table 25. Focus Group Interview Question Completion Checklist 
Question Text Time Completed 
1 What did you like or not like about museum navigation? 10 Min  
2 What did you like or not like about voice communication? 10 Min  
3 What did you like or not like about virtual exhibits? 10 Min  
4 What did you like or not like about knowledge challenges? 10 Min  
5 What did you like or not like about the Explorer and Lead 
Explorer roles? 
10 Min  
6 Do you have any other advice for us as to how to improve 
the use of the prototype? 
10 Min  
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Appendix F 
Co-Tour Instructional Design 
Co-Tour Goal Analysis 
 Instructional prototype goals are determined though initial setting, refinement, and 
ranking and are spread across psychomotor, affective, and cognitive domains (Morrison, et al., 
2011). Initial goals include: 
• Identify the learner’s role, 
• Comprehend the learner’s role, 
• Identify instructions related to learner’s role, 
• Comprehend instructions related to learner’s role, 
• Identify the location of virtual exhibits, 
• Identify the location of collaborating learners, 
• Manipulate the magnification of virtual exhibits, 
• Manipulate the rotation of virtual exhibits, 
• Define virtual exhibits concepts, 
• Describe relationships between virtual exhibits concepts, 
• Synthesize virtual exhibits concepts and relationships, 
• Perform egocentric navigation to virtual exhibits, 
• Perform exocentric navigation to collaborating learners, 
• Articulate group discussion of synthesized virtual exhibits concepts and relationships 
with collaborating learners, 
• Articulate group discussion related to finding the location of virtual exhibits, 
• Articulate group discussion related to finding the location of collaborating learners, 
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• Receive group feedback regarding the location of virtual exhibits, 
• Receive group feedback regarding the location of collaborating learners, 
• Receive group feedback regarding synthesized virtual exhibits concepts and relationships 
with collaborating learners, 
• Respond to group feedback regarding the location of virtual exhibits, 
• Respond to group feedback regarding the location of collaborating leaners, 
• Respond to group feedback regarding synthesized virtual exhibits concepts and 
relationships with collaborating learners, 
• Value group feedback regarding the location of virtual exhibits, 
• Value group feedback regarding the location of collaborating learners, 
• Value group feedback regarding synthesized virtual exhibits concepts and relationships 
with collaborating learners, 
• Organize group feedback regarding the location of virtual exhibits, 
• Organize group feedback regarding the location of collaborating learners, 
• Organize group feedback regarding synthesized virtual exhibits concepts and 
relationships with collaborating learners. 
Refined goals include: 
• Identify and comprehend the learner’s role, 
• Identify and comprehend instructions related to learner’s role, 
• Identify the location of objects in the environment, 
• Manipulate virtual exhibits using simulated physical manipulation, 
• Synthesize virtual exhibits concepts and relationships, 
• Perform navigation of the environment, 
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• Articulate group discussion of objects in the environment, 
• Articulate group discussion of virtual exhibits concepts and relationships, 
• Organize group feedback regarding discussion of objects in the environment, 
• Organize group feedback regarding discussion of virtual exhibit concepts and 
relationships. 
Initial ranked goals include: 
1. Articulate group discussion of virtual exhibits concepts and relationships, 
2. Organize group feedback regarding discussion of virtual exhibit concepts and 
relationships, 
3. Articulate group discussion of objects in the environment, 
4. Organize group feedback regarding discussion of objects in the environment, 
5. Manipulate virtual exhibits using simulated physical manipulation, 
6. Identify the location of objects in the environment, 
7. Synthesize virtual exhibits concepts and relationships, 
8. Perform navigation of the environment. 
Final ranked goals are given the nomenclature Gn and include: 
G1.  Synthesize information related to learner role, 
G2.  Articulate group discussion and organize feedback of virtual exhibit concepts and  
   relationships, 
G3.  Articulate group discussion and organize feedback of objects in the environment, 
G4.  Locate and identify virtual exhibits and collaborating learners in the environment, 
G5.  Synthesize virtual exhibit concepts and relationships through simulated physical  
  manipulation of virtual exhibits, 
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G6.  Perform navigation of the environment to virtual exhibits and collaborating learners. 
Learner Analysis 
When designing instructional plans, it is essential for designers to develop an 
understanding of which characteristics compose the target learner group. The earlier in the 
process that understanding is developed, the more confidently and accurately posteriori design 
decisions can be established (Morrison, et al., 2011). The characteristics of the total population 
of persons who attend museums varies widely in general and in regard to specific entry criteria, 
learning styles, personality, sociability, cultures, in disability. In order to control the scope, the 
researcher has specified a delimitation with regard to participant sampling to a subset of the 
population most likely to be familiar with AR and VR technology. 
 The general characteristics of the target learner will consist of active school-age college 
students aged 18-29 years, or Millennial-aged group, that are currently enrolled or were 
previously enrolled in post-secondary education. With regard to learning style, relative to the 
college school-aged group, it is anticipated that all learners will be highly comfortable and 
competent in learning using smartphone technology and receptive to the possibility of using 
tethered VR technology, which is less ubiquitous. It is anticipated that all learners will be 
familiar or, at least, comfortable with the informal learning opportunities afforded by a museum 
and to the possibility of participating in a fun and social learning activity. 
The personal and social characteristics of the target age group are as follows, as described 
in a Pew survey of 830 Millennial respondents (Taylor & Keeter, 2010): 
• Unique identifiers include technology use (n=24%), music/pop culture (n=11%), 
liberal/tolerant (n=7%), smarter than other generations (n=6%), and clothes (n=5%), 
• Likely to sleep with their cell phone right next to the bed (n=83%), 
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• Technology use: created social networking profile (n=75%), use wireless internet away 
from home (n=62%), post video of themselves online (n=20%), and use Twitter 
(n=14%), 
• Race: White (n=61%), Hispanic (n=19%), Black (n=13%), Asian (n=4%), or other 
(n=2%); 
• Gender and education: Less than high school (m=15%, f=12%), high school (m=35%, 
f=28%), some college (m=34%, f=40%), or 4 years of college or more (m=15%, f=20%); 
• Marriage status: married (n=21%), separated or divorced (n=4%), never married 
(n=75%). 
Learners with Disabilities 
The 2016 American Community Survey (DISABILITY CHARACTERISTICS, 2016) 
found that 6% of the 18-34 age population suffers from some form of disability. While a 
theoretical production version of the instructional product would provide assistive support to 
disabled populations, the design and development of assistive features are beyond the scope of 
this study. The researcher has specified a delimitation with regard to assistive technology 
support. 
Learning Contexts 
 With regard to the orientation context it is anticipated that the target learner group will be 
receptive to trips to cultural locations where they can learn something (Travel Industry 
Association of America TravelScope Survey, 2003). Their self-identification as technology users 
indicates they will likely be motivated to participate in studies involving new and breakthrough 
technologies.  
168 
 
With respect to the instructional context the instructional product prototype will be used 
by the participants at the selected museum host location. The prototype will be largely self-paced 
and semi-structured, providing a dynamic museum co-visiting and learning experience. 
Prototype use will be conducted within existing museum operational parameters to the extent 
possible to include lighting level, noise level, and temperature. It is anticipated that the 
researcher will need to work with museum staff to adjust seating and room accommodations for 
the hosting of VR equipment in a staging area. 
With regard to the transfer context, Co-Tour will facilitate the transfer of knowledge and 
skills to the learner through execution of a museum co-visiting experience in which the learners 
navigate the museum together, examine virtual exhibits together, and then convene group 
discussion to answer questions about the virtual exhibits.  
Task Analysis 
When the goals and needs of the instructional design have been developed and have 
provided the designer with sufficient scope then a task analysis should be convened. The task 
analysis is a critical activity within the instructional-design process that defines the content 
required for solving the stated problem (Morrison, et al, 2011). Two candidate task analysis 
techniques have been identified for consideration in the design including Topic Analysis and 
Procedural Analysis. 
Topic Analysis 
 It is anticipated that the researcher will work with curatorial and learning staff at the 
selected host tourism location in order to determine the relevant concepts that will comprise the 
navigation, virtual exhibits, and challenge activities and answers. The analysis will comprise 
both the content and content structure required for the activities. The researcher shall inquire as 
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to the existence of existing topic analyses and resultant content and content structures for 
expedient application of content to the instructional solution, as it may already exist within 
museum programs of instruction. 
Procedural Analysis 
 It is anticipated that the researcher will work with curatorial and or learning staff at the 
selected host museum location in order to formulate tasks and associated sequences of steps 
required for the design of navigation, virtual exhibits, and virtual exhibit knowledge challenge 
activities. The activities will contain both observable tasks, such as manipulating virtual exhibits, 
and unobservable tasks such as synthesizing virtual exhibit concepts and relationships. The 
following procedures have been elaborated for Co-Tour: 
Procedure P1: Access role and instructions 
Related Goals: G1. Synthesize information related to learner role. 
Table 26 depicts the steps and cues for Procedure P1. 
 
Table 26. Procedure P1: Access role and instructions steps and cues 
Step Cue 
1. Identify the role that the learner will 
undertake as part of the learning and read 
description. 
 
2. Identify the instructions for the role that 
the learner will undertake and read 
requisite steps and familiarization. 
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Procedure P2: Find and access virtual exhibits 
Related Goals: G4. Locate and identify virtual exhibits and collaborating learners in the 
environment, 
Table 27 depicts the steps and cues for Procedure P2. 
 
Table 27. Procedure P2: Find and access virtual exhibits steps and cues 
Step Cue 
1. Identify virtual exhibit locations within 
environment 
Observe graphic and textural indicators of the 
location of virtual exhibits 
2. Navigate toward identified virtual exhibits. 
 
    a. Perform egocentric navigation 
    b. Perform exocentric navigation 
  
 
3. Move to proximity of virtual exhibit for 
access 
Observe visual indicator of proximity to virtual 
exhibit. 
4. Access virtual exhibit  
 
Procedure P3: Find collaborating learners 
Related Goals: G4. Locate and identify virtual exhibits and collaborating learners in the 
environment, and G6. Perform navigation of the environment to virtual exhibits and 
collaborating learners. 
Table 28 depicts the steps and cues for Procedure P3. 
 
Table 28. Procedure P3: Find collaborating learners steps and cues 
Step Cue 
1. Identify collaborating learner’s locations 
within environment. 
Observe graphic and textural indicators of the 
location of collaborating learners 
2. Identify toward identified collaborating 
learners within environment. 
 
     a. Perform egocentric navigation 
     b. Perform exocentric navigation 
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Procedure P4: Identify virtual exhibit concepts 
Related Goals: G5. Synthesize virtual exhibit concepts and relationships through simulated 
physical manipulation of virtual exhibits. 
Table 29 depicts the steps and cues for Procedure P4. 
 
Table 29. Procedure P4: Identify virtual exhibit concept steps and cues 
Step Cue 
1. Find and access virtual exhibit (P2).  
1. Inspect the physical features of the virtual 
exhibit. 
Observe the virtual exhibit physical features of 
interest indicated by a visual cue. 
2. Manipulate virtual exhibit to expose 
physical feature callout. 
 
     a. Rotate the virtual exhibit 
     b. Magnify the virtual exhibit  
 
 
3. Inspect physical feature callout Review text and imagery associated with 
virtual exhibit physical feature callout 
 
Procedure P5: Identify relationships between virtual exhibit concepts 
Related Goals: G5 Synthesize virtual exhibit concepts and relationships through simulated 
physical manipulation of virtual exhibits. 
Table 30. depicts the steps and cues for Procedure P5. 
 
Table 30. Procedure P5: Identify relationships between virtual exhibit concepts steps and cues 
Step Cue 
1. Inspect two more virtual exhibits (P4).  
2. Identify relationships. 
  
Reflect upon the potential relationships 
between individual virtual exhibit concepts to 
on another. 
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Procedure P6: Synthesize virtual exhibit relationships 
Related Goals: G5. Synthesize virtual exhibit concepts and relationships through simulated 
physical manipulation of virtual exhibits. 
Table 31 depicts the steps and cues for Procedure P6. 
 
Table 31. Procedure P6: Synthesize virtual exhibit relationships steps and cues 
Step Cue 
1. Identify two more virtual exhibit concept-
relationships (P4). 
 
2. Synthesize relationships. 
  
Reflect upon the relationship of the concepts 
between one another and the virtual exhibit as 
a whole. 
 
Procedure P7: Discuss virtual exhibits and Answer Questions  
Related Goals: G2. Articulate group discussion and organize feedback of virtual exhibit concepts 
and relationships. 
Table 32 depicts the steps and cues for Procedure P7. 
 
Table 32. Procedure P7: Discuss virtual exhibits and answer questions steps and cues 
Step Cue 
1. Identify if collaborating learners have 
already visited the virtual exhibit (P2). 
 
2. Facilitate discussion toward completion of 
questions regarding virtual exhibit. 
 
  a. Ask about individual concepts 
  b. Ask about relationships between 
concepts. 
        c. Ask about relationships between 
synthesized concept as and 
relationships to the whole. 
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Procedure P8: Discuss virtual exhibits and collaborating learner location 
Related Goals: G3. Articulate group discussion and organize feedback of objects in the 
environment. 
Table 33 depicts the steps and cues for Procedure P8. 
 
Table 33. Procedure P8: Discuss virtual exhibits and collaborating learner location steps and 
cues 
Step Cue 
1. Identify if collaborating learners have 
already visited the virtual exhibit (P2) or 
the location of collaborating learners (P3). 
 
2. Facilitate open discussion toward virtual 
exhibits, the location of collaborating 
learners, or the overall experience in 
general. 
  
 
 
Instructional Objectives 
 
Instructional objectives allow the instructional designer to select and organize the most 
appropriate activities for training. They also provide the means to evaluate learner performance. 
Objectives are categorized across three domains including cognitive, psychomotor, and affective 
(Morrison, et al., 2011). The following objectives have been elaborated for Co-Tour: 
Objective O1: The learner defines, accepts, and applies his/her role  
Description: Learner accepts a role and applies role instructions. 
Related Procedures: P1. Access learner role and instructions 
The expanded performance-content matrix for O1 is depicted in table 34. 
 
Table 34. Objective O1: The learner defines, accepts, and applies his/her role expanded 
performance-content matrix  
Content Recall Application 
Fact   
Concept   
Principles and rules X X 
Procedure X X 
Interpersonal  X 
Attitude   
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Objective O2: The learner can locate and access virtual exhibits 
Description: Learner observes the environment and communicates with collaborating learners to 
determine the location of virtual exhibit. 
Related Procedures: P2. Find and access virtual exhibits, P8. Discuss virtual exhibits and 
collaborating learner location 
The expanded performance-content matrix for O2 is depicted in table 35. 
 
Table 35. Objective O2: The learner can locate and access virtual exhibits expanded 
performance-content matrix 
Content Recall Application 
Fact   
Concept   
Principles and rules   
Procedure  X 
Interpersonal  X 
Attitude   
 
Objective O3: The learner can locate collaborating learners 
Description: Learner observes the environment and communicates with other collaborating 
learners to determine their location. 
Related Procedures: P3. Find collaborating learners, P8. Discuss virtual exhibits and 
collaborating learner location 
The expanded performance-content matrix for O3 is depicted in table 36. 
 
Table 36. Objective O3: The learner can locate collaborating learners expanded performance-
content matrix 
Content Recall Application 
Fact   
Concept   
Principles and rules   
Procedure  X 
Interpersonal  X 
Attitude   
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Objective O4: The learner synthesizes virtual exhibit concept relationships 
Description: Learner identifies virtual exhibit concepts, relationships between concepts, and 
relationship of concepts to whole exhibit. 
Related Procedures: P4. Identify virtual exhibit concepts, P5. Identify relationships between 
virtual exhibit concepts, and P6. Synthesize virtual exhibit relationships 
The expanded performance-content matrix for O4 is depicted in table 37. 
 
Table 37. Objective O4: The learner synthesizes virtual exhibit concept relationships expanded 
performance-content matrix 
Content Recall Application 
Fact   
Concept X  
Principles and rules   
Procedure   
Interpersonal   
Attitude   
 
Objective O5: The learner can apply synthesized virtual exhibit concepts 
Description: Learner can recognize and recall concepts obtained through the previous visits to 
virtual exhibits.  
Related Procedures: P7. Discuss virtual exhibits and Answer Questions, P8. Discuss virtual 
exhibits and collaborating learner locations 
The expanded performance-content matrix for O5 is depicted in table 48. 
 
Table 38. Objective O5: The learner can apply synthesized virtual exhibit concepts expanded 
performance-content matrix 
Content Recall Application 
Fact   
Concept  X 
Principles and rules   
Procedure  X 
Interpersonal  X 
Attitude  X 
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Content Sequence 
 Content sequencing is employed to organize the presentation of content around 
appropriate sequencing schemes. Candidate content schemes for instructional product prototype 
design include Prerequisite Method, Learning-Related, World-Related, Concept-Related, and 
Elaboration Theory (Morrison, Ross, Kemp, & Kalman, 2011). Prerequisite method sequencing 
of skills will be taught to the target learner group using static media and a using participatory 
familiarization demo preceding the actual participant trials. Skills imparted during the training 
will cover communications between explorers, environment navigation, explorer’s notebook 
usage, virtual exhibit interaction for exploration, and participation in individual and team exhibit 
challenges. Learning-related sequencing will incorporate prerequisite method sequencing rules 
for teaching foundational skills or knowledge before moving onto subsequent steps including 
teaching about the familiar before the unknown, moving from novice-to-difficult questions, 
interest based sequence organization, and developmental theory support. World-related 
sequencing will focus upon objects, people and events that represent a real-world view and will 
be designed around museum spatial relations, task temporal relations, and virtual exhibit physical 
attributes. Concept-related sequencing will employ sequences that represent the world 
conceptually or logically and is separated into class relations, propositional relations, 
sophistication level, and logical prerequisites. Elaboration theory utilizes content expertise 
sequencing and task expertise sequencing for ordering of content. Content expertise sequencing 
is well suited for discovery-based experiences such as exploration in which learners must 
independently explore virtual exhibits in arbitrary order and duration and then collaborate to 
answer questions about the exhibits. 
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     The participant trials consist of three phases including (1) role familiarization phase, (2) 
virtual exhibit exploration phase and (3) virtual exhibit knowledge challenge phase. Because the 
order of virtual exhibit visit is variable, phases 2 and 3 should be considered semi-structured 
such that the learner must be prepared for entry into the process at different points in time. While 
the enforcement of a linear visit of exhibits is clearly useful in some contexts, such as thematic 
learning, the ability to visit exhibits out-of-order supports contingencies that occur in museum 
visits, such as arriving late, visiting exhibits of highest interest first, and self-organizing sub-
groups with common visit interests. Therefore, in order to support dynamic phase entry points 
within phases it has been determined that temporal relations-based world-related sequencing will 
be used to organize the sequencing for Co-Tour. 
Instructional Strategies 
Instructional strategies enable designers to produce prescriptions that describe optimum 
methods of instruction for different types of content (Morrison, et al., 2011). Prescriptions should 
incorporate generative characteristics that promote deep learning by associating new knowledge 
with existing knowledge in such a way that learners are more motivated to learn. Since the both 
procedural and interpersonal-focused objectives have been identified for this design within 
expanded performance-content matrices, corresponding procedure strategies and interpersonal 
instructional strategies have been selected to support the training. Instructional strategies and 
content types are displayed in Table 39. 
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Table 39. Instructional Strategies and Content Types 
Objective Strategy  Content Types 
1 The learner can understand and apply their 
role 
Principles and Rules, Procedure, 
Interpersonal 
2 The learner can locate and access virtual 
exhibits 
Procedure, Interpersonal 
3 The learner synthesizes virtual exhibit 
concept relationships 
Recall 
4 The learner can apply synthesized virtual 
exhibit concepts 
Application 
 
Instructional Strategy IS1  
Objective: O1 The learner can understand and apply their role 
Content Type: Principles and Rules, Procedure and Interpersonal 
Performance Level: Principles and Rules, Procedure and Interpersonal 
Initial Presentation: The learner reviews and selects their role and then participates in 
collaborative learner activities including locating and accessing virtual exhibits, locating 
collaborating learners, exploring virtual exhibits, taking Individual and explorer team virtual 
exhibit knowledge challenges. 
 
Generative Strategy:  
• During the Role Familiarization Phase the learner reviews their role within the training as 
an Explorer or Lead Explorer by reading a written description in order to associate the 
role of with learner projections of their future self as an Explorer Team Member.  
• During the Role Familiarization Phase the learner participates in familiarization training 
that demonstrates all activities for all roles.  
• During the virtual exhibit exploration phase the learner explores and notes concepts about 
virtual exhibits and participates in individual explorer virtual exhibit knowledge 
challenges by answering questions about visited virtual exhibits. 
• During the virtual exhibit knowledge challenge phase the learner completes explorer 
team virtual exhibit knowledge challenges by answering group questions regarding 
visited virtual exhibits. 
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Test/Assessment Items:  
Learner will be tested to demonstrate correct selection of challenge questions during individual 
explorer challenges and team explorer challenges during the role familiarization phase and 
virtual exhibit knowledge challenge phase. 
Instructional Strategy IS2 
Objective: O2 The learner can locate and access virtual exhibits  
Content Type: Procedure and Interpersonal 
Performance Level: Application 
Initial Presentation: The learner identifies the location of virtual exhibits though use of 
egocentric and exocentric museum maps and then accesses the exhibits and then accesses them 
for exploration and noting. 
 
Generative Strategy:  
 
• Learner notes the location of a virtual exhibit on their map and then access the exhibit.  
• Learner asks a collaborating learner about the location of a virtual exhibit and then 
follows their direction to access it.  
Test/Assessment Items:  
Learner will be observed using automated field collection methods during all phases for general 
ability to identify and access virtual exhibits. Observation will include learner’s attitude, 
interpersonal skills, and ability to follow instructions from collaborating learners pertaining to 
the location of exhibits. 
Instructional Strategy IS3 
Objective: 03 The learner synthesizes virtual exhibit concept relationships  
Content Type: Recall 
Performance Level: concepts 
Initial Presentation: The learner recalls concepts and relationships between concepts about 
virtual exhibits for syntheses of relationship to the whole exhibit.  
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Generative Strategy:  
• Learner notes the location of a virtual exhibit on their map and then access the exhibit.  
• Learner notes concepts about a virtual exhibit through exhibit callouts in their Explorer’s 
Notebook. 
• Leaner notes relationships between concepts in their Explorer’s Notebook. 
• Learner synthesizes relationships between related concepts in the Explorer’s Notebook to 
a whole virtual exhibit. 
Test/Assessment Items:  
Learner responses to individual and explorer team virtual exhibit knowledge challenges will be 
recorded and will be scored toward individual explorer challenge score and team explorer 
challenge scores. Observation will include learner’s attitude and interpersonal skills with regard 
to collaboration in answering explorer team virtual exhibit knowledge challenge questions. 
Instructional Strategy IS4 
Objective O4: The learner can apply synthesized virtual exhibit concepts  
Content Type: Application 
Performance Level: Concept, Procedure, Interpersonal, Attitude 
Initial Presentation: The learner answer questions regarding virtual exhibits though completion 
of individual and explorer team challenge questions.  
 
Generative Strategy:  
• Learner notes the location of a virtual exhibit on their map and then access the exhibit.  
• Learner asks a collaborating learner about the location of a virtual exhibit and then 
follows their direction to access it.  
• Learner asks a collaborating learner about their location within the museum and then 
follows their directions to move to their location. 
• Learner uses synthesized concepts regarding a virtual exhibit in order to answer 
individual and explorer team virtual exhibit knowledge challenge questions. 
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• Learner uses synthesized concepts regarding a virtual exhibit in order to answer 
individual and explorer team virtual exhibit knowledge challenge questions. 
Test/Assessment Items:  
Learner responses to individual and team explorer challenges will be recorded and will be scored 
toward individual and team explorer virtual exhibit knowledge challenge scores. Observation 
will include learner’s attitude and interpersonal skills with regard to collaboration in answering 
explorer team virtual exhibit knowledge challenge questions. 
Message Design 
 Pre-instructional strategy is used by designers to focus upon how information should be 
presented to the user after establishing the content sequence (Morrison, et al., 2011). Four 
candidate pre-instructional strategies were considered for the prototype including pretests, 
behavioral objectives, and overviews. Pretests are useful for advanced and older learners, 
however within the context of the prototype administration of a pre-test might interfere with the 
spirit of informal learning in museum settings. Behavioral objectives inform middle-ability 
students of what is precisely expected within a given learning unit. Within the content of Co-
Tour, specific objectives will not be used to inform students of what outcomes must be achieved 
in order to measure learning. The concept of achieving objectives is synonymous within police 
and military communities, but are not typically used within informal learning efforts. Overviews 
prepare both lower-ability and higher-ability learners for learning tasks by imparting facts and 
concepts. The overview will serve as the chief means of imparting learning in the prototype from 
role familiarization to exploration of virtual exhibits. Overview design is suitable for informal 
and semi-structured learning experiences. Table 40 details the design plan for the instruction 
product prototype. 
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Table 40. Design Plan for Co-Tour 
Storyboard 
IDs 
Design 
Sequence 
Description Objective Time Instructional  
Strategy 
1.1 Research 
Requirement 
Consent to 
Participate in Study 
- 3 min - 
1.2 Instruction 
(Procedures) 
Learner Role 
Overview 
1 3 min Learner 
reviews role 
and mission 
1.3 Learner 
Connectivity 
Learner Connect to 
Server 
- 2 Min - 
1.3.1 Learner  
Connectivity 
Learner Join 
Explorer Team 
- 5 min - 
1.4, 1.5 Instruction 
(Practice) 
AR and VR 
Environments 
2, 3, 4 Variable Learner 
reviews 
navigation 
instruction 
1.6.1 Instruction 
(Practice) 
Explorer’s Mate – 
Explorer’s 
Notebook 
2, 3, 4 Variable Learner usage 
of Explorer’s 
Notebook 
usage 
1.6.2 Instruction 
(Practice) 
Explorer’s Mate – 
Team Virtual 
exhibit knowledge 
challenges 
2, 3, 4 Variable Learner usage 
of virtual 
exhibits 
1.6.3.1-
1.6.3.7 
Instruction 
(Procedures) 
Explorer’s Mate –
AR&VR 
Instructions and 
Familiarization 
1 Variable Learner 
completes 
familiarization 
1.7.1 Instructions 
(Practice) 
Virtual Exhibit 
Informational 
Callouts 
3, 4 30 min Learner usage 
of virtual 
exhibit 
informational 
callout 
1.7.2 Instructions 
(Practice) 
Virtual Exhibit 
Knowledge 
Challenge 
3, 4 30 min Learner 
answering of 
knowledge 
challenges 
1.8 Conclusion Mission Completion - 3 min - 
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Instructional Materials 
 
 Instructional materials are developed after completion of instructional strategies. A 
simulation-based design will be used in support of instructional strategies and include the 
simulation environment, interaction paradigm, interface design, feedback design, end state 
design, and performance review design. 
Simulation Environment 
 The design will incorporate two simulation environments including AR and VR 
environments. The AR environment will be composed of several key elements including an 
exocentric map, explorer avatar icons, virtual exhibit icons, and virtual exhibits. The exocentric 
map is projected as a top down representation of a museum with the ceiling removed such that 
the learner may see themselves projected as an icon onto the map in their current position within 
the museum. In this context, the learner experiences the museum in both a real-world and 
augmented context where they walk around an actual museum, visit actual exhibits, and carry on 
conversations with collaborating learners these events are automatically captured and projected 
into AR and are shared with all other AR and VR learners. As the learner moves about the 
museum their position will be updated to a corresponding, coarse real-world location on the map 
consistent with telemetry data generated by Bluetooth low energy beacons connected to the 
learner’s mobile device. Similarly, the locations of collaborating learners will be projected onto 
the exocentric map depicting their current real-world location. Virtual exhibits will be depicted 
as icons on the map, however they will be statically located corresponding to the real-world 
location of the exhibit and will not change position. 
 The VR environment will be composed of an egocentric map, explorer avatar icons, and 
virtual exhibit icons. In this context, the leaner experiences the museum and events inside of it as 
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a completely virtual environment, but as they move around the virtual museum, visit virtual 
exhibits, and carry on conversations with collaborating learners these events are automatically 
captured and projected but the events are shared with all other AR and VR learners. The 
egocentric map is projected as a highly realistic, 3D projection of the museum with respect to 
spatial characteristics to nanometer scale and texture characteristics up to 165-megapixels color. 
The learner will view the projection from the first-person. Collaborating learners will be 
projected onto the egocentric map as bill-boarded avatar icons, or icons that always face the first-
person camera for easy viewing from any camera angle. As collaborating learners move around 
the museum the location of their avatar icon will change position to their corresponding position.  
Interaction Paradigm 
 Learners will interact with the simulation using 2 different interaction paradigms 
including AR and VR. The AR interaction paradigm will conform to use of mobile AR and 
includes activities such as using one’s finger to tap items of interest. The VR interaction 
paradigm will conform to the use of desktop VR and includes activities such as using one’s head 
to look around a virtual environment and using hand-held controller thumb sticks, direction pads, 
buttons, and trigger to interact with the environment.  
Interface Design 
 The interface design will consist of a minimalist approach to make the interface intuitive 
and memorable and that allows learners to quickly move between exploring environment maps 
and virtual exhibits. All user interfaces will be designed to allow the user to access any function 
from within 1-3 steps of their current activity. The user interfaces will include the following 
screens: Consent to Participate, Overview, Lobby, Join Explorer Team, AR Environment, VR 
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Environment, Explorer’s Mate, Virtual Exhibit and Completion. The user interface will consist 
of buttons, radio buttons, and sliders consistent with desktop and mobile interface design. 
Feedback Design 
 The learner will receive feedback when completing individual and team virtual exhibit 
knowledge challenges. During challenge execution, the feedback will be reinforcing and 
declarative in nature, providing positive messaging regarding submitted answers that are 
consistent with enjoyable informal learning experiences. Feedback will also be provided in the 
form of individual and team virtual exhibit knowledge challenge scoring and rankings. 
Individual scoring will be based upon the performance of individuals in answering Individual 
virtual exhibit knowledge challenge questions and will consist of an integer-based number of 
questions correct versus available and a percentage of those correct. No rankings will be 
provided amongst individuals as a competitive element as the study is predominantly focused 
upon the ways in which learners collaborate. Team scoring will be based upon the performance 
of the explorer team in answering explorer team virtual exhibit knowledge challenge questions 
and will consist of an integer-based number of questions correct versus available and a 
percentage of those correct. A ranking will then be assigned to the team that is available to the 
team during and at the completion of the participant trials. Rankings will be composed of a 
hierarchy of named achievements that act as a gamification element to provide a more 
interesting, entertaining, and motivating team goal, rather than simply providing a numeric score. 
It is anticipated that peer feedback will also be provided spontaneously through explorer team 
voice communications during collaboration in the locating of virtual exhibits, collaborating 
learners, and in the explorer team virtual exhibit knowledge challenges. 
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End State 
After all explorer team virtual exhibit knowledge challenges have been completed the 
instructional prototype will end. Instructions will be provided to notify the researcher of 
completion and to return equipment to the prototype staging area. 
Performance Review Design 
 At the end state a team score, percent correct, and ranking, and ranking badge will be 
provided to the learners indicating performance against answering challenge questions. The 
badge serves as another affective element focused around provision of fun and motivating 
learning experiences. The ranking will be designed to show the learner the level of group 
mastery of challenge questions achieved, measuring performance against theoretical performance 
constructs including: 
• 90% or higher – Epic Team, 
• 80% - 89% - Pro Team, 
• 70% - 79% - Veteran Team, 
• 60 – 69% - Skilled Team, 
• 59% or lower – Rookie Team. 
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Appendix G 
Co-Tour Storyboards 
 
Figure 15. Co-Tour Organization. This figure depicts a hierarchical representation of the prototype organization. 
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Figure 16. Consent to Participate Storyboard Wireframe. This figure depicts a wireframe of the Consent to Participate Screen. 
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Figure 17. Consent to Participate Storyboard Graphic Concept. This figure depicts a concept graphic of the Consent to Participate 
Screen. 
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Figure 18. Overview Storyboard Wireframe. This figure depicts a wireframe of the Overview Screen. 
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Figure 19. Overview Storyboard Graphic Concept. This figure depicts a concept graphic of the Overview Screen. 
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Figure 20. Lobby Storyboard Wireframe. This figure depicts a wireframe of the Connect to Server Screen. 
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Figure 21. Lobby Storyboard Graphic Concept. This figure depicts a concept graphic of the Connect to Server Screen. 
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Figure 22. Join Explorer Team Storyboard Wireframe. This figure depicts a wireframe of the Join Explorer Team Screen. 
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Figure 23. Join Explorer Team Storyboard Graphic Concept. This figure depicts a concept graphic of Joint Explorer Team Screen. 
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Figure 24. AR Environment Storyboard Wireframe. This figure depicts a wireframe of the AR Environment. 
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Figure 25. AR Environment Storyboard Graphic Concept. This figure depicts a concept graphic of the AR Environment. 
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Figure 26. VR Environment Storyboard Wireframe. This figure depicts a wireframe of the VR Environment. 
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Figure 27. VR Environment Storyboard Graphic Concept. This figure depicts a concept graphic of the VR Environment. 
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Figure 28. Explorer’s Mate Notebook Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate Notebook Tab. 
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Figure 29. Explorer’s Mate Notebook Storyboard Graphic Concept. This figure depicts a concept graphic of the Explorer’s Mate 
Notebook Tab. 
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Figure 30. Explorer’s Mate Team Virtual Exhibit Knowledge Challenge Storyboard Wireframe. This figure depicts a wireframe the 
Explorer’s Mate Team Virtual Exhibit Knowledge Challenges Tab. 
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Figure 31. Explorer’s Mate Team Virtual Exhibit Knowledge Challenge Storyboard Graphic Concept. This figure depicts a concept 
graphic of the Explorer’s Mate Team Virtual Exhibit Knowledge Challenges Tab. 
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Figure 32. Explorer’s Mate AR Familiarization 1 Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate AR 
familiarization 1 Tab. 
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Figure 33. Explorer’s Mate AR Familiarization 2 Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate AR 
familiarization 2 Tab. 
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Figure 34. Explorer’s Mate VR Familiarization 1 Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate VR 
familiarization 1 Tab. 
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Figure 35. Explorer’s Mate VR Familiarization 2 Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate VR 
familiarization 2 Tab. 
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Figure 36. Explorer’s Mate General Instructions 1 Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate 
general instructions 1 Tab. 
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Figure 37. Explorer’s Mate General Instructions 2 Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate 
general instructions 2 Tab. 
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Figure 38. Explorer’s Mate General Instructions 3 Storyboard Wireframe. This figure depicts a wireframe of the Explorer’s Mate 
general instructions 3 Tab. 
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Figure 39. Explorer’s Mate All Instructions Graphic Concept. This figure depicts a concept graphic of the Explorer’s Mate All 
Instructions Tab. 
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Figure 40. Virtual Exhibit Information Callouts Storyboard Wireframe. This figure depicts a wireframe of the Virtual Exhibit 
information callouts Tab. 
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Figure 41. Virtual Exhibit Information Callouts Storyboard Graphic Concept. This figure depicts a concept graphic of the Virtual 
Exhibit Callouts Tab. 
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Figure 42. Virtual Exhibit Knowledge Challenge Storyboard Wireframe. This figure depicts a wireframe of the Virtual Exhibit 
Knowledge Challenge Tab. 
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Figure 43. Virtual Exhibit Knowledge Challenge Storyboard Graphic Concept. This figure depicts a concept graphic of the Virtual 
Exhibit Knowledge Challenge Tab. 
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Figure 44. Completion Storyboard Wireframe. This figure depicts a wireframe of the Completion Screen. 
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Figure 45. Completion Storyboard Graphic Concept. This figure depicts a concept graphic of the Completion Screen.
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Appendix H 
Human Researcher Coursework Requirements Report 
 
 
 
 
 
 
 
COLLABORATIVE INSTITUTIONAL TRAINING INITIATIVE (CITI PROGRAM)
COURSEWORK REQUIREMENTS REPORT*
* NOTE: Scores on this Requirements Report reflect quiz completions at the time all requirements for the course were met. See list below for details.
See separate Transcript Report for more recent quiz scores, including those on optional (supplemental) course elements.
•  Name: Ronald Punako Jr. (ID: 4827648)
•  Email: punako@nova.edu
•  Institution Affiliation: Nova Southeastern University (ID: 543)
•  Institution Unit: Graduate School of Computer and Information Sciences
•  Phone: 814-269-6538
•  Curriculum Group: Human Research
•  Course Learner Group: 6. SCIS
•  Stage: Stage 1 - Basic Course
•  Report ID: 16005172
•  Completion Date: 05/17/2015
•  Expiration Date: 05/16/2018
•  Minimum Passing: 90
•  Reported Score*: 100
REQUIRED AND ELECTIVE MODULES ONLY DATE COMPLETED SCORE
Belmont Report and CITI Course Introduction (ID:1127)  05/14/15 3/3 (100%) 
History and Ethical Principles - SBE (ID:490)  05/14/15 5/5 (100%) 
Defining Research with Human Subjects - SBE (ID:491)  05/15/15 5/5 (100%) 
The Federal Regulations - SBE (ID:502)  05/16/15 5/5 (100%) 
Assessing Risk - SBE (ID:503)  05/16/15 5/5 (100%) 
Informed Consent - SBE (ID:504)  05/17/15 5/5 (100%) 
Privacy and Confidentiality - SBE (ID:505)  05/17/15 5/5 (100%) 
Internet-Based Research - SBE (ID:510)  05/17/15 5/5 (100%) 
Nova Southeastern University (ID:835)  05/17/15 No Quiz 
For this Report to be valid, the learner identified above must have had a valid affiliation with the CITI Program subscribing institution
identified above or have been a paid Independent Learner. 
CITI Program
Email: citisupport@miami.edu
Phone: 305-243-7970
Web: https://www.citiprogram.org
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NOVA  
Institutional Review Board 
Appendix I 
Institutional Review Board Memorandum 
 
MEMORANDUM 
 
To:  Ronald Punako 
   
 
From:  Ling Wang, Ph.D.,    
  Center Representative, Institutional Review Board 
  
Date:  February 16, 2018 
 
Re: IRB #:  2018-86; Title, “Computer Supported Collaborative Learning using 
Augmented and Virtual Reality in Museum Education” 
 
I have reviewed the above-referenced research protocol at the center level.  Based on 
the information provided, I have determined that this study is exempt from further IRB 
review under 45 CFR 46.101(b) (Exempt Category 2).  You may proceed with your 
study as described to the IRB.  As principal investigator, you must adhere to the 
following requirements: 
 
1) CONSENT:  If recruitment procedures include consent forms, they must be 
obtained in such a manner that they are clearly understood by the subjects and 
the process affords subjects the opportunity to ask questions, obtain detailed 
answers from those directly involved in the research, and have sufficient time to 
consider their participation after they have been provided this information.  The 
subjects must be given a copy of the signed consent document, and a copy must 
be placed in a secure file separate from de-identified participant information.  
Record of informed consent must be retained for a minimum of three years from 
the conclusion of the study. 
2) ADVERSE EVENTS/UNANTICIPATED PROBLEMS:  The principal investigator is required to 
notify the IRB chair and me (954-262-5369 and Ling Wang, Ph.D., respectively) of any adverse 
reactions or unanticipated events that may develop as a result of this study.  Reactions or events 
may include, but are not limited to, injury, depression as a result of participation in the study, life-
threatening situation, death, or loss of confidentiality/anonymity of subject.  Approval may be 
withdrawn if the problem is serious. 
3) AMENDMENTS:  Any changes in the study (e.g., procedures, number or types of subjects, 
consent forms, investigators, etc.) must be approved by the IRB prior to implementation.  Please 
be advised that changes in a study may require further review depending on the nature of the 
change.  Please contact me with any questions regarding amendments or changes to your study. 
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The NSU IRB is in compliance with the requirements for the protection of human subjects prescribed in 
Part 46 of Title 45 of the Code of Federal Regulations (45 CFR 46) revised June 18, 1991. 
 
Cc: Marti Snyder, Ph.D. 
 Ling Wang, Ph.D. 
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Appendix J 
Site Approval Letter 
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Appendix K 
Participant Recruitment E-mail 
 
Subject 
 
Looking for participants for a study on augmented and virtual reality museum co-visiting 
 
What is an augmented and virtual reality museum co-visit? 
 
An “augmented and virtual reality museum co-visit” is the experience of visiting of a museum 
with a group of two or more persons using augmented reality (AR) and virtual reality (VR) 
technologies. 
 
Why are you studying this experience? 
 
Advancements in the cost, capability, and availability of AR and VR technology has created new 
opportunities for attendees to visit and to learn at museums. This study is investigating what new 
instructional design guidance is required to guide the creation of AR and VR-supported co-
visiting experiences at museums.  
 
This study is part of doctoral work being conducted at Nova Southeastern University to develop 
an instructional design theory of computer-supported collaborative learning using augmented and 
virtual reality in museum education. NSU IRB Protocol# 2018-86-Non-NSU-Univ. 
 
Invitation 
 
You are invited to participate in a study of an augmented and virtual reality museum co-visit. 
 
How long will it take? 
 
The study will take 1.5-2 hours and will be completed at the Fort Ligonier Museum. Note that 
the study will take place indoors in the museum and not outside in the fort. Fort Ligonier will 
grant participants free admission to the museum for the study day. You will also receive a $25 
Amazon.com gift card as a thank-you for your participation. 
 
Who can participate? 
 
The study is appropriate for most undergraduate and graduate level college students. Individuals 
that experience moderate to severe motion sickness will not be invited to participate in the VR 
portion of the study. 
 
How can I find more information about this study? 
 
Call or text Ron Punako at 814-244-7793 or e-mail him at punako@mynsu.nova.edu. 
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Appendix L 
Letter of Assistance of Solicitation of Participants for Research Study 
Title of Study: Computer-Supported Collaborative Learning using Augmented and Virtual 
Reality in Museum education 
 
 
Principal investigator 
Ronald Punako Jr.  
Ph.D. Computing Technology in Education 
1275 Annette Street 
Johnstown, PA 15904 
814-244-7793 
punako@mynsu.nova.edu 
Site Information 
Fort Ligonier 
200 South Market Street 
Ligonier, Pennsylvania 15658 
724-238-9701 
 
Institutional Review Board  
Nova Southeastern University 
Office of Grants and Contracts  
(954) 262-5369/Toll Free: 866-499-0790 
IRB@nsu.nova.edu   
 
Description of Study: Ronald Punako Jr. is a doctoral student at Nova Southeastern University 
engaged in research for the purpose of satisfying a requirement for a Doctor of Computing 
Technology in Education degree. The goal of the proposed study is to conduct formative 
research to develop an instructional design theory that can be used to guide the creation of 
computer-supported collaborative learning augmented and virtual reality instructional products. 
The results of this research will provide formative methods for designing instructional products 
that enable local augmented and remote virtual reality learners to co-visit a museum and to 
collaborate to answer questions about virtual exhibits. 
Candidate participants will be asked to complete the attached questionnaire. This questionnaire 
will help the researcher to identify participant demographics, opinion of augmented and virtual 
reality technology, and any predisposition to simulator sickness – a type of sickness experienced 
by some when using virtual reality technology. The data from this questionnaire will be used to 
select participants for inclusion in the study. A total of 8 participants are required for the study. 
Risks/Benefits to the Participant: A minor risk exists regarding use of virtual reality 
technology and onset of simulator sickness. Simulator sickness is a subset of motion 
sickness that is typically experienced by pilots who undergo training for extended periods of time 
in flight simulators. It is similar to motion sickness in many ways, but occurs in simulated 
environments and can be induced without actual motion. Participants that have experienced 
significant motion sickness in the past or during use of virtual reality technology in the past will 
not be invited to participate in the portion of the study concerning use of virtual reality 
technology. If participants have any concerns about the risks/benefits of participating in this 
study, you can contact the investigators and/or the university’s human research oversight board 
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(the Institutional Review Board or IRB) at the numbers listed above.  
 
The expected benefits of the study are the information about the experiences in using 
collaborative augmented and virtual reality technology in museum education and the opportunity 
to participate in a qualitative research study. 

Cost and Payments to the Participant: No cost will be incurred for participation in the 
study. Participants will be compensated for their participation in the study in the form of free 
admission to Fort Ligonier during the duration of the participant’s visit at the research site 
and in the form of a $25 gift certificate to Amazon.com, upon the completion of instructional 
prototype user trials and focus group interview at the research site. 
Confidentiality: Information obtained in this study is strictly confidential unless disclosure is 
required by law.  All data will be secured in a locked in a safe at the researcher place of 
employment. Participant names will not be used in the reporting of information in publications 
or conference presentations.  
Participant’s Right to Withdraw from the Study: Participants have the right to refuse to 
participate in this study and the right to withdraw from the study at any time without penalty. 
Request for Assistance of Solicitation of Participants 
The researcher is writing to request the assistance of the Saint Vincent College, Education 
Department in the solicitation of participants for the study. The research site for the study is the 
Fort Ligonier museum. I can follow up with a telephone call next week to discuss potential 
benefits of the research and would be happy to answer any questions or concerns that you may 
have at that time. You may contact me at my email address punako@mynsu.nova.edu. 
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Appendix M 
Virtual Exhibit Knowledge Challenge Questions  
George Washington Pistols Exhibit Questions 
 
1. These pistols belonged to three major figures in history, two being George Washington and 
the Marquis de Lafayette. Who was the third?   
a. Andrew Johnson 
b. Andrew Jackson 
c. Robert Rogers 
d. Robert Redford  
 
2. The pistols were gifted to Washington during which conflict? 
a. French and Indian War 
b. Vietnam War 
c. Revolutionary War 
d. King Phillips War 
  
3. These types of pistols fired by using what type of mechanism located near the trigger of the 
weapon?  
a. Block and Tackle 
b. Slow match 
c. Flintlock  
d. Ball and patch 
 
4.  The Marquis de Lafayette who originally gifted these pistols to Washington was a famous 
figure from which country? 
a. Germany 
b. Prussia  
c. Russia 
d. France 
 
5. What type of artisan or profession would have created this type of Weapon? 
a. Gunsmith  
b. Blacksmith  
c. Cartographer  
d. Architect 
 
6. In what year did the pistols that you see in this exhibit come to Fort Ligonier? 
a. 2005 
b. 1758 
c. 1998 
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d. 2002 
 
7. When Washington passed away, these pistols were handed down to his son in laws nephew. 
What was his name?  
a. Augustine Washington 
b. William Washington 
c. William Robinson 
d. John Lafayette 
 
8. The Marquis would return to the United States in 1824 and lay eyes on these pistols again. 
Where did he see them?  
a. The Hermitage 
b. The White House 
c. The Pentagon 
d. Fort Ligonier  
 
9. Washington had these pistols during an uprising that occurred in Pennsylvania in 1794. What 
was that uprising called?  
a. Allegheny Uprising 
b. The Fort Pitt Rebellion 
c. The Whiskey Rebellion 
d. Pontiacs War 
 
10. The pistols were similar to muskets of the time. They utilized black powder and they 
fired how many times before needing to reload?  
a. 3 times 
b. 1 time 
c. 2 times  
d. 5 times 
 
11. What was the name of the Marquis’ son who acquired these pistols in 1848?  
a. David Jackson 
b. Jonathan Lafayette 
c. Robert Washington 
d. George Washington Lafayette 
 
12. The pistols were with Washington at which locations during his lifetime?  
a. Surrender of Yorktown 
b. Fort Ligonier  
c. Valley Forge 
d. A and C 
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13. While at Fort Ligonier Washington and his Virginian troops were dressed similar to 
which group also involved in the French and Indian War? 
a. The French Marines 
b. The British Highlanders 
c. The Native Americans/Indian Allies 
d. The Prussian Regulars 
 
14. What caused the Virginians to dress this way in 1758 while at Fort Ligonier?  
a. It was the style at the time 
b. It was what Washington wanted to wear 
c. They believed it would help blend into the wilderness 
d. The Virginians uniforms were completely worn out so they had to adapt 
 
15. While at Fort Ligonier George Washington was a colonel. What on this mannequin 
identifies Washington’s rank at Fort Ligonier?  
a. His sash 
b. The Gorget 
c. The Sword 
d. All of the above  
 
16. While at Fort Ligonier it was this type of dress that caused Washington and his troops to 
mistake each other for the enemy in the woods. They fired upon each other and 40 casualties 
resulted. This event we now call ______________? 
a. The French and Indian War  
b. The Friendly Fire Incident 
c. The Virginian Incident  
d. The Indian Dress Affair  
Redcoat Officer’s Uniform Exhibit Questions 
 
1. This uniform was involved in a global conflict, which was called?  
a. The 17 Years War 
b. The Seven Years War 
c. The French and Indian War 
d. The European Conflict  
 
2. An officer would have worn the uniform in front of you. This officer would have been 
affiliated with which country?  
a. France 
b. England 
c. Austria 
d. Holy Roman Empire 
 
3. Which countries were involved in the global conflict?  
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a. England, Holy Roman Empire, And Africa 
b. France, Sweden, and Austria 
c. Prussia, Russia, and Spain 
d. All of the above  
 
4. There are several pieces to the uniform that would have been worn by an officer or 
possible officer in training. The vibrant color that you see is due to a dye. What type of 
dye was used for this officer’s uniform to make it this brilliant red?  
a. Matter Dye 
b. Crustacean dye  
c. Cochineal Dye 
d. Red Dye #5 
 
5.  There is what looks like a piece of red fabric that drapes over the shoulder of the 
regimental coat. What is it? 
a. A silk officers sash  
b. A wool scarf  
c. A long ripped cloth from a previous battle 
d. A highlander’s kilt 
 
6. The shiny metal half-moon piece that would rest around the neck of the officer is called a 
gorget, why is it worn?  
a. To deflect bullets from the neck 
b. To blind the enemy when the sun shines off of it  
c. To act as a dog tag and have personal information engraved on it of the officer  
d. To act as a badge of rank 
 
7. The tan pieces near the bottom of the exhibit may remind you of elephant feet. Now an 
elephant did not wear them but many soldiers would wear these. They covered their 
calves and leather shoes. What were they called?  
a. Socks 
b. Boot covers  
c. Half Gaiters  
d. Stockings 
 
8. There are several regiments of foot that this uniform could belong to. Which regiment of 
foot was here at Fort Ligonier with General Forbes in 1758?  
a. 6oth Regiment of Foot 
b. 77th Regiment of Foot 
c. 42nd Regiment of Foot 
d. 108th Regiment of Foot 
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9. This uniform seems small at a glance. What could historically accurate explanation for 
that be?  
a. People were smaller back then. 
b. It made for someone who was still growing/small and it did not fit anyone else so 
it survived until now.  
c. It was washed too many times. 
 
10. To us the “pants” of the uniform might look like Bermuda shorts or Capri pants since 
they extended to just below the knee. What were they called during this time?  
a. Shorts 
b. Breeches  
c. Pantaloons 
d. Pontoons 
 
11. The cocked hat, typically worn by an officer or soldier, was folded up to form what we 
know as a tri corner. Then they would tilt it over the left eye to avoid contact with what?  
a. Musket balls 
b. A musket  
c. Sword  
d. Cannon 
 
12. The regimental coat and other pieces of the uniform are made mainly from what 
material?  
a. Silk 
b. Cotton  
c. Wool 
d. Linen 
 
13. What two pieces, which are missing from this case, would be worn by an officer as well 
as a soldier? 
a. Leather Shoes and Linen Shirt 
b. Gloves and Sandals 
c. Sword and pistol 
d. Boots and Vest 
 
14.  What material is the gorget made from?  
a. Gilded Gold 
b. Silver  
c. Gilded Brass 
d. Gilded Bronze 
 
15. This uniform looks elegant, delicate, ornate, and expensive. What could you infer from 
this officer’s uniform about the officers as opposed to regular soldiers?  
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a. They were snobs  
b. They were paid more  
c. They were smarter 
 
16. It is nearly impossible to find any of these uniforms and we believe there are only 5 
regimental coats like this one left in the world. Why is it so hard to find items like this 
one?  
a. They could have been destroyed by natural decay  
b. Some are in personal collections and not documented 
c. Many uniforms were worn until completely worn out  
d. All of the above 
 
Fort Duquesne 
 
1. Fort Duquesne was a fort located at the forks of the __________ ? 
a. Backcountry  
b. Ohio 
c. Virginia  
d. Pennsylvania  
 
2. This Fort was constructed and held by which world power?  
a. The British 
b. The Spanish  
c. The French  
d. The Chinese 
 
3. Which present day city sits on the area where Fort Duquesne once sat?  
a. Pittsburgh 
b. Braddock  
c. York 
d. Ligonier  
 
4. When the British army arrived at Fort Duquesne in late 1758 how did they find it?  
a. Well defended by artillery 
b. Occupied by Native Americans 
c. Abandoned and blown up 
d. There were no remains 
 
5. Another Fort was constructed after Fort Duquesne on the same ground where it had once 
stood. What was its name? 
a. Fort Littleton 
b. Fort Bedford  
c. Fort McHenry  
d. Fort Pitt 
232 
 
 
6. The man responsible for the campaign and the eventual capture of Fort Duquesne was 
named?  
a. General Washington 
b. General Braddock  
c. General Forbes  
d. General Lafayette 
 
7. Another General had been tasked with taking Fort Duquesne in 1755 and failed at the 
battle of the Monongahela, what was his name?  
a. General Forbes 
b. General Braddock 
c. General Washington 
d. General Lafayette 
 
8. Fort Duquesne sits at the union of three rivers, which three are they?  
a. Allegheny, Mississippi, Delaware 
b. Ohio, Monongahela, Youghiogheny 
c. Ohio, Allegheny, Monongahela 
d. St. Lawrence, Mississippi, Ohio 
 
9. In the diorama, the General is carried when arriving at the destroyed fort. Why was he not 
able to walk? 
a. He was incredibly ill 
b. He had been shot in the leg 
c. He had lost both legs in a previous battle 
d. He was not a fan of walking 
 
10. Shortly after the taking of Fort Duquesne the British General made his way back to 
Philadelphia and did what in March of 1759? 
a. He ran for mayor  
b. Destroyed the city  
c. Got on a boat and returned to Scotland 
d. Died 
 
11. Why did the French decide to leave Fort Duquesne?  
a. After a long siege they were forced to  
b. Supplies were low and their native allies had gone home 
c. They were called back to New France 
d. Their Native allies had turned on them 
 
12. In September of 1758 a small reconnaissance mission, which resulted in disaster, was led 
by this Major? 
a. Major Washington 
233 
 
b. Major Bouquet 
c. Major Grant 
d. Major Tom 
 
13. In which month of 1758 did the British successfully take Fort Duquesne? 
a. June 
b. October  
c. November 
d. March 
 
14. Fort Duquesne and the surrounding area was valuable to both the French and British 
because _______________? 
a. It held a key position at the three rivers 
b. It allowed for trade and transport  
c. It allowed for further expansion 
d. All of the above 
 
15. The last fort the British built before arriving at Fort Duquesne was named what?  
a. Fort Bedford 
b. Fort Pitt  
c. Fort Ligonier  
d. Fort Dewart 
 
16. In what way did the French destroy Fort Duquesne specifically? 
a. Destroy It by a cannon barrage 
b. Blew up the Powder Magazine 
c. Set the surrounding wilderness ablaze  
d. They tore down all the walls put them in a pile and lit them on fire\ 
 
Answer Key 
 
George Washington’s Pistols Exhibit:  
 
1. B 
2. C 
3. C 
4. D 
5. A 
6. D 
7. C 
8. A 
9. C 
10. B 
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11. D 
12. D 
13. C 
14. D 
15. D 
16. B 
Redcoat Officer’s Uniform Exhibit: 
 
1. B 
2. B 
3. D 
4. C 
5. A 
6. D 
7. C 
8. A 
9. B 
10. B 
11. B 
12. C 
13. A 
14. C 
15. B 
16. D 
Fort Duquesne: 
 
1. B 
2. C 
3. A 
4. C 
5. D 
6. C 
7. B 
8. C 
9. A 
10. D 
11. B 
12. C 
13. C 
14. D 
15. C 
16. B 
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Appendix N 
Categories and Codes  
Table 41. Categories and Codes 
Name Sources References 
1 AFFECT 0 0 
  1.1 INTERACTING WITH OTHERS 0 0 
    1.1.1 Enjoyment of voice communications 1 1 
    1.1.2 Having fun working with each other 2 37 
 1.2 OVERALL EXPERIENCE 0 0 
    1.2.1 Experience as enjoyable 4 16 
    1.2.2 Experience as exciting 2 4 
    1.2.3 Experience as tiring 1 1 
  1.3 PERCIEVED USEFULNESS 0 0 
    1.3.1 Useful to those who can’t go to museums 1 1 
    1.3.2 Would use production version 1 1 
2 GATHERING DATA 0 0 
  2.1 EXHIBIT DATA GATHERING 0 0 
    2.1.1 Enjoyment of gathering data for later reference 2 2 
    2.1.2 Gathering data as important 2 3 
    2.1.3 Reviewing gathered data as useful 2 3 
3 LEARNING 0 0 
  3.1 AFFECT FOR 0 0 
    3.1.1 Fostering interest in subject matter 1 1 
  3.2 AS EFFECTIVE 0 0 
    3.2.1 Learning with the prototype as effective 1 1 
    3.2.2 Questions were effective 1 1 
    3.2.3 Realization of newly learned concept 1 3 
  3.3 IMPROVISATION 0 0 
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    3.3.1 Improvisation to address technical issues 1 1 
  3.4 IN THE FLOW 0 0 
    3.4.1 Forced to learn in a fun way 1 1 
    3.4.2 Heightened attention to exhibit information than typical museum visit 1 1 
    3.4.3 Learning but not realizing it 1 1 
  3.5 ISSUES WITH 0 0 
   3.5.1 No explanatory feedback regarding incorrect answers 1 1 
4 USING PROCEDURES 0 0 
  4.1 COMMUNICATING PROCEDURES 0 0 
    4.1.2 Collaboration on informing of procedures 0 0 
      4.1.2.1 Answering others questions about procedures 2 18 
      4.1.2.2 Asking others about procedures 2 15 
  4.2 FOLLOWING PROCEDURES 0 0 
    4.2.1 Confusion over procedures 0 0 
      4.2.2.1 Confusion between individual and team challenges 1 1 
      4.2.2.2 Confusion of difference between waypoints and exhibits 3 6 
      4.2.2.3 Confusion over how exhibit questions are assigned 1 3 
      4.2.2.4 Confusion over how to move self in virtual reality 1 1 
      4.2.2.5 Confusion over individual challenge questions completion 1 2 
      4.2.2.6 Realization of automatic exhibit visit capability in virtual reality client 1 1 
      4.2.2.7 Realization that mobile and desktop users are virtually-spatially co-located 1 2 
  4.3 LEARNING OF AS SELF INITIATED 0 0 
    4.3.1 Self-initiation of exploration of procedures 1 2 
5 QUESTIONS AND ANSWERS 0 0 
  5.1 ANSWERING INDIVIDUAL QUESTIONS AFFECT 0 0 
    5.1.1 Enjoyment of individual challenge questions for practice 1 1 
    5.1.2 Sadness at missing individual challenge question 1 3 
  5.2 ANSWERING QUESTIONS GENERAL AFFECT 0 0 
    5.2.1 Enjoyment of the questions 1 1 
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  5.3 ANSWERING TEAM QUESTIONS AFFECT 0 0 
    5.3.1 Answering questions right as important 2 6 
      5.3.1.1 Anxiety over not knowing answer to team challenge question 1 2 
      5.3.1.2 Apologizing for giving wrong answer 1 1 
      5.3.1.3 Concern for overall performance as a team 1 1 
      5.3.1.4 Correctly answering team virtual challenge questions as exciting 2 7 
      5.3.1.5 Happy with performance versus questions 1 1 
      5.3.1.6 Nervousness about answering team challenge questions 1 1 
      5.3.1.7 Sadness at missing team challenge question. 2 2 
    5.3.2 Confidence in answering questions 1 1 
    5.3.3 Enjoyment of different assignment of content and questions among group 1 3 
    5.4 TEAM CHALLENGE EXCITING 0 0 
      5.4.1 Excitement about starting team challenges 2 5 
      5.4.2 Moving to the next team challenge question as exciting 1 1 
  5.5 COLLABORATION ON 0 0 
    5.5.1 Confirmatory feedback on submitted team challenge answers 2 40 
    5.5.2 Confirming assignment of team challenge questions to self 1 1 
    5.5.3 Directly answering team challenge question 2 80 
    5.5.4 Elaboration of why team challenge answer is wrong 2 3 
    5.5.5 Helping others answer individual challenge questions 1 1 
    5.5.6 Interjecting to improve a team challenge question 2 9 
    5.5.7 Leader answers assigned team challenge questions without soliciting others for input 1 1 
    5.5.8 Leader confirmation of question pacing 2 16 
    5.5.9 Others provide unsolicited feedback on proposed team challenge answers 2 24 
    5.5.10 Response to requests to create answer to a team challenge question 2 14 
    5.5.11 Soliciting others to elaborate answer to team challenge question 2 20 
 5.6 LAUNCHING TEAM CHALLENGE 0 0 
    5.6.1 Leader solicits visit status from co-participants 1 2 
    5.6.2 Requesting to start team challenge for target exhibit 1 1 
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6 ROLES 0 0 
  6.1 ASSESSMENT OF CURRENT DESIGN 0 0 
    6.1.1 Roles as logical 2 2 
  6.2 IMPROVEMENTS OFFERED 0 0 
    6.2.1 Ability to provide many unique roles 1 2 
    6.2.2 Ability to switch lead explorer to others 1 2 
7 USER INTERFACE 0 0 
  7.1 AR ENVIRONMENT 0 0 
    7.1.1 AR INTERACTION 0 0 
      7.1.1.1 Answer button design in augmented reality 2 4 
    7.1.2 AR NAVIGATION 0 0 
      7.1.2.1 2D map spatial fidelity 1 1 
    7.1.3 VISUAL REALISM 0 0 
      7.1.3.1 Virtual exhibits as realistic in augmented reality 1 1 
  7.2 ENVIRONMENT GENERAL 0 0 
    7.2.1 GENERAL INTERACTION 0 0 
      7.2.1.1 Question progress indication 1 1 
      7.2.1.2 Researcher failed to inform of broken model rotation control 1 1 
      7.2.1.3 Toggling between questions and callouts tabs 2 2 
    7.2.2 IMPROVEMENTS OFFERED 0 0 
      7.2.2.1 More exhibits would be appealing 1 1 
    7.2.3 LEARNER IDENTIFICATION 0 0 
      7.2.3.1Identification of self and others 0 0 
        7.2.3.1.1 Identifying collaborators by icon 2 7 
        7.2.3.1.2 Identifying others relative to landmark 1 2 
    7.2.4 NAVIGATION GENERAL 0 0 
      7.2.4.1 Navigation as natural 1 1 
      7.2.4.2 Navigation relative to other participants perceived positon 2 3 
      7.2.4.3 Navigation using landmarks 2 12 
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      7.2.4.4 NAVIGATION OF ENVIRONMENT AFFECT 0 0 
        7.2.4.4.1 Enjoyment of navigation in augmented reality 1 1 
        7.2.4.4.2 Enjoyment of navigation in virtual reality 2 4 
  7.3 VR ENVIRONMENT 0 0 
    7.3.1 EXPERIENCING VR CONTENT 0 0 
      7.3.1.1 Enjoyment of exhibit callout content 2 2 
      7.3.1.2 Experience as enjoyable in virtual reality 1 1 
        7.3.1.2.1 Virtual world as immersive 3 5 
        7.3.1.2.2 Virtual world as interesting 2 6 
        7.3.1.2.3 Virtual world as shocking 2 8 
      7.3.1.3 Virtual world as strange 1 3 
        7.3.1.3.1 Virtual world as scary 1 2 
          7.3.1.3.1.1 Getting lost in virtual reality 3 5 
    7.3.2 VISUOSPATIAL REALISM 0 0 
      7.3.2.1 Virtual exhibits as realistic in virtual reality 3 10 
      7.3.2.1 Virtual reality museum similar to real museum 1 1 
      7.3.2.2 Virtual world realism (non-exhibit) 2 2 
        7.3.2.2.1 Ensure call out active exhibits from environment 1 1 
    7.3.3 VR INTERACTION 0 0 
      7.3.3.1 Answer button design in virtual reality 2 4 
      7.3.3.2 Virtual reality headset size limitations 3 10 
      7.3.3.3 Waypoint view angle 1 1 
    7.3.4 VR NAVIGATION 0 0 
      7.3.4.1 Navigation in virtual reality as natural 2 2 
    7.3.5 VR VISUALIZATION 0 0 
      7.3.5.1 Directional signs in virtual reality 1 1 
      7.3.5.2 Interesting seeing others located in virtual world 1 1 
      7.3.5.3 Text is blurry 1 2 
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8 VOICE COMMUNICATIONS 0 0 
 
 
  8.1 IMPORTANCE OF MAINTAINING CLEAR 0 0 
    8.1.1 Confirming audio connectivity between participants 1 4 
      8.1.1.2 Others cannot hear voice 1 1 
  8.2 NAVIGATION USING 0 0 
    8.2.1 Indicating position by voice volume 1 1 
  8.3 PERCIEVED USEFULNESS 0 0 
    8.3.1 Voice interface as better than chat interface 1 2 
    8.3.2 Voice useful in locating others 1 1 
  8.4 PROBLEMS USING 0 0 
    8.4.1 Too many speakers while reading 1 1 
      8.4.1.1 Manual group coordination as solution 1 2 
      8.4.1.2 Need ability to mute individual voices 2 3 
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Appendix O 
Simulation Sickness Questionnaire Participants Total Severity Score Computations 
Table 42. Survey Data Collected for Safety Fit 
Symptom None Slight Moderate Severe 
General discomfort P1, P2, P3, P4, P6, P7 P5, P8   
Fatigue P1, P2, P3 P4, P5, P6, P7, P8    
Headache P2, P4, P6, P7 P1, P3, P8 P5  
Eye Strain P2, P3, P4, P6, P7, P8 P1, P4 P5  
Difficulty focusing P2, P3, P4, P6, P7, P8 P1, P5   
Salivation increase P1, P2, P3, P4, P5, P6, P7, P8    
Sweating P1, P2, P3, P4, P5, P6, P7, P8    
Nausea P1, P2, P4, P6, P7 P3, P5, P8   
Difficulty 
concentrating 
P2, P3, P4, P6, P7, P8 P1, P5   
Fullness of the head P1, P2, P3, P4, P5, P6, P7, P8    
Blurred vision P1, P2, P3, P4, P5, P6, P7, P8    
Dizziness with eyes 
open 
P2, P3, P4, P5, P6, P7 P1, P8   
Vertigo P1, P2, P3, P4, P5, P6, P7 P8   
Stomach awareness P2, P4, P5, P6, P7 P1, P3, P8   
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Table 43. Simulator Sickness Questionnaire Factor Analysis 
Symptom Nausea Oculomotor Disorientation 
General discomfort .65 .40 .18 
Fatigue .15 .54 .04 
Headache .22 .53 .15 
Eye Strain .00 .74 .17 
Difficulty focusing .01 .61 .43 
Salivation increase .53 .21 .13 
Sweating .31 .24 .08 
Nausea .75 .08 .30 
Difficulty concentrating .32 .39 .27 
Fullness of the head .12 .17 .37 
Blurred vision .01 .36 .40 
Dizziness with eyes open .17 .07 .76 
Dizziness with eyes closed .17 .09 .65 
Vertigo .18 .08 .37 
Stomach awareness .64 .03 .21 
Burping .41 .04 .22 
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Table 44. P1 Total Severity Score Computation 
Symptom Nausea Oculomotor Disorientation 
General discomfort 0 0  
Fatigue  0  
Headache  1  
Eye strain  1  
Difficulty focusing  1 1 
Increased salivation 0   
Sweating 0   
Nausea 0  1 
Difficulty concentrating 1 1  
Fullness of head   0 
Blurred vision  0 0 
Dizzy (eyes open)   1 
Dizzy (eyes closed)   0 
Vertigo   1 
Stomach awareness 1   
Burping 0   
Total 0.96 2.27 1.86 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 0.96 x 9.54 = 9.15 
Oculomotor = 2.27 x 7.58 = 17.20 
Disorientation = 1.86 x 13.92 = 25.89 
TS = (0.96 + 2.27 + 1.86) x 3.74 = 19.03 (none – slight) 
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Table 45. P2 Total Severity Score Computation 
Symptom Nausea Oculomotor Disorientation 
General discomfort 0 0   
Fatigue   0   
Headache   0   
Eye strain   0   
Difficulty focusing   0 0 
Increased salivation 0     
Sweating 0     
Nausea 0   0 
Difficulty concentrating 0 0   
Fullness of head     0 
Blurred vision   0 0 
Dizzy (eyes open)     0 
Dizzy (eyes closed)     0 
Vertigo     0 
Stomach awareness 0     
Burping 0     
Total 0 0 0 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 0 x 9.54 = 0 
Oculomotor = 0 x 7.58 = 0 
Disorientation = 0 x 13.92 = 0 
TS = (0 + 0 + 0) x 3.74 = 0 (none – slight) 
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Table 46. P3 Total Severity Score Computation 
Symptom Nausea Oculomotor Disorientation 
General discomfort 0 0   
Fatigue   0   
Headache   1   
Eye strain   0   
Difficulty focusing   0 0 
Increased salivation 0     
Sweating 0     
Nausea 1   1 
Difficulty concentrating 0 0   
Fullness of head     0 
Blurred vision   0 0 
Dizzy (eyes open)     0 
Dizzy (eyes closed)     0 
Vertigo     0 
Stomach awareness 1     
Burping 0     
Total 1.39 .53 .30 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 1.39 x 9.54 = 13.26 
Oculomotor = .53 x 7.58 = 4.01 
Disorientation = .30 x 13.92 = 4.17 
TS = (1.39 + 4.01 + 4.17) x 3.74 = 35.79 (none – slight) 
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Table 47. P4 Total Severity Score Computation 
Symptom Nausea Oculomotor Disorientation 
General discomfort 0 0   
Fatigue   0   
Headache   0   
Eye strain   0   
Difficulty focusing   0 0 
Increased salivation 0     
Sweating 0     
Nausea 0   0 
Difficulty concentrating 0 0   
Fullness of head     0 
Blurred vision   0 0 
Dizzy (eyes open)     0 
Dizzy (eyes closed)     0 
Vertigo     0 
Stomach awareness 0     
Burping 0     
Total 0 0 0 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 0 x 9.54 = 0 
Oculomotor = 0 x 7.58 = 0 
Disorientation = 0 x 13.92 = 0 
TS = (0 + 0 + 0) x 3.74 = 0 (none – slight) 
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Table 48. P5 Total Severity Score Computation 
Symptom Nausea Oculomotor Disorientation 
General discomfort 1 1   
Fatigue   0   
Headache   2   
Eye strain   2   
Difficulty focusing   1 0 
Increased salivation 0     
Sweating 0     
Nausea 1   1 
Difficulty concentrating 1 1   
Fullness of head     0 
Blurred vision   0 0 
Dizzy (eyes open)     0 
Dizzy (eyes closed)     0 
Vertigo     0 
Stomach awareness 0     
Burping 0     
Total 1.72 3.94 .30 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 1.72 x 9.54 = 16.40 
Oculomotor = 3.94 x 7.58 = 29.86 
Disorientation = .30 x 13.92 = 4.17 
TS = (16.40 + 29.86 + 4.17) x 3.74 = 50.43 (none – slight) 
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Table 49. P6 Total Severity Score Computation 
Symptom Nausea Oculomotor Disorientation 
General discomfort 0 0   
Fatigue   0   
Headache   0   
Eye strain   0   
Difficulty focusing   0 0 
Increased salivation 0     
Sweating 0     
Nausea 0   0 
Difficulty concentrating 0 0   
Fullness of head     0 
Blurred vision   0 0 
Dizzy (eyes open)     0 
Dizzy (eyes closed)     0 
Vertigo     0 
Stomach awareness 0     
Burping 0     
Total 0 0 0 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 0 x 9.54 = 0 
Oculomotor = 0 x 7.58 = 0 
Disorientation = 0 x 13.92 = 0 
TS = (0 + 0 + 0) x 3.74 = 0 (none – slight) 
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Table 50. P7 Total Severity Score Computation 
Symptom Nausea Oculomotor Disorientation 
General discomfort 0 0   
Fatigue   0   
Headache   0   
Eye strain   0   
Difficulty focusing   0 0 
Increased salivation 0     
Sweating 0     
Nausea 0   0 
Difficulty concentrating 0 0   
Fullness of head     0 
Blurred vision   0 0 
Dizzy (eyes open)     0 
Dizzy (eyes closed)     0 
Vertigo     0 
Stomach awareness 0     
Burping 0     
Total 0 0 0 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 0 x 9.54 = 0 
Oculomotor = 0 x 7.58 = 0 
Disorientation = 0 x 13.92 = 0 
TS = (0 + 0 + 0) x 3.74 = 0 (none – slight) 
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Table 51. P8 Total Severity Score Computation 
Symptoms Nausea Oculomotor Disorientation 
General discomfort 1 1   
Fatigue   0   
Headache   1   
Eye strain   0   
Difficulty focusing   0 0 
Increased salivation 0     
Sweating 0     
Nausea 1   1 
Difficulty concentrating 0 0   
Fullness of head     0 
Blurred vision   0 0 
Dizzy (eyes open)     1 
Dizzy (eyes closed)     0 
Vertigo     1 
Stomach awareness 1     
Burping 0     
Total 2.04 0.93 1.73 
Factor multipliers: None = 0, Slight = 1, Moderate = 2, Severe = 3 
Nausea = 2.04 x 9.54 = 19.46 
Oculomotor = 0.93 x 7.58 = 7.04 
Disorientation = 1.73 x 13.92 = 24.08 
TS = (19.46 + 7.04 + 24.08) x 3.74 = 50.58 (none – slight) 
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Appendix P 
Instructional Prototype Instructions 
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
 
4 USING PROCEDURES 
4.1 COMMUNICATING PROCEDURES 
4.1.2 Collaboration on informing of 
procedures 
4.1.2.1 Answering others questions about 
procedures 
4.1.2.2 Asking others about procedures 
5 QUESTIONS AND ANSWERS 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.1 Answering questions right as important 
5.3.1.2 Apologizing for giving wrong answer 
                 Appendix Q 
                     Themes 
 
BT1 Respect between persons as inherent to success 
Participants exhibited respect for one another in the way that they assisted each 
another in asking and answering team challenge questions. When a participant would 
give a wrong answer, the person proposing the wrong answer would often apologize, 
to which others would respond with positive reinforcement. Often, apologies would be 
followed laughter by the group, not to mock, but to imply that it’s OK, we’re having 
fun. 
 
Example 1: 
Explorer: Sorry I said Pennsylvania. That was my question too.  
Lead Explorer: (laughs) That's Ok. I went too fast. 
 
Example 2: 
Explorer: Wait, wait, wait. Did we get it wrong?  
Explorer: The Monongahela flows into the Ohio.  
Explorer: It's Ok.  
Lead Explorer: Ok, sorry.  
(Laughing) 
 
Instead of asking the researcher when having a problem following a procedure using 
the prototype, the participants would predominantly ask each other for help. Of those 
times asked, co-participants would often respond. 
 
Example 1: 
Explorer: I'm confused. Am I looking for a green thing?  
Lead Explorer: Yeah.  
Explorer: Ok, come on. I'm with you. 
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5 QUESTIONS AND ANSWERS 
5.5 COLLABORATING ON 
5.5.3 Directly answering team challenge 
question 
BT2 Trust is critical to moving learning experience forward 
Participants exhibited significant trust for one another in the answering of team 
challenge questions. Often, co-participants did not challenge the answer respondent on 
their answers, even if the respondent did not elaborate on why they chose as they did. 
Similarly, the lead explorer would often submit the respondent’s answer without 
challenge. Silence could also indicate complicity that they simply agreed with the 
respondent. 
Example 1: 
Lead Explorer: (Question asked) This uniform that was involved in a conflict that was 
called?  
Explorer: It's the seven years' war.  
Explorer: Ok.  
Lead Explorer: (selects answer seven years' war) 
 
Example 2: 
Lead Explorer: (Question asked) It is nearly impossible to find any of these regimental 
uniforms and it is believed that there are only 5 in existence like this one. Why is it so 
hard to find them?  
Explorer: All of the above  
Lead Explorer: (selects answer all of the above) 
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5 QUESTIONS AND ANSWERS 
5.5 COLLABORATING ON 
5.5.1 Confirmatory feedback on submitted 
team challenge answers 
5.5.6 Interjecting to improve a team 
challenge question response 
5.5.9 Others provided unsolicited feedback 
on proposed team challenge answers 
BT3 Reciprocity provides means to receive answers to questions 
Participants often exhibited reciprocity in during team challenge questions in the form 
of providing unsolicited feedback to confirm if an answer was correct. Especially the 
participant playing the lead explorer role.  
 
Example 1: 
Lead Explorer: (Selects answer all of the above)  
Lead Explorer: Correct.  
Explorer: (excitedly) Woo!  
Explorer: 2 For 2. 
Participants would often show their unsolicited support of a proposed answer. 
 
Example1 
Lead Explorer: (Question asked) The tan pieces near the bottom of the exhibit may 
remind you of elephant feet. Now, an elephant did not wear them, but many soldiers 
would wear these. They covered their calves and their feet. What are they called?  
Explorer: Half gaiters.  
Explorer: Yeah. Half gaiters.  
Explorer: Half gaiters?  
Explorer: Yeah, half gaiters. That's what they are called. 
 
Participants would provide unsolicited interjection if they believe a proposed answer 
to be in error. 
Explorer: General Washington.  
Explorer: No, he sent someone out to do it.  
Explorer: General Braddock?  
Explorer: Wait, wait, wait stop...  
Explorer: I feel like... Unless, it is Washington.  
Lead Explorer: Who was it Washington, Braddock, Forbes, or Lafayette?  
Explorer: It was Forbes.  
Explorer: Ah, I don't know.  
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
5 QUESTIONS AND ANSWERS 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.1.4 Correctly answering team challenge 
questions as exciting 
5.3.1.5 Happy with performance versus 
questions 
 
BT4 Primary reward is the team learning experience 
Participants would often reward themselves or one another verbally for their 
performance against team challenge questions as well as receiving messages of 
success from the prototype. 
 
Example 1: 
Explorer: Yeah, the gorget. 
Explorer: (bragging) I'm killing it!  
Lead Explorer: Ok. Well, that's not an answer.  
(laughing) 
 
Example 2: 
Lead Explorer: (selects answer musket)  
Lead Explorer: (Singingly) You're right.  
(laughing)  
 
Example 3: 
Lead Explorer: Correct. We got all of those correct.  
Explorer: Guys we got a 98%. We are literally epic! 
 
Example 4: 
Lead Explorer: Yeah, that was right.  
Explorer: (excitedly) Yeah!  
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
 
1.2 OVERALL EXPERIENCE 
1.2.2 Experience as exciting 
5 QUESTIONS AND ANSWERS 
5.4 TEAM CHALLENGE EXCITING  
5.3.1 Excitement about starting team 
challenges 
5.3.2 moving to the next team challenge as 
exciting 
BT5 Purpose focused around high team performance 
Although not explicitly stated by the participants, they appeared to display an 
understanding of their purpose, to successfully complete team challenges, through 
heightened excitement and concern for performing well on team challenge questions 
when compared with completing individual challenges. 
 
Example 1: 
Explorer: So, are we all in this together?  
Explorer: Oh my gosh!  
Explorer: (lead explorer) lead us!  
All: (excitedly counting down with countdown timer on team challenge launch screen) 
3, 2, 1! 
 
Example 2: 
Lead Explorer: (Question asked) What two pieces which are missing from this exhibit 
would have been worn by an officer as well as a soldier?  
Explorer: (lamenting) Aw man, that was my question. 
 
Example 3: 
Lead Explorer: (Question asked) What was the name of the Marquis son who acquired 
these pistols?  
Explorer: Oh man!  
Explorer: Umm... 
 
Example 4: 
Explorer: Is it the pistols (exhibit) that we didn't do?  
Explorer: Yeah.  
Explorer: Oh no!  
 
Example 5: 
(Selects answer England)  
Explorer: Boom! 
Explorer: Yay!  
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
 
2 GATHERING DATA 
2.1 EXHIBIT DATA GATHERING 
2.1.1 Enjoyment of gathering data for later 
reference 
2.1.2 Gathering data as useful 
2.1.3 Reviewing gathered data as useful 
 
5 QUESTIONS AND ANSWERS 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.1 Answering questions right as important 
5.3.1.6 Nervousness about answering team 
challenge questions 
5.3.1.7 Sadness at missing team challenge 
questions 
BT6 Caring as a function of data gathering and correctly answering team 
questions 
The participants appeared to care a great deal about the gathering data and the 
performance of the team against team challenge questions. This was despite the 
researcher explaining at the outset to relax, and pretend that you are on a typical 
museum visit and to not be overly concerned about answering questions correctly as 
on a test.  
 
Example 1: 
Participant 3: I liked that you could go from the questions back to the reading, if you 
were unsure. Because, you know the questions repeated and you had to answer the 
questions again. At least for the individual (questions). I liked that you could add them 
to your note book and then go back to see them later, as like a reference. 
 
Example 2: 
Participant: So, I read through the whole thing and thought "this is kind of cool", but 
then I messed up on one (question) and like you said, it lets you redo it. And then 
adding it to the journal, when we were waiting for them (the other team members) to 
finish, we were looking over our material.  
 
Example 3: 
Explorer: Sweet, Ok. I think I'm done with the individual challenges.  
Explorer: Yeah. I'm just reading over the notebook thing so that when we take the 
team thingy we get them all right. 
Explorer: Yeah. That's a good idea. I will read over mine. 
 
Example 4: 
Lead Explorer: Ok, so I’m going to click on the one for the British officer’s uniform. 
(to start the team virtual exhibit challenge)  
Explorer: Ok, I’m nervous.  
Explorer: Here it goes! 
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
 
2 GATHERING DATA 
2.1 EXHIBIT DATA GATHERING 
2.1.1 Enjoyment of gathering data for later 
reference 
2.1.2 Gathering data as useful 
2.1.3 Reviewing gathered data as useful 
 
4 USING PROCEDURES 
4.1 COMMUNICATING PROCEDURES 
4.1.2 Collaboration on informing of 
procedures 
4.1.2.1 Answering others questions about 
procedures 
4.1.2.2 Asking others about procedures 
5 QUESTIONS AND ANSWERS 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.1 Answering questions right as important 
5.3.1.2 Apologizing for giving wrong answer 
5.3.1.4 Correctly answering team challenge 
questions as exciting 
5.3.1.5 Happy with performance versus 
questions 
 
BT7 Friendship through respect, reciprocity, reward, and caring. 
The participants exhibited characteristics of friendship including focusing on positive 
aspects of the experience and being helpful and shares code references with BT1 
Respect, BT3 Reciprocity, BT4 Reward, and BT6 Caring (Denworth, 2017). 
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3 LEARNING 
3.3 IMPROVISATION 
3.3.1 Improvisation to address technical 
issues 
 
4 USING PROCEDURES 
4.3 LEARNING OF AS SELF INITIATED 
4.3.1 Self-initiation of exploration of 
procedures 
 
5 QUESTIONS AND ANSWERS 
5.5 COLLABORATION ON 
5.5.5 Helping others answer individual 
challenge questions 
5.5.9 Others provided unsolicited feedback 
on proposed team challenge answers 
BT8 Participation is a voluntary action 
Participants contributed highly to making the group aspects of the experience 
successful in a voluntary manner. While the researcher explained that all participants 
would be compensated at the conclusion of the study, there no condition for 
compensation pending the rigorous contribution of participants to the overall success 
of the participant teams. Conversely, the researcher explained at the outset to relax, 
and pretend that you are on a typical museum visit and to not be overly concerned 
about answering questions correctly as on a test. 
 
Example 1: 
Explorer: Do we do the test already?  
Explorer: I think we do the individual one first.  
Explorer: Ok, I know how to access this one.  
 
Example 2: 
Explorer: Can I assist you (to lead explorer), or is that now allowed?  
Lead Explorer: Um…Wait, let me read the question.  
Explorer: How many times were the musket fired before they are reloaded?  
Explorer: Oh, um. I can’t remember.  
Explorer: Did I look?  
 
Example 3: 
Lead Explorer: (Question asked) There are there are several pieces to this uniform that 
would have been worn by the officer or possible officer in training. The vibrant red 
color is due to a dye. What kind of dye was used?  
Explorer: Cochineal Dye.  
Explorer: Oh, yeah, yeah, yeah, we learned that.  
Explorer: Yeah, with the beetles.  
Explorer: The bugs, yeah.  
 
Example 4: 
Participant 3: I think for me I came up quiet on everyone else’s (speakers), even my 
own so it was hard for me to hear. But (explorer) and I teamed up and I was able to 
use her microphone to compromise. It worked out well. 
295 
 
1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
 
2 GATHERING DATA 
2.1 EXHIBIT DATA GATHERING 
2.1.1 Enjoyment of gathering data for later 
reference 
2.1.2 Gathering data as useful 
2.1.3 Reviewing gathered data as useful 
 
3 LEARNING 
3.4 IN THE FLOW 
3.4.1 Forced to learn in a fun way 
 
5 QUESTIONS AND ANSWERS 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.1 Answering questions right as important 
 
BT9 Mutual goals a shared responsibility 
Participants demonstrated an understanding and desire to achieve the mutual goal of 
successfully completing team challenges. BT9 shares code references with BT6 
Caring as the participants demonstrated planning for goals when they focused upon 
the gathering data so that they might successfully answer team challenge questions for 
the exhibits.  
 
Example 1: 
Participant: I think just having the information on the phone with you and looking at 
the exhibit and the phone you want to get the questions right. So, you were kind of 
forced to learn, but in a fun way. So, I wanted to get the questions right and I was like 
I want to read it again to try to do the questions right another time (during the team 
challenge). 
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
 
2 GATHERING DATA 
2.1 EXHIBIT DATA GATHERING 
2.1.1 Enjoyment of gathering data for later 
reference 
2.1.2 Gathering data as useful 
2.1.3 Reviewing gathered data as useful 
 
5 QUESTIONS AND ANSWERS 
5.5 COLLABORATING ON 
5.5.1 Confirmatory feedback on submitted 
team challenge answers 
5.5.6 Interjecting to improve a team 
challenge question response 
5.5.8 Leader confirmation of question pacing 
5.5.9 Others provided unsolicited feedback 
on proposed team challenge answers 
B10 Participation and decision making is shared 
Participants demonstrated shared responsibility for participation and decision making 
by actively engaging in team challenges, individual challenges, and in assisting one 
another with understanding procedures for operating the instructional prototype. 
Participants sometimes would review why a team challenge question was wrong 
before proceeding to the next one, demonstrating care for overall team knowledge. 
The lead explorer solicited feedback from other participants as to the pace of 
questioning (Friend & Cook, 1992). BT10 shares code references with BT3 
Reciprocity and BT6 Caring. 
 
Example 1: 
(incorrect team challenge answer submitted) 
Explorer: Aww...  
Explorer: Wait, does it go from the Ohio to the Allegheny and Monongahela? 
Explorer: It was.... oh well.  
Explorer: It’s the one with the rivers.  
Explorer: The Monongahela flows into the Ohio. 
 
Example 2: 
Explorer: So, I guess this is all pertaining to the red coat. 
Lead Explorer: Ok, do you want me to read the next question?  
Explorer: Yeah. let's do it. 
 
Example 3: 
Explorer: Yes. Give me a minute.  
Lead Explorer: Ok, is everybody ready?  
Explorer: Yes. 
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3 LEARNING 
3.3 IMPROVISATION 
3.3.1 Improvisation to address technical 
issues 
 
5 QUESTIONS AND ANSWERS 
5.5 COLLABORATION ON 
5.5.5 Helping others answer individual 
challenge questions 
5.5.9 Others provided unsolicited feedback 
on proposed team challenge answers 
B11 Resources are shared to accomplish goals 
Participants openly shared resources of knowledge regarding team challenge questions 
and procedures for operating the instructional prototype. The leader provided question, 
answer, and feedback information to the rest of the participants (Friend & Cook, 
2007). 
 
Example 1: 
[At this point some of the mobile clients did not see the questions or virtual exhibit 
models on their screen due to a software issue. The Lead Explorer improvised by 
reading the question prompts and possible answers for the team.] 
Lead Explorer: Ok, I can just read them. 
Lead Explorer: (Question asked) This uniform that was involved in a conflict that was 
called? 
Explorer: It's the seven years' war. 
Lead Explorer: (selects answer seven years' war) 
Explorer: Good Job. 
Lead Explorer: That's correct. 
 
Example 2: 
Lead Explorer: (Question asked) There are several regiments of foot that the uniform 
could belong to. What regiment was the uniform with here with General Forbes in 
1758? 
Explorer: It's the 60th.  
Explorer: Yeah, it’s the 60th.  
Lead Explorer: (selects answer 60th Regiment of Foot) 
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5 QUESTIONS AND ANSWERS 
5.1 ANSERING INDIVIDUAL 
QUESTIONGS AFFECT 
5.1.2 Sadness at missing individual challenge 
question 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.1 Answering questions right as important 
5.3.1.1 Anxiety over not knowing answer to 
team challenge 
5.3.1.2 Apologizing for giving wrong answer 
BT12 Responsibility for outcomes is shared  
Participants shared the responsibility for the outcomes of the team challenges and 
were willing to call themselves out when answers that they proposed turned out to be 
incorrect or when they made other mistakes. In these cases, other participants tried to 
help deflect this self-blame to move forward in a positive manner (Friend & Cook, 
2007). 
Example 1: 
Lead Explorer: Ok, last one. (Last team virtual exhibit challenge)  
Explorer: Is it the pistols that we didn't do?  
Explorer: Yeah.  
Explorer: Oh no! 
 
Example 2: 
Lead Explorer: Correct.  
Explorer: Sorry I said Pennsylvania. That was my question too.  
Lead Explorer: (laughs) That's Ok. I went too fast. 
 
Example 3: 
Explorer: Ok, I'm trying to do this challenge, but I clicked the wrong answer by 
accident. Rrr..  
(laughing)  
Explorer: Aw, (explorer)...!  
Explorer: I know! I’m so mad! I want to go back! (to take the question again) 
Oh...(Frustrated) 
 
Example 4: 
Lead Explorer: Sorry, guys we only got a 1400 because...(interrupted).  
Explorer: I think it was a 1500.  
Lead Explorer: Well, we missed one.  
Explorer: Yeah.  
Explorer: That's ok (explorer). That one was both our fault. 
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5 QUESTIONS AND ANSWERS 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.1 Answering questions right as important 
5.3.1.3 Concern for overall performance as a 
team 
5.3.3 Enjoyment of different assignment of 
content and questions among group 
BT13 Parity is obtained between participants 
Each participant contribution to the team challenges appeared to be equally valued. 
For example, no one person dominated the answering of questions. The distribution of 
unique exhibit information helped ensure proper coverage of needed knowledge across 
the teams. It required that each individual log their unique exhibit data into their 
explorer’s notebook for review and that they would need to take the individual 
challenges to support the team for their portion of the team challenges (Friend & 
Cook, 2007).  
 
Example 1: 
Lead Explorer: Yay. Ok, were done.  
Explorer: Yay!  
Explorer: How did we do as a team?  
Researcher: You guys did pretty good. You finished in the Epic Team zone so, 
congratulations.  
(cheers) 
 
Example 2: 
Participant: I liked the team one, that we all had different information because we 
were all able to say "oh, that was my question" or "oh that was your question" and it 
forced communication between us, but not in a bad way. 
 
Example 3: 
Participant: It (distribution of exhibit information among group) helped us learn to 
work as a team, even if we had never worked as a team before and so I liked that. 
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5 QUESTIONS AND ANSWERS 
5.5 COLLABORATING ON 
5.5.10 Response to requests to create answer 
to a team challenge question 
5.5.11 Soliciting others to elaborate answer 
to team challenge question 
 
BT14 Answering questions a self-initiated activity 
Participants displayed initiative in asking questions and responding to each other. 
These questions and answers would occur after the lead explorer asked a team 
challenge question and was spontaneous. 
 
Example 1: 
Explorer: So, which ones are left?  
Explorer: Grant, Washington, and what else?  
Lead Explorer: Bouquet.  
Explorer: Ok.  
Explorer: Henry Bouquet. I don't know.  
Explorer: Ok, let’s see. Umm... Ok, pick him.  
Lead Explorer: Bouquet? 
 
Example 2: 
Lead Explorer: (Question asked) An officer would have worn this uniform in front of 
you. This officer would have been associated with which country?  
Explorer: So, England?  
Explorer: England. (Selects answer England)  
Explorer: Boom!  
Explorer: Yay! 
 
Example 3: 
Lead Explorer: The Seven Years’ War, right?  
Explorer: Umm.  
Explorer: The French and Indian War and the Seven Years’ War. Are they the same 
thing?  
Explorer: Oh, a global conflict. It’s the seven years' war.  
Explorer: Oh ok.  
Explorer: Its global. 
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7 USER INTERFACE 
7.3 VR ENVIRONMENT 
7.3.1 Experiencing VR Content 
7.3.1.3 Virtual worlds as strange 
7.3.1.3.1 Virtual world as scary 
7.3.1.3.1.1 Getting lost in virtual reality 
7.3.3 VR INTERACTION 
7.3.3.3 Waypoint view angle 
 
BT15 Low visual fidelity of museum causes confusion in navigation in VR 
Participants experienced problems navigating related to the visual fidelity of the 
virtual world modeled museum and the placement of waypoints. The original design 
of the instructional prototype required a laser scan reproduction of the museum for 
visualization within VR. However, due to resourcing constraints, a hand extruded and 
white-walled model was created using museum blueprints as a guide. While the model 
was spatially accurate, the intended level of fidelity could not be reproduced. This 
disconnect between the real and virtual rendition may have contributed towards some 
participants to get lost in the virtual world.  
 
Example 1: 
Explorer: I'm lost!  
Explorer: Oh, gosh. Oh, wow that’s weird. I was like....  
Explorer: Let's see... There we go. 
 
Example 2: 
Explorer: I was going in circles at times. 
 
Example 3: 
I don’t know! I don’t like this! I don’t know where I am right now. 
 
Waypoint placement of green navigation columns within the environment were 
correlated with the placement of beacons in the real-world museum. While this 
placement aided in optimal separation of beacons and participant location in the 
museum the placement within the participants’ view field was sometime partially 
obfuscated. 
 
Example 4: 
Participant 4: …but there were a few ways that I was placed and couldn’t see it (the 
waypoints) and I didn’t know where I was. 
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7 USER INTERFACE 
7.3 VR ENVIRONMENT 
7.3.3 VR INTERACTION 
7.3.3.3 Waypoint view angle 
7.3.5 VR VISUALIZTION 
7.3.5.1 Directional signs in virtual reality 
 
 
 
BT16 Sign posts a useful navigation aid in VR 
Participants navigated using sign posts and by locating the icon and name of 
participants plotted within the VRC 3D environment. Sign posts were placed along the 
navigation paths near waypoint columns as a way for VRC participants to navigate to 
exhibits. 
 
Example 1: 
Participant: I think the signs that say to go this way or that way was good. 
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7 USER INTERFACE 
7.2 GENERAL ENVIRONMENT 
7.2.4 NAVIGATION GENERAL 
7.2.4.4 NAVIGATION OF 
ENVIRONEMNT AFFECT 
7.2.4.4.2 Enjoyment of navigation in virtual 
reality 
BT17 Instantaneous and non-linear travel in VR was pleasing 
Participants appeared to enjoy the experience of navigating through the virtual world 
museum model in the VRC. The act of being able to “look” at something in the virtual 
world is described as a positive experience and is interpreted to mean not only looking 
at, but also moving through the model 
 
Example 1: 
Participant: I liked how you can go place to place using the headset. 
 
Example 3: 
Explorer: Oh, (explorer) We could have just gone to our notebook thing and hit visit 
(button).  
Explorer: Oh.  
Explorer: Instead of like....  
Explorer: Oh! (laughing)  
Explorer: And were getting stuck...  
Explorer: Oh my gosh!  
Explorer: Which is cool. I didn't know you could do that!  
Explorer: Huh!  
Explorer: And it’s kind of cool to be able to look around though.  
Explorer: I know it is. 
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7.3 VR ENVIRONEMENT 
7.3.1 EXPERIENCING VR CONTENT 
7.3.1.2 Experience as enjoyable in virtual 
reality 
7.3.1.2.1 Virtual world as immersive 
7.3.1.2.2 Virtual world as interesting 
7.3.1.2.3 Virtual world as shocking 
BT18 Experience of museum co-visit in VR pleasing 
Participants appeared to be immersed within the virtual world environment which 
consisted of a spatially accurate, but low fidelity white-walled extrusion of the 
museum location and high-fidelity, laser-scanned 3D renditions of exhibits. 
 
Example 1: 
Participant: … everything looked really cool in the virtual reality. 
 
Example 2: 
Explorer: I don’t feel like I’m on this earth right now. 
Lead Explorer: This is so weird were like in an alternate universe! 
 
Example 4: 
Explorer: This is so neat! 
Explorer: Oh, this is cool! 
 
Example 5: 
Explorer: This is cool!  
Explorer: (Gasps) 
 
Example 6: 
Explorer: (shockingly) Ooh!  
Explorer: Wow!  
Explorer: That’s wild! 
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7.3 VR ENVIRONEMENT 
7.3.1 EXPERIENCING VR CONTENT 
7.3.1.2 Experience as enjoyable in virtual 
reality 
7.3.1.2.1 Virtual world as immersive 
7.3.2 VISUOSPATIAL REALISM 
7.3.2.1 Virtual exhibits as realistic in virtual 
reality 
7.3 
 
BT19 Virtual exhibit spatial and visual characteristics were pleasing 
Participants highly enjoyed the 3D laser-scanned virtual exhibits within the VRC. 
Each exhibit was scanned and then was subject to post-production techniques to 
produce a visuospatial accurate rendition including textures. Each exhibit was featured 
prominently within the virtual world so that participant may get up close to the exhibit. 
In particular, they could get closer to the exhibit in the virtual world then they could to 
the counterpart real-world exhibits as display cases block close inspection.  
 
Example 1: 
Participant: I really liked the Fort Duquesne one because the fort was like floating 
there. It was detailed, very detailed. It was, surprisingly detailed. I didn't expect them 
to be so realistic. 
 
Example 2: 
Participant: I really liked the details on the things, like the pistols and the coat. 
 
Example 3: 
Participant: The 3D was really well done. 
 
Example 4: 
Participant: The officer's uniform and the pistols looked really good though. 
 
Example 5: 
Explorer: But, Fort Duquesne is the coolest.  
Explorer: Yeah, I like the way it looks just floating there.  
Explorer: It looks a lot different than I expected it to look.  
Explorer: Yeah, I don't know, I kind of expected it to look cartoony. I didn't expect it 
to look so real like this. 
 
Example 6: 
Explorer: Ok, were going to Fort Duquesne.  
Explorer: Ohh! This looks so cool!  
Explorer: I wonder what it’s made of? 
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5 QUESTIONS AND ANSWERS 
5.5 COLLABORATION ON 
5.5.5 Helping others answer individual 
challenge questions 
5.5.9 Others provided unsolicited feedback 
on proposed team challenge answers 
 
 
BT20 Being an Explorer a supportive experience 
Participants in the explorer role primarily played a supporting role in the answering of 
team challenge questions. Explorers often provided unsolicited support of co-
participants in the answering of both team challenge questions and procedural 
questions for how to operate within the instructional prototype. 
 
Example 1: 
[At this point some of the mobile clients did not see the questions or virtual exhibit 
models on their screen due to a software issue. The Lead Explorer improvised by 
reading the question prompts and possible answers for the team.] 
Lead Explorer: Ok, I can just read them. 
Lead Explorer: (Question asked) This uniform that was involved in a conflict that was 
called? 
Explorer: It's the seven years' war. 
Lead Explorer: (selects answer seven years' war) 
Explorer: Good Job. 
Lead Explorer: That's correct. 
 
Example 2: 
Explorer: This is the linen shirt and, um....  
Explorer: The leather shoes?  
Explorer: Yeah.  
Explorer: Yes. Yeah.  
(selects answer leather shoes and a linen shirt)  
Lead Explorer: Correct. 
 
Example 3: 
Lead Explorer: (Question asked) General Forbes is carried in a liter when arriving at 
the destroyed fort. Why was he not able to walk?  
Explorer: I think he was ill.  
Explorer: He was ill.  
Explorer: Yeah. 
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5 QUESTIONS AND ANSWERS 
5.5 COLLABORATING ON 
5.5.1 Confirmatory feedback on submitted 
team challenge answers 
5.5.7 Leader answers assigned team 
challenge questions without soliciting others 
for input 
5.5.8 Leader confirmation of question pacing 
5.6 LAUNCHING TEAM CHALLENGE 
5.6.1 Leader solicits visit status from co-
participants 
5.6.2 Requesting to start team challenge for 
target exhibit 
 
BT21 Leading means keeping pace and confirming understanding  
Participants in the lead explorer role primarily set the pacing for the asking and 
answering of questions and provided feedback regarding whether answers were 
correct or not. Lead explorers would also, sometimes, answer team challenge 
questions that were assigned to them without consulting with the rest of the 
participants. While only a small subset of team challenge questions is assigned to each 
participant, answering questions in this way can make the team challenge experience 
more characteristic of an individual team challenge experience. 
 
Example 1: 
Lead Explorer: Ok, I will answer my own questions.... 
 
Example 2: 
Explorer: Ok, I’m good. 
Lead Explorer: You're good?  
Explorer: Yeah.  
Lead Explorer: Ok, were going to take the team...  
Explorer: Ok.  
Lead Explorer: Yeah, were going to take the team challenge thingy.  
Explorer: Sweet! 
 
Example 3: 
Lead Explorer: (selects answer seven years' war)  
Explorer: Good Job.  
Lead Explorer: That's correct. 
 
Example 4: 
Explorer: It's Fort Ligonier.  
Lead Explorer: Yeah?  
Explorer: Yeah.  
Lead Explorer: (Selects answer Fort Ligonier)  
Lead Explorer: Yes, it is. 
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6 ROLES 
6.1 ASSESSMENT OF CURRENT DESIGN 
6.1.1 Roses as logical 
BT22 Leader and subordinate roles effective for experience 
Participants explained that the roles as they were implemented were effective for the 
purposes of the instructional prototype. 
 
Example 1: 
Researcher: Is there anything that we could be doing (with the roles) beyond what 
we’re doing today.  
Participant 3: I don’t think so.  
Participant 1: Yeah. 
 
Example 2: 
Participant: I think they make sense (role). 
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6 ROLES 
6.2 IMPROVEMENTS OFFERED 
6.2.1 Ability to provide many unique roles 
6.2.2 Ability to switch lead explorer to others 
BT23 More and diverse roles as desirable  
Participants expressed interest in switching the lead explorer role amongst team 
members for the purposes of answering team challenge questions. The member that 
receives control would be based upon their ownership of the questions being answered 
in terms of the way that exhibit callout content and questions are randomly distributed 
to participants. 
 
Example 1: 
Participant: I think that it worked well as it was. I don't know where you could go 
with this but, what if you could have many different roles instead of just an explorer 
and lead explorer? What if there were... 
Participant: What if the questions could bounce to each other's screen so that the lead 
for each question could answer it? 
 
Participants expressed interest in creating more and specific roles that could be 
tailored for the content of the museum being visited. For example, implementation of 
the system an archeology museum might incorporate the various roles involved in 
excavating and cataloging archeological dig sites. 
 
Example 2: 
Participant: Then when you say everyone would have a different role do you mean 
like an archeology team?  
Participant: Yeah.  
Researcher: Where one guy would dig up the bones and one guy catalogs them, but 
more within the museum context?  
Participant: Yeah.  
Participant: Or if you stuck with the 3 different exhibits or more and one person has 
to find dates at the exhibit one person has to find people at the exhibits.  
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7.3 VR ENVIRONMENT 
7.3.2 VISUOSPATIAL REALISM 
7.3.2.2 Virtual reality museum similar to real 
museum 
7.3.2.2.1 Ensure call out of active exhibits 
from environment 
BT24 Higher fidelity museum model as desirable 
While participants enjoyed the level of realism provided in the instructional prototype 
regarding the museum and exhibits models, suggestions were made to improve the 
level of realism possible. It is anticipated that BT24 is related to BT15 Problems 
Navigating with regard to assisting in keeping explorers from getting lost. By applying 
the requisite geometry and textures comprising the museum model it is anticipated that 
the updated model would serve as a more familiar backdrop with which to aid in 
navigation. It is also anticipated that an updated model would be more visually 
appealing as were the virtual exhibits discussed in BT19. If a new museum model 
were created then some means of making the virtual exhibits involved in the 
experience stand out from the museum model would be necessary. 
 
Example 1: 
Participant: The only thing we said that could be different, is instead of the walls 
being white they could be something else.  
Researcher: Oh, yes. So, imagining a production version of this, what if we had a scan 
of the walls so everything looked exactly like you were walking through?  
Participant: Yes. That would be really cool.  
Researcher: Would something like that be better?  
All Participants: Yes. 
 
Participant 1: I think that as long as you could isolate the exhibit you were focusing 
on without being distracted in the virtual and then back up and see where you are and 
then continue. 
 
Example 2: 
Explorer: I wonder if there is a way for them (researcher) to make the walls not white? 
You know?  
Explorer: I know. Kind of make them look like... I don't know.  
Explorer: Like the museum. That would be really cool.  
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7.3 VR ENVIRONMENT 
7.3.3 VR INTERACTION 
7.3.3.1 Answer button design in virtual 
reality 
7.3.3.2 Virtual reality headset size limitations 
7.3.5 VR VISUALIZATION 
7.3.5.3 Text is blurry 
 
BT25 Headsets provided a poor fit 
Half of the VRC participants experienced significant issues in adjusting the VR 
headset for a proper fit. When the headset was adjusted to its smallest fit setting the 
headset still was still not secure on the head. The problem with fit caused several 
issues including making text unclear due to the eyes moving out of the foveated area 
of the lenses and a sensation of falling as the headset slid around the head. This 
misalignment may have contributed to accidentally selecting the wrong answer. 
 
Example 1: 
Lead Explorer: Sorry, I would usually pronounce it right, but it was a little fuzzy. 
 
Example 2: 
Lead Explorer: Sorry...It's a little fuzzy......colonel. Sorry... 
 
Example 3: 
Explorer: My head is a little too small for this. (VR headset) There we go (adjusts 
headset) it’s falling out. 
 
Example 4: 
Explorer: Oh, its tilted.  
Explorer: It’s like I’m falling down. That’s weird. 
 
Example 5: 
Participant: I can't really think of anything. The only thing is that it's not tight enough 
on your head (the VR headset) and it gets a little blurry (screen). But then I tightened 
mine and it was fine.  
Participant: With mine the Velcro was too far back and I couldn't tighten it enough, 
but that doesn’t have anything to do with the program...  
 
Example 6: 
Explorer: I wish this thing would go tighter, but I don't think it can.  
Explorer: Mine feels a lot better. Whenever it (headset) wasn't as tight got a bit fuzzy.  
Explorer: Yeah, that's the way mine is. But the Velcro is not staying put. 
 
312 
 
7 USER INTERFACE 
7.3 VR ENVIRONMENT 
7.3.4 VR Navigation 
7.3.4.1 Navigation in virtual reality as natural 
BT26 Navigation in VR a simple operation 
Participants found navigation to be natural using the remote to select waypoints to 
move around the modeled virtual world 
 
Example 1: 
Participant: I liked how you can go place to place using the headset. You had to just 
kind of look somewhere and click. I was telling them I found myself was pointing the 
remote like a TV. But then when I got the hang of it I thought it was really cool 
because as you are going through if you look at something you are going to visit it. So, 
it was kind of natural kind of thing. It was really cool. 
 
Example 2: 
Participant 4: But, other than that I thought it (navigation) was very easy to follow. I 
was surprised honestly, I thought it would be a lot harder.  
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7 USER INTERFACE 
7.2 GENERAL ENVIRONMENT 
7.2.3 LEARNER IDENTIFICATION 
7.2.3.1 Identification of self and others 
7.2.3.1.1 Identifying others relative to 
landmark 
7.2.4 NAVIGATION GENERAL 
7.2.4.1 Navigation using landmarks 
 
8 VOICE COMMUNICATIONS 
8.2 NAVIGATION USING 
8.2.1 Indicating position by voice volume 
BT27 Navigation primarily relative to landmarks 
Participants navigated primarily using landmarks and voice communications. When a 
participant would ask “where are you?” the intended participant for the inquiry would 
respond with an exhibit name. Directions were not given from one participant to 
another as a series of instructions to follow, such as “turn right and then left”. 
Participants would attempt to indicate position by voice volume as if they were 
spatially separated in the real world. 
 
Example 1: 
Explorer: Its near Fort Duquesne. You just need the information. 
Lead Explorer: Oh... 
 
Example 2: 
Explorer: Let's go back to the pistols. 
 
Example 3: 
Explorer: (loudly) I'm over here! 
 
Example 4: 
Explorer: Let’s see, I'm going to go to the officer's red coat.  
Explorer: I'm at the British officer's read coat.  
Explorer: I will try to find my way. 
 
Example 5: 
Participant: …but I liked it (voice communication). Especially, because I didn’t have 
any idea where you all were. 
 
Example 6: 
Explorer: Are you facing the sign that says “To Washington’s Pistol,” “Officer’s Red 
Coat” and “Fort Duquesne”? 
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7 USER INTERFACE 
7.2 GENERAL ENVIRONMENT 
7.2.3 LEARNER IDENTIFICATION 
7.2.3.1 Identification of self and others 
7.2.3.1.1 Identifying collaborators by icon 
BT28 Difficulty identifying who is here 
Participants had difficulty identifying who was co-located with them at locations. 
Participants would see the avatar icon and name of participants standing at locations 
adjacent to their current location, but after navigating to such locations would lose 
track of who was there. There is a need for more persistent notification of who is co-
located with participants when they are all at the same location.  
 
Example 1: 
Explorer: I'm just chilling by the pistols right now.  
Explorer: I'm at the pistols now so you should probably be able to see me. I think I’m 
green? 
 
Example 2: 
Explorer: Hey, who is red? 
 
Example 3: 
Explorer: I see a blue person there at the British officer’s uniform. 
 
Example 4: 
Explorer: Oh, wait. I see someone who is blue.  
Explorer: I'm blue. Well, I'm dark blue.  
Explorer: I see green. Is that you (explorer).?  
Explorer: Yeah, I’m green. 
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7.USER INTERFACE 
7.1 AR ENVIRONMENT 
7.1.2 AR NAVIGATION 
7.1.2.1 2D map spatial fidelity 
7.2 NAVIGATION GENERAL 
7.2.4 NAVIGATION OF ENVIRONEMENT 
AFFECT 
7.2.4.1 Enjoyment of navigation in 
augmented reality 
BT29 Navigation a minimally acceptable activity by default 
Collected data provided little insight regarding their experience navigating the 
museum in AR. While two issues are discussed in BT30, the lack of compelling 
evidence against effective AR navigation suggests that it was, at least, minimally 
acceptable. 
 
Example 1: 
Participant: I liked it (navigation in AR) too.  
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4 USING PROCEDURES 
4.1 FOLLOWING PROCEDURES 
4.2.2.2 Confusion of difference between 
waypoints and exhibits 
7.USER INTERFACE 
7.1 AR INTERFACE 
7.1.2 AR NAVIGATION 
7.1.2.1 2D map spatial fidelity 
 
 
BT30 Difficult identifying location using exhibits, waypoints, and flat 2D map in 
AR 
The issues that were reported involved the level of clarity of the white-walled museum 
2D map and understanding the difference between waypoints and exhibits icons. 
There is a need for a redesign of the basic 2D map. 
 
Example 1: 
Researcher: You mentioned that 3D might have been more interesting for the mobile 
device. What if the mobile device map would have been at 3D, at a high level.  
Participant 1: Yeah, I think that would have been more helpful. It was just kind of 
tricky to understand the lines for the walls to know where we were in the fort.  
 
The difference between waypoints indicating the location the participants in the 
museum and the location of exhibits must be made clear to facilitate understanding. 
 
Example 2: 
Participant: I liked it too. I was confused because you could only visit three of them 
and I was at a spot and was like I can’t visit it! But after I got past that it was really 
cool. 
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7.USER INTERFACE 
7.1 AR ENVIRONMENT 
7.1.1 AR INTERACTION 
7.1.1.1 Answer button design in augmented 
reality 
 
BT31 User interface size too small in AR 
Several participants reported the explorer’s mate question and answer interface size as 
too small. The researcher attempted to reach parity between the visual and interactive 
design for the ARC and VRC by using a virtually identical, but differently sized 
implementation. The result was largely effective with no complaints about readability 
attributed to interface size. It is understood that proper sizing of controls is a common 
design guideline within mobile applications. An alternative button design is necessary 
to enable reliable selection of answers in the ARC. 
 
Example 1: 
Researcher: Ok, any others? What did you like or not like about the knowledge 
challenges be it the individual or the group? Participant 1: It was a little bit hard to 
click the answers.  
Participant 3: Yeah.  
Researcher: Do you mean because of the sizes (of the buttons)?  
Participant 3: Yes, at least on the phones. Because I felt like I was pressing one, and 
then it was like “oh wrong!” and I knew the exact one. 
 
Example 2: 
Explorer: No, I don't want that one! Oh my gosh! (Touched wrong answer 
accidentally) 
 
Example 3: 
Explorer: Ok, because I was clicking on the wrong answers. My finger was too big. 
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.1 Enjoyment of voice communications 
1.1.2 Having fun interacting with each other 
BT32 Co-visit as a fun and informal experience 
It was evident that participants enjoyed the experience of working together. 
Participants were playful and supportive of one another. They frequently laughed as 
they elaborated to answer questions and it didn’t seem to matter if they were 
answering questions right or wrong. The ability to use voice communications to 
discuss exhibits, procedures, and questions and answers in real-time enabled 
spontaneous and sometimes humorous and self-effacing communications as 
participants often thought-out-loud. The experience was indicative of informal 
learning experiences, which was the focus of the prototype design. 
 
Example 1: 
Lead Explorer: (accidentally selects Major Grant)  
Lead Explorer: Oh, I accidentally clicked Major Grant and it was right. So.... 
(laughing)  
Explorer: I tried to click Bouquet, but I slipped. But, hey, go us! We're so smart. 
(laughing) 
 
Example 2: 
Explorer: Not George Washington Lafayette.  
Explorer: So, not that one.  
Explorer: (laughingly) Try the other one (Lafayette).  
Lead Explorer: Johnathan?  
Explorer: Probably. Wait!  
Lead Explorer: (selects answer Johnathan Lafayette)  
Lead Explorer: Wrong! (laughing)  
Lead Explorer: Wrongo. I don't know who it is. I'm going to say... David.  
Explorer: Oh my!  
(laughing) 
 
Example 3: 
Participant: I think it was funny to be like ok, go over the pistols so we can just (be 
able to) talk to each other. 
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3 LEARNING 
3.2 AS EFFECTIVE 
3.2.2 Questions were effective 
 
5 QUESTIONS AND ANSWERS 
5.1 ANSWERING INDIVIDUAL 
QUESTIONS AFFECT 
5.1.1 Enjoyment of individual challenge 
questions for practice 
5.2 ANSWERING QUESTIONS GENERAL 
AFFECT 
5.2.1 Enjoyment of the questions 
BT33 Multiple choice questions appropriate for individual and team questions 
Participants enjoyed the questions content and multiple-choice format. Multiple choice 
format provided some means of activation and recollection of concepts learned over 
the course of a half-hour of data collection. The ability of learners to use voice to 
collaborate over team challenge questions is anticipated to further assist with regard to 
remembering and also understanding and applying. There was some cross over 
between information virtual exhibits callouts, questions, and answers that might have 
helped participants assigned different information to help one another apply 
information in each other’s areas in new ways. Scoring of team challenge performance 
by both groups (Group1=98%, Group2=96%) suggested that the questions asked was 
congruent with scaffolding provided in the form of virtual exhibit callouts and 3D 
models presented. 
 
Example 1: 
Participant 1: The questions were good and really assessed our knowledge of it. 
 
Example 2: 
Participant: I liked that you had multiple chances! (to answer the questions) 
 
Example 3: 
Participant 1: I liked the questions. 
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3 LEARNING 
3.1 AFFECT FOR 
3.1.1 Fostering interest in subject matter 
3.2 AS EFFECTIVE 
3.2.1 Learning with the prototype as effective 
3.2.2 Questions were effective 
3.2.3 Realization of newly learned concept 
 
BT34 Co-visit experience created new knowledge and interest in subject matter 
Data indicated that learning with the prototype was effective. Participants exhibited 
interest in knowing more about newly learned concepts. They sometimes vocalized 
when a new fact or concept was realized as the result of group interaction in answering 
knowledge challenge questions and in visually inspecting exhibits.  One participant 
felt that knowledge gained would be useful in their course work or was like the 
experience of learning for a formal course. Teams performed well against knowledge 
challenge questions (Group1=98%, Group2=96%). 
 
Example 1: 
Explorer: I feel like I’m getting smarter for class.  
Explorer: Me too.  
Explorer: Yeah. 
 
Example 2: 
The questions were good and really assessed our knowledge of it. 
 
Example 3: 
Explorer: I didn't realize that it was one of five left in the world. (regarding the British 
officer's uniform)  
Explorer: Yeah. I feel like they told us that in the beginning, but I forgot.  
 
Example 4: 
Explorer: He died.  
Lead Explorer: Yeah, that was one of the choices.  
Lead Explorer: (selects answer died)  
Explorer: He died?  
Explorer: (whispers) He died. 
 
Example 5: 
Explorer: Ok, were going to Fort Duquesne.  
Explorer: Oh, this looks so cool!  
Explorer: I wonder what it’s made of? 
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3 LEARNING 
3.5 ISSUES WITH 
3.5.1 No explanatory feedback regarding 
incorrect answers 
 
BT35 Answer feedback for which answer was right and why missing 
The participants noted that after answering questions incorrectly that no information 
was provided as to the correct answer. Nor was any explanatory feedback provided 
regarding wrong answers. The researcher identified these shortcomings at the outset of 
development and did not have time to integrate the necessary features. It is understood 
by the researcher that these features are valued components of effective learning 
design and recognizes that future versions of the system should possess them. 
 
Example 1: 
Explorer: Wait. What was it?  
Lead Explorer: I don't know. It doesn’t tell you which one is right. (which one is 
supposed to be right.) 
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1 AFFECT 
1.2 OVERALL EXPERIENCE 
1.2.3 Experience as tiring 
 
3 LEARNING 
3.4 IN THE FLOW 
3.4.1 Forced to learn in a fun way 
3.4.2 Heightened attention to exhibit 
information than typical museum visits 
3.4.3 Learning but not realizing it 
 
BT36 Participation in co-visit experience engrossing 
Participants exhibited the flow state characteristic feeling that they were engrossed in 
the learning experience (Csikszentmihalyi, 1997). The experience appeared to foster 
an intrinsic need to perform well and to remain engaged to continue performing well. 
There was also reported a notion that learning was taking place, but that awareness of 
learning processes was not apparent. This data is interpreted not in a metacognitive 
sense, but in a sense of a lack of apparent banal characteristics of didactic learning 
experiences. However, those experiencing problems with the VR headset certainly 
experience awareness of self with regard to discomfort of fit and resultant 
visualization issues described in BT25. 
 
Example 1: 
Participant: I think just having the information on the phone with you and looking at 
the exhibit and the phone you want to get the questions right. So, you were kind of 
forced to learn, but in a fun way. So, I wanted to get the questions right and I was like 
I want to read it again to try to do the questions right another time. 
 
Example 2: 
I remember saying that to (explorer), I remember learning about this (exhibit), but I 
wasn't really paying attention. (group laughs) I remember going through the tour the 
first day here and I remembered reading that. It's like you want to get the information 
and get the questions right so you paid attention more. 
 
One participant noted that they felt tired after completing the user trials. It may be that 
the participant was simply tired from the course of the day’s events. However, it is 
responsible to at least note that within flow states subjects report a loss of reflective 
self-consciousness, such as awareness attendant to hunger and tiredness. 
 
Example 3: 
Explorer: I was getting sleepy! 
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1 AFFECT 
1.1 INTERTACTING WITH OTHERS 
1.1.2 Having fun interacting with each other 
 
3 LEARNING 
3.4 IN THE FLOW 
3.4.1 Forced to learn in a fun way 
 
5 QUESTIONS AND ANSWERS 
5.3 ANSWERING TEAM QUESTIONS 
AFFECT 
5.3.2 Confidence in answering questions 
BT37 Co-visit experience cultivated a belief that team can succeed 
Participants exhibited the flow state characteristic feeling that they had the potential to 
succeed at the team challenge questions (Csikszentmihalyi, 1997). 
 
Example 1: 
Explorer: (bragging) I am killing these questions, just let me tell you! 
 
Example 2: 
Explorer: (confidently) We’re going to kill it guys!  
 
Example 3: 
Explorer: Hey, don’t forget to add things to your explorer’s notebook!  
Explorer: We are getting them girl!  
 
Example 4: 
Lead Explorer: (Question asked) In what way did the French destroy Fort Duquesne 
specifically?  
Explorer: Powder magazine.  
Lead Explorer: (impressed) Dang guys! 
 
Example 2: 
Participant: I think just having the information on the phone with you and looking at 
the exhibit and the phone you want to get the questions right. So, you were kind of 
forced to learn, but in a fun way. So, I wanted to get the questions right and I was like 
I want to read it again to try to do the questions right another time. 
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4 USING PROCEDURES 
4.1 COMMUNICATING PROCEDURES 
4.1.2 Collaboration on informing of 
procedures 
4.1.2.1 Answering others questions about 
procedures 
4.1.2.2 Asking others about procedures 
 
5 QUESTIONS AND ANSWERS 
5.5 COLLABORATION ON 
5.5.1 Confirmatory feedback on submitted 
team challenge answers 
5.5.4 Elaboration of why team challenge 
answer is wrong 
5.5.9 Others provide unsolicited feedback on 
proposed team challenge answers 
5.5.10 Response to request to create answer 
to a team challenge question 
5.5.11 Soliciting others to elaborate answer 
to team challenge question 
 
BT47 Immediate feedback inherent in co-visit experience 
The instructional prototype directly provided immediate feedback regarding the 
experience of asking and answering questions (Csikszentmihalyi, 1997). Participants 
answering questions were provided instant feedback as to if the answer was correct or 
not in both individual and team challenges. The system indirectly provided the 
opportunity for immediate feedback through its provision of voice communications. 
Through this indirect channel participants often asked questions about procedures or 
subject matter and were provided immediate feedback by co-participants creating a 
kind of self-initiated and sustained immediate feedback cycle. 
 
Example 1: 
Explorer: I'm confused. Am I looking for a green thing?  
Lead Explorer: Yeah.  
Explorer: Ok, come on. I'm with you. 
 
Example 2: 
Explorer: Do we answer the questions? Have you guys (to VR users) been answering 
the questions?  
Explorer: Yeah. They are challenges. 
 
Example 3: 
Lead Explorer: (Question asked) An officer would have worn this uniform in front of 
you. This officer would have been associated with which country?  
Explorer: So, England?  
Explorer: England. (Selects answer England)  
 
Example 4: 
Lead Explorer: The Seven Years’ War, right?  
Explorer: Umm.  
Explorer: The French and Indian War and the Seven Years’ War. Are they the same 
thing?  
Explorer: Oh, a global conflict. It’s the seven years' war.  
Explorer: Its global. 
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1 AFFECT 
1.3 PERCIEVED USEFULNESS 
1.3.1 Useful to those that cannot make it to 
museums 
1.3.2 Would use a production version 
 
7 USER INTERFACE 
7.2 ENVIRONMENT GENERAL 
7.2.2 IMPROVEMENTS OFFERED 
7.2.2.1 More exhibits would be appealing 
BT46 Provide more exhibits and access to low socioeconomic schools 
Participants recommendations for future deployments included an increase of the 
number of exhibits placed throughout the environment. It is assumed that by 
increasing the number of exhibits that the scope or length of time spent in the 
experience would increase, signaling that the instructional prototype would be 
enjoyable for such longer-term experiences. One participant provided unsolicited 
feedback stating that they would use such an experience if made available at a 
museum. 
 
Example 1: 
Explorer: It would be cool if there were more exhibits.  
Explorer: Yeah. That would be super cool. 
 
Example 2: 
Participant 3: I would totally do this at a museum. 
 
Participants recommended the use of the system especially for those school 
classrooms that are not resourced to attend museums on field trips. By co-visiting a 
museum virtually, it is anticipated that schools would save resources related to 
transport and, possibly, admission. The benefit of the experience is anticipated to be 
amplified when museums are geographically separated a great distance from 
educational institutions. 
 
Example 3: 
Participant: I was thinking if you would use this for a low SES (socio economic status 
schools), for folks who can get there (to the museum). 
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7.2 ENVIRONMENT GENERAL 
7.2.1 GENERAL INTERACTION 
7.2.1.2 Researcher failed to inform of broken 
model rotation control 
 
BT38 Difficulty understanding virtual exhibit model rotation controls 
The researcher failed to notify participants that while rotation controls were shown in 
the user interface that they did not work. This fact caused some confusion with Group 
A, but was properly communicated to Group B to help smooth the user experience.  
 
Example 1: 
Explorer: Ok, I don’t know what these arrows do.  
Explorer: I think if you click on them you make it smaller.  
Explorer: Oh, is that what they do. 
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7.2 ENVIRONMENT GENERAL 
7.2.1 GENERAL INTERACTION 
7.2.1.2 Researcher failed to inform of broken 
model rotation control 
BT39 Persistent team challenge progress indicator desirable  
The participants expressed a need to provide an on-screen persistent indicator of 
progress against team challenges completion. The information was currently provided 
within the Team Challenges tab panel of the Explorer’s Mate screen. 
 
Example 1: 
Researcher: So, having a note somewhere on the screen that lets you know hey you 
have completed 0 of 3 exhibits? 
 
Participant: Yeah, that is a good idea. Something in the top of the screen. 
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7.2 ENVIRONMENT GENERAL 
7.2.1 GENERAL INTERACTION 
BT40 Quick access to virtual exhibit information enjoyable 
The juxtaposition of virtual exhibit information callouts to individual challenge 
questions was effective in providing composition between learning new concepts and 
applying them for practice. 
 
Example 1: 
Participant: I liked that you could go from the questions back to the reading. 
 
A participant explained that having the virtual exhibit information available on a 
mobile device and simultaneously looking at the real-world exhibit heightened their 
motivation to correctly answer challenge questions. This data is interpreted several 
ways including: (1) it made the experience of visiting an exhibit and answering 
questions more practical, (2) it made the experience more interesting, and (3) it made 
the answering of questions correctly more important than it would have been 
otherwise.  
 
Example 2: 
Participant: (liked) having the information on the phone with you and looking at the 
exhibit and the phone, you want to get the questions right. 
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4 USING PROCEDURES 
4.1 FOLLOWING PROCEDURES 
4.2.2.1 Confusion between individual and 
team challenges 
4.2.2.2 Confusion of difference between 
waypoints and exhibits 
4.2.2.3 Confusion over how exhibit questions 
are assigned 
4.2.2.4 Confusion over how to move self in 
virtual reality 
4.2.2.5 Confusion over individual challenge 
questions completion 
 
 
 
 
BT41 Confusion of core procedures 
The researcher provided candidates instructions for using the instructional prototype 
prior to arriving at the museum and upon arrival for familiarization. The researcher 
originally planned to also provide a live group demonstration of a mock virtual exhibit 
and question and answer experience, but did not have the necessary resources to 
complete it. While confusion over procedures caused some difficulty, it did not 
prevent either group from successfully completing trials. It is anticipated that a live 
demo would have further clarified procedures. 
 
Example 1: 
Explorer: Why does the status of these say “not completed.” (referring to the 
knowledge challenges tab.) 
 
Example 2: 
Explorer: How did you get over there?  
Lead Explorer: I clicked on the thing that says the pistols are.... 
 
Example 3: 
Explorer: Ok, so I complete the knowledge challenge.  
Explorer: I'm in the middle of it right now  
Explorer: I wonder if it’s fine if I just... Oh, wait. Then it just starts over.  
Lead Explorer: Maybe it just saves?  
Explorer: Ok, I'm just going to close it. 
 
Example 4: 
Explorer: Like it said for my pistols thing that it was a gift given to Washington. 
Explorer: Oh, I don't think I had that.  
Explorer: Yeah, that’s so funny. I thought everything was the same.  
Explorer: Yeah. 
 
Example 5: 
Explorer: I was confused because you could only visit three of them and I was at a 
spot and was like I can’t visit it! But after I got past that it was really cool. 
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4 USING PROCEDURES 
4.1 FOLLOWING PROCEDURES 
4.2.2.6 Realization of automatic exhibit visit 
capability in virtual reality client 
4.2.2.7 Realization that mobile and desktop 
users are virtually-spatially co-located 
 
BT42 Late realization of capabilities 
Some participants realized capabilities that they had at their disposal late in the user 
trials. Including the ability to instantaneously teleport to an exhibit using the VRC. 
This capability was not available to ARC participants as they had to physically walk to 
exhibits to explore their virtual counterparts.  
 
A key concept that all participants were co-visiting spatially was missed by some 
participants. The data is interpreted that while ARC and VRC participants engaged in 
voice conversation over devices they did not know that ARC and VRC user location 
tracking and projection was available to the entire team. The concept of AR and VR 
co-visiting is a new topic and likely requires more clarity in instruction and 
demonstration prior to the user experience. 
 
Example 1: 
Explorer: Oh, (explorer) We could have just went to our notebook thing and hit visit. 
(Visit exhibit button)  
Explorer: And were getting stuck...  
Explorer: Oh my gosh!  
Explorer: Which is cool. I didn't know you could do that!  
Explorer: And it’s kind of cool to be able to look around though.  
Explorer: I know it is. 
 
Example 2: 
Explorer: Wait, so are they (AR users) actually walking around the ....  
Explorer: I think so.  
Explorer: Yeah, we are.  
Explorer: We are actually walking around the museum.  
Explorer: Huh!  
Explorer: That is so cool.  
Explorer: Well then is the pistols actually where it is at in the museum?  
Explorer: Is it on the other side?  
Explorer: Yeah. It is. Because, if so, it is near us.  
Explorer: Ok, I know where I am going now. 
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8 VOICE COMMUNICATIONS 
8.3 PECIEVED USEFULNESS 
8.3.1 Voice interface as better than chat 
interface 
8.3.2 Voice useful in locating others 
 
BT43 Preference for voice communication over other methods 
Voice communication was seen as beneficial and as was the primary means of 
communication in the instructional prototype. When asked to choose between the 
voice interface and a hypothetical chat interface, a voice interface was preferred as is a 
more efficient means of communication in both terms of rate of communication and 
preventing exhaustion caused by manual text input. 
 
Example 1: 
Researcher: Anything else about the voice communication? What If I add-on the 
question “Would voice be better than no choice and using a chat interface?” 
Participant: Yes, voice is definitely better.  
Participant: Yes, you know because its continuous.  
Participant: Especially for the 3D, because my eyes were starting to get tired towards 
the end and having to read a lot of chat would have been exhausting. 
 
A participant noted that voice communication was useful for the purpose of locating 
others in the environment. This BT is related to BT27 Getting Around with regard to 
use of participant voice volume to announce their location spatially. 
 
Example 2: 
Participant: …but I liked it (voice communication). Especially, because I didn’t have 
any idea where you all were. 
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8 VOICE COMMUNICATIONS 
8.1 IMPORTANCE OF MAINTAINING 
CLEAR 
8.1.1 Confirming audio connectivity between 
participants 
8.1.1.2 Others cannot hear voice 
8.4 PROBLEMS USING 
8.4.1 Too many speakers while reading 
 
 
BT44 Problems with microphone volume and concentration 
Voices was the primary means of communication amongst participants. When there 
were issues with voice communications it became immediately apparent. Drops in 
microphone volume caused confusion for the team, but was overcome through 
improvisational sharing devices. 
 
Example 1: 
Explorer: A little bit yeah.  
Explorer: Can you hear me?  
Explorer: Yeah.  
Explorer: Alright. 
 
Example 2: 
Explorer: Can you hear her?  
Explorer: Yeah.  
Explorer: Yeah, you are a little quiet (explorer). (explorer) is a lot louder than you are. 
 
Example 3: 
Participant: I think for me I came up quiet on everyone else’s, even my own so it was 
hard for me to hear. 
 
Participants explained that during individual and team challenges that hearing 
everybody speaking at the same time was distracting, causing lack of concentration 
 
Example 4: 
Participant: It was a little distracting while you were reading hearing other people 
while you read. 
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8 VOICE COMMUNICATIONS 
8.4 PROBLEMS USING 
8.4.1 Too many speakers while reading 
8.4.1.1 Manual group coordinating as 
solution 
8.4.1.1 Need ability to mute individual voices 
BT45 Muting individual voices and better group discussion coordination as 
desirable 
Participants experienced problems with others talking over them or hearing their 
voices as they were trying to concentrate upon individual and team challenge 
questions. A solution was proposed by the researcher and approved by the participants 
to provide a selective mute capability that gives individual participants control over 
who they want to hear when. It is anticipated that this capability would come in handy 
individuals part of groups who have many talkative persons. 
 
Example 1: 
Participants: It was a little distracting while you were reading hearing other people 
while you read. 
 
Example 2: 
Participant 4: I think one thing that maybe would be something you could fix? It was 
a little distracting while you were reading hearing other people while you read. But 
maybe this could be something that you work out with your group and just be like ok 
we are all at this place lets go together, read them, be quiet while we all read, and then 
move on.  
Researcher: Ok, so doing some manual group coordination.  
Explorer: Yes.  
Researcher: How about having the ability to mute individual voices?  
Explorer: Yes, that might be nice. That’s the first thing that came into my mind 
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Appendix R 
Thematic Map 
335 
 
References 
2008 Survey of Public Participation in the Arts (Rep. No. 49). (2009). Retrieved from 
https://www.arts.gov/sites/default/files/2008-SPPA.pdf 
 
 
Abramovich, S., Schunn, C., & Higashi, R. M. (2013). Are badges useful in education?: It 
depends upon the type of badge and expertise of learner. Educational Technology Research 
and Development, 61(2), 217-232. Retrieved from https://doi.org/10.1007/s11423-013-9289-2 
 
 
Abrash, M. (2014). What VR could, should, and almost certainly will be within two years. Steam 
Dev Days, Seattle. Retrieved June 2016, from 
http://media.steampowered.com/apps/abrashblog/Abrash%20Dev%20Days 
     %202014.pdf 
 
 
Anderson, M. (2016). Technology Device Ownership: 2015, Retrieved from 
http://www.pewinternet.org/files/2015/10/PI_2015-10-29_device-ownership_FINAL.pdf 
 
 
Angeletaki, A., Carrozzino, M., & Johansen, S. (2014). MUBIL: Creating a 3D Experience of 
“Reading Books” in a Virtual Library Laboratory. International Journal of Heritage in the 
Digital Era, 3(2), 271-286. doi: http://journals.sagepub.com/doi/10.1260/2047-4970.3.2.271 
 
 
Apple Inc. (2017). MacBook Pro. Retrieved from https://www.apple.com/macbook-pro/ 
 
 
Army, U. S. (2008). FM 3-0 Operations. 
 
 
ASUSTek Computer Inc. (2017a). ROG G752VS (7th Gen Intel Core). Retrieved from 
https://www.asus.com/us/Laptops/ROG-G752VS-7th-Gen-Intel-Core/ 
 
 
ASUSTek Computer Inc. (2017b). RT-AC5300. Retrieved from 
https://www.asus.com/us/Networking/RT-AC5300/ 
 
 
ASUSTek Computer Inc. (2017c). ZenFone AR (ZS571KL). Retrieved from 
https://www.asus.com/us/Phone/ZenFone-AR-ZS571KL/ 
 
 
336 
 
Attride-Stirling, J. (2001). Thematic networks: an analytic tool for qualitative 
research. Qualitative research, 1(3), 385-405. Retrieved from 
https://doi.org/10.1177/146879410100100307 
 
 
Autodesk. (2017). Autodesk 3D Max. Retrieved from https://www.autodesk.com/products/3ds-
max/overview 
 
 
Ayer, S. K., Messner, J. I., & Anumba, C. J. (2016). Augmented reality gaming in sustainable 
design education. Journal of Architectural Engineering, 22(1). doi: 
http://ascelibrary.org/doi/10.1061/%28ASCE%29AE.1943-5568.0000195 
 
 
Azuma, R. T. (1997). A survey of augmented reality. Presence: Teleoperators and virtual 
environments, 6(4), 355-385. Retrieved from 
http://www.mitpressjournals.org/doi/abs/10.1162/pres.1997.6.4.355 
 
 
Bacca, J., Baldiris, S., Fabregat, R., & Graf, S. (2014). Augmented reality trends in education: a 
systematic review of research and applications. Journal of Educational Technology & 
Society, 17(4), 133. Retrieved from https://eric.ed.gov/?id=EJ1045535 
 
 
Balk, S. A., Bertola, M. A., & Inman, V. W. (2013). Simulator sickness questionnaire: twenty 
years later. Retrieved from 
https://ir.uiowa.edu/cgi/viewcontent.cgi?article=1498&context=drivingassessment 
 
 
Bower, M., Lee, M. J., & Dalgarno, B. (2016). Collaborative learning across physical and virtual 
worlds: Factors supporting and constraining learners in a blended reality environment. British 
Journal of Educational Technology. 00(00), 1. doi: 10.1111/bjet.12435.  
 
 
Brown, J. S., Collins, A., & Duguid, P. (1989). Situated cognition and the culture of 
learning. Educational researcher, 18(1), 32-42. Retrieved from http://www.dtic.mil/get-tr-
doc/pdf?AD=ADA204690 
 
 
Camaraderie. (2018). Retrieved from http://www.thesaurus.com/browse/camaraderie 
 
 
Cranmer, E., Jung, T., & Miller, A. (2016). Implementing Augmented Reality to Increase Tourist 
Attraction Sustainability. Proceedings of AR and VR Conference: Perspectives on Business 
Realities. ARVR Innovate, 2016, 44-48. Retrieved from https://e-
337 
 
space.mmu.ac.uk/610834/1/Implementing%20Augmented%20Reality%20to%20Increase%2
0Tourist%20Attraction%20Sustainability.pdf 
 
 
Creswell, J. W. (2012). Qualitative Inquiry and Research Design: Choosing Among Five 
Approaches. SAGE Publications. 
 
 
CSCL script. (2017, June 19). EduTech Wiki, A resource kit for educational technology teaching, 
practice and research. Retrieved May 26, 2018 
from http://edutechwiki.unige.ch/mediawiki/index.php?title=CSCL_script&oldid=62275. 
 
 
Csikszentmihalyi, M. (1997). Flow and the psychology of discovery and 
invention. HarperPerennial, New York, 39. 
 
 
Datcu, D., Lukosch, S. G., & Lukosch, H. K. (2013). Comparing presence, workload and 
situational awareness in a collaborative real world and augmented reality scenario. IEEE 
ISMAR Workshop on Collaboration in Merging Realities (CiMeR). Retrieved from 
http://resolver.tudelft.nl/uuid:bf454ea4-ca55-4ca4-8c95-e96871947654 
 
 
Denworth, L., Waves, B., (2017). The Three Basics of Friendship, Psychology Today. Retrieved 
from https://www.psychologytoday.com/us/blog/brain-waves/201703/the-three-basics-
friendship 
 
 
DISABILITY CHARACTERISTICS, (2016). 2016 American Community Survey 1-Year 
Estimates, American FactFinder. Retrieved from 
https://factfinder.census.gov/faces/tableservices/jsf/pages/productview.xhtml?pid=ACS_16_
1YR_S1810&prodType=table 
 
 
Dumitrescu, G., Lepadatu, C., & Ciurea, C. (2014). Creating virtual exhibitions for educational 
and cultural development. Informatica economica, 18(1), 102. Retrieved from 
http://213.177.9.178/publicatii_proprii/01%20-%20Dumitrescu,%20Lepadatu,%20Ciurea.pdf 
 
 
Dunston, P., Wang, X., Billinghurst, M., & Hampson, B. (2003). Mixed reality benefits for 
design perception. NIST Special Publication, 191-196.  
 
 
Estimote. (2017). Estimote Products. Retrieved from https://estimote.com/products/ 
 
 
338 
 
Emmer, E. T., Evertson, C. M., & Worsham, M. E. (2009). Classroom management for middle 
and high school teachers. 
 
 
Engberg, M., & Bolter, J. D. (2014). Cultural expression in augmented and mixed reality. In 
Convergence, 20(1), 3-9 Retrieved from 
http://journals.sagepub.com/doi/pdf/10.1177/1354856513516250 
 
 
FARO Technologies. (2017). FARO Focus. Retrieved from 
https://www.faro.com/products/construction-bim-cim/faro-focus/ 
 
 
Fort Ligonier. (2017). The Fort. Retrieved from http://fortligonier.org/the-fort/ 
 
 
Freeman, A., Adams Becker, S., Cummins, M., McKelroy, E., Giesinger, C., & Yuhnke, B. 
(2016). NMC Horizon Report: 2016 Museum Edition. The New Media Consortium. 
Retrieved from http://cdn.nmc.org/media/2016-nmc-horizon-report-museum-EN.pdf 
 
 
Friend, M., & Cook, L. (1992). Interactions: Collaboration skills for school professionals. 
Longman Publishing Group, 95 Church Street, White Plains, NY 10601. 
 
 
Galani, A., Chalmers, M., Brown, B., MacColl, I., Randell, C., & Steed, A. (2003). Developing a 
mixed reality co-visiting experience for local and remote museum companions. HCI 
international, HCII2003 (Vol. 3). doi: https://link.springer.com/article/10.1007%2Fs11423-
015-9420-7 
 
 
Gay, L. R., Mills, G. E., & Airasian, P. W. (2011). Educational research: Competencies for 
analysis and applications. Pearson Higher Ed. 
 
 
Gee, J. P. (2003). What video games have to teach us about learning and literacy. Computers in 
Entertainment (CIE), 1(1), 20-20. 
 
 
Gee, J. P. (2007). Good video games + good learning (pp. 1-82). New York: Peter Lang. 
 
 
Goodwin, M. S., Wiltshire, T., & Fiore, S. M. (2015). Applying Research in the Cognitive 
Sciences to the Design and Delivery of Instruction in Virtual Reality Learning 
Environments. International Conference on Virtual, Augmented and Mixed Reality 280-291. 
Springer, Cham. doi: https://link.springer.com/chapter/10.1007/978-3-319-21067-4_29 
 
339 
 
 
Google Keep. (2017). Google Keep. Retrieved from https://www.google.com/keep/ 
 
 
Harley, J. M., Poitras, E. G., Jarrell, A., Duffy, M. C., & Lajoie, S. P. (2016). Comparing virtual 
and location-based augmented reality mobile learning: emotions and learning outcomes. 
Educational Technology, Research and Development, 64(3), 359. doi: 
https://link.springer.com/article/10.1007%2Fs11423-015-9420-7 
 
 
Hassan, A., & Jung, T. (2016). Augmented reality as an emerging application in tourism 
marketing education. Emerging Tools and Applications of Virtual Reality in Education, 168. 
doi: 10.4018/978-1-4666-9837-6.ch008. 
 
 
Hein, G. E. (2006). Museum education. A companion to museum studies, 340-352. doi: 
0.1002/9780470996836.ch20. 
 
 
Hirsch, J. S., & Silverman, L. H. (Eds.). (2017). Transforming practice: selections from the 
Journal of Museum Education, 1992-1999. Routledge. 
 
 
Informal learning. (2017, October 6). EduTech Wiki, A resource kit for educational technology 
teaching, practice and research. Retrieved 17:01, May 24, 2018 
from http://edutechwiki.unige.ch/mediawiki/index.php?title=Informal_learning&oldid=6357
5. 
 
 
Jonassen, D., & Land, S. (Eds.). (2012). Theoretical foundations of learning environments. 
Routledge. 
 
 
Kennedy, R. S., Lane, N. E., Berbaum, K. S., & Lilienthal, M. G. (1993). Simulator sickness 
questionnaire: An enhanced method for quantifying simulator sickness. The International 
Journal of Aviation Psychology, 3(3), 203-220. 
 
 
Kobbe, L., Fischer, F., Hesse, F. W. (2006).  Computer-supported collaboration scripts – a 
conceptual analysis. Educational Psychology Review. 18(2), 159-188. 
https://doi.org/10.1007/s11412-007-9014-4 
 
Kostoska, G., Baez, M., Daniel, F., & Casati, F. (2015). Virtual, Remote Participation in 
Museum Visits by Older Adults: A Feasibility Study. In PATCH@ IUI. Retrieved from 
http://citeseerx.ist.psu.edu/viewdoc/citations;jsessionid=6584A660147C70BC3613A347BB1
8B186?doi=10.1.1.727.8223 
340 
 
 
 
Leach, B., D. (2007). Dynamic Museum Place, Journal of Museum Education, 32(3), 197-207, 
doi:  https://doi.org/10.1080/10598650.2007.11510570 
 
 
Learning process analytics. (2014, May 3). EduTech Wiki, A resource kit for educational 
technology teaching, practice and research. Retrieved May 25, 2018 
from http://edutechwiki.unige.ch/mediawiki/index.php?title=Learning_process_analytics&ol
did=53065. 
 
 
Lester, J. A., & Scarles, C. (2013). Mediating tourism: Future directions? In Lester, J-A. (Ed.), 
Mediating the Tourist Experience: From Brochures to Virtual Encounters, 255. England and 
USA, Ashgate 
 
 
Lipponen, L. (2002). Exploring foundations for computer-supported collaborative learning. 
Proceedings of the conference on computer support for collaborative learning: Foundations 
for a CSCL community, 72-81. Retrieved from 
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.450.3675&rep=rep1&type=pdf 
 
 
Little, J. L., & Bjork, E. L. (2015). Optimizing multiple-choice tests as tools for 
learning. Memory & cognition, 43(1), 14-26. Retrieved from 
https://pdfs.semanticscholar.org/419e/ea9086145be5eeafd41171c20b01ca60d365.pdf 
 
 
Martín-Gutiérrez, J., Fabiani, P., Benesova, W., Meneses, M. D., & Mora, C. E. (2015). 
Augmented reality to promote collaborative and autonomous learning in higher education. 
Computers in Human Behavior, 51, 752-761. doi:  https://doi.org/10.1016/j.chb.2014.11.093 
 
 
Mathis, E. F., Kim, H. L., Uysal, M., Sirgy, J. M., & Prebensen, N. K. (2016). The effect of co-
creation experience on outcome variable. Annals of Tourism Research, 57, 62-75. doi: 
https://doi.org/10.1016/j.annals.2015.11.0023 
 
 
Melcer, E. F., & Isbister, K. (2016). Bridging the Physical Learning Divides: A Design 
Framework for Embodied Learning Games and Simulations. DiGRA/FDG. doi: 
https://doi.org/10.1145/2851581.2892455 
 
 
Merrill, M. D. (2002). First principles of instruction. Educational technology research and 
development, 50(3), 43-59. doi: https://doi.org/10.1007/BF02505024 
 
341 
 
Milgram, P., & Kishino, F. (1994). Taxonomy of mixed reality visual displays. IEICE 
Transactions on Information and Systems, E77-D(12), 1321-1329. doi:10.1.1.102.4646. 
 
Moore, C. (2015). Embracing Change: Museum Educators in the Digital Age. Journal of 
Museum Education, 40(2), 141-146. doi: https://doi.org/10.1179/1059865015Z.00000000090 
 
Morgan, D. L., & Krueger, R. A. (1998). Developing questions for focus groups (Vol. 3). Sage. 
doi: http://dx.doi.org/10.4135/9781483328126 
 
 
Morrison, G. R., Ross, S. M., Kemp, J. E., & Kalman, H. (2011). Designing effective instruction. 
John Wiley & Sons. 
 
 
Motivation. (2016, September 22). EduTech Wiki, A resource kit for educational technology 
teaching, practice and research. Retrieved May 24, 2018 
from http://edutechwiki.unige.ch/mediawiki/index.php?title=Motivation&oldid=60539 
 
 
Mumble. (2018). Retrieved from https://www.mumble.com/mumble-download.php 
 
 
Nelson, K., R. (2015). Application of Merrill's First Principles of Instruction in a Museum 
Education Context, Journal of Museum Education, 40(3), 304-313. doi: 
https://doi.org/10.1179/1059865015Z.000000000106 
 
 
Nielsen, J. (2005). Ten usability heuristics. Retrieved from 
http://lore.ua.ac.be/Teaching/SE3BAC/practicum/acceptanceAndUsabilityTesting/TenUsabi
lityHeuristics.pdf 
 
 
Oculus VR. (2017). Oculus Rift. Retrieved from https://www.oculus.com 
 
 
O’Shea, P. M., & Elliott, J. B. (2016). Augmented reality in education: An exploration and 
analysis of currently available educational apps. International Conference on Immersive 
Learning, 147-159. Springer International Publishing. doi: https://doi.org/10.1007/978-3-
319-41769-1_12 
Park, G. D., Allen, R. W., Fiorentino, D., Rosenthal, T. J., & Cook, M. L. (2006, October). 
Simulator sickness scores according to symptom susceptibility, age, and gender for an older 
driver assessment study. In Proceedings of the Human Factors and Ergonomics Society 
Annual Meeting (Vol. 50, No. 26, pp. 2702-2706). Sage CA: Los Angeles, CA: Sage 
Publications. doi: https://doi.org/10.1177%2F154193120605002607 
342 
 
 
 
Pellas, N. (2016). Theoretical Foundations of a CSCL Script in Persistent Virtual Worlds 
According to the Contemporary Learning Theories and Models. Collaborative 
Communication Processes and Decision Making in Organizations. doi: 10.4018/978-1-4666-
4478-6.ch005. 
 
 
Pierotti, D. (1995). Heuristic evaluation-a system checklist. Xerox Corporation. Retrieved from 
ftp://ftp.cs.uregina.ca/pub/class/305/lab2/example-he.html 
 
 
Qian, M., & Clark, K. R. (2016). Game-based Learning and 21st century skills: A review of 
recent research. Computers in Human Behavior, 63, 50-58. doi: 
https://doi.org/10.1016/j.chb.2016.05.023 
 
 
QSR International. (2017). NVivo 11©. From http://www.qsrinternational.com/nvivo/nvivo-
products/nvivo-mac 
 
 
Reigeluth, C. M. (1999). Instructional-design theories and models: A new paradigm of 
instructional theory (Vol. 2). Mahwah NJ.  
 
 
Reigeluth, C. M., & Frick, T. W. (1999). Formative research: A methodology for creating and 
improving design theories. In C. M. Reigeluth (Ed.), Instructional-design theories and 
models, Volume II: A new paradigm of instructional theory, 633-651. Mahwah, NJ: 
Lawrence Erlbaum. doi: https://doi.org/10.1007/978-90-481-3656-8_23 
 
 
Rios, C. (2016). Exploring mixed reality in distributed collaborative learning environments 
(Doctoral dissertation, University of Essex). Retrieved from 
http://repository.essex.ac.uk/16172/1/PhD%20Thesis%20%28final%29.pdf 
 
 
Richey, R. C., & Klein, J. D. (2007). Design and development research: Methods, strategies, and 
issues. (L. Akers, Ed.). New York & Oxon: Routledge. 
 
 
Richey, R. C., Klein, J. D., & Tracey, M. W. (2011). The Instructional Design Knowledge Base. 
 
 
Rinker, C., (2014) Culture Track ’14 Supporting Data. Culuretrack, Retrieved from 
http://culturetrack.com/wp-
content/uploads/2017/02/Culture_Track_2014_Supporting_Data.pdf 
343 
 
 
 
Rowe, A. (2015). Immersion in mixed reality spaces. (Doctoral dissertation, Oslo School of 
Architecture and Design). Retrieved from http://hdl.handle.net/11250/2380148 
 
 
Rowland, C., Goodman, E., Charlier, M., Light, A., & Lui, A. (2015). Designing connected 
products: UX for the consumer Internet of Things. O'Reilly Media, Inc. 
 
 
Rubin, R., (2017, June). For consumers, ‘mixed reality’ is a muddy message. ZDNet, Retrieved 
from http://www.zdnet.com/article/for-consumers-mixed-reality-is-a-muddy-message/ 
 
 
Saldaña, J. (2009). The coding manual for qualitative researchers. Sage. Retrieved from 
https://www.sagepub.com/sites/default/files/upm-binaries/24614_01_Saldana_Ch_01.pdf 
 
 
Salimian, M. H. (2015, September). Exploring group awareness in a mixed reality collaborative 
environment. In Adjunct Proceedings of the 2015 ACM International Joint Conference on 
Pervasive and Ubiquitous Computing and Proceedings of the 2015 ACM International 
Symposium on Wearable Computers, 495-501. ACM. Retrieved from 
https://doi.org/10.1145/2800835.2801654 
 
 
Sena, P. (2016, January). How The Growth of Mixed Reality Will Change Communication, 
Collaboration And The Future Of The Workplace. Techcrunch, Retrieved from  
https://techcrunch.com/2016/01/30/how-the-growth-of-mixed-reality-will-change-
communication-collaboration-and-the-future-of-the-workplace/ 
 
 
Sheldon, P. J., Prebezac, D., & Schott, C. (2014). The tourism education futures initiative 
(TEFI): Activating change in tourism education. The Tourism Education Futures Initiative: 
Activating Change in Tourism Education, 14. London and New York: Routledge 
 
 
Sirota, D., & Klein, D. (2013). The enthusiastic employee: How companies profit by giving 
workers what they want. FT Press. Retrieved from 
http://www.cognitionnet.com/member/resources/summaries/personnel_hr/enthusiastic_empl
oyee.pdf 
Sobel, D. M., & Jipson, J. L. (Eds.). (2016). Cognitive Development in Museum Settings: 
Relating Research and Practice. Routledge. 
 
 
SPECTRL. (2017). Android Rec. (Screen Recorder). Retrieved from 
https://play.google.com/store/apps/details?id=com.spectrl.rec 
344 
 
 
 
Ştefan, L. (2012). Immersive collaborative environments for teaching and learning traditional 
design. Procedia-Social and Behavioral Sciences, 51, 1056-1060. Retrieved from 
https://doi.org/10.1016/j.sbspro.2012.08.287 
 
 
Steuer, J. (1992). Defining virtual reality: Dimensions determining telepresence. Journal of 
communication, 42(4), 73-93. doi: http://psycnet.apa.org/doi/10.1111/j.1460-
2466.1992.tb00812.x 
 
 
Stogner, B., M. (2011). Communicating Culture in the 21st Century, Journal of Museum 
Education, 36(2), 189-198, doi:  https://doi.org/10.1080/10598650.2011.11510699 
 
 
Survey Monkey (2017). SurveyMonkey®. From https://www.surveymonkey.com 
 
 
Task Force on Museum Education. (1992). Excellence and Equity: Education and the Public 
Dimension of Museums; a Report from the American Association of Museums, 1992. 
American Association of Museums. Retrieved from http://www.aam-us.org/docs/default-
source/resource-library/excellence-and-equity.pdf?sfvrsn=0 
 
 
Taylor, P., & Keeter, S. (2010). Millennials: A portrait of generation next. Pew Research 
Center, 1. Retrieved from http://www.pewsocialtrends.org/files/2010/10/millennials-
confident-connected-open-to-change.pdf 
 
 
The Sword of Damocles (virtual reality). (2017, August 30). In Wikipedia, The Free 
Encyclopedia. Retrieved 16:19, November 25, 2017, 
from https://en.wikipedia.org/w/index.php?title=The_Sword_of_Damocles_(virtual_reality)
&oldid=797968086 
 
 
Travel Industry Association of America TravelScope Survey. (2003) The Historic/Cultural 
Traveler, 2003 Edition, TIA and Smithsonian Magazine. Retrieved from http://www.nasaa-
arts.org/Research/Key-Topics/Creative-Economic-Development/Cultural-Visitor-
Profile.php 
Tribe, J., & Liburd, J. J. (2016). The tourism knowledge system. Annals of Tourism Research, 
57, 44-61. doi:10.1016/j.annals.2015.11.011.  
 
 
345 
 
Tussyadiah, I. P., Wang, D., & Jia, C. H. (2017). Virtual Reality and Attitudes Toward Tourism 
Destinations. In Information and Communication Technologies in Tourism 2017, 229-239. 
Springer, Cham. doi: 10.1007/978-3-319-51168-9_17. 
 
 
Unity Technologies. (2017). Unity®. Retrieved from https://unity3d.com 
 
 
User Interface Design Basics. (2014, May 21). Retrieved from https://www.usability.gov/what-
and-why/user-interface-design.html 
 
 
Wu, H. K., Lee, S. W. Y., Chang, H. Y., & Liang, J. C. (2013). Current status, opportunities and 
challenges of augmented reality in education. Computers & Education, 62, 41-49. 
https://doi.org/10.1016/j.compedu.2012.10.024 
 
 
Valdivia, R., & Nussbaum, M. (2009). Using multiple choice questions as a pedagogic model for 
face-to-face CSCL. Computer Applications in Engineering Education, 17(1), 89-99. 
 
 
Wargo, W. G. (2013). Qualitative Data Analysis (Coding) of Transcripts, Academic Information 
Center. Retrieved from http://www.academicinfocenter.com/qualitative-data-analysis-
coding-of-transcripts.html 
