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aLab. Jean Kuntzmann – CNRS and Universite´ de Grenoble, F-38041 Grenoble, France
Abstract
This paper presents an efficient time-dependent decoupled approach for the
numerical resolution of the highly nonlinear set of coupled partial differential
equations appearing in elastoviscoplastic fluid flow problems. The two main
nonlinear difficulties, the viscoplasticity and the viscoelasticity, are then solved
separately. Numerical simulations suggest an optimal convergence rate with
respect to the space discretization. Finally, numerical results compare well with
experimental measurements on liquid foams in a complex geometry. Future
works will explore flows of liquid foams for tridimensional geometries where
experimental data are available and also compare to flows of others soft glassy
materials such as carbopol solutions.
Keywords: liquid foams and emulsions, elastoviscoplasticity, yield stress,
nonlinear viscoelasticity, numerical simulation
Introduction
Foams, gels, emulsions, polymer solutions, pastes [11] and even cell assemblies
[28, 34] display both liquid and solid mechanical properties, being simultane-
ously Elastic (E), viscous (V), and plastic (P): at small deformation, such a
material reversibly come back to its shape; at large deformation, it can be irre-
versibly sculpted and gets a new shape; under an increasing deformation rate,
it irreversibly flows, with an increasing viscous stress.
In particular, liquid foams have been widely used to probe such properties as
they allow detailed multiscale measurements; meanwhile, numerous continuous
models of foam flows have been developed including for instance either a phe-
nomenological scalar description [25, 22], or a complete tensorial description
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of the elasticity [3] or plasticity [29] based on the micro-structure. In 2007, a
new elastoviscoplastic (EVP) model was proposed [42, 43] that combined the
Bingham [4] or Herschel-Bulkley [21] viscoplastic models with the Oldroyd [32]
viscoelastic model into an EVP framework, suitable for flow simulations. This
model was then shown to successfully reproduce some experimental measure-
ments for impact of carbopol drops [27], Couette flows of liquid foams [7] or
emulsions [6] and flows of liquid foams around an obstacle [5] (Fig. 1).
In the present paper, our aim is to present an efficient numerical algorithm
based on mixed Finite Elements Methods for solving the highly nonlinear set
of equations describing the EVP materials in complex geometries such as in
Fig. 1. The formulation includes various boundary conditions, suitable for clas-
sical benchmarks for non-newtonian fluids such as constriction, or flow around
an obstacle with arbitrary shape; in particular, its implementation allows slip
boundary conditions, relevant for foam flows in channels, on arbitrarily shaped
boundaries.
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Figure 1: The bidimensional flow of a liquid foam around an obstacle: (left) photography
from [12] ; (right) notations for the computation.
The algorithm extends a previous second order time-splitting algorithm intro-
duced in the context of viscoelastic flow simulations [38, 41] and then applied to
some nonlinear viscoelastic flow models [40, 44]. A second order time-splitting
algorithm, also called θ-scheme, was originally introduced for Newtonian fluid
dealing with inertia terms [18, 17]: the two main difficulties – incompressibility
and the nonlinear inertia effects – were split and solved separately. The present
algorithm deals with an additional highly nonlinear term introduced by the vis-
coplasticity in the EVP model: in a similar way, the two main difficulties –
viscoplasticity and viscoelasticity – are split and solved separately.
Our plan is as follows. In order to make this paper self-contained, section 2
recalls the model and the nonlinear set of equations to be solved. Section 3
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presents in details the numerical algorithm, together with time and space dis-
cretizations. It explains the algorithm we developed to deal with the strong
non-linearities of EVP equations, and a well controlled space- and time dis-
cretization. Section 4 first shows a validation test on a Couette flow and then
the results of simulations for a more complex flow around an obstacle.
1. Constitutive equation for EVP fluids
We briefly recall the constitutive equation for an EVP fluid proposed by [42].
The stress tensor is decomposed into three contributions:
σ = 2η1D(v) + τ − pI,
where v is the velocity vector, τ is the elastic stress tensor, p is a scalar quantity
akin to the pressure (see below in section 2), η1 is a viscosity, and D(v) =
1/2(∇v + ∇vT ) is the deformation rate tensor, and ∇v = (∂vi/∂xj) is the
velocity gradient. The elastic stress τ follows itself an evolution equation:
λ

τ +κ(|τ d|) τ − 2η2D(v) = 0,
where λ is the elastic relaxation time, η2 is a viscosity, τ d = τ − 1/d tr(τ )I,
d = 2 or 3, is the deviatoric part of τ , | · | denotes the usual Euclidean matrix
norm, κ(ξ) = max(0, 1− τY /ξ), ∀ξ ∈ R+ describes plastic dissipation above the
yield-stress τY , and

τ=
∂τ
∂t
+ (v · ∇)τ + βa(τ ,∇v) (1)
is an objective time derivative, where βa(., .) denotes the following bilinear form
βa(τ ,∇v) = τW (v)−W (v)τ − a (D(v)τ + τD(v))
and a ∈ [−1, 1] is a parameter. Here, W (v) = (∇v − ∇vT )/2 is the vorticity
tensor.
Note that in the context of small strains, the elastic stress is proportional to
the elastic deformation εe = 1/(2µ)τ , where µ is the elastic modulus, allowing
direct comparison with experiments where εe can be measured, as in [5].
2. Problem statement
In order to obtain a closed set of equations, the constitutive equation is coupled
with momentum and mass conservation equations for an incompressible mate-
rial. The problem is stated in dimensionless form: let L (resp. V ) be some
characteristic length (resp. velocity), then We = λV/L,Bi = τY L/(η2V ) and
Re = ρV L/(η1 + η2) are respectively the Weissenberg, Bingham and Reynolds
3
dimensionless numbers [42], α = η2/(η1 + η2) ∈]0, 1] is the so-called retardation
parameter in the context of the Oldroyd model.
Let Ω ⊂ Rd, d = 2, 3 T > 0, and Γd, Γn Γs be a partition of its boundary ∂Ω;
the problem is expressed with dimensionless fields also denoted (τ ,v, p):
(P ): find τ ,v and p, defined in ]0, T [×Ω, such that
We

τ +κ(|τ d|) τ − 2αD(v) = 0 in ]0, T [×Ω, (2)
Re
(
∂v
∂t
+ (v · ∇)v
)
− div τ − (1− α)∆v +∇p = 0 in ]0, T [×Ω, (3)
−div v = 0 in ]0, T [×Ω. (4)
with some general boundary conditions suitable for practical flows:
v = vΓ on ]0, T [×Γd, (5)
σ.n = 0 on ]0, T [×Γn, (6)
v.n = 0 and σnt = 0 on ]0, T [×Γs, (7)
where κ(ξ) = max(0, 1 − Bi/ξ) is now expressed in dimensionless form, vΓ is
known, n is the unit outward normal on ∂Ω and σnt = σ.n − σnn.n is the
tangential stress vector while σnn = (σ.n).n is the normal stress (scalar). The
domains Γd and Γn are boundaries with the classical Dirichlet and Neumann
type boundary conditions, and Γs is a boundary with slip boundary condition;
although rare in the context of fluid mechanics, such a boundary condition is
pertinent in the case of foam modeling (see section 4). In addition, since (2) is
a transport equation, the extra stress tensor τ may also be prescribed at the
upstream boundary Γ− = {x ∈ ∂Ω, v.n < 0} as:
τ = τ− on ]0, T [×Γ−. (8)
Fig. 1 is an illustration of such boundary conditions.
In the general case, the quantity p is the Lagrangian multiplier associated
with the incompressibility constraint (4), it coincides with the physical pres-
sure ptot = −1/3 tr(σ) when the elastic stress tensor τ is traceless, i.e. when
a = 0 in the objective derivative (1).
Notice that when We = Bi = 0, then κ = 1 and the problem reduces to the
usual Navier-Stokes equations with τ = 2αD(v). When We > 0 and Bi = 0
the viscoelastic Oldroyd [32] model is obtained. Conversely, when Bi > 0 and
We = 0, the system reduces to the viscoplastic Bingham [4, 31] model. In the
case of slow flows, the nonlinear inertia term (v · ∇)v in (3) can be neglected,
which we do in the following.
3. Numerical method
The numerical method is based on an adaptation to elastoviscoplastic fluids of
a splitting algorithm introduced in [38, 39, 40] for the viscoelastic fluids. This
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adaptation is not straightforward: while the resulting subproblems at each time
steps were linear for viscoelastic fluids, they become here strongly nonlinear.
We describe in details the algorithm below. It is summarized in section 3.4.
3.1. Time discretization
Let U = (τ ,v, p) and M = diag(We,Re, 0). The time-dependent problem
(2)-(4) is rewritten in a concise form:
M∂U
∂t
+A(U) = 0
where A denotes the following nonlinear operator:
A(U) =
 We ((v · ∇)τ + βa(τ ,∇v)) + κ(|τ d|) τ − 2αD(v)−div τ − (1− α)∆v +∇p
−div v

We consider the following operator splitting A = A1 +A2 where
A1(U) =
 κ(|τ d|) τ − 2αD(v)−div τ − (1− α)∆v +∇p
−div v
 and A2(U) =
 We ((v · ∇)τ + βa(τ ,∇v))0
0

We obtain a splitting of the two main non-linearities: A1 contains all the vis-
coplastic effects, controlled by the Bi number in κ and A2 involves the viscoelas-
tic effects, controlled by the We number. This choice will lead to a decoupled
algorithm for the computation of the (v, p) and τ components. Following [39],
let us consider the three-steps θ-scheme time-approximation of the previous
equation:
MU
n+θ − Un
θ∆t
+A1
(Un+θ)+A2 (Un) = 0
MU
n+1−θ − Un+θ
(1− 2θ)∆t +A1
(Un+θ)+A2 (Un+1−θ) = 0
MU
n+1 − Un+1−θ
θ∆t
+A1
(Un+1)+A2 (Un+1−θ) = 0
where ∆t > 0 and θ ∈]0, 1/2[ is the scheme parameter. At each time step, Un
is known and we compute successively Un+θ, Un+1−θ and Un+1 by solving sub-
problems related to A1, A2 and A1, respectively, i.e. viscoplastic, viscoelastic
and also viscoplastic subproblems.
These subproblems can be rearranged in order to decouple the computation of
(v, p) and τ .
Remark that the third step of the θ-scheme is similar to the first one.
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3.2. The nonlinear Stokes subproblem
τn and vn being known, the first subproblem writes:
(Q1): find τn+θ, vn+θ and pn+θ, defined in Ω, such that
We
τn+θ
θ∆t
+ κ
(∣∣τn+θd ∣∣) τn+θ − 2αD (vn+θ) = γn (9)
Re
vn+θ
θ∆t
− div τn+θ − (1− α)∆vn+θ +∇pn+θ = Re v
n
θ∆t
(10)
−div vn+θ = 0 (11)
completed by the boundary conditions (5)-(7) at step n + θ. where the right-
hand side γn is explicitly known:
γn = We
(
τn
θ∆t
− (vn · ∇)τn − βa (τn,∇vn)
)
Observe that κ = 1 for Bi = 0 and this subproblem reduces to the three-fields
formulation of the Stokes problem. When Bi > 0, the κ function introduces a
strong nonlinearity. Nevertheless, this system can then be solved by a suitable
nonlinear algorithm such as a fixed-point method.
Fixed-point algorithm. Let (τ¯ k, v¯k, p¯k)k≥0 be the sequence defined by the
following induction.
• step k = 0: Let (τ¯ 0, v¯0, p¯0) = (τn,vn, pn).
• step k ≥ 1: Let (τ¯ k−1, v¯k−1, p¯k−1) being known. Then we solve the
following linear three-field Stokes problem:
(QFP ): find (τ¯ k, v¯k, p¯k) such that
We
τ¯ k
θ∆t
+ κ
(∣∣τ¯ k−1d ∣∣) τ¯ k − 2αD (v¯k) = γn (12)
div τ¯ k − Re
θ∆t
v¯k + (1− α)∆v¯k −∇p¯k = −Re v
n
θ∆t
(13)
div v¯k = 0 (14)
completed by the boundary conditions at step k, replacing in (5)-(7) v by
v¯k and σ by −p¯k I + 2(1− α)D (v¯k)+ τ¯ k.
• Arrest when a criterium on the residual of the initial nonlinear problem
Q1 is satisfied. This criterium is defined at the discrete level (see eq.(21)
below).
The linear subproblem in each step of the fixed point algorithm is a three-
fields Stokes problem. The sequence (τ¯ k, v¯k, p¯k)k≥0 of the fixed-point algorithm
converges to (τn+θ,vn+θ, pn+θ), the solution of the first subproblem (9)-(11).
We describe now the variational formulation of this subproblem.
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Variational formulation of the linearized three-fields Stokes subprob-
lem. We introduce
T = {τ = (τij); τij = τji; τij ∈ L2(Ω); i, j = 1, . . . , N},
X(u) = {v ∈ H1(Ω)N ,v = u sur Γc,v · n = 0 on Γs},
Q = L20(Ω) =
{
q ∈ L2(Ω);
∫
Ω
q = 0
}
and we denote by
(p, q) =
∫
Ω
pq(x)dx, (v,w) =
∫
Ω
v ·w(x)dx, (τ ,γ) =
∫
Ω
τ : γ(x)dx
the scalar products on L2(Ω), L2(Ω)N ,L2(Ω)N
2
, and ‖ · ‖ the corresponding
norms. In the following, C1, C2, C3, C4, C5 are strictly positive real constants.
Denoting ν(τ¯ k−1) =
(
We
θ∆t + κ(|τ¯ k−1d |)
)
, a variational formulation of problem
(QFP ) writes
(V FQFP ): find (τ¯ k, v¯k, p¯k) ∈ T ×X(vΓ)×Q such that(
ν(τ¯ k−1)τ¯ k,γ
)− 2α(D(v¯k),γ) = (γn,γ), (15)(
Re
θ∆t
)
(v¯k,w) + 2(1− α)(D(v¯k), D(w))
+(τ¯ k, D(w))− (p¯k,div w) = Re
θ∆t
(vn,w), (16)
(q,div v¯k) = 0, (17)
∀(γ,w, q) ∈ T × X(0) × Q. Following Baranger and Sandri [2], we write this
problem in the form
Find (τ¯ k, v¯k, p¯k) ∈ T ×X(vΓ)×Q such that
a((τ¯ k, v¯k), (γ,w)) + b(w, p¯k) = (γn,γ) + 2α
Re
θ∆t
(vn,w),
b(v¯k, q) = 0,
∀(γ,w, q) ∈ T ×X(0)×Q,
where
a((τ¯ k, v¯k), (γ,w)) = (ν(τ¯ k−1)τ¯ k,γ)− 2α(D(v¯k),γ) + 2α
(
Re
θ∆t
)
(v¯k,w)
+4α(1− α)(D(v¯k), D(w)) + 2α(τ¯ k, D(w)),
and b(w, p¯k) = −(p¯k,divw).
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One can easily show that the bilinear form a is coercive and continuous on X(0)
for 0 < α < 1 ; as in addition, there is an inf-sup condition between the space
of velocity with a slip boundary condition X(0) and the pressure space Q [47],
problem (V FQFP ) admits a unique solution for 0 < α < 1.
If α = 1, one can still prove the unicity of the solution, and its existence in
discrete spaces.
Space discretization. Following [14], the space discretization of the three
field Stokes system (12)-(14) is based on a discontinuous piecewise affine finite
element method for stresses, while velocities and pressures are approximated
by the Taylor-Hood P2-P1 element. Since stresses approximation is discontinu-
ous, the transport subproblem will be discretized by the discontinuous Galerkin
method, suitable for first-order hyperbolic systems [26, 2] (see section 3.3).
Let Ωh be a polygonal approximation of the domain Ω Th a triangulation of Ωh.
The boundary Γh of Ωh is partitioned into three subdomains Γd,h,Γn,h,Γs,h
that correspond to Γd,Γn,Γs. Let Th, Xh(u), and Qh be the finite element
spaces corresponding to T , X(u) et Q.
We introduce
X˜h = {vh : Ωh → R2 |vh ∈ C(Ωh)2, vh ∈ P2(K)2, ∀K ∈ Th}.
and we choose
Qh = {qh : Ωh → R | qh ∈ C(Ωh), qh ∈ P1(K), ∀K ∈ Th}.
This combination of spaces verifies the Babuska-Brezzi conditions [16], but we
have to take into account the slip boundary condition. We denote by Nh the
set of vertices of Th and of the middles of the edges of the triangles in Th, and
nh an approximation of the unit normal n. We choose
Xh(uh) =
{
vh ∈ X˜h |vh|Γd,h = uh, vh(xs) · nh(xs) = 0, ∀xs ∈ Nh ∩ Γs,h
}
.
If nh is defined for the projection PΓ from Γs to Γs,h :
nh(xs) = n(PΓ(xs)), ∀xs ∈ Nh ∩ Γs,h,
one can show [1, 46] that the spaces Xh(0) and Qh verify the Babuska-Brezzi
conditions.
The space for stresses is defined as
Th = {τ ∈ T ; τ |K ∈ P1(K)4,∀K ∈ Th}.
Matrix formulation of (V FQFP ). We introduce the following matrices
• the matrices Mt and M(νh(τ¯ kh)) are such that, ∀τ¯ kh,γh ∈ Th,
γTh Mt τ¯
k
h = (τ¯
k
h,γh); γ
T
h M(νh(τ¯
k−1
h )) τ¯
k
h = (νh(τ¯
k−1
h )τ¯
k
h,γh);
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• the matrices Mv et A are such that, ∀v¯kh ∈ Xh(v¯d,h) and ∀wh ∈ Xh(wd,h),
wTh Mv v¯
k
h = (wh, v¯
k
h); w
T
h A v¯
k
h = 2(D(v¯
k
h), D(wh));
• the matrix B is such that, ∀v¯kh ∈ Xh(v¯d,h) and ∀γh ∈ Th,
γTh B v¯
k
h = −2(D(v¯kh),γh);
• the matrix C is such that, ∀v¯kh ∈ Xh(v¯d,h) and ∀p¯kh ∈ Qh,
(p¯kh)
T C v¯kh = −(p¯kh,divv¯kh).
• the matrix Mp is such that ∀p¯kh, qh ∈ Qh,
qTh Mp qh = (p¯
k
h, qh).
The problem (V FQFP ) writes
Find (τ¯ kh, v¯
k
h, p¯
k
h) such that
M(νh(τ¯
k−1
h ))τ¯
k
h + αBv¯
k
h = MtT
n
h , (18)(
Re
θ∆t
+ CF
)
Mvv¯
k
h + (1− α)Av¯kh
−1/2BT τ¯ kh + Cp¯kh =
Re
θ∆t
Mvv¯
n
h, (19)
CT v¯kh = 0. (20)
The matrix M(νh(τ¯
k−1
h )) is built on the space Th of stresses, which components
are P1 discontinuous function on each simplex. As a consequence, this matrix is
block-diagonal, with for instance 3×3 blocks in the case of triangular elements,
and can be inverted at a low cost. Therefore, one can express directly τ¯ kh from
D(v¯kh):
τ¯ kh = M(νh(τ¯
k−1
h ))
−1 (MtTn − αBv¯kh) .
And we have (
M C
CT 0
)(
v¯kh
p¯kh
)
= F
where
M =
(
Re
θ∆t
+ CF
)
Mv + (1− α)A+ α
2
BTM(νh(τ¯
k−1
h ))
−1B,
and
F =
(
Re
θ∆tMvv¯
n + 1/2BTM(νh(τ¯
k−1
h ))
−1MtTn
0
)
.
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Stopping criterium for the fixed-point algorithm. The fixed-point algo-
rithm is expected to converge to a discrete solution that satisfies the following
nonlinear discrete problem:
find (τh,vh, ph) ∈ Th ×Xh(uDh )×Qh such that
M(νh(τh))τh + αBvh = MtT
n
h ,(
Re
θ∆t
+ CF
)
Mvvh + (1− α)Avh
−1/2BT τh + Cph = Re
θ∆t
Mvv
n,
CTvh = 0.
Therefore, the residual terms of the k-th iteration of the fixed-point algorithm
are defined by:
ρkFP,τ = M
−1
t
[
M(νh(τ
k
h))τ k,h + αBvk,h −MtT
n
h
]
,
ρkFP,v = M
−1
v
[(
Re
θ∆t
+ CF
)
Mv(vk,h − vnh) + (1− α)Avk,h − 1/2BT τ k,h + Cpk,h
]
,
ρkFP,p = M
−1
p [C
Tvk,h].
Let εFP be a strictly positive real number, the stopping criterium is then given
by:
‖ρkFP,τ‖+ ‖ρkFP,v‖+ ‖ρkFP,p‖ ≤ εFP . (21)
3.3. The stress transport subproblem
This subproblem is more classic in the context of viscoelastic fluid flow problems.
Assume We > 0 and let θ′ = 1− 2θ. Expanding A1 and A2, the second step of
the θ-scheme writes:
(Q2): find τn+1−θ and vn+1−θ, defined in Ω, such that
τn+1−θ
θ′∆t
+ (vn+1−θ · ∇)τn+1−θ + βa
(
τn+1−θ,∇vn+1−θ) = δn+θ (22)
Re
θ′∆t
vn+1−θ =
Re
θ′∆t
vn+θ + div τn+θ + (1− α)∆vn+θ −∇pn+θ (23)
together with the upstream boundary condition (8) for τn+1−θ, and where
δn+θ =
1
θ′∆t
τn+θ − κ
(∣∣τn+θd ∣∣)
We
τn+θ +
2α
We
D
(
vn+θ
)
Well-posedness of the transport problem. Subtracting (10) to (23) and
assuming Re > 0 leads to an explicit expression for vn+1−θ:
vn+1−θ =
1− θ
θ
vn+θ − 1− 2θ
θ
vn
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As this expression does not involve Re, we use it even in the case Re = 0. Since
vn+1−θ is known, (22) is a linear Friedrich’s first-order system [15] for τn+1−θ.
Let L2(Ω)d×ds be the space of symmetric tensors defined in Ω and T the linear
operator defined for all τ ∈ L2(Ω)d×ds by
T (τ ) =
τ
θ′∆t
+ (vn+1−θ · ∇)τ + βa
(
τ ,∇vn+1−θ)
The formal adjoint of T , denoted as T ∗, is defined for all τ ∈ L2(Ω)d×ds by
T ∗(τ ) =
τ
θ′∆t
− (vn+1−θ · ∇)τ − β−a
(
τ ,∇vn+1−θ)
Remark that T ∗ is associated to a bilinear form with −a parameter. Let us
introduce Ts = (T + T
∗)/2, the symmetric part of T :
Ts(τ ) =
τ
θ′∆t
+
1
2
(βa − β−a)
(
τ ,∇vn+1−θ)
=
τ
θ′∆t
− a (D (vn+1−θ) τ + τD (vn+1−θ))
For all τ ,γ ∈ Rd×ds , let us denote τ : γ the scalar product in Rd×ds , defined
by τ : γ = Σdi,j=1τi,jγi,j . Remark that τ : τ = |τ |2. From Friedrichs [15], the
operator T is said to be positive if there exists a constant C > 0 such that, for
all τ ∈ Rd×ds we have:
Ts(τ ) : τ ≥ C |τ |2,∀τ ∈ Rd×ds
Under this condition, the problem (22), together with the upstream boundary
condition (8) for τn+1−θ, admits a weak solution [15].
A short computations shows that the positivity writes also:
1
θ′∆t
− 2|a|∥∥D (vn+1−θ)∥∥∞ > 0
Assuming vn+1−θ ∈ W 1,∞, remark that when a = 0 this condition is always
satisfied. Otherwise, when a 6= 0, this condition expresses that the time step
∆t may be chosen small enough.
Variational formulation of the stress transport subproblem. As the
stress tensor τ is approximated in a P1d finite element space, it is natural to
consider the Discontinuous Galerkin method for this transport subproblem: for
a given simplex K ∈ Th, let nh be the external normal on its edges. We denote
by Γ−K the part of its boundary where v
n+1−ϑ
h · nh < 0. The solution τn+1−θ
of the continuous transport problem (Q2) is approximated by τn+1−θh ∈ Th,
solution of the discrete problem
11
(V FQ2)h Find τh ∈ Th such that, ∀γh ∈ Th,(
1
θ′∆t
τh + (v
n+1−θ
h · ∇)τh + βa(τh,∇vn+1−θh ), γh
)
−
∑
K∈Th
∫
Γ−K
(vn+1−θh · nh)((τh − τ ext) : γh)ds = (δn+θh ,γh)
−
∫
Γ−h
(vn+1−θh · nh)(τ−h : γh)ds, (24)
where
τ ext =
{
0 if Γ−K ⊂ Γh,
external trace of τh on Γ
−
K otherwise.
The second term of the right-hand side enforces the inbound flux condition (8)
on Γ−h .
Matrix formulation. For uh ∈ Xh(vDh ), let G(uh) be the matrix such that
∀τh,γh ∈ Th,
γThG(uh)τh = ((uh · ∇)τh,γh)−
∑
K∈Th
∫
Γ−K
(uh · nh)((τh − τ ext) : γh)ds.
We denote by Ba(uh) the matrix such that ∀τh,γh ∈ Th,
γThBa(uh)τh = (βa(τh,∇vn+1−θh ),γh).
Finally, let F− ∈ Yh be defined as
F− = −We
∫
Γ−h
(vn+1−θh · nh)(τ−h : γh)ds.
The matrix formulation of the discrete transport problem (V FQ2)h writes:
WeG(vn+1−θh )τh +WeBa(v
n+1−θ
h )τh = MtS
n
h + F
−.
3.4. The discrete θ-scheme
We summarize here the discrete formulation of the θ-scheme:
• Initialization : let τ 0h and v0h being known.
• Let n > 0. Suppose τnh and vnh are known. The computation of τn+1h , vn+1h
and pn+1h involves three steps: first (τ
n+θ
h ,v
n+θ
h , p
n+θ
h ), then (τ
n+1−θ
h ,v
n+1−θ
h )
and finally (τn+1h ,v
n+1
h , p
n+1
h )
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I step 1 (fixed point): let us introduce the sequence (τ k,h,vk,h, pk,h)k≥0
defined by:
k = 0: set τ 0,h = τ
n
h and v0,h = v
n
h
k ≥ 0: let (τ k+1,h,vk+1,h, pk+1,h) be the solution of the discrete
Stokes-like subproblem (V FQFP ). The stopping criterium is:
‖ρkFP,τ‖+ ‖ρkFP,v‖+ ‖ρkFP,p‖ ≤ εFP ,
and then
τn+θh = τ k+1,h ; v
n+θ
h = vk+1,h ; p
n+θ
h = pk+1,h.
I step 2 (transport):
vn+1−θh is computed explicitly by:
vn+1−θ =
1− θ
θ
vn+θ − 1− 2θ
θ
vn,
and τn+1−θh is characterized as the solution of the transport subprob-
lem (VFQ2)
I step 3: this step is identical to step 1, by replacing n + θ by n + 1
and n by n+ 1− θ.
• The loop is ended either at a given time or when the stationary solution is
reached, which require an appropriate criterium, described below in (28).
Criterium for a stationnary solution. In agreement with the discrete θ-
scheme described above, a discrete stationary solution (τh,vh, ph) should verify
(We(G(vh) +Ba(vh)) +M(νh(τh)))τh − F− + αBvh = 0
(CFMv + (1− α)A)vh − 1/2BT τh + Cph = 0
CTvh = 0.
For a given iteration (τnh,v
n
h, p
n
h) of the θ-scheme, we define the residual terms
relative to the constitutive equation ρnG,τ , to the momentum equation ρ
n
G,v, and
to the mass conservation ρnG,p:
ρnG,τ = M
−1
t
[
(We(G(vnh) +Ba(v
n
h)) +M(νh(τ
n
h)))τ
n
h − F− + αBvnh
]
(25)
ρnG,v = M
−1
v
[
(CFMv + (1− α)A)vnh − 1/2BT τnh + Cpnh
]
, (26)
ρnG,p = M
−1
p [C
Tvnh]. (27)
Let εG be a strictly positive real number; the stopping criterium is then given
by:
‖ρnG,τ‖+ ‖ρnG,v‖+ ‖ρnG,p‖ ≤ εG. (28)
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Figure 2: Geometry of the Couette flow and the computational domain.
4. Results and discussion
4.1. Tests, validation and convergence results
Our θ-scheme algorithm is first checked for a viscoelastic Oldroyd model, ob-
tained with Bi = 0. We consider the exact stationary solution of the Oldroyd-B
model, i.e. with the upper convected objective derivative associated to a = 1,
in the Couette flow between two cylinders (see fig. 2). Let ri (resp. re) be
the radius of the inner (resp. outer) cylinder, and vi (resp. ve) be its velocity.
In that case, the solution of the stationary problem is known and expresses in
cylindrical coordinates (r, ϑ, z):
vexϑ (r) =
C1
r
+ C2r
τexrr (r) = 0, τ
ex
ϑϑ(r) =
8WeαC21
r4
, τexrϑ (r) = −
2αC1
r2
where
C1 =
virir
2
e − verer2i
r2e − r2i
, and C2 =
vere − viri
r2e − r2i
In the present computations, ri = 15, re = 30, vi = 1 and ve = 0, while
Ω = [−15, 15] × [15, 25] is a rectangular subdomain of the cylindrical section
of the flow domain (see Fig. 2). The dimensionless numbers are We = 2 and
α = 0.99. The set of equations (2)-(3)-(4) are solved together with boundary
conditions v = vex on ∂Ω and τ = τ ex on Γ− = {x ∈ ∂Ω,v · n < 0}.
The time-dependent θ-scheme starts with an initial condition at rest and the
loop stops when a stationary solution is reached, with εG = 10
−7 in (28). Then,
the L2 norm of the error e = τ −τ ex between the approximate FEM solution τ
and the exact one τ ex is computed. This procedure is repeated on a sequence of
uniform meshes with decreasing sizes h = 5× 2−k (re − ri), k = 1, . . . , 4. Fig. 3
plots the L2 norm of the error versus h in logarithmic scale: observe that the
slope is 2. This suggests that the error behaves as O(h2), which is optimal for
first-order approximation of stresses. Notice that this optimal behavior is better
than the O(h3/2) theoretical bound of the error for the viscoelastic problem [2]:
it based on a O(h3/2) theoretical error bound [23] for the P1 discontinuous
14
10−4
10−3
10−2
10−1
1
10−2 10−1 1h
re − ri
‖τ − τ ex‖L2
2
viscoelastic
elastoviscoplastic
Figure 3: Convergence error versus the mesh size h of the stationary solution: Green dashed
line: Oldroyd-B model with We = 2, α = 0.99, a = 1; red solid line: EVP model with
We = 0.1, Bi = 0.1, α = 0.5.
Galerkin approximation on a pure transport problem. The present numerical
results confirm that these theoretical error bounds can be improved for some
families of meshes, as pointed out by Richter [36], that showed a O(h2) optimal
bound for a pure transport problem. This result was recently extended by
Cockburn et al. [10], while Peterson [33] showed that the estimate O(h3/2) is
sharp for general families of quasi-uniform meshes.
Let us consider now the full EVP model: the exact solution is not known for
the Couette geometry. Nevertheless, thanks to the radial symmetry, it reduces
to a one-dimensional problem and has already been solved numerically [7, 9, 6].
A highly accurate numerical solution, associated with 3000 on-dimensional ele-
ments in the [ri, re] interval, is computed here. This solution is then compared
with a two-dimensional computation, in order to validate our computational
procedure. The Couette geometry and the computational domain Ω are un-
changed while the material parameters are We = 0.1, Bi = 0.1, a = 1 and
α = 0.5. As Bi 6= 0, the three-fields Stokes problem (Q1) is non-linear and we
use εFP = 10
−8 in the stopping criterium (21) of the fixed-point algorithm; as
before, the stationary solution is defined with εG = 10
−7 in (28). The accurate
one-dimensional solution is imposed as a boundary condition on the domain Ω
(see Fig. 2) and we run the bidimensional algorithm for a sequence of uniform
meshes with decreasing sizes h = 5× 2−k (re− ri), k = 1, . . . , 4. Fig. 3 plots the
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L2 norm of the error versus h in logarithmic scale: observe that the slope is 2.
This indicates an optimal rate of convergence of the finite element procedure.
As our numerical procedure is now validated, let us turn to more complex flow
simulations, of practical interest and for which the exact solution is not known.
4.2. Flow arround an obstacle and comparison with experiments
Flow in a channel around obstacle [45] is a classical setup to probe the rheological
of complex fluids, both experimentally and theoretically. In the context of foam
rheology, experiments have shown some specificities that cannot be understood
if one does not take into account elasticity, viscosity, and plasticity altogether,
in a tensorial framework. Furthermore, this experiment avoids some artifacts
that can appear in the more classical Couette setup [6].
This flow displays a strong spatial heterogeneity, simultaneous VEP behaviors,
a large range of elastic deformations, several elongation and rotation rates, and
various relative orientations of the relevant tensors [30]. It enables to follow a
bubble at different stages, while it stretches, then while it relaxes: thus, even in
a steady flow, transient effects and relaxation times are apparent. It is classically
used as a stringent test to discriminate between different models [37].
In addition, experiments with foams or emulsions, especially in 2 dimensions,
enable an easy, simultaneous visualization of the micro-structure (bubbles or
droplets, which act as tracers of velocity and deformation) and the large scale
(global flow heterogeneities). As bubbles slide along the borders with a negligible
friction [8], the flow curves are independent of some specific surface rheology that
appeared to imply non local effects [20] for some other VEP materials. From
a numerical point of view, slip boundary conditions allow to impose a uniform
velocity in the x1 direction on the upward boundary Γd of Fig. 1, and a zero
stress inbound flux. In the case of a no slip boundary condition, we could use as
an inbound condition the solution of the model in a Poiseuille setup, obtained
with a high precision with a 1D algorithm. In [5], we compared the numerical
resolution presented here with experimental data (Figs. 4).
The geometry of the problem is detailed in Fig. 1; in particular a slip boundary
condition is imposed on the obstacle. A constant velocity vΓ = (1, 0) is imposed
upstream Γd = Γ− while a Neumann condition is used downstream Γn. Since
the bidimensional flow is symmetric with respect to the x1 axis, only half of the
domain is used for the computation and the symmetry condition is similar to the
slip condition. Finally, Γs denotes the union of the wall, the obstacle and the
symmetry axis boundaries. Upstream, the extra-stress data is τΓ = 0. Finally,
the initial conditions for τ and v are taken as zero, since only the stationary
solution is of interest for the present flow around an obstacle. The domain has
to be long enough both upstream and downstream to ensure that the boundary
conditions do not perturb the solution.
Fig. 5 represents how the time-dependent calculations converge towards the
16
Figure 4: Comparison numerical resolution/experiments, from [5]. Thick colored arrows:
velocity field. Circles: elastic deformation tensors; the positive (resp. negative) eigenvalue
corresponding to elongation (resp. compression) is represented by a line (resp. not repre-
sented). Thin lines: stream lines. Top half (red): present calculation using a continuous
model. εY = 0.2, λ = 0.2 s, η1/η2 = 0.1, k = 0. Bottom half (blue): experimental data.
Scale: bar: 1 (dimensionless) for the elastic eigenvalues (circle diameter); black arrow: en-
trance velocity V .
stationary solution, for the following set of parameters:
We = 0.075, α = 0.9, εY = BiWe/2 = 0.3, a = 1, dt = 0.01
and the mesh used for computation is showed in 5.
The residual term decreases first rapidly, until iterate n = 200. It then reaches
a plateau from n = 300 to 2800 which corresponds to the advection of initial
defects. Note that this advection lasts approximately 3000 iterations, which
corresponds to a dimensionless time of 30 as the time step is dt = 0.01 ; as the
input velocity is unity in dimensionless units, this corresponds to the transport
of the defects over the part of the channel downstream of the obstacle. With
a shorter downstream domain, the plateau would have been shorter as well. It
eventually reaches an asymptotical regime with a constant slope of convergence.
Iterations were stopped when the residual term reached 10−7.
Finally, we check the convergence of the model with respect to mesh size in this
complex configuration: Fig. 6 shows the map of the positive part of |τ d|−Bi: the
finer mesh predicts the same yielded area as the coarser one. This is confirmed
by cuts of velocity and stress components along the x2 = 0 axis (Fig. 7); in
particular, computations with the two meshes predict the same overshoot of the
velocity after the obstacle, which is one of the salient features of this setup.
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Such an overshoot, also referred to as ”negative wake” in the literature, has
already been evidenced, both experimentally and numerically with viscoelas-
tic materials at high velocity (see [5] for a short review) and viscoelastoplastic
materials such as Carbopol, with spherical objects settling [35] or flow perpen-
dicular to a disc [24]. These experiments exhibit a strong fore-aft asymmetry
with negative wake even in the case of slow flows, which cannot be predicted
neither by VE or VP models. As Carbopol is a shear thinning yield stress fluid
with elastic properties, it seems that the present approach with the model [43]
could be successfully applied to interpret these experiments.
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a) L2 norm of the residual (25) vs time iterate.
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Figure 5: Numerical convergence of the calculation toward stationary solution (see text): a)
L2 norm over the computational domain Ω of the residual (25), versus the time iterates; b),
c), and d): snapshots of the residual at different time iterates that correspond to the arrows in
a); the mesh used for the computation appears in the background. The gray scale is not the
same between iterates, as the maximal value of the norm varies over 6 degrees of magnitude; in
more details: b) initial phase of fast decrease: different gray scales; c) plateau: same grayscale,
from 4 · 10−3 (light gray) to 2 · 10−2 (black); d) Steady decreasing phase: from 6.56 · 10−8
(light gray) to 9.84 · 10−7 (black).
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Figure 6: Convergence of the EVP model with the mesh size: positive part of |τd| −Bi ; top:
with the mesh used for computations in [5], bottom: with a finer mesh. Same grayscale for
both ; values above zero (areas in gray to black) correspond to yielded regions.
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Figure 7: Convergence of the EVP model with the mesh size: cuts of some components of
velocity (left) and stress (right) along the x1 axis (same data as in [5]).
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Conclusion
An efficient time-dependent decoupled approach, called a θ-scheme, was pre-
sented in this paper. This approach allows to decouple the two main difficulties
of EVP problems: the viscoplasticity and the viscoelasticity, resulting in two
subproblems. The first subproblem, containing the nonlinear terms due to vis-
coplasticity is solved by a fixed point algorithm. The second subproblem, related
to viscoelasticity, reduces to a tensorial linear transport problem, involving the
material derivative. This splitting of the two difficulties leads to an efficient
solver. This efficiency is confirmed by the numerical results presented in this
paper: an optimal convergence rate with respect to the space discretization and
a fast and robust convergence to a stationary solution. Finally, the solution of
the EVP model compares well with experimental measurements, leading to both
qualitative and quantitative agreement for liquid foams in a complex flow prob-
lem, the flow around an obstacle. This model allows realistic predictions of both
the velocity field and the elastic stress. Future works will explore flows of liquid
foams for some tridimensional geometries where experimental data are available
and will also compare the model to flows of others soft glassy materials such
as Carbopol solutions. The present splitting algorithm could also be extended
to solve the case of non-constant viscosity and relaxation time: see e.g. [13] for
applications to thixotropic elastoviscoplastic fluids and [19] for non-isothermal
and thixotropic viscoplastic fluids.
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