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Pathogens manipulate the cellular mechanisms of host organisms via pathogen–
host interactions (PHIs) in order to take advantage of the capabilities of host cells,
leading to infections. The crucial role of these interspecies molecular interactions
in initiating and sustaining infections necessitates a thorough understanding of the
corresponding mechanisms. Unlike the traditional approach of considering the host
or pathogen separately, a systems-level approach, considering the PHI system as
a whole is indispensable to elucidate the mechanisms of infection. Following the
technological advances in the post-genomic era, PHI data have been produced in
large-scale within the last decade. Systems biology-based methods for the inference
and analysis of PHI regulatory, metabolic, and protein–protein networks to shed light
on infection mechanisms are gaining increasing demand thanks to the availability
of omics data. The knowledge derived from the PHIs may largely contribute to the
identification of new and more efficient therapeutics to prevent or cure infections.
There are recent efforts for the detailed documentation of these experimentally
verified PHI data through Web-based databases. Despite these advances in data
archiving, there are still large amounts of PHI data in the biomedical literature yet
to be discovered, and novel text mining methods are in development to unearth
such hidden data. Here, we review a collection of recent studies on computational
systems biology of PHIs with a special focus on the methods for the inference and
analysis of PHI networks, covering also the Web-based databases and text-mining
efforts to unravel the data hidden in the literature.
Keywords: pathogen–host interaction, computational systems biology, bioinformatics, omics data, protein–
protein interaction, metabolic interaction, gene regulatory network, drug target
Introduction
Infectious diseases are one of the preliminary causes of death worldwide each year. Emerging
and reemerging diseases and drug resistant pathogens have made the problem more serious
for human beings. Therefore, novel therapeutic strategies, called theranostics, are increasingly
investigated to ﬁght the biological threats. These strategic solutions require a systems biolog-
ical approach with a thorough understanding of the underlying mechanisms of infections by
focusing on molecular interactions between pathogenic and host organisms (Morens et al., 2004;
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Murali et al., 2011; Guthke et al., 2012; Durmus¸ Tekir and Ülgen,
2013). Systems biology is an interdisciplinary research ﬁeld in
life sciences focusing on the study of non-linear interactions
among biology entities through the integration and combina-
tion of biomolecular and medical sciences with mathematical,
computational, and engineering disciplines (Kitano, 2002). By
modeling biological phenomena, systems biology uses a more
holistic approach based on omics data instead of the traditional
reductionism focusing at only a few molecules and interactions.
The pathogen–host interactions (PHIs) may be between pro-
teins, nucleotide sequences, metabolites, and small ligands. The
protein–protein interactions (PPIs) have been identiﬁed as the
most important type in the functioning of PHI systems and there-
fore are the most studied type (Stebbins, 2005; Korkin et al.,
2011; Zoraghi and Reiner, 2013). However, non-coding RNAs
(ncRNAs) and metabolites have also been reported to have criti-
cal functional roles in virus–host and bacteria–host interactions,
respectively (Gottwein and Cullen, 2008; Skalsky and Cullen,
2010; Eisenreich et al., 2013; Saayman et al., 2014).
Diﬀerent levels of omics data collected from pathogens and/or
infected cells are crucial components that drive bioinformatic
analyses facilitating the construction and analysis of infection-
speciﬁc gene-regulatory, metabolic, and protein–protein net-
works (Westermann et al., 2012; Schulze et al., 2015). Such
network-based computational systems biology analyses of PHI-
based omics data enable the elucidation of infection mechanisms
and their dynamics, the identiﬁcation of potential drug targets
for the next-generation antimicrobial therapeutics, and the devel-
opment of novel and personalized strategies for the prevention
and treatment of infections. With an increasing amount of exper-
imental PHI data, Web-based databases were developed to derive
and provide pathogen–host interactome data, usually focusing on
speciﬁc pathogens or hosts (Wattam et al., 2014; Ako-Adjei et al.,
2015; Calderone et al., 2015; Guirimand et al., 2015). Although
the available databases are promising in data archiving, a huge
amount of PHI data is not stored in any of these databases,
since these data are buried in the literature. Therefore, there
is an urgent need for novel text mining methods speciﬁc for
PHI data retrieval. In this paper, the eﬀorts on the collection of
PHI-based omics data are reviewed ﬁrst. Next, a review of the
computational systems biology analyses of three major types of
PHI networks is provided. Then, the available PHI databases and
the current snapshot of the literature on text mining for PHI data
are presented.
Omics Data Reflecting PHI Networks
The systems biology approaches with genome-wide molecular
proﬁling using high-throughput techniques to generate omics
data are changing the face of infection biology together with the
computational methods for heterogeneous data management and
integrative analysis via mathematical modeling (Guthke et al.,
2012; Law et al., 2013). New insights in the microbial and viral
pathogenesis, in particular in the host’s immune response to con-
tact with pathogens, oﬀer opportunities for better diagnostics,
therapeutics, and vaccines. Thus, systems biology of infection
allows to yield novel therapeutic targets (Sarker et al., 2013)
and to establish individualized or personalized medicine. The
integrative personal omics proﬁle (iPOP) combines genomics,
transcriptomics, proteomics, metabolomics, and autoantibody
proﬁles from a single individual over a 14-month period (Chen
et al., 2012; Li-Pook-Than and Snyder, 2013).
There are various platforms for handling of measured data
from samples, data storage and exchange, data pre-processing
and data analysis. Powerful platforms for data management in
systems biology have recently become available and are stan-
dardized step by step by the Functional Genomics Data Society1
(FGED, founded in 1999 as MGED; Brazma et al., 2006). Several
systems biology projects in Europe including the ones dedicated
to PHI research use the SysMO-DB/SEEK system for sharing
data, knowledge (including Standard Operating Procedures –
SOPs) and mathematical models2 (Wolstencroft et al., 2011).
For the management of genomics, transcriptomics, and (2D-
gel) proteomics data in infection research, the data warehouse
‘OmniFung’ was established to support research on fungi–host
interactions3 (Albrecht et al., 2011, 2007).
The free, open source and open development software project
Bioconductor, which is primarily based on the statistical R pro-
gramming language, provides 934 software packages, 894 annota-
tion and 224 experimental data sets for the bioinformatic analysis
and comprehension of high-throughput genomic data4 (Version
3.0). These packages as well as other R packages not included in
the Bioconductor project are useful for the advanced, in particu-
lar integrative, analysis of omics data and modeling of PHIs. To
identify genes, proteins or metabolites of interest for biomarker
discovery or drug target prediction by supervised machine learn-
ing methods, there are many data mining tools available. For
instance, WEKA5 or RapidMiner6 is used to characterize the
response of the host immune system by decision tree analysis of
ﬂow cytometric data (Simon et al., 2012). In addition, there are
platforms and software tools for the integrative and explorative
analysis and visualization of data from the diﬀerent omics levels
of PHIs (Horn et al., 2014).
PHI-Based Genome and Transcriptome Data
The genomic information from the host and the pathogen rep-
resents the basis for all further molecular analyses and bioinfor-
matic investigations of PHI systems. Thus, genome sequencing is
fundamental. It helps to improve diagnosis, typing of pathogen,
virulence and antibiotic resistance detection, and development
of new vaccines and culture media. Single nucleotide poly-
morphism (SNP) typing is important for both identiﬁcation
and characterization of variants of pathogens (strains, clinical
isolates) as well as to study the susceptibility of humans for
certain infections. In the last decade, there was, and in the
future there will be, an explosion of genome sequence data.
1http://fged.org
2www.sysmo-db.org
3www.omnifung.hki-jena.de
4http://bioconductor.org
5http://www.cs.waikato.ac.nz/ml/weka
6www.rapidminer.de
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The new sequencing technologies enable small research units
to create huge genome datasets at low cost in short time. As a
result, handling, comparing, and extracting useful information
from millions of sequences becomes more and more challeng-
ing, i.e., increased eﬀorts in computational biology are urgently
needed. In particular, sequencing is used for genomic and tran-
scriptomic characterization of new emerging pathogens. Whole-
genome sequencing based phylogenetic studies have implications
for understanding the evolution of the PHIs as well as tracking
and possibly preventing infection diseases as performed for the
Enterotoxigenic Escherichia coli (ETEC), a major cause of infec-
tious diarrhea (vonMentzer et al., 2014).Metagenomic andmeta-
transcriptomic studies of pathogens revealed how pathogenic
microorganisms adapt to hosts, e.g., plants (Guttman et al.,
2014).
The ﬁrst step of genome sequence analysis, the assembling
of genome sequence data into a single genomic contig, may be
diﬃcult, in particular due to assembling repeated sequences if
reference genomes are not available. Then, additional informa-
tion may be required to resolve the remaining DNA regions.
The next step, the functional annotation of virulence-relevant
pathogens and focusing on host-interaction genes, is often dif-
ﬁcult as the genes of interest for PHIs are frequently species-
speciﬁc and, thus, studies of gene homologies may not be helpful.
The situation would be improved by the databases of protein
families involved in host interactions, which incorporate the
currently used gene names, sequence motifs, gene functions,
and experimental results (see section “Web-Based Databases
for PHI Systems”). On the other hand, comparative genomics
can provide insights into molecular pathogenesis, host speci-
ﬁcity, and evolution of pathogens. Next generation sequenc-
ing (NGS) has revolutionized the molecular investigation of
the diversity of pathogens on the genomic and transcriptomic
level. It enables an eﬃcient analysis of complex human micro-
ﬂoras, both commensal and pathological, through metagenomic
methods. Genomic sequences and their annotations are pro-
vided through several portals, such as the Genomes Online
Database7.
In contrast to the static information from the genome,
the transcriptome reﬂects the dynamics of PHI systems that
results in temporal proﬁles of gene expression with changes in
the scale of minutes and hours. More and more, beside the
protein-coding mRNAs, also various non-conding small RNAs
are investigated. For instance, in Staphylococcus aureus, a lead-
ing pathogen for animals and humans, about 250 regulatory
RNAs were found (Guillet et al., 2013). Repositories for tran-
scriptome data, such as Gene Expression Omnibus8 (GEO)
and ArrayExpress9 freely distribute microarray and NGS (RNA-
Seq) data as well as other forms of high-throughput functional
genomics data. In GEO, data from more than 1600 organ-
isms, both pathogens and hosts, are accessible. For instance, for
the pathogens Mycobacterium tuberculosis, S. aureus, Candida
albicans, and Helicobacter pylori transcriptome data from 1,855,
7https://gold.jgi-psf.org
8http://www.ncbi.nlm.nih.gov/geo
9https://www.ebi.ac.uk/arrayexpress
1,777, 1,627, and 1,284 samples are available, respectively. Other
data sets monitor the transcriptome of the host’s response,
e.g., Homo sapiens and Mus musculus (GSE56091, GSE56093).
Some monitor data from host and pathogen simultaneously,
e.g., S. aureus and the zebraﬁsh Danio rerio (GSE32119). NGS
has opened the door for simultaneous transcriptome analy-
sis by the so-called dual RNA-Seq (Tierney et al., 2012a,b;
Westermann et al., 2012; Camilios-Neto et al., 2014; Longo
et al., 2014; Pittman et al., 2014; Xu et al., 2014; Schulze et al.,
2015).
PHI-Based Proteome and Metabolome Data
Proteins are key players in PHIs, in particular in pathogen
recognition as well as innate and adaptive immune responses.
Pathogen-associated molecular patterns (PAMPs) are molecules
or small molecular motifs within a group of pathogens (e.g., the
protein ﬂagellin, lipopeptides, lipopolysaccharide – LPS) that are
recognized by proteins, the so-called pattern recognition recep-
tors (PRRs), such as Toll-like receptors (TLRs; Qian and Cao,
2013). For instance, TLR4 recognizes bacterial LPS, and TLR5
recognizes bacterial ﬂagellin. The PRRs stimulate signal transduc-
tion via pathways, e.g., the tumor necrosis factor alpha (TNFα)
signaling or the interferon-gamma (IFNγ)-receptor pathway
including the JAK-STAT-pathway. IFNγ is a cytokine that is a
key player in innate and adaptive immunity against viral, as well
as some microbial and protozoan infections. The nuclear factor
NF-κB is a protein, a transcription factor, that is activated by var-
ious intra- and extra-cellular stimuli such as bacterial or viral
products, for instance via the TLRs signaling and induces the
expression of pro-inﬂammatory cytokines (interleukines, TNFα,
Type I interferones). Thus, the application of proteomics is cru-
cial in the investigation of PHI systems and for the above men-
tioned iPOP, e.g., the immune proﬁling of patients (Chen et al.,
2012).
By dedicated bioinformatic pipelines, a description of
pathogen proteomes and their interactions within the context
of human host has a strong impact in both diagnostic and
clinical treatment of the patient. In the last few years, several
advanced proteomic techniques have been established provid-
ing individual proteome charts of both pathogens and hosts,
including antimicrobial or antimycotic resistance proﬁling and
immune proﬁling of the patient. Proteome analysis is hampered
by the extremely divergent biochemical properties of the indi-
vidual proteins, making an entire view of the proteome almost
impossible (Otto et al., 2014). The coupling of multidimensional
separations with mass spectrometry (MS) for protein and pep-
tide analyses via, for instance, the matrix-assisted laser desorption
ionization (MALDI) and electrospray ionization (ESI) techniques
resulted in powerful MS instrumentations. Many of these MS-
based techniques, e.g., MALDI-TOF, have been used in clinical
microbiology and research (Del Chierico et al., 2014; Otto et al.,
2014). For PHI analyses, the cell wall proteins and the secretomes
are of special interest to study the PAMPs and PRRs as well as
their interplay (Schmidt and Völker, 2011; Zheng et al., 2011;
Heilmann et al., 2012; Di Carli et al., 2012). PHI analysis stud-
ies that focus on the host side studying the immune response
(Hartlova et al., 2011; Heyl et al., 2014) or on the pathogen side
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(Bröker and van Belkum, 2011; Cash, 2011; Ahmad et al., 2012)
have also been conducted. The integrative analysis of proteome
data with other omics data for both pathogens and hosts is a
very challenging task in bioinformatics (Albrecht et al., 2010,
2011).
Stanberry et al. (2013) demonstrated on the host side a strong
association between the metabolome proﬁles, i.e., the metabo-
lite expression levels of diﬀerentially expressed pathways, and
their temporal patterns at each time point with the disease
status of viral infection with a human rhinovirus and a respi-
ratory syncytial virus. For metabolic studies on the pathogen
side, there are in silico strategies to identify eﬀective targets
for anti-infective drugs based on constraint-based modeling of
genome-scale metabolic networks (Chavali et al., 2012; see sec-
tion “PHI Metabolic Network Models”). A prominent type of
PHIs is the production of toxins by the pathogens that attack the
host. For instance, gliotoxin produced by the human-pathogen
fungus Aspergillus fumigatus modulates the immune response
and induces apoptosis in the host (Gardiner and Howlett, 2005;
Scharf et al., 2012). Another type of PHI is due to the pathogens
that frequently utilize substrates from the host (Rohmer et al.,
2011). The gene regulatory network (GRN) model-assisted stud-
ies of the uptake of essential substrates such as iron (Linde et al.,
2010, 2012) or nitrogen sources (Ramachandra et al., 2014) by
such pathogens address speciﬁc but important aspects of PHIs.
Computational Systems Biology of PHI
Networks
A systems biology approach is crucial to model and understand
PHIs, in particular interactions between the immune system of
humans or animals, and the pathogens (Berglund et al., 2009;
Guthke et al., 2012; Horn et al., 2012; Zhou et al., 2013). Systems
biology of PHIs aims at describing and analyzing the confronta-
tion of the host with viral, bacterial, and fungal pathogens and
parasites by the development of testable computational models of
PHIs. The predictive power of such models enables diagnosis and
therapy by the prediction of biomarkers and drug targets. Systems
biology of PHIs includes an integrative analysis and modeling
of genome-wide and/or spatio-temporal data from both the host
and the pathogen, or the response of the host or pathogenic
cells to deﬁned perturbations that simulate conditions during
infection.
At the computational side, systems biology of PHIs comprises:
- Modeling of molecular mechanisms of infections,
- Modeling of non-protective and protective immune defenses
against pathogens to generate information for possible
immune therapy approaches,
- Modeling of PHI dynamics and identiﬁcation of biomarkers
for diagnosis and for individualized therapy of infections,
- Identifying essential virulence determinants and host factors,
and thereby predicting potential drug targets
- Understanding of PHIs, in particular the immune system and
the immune evasion of the pathogens, as the result of evolu-
tionary long-term adaptation and selection.
Both the innate and the adaptive immune system comprise
cell-mediated and humoral components. Thus, systems biology
of immune defense has to handle multi-scale modeling from
molecular to systemic/organ level. The same is required for the
pathogen side. The interaction of cellular components is pref-
erentially the area of the agent-based modeling, whereas the
humoral immunity can be modeled by ordinary diﬀerential equa-
tions (ODEs). While the innate immune response is non-speciﬁc
and acts immediately, the adaptive immune response is pathogen
and antigen speciﬁc with time lag and immunological memory.
Thus, the temporal organization and population dynamics have
to be modeled in a diﬀerent manner for the innate and adaptive
immune system in interaction with the pathogen (Perelson, 2002;
Gottschalk et al., 2013; Six et al., 2013; Panayidou et al., 2014).
The study of the interplay between pathogens and immune
cells remains a challenging task due to its complexity. While the
emerging image-systems biology of cellular interaction (Mech
et al., 2011; Hünniger et al., 2014; Kraibooj et al., 2014;
Pollmächer and Figge, 2014) is here out of the scope, the present
review focuses on the molecular, mainly omics data-based level.
Here, a diﬃculty arises to separate host’s transcripts, proteins,
and metabolites from that in the pathogen and to extract them
in a balanced amount for a simultaneous monitoring of these
molecules so that the network models of PHIs are inferred.
Therefore, most studies focus either on the pathogen or the
host side with a deﬁned and controlled change of the respective
other side as an external perturbation, i.e., considering an input
from the outside of the investigated system. Thus, to simplify
the study, the PHIs have been studied mainly in one direction
either from pathogen to host or from host to pathogen. Only
very recently, the bi-directional interaction of pathogen and host
became observable simultaneously using the so-called dual RNA-
Seq data generated by NGS of the transcriptome of pathogen
and host (see section “PHI-Based Genome and Transcriptome
Data”).
Understanding the evolutionary dynamics of PHIs by math-
ematical modeling in terms of both molecular mechanisms and
selective forces is important in order to design drugs that will
be eﬀective in the long term, i.e., to avoid or to overcome
resistance to antibiotics (Guo et al., 2011; Lima et al., 2013;
Palmer and Kishony, 2013). Finally, computational systems biol-
ogy approaches are and will be used to select pathogen-host
drug targets and to develop novel anti-infectives and vaccines
(Brown et al., 2011; Mooney et al., 2013; Sarker et al., 2013;
Rienksma et al., 2014).
PHI Regulatory Network Models
Biological network models are widely used to improve our under-
standing of infectious diseases (Mulder et al., 2014). There are
many small-scale models (mainly ODE-based), which describe
PHIs phenomenologically (Baccam et al., 2009; Saenz et al., 2010;
Manchanda et al., 2014). These models without molecular speci-
ﬁcation are out of the scope of this review, as they usually do not
predict PHIs on the molecular level. Here, omics data based PHI
models will be reviewed.
Computational modeling of GRNs reveals the molecular logic
of adaptation of pathogens to their hosts, the immune evasion of
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the pathogen as well as the immune response of the host to infec-
tion with pathogens. GRNs provide causal explanations for the
diﬀerentiation, the developmental and eﬀector states, as well as
the fate dynamics of immune cells (Singh et al., 2014). Finally,
GRNs may also describe the interaction of the two networks,
one of the pathogen and the other of the host (see Figure 1
for example). The inference of GRN models from gene expres-
sion data is a problem of great importance for PHI studies.
Various reverse engineering methods have been proposed, which
include methods based on Boolean networks, Bayesian networks,
diﬀerential or diﬀerence equations, and graphical Gaussian mod-
els. In general, due to the high dimensionality (thousands of
genes and proteins in both host and pathogen organisms) ver-
sus the limited number of samples (not more than hundreds
in the case of steady state data from knock-out (KO) mutants;
only a few samples in in vivo studies of PHI monitored at,
e.g., 5–10 time points), the GRN inference is underdetermined
implying that there could be many equivalent (indistinguish-
able) solutions. Motivated by this fundamental limitation, there
are various approaches for GRN inference. Again, there are out-
standing review articles covering the long-standing problem of
gene expression data-driven GRN inference (De Jong, 2002; van
Someren et al., 2002; Gardner and Faith, 2005; Bansal et al.,
2007; Emmert-Streib et al., 2014; Linde et al., 2015). One of the
conclusions from the DREAM initiative10 (Dialog for Reverse
Engineering Assessment of Methods; Prill et al., 2010) that per-
formed a comprehensive blind assessment of over 30 network
10www.the-dream-project.org
inference methods was that no single inference method per-
forms optimally across all datasets. Integration of predictions
from multiple inference methods shows more robustness and
higher performance across diverse datasets (Marbach et al., 2012).
For instance, the algorithm TRaCE performs an ensemble infer-
ence of GRNs, which takes into account the inherent uncertainty
associated with discriminating direct and indirect gene regula-
tions from steady-state data of KO experiments (Ud-Dean and
Gunawan, 2014). Another group of GRN inference approaches
includes prior knowledge as reviewed by (Hecker et al., 2009; Isci
et al., 2014) or further experimental data (Greenﬁeld et al., 2010).
A third group of GRN algorithms restricts the GRN to static net-
works inferred from steady state data (e.g., from KO mutants of
the pathogen) or to small-scale networks with a few nodes (genes,
proteins), where the pre-selection of them is the critical point
(Nakajima and Akutsu, 2014).
The genome-wide GRN model inference, when restricted to
the static network models of thousands of genes, requires large
gene expression data sets and prior-knowledge in high quality
and quantity, which is not the case for most of the pathogens
of interest as demonstrated for the human-pathogen C. albi-
cans (Altwasser et al., 2012). In contrast to the genome-wide
GRN models, the small-scale network models that take into
account 5–50 genes or proteins are often used for PHI stud-
ies. These models do not represent the holistic view as it is
claimed in systems biology, but they generate hypotheses of
PHIs that drive further experimental work in infection biology.
Afterward, the GRN-based in silico predictions have to be vali-
dated experimentally. This approach of focused small-scale GRN
FIGURE 1 | Network model describing pathogen-host interactions between C. albicans and murine dendritic cells based on dual RNA-Seq data
(modified from Tierney et al., 2012b).
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inference was reported particularly for human–pathogen fungal
infection (Linde et al., 2010, 2012; Ramachandra et al., 2014)
by using the ODE-based NetGenerator algorithm. The algo-
rithm was primarily introduced to model the immune response
to bacterial infection (Guthke et al., 2005; Weber et al., 2013).
This algorithm was also applied for the inference of the PHIs
of the human–pathogen fungus C. albicans with murine den-
dritic cells based on dual RNA-Seq data (Tierney et al., 2012b).
Here for instance, based on the inferred GRN model shown
in Figure 1, an inhibition of the expression of the protein
HAP3 in the fungus by the murine pentraxin (PTX3) was
computationally predicted and, afterward, experimentally vali-
dated.
PHI Metabolic Network Models
Pathogens are dependent on the host environment for the sub-
strates required to maintain a metabolically active state (Chavali
et al., 2012; Eisenreich et al., 2013). Therefore, the exchange
of several metabolites takes place between pathogens and their
host. Besides, the production of virulence factors by the pathogen
requires energy, and, hence, an active metabolism, making the
nutrients in the host environment crucial for the infection
to occur (Milenbachs et al., 1997). The direct functional link
between metabolism and virulence is also supported by the
ﬁnding that metabolic and virulence genes are located on the
same pathogenicity island for some pathogens (Rohmer et al.,
2011; Heroven and Dersch, 2014). In a diﬀerent approach, the
authors used a network-based computational analysis to elucidate
common targeting strategies of bacteria and viruses on human
(Durmus¸ Tekir et al., 2012), based on pathogen–host PPIs stored
in the PHISTOdatabase (Durmus¸ Tekir et al., 2013). Their results
revealed metabolism as a common strategy of both pathogen
types to target human cells. The role of metabolism in the patho-
genesis was also emphasized by others (Kafsack and Llinás, 2010).
Therefore, metabolism is a candidate target for anti-microbial
therapies.
There are well-established bioinformatic methods for
metabolic network reconstruction, based on DNA genome
sequences and constraint based modeling covered by out-
standing review articles (Feist et al., 2008; Oberhardt et al.,
2009; Ruppin et al., 2010; Bordbar and Palsson, 2012). The in
silico methods for metabolic network reconstruction are highly
valuable for understanding the physiology of the pathogen, e.g.,
the biosynthesis of toxins that attack the host or the substrate
requirement that shows the dependency of the pathogen on
the environment within the host. At the host side, the human
metabolic network reconstruction may also have an impact for
drug discovery and development (Ma and Goryanin, 2008).
A systematic modeling of the metabolic traﬃcking between
pathogens and its hosts ﬁrst started with the constraint-based
modeling of the Gram-negative bacterial pathogen, Salmonella
typhimurium (Raghunathan et al., 2009). The authors recon-
structed a genome-scale metabolic model for the pathogen
in question, and then simulated its survival capabilities with
the ﬂux-balance approach (Kauﬀman et al., 2003; Orth et al.,
2010). When they used a media mimicking host-cell nutrient
environment (e.g., macrophage) rather than laboratory media,
their correct predictions considerably increased. They also
showed that the use of gene expression data can lead to a
better inference of active transport mechanisms, and hence
the host cell environment. In another study, the reconstructed
metabolic network of the malaria-causing protozoan parasite,
Plasmodium falciparum, was embedded into its host, erythrocyte,
and the combined pathogen-host network was simulated via
ﬂux-balance analysis (FBA; Huthmacher et al., 2010). The
novelty here was to take also the host network into account to
predict metabolite exchanges between the parasite and the host,
rather than only considering the host environment to account
for pathogen–host metabolic interactions. Such a consideration
is important since a pathogen infection causes pathogen-
speciﬁc or common responses in the host metabolic pathways
from central carbon metabolism to fatty acid and amino acid
metabolisms (Eisenreich et al., 2013). Their analysis resulted in
the prediction of antimalarial drug targets (Huthmacher et al.,
2010).
In a more systematic study, genome scale metabolic networks
ofMycobacterium tuberculosis and its host, alveolar macrophage,
were reconstructed in an integrated fashion and the integrated
pathogen-host metabolic model was used to analyze infection
mechanisms and related diﬀerent pathological states (Bordbar
et al., 2010). The reconstructed joint metabolic network covered
2071 genes (661 for the pathogen, 1410 for the macrophage),
controlling a total of 4489 reactions. Integrative analysis of
the network with the transcriptome data from the infected
macrophage cells enabled the inference of the induced changes
in the pathogen. One important issue in the network based drug-
target identiﬁcation is the selectivity of the identiﬁed targets. The
candidate target must make no harm to the host. This was taken
into consideration by (Bazzani et al., 2012), where they used
the integrated pathogen-host metabolic model of Plasmodium
falciparum and hepatocyte, the ﬁrst human infection site for
malaria parasites. The ﬂux balance approach was combined with
48 experimental antimalarial drug targets to identify the targets
which are essential for the parasite but not essential for hepa-
tocyte metabolism. The in silico analysis led to the ranking of
the identiﬁed targets with respect to their reducing eﬀect on the
cellular ﬁtness.
One key point in the elucidation of metabolic mechanisms
both in the host and in the pathogen is to correctly characterize
the nutrient availability for the pathogen in the host environment.
This characterization is also important for successful modeling
attempts. The available nutrients shape the active parts of the
pathogen metabolism, and also the depletion of diﬀerent metabo-
lites may trigger diﬀerent responses in the host (Bumann, 2009;
Rohmer et al., 2011; Eisenreich et al., 2013; Sasikaran et al., 2014).
Therefore, nutritional environment has a crucial role to under-
stand the basis of infection mechanisms (Brown et al., 2008;
Gouzy et al., 2014). Systems-level experimental approaches such
as lipidomics and metabolomics are getting popular to deci-
pher the pathogen–host nutritional interactions (Wenk, 2006;
Olszewski et al., 2009; Antunes et al., 2011). A recent attempt
to identify active metabolic routes from the host environment to
pathogen inside by using 13C ﬂux spectral analysis (Beste et al.,
2013) provided a quantitative measure of interactions between
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Mycobacterium tuberculosis and its host macrophage. The exper-
imental labeling data enabled the identiﬁcation of substrates used
by the pathogen. Another elegant study used 13C-labeling based
ﬂuxomics as well as metabolomics and proteomics to shed light
on the metabolic interplay between Shigella flexneri and HeLa
epithelial cells (Kentner et al., 2014). They were able to iden-
tify host metabolites that contribute to the growth of Shigella as
substrates.
Similar to the use of gene expression data to infer GRNs as
discussed in the previous section, metabolome data obtained
from the infected cells or PHI systems can be used to infer
infection-speciﬁc metabolic networks by using reverse engi-
neering approaches. Taking into account several bioinformat-
ics methods proposed for this type of inference as reviewed
recently (Cakir and Khatibipour, 2014), we believe the ﬁeld
of infection will witness promising applications in the coming
years.
PHI Protein–Protein Network Models
In the post-genomic era, genes and the corresponding pro-
teins are studied thoroughly, allowing the identiﬁcation of
intra- and interspecies protein interaction networks. Following
the development of experimental techniques to produce large-
scale molecular interaction data (Fields and Song, 1989; Fisher
et al., 2002; Gavin et al., 2002; Ho et al., 2002), the ﬁrst large-
scale intraspecies PPIs were produced experimentally (Finley
and Brent, 1994; Bartel et al., 1996; Fromont-Racine et al.,
1997; Flajolet et al., 2000; Ito et al., 2000; McCraith et al.,
2000; Walhout et al., 2000; Rain et al., 2001). On the other
hand, the initial eﬀorts to identify large scale interspecies pro-
tein interaction data for PHI systems have been performed
since 2007 (Table 1). The ﬁrst large scale PHI examples
were for commonly observed and human-threatening viruses
and bacteria. These were ﬁrstly for viral pathogens; Epstein-
Barr virus (EBV; Calderwood et al., 2007; Forsman et al.,
2008), Hepatitis C virus (HCV; De Chassey et al., 2008;
Tripathi et al., 2010; Dolan et al., 2013; Ngo et al., 2013),
Human Immunodeﬁciency Virus (HIV; Gautier et al., 2009;
Jäger et al., 2012), Inﬂuenza A virus (Shapira et al., 2009),
Dengue virus (DENV; Khadka et al., 2011), Measles virus
(MV; Komarova et al., 2011), and Human Respiratory Syncytial
Virus (HRSV; Wu et al., 2012). On the other hand, the large
scale experimental detection of bacteria-human protein interac-
tion networks was performed for Bacillus anthracis, Francisella
tularensis, and Yersinia pestis (Dyer et al., 2010; Yang et al.,
2011).
As an initial large scale virus–human PHI network example,
protein interactions between the herpesvirus EBV and human
were mapped by the yeast two hybrid (Y2H) method, provid-
ing 173 PHIs between 40 EBV proteins and 112 human pro-
teins (Calderwood et al., 2007). EBV is the infectious cause of
several human diseases such as Burkitt’s lymphoma, Hodgkin’s
disease, and nasopharyngeal carcinoma. This EBV–human pro-
tein interaction network enabled the initial observations about
EBV strategies (i.e., targeting hub and bottleneck human pro-
teins) for replication and persistence within the host. For the
same viral system, 147 human protein interactors for EBV
nuclear antigen 5 (EBNA5) were identiﬁed with LC-MS/MS in
a following study (Forsman et al., 2008). Multifunctional viral
protein EBNA5 is already known to be critical in EBV patho-
genesis, and these PHI data provided further insights on its
molecular mechanisms during infection. The identiﬁed interac-
tions between EBNA5 and the human proteins functioning in
protein control systems that recognize proteins with abnormal
TABLE 1 | The large-scale pathogen–human PPI networks in chronological order.
Pathogen name Pathogen type Number of
PHIs
Number of interacting
pathogen proteins
Number of interacting
human proteins
Reference
EBV DNA virus 173 40 112 Calderwood et al. (2007)
HCV RNA virus 481 11 421 De Chassey et al. (2008)
EBV DNA virus 147 1 147 Forsman et al. (2008)
HIV-1 Retrovirus 183 1 183 Gautier et al. (2009)
Influenza A virus
(H1N1 A/PR/8/34)
RNA virus 135 10 87 Shapira et al. (2009)
Influenza A virus
(H3N2 A/Udorn/72)
RNA virus 81 10 66 Shapira et al. (2009)
Bacillus anthracis Gram-positive bacteria 3,073 943 1,748 Dyer et al. (2010)
Yersinia pestis Gram-positive bacteria 4,059 1,218 2,108 Dyer et al. (2010)
Francisella Tularensis Gram-negative bacteria 1,383 349 999 Dyer et al. (2010)
HCV RNA virus 56 2 56 Tripathi et al. (2010)
DENV RNA virus 139 10 105 Khadka et al. (2011)
MV RNA virus 245 1 245 Komarova et al. (2011)
Y. pestis Gram-positive bacteria 204 66 109 Yang et al. (2011)
HIV-1 Retrovirus 497 16 435 Jäger et al. (2012)
30 viral species DNA and RNA viruses 1681 70 579 Pichlmair et al. (2012)
HRSV RNA virus 221 1 221 Wu et al. (2012)
HCV RNA virus 112 7 94 Dolan et al. (2013)
HCV RNA virus 103 1 103 Ngo et al. (2013)
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structures may indicate the roles of the viral protein in this
system.
The ﬁrst proteome-wide PHI map for the ﬂavivirus HCV,
a major cause of chronic liver diseases, was deduced by Y2H
and then by literature mining of previously found interactions
between HCV and human, providing a large network for such a
small-genome organism. The resulting network consists of 481
interactions between 11 HCV proteins and 421 human proteins.
Pathway enrichment analysis of the targeted cellular proteins
indicated focal adhesion as a new function subverted by HCV
(De Chassey et al., 2008). Using the same experimental approach,
11 human proteins interacting with HCV Core protein and 45
interacting with NS4B (one of the six HCV non-structural pro-
teins) were found (Tripathi et al., 2010). To further understand
the mechanisms of the interactions between HCV and human
proteins, two extended PPI networks were constructed. These
networks are composed of the Y2H-derived interactions and the
secondary interactors of the human proteins that interact with
the Core and NS4B proteins. Functional analysis of these net-
works pointed to the human proteins ENO1, SLC25A5, and PXN
as potential antiviral targets. ENO1 and SLC25A5 are interac-
tion partners of HCV Core protein. PXN is the ﬁrst neighbor
of both ENO1 and SLC25A5 within the human PPI network.
Observing the eﬀects of small interfering RNA (siRNA) knock-
down of these host proteins on HCV propagation and replication
validated the computational network analysis results (Tripathi
et al., 2010). Another Y2H screen resulted in 112 unique inter-
actions between 7 HCV and 94 human proteins (Dolan et al.,
2013). DENV is another member of the ﬂaviviruses family, caus-
ing the severe human disease dengue hemorrhagic fever. Using
the Y2Hmethod, 139 PHIs were detected between 10 DENV pro-
teins and 105 human proteins (Khadka et al., 2011). These two
PHI networks of HCV–human byDolan et al. (2013) and DENV–
human by Khadka et al. (2011) were analyzed comparatively and
a large overlap was observed between HCV and DENV targets.
To determine if the common cellular targets play crucial roles
in infections, siRNA experiments were performed and the results
revealed the required cellular proteins (CUL7, PCM1, RILPL2,
RNASET2, and TCF7L2) for HCV replication (Dolan et al., 2013).
Finally, using protein microarray assays, 103 human proteins
were identiﬁed as HCVCore-interacting partners. Through these
PHI data, the viral modulation of some cellular mechanisms was
studied in detail and the cellular MAPKAPK3 was proposed as a
potential therapeutic target for HCV infections (Ngo et al., 2013).
Prior to these studies, a number of small scale PHI data were
produced for the HCV–human interaction system (Matsumoto
et al., 1997; Hsieh et al., 1998; Lu et al., 1999; Owsianka and Patel,
1999).
Orthomyxovirus Inﬂuenza A virus is the source of all ﬂu pan-
demics infecting multiple species. For H1N1 A/PR/8/34 strain
of inﬂuenza virus, 135 PHIs were identiﬁed between 10 viral
and 87 human proteins, most of which are expressed in primary
human bronchial cells. For another strain of inﬂuenza A virus,
H3N2 A/Udorn/72, a PHI network with 81 interactions between
10 viral and 66 human proteins was constructed. Both of the
PHI networks were detected by the Y2H method. Similarities
of these two PHI networks highlighted the conserved functions
of inﬂuenza virus proteins through strains. Observing the topo-
logical network properties of these Inﬂuenza A virus–human
PPI networks allowed to draw crucial conclusions on the multi-
functionality of the small number of proteins encoded by RNA
viruses, revealing that viral proteins can interact with a signiﬁcant
number of human proteins (Shapira et al., 2009).
AIDS-causing retrovirus HIV, probably the most stud-
ied human pathogen, depends largely on human cellular
machinery to be replicated, like other RNA-carrying viruses.
One large-scale PHI dataset for HIV-1 was produced using
aﬃnity chromatography coupled with MS, resulting in 183
human nuclear proteins as interacting partners of HIV-1 Tat
(nuclear regulatory protein) which is essential for viral repli-
cation within the host nucleus. The following in silico anal-
ysis of the experimentally veriﬁed PHI data provided fur-
ther insights on the mechanisms of Tat during HIV-1 infec-
tion. Firstly, motif composition analysis highlighted that Tat-
targeted cellular proteins are enriched for domains mediat-
ing protein, RNA and DNA interactions, and helicase and
ATPase activities. Secondly, functional analysis of Tat-targeted
human proteins showed that they are enriched for a wide
range of biological processes such as gene expression regula-
tion, RNA biogenesis, chromatin structure, chromosome orga-
nization, DNA replication, and nuclear architecture (Gautier
et al., 2009). Another large PHI network was constructed for
HIV–human protein complexes by aﬃnity tagging and puriﬁ-
cation MS, resulting in 497 PHIs between 16 HIV-1 proteins
and 435 human proteins. In that study, the functional cat-
egories of HIV-targeted human proteins were analyzed indi-
cating that the host factors in the found PHI network are
enriched for the transcription and the regulation of ubiquiti-
nation. Additionally, the domains of the interacting proteins
were also investigated, and the enriched domain types (14-
3-3 domains and β-propellers) in targeted human proteins
were identiﬁed to facilitate future structural modeling stud-
ies (Jäger et al., 2012). For HIV-1, several small scale experi-
ments were also carried out to ﬁnd protein PHI data (Cujec
et al., 1997; Le Rouzic et al., 2002; BonHomme et al., 2003;
Lusic et al., 2003; Naji et al., 2012) establishing HIV-1 as the
pathogenic species having the largest experimentally veriﬁed
PHI data.
Using the approach of combining modiﬁed tandem aﬃnity
chromatography and MS analysis, 245 cellular interacting pro-
teins were identiﬁed for the viral protein MV-V (one of the
virulence factors of paramyxovirus MV). MV-V was found to
target known key components of the host antiviral response
including STAT1, STAT2, IFIH1, and p53, and also essential
components of ribosome, reticulum, and mitochondria. The
topological and functional analysis of human proteins targeted
by MV-V shows that they have properties within the human
interactome similar to the well-known targets of other viruses
(Komarova et al., 2011).
As an example for another multi-functional viral protein,
HRSV (another member of paramyxoviruses) NS1 can act as an
antagonist of host type I and III interferon production and signal-
ing, inhibit apoptosis, suppress dendritic cell maturation, control
protein stability, and regulate transcription of host cell mRNAs,
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among its other functions. A total of 221 PHIs were determined
between only one viral protein NS1 and human proteins, reﬂect-
ing its multifunctional nature. This virus-human PHI network
was produced by quantitative proteomics in combination with
green ﬂuorescent protein (GFP)-trap immunoprecipitation. It
was observed that many of the HRSV-targeted human proteins
have roles in transcriptional regulation and cell cycle regulation
(Wu et al., 2012).
A study covering several DNA and RNA viruses (Pichlmair
et al., 2012) found 1681 PHIs between 70 viral ORFs from 30
species and 579 human proteins. The interacting cellular pro-
teins were isolated by tandem aﬃnity puriﬁcation (TAP), and
the puriﬁed proteins were analyzed by one-dimensional gel-free
liquid chromatography tandem MS (LC–MS/MS). A compara-
tive interactomics analysis of the produced viral PHI networks
(DNA viruses versus RNA viruses) provided crucial insights on
the infection strategies of DNA and RNA viruses. It was con-
cluded that RNA viruses target the JAK–STAT and chemokine
signaling pathways, as well as pathways associated with intra-
cellular parasitism, whereas DNA viruses target cancer pathways
(Pichlmair et al., 2012).
The ﬁrst extensive bacterial PHI networks were identiﬁed for
important human pathogens, B. anthracis, F. tularensis, and Y.
pestis (Dyer et al., 2010; Yang et al., 2011). Gram-positive bac-
teria B. anthracis and Y. pestis and Gram-negative bacterium
F. tularensis are respiratory pathogens causing anthrax, bubonic
plague, and acute pneumonic disease, respectively. Using the
Y2Hmethod, large-scale interaction data were generated between
these bacteria and human, leading to 3073 PHIs between 943
B. anthracis proteins and 1748 human proteins, 4059 PHIs
between 1218 Y. pestis proteins and 2108 human proteins, and
1383 PHIs between 349 F. tularensis proteins and 999 human
proteins. Bioinformatic analysis of these experimentally found
bacteria–human interaction data revealed that bacterial proteins
preferentially interact with human proteins that are hubs and
bottlenecks in the human PPI network, as previously observed
for viral PHIs. The modules of bacterial PHIs that are conserved
amongst the three networks were computed. The found con-
served modules may reveal commonalities among how diﬀerent
bacterial pathogens interact with crucial host pathways involved
in inﬂammation and immunity (Dyer et al., 2010). A diﬀerent
Y2H strategy was used for Y. pestis by choosing only poten-
tial virulence factors as bait proteins. 204 PHIs were identiﬁed
between 66 Y. pestis proteins and 109 human proteins, and then
23 previously reported PHIs were integrated to construct a com-
prehensive network between Y. pestis and human (Yang et al.,
2011).
The increase in the amount of experimentally veriﬁed
pathogen–human PPI data allowed a number of bioinformatic
studies to investigate infection mechanisms at the level of PHIs
for diﬀerent pathogen types (Dyer et al., 2008; Singh et al., 2010;
Durmus¸ Tekir et al., 2012). The ﬁrst global analysis of more
than 10,000 PHI data revealed important observations (Dyer
et al., 2008). Firstly, targeting hub and bottleneck proteins were
concluded as a common behavior for all pathogens. Targeting
human transcription factors and key proteins that control the
cell cycle and regulate apoptosis and transport of genetic material
across the nuclear membrane were found to be common infec-
tion strategies of viruses. On the other hand, targeting human
proteins that function in the immune response was observed as
a common bacterial infection strategy (Dyer et al., 2008). In a
following study, investigation of more than 20,000 experimental
PHI data revealed that the preference of interacting with hub and
bottleneck proteins is more pronounced in viruses than bacteria.
The analysis of the human proteins targeted by both bacteria and
viruses indicated that attacking human metabolic processes is a
common strategy used by both pathogens (Durmus¸ Tekir et al.,
2012). In addition to these comparative interactomics studies for
bacterial and viral PHI networks, a comparative analysis of virus
interactions with human signal transduction pathways revealed
that diﬀerent viruses tend to target the same cellular pathways,
not necessarily via interacting with the same cellular proteins
(Singh et al., 2010).
Web-Based Databases for PHI
Systems
In parallel with the ﬁrst large-scale experimentally veriﬁed PHI
data, the initial eﬀorts on the development of PHI-speciﬁc
databases were performed toward the end of the ﬁrst decade
of this century (Table 2). Currently, a number of Web-based
resources aim to integrate pathogen–host molecular interac-
tions and related data available in the literature. Some of them
store data on only one speciﬁc pathogen species as in the case
of HCVpro (Kwoﬁe et al., 2011), HIV-1 Human Interaction
Database at NCBI (Ako-Adjei et al., 2015), HoPaCI-DB (Bleves
et al., 2014) for Pseudomonas aeruginosa and Coxiella burnetii,
and Proteopathogen (Vialás et al., 2009) for C. albicans. The
resources based on a wider range of speciﬁc pathogens are
VirHostNet (Guirimand et al., 2015), VirusMentha (Calderone
et al., 2015) and ViRBase (Li et al., 2015) for viruses, PATRIC
(Wattam et al., 2014) for bacteria and PHI-base (Urban et al.,
2015) for bacterial, fungal, and oomycete pathogens. Finally,
PHIDIAS (Xiang et al., 2007), HPIDB (Kumar and Nanduri,
2010), and PHISTO (Durmus¸ Tekir et al., 2013) are PHI
databases for all pathogen types with known interaction data.
HCVPro (HCV interaction database) is dedicated to only
HCV, cataloging the characterized protein interactions for
intraviral and virus–human systems. Additionally, it includes
information on the structure and functions of HCV proteins
(Kwoﬁe et al., 2011). The HIV-1 Human Protein Interaction
Database at NCBI includes the interactions between HIV-1
and human proteins. In its content, the majority of the pro-
tein interaction data are indirect (e.g., upregulation, modiﬁca-
tion) whereas the rest are direct (e.g., binding; Ako-Adjei et al.,
2015). HoPaCl-DB (Host–Pseudomonas and Coxiella interac-
tion database) provides information on interactions between
molecules, bioprocesses, and cellular structures for the bacte-
rial pathogens Pseudomonas aeruginosa and C. burnetti and their
host organisms. The graphical representation of these interac-
tion systems is also available in HoPaCl-DB (Bleves et al., 2014).
The other pathogen-speciﬁc data resource, Proteopathogen is
a protein database for studying C. albicans–host interactions.
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TABLE 2 | Contents of Web-based PHI databases.
Database Number of PHIs Pathogen Host Reference
HCVPro 524 Only HCV Only human Kwofie et al. (2011)
HIV-1 Human at NCBI 12,786 Only HIV-1 Only human Ako-Adjei et al. (2015)
HoPaCI-DB 4203 Pseudomonas aeruginosa and
Coxiella burnetii
Mammalia, Caenorhabditis elegans,
Drosophila Melanogaster, Danio rerio
Bleves et al. (2014)
HPIDB 40,611 Bacteria, fungi, viruses Animal, human, plant Kumar and Nanduri (2010)
PATRIC 8547 Only bacteria Actinopterygii, Arachnida, Chromadorea,
Insecta, Mammalia
Wattam et al. (2014)
PHI-base 4102 Bacteria, fungi, oomycete Animal, human, insect, fish, fungi, plant Urban et al. (2015)
PHIDIAS NA Bacteria, viruses, parasites All hosts Xiang et al. (2007)
PHISTO 39,166 Bacteria, fungi, Protozoa,
viruses
Only human Durmus¸ Tekir et al. (2013)
Proteopathogen NA Candida albicans Mammalia Vialás et al. (2009)
ViRBase NA Only viruses All hosts Li et al. (2015)
VirHostNet 16,000 Only viruses Animal, human, plant Guirimand et al. (2015)
VirusMentha 8084 Only viruses All hosts Calderone et al. (2015)
Although the focus of the database is on C. albicans and
its interactions with macrophages, the database also includes
data for diﬀerent fungal pathogens and other mammalian cells.
Proteopathogen provides additional information about the inter-
acting proteins such as Gene Ontology (GO) and pathway anno-
tations, and protein structures (Vialás et al., 2009).
PATRIC (The PathoSytems Resource Integration Center) is a
dedicated resource for bacterial systems including comprehensive
data on genomics, transcriptomics, PPIs, 3D protein structures,
and sequence typing. However, its focus is on the genomic data,
currently covering more than 10,000 bacterial genome sequences.
PATRIC provides a private workspace for each user where they
can store their own data. In their workspaces, users can per-
form comparative genomics and transcriptomics via the corre-
sponding analysis tools. PATRIC provides bacteria–host PPI data
through its tool Pathogen Integration Gateway (PIG; Wattam
et al., 2014). PHI-base (Pathogen–Host Interactions Database)
is a Web-accessible PHI database speciﬁc for bacterial, fungal,
and oomycete pathogens, which are medically and agronomically
important. PHI-base serves options to facilitate the discovery of
genes that may be potential targets for chemical intervention,
containing information on the pathogenicity/virulence genes
functioning in the PHI systems. As a genomic data focused
resource, PHI-base has the functionalities allowing functional
annotations of the genes and comparative genomics analysis
(Urban et al., 2015). On the other hand, there are databases
developed speciﬁcally for viral PHI systems such as VirHostNet
(Guirimand et al., 2015), VirusMentha (Calderone et al., 2015)
and ViRBase (Li et al., 2015). VirHostNet (Virus–Host Network)
is one of the earliest PHI resources specialized in the management
and analysis of integrated virus–virus, virus–host, and host–host
protein interaction networks coupled to their functional annota-
tions. The host organism in the VirHostNet is only human. Its
Web interface provides both table-based and graph-based visu-
alizations of the PHI networks (Guirimand et al., 2015). The
recently developed tool, VirusMentha is another virus-virus and
virus–host protein interaction resource. VirusMentha is an exten-
sion of a previous tool VirusMINT (Chatr-Aryamontri et al.,
2009). VirusMentha is the most comprehensive viral PHI data
source without limitation with respect to virus species or host
organisms. The tool oﬀers a graphical representation option
for viral PHI networks (Calderone et al., 2015). On the other
hand, ViRBase is a resource for virus–host ncRNA-associated
interactions. It provides browsing and visualization of viral and
cellular ncRNA-associated virus–virus, host–virus, and host–host
interactions (Li et al., 2015).
Finally, theWeb-based PHI databases comprising all pathogen
types with known interactions are PHIDIAS (Xiang et al., 2007),
HPIDB (Kumar and Nanduri, 2010), and PHISTO (Durmus¸
Tekir et al., 2013). PHIDIAS (Pathogen–Host Interaction Data
Integration and Analysis System) stores data on genome
sequences, conserved domains, and gene expression data related
to PHIs. In addition to data storage, PHIDIAS oﬀers the anal-
ysis of these data (Xiang et al., 2007). HPIDB (Host–Pathogen
Interaction Database) is not limited to any pathogen or host
regarding pathogen–host PPI data. HPIDB oﬀers the BLASTP
search option that allows searching for homologous PHI data for
pathogens without experimental PHI data (Kumar and Nanduri,
2010). Currently, PHISTO (Pathogen-Host Interaction Search
Tool) is the most comprehensive PHI database on the Web
including data for all pathogenic microorganisms for which
experimental protein interactions with human are available.
Bioinformatic analysis tools in PHISTO allow users to visualize
and analyze PHI networks to get insights on infection mecha-
nisms (Durmus¸ Tekir et al., 2013). Using the tools in the current
version of PHISTO, users can access the functional and topolog-
ical properties of pathogen-targeted human proteins within the
human intranetwork. Furthermore, a comparative analysis tool
is provided to perform these analyses comparatively for diﬀer-
ent pathogens to observe the similarities and diﬀerences in their
infection strategies.
Pathogen–host protein interaction data in the above PHI
databases are integrated mainly from other PPI databases using
automatic integration tools such as PSICQUIC (Aranda et al.,
2011) and by manual curation from the literature. For the PHI
tools, commonly used PPI databases including PHI data are
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APID (Prieto and De Las Rivas, 2006), BIND (Alfarano et al.,
2005), BioGrid (Chatr-aryamontri et al., 2013), DIP (Salwinski
et al., 2004), HPRD (Keshava Prasad et al., 2009), IntAct (Orchard
et al., 2013), iRefIndex (Razick et al., 2008), MINT (Licata et al.,
2012), NetworKIN (Horn et al., 2014), Reactome (Croft et al.,
2014), and STRING (Franceschini et al., 2013).
There are other informative databases for pathogens, provid-
ing useful information for studying infection mechanisms. For
instance, ARDB (Antibiotic Resistance Genes Database) uniﬁes
most of the publicly available information on antibiotic resis-
tance. The information can be used as a compendium of antibi-
otic resistance genes of newly sequenced genomes (Liu and Pop,
2009). IVDB (Inﬂuenza Virus Database) is an integrated informa-
tion resource and analysis platform for inﬂuenza virus research
focusing on the genetic, genomic, and phylogenetic studies. IVDB
provides complete genome sequences of the virus to facilitate the
analysis of global viral transmission and evolution (Chang et al.,
2007). MPIDB (Microbial Protein Interaction Database) aims to
collect all known physical interactions among the bacterial pro-
teins (Goll et al., 2008). MvirDB is a microbial database of protein
toxins, virulence factors, and antibiotic resistance genes for bio-
defense applications (Zhou et al., 2007). VFDB (Virulence Factor
Database) is a comprehensive repository for bacterial virulence
factors (Chen et al., 2011). VIDA is a virus database system for
open reading frames (ORFs) of animal viruses (Albà et al., 2001).
Finally, ViPR (Virus Pathogen Database and Analysis Resource)
is an open bioinformatic resource for virology research. ViPR
captures various types of information, including sequence data,
gene, and protein annotations, 3D protein structures, clinical and
surveillance metadata, and novel data derived from comparative
genomics analyses (Pickett et al., 2012).
Text Mining of PHI Data from the
Literature
Scientiﬁc publications are the main media through which
researchers report their new ﬁndings. The huge amount and the
continuing rapid growth of the number of published articles in
biomedicine has made it particularly diﬃcult for researchers to
access and utilize the knowledge contained in them. Currently,
there are over 24 million publications indexed in PubMed11,
which is the main system that provides access to the biomedical
literature.
To address the challenge of information overload in the
biomedical literature, a number of manually curated databases
have been developed to store biologically important information
such as protein interactions, gene–disease associations, or PHIs.
However, given the current amount and the continuing rapid
growth of the biomedical literature, it usually takes a lot of time
and eﬀort before new discoveries are included in these databases.
Human database curation cannot keep up with literature pro-
duction (Baumgartner et al., 2007). As a consequence, most of
the knowledge remains hidden in the unstructured text of theh
publised articles. Therefore, developing text mining techniques to
11http://www.ncbi.nlm.nih.gov/pubmed
uncover this knowledge has become an important research area.
Several text mining approaches have been proposed for identi-
fying articles relevant to a particular topic, detecting biomedical
entities such as genes, proteins, and diseases in text, as well
as extracting the relations among them. A number of shared
tasks such as the BioCreative Challenges (Krallinger et al., 2008;
Arighi et al., 2011) and the BioNLP Shared Tasks (Kim et al.,
2009, 2011; Nédellec et al., 2013) have been conducted, which
have further boosted research in this area. However, text min-
ing for the pathogen-host interactions domain has not been well
studied yet, although it has its own peculiarities and challenges.
Only a handful of studies, which are discussed in the subsections
below, have been conducted so far in this domain. One thread
of research focuses on identifying the articles that contain PHI-
relevant information (Yin et al., 2010; Korkin et al., 2011; Thieu
et al., 2012) and another thread of research addresses performing
more detailed semantic analysis of the text and extracting more
ﬁne-grained information such as the speciﬁc proteins that inter-
act and the associated pathogen and host organisms (Korkin et al.,
2011; Thieu et al., 2012).
PHI-Relevant Abstract Detection
Identifying and ranking articles that contain PHI-relevant infor-
mation can be used for selecting and prioritizing articles for man-
ual curation. It can also be an initial step for ﬁltering the relevant
articles before performing more ﬁne-grained semantic analysis
for identifying the biomedical entities and the relations among
them. The task for detecting articles describing PPI information
has been addressed in the BioCreative II, II.5, and III challenges
(Krallinger et al., 2008; Leitner et al., 2010; Arighi et al., 2011).
However, the focus has not been on PHI relevant articles. The
ﬁrst study that focused on detecting PHI-relevant abstracts, i.e.,
abstracts that describe pathogen host PPI, was conducted by (Yin
et al., 2010). Similarly to most systems that participated in the
BioCreative Challenges Article Classiﬁcation Task, the problem
was formulated as a supervised machine learning based classi-
ﬁcation task. Support Vector Machines (SVM) was used as the
classiﬁcation algorithm (Cortes and Vapnik, 1995). Feature selec-
tion methods including Information Gain, Mutual Information,
and Chi-square were evaluated using a data set of 1360 manually
labeled abstracts. The results showed that Information Gain and
Chi-square perform better than Mutual Information as the num-
ber of features used decreases. Although the focus of the study
was on PHI-relevant abstract classiﬁcation, no any PHI speciﬁc
features were used. Only the word unigrams and bigrams were
used as features.
Pathogen–host interaction-relevant abstract classiﬁcation was
also tackled by (Thieu et al., 2012). Similarly to (Yin et al., 2010),
the task was addressed as a supervised machine learning classiﬁ-
cation problem and SVMwas used as the classiﬁcation algorithm.
However, unlike (Yin et al., 2010), the authors deﬁned and used
PHI speciﬁc features including the identiﬁed host and pathogen
protein and gene names in the text, the host and pathogen
organism names, the interaction signaling keywords, the exper-
imental method keywords, and PHI-speciﬁc keywords such as
virulence and eﬀector. In order to account for the abstracts that
report the absence of an interaction between a host and pathogen
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protein, features that make use of the negation signaling key-
words were also designed. The protein and gene names, as well
as the corresponding organisms were tagged by using the NLProt
software (Mika and Rost, 2004). A set of dictionaries for inter-
action keywords, experimental keywords, negation keywords,
PHI-keywords, host names, pathogen names, and uncertainty
keywords was manually compiled. A data set of 175 PHI-relevant
(positive set) and 175 PHI non-relevant (negative) abstracts was
manually annotated and used for evaluation. The results showed
that using PHI speciﬁc features is a promising approach for
identifying PHI-relevant articles. However, it is not possible to
compare the results with the results of (Yin et al., 2010), since a
diﬀerent data set was used for evaluation.
In order to be able to assess the performances of the pro-
posed methods a larger and publicly available benchmark data
set should be created. Such a data set should in fact contain
three types of abstracts: (1) Abstracts that do not contain any
PPI information (negative class 1); (2) Abstracts that contain PPI
information which are not pathogen–host PPIs (negative class 2);
and (3) Abstracts that contain pathogen–host PPI information
(positive class). Distinguishing the positive class from negative
class 2 is probably more diﬃcult, since they both contain PPI
information. The only diﬀerence is that the PPIs in negative class
2 are not PHIs. To distinguish these two classes from each other,
PHI speciﬁc features should be utilized. On the other hand, dis-
tinguishing the positive class from negative class 1 is probably
easier and generic PPI relevant features might be suﬃcient. It is
not clear whether the data sets annotated and used in Yin et al.
(2010) and Thieu et al. (2012) contain these three classes, or con-
tain only two of them (i.e., the positive class and negative class
1). Therefore, it is diﬃcult to assess and compare the reported
results.
PHI-Relevant Relation Extraction
One of the most important opportunities for text mining in
biomedicine is the identiﬁcation of the relations among the
biomolecules, which can help elucidate their roles in important
biological processes, as well as in diseases. In order to extract the
relations among biomedical entities from text, ﬁrst the sequences
of characters that correspond to entities should be tagged in text.
This task is called Named Entity Recognition (NER) and has been
an active research topic in the biomedical text mining domain.
While the earliest systems for biomedical NER were usually
based on rule-based approaches (Fukuda et al., 1998), as anno-
tated corpora became available, machine-learning basedmethods
gained popularity (McDonald and Pereira, 2005; Tsai et al., 2006;
Hsu et al., 2008). State-of-the-art gene and protein NER sys-
tems achieve a practically applicable level of performance (e.g.,
87% F-score performance was obtained at the second BioCreative
shared task on gene mention tagging (Smith et al., 2008)).
Genia Tagger (Tsuruoka et al., 2005), ABNER (Settles, 2005), and
BANNER (Leaman and Gonzalez, 2008) are some of the publicly
available biomedical NER tools. LINNAEUS (Gerner et al., 2010)
and OrganismTagger (Naderi et al., 2011) are tools developed
for recognizing species names in biomedical text. Both achieve
F-score performances of over 94%. Although the usability of
these NER tools for the PHI domain has not been well addressed
yet, in principle they can also be used for PHI text mining to iden-
tify the entity names such as gene, protein, and species names in
text.
One of the ﬁrst studies on using text mining for pathogen–
host relationship extraction was conducted by (Anthony et al.,
2010). As a case-study, the authors targeted the extraction of
genotype, pathogen, and syndrome relations. A corpus consisting
of 43 abstracts from PubMed was manually annotated. The avail-
able technologies for the automatic recognition of host–pathogen
named entities and the relations among them were discussed.
However, they have not been evaluated over the annotated cor-
pus, which makes it diﬃcult to draw conclusions about their
usability for the PHI text mining domain.
Thieu et al. (2012) addressed the problem of extracting
pathogen–host PPIs from text. The authors proposed a linguis-
tically motivated approach that makes use of the link grammar
representations of the sentences (Sleator and Temperley, 1995).
Thieu et al. (2012) generated additional rules to map the pro-
tein names to the corresponding pathogen and host organism
names. For instance, if an organism name occurs before a pro-
tein name (e.g., Arabidopsis RIN4 protein) the protein is mapped
to the preceding organism. In addition, Thieu et al. (2012)
incorporated an anaphora resolution module that resolves the
pronouns such as “it,” “they,” etc. in the sentences with their
corresponding protein/gene or organism names, which makes
possible extracting relations that span multiple sentences. This
module is based on the RelEx anaphora resolution method that
uses the Hobbs’ pronoun resolution algorithm (Hobbs, 1978).
The proposed approach was evaluated by using the 350 anno-
tated abstracts described in the section “PHI-Relevant Abstract
Detection.” The results of (Thieu et al., 2012) showed that the
proposed approach signiﬁcantly outperformed a naïve approach
based on using one of the state-of-the-art generic PPI extraction
tools Protein Interaction information Extraction (PIE) system
(Kim et al., 2008). This motivates the development of methods
that speciﬁcally address pathogen–host PPI extraction. The 24%
F-score obtained by the proposed system suggests that there is
room for improvement and further research in this domain is
necessary. An error analysis suggested that an important source
of error was the incorrect identiﬁcation of protein names and
incorrect assignment of species to the corresponding proteins.
While the ﬁrst one is a NER problem, which is an active research
topic in biomedical text mining, the second one has not been
tackled much by the researches. The results of the current studies
suggest that it is a crucial research direction for PHI text mining
studies.
Pathogen–host interaction-speciﬁc PPI extraction is a similar
problem to the general problem of mining PPI relevant infor-
mation from text (Ono et al., 2001; Blaschke and Valencia, 2002;
Temkin and Gilder, 2003; Daraselia et al., 2004; Jelier et al., 2005;
Erkan et al., 2007; Fundel et al., 2007; Airola et al., 2008; Tikk
et al., 2010). However, it has its own peculiarities that require
the development of methods specialized for PHI text mining.
In order for a PPI to qualify as a PHI, the interaction should
be intra-species. In other words, one of the proteins should be
a host protein and the other one should be a pathogen protein.
Therefore, besides tackling the problem of extracting the pair
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of proteins that interact, the problems of identifying the species
associated with them, as well as the classiﬁcation of the species
as host or pathogen should also be addressed. These additional
requirements render the PHI text mining task more diﬃcult than
the already challenging PPI text mining task. Most PPI extraction
systems operate on a sentence-level to extract the interactions.
The underlying assumption is that the majority of the relations
are contained within a single sentence. Analysis of the Genia
event corpus (Kim et al., 2009) supports this assumption, since
only 5% of the relations in the corpus span multiple sentences
(Björne et al., 2009). However, this assumption does not in gen-
eral hold for the PHI extraction task, since in many cases the
species of the associated entities do not occur in the same sen-
tence where the interaction is described (Thieu et al., 2012).
Therefore, in order to extract PHIs from text, wider scope than
a sentence should be considered and methods to merge infor-
mation contained in multiple sentences should be developed.
Nevertheless, the current ﬁndings from the generic PPI text min-
ing domain can be utilized. For instance, recent studies have
demonstrated the utility of integrating machine learningmethods
with similarity functions (or kernels) deﬁned using the syntactic
and semantic analysis of text (Tikk et al., 2010). Some of these
approaches can be adapted to the PHI text mining domain by
performing anaphora resolution as a prior step and extending the
methods to operate on scopes wider than a sentence. In addition,
novel methods should be developed to address the problem of
assigning the species to their corresponding entities (e.g., proteins
and genes). Sentence-level processing will probably not be suﬃ-
cient to develop solutions to this problem, since species names
do not necessarily occur in the same sentences or even in the
same paragraphs as the entity names. Another challenge is that
a species can be a host in one context, while it is a pathogen
in another context. Therefore, methods for determining which
species are pathogens and which are host in the given context
should be designed.
The PHI information extracted using text mining can be uti-
lized in at least two ways. First, such information can be used to
populate PHI databases, either directly or indirectly by facilitating
manual curation. This will make the data buried in the literature
easily accessible to the researchers in this domain. Second, fur-
ther analysis of the uncovered information can be integrated into
a systems biology approach to generate new scientiﬁc hypoth-
esis such as predicting currently unknown interactions among
pathogen and host proteins.
Conclusion and Future Directions
Conventional therapeutics aim to kill pathogenic microorgan-
isms directly usually by targeting the pathogen only. However,
the drug resistance of pathogens demands alternative solu-
tions for infectious threats, i.e., targeting host proteins required
by pathogens for replication and persistence within the host
organism or targeting PHIs (Murali et al., 2011; Zoraghi and
Reiner, 2013). If these host proteins are indispensable for
pathogens during infections, but not essential for host cells,
they may serve as antimicrobial therapeutic targets to ﬁght drug
resistance. In parallel with the increase in the amount of PHI data,
several genome-wide RNAi screening studies to identify cellu-
lar host factors were performed within the last decade (Ng et al.,
2007; Brass et al., 2008; Hao et al., 2008; König et al., 2008, 2010;
Krishnan et al., 2008; Zhou et al., 2008; Bushman et al., 2009; Li
et al., 2009; Sessions et al., 2009; Tai et al., 2009; Karlas et al., 2010;
Kumar et al., 2010;Murali et al., 2011;Moser et al., 2013; Lee et al.,
2014). The detailed knowledge about mechanisms of the relation-
ships between these host factors and their targeting pathogens is
required urgently to develop new and more eﬀective antimicro-
bial therapeutics, necessitating a computational systems biology
approach to PHIs.
The computational modeling of networks of interacting genes,
transcripts, proteins, and metabolites is of great importance in
biomedical research to understand molecular mechanisms of
PHIs. The high-throughput experimental detection of levels of
biomolecules (gene transcripts, proteins, and metabolites) via
omics approaches as well as the detection of PHIs via high-
throughput experiments has generated comprehensive datasets.
The presented review has provided a snapshot of recent devel-
opments in this area and a survey about databases that store
such infection-speciﬁc data. Using text mining is necessary to
extract the PHI-relevant data that are only available in the text
of the huge amount of scientiﬁc literature. Although biomed-
ical text mining is an active research area, there are only a
limited number of studies focusing on extracting PHI infor-
mation. The lack of a publicly available data set (‘gold stan-
dard’) makes it diﬃcult to evaluate and compare the current
approaches. Besides reviewing the current studies, we have also
provided future directions for research including analyzing the
usability of the already available biomedical text mining meth-
ods for the PHI text mining task, developing novel approaches
addressing the peculiarities and challenges of the PHI domain,
and creating publicly available benchmark data sets in order
to provide a better assessment of the diﬀerent methods. We
have also covered studies on the bioinformatic analysis of three
types (protein-based, regulatory, and metabolic) of PHI net-
works. The integrative analysis of the high-throughput omics
experiments using modeling approaches will not only elucidate
the mechanisms of infection, but will help in the discovery of
potential therapeutic targets and drugs through selective iden-
tiﬁcation of essential genes, proteins, and metabolites for the
pathogen. Despite the recent eﬀorts reviewed above, the use of
systems biology approaches to investigate PHI systems is still
in its infancy, mostly because of data scarcity. Ongoing stud-
ies in the ﬁeld will lead to more complete PHI networks in the
coming decade, improving the PHI-based solutions to infectious
diseases.
Acknowledgments
AÖ was supported by Marie Curie FP7-Reintegration-Grants
within the 7th European Community Framework Programme.
RG was supported by the Deutsche Forschungsgemeinschaft
(DFG) in the Collaborative Research Centre/Transregio 124
FungiNet (subprojects B3 and INF).
Frontiers in Microbiology | www.frontiersin.org 13 April 2015 | Volume 6 | Article 235
Durmus¸ et al. Computational systems biology of PHIs
References
Ahmad, F., Babalola, O. O., and Tak, H. I. (2012). Potential of MALDI-TOF mass
spectrometry as a rapid detection technique in plant pathology: identiﬁcation
of plant-associated microorganisms. Anal. Bioanal. Chem. 404, 1247–1255. doi:
10.1007/s00216-012-6091-7
Airola, A., Pyysalo, S., Björne, J., Pahikkala, T., Ginter, F., and Salakoski, T.
(2008). All-paths graph kernel for protein-protein interaction extraction with
evaluation of cross-corpus learning. BMC Bioinform. 9(Suppl. 11):S2. doi:
10.1186/1471-2105-9-S11-S2
Ako-Adjei, D., Fu, W., Wallin, C., Katz, K. S., Song, G., Darji, D., et al. (2015).
HIV-1, human interaction database: current status and new features. Nucleic
Acids Res. 43, D566–D570. doi: 10.1093/nar/gku1126
Albà, M. M., Lee, D., Pearl, F. M., Shepherd, A. J., Martin, N., Orengo, C. A.,
et al. (2001). VIDA: a virus database system for the organization of ani-
mal virus genome open reading frames. Nucleic Acids Res. 29, 133–136. doi:
10.1093/nar/29.1.133
Albrecht, D., Guthke, R., Brakhage, A. A., and Kniemeyer, O. (2010). Integrative
analysis of the heat shock response in Aspergillus fumigatus. BMC Genomics
11:32. doi: 10.1186/1471-2164-11-32
Albrecht, D., Kniemeyer, O., Brakhage, A. A., Berth, M., and Guthke, R. (2007).
Integration of transcriptome and proteome data from human-pathogenic fungi
by using a data warehouse. J. Integr. Bioinform 4, 52.
Albrecht, D., Kniemeyer, O., Mech, F., Gunzer, M., Brakhage, A., and Guthke, R.
(2011). On the way toward systems biology of Aspergillus fumigatus infection.
Int. J. Med. Microbiol. 301, 453–459. doi: 10.1016/j.ijmm.2011.04.014
Alfarano, C., Andrade, C. E., Anthony, K., Bahroos, N., Bajec, M., Bantoft, K., et al.
(2005). The biomolecular interaction network database and related tools 2005
update. Nucleic Acids Res. 33, D418–D424. doi: 10.1093/nar/gki051
Altwasser, R., Linde, J., Buyko, E., Hahn, U., and Guthke, R. (2012). Genome-wide
scale-free network inference for Candida albicans. Front. Microbiol. 3:51. doi:
10.3389/fmicb.2012.00051
Anthony, S., Sintchenko, V., and Coiera, E. (2010). Text mining for discov-
ery of host–pathogen interactions. Infect. Dis. Inform. 2010, 149–165. doi:
10.1007/978-1-4419-1327-2_7
Antunes, L. C. M., Arena, E. T., Menendez, A., Han, J., Ferreira, R. B., Buckner,
M. M., et al. (2011). Impact of salmonella infection on host hormone
metabolism revealed by metabolomics. Infect. Immun. 79, 1759–1769. doi:
10.1128/IAI.01373-10
Aranda, B., Blankenburg, H., Kerrien, S., Brinkman, F. S. L., Ceol, A., Chautard,
E., et al. (2011). PSICQUIC and PSISCORE: accessing and scoring molecular
interactions. Nat. Methods 8, 528–529. doi: 10.1038/nmeth.1637
Arighi, C. N., Lu, Z., Krallinger, M., Cohen, K. B., Wilbur, W. J., Valencia, A., et al.
(2011). Overview of the biocreative III workshop. BMC Bioinform. 12(Suppl.
8):S1. doi: 10.1186/1471-2105-12-S8-S1
Baccam, P., Beauchemin, C., Macken, C. A., Hayden, F. G., and Perelson, A. S.
(2009). Kineticsof inﬂuenza a virus infection in human. J. Virol. 80, 7509–7590.
Bansal, M., Belcastro, V., Ambesi-Impiombato, A., and Di Bernardo, D. (2007).
How to infer gene networks from expression proﬁles.Mol. Syst. Biol. 122, 78.
Bartel, P. L., Roecklein, J. A., SenGupta, D., and Fields, S. (1996). A protein
linkage map of Escherichia coli bacteriophage T7. Nat. Genet. 12, 72–77. doi:
10.1038/ng0196-72
Baumgartner, W. A., Cohen, K. B., Fox, L.M., Acquaah-Mensah, G., and Hunter, L.
(2007). Manual curation is not suﬃcient for annotation of genomic databases.
Bioinformatics 23, i41–i48. doi: 10.1093/bioinformatics/btm229
Bazzani, S., Hoppe, A., and Holzhütter, H.-G. (2012). Network-based assessment
of the selectivity of metabolic drug targets in Plasmodium falciparum with
respect to human liver metabolism. BMC Syst. Biol. 6:118. doi: 10.1186/1752-
0509-6-118
Berglund, E. C., Nystedt, B., and Andersson, S. G. (2009). Computational resources
in infectious disease: limitations and challenges.PLoS Comput. Biol. 5:e1000481.
doi: 10.1371/journal.pcbi.1000481
Beste, D. J. V., Nöh, K., Niedenführ, S., Mendum, T. A., Hawkins, N. D., Ward,
J. L., et al. (2013). 13C-ﬂux spectral analysis of host-pathogen metabolism
reveals a mixed diet for intracellular Mycobacterium tuberculosis. Chem. Biol.
20, 1012–1021. doi: 10.1016/j.chembiol.2013.06.012
Björne, J., Heimonen, J., Ginter, F., Airola, A., Pahikkala, T., and Salakoski, T.
(2009). “Extracting complex biological events with rich graph-based feature
sets,” in Proceedings of the Workshop on Current Trends in Biomedical Natural
Language Processing: Shared Task, Stroudsburg, PA, 10–18.
Blaschke, C., and Valencia, A. (2002). The frame-based module of the SUISEKI
information extraction system. IEEE Intell. Syst. 17, 14–20.
Bleves, S., Dunger, I., Walter, M. C., Frangoulidis, D., Kastenmüller, G., Voulhoux,
R., et al. (2014). HoPaCI-DB: host-Pseudomonas and Coxiella interaction
database. Nucleic Acids Res. 42, D671–D676. doi: 10.1093/nar/gkt925
BonHomme, M., Wong, S., Carter, C., and Scarlata, S. (2003). The pH dependence
of HIV-1 capsid assembly and its interaction with cyclophilin A. Biophys. Chem.
105, 67–77. doi: 10.1016/S0301-4622(03)00063-2
Bordbar, A., Lewis, N. E., Schellenberger, J., Palsson, B. Ø., and Jamshidi, N.
(2010). Insight into human alveolar macrophage and M. tuberculosis interac-
tions via metabolic reconstructions. Mol. Syst. Biol. 6, 422. doi: 10.1038/msb.
2010.68
Bordbar, A., and Palsson, B. O. (2012). Using the reconstructed genome-scale
human metabolic network to study physiology and pathology. J. Intern. Med.
271, 131–141. doi: 10.1111/j.1365-2796.2011.02494.x
Brass, A. L., Dykxhoorn, D. M., Benita, Y., Yan, N., Engelman, A., Xavier, R. J.,
et al. (2008). Identiﬁcation of host proteins required for HIV infection through a
functional genomic screen. Science 319, 921–926. doi: 10.1126/science.1152725
Brazma, A., Krestyaninova, M., and Sarkans, U. (2006). Standards for systems
biology. Nat. Rev. Genet. 7, 593–605. doi: 10.1038/nrg1922
Brown, J. R., Magid-Slav, M., Sanseau, P., and Rajpal, D. K. (2011). Computational
biology approaches for selecting host–pathogen drug targets. Drug Discov.
Today 16, 229–236. doi: 10.1016/j.drudis.2011.01.008
Brown, S. A., Palmer, K. L., andWhiteley,M. (2008). Revisiting the host as a growth
medium. Nat. Rev. Microbiol. 6, 657–666. doi: 10.1038/nrmicro1955
Bröker, B. M., and van Belkum, A. (2011). Immune proteomics of Staphylococcus
aureus. Proteomics 11, 3221–3231. doi: 10.1002/pmic.201100010
Bumann, D. (2009). System-level analysis of Salmonella metabolism during infec-
tion. Curr. Opin. Microbiol. 12, 559–567. doi: 10.1016/j.mib.2009.08.004
Bushman, F. D., Malani, N., Fernandes, J., D’Orso, I., Cagney, G., Diamond, T. L.,
et al. (2009). Host cell factors in HIV replication: meta-analysis of genome-wide
studies. PLoS Pathog. 5:e1000437. doi: 10.1371/journal.ppat.1000437
Cakir, T., and Khatibipour, M. J. (2014). Metabolic network discovery by top-
down and bottom-up approaches and paths for reconciliation. Front. Bioeng.
Biotechnol. 2:62. doi: 10.3389/fbioe.2014.00062
Calderone, A., Licata, L., and Cesareni, G. (2015). VirusMentha: a new resource
for virus-host protein interactions. Nucleic Acids Res. 43, D588–D592. doi:
10.1093/nar/gku830
Calderwood, M. A., Venkatesan, K., Xing, L., Chase, M. R., Vazquez, A.,
Holthaus, A. M., et al. (2007). Epstein–Barr virus and virus human pro-
tein interaction maps. Proc. Natl. Acad. Sci. U.S.A. 104, 7606–7611. doi:
10.1073/pnas.0702332104
Camilios-Neto, D., Bonato, P., Wassem, R., Tadra-Sfeir, M. Z., Brusamarello-
Santos, L. C., Valdameri, G., et al. (2014). Dual RNA-seq transcriptional anal-
ysis of wheat roots colonized by Azospirillum brasilense reveals up-regulation
of nutrient acquisition and cell cycle genes. BMC Genomics 15:378. doi:
10.1186/1471-2164-15-378
Cash, P. (2011). Investigating pathogen biology at the level of the proteome.
Proteomics 11, 3190–3202. doi: 10.1002/pmic.201100029
Chang, S., Zhang, J., Liao, X., Zhu, X., Wang, D., Zhu, J., et al. (2007). Inﬂuenza
virus database (IVDB): an integrated information resource and analysis plat-
form for inﬂuenza virus research. Nucleic Acids Res. 35, D376–D380. doi:
10.1093/nar/gkl779
Chatr-Aryamontri, A., Breitkreutz, B.-J., Heinicke, S., Boucher, L., Winter, A.,
Stark, C., et al. (2013). The BioGRID interaction database: 2013 update. Nucleic
Acids Res. 41, D816–D823. doi: 10.1093/nar/gks1158
Chatr-Aryamontri, A., Ceol, A., Peluso, D., Nardozza, A., Panni, S., Sacco, F., et al.
(2009). VirusMINT: a viral protein interaction database. Nucleic Acids Res. 37,
D669–D673. doi: 10.1093/nar/gkn739
Chavali, A. K., D’Auria, K. M., Hewlett, E. L., Pearson, R. D., and Papin,
J. A. (2012). A metabolic network approach for the identiﬁcation and pri-
oritization of antimicrobial drug targets. Trends Microbiol. 20, 113–123. doi:
10.1016/j.tim.2011.12.004
Chen, L., Xiong, Z., Sun, L., Yang, J., and Jin, Q. (2011). VFDB 2012 update: toward
the genetic diversity and molecular evolution of bacterial virulence factors.
Nucleic Acids Res. 40, D641–D645. doi: 10.1093/nar/gkr989
Frontiers in Microbiology | www.frontiersin.org 14 April 2015 | Volume 6 | Article 235
Durmus¸ et al. Computational systems biology of PHIs
Chen, R., Mias, G. I., Li-Pook-Than, J., Jiang, L., Lam, H. Y., Chen,
R., et al. (2012). Personal omics proﬁling reveals dynamic molecular
and medical phenotypes. Cell 148, 1293–1307. doi: 10.1016/j.cell.2012.
02.009
Cortes, C., and Vapnik, V. (1995). Support-vector networks. Mach. Learn. 20,
273–297. doi: 10.1007/BF00994018
Croft, D., Mundo, A. F., Haw, R., Milacic, M., Weiser, J., Wu, G., et al. (2014).
The Reactome pathway knowledgebase.Nucleic Acids Res. 42, D472–D477. doi:
10.1093/nar/gkt1102
Cujec, T. P., Cho, H., Maldonado, E., Meyer, J., Reinberg, D., and Peterlin, B. M.
(1997). The human immunodeﬁciency virus transactivator Tat interacts with
the RNA polymerase II holoenzyme.Mol. Cell. Biol. 17, 1817–1823.
Daraselia, N., Yuryev, A., Egorov, S., Novichkova, S., Nikitin, A., and Mazo,
I. (2004). Extracting human protein interactions from MEDLINE using a
full-sentence parser. Bioinformatics 20, 604–611. doi: 10.1093/bioinformat-
ics/btg452
De Chassey, B., Navratil, V., Taﬀoreau, L., Hiet, M. S., Aublin-Gex, A., Agaugue, S.,
et al. (2008). Hepatitis C virus infection protein network.Mol. Syst. Biol. 4, 230.
doi: 10.1038/msb.2008.66
De Jong, H. (2002). Modeling and simulation of genetic regulatory systems: a
literature review. J. Comput. Biol. 9, 67–103. doi: 10.1089/10665270252833208
Del Chierico, F., Petrucca, A., Vernocchi, P., Bracaglia, G., Fiscarelli, E., Bernaschi,
P., et al. (2014). Proteomics boosts translational and clinical microbiology.
J. proteomics 97, 69–87. doi: 10.1016/j.jprot.2013.10.013
Di Carli, M., Benvenuto, E., and Donini, M. (2012). Recent Insights into plant–
virus interactions through proteomic analysis. J. Proteome Res. 11, 4765–4780.
doi: 10.1021/pr300494e
Dolan, P. T., Zhang, C., Khadka, S., Arumugaswami, V., Vangeloﬀ, A. D.,
Heaton, N. S., et al. (2013). Identiﬁcation and comparative analysis of hep-
atitis C virus-host cell protein interactions. Mol. Biosyst. 9, 3199–3209. doi:
10.1039/c3mb70343f
Durmus¸ Tekir, S., Çakir, T., Ardiç, E., Sayilirbas, A. S., Konuk, G., Konuk, M.,
et al. (2013). PHISTO: pathogen–host interaction search tool. Bioinformatics
29, 1357–1358. doi: 10.1093/bioinformatics/btt137
Durmus¸ Tekir, S., Çakir, T., and Ülgen, K. Ö. (2012). Infection strategies of bacterial
and viral pathogens through pathogen–human protein–protein interactions.
Front. Microbiol. 3:46. doi: 10.3389/fmicb.2012.00046
Durmus¸ Tekir, S., and Ülgen, K. Ö. (2013). Systems biology of pathogen-host
interaction: networks of protein-protein interaction within pathogens and
pathogen-human interactions in the post-genomic era. Biotechnol. J. 8, 85–96.
doi: 10.1002/biot.201200110
Dyer, M. D., Murali, T. M., and Sobral, B. W. (2008). The landscape of human
proteins interacting with viruses and other pathogens. PLoS Pathog. 4:e32. doi:
10.1371/journal.ppat.0040032
Dyer, M. D., Neﬀ, C., Duﬀord, M., Rivera, C. G., Shattuck, D., Bassaganya-Riera,
J., et al. (2010). The human-bacterial pathogen protein interaction networks
of Bacillus anthracis, Francisella tularensis, and Yersinia pestis. PLoS ONE
5:e12089. doi: 10.1371/journal.pone.0012089
Eisenreich, W., Heesemann, J., Rudel, T., and Goebel, W. (2013). Metabolic host
responses to infection by intracellular bacterial pathogens. Front. Cell. Infect.
Microbiol. 3:24. doi: 10.3389/fcimb.2013.00024
Emmert-Streib, F., Dehmer, M., and Haibe-Kains, B. (2014). Gene regulatory
networks and their applications: understanding biological and medical prob-
lems in terms of networks. Front. Cell Dev. Biol. 2:38. doi: 10.3389/fcell.2014.
00038
Erkan, G., Özgür, A., and Radev, D. R. (2007). “Semi-supervised classiﬁcation
for extracting protein interaction sentences using dependency parsing,” in
Proceedings of the 2007 Joint Conference on Empirical Methods in Natural
Language Processing and Computational Natural Language Learning, Prague,
228–237.
Feist, A. M., Herrgård, M. J., Thiele, I., Reed, J. L., and Palsson, B. Ø.
(2008). Reconstruction of biochemical networks in microorganisms. Nat. Rev.
Microbiol. 7, 129–143. doi: 10.1038/nrmicro1949
Fields, S., and Song, O. (1989). A novel genetic system to detect protein protein
interactions. Nature 340, 245–246. doi: 10.1038/340245a0
Finley, R. L., and Brent, R. (1994). Interaction mating reveals binary and ternary
connections between Drosophila cell cycle regulators. Proc. Natl. Acad. Sci.
U.S.A. 91, 12980–12984. doi: 10.1073/pnas.91.26.12980
Fisher, S. K., Novak, J. E., and Agranoﬀ, B. W. (2002). Inositol and higher
inositol phosphates in neural tissues: homeostasis, metabolism and func-
tional signiﬁcance. J. Neurochem. 82, 736–754. doi: 10.1046/j.1471-4159.2002.
01041.x
Flajolet, M., Rotondo, G., Daviet, L., Bergametti, F., Inchauspé, G., Tiollais,
P., et al. (2000). A genomic approach of the hepatitis C virus generates
a protein interaction map. Gene 242, 369–379. doi: 10.1016/S0378-1119(99)
00511-9
Forsman, A., Rüetschi, U., Ekholm, J., and Rymo, L. (2008). Identiﬁcation of intra-
cellular proteins associated with the EBV-encoded nuclear antigen 5 using an
eﬃcient tap procedure and FT-ICR mass spectrometry. J. Proteome Res. 7,
2309–2319. doi: 10.1021/pr700769e
Franceschini, A., Szklarczyk, D., Frankild, S., Kuhn, M., Simonovic, M., Roth,
A., et al. (2013). STRING v9. 1: protein-protein interaction networks, with
increased coverage and integration. Nucleic Acids Res. 41, D808–D815. doi:
10.1093/nar/gks1094
Fromont-Racine, M., Rain, J.-C., and Legrain, P. (1997). Toward a functional anal-
ysis of the yeast genome through exhaustive two-hybrid screens.Nat. Genet. 16,
277–282. doi: 10.1038/ng0797-277
Fukuda, K., Tamura, A., Tsunoda, T., and Takagi, T. (1998). “Toward information
extraction: identifying protein names from biological papers,” in proceedings of
the Pacific Symposium on Biocomputing, Hawaii, 707–718.
Fundel, K., Küﬀner, R., and Zimmer, R. (2007). RelEx—Relation extraction using
dependency parse trees. Bioinformatics 23, 365–371. doi: 10.1093/bioinformat-
ics/btl616
Gardiner, D. M., and Howlett, B. J. (2005). Bioinformatic and expression
analysis of the putative gliotoxin biosynthetic gene cluster of Aspergillus
fumigatus. FEMS Microbiol. Lett. 248, 241–248. doi: 10.1016/j.femsle.2005.
05.046
Gardner, T. S., and Faith, J. J. (2005). Reverse-engineering transcription
control networks. Phys. Life Rev. 2, 65–88. doi: 10.1016/j.plrev.2005.
01.001
Gautier, V. W., Gu, L., O’Donoghue, N., Pennington, S., Sheehy, N., and
Hall, W. W. (2009). In vitro nuclear interactome of the HIV-1 Tat protein.
Retrovirology 6, 47. doi: 10.1186/1742-4690-6-47
Gavin, A.-C., Bösche, M., Krause, R., Grandi, P., Marzioch, M., Bauer, A.,
et al. (2002). Functional organization of the yeast proteome by system-
atic analysis of protein complexes. Nature 415, 141–147. doi: 10.1038/
415141a
Gerner, M., Nenadic, G., and Bergman, C. M. (2010). LINNAEUS: a species name
identiﬁcation system for biomedical literature. BMC Bioinform. 11:85. doi:
10.1186/1471-2105-11-85
Goll, J., Rajagopala, S. V., Shiau, S. C., Wu, H., Lamb, B. T., and Uetz, P.
(2008). MPIDB: the microbial protein interaction database. Bioinformatics 24,
1743–1744. doi: 10.1093/bioinformatics/btn285
Gottschalk, R. A., Martins, A. J., Sjoelund, V. H., Angermann, B. R., Lin, B., and
Germain, R. N. (2013). Recent progress using systems biology approaches to
better understand molecular mechanisms of immunity. Semin. Immunol. 25,
201–208. doi: 10.1016/j.smim.2012.11.002
Gottwein, E., and Cullen, B. R. (2008). Viral and cellular microRNAs as determi-
nants of viral pathogenesis and immunity. Cell host Microbe 3, 375–387. doi:
10.1016/j.chom.2008.05.002
Gouzy, A., Poquet, Y., and Neyrolles, O. (2014). Nitrogen metabolism in
Mycobacterium tuberculosis physiology and virulence. Nat. Rev. Microbiol. 12,
729–737. doi: 10.1038/nrmicro3349
Greenﬁeld, A., Madar, A., Ostrer, H., and Bonneau, R. (2010). DREAM4:
combining genetic and dynamic information to identify biological net-
works and dynamical models. PLoS ONE 5:e13397. doi: 10.1371/journal.pone.
0013397
Guillet, J., Hallier, M., and Felden, B. (2013). Emerging functions for the
Staphylococcus aureus RNome. PLoS Pathog. 9:e1003767. doi: 10.1371/jour-
nal.ppat.1003767
Guirimand, T., Delmotte, S., and Navratil, V. (2015). VirHostNet 2.0: surﬁng
on the web of virus/host molecular interactions data. Nucleic Acids Res. 43,
D583–D587. doi: 10.1093/nar/gku1121
Guo, Y., Luo, J., Wang, J., Wang, Y., and Wu, R. (2011). How to compute which
genes control drug resistance dynamics. Drug Discov. Today 16, 339–344. doi:
10.1016/j.drudis.2011.02.004
Frontiers in Microbiology | www.frontiersin.org 15 April 2015 | Volume 6 | Article 235
Durmus¸ et al. Computational systems biology of PHIs
Guthke, R., Linde, J., Mech, F., and Figge, M. T. (2012). Systems biology of
microbial infection. Front. Microbiol. 3:328. doi: 10.3389/fmicb.2012.00328
Guthke, R., Möller, U., Hoﬀmann, M., Thies, F., and Töpfer, S. (2005). Dynamic
network reconstruction from gene expression data applied to immune response
during bacterial infection. Bioinformatics 21, 1626–1634. doi: 10.1093/bioinfor-
matics/bti226
Guttman, D. S., McHardy, A. C., and Schulze-Lefert, P. (2014). Microbial genome-
enabled insights into plant-microorganism interactions. Nat. Rev. Genet. 15,
797–813. doi: 10.1038/nrg3748
Hao, L., Sakurai, A., Watanabe, T., Sorensen, E., Nidom, C. A., Newton,
M. A., et al. (2008). Drosophila RNAi screen identiﬁes host genes impor-
tant for inﬂuenza virus replication. Nature 454, 890–893. doi: 10.1038/nature
07151
Hartlova, A., Krocova, Z., Cerveny, L., and Stulik, J. (2011). A proteomic view of
the host-pathogen interaction: the host perspective. Proteomics 11, 3212–3220.
doi: 10.1002/pmic.201000767
Hecker, M., Lambeck, S., Toepfer, S., van Someren, E., and Guthke, R. (2009). Gene
regulatory network inference: data integration in dynamic models - a review.
Biosystems 96, 86–103. doi: 10.1016/j.biosystems.2008.12.004
Heilmann, C. J., Sorgo, A. G., and Klis, F. M. (2012). News from the fungal front:
wall proteome dynamics and host-pathogen interplay.PLoS Pathog. 8:e1003050.
doi: 10.1371/journal.ppat.1003050
Heroven, A. K., and Dersch, P. (2014). Coregulation of host-adapted metabolism
and virulence by pathogenic yersiniae. Front. Cell. Infect. Microbiol. 4:146. doi:
10.3389/fcimb.2014.00146
Heyl, K. A., Klassert, T. E., Heinrich, A., Müller, M. M., Klaile, E., Dienemann,
H., et al. (2014). Dectin-1 is expressed in human lung and mediates the proin-
ﬂammatory immune response to nontypeable Haemophilus influenzae.mBio 5,
e01492–e01414. doi: 10.1128/mBio.01492-14
Ho, Y., Gruhler, A., Heilbut, A., Bader, G. D., Moore, L., Adams, S.-L., et al. (2002).
Systematic identiﬁcation of protein complexes in Saccharomyces cerevisiae by
mass spectrometry. Nature 415, 180–183. doi: 10.1038/415180a
Hobbs, J. R. (1978). Resolving pronoun references. Lingua 44, 311–338. doi:
10.1016/0024-3841(78)90006-2
Horn, F., Heinekamp, T., Kniemeyer,O., Pollmächer, J., Valiante, V., and Brakhage,
A. A. (2012). Systems biology of fungal infection. Front. Microbiol. 3:108. doi:
10.3389/fmicb.2012.00108
Horn, F., Rittweger, M., Taubert, J., Lysenko, A., Rawlings, C., and Guthke, R.
(2014). Interactive exploration of integrated biological datasets using context-
sensitive workﬂows. Front. Genet. 5:21. doi: 10.3389/fgene.2014.00021
Hsieh, T. Y., Matsumoto, M., Chou, H. C., Schneider, R., Hwang, S. B., Lee,
A. S., et al. (1998). Hepatitis C virus core protein interacts with heteroge-
neous nuclear ribonucleoprotein K. J. Biol. Chem. 273, 17651–17659. doi:
10.1074/jbc.273.28.17651
Hsu, C.-N., Chang, Y.-M., Kuo, C.-J., Lin, Y.-S., Huang, H.-S., and Chung,
I.-F. (2008). Integrating high dimensional bi-directional parsing models for
gene mention tagging. Bioinformatics 24, i286–i294. doi: 10.1093/bioinformat-
ics/btn183
Hünniger, K., Lehnert, T., Bieber,K., Martin, R., Figge,M. T., and Kurzai, O. (2014).
A virtual infection model quantiﬁes innate eﬀector mechanisms and Candida
albicans immune escape in human blood. PLoS Comput. Biol. 10:e1003479. doi:
10.1371/journal.pcbi.1003479
Huthmacher, C., Hoppe, A., Bulik, S., and Holzhütter, H.-G. (2010). Antimalarial
drug targets in Plasmodium falciparum predicted by stage-speciﬁc metabolic
network analysis. BMC Syst. Biol. 4:120. doi: 10.1186/1752-0509-4-120
Isci, S., Dogan, H., Ozturk, C., and Otu, H. H. (2014). Bayesian network prior: net-
work analysis of biological data using external knowledge. Bioinformatics 30,
860–867. doi: 10.1093/bioinformatics/btt643
Ito, T., Tashiro, K., Muta, S., Ozawa, R., Chiba, T., Nishizawa, M., et al. (2000).
Toward a protein–protein interaction map of the budding yeast: a comprehen-
sive system to examine two-hybrid interactions in all possible combinations
between the yeast proteins. Proc. Natl. Acad. Sci. U.S.A. 97, 1143–1147. doi:
10.1073/pnas.97.3.1143
Jäger, S., Cimermancic, P., Gulbahce, N., Johnson, J. R., McGovern, K. E., Clarke,
S. C., et al. (2012). Global landscape of HIV-human protein complexes. Nature
481, 365–370.
Jelier, R., Jenster, G., Dorssers, L. C. J., van der Eijk, C. C., van Mulligen, E. M.,
Mons, B., et al. (2005). Co-occurrence based meta-analysis of scientiﬁc texts:
retrieving biological relationships between genes. Bioinformatics 21, 2049–2058.
doi: 10.1093/bioinformatics/bti268
Kafsack, B. F., and Llinás, M. (2010). Eating at the table of another:
metabolomics of host-parasite interactions. Cell host Microbe 7, 90–99. doi:
10.1016/j.chom.2010.01.008
Karlas, A., Machuy, N., Shin, Y., Pleissner, K.-P., Artarini, A., Heuer, D., et al.
(2010). Genome-wide RNAi screen identiﬁes human host factors crucial
for inﬂuenza virus replication. Nature 463, 818–822. doi: 10.1038/nature
08760
Kauﬀman, K. J., Prakash, P., and Edwards, J. S. (2003). Advances in ﬂux bal-
ance analysis. Curr. Opin. Biotechnol. 14, 491–496. doi: 10.1016/j.copbio.2003.
08.001
Kentner, D., Martano, G., Callon, M., Chiquet, P., Brodmann, M., Burton, O., et al.
(2014). Shigella reroutes host cell central metabolism to obtain high-ﬂux nutri-
ent supply for vigorous intracellular growth. Proc. Natl. Acad. Sci. U.S.A. 111,
9929–9934. doi: 10.1073/pnas.1406694111
Keshava Prasad, T. S., Goel, R., Kandasamy, K., Keerthikumar, S., Kumar, S.,
Mathivanan, S., et al. (2009). Human protein reference database–2009 update.
Nucleic Acids Res. 37, D767–D772. doi: 10.1093/nar/gkn892
Khadka, S., Vangeloﬀ, A. D., Zhang, C., Siddavatam, P., Heaton, N. S., Wang,
L., et al. (2011). A physical interaction network of dengue virus and human
proteins. Mol. Cell. Proteomics 10:M111.012187. doi: 10.1074/mcp.M111.
012187
Kim, J.-D., Ohta, T., Pyysalo, S., Kano, Y., and Tsujii, J. (2009). “Overview of
BioNLP’09 shared task on event extraction,” in Proceedings of the Workshop
on Current Trends in Biomedical Natural Language Processing: Shared Tas,
Stroudsburg, PA, 1–9.
Kim, J.-D., Pyysalo, S., Ohta, T., Bossy, R., Nguyen, N., and Tsujii, J. (2011).
“Overview of BioNLP shared task 2011,” in Proceedings of the BioNLP Shared
Task 2011 Workshop, Portland, OR, 1–6.
Kim, S., Shin, S.-Y., Lee, I.-H., Kim, S.-J., Sriram, R., and Zhang, B.-T. (2008). PIE:
an online prediction system for protein-protein interactions from text. Nucleic
Acids Res. 36, W411–W415. doi: 10.1093/nar/gkn281
Kitano, H. (2002). Systems biology: a brief overview. Science 295, 1662–1664. doi:
10.1126/science.1069492
Komarova, A. V., Combredet, C., Meyniel-Schicklin, L., Chapelle, M., Caignard,
G., Camadro, J.-M., et al. (2011). Proteomic analysis of virus-host interac-
tions in an infectious context using recombinant viruses.Mol. Cell. Proteomics
10:M110.007443. doi: 10.1074/mcp.M110.007443
König, R., Stertz, S., Zhou, Y., Inoue, A., Hoﬀmann, H.-H., Bhattacharyya, S., et al.
(2010). Human host factors required for inﬂuenza virus replication. Nature 463,
813–817. doi: 10.1038/nature08699
König, R., Zhou, Y., Elleder, D., Diamond, T. L., Bonamy, G. M. C., Irelan,
J. T., et al. (2008). Global analysis of host-pathogen interactions that regulate
early-stage HIV-1 replication. Cell 135, 49–60. doi: 10.1016/j.cell.2008.07.032
Korkin, D., Thieu, T., Joshi, S., and Warren, S. (2011). “Mining host-
pathogen interactions,” in Systems and Computational Biology – Molecular and
Cellular Experimental Systems, ed. N.-S. Yang (Rijeka: InTech), 163–184. doi:
10.5772/22016
Kraibooj, K., Park, H.-R., Dahse, H.-M., Skerka, C., Voigt, K., and Figge, M. T.
(2014). Virulent strain of Lichtheimia corymbifera shows increased phagocytosis
by macrophages as revealed by automated microscopy image analysis.Mycoses
57(Suppl. 3), 56–66. doi: 10.1111/myc.12237
Krallinger, M., Leitner, F., Rodriguez-Penagos, C., and Valencia, A. (2008).
Overview ofthe protein-protein interaction annotation extraction task of
BioCreative II. Genome Biol. 9(Suppl. 2), S4. doi: 10.1186/gb-2008-9-
s2-s4
Krishnan, M. N., Ng, A., Sukumaran, B., Gilfoy, F. D., Uchil, P. D., Sultana,
H., et al. (2008). RNA interference screen for human genes associated
with West Nile virus infection. Nature 455, 242–245. doi: 10.1038/nature
07207
Kumar, D., Nath, L., Kamal, M. A., Varshney, A., Jain, A., Singh, S., et al.
(2010). Genome-wide analysis of the host intracellular network that reg-
ulates survival of Mycobacterium tuberculosis. Cell 140, 731–743. doi:
10.1016/j.cell.2010.02.012
Kumar, R., and Nanduri, B. (2010). HPIDB–a uniﬁed resource for host-pathogen
interactions. BMC Bioinform. 11(Suppl. 6):S16. doi: 10.1186/1471-2105-11-
S6-S16
Frontiers in Microbiology | www.frontiersin.org 16 April 2015 | Volume 6 | Article 235
Durmus¸ et al. Computational systems biology of PHIs
Kwoﬁe, S. K., Schaefer, U., Sundararajan, V. S., Bajic, V. B., and Christoﬀels, A.
(2011). HCVpro: hepatitis C virus protein interaction database. Infect. Genet.
Evol. 11, 1971–1977. doi: 10.1016/j.meegid.2011.09.001
Law, G. L., Korth, M. J., Benecke, A. G., and Katze, M. G. (2013). Systems virol-
ogy: host-directed approaches to viral pathogenesis and drug targeting. Nat.
Rev. Microbiol. 11, 455–466. doi: 10.1038/nrmicro3036
Leaman, R., and Gonzalez, G. (2008). “BANNER: an executable survey of
advances in biomedical named entity recognition,” in Proceedings of the Pacific
Symposium on Biocomputing, Kohala Coast, 652–663.
Lee, A. S.-Y., Burdeinick-Kerr, R., andWhelan, S. P. J. (2014). A genome-wide small
interfering RNA screen identiﬁes host factors required for vesicular stomatitis
virus infection. J. Virol. 88, 8355–8360. doi: 10.1128/JVI.00642-14
Leitner, F., Mardis, S. A., Krallinger, M., Cesareni, G., Hirschman, L. A., and
Valencia, A. (2010). An overview of BioCreative II. 5. IEEE/ACM Trans.
Comput. Biol. Bioinform. 7, 385–399. doi: 10.1109/TCBB.2010.61
Le Rouzic, E., Mousnier, A., Rustum, C., Stutz, F., Hallberg, E., Dargemont, C.,
et al. (2002). Docking of HIV-1 Vpr to the nuclear envelope is mediated by the
interaction with the nucleoporin hCG1. J. Biol. Chem. 277, 45091–45098. doi:
10.1074/jbc.M207439200
Licata, L., Briganti, L., Peluso, D., Perfetto, L., Iannuccelli, M., Galeota, E., et al.
(2012). MINT, the molecular interaction database: 2012 update. Nucleic Acids
Res. 40, D857–D861. doi: 10.1093/nar/gkr930
Lima, T. B., Pinto, M. F. S., Ribeiro, S. M., de Lima, L. A., Viana, J. C., Gomes Júnior,
N., et al. (2013). Bacterial resistance mechanism: what proteomics can elucidate.
FASEB J. 7, 1291–1303. doi: 10.1096/fj.12-221127
Linde, J., Hortschansky, P., Fazius, E., Brakhage, A. A., Guthke, R., and Haas, H.
(2012). Regulatory interactions for iron homeostasis in Aspergillus fumigatus
inferred by a systems biology approach. BMC Syst. Biol. 6:6. doi: 10.1186/1752-
0509-6-6
Linde, J., Schulze, S., Henkel, S. G., and Guthke, R. (2015). Data- and knowledge-
based modeling of gene regulatory networks: an update. EXCLI J. 14,
346–378.
Linde, J., Wilson, D., Hube, B., and Guthke, R. (2010). Regulatory network mod-
elling of iron acquisition by a fungal pathogen in contact with epithelial cells.
BMC Syst. Biol. 4:148.doi: 10.1186/1752-0509-4-148
Li, Q., Brass, A. L., Ng, A., Hu, Z., Xavier, R. J., Liang, T. J., et al. (2009). A genome-
wide genetic screen for host factors required for hepatitis C virus propagation.
Proc. Natl. Acad. Sci. U.S.A. 106, 16410–16415. doi: 10.1073/pnas.0907439106
Li, Y., Wang, C., Miao, Z., Bi, X., Wu, D., Jin, N., et al. (2015). ViRBase: a
resource for virus-host ncRNA-associated interactions. Nucleic Acids Res. 43,
D578–D582. doi: 10.1093/nar/gku903
Li-Pook-Than, J., and Snyder, M. (2013). iPOP goes the world: integrated person-
alized Omics proﬁling and the road toward improved health care. Chem. Biol.
20, 660–666. doi: 10.1016/j.chembiol.2013.05.001
Liu, B., and Pop, M. (2009). ARDB–antibiotic resistance genes database. Nucleic
Acids Res. 37, D443–D447. doi: 10.1093/nar/gkn656
Longo, A. V., Burrowes, P. A., and Zamudio, K. R. (2014). Genomic studies of
disease-outcome in host–pathogen dynamics. Integr. Comp. Biol. 54, 427–438.
doi: 10.1093/icb/icu073
Lu, W., Lo, S. Y., Chen, M., Wu, K. J., Fung, Y. K., and Ou, J. H. (1999).
Activation of p53 tumor suppressor by hepatitis C virus core protein. Virology
264, 134–141. doi: 10.1006/viro.1999.9979
Lusic, M., Marcello, A., Cereseto, A., and Giacca, M. (2003). Regulation of HIV-
1 gene expression by histone acetylation and factor recruitment at the LTR
promoter. EMBO J. 22, 6550–6561. doi: 10.1093/emboj/cdg631
Ma, H., and Goryanin, I. (2008). Human metabolic network reconstruction and its
impact on drug discovery and development. Drug Discov. Today 13, 402–408.
doi: 10.1016/j.drudis.2008.02.002
Manchanda, H., Seidel, N., Krumbholz, A., Sauerbrei, A., Schmidtke,
M., and Guthke, R. (2014). Within-host inﬂuenza dynamics: a small-
scale mathematical modeling approach. Biosystems 118, 51–59. doi:
10.1016/j.biosystems.2014.02.004
Marbach, D., Costello, J. C., Küﬀner, R., Vega, N. M., Prill, R. J., Camacho,
D. M., et al. (2012). Wisdom of crowds for robust gene network inference. Nat.
Methods 9, 796–804. doi: 10.1038/nmeth.2016
Matsumoto, M., Hsieh, T., Zhu, N., VanArsdale, T., Hwang, S. B., Jeng, K.-S., et al.
(1997). Hepatitis C virus core protein interacts with the cytoplasmic tail of
lymphotoxin-beta receptor. J. Virol. 71, 1301–1309.
McCraith, S., Holtzman, T., Moss, B., and Fields, S. (2000). Genome-wide analysis
of vaccinia virus protein–protein interactions. Proc. Natl. Acad. Sci. U.S.A. 97,
4879–4884. doi: 10.1073/pnas.080078197
McDonald, R., and Pereira, F. (2005). Identifying gene and protein mentions
in text using conditional random ﬁelds. BMC Bioinform. 6(Suppl. 1):S6. doi:
10.1186/1471-2105-6-S1-S6
Mech, F., Thywissen, A., Guthke, R., Brakhage, A. A., and Figge, M. T.
(2011). Automated image analysis of the host-pathogen interaction between
phagocytes and Aspergillus fumigatus. PLoS ONE 6:e19591. doi: 10.1371/jour-
nal.pone.0019591
Mika, S., and Rost, B. (2004). Protein names precisely peeled oﬀ free text.
Bioinformatics 20, i241–i247. doi: 10.1093/bioinformatics/bth904
Milenbachs, A. A., Brown, D. P., Moors, M., and Youngman, P. (1997). Carbon-
source regulation of virulence gene expression in Listeria monocytogenes. Mol.
Microbiol. 23, 1075–1085. doi: 10.1046/j.1365-2958.1997.2711634.x
Mooney, M., McWeeney, S., Canderan, G., and Sékaly, R.-P. (2013). A sys-
tems framework for vaccine design. Curr. Opin. Immunol. 25, 551–555. doi:
10.1016/j.coi.2013.09.014
Morens, D. M., Folkers, G. K., and Fauci, A. S. (2004). The challenge of
emerging and re-emerging infectious diseases. Nature 430, 242–249. doi:
10.1038/nature02759
Moser, L. A., Pollard, A. M., and Knoll, L. J. (2013). A Genome-wide siRNA screen
to identify host factors necessary for growth of the parasite Toxoplasma gondii.
PLoS ONE 8:e68129. doi: 10.1371/journal.pone.0068129
Mulder, N. J., Akinola, R. O., Mazandu, G. K., and Rapanoel, H. (2014). Using bio-
logical networks to improve our understanding of infectious diseases. Comput.
Struct. Biotechnol. J. 11, 1–10. doi: 10.1016/j.csbj.2014.08.006
Murali, T. M., Dyer, M. D., Badger, D., Tyler, B. M., and Katze, M. G. (2011).
Network-based prediction and analysis of HIV dependency factors. PLoS
Comput. Biol. 7:e1002164. doi: 10.1371/journal.pcbi.1002164
Naderi, N., Kappler, T., Baker, C. J. O., and Witte, R. (2011). Organism tag-
ger: detection, normalization and grounding of organism entities in biomed-
ical documents. Bioinformatics 27, 2721–2729. doi: 10.1093/bioinformatics/
btr452
Naji, S., Ambrus, G., Cimermancˇicˇ, P., Reyes, J. R., Johnson, J. R., Filbrandt, R., et al.
(2012). Host cell interactome of HIV-1 Rev includes RNA helicases involved in
multiple facets of virus production.Mol. Cell. Proteomics 11:M111.015313. doi:
10.1074/mcp.M111.015313
Nakajima, N., and Akutsu, T. (2014). Network completion for static gene expres-
sion data. Adv. Bioinform. 2014, 382452. doi: 10.1155/2014/382452
Nédellec, C., Bossy, R., Kim, J.-D., Kim, J., Ohta, T., Pyysalo, S., et al. (2013).
“Overviewof bionlp shared task 2013,” in Proceedings of the BioNLP Shared Task
2013Workshop, Soﬁa, 1–7.
Ngo, H. T. T., Pham, L. V., Kim, J.-W., Lim, Y.-S., and Hwang, S. B. (2013).
Modulation of mitogen-activated protein kinase-activated protein kinase 3
by hepatitis C virus core protein. J. Virol. 87, 5718–5731. doi: 10.1128/JVI.
03353-12
Ng, T. I., Mo, H., Pilot-Matias, T., He, Y., Koev, G., Krishnan, P., et al. (2007).
Identiﬁcation of host genes involved in hepatitis C virus replication by small
interfering RNA technology. Hepatology 45, 1413–1421. doi: 10.1002/hep.
21608
Oberhardt, M. A., Palsson, B. Ø., and Papin, J. A. (2009). Applications
of genome-scale metabolic reconstructions. Mol. Syst. Biol. 5, 320. doi:
10.1038/msb.2009.77
Olszewski, K. L., Morrisey, J. M., Wilinski, D., Burns, J. M., Vaidya, A. B.,
Rabinowitz, J. D., et al. (2009). Host-parasite interactions revealed by
Plasmodium falciparum metabolomics. Cell Host Microbe 5, 191–199. doi:
10.1016/j.chom.2009.01.004
Ono, T., Hishigaki, H., Tanigami, A., and Takagi, T. (2001). Automated
extraction of information on protein–protein interactions from the bio-
logical literature. Bioinformatics 17, 155–161. doi: 10.1093/bioinformatics/
17.2.155
Orchard, S., Ammari, M., Aranda, B., Breuza, L., Briganti, L., Broackes-Carter,
F., et al. (2013). The MIntAct project—IntAct as a common curation platform
for 11 molecular interaction databases. Nucleic Acids Res. 42, D358–D363. doi:
10.1093/nar/gkt1115
Orth, J. D., Thiele, I., and Palsson, B. Ø. (2010). What is ﬂux balance analysis? Nat.
Biotechnol. 28, 245–248. doi: 10.1038/nbt.1614
Frontiers in Microbiology | www.frontiersin.org 17 April 2015 | Volume 6 | Article 235
Durmus¸ et al. Computational systems biology of PHIs
Otto, A., van Dijl, J. M., Hecker, M., and Becher, D. (2014). The
Staphylococcus aureus proteome. Int. J. Med. Microbiol. 304, 110–120.
doi: 10.1016/j.ijmm.2013.11.007
Owsianka, A. M., and Patel, A. H. (1999). Hepatitis C virus core protein inter-
acts with a human DEAD box protein DDX3. Virology 257, 330–340. doi:
10.1006/viro.1999.9659
Palmer, A. C., and Kishony, R. (2013). Understanding, predicting andmanipulating
the genotypic evolution of antibiotic resistance. Nat. Rev. Genet. 14, 243–248.
doi: 10.1038/nrg3351
Panayidou, S., Ioannidou, E., and Apidianakis, Y. (2014). Human pathogenic
bacteria, fungi, and viruses in Drosophila: disease modeling, lessons, and short-
comings. Virulence 5, 253–269. doi: 10.4161/viru.27524
Perelson, A. S. (2002). Modelling viral and immune system dynamics. Nat. Rev.
Immunol. 2, 28–36. doi: 10.1038/nri700
Pichlmair, A., Kandasamy, K., Alvisi, G., Mulhern, O., Sacco, R., Habjan, M., et al.
(2012). Viral immune modulators perturb the human molecular network by
common and unique strategies.Nature 487, 486–490. doi: 10.1038/nature11289
Pickett, B. E., Sadat, E. L., Zhang, Y., Noronha, J. M., Squires, R. B., Hunt, V.,
et al. (2012). ViPR: an open bioinformatics database and analysis resource for
virology research. Nucleic Acids Res. 40, D593–D598. doi: 10.1093/nar/gkr859
Pittman, K. J., Aliota, M. T., and Knoll, L. J. (2014). Dual transcriptional proﬁl-
ing of mice and Toxoplasma gondii during acute and chronic infection. BMC
Genomics 15:806. doi: 10.1186/1471-2164-15-806
Pollmächer, J., and Figge, M. T. (2014). Agent-Based model of human alveoli pre-
dicts chemotactic signaling by epithelial cells during early Aspergillus fumigatus
infection. PLoS ONE 9:e111630. doi: 10.1371/journal.pone.0111630
Prieto, C., and De Las Rivas, J. (2006). APID: agile protein interaction dataanalyzer.
Nucleic Acids Res. 34, W298–W302. doi: 10.1093/nar/gkl128
Prill, R. J., Marbach, D., Saez-Rodriguez, J., Sorger, P. K., Alexopoulos, L. G., Xue,
X., et al. (2010). Towards a rigorous assessment of systems biology models: the
DREAM3 challenges. PLoS ONE 5:e9202. doi: 10.1371/journal.pone.0009202
Qian, C., and Cao, X. (2013). Regulation of Toll-like receptor signaling path-
ways in innate immune responses. Ann. N. Y. Acad. Sci. 1283, 67–74. doi:
10.1111/j.1749-6632.2012.06786.x
Raghunathan, A., Reed, J., Shin, S., Palsson, B., and Daeﬂer, S. (2009). Constraint-
based analysis of metabolic capacity of Salmonella typhimurium during host-
pathogen interaction. BMC Syst. Biol. 3:38. doi: 10.1186/1752-0509-3-38
Rain, J.-C., Selig, L., De Reuse, H., Battaglia, V., Reverdy, C., Simon, S., et al.
(2001). The protein–protein interaction map ofHelicobacter pylori.Nature 409,
211–215. doi: 10.1038/35051615
Ramachandra, S., Linde, J., Brock, M., Guthke, R., Hube, B., and Brunke, S. (2014).
Regulatory networks controlling nitrogen sensing and uptake in Candida albi-
cans. PLoS ONE 9:e92734. doi: 10.1371/journal.pone.0092734
Razick, S., Magklaras, G., and Donaldson, I. M. (2008). iRefIndex: a consoli-
dated protein interaction database with provenance.BMC Bioinform. 9:405. doi:
10.1186/1471-2105-9-405
Rienksma, R. A., Suarez-Diez, M., Spina, L., Schaap, P. J., and Martins Dos Santos,
V. A. P. (2014). Systems-level modeling of mycobacterial metabolism for the
identiﬁcation of new (multi-) drug targets. Semin. Immunol. 26, 610–622. doi:
10.1016/j.smim.2014.09.013
Rohmer, L., Hocquet, D., and Miller, S. I. (2011). Are pathogenic bacteria just look-
ing for food? Metabolism and microbial pathogenesis. Trends Microbiol. 19,
341–348. doi: 10.1016/j.tim.2011.04.003
Ruppin, E., Papin, J. A., de Figueiredo, L. F., and Schuster, S. (2010).
Metabolic reconstruction, constraint-based analysis and game theory to probe
genome-scale metabolic networks. Curr. Opin. Biotechnol. 21, 502–510. doi:
10.1016/j.copbio.2010.07.002
Saayman, S., Ackley, A., Turner, A.-M. W., Famiglietti, M., Bosque, A., Clemson,
M., et al. (2014). An HIV-encoded antisense long noncoding RNA epi-
genetically regulates viral transcription. Mol. Ther. 22, 1164–1175. doi:
10.1038/mt.2014.29
Saenz, R. A., Quinlivan, M., Elton, D., Macrae, S., Blunden, A. S., Mumford, J. A.,
et al. (2010). Dynamics of inﬂuenza virus infection and pathology. J. Virol. 84,
3974–3983. doi: 10.1128/JVI.02078-09
Salwinski, L., Miller, C. S., Smith, A. J., Pettit, F. K., Bowie, J. U., and Eisenberg, D.
(2004). The database of interacting proteins: 2004 update. Nucleic Acids Res. 32,
D449–D451. doi: 10.1093/nar/gkh086
Sarker, M., Talcott, C., and Galande, A. K. (2013). In silico systems biology
approaches for the identiﬁcation of antimicrobial targets. Methods Mol. Biol.
993, 13–30. doi: 10.1007/978-1-62703-342-8_2
Sasikaran, J., Ziemski, M., Zadora, P. K., Fleig, A., and Berg, I. A. (2014). Bacterial
itaconate degradation promotes pathogenicity. Nat. Chem. Biol. 10, 371–377.
doi: 10.1038/nchembio.1482
Scharf, D. H., Heinekamp, T., Remme, N., Hortschansky, P., Brakhage, A. A., and
Hertweck, C. (2012). Biosynthesis and function of gliotoxin in Aspergillus fumi-
gatus. Appl. Microbiol. Biotechnol. 93, 467–472. doi: 10.1007/s00253-011-3689-1
Schmidt, F., and Völker, U. (2011). Proteome analysis of host-pathogen inter-
actions: investigation of pathogen responses to the host cell environment.
Proteomics 11, 3203–3211. doi: 10.1002/pmic.201100158
Schulze, S., Henkel, S. G., Driesch, D., Guthke, R., and Linde, J. (2015).
Computationalprediction of molecular pathogen-host interactions based on
dual transcriptome data. Front. Microbiol. 6:65. doi: 10.3389/fmicb.2015.00065
Sessions, O. M., Barrows, N. J., Souza-Neto, J. A., Robinson, T. J., Hershey, C. L.,
Rodgers, M. A., et al. (2009). Discovery of insect and human dengue virus host
factors. Nature 458, 1047–1050. doi: 10.1038/nature07967
Settles, B. (2005). ABNER: an open source tool for automatically tagging genes,
proteins and other entity names in text. Bioinformatics 21, 3191–3192. doi:
10.1093/bioinformatics/bti475
Shapira, S. D., Gat-Viks, I., Shum, B. O. V., Dricot, A., de Grace, M. M.,
Wu, L., et al. (2009). A physical and regulatory map of host-inﬂuenza
interactions reveals pathways in H1N1 infection. Cell 139, 1255–1267. doi:
10.1016/j.cell.2009.12.018
Simon, S., Guthke, R., Kamradt, T., and Frey, O. (2012). Multivariate analy-
sis of ﬂow cytometric data using decision trees. Front. Microbiol. 3:114. doi:
10.3389/fmicb.2012.00114
Singh, H., Khan, A. A., and Dinner, A. R. (2014). Gene regulatory networks
in the immune system. Trends Immunol. 35, 211–218. doi: 10.1016/j.it.2014.
03.006
Singh, I., Tastan, O., and Klein-Seetharaman, J. (2010). “Comparison of virus inter-
actions with human signal transduction pathways,” in Proceedings of the First
ACM International Conference on Bioinformatics and Computational Biology,
Niagara Falls, NY, 17–24. doi: 10.1145/1854776.1854785
Six, A., Mariotti-Ferrandiz, M. E., Chaara, W., Magadan, S., Pham, H.-P., Lefranc,
M.-P., et al. (2013). The past, present, and future of immune repertoire biol-
ogy - the rise of next-generation repertoire analysis. Front. Immunol. 4:413. doi:
10.3389/ﬁmmu.2013.00413
Skalsky, R. L., and Cullen, B. R. (2010). Viruses, microRNAs, and host interac-
tions. Annu. Rev. Microbiol. 64, 123–141. doi: 10.1146/annurev.micro.112408.
134243
Sleator, D. D., and Temperley, D. (1995). Parsing English with a link grammar.
ArXiv Prepr. Cmp-lg/9508004.
Smith, L., Tanabe, L. K., nee Ando, R. J., Kuo, C.-J., Chung, I.-F., Hsu, C.-N., et al.
(2008). Overview of BioCreative II gene mention recognition. Genome Biol.
9(Suppl. 2):S2. doi: 10.1186/gb-2008-9-s2-s2
Stanberry, L., Mias, G. I., Haynes, W., Higdon, R., Snyder, M., and Kolker, E.
(2013). Integrative analysis of longitudinal metabolomics data from a personal
multi-omics proﬁle.Metabolites 3, 741–760. doi: 10.3390/metabo3030741
Stebbins, C. E. (2005). Structural microbiology at the pathogen-host interface. Cell.
Microbiol. 7, 1227–1236. doi: 10.1111/j.1462-5822.2005.00564.x
Tai, A.W., Benita, Y., Peng, L. F., Kim, S.-S., Sakamoto, N., Xavier, R. J., et al. (2009).
A functional genomic screen identiﬁes cellular cofactors of hepatitis C virus
replication. Cell Host Microbe 5, 298–307. doi: 10.1016/j.chom.2009.02.001
Temkin, J. M., and Gilder, M. R. (2003). Extraction of protein interaction informa-
tion from unstructured text using a context-free grammar. Bioinformatics 19,
2046–2053. doi: 10.1093/bioinformatics/btg279
Thieu, T., Joshi, S., Warren, S., and Korkin, D. (2012). Literature mining of
host–pathogen interactions: comparing feature-based supervised learning and
language-based approaches. Bioinformatics 28, 867–875. doi: 10.1093/bioinfor-
matics/bts042
Tierney, L., Kuchler, K., Rizzetto, L., and Cavalieri, D. (2012a). Systems biology
of host-fungus interactions: turning complexity into simplicity. Curr. Opin.
Microbiol. 15, 440–446. doi: 10.1016/j.mib.2012.05.001
Tierney, L., Linde, J., Müller, S., Brunke, S., Molina, J. C., Hube, B., et al. (2012b).
An interspecies regulatory network inferred from simultaneous RNA-seq of
Frontiers in Microbiology | www.frontiersin.org 18 April 2015 | Volume 6 | Article 235
Durmus¸ et al. Computational systems biology of PHIs
Candida albicans invading innate immune cells. Front. Microbiol. 3:85. doi:
10.3389/fmicb.2012.00085
Tikk, D., Thomas, P., Palaga, P., Hakenberg, J., and Leser, U. (2010). A compre-
hensive benchmark of kernel methods to extract protein–protein interactions
from literature. PLoS Comput. Biol. 6:e1000837. doi: 10.1371/journal.pcbi.
1000837
Tripathi, L. P., Kataoka, C., Taguwa, S., Moriishi, K., Mori, Y., Matsuura, Y., et al.
(2010). Network based analysis of hepatitis C virus core and NS4B protein
interactions.Mol. Biosyst. 6, 2539–2553. doi: 10.1039/c0mb00103a
Tsai, R. T.-H., Sung, C.-L., Dai, H.-J., Hung, H.-C., Sung, T.-Y., and Hsu, W.-
L. (2006). NERBio: using selected word conjunctions, term normalization,
and global patterns to improve biomedical named entity recognition. BMC
Bioinform. 7(Suppl. 5):S11. doi: 10.1186/1471-2105-7-S5-S11
Tsuruoka, Y., Tateishi, Y., Kim, J.-D., Ohta, T., McNaught, J., Ananiadou, S.,
et al. (2005). “Developing a robust part-of-speech tagger for biomedical text,”
in Advances in Informatics – 10th Panhellenic Conference on Informatics,
LNCS, Vol. 3746, eds P. Bozanis and E. N. Houstis (Berlin: Springer-Verlag),
382–392.
Ud-Dean, S. M. M., and Gunawan, R. (2014). Ensemble inference and infer-
ability of gene regulatory networks. PLoS ONE 9:e103812. doi: 10.1371/jour-
nal.pone.0103812
Urban, M., Pant, R., Raghunath, A., Irvine, A. G., Pedro, H., and Hammond-
Kosack, K. E. (2015). The Pathogen-host interactions database (PHI-base):
additions and future developments. Nucleic Acids Res. 43, D645–D655. doi:
10.1093/nar/gku1165
van Someren, E. P., Wessels, L. F. A., Backer, E., and Reinders, M. J. T.
(2002). Genetic network modeling. Pharmacogenomics 3, 507–525. doi:
10.1517/14622416.3.4.507
Vialás, V., Nogales-Cadenas, R., Nombela, C., Pascual-Montano, A., and Gil, C.
(2009). Proteopathogen, a protein database for studying Candida albicans-host
interaction. Proteomics 9, 4664–4668. doi: 10.1002/pmic.200900023
von Mentzer, A., Connor, T. R., Wieler, L. H., Semmler, T., Iguchi, A., Thomson,
N. R., et al. (2014). Identiﬁcation of enterotoxigenic Escherichia coli (ETEC)
clades with long-term global distribution. Nat. Genet. 46, 1321–1326. doi:
10.1038/ng.3145
Walhout, A. J., Sordella, R., Lu, X., Hartley, J. L., Temple, G. F., Brasch, M. A., et al.
(2000). Protein interaction mapping in C. elegans using proteins involved in
vulval development. Science 287, 116–122. doi: 10.1126/science.287.5450.116
Wattam, A. R., Abraham, D., Dalay, O., Disz, T. L., Driscoll, T., Gabbard, J. L., et al.
(2014). PATRIC, the bacterial bioinformatics database and analysis resource.
Nucleic Acids Res. 42, D581–D591. doi: 10.1093/nar/gkt1099
Weber, M., Henkel, S. G., Vlaic, S., Guthke, R., van Zoelen, E. J., and Driesch,
D. (2013). Inference of dynamical gene-regulatory networks based on time-
resolved multi-stimuli multi-experiment data applying NetGenerator V2.0.
BMC Syst. Biol. 7:1. doi: 10.1186/1752-0509-7-1
Wenk, M. R. (2006). Lipidomics of host–pathogen interactions. FEBS Lett. 580,
5541–5551. doi: 10.1016/j.febslet.2006.07.007
Westermann, A. J., Gorski, S. A., and Vogel, J. (2012). Dual RNA-seq of pathogen
and host. Nat. Rev. Microbiol. 10, 618–630. doi: 10.1038/nrmicro2852
Wolstencroft, K., Owen, S., du Preez, F., Krebs, O., Mueller, W., Goble, C., et al.
(2011). The SEEK: a platform for sharing data and models in systems biology.
Methods Enzymol. 500, 629–655. doi: 10.1016/B978-0-12-385118-5.00029-3
Wu, W., Tran, K. C., Teng, M. N., Heesom, K. J., Matthews, D. A., Barr, J. N.,
et al. (2012). The interactome of the human respiratory syncytial virus NS1 pro-
tein highlights multiple eﬀects on host cell biology. J. Virol. 86, 7777–7789. doi:
10.1128/JVI.00460-12
Xiang, Z., Tian, Y., and He, Y. (2007). PHIDIAS: a pathogen-host interaction data
integration and analysis system. Genome Biol. 8, R150 doi: 10.1186/gb-2007-8-
7-r150
Xu, G., Strong, M. J., Lacey, M. R., Baribault, C., Flemington, E. K., and Taylor,
C. M. (2014). RNA CoMPASS: a dual approach for pathogen and host tran-
scriptome analysis of RNA-seq datasets. PLoS ONE 9:e89445. doi: 10.1371/jour-
nal.pone.0089445
Yang, H., Ke, Y., Wang, J., Tan, Y., Myeni, S. K., Li, D., et al. (2011). Insight
into bacterial virulence mechanisms against host immune response via the
Yersinia pestis-human protein-protein interaction network. Infection Immun.
79, 4413–4424. doi: 10.1128/IAI.05622-11
Yin, L., Xu, G., Torii, M., Niu, Z., Maisog, J. M., Wu, C., et al. (2010). Document
classiﬁcation for mining host pathogen protein–protein interactions. Artif.
Intell. Med. 49, 155–160. doi: 10.1016/j.artmed.2010.04.003
Zheng, J., Sugrue, R. J., and Tang, K. (2011). Mass spectrometry based proteomic
studies on viruses and hosts–a review. Anal. Chim. Acta 702, 149–159. doi:
10.1016/j.aca.2011.06.045
Zhou, C. E., Smith, J., Lam, M., Zemla, A., Dyer, M. D., and Slezak, T. (2007).
MvirDB–a microbial database of protein toxins, virulence factors and antibiotic
resistance genes for bio-defence applications. Nucleic Acids Res. 35, D391–
D394. doi: 10.1093/nar/gkl791
Zhou, H., Jin, J., and Wong, L. (2013). Progress in computational studies of
host-pathogen interactions. J. Bioinform. Comput. Biol. 11, 1230001. doi:
10.1142/S0219720012300018
Zhou, H., Xu, M., Huang, Q., Gates, A. T., Zhang, X. D., Castle, J. C.,
et al. (2008). Genome-scale RNAi screen for host factors required for
HIV replication. Cell Host Microbe 4, 495–504. doi: 10.1016/j.chom.2008.
10.004
Zoraghi, R., and Reiner, N. E. (2013). Protein interaction networks as starting
points to identify novel antimicrobial drug targets. Curr. Opin. Microbiol. 16,
566–572. doi: 10.1016/j.mib.2013.07.010
Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or ﬁnancial relationships that could be
construed as a potential conﬂict of interest.
Copyright © 2015 Durmus¸, Çakır, Özgür and Guthke. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) or licensor are credited and that the original publication in this
journal is cited, in accordance with accepted academic practice. No use, distribution
or reproduction is permitted which does not comply with these terms.
Frontiers in Microbiology | www.frontiersin.org 19 April 2015 | Volume 6 | Article 235
