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In a branching random walk each family arrives equipped with its members’ positions relative to 
their parent, these being i.i.d. copies of some point process X. The supercritical case is considered 
so the mean family size m > 1, and X has intensity measure mv, where ZJ is a probability measure. 
The nth generation of the process, Z (‘I), then has intensity measure m”v”* so it is natural to 
expect mm”Z”” to exhibit ‘central limit’ behaviour. Such a result, corresponding results for stable 
laws, their local analogues and some similar results when a Seneta-Heyde norming is needed are 
all obtained here. The main result, from which these are derived, provides a good approximation 
to the ‘characteristic function’ of 2 (“I for the generation dependent version of the process. 
branching random walk * varying environments * generation-dependent * central limit theorem 
* stable laws * local limit theorem 
1. Introduction 
This paper considers the supercritical Galton-Watson process (with finite mean 
family size) in which the particles have positions in R. The basic building block is 
a point process X which gives the positions of a parent’s children relative to the 
parent’s position. Let ZCn) be the point process of the positions of the nth generation 
particles and let its points be {z?): r} (2’“’ will have multiple points if more than 
one particle occupies the same position). We assume that there is a single initial 
ancestor at the origin, so that 2”’ is just a copy of X. The (n + 1)th generation is 
then obtained from the nth by superimposing independent copies of X which have 
been centred on the points of Z’“‘. Hence if {X,,,} are independent copies of X 
and T,X( B) = X( B - z), then 
Z (“+‘)=C T,i”) X,,,. (1.1) 
r 
Denote the generic family size by N = X(W) and the size of the nth generation by 
N’“’ = Z’“‘(R). Of course {N’“‘} is just a Galton-Watson process, and the intensity 
measure of X can be written as mv where v is a probability measure, m = E(N) 
and by assumption 1 < m <CO. It is well known that E(Z’“‘) = m”v”* (where v”* 
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is the n-fold convolution of v), and hence 2”” may be expected to inherit many 
of the properties of vn*, so that in some sense 
m-nz(n) ^- g*, (1.2) 
An obvious conjecture going back to Harris (1963, p. 75), based on (1.2), is that, 
if v has mean zero and variance one, 
mPZ(n)( -co, Jny] + W@(y) as. (1.3) 
where 0 is the standard normal distribution function and W is the limit of the 
usual branching process martingale { mPn N’“‘}. Results of this kind have indeed 
been established both for this process and similar ones, an early contribution relevant 
here being that of Stam (1966). Kaplan and Asmussen (1976, Theorem 1) consider 
the case where each child’s displacement from its parent is identically distributed 
and independent of the number of other offspring and their displacements (X is 
then called a mixed sample process; Kallenberg, 1975). They obtain (1.3) under the 
slight additional restriction (which was removed by Athreya and Kaplan, 1978) that 
E( N(log N) IwF) < co for some F > 0, whilst they obtain convergence in probability 
without further conditions. The extension to the process described above (i.e. with 
X not necessarily a mixed sample process) is contained in Theorem 2 of Klebaner 
(1982) when that is specialized to the homogeneous case, under the much stronger 
condition that E( N2) < CO. It will be a consequence of one of the results obtained 
here (Theorem 4) that the obvious analogue of (1.3) always holds whenever v is in 
the domain of attraction of a stable law. 
When E( N(log N)) = 00, m-“N’“’ + 0 almost surely and then (1.3) is obviously 
true and uninteresting. However there always exists Seneta-Heyde constants {c,} 
such that N(“)/c, + Ws, a.s. with W,, > 0 on {NC”’ + a} (see, for example, Asmussen 
and Hering, 1983, 11.5). An obvious replacement for (1.3) is therefore 
C,iZ@)(-00, Jny] + M$,@( y), (1.4) 
either almost surely or in probability. It turns out that this is not quite the right 
form for the general result, though it is appropriate in the mixed sample case. The 
problem is that there may be a very high correlation between the offsprings’ 
displacements and their number so that v would then have zero mean ‘because of’ 
the displacements from rare very large family sizes. Let 
n E jxX(dx)l(Nsci) 
d,=- C 
i=, ENI(Nsc;) ’ 
(1.5) 
where I( .) is the indicator function. Then the appropriate generalization of (1.3) 
turns out to be 
C,‘Z@)(-00, fi-d,]+ W,,@(y). (1.6) 
It will be shown (see Theorem 6) that when v has mean zero and variance one the 
convergence here holds in probability without further conditions, and almost surely 
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under the slight additional restriction that EN log log(N) < 03. For the mixed sample 
process the analogue of (1.4) when v is in the domain of attraction of a stable law 
is also a consequence of the results obtained here. 
Kaplan and Asmussen (1976, Theorem 2) also give a local version of (1.3) when 
v has a finite third moment and is nonlattice, and EN(log N)Y < ~0 for some y > 5. 
This result too can be generalized considerably using the methods here to obtain a 
strong local version of (1.3) (see Theorem 7) whenever Y itself satisfies the local 
limit theorem, and the method applies also when v is in the domain of attraction 
of a stable law. 
The techniques used are a mixture of those found in Klebaner (1982), which is 
in turn dependent on Stam (1966) in working with the ‘characteristic function’ of 
Z’“’ and on Kaplan and Asmussen (1976) in approximating Z’“’ by v”~~~‘*Z”) 
with k+a but more slowly than n, and the delicate truncation methods found in 
Chapter II of Asmussen and Hering (1983). In fact the main result (Theorem 1) is 
for a generation dependent version of the process, which is described in Section 2 
and in Klebaner (1982), and this result can be viewed as an analogue of (1.2) for 
such a process. Except for the local limit theorem, the results for the homogeneous 
process when E( N log N) <cc are fairly immediate consequences of Theorem 1, 
though they can in fact be obtained slightly more easily directly, as will be indicated 
in the proof. However when E( N log N) = cc the homogeneous process is itself 
approximated by a generation dependent one to obtain the results, and it was this 
that led to the formulation of a fairly general result for the latter kind of process. 
The main results and some of the shorter proofs are contained in the next section, 
whilst sections three to five contain the remainder of the proofs. 
2. Notation and results 
The generation dependent version of the process described in the introduction can 
be defined inductively through (l.l), but {X,,, : r} are now independent copies of 
X,, with family size N,,, E( N,) = m, and intensity measure m,v,. The analogue of 
(1.2) now involves the convolution z+, * V, * . . . *v,-, . 
Let 
ccn) = E(N’“‘) = n mi. 
r=O 
We assume throughout that 
O<m,<cc and liminfm,>l, 
n 
(2.1) 
(2.2) 
(2.3) 
so that there is a c> 1 and an M such that 
ccntr) 2 crc(“) for all r 3 0, n 2 M. 
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We will make frequent use of this lower bound on the geometric growth of cCn). 
For the other conditions on N,, let 
F(x) = [:I sup P(N, = k) 
k=O n 
([xl is the integer part of x). Then we will always assume that 
I 
xF(dx) < ~0 (2.4) 
(which implies in particular that sup( m,) <co) and will sometimes need somewhat 
stronger ‘moment’ conditions. It is easy to see that (2.4) implies that the variables 
{N,,} are stochastically dominated by a variable with finite mean. Of course in the 
homogeneous case F is simply the distribution function of the family size. 
Let 9”‘) be the g-field containing all the information concerning the first n 
generations. Then the sequence {NC”‘/ cc”)} is a non-negative martingale with respect 
to 9”” and its almost sure limit will be denoted by W. The ‘characteristic function’ 
of Z(“) is defined by 
@“‘(U) =1 eiuxZ(“)(dx) 
c(n) 
I 
and we let 
Furthermore let the characteristic function of Vi be 4i(U) and let 
u,,(E) = i;o lxI’v,(dx). 
I 
The following result will be proved in Section 3. (Throughout we use the notation 
a, = o( b,) to signify that a,/b, + 0 as n + CO.) 
Theorem 1. Suppose that for some E with 0 < E G 1 and y1 < 03, 
U,(E) =o(nyI) 
and the sequence {b,} satisfies 
(b,)~‘=~(n~~~) forsomey,>O, 
then 
!P(“+“(u/b,)- W i +,(u/b,)+O 
I=0 
(2.5) 
(2.6) 
(2.7) 
in probability if 
++2 
n 
(2.8) 
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and almost surely if in addition 
I x log log(x)F(dx) < 00. (2.9) 
(Recall that (2.2) and (2.4) are assumed to hold throughout.) 
The next lemma shows that almost sure convergence holds in (2.7) when (2.8) 
and (2.9) are replaced by the single familiar condition 
I x log(x)F(dx) <co. (2.10) 
Lemma 1. Zf 
I x log(x)F(dx) < ~0 
then 
X(1-?+iJm,)<Co. 
n 
Proof. Observe that 
c (m, - hi,) = c ENJ( N, > P) 
n n 
“; j xZ(x > c’“‘)F(dx) 
=ZK 
I 
x log(x)F(dx) <co, 
using (2.3). Furthermore &, S rn, and by (2.2) inf(m,)>O so C,(l--ri’~/m~)< 
00. 0 
We will say that (4,) satisfies (A) when there is a non-degenerate probability 
distribution L, and constants {a,,, b,}, with (6,) satisfying (2.6) such that 
e % icOgOi(u/b,)+g(u)= e’““L(dx). 
I 
(2.11) 
A similar condition was imposed by Klebaner (1982) as assumption B. If in addition 
we assumed that b,+,/b, + 1 then the limit distribution would be in what Feller 
(1971, XVII.8) calls the class L, also known as the self-decomposable distributions. 
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Theorem 2. Suppose that (4;) satisjies (A) and that (2.5) and (2.8) hold, then 
_$iua,, @nil) 
(ul&)+g(u)W (2.12) 
and, for y a point of continuity of L, 
(C (n+‘) ) ?z(“+‘)(-CO, b, ( y - a,)] + WL( y), (2.13) 
in probability. If in addition (2.9) holds the convergence in (2.12) and (2.13) is almost 
sure, the null set can be taken to be independent of u and y respectively, and (2.12) 
holds uniformly for u in compact sets. 
Proof. The assertion that (2.12) holds in probability is immediate from Theorem 1. 
A fairly straightforward argument based on almost surely convergent subsequences 
then establishes (2.13) in probability (see Klebaner, 1982, p. 363). The final assertion 
is an easy consequence of the fact that the convergence of a sequence of characteristic 
functions to a characteristic function for a countable dense set of u implies conver- 
gence for all u (cf. Klebaner, p. 368). 0 
Theorems 1 and 2 and Lemma 1 now readily yield the following two results. (As 
was mentioned in the introduction the results established, both in this theorem and 
the following one, are trivialities when EN log N = ~0, so, to focus on matters of 
substance, we assume that EN log N < ~0 in the statements.) 
Theorem 3. In the homogeneous process suppose that EN log N < ~0, the sequence 
{b,} sutis$es (2.6) and I 1x1 F u(dx) < 00 for some e > 0, then 
TP ‘“+“(u/b,)-~(u/b,),+‘w~o U.S. 0 
Theorem 4. In the homogeneous process suppose that EN log N < CO and u is in the 
domain of attraction of a stable law with exponent a (and characteristic function 
g,(u)), so that for suitable {a,, b,}, 
e’““~~+(u/b,)“+‘+ g,,(u), (2.14) 
then 
eiua,, q(fl+I) 
(ulb,)+ga(u)W as. (2.15) 
where the null set can be taken to be independent of IA and the convergence is then 
uniform in u, on compact sets. 0 
Notice that the fact that ZJ is in the domain of attraction of a stable law with 
exponent (Y implies that b, in (2.14) is roughly of size n”“, in the sense that (2.6) 
holds for yZ< l/a whilst b, = o(n”) for y> l/a. This is easy to deduce from the 
discussion of stable laws in Feller (1971, XVIIS). 
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Obviously (2.15) can be translated into a result of the form (2.13). In particular 
when v has mean zero and variance one it is in the domain of attraction of the 
gaussian law and hence this establishes (1.3). Notice too that, because not all 
distributions with j (xl F v(d ) x <CO are in the domain of attraction of a stable law, 
Theorem 3 provides information on cases not covered by Theorem 4. 
The result corresponding to Theorem 3 but yielding a non-trivial limit when 
EN log N is infinite, which is now stated, is much more involved to derive from 
Theorem 1. As in the introduction the Seneta-Heyde constants are denoted by c, 
with N’“‘/c,, + ws,. A generation-dependent truncation of X is used and this leads 
to a consideration of the characteristic function &, defined by 
in(u) = E 5 e’““X(dx)l( N d c,) 
ENI(N<c,) . 
(2.16) 
If the denominator is zero take c,(u) = 1. (Notice that in the mixed sample case 
c,,(u) = 4(u) for all but at most a finite number of n.) 
Theorem 5. In the homogeneous process suppose 
I Ixl’v(dx)<ooforsome&>O 
and the sequence (6,) satisfies (2.6), then 
5 eiux’h,l Z’“+“(dx) 
-Ws, ?I &‘,(ulb,)+O 
C IIt, i=o 
in probability, and almost surely if EN log log N < ~0. 
The proof of this theorem is in Section 4, where it is also shown that n :=, l, (u/ b,) 
is asymptotically independent of the particular Seneta-Heyde norming used in the 
definition of f;. 
For the mixed sample process we can replace nT_, & by c$“, and hence easily 
obtain analogues of Theorems 3 and 4. In general however this cannot be done; 
the following lemma both illustrates why not, and shows what does happen in the 
important case of v having a finite variance. 
Lemma 2. Suppose v has mean zero and variance one, then 
where 
dn=- i pi, 
i=l 
(2.17) 
with pi the mean of the probability measure corresponding to f;. 
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It is easy to see, using (2.16), that the definition (2.17) agrees with that given in 
the introduction at (1.5). The proof of this lemma, which is essentially an application 
of the Lindeberg condition, is in Section 4. An example is also given there in which 
d,,/fi+co, so the rather complicated recentring cannot in general be dispensed 
with. Theorems 4 and 5 and this lemma combine to give the following result which 
justifies the assertions made about (1.6) in the introduction. 
Theorem 6. In the homogeneous process suppose that 
xv(dx) = 0 and 
I 
x2v(dx) = 1, 
then 
in probability, and almost surely if EN log log N < 00. Here 
n 
d,=-C 
E j xX(dx)l( N s c,) 
i=l ENI(N<q) ’ 
but may be taken to be zero if EN log N <cc or X is a mixed sample process. 0 
Finally, in Section 5 a local version of Theorem 4 is obtained; for its statement 
let p(x) be the density function corresponding to g,(u). 
Theorem 7. In the homogeneous process suppose that v is nonlattice and in the domain 
of attraction of a stable law with exponent a (so that (2.14) holds), and 
EN(log N) max’p,” <Co forsomep> a-‘, (2.18) 
then 
suplm -“-‘b,Z(“+‘)(x, x+ h) - Whp(x/b, + a,,)/ + 0 a.s. 0 (2.19) 
The proof is easily modified to obtain the analogous result when v is concentrated 
on the integers. Notice that for stable laws with exponent (Y > 1 (2.18) is simply 
ENlogN<oo. 
The proofs of most of these results work, with appropriate notational conventions, 
if particles’ positions are in R! p rather than R. The exception is Lemma 2, and hence 
Theorem 6 which depends upon it, which would require a multivariate version of 
Lindeberg’s condition. 
3. Proof of Theorem 1 
In the course of the proof of the almost sure convergence in Theorem 1 we will use 
a truncation of X,,. Specifically let zfl,, be equal to X, on { N,,(log N,)” s cCn)} and 
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be empty otherwise; the rest of the notation is extended similarly. Notice that 
_ _ 
m, = m,,o. We will actually prove (2.7) with &, in place of c$, but, as the following 
lemma shows, this will imply (2.7). 
Lemma 3. (i)If 
I x log log(x)F(dx) < ~0 
and C (1 - r&/m,,) < 00, then 
+>)<cQ 
n n 
(ii) If 1 (1 - &,,/m,,) < 00 and b, + CO, then 
co Ji,~(f) -co #i(F) +O asn+oo. 
n n 
Proof. (i) Let I,(x) = I(x(log x)” > cCi)gx). Then 
c C 1 xL(xW(dx) 
n 
SK x log log(x)F(dx) <co, 
where we have used (2.3) to deduce that, for x large, 
1 I,(x) = ({n: x(log x)- > cCn)z x}( 
n 
SI{n: x(logx)“>c”>x}l 
=l’%b(log XjK) log X_ K log log(X) 
log c log c log c . 
As 
and inf(m,) > 0 this suffices. 
(ii) Observe that 
m,@,(u) = E 
I 
e’““X,,(dx) 
= Gii,,&,,(~)+E e’““X,,(dx)l(N,(log IV,,)“> cc”‘) 
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so that 
I444 - &.Ju)I =G 2(1- %VJm,) 
and hence 
f 14n(r4)-&+(U)I+Ouniformlyin 24 
n=k 
as k+co. Now 
and the tail of this sum is small whilst the first terms tend to zero as n + 00, because 
b,+co. 0 
To simplify the notation let us put 
&n(u)=&&) and w, = r&,/m, 
where the value of K will be fixed to be suitably large later. The almost sure 
convergence of (2.7) will be considered first, the modifications for convergence in 
probability are indicated at the end of the proof. 
It follows from (1.1) that, with !P~:!(u) = m,’ 5 eiuxX,,,(dx), 
~(“+“(u)-WnSn(U)~cn)(u) 
= (c(“)))’ 1 e i”‘““‘( lyjl;;( U) - w,&(u)) 
= ( ccn))-’ C e i”“‘~‘w~~~(u)z(N,,,> P)) 
+(ccn))-’ C e i”“:“~~$J)z(Nn,,~ cCn)< N,,,(log IV,,,)“) 
+(c’“‘)-‘1 e ‘““~‘(~“,fl(u)l(N,,,(log N,,,)“~c’“‘)-w,5n(u)) 
=: A,+B,+C,. 
Therefore 
‘Pen+‘)-- ‘Pck) ,ik a+$ = i (Ai + Bi + C,) fi wj5,. (3.1) 
r=k j=i+l 
The intention, as in Kaplan and Asmussen (1976) and Klebaner (1982), is to 
show that this difference goes to zero when k goes to infinity more slowly than n 
and then to show that 
(3.2) 
We first show that the contributions from {Ai} and {B,} are negligible. 
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Notice that 
{Ai=O}={RTi,,~c”‘forr=1,2 ,..., N”‘} 
so that 
O? 
P(A,>O)< E(N”‘)EI(N,>c”‘)~c”’ F(dx). 
(.(I) 
265 
(3.3) 
Hence 
u- F(dx) s K xF(dx) < 00, 
L.(c) 
using (2.3) (cf. Asmussen and Hering, 1983, Chapter II, Lemma 5.3). Therefore 
only finitely many of the A, are non-zero, and, because of (3.3), which these are is 
independent of u, so that 
sup ; A; fi co,& + 0 a.s. 
u I-!. ,=‘+I 
as k + 00, however k and n are related. 
Recall that I,(x) = I(x(log x)” > C”)Z x), so for all u, 
(3.4) 
(3.5) 
But, as in Lemma 3, 
SK; xl,(x)F(dx) 
1=1 
SK x log log(x)F(dx) < ~0. 
Where here, and in general, K does not necessarily stand for the same constant 
throughout. Hence 
n n 
sup C Bi n a+[, +O a.s. 
” i=k j=r+l 
as k+oo, however k and n are related. 
The definition of & implies that E( C, I@“)) = 0 so that the {C,} are martingale 
differences. Therefore 
Var 
s i E Var(Ci 1 .Fci’). 
i=k 
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Now define Ii(x) = I(x(log x)” C cci’) and let I”:’ = l-1,. Then 
E Var( C, I@‘)) = E C I $yV4*l,? I:(%)) 
=&3r(ly:v&vi)) 
~5 x21(x)F(dx). 
I 
Now, note, using (2.3), that, for j sufficiently large, 
_iki+ 2. 
Hence, at least for k sufficiently large, 
x2t(x)F(dx) 
= 1 x2( !k 5 b(x))(i,(x)+ &x))F(dx) 
-&)($I x2fk(x)F(dx)+ x2 I x(lo;x)+z &x)F(dx)). (3.6) 
Consequently 
.JcnI “(:) ji+, Wjb(F) +O n n 
almost surely provided that 
(3.7) 
1 
; c(k(n)) 
I 
x2&,,(x)F(dx) 
and 
; I & k,(xF(dx) 
are both finite. (Note that the null set in (3.7) may in principle depend on u.) 
Let k(n) = k when km s n <(k+ 1)” where 1 < (Y then, using (2.3), 
(3.8) 
Let J(x) = inf{j: x(log x)” s c (j’} Then using (2.3), it is easy to see that for large x, . , 
J(x)<K+ 
log(x(log x)K) 
log c . 
J.D. Biggins / Branching random walk 
Hence, using (3.8), 
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SK 
x2 J(x)“-’ xJ(x)“_’ 
C(J(x)) (logx)” F(dx)a K 
(3.9) 
provided K > a - 1. Similarly 
~ J(x)“F(dx) s K xF(dx) (3.10) 
provided K > a. 
To complete the proof we must establish (3.2) when n + co. Notice first that w, S 1 
and that Lemma 3(i) (or (2.8) alone if K = 0) ensures that c,, (1 -w,) is finite and so 
I? Wi’l as n+co. 
i=k(n) 
This factor of the first term in (3.2) can therefore be ignored. Now observe that 
Gi+ IxI’&Jdx)< mi IxI’vi(dx) 
I I 
so that (2.5) implies that G,,+(E) is o(nYl), but then, by Chebychev’s inequality, 
k-1 u 
n t.(-) 
’ k’ 
+l as k+oo, 
,=o 
for S > -y,/ E, and the convergence is necessarily uniform on compact sets. Therefore 
provided only that b,/k(n)’ is bounded below, and this is guaranteed by (2.6) if 
we take (Y > 6/ y2. In addition, as leiux - 11 s K luxl’ we have 
~ @I” 5 I$Z’k’(W 
(bn)” &k) 
and, as N’k’/~(k’ + W as k + ~0, it suffices to show that 
sup{(b,))‘: k” s n <(k-t 1)“) Ix(FZ’k’(dx)/c’k’+O a.s. (3.11) 
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as k+oo. Now 
E (I Ix('Z'k'(dx) c / (ki) =I lXl?+,*Z’, *. . -* Z’k_,(dx) 
Hence the expected value of the left hand side of (3.11) is, using (2.5) and (2.6), 
o(k y~muFy2) and so (3.11) holds if we take (Y large. This completes the proof of the 
almost sure convergence in (2.7). 
To prove convergence in probability take K = 0 in the proof above so that Bi no 
longer arises in the decomposition (3.1). Notice that the proofs of (3.4) and (3.2) 
continue to work whilst (3.6) tends to zero as k-f CO and so (3.7) holds in probability. 
If we had assumed 5 x log(x)F(dx) < ~0 then a slightly simpler proof can be based 
on taking 1 <c <lim inf{m,: n} and forming a decomposition like (3.1) but with 
just two parts, arising from {r: IV,,, > c”} and {K N,,, d c”}. The first of’these can 
then be dealt with like { Bi} whilst the second is like {C,}. 0 
4. Proof of Theorem 5 and Lemma 2 
In this section and the next only the homogeneous process is considered so F will 
simply be the distribution function of the family size, IV. We first show that in these 
two results it is irrelevant which particular Seneta-Heyde norming is used. For this 
let {c,} be a Seneta-Heyde norming, with m, = ENZ( N G c,), and & and di given 
by (2.16) and (1.5) respectively. Let {CL} be some other Seneta-Heyde norming with 
mi, &‘: and d i defined using it. 
Lemma4. (i) CIm,-mll<a. 
(ii) If& + Co, 
n u n n i.(-) I l4 
i=O 
n l.(-) ’ b, -,=O ’ b, +O asn+a. 
(iii) Ifs IxIY(d x < co, then {d, - d L} is bounded. ) 
Proof. Standard theory gives c,/cL + y E (0, co), where we may take y G 1, and there 
is then a k such that c,+k/ CL + mky > 1. Hence, for all sufficiently large x, 
c 1(X E [Ci, Cl]) Gc 1(X E [Ci, Ci+k]) s k 
1 I 
and so 
4 Irn&‘-rn:~il~~ ENZ(NE[C,, ci])~K xF(dx)<a, 
J. D. Biggins / Branching random walk 269 
proving (i). The proof of (ii) is like that of Lemma 3(ii). Similarly, putting ki = 
dip, - di, 
C Im,k,-mjk:#=C E IxlX(dx)l(N&, cl]) 
I 
s Km Ixlv(dx) <a, 
but 
k,-k:= 
m,k, - m:k: 
m, 
and so, as lim infi(m,) = m and supi lk{l< 00, it follows that xi Iki - kjl <cc and hence 
that d, -dL is bounded. 0 
Proof of Theorem 5. The generation-dependent approximation to the homogeneous 
process that we use is based very much on Theorem 11.5.6 in Asmussen and Hering 
(1983) and its proof. It is shown there that if we let the sequence {cc’} be defined 
inductively by 
I 
Ac’i-” 
CA (n) = can-‘) xF(dx), n 2 1, 
0 (4.1) 
then, provided only that A is sufficiently large to ensure that cs’> 1, {AC:‘: n} 
provides a Seneta-Heyde norming for the process. Therefore (~2): n} also 
provides such a norming. Now let X,,, be given by X on {N s Ac$“} and be empty 
otherwise, then {X,+} may be used to provide a generation-dependent approxi- 
mation to the original process by truncating all the copies of X used in forming 
the (n + 1)th generation to make them copies of X,,,. Quantities in the resulting 
generation-dependent process will be denoted by a subscript A. Notice that for 
large A, 
1 < mn,A = E(NI(NcAca”‘)), 
hence lim inf{ mn,A: n} = m > 1, and so (2.2) holds. Furthermore, because of (4.1), 
E(Nk”‘) = c(A) and so there is no conflict between the definition of c(A) here and 
that provided through (2.1). 
Denote by G, the set on which Z$” and 2’“’ agree for all n then, following 
Asmussen and Hering (1983, p. 48), 
xF( dx) 
which tends to one as A+ ~0. Furthermore if A < B then GA= GB, hence it will 
suffice to prove that the required result holds on GA for all A. 
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If {c,> 
on GA, 
is the given norming then c$“/c,, has a limit yA E (0, co) as n + co, and so, 
N’“’ 
Ws,=limp= 
Nk”’ ck”’ 
(4.2) n 
lim (n) c= WAY,. 
c, “CA n 
Hence it will be enough to show that 
(4.3) 
for all sufficiently large A. 
We will use Theorem 1 to establish (4.3). Notice first that 4i,A equals 5: when &‘: 
is defined using the Seneta-Heyde sequence {AC:)}. Hence by Lemma 4(ii) +i,A can 
replace & in (4.3). Furthermore mi,A and &;,A result from using the truncating 
sequences {Ac$‘} and (~2’) respectively, so by Lemma 4(i), C ( mi,, - Gz~,~) <CO and 
hence, as mi,A> 1, (2.8) holds. It only remains then to check (2.5). Temporarily let 
K = sup{ I/ mi,A : i}. Then 
n-1 
%,AtE) = ,F;, $ E 
, I 
I$WxMJ-A&‘) 
G Kmv,(~) = Kmn 
i 
Ixl’v(dx) 
so that &,,A(&) is o(nY) for any y > 1, completing the proof of Theorem 5. 0 
Proof of Lemma 2. Without loss of generality we can assume that m, = ENI( N s ci) > 
0 for all i. Let vi (the probability measure corresponding to &) have mean pi, 
variance crf and let s’, = C:=, a:. As d,, = -C:=, pj the lemma will be proved 
if s’,-- n and {v,} satisfies the Lindeberg condition (see, for example, Feller, 
1971, XV.6), 
i ii* J;x-,,~>rs 
(x-pi)2z+(dx)+0 
,J 
as n + 00, for all t > 0. 
The dominated convergence theorem immediately gives pi + 0 and (T: + 1 as i + ~0, 
so s’, - n. Furthermore, for any set B, m,v,( B) s mv(B). Therefore, letting E = suplpil 
and K = inf mi, 
(x-pi)‘vi(dx) 
m. n 
S-lim, 
K I 
(x’+2~~x~+~*)~(dx)+O 
* s, JXJS,S.--E 
because I/ has finite variance. q 
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We will now construct an example to show that d,/& may tend to infinity. The 
only family sizes possible are (2”: n 2 0) and their probabilities are given by 
i 
PY n =O, 
P(N=2”)= Cl-p)K 
2”n’+’ ’ 
nil 
Therefore, provided O< E < 1, EN log log N is finite but EN log N is infinite. 
Furthermore 
1 
E(N)=p+(l-p)K : - 
n=l n 
I+? 
and so for p near one 1 < E(N) < 2. Now suppose that the family of size 2” is born 
at u(ns - b) so that, provided 26 < E, s x’v(dx) is finite and then Q and b can be 
chosen to give v mean zero and variance one. Notice that there is a strong dependence 
between a family’s size and its displacement from its parent. 
A Seneta-Heyde norming {c,} for this process can be chosen with 1 < c” < c, < 2” 
because E(N) < 2. Therefore for large n, 
d,-d,_,=- 
E jxX(dx)l(NGc,) 
ENI(Nsc,,) 
E j xX(dx)l( N > c,) 
= 
ENI(Nsc,) 
3 
E j xX(dx)l( N > 2”) 
ENI(Nsc,) 
Z-iE xX(dx)l( N > 2”) 
=$ ; Zkn(k”b)~ 
k=n+l 
=w-PW IF 
k=n+l ( 
j+L+ 
Z&2(1 -p)K 
1 b 
(rl+l)F-8 > rrp . 
Hence d, is at least O(n IeF+‘) and so d,/fi+ ~0 provided that F - S < 4. 
5. A local limit theorem 
The approach to the local limit theorem adopted here follows those in Gnedenko 
and Kolmogorov (1954), RvaEeva (1962) and in particular Stone (1965). In the last 
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of these the result is first established for a suitably smoothed version of v”*, the 
smoothing being based on the probability densities 
1 sin($y) ’ 
K(Y)=G ~ 
( > tY 
9 K,(x)=+ ; 
0 
for a > 0. 
These densities have the property that the characteristic function of K,, denoted 
by k,, vanishes outside (-a-‘, a-‘). Consequently the ‘characteristic function’ of 
mP”Z’“’ * K, is integrable and so mm’ Z’“’ * K, has a density function, denoted by 
0:‘. The following lemma is therefore a smoothed version of the local limit theorem. 
Lemma 5. Under the conditions of Theorem 7, 
sup b,D:+“(b,(x-a,))- Wp(x) +o a.s. 
I 
as n+cQ. 
Proof. The fourier inversion theorem gives 
2n b,D, (“+‘)(b,(x - a,)) - L@(x) 1 
The range of integration can be split into Iu/ < A and its complement, and, using 
Theorem 4, the integrand converges uniformly to zero almost surely on 1 u 1-c A (note 
the convergence is also uniform in small a). For large A the integral of ga(u) over 
IuI 2 A is small and so it remains to consider 
=lI b n Iv’““‘(u)k,(u) ei”“~~b~~ du (5.1) ” 
where we have let U = {u: A/b,, s IuIs u-’ }. Now we will use the decomposition 
(3.1) to approximate !P”‘+” by !P”‘ny=, w& and so we must show that 
(5.2) 
(where Q~(u) =(ny=,+, wjQ(u))ka(u) eiunnbV1 ) and similar results with {Ai} and { Bi} 
in place of { Ci}. As only finitely many of the Ai are non zero the result is immediate 
in that case. If we take k(n) = k when kP <n<(k+l)O where p>l, then the left 
hand side in (5.2), with B in place of C, is, using (3.5) and the fact (mentioned just 
after the statement of Theorem 4) that b, = o(nY) for y> K’, not greater than 
(5.3) 
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and, proceeding as in Section 3, this tends to zero almost surely if for some 
e>OE(N(log N)PY+F) in finite, which is implied by (2.18) if y<p and /3 is 
sufficiently near one. 
To deal with (5.2) observe that 
{J qnC,du: i=k,...,n ” 
are martingale differences so that 
Now, using the bound (3.6) specialized to the homogeneous case, the remainder of 
the proof of (5.2) follows that in Section 3, the multiplier (k + 1)“” only necessitates 
a larger K in (3.9) and (3.10). 
We may therefore replace q(“+” by !P(‘)rl:=, w,& in (5.1) and note that the 
result is less than 
and the term outside the braces is bounded, whilst if ny_, & can be replaced by 
+nPk standard arguments will ensure the term within the braces is small. Now split 
the region U into two parts, 
As v is nonlattice sup{l&(u)l: u E U,} < 1, but 5, + 4 uniformly on U and hence on 
U, and so 
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geometrically quickly. Take E small enough that inf{l+( u)l: IuI c E} > 0. An argument 
like that in Lemma 3 gives 
i=k 
uniformly in u when EN log N < ~0, and so on {u: /uI < E}, 
uniformly in u. Therefore 
lim bn-k 
n-m 
and by taking A large and E small this can be made small (RvaEeva, 1962). 0 
It is immediate from this lemma that 
sup b,m-“-lZ(“+l) * K,(x,x+h)-Whp 
x 
and an argument like that given by Stone (1965) shows, essentially by taking a << h, 
that this implies (2.19). 
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