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Abstract
In visual recognition, the key to the performance im-
provement of ResNet is the success in establishing the
stack of deep sequential convolutional layers using identi-
cal mapping by a shortcut connection. It results in multi-
ple paths of data flow under a network and the paths are
merged with the equal weights. However, it is question-
able whether it is correct to use the fixed and predefined
weights at the mapping units of all paths. In this paper, we
introduce the active weighted mapping method which infers
proper weight values based on the characteristic of input
data on the fly. The weight values of each mapping unit
are not fixed but changed as the input image is changed,
and the most proper weight values for each mapping unit
are derived according to the input image. For this purpose,
channel-wise information is embedded from both the short-
cut connection and convolutional block, and then the fully
connected layers are used to estimate the weight values for
the mapping units. We train the backbone network and the
proposed module alternately for a more stable learning of
the proposed method. Results of the extensive experiments
show that the proposed method works successfully on the
various backbone architectures from ResNet to DenseNet.
We also verify the superiority and generality of the pro-
posed method on various datasets in comparison with the
baseline.
1. Introduction
It has recently been noted that deeper stacking of the
layers of a convolutional neural network lead to better ac-
curacy of the visual recognition. A key challenge in vi-
sual recognition has been how to stack a larger number of
layers efficiently. Several studies [9][15][14][16][4] have
been done for this purpose. ResNet [4], which adds short-
cut connections to implement identity mapping, offers a
Figure 1. Schematic comparison between (a) Identical mapping at
ResNet [4], and (b) the proposed active weighted mapping.
simple and effective method to more deeply stack convolu-
tional layers without the gradient vanishing problem. After
ResNet [4], many novel trials [23][8][7][3] have focused
on determining methods to develop efficient network ar-
chitectures to ensure better accuracy in visual recognition.
However, most of these methods have modified only the
main architecture of the neural network based on the iden-
tical mapping using the shortcut connection suggested by
ResNet [4] and achieved high performances in visual recog-
nition. For example, WideNet [23] involved a wide resid-
ual network architecture in which the sixteen layer-based
wide network outperformed the one hundred layer-based
ResNet [4]. DenseNet [7] was introduced for connecting
each layer to every other layer in a feed-forward fashion,
and it achieved the best result in the recent ImageNet com-
petition. PyramidNet [3] proposed the residual style-based
CNN network based on gradually increased feature map di-
mensions.
From another viewpoint, Veit et al. [18] considered the
shortcut connections of the ResNet [4] and suggested that
ResNet could be considered to behave as an ensemble of rel-
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atively shallow networks. For supporting this argument, the
authors removed the residual units individually and proved
that significant performance degradation did not occur. Go-
ing one step further, Veit et al. [17] recently proposed Con-
vNet that uses adaptive inference graphs (AIG) for deciding
the minimum required layers required for each input image
on the fly; the proposed method adaptively defined their net-
work topology conditioned on the input image. In the paper
by Squeeze and excitation (SE) [6], simply stacking many
series of convolutional layers did not help improve the ac-
curacy of the image classification. To improve the repre-
sentational power of a network using the modelling the in-
terdependencies between the channels of its convolutional
layers, the feature re-calibration method was introduced.
In this paper, we propose the use of active weighted map-
ping (AWM) method depending on an input image instead
of identity mapping by shortcuts, as done by ResNet [4].
During residual learning at ResNet [4], it was suggested
that identity mapping is enough for visual recognition ow-
ing to its simplicity. However, our basic assumption is that
although identical mapping helped improve the accuracy of
deep learning methods early, it is now a barrier to further
performance improvements. To overcome this challenge,
we modify the identical mapping to the active weighted
mapping using a short connection under the assumption that
the mapping modules of the different layers need different
weight values for better accuracy. As compared in Fig. 1,
the main difference between the identical mapping and the
proposed method is that the proposed active weighted map-
ping method provides the proper weighting factors for each
mapping layer according to the identity of the input im-
age on the fly, whereas the identical mapping of ResNet [4]
simply assumed that two paths are merged by the sum op-
eration. Moreover, we qualitatively prove that the weight
value of each mapping layer is different according to the
class of the input image. For evaluating the importance of
a ConvNet unit F (x) or shortcut connection x, we extract
the global convolutional information embedded using the
global average pooling layer of each unit. The global em-
bedding features are concatenated, and the dimensionality
is suitably reduced by fully connected (FC) layers. Subse-
quently, we use the sigmoid function to determine the dif-
ferent weights. For the stable end-to-end learning of the
proposed method, we learn the backbone architecture and
the AWM unit alternately in the training stage. Note that
when one side is learning, the other side is frozen and there
is no parameter update. In this respect, we can model the
different weighted mapping units of the deep residual net-
work and validate that these AWM units generate the dif-
ferent weights according to the class of the input image.
Moreover, as an ablation test, we train the linear discrimi-
nant analysis (LDA) [12] model using the features obtained
from the different weight values of each mapping layer at
Figure 2. Schematics of different network architectures for com-
parison. (a) ResNet [4] for identical mapping, (b) SE module [6]
for modeling the channel relationship, (c) AIG module [17] for
the gating mechanism, and (d) the proposed module for the active
weighted mapping.
the deep learning stage and confirm that the inferred weight
features fundamentally have the power to classify visual ob-
jects despite their small dimensionality.
The three main contributions of this paper are as follow:
(1) The active weighted mapping method is proposed to im-
prove the basic performance of ResNet, in which the weight
values are changed according to the class of an input image.
(2) By using the ablation test using the LDA method, we
prove that the inferred weight values can be used to clas-
sify the visual objects. (3) The proposed method is vali-
dated by performing extensive experiments using the basic
ResNet [4] to DenseNet [7] with Cifar-10, Cifar-100, and
ImageNet 2012 datasets.
The remainder of this paper is organized as follows. Sec-
tion 2 presents the related works and highlights the novelty
of the proposed method. Section 3 introduces the proposed
AWM method in detail. Section 4 presents the experimental
results and discusses the contribution of performance im-
provement. We conclude our paper in Section 5.
2. Related Works
In terms of the network architectures during deep learn-
ing, after stacking over ten CNN layers of VGGNet[14] and
GoogLeNet [16], ResNet [4] has been one of the most suc-
cessful approaches with an identity shortcut connection, as
shown in Fig. 2 (a). To achieve better performances, the
stochastic depth-based network [8] improved the ResNet ar-
chitecture by randomly dropping layers during training to
allow better information and gradient flow. ResNeXt [22]
increased the cardinality of a network without involving
many parameters. However, it was assumed that stacking
with deep mapping by identical mapping was a good solu-
tion. This assumption may not be entirely valid, and thus,
we attempted to improve the identical mapping by modify-
ing it in the form of the proposed AWM method.
Our work is inspired from the squeeze-and-excitation
Table 1. Number of identical mapping units according to the num-
ber of ResNet layers.
Num. of Layers (N ) Num. of Mapping Unit
14 6
20 9
32 15
44 21
56 27
110 54
module [6], as shown in Fig. 2 (b), which explicitly mod-
els the interdependencies between the channel information;
this module directly influences the design of the attention
mechanism such as the convolutional block attention mod-
ule [19][21]. In our work, the convolutional feature embed-
ding method is used not to implement attention but to model
the output values of each unit as the channel-wise extracted
feature to determine which unit is important on the fly at
each mapping unit. Another approach is the convolutional
network with AIG [17], as shown in Fig. 2 (c), which adap-
tively define the network topology conditioned on the input
image. For each layer, a proposed gate mechanism deter-
mines whether to execute or skip the layer; this method en-
sures a higher accuracy with low additional computational
complexity. In this respect, this method represents hard at-
tention while our proposed method involves soft weighted
mapping. SkipNet [20] also use the gate-based mechanism
for selecting the convolutional layers similar to AIG. The
proposed method does not skip or discard any information
in the current layer, even if it is not important, because the
information might be used on the next upper layers for vi-
sual recognition. In this respect, there is a difference in
the objectives of AIG and our proposed method. From the
viewpoint of the network architecture, as shown in Fig. 2
(d), we need two inputs from different paths in order to eval-
uate which of the two paths is important.
3. Proposed Method
The ResNet [4] consists ofN layers whose basic compo-
nents are residual convolutional blocks and the correspond-
ing shortcut connections. The basic components are merged
by element-wise summation at the point of the identical
mapping units. The number of identical mapping units is
presented according to the number of layers, N , in Table 1.
In this paper, we have an interest to the revision of the map-
ping units where the number of the mapping units increase
as the stacked layer gets deeper.
3.1. Active Weighted Mapping Module
The basic identity mapping by shortcuts at [4] is defined
as:
yk = Fk(xk) + xk (1)
where xk and yk are respectively the input and output vec-
tors of the kth convolutional block Fk. Note that the dimen-
sionality of x and y is <(C×H×W ). C, W , and H denote
the channel size, width, and height of an input, respectively.
In [4], it was assumed that identity mapping is sufficient
for stacking more number of layers and it is economical;
however, in this paper, we fundamentally redesign the iden-
tical mapping unit using the following weighted mapping
module for efficient transfer of information according to the
class of the input image. This approach can be written as
yk = λk1Fk(xk) + λk2xk (2)
where λk1 and λk2 are the weight values. Specifically,
we make use of two paths, i.e., shortcut connection and
convolution units, simultaneously, unlike the other meth-
ods [6][17] that pay attention to only a single path. We
use the global averaged channel information as the repre-
sentation of the two units to efficiently exploit the convo-
lutional feature maps without incurring the high computa-
tional complexity present in [6][21]. A more complex fea-
ture representation may further improve the recognition per-
formance.
The channel-wise descriptor, Z, was first proposed for
exploiting inter-channel dependencies and the size of Z
could be reduced, for example, <(C×H×W ) → <(C×1×1).
This could pose a problem in visual recognition because the
exploited information is too small, and it is more effective
to determine the importance of two paths using two weight
values. The c-th element of Z = {z1, z2, ..., zc} is calcu-
lated as in the following equation:
zc =
1
(H ×W )
H∑
i=1
W∑
j=1
xc,i,j (3)
where it could be implemented by the global average pool-
ing layer.
The embedded channel information comes from two
paths. As shown in Fig. 3, Z1 and Z2 are obtained from
the convolutional unit and the shortcut connection unit, re-
spectively. For modeling the dependency of multiple paths,
we form the concatenated feature by Z = {Z1,Z2} and the
non-linear fully connected layers are passed sequentially.
λ = σ(W2δ(W1Z)) (4)
where σ denotes the sigmoid function, the fully connected
layers are W1, <(e×2C), and W2, <(2×e), and δ is the rec-
tified linear unit (ReLU) function for non-linearity. The re-
duced dimensionality, e, of the hidden layer is in the range
2 < e < 2C. In the end, we have λ = {λ1, λ2} and the
weighted values are used after normalization.
3.2. Training Strategy
In the training stage, [17] method assumed that only
binary decisions were strictly considered, e.g., hard con-
Figure 3. Schematic of the proposed weighted mapping module. (a) Proposed active weighted mapping module, and (b) modified weight
summation operation. FC denotes a fully connected layer. The weight values are normalized after the sigmoid layer.
Figure 4. Test error on Cifar-10 with ResNet using 20 layers. We
learn each model under alternate t epochs.
straints such as ”open” or ”close” for selecting the layers,
which is likely to cause the model collapse. On the other
hand, our proposed method assume that a soft constraint-
based network architecture using the inferred weight val-
ues without layer selections. However, it is not free from
the mode collapse issues because the backbone network and
the proposed AWM module are coupled together. For sta-
ble training of the proposed method, we train the backbone
network architecture, e.g., ResNet, and the AWM module
alternately. For example, in the early stage of learning, the
parameters of the convolutional layer at the backbone archi-
tecture might be not properly learned for visual recognition,
and the AWM modules also do not work correctly because
they are derived from the backbone network. To overcome
this issue, we learn the backbone network and the AWM
modules alternately. Specifically, when the backbone net-
work is learning, the AWM modules are frozen, and vice
versa. Note that when learning the backbone architecture
for the first epoch, we set the weight values to 0.5. In this
case, the number of epochs to learn each model, t, is im-
portant and Fig. 4 shows the test error changes according to
various parameters, t, in the ResNet using 20 layers. In case
of t = 0, the backbone network and the proposed method
are simultaneously learned as mentioned in [6][17]; how-
Table 2. Top-1 error rates on the Cifar-10 and Cifar-100 databases.
ResNet and the proposed method are implemented using PyTorch.
Database Cifar-10 Cifar-100
Layers ResNet Proposed ResNet Proposed
14 9.21% 8.13% 34.01% 31.77%
20 8.42% 6.73% 32.62% 30.57%
32 7.46% 6.09% 31.47% 28.88%
44 7.16% 5.75% 29.62% 27.70%
56 6.96% 5.54% 28.90% 27.09%
110 6.61% 5.23% 27.81% 25.54%
ever, the corresponding performance in this case is worse
than that for the others. As shown in Fig. 4, the alterna-
tive training strategy works successfully, and this straight-
forward approach could alleviate the model collapse during
the training procedure. The best accuracy is achieved at
t = 3.
4. Experimental Results and Discussion
In this section, we describe the experiments performed to
investigate the effectiveness of the proposed method across
a range of datasets and model architectures. We also check
the discriminant power of the inferred weight values in vi-
sual recognition.
4.1. Experimental Results for Cifar-10 and Cifar-
100 datasets
Baseline Experiments To validate the proposed
method, we first evaluate our method on the representa-
tive benchmark databases, i.e., Cifar-10 and Cifar-100 [10].
Cifar-10 and Cifar-100 consist of 50,000 training images
and 10,000 test images with 32 × 32-pixel color images.
The only difference between Cifar-10 and Cifar-100 is the
number of classes: 10 and 100 classes, respectively. We use
the basic data augmentations for Cifar-10/100 databases, for
example, zero padding with 4-pixels on each side, randomly
cropped 32×32 pixel-based images, and random horizontal
flipping. Our code and other baseline methods are imple-
Figure 5. Change in error rates with different alternate switching
parameters using ResNet with 20 layers on Cifar-10.
mented on the PyTorch and TorchVision framework [1]. In
this paper, we train the proposed model using the stochastic
gradient descent (SGD) with the Netstrov momentum for
350 epochs. The initial learning rate is set to 0.1, and it is
decayed by a factor of 0.1 at 150 and 250 epochs. We use
the following hyperparameters: a weight decay of 0.0001,
momentum of 0.9, and batch size of 128. Moreover, the di-
mension reduction of the hidden layers, e, is set to 16 and
the alternate switching parameter, t, is 3 in this experiment.
We use ResNet as the baseline network architecture for
performance comparison and from Table 2, we confirm that
the performance is improved regardless of the increase in
the number of layers, e.g., from 14 to 110 layers. Table 2
shows that the performance improvement is ensured not
only in Cifar-10 but also in Cifar-100. Specifically, the av-
erage improvements in the top-1 error rates of Cifar-10 and
Cifar-100 are 1.39% and 2.15%, respectively. From this
result, we can conclude that the proposed AWM method
works successfully compared with the previous identical
mapping method on the ResNet of varying depth.
We now consider the changes in accuracy with differ-
ent values of alternate switching parameter, t, in Fig. 5. As
described in Section 3.1, the best accuracy is achieved at
t = 3; the performance gap between t = 0 and t = 3 is
1.09% and we can see that an excessive increase t leads to
performance degradation. This is mainly because a large t
value leads to independent learning between the backbone
network and the proposed mapping unit, which finally re-
sults in inferior performance. In this paper, we used t = 3
for simplicity.
Analysis on inferred weights Fig. 6 shows the sum-
mary of the different weight values inferred by the proposed
method on the Cifar-10 and Cifar-100 datasets. As shown
in Figs. 6 (a) and (b), the proposed method produces weight
values that are biased towards the convolutional blocks
rather than the shortcut connection, because the backbone
network has only 14 layers. Note that when the network
moves to a deeper configuration, the number of the mapping
units whose inferred weights are approximately 0.5 within
small variances increases. Because the proposed method
learns the backbone network and the AWM module alter-
nately, equal weights are preferred for stacking deep lay-
ers steadily at deep networks, and the weight values are bi-
ased to one side when different weights are really needed.
As shown in Figs. 6 (c) and (d), if the backbone network
is very deep, the first weight value of the active mapping
module is biased to the shortcut connection rather than the
convolutional blocks of the residual block. We assume that
the first convolutional layer independent of the consecutive
residual blocks plays a pivotal role in analyzing the basic
edge information of an input image, and if possible, it is
preferable that more edge information is delivered to the
backward convolutional blocks for better accuracy.
It should also be noted that the weight values of the last
residual block are different between Cifar-10 and Cifar-100.
The weight is biased towards the convolutional blocks on
Cifar-10 while the bias is towards the shortcut connection in
Cifar-100. We believe that the network for Cifar-10 needs
more convolutional blocks for further image analysis be-
cause compared to Cifar-100, Cifar-10 has smaller classes
and larger inter-class variations. However, the variances of
the weight values on Cifar-100 are larger, which means that
the change in the weights is large to efficiently represent
many classes. In this respect, we conclude that the pro-
posed method could produce different weight values from
the mapping units of the deep network, and their values are
changed according to the characteristic of the input image.
In Section 4.4, we describe the investigation concerning the
discriminant powers of the weight values for visual recog-
nition.
We investigate the example images for better understand-
ing the inferred weighted values made by the proposed
method. After simply summing the weight values, λ1, of
the convolutional blocks, we sort the images corresponding
to the highest weight values and the lowest weight values
like Fig. 7. Note that the highest weight values of the con-
volutional blocks means that the network depends on more
convolutional blocks for predicting the class of the input
image. As shown in bottom of Fig. 7, most images are a
cat and an airplane. Note that these classes have the large
image variations, for example, only a part of a cat is shown
or an airplane is taken very small in an image. On the other
hand, the top images of Fig. 7 are a frog and a horse, and
the image variation of these classes is small. All in all, we
can confirm that the weight values are similar if the class of
the input images is the same.
Comparison with well-known methods Table 3 shows
the further quantitative comparison among the well-known
methods [4][5][8][17] and a brief summary of the accu-
racy on the Cifar-10 database. For fair comparison, each
Figure 6. Inferred weight parameters on Cifar-10 (top row) and Cifar-100 (bottom row). The conventional identical mapping is 0.5 through
all mapping units; however, the proposed method uses different weights according to the class of the input image. The weight on the Y
axis indicates the λ1 value. The line and the bar indicate the average and the variance of the weight values, respectively. (a) 14-layer, (b)
32-layer, (c) 56-layer, and (d) 110-layer-based ResNets are used as the basic backbone network with the proposed method.
Figure 7. Visualization of example images according to the sum-
mation of the weight values of the convolutional blocks. We use
the ResNet with 110 layers in Cifar-10. Top images are sorted by
lower weight values and bottom images are arranged in desending
order of the weight values.
Table 3. Comparison with well-known studies performed on the
Cifar-10 database. The backbone architecture employed is ResNet
with 110 layers.
Method Top-1 Error Param
ResNet [4] 6.43% 1.7M
PreActivated ResNet [5] 6.37% 1.7M
Stochastic Depth ResNet [8] 5.25% 1.7M
PyramidNet [3] 4.62% 1.7M
DenseNet [7] 3.74% 27.2M
ConvNet-AIG [17] 5.76% 1.78M
SkipNet [20] 6.40% -
Proposed Method 5.23% 1.78M
accuracy is as mentioned in the corresponding paper, and
Table 4. Top-1 and Top-5 error rates on ImageNet 2012. The back-
bone architecture employed is ResNet. ResNet and the proposed
method are implemented using PyTorch.
Method Top-1 Top-5
ResNet (18 layer) 30.08% 10.78%
Proposed Method (18 layer) 29.36% 10.41%
ResNet (50 layer) [4] 24.7% 7.8%
ResNet (50 layer) 24.52% 7.50%
Proposed Method (50 layer) 24.04% 7.31%
the basic depth of all the approaches is 110 layers. The
best accuracy (3.74%) is achieved by the DenseNet [7], but
the number of parameters required for building the convo-
lutional weights is more than 10 times that of the others.
Among the methods using approximately 1.7M parameters,
the Stochastic Depth ResNet exhibits an accuracy of 5.25%
while the proposed method demonstrates a slightly lower
accuracy of 5.23%, From the viewpoint of the network com-
plexity, the ResNet-based methods [4][5][8] use 1.7M pa-
rameters for the convolutional weights while the ConvNet-
AIG method [17] as well as the proposed method use 1.78M
parameters. Therefore, the parameter overhead is not signif-
icant compared with the accuracy improvement.
4.2. Experimental Results on ImageNet2012 dataset
For further validation of the proposed method under a
large set of categories, we use the ImageNet database [13],
which is a well-known dataset for the ImageNet large scale
visual recognition challenge (ILSVRC). This dataset con-
sists of one million training images and 50,000 validation
Figure 8. Schematics of the (a) active weighted concatenation
method for DenseNet and (b) the last proposed module.
∑
i λi =
1
Figure 9. Performance comparison through the different numbers
of layers (e.g., from 22 layers to 40 layers) on Cifar-10. The used
backbone network is DenseNet [7].
images and the number of classes is 1,000. We adopt the
basic data augmentation scheme with [4] for training and
use a single-crop evaluation with 224×224 pixel-based im-
age during testing. The basic hyper-parameters are as fol-
lows: 256 mini-batch, momentum of 0.9, and weight decay
of 10−4; the learning rate starts from 0.1 and drops every
30 epochs. We train the proposed method with 18 layers
for 100 epochs and report the classification error on the val-
idation set. The main purpose of this experiment was not
to achieve the best accuracy in the ImageNet database but
to validate the generality of the proposed method. Table 4
summarizes the comparison results between the baseline
method, ResNet [4], and the proposed method. We can see
that the proposed method outperforms the baseline method
from the Top-1 to Top-5 errors.
Figure 10. ROC curves of two different feature-based PCA+LDA
methods on Cifar-100. The weight value, <54, inferred by the
proposed method has higher discriminant power than the image,
<3,072, despite its low dimensionality.
4.3. Extended Experimental Results: DenseNet on
Cifar-10 dataset
This experiment is designed to validate whether the pro-
posed method demonstrates similar performance improve-
ment in other backbone network such as DenseNet [7], in
which each layer is connected to every other layer without
using the identical mapping scheme. For improving the in-
formation flow between layers, all the connected layers are
concatenated instead of summation [4]. As shown in Fig. 8,
we calculate the importance of each connection based on the
proposed method, and before concatenation, we apply the
different weight values to the corresponding connectivity.
This is similar to the soft-assignment coding method [11].
For this experiment, we use the bottleneck-based DenseNet
on Cifar-10 in which the augmentation scheme is used as
in [4] and the used hyper-parameters are the same used
in [7]. Fig. 9 shows that the proposed method leads to bet-
ter results, with an average improvement of +0.62% in the
error rate, compared with the DenseNet when the number
of layers in changed from 22 to 40. These results indicate
that the proposed method could be extended to the dense
connectivity scheme, successfully.
4.4. Experimental Results using LDA for Discrimi-
nant Power of Weights
For validating the discriminant power of the inferred
weight values from each mapping module, we design the
following ablation test using the LDA feature-based k-NN
method [2] with the class averages. For building the base-
line method, the image of Cifar-100 set is converted into
a vector with a dimensionality of 3,072 (= 32 × 32 × 3
pixels). We apply the principal component analysis (PCA)
and LDA [12] to gain the discriminant power and reduce the
feature dimensionality from <3,072 to <30. This is termed
as the ”pixel-based PCA+LDA.” From the training set, each
average feature, m = {1, 2, 3, , 100} and <30, of all the
100 classes is calculated. An extracted feature from the
test set is compared with these 100 average features, m,
using the Euclidean distance. We select the average fea-
ture with the shortest distance, and if the class of the se-
lected average feature is identical to the true class of a test
image, the Rank-1 accuracy (k = 1) increases. In case
of the proposed method, we use ResNet with 110 layers
as the basic backbone network and extract the complete
weight values from 54 mapping modules. Then, we have
50,000 vectors as the training set and the dimensionality of
each vector is 54. We apply PCA and LDA, and the final
dimension of the extracted feature is 30 like the baseline
method, ”pixel-based PCA+LDA.” We term this ”weight-
based PCA+LDA.” Fig. 10 shows the ROC curves of the
two PCA+LDA methods. The weight-based PCA+LDA
outperforms the pixel-based PCA+LDA by an average of
8.14% from Rank-1 to Rank-10. Thus, we observe that the
weight values extracted from the proposed AWM modules
have their own discriminant power compared with the im-
age. Note that the feature dimension is only 54, and not
3,072. In this respect, we conclude that the weight values of
the proposed method are different according to the class of
an image, and thus, it is advantageous to stack more ResNet
layers using the proposed AWM module.
5. Conclusion
In this paper, we introduced the AWM module designed
to modify the identical mapping of the ResNet network,
which is a well-known deep learning architecture in visual
recognition. Using the proposed method, we obtain differ-
ent weight values according to the different classes of im-
ages on the fly, and they are then used to efficiently merge
the forward-feed information comes from both the shortcut
connection and the convolutional blocks. We demonstrated
the effectiveness and the generality of our approach through
the results obtained by extensive experiments. In particular,
the proposed method works well irrespective of backbone
network employed, such as Resnet and DenseNet. To carry
out quantitative analysis for the dependence of the weight
values on the class, simple experiments were performed for
the comparison of relative performance attained using the
LDA method with the extracted weight values. Despite the
success of ResNet, we believe that the ResNet style network
architecture could be improved, and this works represents
an attempt to do so.
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