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Constructing multi-step difference schemes is important for solving ODE numerically. In
this paper, by using an algebraic function approximation to the exponent function, linear
multi-step schemes for solving ODE are deduced. The approximation order of this linear
multi-step scheme equals that of the algebraic function approximation to ez . Moreover, we
show that the linear n-step difference scheme of order 2n is unstable, which is proved in a
novel way.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that difference schemes are very important for the numerical solution of ordinary differential equations
(ODE) and can be constructed via algebraic approximation of ez . Let F(z, w) be a polynomial inw of the form
F(z, w) = f0(z)wn + f1(z)wn−1 + · · · + fn(z),
where each coefficient fk(z), k = 0, 1, . . . , n, is a polynomial in z with complex coefficients. The largest exponent of z
occurring in one of these is denoted by m. The algebraic function is the function ϕ(z) defined for values z by the equation
F(z, w) = 0. We denote the algebraic function by w = ϕ(z), of order [m, n], i.e., F(z, ϕ(z)) = 0. Feng presented the
algebraic function of order [n, 1] for approximating ez , which gave a one-step symplectic difference scheme [1,2]. Generally,
an algebraic function of order [1, n] yields linear n-step difference schemes. Obreshkov’smethod [3] can be derived from the
case of order [m, n]. Gao and Wang [4] constructed some difference schemes and applied them to solve ODE numerically.
Dahlquist presented the A-stability of the linear multi-step methods [5]; this leads to a connection between numerical
methods and their stability functions corresponding to the approximations to the exponential function. For example, the
stability function of the Runge–Kutta method is a rational approximation to the exponential function. Butcher considered
the generalized Padé approximation to the exponential function for general linear methods [6–8].
In this paper,we indicate the inseparable connection between the shift operator and the differential operator,which leads
to the application of the approximation of the exponential function in numerical methods, such as difference schemes. The
algebraic function approximation to ez yields a linearmulti-step difference scheme.Moreover, the order of this linearmulti-
step scheme equals that of the algebraic function approximation to ez . We study the algebraic function approximation of
order [1, n] to ez and the linear n-step method of order 2n. Note that this n-step method is unstable, as has been proved
in [9]. We give a novel proof in a different way.
This paper is organized as follows. In Section 2, we give a brief derivation of the approximation and difference schemes
using algebraic functions, and show the intrinsic relations among the linear multi-step and Obreshkov methods and the
algebraic approximation of ez . In Section 3, we present the proof of the instability of the n-step method.
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2. Approximation and difference schemes using the algebraic function
Definition 1. An algebraic function w = ϕ(z) defined by F(z, w) = 0 is called an algebraic approximation to f (z) of order
[n,m] if
F(z, f (z)) = O(z(n+1)(m+1)−1).
Assume that we are given an ODE with initial value
y′ = f (x, y), f (x0) = y0,
where x ∈ [a, b], y ∈ (−∞,+∞), and f (x, y) satisfies the Lipschitz condition with respect to y, that is, there exists a
constant L such that
|f (x, y1)− f (x, y2)| ⩽ L|y1 − y2| for all y1, y2 ∈ (−∞,+∞), x ∈ [a, b].
Suppose that a = x0 < x1 < · · · < xN = b, h = b−aN , and xk = a + kh, k = 0, 1, 2, . . . ,N . Then we give a method for
constructing the difference scheme by using algebraic functions hereafter.
Firstly, by the Taylor expansion, we get that
y(x+ h) = y(x)+ y′(x)h+ y′′(x)h2/2+ y′′′(x)h3/6+ · · · . (1)
Define the operators D, E, and I as Dy(x) = y′(x)h, Ey(x) = y(x+ h), and Iy(x) = y(x) respectively. It follows from (1) that
Ey(x) = Iy(x)+ Dy(x)+ D2y(x)/2+ D3y(x)/6+ · · · ,
which leads to
E = I + D+ D2/2+ D3/6+ · · · = eD.
Next, let ϕ(z) be the algebraic approximation to ez of order [1, n], i.e.,
(a00 + a01z)+ (a10 + a11z)ez + · · · + (an0 + an1z)enz = O(z(2n+1)), (2)
and
ez = ϕ(z)+ O(z(2n+1)).
Replacing operator D by z in (2), when h is small enough, we obtain
(a00I + a01D)+ (a10I + a11D)eD + · · · + (an0I + an1D)enD = 0.
This means that
(a00I + a01D)y(x)+ (a10I + a11D)eDy(x)+ · · · + (an0I + an1D)enDy(x) = 0.
Let xk, xk+1 and yk denote x, x+ h and y(x) respectively. This yields
(a00yk + a01hfk)+ (a10yk+1 + a11hfk+1)+ · · · + (an0yk+n + an1hfk+n) = 0.
Then the linear multi-step difference scheme can be derived finally as
a00yk + a10yk+1 + · · · + an0yk+n = h(−a01fk − a11fk+1 − · · · − an1fk+n). (3)
Accordingly, this difference scheme is of order 2n. For the general linear multi-step case
αkyk + αk+1yk+1 + · · · + αk+nyk+n = h(βkfk + βk+1fk+1 + · · · + βk+nfk+n), (4)
the following theorem indicates the relation between the linear multi-step form and the approximation of ez .
Theorem 2. The difference scheme (4) is of order p if and only if
(αk − βkz)+ (αk+1 − βk+1z)ez + · · · + (αk+n − βk+nz)enz = O(zp+1). (5)
Proof. By the Taylor expansion, it is clear that the scheme (4) is of order p if and only if the following p+ 1 linear relations
hold:
αk + αk+1 + · · · + αk+n = 0, (6)
n−
i=0
αkis
s! −
n−
i=0
βk+1is
(s− 1)! = 0, (7)
where s = 1, 2, . . . , p.
Consequently, by the Taylor expansion for ez in (5), we have that
(αk − βkz)+ (αk+1 − βk+1z)ez + · · · + (αk+n − βk+nz)enz = O(zp+1)
holds if and only if Eqs. (6) and (7) hold. This proves the theorem. 
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Consequently, the Obreshkov method [3] can be regarded as the multi-step generalization of the Taylor series method
in the form
n−
j=0
α0jyk+j + h
n−
j=0
α1jfj+k +
m−
i=2
hi
n−
j=0
αijy
(i)
j+k = 0. (8)
Thus a similar result can be obtained.
Corollary 3. The difference scheme (8) is of order p if and only if
n−
i=0
eiz
m−
j=0
αijz j = O(zp+1). (9)
3. Instability
It is easy to check that z = lnw is the reverse function of w = ez , and the algebraic approximation of order [1, n] to ez
is equivalent to that of order [n, 1] to lnw. From (2), the fact that
lnw = (w − 1)+ O((w − 1)2),
shows that
(a00 + a01 lnw)+ (a10 + a11 lnw)w + · · · + (an0 + an1 lnw)wn = O((w − 1)(2n+1)).
Let z = ψ(w) be the algebraic function approximation to lnw defined by
(a00 + a01ψ(w))+ (a10 + a11ψ(w))w + · · · + (an0 + an1ψ(w))wn = 0, (10)
that is,
lnw = ψ(w)+ O((w − 1)(2n+1)).
We reformulate (10) as the form
ψ(w) = −a00 + a10w + · · · + an0w
n
a01 + a11w + · · · + an1wn .
Let ρ(ς), σ (ζ ) be the generating polynomials in (3),
ρ(ς) = a00 + a10ς + · · · + an0ςn,
σ (ζ ) = −a01 − a11ζ − · · · − an1ζ n.
Therefore,
lnw = ρ(w)
σ(w)
+ O((w − 1)(2n+1)).
On the basis of the continued fraction, the rational approximation to lnw can be derived [10]. First, we have that
ln(1+ w) = w
1
+ w
2− w+
4w
3− 2w+ · · ·+
n2w
n+ 1− nw+ · · ·
with the contracted expansion
ln(1+ w) = 2w
2+ w−
2w2
2(6+ w)+ 4w−
16w2
20+ 10w− · · ·−
4n2w
4(2n+ 1)+ (4n+ 3)w− · · ·,
that is,
ln(1+ w) = 2w
2+ w−
w2
3(2+ w)− · · ·−
n2x2
(2n+ 1)(2+ w)− · · ·.
Next, replacingw + 1 byw, the Euler contracted expansion following from the above shows that
lnw = 2(w − 1)
w + 1 −
w2
3(w + 1)−
4(w − 1)2
5(w + 1) − · · ·−
n2(w − 1)2
(2n+ 1)(w + 1)− · · ·.
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Suppose that
A0 = 0, A1 = 2(w − 1), A2 = −(w − 1)2, . . . , An = −(n− 1)2(w + 1)2,
B0 = 1, B1 = w + 1, B2 = 3(w + 1), . . . , Bn = (2n− 1)(w + 1),
Pn
Qn
= A1
B1
+A2
B2
+ · · ·+An
Bn
.
Accordingly, there exist three recurrence formulas for Pn and Qn when n ⩾ 3:
Pn = BnPn−1 + AnPn−2, (11)
Qn = BnQn−1 + AnQn−2.
Therefore, Pn(w)Qn(w) is the rational approximation to lnw,
lnw = Pn(w)
Qn(w)
+ O((w − 1)(2n+1)).
Consequently, the following identities can be derived:
ρ(w) = kPn(w), σ (w) = kQn(w),
where k is a nonzero constant. After simple computation, we have
P1 = 2(w − 1), P2 = 6(w2 − 1),
Q1 = w + 1, Q2 = 2w2 + 8w + 2.
We get Pn(1) = 0 from (11) and the fact that P1(1) = P2(1) = 0. Since
P ′n(1) = B′n−1(1)Pn−1(1)+ Bn−1(1)P ′n−1 + A′n−2(1)(1)Pn−2(1)+ An−2P ′n−2
= 2(2n− 3)P ′n−1(1)
= 2n−2(2n− 3)(2n− 5) · · · 5P ′2(1)
= 2n(2n− 3)!!,
Qn(1) = Bn−1(1)Qn−1(1)+ An−2(1)Qn−2
= 2(2n− 3)Qn−1(1)
= 2n−2(2n− 3)(2n− 5) · · · 5Q2(1)
= 2n(2n− 3)!!,
it follows that
ρ(1) = 0, ρ ′(1) = σ(1) ≠ 0.
Hence, the difference scheme (4) is consistent.
Suppose that
Pn = Cn,0wn + Cn,1wn−1 + · · · + Cn,n−1 + Cn,n.
From the three recurrence formulas, we have
Cn+1,0 = (2n+ 1)Cn,0 − n2Cn−1,0,
Cn+1,1 = (2n+ 1)(Cn+1,1 + Cn,0)− n2(Cn−1,1 − 2Cn−1,0),
for n ⩾ 3,
Lemma 4. nCn−1,0 ⩽ Cn,0 ⩽ (n+ 1)Cn−1,0, n ⩾ 3.
Proof. We prove this lemma by induction. For n = 3,
P3(w) = 22w3 + 54w2 − 54w − 22,
P2(w) = 6w2 − 6.
The fact that 3× 6 ⩽ 22 ⩽ 4× 6 gives
3C2,0 ⩽ C3,0 ⩽ 4C2,0.
Assume that nCn−1,0 ⩽ Cn,0 ⩽ (n+ 1)Cn−1,0. Then
Cn+1,0 = (2n+ 1)Cn,0 − n2Cn−1,0
⩾ (2n+ 1)Cn,0 − n2 Cn,0n
⩾ (n+ 1)Cn,0,
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and
Cn+1,0 = (2n+ 1)Cn,0 − n2Cn−1,0
⩽ (2n+ 1)Cn,0 − n2 Cn,0n+ 1
⩽
n2 + 3n+ 1
n+ 1 Cn,0
⩽ (n+ 2)Cn,0.
Hence
(n+ 1)Cn,0 ⩽ Cn+1,0 ⩽ (n+ 2)Cn,0,
and the proof is completed. 
Similarly, we have
Lemma 5. (n+ 2)Cn−1,1 < Cn,1, n ⩾ 3.
Lemma 6. Cn,1Cn,0 ⩾ n+ 2, n ⩾ 4.
Proof. We prove this lemma by induction. For n = 4,
P4(w) = 100w4 + 640w3 − 640w − 100,
which implies
C4,1 = 640, C4,0 = 100.
Therefore
C4,1
C4,0
= 640
100
> 4+ 2.
Assume that Cn,1Cn,0 ⩾ n+ 2; then we have
Cn+1,1
Cn+1,0
= (2n+ 1)(Cn+1,1 + Cn,0)− n
2(Cn−1,1 − 2Cn−1,0)
Cn+1,0
⩾
(2n+ 1)(Cn+1,1 + Cn,0)− n2Cn−1,1 + 2n2Cn−1,0
(n+ 2)Cn,0
⩾
2n+ 1
n+ 2 +
n+ 1
n+ 2
Cn,1
Cn,0
+ 2n
2
n+ 2
Cn−1,0
Cn,0
⩾ 1+ n+ 1
n+ 2 (n+ 2)+
2n2
(n+ 2)(n+ 1)
⩾ 1+ (n+ 1)+ 1
= n+ 3. 
Theorem 7. The difference scheme (3) is unstable if p = 2n and n ⩾ 3.
Proof. For n = 3, the generating polynomial of difference scheme (3) is
ρ(ζ ) = k(22ζ 3 + 54ζ 2 − 54ζ − 22).
Then, −38−8
√
15
21 is a root of ρ(ζ ). It is obvious that |−38−8
√
15
21 | > 1. When n > 3, let ζ1, ζ2, . . . , ζn be the n roots of ρ(ζ ). The
following inequality holds:
ζ1 + ζ2 + · · · + ζn = −an−1,0an,0 = −
Cn,1
Cn,0
⩽ −(n+ 2).
Suppose that Reζi ⩾ −1 for all i = 1, 2, . . . , n. Then
ζ1 + ζ2 + · · · + ζn = Re(ζ1 + ζ2 + · · · + ζn) = Reζ1 + Reζ2 + · · · + Reζn ⩾ −n
leads to a contradiction. Thus there exists a root ζi of ρ(ζ ) such that Reζi < −1. It is easy to see that |ζi| > 1. Accordingly,
Dahlquist [9] has shown that ρ(ζ ) does not satisfy the stability condition. This means that the difference scheme (3) is
unstable. 
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