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Abstract
Agent-based models (ABMs) are computational models used to simulate the behav-
iors, actions and interactions of agents within a system. The individual agents each
have their own set of assigned attributes and rules, which determine their behavior
within the ABM system. These rules can be deterministic or probabilistic, allowing
for a great deal of flexibility. ABMs allow us to observe how the behaviors of the
individual agents affect the system as a whole and if any emergent structure develops
within the system. Examining rule sets in conjunction with corresponding emergent
structure shows how small-scale changes can affect large-scale outcomes within the
system. Thus, we can better understand and predict the development and evolution
of systems of interest.
ABMs have become ubiquitous—they used in business (virtual auctions to select
electronic ads for display), atomospheric science (weather forecasting), and public
health (to model epidemics). But there is limited understanding of the statistical
properties of ABMs. Specifically, there are no formal procedures for calculating
confidence intervals on predictions, nor for assessing goodness-of-fit, nor for testing
whether a specific parameter (rule) is needed in an ABM. Motivated by important
challenges of this sort, this dissertation focuses on developing methodology for uncer-
tainty quantification and statistical inference in a likelihood-free context for ABMs.
Chapter 2 of the thesis develops theory related to ABMs, including procedures
for model validation, assessing model equivalence and measuring model complexity.
iv
Chapters 3 and 4 of the thesis focus on two approaches for performing likelihood-
free inference involving ABMs, which is necessary because of the intractability of
the likelihood function due to the variety of input rules and the complexity of out-
puts. Chapter 3 explores the use of Gaussian Process emulators in conjunction with
ABMs to perform statistical inference. This draws upon a wealth of research on
emulators, which find smooth functions on lower-dimensional Euclidean spaces that
approximate the ABM. Emulator methods combine observed data with output from
ABM simulations, using these to fit and calibrate Gaussian-process approximations.
Chapter 4 discusses Approximate Bayesian Computation for ABM inference, the
goal of which is to obtain approximation of the posterior distribution of some set of
parameters given some observed data.
The final chapters of the thesis demonstrates the approaches for inference in two
applications. Chapter 5 presents models for the spread of HIV based on detailed data
on a social network of men who have sex with men (MSM) in southern India. Use
of an ABM allows us to determine which social/economic/policy factors contribute
to the transmission of the disease. We aim to estimate the effect that proposed
medical interventions will have on the spread of HIV in this community. Chapter 6
examines the function of a heroin market in the Denver, Colorado metropolitan area.
Extending an ABM developed from ethnographic research, we explore a procedure
for reducing the model, as well as estimating posterior distributions of important
quantities based on simulations.
v
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1Introduction
1.1 Overview
Many methods exist for studying the development of systems. Often, these systems
are quite complex, making it difficult to understand functions of agents within the
system and their effects on the system as a whole. Agent Based Models (ABMs)
are computational models used to simulate the behaviors, actions and interactions
of agents (individuals or collective entities) within a system. The individual agents
are autonomous, having their own set of rules which determines their behavior and
how they develop within the system. These models allow us to observe how the si-
multaneous behaviors of individual agents affect the system as a whole and examine
the resulting emergent structure. Thus, we can better understand and predict the
evolution of systems of interest and the appearance of complex phenomena. In par-
ticular, ABMs are becoming a valuable tool for simulating and better understanding
human systems (Bonabeau, 2002).
Three of the earliest examples of ABMs include von Neumann machines or cellular
automata (Kemeny, 1955); John Conway’s Game of Life (Gardner, 1970), which
looked at the evoluation of a universe determined by its initial state in which cells
1
interact with one another; and Thomas Schnelling’s study of segregation (Schnelling,
1971). ABMs grew in popularity in the 1990s because of the ease of implementation
that came with improvement of available computer technology. Social sciences began
using ABMs to explore social phemomena over time and the growth of societies
over time, notably Epstein and Axtell (1996). ABMs have been compared to other
modelling approaches in various problem settings, e.g., Hooten and Wikle (2010).
ABMs can be implemented in a wide variety of software, ranging from traditional
statistical software to dedicated ABM simulation platforms (Railsback et al., 2006).
1.2 ODD Protocol
The ABM development process became more standardized with the publication of
the ODD (Overview, Design concepts, and Details) Procotol by Grimm et al. (2006).
This protocol is intended to make model descriptions more complete and more easily
understood, primarily for academic literature. This, in turn, enables reproducbility
of ABMs and addresses major concerns previously associated with ABMs (Lorek
and Sonnenschein, 1999). An extensive discussion of ODD protocol can be found in
Polhill et al. (2008), and a discussion of the growing use of the protocol is presented
in Grimm et al. (2010). The protocol’s basic structure is presented in Figure 1.2.
The ‘Purpose’ section explains what the model is intended to do and its general
goals. The ‘State Variables and Scales’ section outlines the structure of the model,
identifying all of the entities in the model, such as types of agents, spatial structure
and other local and global variables. Additionally, the variables that determine the
state of these entities at any given point during the simulation are specified. The
‘Process Overview and Scheduling’ section lists all processes that occur in the model
and in what order they occur. This covers the hierarchy of agent behaviors, effects
on the environment and associated updates to states of model entities. The ‘Design
Concepts’ section describes the general concepts upon which the model is based.
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Figure 1.1: The elements of the ODD protocol. The three categories on the left
serve to explain the general structure of the protocol, not to describe the model.
Model description following ODD protocol consists of the the seven elements on the
right.
This is primarily to provide an understanding of why certain design decisions were
made. Such concepts include a summary of emergent behavior, agent objectives,
agent interactions and a description of agents’ perceptions and thought processes, if
any exist. The ‘Initialization’ section identifies how the model is started and often
provides references to support initial values of variables. The ‘Input’ section describes
any other external inputs to the model (such as time-series market data in financial
models or temperature data for a climate model). The ‘Submodels’ section explains
in detail the equations and algorithms used in the model, as well as defining any
parameters included in the model.
While ABMs are becoming ubiquitous, there is still a good deal of theory that re-
mains to be developed. In particular, there has yet to be a standard model validation
protocol specifically for ABMs, taking into account the multiple levels of behavior
being simulated. Additionally, there is a lack of theory regarding the rigorous com-
parison of two ABMs, specifically in the context of model equivalence and model
complexity.
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1.3 Approaches for Inference using ABMs
ABMs are of particular interest in statistics because we can use the inputs and
outputs from these models as data to study complex relationships and, in a Bayesian
context, perform statistical inference. Because of the variety of input rules and the
complexity of outputs, the likelihood function for realistic ABMs is intractable; thus,
any inference involving these models must be likelihood-free. The two likelihood-free
methods of utilizing Agent Based models for statistical inference are emulation and
Approximate Bayesian Computation (ABC).
1.3.1 Gaussian Process Emulators
Gaussian Process emulation deals with developing statistical models to approximate
complex computer model output. This Bayesian approach has been implemented
and studied widely, with some of the earliest work done by Anthony O’Hagan (1978)
and Jerome Sacks et al. (1989). Recent advances have been made in the development
and implementation of Bayesian computer model emulators (Lopes, 2011).
In many application of ABMs, the sophistication of the system being modeled
leads to a complex model with detailed sets of agent rules. This model copmlexity
can, naturally, lead to computationally burdensome simulations. As the number of
ABM parameters grows, emulation becomes more useful, allowing ABM outcomes
of interest to be predicted at settings without running the model at these settings.
After specifying the set of parameters for the ABM and running it for a fixed set of
inputs, a Gaussian Process Response Surface (GASP) will be fit to the ABM. The
use of a Gaussian Pricess gives flexibility in modeling realizations which can be used
to interpolate data points and make probability statements. Many variations on
Gaussian Process emulation have been made which allow for their implementation
in a broader class of problems with fewer assumptions needed.
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1.3.2 Approximate Bayesian Computation
Approximate Bayesian Computation (ABC) is a class of methods that allows for
approximate computation in the analysis of complex models. For problems in which
the likelihood function is intractable (such as ABMs) or very expensive to compute,
ABC allows us to perform statistical inference by simulating from an approximation
to the posterior distribution. The approach involves sampling a parameter set θ from
a prior distrubition and generating data y conditional on the sampled parameters. If
the generated data is close enough (according to some appropriate distance metric) to
the observed data, then the sampled θ is accepted as a draw from the posterior. Some
of the earliest ABC methods were introduced by Tavare et al. (1997) and Pritchard
et al. (1999) for applicatioins in genetics. Many extensions have been made since,
such as Marjoram et al. (2003), Toni et al. (2009), Beaumont et al. (2009) and others.
Further developments of ABC in complex dynamic systems (cf. Bonassi, 2013) are
still being made. ABC has been applied to reinforcement learning problems (cf.
Dimitrakakis and Tziortziotis, 2013), which deals with similar issues to those that
arise with ABMs.
For ABMs, we can identify model parameters in which we are particularly in-
terested. This will serve as the θ for which shall generate an approximate posterior
distribution. This approach gives a straightforward method of inference about agent
behaviors contributing to system development. This inference allows us to identify
reasonable constraints on agent behavior in a more rigorous manner than previously
possible.
1.4 Dissertation Outline
This dissertation analyzes multiple approaches for the development and implemen-
tation of statistical inference utilizing ABMs. In chapter 2, I present theory which
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addresses some of the areas related to ABMs which have not been thoroughly investi-
gated. I propose a model validation protocol as well as examining methods for model
comparison in terms of complexity and determining model equivalence. In chapter 3,
I discuss the utility of Gaussian Process emulators for inference, examining multiple
approaches for different problem settings. Chapter 4 analyzes Approximate Bayesian
Computation techniques for assessing sets of parameters and rule sets for ABMs and
performing posterior inference. Chapters 5 and 6 look at ABM applications which
demonstrate both emulator and ABC techniques and examine the utility of ABMs
in conjunction with other methods for analysis of HIV transmission in a network in
southern India and the dynamics of a heroin market.
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2ABM Theory
2.1 Overview
ABMs are often used to simulate complex real world processes and in many cases are
used for qualitative insight. A limitation in the use of ABMs has been the disconnect
between existing theory, both in a mathematical sense and in the context of many
theories of social behavior, discussed in detail in Chattoe (2003). To truly leverage
ABMs and be able to explore ‘what if’ questions related to systems of interest, one
must be precise in model specification to ensure it correctly simulates the system.
Additionally, one should be able to quantitatively compare models for a given system
based on various criteria in order to better understand system behavior and make
determinations about the inclusion and treatment of model elements.
To this end, model validation is a crucial component in the development of ABMs.
This procedure ensures that the dynamics being simulated in the model are a rea-
sonable representation of the system and that the model itself is correctly capturing
large-scale system behavior.
When considering multiple models for a system, there are certain quantitative
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comparisons which it is important to be able to make. Identifying whether models
are equivalent (in some sense) can be helpful in examining treatment of different
variables and implementing the agent rule sets. Determining the relative complexity
of two models can be a useful step in model selection for ABMs.
2.2 ABM Validation
Validating ABMs is an important component of model development. A general ap-
proach for validation and verification of computer models is presented in chapter 3.
Although validation of ABMs has some elements in common with validation of more
traditional computer models, the process for ABMs is slightly different because the
aggregate emergent structure must be considered in tandem with agent-level param-
eters and rules. The Virtual Overlay Multi-Agnet System (VOMAS) verification and
validation technique for ABMs is based in software engineering (Niazi et al., 2009).
In this approach, a VOMAS is developed along with the ABM, in which the agents
gather data through logs, providing run-time support of the validation process by
checking for violations of user-specified settings. While the VOMAS approach is a
thorough approach, it can become cumbersome in many cases, as it requires the de-
velopment of two models. Some other work has been done exploring model validation
strategies specifically for ABMs (Windrum et al., 2007; Fagiolo et al., 2007; Marks,
2012, 2013), however, it is very much an open problem.
Here, I propose a model validation protocol for ABMs and discuss it in relation
to a model I developed for the multi-state fungal meningitis outbreak (FMO) of
2012-2013 within the state of Michigan (Centers for Disease Control & Prevention,
2013b).
In 2012, the New England Compounding Center (NECC) distributed contami-
nated lots of Methylprednisolone Acetate for steriod injections to health care facilities
in multiple states. Michigan had the highest incidence rate, with 264 cases and 19
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deaths as of October 2013. A map of the facilities in the state is shown in Figure 2.2.
Details of nationwide cases and facilities are presented in appendix A.
Figure 2.1: Map of Michigan population density by county with blue diamonds rep-
resenting locations of the four facilities receiving contaminated Methylprednisolone
Acetate.
The output quantity of interest for this model is the number of cases of infection at
a given time. We have data on the number of cases, taken at 52 time points between
October 2012 and August 2013, as well as information on the specific products and
quantities received by the facilities, as well as shipping dates from NECC which
provide an estimate of when initial infections could have occured (US Food and
Drug Administration, 2012).
2.2.1 Internal Validation
Internal validation involves examining components within the model in order to iden-
tify potentially problematic areas, as well as to determine if the model is operating
in a way that is consistent with the system it represents.
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Step 1: Assess Face Validity
Assessing face validity of a model involves determining if the model’s structure and
behavior are reasonable according to domain experts. This involves examination of
rule sets for individual agents as well as the dynamics of the interactions of agents
with each other and the system itself. Bharathy and Silverman (2010) and Xiang
et al. (2005) discuss some specific techniques for evaluating model face validity. In
the case of the heroin market ABM (discussed in chapter 6), the face validity of
many of the model’s functions follows from the fact that it was developed from the
ethnography of a domain expert.
For the FMO model, the central dymanic is the means by which the disease is
spread. Here, the method by which agents contract the disease differs from traditional
disease spread models because fungal meningitis is not contagious, as infection is
only obtained through direct introduction into the blood stream. Thus, disease is
passed from facilities to individual patients and not spread from patient to patient.
While the locations of the facilities which received contaminated substances were
identified, the number of cases for which the individual facilities were responsible
was not identified. Demographic information for infected individuals (age, gender,
race, etc.) was not provided either. To account for this, the affected facilities’ weekly
visitor counts were determined in part by population density within 100 miles of each
facility, based upon US Census estimates (US Census Bureau, 2013).
Additionally, an agent’s age influenced their probability of visiting one of the
affected facilities, based on available information on visitor demographics in 2012 for
similar facilities in the state (Michigan Headache & Neurological Institute, 2012).
Out of 4606 annual visitors, 2.3% were age 6-17, 18.5% were age 18-40, 65.3% were
age 41-65, 13.4% were age 66-85 and 0.5% were age 86 and older.
Once an agent visits an affected facility, the probability of receiving a tainted
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injection and contracting fungal meningitis was determined by an exponential model
for modeling population growth (Brauer and Castillo-Chavez, 2012; Diekmann and
Heesterbeek, 2000). The standardized observed case counts approximately fit the
curve
F pxq  1  expp0.14x  0.08q
where x is the week (with week 1 representing October 6, 2012). This model was cho-
sen to capture the pattern of the outbreak, with decreasing numbers of case counts
over time as the tainted materials are identified and removed. Because of the impor-
tance of the time component in the outbreak, the above model was more appropriate
for this application than a compartmental model (SIR, SEIR, etc.). This model fit
well, with a sum of squared residuals over the first 14 weeks of 9.43. Differentiating
this curve gives a function of the form of a scaled exponential distribution probability
distribution function,
fpxq  0.14 expp0.14x  0.08q
which can be normalized to give a proper pdf.
Because symptoms of infection were reported to appear 1 to 4 weeks after re-
ceiving a contaminated injection (Centers for Disease Control & Prevention, 2013a),
there is some uncertainty in the time between infection and case confirmation. To
account for this and the lack of any additional information, based on the principle
of maximum entropy, the time for an infected agent to be confirmed as a case was
drawn from a discrete uniform (1,4).
A main emphasis of assessing face validity is understanding specific dynamics
of the system being modeled and not merely beginning with an off-the-shelf model
which may represent a system that functions quite differently from the system of
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interest.
Step 2: Determine Evaluation Criteria
Output from ABMs can be complex and multidimensional. While all of the outputs
may be related, it is possible that only a small subset are of primary interest when
simulating the system. In the case of ABMs for networks, the are several different
network measures (e.g. degree distribution) that could be of primary interest, but
other associated values (e.g. density, clustering) are produced in the model output.
Additionally, one should establish the range of inputs over which output evaluation
is sought.
In the case of the FMO model, we are interested in the count of infections at
time points throughout the simulation. We have data on case counts to which we will
compare model simulation to evaluate the quality of the model’s representation of this
outbreak. Because we have the relative proportion of patient visits by age to facilities
similar to those affected in the outbreak, there is an estimate of on individual agent’s
probability of visiting the facilities; but, because this is not exact, it is necessary to
simulate behavior with a range of probabilities around these estimates.
2.2.2 External Validation
External validation involves comparing elements of the model to other sources. This
component is significant in that it goes beyond determining the logical justifiability
of the model to obtain a quantitative determination of how well the ABM represents
the system.
Step 3: Output Analysis
The general strategy for external validation is the analysis of some output quantity.
This approach can be separated into a number of more specific techniques which are
discussed below.
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Predictive Validation
In cases where longitudinal data is available, it is possible to develop the model using
data only up to a certain time point, and then forward simulations can be checked
against the subsequent data to determine the predictive accuracy of the model.
Because longitudinal data were available for the Meningitis outbreak, predictive
validation was used for the FMO model. The model begins simulation in September
2012 and was built by fitting weekly data from October 2012 through December 2012
and then validated by comparing simulated case counts in the model to the observed
case counts for January 2013 through October 2013. Case counts were provided
at smaller time intervals in October 2012 when the outbreak was first identified,
and then the intervals grew longer in December 2012, so some interpolation for case
counts was necessary in the predictive validation. Because of the uncertainty in the
time between infection and confirmation of fungal meningitis, as discussed earlier,
the criterion for model agreement with the actual outbreak was the predicted model
case counts falling within the range of observed case counts in a four week window.
Cross-model Validation
In many cases, different conceptual models can be used to simulate a particular
phenomena. Cross-model validation leverages these instances and compares results
of the ABM simulation to results from other models. This approach is useful in that it
allows both qualitative and quantitative comparisons. In particular, when comparing
a particular output quantity of an ABM to a different model which itself has been
verified and validated, agreement of the two models strongly implies validation of the
ABM. Axtell et al. (1996) discusses strategies for cross-model validation in detail.
When validating an ABM with another model which has already been validated,
one may seek to assess equivalence between the models. Depending on the features
of the respective models, there are different notions of equivalence which can be
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considered. Some possible model equivalence measures are discussed in section 2.3.
Regarding the fungal meningitis outbreak, while there were models developed to
simulate the biological effects of the outbreak on individuals and treatment strategies
(Pappas et al., 2013), there were no models developed specifically to simulate how
the outbreak progressed. The closest validated model to which to compare the FMO
model is an ABM for contamination events (Zechman, 2011).
The Zechman model was developed in AnyLogic (XJ Technologies, 2013) to sim-
ulate response of indivudals to water contamination, incorporating a spatial compo-
nent based on the proximity of individuals to the location of contamination, as well
as timing and communcation which alters individuals’ water consumption and influ-
ences change of use in response to the contamination. The simulation incorporates
the EPANET water distribution system model (Shang et al., 2008).
By making adjustments to the Zechman model such as reducing the number
of nodes (water sources) within the network, treating all nodes as commercial (to
simulate a high number of visitors), and restricting the consumer demand at the
nodes, the model’s operation closely resembles that of the FMO model. The Zechman
model runs on a finer-scaled time step than the FMO model, which must also be taken
into account. The simulations under the framework of the Zechman model give case
counts consistent with those from the FMO model. While both models give average
simulated case counts which capture actual case counts within a four week window,
the Zechman model over-predicts cases early in the simulation (October 2012). A
comparison of the simulation results is shown in Figure 2.2.
In addition to the comparison of the simulated case counts of the two models,
the FMO model was found to be a less complex model than the Zechman model for
the outbreak (see discussion of model complexity in section 2.4).
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Figure 2.2: Comparison of simulated fungal meningitis case counts from (a) the
FMO model and (b) the Zechman model from October 2012 through August 2013
based on 100 simulations from each model. Red points represent actual case counts
from the outbreak.
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Statistical Validation
Statistical validation is the most rigorous external validation method and can sig-
nificantly increase the credibility of an ABM and can be performed in conjunction
with predictive or cross-model validation. Hypothesis tests for equivalence of ABM
output with either true system measurements or output of other models are a useful
approach. Additionally, based on the data being used to validate the model, one can
establish tolerance bounds for model output. These represent an acceptable range of
model output values which can be considered to represent reasonable system behav-
ior. One can then determine an acceptable proportion of output values which should
fall within the tolerance bounds to evaluate model performance. Additionally, tol-
erance bounds allow for varying degrees of accuracy in different model applications,
as well as different degrees of uncertainty at different input settings. Discussion on
applying statistical techniques to model validation in specific settings can be found
in Kleijinen (1999) and Sanchez (2001).
A more rigorous and involved technique of statistical validation of ABMs involves
approximating the model using Gaussian process techniques, as discussed in chapter
3.
Step 4: Feedback/feed forward
Model validation is very much an interative process, and the final step of the proce-
dure involves using the findings of previous model validation steps to make adjust-
ments to the model.
2.3 Model Equivalence
Given the variety of strategies for developing ABMs, one important topic to consider
is that of model equivalence, as determined based upon some model output quantity.
There has been some exploration of model equivalence related to model validation
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in Robinson et al. (2005) and Yang et al. (2004), as well as discussion of the issues
involving hypothesis testing as it relates to model equivalence in Welsh (1996) and
Berger (2003) among others.
There are several topics to consider regarding separate models for a system and
making comparisons among them. An important area which must be considered is
that of the input sets/spaces of the models. These sets will fall into one of four
possible categories: 1) The sets are the same, 2) There is partial overlap in the sets,
3) One set contains the other, 4) The sets are disjoint. The criteria for determining
model equivalence is largely dependent upon the category into which the input sets
fall.
When looking to assess model equivalence, there are three main types of equiva-
lence one could seek to identify. We restrict the initial discussion of model equivalence
to the regions of the input space that both models have in common. We will dis-
cuss the assessment of equivalence of two models, but the theory can be extended to
consider larger collections of models.
For the subsequent discussion, let the two models be represented as maps f1 :
S1  Rp ÝÑ A1  R and f2 : S2  Rp ÝÑ A2  R. We begin by considering the
case where S1  S2  S and A1  A2  A.
Equivalence in mean
Two models are equivalent in mean if, given a fixed set of inputs, the mean functions
of the output are equivalent. ABMs need not be deterministic, a fixed set of inputs
can produce significant output variation from simulation to simulation for a given
model. So, while exact equivalence (two models producing the exact same output
for a fixed set of inputs) is rare in practice, equivalence in mean looks at the average
of some output value of multiple simulations of the two models. Although the maps
f1 and f2 are not random, for a given point x0 P S, we can define a probability
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space pΩ,F ,Pq where Ω  A, F is the Borel sets on A and, under the probability
measure P, PpA  Aq is the probability that a simulation run at input settings x0
will have an output value in A, which can be estimated based on a large-scale batch
of simulations. We can consider the mean function to be the expected value of the
simulation using the specified probability space.
Equivalence in mean modulo monotonicity
Equivalence in mean modulo monotonicity is a slightly relaxed version of equiva-
lence in mean where, given two models, there exists a monotone (or anti-monotone)
function m : A ÝÑ A such that m  f1  f2. In this case, for a fixed set of inputs
x P S, there exists a monotone function which maps the mean function of one model
to the mean function of the other model. The monotone function can be viewed as
a calibration function.
Figure 2.3: An illustration of equivalence in mean modulo monotonicity.
As an example, consider two ABMs for weather forecasting, in which the agents
are cubic kilometers of atmosphere and they interact by exchanging pressure, tem-
perature and moisture. Model 1, for a fixed set of inputs, could have temperature
predictions of 65F, 70F and 75F, while model 2 could have temperature predic-
tions of 80F, 85F and 90F. If this is the case for all sets of inputs, we can establish
a monotone function mapping the output of model 1 to the output of model 2.
If the output space A  R is connected, then we can consider this equivalence in
an alternative way. By the connectedness of A, f1 and f2 are homotopic (i.e. there
18
exists a family of continuous functions ht : S Ñ A for t P r0, 1s such that h0  f1
and h1  f2 and the map pS, tq ÞÝÑ htpq is continuous from S  r0, 1s to A.) One
can trivially define ht  p1  tqf1   tf2. If ht is monotone in t, then this homotopy
formulation can serve as a surrogate for the m function discussed above.
Equivalence in distribution
Two models are equivalent in distribution if the distribution of the outputs is the
same for the models given a fixed set of inputs. Equivalence in mean (or equivalence
in mean modulo monotonicity) can be achieved by models which have outputs that
differ greatly at each simulation. Consider again two weather forecasing ABMs.
Model 1, for a fixed set of inputs, could have temperature predictions ranging between
65F and 75F, while model 2 could have temperature predictions ranging between
40F and 100F. While both would have the same mean, the variances differ greatly.
The notion of equivalence in distribution takes variation of the outputs into con-
sideration. While two models may not have outputs which match exactly, having the
same distribution of outputs demonstrates a high-level agreement in the predicted
behavior of the system. Certain tests for equivalence such as a Kolmogorov-Smirnov
test and statistical measures such as Mahalanobis distance enable the assessment
of equivalence in distribution. A detailed discussion of such tests is presented in
Welleck (2010).
Theorem 1. (Topological Equivalence of Models) Let S  Rp be compact. Let
f1 : S ÝÑ A  R and f2 : S ÝÑ A  R be continuous maps, both of which represent
ABMs of a particular system. Suppose f1 and f2 each have a finite number of critical
points (points where the derivative vanishes), denoted y1i and y2i, respectively (by the
compactness of S, this is equivalent to the critical points being isolated). The models
f1 and f2 are topologically equivalent if and only if the atoms of their critical values
are isomorphic.
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For clarity, I define some terms before presenting a proof.
Two maps are topologically equivalent if there exist two homeomorphisms h :
S ÝÑ S and h1 : A ÝÑ A such that f1h  h1f2.
Let f : S ÝÑ R be a continuous map with a critical value c. If critical level set
f1pcq  S contains only finitely many critical points, then a connected component
Γ of f1pcq is called an atom of the critical value c of the function f.
Proof of Theorem 1: This proof closely follows work presented in Sharko (2003).
Necessity. Suppose f1 and f2 are topologically equivalent. Then there exists a
homeomorphism h on S mapping the critical level sets of f1 to the critical level sets
of f2. The continuity of h ensures that connected components of the critical level
sets are mapped to each other. Hence, the atoms of the critical values of f1 and f2
are isomorphic.
Sufficiency. Let φ be an isomorphism between the atoms of the critical values
of f1 and f2. By a theorem presented in Prishlyak (2002), because of the continuity
of the maps, each isolated critical point of f1 and f2 has a closed neighborhood in
which the map is topologically equivalent to a polynomial of the form xn   c for
some non-negative integer n and some constant c. Let Cripf1q and Cripf2q denote
these neighborhoods of the critical points. Following Sharko (2003), using φ, we
can construct homeomorphisms hi mapping Cripf1q to Cripf2q. By Chapman (1972)
and Anderson (1967), we can extend the homeomorphisms hi to a homeomorphism
h1 defined on closed neighborhoods of curves that join critical points of f1, denoted
Uipf1q, and maps these neighborhoods to Uipf2q, the corresponding neighborhoods of
the critical points of f2. One can choose h1 in such a way that it maps the level curves
of f1 in Cripf1qYUipf1q to the level curves in Cripf2qYUipf2q. By construction, the
closure of the complement of pCripf1qYUipf1qq

pCripf2qYUipf2qq in S will consist
of the union of sets homeomorphic to cylinders (or hypercylinders depending on the
dimension of S), as Cripf1qYUipf1qq

pCripf2qYUipf2q is closed as the union of closed
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sets and any separated sets which make up this complement will be homeomorphic to
(hyper-)cylinders (Salzmann, 1969). By Chapman (1972) and Anderson (1967), we
can again extend the homeomorphism h1 to these (hyper-)cylinders so that the level
sets of f1 map to the level sets of f2. Identifying an appropriate homeomorphism h
on R, we obtain topological equivalence of f1 and f2. 
With respect to the ABMs represented by f1 and f2, the conjugate homeomor-
phism h and h1 can be considered as a tuning function and a calibration function,
respectively.
Figure 2.4: An illustration of topological equivalence of maps.
It is appropriate to note here that in the case where S1  S2 but, without loss
of generality, A1  A2, it follows that the model f1 is a proper subset of f2. In a
model selection scenario, this would make f2 a more favorable choice, unless there
were other issues, such as model complexity (discussed in section 2.4), that favored
f1. This case would then require some decision rule for a model selection.
2.3.1 Non-equivalent Input Spaces
The above discussion considered models for which the input spaces were the same.
However, in many cases, different models for the same system may use different sets
of inputs and have input spaces which are not the same. Here, we examine the three
cases where S1  S2 and identify conditions for model equivalence in each of these
cases.
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Intersection of Input Spaces
The first possible scenario for non-equivalent input spaces is the case where S1 and
S2 partially overlap so that there exist x1 P S1zS2 and x2 P S2zS1 while S1XS2  H.
Figure 2.5: An illustration of equivalence in mean modulo monotonicity.
In order to establish equivalence in mean, equivalence in mean modulo monotonic-
ity, or equivalence in distribution of f1 and f2, one must first be able to establish a
homeomorphism h (tuning function) between S1 and S2. If this can be done, then
equivalence of each type can be determined as described in Section 2.2. If the home-
omorphism h maps the atoms of the critical values of f1 and f2 to one another, then
the models are topologically equivalent by Theorem 1. None of the forms of equiva-
lence discussed above require the two models to have the same behavior on the set
S1 X S2.
If we look at the restrictions f1|S1XS2 and f2|S1XS1 , it is possible to establish
equivalence of f1 and f2 on the set S1 X S2. For equivalence in mean, equivalence
in mean modulo monotonicity, and equivalence in distribution, one would only need
to look at the behaviors of the maps restricted to this set. To establish topological
equivalence on the set, one could look at the atoms of critical values of the restricted
maps and, if they are isomorphic, then the maps are topologically equivalent when
restricted to the intersection of the input spaces by Theorem 1. In we find f1|S1XS2
and f2|S1XS2 to be equivalent, then f1 and f2 are demonstrate partial equivalence.
If the two models demonstrate are not equivalent over their entire input spaces, but
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are partially equivalent on S1 X S2, this can inform the nature of the discrepancy
between the two models.
Containment of Input Spaces
The second possible scenario for non-equivalent input spaces is the case where, with-
out loss of generality, S1  S2.
Figure 2.6: An illustration of containment of input spaces.
In order to establish equivalence in mean, equivalence in mean modulo monotonic-
ity, equivalence in distribution or topological equivalence for this case, the procedure
is essentially the same as the case where S1 and S2 partially overlap.
If we look at the restriction f2|S1 , it is possible to establish equivalence of f1
and f2 on S1. In we find f1 and f2|S1 to be equivalent, then f1 and f2 are partially
equivalent, as they are satisfy conditions for equivalence on the entire input space of
f1. If this is the case, the behavior of f2 on the set S2zS1 determines if the models
fully satisfy the conditions for equivalence.
If we find that f2pS2zS1q  f2pS1q, then f2 is a more complex model in the
Kolmogorov sense than f1 (see discussion of model complexity in section 2.4) and f1
is a more parsimonious representation of the system of interest.
If there exists y P f2pS2zS1q such that y R f2pS1q, then f2 is capable of capturing
behavior beyond that which f1 can, and f1 is a proper subset of f2.
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Disjoint Input Spaces
The third possible scenario for non-equivalent input spaces is the case where S1XS2 
H.
Figure 2.7: An illustration of disjoint input spaces.
In order to establish equivalence in mean, equivalence in mean modulo monotonic-
ity, equivalence in distribution or topological equivalence for this case, the procedure
is essentially the same as the other cases of non-equivalent input spaces. In general,
it is unlikely that two models with completely disjoint input spaces (i.e. having no
inupt variables in common) will be equivalent.
For any set of non-equivalent input spaces, in the case where S1 and S2 are of dif-
ferent dimensions (i.e. f1 has more input variables than f2), the two models cannot
be topologically equivalent, since one cannot establish a homeomorphism between
S1 and S2. Letting S1  Rm and S2  Rn for m  n, since S1 and S2 are simply
connected by construction, the (open) interiors of S1 and S2 are homeomorphic to
Rm and Rn, respectively by the Riemann mapping theorem. As a result of invariance
of domain (Brouwer, 1912) and the Jordan-Brouwer separation theorem (Alexander,
1922), Rm and Rn are not homeomorphic. Hence, S1 and S2 cannot be homeo-
morphic, otherwise one could construct a homeomorphism between Rm and Rn by
composition.
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2.4 Model Complexity
A related concept to model equivalence is that of model complexity. Some work
has been done on quantifying the complexity of statistical models (Vanpaemel, 2009;
Spiegelhalter et al., 2002), but there has been limited exploration of this topic as
related to ABMs. A general discussion of the complexity of simulation models as
well as advantages and disadvantages of increasing the level of detail of a simulation
model is presented in Chwif et al. (2000). A major limitation at this point is that
there is no widely accepted definition of what a complex model is, nor is there
any general complexity measure of a given simulation model. When comparing two
models, one may have an intuition as to when one model is more complex than
another (specfically, this occurs when one creates a ‘reduced’ or ‘simplified’ version
of an ABM, as described in chapter 6). In these cases and in less straightforward
cases where two different models exist for the same system, having some metric
for comparing the complexity of the models can be useful. Here, we propose two
measures of complexity for simulation models.
A naive method for comparing model complexity is by comparing model run-
time. For two models of a system with the same time step, the model which takes
longer to simulate a fixed period of time is, in a sense, more complex than another.
The notion of Kolmogorov complexity (Gammerman and Vovk, 1999; Li and
Vitaanyi, 2008) identifies the complexity of an object as the shortest program written
in a fixed language which can produce the object. Given two models for a system
in a particular language, one could use this concept to compare the complexity of
two models using length of the programs. There is also the ability to incorporate an
interpreter, which enables models to be translated between programming languages
and, hence, the comparison of models in different languages.
Based on results proven in Thomas (1991), one can place an upper bound on the
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Kolmogorov complexity of a model, which is useful for comparing the complexity of
models for which the codes have similar structure.
A more formal approach for assessing model complexity is based in the infor-
mation theoretic approach of model compression. Several compression algorithms
exist, but the two most prominent lossless compression algorithms are Huffman cod-
ing and Lempel-Ziv coding (Hufman, 1952; Ziv and Lempel, 1977, 1978). One can
then use the compression ratio (uncompressed model size
compressed model size
) as a measure model complexity,
as proposed by Khalatur et al. (2003) and Evans and Bush (2001). Considering
model complexity in this way, the model with a higher compression ratio is the more
complex model. An example of this approach is presented in chapter 6.
2.4.1 Irrelevant rules
Here, we make a proposition regarding the inputs for an ABM and examine its
implications when applied to a model.
Proposition 2. Inclusion of an ‘irrelevant’ rule will not affect the emergent structure
of an ABM.
To begin, one must define the emergent structure of interest for the model. Be-
cause the mechanisms of ABMs can allow a rule/input to affect different output and
model behavior, we refer to a rule as ‘irrelevant’ with respect to a specific emergent
structure.
One can perform principal component analysis (PCA) (Jolliffe, 2005; Jackson,
1991; Forzani, 2006) on the set of inputs (possibly agent rules, if they can be rep-
resented as continuous parameters) and regress the emergent behavior based on the
principal components (Jolliffe, 1982; Martens and Naes, 1989; Mevik and Wehrens,
2007).
Defining Y as an ndimensional measure of the emergent behavior of interest,
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and X as the n p set of inputs, then, instead of least squares regression:
Y  Xβ   ,
one first performs PCA on the (scaled) inputs X using the singular value decomposi-
tion X  U∆WT where ∆ is a diagonal matrix containing the non-negative singular
values of X, and the columns of U and W are both sets of orthonormal vectors,
which are the left and right singular vectors of X. The quantity W∆2WT gives a
spectral decomposition of XTX. The score matrix T can be written as T  XW,
where W is the loadings matrix and the jth column of T gives the jth principal
component of X. The principal component regression takes on the form
Y  Tγ   .
With the aim of excluding components that are not significant in explaining the
emergent behavior of the model while simplifying analysis, Massy (1965) proposes
two criteria for deleting components. The first method is to delete components with
eigenvalues below some specified cutoff, λ0, as they are unimportant as predictors of
the original inputs, X. The second method is to delete the components for which the
absolute value of γ is below some specified cutoff, γ0, as they are relatively unimpor-
tant as predictors of the emergent behavior, Y. Although criteria for selecting λ0 and
γ0 are somewhat ad-hoc, Cangelosi and Goriely (2007) suggest choosing λ0 such that
λ0°p
i1 λi
¤ 0.05. Massy (1965) shows that, after scaling X, the γ’s can be viewed as
correlation coefficients between Y and the principal components, so standard guide-
lines for interpreting correlation coefficients (Rodgers and Nicewander, 1988) can be
used to choose γ0. Both strategies will result in a regression of the form
Y  Tγ   ,
where T is the n k score matrix after the removal of p k principal components
and γ is the corresponding set of coefficients.
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To identify which of the original inputs, X, are relevant to predicting the emergent
behavior, Y, based on the principal components, there are at least two strategies.
One strategy, forward identification, as presented by King and Jackson (1999), is
to identify as relevant the inputs which have the highest loading on each of the k
principal components used in the regression and deem the remaining p  k inputs
as irrelevant. A second strategy, backward elimination, as proposed by Krzanowski
(1987), identifies the input with the highest loading on each of the p  k principal
components that were deleted as predictors from the regression, and selects these
inputs as irrelevant.
Using this procedure, it is possible that multiple inputs may be identified as
irrelevant with respect to a particular emergent behavior. Given the complex nature
of most ABMs, this should not be surprising. Because the rules/inupts are identified
as irrelevant only with respect to a specific emergent behavior, however, it does not
mean these should be removed from the model entirely, because they still potentially
contribute to other model functions and development of other emergent behavior.
The fact that emergent behavior is not affected by irrelevant rules is an important
feature of ABMs, since it mitigates the risk of reducing simulation quality. While
parsimony is an important consideration in model development, inclusion of an ir-
relevant rule will not undermine the utility of the model. Adding an irrelevant rule
will, however, increase the complexity of a model (at least in the Komolgorov sense)
and make the model less favorable, ceteris paribus, to a model without the rule.
Greenhouse Model
As an illustration of this concept, we examine an ABM of technology use among
a community of greenhouse owners developed by Kasmire et al. (2013). Agents in
this model are greenhouse owners, who make decisions about what technology to
use to maxamize crop production, and technology markets, that collaborate with
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one another to make improvements to existing technology. The emergent behavior
we consider for this analysis is the total production of the greenhouse owners over a
fixed period of time.
The model has p  48 input settings, X, that influence the behavior of technology
markets and greenhouse owners. After running 100 simulations, we scale the columns
of X and perform PCA and regression as described above. Table 2.4.1 gives the
principal components’ eigenvalues, γ coefficients from regression and indicates which
components were retained using different levels of γ0.
As we decrease γ0, the number of principal components retained increases and
the fit of the regression model improves, up to a certain point. The chosen values
of γ0 result in regression models consisting of 1, 8, 16 and 36 principal components
as covariates, respectively. The regression model based on 36 principal components
shows significantly better fit than the other models, pointing to the necessity of
multiple factors in explaining the complex function of this ABM.
Of the criteria considered in this analysis, a value of γ0  0.01 is the most
conservative in terms of deleting principal components. As a result, this value will
result in the fewest number of inputs being identified as irrelevant. This indicates the
importance of the value of γ0 in this procedure, especially in model development when
identifying an input as irrelevant could result in its removal from the ABM. Based
on the four values of γ0 used above, we can examine which of the original 48 inputs
were identified as relevant with respect to the total production of the greenhouse
owners, using both the forward and backward strategies discussed earlier in section
2.4.1. A summary of the model inputs and their relevance is given in Table 2.4.1.
The forward identification and backward elimination methods for classification
of the original inputs agree in 78.6% of cases. All but one input was identified
as irrelevant for some criteria, while there were five inputs that were identified as
irrelevant based on all criteria. Four of the five inputs identified as irrelevant with
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Table 2.1: Eigenvalues and γ coefficients for the 48 principal components of the
Greenhouse model and indications of the components retained for values of γ0. Ad-
justed R2 is given for the four regression models to measure goodness-of-fit (adjusted
R2 for regression using all 48 principal components is 0.863).
Eigenvalue γ γ0  0.2 γ0  0.1 γ0  0.05 γ0  0.01
Component 1 5.268 -0.116   
Component 2 3.581 -0.183   
Component 3 1.631 -0.125   
Component 4 1.414 0.032 
Component 5 1.397 -0.004
Component 6 1.359 -0.144   
Component 7 1.222 0.045 
Component 8 1.098 -0.026 
Component 9 1.091 0.087  
Component 10 1.043 0.070  
Component 11 1.004 -0.091  
Component 12 1.002 -0.022 
Component 13 1.000 -0.005
Component 14 1.000 0.028 
Component 15 1.000 0.020 
Component 16 1.000 0.015 
Component 17 1.000 -0.022 
Component 18 1.000 0.006
Component 19 1.000 0.001
Component 20 1.000 0.019 
Component 21 1.000 -0.005
Component 22 1.000 -0.001
Component 23 1.000 0.033 
Component 24 1.000 -0.002
Component 25 1.000 -0.001
Component 26 0.986 0.024 
Component 27 0.985 -0.075  
Component 28 0.984 -0.002
Component 29 0.984 0.009
Component 30 0.984 -0.020 
Component 31 0.982 0.107   
Component 32 0.974 0.023 
Component 33 0.844 0.882    
Component 34 0.830 -0.194   
Component 35 0.697 -0.014 
Component 36 0.600 -0.028 
Component 37 0.578 -0.011 
Component 38 0.487 0.118   
Component 39 0.419 -0.012 
Component 40 0.305 -0.058  
Component 41 0.288 0.078  
Component 42 0.277 -0.053  
Component 43 0.249 -0.016 
Component 44 0.233 -0.031 
Component 45 0.196 -0.006
Component 46 0.144 -0.003
Component 47 0.088 0.057  
Component 48 0.028 0.017 
Adjusted R2 - - 0.002 0.327 0.527 0.861
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respect to the total greenhouse production (InfluenceRangeMain, TechA CO2Max,
TechC HumMin, TechC LightMin) directly affect the behavior of technology markets
and not greenhouse owners. Although these rules were found to be irrelevant with
respect to total greenhouse production, they are central to the development of the
technology markets and would likely be identified as relevant with respect to an
emergent behavior based on technology improvement.
2.5 Discussion
The statistical theory related to ABMs is currently developing. While some theory
and approaches for traditional models can be applied to ABMs, there are many fea-
tures which are unique to ABMs and which require further investigation. Model val-
idation protocol, assessments of model equivalence and model complexity for ABMs
require the consideration of the multiple levels of behavior within the model to make
determinations on these topics.
Model selection is a topic that remains to be thoroughly explored for ABMs.
Elements from model selection for traditional statistical models such as predictive
accuracy and error minimization can be incorporated into a model selection pro-
cedure for ABMs, but often the lack of observed data and non-linearity of model
behavior can limit the utility of such techniques (as discussed in chapter 3). While
some of the theory on model complexity and model equivalence presented earlier
in this chapter can be incorporated into a model selection protocol, more attention
should be given to important elements in such a procedure.
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Table 2.2: Original inputs which were identified as relevant with respect to total
greenhouse production using forward identification (F) and backward elimination
(B) methods, for values of γ0  p0.2, 0.1, 0.05, 0.1q. Bullets () indicate variables
identifed as relevant and dashes (-) indicate irrelevant variables. A description of the
inputs can be found in Kasmire et al. (2013).
γ0  0.2 γ0  0.1 γ0  0.05 γ0  0.01
Variable F B F B F B F B
StubbornnessFactor - - - - - - - -
InitialBankaccount - - - - - -  -
CostPriceCooperativeMultiplicator - - - - - -  
InfluenceRangeSec - - - - - -  -
InfluenceRangeMain - - - - - - - -
CostPriceRange - - -  -  - 
CostPriceMin - - - - - -  
CostpriceMax - - - -  -  
EnergyUseMin - - - - - -  
EnergyUseMax - -  -  -  -
LifespanMin - - - - - -  
LifespanMax - - - -  -  
ImproveSameTechCounter - - -  -  - 
TechA TempMin - - - -  -  
TechA CO2Max - - - - - - - -
TechA HumMin - - - - - - - 
TechA LightMax - - - - - -  -
TechB TempMax - - - - - - - 
TechB CO2Min - - - - - -  -
TechB HumMin - - - - - - - 
TechB LightMin - - - - - -  -
TechC TempMax - - - - - - - 
TechC CO2Max - - - - - -  
TechC HumMin - - - - - - - -
TechC LightMin - - - - - - - -
TechD TempMax - - - - - -  -
TechD CO2Max - - - - - -  -
TechD HumMin - - - - - -  -
TechD LightMin - - - - - - - 
VeggiesIdealTemp        
VeggiesIdealCO2 - -  -  -  
VeggiesIdealHum - - - -  -  
VeggiesIdealLight - - - - - -  
VeggiesPotentialGrowth - - - -  -  
FlowersIdealTemp - - - - - -  
FlowersIdealCO2 - - -  -   
FlowersIdealHum - - - - - -  
FlowersIdealLight - - - -  -  
FlowersPotentialGrowth - -  -    
ExternalTemp - -      
ExternalCO2 - -  -  -  
ExternalHum - -  -  -  
ExternalLight - - - - - -  
FuelPrice - -      
VeggiesMarketPrice - - - - - -  
FlowersMarketPrice - - -  -   
VeggiesPurchasePrice - - - -  -  
FlowersPurchasePrice - - - - 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3Gaussian Process Emulators
3.1 Overview
ABMs are often used to simulate complex real world processes. Running these sim-
ulations is, in most cases, computationally taxing and cannot be carried out on the
scale which we would like. Even in cases where the runtime is not a limiting issue
for the ABM, generating thousands of runs is not an efficient method for perform-
ing inference on the system being modeled. To address this problem, we are able
to utilize emulators. An emulator is a stochastic process that serves as a represen-
tation of a simulator (in this case our ABM), which incorporates full probabilistic
specification based on beliefs and knowledge. Using an emulator to serve as a sur-
rogate for an ABM can be particularly useful in instances when the original model
has a run time of several hours, and there is a need for simulations to run in real
time. Such approaches have been investigated in the context of weather and envi-
ronmental modelling (Margvelashvili, 2011) as well as transportation (Rasouli and
Timmermans, 2013). Emulation in a Bayesian framework has been discussed in de-
tail, notably in Kennedy and O’Hagan (2001), Craig et al. (2001), Bliznyuk et al.
(2008) and Liu and West (2009).
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3.2 Emulation of high-dimensional computer output
Some of the most prominent work in the utilization of emulators to model simulation
output are Kennedy and O’Hagan (2000) and Kennedy and O’Hagan (2001). Here,
I present an expansion on this methodology presented by Higdon et al. (2008) (dis-
cussed in an earlier application in Higdon et al. (2004)), incorporating approaches
developed by Santner et al. (2003).
Often, when the objective of an experiment is to understand and predict the
behavior of complex systems and procedures, the subject of interest cannot be ob-
served frequently enough to gather sufficient data to perform analyses. It is, however,
possible to make use of computer models such as ABMs to simulate the process of
interest. Naturally, some uncertainty will arise in the selection of certain inputs and
parameters in our simulator, but this can be mitigated by utilizing actual observed
data to guide the simulator and assist in performing inference.
To begin, suppose we have obtained n observations of the system of interest. For
i  1, ..., n, let the vector xi represent the conditions under which the ith ovservation
of the system is made and define its dimension to be px. Let ypxiq denote the actual
ith observation. (Note that the term ‘conditions’ will be problem-specific: In Higdon
et al.’s study of implosion study, conditions specified the mass of the explosive used).
The dimension of xi can vary depending on the system and experiment. Then, we
have a simple model:
ypxiq  ξpxiq   pxiq (3.1)
where ξpxiq is the response of the system under conditions xi and pxiq represents
observation error. In many instances, systems will be well-enough understood that
the errors can be treated as having a known distribution.
The ABM (simulator) will have certain calibration settings t which serve as inputs
and affect the output. For ABMs, these calibrations will likely include, among other
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things, the rules which determine agent behavior. While our goal is to model system
behavior and observations, the values of the calibration settings are not known for
our n actual observations. In this case, θ is used to represent the optimal, but
unknown, values of these settings.
Letting ηpx, tq represent the ABM output under conditions x and calibration
values t, the observed data y  pypx1q, ..., ypxnqq
T can now be modeled statistically:
ypxiq  ηpxi,θq   δpxiq   pxiq (3.2)
where δpxiq is a stochastic term to account for systematic discrepancies between the
ABM ηpxi,θq and the physical process ypxiq. This additive decomposition is based
on Kennedy and O’Hagan (2001).
Again, because in many applications an ABM will be complex and computation-
ally demanding, only a limited number of simulations can be obtained. Suppose we
carry out m ABM runs with conditions and calibration settings xj , t

j , producing out-
put η  pηpx1 , t

2 , ..., ηpx

m, t

mqq
T . The ABM output can then be used as additional
data in setting up our emulator for analysis. Because of the complexity of the ABM,
the function representing its output, η, is unknown. To address this uncertainty, we
model η probabilistically in order to approximate ABM outputs for untried input
values px, tq. Following O’Hagan (1978), Higdon et al. utilize a Gaussian Process
model for ηpx, tq.
As a prior for ηpx, tq Higdon et al. proposed a Gaussian Process with a constant
mean function µpx, tq and a product covariance with power exponential form follwing
Sacks et al. (1989). Recall from above that px  dimpxq and define pt  dimptq to
be the dimension of the calibration settings. Thus, the covariance function will have
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the following form:
Covppx, tq, px1, t1qq 
1
λη
px¹
j1
ρ
4pxjx
1
jq
2
ηj
pt¹
k1
pρη,px kq
4ptjt
1
jq
2

1
λη
Rppx, tq, px1, t1q;ρηq. (3.3)
Here, λη controls the marginal precision of η and ρη is a px pt vector which con-
trols the dependence strength in each component direction of x and t. The quantity
ρηj is the correlation between outputs which are evaluated at inputs differing only
in the jth dimension by half their domain. Independent priors on µpx, tq, λη and ρη
complete the prior model specification.
Continuing the specification of the model, a Gaussian process is used to model
the discrepancy term δpxq as well. A zero mean is specified for the Gaussian process
as we expect our observations ypxiq to be close to the simulation ηpxi, tiq.
The covariance function has the form:
Covpx,x1q 
1
λδ
px¹
j1
ρ
4pxjx
1
jq
2
δj

1
λδ
Rppx,x1q;ρδq. (3.4)
Here, λδ controls the marginal precision of δ and ρδ is a px vector which controls
the dependence strength in each component direction of x. The quantity ρδj is
the correlation between values of the discrepancy which are evaluated at inputs x
differing only in the jth dimension by half their domain. To complete the prior model
specification, independent priors are placed on λδ and ρδ that depend on knowledge
of how well the simulator models reality (how close our observations will be to the
simulation).
Define the concatenation of y and η as the m  n-vector D  pyT ,ηT qT . Define
Σy to be the n  n observation covariance matrix, Ση to be the pm   nq  pm   nq
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covariance matrix obtained from applying (3.3) to the input points pxi,θq and px

i , t

i q
corresponding to D and define Σδ to be the n n covariance matrix obtained from
applying (3.4) to the input settings xi corresponding to the observations y.
Then, define
ΣD  Ση  

Σδ  Σy 0nm
0mn 0mm

. (3.5)
This formulation leads to a multivariate Normal likelihood for D:
LpD|θ, µ, λη,ρη, λδ,ρδ,Σyq9
|ΣD|1{2 exp


1
2
pD  µ  1m nqTΣ1D pD  µ  1m nq


.
(3.6)
If we define a prior for θ that is independent of the other parameters, then (3.6)
leads to the following joint posterior:
pipθ, µ, λη,ρη, λδ,ρδ|Dq9LpD|θ, µ, λη,ρη, λδ,ρδ,Σyq
 pipµq  pipληq  pipρηq  pipλδq  pipρδq  pipθq. (3.7)
From this posterior, we can infer about quantities of interest that go into our
simulation. Of primary interest are the mean function for the process, µ, and the
calibration parameters θ.
It is of interest to use a model to describe simulator output at untried input
values. To this end, we use the ouput from the m-runs of the simulator to construct
a Gaussian Process model (emulator) to emulate the simulator at arbitrary input
settings. To simplify this formulation, we can standardize the design space to the
hypercube px, tq P r0, 1spx pt .
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3.2.1 ABM Output Model
To construct the emulator, we model the ABM output with a pη dimensional basis
representation:
ηpx, tq 
pη¸
i1
kiwipx, tq   . (3.8)
Here, tk1, ...,kpηu is a set of orthogonal nη-dimensional basis vectors, wipx, tq are
Gaussian processes over the input space and  is an nη-dimensional error term. This
formulation allows us to constuct pη independent Gaussian process models instead
of a single model mapping r0, 1spx pt Ñ Rnη . This allows efficient representation of
the output by means of Principal Components.
After standardizing simulation outputs, they are stored in an nη  m matrix
Ξ. From the singular value decomposition of Ξ, we obtain the basis vectors Kη 
k1, ...,kpη

. By scaling each ki, it allows each process wipx, tq to be modeled with
zero mean and marginal variance near 1. While there is no well-established choice
for the number of basis vectors pη, it should be such that at least 99% of the variance
in the m simulator runs is explained. (Higdon et al. suggested that pη=5 is typically
sufficient). Bayarri et al. (2007a) also proposed using wavelet basis elements for the
decomposition of η in cases where functions of model output are irregular.
Following from (3.8), we repsent the principal component weights as
wipx, tq  GP p0, λ
1
wi
Rppx, tq, px1, t1q;ρwiqq (3.9)
with the covariance function given by (3.3), marginal precision λwi and correlation
distances for each input dimension given by ρwi.
Define the m-vector wi  pwipx

1 , t

1q, wipx

2 , t

2q, ..., wipx

m, t

mqq to be the restric-
tion of wi to the input settings at which the simulator was actually run. Define
the m  pη-dimensional vector w to be the concatenation of all of the wi. The vec-
tor w will have the prior distribution Nmpηp0, diagpλ
1
wiRppx
, tq;ρwiqqq. In similar
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fashion to the parametrization of η previoiusly, ρw contains the pηppx   ptq spatial
correlations. Define Σw  diagpλ
1
wiRpx
, t;ρwiq.
The λwi is given independent Gamma(aw, bw) priors and the ρwik are given in-
dependent Betapaρw , bρwq priors. Having standardized the output and expecting the
marginal variance of each wipx, tq to be approximately 1, we can set our prior ex-
pectation for λwi to be 1, setting aw  bw  5.
The selection of the hyperparameters for ρwik depends on how many of the inputs
are expected to actively influence the simulator response. Choosing aρw  1 and
0   bρw   1, puts prior mass near 1. Under the parametrization, if ρwik  1 then
input k is inactive for the ith principal component.
Referring back to (3.8), if we assume the error vector to be iid normal, this
simplifies specification of the sampling model for the simulator output. Define the
mnη-dimensional vector η to be the concatenation of the m standardized output
vectors (the columns of Ξ). Then, given the precision of each error, λη, the sampling
model for the ABM output is η  Nmnηp0,KΣwK
T   λ1η Imnηq. Here the matrix
K  rIm b k1; ...; Im b kpη s where ki are the basis vectors from the singular value
decomposition of Ξ as previously defined and Σw is also as defined above. The
quantity λη has a specified Gamma(aη, bηq prior.
3.2.2 Discrepancy Model
In a similar fashion to the statistical specification of the representation of the ABM
output, η, a model for the discrepancy function δ must also be specified. As above, us-
ing a basis representation with a Gaussian Process prior placed on the basis weights,
δ can be represented as:
δpxq 
pδ¸
k1
dkvkpxq (3.10)
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where dk are basis functions and vkpxq are their corresponding weights, each with
GP priors. The dk are specified based on what is known about the actual process
and any knowledge of bias in the simulator. The choice of the value pδ depends on
the basis kernel width in component directions. In instances where little is known
a priori about the form of δ, a Gaussian or Bessel function of the first kind are
standard choices for the kernel.
Basis vectors are divided into F groups, denoted G1, G2, . . . , GF , in which each
group has the set of coefficients vi  pvi,1pxq, . . . , vi,|Gi|pxqq
T for i  1, 2, ...F . Each
set of coefficients vi is modeled with independent zero-mean Gaussian Process priors:
vi  GP p0|Gi|, λ
1
vi I|Gi| bRppx,x
1q;ρviqq i  1, ..., F
where λvi is the common marginal percision of the elements of vipxq, ρvi is a px
vector controlling correlation strength along components of x, and Rppx,x1q;ρviqq
is the stationary GP correlation from (3.4). Setting F  1 corresponds to all basis
coefficients having common precision and correlation distance.
As with the specification of the model for the simulator output, the precisions λvi
are assigned Gammapavi, bviq priors and ρvi are assigned independent Beta(aρv , bρvq
priors. Often, uninformative priors are used for these quantities.
The n experimentally observed data points ypxiq, i  1, ..., n, can be modeled as:
ypxiq  ηpxi,θq   δpxiq   epxiq
where we define the number of observations contained in ypxiq as nyi and the errors
are modeled as epxiq  Nyip0, pλyWiq
1q.
3.2.3 Emulator Design
Now, using the basis representations of the ABM and discrepancy, the experimental
data can now be modeled as:
ypxiq  Kiwpxi, θq  Divpxiq   epxiq (3.11)
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where Ki and Di are the matrices of basis vectors of ki and di, respectively.
Define the matrix B to be rdiagpD1, ...,Dnq; diagpK1, ...,KnqsdiagpP
T
D,P
T
Kq where
PD and PK are permutation matrices. Define Wy  diagpW1, ...,Wnq. Now, the
sampling model for all of the experimental data can be expressed as:
y  Nnyp0,BdiagpΣv,ΣuqB
T   pλyWyq
1q.
The permutation matrices are needed in the specification of B because basis weights
were separated in defining the vpxiq and wpxi, θq. The matrix Σv  λ
1
vi I|Gi| b
Rppx,x1q;ρviq is the covariance matrix from the specification of vi previously, and
Σu is the covariance matrix specified in the GP specification of wi with θ in place of t
(since the observed data are under the best, unobserved calibration settings θ rather
than specified settings, t). Since all of these inputs are assumed to be at calibration
setting θ, the correlations will depend only on x in this case.
We assume a Gammapay, byq prior for the observational error precision λy. Be-
cause the observation precision Wy is often fairly well-known, an informative prior
is used for λy favoring values near 1.
Now, define the n  pδ-dimensional vector v  vecprvpx1q; ...; vpxnqs
T q and define
the n  pη vector
upθq  vecprwpx1,θq; ...; wpxn,θqs
T q
to be the GP model for the ABM component of the observed experiment, at input
setting xi and unknown parameter setting θ.
Recalling that w  pw1,w2, ...,wmq
T from the representation of the ABM out-
put at input x and calibration setting t, now define the dz  pnppη   pδq   mpηq-
dimensional vector z  pvT ,uT pθq,wT qT . The vector z will have prior distribution:
z  Ndzp0,Σzq (3.12)
where the covariance matrix is Σz 
Σv 0 00 Σu Σu,w
0 ΣTu,w Σw
fifl. The zeros in the matrix
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result from the independence between upθq and w and v, respectively. The matrices
Σu,Σv and Σw have been defined previously and
Σu,w  diagpλ
1
wiRpx, θq, px
, tq; ρwiq; i  1, ..., pηq
where Rpx, θq, px, tq; ρwiq is the nm correlation matrix between n experimental
settings px1, θq, ..., px1, θq crossed with them simulator input settings px

1 , t

1q, ..., px

m, t

mq.
Now, noting that y  Bz   epxq and η  Kz   , all of the data from both
experiment and simulator output can be represented as:
y
η



B 0
0 K

z 

e


. (3.13)
Since the errors e and  are multivariate normal, the joint sampling distribution of
all of the observations will also be multivariate normal.
Bringing together the specifications of the all of the calibration and model pa-
rameters, the joint posterior distribution will have the form:
pipλη, λw, ρw, λy, λv, ρv,θ|y,ηq9Lpy,η|λη, λw, ρw, λy, λv, ρv, θq  pipληq

pη¹
i1
pipλwiq 
pη¹
i1
px pt¹
k1
pipρwikq  pipλyq

F¹
i1
pipλviq 
F¹
i1
px¹
k1
pipρvikq  pipθq (3.14)
where the priors are as previously specified and pipθq denotes the prior distribution
of θ, which, due to the uncertainty of these values a priori, is taken to be uniform
on a pt-dimensional rectangle.
In order to reduce the burden of computation of Lpy,η|λη, λw, ρw, λy, λv, ρv,θq,
we use (3.13) and the fact that the distributions of z and

e


are known to obtain:
Lpy,η|λη, λw, ρw, λy, λv, ρv,θq9Lpzˆ|q  λ
mpnηpηq{2
η e
r 12ληηT pIKpK
TKq1KT qηs
 λpnyrankpBqq{2y e
r 12λyyT pWyWyBpB
TWyBq1BTWyqys
(3.15)
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where zˆ  vecprpBTWyBq
1BTWyy; pK
TKq1KTηsq and Lpzˆ|q can be computed
from the normality of zˆ as a linear combination of normals. This result follows from
least squares estimation and multivariate normal theory.
So, zˆ  Np0,Σzˆq where Σzˆ  Σz  

pλyB
TWyBq
1 0
0 pληK
TKq1

. The joint
likelihood for the observations derived in (3.15) can be incorporated into the form
for the full joint posterior:
pipλη, λw, ρw, λy, λv, ρv,θ|y,ηq9|Σ
1{2
zˆ | expt
1
2
zˆTΣ1zˆ zˆu  λ
a1η1
η e
b1ηλη

pη¹
i1
λaw1wi e
bwλwi 
pη¹
i1
px pt¹
k1
ρ
aρw1
wik p1  ρwikq
bρw1
 λ
a1y1
y e
b1yλy 
F¹
i1
λav1vi e
bvλvi

F¹
i1
px¹
k1
ρ
aρv1
vik p1  ρvikq
bρv1  pipθq (3.16)
where
a1η 
mpnηpηq
2
,
a1y  ay  
nyrankpBq
2
,
b1η  bη  
1
2
ηT pIKpKTKq1KT qη,
b1y  by  
1
2
λyy
T pWy WyBpB
TWyBq
1BTWyqy.
This expression reduces matrix inversion from order pny   mnηq in (3.14) to
nppδ   pηq   mpη in (3.16). So, given observations and computer model output,
posterior draws can be produced using standard MCMC methods. For components
of ρw,ρv and θ are updated via Metropolis methods and the precision parameters
are sampled using Hastings updates.
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3.2.4 Posterior Prediction
After making posterior draws based on (3.16), predictions can now be made for
the calibrated simulator ηpx,θq and the discrepancy δpxq can be generated for
any input values x. This directly yields predictions of the behavior of the system
ξpxq  ηpx,θq   δpxq.
Because of the forms for ηpx,θq and δpxq in (3.8) and (3.10), only draws from
wpx,θq and vpxq need to be produced given a posterior draw of pλη,λw,ρw, λy,λv,ρv,θq.
Following the drivation in (3.15), the basis coefficients can be drawn conditional
on the reduced data, zˆ, rather than the full data y and η, reducing computational
costs.
We have that
 zˆvpxq
wpx,θq
fifl |λη, λw, ρw, λy, λv, ρv, θ
 has a multivariate normal
distribution with mean
00
0
fifl and covariance matrix
 Σzˆ Σzˆ,v Σzˆ,wΣv,zˆ diagpλ1vi I|Gi|q 0
Σw,zˆ 0 diagpλ
1
wi q
fifl,
where there is correlation between zˆ and vpxq because of the correlation between
v and vpxq and the fact that v is part of the composition of zˆ. Similarly, there
is correlation between zˆ and wpx,θq because zˆ is a linear combination of y and
η, both of which are made up of wpx, θq. From the joint Gaussian structure, the
distributions of vpxq and wpx,θq are straightforward from normal theory.
In similar fashion to above, posterior predictions of the process ηp, q can be made
at any inputs px, tq. The reduced data can be expressed as wˆ  pKTKq1KTη.
Conditional on the parameters pλη, λw, ρwq, wˆ and predictions wpx
, tq have a
jointly Gaussian distribution
wˆ
wpx, tq

 N

0
0

,

Σwˆ Σwˆ,w
Σw,wˆ diagpλ
1
wi q


(3.17)
and are straightforward to sample.
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3.3 Treed Gaussian Process
A potential issue in the use of Gaussian Process emulators is that, for some mod-
els, the assumption that the Gaussian Process has the same covariance structure
throughout the entire input space is too strong. For these instances primarily and
to avoid other potential disadvantages, Gramacy and Lee (2008) proposed use of a
treed Gaussian Process on a partitioned input space.
In this approach, the input space is partitioned into sets (through a variety of
algorithms) and a separate stationary Gaussian Process model is fit within each
set. The motivating problem for this approach was modeling the Langley glide-back
booster’s return to Earth from space. The idea is that, as the booster gets closer to
the earth, gravitational and atmospheric conditions change, so the settings in which
the booster is traveling are distinctly different at various points in its descent.
3.3.1 Specification
Let X represent the input space for a model. Using the same notation in the previ-
ous section, consider observations in a system of interest ypxiq at input settings xi.
The observations are again modeled as ypxiq  ηpxi,θq   δpxiq   pxiq. In settings
(often spatial problems) where conditions vary significantly across the input space,
a partition model is a way to provide the necessary flexibility. This method divides
up the input space and fits separate base models to the data independently within
each region.
Treed partition models often use binary splits on the value of a single variable
to divide the input space (e.g. split the input space X based on the first dimension,
creating P1  tx : x1   .5u and P2  tx : x1 ¥ .5u), and are done recursively.
This leads to partition boundaries which are parallel to coordinate axes which gives
simple, ordered partition regions and allows for generalization to non-binary splits
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since multiple splits may be made on the same variable. Each partition, a leaf of
the tree, has an independent model applied to it. The classification and regression
tree (CART) method of Breiman et al. (1984) is a frequently used treed partition
model that fits a constant surface on each leaf of the tree. Chipman et al. (1998)
proposed a Bayesian approach to CART where a meaningful prior is specified for the
size of the tree. Chipman et al. used a tree-generating process for the prior which
stipulated a minimum amount of data within each leaf to infer on parameters. This
method begins with all data in one region, and the region will split with probability
ap1   q`q
b where q` is the depth of the region (node) and the a and b parameters
are chosen to provide the desired spread of trees. The prior for the splitting process
comes from choosing the splitting dimension ds from a discrete uniform on r1, ..., dxs
where dx is the dimension of an input x, and then choosing a splitting location sds
uniformly on the range of the of xds .
3.3.2 Treed model
A tree T partitions the input space X into R nonoverlapping regions trkuRk1 by
recursion. Define nk to be the number of observation within a region rk. Let Xk be a
nkpx matrix of the inputs in region rk, and let Yk be a nkpy matrix of the outputs
(or observations) in region rk. Each row of Xk, xk,j, j=1,...,nk, is the px dimensional
set of inputs for the corresponding row of Yk, yk,j, j  1,...,nk. Define Dk to be
the data pairs Dk  pXk,Ykq within region rk. Let p0  px   1 be the dimension
of an element of the input space plus an intercept and define the nk  p0 matrix
Fk  p1nk ,Xkq. Within each region rk, the GP model is generated in a hierarchical
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fashion by:
Yk|βk, σ
2
k,Kk  NnkpFk,βk, σ
2
kKkq
β0  Np0pµ,Bq
βk|σ
2
k, τ
2
k ,W,β0  Np0pβ0, σ
2
kτ
2
kWq
τ 2k  IGpατ{2, qτ{2q
σ2k  IGpασ{2, qσ{2q
W1  WishppρVq2, ρq
where Kk is the correlation matrix consistent with previously specified correlation
structure. Gramacy and Lee treated the hyperparameters µ,B, ρ, ατ , qτ , ασ, qσ as
known, since inference on them is not of interest in this case.
In the preceding hierarchical specification, there is no assurance that the process
near the boundary of adjacent regions will be continuous across partitions. This is
useful in allowing one to fit a discontinuous surface. In applications where the the
processes should be continuous across partitions, smoothness can be induced through
model averaging.
3.3.3 Estimation
Within each region, the data Dk are used to update the Gaussian Process parameters
θk  tβk, σ
2
k,Kk, τ
2
k u for k  1, ..., R. The upper level parameters which are not
region-specific, i.e., θ0  tW,β0u, are also updated. Conditional on the tree from
partitions, T , the full set of parameters is θ  θ0 Y
R
k1 θk. Samples from the
posterior distribution of θ are drawn using MCMC by first generating θk|θ0 for
k  1, ..., R conditional on some initial set θ0 and then generating θ0|
R
k1 θk.
Conditional on a tree T , the parameters for the Gaussian Process can be sampled
by Gibbs sampling as a result of their conjugacy. Following from the hierarchical
specification, the regression parameters β0 and βk have the following full conditional
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distributions:
β0|Y1, ...,YR, τ
2
1 , ..., τ
2
R, σ
2
1, ..., σ
2
R, β˜1, ..., β˜RW  Nmpβ˜0,Vβ˜0q
βk|Yk, τ
2
k , σ
2
k,W,β0  Nmpβ˜k, σ
2
kVβ˜kq
where
β˜0  Vβ˜0pB
1µ W1
R¸
k1
βkpσkτkq
2q
Vβ˜0  pB
1  W1
R¸
k1
pσkτkq
2q1
β˜k  Vβ˜kpF
T
kK
1
k Yk  W
1β0{τ
2
k q
Vβ˜k  pF
T
kK
1
k Fk  W
1{τ 2k q
1.
The regional linear variance τ 2k will have inverse gamma full conditional distribu-
tion:
τ 2k |Yk,β0,βk,W, σ
2
k  IGppατ  mq{2, pqτ   pβk  β0q
TW1pβk  β0q{σ
2
kq{2q.
The regional linear covariance matrix W will have an inverse Wishart full condi-
tional distribution:
W1|Y1, ...,YR,β0,β1, ...,βR, σ
2
1, ..., σ
2
R, τ
2
1 , ..., τ
2
R  WmppρV VWˆ q
1, ρ Rq
where
VWˆ 
R¸
k1
1
pσkτkq2
pβk  β0qpβk  β0q
T .
Obtaining a joint posterior distribution for Kk,βk, and σ
2
k is straightforward
from the specification of Yk. Analytically integrating out βk and σ
2
k from this joint
posterior provides a marginal posterior for Kk which, as illustrated by Berger et al.
(2001), improves mixing of the Markov chain. This marginal density in (3.18), while
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not of the form of a familiar distribution, allows sampling of parameters of Kk
through a Metropolis-Hastings algorithm. The marginal posterior is:
pipKk|Yk,β0,W, τ
2
k q 

|V ˜βk
|p2piqnk
|Kk||W|τ
2pmq
k
1{2

pqσ{2q
ασ{2Γrp1{2qpασ   nkqs
rp1{2qpqσ   ψkqspασ nkqΓrασ{2s
 pipKkq (3.18)
where
ψk  Y
T
kK
1
k Yk   β
T
0 W
1β0{τ
2
k  β˜
T
kV
1
β˜k
β˜k.
Finally, integrating out βk from the joint posterior, as above, gives the marginal
full condtional posterior for σ2k:
σ2k|Yk,β0,W, τ
2
k ,Kk  IGppασ   nkq{2, pqσ   ψkq{2q.
In order to integrate out dependence on the structure of the tree, reversible-jump
MCMC is used. Gramacy and Lee use the tree operations of Chipman et al., change,
swap, grow, prune, and they propose adding a rotate operation. For an existing split
point tds, sdsu in the input space, the change operation proposes shifting the value
of sds to the next greater or lesser split point s
 
ds
or sds in the ds dimension of X.
This is accomplished by sampling a value s1 uniformly from the existing set of split
points tds, sdsu
rR{2s
k1 t ,u, causing the Metropolis-Hastings acceptance ratio for the
operation to simplify to a likelihood ratio, since the parameters θrk in regions rk lying
below the split point tds, s
1u, are held fixed. The swap operation proposes switching
the order in which an adjacent parent-child node pair splits up the inputs. A parent-
child pair is randomly selected from the tree and the splitting rules are swapped.
Swaps when parent-child nodes split on the same variable can be problematic since
the operation will force the child region below both to become empty. To avoid this,
Gramacy and Lee proposed using the rotate operation from binary search trees. The
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rotate operation maintains splitting rules, but simply “rotates” the tree in a way
that adjusts the configuration in a way similar to the swap operation, but keeps
all existing nodes, thus eliminating the potential for creating an empty region, as
shown in Figure 3.1. This operation also has the advantage that it encourages better
mixing of the Markov chain because of the dynamic set of nodes it provides for
pruning, which helps the chain avoid becoming stuck in local minima. The relevant
part of the Matropolis-Hastings acceptance ratio for the rotate operation is the prior
for T which prefers trees of less depth. For a given tree T , let I  tIi, Ilu be the set of
(internal and leaf) nodes which increase in depth after rotation and let D  tDi, Dlu
be the set of (internal and leaf) nodes that decrease in depth after rotation. Then
the Metropolis-Hastings acceptance ratio for a proposed tree T  from rotation is:
ppT q
ppT q 
±
`PIi
ap2   q`q
b
±
`PIl
r1  ap2   q`q
bs±
`PIi
ap1   qηqb
±
`PIl
r1  ap2   q`qbs

±
`PDi
aqb`
±
ηPDl
r1  aqb` s±
`PDi
ap1   q`qb
±
`PDl
r1  ap1   q`qbs
The grow and prune operations are the most complex because they add and re-
move, respectively, partations, which changes the dimension of the parameter space,
hence the need for a reversible-jump algorithm. The grow operation begins by
uniformly selecting a leaf node. When a new region r is added, new parameters
tKp, q, τ 2ur must be proposed and when a region is removed, the parameters must
be absorbed by the parent node or discarded. The linear model parameters tβ, σ2u
are integrated out of the Metropolis-Hasting acceptance ratio. One of the children
that is produced in the grow operation is uniformly chosen to inherit the correlation
function of its parent Kp, q. The other child then draws its correlation function
from the prior, which results in the Jacobian term in the MCMC being 1. The prune
operation follows a similar pattern to grow. It begins by uniformly selecting a parent
of a pair of leaf nodes. Then, parameters from the correlation function are randomly
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(a)
(b)
(c)
Figure 3.1: Diagram (left) and graphical (right) representations of arbitrary splits
on the first dimension of a 2-dimensional input space, X, along with the correspond-
ing swap and rotate operations. 3.1(a) shows the tree, 3.1(b) shows how the swap
operation leaves an empty node, and 3.1(c) shows the rotate operation.
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selected for the consolidated (parent) node from one of the children.
After acceptance of a grow or prune operation, the variance for the new (or
consolidated) region σ2r can be drawn from its marginal posterior, followed by draws
for βr and then the remainder of the parameters required for the region.
Let tXr ,Yru be the data in the new parent node ` at depth qη and let tXi,Yiu
i  1, 2 be the data for the child at depth q` 1 resulting from a new split tds , sdsu.
Let P and G be the set of nodes of T that are prunable and growable, respectively.
After a grow operation takes place at node ` (resulting in the tree T 1) let P 1 be the set
of prunable nodes of T 1; if the parent of node of ` is prunable in T (i.e. ηp P P where
`p denotes the parent node of `), then |P 1|  |P |. If ηp R P , then |P 1|  |P |   1 since
` itself is now prunable and its parent was not. The Metropolis-Hastings acceptance
ratio for the grow operation is
|G|
|P 1|
ap1   q`q
bp1  ap2   q`q
bq2
1  ap1   q`qb

ppK1|Y1,β0, τ
2
1 ,WqppK2|Y2,β0, τ
2
2 ,Wq
ppKr |Yr ,β0, τ
2
r ,WqpipK2q
where, as noted before, K1 is chosen randomly to receive the parameterization of
K, its parent, and the new parameters for K2 are proposed according to the prior
pi as in (3.18). The prune operation has an analogous acceptance ratio, where the
parameters for Kp, q for the consolidated node ` are randomly chosen from one of
the children being absorbed.
3.3.4 Prediction
Under Gramacy and Lee’s treed Gaussian Process model, prediction differs slightly
from the method specified by Higdon et al. due to the region-specific parameters.
Prediction under the treed Gaussian Process model follows the theory of Hjort and
More (1994). Let x be input values in a given region of the input space. Conditional
on the structure of the regional covariance Σk, a predicted observation value ypx
 P
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rkq has a normal distribution with mean ypxˆ
q equal to
Erypxq|Dk,x
s  fT pxqβ˜k   νkpx
qTΣ1k pYk  Fkβ˜kq
and variance ˆσpxq equal to
varpypxq|Dk,x
q  σ2krζpx
,xq  qTk px
qC1k qks
where
C1k  pΣk   τ
2
kFkWF
T
k q
1
qkpx
q  νkpx
q   τ 2kFkWfpx
q
ζpx,x1q  Σkpx
,x1q   τ 2k f
T
k px
qWfpx1q
fT pxq  p1,x
T
q P R1m
and νkpx
q is a vector of length nk νk,j  Σkpx
,xjq for all xj P Xk.
As with the approach in Higdon et al. (2008) presented previously, Gramacy
and Lee (2008) suggest translating and scaling the input X so that it lies in an
dx-dimensional unit hypercube.
3.4 Emulator Diagnostics
3.4.1 Overview
Regarding the specification of the Gaussian Process emulator, it is possible that the
emulator will predict simulator output poorly. This could be due to the assumption
of a Gaussian process being inappropriate or poor choices of parameters obtained
from the training data. Bastos and O’Hagan (2009) dealt with the issue of problems
in emulator predictions and methods to fix these problems.
Using a more general parametrization than was presented in this overview on
emulation, let ηpxq represent the output of a computer model where x are the inputs.
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This is, as before, treated as a Gaussian Process, with a mean function mpxq and
covariance function given by V px, x1q  σ2Cpx, x1;ψq, where σ2 is an unknown scaling
parameter and Cpx, x1;ψq is a known correlation function, where ψ is a vector of
unknown correlation parameters. The mean function is mpxq  hpxqTβ where the
function h maps from the the input space of x to Rq where the dimension of the
range, q, is not necessarily the same as the dimension of the input space, and β is
a vector of unknown coefficients. Here, the non-zero mean is essentially combining
the previously described simulator and discrepancy measure into one function. By
incorporating observed simulator outputs at training data points, the mean and
covariance of η can be updated to obtain posteriors.
3.4.2 Simulator Validation
In problems involving use of emulators, there is growing a growing focus on validation
of the computer models that are being emulated. The idea being that, for the
emulator to be useful, it must be giving results that closely model reality, hence the
simulator it is modeling should be checked to see how well its results compare to
observed data. This validation issue is important to ABMs due to the complexity
of the sets of inputs within most realistic ABMs. While some methods for assessing
goodness-of-fit of ABMs exist, and will be discussed later, Bayarri et al. (2007b)
proposed a general six-step process for computer model validation which can easily
be applied to ABMs.
The objective of this approach is to assess simulator output by producing tol-
erance bounds for the output that correspond to the true process being modeled,
and then testing whether the true process lies within these bounds. This assessment
takes into account sources of uncertainty and model bias, and, hence is application-
specific. The formulation of the tolerance bounds will be discussed at the end of the
validation process.
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Step 1: Input/Uncertainty Map
An input/uncertainty (I/U) map is a way of organizing information about model
input and their related uncertainties. This map has four main features:
1. Model inputs which are potentially important to simulator output are listed;
2. Each input is ranked by its importance;
3. The uncertainty associated with each input is given using; the range of possible
values or a distribution;
4. The current status of each input, including how it treated in the model, is
given.
The I/U map is dynamic and, in particular, features 2, 3 and 4 may change
throughout the validation process. Bayarri proposed using a 5-point scale, in which a
rating of 1 represents minimal impact on prediction error and a rating of 5 represents
significant potential impact, to rank the importance of inputs. The determination
of significance of impact is ad-hoc, but this scale becomes particularly important in
identifying important inputs in applications when the list of possible inputs is very
large. The initial importance rating of each input (at the beginning of the validation
process) is based on experience and/or expert advice for the particular application.
This is to give a general idea of the influence of each input on the simulator output
and the range of input uncertainty.
Inputs about which very little is known should be further investigated during
the process, but it may not be possible to do this effectively until the other, better-
understood, inputs have been taken into account. The numerical accuracy of the
model should be addressed before this validation process begins and, in cases of a
lack of convergence, the resulting error becomes a part of the model bias.
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Step 2: Determine Evaluation Criteria
Model evaluation should be based on some specific criteria defined on model output.
Specific diagnostics which could be used for this evaluation are discussed in detail in
the context of emulator diagnostics later in this section. Additionally, the relevant
domain of input variables over the model to be evaluated should be specified in order
to ensure the model is giving ”good” results at inputs relevant to the real process
being modeled. Combining multiple evaluation criteria in assessing overall model
performance is of use, leading to subsequent analysis on the appropriate scope of
applications of the model as well as the range of reliable predictions of the model.
Step 3: Data Collection
Data from field experiments and computer experiments are a key element of the
validation process. Field data, while crucial, are often difficult to obtain since it
represents the actual process of interest. The data collected serve as a supplement
to historical data on the process of interest. Once collected, the data will allow for
comparison of model output to the emulator to assess bias and uncertainty in model
predictions, as well as sensitivity of the model to inputs. The collected data addition-
ally aids in identifying problematic components of the model being validated. A final
purpose for the data is for use in development of approximations to computationally
expensive model code, which will be discussed subsequently.
In order for sufficient data to accomplish all of these objectives, multiple stages
of experiments must be conducted. Such experiments should cover important ranges
of the input space, which can be done effectively, as suggested in Higdon et al.’s
approach, by scaling inputs to a unit hypercube.
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Step 4: Model Approximation
The computer models used in the applications of interest are often computationally
expensive, and running their code directly throughout the validation process is not
feasible. To address this, an approximation to the model is used, in the form of a
surrogate model. The usual surrogate model, as described previously, is a Gaussian
Process emulator. Denote the output from the computer model at input x and
calibration parameters θ by yMpx,θq. Then the approximation of yMpx,θq will be
ηpx,θq, the Gaussian process at the given inputs. Formulation of the emulator follows
the process laid out previously, so details are omitted here. In this context, however,
the emulator is being used as a tool in the validation process for the simulator, and
is not the focal point of the development.
The simulator approximation can be used to obtain estimates of important model
parameters to be used later in the validation process. Bayarri found that plug-in
MLE extimates of the paramters (typically representing input settings or calibration
parameters) gave similar results to a fully Bayesian analysis, and suggested using
MLE estimates for the parameters together with a Bayesian analysis of the validation
and prediction process.
Step 5: Analysis of Model Output
Since the computer model output yMpx,θq is an approximation of reality, there is
the possibility of some bias, as mentioned earlier. In the notation that Higdon et
al. used in the discussion of emulator specification, let δpxq be the bias function,
representing the discrepancy between the computer model and the true process.
Denoting behavior of the true process as yRpxq gives the following relation:
yRpxq  yMpx,θq   δpxq. (3.19)
Field data at a given set of inputs xi, y
F pxiq is considered to be a more accurate
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representation of reality, with some measurement error, giving the following relation:
yF pxiq  y
Rpxiq   
F
i (3.20)
where the Fi are iid normal with mean zero (indicating no bias in field measurements)
and precision λF .
To complete a Bayesian model, priors on the calibration paramters θ, field data
precision λF , and the discrepancy/basis function δpxq must be specified. The prior
for θ, pipθq, is specified in the I/U map, as is usually taken to be uniform on some
range. Bayarri et al. propose to let pipλF q be exponential and, as in the earlier
specification, the prior for δpxq is a Gaussian Process.
In cases where the computer model runs reasonably fast and yMpx,θq can be
computed quickly, Bayesian analysis can proceed directly, otherwise the emulator
ηpx,θq must be incorporated into the analysis. In the latter case, the parameters for
the Gaussian Process need to be added to the list of unknowns for complete analysis,
or the plug-in MLE estimates can be used.
The bias function δpxq will be assumed to have either a mean of 0, as before, or
an unknown constant mean µb. For the Bayesian analysis in the case where yMpx,θq
can be computed quickly, (3.19) and (3.20) combine to give
yF pxq  yMpx,θq   δpxq   F
indicating a multivariate normal density for the collection of field data, fpyF |θ, λF , δq.
Denoting the prior distribution for θ, λF and δpxq by pipθ, λF , δpxqq, the posterior of
these quantities, given the field data, is
pipθ, λF , δpxqq9fpyF |θ, λF , δq  pipθ, λF , δpxqq.
The posterior distribution will be determined by MCMC results.
The complete analysis requires evaluation of yM at all generated inputs/settings
x,θ, which is not is not feasible when the computer model is expensive, in which
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case the emulator η should be used, making use of the latin hypercube space-filling
technique mentioned earlier. The use of the approximation η introduces additional
uncertainty into predictions.
In the interest of achieving a stable MCMC algorithm, Bayarri et al. (2007b)
proposed an approach called modular MLE. First, Gaussian process parameters are
determined only from data based on the computer model, not field experiment data.
Secondly, fix the Gaussian Process hyperparamteres at their MLEs and leave only
precisions and calibration paramteres random. Both of these reduce computational
burden, but also result in an analysis that is no longer fully Bayesian. Bayarri et al.
found that predictions from this analysis to be close to those from a fully Bayesian
analysis.
The MCMC analysis produces draws from the posterior distributions of θ, λF ,
δpxq, and yM . The posterior distributions of relevant quantities can be estimated
from these posterior samples.
The MCMC draws can be used to produce predictions with corresponding un-
certainty for the estimates and inputs, which allows assessment of the accuracy of
predictions and, hence utility of the computer model. To predict the behavior of
the true process at a new set of inputs x, all that is required are draws from the
posterior predictive distribution of yR, pipyR|yF ,yMq. By (3.19), such draws are
obtained from draws from the joint posterior predictive distribution of yM and δ,
denoted by yMpiq and δpiq, at the new set of inputs. This prediction for the true
process yˆR is equal to the estimate of the posterior predictive mean of yR,
yˆR 
1
N
N¸
i1
ryMpiq   δpiqs,
at the new set of inputs and, in the case where the model involves calibration pa-
rameters θ, use an estimate, θˆ, based on previous data.
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The covariance matrix corresponding to this predictor can be estimated by
ˆcovpyˆRq 
1
N
N¸
i1
ryˆR  pyMpiq   δpiqqs  ryˆR  pyMpiq   δpiqqsT .
In regard to obtaining tolerance bounds for model output as discussed earlier, the
objective is, for a given probability γ, to find a τ such that the prediction is within
τ of the true yRpxq. So, obtaining N predictions of the simulator, an estimate of τ
can be obtained by finding the value for which γ  100% of samples satisfy
|ryˆR  pyMpiq   δpiqq|   τ
This method can be generalized to find asymmetric tolerance bounds by finding
pτ1, τ2q such that γ  100% of samples satisfy
yMpiq   δpiq  τ1   yˆ
R   yMpiq   δpiq   τ2
subject to component-wise minimization of τ1   τ2.
Step 6: Feedback and Feed-forward
Steps 4 and 5 produce analysis that can be used to update the I/U map. These
steps give feedback on inputs whose uncertainty needs to be reduced, regions of the
model needing closer examination and possible revisions of model evaluation criteria.
The feed-forward component is making use of the analysis to predict the accuracy
of new models related to the model being developed but for which no field data are
available.
3.4.3 Diagnostics for Linear Models
The process for validating a Gaussian Process emulator is analogous to that of vali-
dating a linear model, by using residuals. In order to obtain residuals for an emulator,
a new data set (separate from the values in the training data) must be used.
Let Xv  txv1, ...,x
v
mu represent an unobserved set of inputs, called the validation
input data. The m-dimensional output from the simulator at these validation inputs
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is yv  ηpXvq  pηpxv1q, ..., ηpx
v
mqq. In order to ensure that the emulator accurately
represents the simulator throughout the input space, the validation input data should
be selected to cover the region of the input space over which the emulator will be
used.
A general diagnostic Dpq is a function of the validation data output, yv, which
is used to compare Dpyvq to the reference distribution DpηpXvqq. Values of Dpyvq
which fall in appropriately chosen regions with low probability indicate possible con-
flict between the emulator and the simulator. If no values of the diagnostic fall into
regions suggesting conflict, then this suggests that the emulator accurately represents
the simulator.
Individual prediction errors for the validation data are the differences between
the observed simulator output yvi and the predictive mean output Erηpx
v
i q|ys at the
same inputs.
The standardized prediction errors can be used as a diagnostic:
DIi py
vq 
yvi  Erηpx
v
i q|ysa
V rηpxvi q|ys
.
If the emulator properly represents the simulator, then the validation output has
approximate mean Erηpxvi q|ys and an estimate of its variance is V rηpx
v
i q|ys, in which
case DIi has a Student t distribution with n  1 degrees of freedom. In most cases,
there is enough training data that the degrees of freedom of this distribution are
sufficiently large to consider DIi to have standard normal distributions. In light
of this normal approximation, values of |DIi py
vq| ¡ 2 indicate conflict between the
emulator and simulator. If a single isolated error is obtained, further training data
can be obtained in the input space near this value to investigate emulator agreement
with the simulator agreement at this location.
A high number of large values of DIi indicate a more serious problem with the
emulator. Large errors of the same sign in a particular region suggest a problem with
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the mean function mpq or perhaps, suggest that the stationary model used may not
be the correct for this region, in which case a treed Gaussian Process, as discussed
earlier, can be implemented to give better fit.
If there are large errors at validation input values which are close to training
data inputs, the correlation structure may be poorly chosen, causing predictions to
be over-influenced by nearby training data.
Mahalanobis Distance
It is often desirable to be able to present a single summary diagnostic. Under the
assumption of independence of outputs, a χ2 distribution could be obtained by sum-
ming DIi py
vq2. However, the assumption of independence is too strong to make since,
for example, a simulator which is a smooth function would cause outputs from input
values close together in the input space to be similar.
A summary diagnostic which allows for correlated outputs is the Mahalanobis
distance between the emulator predictions and simulator output at input xv :
DMDpy
vq  pyv  Erηpxvq|ysqT  pV rηpxvq|yq1  pyv  Erηpxvq|ysq
. Extreme values of DMDpy
vq, both large and small, indicate conflict between the
emulator and simulator. In this case, individual errors should be investigated for any
patterns to assess underlying issues and possible problems in specific regions of the
input space.
Under the assumptions of Gaussian Processes, DMDpηpx
vqq is proportional to a
random variable with an Fm,nq distribution. In order to explore the errors, first
take decompose V rηpxvq|ys to the form V rηpxvq|ys  GGT , so a Cholesky or eigen-
decomposition will suffice. This yields a standard deviation matrix G. After taking
this decomposition, a new diagnostic can be constructed
DGpy
vq  G1pyv  Erηpxvq|ysq
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which is an m-vector of transformed errors which have been scaled to be uncorrelated
with variances of 1. In the case where the outputs can be assumed to be normal, each
of the transformed errors will have a Student t distribution with pn  qq degrees of
freedom where q is the dimension of the coefficients β. Note that DGpy
vqTDGpy
vq 
DMDpy
vq. Hence, the m elements of DGpy
vq can be used to look for patterns of
extreme values in particular regions of the input space.
For the particular decomposition to use, Bastos and O’Hagan recommend us-
ing a Pivoted Cholesky decompostion, which combines the benefits of both the
eigendecomposition as well as the Cholesky decomposition. Under this decompo-
sition, the data are permuted so that the first element has the largest marginal
variance, the second element has the largest predictive variance conditional on the
first variance, and so on. This corresponds to P pyv  ηpxvqq where P is a permu-
tation matrix giving the desired arrangement of the data. Then, if the standard
Cholesky decomposition of V rηpxvq|ys  AAT , then the pivoted cholesky decompo-
sition gives PV rηpxvq|ysP T  PAATP T  pPAqpPAqT  GGT . Hence, the square
root matrix G now has the form G  PA. Now, denote the elements of the vector
DGpy
vq  DPCi py
vq for i  1, ...,m as Pivoted Cholesky errors.
A group of extreme values for DPCi py
vq at the beginning of the vector suggest
heterogeneity, perhaps requiring use of a treed approach, whereas a large number of
extreme errors in the latter part of the vector suggests a problem with the correlation
structure. Because each DPCi py
vq corresponds to a particular validation input point,
this allows straightforward examination of individual errors.
Graphical Methods
The diagnostics developed above can be further used for studying the quality of em-
ulator predictions using graphical displays. One choice of graphical diagnostic is to
plot standardized individual prediction errors DIi py
vq against the emulator’s predic-
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tions. Patterns in this graphic suggest a problem with the mean function. Systematic
errors of the same sign in specific regions of the output suggest a misspecified mean
function or poor coefficient estimation. Heteroscedasticity suggests a violation of the
assumption of stationarity, in which case a treed approach should be applied to see
if fitting separate stationary processes gives better results. Individual errors of large
absolute value suggest that predictive variance is too small, whereas individual er-
rors close to 0 suggest excessively large variance. Plotting DTi py
vq against the index
would give similar intrepretation.
Another graphical display that provides a useful diagnostic uses DPCpyvq. Recall
that the elements of DPCpyvq have a Student t distribution with nq degrees of free-
dom. So, a QQ plot using this distribution is a useful diagnostic. Points lying close
to the 45-degree line support the normality assumption of simulator outputs, and
clusters of points away from the 45-degree line suggest a problem with the predictive
variance. Any curvature in the QQ plot suggests non-normality of simulator outputs
(meaning that a Gaussian Process is not a good choice to model them), and outliers
suggest regional fitting problems, which can be addressed using a Treed Gaussian
process approach.
A final graphic to use as a diagnostic is a plot of DIi py
vq against the validation
input values. This plot gives another means of assessing behavior regionally within
the input space.
Other Diagnostics
Other diagnostics can be used to compare the simulator and emulator model. Based
on the formulation of ηpq, a 100α% credible interval, CIipαq can be formed for the
output corresponding to any validation input. The diagnostic
DCIpy
vq 
1
m
m¸
i1
1pyvi P CIipαqq
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represents the proportion of validation outputs that lie in their corresponding marginal
credible interval. The diagnostic DCIpy
vq would be expected to be close to α, but
because of dependence between inputs, the distribution of DCI is not binomial. The
only way to compute the reference distribution for DCIpηpx
vqq is by Monte Carlo
simulation. By drawing a large number of draws from the predictive distribution of
ηpxvq|y, and computing DCIpq for each sample, this gives the empirical distribution
of DCIpq which serves as a good approximation of the distribution DCIpηpx
vqq.
3.5 First-Order Emulators
Hooten et al. (2011) proposed a somewhat simpler method of emulation, departing
from the approach Higdon et al. (2008) put forth. The approach of approach Hooten
et al., referred to as “first-order” emulation, is relevant to models where the param-
eters θ have some physical or biological meaning, as opposed to (Higdon et al.’s)
“second-order” emulators where these corresponding parameters are used for model
calibration and have no physical meaning. In light of the fact that θ have practical
meaning, it is of interest in these models to perfrom inference on these parameters.
The idea behind this approach is to take K simulations of a computer experiment,
denoted by ypjq for j  1, ..., K where ypjq is an n-dimensional vector. Let these
K simulated outputs form the columns of a matrix Y  pyp1q, ...,ypKqq. Then,
taking its singular-value decomposition, the output can be expressed as Y  UDVT ,
Y P RnK , U P Rnn, D P RnK , and V P RKK . Then, using this decomposition
as well as the experimental parameters θ, a multidimensional, non-linear surface
vpθq which spans the space of θ can be considered, which then would allow for
interpolation at other values of experimental parameters θ in the support of θ.
Hooten et al. aim to evaluate emulators based on first-order properties of v. This
approach is advantageous in many situations in that it is simpler to implement than
second-order emulators.
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3.5.1 Overview
Consider an approximation of actual observed data y based on the expression for
computer model output Y, Y  UDVT :
y  UDvpθq   . (3.21)
Let the pK dimensional matrix Θ  pθp1q, ...,θpKqqT represent the set of experimen-
tal parameters for all of the K experimental output, and Y (θpiq is the p-dimensional
set of experimental parameters of experimental output ypiq). A predictive model
can be developed for the surface v based on V and Θ from the computer model.
Following the approach of Higdon et al. (2008), Hooten et al. use a predictive model
v  gpΘ,βq where Θ are covariates and β are nuisance parameters. The model
g can vary between applications, but should be capable of informing the predictive
distribution of v for any value of θ.
3.5.2 Linear first-order emulators
Consider the simple case where the model g is linear and Gaussian. Letting the K-
vector vi represent the ith column of V , then vi  Θβi ξi where βi is a p1 vector
and ξi  Np0, τ
2IKq. Without applying Bayesian methods, a least squares solution
for βi can be obtained as βˆi  pΘ
TΘq1ΘTvi. Using this solution, a prediction for
v, vˆi, can be obtained at any parameter setting θˆ

from vˆi  θˆ
T
βˆi.
The coefficients for all K sets of nuisance parameters for the predictive model
βˆ1, ..., βˆK can be combined into a single matrix Bˆ  pβˆ1, ..., βˆKq
T which will be
equivalent to pΘTΘq1ΘTV. This, then, allows the model (3.21) to be expressed as:
y  UDBˆ
T
θ    (3.22)
using Bˆ
T
θ as the expectation of vpθq. Using this parametrization and the least
squares estimate form of Bˆ  pΘTΘq1ΘTV and the model for the computer output
66
Y  UDVT , model (3.22) can be re-expressed as:
y  UDppΘTΘq1ΘTVqTθ   
 UDVTloomoonΘpΘTΘq1θ   
 YΘpΘTΘq1θ    (3.23)
which illustrates that the mean of the observed response y is a weighted average
of computer model output, Y, where the weights are pΘTΘq1θ where θ must be
estimated.
Depending on the structure of the matrices in the singular-value decomposition,
it may be possible to truncate UD and V so that one keeps only the first q   K
columns of UD, consequently using only the first q rows of VT . This will result in β
consisting of q coefficients and the matrix of nuisance parameters B˜ beecomes q p.
So, the data could be modeled in similar fashion as before y  UDB˜Tθ    whereUD is the truncation of UD.
In the case where B is known or well-estimated, obtaining estimates of θ is
straightforward.
When the linear assumption for modeling V is valid, the model for observed data
can be expressed as a combination of the previous formulations:
y  UDvpθq   
 UDpBTθ   ξq   
 UDBTθ  UDξ   
where the variance of ξ, τ 2, is known since it results from computer model output.
The proportion of variance from the estimate of v, ν  τ
2
σ2 τ2
can be used as a
measure of the quality of the predictive model for v, where a smaller value of ν
indicates the a close approximation to the computer model.
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3.5.3 Non-linear first-order emulators
Now, assume a more general link between v and θ. So, let v  gpΘ,βq where g is a
generic model. Now, the model for y is now:
y  UDv  
v  gpΘ,βq
The main source of complication for this non-linear form over the linear form is that
inference on θ is less straightforward. Bayesian methods are useful in analysis.
The desired posterior distribution pipθ, σ2,v|yq is proportional to the composi-
tional form pipy|v, σ2qpipv|Θ,βqpipθqpipσ2qpipβq. Draws from the posterior are made
via MCMC. To aid in identifiability and to allow flexibility in the choice of g, a
two-stage implementation can be used where first the model V  gpΘ,βq is fit using
computer output and then used for predictions of v. Then, the goal is to infer θ
and σ2 conditional on the observed y.
So, the posterior of interest is now:
pipθ, σ2,v|yq9
»
pipy|v, σ2qpipv|θqpipΘqpipσ2qdv
where pipv|θq is the predictive model for v. This integration is simplified by the use
of composition sampling in MCMC by means of Metropolis-Hastings. So, given a
proposed value of θ, θ, it is sufficient to draw from pipv|θq. That draw will be used
in the MH ratio to accept/reject θ. An inverse-gamma prior for σ2 will result in a
conjugate full-conditional distribution.
3.5.4 Implementation
In general cases for the link function, a variety of approaches can be used to ap-
proximate gpθ,βq. Hooten et al. use the nonparametric random forest approach
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following Breiman (2001) to link V to θ. One would fit a separate random forest
model gipθ,βq to each right singular vector vi. This nonlinear predictive model is
then used to yield a prediction vˆ given some set of input parameters θ. Because
of the sparsity of the model structure in the random forest method, Hooten et al.
propose obtaining residuals rˆ over the entire set training parameters Θ and then
selecting a bootstrap sample of the residuals, r. Then, one adds the boostrap resid-
uals to the random forest predictions to obtain a quasi-realization v  vˆ r. This
approach has the advantage of being based on average predictions, which have been
shown to have both low bias and low variance (cf. Hastie et al., 2009). The residuals
rˆ in this case are not the usual residuals representing the difference between an
observation and fitted values, but actually represent true predictive errors. Because
the predictions vˆ at new parameter settings θ were not included in any bootstrap
samples, they are based on average of a large set of trees, which reduces the variance.
These detials combine to make the quasi-realizations v reasonably close to samples
from the predictive distribution while making minimal assumptions about the form
of that predictive distribution.
A second approach to address the uncertainty in a nonlinear model is to specify
a hierarchical model for v where v  fpvˆpθ, σ2vq and f is some density, and then
specify a distribution for θ. This approach is more complex since samples for the
vectors must be drawn separately from the parameters, so the previously discussed
quasi-realization method is favored in most instances.
The last step in the implementation is to specify the emulator model: y UDvpθq    with the errors   Npp0, σ2Iq. The quantities θ and σ2 are given
priors, where the prior for θ, Npp0, σ
2
θIq
U
L , is a normal distribution truncated to the
region [U , L] in Rp (and can be unbounded to give a traditional normal distribution)
and logpσq  Np0, σ2σq. As in previous methods, fitting this model in a Bayesian man-
ner requires sampling from the full conditional distributions of θ and σ2 via MCMC.
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Due to the complexity of the random forest models and the fact that the priors are
not conjugate, a Metropolis-Hastings update can be applied. Because of the use of
Metropilis-Hastings, there may be need for some adjustments in the MCMC algo-
rithm in terms of the proposal distributions to give desirable acceptance rates. Once
enough draws have been generated from the algorithm, then these can be used to
stimate the value of the parameter θ.
As the discussion of the implementation of the nonlinear case shows, first-order
emulators may in fact not be faster than second order emulators. The distinct
advantage that first-order emulators have is that they are simpler to formulate and
easier to implement.
3.6 Discussion
Gaussian Processes are a field which has been extensively studied in statistics. The
variety of implementations of Gaussian Process emulation as well as its utility in
likelihood-free contexts make it a natural approach for statistical inference using
ABMs. The discontinuity inherent within many ABMs in terms of the sets of agent
rules and corresponding outputs make treed approaches particularly useful. In appli-
cations involving physical or biological systems, first-order emulators present a useful
approach to infer parameters of practical significance and place less focus on model
calibration. Overall, the ability to perform uncertainty quantification for ABMs is
an important topic, and emulators offer a means to do so.
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4Approximate Bayesian Computation
4.1 Overview
Another approach for performing Bayesian inference utilizing ABMs is Approximate
Bayesian Computation (ABC) (Pritchard et al., 1999). The objective of ABC is to
make inferences about a parameter (or set of parameters) θ based on a observed data,
x0 when likelihood functions are intractable. The ABC method compares simulated
data to observed data and uses this as a criterion for inference. ABC has been used in
a variety of applications including genetics (Tanaka et al., 2006), ecology (Beaumont,
2006) and population evolution (Drovandi and Pettitt, 2011).
The most basic ABC algorithm uses rejection sampling and proceeds as follows:
1. Sample a value θ1 from the prior distribution, pipθq
2. Generate a set of data x1 from fp|θ1q
3. Measure the distance between the generated data and the observed data,
ρpx1, x0q. If ρpx
1, x0q ¤ , accept θ
1, otherwise reject this value.
4. Return to 1.
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Under this approach, for a given value of , this procedure represents sampling
from pipθ|ρpx1, xq   q. In the limiting cases,   0 would represent draws from the
true posterior distribution of pipθ|xq, and   8 would represent draws from the
prior, since no sampled values would be rejected.
To illustrate this method, I present ABC applied to an example where the true
posterior distribution is known. In this example, the distribution of the data is
x|θ  N pθ, 1q and the prior for θ is Uniform(-10,10). Given an observation x0  0,
the target posterior is known to be θ|x0  N p0, 1q truncated to (-10,10). The distance
measure for this example is ρpx1, x0q  |x
1  x0|. Figure 4.1 shows how the value of
 affects the quality of the approximation to the true posterior.
(a) (b)
(c)
Figure 4.1: Histograms of the approximate posterior from ABC in the normal
example with   5 (a), 2 (b), and 0.1 (c). In each plot, the red line represents the
true posterior density.
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This basic ABC approach is often altered by using some summary statistic, S,
instead of using the full data x. Ideally, S would be a sufficient statistic since this
would simultaneously simplify computation and, because of sufficiency, pipθ|xq 
pipθ|Sq. However, defining such a statistic can be difficult since the likelihood function
is not available and it could be unclear which aspects of the data are relevant to
the model. This issue has been discussed by Fearnhead and Prangle (2012), among
others. A drawback of this algorithm is that, if the prior distribution is very different
from the posterior distribution, the acceptance rate will be low.
4.2 ABC MCMC
To avoid low acceptance rates of the ABC rejection sampler, an ABC method based
on MCMC was proposed in Marjoram et al. (2003). The ABC MCMC algorithm
proceeds as follows:
1. Initialize θi, i  0.
2. Propose θ1 according to a proposal distribution qpθ|θiq.
3. Simulate a data set x1 from fpx|θ1q.
4. If ρpx1, x0q ¤ , proceed to step 5, otherwise set θi 1  θi and go to step 6.
5. Set θi 1  θ
1 with probability
α  minp1, pipθ
1qqpθi|θ
1q
pipθiqqpθ1|θiq
q
and set θi 1  θi with probability 1  α
6. Set i  i  1 and go to step 2.
A Markov chain with the stationary distribution pipθ|ρpx1, x0q ¤ q is produced
from the algorithm. Hence, ABC MCMC is guaranteed to converge to the target
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approximate posterior distribution. A symmetric proposal distribution q will result in
the acceptance probability α depending only on the prior distribution pi. Additionally,
a uniform prior results in α  1.
The ABC MCMC approach has the potential disadvantge that the correlated
nature of the samples combined with a potentially low probability of acceptance
could result in very long chains and having the chains get stuck in low probability
regions for several iterations.
4.3 ABC Sequential Monte Carlo
An extension of this approach which avoids some of the disadvantages of the rejection
method and MCMC method is ABC using Sequential Monte Carlo (SMC) (Sisson
et al., 2007; Toni et al., 2009). An adaptive version of the algorithm was also proposed
in DelMoral et al. (2012). ABC SMC with sequential importance sampling uses
parameter values (particles) tθp1q, ..., θpNqu sampled from the prior, propagates them
through a sequence of distributions based on a monotone decreasing sequence of
tolerances, 1, ..., T , to obtain a sample from a target distribution. This algorithm
proceeds as follows:
1. Initialize tolerances 1, ..., T
Set population indicator t  0
2. (a) Set particle indicator to i  1
(b) If t  0, sample θ2 independently from the prior pipθq
Else, sample θ1 from the the previous population tθ
piq
t1u with weights wt1
and perturb the particle to obtain θ2  Ktpθ|θ
1q where Kt is the pertur-
bation kernel.
If pipθ2q  0, return to step 2(b)
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Simulate a candidate data set x1  fpx|θ2q.
If ρpx1, x0q ¥ t, return to step 2(b).
(c) Set θ
piq
t  θ
2 and calculate weight for particle θ
piq
t by
w
ptq
t 
$&%1, if t=0pipθpiqt q°N
j1 w
pjq
t1Ktpθ
pjq
t1,θ
piq
t q
, if t ¡ 0
If i   N , set i  i  1, go to step 2(b).
3. Normalize the weights.
If t   T, set t  t  1 and return to step 2(a).
The perturbation kernel is often chosen as a random walk (either uniform or
Gaussian). Also note that the case where T  1 corresponds to the ABC rejection
algorithm.
The ABC SMC approach provides information about model sensitivity to different
parameters through observing the shape of intermediate and posterior distributions.
Models are more sensitive to parameters that are inferred quickly and have narrow
credible intervals than those inferred later and have a more diffuse posterior. Bonassi
(2013) proposes an extension of this method which uses adaptive weights.
Additionally, ABC SMC is demonstrated in a model selection framework which is
consistent with standard Bayesian model selection concepts and the use of Bayes fac-
tors, comprehensively discussed in Kass and Raftery (1995). The ABC SMC model
selection approach includes a discrete parameter m P t1, ...,Mu as an indicator for
each of the collection of models being considered and denotes model-specific param-
eters as θpmq  pθpmqp1q, ..., θpmqpkmq where km denotes the number of parameters in
model m.
This algorithm proceeds as follows:
1. Initialize tolerances 1, ..., T
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Set population indicator t  0
2. (a) Set particle indicator to i  1
(b) Sample m1 from pipmq If t  0, sample θ2 independently from the prior
pipθpm1qq
If t ¡ 0, sample θ1 from the previous population tθpm1qt1u with weights
wpm1qt1.
Perturb the particle θ1 to obtain θ2  Ktpθ|θ
1q.
If pipθ2q  0, return to step 2(b)
Simulate a candidate data set x1  fpx|θ2,m1q.
If ρpx1, x0q ¥ t, return to step 2(b).
(c) Setm
piq
t  m
1 and add θ2 to the population of particles tθpm1qtu calculating
its weight as
w
ptq
t 
#
1, if t=0
pipθ2q
°N
j1 w
pjq
t1Ktpθ
pjq
t1,θ
2q
, if t ¡ 0
If i   N , set i  i  1, go to step 2(b).
3. For every m, normalize the weights.
If t   T, set t  t  1 and return to step 2(a).
Outputs from this algorithm are approximations of the marginal posterior dis-
tribution of the model parameter P pm|xq and the marginal posterior distributions
of parameters P pθi|x,mq, m  1, ...,M , i  1, ..., km. Note that it is possible for a
model to die out (i.e. have no particles left belonging to that particular model) if it
offers a poor description of the data, which results in sampling of particles only from
the remaining models.
In addition to avoiding the curse of dimensionality, which is more prominent in
the basic ABC rejection scheme, the SMC approach is more robust for a broader
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class of models. The ABC SMC approach is particularly useful for ABMs because of
the model selection aspect. The model selection approach allows ABMs not only to
be compared with other ABMs, but also with different types of models. In allowing
for a model-specific parameter set in the algorithm, the Bayesian appoach of model
selection involved in this approach allows the comparison of distinct models and
does not require them to be nested. Because the algorithm allows the comparison
of multiple models at once, there is less drawback to considering a broad collection
of models. Additionally, the model selection algorithm implicitly penalizes models
for having large numbers of parameters by decreasing the probability of accepting a
perturbed particle. This feature of the algorithm encourages parsimonious models,
which is an aspect of ABMs which has not received a great deal of attention in
practice.
4.4 ABC Regression Adjustment
Another modification of ABC involves regression adjustment to allow higher accep-
tance rates. These approaches allow for a larger threshold  and then correct the
accepted draws of the parameter to account for the discrepancy between the simu-
lated and observed data. Regression-adjusted ABC methods are appealing since a
higher acceptance rate and larger  mean that fewer data generation iterations (i.e.
model simulations) are required, which is particularly advantageous for larger and
more complex ABMs.
Early versions of the ABC algorithm with a regression adjustment in Beaumont
et al. (2002) assume the conditional density of interest can be described by a regres-
sion model of the following form:
θi  α   pxi  x0q
Tβ   εi
for i  1, ...,m, some intercept α and vector of regression coefficients β, and the εi
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are uncorrelated with zero mean and common variance. When xi  x0, the θi are
drawn from the posterior with Erθ|x  xis  α.
Based on the assumed regression equation, the least squares estimate of pαˆ, βˆq is
pXTXq1XTθ, where θ is the m-vector of parameters and X is an mpp 1q matrix
where row i is of the form p1, xi1  x01,    , xip  x0pq.
It follows that θi  θi  pxi  x0q
T βˆ will form an approximate random sample
from P pθ|xi  x0q and αˆ can be interpreted as a point estimate of θ.
4.4.1 Local-linear regression
While complete linearity may be an implausible assumption, the approach may apply
locally in some neighborhood of x0.
For a local-linear regression approach, the local parameter estimates must now
minimize
m¸
i1
tθi  α  pxi  x0q
Tβu2Kδρpxi  x0q
where Kδ is a kernel function. The local parameter estimates are now
pαˆ, βˆq  pXTWXq1XTWθ,
where W is a diagonal matrix with ith diagomal element Kδρpxi  x0q.
The posterior mean estimate for θ is αˆ 
°m
i θ

i Kδρpxix0q
Kδρpxix0q
. Note that using the
indicator kernel would result in local-constant regression which would correspond to
a rejection method estimate.
4.4.2 Non-linear regression
A modification to the above regression approach proposed by Blum and Francois
(2010), which introduces a nonlinear regression model for parameter estimation. The
proposed regression model has the form
θi  ηpxiq   σpxiq  i, i  1, ...,m
78
where the i are independent with zero mean and common variance, ηpxiq  Erθ|x 
xis and σpxiq denotes the variance Varrθ|x  xis.
An estimate for the expectation ηˆpxiq can be obtained from fitting a non-linear
regression model, while the variance is estimated from another regression model for
the log residuals
logpθi  ηˆpxiqq
2  logpσ2pxiqq   i.
The non-linear extension adds flexiblity to the regression adjustment approach by
removing the assumption of linearity even locally. The complex dynamics of ABMs
can be such that local behavior is highly non-linear and this approach expands the
class of models to which ABC methods can be applied.
4.5 Reinforcement Learning
A particularly relevant application of ABC for ABMs is ABC Reinforcement Learn-
ing (Dimitrakakis and Tziortziotis, 2013). The reinforcement learning problem is
pertinent to ABMs because it deals with an agent, whose actions at P A are de-
termined by some policy pi, acting in an unknown environment µ. The environment
reacts to agents’ actions with a sequence of observations xt P X and scalar-valued
rewards rt. The agent-environment interaction could depend on the complete history
h P H, where H  pX ,A,Rq is the set of all action-state-reward sequences.
The agent’s objective is to maximize its utility, U 
°8
t1 γ
t1rt, which is a
discounted sum of the rewards obtained, with γ P r0, 1s. The optimal agent policy
will maximize the expectation of U . Reinforcement learning is an extension of ABMs
in this sense, since there is the notion of long-term utility rather than a one-step-
ahead consideration. While reinforcement learning looks at a single agent’s actions,
it could be incorporated into a more traditional ABM with multiple agents, with
limited rewards and utility divided among all agents based on their behaviors and
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interactions.
Using ABC for reinforcement learning, the procedure generates sample models
µpkq from a prior distribution ξ and then creates a history hpkq from each sampled
model. If hpkq is sufficiently close to the true history h (or if fphpkqq is sufficiently
close to fphq for a sufficient statistic f : H Ñ W where W is a vector space) then
µpkq is accepted as a sample from the posterior. Due to the importance of utility in
reinforcement learning problems, Dimitrakakis and Tziortziotis (2013) suggested a
utility-based statistic for determining whether generated histories are close enough
to observed histories.
Given a history h containing N trajectories in the environment, with the ith
trajectory resulting in a utility of U piq, the mean estimate is EˆNpi,µrU s  1NU
piq. After
generating history hpkq with N trajectories from the sampled µpkq, the mean estimate
EˆN
pi,µpkq
rU s can be obtained. By the Hoeffding inequality, the difference between the
true and sampled mean utilities |ENpi,µrU s  EN

pi,µpkq
rU s| is bounded below by
|EˆNpi,µrU s  EˆN

pi,µpkqrU s|  Umax
c
logp2{δqpN  Nq
2NN
with probability at least 1  δ. Here, Umax is the range of the utility function. This
lower bound is then used as }fphq  fphpkqq}. The only parameters of this statistic
are the probability δ and the number of trajectories in the sample, N. The final
component in the reinforcement problem is, for a sampled model µˆ, to select the
optimal policy by means of dynamic programming.
4.6 Discussion
ABC methods allow flexible inference using ABMs, especially in the choice of what
statistic to use when comparing simulated and observed data. While sufficiency gives
a better approximation to the true posterior distribution of interest, other choices
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of statistic allow for prioritization of certain aspects of the model. The continuing
development of ABC algorithms demonstrates the utility of the approach for inference
in a wide range of problems.
Because of the complexity of most ABMs, summary statistics will rarely be suf-
ficient and the selection of summary statistics can be difficult. Some approaches
involving the consideration of dimension reduction and retention of information have
been examined to address these issues (Aeschbacher et al., 2012).
A potential limitation in implementing ABC in this context is that the run times
of many ABMs of interest are long enough that this approach can be time consuming.
Unlike the emulator approach, which requires only a limited number of simulations
at various settings, ABC can require thousands of ABM simulations which is not
always feasible. Although some measures can be taken to expedite the process (such
as model simplification to decrease run time or running ABM simulations in parallel),
the time necessary to generate a sufficient number of samples to approximate the
posteriors of interest can be limiting.
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5ABM Application: MSM Community
5.1 Overview
A primary use for ABMs is in simulating the development of human social networks.
The flexibility of the inputs allows for a wide range of human behaviors and interac-
tion to be modeled in a straightforward way.
Here, we examine a network of men who have sex with men (MSM) in southern
India. This community has been studied closely due to its dangerously high HIV
prevalence rate. Obtaining a better understanding of this community can allow us
to introduce interventions to mitigate this epidemic. The objective of our analysis
is to determine the latent structure driving sex ties within the community, thus
informing the spread of HIV. We then use ABMs to investigate this latent structure
and examine the effects of medical interventions on the spread of HIV.
5.2 MSM Network Data
In this study, MSM network data were acquired using Cell-phone Assisted Network
Detection and Identification (CANDID) and time-location cluster sampling within
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well-characterized sex-venues in Southern India (Schneider et al., 2011a). Cell phone
contact lists were merged utilizing phone numbers as unique identifiers. Recruitment
of MSM study respondents continued until the chance of a new respondent already
being part of the network exceeded 95%. This process resulted in a network census
of MSM (n=245) and an augmented MSM digital communication network (n=4843
nodes, 6624 edges, 5.2) of which both social (n=2658 nodes, 3957 edges) and sex
(n=2605 nodes, 2667 edges) sub-networks were also analyzed. The network-based
model predictions of sex behavior incorporate the reports of other network members
on the individual of interest as well as structural features of network members such
as centrality.
Figure 5.1: MSM Network Visualization. Inset represents edges restricted to the
245 egos.
The data were obtained by interviewing 245 individuals (egos) and obtaining
information about their acquaintences who were also MSM (alters). The information
provided by the egos about the alters includes the nature of the relationship (sex
partner or social edge), age, marital status, religion, caste, whether the individual is a
sex worker, whether they met at a ‘hotspot’ (an area known to have high prostitution
activity), and sex position.
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For the 245 egos who were interviewed, we also have self-report data identify-
ing age, marital status, religion, caste, whether the individual is a sex worker and
preferred sex position, as well as results of HIV tests and tests for syphilis and herpes.
5.3 Network Latent Structure
In order to explore latent structure within the network, we utilized a Mixed Member-
ship Block Model (MMSB) (Airoldi et al., 2008). This procedure seeks to determine
a number K of latent blocks within the network and associate each node within the
blocks by a membership probability vector. The model posits that the network graph
G  pN ,Rq is generated in the following way:
• pip  Dirpαq a K-dimensional mixed membership vector for all nodes p
• zpÑq Mulitppipq a K-dimensional membership indicator for all pairs p and q
• zpÐq Mulitppiqq a K-dimensional membership indicator for all pairs p and q
• Gpp, qq  BernpzpÑqBzTpÐpq for B a K-by-K matrix of Bernoulli rates deter-
mining ties within/across blocks.
Additionally, we can introduce a sparsity parameter, ρ P r0, 1s, which down-
weights the probability of an interaction to p1  ρqpzTpÑqBzqÑpq. This parameter
accounts for non-interactions not explained by the block model itself (perhaps due to
infrequency of interaction between two nodes). Large value of ρ weighs interactions
more than non-interactions in determining estimates of tpi1:N , ZÑ, ZÐ, α, Bu, the
mixed membership probability vector, matrix of membership indicators for senders
and receivers, Dirichlet hyperparameter and matrix of Bernoulli rates, respectively.
We seek to obtain the posterior distributions of pip, zpÑq and zqÑp for all p, q and
to estimate Dirichlet hyperparameter α, the K  K matrix of Bernoulli rates B and
the sparsity parameter ρ.
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The joint probability of the data R and the latent variables t~pi1:N , ZÑ, ZÐu is
ppR,~pi1:N , ZÑ, ZÐ|~α,Bq 
¹
p,q
P pRpp, qq|~zpÑq, ~zqÑp, BqP p~zpÑq|~pipqP p~zqÑp|~piqq
¹
p
P p~pip|~αq
The normalizing constant for the posterior distribution of the latent variables is
the integral
ppR|~α,Bq 
»
~pi1:N
¹
p,q
¸
~zpÑq ,~zqÑp
ppR,~pi1:N , ZÑ, ZÐ|~α,Bq,
which is intractable, since it requires integrating over all ~pip. We can use mean-field
variational methods (Teh et al., 2008) to approximate the posterior.
Using a set of variational free parameters ∆  t~γ1:N ,ΦÑ,ΦÐu, we can introduce
a distribution q of the latent variables, fully factorized:
qp~pi1:N , ZÑ, ZÐ|~γ1:N ,ΦÑ,ΦÐq 
¹
p
q1p~pip|~γpq
¹
p,q

q2p~zpÑq|~φpÑqqq2p~zqÑp|~φqÑpq
	
where q1 is a Dirichlet and q2 is a multinomial.
By Jensen’s Inequality, we can establish a lower bound for the log of the in-
tractable integral ppR|~α,Bq:
logpppR|~α,Bqq ¥ EqrlogpppR,~pi1:N , ZÑ, ZÐ|~α,Bqqs  Eqrlogpqp~pi1:N , ZÑ, ZÐqqs.
adjusting the variational free parameters can tighten the lower bound on logpppR|~α,Bqq
(Jordan and Wainwright, 2003), which minimizes the Kullback-Leibeler divergence
between q and the true posterior of interest.
We can express the KL-divergence between q and the true posterior pp~pi1:N , ZÑ, ZÐ|Rq
as:
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DKLpq}pq 
»
~pi1:N
¹
p,q
¸
~zpÑq ,~zqÑp
qp~pi1:N , ZÑ, ZÐq log

qp~pi1:N , ZÑ, ZÐq
pp~pi1:N , ZÑ, ZÐ|R,α,Bq


 Eqrlog

qp~pi1:N , ZÑ, ZÐq
pp~pi1:N , ZÑ, ZÐ|R,α,Bq


s
 Eqrlog

qp~pi1:N , ZÑ, ZÐq
pp~pi1:N , ZÑ, ZÐ, R|α,Bq


  logpppR|α,Bqqs
 Eqrlogpqp~pi1:N , ZÑ, ZÐqq  logppp~pi1:N , ZÑ, ZÐ, R|α,Bqqs   logpppR|α,Bqq
so
logpppR|α,Bqq  DKLpq}pq  Eqrlogpqp~pi1:N , ZÑ, ZÐqq  logppp~pi1:N , ZÑ, ZÐ, R|α,Bqqs
 DKLpq}pq   Eqrlogppp~pi1:N , ZÑ, ZÐ, R|α,Bqqs  Eqrlogpqp~pi1:N , ZÑ, ZÐqqs
¥ Eqrlogppp~pi1:N , ZÑ, ZÐ, R|α,Bqqs  Eqrlogpqp~pi1:N , ZÑ, ZÐqqs
We use a variational EM algorithm to arrive at optimal values of the variational
free parameters and hyperparameters.
• Variational E step: Update t~γ1:N ,ΦÑ,ΦÐu for fixed values of ~α and B
φˆpÑq,g9e
Eqrlogppip,gqs
¹
h
 
Bpg, hqRpp,qqp1 Bpg, hqq1Rpp,qq
φqÑp,h
φˆqÑp,h9e
Eqrlogppiq,hqs
¹
g
 
Bpg, hqRpp,qqp1 Bpg, hqq1Rpp,qq
φpÑq,g
γˆp,k  αk  
¸
q
φpÑq,k  
¸
q
φqÑp,k
• Variational M step: Obtain updated empirical Bayes estimates of ~α and B
based on updated variational free parameter values
Bˆpg, hq 
°
p,q Rpp, qqφpÑq,gφqÑp,h°
p,q φpÑq,gφqÑp,h
; pg, hq P r1, Ks  r1, Ks
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Obtain the estimate for ~α, using a Newton-Raphson method (Blei and Jordan,
2003):
∇Lα  BL~α
Bαk
 N 

ψp
¸
k
αkq  ψpαkq

 
¸
p

ψpγp,kq  ψp
¸
k
γp,kq

HpLαq  BL~α
Bαk1αk2
 N 

Ipk1k2qψ1pαk1q  ψ1p
¸
k
αkq

Obtain the estimate for ρ,
ρˆ 
°
p,qp1 Rpp, qqq  p
°
g,h φpÑq,gφqÑp,hq°
p,q
°
g,h φpÑq,gφqÑp,h
The mean-field fully factorized q is
qp~pi1:N , ZÑ, ZÐ|~γ1:N ,ΦÑ,ΦÐq 
¹
p
q1p~pip|~γpq
¹
p,q

q2p~zpÑq|~φpÑqqq2p~zqÑp|~φqÑpq
	
,
which assumes pi1:N , ZÑ and ZÐ are independent, which they are not (recall ~zpÑq 
Multinomial (pip)). To maintain the dependence, a nested variational algorithm is
used. In the algorithm, ~φpÑq, ~φpÐq are updated until convergence, to keep this block
optimized given all of the other parameters and to maintain dependence between
~φ and ~γ, which induces dependence between ~zpÑq and ~pip. Figure 5.2 describes the
variational inference algorithm.
From examining the number of groups, we see that K=2 yields the highest log-
likelihood, which is consistent with the results of the previous stochastic block model
results.
The estimate for the sparsity parameter is ρ  0.93, the estimate of ~α is (0.2813,
0.5182), and the estimate for the Bernoulli rate matrix B is shown in Table 5.1.
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Figure 5.2: Variational inference algorithm for variational free parameters, with
lower panel corresponding to the nested algorithm for inference for (φqÑp, φqÐp)
Table 5.1: Estimated rates of interaction within and across blocks from the MMSB.
B1 B2
B1 0.3516 0.4135
B2 0.4135 0.5613
To determine which attribute(s) are contributing to the latent structure, we ex-
amined individuals with high posterior membership probabilities. The posterior
membership probability vectors for the 245 egos are shown in Figure 5.3.
Block membership assignments matched most closely to self-reported marital sta-
tus (80.2% correct identification, marital status data agreed with self-report 78.1%).
Blocking assignments compared to self-reported marital status are shown in Ta-
ble 5.2.
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Figure 5.3: Approximate log-likelihood of MMSB by number of latent blocks
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Figure 5.4: Posterior membership vectors ~pip for egos
Table 5.2: MMSB assignments compared to marital status
Block Assignment Self-reported Married Self-reported Unmarried
1 48 25
2 14 119
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Block 1 matches most closely with individuals who are self-reported as married
and block 2 matches with unmarried individuals. The model suggests that ties are
formed most often between unmarried individuals, with ties between married and
unmarried men occurring slightly less often, and ties between married men occurring
least often.
5.4 ABM for MSM Network
After conducting the MMSB analysis and investigating the latent structure within
the network, we developed an ABM to validate the results and simulate the evolution
of the network under different conditions. This model was developed in NetLogo
(Wilensky, 1999) and analyzed in R using the RNetLogo package (Thiele et al.,
2012).
A network of 4843 agents was generated, with attributes matching those found
in the network. For individuals with differing reported attributes and lacking self-
report data, a mixed effects model (Westveld and Hoff, 2012) was used to determine
an individual attribute assignment. We included a marriage effect in the agent
rule sets, using the interaction probabilities based on marital status found in the
MMSB to determine tie formation. Deaths are modeled implicitly, with HIV positive
individuals ceasing to form new edges within the network based on a mortality rate
estimated from WHO Global Health Observatory Data (2011), but not being removed
from the network count. Once all of the final agent attributes were assigned, the
ABM was run 500 times, each simulation representing two years of activity, which
was roughly the time period representing the maximum relationship length in the
network.
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Figure 5.5: Comparisons of goodness-of-fit measures of the actual network (red
line) to 500 simulations of the ABM. Figure 5.5(a) shows the degree distribution
of the network, Figure 5.5(b) shows the distribution of edgewise-shared partnerships
and Figure 5.5(c) shows the distribution of minimum geodesic distances. The vertical
axis for all of the plots are on the log-odds scale.
To determine how well the ABM fit the network itself, we compared degree dis-
tributions, edge-wise shared partner distribution and minimum geodesic distance
distribution from the ABM simulations to the network data (Hunter et al., 2008).
These specified statistics for assessing of goodness-of-fit prioritize number of part-
ners in the network (degree), the number of mutual partners a pair of partners has
(edge-wise shared partners), and centrality (minimum geodesic distance) as impor-
tant structural aspects of the network. Wasserman and Faust (1994) established
centrality as a particularly significant concept in social network analysis in terms of
diffusion across networks. Additionally, in the context of HIV in the community,
all of these statistics are relevant to the speed of the spread of the virus across the
network. The goodness-of-fit measures are presented in Figure 5.5.
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5.5 Gaussian Process Emulator
After the validation of the model to the network data, we develop a Gaussian Process
emulator of the ABM to efficiently simulate the network under various scenarios.
Although this particular network is not particularly computationally intensive, it
lends itself to this procedure because of the available data and the variety of settings
at which we can investigate the network’s development. Our development of the
emulator follows the approach of Higdon et al. (2008) discussed in section 2.1.
The inputs of interest in the model are the probability of condom use for a pair of
individuals, the proportion of individuals who are versatile MSM type, the proportion
of individuals who are sex workers and the number of individuals in the network. The
primary goal of this emulator is to predict (with uncertainty) the trajectory of the
HIV epidemic in this community. Estimates of the probability of HIV transmission
by MSM type were based on Jin et al. (2010).
The ABM simulations represented three years of network activity, between 2008
and 2010. This period was chosen because, in addition to the estimated 2008 HIV
prevalence from the network data, we have annual estimates through 2010 of chang-
ing rates of HIV prevalence within the MSM community in the same region as the
original MSM data based on Armbruster et al. (2013). A total of 50 simulations
were generated at input settings obtained from a Latin-hypercube space filling de-
sign (Tang, 1993; Ye et al., 2000; Leary et al., 2003). We used the inputs of the
probability of condom use, the proportion of versatile individuals in the community
and the proportion of individuals who are sex workers as parameters t  pt1, t2, t3q
while the size of the network served as the user-specified input x1. Probability of
condom use is an important value to infer in the network, as condoms are the most
effective means for preventing the transmission of HIV and there are issues of report-
ing bias in individual condom use patterns (Thomas et al., 2011). The proportion
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of versatile individuals in the community is also an important quantity for inference
because, although versatiles a loosely defined group, they enable the formation of
triangles (3-cycles) within the network, increasing the likelihood and rate of HIV
spread (Pitts et al., 2011). The proportion of individuals who are sex workers is use-
ful to infer about because these individuals are of higher degree in the network and
the number of sex workers in a community is significant in explaining HIV prevalence
(Talbott, 2007; Lorway et al., 2009). All three of these quantities are not known with
certainty for this MSM community, due in large part to reporting bias (Schneider
et al., 2011b). The size of the network is the main quantity the can be controlled
when gathering data in the field for a study of this type. Varying the number of in-
dividuals affects some estimates and confidence intervals, as well as raising questions
about the applicability of extrapolation. In this particular application, estimates for
the main quantities of interest restricted to the 245 interviewed individuals were con-
sistent with those same quantities for the entire network, so our concerns in changing
the network size in simulations are mitigated. Considerations of this nature should
be made on a case-by-case basis.
Measurements were recorded at 52 equally spaced time points throughout each
simulation. The simulated output, along with the summary from the network data,
are presented in Figure 5.5.
5.5.1 Model Formulation
We represent the output of the ABM, ηpx, tq, using a pη-dimensional principal com-
ponent basis representation shown in Equation (3.8). For this model, pη  2 principal
components were sufficient, as they explain 99.6% of the variation in the simulations.
The basis functions are shown in Figure 5.7(a).
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Figure 5.6: Output from 50 simulations of the MSM network ABM. Red bars
represent 95% confidence intervals for community HIV rate based on Armbruster
et al. (2013).
(a) (b)
Figure 5.7: Principal component basis for MSM network ABM (a) and kernel-based
discrepancy basis (b).
We incorporate a bias function δpxq to account for discrepancy between the ABM
and the actual function of the network. We use a pδ-dimensional basis representa-
tion for δpxq as shown in Equation (3.10). The basis functions here determine the
discrepancy throughout the simulation. Here, we used a Gaussian kernel for the
basis functions, as we have limited knowlege of the form of the discrepancy. For
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this model, pδ  7 basis functions are used to determine δpxq, allowing for smooth
a discrepancy over time, with the spacing between kernels chosen based on Higdon
(1998). The discrepancy basis functions are shown in Figure 5.7(b).
5.5.2 Posterior Sampling and Prediction
We have one observed trajectory of HIV prevalence in the community, ypx1q, shown
by the red dashed line in Figure 5.5. Using the basis representation in Equation (3.11)
to represent the observed trajectory, we specify the joint sampling model of y and
η according to according to Equations (3.12) and (3.13). Draws from the posterior
distributions of the model parameters were made via Metropolis-Hastings based on
the posterior specified in Equation (3.16). The estimated posterior distributions for
θ are shown in Figure 5.5.2.
Figure 5.8: Two-dimensional marginals for the posterior distribution of the θ pa-
rameters.
The posterior for θ1, representing the probability of condom use, is the most
constrained, which is not surprising as it has the most interpretable influence on
HIV spread in practice and in the ABM. The posterior mean of 0.429 is consistent
with estimated condom use rates among MSM in a study by Dandona et al. (2005).
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The posterior for θ2, representing the proportion of individuals who are versatile
MSM type shows the most spread, which is to be expected since, as mentioned
previously, versatile is not a well-defined category. There have been proposals for
a formal definition of versatile behavior from a quantitative standpoint (Heard and
Schneider, 2013, for example), and a more generally accepted criterion would further
inform inference in problems of this type.
Given posterior samples, we can then construct posterior realizations for the
ABM output, the discrepancy, and make predictions of the trajectory of the HIV
rate within a community of specified size x1 by generating predictions of the ABM
output and the discrepancy function. Posterior mean estimates for η, δ and their
sum, ξ, representing the behavior of the MSM network, are shown in Figure 5.5.2.
The discrepancy function δ shows a smooth slightly downward curve, resulting in a
plateau of the HIV rate in the community in ξ, which is consistent with decreasing
rate of HIV growth presented by Armbruster et al. (2013).
Higdon et al. (2008) noted that, in the case where the discrepancy is large, it
can affect the posterior distribution of θ. While that is not the case in our example,
some of the issues of reporting bias and cultural identity among the MSM commu-
nity likely limited the precision of the inference for the parameters in our analysis.
Consideration should also be given to extrapolation of results. The issue of varying
network size was mentioned in section 5.5, but, if considering extending these results,
one should also consider the composition of the network being examined. Economic
and cultural issues play a large role in behaviors of individuals within MSM commu-
nities and should be carefully taken into account in looking to make extrapolative
predictions. Bayarri et al. (2007b) presents further discussion of details related to
extrapolation.
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Figure 5.9: Top: posterior 95% credible interval for the calibrated ABM, ηpx1, θq.
Middle: posterior 95% credible interval for the discrepancy function, δpx1q. Bottom:
posterior 95% credible interval for prediction of the network trajectory, ξpx1, θq 
ηpx1, θq   δpx1q.
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5.6 Discussion
This application demonstrates the appeal in leveraging emulator techniques in an
ABM setting. The initial analysis of the network, primarily the MMSB, provided
valuable insight into the important variables that should go into the development of
an ABM for this system. In a case such as this, when there is a clear quantity of
interest in the ABM (in this case HIV rate), identifying the relevant input settings
which account for the most uncertainty makes the development of an emulator for
this application fairly straightforward. The network data and additional information
available fit well into the Higdon et al. (2008) framework.
A limitation of this simulation is that, while deaths are modeled implicitly, no
new individuals enter the network. Incorporating a more dynamic population into
this model would make it more generalizable and allow for the incorporation of more
interventions. Additionally, network evolution models for a fixed node set, such as
described in Banks and Carley (1996) could be incorporated to expand this analysis.
An important component of the ABM/emulator approach for examples of this
type is that one can infer important quantities in hard-to-reach populations, where
information is often limited. One should be mindful of the potential issues with
extrapolation discussed in section 5.5.
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6ABM Application: Heroin Market
6.1 Overview
An application for ABM techniques described earlier involves a model for a heroin
market based on ethnographic research in Hoffer (2005). The model is a simulation
of the Larimier open-air heroin market in Denver, Colorado during 1992-1996 as part
of the Illicit Drug Market Simulation (IDMS) project. The of the development of
the model have been discussed in detail prevoiusly in Hoffer et al. (2009). The model
was implemented in Repast (North et al., 2013).
6.2 Model Background
The heroin market model consisted of six types of agents: customers, street dealers,
street brokers, private dealers, police and the homeless. The full version of the
model involves complex processes relating to customers’ drug concentration levels
and a detailed decision hierarchy which drives their behavior. Because the customer
agents have the most extensive set of rules, we focus our model reduction on customer
behavior processes in the physical market.
99
In the simulations for the model, we fixed the number of agents as follows: 200
customers, 20 street dealers, 25 street brokers, 25 private dealers, 100 homeless and
1 police officer.
6.3 Model Reduction
The objective of model simplification process was two-fold: first, to determine the
optimal time step for the model and then to develop statistical approximations to
the complex decision agents execute on the market. While both of these approaches
should significantly reduce the run time for the model, they have different implica-
tions.
As a means of measuring the change in the model through the reduction process,
we identified five key summary statistics:
1. The probability of a customer obtaining heroin.
2. The probability a customer gets arrested.
3. The amount of time a customer spends on the market.
4. The purchase mode of customer (street dealer/street broker).
5. The probability a customer is invited to a private dealer.
These five quantities are the most significant in terms of the behavior of customer
agents on the market.
6.3.1 Time step determination
The initial version of the full model had a time step of one minute. At each tick of
the model, one minute of time is simulated, and each agent makes a decision about
their behavior, conditional on their previous state.
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In order to determine the optimal time step, we ran 100 simulations of the model
at increasing time step values and recorded the summary statistics. Averages of the
summary statistics at each time step are shown in table 5.1.
Table 6.1: Averages of quantities of interest for the heroin market model by time
step. The averages show clear divergence from the 1 minute values as the time step
increases.
1 min 2 min 3 min 5 min 10 min 60 min
Probability obtain drug 0.53 0.44 0.4 0.38 0.33 0.053
Probability of arrest 0.00029 0.00019 0.00024 0.00018 0.00014 0.000026
Average time in market (minutes) 93.2 100.8 102.9 103.3 105.5 169.7
Percent private dealer 57.9% 64.2% 64.7% 67.5% 66.2% 85.5%
Percent street dealer 23.6% 19.7% 20.8% 19.7% 23.4% 10.6%
Percent street broker 18.5% 16.1% 14.5% 12.8% 10.4% 3.9%
Probability of private dealer invite 0.069 0.058 0.051 0.042 0.029 0.0013
Based on table 5.1, we see a clear change in the summary statistics as the time
step changes. Below are plots of the summary statistics’ averages versus log time
step.
Figure 6.1: Plots of quantities of interest for the heroin market versus log time
step.
The Figure 5.1 shows that, even at 2 minutes, certain key statistics depart from
their values under the 1 minute time step. Based on these trends, we chose to
maintain the original 1 minute time step.
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6.3.2 Decision approximation
While on the physical market, customers go through a complex sequence of decisions
that drive their behavior and interactions. Our goal is to simplify this entire process
by developing statistical approximations to the decision process (Zou et al., 2012).
The main focus of our model reduction was on replacing the complex decision
processes of customer agents with a probabilistic method of governing their behav-
ior. In the reduced model, customer’s behavior will be determined by draws from
conditional distributions based on simulation results.
The implications of this approach are two-fold: first, by replacing the customer
decision process with draws from appropriate distributions, we eliminate the need
for certain other types of agents within the model, and secondly, we must establish a
hierarchy of draws from those distributions, as some quantities need to be conditioned
on others.
The decision hierarchy will proceed in the following way:
1. Draw a customer’s probability of obtaining the drug po. A customer’s market
trip outcome x P t0, 1u for failure or success will be determined by a Bernoulli
trial with the drawn rate po.
2. Conditional on pi, draw a time for the customer to spend on the market, tm.
3. Conditional on x  1, draw a probability of arrest pa. (Note that if the x  0,
pa  0).
4. Draw the probability of purchase form a street broker psb to determine purchase
mode of either street dealer or street broker.
5. Conditional on x  1, draw the amount of drug that will be purchased ap (this
will be determined by the customer’s addiction level).
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6. Conditional on a successful street broker purchase, draw the probability of an
invitation to a private dealer pi.
An alternative decision hierarchy uses logistic regression instead of beta distribu-
tions to draw the probability of obtaining heroin po and the probability of an invition
to a private dealer pi.
6.4 Model Comparison
The quantities of interest used to compare model output are average customer money,
average customer drug inventory, average customer addiction and average customer
drug concentration. A simple approach for model comparison is to see if the mean
or median quantities from the reduced models fall within some tolerance of the full
model (Bayarri et al., 2007b). A somewhat more sophistocated method for model
comparison uses multiple hypothesis tests. For each of the four quantities of interest,
the mean of the full model will be compared to the reduced model at each time point
and apply a multiple testing correction procedure to obtain adjusted p-values testing
the hypothesis that the full and reduced model outputs are (approximately) the same
(Cox and Lee, 2008). Figures corresponding to the latter approach are presnted in
Appendix B. The utility of both of these approaches is that they identify whether
the models are producing similar output. They fail to aid in determining the cause
of model discordance.
6.5 ABC applied to reduced model
ABC methods encompass the utility of the model comparison approaches described
above in addition to providing insight into which parameters affect our quantities of
interest.
Our objective is to determine optimal parameter settings in the reduced model
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to accurately reproduce output from the full model.
To continue our analysis of the models for the heroin market, we can apply ABC
methods to the models. For the purpose of studying this market, we restrict the set
of parameters of interest. We use a subset six statistics that were used to develop the
reduced models to serve as our Θ. Let Θ  ppo, pa, pdq representing the probability of
a customer obtaining heroin on a trip to the market, the probability of a customer
getting arrested in the market, and the probability of a customer being invited to a
private dealer. Consistent with the development of a reduced ABM for the market,
we let average customer drug inventory cd, average customer money cm and average
customer addiction ca serve as the summary statistic Sy for model output.
An issue with the flexibility of this model is that, in the framework of ABC,
there are parameters which may change throughtout the simulation. For the sake of
this model, fixed parameter values for an entire simulation will give a constrained
parameter range compared to dynamic values.
Using an ABC SMC approach, we establish uniform prior distributions for Θ,
po, pa, pd  Up0, 1q. We use a uniform perturbation kernel for all three parameters,
Kt  σUp1, 1q with σ  0.05.
We simulated 500 trajectories from the full model and used the means of the
three summary statistics at each of the 365 days of the simulation for comparison
with simulated data. The data for each of the summary statistics were then scaled
to fall in [0,1].
Let the distance ρpSy0 , Syq between the output of the full model Sy0  tcd0 , cm0 , ca0u
and the reduced model Sy  tcd, cm, cau be the scaled sum of absolute errors,
1
365
365¸
i1
|cd0ris  cdris|   |cm0ris  cmris|   |ca0ris  caris|
.
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We generated N  5000 particles in each population, To ensure gradual transition
between populations, we chose T  5 populations. Because the maximum distance
of a full model simulation from the mean was 0.183, this was chosen as the smallest
tolerance, giving us   p0.549, 0.4575, 0.366, 0.2745, 0.183q. The sequence of inferred
distributions for all three parameters are shown in Figure 6.2.
Figure 6.2: Histograms of populations 1 (top row) through 5 (bottom row; approx-
imation of posterior distribution) of Θ  ppo, pa, pdq from ABC SMC approach with
T  5 populations. Red lines indicate means from simulations of the full model.
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As can be seen in Figure 6.2, the posterior for pa showed the least variation,
which is to be expected as customers are arrested infrequently (street dealers are
the most frequently arrested agents). The posterior for po was centered around the
average customer success rate in the market, 0.53. The posterior for pd showed the
most variation, but this is due to the fact that customers money, drug inventory and
addiction levels follow similar patterns whether they purchase heroin in the market
or from private dealers.
The analyses were also carried out with different distance functions, including
sum of squared error and sum of absolute error without having scaled the summary
statistics. Additionally, we explored the ’vanilla’ ABC rejection algorithm and ABC
MCMC for this application. The resulting approximate posterior distributions were
very similar in all cases.
An alternative approach would be to apply ABC at each time step of the model
and obtain a posterior distribution of the quantities of interest at each time step,
across multiple simulations. This approach would yield statistics more consistent
with those obtained in the model simplification process, but would be much more
expensive.
6.6 Model Complexity
As discussed in chapter 2, understanding the relative complexity of models is an
inportant concept. In this example, we have multiple models of a system and some
intuition as to which is more complex based on the strategy for developing the models.
Based on a naive approach, the full model is more complex than the reduced
model since the full model takes longer than the reduced model to run a simulation
of a fixed period of time. The average run-time for a simulation of one year of market
activity for the full model took an average of 32.3 minutes, compared to an average of
18.3 minutes for the reduced model. This represents a 43.2% reduction in run-time.
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Average run-times showed similar reduction as the simulation length varied. This
simple assessment is consistent with our intuition about the relative complexity of
the two models. Additionally, the program for the reduced model is shorter than the
full model, showing the reduced model to be less complex from a Kolmogorov-based
complexity comparison.
Turning to more rigorous measures of complexity, we can examine the complexity
of the models using compression algorithms. Using the convention that a more
complex model will have a higher compression ratio, we examine the full and reduced
models.
Using a Lempel-Ziv compression algorithm, the full model was found to have
a compression ratio of 1.64 (2263620 KB uncompressed; 1384021 KB compressed),
while the reduced model had a compression ratio of 1.42 (1910329 KB uncompressed;
1344286 KB compressed). Based on a Huffman coding algorithm, the full model was
found to have a compression ratio of 1.32 (2263620 KB uncompressed; 1714864 KB
compressed), while the reduced model had a compression ratio of 1.14 (1910329 KB
uncompressed; 1675727 KB compressed). Under both algorithms, the compression-
ratio complexity measure is consistent with our previous complexity assessment of
the two models.
Table 6.2: Compression-ratio complexity measures for full and reduced versions of
the heroin market ABM.
Compression Ratio (LZ) Compression Ratio (Huffman)
Full Model 1.64 1.32
Reduced Model 1.42 1.14
6.7 Discussion
In developing the reduced version of the heroin market ABM, while the output
space has been preserved, the reduced model has adjusted the input space, as well
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as the some of the processes of the full model. In light of this, investigation of the
equivalence of the full and reduced models in this application relates to the discussion
of model equivalence in the case of partial overlap in the input spaces, as presented
in Section 2.3.1. That case, as well as the case in which one input space (the full
model) contains the other input space (the reduced model) are important concepts
related to ABM equivalence assessment in the model reduction process.
The results of ABC methods in this instance highlight their utility for inference
in an ABM setting. While, for this particular model, some distributions had already
been obtained through the model reduction process, the ABC approach obtained
distributions based on certain features of the market that experts deemed important
to reproduce. In many cases with ABMs, there are a number of features of the
system being simulated that are known and identified as important, and which can
be incorporated into Spyq in the ABC methods.
Analysis of the relative complexity of the full and reduced models reveals, in this
instance, that our intuitive understanding of model complexity is consistent with our
findings based on two approaches of assessing complexity. While this area is in need
of further exploration, our initial results are promising. Combining ABM complexity
analysis with comparisons of model equivalence can provide a framework for model
selection which encourages parsimony. While there has been some discussion of the
various programming languages in which one can develop ABMs, this is a topic of
particular importance when considering model complexity. Models written in R or
NetLogo are more straightforward for copmlexity assessment than models written in
Repast, which have several associated files for each model, many of which need to
be incorporated into the analysis of model complexity.
Further exploration of the topic will include other possible measures of model
complexity, as well as investigation of cases where the naive run time assessment,
the Kolmogorov-based complexity assessment and the compression-ratio assessment
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do not agree on the relative complexity of a set of models. Additionally, a scaling
factor or function which can relate the complexity measures to one another is a
concept which would be fairly straightforward to examine and develop.
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Appendix A
Supplemental Figures for Meningitis Model
Below are figures displaying states affected by the meningitis outbreak and state-by-
state case counts from the CDC.
Figure A.1: Map of states with facilities which received contaminated Methylpred-
nisolone Acetate (PF)
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Figure A.2: Map of case counts by state for the 2012-2013 fungal meningitis out-
break
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Appendix B
Additional IDMS Model Figures
Below are additional figures from the IDMS heroin market ABM presented in chapter
5.
Figure B.1: Comparison of summary statistics for full and reduced versions of the
IDMS model. Dashed lines represent 2.5% and 97.5% output quantiles.
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Figure B.2: Adjusted p-values on negative-log scale for each of the four summary
statistics comparing the reduced model to the full model.
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