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Abstract 
The read I write model, which models a database as a collection of data objects that 
can only be read or written by transactions, has been the traditional underlying data 
model for database applications and serializability is used as the correctness criterion 
for interleaved executions of transactions. However, serializability is found to be too 
restrictive for advanced applications [BK91] and the limited concurrency provided by 
the read I write model can become a major restriction for applications to deliver a high 
performance even when these applications are run on advanced hardware platforms. 
To address this issue, some researchers have recently proposed to enhance concur-
rency by exploiting the semantics of data objects. In particular, an abstract data type 
model is used. The concurrency control mechanisms derived from this model have been 
shown, theoretically, to provide a higher degree of concurrency as the underlying data 
types and operations offer a much richer semantics than that offered by the read/write 
model [Wei89a, Wei84, WA92a, HW91, CRR91, WeiST). Another approach is to relax the 
correctness criterion of serializability to improve concurrency [PL91, Gar85, WA92b . 
To design concurrency control protocols based on the above two approaches can pro-
vide more concurrency in the sense that the set of acceptable histories is enlarged [WA92a . 
However, these algorithms are not being widely used in industrial applications. One of 
the possible reasons is that the practical performance characteristics of these algorithms 
i 
have not been studied extensively. In this thesis, we will investigate the performance 
characteristics of the semantics-based protocols based on the above two approaches to 
enhance concurrency. 
Our approach is to build a prototype system to study several semantics-based con-
currency control protocols [Wei89a, WA92a, WA92b]. The advantages of building a pro-
totype is that the practical performance and implementation issues can be investigated. 
In particular, we have investigated the overhead and the performance of these protocols 
in an attempt to understand the practical characteristics of these protocols and to define 
concurrency from a practical point of view. In addition, for the sake of completeness, 
we have conducted an extensive simulation study to complement the results obtained 
from the prototype system. We hope, through this study, to give a clearer overall picture 
about the performance issues of different semantics-based concurrency control protocols 
and demonstrate the superiority of them over the traditional protocols based on the 
read I write model. 
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Concurrent access to data becomes a major issue in a database under a multi-user envi-
ronment. For example, in a stock trading system or an airline reservation system, data are 
updated frequently and at the same time, a large number of queries need to be supported 
for business decisions. Therefore, a database system that can provide a high degree of 
concurrency is of ultimate importance. The read/write model has been the traditional 
data model for database applications and serializability [BSW79, EGLT76, Pap79] is 
used to ensure the correctness of interleaved executions of transactions. The strict two 
phase locking protocol [EGLT76] is widely used in commercial products to enforce serial-
izability. However, recently this model has been found to be too restrictive for modeling 
advanced applications such as CAD/CAM systems and VLSI design systems, since the 
designs of these applications are becoming more object-oriented. The data objects and 
the corresponding operations in these systems contain a very rich source of semantics 
which cannot be captured by the read/write model thoroughly. Furthermore, the limited 
concurrency offered by the strict two phase locking protocol becomes a major restriction 
for applications to deliver a high performance, especially when transactions are very long. 
The bottleneck is due to the competition of logical resources, i.e. data. The situation 
cannot be alleviated even when applications are run on advanced hardware "platforms with 
plenty of physical resources. 
Two approaches have been used to address this problem. In the first approach, re-
searchers have proposed to place more structures on data objects to exploit type specific 
properties [Kor83, BR92, Her84, HW88, Wei89a]. In particular, the read/write model is 
1 
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extended to an abstract data type model in which a database is modeled as a collection 
of data objects. Each data object maintains a state and provides a set of operations that 
are the only means to access the state of the object by transactions. Many theoretical 
studies [Wei89a, Wei84, WA92a, HW91, CRR91, Wei87] have shown that the concurrency 
control mechanisms based on this model can enhance concurrency in the sense that the 
set of acceptable histories is enlarged. In the second approach, researchers proposed to 
relax the correctness criterion of serializability to improve concurrency [PL91, Gar83] . -
Wong and Agrawal [WA92b] also proposed a new protocol which uses an extended notion 
of commutativity to derive conflict relations. The notion of commutativity is extended 
such that operations are allowed to introduce a certain amount of inconsistency specified 
dynamically by transactions. 
In this thesis, we will investigate the performance characteristics of semantics-based 
protocols based on these two approaches. The number of performance studies on semantics-
based concurrency control (CC) protocols is rather limited and most of the studies are 
I 
based on simulation models [BR92, CGM85] in which the overhead of concurrency control 
is neglected [ACL87]. However, a semantics-based concurrency control protocol usually 
provides a higher degree of concurrency at the expense of larger overhead in concurrency 
control. Therefore, the overhead of these protocols must be investigated and taken into 
account in order to justify these approaches. Thus, we are motivated to build a prototype 
system and implement some selected semantics-based CC protocols which enhance con-
currency by the above two approaches. The objective of our work is not only to evaluate 
the performance characteristics of these protocols, but also to identify the factors that lead 
to their superior performance when semantic information of abstract data objects is used. 
The findings in our study can be used to pinpoint the aspects that require more attentions 
when designing new concurrency control algorithms. In addition, we attempt to define 
"concurrency" of a protocol from a more practical point of view. The advantage of adopt-
ing this new definition is that it facilitates the comparison between different protocols. 
The ultimate aim is to give a guideline for database designers to choose a concurrency 
control algorithm during the design of a database engine. For the sake of completeness, 
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we have also performed extensive simulation studies of these protocols under different 
database environments in order to investigate their performance characteristics. Finally, 
we compare the pros and cons of adopting the two approaches in enhancing the concur-
rency of a database system. The basic contributions of our research are summarized as 
follows: 
• Build a prototype system to evaluate the performance and the impact of overhead of 
various semantics-based concurrency control protocols in a main memory database 
environment 
• Build a simulator to investigate the performance characteristics of different semantics-
based CC protocols under various database workloads 
• Identify the essential factors that (1) lead to the superior performance semantics-
based concurrency control protocols (2) require more attentions in designing new 
concurrency control algorithms • 
• Compare the pros and cons of using the two approaches to enhance concurrency of 
semantics-based CC protocols 
This thesis is organized as follows. Chapter 2 introduces the motivation of our work 
and summarizes the background information of the readjwrite model and the abstract 
data type model. In addition, the semantics-based concurrency control protocols that 
we have studied are illustrated; while the details of these protocols can be found in 
Chapter 3. A literature review is given in Chapter 4. In Chapter 5, the system model of 
the prototype system is introduced followed by the results in Chapter 6 � I n Chapter 7, 
the system model and the performance metrics of our simulation study are discussed. The 
experimental results and analysis are presented in Chapter 8 Then we conclude our 
results in Chapter 9. 
iThe material in Sections 6.1 and 6.2 are taken from [MW95a] and the results in Section 6.4 are taken 
from [MW95d] and [WAM94]. 
^The material in Sections 8.1 and 8.2 are taken from [MW95b] and [MW95c] respectively. 
Chapter 2 
Background 
Before we start our investigation on semantics-based concurrency control protocols, we 
summarize the two most common models for modeling the concurrency control mechanism 
of a database system in this chapter. We first describe the idea of the read/write model 
and the concept of serializability. Next, the abstract data type model and the motivation 
of adopting this model are illustrated. In addition, an overview of the semantics-based 
concurrency control protocols that we havq studied is given. Then, the concepts of "con-
currency" from both theoretical and practical point of views are introduced. Finally, the 
general model of the strict two phase locking {Strict 2PL) protocol is illustrated. 
2.1 Read/Write Model 
The read/write model models a database by a collection of data objects which can only 
be read or written by transactions. This model has been the traditional data model for 
relational database applications. Serializability [BSW79, EGLT76, Pap79] is widely used 
to ensure the correctness of interleaved executions of transactions. The fundamental idea 
of serializability is to ensure that an interleaved execution of transactions is equivalent 
to a serial execution where an execution is serial if for every two transactions, say 7\ 
and T2, either all the operations in appear before every operation in T2 or vice versa. 
The two phase locking protocol (2PL) for the read/write model maintains two types of 
locks for each data object, namely read lock and write lock. A transaction must obtain 
a read{write) lock before it can read(write) a data object. Under the 2PL protocol, a 
4 
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transaction obtains the necessary locks in the first phase (growing phase) and then releases 
the locks in the second phase (shrinking phase). A transaction cannot obtain any more 
lock once it starts to release locks. This is to ensure that all pairs of conflicting operations 
of two transactions are scheduled in the same order. Two locks conflict if both locks are 
applied on the same data object and at least one of them is a write lock. A transaction 
cannot obtain a lock if the lock conflicts with any other locks on that data object. In 
this case, the transaction must wait until the conflicting lock is released (when other -
transactions commit or abort). By applying the above rules, serializability of executions 
of transactions can be enforced. The strict two-phase locking (Strict 2PL) protocol is a 
variation of the 2PL protocol in which transactions release all locks at termination (i.e., 
at commitment or abort). 
2.2 Abstract Data Type Model 
t 
The database model for the abstract data types [Wei89a] is presented in this section. There 
are two kinds of entities in this model, transactions and objects. A database is assumed 
to be a set of data objects with abstract data type specifications. Each object maintains 
a state and provides a set of operations which that are the only means of manipulating 
and querying the object state. For example, the set of operations of a counter object are 
‘‘inc(Xy, (increment of X) and (decrement of X). 
An operation executed on an object X is identified by a pair of invocation " in f " 
and the corresponding response "res", written as X : [inv,res]. The invocation of an 
operation will trigger an action to perform the execution. The action may modify the state 
of the object and produce an output value which becomes the response to the operation. 
Eventually, the response will be returned to the transaction through a response message. 
Each transaction must wait for the response to its last invocation before invoking the next 
operation. Finally, a transaction either commits on all objects or aborts on all objects. 
After a transaction has invoked a commit/abort operation, it cannot invoke any more 
operations. ‘ 
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We adopt the event-based computation model similar to that of [Wei89a]. The ex-
ecution in a system consists of a set of events. These events can be classified into the 
following types: 
1, An invocation event, {op,T) occurs when transaction T invokes an operation 
op on object X. 
2, A response event, {res, T) occurs when a result res corresponding to an earlier _ 
invocation is returned from an object X to transaction T. 
3. A commit event, {commit, T) •X, occurs when object X learns that transaction T 
has committed. 
4. An abort event, {abort, T) occurs when object X learns that transaction T has 
aborted. 
A history H is an observation of an execution which consists of a sequence of events. 
A sub-history of H restricted to an object X (transaction T), denoted H\X (H\T), is 
defined as a subsequence of events which involve X (T) in H. The commitment order of 
a history 丑 is a partial order defined over the set of transactions involved in the history. 
Transaction is said to be committed before transaction T2, if there exists an object X, 
such that there is a commit event of T\ that happens before the response event of T2 in 
H\X. Note that it is impossible for transaction Ti to commit before transaction T2 and 
at the same time transaction T2 to commit before transaction Ti； otherwise, the rules for 
executing transactions will be violated. 
An operation p on an object X from transaction T is termed as an active operation, 
if T has executed p on X but the commit or abort event of T has not yet occurred at X. 
A concurrent set of an object is the set of active operations on the object. An operation 
p is concurrent with respect to operation q, if there exists a duration in which both p 
and q are in the concurrent set. Note that the concurrent relation is symmetric but not 
transitive. 
», 
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An operation sequence of a history is a series of operations produced by combining the 
corresponding invocations and responses with the order of the operations conforming to 
the order of the response events. The specification of an object X , denoted by Spec{X) 
(which captures the acceptable behavior of X in a sequential, failure-free environment), 
determines the set of valid operation sequences accepted by object X. The state of the 
object is determined by the operation sequence for the actual execution. For simplicity, 
sometimes we define a state as an operation sequence. -
2.3 Overview of Semantics-Based Concurrency Con-
trol Protocols 
Schwarz and Spector [SS84] proposed to use the commutativity relations to determine 
conflict relations between operations. Two commutative operations can be executed 
concurrently even when both the operation's are update operations. The intuitive idea is 
that two operations "commute" if swapping the execution order of the two operations 
does not affect the responses to the operations and the final state of the object. Two 
operations conflict if they do not "commute". For example, in general, a balance operation 
and a deposit operation of a bank account object do not commute. This is because if we 
change the execution order of the two operations, the response to the balance operation 
(the balance of the account) will change. However, a deposit operation "commutes" 
with another deposit operation since swapping the execution order of any two deposit 
operations does not change the responses to the two operations and the final state of the 
object. 
Weihl [Wei89a] showed that the choice of recovery strategy has a subtle impact on the 
conflict relations being used. When different recovery strategies [HR83], namely update-
in-place (UIP) and deferred update (DU), are used, different notions of commutativity, 
right backward commutativity (RBC) and forward commutativity (FC) , are needed to 
derive minimal conflict relations between operations. An operation q is said to conflict 
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witK another operation pii q does not right commute backward (forward commute) with 
p when UIP [DU) is used (see Section 3.2.2). 
Wong and Agrawal [WA92a] further enhanced the concurrency of a CC protocol by 
exploiting the context-specific information in an execution. When a new operation, say 
p, is executed on an object, the active operations in that object are divided into two 
partitions. One partition is called the "view". The response to p is determined by the 
state of the object when the effects of all the operations in the view are incorporated -
into the object. If p right commutes backward with all the operations in its "view" 
and forward commutes with all the other active operations outside the "view", it can be 
executed concurrently with the set of active operations in the object. This protocol offers 
more concurrency as the set of histories accepted by this protocol is a strict superset of 
that accepted by either DU or UIP. This protocol can be implemented by the strict two 
phase locking protocol. Another implementation is to use a relationship between locks 
called ordered shared relationship [AE90] to execute conflicting operations concurrently. A 
I' 
significant advantage is that no transaction is blocked and the set of acceptable histories 
is enlarged. However, this protocol involves a larger overhead as compared to the protocol 
in [Wei89a]. The extra overhead is due to the construction and the manipulation of the 
"view" of each operation. In addition, when ordered shared relationship between locks is 
used, there is a possibility of cascading aborts during transaction commitments. 
Another approach to enhance the concurrency of a CC protocol is by relaxing the 
correctness criterion of serial execution. A representative protocol developed using this 
approach is to allow bounded amount of inconsistency in database operations as proposed 
by Wong and Agrawal [WA92b]. The intuitive idea of this protocol is to allow the response 
to database operations to return values with a certain amount of bounded inconsistency 
such that some "non-serializable" executions can be accepted. ' 
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2.4 Concurrency Hierarchy 
In this section, the concepts of "concurrency" from a theoretical and a practical point 
of views are introduced. The aim is to provide a more objective standard for comparing 
the "concurrency" of different protocols. Theoretically, the "concurrency" offered by a 
protocol can be measured by the size of the set of histories accepted by the protocol. The 
larger is the set of acceptable histories, the higher is the "concurrency" provided by the 
protocol. 
Definition 1 For any two protocols Pa and Pt, Pa is said to provide a higher degree of 
concurrency than Pb if the set of acceptable histories accepted by Pa is strictly larger than 
that accepted by Pb. 
Note that the above definition is applicable to all concurrency control protocols. In 
particular, for locking protocols, the "concurrency" can be directly reflected by the conflict 
relations. Usually, the stronger is the conflitt relation, the smaller is the set of acceptable 
histories. Thus, we have the following definition. 
Definition 2 For any two locking based protocols Pa and Pb, the conflict relation of Pa 
is said to be weaker than that of Pb if for any two operations p and q such that p conflicts 
with q under protocol Pa, then p and q conflict under protocol Pb. 
For example, in Appendix A, for any pair of operations, say p and q, that conflict 
when using the right backward commutativity table, p and q also conflict when the com-
mutativity table is used. Therefore, the conflict relation derived from the commutativity 
table is stronger than that of the right backward commutativity table. In other words, 
the smaller is the number of x entries in the conflict table, the weaker is the conflict 
relation. That is, the conflict probability of Pa is smaller than that of Pb under a similar 
multi-programming level and data access pattern. 
Figure 2.1 depicts the hierarchy of acceptable histories of different protocols. From the 
discussion in the previous section, we notice that the conflict relation in the read!write 
model is the strongest, thus the set of acceptable histories is the smallest. By using 
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commutativity relations to capture the semantic information available in objects and 
operations, the conflict relations are weakened. The conflict relations can further be 
weakened by using forward commutativity and right backward commutativity to cope 
with different recovery strategies [Wei89a]. Furthermore, with the use of context-specific 
information, conflict relations are determined dynamically and is proved to be even weaker 
than that derived from RBC and FC [WA92a]. From Figure 2.1, we notice that the set 
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Figure 2.1: Hierarchy of Acceptable Histories of Different Protocols 
Theoretically, for locking based CC protocols, a protocol with the weakest conflict 
relation provides the highest degree of "concurrency", since transactions experience a 
smaller number of conflicts and thus the system should deliver the highest throughput as 
time wasted in blocking is minimized. However, this gain in "concurrency" is acquired at 
the expense of a larger overhead in manipulating extra data structure during the process 
of concurrency control (e.g. "view" construction in [WA92a]). Therefore, the throughput 
and the behavior of a protocol at different multi-programming levels cannot be judged 
solely by the strength of the conflict relation. 
Usually a protocol is chosen based on its performance rather than on the size of its set 
of acceptable histories. This motivates us to measure the "concurrency" of a protocol from 
» *. 
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a practical point of view. The performance of a protocol should be expressed into two mea-
sures. The first measure is the throughput of the system which is defined as the number 
of transactions completed per unit time. The second measure is the multi-programming 
level at which thrashing occurs [BHG87]. When thrashing occurs, the system is spend-
ing too much time scheduling operations and allocate resources, either logical or physical 
resources. A protocol, say Pa, provides more "concurrency" than another protocol Pb if 
the overall system throughput of using Pa is larger than that when using Pb under v a r - -
ious data contention levels. As shown in Figure 2.2, there should be a right shift of the 
thrashing point and an increase in peak throughput as the concurrency increases. We 
expect that a protocol which provides more "concurrency" theoretically should provide 
more "concurrency" practically. We will verify this conjecture experimentally in later 
chapters. 
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Figure 2.2: Concurrency Hierarchy of Different Protocols 
2.5 Control Flow of the Strict Two Phase Locking 
Protocol 
In this section, we will describe the mechanism of the Strict 2PL [EGLT76] in an attempt 
to identify the factors that may affect the performance of a concurrency control protocol. 
> • 
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Figure 2.3: Concurrency Control Using the Strict Two Phase Locking Protocol 
2.5.1 Flow of an Operation 
Figure 2.3 captures the general flow of control for the strict two phase locking pro-
tocol. An operation p generated from a client is enqueued to the ready queue in a 
first-come-first-served basis. The operation p waits in the ready queue for its turn 
to be scheduled by the concurrency controller (CC). The average waiting time is repre-
sented by Wq. When p is scheduled, the CC checks if p conflicts with any other active 
operations on the same data object. The average time involved in checking for conflict is 
Tconfiict- There is a probability of pc (conflict ratio) that a conflict occurs. If a conflict 
occurs, p will be put into the block queue for later consideration. Suppose the average 
waiting time in the block queue is Wb. Then, the expected waiting time in the block 
queue is pc * Wb. If there is no conflict, the operation is executed and the time taken for 
executing an operation is assumed by 5. Then a response to the operation is sent back to 
the client. Therefore, the mean residence time of an operation in the server, r ( M ) , can 
be represented by the following equation : 
r{M) = W,{M) + Tconfiict +Pc*Wb + s . . (2.1) 
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2.5:2 Response Time of a Transaction 
A transaction that accesses k data objects consists of /c + 2 steps. The first step is the 
transaction initialization step; while the last step is the transaction commitment step. 
After all the lock and data access requests are honored, the transaction commits. The 
overhead of transaction commitment is T � . Therefore, a transaction with k transaction 
steps has the following mean residence time in the server. 
Rk{M) = {k - 2)r(M) + Tc + 2kTn (2.2) 
where Tn is the time delay in the network for sending an invocation or a response. Assume 
p i ( k ) is the probability that there are k transaction steps in a transaction, then the mean 
residence time of a transaction in the system, denoted by R{M) is as follows: 
尊’ 
R{M) = (2-3) 
k>l 
By Little Rule, the mean throughput of the system with M transactions is 
In general, T{M) increases as the multi-programming level increases, but after a cer-
tain level, the throughput starts dropping suddenly. This phenomenon is called thrash-
ing [BHG87] and the multi-programming level at which thrashing occurs is called the 
thrashing point. The throughput at which thrashing occurs is called the peak through-
put. The occurrence of thrashing can be explained as follows: as the multi-programming 
level increases, the response time of a transaction, R{M), also increases. When the multi-
programming level is small, the rate of increase of M is larger than that of R(M), therefore, 
the throughput increases. As the multi-programming level becomes larger, the number 
of conflicts and deadlock becomes so large that the increase in R(M) (which depends 
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on the number of conflicts and deadlock) exceeds that of M, thus leading to the drop 
in throughput. It has been shown in [BHG87] that the effect of transaction aborts and 
restarts on the throughput before thrashing is very insignificant and the dominant factor 
is the blocking of transactions. But after thrashing, transaction aborts and restarts be-
come the major factor that causes the drop in throughput of the system. As the behavior 
of a protocol before the system thrashes is our major concern, we have ignored the effect 
of deadlock in Equation 2.2. ~ 
2.5.3 Factors Affecting the Response Time of a Transaction 
From Equation 2.2, the response time of a transaction depends on r (M) , T � a n d The 
network overhead, is independent of the protocols used. The procedure in committing 
a transaction is different for different recovery strategies. From our experimental results 
in Chapter 6, we observe that the overhead for transaction commitment is relatively 
insignificant for a main memory database. Therefore, the only factor left is the response 
time of a transaction step, r(M). From Equation 2.1, the response time of a transaction 
step, r(M), depends on Wq, Tconjiicu s and 5 depends on the type of operations only 
and is not affected by the protocol being used. Wq is a function of M and is independent 
of the protocol used. From our implementation experience, Tconfiict should not differ much 
with different protocols. In addition, Wb also depends on pc. Therefore, the factor that 
dominates r(M) is the value of pc. 
The proportion of operations that experience conflicts is the conflict ratio, pc, which is 
a function of the multi-programming level and the conflict relation of the protocol used. 
Under the assumption that pc is a dominant factor in determining the response time of an 
operation (or the response time of a transaction), we can make the following hypotheses: 
Suppose there are two protocols, say Pa and Pb, where the conflict relation of Pa is 
weaker than that of Ph. 
H y p o t h e s i s 1 Under the same multi-programming level, the system using Pa can deliver 
a higher throughput. '' 
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Hypothes i s 2 The system using Pa is capable of delivering a higher peak throughput 
and the thrashing point occurs at a higher multi-programming level. 
Hypothesis 1 can be explained as follows: under the same multi-programming level, 
the conflict ratio of Pa is smaller than that of Pb. From Equations 2.1, 2.2 and 2.3, the 
average response time of a transaction running under protocol Pa, R{M), is smaller than 
that running under protocol Ph. Therefore, from Equation 2.4, the mean throughput of 
Pa is larger. 
The explanation of Hypothesis 2 is more subtle. Thrashing occurs when the con-
flict ratio reaches a certain level and afterwards the abort rate increases so rapidly that 
it becomes the major factor attributing to the drop of the throughput. We make the 
conjecture that at thrashing, the conflict ratio of any two locking protocols is similar 
(this will be verified later in Chapter 6). Then for the system to attain the same conflict 
ratio, the multi-programming level of the system using Pa, say MPLa, must be larger 
than that when using Pb, say MPLb. From Equations 2.1, 2.2 and 2.3, the response 
time of a transaction running under Pa and Pb should be similar. Let Ta and Tl be the 
peak throughput of the system running under Pa and Pb respectively. It follows from 
Equation 2.4 that Ta should be larger than Tb. In addition, thrashing occurs at a higher 
multi-programming level, i.e. the system can accept more concurrent transactions without 
thrashing or provides more "concurrency" from a practical point of view (see Section 2.4). 
To justify our conjecture that the conflict ratio, pc, plays the most important role 
in affecting the performance of a locking protocol and verify Hypotheses 1 and 2, we 
are motivated to build a testbed to identify the factors that affect the performance of a 




3.1 Strict Two Phase Locking 
All the protocols that are discussed in this thesis are based on the strict two phase locking 
protocol [EGLT76]. Before we discuss the-details of each protocol, we first give the general 
idea of the strict two phase locking protocol. In the traditional database model, a protocol 
guarantees serializability if it maintains the on-line dynamic atomicity property [Wei84] at 
every object in the systems. This property requires that the operations in the concurrent 
set of an object can be serialized in any order and the operation sequences resulting from 
any serialization order are equivalent. The strict two phase locking protocol can be used 
to maintain this property by ensuring that non-conflicting operations of transactions are 
executed concurrently on an object. 
The strict two phase locking protocol using update-in-place recovery strategy is il-
lustrated in Figure 3.1. Let pending{T) be the pending invocation of transaction T at 
object X] opseq{T) be the sequence of operations executed by transaction T on object 
义；action(p) be the actual execution of operation p; CS{X) be the set of concurrent op-
erations and s be the state of object X. ConflictQ is a function that determines whether 
two operations conflict with each other. If there is a conflict, the function returns TRUE, 
and FALSE otherwise. 
». 
16 
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{op,T) @X: 
pending {T) i- op 
{res, T) @X: 
LET p = {pending(T), res) s.t. s . action{p) E Spec{X) 
IF Mq € CS{X)\opseq{T)\--Conflict{p,q) THEN 
C5(X) — O S � u {p} 
opseq{T) — opseq{T) -p 
s s • action{p) 
END (* IF *) ~ 
{Commit, T) @X: 
CS{X) f- CS{X) \ opseq{T) 
{Abort, T) @X: 
s i— s\ opseq{T) 
CS{X) <r- CS{X) \ opseq{T) 
Figure 3.1: Execution of Operations from Transaction T on Object X for UIP 
In the strict two phase locking protocol, the locks acquired by a transaction are not re-
leased until the transaction commits or aborts. In addition, using the strict two phase lock-
ing protocol is used to avoid cascading aborts [HadSSj. The difference among semantics-
based CC protocols (based on the Strict 2PL protocol) is the function ConflictQ, i.e. 
the conflict relations. Theoretically, the weaker is the conflict relation, the smaller 
is the probability that Conflict{) returns TRUE. In practice, the implementation of 
Conflict{) may vary. The traditional approach is implemented by simple table-lookup; 
while other approaches that exploit a larger amount of semantic information may involve 
other complicated data structures which will be discussed in the following sections. 
3.2 Conflict Relations -
3.2.1 Commutativity (COMM) 
Schwarz and Spector [SS84] proposed to use the commutativity relations to determine 
t 
conflict relations between operations. The intuitive idea of "commutativity" has been 
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illustrated in Section 2.3. Sometimes, two "commutative" operations can both be update 
operations for certain kinds of objects. To further illustrate the notion of commutativity, 
consider the following execution with a bank account object X (with an initial balance of 
$100). 
E x a m p l e 3.2.1 
Transaction Ti: deposit of $5 into account X 
Transaction T2： deposit of $20 into account X 
The above sequence is obviously not accepted under the strict two phase locking 
protocol based on the read!write model since deposit is an update operation. However, 
if we consider the case when using abstract data type, the scenario is different. The above 
sequence can be accepted as the response to both deposit operations are still OK and the 
state of object X is still $125 regardless of the serialization order. In short, the two deposit 
operations commute with each other. Therefore, the above sequence can be accepted. The 
formal definition of standard commutativity [BR92, KS88] is given as follows: 
Definition 3 An operation p commutes with another operation q if, for any state s, p-q 
is valid on s if and only if q-p is valid on 6, and p-q is equivalent to q.p on state s. 
To illustrate the idea of commutativity, consider the commutativity table of bank 
account operations (The commutativity table of queue object operations can be found in 
Appendix A). 
[deposit{i), ok] [withdraw{i), ok] [withdraw{i)^ no] [balance, i] 
X X X [deposit(j), ok] 
X X X [withdraw{j), ok] 
X X [withdraw{j)^no] 
X X [balance^ j] 
Table 3.1: Commutativity Table for Bank Account Operations 
In Table 3.1, a x means that the two operations do not commute. For example, let 
P be [deposit{i),ok] and q be [withdraw{j),ok]. The operation q does not commute with 
P because the condition that p-q is valid on a state does not in general imply q-p is valid 
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on s. In particular, if i = 50, j = 140 and s is the state of a bank account with $100, p-q 
is valid on 5, but q.p is not valid on s. As for Example 3.2.1, the execution sequence is 
accepted as there is no x in the corresponding entry in Table 3.1. 
3.2.2 Forward and Right Backward Commutativity 
Right Backward C o m m u t a t i v i t y ( R B C ) 
When update-in-place {UIP) recovery strategy is used, a single "state" is maintained 
for each object. When a transaction executes an operation, the current state is used 
to determine the response to the operation. In addition, the current state is modified 
immediately to reflect the effect of an operation. When a transaction commits, all the 
locks held by the transaction will be released. When a transaction aborts, the effects of 
the transaction have to be "undone" as if the transaction has never been executed before. 
Weihl has shown that, when using UIP, the conflict relation is required to contain the 
I 
complement of the right backward commutativity relation. The formal definition of RBC 
is shown as follows [Wei89a]: 
Definition 4 An operation q is said to right commute backward with another operation 
p if, for any state s such that p-q is valid on 5, q.p is valid on s and p-q is equivalent to 
q-p on state s. 
The right backward commutativity relation of a bank account object is depicted in 
Table 3.2 (the right backward commutativity table of queue operations can be found in 
Appendix A): 
_[deposit{i), ok] 认 腳 ( i ) , o/c] [u^it/icfr腳(i), no] [balance^ i] 
X X [deposit{j),ok] 
X X [withdraw{j)^ok] 
X [withdraw{j)^no\ 
X X [balance^ j] 
Table 3.2: Right-backward Commutativity Table for Bank Account Operations 
». 
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For example, let p be [deposit(i),ok] and q be be [withdraw{j),ok]. The operation q 
does not right commute backward with p because the condition that p-q is valid on a state 
does not in general imply q.p is valid on s. In particular, if i 二 50, j = 140 and s is the 
state of a bank account with $100, p-q is valid on s, but q.p is not valid on s. 
Forward C o m m u t a t i v i t y (FC) 
Defer red-update (DU) is a recovery strategy based on intention lists. The effect of a ~ 
transaction will not be incorporated into the state of the object until the transaction com-
mits. Each transaction maintains its own private workspace with a copy of the data object 
on which it makes changes. These changes are invisible to other concurrent transactions 
until that transaction commits. The base copy of the database is used to determine the 
response to the operation. When executing an operation, the operation will simply be 
appended to the intention list. When a transaction commits, the intention list will be 
applied to incorporate the "intended effects" into the objects. When a transaction aborts, 
the intention list will be discarded. Using this recovery strategy, the conflict relation is 
required to contain the complement of the forward commutativity relation [Wei89a]. The 
formal definition of forward commutativity is given as follows: 
Definition 5 An operation q is said to forward commute with another operation p if, for 
any state s such that both p and q are valid on s, then p-q and q.p are valid on s, and p-q 
is equivalent to q.p on state s. 
The forward commutativity table of bank account operations is given in Table 3.3 (the 
forward commutativity table of queue operations can be found in Appendix A): 
[deposit{i), ok] [withdraw(i), ok] [withdraw(i), no] [balance^i] _ 
X X [deposit(j), ok] 
X X [withdraw{j)^ ok] 
X [withdraw{j)^no] 
X X [balance, j] 
Table 3.3: Forward Commutativity Table for Bank Account Operations 
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For example, let p be [withdraw{i)^ ok] and q be [withdraw(j), o/c], p and q do not 
forward commute, because the condition that both p and q are valid on a state 5 does not 
in general imply that p-q and q-p are valid on the state s. In particular, if i = 50, j = 50 
and s = 90, both p and q are valid on s but p-q and q-p are not valid on s. 
Weihl has shown that conflict relations derived from right backward commutativity and 
forward commutativity are optimal in the sense that no weaker static conflict relations can 
ensure the correctness of the two phase locking protocol. In addition, we can see that -
the conflict table of COMM is a strict superset of that of RBC and FC, i.e. the conflict 
probability of protocol based on COMM is larger than those based on RBC and FC since 
it is more likely that a pair of operations conflict with each other when using COMM. 
3.2.3 Exploiting Context-Specific Information 
The intuitive idea of the protocols which exploits context-specific information in an 
execution [WA92b] is to combine the notion of RBC and FC to derive conflict relations 
between operations dynamically. We now illustrate how these protocols work. 
View of Operat ions 
We first illustrate the idea of "view" of an operation which is essential to the understanding 
of the mechanisms of these protocols. A "view" of an operation can be considered as the 
"serial state" used to determine the response to its invocation [Wei89a]. For example, 
let h be an operation sequence that contains all the committed operations on an object, 
say X , and C{p) be a set of uncommitted operations when operation p tries to act on X. 
Suppose p is the only operation from T that acts on the object. When UIP is used, the 
"view" of p includes h and all operations in C{p) and p must right commute backward 
with every operation in C{p). When DU is used, the "view" of p includes h only and p 
must forward commute with every operation in C{p). For the protocols in [WA92a], as 
a hybrid recovery scheme is employed, the way to construct the "view" of an operation 
is different. Under these protocols, the "view" of an operation includes h and a set of 
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operations, denoted as C v ( p ) , where Cv{p) C C{p). p must right commute backward with 
all operations in Cv{p) and forward commute with with all operations in C{p)\Cv{p) if p 
is to be executed concurrently with every operation in the object. 
Motivation 
Now, we motivate the use of context-specific information in an execution with the fol-
lowing example. Consider the operation sequence in Example 3.2.2 where operations p, ~ 
q and r are operations from transactions J\, T2 and T3 respectively; and they all act on 
the same bank account object X with an initial balance of $5. 
E x a m p l e 3.2.2 
Ti > p = X:[deposit(10), 0/:] 
T2> q = X:[withdraw{20),no] 
T3 > r = X:[withdraw{5), ok] 
The execution sequence in Example 3.2.2 cannot be accepted when UIP is used as the 
recovery strategy as a [withdraw(i),ok] operation does not in general right commute 
backward with a [deposit{j), ok] operation. When DU is used, a [deposit{j)^ok] operation 
conflicts with a [withdraw{i),no\ operation. However, if context-specific information is 
taken into account, the above execution sequence can be accepted. When p is executed, 
its view is an empty operation sequence, denoted as A. Obviously, p is valid in A and 
both Cy(p) and C(p) are empty. When q is executed, q is valid in 八.It does not forward 
commute but right commute backward with p. Thus, Cy{q) = {p} and C{q) = 0. Finally, 
^ right commutes backward with q and forward commutes with p. Therefore, the required 
view of r is Cy{r) = {g} and C(r) = {p}. r is valid in this view and the above execution 
can be accepted. 
Conflict Relat ion 
The "view" of an operation p is used to determine the response to p. However, to select 
Cv{p), we must know beforehand the response to p, otherwise, there is no way to determine 
if other concurrent operations in the same object right commute backward or forward 
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commute with p. This leads to the problem of circularity. This problem can be solved 
by adopting the following s t r a t e g y � A t first, the "view" of an operation includes h and 
every operation in C{p) (which is essentially the same as that in UIP). Then this "view" 
is refined by removing all operations q such that p forward commutes (but does not right 
commute backward) with q. After all these operations are removed from the view of p, if p 
right commutes backward with all the remaining operations in the view, then operation p 
is said to commute with all of the operations, and thus can be executed concurrently with ~ 
them. However, there are two possible situations where conflict occurs when executing a 
new operation p. 
1. In the refinement process, if removing an operation, say r, renders the response of 
p invalid, then p is said to conflict with r. For example, suppose the response to a 
withdraw operation, say p, is ok with respect to the original "view". After refining 
the view, the response to p becomes no when the new "view" is used to determine 
the response. Therefore, the response ok is not valid any more. Conflict then occurs. 
2. If there exists an operation, say r G C(p), such that r does not right commute 
backward with p. Then p is said to conflict with r. 
Note that the conflict relations derived in this protocol are not static but dynamic in 
the sense that the context-specific information is also used. For example, an operation, 
say p, may be able to get executed concurrently with a set of uncommitted operations, 
but may not do so if the context in the execution is changed. 
This protocol can be readily implemented by the strict two phase locking protocol. 
Suppose operation p from transaction T conflicts with some concurrent operations, T will 
be delayed until the requested lock is released (when other transactions that are holding 
the lock commit or abort). The conflict ratio is reduced as compared to that when only 
UIP or DU is used since it is possible that under different contexts, an operation can 
be considered as either compatible or incompatible with other concurrent operations. 
However, this can never happen when UIP or DU is used since the conflict relations 
». 
1 Actually, many other heuristic can be used to circumvent this problem. 
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derived from these two relations are static (determined before operations are executed). 
We will demonstrate in Chapter 6 and 8 that this reduction in conflict ratio can lead to 
a better performance in database systems. 
Using Ordered Shared Locks 
Note that shared and exclusive locks are used in the previous implementation (hereby 
denoted as MIX) and a transaction is blocked when there is conflict. We can apply a ~ 
kind of relationship between locks called ordered shared relationship [AE90] for executing 
conflicting operations concurrently. The intuitive idea of ordered shared relationship is that 
when an operation, say q, conflicts with another operation, say p, instead of establishing an 
conflicting relationship (an exclusive lock) between them, an ordered shared relationship 
is built up. q is said to have an ordered shared relationship with respect to p (denoted by 
p—q). The constraints imposed by the ordered shared relationship are: 
I 
• The execution of q must follow p 
• q must include p in its view 
• The transaction that involves q can commit only after the transaction that issues p 
has committed. 
In addition, q has shared relationships with all other operations which do not conflict 
with it. Note that a transaction is never blocked when it requests for locks and an 
operation can always be executed. However, when a transaction, say requests to 
commit, the commitment may be delayed since a transaction, say T2, that has ordered 
shared relationship with it (i.e. there is at least a pair of operations, say p and q where 
P is from T2 and q is from such that p-^q) may not have committed yet. Then T\ 
must be delayed until all such transactions have committed. In case when J\ also has an 
ordered shared relationship with T2, then circular waiting arises and deadlock occurs. To 
resolve deadlock, both and have to be aborted; and transactions that have ordered 
shared relationships with either or T2 will also be aborted. The result is cascading 
Chapter 3 Semantics-Based Concurrency Control Protocols 25 
aborts of transactions. This is certainly not a desirable feature since much "useful" work 
is wasted in aborting and restarting transactions. In Chapter 8, we find that there is 
indeed a degradation in the performance especially when data contention level and abort 
rate are high and the supply of physical resources is very tight. But as the supply of 
resources become plentiful, the situation is improved and this implementation (denoted 
as ORD) shows a very significant gain in concurrency. 
E x a m p l e 
Finally, we illustrate the mechanism of these protocols by means of the following examples. 
In Examples 3.2.3 and 3.2.4, X is a bank account object and the initial balances of X are 
assumed to be $10 and $0 respectively. 
E x a m p l e 3 .2.3 Example showing the change in response after refining the view of an 
operation 
I' 
Ti>p = X:[deposit{lO),ok] 
T2 > q = X:[withdraw{5),ok] 
T3 > r = X:[withdraw{l5),ok] 
After executing p, q and r, their corresponding views are : 
V ： C,{p) = 0, C(p) = 0 
q : = 0 , c{q) = {p} 
r : C„(r) = {q}， C{r) = {p} 
After eliminating p from the view of r, the state of X as viewed from r is only 5 
which renders the response of ok to operation r invalid. Therefore, r conflicts with p. 
When implementation MIX is used, r cannot be executed concurrently with p and q and 
is blocked. When implementation ORD is used, r is executed but an ordered shared 
relationship between p and r is established {p r) and the transaction T3 cannot commit 
before the transaction commits. 
E x a m p l e 3 .2.4 Example showing the construction of ordered shared relationships be-
tween locks 
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Ti>p = X:[deposit{10),ok] 
T2> q = X'.[deposit{9),ok] 
T3 > r = X:[withdraw{8),ok] 
T4 > s = X:[withdraw{9),ok] 
It can be verified easily that both Cy(p) = 0 and C八q) = 0. For operation r, its 
original view includes both p and q. As a [withdraw{i), ok] operation forward commutes _ 
with a [deposit{j), ok] operation, when refining the "view" of r, both p and q should be 
removed from the original "view". After removing q and its corresponding effect, the 
response to r is still valid. However, the response to r becomes no after removing p, 
therefore, r has an ordered shared relationship with p only (i.e. p—r). For operation s, 
since it right commutes backward with r, there is no need to remove r from the original 
"view" of s. By similar argument as for operation r, q should be removed, but the 
removal of q will render the original response to s invalid. Therefore, r has an ordered 
I 
shared relationship with respect to q and q should be included in the view of r. By similar 
argument, r also has an ordered shared relationship with respect to p (i.e. p—r and q-^r) 
Obviously, both r and s are successful withdraw operations, however, they depend (have 
different ordered shared relationships) on different operations. This is the consequence of 
exploiting context-specific information available in an execution. 
3.2.4 Relaxing Correctness Criterion by Allowing Bounded In-
consistency 
Another approach to enhance concurrency is to relax the correctness criterion of seri-
alizability. The idea is to allow the concurrency control protocol to accept some "non-
serializable" schedules. Wong and Agrawal's protocol [WA92b] which can tolerate bounded 
inconsistency is summarized below (hereby denoted as the bounded inconsistency ap-
proach) .Consider the following interleaved execution of two transactions on bank account 
objects X and Y, both with initial balances of $100 {update-in-place recovery strategy is 
assumed): 
Chapter 3 Semantics-Based Concurrency Control Protocols 27 
E x a m p l e 3.2.5 
Transaction Ti： withdraws $10 from account X 
Transaction T2： balance of $90 on account X 
Transaction T2： balance of $100 on account Y 
Transaction Ti: deposits $10 into account Y 
Obviously, the interleaved execution in Example 3.2.5 is not serializable even when 
type-specific approach [Wei89b] is considered, since the execution is not equivalent to any 
valid serial execution. In a serial execution, T2 would either see $100 in both accounts X ~ 
and Y or $90 in account X and $110 in account Y. 
Suppose now we permit balance operations to return values with bounded amount of 
discrepancy (inconsistency), say ±$15, then the above serial execution can be acceptable, 
since the discrepancy of the second balance operation is within the bound which can be 
tolerated by the balance operations. 
E x a m p l e 3.2.6 
Transaction Ti: withdraws $10 from account X 
, . I 
Transaction Ti： deposits $10 into account Y 
Transaction T2: balance of $90 on account X 
Transaction T2： balance of $100 on account Y 
When we compare the above two executions, we observe that both the interleaved 
execution and the serial execution lead the data objects to the same states. In addition, 
the responses to the operations in the interleaved execution are the same as that of the 
serial execution. Therefore, the interleaved execution is equivalent to the serial execution; 
hence the interleaved execution is serializable when bounded amount of discrepancy in the 
responses to the balance operations is allowed. In short, the idea of the bounded inconsis-
tency approach [WA92b] is to allow a bounded amount of inconsistency in operations so 
as to relax the correctness criterion for serial executions. And then the protocol accepts 
all the concurrent executions which are equivalent to these "correct" serial executions. 
Specif ication of O b j e c t 
To illustrate the model of the bounded inconsistency approach, we first show the speci-
fication of a bank account object which will be used throughout the rest of this thesis. 
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The specification of queue object is shown in Appendix B. Table 3.4 details the speci-
fication of a bank account object in this model. The state of a bank account object is 
the amount of money in the account. A transaction can invoke three kinds of operations: 
deposit, e-withdraw and e-balance. The response to deposit is always ok. The response 
to e-balance can be deviated from the actual state of the object by a certain amount, 
which is bounded by e. The response to a withdraw operation is ok when it satisfies 
the following precondition: the withdrawal is smaller than the amount of money in the ~ 
account or the amount overdrawn (z — amount) is within a certain bound e when the 
amount in the account cannot cover the withdrawal. Otherwise the response will be no. 
The idea of allowing bounded inconsistency in an operation is similar to non-deterministic 
responses [GMS91]. For each invocation, there may be more than one legal primitive ac-
tion which can be used to carry out the actual execution of the operation. However, 
at any time, only one of the actions will take effect. Indeed, different primitive actions 
represent different levels of inconsistency introduced by the operation. The action chosen 
for the execution is called the resolution of the operation. For example, return(b) can be 
a resolution of a lO-balance operation. In this case, the return value will be deviated from 
the actual balance by 5. A series of resolutions corresponding to an operation sequence is 
the resolution sequence. The set of all legal resolution of an operation p is called the "res-
olution set", denoted by RSp. The resolution set denotes the boundary of inconsistency 
that can be tolerated by the operation. 
Operation Resolution Set Description 
[deposit(i),ok] add(i) Action: amount amount + i 
Response: ok 
[e-withdraw(i),ok] m i n u s 0 < ^ < e Precondition: {amount S) > i 
Action: amount f - {amount — i) 
Response: ok __ 
[e-withdraw(i),no] null(i,(^), 0 < < e Precondition: {amount S) < i 
Response: no 
[e-balance,i] return((^), —t<6<e Response: {amount + S) 
Table 3.4: Specifications of a Bank Account Object with Bounded Inconsistency 
*. 
The symbol 8 in Table 3.4 represents the actual amount of inconsistency in a given 
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response. S changes when actions in an execution sequence are reordered. The possible 
values of S of all serialization orders are the potential amount of inconsistency of the 
operation and the range of potential inconsistency must be bounded by e. For example, 
return{S), —e < < e] (the resolution set of e-balance) denotes the range of potential 
inconsistency that can be tolerated by the e-balance. 
Right Backward C o m m u t a t i v i t y with B o u n d e d Inconsistency ~ 
It is shown in [Wei89b] for the traditional type-specific approach that when update-in-
place (UIP) is used for recovery, the conflict relation is required to contain the complement 
of the right backward commutativity relation (see Definition 4). Consider the following 
execution with the corresponding resolution sequence: 
E x a m p l e 3.2.7 
Ti > p 二 X : [e-6a/ance, i] Ti > X : [reiurn(5)] 
T2>q = X : [deposit{j),ok] T2> X: [add{j)] J 
I 
If p is a normal balance operations, q does not right commute backward with p as 
interchanging the execution order of the two operations leads to a change in response to . 
P, i.e. the two execution orders are not equivalent. But, when the notion of bounded 
inconsistency is incorporated into right backward commutativity, p and q can commute 
with each other. Consider if the order of the two operations is reversed, the resolution of 
the balance operation will become return{S — j ) . p is said to commute with q if the new 
resolutions of p and q are still confined in the resolution sets of the respective operations. 
In addition, p-q and q-p must be equivalent. As serialization order is determined only 
at commit time (for locking protocols), there can be several possible resolutions of an 
active operation. In the above example, the resolution of p can be either return{5) or 
return(5 — j ) depending on the serialization order. The working resolution set of an 
operation p is defined as the set of potential resolutions of p, denoted by wrs(p). An 
operation p with wrs{p) is denoted as p ||u;rs(p). We now give the definition of right 
backward commutativity with bounded inconsistency as follows [WA92b]: 
•. 
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Definition 6 An operation q right commutes backward with another operation 
p if for any state s such that p-q is valid on 5, then for any resolution sequence 
Op'Oq of p-q such that Op G wrs(p) and Oq G wrs{q), there exists an equivalent resolution 
sequence o'^-o^ for q-p such that when all such o'^ and o'^ are included in the wrs{p) and 
wrs(q), wrs(p) C RSp and wrs{p) C RSq. 
[depo3tt(»), oA:] [ei-»;tthdrow(t), ok] [t]-tt)tt/tdratu(t), no] . ‘�ei-<jatance’ 
= (<^1 - “ = (^ 1 ~[depo3«t(j),ofc] "“ 
_ t>pq(oi , 0,2) = (ai, 02 + «) ~ fpql^l • <^2)、= (<^1 • h + 亡2)、 fp^i^l • 2^) = (<^1.^2 + >) [t2-'^ 'thdrotu(j), ofc] 
• bpq(a"i, 02) = (ai 二 ,, a � [e2-ti;«thdrotu(j), no] 
• *'pq(ai • 0:2) = (Q1 . "2 + 0 bpq,(Qi, 02) = (QI - t, 02) [e“aicmce’jj 
Table 3.5: Right-backward Commutativity Table for Bank Account Operations 
Table 3.5 shows the extended right backward commutativity table for the bank account 
operations. (The commutativity table of queue operations can be found in Appendix C). 
In order to determine if two operations (from different transactions) conflict with each 
other, a forward resolution dilating function, fpq and a backward resolution dilating func-
tion, bpq are used, fpq and bpq calculate the new working resolution sets of operations 
P and q respectively after q is executed. If either wrs{p) or wrs{q) is not within their 
corresponding resolution set, p and q are said to conflict with each other. Otherwise, they 
can be executed concurrently. 
If a resolution dilating function is omitted in an entry of the commutativity table, the 
function is an identity function. It is assumed that the resolution set for each operation 
in a given column and row to be ((^1,(^2), and (a i ,a2 ) respectively. For an t-operation, 
the initial working resolution set is (0,0) and its resolution set (RS) is ( - e , e). 
E x a m p l e 
The strict two phase locking protocol is used to ensure that interleaved executions of 
transactions are serializable. Two operations p and q conflict with each other if q does 
not right commute backward with p. In such case, the strict two phase locking protocol 
will delay the transaction that issues q until the transaction that issues p commits or 
aborts. ‘ 
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To illustrate how the protocol works, consider the following example of two trans-
actions Ti and T2 on objects X and Y with initial balances of $100. Ti is an update 
transaction while T2 is a query. 
E x a m p l e 3.2.8 
Ti> p = X : [deposit{10),ok] 
T2> q = Y : [balance, 100] 
Ti > r = F : [withdraw{10),ok] 
T2> s = X : [balance, 110] -
Obviously, the execution will not be accepted if the standard right backward com-
mutativity table is used to derive conflict relation, as a balance operation conflicts with 
both deposit and withdraw operations. This execution can even lead to deadlock as Ti 
is blocked by T2 when it issues r and T<i is blocked by Ti when it tries to execute s. 
Therefore, 7] and T2 cannot be executed concurrently. 
However, if an inconsistency of 士 15 is allowed in balance operations q and 5, the 
scenario will be different. ' 
Operation wrs(p) wrs(q) wrs(r) wrs(s) 
Ti)p = X\ [deposit(l{)),ok] (0^ - - -
T2�q = V : [15-baiance, 100] (0,0) (0’ 0) - -
Ti}r = V : lwithdraw(5), ok] (0,0) (0,5) (0,0) -
T2}s = X :ll5-balance,110] (0,5) (0,0) (0,10) 
Table 3.6: An Example Showing how Working Resolution Sets are updated for UIP. 
From Table 3.6, after executing r, the working resolution set of q is dilated to (0,5), 
which is still within ( - 15 ,15 ) . That means r does not conflict with q. Similarly, the 
execution of s does not dilate the working resolution set of operation p to exceed its 
own resolution set. Thus, by allowing a bounded amount of inconsistency in the balance 
operations, T\ and T^ can be executed concurrently. 
Chapter 4 
Related Work 
In general, semantics-based concurrency control protocols can be classified into two cate-
gories. The classification is based on the kind of "semantics" exploited by the protocol. In 
the first category, the protocol exploits the semantics of transactions. This approach de-
fines concurrency properties on transactions according to the semantics of the transactions 
and the data they manipulate. Interleavings of transactions are explicitly constrained by 
specifications on transactions. In the second approach, the semantics of objects is utilized 
and concurrency properties on abstract data types are defined according to the semantics 
of the data type and its specification [SZ89]. . 
4.1 Exploiting Transaction Semantics 
One of the earliest approach of using semantic knowledge of transactions for increasing 
concurrency is proposed by Garcia-Molina [GM83] in which the concept of breakpoints is 
introduced to divide a transaction into different atomic steps. Transactions are catego-
nzed into different semantic types which are associated with a compatibility set. Trans-
actions that belong to the same compatibility set can be interleaved arbitrarily; whereas 
transactions from different compatibility sets cannot interleave at all. According to the 
semantics of the transactions (semantic type or compatibility set), the scheduler may 
allow the transactions to be interleaved at the breakpoints without violating the consis-
tency constraints. Therefore, concurrency can be improved by allowing non-serializable 
but acceptable executions. In [Lyn83], the concept of multilevel atomicity is proposed as 
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a generalization of the two-level atomicity in [GM83] under the designation of compatibil-
ity sets. In this approach, the interleaving set of transactions is hierarchically structured. 
This approach is especially suitable for applications with transactions that have a nat-
ural hierarchical structure as derived from the hierarchical structure of an organization. 
The concept of breakpoints and interleaving sets are further extended and generalized 
by Farrag and Ozsu [F089]. Their approach assumes fewer constraints on the allowable 
interleavings among transactions. The main difference of their approach is that no h i - “ 
erarchical structure of interleaving transactions is required. In addition, a new class of 
"safe" schedules called relatively consistent schedules which contains both serializable and 
non-serializable schedules is proposed and it has been proved that consistency cannot be 
violated by executing such "safe" schedules. In addition, they proposed a graph which 
is used to recognize the execution which is equivalent to correct execution. However, the 
problem with their approach is that the recognition process has exponential complexity. 
Agrawal et al. [ABEK94] proposed the ideji of relative serializability to relax the atom-
icity of transactions by incorporating semantic information of transactions. An efficient 
(polynomial) graph-based tool has been developed for recognizing relative serializable . 
schedule. Other works on multilevel transaction management includes Weikum [Wei91 
in which level of each transaction is fixed. He proposed to utilize layer-specific semantics 
in a layered architecture so as to increase the concurrency of a database system while 
the issues of conflicts on the storage representation level are also addressed. Exploitation 
of semantic information of transactions is also introduced in [AW85] in which knowledge 
^bout the transactions are employed so that transaction activities can be increased during 
the partitioning of distributed databases. 
Actually, the breakpoints approach and the bounded inconsistency approach [WA92b 
are two orthogonal approaches. The breakpoints approach uses the semantics of transac-
tions while the bounded inconsistency approach mainly uses the semantics of operations 
and objects which will be discussed in next section. The main drawback of the break-
Points approach is that the modularity principle of the system design is violated, because 
when a transaction is modified or added to the system, the breakpoints of all the other 
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transactions may need to be updated. Therefore, one has to study the whole system 
before one can modify or design just a single transaction which may access a few objects 
only. Thus, it is not clear if these approaches will be effective in a large general-purpose 
database. 
4.2 Exploting Object Semantics 
In the second category, the concurrency of a database system is enhanced by using the 
semantics of data objects through the definition of abstract data types [SS84, WL85, 
Wei89b], in which an object can only be accessed through the set of atomic operations 
defined by its abstract data type. Global atomicity (atomic execution of concurrent 
transactions) is defined by the semantics of data types and their operations. It is preserved 
through the use of localized concurrency control on each data objects. To ensure global 
atomicity, each object must ensure a local atomicity properties. Dynamic atomicity and 
hybrid atomicity are two of the local atomicity properties. They define the notion of 
conflict relations between operations using commutativity and serial dependency relations. 
The notion of commutativity has attracted much attention and many protocols have 
been devised. Weihl [Wei89a] has shown that different notions of commutativity are 
needed to cope with different recovery strategies. The executions of different transactions 
on an object can be interleaved with each other if their operations commute. For locking 
protocols that employ semantic information of data objects, when a transaction invokes 
an operation, the operation is executed if it commutes with every other active opera-
tions. The approach that exploits context-specific information differs from the above 
approach in that the conflict relations derived are dynamic. On the other hand, conflict 
relations based on the serial dependency relation satisfy the hybrid atomidty property. 
The intuitive idea of serial dependency relation is that an operation, say p, depends on 
an operation q if q can invalidate p when q is inserted before p in a sequence. Herlihy and 
Weihl [HW88] showed that the protocols based on hybrid atomicity is less restrictive and 
can achieve at least as much concurrency as commutativity-based protocols. 
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The concept of recoverability is introduced in [Had88]. They defined a class of sched-
ules in which no transaction commits before any transaction on which it depends. How-
ever, they have not taken into account the semantics of individual operations. This has 
been refined by Badrinath and Ramamrithan in [BR92] where the notion of cascadeless 
histories is defined. These histories contain operations with richer semantics than the 
read/write objects and operations. Recoverability is refined to ensure that the histories 
are cascadeless. The drawback of this approach is that recovery for aborted operations in “ 
cascadeless histories is complicated and cannot be performed by simply executing inverse 
operations. 
The approach of using abstract data types enhances modular design of a database sys-
tem in two aspects. First, the global atomicity property (serializability) can be guaranteed 
when the local atomicity property, such as dynamic atomicity [Wei84] or hybrid atomic-
ity [HW91], is maintained at each individual object. Second, one can design a transaction 
after one has studied the specifications of tjie transaction and the data objects accessed 
by the transaction, because it can be assumed that the transaction is executed indepen-
dently and sequentially with respect to the other transactions, since serializability is the 
correctness criterion. Indeed, the approaches in [WA92b, WA92a] are extensions of this 
paradigm. 
4.3 Sacrificing Consistency 
Degree-two consistency [GLPT75] is one of the earliest approaches to improve performance 
in database systems by sacrificing consistency. The locking protocol for degree-two consis-
tency is designed for objects that can only be read or written. In contrast to the two phase 
locking protocol, shared locks may be released at any time and locks may"be acquired 
at any time. Exclusive locks cannot be released until the transaction terminates. The 
main drawback of this approach is that the correctness criterion is not relaxed based on 
the semantics of the transactions and data objects and hence the application or the user 
must be very careful in interpreting the results from transactions based on degree-two 
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consistency. Furthermore, the inconsistency introduced by such transactions to the user 
and to the database is not bounded. 
Recently, Garcia-Molina and Salem have suggested to extend the specifications of ab-
stract data objects to allow non-deterministism in the responses of operations [GMS91]. 
By using this approach, the constraint for the interleaved execution of operations on an 
object is weaker than the one derived from the commutativity of operations, and hence 
it increases the concurrency in the system. The drawback of using this approach is that ~ 
the amount of inconsistency introduced to a transaction may be unbounded. In [KB91], 
the notion of N-ignorant transaction in which a transaction may ignore the results of at 
most N prior transactions is introduced to increase concurrency at the expense of consis-
tency. Although the number of transactions that are ignored is bounded, the inconsistency 
introduced by N-ignorant transactions may be unbounded. 
t-Serializability[ESH), which motivates the bounded inconsistency approach [WA92b], 
was proposed by Pu et al. [PL91, WYP92].„They use the number of non-SR conflicts as 
a measure of inconsistency. An execution is allowed when the inconsistency is within a 
certain bound. However, as this inconsistency does not depend on the semantics of the . 
transactions and objects, it is quite possible that the amount of inconsistency in terms 
of the semantics of the transactions and data objects is unbounded. In addition, in this 
approach, only read-only transactions can tolerate inconsistency. In [KR92], Kamath 
and Ramamrithan proposed the notion of hierarchical inconsistency bound that allows 
inconsistency to be specified at different levels. This approach attempts to provide a finer-
grained control over the inconsistency of epsilon transactions. In addition, they have ex-
tended the time-stamped algorithm and have evaluated the performance in [KR93]. They 
have shown experimentally that by allowing inconsistency in an execution, the throughput 
and concurrency provided by the system can be enhanced. Their results are consistent 
with the findings in our performance study. In [RP93], the idea of e-Serializability is 
extended by using the semantics of objects to define inconsistency. In this approach, the 
inconsistency that can be tolerated by a transaction is bounded by the export and import 
limit. The inconsistency imported by a transaction is the sum of inconsistency imported 
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by each read-only operation in the transaction; while the sum of inconsistency exported 
by each update operation in the transaction gives the exported inconsistency. However, 
when there are different kinds of objects in a transaction, it may be difficult to calculate 
the imported and exported inconsistency of a transaction. This is because summing the 
imported or exported inconsistency of two operations on different kinds of objects (e.g. 
bank account objects and queue objects) may be not meaningful. 
The bounded inconsistency approach differs from the above approaches in the following “ 
ways: (i) The objects in the database are derived from abstract data types which enable 
a modular design of the system, (ii) The semantics of a transaction is captured by using 
^-operations^ which allow an object to return a response with a bounded amount of 
inconsistency, (iii) Inconsistency is bounded per operation rather than per transaction. 
4.4 Other Approaches 
• 
In [AES93] three correctness criteria for histories are defined. The first correctness crite-
rion is called consistency which admits non-serializable histories that are acceptable to the 
users under their specification. The other two criteria are called order ability and strong 
orderability which are generalizations of view and conflict serializability respectively. In 
addition, left-commutativity is also proposed so as to exploit the semantic information 
of database. In [AE90], the idea of constrained sharing is proposed. Constrained shar-
ing is a new mode of implementing locks. The idea is to allow transactions to obtain 
conflicting locks on the same object. A family of locking protocols based on constrained 
sharing is developed. The strictest one is the two phase locking while the most permissive 
one recognizes all conflict-preserving serializable histories. In fact, ordered shared lock is 
adopted in the protocols illustrated in [WA92a] in order to execute conflictiiTg operations 
concurrently. 
Some work has also been done to improve concurrency by using the explicit semantics 
of aggregate fields. Fast path [GK85] allows programmer to make special requests to 
VERIFY and MODIFY a data object without locking it. Its idea is to replay the series 
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of VERIFY requests when a transaction commits in order to make sure that all the 
MODIFY commands can be applied. In [Reu82], Renter further improved this idea to 
guarantee that VERIFY and MODIFY requests that succeed will never be denied during 
later commit processing. His idea is to maintain the range of uncertainty of the data 
values and make sure that the successful VERIFY conditions will not be violated later. 
Actually the idea of working resolution set in the bounded inconsistency approach is 
similar to the range of uncertainty in [Reu82]. The escrow algorithm [0,N86] proposed -
by O'Neil further improved this idea by reserving the resources that a transaction will 
potentially use. All successful escrow operations are logged. Before executing an escrow 
operation, the log will be examined to find out the escrow quantities of all uncommitted 
transactions. Then the transaction makes a worst-case decision to determine whether it 
can proceed. The problem with these approaches is that they are ad hoc, and no formal 
model exists to reason about the correctness of transaction executions in such systems. In 
contrast, the bounded inconsistency model [WA93] can be easily adopted to incorporate 
such optimizations in a high-performance database system. 
> * • 
Chapter 5 
Performance Study (Testbed 
Approach) 
In order to compare the performance characteristics of concurrency control protocols 
based on the read/write model and the abstract data type model, we have built a pro-
totype system and implemented the protocols that we have discussed in Chapter 3. The 
performance characteristics of these protocok and the comparisons between them are pre-
sented in Chapter 6. In this chapter, we first illustrate the structure of this prototype 
system and the parameter settings of our experiments. • 
5.1 System Model 
The model used in our prototype system is a closed model. This is similar to Riedl's 
dosed experiment approach [Rie90]. We have chosen to use this model because the results 
of closed experiments are consistently easier to interpret than those in open experiments 
and multi-programming level can be controlled easily. . 
5.1.1 Main Memory Database ' 
The database is modeled as a collection of data objects which are residing in the main 
niemory. The reasons to implement a main memory database instead of a disk-resident 
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based database i are : 
• The main focus of this study is to investigate the overhead of the semantics-based 
protocol. We would like to minimize the effect of other sources of overhead such 
as disk access so that the effect of the overhead of the protocol can be singled out. 
Effectively, adding disk access adds an extra overhead to the concurrency control 
process when processing each operation. Then the effect of concurrency control _ 
overhead becomes less prominent. 
• Main memory database is becoming more popular as some of the advanced applica-
tions such as some real-time applications are gaining importance. These applications 
must be memory-based in order to meet its real-time constraints [GMS92]. There-
fore, it is reasonable to investigate the performance of various CC protocols in a 
main memory environment. 
5.1.2 System Configuration 
We assume that the main memory is large enough to hold the whole database. The system • 
consists of two major components: a transaction generator and a database server as shown 
in Figure 5.1. The transaction generator simulates a number of clients (specified by the 
multi-programming level, or MPL) and generates transactions which consist of a number 
of operations. The server is composed of a scheduler (CC), a ready queue, a block queue 
and a main memory database. One of the reasons that we built a real server is that we 
Wanted to study the overhead and the implementation issues of different semantics-based 
protocols. The client (transaction generator) and the server are implemented on a Sun 
Sparcl and a Sun Sparc 2GS machines respectively. They are running UNIX and are 
connected by a local area network. The communication between them is through message 
passing. In order to minimize the disturbances caused by the traffic over the network, the 
traffic between the two machines is isolated from the network by means of a bridge. 
^The performance characteristics of different protocols under a disk-based database system will be 
investigated by a simulation model in later chapters. 
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Figure 5.1: The System Model 
5.1.3 Execution of Operations 
As all the objects reside in memory, an update to an object is effectively an update to 
the memory. In this implementation, the issue of crash recovery is not addressed. The 
experiments are performed using two kinds of abstract data objects, namely the Bank 
Account Objects and the Queue Objects. Ba^k account objects represent a class of data 
types with simple operations which require a small execution time. On the other hand, 
the queue objects represent a class of data types with complex operations which require . 
a larger execution time. In addition, a bank account object is a generalization of a 
counter object. In particular, if the response to a withdraw operation is always "OK" 
(i.e. overdrawn of a bank account is allowed), then a bank account object is actually an 
ordinary counter object which is a common data type in many applications. 
After a new operation (invocation) is generated from the transaction generator, it will 
be sent, to the server through the local area network. The operation will be placed at the 
end of the ready queue and then scheduled by the CC. The CC will take an operation 
P from the head of the ready queue. Suppose operation p is executed on object X from 
transaction T. The CC will determine if p commutes with all the concurrent' operations 
in X which do not belong to T. If p does not commute with some of the operations, 
then conflict occurs. Operation p will be blocked and placed in the block queue for later 
consideration. Otherwise, the operation will be included into the concurrent set (set of 
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active operations) of object X and the response will be returned to the transaction gen-
erator. The effect of the operation will be incorporated into the data object immediately 
when update-in-place (UIP) is used and the new operation is appended to the intention 
list when deferred update [DU) is used. Upon receiving the response from the database 
server, the transaction generator will generate another operation for this transaction. If 
all the operations of the transaction have been generated, a Commit message is generated 
to notify the server about the end of this transaction. When DU is used, the intention -
list will then be applied to the base copy of the database to effect the changes. 
5.1.4 Recovery 
Deadlock detection is initiated whenever a transaction, say T, is blocked If deadlock is 
detected, transaction T will be aborted. When update-in-place recovery strategy is used, 
we need additional mechanisms to cancel the effects of an aborted transaction. This can 
be accomplished by executing a series of inverJie operations [SWY93, RKS93] to neutralize 
the effects of the transaction. 
An aborted transaction will be restarted later (the transaction generator will re-submit 
a transaction upon receiving an abort message from the database server). All the oper-
ations that are "waiting" for the locks held by the aborted transaction will be removed 
from the block queue and executed. All the locks held by a transaction will be released 
when the transaction commits and all those blocked operations waiting for these locks 
will be removed from the block queue and executed. Once a transaction is finished, a new 
transaction from the same client will be generated. 
When shared and ordered shared relationships [AE90] between locks are used, p will 
be executed even when there is conflict. However, an ordered shared relationship will 
be established between T and those transactions that issue operations conflicting with 
P； and T cannot commit until all these transactions have committed. We maintain this 
^Deadlock detection is accomplished by constructing wait-for-graph {WFG) which is described in 
Appendix D. 
». 
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dependency relationship by means of a dependency graph, denoted by Gord which is 
a directed graph. Suppose operation p of transaction T\ conflicts with operation q of 
transaction T2, then an edge pointing from to T2 will be added into Gord. Transaction 
T is allowed to commit only when one of the following conditions are satisfied : 
• T is not in Gord 
• There is no outgoing edge from T to other transactions. -
Therefore, when a transaction, say T, commits, the transaction manager checks if any 
of the above two conditions is satisfied. If not, the commitment of T must be delayed. 
Otherwise, the transaction commits and all incoming edges of T will be removed from 
Gord- When a cycle is found in Gord, deadlock arises and all transactions involved in the 
cycle must be aborted and restarted. 
5.2 Parameter Settings and Performance Metrics 
The maximum number of active transactions that can be allowed in the system is the 
multi-programming level (MPL). The length of a transaction is the number of oper-
ations executed by the transaction. The parameter Transaction.Length is distributed 
uniformly between Min.Length and Max.Length so that the average transaction length 
is (Min.Length+Max.Length)/2. 
We have conducted experiments under different multi-programming levels, beginning 
from 10 to 200. Bal.Probability, Dep.Probability and With.Probability denote the prob-
ability that the balance, deposit and withdraw operations will be generated respectively; 
while Enq.Probability and Deq.Probability denote the probability that the enqueue and 
dequeue operations will be generated. 
The values chosen for the parameters are listed in Tables 5.1 and 5.2. Some of the 
values are chosen similar to that in [BR92, ACL87]. We have conducted some preliminary 
studies using different database sizes such as 10,000 and 50,000, but since the conflict ratio 
-
^The details of implementation of Gord are also included in Appendix D. 
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Parameters Values 
Database size 1000 
Transaction Length 6 steps 
Min.Length 4 steps _ 
Max.Length 8 steps 
MPL — 10, 25, 50, 75, 100, 125, 150, 175, 200 
Bal.Probability 1/3 
Dep.Probability 1 7 3 
With.Probability | 1/3 
Table 5.1: Experiment Parameters and Their Values (Bank Account Objects) 
I' 
Parameters Values 
Database size 1000 
Transaction Length 6 steps 
Min.Length 4 steps 
Max.Length 8 steps 
MPL - 10, 25, 50, 75, 100’ 125, 150，175，200" 
Eng. Probability 1/2 — 
Deq.Probability 一 1/2 
Table 5.2: Experiment Parameters and Their Values (Queue Objects) 
•. 
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(probability that an operation experiences conflict) is relatively small and the throughput 
of various protocols are not significantly different. We then decrease the database size to 
1000 such that a reasonable conflict and restart ratio are yielded which allow interesting 
performance behavior to be observed. In addition, we can view the 1000 data objects as 
the set of "hotspot" data in a very large database in which a good concurrency control 
for the hotspot data is critical to the performance of the system. 
The main performance metric used in our evaluation is the throughput of the system. “ 
The throughput is measured as the number of transactions completed per second. The 
other two metrics are restart ratio and conflict ratio. Restart ratio is the average num-
ber of restarts of a transaction and the conflict ratio is the average number of blocking 
experienced by an operation. Another metric that we concern is the blocking ratio which 
measures the proportion of transactions in the system that are in the blocked state. 
Chapter 6 
Performance Results and Analysis 
(Testbed Approach) 
The results of the experiments using the prototype system are presented in this chapter. 
In order to have a fair comparison of the performance of different protocols, all the exper-
iments are designed to complete the same amount of work, i.e. the experiments are run 
under various multi-programming levels until a fixed number of transactions have com-
mitted. Each experiment is repeated several times to eliminate the random disturbances 
caused by the load of the workstations and to obtain a 90% confidence interval which 
lies within 士4% points of the mean value of the performance metrics. To analyze the 
results，we need an objective standard. We have suggested in Chapter 2 that the practi-
cal "concurrency" (refer to Section 2.4) of a protocol is a fair and objective indicator for 
measuring and comparing the performance of different protocols. This indicator will be 
used throughout the following discussion. 
6.1 Read/Write Model vs. Abstract Data T y p e 
Model . 
In this 
section, we compare the traditional protocol based on the readjwrite model with 
the semantics-based protocols based on the abstract data type model. The objective of 
this set of experiments is to determine if semantics-based protocols are more efficient than 
» . 
the traditional protocols based on the readjwrite model. In this comparison, we have 
46 
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performed a series of experiments using several protocols. For the read/write model, there 
are two implementations, namely RWc and RWs. For the abstract data type model，we 
have used three protocols, namely COMM, RBC and FC, which derive conflict relations 
between operations using the commutativity, the right backward commutativity and the 
forward commutativity respectively. The objects used in the experiments are the bank 
account objects. 
For implementation RWc, the bank account operations are implemented on the client “ 
side by using a sequence of read and write operations as shown in Figure 6.1. For example， 
Deposit $Delta into Account X 
Read Account-Balance from Account X 
AccountJBalance := Account-Balance + Delta 
Write Account-Balance to Account X 
Return response OK 
Withdraw $Delta from Account 
Read AccountJBalance from Account X 
if (Account_Balance > Delta) { 
Account-Balance := Account-Balance - Delta 
Write Account-Balance to Account X 
Return response OK 
} else { 
Return response NO 
} 
Get the balance of Account X 
Read Account-Balance from Account X 
Return Account-Balance of Account X as response 
— 
Figure 6.1: Implementation of Bank Account Operations using the read/write model 
a deposit operation is implemented by a pair of read and write operations and a balance 
operation is implemented by a read operation. Effectively, a deposit operation obtains an 
exclusive write lock on an object while a balance operation obtains a shared read lock. 
Therefore, a balance operation is compatible (not conflict) with balance operations only, 
while a deposit operation conflicts with all other operations. -
Figure 6.2 (a), (b) and (c) show the results of the experiment. In particular, Fig-
Ure 6.2 (a) shows the throughput of the system using different protocols under different 
咖It i -programming levels. The throughput under implementation RWc (the curve la-
beled by RWc) is significantly lower than that of using protocols COMM, RBC and FC 
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Figure 6.2: Comparison of the read/write model with the abstract data type model 
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(the curves labeled by COMM, RBC and FC respectively). The peak throughput of im-
plementation RWc is only 25% of that using semantics-based protocols (RBC and FC). 
In addition, thrashing occurs at a much smaller multi-programming level, MPL = 25; 
while peak throughput is attained at MPL = 75 when semantics-based protocols are 
used (see the curves with labels RBC and FC). There are two reasons that attribute to 
this result. The first reason is that the conflict ratio is higher when using implementa-
tion RWc. Figures 6.2 (b) and (c) show the conflict ratio and the restart ratio. With “ 
the read I write model (implementation RWc), the conflict ratio (see Figure 6.2 (b)) in-
creases sharply as the multi-programming level increases. This is because when using the 
read/write operation to implement the atomic bank account operations, the deposit and 
withdraw (with response OK) operations conflict with all other operations as deposit and 
withdraw obtain an exclusive write lock on an object. This leads to a higher conflict ratio 
ttian when using semantics-based protocols. Higher conflict ratio means that transactions 
Waste more time in the blocked state which Jeads to a smaller throughput. The second 
reason is the inefficient implementation of bank account operations. For the read/write 
rnodel (implementation RWc), two operations are needed to implement a deposit and 
a successful withdraw operation, leading to a significantly larger number of invocations 
(i.e. the effective average transaction length becomes longer) than using semantics-based 
protocols. This causes a decrease in the throughput of the system. In addition, invoca-
tions and responses have to go through the network; when network overhead is large, the 
situation can further be aggravated. We are thus motivated to have another implemen-
tation which can eliminate the extra overhead in the network. In this implementation 
(denoted by RWs), the code for bank account operations is implemented on the server 
side. For example, when a deposit operation is invoked, the corresponding code on the 
server will invoke a sequence of read and write operations on the object. Effectively, an 
exclusive lock on the object is obtained when the operation is withdraw or deposit (which 
is essentially the same as RWc). In this implementation, the number of invocations and 
responses is comparable to that of the semantics-based protocols. 
». 
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In Figure 6.2 (a), from the curve denoted by RWs, we observe a rather significant im-
provement in the throughput over the implementation RWc (the curve labeled by RWc). 
The peak throughput of implementation RWs almost triples that of implementation RWc 
and the thrashing point shifts from MPL = 25 to around MPL = 60. This is due to 
the fact that the conflict and restart ratios (as shown in Figures 6.2 (b) and (c)) have 
decreased acutely and the number of operations involved is smaller under this implemen-
tation. The decrease in the network overhead also contributes to the boost in throughput “ 
since the network overhead [ T n ) is dominant when compared to the overhead of per-
forming concurrency control {Tconfiict) and executing operations (5). Although significant 
improvement over RWc when using RWs can be observed, the semantics-based protocols 
(labeled by curve COMM, RBC and FC) still outperform implementation RWs especially 
under high multi-programming levels. This is due to the lower conflict ratio when seman-
tics of objects and operations is exploited. For semantics-based protocols, the conflict 
ratio is only 50% to 60% of that using implepientation RWs. This verifies that if we can 
exploit the semantics available in objects and operations, we can significantly increase 
the throughput. Such a result can also support our assumption that the effect of conflict 
ratio on the performance of a system is significant. 
Now, we are going to compare the performance among the semantics-based protocols 
COMM, FC and RBC. For commutativity, the number of conflict entries in the conflict 
table is larger than that of the right backward and forward commutativity. This means 
讯e probability that an operation experiences a conflict with other operations is higher 
for COMM (larger value of p^) than that of RBC and FC. In Figure 6.2, we notice that, 
with FC and RBC, the peak throughput has increased and the thrashing point shifts to 
吐e right when compared to COMM. This verifies Hypotheses 1 and 2 in Section 2.5 since 
^ B C and FC have weaker conflict relations than that of COMM. " 
The results of experiments using queue objects are depicted in Figure 6.3. It is in-
teresting to point out that the throughput of the systems for bank account objects using 
DU and UIP strategies are similar. From this observation, we can conclude that the 
overheads for DU and UIP recovery strategies are similar in a main memory database. 
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However, the throughput of the system for queue objects using deferred update strategy 
is significantly higher than that using the UIP recovery strategy. This is attributed to 
the fact that for queue objects, the number of conflict entries in the conflict tables for 
deferred update strategy is smaller than that of the update-in-place recovery strategy (see 
Appendix A). Another reason is that when a transaction aborts, the effects of this trans-
action have to be "undone". This involves "enqueue" and "dequeue" operations (which 
are more time consuming than incrementing or decrementing a value as for bank account ~ 
objects in a main-memory environment). However, when DU recovery strategy is used, 
the intention lists of the transaction is simply discarded which makes DU more desirable 
when restart ratio is high. 
^ 1 1 1 1 1 I 1 , 1 0.51 1 1 1 1 1 , , 
, E . + R B 。 0 .45 • + R B C IT 
• . , J 
0 20 40 60 80 I M 120 140 160 180 2 0 0 ®0 20 40 6 0 8 0 100 120 140 160 1B0 2 0 0 
M P L M P L 
(a) Throughput (b) Conflict Ratio 
0.31 1 , , , , , —R , 
M C O M M / / 
� J 
-0.06 L 1 1 1 1 1 1 ‘ • ‘ 
0 20 40 6 0 80 100 120 140 160 180 200 
M P L 
(c) Restart Ratio 
Figure 6.3: Comparison of RBC and FC (Queue Objects) 
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6.2 Using Context-Specific Information 
In this section, we investigate the protocols (MIX and ORD) [WA92a] that exploit context-
specific information of an execution and derive conflict relations dynamically. Theoreti-
cally, these protocols promise a higher degree of concurrency, however, due to the dynamic 
nature of conflict relation derivation, a larger overhead is involved. When compared with 
the protocols COMM, RBC and FC, the extra overhead involved is the construction and _ 
manipulation of the "view" (see Section 3.2.3 in p.21). 
Theoretically, the conflict relations of these protocols are weaker than that of other 
semantics-based protocols such as RBC, FC and COMM. Therefore, conflict and restart 
ratios can be reduced especially under high multi-programming level as shown in Fig-
ures 6.4 (b) and (c). From our observation in Figure 6.4 (a), the protocol (the curve 
labeled by MIX) only slightly outperform RBC and FC. There is only a slight increase in 
the peak throughput at MPL = 75 (an increase of around 10%). However, we expect the 
尊' 
protocol to perform much better in disk-resident based database because the overhead of 
the protocol is relatively small as compared to the overhead of disk I/O. A similar result 
is obtained for queue objects as shown in Figure 6.5. 
As we have mentioned in Chapter 3, by exploiting the context-specific information in 
an execution and using shared and ordered shared relationships between locks, no trans-
action is delayed except when a transaction requests commitment. Absence of conflict 
can have a major effect in increasing the throughput since no time is wasted in the block 
queue. However, in this protocol, cascading aborts are possible. This is definitely unde-
sirable since much "useful" work will be wasted in aborting and restarting transactions, 
f i gure 6.6 shows the result of the experiments. With protocol ORD, there is a 20% in-
crease in the peak throughput over the protocol RBC and FC for bank account objects; 
while there is almost a 30% increase in the peak throughput for queue objects. In addi-
tion, there is a moderate shift of thrashing point from MPL = 75 to MPL = 100 for both 
bank account objects and queue objects, i.e. the protocol can execute more transactions 
concurrently without thrashing. We also notice that there is a significant increase in the 
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Figure 6.6: Using Context-Specific Information with Ordered Shared Locks 
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throughput when using protocol ORD especially when the multi-programming level is 
high. When MPL > 150, the throughput of protocol ORD almost doubles that of the 
traditional simple semantics-based protocols (RBC and FC). Thus, we can conclude that 
extra concurrency provided by this protocol can compensate for the overhead of the 
protocol and the large amount of work loss due to cascading aborts. As for protocol 
MIX, we also expect the improvement to be more significant when ORD is used in a 
disk-resident database. ~ 
6.3 Role of Conflict Ratio 
We have demonstrated in the previous sections that by exploiting the semantic information 
available in the system, the "performance" of the system can be boosted. The results 
indicate that the smaller are the conflict and restart ratios, the better is the "performance" 
of the system. However, the importance of the roles of conflict and restart ratios are not 
clear and the way they interact with each other is still rather subtle at this stage. In this 
section, we try to uncover this relationship. 
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Figure 6.7: Throughput vs. Blocking Ratio 
Figure 6.7 shows the relationship between the throughput and the blocking ratio. 
Por protocol RWs, the system starts thrashing when the blocking ratio is around 30% 
which matches with the the findings in [Tho92]. This shows that our model is consistent 
With previous work and it implies that our comparison of the read/write model with the 
Semantics-based protocols is meaningful. 
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From Figure 6.8, we notice that the system starts thrashing when conflict ratio is 
around 0.9 (hereby denoted as thrashing pc) with different protocols used. This verifies 
the above prediction that the system starts thrashing when the conflict ratio is at a fixed 
level. In addition, from Figure 6.8, the peak throughput increase as the "concurrency" 
provided by the protocol increases. This justifies our assumption that pc is the dominant 
factor in affecting the response time of an operation. Therefore, by Equation 2.1，the 
response time of an operation running under different protocols should be similar at ~ 
thrashing (conflict ratio near the thrashing pc). From Figure 6.9, the number of aborts is 
Very small which verifies our assumption in Chapter 2 that the number of aborts before 
thrashing is low enough to be neglected. 
Another interesting finding is that a protocol with a weaker conflict relation tends to 
have a smaller blocking ratio at which thrashing occurs. This is shown in Figure 6.7. The 
blocking ratio at which thrashing occurs is around 0.1, 0.25 and 0.3 for protocol MIX, 
J^BC and RWs respectively. The reason for the left shift of the blocking rate at thrashing 
IS obvious. When the system starts thrashing, MPL in a system using protocol which 
provides weaker conflict can deliver a higher maximum throughput since M is larger. This 
implies that the rate of commitment of the transactions is higher. As blocked transactions 
can leave the block queue when other transactions commit, therefore, a higher rate of 
commitment means that the process of departure from the block queue is faster. This 
leaves less transactions in the blocked state, therefore leading to the left shift of the 
blocking ratio. In addition, from Figure 6.9, the restart ratio is rather negligible before 
the system starts thrashing (conflict ratio < thrashing pc) irrespective of the protocol 
如ed. This means that "thrashing" is not due to transaction restarts but the contention 
of data resources. And the main factor that affects the rate of data contention is the 
probability of conflict of the protocols used. To summarize, for a protocol to deliver high 
concurrency", the corresponding conflict ratio should be as small as possible. 
•. 
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6.4 Relaxing the Correctness Criterion 
In this section, we investigate another approach to enhance concurrency. Correctness 
criterion of serializability is relaxed by allowing bounded inconsistency in database oper-
ations. Our results demonstrate that as the inconsistency level which can be tolerated 
by operations increases, the throughput of the system increases significantly. This is pri-
marily due to the enhanced concurrency in the system. Finally, the usefulness of this -
approach is demonstrated by implementing range queries in a way that exploits the no-
tion of bounded inconsistency. We show in the experiments that range queries exhibit 
superior performance over those implemented in the traditional way under moderate to 
high data contention. 
6.4.1 Overhead and Performance Gain 
One of the major concerns is to find out whether the extra overhead of this approach is 
too overwhelming. The extra overhead mainly involves the manipulation of the working 
resolution sets. In order to determine if this extra overhead will degrade the performance 
of the system, four sets of experiments are conducted. The first two sets of experiments 
are performed on bank account objects with update-in-place and deferred update strate-
gies，respectively. The next two sets of experiments are performed on queue objects with 
update-in-place and deferred update strategies respectively. For each set of experiments, 
the throughput of schedulers based on the traditional notions of commutativity and the 
bounded inconsistency approach with inconsistency level set to zero are studied. Effec-
tively, the conflict relations used in these two schedulers are exactly the same. The cost of 
concurrency control is the same in both cases except for the overhead mentioned above. 
Therefore the results of the experiments are used to interpret how the extra overhead 
站ects the performance of the system. 
Figures 6.10, 6.11, 6.12 and 6.13 show the results of experiments on bank account 
objects and queue objects using update-in-place and deferred update recovery strategies. 
The two curves represent the change of throughput as the multi-programming level is 
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increased from 10 to 250. The solid lines and the dash line represent the throughputs of 
the protocol with bounded inconsistency (with inconsistency level set to no inconsistency) 
and the traditional protocols respectively. The shapes of the two curves are similar. The 
throughput increases as the multi-programming level increases and then drops after a 
certain multi-programming level known as the thrashing point [BHG87]. As expected, in 
all the four graphs the traditional protocol slightly outperforms the bounded inconsistency 
approach at all multi-programming levels, since this approach involves extra overhead in “ 
manipulating the working resolution sets. However, the result shows that for the chosen 
transactional load the performance of the system does not degrade significantly by using 
this approach. 
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After establishing that the overhead of the bounded inconsistency approach is not 
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too overwhelming, we proceed to perform another set of experiments to investigate the 
throughput of this approach under different inconsistency levels that can be tolerated 
by operations. The inconsistency level is varied from 0 (no inconsistency) to 20 (large 
inconsistency) for bank account objects and 0 (no inconsistency) to 6 (large inconsistency) 
for queue objects. Figures 6.14, 6.15, 6.16 and 6.17 show the result of the experiments 
on bank account objects and queue objects with update-in-place and deferred update 
recovery strategies. The shapes of the curves at different inconsistency levels are similar. ~ 
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As the inconsistency level increases, the thrashing point shifts to the right and the peak 
throughput increases. This is because as the inconsistency level that can be tolerated by 
operations increases, the probability of conflict between operations decreases and hence 
此e conflict and restart ratios also decrease (see Figures 6.18 - 6.21). In other words as the 
• » 
inconsistency level increases, the number of concurrent transactions that can be executed 
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in the system before thrashing occurs increases, thus higher degree of concurrency can be 
attained. In particular, for a database with bank account objects, when the inconsistency 
level is increased from 0 to 20, the thrashing point moves from approximately MPL 二 75 
to MPL = 150. Furthermore, the peak throughput improves by almost 50%. Similarly, 
for a database with queue objects, when the inconsistency level is increased from 0 to 6, 
the thrashing point moves from approximately MPL = 60 to MPL = 120 for update-in-
place recovery strategy and from approximately MPL = 75 to MPL = 150 for deferred ~ 
update recovery strategy. The peak throughputs improve by almost 30% and 60% for 
update-in-place and deferred update recovery strategies respectively. 
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Figure 6.18: Bank Account Objects (UIP) 
Range Queries using Bounded Inconsistency 
One of the most important properties of the bounded inconsistency approach is that 
the inconsistency of the response of an operation is bounded. With this specification, 
it is possible to implement transactions in a way that places weaker synchronization 
constraints on the system by using the bounded inconsistency approach without sacrificing 
the consistency at the transaction level. In this section, the usefulness of this approach is 
demonstrated by implementing range queries with operations which can tolerate bounded 
inconsistency. We show by experiments that this approach can improve the response time 
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without sacrificing the consistency of the range queries. 
I m p l e m e n t a t i o n of range queries 
In the traditional model, a range query is implemented as follows: 
1. Read the values of all the data objects in the domain of the query. 
2. Check each returned value to see if the range query condition is satisfied. -
The drawback of this approach is that the read operations of a range query conflict 
with all update operations from other transactions. Hence, when the number of objects 
involved in the query is large, most of the update transactions will be blocked by the range 
query or vice versa. Note that this problem cannot be solved even by using predicate 
locks and index [EGLT76]. A predicate that is true in an execution may not be true in 
a particular serialization of the execution, since the operations that are executed before 
the predicate is tested may be serialized after the predicate is tested or even aborted. 
Instead of invoking a normal read operation on each data object, we propose to execute 
an e-balance operation on each object. The advantage is that e-balance operations do 
not conflict with most of the update operations if the value of e is chosen carefully. 
However, a more sophisticated range query algorithm is required, since bounded amount 
of inconsistency may appear in the return value of an operation. Suppose the return 
value of an e-balance operation is b. From the property of the protocol, the exact balance, 
say bal, of the data object must satisfy b - e < bal < b i-e. Sometimes this condition is 
sufficient to determine whether the range query condition is satisfied. If it is not sufficient, 
a balance operation with no inconsistency will be invoked to determine the exact balance. 
For example, consider a range query which selects all the bank accounts with balances 
between 105 and 130. If the return value of a 5-balance operation is 103, the actual balance 
of the data object is between 98 and 108. However, this information is not sufficient to 
determine whether the object should be selected. Therefore, a normal read operation 
(0-balance) must be invoked to find the exact balance of the bank account object. On 
». 
the other hand, if the return value of the 5-balance operation is 120, the data object 
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/* Pseudo Code for performing range query */ 
begin 
for each object X in the domain of the query 
{ • 
send an e-balance operation to X 
X.value — response from X 
if (a — e < X.value < a + e) or (6 — e < X•value < 6 + e) { 
send a 0-balance operation to X 
X.value f - response from X 
} 
Select X if a < X.value < b 
} 一 一 
end 
Figure 6.22: Pseudo Code for a Range Query 
should be selected as the actual balance of the object must be between 115 and 125. The 
pseudo-code for the range query which selects all the bank accounts with balances in the 
range [a, 6] is depicted in Figure 6.22. 
E x p e r i m e n t Resul t s and Analysis 
I 
In order to find out whether the bounded inconsistency approach can really improve the 
response time of a range query, a set of experiments are conducted. The range queries are 
executed as a separate process on the client machine. This process is run concurrently with 
the transaction generator. Therefore, the operations from the range query are interleaved 
with the operations from the update transactions simulated by the transaction generator. 
The number of objects in the domain of a range query is set to 1 0 0 , i.e., 1 0 % of the 
database. We chose this proportion as it is sufficient to demonstrate the impact of using 
the bounded inconsistency approach on range queries. The MPL is varied from 10 to 200 
and the inconsistency level used by the read operations of the range queries is varied from 
0 to 15. The performance metric used is the average response time of range queries. 
The response time of range queries using update-in-place and deferred update are 
shown in Figures 6.23 and 6.24. The curves show the response time of range queries using 
read operations which can tolerate different levels of inconsistency. When inconsistency 
Wei is set to zero, the range query implemented by the bounded inconsistency approach 
IS effectively the same as that implemented by the traditional approach. The response 
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Figure 6.24: Response Tirpe of Range Query (DU) 
time of the range queries implemented by the traditional approach is extremely long under 
high data contention rate. 
When data contention rate is low, the conflict and restart ratios of range queries which 
can tolerate different levels of inconsistency are similar. The gain in concurrency by using 
the bounded inconsistency approach is not significant. Moreover, the extra overhead 
required by the second round of operations in this approach increases the response time 
of the query (see the case when e = 5). Therefore, this approach does not have much 
advantage under a low data contention rate. 
In a high data contention environment, the restart ratio increases significantly for the 
range queries implemented by the traditional approach. In this case the bounded incon-
sistency approach has a superior performance when e is carefully selected. For example, 
when inconsistency level which can be tolerated by the read operations of a range query is 
set to 10, the restart ratio at MPL of 200 drops by about 90%. This gain in concurrency 
compensates for the overhead needed for the second round operations. Therefore, the 
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response time of the range queries using this approach decreases significantly. However, 
further increment of the inconsistency level has a negative impact on the performance. At 
the other extreme when the inconsistency level is set to infinity, second round operations 
axe needed for each data objects. As is apparent from Figures 6.23 and 6.24, the response 
time is much worse than that in the traditional approach. 
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The results shown in Figures 6.23 and 6.24 are under the model that each transaction 
nuist wait for the response to its last invocation before invoking the next operation. 
Figures 6.25 and 6.26 show the results of the range queries implemented under a more 
relaxed model in which a transaction sends invocations without waiting for the response 
to its last invocation. The result also indicates that the bounded inconsistency approach 
outperforms the traditional approach when the inconsistency level is chosen carefully. 
Finally, we would like to emphasize that although inconsistency is allowed on the operation 
level, the results seen by the range queries do not incur any inconsistency. ‘ 
Chapter 7 
Performance Study (Simulation 
Approach) 
In the previous chapter, results of experiments using the prototype system are reported. 
The results have been encouraging in the sense that the two approaches to enhance con-
currency have been proved useful in a main-memory environment. However, we believe 
that a more thorough and extensive evaluation of these protocols is essential in finding 
out how they behave under different database configurations. We are especially interested 
in their performance characteristics under a disk-based system. The total response time 
of an operation is effectively lengthed in a disk-based database system since disk access 
(which usually takes much longer than performing a lock request) is involved. Thus, the 
effect of concurrency control overhead becomes relatively weaker. We anticipate that the 
performance of semantics-based protocols can perform even better under such conditions 
due to the enhanced theoretical "concurrency". To verify our conjecture, we conducted 
a simulation study to complement the results in previous chapters. In addition, we in-
vestigate the protocol performance with multiple resources. The system model for the 
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7,1 Simulation Model 
In order to study the performance characteristics of the protocols discussed in Chapter 3, 
we have built a simulation program using CSIM17 [Sch90, Sch94b, Sch94a] (a discrete 
event, process-oriented simulation package based on C-language). In our model, there are 
four essential components, namely the Clients, the Transaction Manager (TM), the Data 
Manager (DM) and the Concurrency Controller (CC). Client is responsible for generating _ 
transactions. TM sends concurrency control requests (or lock requests) to CC and I jO 
requests to DM on behalf of the transactions. CC grants the necessary locks for an 
operation while DM acts as an interface between transactions and data objects on which 
I/O processing are performed. Our model is similar to that in [AEL94] except that the 
response of an operation is sent directly back to Clients (instead of TM) in the form of 
an acknowledgement. In addition, our model is complete in the sense that it includes 
all three essential components of a concurrency control performance model, namely the 
I 
database system model, the user model and the transaction model [ACL87]. 
7.1.1 Logical Queueing Model 
The logical queueing model is depicted in Figure 7.1. Central to our performance model 
is a closed queueing model of a single-site database system. Client consists of a pool of 
terminals which essentially control the multi-programming level (MPL) of the database 
system. These terminals generate transactions which consist of a number of operations (or 
invocations). These invocations are managed by TM which, on behalf of these invocations, 
sends concurrency control requests to CC. These requests enter the CC Req Queue where 
they wait for their turn to be scheduled. These concurrency control requests are processed 
by C C to determine if the operation is attempting to obtain a lock that conflicts with 
any concurrent lock held by other transactions. If a lock request can be granted, a CC 
acknowledgment will be returned to TM, indicating that the operation can be executed. 
TM then forwards the corresponding I/O request to DM where the actual operations of 
accessing (updating or querying) the database objects are performed. The response to 
Chapter 1 Performance Study (Simulation Approach) 71 
the invocation is then returned to Clients. If a lock request is denied, this request will be 
placed into the block queue until the requested lock becomes available again (when other 
transactions abort or commit). In our model, the strict two phase locking protocol will be 
used where a transaction releases all its locks at commit time [EGLT76]. 
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Figure 7.1: Logical Queueing Model 
7.1.2 Physical Queueing Model 
Figure 7.2 depicts the physical model of our simulation and Table 7.1 summarizes the 
model parameters and their corresponding meanings. Underlying the logical model are 
two kinds of physical resources, the CPU and IjO unit (i.e. the disks). These resources 
are used during concurrency control (lock request), data object access, commitment and 
restarting of transaction. The amount of CPU and I/O time (CPU.time and lO.time) 
per logical service are specified as model parameters. From Figure 7.2, the model consists 
of a collection of terminals, CPUs and disks. The number of CPU and disk in the system 
is controlled by the number of resources {Resource.units) which is a model parameter 
and the ratio of CPU to disk is 1 : 2. The reason for choosing this ratio is discussed 
later. The CPU 
servers can be considered as a pool of servers which are identical and 
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Figure 7.2: Physical Queueing Model 
serve a common global CPU queue (All CPU requests wait in this CPU queue) in a 
first-come-first-served (FCFS) manner. When a CPU request is required, it is assigned 
a free CPU from the pool if one is available, otherwise, it will wait until one becomes free. 
On the contrary, there is no common queue for the I/O servers. Instead, each I/O server 
serves a separate I/O queue. When an I/O request is needed, a disk will be chosen in 
a probabilistic manner and the request is assigned to this disk. In our experiment, a 
(Uniform distribution is assumed, i.e. each disk is selected with equal probability. The 
chosen disk may be busy serving another requests, then the request will have to wait in 
the I/O queue. The service discipline is also FCFS. 
The parameter Database.Size determines the size of the database. We assume that 
a data item is the unit of a single a c c e s s � A transaction is modeled by the length 
of the transaction (i.e. the number of objects that a transaction will access) and the 
data objects it accesses. The parameter Transaction.Length is the mean length of a 
transaction, which is uniformly distributed between Min.Length and Max.Length. The 
pattern of data object access is assumed to follow a uniform distribution, i.e. each object 
is accessed with equal probability, 1/Database.Size. The parameter Ext.think,time is the » 
iln practice, a data item may be a record, a page or an entire file. 
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Parameter Meaning 
Database.Size Number of objects (pages ) in the database 
Transaction. Length Length of transaction 
Max.Length Maximum number of operations in a transaction 
Min. Length Minimum number of operations in a transaction 
MPL Multi-programming Level 
CPU.time CPU time to access an object 
10.time I/O time to access an object 
CC.cost Cost of performing concurrency control 
Resource.units Number of resources units 
Ext.think.time Mean time between transactions 
Buffer.Size Size of the buffer 
Table 7.1: Model Parameters 
mean time between the time when a terminal receives the acknowledgment of completion 
of a transaction and the time it starts issuing a new transaction. This time interval can 
be considered as the inter-arrival time betwvien transactions. 
In the first part of the simulation, we have not included the concurrency control 
overhead since we assume that the overhead is relatively negligible when compared to the 
overhead of accessing a data object (i.e. the CPU and I/O time) [ACL87]. In addition, 
the cost of deadlock detection should not add significantly to the processing time, thus 
it is also neglected in our model [ACD83, Car83]. However, for the sake of completeness, 
We also perform experiments which takes into account the concurrency control overhead. 
The overhead of performing concurrency control is specified by the parameter CC.cost. 
Broadly speaking, there are two kinds of operations, namely the query and the update 
operations. For example, for bank account objects, a balance operation is a query op-
eration while a deposit operation is an update operation. A query operation consumes 
resources equal to 10.time (for querying the state of the object) and CPU.time. An extra 
lOMme is involved for an update operation to modify the object. However, due to the 
presence of a database buffer (the size of the buffer is specified by B u f f e r . S i z e ) , the I/O 
(for querying the state of an object) is performed with the following probability, Pio ^： 
2A similar buffer pool model can be found in [AGM92]. Note that in this model, the issue of locality 
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•Pjo = 1 - Buffer.Size 
Database.Size • 
7.2 Experiment Information 
7.2.1 Parameter Settings 
Table 7.2 shows the performance setting in our experiment. We have chosen a somewhat 
realistic value of the overhead of processing an operation. When varying the ratio of CPU 
to disk, we decided to use 1 CPU and 2 disks as 1 resource unit. When there are N 
resources in the system, that means there are N CPU and 2N disks. This ratio is chosen 
so as to make the utilization of these resources about equal with other parameter values. 
In other words, the system will not be too CPU-bound or I/O-bound AgCaLi87tods. The 
average transaction length is modeled by the parameter Transaction.Length which is the 
• 
average of Max.Length and Min.Length. In our experiments, we have chosen the values 8, 
15, 20 and 25 for Transaction.Length. The corresponding Max.Length and Min.Length are 
(4,12), (10,20), (15,20) and (20,30). We have performed our experiments under the infinite 
and finite resource situations. In case of infinite resources, there is an unlimited number 
of resources available, i.e the transactions never have to wait for a resource. There is only 
data contention in this case. Such assumption is usually used to predict the behavior of 
multi-processors based database system. In case of finite resources, there is a variable 
number of resources (the number of resources chosen in our simulations are 1, 2, 5, 20 and 
50). In this case, both data and resource contention can be modeled and studied. In order 
to model the effect of resource contention alone, we have performed experiment without 
concurrency control, i.e. operations from different transactions never conflict with one 
Another. 
of reference of data objects is not addressed. 
» . 
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Parameter Value 
Database Size 1000 
Transaction.Length 8 , 15 , 20 , 30 
"Max. Length 12 , 20 , 25 , 35 
"Min.Length 4 , 10 , 15 , 25 
" ^ P L 一 10，25, 50, 75, 100, 1 5 0 7 W 
CPU.time 35 milliseconds 
10.time 15 milliseconds _ 
CC.cost 3 milliseconds 
Resource.units 1, 2, 5, 20, 50, oo 
Ext.think.time 1 second 
"Buffer.Size 50, 250, 500 , 750 , 1000 
Table 7.2: Parameter Settings 
Metrics Meaning 
Throughput Number of transactions completed per second 
Conflict.Ratio Average Number of'conflicts experienced by an operation 
Restart.Ratio Average Number of restart of a transaction 
Response-Time Average Response Time of a transaction 
Disk.Util II Average Utilization of the Disks 
Table 7.3: Performance Metrics 
7.2.2 Performance Metrics 
The main performance metrics used in our experiments are the transaction throughput 
rate, Throughput, Conflict.Ratio and Restart.Ratio (see Section 5.2 for details). Another 
important performance metric is the response time of a transaction, Response. Time. Re-
sponse. Time is measured in seconds and is defined as the time interval between the ini-
tialization of an operation and the commitment of the transaction, including-all the time 
spent in blocking and restarting. I/O utilization {Disk.Util, which is the average I/O 
utilization, i.e. the utilization of the disks). 
» . 
Chapter 8 
Performance Results and Analysis 
(Simulation Approach) 
In this chapter, we evaluate the performance of the two approaches to enhance concur-
rency of traditional semantics-based protocols (see Chapter 3) by performing a simulation 
study under various database configurations (single and multi processors based database 
systems, different mean transaction lengths' and buffer sizes, etc) to complement the re-
sults of the prototype system given in Chapter 6. 
In this study, we do not intend to simulate a specific database; instead the parameter 
values are chosen in order to yield a reasonably high data contention level so that in-
teresting behavior of the semantics-based concurrency control protocols can be observed. 
The "independent replication" method was used to justify the results by running each 
configuration 10 times with different random number seeds and using the averages of the 
replica means as a final estimates. 90% confidence intervals were obtained for the results 
with the assumption of independent observation [Fer78). In the following sections, only 
statistically significant performance results will be discussed. The width of the confidence 
interval of each statistical point is less than 4% of the point estimate. Only the mean 
values of the performance results are plotted in the graphs in the following section for the 
sake of clarity. We will present those experimental results that are most interesting and 
best illustrate the performance characteristics of the protocols. The main metrics used 
are "Throughput", "Conflict.Ratio," "Restart.Ratio", "Response.Time" and “Disk.Util，’ 
* . 
76 
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When relevant, some other metrics derived from these metrics will be given. In the fol-
lowing discussion, "level of resource" or "resource level" means the number of resource 
available. 
8.1 Relaxing Correctness Criterion of Serial Execu-
tions -
In this section, we investigate the concurrency gain by using the bounded inconsistency 
approach. We are especially interested in the behavior of the protocol under different 
resource and data contention levels and transaction types. Note that in the following 
simulations, the overhead of concurrency control is deliberately neglected for the reason 
mentioned in the previous chapter (see Section 7.1.2). The impact of concurrency control 
overhead on the performance of the protocol will be investigated in the later sections. 
I 
8.1.1 Impact of Resource Contention 
Before we present the results under different resource assumptions, we first discuss the 
impact of resource contention on the performance of a database system under the as-
sumption that there is no concurrency control on the access of data objects. This set 
of simulations can be considered as control experiments that facilitate our understanding 
and interpretation of the results in later sections where both data and resource contention 
are present. 
The simulations are run without the use of any control on access of data objects i, i.e. 
lock requests from transactions are always honored. Update-in-place recovery strategy 
is assumed. The system is not subject to any data contention and the onFy constraint 
imposed on the throughput of the system is the availability of resources. In the following 
set of simulations, we vary the level of resources from 1 to 2, 5, 20, 50 and up to infinity. • 
iThe execution of the concurrency control algorithm is by-passed and the function ConflictO is forced 
to return FALSE. 
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The results are depicted in Figures 8.1, 8.2 and 8.3 which represent the cases when the 
average transaction lengths are 8, 20 and 30 respectively. 
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Figure 8.1: Throughput (No Data Contention , Bank Account Objects , Transac-
tion. Length = 8 ) 
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Figure 8.2: Throughput (No Data Contention , Bank Account Objects , Transac-
tion. Length = 2 0 ) 
The first observation is that under a small multi-programming level (1<MPL<10) and 
a particular average transaction length, the throughput delivered are very similar when 
the level of resources in the system is varied. This is the result of low resource contention. 
The number of transactions is not large enough to keep all the resources busy. Therefore, 
a^dding extra resources does not help to increase the throughput since many resources 
are idle. Another observation is that when the level of resources is small (< 5), the 
throughput of the system is seriously constrained. Increasing the multi-programming 
level does not help to increase the throughput much. This is reflected by the fact that, 
as MPL increases, the throughput increases and reaches a plateau and becomes constant 
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Figure 8.3: Throughput (No Data Contention , Bank Account Objects , Transac-
tion. Length = 3 0 ) 
afterwards. The reason is that the available resources are already fully utilized. As the 
level of resources increases, the performance of the system starts to approach to that 
of the infinite resources case. An interesting point is that the rate of this approach is 
faster when the average transaction length is smaller. For example, let Throughput^o 
and Throughputoo be the throughput of the system when there are 50 and oo resources 
靠’ 
respectively. At MPL = 200, the ratios of ThroughpuUo to Throughput^ are 86%, 67% 
and 57% when the average transaction lengths are 8, 20 and 30 respectively. This is 
because the level of resource contention depends on the average transaction length under 
a particular MPL and level of resources. The larger is the average transaction length, 
the higher is the resource contention level. With infinite resources, the system is not 
subject to any resource contention regardless of the average transaction length. With 
multiple resources, a larger average transaction length means that a transaction has to 
compete for more resources during transaction commitment, thus leading to a higher level 
of resource contention under a particular MPL. Therefore, the ratio of Throughputs^ to 
Throughputoo tends to be higher when the transaction length is small (lower resource 
contention). . 
Note that the throughput curves given above represent the maximum possible through-
Put that can be attained with a particular setting of I/O, CPU costs requirement and 
inter-arrival time of transactions. When a concurrency control protocol, say P, is applied, 
the reduction in throughput when compared to the above cases can roughly reflect the 
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effect of data contention due to the application of P. 
8.1.2 Impact of Infinite Resources 
With infinite resources, there is no resource contention. A transaction can always ob-
tain the necessary CPU and I/O resources. The throughput of the system should be 
a non-deer easing function of the multi-programming level when data contention is ab-
sent as shown in Figures 8.1, 8.2 and 8.3 (see the curves labeled "Inf Rc"). However, 
a database system that uses locking protocol to control the access of data is subject to 
data contention. For a database with a certain size (Database.Size in our study), the 
conflict ratio increases as the multi-programming level increases since the probability of 
a lock request being denied increases. In addition, there will be an increasing number 
of transaction restarts due to deadlocks. Data contention leads to a non-linear increase 
of the amount of work (throughput of the system) done by the system when the multi-
programming level increases linearly and thrashing can still occur in a database system 
even when the assumption of infinite resources holds. 
Effect of No Inconsis tency 
In the following experiments, we set the buffer size {Buffer.Size) of the system is 250 (i.e. 
1/4 of the database size) and the average transaction length (Transac t ion .Length ) is 8. 
Unless otherwise specified, these parameter values are also used in later sections. In the 
following discussion, "Eps" represents the maximum amount of inconsistency that can be 
tolerated by each operation. Figure 8.4 shows the results of the experiments using bank 
account objects. We notice that under a small multi-programming level {MPL < 25), 
the throughput of the system increases almost linearly with the multi-programming level 
regardless of the value of Eps. The throughput curves with different values of Eps overlap 
with one another. This is due to the extremely low conflict and restart ratios as shown 
in Figures 8.5(a) and (b). 
When no inconsistency is allowed (see the curve with label "Eps=0" in 'Figure 8.4) 
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thrashing occurs at MPL = 50. From Figures 8.5(a) and (b), we can notice that the 
conflict ratio starts to increase at a relatively faster rate after MPL reaches 25 which 
is just before the system thrashes. The restart ratio starts increasing only after the 
system starts thrashing. This agrees with the findings that under low resource contention 
level, thrashing is due to the large increase in conflict ratio which leads to the blocking 
of transactions and the inability to make forward progress [BBD82, TGS85]. Note that 
read I write model is assumed in [BBD82, TGS85] while the model used here is an abstract 
data type model. That is, thrashing behavior does not depend on the underlying data 
model used. Instead, the conflict ratio seems to play a decisive role. We therefore make 
the conjecture that for a locking protocol, there is a direct correlation between the conflict 
ratio and the thrashing behavior. 
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Figure 8.5: oo Resources , Bank Account Objec t s ‘ 
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Allowing B o u n d e d A m o u n t of Inconsistency 
By allowing bounded amount of inconsistency in bank account operations, a very signifi-
cant improvement of performance can be observed 2. When Eps is 5, the thrashing point 
shifts from MPL = 25 to MPL = 150. That is, the maximum MPL before thrashing 
is increased by six times. The peak throughput is around 75 Tx/sec which is more than 
twice as large as that when Eps is 0 {Throughput = 30 Tx/sec). Obviously, this gain 
in practical "concurrency" is at the expense of allowing a maximum inconsistency of 士5 
in the bank account operations. The conflict ratio is reduced by a very large amount as 
shown in Figure 8.5 (a), which also leads to the low restart ratio (see Figure 8.5 (b)). 
Another interesting point is that when Eps is 5, the increase in conflict ratio becomes 
sharper just before thrashing. After the occurrence of thrashing, transaction restart be-
comes the major factor in degrading the performance of the system. This is similar to 
the case when Eps = 0. It further verifies that the existence of relationship between the 
conflict ratio and the thrashing b e h a v i o r . . 
When the level of inconsistency is 10 or above [Eps > 10), different behavior in the 
throughput curves can be observed. From Figure 8.4, the throughput of the system 
becomes a non-decreasing function of the multi-programming level. An obvious reason 
leading to this observation is that the conflict ratio under the multi-programming levels 
in our experiments is extremely small (see Figure 8.5(b)). That is, data contention is 
almost absent in the system. The underlying cause of such a low conflict ratio is that the 
value of Eps exceeds the maximum value of the parameter of the deposit or the withdraw 
operations, i.e. the amount to withdraw or deposit. Notice that in our experiments, the 
value of the parameters to the deposit or the withdraw operations (denoted as par am) is 
uniformly distributed between 0 and 10 (param � [ 7 ( 0 ’ 10)) and from Table 3.5 (in p.30), 
the dilating functions of bank account operations are functions of param. When there 
IS only one concurrent operation, say p, in an object, there will certainly be no conflict 
when another operation, say q, intends to obtain a lock on the same object as param is 
From Figure E.3(a) in p.141, by allowing an inconsistency of 1’ the peak throughput is doubled and 
the thrashing point shifts to MPL = 90. ‘ 
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smaller than either ei or 62 Therefore, the working resolution set of p and q should 
still be within the confine of the inconsistency that can be allowed after being dilated 
(i.e. wrSpCRSp and wrSgCRSq). This is true when the average transaction length is very 
small. For example, when Transaction.Length is 8 and MPL is 100，there are on average 
400 concurrent operations in the system which is well below the size of the database. There 
is only a very small probability that there are two or more than two active operations 
in the concurrent set of the same object. We expect the scenario to be different under “ 
a system with relatively longer mean transaction length since the probability of a larger 
number of operations in the concurrent set of the same object is increased. 
I m p a c t of Transaction Length 
We have thus performed two sets of experiments using larger mean transaction length 
to verify our view. Figures 8.6 and 8.7 show the throughput when the mean transaction 
lengths are 20 and 30 respectively. • 
40 I 1 1— , , , , , , , I 
Eps=0 — 
Z \ Eps:10 . 
/ ^ . _ : 
<» 20 40 60 80 ^TO 丨 20 140 丨 60 丨 RO 200 
Figure 8.6: Throughput (00 Resources , Bank Account Objects , Transaction.Length = 
20) 
Even when the level of inconsistency is 20 (Bps = 20), the system still thrashes after 
M P L reaches a certain level as the average transaction lengths are 20 and 30. That 
is, the system is subject to significant data contention that leads to thrashing. This 
observation can be explained by the fact that with a larger number of operations in the • 
^Assume ei and €2 are the maximum inconsistency that can be tolerated by operations p and q 
respectively. 
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concurrent set of the objects, it will be easier for the potential inconsistency (the working 
resolution set) experienced by each operation to be accumulated to an extent such that 
the maximum level of inconsistency allowed is exceeded, thus leading to conflict (denial of 
lock request) and blocking of transactions. Obviously, the situation is worsened with even 
longer average transaction length. With Bps = 20, thrashing occurs at MPL = 100; and 
the thrashing point shifts leftward to MPL = 50 when the average transaction length is 
increased from 20 to 30 (See Figure 8.7). 
For bank account objects, there is a very close relationship between the choice of 
inconsistency and the value of the parameters of the operations if a high throughput 
is desired. This is because the potential inconsistency (or the working resolution set) 
experienced by an operation depends on the value of the parameters 气 We have performed 
a set of experiments using the same configuration except with parameters to the operations 
and the inconsistency levels scaled up by a factor of 10 and we get almost exactly the 
same results (See Figure 8.8) as in the previous case. 
In short, the levels of inconsistency of a bank account operations should be chosen to 
be larger than the usual value of the parameters to the deposit or the withdraw operations 
in order to deliver a good performance. This can be easily done for ATM transactions 
where there is a limit for certain types of operations. However, we must emphasize that 
4The working resolution set is updated by the dilating function which depends on the parameters of 
deposit or withdraw operations. 
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there can be many definitions of inconsistency for a particular abstract data type object. 
When 
using another definition, the choice of inconsistency can be completely different. 
But in general, if Eps is too small, not much can be gained from using this protocol. At 
the other extreme, when the level of inconsistency is chosen to be at infinity, then data 
contention can be completely avoided as conflict ratio is zero. However, the results may 
become totally meaningless since the responses to operations are unbounded. For bank 
account objects, a "balanced" choice of inconsistency is that the level of inconsistency 
should be comparable to param. For example, in our experiment, when Eps = 10 (which 
is equal to param), the gain of extra concurrency is extremely significant. 
Queue O b j e c t s 
In contrast to the bank objects, the "dilating" functions of queue operations do not depend 
on the parameters of the operations. Therefore, the values of the parameters have no effect 
on the concurrency gain regardless of the value of Eps. Instead it is Transaction.Length 
that plays an important role here. The scenario is quite similar to that of bank account 
objects. When Transaction.Length is small, it is unlikely that two or more operations 
act on the same object. Therefore, an inconsistency of 1 is quite enough to avoid most 
of the conflicts. However, when the average transaction length gets longer, say 20, there 
• 
IS a much higher chance for the working resolution set of an operation to get dilated and 
exceeds its resolution set {RS) (see Section 3.2.4). 
Figure 8.9 shows the results of the experiments using queue objects with an average 
transaction length of 8. The performance gain is rather significant when the smallest 
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amount of inconsistency ^ is introduced (i.e. Eps = 1) due to the small average trans-
action length. The thrashing point shifts from MPL = 75 to MPL = 150 and the 
peak throughput increases from 40 Tx/sec to around 100 Tx/sec. When Eps > 1, the 
throughput becomes a non-decreasing function of MPL. Such a significant improvement 
is attributed to the drastic reduction in conflict and restart ratios once inconsistency is 
introduced (see Figures E.l (a) and (b) in p.140). 
Figure 8.10 shows the results when Transaction.Length takes the value of 20. An 
obvious degradation in performance gain can be observed. When Eps is 1, the thrashing 
point shifts slightly from MPL = 10 to about MPL = 25. This is mainly due to the 
large average transaction length as we have predicted above. Therefore, for queue objects, 
the value of Eps should be chosen according to the average transaction length in order 
to maximize the advantage (gain in concurrency) of using the bounded inconsistency 
approach. 
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Figure 8.10: Throughput (oo Resources，Queue Objects , Transaction.Length = 20) 
^The inconsistency experienced by a queue operation in our study is represented by a non-negative 
integer. Therefore, the lowest level of inconsistency is 1. 
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8.1.3 Impact of Limited Resources 
In this section, we consider systems with limited level of resource (i.e. 1 resource in 
the system). In this case, the system is subject to both data and resource contention. 
By comparing the results in this section with the previous one, we can understand the 
impact of availability of resources on the performance of semantics-based concurrency 
control protocols. 
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Figure 8.11: Throughput (1 Resource , Bank Account Objects) 
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Figure 8.12: Conflict Ratio (1 Resource , Bank Account Objects) 
From Figure 8.11, the throughput curves indicate thrashing when an inconsistency of 0 
or 5 is allowed (see the curves "Eps=0" and "Eps=5"). With higher levels of inconsistency 
(curves “Eps二 10”, "Eps=15" and "Eps=20"), the throughput of the system increases 
Until MPL reaches 75 and then remains roughly constant. 
When Eps = 0, the peak throughput is around 6 Tx/sec while it is 30 Tx/sec in 
the infinite resources case. Comparing Figures 8.5(a) and 8.12 (Figures 8.5(b) and 8.13), 
讯ere is no significant increase in the conflict ratio (restart ratio). Therefore, we suggest 
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that the availability of resources probably has little effect on the conflict and restart ra-
tios. Then, it is obvious that the drop in the throughput bears little relationship with the 
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Figure 8.13: Restart Ratio (1 Resources , Bank Account Objects) 
conflict and restart ratios, i.e. data contention level remains almost the same. To under-
stand this phenomenon, we examined the I/O utilization against the multi-programming 
level under limited resource assumption. Figure 8.14 shows the I/O utilization of the 
system under different values of Eps. When MPL = 1, the I/O utilization is extremely 
low as there are not enough transactions to keep the system resources busy. The effect 
of resource contention is virtually unobservable. Therefore the throughput is similar to 
that of the infinite resources case. When MPL increases, a very acute increase in I/O 
utilization is observed. At MPL 二 10, the I/O utilization reaches 80%. That means 
the usage of available resources is near to saturation. Non-conflicting transactions are 
competing for physical resources rather than data. Hence the throughput of the system 
is severely constrained. By increasing the multi-programming level, the number of con-
flicting operations in the system increases as data contention emerges. Although there 
are enough transactions, the number of "useful" ® transactions is not enough to keep the 
physical 
resources busy, thus leading to the drop in I/O utilization when MPL increases. 
When inconsistency is allowed {Eps > 0) in database operations, the effect of resource 
contention is more noticeable. The underlying cause is that the reduction in conflict ratio 
leads to a greater number of non-conflicting operations which are actively competing 
for physical resources. When MPL > 100, the I/O utilization almost reaches 100%, i.e 
6 "Here, a "useful" transaction means a transaction that uses the physical resources for executing an 
operation rather than aborting and restarting. 
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Figure 8.14: I/O Utilization (1 Resources , Bank Account Objects) -
the available physical resources are fully saturated. Although adding more transactions 
into the system does not escalate the data contention level (due to low conflict ratio), 
the throughput of the system does not increase significantly since there are not enough 
physical resources to honor all the requests at the same time. As a conclusion, we can see 
that the availability of resources can be a major bottleneck for the database systems to 
deliver a high throughput even when the bounded inconsistency approach is employed. 
• 
8.1.4 Impact of Multiple Resources 
Under limited resource assumption, we notice that the performance of the system suffers 
seriously mainly due to resource contention. Obviously, an ideal database system should 
possess an infinite number of resources so that transactions only have to compete for 
data. Such an assumption is unrealistic but is useful in estimating the performance of 
a multi-processors database system [FR85]. We are interested in finding out how many 
resources should be used in the system in order to obtain a comparable performance of 
systems with infinite resources. 
Figures 8.15, 8.16 and 8.17 depict the "Throughput", “I/O utilization" and “con-
flict ratio" under the assumptions that there are 5, 20 and 50 resources in the system 
respectively. 
We can observe that as the availability of resources becomes less scarce (increases 
from 1 unit to 5 units), there are 2.286, 3.026 and 3.633 times increase in the peak 
throughput as compared to the limited resource case when Eps is 0, 5 and 10'respectively 
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(Compare curves “Eps=0”, "Eps=5" and "Eps=10" in Figures 8.11 and 8.15 (a)). That 
is, the improvement due to increase in resources gets more noticeable as the level of 
inconsistency allowed in database operations increases. Again no significant change in 
the conflict ratio is observed as shown in Figures 8.12 (c) and 8.15 (c). This further 
validates our conjecture that the availability of resources has a very moderate effect on 
the level of data contention. Instead, it is the drop in I/O utilization that attributes to 
the difference. From Figures 8.14 (b) and 8.15 (b) the drop percentages in I/O utilization “ 
are 36.56%, 21.65% and 9.09% when the levels of inconsistency allowed are 0, 5 and 10 
respectively. This leads to the highest improvement in throughput when Eps is 10 since 
the drop in utilization is the smallest. Similar cases can be observed when the levels of 
resources are increased from 5 to 20 and from 20 to 50. 
To summarize how the level of available resources affects the performance of the 
bounded inconsistency approach, we have plotted the throughput improvement ratio of 
the protocol with different levels of inconsistency and multi-programming levels. The 
M P L S chosen are 50, 100, 150 and 200 (which represents the range from small to large 
multi-programming levels). The Throughput Improvement Ratio {TIRmpi,eps) is calculated 
as follows: 
rprp _ Throughputmpi,eps — Throughputmpi,o n 
丄 JJtmpl’eps — ^ 7 ( o . i j 
Throughputmpi,o 
where Throughputmpi,eps is the throughput when the multi-programming level is mpl and 
the level of inconsistency is eps. 
Figures 8.18 (a) - (d) show the throughput improvement ratio when the multi-programming 
levels are 50, 100, 150 and 200 respectively. The first interesting observation is that when 
M p l is 50, the improvement ratio increases up to a certain point (level of resource = 5) 
and then drops. The occurrence of this peak is due to the following reason. When the 
resource level is small (e.g. 1 or 2), the throughput of the system is seriously constrained, 
thus leading to a relatively low improvement ratio (10% to 15%). From Figures E.3 ( a ) -
(d) (in p. 141), we can notice that when Eps is 0, the thrashing point of the system is 
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quite close to MPL — 50 as the supply of resources is varied. In particular, with 5 re-
sources, the system also approaches to thrashing when other levels of inconsistency are 
allowed (see Figure E.3 (d)). That is, peak throughput is also attained with other levels 
of inconsistency, thus leading to the peak improvement ratio in Figure 8.18 (a). When 
the level of resources gets higher, thrashing point shifts leftward when inconsistency is 
allowed and peak throughput is not attained at MPL = 50. Therefore, the improvement 
is not as large as that when there are 5 resources in the system. 
However, different behavior is observed when the multi-programming level is larger 
than 100. The improvement ratio assumes an upward trend as the resource level increases. 
From Figure E.3 (c) (in p.141), thrashing occurs at MPL = 100 with 20 resources. There-
fore, the improvement shows quite a sharp increase when the resource level is increased 
from 5 to 20. Afterwards, the increase in this improvement is not too significant when 
there are 50 or more resources. Also, when MPL = 100, the increase in the improvement 
ratio follow a similar trend with different values of Eps] while the curves diverge when 
the multi-programming levels are 150 and 200. This can be explained by the fact that 
with a higher resource level and MPL, the gap between the throughput of "Eps=10" and 
"Eps=0" becomes very wide. The reason is that when “Eps=0”, due to the relatively 
larger data contention level, the drop in the throughput is more pronounced while the 
extent of drop is only moderate when inconsistency can be allowed (data contention level 
is very low). 
We mentioned in the beginning that one of the purpose of this section is to find out 
how many resources should be employed in order to deliver a comparable performance 
with the infinite resources case. To do this, we have constructed a table that shows the 
percentage peak throughput with various resource and inconsistency levels. For example, 
when the level of inconsistency is 0 and the resource level is 1，the maximum throughput 
that can be attained is 15% of the peak throughput with the same level of inconsistency 
Under the infinite resources case. 
From Table 8.1, in general, we notice that with a particular resource level, there is 
» ‘ 
a downward trend of the percentage peak throughput as inconsistency level is increased; 
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Levels of Resources 
Inconsistency 1 2 5 20 50 oo 
T ^ 0 0.89 0.97 1.00 
T = 1 0.11 0.21 0.42 0.84 0.84 1.00 
~ r = 3 0.08 0.16 0.34 0.67 0.88 T o T 
~ = 4 0.08 0.16 0.34 0.74 0.89 1.00 
~e = 5 — 0.07 ~OT4 0.30 ~067 0.80 1.00 
€ = 10 — ~ 0 . 5 8 0.84 1.00 
e = 20 0.04 0.08 0.18 0.58 0.84 1 . 0 � “ 
Table 8.1: Percentage Peak Throughput at with Various Levels of Resource 
while an upward trend can be observed when increasing the level of resources (while fixing 
the level of inconsistency). If no inconsistency can be allowed in the operations, a system 
with 20 resources can deliver almost 90% of the peak throughput of a system with infinite 
resources; while only 60% of the performance can be attained when the operations can 
allow an inconsistency of 20. As a conclusion, when a very little amount of inconsistency 
is allowed, a system with 20 resources will be capable of delivering a performance that 
is comparable to the infinite resources case. However, when the level of inconsistency is 
large, then 50 or more resources should be used if a satisfactory performance is desired. 
The reason is that when the level of inconsistency is large, there will be a larger number 
of non-conflicting operations competing for physical resources. Therefore, a larger level 
of resources is required if resource contention is to be minimized. 
A final note is that, for bank account operations, when Eps at 10 and resource level 
at 50, the system can deliver comparable performances to that of the system without any 
data contention (compare Figure 8.1, 8.15 (a) and 8.16 (a)). That is, by setting the 
inconsistency level to 10，almost all the conflicts and restarts can be avoided. However, 
the price is that the responses to the operations may not have any meaning at all since 
the inconsistency introduced may be unbounded. 
» . 
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8.1.5 Impact of Transaction Type 
In this section, we report on the reduction in response time of different types of transac-
tions by employing the bounded inconsistency approach. There are two types of transac-
tions in the system, namely the query and the update transactions. The objects used in 
this set of experiments are bank account objects. For query transactions, only balance 
operations will be issued; while update transactions can include any operation. We per-
form experiments by varying the proportion of query transactions in the system (denoted 
by Query Ratio). The proportions chosen are : 0.1, 0.5 and 0.9 which represent the situa-
tions where a system is dominated by update, both update and query, query transactions 
respectively. We expect that the response time can be reduced and the extent of this 
reduction will be revealed later. In addition, we are interested in whether the bounded 
inconsistency approach will bias against any type of transactions. The level of inconsis-
tency chosen in our experiments are: 0 (no inconsistency), 1, 3, 5, 10 (large inconsistency). 
We have derived a new metric from Response. Time called % Reduction in Response Time, 
%RRT, which is calculated as follows: 
orfrp 一 Response.Timempifi — Response.Timempi,eps �� 
nn,lmpl,eps — — (0.2) 
Response.Timempi,o 
where Response.Timempi,eps is the response time of transactions when the multi-programming 
level is "mpl" and the level of inconsistency is "eps". 
Figures E.4, E.5 and E.6 (p.l42 - 143) show the %RRT at different multi-programming 
levels. The first observation is that when the multi-programming level is 100 and the level 
of resource is 1, the difference in %RRT between the case Eps = 1 and Eps = 10 is smaller 
when Query Ratio is larger. For example, the difference is 0.1 at Query Ratio = 0.9 while 
it is more than 0.3 at Query Ratio = 0.1. Such behavior is also exhibited when the 
multi-programming level is 150 and 200. Query transactions only conflict with update 
transactions. Therefore, when the proportion of query transactions is large, the conflict 
ratio will not be too large regardless of the level of inconsistency allowed. This leads to 
the relatively smaller difference in the % reduction in response time of transactions. 
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Another observation is that the %RRT curves converge as the level of resources is 
increased under a high query ratio. This is true with different multi-programming levels. 
That is, under an abundant supply of resources, the % reductions are almost the same 
regardless of the level of inconsistency allowed. This is because the system is dominated 
by query transactions which do not conflict with each other. Therefore, data contention 
level is not affected much as the inconsistency level is varied. However, this is not the 
case when the query ratio gets smaller, especially under high multi-programming levels. 
The level of inconsistency has a very large impact on the reduction of the response time. 
Significant improvement can be obtained with higher levels of inconsistency allowed. 
In general, by using the bounded inconsistency approach, the % reduction is quite 
acceptable regardless of the query ratio. Even when the inconsistency level is very small 
(e.g. "Eps"=l ) and the supply of resources is tight (resource level at 1), there is still a 
30% reduction in the response time of transactions in a system where update transactions 
are dominant. • 
As a conclusion, we notice that by allowing bounded amount of inconsistency in 
database operations, the response time of transactions can be reduced very significantly. 
This is true when the system is either dominated by query or update transactions. The 
effect of reduction is especially pronounced when resources are plentiful and the system 
is dominant with "query" transactions. Therefore, the benefit can be very large if there 
are many query transactions that are used to collect statistical data, like the range query 
applications. Usually, the average length of these transactions is very long. By apply-
ing the bounded inconsistency approach, most of the conflicts can be avoided while no 
inconsistency will be introduced to transaction level. 
8.1.6 Impact of Concurrency Control Overhead 
In the last few sections, the bounded inconsistency approach has been investigated without 
taking the concurrency control overhead into account. We conclude from the results that 
the performance gain can be very significant if the level of inconsistency is chosen carefully. 
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In this section, we will the investigate the effect of concurrency control overhead on 
the performance of this approach. We have shown in the previous chapter (see Chapter 6) 
that the extra overhead using this approach is not very substantial, thus we assign the 
same concurrency control overhead to the protocol that uses the bounded inconsistency 
approach and the traditional protocol that is based on right backward commutativity. The 
concurrency control overhead is specified by the parameter CC.cost. When processing a 
lock request, the system will be delayed for a period of CC.cost to simulate the overhead 
of performing concurrency control. The value of CC.cost is varied from 1 ms to 5ms 
Figures E.7 - E.16 (in p.144 - 148) show the results of this set of experiments. The 
main finding is that when the supply of resources is scarce (see Figures E.12 - E.16 in 
p. 146 - 148), the throughput behavior of the system resembles the case when CC.cost = 0. 
That is, the system starts thrashing at MPL =25 when no inconsistency is allowed. When 
the level of inconsistency is larger than 10, the system throughput becomes constant after 
the multi-programming level reaches 75. .This is because the length of time spent in 
competing for physical resources (not logical resources, i.e. data) becomes the dominant 
factor in affecting the performance of the system. However, when the supply of resources 
becomes plentiful, the performance of the system becomes very sensitive to the value of 
CC.cost. For example, with infinite resources and CC.cost at 1, thrashing does not occur 
when Eps > 10. However, when CC.cost = 2, thrashing occurs at MPL = 100 and the 
peak throughput drops from 120 Tx/sec (when CC.cost = 1 and MPL = 200) to only 
60 Tx/sec. This shift in the thrashing point continues with the increase in the value of 
CC.cost. In addition, the peak throughput goes downward to 42 Tx/sec, 31 Tx/sec and 
26 Tx/sec when CC.cost is 3, 4 and 5 respectively. 
As a conclusion, the effect of concurrency control overhead is negligible when the avail-
ability of resources is limited; When the resource level is large, the effect of concurrency 
control overhead becomes prominent. Increasing the value of CC.cost can have a very 
negative impact on the performance of the system. However, from our implementation 
experience, the extra overhead involved is not very substantial. Therefore, much benefit 
7ln [AEL94], a value of 3ms is used. 
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can be gained by using this approach. 
8.2 Exploiting Context-Specific Information 
In the previous section, we have evaluated the performance of the bounded inconsis-
tency approach. We discovered that with a carefully chosen level of inconsistency in 
the database operations, the performance (in terms of the throughput and the multi- ~ 
programming level at which thrashing occurs) of a database system can be improved 
significantly. In this section, we study the performance of the protocols, namely MIX 
and ORD, which enhance concurrency of a database system using another approach, i.e. 
to exploit the context-specific information of an execution. These protocols are com-
pared to the traditional semantics-based concurrency control protocols, namely COMM 
and RBC Again, in the first part of the simulation, experiments will be performed with 
overhead of the protocols neglected. We will devote the final subsection to investigate the 
effect of concurrency control overhead on the relative performance of ORD and MIX. 
8.2.1 Impact of Limited Resource 
In this section, a database system with a single unit of resource (i.e. 1 CPU and 2 disks) is 
assumed and the average transaction length is 8. The system is subject to both resource 
and data contention. Figure 8.19 shows the throughput of the system using the protocols 
RBC, COMM, MIX and ORD. For COMM, thrashing occurs at MPL = 25. When RBC 
is used, the thrashing point shifts slightly to around MPL = 50. This is as expected as 
the concurrency provided by RBC is higher than that of COMM as we have discussed in 
Chapter 3. 
When MIX is used, shift in the thrashing point or change in the peak throughput 
cannot be observed although both the conflict and restart ratios have decreased when 
compared to that using RBC as shown in Figures 8.20 (a) and (b) (The drop in the 
conflict and restart ratios are more than 30% and 50% respectively at MPL 二 200). 
®The results of FC will not be presented here as they are similar to that of RBC. 
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This is because the throughput of the system is mainly constrained by the availability of 
physical resources, but not data. Due to the scarcity of resources, the usage of physical 
resources are already saturated (I/O utilization is greater than 90% as shown in Fig-
ure 8.21). Adding extra transactions into the system does not help to increase the overall 
throughput. With MIX, although the conflict and restart ratios are reduced due to its 
higher "theoretical" concurrency, transactions still have to wait for physical resources to 
finish their operations, thus the throughput is constrained. The performance of ORD is 
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Figure 8.22: Response Time (1 Resources , Bank Account Objects) 
similar to that of MIX when the multi-programming level is smaller than 75 and it de-
livers a slightly higher throughput than that of MIX before the multi-programming level 
reaches 100. However, the throughput starts to drop very drastically after MPL reaches 
100. Its performance is even worse than COMM when MPL is at 200. The underlying 
cause for this reduction in throughput is that the restart ratio increases very acutely after 
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the multi-programming level reaches 100 (the restart ratio is almost 4 times higher than 
that of RBC as MPL reaches 200), i.e. a very large amount of useful work is lost due to 
transaction aborts and restarts. From Figure 8.21, we can notice that the I/O utilization 
of the system is very high for protocol ORD. However, we anticipate that most of the 
work done is not useful. The system is actually busy aborting and restarting transac-
tions. This can also be reflected by the sudden increase in the average response time of 
transactions in Figure 8.22. Transaction restarts are the consequence of cascading a b o r t s . “ 
Recall that cascading aborts occur when a transaction, say T, requests for commitment 
and a cycle which involves T is found in Gord (see Section 5.1.4). Therefore, the extra 
concurrency offered by protocol ORD is not able to compensate for. the loss of work due 
to cascading aborts. ORD may not be a favorable choice when the supply of resources 
is scarce especially under high multi-programming levels. This matches with the findings 
in [ACL87] that optimistic algorithms ® tend to deliver a worse performance than blocking 
algorithms under a limited resource condition. 
8.2.2 Impact of Infinite and Multiple Resources 
In this section, the effect of multiple resources on the performance of the protocols ORD 
and MIX is discussed. Figures 8.23 to 8.26 show the throughput, the restart ratio and 
the 1/O utilization as the level of resource increases from 1 up to infinity. 
When the resource level is increased from 1 to 5, a very significant improvement in 
the overall performance can be observed for protocol ORD. It obviously outperforms all 
other protocols under various multi-programming levels in the simulation. The thrashing 
point shifts well beyond 100 and there is over 30% increase in the peak throughput when 
compared to RBC. As the multi-programming level reaches 200, the throughput almost 
triples that of COMM. Such improvement is attributed to two factors. The first factor is 
the increase in resources. Less constraint (due to higher availability of resources) is placed 
on the throughput, thus leading to a higher throughput. However, this also happens to 
9The protocol ORD is more an optimistic approach than a blocking approach. We will discuss this 
later. 
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other protocols. Actually, the major factor is that the restart ratio has dropped by a 
very substantial amount. For example, the drop in restart ratio is more than 30% when 
MPL = 200. Note that the restart ratio and the conflict ratio of RBC, COMM and MIX 
decrease only by a very slight amount when the resource level is increased to from 1 to 
5. This leads us to make the conjecture that, for protocol ORD, the level of resources 
available can affect the restart ratio. 
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As the level of resources increases, the extent that ORD outperforms other protocols 
becomes more prominent. Once again, we can observe a decrease in the restart ratio of 
ORD. With 20 resources, the restart ratio of ORD drops to a level well below that of 
COMM. It becomes very close to that of MIX with 50 resources. This further verifies our 
conjecture that resource level is closely linked to the restart ratio when using protocol 
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ORD. We may conclude that, for ORD, the larger is the level of resources available, the 
lower is the restart ratio (see Figures E.17). The explanation is quite subtle and needs 
some explanation. 
In ORD, when all the concurrency control and data access requests of a transaction, 
say T, are honored, T enters a ready-to-commit state in which it waits for those trans-
actions that have ordered shared relationships with it to commit. When the supply of 
resources is plentiful, the requests of transactions can be finished in a faster rate, there-
fore, the transactions in ready-to-commit state can also commit in a faster rate. When a 
transaction commits, all its locks, whether shared or ordered shared, will be released. If 
the rate of commitment is fast, it is less likely that ordered shared relationships will be es-
tablished between conflicting operations which effectively reduces the chance of deadlock. 
However, another view is that there will be more transactions that are in ready-to-commit 
state. That is, more ordered shared relationships have already been established between 
transactions which increases the likelihood of cyclic waiting (the result is deadlock and 
cascading aborts). This certainly has a negative impact on the performance of the proto-
col. However, from our experimental results, we can see that the positive effect of faster 
commitment rate outweighs the negative impact. 
Actually, there is a major difference between protocol ORD with an ordinary locking-
based protocol. In a locking-based protocol, conflict is resolved by blocking the transaction 
that issues the conflicting lock. However, no blocking is required for ORD; only an ordered 
shared relationship is establish between the two transactions that issue locks conflicting 
with each other. Upon commitment of a transaction, the dependency relation (ordered 
shared relationship) is checked for the presence of cyclic waiting (or cycles in Gord)- This 
makes this protocol somewhat like the optimistic approach where validation is required 
during transaction commitments. This result matches with the findings in [ACL87] that 
optimistic protocol tends to perform better than locking protocols when the supply of 
resources is plentiful. 
Finally, to sum up the effect of multiple resources on the performance of the protocols 
� . * 
that exploit context-specific information, we plotted the % Throughput Improvement, 
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TIR, under various multi-programming levels in Figure 8.27. TIR is calculated as follows: 
rprp _ Throughputmpi,protocol - Throughputmpi o , „ � 
丄 ^^mpl,protocol = — r (8 .3 ) 
Throughputmpi,0 ^ 
where Throughputmpi,protocol is the throughput delivered by the system when the multi-
programming level is "mpl" and the concurrency control protocol used is "protocol". 
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When MPL at 50, the maximum throughput improvements of ORD and MIX are 
18% and 12% respectively, both occur when there are 5 resources in the system. The 
occurrence of the peak is due to a similar reason as we have mentioned in Section 8.1.4. 
With MPL at 100, 150 and 200, there exists a very small range of resource levels such that 
the the improvement obtained by using MIX is higher than that of ORD. This observation 
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is due to the poor behavior of ORD under limited supply of resources and high multi-
programming level as we have discussed in Section 8.2.1. The maximum improvement 
obtained by using MIX is around 100%. However, there can be up to 16 times increase in 
the throughput (1600%) when compared to RBC. This indicates that given an abundant 
supply of resources, the performance gain of ORD can be very significant. This is due to 
its higher theoretical concurrency and optimistic nature. 
8.2.3 Impact of Transaction Length 
In this section, we investigate the effect of transaction length on the relative performance 
between MIX and ORD. We expect that, with a longer average transaction length, the 
throughput of the system will be suffered since more time is needed to finish all the 
requests of a transaction and there is a higher probability of conflict. In the following 
discussions, we have chosen the transaction sizes at 8, 15 and 20 in our simulations. 
Figures 8.28 (a) - (d) illustrate the throughput obtained for MIX and ORD with resource 
levels at 1, 2, 5 and 20 respectively. In the following graphs, "Tx.Size" means the average 
transaction length. 
The first observation is that when Transaction.Length is increased from 8 to 15, the 
peak throughput delivered by ORD is decreased from around 5.8 Tx/sec to only 2.5 Tx/sec 
(a drop of 55%) when there is only one resource. The corresponding drop percentages 
are 57%, 67% and 73% with resource levels at 2, 5 and 20 respectively. Similar behavior 
can be observed when Transaction.Length is increased from 8 to 20. Therefore, the 
higher are the value of Transaction.Length and resource level, the larger is the drop 
in the peak throughput. From another point of view, we can say that the larger is the 
average transaction length, the smaller is the gain in throughput by increasing resource 
level. For example, from Figures 8.28 (a) and (d), we notice that the peak throughput 
increases from 5.5 Tx/sec to over 60.0 Tx/sec (increase of more than 10 times) when 
Transaction.Length is 8; while the increase is from 2.5 Tx/sec to only 10.0 Tx/sec (only 
a four-fold increase) when Transaction.Length is 15. 
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� A s we have discovered in Section 8.2.1, the performance of ORD suffers severely under 
limited resource assumption when the average transaction size is 8 due to its optimistic 
nature. We have similar observation with average transaction lengths at 15 and 20. For 
protocol ORD, when the multi-programming level is small, it delivers a similar perfor-
mance as that of MIX. When MPL gets higher, the performance of ORD starts to degrade 
and finally becomes worse than that of MIX. We denote the multi-programming at which 
the throughput of MIX and ORD coincide with each other the cross-over point. When “ 
there is one resource, the cross-over point is at MPL = 90 with Transaction.Length at 
8 and are at MPL = 25 and MPL = 10 when the average transaction lengths are 15 and 
20 respectively. With two resources, the corresponding cross-over point is at 150，50 and 
35. With five resources, no cross-over point can be observed when Transaction.Length 
is 8 (i.e. the throughput of ORD is higher than MIX under all the multi-programming 
levels in our simulation). The cross-over point shifts to almost 200 and 100 when the 
average transaction length are 15 and 20 i;espectively. In short, the cross-over point shifts 
leftward when (1) resource level decreases (fixing the value of Transaction.Length) (2) 
the average transaction length increases (fixing the resource level). The left shift of the 
cross-over point can be explained as follows. When (1) or (2) happens, the effective re-
source contention level increases which leads to a slower commitment rate. The result is 
an increase in the likelihood of cyclic waiting. We therefore conclude that ORD is a fa-
vorable choice than MIX when the average transaction length is small and the availability 
of resources is abundant. 
8.2.4 Impact of Buffer Size 
Buffer size is varied in the following set of experiments to investigate its effect on the 
performance of the protocols. Recall that the buffer size determines the probability that 
an object is needed to be accessed (read from the secondary storage/disk) when its state 
is being queried. The larger is the buffer size, the smaller is the need for this access. We 
expect that a system with a larger buffer size tends to deliver a better performance in 
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general since much time is saved in querying the state of the object. However, from the 
experimental results, some peculiar results can be observed which will be discussed next. 
Figures E.19 - E.23 (p. 150 - 154) depict the results of our simulations. In particular, 
Figures E.19 (a) - (e) show the throughput of ORD with different buffer sizes and levels 
of resources. The results in Figures E.19 (c) - (e) are within our expectation. The 
performance is improved as the buffer size is getting larger. The effect is especially 
pronounced when the multi-programming level is high. However, there is an interesting ~ 
observation that is out of our expectation. From Figures E.19 (a) and (b), when the buffer 
size is larger than 500, a sudden drop in the throughput can be observed when the multi-
programming level reaches a certain level. For example, when the buffer size is 1000, the 
drop occurs after MPL reaches 75 and the throughput at MPL = 200 tumbles to a level 
similar to that when buffer size is 500. Such phenomenon can also be observed when the 
availability of resources is at a moderate level, i.e. there are 5 resources in the system. 
Therefore, under the assumption of scarcq supply of resources, a very large buffer size may 
not be able to deliver the best performance. However, such peculiar observation cannot 
be found in protocol MIX as shown in Figure E.20. This phenomenon can be explained as 
follows. Notice that when the resource levels are at 1 or 5, thrashing has already occurred 
in the range of MPL used in the simulation. That is, the physical resources are already 
fully utilized. Although increasing the buffer size effectively reduces the level of resource 
contention, the throughput is still severely constrained by the scarce supply of resources 
and increasing the buffer size does not help in increasing the throughput under a very 
high multi-programming level. 
Figures E.21 to E.23 show the throughput of ORD, MIX and RBC under different 
buffer sizes and level of resources. When there is one resource, the effect of increasing 
the buffer size is that the cross-over point (see Section 8.2.3) is shifted right ward. That 
is, cross-over occurs at a higher multi-programming level. However, when the buffer size 
is larger than 500, a reverse trend can be observed instead. The cross-over point shifts 
leftward again. Thus, we can see that a very large buffer size may not be the best choice 
when using ORD when the supply of resources is tight and the multi-programming level 
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is large. 
8.2.5 Impact of Concurrency Control Overhead 
In the previous section, we have investigated the performance gain of using protocols that 
exploit context-specific information available in the system. Note that the overhead of 
concurrency control is deliberately neglected in order to single out the effect of the gain in 
concurrency by exploiting context-specific information. In this section, we will investigate 
how the performance of the protocols will be affected if the overhead of concurrency control 
is also accounted for. We must emphasize that we are not attempting to measure the 
overhead of the protocol since with overhead can vary when using different implementation 
techniques and hardware platforms. Instead, we would like to compare the performance 
to the traditional protocols when their corresponding overhead are known beforehand. 
The way to model the overhead of a concurrency control protocol is the same as before 
(refer to Section 8.1.6). The value of CCxost is from Ims to bms. 
Interact ion of C C Overhead and Resource Level 
The series of figures in Section E.7 (p.155 - 159) depict the "throughput", "restart ratio", 
"conflict ratio" and “I/O utilization" with different concurrency control overheads. We 
are especially interested in the relative performance of RBC, ORD and MIX under the 
infinite and limited resource assumptions. From Figures E.24 to E.28, we note that the 
performance of ORD is more sensitive to the change in CC.cost than MIX and RBC. The 
peak throughput obtained is almost 90 Tx/sec at CC.cost = 1 and it drops to below 25 
Tx/sec when CC.cost is 5 (i.e. a drop of over 70%); while the drop is only 49% and 33% 
for ORD and RBC respectively. The factor attributing to this observation is that the 
restart ratio of ORD increases as CC.cost increases while the change is very insignificant 
for MIX and RBC. Therefore, the overhead of concurrency control has a similar effect 
to the resource level on the restart ratio of ORD. A larger value of CC.cost effectively 
decreases the rate for a transaction to reach the ready-to-commit state, thus leading to a 
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slower commitment rate which increases the likelihood of cyclic waiting. The result is a 
higher restart ratio. 
On the other hand, the scenario is quite different with limited resource assumption. 
The throughput becomes rather insensitive to the change in CC.cost in the sense that 
there is no significant change in the peak throughput for ORD. The restart ratio is not 
subject to significant change as the value of CC.cost is varied (fixing MPL) and the cross-
over point is around 70 to 80. This is because the rate for a transaction to reach the" 
ready-to-commit state is constrained by the limited availability of resources. The effect 
of concurrency control overhead becomes negligible. 
Interact ion of C C Overhead and Transaction Size 
We are also interested in investigating in the interaction effect between transaction size 
and concurrency control overhead on the performance. Figures E.34, E.35 and E.36 
(p.160-161) show the comparison of throughput of ORD and MIX under different resource 
levels and concurrency control overheads. The values of average transaction length are 8, 
15 and 20. For the sake of clarity, we only show the cases with CC.cost = 1 ,3 and 5. The 
first observation here is that as the average transaction length increases (while fixing the 
concurrency control overhead and the resource level), the cross-over point of ORD shifts 
to the left. The reason is obvious as increasing the transaction length slows down the rate 
for a transaction to reach the ready-to-commit state. 
With limited resource, as CC.cost increases, there is no significant degradation in the 
performance of ORD under different transaction sizes. This is because the performance 
under limited resource condition is mostly constrained by the supply of resources. When 
the supply of resources becomes plentiful, drop in peak throughput can be observed when 
the value of CC.cost is increased. However, the effect of CC.cost becomes less noticeable 
as transaction size is getting larger. For example, with 50 resources, the drop percent-
ages in peak throughput are 53%, 29% and 11% with Transaction.Length at 8, 15 and 
20 respectively when CC.cost is increased from 1 to 3; while the corresponding drop 
» 
percentages are 39%, 28% and 20% when CC.cost is increased from 3 to 5. 
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Such observation can be explained as follows. When the average transaction length 
increases, the probability of restart is obviously larger due to the higher data contention 
level. As the cost of restart (all executed operations must be redone again) is much larger 
than that of performing concurrency control, the performance of the system is less prone 
to degradation due to the increase in CC.cost. 
On the other hand, with limited supply of resources, the behavior of MIX is similar 
to that of ORD in that no significant reduction in the peak throughput can be observed.-
When the supply of resource is plentiful, the drop due to increase in CC.cost is less signifi-
cant when the average transaction length is large. However, when the average transaction 
length is small, the drop is quite significant. For example, with Transaction.Length at 
8 and resource level at 50, the percentages drop in peak throughput are 16% and 34% 
when the concurrency control overheads are increased from 1 to 3 and 3 to 5 respectively. 
This is because the conflict ratio under such condition is very small and the effect of 
concurrency control overhead becomes v^ry significant. 
Finally, we have plotted Throughput vs Conflict Ratio as in Section E.7.4 (p.162). The 
major finding is that whatever the value of CC.cost and transaction size are, thrashing 
occurs when the conflict ratio is close to a certain value (thrashing pc) which matches with 
the results in Chapter 6. This further verifies our conjecture that conflict probability plays 
the major role in affecting the performance of the system (determines when thrashing 
occurs) under various values of concurrency control overhead and average transaction 
lengths. Therefore, in order to avoid thrashing, the MPL of the system has to be kept 
under a certain level such that the resulting conflict ratio does not exceed the thrashing 
pc. 
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8.3 Summary and Discussion 
8.3.1 Summary of Results 
From the results in Section 8.1, we can conclude that the performance of the system 
can be improved significantly by allowing inconsistency in the return values of database 
operations. For example, when a suitable inconsistency level is chosen, the performance 
of the system can reach the level of a system which does not have any data or resource 
contention. Secondly, the number of resources available in a database system is quite 
critical to the performance. When resource is extremely scarce, the performance of the 
system suffers very seriously even when large amount of inconsistency is allowed in the 
operations. This is because the resource contention is the dominant factor. However, 
when the resource is plentiful, the performance of the system can be very sensitive to the 
level of inconsistency in the database operations, since data contention can be reduced 
very sharply by introducing a very smaH amount of inconsistency. In addition, we find 
that by using 20 to 50 resources in the system, the performance can be very close to that 
of a system with infinite resources. 
Then from the results in Section 8.2, we notice that by exploiting more semantic in-
formation in the system, there can be quite a satisfactory gain in the performance of 
the system. In particular, the two protocols (ORD and MIX) outperform the traditional 
protocols (COMM and RBC) under various database configurations which verifies our 
previous results in Chapter 6. However, due to the difference in the fundamental nature 
of the two protocols (ORD is more an optimistic approach while MIX is locking-based), 
there exhibits some divergences in behavior under some special conditions. The perfor-
mance of ORD under limited resource assumption can be worse than that of MIX when 
the multi-programming level is large. This matches with previous results in [ACL87: 
that locking-based protocols can deliver a better performance than protocols based on 
optimistic approach under limited resource assumption. Other differences of the two im-
plementations include the response to change in buffer size, transaction size and concur-
rency control overhead. Another important finding is that the conflict ratio plays a major 
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role in affecting the practical "concurrency" of a protocol under different assumptions of 
concurrency control overheads and transaction sizes. 
8.3.2 Relaxing Correctness Criterion vs. Exploiting Context-
Specific Information 
The usefulness of bounded inconsistency approach or epsilon serializability is usually chal-
lenged by the following arguments: 
• "Inconsistency" may not be "meaningful" for the operations of certain abstract data 
types, like directory type. -
• The operations may not be able to tolerate any kind of inconsistency. For example, 
a normal bank account operation should not be allowed to return a response with 
inconsistency. 
I 
• In particular, for the bounded inconsistency approach, it may be difficult to con-
struct the dilating functions of certain abstract data operations. 
Under the above circumstances, the usefulness of the bounded inconsistency approach 
can be rather limited. Besides, a good choice of inconsistency can be very difficult since 
in general the information about transactions, like the average transaction length, can be 
very limited. The case is quite true under the conventional database system. However, 
this approach can be quite attractive when used in a real-time database system. In a 
real-time database system, the correctness of executions can be sacrificed in order to 
lower the frequency of missing transaction deadline. Besides, in some real-time systems, 
the transactions can be pre-analyzed, i.e. the semantics of transactions and data can be 
known in advance, therefore, a very suitable choice of inconsistency can be made such that 
a high performance can be obtained. In addition, the bounded inconsistency approach 
can be very useful in applications where transactions are used to collect statistical data, 
like the maximum and the minimum of a group of data objects. Another good example is 
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the range query application in Section 6.4.2. Note that in these applications, there is no 
inconsistency introduced in transaction level even the operations may return values with 
a certain amount of inconsistency. 
The only restriction in exploiting context-specific information in the system to enhance 
concurrency is that one must know the forward and right backward commutativity tables 
so that conflict relations can be derived. This approach can be applied to all abstract data 
objects with well-defined forward and right backward commutativity relations. For the 
bounded inconsistency approach, since the construction of the dilating function of certain 
abstract data type operations may be impossible, therefore the scope of application can 
be limited. In addition, by exploiting context-specific information, no inconsistency will 
be introduced into the response to operations. Therefore, this approach can also be 
applied to the situation where no inconsistency is allowed. However, as we can see from 
the simulation results, the gain in concurrency (improvement in peak throughput) using 
this approach is not as large as that of losing the bounded inconsistency approach (when 
the level of inconsistency allowed is very large). Therefore, the choice between the two 
approaches relies very much on the type of applications (whether inconsistency is allowed), 




Concurrent access to data becomes a major issue, especially when a database is composed 
of a large number of frequently accessed and modified data under a multi-user environ-
ment. A sophisticated concurrency control algorithm is of important so as to allow efficient 
concurrent access to data while maintaining the consistency constraint of a database sys-
tem. The efficiency of protocols that employ the read j write model as the underlying data 
model and serializability as the correctnecs criterion is not high enough to model advanced 
applications. Abstract data model is a promising substitute to the read/write model and 
many semantics-based concurrency control (CC) protocols based on this model have been 
proposed [Kor83, Her84, HW88, Wei89a, Wei84]. Recently, much effort and attention 
have been paid to increase the concurrency of these protocols by placing more structures 
on the objects and their corresponding operations [BR92, WA92a, WA93, CRR91, Wei91:. 
Another approach is to relax the traditional correctness criterion of serializability [PL91, 
Gar83, KR93, WA92b]. However, current literature is lacking in experimental perfor-
mance studies of semantics-based protocols [BR92, AC92, CGM85]. Therefore, we are 
motivated to conduct research in this direction. 
The objective of our study was twofold. The first objective was that we wanted 
to verify experimentally that semantics-based protocols can outperform the traditional 
protocols that are based on the read/write model. The second objective was to investigate 
the performance characteristics of different semantics-based protocols. In particular, we 
have studied the above two approaches to enhance concurrency of concurrency control 
protocols. 
116 
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A semantics-based concurrency control protocol usually provides a higher degree of 
concurrency at the expense of a larger concurrency control overhead. Therefore, the 
overhead of a concurrency control protocol must be investigated in order to justify the 
usage of the protocol. We attempted to identify the factors that affect the performance 
of semantics-based protocols. Our approach was to build a testbed to study the practical 
behavior and the implementation issues of the protocols in a main memory environment. 
In addition, for the sake of completeness, an extensive and thorough simulation study was" 
conducted in order to evaluate the performance characteristics of these protocols under 
different disk-based database environments. 
Theoretically, a protocol Pa is said to provide more concurrency than another protocol 
Pb if the set of acceptable histories of Pa is larger than that of Pt [WA92a] and Pa is 
said to provide a higher degree of theoretical "concurrency". However, this definition is 
quite abstract and difficult to measure practically. Therefore, in order to facilitate the 
comparison between different protocols^ the concept of "concurrency" from a practical 
point of view (practical "concurrency") is proposed (see Section 2.4) so as to capture the 
essential performance measures of a protocol. In our definition, practical "concurrency". . 
is expressed in two measures. The first measure is the throughput of the system which is 
defined as the number of transactions completed per unit time. The second measure is 
the multi-programming level at which thrashing occurs. 
From the experimental results in Chapter 6, we have found the protocol based on the 
read I write model can deliver a very poor performance since the semantics available in the 
system is not exploited. Instead, when we use the abstract data type model, a significant 
gain in performance under different multi-programming levels can be obtained. 
For abstract data type, we have compared the traditional semantics-based protocols, 
RBC, FC and COMM (which derives conflict relations between operations right backward 
commutativity, forward commutativity and commutativity respectively). The finding is 
that the COMM delivers a poorer practical "concurrency" than that of RBC and FC; 
while the performance of RBC and FC are almost identical. This matches with the 
> 
theoretical prediction in that the acceptable set of histories allowed by COMM is strictly 
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smaller than that of RBC and FC; while the theoretical "concurrency" provided by RBC 
and FC is incomparable. The impact is that the practical "concurrency" of a locking-
based protocol may depend very much on its conflict relation, since the major difference 
between COMM and RBC (or FC) is the number of entries in their corresponding conflict 
tables. However, the overhead of the protocols has not been taken into account at this 
stage since the overhead of the above three protocols is identical (all involve simple table-
lookup). Comparison must also be made with some other protocols that involve different" 
concurrency control overhead to justify our view. 
Then the two approaches that attempt to enhance concurrency were studied. The 
first approach is to exploit the context-specific information in an execution. From the 
experimental results, we find that the practical "concurrency" of the protocol increases as 
the extent of semantic information exploited increases. That is, a protocol with relatively 
weaker conflict relation (higher theoretical concurrency) tends to promise a higher degree 
of practical "concurrency". This is truq, even the overhead of this protocol is obviously 
larger than the traditional approach. 
In addition, we have verified from the experimental results in Section 6.3 that the most 
important factor that affects the performance of a locking protocol is the conflict ratio of 
the protocol, i.e. the strength of the conflict relation. For different protocols, the system 
starts thrashing at a fixed level of conflict ratio {thrashing pc) and the system tends to 
deliver a higher peak throughput as the protocol used provides a weaker conflict relation. 
Other factors such as the overhead of performing concurrency control and transaction 
restart play a relatively minor role. Thus, the effort in designing semantics-based CC 
protocols pay off since the motivation of semantics-based CC protocol is to exploit the 
semantic information available in objects and operations to weaken the strength of conflict 
relations or reduce the conflict ratio. " 
The results of another approach is also very encouraging in the sense that the approach 
does not introduce substantial overhead in the protocol. In addition, the degree of prac-
tical "concurrency" increases as the inconsistency which can be tolerated by transactions 
increases. The usefulness of the this protocol is demonstrated by the implementation of 
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range queries. We show in Section 6.4.2 that if a range query is implemented by the tra-
ditional approach, the throughput of the query can be extremely low under a high data 
contention environment. By allowing bounded inconsistency in operations, the response 
time of range queries can be significantly decreased without sacrificing the consistency of 
the query, i.e. no inconsistency in transaction level. 
Apart from the results obtained from the prototype system, the results from our 
simulation study also provides us a valuable resources in understanding and comparing 
the performance characteristics of the protocols that adopt the above two approaches to 
enhance concurrency. In particular, we have investigated the performance under different 
resource assumptions. We have made several interesting observations. 
By applying the bounded inconsistency approach (see Section 8.1), 
• Performance (in terms of the peak throughput and the multi-programming level 
at which thrashing occurs) of the system can be improved significantly by intro-
ducing inconsistency in the return values of database operations when the level of 
inconsistency is chosen carefully. 
• The number of resource available plays a very critical role in affecting the perfor-
mance of the bounded inconsistency approach. The gain of using this approach is 
maximized when the supply of resource is plentiful. 
• The performance delivered can be very close to that delivered by a system with 
infinite resources when using 20 to 50 resources. 
• The response time of transactions can be reduced significantly even when the system 
is dominated by "update" transactions. 
By exploiting context-specific information in the system (see Section 8.2), we have 
the following observations. Due to the difference in the fundamental nature of the two 
protocols (ORD is more an optimistic approach while MIX is purely locking-based), there 
exhibits some divergence in behavior under some special conditions. The performance 
of ORD under limited resource can be worse than that of MIX when MPL is large. 
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This matches with previous results in [ACL87] that locking-based protocols can deliver a 
better performance than protocols based on optimistic approach under limited resources. 
With an abundant supply of resources, the performance of ORD can be significantly 
improved. Other differences include the response to change in buffer size, transaction size 
and overhead of concurrency control. We find that in general ORD is much more sensitive 
to the change of these parameters. The reason is that the change in these parameters 
can have an effect on the restart ratio of the protocols. Another important finding is tha t 
the conflict ratio plays a major role in affecting the practical "concurrency" of a protocol 
under different assumptions of concurrency control overhead and transaction size. 
As a conclusion, in this study, we have investigated the performance characteristics of 
different semantics-based concurrency control protocols. From the experimental results, 
we have verified that semantics-based concurrency control protocols can outperform tradi-
tional protocols under various situations. This is mainly due to the reduced conflict ratio. 
This is especially true under an abundant supply of resources and high data contention 
environment. Therefore, when designing a new locking based concurrency control algo-
rithm, the primary target is to reduce the probability of conflict between operations. This 
can be reflected by the experimental results of the investigation of the two approaches to 
enhance concurrency of semantics-based CC protocols. 
The second reason that makes semantics-based CC protocols (based on the abstract 
data type model) superior is that they can ensure dynamic atomicity which is a local 
atomicity property [Wei89a]. If local atomicity can be enforced on each object in the 
system, then the global correctness criterion of serializability can be ensured. Therefore, 
the choice of concurrency control algorithm can be made locally for each object (or group 
of objects) in the system. Therefore, we can apply an algorithm that offers higher concur-
rency to some "hotspot" data while the traditional protocol can be applied to other data 
so as to keep the implementation simple. This is especially important when we model 
the distributed or loosely-coupled system, since to unify the concurrency control protocol 
used in each site can be quite difficult. Finally, another reason is that one can design a 
transaction after one has studied the specifications of the transaction and the data objects 
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accessed by the transaction, because it can be assumed that the transaction is executed 
independently and sequentially with respect to other transactions, since serializability is 
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Commutativity Tables for Queue 
Objects 
• Commutativity Table 
[enqueue{x), ok] [dequeueQ^ x] [dequeue{), no] 
X X X [enqueue{y),ok] 
X X X [dequeue{)^y] 
X X [dequeue{)^no\ 
• Right Backward Commutativity Table 
[enqueue{x), ok] [dequeue{)^ x] [dequeue(), no] 
X X [enqueue{y), ok] 
X X [dequeueQ^y] 
X [dequeueQ, no] 
• Forward Commutativity Table 
[enqueue{x)^ ok] [dequeue{), x] [dequeue{)^ no] 
X X [enqueue{y), ok] 
X [dequeueQ^ y] 
X [dequeue[), no] 
A X in the above tables means that the pair of operations do not commute with each 
other. 
» • • 
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Appendix B 
Specification of a Queue Object 
For a queue object, its state is a list of items, and two types of operations, namely, 
e-enqueue and e-dequeue are defined on it. An e-enqueue operation inserts an item at 
the 8th. position from the rear of the queue, where 5 < e, and the response is always 
ok. A successful e-dequeue operation removes the Sth. item from the front of the queue, 
where S < e^ and the item will become the response of the operation. An e-dequeue 
operation may be unsuccessful if the qKeue contains less than e items, in this case the 
response is no. The semantics of a queue object is summarized in Table B. l , where List 
is the list of elements in the queue, I en is the length of the queue, sublist(List,m,n�is a 
function returning the sublist of n elements starting at m*" position of the list List and 
element�List,n) is a function returning the n^^ element in the list List. 
Operation Resolution Set Description 
[e-enqueue(x),ok] insert(x,(^) 0 < < e Action: List f - sublist[List, 1, len — S) • x-
sublist [List, len 一 + 1, (^ ) 
len len + 1 
Response: ok 
[e-dequeue,x] remove⑷，0 < < e Precondition: len > 5 
Action: X ^ element {List, (^) 
List f - sublist{List, — 1). 
sublist [List, S + 1, /en — 
len — /en — 1 
Response: x 
[e-dequeue,no] null⑷，0 < < e Precondition: len < S 
Response: no 
Table B. l : Specifications of Queue Object with Bounded Inconsistency 
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Note that if e is set to 0 for all the operations, the queue object defined in this way will 
become a standard queue object. If t is set to oo for all unsuccessful e-dequeue operations 
and set to 0 for all e-enqueue and successful e-dequeue operations, the queue object will re-
duce to non-deterministic/probabilistic queues developed in [GMS91], because a dequeue 
operation can be unsuccessful even when the queue is not empty. On the other hand, if 
e is set to oo for successful enqueue operation or successful dequeue operation, and set 
to 0 for unsuccessful dequeue operation, the queue object becomes a semi-queue [HW91]7 
since a dequeue operation can remove any element in the queue. 
Consider the following example executed with deferred update recovery strategy on 
queue object Qa and Qb which are initially empty: 
Transaction T\: enqueue "x" to Qa 
Transaction T2： dequeue from Qa, sees "queue empty" 
Transaction T2： enqueue "y" to Qb 
Transaction T\\ dequeue from Qb, sees "queue empty" 
Since deferred update is used, the concurrent transactions and T2 do not see the 
effects of each other. Obviously, the above execution is non-serializable, because in a serial 
execution, either sees the element y in Qb or T2 sees the element x in Qa- However, if 
bounded amount of inconsistency is allowed in the execution, we can have the following 
operation sequence and resolution sequence: 
Ti}Qa [engueue(x),ok] Ti)Qa : insert{x, 0) 
T2)Qa ： [l-dequeue{),no] T'2)Qa • null{0) 
T2)Qb : [enqueue{y), ok] T2)Qb : mseH(y,0) 
Ti)Qb ： [l-dequeue{),no\ Ti)Qb ： null{0) 
Let H be the history of the above execution and L be the total order with T\ before 
T2. The operation sequence serial{H, L) and the resolution sequence is shown as follows: 
Ti)Qa ： [enqueue{x), ok] T\)Qa : insert{x, 0) 
Ti)Qb : [l-dequeue{),no] Ti)Qb : null{Q) 
T2)Qa ： [l-dequeue{),no] T2)Qa • null{l) , • 
T2)Qb : [enqueue{y),ok] : insert{y, 0 ) 
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Since the resolution sequence for the actual execution of the operation sequence of H 
is equivalent to that of serial{H, L), thus H can be serialized in the order of L. Similarly, 




Commutativity Tables with 
Bounded Inconsistency for Queue 
Objects 
[ei-enqueue{x)^ok] [ei-dequeue{)^x] [ei-dequeue(),no] 
f {61,62) 二 + • = + [ei-engtxeue(y),oA;� 
X — f(Si,S2) = (Si,S2 + iy~ “ [e2-dequeue{),y] 
6(q!i,Q2) = + 1) [e2-dequeue(),no] 
Table C.l: Right Backward Commutativity Table with Bounded Inconsistency for Queue 
Operations 
The right backward commutativity table for the queue operations is shown in Table C.l. 
Each entry in the table contains the forward resolution set dilating function and back-
ward resolution set dilating function of the operations in the given row and column. 
If a resolution set dilating function is omitted, that means the function is an iden-
tity function. It is assumed that the resolution set for the operation in a given col-
umn be ((^1,(^2) and that for the operation in a given row be (a i ,a2) - For example, 
let operation p = [ei-enqueue{x),ok] with working resolution set (^1,^2) and operation 
q = [e2-enqueue{y),ok] with working resolution set (a i ’a2 ) , from the table, bpq is an 
identity function and fpq is defined as 如 ） 二 + 1). The intuitive meaning 
is that if the original potential discrepancy of the enqueue operation ranges from Si to 
the potential discrepancy of the first enqueue operation will range from 知 to (^ 2 + 1 
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when there is another concurrent enqueue operation that executes after the first enqueue 
operation. A blank entry means both the forward and backward resolution set dilating 
functions are identity functions. And a x means the pair of operations do not commute. 
[ei-enqueue{x),ok] [ei-dequeue{), x] [ei-dequeue{),no] 
dqp{Su62) = {SuS2-\-l) dgp{6u62) = {61,62 + 1) [e2-enqueue{y),ok\ 
dpq{ai,a2) = (qi,Q2 + 1) 
X [e2-dequeue0,y] 
dpq{(Xua2) = (a i ,a2 + 1) [e2-dequeue(),no] 
Table C.2: Forward Commutativity Table with Bounded Inconsistency for Queue Oper-
ations 
The forward commutativity table for the queue object operations is shown in Table C.2. 
Each entry in the table contains the resolution set dilating functions dpq and dqp for the 
working resolution sets of the operations in the given row and column respectively. The 
resolution set dilating function is omitted, if it is an identity function. It is assumed 
that the resolution set for the operation in a given column be ((^1,知)and that for the 
operation in a given row be (a! , 0:2). For example, let operation p = [€i-enqueue{x),ok 
with working resolution set {61,62) and operation q = [e2-dequeue{),no] with working 
resolution set (ai，a2), from the table, dqp is an identity function and dpq is defined as 
dpq{ai, a2) = ( a i , a2 + l ) . The intuitive reason is that if the original potential discrepancy 
of the dequeue operation ranges from ai to a � , the potential discrepancy of the dequeue 
operation will range from a i to a � + 1 when there is a concurrent enqueue operation. 
Similarly, a blank entry means both the forward and backward resolution set dilating 
functions are identity functions. And a x means the pair of operations do not commute. 
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Appendix B 
Some Implementation Issues 
D.l Important Data Structures 
• Concurrent Set Table 
There is a Concurrent Set Table attached to each data object. Each entry in this 
table represents a concurrent operation in the table and has the following structure: 
• 
int TxID; /* Transaction ID */ 
int OpType; /* Operation Type */ 
ResponseType response; /* Response to the invocation */ 
StateType before.value; /* Before value of the object */ 
StateType after—value; /* After value of the object */ 
WRS wrs; /* The working resolution set, applicable to 
the bounded inconsistency approach only */ 
Figure D.l: Structure of Concurrent Set Table Entry 
“ResponseType,, is a data type which defines the "response" of an invocation. For 
example, the response to bank account operations can be "OK", "NO" or the "bal-
ance" of the account. In C notation, ResponseType can be defined as in Figure D.2. 
“StateType,, is a data type which defines the state of a data object. For bank 
account object, it is simply defined as the balance of the account, i.e. a floating 
point number; while for queue objects, the StateType can defined a^ in Figure D.3. 
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typedef enum BooleanResponseTag {OK , NO} BooleanResponse; 




Figure D.2: ResponseType of Bank Account Operations 
"before—value” stores the value before the operation is executed while “after—value,’ 
stores the updated value after the operation is executed. 
typedef struct statetypetag { 
int length; /* Length of the queue */ 
Queue queue; /* The queue itself */ 
} StateType; 
I 
Figure D.3: StateType of Queue Operations 
The concurrent set is implemented as a linked list and the concurrent set of object 
X is denoted by C oncur rent Set List x-
When the bounded inconsistency approach is used, there is an extra field in the 
concurrent set entry, namely wrs (of type WRS), which represents the working 
resolution set of that operation. As the working resolution set is usually in the 
form of a range, WRS can represent a pair of floating point numbers or integers 
depending the type of the object used. 
• Blocked Transaction Table 
The Blocked Transaction Table stores information of blocked transactions. It is 
implemented as a linked list and each node in the list has the structure as shown in 
Figure D.4. . 
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int BlockedTxID; /* Transaction ID of the blocked transaction*/ 
List BlockedByList; /* The list of transaction that TxID is waiting */ 
Figure D.4: Structure of Blocked Transaction Table Entry 
“List,, is a linked list of integer. BlockedByList stores the transaction id of trans-
actions that Transaction TxID is blocked on. 
D.2 Conflict Checking 
I 
For protocols RBC, FC and COMM, when an operation p from transaction T (with trans-
action id tidi) attempts to obtain a lock on object X, each node in ConcurrentSetListx 
with a different transaction id, say tid) (which represents a concurrent operation from 
transaction tid^z) is checked to determine if conflict occurs. If conflict occurs (a x entry is 
encountered in the corresponding conflict table), a new entry (with BlockedTxID = tidi) 
will be added into Blocked Transaction Table and tid) will be added into BlockedByList 
of this entry. Transaction tidi is said to be in blocked state. This process will be con-
tinued until C oncurr ent S et Li st X is traversed once. If there is no conflict, a Concurrent 
Set Table entry (with TxID = tidi) will be appended to C oncurr ent Set Li stx- The lock 
is granted and the operation is executed. The response will then be returned to the cor-
responding terminal. When a transaction commits or aborts, its locks will be released. 
The corresponding concurrent set entries in all objects (if any) will be removed and all 
the corresponding entries in "BlockedByList" of other blocked transactions will also be 
removed. In this case, the "BlockedByList" of some blocked transaction may become 
empty, then these transactions can leave the "blocked" state. 
When the bounded inconsistency approach is used, the conflict checking process is 
more complicated. Suppose the node in the head of Concurrent Set Li stx is qi and the 
second node is q) and so on. The working resolution sets of q\ and p are updated ac-
cording to the forward and backward dilating functions in the conflict table (the use 
of forward or right backward commutativity table depends on the recovery strategy 
used). If their working resolution sets are still within their own resolution sets {RSq^ 
136 
and RSp) after dilation, the process will be repeated for 仍，qs and so on until all nodes 
in Concur rent Set Li six is checked. If no wrs exceeds its own resolution set, then p can 
be included into Concurrent Set Li six. Otherwise, the working resolution sets of all the 
node will be restored as if the dilation process has never happened. We keep a temporary 
wrs for each node which stores the old working resolution set. p will enter the blocked 
state. Again, a new entry will be added into Blocked Transaction Table and every trans-
action id in Concurrent Set List X will be included into its "BlockedByList". We include-
all the transaction into BlockedByList since it is not a particular concurrent operation 
that blocks p. Instead it is the combination of all these operations that render p not 
compatible. If any of these concurrent operations commits or aborts, p may be able to 
proceed. Therefore, the procedure of releasing transactions from blocked state is also 
different. When a transaction, say Ti, commits or aborts, all blocked transactions that 
are waiting for Ti (with Ti in their "BlockedByList") will be released. 
D.3 Deadlock Detection 
For protocols COMM, RBC, FC and MIX, deadlock arises when a transaction, say T, 
attempts to obtain a lock that is held by a transaction blocked by T. To detect deadlock, 
we construct a wait-for-graph (WFG) from the Blocked Transaction Table. Suppose 
transaction is blocked by T2, two nodes will be created with an edge pointing from Ti 
to T2. Cycles in the graph is detected by performing depth first search [Kru87]. Cycle 
detection is performed continually, i.e. every time when a transaction is blocked. If a cycle 
is detected, deadlock arises. To resolve the deadlock, a transaction has to be aborted. 
There can be many choice of victim. We choose to use the last transaction that causes 
the deadlock. Since deadlock is resolved immediately, the WFG can be kept cycle free at 
all time. 
For protocol ORD, no transaction is blocked due to its optimistic nature. However, a 
transaction may be required to delay its commitment if transactions that have an ordered 
shared relationships with it have not yet committed. We maintain a wait-for-graph to 
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maintain these dependency relations. Every time an ordered shared relationship is es-
tablished between operation p from Ti and q from (assume an edge pointing 
from node to node T2 is added into the wait-for-graph. When all the lock and data 
access requests of a transaction, say T, have been honored, the transactions enter a state 
called ready-to-commit state by setting a flag. Then the wait-for-graph is checked to 
see if there is any outgoing edges from T. If there is no such node as T or there is no 
outgoing edges from T, then T can commit and all its incoming edges will be deleted 
from the wait-for-graph. After the removal of these edges, some transactions which are in 
ready-to~commit (see Section 8.2.2) state may become eligible to commit. The commit-
ments of these transaction may further trigger commitments of other transactions. On 
the other hand, if a cycle is detected in the wait-for-graph, then all the transactions that 
are involved in the cycle must be aborted and restarted. The aborts of these transactions 




In this appendix, we will present some of the simulation results that have been described 
but not included into the main text of this thesis. As in Chapter 8, the results in this 
appendix will be divided into two sections: the first section is related to the bounded 
inconsistency approach while the second section is related to the exploitation of the 
context-specific information of an execution. In the following results, unless explicitly 
specified, the buffer size {Buffer.Size) ir； assumed to be 250 and the average transaction 
length (Transaction.Length) is 8. 
» . 
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E.l Impact of Infinite Resources (Bounded Incon-
sistency) 
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E.2 Impact of Multiple Resource (Bounded Incon-
sistency) 
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E.3 Impact of Transaction Type (Bounded Incon-
sistency) 
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E.4 Impact of Concurrency Control Overhead (Bounded 
Inconsistency) 
E.4.1 Infinite Resources 
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E.4.2 Limited Resource 
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Figure E.13: CCxost = 2 , 1 Resource , Bank Account Objects 
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E.5 Impact of Resource Levels (Exploiting Context-
Specific Information) 
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E.6 Impact of Buffer Size (Exploiting Context-Specific 
Information) 
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Figure E.19: Protocol that exploits Context Specific Information (With Ordered Shared 
Locks , Bank Account Objects) 
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Figure E.20: Protocol that exploits Context Specific Information (Without Ordered 
Shared Locks , Bank Account Objects) 一 
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Figure E.21: Throughput (1 Resource，Bank Account Objects) 
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Figure E.23: Throughput (5 Resources , Bank Account Objects) 
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E.7 Impact of Concurrency Control Overhead (Ex-
ploiting Context-Specific Information) 
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Figure E.25: CC.cost = 2 , oo Resources , Bank Account Objects 
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Figure E . l l : CC.cost = 5 , oo Resources , Bank Account Objects 
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E.7.2 Impact of Limited Resources 
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Figure E.29: CC.cost = 1 , 1 Resource , Bank Account Objects 
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Figure E . l l : CC.cost = 5 , oo Resources , Bank Account Ob jec t s 
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Figure E.32: CC.cost = 4 , T Resource , Bank Account Objects 
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Figure E . l l : CC.cost = 5 , oo Resources , Bank Account Ob jec t s 
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E.7.3 Impact of Transaction Length 
° 0 20 如 60 M 100 120 140 m 1X0 200 ® 0 20 40 M M I W 120 140 160 1X0 200 • 
MPL MPL 
(a) 1 Resource (b) 2 Resources 
f _ ： ^ M i 
.• / 丨0.广 、 
20 40 M 80 100 120 140 160 ISO 200 ° 0 20 40 60 W IM 120 140 160 ISO 200 
MPL M^L 
(c) 20 Resources (d) 50 Resources 
% 
Figure E.34: Transaction.Length = 8 , Bank Account Objects 
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E.7.4 Role of Conflict Ratio 
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