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Abstract
Random spanning trees are among the most prominent determinantal point pro-
cesses. We give four examples of random spanning trees on ladder-like graphs whose
rungs form stationary renewal processes or regenerative processes of order two, re-
spectively. Up to a trivial thinning with additional coin flips, for each of the first two
examples the renewal processes exhaust the whole class of stationary regenerative (of
order one) determinantal point processes. We also give an example of a regenerative
process of order two that has no representation in terms of a random spanning tree.
Our examples illustrate a theorem of Lyons and Steif (2003) which characterizes
regenerative determinantal point processes in terms of their Fourier transform. For
the regenerative process, we also establish a Markov chain description in the spirit of
Ha¨ggstro¨m (1994).
On the technical side, a systematic counting scheme for random spanning trees
is developed that allows to compute explicitly the probabilities. In some cases an
electrical network point of view simplifies matters.
1 Introduction
1.1 Random Spanning Trees
On a finite connected (undirected) graph G = (V,E) with vertex set V and edge set E,
there is a finite set ST(G) ⊂ 2E of spanning trees t; that is, the graph (V, t) is connected
and loop-free (see, e.g., [5]). The uniform distribution on ST(G) is called the uniform
spanning tree measure. If we assign to each edge e ∈ E a weight weight(e) ∈ [0,∞)
and define weight(t) =
∏
e∈tweight(e) and weight(F ) =
∑
g∈F weight(g) for F ⊂ 2E ,
then P[F ] := weight(F )/weight(ST(G)), F ⊂ ST(G), defines the weighted spanning tree
measure with weight function weight.
For an infinite graph G = (V,E), in order to define a uniform or weighted spanning tree
measure, one can exhaust G by an increasing sequence of finite subgraphs Gn and define
1
2the measure P as the limit of the uniform (or weighted) spanning tree measures Pn on
Gn. By a simple monotonicity argument, it is shown that this limit exists (see, e.g., [4,
Proposition 5.6]) and does not depend on the choice of the sequence (Gn). P is called
the free spanning forest measure. The reason for this name is that, in general, the limit
P is not necessarily concentrated on connected graphs (but clearly on loop-free spanning
graphs); that is, on spanning forests. For G = Zd the d-dimensional integer lattice, it is
shown in [20] that the uniform spanning forest measure is indeed concentrated on trees
if and only if d ≤ 4. On the other hand, for d ≥ 5, the free spanning forest measure is
concentrated on forests with infinitely many trees.
A simple argument that uses Wilson’s method of simulating random spanning trees shows
that P is concentrated on trees if the graph random walk with transition probabilities
proportional to the edge weights is recurrent ([4, Proposition 5.6]). The graphs that we
consider in this paper are essentially one-dimensional. Hence recurrence will be obvious
and P can be considered as the uniform (or weighted) spanning tree measure. In the
sequel, T will always be the generic random spanning tree under the measure P.
There is a rich body of literature on random spanning trees, see, e.g. [1, 2, 3, 4, 6, 10, 12, 15,
17, 20, 21, 24]. Particularly interesting is a connection to electrical networks that was first
discovered by Gustav Kirchhoff in 1847. In order to describe Kirchhoff’s results, consider
our (finite) graph as an electrical network with nodes v ∈ V and resistors with resistances
R(e) = 1/weight(e) along the edges e ∈ E. Denote by Reff(v,w) the effective resistance
between the nodes v,w ∈ V . Kirchhoff proved in [14] that for each edge e = {v,w}, we
have
P[e ∈ T ] = Reff(v,w)
R(e)
. (1.1)
To put the result a bit differently, assume that we hook a battery at v and w such that a
unit current flows into the network at v and out of the network at w. Denote by Ie,f the
current along the edge f (where we assume that we have given all edges in E an arbitrary
but fixed orientation in order to fix the sign of the current). Then by Ohm’s law, we have
Ie,e =
Reff (v,w)
R(e) , that is P[e ∈ T ] = Ie,e.
Burton and Pemantle’s transfer current theorem [6] describes the full random spanning
tree (also in infinite networks) in terms of the electrical network: Let n ∈ N and let
e1, . . . , en ∈ E be pairwise distinct edges. Then the probability that all these edges are in
the random spanning tree can be expressed in terms of the determinant of a submatrix of
the so-called impedance (or transfer current) matrix (Ie,f )e,f∈E,
P[e1, . . . , en ∈ T ] = det
(
(Iei,ej)i,j=1,...,n
)
. (1.2)
Note that the signs of the individual entries Ie,f depend on the arbitrary choice of the
orientations of the edges but the value of the determinant does not. More information
about electrical networks can be found, e.g., in [8] and [17]. A streamlined proof of the
transfer current theorem (1.2) is given in [4]. A nice introduction to random spanning
trees and electrical networks can be found in Jarai’s lecture notes [13].
31.2 Determinantal Point Processes
Equation (1.2) states that T is a determinantal point process on the index set E. More
generally, if R is a countable set and A is a Hermitian matrix indexed by R, a {0, 1}R-
valued process X is called a determinantal point process if for any finite subset S ⊂ R,
we have
P
[
X(s) = 1 for all s ∈ S] = det ((Aij)i,j∈S). (1.3)
A sufficient condition for A to be the matrix of some determinantal point process is that it
is a positive contraction (see [16, Theorem 8.1] or [22, Theorem 1.1] for real-valued A). By
a theorem of Soshnikov (see [23, Theorem 3]), if A is a Hermitian operator on ℓ2(R), then
A is the matrix of a determinantal point process if and only if A and I−A are nonnegative
definite (where I is the identity matrix). The necessity of this condition is clear: Equation
(1.3) implies that A is nonnegative definite. On the other hand, a simple application of
the inclusion/exclusion formula shows that the process of zeros, that is X ′(s) = 1−X(s),
fulfills (1.3) with A′ = I−A. Hence X ′ = 1−X is also a determinantal point process and
has the matrix I −A. For details, see, e.g. [9, Section 2].
For the general theory, the matrix A need not even be Hermitian, but in this article we
restrict ourselves to the Hermitian case. In order to clarify this in the theorems, we will
refer to X as a Hermitian determinantal point process.
In [18] Lyons and Steif investigate stationary determinantal point processes indexed by
the integer lattice Z. That is, A is Hermitian and fulfills Ak,l = A0,l−k for all k, l ∈ Z. In
other words, A is an infinite Hermitian Toeplitz matrix. Taking Fourier transforms, there
exists a (unique for A) measurable function f : [0, 1]→ [0, 1] such that A0,k = f̂(k) for all
k ∈ Z, where (with λ the Lebesgue measure)
f̂(k) =
∫
[0,1]
f(x) e−2pii kx λ(dx). (1.4)
In fact, by Bochner’s theorem, for the nonnegative definite matrix A, there exists a measure
µ on [0, 1) such that A0,k =
∫
e−2pii kx µ(dx). Since also I−A is nonnegative definite, there
also exists a measure µ′ on [0, 1) such that I0,k − A0,k =
∫
e−2pii kx µ′(dx). Summing up,
we get I0,k =
∫
e−2pii kx (µ + µ′)(dx) and hence µ + µ′ = λ. Now define f = dµ/dλ. By
Fourier inversion, we have
f(x) =
∑
k∈Z
A0,k e
i kx. (1.5)
The stationary processX is said to be a regenerative process of order k ∈ N if it renews after
k successive 1s. More precisely, for measurable B ⊂ {0, 1}{−k,−k−1,...} and C ⊂ {0, 1}N,
we have
P
[
X
∣∣
N
∈ C
∣∣∣X∣∣
{−k,−k−1,...}
∈ B, X(0) = X(−1) = . . . = X(−k + 1) = 1
]
= P
[
X
∣∣
N
∈ C
∣∣∣X(0) = X(−1) = . . . = X(−k + 1) = 1].
Lyons and Steif [18, Proposition 2.10] give a simple characterization of renerative deter-
minantal point processes in terms of the Fourier transform f of A:
4Proposition 1.1 (Lyons and Steif, Proposition 2.10 of [18]) Let X be a stationary
determinantal point process with Hermitian matrix A and Fourier transform f . Let k ∈ N.
The process X is regenerative of order k if and only if 1/f is a trigonometric polynomial
of order at most k, that is, there exist numbers c0, . . . , ck, ϕ1, . . . , ϕk ∈ R such that
1
f(x)
= c0 +
k∑
j=1
cj cos
(
2πj(x+ ϕj)
)
, x ∈ [0, 1]. (1.6)
Lyons and Steif give an example (due to Soshnikov) for k = 1, the case of a classical
renewal process:
f̂(k) =
1− α
1 + α
α|k|, for all k ∈ Z, (1.7)
where α ∈ (0, 1) is a parameter of the model. In this case
f(x) =
(1− α)2
1 + α2 − 2α cos(2πx) .
In fact, the renewal distribution (waiting time for the next 1) is given by
P
[
inf{k ≥ 1 : Xk = 1} = m|X0 = 1
]
= rm := (1− α)2mαm−1. (1.8)
This waiting time is distributed as the sum of two geometric random variables and we will
see later an intuitive reason for this fact.
Remark 1.2 Note that for a given stationary determinantal point process X, the Hermi-
tian Toeplitz matrix A is not unique, but for any ϕ ∈ R, the matrix Aϕk,l := Ak,l ·e2piiϕ(l−k)
describes the same process X. If f is the corresponding Fourier transform, then fϕ(x) =
f((x + ϕ) mod 1). In particular, if A is an impedance matrix and is hence real-valued,
the matrix A
1/2
k,l = (−1)l−kAk,l describes the same process X and is the impedance matrix
that belongs to alternating the orientation of the edges.
If A has only nonzero entries, then it is simple to show that any matrix A′ that describes
the same process X is of the form A′ = Aϕ for some ϕ ∈ R. We will discuss this in some
more detail in Section 4 for a particular matrix A. ✸
1.3 Main results
While Soshnikov’s example for a stationary determinantal point process remains rather
abstract, random spanning trees on ladder-like graphs provide natural and intuitive ex-
amples. In this section, we present two graphs for which the weighted random spanning
tree gives us Soshnikov’s example for all values of α ∈ (0, 1). Furthermore, we present two
graphs that are examples for an order two regenerative determinantal point process.
51.3.1 The simple ladder graph
We start with the simple (two-sided infinite) ladder graph. Consider the vertex set V L =
{0, 1} × Z and denote by
EL =
{
zm, h0,m, h1,m : m ∈ Z
}
the set of edges where
zm := {(0,m), (1,m)} and hi,m = {(i,m− 1), (i,m)}, m ∈ Z, i = 0, 1.
The simple ladder graph is the graph GL := (V L, EL). For m ≤ n, write
V Lm,n := {0, 1} × {m, . . . , n}
and denote the induced edge set by ELm,n. Finally, define the finite ladder graph
GLm,n = (V
L
m,n, E
L
m,n) (1.9)
as the induced subgraph. We will be interested in the weight function weight(zm) = c for
(0, 0)
(1, 0)
(0, 1)
(1, 2)
(0, 2)
(1, 1)
(0,−1)
(1,−1)
(0,−2)
(1,−2)
h0,0
h1,0
h0,1
h1,1
h0,2
h1,2
h0,−1
h1,−1
z−2 z−1 z0 z1 z2
Figure 1.1: A finite section of the simple ladder graph
all m ∈ Z for some c > 0 and weight(hi,m) = 1 for all m ∈ Z and i = 0, 1. Denote by Pcn
the weighted spanning tree distribution on ST
(
GL−n,n
)
, that is
Pcn[{t}] =
weight(t)
weight
(
ST
(
GL−n,n
)) for t ∈ ST(GL−n,n). (1.10)
The random walk on V that jumps from (i, n) to (1 − i, n) with probability c/(c + 2)
and to (i, n+ 1) and (i, n− 1) each with probability 1/(c+ 2) is clearly recurrent. Hence
the limit Pc = limn→∞Pcn is indeed a probability measure that concentrates on spanning
trees of GL. Denote by T the generic (weighted) random spanning tree under Pc and
define X = (Xm)m∈Z by Xm = 1T (zm). For c = ∞, we define X ≡ 1. This makes sense
since giving the rungs infinite weight is the same as conditioning on all rungs to be in the
spanning tree. Let p ∈ [0, 1] and let (Ym)m∈Z be an iid sequence (independent of X) of
Bernoulli random variables mit parameter p. Finally, define X˜m := XmYm.
6Obviously, X is a stationary renewal process with some real-valued symmetric Toeplitz
matrix A and Fourier transform f . Flipping extra coins for each 1 of X does not change
the renewal property. Hence X˜ is also a renewal process. Furthermore, it is determinantal
with matrix A˜ = pA.
Theorem 1.3 Let α ∈ [0, 1) and p ∈ [0, 1]. Define
c :=
(1− α)2
2α
> 0 if α ∈ (0, 1) (1.11)
and c =∞ if α = 0.
(i) For the simple ladder graph, under the weighted spanning tree measure Pc, the process
X is determinantal with matrix Ak,l = f̂(l − k), where
f̂(k) =
1− α
1 + α
α|k| for all k ∈ Z (1.12)
and
f(x) =
c
c+ 1− cos(2πx) . (1.13)
In particular, X is a renewal process with renewal distribution given by (1.8).
(ii) Furthermore, the thinned process X˜ is determinantal with matrix A˜ = pA and Fourier
transform
f˜(x) =
pc
c+ 1− cos(2πx) . (1.14)
(iii) Every stationary (Hermitian) determinantal point process that is also a renewal pro-
cess has the distribution of X˜ for some α ∈ [0, 1) and p ∈ [0, 1].
Note that (ii) is a direct consequence of (i). For (iii), note that by Proposition 1.1, for
every such such process, we have 1/f˜(x) = c0 + c1 cos(2π(x + ϕ)) for some c0, c1, ϕ ∈ R.
Without loss of generality we may assume c1 ≤ 0, otherwise take ϕ + π instead of ϕ.
By Remark 1.2, the function f−ϕ(0) = 1/(c0 + c1 cos(2πx)) describes the same process.
Hence, we may assume ϕ = 0. Recall that f takes values in [0, 1], hence c0 + c1 ≥ 1.
Letting
p :=
1
c0 + c1
and c := − 1
c1p
,
we get (1.14).
Note that for α = 0, we have A = I the identity matrix, that is, X ≡ 1, resulting in f˜ ≡ p.
Remark 1.4 The very form of f̂ shows that for p = 1, the renewal distribution of X is
δ1 ∗ γα ∗ γα where γα is the geometric distribution on N0 with parameter α. Between two
renewal events at times m < n say, there is exactly one horizontal edge hi,k, m < k ≤ n,
7i = 0, 1 missing. Since the very position of the missing edge does not change the weight of
the tree, each choice has the same probability. This allows for a very simple construction
of the spanning tree. Assuming z0 ∈ T , let Y, Y ′ be independent and γα distributed
random variables. Furthermore let W be an independent Bernoulli 1/2 random variable.
Given Y + Y ′, the random variable Y is uniformly distributed on {0, . . . , Y + Y ′}. Hence
Y + Y ′ + 1 marks the next renewal event and the missing horizontal edge is hW,Y+1. For
the next renewal interval proceed similarly.
In order to get rid of the assumption z0 ∈ T , the first renewal time has to be chosen in a
size-biased manner. ✸
In Section 2, we will give different approaches with explicit calculations for the matrix A.
The heart of the computations is an explicit formula for the weighted number of spanning
trees on a finite part GL0,n−1 (recall (1.9)) of the ladder graph.
Proposition 1.5 Assume that weight(hi,n) = 1 and weight(zn) = c ∈ (0,∞) for all i =
0, 1, n ∈ Z. Let
α := c+ 1−
√
c2 + 2c ∈ (0, 1). (1.15)
The weighted number of spanning trees on GL0,n−1 is
weight
(
ST
(
GL0,n−1
))
=
1
2
1− α
1 + α
(
α−n − αn). (1.16)
In particular, for c = 1, the number of spanning trees on GL0,n−1 is
#ST
(
GL0,n−1
)
=
1
2
√
3
((
2 +
√
3
)n − (2−√3 )n) .
1.3.2 The zigzag ladder graph GH2
A different example for a random spanning tree that yields a renewal process is the zigzag
graph. It is quite similar to the simple ladder graph but also has some similarities with
the helix-3-graph that will be presented later.
Let k = 2, 3, . . . and define V Hk = Z and EHk = {hm, zm : m ∈ Z} where zm = {m−1,m}
and hm = {m−k,m}. Define the helix-k-graph GHk = (V Hk , EHk). See Figure 4.2 for the
helix-2-graph and Figure 1.3 below for the helix-3-graph. Form ≤ n, let V Hkm,n = {m, . . . , n}
and define the induced edge set EHkm,n and the induced subgraph G
Hk
m,n.
Here, we consider the helix-2-graph GH2 that we also call the zigzag ladder graph.
Let c > 0 and consider the weight function weight(hm) = 1 and weight(zm) = c for all
m ∈ Z. Note that the corresponding random walk is recurrent. Hence we can define
the weighted random spanning tree measure Pc on GH2 as the limit of Pcn on G
H2−n,n as
for the simple ladder graph. Let T denote the generic random spanning tree and define
Xm = 1T (zm).
8−4 −2 0 2 4
−3 −1 1 3
h4h−2 h0 h2
h−1 h1 h3
z−3 z−1 z1 z3
z−2 z0 z2
Figure 1.2: A finite section of the zigzag ladder graph (helix-2-graph).
Theorem 1.6 With
α := 1 +
c
2
−
√
4c+ c2
2
(1.17)
or, equivalently, c = (1− α)2/α,
f(x) =
c
c+ 2− 2 cos(2πx)
and f˜ from (1.12), the statements of Theorem 1.3 also hold for the zigzag ladder graph.
Again the weighted number of spanning trees can be computed explicitly.
Proposition 1.7 For c ∈ (0,∞), the weighted number of spanning trees on GH20,n−1 is
weight
(
ST
(
GH20,n−1
))
=
1− α
1 + α
(
α1−n − αn−1).
In particular, for c = 1, the number of spanning trees on GH20,n−1 is
#ST
(
GH20,n−1
)
=
1√
5
(3 +√5
2
)n−1
−
(
3−√5
2
)n−1 . (1.18)
1.3.3 The helix-3-graph GH3
In the previous two examples, the process X that resulted from the rungs in the random
spanning tree was a renewal process. Here we come to an example where X is regenerative
of order 2 and where we can compute the matrix and the Fourier transform explicitly.
We consider only unit weights on the edges and define the uniform spanning tree measure
P as the limit of the uniform distributions Pn on ST
(
GHk−n,n
)
(for all k ≥ 2). Let T
be the generic uniform spanning tree and let Xm := 1T (zm), m ∈ Z. Clearly, X is a
(Hermitian) determinantal point process that is regenerative of order k − 1. Hence, by
Proposition 1.1, we get that the reciprocal Fourier transform of the matrix A of X is a
9−6 −3 0 3 6
−5 1 4−2
−4 −1 2 5
h6h−3 h0 h3
h−2 h1 h4
h−1 h2 h5
z−5 z−2 z1 z4
z−3 z0 z3z−4 z−1 z2
Figure 1.3: A finite section of the helix-3-graph
trigonometric polynomial of degree k − 1. The main goal of this section is to compute
this polynomial explicitly for k = 3. For larger k, it seems to be hopeless to compute
the explicit Fourier transform. We will encounter various powers of the golden ratio and
hence, for convenience, give it a symbol
γ :=
√
5 + 1
2
. (1.19)
Theorem 1.8 (i) For the uniform random spanning tree on the helix-3-graph, the pro-
cess X is a determinantal point process with (real-valued symmetric Toeplitz) matrix
Ak,l = f̂(l − k) given by
f̂(m) = η α|m| + η¯ α¯|m|, m ∈ Z, (1.20)
where (with i =
√−1)
η =
γ3/2
4
√
5
+ i
γ−3/2
4
√
5
and α =
γ−3/2 − 1
2
+ i
γ3/2 − 1
2
. (1.21)
(ii) The Fourier transform f of f̂ equals
f(x) =
1
4 + 4 cos(2πx) + 2 cos(4πx)
. (1.22)
Counting the number of spanning trees with certain additional properties will be an es-
sential tool in the analysis of this example. In order to give a flavour, we present here the
explicit formula for the number of spanning trees on a finite subgraph of the helix-3-graph.
Proposition 1.9 For n ≥ 3, the number of spanning trees on GH30,n−1 is
#ST
(
GH30,n−1
)
=
γ2 − γ3/2
4
√
5
(
γ +
√
γ
)n − 1
2
+
γ2 + γ3/2
4
√
5
(
γ −√γ)n
+
−γ−2 − iγ−3/2
4
√
5
(− γ−1 + i/√γ)n + −γ−2 + iγ−3/2
4
√
5
(− γ−1 − i/√γ)n.
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Note that only the third summand vanishes asymptotically since γ − √γ ≈ 0.346. The
fourth and fifth summand are complex rotations. More precisely,
lim sup
n→∞
∣∣∣#ST(GH30,n−1)− γ2 − γ3/2
4
√
5
(
γ +
√
γ
)n
+
1
2
∣∣∣ ≤ 1
4
− 1
20
√
5 ≈ 0.1382.
In his PhD thesis [10], Ha¨ggstro¨m gave a description of the uniform spanning tree on the
simple ladder graph as a Markov chain. A similar description will be given for the helix-
3-graph in Section 6. The Markov chain description allows for very efficient computer
simulations of the random spanning tree. However, the rigorous description of the Markov
chain is a bit technical and is therefore deferred to Section 6.
1.3.4 The enhanced helix-3-graph GH
′
3
The uniform spanning tree on the helix-3-graph results in a renewal process of order 2. It is
tempting to conjecture that - in the spirit of Theorems 1.3 and 1.6 - every renewal process
of order 2 that is a Hermitian determinantal process could be realized via a spanning
tree on a helix-3-graph by assigning an edge weight c > 0 to the edges (zi). However,
it is clear that renewal processes of order 2 whose Fourier transforms are the inverses of
trigonometric polynomials of order 2 have one more parameter than those of order one.
Hence, we will need an enhancement of the helix-3-graph, the graph GH
′
3 . This graph
consists of the vertices and edges of GH3 but in addition there are edges gi, i ∈ Z; that
connect the vertices i− 2 and i.
We assign edge weights 1 to the edges (hi), weights c > 0 to the edges (zi) and d ≥ 0 to
the edges (gi).
−3 0 3 6
1 4−2
−1 2 5
h6h0 h3
g0
g1 g2 g5
g3
g4
g6
h1 h4
h2 h5
z1 z4
z3z0 z2
Figure 1.4: A finite section of the enhanced helix-3-graph
While Xm = 1T (zm) clearly defines a renewal process of order 2, it is not the case that
every such renewal process can be obtained by choosing c and d and a probability p for
a Bernoulli thinning appropriately. In fact, let (Ym) be a nontrivial (i.e., non-Bernoulli)
renewal process of order one that is a determinantal process. Let (Y ′m) be an independent
11
copy and define Z2m = Ym and Z2m+1 = Y
′
m. Then (Zm) is a renewal process of order
2 and is determinantal. Now assume that there exist parameters c, d and p such that
(Xm · Bm) equals (Zm) in distribution. Here (Bm) is an independent family of Bernoulli
random variables with parameter p. Since Z0 and Z1 are independent, also X0 and X1 are
independent. This however implies, for the induced current that Iz0,z1 = 0. Recall that
the current is induced by hooking a battery at −1 and 0 such that the induced current
along z0 is 1. Now Iz0,z1 = 0 implies that the voltage at 1 equals the voltage at 0. However,
since c+ d > 0 (otherwise the spanning tree is trivial), the voltage at any point i 6∈ {0, 1}
is strictly between the voltages at −1 and at 0. This yields a contradiction.
Theorem 1.10 (i) For the random spanning tree on the enhanced helix-3-graph GH′
3
with edge weights c, d ≥ 0, the process X is a determinantal point process with (real-
valued symmetric Toeplitz) matrix Ak,l = f̂(l − k) given by
f̂(m) =
x1
g′(x1)
x
|m|
1 +
x2
g′(x2)
x
|m|
2 , (1.23)
where
g(x) = c−1
[
x4 + (d+ 2)x3 + (c+ 2d+ 3)x2 + (d+ 2)x+ 1] (1.24)
and
x1 =
1
4
(− d− 2 +√d2 − 4 d − 4 c)+ 1
4
√(
−d− 2 +
√
d2 − 4d− 4 c
)2 − 16
and
x2 =
1
4
(− d− 2−√d2 − 4 d − 4 c)+ 1
4
√(
−d− 2−
√
d2 − 4d− 4 c
)2 − 16
are the two roots of g in {z ∈ C : |z| < 1}.
The Fourier transform f of f̂ equals
f(x) =
c
(c+ 2d+ 3) + 2(d + 2) cos(2πx) + 2 cos(4πx)
. (1.25)
Although the formula for Ak,l is similar to that in Theorem 1.8, here x1 and x2 need not
be complex conjugates. In fact, x1 = x2 if and only if c ≥ d24 − d.
Note that the case d+ 2 = 0 corresponds to the counterexample with two interlaced and
independent renewal processes. Since d cannot assume negative values, this a more formal
indication why not every renewal process of order 2 can be realized via a spanning tree.
1.4 Outline
In Section 2, we give the proofs of Theorem 1.3 and Proposition 1.5. We will present various
approaches to the spanning tree on the ladder graph: an elementary and a slightly more
12
sophisticated counting approach and the electrical network approach. In Section 3, we use
the versatile counting approach from Section 2 to prove Theorem 1.6 and Proposition 1.7.
In Section 4, we prove Theorem 1.8. Finally, in Section 6, we present a Markov chain
approach (Theorem 6.1) to the uniform spanning tree on the helix-3-graph in the spirit of
Ha¨ggstro¨m [10].
2 The Simple Ladder Graph
Recall the definition of the simple ladder graph GL and the finite subgraphs GLm,n from
Section 1.3.1. Define
V L,−n := {0, 1} × {n, n − 1, . . .} and V L,+m := {0, 1} × {m,m+ 1, . . .}
and the induced edge sets and subgraphs EL,−n , GL,−n = (V L,−n , EL,−n ), EL,+m , and GL,+m =
(V L,+m , E
L,+
m ).
Recall that the weight function is defined on edges by weight(hi,m) = 1 and weight(zm) = c
for all i = 0, 1 andm ∈ Z. Write σcn := weight
(
ST
(
GL0,n−1
))
and note that for the weighted
spanning tree measure Pcn on G
L−n,n, we have
Pcn[{t}] =
c#{k∈{−n,...,n}: zk∈t}
σc2n+1
. (2.1)
2.1 The elementary counting approach
In this section, we present an elementary proof of Proposition 1.5 and Theorem 1.3.
Proof of Proposition 1.5.
It is clear from (2.1) that we have to know the weighted number σcn of spanning trees on
GL0,n−1. To this end, we will derive a recursion formula.
Each spanning tree t ∈ STn+1 := ST
(
GL0,n
)
falls into exactly one of the following four
classes:
ST1n+1 :=
{
t ∈ STn+1 : h0,n, h1,n ∈ t, zn 6∈ t
}
ST2n+1 :=
{
t ∈ STn+1 : h0,n, zn ∈ t, h1,n 6∈ t
}
ST3n+1 :=
{
t ∈ STn+1 : h1,n, zn ∈ t, h0,n 6∈ t
}
ST4n+1 :=
{
t ∈ STn+1 : h0,n, h1,n, zn ∈ t
}
.
(2.2)
For i = 1, 2, 3, the map STin+1 → STn, t 7→ t∗ := t ∩ EL0,n−1 is a bijection and
weight(t) =
{
weight(t∗), if i = 1,
c · weight(t∗), if i = 2, 3.
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For t ∈ ST4n+1, we have zn−1 6∈ t and t ∩ EL0,n−1 is not a tree but a forest that consists of
two components, one linked to (0, n − 1) and the other linked to (1, n − 1). Hence
t† := (t ∩ EL0,n−1) ∪ {zn−1} ∈ STn \ ST1n
and ST4n+1 → STn \ ST1n, t 7→ t† is a bijection. Clearly, we have weight(t) = weight(t†)
yielding
weight(STin+1) =

weight(STn), if i = 1,
c · weight(STn), if i = 2, 3,
weight(STn)− weight(STn−1), if i = 4.
(2.3)
Recall σcn = weight(STn). Hence (2.3) yields the recursion
σcn+1 = (2c+ 2)σ
c
n − σcn−1. (2.4)
Clearly, we have σc0 = 0 and σ
c
1 = c. In particular, for c = 1, we have
σ0 = 0, σ1 = 1 and σn+1 = 4σn − σn−1 for n ∈ N. (2.5)
Hence we can compute
n σcn σ
1
n
1 c 1
2 2c+ 2c2 4
3 3c+ 8c2 + 4c3 15
4 4c+ 20c2 + 24c3 + 8c4 56
5 5 c+ 40 c2 + 84 c3 + 64 c4 + 16 c5 209
6 6 c+ 70 c2 + 224 c3 + 288 c4 + 160 c5 + 32 c6 780
(2.6)
The standard approach to an explicit solution of the recurrence relation (2.4) is to make
the ansatz
σcn = b1λ
n
1 + b2λ
n
2
for certain b1, b2, λ1, λ2 ∈ R. From (2.4), we get that λ1,2 are the solutions of
λ2 = (2c+ 2)λ− 1,
that is,
λ1 := c+ 1 +
√
c2 + 2c and λ2 := c+ 1−
√
c2 + 2c. (2.7)
Note that
λ1 =
1
α
and λ2 = α, (2.8)
where α = c+1−√c2 + 2c by (1.15). Comparing with the values σc1 = c and σc2 = 2c+2c2
gives the coefficients
b1 =
1
2
1− α
1 + α
and b2 = −1
2
1− α
1 + α
.
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Summing up, we have
σcn =
1
2
1− α
1 + α
(
α−n − αn)
which shows Proposition 1.5. ✷
With the weighted number of spanning trees at hand, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3.
Recall that T is the weighted random tree under Pc. Now we can compute, e.g.,
Pc[z0 ∈ T ] = lim
n→∞P
c
n[z0 ∈ T ].
To this end, we deduce from (2.2) and (2.3) that
weight
({
t ∈ ST(GL−n,0) : z0 ∈ t}) = weight ({t ∈ ST(GL0,n) : z0 ∈ t})
= weight
(
STn+1 \ ST1n+1
)
= σcn+1 − σcn.
Hence
Pc[z0 ∈ T ] = lim
n→∞
weight
({
t ∈ ST(GL−n,n) : z0 ∈ t
})
weight
(
ST(GL−n,n)
)
= lim
n→∞
c−1 weight
({
t ∈ ST(GL−n,0) : z0 ∈ t
}) · weight ({t ∈ ST(GL0,n) : z0 ∈ t})
weight
(
ST(GL−n,n)
)
= lim
n→∞
c−1(σcn+1 − σcn)2
σc2n+1
=
1− α
1 + α
(1− α)2
2c α
=
1− α
1 + α
.
(2.9)
In the same spirit, for m ∈ N, we can compute Pc[z0, zm ∈ T ]. Let
ST+n := {t ∈ STn : zn−1 ∈ t} and ST−n := {t ∈ STn : z0 ∈ t}.
Note that STn \ ST+n = ST1n. Hence, by (2.3) and symmetry, we have
weight(STn \ ST−n ) = weight(STn \ ST+n ) = σcn−1.
Arguing as in the derivation of (2.3), we get
weight
(
STn \ (ST−n ∪ ST+n )
)
= σcn−2.
Hence the inclusion/exclusion principle together with (2.4) yield
σ′n := weight
(
ST−n ∩ ST+n
)
= σcn − 2σcn−1 + σcn−2 = 2c σcn−1.
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Similarly as in (2.9), we conclude
Pc[z0, zm ∈ T ] = lim
n→∞
weight
({
t ∈ ST(GL−n,n) : z0 ∈ t
})
weight(ST(GL−n,n))
= lim
n→∞
c−1 weight
({
t ∈ ST(GL−n,0) : z0 ∈ t
})
weight
({
t ∈ ST(GL0,n) : z0 ∈ t
})
weight(ST(GL−n,n))
= lim
n→∞
c−2(σcn+1 − σcn) 2c σcm (σcn+1−m − σcn−m)
σc2n+1
=
(
1− α
1 + α
)2 (
1− α2m).
(2.10)
Iterating the argument, for k = 2, 3, . . . and m1 < m2 < . . . < mk, we get
Pc[zm1 , . . . , zmk ∈ T ] =
(
1− α
1 + α
)k k∏
l=2
(
1− α2(ml−ml−1)
)
. (2.11)
By induction, we get that this probability is the determinant of the matrix(1− α
1 + α
α|mi−mj |
)
i,j=1,...,k
.
Hence, (Xm)m∈Z is in fact a determinantal point process with matrix A given by (1.12).
The renewal property of X follows from [18, Proposition 2.10], but it can also be derived
in the context of the spanning trees in a simple and intuitive way: There are exactly 2m
spanning trees t ∈ ST(GL{0,...,m}) with z0, zm ∈ t but zk 6∈ t for all k = 1, . . . ,m − 1. In
fact, each of these trees contains all edges of the type hi,k, k = 1, . . . ,m, i = 0, 1, but one.
Each of these trees has weight c2. Hence (recall rm from (1.8))
Pc
[
T ∩ {z0, . . . , zm} = {z0, zm}
]
= lim
n→∞(σ
c
2n+1c
2)−1 weight
({
t ∈ ST(GL−n,0) : z0 ∈ t
})
× weight ({t ∈ STm+1 : t ∩ {z0, . . . , zm} = {z0, zm}})
× weight ({t ∈ ST(GLm,n) : zm ∈ t})
= lim
n→∞
c−2(σcn+1 − σcn) 2mc2 (σcn+1−m − σcn−m)
σc2n+1
=
(1− α)3
1 + α
mαm−1 = rmPc[z0 ∈ T ].
(2.12)
This finishes the proof of Theorem 1.3. ✷
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2.2 The more systematic counting approach
While the counting approach in Section 2.1 worked out well, with a view to more com-
plicated graphs, we present a more versatile method for counting the weighted spanning
trees.
The main task is to count the number σcn of spanning trees on G
L
0,n−1. It became clear
in Section 2.1 that there is no linear recursion for σcn of first order, but rather of second
order (see (2.4)). We aim at a more systematic derivation of the recursion formula (2.4)
and its solution (1.16).
For m ≤ n, define Γ−m,n;1 := ST
(
GLm,n
)
as the set of spanning trees on GLm,n and let
Γ−m,n;2 :=
{
t ⊂ ELm,n \ {zn} : t ∪ {zn} ∈ ST
(
GLm,n
)}
.
That is, the elements of Γ−m,n;2 are spanning forests with two connected components each
of which contains exactly one of the points (0, n) and (1, n). Furthermore, let Γ+m,n;i denote
the image of Γ−m,n;i under the map k 7→ m+ n− k. That is, Γ+m,n;1 = Γ−m,n;1 and
Γ+m,n;2 :=
{
t ⊂ ELm,n \ {zm} : t ∪ {zm} ∈ ST
(
GLm,n
)}
.
Similarly, define Γ−n;i and Γ
+
m;i, i = 1, 2, for the one-sided infinite graphs G
L,−
n and G
L,+
m .
Furthermore, we define
Γ±n,n−1;1 = ∅ and Γ±n,n−1;2 = {∅}.
Define
an;i = a
c
n;i := weight
(
Γ−0,n−1;i
)
and an := (an;1, an;2). Note that a0 = (0, 1).
For i, j = 1, 2 and t ∈ Γ−0;i, let
Fi,j :=
{
F ⊂ {h0,1, h1,1, z1} : t ∪ F ∈ Γ−1;j
}
(2.13)
and define
Mi,j := weight
(
Fi,j
)
. (2.14)
That is, we have
F1,1 =
{{h0,1, h1,1}, {h0,1, z1}, {h1,1, z1}},
F1,2 = F2,1 =
{{h0,1}, , {h1,1}},
F2,2 =
{{h0,1, h1,1}}.
Note that F1,1 corresponds to the cases ST
i
n+1, i = 1, 2, 3 and F2,1 corresponds to ST
4
n+1.
Going through all possibilities for F ∈ Fi,j , we get the matrix
M =
(
2c+ 1 2
c 1
)
. (2.15)
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Similarly, let F ′i,j :=
{
F ∈ Fi,j : z1 ∈ F
}
and M ′i,j := weight
(
F ′i,j
)
. Then
M ′ =
(
2c 0
c 0
)
(2.16)
Now instead of (2.4), the recursion reads a0 = (0, 1) and
an+1 = anM for n ≥ 0. (2.17)
Hence
an = (0, 1) ·Mn for n ∈ N. (2.18)
The computation in (2.18) can be facilitated by an eigenvector decomposition. The char-
acteristic polynomial of M is
χM(x) = x
2 − 2(c+ 1)x+ 1. (2.19)
The roots are (recall α from (1.15)) λ1 = 1/α and λ2 = α. The corresponding left
eigenvectors w1 and w2 are the row vectors of the matrix W = (wij)i,j=1..2 given by
W =
(
(α−1 − 1)/2 1
(α− 1)/2 1
)
(2.20)
Let
C := a0 ·W−1 =
(
α
1 + α
,
1
1 + α
)
. (2.21)
Summarizing the discussion, we get
σcn = an;1 =
2∑
j=1
Cj wj,1 λ
n
j =
1
2
1− α
1 + α
(
α−n − αn). (2.22)
Hence we have shown Proposition 1.5 by means of a more systematic counting approach
than in Section 2.1.
We now come to a more systematic approach to probabilities such as in (2.9). For m ∈
{−1,−2, . . .} ∪ {−∞}, n ∈ {2, 3, . . .} ∪ {∞}, i, j = 1, 2, t− ∈ Γ−m,0;i, and t+ ∈ Γ+1,n;j define
the sets
Bi,j :=
{
B ⊂ {h0,1, h1,1} : t− ∪B ∪ t+ ∈ ST(GLm,n)}.
Note that the set Bi,j of “bridges” between t
− and t+ depends only on the values of i and
j but not on m,n and the choices of t− and t+. Now define the matrix of weights
Ni,j = weight(Bi,j) = #Bi,j.
Clearly
B1,1 =
{{h0,1}, {h1,1}}, B1,2 = B2,1 = {{h0,1, h1,1}} and B2,2 = ∅.
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Simple counting gives the values
N :=
(
2 1
1 0
)
. (2.23)
Note that
weight
({t ∈ Γ−−n,0;1 : z0 ∈ t}) = (anM ′)1
and that (anM
′)2 = 0. Hence
Pcn[z0 ∈ T ] =
anM
′N (an)T
weight(ST(GL−n,n))
=
anM
′N(an)T
anM N (an)T
. (2.24)
Letting n→∞, only the eigenvector w1 for the largest eigenvalue λ1 in the representation
(2.22) contributes. Hence
Pc[z0 ∈ T ] = lim
n→∞P
c
n[z0 ∈ T ] =
w1M
′N(w1)T
w1MN(w1)T
=
w1M
′N(w1)T
λ1w1N(w1)T
. (2.25)
With the explicit values from (2.7), (2.20) and (2.23), we obtain
Pc[z0 ∈ T ] = 1− α
1 + α
.
Iterating the argument, we also get (for m ∈ N)
Pcn[z0, zm ∈ T ] =
anM
′Mm−1N(M ′)T aTn−m
anMm+1Na
T
n−m
.
Letting n→∞, we get
Pc[z0, zm ∈ T ] = w1M
′Mm−1N(M ′)T (w1)T
λm+11 w1N(w1)
T
. (2.26)
Let (µ1, µ2) = w1M
′W−1 be the coefficients of the eigenvector (for M) decomposition of
w1M
′; that is, w1M ′ = µ1w1 + µ2w2. Then
Pc[z0, zm ∈ T ] =
∑2
j=1 µj λ
m−1
j wj N (w1M
′)T
λm+11 w1N (w1)
T
.
We define λ˜j = λj/λ1, that is λ˜1 = 1 and λ˜2 = α
2, and
̺j :=
µj wj N (w1M
′)T
λ1λj w1N (w1)T
for j = 1, 2,
that is, ̺1 =
(
(1− α)/(1 + α))2 and ̺2 = −̺1. Then
Pc[z0, zm ∈ T ] =
2∑
j=1
̺j λ˜
m
j =
(
1− α
1 + α
)2 (
1− α2m). (2.27)
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Since P[z0, zm ∈ T ] = (A0,0)2−(A0,m)2, from (2.27) we get the values |Ak,l| for all k, l ∈ Z.
In order to infer the signs of the matrix entries, we could compute the probabilities for
three edges to be in the tree and then proceed as for the helix-3-graph (see Section 4.2).
For the simple ladder graph, however, the electric network approach that we present in the
next section shows in a simple way that all entries of A can be chosen to be nonnegative.
Concluding, we have developed a matrix-based counting procedure that enables us to
compute probabilities for the random spanning tree T . While for the case of the simple
ladder graph this method might seem to be a bit exaggerated, it simplifies things when
we come to different graphs and essentially have to compute the matrices M , M ′ and N
as well as the eigenvalues and left eigenvectors of M .
2.3 The electrical network approach
The aim of this section is to give a proof of Theorem 1.3 that, in the spirit of [6], relies on
the interpretation of the matrix A as the transfer current matrix.
Consider the simple ladder graph GL with the weight function weight as an electrical
network with conductance weight(e) along the edge e. We will need to give an orientation
to the edges zm and we choose the orientation from (1,m) to (0,m). Recall that G
L,−
m and
GL,+m are the subgraphs of GL with vertex sets
V L,−m := {0, 1} × {m,m− 1, . . .} and V L,+m := {0, 1} × {m,m+ 1, . . .},
respectively.
Let r and r+ denote the effective resistances between the sites (0, 0) and (1, 0) in the
networks GL and GL,+0 , respectively. Furthermore, let r0 denote the effective resistance
between (0, 0) and (1, 0) in GL,+0 \ {z0}. By serial connection, we get r0 = r+ + 2.
Considering the two parallel resistors z0 and G
L,+
0 \ {z0}, we get
r+ =
1
c+
1
r0
=
1
c+
1
r+ + 2
.
The solution is r+ = (1 − α)/c. Considering the three parallel resistors GL,−0 \ {z0},
GL,+0 \ {z0} and z0, we get
r =
1
c+ 2r0
= c−1
1− α
1 + α
. (2.28)
By Kirchhoff’s theorem (1.1), this yields P[z0 ∈ T ] = r · weight(z0) = 1−α1+α .
The next task is to compute the full transfer current matrix. Connect a battery at (0, 0)
and (1, 0) with voltages u(0, 0) = 0 and u(1, 0) = r. The resulting electric current is a
unit flow through the network. Denote by u(i, k) the voltage at (i, k) and let u(k) :=
u(1, k) − u(0, k).
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Let l ≥ 0. If we know u(l), then we get u(l+1) as follows: Consider the three serial resistors
h0,l+1, h1,l+1 and G
L,+
l+1 . Each of the resistors has a potential difference proportional to its
resistance and the differences add up to u(l). Hence
u(l + 1) =
r+
2 + r+
u(l) = αu(l).
Together with the initial value u(0) = r, we get for l ∈ Z,
u(l) = c−1
1− α
1 + α
α|l|.
By Ohm’s law, the current along zl equals
Iz0,zl = u(l) · weight(zl) =
1− α
1 + α
α|l|.
By the Burton-Pemantle theorem, translation invariance and symmetry, we get Ak,l =
I0,|l−k| and hence we have another proof for Theorem 1.3.
3 The zigzag ladder graph
Recall the definition of GHk and GHkm,n from Section 1.3.2. Similarly as for the simple
ladder graph, also define
V Hk,−n :=
{
n, n− 1, . . . } and V Hk,+m := {m,m+ 1, . . . }
and the induced subgraphs GHk ,−n =
(
V Hk,−n , E
Hk ,−
n
)
and GHk,+m =
(
V Hk,+m , E
Hk,+
m
)
.
Here we focus on the case k = 2.
3.1 Proof of Proposition 1.7
For m < n, let Γ−m,n;1 = ST
(
GH2m,n
)
denote the set of spanning trees on GH2m,n and let
Γ−m,n;2 :=
{
t ⊂ EH2m,n \ {zn} : t ∪ {zn} ∈ ST
(
GH2m,n
)}
.
That is, the elements of Γ−m,n;2 are spanning forests with two connected components each
of which contains exactly one of the points n− 1 and n. Similarly as in Section 2.2 define
the sets Γ±m;i and Γ
±
m,n;i. Furthermore, define Γ
±
n,n;1 = ∅ and Γ±n,n;2 = {∅}. Finally, let
an;i = weight(Γ
−
0,n−1;i) for i = 1, 2, n ∈ N, and an := (an;1, an;2).
Recall that the weight function is defined by weight(hm) = 1 and weight(zm) = c for
all m ∈ Z and that Pc is the weighted spanning tree distribution on ST(GH2). We
shall exhibit the flexibility of the method from Section 2.2 by computing the probabilities
Pc[z0 ∈ T ] and Pc[z0, zm ∈ T ].
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Similarly as in Section 2.2, for i, j = 1, 2 and t− ∈ Γ−0;i, t+ ∈ Γ+0;j let
Fi,j :=
{
F ⊂ {h1, z1} : t− ∪ F ∈ Γ−1;j
}
, (3.1)
F ′i,j :=
{
F ∈ Fi,j : z1 ∈ F
}
, (3.2)
and
Bi,j :=
{
B ⊂ {h1} : t− ∪B ∪ t+ ∈ ST
(
GH2
)}
. (3.3)
Note that independently of the actual choice of t− and t+, we have
F1,1 =
{{h1}, {z1}}, F1,2 = {∅}, F2,1 = {{h1, z1}}, F2,2 = {{h1}}
and
F ′1,1 =
{{z1}}, F ′2,1 = {{h1, z1}}, F ′1,2 = F ′2,2 = ∅
and
B1,1 = {∅}, B1,2 = B2,1 =
{{h1}}, B2,2 = ∅.
Define the matrices M , M ′ and N by
Mi,j := weight(Fi,j), M
′
i,j := weight(F
′
i,j) and Ni,j = weight(Bi,j). (3.4)
Explicit counting yields
M =
(
1 + c 1
c 1
)
, M ′ =
(
c 0
c 0
)
, and N =
(
1 1
1 0
)
. (3.5)
Hence, we have the recursion a1 = (0, 1) and an+1 = anM , that is
an = (0, 1) ·Mn−1 for n ≥ 1. (3.6)
The characteristic polynomial of M is
χM (x) = x
2 − (2 + c)x+ 1
with roots (recall α from (1.17)) λ1 = 1/α and λ2 = α. The corresponding left eigenvectors
w1 and w2 are the row vectors of the matrix W = (wij)i,j=1..2 given by
W =
(
α−1 − 1 1
α− 1 1
)
. (3.7)
Arguing as in (2.22), with C = a1W
−1 =
(
α/(1 + α), 1/(1 + α)
)
, we get
σcn = an;1 =
2∑
j=1
Cj wj,1 λ
n−1
j =
1− α
1 + α
(
α1−n − αn−1). (3.8)
This finishes the proof of Proposition 1.7. ✷
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3.2 Proof of Theorem 1.6
Having the counting scheme for the zigzag ladder graph GH2 at hand, we can compute
(recall (2.25))
Pc[z0 ∈ T ] = w1M
′N(w1)T
λ1 w1N(w1)T
=
1− α
1 + α
=
√
c
c+ 4
. (3.9)
In particular, for the uniform spanning tree,
P1[z0 ∈ T ] = 1√
5
. (3.10)
Furthermore, for m ∈ N, arguing as in (2.26), we get
Pc[z0, zm ∈ T ] = w1M
′Mm−1N(M ′)T (w1)T
λm+11 w1N(w1)
T
. (3.11)
Arguing as in Section 2.2, we get
Pc[z0, zm ∈ T ] =
(
1− α
1 + α
)2 (
1− α2m). (3.12)
In particular, for the uniform spanning tree,
P1[z0, zm ∈ T ] = 1
5
(
1− γ−4m), (3.13)
where γ = (
√
5 + 1)/2 is the golden ratio.
From (3.12), we infer |Ak,l| = 1−α1+α α|l−k| but we do not get the signs of the matrix entries.
While Ak,k > 0 is clear, the signs of the other entries need a little thought. We could
compute the probabilities for three distinct edges to be in the spanning tree and infer
the signs of the matrix (up to the free choice of the sign of A0,1). We will do so for the
helix-3-graph in Section 4.2. However, for the zigzag graph a different approach works
out simpler. Using the Burton-Pemantle theorem of [6], we interpret A as the impedance
matrix of an electrical network and compute the signs of the induced currents.
We start with the electrical network approach. Let us orient the edges zm from m − 1
to m and hook a battery at −1 with voltage u(−1) = c−1(1 − α)/(1 + α) and at 0 with
u(0) = 0. By Kirchhoff’s theorem and (3.9), the resulting electric current is a unit flow
from −1 to 0. Denote by I(k) = c(u(k − 1) − u(k)) the resulting current along zk. We
have I(0) = (1−α)/(1 +α) > 0. Clearly, u(1) ≥ 0 and hence I(1) ≤ 0. Continuing to the
right, we see that
min
{
u(k − 1), u(k)} ≤ u(k + 1) ≤ max {u(k − 1), u(k)}.
Hence I(k+1) and I(k) have different signs. Hence A0,k = (−1)k|A0,k| = 1−α1+α (−α)|k| and
thus
Ak,l =
1− α
1 + α
(−α)|l−k|.
Note that A and A
1/2
k,l := (−1)l−kAk,l define the same determinantal point process. Hence
Theorem 1.6 is proved. ✷
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Remark 3.1 Using the transfer current idea, the signs of the matrix A were easy to
determine for the ladder graph and for the zigzag graph. For the helix-3-graph that will
be studied in the following section, the electrical network is rather involved and the signs
of A do not follow (such) simple patterns. In fact, it is the sign of the real part of some
rotation on the unit circle S1 ⊂ C. See (1.21). ✸
4 The helix-3-graph
In this section, we use the counting scheme from Section 2.2 to prove Proposition 1.9 and
Theorem 1.8.
Recall the definitions of GH3 , GH3m,n, G
H3,+
m and G
H3,−
n from Section 1.3.2 and Section 3
and recall that weight ≡ 1.
4.1 Counting the number of spanning trees: Proof of Proposition 1.9
Define Γ−m,n;1 = ST
(
GH3m,n
)
as the set of spanning trees on GH3m,n. For the simple ladder
graph (Section 2.2) and for the zigzag graph (Section 3.1), in order to set up a first order
recursion for the number of spanning trees, we introduced the sets of spanning forests that
would become trees if we connected the two rightmost points. For the helix-3-graph, there
are three rightmost points and we have to distinguish four types of spanning forests.
For n ≥ m+ 2, we introduce the following subgraphs of GH3m,n:
• Let Γ−m,n;2 be the set of spanning forests with two connected components C1 and C2
such that n ∈ C1 and n − 1, n − 2 ∈ C2. That is, by adding an extra bond between
n and either n− 1 or n− 2, we get a spanning tree.
• Define Γ−m,n;3 similarly as Γ−m,n;2 but with n− 2 ∈ C1 and n, n− 1 ∈ C2.
• Define Γ−m,n;4 similarly as Γ−m,n;2 but with n− 1 ∈ C1 and n, n− 2 ∈ C2.
• Let Γ−m,n;5 be the set of spanning forests with three connected components each of
which contains exactly one of the points n, n− 1, n− 2.
More formally, we could describe these sets as follows.
Γ−m,n;2 =
{
t ⊂ EH3m,n \ {zn} : t ∪ {zn} ∈ Γ−m,n;1 and t ∪ {zn+1, hn+1} ∈ Γ−m,n+1;1
}
,
Γ−m,n;3 =
{
t ⊂ EH3m,n \ {zn−1} : t ∪ {zn−1} ∈ Γ−m,n;1 and t ∪ {zn+1, hn+1} ∈ Γ−m,n+1;1
}
,
Γ−m,n;4 =
{
t ⊂ EH3m,n \ {zn−1, zn} : t ∪ {zn−1} ∈ Γ−m,n;1 and t ∪ {zn} ∈ Γ−m,n;1
}
,
Γ−m,n;5 =
{
t ⊂ EH3m,n \ {zn−1, zn} : t ∪ {zn−1, zn} ∈ Γ−m,n;1
}
.
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z−3 z0z−1
Figure 4.1: Adding some of the edges {h1, z1} changes how 0,−1,−2 are connected.
For m = −∞, we simply write Γ−n;i for Γ−−∞,n;i. Similarly, define Γ+m,n;i as the image of
Γ−m,n;i of the map {m, . . . , n} → {m, . . . , n}, k 7→ m+ n− k that reverses the order of the
vertices and define Γ+m;i := Γ
+
m,∞;i.
For n = m and n = m+1, we pretend that the points m−2, m−1 and m are disconnected
and define
Γ−m,m;1 := Γ
−
m,m;2 := Γ
−
m,m;3 := Γ
−
m,m;4 := ∅ and Γ−m,m;5 := {∅}
as well as
Γ−m,m+1;1 := Γ
−
m,m+1;2 := Γ
−
m,m+1;4 := ∅, Γ−m,m+1;3 := {zm+1}, Γ−m,m+1;5 := {∅}.
Define
an;i = #Γ
−
0,n−1;i, i = 1, . . . , 5,
and an := (an;1, an;2, an;3, an;4, an;5). For i, j = 1, . . . , 5, define F , F
′, M , and M ′ as in
(3.4).
i \ j 1 2 3 4 5
1 {{z1}, {h1}} {∅} ∅ ∅ ∅
2 {{h1, z1}} ∅ {{z1}} {{h1}} {∅}
3 {{h1, z1}} {{h1}} ∅ ∅ ∅
4 ∅ ∅ {{h1}, {z1}} ∅ {∅}
5 ∅ ∅ {{h1, z1}} ∅ {{h1}}
Table 4.1: The sets Fi,j for the helix-3-graph
25
Explicit counting (see Table 4.1 for Fi,j) yields
M =

2 1 0 0 0
1 0 1 1 1
1 1 0 0 0
0 0 2 0 1
0 0 1 0 1
 and M ′ =

1 0 0 0 0
1 0 1 0 0
1 0 0 0 0
0 0 1 0 0
0 0 1 0 0
 . (4.1)
Now the recursion reads a1 = (0, 0, 0, 0, 1) and
an+1 = anM for n ≥ 0. (4.2)
Hence
an = (0, 0, 0, 0, 1) ·Mn−1 for n ∈ N. (4.3)
The characteristic polynomial of M is
χM (x) = x
5 − 3x4 + 3x− 1 = (x− 1)(x4 − 2x3 − 2x2 − 2x+ 1). (4.4)
Recall that γ = (
√
5 + 1)/2 denotes the golden ratio. The roots of χM are
λ1 = γ +
√
γ ≈ 2.890536 . . . ,
λ2 = 1,
λ3 = γ −√γ = 1/λ1 ≈ 0.346014 . . . ,
λ4 = −1
γ
+
√
−1/γ, (note that |λ4| = 1),
λ5 = −1
γ
−
√
−1/γ = λ¯4.
(4.5)
The corresponding left eigenvectors are the row vectors of the matrix W = (wij)i,j=1..5
given by
W =

γ5/2 + γ2 γ +
√
γ γ + 1/
√
γ 1 γ3/2
−1 0 1 0 1
γ2 − γ5/2 γ −√γ γ − 1/√γ 1 −γ3/2
γ−2 + iγ−5/2 −γ−1 + iγ−1/2 −γ−1 − i√γ 1 −iγ−3/2
γ−2 − iγ−5/2 −γ−1 − iγ−1/2 −γ−1 + i√γ 1 +iγ−3/2
 . (4.6)
That is, wiM = λiwi for i = 1, . . . , 5. Let
C :=(0, 0, 0, 0, 1) ·W−1
=
1
4
√
5
(√
γ − 1, 2
√
5, −1−√γ, 1− i/√γ, 1 + i/√γ
)
.
(4.7)
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Summarizing the discussion, we get
an;1 =
5∑
j=1
Cj wj,1 λ
n−1
j
=
γ2 − γ3/2
4
√
5
(
γ +
√
γ
)n − 1
2
+
γ2 + γ3/2
4
√
5
(
γ −√γ)n
+
−γ−2 − iγ−3/2
4
√
5
(− γ−1 + i/√γ)n + −γ−2 + iγ−3/2
4
√
5
(− γ−1 − i/√γ)n.
Hence, the proof of Proposition 1.9 is completed. ✷
Remark 4.1 By a standard procedure, the vector-valued linear recursion of order 1 in
(4.2) can be transformed into a scalar-valued linear recursion of order 5:
an+1;1 =
4∑
j=0
βj an−j;1 (4.8)
for certain numbers β0, . . . , β4. Using Proposition 1.9, we can compute
n 1 2 3 4 5 6 7 8 9 10
an;1 0 0 1 4 12 36 105 304 880 2544
Writing (4.8) for n = 5, 6, 7, 8, 9 and inverting the matrix, we get
β0
β1
β2
β3
β4
 =

12 4 1 0 0
36 12 4 1 0
105 36 12 4 1
304 105 36 12 4
880 304 105 36 12

−1
36
105
304
880
2544
 =

3
0
0
−3
1
 .
Hence an;1 is the solution of the recursion equation
an+1;1 = 3 an;1 − 3 an−3;1 + an−4;1, n ≥ 5, (4.9)
with initial values
a1;1 = a2;1 = 0, a3;1 = 1, a4;1 = 4, a5;1 = 12. ✸
4.2 The counting approach to probabilities: Proof of Theorem 1.8(i)
Recall α, η and f̂ from Theorem 1.8 and recall that P denotes the uniform spanning tree
measure on GH3 . The aim of this section is to proceed similarly as in Section 2.2 and
Section 3 to infer that the matrix A of the determinantal point process X is indeed given
by Ak,l = f̂(l − k).
The statement will follow from the following three lemmas (recall that γ = (
√
5 + 1)/2).
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Lemma 4.2 P[z0 ∈ T ] = f̂(0) = γ
3/2
2
√
5
≈ 0.460221.
Lemma 4.3 For m ∈ N, we have P[z0, zm ∈ T ] = f̂(0)2 − f̂(m)2.
Lemma 4.4 For all m ∈ N and for k = 1, 2, we have
P [z0, zk, zm+1 ∈ T ] = det

f̂(0) f̂(k) f̂(m+ 1)
f̂(k) f̂(0) f̂(m+ 1− k)
f̂(m+ 1) f̂(m+ 1− k) f̂(0)
 . (4.10)
Proof of Theorem 1.8(i).
From Lemma 4.2 we get A0,0 = f̂(0) > 0. From Lemma 4.3 we get that |A0,m| =√
P[z0, zm ∈ T ]− f̂(0)2 = |f̂(m)| for m ∈ N. As argued at the end of Section 1.2, we are
free to choose the sign of A0,1 and we make the choice A0,1 = f̂(1). Now we proceed by
induction. Assume that we have shown already that A0,n = f̂(n) for n = 0, . . . ,m. Then,
by Lemma 4.4, for k = 1, 2, the determinant on the right hand side of (4.10) equals
det

f̂(0) f̂(k) A0,m+1
f̂(k) f̂(0) f̂(m+ 1− k)
A0,m+1 f̂(m+ 1− k) f̂(0)
 .
Explicitly computing the determinant, we see that the sign of A0,m+1 is determined by
this equation and equals the sign of f̂(m+1) unless one of the other matrix entries is zero.
Clearly, f̂(0), f̂(1) and f̂(2) are not zero. Now f̂(m) = 0 if and only if Re(η αm) = 0.
However, in this case, since Im(α) 6= 0, we have Re(η αm−1) 6= 0. Concluding, we get
A0,m+1 = f̂(m+ 1) from Lemma 4.4 either using k = 1 or k = 2.
This finishes the proof of Theorem 1.8(i) subject to the Lemmas 4.2, 4.3 and 4.4. ✷
It remains to prove Lemmas 4.2, 4.3 and 4.4.
Proof of Lemma 4.2.
For i, j = 1, . . . , 5 and t− ∈ Γ−0;i, t+ ∈ Γ+0;j, define the set of bridges
Bi,j :=
{
B ⊂ {h1, h2} : t− ∪B ∪ t+ ∈ ST
(
GH3
)}
. (4.11)
Let Ni,j = #Bi,j and compute that
N =

1 2 1 1 1
2 0 1 1 0
1 1 1 0 0
1 1 0 1 0
1 0 0 0 0
 . (4.12)
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Figure 4.2: Connecting left and right part in the helix-3-graph.
Recall M and M ′ from (4.1) Arguing as in Section 2.2, we get
P[z0 ∈ T ] = w1M
′N(w1)T
λ1w1N(w1)T
=
γ3/2
2
√
5
= f̂(0).
This finishes the proof of Lemma 4.2. ✷
Proof of Lemma 4.3. Let m ∈ N. Arguing as in Section 2.2, we get
P[z0, zm ∈ T ] = w1M
′Mm−1N (w1M ′)T
w1Mm+1N wT1
. (4.13)
For a simpler representation, write w1M
′ =
∑5
j=1 µj wj with (µ1, . . . , µ5) = w1M
′W−1.
Define λ˜j := λj/λ1 and
̺j :=
µj wj N (w1M
′)T
λ1λj w1N (w1)T
.
Then we have
P[z0, zm ∈ T ] =
5∑
j=1
̺j λ˜
m
j .
An explicit computation yields
λ˜1 = 1, λ˜2 = γ −√γ, λ˜3 = γ3 − 2γ3/2,
λ˜4 = (γ
−1/2 − 1) + i(γ1/2 − 1), λ˜5 = (γ−1/2 − 1)− i(γ1/2 − 1),
and
̺1 =
γ3
20
, ̺2 = − 1
4
√
5
, ̺3 = 0, ̺4 =
i− 2
40
, ̺5 =
−i− 2
40
.
Note that λ˜3 = λ˜
2
2 and that |λ˜4| = |λ˜5| = λ2. Furthermore, ̺22 = 4̺4̺5. Note that
η =
√−̺5 and that α =
√
λ˜5. A simple computation yields f̂(0)
2− f̂(m)2 =∑5j=1 ̺j λ˜mj .
This completes the proof of Lemma 4.3. ✷
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Proof of Lemma 4.4. Iterating the argument in Section 2.2, we get the probability that
three edges 0 < k < m+ 1 are in the spanning tree
P
[
z0, zk, zm+1 ∈ T
]
=
5∑
j=1
̺
(k)
j λ˜
m
j (4.14)
with
̺
(k)
j :=
(w1M
′Mk−1M ′W−1)j µj wj N (w1M ′)T
λ21λj w1N (w1)
T
.
Explicit computations for k = 1 and k = 2 yield
̺
(1)
1 =
γ5/2
40
, ̺
(1)
2 =
1− γ3/2
4
√
5
, ̺
(1)
3 = 0, ̺
(1)
4 =
√
γ −√5 + i/√γ
80
, ̺
(1)
5 = ̺
(1)
4 .
and
̺
(2)
1 = −
γ5/2
20
+
γ2
10
, ̺
(2)
2 = −
γ−1 + γ−1/2
4
√
5
, ̺
(2)
3 = 0,
̺
(2)
4 =
γ−3/2 + iγ3/2 + 2− i
40
, ̺
(2)
5 = ̺
(2)
4 .
Recalling that α2 = λ˜5, α¯
2 = λ˜4 and αα¯ = λ˜2, a simple computation using (4.14) yields
the claim of Lemma 4.4. ✷
4.3 Proof of Theorem 1.8(ii)
Let f be defined by (1.22) and for m ∈ N0, let
f˜(m) :=
∫ 1
0
e2piimxf(x) dx =
∫ 1
0
e2piimx
4 + 4 cos(2πx) + 2 cos(4πx)
dx.
By the Fourier inversion formula, it is enough to check that f˜(m) = f̂(m) for m ∈ N0.
Using the substitution y = e2piix, we get
f˜(m) =
∫ 1
0
e2piimx
4 + 2e2piix + 2e−2piix + e4piix + e−4piix
dx
=
1
2πi
∮
ym
4 + 2y + 2y−1 + y2 + y−2
dy
y
=
1
2πi
∮
ym+1
y4 + 2y3 + 4y2 + 2y + 1
dy,
where
∮
denotes the (anti-clockwise) curve integral along the unit sphere in the complex
plane. The polynomial in the denominator can be decomposed into linear factors
g(y) := y4 + 2y3 + 4y2 + 2y + 1 = (y − y1)(y − y2)(y − y3)(y − y4),
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Figure 5.1: Adding some of the edges {g1, h1, z1} changes how 0,−1,−2 are connected.
with
y1,2 =
γ−3/2 − 1
2
± iγ
3/2 − 1
2
and y3,4 = −1 + γ
−3/2
2
± i1 + γ
3/2
2
.
Note that |y1,2| =
√
γ −√γ < 1 and |y3,4| =
√
γ +
√
γ > 1. Hence y1 and y2 are in the
domain of integration and residue calculus yields
f˜(m) =
1
2πi
∮
ym+1
g(y)
dy =
ym+11
g′(y1)
+
ym+12
g′(y2)
=
ym+11
4y31 + 6y
2
1 + 8y1 + 2
+
ym+12
4y32 + 6y
2
2 + 8y2 + 2
= η αm + η¯ α¯m = f̂(m).
This finishes the proof of Theorem 1.8(ii). ✷
5 The enhanced Helix-3-graph
The proof of Theorem 1.10 is similar to that of Theorem 1.8 but the actual computations
are annoyingly tedious, although straightforward. Hence, we only give the main steps of
the proof.
The idea is to employ the same counting scheme as in Section 4. Define the sets Fi,j and
F ′i,j and matrices M and M
′ as in Section 4. Explicit counting (see Table 5.1 for Fi,j)
yields
M =

c+ d+ 1 1 0 0 0
c(d+ 1) 0 c d+ 1 1
c+ d 1 0 0 0
(c+ 1)d 0 c+ 1 d 1
cd 0 c d 1
 and M ′ =

c 0 0 0 0
c(d+ 1) 0 c 0 0
c 0 0 0 0
cd 0 c 0 0
cd 0 c 0 0
 . (5.1)
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i \ j 1 2 3 4 5
1 {{z1}, {h1}, {g1}} {∅} ∅ ∅ ∅
2 {{g1, z1}, {h1, z1}} ∅ {{z1}} {{g1}, {h1}} {∅}
3 {{h1, z1}, {g1, h1}} {{h1}} ∅ ∅ ∅
4 {{g1, h1}, {g1, z1}} ∅ {{h1}, {z1}} {{g1}} {∅}
5 {{g1, h1, z1}} ∅ {{h1, z1}} {{g1, h1}} {{h1}}
Table 5.1: The sets Fi,j for the enhanced helix-3-graph
The characteristic polynomial of M is
χM (x) = x
5 − (2d+ c+ 2)x4 + (1− c+ 2d+ d2)x3 + (c− 1− 2d− d2)x2
+ (c+ 2 + 2d)x− 1
= (x− 1)(x4 − (2d+ c+ 1)x3 − (2c− d2)x2 − (2d+ c+ 1)x+ 1). (5.2)
Let
g(x) = c−1
[
x4 + (d+ 2)x3 + (c+ 2d+ 3)x2 + (d+ 2)x+ 1]
and let xk, k = 1, 2, 3, 4 be the roots of g. That is
x1 =
1
4
(− d− 2 +√d2 − 4 d− 4 c)+ 1
4
√(
−d− 2 +
√
d2 − 4d− 4 c
)2
− 16,
x2 =
1
4
(− d− 2−√d2 − 4 d− 4 c)+ 1
4
√(
−d− 2−
√
d2 − 4d− 4 c
)2 − 16,
x3 =
1
4
(− d− 2 +√d2 − 4 d− 4 c)− 1
4
√(
−d− 2 +
√
d2 − 4d− 4 c
)2 − 16,
and
x4 =
1
4
(− d− 2−√d2 − 4 d− 4 c)− 1
4
√(
−d− 2−
√
d2 − 4d− 4 c
)2 − 16
Is is straightforward to verify that the roots of χM are
λ1 = 1/(x1x2),
λ2 = 1,
λ3 = x1x2,
λ4 = x1/x2,
λ5 = x2/x1.
(5.3)
Let Ni,j = weight(Bi,j) as in Section 4 and compute that
N =

1 d+ 2 1 d+ 1 d+ 1
d+ 2 0 d+ 1 d+ 1 0
1 d+ 1 1 d d
d+ 1 d+ 1 d 2d+ 1 d
d+ 1 0 d d 0
 . (5.4)
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Define ̺j , j = 1, . . . , 5 as in the proof of Lemma 4.3 and note that ̺3 = 0 and ̺
2
2 = 4̺4̺5.
An explicit calculation yields
̺4 = −
(
x1
g′(x1)
)2
and ̺5 = −
(
x2
g′(x2)
)2
.
Arguing as in the proof of Lemma 4.3 we get that f̂ is given for m ∈ N0 by
f̂(m) =
√
̺2(λ2/λ1)m + ̺4(λ4/λ1)m + ̺5(λ5/λ1)m =
√−̺4 xm1 +
√−̺5 xm2 .
Now proceed as in the proof of Lemma 4.4 to compute that f̂ is in fact the inverse Fourier
transform of f from (1.25):∫ 1
0
e2piimxf(x) dx =
1
2πi
∮
ym+1
g(y)
dy =
xm+11
g′(x1)
+
xm+12
g′(x2)
= f̂(m).
6 Helix-3-graph: The Markov chain approach.
Following Ha¨ggstro¨m [10], we consider a subset E′ ⊂ EH3 of the edges of GH3 as an
element of the product space Π := ({0, 1} × {0, 1})Z. Denote by (h, z) = (h¯n, z¯n)n∈Z a
generic element of that space that corresponds to E′ via hn ∈ E′ iff h¯n = 1 and zn ∈ E′ iff
z¯n = 1. Denote by ϑ : ({0, 1}×{0, 1})Z → ({0, 1}×{0, 1})Z , (h¯n, z¯n)n∈Z 7→ (h¯n+1, z¯n+1)n∈Z
the shift operator. Then the uniform spanning tree measure P is invariant for ϑ. That is,
(P, ϑ) is a measure preserving dynamical system. P is concentrated on the set ST
(
GH3
)
of configurations that are spanning trees. ST
(
GH3
)
can be characterized as subset of
Π where a certain translation invariant dictionary of finite letter words (with alphabet
{0, 1} × {0, 1}) are forbidden. For such a situation, as pointed out in [10, Theorems 2.4
and 2.5] (for proofs, see [7, 11, 19]) the uniform distribution on the allowed configurations
ST
(
GH3
)
can be characterized as the measure P concentrated on Π such that (P, ϑ) is
a measure preserving dynamical system with maximal entropy. Furthermore, (P, ϑ) is a
stationary Markov chain if all forbidden words have length at most 2. Since words of
length 2 do not suffice to decide whether a given configuration is a spanning tree or not
(in fact, arbitrarily long words are needed), we will develop a more subtle encoding of the
spanning tree that yields the Markov property.
Let t ∈ ST(GH3) be a spanning tree on GH3 . For each n, we have t∣∣
{n,n−1,n−2,...}
∈ Γ−n;i
for exactly one i = i(t, n) = 1, . . . , 5. Define ϕn(t) = (1t(hn),1t(zn), i(t, n)). Note that
ϕn(t) takes values in the set
∆ := {δk : k = 1, . . . , 11},
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where the symbols (δk) are defined by the following table.
k δk
1 (0, 1, 1)
2 (1, 0, 1)
3 (1, 1, 1)
4 (0, 0, 2)
5 (1, 0, 2)
k δk
6 (0, 1, 3)
7 (1, 0, 3)
8 (1, 1, 3)
9 (1, 0, 4)
10 (0, 0, 5)
11 (1, 0, 5)
(6.1)
We group the elements of ∆ according to their third entry:
∆1 := {δ1, δ2, δ3}, ∆2 := {δ4, δ5}, ∆3 := {δ6, δ7, δ8}, ∆4 := {δ9}, ∆5 := {δ10, δ11}.
A symbol δ ∈ ∆1 cannot be followed by δ3 or δ8 as this would create a cycle. If followed by
(h, z) = (0, 0), the new symbol is necessarily in ∆2, hence δ10 is forbidden. Going through
all possibilities, we get the following list of possible successors of δ ∈ ∆k.
k allowed successors
1 δ1, δ2, δ4
2 δ3, δ6, δ9, δ10
3 δ3, δ5
4 δ6, δ7, δ10
5 δ8, δ11
(6.2)
Let D ⊂ ∆Z denote the subset where all two-letter words not in the above list are forbid-
den. Then ϕ = (ϕn)n∈Z : ST
(
GH3
) → D is a bijection. Furthermore, the image measure
P′ := P◦ϕ−1 on D is the unique maximizer of the entropy among all stationary measures
on D and the canonical process Y = (Yn)n∈Z is a stationary Markov chain under P′. Since
any stationary measure on D defines a Markov chain with state space ∆, we can charac-
terize P′ as the distribution that maximizes the entropy among all Markov chains on ∆
with the allowed transitions given in the table (6.2). In order to compute this entropy,
let R = (Ri,j)i,j=1,...,11 denote the transition matrix of the Markov chain (under P
′) and
denote by πR the invariant distribution (on ∆). Recall that the entropy is
HR = −
11∑
i,j=1
πRi Ri,j log(Ri,j). (6.3)
Taking into account the natural symmetries and recalling that the uniform distribution
on a finite set maximizes the entropy, we get that an R that maximizes HR has to be of
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the form
R =

R¯1,1/2 R¯1,1/2 0 1−R¯1,1 0 0 0 0 0 0 0
R¯1,1/2 R¯1,1/2 0 1−R¯1,1 0 0 0 0 0 0 0
R¯1,1/2 R¯1,1/2 0 1−R¯1,1 0 0 0 0 0 0 0
0 0 R¯2,1 0 0 R¯2,3 0 0 R¯2,4 1−R¯2,1−R¯2,3−R¯2,4 0
0 0 R¯2,1 0 0 R¯2,3 0 0 R¯2,4 1−R¯2,1−R¯2,3−R¯2,4 0
0 0 R¯3,1 0 1−R¯3,1 0 0 0 0 0 0
0 0 R¯3,1 0 1−R¯3,1 0 0 0 0 0 0
0 0 R¯3,1 0 1−R¯3,1 0 0 0 0 0 0
0 0 0 0 0 R¯4,3/2 R¯4,3/2 0 0 1−R¯4,3 0
0 0 0 0 0 0 0 R¯5,3 0 0 1−R¯5,3
0 0 0 0 0 0 0 R¯5,3 0 0 1−R¯5,3

(6.4)
where R¯1,1, R¯2,1, R¯2,3, R¯2,4, R¯3,1, R¯4,3, R¯5,3 are the seven free parameters in the problem.
It seems hopeless to solve the entropy maximizing problem for these seven parameters
analytically. Numerically, however, the problem is rather easy to compute. The precision
is easily made good enough for all applications. For example, we can draw random samples
of uniform spanning trees on GH30,n for arbitrarily large n by simulating the Markov chain.
See Figure 5.
Figure 6.1: A random spanning tree on 20 points. Circular edges (zn) are colored red and
horizontal edges (hn) are colored blue.
Now we present a way to obtain the exact solution of the maximizing problem for (6.3)
in a more subtle way. Consider the projection pr : ∆ → {1, . . . , 5}, (h, z, i) 7→ i and note
that pr−1({i}) = ∆i. Note that due to the symmetries, also Y¯n := pr(Yn) is a Markov
chain on {1, . . . , 5} with transition matrix
R¯ =

R¯1,1 1− R¯1,1 0 0 0
R¯2,1 0 R¯2,3 R¯2,4 1− R¯2,1 − R¯2,3 − R¯2,4
R¯3,1 1− R¯3,1 0 0 0
0 0 R¯4,3 0 1− R¯4,3
0 0 R¯5,3 0 1− R¯5,3
 . (6.5)
Denote by πR¯ the invariant distribution of this chain and write
π˜R¯i,j = π
R¯
i R¯i,j for i, j = 1, . . . , 5, (6.6)
for the invariant distribution of the bivariate chain (Y¯n, Y¯n+1)n∈Z. Note that πR¯i and π˜
R¯
i,j
are quantities that we can read off directly from the uniform spanning tree measure:
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πR¯i = P
(
T
∣∣
{−∞,...,0}
∈ Γ−0;i
)
,
π˜R¯i,j = P
(
T
∣∣
{−∞,...,0}
∈ Γ−0;i, T ∣∣{−∞,...,1} ∈ Γ−1;j). (6.7)
The counting scheme from Section 4.2 yields
πR¯i =
w1,i (N w
T
1 )i
w1N wT1
. (6.8)
A direct computation yields
πR¯ =
1
4
√
5
(
γ2 + γ3/2, γ−1/2 + 2γ−1, 2γ−1, 2γ−1 − γ−1/2, γ2 − γ3/2
)
=
(
0.522816, 0.226091, 0.1381966, 0.050302, 0.06259458
)
.
(6.9)
Furthermore, we get
π˜R¯i,j =
w1,iMi,j (N w
T
1 )j
w1M N wT1
. (6.10)
Recall that w1M = λ1 w1 to simplify the expression and get
R¯i,j =
π˜R¯i,j
πR¯i
=
w1,iMi,j (N w
T
1 )j
λ1w1,i (N wT1 )i
. (6.11)
Hence the non-zero entries of R¯ are
R¯1,1 = 2(γ −√γ) = 0.6920287,
R¯1,2 = 1− 2(γ −√γ) = 0.3079713,
R¯2,1 =
√
γ
2+
√
γ = 0.3887567,
R¯2,3 =
γ−1/√γ
2+
√
γ = 0.2542413,
R¯2,4 =
2−√γ
2+
√
γ = 0.2224865,
R¯2,5 =
√
γ+1/
√
γ−γ
2+
√
γ = 0.1345154,
R¯3,1 =
γ3/2−1
2 = 0.5290855,
R¯3,2 =
3−γ3/2
2 = 0.4709145,
R¯4,3 =
2
√
5 γ−2γ5/2
2−√γ = 0.7907997,
R¯4,5 =
2−√γ−2√5 γ+2γ5/2
2−√γ = 0.2092003,
R¯5,3 = 1− 1γ+√γ = 0.6539857,
R¯5,5 =
1
γ+
√
γ = 0.3460143.
(6.12)
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The invariant distribution of R (recall (6.4)) is
πR =
1
4
√
5
(
γ, γ, γ3/2 − γ−1, γ3/2 − γ−1, 3γ−1 − γ1/2, 2γ − 2γ1/2,
√
5− γ3/2,
√
5 γ3/2 − γ3, 2γ−1 − γ−1/2,
√
5 γ3/2 − γ3, γ4 − 2γ5/2
)
=
(
0.180902, 0.180902, 0.161012, 0.161012, 0.0650785, 0.0773725,
0.019890, 0.040929, 0.050302, 0.040929, 0.0216675
)
.
(6.13)
The entropy can be computed using (6.3) or can be deduced simply from the fact that the
entropy of a uniform distribution is the logarithm of the size of the state space. Either
way we get (recall (4.5))
HR = log(λ1) = log
(
γ +
√
γ
)
= 1.061 . . . (6.14)
We have thus shown the following theorem.
Theorem 6.1 The process Y = (Yn)n∈Z is a stationary Markov chain with transition
matrix R given by (6.4) and (6.12). The invariant distribution is given by (6.13), the
entropy by (6.14).
The Markov chain can be used for simulations as well as for explicit computations. For
example, we compute (for m ∈ N)
P[z0 ∈ T ] =
∑
i∈{1,3,6,8}
πRi =
γ3/2
2
√
5
= 0.460221
P[z0, z1 ∈ T ] =
∑
i∈{1,3,6,8}
πRi (Ri,1 +Ri,3) =
γ
4
√
5
= 0.180902
P[z0, z1, . . . , zm ∈ T ] =
∑
i∈{1,3,6,8}
πRi (Ri,1 +Ri,3)R
m−1
1,1 =
γ
4
√
5
(γ −√γ)m−1
=
γ2 + γ3/2
4
√
5
(
γ −√γ)m = 0.52281560 · 0.3460143m .
(6.15)
Note that, in fact, R1,1 = R3,1 which yields the simple form in the last equation.
References
[1] Michael Aizenman, Almut Burchard, Charles M. Newman, and David B. Wilson.
Scaling limits for minimal and random spanning trees in two dimensions. Random
Structures Algorithms, 15(3-4):319–367, 1999. Statistical physics methods in discrete
probability, combinatorics, and theoretical computer science (Princeton, NJ, 1997).
[2] David Aldous and J. Michael Steele. Asymptotics for Euclidean minimal spanning
trees on random points. Probab. Theory Related Fields, 92(2):247–258, 1992.
37
[3] David J. Aldous. The random walk construction of uniform spanning trees and uni-
form labelled trees. SIAM J. Discrete Math., 3(4):450–465, 1990.
[4] Itai Benjamini, Russell Lyons, Yuval Peres, and Oded Schramm. Uniform spanning
forests. Ann. Probab., 29(1):1–65, 2001.
[5] Be´la Bolloba´s. Modern graph theory, volume 184 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1998.
[6] Robert Burton and Robin Pemantle. Local characteristics, entropy and limit theo-
rems for spanning trees and domino tilings via transfer-impedances. Ann. Probab.,
21(3):1329–1371, 1993.
[7] Robert Burton and Jeffrey E. Steif. Non-uniqueness of measures of maximal entropy
for subshifts of finite type. Ergodic Theory Dynam. Systems, 14(2):213–235, 1994.
[8] Peter G. Doyle and J. Laurie Snell. Random walks and electric networks, volume 22 of
Carus Mathematical Monographs. Mathematical Association of America, Washington,
DC, 1984.
[9] Alex D. Gottlieb. Introduction to determinantal point processes from a quantum
probability viewpoint. In Quantum probability and infinite dimensional analysis, vol-
ume 20 of QP–PQ: Quantum Probab. White Noise Anal., pages 212–223. World Sci.
Publ., Hackensack, NJ, 2007.
[10] Olle Ha¨ggstro¨m. Aspects of Spatial random processes. PhD thesis, University Go¨te-
borg, 1994.
[11] Olle Ha¨ggstro¨m. On the relation between finite range potentials and subshifts of finite
type. Probab. Theory Related Fields, 101(4):469–478, 1995.
[12] Olle Ha¨ggstro¨m. Random-cluster measures and uniform spanning trees. Stochastic
Process. Appl., 59(2):267–275, 1995.
[13] Antal Ja´rai. The uniform spanning tree and related models. Lecutre notes, available
at http://www.maths.bath.ac.uk/~aj276/, 2009.
[14] Gustav Kirchhoff. U¨ber die Auflo¨sung der Gleichungen, auf welche man bei der
Untersuchung der linearen Vertheilung galvanischer Stro¨me gefu¨hrt wird. Annalen
der Physik und Chemie, 72(12):497–508, 1847.
[15] Gregory F. Lawler, Oded Schramm, and Wendelin Werner. Conformal invariance
of planar loop-erased random walks and uniform spanning trees. Ann. Probab.,
32(1B):939–995, 2004.
[16] Russell Lyons. Determinantal probability measures. Publ. Math. Inst. Hautes E´tudes
Sci., 98:167–212, 2003.
38
[17] Russell Lyons and Yuval Peres. Probability on Trees and Networks. Cambridge Uni-
versity Press, New York, 2016. Available at http://pages.iu.edu/~rdlyons/.
[18] Russell Lyons and Jeffrey E. Steif. Stationary determinantal processes: phase multi-
plicity, Bernoullicity, entropy, and domination. Duke Math. J., 120(3):515–575, 2003.
[19] William Parry. Intrinsic Markov chains. Trans. Amer. Math. Soc., 112:55–66, 1964.
[20] Robin Pemantle. Choosing a spanning tree for the integer lattice uniformly. Ann.
Probab., 19(4):1559–1574, 1991.
[21] James Gary Propp and David Bruce Wilson. How to get a perfectly random sample
from a generic Markov chain and generate a random spanning tree of a directed graph.
J. Algorithms, 27(2):170–217, 1998. 7th Annual ACM-SIAM Symposium on Discrete
Algorithms (Atlanta, GA, 1996).
[22] Tomoyuki Shirai and Yoichiro Takahashi. Random point fields associated with certain
Fredholm determinants. II. Fermion shifts and their ergodic and Gibbs properties.
Ann. Probab., 31(3):1533–1564, 2003.
[23] A. Soshnikov. Determinantal random point fields. Uspekhi Mat. Nauk, 55(5):107–160,
2000.
[24] David Bruce Wilson. Generating random spanning trees more quickly than the cover
time. In Proceedings of the Twenty-eighth Annual ACM Symposium on the Theory
of Computing (Philadelphia, PA, 1996), pages 296–303, New York, 1996. ACM.


