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Global existence of the nonisentropic compressible Euler equations
with vacuum boundary surrounding a variable entropy state
Calum Rickard∗, Mahir Hadzˇic´†, Juhi Jang‡
Abstract
Global existence for the nonisentropic compressible Euler equations with vacuum boundary for all
adiabatic constants γ > 1 is shown through perturbations around a rich class of background nonisen-
tropic affine motions. The notable feature of the nonisentropic motion lies in the presence of non-
constant entropies, and it brings a new mathematical challenge to the stability analysis of nonisentropic
affine motions. In particular, the estimation of the curl terms requires a careful use of algebraic, non-
linear structure of the pressure. With suitable regularity of the underlying affine entropy, we are able to
adapt the weighted energymethod developed for the isentropic Euler [11] to the nonisentropic problem.
For large γ values, inspired by [30], we use time-dependent weights that allow some of the top-order
norms to potentially grow as the time variable tends to infinity. We also exploit coercivity estimates
here via the fundamental theorem of calculus in time variable for norms which are not top-order.
1 Introduction
We consider compressible Euler equations for ideal gases in three space dimensions
ρ(∂tu+ u · ∇u) +∇p = 0, (1.1)
∂tρ+ div(ρu) = 0, (1.2)
∂tǫ+ u · ∇ǫ+ (γ − 1)ǫ div(u) = 0, (1.3)
where u is the fluid velocity vector field, ρ is the density, ǫ is the internal energy, p is the pressure and
γ > 1 is the adiabatic constant. Coupled with the equation of state for an ideal gas
p(ρ, ǫ) = (γ − 1)ρǫ, (1.4)
equations (1.1)-(1.4) describe the compressible flow of an inviscid, non-conducting and adiabatic gas.
It is often convenient to use another unknown - the entropy S - instead of the internal energy.
Equation (1.3) is then equivalently replaced by
∂tS + u · ∇S = 0, (1.5)
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and the equation of state reads
p(ρ, S) = ργeS . (1.6)
Note that the entropy is just transported by the flow, and therefore the entropy formulation will be in
particular useful in Lagrangian coordinates. See Section 2.1.
A special case where the entropy S remains constant represents the isentropic process and in that
case, the equation of state relates the pressure of the gas to the density only: p = ργ and the unknown
variables for the system are the density and velocity. In this article, we are interested in the dynamics
of the nonisentropic gas whose entropy changes in both time and space but is finite.
We study the vacuum free boundary problem: that is, we consider the Euler equations (1.1)-(1.3)
and (1.5) in the following time dependent open bounded domain
Ω(t) ⊂ R3 with boundary ∂Ω(t) where t ∈ [0, T ] for some T > 0.
The boundary conditions are then the physical vacuum boundary condition coupled with kinematic
boundary condition
p = 0 on ∂Ω(t), (1.7)
−∞ <
∂ǫ
∂n
< 0 on ∂Ω(t), (1.8)
V(∂Ω(t)) = u · n(t) on ∂Ω(t), (1.9)
with n the outward unit normal vector to ∂Ω(t), ∂
∂n
the outward normal derivative, and V(∂Ω(t)) the
normal velocity of ∂Ω(t). The condition (1.8) is most convenient for us to express in terms of the
internal energy ǫ. When the entropy is bounded from below and from above, the physical vacuum
condition (1.8) can be written as
−∞ <
∂ργ−1
∂n
< 0. (1.10)
Physically, this condition implies a nontrivial acceleration of the gas at the boundary in the normal
direction and mathematically, it implies an inherent lack of regularity of the enthalpy at the vacuum
boundary. Moreover it is clear from (1.10) that the solution is not even C1 at the boundary. This is not
just a mathematical curiosity, but it is in fact fundamental to give up the requirement of smoothness
in order to track the evolution of compactly supported gases; we are led to study the free boundary
problem and it turns out that (1.10) is a key condition to guarantee well-posedness of the free boundary.
The physical vacuum condition is not merely a technical condition but it is realized for a wide range
of physical systems for gaseous fluids. In particular a key impetus for the physical vacuum condi-
tion (1.10) comes from astrophysics. A famous class of equilibria of the gravitational Euler-Poisson
system, known as the Lane-Emden stars, satisfy (1.10) and any rigorous theory that attempts to study
the nonlinear dynamics in the vicinity of Lane-Emden stars must contend with (1.10) [2, 7, 12]. It
also arises naturally in the context of Euler equations with damping for the gas flow through a porous
medium [18, 19, 34]. For more detail on the physical vacuum, we refer to [5, 13, 14, 15, 16, 21].
Finally, we recall we are working on the time interval [0, T ] and we consider the initial conditions
(ρ(0, ·),u(0, ·), S(0, ·),Ω(0)) = (ρ0,u0, S0,Ω0). (1.11)
Collectively, we will study the vacuum free boundary nonisentropic Euler system (1.1)-(1.11).
Before we move on, we briefly discuss some known results for the Euler equations. Due to vast
literature, we will only mention the works relevant to the present article. We refer to [5, 11, 16, 20]
and reference therein for more thorough review. We begin with the Cauchy problem in the whole
space. It is well-known that the Euler equations are hyperbolic and the existence of C1 local-in-time
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positive density solutions follows from the theory of symmetric hyperbolic systems [17, 22]. Serre
[29] and Grassin [8] proved global existence for a special class of initial data in the whole space by
the perturbation of expansive wave solutions to the vectorial Burgers equation with linearly growing
velocities at infinity - a related idea was used in the work of Rozanova [28]. On the other hand,
Sideris [31] showed that singularities must form if the density is a strictly positive constant outside of a
bounded set. A detailed description of shock formation starting with smooth initial data for irrotational
relativistic fluids around is given by Christodoulou [3] for special-relativistic fluids and Christodoulou-
Miao [4] in the nonrelativistic case. For a more general framework covering a wider class of equations
leading to shock formation see the works of Speck and Luk-Speck [20, 33]. Makino-Ukai- Kawashima
[25] proved that singularities form starting from compactly supported smooth solutions. We remark
that these singularity and shock formation results do not apply to the physical vacuum free boundary
problem.
In the vacuum free boundary framework, a lot of important progress has been made in the past
decade. Local well-posedness for compressible Euler equations with physical vacuum has been estab-
lished by Coutand-Shkoller [5] and Jang-Masmoudi [16].
First examples of global-in-time solutions surrounded by vacuum and satisfying the physical vac-
uum condition were given by Sideris [32]. These are the so-called affine motions found by a separation-
of-variables ansatz for the Lagrangian flow map ζ(t, y)
ζ(t, y) = A(t)y, (1.12)
where t 7→ A(t) is an unknown 3 × 3 matrix. Such an ansatz severely reduces the dynamic degrees
of freedom resulting in an ordinary differential equation (ODE) for the matrix A(t). We will therefore
refer to such solutions as ODE-type solutions. It should be noted, that the idea of considering the
ansatz (1.12) was considered before in the context of nonisentropic flows and goes back to the works
of Ovsyannikov [26] and Dyson [6], wherein the ODE satisfied by A(t) was already discovered. The
affine motions constructed by Sideris importantly satisfy the physical vacuum condition (1.10), which
is a critical assumption in the general well-posedness framework developed in [5, 16].
We remark that the ansatz (1.12) has been widely exploited in various physical applications beyond
the solutions considered in this paper. For instance, it is explicitly seen to hold for special physical
solutions to the Navier-Stokes equations; specifically, as described in [23], a jet which compresses in
one coordinate direction and stretches in another, a fluid which drains purely along one direction from
planes parallel to the alternate coordinate plane, and the pure rotation of a rigid body, all obey (1.12).
Another physical application of the affine ansatz (1.12) can be found in the dynamics of gaseous stars
governed by the Euler-Poisson system; in particular, in [7, 24], the star collapse and expansion were
demonstrated by using (1.12) in the radially symmetric setting.
In the isentropic case, the nonlinear stability of the Sideris solutions was shown by Hadzˇic´-Jang
[11] for γ ∈ (1, 53 ] and then extended to the full range γ > 1 by Shkoller-Sideris [30]. In a recent
work [27], Parmeshwar-Hadzˇic´-Jang showed the global existence of expanding solutions with small
densities without relying on the background affine solutions, again in the class of isentropic flows.
Also very recently in the isentropic setting with damping [34], Zeng has established the existence of
almost global solutions by perturbing background approximate solutions known as Barenblatt solutions
with sub-linear expansion which contrasts with the linear expansion considered otherwise.
By contrast to the isentropic case, it has remained an open question to construct open sets of initial
data in the physically important nonisentropic case that lead to global existence in the presence of free
vacuum boundaries. This is the main goal of this article. Indeed, the expansion of gas into vacuum is
an important physical phenomenon [9]. Our result demonstrates the linear expansion of nonisentropic
gas into vacuum is a stable mechanism that avoids shock formation.
3
1.1 Nonisentropic Affine Motion
As mentioned above, Sideris [32] constructed a family of affine motions satisfying the physical vacuum
boundary condition. Such solutions are blobs of gas initially occupying B1(0) - the unit ball in R
3.
Their evolving support is given as the image of B1(0) under the matrix A(t) i.e. Ω(t) = A(t)B1(0),
where t 7→ A(t) is an a priori unknown matrix. This generically gives us a gas supported on an
evolving ellipsoid. At the level of Lagrangian coordinates, this translates into separating variables and
writing the flow map in the form (1.12), see [6, 26, 32]. After plugging this back into the Lagrangian
formulation of the problem, an algebraic manipulation leads to the following fundamental system of
ODEs satisfied by A(t)
A′′(t) = δ(detA(t))1−γA(t)−⊤, (1.13)
(A(0), A′(0), δ) ∈ GL+(3)×M3×3 × R+, (1.14)
for fixed δ > 0. In the above M3×3 denotes the set of 3 × 3 matrices over R and GL+(3) = {A ∈
M
3×3 : detA > 0}. With A ∈ C(R,GL+(3)) ∩ C∞(R,M3) solving this system of ODEs, the
associated solution of the Euler equations is given by
uA(t, x) = A
′(t)A(t)−1x, (1.15)
ρA(t, x) =
◦
ρ(|A(t)−1x|)/(detA(t)), (1.16)
ǫA(t, x) =
◦
ǫ(|A(t)−1x|)/(detA(t))γ−1. (1.17)
We should think of the density ρA and the internal energy ǫA as the basic profiles
◦
ρ =
◦
ρ(r) and
◦
ǫ =
◦
ǫ(r), modulated by the matrix A(t) through (1.16)–(1.17) respectively.
Following Sideris [32], to see why we have the fundamental system of ODEs (1.13) first write
x = A(t)y with y ∈ B1(0) which follows from Ω(t) = A(t)B1(0). Then using the chain rule
d
dt
uA(t, x(t, y)) = ∂tuA + ∂tx · ∇uA = ∂tuA +A
′(t)y · ∇uA = ∂tuA + uA · ∇uA. (1.18)
On the other hand with (1.15),
d
dt
uA(t, x(t, y)) =
d
dt
(A′(t)y) = A′′(t)y. (1.19)
Also using the chain rule, with r = |y| as above,
∇x = A
−⊤∇y = A
−⊤y ∂r. (1.20)
Then substituting these formulas as well as (1.16)-(1.17) and the equation of state (1.4) into the mo-
mentum equation (1.1) we find
(detA(t))−1
◦
ρ(r)A′′(t)y + (detA(t))−γA(t)−⊤y
◦
p′(r) = 0, (1.21)
where
◦
p = (γ − 1)
◦
ρ
◦
ǫ. Separate time and space variables using the common constant δ > 0 and
eliminate y to obtain
A′′(t) = δ(detA(t))1−γA(t)−⊤, (1.22)
◦
p′(r) = −δr
◦
ρ(r). (1.23)
Hence we have derived the fundamental system ODEs for A(t) (1.13) and also the fundamental ODE
in space, see (1.25) below.
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Next we require the density profile
◦
ρ has the following properties (Lemma 1 [32])
◦
ρ ∈ C0[0, 1] ∩ C1[0, 1), (1.24a)
◦
ρ(r) > 0 for r ∈ [0, 1), (1.24b)
◦
ρ′(0) =
◦
ρ(1) = 0, (1.24c)
0 < lim
r→1−
(1− r)−σ
◦
ρ(r) <∞ for some σ > 0. (1.24d)
Now the corresponding internal energy profile
◦
ǫ is found by solving the fundamental ODE in space
(
◦
p)′(r) = −δr
◦
ρ(r), (1.25)
where we recall
◦
p = (γ − 1)
◦
ρ
◦
ǫ and δ > 0.
From (1.5) the entropy of the Sideris affine solution satisfies, using the same argument as (1.18),
d
dt
SA(t, x(t, y)) = ∂tSA + uA · ∇SA = 0. (1.26)
Hence SA(t, x) depends on y only. Moreover using (1.16)-(1.17) and the equivalent equations of state
(1.4)-(1.6),
(γ − 1)
◦
ǫ(r)
◦
ρ(r)
(detA(t))γ
=
◦
ρ(r)γ
(detA(t))γ
eSA(y). (1.27)
Therefore canceling (detA(t))γ we see that SA(y) must be a function of r = |y| = |A(t)
−1x|, that is,
the entropy of the Sideris affine solutions is given by
SA(t, x) =
◦
S(|A(t)−1x|). (1.28)
Here,
◦
S =
◦
S(r) is defined through the relationship
◦
p = (
◦
ρ)γe
◦
S . Through (1.25) we can obtain an
explicit formula for
◦
S in terms of
◦
ρ which together with (1.24a)-(1.24d) defines the nonisentropic
entropy profile associated with the Sideris affine solutions
◦
S(r) = ln
(
δ
´ 1
r
ℓ
◦
ρ(ℓ) dℓ
(
◦
ρ(r))γ
)
. (1.29)
This formula highlights an important feature of the nonisentropic affine setting: the solutions are de-
fined as a class of functions through the choice of
◦
ρ which becomes an additional parameter in the
solution scheme. In particular, the space which “parametrizes” the nonisentropic affine motions is
infinite dimensional, by contrast to the isentropic case:
Remark 1.1. In the isentropic case,
◦
ρ is fixed as follows [32]
◦
ρ(r) =
[
δ(γ − 1)
2γ
(1− r2)
] 1
γ−1
. (1.30)
On the other hand, in the nonisentropic case, the choice of
◦
ρ is essentially arbitrary as long as the
constraints (1.24a)-(1.24d) are met.
Remark 1.2. One can in fact provide a different derivation of the affine motions using only the Eulerian
formulation of the problem. This approach exploits heavily the rich symmetries of the problem. The
details are given in Appendix D.
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Motivated by physical considerations [1], it is important to isolate the affine motions with uniformly
bounded entropies up to the vacuum boundary. Using the formula (1.29), we obtain the following
simple, but important characterization of affine entropy behavior.
Lemma 1.3. For r ∈ [0, 1), 0 < (e
◦
S)(r) <∞. Furthermore
(e
◦
S)(1) = lim
r→1−
(e
◦
S)(r) =


∞ σ(γ − 1) > 1
(δL1−γ)/σγ σ(γ − 1) = 1
0 σ(γ − 1) < 1
,
where σ > 0 from (1.24d) is the particular value such that
0 < lim
r→1−
(1− r)−σ
◦
ρ(r) := L <∞.
Proof. First by (1.24a)-(1.24b), 0 <
◦
ρ(r) <∞ for r ∈ [0, 1) and hence
0 < (e
◦
S)(r) =
δ
´ 1
r
ℓ
◦
ρ(ℓ) dℓ
◦
ρ(r)γ
<∞ for r ∈ [0, 1).
Now
lim
r→1−
(e
◦
S)(r) = δ lim
r→1−
´ 1
r
ℓ
◦
ρ(ℓ) dℓ
◦
ρ(r)γ
= δ lim
r→1−
(1− r)σγ
◦
ρ(r)γ
´ 1
r
ℓ
◦
ρ(ℓ) dℓ
(1− r)σγ
=
δ
Lγ
lim
r→1−
´ 1
r
ℓ
◦
ρ(ℓ) dℓ
(1− r)σγ
=
δ
Lγ
lim
r→1−
−r
◦
ρ(r)
−σγ(1− r)σγ−1
(L’Hospital’s Rule)
=
δ
σγLγ
lim
r→1−
◦
ρ(r)
(1− r)σ
r
(1− r)σ(γ−1)−1
=
δL1−γ
σγ
lim
r→1−
r
(1− r)σ(γ−1)−1
,
wherefrom the claim follows.
Lemma 1.3 shows that the only value of σ allowing a uniformly bounded entropy is σ = 1
γ−1 . In
this paper, we restrict our attention to the class of nonisentropic affine solutions with finite entropies:
namely, we demand σ = 1
γ−1 > 0 in (1.24d). Then with σ =
1
γ−1 and in view of the condition
(1.24a)-(1.24c), we shall from now on consider the profiles
◦
ρ of the form
◦
ρ(r) = (1 − r)
1
γ−1φ(r), (1.31)
where φ ∈ Ck[0, 1], φ > 0 satisfying φ′(0) = 1
γ−1φ(0) with k ∈ N to be specified. Here we demand
the condition φ′(0) = 1
γ−1φ(0) to ensure the regularity of
◦
ρ at the center as in (1.24c).
In the following, we show that the affine entropy enjoys the same regularity as φ.
Lemma 1.4. Let φ ∈ Ck[0, 1], φ > 0 be given for some k ∈ Z≥0. With (1.31), we have that
e
◦
S ∈ Ck[0, 1].
Proof. The case k = 0 follows from Lemma 1.3. For k ≥ 1, first notice that by (1.29) and (1.31)
(e
◦
S)(r) =
´ 1
r
δℓφ(ℓ)(1− ℓ)
1
γ−1 dℓ
(1− r)
γ
γ−1 (φ(r))γ
. (1.32)
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To prove higher-order regularity for
◦
S we first consider general functions of the form
z(r) :=
´ 1
r
a(ℓ)(1− ℓ)X dℓ
(1 − r)Y b(r)
, (1.33)
where a, b ∈ Ck[0, 1], b 6= 0 and X,Y ∈ R>0 with Y ≤ X + 1. Now use the product rule, the
fundamental theorem of calculus to differentiate z, and then integrate-by-parts to obtain
z′(r) = −a(r)(1 − r)X−Y [b(r)]−1
+
ˆ 1
r
a(ℓ)(1− ℓ)X dℓ
[
Y (1− r)−Y −1(b(r))−1 − [b(r)]−2b′(r)(1 − r)−Y
]
=
(
Y
X + 1
− 1
)
(1− r)X−Y a(r)[b(r)]−1 +
(
Y
X + 1
) ´ 1
r
a′(ℓ)(1− ℓ)X+1 dℓ
(1− r)Y+1b(r)
−
(
1
X + 1
)
a(r)[b(r)]−2b′(r)(1 − r)X+1−Y −
(
1
X + 1
)
b′(r)
´ 1
r
a′(ℓ)(1 − ℓ)X+1 dℓ
(1− r)Y [b(r)]2
=: (i) + (ii) + (iii) + (iv). (1.34)
The key step in the above calculation was to use integration by parts to obtain a desirable form for (i)
by combining terms to avoid potentially unbounded negative powers of (1− r). On this note, the term
(i) is either 0 (when Y = X + 1) or Ck (when Y ≤ X). Also term (iii) is Ck−1. For term (ii) notice
that
|(ii)| =
∣∣∣∣∣
(
Y
X + 1
) ´ 1
r
a′(ℓ)(1 − ℓ)X+1 dℓ
(1− r)Y +1b(r)
∣∣∣∣∣ ≤ (sup0≤r≤1 |a
′(r)|)
´ 1
r
(1− ℓ)X+1 dℓ
(1− r)Y+1|b(r)|
=
(sup0≤r≤1 |a
′(r)|) 1
X+2 (1− r)
X+2
(1− r)Y+1|b(r)|
.
Hence (ii) is bounded since Y +1 ≤ X+1+1 = X+2. Similarly, term (iv) is bounded. Furthermore,
we note that terms (ii) and (iv) are of the same general form as z(r) except with Ck−1 functions
replacing theCk functions a, b inside the expression for z. Therefore we can repeat the same procedure
as for the first derivative above k − 1 times to obtain that z ∈ Ck[0, 1]. Since e
◦
S can be realized as
a special instance of the function z with a(r) = δrφ(r), b(r) = φ(r)γ , X = 1
γ−1 , and Y = X + 1,
see (1.32), we conclude e
◦
S ∈ Ck[0, 1], as claimed.
We collect these results into an important consequence that will be used throughout the paper.
Corollary 1.5. Let φ ∈ Ck[0, 1], φ > 0 be given for some k ∈ Z≥0. With (1.31), then there exist
constants 0 < c ≤ C such that for all r ∈ [0, 1]
0 < c ≤ (e
◦
S)(r) ≤ C, (1.35)∣∣∣∣∣
(
d
dr
)j
(e
◦
S)(r)
∣∣∣∣∣ ≤ C, 1 ≤ j ≤ k. (1.36)
Proof. The positive lower bound in (1.35) follows from Lemma 1.3 and the upper bounds in (1.35)-
(1.36) follow from Lemma 1.4 since Ck functions are bounded.
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To conclude our characterization of nonisentropic affine motion, we finally provide precise
asymptotics-in-time for A(t).
Lemma 1.6. Consider the initial value problem (1.13)–(1.14) with δ > 0. For γ ∈ (1, 53 ], the unique
solution A(t) to the fundamental system (1.13)–(1.14) has the property
detA(t) ∼ 1 + t3, t ≥ 0 (1.37)
Furthermore in this case, there exist matrices A0, A1,M(t) such that
A(t) = A0 + tA1 +M(t), t ≥ 0. (1.38)
where A0, A1 are time-independent andM(t) satisfies the bounds
‖M(t)‖ = ot→∞(1 + t), ‖∂tM(t)‖ . (1 + t)
3−3γ . (1.39)
For γ > 53 , given matrices A0, A1 with A1 positive definite, there exists a unique solution A(t) to the
fundamental system (1.13)–(1.14) such that (1.37), (1.38) and (1.39) hold.
Proof. For all γ > 1, we use Theorem 3 and Lemma 6 from [32] to obtain the results. For γ ∈ (1, 53 ],
we additionally use Lemma A.1 from [11]. For γ > 53 , we additionally use Lemma 1 from [30].
In this paper we restrict our attention to the class of nonisentropic affine solutions expanding linearly
in each coordinate direction: namely we require
detA(t) ∼ 1 + t3, t ≥ 0. (1.40)
By Lemma 1.6, for γ ∈ (1, 53 ] this is not a restriction at all in fact since A(t) will immediately satisfy
(1.40). For γ > 53 , Lemma 1.6 shows there exists a rich class of A(t) satisfying (1.40).
We denote the set of affine motions under consideration by S . To recap, the set S is parametrized
by the quadruple
(A(0), A′(0), δ, φ) ∈ GL+(3)×M3×3 × R+ ×Zk, (1.41)
where
Zk :=
{
φ ∈ Ck[0, 1] : φ > 0, φ′(0) =
1
γ − 1
φ(0)
}
(1.42)
and we take k ∈ N sufficiently large (to be specified later in Theorems 2.3 and 2.4). We recall
(A(0), A′(0), δ) are parameters for the fundamental system (1.13)–(1.14) and φ appears in the for-
mula for
◦
ρ (1.31). The choice of φ ∈ Ck[0, 1] highlights a new freedom in the specification of affine
motions with respect to the isentropic setting.
With our set of nonisentropic affine motions S in hand, the goal of this paper is to establish the
global-in-time stability of the nonisentropic Euler system (1.1)-(1.11) for all γ > 1 by perturbing
around the expanding affine motions.
2 Formulation and Main Global Existence Result
2.1 Lagrangian Coordinates
In order to analyze the stability problem for affine motions, we will use the Lagrangian formulation
that brings the problem onto the fixed domain. We first define the flow map ζ as follows
∂tζ(t, y) = u(t, ζ(t, y)), (2.43)
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ζ(0, y) = ζ0(y), (2.44)
where ζ0 is a sufficiently smooth diffeomorphism to be specified. We introduce the notation
Aζ := [Dζ]
−1 (Inverse of the Jacobian matrix) (2.45)
Jζ := det[Dζ] (Jacobian determinant) (2.46)
f := ρ ◦ ζ (Lagrangian density) (2.47)
g := S ◦ ζ (Langrangian entropy) (2.48)
aζ := JζAζ (Cofactor matrix). (2.49)
In this framework material derivatives reduce to pure time derivatives and in particular, the entropy
equation (1.5) is simply reformulated as
∂tg(t, y) = 0 which implies g(t, y) = S0(ζ0(y)). (2.50)
In other words, the entropy remains constant along fluid particle worldline given by flow maps. Fur-
thermore, it is well-known [5, 16] that the conservation of mass equation (1.2) gives
f(t, y) = (Jζ(t, y))
−1ρ0(ζ0(y))Jζ(0, y). (2.51)
Finally using the nonisentropic equation of state p = ργeS the momentum equation (1.1) is reformu-
lated as
f∂ttζi + [Aζ ]
k
i (f
γeg),k = 0. (2.52)
Here we use coordinates i = 1, 2, 3 with the Einstein summation convention and the notation F,k to
denote the kth partial derivative of F .
Next introduce the following notations
S¯(y) := S0(ζ0(y)), (2.53)
w(y) := [ρ0(ζ0(y))Jζ(0, y)]
γ−1. (2.54)
Then using [Aζ]ki = J
−1
ζ [aζ ]
k
i , we obtain
wα∂ttζi + [aζ ]
k
i (w
1+αJ
(− 1α−1)
ζ e
S¯),k = 0, (2.55)
where we set
α :=
1
γ − 1
.
Using the Piola identity
([aζ ]
k
i ),k = 0, (2.56)
we rewrite (2.55) as
wα∂ttζi + (w
1+αeS¯ [Aζ ]
k
i J
− 1
α
ζ ),k = 0. (2.57)
Affine motions described in Section 1.1 can be realized as special solutions of (2.57) of the form
ζ(t, y) = A(t)y. In this case A ⊤ζ = [Dζ]
−⊤ = A(t)−⊤ and Jζ = detA. Hence the ansatz
transforms (2.57) into
wαAtty + (detA)
1−γA−⊤∇(w1+αeS¯) = 0. (2.58)
We have that w1+αeS¯ is independent of t and hence (2.58) will hold if we require
Att = δ(detA)
1−γA−⊤, (2.59)
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wαδy = −∇(w1+αeS¯), (2.60)
for δ > 0. At this stage, we demand
[w(y)]α = (1− |y|)αφ(|y|), (2.61)
S¯(y) = S¯(|y|), (2.62)
where we require by recalling (1.42)
φ ∈ Zk for k ∈ N taken sufficiently large to be specified later by Theorems 2.3 and 2.4. (2.63)
Note with Corollary 1.5 and (2.62)-(2.63), eS¯ ∈ Ck[0, 1] with eS¯ ≥ c > 0.
We observe that (2.59)-(2.63) are nothing but the affine solutions described in Section 1.1, and
produce the set of affine motions S under consideration. Fix an element of S .
Remark 2.1. Through (2.53)-(2.54), the initial data ρ0, S0 for our problem are chosen such that
(2.61)-(2.63), which include the regularity demands on φ, are satisfied.
With an affine motion from S fixed, we define the modified flow map η := A−1ζ. Then A ⊤ζ =
A−⊤A ⊤η , Jζ = (detA)Jη where A
⊤
η , Jη are the η equivalents of (2.45), (2.46) respectively. Now
from (2.57) we have
wα(∂ttηi + 2[A
−1]iℓ∂tAℓj∂tηj + [A
−1]iℓ∂ttAℓjηj)
+ (detA)1−γ [A−1]iℓ[A
−1]jℓ(w
1+αeS¯ [Aη]
k
jJ
− 1
α
η ),k = 0. (2.64)
Via (2.59) we rewrite the above equation as
wα((detA)γ−
1
3 ∂ttηi+2(detA)
γ− 1
3 [A−1]iℓ∂tAℓj∂tηj)+δw
αΛiℓηℓ+(w
1+αeS¯Λij [Aη]
k
jJ
− 1
α
η ),k = 0,
(2.65)
where the notation Λ := (detA)
2
3A−1A−⊤ has been introduced.
Next make a change of time variable by setting
dτ
dt
= (detA)−
1
3 .
Then we can formulate (2.65) as
wα((detA)γ−1∂ττηi −
1
3 (detA)
γ−2(detA)τ∂τηi + 2(detA)
γ−1[A−1]iℓ∂τAℓj∂τηj) + δw
αΛiℓηℓ
+ (w1+αeS¯Λij [Aη]
k
jJ
− 1
α
η ),k = 0. (2.66)
Writing A = µO where µ := (detA)
1
3 and O ∈ SL(3), we have A−1Aτ = µ
−1µτ I +O
−1Oτ . The η
equation is then
wα(µ3γ−3∂ττηi + µ
3γ−4µτ∂τηi + 2µ
3γ−3Γ∗ij∂τηj) + δw
αΛiℓηℓ + (w
1+αeS¯Λij [Aη]
k
jJ
− 1
α
η ),k = 0.
(2.67)
where we have defined Γ∗ := O−1Oτ . Note η(y) ≡ y corresponds to affine motion. Introducing the
perturbation
θ(τ, y) := η(τ, y)− y, (2.68)
and using (2.60), equation (2.67) can be written in terms of θ
wαµ3γ−3
(
∂ττθi +
µτ
µ
∂τθi + 2Γ
∗
ij∂τθj
)
+δwαΛiℓθℓ+
(
w1+αeS¯Λij
(
[Aη]
k
jJ
− 1
α
η − δ
k
j
))
,k = 0,
(2.69)
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with the initial conditions
θ(0, y) = θ0(y), θτ (0, y) = V(0, y) = V0(y), (y ∈ Ω = B1(0)). (2.70)
Above we have introduced the notationV := ∂τθ which will be used interchangeably.
Remark 2.2 (Initial entropy S0 and initial density ρ0). The initial entropy S0 and the initial density ρ0
are connected to the background affine motion via
S0(x) = SA((η0 ◦ ζA(0))
−1(x)),
ρ0(x) = ρA((η0 ◦ ζA(0))
−1(x)) det[D(ζ−10 (x))]
−1,
where the composed maps are defined by η0(y) := A
−1(0)ζ0(y) and ζA(0)(y) := A(0)y.
2.2 Notation
For ease of notation first set
A := Aη; J := Jη. (2.71)
Using A [Dη] = Id, we have the differentiation formulae for A and J
∂A ki = −A
k
ℓ ∂η
ℓ,s A
s
i ; ∂J = J A
s
ℓ ∂η
ℓ,s (2.72)
for ∂ = ∂τ or ∂ = ∂i, i = 1, 2, 3.
Let F : Ω → R3 and f : Ω → R be an arbitrary vector field and function respectively. First define
the gradient and divergence along the flow map η respectively
[∇ηF]
i
r := A
s
r F
i
,s; divηF := A
s
ℓ F
ℓ
,s. (2.73)
For curl estimates, introduce the anti-symmetric curl and cross product matrices respectively
[CurlΛA F]
i
j := ΛjmA
s
mF
i,s−ΛimA
s
mF
j ,s ; [ΛA∇f × F]
i
j := ΛjmA
s
mf,sF
i − ΛimA
s
mf,sF
j .
(2.74)
For any k ∈ Z≥0 and any continuous, non-negative function ϕ : Ω → R
+, we consider the weighted
L2 norm
‖f‖2k,ϕ :=
ˆ
Ω
ϕwk|f(y)|2 dy. (2.75)
We generalize this definition to vector fields F and 2-tensorsT : Ω→M3×3
‖F‖2k,ϕ :=
3∑
i=1
‖Fi‖
2
k,ϕ, ‖T‖
2
k,ϕ :=
3∑
i,j=1
‖Tij‖
2
k,ϕ. (2.76)
The weight functionϕwill often include the smooth cut-off functionψ : B1(0)→ [0, 1]which satisfies
ψ = 0 on B 1
4
(0) and ψ = 1 on B1(0) \B 3
4
(0). (2.77)
The following derivative operators will be used near the boundary
/∂ji := yj∂i − yi∂j , i, j = 1, 2, 3; Xr := r∂r where ∂r :=
y
r
· ∇ and r = |y|, (2.78)
which represent angular derivatives tangent to the boundary and the radial derivative normal to the
boundary.
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2.3 High-order Quantities
Our time weights will differ depending on whether γ ∈ (1, 53 ] or γ >
5
3 . This is because we take a
slightly different approach for γ > 53 by an adaptation of [30], applied to our nonisentropic setting.
On this note, introduce the following γ dependent exponents
d(γ) :=
{
3γ − 3 if 1 < γ ≤ 53
2 if γ > 53
; b(γ) := d(γ) + 3− 3γ =
{
0 if 1 < γ ≤ 53
5− 3γ if γ > 53
. (2.79)
Let N ∈ N. To measure the size of the deviation θ, we define the high-order weighted Sobolev norm
as follows
SN (θ,V)(τ) := sup
0≤τ ′≤τ
{ ∑
a+|β|≤N
(
µd(γ)‖Xar /∂
β
V‖2
a+α,ψeS¯
+ ‖Xar /∂
β
θ‖2
a+α,ψeS¯
)
+
∑
a+|β|≤N−1
(
‖∇ηX
a
r
/∂
β
θ‖2
a+α+1,ψeS¯
+ ‖divηX
a
r
/∂
β
θ‖2
a+α+1,ψeS¯
)
+
∑
a+|β|=N
(
µb(γ)‖∇ηX
a
r
/∂
β
θ‖2
a+α+1,ψeS¯
+ µb(γ)‖divηX
a
r
/∂
β
θ‖2
a+α+1,ψeS¯
)}
+ sup
0≤τ ′≤τ
{ ∑
|ν|≤N
(
µd(γ)‖∂νV‖2
α,(1−ψ)eS¯
+ ‖∂νθ‖2
α,(1−ψ)eS¯
)
+
∑
|ν|≤N−1
(
‖∇η∂
ν
θ‖2
α+1,(1−ψ)eS¯
+ ‖divη∂
ν
θ‖2
α+1,(1−ψ)eS¯
)
+
∑
|ν|=N
(
µb(γ)‖∇η∂
ν
θ‖2
α+1,(1−ψ)eS¯
+ µb(γ)‖divη∂
ν
θ‖2
α+1,(1−ψ)eS¯
)}
. (2.80)
Modified curl terms arise during energy estimates which are not a priori controlled by the norm SN (τ).
These are measured via the following high-order quantity
BN [V](τ)
:= sup
0≤τ ′≤τ
{ ∑
a+|β|≤N−1
‖CurlΛA X
a
r
/∂
β
V‖2
a+α+1,ψeS¯
+
∑
a+|β|=N
µb(γ)‖CurlΛA X
a
r
/∂
β
V‖2
a+α+1,ψeS¯
}
+ sup
0≤τ ′≤τ
{ ∑
|ν|≤N−1
‖CurlΛA ∂
ν
V‖2
α+1,(1−ψ)eS¯
+
∑
|ν|=N
µb(γ)‖CurlΛA ∂
ν
V‖2
α+1,(1−ψ)eS¯
}
, (2.81)
with BN [θ] defined in the same way: θ replacesV in (2.81).
2.4 Main Theorem
Before giving our main theorem, first define the important µ related quantities
µ1 := lim
τ→∞
µτ (τ)
µ(τ)
, µ0 :=
d(γ)
2
µ1, (2.82)
where we recall the quantity d(γ) =
{
3γ − 3 if 1 < γ ≤ 53
2 if γ > 53
.
Local Well-Posedness. Next, we give the local well-posedness of our system.
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Theorem 2.3. Suppose γ > 1. Fix N ≥ 2⌈α⌉+ 12. Let k ≥ N + 1 in (2.63). Then suppose we have
initial data for (2.69) (θ0,V0) that satisfies S
N (θ0,V0) + B
N(V0) < ∞. In this case there exists a
unique solution (θ(τ),V(τ)) : Ω → R3 × R3 to (2.69)-(2.70) for all τ ∈ [0, T ], for some T > 0. The
solution has the property SN (θ,V)(τ)+BN [V](τ) ≤ 2(SN (θ0,V0)+B
N(V0)) for each τ ∈ [0, T ].
Furthermore, the map [0, T ] ∋ τ 7→ SN (τ) ∈ R+ is continuous.
Proof. The proof follows by adapting the argument in [16]. Notably, [16] proves local well-posedness
for the isentropic Euler equations using spatial weights to handle the physical vacuum condition and
we are considering the nonisentropic physical vacuum setting that also includes time weights. How-
ever using the regularity of S¯ and w, which are independent of the solutions, as well as the solution
independent time weights, we can obtain bounds on SN and BN through the estimates in Section 3 and
Section 4. These crucial esimates let us use SN and BN in the techniques of [16].
A priori assumptions. Finally before our main theorem, make the following a priori assumptions
on our local solutions from Theorem 2.3
SN (τ) <
1
3
, ‖A − Id‖W 1,∞(Ω) <
1
3
, ‖Dθ‖W 1,∞(Ω) <
1
3
, ‖J − Id‖W 1,∞(Ω) <
1
3
, (2.83)
for all τ ∈ [0, T ].
We are now ready to give our main theorem.
Theorem 2.4. Suppose γ > 1. Fix N ≥ 2⌈α⌉+ 12. Let k ≥ N + 1. Consider a fixed quadruple
(A(0), A′(0), δ, φ) ∈ GL+(3)×M3×3 × R+ ×Zk, (2.84)
parametrizing a nonisentropic affine motion from the set S so that detA(t) ∼ 1 + t3, t ≥ 0. Then
there is an ε0 > 0 such that for every ε ∈ [0, ε0] and pair of initial data for (2.69) (θ0,V0) satisfying
SN (θ0,V0)+B
N(V0) ≤ ε, there exists a global-in-time solution, (θ,V), to the initial value problem
(2.69)-(2.70).
Proof. With our a priori assumptions, our high-order quantities for our local solution from Theorem
2.3 will be shown to satisfy the curl and energy inequalities (2.86)-(2.88) stated below in our curl
estimates and energy estimate Propositions. Then via a similar continuity argument to that presented
in [11] we can firstly show that our a priori assumptions are in fact improved thus justifying making
them originally. For instance, by the fundamental theorem of calculus and our modified weighted
Sobolev-Hardy inequality Lemma C.1
‖Dθ‖W 1,∞ = ‖
ˆ τ
0
DV‖W 1,∞ ≤
ˆ τ
0
e−µ0τ
′
SN (τ ′) dτ ′ . ε <
1
6
, τ ∈ [0, T ) (2.85)
for ε > 0 small enough and T ≥ T is from the continuity argument. Note the continuity argument
will give that T = ∞. Similar arguments apply to the remaining a priori assumptions. Secondly from
this continuity argument we can deduce we have a global-in-time solution to the initial value problem
(2.69)-(2.70).
Therefore the rest of the treatment will be devoted to proving the following curl and energy estimate
Propositions respectively which will establish the curl and energy inequalities needed for the proof of
Theorem 2.4.
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Proposition (Curl Estimates). Suppose γ > 1. Let (θ,V) : Ω → R3 × R3 be a unique local solution
to (2.69)-(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83).
Fix N ≥ 2⌈α⌉+ 12. Let k ≥ N + 1 in (2.63). Then for all τ ∈ [0, T ], the following inequalities hold
for some 0 < κ≪ 1
BN [V](τ) .
{
e−2µ0τ
(
SN (0) + BN [V](0)
)
+ e−2µ0τSN (τ) if 1 < γ < 53
e−2µ0τ
(
SN (0) + BN [V](0)
)
+ (1 + τ2)e−2µ0τSN (τ) if γ ≥ 53
, (2.86)
BN [θ](τ) . SN (0) + BN [V](0) + κSN (τ) +
ˆ τ
0
e−µ0τ
′
SN (τ ′) dτ ′. (2.87)
Proposition (Energy Estimate). Suppose γ > 1. Let (θ,V) : Ω→ R3×R3 be a unique local solution
to (2.69)-(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83).
FixN ≥ 2⌈α⌉+12. Let k ≥ N +1 in (2.63). Then for all τ ∈ [0, T ], we have the following inequality
for some 0 < κ≪ 1
SN (τ) . SN (0) + BN [θ](τ) +
ˆ τ
0
(SN (τ ′))
1
2 (BN [V](τ ′))
1
2 dτ ′
+ κSN (τ) +
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′. (2.88)
We henceforth assume we are working with a unique local solution (θ,V) : Ω → R3 × R3 to
(2.69)-(2.70) such that SN (θ,V) + BN [V] < ∞ on [0, T ] with T > 0 fixed: Theorem 2.3 ensures
the existence of such a solution, and furthermore we assume this local solution satisfies the a priori
assumptions (2.83).
To prove the above key results, we apply weighted energy estimates developed in [11] which enable
us to handle exponentially growing-in-time coefficients and the vacuum boundary. The exponentially
growing time weights capture the stabilizing effect of the expanding background affinemotion and were
used crucially in [11] to close the estimates. As seen in our high order quantities, only spatial derivative
operators are used so as to keep intact the exponential structure of time weights which function as
stabilizers allowing us to close estimates. Further, the increase in spatial weight w in accordance with
an increase in radial derivatives seen in SN and BN will be essential in closing energy estimates by
avoiding potentially dangerous negative powers of w near the boundary.
Among others, in the nonisentropic setting, we have to contend with the presence of eS¯ when
proceeding with our estimates. The regularity of eS¯ given by Corollary 1.5 will be important for us,
used throughout our analysis. However this will only be useful at the stage of isolated derivatives of
eS¯ , and it will be seen both in the curl estimates and energy estimates that we will need to be careful
when taking derivatives of expressions involving eS¯ .
In the curl estimates we almost immediately have to deal with the presence of eS¯ as the usual
derivation of the curl does not reveal a desired structure. We will derive the curl equation carefully by
exploiting the algebraic nonlinear structure of the pressure in (1.6) such that it is decoupled from the
main equation and that it still exhibits a good structure without loss of derivatives. The fact that eS¯ is a
radial function from our affine development will be crucial in obtaining favorable terms with respect to
our high order quantities and weight structure. In the energy estimates, new commutator formulae are
obtained for differentiating the pressure term which are carefully acquired to match the weight structure
of our high order norm.
Furthermore to establish the results for all γ > 1, the proofs of the curl and energy inequalities
will differ for γ ∈ (1, 53 ] and γ >
5
3 . This is because we need to eliminate the anti-damping effect
encountered in [11] for γ > 53 . Hence we will need to consider different high-order quantities for
γ > 53 , which we first saw in Section 2.3. Moreover, in this setting directly from the new equation
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structure we consider, many of our terms will contain time weights with negative powers. Thus to
control such terms without this decay, we apply a coercivity estimate technique which is not used in
the γ ∈ (1, 53 ] case. This technique employs the fundamental theorem of calculus to express θ in terms
ofV and initial data with the coercivity estimates given in Lemma 5.1.
Due to this difference in methodologies for different γ, in Sections 3-4 we give the analysis for
γ ∈ (1, 53 ]. In Section 5 we give the analysis for γ >
5
3 . Thus henceforth we fix γ ∈ (1,
5
3 ] in Sections
3-4 and γ > 53 in Section 5, with the corresponding implications for S
N and BN given in Section 2.3.
3 Curl Estimates
To control the modified curl in the nonisentropic setting, we crucially have to contend with the presence
of eS¯ in our formulation. There is no natural decoupling to exploit because of this term: instead we
need to artificially decouple the system through multiplication by an appropriate power of eS¯ . To then
analyze the modified curl we are led to introduce novel cross product terms: first recall the cross product
matrix introduced in (2.74)
[ΛA∇f × F]ij := ΛjmA
s
mf,sF
i − ΛimA
s
mf,sF
j . (3.89)
The related cross product commutator will also be needed
[∂τ ,ΛA∇f×]F
i
j := ∂τ (ΛjmA
s
m)f,s F
i − ∂τ (ΛimA
s
m)f,s F
j . (3.90)
These two cross product quantities defined above are unique to the nonisentropic setting. Finally before
we derive desirable forms for our curl matrices we introduce a term that will let us commute the time
derivative outside of the curl operator
[∂τ ,CurlΛA ]F
i
j := ∂τ (ΛjmA
s
m)F,
i
s−∂τ (ΛimA
s
m)F,
j
s . (3.91)
We first derive the equations for CurlΛA V and CurlΛA θ.
Lemma 3.1. Suppose γ ∈ (1, 53 ]. Let (θ,V) : Ω→ R
3×R3 be a unique local solution to (2.69)-(2.70)
on [0, T ] with T > 0 fixed. Then for all τ ∈ [0, T ] the curl matrices CurlΛA V and CurlΛA θ can be
written in the following desirable forms
CurlΛA V =
1
γ
ΛA∇(S¯)×V
+
µ(0)CurlΛA (V(0))
µ
−
µ(0)ΛA∇(S¯)×V(0)
γµ
+
1
µ
ˆ τ
0
µ[∂τ ,CurlΛA ]Vdτ
′ −
1
γµ
ˆ τ
0
µ[∂τ ,ΛA∇(S¯)×]Vdτ
′
−
2
µ
ˆ τ
0
µCurlΛA (Γ
∗
V)dτ ′ +
2
γµ
ˆ τ
0
µΛA∇(S¯)× (Γ∗V)dτ ′
+
δ
γµ
ˆ τ
0
µ4−3γΛ∇(S¯)× Λθdτ ′ −
δ
γµ
ˆ τ
0
µ4−3γΛA [Dθ]∇(S¯)× Ληdτ ′, (3.92)
and
CurlΛA θ =
1
γ
ΛA∇(S¯)× θ
+ CurlΛA ([θ(0)])−
1
γ
ΛA∇(S¯)× θ(0)
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+ µ(0)CurlΛA (V(0))
ˆ τ
0
1
µ(τ ′)
dτ ′ −
µ(0)ΛA∇(S¯)×V(0)
γ
ˆ τ
0
1
µ(τ ′)
dτ ′
+
ˆ τ
0
[∂τ ,CurlΛA ]θdτ
′ −
1
γ
ˆ τ
0
[∂τ ,ΛA∇(S¯)×]θdτ
′
+
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)[∂τ ,CurlΛA ]Vdτ
′′dτ ′ −
1
γ
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)[∂τ ,ΛA∇(S¯)×]Vdτ
′′dτ ′
−
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)CurlΛA (Γ
∗
V)dτ ′′dτ ′ +
1
γ
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′) ΛA∇(S¯)× (Γ∗V)dτ ′′dτ ′
+
δ
γ
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)4−3γΛ∇(S¯)× Λθdτ ′′dτ ′
−
δ
γ
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)4−3γΛA [Dθ]∇(S¯)× Ληdτ ′′dτ ′. (3.93)
Proof. First divide (2.67) by wα and useV = θτ = ητ to obtain
µ3γ−3
(
Vτ +
µτ
µ
V + 2Γ∗V
)
+δΛη+w−αΛA ⊤
(
∇(w1+αeS¯J −
1
α ) + αw1+αeS¯∇(J −
1
α )
)
= 0,
(3.94)
where we have split the gradient term and moved away from coordinates at this stage. Next, multiply
(3.94) by e−
S¯
γ to obtain a Λ∇ηf term
µ3γ−3e−
S¯
γ
(
Vτ +
µτ
µ
V + 2Γ∗V
)
+ δΛe−
S¯
γ η + (α + 1)Λ∇η
(
we(
1
α+1)S¯J −
1
α
)
= 0. (3.95)
Since CurlΛA (Λ∇ηf) = 0 apply CurlΛA to (3.95)
µ3γ−3
(
CurlΛA
(
e−
S¯
γVτ
)
+
µτ
µ
CurlΛA
(
e−
S¯
γ V
)
+ 2CurlΛA
(
e−
S¯
γ Γ∗V
))
+ δCurlΛA
(
Λe−
S¯
γ η
)
= 0. (3.96)
Then
CurlΛA
(
e−
S¯
γ Vτ
)
+
µτ
µ
CurlΛA
(
e−
S¯
γ V
)
+2CurlΛA
(
e−
S¯
γ Γ∗V
)
+µ3−3γδ CurlΛA
(
Λe−
S¯
γ η
)
= 0.
(3.97)
Reformulate this as
∂τ
(
µCurlΛA
(
e−
S¯
γ V
))
= µ[∂τ ,CurlΛA ]
(
e−
S¯
γ V
)
− 2µCurlΛA
(
e−
S¯
γ Γ∗V
)
− µ4−3γδ CurlΛA
(
Λe−
S¯
γ η
)
, (3.98)
where we have used
CurlΛA
(
e−
S¯
γ Vτ
)
= ∂τ
(
CurlΛA
(
e−
S¯
γV
))
− [∂τ ,CurlΛA ]
(
e−
S¯
γV
)
, (3.99)
Integrate (3.98) from 0 to τ
CurlΛA
(
e−
S¯
γV
)
=
µ(0)CurlΛA
(
e−
S¯
γ [V(0)]
)
µ
+
1
µ
ˆ τ
0
µ[∂τ ,CurlΛA ]
(
e−
S¯
γ V
)
dτ ′
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−
2
µ
ˆ τ
0
µCurlΛA
(
e−
S¯
γ Γ∗V
)
dτ ′ −
δ
µ
ˆ τ
0
µ4−3γCurlΛA
(
Λe−
S¯
γ η
)
dτ ′.
(3.100)
Via (3.91) we obtain
∂τCurlΛA
(
e−
S¯
γ θ[τ ]
)
=
µ(0)CurlΛA
(
e−
S¯
γ [V(0)]
)
µ
+ [∂τ ,CurlΛA ]
(
e−
S¯
γ θ
)
+
1
µ
ˆ τ
0
µ[∂τ ,CurlΛA ]
(
e−
S¯
γ V
)
dτ ′ −
2
µ
ˆ τ
0
µCurlΛA
(
e−
S¯
γ Γ∗V
)
dτ ′
−
δ
µ
ˆ τ
0
µ4−3γCurlΛA
(
Λe−
S¯
γ η
)
dτ ′. (3.101)
Again integrating from 0 to τ
CurlΛA
(
e−
S¯
γ θ[τ ]
)
= CurlΛA
(
e−
S¯
γ θ[0]
)
+ µ(0)CurlΛA
(
e−
S¯
γ [V(0)]
) ˆ τ
0
1
µ(τ ′)
dτ ′
+
ˆ τ
0
[∂τ ,CurlΛA ]
(
e−
S¯
γ θ[τ ′]
)
dτ ′ +
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ[∂τ ,CurlΛA ]
(
e−
S¯
γ V[τ ′′]
)
dτ ′′dτ ′
−
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)CurlΛA
(
e−
S¯
γ Γ∗V[τ ′′]
)
dτ ′′dτ ′ (3.102)
−
ˆ τ
0
δ
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)4−3γCurlΛA
(
Λe−
S¯
γ η[τ ′′]
)
dτ ′′dτ ′. (3.103)
Now note
CurlΛA
(
e−
S¯
γ F
)
= e−
S¯
γ CurlΛA F+ ΛA∇(e
− S¯
γ )× F, (3.104)
where we recall the definitions introduced in (2.74). Also via (3.91) we have
[∂τ ,CurlΛA ]
(
e−
S¯
γ F
)
= e−
S¯
γ [∂τ ,CurlΛA ]F+ [∂τ ,ΛA∇(e
− S¯
γ )×]F, (3.105)
Then using
CurlΛA (Λη) = 0, (3.106)
we can rewrite (3.100) as
e−
S¯
γ CurlΛA V = −ΛA∇(e
− S¯
γ )×V
+ e−
S¯
γ
µ(0)CurlΛA (V(0))
µ
+
µ(0)ΛA∇(e−
S¯
γ )×V(0)
µ
+
1
µ
ˆ τ
0
µe−
S¯
γ [∂τ ,CurlΛA ]Vdτ
′ +
1
µ
ˆ τ
0
µ[∂τ ,ΛA∇(e
− S¯
γ )×]Vdτ ′
−
2
µ
ˆ τ
0
µ e−
S¯
γ CurlΛA (Γ
∗
V)dτ ′ −
2
µ
ˆ τ
0
µΛA∇(e−
S¯
γ )× (Γ∗V)dτ ′
−
δ
µ
ˆ τ
0
µ4−3γΛA∇(e−
S¯
γ )× (Λη)dτ ′. (3.107)
Now multiply (3.107) by e
S¯
γ and note(
e−
S¯
γ
)
,s= −
1
γ
(S¯),s e
− S¯
γ , (3.108)
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to obtain
CurlΛA V =
1
γ
ΛA∇(S¯)×V
+
µ(0)CurlΛA (V(0))
µ
−
µ(0)ΛA∇(S¯)×V(0)
γµ
+
1
µ
ˆ τ
0
µ[∂τ ,CurlΛA ]Vdτ
′ −
1
γµ
ˆ τ
0
µ[∂τ ,ΛA∇(S¯)×]Vdτ
′
−
2
µ
ˆ τ
0
µCurlΛA (Γ
∗
V)dτ ′ +
2
γµ
ˆ τ
0
µΛA∇(S¯)× (Γ∗V)dτ ′
+
δ
γµ
ˆ τ
0
µ4−3γΛA∇(S¯)× (Λη)dτ ′. (3.109)
Now since η = O(1) for our estimates, it is not a priori clear if the last term of (3.109) can be controlled.
To this end, first note A = [Dη]−1 and η = y + θ. We then have
A kj − δ
k
j = A
k
l δ
l
j −A
k
l [Dη]
l
j = A
k
l (δ
l
j − [Dy]
l
j − [Dθ]
l
j) = −A
k
l [Dθ]
l
j , (3.110)
Second notice that, since S¯ is a radial function from (2.62) and hence S¯,s= (ys/|y|)S¯
′(|y|),
Λjs(S¯),s Λiky
k − Λis(S¯),s Λjky
k =
S¯′(|y|)
|y|
(
Λjsy
sΛiky
k − Λisy
sΛjky
k
)
= 0. (3.111)
Then
[ΛA∇(S¯)× (Λη)]ij = Λjm(δ
s
m −A
s
ℓ [Dθ]
ℓ
m)(S¯),s Λikη
k − Λim(δ
s
m −A
s
ℓ [Dθ]
ℓ
m)(S¯),s Λjkη
k
= Λjs(S¯),s Λikθ
k − Λis(S¯),s Λjkθ
k + Λjs(S¯),s Λiky
k − Λis(S¯),s Λjky
k
− (ΛjmA
s
ℓ [Dθ]
ℓ
m(S¯),s Λikη
k − ΛimA
s
ℓ [Dθ]
ℓ
m(S¯),s Λjkη
k)
= (Λjs(S¯),s Λikθ
k − Λis(S¯),s Λjkθ
k)− (ΛjmA
s
ℓ [Dθ]
ℓ
m(S¯),s Λikη
k − ΛimA
s
ℓ [Dθ]
ℓ
m(S¯),s Λjkη
k)
:= [Λ∇(S¯)× Λθ]ij − [ΛA [Dθ]∇(S¯)× Λη]
i
j . (3.112)
Hence using (3.112), we rewrite (3.109) and obtain our desirable form for CurlΛA V, (3.92). Following
the same approach as for obtaining (3.92), notably using (3.104), (3.105), multiplying by e
S¯
γ and finally
using (3.112), from (3.103) we obtain our desirable form for CurlΛA θ, (3.93).
Next we prove some preliminary bounds for several of the terms unique to our nonisentropic setting.
These bounds on terms arising from the derivation above will be used in our main curl estimate.
Lemma 3.2. Suppose γ ∈ (1, 53 ]. Let (θ,V) : Ω → R
3 × R3 be a unique local solution to (2.69)-
(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83). Fix
N ≥ 2⌈α⌉ + 12. Let k ≥ N + 1 in (2.63). Then for all τ ∈ [0, T ], the following bounds hold for
a+ |β| ≤ N , |ν| ≤ N
‖
δ
γµ
ˆ τ
0
µ4−3γXar /∂
β
(Λ∇(S¯)× Λθ)dτ ′‖2
α+a+1,ψeS¯
+ ‖
δ
γµ
ˆ τ
0
µ4−3γ∂ν(Λ∇(S¯)× Λθ)dτ ′‖2
1+α,(1−ψ)eS¯
. e−2µ0τSN (τ), (3.113)
‖
δ
γµ
ˆ τ
0
µ4−3γXar /∂
β
(ΛA [Dθ]∇(S¯)× Λη)dτ ′‖2
α+a+1,ψeS¯
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+ ‖
δ
γµ
ˆ τ
0
µ4−3γ∂ν(ΛA [Dθ]∇(S¯)× Λη)dτ ′‖2
1+α,(1−ψ)eS¯
. e−2µ0τSN (τ), (3.114)
‖
δ
γ
ˆ τ
0
2
µ
ˆ τ ′
0
µ4−3γXar /∂
β
(Λ∇(S¯)× Λθ)dτ ′′dτ ′‖2
α+a+1,ψeS¯
+ ‖
δ
γ
ˆ τ
0
2
µ
ˆ τ ′
0
µ4−3γ∂ν(Λ∇(S¯)× Λθ)dτ ′′dτ ′‖2
1+α,(1−ψ)eS¯
.
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′,
(3.115)
‖
δ
γ
ˆ τ
0
1
µ
ˆ τ ′
0
µ4−3γXar /∂
β
(ΛA [Dθ]∇(S¯)× Λη)dτ ′′dτ ′‖2
α+a+1,ψeS¯
+ ‖
δ
γ
ˆ τ
0
1
µ
ˆ τ ′
0
µ4−3γ∂ν(ΛA [Dθ]∇(S¯)× Λη)dτ ′′dτ ′‖2
1+α,(1−ψ)eS¯
.
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′.
(3.116)
Proof. Proof of (3.113)-(3.114). By the definition of Λ∇(S¯)× Λθ introduced in (3.112), we have
Xar /∂
β
[(Λ∇(S¯)× Λθ)]ij = X
a
r
/∂
β
(ΛjsS¯,s Λikθ
k − ΛisS¯,s Λjkθ
k). (3.117)
We restrict our focus to the left term only
Xar /∂
β
(ΛjsS¯,s Λikθ
k) = ΛjsΛik((X
a
r
/∂
β
S¯,s )θ
k + S¯,s (X
a
r
/∂
β
θ
k))
+
∑
1≤a′+|β′|≤N−1
Ca′,β′(Λjs(X
a′
r
/∂
β′
S¯,s )Λik(X
a−a′
r
/∂
β−β′
θ
k)). (3.118)
Schematically consider the first two terms on the right hand side of (3.118)
ΛΛ(Xar /∂
β
(DS¯))θ︸ ︷︷ ︸
=:C1
+ΛΛ(DS¯)(Xar /∂
β
θ)︸ ︷︷ ︸
=:C2
(3.119)
Notice that for C1, sinceX
a
r
/∂
β
(DS¯) is bounded by Corollary 1.5 and Lemma B.2,
‖
δ
γµ
ˆ τ
0
µ4−3γC1dτ
′‖2
α+a+1,ψeS¯
=
ˆ
Ω
ψw1+α+aeS¯
δ2
γ2µ2
∣∣∣ ˆ τ
0
µ4−3γΛΛ(Xar /∂
β
(DS¯))θdτ ′
∣∣∣2dy
.
1
µ2
∣∣∣ ˆ τ
0
µ4−3γdτ ′
∣∣∣2 sup
0≤τ≤τ ′
‖θ‖2
α,ψeS¯
. U(τ)SN (τ), (3.120)
where we also have used (2.61) and (A.255), and we define U(τ) = 1
µ2
|
´ τ
0 µ
4−3γdτ ′|2. Now for U ,
using (A.253) and (A.252), we have
U . e−2µ1τ
∣∣∣ ˆ τ
0
e(4−3γ)µ1τ
′
dτ ′
∣∣∣2
.


e−2µ1τe2(4−3γ)µ1τ if 1 < γ < 43
e−2µ1ττ2 if γ = 43
e−2µ1τ (e2(4−3γ)µ1τ + 1) if 43 < γ ≤
5
3
. (3.121)
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By the definition of µ1 (2.82), we have−2µ1+2(4− 3γ)µ1 = −4µ0 and also, µ1 ≥ µ0. Furthermore,
for γ = 43 , µ0 =
1
2µ1, and so in this case
τ2e−2µ1τ = τ2e−µ1τe−2µ0τ . e−2µ0τ . (3.122)
Therefore by (3.121)
U . e−2µ0τ . (3.123)
Hence finally for C1 by (3.120), we have
‖
δ
γµ
ˆ τ
0
µ4−3γC1dτ
′‖2
α+a+1,ψeS¯
. e−2µ0τSN (τ). (3.124)
For C2, by employing Fubini’s theorem to interchange the spatial and time integrals,
‖
δ
γµ
ˆ τ
0
µ4−3γC1dτ
′‖2
α+a+1,ψeS¯
=
ˆ
Ω
ψw1+α+aeS¯
δ2
γ2µ2
∣∣∣ ˆ τ
0
µ4−3γΛΛ(DS¯)(Xar /∂
β
θ)dτ ′
∣∣∣2dy
. U(τ) sup
0≤τ≤τ ′
‖Xar /∂
β
θ‖2
a+α,ψeS¯
. e−2µ0τSN (τ), (3.125)
where we have again used Corollary 1.5 and Lemma B.2 to bound the entropy term. We have also used
our bound for U (3.123) as well as (2.61) and (A.255). The low order commutator terms on the right
hand side of (3.118) can be estimated in the same way as C1 and C2
‖
δ
γµ
ˆ τ
0
µ4−3γCa′,β′(Λjs(X
a′
r
/∂
β′
S¯,s )Λik(X
a−a′
r
/∂
β−β′
θ
k))dτ ′‖2
1+α+a,ψeS¯
. e−2µ0τSN (τ),
(3.126)
for a′ + |β′| ≤ N − 1. Hence by (3.124), (3.125) and (3.126), and an analogous argument for the
‖ · ‖1+α,(1−ψ)eS¯ norms, we obtain (3.113). By an analogous argument additionally using the a priori
assumptions (2.83) in the case and also LemmaC.1 for the low order commutator terms, we get (3.114).
Proof of (3.115)-(3.116). With 0 < λ < 1 fixed to be specified later and using the Cauchy-Schwarz
inequality in conjunction with Fubini’s theorem to take advantage of the fact that time integrals of
negative powers µ are bounded by (A.253)
‖
δ
γ
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)4−3γ(Xar /∂
β
Λ∇(S¯)× Λθ)dτ ′′dτ ′‖2
α+a+1,ψeS¯
.
ˆ
Ω
ˆ τ
0
1
(µ(τ ′))2(1−λ)
dτ ′
ˆ τ
0
1
µ(τ ′)2λ
(ˆ τ ′
0
µ(τ ′′)4−3γ(Xar /∂
β
Λ∇(S¯)× Λθ)dτ ′′
)2
dτ ′w1+α+aψeS¯dy
.
ˆ τ
0
1
µ(τ ′)2λ
‖
ˆ τ ′
0
µ(τ ′′)4−3γ(Xar /∂
β
Λ∇(S¯)× Λθ)dτ ′′‖2
1+α+a,ψeS¯
dτ ′
.
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′, (3.127)
where we conclude the final bound by a similar argument to that giving (3.113) if we can show
1
µ(τ ′)2λ
∣∣∣ˆ τ ′
0
µ(τ ′′)4−3γdτ ′′
∣∣∣2 . e−µ0τ . (3.128)
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Now if γ 6= 43
1
µ(τ ′)2λ
∣∣∣ˆ τ ′
0
µ(τ ′′)4−3γdτ ′′
∣∣∣2 . e−2λµ1τ ′∣∣∣ ˆ τ ′
0
e(4−3γ)µ1τ
′′
dτ ′′
∣∣∣2
.
{
e−2λµ1τ
′
e2(4−3γ)µ1τ
′
if 1 < γ < 43
e−2λµ1τ
′
(e2(4−3γ)µ1τ
′
+ 1) if 43 < γ ≤
5
3
=
{
e(8−6γ−2λ)µ1τ
′
if 1 < γ < 43
e(8−6γ−2λ)µ1τ
′
+ e−2λµ1τ
′
if 43 < γ ≤
5
3
. (3.129)
Here, specify λ as follows
λ =
{
1
2 if
11
9 ≤ γ <
4
3 or
4
3 < γ ≤
5
3 (i)
r where r ∈ [1− 9γ−94 , 1) if 1 < γ <
11
9 (ii)
(3.130)
In case (i)
(8 − 6γ − 2λ)µ1 =
2
3γ − 3
µ0 − 4µ0 ≤ −µ0, (3.131)
since 23γ−3 ≤ 3 for
11
9 ≤ γ. Also in case (i), −2λµ1 = −µ1 ≤ −µ0. In case (ii)
(8− 6γ − 2λ)µ1 = −4µ0 +
2(2− 2λ)
3γ − 3
µ0 ≤ −µ0 (3.132)
since
2(2−2λ)
3γ−3 ≤ 3 for λ ≥ 1−
9γ−9
4 . Finally for γ =
4
3 , set λ =
3
4 , and then
1
µ(τ ′)2λ
∣∣∣ ˆ τ ′
0
µ(τ ′′)4−3γdτ ′′
∣∣∣2 . e− 32µ1τ ′∣∣∣ ˆ τ ′
0
e(4−3γ)µ1τ
′′
dτ ′′
∣∣∣2
. e−
3
2
µ1τ
′
(τ ′)2 = e−µ0τ
′
(τ ′)2e−µ1τ
′
. e−µ0τ
′
. (3.133)
In all cases, we have the same result and hence
1
µ(τ ′)2λ
∣∣∣ˆ τ ′
0
µ(τ ′′)4−3γdτ ′′
∣∣∣2 . e−µ0τ . (3.134)
So with an analogous argument for the ‖ · ‖1+α,(1+ψ)eS¯ norms, we have (3.115). By an analogous
argument, with (3.114) replacing (3.113), we can get (3.116).
Before proving our main curl estimate result, we also prove bounds on commutator terms that will
immediately arise when applying our derivative operators.
Lemma 3.3. Suppose γ ∈ (1, 53 ]. Let (θ,V) : Ω → R
3 × R3 be a unique local solution to (2.69)-
(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83). Fix
N ≥ 2⌈α⌉+ 12. Let k ≥ N + 1 in (2.63). Then for all τ ∈ [0, T ], the following bounds hold for some
0 < κ≪ 1,∑
1≤a+|β|≤N
∥∥∥ [Xar /∂β ,CurlΛA ]V(τ)∥∥∥2
1+α+a,ψeS¯
+
∑
|ν|≤N
∥∥∥ [∂ν ,CurlΛA ]V(τ)∥∥∥2
1+α,(1−ψ)eS¯
. e−2µ0τSN (τ)
(
1 + P (SN (τ))
)
, (3.135)
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∑
1≤a+|β|≤N
∥∥∥ [Xar /∂β ,CurlΛA ] θ(τ)∥∥∥2
1+α+a,ψeS¯
+
∑
|ν|≤N
∥∥∥ [∂ν ,CurlΛA ] θ(τ)∥∥∥2
1+α,(1−ψ)eS¯
. SN (0) + κSN (τ) + (1 + P (SN (τ)))
ˆ τ
0
e−µ0τ
′
SN (τ ′) dτ ′, (3.136)
with P a polynomial of degree at least 1.
Proof. Proof of (3.135). Note[
Xar /∂
β
,CurlΛA
]
V
k
i = X
a
r
/∂
β (
CurlΛA V
k
i
)
− CurlΛA (X
a
r
/∂
β
V)ki
= Xar /∂
β (
ΛimA
s
mV
k,s−ΛkmA
s
mV
i,s
)
−
(
ΛimA
s
m(X
a
r
/∂
β
V)k,s−ΛkmA
s
m(X
a
r
/∂
β
V)i,s
)
= Λkm
(
A sm(X
a
r
/∂
β
V)i,s−X
a
r
/∂
β
(A smV)
i,s )
)
− Λim
(
A sm(X
a
r
/∂
β
V)k,s−X
a
r
/∂
β
(A smV
k,s )
)
.
(3.137)
Since the two terms in the last line above are estimated similarly noting derivative count, we restrict
our focus to the second term only. Via the Leibniz rule
A sm(X
a
r
/∂
β
V)k,s−X
a
r
/∂
β
(A smV
k,s ) = − (X
a
r
/∂
β
A sm)V
k,s︸ ︷︷ ︸
=:A
−
∑
1≤a′+|β′|≤N−1
a′≤a,β′≤β
Xa
′
r
/∂
β′
A smX
a−a′
r
/∂
β−β′
V
k,s−A
s
m[X
a
r
/∂
β
, ∂s]V
k︸ ︷︷ ︸
=:B
(3.138)
Now for A first note if |β| = 0 then
Xar /∂
β
A sm = X
a
rA
s
m = −A
s
i (X
a
r θ
s),k A
k
m −A
s
i [X
a−1
r , ∂m]Xrθ
iA ki
−
∑
1≤a′≤a
ca′X
a′
r (A
s
i A
k
m)X
a−a′
r
(
Xrθ
i
)
,k +X
a−1
r
(
A si [∂k, Xr]θ
iA km
)
,
(3.139)
and if |β| > 0 then for some eℓ given by (eℓ)
ℓ = 1, (eℓ)
i = 0 for i 6= ℓ and ℓ1, ℓ2 ∈ {1, 2, 3}, ℓ1 6= ℓ2
Xar /∂
β
A sm = −A
s
i (X
a
r
/∂
β
θ
i),k A
k
m −A
s
i [X
a
r
/∂
β−eℓ , ∂k]/∂ℓ1ℓ2θ
iA km
−
∑
0<a′+|β′|≤a+|β|
β′≤β−eℓ
ca′β′X
a′
r
/∂
β′
(A si A
k
m)X
a−a′
r
/∂
β−eℓ−β
′ (
/∂ℓ1ℓ2θ
i
)
,k
−Xar /∂
β−eℓ (A si [∂k, /∂ℓ1ℓ2 ]θiA km) , (3.140)
where we have used the formulae
XrA
s
m = −A
s
i Xr∂kη
iA km = −A
s
i Xr
(
∂kθ
i + δik
)
A km
= −A si (Xrθ
i),k A
k
m + A
s
i [∂k, Xr]θ
iA km. (3.141)
/∂ℓ1ℓ2A
s
m = −A
s
i (/∂ℓ1ℓ2θ
i),k A
k
m + A
s
i [∂k, /∂ℓ1ℓ2 ]θ
iA km. (3.142)
Without loss of generality, suppose |β| > 0 because using (3.139), the |β| = 0 case follows analo-
gously. Using (3.140)
A = −A kj (X
a
r
/∂
β
θ
j),m A
m
i V
k,s︸ ︷︷ ︸
=:A1
−A ki [X
a
r
/∂
β−eℓ , ∂m]/∂ℓ1ℓ2θ
sA mi
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−Vk,s
( ∑
0<a′+|β′|≤a+|β|
β′≤β−eℓ
ca′β′X
a′
r
/∂
β′
(A kj A
m
i )X
a−a′
r
/∂
β−eℓ−β
′ (
/∂ℓ1ℓ2θ
j
)
,m+X
a
r
/∂
β−eℓ (A kj [∂m, /∂ℓ1ℓ2 ]θjA mi ) ).
(3.143)
By Lemma C.1
‖A1‖
2
1+α+a,ψeS¯
. ‖DV‖2L∞(Ω)‖∇ηX
a
r
/∂
β
θ‖2
1+α+a,ψeS¯
. e−2µ0τ (SN (τ))2
(
1 + P (SN (τ))
)
. (3.144)
Similar arguments using Lemma C.1 and additionally (3.145) below let us estimate the remaining
terms on the right hand side of (3.143). Next considering B, we apply our derivative commutator
formulae (B.262) and at each step using (B.261) to rewrite ∂s in terms ofXr and /∂js in conjunctionwith
our simple forms for differentiating
yj
r
given by Lemma B.2, we reduce [Xar /∂
β
, ∂s] to the following
desirable form
[Xar /∂
β
, ∂s] =
a+|β|∑
j=0
∑
a′+|β′|=j
a′≤a+1,|β′|≤|β|+1
Csa′,β′,jX
a′
r
/∂
β′
. (3.145)
where Csa′,β′,j are smooth coefficients on B1(0) away from the origin. For B we note a+ |β| ≤ N in
(3.145). Then this desriable formula (3.145) and Lemma C.1 gives us
‖B‖2
1+α+a,ψeS¯
. e−2µ0τSN (τ). (3.146)
Hence by the above estimates and an analogous argument for the ‖ · ‖1+α,(1−ψ)eS¯ norms, we obtain
(3.135).
Proof of (3.136). Via (3.137) with θ, we estimate
A sm(X
a
r
/∂
β
θ)k,s−X
a
r
/∂
β
(A smθ
k,s ) = − (X
a
r
/∂
β
A sm)θ
k,s︸ ︷︷ ︸
=:Aθ
−
∑
1≤a′+|β′|≤N−1
a′≤a,β′≤β
Xa
′
r
/∂
β′
A smX
a−a′
r
/∂
β−β′
θ
k,s−A
s
m[X
a
r
/∂
β
, ∂s]θ
k. (3.147)
By estimating Aθ, using the fact that ‖X
a
r
/∂
β
A ‖2
1+α+a,ψeS¯
. SN (τ) which was proven above in the
estimation of the term A: most importantly note (3.143)-(3.144), we give the sketch for the proof
‖Aθ‖
2
1+α+a,ψeS¯
. ‖Xar /∂
β
A ‖2
1+α+a,ψeS¯
‖Dθ‖2L∞(Ω)
. ‖Xar /∂
β
A ‖2
1+α+a,ψeS¯
(
‖Dθ0‖L∞(Ω) +
ˆ τ
0
‖DV‖L∞(Ω)
)2
. SN (τ)
(
SN (0) +
(ˆ τ
0
e−µ0τ
′
√
SN (τ ′) dτ ′
)2)
. SN (τ)
(
SN (0) +
ˆ τ
0
e−µ0τ
′
SN (τ ′) dτ ′
)
, (3.148)
where we have applied Lemma C.1. The remaining terms in (3.147) are estimated in a similar way.
23
We are now ready to prove our key curl estimate result which will be used crucially in the proof of
our main result Theorem 2.4.
Proposition 3.4. Suppose γ ∈ (1, 53 ]. Let (θ,V) : Ω → R
3 × R3 be a unique local solution to
(2.69)-(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83).
Fix N ≥ 2⌈α⌉+ 12. Let k ≥ N + 1 in (2.63). Then for all τ ∈ [0, T ], the following inequalities hold
for some 0 < κ≪ 1
BN [V](τ) .
{
e−2µ0τ
(
SN (0) + BN [V](0)
)
+ e−2µ0τSN (τ) if 1 < γ < 53
e−2µ0τ
(
SN (0) + BN [V](0)
)
+ (1 + τ2)e−2µ0τSN (τ) if γ = 53
, (3.149)
BN [θ](τ) . SN (0) + BN [V](0) + κSN (τ) +
ˆ τ
0
e−µ0τ
′
SN (τ ′) dτ ′. (3.150)
Proof. Proof of (3.149). ApplyXar /∂
β
to (3.92)
CurlΛA X
a
r
/∂
β
V = −[Xar /∂
β
,CurlΛA ]V +
1
γ
Xar /∂
β
(ΛA∇(S¯)×V)
+
µ(0)Xar /∂
β
CurlΛA (V(0))
µ
−
µ(0)Xar /∂
β
(ΛA∇(S¯)×V(0))
γµ
+
1
µ
ˆ τ
0
µXar /∂
β
[∂τ ,CurlΛA ]Vdτ
′ −
1
γµ
ˆ τ
0
µXar /∂
β
[∂τ ,ΛA∇(S¯)×]Vdτ
′
−
2
µ
ˆ τ
0
µXar /∂
β
CurlΛA (Γ
∗
V)dτ ′ +
2
γµ
ˆ τ
0
µXar /∂
β
(ΛA∇(S¯)× (Γ∗V))dτ ′
+
δ
γµ
ˆ τ
0
µ4−3γXar /∂
β
(Λ∇(S¯)× Λθ)dτ ′ −
δ
γµ
ˆ τ
0
µ4−3γXar /∂
β
(ΛA [Dθ]∇(S¯)× Λη)dτ ′.
(3.151)
The bound on the first term on the right hand side of (3.151) follows from Lemma 3.3. The second
term is similar to the first term but lower order and hence is also bounded. For the third term we have∥∥∥∥∥µ(0)X
a
r
/∂
β
CurlΛA V(0)
µ
∥∥∥∥∥
2
1+α+a,ψeS¯
. e−2µ1τ (SN (0) + BN [V](0)), (3.152)
where we apply (A.253). The fourth term is similar to the third term but lower order and hence is also
bounded. We now consider the fifth term on the right hand side of (3.151)
Xar /∂
β
[∂τ ,CurlΛA ]V
k
j = X
a
r
/∂
β (
∂τ (ΛjmA
s
m)V,
k
s −∂τ (ΛkmA
s
m)V,
j
s
)
. (3.153)
As the other tern can be estimated in the same way, we restrict our focus to the first term only
Xar /∂
β (
∂τ (ΛjmA
s
m)V,
k
s
)
= Xar /∂
β [
(∂τΛjmA
s
m + Λjm∂τA
s
m)V,
k
s
]
= ∂τΛjm
(
Xar /∂
β
A smV,
k
s +A
s
mX
a
r
/∂
β
V,ks
)
+ Λjm
(
Xar /∂
β
∂τA
s
mV,
k
s +∂τA
s
mX
a
r
/∂
β
V,ks
)
+
∑
1≤a′+|β′|≤N−1
Ca′,β′
(
∂τΛjmX
a′
r
/∂
β′
A sm + ΛjmX
a′
r
/∂
β′
∂τA
s
m
)
Xa−a
′
r
/∂
β−β′
V
k,s . (3.154)
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Schematically consider the first two terms on the right hand side of (3.154)
∂τΛX
a
r
/∂
β
DθDV︸ ︷︷ ︸
=:D1
+ ∂τΛDηX
a
r
/∂
β
DV︸ ︷︷ ︸
=:D2
+ΛDVXar /∂
β
DV︸ ︷︷ ︸
=:D3
(3.155)
ForD1, using the exponential bounds on µ and Λ given by (A.253) and (A.255) respectively
ˆ
Ω
ψw1+α+aeS¯
1
µ2
∣∣∣ ˆ τ
0
µ∂τΛX
a
r
/∂
β
DθDV dτ ′
∣∣∣2 dy
. e−2µ1τ
ˆ
Ω
ψw1+α+aeS¯
∣∣∣ˆ τ
0
∣∣∣eµ1τ ′∂τΛXar /∂βDθDV∣∣∣ dτ ′∣∣∣2 dy
. e−2µ1τ sup
0≤τ ′≤τ
ˆ
Ω
ψw1+α+aeS¯|Xar /∂
β
Dθ|2
∣∣∣ˆ τ
0
|eµ1τ
′
|∂τΛDV| dτ
′
∣∣∣2 dy
. e−2µ1τ sup
0≤τ ′≤τ
(
‖Xar /∂
β
Dθ‖2
1+α+a,ψeS¯
) ∣∣∣ˆ τ
0
eµ1τ
′
|∂τΛ| e
−µ0τ
′
(SN (τ ′))
1
2 dτ ′
∣∣∣2
. e−2µ1τ (SN (τ))2, (3.156)
where we applied Lemma C.1. ForD2, one must first integrate by parts in τ
1
µ
ˆ τ
0
µ∂τΛDηX
a
r
/∂
β
DVdτ ′ =
1
µ
(
µ∂τΛDηX
a
r
/∂
β
Dθ
) ∣∣τ
0
(3.157)
−
1
µ
ˆ τ
0
µ(
µτ
µ
∂τΛDη + ∂ττΛDη + ∂τΛDV)X
a
r
/∂
β
Dθ dτ ′.
By the same argument as forD1
‖
1
µ
ˆ τ
0
µ∂τΛDηX
a
r
/∂
β
DVdτ ′‖2
1+α+a,ψeS¯
. e−2µ1τSN (0) +
(
(1 + τ2)e−2µ1τ +Q(τ)
)
SN (τ),
(3.158)
with
Q(τ) =


e−4µ0τ if 1 < γ < 43
τ2e−4µ0τ if γ = 43
e−2µ1τ if 43 < γ ≤
5
3
. (3.159)
ForD3, we also first integrate by parts in τ
1
µ
ˆ τ
0
µΛDVXar /∂
β
DVdτ ′ =
1
µ
[
µΛDVXar /∂
β
Dθ
]τ
0
−
1
µ
ˆ τ
0
µ(
µτ
µ
ΛDV + ∂τΛDV + ΛDVτ )X
a
r
/∂
β
Dθ dτ ′. (3.160)
The first term on the right-hand side of (3.160) is bounded by
µ−1SN (0) + ‖DV‖L∞(Ω)(S
N (τ))
1
2 . e−µ1τSN (0) + e−µ0τSN (τ), (3.161)
where we applied Lemma C.1. For the second term using the expontential boundedness of µ (A.253)∣∣∣ 1
µ
ˆ τ
0
µτΛDVX
a
r
/∂
β
Dθ dτ ′
∣∣∣ . sup
0≤τ ′≤τ
|Xar /∂
β
Dθ|e−µ1τ
ˆ τ
0
eµ1τ
′
‖DV‖L∞(Ω) dτ
′
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. sup
0≤τ ′≤τ
|Xar /∂
β
Dθ|(SN (τ))
1
2 e−µ1τ
ˆ τ
0
e(µ1−µ0)τ
′
dτ ′︸ ︷︷ ︸
=:L
. (3.162)
Notice that after integration and using µ0 ≤ µ1
L .
{
e−µ0τ if 1 < γ < 53
τe−µ0τ if γ = 53
. (3.163)
Hence
‖
1
µ
ˆ τ
0
µτΛDθX
a
r
/∂
β
Dθ dτ ′‖2
1+α+a,ψeS¯
.
{
e−2µ0τ (SN (τ))2 if 1 < γ < 53
τ2e−2µ0τ (SN (τ))2 if γ = 53
. (3.164)
The remaining terms on the right-hand side of (3.160) are estimated in a similar way except when
considering the last term which includes DVτ : there we use (2.69) to rewrite DVτ , and then an
analogous proof completes the argument. Therefore
‖
1
µ
ˆ τ
0
µ(τ ′)D3(τ
′) dτ ′‖2
1+α+a,ψeS¯
.
{
e−2µ0τSN (τ) if 1 < γ < 53
(1 + τ2)e−2µ0τSN (τ) if γ = 53
. (3.165)
Finally using a similar approach∥∥∥ ∑
1≤a′+|β′|≤N−1
Ca′,β′
(
∂τΛjmX
a′
r
/∂
β′
A sm + ΛjmX
a′
r
/∂
β′
∂τA
s
m
)
Xa−a
′
r
/∂
β−β′
V
k,s
∥∥∥2
1+α+a,ψeS¯
. e−2µ0τSN (τ)
(
1 + P (SN (τ))
)
. e−2µ0τSN (τ). (3.166)
where we have used Lemma C.1 and (2.83). Thus we have
‖
1
µ
ˆ τ
0
µXar /∂
β
[∂τ ,CurlΛA ]Vdτ
′‖2
1+α+a,ψeS¯
.
{
e−2µ0τSN (τ) if 1 < γ < 53
(1 + τ2)e−2µ0τSN (τ) if γ = 53
.
(3.167)
The sixth term on the right hand side of (3.151) is similar to the fifth term but lower order and hence is
also bounded. Proceeding in an analogous way to the fifth term estimate, we have for the seventh term
on the right hand side of (3.151)
‖
2
µ
ˆ τ
0
µXar /∂
β
CurlΛA (Γ
∗
V) dτ ′‖2
1+α+a,ψeS¯
.
{
e−2µ0τSN (τ) if 1 < γ < 53
(1 + τ2)e−2µ0τSN (τ) if γ = 53
.
(3.168)
The eighth term is similar to the seventh term but lower order and hence is also bounded. Bounds on
the last two terms on the right hand side of (3.151) follow from Lemma 3.2. Combining the above
analysis, and an analogous argument for the ‖ · ‖1+α,(1−ψ)eS¯ norms, we obtain (3.149).
Proof of (3.150). ApplyXar /∂
β
to (3.93)
CurlΛA X
a
r
/∂
β
θ = −[Xar /∂
β
,CurlΛA ]θ+
1
γ
Xar /∂
β
ΛA∇(S¯)× θ
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+Xar /∂
β
CurlΛA ([θ(0)])−
1
γ
Xar /∂
β
(ΛA∇(S¯)× θ)(0)
+ µ(0)Xar /∂
β
CurlΛA (V(0))
ˆ τ
0
1
µ(τ ′)
dτ ′ −
µ(0)Xar /∂
β
ΛA∇(S¯)×V(0)
γ
ˆ τ
0
1
µ(τ ′)
dτ ′
+
ˆ τ
0
Xar /∂
β
[∂τ ,CurlΛA ]θdτ
′ −
1
γ
ˆ τ
0
Xar /∂
β
[∂τ ,ΛA∇(S¯)×]θdτ
′
+
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′dτ ′ −
1
γ
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,ΛA∇(S¯)×]Vdτ
′′dτ ′
−
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
CurlΛA (Γ
∗
V)dτ ′′dτ ′ +
1
γ
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
ΛA∇(S¯)× (Γ∗V)dτ ′′dτ ′
+
δ
γ
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)4−3γXar /∂
β
Λ∇(S¯)× Λθdτ ′′dτ ′
−
δ
γ
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)4−3γXar /∂
β
ΛA [Dθ]∇(S¯)× Ληdτ ′′dτ ′. (3.169)
The bound on the first term on the right hand side of (3.169) follows from Lemma 3.3. The second
term is similar to the first term but lower order and hence is also bounded.
The third term is bounded by SN (0). Noting the fact that ‖Xar /∂
β
A ‖2
1+α+a,ψeS¯
. SN established
in the proof of Lemma 3.3, the fourth term is similar to the third term but lower order and hence is also
bounded in the same way as the third term.
The fifth term is bounded by SN (0)+BN [V](0) using (A.253). Using again the bound onXar /∂
β
A ,
the sixth term is similar to the fifth term but lower order and hence is also bounded in the same way as
the third term.
For the seventh term estimate, a similar argument to that used to prove the bound (3.167) gives us
‖Xar /∂
β
[∂τ ,CurlΛA ]θ‖ . e
−µ0τ (SN (τ))
1
2 . (3.170)
Then via the Cauchy-Schwarz inequality and Fubini’s Theorem, we have for the seventh term∥∥∥ ˆ τ
0
Xar /∂
β
[∂τ ,CurlΛA ]θdτ
′
∥∥∥2
1+α+a,ψeS¯
.
ˆ τ
0
e−µ0τSN (τ ′) dτ ′. (3.171)
The eighth term is similar to the seventh term but lower order and hence is also bounded.
For the ninth term∥∥∥ ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′ dτ ′
∥∥∥2
1+α+a,ψeS¯
.
ˆ
Ω

ˆ τ
0
(1 + τ ′)2
µ(τ ′)
dτ ′
ˆ τ
0
1
(1 + τ ′)2µ(τ ′)
(ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
)2
dτ ′

w1+α+aeS¯ψ dx
.
ˆ τ
0
1
(1 + τ ′)2µ(τ ′)
∥∥∥ ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
∥∥∥2
1+α+a,ψeS¯
dτ ′
.
ˆ τ
0
e−µ0τSN (τ ′) dτ ′,
where the final bound follows from similar arguments to those giving the bound (3.167). The tenth
term is similar to the ninth term but lower order and hence is also bounded. Similarly to the ninth term
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proof but via (3.168), for the eleventh term we have∥∥∥ ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
CurlΛA (Γ
∗
V) dτ ′′ dτ ′
∥∥∥2
1+α+a,ψeS¯
.
ˆ τ
0
e−µ0τ
′
SN (τ ′) dτ ′.
The twelfth term is similar to the eleventh term but lower order and hence is also bounded. Bounds
on the last two terms on the right hand side of (3.169) follow from Lemma 3.2. Combining the above
analysis, and an analogous argument for the ‖ · ‖1+α,(1−ψ)eS¯ norms, we obtain (3.150).
4 Energy Estimates
Before proving our main energy inequality, we first introduce the two energy based high order quantities
which arise directly from the problem. Begin by diagonalizing then positive symmetric matrix Λ =
(detA)
2
3A−1A−⊤ ∈ SL(3) as follows
Λ = P⊤QP, P ∈ SO(3), Q = diag(d1, d2, d3), di > 0 eigenvalues of Λ, (4.172)
and then define
Ma,β := P ∇ηX
a
r
/∂
β
θ P⊤ and Nν := P ∇η∂
ν
θ P⊤. (4.173)
Denoting the usual dot product on R3 by 〈·, ·〉, introduce the high-order energy functional
EN (θ,V)(τ) = EN (τ)
=
1
2
∑
a+|β|≤N
ˆ
Ω
ψ
[
µ3γ−3
〈
Λ−1Xar /∂
β
V, Xar /∂
β
V
〉
+ δ
〈
Λ−1Xar /∂
β
θ, Xar /∂
β
θ
〉]
wa+α
+ ψJ −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Ma,β)
j
i
)2
+ 1
α
(
divηX
a
r
/∂
β
θ
)2 ]
wa+α+1eS¯ dy
+
1
2
∑
|ν|≤N
ˆ
Ω
(1− ψ)
[
µ3γ−3
〈
Λ−1∂νV, ∂νV
〉
+ δ
〈
Λ−1∂νθ, ∂νθ
〉 ]
wα
+ (1− ψ)J −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Nν)
j
i
)2
+ 1
α
(divη∂
ν
θ)
2
]
w1+αeS¯ dy, (4.174)
and the dissipation functional
DN (V) = DN (τ) =
5− 3γ
2
µ3γ−3
µτ
µ
ˆ
Ω
[
ψ
∑
a+|β|≤N
〈
Λ−1Xar /∂
β
V, Xar /∂
β
V
〉
wa+α
+ (1 − ψ)
∑
|ν|≤N
〈
Λ−1∂νV, ∂νV
〉
wα
]
dy. (4.175)
We are requiring γ ≤ 53 in this formulation, which gives D
N (V) ≥ 0. Next, we give key identities
which will be used in our estimates. First from Lemma 4.3 [11] we have the following modified energy
identity:
Lemma 4.1. Recalling the matrix quantities introduced in (4.172) and (4.173), the following identities
hold
Λℓj(∇ηX
a
r
/∂
β
θ)ijΛ
−1
im(∇ηX
a
r
/∂
β
θ)mℓ,τ =
1
2
d
dτ

 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2

+ Ta,β , (4.176)
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Λℓj(∇η∂
ν
θ)ijΛ
−1
im(∇η∂
ν
θ)mℓ,τ =
1
2
d
dτ

 3∑
i,j=1
did
−1
j (Nν)
j
i )
2

+ Tν , (4.177)
where the error terms Ta,β and Tν are given as follows
Ta,β = −
1
2
3∑
i,j=1
d
dτ
(
did
−1
j
)
((Ma,β)
j
i )
2 − Tr
(
QMa,βQ
−1
(
∂τPP
⊤M⊤a,β + M
⊤
a,βP∂τP
⊤
))
,
(4.178)
Tν = −
1
2
3∑
i,j=1
d
dτ
(
did
−1
j
)
((Nν)
j
i )
2 − Tr
(
QNνQ
−1
(
∂τPP
⊤N ⊤ν + N
⊤
ν P∂τP
⊤
))
. (4.179)
Next we have two important commutation results which will be used crucially when differentiating
the nonlinear pressure term in our equation.
Lemma 4.2. For q ∈ R+, T : Ω→M
3×3 and any i, j, ℓ ∈ {1, 2, 3} the following identities hold
Xr
[
1
wq
(w1+qeS¯Tki ),k
]
=
1
w1+q
(w2+qeS¯XrT
k
i ),k +C
q+1
i [T], (4.180)
/∂jℓ
[
1
wq
(w1+qeS¯Tki ),k
]
=
1
wq
(w1+qeS¯ /∂jℓT
k
i ),k +C
q
ijℓ[T], (4.181)
where Cq+1i [T] is
Cq+1i [T] = (Xr(we
S¯)− weS¯)
yj
r2
/∂jkT
k
i + w(Xr(e
S¯)− eS¯)
yk
r2
XrT
k
i
+
[
(1 + q)Xr(w,k e
S¯) +Xr((e
S¯),k w)
]
T
k
i , (4.182)
and Cqijℓ[T] is
Cqijℓ[T] = we
S¯
(
ym
[
δkℓ /∂mj − δkj /∂mℓ
r2
]
+
[
δkℓyj − δkjyℓ
r2
]
Xr
)
T
k
i
+ (1 + q)(/∂jℓw,k )e
S¯
T
k
i + w/∂jℓ(e
S¯),kT
k
i for j, ℓ = 1, 2, 3. (4.183)
Proof. Compute
Xr
[
1
wq
(w1+qeS¯Tki ),k
]
= Xr
[
weS¯Tki ,k +(1 + q)w,k e
S¯
T
k
i + (e
S¯),k wT
k
i
]
= weS¯XrT
k
i ,k +Xr(we
S¯)Tki ,k +(1 + q)w,k e
S¯XrT
k
i + (1 + q)T
k
iXr(w,k e
S¯)
+ (eS¯),k wXrT
k
i +T
k
iXr((e
S¯),k w)
= weS¯(XrT
k
i ),k +we
S¯ [Xr, ∂k]T
k
i + (2 + q)w,k e
S¯XrT
k
i − w,k e
S¯XrT
k
i
+ (eS¯),k wXrT
k
i +Xr(we
S¯)Tki ,k+(1 + q)T
k
iXr(w,k e
S¯) +TkiXr((e
S¯),k w)
=
1
w1+q
(w2+qeS¯XrT
k
i ),k +we
S¯ [Xr, ∂k]T
k
i − w,k e
S¯XrT
k
i +Xr(we
S¯)Tki ,k
+ (1 + q)TkiXr(w,k e
S¯) +TkiXr((e
S¯),k w).
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We have now obtained favorable terms except for the following three terms which we rewrite using our
commutator identity (B.262), [Xr, ∂k] = −∂k and (B.261) to express ∂k in terms ofXr and /∂jk ,
weS¯ [Xr, ∂k]T
k
i − w,k e
S¯XrT
k
i +Xr(we
S¯)Tki ,k = (Xr(we
S¯)− weS¯)Tki ,k−w,k e
S¯XrT
k
i
= (Xr(we
S¯)− weS¯)
(yj
r2
/∂jkT
k
i +
yk
r2
XrT
k
i
)
− w,k e
S¯XrT
k
i
= (Xr(we
S¯)− weS¯)
yj
r2
/∂jkT
k
i + w(Xr(e
S¯)− eS¯)
yk
r2
XrT
k
i ,
where to obtain the last line we have used the fact that w is a radial function, say f(|y|), by (2.61) and
hence w,k =
yk
r
f ′(|y|) which implies
(Xrw)
yk
r2
− w,k = yℓ
yℓ
r
f ′(|y|)
yk
r2
−
yk
r
f ′(|y|)
= 0.
Combining the above calculations we obtain (4.180). Now since w and S¯ are radial functions by (2.62)
and (2.61), /∂jℓw = /∂jℓ(e
S¯) = 0 and so we have
/∂jℓ
[
1
wq
(w1+qeS¯Tki ),k
]
= /∂jℓ
[
weS¯Tki ,k+(1 + q)w,k e
S¯
T
k
i + (e
S¯),k wT
k
i
]
= weS¯ /∂jℓT
k
i ,k +(1 + q)w,k e
S¯ /∂jℓT
k
i + (1 + q)(/∂jℓw,k )e
S¯
T
k
i
+ w(eS¯),k /∂jℓT
k
i ,k +w/∂jℓ(e
S¯),k T
k
i
= weS¯(/∂jℓT
k
i ),k +we
S¯ [/∂jℓ, ∂k]T
k
i + (1 + q)w,k e
S¯ /∂jℓT
k
i + (1 + q)(/∂jℓw,k )e
S¯
T
k
i
+ w(eS¯),k /∂jℓT
k
i ,k +w/∂jℓ(e
S¯),k T
k
i
=
1
wq
(w1+qeS¯ /∂jℓT
k
i ),k +we
S¯(δkℓ∂j − δkj∂ℓ)T
k
i + (1 + q)(/∂jℓw,k )e
S¯
T
k
i + w/∂jℓ(e
S¯),kT
k
i
=
1
wq
(w1+qeS¯ /∂jℓT
k
i ),k +we
S¯
(
ym
[
δkℓ /∂mj − δkj /∂mℓ
r2
]
+
[
δkℓyj − δkjyℓ
r2
]
Xr
)
T
k
i
+ (1 + q)(/∂jℓw,k )e
S¯
T
k
i + w/∂jℓ(e
S¯),kT
k
i ,
where [/∂jℓ, ∂k]T
k
i has been rewritten using (B.262) and (B.261).
In the next Lemma, we give some useful results concerning our quantities A , J and Λ and also
our derivative operators,
Lemma 4.3. For A , J and Λ, the following identities hold
A kj J
− 1
α − δkj = (A
k
j − δ
k
j )J
− 1
α + δkj (J
− 1
α − 1), (4.184)
A kj − δ
k
j = −A
k
l [Dθ]
l
j , (4.185)
Λij = Λip(A
j
p + A
j
l θ
l,p ). (4.186)
For any derivative operator L ∈ {/∂ij , Xr}i,j=1,2,3
L(A kj J
− 1
α ) = −J−
1
αA kℓ A
s
j (Lθ
ℓ),s−
1
α
J −
1
αA kj A
s
ℓ (Lθ
ℓ),s
−J −
1
αA kℓ A
s
j [L, ∂s]θ
ℓ − 1
α
J −
1
αA kj A
s
ℓ [L, ∂s]θ
ℓ. (4.187)
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Proof. First (4.184) is straightforward to verify by expanding the right-hand side. Second, (4.185)
was proven in Section 3, (3.110). Next, (4.186) is proven in the following calculation where we recall
A = [Dη]−1 and use η = y + θ,
Λij = Λipδ
j
p = ΛipA
j
l η
l,p= Λip(A
j
p + A
j
l θ
l,p ). (4.188)
Lastly, using our differentiation formulae for A and J (2.72) which hold when generalized toXr and
/∂, and also again the formula η = y + θ,
L(A kj J
− 1
α ) = −J −
1
αA kℓ A
s
j L(η
ℓ,s )−
1
α
J −
1
αA kj A
s
ℓ L(η
ℓ,s )
= −J −
1
αA kℓ A
s
j L(y
ℓ,s+θ
ℓ,s )−
1
α
J −
1
αA kj A
s
ℓ L(y
ℓ,s+θ
ℓ,s )
= −J −
1
αA kℓ A
s
j L(θ
ℓ,s )−
1
α
J −
1
αA kj A
s
ℓ L(θ
ℓ,s )
= −J −
1
αA kℓ A
s
j (Lθ
ℓ),s−
1
α
J −
1
αA kj A
s
ℓ (Lθ
ℓ),s
−J −
1
αA kℓ A
s
j [L, ∂s]θ
ℓ − 1
α
J −
1
αA kj A
s
ℓ [L, ∂s]θ
ℓ. (4.189)
Finally, before we prove our main energy inequality, it is worth formally stating the equivalence of
our high order norm SN and high order energy functional EN .
Lemma 4.4. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.69)-(2.70) on [0, T ] with
T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83). Fix N ≥ 2⌈α⌉ + 12. Let
k ≥ N + 1 in (2.63). Then there are constants C1, C2 > 0 so that
C1S
N (τ) ≤ sup
0≤τ ′≤τ
EN (τ ′) ≤ C2S
N (τ). (4.190)
Proof. Recall the quantities introduced in Section 2.3: notably the definitions SN (2.80) and EN
(4.174), and for EN the associated decomposition of Λ (4.172) and definition of the conjugates Ma,β ,
Nν (4.173). Then the equivalence of SN and EN is a straightforward application of Lemma A.1 to
give bounds on Λ and associated matrix quantities, and importantly for the nonisentropic setting, we
also use the positive lower and upper bounds of eS¯ given by Corollary 1.5 to conclude the result.
We are now ready to prove our central energy inequality which will be essential in the proof of our
main result Theorem 2.4.
Proposition 4.5. Suppose γ ∈ (1, 53 ]. Let (θ,V) : Ω → R
3 × R3 be a unique local solution to
(2.69)-(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83).
FixN ≥ 2⌈α⌉+12. Let k ≥ N +1 in (2.63). Then for all τ ∈ [0, T ], we have the following inequality
for some 0 < κ≪ 1
EN (τ) +
ˆ τ
0
DN (τ ′) dτ ′ . SN (0) + BN [θ](τ) +
ˆ τ
0
(SN (τ ′))
1
2 (BN [V](τ ′))
1
2 dτ ′
+ κSN (τ) +
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′. (4.191)
Proof. Zeroth order estimate. Multiplying (2.69) by Λ−1im∂τθ
m and integrating over Ω
ˆ
Ω
wα(µ3γ−3∂ττθi + µ
3γ−4µτ∂τθi + 2µ
3γ−3Γ∗ij∂τθj + δw
αΛiℓθℓ)Λ
−1
im∂τθ
m dy
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+ˆ
Ω
(
w1+αeS¯Λij
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τθ
m dy = 0. (4.192)
Recognizing the perfect time derivative structure of the first integral
1
2
d
dτ
(
µ3γ−3
ˆ
Ω
wα〈Λ−1∂τθ, ∂τθ〉 dy + δ
ˆ
Ω
wα|θ|2dy
)
+
5− 3γ
2
µ3γ−4µτ
ˆ
Ω
wα〈Λ−1∂τθ, ∂τθ〉 dy
−
µ3γ−3
2
ˆ
Ω
wα〈∂τΛ
−1∂τθ, ∂τθ〉 dy + 2µ
3γ−3
ˆ
Ω
wα〈Λ−1∂τθ,Γ
∗∂τθ〉 dy. (4.193)
After integrating from 0 to τ , we see the first three terms in (4.193) will contribute to the left hand side
of (4.191), and also to SN (0) on the right hand side of (4.191) by the fundamental theorem of calculus
and the equivalence of our norm and energy functional, given by Lemma 4.4. For the last two terms in
(4.193), before time integration, we rewrite them as
−
µ3γ−3
2
ˆ
Ω
wα〈[∂τΛ
−1 − 4Λ−1Γ∗]∂τθ, ∂τθ〉 dy. (4.194)
Now with A = µO, µ = (detA)
1
3 , O ∈ SL(3), we have
∂τΛ
−1 − 4Λ−1Γ∗ = ∂τ (O
⊤O)− 4O⊤OO−1Oτ = −∂τΛ
−1 + 2(O⊤τ O −O
⊤Oτ ). (4.195)
Since O⊤τ O −O
⊤Oτ is anti-symmetric, we can reduce (4.194) to
µ3γ−3
2
ˆ
Ω
wα〈∂τΛ
−1∂τθ, ∂τθ〉 dy, (4.196)
which is then bounded by e−µ0τSN (τ) via ∂τΛ
−1 = −Λ−1(∂τΛ)Λ
−1 and (A.255). So the last two
terms in (4.193) contribute to
´ τ
0 e
−µ0τ
′
SN (τ ′)dτ ′ in (4.191) after time integration. Returning to the
second integral in (4.192), we integrate by parts and apply the identities (4.184)-(4.186) proven in
Lemma 4.3 to obtain
−
ˆ
Ω
w1+αeS¯Λij
(
A kj J
− 1
α − δkj
)
Λ−1im∂τθ
m,k dy
=
ˆ
Ω
w1+αeS¯J −
1
αΛijA
k
l θ
l,j Λ
−1
im∂τθ
m,k dy −
ˆ
Ω
w1+αeS¯(J −
1
α − 1)∂τθ
k,k dy
=
ˆ
Ω
w1+αeS¯J −
1
αΛipA
j
p θ
ℓ,j Λ
−1
imA
k
ℓ ∂τθ
m,k dy
+
ˆ
Ω
w1+αeS¯J −
1
αΛipA
j
l θ
l,p A
k
ℓ θ
ℓ,j Λ
−1
im∂τθ
m,k dy −
ˆ
Ω
w1+αeS¯(J −
1
α − 1)∂τθ
k,k dy
=
ˆ
Ω
w1+αeS¯J −
1
αΛℓj[∇ηθ]
i
jΛ
−1
im[∇η∂τθ]
m
ℓ dy +
ˆ
Ω
w1+αeS¯J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im[∇η∂τθ]
m
ℓ dy
+
ˆ
Ω
w1+αeS¯J −
1
αA jl θ
l,m A
k
ℓ θ
ℓ,j ∂τθ
m,k dy −
ˆ
Ω
w1+αeS¯(J −
1
α − 1)∂τθ
k,k dy
=: (i) + (ii) + (iii) + (iv). (4.197)
By Lemma 4.1
(i) =
1
2
d
dτ
ˆ
Ω
w1+αeS¯J −
1
α
3∑
i,j=1
did
−1
j ((M0,0)
j
i )
2dy +
ˆ
Ω
w1+αeS¯J −
1
α T0,0dy
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+
1
2α
ˆ
Ω
w1+αeS¯J −
1
α
−1Jτ
3∑
i,j=1
did
−1
j ((M0,0)
j
i )
2dy
+
ˆ
Ω
w1+αeS¯J −
1
αΛℓj [∇ηθ]
j
iΛ
−1
im [∇ηθ]
m
p [∇η∂τθ]
p
ℓdy, (4.198)
with the last term above arising from commuting ∂τ and ∇η which is needed for Lemma 4.1. Now
after time integration, the first term in (4.198) contributes to EN (τ) in (4.191), and also to SN (0) by
the fundamental theorem of calculus and Lemma 4.4.
Before time integration, the second term in (4.198) is bounded by e−µ0τSN (τ) due to the desir-
able form of T0,0 (4.178). In particular T0,0 contains τ derivatives of P and di which are exponen-
tially bounded using (A.257). Also before time integration, the third term in (4.198) is bounded by
e−µ0τSN (τ) due to Lemma C.1 which we use to bound the Dθτ term arising from Jτ . Hence the
second and third terms contribute to
´ τ
0
e−µ0τ
′
SN (τ ′)dτ ′ in (4.191) after time integration.
For the last term in (4.198), note schematically we can write,
J −
1
αΛℓj[∇ηθ]
j
iΛ
−1
im [∇ηθ]
m
p [∇η∂τθ]
p
ℓ as J
− 1
αΛADθΛ−1A DθA Dθτ .
Then using the a priori assumptions (2.83) to bound J −
1
α and A , the boundedness of Λ and Λ−1
(A.255), and the exponential bound onDθτ from Lemma C.1, we obtain
ˆ τ
0
ˆ
Ω
w1+αeS¯J −
1
αΛA DθΛ−1ADθA Dθτdydτ
′ .
ˆ τ
0
e−µ0τ
′
(SN (τ ′))
3
2 dτ ′
.
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′, (4.199)
where we have also used the a priori assumption SN (τ) < 13 .
Now (iii) is similar to the last term in (4.198) and so an analogous argument used to bound that term
above will give us that (iii) also contributes to
´ τ
0 e
−µ0τ
′
SN (τ ′)dτ ′. We consider (ii). Schematically
[CurlΛA θ]ADθτ =
1
2
d
dτ
([CurlΛA θ]
2)− (∂τΛ)ADθΛA Dθ− Λ(∂τA )DθΛA Dθ. (4.200)
Then using the boundedness of J −
1
α and Λ−1 we have that after time integration, the first term on the
right hand side of (4.200) will lead to (ii) contributing to BN [θ] in (4.191). Now using the exponential
boundedness of ∂τΛ and applying Lemma C.1 to ∂τA , an analogous argument to that used to bound
the last term in (4.198) will give us that the last two terms on the right hand side of (4.200) will lead to
contributions to
´ τ
0 e
−µ0τ
′
SN (τ ′)dτ ′ after time integration.
For (iv), write
1−J −
1
α =
1
α
Tr[Dθ] +O(|Dθ|2) using J = det[Dη] = det[Id+Dθ] = 1+Tr[Dθ] +O(|Dθ|2),
(4.201)
to bound (iv) by e−µ0τSN (τ) where we again apply Lemma C.1.
To complete the zeroth order estimate, we obtain the full expression for EN in (4.191) by adding
the following formula
1
2
d
dτ
1
α
ˆ
Ω
w1+αeS¯J −
1
α |divηθ|
2dy =
1
2α
ˆ
Ω
w1+αeS¯
(
∂τ (J
− 1
α )|divηθ|
2 + J −
1
α ∂τ (|divηθ|
2)
)
dy,
(4.202)
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with the right-hand side in turn bounded by e−µ0τSN (τ) by Lemma C.1. Hence after time integration,
the left-hand side of (4.202) completes EN in (4.191), contributes to SN (0) by the fundamental
theorem of calculus and the right-hand side of (4.202) contributes to
´ τ
0
e−µ0τ
′
SN (τ ′)dτ ′.
High order estimates. Fix (a, β) with a+ |β| ≥ 1. First, rearrange (2.69) as
µ3γ−4(µ∂ττθi + µτ∂τθi + 2µΓ
∗
ij∂τθj) + δΛiℓθℓ +
1
wα
(
w1+αeS¯Λij
(
A kj J
− 1
α − δkj
))
,k = 0.
(4.203)
ApplyXar /∂
β
to (4.203) and multiply by ψ
ψµ3γ−4(µ∂ττX
a
r
/∂
β
θi + µτ∂τX
a
r
/∂
β
θi + 2µΓ
∗
ij∂τX
a
r
/∂
β
θj) + δψΛiℓX
a
r
/∂
β
θℓ
+ ψ
1
wα+a
(
w1+α+aeS¯ΛijX
a
r
/∂
β
(
A kj J
− 1
α − δkj
))
,k = −ψR
a,β
i , (4.204)
where we have used Lemma 4.2 to compute Xar /∂
β
[
1
wα
(
w1+αeS¯Λij
(
A kj J
− 1
α − δkj
))
,k
]
with
Ra,βi defined as the lower order terms arising from multiple applications of (4.182) and (4.181) in
Lemma 4.2, and applying our derivative operators to the resultant expressions from (4.182) and (4.181).
More specifically, using the favorable expressions Cq+1i and C
q
ijℓ, (4.182) and (4.183) respectively,
derived in Lemma 4.2, the regularity of our entropy term given by Corollary 1.5, the differentiation
formulae for A and J (2.72), and also the decomposition of the spatial derivative into Xr and /∂
(B.261), we have the following favorable schematic form forRa,βi
Ra,βi =
a+|β|∑
ℓ=0



 ∑
a′+|β′|=ℓ
a′≤a,|β′|≤|β|+1
c1a′,β′,ℓX
a′
r
/∂
β′
θ+ c2a′,β′,ℓwX
a′
r
/∂
β′
Dθ


×
∏
a′′+|β′′|≤N−max(ℓ,N−ℓ)
ca′′,β′′,ℓX
a′′
r
/∂
β′′
θ+ w

 ∏
a′′′+|β′′′|≤N−max(ℓ,N−ℓ)
ca′′′,β′′′,ℓX
a′′′
r
/∂
β′′′
Dθ



 ,
(4.205)
for all i ∈ {1, 2, 3}, where c1a′,β′,ℓ, c
2
a′,β′,ℓ, ca′′,β′′,ℓ and ca′′′,β′′′,ℓ are bounded coefficients on B1(0)
away from the origin. Note here for simplicity we are including the termsA andJ without derivatives
in our bounded coefficients since they are bounded by our a priori assumptions (2.83). Since Λ is also
bounded by (A.255), we in addition include Λ in our smooth coefficients.
The important feature of the above expression is that any time we have a potentially top order
Dθ term, we have a weight w multiplying such terms: this is seen in the second summation in the
expression. This is a direct result of the commutator forms (4.182)-(4.183) we carefully obtained in
Lemma 4.2 to have this property. Then with the expression (4.205), Lemma C.1 and the desirable form
of [Xar /∂
β
, ∂s] (3.145) derived in the curl estimates,
‖Ra,βi ‖
2
a+α,ψeS¯
. (1 + P (SN ))SN , (4.206)
with P a polynomial of degree at least 1.
Multiply (4.204) by wα+aΛ−1im∂τX
a
r
/∂
β
θ
m and integrate over Ω
1
2
d
dτ
(
µ3γ−3
ˆ
Ω
ψwα+a〈Λ−1Xar /∂
β
V, Xar /∂
β
V〉 dy + δ
ˆ
Ω
ψwα+a |Xar /∂
β
θ|2 dy
)
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+
5− 3γ
2
µ3γ−3
µτ
µ
ˆ
Ω
ψwα+a 〈Λ−1Xar /∂
β
V, Xar /∂
β
V〉dy
−
1
2
µ3γ−3
ˆ
Ω
ψwα+a
〈[
∂τΛ
−1 − 4Λ−1Γ∗
]
Xar /∂
β
V, Xar /∂
β
V
〉
dy
+
ˆ
Ω
ψ
(
w1+α+aeS¯ΛijX
a
r
/∂
β
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
= −
ˆ
Ω
ψwα+aRia,βΛ
−1
imX
a
r
/∂
β
θ
m
τ dy. (4.207)
By the same reasoning as the zeroth order case, the first four integrals on the left hand side of (4.207)
contribute to the energy inequality (4.191) in the same way. Also, after time integration, the right hand
side of (4.207) in addition contributes to
´ τ
0
e−µ0τ
′
SN (τ ′)dτ ′ using (4.206) and (2.83).
Now compute the last integral on the left hand side of (4.207) using the derivative formula for
A kj J
− 1
α (4.187) and integration by parts
ˆ
Ω
ψ
(
w1+α+aeS¯ΛijX
a
r
/∂
β
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
=
ˆ
Ω
ψ
(
w1+α+aeS¯Λij
(
−J−
1
αA kℓ A
s
j X
a
r
/∂
β
θ
ℓ,s−
1
α
J −
1
αA kj A
s
ℓ X
a
r
/∂
β
θ
ℓ,s
+Ca,β,kj (θ)
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
= −
ˆ
Ω
ψ
(
w1+α+aeS¯
(
J −
1
αA kℓ
(
ΛijA
s
j X
a
r
/∂
β
θ
ℓ,s−ΛℓjA
s
j X
a
r
/∂
β
θ
i,s
)
+J −
1
αA kℓ ΛℓjA
s
j X
a
r
/∂
β
θ
i,s+
1
α
J −
1
αΛijA
k
j A
s
ℓ X
a
r
/∂
β
θ
ℓ,s
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
+
ˆ
Ω
ψΛij
(
w1+α+aeS¯Ca,β,kj
)
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
=
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
A kℓ [CurlΛA X
a
r
/∂
β
θ]ℓi + A
k
ℓ Λℓj[∇ηX
a
r
/∂
β
θ]ij +
1
α
ΛijA
k
j divη(X
a
r
/∂
β
θ)
)
Λ−1im∂τ
(
Xar /∂
β
θ
m
)
,k dy
+
ˆ
Ω
ψ,k w
1+α+aeS¯J −
1
α
(
A kℓ [CurlΛA X
a
r
/∂
β
θ]ℓi + A
k
ℓ Λℓj[∇ηX
a
r
/∂
β
θ]ij
+ 1
α
ΛijA
k
j divη(X
a
r
/∂
β
θ)
)
Λ−1im∂τX
a
r
/∂
β
θ
m dy +
ˆ
Ω
ψΛij
(
w1+α+aeS¯Ca,β,kj
)
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
=: I1 + I2 + I3, (4.208)
where we define Ca,β,kj (θ) to be the lower order terms arising from successive iterations of (4.187)
in Lemma 4.3, and differentiating the result of (4.187). In particular, using the desirable form of
[Xar /∂
β
, ∂s] (3.145) obtained in the curl estimates, the Leibniz rule, and also the decomposition of the
spatial derivative intoXr and /∂ (B.261), we have the following desirable schematic form for C
a,β,k
j (θ)
Ca,β,kj (θ) =
a+|β|∑
ℓ=
N
2



 ∑
a′+|β′|=ℓ
a′≤a+1,|β′|≤|β|+1
c¯a′,β′,ℓX
a′
r
/∂
β′
θ

 ∏
a′′+|β′′|≤N−ℓ
c¯a′′,β′′,ℓX
a′′
r
/∂
β′′
θ

 , (4.209)
for every j, k ∈ {1, 2, 3}, where c¯a′,β′,ℓ and c¯a′′,β′′,ℓ are bounded coefficients on B1(0) away from
the origin. Note here for simplicity we are including the terms A and J without derivatives in our
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bounded coefficients since they are bounded by our a priori assumptions (2.83). With this formula
(4.209), we can see using Lemma C.1 to handle the lower order terms in the product
∏
a′′+|β′′|≤
N
2
that
‖Ca,β,kj (θ)‖
2
α+a,ψeS¯
. SN (τ). (4.210)
Furthermore, again using the desirable form of [Xar /∂
β
, ∂s] (3.145) and the decomposition of the spatial
derivative intoXr and /∂ (B.261), we can obtain
‖DCa,β,kj (θ)‖
2
1+α+a,ψeS¯
. SN (τ). (4.211)
Estimation of I3:∣∣∣ ˆ τ
0
I3 dτ
′
∣∣∣ = ∣∣∣ ˆ τ
0
ˆ
Ω
ψ
(
w1+α+aeS¯Ca,β,kj
)
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dydτ ′
∣∣∣
.
ˆ τ
0
‖Xar /∂
β
V
m‖α+a,ψeS¯‖C
a,β,k
j (θ)‖α+a,ψeS¯ + ‖X
a
r
/∂
β
V
m‖1+α+a,ψeS¯‖DC
a,β,k
j ‖1+α+a,ψeS¯ dτ
′
.
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′, (4.212)
where we have used (A.255), (2.61), Lemma 1.4 and (4.210)-(4.211).
Estimation of I2:∣∣∣ˆ τ
0
I2 dτ
′
∣∣∣ = ∣∣∣ˆ τ
0
ˆ
B 3
4
(0)\B 1
4
(0)
ψ,k w
1+α+aeS¯J −
1
α
(
A kℓ [CurlΛA X
a
r
/∂
β
θ]ℓi
+A kℓ Λℓj[∇ηX
a
r
/∂
β
θ]ij +
1
α
ΛijA
k
j divη(X
a
r
/∂
β
θ)
)
Λ−1im∂τX
a
r
/∂
β
θ
m dydτ ′
∣∣∣
.
ˆ τ
0
‖Dψ‖L∞(Ω)
(
‖Xar /∂
β
V
m‖α+a,ψeS¯‖∇ηX
a
r
/∂
β
θ‖1+α+a,ψeS¯
+
∑
|ν|≤a+|β|
‖∂νV‖α,(1−ψ)eS¯
∑
|ν|≤a+|β|
‖∇η∂
ν
θ‖1+α,(1−ψ)eS¯
)
dτ ′
.
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′, (4.213)
where we have used that ψ,k has support in B 3
4
(0) \ B 1
4
(0) and the fact that we can write Xar /∂
β
in
terms of ∂ν in B 3
4
(0) \B 1
4
(0).
Estimation of I1:
ˆ τ
0
I1 dτ
′ =
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
αA kℓ [CurlΛA X
a
r
/∂
β
θ]ℓiΛ
−1
im∂τ
(
Xar /∂
β
θ
m
)
,k dydτ
′
+
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
A kℓ Λℓj[∇ηX
a
r
/∂
β
θ]ij +
1
α
ΛijA
k
j divη(X
a
r
/∂
β
θ)
)
Λ−1im∂τ
(
Xar /∂
β
θ
m
)
,k dydτ
′
=
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
αA kℓ Λ
−1
im[CurlΛA X
a
r
/∂
β
θ]ℓi∂τ
(
Xar /∂
β
θ
m
)
,k dydτ
′
+
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
Λℓj [∇ηX
a
r
/∂
β
θ]ijΛ
−1
im [∇η∂τX
a
r
/∂
β
θ]mℓ +
1
α
divη(X
a
r
/∂
β
θ)divη(∂τX
a
r
/∂
β
θ)
)
dydτ ′.
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Integrating by parts in τ the curl term
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
αA kℓ Λ
−1
im[CurlΛA X
a
r
/∂
β
θ]ℓi∂τ
(
Xar /∂
β
θ
m
)
,k dydτ
′
=
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dy
∣∣∣τ
0
−
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛA X
a
r
/∂
β
V]ℓi
(
Xar /∂
β
θ
m
)
,k dy dτ
′
−
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯∂τ
(
J
1
αA kℓ Λ
−1
im
)
[CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dy dτ
′
−
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛτA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dy dτ
′
−
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛAτX
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dy dτ
′
:= B1 +B2 +R1 +R2 +R3. (4.214)
Now rewriting the gradient and divergence terms
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
Λℓj[∇ηX
a
r
/∂
β
θ]ijΛ
−1
im[∇η∂τX
a
r
/∂
β
θ]mℓ +
1
α
divη(X
a
r
/∂
β
θ)divη(∂τX
a
r
/∂
β
θ)
)
dydτ ′
=
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
Λℓj [∇ηX
a
r
/∂
β
θ]ijΛ
−1
im∂τ [∇ηX
a
r
/∂
β
θ]mℓ +
1
α
divη(X
a
r
/∂
β
θ)∂τdivη(X
a
r
/∂
β
θ)
)
dydτ ′
−
ˆ τ
0
ˆ
Ω
J −
1
α
(
Λℓj [∇ηX
a
r
/∂
β
θ]ijΛ
−1
im∂τA
k
ℓ
(
Xar /∂
β
θ
m
)
,k +
1
α
divη(X
a
r
/∂
β
θ)∂τA
k
j
(
Xar /∂
β
θ
j
)
,k
)
dydτ ′
= E1 +R4. (4.215)
For B1
B1 =
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im
∑
a+|β|≤N
[CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dy
∣∣∣τ
0
. SN (0) + κ‖∇ηX
a
r
/∂
β
θ‖2
1+α+a,ψeS¯
+
1
κ
‖CurlΛA X
a
r
/∂
β
θ‖2
1+α+a,ψeS¯
. SN (0) + κSN (τ) + BN [θ](τ), (4.216)
where we have introduced κ through the Young inequality. For B2
|B2| =
∣∣∣ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im[CurlΛA X
a
r
/∂
β
V]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
∣∣∣
.
ˆ τ
0
‖∇ηX
a
r
/∂
β
θ‖1+α+a,ψeS¯‖CurlΛA X
a
r
/∂
β
V‖1+α+a,ψeS¯dτ
′
.
ˆ τ
0
(SN (τ ′))
1
2 (BN [V](τ ′))
1
2 dτ ′. (4.217)
For E1
E1 =
1
2
ˆ τ
0
d
dτ


ˆ
Ω
ψw1+α+aeS¯J −
1
α

 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2 +
1
α
(
divηX
a
r
/∂
β
θ
)2 dy

 dτ ′
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+ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯J −
1
α Ta,βdy dτ
′
−
1
2
ˆ τ
0
ˆ
Ω
ψw1+α+aeS¯∂τ
(
J −
1
α
) 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2 +
1
α
(
divηX
a
r
/∂
β
θ
)2 dy dτ ′
:= E2 +R5 +R6, (4.218)
where we have used Lemma 4.1. Then E2 contributes to E
N (τ) in (4.191), and also to SN (0) by the
fundamental theorem of calculus. Finally, by the Young inequality, Lemma A.1, a priori bounds (2.83)
and Lemma C.1
|Ri| .
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′ for i = 1, 2, 3, 4, 5, 6. (4.219)
We have thus obtained (4.191) except for ∂ν terms in EN (τ),DN (τ),SN (τ) and BN(τ). To estimate
such ∂ν terms, we note that by (2.61), w > 0 in B 3
4
(0) where the 1 − ψ estimates will be obtained.
Therefore a similar calculation leads to the ∂ν contribution to (4.191). Hence we have obtained the full
energy inequality (4.191).
5 Large Adiabatic Constant
We now prove the case for γ > 53 by modifying the above analysis. We use the strategy from [30],
applied to our nonisentropic setting. The first step is to eliminate the anti-damping effect encountered
in [11]. We divide (2.69) by µ3γ−5 to obtain
wαµ2
(
∂ττθi +
µτ
µ
∂τθi + 2Γ
∗
ij∂τθj
)
+δµ5−3γwαΛiℓθℓ+µ
5−3γ
(
w1+αeS¯Λij
(
A kj J
− 1
α
η − δ
k
j
))
,k = 0.
(5.220)
Then with γ > 53 , S
N and BN are defining according to the expressions given in Section 2.3. Also as
defined in Section 2.4, in this case we do not distinguish between µ0 and µ1
µ0 = µ1. (5.221)
Next, the energy based high order quantities which arise directly from the problem are modified as
follows since we are considering (5.220).
E˜N (θ,V)(τ) = E˜N (τ)
=
1
2
∑
a+|β|≤N
ˆ
Ω
ψ
[
µ2
〈
Λ−1Xar /∂
β
V, Xar /∂
β
V
〉
+ δµ5−3γ
〈
Λ−1Xar /∂
β
θ, Xar /∂
β
θ
〉]
wa+α
+ µ5−3γψJ −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Ma,β)
j
i
)2
+ 1
α
(
divηX
a
r
/∂
β
θ
)2 ]
wa+α+1eS¯ dy
+
1
2
∑
|ν|≤N
ˆ
Ω
(1− ψ)
[
µ2
〈
Λ−1∂νV, ∂νV
〉
+ δµ5−3γ
〈
Λ−1∂νθ, ∂νθ
〉 ]
wα
+ µ5−3γ(1− ψ)J −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Nν)
j
i
)2
+ 1
α
(divη∂
ν
θ)2
]
w1+αeS¯ dy,
(5.222)
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D˜N (θ) =
3γ − 5
2
µ5−3γ
µτ
µ
ˆ
Ω
(
ψ
∑
a+|β|≤N
|Xar /∂
β
θ|2wa+α
+ ψJ −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Ma,β)
j
i
)2
+ 1
α
(
divηX
a
r
/∂
β
θ
)2 ]
wa+α+1eS¯
+
∑
|ν|≤N
(1− ψ)|∂νθ|2wα + (1− ψ)J −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Nν)
j
i
)2
+ 1
α
(divη∂
ν
θ)
2
]
w1+αeS¯
)
dy.
(5.223)
We are requiring γ > 53 in this formulation, which gives D˜
N (θ) ≥ 0. Unique to the γ > 53 case,
we introduce a similar term to E˜N which does not include top order quantities but will be controlled
through our coercivity Lemma 5.1 below
CN−1(θ,V)(τ) = CN−1(τ)
=
1
2
∑
a+|β|≤N−1
ˆ
Ω
ψ δ
〈
Λ−1Xar /∂
β
θ, Xar /∂
β
θ
〉
wa+α
+ ψJ −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Ma,β)
j
i
)2
+ 1
α
(
divηX
a
r
/∂
β
θ
)2 ]
wa+α+1eS¯ dy
+
1
2
∑
|ν|≤N−1
ˆ
Ω
(1 − ψ) δ
〈
Λ−1∂νθ, ∂νθ
〉
wα
+ (1− ψ)J −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Nν)
j
i
)2
+ 1
α
(divη∂
ν
θ)2
]
w1+αeS¯ dy. (5.224)
Before outlining the proofs of our main curl and energy inequalities for the large γ > 53 case,
we give the most important and useful result in this setting which will allow us to overcome the time
weights with negative powers which arise from the new equation structure (5.220).
Lemma 5.1 (Coercivity Estimates). Suppose γ > 53 . Let (θ,V) : Ω → R
3 × R3 be a unique local
solution to (2.69)-(2.70) on [0, T ]with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions
(2.83). Fix N ≥ 2⌈α⌉+12. Let k ≥ N + 1 in (2.63). Fix (a, β) with 0 ≤ a+ |β| ≤ N − 1 and ν with
0 ≤ |ν| ≤ N − 1. Then for all τ ∈ [0, T ], we have the following inequalities
‖Xar /∂
β
θ‖2
a+α,ψeS¯
. sup
0≤τ≤τ ′
{µ2‖Xar /∂
β
V‖2
a+α,ψeS¯
}+ ‖Xar /∂
β
θ(0)‖2
a+α,ψeS¯
, (5.225a)
‖∂νθ‖2α,(1−ψ) . sup
0≤τ≤τ ′
{µ2‖∂νV‖2
α,(1−ψ)eS¯
}+ ‖∂νθ(0)‖2
α,(1−ψ)eS¯
, (5.225b)
‖∇ηX
a
r
/∂
β
θ‖2
a+α+1,ψeS¯
. sup
0≤τ≤τ ′
{
∑
a′+|β′|=a+|β|+1
µ2‖Xa
′
r
/∂
β′
V‖2
a+α+1,ψeS¯
}
+ ‖∇ηX
a
r
/∂
β
θ(0)‖2
a+α+1,ψeS¯
, (5.226a)
‖∇η∂
ν
θ‖2
α+1,ψeS¯
. sup
0≤τ≤τ ′
{
∑
|ν′|=|ν|+1
µ2‖∂ν
′
V‖2
α+1,ψeS¯
}+ ‖∇η∂
ν
θ(0)‖2
α+1,ψeS¯
, (5.226b)
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‖divηX
a
r
/∂
β
θ‖2
a+α+1,ψeS¯
. sup
0≤τ≤τ ′
{
∑
a′+|β′|=a+|β|+1
µ2‖V‖2
a+α+1,ψeS¯
}+ ‖divηX
a
r
/∂
β
θ(0)‖2
a+α+1,ψeS¯
,
(5.227a)
‖divη∂
ν
θ‖2
α+1,ψeS¯
. sup
0≤τ≤τ ′
{
∑
|ν′|=|ν|+1
µ2‖∂ν
′
V‖2
α+1,ψeS¯
}+ ‖divη∂
ν
θ(0)‖2
α+1,ψeS¯
.
(5.227b)
Proof. Proof of (5.225a)-(5.225b). By the fundamental theorem of calculus, and the exponential
boundedness of µ (A.253) and therefore time integrability of negative powers of µ,
Xar /∂
β
θ =
ˆ τ
0
Xar /∂
β
Vdτ ′ +Xar /∂
β
θ(0) =
ˆ τ
0
µ−1µXar /∂
β
Vdτ ′ +Xar /∂
β
θ(0)
. sup
0≤τ≤τ ′
{µXar /∂
β
V}+Xar /∂
β
θ(0). (5.228)
Therefore applying Cauchy’s inequality (ab . a2 + b2, a, b ∈ R)
‖Xar /∂
β
θ‖2
a+α,ψeS¯
. sup
0≤τ≤τ ′
{µ2‖Xar /∂
β
V‖2
a+α,ψeS¯
}+ ‖Xar /∂
β
θ(0)‖2
a+α,ψeS¯
. (5.229)
This proves (5.225a), and (5.225b) is similar.
Proof of (5.225b)-(5.226a). By a similar coercivity estimate to (5.228)-(5.229)
‖∇ηX
a
r
/∂
β
θ‖2
a+α+1,ψeS¯
. sup
0≤τ≤τ ′
{µ2‖∇ηX
a
r
/∂
β
V‖2
a+α+1,ψeS¯
}+ ‖∇ηX
a
r
/∂
β
θ(0)‖2
a+α+1,ψeS¯
.
(5.230)
Now using the decomposition of spatial derivatives into angular derivatives and radial derivative
(B.261), and also our a priori bounds (2.83), we have
sup
0≤τ≤τ ′
µ2‖∇ηX
a
r
/∂
β
V‖2
a+α+1,ψeS¯
. sup
0≤τ≤τ ′
{
∑
a′+|β′|=a+|β|+1
µ2‖Xa
′
r
/∂
β′
V‖2
a+α+1,ψeS¯
}. (5.231)
Then (5.230)-(5.231) imply (5.226a). The proof of (5.226b) is similar but simpler since we do not
need the decomposition formula.
Proof of (5.227a)-(5.227b). Finally the proofs of (5.227a)-(5.227b) are similar to the proofs of
(5.226a)-(5.226b).
Remark 5.2. Lemma 5.1 allows us to control terms without time weights with negative powers using
our norm SN (τ) and initial data SN (0). In the γ > 53 case, such terms do not appear immediately
from our equation because of the new structure (5.220). Notably, Lemma 5.1 will let us include the new
quantity CN−1 in our energy inequality.
However we cannot use Lemma 5.1 to control top order quantities since that would require control
ofN + 1 derivatives ofV which we do not have. This is why firstly we have the particular structure of
SN in this case where we separate top order terms from lower order terms, and secondly why we only
includeN − 1 derivatives in CN−1.
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5.1 Curl Estimates γ > 5
3
For the curl estimates for γ > 53 we note that we will start from the same equation (2.67) as for the
γ ∈ (1, 53 ] case. So when controlling the curl quantities, we will artificially include the time weight
with negative power µ5−3γ . Therefore this will not pose an issue in most of the curl estimates since we
either simply use the boundedness of µ5−3γ if we do wish to include it in our high order quantities, or
at the top order, include it in our high order quantities. The only time we will have to consider it more
carefully is when controlling the CurlΛA θ terms when we integrate this time weight. We will give the
method for this situation in Lemma 5.3 below.
Otherwise, we note in the γ > 53 case that from the structure of S
N allowable by the coercivity
Lemma 5.1, the fact that µ0 = µ1 here, and our asymptotic behavior of A which still holds by Lemma
1.6 because of our requirement that detA ∼ 1 + t3, the methods of the curl estimates for γ ∈ (1, 53 ] in
Section 3 will hold for γ > 53 and we will obtain similar bounds on our curl quantities.
Lemma 5.3. Suppose γ > 53 . Let (θ,V) : Ω→ R
3×R3 be a unique local solution to (2.69)-(2.70) on
[0, T ]with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83). FixN ≥ 2⌈α⌉+12.
Let k ≥ N + 1 in (2.63). Let a+ |β| = N . Assume the following bound is known
∥∥∥ ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
∥∥∥2
1+α+a,ψeS¯
. SN (τ ′). (5.232)
Then
µ5−3γ
∥∥∥ ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′ dτ ′
∥∥∥2
1+α+a,ψeS¯
.
ˆ τ
0
e−µ0τSN (τ ′) dτ ′.
(5.233)
Proof. Applying the boundedness of µ5−3γ
µ5−3γ
∥∥∥ ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′ dτ ′
∥∥∥2
1+α+a,ψeS¯
. µ5−3γ
ˆ
Ω

ˆ τ
0
(1 + τ ′)2
µ(τ ′)
dτ ′
ˆ τ
0
1
(1 + τ ′)2µ(τ ′)
(ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
)2
dτ ′

w1+α+aeS¯ψ dy
. µ5−3γ
ˆ τ
0
1
(1 + τ ′)2µ(τ ′)
∥∥∥ ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
∥∥∥2
1+α+a,ψeS¯
dτ ′
. sup
0≤τ ′≤τ
[µ(τ ′)5−3γ ]
ˆ τ
0
1
(1 + τ ′)2µ(τ ′)
∥∥∥ ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
∥∥∥2
1+α+a,ψeS¯
dτ ′
= sup
0≤τ ′≤τ
[µ(τ ′)5−3γ ]
ˆ τ
0
µ(τ ′)5−3γ
µ(τ ′)5−3γ(1 + τ ′)2µ(τ ′)
∥∥∥ ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
∥∥∥2
1+α+a,ψeS¯
dτ ′
. sup
0≤τ ′≤τ
[µ(τ ′)5−3γ ] sup
0≤τ ′≤τ
[
1
µ(τ ′)5−3γ
] ˆ τ
0
µ(τ ′)5−3γ
(1 + τ ′)2µ(τ ′)
∥∥∥ ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
∥∥∥2
1+α+a,ψeS¯
dτ ′
=
ˆ τ
0
µ(τ ′)5−3γ
(1 + τ ′)2µ(τ ′)
∥∥∥ ˆ τ ′
0
µ(τ ′′)Xar /∂
β
[∂τ ,CurlΛA ]Vdτ
′′
∥∥∥2
1+α+a,ψeS¯
dτ ′
.
ˆ τ
0
e−µ0τSN (τ ′) dτ ′. (5.234)
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Using the technique of Lemma 5.3 for similar terms and then otherwise an analogous argument to
the γ ∈ (1, 53 ] case as described above, we obtain our curl estimates in this case.
Proposition 5.4. Suppose γ > 53 . Let (θ,V) : Ω → R
3 × R3 be a unique local solution to (2.69)-
(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83). Fix
N ≥ 2⌈α⌉+ 12. Let k ≥ N + 1 in (2.63). Then for all τ ∈ [0, T ], the following inequalities hold for
some 0 < κ≪ 1
BN [V](τ) . e−2µ0τ
(
SN (0) + B˜N(0)
)
+ (1 + τ2)e−2µ˜0τSN (τ), (5.235)
B˜N [θ](τ) . SN (0) + BN (0) + κSN (τ) +
ˆ τ
0
e−µ0τ
′
SN (τ ′) dτ ′. (5.236)
5.2 Energy Estimates γ > 5
3
Energy estimates for γ > 53 depend on the new equation structure (5.220). This gives rise to the forms
of E˜N and D˜N . However with the coercivity Lemma 5.1 and the norm-energy equivalence result in this
case, term by term estimates will use the same techniques as in the γ ∈ (1, 53 ] case since as in the curl
estimates, we have the desirable asymptotic behavior of A which still holds by Lemma 1.6 because of
our requirement that detA ∼ 1 + t3. Also we have µ0 = µ1.
Furthermore, as in the curl estimates, when estimating terms which include the time weight µ5−3γ
we either simply use the boundedness of µ5−3γ if we do wish to include it in our high order quantities,
or at the top order, include it in our high order quantities. The only time we will have to consider it more
carefully is when we integrate this time weight after integration by parts in τ . We will give the details
for the unique term that arises from this in the outline of our proof of the energy inequality below.
Thereforewe give the norm-energy equivalence, and then outline the proof for the energy inequality
in this case, placing emphasis on the new energy identity structure while omitting the details which are
similar to the γ ∈ (1, 53 ] case.
Lemma 5.5. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.69)-(2.70) on [0, T ] with
T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83). Fix N ≥ 2⌈α⌉ + 12. Let
k ≥ N + 1 in (2.63). Then there are constants C1, C2 > 0 so that
C1S
N (τ) ≤ sup
0≤τ ′≤τ
{EN(τ ′) + CN−1(τ ′)} ≤ C2(S
N (τ) + SN (0)). (5.237)
Proof. The proof follows from an analogous argument to the proof of Lemma 4.4 from the γ ∈ (1, 53 ]
case, in conjunctionwith Lemma 5.1 to control terms without time weights with negative powers which
are included in CN−1(τ ′) by SN (τ) + SN (0).
We are now ready to give the energy inequality in this case.
Proposition 5.6. Suppose γ > 1. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.69)-
(2.70) on [0, T ] with T > 0 fixed and assume (θ,V) satisfies the a priori assumptions (2.83). Fix
N ≥ 2⌈α⌉+12. Let k ≥ N +1 in (2.63). Then for all τ ∈ [0, T ], we have the following inequality for
some 0 < κ≪ 1,
E˜N (τ) + CN−1(τ) +
ˆ τ
0
D˜N (τ ′) dτ ′ . SN (0) + BN [θ](τ) +
ˆ τ
0
(SN (τ ′))
1
2 (BN [V](τ ′))
1
2 dτ ′
+ κSN (τ) +
ˆ τ
0
e−µ0τ
′
SN (τ ′)dτ ′. (5.238)
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Outline of Proof. Zeroth order estimate. Multiplying (5.220) by Λ−1im∂τθ
m and integrating over
Ω ˆ
Ω
wα(µ2∂ττθi + µτµ∂τθi + 2µ
2Γ∗ij∂τθj + δµ
5−3γwαΛiℓθℓ)Λ
−1
im∂τθ
m dy
+
ˆ
Ω
µ5−3γ
(
w1+αeS¯Λij
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τθ
m dy = 0. (5.239)
Recognizing the perfect time derivative structure of the first integral
1
2
d
dτ
(
µ2
ˆ
Ω
wα〈Λ−1∂τθ, ∂τθ〉 dy + δµ
5−3γ
ˆ
Ω
wα|θ|2dy
)
+
3γ − 5
2
µ4−3γµτ
ˆ
Ω
wα|θ|2dy
−
µ2
2
ˆ
Ω
wα〈∂τΛ
−1∂τθ, ∂τθ〉 dy + 2µ
2
ˆ
Ω
wα〈Λ−1∂τθ,Γ
∗∂τθ〉 dy.
(5.240)
Returning to the second integral in (5.239), we integrate by parts to obtain
− µ5−3γ
ˆ
Ω
w1+αeS¯Λij
(
A kj J
− 1
α − δkj
)
Λ−1im∂τθ
m,k dy
= µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
αΛijA
k
l θ
l,j Λ
−1
im∂τθ
m,k dy − µ
5−3γ
ˆ
Ω
w1+αeS¯(J −
1
α − 1)∂τθ
k,k dy
= µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
αΛipA
j
p θ
ℓ,j Λ
−1
imA
k
ℓ ∂τθ
m,k dy
+ µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
αΛipA
j
l θ
l,p A
k
ℓ θ
ℓ,j Λ
−1
im∂τθ
m,k dy − µ
5−3γ
ˆ
Ω
w1+αeS¯(J −
1
α − 1)∂τθ
k,k dy
= µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
αΛℓj [∇ηθ]
i
jΛ
−1
im [∇η∂τθ]
m
ℓ dy + µ
5−3γ
ˆ
Ω
w1+αeS¯J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im [∇η∂τθ]
m
ℓ dy
+ µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
αA jl θ
l,m A
k
ℓ θ
ℓ,j ∂τθ
m,k dy − µ
5−3γ
ˆ
Ω
w1+αeS¯(J −
1
α − 1)∂τθ
k,k dy
=: (i) + (ii) + (iii) + (iv), (5.241)
By Lemma 4.1
(i) =
1
2
d
dτ
µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
α
3∑
i,j=1
did
−1
j ((M0,0)
j
i )
2dy
+
3γ − 5
2
µ5−3γ
µτ
µ
ˆ
Ω
w1+αeS¯J −
1
α
3∑
i,j=1
did
−1
j ((M0,0)
j
i )
2dy + µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
α T0,0dy
+
µ5−3γ
2α
ˆ
Ω
w1+αeS¯J −
1
α
−1Jτ
3∑
i,j=1
did
−1
j ((M0,0)
j
i )
2dy
+ µ5−3γ
ˆ
Ω
w1+αeS¯J −
1
αΛℓj [∇ηθ]
j
iΛ
−1
im [∇ηθ]
m
p [∇η∂τθ]
p
ℓdy. (5.242)
Now after time integration, the second term in (5.242) contributes to
´ τ
0
D˜N (τ ′) dτ ′ in (5.238).
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High order estimate Fix (a, β) with a+ |β| ≥ 1. First, rearrange (5.220) as
µ2
(
∂ττθi +
µτ
µ
∂τθi + 2Γ
∗
ij∂τθj
)
+δµ5−3γΛiℓθℓ+µ
5−3γ 1
wα
(
w1+αeS¯Λij
(
A kj J
− 1
α
η − δ
k
j
))
,k= 0.
(5.243)
ApplyXar /∂
β
to (5.243) and multiply by ψ
ψµ2
(
∂ττX
a
r
/∂
β
θi +
µτ
µ
∂τX
a
r
/∂
β
θi + 2Γ
∗
ij∂τX
a
r
/∂
β
θj
)
+ δψµ5−3γΛiℓX
a
r
/∂
β
θℓ
+ ψµ5−3γ
1
wα+a
(
w1+α+aeS¯ΛijX
a
r
/∂
β
(
A kj J
− 1
α − δkj
))
,k= −ψµ
5−3γRa,βi . (5.244)
Multiply (5.244) by wα+aΛ−1im∂τX
a
r
/∂
β
θ
m and integrate over Ω
1
2
d
dτ
(
µ2
ˆ
Ω
ψwα+a〈Λ−1Xar /∂
β
V, Xar /∂
β
V〉 dy + δµ5−3γ
ˆ
Ω
ψwα+a |Xar /∂
β
θ|2 dy
)
+
3γ − 5
2
µ5−3γ
µτ
µ
ˆ
Ω
ψwα+a|Xar /∂
β
θ|2dy
−
µ2
2
ˆ
Ω
ψwα+a
〈[
∂τΛ
−1 − 4Λ−1Γ∗
]
Xar /∂
β
V, Xar /∂
β
V
〉
dy
+ µ5−3γ
ˆ
Ω
ψ
(
w1+α+aeS¯ΛijX
a
r
/∂
β
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
= −µ5−3γ
ˆ
Ω
ψwα+aRia,βΛ
−1
imX
a
r
/∂
β
θ
m
τ dy. (5.245)
Now compute the last integral on the left hand side of (5.245) using integration by parts
µ5−3γ
ˆ
Ω
ψ
(
w1+α+aeS¯ΛijX
a
r
/∂
β
(
A kj J
− 1
α − δkj
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
= µ5−3γ
ˆ
Ω
ψ
(
w1+α+aeS¯Λij
(
−J −
1
αA kℓ A
s
j X
a
r
/∂
β
θ
ℓ,s−
1
α
J −
1
αA kj A
s
ℓ
/∂
β
θ
ℓ,s
+Ca,β,kj (θ)
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
= −µ5−3γ
ˆ
Ω
ψ
(
w1+α+aeS¯
(
J −
1
αA kℓ
(
ΛijA
s
j X
a
r
/∂
β
θ
ℓ,s−ΛℓjA
s
j X
a
r
/∂
β
θ
i,s
)
+J−
1
αA kℓ ΛℓjA
s
j X
a
r
/∂
β
θ
i,s+
1
α
J −
1
αΛijA
k
j A
s
ℓ X
a
r
/∂
β
θ
ℓ,s
))
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
+ µ5−3γ
ˆ
Ω
ψΛij
(
w1+α+aeS¯Ca,β,kj
)
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
= µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
A kℓ [CurlΛA X
a
r
/∂
β
θ]ℓi + A
k
ℓ Λℓj [∇ηX
a
r
/∂
β
θ]ij
+ 1
α
ΛijA
k
j divη(X
a
r
/∂
β
θ)
)
Λ−1im∂τ
(
Xar /∂
β
θ
m
)
,k dy
+ µ5−3γ
ˆ
Ω
ψ,k w
1+α+aeS¯J −
1
α
(
A kℓ [CurlΛA X
a
r
/∂
β
θ]ℓi + A
k
ℓ Λℓj[∇ηX
a
r
/∂
β
θ]ij
+ 1
α
ΛijA
k
j divη(X
a
r
/∂
β
θ)
)
Λ−1im∂τX
a
r
/∂
β
θ
m dy
+ µ5−3γ
ˆ
Ω
ψΛij
(
w1+α+aeS¯Ca,β,kj
)
,k Λ
−1
im∂τX
a
r
/∂
β
θ
m dy
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=: I1 + I2 + I3. (5.246)
Estimation of I1:
ˆ τ
0
I1 dτ
′ =
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
α A kℓ [CurlΛA X
a
r
/∂
β
θ]ℓiΛ
−1
im∂τ
(
Xar /∂
β
θ
m
)
,k dydτ
′
+
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
A kℓ Λℓj [∇ηX
a
r
/∂
β
θ]ij +
1
α
ΛijA
k
j divη(X
a
r
/∂
β
θ)
)
Λ−1im∂τ
(
Xar /∂
β
θ
m
)
,k dydτ
′
=
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
αA kℓ Λ
−1
im [CurlΛA X
a
r
/∂
β
θ]ℓi∂τ
(
Xar /∂
β
θ
m
)
,k dydτ
′
+
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
Λℓj[∇ηX
a
r
/∂
β
θ]ijΛ
−1
im [∇η∂τX
a
r
/∂
β
θ]mℓ +
1
α
divη(X
a
r
/∂
β
θ)divη(∂τX
a
r
/∂
β
θ)
)
dydτ ′
= µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dx
∣∣∣τ
0
−
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛA X
a
r
/∂
β
V]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
+ (3γ − 5)
ˆ τ
0
µ4−3γµτ
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
−
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯∂τ
(
J
1
αA kℓ Λ
−1
im
)
[CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
−
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛτA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
−
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛAτX
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
+
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
α
(
Λℓj[∇ηX
a
r
/∂
β
θ]ijΛ
−1
im∂τ [∇ηX
a
r
/∂
β
θ]mℓ +
1
α
divη(X
a
r
/∂
β
θ)∂τdivη(X
a
r
/∂
β
θ)
)
dydτ ′
−
ˆ τ
0
µ5−3γ
ˆ
Ω
J −
1
α
(
Λℓj[∇ηX
a
r
/∂
β
θ]ijΛ
−1
im∂τA
k
ℓ
(
Xar /∂
β
θ
m
)
,k+
1
α
divη(X
a
r
/∂
β
θ)∂τA
k
j
(
Xar /∂
β
θ
j
)
,k
)
dτ ′
:= B1 +B2 +B3 +R1 +R2 +R3 + E1 +R4, (5.247)
where we have used integration by parts. For B3, which is a term unique to the γ >
5
3 case,
(3γ − 5)
ˆ τ
0
µ4−3γµτ
ˆ
Ω
ψw1+α+aeS¯J
1
αA kℓ Λ
−1
im[CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
= (3γ − 5)
ˆ τ
0
µ4−3γµτ
1
µ
5−3γ
2
ˆ
Ω
ψµ
5−3γ
2 w1+α+aeS¯J
1
αA kℓ Λ
−1
im [CurlΛA X
a
r
/∂
β
θ]ℓi
(
Xar /∂
β
θ
m
)
,k dx dτ
′
.
(
κ sup
0≤τ≤τ ′
µ5−3γ‖∇ηX
a
r
/∂
β
θ‖2
1+α+a,ψeS¯
+
1
κ
sup
0≤τ≤τ ′
µ5−3γ‖CurlΛA X
a
r
/∂
β
θ‖2
1+α+a,ψeS¯
) ˆ τ
0
µ
3−3γ
2 µτdτ
′
. κS˜N (τ) + B˜N [θ](τ), (5.248)
where we have used the Young inequality with ε and (A.253). For E1
E1 =
1
2
ˆ τ
0
d
dτ

µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
α

 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2 +
1
α
(
divηX
a
r
/∂
β
θ
)2 dy

 dτ ′
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+ˆ τ
0
3γ − 5
2
µ5−3γ
µτ
µ
ˆ
Ω
ψJ −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Ma,β)
j
i
)2
+ 1
α
(
divηX
a
r
/∂
β
θ
)2 ]
wa+α+1eS¯ dy dτ ′
+
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯J −
1
α Ta,βdy dτ
′
−
1
2
ˆ τ
0
µ5−3γ
ˆ
Ω
ψw1+α+aeS¯∂τ
(
J −
1
α
) 3∑
i,j=1
did
−1
j (Ma,β)
j
i )
2 +
1
α
(
divηX
a
r
/∂
β
θ
)2 dy dτ ′
:= E2 +D1 +R5 +R6, (5.249)
where we have used Lemma 4.1. ThenD1 contributes to
´ τ
0
D˜N (τ ′) dτ ′ in (5.238). This concludes our
energy inequality proof outline in the γ > 53 case.
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A τ based inequalities
We have the following useful τ based inequalities, summarized by the Lemma below.
Lemma A.1. Suppose γ > 1. Fix an affine motion A(t) from the set S under consideration, namely
require
detA(t) ∼ 1 + t3, t ≥ 0. (A.250)
Let
µ1 := lim
τ→∞
µτ (τ)
µ(τ)
, µ0 :=
d(γ)
2
µ1, (A.251)
where µ(τ) = detA(τ) and d(γ) =
{
3γ − 3 if 1 < γ ≤ 53
2 if γ > 53
.
Then we have the following properties
0 < µ0 = µ0(γ) ≤ µ1, (A.252)
eµ1τ . µ(τ) . eµ1τ , τ ≥ 0, (A.253)∑
a+|β|≤N
‖Xar /∂
β
V‖1+α+a,ψeS¯ +
∑
|ν|≤N
‖∂νV‖1+α,(1−ψ)eS¯ . e
−µ0τSN (τ)
1
2 (A.254)
‖Λτ‖ . e
−µ1τ , ‖Λ‖+ ‖Λ−1‖ ≤ C, (A.255)
3∑
i=1
(
di +
1
di
)
≤ C (A.256)
3∑
i=1
|∂τdi|+ ‖∂τP‖ . e
−µ1τ (A.257)
|w|2 . 〈Λ−1w,w〉 . |w|2, w ∈ R3, (A.258)
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for C > 0.
Proof. The result (A.252) is clear from the definition of µ0. For inequalities (A.253) and (A.255)
through (A.258) we first note that by Lemma 1.6, there exist matrices A0, A1,M(t) such that
A(t) = A0 + tA1 +M(t), t ≥ 0. (A.259)
where A0, A1 are time-independent andM(t) satisfies the bounds
‖M(t)‖ = ot→∞(1 + t), ‖∂tM(t)‖ . (1 + t)
3−3γ . (A.260)
We also note detA(t) ∼ 1 + t3. Then inequalities (A.253) and (A.255) through (A.258) follow from
Lemma A.1 [11]. Finally, (A.254) follows from the definition of SN (2.80) and properties (A.252)-
(A.253) above.
B Derivative Operators
Our derivative operators /∂ji andXr satisfy the following identities:
Lemma B.1. For i ∈ {1, 2, 3} we have the decomposition
∂i =
yj
r2
/∂ji +
yi
r2
Xr. (B.261)
For i, j, k,m ∈ {1, 2, 3}, we have the commutator identities
[/∂ji, Xr] = 0, [/∂ji, /∂ik] = /∂jk, [∂m, Xr] = ∂m, [∂m, /∂ji] = δmj∂i − δmi∂j . (B.262)
Proof. These properties are straightforward consequences of the definitions introduced in (2.78) [10].
The following Lemma will help when differentiating radial functions.
Lemma B.2. Given a radial function f : Ω → R, say f(|y|) with derivatives with respect to |y|
denoted by the standard prime notation, and a+ |β| ≤ N , k ∈ {1, 2, 3}, we have
Xr
(
yk
|y|
)
= 0, (B.263)
Xr
(
yk
|y|2
)
= −
yk
|y|2
, (B.264)
Xar f(|y|) =
a∑
j=1
pj(|y|)f
(j)(|y|), (B.265)
where pj is some polynomial with max degree j,
/∂jif(|y|) = 0, (B.266)
/∂
β
(
yk
|y|
)
=
{
yℓ/|y|
0,
(B.267)
for some ℓ ∈ {1, 2, 3},
/∂
β
(
yk
|y|2
)
=
{
yℓ/|y|
2
0
, (B.268)
for some ℓ ∈ {1, 2, 3}.
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Proof. Both (B.263) and (B.266) are straightforward applications of the definitions introduced in
(2.78). Now (B.265) follows from induction using the following results
Xrf(|y|) = |y|f
′(|y|), Xr(|y|
n) = n|y|n for n ∈ Z≥0.
Next (B.267) follows easily from the following facts, the first of which is a straightforward calculation,
/∂ji
(
yk
|y|
)
=
δjkyi − δikyj
|y|
, /∂ii = 0 for i, j ∈ 1, 2, 3.
Similar arguments give (B.264) and (B.268) to conclude the proof.
C Weighted Sobolev-Hardy Inequality
By (2.61), w behaves like a distance function. Then from Proposition C.2 [11], and also using Corollary
1.5, we have the following modified weighted Sobolev-Hardy inequality:
Lemma C.1. For any u ∈ C∞(B1(0)), we have
sup
B1(0)\B 1
4
(0)
∣∣∣w a12 eS¯Xa1r /∂β1u∣∣∣
.
∑
a+|β|≤a1+|β1|+⌈α⌉+6
‖Xar /∂
β
u‖a+α,ψeS¯ +
∑
|ν|≤a1+|β1|+2
‖∂νu‖α,(1−ψ)eS¯ , (C.269)
sup
B1(0)\B 1
4
(0)
∣∣∣w a12 eS¯DXa1r /∂β1u∣∣∣
.
∑
a+|β|≤a1+|β1|+⌈α⌉+6
‖∇ηX
a
r
/∂
β
u‖a+α+1,ψeS¯ +
∑
|ν|≤a1+|β1|+2
‖∇η∂
νu‖α+1,(1−ψ)eS¯ . (C.270)
D Scaling Analysis and Affine Motion
An alternative derivation of the nonisentropic affinemotion discussed in Section 1.1 is available directly
from the structure of the original Eulerian equations.
First for any given (ρ,u, S, p) andA ∈ GL+(3), consider the followingmass critical transformation
ρ(t, x) = (detA)−1ρˆ(s, y), (D.271)
u(t, x) = (detA)
1−3γ
6 A uˆ(s, y), (D.272)
S(t, x) = Sˆ(s, y), (D.273)
p(t, x) = (detA)−γ pˆ(s, y), (D.274)
ds
dt
= (detA)
1−3γ
6 , (D.275)
y = A−1x. (D.276)
If (ρ,u, S, p) solve (1.1)-(1.2) and (1.4)-(1.5) in Ω(t), then (ρˆ, uˆ, Sˆ, pˆ) solve
∂sρˆ+ div (ρˆuˆ) = 0 (D.277)
ρˆ(∂suˆ+ uˆ · ∇uˆ) + Λ∇(pˆ) = 0 (D.278)
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∂sSˆ + uˆ · ∇Sˆ = 0 (D.279)
pˆ = ρˆγeSˆ , (D.280)
in Ωˆ(s) = A−1Ω(s) with Λ = (detA)
2
3A−1A−⊤.
Motivated by the nearly invariant transformation (D.271)-(D.276), we are looking for a path
R+ ∋ t 7→ A(t) ∈ GL
+(3),
and consider the transformation
ρ(t, x) = (detA(s))−1ρ˜(s, y), (D.281)
u(t, x) = (detA(s))
1−3γ
6 A(s) u˜(s, y), (D.282)
S(t, x) = S˜(s, y), (D.283)
p(t, x) = (detA(s))−γ p˜(s, y), (D.284)
ds
dt
= (detA(t))
1−3γ
6 , (D.285)
y = A(t)−1x. (D.286)
We seekA(t) such that this transformation solves the vacuum free boundary nonisentropic Euler system
(1.1)-(1.11). Introduce
µ(s) := detA(s)
1
3 , B(s) := −A−1As.
Then (1.1)-(1.2) and (1.4)-(1.5) can be written as
ρ˜
(
∂su˜+
1− 3γ
2
µs
µ
u˜−Bu˜+B(y · ∇)u˜+ (u˜ · ∇)u˜
)
+ Λ∇(p˜) = 0, (D.287)
∂sρ˜− 3
µs
µ
ρ˜+By · ∇ρ˜+ div(ρ˜u˜) = 0, (D.288)
∂sS˜ + u˜ · ∇S˜ +By · ∇S˜ = 0, (D.289)
p˜ = ρ˜γeS˜ . (D.290)
Next make the important change of variables
U(s, y) := u˜(s, y) +B(s)y. (D.291)
Notice that
U · ∇U = u˜ · ∇u˜+By · ∇u˜+Bu˜+B2y,
∂sU = ∂su˜+Bsy,
div(By) = −Tr(A−1As) = −
∂s detA(s)
detA(s)
= −3
µs
µ
.
Then (D.287)-(D.289) can be expressed as
∂sU+ (U · ∇)U+
(
1− 3γ
2
µs
µ
Id− 2B
)
U−
(
Bs −B
2 +B
1− 3γ
2
µs
µ
)
y + Λ
1
ρ˜
∇(p˜) = 0,
(D.292)
∂sρ˜+ div (ρ˜U) = 0, (D.293)
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∂sS˜ +U · ∇S˜ = 0. (D.294)
We now seek a special solution of (D.292)-(D.294) and (D.290) in Ω = B1(0) by settingU = 0. Then
(D.293)-(D.294) reduce to ∂sρ˜ = ∂sS˜ = 0 which implies ρ˜ and S˜ are only y-dependent. Furthermore
by (D.290), p˜ is also only y-dependent.
Now for (D.292) to hold, we need to solve(
Bs −B
2 +
1− 3γ
2
µs
µ
B
)
y = Λ
1
ρ˜
∇p˜. (D.295)
Let
1
ρ˜
∇p˜ = −δy in Ω. (D.296)
By a simple argument, this equation implies p˜ and ρ˜ are radial functions. Thus S˜ is also radial. Now
(D.295) will be satisfied if B solves the ODE system
Bs −B
2 +
1− 3γ
2
µs
µ
B = −δΛ. (D.297)
Now using the definition of B and dt
ds
= (detA(t))−
1−3γ
6 , we have
Bs = − detA
3γ−1
6 ∂t(A
−1At detA
3γ−1
6 )
= detA
3γ−1
3 A−1AtA
−1At − detA
3γ−1
3 A−1Att −
3γ − 1
6
detA
3γ−1
3 A−1At
∂t detA
detA
= B2 +
3γ − 1
2
µs
µ
B − detA
3γ−1
3 A−1Att.
Thus recalling the definition of Λ, (D.295) is equivalent to the following ODE system for A
− detA
3γ−1
3 A−1Att = −δ detA
2
3A−1A−⊤.
which can be written exactly as the affine fundamental system
Att = δ detA
1−γA−⊤. (D.298)
Finally since ρ˜ and p˜ are radial, (D.296) gives the fundamental affine ODE
p˜′(r) = −δrρ˜(r). (D.299)
Then using (D.290) and our vacuum condition, from (D.299) we can obtain the explicit affine entropy
formula for eS˜ in terms of ρ˜
eS˜(r) =
δ
´ 1
r
ℓρ˜(ℓ) dℓ
(ρ˜(r))γ
. (D.300)
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