Unsupervised learning in a generalized Hopfield associative-memory network is investigated in this work. First, we prove that the (generalized) Hopfield model is equivalent to a semi-restricted Boltzmann machine with a layer of visible neurons and another layer of hidden binary neurons, so it could serve as the building block for a multilayered deep-learning system. We then demonstrate that the Hopfield network can learn to form a faithful internal representation of the observed samples, with the learned memory patterns being prototypes of the input data. Furthermore, we propose a spectral method to extract a small set of concepts (idealized prototypes) as the most concise summary or abstraction of the empirical data.
I. INTRODUCTION
Biological nervous systems store patterns in a distributed way by encoding memory in the synaptic weights of neuron-neuron connections [1] . Hebb in 1949 conceived a fundamental microscopic mechanism of associative learning by suggesting that simultaneous excitations of pre-and post-synaptic neurons will lead to an increase in the synaptic weight [2] . Inspired by this Hebbian rule, Amari and peers in the 1970s constructed the first neural network models for associative memory and concept formation [3, 4] . Later in 1982 Hopfield designed an explicit memory-encoding formula to investigate the storage capacity of associative-memory networks [5] . The energy function of the Hopfield model is
where v ≡ (v 1 , v 2 , . . . , v N ) denotes a generic spin configuration of the N neurons in the system, with v i = +1 (active) or v i = −1 (quiescent). The coupling W ij between neurons i and j are determined by the K stored memory patterns ξ µ ≡ (ξ 
In the case of the stored patterns being binary and completely random (ξ µ i = ±1 for i ∈ [1, N ] and µ ∈ [1, K]), reliable memory retrieval is feasible as long as the number K of stored patterns is below 0.14N [6] .
The storage capacity of the Hopfield model and its extensions has been thoroughly explored in the statistical physics community following these pioneering work [3, 5, 6] . However, the dynamical processes of learning in the Hopfield network were much less investigated. Huang * Corresponding author. Email address: zhouhj@itp.ac.cn considered learning as an inverse Ising problem in several recent papers [7] [8] [9] , but he focused on the neuron-neuron couplings W ij instead of the memory patterns ξ µ . The Hopfield model is a recurrent neural network in which every neuron is directly affected by all the other neurons. It has not yet been widely adopted in deep-learning applications [10] . Instead the restricted Boltzmann machine (RBM) proposed by Smolensky in 1986 [11] has been much more popular. An RBM is an extension of a perceptron [4] . It has a layer of N visible neurons and another layer of K hidden neurons, and its energy function is
where h ≡ (h 1 , h 2 , . . . , h K ) is a spin configuration of the hidden neurons. The bias parameters a i and b µ and the coupling C iµ between visible and hidden neurons are usually learned on a large set of sample configurations v of the visible neurons [10, [12] [13] [14] [15] . From the learned coupling matrix one can define K feature vectors as f µ ≡ (C 1µ , C 2µ , . . . , C N µ ) for µ = 1, 2, . . . , K. The hidden (output) neurons of one RBM can serve as the visible (input) neurons of another RBM to form a multilayered deep neural network [10, 13] .
The RBM (3) is a bipartite network with conditional independence within the visible neurons and within the hidden neurons. Configuration sampling is therefore much easier in the RBM than in the Hopfield model. On the other hand, the feature vectors f µ inferred by the RBM often have only little apparent resemblance to the individual input visible configurations [10, 12, 14] . It is quite non-trivial to interpret the "physical" meanings of the feature vectors and to figure out what the RBM has really learned about the input data.
In the last few years there was a revival of research attention on the Hopfield neural network [16] [17] [18] [19] . Of especial interest to us was the demonstration by Krotov and Hopfield that dense associative-memory networks can achieve very good performance in recognizing patterns through supervised learning [16, 17] . In the present work we extend these earlier efforts to study unsuper-vised leaning in the (generalized) Hopfield network. Different from Refs. [16, 17] which focused on the discrimination performance, here we aim at achieving better understanding on the learned memory parameters and on the learning capacity of the Hopfield network.
In the next section we describe in more detail the generalized version of the Hopfield model and then prove its equivalence to a semi-restricted Boltzmann machine (semi-RBM) with two layers of binary neurons. This equivalence means that the Hopfield network can be stacked to form a deep neural network. After describing the learning algorithm in Sec. III, we then work on random datasets obtained through a simple generative process (Sec. IV) and on the MNIST data set of handwritten digits (Sec. V). We demonstrate that the learned memory patterns of the Hopfield neural network can be interpreted as prototypes of the input microscopic configurations. It is also possible to extract a small set of "concepts" (idealized prototypes) from the much larger set of learned memory patterns. These extracted concepts are the most concise summary or abstraction of the input data.
Our work is an effort to explore the statistical physics of learning. For the sake of clarity we only consider the simplest network architecture in the present work. When several Hopfield networks cooperate with each other in the form of a multilayered deep network, the learning power will surely be further boosted [20] . A lot of theoretical and algorithmic efforts are needed along this important direction.
II. THE GENERALIZED HOPFIELD MODEL
We consider a generalized form of the Hopfield model, which contains N neurons and K stored patterns. This model is equivalent to a semi-RBM with N visible neurons and K binary hidden neurons.
A. Associative memory
An instantaneous state (configuration) of the N neurons is v ≡ (v 1 , v 2 , . . . , v N ) with v i ∈ ±1. This microscopic configuration evolves with time under the constraints of K memory patterns. The µ-th memory pattern is denoted as ξ µ ≡ (ξ 
where E µ (v) is the pattern energy associated with ξ µ . The µ-th memory pattern favors configurations v that are similar to ξ µ . Let us define the overlap, q µ , between
The generalized Hopfield model and the corresponding Boltzmann machine. (a) The Hopfield model as a bipartite graph of variable nodes (circles) and factor nodes (squares). Each variable node denotes a neuron i ∈ {1, 2, . . . , N } and its state is vi ∈ ±1. Each factor node µ ∈ {1, 2, . . . , K} denotes the energy associated with a memory pattern ξ µ ≡ (ξ configuration v and pattern ξ µ as
In this work we follow Ref. [16] and assume that the pattern energy E µ is equal to the p-th power of q µ , namely
Notice that if the spin configuration v is very similar to ξ µ and so q µ is of order unity, the pattern energy
On the other hand, if v is almost orthogonal to ξ µ with q µ ≈ 0, the pattern energy E µ ≈ 0. The exponent p in Eq. (6) is chosen to be p = 2 in the original Hopfield model [5] , which leads to the twobody interaction model (1) . It is well established that the storage capacity of associative memory is proportional to N p−1 [16, [21] [22] [23] , so choosing p ≥ 3 enhances the discrimination power of the neural network [17] . In the present work we consider both the case of p = 2 and the more general cases of p ≥ 3. For simplicity we assume that the exponent p is the same for all the pattern energies, but in practical applications it might be helpful to allow p to be pattern-dependent. For example, if we assign an energy function E ν (v) = − The Hopfield model (4) can be described by a bipartite graph of variable nodes (circles) and factor nodes (squares), with each variable node representing a neuron and each factor node representing the energy function of a pattern ( Fig. 1(a) ). Each pattern ξ µ is stored distributively as the synaptic weights ξ µ i of the edges between factor nodes and variable nodes. In this paper we study unsupervised learning in the Hopfield model, so the synaptic weights will change during the learning process.
B. Equivalence to a semi-RBM
The Hopfield model as defined by Eq. (4) has only one layer of neurons. In the special case of p = 2 this model has been mapped to a RBM with another layer of hidden neurons, but the state of each hidden neuron has to be a continuous variable instead of being binary [18] . We find that it is actually easy to introduce a layer of hidden binary neurons to the general system (even for p = 2) to convert it to a semi-RBM. As shown in Fig. 1(b) , we can attach a hidden neuron µ to the factor node of memory pattern ξ µ and assign it a binary state h µ ∈ ±1. The partition function Z for this semi-RMB is defined as
where
is a generic configuration of the K hidden neurons. At a given inverse temperature β, the Boltzmann factor Z µ (h µ , v) associated with the factor node µ is defined in the following way:
while for p being odd
It is easy to check that the Boltzmann factor Z µ is guaranteed to be positive. Notice that if the configurations h of the hidden neurons are summarized out in Eq. (7) the partition function is simplified to
which is just the partition function for the Hopfield model (4). The Hopfield model (4) is therefore equivalent to a Boltzmann machine with a layer of visible neurons and a layer of hidden neurons. Each memory pattern ξ µ is associated with a many-body interaction in the Boltzmann machine which involves N visible neurons and one hidden neuron, and its energy E µ is
Notice that, given a configuration h of the K hidden neurons, the states of the N visible neurons are still strongly depend on each other. This non-symmetry between the hidden and visible layers might actually be a beneficial property in practical learning tasks [24] .
Given a configuration v of the N visible neurons, the states of the K hidden neurons are conditionally independent and they are easy to sample. If the overlap between v and ξ µ is positive (q µ > 0), the mean value of h µ is
which is also positive. On the other hand, if q µ < 0, then the mean value of h µ is negative and is expressed as
The state h µ of the hidden neuron can be understood as an output signal: if h µ = 1, the output neuron µ judges that the input configuration v is similar to the memory pattern ξ µ ; while if h µ = −1, the input configuration v is judged to be distinct from the memory pattern. We can regard a configuration h of the K hidden neurons as a representation of the visible configuration v. If needed, this representation h can serve as the input to another Hopfield neural network for further processing. Therefore the semi-RBM (7) can be easily extended into a deep (multilayered) neural network.
III. TRAINING ALGORITHM
Given a collection of input spin configurations v (the observed data) as the learning task, there are many unsupervised learning methods [10] to train the Hopfield model (4). Here we adopt the Contrastive Divergence (CD) algorithm of Hinton [12, 14] for its simplicity. The numerical results of the next two sections are essentially unchanged with other more sophisticated learning methods such as pseudo-likelihood maximization [25] and mean-field inference algorithms [26, 27] .
The associative-memory network (4) is a typical energy-based model which assigns an energy to each microscopic configuration. Learning corresponds to modifying the energy function so that the observed (input) spin configurations are the most typical configurations of the model. At inverse temperature β and with the set of memory parameters {ξ µ }, the probability of observing a particular configuration v is
where Z is the partition function defined in Eq. (11). Our goal is to maximize the probabilities P (v) for the observed sample configurations v. Since the memory parameters ξ µ i are adjusted during the learning process, without loss of generality we set β ≡ p!N p−1 to simplify the notation. Under this convention, the loss function
We perform stochastic gradient ascent on the loss function to guide the evolution of the memory parameters ξ µ i . Given an observed configuration (v 1 , v 2 , . . . , v N ) and trying to increase its log-likelihood of being observed, the updating rule for ξ
Here is the learning rate and is chosen to be a small positive value; c is a regularization coefficient to avoid overfitting; and the increment ∆ξ
The first term of Eq. (18) is straightforward to compute. The second term, however, is much harder as it involves sampling configurations v from the probability distribution (15) . In the CD algorithm, sampling from P (v ) is achieved by Monte Carlo simulations [14] . At the beginning of each learning epoch, we first divide the training samples uniformly at random into equal-sized minibatches, each of which containing a small number of samples. To learn from a minibatch B, we first obtain the average of the first term of Eq. (18) on the samples in B. Then, starting from each spin configuration v in B, we generate a Markovian chain of spin configurations and record the final configuration v at the R-th iteration step. Each iteration step consists of N elementary updating trials; in each of such trials a neuron i is chosen uniformly at random from the N neurons and its spin state is updated by the conventional Metropolis importance sampling rule [28] (all the other spins are kept unchanged). After a set of model configurations v is sampled through this process, the second term of Eq. (18) is then approximated by averaging over all these model configurations (without the reweighting factor P (v ), of course).
After all the minibatches of sample configurations are examined once by the above-mentioned updating process, one epoch of the learning process is finished. Then another learning epoch is carried on with newly assembled minibatches, until all the memory patterns ξ µ are stabilized and the summed value of L(v) over all the input configurations v no longer increases with further learning.
In all the numerical simulations of the present work, the learning rate is fixed to = 0.05, the regularization coefficient is fixed to c = 0.05, and the minibatch size is fixed to be 200. The total number of learning epochs is set to be T = 20 for p = 2 and to be T = 50 for p = 5 unless otherwise specified. The iteration step R of each Monte Carlo trajectory is set to be R = T unless otherwise specified. Our choice of parameter values may not necessarily be optimal in terms of learning efficiency, but we have checked that the numerical results of the next two sections are robust to small variations in these learning parameters.
IV. APPLICATION ON RANDOM DATASETS
We first apply the Hopfield learning system to randomly generated datasets. A random dataset is generated by two steps: with the remaining probability f . The adjustable parameter f is the noise level.
By construction these samples form S 0 clusters. The total number of sample configurations is then S = S 0 × S 1 and these samples serve as the input data for the unsupervised learning task.
In our numerical simulations the number of neurons is fixed to N = 784 and the number of perturbed copies for each seed configuration is set to S 1 = 1000. We change the degree of learning difficulty by changing the seed number S 0 .
A. Number of planted clusters being S0 = 20
At a given noise level f we generate S = 20, 000 perturbed configuration samples v from S 0 = 20 random seed configurations. Unsupervised learning (with K = 500 memory patterns and energy exponent p = 2) is then performed on this dataset.
To measure the similarity of two memory patterns ξ µ and ξ ν , we define the distance d µν and the overlap q µν between them as
With these K(K − 1)/2 distance values d µν , we can perform a hierarchical minimum-variance clustering analysis on the K learned memory patterns [29] [30] [31] .
The results of this clustering analysis are shown in Fig. 2(a) and Fig. 2(b) for noise level f = 0.10 and f = 0.45, respectively. We see that the learned memory patterns faithfully manifest the hidden planted structure of the sample configurations, even at very high noise level f = 0.45. The 500 memory patterns form 20 different groups, with each group containing ≈ 25 elements. We have also verified that the memory patterns of each group have relatively high similarity with one of the seed configurations v (m) but are distinct from the other seed configurations, see Fig. 3(a) . The K learned memory patterns can therefore be interpreted as prototypes of the S input sample configurations.
An interesting question is: can we reconstruct the S 0 seed configurations solely from the K learned memory patterns? Let us denote by Ξ m the set of memory patterns belonging to one of the S 0 clusters (blocks) in the overlap matrix. A direct way to infer the corresponding seed configuration is to define an averaged memory as the prediction on the i-th spin of the seed configuration, we find that the reconstruction error is zero for f ≤ 0.20 but goes beyond 10% for f ≥ 0.35, see Fig. 3(a) .
Given the set Ξ m of memory patterns belonging to the same cluster, we can define a N ×N memory matrix J (m) through the following expression for all its elements:
Notice the summation is restricted to memory patterns in Ξ m . The matrix J (m) is real-valued and is symmetric. We find that the largest eigenvalue (λ 
Without loss of generality we may requireξ (m) to have
In this work we refer toξ (m) as a "concept" (or an idealized prototype) extracted from the learned memory patterns. Since the memory patterns form S 0 clusters (Fig. 2) , we get S 0 different concepts. (20))are compared with spectral inference based on the extracted concepts (Concept, Eq. (22)).The number of neurons is N = 784; the energy exponent is p = 2 (except for the square points, for which p = 5); the number of memory patterns is K = 500 (except for the diamond points, for which K = 2000).
We find that, when the noise level f ≤ 0.25, the sign vectors of the S 0 extracted concepts are identical to the S 0 seed configurations ( Fig. 3(a) ). At high noise levels (f ≥ 0.30) we fail to perfectly recover all the seed configurations from the concepts, but still the extracted concepts contain more information about the seed configurations than the averaged memory patterns ξ (m) . The performance of reconstruction can be improved by increasing the number K of memory patterns (see next subsection) or by choosing a larger energy exponent p (e.g., taking p = 5, see square points of Fig. 3(a) ).
B. Number of planted clusters being S0 = 80
We then increase the number of random seed configurations to S 0 = 80 to see whether unsupervised learning is still feasible. At a given noise level f we generate S = 80, 000 perturbed sample configurations from the S 0 seed configurations.
For the Hopfield model with energy exponent p = 2 and number of memory patterns K = 500, we observe that the learned memory patterns do not form 80 perfect clusters but instead form a few number of merged larger clusters (Fig. 4(a) ), indicating that the system fails to fully capture the hidden structure of the input data. However, the learning performance improves if we add more memory patterns to the network. At K = 2000, for example, the learned memory patterns form 80 perfect clusters (Fig. 4(b) ). Error-free reconstruction of the 80 seed configurations is achieved from the extracted 80 concepts when the noise level f ≤ 0.20, see diamond points of Fig. 3(b) .
We can also improve the performance of the Hopfield model by choosing a larger value of the energy exponent p. If we set p = 5, for example, the learned memory pat- terns will again form 80 clusters of approximately equal size even if the number of memory patterns is kept to the smaller value of K = 500 (each cluster then contains 6.25 memory patterns on average). Error-free reconstruction of all the random seed configurations is again achieved for noise levels f ≤ 0.20, see square points of Fig. 3(b) .
C. Number of planted clusters being S0 = 120
We now further increase the learning difficulty and set the number of random seed configurations to be S 0 = 120. At a given noise level f we generate S = 120, 000 perturbed sample configurations from these seed configurations. A Hopfield network containing K memory patterns then learns from these samples. The energy exponent is set to be p = 2 for simplicity.
When K ≤ 4000 we find the Hopfield network does not completely succeed in forming 120 clusters of memory patterns. Instead some of the seed configurations have no memory pattern to represent them, while some other seed configurations are represented by too many memory patterns. The overlap matrix of the memory patterns has similar structure to that of Fig. 4(a) .
However, if a larger K value is chosen, the Hopfield network again achieves a perfect representation of the input configurations. As demonstrated in Fig. 5 for K = 4800, the learned memory patterns form 120 clusters of ap- The overlap matrix (qµν ) between the memory patterns (ξ µ and ξ ν ) that are learned through the CD algorithm. The training dataset has 120, 000 configuration samples of dimensionality N = 784, which are generated based on S0 = 120 random seed configurations at noise level f = 0.10. The energy exponent of the Hopfield model is p = 2, while the number of memory patterns is K = 4800. The learned memory patterns form 120 clusters, each of which containing ≈ 40 patterns.
proximately equal sizes, with each cluster corresponding to one seed configuration.
Although the number S 0 of random seed configurations is exceeding the storage capacity 0.14N (= 110) predicted in Ref. [6] , it is not a real contradiction, since the synaptic weights ξ µ i take real values here instead of being binary and the network is not required to memorize any particular binary configurations [32] . But we indeed observe that the Hopfield network needs more learning epochs T to finish this difficult task (here we take T = 50). Consistent with the experience in [33] , we find that the learning performance can be further improved if the minibatch size of the CD algorithm is set to smaller values.
V. APPLICATION ON HANDWRITTEN DIGITS
As a real-world application we consider the MNIST dataset of handwritten digits [34] . This dataset contains 60, 000 training images. Each image is square-shaped and is comprised of N = 28 × 28 = 784 pixels with integer grey level ranging from 0 to 255. In the present work we consider the black-white image version by mapping all the positive pixel values to +1 and the zero pixel value to −1. Therefore each training image is a spin configuration of dimension N . Each input image corresponds to one of the ten digits 0, 1, . . . , 9 (but this label is not used in unsupervised learning). We use these sample configurations to train a Hopfield network. The energy exponent of the network is fixed to p = 2 and the number of memory patterns is set to be K = 500.
Similar to the observations in the preceding section, we find that the learned memory patterns form 10 welldistinguished clusters (Fig. 6) . The memory patterns in each cluster are all prototypic handwritten forms of the same digit (see Fig. 7 for some examples). Due to the fact that the ten digits appear in the training dataset with almost equal frequency, the sizes of the 10 clusters of memory patterns are approximately equal. By applying Eq. (21) and Eq. (22) on these clusters we can obtain ten concepts (idealized prototypes) as the most succinct summary of the 60, 000 input images, see Fig. 8 . Indeed these are the abstractions formed by the Hopfield neural network after learning from the input images. It may be tempting for us to take these ten concepts as the 'ideal' (and most beautiful) handwritten digits [35] .
It was observed by Krotov and Hopfield [16] that, when the Hopfield model with energy exponent p = 2 was used to classify the images of the MNIST dataset into ten groups by supervised learning, the learned memory patterns do not look like digits, they are features of these digits but not prototypes. These authors estimated that a feature-to-prototype transition in the learned memory patterns occurs at a rather large value of p ≈ 20 [16] in their supervised learning simulations. In our simulations of unsupervised learning, however, we find that the learned memory patterns are always prototypes for any p ≥ 2, even when the iteration step of the Monte Carlo routine in the CD algorithm is set to be the minimum value of R = 1 (see left panel of Fig. 7) . Such a big difference might be due to the fact that supervised learning and unsupervised learning have very different optimization objectives.
VI. CONCLUSION AND DISCUSSIONS
Inspired by the very recent work of Krotov and Hopfield [16, 17] , in the present paper we studied unsupervised learning on the (generalized) Hopfield neural network and discussed the meaning of the learned memory parameters and their potential usefulness in the era of big data and deep learning. We demonstrated that the Hopfield network stores a set of prototypes of the input sample configurations in its edge weights, and these prototypes form different clusters if the input configurations have an intrinsic community structure. We further suggested that a small set of concepts (or idealized prototypes) can be extracted from the learned memory patterns to reveal the most essential properties of the input configurations. These results may facilitate application of the Hopfield neural network to high-dimensional data clustering, pattern recognition and reconstruction.
We also pointed out that the Hopfield model is equivalent to a semi-restricted Boltzmann machine ( Fig. 1(b) ). Given an input binary configuration v, some binary configurations h of the hidden neurons can be generated by the learned semi-RBM in a straightforward way. These output configurations can be regarded as representations of the input configurations v and, if necessary, they can serve as inputs to another Hopfield network for further processing.
The unsupervised-learning performance of the Hopfield network improves when a larger exponent p of the pattern energy function is chosen. But a quite encouraging observation was that, even if we simply set p = 2 the network can still achieve unsupervised prototype learning. A value of p = 2 might be favorable than a large value of p (say p ≥ 30 as in [16] ) because it takes much fewer learning epochs to train the network. Indeed an energy function (6) with p = 30 is certainly not biologically natural.
When the number S 0 of clusters in the input configurations increases, we experienced that the number K of memory patterns in the Hopfield network needs to be increased accordingly. This is intuitively reasonable, since the statistical property of a cluster of configurations can only be well represented by a sufficient large number of prototypes in the memory. When the dimension N of the input configurations is large, we guess that K should scale at least linearly with S 0 (e.g., K ≥ 30S 0 ). Rigorous theoretical studies on the quantitative relationship between the cluster number S 0 and the memory size K need to be carried out in the near future.
For simplicity we assumed the the state v i of each visible neuron i is binary. This assumption can be relaxed in practical applications. For the most general situation of v i being a continuous variable, we may define the pattern energy E µ in Eq. (4) to be an increasing function of the Euclidean distance between v and the memory pattern ξ µ . In the simplest situation of binary configurations, it might also be helpful to introduce a threshold parameter q 0 µ and modify the pattern energy expression (6) into E µ (v) ∝ q µ −q 0 µ p . The optimal threshold values q 0 µ can also be learned from the input configurations.
In the present work, the memory parameters ξ µ i in Eq. (5) take real values. It may also be very interesting to consider discrete synaptic weights (e.g., ξ µ i ∈ {−1, 0, +1}) [36] [37] [38] [39] [40] . Discrete synaptic weights are quite desirable for theoretical treatments of unsupervised learning, but they may pose additional challenges for learning algorithms. Mean-field inference methods inspired by spin glass physics might be very helpful in this respect [26, 41, 42] .
The datasets studied in this paper are relatively simple, they do not reflect the true complexity of real-world high-dimensional data, which usually have very rich hierarchical structures [18, 43, 44] . A single-layered Hopfield neural network is of course not sufficient for most practical applications. A natural next step is to investigate unsupervised learning in multilayered Hopfield neural networks.
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