We examine the metallicity distribution function (MDF) and fraction of carbon-enhanced metal-poor (CEMP) stars in a sample that includes 86 stars with [Fe/H] ≤ −3.0, based on high-resolution, high-S/N spectroscopy, of which some 32 objects lie below [Fe/H] = −3.5. After accounting for the completeness function, the "corrected" MDF does not exhibit the sudden drop at [Fe/H] = −3.6 that was found in recent samples of dwarfs and giants from the Hamburg/ESO survey. Rather, the MDF decreases smoothly down to [Fe/H] = −4.1. Similar results are obtained from the "raw" MDF. We find the fraction of CEMP objects below [Fe/H] = −3.0 is 23 ± 6% and 32 ± 8% when adopting the Beers & Christlieb and Aoki et al. CEMP definitions, respectively. The former value is in fair agreement with some previous measurements, which adopt the Beers & Christlieb criterion.
INTRODUCTION
Metal-poor stars provide critical information on the earliest phases of Galactic formation (see e.g., the reviews by Norris 2011) . Their chemical abundances shed light upon the nature of the first stars to have formed in the Universe, and the nucleosynthesis which seeded all subsequent generations of stars. This is the third paper in our series, which focuses upon the discovery of, and high-resolution, high signal-to-noise ratio (S/N) spectroscopic analysis of, the most metal-poor stars. Here we explore two key issues: the metallicity distribution function (MDF) and the fraction of carbon-enhanced metalpoor (CEMP) 12 stars at lowest metallicities.
Any model purporting to explain the formation and evolution of our Galaxy must be able to reproduce the observed MDF. The ingredients of such models include the initial mass function (IMF), nucleosynthetic yields, and inflow or outflow of gas. Observations of the MDF can constrain these initial conditions and physical processes. Since the early work by Hartwick (1976) , measurements of the MDF involve increasing numbers of stars with more accurate metallicity measurements (see e.g., Laird et al. 1988; Ryan & Norris 1991) . One of the basic predictions of Hartwick's Simple Model of Galactic Chemical Enrichment is that the number of stars having abundance less than a given metallicity should decrease by a factor of ten for each factor of ten decrease in metallicity 13 . Norris (1999) presented observational support for this suggestion, down to [Fe/H] ∼ −4.0, below which it appeared to be no longer valid. More recently, Schörck et al. (2009) and Li et al. (2010) presented MDFs of the Galactic halo using 1638 giant and 617 dwarf stars, respectively, from the Hamburg/ESO Survey (HES: Wisotzki et al. 1996) . Below [Fe/H] = −2.5, the MDFs for dwarfs and giants were in excellent agreement. A prominent feature of both MDFs was the apparent lack of stars more metal-poor than [Fe/H] = −3.6. While a handful of such stars are known, the sharp cutoff in the MDF has important implications for the critical metallicity above which lowmass star formation is possible (e.g., Salvadori et al. 2007 ). More detailed studies of the MDF, and in particular the lowmetallicity tail, are necessary to confirm and constrain the star formation modes of the first stars (e.g., Bromm & Larson 2004) .
The HK survey (Beers et al. 1985 (Beers et al. , 1992 revealed that there is a large fraction of metal-poor stars with unusually strong CH G-bands indicating high C abundances. With the addition of numerous metal-poor stars found in the HES, the CEMP fraction at low metallicity has been confirmed and quantified, with estimates ranging from 9% ) to > 21% (Lucatello et al. 2006) . These numbers are consid- . 13 While a number of chemical evolution models (e.g., Kobayashi et al. 2006 , Karlsson 2006 , Salvadori et al. 2007 , Prantzos 2008 , and Cescutti & Chiappini 2010 have improved upon the one-zone closedbox Hartwick model, the general behavior remains largely unchanged.
erably larger than the fraction of C-rich objects at higher metallicity, the so-called CH and Ba stars, which account for only ∼ 1% of the population. The fraction is even larger at lowest metallicity: below [Fe/H] < -4.5, 75% of the four known stars belong to the CEMP class Caffau et al. 2011) . To explain these large fractions, several studies argue that adjustments to the IMF are necessary (e.g., Lucatello et al. 2005; Komiya et al. 2007; Izzard et al. 2009 ). Carollo et al. (2012) offer an alternative interpretation for the increase of the CEMP fraction they observe in the range −3.0 < [Fe/H] < −1.5 in terms of a dependence of CEMP fraction on height above the Galactic plane. In their most metal-poor bin at [Fe/H] ∼ -2.7, they report C-rich fractions of 20% and 30% for their inner-and outer-halo components, respectively (see their Figure 15 ). In their view, this can be accounted for by the presence of different carbon-production mechanisms (some not involving the presence of AGB nucleosynthesis) that have operated in the inner-and outer-halo populations.
An understanding of the CEMP stars is complicated by the fact that they do not form a homogeneous group: Aoki (2010) shows that below [Fe/H] = -3.0, the CEMP stars are principally (90%) CEMP-no stars, while for [Fe/H] > -3.0, the CEMP-s class predominates. These differences lie outside the scope of the present paper. Here we seek to constrain only the fraction of CEMP stars at lowest abundance, [Fe/H] < -3.0, and to compare the results with the fractions determined at higher abundances. In Paper IV (Norris et al. 2012b) we shall address the nature of the CEMP-no stars, which comprise the large majority of CEMP stars in our extremely metal-poor sample.
OBSERVATIONS AND ANALYSIS
In Norris et al. (2012a;  Paper I), we presented highresolution spectroscopic observations of 38 extremely metalpoor stars ([Fe/H] < −3.0; 34 newly discovered), obtained using the Keck, Magellan, and VLT telescopes, including the discovery and sample selection, equivalent-width measurements, radial velocities, and line list. In Paper I, we also described the temperature scale, which consists of spectrophotometry and Balmer-line analysis. In addition to the 38 program stars, we selected 207 stars from the SAGA database (Suda et al. 2008 ) (queried on 2 Feb 2010), and performed a homogeneous re-analysis of this literature sample. All stars were analyzed using the NEWODF grid of ATLAS9 model atmospheres (Castelli & Kurucz 2003) , and the 2011 version of the stellar line-analysis program MOOG (Sneden 1973) , which includes proper treatment of continuum scattering (Sobeck et al. 2011) . They thus have effective temperatures, surface gravities, microturbulent velocities, log g f values, solar abundances (Asplund et al. 2009) We stress again that these metallicities are on our homogeneous system of T eff , log g, ξ t , log g f values, and solar abundances. These are the most metal-poor stars known in our Galaxy, and allow us to address below the key issues of the MDF and CEMP fraction.
Before continuing, we comment on the completeness function and selection biases of the sample. The HES is complete for metallicities below [Fe/H] = −3.0 (Schörck et al. 2009; Li et al. 2010) . To estimate the completeness, Schörck et al. (2009) and Li et al. (2010) used the Simple Model to generate a metallicity distribution function and then applied their selection criteria to obtain the MDF which would have been observed in the HES (see Section 6 in Schörck et al. 2009, and Section 3.4 in Li et al. 2010 for further details). From Paper I, we can compute the completeness function for the ∼ 30 HES candidates having high-resolution, high-S/N spectra discovered in that work. First, we use a linear transformation to place the medium-resolution metallicities, [Fe/H] K , from Paper I onto the high-resolution abundance scale, [Fe/H] . We then compare the number of HES stars observed at high resolution with the total number of HES stars observed at medium resolution, and from which the stars observed at high resolution were selected, as a function of [Fe/H] . We use this ratio to correct the MDFs in the following subsection. In a similar manner, we are able to determine the completeness function for the ∼ 50 HK-survey stars in our extended sample, by using material in the medium-resolution HK database maintained by T. C. B.
The Metallicity Distribution Function (MDF)
Our MDFs are presented in Figure 1 15 , where in the left panels the scale of the ordinate is linear and for those on the right it is logarithmic. The two uppermost panels each contain MDFs constructed from the raw data for the 38 program stars and the total sample of 190 objects. We use generalized histograms, in which each data point is replaced by a Gaussian of width σ = 0.30 16 dex. The Gaussians are then summed to produce a realistically smoothed histogram.
Construction of our smoothed MDF includes uncertainties, which we estimate in the following manner using Monte Carlo simulations. We replaced each data point, [Fe/H] , with a random number drawn from a normal distribution of width 0.15 dex, centered at the [Fe/H] of the given data point. We repeated this process for each data point in our collective sample of 190 stars, and a generalized histogram was constructed 14 For nine program stars, we could not determine whether they were dwarfs or subgiants. For the subset of those stars included in this paper, we present the results for both cases in Table 1 . In all figures, unless noted otherwise, we adopt the average [Fe/H] and [X/Fe] from the dwarf and subgiant analyses for these stars. For the nine objects, the average differences are [Fe/H] 15 All figures were generated using the full sample, presented in Paper II. 16 We regard our typical uncertainty in [Fe/H] to be 0.15 dex, rather than 0.30 dex. Given our still relatively limited sample size, using σ = 0.15 dex produces spurious structure in our MDF. None of our conclusions depend upon our choice of σ in constructing the MDF. for this new sample. We repeated this process for 10,000 new random samples, producing a generalized histogram for each new random sample. At a given [Fe/H], we then have a distribution of some 10,000 values, one for each MDF. We measured the FWHM of this distribution, and adopt this value as an estimate of the uncertainty in our MDF at a given [Fe/H]. In Figure 1 (c), we plot the fractional uncertainty, where a value of 0.2 represents a 20% uncertainty in the value of the MDF. The relative uncertainty reaches 50% near [Fe/H] = −4.2, and becomes rapidly larger at lower metallicities, indicating that the sample size loses much statistical significance below this value.
We also constructed a regular histogram to compare with the smoothed MDF. We employed the Shimazaki & Shinomoto (2007) algorithm to determine the optimal bin width (0.272 dex) for the full 190 star sample. As expected, both histograms exhibit a similar behavior.
We corrected the "program star MDF" using the HES completeness function described above in Section 3.1 (here shown together with the HK completeness function in Figure  1 (d)), leaving the "literature sample MDF" unchanged. These MDFs are presented in Figure 1 (panels e-f). We also corrected the full MDF (i.e., "program star + literature sample" MDF) using the HES completeness function, and plot both corrected MDFs in Figure 1 (panels g-h). While the selection biases associated with the discovery of the stars in the SAGA database are not explicit, almost half of the 86 stars (42) in Table 1 carry HK-survey names, while most others (36) have HES-survey nomenclature. It is clear that the majority of stars in Table 1 have been found in those low-resolution spectroscopic surveys, and thus inherit the spectroscopic-and volume-selection biases of those works, plus additional biases imposed in later follow-up with medium-and high-resolution spectroscopy. Many of the HK-survey stars would also have been recovered in the HES survey, but were not renamed. Consequently, using the HES completeness function should be a reasonable step. Given the clear similarity between the HES and HK completeness functions below [Fe/H] = −3.3, the corrected MDF would be essentially identical in this metallicity regime had we used the HK completeness function.
We use a two-sample Kolmogorov-Smirnov (KS) test to compare the MDFs for dwarfs (log g > 3.5) and giants (log g < 3.5). The null hypothesis is that the dwarf and giant MDFs are drawn from the same distribution. For [Fe/H] ≤ −3.0, the two-sample KS test yields a probability of 0.601 (D = 0.167) that the dwarf and giant MDFs are drawn from the same distribution 17 . A similar test for [Fe/H] ≤ −3.5 yields a probability of 0.915 (D = 0.200) that the dwarf and giant MDFs are drawn from the same distribution. Therefore, the null hypothesis that the giants and dwarfs are drawn from the same population cannot be rejected at the 0.10 level of significance, the least stringent level in Table M of Siegel (1956) .
In Figure 1 (a), we overplot the raw MDF from Schörck et al. (2009) (using the values in their Table 3 ). Comparing our sample with Schörck et al. (2009) . This corresponds to the metallicity at which the fractional error (Figure 1(c) ) increases rapidly and, as noted above, the finite sample size loses much statistical significance.
Therefore, taken at face value, and bearing in mind the bi- ases, the apparent cutoff in the HES MDF at [Fe/H] = −3.6 is not confirmed by our data. We identify 13 HES stars in our sample that have [Fe/H] ≤ −3.7 (of which four are contained in the work of Schörck et al. 2009 and Li et al. 2010 ). We speculate that (i) stars in our sample having [Fe/H] < -3.7 were rejected as having strong G-bands (GP 18 > 6 Å), and/or (ii) our abundance scale differs from that adopted in the Schörck et al. (2009) and Li et al. (2010) analyses.
Regarding point (i), none of our objects has GP > 6Å. In particular, we note that the three most Fe-poor HES stars, all of which have large [C/Fe] ratios, are not rejected by this criterion. Concerning point (ii), Figure 2 shows the metallic- In Figure 3 , we compare the raw and corrected MDFs with several model predictions, scaled to match our MDFs at [Fe/H] = −3.5. The rationale for choosing this normalization is that (i) in this metallicity regime we expect that our sample includes the vast majority of stars currently known, albeit with selection biases, and (ii) we hope to provide a more detailed consideration of the MDF at the lowest observed [Fe/H] values.
All predictions, except the Kobayashi et al. (2006) "outflow" model, provide a reasonable fit to the raw and corrected MDFs. The Kobayashi et al. (2006) "infall" model provides a superior fit to our MDF than their "outflow" model (which overpredicts the number of metal-poor stars). The "outflow" model contains (i) outflow, (ii) no infall, and (iii) a low starformation efficiency, while the "infall" model contains (i) no outflow, (ii) infall, and (iii) a much lower star-formation efficiency. Prantzos (2008) adopts a hierarchical merging framework in which the halo is formed from sub-halos, with a distribution in stellar mass, and with the MDF of each sub-halo based on Local Group dwarf satellite galaxies. Both Prantzos models ("outflow" only and "outflow+infall") provide equally good fits to our MDF. Salvadori et al. (2007) provide predictions for different critical metallicities, Z cr , and their Z cr = 10 −4 Z ⊙ and Z cr = 0 models both provide reasonable fits to our MDF. The raw and corrected MDFs indicate that the critical metallicity, above which low-mass star formation is possible, is well below Z cr = 10 −3.4 Z ⊙ , in contrast to the Schörck et al. (2009) and Li et al. (2010) MDFs. In addition to the spectroscopic selection biases noted earlier, we need to be mindful of possible volume-selection biases, and that the real Galactic MDF at low metallicities could be significantly different from the one presented in this paper. Still larger, deeper samples, the biases and completeness of which are better understood, are necessary to obtain this MDF.
On the nature of the MDF
We now explore four aspects of our MDF analysis: (1) choice of a lower-metallicity cutoff versus a highermetallicity cutoff, (2) usage of a regular histogram versus a generalized histogram, (3) adoption of a linear versus a logarithmic scale, and (4) inclusion of elements in addition to Fe when defining the metallicity.
Lower-metallicity cutoff versus higher-metallicity cutoff
In order to explore the first aspect, we adopt the (onezone, closed-box) Simple Model of Galactic chemical evolution (Schmidt 1963; Searle & Sargent 1972; Pagel & Patchett 1975; Hartwick 1976) , and create two MDFs, from which we remove all stars below [Fe/H] = -4.5 (lower-metallicity cutoff) and -4.0 (higher-metallicity cutoff, sometimes referred to as a "sharp cutoff"). Both are populated with stars on a regular grid of step size 0.05 dex, and normalized such that they have 1000 stars below [Fe/H] = −3.0, i.e., some 12 times larger than our 86 star sample in Table 1 Figure 4 show regular histograms for the two MDFs, while panels (f) and (g) show generalized histograms. As expected, the generalized histogram smooths out the data along the abscissa. Given the numbers of stars in the lowest metallicity bins, the lower-metallicity cutoff MDF may appear to have an "extended tail," when represented in generalized histogram format, but in reality, both MDFs now have an additional tail. Figure 4 have linear and logarithmic scales respectively. Panels (d) and (e) (regular histograms) and panels (h) and (i) (generalized histograms) exhibit rather similar trends. When using a logarithmic scale, it is easier to discern where the MDF cuts off, (as every finite sample, observed or simulated, must). The generalized histogram replaces each datum with a Gaussian function, and taking the logarithm of this yields an inverted quadratic function; i.e., each datum contributes an inverted quadratic function to the log panel. In Figure 4 This roll-off meets the populated part of the MDF at a "shoulder", above which the MDF rises with a slope of 1.0, due to the adoption of the Simple Model. The location of the shoulder indicates the metallicity at which either the finite sample size becomes too small to populate the MDF, as in this simulation, or the MDF genuinely departs from the Galactic chemical evolution model pertaining at higher metallicity, as would be the case in the scenarios envisaged by Salvadori et al. (2007) and others discussed in connection with Figure 3 . The fact that the shoulder in our observed MDF (e.g., Figures 1(f) , 1(h) or Figure 3) , determined from highresolution spectroscopic analyses, is located at [Fe/H] = −4.1 or −4.2, and attains a slope close to 1.0 at higher metallicity, gives us the confidence that the MDF does not exhibit a sharp drop at [Fe/H] = −3.6, nor indeed in the metallicity range down to [Fe/H] = −4.1.
Regular histogram versus generalized histogram

Panels (b) and (c) of
Linear versus logarithmic scale
Panels (b,c,f,g) and (d,e,h,i) of
Inclusion of elements in addition to Fe in the "metallicity"
Strictly defined, metallicity (Z) includes all elements heavier than helium, although in practice Fe is widely adopted as the canonical measure of stellar metallicity. Therefore, the In each panel, we plot the linear least squares fit to the data, and show the slope, uncertainty, and dispersion about the slope. In this figure, we include both the dwarf and subgiant [Fe/H] measurements for those program stars with multiple analyses (see Section 2 for details).
MDF discussed thus far is really the Fe distribution function. For the Sun, the seven most abundant metals, in decreasing order, are O, C, Ne, N, Mg, Si, and Fe (Asplund et al. 2009 ). Therefore, in order to explore this fourth aspect of our discussion, the behavior of the MDF when including additional elements, we arbitrarily define Z to consist of C, N, Mg, Si, and Fe. (Of the 86 stars with [Fe/H] ≤ −3.0, there are measurements of C, N, Mg, and Si for 54, 36, 81, and 36 stars respectively.) We compute Z for each star, only considering the set of elements with measurements; that is, we ignore those elements not measured in a given star. In Figure stars having O and C measurements, would be of great interest given the postulated importance of these elements for lowmass star formation in the early Universe (Bromm & Larson 2004; Frebel et al. 2007a) . Additionally, when considering the [Z/H] MDF, we need to be mindful of issues including (a) giants, in general, offer a larger suite of measurable elements than dwarfs, (b) for a fixed abundance, the lines in giants are generally stronger than in dwarfs, thereby enabling measurements in giants, rather than limits for dwarfs, in many cases, and (c) the highest values of Z in Figure 5c Figure 3 . Doing so may provide valuable insights into the triumphs and deficiencies of those models, and indicate ways in which they can be improved.
The Fraction of Carbon-Enhanced Metal-Poor (CEMP) Stars
In Figure 6 , we again plot the raw MDF (using generalized histograms), but on this occasion we also include in the figure the MDF when restricted to CEMP objects, where we have used the CEMP definition of Aoki et al. (2007) (Here we present results using the CEMP definitions of both Aoki et al. 2007 and .) Using Monte Carlo simulations, as described earlier, we estimate the fractional uncertainty in the CEMP MDF, and therefore the uncertainty in the CEMP percentage at a given [Fe/H] . Note that for our 38 program stars from Paper I, C abundances (or limits) were measured from the spectra. For the literature sample, we were unable to conduct the necessary spectrum synthesis re-analysis (since we did not have access to the spectra), and we chose not to make any adjustments to these abundances based on our adopted stellar parameters and metallicity 19 . We also note that for stars with large [C/Fe] ratios (and for metal-poor stars in general), a more rigorous chemical abundance analysis would require, amongst other things, model atmospheres with appropriate CNO abundances and consideration of 3D and/or non-LTE effects (Asplund 2005) . Bearing in mind these shortcomings, as well as issues regarding selection biases and completeness of our sample already discussed, we now comment on the fraction of CEMP stars. We find a CEMP fraction of 32 ± 8% (22 of 69) adopting the Aoki et al. (2007) criteria 20 , and 23 ± 6% (16 of 71) using the Frebel et al. (2006) , and 21 ± 2% Lucatello et al. (2006) , all of which are probably comparable with our value, given the differences in [Fe/H] ranges for the samples. For the 38 program stars of Paper I, there was a bias towards CEMP objects. Our somewhat subjective observing criteria at the Keck and Magellan telescopes, as applied to an evolving candidate list, was to (i) observe the most metal-poor candidates available, (ii) in the event of similar metallicity estimates, prefer giants over dwarfs, and (iii) for more metalrich candidates, observe objects with prominent G-bands in their medium-resolution spectra, with the expectation that a small fraction might be C-rich, r-process enhanced stars sim- ilar to CS 22892-052, some of which might have measurable Th and U for cosmo-chronometric age determinations (e.g., Barklem et al. 2005; Sneden et al. 2008 ).
Within our sample, the CEMP fraction is higher for dwarfs (50 ± 31%; 4 of 8) than for giants (39 ± 11%; 18 of 46). This discrepancy may reflect the fact that, for a fixed metallicity and [C/Fe] abundance ratio, the CH molecular lines are stronger, and therefore more likely to yield a measurement, in giants than in dwarfs. That is, some of our dwarfs have such high [C/Fe] limits that they may indeed have [C/Fe] ≥ +0.7, and thus the CEMP fraction for dwarf stars is very likely an upper limit. Indeed, some 23 of 31 (74 ± 20%) dwarf stars have C limits (or no measurements), compared with only 9 of 55 (16 ± 6%) giant stars.
There are previous reports in the literature that the CEMP fraction rises with decreasing metallicity (see Carollo et al. 2012 10. An important consideration is that the sample was selected to have low metallicity such that the stars with the highest Z tend to have high C abundances. Such a bias may potentially explain the positive trend we find between CEMP fraction and [Z/H]. Thus, we reiterate the need to measure O and N when possible to better define the metallicity, Z. Nevertheless, we caution that the behavior of the CEMP fraction at lowest metallicity likely depends on the adopted "metallicity" definition.
CONCLUDING REMARKS
We have conducted a homogeneous abundance analysis of extremely metal-poor stars from an equivalent-width analysis based on high-resolution, high-S/N spectra. Our sample contains 86 objects with [Fe/H] ≤ −3.0, including 32 below [Fe/H] = −3.5. While the completeness functions for our ∼ 30 HES program stars and the ∼ 50 HK stars in the extended sample are well understood, the selection biases for the remaining literature sample are poorly known. Nevertheless, our results provide an important new view of the MDF and CEMP fraction at lowest metallicity.
The raw and corrected MDFs do not show evidence for a cutoff at [Fe/H] = −3.6. Both MDFs appear to decrease smoothly down to at least [Fe/H] = −4.1. Four stars with much lower metallicity are also known, three of which are present in our sample (the fourth being SDSS J102915+172927; Caffau et al. 2011) .
The fraction of CEMP stars in our sample below [Fe/H] = −3.0 is 23 ± 6% and 32 ± 8%, when adopting the and Aoki et al. (2007) In the lower panel, the four metallicity bins contain equal numbers of stars. The boxplots above both panels show the distributions in metallicity and the numbers of stars per bin. In both panels, the red dashed line is the linear fit to the binned data (slope and uncertainty are given) and the blue dotted line shows the 1-σ uncertainties to the best fit.
dataset.
This study has pushed the boundary for any possible cutoff of the MDF down to at least [Fe/H] < −4.1, but stars below this metallicity are already known. Exploring the regime below [Fe/H] = −4 requires still larger samples of metal-poor stars, coupled with a more rigorous analysis that includes non-LTE effects, 3D hydrodynamical model atmospheres and, due to the prevalence of CEMP stars, appropriate CNO abundances. Upcoming surveys will hopefully produce significant numbers of metal-poor stars in the near future to address this need.
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