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Abstract
This paper considers the problem of positive real control for two-dimensional (2-D) discrete delayed systems in the Fornasini–
Marchesini second local state-space model. Attention is focused on the design of dynamic output feedback controllers, which
guarantee that the closed-loop system is asymptotically stable and the closed-loop transfer function is extended strictly positive
real. We ﬁrst present a sufﬁcient condition for extended strictly positive realness of 2-D discrete delayed systems. Based on this, a
sufﬁcient condition for the solvability of the positive real control problem is obtained in terms of a linear matrix inequality (LMI).
When the LMI is feasible, an explicit parametrization of a desired output feedback controller is presented. Finally, we provide a
numerical example to demonstrate the application of the proposed method.
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1. Introduction
Two-dimensional (2-D) discrete systems have received much attention over the past decades since 2-D systems have
extensive applications in image processing, seismographic data processing, thermal processes, water stream heating,
and other areas [10]. Many control problems such as robust stabilization, H∞ control, reliable control, robust optimal
guaranteed cost control, positive real control for 2-D systems have been investigated and various approaches have been
proposed in the literature; see [4,5,7,9,24,21,25], and the references cited therein.
Control of one-dimensional (1-D) time-delay systems is a research topic of recurring interest, which is of both
practical and theoretical importance since time delays are frequently encountered in practical applications and the
presence of time delays is one of the main causes of instability and poor performance of a control system [1–3,6,17].
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Agreat number of control results concerning time-delay systems have been reported. For example, under the assumption
that all the states of the system are accessed, theH∞ control problemwas considered in [11], where a sufﬁcient condition
for the solvability of this problem was obtained in terms of a modiﬁed Riccati equation, and state feedback controllers
were designed. When parameter uncertainty appears and not all the states of the system are available for feedback, the
robust H∞ control problem was dealt with in [22] via output feedback controllers. These results were also extended to
2-D discrete delayed systems in [16,20].
On the other hand, the concept of positive realness has played an important role in studying control and system
theory [8]. The study of positive real control problem is motivated by robust and nonlinear control. If uncertainty
or nonlinearity can be characterized by a positive real system, it is well known that the positive realness of a loop
transfer function will guarantee the overall stability of a feedback system [19]. The problem of positive real control
has been studied, which is concerned with the design of controllers such that the closed-loop system is stable and the
closed-loop transfer function is positive real [15]. A solution to this problem for a known linear time-invariant system
involves solving a pair of Riccati inequalities [18], while for uncertain systems, the solution can be characterized by
solving certain linear matrix inequalities (LMIs) [14].Very recently, the problem of positive real control for 1-D discrete
time-delay systems was considered in [23], where dynamic output feedback controllers were designed such that the
resulting closed-loop system is asymptotically stable and the closed-loop transfer function is positive real. Despite its
theoretical importance, the positive real control for 2-D delay systems has not been investigated.
In this paper, we study the problem of positive real control for 2-D discrete delayed systems in the Fornasini–
Marchesini second local state-space (LSS) model. The purpose is to design dynamic output feedback controllers such
that the closed-loop system is asymptotically stable while the associated closed-loop transfer function is extended
strictly positive real (ESPR). A sufﬁcient condition ensuring a 2-D discrete delayed system to be ESPR property is
proposed. Based on this, a sufﬁcient condition for the solvability of the positive real control problem is obtained in
terms of an LMI, and a desired output feedback controller is given when the proposed LMI is feasible. Finally, an
illustrative example is provided to demonstrate the applicability of the proposed methods.
Notation. Throughout this paper, for Hermitian matrices X and Y , the notation XY (respectively, X>Y ) means
that the matrix X −Y is positive semi-deﬁnite (respectively, positive deﬁnite). I is the identity matrix with appropriate
dimension. The superscript “T” represents the transpose and the complex conjugate transpose. The notation ‖x‖ stands
for the Euclidean norm of a vector x. Matrices, if their dimensions are not explicitly stated, are assumed to have
compatible dimensions for algebraic operations.
2. Problem formulation
Consider the following class of 2-D discrete delayed systems described by the Fornasini–Marchesini LSS
model [5,13]:
() : x(i + 1, j + 1) = A1x(i + 1, j) + A2x(i, j + 1) + A1dx(i + 1, j − d1) + A2dx(i − d2, j + 1)
+ L1u(i + 1, j) + L2u(i, j + 1) + B1(i + 1, j) + B2(i, j + 1), (1)
y(i, j) = Cx(i, j) + D1(i, j), (2)
z(i, j) = Hx(i, j) + D(i, j) + Lu(i, j), (3)
where x(i, j) ∈ Rn, u(i, j) ∈ Rm, y(i, j) ∈ Rl , z(i, j) ∈ Rp and (i, j) ∈ Rq are, respectively, the local state vector,
the control input, measurement output, the controlled output and the disturbance input of the systems. d1 and d2 are
constant positive scalars representing delays along vertical direction and horizontal direction, respectively. A1, A2,
A1d , A2d , B1, B2, C, D1, D, H , L, L1 and L2 are known real constant matrices with appropriate dimensions.
An unforced 2-D discrete delayed systems extracted from (1)–(3) is given by
(1) : x(i + 1, j + 1) = A1x(i + 1, j) + A2x(i, j + 1) + A1dx(i + 1, j − d1) + A2dx(i − d2, j + 1)
+ B1(i + 1, j) + B2(i, j + 1), (4)
z(i, j) = Hx(i, j) + D(i, j). (5)
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Then the transfer function of system (1) is as follows:
G(z1, z2) = H(z1z2I − z1A1 − z2A2 − z1z−d12 A1d − z−d21 z2A2d)−1(z1B1 + z2B2) + D.
Throughout this paper, we shall adopt the following concept of positive realness.
Deﬁnition 1 (Xu et al. [25]).
(I) The 2-D discrete delayed system (1) is said to be positive real (PR) if its transfer function G(z1, z2) is analytic
in |z1|> 1, |z2|> 1 and satisﬁes G(z1, z2) + G∗(z1, z2)0 for |z1|> 1, |z2|> 1.
(II) The 2-D discrete delayed system (1) is said to be strictly positive real (SPR) if its transfer function G(z1, z2) is
analytic in |z1|> 1, |z2|> 1 and satisﬁes G(ej1 , ej2) + G∗(ej1 , ej2)> 0 for 1, 2 ∈ [0, 2).
(III) The 2-D discrete delayed system (1) is said to be ESPR if it is SPR and G(∞,∞) + G(∞,∞)T > 0.
Now, we consider the following full-order dynamic output feedback controller:
(k) : xˆ(i + 1, j + 1) = A1kxˆ(i + 1, j) + A2kxˆ(i, j + 1) + B1ky(i + 1, j) + B2ky(i, j + 1), (6)
u(i, j) = Ckxˆ(i, j), (7)
where xˆ(i, j) is the controller state, A1k , A2k , B1k , B2k and Ck are matrices to be determined. Applying this controller
to the uncertain discrete delayed system () results in the following closed-loop system:
(¯) : (i + 1, j + 1) = A¯1c(i + 1, j) + A¯2c(i, j + 1) + A¯1d(i + 1, j − d1) + A¯2d(i − d2, j + 1)
+ B¯1c(i + 1, j) + B¯2c(i, j + 1), (8)
z(i, j) = Cc(i, j) + D(i, j), (9)
where
(i, j) =
[
x(i, j)
xˆ(i, j)
]
and
A¯nc =
[
An LnCk
BnkC Ank
]
, Cc = [H LCk ] ,
A¯nd =
[
And 0
0 0
]
, B¯nc =
[
Bn
BnkD1
]
, n = 1, 2.
The positive real control problem to be addressed in this paper can be formulated as follows: ﬁnd a dynamic output
feedback controller in the form of (6) and (7), such that the resulting closed-loop system in (8) and (9) is asymptotically
stable and ESPR.
We conclude this section by introducing the following lemma, which will be used in the proof of our main results in
the next section.
Lemma 1 (Paszke et al. [16]). 2-D discrete system (1) is asymptotically stable, if there exist matrices P > 0, Q> 0,
Q1 > 0, and Q2 > 0 such that the following LMI holds:⎡
⎢⎢⎢⎢⎢⎢⎢⎣
−P + Q + Q1 0 0 0 AT1P
0 −Q + Q2 0 0 AT2P
0 0 −Q1 0 AT1dP
0 0 0 −Q2 AT2dP
PA1 PA2 PA1d PA2d −P
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (10)
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Lemma 2 (Khavgonekar et al. [12]). Let X and Y be any given real matrices with appropriate dimensions, and be a
given scalar ε, such that ε > 0, then
XTY + Y TXεXTX + 1/εY TY . (11)
3. Main results
The following theorem provides the positive real lemma for the 2-D discrete delayed system (1).
Theorem 1. The 2-D discrete delayed system (1) is asymptotically stable and ESPR, if there exist matrices P > 0,
Q> 0, Q1 > 0, Q2 > 0 and K > 0, such that the following LMI holds:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AT1PA1 − P + Q + Q1 AT1PA2 AT1PA1d
AT2PA1 A
T
2PA2 − Q + Q2 AT2PA1d
AT1dPA1 A
T
1dPA2 A
T
1dPA1d − Q1
AT2dPA1 A
T
2dPA2 A
T
2dPA1d
H − BT1 PA1 −BT1 PA2 −BT1 PA1d
−BT2 PA1 −BT2 PA2 −BT2 PA1d
AT1PA2d H
T − AT1PB1 −AT1PB2
AT2PA2d −AT2PB1 −AT2PB2
AT1dPA2d −AT1dPB1 −AT1dPB2
AT2dPA2d − Q2 −AT2dPB1 −AT2dPB2
−BT1 PA2d K − (D + DT − BT1 PB1) BT1 PB2
−BT2 PA2d BT2 PB1 BT2 PB2 − K
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (12)
Proof. It follows from (12) that
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
AT1PA1 − P + Q + Q1 AT1PA2 AT1PA1d AT1PA2d
AT2PA1 A
T
2PA2 − Q + Q2 AT2PA1d AT2PA2d
AT1dPA1 A
T
1dPA2 A
T
1dPA1d − Q1 AT1dPA2d
AT2dPA1 A
T
2dPA2 A
T
2dPA1d A
T
2dPA2d − Q2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (13)
Then, applying Lemma 1, we have that the 2-D discrete delayed system (1) is asymptotically stable. Therefore,
G(z1, z2) is analytic in |z1|1, |z2|1. Next, we shall show
U(ej1 , ej2) = G(ej1 , ej2) + G∗(ej1 , ej2)> 0
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for all 1, 2 ∈ [0, 2). To this end, we note that (12) implies that there exists a matrix > 0 such that
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AT1PA1 − P + Q + Q1 +  AT1PA2 AT1PA1d
AT2PA1 A
T
2PA2 − Q + Q2 AT2PA1d
AT1dPA1 A
T
1dPA2 A
T
1dPA1d − Q1
AT2dPA1 A
T
2dPA2 A
T
2dPA1d
H − BT1 PA1 −BT1 PA2 −BT1 PA1d
−BT2 PA1 −BT2 PA2 −BT2 PA1d
AT1PA2d H
T − AT1PB1 −AT1PB2
AT2PA2d −AT2PB1 −AT2PB2
AT1dPA2d −AT1dPB1 −AT1dPB2
AT2dPA2d − Q2 −AT2dPB1 −AT2dPB2
−BT1 PA2d K − (D + DT − BT1 PB1) BT1 PB2
−BT2 PA2d BT2 PB1 BT2 PB2 − K
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (14)
That is,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AT1
AT2
AT1d
AT2d
−BT1
−BT2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
P [A1 A2 A1d A2d −B1 −B2 ]
+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−P + Q + Q1 +  0 0 0 HT 0
0 −Q + Q2 0 0 0 0
0 0 −Q1 0 0 0
0 0 0 −Q2 0 0
H 0 0 0 −(D + DT) + K 0
0 0 0 0 0 −K
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (15)
Pre-multiplying and post-multiplying (15) by
[
e−j1I e−j2I ej1−j2d1I ej2−j1d2I 0 0
0 0 0 0 e−j1I e−j2I
]
and
[
ej1I ej2I e−j1+j2d1I e−j2+j1d2I 0 0
0 0 0 0 ej1I ej2I
]T
,
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respectively, we obtain that for all 1, 2 ∈ [0, 2),[
A(−j1,−j2)T
−B(−j1,−j2)T
]
P [A(j1, j2) −B(j1, j2) ] +
[−P +  HT
H −(D + DT)
]
< 0, (16)
where
A(j1, j2) = ej1A1 + ej2A2 + ej1−j2d1A1d + ej2−j1d2A2d ,
B(j1, j2) = ej1B1 + ej2B2.
Applying Schur complement to (16) gives that for all 1, 2 ∈ [0, 2),
(j1, j2) = D + DT − B(−j1,−j2)TPB(j1, j2)> 0
and
− P + A(−j1,−j2)TPA(j1, j2)
+ [HT − A(−j1,−j2)TPB(j1, j2)](j1, j2)−1[H − B(−j1,−j2)TPA(j1, j2)]< 0. (17)
Set
R(j1, j2) = ej1+j2I − A(j1, j2).
Then, it is easy to show that the asymptotic stability of system () implies that R(j1, j2) is invertible for all 1, 2 ∈
[0, 2). Now, pre- and post-multiplying (17) by B(−j1,−j2)TR(−j1,−j2)−T and R(j1, j2)−1B(j1, j2), re-
spectively, result in
B(−j1,−j2)TR(−j1,−j2)−T[A(−j1,−j2)TPA(j1, j2) − P ]R(j1, j2)−1B(j1, j2)
+ B(−j1,−j2)TR(−j1,−j2)−T	(j1, j2)R(j1, j2)−1B(j1, j2)0, (18)
where
	(j1, j2) = + [HT − A(−j1,−j2)TPB(j1, j2)](j1, j2)−1[H − B(−j1,−j2)TPA(j1, j2)].
Therefore
	(j1, j2)> 0.
By some algebraic manipulations, it can be shown that for all 1, 2 ∈ [0, 2),
A(−j1,−j2)TPA(j1, j2) + R(−j1,−j2)TPR(j1, j2)
+ R(−j1,−j2)TPA(j1, j2) + A(−j1,−j2)TPR(j1, j2) − P = 0. (19)
Pre- and post-multiplying (19) by B(−j1,−j2)TR(−j1,−j2)−T and R(j1, j2)−1B(j1, j2), respectively, and
re-arranging we obtain
− B(−j1,−j2)TR(−j1,−j2)−T[A(−j1,−j2)TPA(j1, j2) − P ]R(j1, j2)−1B(j1, j2)
= B(−j1,−j2)TPB(j1, j2) + B(−j1,−j2)TPA(j1, j2)R(j1, j2)−1B(j1, j2)
+ B(−j1,−j2)TR(−j1,−j2)−TA(−j1,−j2)TPB(j1, j2)
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for all 1, 2 ∈ [0, 2). Considering this and (18), we have that the following inequality holds for all 1, 2 ∈ [0, 2),
B(−j1,−j2)TR(−j1,−j2)−T	(j1, j2)R(j1, j2)−1B(j1, j2) − B(−j1,−j2)TPB(j1, j2)
− B(−j1,−j2)TPA(j1, j2)R(j1, j2)−1B(j1, j2)
− B(−j1,−j2)TR(−j1,−j2)−TA(−j1,−j2)TPB(j1, j2)0,
which implies that for all 1, 2 ∈ [0, 2),
U(ej1 , ej2) = D + DT + HR(j1, j2)−1B(j1, j2) + B(−j1,−j2)TR(−j1,−j2)−THT
=(j1, j2) + HR(j1, j2)−1B(j1, j2) + B(−j1,−j2)TR(−j1,−j2)−THT
+ B(−j1,−j2)TPB(j1, j2)
(j1, j2) + [H − B(−j1,−j2)TPA(j1, j2)]R(j1, j2)−1B(j1, j2)
+ B(−j1,−j2)T R(−j1,−j2)−T[HT − A(−j1,−j2)TPB(j1, j2)]
+ B(−j1,−j2)TR(−j1,−j2)−T	(j1, j2)R(j1, j2)−1B(j1, j2)
=(j1, j2) + {B(−j1,−j2)TR(−j1,−j2)−T + [H − B(−j1,−j2)TPA(j1, j2)]
× 	(j1, j2)−1}	(j1, j2){R(j1, j2)−1B(j1, j2) + 	(j1, j2)−1
× [HT − A(−j1,−j2)TPB(j1, j2)]} − [H − B(−j1,−j2)TPA(j1, j2)]
× 	(j1, j2)−1[HT − A(−j1,−j2)TPB(j1, j2)]
(j1, j2) − [H − B(−j1,−j2)TPA(j1, j2)]
× 	(j1, j2)−1[HT − A(−j1,−j2)TPB(j1, j2)]. (20)
Note that
	(j1, j2) − [HT − A(−j1,−j2)TPB(j1, j2)](j1, j2)−1[H − B(−j1,−j2)TPA(j1, j2)] = > 0
Then, for all 1, 2 ∈ [0, 2),
(j1, j2) − [H − B(−j1,−j2)TPA(j1, j2)]	(j1, j2)−1[HT − A(−j1,−j2)TPB(j1, j2)]> 0. (21)
From (20) and (21), we have that U(ej1 , ej2)> 0 for all 1, 2 ∈ [0, 2). Thus, the 2-D discrete delayed system (1)
is asymptotically stable and ESPR. This completes the proof. 
Now, we are in a position to present the main results of our paper.
Theorem 2. Given a 2-D discrete delayed system (). There exists a full-order dynamic output feedback controller
in the form of (8) and (9), such that the closed-loop system is asymptotically stable and ESPR, if there exist matrices
X> 0, Y > 0, K > 0, 
Q > 0, 
Q1 > 0, 
Q2 > 0, Z1, Z2, 1, 2,  such that the following LMI holds:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 V T J T1 0 0
0 2 0 J T2 J T6 J T7
V 0 3 −J T3 0 0
J1 J2 −J3 −P˜ J T4 J T5
0 J6 0 J4 4 0
0 J7 0 J5 0 5
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (22)
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where
1 =
[−P˜ +
Q +
Q1 0
0 −
Q +
Q2
]
, 2 =
[−
Q1 0
0 −
Q2
]
,
3 =
[−(D + DT) − K 0
0 −K
]
, 4 =5 =
[−I 0
0 −I
]
,
J1 =
[
A1Y + L1 A1 A2Y + L2 A2
Z1 XA1 + 1C Z2 XA2 + 2C
]
,
J2 =
[
A1dY A1d A2dY A2d
0 XTA1d 0 XTA2d
]
, J5 =
[0 AT2dX
0 0
]
,
J3 =
[
B1 B2
XB1 + 1D1 XB2 + 2D1
]
, J4 =
[0 AT1dX
0 0
]
,
J6 =
[ 0 0 0 0
Y 0 0 0
]
, J7 =
[0 0 0 0
0 0 Y 0
]
,
V =
[
HY + L H 0 0
0 0 0 0
]
, P˜ =
[
Y I
I X
]
.
In this case, a desired dynamic output feedback controller in (8) and (9) can be chosen with parameters as follows:
Ank = S−1(Zn − XAnY − nCY − XLn)W−T, (23)
Bnk = S−1n, Ck =W−T, (24)
where S and W are any nonsingular matrices satisfying
SWT = I − XY . (25)
Proof. First, from (22) it is easy to see
[−Y −I
−I −X
]
< 0,
which, by the Schur complement formula, implies that X − Y−1 > 0, therefore I − XY is nonsingular. This ensures
that there always exist nonsingular matrices S and W such that (25) is satisﬁed. Now, we introduce the following
nonsingular matrices:
1 =
[
Y I
WT 0
]
, 2 =
[
I X
0 ST
]
. (26)
Let
P = 2−11 .
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Then, it can be shown that P > 0. From Lemma 2 and (22), by calculations, it can be veriﬁed that
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−T1P1 +
Q +
Q1 0 0 0
0 −
Q +
Q2 0 0
0 0 −
Q1 0
0 0 0 −
Q2
Cc1 0 0 0
0 0 0 0
T2 A¯1c1 
T
2 A¯2c1 
T
2 A¯1d1 
T
2 A¯2d1
T1C
T
c 0 T1 A¯T1c2
0 0 T1 A¯T2c2
0 0 2A¯T1d2
0 0 2A¯T2d2
−(D + DT) − K 0 −B¯T1c2
0 −K −B¯T2c2
−T2 B¯1c −T2 B¯2c −T2P−12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (27)
where

Q = T1Q1, 
Q1 = T1Q11, 
Q2 = T1Q21.
Pre- and post-multiplying (27) by diag{−T1 ,−T1 ,−T1 ,−T1 , I, I,−T2 } and its transpose, respectively, we have⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−P + Q + Q1 0 0 0 CTc 0 A¯T1c
0 −Q + Q2 0 0 0 0 A¯T2c
0 0 −Q1 0 0 0 A¯T1d
0 0 0 −Q2 0 0 A¯T2d
Cc 0 0 0 −(D + DT) − K 0 −B¯T1c
0 0 0 0 0 −K −B¯T2c
A¯1c A¯2c A¯1d A¯2d −B¯1c −B¯2c −P−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0.
Applying the Schur complement formula to this inequality gives that the inequality (10) holds. Therefore, by Theorem
1, the desired result follows immediately. 
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4. Numerical example
In this section, we will give a numerical example to demonstrate the effectiveness of the proposed method. To this
end, we consider an uncertain 2-D discrete delayed system () with the following parameters:
A1 =
[−0.2 0.1
0.2 0.2
]
, A2 =
[0.3 −0.1
0.1 0.1
]
, A1d =
[0.1 0
0 0.1
]
,
A2d =
[0.1 0
0 0.1
]
, C =
[−0.1 0.1
0.5 0.1
]
, D =
[0.1 0.1
0 0.1
]
,
H =
[0.2 −0.1
0.1 0.2
]
, B1 =
[0.1 0.1
0 0.1
]
, L1 =
[0.1 0.1
0 0.1
]
,
L2 =
[ 0 0.2
0.1 0.1
]
, B2 =
[ 0 0.2
0.1 0.1
]
, D1 =
[0.1 0.3
0.1 0.2
]
,
D =
[2 1
1 3
]
, L =
[0.1 1
0.1 0.2
]
.
To design a positive real controller, we ﬁrst choose
S =
[12 2
2 −14
]
.
Then, by solving the LMI in (22), we obtain a set of solutions as follows:

Q =
⎡
⎢⎢⎢⎣
0.1046 −0.0047 0 0
−0.0047 0.1046 0 0
0 0 4.1088 0.0635
0 0 0.0635 3.5886
⎤
⎥⎥⎥⎦ ,

Q1 =
⎡
⎢⎢⎢⎣
0.0877 −0.0042 0 0
−0.0042 0.0916 0 0
0 0 10.1402 0.0722
0 0 0.0722 9.1150
⎤
⎥⎥⎥⎦ ,

Q2 =
⎡
⎢⎢⎢⎣
0.0881 −0.0042 0 0
−0.0042 0.0920 0 0
0 0 8395.1 28.5
0 0 28.5 8350.4
⎤
⎥⎥⎥⎦ ,
X =
[ 38.0551 −0.2452
−0.2452 36.5587
]
, Y =
[ 0.2606 −0.0069
−0.0069 0.2671
]
,
Z1 =
[−0.3627 0.0027
0.0027 0.5451
]
, Z2 =
[0.0057 0.0242
0.0242 −0.0024
]
,
=
[ 0.2982 −0.3886
−0.3886 0.1197
]
, 1 =
[−40.1595 3.1155
3.1155 −14.9966
]
,
2 =
[ −1.5673 −15.6879
−15.6879 −7.4455
]
, K =
[8310.4 75.3
75.3 8385.4
]
.
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Therefore, by Theorem 2, a desired output feedback controller can be constructed as
xˆ(i + 1, j + 1) =
[−1.2005 1.0040
0.7563 −0.3145
]
xˆ(i + 1, j) +
[−1.4446 1.1226
0.7339 −0.7266
]
xˆ(i, j + 1)
+
[−3.2326 0.0792
−0.6843 1.0825
]
y(i + 1, j) +
[−0.3100 −1.3635
1.0763 0.3370
]
y(i, j + 1),
u(i, j) =
[−0.2966 −0.6679
0.4936 0.2550
]
xˆ(i, j).
5. Conclusions
This paper has studied the problem of positive real control for 2-D discrete delayed systems in the FM LSS model.A
sufﬁcient condition for the solvability of this problem has been proposed.A desired dynamic output feedback controller
can be constructed by solving a given LMI.
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