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Abstract
A cantilever beam carrying a traversing spring-mass system is modeled. Applica­
tions of the system include robot traversing on space trusses, loads moving along 
stacker cranes carrying moving loads in large warehouse, and other such systems. 
The equations of motion are derived using Hamilton’s principle. The obtained non­
linear partial differential equations are reduced to the nonlinear ordinary differential 
equations using Galerkin method. A novel method to control the vibration caused 
by the coupling between the beam and the moving subsystem is developed, which 
involves tuning the system to achieve internal resonance and then adding damping 
to the mass through a simple PD controller. Internal resonance’s condition for the 
system is discussed through parametric analysis. Spectral analysis is carried out 
using FFT and a time-frequency analysis method.
IV
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The focus of this thesis is on the modeling and vibration suppression of a con­
tinuously distributed system interacting with a traversing spring-mass subsystem. 
The system has many applications from design of bridges, vibration suppression in 
stacker cranes carrying moving loads in large warehouse to vibration suppression in 
space trusses. The approach adopted can be summarized in the following aspects. 
Equations of motion are derived using Hamilton’s principle and the resulting nonlin­
ear partial differential equations of motion are reduced to nonlinear ordinary differ­
ential equations using Galerkin method. A vibration suppression strategy based on 
internal resonance is developed to suppress vibration in a traversing mass-cantilever 
beam system.
Hamilton’s principle is commonly used to derive equations of motion for contin­
uous system. The principle states that, of all the paths of admissible configurations
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that the body can take as it goes from configuration 1 at time t \ to configuration 2 
at time the path that satisfies Newton’s law at each instant during the interval 
is the path that extremizes the time integral of the difference between kinetic and 
potential energy of the system during the interval [1].
The equations of motion of the traversing mass-cantilever beam system ob­
tained using Hamilton’s principle are nonlinear partial differential equations. To 
solve these nonlinear partial differential equations, the equations first need to be 
discretized in the space and time domains and thus reduced to ordinary differential 
equations. Galerkin method is used for discretization.
Vibration suppression strategy is based on enhancing the coupling in the sys­
tem. The coupling in the system can be made stronger by establishing internal 
resonance. When internal resonance exists in the system, energy imparted initially 
to one of the modes involved in the internal resonance will be continuously ex­
changed among all the modes involved in that internal resonance. When all the 
modes in the system are strongly coupled, damping applied in one direction can di­
rectly suppress vibrations in that direction and indirectly suppress vibrations in the 
remaining directions, internal resonance occurs if a commensurable or nearly com- 
mensuable relationship exists between the linear natural frequencies of the system. 
The novel feature of the vibration suppression technique presented in this thesis is 
establishing Internal Resonance between the beam and the traversing spring-mass 
subsystem as a prerequisite condition before suppressing vibrations with a simple 
PD controller. In order to establish internal resonance, parametric analysis is car­
ried out to identify regions where the natural frequencies are commensurable or
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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nearly commensurable. Then, using a P controller-proportional gain controller, In­
ternal Resonance is achieved. Having built up internal resonance and thus enhanced 
the coupling, damping is introduced in the traversing spring-mass subsystem via a 
D controller-derivative controller, resulting in rapid vibration suppression.
The vibration suppression technique developed is demonstrated using numerical 
simulation with the adaptive stepsize Runge-Kutta method and spectral analysis 
is carried out. Spectral analysis involves finding the response frequencies in the 
system using the well known discrete fourier transform. This approach gives the 
averaged behavior of the frequencies over the length of the time series for which 
the discrete fourier transform was performed. However, as will be shown in this 
work, the motion of the traversing spring-mass subsystem results in change in the 
response frequencies with time. To investigate this effect, time-frequency analysis is 
carried out. Time-frequency analysis captures the changes in the frequency content 
of a signal with time.
1.2 System  Model
The system considered is shown in Figure 1.1. It consists of a flexible cantilever 
beam carrying a traversing spring-mass subsystem. The traversing spring-mass 
subsystem is a cart carrying a mass with two springs attached. One spring is in 
the horizontal plane and the other is in the vertical plane. The springs model the 
stiffnesses of the traversing spring-mass subsystem, and are not necessarily physical 
springs but can be actuators that provide position feedback to modify the stiffness 
characteristics of the traversing mass subsystem, so that the natural frequencies of





Figure 1.1: Beam and spring-mass system.
the system can be changed accordingly. The cart with the spring-mass is assumed 
to be in continuous contact with the beam at all times.
The beam is modeled as Euler-Bernoulli beam. Euler-Bernoulli beam is based 
on the assumption that plane cross sections of the beam remain plane and perpen­
dicular to the neutral axis. The beam is assumed to be axially inextensible and 
shear force and rotatory inertia are not considered. Also small amplitude oscilla­
tions are assumed, thus geometric nonlinearities are not involved. The velocity and 
acceleration coupling between the beam and the moving spring-mass results in kine­
matic nonlinearities. Kinematic nonlinearities refer to the nonlinearities that arise 
due to coupling between different bodies, such as due to Coriolis and centripetal 
accelerations.
The equations of motion of the complete system are derived using Hamilton’s 
principle. The equations are, in general, nonlinear-integral-partial-differential with 
some complex boundary conditions. These equations are difficult to solve analyti­
cally, therefore a numerical solution is pursued in this work.
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1.3 Literature Survey
Elastic structures excited by moving loads have been investigated for more than 
a century. Historically the work originates in the earlier part of the nineteenth 
century with the design of railway bridges and later in other transportation engi­
neering structures. Besides the above applications, similar problem arises in space 
structures ([2]) and systems such as cranes carrying moving loads ([3]).
The earliest relevant published paper is by Stokes [4] in 1849 where the motiva­
tion was the design of railway bridges. Later, Timoshenko [5] and Inglis [6] made 
further investigations about elastic structures excited by moving loads problem. A 
more recent book by Fryba [7] included analysis of beams with moving loads un­
der different loading conditions. These early studies considered the moving mass 
as a moving force by neglecting the inertial forces caused by interaction between 
the structure and moving mass. Stanisic [8] presented a solution for the problem 
of a simply supported beam on an elastic foundation subject to a moving mass. 
Sadiku and Leipholz [9] studied the problem of an elastic beam under the actions 
of moving concentrated masses for typical end conditions, such as simply supported 
beam, cantilever beam, free-free end beam. Ting et al. [10] included an inertia term 
related to the local derivative of moving mass velocity in their analyses.
Due to the nature of the interaction between the moving mass and beam, many 
difficulties arise in obtaining solutions to the differential equations modeling the 
systems. To resolve these difficulties, many different methods have been proposed. 
Michaltsos et al. [11] derived a closed-form solution for a single-span beam carrying 
a moving mass by approximating the total time derivative of the mass displacement
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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with partial derivative and by using as a first approximation, the solution of the 
corresponding problem without the effect of the mass.
The finite-element method was applied to the moving force problem by Yoshida 
and Weaver [12], and later to the moving mass problem by Simkins [13], Olsson 
[14], Tanabe et al. [15] and Vu-Quoc , and Olsson [16, 17]. Cifuentes [18] intro­
duced a combined finite element/finite-difference technique based on a Lagrange 
multiplier formulation that allows one to express the compatibility condition at the 
beam/mass interface.
A method based on expansion of the eigenfunctions in series has been utilized 
by Hutton and Counts [19], Stanisic [8], Akin and Mofid [20] and Olsson [21].
Ting et al. [10] and Sadiku and Leipholz [9] formulated the equation of motion 
for the system in the form of an integro-differential equation utilizing influence 
functions, which mathematically are Green functions. The work in [10] used the 
finite-difference method, and the work in [9] used the eigenfunctions expansion 
method.
Foda and Abduljabbar [22] studied the influence of the parameters of the system 
on the dynamic response of the beam subjected to a moving mass using the method 
of dynamic Green function.
Lee [23, 24] investigated the possibility of mass separation from the beam during 
the mass motion using the Lagrangian approach and the assumed mode method 
for Euler and Timoshenko beams.
In more recent times, much attention has been placed on modeling the dynamics 
and control of flexible structures. Many of these studies are motivated by the
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International Space Station project. As an application of the beam carrying a 
moving mass problem, the project utilizes a Mobile Servicing System (MSS) which is 
used for transporting equipment, construction and maintenance of the space station. 
The MSS moves along a long slender flexible structure, and any manueuvering of 
the manipulator could induce undesirable vibration in the structure.
There have been many publications which deal with applications of control 
theory based method for vibration suppression in elastic structures without moving 
objects [25, 26]. Efforts have also been made to apply these methods to the case 
of flexible structures with a moving concentrated force [27, 28], which is a time- 
independent system.
Abdel-Rohman and Leipholz [29] presented the active control of a simply sup­
ported beam under a moving mass by using tensile and compressive bending mo­
ment generated using a single actuator.
Using the finite element approach with static control schemes, Frischgesell et 
al. [30] introduced a PID controller and a second controller that uses observer 
techniques to minimize the follower deflection of a continuous finite beam under a 
moving mass.
Lo [31] applied independent modal space control (IMSC) to reduce actively the 
vibration of the beam carrying a two-foot moving mass system. The approach 
in [31] was based on the idea of similarity transformations so that the dynamic 
system could be transferred into a block-diagonal Jordon form in terms of modal 
coordinates. Thus, a closed-loop controller could be designed for each second-order 
system independently in the modal space, one space regardless of the size of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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dynamic model. IMSC needs the same number of actuators as that of controller 
modes, resulting in a higher hardware cost.
Devasia et al. [32] used piezoactuator to reduce the deflection of flexible struc­
tures and presented techniques to determine the length and placement of piezoac­
tuators for optimization of damping effect by collocated damping control, with 
linear quadratic cost functional as the initial condition and with the assumption of 
detectability and stabilizability, and minimum eigenvalue of controllability Gram- 
mian. Sung [33] designed a controller with full state feedback based on linearized 
equation of motion to reduce the deflection of the beam under a moving mass. In 
[33], two piezoelectric actuators were bonded along the bottom of the beam at dif­
ferent locations determined by the minimization of an optimal cost function. The 
non-linear effect was not accounted for in the design of the controller.
Compared to active controllers, passive controllers have permanent service time, 
and are easy to maintain and do not require external power supply. A passive 
control device, a tuned damper, was introduced by Kwon et al. [34] to control the 
vibration of a bridge under moving loads, where only vertical degrees of freedom of 
the moving loads were considered.
The motivation for the present work comes from Golnaraghi [35, 36] where 
the use of the moving mass as a controller to suppress vibration of the beam was 
proposed. The system analyzed in [35, 36] consists of a sliding mass-spring-dashpot 
mechanism attached to the end of a beam, resulting in a system with quadratic 
non-linearities. The spring was tuned to attain the 2:1 internal resonance. The 
damping coefficient was adjusted to obtain the optimal response. Duquette et al.
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[37] demonstrated the effectiveness of utilizing 2:1 internal resonance to attenuate 
the vibration of a cantalever beam. The nonlinearity of the system in [37] was 
more dominant than that of [35, 36]. Experiment results were presented in [38]. 
Siddiqui et al.[39, 40, 41] investigated the dynamics of a beam carrying moving mass 
system under internal resonance conditions. These authors considered a spring- 
mass moving on a cantilever beam system. The moving mass had one degree of 
freedom and vibrates about the equilibrium position on the cantilever beam. To 
expand the application, in the present work, a more complex model is used with 
the spring-mass subsystem assumed to traverse the length of the beam rather than 
oscillating about a fixed equilibrium position. In addition, the mass is assumed to 
have two degrees of freedom.
1.4 Background Material
In this section, some background material is provided of the different methods avail­
able for investigating the dynamics of the system and some background material is 
provided.
1.4.1 Sem i-discretization M ethods
Dynamics of continuous systems are described using partial differential equations 
(PDEs). Before the PDEs can be solved, they need to be reduced to ordinary 
differential equations (ODEs). The reduction of PDEs in space and time to ODEs 
in time alone is referred as semi-discretization process. Separation of variables is 
one of the methods that can be used for the semi-discretization. In this method.
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the solution is assumed to be in the form w{x,t) = W{x)G{t)^ where W{x)  and 
G{t) are obtained as solutions of corresponding semi-discretized equations. This 
method is often used in analysis of linear systems.
Rayleigh-Ritz method is another method that can be used for semi-discretization. 
Details of this method can be found in references, such as [1] and [42]. Rayleigh- 
Ritz method applied to solve equilibrium problems is described below:
Considering the following partial differential equation:
Lu{x,t)  — f {x , t )  in V  (1-1)
where L is the partial differential operator. Equation (1.1) is subjected to the 
essential boundary conditions:
Bju{x,t)  = gj{x,t) j  = 1 , 2 , ...,p on S  (1.2)
where Bj is another partial differential operator. In (1.1) and (1.2), the independent 
variables x  and t represent spatial coordinate and time, respectively. The dependent 
field variable u{x,t)  is to be determined by solving (1.1) and (1.2). In (1.1) and 
(1.2), /  and gj are known functions of the independent variables x  and t. The 
integer p represents the number of boundary conditions, V  is the field domain and 
S  the boundary of the domain.
Equations (1.1) and (1.2) correspond to the functional I,  given by:
I = / F{x,u,u,,,Uxx)dx (1.3)
Jv
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where




where the functions (pi{x) are known independent functions defined over V  and S, 
and 0i(x) satisfying the continuity requirements of (1.1) and the essential boundary 
conditions (1.2). The coefficient functions ai{t) are to be determined. The method 
involves determining the values of the coefficient functions aj(t) so as to extremize 
the functional I. After substituting (1.4) into (1.3), it becomes a function of the 
unknowns ai{t).
The necessary conditions for extremizing the functional I  are given by:
^  =  0 (1.5)Udi
which yields n ordinary differential equations for the unknown coefficient functions 
aj(t). The solution of these equations gives the approximated solution. It can be 
shown [43] that if n —>■ oo in this process, then converges to the exact solution 
for the problem. When n is small, this method can give very good approximations 
to the exact solution if a judicious selection of the functions 0O)0ir • ',4 'n is made.
In Rayleigh-Ritz method, a functional like I  first needs to be found before 
discretization can be done. On the other hand, the Galerkin method which is used 
in this work employs partial differential equations as the starting point.
The method of weighted residuals is a general technique which can be regarded
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as the basis for the Galerkin method [1]. A brief introduction of the method of 
weighted residuals and Galerkin method is presented below.
To illustrate the method, the partial differential equation (1.1) and the boundary 
conditions (1.2) are used. The displacement field u is approximated using (1.4). In 
general, u will not satisfy the differential equation (1.1), thus a nonzero residual R  
would result, which is given by:
R{x,ai) = Lu — f  (1-6)
The method of weighted residuals requires finding the undetermined coefficient 
functions ai{t) that will make the residual R  zero in a weighted average sense by 
requiring:
{wj,R) = J  Wj{x)R{x, ai)dV = 0  j  = l . . . N  (1-7)
where wj are weighing functions and notation {wj,R) denotes the weighed inner 
product. In the standard Galerkin method, the weighting functions Wj{x) are cho­
sen to be same as the basis functions (pi{x). Equation (1.7) represents a system of 
N  nonlinear ordinary differential equations which can be solved for ai{t).
1.4.2 Adaptive Stepsize Runge-K utta M ethod
Using automatic ODEs solvers, such as the Runge-Kutta method, to solve ODEs 
obtained from PDEs using the semi-discretization approach is a challenging task. 
Gear [44] reports an overview of the automatic ODE solvers which can solve such 
equations. Adaptive stepsize Runge-Kutta method [45] is used in this work to solve
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ODEs. The purpose of adaptive stepsize control is to achieve some predetermined 
accuracy in the solution with minimum computation effort. Runge-Kutta method 
is a common numerical technique for solving initial value problems. It propagates 
a solution over each step by combining results from several Euler-style steps (each 
involving one evaluation of the functions of / ,  where /  are defined as =
f i{x,yi,  ...,yn),i = 1,. .. ,N),  and then using the information obtained to match a 
Taylor series expansion up to some higher order. The step size is adjusted according 
to an estimate of the truncation error. The step size adjustment algorithm used 
here is based on the Runge-Kutta-Fehlberg formulas.
1.4.3 Time-Frequency Analysis M ethod
After the equations of motion are semi-discretized and then solved using adaptive 
stepsize Runge-Kutta method, the time response of the system can be obtained. 
When the cart with the spring-mass moves along the beam, the natural frequencies 
of the system change with the position of the cart. To capture the change in the 
frequencies with time, time-frequency analysis is required. The power spectrum, 
which is obtained by taking the discrete fourier transform (DFT) of the time series 
and computing the power (mean squared amplitude) at the various frequencies, 
gives the averaged behavior over the length of time series. On the other hand, 
in time varying system, the local spectral behavior is of more interest. The local 
spectral behavior is studied using a spectrograph. The spectrograph is obtained 
by finding the power spectrum of relatively small segments of data and the results 
are displayed on time and frequency axes, with time corresponding to the center of
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the data segment. The power is shown using a grey scaling for the whole plot. For 
smoother transitions, the data segments are overlapped.
1.5 Thesis Outline
In this thesis, Chapter 2 deals with modeling and semi-discretization. The equations 
of motion are derived using Hamilton’s principle. The obtained integral partial 
differential equations are reduced to a symmetric form first and then reduced to 
nonlinear ordinary differential equations using Galerkin method.
Chapter 3 presents the vibration suppression methodology using internal reso­
nance. Parametric analysis is also carried out and the results are presented.
In Chapter 4, the effectiveness of the vibration suppression strategy is demon­
strated through numerical simulation. Dynamics of the system is studied in detail 
using time-frequency analysis.
In Chapter 5 the conclusions for this thesis are drawn.
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Chapter 2
M odeling
In this chapter, a cantilever beam carrying a traversing spring-mass subsystem 
model shown in Figure 2.1 is modeled. Equations of motion are derived using an 
energy approach. The equations of motion obtained are nonlinear partial differential 
equations, which are discretized using Galerkin method resulting in semi-discretized 
nonlinear ordinary differential equations.
2.1 System  Parameters
The various parameters used in the system modeling have already been shown in 
Figure 2.1. Figure 2.1 is the same as Figure 1.1. It is repeated here for completeness. 
The beam parameters are length (I), area of cross-section (A), volume density 
(p), area moment of inertia about the z axis (Iz), and the modulus of elasticity 
(E). The traversing spring-mass parameters include the moving mass (m), spring 
stiffness of the moving mass parallel to the length of the beam {kp), spring stiffness
15
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m
s(t)
Figure 2.1: Beam and spring-mass system.
of the moving mass perpendicular to the length of the beam (kq). The position 
of the spring-mass subsystem is measured by a curvilinear coordinate s{t). The 
displacement of the reference axis is measured by v{x,t)  as shown in Figure 2.1. 
The displacement of the moving mass about its equilibrium position Pe and are 
measured by p{t) parallel to the length of the beam, and q{t) perpendicular to the 
length of the beam.
2.1.1 Nondim ensional Parameters
Nondimensional parameters are used in this work. The nondimensionalized param­
eters are defined as below:
s
y y.I
/  — -h_
P
V












2 _  kppAP 2 _  kgpAP
m E I z  <̂1 m EI z
(2 .1)
For convenience, the ('')s are dropped. In the work that follows only nondimension- 
alized parameters are used.
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2.2 Lagrangian
Hamilton’s principle is used to develop the equations of motion. To use Hamilton’s 
principle, Lagrangian of the system needs to be obtained first. Lagrangian £  is the 
difference between the kinetic energy T  and the potential energy V  of the system. 
The kinetic energy, the potential energy and Lagrangian £  are derived in Sections 
2 . 2 . 1- 2 . 2 . 7 .
2.2,1 Displacem ent Field







( x , t )
reference axis
(b)
Figure 2.2; Deformation, (a) Displacement of a point located at a distance y below 
the reference axis, (b) Deflection of the reference axis.
The following displacement field describes the displacement of a point located at a
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distance y below the reference axis.
rxx =  - y s in { e ) ,  sm{9) =
Uy =  v{x,t),  cos(^) =  1
u, = 0  (2 .2 )
where Ux, Uy and are the displacements along x, y and 2; directions respectively. 
Because small vibrations are assumed for the beam, 6  is small. Therefore cos{9) = 1.
2.2.2 Strains
Since the deformations are assumed to be small, linear strain displacement rela­
tionships are used to derive the strain distribution in the beam. Strain field is thus 
obtained using the following relationship [1];
-." K S -s)
where the indices i , j  = 1,2,3 corresponds to x , y  and z coordinates, respectively. 
The subscripts in ê - represent the plane i and the direction j  in which the strain 
€ij acts. Substituting (2 .2) into (2.3) results in only one nonzero strain term, which 
is the strain acting on the x  plane in the x  direction, given by:
8 6
^xx
de d‘̂ v{x, t)
dx dx'^
(2.4)
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2.2.3 Strain Energy
The strain energy of the beam is given by :
U  =  \ j / „ d V  (2.5)
where V is the nondimensionalized volume of the beam. It follows that if the nondi- 
mensionalised parameters, (2.1) are used, all the energy terms in the Lagrangian 
will have a multiplying factor ^  (has units of work). This factor appears as a con­
stant multiplying the equations of motion. This constant would factor out when the 
nondimensionalized variables are substituted in the equations of motion. Therefore 
it can be dropped out from all the energy terms. After substituting (2.4) into (2.5) 
and dropping out the factor term, the strain energy is obtained as :
2.2.4 Kinetic Energy of the Beam
The velocity field is obtained by differentiating the displacement field (2.2) with 
time and is obtained as:
Ux =  - y c o s [ e )  —
dv _s
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2. MODELING 20
Because the rotatory inertial term is small compared to the other terms, Ux is not 
included in kinetic energy. The kinetic energy of the beam is therefore,
2.2.5 Kinetic Energy of the Mass
The velocity of the moving mass is obtained from Figure 1.1 as:
Lmx = [Wa: +  S COs(0) +  p COs(O) — Q sin(0)] x=s{t)
Umy = [iiy + s sm(9) + p sm{9) + q cos{6 )] x=s{t) (2.9)
where s{t) is the cart’s velocity along the length of the beam, p{t) is the velocity 
of the mass along the length of the beam measured relative to the cart, q{t) is 
the velocity of the mass perpendicular to the length of the beam measured relative 
to the cart, Umx and u-my are the velocity components of the mass along x  and 
y coordinates respectively. It should be noted that Umx and iimy depend on the 
position of the traversing spring-mass subsystem. The kinetic energy of the moving 
mass can be expressed by the following equations:
Tm 2 T ^rny) x=s{t)
— ^rn[{—y9 cos{9) + scos{9) +pcos{9) — qsm{9))^
+{v + ss'm{9) + psm{9) + qcos{9)f] x=s{t) (2.10)
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After neglecting rotatory inertial terms, the kinetic energy of the moving mass is 
given by:
Tm = m
( Qy \  Qy
 ̂^  sm{9)p
dv . i f  d v \
x=s{t)
+ -m s^  +
2.2.6 Potential Energy of the Springs
The potential energy of the springs attached to the mass is given by
where pe and qe are the equilibrium positions of the moving mass corresponding to 
the variables p{t) and q{t), and u)p and Ug are the corresponding nondimensional 
frequencies of the spring-mass subsystem.
2.2.7 Lagrangian
The Lagrangian can be obtained from the energy terms derived in Section 2.2.1- 
2 .2.6 and is given by:
C = T - V
= Tb{v) + Tm{s,s,p,q,v,v')  -  U{v") -Vm{p,q)  (2-13)
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where T& is the kinetic energy of the beam, Tm is the kinetic energy of the moving 
mass, U is the strain energy of the beam and Vm is the potential energy of the 
springs. ()' indicates differentiation with respect to x  and Q indicates differentiation 
with respect to time.
2.3 Ham ilton’s Principle
Hamilton’s principle is applied to obtain the equations of motion of the system. 
This involves taking the first variation of the time integral of the Lagrangian;
rt2
[  Cdt = 0
Jtl
(2.14)
where the Lagrangian is given by (2.13).
2.3.1 Equations of M otion
Taking variations of (2.13) in the usual way [1] gives the following form for the 
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V variation:
d^Trnds 
dtdv dxdv dt ,.J x=s(t)
f i  I d d? l d U \  \  ^
=  0 (2.17)
The accompanying boundary conditions are given by:







Substituting the energy terms (2.6), (2.8), (2.11) and (2.12) into (2.15), (2.16) and 


















^ v ( x , t )
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d^ \  f  d"̂
.dt
x=s{t)
dx 0 (2 .21 )
In (2.21), the terms outside the integral are nonlinear coupling terms. The first 
two terms come from the acceleration of the mass in the x  direction, the third 
term is from the acceleration of the mass in the y direction, the fourth term is the 
acceleration term of the beam in the y direction, the fifth term represent the Coriolis 
acceleration, the sixth term has the form of Coriolis acceleration and the remaining 
two terms represent the centripetal acceleration. All these acceleration terms arise 
due to the inertial nonlinear coupling between the mass and the beam and need 
to be evaluated at the position of the traversing spring-mass subsystem. In (2.19)- 
(2 .21), partial derivative notation is used for functions with only one independent 
variable (for example, p(t), q{t) and s{t)) for convenience. Since this does not cause
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any mathematical inconsistency, it will be used through out the work.
The natural boundary conditions corresponding to the equations of motion 





■v{x, t) =  0 (2 .22 )
X  =  l
The first and the second equation in (2.22) represent the shear force and moment 
force at the free end of the beam are zero respectively. At the fixed end, the 
corresponding boundary conditions are given by:




The first and the second equation in (2.23) represent the deflection and slope at 
the fix end of the beam are zero respectively.
2.4 Initial Values
It is assumed that there is no external force working on the beam carrying mov­
ing spring-mass system, thus only free vibrations are analyzed using the following
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prescribed initial values:




9(0) — Qo dq{t)dt t=0 =  0
v{x, 0) = Vq{x) dv(x,t)dt t=0 =  0
(2.24)
where po and go represent the initial displacements of the mass, Vo{x) represents 
the initial deflection curve of the beam and the initial velocities for p{t), g(t)and 
v(x,t)  are assumed to be zero.
The initial values for the beam must satisfy the boundary conditions. Thus, the 
scaled first mode shape of a cantilever beam is used as the initial deflection curve 
of the beam, which is expressed as:
=  ^(cosh(A:ia:) — cos(A:ia:)
cos(fci) +  cosh(A;i) •  ̂ okV“  . /, ^ '  (smh(A:ia:) -  sm{kix)) ) (2.25)sm(A;i) +  smh(fci)  ̂  ̂ ^  v i v v >
where Vto is the initial tip deflection of the beam and ki =  1.8751 is a constant 
corresponding to the first mode shape of a cantilever beam.
2.5 Spatial Discretization
The equations of motion (2.19)-(2.21) are partial differential equations. Galerkin 
method is used to reduce the partial differential equations to the ordinary differen­
tial equations. To apply Galerkin method, the equations of motion are multiplied 
by a weighting function. Then, integration by parts is carried out, resulting in
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reduction in the continuity requirement for the solution due to the reduction in 
the degree of the highest derivative appearing in the equations. For example, the 
highest spatial derivative appearing in the beam equation is of fourth order, thus 
it requires that the solution for the beam’s displacement must have continuous 
fourth derivative, but through integrating by parts, the requirement is reduced to 
the second order continuous derivative.
Eigenfunctions of a cantilever beam are used as basis functions in Galerkin 
method. The eigenfunctions of a cantilever beam satisfy the continuity requirements 
of the resulting differential equations as well as boundary conditions. It should be 
noted that the eigenfunctions of a cantilever beam do not account for the effect 
of the moving mass and are not the eigenfunctions of the complete system. They 
are also not the exact solutions of the equations of motion obtained in the method 
of separation of variables. But they are used here as basis functions in Galerkin 
method because they satisfy the continuity requirment of the problem. Another 
advantage of this process is that the natural boundary conditions are incorporated 
during the integration by parts.
2.5.1 Sym m etric Formulation
A symmetric formulation renders the continuity requirments for the variables to be 
solved the same. To obtain a symmetric formulation, the equations of motion are 
multiplied by a weighing function w{x) and then integrated by parts. The natural 
boimdary conditions (2 .22) are incorporated into the equations of motion during 
integration by parts. The equations for the mass motion (2.19) and (2.20) have
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no space integration terms, so therefore spatial discretization is not required. The 
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dx =  0 (2.28)
where (2.26) and (2.27) are the repeat of (2.19) and (2.20). The formulation (2.26)- 
(2.28) is referred to as the symmetric formulation because v{x,t)  and w{x) have 
the same highest order derivative.
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2.5.2 Im plem entation of Spatial D iscretization




where i varies from 1 to n, ai{t) are coefficient functions, (pi{x) are basis functions 
and Wi are weighing function coefficents. The symmetric formulation renders the 
continuity requirments for both v(x,t)  and w(x) the same. Therefore the same 
basis functions (pi are chosen for v{x,t)  and w{x). The number of basis functions 
for both V and w are also assumed to be equal. The undetermined coefficients Wi 
are arbitrary. Now, substituting (2.29) into the equations of motion (2.26)- (2.28) 
and setting Wi to one when i = j  and to zero when i ^  j  give the semi-discretized 
ordinary differential equation. The semi-discretized ordinary differential equations 
are thus obtained as: 
p equation:
p + s + u l { p - p e )  + s [4>i(p'- +  {dciaj}
+ (pi(p'j {djdj -t- aiCXj} = 0 (2.30)
q equation:
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iip + «) {«;} + (2s + p) }}
+{sp + s^) 4>i4>''
x=s{t)
+ { « ,} +  I^(pi4>'-dx {aj}  =  0 (2.32)
where the repeated indices imply summation over the index, [• • -J denotes a row 
matrix , {• • •} denotes a column matrix and [• • •] denotes a square matrix. Equa­
tions (2.30), (2.31) and (2.32) are ordinary differential equations with kinematic 
nonlinearities. The kinematic nonlinearities come from the coupling between the 
moving mass and the beam. The number of equations of motion depend on the 
number of basis functions used for the approximation. These basis functions are 
given in the following sub-section.
2.5.3 Eigenfunctions of a Cantilever Beam
Eigenfunctions of a cantilever beam are chosen to be the basis functions for Galerkin 
method. They are simple and satisfy the continuity requirements and boundary 
conditions. The first four eigenfunctions of a cantilever beam are used as basis 
functions. The solution converges with using the first four eigenfunctions through 
trial and error. Increasing the numbers of basis functions increases the accuracy of 
the solution, but makes problem solving more costly.
The cantilever beam eigenfunctions in nondimensionalized parameters are given
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by:
, N /, X cos(fci) +  cosh(fc), . , X . XX ô x=  cosh(kix) — cos(kix)  ----- r-—, r (sinh(fcjx) — sin(kix)) (2.33)
sm(A:j) +  smh(A:i)
For the first four modes, fcj have the values
ki =  1.875104069, fcs =  4.694091133, fcg =  7.854757438, k^ =  10.995547073
(2.34)
Mass and stiffness matrices and stiffness matrix can be calculated by integrating 





1 0  0 0 
0 1 0  0 
0 0 1 0  












The other matrix terms in (2.30), (2.31) and (2.32) need to be evaluated at the
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position of the moving cart. They are assembled online.
In this chapter, the system model was developed and the equations of motion 
were derived. The obtained partial differential equations of motion were semi­
discretized using Galerkin method. In the next chapter, the internal resonance 
conditions will be investigated through parametric analysis.
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Chapter 3
Vibration Suppression Strategy
The vibration suppression strategy used in this work is based on enhancing the 
coupling in an n-degree freedom system using Internal Resonance. An n-degree- 
freedom system has n  linear natural frequencies and n corresponding modes of 
vibration. Denoting these frequencies by f i ,  f 2 , "  ', fn, whenever two or more of 
these frequencies are commensurable or nearly commensurable, internal resonance 
occurs [46]. Commensurability implies that frequencies are in an integral ratio, that 
is n i f i + n 2 f 2 + where i = 1, ...,n  and rti are integral constants. Depending
on the order of the nonlinearity in the system, the commensurable relationships of 
frequencies can result in the corresponding modes to be strongly coupled. For a two- 
degree-freedom system with linear coupling, internal resonance occurs if / i  ~  f 2 - 
Similarly, for a two degrees of freedom system with quadratic nonlinearities, internal 
resonance can occur if f i  ~  2 / 2.
When a system undergoing free vibration is under internal resonance, energy 
imparted initially to one of the modes will be continuously exchanged among all
33
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the modes involved in internal resonance. If damping is present in the system, then 
the energy will be continuously reduced as it is being exchanged. For the system 
under consideration, when internal resonance is established between the beam and 
the traversing spring-mass subsystem, the vibration of the beam can be diminished 
indirectly by adding damping to the moving mass while the vibration of the moving 
mass is also reduced due to the direct damping effect. To analyze internal resonance, 
Taylor series expansion is applied to linearize the equations of motion about the 
equilibrium points and natural frequencies of the system are obtained. To identify 
regions in the parameter space where the vibration suppression strategy can be 
applied, variation in natural frequencies of the linearized system is investigated 
through parametric analysis.
3.1 Linearized Equations of M otion
Equations of motion are linearized about the equilibrium positions. It can be seen 
from (2.30), (2.31) and (2.32) that the equilibrium position for p is Pe, that for q 
is Qe and those for are zero (obtained by setting velocities and accelerations to 
zero). The first order Taylor series expansion of (2.30), (2.31) and (2.32) about the 
equilibrium positions p = Pe,q = qe and CKj =  0 are shown below:
P + ujIp =  0
q -h u^q -h s +  l^i\x=s(,t) =  0
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+ 4>i(j)jdx {&j} + 4>i<t>'jdx {ttj} =  0 (3.1)
In (3.1), for convenience, the same variables have been used to represent the motion 
about the equilibrium positions as in the original equations (2.30), (2.31) and (2.32).
3.2 Parametric Analysis
Parametric analysis is carried out based on (3.1) with the first mode of a cantilever 
beam as the basis function to simplify analysis.
Using only one basis function (pi and its corresponding coefficient function a i(t) , 
(3.1) is reduced to:
P + ujIp = 0
Q +  +  CiOli +  C2Q:i =  0
di +  <jOi<y.i +  C35 +  C4q;i =  0 (3.2)
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The characteristic equation is obtained by assuming:
36
p =
q =  A 2P^^
= AzP^^ (3.4)
where y i i ,^ 2 ,^ 3  and 0  are, in general, complex. Substituting (3.4) into (3.2), the 




-IP + iul -Ci 0 ?-\-ic2 0
A\ 0
< A 2 > -  < 0
A 3 0
(3,5)
—cziP iCiO — IP 
The characteristic eciuation of the system derived from (3.5) is given by:
(fl^ — (u|)[(l — C3Ci)f2'^+ z(—C4+  0302)^1̂  +  (—(j^— (Uq)n^+ ic4(Uqr2+cu^o; ]̂ =  0 (3.6)
The positive roots of (3.6) are the natural frequencies of the linearized system, 
which are denoted as It can be seen from (3.6) that one of the natural frequen­
cies equals to u)p. Let this frequency be denoted by Oi. The second factor of (3.6) is 
a fourth order polynomial with complex coefficients and is therefore solved numeri­
cally. The four roots are in fact two complex roots O2 and fls, and their respective 
conjugates. It can be seen from (3.3) and (3.6) that O2 and O3 are influenced by 
the position, velocity and acceleration of the cart, s{t),s{t) and s{t), mass m  and 
u)q. The variation in the roots with these parameters is investigated next.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 3. VIBRATION SUPPRESSION STR A TE G Y 37
The motion of the cart is assumed to be prescribed by the time histories shown 
in Figure 3.1. Starting from the fixed end of the beam to the free end, the cart 
accelerates first, next there is a constant velocity phase followed by deceleration 
until the velocity becomes zero at the free end. The length of the beam is assumed 






100 150 200 
T im e (t)






100 150 200 
T im e  (t)
250 300 350 400
Figure 3.1; Prescribed cart motion, (a) s(t) - 1, (b) s(t) - t.
To implement the vibration suppression strategy, the natural frequencies fii, ^̂ 2 
and Qi have to be made commensuable. It can be seen from (3.6) that Oi depends 
only on Up. By changing tUp, Oi can be tuned to any desired value. The natural 
frequencies O2 and O3 depend on a number of parameters {s{t),s{t), s{t), m  and 
Uq). The variation of natural frequencies ri2 and Q3 at t =  150 is shown in Figure 
3.2(a) and that at t =  350 in Figure 3.2(b).
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The vibration suppression strategy used in this work is to make O2 and ^3  
commensuable by tuning Uq.
(I) (t-150)
(i> (t-350)
Figure 3.2: Linear natural frequencies 0 -2 , 0 3  variation with the tuning parameter 
Uq, m  = 0.1. (a)At t = 150, O2 , Os - uiq, (b) At t =  350, O2 , Os - ujq.
The equations of motion (2.30)- (2.32) show that p and cti are coupled through 
quadratic nonlinearities, and q and ai  are linearly coupled. For such a case, it can 
be shown ([47] and [48]) that the frequency ratios Oi Ri 2f23 and ~  ^̂ 3 can result 
in internal resonance. The natural frequency can be approximately tuned to be 
equal to 2fl3 by setting uip =  2Q3.
Denoting the difference between D2 and D3 at any time instant as cr, to satisfy 
D2 ~  D3, we need to tune Uq to make a as small as possible. In some instances, it 
is possible to tune the system such that a is zero. Such a case would correspond to
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perfect 1 : 1 resonance. However, in general, the parametric space is such that it 
is not possible to tune a to zero (example. Figure 3.2). The vibration suppression 
strategy requires that a be made as small as possible. When a is beyond a certain 
limit, the system goes out of internal resonance. A method to find the region of 
a in which internal resonance exists was presented in [40]. To establish internal 
resonance between 0 , 2  ^.nd O3 , Uq is selected such that a has the minimum possible 
value at every s{t). The smallest possible a depends on s{t), s{t) and m.
Tuning curves corresponding to the minimum value a are obtained to establish 
internal resonance in the system. For the case when the cart with the prescribed 
motion shown in Figure 3.1, the tuning curves corresponding to the minimum value 
of a is shown in Figure 3.3(a). When Uq is tuned according to Figure 3.3(a), the 
natural frequencies ^ 2  and 0^ are as shown in Figure 3.3(b). The gap between 
these frequencies, which is the minimum possible a, is shown in Figure 3.3(b). 
The smaller is the gap, the better satisfaction could be obtained in the internal 
resonance condition.
The effect of mass m on the tuning parameter Uq is shown in Figure 3.4(a). 
This figure was obtained for the particular instant when the cart is at s =  0.9. The 
frequencies ^2  and fia corresponding to the tuning curve are shown in Figure 3.4(b) 
and the gap between these frequencies is shown in Figure 3.4(c). It can be seen 
from this figure that increasing mass increases the minimum gap between ^2  and 
^ 3. Nevertheless, when the system is tuned according to the given tuned curve, the 
proposed vibration suppression strategy still works.
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Figure 3.3: Tuning parameter cOq, natural frequencies 0 3  and the minimum gap 
a variation with the position of the cart s(t), m  =  0 .1. (a) cjg - s(t), (b) Q2 , O3 -
s{t), (c) a - s{t).
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Figure 3.4; Tuning parameter LOg, natural frequencies ^ 2, 0 3  and the minimum gap 
a variation with mass m  at the position of the cart s = 0.9. (a) cUg - m,  (b) ^ 2) ^3  
- m, (c) a - m.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 3. VIBRATION SUPPRESSION ST R A T E G Y  42
To investigate the influence of s{t) on the natural frequencies of the system, the 
cart is assumed to move from the fixed end of the beam with a constant negative 
acceleration and an initial velocity such that the velocity becomes zero at the free 
end. The position and the velocity are shown in Figure 3.5. The tuned 0 ,2  ̂ the 
corresponding cr, and the tuning parameter a;,, when s{t) varies from —0.0408 to 
—0.000012074 with m  = 0.1 is shown in Figure 3.6. The acceleration s{t) varying 
from —0.0408 to —0.000012074 corresponds to a variation of the total traveling 
time of the cart from 7 to 407. Figure 3.6 shows an instant when the cart position 
is s =  0.9. It can be seen from Figure 3.6 that acceleration has very little influence 
on the tuning parameter tUq, the system frequencies O2 , ^3  the minimum cr.
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Figure 3.5: Cart motion with only negative acceleration, (a) s(t) - t, (b) s{t) - t.
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Figure 3.6: Tuning parameter u)q, natural frequencies O2 ,0 3  and the minimum gap 
a variation with the cart’s acceleration s{t) at the position of the cart s =  0.9, 
m  = 0 .1. (a) LOq - s{t), (b) O2 , fls - s{t), (c) a - s{t).
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3.3 Im plementation of Vibration Suppression Strat­
egy
As mentioned in previous section, ojp and cOg needs to be tuned to satisfy Oi 20^ 
and LOq need to be tuned to satisfy O2 ~  fis to establish internal resonance in the 
system. The tuning curves for ujg were presented in Section 3.2 and Up is set equal 
to 2 0 ,3 . The tuning of the frequencies is accomplished using position feedback of the 
form Tp =  —Kpp and Tg =  —Kgq in (2.30) and (2.31), respectively, and adjusting 
the position feedback gains Kp and Kg to make cUp — Kp and — Kg resonate. 
Thus, the equations of motion are given by: 
p equation:
P +  KdpP +  S +  (Wp -  K p ) p  +  WpPe 
+  {d id j+ d iQ j}  =  0 (3.7)
q equation:
q + Kdgq +  {û g -  Kg)q +
+^[^i\x=s{t)i^i} + =  0 (2-^)
V  equation:
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(f)i(j)jdx {cij} +  (j>i4>'jdx {aj} = 0 (3.9)+
where Kdp and Kdq are velocity feedback gains which are discussed next. When 
the system is tuned under internal resonance, damping is introduced in p and q 
directions using velocity feedback to suppress vibration in the system. This can 
be considered as a D controller. Velocity feedback is represented by Kdpp and 
KdqQ in (3.7) and (3.8), where Kdp and Kdq can be tuned to achieve best vibration 
suppression result. In general, increasing Kdp and Kdq up to a certain limit reduces 
the settling time. This limit depends on system parameters and finding them 
analytically is a challenging task. In this work we use trial and error to adjust Kdp 
and Kdq to obtain a reasonable settling time.
In order to implement the vibration suppression strategy, a tunable PD con­
troller is needed in p and q directions for position and velocity feedback. The 
controller in p direction can also be used for implementing the prescribed cart 
motion. A conceptual control logic diagram is shown in Figure 3.7.
The prescribed motion of the traversing cart, s, s and s, is the input to the 
system. Using the method outlined in Section 3.2, the tuning parameter tUg and the 
natural frequencies O2 and Qs are determined. Block 1 indicates the computation 
of the controller gain Kp based on minimization of the difference between and 
2 0 ,3 . Block 2 indicates the position and the velocity feedback to establish internal 
resonance and introduce damping in the system in the p mode. Block 3 describes the 
computation of the controller gain Kg based on the minimization of the difference
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Block 1
Tuned Q3







Q 2 and Q3
Figure 3.7: Conceptual control logic, Ki  and K 2 are gains for tuning Kp and Kg
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between ^ 2  and fia through the tuning parameter Ug. Block 4 indicates the position 
and the velocity feedback to the q mode for establishing internal resonance between 
q and the first mode of the beam and introducing damping in the q mode for 
vibration suppression. This control strategy can be further improved by computing 
natural frequencies and tuning parameters from system feedback rather than using 
the theoretical values. This is left as future work.
In this chapter, linear natural frequencies of the system were analyzed to obtain 
tuning curves to establish internal resonance and the vibration suppression strategy 
was presented. In the next chapter, dynamics of the beam carrying spring-mass 
system is investigated numerically and system response is analyzed.
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Chapter 4
System  R esponse Analysis
In this chapter, dynamics of the system is investigated numerically. The vibration 
suppression strategy described in Chapter 3 is established numerically and dynamics 
of the system studied using spectral analysis techniques.
4.1 Numerical Solution
The equations of motion (3.7)-(3.9) are solved numerically using four cantilever 
beam mode shapes (2.33) as basis functions to obtain system response. The Adap­
tive Stepsize Runge-Kutta Method discussed in Section 1.4.2 is used for obtaining 
the solution.
49
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4.2 Spectral Analysis
System response is analyzed in spectral domain using power spectrum and time- 
frequency analysis. For power spectrum analysis, the numerical solution obtained 
need to be interpolated to make the data step size constant. Cubic polynomial 
interpolation is used. Next, power spectrum is obtained by applying the Hann 
window to the data segment and finding its one sided Power Spectral Density (PSD), 
with mean squared amplitude as the measure, by the Fast-Fourier transform (FFT) 
algorithm [45]. To reduce the variance, data points are segmented and overlapped. 
The computed FFTs are averaged.
4.3 Resonant and Non-Resonant Response
In all the simulations presented in this section, the cart is assumed to move with the 
prescribed motion shown in Figure 4.1, which is the same as Figure 3.1, repeated 
here for convenience. Parameters used in simulations are shown in Table 4.1.
P a ra m e te r  Sets
m =  1 , Pe =  0 , ge =  0
No. Ndp Kd, VtO Po Qo Figure
1 0.1 0.00001 0.00001 4.2-4.10
2 0.3 0.3 0.1 0.00001 0.00001 4.16-4.20
3 0.00001 0.00001 0.1 4.11- 4.15
4 0.3 0.9 0.00001 0.00001 0.1 4.21- 4.25
Table 4.1: Parameter sets.
The coupling between the moving mass and beam is, in general, weak, internal 
resonance is used for enhancing the coupling. Figure 4.2 shows a typical time
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Figure 4.1: Prescribed cart motion, (a) s{t) - t, (b) s{t) - t.
response when the parameters are as chosen that the system is away from internal 
resonance. In Figure 4.2, Parameter Set 1 in Table 4.1 is used and ojp and uiq 
are selected such that the frequencies are not in internal resonance. It can be 
seen from Figure 4.2 that coupling between the beam and moving mass is weak 
as indicated by little vibration of p{t) and q{t). When system parameters satisfy 
internal resonance conditions, the coupling between the beam and moving mass 
becomes strong. This strong coupling can then be used to transfer energy from 
one subsystem to another. By adding damping to the moving mass when the 
system is under internal resonance, vibration of the beam and moving mass can be 
suppressed. Figure 4.3 shows a resonant case, where ujq is continuously tuned so 
that ~  ^3  and Up is selected to be equal to 2fl3. For this case, Parameter Set 1
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Figure 4.2: System response without internal resonance, m =  1, Vto =  0.1, po = 
0.00001, go =  0.00001. (a) the p mode of the mass, (b) the q mode of the mass, (c) 
Beam tip deflection.
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(see Table 4.1) is used for simulation.
It can been seen from Figure 4.3 that when initial value is given to the beam, 
energy exists in the beam initially, then transfers to first the q mode and next 
the p mode of the mass. When the amplitude of q decreases, the amplitude of 
Vto increases and energy goes back from the mass to the beam. Comparing Figure 
4.2 with Figure 4.3, the effect of internal resonance can be clearly seen. Under 
internal resonance conditions, energy transfers back and forth between the beam 
and moving mass, resulting in very strong coupling. This is the key to the vibration 
suppression strategy in this work.
Figure 4.4 is the power spectrum for the system response shown in Figure 4.3. 
The FFTs are calculated with 32768 data points and the average time step for 
the data points is 0.00529. Figure 4.4(a) shows the power spectrum the p mode 
of the mass. In this case, major peaks appear near the even multiplies of Oa(eg. 
2123, 4123, 6 0 3 , • • • )• These peaks are not at exact even multiplies of O3, but are 
very close to the even multiplies. This is due to the fact that O2 and O3 are not 
in perfect internal resonance but there is a small detuning a, which arises because 
the parameter space is such that it is not possible to tune O2 and O3 to be exactly 
the same. Figure 4.4(c) shows the power spectrum for the beam. The major peaks 
appear near the odd multiplies of O3 (O3, 3O3, 5O3, ...), as these peaks approach the 
second and the third natural frequency of the beam (22.19 and 61.77, respectively), 
the energy in these peaks increases. It should also be noted that under internal 
resonance, the system response is predominantly bi-periodic. In other words, the 
response frequencies have the integral combination of the lowest natural frequency
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Figure 4.3: System response, m =  1, Ujo =  0.1, po = 0.00001, go = 0.00001. (a) the 
p mode of the mass, (b) the q mode of the mass, (c) Beam tip deflection.
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Figure 4.4: Power spectrum, m =  1, Vto =  0.1, po = 0.00001, Qq =  0.00001. (a) the 
p mode of the mass, (b) the q mode of the mass, (c) Beam Tip deflection Vto-
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of the system and the beating frequency. This results in side bands in the power 
spectrum (Figure 4.4). Figure 4.4(b) is the spectrum for q mode of the mass, which 
is similar to Figure 4.4(c) because the q mode and the beam are linearly coupled.
It can been seen from Figure 4.4 that the peaks are not sharply defined. This 
is due to the fact that the system is time-varying and the averaging makes the 
peaks fiatter. In order to investigate the time varying behavior of the response, 
time-frequency analysis is carried out.
Time-frequency spectrogram is obtained by finding power spectrum of relatively 
small segments of data and the results are displayed on time and frequency axes, 
with time corresponding to the center of the data segment shown on x  axis and 
frequency shown on y axis. The power spectral density is shown using grey scaling 
for the whole plot. Dark shades represent higher energy level compared to ligher 
shades (reference Figure 4.6). For smoother transitions, the data segments are 
overlapped.
As the cart moves along the length of the beam, the natural frequencies change. 
This change in the frequencies can be seen clearly in the spectrograms shown in 
Figures 4.5-4.8. As the cart moves from one end to the other, the separation of the 
side bands also increases. To further investigate transfer of energy under internal 
resonance conditions, the frequency bands are magnified as shown in Figure 4.9 
and Figure 4.10. Figure 4.9 is obtained for the q mode of the mass and Figure 4.10 
for the tip deflection of the beam. The magnified spectrograms clearly show the 
changing energy content of the frequencies. It can be seen clearly from Figure 4.9, 
that when q reaches amplitude crest, energy in the fundamental natural frequency
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in the q mode increases.
4.4 Comparison of Different Excitation M odes
Next, we compare the effect of excitation in different modes. The previous simula­
tions, Figures 4.3-4.10, were based on the initial value given to the beam. Figures 
4.11-4.15 show the case where the initial value is given to the q mode of the moving 
mass. Since in this case, the system is excited by a single frequency subsystem (as 
opposed to the beam excitation where there is contribution from higher modes), 
energy is mostly exchanged between the lower harmonics. This is indicated by the 
relative lack of higher energy in the high frequency band of the beam response in 
Figure 4.12(c).
Figure 4.11 shows system time response under internal resonance using Param­
eter Set 3 in Table 4.1. It can be seen that energy initially existing in the q mode 
of the mass first transfers to the beam and to the p mode of the mass and then 
back to the q mode due to internal resonance. Figure 4.12 is the power spectrum 
for the system response shown in Figure 4.11. Higher frequencies’ energy is weak in 
this case, which is due to the fact the system is excited by a single frequency sub­
system and energy is mostly exchanged between lower harmonics. Time frequency 
spectrograms (Figures 4.13-4.15) show this phenomenon more clearly.
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150 200
Time t
Figure 4.5: Spectrogram for the p mode of the mass, m =  1, Vto = 0.1, po =  0.00001, 
qo 0.00001.
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Figure 4.6: Gray level for spectrogram
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Time t
Figure 4.7: Spectrogram for the q mode of the mass, m =  1, Vto =  0.1, po = 0.00001, 
qo =  0.00001.
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Figure 4.8; Spectrogram for beam tip deflection Vto, m  — 1, Vto =  0.1, po =  0.00001, 
go =  0.00001.
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Figure 4.9: Magnified spectrogram for the q mode of the mass, m =  1, Vto 
Po =  0.00001, Qo = 0.00001.
=  0 .1,
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Figure 4.10; Magnified spectrogram for beam tip deflection Ujo, m  =  1, Vto 
Po = 0.00001, qo = 0.00001.
0 . 1 ,
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Figure 4.11: System response, m =  1, Vto =  0.00001, po = 0.00001, qo — 0.1. (a) 
the p mode of the mass, (b) the q mode of the mass, (c) Beam tip deflection.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.













0 10 20 30 40 50 60 70
Angular Frequency
Figure 4.12: Power spectrum, m =  1, Vto = 0.00001, po =  0.00001, go =  0.1 (a) the 
p mode of the mass, (b) the q mode of the mass, (c) Beam tip deffection.
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Figure 4.13; Spectrogram for the p mode of the mass, m =  1, Vto -  0.00001, 
Po = 0.00001, go =  0.1.
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Figure 4.14: Spectrogram for the q mode of the mass, m  — 1, Vto =  0.00001, 
Po =  0.00001, Qo =  0.1.
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Figure 4.15: Spectrogram for beam tip deflection vto, m  = I, Vto 
0.00001, go =  0.1.
=  0.00001, Po =
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4.5 Vibration Suppression
Once internal resonance is established, vibrations are suppressed by introducing 
damping in the moving mass modes. This not only suppresses vibrations in the 
moving mass, but also suppresses vibrations in the beam using the strong coupling 
which exists due to internal resonance. Simulations using the internal resonance 
based vibration suppression strategy are shown in Figures 4.16-4.20 for Parameter 
Set 2 (see Table 4.1). As it can be clearly seen from the time response shown 
in Figure 4.16, the vibrations of the beam and the moving mass are suppressed 
quickly. The settling time can be further reduced by increasing the damping. The 
system response for this case without damping were shown earlier in Figure 4.3.
The power spectrum for the system response is shown in Figure 4.17, where it 
can be seen the power spectral density of frequencies is much lower than that of the 
undamped response which was shown in Figure 4.4. The flat peaks are due to the 
fact the system is time variant and the power spectrum averages frequencies all the 
length of the time series. Time-frequency spectrograms shown in Figures 4.18-4.20 
indicates the damping is most effective in the lower frequencies.
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Figure 4.16: System response with damping, m =  1, Vto = 0.1, po = 0.00001, 
go = 0.00001, Kdp = 0.3, K^g = 0.3. (a) the p mode of the mass, (b) the q mode of 
the mass, (c) Beam tip deflection.
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Figure 4.17: Power spectrum, m =  1, Vto = 0.1, po = 0.00001, Qo = 0.00001, 
Kdp — 0.3, Kdq =  0.3.(a) the p mode of the mass, (b) the q mode of the mass, (c) 
Beam tip deflection Uto-
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Figure 4.18: Spectrogram for the p mode of the mass, m =  1, Vto — 0.1, po 
0.00001, go = 0.00001, Kdp = 0.3, Kdg =  0.3.
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200 
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Figure 4.19; Spectrogram for the q mode of the mass, m  — I, Vto =  0.1, po 
0.00001, qo = 0.00001, Kdp = 0.3, Kdg = 0.3.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.










Figure 4.20: Spectrogram for the beam tip deflection Vto- m =  1, Vto =  0 .1 , 
Po = 0.00001, qo =  0.00001, K^p =  0.3, K^g = 0.3.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 4. SYSTEM  RESPONSE ANALYSIS  75
Next, we show simulation for the case where the initial value is given to the q 
mode of the moving mass using Parameter Set 4 in Table 4.1. The time response 
shown in Figure 4.21 indicates the rapid vibration suppression. These results can 
be compared to the undamped case shown in Figure 4.11. The power spectrum 
is shown in Figure 4.22. The time frequency spectrograms are shown in Figures 
4.23-4.25. In this case, since the system is excited by a single mode (initial value is 
given to q only), energy is mostly exchanged between the lower harmonics. This is 
also indicated by the lack of higher frequency bands in the spectrograms.
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Figure 4.21: System response with damping, m =  1, Vto = 0.00001, po = 0.00001, 
go =  0.1, Kdp = 0.3, Kdq =  0.9.(a) the p mode of the mass, (b) the g mode of the 
mass, (c) Beam tip deflection.
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Figure 4.22: Power spectrum, m =  1, Vto = 0.00001, po =  0.00001, qo = 0.1, 
Kd,p = 0.3, Kdq =  0.9.(a) the p mode of the mass, (b) the q mode of the mass, (c) 
Beam tip deflection
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Figure 4.23; Spectrogram for the p mode of the mass, m  = 1, vto = 0.00001, 
Po =  0.00001, go =  0.1, Kdp =  0.1, Kdg = 0.9.
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Figure 4.24: Spectrogram for the q mode of the mass, m =  1, Vto = 0.00001, 
Po  =  0.00001, go =  0.1, Kdp =  0.1, Kdq =  0.9.
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Figure 4.25: Spectrogram for beam tip deflection Vto, m  
0.00001, qo =  0.1, Kdp =  0.1, Kdq = 0.9.
1 , Uto =  0 .00001 , Po =
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In this chapter, the system response with and without internal resonance , with 
damping and without damping are simulated with setting initial value to the beam 
tip deflection and the q mode of the moving mass. Spectral characteristics are 
investigated using power spectrum graphs and time-frequency spectrograms. The 
results show that the vibration in the system can be suppressed successfully using 
the strategy presented in Chapter 3.
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
Contributions of this thesis can be divided into three parts; system modeling, 
parametric analysis and system response analysis. In system modeling, a cantilever 
beam carrying a traversing spring-mass subsystem was modeled. The coupling 
between the spring-mass subsystem and the beam is due to kinematic nonlinearities 
arising in the system as a result of the subsystem moving along the beam. The 
kinematic nonlinearities play a significant role in the system response. In particular, 
the system exhibits internal resonance under certain frequency conditions.
Another characteristic of the system is that as the traversing spring-mass sub­
system moves along the length of the beam, the natural frequencies of the system 
change. In this thesis, this change in the natural frequencies was studied using 
parametric analysis.
The response of the system was analyzed through a numerical solution obtained
82
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by reducing the nonlinear partial differential equations of motion to the ordinary 
differential equations using Galerkin method. The natural boundary conditions 
were incorporated into the equations of motion during this discretization process.
To suppress vibrations of the beam, internal resonance was established to strengthen 
the coupling between the spring-mass subsystem and the beam. Once strong cou­
pling was established between the different vibration modes, vibration suppression 
was achieved by introducing damping using velocity feedback.
To obtain internal resonance, linear system natural frequencies were tuned to 
be commensuable by adjusting the stiffnesses of the spring-mass subsystem using 
position feedback.
For the system response analysis, equations of motion were solved using Adap­
tive Stepsize Runge-Kutta Method. System response without internal resonance 
and with internal resonance were compared. The effect of exciting the system by 
giving an initial value to the beam was compared with the case where the initial 
value was given to the q mode of the moving mass.
Vibration suppression strategy was demonstrated. It was shown that using the 
proposed vibration suppression strategy, the vibrations in the beam and in the 
spring-mass subsystem were quickly suppressed.
The time varying behavior of the system was studied using time-frequency spec­
trograms.
Perturbation method is a technique to obtain approximate analytical solution 
for nonlinear systems. Detailed description of the method can be found in [46]. Per­
turbation method was tried, but final result wasn’t obtained due to the complexity
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of the equations of motion of system. Partial results of the analysis are presented 
in Appendix A for future work.
5.2 Future Work
This thesis focused on vibration suppression for a cantilever beam carrying a 
traversing spring-mass subsystem. The system was assumed to undergo small am­
plitude vibration. The application of the vibration suppression strategy for the 
similar systems undergoing large amplitude vibration would be pursued. The ex­
perimental demonstration of the vibration suppression strategy would also be con­
sidered. Another objective of the future work is to establish the results using a 
semi-analytical method based on perturbation method.
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A ppendix A
Perturbation M ethod
The perturbation method of multiple scales is applied to solve the equations of 
motion of the system analytically. Although the final result isn’t obtained yet, 
the procedure of solving the equations of motion using the perturbation method 
presented gives a broad view of solving nonlinear ODEs analytically.
A .l Small M otions about the Equilibrium Posi­
tion
In order to obtain a solution using the perturbation method of multiple scales, the 
equations of motion (2.30), (2.31) and (2.32) are further simplified by expanding 
them about the equilibrium positions p = pe, q = Qe and ai = 0. Using Taylor 
series expansion of (2.30), (2.31) and (2.32) about the equilibrium positions and
85
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including terms up to the second derivative, the following equations are obtained:
p + s + u p  +  s
+ ^^^Nx=s(t) ^
q +  UgQ +  S L0iJx=s(t) + L</'iJi=s(() {®j}J 
m  {[Mj]^=s{t) {^j }  +  H^i}x=s{t)
0
0
+ 0101 x=s{t) {(p +  s) {aj} +  (2s +  p) {dj}} 
+ {sp + s^) [0 i0 "]^^^(^){«j}}
+ /  4>i4>jdx {dj} +  /  '̂l4>"idx 
Jo J Uo
(A.l)
In (A.l), for convenience, the same variables have been used to represent the motion 
about the equilibrium positions as in the original equations (2.30),(2.31) and (2.32).
A .2 Perturbation Analysis
In perturbation analysis, the first mode of a cantilever beam is used as the basis 
function in (A.l). Using only one basis function 0i and its corresponding coefficient 
function ai. (A.l) is reduced to:
p +  UpP +  didii<y.\ +  did^ +  c?2diO;i +  da =  0
q +  oĴ q +  d̂ Oii +  dsdi =  0
Oil +  u\oL\ +  d^q +  djA\ +  dgpa-i +  d%pA\ +  dgpoii =  0 (A.2)
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where di, di, ds, di, ds, de, dr, ds, do, and Ui are defined as:
di =  01 
ds - s 
d^ 501
x=s(t) d2 =  (S010 i' +  S010 'i) x=s{t)
C?4 =  01 x=s{t)
x=s{t)
fg ipfdx+m(pf 
, mMiSnq — ~Fi—„ — rf  (pldx+m<p̂
x=s{t)
x=s(t)
da = , ___
4>\dx+m4>\
d —





where d^-d-j is the repeat of C1-C4 in (3.3) and redefined here for clarity. The re­
duced equation (A.2) is used to be analyzed with the method of multiple scales. 
The underlying idea of the method of multiple scales is to consider the expansion 
representing the response to be a function of multiple independent variables, or 
scales, instead of a single variable. In the current work, two time scales Tq and T\ 
are needed for the expansions, which are defined as below:
Tq — t  
Ti — et (A.4)
e is a scaling parameter. The linear motion of the system would be the primary 
motion on time scale T q. The nonlinearities are expected to have a smaller effect 
and that effect will be on the slower time scale Ti. Using the chain rule, derivatives 
with respect to t  become expansions in terms of the derivatives with respect to To
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and Ti as follows:
d d d
dt ~  dT o '^^dT i
d f  ~  dTo^ ^dTodTi  ̂ ^
where the higher order term is neglected in the second equation of (A.5).
The next step is to assume an asymptotic series solution for p, q and ai. From 
(A.2), it can be seen that the highest nonlinearity of the equations need to be 
solved is quadratic nonlinearity. So two term asymptotic expansions for p, q and 
ai respectively are assumed as below:
p{t) =  epi(To,Ti) +  e^p2(To,Ti)
q{t) — eqi{To,Ti) + e^q2 {To,Ti) 
ai{t) = eui{To,Ti) + €^U2{Tq,Ti) (A.6 )
where Pi(To, Ti), gi(To, Ti) and u i{Tq, T i ) are e order solutions for p mode , q mode
of the moving mass and defection of the beam. P2 {Tq,Ti), q2 {To,Ti) and U2 {Tq,Ti) 
are order solutions for p mode , q mode of the moving mass and defection of the 
beam, e is a parameter introduced to obtain perturbation solution for nonlinear 
systems, which has no physical meaning and perturbation analysis doesn’t supply 
the solution for e. It is a parameter introduced as a device to track the nonlinearities 
and to allow the perturbation method to work in obtaining a solution. The closed 
form solution obtained using the perturbation method are the e order terms p i , qi 
and Ui.
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Using (A.4) and (A.6 ), (A.2) is simplified and the e and terms are collected 
and setting them to zero gives; 
e order equations:
2 n
^  + -  0
d' q̂i 2 J n
-  0
d'^ui , du\ 2  , d' q̂i ^
order equations:
=  -rf i(g 5r )  - * ^ “ 1
o  <9Vi ,  
aTodTi
, 2 , J  ^ ^ “ 2 , J  du2  ̂ d' q̂i d^ui  ̂ dui
+  <̂ o<?2 +  di _ 2  +  dsT—  — —2 ——— 2^4 di^ ^ 2 i “  "aTodTi “"^(dToaTi
a-U2 , 2 , j  ^^?2 _  , ^Pl > ^Pl ^ “ 1 .
dTo^ ^dTo '’aT o ''' ®5Tq STq  ̂dTi
- 2 . ^  (A.8 )5ro(971
The solution to (A.7) is:
Pi =  Ai(ri)e^^^^° +  Al(ri)e-*^^^° 
gi =  A2(Ti)e'^^^° +  A3(Ti)e'^3^°
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ui = r2A2{T,)U^^^° + nA^{T^)U^^^°
(A.9)
where are the linear natural frequencies of the system and obtained as positive 
roots of the characteristic equation (3.6). Complex variables Ai,A2 and Az are, in 
general, functions of the slower time scales. The over-bars in (A.9) represent the 
complex conjugate. Complex numbers are eigen vectors corresponding to 
and decided by :




+{—id2 + 2diD2)Cl2’>'2-̂ 2̂ '̂ ^̂ '̂̂ ° +  {—'id2 +  2diDz)Dzr‘lA^e^^^^'^°
4r { d i D 2 +  { — i d z  — 2 ^1^ 3 ) 0 2  +  d i D ^  -1- i d 2 D , z ) r z A z T 2 A 2 €.^^°^ 0 3 +^22) 
-{-{d iD .2  + [ 2 d i D z  — id<A)Pt2 + d \ ^ l ^  — id 2 D < ^ v z T 2 A z A 2 U '^ ^ ^ ^ ^ ^ ^ ^ ^  + 
rhsb =  [—2 i 0 2  — 2 id ir2 D2 — ^5^2)
cc
■ ^ ^ 2  jn^To
dTi 
dAo
+ { -d 5rz -  2id^rzD.z -  2iDz)——U^ '̂^° -1- cc
o i l
rhs6 = {{-dr -  2 i 0 2 )r2 -  2 ideD2 )~re'^^'^°o i l
B A
+ { { - 2 i r i z  -  d r ) r z  -
Oil
+{-idnQi + dsDl -  dsDiD2)T^2Aie''^°^~^^^^^^ 
+{-idnQi -  dsDiDz + dsDl)P;A;AiU'^°^-^^+^^^
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+{-idgQi +
+((i8^^if^3 +  ^8^1 — idQQ,i)AzrzAie^'^°^^^'^^^'^ + cc (A.11)
where rhsA, rhs6 and rhs6 represent the right side of (A.8), cc are the conjugate 
terms. The homogeneous solution of (A.8) contains the terms and
gî sTb which also appear in the right hand side of (A.8). This means, that the 
solution of (A.8 ) would contain secular terms that make the solution unstable. To 
eliminate the secular terms, the coefficients of and in (A. 11)






=  0 (A.12)
From (A.12), it shows that Ai,A2 and A3 are constants and the e order solution 
(A.9) is linear and depends only on the fast time scale Tq. Under this case, the 
coupling between the moving mass and the beam is very weak. So this solution 
is not pursued further. To get the solution for the system with strong coupling, 
the following relationship between the frequencies of the system fli, Q.2 and fla are 
presented:
=  2fi3 +
0,2 =  Q3 +  6(72 (A.13)
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where are small detuning parameters which quantitatively describes the nearness 
of to 2O3 and O2 to When an are zero, we have a perfect 1 : 2 : 2  ratio 
between This case is referred as 1 : 2 : 2 IR. Under Internal Resonance 
conditions, the secular terms can’t be eliminated by (A.12) any more because more 
terms contribute to the secular terms, which are shown as below:
g2in3To _  gifiiTog—io-iTj 
g2in2To _  g ifJiT og—i((Ti—2(T2)Ti 
_  g in iT o g —icrsTi 
gi(Q2+n3)To _  giHiTog—4(cti—(72)ri 
_  giQ iT og—i<74Ti
gi(ni-f22)no _  gi^3To î(cri—cr2)Ti
—  gjn3ToglCT4Tl 
gi(ni-U3)To _  ginaTogicriTi
Using (A.14) in (A.11), it shows that the elimination of secular terms requires the 
following conditions:
+ {2dirlDl -  
o T i  
+ (d ir 2 f2 2 ’’3 +  { 2 d i r 2 r 3 f l3  -  i d 2 r z r 2 ) 0 2
+dir3ri3r2 — id2T2TzDz)AzA2& =  0
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8A2
( ( - 2z -  2idir2)D,2 -
- \-{ { -2 i-2 id A rz )0 z -
5Ti
{{-2idQ -  2ir2)D2 -  djr2)U‘'̂ '̂ ^
8A2




+  ((4^1^2 +  {-'idof2 -  
+{d80lfz + {-d8rz0z-idQrz)Di)U'"^'^^AzAi = 0 (A.15)





where Oi, a2 and 03 are the modal amplitudes and tpi, tp2 and (fz are the corre­
sponding phases. Substituting (A. 16) in (A.15) gives equations for ,
1 ^ , | | r  and | | r .  Those equations are too long and complicated to solve analyt­
ically at present. Perhaps semi-analytic approach should be pursued to solve the 
resulting equations. This is left as future work.
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