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Abstract 
Discrete choice modelling has become the preferred empirical context to study individuals’ 
preferences and willingness to pay. Although the outcome is important in decision making, so 
is the process that individuals adopt to assist them in reaching a decision. Both should be 
considered when analysing individual behaviour as they represent jointly the endogeneity of 
choice. Traditional choice studies assume, in the main, a linear in the parameters additive in 
the attributes (LPAA) approach, where individuals are rational, take into account all the 
attributes and alternatives presented to them when reaching a decision, and value the attribute 
levels exactly as were presented in the popular choice experiment paradigm. This has not 
always been shown to be a behaviourally valid representation of choice response, and there 
is a growing literature on the role of a number of alternative decision process strategies that 
individuals use when facing a decision, which are often referred to as heuristics, or simply as 
process rules.  
 
The majority of choice studies also assume that respondents have a risk attitude that is risk 
neutral (i.e., a risky alternative is indifferent to a sure alternative of equal expected value) and 
that they perceive the levels of attributes in choice experiments in a way that suggests the 
absence of perceptual conditioning. Considering each in turn, there are people who are risk 
adverse, risk taking or risk neutral, and this heterogeneity in risk attitude does influence 
individuals’ decisions when faced with different choice scenarios. Heterogeneity is also 
present for perceptual conditioning in cases where there is variability in the outcomes of an 
attribute(s), which allows for differences between the stated probability of occurrence (in a 
choice experiment) and the perceived probability used when evaluating the prospect. Finally, 
the (accumulated) experience that individuals’ have with each alternative might also influence 
their decisions.  
 
The objective of this research is to integrate multiple decision process strategies, Value 
Learning (VL) and Relative Advantage Maximisation (RAM) in particular, alongside the 
traditional LPAA ‘process rule’ with behavioural refinements (i.e., risk attitudes, perceptual 
conditioning and overt experience), to take into account process endogeneity in choice 
responses. A novel approach is used to include process heterogeneity, referred to as 
conditioning of random process heterogeneity, where the mean and standard deviation of the 
parameters normally defined under an LPAA heuristic are conditioned by process strategies. 
This approach takes into account the relationship between process heterogeneity and 
iii 
 
preference heterogeneity, of particular interest in studies that integrate random parameters 
and process strategies. The model performance results and willingness to pay estimates are 
compared to those obtained when using a probabilistic decision process method, increasingly 
used in the choice literature to accommodate process heterogeneity.  
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STANDPT Density Public Transport Metro Rail 
EXPBS Experience Bus Metro Rail and Northwest 
EXPBW Experience Busway Northwest 
EXPTR Experience Train Metro Rail and Northwest 
EXPCR Experience Car Metro Rail and Northwest 
ALPHABSTT Risk Attitudes Travel Time Bus Metro Rail 
ALPHATRTT Risk Attitudes Travel Time Train Metro Rail 
ALPHAMTTT Risk Attitudes Travel Time Metro Metro Rail 
ALPHAEXTT Risk Attitudes Travel Time Currently 
Available Modal Facilities 
Northwest 
ALPHANEXTT Risk Attitudes Travel Time New Modal 
Investments 
Northwest 
ALPHACRTT Risk Attitudes Travel Time Car Metro Rail and Northwest 
ALPHABSCS Risk Attitudes Cost Bus Metro Rail 
ALPHATRCS Risk Attitudes Cost Train Metro Rail 
ALPHAMTCS Risk Attitudes Cost Metro Metro Rail 
ALPHAEXCS Risk Attitudes Cost Currently Available 
Modal Facilities 
Northwest 
ALPHANEXCS Risk Attitudes Cost New Modal 
Investments 
Northwest 
ALPHACRTRCS Risk Attitudes Fuel+Toll Car Metro Rail and Northwest 
ALPHACRPCS Risk Attitudes Parking Car Metro Rail and Northwest 
GAMMABS Perceptual Conditioning Bus Metro Rail 
GAMMACR Perceptual Conditioning Car Metro Rail 
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Process Homogeneity Models 
General Models 
 LPAA RAM VL Parameters Behavioural refinements Experience 
LPAA_MNL Yes No No Fixed No No 
LPAA_MNL_BRExp Yes No No Fixed Yes Yes 
LPAA_MML Yes No No Random No No 
LPAA_MML_BRExp Yes No No Random Yes Yes 
VL_MNL No No Yes Fixed No No 
VL_MNL_Exp No No Yes Fixed Yes Yes 
VL_MML No No Yes Random No No 
VL_MML_Exp No No Yes Random Yes Yes 
RAM_MNL No Yes No Fixed No No 
RAM_MNL_Exp No Yes No Fixed Yes Yes 
RAM_MML No Yes No Random No No 
RAM_MML_Exp No Yes No Random Yes Yes 
 
Error Components Models 
 LPAA VL Parameters Choice set sequence included? 
EC_LPAA Yes No Fixed No 
EC_SeqLPAA Yes No Fixed Yes 
EC_VL No Yes Fixed No 
EC_SeqVL No Yes Fixed Yes 
 
Utility Functions 
1) LPAA Model: 
1 1 2 2 iqt i i qt i i qt in inqt iqtU x x x            
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in  are the estimates representing the difference between the level of attribute n and alternative i and the reference level for that same attribute 
n; and inqx  represents the level of attribute n of alternative i for the individual q. 
The utility function when considering behavioural refinements can be written as: 
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where   represents the degree of curvature of the weighting function, and   represents the risk attitudes towards the second and third 
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2) VL Model 
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refn represents the reference level for attribute n; and   represents the concavity factor used to transform the differences between the attribute 
levels and the reference levels as follows 
   
3) RAM Model 
The definition of advantage of an alternative i over an alternative j is equivalent to the disadvantage of the alternative j over alternative i over all 
attributes m, as follows: 
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Process Heterogeneity Models: including LPAA, RAM and VL 
 Parameters Behavioural refinements Experience Description 
PDP Fixed No No Each heuristic is represented by a different class 
PDP_BRExp Fixed Yes Yes Each heuristic is represented by a different class 
CRPHm Random No No Interactions between the mean normally defined under a LPAA heuristic, and the process strategies VL and RAM 
CRPHs Random No No Interactions between the standard deviation normally defined under a LPAA heuristic, and the process strategies VL and RAM 
CRPHms Random No No 
Interactions between the mean and standard deviation normally 
defined under a LPAA heuristic, and the process strategies VL and 
RAM 
CRPHms_BRExp Random Yes Yes 
Interactions between the mean and standard deviation normally 
defined under a LPAA heuristic, and the process strategies VL and 
RAM 
 
Utility Functions 
1) PDP 
In this research three heuristics will be included: RAM, VL and LPAA. Therefore, the model equations for each class will be equivalent to the 
utility functions for each heuristic, as follows: 
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The parameters in  can be considered common between LPAA and RAM, but not for VL, which will have its own parameters VLin , defined as: 
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m
VL in  represents the relationship between the mean estimate and VL; ,mRAM in  represents the relationship between the mean and RAM; 
,
s
VL inq  the relationship between the standard deviation and VL; ,sRAM inq  the relationship between the standard deviation and RAM.    
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CHAPTER 1 
1. Introduction 
 
 
1.1. Research Topics and Questions 
Individuals are frequently faced with decisions which are influenced by a variety of factors. 
Some influences are related to the information available that is relevant to a specific context, 
and others are related to relevant experience or knowledge that the individual has acquired 
that can inform a decision. The psychology and marketing literature in particular has focused 
on understanding the diverse ways in which an individual may reach a decision and offers 
different ways in which context, experience and information might relate to each other and 
influence choices (Bates, 1954; Payne, 1976; Gigerenzer et al., 1999). In addition, the broader 
multidisciplinary decision making literature suggests that there may be differences across 
individuals, including the ways in which people integrate context, experience and information; 
the risk attitude applied (risk aversion, risk taking or risk neutrality); and the way in which 
objective evidence is perceived (Edwards, 1961; Slavic et al., 1977). In general, the body of 
existing literature suggests that studying individual or group behaviour is complex with 
numerous possible behaviours and behavioural responses. 
 
By way of example, imagine a man named Bob who travels from his house to work every day 
during peak hours. He used to take the bus, but a year ago the government built a train station 
near his house and he started using the train. In the route Bob uses, the trains are less frequent 
than the buses, but the travel times for the trains are more predictable than for the buses (i.e., 
there is less variability). Bob is highly risk averse towards travel time: he prefers to wait longer 
for the train than taking the bus because the latter mode has a higher travel time variability, 
even when the buses might be faster on average and more frequent. The government is now 
promoting a new bus service that is very regular and has the same frequencies as the old bus 
service. Since this new alternative reduces the travel time variability, the government would 
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expect to attract individuals such as Bob back to the bus alternative. However, since Bob has 
had experience with high travel time variability in buses, he does not believe that the new bus 
alternative could be as regular as the trains, and thus perceives the bus travel times as having 
a high degree of variability. Hence, Bob continues using the train. This is not the case for his 
neighbour Alice who is risk neutral, where her decision depends only on the average perceived 
travel time when it is lower than 15 minutes, but if it is higher she will also take into account 
how crowded the mode of transport is. The train and the old bus service both took on average 
more than 15 minutes, so Alice used the train because it was usually less crowded than the 
bus. However, the new bus alternative only takes Alice 12 minutes to get to work, so she 
switches to this new bus service. Bob and Alice are examples of classes of individuals who 
make travel decisions on a daily basis, and yet they are very different in their behavioural 
processes. Thus, any attempt to understand the decision making of a large number of 
individuals is complicated because of differences between individuals.  
 
When trying to understand individual or group (such as household or organization) behaviour, 
discrete choice modelling has been widely used across many disciplines such as 
transportation, health economics, marketing, and resource and environmental economics. In 
a discrete choice study, decision makers1 are observed to choose between two or more 
alternatives; each of these may be described by attribute levels, and on any given choice 
occasion the decision maker chooses one as the preferred alternative. Such studies have 
wide appeal because of the range of useful outputs they can provide, including estimates of 
willingness to pay (WTP) for different attributes of the choice alternatives, and prediction of 
the influence of changes in explanatory variables on total demand and choice shares. The 
choices made by the decision maker may be stated in a hypothetical context or revealed in a 
market or natural environment. In the former case, hypothetical choice situations are used 
(referred as stated choice scenarios), which are generated using experimental design 
techniques, and in which respondents are asked to evaluate a number of sequenced choice 
scenarios. For each scenario, the respondent indicates their preferred alternative. Stated 
preference (SP) data that is rich in design and scenario options enables the analyst to study 
variations in attribute levels for existing alternatives as well as totally new alternatives that are 
not observed in real markets. In contrast, revealed preference (RP) data can be used to reveal 
the preferences of decision makers for alternatives available in the market, although markets 
                                                
1 This thesis will mainly refer to individuals as the decision makers, but it is important to mention that 
decision makers may not be individuals. For example, they could be groups of individuals such as 
households and firms. 
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may reveal a limited spectrum of preference due to limited variability in the explanatory 
variables. Whereas the attribute levels are designed in SP experiments, they are observed or 
reported by a respondent in RP studies. The former has no measurement error in the attributes 
(but can have perceptual conditioning, i.e., the probability of occurrence may not exactly 
replicate the value that individuals assign to the outcome, so there exists a perceptually 
conditioned probability) but does so in the choice response; by contrast the attributes in RP 
studies may have measurement error but the choice response is the real market response. 
Furthermore, the calculation of the willingness to pay (WTP) estimates is better facilitated in 
SP experiments because they encourage the trade-off between attributes. On the contrary, in 
RP data usually the cost attribute is highly correlated to some of the attributes, such as the 
travel time. In both study paradigms information, context and experience can and do influence 
how attributes are processed and hence choices are made. 
 
Traditional discrete choice models assume that decision makers assess all the attributes that 
describe the alternatives as if all are relevant and tradeable, and their preferences are 
completely rational. These assumptions imply risk neutrality and an objective perception of 
the attributes presented. McFadden (2001, p. 374), amongst others, raised the necessity of 
including information, experience and decision processes in the traditionally used random 
utility maximization (RUM): 
 
“What lies ahead? I believe that the basic RUM theory of decision-making, with a much larger 
role for experience and information in the formation of perceptions and expression of 
preferences, and allowance for the use of rules as agents for preferences, can describe most 
economic choice behavior in markets, surveys, and the laboratory. If so, then this framework 
can continue for the foreseeable future to form a basis for microeconometric analysis of 
consumer behavior and the consequences of economic policy.” 
 
Recent literature has offered a more extensive set of behavioural assumptions linked in 
particular to process rules or heuristics that recognise the real possibility that heterogeneity in 
a population of decision makers exists and needs to be captured in ways that represent how 
individuals actually process information, including the extent of influence of specific attributes 
which varies across a population of interest (Hensher 2006; Chorus et al. 2008; Leong and 
Hensher 2012; Hess et al. 2012).  This recent literature has not only considered preference 
heterogeneity but also identified process heterogeneity. This recognises a role for different 
processing strategies that individuals use when facing a decision, which are often referred to 
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in the literature as heuristics or simply as process rules. The great majority of choice studies 
also assume that respondents have a risk attitude that is risk neutral and that they also 
perceive the levels of attributes in choice experiments in a way that suggests the absence of 
perceptual conditioning. Considering each in turn, there are people who are risk adverse, risk 
taking or risk neutral, and this heterogeneity in risk attitude does influence individuals’ 
decisions when faced with different choice scenarios (Senna 1994; Polak et al. 2008; Hensher 
and Rose 2009). Heterogeneity is also present for perceptual conditioning in cases where 
there is variability in the outcomes of an attribute(s), which allows for differences between the 
stated probability of occurrence (or a subjective value such as beliefs) and the perceived 
probability used when evaluating the prospect (Tversky and Kahneman 1992; Camerer and 
Ho 1994; Wu and Gonzalez 1999; Hensher et al. 2013). All of these components (multiple 
heuristics, risk attitudes and perceptual conditioning) recognise topics that influence decision 
making, and to the best of our knowledge have not been analysed jointly in both the transport 
literature and other literatures.  
 
The conceptual framework proposed for this thesis is shown in Figure 1-1. The elements inside 
the dashed square influence directly the valuation of individual attributes of the choice 
alternatives. When an individual is faced with making a decision, he might have risk attitudes 
that influence the way in which he processes the information (even if there is not any variability 
on the levels of the attributes, and in real or hypothetical market contexts). On the other hand, 
if there is variability in the levels of an alternative’s attribute, degrees of risk or of uncertainty 
might be present. If the probabilities of occurrence of the levels are defined or known by the 
individual, the individual faces a decision with risk. If these probabilities are not defined or are 
unknown by the individual, the decision presents uncertainty or ambiguity. Typically in real 
decisions, the probabilities of the outcomes are not known, so decisions are made under 
uncertainty and ambiguity. When an individual faces a decision under risk, there might be a 
presence of perceptual conditioning through the interpretation of the probabilities of 
occurrence associated with varying levels of attributes or circumstances. The interaction 
between these elements can be seen in Figure 1-1, where experience and the elements inside 
the grey square may vary between individuals. The dashed square represents behavioural 
refinements that allow us to have a better understanding of individual preferences.  
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Figure 1-1: Proposed conceptual framework for decision making 
 
Although there is research focused on studying which process strategies might be more 
accurate than others, they are not necessarily exclusive. More than one heuristic might be 
acting together in decision-making in two ways: (1) if one individual uses one process strategy 
and another individual uses a different one – process heterogeneity across individuals; (2) if 
an individual uses more than one process heuristic to make a decision – process 
heterogeneity within individuals. Studies that have included multiple process strategies usually 
consider each one as acting by itself. One of the approaches used in the literature, referred 
as Probabilistic Decision Process (PDP), considers that an individual might choose one 
process strategy only, whether it be a traditional or an alternative one. A different approach, 
referred to as Heuristic Weighting Function (HWF), considers that one individual might be 
partly using one process strategy and partly using another one, weighting them by a certain 
factor. Another approach, referred in literature as a Hybrid Model, considers more than one 
process heuristic in the utility function, either because the heuristics are essentially different 
in terms of what they are including, or they can be considering acting upon a different subset 
of the attributes. All of these approaches used in choice studies assume that there is no 
interaction between the process strategies when valuing the attributes. However, it might 
certainly be the case that the valuation of attributes considered under a traditional heuristic 
might be influenced by process strategies. 
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The research questions that this thesis seeks to answer are the following: 
1. Are preferences better represented when considering multiple decision process 
strategies, risk attitudes, perceptual conditioning and experience? How might they 
work together? 
 
2. How do decision process strategies interact with each other?  
 
3. Is there any relationship between process heterogeneity and taste heterogeneity?  
 
4. How do the various behavioural elements of the integrated choice process influence 
key behavioural outputs such marginal (dis)utilities, willingness to pay estimates and 
confidence intervals? 
 
1.2. Research Approach and Contributions 
The purpose of this research is to provide a better understanding of decision making by 
simultaneously considering risk attitudes, perceptual conditioning, and multiple decision 
process strategies. Although these components have been recognised as an important part 
of decision-making (McFadden 2001), the full set of candidate process influences have not 
yet been incorporated in discrete choice modelling to investigate the contribution of each 
behavioural element in the identification of key behavioural outputs such as willingness to pay 
estimates and elasticities.  
 
There is a growing number of studies investigating the role of various heuristics in choice 
modelling, including multiple heuristics. However, the existing literature is still rather limited 
even though all of them suggest that the consideration of multiple heuristics significantly 
improves the goodness of fit of the models and provides a richer understanding of individuals’ 
behaviour. The heuristics used in literature can be separated in three major categories: (1) 
context free heuristics, where individuals evaluate each alternative using only the attributes 
that define it, (2) local choice context dependent heuristics, where the attributes that define 
one alternative influence how individuals evaluate the competing alternatives, and (3) choice 
set interdependent, where the attributes that individuals previously faced influence how they 
make their current decisions. This thesis will focus in three heuristics to cover the different 
types of categories that represent different relationships between alternatives and choice sets. 
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The first of them is the linear in the parameter additive in the attributes heuristic (LPAA) that 
is the one traditionally used and is part of the context free heuristics. The second heuristic 
belongs to the category local choice context dependent heuristics. Specifically, this thesis 
considers an influence referred to as Relative Advantage Maximisation (RAM) where an 
individual will ponder the advantages and disadvantages of an alternative relative to the 
competing alternatives as a function of the difference between the alternatives’ characteristics. 
This heuristics was chosen because it has proven to have a significant influence on how 
decisions are made. The third heuristic is part of the choice set interdependent heuristics, and 
is referred to as Value Learning (VL). This heuristic considers that the best characteristics of 
the alternatives that have previously been chosen will have an effect of how an individual 
assesses the alternatives in the current scenario. VL was selected because, even though it 
has proven to be significant in decision making, it has received limited attention in 
transportation literature.  
 
The three heuristics considered in this thesis – LPAA, VL and RAM - can take place in real life 
decisions (RP) or in hypothetical decisions (SP). The LPAA and RAM heuristic can easily be 
pictured in both RP and SP scenarios as they only require more than one alternative with 
common characteristics. However, the VL heuristic requires sequential decision-making. 
Common SP experiments present more than one scenario to each individual in a short period 
of time. Hence, it is likely that they are able to remember the past alternatives’ characteristics 
and use them to assess the current alternatives. However, in an RP context this is more 
arguable since individuals face the same decision with less frequency so their memories are 
more likely to be influenced by other factors. Nevertheless, VL can be used both in SP and 
RP experiments. This thesis will use two SP datasets to validate the methodologies and 
results. The focus of this thesis is to assess different formulations to incorporate process 
heterogeneity and other behavioural refinements, so it is out of the scope to compare the 
results to the ones from an RP experiment. 
 
As mentioned in the previous section, different model forms have been proposed to include 
process heterogeneity in one model. The PDP approach is the most flexible ones in terms of 
allowing for different heuristics to be included, so this is the first model form that will be used 
in this thesis. Current literature has suggested a possible confoundment between process 
heterogeneity and preference heterogeneity (Hess et al., 2012; Hensher et al., 2013a; Collins 
et al., 2013; Campbell et al. 2014). One of the most important contributions of this thesis is a 
novel methodology to incorporate process heterogeneity that shows that process 
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heterogeneity conditions random preference heterogeneity. Therefore, it allows there to be a 
relationship between process and preference heterogeneity, and determines the extent to 
which this relationship changes the standard output measures of interest to analysts, such as 
willingness to pay (WTP) estimates. If there is a modification, this thesis will analyse to what 
extent do the mean and standard deviation change, and if there is an increase or decrease. 
These are interesting and behaviourally relevant questions given the importance of WTP 
indicators in demand forecasting and user benefits in project appraisal. This original 
methodology will be described with more detail throughout the sections of this thesis. 
 
Different studies have investigated the role of risk attitudes, perceptual conditioning and 
experience in decision-making. These studies reveal a significant improvement in the models’ 
outcomes and in the understanding of individuals’ preferences when including these 
behavioural refinements in the choice models. This thesis will incorporate different ways in 
which these components might be influencing decision making (e.g., risk attitudes when there 
is variability in an attribute and where there is not).  
 
An objective of the thesis is to make a contribution to support researchers and practitioners in 
their consideration of the potential role of richer behavioural forms of choice models. Two 
different datasets are used to establish the extent to which the proposed method can be 
supported more generally. The two datasets vary in the way alternatives are presented, with 
one data source (referred to as the Northwest data) includes commonly used attributes, such 
as travel times and cost, and the other source (called Metro Rail) additionally including travel 
time reliability and public transport crowding. The datasets also vary in terms of their attribute 
levels and socioeconomic characteristics.  
 
As discussed above, there is an important void in the choice modelling literature regarding the 
use of multiple heuristics, especially concerning a possible relationship between them, and 
there is also a gap regarding the influence of behavioural refinements and experience on the 
use of process strategies. This thesis aims to fill this gap in the discrete choice modelling 
literature. This approach proposed has much behavioural merit, given that both of these 
literatures – multiple heuristics together with risk attitudes, perceptual conditioning and 
experience – have been independently shown to be significant in the modelling results, 
suggesting valuable insights into choice making. Likewise, it shows that the decision process 
strategies used by individuals are also relevant in their behavioural responses and influence 
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the willingness to pay estimates. To the best of our knowledge, there are no current studies 
that integrate multiple heuristics together with risk attitudes, perceptual conditioning or 
experience. One of the contributions of this thesis is to analyse and interpret how the 
consideration of both literatures together improves our understanding of respondent 
preferences. Another important contribution - as mentioned above - is a novel approach to 
include multiple heuristics by considering a relationship between process and preference 
heterogeneity, a subject which has been widely mentioned in the literature but not yet studied. 
 
1.3. Thesis Outline 
The chapters of this thesis are organised as follows. Chapter 2 presents the current literature 
on the various topics of this thesis. It starts by explaining different process strategy rules that 
have been proposed in the literature, divided into three categories: (1) context free heuristics 
– where an individual assesses an alternative without considering the competing alternatives; 
(2) local choice context dependent heuristics – where an individual takes into account all the 
possible alternatives when assessing each of them; and (3) choice set interdependent 
heuristics – where current decisions are influenced by similar decisions made in the past. Then 
the chapter reviews literature that has combined more than one heuristic. The second part of 
the chapter is focused on behavioural refinements and experience.  
 
Chapter 3 presents the econometric methodology used in this thesis. This is followed by the 
selection of heuristics used and their formulations and implications. The methodologies used 
to integrate the behavioural refinements and experience are reviewed, followed by the 
methodologies used to incorporate process heterogeneity. The methodology proposed in this 
thesis is presented with a detailed analysis of its contribution and interpretation. The final part 
of this chapter presents how to calculate the marginal (dis)utilities and WTP estimates with 
their confidence intervals using the Delta method for all the models. 
 
Chapter 4 presents a description of the two datasets used in the modelling: the Metro Rail 
dataset and the Northwest dataset. The first and second sections describe each survey with 
their attributes and attribute levels and sample sizes; whereas the third section provides a 
comparison of the characteristics of the surveys with regards to the attributes considered and 
the mean and standard deviation of the attribute levels, as well as an overview of the 
characteristics of respondents. 
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Chapter 5 and Chapter 6 provide a detailed assessment of the estimated model results using 
the range of studied heuristics - LPAA, VL and RAM, together with behavioural refinements 
and experience in the MetroRail and Northwest dataset, respectively. The first part of each 
chapter (Sections 2, 3 and 4) assesses the statistical performance of each model type 
separately, with Section 5 undertaking a comparison of the range of model specifications. This 
comparative assessment comprises the estimated parameters associated with behavioural 
refinements and overt experience; the log likelihood and AIC indicators; and the willingness to 
pay estimates (WTP).  
 
The final chapter (Chapter 7) begins with the main contributions. The many model forms that 
investigate the role of process homogeneity, process heterogeneity, behavioural refinements 
and experience are assessed in the context of the research questions posed earlier in the 
thesis. The chapter concludes with a discussion of areas for future research together with 
some concluding remarks.  
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CHAPTER 2 
2. Background: Process strategies and behavioural refinements 
 
 
2.1. Introduction 
Mainstream discrete choice modelling approaches have evolved in a setting in which some 
very specific behavioural assumptions are made in specifying choice models and estimation 
methods. While they have served the literature well and are often the ‘bread and butter’ 
procedures in practical applications, they are not without criticism. For example, the majority 
of choice studies assume that individuals assess the offered attributes using a fully 
compensatory decision rule which involves trading off all attributes as if all are relevant and 
tradeable. Another debatable assumption is that people’s preferences are ‘rational’; as 
proposed by Luce (1959) this means transitivity of preferences (i.e., if ‘a’ is preferred over ‘b’ 
and ‘b’ is preferred over ‘c’, then ‘a’ is preferred over ‘c’), logical dominance (i.e., if you 
introduce a preferred alternative, that would be the dominant) and indifference between 
formally equivalent alternatives. This assumes risk neutrality and an objective perception of 
the attributes presented, and as will be discussed, these assumptions might be easily violated 
by some individuals. 
 
This chapter reviews the spectrum of process rules or heuristics that have been presented in 
the literature with a commentary on the merits of each rule. The first section of this chapter 
reviews the heuristics proposed in the literature, divided into three different categories: (1) 
those ones that are independent of the alternatives presented in the choice set – context free 
heuristics; (2) those that depend on all the alternatives shown in a choice set – local choice 
context dependent; and (3) those that depend on the multiple choice tasks shown to an 
individual – choice set interdependent. The next section reviews the literature that has 
combined more than one heuristic in explaining preferences. Section 2.7 presents the issue 
on confoundment between process and preference heterogeneity as has been suggested in 
the literature. Subsection 2.8 presents different behavioural refinements that have been 
studied, such as risk attitudes and perceptual conditioning. The next subsection reviews how 
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past experiences have proven to influence decision making. The final section summarises the 
main findings and the research gaps that have not been addressed. 
 
2.2. Heuristics 
The great majority of choice studies assume that decision makers are rational, take into 
account all the attributes included in a stated choice experiment or as listed in a revealed 
preference model, and value the levels exactly as are presented to them. This process 
strategy will be referred to as linear in the parameters and additive in the attributes (LPAA). 
As mentioned above, the underlying assumptions of this strategy have been widely criticised 
in the literature as they do not necessarily represent how decisions are made (although 
sometimes they do). These criticisms have led to the development of several other process 
strategies as possible alternatives to represent choice making. In this thesis, LPAA is 
considered as a process strategy as it could certainly be a shortcut in processing when making 
a decision. Literature often treats it as an established and dominant decision process but, as 
will be seen later in this thesis, it could be extended in a number of directions. For example, it 
could represent a simplification of risk attitudes, perceptual conditioning, or other behavioural 
refinements. This section summarises a number of heuristics that represent the state of the 
art. They are divided into three major topics: (1) Context free heuristics – when valuing an 
alternative individuals will only consider the characteristics of it; (2) Local choice context 
dependent – when valuing an alternative individuals will also consider the characteristics of 
competing alternatives, and; (3) Choice set dependent heuristics – when valuing an alternative 
individuals will take into account past information (i.e., previous choice sets) they faced.  
 
The following subsections explore each one of the three major topics mentioned above. Table 
2-1 summarises all of these heuristics as a reference source. Table 2-2 presents which of the 
principal disciplines that investigate choice heuristics – transportation, marketing, 
environmental, and health - have included or discussed each specific heuristic. It shows that 
most of the heuristics have been discussed in marketing and transportation, with a few 
exceptions. Likewise, health studies also considered several of these heuristics, and 
environmental studies only consider five of them. The wide discussion of these heuristics in 
transportation studies strengthens the importance of estimating them simultaneously and 
studying their interaction in this area of applied research.  
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Table 2-1: Summary Table of the Analysed Heuristics  
 
HEURISTIC REFERENCES DESCRIPTION 
C
O
N
TE
XT
 F
R
EE
 H
EU
R
IS
TI
C
S 
Satisficing Simon (1955) The individual chooses the first alternative 
whose attributes satisfy his payoff requirements. 
Elimination-By-Aspects 
(EBA) 
Tversky (1972) The individual ranks the attribute depending on 
the importance level. All the alternatives that fail 
to meet the threshold requirement for the most 
important attribute are eliminated. The process 
is repeated using the second most important 
attribute, and so on until only one alternative is 
left. 
Attribute non-attendance 
(ANA) 
Hensher (2006); Hensher 
(2010); Scarpa et al. 
(2009);  Scarpa et al. 
(2010) 
To make a decision, the individual only 
evaluates a subset of the attributes, i.e., does 
not attend to certain attributes. The subset 
attended to can be inferred or stated. 
Prospect Theory Kahneman and Tversky 
(1979) 
The attribute levels are compared to a reference 
point, and are evaluated as gains or losses. 
C
O
N
TE
XT
 D
EP
EN
D
EN
T 
H
EU
R
IS
TI
C
S 
Lexicography Tversky (1972) The individual makes a decision based on the 
level of only one attribute. 
Majority of Confirming 
Dimensions (MCD) 
Russo and Dosher 
(1983); Hensher and 
Collins (2011) 
The alternative chosen is the one that has the 
highest count of 'best' attribute levels compared 
to the other alternatives. 
Extremeness Aversion 
Heuristic 
Tversky and Simonson 
(1993); Simonson and 
Tversky (1992) 
The alternatives whose levels are extreme (too 
good or too bad) are avoided. 
Compromise Effect: An alternative whose 
attribute levels are 'in between' has a higher 
probability of being chosen. 
Polarisation Effect: There is a preference 
towards some 'extreme alternatives'. The 
extremeness aversion presents only towards a 
subset of the attributes. 
Random Regret 
Minimisation (RRM) 
Chorus et al. (2008); 
Chorus (2010); Chorus 
(2012) 
The utility functions (disutility) assigned to each 
alternative relies on regret, which is defined as 
the loss felt when a non-chosen alternatives 
performs better than the chosen one on certain 
attribute(s). 
Relative Advantage 
Maximisation (RAM)  
Tversky and Simonson 
(1993) 
The utility functions assigned to each alternative 
have an additional component (to the RUM 
model) which represents the relative advantage 
of the alternative compared to the others. 
Contextual Concavity 
Model (CCM) 
Kivetz et al. (2004) The utility function is the sum across attributes 
of concave functions of the relative advantage 
(or gain) of an attribute relative to the worst one. 
Extremeness Seeking 
Heuristic 
Gourville and Soman 
(2007) 
The alternatives whose levels are extreme (too 
good or too bad) have a higher probability of 
being chosen. 
C
H
O
IC
E 
SE
T 
IN
TE
R
D
EP
EN
D
EN
T 
H
EU
R
IS
TI
C
S Reference Point Heuristics   
Reference Revision and 
Value Learning 
DeShazo (2002); 
Hensher and Collins 
(2011); Bateman et al. 
(2008); McNair et al. 
(2011) 
Over the course of an experiment, preferences 
are not stable and depend on starting point and 
attribute levels presented. 
Case Based Theory Gilboa and Schmeidler 
(1995); Gilboa and 
Pazgal (2001) 
Decision making under uncertainty is based on 
experiences on past cases and their outcomes 
Cost Expectations Model Carson et al. (1994); 
Alberini et al. (2017) 
 
Respondents assume that the price of the initial 
offer conveys information about the actual cost 
of the good, so any other price will violate their 
expectations. 
Strategic Misrepresentation 
(Strategic Responding) 
McNair et al. (2012) An individual may hide their true preferences, 
rejecting the preferred alternative within the 
choice task, because in a previous choice task 
he was presented with a better alternative. The 
theory relies on the individuals’ hope that their 
preferred alternative is implemented. 
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HEURISTIC REFERENCES DESCRIPTION 
‘Yea-Saying’ Model Couch and Keniston 
(1960); Mitchell and 
Carson (1989); Cameron 
and Quiggin (1994) 
When a respondent accepts the first question, 
he wants to be consistent in the follow-up 
questions and keeps accepting them 
 
Attraction Effect Huber et al. (1982) When an asymmetrically dominated alternative 
is included in the choice set, the relative market 
share of the dominant alternative increases. 
Similarity Effect Tversky (1972) When an alternative is included in a choice set, 
it tends to receive more market share from 
similar alternatives (decreasing their relative 
market share). 
 
Table 2-2: Summary Table of Applied Studies of Heuristics Investigated in Different 
Disciplines 
 
HEURISTIC MARKETING TRANPORTATION ENVIRONMENTAL HEALTH 
C
O
N
TE
XT
 F
R
EE
 
H
EU
R
IS
TI
C
S 
Satisficing X X - X 
Elimination-By-Aspects 
(EBA) 
X X - X 
Attribute non-attendance 
(ANA) 
X X X X 
Prospect Theory  X X - - 
C
O
N
TE
XT
 D
EP
EN
D
EN
T 
H
EU
R
IS
TI
C
S 
Lexicography X X X X 
Majority of Confirming 
Dimensions (MCD) 
X X -  
Extremeness Aversion 
Heuristic 
X X - X 
Random Regret 
Minimisation (RRM) 
X X X X 
Relative Advantage 
Maximisation (RAM)  
X X - - 
Contextual Concavity 
Model (CCM) 
X X - - 
Extremeness Seeking 
Heuristic 
- X - - 
C
H
O
IC
E 
SE
T 
IN
TE
R
D
EP
EN
D
EN
T 
H
EU
R
IS
TI
C
S 
Reference Point 
Heuristics 
    
Reference Revision and 
Value Learning 
X X X X 
Case Based Theory X - - - 
Cost Expectations Model X X - - 
Strategic 
Misrepresentation 
(Strategic Responding) 
X X - X 
‘Yea-Saying’ Model X X X - 
Attraction Effect X X X X 
Similarity Effect X - - - 
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Threshold and Cut-offs Concept 
Before understanding in more depth the heuristics that will be included in this research, it is 
useful to understand the threshold concept since it will be referred to by several heuristics, 
such as satisficing, EBA and ANA. It is important to note that it is not a heuristic by itself but a 
concept relevant to many of them, and that is why it will be explained first. Thresholds and cut-
offs define ranges of the attribute levels that establish if it is acceptable or non-acceptable. 
Many heuristics use this concept, stating that attitudes might change depending on the level 
of the attribute. The critical value(s) for which the attitude changes are determined by 
thresholds and cut-offs. Moreover, this critical value(s) can be assumed as equal for the entire 
population or to vary across individuals. 
 
Swait (2001) proposes to incorporate attribute cut-offs when studying consumer behaviour 
through discrete choice modelling, using elicited cut-offs. He considers the restrictions added 
as ‘soft’, that is, a respondent can choose an alternative that violates some cut-offs if they 
believe the benefits are high enough. His results are very encouraging; however he notes the 
additional burden of having to collect additional information (i.e., asking the respondents to 
define the cut-offs used). Hensher and Rose (2012) implemented a similar method to condition 
the entire utility expression. Cantillo et al. (2004) incorporate thresholds in the perception of 
attribute level variations using discrete choice modelling. They discuss the importance of 
considering thresholds in the estimation process, since if not, the attributes’ estimates could 
be over and under estimated. For example, if under a certain level individuals do not value 
travel time as much and the modeller does not consider this threshold, the estimate for travel 
time will be overestimated for small values and underestimated for higher ones. They develop 
a choice model that includes random thresholds specified as particular analytical distributions 
(without elicited evidence) as minimum perceptible changes in attributes. Their results show 
that the benefits of including thresholds depend on the size of the change in the variable; when 
the changes increase, the benefits decrease.  
 
There are several other papers that have dealt with the concept of thresholds or cut-offs when 
understanding decision-making (e.g., Hensher 2010a); the ones that considered them as part 
of a decision process strategy will be further analysed in the corresponding heuristic section 
below.  
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2.3. Context Free Heuristics 
Context free heuristics refer to those which do not consider the influence that the other 
alternatives presented in the choice set may have over the assessment of one alternative. 
That is, the function used by individuals to assess each alternative is independent of the 
opposing alternatives’ attribute levels. 
 
2.3.1.  Satisficing 
This heuristic was initially proposed by Simon (1955), where an individual chooses the first 
alternative that satisfies his payoff requirements. He discusses the fact that this model does 
not guarantee a unique solution or even the existence of one. In traditional discrete choice 
models, all alternatives are evaluated and then a decision is made. However, in human 
decision-making, alternatives are often examined sequentially. Hence, to assure a unique 
solution, this heuristic states that the individual will choose the first alternative that satisfies 
their imposed conditions. Regarding the existence of a solution, the author proposes that when 
evaluating the alternatives sequentially, if the individual does not find a satisfactory alternative, 
he will change the pay-offs or conditions. Such changes will then guarantee the existence of 
a solution. 
 
Later on, Grether and Wilde (1984), consider that individuals’ environment influences the way 
in which they processes the attributes associated with alternatives. Therefore, based on the 
knowledge of respondents and experience, they assign a payoff or cut-off (i.e., threshold) 
function to each attribute. 
 
Subsequently, this heuristic was studied by Gigerenzer and Todd (2008) together with other 
heuristics considered in the literature. Todd and Gigerenzer (2007) investigate the implications 
of this heuristic in an environmental study, and Chen and Sun (2003) include this heuristic 
when analysing the relationship between age and financial decisions. Their results show that 
older people have a higher tendency to use this decision process strategy.  
 
2.3.2.  Elimination by Aspects  
Tversky (1972) develop a probabilistic theory of choice as a way of explaining possible 
uncertainty and inconsistencies in responses (when a person seems to violate one or more of 
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the axioms of rational choice behaviour). Uncertainty and inconsistency have stimulated the 
development of two theoretical frameworks that treat choice as a probabilistic process; random 
utility models and constant utility models. The first one ascribes uncertainty and inconsistency 
in the determination of the attributes’ values, and the second ones to the decision rule. Tversky 
(1972) propose a third theoretical framework called elimination models. This heuristic states 
that the importance of each alternatives’ attributes depends on an attribute ranking, which 
itself is subject to the respondent cut-offs. The level of importance of each attribute can be 
determined probabilistically or deterministically. Respondents assign a cut-off or threshold to 
each attribute, which determines if they are acceptable for them. Then, the individual 
eliminates all the alternatives that fail to meet the threshold of that attribute. They then repeat 
this process using the second most important attribute, and so on until there is only one 
alternative left.  
 
Many researchers have considered this heuristic as a useful tool when the number of attributes 
and alternatives presented in the choice task is too large, making it a complex experiment 
(e.g., Williams and Ortúzar 1982; Young 1984; Payne 1976; Cantillo et al. 2004). However 
one might argue that this reflects the way choices are made in real markets, and what one 
must recognise is that we do not know a great deal about which attributes matter to each 
respondent, and hence reducing the set prematurely (often occurs in stated choice studies) 
may deny the opportunity to recognise which attributes are relevant, given their levels, for 
each person. As Hensher (2006b) says, relevance is what matters and not the complexity of 
choice experiments, which is in the eyes of the decision maker. 
 
Gigerenzer and Todd (2008) include this heuristic in their analysis of the most general and 
common heuristics used in decision making. Transportation studies such as Hess et al. (2012) 
studied different ways in which this heuristic can be included, revealing their influence and 
implications.  
 
2.3.3. Attribute Non-Attendance 
One of the most common heuristics used in transportation studies is referred to as attribute 
non-attendance (ANA), which suggests that individuals may not take into account every 
attribute when reaching a decision. This heuristic challenges the assumption that individuals 
are fully-compensatory, i.e., they assess all the attribute levels presented to them. This 
heuristic can be: context free (Section 2.3), where the individual only considers the 
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characteristics of an alternative to decide which attributes he will attend to when evaluating it; 
or choice context dependent, where the individual considers the characteristics of the other 
alternatives when deciding which attributes he will attend to associated with an alternative. 
The beginning of this chapter showed some of the first papers that took the thresholds and 
cut-offs concept heuristic into consideration in the field of transportation. Hensher et al. (2005) 
were the first to recognise and account for ANA in choice analysis through supplementary 
questions on whether an attribute was ignored or not.  The ANA heuristic can be identified 
through stated responses, or inferred analytically. In the former case, respondents explicitly 
state which of the attributes they did not attend to; in the inferred case non-attendance is 
inferred through an appropriately specified model. Puckett and Hensher (2009) studied 
whether asking respondents to determine which attributes they did not attend to after each 
choice task or after the whole experiment influence the model parameter estimates. Their 
results showed that respondents do not always ignore the same attributes in every choice 
task; thus, it is better to ask them after each choice set (which can account for the attribute 
levels in each choice scenario). 
 
Essentially, inferred ANA can be considered as part of the ‘context free’ heuristics or part of 
the ‘local choice context dependent’ heuristics; it depends on the definition used by the 
modeller. For example, it is considered a ‘context free’ heuristic if the modeller defines ANA 
towards all the attributes other than costs and travel times (e.g., frequency). In this case, the 
utility function of each alternative would be independent of the characteristics of its competing 
alternatives. However, where ANA is defined as being influenced by the choice task structure 
(e.g., number of alternatives), there would be a relationship between the alternatives so it 
would be a ‘context dependent’ heuristic (Hensher, 2006b; Collins and Hensher, 2015). This 
form is included in the ‘context free’ section because most of the studies use this definition. 
When using stated ANA, it would normally be considered as a ‘context free’ heuristic. 
 
Hess and Rose (2007) use an SP dataset for route choice in Australia and propose a 
methodology for inferring ANA using latent classes (see Section 3.5.2 for more details), such 
that the decision process strategies need not be stated by respondents. They present this 
approach by criticising the method of asking respondents to state the ANA they used directly. 
Their results show a significant difference between the stated ANA and the inferred one. 
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Hensher (2010b) studied inferred non-attendance using a dataset collected for a study of car 
driving commuters in Sydney in 2004. His model allowed for attribute non-attendance, without 
having to ask respondents to define which attributes they did not attend. His objective was to 
analyse the impact on the willingness to pay estimates (WTP) for travel time savings, and the 
results showed that when including attribute processing rules the estimates for travel time 
savings have a higher mean.  
 
Hensher (2006b) was also the first to study how the design of an experiment (known as ‘design 
of designs’) might influence willingness to pay estimates through the influence of ANA, i.e., 
considering ‘context dependence’. Later on, Weller et al. (2014) compare inferred and stated 
responses and analysed the influence that the same design may have on the ANA heuristic. 
Their results show that a higher number of alternatives increased the probability of non-
attendance, both for stated and inferred specifications. Specifically, they found that for stated 
non-attendance a higher number of levels for the cost attribute increased the probability of 
non-attending it; and for inferred non-attendance, a higher number of alternatives increased 
the probability of not-attending to the cost attribute. Likewise, Collins and Hensher (2015) 
studied the influence of the experiment design on inferred attribute non-attendance using a 
latent class random parameter approach (more details of this approach can be found on 
Section 3.5.2). They also confirmed the finding that when the number of attribute levels is 
larger, there seems to be more ANA, and some attributes are more likely to be not attended. 
Also, their findings suggest the WTP estimates significantly change when considering stated 
vs inferred ANA.  
 
Recent studies, such as  Campbell et al. (2012; 2014) consider possible sub-sets of the choice 
task in a study on fish and chicken markets. They consider four possible choice sets: (1) the 
complete choice task, (2) all alternatives except those that have a cost above a certain value 
$XX, (3) all alternatives except those that have a cost above another given value $X, and so 
on. Campbell et al. (2014) show that even though a small number of respondents did not 
attend all the alternatives presented, this had a major impact on the WTP estimates. Campbell 
et al. (2012) show that these non-attendance heuristics are significant in the model estimates, 
and improved the statistical fit and associated understanding of individual behaviour. These 
findings suggest that controlling for the design of a choice experiment in modelling choices 
has great merit. In practice this is not always possible since fixed designs are used to consider 
a constant context. However, the findings reported in this study can be used as evidence to 
guide the design of a choice experiment and be explicit about the likely implication on WTP. 
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All of the studies mentioned above were estimated using maximum log-likelihood (refer to 
Section 3.2 for more details). There are other studies that have considered Bayesian 
Estimation (the interested reader is referred to Rossi et al. 2006 and Train 2009 for more 
details on this approach) to consider possible ANA. George and McCulloch (1993) proposed 
this methodology for attribute selection, and they referred to it as the Stochastic Search 
Variable Selection. Through the hierarchical Bayes model, they identified the attributes that 
should be included and excluded from the model. Gilbride et al. (2006) introduce a model that 
incorporates heterogeneous selection in which respondents differ in the attributes they take 
into account. Their results on an empirical application in a brand choice study shows that 
including ANA improves inference and predictive accuracy.   
 
Scarpa et al. (2009) refer to the Bayesian approach for attribute selection as Stochastic 
Attribute Selection (STAS). In this study they use a STAS and a latent class approach to 
include non-attendance. Their objective was not to see which approach was superior, but to 
show the relevance of non-attendance. Both of the approaches revealed a significant 
improvement when taking into account non-attendance. The non-attendance frequencies did 
not change considerably within both approaches. 
 
Many studies in different disciplines have demonstrated that not all respondents attend to all 
attributes. These include transportation (Hensher et al. 2005; Hensher 2006b; Hensher and 
Greene 2010; Scarpa et al. 2009; Zellman et al. 2010), marketing (Swait 2001; Fasolo et al. 
2007; Islam et al. 2007; Moser and Raffaelli 2014) and health (McIntosh and Ryan 2002; 
Lancsar and Louviere 2006). There are also a few exceptions which demonstrate the contrary 
(for example, Rigby and Burton 2006; Campbell et al. 2008; Carlsson et al. 2008).  
 
Furthermore, there are studies which have focused on the risk of confounding ANA and 
preference heterogeneity. Hess et al. (2013) argue that when using a latent class approach 
(for more information see Section 3.5.2) to represent ANA the results might be misguided by 
representing, in part, regular taste heterogeneity. Their first proposed model estimates the 
class-specific parameters to avoid the confounding between ANA and regular taste 
heterogeneity. Their second proposed model combines latent class with mixed logit model 
(LC-MMNL) which allows for ANA and for taste heterogeneity in the form of random 
parameters. The results of both models suggest that the implied rate of ANA might be much 
lower than what is suggested by a traditional model. Their findings reveal a potential 
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confounding between process strategies, especifically ANA, and taste heterogeneity, which 
might have a significant influence on the results. Collins et al. (2013) propose a similar model 
but with a more general definition of ANA, called random parameter attribute non-attendance 
model (RPANA). Their results show  significant differences in the ANA rates as the distribution 
of the random parameters varied, which suggests a possible confounding between ANA and 
taste heterogeneity. 
 
2.3.4. Prospect Theory 
Prospect Theory (PT) was developed by Kahneman and Tversky (1979) as an alternative to 
Expected Utility Theory (EUT). EUT states that decisions made under risk are valued non-
linearly as the sum of all the possible outcomes multiplied by their probabilities of occurrence 
(the functional forms will be described in Section 2.7). They critiqued the theory of EUT on 
decisions made under risk by describing three empirical effects which seem to violate 
expected utility theory (EUT): (1) the Reflection Effect; (2) Probabilistic Insurance; and (3) the 
Isolation Effect.  
- The Reflection Effect considers the situation where an outcome is replaced by gains 
to losses (i.e., has a negative prospect). They demonstrate through a study that 
certainty increases the averseness of losses as well as the desirability of gains, which 
contradicts EUT principles.  
- Probabilistic Insurance refers to insurance policies, where people spend money to 
obtain insurance against both large and small losses. In case of an accident, a regular 
insurance covers all damages or a part of them. However, probabilistic insurance offers 
several alternatives each one up to a certain probability, e.g., if the accident occurs on 
an odd day of the month there is no cover, otherwise it covers everything. EUT implies 
that probabilistic insurance is superior to regular insurance. However, their results 
show a higher degree of risk aversion towards probabilistic insurance.  
- The Isolation Effect refers to the situation where a person has to choose between 
different alternatives and will focus his attention on those attributes that differentiate 
the alternatives, while disregarding common characteristics. This may generate 
preference inconsistencies since the decomposition of the alternative components into 
common or dissimilar may be done differently between individuals, and this might lead 
to different preferences. This is what they refer to as the Isolation effect. They provide 
an example where there are two scenarios: one risky and one riskless. The certainty 
on the outcome enhances the attractiveness of this scenario, relative to a risky 
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scenario with the same probability and outcome. PT states that respondents evaluate 
attribute levels relative to a reference point, evaluating each attribute level as a gain or 
a loss using a weighting probability. 
 
PT proposes that the value function of an attribute is defined relative to a reference point, and 
that generally gains will have a concave function while losses a convex one. Moreover, the 
value function for losses will be steeper than for gains, which translates into losses being 
weighted more heavily than gains in the utility function. The value function proposed is shown 
in Figure 2-1. 
 
Figure 2-1: Hypothetical Value Function of Gains and Losses. Source: Kahneman and 
Tversky (1979). 
 
That is, PT states that, in risky situations where each outcome is presented up to a certain 
probability, the utility function will be as follows: 
1 1 2 2( ) ( ) ( ) ( ) ... ( ) ( )n nU w p u x w p u x w p u x                                                  (2.1) 
where ( )nu x  is the value function of attribute nx ; and ( )nw p represents a weighting function 
of the probability of occurrence np .  
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Quiggin (1982) detected a limitation of the PT approach in its inability to assign a separate 
weighting probability. If two different outcomes have the same probability of occurrence, their 
transformed probability would also be the same, regardless of the nature of the outcome. This 
led to the development of Cumulative Prospect Theory (CPT), which considers a weighting 
probability that is defined over the cumulative probability distribution, and not over the 
probability by itself. To define the cumulative function, it is necessary to order the possible 
outcomes nx  (with its corresponding probabilities np ) from worst to best: 1 2 3, , ,..., nx x x x , 
where 1k kx x   for k=2,…,n. 
 
The anticipated utility function, as they define it, is as follows: 
( ) ( ) ( ) ( )n n
n
V h p U x h p U x                                                                                        (2.2) 
where ( )h p  is the vector of decision weights; ( )nh p depends on all the probabilities and not 
only on np , where ( ) 1n
n
h p  . If k mp p  it does not mean that ( ) ( )k mh p h p  (for 
k=1,2,…,n and m=1,2,…,n). However, if 0kp  then ( ) 0kh p  ; and for simplicity of scaling if 
1kp   then ( ) 1kh p  . They also assume that if there are only two possible outcomes, if
1/ 2kp   then ( ) 1/ 2kh p  , that is, if the probabilities are 50%-50% they will not be 
distorted. The rest of the decision weights are defined as follows: 
- If the outcome kx  is a positive one then the decision weight ( )kh p  is the difference 
between the outcome being at least as good as kx  and of it being strictly better than 
kx : 
1 1( ) ( ... ) ( ... )    for 1,2,..., n 1k k k n k nh p w p p p w p p k

                   (2.3) 
- If the outcome kx  is a negative one then the decision weight ( )kh p  is the difference 
between the outcome being at least as bad as kx  and of it being strictly worse than 
kx : 
1 1 1 1( ) ( ... ) ( ... )    for 2,..., nk k k kh p w p p p w p p k

                       (2.4) 
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Senbil and Kitamura (2004) apply PT and CPT in decision making using empirical data. The 
dataset was collected in Otsu City in Shiga Prefecture, Japan in 2002, where respondents 
were asked to record the departure and arrival history for three consecutive commute days. 
Their model incorporates a value function over the departure time decision. Their results show 
that commuters evaluate the outcomes very differently, and the reference point indeed 
determines how they are evaluated.  
 
Xu et al. (2011) study CPT in route choice behaviour where the travel times are made under 
uncertainty, where each outcome was presented with a probability of occurrence. They define 
the reference point as the effective reserved time, which is the period used by commuters to 
arrive at their destination and achieve an effective trip. This measure is objective and can be 
calculated for any trip. However, as the origin-destination (O-D) matrix is so large, a uniform 
method is required to define the reserved time of generic trips. One of the highlights of their 
study is that CPT is generalizable to route choice modelling, and their results show that the 
CPT based framework is more appropriate than one based in EUT. 
 
Nicolau (2011) study PT in airline demand, in the context of price sensitivity among low cost, 
regular and charter airlines. Their results show significant differences between the reference 
point and the actual prices, revealing the importance of reference dependence. Their results 
align with PT principles regarding gains and losses, and showed that people react more 
strongly to price increases than to decreases.  
 
Several other studies have incorporated PT and CPT heuristics in discrete choice modelling 
contexts primarily to consider decisions made under risk. The results are encouraging and 
reveal the importance of considering decision weights and weighting functions in different 
contexts (e.g., Bell and Lattin 2000; Li and Hensher 2011; Hensher and Li 2012; Rasouli and 
Timmermans 2014). 
 
2.4. Local Choice Context Dependent Heuristics 
This section will summarise the current literature on local choice context dependent heuristic. 
These heuristics consider that the utility function of a certain alternative not only takes into 
account the characteristics of that alternative, but also the characteristics of its competing 
alternatives.  
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2.4.1.  Lexicography 
This heuristic was introduced by Tversky (1972), where an individual selects a most important 
attribute based on his experience and/or knowledge, and makes a decision based solely on 
that attribute. That is, an alternative is chosen if it has the ‘best’ level on that attribute. If two 
alternatives have the ‘best’ level in the choice set, then these two are compared based on the 
second most important attribute. This heuristic has been referenced as a processing rule when 
there are many attributes and alternatives, as a way of simplifying the choice process (Payne, 
1976). 
 
Gigerenzer and Todd (2008) suggest a variant called  ‘one-reason decision making’, where 
individuals reach a decision using only one reason such as only comparing one attribute (e.g., 
travel time), which is the lexicographic heuristic. Hess et al. (2012) estimate a lexicographic 
model in a transportation study involving rail travel behaviour. They use a latent class model 
(which will be referred to in Section 3.5.2) to allow for taste heterogeneity with three classes: 
the first class represents a LPAA (traditional fully compensatory) heuristic; the second one 
represents lexicographic behaviour towards the travel time; and the third one lexicographic 
behaviour towards the travel costs. They estimate a latent class multinomial mixed logit model 
(LC-MMNL) using the same classes as before but considering random parameters in the first 
class. Their results show that the probability of belonging to the first class is the highest, 
followed by the second one. They find that lexicographic inclusion improves the overall model 
goodness to fit. Their results also show there is a reduction on the random taste heterogeneity 
(in class 1) when considering more process heuristics, as opposed to when considering only 
the traditional LPAA heuristic in a mixed logit model. Their findings suggest a possible 
confounding between process heuristics and taste heterogeneity through random parameters, 
which will be further analysed in Section 2.7. 
 
2.4.2.  Majority of Confirming Dimensions 
The majority of confirming dimensions (MCD) heuristic considers that individuals assess each 
alternative through how many ‘best’ attribute levels exist. For each attribute, a respondent 
looks for the alternative that has the ‘best’ level and marks that one as the best performing 
attribute level. The alternative that has the larger number of best performing attribute levels is 
the chosen one. Russo and Dosher (1983) conducted a study where respondents were asked 
to determine the decision process strategy used. Their eye movements were recorded to 
compare these to the stated strategy used. They propose this heuristic as a form of reducing 
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the processing effort required by the choice task. Thus, instead of comparing the attribute level 
values, they assign a value -1 to +1 to the ‘worst’ and ‘best’ performing attribute level. Russo 
and Dosher (1983)’s results showed that this criteria was not always correct, and almost half 
of the times it was wrong, which could be suggesting process heterogeneity. They mention 
that this could have been caused by small differences among the attribute levels.  
 
Hensher and Collins (2011) include this heuristic by identifying the number of best performing 
attribute levels as an additional component in the utility function. The estimated parameter for 
this component was highly significant and positive, suggesting that when the number of best 
performing attribute levels is higher, the probability of that alternative being chosen increases. 
Hensher and Collins (2011) asked respondents to state which attributes they did not attend 
to. These responses enabled them to test the majority of confirming dimensions heuristic using 
only the attributes that were attended to, which improved the model performance even more. 
In their conclusions, the authors recommend further inquiry into underlying sources of process 
heterogeneity directly in the utility expressions that represent individual preferences. 
 
2.4.3.  Extremeness Aversion Heuristics 
Simonson and Tversky (1992) propose two hypotheses of how context might influence 
respondent decisions. The first hypothesis states that the attractiveness of an alternative 
depends on whether the trade-offs within the choice set are favourable towards that 
alternative. The second hypothesis, which they refer to as extremeness aversion, states that 
an alternative is more attractive if it is an intermediate option within the choice set. Hence, the 
extreme options are less attractive to respondents. They define the extreme alternatives within 
a choice set as the ones that perform best on certain attributes, but worse on others. Hence, 
the extreme alternatives are the ones that have high advantages and high disadvantages 
relative to each other, and have small advantages and small disadvantages relative to the 
intermediate alternative. The intermediate alternatives are the ones that have small 
advantages and small disadvantages relative to the extremes (there are two extreme 
alternatives).  
 
Simonson and Tversky (1992) developed the extremeness aversion heuristic within the 
framework of loss aversion, according to which individuals assign a higher weight to losses 
than they do to gains (Tversky and Kahneman 1991). The losses or gains of an alternative 
are measured using a reference point, which in this case is considered to be the other 
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alternatives presented in the choice set. Their proposition on how the context influences 
individual behaviour extends the notion that disadvantages are more heavily weighted than 
advantages. Therefore, this heuristic considers that respondents tend to avoid the alternatives 
with extreme levels, which can have two forms: (1) a compromise effect (CE), or (2) a 
polarisation effect (PE). CE suggests that extremeness aversion holds for every attribute; thus, 
the alternative that has a higher probability of being chosen is the one whose every attribute 
has an intermediate level relative to the other alternatives. PE relaxes the condition on certain 
attributes; that is, individuals have an extremeness aversion towards a subset of the attributes 
that describe the alternatives.  
 
Tversky and Simonson (1993) describe an initial situation with only two alternatives. When a 
third alternative is included, one of the existing alternatives becomes the intermediate 
alternative, and hence the probability of choosing the intermediate alternative increases. This 
heuristic violates the rational principle of regularity proposed by Luce (1959) which states that 
the probability of choosing an alternative should never increase with the addition of a new 
alternative. However, in such a case individual behaviour might not necessarily equate with a 
preference regarding usage, but instead be conditioned by social elements (e.g., voting 
strategically to deny an outcome they do not like).  
 
Leong and Hensher (2012) discuss the concept of extremeness aversion within a discrete 
choice modelling context, stating that it is highly feasible to test this heuristic with datasets 
which do not include additional questions (e.g., questions regarding their decision process 
strategies), but that there is still lack of literature on this topic. Sharpe et al. (2008) investigated 
how the compromise effect influences consumers’ decisions on soft drinks; their results show 
the existence of extremeness aversion, increasing the market share of intermediate size drinks 
when smaller or larger drink size alternatives are introduced in the choice set. Chernev (2004) 
studied the extremeness aversion heuristic and developed an attribute-balance hypothesis 
which assumed that extremeness aversion is also influenced by the dispersion of the attribute 
levels within the choice set. That is, if two alternatives have similar attribute levels, none of 
this will be considered as the intermediate alternative regarding this attribute.  
 
Several theoretical models were developed to accommodate the compromise and polarisation 
effect, such as: Contextual Concavity Model, Relative Advantage Maximisation, and Random 
Regret Minimisation.  
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2.4.4. Random Regret Minimisation 
Chorus et al. (2008) and Chorus (2010) develop an alternative discrete choice modelling 
approach to the random utility maximisation model (RUM), called random regret minimisation 
(RRM). This model considers that individuals make their decision to avoid negative emotions. 
They define regret as the loss felt when a non-chosen alternative performs better than the 
chosen one on certain attributes. It corresponds to the sum of the regret felt for all the 
alternatives attributes. Chorus (2012) develops this theoretical framework further to study risky 
situations, where risk is defined as the probability of occurrence of the different possible states 
of the world. The author includes risky situations in the RRM model by considering that the 
level of regret of an individual varies according to the state, where each state has a probability 
of occurring. Hence, there may be varied levels of regret up to different probabilities.    
 
The classical regret function (Chorus et al., 2008) between an alternative i and its competitor 
alternatives j, for all attributes m, was defined as follows: 
 jm im(i, j) max 0, (x x )m
m
R                                                                              (2.5) 
The total regret for alternative i was equal to the maximum regret between alternative i and all 
of its competitors alternatives j, as follows: 
 max ( ,1),..., ( , )iRR R i R i j                                                                                  (2.6) 
  
The extended regret function (Chorus, 2010) between an alternative i and its competitor 
alternatives j, for all attributes m considers a Logsum function to smoothen the binary regret 
(i.e., avoid the discontinuity in 0 of the classical RRM). It can be written as follows (for a certain 
individual n): 
ln(1 exp( ))RRMin m jmn imn
j i m
RR x x

    
                                  (2.7) 
 
The error term in the classical and extended RRM are assumed distributed i.i.d. of extreme 
value type I with a variance of 2 / 6  (McFadden, 1973), so the choice probabilities are 
equivalent to the logit model. Since regret has to be minimised, it would be the same as 
maximising the negative or the regret as follows: 
29 
 
exp
exp
in
jn
RR
in RR
j
P

           (2.8) 
 
Several transportation studies have adopted the random regret minimisation model, but when 
comparing the results with the ones obtained from a traditional RUM model, the differences 
on prediction performance are not highly significant (Rasouli and Timmermans 2014; Leong 
and Hensher 2015). As stated in Chorus et al. (2008) the RRM model was proposed as a 
complimentary tool to the traditional RUM model for the modeller to consider, and its aim is 
not to replace it. Hensher et al. (2015) support this idea by saying that using the RRM model 
with the RUM model simultaneously, the researcher or policy maker may obtain a broader 
perspective of choice behaviour.  
 
van Cranenburgh et al. (2015) propose a new RRM model, where there is an added parameter 
that estimates the shape of the attribute level regret function,  . This parameter informs on 
the profundity of regret, i.e., on the degree of regret minimization behaviour imposed by the 
model. If  is relatively large, it means a mild profundity of regret, while a low  represents 
a strong profundity of regret. The regret function for this new µRRM model can be written as 
follows (the choice probability function remains unchanged): 
m
m
ln(1 exp( ))RRM min jmn imn in
j i m
RR x x               (2.9) 
 
They re-analyse ten datasets that had been previously used to compare the RUM model with 
the classical RRM model. Their results suggest that the degree of regret minimising behaviour 
imposed by the classical RRM model is very limited and could explain the relatively low 
differences between the RUM and classic RRM models’ performance. In four out of the ten 
datasets analysed, the µRRM model significantly improves the model fit as compared to the 
RUM.  
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2.4.5. Relative Advantage Maximisation 
The relative advantage maximisation (RAM) model was introduced by Tversky and Simonson 
(1993) to consider how individuals compare the attribute levels across alternatives taking into 
account the compromise and polarisation effect, which they referred to as the ‘componential 
context model’. They suggest that each attribute level is an advantage or disadvantage relative 
to the other alternatives, and therefore, the utility function for each alternative is the sum of its 
advantages and disadvantages. Tversky and Simonson (1993) define a model with two 
components, one that is a combination of the “intrinsic” weight of that attribute and the weight 
induced by the background beta (what is normally included in a LPAA), and the effect of a 
choice set.  
 
The utility function (deterministic part) for alternative i over a subset S of alternatives, 
considering ( )im imv x as the utility of attribute m of alternative i, is as follows: 
1( ,S) ( ) ( , )m im im m
m
V i v x g i S             (2.10) 
As can be seen, the first part of the equation is as traditionally studied in discrete choice 
models, and the second one depends on the choice set. They define the advantage of an 
alternative i over j for all attributes m, can be written as follows: 
( ) ( )         if  ( ) ( )
( , j)
0                                  otherwise
im im jm jm im im jm jm
m
v x v x v x v x
A i
   

        (2.11) 
And the disadvantage would be 
( ) ( )         if  ( ) ( )
( , j)
0                                  otherwise
jm jm im im im im jm jm
m
v x v x v x v x
D i
   

          (2.12) 
 
The relative advantage of i over j, denoted as ( , j)R i , would be: 
( , j)( , j)
( , j) ( , j)
A iR i
A i D i
            (2.13) 
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Tversky and Simonson (1993) do not introduce a local context (choice set) component 
( , )g i S  if there are only two alternatives: 
( , )      if  2
g( ,S)
0                   if  2
j S
R i j S
i
S

   

         (2.14) 
Resulting on the following utility function: 
1( ,S) ( ) ( , )m im im m
m j S
V i v x R i j  

          (2.15) 
 
Kivetz et al. (2004) are the authors that first refer to this model formulation as the ‘relative 
advantage model’. Their starting point is the Tversky and Simonson (1993) model described 
above, but they define the disadvantage of an alternative i with respect to alternative j on each 
attribute m as an increasing convex function of the corresponding advantage of j relative to i. 
That is, using the following function: 
( ,i) ( , )         if  ( ) ( )
( , j)
0                                                         otherwise
m
m m m im im jm jm
m
A j L A j i v x v x
D i
      

                (2.16) 
 
where mL  are the loss aversion parameters and m  the power parameters. The disadvantages 
are a convex function of the corresponding advantages. Without convexity in the disadvantage 
function, the relative advantages of any set of options with equal context-independent utility 
would be identical despite considering loss aversion ( 0mL  ). Besides the disadvantage 
(Equation (6) is transformed into Equation (10)), the rest of the formulations are equivalent to 
the model proposed by Tversky and Simonson (1993).  
  
Leong and Hensher (2014) and Leong and Hensher (2015) propose a new version of the RAM 
model, which has some desirable properties from the classical RRM functional forms, and has 
the symmetry between advantage and disadvantage as proposed by Tversky and Simonson 
(1993). They define the disadvantage using the RRM formulation as follows: 
( , j) ln(1 exp( ))jm jm im im
m
D i x x     
                                                      (2.17) 
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With the asymmetry condition between advantages and disadvantages: 
(j, i) ( , j) ln(1 exp( ))jm jm im im
m
A D i x x      
                                           (2.18) 
where the utility function equals: 
iV ( ) ( , )m im im
m j S
v x R i j

           (2.19) 
 
Leong and Hensher (2014) were the first to introduce RAM in a binary choice data setting. As 
was initially proposed by Tversky and Simonson (1993), RAM required at least three 
alternatives. However, Leong and Hensher (2014) show that, oppositely to the RRM model, 
the RAM model can still take into account the relative advantage/regret effects in binary choice 
data. 
 
Leong and Hensher (2015) results showed, that the differences in these model fits were quite 
small. However, they state that this decision process requires further investigation and has 
the real potential to improve the performance of choice models.  
 
2.4.6. Contextual Concavity Model 
Kivetz et al. (2004) propose a model to capture the compromise effect called the ‘contextual 
concavity model’ (CCM). They suggest that the compromise effect can be included in a model 
by combining the notions of concavity and context dependence. Specifically, the deterministic 
component of the utility of alternative i equals the sum across attributes m of concave functions 
of the gains between this alternative and the one with the worst attribute level. Considering 
( )im imv x  as the utility of attribute m of alternative i, S the total set of attributes, and mC  the 
concavity parameter of attribute m, the overall utility function of alternative i would be equal 
to: 
mC
min,m min,m( ( ) ( ))
S S S
i im im i
m
U v x v x           (2.20) 
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If we assume that the error i  is distributed i.i.d. of the extreme value type I, the choice 
probabilities will follow the multinomial logit model (McFadden, 1973). If all the mC 1   then the 
model would collapse to a RUM multinomial logit model. 
 
Kivetz et al. (2004) also defined a ‘normalized contextual concavity model’ (NCCM), where 
they normalize the concave gain of each attribute by the attribute’s weight. That is, considering 
the relative position of each attribute. As in the CCM, the choice probabilities will follow the 
multinomial logit model. The equation can be written as follows:  
min,m min,m
min,m min,m
max, min,m min,m
( ( ) ( ))
( ( ) ( ))
( ( ) ( ))
mCS S
im imS S S
i im im iS S
m m im
v x v x
U v x v x
v x v x

           
   (2.21) 
 
Hensher et al. (2017) estimate a model that jointly account for extremeness aversion in the 
type of CCM and a traditional LPAA model adding behavioural refinements. They estimate a 
probability of relevance of each process rule, and their results show that the CCM 
extremeness aversion heuristic has, on average, a 0.63 probability of relevance compared to 
a 0.27 probability of relevance of the other process rule. Hence, they show that CCM 
extremeness aversion is a very appealing process rule that handles degrees of attribute risk.   
 
2.4.7.  Extremeness Seeking Heuristic 
Gourville and Soman (2007) propose that the attitude towards extremeness depends on the 
type of choice sets structured in an experiment. Their theory, however, contradicts the rational 
principle of regularity proposed by Luce (1959). They propose that individuals will behave as 
extremeness seekers in a scenario where the alternatives have multiple and non-
compensatory dimensions, i.e. they are described by non-alignable attributes. That is, one 
alternative is described by one set of attributes (attractive or unattractive), while another 
alternative is described by a different set of attributes (Gourville and Soman 2005). Hence, the 
alternative’s attributes cannot be compared directly. The alternatives are defined as extreme 
or intermediate depending on their characteristics. For example, the extreme alternatives 
could be a basic one (less expensive) and a fully loaded alternative (most expensive), and the 
choice set may contain other intermediate alternatives. Each one is described by a different 
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set of attributes. In this type of choice set, Gourville and Soman (2007) propose that extreme 
alternatives (basic and fully loaded alternatives) will have a higher probability of being chosen.  
 
Gourville and Soman (2007) provide a choice set example that contains three products within 
the same brand; one is a basic alternative, another is a fully-loaded alternative, and there are 
one or more intermediate alternatives. In this situation, they say that if the number of 
intermediate alternatives increases, customers will tend to move towards the extremes.  
 
To confirm their hypothesis, Gourville and Soman (2007) present three studies. The first two 
consist of making respondents choose between laptops. The first study presents alternatives 
whose attributes are non-alignable. As they expected, the results show that when adding more 
alternatives, the probability of choosing the extreme one increases. The second study 
collected two types of data: one presented non-alignable attributes, and the other alignable 
ones. Their results show that in the first type of survey, the behaviour is extremeness seeking, 
and in the second one extremeness averse. The third study presented four different markets 
to study the robustness of their theory: cable television service, digital cameras, wireless 
telephone service, and Italian vacations. All of the choice sets contained alternatives described 
by non-alignable attributes. Their results on the three different markets confirmed the theory 
of extremeness aversion behaviour. 
 
2.5. Choice Set Interdependent Heuristics 
These type of heuristics propose that one choice set might influence decisions made in future 
choice sets. Different studies have addressed this topic suggesting that the principles of 
response independence, response veracity and preference stability are sometimes violated 
when discrete choice questions are asked sequentially. Hanemann (1991) showed statistically 
that the estimated parameters could not be considered common across two sequential 
discrete questions. Cameron and Quiggin (1994) show that the estimates and willingness to 
pay (WTP) for an initial question are significantly different than for the follow-up question, but 
they do not provide a unique explanation for this phenomena. In this context several studies 
have proposed decision rules to explain these anomalies and they will be discussed in the 
following sections. 
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2.5.1. Reference Points 
Several studies have proposed, in one way or another, decision rules in which alternatives are 
evaluated relative to a reference point. However, the use and/or origin of the reference point 
changes across the proposed processing rules. For instance, the reference point might be 
used as a rational comparison to evaluate the attribute levels of the alternative presented 
(Revision Heuristic and Value Learning), might be past experiences that influence the 
expected outcome (Case Based Decision Theory), or might be considered as “real” market 
levels to evaluate the fairness of the alternatives (Cost Expectations Model). The following 
subsections will discuss each one with more detail. 
  
2.5.2. Revision Heuristic and Value Learning 
‘Anchoring’ or ‘Starting Point Bias’ states a concern that the starting price or initial offer in an 
experiment may serve as an anchor for respondents, making them believe that it provides the 
real value of the goods. There are a number of papers that provide evidence for this pattern 
of behaviour (Tversky and Kahneman, 1974 ;Thayer, 1981; Herriges and Shogren 1996; Ariely 
et al. 2003; Holmes and Boyle 2005; Carlsson and Martinsson 2006; Ladenburg and Olsen 
2008). This concern has proven to be relevant and process rules have been developed to 
explain this bias, namely ‘reference revision heuristic’ and ‘value learning’. These heuristics 
have a similar nature, as they both suggest the interdependence between choice sets through 
their characteristics. The main difference is that with value learning, preferences might change 
through the experiment, while in the reference revision heuristic preferences might be stable 
but the utility functions that individuals try to maximise change. Their differences are not very 
clear and, for example, Hensher and Collins (2011) state that the reference revision heuristic 
is a special case of value learning. McNair et al. (2011) include both the reference revision 
heuristic and value learning, but mention in their conclusions that their approach did not allow 
further discrimination between the heuristics (their approaches and results will be analysed in 
each of the sections below). Henceforth, the separation between these heuristics is not very 
clear as they share fundamental characteristics. The sections below analyse the heuristics as 
were referred to as in the studies.  
 
‘Reference Revision Heuristic’ 
The ‘reference revision heuristic’ (RRH) was initially proposed by DeShazo (2002), based on 
Prospect Theory which states that an individual faced with a choice set will form a reference 
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point up to a probability (Kahneman and Tversky, 1979). This reference point is an increment 
of expected utility and the respondent will frame the second choice set as one with gains or 
losses relative to it. Essentially, this heuristic assumes that preferences are fixed, and only the 
reference point changes (as preference revision). 
 
The experiment conducted in DeShazo (2002) refers to willingness to pay (WTP) questions, 
namely, if the person would accept or reject a certain good for an offered price. It considers 
that the respondent will have an initial reservation value (or reference) of C, and a subjective 
probability that the good will be provided of p. If the first choice set presents the good at a 
price $B, the expected gain will be as follows: 
initial( ) ( $ )E utility p C B            (2.22) 
 
Their theory proposes that if respondents accept the good at the offered price, they expect the 
exchange to be concluded so they will form a reference point equal to their updated expected 
gain (equation (2-22)). Conversely, if respondents reject the good at the offered price they will 
not form a reference point.  If they accepted the good in the first question and the follow-up 
question offers a higher price $A, they will frame it as a loss defined by: 
follow up ($ $ )Loss p B A             (2.23) 
 
And the expected gain for the question will be: 
 follow up( ) ( $ ) ($ $ )E utility p C B B A            (2.24) 
 
Alternatively, if the follow-up question offers a lower price, respondents will answer by 
optimising relative to their ex ante level of welfare rather than the induced reference point. If 
respondents had rejected the first question, they will not frame the follow-up question either 
as a loss or as a gain. Therefore, this model predicts a downward bias in the WTP when the 
questions are framed as ascending in terms of the offered price but not when they are framed 
as descending.  
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Day and Pinto (2010) study if a particular order of choice task influences decision making. 
That is, if the choice tasks presented later are worse than the ones presented before, they are 
worsening choice tasks, and they are improving choice tasks if they get better.  Their 
experiment relates to valuation of health, where respondents were asked to imagine they had 
been diagnosed with a medical problem and they had to choose between two medical 
treatments:  
(1) A treatment provided by the hospital which was free of charge but it led to feeling sick (mild 
or severely sick) for the first two months of treatment.  
(2) To purchase (low, medium or high price) an alternative medicine from a pharmacy that 
would avoid feeling sick.  
 
The results show that when the price of alternative 2 was always getting worse, the alternative 
was chosen with a significantly lower rate. However, the difference was insignificant when the 
price was always improving. In the case of alternative 1, when the level of sickness kept getting 
better (worse) the alternative was chosen at a higher (lower) rate. Therefore, the sequence 
used to show the alternatives did affect the results in all the cases except when the price was 
always improving. 
 
McNair et al. (2011) study the reference point revision heuristic by testing the relationship 
between the relative positions of the choice task with the cost sensitivity. That is, they 
incorporate interactions between the cost variable and the variable (effects-coded) that 
represents the order in which choice tasks are presented: 1q for the first position; 2q for the 
second one; 3q the third; 4q the fourth that is represented when all the other equal -1. The cost 
sensitivity for choice task t can be written as follows: 
1 2 31 2 3
( )t cost q cost t q cost t q cost t
UCostSens q q q
cost
                          (2.25) 
 
Their results show that 
1q cost
   is significantly higher than the others, which indicates that the 
cost sensitivity is significantly lower for the first question (WTP higher) relative to the later 
questions in the experiment.  Their conclusion is that the order in which alternatives are 
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presented does have an influence in the WTP. This paper combines results with a value 
learning heuristic which will be analysed below. 
 
‘Value Learning’ 
This heuristic determines a situation where the principle of preference stability is violated, and 
assumes that throughout the experiment individuals discover their preferences. This heuristic 
underlies a theory that individuals have weak preferences, which can be influenced by the 
alternatives shown to them. This was originally proposed by Plott (1996) as a discovery 
preference hypothesis (DPH) that argues that stable and theoretically consistent preferences 
are formed by practice and repetition. This was later analysed in a discrete choice experiment 
context by Bateman et al. (2006), Bateman et al. (2008), McNair et al. (2011), and Hensher 
and Collins (2011). 
 
Bateman et al. (2006) state that repetition was the key for learning, and so the starting point 
bias, i.e., the comparison to the initial level, is reduced as the respondent is presented with 
more decisions or choice sets. The anchoring parameter ( ) proposed by Herriges and 
Shogren (1996) has an influence over the willingness to pay (WTP) estimate, and can be 
expressed as follows: 
0 1(1 )rWTP WTP b               (2.26) 
where 0WTP  is the prior WTP; rWTP  is the revised WTP (considering the anchoring effect); 
and 1b  is the initial level. The level for the second response 2b  will be transformed into: 
2 2 1( ) / (1 )rb b b                                                                                      (2.27) 
 
This allowed the authors to test whether there is a reduction in the initial anchoring effects, 
suggesting a DPH. Their results are very interesting as they show that while there is a 
significantly high anchoring in responses on the first choice set, there is almost a null 
anchoring effect on the final choice set.  
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McNair et al. (2011) test whether choices are affected when a respondent faces four choice 
tasks instead of one, and their focus is in the cost attribute. They incorporate interactions 
between the cost attribute and a variable (effects-coded) that represents the order in which 
the choice tasks were presented. This variable represents the relative position of the cost 
attribute shown in this choice task relative to all the ones presented up to this point in the 
experiment: (1) if it is both the maximum and minimum level shown so far ( 11m ); (2) if it is the 
minimum, but not the maximum level shown so far ( 10m ); (3) if it is the maximum, but not the 
minimum level shown so far ( 01m ); (4) if it is neither the minimum not maximum level 
presented so far ( 00m , which is represented when all the other variables equal -1). These 
variables enable the researcher to study the relationship between the cost sensitivity and the 
relative positioning of the cost level. Hence, the cost sensitivity in choice task t for this model 
can be written as follows: 
11 10 0111 10 01
( )t cost m cost t m cost t m cost t
UCostSens m m m
cost
                     (2.28) 
 
Their results show that 
10m cost
  is the highest, which implies that the cost sensitivity is lowest 
(and WTP highest) when the cost level shown is the minimum level shown in the experiment. 
The second highest is 
11m cost
  , followed by the implicit value. Additionally, Day and Pinto 
(2010) estimate these interactions in a random parameter model, where they include the 
interaction variables as part of the heterogeneity (i.e., in the standard deviation). The cost 
sensitivity for individual q can be written as: 
11 10 01
11 10 01
11 10 01
11 10 01
( )
                               ( )
tq cost m cost t m cost t m cost t
cost m cost t m cost t m cost t q
UCostSens m m m
cost
m m m
   
    
  
  
        
           (2.29) 
where q is normally distributed with mean 0 and variance 1. There is a significant increase in 
the variance for 10m  relative to 11m , which suggests that most respondents answered 
differently when they were presented with a level that was minimum but not maximum, than if 
this level had been presented in the first choice task (neither maximum nor minimum).  
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Hensher and Collins (2011) study a revision of the reference alternative as a value learning 
heuristic. They create a dummy variable that is equal to 1 if the alternative was chosen in the 
previous choice set, and 0 otherwise. The experiment was structured with one alternative 
representing the status-quo situation for each individual (which was asked at the beginning of 
the experiment) and two other alternatives. The utility function (deterministic component) for 
alternative i, attributes m and choice task t was as follows: 
 ,t ,t( ) i m im im ref i
m
V v x dummy                                                                     (2.30) 
 
In the first choice task ,1 1SQdummy  , and 1,1 2,1 0Alt Altdummy dummy  . If in the first choice task 
the individual chose an alternative other than the status-quo, for example alternative 1, then 
the ‘reference’ alternative was updated so that in the next choice set 2,2 1Altdummy   and 
,2 2,2 0SQ Altdummy dummy  , and so on. Their results show that ref  was positive and highly 
significant, which implies that when a ‘reference’ alternative is revised, the utility of that 
alternative increases in the next choice set.  
 
McNair et al. (2012) jointly estimate this heuristic along with another choice set dependent 
heuristic (strategic misinterpretation which will be explained below). They focus on the role of 
the cost levels in value learning since they are considered as one of the most influential in the 
value learning process. They specify the alternative-specific preference in a way that it varies 
with the average cost levels presented during the entire experiment (i.e., considers all the 
previous cost levels presented and the current one). The utility function for alternative i; 
individual q; and choice task t is as follows: 
0
0 1 1, m,... ( )iqt iqt m iqt iqtU x x z z                 (2.31) 
 
where 0  is the alternative specific constant; m  is the parameter for attribute m;   is the 
parameter that represents the influence of the average cost levels presented during the 
experiment; 
0
,it ALTz  the average of cost levels observed up to and including the current 
choice set; and z the average cost levels in the sample (considering all respondents and 
choice tasks). This latter was included to normalise the average observed cost to ensure that 
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its sample mean is zero given that in this particular study the value learning heuristic was 
included in a latent class structure and the other classes represented other heuristics. Their 
results show that indeed the current choices are influenced by the cost levels seen during the 
entire experiment. In the study, they tested a weighted form to assign a higher importance to 
the most recent observations, but it did not appear to be statistically significant. 
 
2.5.3. Case Based Decision Theory 
Gilboa and Schmeidler (1995) state that decision making under uncertainty is based on 
experiences in past cases which is referred as Case-Based Decision Theory (CBDT). Their 
theory says that respondents remember past choices and their outcomes, and these 
memories influence their current choices. Later on, they extend this framework to treat cases 
where the person experienced different but similar scenarios in the past. Moreover, Gilboa 
and Pazgal (2001) present a case-based decision theory form where preferences for each 
alternative are affected by memories of past experiences with similar choices, and they are 
stochastically updated when an alternative is chosen.  
 
2.5.4. Cost Expectations Model  
The ‘Cost Expectations Model,’ states that respondents assume that the price of the initial 
offer conveys information about the actual cost of the good, so any other price will violate their 
expectations. In the case of higher prices in the follow-up questions, respondents might see it 
as an attempt by the government to acquire more money than is needed (Carson et al., 1994; 
Alberini et al., 2017). 
 
2.5.5.  Strategic Misinterpretation 
This heuristic proposes a situation where the principle of preference veracity is violated, which 
assumes truthfulness in individual responses. Samuelson (1954) established that respondents 
may hide their true preferences if that would enable them to obtain a public good at a lower 
cost. Other studies have strengthened this theory in relation to stated choice surveys (e.g., 
Mirrlees 1971; Hurwicz 1972; Mitchell and Carson 1989; Carson and Groves 2007) in a public 
policy context. The heuristic considers a situation where the respondent chooses a status quo 
situation over an alternative that he actually prefers, because in a previous choice task he was 
presented with a similar good at a lower cost. Hensher (2010a) explains how the truthfulness 
in responses is more problematic in a public policy setting when considering contingent 
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valuation, where respondents are asked to accept or reject an alternative, or to state their 
maximum willingness to pay. When using contingent valuation, WTP are usually exaggerated 
relative to choice experiments and for public goods allow more easily (that stated choice 
experiments) for strategic choosing. Recent literature argues that answering in a strategic way 
is not necessarily clouding real preferences, but might be necessary in stated choice 
experiments (Carson and Groves, 2011; Johnston et al., 2017). We suggest this issue is more 
problematic with public policy issues; whereas the thesis focusses on private (use-related) 
choices. 
 
Bateman et al. (2008) establish a difference between strong and weak strategic 
misinterpretation (SM). In a strong SM, individuals will always prefer a status quo situation to 
a preferred alternative if they had been presented with a similar one, but with a lower cost, on 
a previous choice task. Weak SM suggests that when an individual encounters this situation, 
he will make a trade-off between rejecting the preferred alternative and obtaining a similar 
outcome at a lower cost.  
 
The extant literature has proven the existence of response patterns associated with the 
strategic misinterpretation heuristic by itself (e.g., Carson et al. 2004; Carson et al. 2009); or 
by jointly estimating this heuristic together with the value learning heuristic (e.g., Hensher and 
Collins, 2011; McNair et al., 2012), which will be analysed in Section 2.6.  In these latter 
papers, results show that considering the heuristics together improved the performance of the 
models. 
 
2.5.6. ‘Yea-Saying Model’ 
The ‘Yea-Saying Model’, proposes that when a respondent accepts the first question, he wants 
to be consistent in the follow-up questions and keeps accepting them (Couch and Keniston, 
1960; Mitchell and Carson, 1989; Cameron and Quiggin, 1994). 
 
2.5.7. Attraction Effect 
Huber et al. (1982) present a new effect that could violate the Luce (1959) rational principle of 
regularity. An asymmetrically dominated alternative is one that is weaker across all of its 
attributes than only one other alternative in the choice set, and this latter is called the dominant 
43 
 
alternative. The authors say that when an asymmetrically dominated alternative is included in 
the choice set, then the relative probability of the dominant alternative being chosen increases. 
They collected student responses on choices among six product categories: cars, restaurants, 
beers, lotteries, film and television sets. Each choice set contained either two or three 
alternatives, where each was described by two attributes. The three alternative choice sets 
contained one asymmetrically dominated alternative, as was designed in the choice 
experiment. Each individual faced choice sets with two alternatives, and with three 
alternatives, which enabled the authors to compare market share changes within and across 
respondents. In both cases the results showed an increase in the relative market share of the 
dominant alternative when including an asymmetrically dominated one. Moreover, when 
comparing the choices within respondents, this increase was lower that when comparing the 
results across respondents.  
 
2.5.8.  Similarity Effect 
Tversky (1972) develops a framework that relates the choice probability across similar 
alternatives. Similar alternatives are those which have relatively similar attribute levels in the 
choice set. He proposes that when a new alternative is included in the choice set, it receives 
more market share from similar alternatives (i.e., with similar characteristics). Therefore, the 
probability of being chosen for them is reduced.  
 
2.6. Multiple Heuristics 
The previous sections reviewed the main heuristics that have been studied in the literature. 
The evidence reviewed thus far suggests that the traditionally used LPAA heuristic is not 
always adequate, and alternative decision process strategies are sometimes better at 
describing decision-making. However, the majority of the literature on alternative heuristics 
has focused on explaining decision-making using only one decision process strategy. Some 
studies have studied the possibility that individuals might be using different heuristics in 
decision making by including multiple heuristics in the modelling, even though the literature 
on this topic is rather limited. Section 3.5 details the different approaches used to jointly include 
multiple heuristics; the current section will focus on the way the existing literature handles this 
topic. This section will only mention the approaches existent in the literature, which are (1) 
considering different heuristics directly in the utility function (e.g., as acting upon a subset of 
the attributes); (2) the probabilistic decision process approach (PDP), and the (3) heuristic 
weighting function (HWF). It is important to mention that this section will refer to the studies 
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that consider more than one heuristic besides an LPAA heuristic. There are other studies that 
have considered one heuristic together with a LPAA heuristic (Swait and Adamowicz 2001; 
Hess et al. 2012; Campbell et al. 2012; Weller et al. 2014), but will not be explained in more 
detail below. 
 
Hensher and Collins (2011) jointly study two heuristics (one context free and one local choice 
context dependent) - majority of confirming decisions (MCD) and stated attribute non-
attendance (ANA). Stated ANA was subject to the response of each individual and the majority 
of confirming decisions considered an additional parameter that represented how many 
attributes of the alternative had the ‘best’ levels within the choice set. They estimated several 
models including the process heuristics directly in the utility function of a traditional LPAA: 
considering only ANA, only MCD; LPAA plus MCD; both of them; and none. Their results show 
that the including ANA and MCD improves the overall performance of the model - this model 
considers that both heuristics are used together when reaching a decision. The authors 
estimate another model using a PDP approach that suggests some individuals use only MCD 
to reach a decision and others use only ANA (up to a certain probability). The results suggest 
that more than 80% of individuals use ANA while the rest use MCD. Regarding the approaches 
used, the PDP model had a significantly better overall performance than when considering 
both heuristics directly in the utility function. In the final sections of this study they include a 
third heuristic directly in the utility function referred to as value learning (VL), which is defined 
as an additional dummy variable equal to 1 if the individual chose that alternative in the 
previous choice set, and 0 otherwise. Their results show that this additional parameter 
significantly improves the overall performance of the model relative to the one that included 
ANA and MCD directly in the utility function. The authors did not test VL using the PDP 
approach. 
 
McNair et al. (2012) incorporate two choice set interdependent heuristics: value learning and 
strategic misinterpretation (SM), together with a LPAA using a PDP approach. Both heuristics 
state that decisions are influenced by previous choice sets, so the authors tested their 
formulation by changing the order of the choice sets and re-estimating the models. The results 
show that both heuristics were adequately formulated in the stand alone heuristic models that 
considered choice set interdependence, as they did not seem to be significant when changing 
the order of the choice sets. Their models included socioeconomic characteristics such as the 
household income and age group, both of which were significant in the models. The PDP 
model results showed that there was a higher probability of belonging to the VL and SM 
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classes than to the LPAA class. These models had a significantly better overall performance 
than a standard LPAA model. However, the WTP estimates were not statistically different from 
each other. The authors state that the WTP results might be influenced by many factors, such 
as the data source, so these models should be tested in other experiments.  
 
Leong and Hensher (2012b) estimate a joint model including a reference revision (choice set 
interdependent) heuristic together with the majority of confirming dimensions (local choice 
context dependent) heuristic. The reference revision is included through a dummy variable 
that is equal to 1 if the alternative was chosen in the previous choice set, and 0 otherwise. The 
MCD is included as the number of attributes in that alternative that have the ‘best’ levels. They 
use the heuristic weighting functions approach, which considers that all heuristics are used by 
an individual up to a percentage, i.e., they are multiplied by a weight (all the weights sum to 
1). In this study, they considered the weight as a function of socioeconomic characteristics 
age and income (for more information on this approach refer to Section 3.5.3). They estimate 
two models combining two heuristics: the first model considers the standard LPAA heuristic 
and a combination of the LPAA model plus the reference revision parameter (LPAA+Ref 
heuristic); and the second model considers the LPAA heuristic and a combination of the LPAA, 
MCD and reference revision heuristic (LPAA+MCD+Ref heuristic). They compare these 
models with a traditional LPAA model and other models that consider some non-linearities. 
Their results show that the models that consider more than one process heuristic have a better 
overall performance, and the preferred model is the one that considers LPAA, MCD and 
reference revision heuristic. Their results also show that the value of travel time savings 
decrease when considering more than one heuristic.  
 
Leong (2014) studied the incorporation of multiple heuristics in discrete choice modelling in 
the context of transportation. He focuses his research on majority of confirming dimensions 
(local choice context dependent), extremeness aversion (local choice context dependent) and 
reference revision (choice set interdependent heuristic). As part of the extremeness aversion 
heuristic he analyses three formulations: non-linear worst level referencing, RRM, and RAM. 
He proposes the heuristic weighting function to include multiple heuristics, and compares the 
results to the PDP where both approaches have different advantages. The results show that 
there is a combination of extremeness seeking and extremeness aversion attitudes. The value 
of travel time savings (VTTS) are not statistically different for each of the models comparing 
them to a linear additive RUM model. He suggests for future research to include the treatment 
of risk, uncertainty and probabilities of occurrence.  
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As can be noted, even though the consideration of multiple heuristics has shown to 
significantly improve the statistical performance of the discrete choice models, this topic is 
relatively new and there is still a large space for further analysis. The consideration of multiple 
heuristics has helped researchers to further understand individual behaviour by differentiating 
the influence of several heuristics. Some of the studies analysed above have shown significant 
influences on the WTP estimates (in their mean and standard deviation) when considering 
multiple heuristics. However, other did not find significant differences compared to a MML 
model. Nevertheless, the choice set specific preferences suggested by the different heuristics 
produce different behavioural insights which lead to a richer interpretation of the trade-offs 
which is equally as relevant in decision-making. 
 
2.7. Confoundment between Process and Preference Heterogeneity 
The possibility arises that the preference heterogeneity captured by random parameters in a 
LPAA choice model may be, in part, associated with (or explained by) an underlying process 
heuristic, and hence there may be some relationship between preference heterogeneity 
specified by a random parameter distribution and a systematic explanation offered through an 
interaction with an underlying process rule that is not assumed to be LPAA. This possibility 
has been hinted at in a number of studies for some time. In a recent study, Hensher et al., 
(2013a) considered two process rules: attribute non-attendance and aggregation of common 
metric attributes, and embedded them into a mixed latent class model structure. Their results 
showed a small improvement in statistical performance when adding the random parameters 
into the latent class structure (i.e., overlaying the discrete distribution assumption for latent 
classes with a within-class random parameter structure). In their conclusions, they 
contemplated whether there may exist confoundment between attribute processing as a 
mechanism to reveal process heterogeneity, and random parameters, the common 
representation of (unsystematic) preference heterogeneity2 (Hensher et al. 2013a, p. 1017): 
“… a random parameter treatment … may be confounding with attribute processing; and that 
including attribute processing in the absence of continuously distributed random parameters 
is preferred to including continuously distributed random parameters in the absence of 
                                                
2 We recognise that there also may exist potential confoundment between preference heterogeneity 
and scale heterogeneity (see Fiebig et al., 2010; Hensher et al., 2015; Hess and Train, 2017); however 
this has not be accounted for in this study. Whether the inclusion of process heuristics as conditioning 
effects on scale heterogeneity (via the error variance structure) is significant is in itself an interesting 
additional research theme. 
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attribute processing. This is an important finding that might suggest the role that attribute 
processing rules play in accommodating attribute heterogeneity, and that random parameters 
within class are essentially a potential confounding effect.” 
 
Collins et al., (2013) found a large improvement in model fit once a random parameter logit 
model was extended to include latent classes that explicitly modelled attribute non-attendance 
(ANA). They also found that stated ANA responses only partly aligned with inferred ANA 
behaviour, suggesting that self-reporting of heuristics might contain some valuable 
information, but is not free from error. Collins (2012) used simulated data to demonstrate the 
biasing impact that ANA behaviour can have on both the mean and the variance of random 
parameters. He also showed that modelling ANA but not preference heterogeneity, when both 
exist in a dataset, can bias both the ANA incidence rates, and the WTP of those that do attend 
to an attribute. The motivation therefore is to appropriately model and capture process 
heuristics, and conventional LPAA choice. 
 
A few studies have incorporated more than one decision process strategy together with 
random parameters (see Leong and Hensher, 2012a, 2012b). Hess et al., (2012) propose 
latent mixed logit models, where each one includes a standard random utility maximisation 
(RUM) rule3 together with one of the following process heuristics: lexicography based models, 
models with multiple reference points, elimination by aspects models and random regret 
minimisation. Their results show significant statistical gains when considering more than one 
decision rule. When they allow for random parameters in the RUM class, the share of the other 
class (the one that considers another decision rule) is reduced. They also observe a reduction 
in the degree of random heterogeneity in the RUM class compared to a simple multinomial 
mixed logit model by itself as a one class model. They suggest that what might be retrieved 
as taste heterogeneity in traditional models may be heterogeneity in decision rules, leading to 
a questioning of whether there is confoundment, which they suggested should be investigated 
further in future research.  
 
Campbell et al. (2014) studied different definitions of Elimination by Aspects (EBA) together 
with a LPAA heuristic in the same model using a latent class approach (LC). They define 
seven classes: the first class represents the LPAA heuristic, the next five represent EBA by 
                                                
3 This class is equivalent to what is referred to in this research as the LPAA heuristic. 
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restricting the choice set to include alternatives that cost less than a certain value (different 
values for each class), and the last one is confined to the alternative ‘buy none’. They estimate 
a simple MNL model, a MML model, a LC model with fixed parameters, and a LC model with 
random parameters referred to as LC-RP. Some of the classes did not seem to be significant 
in the model estimation including class 7, which implies that there are few respondents that 
preferred not to buy. Their results show that the majority of individuals (89% for LC and 83% 
for LC-RP) use the LPAA heuristic to reach a decision. However, there are significant 
influences on the WTP estimates when using the LC approach, although there is no clear 
pattern of decrease or increase in the estimates for all the attributes. The authors acknowledge 
a possible confounding between preference and process heterogeneity, but do not test it any 
further. 
 
2.8. Behavioural Refinements 
Alternative behavioural paradigms to RUM were developed to represent decision-making 
under risky situations, such as Expected Utility Theory (EUT) and Prospect Theory (PT), briefly 
presented in Section 2.3.4. EUT was originally developed by Bernoulli (1738) which 
recognised that choices were made under uncertainty or risk, i.e., deals with situations in 
which there are several prospects with associated probabilities. EUT models postulate a non-
linear representation of the utility function as a representation of risk attitudes (Von Neumann, 
J. and Morgenstern, 1947; Harrison and Rutström, 2009),  where the outcomes are weighted 
by their probabilities: 
1 1 2 2( ) ( ) ... ( )n nU p u x p u x p u x                                                         (2.32) 
where nx represents the value of the outcome (or attribute), ( )nu x  represents a value 
function of the outcome and np  the probability of the outcome. In EUT, the risk aversion is 
equivalent to the concavity of the utility function and, therefore, strictly depends on the value 
function ( )nu x . In EUT, risk attitudes are represented by the marginal (dis)utility '( )nu x . 
 
Kahneman and Tversky (1979) defined a framework as an alternative to EUT called Prospect 
Theory (PT) to study decisions made under risk. The differences between PT and EUT were 
explained in Section 2.3.4, and this Section will focus on their differences in representing the 
probabilities. In PT, the value of each outcome is multiplied by a decision weight rather than 
by the probability of the outcome:  
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1 1 2 2( ) ( ) ( ) ( ) ... ( ) ( )n nU w p u x w p u x w p u x                                      (2.33) 
where ( )nw p  represents a weighting function of the probability of occurrence. Hence, risk 
is measured as the value function and weighting function. It is important to note that the 
concepts of value function and weighting function are not exclusive to PT and have been used 
in other frameworks, as proposed by Hensher et al. (2011a) and  Hensher et al. (2013) as an 
Extended EUT (EEUT).  
 
Choice under risk implies that the choice maker will have to (1) evaluate information about the 
attributes describing the risky outcomes through the value function, which will be referred in 
this thesis as risk attitudes, and (2) evaluate the information about the probability of occurrence 
of each outcome through the weighting function, which is the starting point of what will be 
referred in this thesis as perceptual conditioning. The next sections will explain each of these 
concepts separately and refer to the literature on each one. However, there are some studies 
that consider them together (Harrison and Rutström, 2009; Hensher et al., 2011; Hensher et 
al., 2013; Balbontin et al., 2017).  
 
2.8.1. Risk Attitudes 
The value function ( )ju x presented above takes into account possible risk attitudes relative to 
outcomes. The great majority of choice studies assume that respondents have a risk attitude 
that is risk neutral. Considering each in turn, there are people who are risk adverse, risk taking 
or risk neutral, and this heterogeneity in risk attitude does influence individuals’ decisions when 
faced with different choice scenarios. In general, we consider that people are risk averse if 
their utility function is concave and risk takers if their utility function is convex (Kahneman and 
Tversky, 1979). Senna (1994) explains these concepts numerically stating that if the utility of 
the expected value is equal to the expected value of its utility, there is risk neutrality. If the 
utility of the expected value is smaller than the expected value of its utility, there is risk 
aversion; and if it is larger, there is risk propensity. An illustrative example of how these 
attitudes are represented is shown in Figure 2-2. 
 
Eeckhoudt et al. (2005) define risk aversion as “the rate at which marginal utility decreases 
when wealth is increased by 1%”. There are three possible risk attitude outcomes which have 
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to be modified when considering costs rather than wealth, which generate a disutility instead 
of utility:  
Risk taking: the rate at which the marginal utility increases when wealth is increased by 1%. 
Or, equivalently, the rate at which the marginal disutility increases when cost is increased 
by 1%. 
Risk aversion: the rate at which the marginal utility decreases when wealth is increased by 
1%. Or, equivalently, the rate at which the marginal disutility decreases when cost is 
increased by 1%. 
Risk neutrality: the marginal utility/disutility remains constant when wealth/cost is increased 
by 1%. 
 
Figure 2-2: Illustrative example of risk attitudes 
 
Table 2-3 presents several functional forms for the risk aversion that have been studied in 
literature (Stott, 2006; Rasouli and Timmermans, 2014).  
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Table 2-3: Summary Table of Risk Attitudes Functional Form  
Name Equation 
Linear  v x x  
Logarithmic   ln( )v x a x   
Power   av x x  
Quadratic   2v x ax x   
Exponential   1 exp axv x    
Bell   exp axv x bx    
Hyperbolic Absolute Risk Aversion (HARA)   ( )av x b x   
 
Arrow (1965) studied the probability of a risk averse individual to accept a gamble, and 
proposed a measure of local risk aversion which is known as the Arrow-Pratt measure of 
absolute risk aversion: 
''( )( )
'( )
u xv x
u x
                                                                                              (2.34) 
This equation is used to derive the value functions. In this thesis we focus on the Hyperbolic 
Absolute Risk Aversion (HARA) functional form, which has proven to be the most adequate in 
representing risk attitudes in different contexts (Ingersoll, 1987; Andersen et al., 2012; 
Hensher et al., 2013). There are two special cases of HARA that have been widely used (are 
derived using equation (2.34)): Constant Relative Risk Aversion (CRRA) that occurs when 
b=0; and Constant Absolute Risk Aversion (CARA) which occurs when a=0 and are shown in 
Table 2-4. Blanchard and Fischer (1989, p. 44) explain the CARA and CRRA, and explain that 
sometimes analytically it is more convenient to use the CRRA. 
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Table 2-4: Summary Table of Risk Attitudes CRRA and CARA  
Name Equation Interpretation References 
Constant Relative 
Risk Aversion 
(CRRA) 
  1
1
xu x



   
 represents the 
risk attitude4: 
If = 0 risk neutral 
If < 0 risk taker 
If > 0 risk averse 
Arrow (1963); Pratt 
(1964); Holt and Laury 
(2002); Andersen et al. 
(2012); Hensher et al. 
(2013b), (2011a); Rasouli 
and Timmermans (2014) 
Constant Absolute 
Risk Aversion 
(CARA) 
  exp xu x     represents the 
risk attitude: 
If = 0 risk neutral 
If < 0 risk taker 
If > 0 risk averse 
Arrow (1963); Pratt 
(1964); Polak et al. 
(2008); Rasouli and 
Timmermans (2014) 
 
Holt and Laury (2002) study risk attitudes in lottery choices using different value function 
formulations. They use a combined functional form of exponential and power, which increases 
relative risk aversion and decreases absolute risk aversion. Their results show that most 
people are risk averse and a few are risk loving, and when high payoffs are paid in cash, 
respondents become more risk averse. One of the main conclusions of their results is that 
there is clear evidence for risk aversion which suggests the danger of not taking it into account 
when analysing behaviour. 
 
Polak et al. (2008) was one of the first studies in transportation to test CARA in a stated 
preference data on mode choice under travel time variability. They estimate two type of 
models; the first one considers a EUT form, and the second one estimates risk attitudes using 
CARA. The utility function on mode i for the latter model can be written as follows: 
 ,k
1
k
1 exp ivK
k
iu p


           (2.35) 
where   is the risk attitudes parameter; ,i kv  is the valuation for outcome k; and kp is the 
probability assigned to outcome k. They estimated   as fixed and as random (mixed logit). 
                                                
4 The special case where =1, collapses to 1/0 which is undefined (it goes to infinity); however the 
occurrence of such a case is very unlikely. 
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Their results show that including risk attitudes significantly improves the overall performance 
of the model relative to a simple EUT. The estimates reveal that respondents are, on average, 
risk averse towards travel time variability. Their mixed logit model results show that there is 
systematic and random heterogeneity in risk aversion across the sample.   
 
Hensher et al. (2011) study risk attitudes through the CRRA specification shown in Table 2-4 
in a route choice experiment with travel time variability. Their results on a multinomial logit 
model show a significant influence of risk attitudes in all the models estimates, revealing that 
respondents are, on average, risk averse as the   parameter is always positive. They 
estimate a number of models which are mixed logit models and estimate   as a random 
parameter. Their results are consistent with respondents being risk averse, and show a high 
heterogeneity between respondents in their degree of risk aversion (as evidenced by a 
significant standard deviation)5.  
 
Andersen et al. (2012) study lottery choices including risk attitudes as a constant relative risk 
aversion. The first utility function defines it as follows: 
( )k kU m m
           (2.36) 
where   represents the constant relative risk aversion. If the value lies between 0 and 1 it 
represents risk aversion, if it is equal to 1 it represents risk neutrality and if it is larger than 1 it 
represents risk taking. If it is negative, it implies respondents violate the assumption of non-
satiation. They estimate an   parameter for everyone and another one that interacts with 
gender; as well as models that estimated   as random (with a mean and standard deviation). 
Their results show that it is appropriate to estimate  as a random parameter, since there is 
significant heterogeneity across the sample. The interactions with gender were found to be 
significant, revealing that females, on average, were more risk averse and behaved more 
differently between them (larger standard deviation).  
 
The second utility function, defined in Andersen et al. (2012), follows the CRRA equation 
shown in Table 2-4 (together with its interpretation) and also includes discount rates in a 
                                                
5 The results reported by the authors are not the same as in this paragraph because there was an error 
in the interpretation of the alpha parameter in the paper, which was corrected in later studies by the 
same authors. The interpretation of results included in this paragraph is the correct one.   
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sample of lottery choices and time-delay choices. They estimate   as a random parameter. 
The results suggest a concave utility function with a positive  , i.e., risk aversion, and a 
significant heterogeneity between respondents (standard deviation).  
 
Risk attitudes can influence decision making when there is variability in the levels of an 
attribute since the probabilities of occurrence might induce a certain behaviour in people that 
are risk averse or risk taking. However, risk attitudes could also be influential when a person 
faces a decision without any variability in the levels of an attribute, assuming he is comparing 
the levels presented with a reference point (similarly as what is proposed in the PT framework). 
In this case, the interpretation would be exactly the same as the definition proposed by 
Eeckhoudt et al., (2005). Balbontin et al. (2017) estimate risk attitudes in the CRRA form 
towards the cost of road pricing reforms (namely, cordon-based charging and distance-based 
charging), which is shown in the experiment as a fixed value. They estimated the   as a 
random parameter to allow heterogeneity in risk attitudes. Their results show significant risk 
attitudes towards the costs, and on average there was a risk aversion towards them. The 
experiment used presented the road pricing reform’s cost as a unique value, nonetheless 
individuals did have a risk attitude towards it. That is, the marginal disutility, on average, 
decreased when cost was increased by 1%.  
 
2.8.2. Perceptual Conditioning 
The definition of perceptual conditioning used in this research refers to outcome conditioning 
by an attribute influenced by perception. Hereby, the weighting function proposed by 
Kahneman and Tversky (1979) is a specific case of perceptual conditioning, where the 
outcome is conditioned by its probability of occurrence, and this probability is subject to 
perception (through the weighting function).  
 
Most studies in the literature have included perceptual conditioning as a weighting function of 
the probabilities of occurrence. This is a phenomenon of special interest where attributes 
exhibit variability over repeated occasions (e.g., the commuting trip across a week). Whether 
the analyst uses monitored (revealed preference) attribute levels (e.g., travel time on each of 
7 days) or provides travel times with associated occurrences over a given period in a stated 
choice experiment, a respondent’s perception of ‘objective’ probabilities often translates into 
an over- or under-weighting of such probabilities, especially at the extremities.  
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The function used for perceptual conditioning allows for a deviation between the subjective 
value or probability and the one that individuals actually use when evaluating the outcome. 
Different functional forms have been developed to consider this deviation (Stott, 2006; Rasouli 
and Timmermans, 2014) and a summary of them is provided in Table 2-5. 
Table 2-5: Summary Table of Functional Forms of Perceptual Conditioning  
Name Equation References 
Linear form with 
discontinuous end 
points 
Example: 
(1 )        if  1
( )
    1            otherwise
r p p
w p
    
Loomes et al. (2002); (Abdellaoui 
et al., 2010) 
Power ( ) rw p p   Simplification of the models: Goldstein and Einhorn (1987); 
Quiggin (1982); Tversky and 
Kahneman (1992)  
Goldstein-Einhorn 
( )
(1 )
spw p
sp p

     
Goldstein and Einhorn (1987) 
Tversky and Kahneman 
1/( ) ( (1 ) )
pw p
p p

      
Quiggin (1982); Tversky and 
Kahneman (1992); Camerer and 
Ho (1994); Tversky and Fox (1995) 
Wu-Gonzalez 
( )
( (1 ) )s
pw p
p p

     
Wu and Gonzalez (1999) 
Prelec I ( ln )( ) exp pw p
   Prelec (1998) 
Prelec II ( ln )( ) exp s pw p
   Prelec (1998) 
Exponential-power (1 )
( ) exp
sr p
sw p
   
Prelec (1998) 
Hyperbolic-logarithm /( ) (1 ln ) s rw p r p     Prelec (1998) 
 
The Tversky and Kahneman functional form has proven to be the most adequate in several 
discrete choice studies (Camerer and Ho, 1994; Hensher et al., 2011). This function is an 
inverse S-shape where ߛ represents the degree of curvature of the weighting function. An 
estimated parameter γ with a value between 0 and 1 suggests that individuals will over-weight 
low belief probabilities and under-weight medium to high belief probabilities.  
 
Camerer and Ho (1994) study the probability of gambles, comparing different approaches: the 
betweenness axiom, where a probability mixture of two gambles should be between them in 
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preference; the disappointment aversion theory, which relaxes the independence between 
probabilities but obeys betweenness; and the probability weighting function using the Tversky 
and Kahnemann functional form. Their results show that the disappointment aversion theory 
and the weighting function are superior in model fit. The authors were encouraged by the 
weighting function results since they were similar to other results using the same methods 
(Tversky and Kahneman, 1992), saying that low probabilities are overweighted and higher 
probabilities are underweighted.  
 
Hensher et al. (2011) study travel time variability by incorporating a weighting function in their 
probabilities of occurrence. They compare results using four functional forms: Tversky and 
Kahnemann; Goldstein-Einhorn; Prelec I; and Prelec II. Their results show a superior model 
fit using Goldstein-Einhorn and Prelec II weighting functions, which they attribute to the extra 
parameters these functions estimated that appeared to be highly significant. However, the 
Tversky and Kahnemann functional form was the one that seemed more aligned with theory, 
i.e., low probabilities being overweighted and higher probabilities underweighted. Thereby, 
and due to willingness to pay estimates analysis they select the Tversky and Kahnemann 
functional form as their preferred model.  
 
Balbontin et al. (2017) include perceptual conditioning by using individual beliefs. The dataset 
used was collected as part of a road pricing reform study, where respondents were asked to 
choose between their status quo situation, a cordon-based charging regime, and a distance-
based charging regime, each one described by several attributes of time and costs. 
Additionally, the (two) road pricing alternatives contained five attributes that represented the 
allocation of the revenue raised (e.g., improving public transport, improving existing and 
construct new roads).  After each choice set respondents were asked “to what extent do you 
think that each of these schemes will make you better/worse off” and they had to answer using 
a score from 0 (totally worse off) to 100 (totally better off). This was referred to as belief, and 
was used to condition the revenue raised allocation attributes. They used the Tversky and 
Kahneman (1992) formulation as follows: 
 
 
0
11
, $$
1
$$
                    ...
1  
RoadPricing i TT
RevenueA loc il
belief
bel
U TT
R
ief beli
evenueAl oc
e
l
f

 
  
 
       
    
  
    
         (2.37) 
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where TT represent the travel times; $$ represent the cost attributes; 1RevenueAlloc  represent 
the first option for revenue allocation (and the dots represent the other four options);   are 
the estimated parameters; and  the weighting curvature parameter. Their results show a 
significant influence of the belief towards revenue allocation, and suggested that individuals 
under-weight low belief probabilities and over-weight high belief probabilities when interacting 
with the allocation of the revenue raised. This study is particularly interesting because it 
incorporates the concept of perceptual conditioning even though the experiment did not 
include variability in the attributes with assigned probabilities of occurrence (also see Hensher 
et al., 2013).  
 
Li and Hensher (2017) provide an interesting overview of the literature and develop a 
multivariate method for discrete choice analysis with risky prospects. They propose a 
cumulative weighting function that does not have to be defined a priori and can be derived 
from the modelling. Thus, they develop a general functional form to include perceptual 
conditioning that enables the data to determine which form is appropriate for it.  
 
2.9. Experience 
Several studies mention the importance that previous knowledge has on decisions (including 
McFadden’s quote at the beginning of this chapter), and many of the heuristics previously 
analysed try to integrate it in the utilities. For example, Kahneman and Tversky (1979) state 
that people value differently gains than losses and these depend on the reference point of an 
individual. Others, such as the Case-Based Decision Theory (Gilboa and Schmeidler, 1995) 
consider that past experiences with similar choices and their outcomes affect decisions. Many 
of them try to include respondents’ understanding of the choices, past experiences, or 
something similar. Evidence suggests that what an individual did in the past affects his/her 
decision today. In discrete choice models, this has been included in different ways. The 
previous section showed that this concept has been included through different decision 
process strategies, such as into the reference revision heuristic, value learning, among others. 
This section will analyse studies that have included it directly in the utility function. 
 
Hensher (1975) define a ‘habit period’ as when an individual does not see other alternatives 
as directly relevant, i.e., he/she is not willing to change; and the ‘decision period’ when the 
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individual analyses other alternatives by considering a change. He proposes to include this in 
choice models. Hensher (1976) propose a model consistent with inertia theory to measure it: 
0 1 1 2 2 ... n nC X X X                   (2.38) 
where C  is the monetary benefit of mode choice, which is equivalent to the monetary choice 
of the usual mode and the alternative mode, plus a transfer payment cTP , that is: 
u c aC TP C  ; nX  represent the difference in levels of attribute n between the usual and 
alternative mode, where the first attribute 1X  represents travel time: 1 u aX t t  ; and n  are 
the estimated parameters for each attribute n. Therefore, the author proposes the following 
model to be empirically tested: 
0 1 1 n...u c a nC TP C X X                 (2.39) 
where 0  represents inertia, as the equivalent amount of money an individual is willing to 
outlay in order to maintain indifference between alternatives, for reasons other than the 
explanatory variables. If we consider mode characteristic differences only in the travel times 
(i.e., 2 ... 0nX X   ), the equation could be written as follows: 
 0 1u c a u aC TP C t t               (2.40) 
Goodwin (1977) define ‘habit’ as a source of resistance to change and also incorporate it in 
choice models. He presents a model in which it can be included as deterministic or 
probabilistic. Ben-Akiva and Morikawa (1990) incorporate the ‘habit’, also referred to as 
‘inertia’, in a mode choice study by asking respondents if they would be willing to switch from 
their currently used mode to the new mode presented. They estimate the model in such a way 
that a respondent would switch mode if the utility function of the new alternative is superior to 
the utility of the current mode by more than a threshold value. They use revealed and stated 
preference data, and their results in the stated preference data estimated a negative threshold 
value, indicating that respondents overstate their switching to the new mode.  
 
Cantillo et al. (2007) study travel behaviour including inertia. The inertia is a function of the 
previous valuation of alternatives, so it is considered as random within the population.  They 
use panel data; the first instance is simulated data and the second one a mixed stated and 
revealed preference experiment. One of the most important conclusions of their study is that 
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not taking into account inertia where it exists may lead to biases and significant response 
errors. 
 
Hensher and Collins (2011) incorporate the value learning heuristic. In doing so, they include 
in their model a dummy variable in the utility function that, in the first choice set, equals to 1 if 
the individual chose that mode in his most recent trip, or 0 otherwise. This variable is updated 
when an individual makes a choice other than their status-quo situation. Even though the 
objective of this study was not to study the influence of past experiences, it is mentioned in 
this section because it includes overt experience on the modes of transportation directly in the 
utility function and it did show to be significant. We could consider another word than 
experience or overt experience to avoid any implication of lagged effects, since most studies 
recognise the mode that respondents recently or currently use; however we like the word 
‘experience’ but it could also be referred to as the reference alternative, which is common in 
studies that incorporate gains and losses relative to a reference alternative. 
 
Hensher and Ho (2016) analyse the influence of overt experience in a commuter modal choice 
study. Overt experience is defined by individual familiarity with the mode of transportation, i.e., 
if they have or have not used it. They include overt experience as an additional parameter that 
conditions the utility expression and they include a lognormal transformation of the frequency 
of use of the modes as a representation of experience. The utility function can be written as 
follows: 
 ,( , X ) ' exp ln 1 ( , X )i i q i iU FR U                                              (2.41) 
where ( ,X)iU   is the traditional utility function for mode i, described by the vector of attributes 
X with their parameters ; ( ,X)'iU   is the transformed utility; ,q iFR  is the usage frequency for 
mode i and individual q; and i  the estimated parameter for overt experience. The model 
form is consistent with the overall utility maximisation assumption with the conditioning 
component (referred to as heteroscedastic conditioning) derived from information associated 
with the variance of the unobserved effects, effectively delimiting an observable and 
systematic way of accommodating heterogeneous scaling (Hensher and Ho 2016). 
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Their results show a significant influence of the usage frequency, and both for the car and 
public transport i  was negative. To analyse the results they studied the relationship between 
the frequency of use of each mode and their utilities. Their findings show that, if a commuter 
has car experience, the car is significantly less attractive in comparison to a commuter that 
does not have any experience with using the car. Conversely, if a car user has commuter 
experience, commuting is significantly less attractive relative to a car user who has no 
commuter experience. They show graphically the differences in the utility functions when 
recognising experience and when not recognising it, revealing the importance of experience.  
 
The studies analysed in this section showed that considering the role of experience in decision 
making has a significant influence in the overall performance of the models and in the results. 
If experience is neglected, it might lead to biases in the results. The recognition of the role of 
past experiences and how do they influence current behaviour is fundamental for an adequate 
interpretation of decision making.  
 
2.10. Conclusions  
The first part of this chapter presented the extensive literature on decision process strategies, 
separating them into three categories: context free; local choice context dependent; and 
choice set interdependent. Most of the studies analysed one heuristic and compared the 
results to the ones obtained through a simple LPAA heuristic.  Section 2.6 focused on the 
studies that have considered more than one heuristic and the results show a significant 
improvement in the overall performance of the models. Even though not all the studies show 
a significant influence over the WTP estimates when considering multiple heuristics (although 
some do), the influence on preferences produce different behavioural insights which leads to 
a richer interpretation of the results and decision-making. The results of these studies are very 
encouraging and suggest a significant improvement in the model results and interpretation 
when including multiple heuristics, however the literature is still rather limited. 
 
The issue of a possible confoundment between preference and process heterogeneity has 
been raised in several studies, yet none of them have been able to test the existent relationship 
between random parameters and multiple heuristics. The phenomenon of degrees of potential 
substitution or complementarity between the non-systematic representation of preference 
heterogeneity through random parameters and multiple heuristics is a fundamental issue that 
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might completely change the way process rules are integrated, and it has been acknowledged 
by the majority of studies that have included them together.  
 
The second part of this chapter focused on studying behavioural refinements that have been 
analysed in the literature. The first one corresponds to experience and most studies consider 
that the most recent alternative an individual chose will influence their current decision. 
Experience has been included in models through different formulations and all of them have 
shown to have a significant influence on preferences. The evidence suggests that not taking 
into account individuals’ experience might result in misleading estimates. There are very few 
studies that have incorporated experience together with alternative decision process 
strategies, even though they have resulted in improved and richer models.  
 
Other behavioural refinements, such as risk attitudes and perceptual conditioning have been 
studied in literature. Both have shown to improve the overall model performance and also 
provide important insights on how preferences are made. Several studies have used them in 
choice studies; however there is limited knowledge on how these act together with multiple 
heuristics. 
 
This chapter has provided a review of what has been done in the field of process heuristics 
and other behavioural refinements. The numerous studies have shown a significant influence 
on the model estimates and the interpretation derived from them. However, there are still many 
research gaps concerning multiple heuristics, especially considering their relationship with 
random parameters, experience, risk attitudes and perceptual conditioning. These gaps will 
be addressed in the next chapters.  
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CHAPTER 3 
3. Research Methodology 
 
 
3.1. Introduction 
The previous chapters have explained the motivation and objectives of this research, reviewed 
the current literature on heuristics, behavioural refinements and experience, and identified 
gaps in this literature. This chapter will detail the methodologies used in this study, including 
existent and original methodologies. 
 
As was mentioned in Chapter 2, choice studies may replicate real life decisions, which are 
referred to as revealed preferences (RP), or may present hypothetical scenarios, which 
represent stated preference (SP) experiments. Each of them have different advantages and 
disadvantages. The main advantage of the RP data approach is that it represents real 
decisions, but has the limitation that the modeller is not able to observe all the alternatives and 
attributes taken into account by an individual. The main advantage of an SP experiment is that 
it is able to assess alternatives that are not present in real life (e.g., a new metro line) and that 
the modeller is able to control the attributes being evaluated by an individual through varying 
the levels associated with observed alternatives which might not be those observed in real 
markets. Another advantage of the SP experiment is that respondents can be presented with 
multiple choice tasks (unless there exists an RP panel) so a larger number of observations 
can be obtained providing greater variability in data and increased opportunity to better 
understand individual preferences. It has the disadvantage that they are not real decisions 
and might not exactly replicate how individuals would behave in real life. Some of the models 
estimated as part of this research include three process strategies together with experience 
and behavioural refinements. These models require an increased variance in the dataset to 
enable inquiry into the different elements. This is often not possible using RP data since the 
attribute levels of variation are very restricted relative to a SP data. 
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When trying to understand individual preferences under the stated preference experiment 
paradigm, respondents are presented with a choice scenario with different alternatives 
described by certain attributes and they have to make a decision. This scenario is referred to 
as a choice task or choice set. The different values an attribute can have (e.g., travel time of 
3, 5 or 15 minutes) are called attribute levels; and each alternative is typically described by 
one level for each attribute. A choice experiment can be labelled or unlabelled: an unlabelled 
choice experiment is one where the alternatives have generic titles (e.g., Route ‘A’ or ‘B’): and 
a labelled choice experiment has alternative-specific titles (e.g., ‘Car’ or ‘Bus’).  
 
The first two sections will explain the Multinomial Logit (MNL) and Mixed Logit (MML) models 
that have been widely used in choice studies and are the basis of the models discussed in this 
research. Section 3.4 will present the selection of heuristics for this research, where the 
subsections present each heuristic with their formulation and implications. Section 3.5 shows 
how the models will take into account multiple heuristics, behavioural refinements and 
experience. Section 3.5.1 presents one of the most popular methods used to include process 
heterogeneity, referred to as the Probabilistic Decision Process (PDP), and also presents an 
extension of this methodology called Probabilistic Decision Processes Combined (PDPC). The 
second Subsection 3.5.2 presents the Hybrid RUM-RRM and Heuristic Weighting Function. 
Section 5.3 proposes a new method to include process heterogeneity, called Conditioning of 
Random Process Heterogeneity (CRPH). Section 3.5.4 shows how the behavioural 
refinements and experience are included in the models. The next section presents the 
marginal (dis)utilities that can be obtained for each model. Section 7 presents the method to 
estimate the Willingness to Pay (WTP). The final section reviews the main conclusions of this 
chapter. 
 
3.2. Random Utility Theory (RUT) and the Multinomial Logit (MNL) Model 
The traditional discrete choice model is an econometric framework within which we specify a 
series of expressions designed to capture increased behavioural richness in the choice 
making process. Estimation of choice models provides a way of establishing the role of the 
various attributes and behavioural strategies in explaining, in statistical terms, specific 
choices, and in obtaining behavioural derivatives such as willingness to pay estimates for 
specific attributes. 
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The models are linked to the theory of utility maximisation, but set out within a theory of random 
utility (McFadden, 1974) which assumes that each individual behaves rationally and it is 
assumed that they act as if they choose the alternative that maximises utility. The utility of 
each alternative is defined as a function of its attributes, where each attribute is weighted by 
an estimated coefficient as a measure of the marginal (dis)utility associated with a specific 
attribute. We can describe this utility for each individual q with a utility function iqU  assigned 
to each alternative iA , as described in equation (3.1). This utility function has a systematic 
component which is measurable, iqV , that is a function of the alternatives’ attributes 
measurable by the modeller. It also has a random component, iq , which allows for possible 
preference heterogeneity and for potential errors induced by the modeller (i.e., in measuring 
or observing) including excluded relevant attributes. It is important to understand that the 
modeller is likely only able to see or account for an undefined subset of the attributes 
considered by sampled individuals when reaching a decision, and hence is not able to include 
all the attributes that could influence the respondent choice. 
iq iq iqU V              (3.1) 
 
The systematic part described above in its simplest form can be written as follows (Hensher 
et al., 2015b; Ortúzar and Willumsen, 2011): 
1 1 2 2 3 3 iq i i q i i q i i q in inqV x x x x                (3.2)	
in  represents the estimate for attribute n, which is assumed to be fixed for all individuals but 
can vary between alternatives	݅, and inqx  represents the level of attribute n of alternative i for 
the individual q. 
 
As explained above, a person will choose the alternative i ( iA ) only if his utility is larger than 
(or equal to) that associated with each and every other alternative	݆ ( jA ).  
                                      iq jq jU U A A q         (3.3) 
where  A q represents the set of alternatives available for individual q. Hence, 
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                               iq jq jq iq jV V A A q        	     (3.4) 
Since the modeller is unable to capture all sources of utility is the observed component, he is 
not able to determine with certainty if the person would choose the alternative. However, he 
is able to estimate the probability of choosing alternative i, iqP , as shown in equation (3.5). 
 P Prob   ,     iq jq iq iq jq jV V A A q                  (3.5) 
 
The log likelihood is represented through the following equation: 
   
 1
ln ln P
j
Q
jq jq
q A A q
l L y 
 
             (3.6) 
where jqy  is a dummy variable that takes the value one if the alternative is chosen and zero 
in other cases. The overall log likelihood at convergence compared to various definitions of 
knowledge of market shares only or absence of this knowledge (i.e., no observed alternative-
specific constants known) represents the goodness of fit of a model6. The closer to zero the 
log likelihood after controlling for the number of degrees of freedom (linked to the number of 
parameter estimates), the better the overall goodness of fit in a statistical sense. 
 
The assumptions imposed on the distribution of the unobserved effects or random errors 
associated with each alternative define the functional form of a specific choice model. The 
simplest form is the multinomial logit (MNL) model which assumes that the random component 
in the utility function is distributed independent and identically (IID) Gumbel with mean 0 and 
standard deviation ߪ (Domenecich and McFadden, 1975). In this case the choice probability 
will be as follows: 
 
  
iq
jq
j
V
iq V
A A q
eP
e





             (3.7) 
where the parameter ߣ is related with the standard deviation as follows: 
                                                
6 Note that it depends on the number of observations in the sample. In Section 3.8 some basic tests 
that compare the log likelihoods will be shown. These can only be used when the models use the same 
observations from the sample. 
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6
             (3.8) 
iqV  is usually assumed to have a linear form as shown in equation (3.2), with linearity in the 
parameters and in the attributes. However, this is not essential, and we can have a non-linear 
MNL model which we discuss in the next sections.  
 
3.3. Mixed Multinomial Logit (MML) Model 
A more complex model widely used in transportation studies, is the mixed logit (ML) model. 
The current form was proposed by two research groups: Ben-Akiva and Bolduc (1996) and 
McFadden and Train (2000) (see also Hensher and Greene 2003). The ML form consists of 
any model for which choice probabilities can be expressed as an open form (Ortúzar & 
Willumsen 2011): 
   ( )     iq iqE P P f d              (3.9) 
 
௜ܲ௤ሺߠሻ represents the standard MNL probabilities evaluated at a set of parameters	ߠ, and ݂ሺߠሻ 
is their density function (also known as a ‘mixing distribution’). If the density function is 
degenerate at fixed parameters , the choice probability is equivalent to the MNL form shown 
in Equation (3.6). If, however, the density function is discrete, the ML becomes a latent class 
model. This latter is useful when there are different segments in the population that have their 
own choice behaviour. 
 
The MML model can be estimated on a single cross-section or a panel dataset. In the single 
cross-section dataset, each respondent responded to the choice task one time, as it commonly 
would in an RP study or and SP experiment with only one choice set. The panel dataset 
considers that each individual is faced with multiple choice sets and that an individual’s 
preferences remain invariant across those choice sets. 
 
Random Parameters 
A specification of the MML model considers random parameter estimates. That is, the 
parameters are allowed to vary over individuals q (but not over choice sets t) with density 
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function  f   in order to capture preference heterogeneity. Not all the parameters  have to 
be considered random; some can be specified as preference homogeneous. The utility 
function of alternative i for individual q in choice situation t (t=1,…,T) is defined as follows: 
θiqt q iqt iqtU X              (3.10) 
where the parameter θq  can be decomposed in its mean, m , which is common for all 
individuals q, and a standard deviation,  ; and a distribution v specified by the modeller: 
 m miqt iqt iqt iqt iqt iqtU X v X v X                   (3.11) 
 
For example, if the modeller assumes a normal distribution then v will have a mean 0 and 
standard deviation of 1,  0,1v N . The choice probabilities are equivalent to an MNL model 
but considering the different choice situations t: 
 
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            (3.12) 
The log likelihood is represented through the following equation: 
   
 1
ln ln P
jt T
Q
jqt jqt
q A A q
l L y 
 
           (3.13) 
                                  
Latent Class Model  
There is a special case where the modeller considers random parameters in a mixed logit 
model, in which the density function is not discrete, called a latent class mixed logit model. 
The underlying theory is that individual behaviour depends on observable attributes and on a 
latent heterogeneity unknown to the modeller, and this heterogeneity can be analysed through 
discrete parameter variation. It considers that individuals can be distributed into C classes - 
each class with specific parameters - but the modeller does not know who belongs to which 
class. The utility functions for each class c are equivalent to a MNL model: 
| 1| 1 | iqt c i c i qt in c inqtV x x            (3.14) 
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The choice probability for individual q in choice situation t and alternative i considering he 
belongs to class c is as follows (Greene and Hensher, 2003): 
 
|
||c
  
iqt c
jqt c
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iqt V
A A q
eP
e





           (3.15) 
 
The unknown class assignment for class c can be considered in different forms (Greene, 
2001), but the one that has been commonly used is one that considers a MNL model form as 
follows: 
  
c
iqc
i C
h
hH
e
e
            (3.16) 
where qcH  is the probability that individual q belongs to class c; C is the total number of 
classes; and ch  a class assignment function defined by the modeller, for example, using a set 
of m observable characteristics mz  (such as individual socioeconomic characteristics) as 
follows: 
0 1 1 ...c c c mc mh z z              (3.17) 
mc  represents the parameters associated with the observable characteristics, and 0c  the 
class specific constant. Similarly to the MNL model, C-1 class specific constants can be 
estimated due to identification issues and one of them has to be considered the base (i.e., 
equal to zero). The same is the case when mz  remains constant for all of an individual’s 
alternatives (e.g., age). A special case of the class assignment model form considers all mc  
equal to zero except for the class specific constants. In this case, class assignment would be 
independent of any observable characteristics. 
 
The contribution of the choice probabilities to the likelihood function are given by7: 
                                                
7 In a panel data set t>1 and in a single cross-section data set t=1, but the equation is equivalent. 
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|c |c
iqtg
t T
q iqtP P

           (3.18) 
where 
iqtg  is a dummy variable equal to 1 if individual q chooses alternative i in choice 
situation t, and 0 otherwise. Therefore, the likelihood for individual q is equal to the sum of the 
class specific contributions: 
|
1
  
C
q qc q c
c
P PH

             (3.19) 
The log likelihood for the sample can be written as follows: 
    |c
1 1
ln ln
iqt
Q Q
q qc iqt
q q c
g
t TC
l L P H P 
  
                  (3.20) 
 
Error Components 
The second specification of MML refers to error components, which has been proposed as a 
way to include highly flexible substitution patterns between alternatives. This considers that 
the error term has two elements; one that corresponds to the error term of the MNL probability 
iqt , and another one represented by iqt iqtY   in the following equation:  
θiqt it iqt iqt iqt iqtU X Y               (3.21) 
where the parameters θit  are fixed, i.e., do not vary across individuals8; iqtX are the observed 
attributes; iqt  is a vector of random elements with a distribution specified by the modeller, 
with zero mean and unknown covariance; and iqtY  is a vector of attributes unknown to the 
modeller. 
 
  
                                                
8 The parameters θ can be considered to vary between individuals, i.e., random parameters, and this 
would be considered as a combination between random parameters and error components. 
71 
 
Panel Data 
Both the random parameters and error component specifications can be specified so that it 
acknowledges the panel nature of the data. This is important in stated preference (SP) 
experiments where each individual is faced with multiple choice situations, so there are 
multiple observations for each individual. In the random parameters specification, the 
parameters are not allowed to vary over the choice situations of the same individual, but only 
across individuals. In the error components specification, the additional error term chosen by 
the modeller is considered to be the same within the responses of each individual. 
 
3.4. Heuristics Selection  
Based on a review of the available literature on heuristics in Chapter 2, three heuristics have 
been selected for investigation in the present research. The first heuristic considered is one 
that has been traditionally used in choice studies, referred in this research as linear in the 
parameters and additive in the attributes, as it provides a reference point of what is currently 
being done in most choice studies.  
 
The most important criteria used to select the other two heuristics was to take into account 
both local choice context dependence and choice set interdependence (see Sections 2.4 and 
2.5 respectively). Hence, one of each was chosen. Considering local choice set dependence, 
the line of heuristics that have proven to be most successful and significant in the literature 
are those ones that reflect extremeness aversion. From these ones, different formulations 
were tested and the Relative Advantage Maximisation (RAM) heuristic was chosen since it is 
relatively simple in its formulation yet adds a significantly richer interpretation of decision 
making. Regarding the choice set interdependent heuristics, the ones that consider a 
reference point are the ones that have proven to be most informative in choice studies. 
Different formulations were tested and Value Learning (VL) seemed to be the most interesting 
as it allows for an individual learning process but has not been as widely investigated as 
others. The following subsections explain each chosen heuristic together with their properties 
and model form.  
 
3.4.1. Linear in the Parameters and Additive in the Attributes (LPAA) 
Traditional studies assume that individuals take into account to all the attributes that describe 
an alternative (i.e., all are deemed relevant), and they evaluate them exactly as they are 
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presented to them. This decision process strategy will be referred to as linear in the 
parameters and additive in the attributes (LPAA). The utility function is as follows: 
1 1 2 2 iqt i i qt i i qt in inqt iqtU x x x               (3.22) 
 
3.4.2. Value Learning (VL) Proposal 
As seen in the previous chapter (Section 2.5.1.1), Value Learning assumes that throughout 
the experiment individuals’ preferences change. The reason for their preferences to change 
can be caused by the attribute levels presented to them, or often referred to as “rules of the 
market” (i.e., institutional learning), or simply because they are gaining knowledge and 
discovering their preferences. In a stated preference study, both can be influencing 
preferences and the way in which they change is defined in each study. In this research we 
propose that when valuing the alternatives, individuals compare each of the alternatives’ 
attribute levels to a reference level. For example, there is one reference level for the travel 
time (whether it is car or public transport) and individuals will compare the travel times of the 
alternatives to that reference level. When an individual faces a new decision, an attribute’s 
reference level is updated only if the attribute level of the chosen alternative is better than the 
current reference level. In a stated preference experiment, the starting reference level 
corresponds to the attribute levels of the mode they use in real life.  
 
One of the simplest model formulations of Value Learning is to consider directly the difference 
between the attribute levels and reference level, without any type of transformation. In this 
case, the observed part of the utility function for alternative i can be written as follows: 
     1 11 2 22 iqt i i qt i i qt in i nnqt iqtref ref x refU x x                (3.23) 
in  are the estimates representing the difference between the level of attribute n and 
alternative i and the reference level for that same attribute n; inqx  represents the level of 
attribute n of alternative i for the individual q; and refn represents the reference level for 
attribute n. This is a very simple model formulation and has some restrictions. For example, it 
collapses to a simple MNL model when the choice context is unlabelled, or when the same 
attributes are present in all the alternatives and their parameters are considered generic in a 
labelled experiment. In these cases, the reference levels will be the same for all the 
alternatives, and since the MNL models are estimated based on the differences, the reference 
levels will be nulled. Moreover, as has been widely mentioned in literature, the valuation of 
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gains and losses represented by  inqt nx ref  may not be linear. Therefore, a concavity factor 
  can be estimated to transform the differences between the attribute levels and the 
reference levels as follows: 
     1 1 2 2 iqt i i qt i i qt in inqt iqn tn nref reU x x xf ref                (3.24) 
 
The difference between the attribute levels and the reference levels can be positive or 
negative. As   has to be a continuous parameter (with decimal points), to avoid any 
estimation problems when the difference is negative, the transformation explained above will 
be considered as follows:  
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    (3.25) 
1 1 2 2(x ) (x ) (x ) iqt i i qt i i qt in inqt iqtU VL VL VL             (3.26) 
 
Figure 3-1 presents the Value Learning transformation considering different values for , 
where 0  .  
 
Figure 3-1: Value learning transformation of attribute levels 
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3.4.2.1. Choice Set Correlation  
The relationship between choice sets that is generated by including VL in a stated choice 
experiment is of interest and should be investigated in more detail. This relationship can be 
studied through error components to see if the unobserved part of the utility function depends 
on the choice set number. Similarly to equation (3.21), the utility function can be written as:  
(i, q, )iq iq iqt iqU V f t Y             (3.27) 
where the error term is divided in the traditional iq  and an additional error term that varies 
across individuals q, alternatives i, and choice sets t, (i,q, ) iqtf t Y ; where (i, q, t)f  is an error 
component function and iqtY  is a vector of attributes unknown to the modeller, and iqV is the 
observed part of the utility function. 
 
It is important to note that there might be a significant relationship between the error 
components and the choice set order number, regardless of the process strategy being 
considered. However, since the proposition of VL creates a dependence between choice sets 
it is of special interest to see how the choice set sequence number plays a role in the error 
components function. Under VL an individual will have evaluated his/her preferences more 
times as the experiment progresses, although not necessarily updated them. Therefore, the 
interest of including error components is to see if, by considering a VL process strategy, the 
error term is being significantly influenced by the progression of the experiment.   
 
The number of a choice set can be included as a continuous variable: 
(i,q, ) iqt if t t            (3.28) 
where iqt  is the part of the error that varies across individuals but it is the same within an 
individual; t  equals the sequence number of a choice set – 1 (i.e., equals 1 for choice set 
number 2, 2 for choice set number 3, and so on); and i  is the parameter associated with the 
sequence number of a choice set for alternative i.  
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The parameter i  represents the relation between the choice set sequence numbers and the 
error components. This means that, if it has the same sign as iqt , as the experiment 
progresses (i.e., the choice set sequence number increases) the standard deviation of the 
error term increases. This relationship can also be significant when considering a traditional 
LPAA heuristic, so it will be tested both in a LPAA and VL for comparison. Therefore, the 
relationship between the choice set sequence numbers and error components will be 
compared using the values of: iqt ; i ; and the quotient between them, i
iqt
  , which will 
represent the influence of the choice set sequence numbers on the error component.  
 
3.4.3. Relative Advantage Maximisation (RAM) 
The relative advantage maximisation (RAM) heuristic that will be used in this research is the 
one proposed by Leong and Hensher (2014) and Leong and Hensher (2015) seen in Section 
2.4.3.2. It considers some properties from the classical RRM functional form, and has the 
symmetry between advantage and disadvantage as proposed by Tversky and Simonson 
(1993). The definition of advantage of an alternative i over an alternative j is equivalent to the 
disadvantage of the alternative j over alternative i over all attributes m, as follows: 
(j,i) ( , j) ln(1 exp( ))jm jm im im
m
A D i x x      
     (3.29) 
 
The relative advantage of i over j, denoted as ( , j)R i  can be written as: 
( , j)( , j)
( , j) ( , j)
A iR i
A i D i
            (3.30) 
 
The utility function for an alternative i will be equivalent to the utility function under an LPAA 
heuristic plus the relative advantage of alternative i over all other alternatives j as follows: 
1 1 2 2 ( ) ,iqt i i qt i i qt
j S
in inqt iqtU x x x R i j   

          (3.31) 
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3.5. Inclusion of Multiple Heuristics, Risk Attitudes, Perceptual Conditioning and 
Experience 
This research opts to not include the subjective self-reported responses to explicit questions 
regarding heuristics, and instead infers the heuristics and behavioural refinements. The 
following subsections will describe how these will be inferred. The first subsection presents 
how the behavioural refinements and experience will be included in the models. The next two 
subsections present two model forms used in the literature to incorporate process 
heterogeneity, referred to as Probabilistic Decision Process (PDP) strategy and a Weighting 
Function. The final subsection will present the model form proposed in this research, called 
Conditioning of Random Process Heterogeneity (CRPH). 
 
3.5.1. Inclusion of Behavioural Refinements and Experience 
Behavioural Refinements 
In Section 2.8 the literature on risk attitudes and perceptual conditioning was reviewed. In this 
research both will be tested by themselves and together. As was defined under Prospect 
Theory (PT) by Kahneman and Tversky (1979), the utility function for decisions made under 
risk can be defined by:  
1 1 2 2( ) ( ) ( ) ( ) ... ( ) ( )n nU w p u x w p u x w p u x                     (3.32) 
where ( )nw p  represents a weighting function of the probability of occurrence; and ( )nu x  
represents a value function of the outcome for attribute n. Hence, risk is measured as the 
value function and weighting function. In this research, as has been already presented  in the 
literature, it will be used within an EUT framework (defined as EEUT by Hensher et al., 2011a 
and Hensher et al., 2013).  
 
Perceptual conditioning will be considered for those attributes that are presented with different 
levels of variation, each with a probability of occurrence. On the other hand, risk attitudes will 
be considered towards the attributes that are presented with levels of variation and also 
towards cost attributes. Several functional forms have been proposed to define the weighting 
and value function (presented in Subsection 2.8). This research will consider those that have 
proven to significantly improve the model results and understanding of preferences. Namely, 
CRRA for risk attitudes (value function) and Tversky and Kahneman for perceptual 
conditioning (weighting function).  
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Risk attitudes and perceptual conditioning will be included in a LPAA heuristic in two cases: 
(1) Attributes that are presented with levels of variation: will take into account risk attitudes 
and perceptual conditioning. 
(2) Cost attributes: will take into account risk attitudes.  
 
If none are included, the LPAA utility function can be written as: 
1 1 2 2 iqt i i qt i i qt in inqt iqtU x x x               (3.33) 
 
For explanation purposes, we will consider a utility function that has three attributes: a cost 
attribute, 1  i qtx ; an attribute presented with L levels of variation, 2  i qtx ; and a third one with 
no levels of variation and which does not represent cost , 3  i qtx . The utility function can be 
written as: 
2 , 2 ,1 331 ( ) ( )i qt l i qtiqt i i q lt i
l
iqi
L
qt tU x xw p u x  

       (3.34) 
where 2 ,i qt lx  is the level l of variation for attribute 2  i qtx and 2 ,i qt lp  is the associated probability 
of occurrence; 2 ,( )i qt lwp  is the weighting function which will be referred as perceptual 
conditioning; and 2 ,( )i qt lu x  the value function which is referred to as risk attitudes.  
 
The utility function when considering behavioural refinements can be written as: 
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          (3.35) 
where   represents the degree of curvature of the weighting function, and   represents the 
risk attitudes towards the second and third attribute. The degree of curvature of the weighting 
function,   is a positive parameter. An estimated parameter   with a value between 0 and 
1 suggests that individuals will overweight low probabilities and underweight medium to high 
probabilities; and a parameter larger than 1 suggests that individuals will underweight low to 
medium probabilities and overweight high probabilities. Figure 3-2 graphically shows the 
weighting function for different values of  . 
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Figure 3-2: Tversky and Kahneman functional form for perceptual conditioning 
 
The interpretation of the risk attitudes for different values of   are presented in Figure 3-3. 
An estimated parameter of 0   would represent risk neutrality (i.e., the transformation is not 
necessary); 0   represents a risk taking attitude; and 0    risk aversion. 
 
 
Figure 3-3: CRRA functional form for risk attitudes 
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transportation context, this refers to the most recent mode used by the respondent. It will be 
included by conditioning the utility function, as follows: 
 0 , ,1   experienceiqt exp i experience iq iqtU x U            (3.36) 
 
where experii
e
qt
encU  is the transformed utility function; experiencex  is defined as a dummy variable 
equal to 1 if alternative i was chosen by respondent q in their most recent decision and 0 
otherwise; and 0 ,exp i  is the associated parameter. As experiencex  is always positive, then a 
negative value of 0 ,exp i  would represent a reduction in the utility of mode i when individual q 
chose it in his most recent decision; and if it is positive it would represent an increase in utility. 
However, the interpretation will depend on the sign of the utility, iqtU . If it represents a dis-
utility (i.e., negative utility), then a negative parameter of 0 ,exp i  would improve the dis-utility of 
alternative i by reducing it, and a positive parameter would worsen alternative i by increasing 
its negative value. 
Table 3-1: Experience parameter interpretation 
Parameter Sign Utility sign If individual q chooses alternative i in his most recent trip, then… 
0
, 0exp i   0iqtU   He is more likely to choose it 0iqtU   He is less likely to choose it 
0
, 0exp i   
0iqtU   He is less likely to choose it 
0iqtU   He is more likely to choose it 
0
, 0exp i   Any case Does not have any implication on his current decision 
 
 As we know, the utility function of mode i can be negative in one scenario and positive in 
another scenario depending on its characteristics. Thereby, the modeller needs to define a 
new parameter with a consistent interpretation across scenarios. The transformed parameter,
,exp i , will be estimated as follows:  
0
,
, 0
,
        if  0  
       if    0 
exp i iqt
exp i
exp i iqt
U
U
 
 


         (3.37) 
where the utility function will become: 
 , ,1   experienceiqt exp i experience iq iqtU x U            (3.38) 
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In transportation, one would expect that if an individual uses a certain mode he is more likely 
to choose it again. Hence, the hypothesis is that if the respondent used the mode in a most 
recent trip, he will scale the (dis)utility for that mode in such a way that it becomes (smaller) 
larger, so that ,0 1exp i  . If the opposite is true, where an individual is less likely to choose 
the same alternative he used in his most recent trip, then ,1 0exp i  . However, the absolute 
value of ,exp i  has to be smaller than 1, otherwise it would imply a change in the sign of the 
utility when it is negative. 
 
 This variable will introduce a form of heteroscedastic conditioning in the utility function to 
account for the individual-specific experience. It also introduces correlation between choice 
sets, which is taken into consideration through a panel data treatment that relaxes the 
assumption of independence across choice sets within a respondent. As this conditioning is a 
form of scaling the utility, it will not change the distribution of the error term.  
 
3.5.2. Probabilistic Decision Process (PDP) and Combination 
One of the methods to include multiple heuristics is through a latent class model. Every class 
represents a different processing strategy, and every individual can belong to each class with 
a certain probability. This assigned probability could be considered as a function of other 
characteristics, such as the socioeconomic characteristics of respondents. However, the 
modeller implicitly assumes that each person only uses one decision process strategy. Several 
choice studies have used this approach to include multiple processing strategies (Swait and 
Adamowicz, 2001; Hensher and Collins, 2011; Campbell et al., 2012; Hess et al., 2012; Weller 
et al., 2014). 
 
In this research three heuristics will be included: RAM, VL and LPAA. Therefore, the model 
equations for each class will be equivalent to the utility functions for each heuristic, as follows: 
|C1 1 21 21 1 1 ( , ) iqt i qt iC qt inqti i nC C
j S
i R ix jV x x  

               (3.39) 
     |C2 1 21 22 2 2 iqt i qt i qt inqtn n nC C Ci i inx xV ref ref rx ef                     (3.40) 
|C 3 1 21 23 3 3 iqt i qt i qt inqi C C C ti inV x x x                              (3.41) 
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The class assignment model will be considered using the MNL form presented in Section 3.3. 
The class assignment can be formulated as only class specific constants or can be subject to 
other variables, such as the socioeconomic characteristics of respondents. 
 
The combined approach of the Probabilistic Decision Process (PDPC) is an extension of this 
framework and, in contrast to PDP, which is also specified with a latent class structure, has 
each class representing a combination of heuristics, instead of only one heuristic. The 
underlying theory of the PDPC is that multiple heuristics are not mutually exclusive and a 
person might be using more than one simultaneously. That is, an individual might not 
necessarily be choosing between one heuristic or the other, but might be choosing a 
combination of them (Balbontin et al., 2017b). This approach will not be considered in this 
research, and only the PDP will be included. 
 
To incorporate behavioural refinements and experience in this model form, the modeller has 
to decide which heuristic will be subject to them. In this thesis, we will consider behavioural 
refinements in the LPAA heuristic, given that the other process strategies take into account a 
type of risk attitude. However, experience will be considered as influencing decisions made 
under any of the process strategies.  
 
3.5.3. Hybrid RUM-RRM and Heuristic Weighting Function (HWF) 
The hybrid RUM-RRM model considers each heuristic as influencing a subset of the attributes. 
The heuristics are included directly in the utility function, and each one only considers a group 
of the attributes. It is worth noting that each attribute is only related to one heuristic. This form 
was proposed by Chorus et al. (2013), where they combine a RRM with a RUM model. In the 
utility function of each alternative, they suggested that the RRM was applicable to only a 
subset of the attributes, with the other attributes treated as a standard RUM model. When 
considering this hybrid model structure, their results show an improvement in the fit in 
comparison to a model that considers RUM or RRM by themselves. However, the difference 
between the models is not large. 
 
Another way to include multiple heuristics directly in the utility function is by weighting multiple 
decision process strategies directly in the utility function (Leong and Hensher, 2012b; Hensher 
et al., 2013; Hensher et al., 2017). The weighting value can be considered as a function of the 
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individual’s socioeconomic characteristics or of other context factors. The heuristics may have 
different weighting functions. In general terms, this methodology allows each heuristic to 
contribute to the overall utility function, where the contribution is proportional to its weighting 
value. If we want to include H heuristics in the utility function, the model form would be as 
follows:  
1 1, ,...iqt H iq ht Hh iqtV W U W U             (3.42) 
where hW  is the weight for heuristic h and ,Hh iqtU  is the utility function of heuristic h for 
alternative i, individual q and choice situation t. The relationship between the weights has to 
be defined by the modeller and could, for example, be: 
1 ... 1hW W             (3.43) 
 
Equivalent to the PDP approach, when considering behavioural refinements the modeller has 
to decide in which heuristic to include them. Experience can be incorporated in each heuristic 
utility or in the overall utility function.  
 
3.5.4. Conditioning of Random Process Heterogeneity (CRPH) 
As the literature on process heuristics grows in interest within a discrete choice setting, and 
especially where preference heterogeneity is increasingly accommodated by a random 
parameter specification, the question arises of whether there is a systematic relationship 
between random parameters as a representation of preference heterogeneity and one or more 
process heuristics. That is, is there a relationship between preference heterogeneity and 
process heterogeneity such that process heterogeneity, as represented by specific heuristics, 
conditions the distribution of preferences in a sampled population in such a way that it adds a 
systematic (in contrast to random) explanation of preference heterogeneity?  
 
This thesis develops a framework to investigate these questions, called Conditioning of 
Random Process Heterogeneity (CRPH). The approach recognises that the parameters 
defined under LPAA may be conditioned by a process strategy. It analyses the degrees of 
potential substitution or complementarity between the non-systematic representation of 
preference heterogeneity through random parameters and a systematic representation 
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through a conditioning of the heterogeneous preference distribution, where the latter may offer 
up a behaviourally richer (and statistically improved) explanation of the choice process. 
 
The random parameter specification, as was analysed previously, decomposes parameter θq  
in its mean, m , and standard deviation, v : 
 iqt iqt iqtU v X                 (3.44) 
 
To incorporate process heuristics using the CRPH approach, the mean and standard deviation 
of attribute inqtx  under an LPAA mixed logit model have to be a function of the process 
heuristics. The utility can be written as follows: 
   
   
, ,
, ,
 
in inqt inqt
i inqt iqt
in i
m m
VL in RAM in
s s
n V nqt inqtL in RAM in
x x
U x
x x
VL RAM
VL R vAM
 
 
 
   
    
            
   (3.45) 
where  inqtVL x represents the transformation of inqtx  for the VL heuristic;  inqtRAM x for the 
RAM heuristic; ,
m
VL in  represents the relationship between the mean estimate and VL; ,mRAM in  
represents the relationship between the mean and RAM; ,
s
VL inq  the relationship between the 
standard deviation and VL; ,
s
RAM inq  the relationship between the standard deviation and RAM.  
 
The parameters estimated in RAM are equivalent to the ones in LPAA, since both are related 
to the direct values of the attribute: inqtx . However, they are not equivalent to the ones 
estimated in a VL heuristic since they represent the difference between the attribute level and 
the reference level:  ninqtx ref  . Therefore, the parameters in  can be considered common 
between LPAA and RAM, but not for VL, which will have its own parameters VLin . The 
transformations of inqtx  associated with VL and RAM are as follows:  
   VLinqt in inqt nV fxL ex r           (3.46) 
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  ( , )inqt in i t
j S
nqRAM Rx x i j

          (3.47) 
 
Merging Equation (3.38) with (3.39) and (3.40) the expression for CRPH to include VL and 
RAM results in the following form: 
  
  
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 
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         
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         



(3.48) 
 
As can be noted, the part of the equation that considers the VL transformation includes 
,VL in
VL
in  . As both are alternative and attribute specific, it is not possible to estimate them 
both. Therefore, a parameter including the multiplication will be estimated equal to:  
'
, ,VL in VL
V
inin
L              (3.49) 
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         
              



     (3.50) 
 
The in  can be considered common between the attributes or specific. If they are considered 
common then the relationship between the alternative process strategies and the mean or 
standard deviation estimate will be the same for all the attributes, which is what is assumed 
under the PDP and HWF. Hence, one of the major advantages of this approach is that the in  
parameters can be considered as attribute-specific (i.e., depend on n) to allow for individuals 
to use alternative process heuristics for some attributes but not for all of them. If this is the 
case, the attributes that are not being influenced by a process heuristic would simply have a 
0m sin in    (in its mean and standard deviation). It also allows process strategies to have an 
influence over the mean but not standard deviation of an attribute with 0min   and 0sin   or, 
oppositely, over its standard deviation but not over its mean with 0min   and 0
s
in  . 
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Another advantage of this approach is that behavioural refinements and experience are 
considered to be independent of the process strategies. That is, risk attitudes and perceptual 
conditioning will only influence inqtx  and experience will affect the entire utility function.  
 
All the models in this thesis were estimated using PythonBiogeme (Bierlaire, 2016). The 
optimisation algorithm used was SQP method (Lawrence et al., 1994) and the models were 
estimated using 100 draws. Several of the models were also estimated using 500 draws to 
test for stability in the results, and the results were equivalent. For the CRPH models, the 
mixed logit model parameter estimates were used as starting values.  
 
3.6. Willingness to Pay Estimates  
This section focuses on the estimation of the marginal (dis)utilities, willingness to pay (WTP) 
estimates and their confidence levels. It will start by explaining the generalised concepts, and 
the subsections will describe the specific cases for each process strategy (with fixed and 
random parameters) and for the process heterogeneity approaches (PDP and CRPH).  
 
Marginal (dis)utilities can be explained as the change in the utility due to a one unit increase 
in a certain attribute. In transportation, many of the attributes describing a mode represent a 
dis-utility, e.g., travel time, cost, number of transfers, etc. That is, when they increase there is 
a negative influence on the utility and that is why we refer to them as marginal disutilities. For 
other attributes, such as % probability of finding a seat, they will represent marginal utilities. 
Numerically, the marginal (dis)utilities equals the derivative of the utility relative to attribute n: 
iqt
inqt
U
x

 . 
 
The willingness to pay estimates (WTP) represent how much is a person willing to pay for a 
one unit increase (decrease) in a certain attribute. The WTP estimates for an attribute inqtx  
can be expressed as follows: 
 
$.
iqt
inqt
inq
iqt
iqt
t
U
x
UWTP x
x




          (3.51) 
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where $,iqtx  represents the cost attribute; and iqt
inqt
U
x

  the marginal (dis)utilities. 
 
In some cases, as will be seen later in this thesis, costs are described using more than one 
attribute. For example, the costs of using a car be described by fuel costs and parking costs. 
If this is the case, a weighted average will be calculated for the marginal (dis)utilities of the 
cost attributes which will be used to calculate the WTP (Hensher et al., 2012; Hensher et al., 
2013a; Leong and Hensher, 2015):  
$1, $2,
$1, $2,
$, $1, $2,
iqt iqt
iqt iqt
iqt iqt iqt
iqt iqt iqt
U Ux xU x x
x x x
             (3.52) 
 
The majority of the models presented in this thesis are non-linear and, therefore, their derived 
WTP estimates are subject to the value of the attributes and other relevant parameters. A 
WTP is estimated for each individual given the attribute levels presented to them. 
 
3.6.1. Linear in the Parameters and Additive in the Attributes 
3.6.1.1. Simple model  
In a LPAA heuristic without any behavioural refinements, the marginal (dis)utilities are 
obtained straight from the model and are equal to the parameter estimates that describe the 
attributes. For alternative i and attribute n the marginal (dis)utility will be equal to in , therefore, 
the WTP will be equal to 
$
in
i
  , where $i  represents the cost attribute.  
 
3.6.1.2. With Behavioural Refinements 
Behavioural refinements will be considered when including a LPAA heuristic. If risk attitudes 
and perceptual conditioning are included, the utility function is non-linear, hence the derivative 
changes. As seen in Subsection 3.5.1, perceptual conditioning will be considered for those 
attributes that are presented with different levels of variation, which in this research are the 
travel times. On the other hand, risk attitudes will be considered towards travel times and 
costs. The marginal (dis)utilities will change depending on which of these is considered (risk 
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attitudes and/or perceptual conditioning), and the different cases will be analysed below. The 
WTP for attribute n will be the marginal (dis)utility of attribute n divided by the marginal 
(dis)utility of the cost attribute.  
 
Only Risk Attitudes 
If an attribute n for individual i and choice set t, inqtx , is presented with L levels of variation 
each with a certain probability of occurrence ,inqt lp , it can be written as: 
, ,( ) ( )inqt inqt l inqt l
l L
x w p u x

           (3.53) 
where ,inqt lx  represents the level l for attribute n; ,( )inqt lw p represents the weighting function 
for the probability of occurrence for attribute n level l, i.e., perceptual conditioning; and 
,( )inqt lu x represents the transformation for the value of attribute n level l, i.e., risk attitudes. If 
an attribute considers risk attitudes in the form of CRRA (presented in Section 3.8.1), the 
marginal (dis)utilities are equal to: 
niqt
in inqt
inqt
U
x
x
             (3.54) 
 
Only Perceptual Conditioning 
If an attribute is conditioned on perceptual conditioning (regardless of its functional form), but 
not on risk attitude, then the marginal (dis)utility is equal to: 
,( )inqt l
l
iqt
in
inq Lt
w p
U
x


           (3.55) 
 
Risk Attitudes and Perceptual Conditioning 
If an attribute is specified with risk attitude and perceptual conditioning, the marginal (dis)utility 
will depends on the particular functional form used. In this research, risk attitude is included 
using CRRA and perceptual conditioning is included using the Tversky and Kahneman form. 
The marginal (dis)utility will be as follows: 
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3.6.2. Relative Advantage Maximisation 
When considering Relative Advantage Maximisation (RAM) as the process strategy, the 
marginal (dis)utility is more complex than when considering LPAA since the utility function is 
non-linear. Recalling the utility function for this heuristic: 
1 1 2 2 
( , j)
( , j) ( , j)iqt i i qt i i qt in t j S
inqU x x
A i
A i
x
D i
  

            (3.57) 
where ( , j)A i  is the advantage of i over j, and ( , j)D i  the disadvantage of i over j, defined as: 
(j, i) ( , j) ln(1 exp( ))jn jn in in
n
A D i x x      
     (3.58) 
the marginal (dis)utility is equal to: 
 2
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        (3.59) 
where the derivatives for the advantage and disadvantage of alternative i over alternative j, 
relative to attribute n are: 
( , j)
1 exp( )
in
inqt in in jn jn
A i
x x x

 
             (3.60) 
( , j)
1 exp( )
in
inqt in in jn jn
D i
x x x

 
             (3.61) 
 
The WTP will be equivalent to the marginal (dis)utility of attribute n divided by the marginal 
(dis)utility of the cost attribute. 
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3.6.3. Value Learning 
The Value Learning (VL) heuristic considers a concavity factor   transforming the difference 
between the attribute level and the reference level. If we remember the utility function for VL 
presented in Subsection 3.4.2 is as follows: 
     1 1 2 2 iqt i i qt i i qt in inqt iqn tn nref reU x x xf ref                
 (3.62) 
 
The marginal (dis)utility for attribute inqtx  is represented by: 
  1iqt in inqt
inqt
n
U
x
x
ref
             (3.63) 
 
If 0   the marginal (dis)utility would be equal to 0. If 1  , then it would be equivalent to 
the LPAA model, that is equal to in . The WTP will be equivalent to the marginal (dis)utility of 
attribute n divided by the marginal (dis)utility of the cost attribute. 
 
3.6.4. Models with Experience 
If any of the heuristics above include experience as explained in Subsection 3.5.1, the 
marginal (dis)utilities will be transformed as follows:  
 
'
,exp ,exp1
iqt iqt
i iq
inqt inqt
U U
x
x x
                 
      
 (3.64) 
where ,expiqx  is a dummy variable equal to 1 if individual q chooses alternative i in his most 
recent experience, i.e., in his most recent trip; and ,expi is the associated parameter. The WTP 
estimate will not be affected by the experience parameter, since all the attributes in the same 
alternative will be conditioned by the same experience function, so they will be nulled and the 
expected WTP equation (but not the numerical estimates) will be equivalent to the model that 
does not consider experience.  
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3.6.5. Process Heterogeneity 
When considering more than one heuristic, the marginal (dis)utilities change and have to 
consider all the different forms. The two approaches that will be included is the Probabilistic 
Decision Process (PDP) strategy and Conditioning of Random Process Heterogeneity 
(CRPH). 
  
3.6.5.1. Probabilistic Decision Process  
The Probabilistic Decision Process (PDP) approach estimates a different process strategy in 
each class. To obtain the total marginal (dis)utility we have to weigh the marginal (dis)utility 
by the probability of choosing that class. If we have C classes, then the total marginal (dis)utility 
can be written as follows: 
1
1
Pr(Class ) ... Pr(Class )iqt iqt iqtC
inqt inqt inqtClass ClassC
U U U
x x x
                    
  (3.65) 
 
3.6.5.2. Conditioning of Random Process Heterogeneity 
The Conditioning of Random Process Heterogeneity (CRPH) approach conditions the mean 
and standard deviation of the parameter estimates by the process heuristics. The mean of the 
CRPH utility function that can be extracted from Equation (3.38) (remembering  0,1v N ) 
equals to: 
    ' , , m mVL in RAM in
n
i in inqt inqt inqtU x x xVL RAM                (3.66) 
where: 
   VLinqt in inqt nV fxL ex r           (3.67) 
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
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Hence, the mean marginal (dis) utility can be written as: 
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where  inqt
inqt
x
x
VL


 represents the marginal (dis)utility obtained when considering the VL 
heuristic shown in Equation (3.63); and  inqt
inqt
xM
x
RA


 when considering the RAM heuristic 
shown in Equation (3.59). 
 
3.7. Willingness to Pay Confidence Intervals 
The willingness to pay (WTP) estimates are one of the most important outcomes of choice 
studies. The equations presented above are used to obtain the expected WTP estimate for 
the sample. Frequently, we see studies that do not present confidence intervals for the WTP 
estimates, even though they are as important as the value itself because they represent how 
robust the estimates are.  
 
This thesis will use the Delta method to calculate the standard error of the WTP estimates 
(Oehlert, 1992; Scarpa and Rose, 2008; Bliemer and Rose, 2013; Hensher et al. 2015). This 
method can be used to calculate the standard error of any function of the parameters, as are 
the marginal (dis)utilities. The WTP in a linear MNL model are equivalent to the ratio between 
two parameters, so the latter one will be explained in more detail since it is a bit more complex, 
but the same method will be used to calculate the confidence intervals of the marginal 
(dis)utilities. The delta method states that if ˆ  is asymptotically distributed, then a function of 
ˆ( )f   is asymptotically normally distributed with a mean of ( )f   and a variance of: 
T( ) ( )f f                 (3.70) 
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where ( )f   denotes the Jacobian of ( )f  . In a linear MNL model (LPAA), the WTP 
estimate for attribute n and alternative i would be equal to  
i$
in
inqt inWTP x w
    , where 
$i  represents the parameter estimate for the cost attribute. The WTP, iˆnw , would be 
distributed as: 
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    (3.71) 
 
The standard error according to the Delta method would be equal to: 
2
$ $
$
1 var( ) 2 cov( , ) var( )in in in i in i
i
w w             (3.72) 
The example provided above considers a linear MNL model (LPAA); however, in this study 
we will estimate non-linear mixed logit models, where all random parameters are normally 
distributed. Bliemer and Rose (2013) explain the methodology to use the Delta method to 
obtain confidence intervals in linear mixed logit models. The first thing is to re-write the 
parameter estimates ˆ  equivalent to equation (3.11) in terms of the distributional parameters 
m
in  and in  , which together will be referred to as  , and a parameter-free distribution v, as 
follows: 
( )| min iin in in n inv                 (3.73) 
 
In this thesis, all random parameters will be normally distributed9. The Jacobians (first 
derivatives) for normal distributed parameters are the following: 
                                                
9 Different distribution assumptions were tested (e.g., triangular and lognormal) and the normal 
distribution gave the best fit and behaviourally appealing results. 
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    and              (3.74) 
 
In a linear mixed logit model (LPAA), where both the cost attribute and attribute n are random, 
the WTP estimate would be equal to: 
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and its distribution would be: 
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    (3.75) 
where 
in in
w  and $i inw  represent the first derivatives (Jacobian) of the WTP estimate  of 
attribute inqtx  relative to in  and $i , respectively; and in inw  and $i inw  are relative to in  
and $i , respectively.  is the submatrix of the variances and covariances of the 
distributional parameters in  and $i ; 0 represents a matrix with zeros and magnitude of 
   $ $# # # #in i in i      , where # represent the number of elements of in , $i , in  and  
$i ; and diag(1,…,1) is a diagonal matrix with ones and magnitude of 
   $ $# # # #in i in i      .  
 
The Jacobians can be calculated as follows: 
11 1
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(3.76) 
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Therefore, equation (3.75) can be written as: 
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   (3.77) 
If both parameters are fixed, then $ 0in in in i        and Equation (3.77) would collapse 
to (3.72). The expected WTP estimate iˆnw  is: 
$
$ $ $ˆ ˆ ( , )d ( )d ( )
in i
in in in i in in i iw w F F
 
            (3.78) 
where ( )in inF   and $ $( )i iF   are the cumulative distribution functions of the standard distributed 
in  and  $i , respectively. Since normal distributions are defined on the complete domain of
( , )  , the integral would be undefined when $ 0i  . Daly et al. (2012) demonstrate that 
for the moments to be finite, the probability of observing $ 0i   should be zero as in, for 
example, a lognormal distribution. Bliemer and Rose (2013) propose to use the median 
instead of the mean, as it would represent a more robust estimator that will not vary as much 
as a mean when the cost attribute is normally distributed. When estimating mixed logit models, 
all the attributes will be considered as normally distributed. The ratio between two normal 
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distributions is a Cauchy distribution, also referred to as Lorentzian distribution or Lorentz 
distribution.  
 
The expected WTP can be approximated by Monte Carlo simulation as: 
( ) ( )
$
1
1ˆ ˆ ( , )
R
r r
in in in i
r
w w
R
 

          (3.79) 
where 1, ,r R   are pseudo random draws such as Halton sequences to ensure more 
uniform coverage over the distribution (Train, 1999). The approximation will be more accurate 
if more draws are used. We will use 25,000 pseudo random draws.  
 
In non-linear models, detailed in the subsections below, the function ( ) ( )$ˆ ( , )
r r
in in iw    involve 
sample data (e.g., attribute levels). In these cases, they can be evaluated using the mean 
levels of the data, or they can be averaged over the observations. This thesis will use both 
methods to verify that the results do not change significantly, although the results presented 
will consider the first method. The levels for the expected WTP with a confidence level of α, 
where ˆ( )inse w  is the standard error, will be as follows: 
 1 /2 1 /2ˆ ˆ ˆ ˆ( ), ( )in in in inw t se w w t se w            (3.80) 
 
The previous section presented the equations for the willingness to pay estimates, so the 
following subsections will show the jacobians/derivatives that have to be included for use in 
the Delta method to estimate the confidence intervals. This thesis used PythonBiogeme to 
calculate the derivatives (of the WTP and the Jacobians) for each model (Bierlaire, 2016). 
 
3.7.1. Linear in the Parameters and Additive in the Attributes 
The confidence intervals for a simple LPAA model (without behavioural refinements) will be 
exactly as shown above. However, this will change when considering risk attitudes, perceptual 
conditioning and/or experience.  
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The risk attitudes will be considered both towards attribute n and the cost attribute using the 
model form explained in Section 3.5.1. Perceptual conditioning is only considered towards 
travel time attribute as explained in Section 3.5.1.  Experience will be considered towards all 
the modes available. The risk attitudes, perceptual conditioning and experience parameters 
will be fixed and the attribute estimates are normally distributed.  
 
Applying the Delta method for a model that includes risk attitudes, perceptual conditioning and 
experience, we arrive at: 
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 (3.81) 
 
where n and $  represent the risk attitudes for attribute n and for the cost attribute; n  
represents perceptual conditioning for attribute n when it is equal to the travel time; and, ,expi
represents the parameter estimated for experience on mode i. If a model does not consider 
risk attitudes, perceptual conditioning, or experience then the corresponding derivative will be 
equal to zero, which would be equivalent to removing it from equation (3.82).  
 
3.7.2. Value Learning 
Assuming the concavity factor for the VL heuristic is fixed and common between attributes, 
and the attribute estimates are all normally distributed, the Delta method would result in: 
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 (3.82) 
Equation (3.82) is equivalent to equation (3.75) but adding the derivative of the WTP relative 
to the concavity factor,  and the experience parameter on mode i, ,expi . If either of them 
are not significant (i.e., ,exp 0i   or 1  ), then the corresponding derivative would be equal 
to zero which is the same as removing them from equation (3.85). 
 
3.7.3. Relative Advantage Maximisation 
The RAM heuristic considers the same number of parameters as an LPAA heuristic with 
experience; however the marginal (dis)utility function of RAM (presented in equation (3.59)) is 
highly non-linear. Applying the Delta method while assuming the attribute estimates are all 
normally distributed, we have that: 
$ $
,e
$ $
$
xp
,ex xp
$
p ,e
T
, ,
$
0
ˆ ( , ) ,
0 (1,...,1)
m m
in in
in in
m m
i i
m
i i
n n
i
i i
in in
in in
in in
in in i in in in
in in
in in
in in
w w
w w
w w
w N w w w
diag
w w
w w
w w


 
 
 
 
 



 
 
                                       

             
  (3.83) 
which is equivalent to equation (3.75) adding experience on mode i, ,expi . If the experience 
is not significant (i.e., ,exp 0i  ), then the corresponding derivative would be equal to zero 
which is the same as removing them from equation (3.91). 
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3.7.4. Probabilistic Decision Process 
The PDP approach considers a latent class structure, where each class is not latent but 
represents a pre-defined heuristic. Applying the Delta method we have that:  
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(3.84) 
The classes consider specific and fixed parameters for each attribute, as shown in Section 
3.5.2. Since the parameters are fixed, min in  . Considering 1inC , 2inC , and 3inC  represent 
the estimate for attribute n alternative i for the RAM heuristic (class 1), VL heuristic (class 2) 
and LPAA (class 3), respectively; n and $  represent the risk attitudes for attribute n and for 
the cost attribute, respectively, for the LPAA heuristic (class 1); n  represents perceptual 
conditioning for attribute n (it is different from zero when it refers to the travel time attribute) 
for the LPAA heuristic (class 1);  represents the concavity factor for the VL heuristic (class 
2); ,exp ,ex1 2 , 3p exp, ,C i iC Ci   represents the parameter estimated for experience on mode i for 
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each class; and 1 2 3, ,C C CCte Cte Cte  represent the class specific constants for the class 
assignment. 
 
3.7.5. Conditioning of Random Process Heterogeneity 
The CRPH approach considers interactions between the process strategies and the mean 
and/or standard deviation of the estimates, as presented in Section 3.5.4. Applying the Delta 
method while assuming the attribute estimates are all normally distributed, we have that: 
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
(3.85) 
where n and $  represent the risk attitudes for attribute n and for the cost attribute, 
respectively; n  represents perceptual conditioning for attribute n (it is different from zero 
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when it refers to the travel time attribute); ,
m
VL in  and , $mVLi  represents the relationship between 
the mean estimate and VL for attribute n and the cost attribute; ,
m
RAM in  and , $mRAM i  represents 
the relationship between the mean and RAM for attribute n and the cost attribute; ,
s
VL inq  and 
, $
s
VL i q  the relationship between the standard deviation and VL for attribute n and the cost 
attribute; ,
s
RAM inq  and , $sRAM i q  the relationship between the standard deviation and RAM for 
attribute n and the cost attribute;  represents the concavity factor for the VL heuristic; and 
,expi represents the parameter estimated for experience on mode i. 
 
3.8. Results Analysis and Models Comparison 
3.8.1. Comparing Two Parameters using t-test 
An important part of the model analysis will consist of determining if there are significant 
differences between the WTP estimates for the different models. The null hypothesis of t-test 
states that an estimated parameter  is equivalent to a hypothesized value 0 , and is rejected 
if: 
0
df,%( )
t t
se
 

            (3.86) 
where ( )se   is the standard error of parameter ; df degrees of freedom equal to the number 
of observations - 1 (usually very large so considered as infinite) 10; and % the confidence level.  
 
When testing if two WTP estimates are significantly different from each other, the test is 
adapted to fit in a parameter difference: 
 1 2
df,%
1 2
0
( )
t t
se
 
 
             (3.87) 
where the standard error of 1  and 2  are 1  and 2 , respectively, and 1n  and 2n  the 
number of observations in the sample. In this thesis, the WTP obtained through different 
                                                
10 When the sample represents all the population, the degrees of freedom are equal to the number of 
observations. 
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models will be compared in the same sample so 1 2n n n  . The standard error for the 
difference will be equal to:  
2 2 2 2
1 2 1 2
1 2
1 2
( )se
n n n
               (3.88) 
 
3.8.2. Comparing Two Models 
3.8.2.1. AIC Indicator 
The Akaike’s Information Criterion (AIC) was proposed by Akaike (1974) and it will be used to 
compare the models in regards to their overall fit. It takes into account the log likelihood  l   
of a model while penalising the number of parameters estimated, #Params . The indicator 
also takes into account the number of observations #Obs and it is calculated as follows: 
 2 2 #
#
Params
AI
Obs
l
C
            (3.89) 
 
3.8.2.2. Nested Models 
The Loglikelihood Ratio test (LR) test can be used to compare two models where one is the 
restricted version of the other. When a model is the restricted version of a more general one, 
it can be obtained by adding restrictions with the number of restrictions included representing 
the degrees of freedom for the test.  The null hypothesis of this test states that both models 
are equivalent. The null hypothesis is rejected if: 
    2 , %  2 restricted general dfLR l l                (3.90) 
where  restrictedl   represents the log likelihood of the restricted model,  generall   the log 
likelihood of the general model, df the degrees of freedom, and % the confidence level. If the 
test is rejected, there is not enough evidence to say that both models are equivalent; hence, 
the general model seems to be more adequate. If the test is not rejected, then there is not 
enough evidence to say that both models are statistically different; thus, the additional 
parameters estimated in the general model do not seem to improve the model significantly.   
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3.8.2.3. Not Nested Models 
When we want to compare two models that are not nested (i.e., one is not the restricted version 
of the other), we use the Vuong Statistic (Vuong, 1989). An example of two non-nested models 
is the model obtained using the CRPH model form, with one obtained using the PDP model 
form. This statistic is defined as follows: 
 
n
m NV
S
           (3.91) 
m  represents the mean of the difference between the log likelihood of the models: 
( 1) ( 2)l model l model ; N the sample size; and Sn the standard deviation. A value of this 
statistic greater than the critical t-test value (1.96 with 95% confidence level) indicates that the 
test favours the first model; and if it is less than the negative of the critical t-test (-1.96 with 
95% confidence level) the test favours the second model. Values in between are inconclusive. 
 
3.9. Conclusions 
This section has presented the econometric theory of discrete choice modelling that is used 
to incorporate multiple process strategies as well as behavioural refinements. The first novel 
part of this section is the proposal to incorporate the Value Learning heuristic and the method 
to test if it is inducing a choice set correlation. Secondly, it shows how to integrate behavioural 
refinements with process heterogeneity. Finally, it proposes a new method referred to as 
Conditioning Random Process Heterogeneity (CRPH) to include process heterogeneity that 
allows the parameter estimates commonly defined under an LPAA approach be conditioned 
by the process strategies, while considering the behavioural refinements as independent of 
these strategies. The last two sections detail how the WTP estimates and their confidence 
intervals will be calculated in these highly non-linear mixed logit models. 
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CHAPTER 4 
4. Datasets 
 
 
4.1. Introduction 
This chapter presents and analyses the characteristics of the two datasets that will be used in 
the research. Sections 4.2 and 4.3 present the characteristics, attributes and attribute levels 
of the Metro Rail Sydney and Northwest datasets, respectively. Section 4.1 compares the 
characteristics and attributes of the datasets, followed by Section 4.2 that compares the 
socioeconomic characteristics and travel behaviour of the respondents. 
 
4.2. Dataset #1: Metro Rail Sydney 
During 2009, the New South Wales government announced that they proposed to evaluate a 
new Metro rail system for Sydney. As part of this feasibility study, Hensher et al. (2011) 
collected stated choice and revealed preference data to estimate a modal choice model to be 
used in predicting potential patronage for the new Metro. In this thesis, the stated preference 
data will be used to estimate the models, and the revealed preference data will be used to 
include experience and the starting point for the value learning heuristic. The proposed Metro 
lines are presented in Figure 4-1. The sampled areas were selected to reflect travel across 
the catchment area, which includes the central business district (CBD), and geographical 
locations within the metropolitan area that extend as far west as Westmead and the north west 
of Sydney. In the survey, respondents had to compare their currently available alternatives 
together with a metro option. 
 
The survey was constructed through a Bayesian-efficient design using D-error as the 
optimality criteria. The collection of the final dataset was conducted using a computer aided 
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personal interview (CAPI). 1,756 respondents were interviewed with each individual choosing 
to answer questions for a specific trip purpose, one of commuter, non-commuter, other work 
related trips and trips made inside the central business district area (intra CBD). The candidate 
modes for these trips are bus, light rail, train, or car. The intra CBD purpose trips also include 
walking and taxi as alternatives. In this thesis the intra CBD trips were excluded as they are 
very different from the other trips. The dataset for our analysis has 1,578 respondents (90% 
of the total sample). Each individual was given six sequential stated choice sets to assess and 
make a choice, giving 9,468 observations.  
 
Each alternative was described by access, main mode and egress trip attributes. The 
attributes and attribute levels for each mode are presented in Appendix A1. The description, 
acronyms and general statistics of the attributes are presented in Table 4-1. The main mode 
attributes include travel times, costs (parking, running, fares and tolls), reliability and crowding. 
Reliability, represented as a travel time variability over repeated trips, is associated with bus 
and car. Three levels of travel time were presented (i.e., quickest, average and slowest travel 
time) to describe travel time variability, each associated with a probability of occurrence which 
also varied in the experimental design.  
 
An illustrative screenshot of a choice experiment is shown in Figure 4-2. At the beginning of 
the experiment, respondents were asked to describe their most recent trip and the attribute 
levels associated with the trip were used as base levels about which the levels presented in 
the choice scenarios pivoted. Data were also collected on the socioeconomic characteristics 
of each respondent, some of which are described in Section 4.4.2 along with the profile of 
travel behaviour.  
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Figure 4-1: Proposed new metro rail line 
106 
 
 
Figure 4-2: Illustrative screenshot of Metro Rail Sydney choice experiment 
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Table 4-1: Attributes description, acronyms and general statistics Metro Rail data 
  Attribute Unit Acronym Mode Mean Std Dev 
Main Mode 
Attributes 
Travel Time Minutes TTPT 
Bus 33.97 23.39 
Train 31.83 17.47 
Metro 16.72 8.22 
TTCR Car 43.70 23.07 
Fare AUD$ COSTPT 
Bus 3.27 1.77 
Train 3.86 1.91 
Metro 3.64 1.62 
Fuel cost 
AUD$ COSTCRTRC 
Car 2.26 1.19 
Toll cost Car 4.34 3.00 
Parking cost COSTCRPC Car 13.84 10.95 
Transfers Number of transfers TRANPT 
Bus 1.01 0.83 
Train 1.01 0.82 
Metro 0.50 0.50 
Headway Minutes FREQPT 
Bus 28.14 18.92 
Train 30.92 18.35 
Metro 6.90 3.38 
% of Seats 
Available % SEATPT 
Bus 0.18 0.23 
Train 0.17 0.23 
Metro 0.17 0.23 
Standees 
density 
Standees 
per square 
metre 
STANDPT 
Bus 1.10 1.40 
Train 1.19 1.46 
Metro 1.17 1.45 
Access 
Attributes Access Time Minutes ACTIMEPT 
Bus 5.97 4.87 
Train 9.77 7.10 
Metro 11.99 8.61 
Access Fare AUD$ ACFARE 
Bus 3.97 2.70 
Train 3.16 3.12 
Metro 3.73 3.72 
Egress 
Attributes 
Egress Time Minutes EGTIME 
Bus 7.08 4.96 
Train 8.62 6.11 
Metro 9.29 7.09 
Car 5.92 4.22 
Egress Fare AUD$ EGFARE 
Bus 12.26 4.50 
Train 4.39 4.39 
Metro 3.89 3.46 
Car 4.71 6.06 
 
Figure 4-3 summarises the revealed preference modal availability as a percentage of the total 
number of observations, and the percentage of times each mode was chosen when it was 
available. The metro alternative was always included in the choice scenarios and was chosen 
62% of the time. The bus was available in 32% of the choice sets and was chosen in 25% of 
the offered scenarios. The train was available in 63% of the choice sets and it was chosen 
28% of the time while the car was available in 38% of the choice sets and chosen 32% of the 
time. 
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Figure 4-3: Mode availability and % of times they were chosen (when available) 
 
4.3. Dataset #2: Northwest Data 
This dataset on travel preferences of commuters and non-commuters was collected as part of 
a larger study to evaluate public transport investment options (train and bus) in the north west 
of Sydney, one of the fastest growing areas in Sydney (Hensher and Rose, 2007). The projects 
under consideration included variations of new heavy rail systems into the area presented in 
Figure 4-4, as well as new light rail and dedicated busway systems along the same corridor. 
The stated choice experimental design was constructed using a D-optimal design. The dataset 
was collected in July 2003 in the north-west catchment of metropolitan Sydney using a 
computer aided personal interview (CAPI). The sample covered residents that made trips 
within the region (intra-regional) and outside of the region (inter-regional). Individuals were 
first asked for a recent trip during the last week (not necessarily the most recent one) and the 
characteristics of it. The characteristics were used to pivot the attribute levels presented to 
them in the survey.  
 
If an individual made intra-regional trips, the survey presented three public transport modes: 
new light rail, new heavy rail and bus, plus a car alternative if it was available for him. If an 
individual made inter-regional trips, the survey included five public transport modes: new light 
rail, new heavy rail, bus, existing M2 busway and existing train line, plus a car alternative if 
available. Each alternative was described by access, egress and main mode attributes. An 
illustrative screenshot of the North West Sydney data is shown in Figure 4-5. In each choice 
scenario, respondents had to choose their preferred main and access mode. The attributes 
and attribute levels for each mode and trip type are presented in Appendix A2.  
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Figure 4-4: Proposed new rail system in the Northwest sector 
110 
 
 
Figure 4-5: Illustrative screenshot of North West Sydney choice experiment 
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The survey sample size is 453 individuals, where 92% had inter-regional trips and 8% intra-
regional trips. Each respondent faced 10 choice sets giving a total sample size of 4,530 
observations. The description, acronyms and general statistics of the attributes are presented 
in Table 4-2. Individuals were also asked for their socioeconomic characteristics analysed in 
Section 4.4 along with the profile of travel behaviour. 
 
Table 4-2: Attributes description, acronyms and general statistics Northwest data 
 
Attribute Unit Acronym Mode Mean Std Dev 
Main 
Mode 
Attributes 
Travel Time Minutes TTPT 
Light Rail 57.39 27.33 
New Heavy Rail 52.00 25.70 
New Busway 67.11 26.27 
Bus 66.36 30.33 
Busway 52.95 24.52 
Train 46.99 20.06 
TTCR Car 56.66 27.67 
Fare AUD$ COSTPT 
Light Rail 5.21 3.33 
New Heavy Rail 5.25 3.56 
New Busway 7.84 3.33 
Bus 7.62 4.26 
Busway 7.29 3.43 
Train 4.99 3.35 
Fuel cost 
AUD$ COSTCRTRC 
Car 2.93 1.28 
Toll cost Car 5.04 2.76 
Parking cost COSTCRPC Car 14.43 14.45 
Transfers Number of transfers TRANPT 
Light Rail 1.83 0.38 
New Heavy Rail 1.80 0.40 
New Busway 1.82 0.38 
Bus 0.73 0.65 
Busway 0.92 0.71 
Train 1.21 0.45 
Headway Minutes FREQPT 
Light Rail 11.50 2.71 
New Heavy Rail 4.50 1.12 
New Busway 4.50 1.12 
Bus 3.36 2.58 
Busway 4.04 2.81 
Train 3.82 2.41 
Access 
Attributes 
Access Time Minutes ACTIMEPT 
Light Rail 9.44 6.03 
New Heavy Rail 9.52 6.04 
New Busway 9.48 5.56 
Bus 7.34 7.35 
Busway 9.74 8.25 
Train 18.35 9.80 
Egress 
Attributes 
Egress Time Minutes EGTIME 
Light Rail 12.54 10.54 
New Heavy Rail 12.08 10.37 
New Busway 11.80 10.80 
Bus 10.16 8.88 
Busway 11.95 10.96 
Train 11.99 9.78 
Car 7.83 7.82 
 
Figure 4-6 summarises the mode availability in each choice set as a percentage of the total 
number of observations, and the percentage of times each mode was chosen when it was 
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available. The bus alternative was always included in the survey and was chosen 14% of the 
times. The busway and train were available in 92% of the choice sets and chosen 16% and 
21% of those times, respectively. The car was available in 86% of the choice sets and chosen 
in 13% of them. New light rail, new heavy rail and new busway were included 80%, 72% and 
48% of the times and were chosen 22%, 30% and 5% times, respectively. Aggregating the 
new alternatives, the results show that they were chosen 41% of the times with currently 
available alternatives 59% of the times.  
  
 
Figure 4-6: Mode availability and % of times they were chosen (when available) 
 
4.4. Dataset Comparison 
4.4.1. Choice Task Attributes 
The stated preference (SP) part of the surveys have several attributes in common. Figure 4-7 
presents the mean of the common attribute for both SP datasets. The main difference between 
the mean attribute levels is the public transport (PT) travel time, where the Northwest survey 
has a significantly higher mean than the Metro Rail survey, and the mean of the headway 
which is significantly higher in the Metro Rail survey. Since these levels were pivoted using 
the respondents’ recent trip, the mean travel time reflects the trip length differences of the two 
datasets. The rest of the attributes have similar mean attribute levels.  
 
Figure 4-8 presents the quotient between the standard deviation and the mean, which will be 
referred to as a relative standard deviation (or coefficient of variation). There is no clear pattern 
between the two datasets. The Metro Rail survey has a significantly higher relative standard 
deviation than the Northwest survey for the public transport travel time and the number of 
transfers. Contrarily, the Northwest survey has a significantly higher relative standard 
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deviation than the Metro Rail survey for the egress time in car and the parking cost. This shows 
that both datasets are rich in terms of the attribute levels’ variance. This is important when 
trying to estimate complex models, especially ones that include risk attitudes or experience. A 
higher variation in the attribute levels provides an opportunity to investigate sample 
preferences on attributes with noticeably wide ranges across the sample. 
 
 
Figure 4-7: Comparison of the mean attribute levels for the Metro Rail and Northwest 
datasets 
 
 
Figure 4-8: Comparison of the relative standard deviation (standard deviation/mean) of the 
attribute levels for the Metro Rail and Northwest datasets 
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4.4.2. Socioeconomic Characteristics and Travel Behaviour 
The Northwest data survey was collected in a specific north-western region of metropolitan 
Sydney area, while the Metro Rail dataset covered a larger area of Sydney as shown in Figure 
4-9. Figure 4-10 presents the age distribution of both samples. The distributions are relatively 
similar, although the Northwest dataset has a higher percentage of individuals under 24 years 
old, but a lower percentage between 25 and 34. There is a similar percentage of individuals 
between 45 and over. The average age for the Northwest data is 42.85 years and for the Metro 
Rail data is 43.28 years. 
 
 
Figure 4-9: Survey areas in Sydney map 
 
Northwest Metro Rail Both
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Figure 4-10: Respondents’ age for the Metro Rail and Northwest datasets 
 
Figure 4-11 presents the percentage of female and male respondents. 56 percent of 
respondents in the Metro Rail data are female, and for the Northwest data it is 43%. Figure 
4-12 presents the annual personal income distribution relative to year 200911. There is a 
significantly higher percentage of individuals in the Northwest data that have an income of 
$10,000 or lower. The average annual personal income in the Northwest data is of $43,380, 
which is significantly lower than in the Metro Rail data, which has an average annual income 
of $52,800. 
 
 
Figure 4-11: Respondents’ gender for the Metro Rail and Northwest datasets 
                                                
11 Calculated using the annual inflation rate provided by the Reserve Bank of Australia. Respondents 
were asked for the interval that best represented their income, so a uniform distribution was assumed 
within each intervals to include inflation.  
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Figure 4-12: Respondents’ income for the Metro Rail and Northwest datasets 
 
Figure 4-13 presents the work status of respondents. The percentages are relatively similar in 
both samples, except for the respondents that have not worked in the last month, which 
represents a 25% of respondents in the Northwest data and a 15% in the Metro Rail data. 
 
 
Figure 4-13: Respondents’ work status for the Metro Rail and Northwest datasets 
 
The modes used in respondents’ most recent trips (which were used as the experience 
variable) are presented in Figure 4-14 and Figure 4-15 for the Metro Rail and Northwest data, 
respectively. The usage of bus (22% for both) and car (27% for Metro Rail and 30% for 
Northwest) are very similar across the datasets. However, the train usage in the Metro Rail 
dataset (51%) is significantly higher than for the Northwest dataset (27%). If we add the 
busway and train usage in the Northwest data (48%) it would be equivalent to the train usage 
in the Metro Rail data.  
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Figure 4-14: Recent trip mode of the Metro Rail survey respondents 
 
 
Figure 4-15: Recent trip mode of the Northwest survey respondents 
 
Figure 4-16 presents the characteristics of respondents’ most recent trips. The majority of the 
characteristics are equivalent, except for the travel time in public transport (PT) and toll costs, 
which are significantly higher in the Northwest data.  
 
 
Figure 4-16: Characteristics of the recent trips 
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4.5. Conclusions 
This chapter provided a description of the datasets that will be used in the empirical analysis 
in the following chapters. Both surveys studied travel behaviour through labelled choice 
experiments including new and existing modal alternatives. The characteristics used to 
describe the alternatives included access, egress and main mode attributes in both datasets. 
However, the Metro Rail dataset included reliability (trip time variability) and crowding 
attributes that were not considered in the Northwest data. Moreover, the Northwest data 
considered seven different alternatives, while the Metro Rail data only four. 
 
The profile of respondents had some relevant differences, such as the average income which 
was significantly lower in the Northwest data, and work status which was 10% higher in the 
category not worked in the last six months for the Northwest data. The modal split between 
the datasets was relatively similar for the car and bus, but for the train it was very different. 
Northwest respondents had an additional mode available (the busway). The characteristics of 
respondents’ recent trips was different in terms of their travel time in public transport and the 
toll costs, which were significantly higher in the Northwest data. Since these levels were used 
to pivot the attribute levels presented in the survey, the public transport travel times in the 
survey were also higher in the Northwest data.  
 
In conclusion, even though both datasets were collected in Sydney, they do represent different 
geographical catchment areas with informative differences in the profile of respondents. This 
is very important as it will provide an opportunity to study preferences in settings that are 
sufficiently different to inform the extent to which there are common behavioural traits in travel 
choice making. 
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CHAPTER 5 
5. Results Metro Rail 
 
 
5.1. Introduction 
This chapter presents the model results on the MetroRail dataset described in Chapter 4 using 
the heuristics LPAA, VL and RAM, together with behavioural refinements and experience. For 
the utility expressions used in this chapter, the reader is referred to the ‘Notational Glossary’ 
at the beginning of the thesis. The purpose will be, first, to study each model type separately 
and understand their findings and interpretation. After this, the different types of models will 
be compared. In Section 2 we present the model results for the process homogeneity models. 
Section 3 will present the process heterogeneity model results using the PDP approach, and 
the fourth section will present the process heterogeneity model results using the CRPH 
approach. Section 5 will compare the models separated in three main topics: the results on 
behavioural refinements and experience; the log likelihood and AIC indicators; and the 
willingness to pay estimates (WTP). The subsection that refers to the WTP is separated into 
evidence on the value of travel time savings and then all the other attributes. This chapter 
ends by presenting the main findings.  
 
5.2. Simple MNL and MML Model Results  
5.2.1. Linear Parameters and Additive Attributes 
The heuristic that considers linear parameters and additive attributes (LPAA) has been widely 
used in choice studies. In its simplest form it estimates all parameters as fixed, denoted here 
as LPAA_MNL, which will represent the basic reference model to compare all others. A slightly 
more complex model that has also been traditionally used in choice studies considers the 
LPAA heuristic but estimates all the parameters as randomly distributed (mixed logit); this 
model will be referred to as LPAA_MML. The results for these models are presented in Table 
5-1. The other two models presented in this table represent the LPAA heuristic with 
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behavioural refinements and experience influencing decision-making. All the possible 
combinations of risk attitudes, perceptual conditioning and experience were tested but not all 
of them were found to be statistically significant. The last two columns in Table 5-1 present 
the final models for: (1) a fixed parameter LPAA with behavioural refinements and experience, 
called LPAA_MNL_BRExp; and (2) a random parameter LPAA with behavioural refinements 
and experience, called LPAA_MML_BRExp. As expected, there is a significant improvement 
in the overall fit when allowing for random parameters and/or when including experience and 
behavioural refinements.  
 
Results show that experience associated with each mode of transportation available 
(remembering that metro was not available) has a noticeable influence on preferences. The 
utility conditioning form, which includes experience, as explained in Section 3.5.1, is 
appropriate as a way of representing individual decision-making. All the experience 
parameters were positive, which indicate that individuals are more likely to choose the mode 
they used in their most recent trip. That is, they increase (decrease) the positive (negative) 
utility function of the mode they used in their most recent trip. 
 
Regarding behavioural refinements, not all of them appear to be significant. Perceptual 
conditioning has a significant influence in the LPAA_MML_BRExp model towards the 
probabilities of the car travel times. Figure 5-1 graphically presents this estimate, which shows 
that individuals tend to underweight low to medium probabilities (below 80%). Individuals tend 
to underweight in a more significant way probabilities between 20% and 30%. Probabilities 
higher than 80% are slightly overweight but this is almost insignificant as can be seen in Figure 
5-1. 
 
Model LPAA_MNL_BRExp showed that there are risk aversion attitudes towards the bus, train 
and metro travel times. In contrast, there is risk neutrality towards the travel times when 
estimating random parameters in the LPAA_MML_BRExp model. Figure 5-2 shows the 
concave transformation of the risk attitudes in the MNL model with behavioural refinements 
and experience, representing risk aversion. Both the MNL and MML models obtained 
estimated parameters suggesting significant risk aversion attitudes towards parking cost, and 
in addition the MNL model also estimated risk taking attitude towards bus fares. The cost 
transformations due to risk attitudes are shown in Figure 5-3. As seen, the risk attitudes for 
the parking costs have a concave shape, whereas the risk attitudes for the bus fares have a 
convex shape. 
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Table 5-1: LPAA MNL and MML models (t-values in brackets) 
  LPAA_MNL LPAA_MML LPAA_MNL_BRExp LPAA_MML_BRExp 
Number of Parameters Estimated 14 25 24 31 
Log Likelihood at convergence -6,326.73 -5,024.55 -6,133.04 -4,958.17 
Log likelihood at zero -13,125.44 
AIC 1.339 1.067 1.301 1.054 
Parameters Acronym Alternatives Mean Mean Std Dev Mean Mean Std Dev 
Alternative Specific Constant Bus ASCBUS Bus 1.22  (7.61) 
2.39 
 (4.55) - 
1.46 
 (2.78) 
1.47 
 (2.59) - 
Alternative Specific Constant 
Train ASCTRAIN Train 
1.24 
 (8.02) 
2.38 
 (4.57) - 
1.76 
 (3.75) 
2.45 
 (5.10) - 
Alternative Specific Constant 
Metro ASCMETRO Metro 
1.51 
 (11.01) 
2.28 
 (4.55) - 
2.01 
 (4.12) 
2.63 
 (5.78) - 
Alternative Specific Constant Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Bus, Train, Metro -0.05  (18.17) 
-0.10 
 (10.78) 
0.15 
 (10.22) 
-0.05 
 (18.63) 
-0.10 
 (10.83) 
0.14 
 (12.95) 
Fare Public Transport COSTPT Bus, Train, Metro -0.21  (12.17) 
-0.60 
 (13.18) 
0.52 
 (9.30) 
-0.23 
 (12.41) 
-0.64 
 (13.88) 
0.56 
 (11.59) 
Fuel + Toll Cost Car COSTCRTRC Car -0.01  (1.06) 
-0.16 
 (4.18) 
0.28 
 (7.28) 
-0.05 
 (2.23) 
-0.24 
 (3.80) 
0.35 
 (6.03) 
Parking Cost Car COSTCRPC Car -0.04  (8.58) 
-0.22 
 (13.02) 
0.20 
 (14.44) 
-0.23 
 (10.02) 
-0.58 
 (5.08) 
0.53 
 (5.73) 
Travel Time Public Transport TTPT Bus, Train, Metro -0.03  (15.67) 
-0.09 
 (14.61) 
0.08 
 (13.44) 
-0.16 
 (2.33) 
-0.09 
 (14.42) 
-0.08 
 (12.77) 
Travel Time Car TTCR Car -0.02  (11.99) 
-0.06 
 (5.20) 
0.03 
 (4.14) 
-0.04 
 (11.80) 
-0.16 
 (4.74) 
0.06 
 (3.64) 
Egress Time EGTIME All Alternatives -0.06  (17.94) 
-0.13 
 (10.88) 
0.14 
 (6.81) 
-0.06 
 (16.84) 
-0.12 
 (10.06) 
0.15 
 (9.63) 
Transfer Public Transport TRANPT Bus, Train, Metro -0.11  (4.21) 
-0.26 
 (5.71) 
0.41 
 (4.21) 
-0.11 
 (3.88) 
-0.29 
 (5.79) 
0.38 
 (3.23) 
Headway Public Transport  FREQPT Bus, Train, Metro -0.01  (6.82) 
-0.03 
 (9.13) 
0.05 
 (12.87) 
-0.01 
 (6.96) 
-0.03 
 (9.50) 
0.05 
 (12.65) 
% Seat Public Transport SEATPT Bus, Train, Metro 0.39  (4.24) 
1.00 
 (5.78) 
1.57 
 (5.03) 
0.44 
 (4.43) 
1.07 
 (5.90) 
1.60 
 (4.90) 
Density Public Transport STANDPT Bus, Train, Metro -0.18  (12.25) 
-0.37 
 (12.12) 
0.39 
 (9.44) 
-0.19 
 (11.93) 
-0.37 
 (11.98) 
0.42 
 (9.12) 
Experience Bus EXPBS Bus - - - 0.30  (9.37) 
0.34 
 (10.52) - 
Experience Train EXPTR Train - - - 0.09  (3.70) 
0.07 
 (2.74) - 
Experience Car EXPCR Car - - - 0.44  (16.36) 
0.54 
 (15.22) - 
Risk Attitudes Travel Time Bus ALPHABSTT Bus - - - 0.44  (3.73) - - 
Risk Attitudes Travel Time Train ALPHATRTT Train - - - 0.46  (3.72) - - 
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  LPAA_MNL LPAA_MML LPAA_MNL_BRExp LPAA_MML_BRExp 
Risk Attitudes Travel Time Metro ALPHAMTTT Metro - - - 0.60  (3.91) - - 
Risk Attitudes Travel Time Car ALPHACRTT Car - - - - - - 
Risk Attitudes Cost Bus ALPHABSCS Bus - - - - -0.23  (2.53) - 
Risk Attitudes Cost Train ALPHATRCS Train - - - - - - 
Risk Attitudes Cost Metro ALPHAMTCS Metro - - - - - - 
Risk Attitudes Fuel+Toll Car ALPHACRTRCS Car - - - - - - 
Risk Attitudes Parking Car ALPHACRPCS Car - - - 0.65  (8.79) 
0.20 
 (2.06) - 
Perceptual Conditioning Bus GAMMABS Bus - - - - - - 
Perceptual Conditioning Car GAMMACR Car - - - - 1.83  (2.96) - 
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Figure 5-1: Perceptual conditioning in LPAA_MML_BRExp 
 
 
Figure 5-2: Risk attitudes towards the travel times in LPAA_MNL_BRExp 
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Figure 5-3: Risk attitudes towards costs in LPAA_MNL_BRExp and LPAA_MML_BRExp 
 
These models are nested, with LPAA_MML_BRExp the most general and the LPAA_MNL the 
most restricted.  They can be compared using the log likelihood ratio test (explained in Section 
3.8.2). This comparison has two purposes: (1) identifying if the parameters can be treated as 
random is appropriate, and (2) assessing if the inclusion of behavioural refinements and 
experience is appropriate. For the first purpose, the models that include random parameters 
(LPAA_MML and LPAA_MML_BRExp) will be compared to the models with a similar structure 
but that consider all parameters as fixed (LPAA_MNL and LPAA_MNL_BRExp). For the 
second purpose, models that include behavioural refinements and experience 
(LPAA_MNL_BRExp and LPAA_MML_BRExp) will be compared to the equivalent models that 
do not (LPAA_MNL and LPAA_MML). The results are shown in Table 5-2. As can be seen, all 
the null hypotheses that state that the models are equivalent are rejected, suggesting that the 
inclusion of random parameters, behavioural refinements and experience significantly improve 
the statistical performance (as well as behavioural integrity12) of the models. The preferred 
model is the LPAA_MML_BRExp as it provides a better understanding of how preferences 
are formed and influenced by preference heterogeneity, risk attitudes, perceptual conditioning 
and experience.  
  
                                                
12 Behavioural integrity is the capability of a model to include/estimate behavioural refinements. 
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Table 5-2: Log likelihood ratio test results for the LPAA models 
 
Random parameters Behavioural refinements and experience 
 
LPAA_MML  
vs.  
LPAA_MNL 
LPAA_MML_BRExp 
vs. 
LPAA_MNL_BRExp 
LPAA_MNL_BRExp 
vs.  
LPAA_MNL 
LPAA_MML_BRExp 
vs.  
LPAA_MML 
LR 2604.366 2349.748 387.388 132.77 
Degrees of 
freedom 11 7 10 6 
2
. .;0.001d f  31.264 24.322 29.588 22.458 
Result Reject null Reject null Reject null Reject null 
 
5.2.2. Value Learning 
MNL and MML 
The value learning (VL) heuristic proposes that individuals value each attribute level relative 
to a reference level, which might be updated throughout the experiment as explained in 
Section 3.5.2. The parameter estimates for the models that assume that all respondents use 
a value learning (VL) heuristic are shown in Table 5-3. The first model, referred to as VL_MNL 
considers all parameters as fixed across the sample. The second one, Model VL_MML, 
estimates all parameters as random. Model VL_MNL_Exp considers all the parameters as 
fixed and includes experience conditioning of the utility function. Model VL_MML_Exp also 
considers experience but estimates all parameters as random. Results show that when 
considering an MML structure (i.e., estimating random parameters) there is a significant 
improvement in the model fit in terms of the log-likelihood and AIC.  
 
Model VL_MNL_Exp does not include bus experience because, in the exploratory model 
results, the parameters was not significant and thereby the final model for fixed parameters 
does not consider it. Experience on train was statistically significant in the fixed parameters 
model, but with a negative sign. That is, individuals who made their most recent trip by train 
were less likely to choose it when using a VL heuristic. This is very interesting as it is opposite 
from what was found in the models that considered an LPAA heuristic. This implies that when 
taking into account the previous choice sets’ attribute levels and their effect in current 
decisions, experience on the train behaves oppositely. By contrast, results show that 
experience is using a  car is significant and positive, i.e., a person that used the car in his most 
recent trip is more likely to choose the car, even after taking into consideration value learning 
effects. 
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The concavity factors are presented graphically in Figure 5-4. When considering random 
parameters, the concavity factor was not statistically significant indicating a linear evaluation 
of the difference between the attribute level and the reference level. Models VL_MNL and 
VL_MNL_Exp both estimate a relatively similar concavity parameter, which tends to 
overweight higher differences as shown in the Figure.  
 
 
Figure 5-4: Concavity factor for VL models 
 
When considering all parameters as random, the experience attribute behaved differently. 
This time, the experience on train was not significant for the models. The experience that 
individuals had on the bus and car were significant and both positive. This is aligned with what 
was found in the LPAA models, where individuals were more likely to choose the mode they 
had used in their most recent trip.  
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Table 5-3: VL MNL and MML models (t-values in brackets) 
  VL_MNL VL_MML VL_MNL_Exp VL_MML_Exp 
Number of Parameters Estimated 15 25 17 27 
Log Likelihood at convergence -5,973.30 -5,066.10 -5,944.52 -5,043.60 
Log likelihood at zero -13,125.44  
AIC 1.265 1.075 1.259 1.071 
Parameters Acronym Alternatives Mean Mean Std Dev Mean Mean Std Dev 
Alternative Specific Constant Bus ASCBUS Bus 0.38  (3.31) 
1.34 
 (5.57) - 
0.39 
 (3.16) 
1.19 
 (4.68) - 
Alternative Specific Constant Train ASCTRAIN Train 0.38  (3.55) 
1.30 
 (5.88) - 
0.46 
 (4.37) 
1.57 
 (6.91) - 
Alternative Specific Constant Metro ASCMETRO Metro 0.71  (7.51) 
1.21 
 (5.96) - 
0.74 
 (7.39) 
1.47 
 (6.98) - 
Alternative Specific Constant Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Bus, Train, Metro -0.03  (9.52) 
-0.09 
 (10.58) 
0.14 
 (10.27) 
-0.04 
 (9.53) 
-0.09 
 (9.83) 
0.15 
 (8.76) 
Fare Public Transport COSTPT Bus, Train, Metro -0.25  (14.45) 
-0.55 
 (13.00) 
0.56 
 (8.95) 
-0.24 
 (13.65) 
-0.56 
 (13.12) 
0.51 
 (7.60) 
Fuel + Toll Cost Car COSTCRTRC Car -0.05  (4.85) 
-0.14 
 (3.79) 
0.28 
 (6.19) 
-0.08 
 (4.90) 
-0.21 
 (4.26) 
0.39 
 (6.96) 
Parking Cost Car COSTCRPC Car -0.04  (8.03) 
-0.17 
 (10.25) 
0.18 
 (7.94) 
-0.05 
 (7.50) 
-0.21 
 (8.56) 
0.20 
 (7.67) 
Travel Time Public Transport TTPT Bus, Train, Metro -0.01  (7.68) 
-0.08 
 (15.55) 
0.07 
 (13.16) 
-0.01 
 (7.66) 
-0.09 
 (15.59) 
0.08 
 (12.88) 
Travel Time Car TTCR Car -0.01  (6.55) 
-0.06 
 (7.05) 
0.07 
 (7.75) 
-0.02 
 (6.52) 
-0.07 
 (7.11) 
0.08 
 (7.92) 
Egress Time EGTIME All Alternatives -0.04  (9.34) 
-0.13 
 (11.82) 
0.15 
 (9.6) 
-0.04 
 (9.23) 
-0.14 
 (11.93) 
0.15 
 (9.95) 
Transfer Public Transport TRANPT Bus, Train, Metro -0.09  (3.66) 
-0.23 
 (5.27) 
0.23 
 (1.6) 
-0.09 
 (3.86) 
-0.24 
 (5.24) 
0.30 
 (2.65) 
Headway Public Transport  FREQPT Bus, Train, Metro -0.01  (6.07) 
-0.03 
 (9.95) 
0.05 
 (14.15) 
-0.01 
 (5.90) 
-0.03 
 (9.55) 
0.05 
 (12.89) 
% Seat Public Transport SEATPT Bus, Train, Metro 0.28  (3.07) 
0.93 
 (5.85) 
1.61 
 (5.93) 
0.30 
 (3.29) 
0.99 
 (5.99) 
1.84 
 (7.34) 
Density Public Transport STANDPT Bus, Train, Metro -0.16  (12.14) 
-0.37 
 (12.54) 
0.37 
 (8.39) 
-0.16 
 (11.89) 
-0.37 
 (12.36) 
0.39 
 (9.30) 
Experience Bus EXPBS Bus - - - - 0.29  (4.88) - 
Experience Train EXPTR Train - - - -0.11  (2.13) - - 
Experience Car EXPCR Car - - - 0.43  (8.99) 
0.30 
 (3.24) - 
Concavity VL CONC All Alternatives 1.18  (6.04) - - 
1.16 
 (5.35) - - 
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The VL models are nested, where the VL_MML_Exp has the most general form and the 
VL_MNL the most restricted form.  The log likelihood ratio test is used to establish if: (1) the 
random parameter specification is appropriate, and (2) if the inclusion of experience is 
supported. To see if the random parameters specification significantly improves the model 
form, models VL_MML and VL_MML_Exp will be compared to the equivalent model forms 
without including random parameters, VL_MNL and VL_MNL_Exp, respectively. To analyse if 
the inclusion of experience significantly improves the models, models VL_MNL_Exp and 
VL_MML_Exp will be compared to models VL_MNL and VL_MML, respectively. The results 
are shown in Table 5-4. They show that both the inclusion of random parameters and 
experience significantly improves the models. Thus, the preferred model on statistical and 
behavioural grounds is VL_MML_Exp. 
Table 5-4: Log likelihood ratio test results for the VL models 
   Random parameters Experience 
   VL_MML  
vs.  
VL_MNL 
VL_MML_Exp  
vs.  
VL_MNL_Exp 
VL_MNL_Exp  
vs.  
VL_MNL 
VL_MML_Exp  
vs.  
VL_MML 
LR 1814.416 1801.828 57.574 44.986 
Degrees of 
freedom 10 10 2 2 
 
2
. .;0.001d f  29.588 29.588 13.816 13.816 
Result Reject null Reject null Reject null Reject null 
 
Choice set correlation 
As was explained in Section 3.4.2.1, it is important to analyse if the model form proposed for 
VL induces any type of relationship between the choice sets. Table 5-5 presents the results 
for the models used to study the unobserved part of the utility function, and see if the VL 
heuristic induces a relationship with the choice set sequence (or number). As defined in 
Chapter 3, the model form used to study this type of relationship is as follows: 
iq iq iqt i iqt iqU V t Y                (5.1) 
 
where iqV  is the deterministic part of the utility function; iq  the traditional error term; and 
iqt i iqtt Y       is an additional error term that varies across individuals q, alternatives i, and 
choice sets t. This additional error term is defined by iqt , which is the part of the error that 
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varies across individuals but not within individuals; t  represents the sequence number of a 
choice set – 1; and i  is the parameter associated with the sequence number of a choice set 
for alternative i.  
 
Models EC_LPAA and EC_VL represent a MNL model for the LPAA and VL heuristic, 
respectively, adding an error component common within individuals and different across 
individuals. These models do not consider a relationship between the choice set sequence 
and the error term; i.e., 0i  . As can be seen in Table 5-5, both models have similar 
parameter estimates and show there is a significant part of the unobserved utility function that 
varies across - but not within - individuals.  
 
Models EC_SeqLPAA and EC_SeqVL include the traditional error component and the 
additional error component that depends on the choice set sequence (included as a 
continuous variable) shown in equation (5.1). Model EC_SeqLPAA shows that the choice set 
number significantly influences the unobserved part of the utility function for train and the 
metro, but not for the bus and car – when considering the traditional process strategy LPAA. 
It is interesting to note that when estimating the similar model but with the VL heuristic, only 
the train mode seems to be significantly influenced by the choice set number (with a 95% 
confidence level). In both models the traditional error components are statistically significant.  
 
Therefore, results show that VL does not induce any relationship between the error term and 
the choice set sequence relative to a traditional LPAA heuristic. In fact, it reduces the influence 
of the continuous variable choice set number in one of the modes. These findings suggests 
that the proposed model form for VL is appropriate.  
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Table 5-5: Choice set correlation model results (t-values in brackets) 
  EC_LPAA EC_SeqLPAA EC_VL EC_SeqVL 
Number of Parameters Estimated 18 22 19 23 
Log Likelihood at convergence -5,042.73 -5,035.32 -5,033.40 -5,027.83 
Log likelihood at zero -13,125.44 
AIC 1.069 1.068 1.067 1.067 
Parameters Acronym Alternatives Mean Mean Mean Mean 
Alternative Specific 
Constant Bus ASCBUS Bus 
1.66 
 (3.70) 
1.55 
 (3.54) 
0.64 
 (2.42) 
0.70 
 (2.64) 
Alternative Specific 
Constant Train ASCTRAIN Train 
1.97 
 (4.67) 
1.74 
 (4.17) 
0.84 
 (3.66) 
0.83 
 (3.57) 
Alternative Specific 
Constant Metro ASCMETRO Metro 
2.06 
 (5.09) 
1.92 
 (4.83) 
0.95 
 (4.31) 
0.98 
 (4.43) 
Alternative Specific 
Constant Car ASCCAR Car - - - - 
Access Time ACTIMEPT Bus, Train, Metro 
-0.08 
 (11.39) 
-0.08 
 (11.70) 
-0.07 
 (7.51) 
-0.07 
 (7.45) 
Fare Public Transport COSTPT Bus, Train, Metro 
-0.42 
 (13.60) 
-0.41 
 (13.37) 
-0.36 
 (11.15) 
-0.36 
 (11.13) 
Fuel + Toll Cost Car COSTCRTRC Car -0.09  (3.51) 
-0.10 
 (3.84) 
-0.10 
 (3.44) 
-0.10 
 (3.39) 
Parking Cost Car COSTCRPC Car -0.12  (11.91) 
-0.13 
 (11.97) 
-0.15 
 (8.25) 
-0.15 
 (8.23) 
Travel Time Public 
Transport TTPT 
Bus, Train, 
Metro 
-0.05 
 (14.25) 
-0.05 
 (13.68) 
-0.07 
 (7.62) 
-0.07 
 (7.57) 
Travel Time Car TTCR Car -0.04  (6.59) 
-0.05 
 (7.47) 
-0.04 
 (5.42) 
-0.04 
 (5.42) 
Egress Time EGTIME All Alternatives 
-0.09 
 (10.28) 
-0.10 
 (11.07) 
-0.11 
 (8.76) 
-0.12 
 (8.78) 
Transfer Public Transport TRANPT Bus, Train, Metro 
-0.23 
 (6.34) 
-0.24 
 (6.29) 
-0.22 
 (5.83) 
-0.22 
 (5.78) 
Headway Public Transport  FREQPT Bus, Train, Metro 
-0.02 
 (8.68) 
-0.02 
 (8.69) 
-0.02 
 (5.85) 
-0.02 
 (5.86) 
% Seat Public Transport SEATPT Bus, Train, Metro 
0.73 
 (5.53) 
0.75 
 (5.58) 
0.71 
 (5.76) 
0.71 
 (5.73) 
Density Public Transport STANDPT Bus, Train, Metro 
-0.30 
 (14.00) 
-0.31 
 (13.91) 
-0.32 
 (11.75) 
-0.33 
 (11.74) 
Concavity VL CONC All Alternatives - - 
0.93 
 (2.47) 
0.93 
 (2.47) 
Error Components ASC Bus EC_BUS Bus 1.66  (8.44) 
1.96 
 (5.56) 
-1.74 
 (8.48) 
-1.86 
 (5.08) 
Error Components 
Sequence Bus EC_BUS_SEQ Bus - 
-0.08 
 (0.96) - 
0.04 
 (0.47) 
Error Components ASC 
Train EC_TRAIN Train 
0.62 
 (1.68) 
-1.84 
 (7.05) 
0.78 
 (2.97) 
1.68 
 (6.58) 
Error Components 
Sequence Train EC_TRAIN_SEQ Train - 
0.22 
 (4.67) - 
-0.21 
 (4.21) 
Error Components ASC 
Metro EC_METRO Metro 
1.90 
 (15.54) 
1.41 
 (6.40) 
-1.83 
 (14.61) 
-1.58 
 (7.50) 
Error Components 
Sequence Metro EC_METRO_SEQ Metro - 
0.10 
 (2.22) - 
-0.07 
 (1.55) 
Error Components ASC Car EC_CAR Car 3.38  (13.74) 
3.67 
 (11.49) 
2.18 
 (10.92) 
2.12 
 (6.93) 
Error Components 
Sequence Car EC_CAR_SEQ Car - 
-0.04 
 (0.71) - 
0.02 
 (0.29) 
 
5.2.3. Relative Advantage Maximisation 
The relative advantage maximisation (RAM) heuristic proposes that decision making will be 
influenced by the relative advantage of one alternative over the competing ones, as explained 
in Section 3.5.3. Four models were estimated that consider RAM as the only process strategy 
being used in the sample, and the results are shown in Table 5-6.  
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Table 5-6: RAM MNL and MML models (t-values in brackets) 
  RAM_MNL RAM_MML RAM_MNL_Exp RAM_MML_Exp 
Number of Parameters Estimated 14 25 17 28 
Log Likelihood at convergence -6,340.49 -5,018.34 -6,140.35 -4,963.32 
Log likelihood at zero -13,125.44  
AIC 1.342 1.065 1.301 1.054 
Parameters Acronym Alternatives Mean Mean Std Dev Mean Mean Std Dev 
Alternative Specific Constant Bus ASCBUS Bus 0.93  (5.57) 
2.39 
 (4.56) - 
0.43 
 (2.04) 
1.90 
 (3.28) - 
Alternative Specific Constant Train ASCTRAIN Train 0.96  (5.99) 
2.39 
 (4.65) - 
0.79 
 (4.68) 
2.95 
 (6.07) - 
Alternative Specific Constant Metro ASCMETRO Metro 1.24  (8.65) 
2.30 
 (4.64) - 
1.20 
 (8.57) 
3.07 
 (6.25) - 
Alternative Specific Constant Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Bus, Train, Metro -0.05  (18.26) 
-0.09 
 (10.16) 
0.14 
 (9.84) 
-0.05 
 (19.00) 
-0.09 
 (10.22) 
0.17 
 (14.12) 
Fare Public Transport COSTPT Bus, Train, Metro -0.15  (10.48) 
-0.55 
 (13.29) 
0.46 
 (10.31) 
-0.21 
 (12.51) 
-0.56 
 (13.48) 
0.44 
 (9.11) 
Fuel + Toll Cost Car COSTCRTRC Car -0.02  (2.00) 
-0.17 
 (4.54) 
0.36 
 (8.97) 
-0.07 
 (3.56) 
-0.25 
 (4.43) 
0.38 
 (7.36) 
Parking Cost Car COSTCRPC Car -0.03  (8.84) 
-0.17 
 (9.52) 
0.13 
 (8.32) 
-0.06 
 (8.16) 
-0.38 
 (10.64) 
0.38 
 (11.62) 
Travel Time Public Transport TTPT Bus, Train, Metro -0.02  (14.87) 
-0.07 
 (14.66) 
0.06 
 (13.93) 
-0.03 
 (14.80) 
-0.08 
 (13.20) 
0.05 
 (9.99) 
Travel Time Car TTCR Car -0.02  (12.52) 
-0.05 
 (6.12) 
0.03 
 (3.39) 
-0.04 
 (12.10) 
-0.07 
 (7.10) 
0.07 
 (9.55) 
Egress Time EGTIME All Alternatives -0.05  (17.20) 
-0.12 
 (9.72) 
0.13 
 (6.28) 
-0.05 
 (16.26) 
-0.11 
 (10.65) 
0.10 
 (4.98) 
Transfer Public Transport TRANPT Bus, Train, Metro -0.10  (4.34) 
-0.23 
 (5.81) 
0.06 
 (0.39) 
-0.11 
 (4.07) 
-0.24 
 (5.72) 
0.11 
 (0.64) 
Headway Public Transport  FREQPT Bus, Train, Metro -0.01  (7.15) 
-0.03 
 (9.94) 
0.04 
 (13.76) 
-0.01 
 (7.06) 
-0.03 
 (9.89) 
0.05 
 (12.89) 
% Seat Public Transport SEATPT Bus, Train, Metro 0.34  (4.06) 
0.86 
 (5.45) 
1.44 
 (4.88) 
0.39 
 (4.28) 
0.93 
 (5.64) 
0.91 
 (1.73) 
Density Public Transport STANDPT Bus, Train, Metro -0.17  (12.22) 
-0.35 
 (12.36) 
0.36 
 (9.16) 
-0.18 
 (12.04) 
-0.35 
 (12.13) 
0.37 
 (8.62) 
Experience Bus EXPBS Bus - - - 0.37  (9.07) 
0.42 
 (10.06) - 
Experience Train EXPTR Train - - - 0.11  (3.97) 
0.09 
 (2.11) - 
Experience Car EXPCR Car - - - 0.65  (23.54) 
0.65 
 (13.97) - 
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Equivalently to what was presented for the other heuristics, the model referred to as 
RAM_MNL considers RAM with all parameters fixed, and model RAM_MML considers RAM 
and every parameter as random. Model RAM_MNL_Exp is equivalent to RAM_MNL model 
but with experience included; and model RAM_MML_Exp is equivalent to RAM_MML model 
also with experience. The results show that there is significant preference heterogeneity 
across the sample; allowing for random parameters improves the overall model fit significantly. 
 
When considering experience together with RAM in the two final models, experience was 
statistically significant in decision making for every mode (bus, train and car) with all estimates 
positive. This implies that respondents are more likely to choose the same mode they used in 
their most recent trip.  
 
The log likelihood ratio test is used to compare the models and the results are shown in Table 
5-7. When comparing models RAM_MML and RAM_MML_Exp with models RAM_MNL and 
RAM_MNL_Exp, respectively, the results suggest that the consideration of random 
parameters instead of fixed ones significantly improves the model fit. The comparison between 
the models RAM_MNL_Exp and RAM_MML_Exp with the models RAM_MNL and 
RAM_MML, respectively, suggest that the inclusion of experience represents a significant 
improvement in the overall performance of the models. Therefore, the preferred model for the 
RAM heuristic is the one that considers random parameters and experience, RAM_MML_Exp. 
 
Table 5-7: Log likelihood ratio test results for the RAM models 
   Random parameters Experience 
   RAM_MML  
vs.  
RAM_MNL 
RAM_MML_Exp 
vs. 
RAM_MNL_Exp 
RAM_MNL_Exp  
vs.  
RAM_MNL 
RAM_MML_Exp 
vs.  
RAM_MML 
LR 2644.314 2354.056 400.288 110.03 
Degrees of freedom 11 11 3 3 
 2. .;0.001d f  31.264 31.264 16.266 16.266 
Result Reject null Reject null Reject null Reject null 
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5.3. Probabilistic Decision Process Model Results: LPAA, VL and RAM together with 
behavioural refinements and experience 
The probabilistic decision process (PDP) method has been used in the literature to allow for 
process heterogeneity. Therefore, the models from this section will be fundamental to compare 
the method proposed in this thesis that allows for process and preference heterogeneity. It is 
important to remember that the PDP approach considers that each individual will use a 
process strategy up to a probability with multiple processing rules available to consider. The 
models have a latent class structure (although each class is not latent but a specific pre-
defined rule), where each class represents a heuristic and the probabilities are represented 
by the class membership. The results of the models are presented in Table 5-8. In both models 
the first class represents the RAM heuristic, the second class VL, and the third one the LPAA 
assumption. The first model has a simple structure without any behavioural refinements or 
experience, referred to as PDP. The second model considers behavioural refinements in the 
LPAA heuristic (class 3) and experience in all the classes, referred to as PDP_BRExp. 
 
Model PDP suggests that that there is a 0.50 probability that respondents use the RAM 
heuristic, 0.32 probability of using the VL heuristic and only 0.18 probability of using the LPAA 
heuristic. Some of the parameters were not found to be statistically significant, especially for 
the LPAA class where the fuel plus toll costs, number of transfers, and headway were not 
significant. In the RAM class the % of finding a seat available was not significant either. In the 
VL class every attribute was significant.  
 
The PDP_BRExp model results show that there is a 0.37 probability that respondents use the 
RAM heuristic, with experience, a 0.18 probability of using the VL heuristic with experience 
and a 0.45 probability associated with the LPAA heuristic with behavioural refinements and 
experience. In the RAM heuristic the fuel plus toll costs and the number of transfers were not 
statistically significant. The other heuristics considered every attribute as significant. The only 
behavioural refinement that appeared to be significant in the LPAA class is towards the car 
parking costs, and there is a risk aversion attitude towards it. The graphical representation of 
this parameter is shown in Figure 5-5 where the transformation for the parking cost has a 
concave shape. Experience in travelling by bus was significant in the VL and LPAA heuristic 
and by car in the RAM and VL heuristic. Experience in the train did not show to be significant 
in any of the classes.  
 
134 
 
Table 5-8: PDP models (t-values in brackets) 
  PDP PDP_BRExp 
Number of Parameters Estimated 40 47 
Log Likelihood at convergence -5,072.33 -5,007.53 
Log likelihood at zero -13,125.44 
AIC 1.080 1.068 
Class Identification Class 1 Class 2 Class 3 Class 1 Class 2 Class 3 
Heuristic RAM VL LPAA RAM VL LPAA 
Behavioural Refinements N N N Y N N 
Experience N N N Y Y Y 
Class Membership (%) 50% 32% 18% 37% 18% 45% 
Parameters Acronym Alternatives Mean Mean Mean Mean Mean Mean 
Alternative Specific 
Constant Bus ASCBUS Bus 
3.40 
 (5.74) 
-3.44 
 (7.16) 
1.92 
 (3.19) 
-2.18 
 (3.51) 
-2.08 
 (4.23) 
2.54 
 (5.15) 
Alternative Specific 
Constant Train ASCTRAIN Train 
2.52 
 (4.35) 
-0.85 
 (2.61) 
1.72 
 (2.98) 
-1.45 
 (2.78) 
-1.03 
 (2.88) 
2.86 
 (6.41) 
Alternative Specific 
Constant Metro ASCMETRO Metro 
3.33 
 (5.93) 
-0.54 
 (1.99) 
-0.13 
 (0.24) 
0.14 
 (0.32) 
-3.11 
 (7.88) 
2.67 
 (6.5) 
Alternative Specific 
Constant Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Bus, Train, Metro -0.07  (9.50) 
-0.04 
 (4.36) 
-0.09 
 (7.29) 
-0.05 
 (5.09) 
-0.07 
 (5.45) 
-0.06 
 (10.01) 
Fare Public Transport COSTPT Bus, Train, Metro -0.38  (8.87) 
-0.39 
 (7.57) 
-0.19 
 (4.09) 
-0.25 
 (3.93) 
-0.24 
 (4.15) 
-0.42 
 (10.74) 
Fuel + Toll Cost Car COSTCRTRC Car -0.12  (3.38) 
-0.05 
 (1.54) - - 
-0.12 
 (2.13) 
-0.23 
 (5.29) 
Parking Cost Car COSTCRPC Car -0.13  (5.26) 
-0.08 
 (5.37) 
-0.12 
 (5.14) 
-0.34 
 (5.71) 
-0.12 
 (4.80) 
-0.24 
 (4.42) 
Travel Time Public 
Transport TTPT Bus, Train, Metro 
-0.05 
 (11.41) 
-0.02 
 (3.58) 
-0.03 
 (6.1) 
-0.05 
 (6.57) 
-0.02 
 (4.23) 
-0.05 
 (11.29) 
Travel Time Car TTCR Car -0.04  (4.75) 
-0.03 
 (5.63) 
-0.05 
 (4.22) 
-0.14 
 (6.49) 
-0.06 
 (5.03) 
-0.03 
 (4.81) 
Egress Time EGTIME All Alternatives -0.07  (8.82) 
-0.08 
 (6.57) 
-0.05 
 (4.33) 
-0.08 
 (6.05) 
-0.04 
 (2.82) 
-0.09 
 (10.51) 
Transfer Public 
Transport TRANPT Bus, Train, Metro 
-0.23 
 (4.36) 
-0.17 
 (2.23) - - 
-0.18 
 (1.81) 
-0.25 
 (4.86) 
Headway Public 
Transport  FREQPT Bus, Train, Metro 
-0.02 
 (6.32) 
-0.01 
 (1.72) - 
-0.02 
 (3.04) 
-0.01 
 (2.21) 
-0.02 
 (5.41) 
% Seat Public 
Transport SEATPT Bus, Train, Metro - 
0.79 
 (3.53) 
0.98 
 (2.97) 
0.58 
 (1.88) 
0.80 
 (2.51) 
0.63 
 (3.36) 
Density Public 
Transport STANDPT Bus, Train, Metro 
-0.21 
 (7.52) 
-0.52 
 (7.69) 
-0.12 
 (2.15) 
-0.43 
 (7.40) 
-0.19 
 (3.35) 
-0.24 
 (7.65) 
Experience Bus EXPBS Bus - - - - 0.78  (6.88) 
0.26 
 (4.59) 
Experience Train EXPTR Train - - - - - - 
Experience Car EXPCR Car - - - 0.73  (20.61) 
0.34 
 (2.85) - 
Risk Attitudes Travel 
Time Bus ALPHABSTT Bus - - - - - - 
Risk Attitudes Travel 
Time Train ALPHATRTT Train - - - - - - 
Risk Attitudes Travel 
Time Metro ALPHAMTTT Metro - - - - - - 
Risk Attitudes Travel 
Time Car ALPHACRTT Car - - - - - - 
Risk Attitudes Cost 
Bus ALPHABSCS Bus - - - - - - 
Risk Attitudes Cost 
Train ALPHATRCS Train - - - - - - 
Risk Attitudes Cost 
Metro ALPHAMTCS Metro - - - - - - 
Risk Attitudes 
Fuel+Toll Car ALPHACRTRCS Car - - - - - - 
Risk Attitudes 
Parking Car ALPHACRPCS Car - - - - - 
0.75 
 (5.88) 
Perceptual 
Conditioning Bus GAMMABS Bus - - - - - - 
Perceptual 
Conditioning Car GAMMACR Car - - - - - - 
Concavity VL CONC All Alternatives - - - - - - 
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It is notable how the inclusion of behavioural refinements and experience resulted in a major 
shift of class memberships, with a significant increase in the use of the LPAA heuristic (class 
3). This finding emphasises the importance of including behavioural refinements which appear 
to have a statistically significant influence on preferences. 
 
Figure 5-5: Risk attitudes towards parking cost in PDP_BRExp for the LPAA class 
 
Both models had some attributes that were found to not be significant in a number of the 
heuristics. This is especially intriguing considering that in the models analysed before, where 
each heuristic was considered by itself, all the attributes were very significant. This might be 
suggesting that this type of model requires a larger sample size or that the PDP approach 
somehow confounds process heterogeneity with preference heterogeneity, and that is why 
some attributes are not significant in every class. These models are nested, so they can be 
compared using the log likelihood ratio test and the results are shown in Table 5-8. As can be 
seen, the incorporation of experience and behavioural refinements significantly improves the 
overall performance of the models. Therefore, the preferred model for this section is the 
PDP_BRExp. 
Table 5-9: Log likelihood ratio test results for the PDP models 
   Behavioural refinements and experience 
   PDP_BRExp vs. PDP 
LR 129.584 
Degrees of freedom 7 
 
2
. .;0.001d f  24.322 
Result Reject null 
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5.4. Conditioning Random Process Heterogeneity Model Results: LPAA, VL and 
RAM together with behavioural refinements and experience 
The conditioning random process heterogeneity (CRPH) approach proposed in this thesis 
considers that there is a relationship between the process strategies and the mean and 
standard usually defined under an MML LPAA approach (for more details refer to Section 3.3). 
These relationships will also be referred to as interactions between the process strategies and 
the mean and standard deviation estimates. In this subsection, four models will be presented: 
(1) considering interactions between the process strategies and the mean estimates, referred 
to as CRPHm; (2) considering interactions between the process strategies and the standard 
deviation estimates, denoted as CRPHs; (3) considering the interactions both with the mean 
and standard deviation estimates, referred to as CRPHms; and (4) same as CRPHms but 
considering behavioural refinements (i.e., risk attitudes and perceptual conditioning as defined 
in Section 3.5.1) and experience.  
 
As explained in Section 3.5.4, the utility expression for this model can be written as follows: 
   
   
, ,
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in inqt inqt
i inqt iqt
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m m
VL in RAM in
s s
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VL R vAM
 
 
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   
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   (5.2) 
 
Table 5-10 and 5-11 show the parameter estimates for the different types of models.  
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Table 5-10: CRPH models with interactions in the mean or standard deviation estimates (t-values in brackets) 
  CRPHm CRPHs 
Number of Parameters Estimated 28 33 
Log Likelihood at convergence -4,993.87 -4,988.00 
Log likelihood at zero -13,125.44 
AIC 1.061 1.061 
Parameters Acronym Alternatives    mVL  mRAM     sVL  sRAM  
Alternative Specific Constant Bus ASCBUS Bus 2.11  (4.19) - - - 
2.47 
 (5.34) - - - 
Alternative Specific Constant Train ASCTRAIN Train 2.10  (4.24) - - - 
2.40 
 (5.39) - - - 
Alternative Specific Constant Metro ASCMETRO Metro 1.99  (4.17) - - - 
2.27 
 (5.28) - - - 
Alternative Specific Constant Car ASCCAR Car - - - - - - - - 
Access Time ACTIMEPT Bus, Train, Metro 
-0.11 
 (10.56) 
-0.16 
 (11.59) - - 
-0.09 
 (11.95) 
-0.22 
 (12.19) - 
-0.05 
 (7.01) 
Fare Public Transport COSTPT Bus, Train, Metro 
-0.83 
 (9.19) 
-0.44 
 (7.99) - 
-0.03 
 (3.80) 
-0.55 
 (14.75) 
-0.57 
 (8.73) 
-0.07 
 (3.01) 
-0.12 
 (6.26) 
Fuel + Toll Cost Car COSTCRTRC Car -0.04  (3.78) 
0.25 
 (6.45) - 
-0.32 
 (7.43) 
-0.15 
 (4.42) 
0.47 
 (9.68) 
-0.04 
 (2.23) - 
Parking Cost Car COSTCRPC Car -0.26  (9.93) 
-0.19 
 (11.91) - - 
-0.24 
 (11.96) 
-0.24 
 (11.29) 
0.00 
 (1.68) - 
Travel Time Public Transport TTPT Bus, Train, Metro 
-0.09 
 (15.42) 
0.07 
 (12.37) - - 
-0.09 
 (15.48) 
0.08 
 (13.49) - - 
Travel Time Car TTCR Car -0.06  (6.01) 
0.02 
 (3.63) - - 
-0.06 
 (6.46) 
0.02 
 (4.03) - - 
Egress Time EGTIME All Alternatives 
-0.13 
 (11.29) 
0.12 
 (7.11) - - 
-0.12 
 (11.47) 
0.11 
 (6.83) - - 
Transfer Public Transport TRANPT Bus, Train, Metro 
-0.27 
 (5.82) 
0.42 
 (4.70) - - 
-0.26 
 (5.85) 
0.42 
 (4.42) - - 
Headway Public Transport  FREQPT Bus, Train, Metro 
-0.03 
 (9.26) 
-0.05 
 (13.22) - - 
-0.03 
 (9.97) 
-0.07 
 (9.92) - 
-0.03 
 (4.29) 
% Seat Public Transport SEATPT Bus, Train, Metro 
1.54 
 (6.56) 
1.33 
 (4.46) 
-1.19 
 (3.13) - 
0.97 
 (5.92) 
1.36 
 (4.81) - - 
Density Public Transport STANDPT Bus, Train, Metro 
-0.34 
 (10.84) 
0.38 
 (9.53) - - 
-0.35 
 (12.18) 
0.53 
 (8.45) - 
0.26 
 (3.33) 
Experience Bus EXPBS Bus - - - - - - - - 
Experience Train EXPTR Train - - - - - - - - 
Experience Car EXPCR Car - - - - - - - - 
Concavity VL CONC All Alternatives - - - - - - 
0.73 
 (1.74) - 
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Table 5-11: CRPH models with interactions in the mean and standard deviation estimates (t-values in brackets) 
  CRPHms CRPHms_BRExp 
Number of Parameters Estimated 43 35 
Log Likelihood at convergence -4,939.53 -4,922.41 
Log likelihood at zero -13,125.44 
AIC 1.052 1.047 
Parameters Acronym Alternatives     mVL  mRAM  sVL  sRAM      mVL  mRAM  sVL  sRAM  
Alternative Specific Constant Bus ASCBUS Bus 2.36  (4.98) - - - - - 
1.60 
 (2.63) - - - - - 
Alternative Specific Constant Train ASCTRAIN Train 2.33  (5.03) - - - - - 
2.44 
 (4.41) - - - - - 
Alternative Specific Constant Metro ASCMETRO Metro 2.23  (4.99) - - - - - 
2.75 
 (5.27) - - - - - 
Alternative Specific Constant Car ASCCAR Car - - - - - - - - - - - - 
Access Time ACTIMEPT Bus, Train, Metro 
-0.08 
 (10.85) 
-0.20 
 (8.56) - 
-0.01 
 (2.06) - 
-0.07 
 (5.67) 
-0.08 
 (8.93) 
-0.22 
 (10.81) - - - 
-0.05 
 (3.63) 
Fare Public Transport COSTPT Bus, Train, Metro 
-0.81 
 (8.87) 
-0.55 
 (7.02) - 
-0.11 
 (3.62) 
-0.03 
 (4.20) 
-0.09 
 (4.64) 
-0.92 
 (10.36) 
-0.82 
 (9.12) - - 
-0.03 
 (6.84) 
-0.05 
 (6.12) 
Fuel + Toll Cost Car COSTCRTRC Car -0.05  (4.55) 
0.38 
 (6.77) - 
-0.03 
 (2.01) 
-0.32 
 (7.77) - - 
0.18 
 (3.49) - - 
-0.27 
 (5.53) - 
Parking Cost Car COSTCRPC Car -0.22  (6.15) 
-0.13 
 (6.73) 
-0.01 
 (3.35) 
-0.01 
 (1.93) 
-0.01 
 (2.66) - 
-0.33 
 (6.77) 
0.13 
 (3.55) 
-0.002 
 (2.05) - 
-0.01 
 (4.74) - 
Travel Time Public Transport TTPT Bus, Train, Metro 
-0.08 
 (8.66) 
0.06 
 (9.67) 
-0.001 
 (2.21) - 
-0.003 
 (2.37) - 
-0.10 
 (9.06) 
0.03 
 (6.86) - - 
-0.003 
 (3.53) - 
Travel Time Car TTCR Car -0.04  (3.13) 
0.02 
 (3.85) 
-0.001 
 (2.33) - - - 
-0.09 
 (7.47) 
0.07 
 (8.10) - - - - 
Egress Time EGTIME All Alternatives 
-0.13 
 (12.07) 
0.11 
 (8.14) - - - - 
-0.13 
 (10.52) 
0.12 
 (7.53) - - - - 
Transfer Public Transport TRANPT Bus, Train, Metro 
-0.26 
 (5.79) 
0.38 
 (4.16) - - - - 
-0.26 
 (5.82) - - - - - 
Headway Public Transport  FREQPT Bus, Train, Metro 
-0.03 
 (9.36) 
-0.09 
 (8.76) - 
0.002 
 (2.10) - 
-0.02 
 (2.10) 
-0.03 
 (10.00) 
0.09 
 (11.10) - 
-0.001 
 (5.09) - - 
% Seat Public Transport SEATPT Bus, Train, Metro 
1.50 
 (6.49) 
1.01 
 (3.41) 
-0.97 
 (3.06) - - - 
1.59 
 (6.79) - 
-1.45 
 (3.88) - - - 
Density Public Transport STANDPT Bus, Train, Metro 
-0.32 
 (10.78) 
0.52 
 (8.19) - - - 
0.26 
 (3.13) 
-0.33 
 (10.90) 
0.53 
 (8.15) - - - 
0.26 
 (3.19) 
Experience Bus EXPBS Bus - - - - - - 0.29  (9.94) - - - - - 
Experience Train EXPTR Train - - - - - - 0.09  (3.56) - - - - - 
Experience Car EXPCR Car - - - - - - 0.37  (7.49) - - - - - 
Concavity VL CONC All Alternatives - - 
0.66 
 (4.72) - 
0.66 
 (4.72) - - - - - - - 
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The results show that none of the behavioural refinements appear to be statistically significant 
when allowing for process heterogeneity in this form. Different combinations were tested, but 
none of them were statistically significant. However, experience was statistically significant 
when conditioning the entire utility expression. Model CRPHms_BRExp included experience 
using the bus, train and car with all of the estimates being positive. This suggests that, if an 
individual used any of these modes on his most recent trip, he will be more likely to choose 
the same mode again.  
 
The concavity factor for the VL process strategy was statistically significant in the CRPHs and 
CRPHms model. The CRPHm and CRPHms_BRExp models had a concavity factor equal to 
1, which represents a linear consideration of the differences between the attribute levels and 
the reference level. The concavity factors are graphically shown in Figure 5-6, which show 
that in model CRPHs and model CRPHms individuals tend to underweight higher differences.   
 
 
Figure 5-6: Concavity factor for CRPH models 
 
Results show that the interactions that were significant in models CRPHm and CRPHs were 
also statistically significant in model CRPHms. Since models CRPHm and CRPHs are 
restricted versions of model CRPHms, they can be compared using the log likelihood ratio 
test. It is interesting to note that a greater number of interactions with the mean and with the 
standard deviation estimates were significant in the CRPHms model in comparison to the 
restricted models. Table 5-12 shows the results of the log likelihood ratio test, which suggest 
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that model CRPHms is not equivalent to models CRPHm and CRPHs. Hence, including 
interactions with process strategies both in the mean and standard deviation estimates 
significantly improves the model fit. 
Table 5-12: Log likelihood ratio test results for CRPH models 
   Interactions 
   CRPHms vs. CRPHm CRPHms vs. CRPHs 
LR 108.674 96.952 
Degrees of freedom 15 10 
 
2
. .;0.001d f  37.697 29.588 
Result Reject null Reject null 
  
When including experience in model CRPHms, several of the interactions between the 
process strategies and the mean and/or standard deviation estimates were no longer 
statistically significant. These models are not nested and can only be compared using the 
Vuong statistic. The results of this test are summarised in Table 5-13. The Vuong statistic is 
larger than 2.60, and thus this test favours the CRPHms_BRExp model with a 99% confidence 
level. Therefore, our preferred model using the CRPH approach is CRPHms_BRExp. 
 
Table 5-13: Vuong statistic test result for CRPH models 
 CRPHms_BR vs. CRPHms 
Mean 0.0581 
Std Dev 0.7640 
Sample Size 9468 
Vuong Statistic 7.404 
Result Favours CRPHms_BR model 
 
It is also important to look at the interactions that seem to be statistically significant in each 
model. The results are shown in Table 5-14. The model that includes only interactions with 
the mean estimates, CRPHm, found only three statistically significant interactions: fare public 
transport and fuel plus toll cost car with the RAM process strategy, and % of seats available 
with the VL process strategy. When considering the interactions only with the standard 
deviation estimates, seven interactions were statistically significant: four with the RAM 
heuristic and three with the VL heuristic.  
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A greater number of interactions were statistically significant when considering them in the 
mean and standard deviations for the CRPHms model. This result suggests that the most 
appropriate way of considering process heterogeneity using the CRPH approach includes 
interactions with both the mean and the standard deviation. This model includes four 
interactions between the VL process strategy and the mean estimate: parking cost, travel time 
in public transport and car, and % of seats available. Five interactions between the RAM 
heuristic and the mean estimate: access time, public transport fare, fuel + toll cost, parking 
cost, and headway. Four interactions are statistically significant between the VL heuristic and 
the standard deviation: public transport fare, fuel + toll cost, parking cost, and public transport 
travel time. Four interactions are statistically significant between the RAM heuristic and the 
standard deviation: access time, public transport fare, headway and standing density in public 
transport. The findings suggest that the travel times are mainly influenced by the VL heuristic. 
The fares/costs are influenced by the RAM heuristic in their mean, and by the RAM and VL 
heuristic in their standard deviation.  
 
Table 5-14: CRPH models interactions with process strategies 
 
CRPHm CRPHs CRPHms CRPHms_BRExp 
Mean Std Dev Mean Std Dev Mean Std Dev 
VL RAM VL RAM VL RAM VL RAM VL RAM VL RAM 
Access Time      X  X  X      X 
Fare Public 
Transport 
 X X X  X X X    X X 
Fuel + Toll Cost Car  X X    X X      X  
Parking Cost Car    X  X X X  X  X  
Travel Time Public 
Transport 
       X  X      X  
Travel Time Car        X             
Egress Time                       
Transfer Public 
Transport 
                      
Headway Public 
Transport  
     X  X  X  X   
% Seat Public 
Transport X 
     X      X     
Density Public 
Transport 
     X      X      X 
Total # of 
Interactions 3 7 17 10 
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5.5. Comparison of the Models 
This section compares the preferred models using general indicators, such as the log 
likelihood and AIC, and more importantly, the willingness to pay (WTP) estimates. We include 
both the LPAA_MNL and LPAA_MML models; even though they were not the preferred model 
in the LPAA section, they are an excellent reference point given their dominant use in choice 
studies. 
  
5.5.1. Behavioural Refinements, Experience and Concavity Factor 
Risk attitudes, perceptual conditioning and/or experience were included in the preferred 
models presented above. However, the results varied when using different process strategies 
or process heterogeneity approaches.  
 
In the process homogeneity models, experience was significant towards all the modes of 
transportation when using the LPAA and the RAM processing rules. However, when using the 
VL strategy, experience towards the train was not statistically significant so the final model 
only includes experience associated with the bus and car. These findings appear to be 
suggesting that experience - to a certain level – is confounded with the process strategies. 
The VL heuristic takes into account reference levels with starting values equal to the 
characteristics of the mode individuals used on their most recent trip (i.e., experience). 
Therefore, it could be expected that this heuristic had a different interaction with respondents’ 
experience.  
 
If there is no confounding between experience and process heterogeneity, one would not 
expect the experience parameters to change when taking into account process heterogeneity 
relative to a process homogeneity model. However, when considering process heterogeneity 
through the PDP approach, experience was statistically significant only towards the bus in the 
LPAA class, towards the bus and car in the RAM class, and only towards the car in the VL 
class. These results suggest that the experience that is statistically significant under a process 
homogeneity approach is partly explaining process heterogeneity under a PDP approach. On 
the other hand, when using the CRPH method to include process heterogeneity, experience 
towards all the modes was statistically significant. The CRPH method essentially estimates 
the parameters as considered under an LPAA traditional process strategy adding interactions 
with alternative heuristics. It might thus be expected that the findings align with the traditional 
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LPAA process homogeneity model, and this is exactly what the results suggest. The CRPH 
model was significantly influenced by experience in the same way that the LPAA process 
homogeneity approach was.  
 
Regarding behavioural refinements, in the LPAA process homogeneity model 
(LPAA_MML_BRExp), risk attitudes were found to be statistically significant towards the bus 
cost and parking cost: risk aversion and risk taking attitudes, respectively. In the PDP 
approach, the LPAA class had a significant risk taking attitude towards the parking cost, 
similarly for the LPAA_MML_BRExp model. This result is as expected, since it was expected 
that the risk attitudes were partially taking into account process heterogeneity. When using 
the CRPH approach, none of the risk attitudes seem to be statistically significant, which shows 
that this approach is taking into consideration other things not considered in the PDP 
approach. In the case of perceptual conditioning, it was only considered statistically significant 
in the LPAA_MML_BRExp model towards the car. It was not statistically significant in any of 
the other models, which suggests that - contrary to what was expected – perceptual 
conditioning is influenced by the consideration of process heterogeneity.  
 
One of the main findings when comparing the influence of experience, risk attitudes and 
perceptual conditioning in the different models is that they seem to be more significant when 
considering process homogeneity than when considering process heterogeneity. This is a 
crucial finding that suggests that the importance of including additional behavioural 
components is reduced when considering process heterogeneity. 
 
For the concavity factor, only four models estimated it as significant: VL_MNL, VL_MNL_Exp, 
CRPHs and CRPHms. All the other models consider a linear evaluation of the difference 
between the attribute level and the reference level. The estimated concavity factors are shown 
in Table 5-7. It is interesting to note that when considering fixed parameters and process 
homogeneity, individuals tend to overweight higher differences, while in the process 
heterogeneity CRPHs and CRPHms, individuals tend to underweight higher differences. This 
result reveals important differences between these models, although a majority of the models 
suggests a linear evaluation of the differences. 
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Figure 5-7: Concavity factors’ comparison 
 
5.5.2. Log likelihood and AIC 
The models presented will be compared in terms of general indicators, such as their log 
likelihood and AIC indicators. As explained in Section 3.8.2, the AIC indicator values the log 
likelihood while penalising the number of parameters estimated, so it is a very helpful statistic 
for an initial appreciation of the models. The results are shown in Table 5-15 and the AIC is 
presented in the last column using a colour scale, where a darker green colour represents a 
better AIC indicator, and darker red colour represents a worse AIC indicator.  As can be seen, 
the models that have a superior AIC are the CRPHms_BRExp and the CRPHms. These are 
followed by the LPAA_MML_BRExp and RAM_MML_Exp models. The most inferior model in 
terms of the AIC is the RAM_MNL and LPAA_MNL model. Interestingly, with all else being 
held constant, when preference but not process heterogeneity is taken into account (i.e., MML 
models), the LPAA_MML model outperforms the VL_MML model, but the RAM_MML model 
outperforms the other two. Moreover, in absence of preference and process heterogeneity, 
the VL_MNL outperforms the other two, and the LPAA_MNL model seems more appropriate 
than the RAM_MNL. These results may be indicating some sort of confounding between 
preference heterogeneity and the process strategies.  
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Table 5-15: General indicators 
 
 
5.5.3. Willingness to Pay Estimates 
The willingness to pay estimates (WTP) are often the most important outcome in a choice 
study. Previously this section presented different types of models, some of them including only 
one heuristic, and others that consider process heterogeneity.  
 
The mean or median and confidence intervals of the WTP are used in economic appraisal of 
transport projects as a crucial measure of user benefits, so it is extremely important to have 
an adequate estimate. Even though the preferred models consider behavioural refinements 
and/or experience, it is essential to understand how the different components of the models 
affect the WTP. The range of models will be included in this section to: 
1) Study how the WTP estimates vary when using different heuristics in the process 
homogeneity models 
2) Analyse the influence on WTP of considering different process heterogeneity 
approaches: PDP versus CRPH 
3) Understand how process heterogeneity affects WTP through comparing these models 
with the ones that allow for process homogeneity, and 
4) Study how behavioural refinements and/or experience affect the WTP estimates. 
 
Number of Parameters 
Estimated
Log Likelihood 
at convergence
Log likelihood at 
zero AIC
LPAA_MNL 14 -6,326.73 1.339
LPAA_MML 25 -5,024.55 1.067
LPAA_MML_BRExp 31 -4,958.17 1.054
VL_MNL 15 -5,973.30 1.265
VL_MML 25 -5,066.10 1.075
VL_MML_Exp 27 -5,043.60 1.071
RAM_MNL 14 -6,340.49 1.342
RAM_MML 25 -5,018.34 1.065
RAM_MML_Exp 28 -4,963.32 1.054
PDP 40 -5,072.33 1.080
PDP_BRExp 47 -5,007.53 1.068
CRPHm 28 -4,993.87 1.061
CRPHs 33 -4,988.00 1.061
CRPHms 43 -4,939.53 1.052
CRPHms_BRExp 35 -4,922.41 1.047
-13,125.44
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Table 5-16 and 5-17 present the WTP estimates for the models that consider process 
homogeneity and process heterogeneity, respectively. As mentioned in Section 3.7, if the cost 
attribute in a MML model is considered as random and normally distributed it will necessarily 
have a value very close to zero for certain draws. This will cause the WTP estimate to be close 
to infinity (or negative infinity) and, therefore, the mean of the WTP estimates will be very 
unstable and will depend heavily on the draws. The median estimate will be more robust, so 
this one will be used for comparison as was proposed by  Bliemer and Rose (2013). In the 
models where the cost attribute is fixed, the mean will be equal to the median.  
 
Table 5-16 and 5-17 are not easy to interpret directly. Therefore, the next subsections will 
focus on comparing the median, standard error, and stability of the WTP estimates of a subset 
of models to address the issues mentioned above. The first part will focus on the value of 
travel time savings (VTTS) for public transport and car because it is considered one of the 
most important metrics in user time benefit calculations, and the next part will present the WTP 
for of the other attributes.  
 
The stability of the estimates will be studied by plotting the WTP for each of the 25,000 different 
draws. The WTP estimates are dependent on the draws only for the models that consider 
random parameters. Therefore, the models that consider all parameters as fixed will have a 
completely stable WTP estimate and will not be included in these graphs. The standard 
deviation of these graphs will represent the stability of the WTP estimate in the models 
considering different draws. It is important to mention that this measure of stability is not the 
same as the WTP standard error as this is calculated using the Delta method (as explained in 
Section 3.7). 
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Table 5-16: Willingness to pay estimates for the models with process homogeneity (t-values in brackets) 
 
LPAA_MNL LPAA_MML LPAA_MML_BRExp VL_MML VL_MML_Exp RAM_MML RAM_MML_Exp 
Median Std Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error 
Travel Time 
$/person hour 
Bus 7.84 0.90 6.20 19.29 4.50 12.63 5.59 19.52 6.43 19.90 5.95 17.79 6.37 21.66 
Train 7.84 0.90 6.20 19.29 6.03 16.88 5.59 19.52 6.43 19.90 5.97 17.77 6.38 21.70 
Metro 7.84 0.90 6.20 19.29 6.03 16.88 5.59 19.52 6.43 19.90 5.96 17.82 6.33 21.76 
Car 50.17 10.45 14.35 14.43 15.26 13.02 13.66 30.79 13.94 33.81 13.76 18.76 8.80 14.59 
Access Time 
$/person hour 
Bus 14.94 1.56 7.04 19.29 4.88 12.63 5.98 19.52 6.46 19.90 6.64 17.79 7.46 21.66 
Train 14.94 1.56 7.04 19.29 6.53 16.88 5.98 19.52 6.46 19.90 6.64 17.77 7.47 21.70 
Metro 14.94 1.56 7.04 19.29 6.53 16.88 5.98 19.52 6.46 19.90 6.64 17.82 7.48 21.76 
Egress Time 
$/person hour 
Bus 17.93 1.82 9.11 18.48 5.94 14.06 8.54 21.89 9.89 21.45 9.79 19.47 9.01 14.86 
Train 17.93 1.82 9.11 18.48 7.95 18.81 8.54 21.89 9.89 21.45 9.80 19.48 9.03 14.87 
Metro 17.93 1.82 9.11 18.48 7.95 18.81 8.54 21.89 9.89 21.45 9.85 19.65 9.06 14.94 
Car 125.89 24.26 28.51 53.81 18.08 37.94 31.81 75.32 26.96 55.93 33.07 65.06 14.74 26.28 
Headway 
$/person minute 
Bus 0.05 0.01 0.03 0.10 0.03 0.08 0.03 0.11 0.04 0.12 0.04 0.10 0.04 0.10 
Train 0.05 0.01 0.03 0.10 0.04 0.11 0.03 0.11 0.04 0.12 0.04 0.10 0.04 0.10 
Metro 0.05 0.01 0.03 0.10 0.04 0.11 0.03 0.11 0.04 0.12 0.04 0.10 0.04 0.10 
Seat 
To increase % of 
seating time by 
100% 
Bus 1.90 0.47 1.15 3.36 0.86 2.42 0.99 3.72 1.17 4.15 1.06 3.17 1.23 2.61 
Train 1.90 0.47 1.15 3.36 1.15 3.22 0.99 3.72 1.17 4.15 1.06 3.16 1.23 2.60 
Metro 1.90 0.47 1.15 3.36 1.15 3.22 0.99 3.72 1.17 4.15 1.06 3.17 1.23 2.61 
Stand 
To reduce 
density by 1 
standees per 
square metre 
Bus 0.89 0.11 0.44 0.88 0.30 0.65 0.41 0.92 0.44 0.95 0.44 0.84 0.47 0.85 
Train 0.89 0.11 0.44 0.88 0.40 0.86 0.41 0.92 0.44 0.95 0.44 0.84 0.47 0.85 
Metro 0.89 0.11 0.44 0.88 0.40 0.86 0.41 0.92 0.44 0.95 0.44 0.84 0.47 0.85 
Transfers 
To reduce the 
number of 
transfers by 1 
Bus 0.54 0.13 0.30 0.87 0.23 0.59 0.25 0.67 0.28 0.74 0.32 0.51 0.34 0.56 
Train 0.54 0.13 0.30 0.87 0.31 0.79 0.25 0.67 0.28 0.74 0.32 0.51 0.34 0.56 
Metro 0.54 0.13 0.30 0.87 0.31 0.79 0.25 0.67 0.28 0.74 0.31 0.51 0.34 0.56 
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Table 5-17: Willingness to pay estimates for the models with process heterogeneity  
   PDP PDP_BRExp CRPHm CRPHs CRPHms CRPHms_BRExp 
Median Std Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error 
Travel Time 
$/person hour 
Bus 6.90 1.35 8.50 1.80 6.43 15.98 6.00 30.50 5.78 26.06 4.53 24.83 
Train 6.89 1.35 8.37 1.79 6.55 16.85 6.90 25.50 6.84 23.42 5.20 22.71 
Metro 6.84 1.36 8.36 1.79 6.43 15.94 5.84 26.24 5.76 24.40 5.87 21.86 
Car 18.15 4.85 23.60 3.93 4.75 10.10 13.97 11.35 8.58 7.35 13.74 30.70 
Access Time 
$/person hour 
Bus 10.26 1.35 11.25 1.80 7.82 15.98 5.49 30.50 4.23 26.06 4.02 24.83 
Train 10.24 1.35 11.33 1.79 7.97 16.85 6.23 25.50 5.00 23.42 4.10 22.71 
Metro 10.34 1.36 11.34 1.79 7.81 15.94 5.10 26.24 3.68 24.40 3.83 21.86 
Egress Time 
$/person hour 
Bus 12.49 2.01 14.48 2.43 9.61 12.96 8.35 17.90 8.25 13.90 7.47 13.77 
Train 12.49 2.01 14.32 2.35 9.78 13.71 9.60 17.47 9.80 13.69 8.12 14.39 
Metro 12.59 2.03 14.31 2.35 9.58 12.91 8.01 18.02 8.55 13.50 7.52 13.45 
Car 42.40 6.93 32.89 5.50 8.58 54.09 28.99 43.71 9.33 32.24 14.44 47.56 
Headway 
$/person minute 
Bus 0.04 0.01 0.06 0.01 0.04 0.08 0.02 0.14 0.03 0.09 0.04 0.08 
Train 0.04 0.01 0.06 0.01 0.04 0.09 0.03 0.13 0.03 0.09 0.04 0.08 
Metro 0.04 0.01 0.06 0.01 0.04 0.08 0.03 0.24 0.03 0.19 0.03 0.14 
Seat  
To increase % of 
seating time by 
100% 
Bus 1.12 0.26 1.96 0.49 1.94 2.52 1.07 3.20 1.87 2.58 1.82 1.81 
Train 1.12 0.26 1.98 0.48 2.01 2.68 1.23 3.15 2.22 2.50 2.00 1.87 
Metro 1.13 0.26 1.98 0.48 1.95 2.52 1.04 3.20 1.91 2.47 1.81 1.76 
Stand 
To reduce 
density by 1 
standees per 
square metre 
Bus 0.79 0.11 0.96 0.14 0.43 0.67 0.35 1.59 0.32 1.25 0.30 1.27 
Train 0.79 0.11 0.94 0.14 0.43 0.71 0.41 1.52 0.39 1.19 0.33 1.26 
Metro 0.79 0.11 0.94 0.14 0.42 0.67 0.34 1.81 0.33 1.38 0.30 1.39 
Transfers  
To reduce the 
number of 
transfers by 1 
Bus 0.47 0.09 0.42 0.09 0.33 0.73 0.29 0.96 0.28 0.75 0.29 0.29 
Train 0.47 0.09 0.43 0.10 0.33 0.77 0.33 0.95 0.34 0.76 0.32 0.30 
Metro 0.48 0.09 0.43 0.10 0.33 0.73 0.28 0.96 0.29 0.73 0.29 0.28 
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5.5.3.1. Value of Travel Time Savings 
5.5.3.1.1. Process Homogeneity using Different Heuristics 
Figure 5-8 graphically presents the VTTS median and the 95% confidence intervals for public 
transport and car for the three models that represent process homogeneity: 
LPAA_MML_BRExp, VL_MML_Exp and RAM_MML_Exp.  
Public Transport Travel Time Car Travel Time 
 
AA 
 
 
Figure 5-8: VTTS median and the 95% confidence intervals for the models with process 
homogeneity 
The median VTTS for public transport is similar when using different process strategies 
(around $6 per person hour). The standard error is largest for the RAM heuristic ($21.71) with 
the LPAA heuristic having the smallest standard error ($15.46). The median VTTS when using 
the car is very similar for the LPAA model and the VL model ($15.26 and $13.94 per person 
hour, respectively), although the standard error for the RAM model is significantly higher 
($33.81 for the VL model versus $13.02 for the LPAA model). For the RAM model, the median 
VTTS in car is significantly lower ($8.80 per person hour) with the standard error ($14.59) 
closer to the one estimated using the LPAA model. 
 
For each mode of transportation, the median VTTS were compared across the process 
homogeneity models using the t-test with the median and standard error (Section 3.8.1) to see 
if they were statistically different from each other. Table 5-18 presents the results, where an 
absolute value larger than 1.96 represents statistically different estimates at a 95% confidence 
level. As can be seen, the median VTTS for the bus and car under the VL and RAM model 
are statistically different from the median VTTS of the LPAA model. However, there is not 
enough evidence to suggest they are different for the train and metro. The median VTTS for 
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the car of the RAM and VL model are statistically different, but there is also not enough 
evidence to suggest they are statistically different for the public transport modes. 
 
Table 5-18: Comparison of attributes’ median VTTS for models with process homogeneity 
using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 5-9 shows the distribution of the VTTS considering 25,000 different draws using the 
models that represent process homogeneity, which is useful in order to analyse the stability of 
VTTS. The results show that the stability of the VTTS for public transport is similar when using 
different process strategies, but it is slightly worse in the VL model and better in the RAM 
model. The car VTTS’ stability is better in the LPAA model followed closely by the RAM model, 
and it is significantly worse in the VL model.  
Public Transport Travel Time Car Travel Time 
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Figure 5-9: VTTS distribution for different draws using the models with process homogeneity 
 
Travel Time VL_MML_Exp vs LPAA_MML_BRExp
RAM_MML_Exp vs 
LPAA_MML_BRExp
RAM_MML_Exp vs 
VL_MML_BRExp
Bus 4.49 4.10 -0.11
Train 1.19 1.00 -0.12
Metro 1.51 1.08 -0.32
Car -2.18 -19.78 -8.36
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The results of this section suggest that the estimates for the public transport VTTS for models 
that use different process strategies are not considerably different in terms of their median or 
stability, although there are meaningful differences in the standard errors of the models. For 
the car VTTS, the differences are significant in terms of the median estimate, standard error 
and stability. Therefore, the results suggest that the process strategy considered has an 
important influence on the estimates and conclusions. 
 
  
Summary: Comparison of the preferred process homogeneity models LPAA_MML_BRExp; 
RAM_MML_Exp and VL_MML_Exp 
 
Public transport VTTS  
 median (lower to higher): LPAA, RAM, VL 
 standard error (lower to higher): LPAA, RAM, VL 
 
Car VTTS  
 median (lower to higher): RAM, VL, LPAA 
 standard error (lower to higher): LPAA, RAM, VL 
 
Significant differences? The bus and car estimates for the models that consider different process 
strategies are significantly different from each other (except for the bus VTTS between the VL and 
RAM model). The train and metro median VTTS are similar across the models. 
 
Stability of the VTTS estimates? Similar stability for the public transport VTTS. The car VTTS 
stability is better in the LPAA model and worse in the VL model. 
 
Conclusion: The use of LPAA, RAM or VL as the sole process strategy being used by individuals 
has a significant influence over the VTTS estimates. 
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5.5.3.1.2. Probabilistic Decision Process versus Conditioning 
Random Parameter Heterogeneity 
Figure 5-10 compares the two approaches used to include process heterogeneity: PDP and 
CRPH. As explained previously the PDP approach considers three classes, where each one 
represents a process strategy, and every parameter is estimated within a class as fixed. On 
the contrary, the CRPH approach considers interactions between the process strategies and 
the mean and standard deviation of the parameters normally defined under an LPAA heuristic. 
Therefore, it is expected that the levels of variation are higher in the CRPH models since they 
estimate every parameter as random and normally distributed. As can be seen, the median 
VTTS for public transport is higher for the PPD_BRExp model ($8.41 per person hour) and 
lower for the CRPHms_BRExp model ($5.20 per person hour). There are significant changes 
in the estimate when including process heterogeneity using the different models. It is important 
to mention that the median VTTS for public transport is always lower when using the CRPH 
approach that when using the PDP approach. Regarding the car median VTTS, the lowest 
value is under CRPHm ($4.75 per person hour), followed by the CRPHms ($8.58 per person 
hour). The higher median VTTS estimated is obtained when using the PDP_BRExp ($23.60 
per person hour), followed by the PDP model ($18.15 per person hour).  
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Figure 5-10: VTTS median and 95% confidence intervals for the models with process 
heterogeneity 
Table 5-19 presents the results when comparing the median VTTS using the median and 
standard errors in t-test (Section 3.8.1) for each mode using the PDP and CRPH model 
(without and with behavioural refinements and experience). The results show that all the 
estimates are statistically different (absolute value larger than 1.96 with a 95% confidence 
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level) when considering the CRPH method relative to the PDP method, and always lower. The 
only exception is the train median VTTS for the models without behavioural refinements and 
experience, as the results show that the estimate for the CRPHms model and the PDP model 
are not statistically different. In conclusion, the results show that the median VTTS for public 
transport and car are significantly different when considering the CRPH and PDP approach, 
and the median is always lower when using the CRPH approach.  
 
Table 5-19: Comparison of attributes’ median VTTS for models with process heterogeneity 
using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
Figure 5-11 presents the stability of the VTTS for the CRPH models. The PDP is not included 
in these figures because they were not affected by the different draws since, given that the 
estimated parameters are not random. The graphs show that, for public transport, the VTTS 
stability is higher in the CRPHms_BRExp model, and the other ones have a relatively similar 
stability. In the case of VTTS for the car, the highest stability is in the CRPHms model followed 
by the CRPHm. The lowest stability for the VTTS using the car is for the CRPHms_BRExp 
model. 
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Figure 5-11: VTTS distribution for different draws using the models with process 
heterogeneity 
Travel Time CRPHms vs PDP CRPHms_BRExp vs PDP_BRExp
Bus -2.36 -8.73
Train -0.17 -10.71
Metro -4.30 -11.05
Car -65.07 -19.08
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5.5.3.1.3. Process Heterogeneity versus Process Homogeneity 
Figure 5-12 presents the median VTTS and 95% confidence intervals for the three preferred 
models with process homogeneity (LPAA_MML_BRExp, VL_MML_Exp, and 
RAM_MML_Exp) and two models for each of the process heterogeneity methods (CRPHms 
and CRPHms_BRExp; PDP and PDP_BRExp). As was mentioned above, the standard error 
for the PDP models are lower because it does not estimate any parameter as random, contrary 
to all the other models. The lowest median VTTS for public transport is estimated using the 
CRPH_BRExp model ($5.20 per person hour), followed by the LPAA_MML_BRExp model 
($5.52 per person hour). The highest median VTTS for public transport is estimated using the 
PDP_BRExp model ($8.41 per person hour), followed by the PDP model ($6.88 per person 
hour). For the car median VTTS, the differences are larger than for public transport, as can be 
seen in Figure 5-12. The lowest car median VTTS is estimated using the CRPHms model 
($8.58 per person hour) followed by the RAM_MML_Exp model ($8.80 per person hour). The 
highest car median VTTS is estimated using the PDP_BRExp model ($23.60 per person hour) 
followed by the PDP model ($18.15 per person hour). The largest standard errors are found 
in the VL_MML and the CRPHms_BRExp models. 
  
Summary: Comparison of the two approaches to include process heterogeneity, PDP and CRPH 
 
Public transport and car VTTS  
 median (lower to higher): CRPH, PDP 
 standard error (lower to higher): PDP, CRPH 
 
 
Significant differences? All the median VTTS estimates are significantly different from each other 
when using the two approaches: PDP or CRPH. 
 
Stability of the VTTS estimates? PDP is completely stable since every parameter is estimated as 
fixed. 
 
Conclusion: The PDP approach produces significantly larger median VTTS, but lower standard 
errors as it considers all fixed parameters. 
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Figure 5-12: VTTS median and 95% confidence intervals for the models with process 
homogeneity versus process heterogeneity 
Table 5-20 presents the comparison of the median VTTS using t-test (including the mean and 
standard error estimates) for the preferred models with process heterogeneity and 
homogeneity. The first three columns compare the model CRPHms_BRExp with the three 
preferred models of process homogeneity. The results show that every median VTTS is lower 
in the CRPH model than in the process homogeneity models, except for the car median VTTS 
for the RAM model. The majority of the median VTTS estimates using the CRPH final model 
are significantly different (absolute value larger than 1.96 with a 95% confidence level) from 
the ones estimated using the process homogeneity models. The exceptions are for the bus 
median VTTS for the LPAA model, metro median VTTS for all the process homogeneity 
models, and car median VTTS for the VL model, where there is not enough evidence to 
suggest they are statistically different to the CRPH preferred model. When comparing the 
PDP_BRExp model with the process homogeneity models, the median VTTS estimates are 
always larger for the PDP model. The results also show that the PDP median VTTS estimates 
are all statistically different from the process homogeneity median VTTS estimates.  
Table 5-20: Comparison of attributes median VTTS for models with process heterogeneity 
and process homogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
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Bus 0.07 -3.27 -3.06 17.19 5.68 5.36
Train -2.24 -3.12 -2.89 10.65 7.49 7.04
Metro -0.56 -1.85 -1.47 13.37 9.39 9.03
Car -2.73 -0.27 8.70 36.72 16.99 58.66
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CRPHms_BRExp vs PDP_BRExp vs
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In conclusion, the results suggest that the CRPH median VTTS estimates are, in the majority, 
lower than the estimates derived from the process homogeneity models. Oppositely, the PDP 
median VTTS estimates are always higher than the process homogeneity models. This is a 
crucial finding as it suggests significant differences under alternative behavioural 
assumptions. This becomes a challenge in policy setting in selecting a preferred set of WTP 
estimates to use in practice.  
 
Figure 5-13 summarises the stability findings of the VTTS for the different models. The VTTS 
for public transport has a relatively similar level of stability for the models, however the stability 
is superior in the CRPHms_BRExp model followed by the CRPHms model, and inferior in the 
VL model. In the case of the VTTS in the car, the level of stability is superior in the CRPHms 
model followed by the LPAA model. The worst level of stability is found in the 
CRPHms_BRExp and the VL_MML_Exp models. There is no clear pattern on the level of 
stability of the VTTS in public transport versus car regarding process heterogeneity. However, 
in both attributes the worst level of stability was found in the VL model. 
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Figure 5-13: VTTS distribution for different draws using the models with process 
homogeneity versus process heterogeneity 
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5.5.3.1.4. Behavioural Refinements and Experience 
Figure 5-14 shows the median with their 95% confidence intervals for the VTTS for the 
preferred models with and without behavioural refinements and/or experience. When including 
behavioural refinements and/or experience for the median VTTS in public transport, there is a 
decrease in the value in the LPAA MML model (from $6.20 to $5.52 per person hour), an 
increase in the VL MML model (from $5.59 to $6.43 per person hour), an increase in the RAM 
MML model (from $5.96 to $6.36 per person hour), a decrease in the CRPHms MML model 
(from $6.13 to $5.20 per person hour), and an increase in the PDP model (from $6.88 to $8.41 
per person hour). This suggests that the median estimate decreases when considering 
behavioural refinements and experience for the LPAA MML model and the CRPH model 
considering process heterogeneity, and decreases for the RAM MML, VL MML and PDP 
models. The standard error VTTS increases when adding behavioural refinements and/or 
experience in the VL MML, RAM  MML and PDP models, and decreases in the LPAA MML 
and CRPHms models.  
 
For the median car VTTS, there is an increase in the LPAA MML model (from $14.35 to $15.26 
per person hour), an increase in the VL MML model (from $13.66 to $13.94 per person hour), 
a decrease in the RAM MML model (from $13.76 to $8.80 per person hour), an increase in 
the CRPHms model (from $8.58 to $13.74 per person hour) and an increase in the PDP model 
(from $18.15 to $23.60 per person hour). We see that median VTTS estimate increases when 
Summary: Comparison of the preferred models with process homogeneity (LPAA_MML_BRExp, 
VL_MML_Exp and RAM_MML_Exp) with the preferred models with process heterogeneity 
(PDP_BRExp, CRPHms_BRExp) 
 
Public transport VTTS  
 median (lower to higher): CRPH, process homogeneity models, PDP 
 standard error (lower to higher): PDP, process homogeneity models, CRPH 
 
Car VTTS  
 median (lower to higher): RAM, CRPH, VL, LPAA, PDP 
 standard error (lower to higher): PDP, RAM, LPAA, CRPH, VL 
 
Significant differences? The majority of the median VTTS are statistically different when considering 
process heterogeneity instead of process homogeneity. 
 
Stability of the VTTS estimates? For the public transport VTTS the preferred CRPH model has a 
superior stability and for the car VTTS the preferred LPAA. 
 
Conclusion: The process heterogeneity method directly influences the results. While the PDP 
approach estimates the largest median and lower standard errors for the VTTS relative to the 
process homogeneity models, the CRPH usually estimates the lowest median and largest standard 
error.  
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considering behavioural refinements and experience for all the models except the RAM MML 
model. The standard error VTTS increases when adding behavioural refinements and/or 
experience in the VL MML and CRPHms models, and decreases in the LPAA MML, RAM 
MML and PDP models. This increase is particularly high for the CRPHms model (from $7.35 
to $30.70 per person hour). 
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Figure 5-14: VTTS median and 95% confidence intervals for the models with and without 
behavioural refinements and/or experience 
 
In summary, Table 5-21 presents the comparison of the attributes’ median VTTS for models 
with and without behavioural refinements and/or experience using t-test. As can be seen, there 
is no clear pattern of increase or decrease when including behavioural refinements and/or 
experience. In the case of the LPAA model, the inclusion of behavioural refinements and 
experience reduces the median VTTS for all the modes, except for the car which has an 
increase. Moreover, this inclusion does not have a statistically significant influence on the 
median VTTS for train and metro (there is not enough evidence to suggest the estimates are 
statistically different). In the case of the VL heuristic, the inclusion of experience increases the 
median VTTS for all the modes. However, the difference is not statistically significant for the 
car or the bus considering a confidence level of 95% (the difference of the median VTTS for 
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the bus is significant with a 90% confidence level). For the RAM process strategy, the only 
statistically significant difference is found for the car, and there is a decrease of the value when 
adding experience. For the process heterogeneity CRPH model, there is a statistically 
significant decrease in the median VTTS for the train and a statistically significant increase of 
the median VTTS for the car at a confidence level of 95%. There is also a statistically 
significant decrease of the median VTTS for the bus when considering behavioural 
refinements and experience at a 90% confidence level. When including process heterogeneity 
using the PDP approach, there is a statistically significant increase in every median VTTS 
when including behavioural refinements and experience.  
 
Table 5-21: Comparison of attributes’ median VTTS for models with and without behavioural 
refinements and/or experience using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 5-15 shows graphically the stability of the VTTS estimate for the 25,000 different draws. 
There does not appear to be any pattern associated with the inclusion of behavioural 
refinements and/or experience. The stability seems to be similar for the models without and 
with behavioural refinements, except for CRPH. The CRPH preferred model with behavioural 
refinements and experience has superior stability for the public transport VTTS than the CRPH 
model that excludes these effects, but an inferior stability for the car VTTS. 
 
These section shows that the inclusion of experience and behavioural refinements has a 
significant influence in the median, standard error and stability of the VTTS estimates. These 
differences are especially important in the PDP approach that considers all parameters as 
fixed. Therefore, the results suggest that when considering random parameters and 
alternative process strategies the inclusion of behavioural refinements and experience is not 
as important as when not considering them. 
  
Travel 
Time
LPAA_MML_BRExp 
vs LPAA_MML
VL_MML_Exp 
vs VL_MML
RAM_MML_Exp 
vs RAM_MML
CRPHms_BRExp 
vs CRPHms
PDP_BRExp 
vs PDP
Bus -4.04 1.66 0.83 -1.89 38.94
Train -0.52 2.33 1.13 -3.86 50.95
Metro -0.66 2.95 1.30 0.31 65.56
Car 2.79 0.37 -12.51 9.79 52.29
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Figure 5-15: VTTS distribution for different draws using the models with and without 
behavioural refinements and/or experience 
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Summary: Comparison of the models with and without experience and behavioural refinements 
 
Public transport VTTS  
 median when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
 
Car VTTS  
 median when adding experience and behavioural refinements 
o increases for LPAA, VL, CRPH and PDP 
o decreases for RAM 
 standard error when adding experience and behavioural refinements 
o increases for VL and CRPH 
o decreases for LPAA, RAM and PDP 
 
Significant differences? Differences in the median VTTS are significant in the LPAA model for the 
bus and car only when including behavioural refinements/experience; in the VL model for the train 
and metro only; in the RAM model for the car only; in the CRPH model for the train and car; and in 
the PDP model for all. 
 
Stability of the VTTS estimates? Similar stability with and without experience and behavioural 
refinements. 
 
Conclusion: The inclusion of experience and behavioural refinements influences the estimates, 
even though the difference is not significant in every mode (except in the PDP model where all 
differences are significant).  
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5.5.3.2. Other Attributes: Egress time, access times, headway, transfers 
and crowding  
5.5.3.2.1. Process Homogeneity using Different Heuristics 
Figure 5-16 shows the WTP median and 95% confidence intervals of the other attributes for 
three models that represent process homogeneity: LPAA_MML_BRExp, VL_MML_Exp and 
RAM_MML_Exp. The LPAA heuristic obtains the lowest median WTP for the access time, 
egress time in public transport, headway, % of finding a seat available and standing density. 
The VL heuristic produces the lowest median WTP only for the number of transfers, and the 
RAM heuristic only for the egress time in the car. On the other hand, the LPAA heuristic does 
not obtain the highest value of the median WTP for any of the attributes. The VL heuristic is 
associated with the highest median WTP for the egress times (in public transport and car), 
and the RAM heuristic for all the others (access time, number of transfers, headway, % of 
finding a seat available and standing density).  
 
Regarding the standard errors, the LPAA model produces the lowest standard errors for the 
WTP associated with access time, headway and the standing density. The RAM model has 
the lowest standard error of the WTP for the number of transfers, the egress times (public 
transport and car) and increase the % for finding a seat available. Contrarily, the RAM heuristic 
estimates the highest standard error of the WTP for access time, and the VL heuristic 
estimates the highest standard errors for all the other attributes (number of transfers, egress 
times (public transport and car), headway, % of seating and standing density). 
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Figure 5-16: Attributes WTP median and 95% confidence intervals for the models with 
process homogeneity 
 
For each mode of transport, the median WTP of the different models was compared using t-
test to see if they were statistically different from each other, and the results are presented in 
Table 5-22. The indicators that are not statistically significant (shown with a **) represent the 
models that did not estimate significantly different median WTP. As can be seen, the median 
WTP estimates for the access time, headway and % of seating are not statistically different 
for the train and metro in the VL and LPAA models, at a 95% confidence level. The number of 
transfers is not statistically significant for the number of transfers with an 80% confidence level 
-40.00
-20.00
0.00
20.00
40.00
60.00
-100.00
-50.00
0.00
50.00
100.00
150.00
-0.30
-0.20
-0.10
0.00
0.10
0.20
0.30
-8.00
-6.00
-4.00
-2.00
0.00
2.00
4.00
6.00
8.00
10.00
12.00
-2.00
-1.50
-1.00
-0.50
0.00
0.50
1.00
1.50
2.00
2.50
163 
 
between the VL and LPAA model. The RAM and VL model also have several median WTP as 
statistically similar: the access time and egress time only for the bus, the % of finding a seat 
available for all the modes, and the standing density for the bus and train. The RAM and LPAA 
models have only two median WTP statistically similar attributes: the % of finding a seat 
available for the train and egress time for the car. The majority of the median WTP estimated 
using the VL and RAM heuristic are higher than those for the LPAA heuristic (represented with 
green arrows), and the ones estimated using the VL heuristic are higher than in the RAM 
model. 
Table 5-22: Comparison of attributes’ median WTP for models with process homogeneity 
using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 5-17 shows the distribution of the WTP for the all attributes (except for the travel time 
that was analysed previously) using 25,000 different draws for the models that represent 
process homogeneity, which is required to analyse the stability of the WTP. The stability is 
superior in the LPAA model for the access time, headway and in the standing density WTP 
estimates. For all the other attributes, the RAM model has a superior stability.  
 
Attribute Mode VL_MML_Exp vs LPAA_MML_BRExp
RAM_MML_Exp vs 
LPAA_MML_BRExp
RAM_MML_Exp vs 
VL_MML_BRExp
Bus 3.68 5.66 1.87
Train -0.22 2.63 2.65
Metro -0.27 3.36 3.38
Bus 8.44 8.24 -1.83
Train 5.21 3.44 -2.53
Metro 6.59 4.49 -3.06
Car 7.87 -4.34 -11.85
Bus 4.06 7.02 2.17
Train 0.43 3.67 3.05
Metro 0.54 4.57 3.78
Bus 3.59 5.77 0.66
Train 0.35 1.57 0.95
Metro 0.44 2.04 1.26
Bus 6.69 8.52 1.09
Train 2.27 4.04 1.54
Metro 2.87 5.14 1.99
Bus 3.03 7.13 3.17
Train -1.89 2.20 4.50
Metro -2.39 2.82 5.72
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Figure 5-17: Attributes WTP distribution for different draws using the models with process 
homogeneity 
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In summary, the results of this section show that the WTP estimates when using the various 
process strategies are significantly different from each other for the majority of the attributes. 
Therefore, when considering process homogeneity, the selection of an appropriate process 
strategy is crucial since it has a significant influence in the outcome.  
 
5.5.3.2.2. Probabilistic Decision Process versus Conditioning 
Random Process Heterogeneity 
Figure 5-18 compares the PDP and CRPH approaches, both used to include process 
heterogeneity. For the majority of the attributes, the PDP or PDP_BRExp models estimate the 
highest median WTP values, except for the % of finding a seat available, which is highest for 
the CRPHms model followed by the PDP_BRExp model. As expected, the standard error is 
always larger in the CRPH model because it estimates every parameter as random, contrary 
to the PDP models. 
Summary: Comparison of the preferred process homogeneity models LPAA_MML_BRExp; 
RAM_MML_Exp and VL_MML_Exp 
 
Access time WTP  
 median (lower to higher): LPAA, VL, RAM 
 standard error (lower to higher): LPAA, VL, RAM 
 
Egress time public transport WTP 
 median (lower to higher): LPAA, RAM, VL 
 standard error (lower to higher): RAM, LPAA, VL 
 
Egress time car WTP 
 median (lower to higher): RAM, LPAA, VL 
 standard error (lower to higher): RAM, LPAA, VL 
 
Headway WTP 
 median (lower to higher): LPAA, VL, RAM 
 standard error (lower to higher): LPAA, RAM, VL 
 
% of seats available and standing density WTP 
 median (lower to higher): LPAA, VL, RAM 
 standard error (lower to higher): RAM, LPAA, VL 
 
Number of Transfers WTP 
 median (lower to higher): VL, LPAA, RAM 
 standard error (lower to higher): RAM, LPAA, VL 
 
Significant differences? The majority of the differences are significant. 
 
Stability of the WTP estimates? The stability is superior in the LPAA model for the access time, 
headway and in the standing density WTP estimates. For all the other attributes, the RAM model 
has a superior stability. 
 
Conclusion: The use of LPAA, RAM or VL as the sole process strategy being used by individuals 
has a significant influence over the WTP estimates. 
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Comparing the CRPH models, it can be seen that when including interactions with process 
strategies only in the mean estimate, the median WTP estimates are higher for all the 
attributes except for the egress time in the car and headway. In the case of the egress time 
for the car, the median WTP estimated is higher in the CRPHs model and it is significantly 
higher (more than double). For the headway attribute, the median WTP is higher when using 
the CRPHms_BRExp model followed by the CRPHm, but the difference between them is not 
statistically significant. The median WTP is lower in the model CRPHms_BRExp for all the 
attributes except for the headway, % of seats available and number of transfers. The % of 
seats available and number of transfers are lower in the CRPHs model. Analysing only the 
PDP models, the PDP_BRExp estimates higher median WTP for all the attributes except for 
the egress time in the car and number of transfers.  
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Figure 5-18: Attributes’ WTP median and 95% confidence intervals for the models with 
process heterogeneity 
 
Table 5-23 presents the results of the comparison between the median WTP estimates using 
t-test for each mode using the PDP and CRPH models (with and without behavioural 
refinements and experience). The majority of the median WTP estimates are higher and 
statistically different in the PDP approach relative to the CRPHms approach for the models 
without behavioural refinements, except for the % of seats available. This latter is higher and 
statistically different for the CRPHms model relative to the PDP model. In the case of the 
models with behavioural refinements, the same is true in the majority of the median WTP 
estimates except for the % of seats available. The median WTP for the % of seats available 
in the train is higher in the CRPHms_BRExp model than in the PDP_BRExp. 
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Table 5-23: Comparison of attributes’ median WTP for models with process heterogeneity 
using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 5-19 summarises the stability of the WTP estimates for the CRPH models. The PDP is 
not included in these figures because, as explained above, they were not affected by the 
different draws, as they estimated all parameters as fixed. The graphs show relatively similar 
stability of WTP for all the models for access time, the number of transfers, egress time in 
public transport, and headway. For the car egress time and standing density WTP, the stability 
was superior for the CRPHms model. For the % of seats available WTP, the CRPHms_BRExp 
model had a superior stability. 
  
Attribute Mode CRPHms vs PDP CRPHms_BRExp vs PDP_BRExp
Bus -12.68 -15.94
Train -17.19 -24.45
Metro -26.53 -33.33
Bus -16.54 -27.49
Train -14.95 -32.79
Metro -28.80 -48.36
Car -60.07 -23.08
Bus -6.25 -15.02
Train -3.66 -16.38
Metro -4.21 -15.08
Bus 15.80 -3.97
Train 33.80 0.83
Metro 30.62 -8.90
Bus -20.40 -28.15
Train -25.71 -37.27
Metro -32.90 -44.54
Bus -13.68 -22.13
Train -13.65 -28.11
Metro -24.24 -45.82
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Figure 5-19: Attributes WTP distribution for different draws using the models with process 
heterogeneity 
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5.5.3.2.3. Process Heterogeneity versus Process Homogeneity 
Figure 5-20 presents the median WTP estimates and 95% confidence intervals for the three 
preferred models associated with process homogeneity (LPAA_MML_BRExp, VL_MML_Exp, 
and RAM_MML_Exp) and two models for each of the process heterogeneity methods 
(CRPHms and CRPHms_BRExp; PDP and PDP_BRExp). Table 5-24 shows the comparison 
of the median estimates using t-test for the preferred process heterogeneity models versus 
the preferred process homogeneity models. As explained before, the green arrows represent 
an increase of median WTP for the process heterogeneity models, and the opposite is 
represented by the red arrows. The PDP_BRExp estimates a higher median WTP than the 
process homogeneity models for all the attributes, with all increases statistically significant. 
On the other hand, the CRPHms_BRExp median estimates are, in their majority, lower than 
the RAM model except for the % of seats available. They are also lower than in the VL model, 
except for the median WTP associated with train headway (although this difference is not 
statistically significant), the % of seats available, and the number of transfers (this difference 
is only significant for the train). Relative to the preferred LPAA model, half of the 
CRPHms_BRExp median WTP are higher and the other half are lower. 
 
For the standard errors, they are lower for the CRPH_BRExp model compared to the process 
homogeneity models for the WTP associated with number of transfer, public transport egress 
time, and the % of seats available. It is greater than all the process homogeneity models for 
the access time and standing density. For the car egress time and public transport headway, 
the WTP standard error is in between the process homogeneity models ranges.  
 
Summary: Comparison of the preferred models of two approaches to include process 
heterogeneity, PDP_BRExp and CRPHms_BRExp 
 
All attributes’ WTP  
 median (lower to higher): CRPH, PDP 
 standard error (lower to higher): PDP, CRPH 
 
Significant differences? All the WTP estimates are significantly different from each other when using 
the two approaches: PDP or CRPH. 
 
Stability of the WTP estimates? PDP is completely stable since every parameter is estimated as 
fixed. 
 
Conclusion: The PDP approach produces significantly larger median WTP for all the attributes, but 
lower standard errors as it considers all fixed parameters. 
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Figure 5-20: WTP median and 95% confidence intervals for the models with process 
homogeneity versus process heterogeneity 
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Table 5-24: Comparison of attributes’ median WTP for models with process heterogeneity 
and process homogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 5-21 summarises the stability of the attributes WTP for the different models. The results 
show that the process homogeneity models have a superior stability for the access time, car 
egress time and public transport standing density. For the number of transfers, egress time in 
public transport, and % of seats available, the CRPH model has a superior stability. There is 
no clear pattern regarding the stability of the WTP estimate in the process homogeneity or 
process heterogeneity models for all the attributes.  
  
LPAA_MML_
BRExp
VL_MML_
Exp
RAM_MML_
Exp
LPAA_MML_
BRExp
VL_MML_
Exp
RAM_MML_
Exp
Bus -1.69 -4.21 -5.74 27.40 13.16 9.56
Train -6.62 -6.02 -8.27 21.78 18.79 13.66
Metro -9.53 -8.66 -11.53 27.58 23.78 17.20
Bus 4.27 -5.19 -4.17 32.84 11.67 19.92
Train 0.52 -5.28 -3.39 25.87 15.84 27.09
Metro -1.82 -9.08 -7.46 32.61 19.94 33.76
Car -3.59 -10.21 -0.33 23.13 6.32 40.49
Bus 3.90 -1.05 -3.78 19.63 8.59 6.51
Train 0.73 0.21 -3.42 13.30 11.54 8.53
Metro -1.60 -2.01 -5.56 16.78 14.56 10.92
Bus 17.56 7.90 10.25 24.52 10.34 15.08
Train 17.56 13.96 18.37 19.60 14.83 21.64
Metro 17.58 13.79 17.80 24.79 18.76 27.22
Bus 0.05 -4.81 -5.91 54.33 29.32 31.16
Train -3.93 -5.64 -7.16 47.28 39.93 42.31
Metro -6.09 -8.11 -9.94 59.77 50.48 53.29
Bus 5.22 0.72 -3.73 17.24 9.98 7.83
Train 0.61 3.22 -2.53 11.82 15.35 12.68
Metro -2.28 0.86 -7.33 14.99 19.45 16.00
Stand
Transfers
Mode
CRPHms_BRExp vs PDP_BRExp vs
Attribute
Access Time
Egress Time
Headway
Seat
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Figure 5-21: Attributes’ WTP distribution for different draws using the models with process 
homogeneity versus process heterogeneity 
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5.5.3.2.4. Behavioural Refinements and Experience 
Figure 5-22 shows the WTP median and 95% confidence intervals estimates for the models 
with and without behavioural refinements and/or experience and Table 5-25 presents the 
comparison of the median estimates using t-test.  For the LPAA model, there is a clear 
decrease in the median WTP estimates when allowing for behavioural refinements and 
experience, except in the WTP for the train and metro headway, which shows an increase.  
This is opposite for the VL models, where the inclusion of experience increases the median 
Summary: Comparison of the preferred models with process homogeneity (LPAA_MML_BRExp, 
VL_MML_Exp and RAM_MML_Exp) with the preferred models with process heterogeneity 
(PDP_BRExp, CRPHms_BRExp) 
 
Access time WTP  
 median (lower to higher): CRPH, process homogeneity, PDP 
 standard error (lower to higher): PDP, process homogeneity, CRPH 
 
Egress time public transport WTP 
 median (lower to higher): LPAA, CRPH, RAM, VL, PDP 
 standard error (lower to higher): PDP, CRPH, process homogeneity 
 
Egress time car WTP 
 median (lower to higher): CRPH, process homogeneity, PDP 
 standard error (lower to higher): PDP, RAM, LPAA, CRPH, VL 
 
Headway WTP 
 median (lower to higher): LPAA, CRPH, VL, RAM, PDP 
 standard error (lower to higher): PDP, LPAA, CRPH, RAM, VL 
 
% of seats available WTP 
 median (lower to higher): process homogeneity, CRPH, PDP 
 standard error (lower to higher): PDP, CRPH, process homogeneity 
 
Standing density WTP 
 median (lower to higher): CRPH, process homogeneity, PDP 
 standard error (lower to higher): PDP, process homogeneity, CRPH 
 
Number of Transfers WTP 
 median (lower to higher): VL, LPAA, CRPH, RAM, PDP 
 standard error (lower to higher): PDP, CRPH, process homogeneity 
 
 
Significant differences? The majority of the median WTP are statistically different when considering 
process heterogeneity than when considering process homogeneity.  
 
Stability of the WTP estimates? The process homogeneity models have a superior stability for the 
access time, car egress time and public transport standing density. For the number of transfers, 
egress time in public transport, and % of seats available, the CRPH model has a superior stability.  
 
Conclusion: The process heterogeneity method directly influences the results. The PDP approach 
estimates the largest median and lower standard errors for the WTP relative to the process 
homogeneity models. 
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WTP estimates for all attributes except for the car egress time. In the case of the RAM 
heuristic, when including experience there is an increase in the median WTP estimates for all 
the attributes except for the egress times (both in public transport and car). In the CRPH 
models, when including behavioural refinements and experience, many of the median WTP 
estimates are not statistically different from the evidence using the ‘simpler’ model. However, 
there is a significant decrease in the median WTP of most of the attributes in the 
CRPH_BRExp model relative to the CRPH model, except for the egress time in car and public 
transport headway, where there is a significant increase. Finally, in the case of the PDP 
models, there are significant differences in all the attributes’ median WTP when including 
behavioural refinements and experience. Most of the attributes’ median WTP increase in the 
PDP_BRExp relative to the PDP model, except for the egress time in car and the number of 
transfers.  
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Figure 5-22: Attributes WTP median and 95% confidence intervals for the models with and 
without behavioural refinements and/or experience 
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Table 5-25: Comparison of attributes’ median WTP for models with and without behavioural 
refinements and/or experience using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 5-23 graphically shows the stability of the attributes’ WTP estimates (except for travel 
time). There does not appear to be any pattern associated with the inclusion of behavioural 
refinements and/or experience. 
  
Attribute Mode LPAA_MML_BRExp vs LPAA_MML
VL_MML_Exp 
vs VL_MML
RAM_MML_Exp 
vs RAM_MML
CRPHms_BRExp 
vs CRPHms
PDP_BRExp 
vs PDP
Bus -5.14 0.95 1.60 -0.32 24.14
Train -1.52 1.33 2.29 -2.14 37.52
Metro -1.92 1.68 2.92 0.45 43.34
Bus -7.49 2.41 -1.74 -2.18 34.75
Train -3.37 3.38 -2.44 -6.55 45.70
Metro -4.26 4.28 -3.09 -5.27 53.83
Car -9.49 -3.10 -15.65 5.33 -64.40
Bus -2.22 1.58 2.96 4.69 79.83
Train 2.25 2.22 4.20 4.59 112.45
Metro 2.85 2.81 5.34 2.85 140.21
Bus -3.94 1.79 2.27 -0.78 82.79
Train -0.10 2.52 3.20 -5.57 121.49
Metro -0.13 3.18 4.17 -3.28 151.44
Bus -6.86 1.48 1.45 -0.56 51.93
Train -2.14 2.08 2.04 -2.78 68.20
Metro -2.70 2.63 2.67 -1.22 81.83
Bus -3.69 1.77 1.57 0.79 -22.17
Train 0.51 2.49 2.24 -1.84 -22.66
Metro 0.64 3.14 2.96 -0.04 -31.10
Transfers
Access Time
Egress Time
Headway
Seat
Stand
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Figure 5-23: Attributes’ WTP distributions for different draws using the models with and 
without behavioural refinements and/or experience 
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Summary: Comparison of the models with and without experience and behavioural refinements 
 
Access time WTP  
 median when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
 
Egress time public transport WTP 
 median when adding experience and behavioural refinements 
o increases for VL and PDP 
o decreases for LPAA, RAM and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for PDP and CRPH 
o decreases for LPAA, VL and RAM  
 
Egress time car WTP 
 median when adding experience and behavioural refinements 
o increases for CRPH 
o decreases for LPAA, VL, RAM and PDP 
 standard error when adding experience and behavioural refinements 
o increases for CRPH 
o decreases for LPAA, VL, RAM and PDP 
 
Headway WTP 
 median when adding experience and behavioural refinements 
o increases for VL, RAM, PDP and CRPH 
o decreases for LPAA  
 standard error when adding experience and behavioural refinements 
o increases for LPAA, VL, RAM and PDP 
o decreases for CRPH 
 
% of seats available WTP 
 median when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for VL and PDP 
o decreases for LPAA, RAM and CRPH 
 
Standing density WTP 
 median when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for VL, RAM, PDP and CRPH 
o decreases for LPAA  
 
Number of transfers 
 median when adding experience and behavioural refinements 
o increases for VL and RAM 
o decreases for LPAA, PDP and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
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5.6. Conclusions 
This chapter has reviewed different model specifications and what this might mean as a 
representation of individual preferences in the Metro Rail dataset. Three different process 
strategies, RAM, VL and LPAA were combined to estimate five types of models: (1) individuals 
use LPAA as their only process strategy; (2) individuals use VL as their only process strategy; 
(3) individuals use RAM as their only process strategy; (3) individuals may use any of the three 
process strategies with a certain probability (PDP); (4) individuals use a combination of the 
three process strategies by conditioning the parameters normally defined under LPAA with 
the alternative strategies (CRPH). 
 
The first part of this chapter reviewed the best models for each type in terms of the overall 
model fit (using the log likelihood ratio test and the Vuong test). The results showed that the 
inclusion of experience and behavioural refinements has a statistically superior overall 
performance for all the model types. The preferred models also considered random 
parameters, as they provided a better overall model fit, except for the PDP approach that 
considers all parameters as fixed. 
 
The models were first compared through their behavioural refinements and experience. The 
results showed significant differences in the behaviour of the experience parameter when 
considering different process strategies as the sole heuristic being used by individuals. Since 
the nature of the process strategies is different, it was anticipated that experience would have 
a different influence in each of them. Moreover, the results indicated that experience, risk 
attitudes and perceptual conditioning are less statistically significant when considering 
Significant differences? There are significant differences in the median WTP estimates when 
considering behavioural refinements and/or experience in the LPAA model for all except for the 
access time, % of seats available and number of transfers for the train and metro. In the VL model 
the bus median WTP are not significantly different for any attribute except for the egress time, for 
the rest of the modes all of them are significantly different except for the access time. In the RAM 
model all the median WTP are significantly different except for the access time, egress time, 
standing density and number of transfers on the bus mode. In the CRPH model all the differences 
are significantly different, except for the bus and metro access times, bus % of seats available, bus 
and metro standing density, and the number of transfers in every mode. In the PDP model all the 
differences are significant. 
 
Stability of the WTP estimates? Similar stability with and without experience and behavioural 
refinements. 
 
Conclusion: The inclusion of experience and behavioural refinements significantly influences the 
WTP median and standard error for the majority of the attributes. 
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process heterogeneity than under process homogeneity. This is a crucial finding that suggests 
that the importance of including additional behavioural components is reduced when 
considering process heterogeneity; suggesting some amount of confoundment that can be 
captured through specific behavioural assumptions rather that a random distribution of 
parameter estimates. This raises the interesting question on what role random parameters 
play in capturing process heterogeneity when specific processing heuristics are 
accommodated. 
 
General indicators, such as the log likelihood and the AIC were used to compare models. They 
showed that the CRPH preferred model (CRPHms_BRExp) was superior to the other ones. 
This was followed – not so closely – by the CRPHms, the LPAA_MML_BRExp and the 
RAM_MML_Exp models. 
 
The WTP median and the 95% confidence intervals were compared to see if the different 
formulations produced different results, and if these differences were statistically significant. 
This section revealed significant differences in the WTP estimates for all the indicators when 
considering different process strategies as the only heuristic being used by respondents, and 
also differences when considering process homogeneity instead of process heterogeneity. 
What we find in this chapter is that when using the PDP approach to include process 
heterogeneity, the median WTP estimates are usually larger relative to the process 
homogeneity models such as LPAA, VL or RAM. Contrarily, when using the CRPH approach 
– considering our preferred model, CRPHms_BRExp - the median WTP estimates are usually 
lower in comparison to the process homogeneity models. This suggests that the inclusion of 
process heterogeneity and the approach used has a significant influence on the key 
behavioural outcomes such as WTP estimates; hence it is recommended that the findings in 
the chapter be used as a guide for researchers in considering the role of richer behavioural 
forms of models in representing choice making. The next chapter will use another dataset to 
establish the extent to which the findings in this chapter can be supported more generally. 
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CHAPTER 6 
6. Results Northwest 
 
 
6.1. Introduction 
This chapter will present the model results using the NorthWest dataset described in Chapter 
4 for the heuristics LPAA, VL and RAM, together with behavioural refinements and experience. 
For the utility expressions used in this chapter, the reader is referred to the ‘Notational 
Glossary’ at the beginning of the thesis. The chapter is structured in the exactly same way as 
chapter 5, presenting the models and their implications but excluding information already 
presented in chapter 5 (the reader is referred to chapter 5 for more details on each section). 
The next section presents the model results for the process homogeneity models. Section 3 
will present the process heterogeneity model results using the PDP approach, while section 4 
will present the process heterogeneity model results using the CRPH approach. Section 5 will 
compare the models using: (1) the results on behavioural refinements and experience; (2) the 
log likelihood and AIC indicators; and (3) the willingness to pay estimates (WTP) separated 
into the value of travel time savings (first part) and all the other attributes (second part). The 
last section discusses the main findings.  
 
6.2. Simple MNL and MML Model Results  
6.2.1. Linear Parameters and Additive Attributes 
The simplest model, using the linear parameters and additive attributes (LPAA) model form, 
is the LPAA_MNL, which considers all the parameters as fixed. Model LPAA_MML is an 
equivalent model but estimates all the parameters as random. The LPAA_MNL_BRExp is a 
fixed parameter LPAA model with behavioural refinements and experience; and the 
LPAA_MML_BRExp model is a random parameter LPAA with behavioural refinements and 
experience. The results for these models are presented in Table 6-1. All the possible 
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combinations of risk attitudes and experience were tested, but not all of them were found to 
be statistically significant.  
 
Results show that experience was statistically significant for all the modes in the 
LPAA_MNL_BRExp model, but only for the train and car in the LPAA_MML_BRExp model. 
That is, when estimating random parameters, the influence of experience changes and it is 
not statistically significant for all the modes compared to the fixed parameters model. This 
suggests that maybe some of the experience effect is being captured by the heterogeneity of 
specific modal attributes. All the experience parameters were positive, suggesting that 
individuals are more likely to choose the mode they chose in their most recent trip. The results 
indicate that the utility conditioning form used to take into account respondents’ experience 
(detailed in Section 3.5.1) was appropriate as a way of representing individual decision-
making. 
 
The risk attitudes associated with travel times and costs of the different modes was 
investigated. After several model revisions, results showed that it was appropriate to 
distinguish the risk attitudes common between the proposed new modal investments (i.e., new 
light rail, new heavy rail and new busway) and between the currently available modal facilities 
(i.e., bus, busway and train). Figure 6-1 presents the risk attitudes towards travel times. As 
can be seen, for the MNL models. The negative α and convexity of the function support risk 
taking attitude. Figure 6-2 presents the risk attitudes towards costs suggesting risk aversion 
towards the cost with all the parameters negative and concave shapes. The risk aversion 
attitude is similar for the parking cost, and the public transport fares in the MNL model. 
However, in the MML model, there are significant differences in the risk attitudes associated 
with public transport fares of the currently available modal facilities and towards the new modal 
investments. This highlights the different roles played by existing alternatives and a 
prospective mode. 
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Table 6-1: LPAA MNL and MML models (t-values in brackets) 
  LPAA_MNL LPAA_MML LPAA_MNL_BRExp LPAA_MML_BRExp 
Number of Parameters Estimated 14 22 23 26 
Log Likelihood at convergence -6,170.72 -4,701.06 -6,033.82 -4,611.45 
Log likelihood at zero -7,838.25 
AIC 2.731 2.085 2.674 2.047  
Parameters   Alternatives Mean Mean Std Dev Mean Mean Std Dev 
Alternative Specific Constant New Light 
Rail ASCLR New Light Rail 
1.76 
 (8.97) 
3.63 
 (7.58) - 
3.35 
 (8.14) 
5.48 
 (8.39) - 
Alternative Specific Constant New Heavy 
Rail ASCNHR New Heavy Rail 
1.84 
 (10.83) 
3.81 
 (8.34) - 
3.45 
 (8.64) 
5.66 
 (8.89) - 
Alternative Specific Constant New 
Busway ASCNBW New Busway 
0.63 
 (3.21) 
2.58 
 (5.50) - 
2.32 
 (5.64) 
4.47 
 (6.83) - 
Alternative Specific Constant Bus ASCBS Bus 1.51  (8.86) 
3.21 
 (6.98) - 
3.02 
 (7.65) 
5.13 
 (7.98) - 
Alternative Specific Constant Busway ASCBW Busway 1.23  (7.19) 
3.02 
 (6.60) - 
2.87 
 (7.28) 
4.85 
 (7.51) - 
Alternative Specific Constant Train ASCTRAIN Train 1.31  (7.60) 
2.82 
 (6.23) - 
2.75 
 (7.10) 
4.15 
 (6.53) - 
Alternative Specific Constant Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Public Transport -0.04  (13.76) 
-0.07 
 (9.17) 
0.11 
 (12.24) 
-0.04 
 (13.09) 
-0.07 
 (9.33) 
0.11 
 (13.90) 
Fare Public Transport COSTPT Public Transport -0.25  (26.49) 
-0.45 
 (20.28) 
0.42 
 (17.07) 
-0.76 
 (15.30) 
-1.03 
 (11.62) 
0.90 
 (15.05) 
Fuel + Toll Cost Car COSTCRTRC Car -0.17  (9.68) 
-0.28 
 (5.34) 
0.31 
 (9.1) 
-0.20 
 (10.40) 
-0.86 
 (12.40) 
0.81 
 (19.05) 
Parking Cost Car COSTCRPC Car -0.03  (5.52) 
-0.08 
 (4.32) 
0.31 
 (11.31) 
-0.11 
 (4.83) 
-0.10 
 (5.88) 
0.15 
 (8.43) 
Travel Time Public Transport TTPT Public Transport -0.04  (31.69) 
-0.07 
 (22.87) 
0.06 
 (18.9) 
-0.02 
 (3.33) 
-0.07 
 (22.46) 
0.06 
 (19.39) 
Travel Time Car TTCR Car -0.03  (11.74) 
-0.09 
 (10.06) 
0.08 
 (15.06) 
-0.03 
 (11.74) 
-0.08 
 (11.02) 
0.07 
 (15.58) 
Egress Time EGTIME All Alternatives -0.04  (12.89) 
-0.06 
 (8.98) 
0.07 
 (9.12) 
-0.03 
 (11.86) 
-0.06 
 (7.11) 
0.07 
 (6.10) 
Headway Public Transport FREQPT Public Transport -0.02  (2.10) 
-0.05 
 (2.98) 
0.20 
 (12.91) 
-0.02 
 (1.70) 
-0.03 
 (1.93) 
0.19 
 (13.83) 
Experience Bus EXPBS Bus - - - 0.20  (7.09) - - 
Experience Busway EXPBW Busway - - - 0.12  (4.22) - - 
Experience Train EXPTR Train - - - 0.18  (7.39) 
0.25 
 (9.46) - 
Experience Car EXPCR Car - - - 0.09  (3.00) 
0.17 
 (2.68) - 
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  LPAA_MNL LPAA_MML LPAA_MNL_BRExp LPAA_MML_BRExp 
Risk Attitudes Travel Time Currently 
Available Modal Facilities ALPHAEXTT 
Bus, Busway, Train and 
Car - - - 
-0.19 
 (2.55) - - 
Risk Attitudes Travel Time New Modal 
Investments ALPHANEXTT 
New Light Rail, New 
Heavy Rail, New Busway - - - 
-0.18 
 (2.36) - - 
Risk Attitudes Travel Time Car ALPHACRTT Car - - - - - - 
Risk Attitudes Cost Currently Available 
Modal Facilities ALPHAEXCS 
Bus, Busway, Train and 
Car - - - 
0.62 
 (16.89) 
0.45 
 (9.54) - 
Risk Attitudes Cost New Modal 
Investments ALPHANEXCS 
New Light Rail, New 
Heavy Rail, New Busway - - - 
0.61 
 (14.46) 
0.45 
 (9.24) - 
Risk Attitudes Fuel+Toll Car ALPHACRTRCS Car - - - - - - 
Risk Attitudes Parking Car ALPHACRPCS Car - - - 0.56  (5.02) - - 
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Figure 6-1: Risk attitudes towards the travel times in LPAA_MNL_BRExp 
 
 
Figure 6-2: Risk attitudes towards costs in LPAA_MNL_BRExp and LPAA_MML_BRExp 
 
The models can be compared through the log likelihood ratio test (explained in Section 3.8.2) 
with the results summarised in Table 6-2. The null hypotheses stating that the models are 
equivalent are rejected. This means that the inclusion of random parameters, behavioural 
refinements and experience significantly improve the models. The preferred model is the 
LPAA_MML_BRExp which has a significantly better overall fit and provides a behaviourally 
more appealing understanding of preferences through the influence of preference 
heterogeneity, risk attitudes, perceptual conditioning and overt experience. 
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Table 6-2: Log likelihood ratio test results for the LPAA models 
 
Random parameters Behavioural refinements and experience 
 
LPAA_MML  
vs.  
LPAA_MNL 
LPAA_MML_BRExp 
vs. 
LPAA_MNL_BRExp 
LPAA_MNL_BRExp 
vs.  
LPAA_MNL 
LPAA_MML_BRExp 
vs.  
LPAA_MML 
LR 2,939.336 2,844.736 273.808 179.208 
Degrees of 
freedom 8 3 9 4 
2
. .;0.001d f  26.124 16.266 27.877 18.467 
Result Reject null Reject null Reject null Reject null 
 
6.2.2. Value Learning 
MNL and MML 
The results of the models under value learning as the only process strategy are given in Table 
6-3. The model, referred to as VL_MNL, considers all parameters as fixed across the sample; 
model VL_MML estimates all parameters as random; model VL_MNL_Exp considers all the 
parameters as fixed and includes experience conditioning the utility function; while model 
VL_MML_Exp considers experience but estimates all parameters as random.  
 
Models VL_MNL_Exp and VL_MML_Exp find a statistically significant role for the experience 
in using bus, busway and car. The experience estimates were all positive suggesting that 
individuals are more likely to choose the mode they used in their most recent trip, after taking 
into consideration value learning effects.  
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Table 6-3: VL MNL and MML models (t-values in brackets) 
  VL_MNL VL_MML VL_MNL_Exp VL_MML_Exp 
Number of Parameters Estimated 15 21 19 25 
Log Likelihood at convergence -6,004.14 -4,729.70 -5,982.88 -4,702.90 
Log likelihood at zero -7,838.25 
AIC 2.657 2.097 2.650 2.087 
Parameters Acronym Alternatives Mean Mean Std Dev Mean Mean Std Dev 
Alternative Specific Constant New Light 
Rail ASCLR New Light Rail 
1.37 
 (11.12) 
2.19 
 (10.99) - 
1.32 
 (10.98) 
1.76 
 (8.44) - 
Alternative Specific Constant New 
Heavy Rail ASCNHR New Heavy Rail 
1.16 
 (12.10) 
2.29 
 (13.64) - 
1.07 
 (11.61) 
1.83 
 (10.63) - 
Alternative Specific Constant New 
Busway ASCNBW New Busway 
-0.07 
 (0.51) 
1.00 
 (5.02) - 
-0.16 
 (1.17) 
0.52 
 (2.53) - 
Alternative Specific Constant Bus ASCBS Bus 0.80  (8.03) 
1.58 
 (9.30) - 
0.63 
 (6.67) 
1.02 
 (5.83) - 
Alternative Specific Constant Busway ASCBW Busway 0.53  (5.43) 
1.45 
 (8.68) - 
0.35 
 (3.52) 
0.84 
 (4.72) - 
Alternative Specific Constant Train ASCTR Train 0.66  (6.78) 
1.24 
 (7.35) - 
0.45 
 (4.70) 
0.53 
 (2.94) - 
Alternative Specific Constant Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Public Transport 
-0.02 
 (8.90) 
-0.07 
 (8.48) 
0.11 
 (14.36) 
-0.02 
 (8.93) 
-0.06 
 (7.93) 
0.11 
 (13.77) 
Fare Public Transport COSTPT Public Transport 
-0.16 
 (13.50) 
-0.46 
 (17.02) 
0.47 
 (16.81) 
-0.17 
 (13.62) 
-0.47 
 (17.35) 
0.50 
 (16.17) 
Fuel + Toll Cost Car COSTCRTRC Car -0.10  (8.49) 
-0.36 
 (7.75) 
0.46 
 (10) 
-0.10 
 (8.59) 
-0.41 
 (8.38) 
0.50 
 (10.02) 
Parking Cost Car COSTCRPC Car -0.02  (4.45) 
-0.05 
 (4.28) - 
-0.02 
 (4.93) 
-0.05 
 (4.76) - 
Travel Time Public Transport TTPT Public Transport 
-0.02 
 (8.65) 
-0.07 
 (21.24) 
0.06 
 (17.89) 
-0.02 
 (8.72) 
-0.07 
 (21.56) 
0.07 
 (19.17) 
Travel Time Car TTCR Car -0.01  (5.04) 
-0.07 
 (7.61) 
0.06 
 (10.22) 
-0.01 
 (5.66) 
-0.07 
 (9.29) 
0.07 
 (11.56) 
Egress Time EGTIME All Alternatives -0.01  (7.28) 
-0.04 
 (6.24) 
0.08 
 (9.66) 
-0.02 
 (7.43) 
-0.04 
 (6.68) 
0.08 
 (9.17) 
Headway Public Transport FREQPT Public Transport 
-0.04 
 (6.43) 
-0.08 
 (4.84) 
0.23 
 (15.31) 
-0.04 
 (6.78) 
-0.08 
 (4.59) 
0.22 
 (14.93) 
Experience Bus EXPBS Bus - - - 0.29  (3.94) 
0.18 
 (3.00) - 
Experience Busway EXPBW Busway - - - 0.24  (3.29) 
0.21 
 (3.63) - 
Experience Train EXPTR Train - - - 0.32  (4.33) 
0.30 
 (5.77) - 
Experience Car EXPCR Car - - - -0.32  (2.48) 
-0.97 
 (4.59) - 
Concavity VL CONC All Alternatives 1.22  (7.57) - - 
1.21 
 (7.25) - - 
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The concavity factor represents the way in which individuals weight the differences between 
the levels presented to them and their reference levels (VL). They are statistically different 
from zero when considering all parameters fixed, in the VL_MNL and VL_MNL_Exp models. 
The results of these weighting functions are presented graphically in Figure 6-3. Both models 
estimate a relatively similar concavity parameter (around 1.21), which shows that individuals 
tend to overweight higher differences as shown in Figure 6-3.  
 
 
Figure 6-3: Concavity factor for VL models 
 
As the models are nested, they can be compared using the log likelihood ratio test. The results 
are shown in Table 6-4. They suggest that both the inclusion of random parameters and 
experience significantly improve the overall statistical fit of the models. The preferred model 
on statistical and behavioural grounds is VL_MML_Exp. 
 
Table 6-4: Log likelihood ratio test results for the VL models 
   Random parameters Experience 
   VL_MML vs. 
VL_MNL 
VL_MML_Exp vs. 
VL_MNL_Exp 
VL_MNL_Exp vs. 
VL_MNL 
VL_MML_Exp vs. 
VL_MML 
LR 2548.89 2559.952 42.522 53.584 
Degrees of freedom 6 6 4 4 
 
2
. .;0.001d f  22.458 22.458 18.467 18.467 
Result Reject null Reject null Reject null Reject null 
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Choice set correlation 
As explained in Section 3.4.2.1, it is important to consider if the model form proposed for VL 
induces any type of relationship between the choice sets. This section is equivalent to 5.2.2, 
where the four models are estimated. Models EC_LPAA and EC_VL represent a MNL model 
for the LPAA and VL heuristic, respectively, adding an error component common within 
individuals and different across individuals. Models EC_SeqLPAA and EC_SeqVL include the 
traditional error component and an additional error component that depends on the choice set 
sequence (included as a continuous variable).  
 
Table 6-5 presents the results for the models. Models EC_LPAA and EC_VL show statistically 
significant estimates for the traditional error components for all the modes. That is, there is a 
significant part of the unobserved utility function that varies across - but not within - individuals. 
Model EC_SeqLPAA shows that the choice set sequence number significantly influences the 
unobserved part of the utility function for the new light rail mode, with 95% confidence level. 
This influence is statistically significant with 80% confidence level for the new heavy rail and 
car. The EC_SeqVL model has similar results, but the influence of the choice set sequence 
number in the unobserved part of the utility function has a higher significance level for the car 
(with a 95% confidence level) and a lower one in the new heavy rail (not significant).  
 
In summary, the results show that VL does not induce any relationship between the error term 
and the choice set sequence relative to a traditional LPAA heuristic. There are some 
differences in the estimates for certain modes, as it is for the car and new heavy rail, but they 
are equivalent for all the rest. These findings suggests that the proposed model form for VL is 
appropriate.  
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Table 6-5: Choice set correlation model results (t-values in brackets) 
  EC_LPAA EC_SeqLPAA EC_VL EC_SeqVL 
Number of Parameters Estimated 21 28 22 29 
Log Likelihood at convergence -4,514.27 -4,522.32 -4,537.69 -4,488.28 
Log likelihood at zero -7,838.25 
AIC 2.002 2.009 2.013 1.994 
Parameters Acronym Alternatives Mean Mean Mean Mean 
Alternative Specific 
Constant New Light Rail ASCLR 
New Light 
Rail 
4.38 
 (6.35) 
5.16 
 (9.86) 
3.16 
 (8.09) 
4.64 
 (8.10) 
Alternative Specific 
Constant New Heavy Rail ASCNHR 
New Heavy 
Rail 
4.57 
 (6.96) 
5.56 
 (11.24) 
3.56 
 (9.88) 
4.72 
 (8.33) 
Alternative Specific 
Constant New Busway ASCNBW 
New 
Busway 
3.25 
 (4.82) 
4.25 
 (8.09) 
2.31 
 (5.79) 
3.38 
 (5.66) 
Alternative Specific 
Constant Bus ASCBS Bus 
3.15 
 (4.78) 
4.57 
 (9.01) 
2.87 
 (7.69) 
3.47 
 (5.83) 
Alternative Specific 
Constant Busway ASCBW Busway 
3.51 
 (5.27) 
4.69 
 (9.41) 
2.70 
 (7.43) 
3.88 
 (6.86) 
Alternative Specific 
Constant Train ASCTR Train 
3.25 
 (4.79) 
4.28 
 (8.54) 
2.47 
 (6.58) 
3.51 
 (6.10) 
Alternative Specific 
Constant Car ASCCAR Car - - - - 
Access Time ACTIMEPT Public Transport 
-0.04 
 (6.94) 
-0.04 
 (7.75) 
-0.04 
 (6.28) 
-0.05 
 (5.80) 
Fare Public Transport COSTPT Public Transport 
-0.36 
 (22.43) 
-0.37 
 (22.54) 
-0.35 
 (13.72) 
-0.39 
 (13.69) 
Fuel + Toll Cost Car COSTCRTRC Car -0.17  (4.25) 
-0.17 
 (4.51) 
-0.09 
 (2.64) 
-0.07 
 (2.08) 
Parking Cost Car COSTCRPC Car -0.05  (3.56) 
-0.06 
 (4.14) 
-0.04 
 (2.27) 
-0.04 
 (2.30) 
Travel Time Public 
Transport TTPT 
Public 
Transport 
-0.06 
 (29.68) 
-0.06 
 (29.47) 
-0.07 
 (9.22) 
-0.08 
 (9.17) 
Travel Time Car TTCR Car -0.05  (7.36) 
-0.03 
 (5.91) 
-0.05 
 (5.60) 
-0.05 
 (5.27) 
Egress Time EGTIME All Alternatives 
-0.05 
 (8.43) 
-0.05 
 (8.93) 
-0.05 
 (6.64) 
-0.05 
 (6.54) 
Headway Public 
Transport FREQPT 
Public 
Transport 
-0.01 
 (0.86) 
-0.02 
 (1.38) 
-0.02 
 (1.66) 
-0.01 
 (0.55) 
Concavity VL CONC All Alternatives - - 
0.96 
 (1.64) 
0.94 
 (2.32) 
Error Components ASC 
New Light Rail EC_LR 
New Light 
Rail 
1.44 
 (9.80) 
-2.23 
 (9.35) 
-1.96 
 (13.23) 
1.82 
 (8.07) 
Error Components 
Sequence New Light Rail EC_LR_SEQ 
New Light 
Rail - 
0.08 
 (2.34) - 
-0.11 
 (2.96) 
Error Components ASC 
New Heavy Rail EC_NHR 
New Heavy 
Rail 
1.34 
 (9.64) 
1.51 
 (7.04) 
1.91 
 (12.60) 
-1.64 
 (6.88) 
Error Components 
Sequence New Heavy 
Rail 
EC_NHR_SEQ New Heavy Rail - 
0.04 
 (1.32) - 
0.01 
 (0.21) 
Error Components ASC 
New Busway EC_NBW 
New 
Busway 
0.74 
 (3.18) 
-0.58 
 (1.69) 
-0.85 
 (3.75) 
0.78 
 (2.38) 
Error Components 
Sequence New Busway EC_NBW_SEQ 
New 
Busway - 
-0.04 
 (0.87) - 
0.05 
 (0.94) 
Error Components ASC 
Bus EC_BS Bus 
3.34 
 (15.55) 
-2.81 
 (12.41) 
2.69 
 (16.46) 
3.01 
 (13.54) 
Error Components 
Sequence Bus EC_BS_SEQ Bus - 
0.02 
 (0.75) - 
-0.02 
 (0.80) 
Error Components ASC 
Busway EC_BW Busway 
-1.83 
 (13.30) 
-1.38 
 (7.25) 
-1.36 
 (10.52) 
-1.81 
 (8.52) 
Error Components 
Sequence Busway EC_BW_SEQ Busway - 
0.02 
 (0.54) - 
0.03 
 (0.84) 
Error Components ASC 
Train EC_TR Train 
1.86 
 (14.27) 
-1.74 
 (9.49) 
-1.89 
 (13.52) 
1.96 
 (8.67) 
Error Components 
Sequence Train EC_TR_SEQ Train - 
-0.02 
 (0.61) - 
0.01 
 (0.24) 
Error Components ASC 
Car EC_CR Car 
3.94 
 (17.05) 
4.54 
 (13.56) 
3.70 
 (11.73) 
-5.09 
 (9.51) 
Error Components 
Sequence Car EC_CR_SEQ Car - 
-0.05 
 (1.50) - 
0.07 
 (2.10) 
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6.2.3. Relative Advantage Maximisation 
This section presents the models that consider RAM as the only process strategy being used 
by individuals. The RAM_MNL model considers fixed parameters, and the RAM_MML model 
has random parameters. The RAM_MNL_Exp and RAM_MML_Exp models are equivalent to 
these ones but including experience. The results are shown in Table 6-6. Experience was 
statistically significant in decision making for every mode (bus, busway, train and car) with all 
estimates positive, showing that respondents are more likely to choose the same mode they 
used in their most recent trip.  
 
The log likelihood ratio test used to compare the model results are shown in Table 6-7. All the 
null hypotheses stating that the models are equivalent are rejected. This shows that the 
consideration of all parameters as random and the inclusion of experience represents a 
significant improvement in the overall statistical performance of the models. The preferred 
model for the RAM heuristic is the one that considers random parameters and experience, 
RAM_MML_Exp. 
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Table 6-6: RAM MNL and MML models (t-values in brackets) 
  RAM_MNL RAM_MML RAM_MNL_Exp RAM_MML_Exp 
Number of Parameters Estimated 14 22 18 25 
Log Likelihood at convergence -6,169.89 -4,659.04 -6,053.10 -4,566.35 
Log likelihood at zero -7,838.25 
AIC 2.730 2.067 2.680 2.027 
Parameters Acronym Alternatives Mean Mean Std Dev Mean Mean Std Dev 
Alternative Specific Constant 
New Light Rail ASCLR New Light Rail 
2.10 
 (10.65) 
2.59 
 (5.31) - 
2.76 
 (13.32) 
4.74 
 (12.25) - 
Alternative Specific Constant 
New Heavy Rail ASCNHR New Heavy Rail 
2.19 
 (12.48) 
2.75 
 (5.85) - 
2.88 
 (15.26) 
4.86 
 (13.19) - 
Alternative Specific Constant 
New Busway ASCNBW New Busway 
0.99 
 (4.85) 
1.58 
 (3.29) - 
1.62 
 (7.55) 
3.64 
 (9.44) - 
Alternative Specific Constant 
Bus ASCBS Bus 
1.85 
 (10.39) 
2.16 
 (4.67) - 
2.20 
 (11.63) 
3.94 
 (10.57) - 
Alternative Specific Constant 
Busway ASCBW Busway 
1.58 
 (8.94) 
1.97 
 (4.25) - 
2.16 
 (11.36) 
3.91 
 (10.71) - 
Alternative Specific Constant 
Train ASCTR Train 
1.68 
 (9.55) 
1.72 
 (3.68) - 
2.09 
 (11.07) 
3.38 
 (9.40) - 
Alternative Specific Constant 
Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Public Transport -0.03  (13.97) 
-0.06 
 (10.70) 
0.10 
 (14.86) 
-0.03 
 (13.83) 
-0.04 
 (8.09) 
0.09 
 (11.13) 
Fare Public Transport COSTPT Public Transport -0.17  (25.08) 
-0.45 
 (18.50) 
0.49 
 (19.55) 
-0.16 
 (23.62) 
-0.37 
 (17.46) 
0.45 
 (14.99) 
Fuel + Toll Cost Car COSTCRTRC Car -0.11  (9.74) 
-0.12 
 (4.01) 
0.05 
 (2.32) 
-0.08 
 (9.20) 
-0.06 
 (2.25) - 
Parking Cost Car COSTCRPC Car -0.02  (5.33) 
-0.08 
 (6.69) 
0.26 
 (13.85) 
-0.01 
 (3.47) 
-0.12 
 (5.86) 
0.15 
 (5.70) 
Travel Time Public Transport TTPT Public Transport -0.03  (30.07) 
-0.05 
 (21.92) 
0.05 
 (21.7) 
-0.03 
 (28.76) 
-0.05 
 (17.79) 
0.06 
 (16.24) 
Travel Time Car TTCR Car -0.02  (12.08) 
-0.10 
 (10.38) 
0.17 
 (18.6) 
-0.02 
 (11.26) 
-0.08 
 (10.33) 
0.14 
 (12.86) 
Egress Time EGTIME All Alternatives -0.02  (12.63) 
-0.03 
 (7.83) 
0.04 
 (5.24) 
-0.02 
 (11.82) 
-0.03 
 (7.06) 
0.07 
 (8.37) 
Headway Public Transport FREQPT Public Transport -0.01  (2.01) 
-0.04 
 (3.63) 
0.19 
 (11.5) 
-0.01 
 (1.85) 
-0.05 
 (4.27) 
0.19 
 (14.53) 
Experience Bus EXPBS Bus - - - 0.39  (7.80) 
0.19 
 (4.27) - 
Experience Busway EXPBW Busway - - - 0.14  (3.28) 
0.11 
 (2.96) - 
Experience Train EXPTR Train - - - 0.31  (7.40) 
0.32 
 (8.98) - 
Experience Car EXPCR Car - - - 0.32  (5.69) 
0.66 
 (11.43) - 
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Table 6-7: Log likelihood ratio test results for the RAM models 
   Random parameters Experience 
   RAM_MML vs. 
RAM_MNL 
RAM_MML_Exp vs. 
RAM_MNL_Exp 
RAM_MNL_Exp vs. 
RAM_MNL 
RAM_MML_Exp vs. 
RAM_MML 
LR 3,021.686 2,973.486 233.584 185.384 
Degrees of 
freedom 8 7 4 3 
 
2
. .;0.001d f  26.124 24.322 18.467 16.266 
Result Reject null Reject null Reject null Reject null 
 
6.3. Probabilistic Decision Process Model Results: LPAA, VL and RAM together with 
behavioural refinements and experience 
The probabilistic decision process (PDP) models consider process heterogeneity using a 
latent class structure (although each class is not latent per se), where each class represents 
a different heuristic. The results of the models are presented in Table 6-8. The first class 
represents the RAM heuristic, the second class VL, and the third one the LPAA assumption. 
The PDP model considers a simple structure while the PDP_BRExp considers behavioural 
refinements in the LPAA heuristic (class 3) and experience in all the classes. 
 
Model PDP suggests that that there is, on average, a 0.51 probability that respondents use 
the RAM heuristic, 0.32 probability of using the VL heuristic and a 0.17 probability of using the 
LPAA heuristic, which is almost equivalent to the results obtained in the Metro Rail data. Some 
of the parameters were found not to be statistically significant, especially for the LPAA class 
for fuel plus toll costs, car travel time, egress time and headway. In the VL class the access 
time, parking cost and car travel time were not statistically significant. In the RAM class the 
fuel plus toll costs and headway were not significant.  
 
The PDP_BRExp model results show that there is, on average, a 0.15 probability that 
respondents use the RAM heuristic, with experience, a 0.34 probability of using the VL 
heuristic with experience and a 0.50 probability associated with the LPAA heuristic with 
behavioural refinements and experience. In the RAM heuristic the car travel time, egress time 
and headway were not statistically significant. 
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Table 6-8: PDP models (t-values in brackets) 
  PDP PDP_BRExp 
Number of Parameters Estimated 35 44 
Log Likelihood at convergence -4,953.14 -4,864.47 
Log likelihood at zero -7,838.25 
AIC 2.202 2.167 
Class Identification Class 1 Class 2 Class 3 Class 1 Class 2 Class 3 
Heuristic RAM VL LPAA RAM VL LPAA 
Behavioural Refinements N N N Y N N 
Experience N N N Y Y Y 
Class Membership (%) 51% 32% 17% 15% 34% 50% 
Parameters   Alternatives Mean Mean Mean Mean Mean Mean 
Alternative Specific 
Constant New Light 
Rail 
ASCLR New Light Rail 7.52  (13.81) 
2.02 
 (7.40) 
-2.63 
 (5.53) 
-3.50 
 (3.90) 
1.54 
 (6.49) 
3.68 
 (4.76) 
Alternative Specific 
Constant New Heavy 
Rail 
ASCNHR New Heavy Rail 7.19  (13.25) 
2.12 
 (10.12) 
-1.98 
 (4.94) 
-2.34 
 (4.42) 
1.38 
 (7.13) 
3.41 
 (4.24) 
Alternative Specific 
Constant New 
Busway 
ASCNBW New Busway 6.89  (12.25) 
-0.12 
 (0.39) 
-1.85 
 (3.67) 
-2.12 
 (3.06) 
-0.64 
 (2.14) 
3.12 
 (3.92) 
Alternative Specific 
Constant Bus ASCBS Bus 
7.16 
 (13.04) 
-0.08 
 (0.33) 
1.09 
 (3.79) 
1.36 
 (4.85) 
-0.64 
 (2.23) 
3.00 
 (3.74) 
Alternative Specific 
Constant Busway ASCBW Busway 
7.03 
 (13.03) 
0.60 
 (2.77) 
-0.38 
 (1.51) 
-0.26 
 (0.88) 
-0.03 
 (0.14) 
3.01 
 (3.81) 
Alternative Specific 
Constant Train ASCTRAIN Train 
7.46 
 (13.78) 
-0.91 
 (3.91) 
-1.35 
 (3.61) 
-1.06 
 (2.45) 
-1.40 
 (5.58) 
3.17 
 (3.8) 
Alternative Specific 
Constant Car ASCCAR Car - - - - - - 
Access Time ACTIMEPT Public Transport -0.04  (7.25) - 
-0.11 
 (6.18) 
-0.10 
 (6.95) - 
-0.05 
 (7.99) 
Fare Public Transport COSTPT Public Transport -0.38  (20.80) 
-0.12 
 (5.90) 
-0.12 
 (5.18) 
-0.08 
 (5.85) 
-0.06 
 (4.02) 
-0.60 
 (14.89) 
Fuel + Toll Cost Car COSTCRTRC Car - -0.23  (7.67) - 
-0.04 
 (2.90) 
-0.11 
 (4.45) 
-0.09 
 (2.38) 
Parking Cost Car COSTCRPC Car -0.08  (3.12) - 
-0.10 
 (11.15) 
-0.03 
 (6.61) - 
-0.22 
 (4.77) 
Travel Time Public 
Transport TTPT Public Transport 
-0.06 
 (22.14) 
-0.04 
 (12.08) 
-0.02 
 (6.69) 
-0.02 
 (5.55) 
-0.01 
 (2.92) 
-0.08 
 (23.5) 
Travel Time Car TTCR Car -0.04  (5.03) - - - 
-0.01 
 (2.93) 
-0.09 
 (5.02) 
Egress Time EGTIME All Alternatives -0.03  (7.66) 
-0.05 
 (7.40) - - 
-0.01 
 (2.93) 
-0.05 
 (7.14) 
Headway Public 
Transport FREQPT Public Transport - 
-0.05 
 (2.76) - - 
-0.03 
 (3.70) - 
Experience Bus EXPBS Bus - - - - - 0.18  (3.57) 
Experience Busway EXPBW Busway - - - - - - 
Experience Train EXPTR Train - - - - - 0.19  (6.02) 
Experience Car EXPCR Car - - - 0.72  (5.81) - 
-0.28 
 (2.52) 
Risk Attitudes Travel 
Time Currently 
Available Modal 
Facilities 
ALPHAEXTT Bus, Busway, Train and Car - - - - - - 
Risk Attitudes Travel 
Time New Modal 
Investments 
ALPHANEXTT 
New Light Rail, 
New Heavy Rail, 
New Busway 
- - - - - - 
Risk Attitudes Travel 
Time Car ALPHACRTT Car - - - - - - 
Risk Attitudes Cost 
Currently Available 
Modal Facilities 
ALPHAEXCS Bus, Busway, Train and Car - - - - - 
0.11 
 (3.52) 
Risk Attitudes Cost 
New Modal 
Investments 
ALPHANEXCS 
New Light Rail, 
New Heavy Rail, 
New Busway 
- - - - - - 
Risk Attitudes 
Fuel+Toll Car ALPHACRTRCS Car - - - - - - 
Risk Attitudes 
Parking Car ALPHACRPCS Car - - - - - - 
Concavity VL CONC All Alternatives - - - - 1.38  (4.56) - 
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The parking cost was not significant for the VL heuristic, and the headway in the LPAA 
heuristic. The only behavioural refinement that appeared to be statistically significant in the 
LPAA class is a risk aversion attitude towards the cost of the currently available modal facilities 
(bus, busway and train). The graphical representation of this parameter is shown in Figure 
6-4, exhibiting a concavity function which represents the risk aversion attitude. Experience in 
travelling by car was significant in the RAM heuristic with a positive sign, stating that 
individuals are more likely to choose the car if they used it in their recent trip. In the LPAA 
class, experience in bus, train and car was statistically significant. The parameter for 
experience in bus and train was positive, having an equivalent meaning as the car experience 
in the RAM heuristic. However, the car experience in the LPAA heuristic had a negative 
parameter, suggesting that individuals are less likely to choose the car if they used it in their 
recent trip. The PDP approach is different to the other types of models in the way that each 
heuristics is considered separately, and hence experience associated with each mode is 
included separately in each class. In this case, experience towards the car was statistically 
significant in the RAM heuristic – with a positive estimate – and in the LPAA heuristic – with a 
negative estimate. Even though the negative estimate is counterintuitive and it contradicts the 
results for the models that considered only an LPAA heuristic, the interpretation of this 
estimate should not be provided for each class separately but by considering all of them. If an 
individual used the car in his most recent trip, he will have a higher probability of choosing the 
car when using a RAM heuristic (class 1) and lower probability of choosing the car when using 
a LPAA heuristic (class 3). 
 
 
Figure 6-4: Risk attitudes towards parking cost in PDP_BRExp for the LPAA class 
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Similarly to what was found in the Metro Rail dataset, the inclusion of behavioural refinements 
and overt experience resulted in a major shift of class memberships, with a significant increase 
in the use of the LPAA heuristic (class 3). This finding emphasises the importance of including 
behavioural refinements which appear to have a statistically significant influence on 
preferences. Moreover, both models had some attributes that were found to not be statistically 
significant in a number of the heuristics. Figure 6-5 presents the concavity factor 
transformation for the VL heuristic (class 2). Since the concavity parameter is larger than 1, it 
suggests that individuals tend to over-weight larger differences.  
 
 
Figure 6-5: Concavity factor in PDP models 
 
These models are not nested, since some of the parameters that are estimated in the PDP 
model are not considered in the PDP_BRExp model and vice versa. Such models can be 
compared using the Vuong test, with the results are shown in Table 6-9. The incorporation of 
experience and behavioural refinements significantly improves the overall performance of the 
models. Therefore, the preferred model is the PDP_BRExp. 
 
Table 6-9: Vuong statistic test results for the PDP models 
 PDP_BRExp vs. PDP 
Mean 0.0123 
Std Dev 0.0876 
Sample Size 4530 
Vuong Statistic 9.417 
Result Favours PDP_BRExp model 
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6.4. Conditioning Random Process Heterogeneity Model Results: LPAA, VL and 
RAM together with behavioural refinements and experience 
Four models associated with conditioning random process heterogeneity (CRPH) models are 
presented in this section (for more details refer to Section 3.5.4) that allow for: (1) interactions 
between the process strategies and the mean estimates, referred to as CRPHm; (2) 
interactions between the process strategies and the standard deviation estimates, denoted as 
CRPHs; (3) interactions both with the mean and standard deviation estimates, referred to as 
CRPHms; and (4) and the same as CRPHms but with behavioural refinements (i.e., risk 
attitudes and perceptual conditioning) and experience (as defined in Section 3.5.1).  
 
As explained in Section 3.5.4 and again in Section 5.4, the utility expression for this model 
can be written as follows: 
   
   
, ,
, ,
 
in inqt inqt
i inqt iqt
in i
m m
VL in RAM in
s s
n V nqt inqtL in RAM in
x x
U x
x x
VL RAM
VL R vAM
 
 
 
   
    
            
   (6.1) 
Table 6-10 and 6-11 summarise the parameter estimates for the different types of models.  
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Table 6-10: CRPH models with interactions in the mean or standard deviation estimates (t-values in brackets) 
  CRPHm CRPHs 
Number of Parameters Estimated 28 25 
Log Likelihood at convergence -4,581.12 -4,619.24 
Log likelihood at zero -7,838.25 
AIC 2.035 2.050 
Parameters   Alternatives    mVL  mRAM     sVL  sRAM  
Alternative Specific 
Constant New Light Rail ASCLR New Light Rail 
2.35 
 (3.62) - - - 
3.28 
 (7.31) - - - 
Alternative Specific 
Constant New Heavy Rail ASCNHR New Heavy Rail 
2.45 
 (3.82) - - - 
3.57 
 (8.34) - - - 
Alternative Specific 
Constant New Busway ASCNBW New Busway 
1.22 
 (1.88) - - - 
2.34 
 (5.25) - - - 
Alternative Specific 
Constant Bus ASCBS Bus 
1.92 
 (2.99) - - - 
3.01 
 (6.97) - - - 
Alternative Specific 
Constant Busway ASCBW Busway 
1.71 
 (2.67) - - - 
2.78 
 (6.47) - - - 
Alternative Specific 
Constant Train ASCTRAIN Train 
1.42 
 (2.24) - - - 
2.48 
 (5.80) - - - 
Alternative Specific 
Constant Car ASCCAR Car - - - - - - - - 
Access Time ACTIMEPT Public Transport - -0.11  (12.20) 
-0.003 
 (11.12) - 
-0.07 
 (11.44) 
-0.18 
 (14.20) 
0.003 
 (6.41) - 
Fare Public Transport COSTPT Public Transport -0.62  (14.90) 
0.39 
 (15.09) 
0.01 
 (2.51) - 
-0.57 
 (20.16) 
0.44 
 (20.33) - - 
Fuel + Toll Cost Car COSTCRTRC Car -0.35  (6.26) 
-0.32 
 (10.96) - - 
-0.17 
 (4.10) - 
-0.01 
 (2.03) - 
Parking Cost Car COSTCRPC Car -0.10  (4.41) 
-0.32 
 (12.57) - - 
-0.17 
 (9.79) 
0.36 
 (17.46) - - 
Travel Time Public 
Transport TTPT Public Transport 
-0.03 
 (3.74) 
-0.06 
 (18.13) 
-0.001 
 (10.14) 
-0.01 
 (5.27) 
-0.07 
 (22.16) 
-0.05 
 (20.65) - - 
Travel Time Car TTCR Car -0.13  (4.31) 
0.08 
 (15.21) 
-0.001 
 (5.73) 
-0.01 
 (7.81) 
-0.11 
 (12.42) 
-0.14 
 (15.96) - - 
Egress Time EGTIME All Alternatives -0.08  (8.92) 
0.08 
 (9.68) - - 
-0.04 
 (7.70) 
0.06 
 (8.20) - - 
Headway Public Transport FREQPT Public Transport - -0.21  (10.91) 
-0.01 
 (4.65) - 
-0.04 
 (2.75) 
-0.38 
 (9.87) 
0.01 
 (7.76) 
0.03 
 (2.51) 
Concavity VL CONC All Alternatives - - - - - - - - 
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Table 6-11: CRPH models with interactions in the mean and standard deviation estimates (t-values in brackets) 
  CRPHms CRPHms_BRExp 
Number of Parameters Estimated 29 32 
Log Likelihood at convergence -4,553.62 -4,494.74 
Log likelihood at zero -7,838.25 
AIC 2.023 1.999 
Parameters   Alternatives     mVL  mRAM  sVL  sRAM      mVL  mRAM  sVL  sRAM  
Alternative Specific 
Constant New Light Rail ASCLR New Light Rail 
2.64 
 (4.17) - - - - - 
3.89 
 (7.69) - - - - - 
Alternative Specific 
Constant New Heavy Rail ASCNHR 
New Heavy 
Rail 
3.36 
 (5.42) - - - - - 
4.52 
 (9.35) - - - - - 
Alternative Specific 
Constant New Busway ASCNBW New Busway 
1.79 
 (2.85) - - - - - 
2.96 
 (6.05) - - - - - 
Alternative Specific 
Constant Bus ASCBS Bus 
2.47 
 (4.03) - - - - - 
3.62 
 (7.65) - - - - - 
Alternative Specific 
Constant Busway ASCBW Busway 
2.22 
 (3.62) - - - - - 
3.46 
 (7.24) - - - - - 
Alternative Specific 
Constant Train ASCTRAIN Train 
1.95 
 (3.17) - - - - - 
2.70 
 (5.59) - - - - - 
Alternative Specific 
Constant Car ASCCAR Car - - - - - - - - - - - - 
Access Time ACTIMEPT Public Transport - 
-0.12 
 (12.84) 
0.00 
 (11.93) - - - 
-0.03 
 (8.96) - 
0.00 
 (7.85) - - 
0.05 
 (14.98) 
Fare Public Transport COSTPT Public Transport 
-0.74 
 (16.35) 
0.59 
 (18.33) - - 
-0.03 
 (17.39) 
0.04 
 (17.20) 
-0.64 
 (17.53) 
0.47 
 (15.64) - - 
-0.04 
 (21.39) 
0.04 
 (18.63) 
Fuel + Toll Cost Car COSTCRTRC Car -0.30  (4.92) 
-0.33 
 (8.40) - - - - 
-0.14 
 (6.11) - - - - 
0.14 
 (8.25) 
Parking Cost Car COSTCRPC Car -0.12  (6.08) 
-0.09 
 (4.08) - - - - 
-0.21 
 (10.02) 
-0.24 
 (13.90) - - - - 
Travel Time Public 
Transport TTPT 
Public 
Transport 
-0.05 
 (5.69) 
-0.06 
 (15.33) 
0.00 
 (7.14) - 
-0.01 
 (3.15) - 
-0.07 
 (12.62) 
-0.08 
 (16.84) - 
0.00 
 (2.65) 
0.00 
 (2.28) - 
Travel Time Car TTCR Car -0.10  (3.32) 
0.06 
 (12.84) 
0.00 
 (5.85) - 
-0.01 
 (6.06) - 
-0.12 
 (4.78) 
0.08 
 (11.65) 
0.00 
 (2.84) - 
-0.01 
 (5.04) - 
Egress Time EGTIME All Alternatives 
-0.08 
 (8.94) - - - - - 
-0.06 
 (8.80) 
0.06 
 (9.05) - - - - 
Headway Public Transport  FREQPT Public Transport 
-0.04 
 (2.42) 
-0.32 
 (9.83) - 
0.01 
 (5.21) - - 
-0.04 
 (2.68) 
-0.34 
 (13.38) - 
0.01 
 (6.52) - - 
Experience Bus EXPBS Bus - - - - - - - - - - - - 
Experience Busway EXPBW Busway - - - - - - - - - - - - 
Experience Train EXPTR Train - - - - - - 0.29  (9.11) - - - - - 
Experience Car EXPCR Car - - - - - - 0.19  (3.08) - - - - - 
Concavity VL CONC All Alternatives - - - - - - - - - - - - 
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The results suggest that none of the behavioural refinements appear to be statistically 
significant when allowing for process heterogeneity in this form. Different combinations were 
tested, but none were statistically significant. Overt experience was statistically significant 
when conditioning the entire utility expression. Model CRPHms_BRExp included experience 
using the train and car with all of the estimates being positive. This suggests that, if an 
individual used any of these modes on his most recent trip, he will be more likely to choose 
the same mode again. The concavity factor was never statistically different in any of these 
models. 
 
The interactions that were statistically significant for each model are presented in Table 6-12. 
A greater number of interactions were statistically significant in the CRPHms_BRExp model, 
followed by the CRPHms model. Model CRPHm considers five interactions between the mean 
and VL: access time, fare public transport, travel times (public transport and car) and headway, 
and two between the mean and RAM: travel times (public transport and car). The CRPHs 
model includes three interactions between the standard deviation and VL: access time, fuel 
plus toll costs and headway; and only one interaction between the standard deviation and the 
RAM heuristic in the headway.  
 
Model CRPHms includes three interactions between the VL process strategy and the mean 
estimate: access time and travel time in public transport and car; and one interaction between 
the RAM heuristic and the mean estimate: headway. Three interactions are statistically 
significant between the VL heuristic and the standard deviation: public transport fare, travel 
time in public transport and car; and one interaction between the RAM heuristic and the 
standard deviation: public transport fare. Model CRPHms_BRExp includes the same 
interactions except for the VL with the mean public transport travel time but adds in: an 
interaction between the mean and RAM in public transport travel time, and an interaction 
between the RAM heuristic and standard deviation in the access time and fuel plus toll costs. 
The findings suggest that the travel times are mainly influenced by the VL heuristic, although 
the mean of the public transport travel time is also influenced by the RAM heuristic. The 
fares/costs are influenced in their standard deviation mostly by the RAM heuristic, although 
the public transport fare standard deviation is also influenced by VL.  
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Table 6-12: CRPH models interactions with process strategies 
 
CRPHm CRPHs CRPHms CRPHms_BRExp 
Mean Std Dev Mean Std Dev Mean Std Dev 
VL RAM VL RAM VL RAM VL RAM VL RAM VL RAM 
Access Time X  X  X      X    X 
Fare Public 
Transport X 
         X X    X X 
Fuel + Toll Cost Car    X                X 
Parking Cost Car                       
Travel Time Public 
Transport X X 
   X  X    X X  
Travel Time Car X X    X  X  X  X  
Egress Time                       
Headway Public 
Transport X 
 X X  X      X   
Total # of 
Interactions 7 4 8 11 
 
These models are not nested models given different interactions, and are compared using the 
Vuong statistic test. The results in Table 6-13 shows the results, which suggest that model 
CRPHms is not equivalent to model CRPHs at the 99% confidence level, and it is not 
equivalent to model CRPHm at the 80% confidence level. Hence, including interactions with 
process strategies both in the mean and standard deviation estimates significantly improves 
the overall model fit. Comparing model CRPHms_BRExp with CRPHms, the Vuong statistic 
favours model CRPHms at the 99% confidence level. This is interesting as it suggests that 
adding experience did not improve the overall model fit. However, the Vuong test only 
considers the mean parameters to estimate the individual contribution to the log-likelihood. 
Therefore, in this section two models will be the preferred ones: the CRPHms which the Vuong 
test favours, and the CRPHms_BRExp which has a better AIC indicator.  
 
Table 6-13: Vuong statistic test results for CRPH models 
 CRPHms vs. CRPHm CRPHms vs. CRPHs CRPHms_BRExp vs. 
CRPHms 
Mean 0.021 0.102 -0.110 
Std Dev 0.769 0.990 0.717 
Sample Size 4530 4530 4530 
Vuong Statistic 1.810 6.915 -10.357 
Result 
Favours CRPHms 
model with a 80% 
confidence level 
Favours CRPHms 
model Favours CRPHms model 
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6.5. Comparison of the Models 
In this section the models will be compared through general indicators, such as the log 
likelihood and AIC, and more importantly, the willingness to pay (WTP) estimates. This section 
is equivalent to Section 5.5 but with the Northwest dataset. Models LPAA_MNL and 
LPAA_MML will be included for comparison even though they were not the preferred model 
of the LPAA section, but they are an excellent reference point given their dominant use in 
choice studies. 
  
6.5.1. Behavioural Refinements, Experience and Concavity Factor 
All of the preferred models included behavioural refinements and/or overt experience but the 
parameters and interpretations are different for each model. In the process homogeneity 
models, experience was a significant positive influence for all the modes (bus, busway, train 
and car) except for the LPAA_MML_BRExp that considered experience significant in favour 
of the train and car only. The majority of the experience parameters estimated were positive, 
suggesting individuals are more likely to choose the mode they used in their recent trip. The 
only one that was negative was experience towards the car when considering individuals use 
the VL heuristic as their only process strategy. As the VL heuristic takes into account reference 
levels with starting values equal to the characteristics of the mode individuals used on their 
most recent trip (i.e., experience), it could be expected that this heuristic had a different 
interaction with respondents’ experience.  
 
For the process heterogeneity models, when using the PDP approach, experience towards 
the bus, train and car are statistically significant in the LPAA class and towards the car in the 
RAM class. All of them were positive except for experience towards the car in the LPAA class. 
These results suggest that the statistically significant experience under process homogeneity 
is partly explaining process heterogeneity under a PDP approach. When using the CRPH 
approach to include process heterogeneity, experience towards the train and car were 
significant and both positive. These results align with the findings in the LPAA process 
homogeneity with random parameters (LPAA_MML_BRExp) model. As the CRPH method 
estimates the parameters as considered under an LPAA traditional process strategy adding 
interactions with alternative heuristics, it might be expected that experience influences them 
in a similar way.  
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Regarding behavioural refinements, in the LPAA process homogeneity model 
(LPAA_MML_BRExp) results show a risk aversion towards all public transport fares (for the 
currently available modes and the new modal investments). In the PDP approach, the LPAA 
class showed a significant risk averse attitude towards the currently available modal facilities. 
When using the CRPH approach, none of the risk attitudes seem to be statistically significant, 
which shows that this approach is taking into consideration other things not considered in the 
PDP approach.  
 
The results of the influence of experience and risk attitudes in the different models suggest 
that they are statistically more significant when considering process homogeneity than when 
considering process heterogeneity. This is a crucial finding suggesting that the importance of 
including additional behavioural components is reduced when considering process 
heterogeneity. 
 
The concavity factor was significant in only three estimated models: VL_MNL, VL_MNL_Exp, 
and PDP_BRExp. All the other models consider a linear evaluation of the difference between 
the attribute level and the reference level. The estimated concavity factors are shown in Figure 
6-6. The results suggest that individuals tend to overweight larger differences. 
 
 
Figure 6-6: Concavity factors’ comparison 
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6.5.2. Log likelihood and AIC 
The models presented above will be compared in terms of general indicators, such as their 
log likelihood and AIC indicators as summarised in Table 6-14. The AIC indicator values the 
log likelihood while penalising the number of parameters estimated, and it is presented using 
a colour scale where the darker the green the better the AIC indicator and the darker the red 
the worse it is The models that have a superior AIC are CRPHms_BRExp and the CRPHms. 
These are followed by the RAM_MML_Exp and LPAA_MML_BRExp models. Model 
LPAA_MNL is the most inferior in terms of the AIC, followed by the RAM_MNL and then by 
the VL_MNL. When considering preference heterogeneity but not process heterogeneity, the 
RAM_MML is superior, followed by the LPAA_MML and then by the VL_MML. The fact that 
the relative performance of the process strategies changes when considering preference 
heterogeneity might be suggesting some sort of confounding between them. 
Table 6-14: General indicators  
 
 
6.5.3. Willingness to Pay Estimates 
Willingness to pay estimates (WTP) are often the most important behavioural policy outcome 
in a choice study. The purpose of this subsection is equivalent to Section 5.5.3; the reader is 
referred to that section for more details on the structure. Table 6-15 and 6-16 present the WTP 
estimates for the models that consider process homogeneity and process heterogeneity, 
respectively.  
Number of Parameters 
Estimated
Log Likelihood at 
convergence
Log likelihood 
at zero AIC
LPAA_MNL 14 -6,170.72 2.731
LPAA_MML 22 -4,701.06 2.085
LPAA_MML_BRExp 26 -4,611.45 2.047
VL_MNL 15 -6,004.14 2.657
VL_MML 21 -4,729.70 2.097
VL_MML_Exp 25 -4,702.90 2.087
RAM_MNL 14 -6,169.89 2.730
RAM_MML 22 -4,659.04 2.067
RAM_MML_Exp 25 -4,566.35 2.027
PDP 35 -4,953.14 2.202
PDP_BRExp 44 -4,864.47 2.167
CRPHm 28 -4,619.14 2.052
CRPHs 25 -4,619.24 2.050
CRPHms 29 -4,553.62 2.023
CRPHms_BRExp 32 -4,494.74 1.999
-7,838.25
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Table 6-15: Willingness to pay estimates for the models with process homogeneity  
   LPAA_MNL LPAA_MML LPAA_MML_BRExp VL_MML VL_MML_Exp RAM_MML RAM_MML_Exp 
 
Median 
Std 
Dev 
 
Median Std Dev Median 
Std 
Dev Median 
Std 
Dev Median 
Std 
Dev Median 
Std 
Dev Median 
Std 
Dev 
Travel 
Time 
$/person 
hour 
  
  
Light Rail 9.34 0.49 6.54 11.08 5.94 9.74 5.54 11.70 5.35 11.95 4.18 10.02 4.30 13.08 
New Heavy Rail 9.34 0.49 6.54 11.08 5.96 9.77 5.54 11.70 5.35 11.95 4.18 10.01 4.30 13.04 
New Busway 9.34 0.49 6.54 11.08 7.13 11.71 5.54 11.70 5.35 11.95 4.18 9.92 4.31 12.96 
Bus 9.34 0.49 6.54 11.08 7.10 11.66 5.54 11.70 5.35 11.95 4.17 9.94 4.30 12.98 
Busway 9.34 0.49 6.54 11.08 6.95 11.43 5.54 11.70 5.35 11.95 4.18 9.98 4.31 13.04 
Train 9.34 0.49 6.54 11.08 5.86 9.61 5.54 11.70 5.35 11.95 4.16 9.97 4.29 13.01 
Car 21.88 2.99 13.78 45.52 9.35 15.13 16.81 35.18 15.17 31.56 17.51 103.20 28.63 116.99 
Access 
Time 
$/person 
hour 
  
Light Rail 10.24 0.83 6.15 18.80 5.89 16.32 5.18 18.45 4.38 17.82 4.18 16.77 3.40 16.60 
New Heavy Rail 10.24 0.83 6.15 18.80 5.91 16.37 5.18 18.45 4.38 17.82 4.20 16.79 3.43 16.61 
New Busway 10.24 0.83 6.15 18.80 7.07 19.64 5.18 18.45 4.38 17.82 4.25 16.84 3.47 16.65 
Bus 10.24 0.83 6.15 18.80 7.04 19.54 5.18 18.45 4.38 17.82 4.23 16.77 3.46 16.60 
Busway 10.24 0.83 6.15 18.80 6.90 19.14 5.18 18.45 4.38 17.82 4.20 16.73 3.42 16.56 
Train 10.24 0.83 6.15 18.80 5.81 16.10 5.18 18.45 4.38 17.82 4.23 16.60 3.45 16.43 
Egress 
Time 
$/person 
hour 
  
  
Light Rail 8.58 0.78 5.32 13.00 4.71 11.24 3.27 13.74 3.08 12.96 2.42 6.64 2.67 13.00 
New Heavy Rail 8.58 0.78 5.32 13.00 4.73 11.28 3.27 13.74 3.08 12.96 2.43 6.66 2.69 13.03 
New Busway 8.58 0.78 5.32 13.00 5.66 13.52 3.27 13.74 3.08 12.96 2.45 6.65 2.70 13.02 
Bus 8.58 0.78 5.32 13.00 5.63 13.45 3.27 13.74 3.08 12.96 2.43 6.64 2.69 13.01 
Busway 8.58 0.78 5.32 13.00 5.52 13.18 3.27 13.74 3.08 12.96 2.42 6.62 2.67 12.99 
Train 8.58 0.78 5.32 13.00 4.65 11.10 3.27 13.74 3.08 12.96 2.43 6.65 2.69 13.03 
Car 27.10 2.30 8.97 36.62 6.60 14.41 9.57 39.22 8.80 33.58 6.33 27.39 13.03 56.95 
Headway 
$/person 
minute 
  
  
Light Rail 0.08 0.04 0.07 0.54 0.04 0.46 0.10 0.60 0.09 0.58 0.05 0.47 0.07 0.56 
New Heavy Rail 0.08 0.04 0.07 0.54 0.04 0.46 0.10 0.60 0.09 0.58 0.05 0.48 0.07 0.58 
New Busway 0.08 0.04 0.07 0.54 0.05 0.55 0.10 0.60 0.09 0.58 0.05 0.49 0.07 0.58 
Bus 0.08 0.04 0.07 0.54 0.05 0.55 0.10 0.60 0.09 0.58 0.05 0.48 0.07 0.58 
Busway 0.08 0.04 0.07 0.54 0.05 0.53 0.10 0.60 0.09 0.58 0.05 0.48 0.07 0.58 
Train 0.08 0.04 0.07 0.54 0.04 0.45 0.10 0.60 0.09 0.58 0.05 0.48 0.06 0.58 
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Table 6-16: Willingness to pay estimates for the models with process heterogeneity  
 
PDP PDP_BRExp CRPHm CRPHs CRPHms CRPHms_BRExp 
Median Std Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error Median 
Std 
Error 
Travel 
Time  
$/person 
hour 
  
  
Light Rail 9.79 0.84 9.57 1.26 8.14 12.52 5.82 8.19 7.77 11.18 7.87 10.26 
New Heavy Rail 9.81 0.84 9.36 1.17 7.84 11.85 5.84 8.19 7.39 10.60 7.45 10.33 
New Busway 9.84 0.84 9.46 1.23 7.88 14.91 5.83 8.19 14.52 15.65 13.66 13.08 
Bus 9.83 0.84 11.41 1.52 7.98 14.95 5.84 8.18 13.77 15.51 12.98 12.60 
Busway 9.88 0.84 10.86 1.29 7.28 12.88 5.84 8.19 10.91 13.31 11.03 12.71 
Train 9.80 0.84 10.75 1.34 7.61 11.08 5.84 8.18 6.76 9.82 6.65 10.23 
Car 22.39 11.06 26.23 9.57 16.09 44.05 15.55 60.45 21.26 44.95 19.39 41.88 
Access 
Time  
$/person 
hour 
Light Rail 7.60 1.81 7.57 1.72 3.66 18.64 5.90 18.15 4.06 17.88 4.14 19.68 
New Heavy Rail 7.59 1.81 7.56 1.72 3.70 18.02 5.90 18.08 4.01 17.19 3.93 21.26 
New Busway 7.84 1.87 7.25 1.73 3.64 21.96 5.90 18.11 7.95 26.66 8.38 20.82 
Bus 7.80 1.86 8.82 2.22 2.41 21.64 5.92 19.72 4.98 25.87 6.79 21.34 
Busway 7.69 1.83 8.74 2.14 3.83 19.99 5.91 17.92 6.74 22.90 7.07 23.01 
Train 7.59 1.81 8.95 2.07 8.95 18.61 6.00 11.83 9.02 17.35 5.83 19.88 
Egress 
Time 
$/person 
hour 
 
  
Light Rail 7.05 1.15 5.94 1.58 5.21 13.73 3.55 7.96 5.53 13.15 5.99 9.01 
New Heavy Rail 7.06 1.15 5.88 1.55 5.38 13.31 3.54 7.95 5.50 12.65 5.82 8.97 
New Busway 7.22 1.18 5.61 1.38 4.86 16.11 3.53 7.95 10.15 19.23 9.69 12.07 
Bus 7.19 1.18 6.53 1.50 4.87 16.07 3.53 7.95 9.52 18.85 9.29 11.59 
Busway 7.11 1.16 6.78 1.63 5.38 14.78 3.53 7.95 8.67 16.67 8.41 11.13 
Train 7.05 1.15 6.94 1.81 5.55 12.70 3.53 7.94 5.28 11.86 5.40 8.79 
Car 33.91 11.89 13.23 4.31 8.71 35.92 6.31 26.13 14.38 49.37 11.71 31.65 
Headway 
$/person 
minute 
Light Rail 0.05 0.03 0.10 0.04 0.15 0.60 0.06 0.17 0.06 0.25 0.07 0.22 
New Heavy Rail 0.05 0.03 0.05 0.02 0.04 0.56 0.06 0.47 0.05 0.60 0.07 0.57 
New Busway 0.05 0.03 0.05 0.02 0.04 0.68 0.06 0.53 0.10 0.93 0.11 0.81 
Bus 0.05 0.03 0.02 0.01 0.02 0.68 0.06 0.58 0.10 1.01 0.11 0.86 
Busway 0.05 0.03 0.05 0.02 0.04 0.62 0.06 0.52 0.09 0.83 0.10 0.77 
Train 0.05 0.03 0.04 0.02 0.03 0.54 0.06 0.50 0.05 0.60 0.06 0.59 
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The following subsections will analyse the median, standard error, and stability13 of the WTP 
estimates. We begin by focussing on the value of travel time savings (VTTS) for public 
transport and car, given it is considered one of the most important metrics in user time benefit 
calculations, with the following section summarising  WTP estimates for other attributes.  
 
6.5.3.1. Value of Travel Time Savings 
6.5.3.1.1. Process Homogeneity using Different Heuristics 
Figure 6-7 graphically presents the VTTS median and the 95% confidence intervals for public 
transport and car for the three models that represent process homogeneity: 
LPAA_MML_BRExp, VL_MML_Exp and RAM_MML_Exp.  
 
Public Transport Travel Time Car Travel Time 
 AA 
  
 
Figure 6-7: VTTS median and the 95% confidence intervals for the models with process 
homogeneity 
 
The median VTTS for public transport is larger for the LPAA model ($6.54 per person hour), 
followed by the VL model ($5.35) and the lowest value is for the RAM model ($4.30). The 
standard error is largest for the RAM heuristic ($13.02) with the LPAA heuristic having the 
smallest standard error ($10.65). The median VTTS when using the car is significantly smaller 
for the LPAA model ($9.35 per person hour), followed by the VL model ($16.81) and the largest 
value if for the RAM model ($28.63). The standard error follows the same order as the median, 
                                                
13 The reader is referred to the introduction of Section 5.5.3 for the definition of stability 
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which is lower for the LPAA model ($15.13) and significantly larger for the RAM model 
($116.99).  
 
For each mode of transportation, the VTTS were compared across the process homogeneity 
models to see if they were statistically different from each other using the median and standard 
errors with a t-test (Section 3.8.1), and the results are presented in Table 6-17. An absolute 
value larger than 1.96 represents statistically significant different estimates at the 95% 
confidence level. The results show that all the estimates are significantly different from each 
other, revealing the impact of considering different process strategies in the VTTS estimates. 
 
Table 6-17: Comparison of median VTTS for models with process homogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 6-8 shows the distribution of the VTTS obtained from 25,000 different draws 
representing their stability. The results show that the stability of the VTTS for public transport 
is similar when using different process strategies, but it is slightly worse in the RAM model and 
better in the LPAA model. The car VTTS’ stability is significantly better in the LPAA model 
followed by the VL model, and it is significantly worse in the RAM model.  
  
Travel Time VL_MML_Exp vs LPAA_MML_BRExp
RAM_MML_Exp vs 
LPAA_MML_BRExp
RAM_MML_Exp vs 
VL_MML_BRExp
New Light Rail -2.31 -6.07 -3.57
New Heavy Rail -2.25 -5.80 -3.38
New Busway -4.96 -7.51 -2.74
Bus -7.05 -10.79 -4.00
Busway -6.27 -9.84 -3.79
Train -2.14 -6.26 -3.87
Car 10.39 10.21 6.94
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Figure 6-8: VTTS distribution for different draws using the models with process homogeneity 
 
The results of this section suggest that the estimates for the car and public transport VTTS for 
models that use different process strategies are considerably different in terms of their median 
and standard errors. The stability of the VTTS in public transport is relatively similar for the 
different models but significantly different for the car VTTS. The results suggest that the 
process strategy considered has an important influence on the estimates and conclusions. 
 
6.5.3.1.2. Probabilistic Decision Process versus Conditioning 
Random Parameter Heterogeneity 
Figure 6-9 compares the process heterogeneity models using the PDP and CRPH 
approaches. The median VTTS for public transport is higher for the PPD_BRExp model 
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Summary: Comparison of the preferred process homogeneity models LPAA_MML_BRExp; 
RAM_MML_Exp and VL_MML_Exp 
 
Public transport VTTS  
 median (lower to higher): RAM, VL, LPAA 
 standard error (lower to higher): LPAA, VL, RAM 
 
Car VTTS  
 median (lower to higher): LPAA, VL, RAM 
 standard error (lower to higher): LPAA, VL, RAM 
 
Significant differences? All the estimates (public transport and car) for the different models are 
significantly different from each other. 
 
Stability of the VTTS estimates? Similar stability for the public transport VTTS. The car VTTS 
stability is better in the LPAA model and worse in the RAM model. 
 
Conclusion: The use of LPAA, RAM or VL as the sole process strategy being used by individuals 
has a significant influence over the VTTS estimates. 
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($10.24 per person hour), followed by the CRPHms model ($10.19), the CRPHms_BRExp 
model ($9.84), the PDP model ($9.82), the CRPHm model ($7.79) and finally the CRPHs 
model ($5.83 per person hour). There are significant changes in the estimate when including 
process heterogeneity using the different models. For the car VTTS, the lowest value is for 
CRPHs ($15.55 per person hour), followed by: the CRPHm ($16.09 per person hour), the 
CRPHms_BRExp ($19.39), CRPHms ($21.26), PDP ($22.39) and finally PDP_BRExp ($26.23 
per person hour). It is important to note that the car VTTS are higher for all the PDP models 
relative to the CRPH models. Regarding the standard errors for the VTTS, it is always lower 
in the PDP approach as it considers every parameter fixed while the CRPH approach 
estimates random parameters. 
 
Public Transport Travel Time Car Travel Time 
AA 
A 
 
 
Figure 6-9: VTTS median and 95% confidence intervals for the models with process 
heterogeneity 
 
Table 6-18 presents the results when comparing the VTTS for each mode using the PDP and 
CRPH model (without and with behavioural refinements and experience). The results show 
that all the estimates are statistically different (absolute value larger than 1.96 with a 95% 
confidence level) when considering the CRPH method relative to the PDP method, except for 
the car VTTS in the models without behavioural refinements and experience, and the busway 
VTTS for the models with behavioural refinements and experience. For the signs, the VTTS 
are lower under the CRPH heuristic relative to the PDP for the new light rail, new heavy rail, 
train and car; and are higher for the new busway, bus and busway modes. In conclusion, the 
results show that the VTTS for public transport and car are significantly different when 
considering the CRPH and PDP approaches. 
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Table 6-18: Comparison of median VTTS for models with process heterogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 6-10 shows the stability of the VTTS for the CRPH models (the PDP is not considered 
as it estimates fixed parameters). The stability for public transport VTTS is higher in the 
CRPHs model, and the other ones have a relatively similar stability. The stability for the car 
VTTS is similar across all the CRPH models. 
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Figure 6-10: VTTS distribution for different draws using the models with process 
heterogeneity 
 
Travel Time CRPHms vs PDP CRPHms_BRExp vs PDP_BRExp
New Light Rail -10.84 -9.88
New Heavy Rail -12.99 -10.49
New Busway 13.88 14.83
Bus 17.08 8.34
Busway 4.96 0.85
Train -19.91 -25.60
Car -1.52 -9.94
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6.5.3.1.3. Process Heterogeneity versus Process Homogeneity 
Figure 6-11 presents the VTTS for the three preferred models with process homogeneity 
(LPAA_MML_BRExp, VL_MML_Exp, and RAM_MML_Exp) and two models for each of the 
process heterogeneity methods (CRPHms and CRPHms_BRExp; PDP and PDP_BRExp). 
The process homogeneity models have a lower VTTS median for public transport relative to 
the process heterogeneity models. The lowest is for the RAM_MML_Exp model ($4.30 per 
person hour) and the highest for the PDP_BRExp model ($10.24). The standard error for the 
VTTS under the PDP approach is very low as it estimates fixed parameters. For the other 
models, the standard error for the public transport VTTS is lower in the LPAA model ($10.65) 
followed by the CRPHms_BRExp model ($11.54), and larger in the RAM model ($13.02).  
 
The median for the car VTTS is lower in the LPAA preferred model ($9.35 per person hour), 
followed by the VL ($15.17) and then followed by the CRPHms_BRExp model ($19.39). The 
car VTTS median is larger under the PDP approach (considering both models). The standard 
error is lower in the PDP models, followed by the LPAA model ($10.65 per person hour), the 
CRPHms_BRExp ($11.54), VL model ($11.95), CRPHms model ($12.68) and RAM model 
($13.02). 
  
Summary: Comparison of the preferred models for the two approaches to include process 
heterogeneity, PDP_BRExp and CRPHms_BRExp 
 
Public transport and car VTTS  
 median (lower to higher): CRPHms_BRExp, PDP_BRExp 
 standard error (lower to higher): PDP_BRExp, CRPH_BRExp 
 
Significant differences? The majority of the VTTS estimates are significantly different from each 
other when using the two approaches. 
 
Stability of the VTTS estimates? PDP is completely stable since every parameter is estimated as 
fixed. 
 
Conclusion: The PDP_BRExp model produces significantly larger median VTTS than the 
CRPH_BRExp for the public transport and car VTTS, but lower standard errors as it considers all 
fixed parameters. 
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Figure 6-11: VTTS median and 95% confidence intervals for the models with process 
homogeneity versus process heterogeneity 
Table 6-19 presents the comparison of VTTS for the preferred models with process 
heterogeneity and homogeneity. The first three columns compare the model CRPHms_BRExp 
with the three preferred models of process homogeneity and the last three columns the 
PDP_BRExp model with the same three models. The results show that all the VTTS are 
significantly different and higher in the CRPH and PDP model than in the process homogeneity 
models, except for the car VTTS that is lower in the CRPH and PDP models than in the RAM 
model. However, the car VTTS difference between the CRPH and RAM model is significant, 
while it is not significant between the PDP and RAM model (with 95% confidence level). In 
conclusion, the results show that there are significant differences in the VTTS when 
considering process homogeneity versus considering process heterogeneity.  
 
Table 6-19: Comparison of median VTTS for models with process heterogeneity and 
process homogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
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VL_MML_
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RAM_MML_
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New Light Rail 8.25 9.67 12.97 22.28 21.18 24.18
New Heavy Rail 6.01 7.61 10.81 19.77 19.10 22.06
New Busway 17.26 21.80 23.59 9.19 15.92 18.40
Bus 23.08 29.60 32.31 24.70 33.90 36.63
Busway 15.35 20.98 23.78 21.88 29.56 32.22
Train 3.66 5.35 9.22 32.51 28.98 31.87
Car 14.08 5.02 -4.64 58.88 20.94 -1.28
 Travel Time
CRPHms_BRExp vs PDP_BRExp vs
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Figure 6-12 summarises the stability findings of the VTTS for the different models. The VTTS 
for public transport has a relatively similar level of stability, however the stability is slightly 
superior in the process homogeneity models. The level of stability for the car VTTS is superior 
in the LPAA_MML_BRExp model and inferior in the RAM_MML_Exp model. For the rest of 
the models the stability is relatively similar.  
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Figure 6-12: VTTS distribution for different draws using the models with process 
homogeneity versus process heterogeneity 
 
 
0
200
400
600
800
1000
1200
1400
-20 -10 0 10 20 30
0
200
400
600
800
1000
1200
1400
-20 -10 0 10 20 30
Summary: Comparison of the preferred models with process homogeneity (LPAA_MML_BRExp, 
VL_MML_Exp and RAM_MML_Exp) with the preferred models with process heterogeneity 
(PDP_BRExp, CRPHms_BRExp) 
 
Public transport VTTS  
 median (lower to higher): process homogeneity models, process heterogeneity models 
 standard error (lower to higher): PDP, LPAA, CRPH, VL, RAM 
 
Car VTTS  
 median (lower to higher): LPAA, VL, CRPH, PDP, RAM 
 standard error (lower to higher): PDP, LPAA, CRPH, VL, RAM 
 
Significant differences? The majority of the differences between the VTTS are statistically different 
when considering process heterogeneity instead of process homogeneity. 
 
Stability of the VTTS estimates? For the public transport VTTS the process homogeneity models 
have a slightly superior stability. For the car VTTS the preferred LPAA has a superior stability and 
the preferred RAM has an inferior stability, the rest of them have a similar stability. 
 
Conclusion: The process heterogeneity method directly influences the results. The median 
estimates are, in their majority, higher in the process heterogeneity models than in the process 
homogeneity models.  
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6.5.3.1.4. Behavioural Refinements and Experience 
Figure 6-13 shows the median VTTS with their 95% confidence intervals for the preferred 
models with and without behavioural refinements and/or experience. When including 
behavioural refinements and/or experience for the VTTS in public transport, there is a 
decrease in the median value for the LPAA MML model (from $6.54 to $6.49 per person hour), 
in the VL MML model (from $5.54 to $5.35 per person hour), and in the CRPHms MML model 
(from $10.19 to $9.94 per person hour). Oppositely, there is an increase in the median value 
for the RAM MML model (from $4.18 to $4.30 per person hour) and the PDP MML (from $9.82 
to $10.24 per person hour). The standard error VTTS increases when adding behavioural 
refinements and/or experience in the VL MML, RAM MML and PDP models, and decreases 
in the LPAA MML and CRPHms models.  
 
When adding behavioural refinements and/or experience there is a decrease in the median 
car VTTS for the LPAA MML model (from $13.78 to $9.35 per person hour), the VL MML 
model (from $16.81 to $15.17 per person hour), and the CRPHms model (from $21.26 to 
$19.39 per person hour), and an increase for the PDP model (from $22.39 to $26.23 per 
person hour),. There is also an increase for the car VTTS median in the RAM MML model 
(from $17.51 to $28.63 per person hour). The standard error VTTS increases when adding 
behavioural refinements and/or experience in the RAM MML model, and decreases for the 
rest of them. What this suggests for decreases is that the marginal (dis)utility in the numerator 
is lower and/or the marginal dis(utility) in the denominator is higher relative to the models 
without these additional observed effects. The inverse is the case for an increase. The best 
we can claim is that the relationship between travel time and travel cost effects is noticeably 
changed when such behavioural refinements and overt experience are accounted for, and 
given the statistical significance of such effects, the implications on choosing practical 
estimates of VTTS is profound. 
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Figure 6-13: VTTS median and 95% confidence intervals for the models with and without 
behavioural refinements and/or experience 
 
Table 6-20 presents the comparison of the VTTS for models with and without behavioural 
refinements and/or experience. As can be seen, there is no clear pattern of increase or 
decrease when including behavioural refinements and/or experience. In the case of the LPAA 
model, the inclusion of behavioural refinements and experience produces a significant 
reduction (estimates are significantly different) in the VTTS in the new light rail, new heavy 
rail, train and car and a significant increase (estimates are significantly different) for the bus. 
This inclusion does not have a statistically significant influence on the VTTS in the new busway 
and existing busway (there is not enough evidence to suggest the estimates are statistically 
different). In the case of the VL heuristic, the inclusion of experience produces a significantly 
different and lower VTTS in the car only, the other differences are not significant. In the RAM 
heuristic, experience produces a significantly different and higher VTTS in the car; for all the 
other modes the differences are not significant. In the CRPH model, the inclusion of 
behavioural refinements and experience produces a significantly different and lower VTTS for 
new busway and bus only; the differences for the rest of the modes are not statistically different 
from zero. In the PDP model, the results are significantly different and lower for the VTTS in 
the new modal investments and a significant increase in the currently available modal facilities.  
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Table 6-20: Comparison of median VTTS for models with and without behavioural 
refinements and/or experience using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 6-14 shows graphically the stability of the VTTS estimate for the 25,000 different draws. 
There does not appear to be any consistent pattern associated with the inclusion of 
behavioural refinements and/or experience. The stability seems to be similar for the models 
with and without behavioural refinements. 
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Figure 6-14: VTTS distribution for different draws using the models with and without 
behavioural refinements and/or experience 
Travel Time LPAA_MML_BRExp vs LPAA_MML
VL_MML_Exp 
vs VL_MML
RAM_MML_Exp 
vs RAM_MML
CRPHms_BRExp 
vs CRPHms
PDP_BRExp 
vs PDP
New Light Rail -2.44 -0.70 0.43 0.40 -8.77
New Heavy Rail -2.25 -0.66 0.42 0.22 -17.85
New Busway 1.72 -0.54 0.36 -1.97 -11.78
Bus 2.35 -0.78 0.53 -2.64 61.55
Busway 1.70 -0.75 0.48 0.41 40.92
Train -2.98 -0.75 0.48 -0.48 38.83
Car -5.77 -2.17 4.45 -1.90 16.40
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These section shows that the inclusion of experience and behavioural refinements has a 
statistically significant influence on the VTTS estimates. These differences are especially 
important in the PDP approach that considers all parameters as fixed, and in the LPAA model.  
 
6.5.3.2. Other Attributes: Egress time, access times and headway  
 
6.5.3.2.1. Process Homogeneity using Different Heuristics 
Figure 6-15 shows the WTP median and 95% confidence intervals of the other attributes for 
three models that represent process homogeneity: LPAA_MML_BRExp, VL_MML_Exp and 
RAM_MML_Exp. The median WTP for access time and egress time in public transport are 
lower in the RAM model ($3.44 and $2.68 per person hour, respectively), followed by the VL 
model ($4.38 and $3.08, respectively), and higher for the LPAA model ($6.43 and $5.15, 
respectively). The median WTP for car egress time is lower in the LPAA model ($6.60 per 
person hour) and higher in the RAM model ($13.03). In the case of the headway, the LPAA 
model estimates the lowest median WTP ($0.05 per person minute) and the VL model 
estimates the largest ($0.09 per person minute).  
Summary: Comparison of the models with and without experience and behavioural refinements 
 
Public transport VTTS  
 median when adding experience and behavioural refinements 
o increases for RAM and PDP 
o decreases for LPAA, VL and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for VL, RAM and PDP 
o decreases for LPAA and CRPH 
 
Car VTTS  
 median when adding experience and behavioural refinements 
o increases for RAM  
o decreases for LPAA, VL, PDP and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for RAM 
o decreases for LPAA, VL, PDP and CRPH 
 
Significant differences? The majority of the differences between the VTTS for the models with and 
without behavioural refinements and experience are significant in the LPAA and PDP model; in the 
VL and RAM model only the differences in the car are significant; and in the CRPH only for the new 
busway and bus.  
 
Stability of the VTTS estimates? Similar stability with and without experience and behavioural 
refinements. 
 
Conclusion: The inclusion of experience and behavioural refinements significantly influences the 
VTTS estimates although there is no clear patter if they produce an increase or decrease in the 
median and standard errors.  
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For the standard errors, the LPAA model produces the lowest standard errors for the WTP 
associated with public transport and car egress times and headway. The RAM model has the 
lowest standard error of the WTP for the access time. Contrarily, the RAM heuristic estimates 
the highest standard error of the WTP for the public transport and car egress times and 
headway, and the LPAA heuristic for the access time.  
 
Access Time 
 
Headway 
 
Egress Time in Public Transport 
 
Egress Time in Car 
 
 
Figure 6-15: Attributes WTP median and 95% confidence intervals for the models with 
process homogeneity 
 
For each mode of transport, the WTP of the different models was compared to see if they were 
statistically different from each other, and the results are presented in Table 6-21. The WTP 
estimates for the access time and public transport egress times are significantly different and 
lower in the LPAA preferred model than in the VL and RAM models. The WTP for the car 
egress time is significantly different and higher in the LPAA model than in the other two (VL 
and RAM). The WTP for the headway is significantly different and higher in the LPAA model 
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than in the VL, and it is significantly different and higher than the RAM model only for the train 
(the others are not statistically different). The results show that the RAM and VL models 
estimate significantly different WTP for the access time (for all the modes except the new 
busway), car egress time, and headway for the bus and train with 95% confidence level. All of 
them are lower in the RAM model except for the car egress time which is lower in the VL 
model. 
 
Table 6-21: Comparison of attributes’ median WTP estimates for models with process 
homogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 6-16 shows the distribution of the WTP for the all attributes (except for the travel time 
that was analysed previously) using 25,000 different draws for the models that represent 
process homogeneity, which is required to analyse the stability of the WTP. The stability for 
all the attributes is relatively similar across the models, except for the headway where the 
LPAA model has a superior stability and the RAM model an inferior stability.  
Attribute Mode VL_MML_Exp vs LPAA_MML_BRExp
RAM_MML_Exp vs 
LPAA_MML_BRExp
RAM_MML_Exp vs 
VL_MML_BRExp
Access Time New Light Rail -3.76 -6.44 -2.42
New Heavy Rail -3.61 -6.08 -2.24
New Busway -4.72 -6.51 -1.74
Bus -6.76 -9.40 -2.55
Busway -6.20 -8.84 -2.53
Train -3.83 -6.60 -2.47
Egress Time New Light Rail -5.74 -7.15 -1.34
New Heavy Rail -5.48 -6.76 -1.22
New Busway -6.41 -7.33 -0.96
Bus -9.20 -10.59 -1.43
Busway -8.51 -9.91 -1.43
Train -5.93 -7.37 -1.36
Car 3.76 6.83 4.00
Headway New Light Rail 3.84 1.86 -1.85
New Heavy Rail 3.64 1.73 -1.72
New Busway 2.24 0.85 -1.36
Bus 3.27 1.22 -2.01
Busway 3.25 1.24 -1.94
Train 4.18 2.00 -1.96
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Figure 6-16: Attributes WTP distribution for different draws using the models with process 
homogeneity 
 
The results of this section show that the WTP estimates are significantly different from each 
other using the t-test to compare two parameters (Section 3.8.1) for the majority of the 
attributes when using the various process strategies. Therefore, when considering process 
homogeneity, the selection of an appropriate process strategy is crucial since it has a 
significant influence on the outcome.  
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6.5.3.2.2. Probabilistic Decision Process versus Conditioning 
Random Process Heterogeneity 
Figure 6-17 compares the PDP and CRPH approaches, both used to include process 
heterogeneity. For the access time and car egress times, the PDP models obtain the highest 
median WTP values compared to the CRPH models. In the case of the public transport egress 
time, the median WTP it is larger in the CRPHms ($7.44 per person hour) followed by the 
CRPHms_BRExp ($7.43) model and then for the PDP model ($7.11), the lowest median WTP 
is in CRPHs model ($3.53). The headway median WTP is smaller in the PDP, PDP_BRExp 
and CRPHm model ($0.05 per person minute) and larger in the CRPHms_BRExp model 
($0.09 per person minute). As expected, the standard error is always larger in the CRPH 
model because it estimates every parameter as random, contrary to the PDP models. 
  
Summary: Comparison of the preferred process homogeneity models LPAA_MML_BRExp; 
RAM_MML_Exp and VL_MML_Exp 
 
Access time WTP  
 median (lower to higher): RAM, VL, LPAA 
 standard error (lower to higher): RAM, VL, LPAA 
 
Egress time public transport WTP 
 median (lower to higher): RAM, VL, LPAA 
 standard error (lower to higher): LPAA, VL, RAM 
 
Egress time car WTP 
 median (lower to higher): LPAA, VL, RAM 
 standard error (lower to higher): LPAA, VL, RAM 
 
Headway WTP 
 median (lower to higher): LPAA, RAM, VL 
 standard error (lower to higher): LPAA, VL, RAM 
 
Significant differences? The majority of the differences are statistically significant between the LPAA 
model and the RAM or the VL. Models RAM and VL seem to be more similar between them.  
 
Stability of the WTP estimates? The stability is similar for the models, except for the headway which 
has a superior stability in the LPAA model. 
 
Conclusion: The use of LPAA, RAM or VL as the sole process strategy being used by individuals 
has a significant influence on the WTP estimates. 
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Figure 6-17: Attributes WTP median and 95% confidence intervals standard error for the 
models with process heterogeneity 
 
Table 6-22 presents the results of the comparison between the WTP estimates for each mode 
in the PDP and CRPH models (with and without behavioural refinements and experience). 
Both median and standard error are used to compare the WTP estimates using the t-test 
(Section 3.8.1). In the models without behavioural refinements or experience, the access time 
WTP is significantly different and lower in the CRPH model for new light rail, new heavy rail, 
bus and busway, and significantly higher for the train. For the egress times WTP, it is 
significantly different and lower in the CRPH model for the new light rail, new heavy rail, train 
and car, and significantly different and higher for the other modes (i.e., new busway, bus and 
busway). In the case of the models with behavioural refinements and experience, the access 
time WTP is always significantly different and lower in the CRPH model except for the new 
busway which is significantly different and higher in the CRPH model. The egress times WTP 
are significantly different and higher in the CRPH model for the new busway, bus, and busway, 
and significantly different and lower for the train and car. The headway WTP estimate is 
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significantly different and lower in the CRPH for the new light rail, and significantly different 
and higher for the rest of the modes (for the new heavy rail it is significantly higher with an 
80% confidence level, the rest all with 95% confidence level).  
 
Table 6-22: Comparison of attributes median WTP estimates for models with process 
heterogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 6-18 summarises the stability of the WTP estimates for the CRPH models. The PDP is 
not included in these figures because it estimated all parameters as fixed. The graphs show a 
superior stability for the WTP of all the attributes for model CRPHs. The worst stability in the 
public transport and car egress times is for model CRPHms and in the headway for model 
CRPHms_BRExp. In the case of the access time, there is a similar stability between the 
CRPHm, CRPHms and CRPHms_BRExp models.  
Attribute Mode CRPHms vs PDP CRPHms_BRExp vs PDP_BRExp
Access Time New Light Rail -11.86 -10.43
New Heavy Rail -11.86 -9.72
New Busway 0.20 2.51
Bus -7.34 -6.36
Busway -2.66 -4.67
Train 5.26 -10.06
Egress Time New Light Rail -6.97 0.34
New Heavy Rail -7.00 -0.37
New Busway 7.07 15.62
Bus 8.28 15.90
Busway 6.02 9.32
Train -9.56 -11.09
Car -24.01 -2.96
Headway New Light Rail 1.08 -8.59
New Heavy Rail 0.28 1.80
New Busway 2.45 3.79
Bus 2.92 7.25
Busway 2.65 4.30
Train 0.03 2.00
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Figure 6-18: Attributes WTP distribution for different draws using the models with process 
heterogeneity 
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Summary: Comparison of the preferred models of two approaches to include process 
heterogeneity, PDP_BRExp and CRPHms_BRExp 
 
Access time and car egress time WTP  
 median (lower to higher): CRPH, PDP 
 standard error (lower to higher): PDP, CRPH 
 
Public transport egress time and headway WTP  
 median (lower to higher): PDP, CRPH 
 standard error (lower to higher): PDP, CRPH 
 
Significant differences? Almost all the WTP estimates are significantly different from each other 
when using the two approaches. 
 
Stability of the WTP estimates? PDP is completely stable since every parameter is estimated as 
fixed. 
 
Conclusion: The PDP approach produces significantly different WTP for all the attributes relative to 
the CRPH approach.  
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6.5.3.2.3. Process Heterogeneity versus Process Homogeneity 
Figure 6-19 presents the median and standard error WTP estimates for the three preferred 
models associated with process homogeneity (LPAA_MML_BRExp, VL_MML_Exp, and 
RAM_MML_Exp) and two models for each of the process heterogeneity methods (CRPHms 
and CRPHms_BRExp; PDP and PDP_BRExp), and Table 6-23 shows the comparison of the 
estimates using the median and standard error (Section 3.8.1). The results suggest that the 
majority of the attributes’ median WTP estimates are larger in the process heterogeneity 
models than in the process homogeneity models, and there are significant differences 
between them. Relative to the CRPH preferred model, the egress times median WTP are all 
significantly different and lower in the LPAA and VL model for all the modes and in the RAM 
for all the modes except the car (which are not statistically different). The access time median 
WTP are significantly different and higher in the CRPH models than in the LPAA model only 
for the new busway and significantly different and lower for the new light rail and new heavy 
rail. The CRPH also estimates significantly different and higher access time WTP than the 
RAM and VL models for the new busway, bus, busway and train (for the new light rail and new 
heavy rail the differences are not significant). For the headway median WTP, the CRPH 
models estimates significantly different and higher values for all the modes considering 90% 
confidence level. The headway WTP estimates seem relatively similar between the CRPH and 
VL model, except for the new light rail and train which are significantly different and lower in 
the CRPH model (90% confidence level).  
 
Comparing the PDP preferred model with the process homogeneity models, the PDP model 
estimates significantly different and higher median WTP estimates for the access times and 
egress times for all the modes (with a few exceptions that are not statistically different and 
presented in Table 6-23 with **). The PDP approach estimates significantly different and lower 
headway median WTP than the VL model for all the modes except for the new light rail; 
significantly different and higher median WTP than the LPAA model for the new light rail and 
significantly different and lower for the bus; and significantly different and higher than the RAM 
model for the new light rail, and significantly different and lower for the bus, busway and train.  
 
The standard errors are always lower in the PDP as it considers only fixed parameters. The 
second lowest standard error is in the LPAA model for the headway and car egress time, for 
the CRPH model in the public transport egress time and for RAM in the access time. The 
largest standard error is in the RAM model for the egress times, and in the CRPH model for 
the access time and headway.  
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Figure 6-19: WTP median and 95% confidence intervals for the models with process 
homogeneity versus process heterogeneity 
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Table 6-23: Comparison of attributes median WTP estimates for models with process 
heterogeneity and process homogeneity using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
 
Figure 6-20 summarises the stability of the attributes WTP for the different models. The 
stability in the public transport egress time is relatively similar for all the models. For the access 
time and headway WTP the stability is superior in the process homogeneity models than in 
the CRPH. The car egress time WTP stability is superior only in the LPAA model, the rest of 
the models have a similar stability.  
 
Access Time 
 
Headway 
 
LPAA_MML_
BRExp
VL_MML_
Exp
RAM_MML_
Exp
LPAA_MML_
BRExp
VL_MML_
Exp
RAM_MML_
Exp
Access Time New Light Rail -4.11 -0.53 1.74 6.16 10.72 15.04
New Heavy Rail -4.20 -0.92 1.07 5.75 10.16 14.15
New Busway 2.12 6.78 8.56 0.42 7.45 10.50
Bus -0.58 5.83 8.29 6.09 16.63 21.53
Busway 0.36 5.95 8.27 6.16 15.65 20.51
Train 0.05 3.50 5.94 12.47 16.41 21.39
Egress Time New Light Rail 5.34 11.11 12.64 6.50 13.20 15.03
New Heavy Rail 4.35 9.96 11.33 5.80 12.28 13.91
New Busway 10.33 17.35 18.30 -0.19 9.02 10.32
Bus 13.86 24.04 25.49 4.45 17.80 19.73
Busway 10.78 20.10 21.60 6.11 18.26 20.21
Train 3.42 9.55 11.10 13.15 19.03 20.83
Car 9.18 3.95 -1.26 27.53 8.18 0.22
Headway New Light Rail 3.24 -1.94 0.48 7.71 1.19 3.88
New Heavy Rail 1.86 -1.62 0.11 0.72 -4.06 -1.64
New Busway 2.92 1.08 2.19 -0.40 -3.46 -1.55
Bus 3.79 1.21 2.80 -4.34 -8.58 -5.79
Busway 3.29 0.54 2.20 -0.41 -4.79 -2.07
Train 1.66 -2.21 -0.28 0.12 -5.20 -2.45
Mode
CRPHms_BRExp vs PDP_BRExp vs
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Figure 6-20: Attributes WTP distribution for different draws using the models with process 
homogeneity versus process heterogeneity 
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Summary: Comparison of the preferred models with process homogeneity (LPAA_MML_BRExp, 
VL_MML_Exp and RAM_MML_Exp) with the preferred models with process heterogeneity 
(PDP_BRExp, CRPHms_BRExp) 
 
Access time WTP  
 median (lower to higher): RAM, VL, CRPH, LPAA, PDP 
 standard error (lower to higher): PDP, RAM, VL, LPAA, CRPH 
 
Egress time public transport WTP 
 median (lower to higher): RAM, VL, LPAA, PDP, CRPH 
 standard error (lower to higher): PDP, CRPH, LPAA, VL, RAM 
 
Egress time car WTP 
 median (lower to higher): LPAA, VL, CRPH, RAM, PDP 
 standard error (lower to higher): PDP, LPAA, CRPH, VL, RAM 
 
Headway WTP 
 median (lower to higher): LPAA, PDP, RAM, CRPH, VL 
 standard error (lower to higher): PDP, LPAA, RAM, VL, CRPH 
 
 
Significant differences? The majority of the differences between the VTTS are statistically different 
when considering process heterogeneity (i.e., PDP or CRPH) instead of process homogeneity (i.e., 
LPAA, RAM or VL) for all modes. 
 
 
Stability of the WTP estimates? The stability of the WTP for the access time, car egress time and 
headway is superior in the process homogeneity models. For the public transport egress time the 
stability of the models is relatively similar. 
 
Conclusion: The process heterogeneity method directly influences the results and it produces 
significantly different median WTP estimates relative to the process homogeneity models.  
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6.5.3.2.4. Behavioural Refinements and Experience 
Figure 6-21 shows the WTP median and 95% confidence interval estimates for the models 
with and without behavioural refinements and/or experience, and Table 6-24 presents the 
comparison.  When adding behavioural refinements and experience in the LPAA model: the 
median access time WTP for the bus significantly increases; the median egress time WTP for 
the new light rail, new heavy rail, train and car significantly decreases; and the median 
headway WTP for the new light rail, new heavy rail and train significantly decreases. In the VL 
model, there are significant increases in the median access time WTP for the bus, busway 
and train. In the RAM model, there are significant decreases in the median access time WTP 
for the new light rail, bus, busway and train; and a significant increase in the median car egress 
time WTP. In the CRPH process heterogeneity model, there is a significant increase in the 
median access time WTP for the bus and a significant decrease for the train; there is a 
significant decrease of the median car egress time WTP; and a significant increase in the 
median headway WTP for the new light rail. Finally, when adding behavioural refinements and 
experience in the PDP model there are significant decreases in the median egress time WTP 
for all the modes, in the headway WTP for all the modes except new light rail, and in the 
access time WTP for the new busway. There are also significant increases in the median 
access times WTP for the bus, busway and train, and for the car egress time WTP. In 
conclusion, there is a significantly higher influence on the median WTP estimates for the PDP 
model, followed by the LPAA model. This is an important finding as it is suggesting that when 
considering process heterogeneity and random parameters the importance of behavioural 
refinements and experience becomes less influential.  
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Figure 6-21: Attributes WTP median and 95% confidence intervals for the models with and 
without behavioural refinements and/or experience 
 
Table 6-24: Comparison of attributes’ median WTP estimates for models with and without 
behavioural refinements and/or experience using t-test 
 
Note: Bold and italic estimates are the ones significant at a 95% confidence level 
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Attribute Mode LPAA_MML_BRExp vs LPAA_MML
VL_MML_Exp 
vs VL_MML
RAM_MML_Exp 
vs RAM_MML
CRPHms_BRExp 
vs CRPHms
PDP_BRExp 
vs PDP
Access Time New Light Rail -0.64 -1.89 -1.99 0.18 -0.85
New Heavy Rail -0.56 -1.79 -1.88 -0.15 -0.79
New Busway 1.58 -1.46 -1.53 0.58 -10.77
Bus 2.20 -2.11 -2.21 3.64 23.46
Busway 1.79 -2.02 -2.12 0.65 24.03
Train -0.89 -2.02 -2.15 -7.79 31.79
Egress Time New Light Rail -2.13 -0.63 1.06 1.75 -34.51
New Heavy Rail -1.98 -0.60 1.00 1.17 -34.98
New Busway 0.84 -0.48 0.81 -0.94 -41.23
Bus 1.12 -0.70 1.18 -0.69 -23.48
Busway 0.69 -0.67 1.11 -0.86 -10.74
Train -2.54 -0.67 1.16 0.50 -3.24
Car -3.77 -0.93 6.61 -2.85 -102.14
Headway New Light Rail -2.24 -0.99 1.03 2.68 64.57
New Heavy Rail -2.11 -0.94 0.96 0.92 -3.33
New Busway -1.07 -0.76 0.78 0.43 -8.13
Bus -1.58 -1.10 1.13 0.66 -91.08
Busway -1.61 -1.05 1.09 0.72 -8.99
Train -2.46 -1.05 1.08 0.82 -15.88
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Figure 6-22 graphically shows the stability of the attributes’ WTP estimates (except for travel 
time). There does not appear to be any pattern associated with the inclusion of behavioural 
refinements and/or experience. 
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Figure 6-22: Attributes WTP distribution for different draws using the models with and 
without behavioural refinements and/or experience 
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6.6. Conclusions 
This chapter has used a new dataset, the Northwest dataset, to estimate the exact same 
models as estimated in the previous chapter on the Metro Rail dataset. For the three different 
process strategies, RAM, VL and LPAA five types of models were presented: (1) individuals 
use LPAA as their only process strategy; (2) individuals use VL as their only process strategy; 
(3) individuals use RAM as their only process strategy; (3) individuals may use any of the three 
process strategies with a certain probability (PDP); (4) individuals use a combination of the 
three process strategies by conditioning the parameters normally defined under LPAA with 
the alternative strategies (CRPH). Assessing the models for each process heuristic and for 
process heterogeneity, in terms of the overall model fit (using the log likelihood ratio test and 
the Vuong test), offers encouraging evidence that the inclusion of experience and behavioural 
refinements has a statistically superior overall performance for all the model types. The 
preferred models support random parameters, providing a better overall model fit, except for 
the PDP approach where all parameters are fixed. 
Summary: Comparison of the models with and without experience and behavioural refinements 
Access time WTP  
 median when adding experience and behavioural refinements 
o increases for LPAA,  PDP 
o decreases for VL, RAM and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for PDP 
o decreases for LPAA, VL, RAM and CRPH 
 
Egress times (public transport and car) WTP 
 median when adding experience and behavioural refinements 
o increases for RAM 
o decreases for LPAA, VL, PDP and CRPH 
 standard error when adding experience and behavioural refinements 
o increases for RAM 
o decreases for LPAA, VL, PDP and CRPH 
 
Headway WTP 
 median when adding experience and behavioural refinements 
o increases for RAM and CRPH 
o decreases for LPAA, VL, PDP 
 standard error when adding experience and behavioural refinements 
o increases for RAM 
o decreases for LPAA, VL, PDP and CRPH 
 
Significant differences? The majority of the WTP estimates are significantly different when 
considering behavioural refinements and experience for the PDP model. The LPAA model also has 
several significant differences. 
 
Stability of the WTP estimates? Similar stability with and without experience and behavioural 
refinements. 
 
Conclusion: The inclusion of experience and behavioural refinements significantly influences the 
WTP median and standard error especially in the PDP model and LPAA. 
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The behavioural refinements and experience of the models was first compared. The results 
showed statistically significant differences in the behaviour of the experience parameter when 
considering different process strategies as the sole heuristic being used by individuals. Since 
the nature of the process strategies is different, it was anticipated that overt experience would 
have a different influence in each of them. Moreover, the results suggest that experience and 
risk attitudes are less statistically significant when considering process heterogeneity than 
under process homogeneity. This is an important finding suggesting that the importance of 
including additional behavioural components is reduced when considering process 
heterogeneity; hinting some amount of possible confoundment of specific behavioural 
assumptions and a random distribution of parameter estimates. Consistent with the MetroRail 
dataset from Chapter 5, this raises the interesting question of what role random parameters 
play in capturing process heterogeneity when specific processing heuristics are 
accommodated. In general, we would tend to prefer explicit systematic sources of explanation 
and not unobserved non-systematic sources of preference heterogeneity, unless there are 
problems in applying such systematic sources in practice (such as forecasting future levels). 
 
Statistical fit indicators, such as the log likelihood ratio and the AIC were used to compare 
models. They showed that the CRPH preferred model (CRPHms_BRExp) was superior to the 
other ones. This was followed – not so closely – by the CRPHms, the RAM_MML_Exp, and 
the LPAA_MML_BRExp models. 
 
The WTP median estimates and the 95% confidence intervals were compared to see if the 
different formulations produced similar or different results. The evidence suggest significant 
differences in the WTP estimates for all the indicators when considering different process 
strategies where each is the only heuristic being used by respondents, as well as differences 
when assuming process homogeneity in contrast to process heterogeneity. The most 
important finding is that the inclusion of process heterogeneity together with the process 
heuristic selected has a significant influence on the key behavioural outcomes such as WTP 
estimates.  
 
The key question that needs to answered is whether we have identified, from all the models 
and process heuristics assumptions, pointers to support one (or maybe more) behaviourally 
appealing ways of representing the preferences of a sample of travellers, and what this mean 
for willingness to pay estimates in contrast (at least) to the very standard and traditional simple 
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LPAA form from which WTP estimates are commonly obtained. What we find in this chapter 
is that the preferred model CRPHms_BRExp results in WTP estimates for key attributes that 
are typically lower when considering process homogeneity under LPAA, VL or RAM. The 
CRPHms_BRExp model supports the idea that there is significant taste heterogeneity across 
the sample, where the mean and standard deviation of the parameters - normally defined 
under and LPAA model - interact with alternative process strategies, such as VL and RAM. 
The next chapter will compare the results in Chapter 5 and the current chapter, using the 
evidence to offer a number of more portable findings based on two datasets.  
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CHAPTER 7 
7. Conclusions and Future Research 
 
 
7.1. Summary 
The objective of this thesis was to integrate multiple decision process strategies, Value 
Learning (VL) and Relative Advantage Maximisation (RAM) in particular, alongside the 
traditional LPAA ‘process rule’ with behavioural refinements (i.e., risk attitudes, perceptual 
conditioning and experience), to take into account process endogeneity in choice responses. 
A novel approach was proposed to include process heterogeneity, referred to as conditioning 
of random process heterogeneity (CRPH), where the mean and standard deviation of the 
parameters normally defined under an LPAA heuristic are conditioned by process strategies. 
This approach takes into account the relationship between process heterogeneity and taste 
heterogeneity. In the following sections we synthesise the main contributions, re-visiting the 
research questions proposed in Chapter 1. We also suggest areas of future research that build 
on the contributions herein and offer some concluding remarks. 
 
7.2. Main Contributions of this Thesis 
A number of research questions were presented in previous chapters to position the focus of 
the research, recognising the greater emphasis that should be placed on the duality of 
choosing a process rule and the outcome choice. This interest aligns with McFadden's (2001, 
p. 374) call to include information, experience and decision processes in the traditionally used 
random utility maximization (RUM) framework, referred to in  Chapter 1: 
“What lies ahead? I believe that the basic RUM theory of decision-making, with a much larger 
role for experience and information in the formation of perceptions and expression of 
preferences, and allowance for the use of rules as agents for preferences, can describe most 
economic choice behavior in markets, surveys, and the laboratory. If so, then this framework 
240 
 
can continue for the foreseeable future to form a basis for microeconometric analysis of 
consumer behavior and the consequences of economic policy.” 
 
We revisit each research question and assess the new evidence obtained from the myriad of 
models presented herein that investigate the role of process homogeneity, process 
heterogeneity, behavioural refinements and experience, using two datasets in the Sydney 
context - the Metro Rail dataset and the Northwest dataset. The use of two datasets offered 
an opportunity to establish the extent to which the proposed methods can be supported more 
generally. A number of assessment criteria were used to assess how the various process 
strategies and behavioural refinements (i.e. taste heterogeneity, risk attitudes, perceptual 
conditioning) contribute to the relative ‘performance’ of each model form. These are goodness 
of statistical fit, class probability allocations (when using latent class models), statistical 
significance of each attribute (parameter) of interest, and the profile of median and standard 
deviation estimates of willingness to pay (WTP). The last part of this Section revisits the 
conceptual framework for decision making proposed in Chapter 1, and how the findings 
support and reinforce the value of the behavioural extensions developed in this thesis.  
 
Research Question 1: Are preferences better represented when considering multiple decision 
process strategies, risk attitudes, perceptual conditioning and experience? How might they 
work together? 
Table 7-1 presents the AIC indicator (considering the log likelihood while penalising the 
number of parameters estimated) as a representation of the overall statistical performance of 
the models with and without behavioural refinements and/experience. The results suggest that 
behavioural refinements and experience improve all the models. A colour scale is used to 
show the greatest improvements (darker green) and lesser improvements (lighter green), in 
terms of the AIC difference value. In both datasets, the largest AIC improvements, when 
including these additional parameters, are associated with the LPAA MNL and RAM MNL 
models.  
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Table 7-1: Summary and comparison of AIC indicators for models with and without 
behavioural refinements and/or experience (BRExp) 
 
*Colour scale represents a detriment (red) or improvement (green) in the AIC indicator when including behavioural 
refinements and/or experience. A darker colour tone represents a higher detriment or improvement. 
 
When including behavioural refinements and experience in the PDP model, there was a major 
shift in the class memberships in both datasets, presented in Figure 7-1. In the PDP_MNL 
models the probability of individuals using the RAM heuristic was the highest (0.50 in the Metro 
Rail dataset and 0.51 in the Northwest dataset) and the lowest was for the LPAA heuristic 
(0.18 in the Metro Rail dataset and 0.17 in the Northwest dataset).  When adding behavioural 
refinements and experience, models PDP_MNL_BRExp, the probability of individuals using 
the LPAA heuristic was the highest (0.45 in the Metro Rail dataset and 0.50 in the Northwest 
dataset), and the lowest in the Metro Rail dataset was for the VL heuristic (0.18) and in the 
Northwest dataset was for the RAM heuristic (0.15). These findings emphasise that inclusion 
of behavioural refinements and experience change the distribution of preferences across the 
assessed heuristics and benchmark reference form (LPAA) and matter in a statistical sense 
as well as an intuitively appealing behavioural sense. There is a case for including these 
phenomena in choice studies.  
 
Without 
BRExp
With 
BRExp
Difference AIC (Without 
BRExp - With BRExp)
Without 
BRExp
With 
BRExp
Difference AIC (Without 
BRExp - With BRExp)
LPAA MNL 1.339 1.301 0.039 2.731 2.674 0.056
LPAA MML 1.067 1.054 0.013 2.085 2.047 0.038
VL MNL 1.265 1.259 0.006 2.657 2.650 0.008
VL MML 1.075 1.071 0.004 2.097 2.087 0.010
RAM MNL 1.342 1.301 0.042 2.730 2.680 0.050
RAM MML 1.065 1.054 0.011 2.067 2.027 0.040
PDP 1.080 1.068 0.012 2.202 2.167 0.035
CRPH 1.052 1.047 0.005 2.023 1.999 0.025
AIC Metro Rail AIC Northwest
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Figure 7-1: Class probability distribution for PDP models 
 
The second part of this research question refers to whether preferences are better represented 
by multiple decision process strategies. Table 7-2 presents the difference between the AIC 
indicators for the models with process homogeneity and process heterogeneity. The red colour 
scale represents a detriment in the AIC indicator when considering process heterogeneity 
relative to process homogeneity, and a darker (lighter) red represents a larger (lower) 
detriment. The green colour scale represents an improvement in the AIC indicator, where a 
larger (lower) improvement is represented by darker (lighter) green. As can be seen, the PDP 
approach used to integrate multiple process strategies has a worse AIC indicator than most 
of the process homogeneity models (with the exception of the VL MML with behavioural 
refinements and experience, BRExp, in the Metro Rail dataset). Contrarily, the CRPH models 
used to consider process heterogeneity have a much improved AIC indicator than all the 
process homogeneity models, for both datasets. This reveals the importance and impact of 
random parameters when understanding preferences and raises the question of what role 
random parameters play in capturing process heterogeneity when specific processing 
heuristics are accommodated. 
 
0.50 0.51
0.37
0.15
0.32 0.32
0.18
0.34
0.18 0.17
0.45 0.50
Metro Rail Northwest Metro Rail Northwest
RAM VL LPAA
PDP_MNL PDP_MNL_BRExp
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Table 7-2: Comparison of AIC indicators for models with process homogeneity and process 
heterogeneity 
*Colour scale represents a detriment (red) or improvement (green) in the AIC indicator when considering process 
heterogeneity relative to process homogeneity. A darker colour tone represents a higher detriment or improvement. 
 
When allowing for multiple process strategies, experience and behavioural refinements to 
capture preference variations, the overall performance of the models is statistically better (and 
behaviourally more appealing).  However, it is important to understand how these components 
work together. Table 7-3 presents a summary of the parameters that were shown to be 
statistically significant in the models that included behavioural refinements and/or experience 
for each dataset. The last column in the table presents the percentage of the parameters that 
were statistically significant out of all that were tested. In the LPAA MNL model, which 
represents a relatively simple model with fixed parameters and including one – and the most 
commonly used - process strategy, 50% of the parameters tested were statistically significant 
in the Metro Rail dataset, and 82% in the Northwest dataset. The notable difference between 
these percentages is in perceptual conditioning, which was only tested in the Metro Rail 
dataset but was not found statistically significant in Northwest data because no attribute was 
presented with levels of variation. However, both data sources found the experience 
parameter for all the modes and more than half of the possible risk attitudes to be statistically 
significant. When adding random parameters to the LPAA (LPAA MML), there is a decrease 
on the number of parameters found to be statistically significant: in the Metro Rail dataset from 
50% to 43% and in Northwest from 82% to 36%. The larger decrease for the Northwest data 
relative to the Metro Rail is mainly due to the experience parameters where half were not 
statistically significant, whereas in the Metro Rail dataset all remained statistically significant. 
Process Homogeneity 
Model
Process Heterogeneity 
Model
Models without BRExp Models with BRExp
LPAA MML PDP -0.013 -0.014
LPAA MML CRPH 0.015 0.007
VL MML PDP -0.005 0.003
VL MML CRPH 0.023 0.024
RAM MML PDP -0.015 -0.014
RAM MML CRPH 0.013 0.007
LPAA MML PDP -0.117 -0.12
LPAA MML CRPH 0.062 0.048
VL MML PDP -0.105 -0.08
VL MML CRPH 0.074 0.088
RAM MML PDP -0.135 -0.14
RAM MML CRPH 0.044 0.028
Models Difference AIC (Process homegeneity model - Process heterogeneity model)
Metro Rail
Northwest
Dataset
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The models that considered VL or RAM as the only process strategy being used only included 
experience and not behavioural refinements. In the Metro Rail dataset 2/3 of the experience 
parameters were statistically significant in the VL model, and all were in the RAM model. In 
the Northwest dataset, all the experience parameters were statistically significant in the VL 
and RAM models. There was no difference in the number of significant behavioural 
refinements and/or experience parameters when adding random parameters in the VL or RAM 
models for both datasets. 
 
The last two rows in each dataset in Table 7-3 summarise the evidence for the process 
heterogeneity models. There is a large decrease in the percentage of behavioural refinements 
and experience parameters found to be statistically significant for these models. For the PDP 
model in the Metro Rail dataset, only a 25% of these parameters were statistically significant 
and 22% in the Northwest dataset. Even though the PDP model tested many more experience 
parameters (3 times more representing each class), approximately only 1/4 of them were 
statistically significant. For the CRPH approach, these percentages decrease even more: in 
the Metro Rail dataset, to 21%, and in the Northwest dataset, to 18%. The finding that the 
process heterogeneity models identified statistically significantly less behavioural refinements 
and experience parameters is an important finding. This suggests that the importance of 
including additional behavioural components is reduced in the presence of process 
heterogeneity (i.e., the PDP and CRPH models) relative to process homogeneity (i.e., LPAA, 
VL or RAM models), and that the risk of confoundment may increase with more complex model 
forms. This statement is very important as it is saying that by including process heterogeneity 
other behavioural refinements are not as important. It could certainly be because process 
heterogeneity is somehow confounded with the behavioural refinements, but we cannot be 
certain of this. We can only argue that less attention is required on other behavioural 
refinements when including process heterogeneity. 
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Table 7-3: Summary of the behavioural refinements and experience significant in the preferred models 
 
Preferred 
Models 
Model Characteristics Behavioural Refinements and Experience Parameters 
Dataset Random 
Parameters 
Multiple decision 
process strategies 
Experience Risk attitudes Perceptual 
conditioning 
Number of 
Parameters 
% of Total 
Possibilities 
Metro Rail LPAA MNL No No Yes (3/3) Yes (3/4 travel time + 1/5 cost) No (0/2) 7 50% 
LPAA MML Yes No Yes (3/3) Yes (0/4 travel time + 2/5 cost) Yes (1/2) 6 43% 
VL MNL No No Yes (2/3) - - 2 67% 
VL MML Yes No Yes (2/3) - - 2 67% 
RAM MNL No No Yes (3/3) - - 3 100% 
RAM MML Yes No Yes (3/3) - - 3 100% 
PDP No Yes Yes (4/9) Yes (0/4 travel time + 1/5 cost) No (0/2) 5 25% 
CRPHms Yes Yes Yes (3/3) No (0/4 travel time + 0/5 cost) No (0/2) 3 21% 
Northwest LPAA MNL No No Yes (4/4) Yes (2/3 travel time + 3/4 cost) - 9 82% 
LPAA MML Yes No Yes (2/4) Yes (0/3 travel time + 2/4 cost) - 4 36% 
VL MNL No No Yes (4/4) - - 4 100% 
VL MML Yes No Yes (4/4) - - 4 100% 
RAM MNL No No Yes (4/4) - - 4 100% 
RAM MML Yes No Yes (4/4) - - 4 100% 
PDP No Yes Yes (4/16) Yes (0/3 travel time + 1/4 cost) - 5 22% 
CRPHms Yes Yes Yes (2/4) No (0/3 travel time + 0/4 cost) - 2 18% 
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Research Question 2: How do decision process strategies interact with each other? 
Two approaches were used to integrate multiple decision processing strategies. The PDP 
approach suggests, from the perspective of the decision maker, that there is no statistically 
significant interaction between two or three process strategies but an individual respondent 
will select an independent process strategy, in the presence of other process heuristics, up to 
a probability. In contrast, the CRPH approach hypothesises that the assessed decision 
process strategies interact with each other with individuals using more than one rule to 
evaluate a specific attribute. This interaction between process strategies is included in the 
mean parameter estimate across the sample and in the standard deviation (capturing 
preference heterogeneity). The CRPH approach is an innovative approach to testing for 
preference heterogeneity at the attribute level in a setting of process heuristics compared to 
the PDP approach, the most common approach used in the transport literature (and other 
literatures) to integrate multiple heuristics in choice making models.  
 
Table 7-4 summarises the AIC indicators for the preferred PDP and CRPH models for each 
dataset. There is a significant improvement in the AIC when considering the CRPH approach: 
in the Metro Rail dataset this improvement is 0.021 and in the Northwest dataset it is 0.169.  
These differences are significant and show that the CRPH provides an improved 
representation of preferences in both datasets. This supports the position that process 
strategies can and often do interact with each other in preference revelation.  
 
Table 7-4: AIC indicator of preferred PDP and CRPH models 
Dataset Model Number of 
Parameters 
Estimated 
Log 
Likelihood at 
convergence 
Log 
likelihood at 
zero 
AIC 
Metro Rail PDP_MNL_BRExp 47 -5,007.53 
-13,125.44 
1.068 
CRPHms_BRExp 35 -4,922.41 1.047 
Northwest PDP_MNL_BRExp 44 -4,864.47 
-7,838.25 
2.167 
CRPHms_BRExp 32 -4,494.74 1.999 
 
The interactions that are statistically significant for the preferred CRPH models are shown in 
Table 7-5 with different colours for each dataset, where yellow represents statistically 
significant interactions in the preferred CRPH model for both datasets. Four interactions 
between the standard deviation and the process strategies were present in both datasets: 
access time with RAM; fare public transport with both VL and RAM; and travel time public 
transport with VL. There was only one interaction between the mean and process strategies 
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present in both datasets: headway public transport and VL. The attributes transfer in public 
transport, % seating probability and density were only available in the Metro Rail dataset.  
 
There are both similarities and differences between the models’ interactions, with the evidence 
suggesting dataset specific effects. In both datasets several interactions were found significant 
between the mean and standard deviation estimates – traditionally defined under an LPAA 
heuristic - with both the VL and RAM heuristic. This is not surprising as there is a sense that 
more complex model forms typically reveal differences in evidence between datasets that is 
not observed in simpler models because of the absence of additional sources of behavioural 
variance. What this suggests is that if the behaviourally richer models are an improved 
explanation of choice making then it becomes more likely that data must be collected in the 
setting in which a study is focussed, limiting the ability to make inferential statements about 
the portability of evidence. This may not be such good news for practitioners who are looking 
for evidence of WTP estimates that can be taken from one context and used into another 
context. Intuitively we have uncovered further support for the view that accounting for more 
sources of variability in preferences of a sample of choice reduces the ability to transfer 
evidence.  
 
Table 7-5: Process strategies’ interactions in CRPH preferred models for the datasets 
 
 
Research Question 3: Is there any relationship between process heterogeneity and taste 
heterogeneity? 
The CRPH method proposes that there is a relationship between the process heterogeneity 
and taste heterogeneity by including interactions between the parameters’ mean and standard 
VL RAM VL RAM
Access Time 2 0 0 3 Northwest
Fare Public Transport 0 0 3 3 Metro Rail
Fuel + Toll Cost Car 0 0 1 2 Both
Parking Cost Car 1 0 1 0
Travel Time Public Transport 0 2 3 0
Travel Time Car 2 0 2 0
Egress Time 0 0 0 0
Transfer Public Transport 0 0 0 0
Headway Public Transport 0 3 0 0
% Seat Public Transport 1 0 0 0
Density Public Transport 0 0 0 1
Mean Standard deviation
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deviation as well as different process strategies. The analysis of research question 2 
compared the interactions that were statistically significant in the preferred CRPH models, 
supporting a relationship between process heterogeneity and taste heterogeneity. To 
establish the extent to which this finding might still apply under a larger set of process 
heuristics, we estimated a series of CRPH models with alternative process rules and 
interactions for each dataset as summarised in Table 7-6. 
 
Table 7-6: Process strategies’ interactions in the CRPH models for the two datasets 
 
 
For each CRPH model forms there are numerous statistically significant interactions between 
the process strategies and taste heterogeneity. When including interactions between the 
mean and process strategies, the model is embedding taste heterogeneity through the 
process strategies. For interactions between the standard deviation and process strategies, 
the model also accounts for taste heterogeneity through process strategies. The results show 
that these relationships are statistically significant and contribute behaviourally appealing 
evidence in representing choice making in both datasets. Moreover, the findings suggest that 
the relationship between taste heterogeneity and process heterogeneity is attribute-specific 
and should not be considered common between all the attributes. This is shown in Table 7-6 
where each attribute is represented by a different combination of interactions.  
 
  
VL RAM VL RAM VL RAM VL RAM VL RAM VL RAM
Access Time 2 0 2 1 2 1 0 1 2 0 0 3
Fare Public Transport 2 1 1 1 0 1 3 3 0 0 3 3
Fuel + Toll Cost Car 0 1 3 0 0 1 1 0 0 0 1 2
Parking Cost Car 0 0 1 0 1 1 1 0 1 0 1 0
Travel Time Public Transport 2 2 0 0 3 0 3 0 0 2 3 0
Travel Time Car 2 2 0 0 3 0 2 0 2 0 2 0
Egress Time 0 0 0 0 0 0 0 0 0 0 0 0
Transfer Public Transport 0 0 0 0 0 0 0 0 0 0 0 0
Headway Public Transport 2 0 2 3 0 3 0 1 0 3 0 0
% Seat Public Transport 1 0 0 0 1 0 0 0 1 0 0 0
Density Public Transport 0 0 0 1 0 0 0 1 0 0 0 1
Northwest Metro Rail Both
CRPHs CRPHms CRPHms_BRExp
Mean Std Dev Mean Std DevMean Std Dev
CRPHm
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Research Question 4: How do the various behavioural elements of the integrated choice 
process influence key behavioural outputs such as willingness to pay estimates and 
confidence intervals? 
The median willingness to pay (WTP) estimates and confidence intervals for the preferred 
models were presented and compared in Section 5 and Section 6 for each dataset. The 
median WTP is the main focus (in contrast to mean estimates) of the analysis because when 
estimating all parameters as random, the mean WTP is highly dependent on the draws, and 
thus is not very stable; in fixed parameters models the mean and median WTP are equivalent 
(more details in Section 3.7). We compare the main findings for the attributes present in both 
datasets: travel times, access time, egress times, and headway. The first part of the question 
refers to the influence of behavioural refinements and/or overt experience on these estimates, 
and the second part to the influence of process heterogeneity. Table 7-7 presents the median 
WTP estimates for the attributes on each dataset relative to year 200914, where the last column 
represents the percentage difference between the datasets. There are statistically significant 
differences between the datasets, especially in the access times, egress times and headway. 
The egress times were presented very differently in the surveys, where the Metro Rail survey 
presented more detailed egress time information (i.e., walk time, public transport time, car pick 
up or taxi time), and the Northwest survey presented it only as the total time (i.e., time getting 
from main mode to destination). This we believe is contributing to difference in evidence 
between the datasets. The travel times in bus and car were also presented differently in the 
Metro Rail survey, with different levels of variation. The remaining attributes were relatively 
similar in both surveys. The results show that there are statistically significant differences in 
the median WTP estimates between the datasets.  
                                                
14 Calculated using the annual inflation rate provided by the Reserve Bank of Australia. Respondents 
were asked for the interval that best represented their income, so a uniform distribution was assumed 
within each intervals to include inflation. 
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Table 7-7: Median WTP estimates for the different models in each dataset relative to year 
2009 
  
*Colour scale represents a decrease (red) or increase (green) in the WTP estimates in the Metro Rail data models 
relative to the Northwest data models. A darker colour tone represents a larger increase or decrease. 
 
a) Behavioural refinements and/or experience 
Table 7-8 presents the percentage variation in the WTP median and standard error when 
including behavioural refinements and/or overt experience in the different models. There is no 
clear pattern whether the estimates or standard errors are higher or lower when adding 
Metro Rail Northwest % change (Metro Rail - Northwest)
LPAA_MML_BRExp 5.52 7.68 -39%
VL_MML_Exp 6.43 6.33 2%
RAM_MML_Exp 6.36 5.09 20%
PDP_BRExp 8.41 12.11 -44%
CRPHms_BRExp 5.20 11.76 -126%
LPAA_MML_BRExp 15.26 11.06 28%
VL_MML_Exp 13.94 17.95 -29%
RAM_MML_Exp 8.80 33.87 -285%
PDP_BRExp 23.60 31.03 -31%
CRPHms_BRExp 13.74 22.94 -67%
LPAA_MML_BRExp 5.98 7.61 -27%
VL_MML_Exp 6.46 5.18 20%
RAM_MML_Exp 7.47 4.07 46%
PDP_BRExp 11.31 9.64 15%
CRPHms_BRExp 3.98 7.13 -79%
LPAA_MML_BRExp 7.28 6.09 16%
VL_MML_Exp 9.89 3.64 63%
RAM_MML_Exp 9.03 3.18 65%
PDP_BRExp 14.37 7.43 48%
CRPHms_BRExp 7.70 8.79 -14%
LPAA_MML_BRExp 18.08 7.81 57%
VL_MML_Exp 26.96 10.41 61%
RAM_MML_Exp 14.74 15.41 -5%
PDP_BRExp 32.89 15.65 52%
CRPHms_BRExp 14.44 13.86 4%
LPAA_MML_BRExp 0.03 0.06 -61%
VL_MML_Exp 0.04 0.11 -178%
RAM_MML_Exp 0.04 0.08 -74%
PDP_BRExp 0.06 0.06 -6%
CRPHms_BRExp 0.04 0.10 -181%
Car Egress Time
($ per person hour)
Headway
($ per person minute)
WTP median estimates
Public Transport 
Travel Time 
($ per person hour)
Car Travel Time
($ per person hour)
Public Transport 
Access Time
($ per person hour)
Public Transport 
Egress Time
($ per person hour)
Attribute Model
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behavioural refinements and/or experience. However, the results in both datasets show that 
there are significant changes in the estimates when considering behavioural refinements 
and/or experience.  
 
Table 7-8: Influence of behavioural refinements and/or experience in WTP median and 
standard error estimates 
 
*Colour scale represents a decrease (red) or increase (green) in the median WTP and on its standard error when 
including behavioural refinements and/or experience. A darker colour tone represents a larger increase or 
decrease. 
 
 
% change in 
median
% change in 
standard error
% change in 
median
% change in 
standard error
Public Transport Travel Time -11% -20% -1% -4%
Car Travel Time 6% -10% -32% -67%
Public Transport Access Time -15% -20% 5% -5%
Public Transport Egress Time -20% -7% -3% -5%
Car Egress Time -37% -29% -26% -61%
Headway 3% -5% -32% -8%
Public Transport Travel Time 15% 2% -3% 2%
Car Travel Time 2% 10% -10% -10%
Public Transport Access Time 8% 2% -15% -3%
Public Transport Egress Time 16% -2% -6% -6%
Car Egress Time -15% -26% -8% -14%
Headway 14% 2% -13% -4%
Public Transport Travel Time 7% 22% 3% 31%
Car Travel Time -36% -22% 63% 13%
Public Transport Access Time 13% 22% -18% -1%
Public Transport Egress Time -8% -24% 11% 96%
Car Egress Time -55% -60% 106% 108%
Headway 21% 6% 24% 19%
Public Transport Travel Time 22% 33% 4% 55%
Car Travel Time 30% -19% 17% -13%
Public Transport Access Time 10% 33% 6% 6%
Public Transport Egress Time 15% 18% -12% 35%
Car Egress Time -22% -21% -61% -64%
Headway 56% 91% -1% -23%
Public Transport Travel Time -15% -6% -2% -9%
Car Travel Time 60% 317% -9% -7%
Public Transport Access Time -7% -6% -2% -1%
Public Transport Egress Time -13% 1% 0% -33%
Car Egress Time 55% 48% -19% -36%
Headway 28% -22% 17% -9%
Model Attribute
LPAA 
MML
VL 
MML
RAM 
MML
PDP
CRPH
Metro Rail Northwest
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b) Process homogeneity versus process heterogeneity 
Table 7-9 presents the percentage change in the median WTP estimates when considering 
process heterogeneity relative to the different process homogeneity models. In the Metro Rail 
dataset, there is a clear increase in the median WTP when using the PDP approach to allow 
for process heterogeneity versus all the process homogeneity models, and a decrease when 
using the CRPH approach (except for the car travel time relative to the VL model and the 
public transport egress time and headway relative to the LPAA model, where there are minor 
increases). 
 
In the Northwest dataset there is an increase in the majority of the median WTP estimates 
when considering process heterogeneity relative to all the process homogeneity models, with 
a few exceptions. There appears to be no common pattern between the datasets in the median 
WTP estimates when assessing process heterogeneity versus process homogeneity. This 
suggests, given the proviso of data differences, that the proposed CRPH method will not 
always lead to higher or lower WTP estimates; however they provide a statistically improved 
and behaviourally more appealing way to represent preferences that underlie choice making.  
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Table 7-9: Influence on the median WTP estimates when considering process heterogeneity versus process homogeneity 
 
*Colour scale represents a decrease (red) or increase (green) in the median WTP when considering process heterogeneity relative to process homogeneity. A darker colour tone 
represents a larger increase or decrease. 
 
PDP CRPH PDP CRPH
LPAA_MML_BRExp 52% -6% 58% 53%
VL_MML_Exp 31% -19% 91% 86%
RAM_MML_Exp 32% -18% 138% 131%
LPAA_MML_BRExp 55% -10% 181% 107%
VL_MML_Exp 69% -1% 73% 28%
RAM_MML_Exp 168% 56% -8% -32%
LPAA_MML_BRExp 89% -33% 27% -6%
VL_MML_Exp 75% -38% 86% 38%
RAM_MML_Exp 51% -47% 137% 75%
LPAA_MML_BRExp 97% 6% 22% 44%
VL_MML_Exp 45% -22% 104% 141%
RAM_MML_Exp 59% -15% 134% 177%
LPAA_MML_BRExp 82% -20% 101% 78%
VL_MML_Exp 22% -46% 50% 33%
RAM_MML_Exp 123% -2% 2% -10%
LPAA_MML_BRExp 63% 6% 8% 85%
VL_MML_Exp 46% -5% -44% -4%
RAM_MML_Exp 26% -18% -23% 32%
Attribute Process Homogeneity Model
% change in median WTP estimates when considering process heterogeneity
Metro Rail Northwest
Public Transport 
Access Time
($ per person hour)
Public Transport 
Egress Time
($ per person hour)
Car Egress Time
($ per person hour)
Headway
($ per person minute)
Public Transport 
Travel Time 
($ per person hour)
Car Travel Time
($ per person hour)
254 
 
The Conceptual Framework 
Given the evidence emanating for the responses to the research questions, we can now 
assess the contribution of the initially proposed conceptual framework (presented in Chapter 
1), to improve the way in which preference revelation in choice models can be enhanced. 
Drawing on the relationships summarised in Figure 7-2, our findings align well with what this 
framework proposes, with evidence supporting behaviourally relevant roles for multiple 
process strategies, behavioural refinements and experience, each in turn offering additional 
bases of understanding preferences.  
 
The results using the Northwest dataset support a position where risk attitudes are present 
even where there is limited or no variability in the levels of the attributes, encouraging the 
assessment of behavioural refinements despite the characteristics of the design of the 
available choice experiments. Overt experience also has an important role to play in decision-
making. The empirical evidence supports McFadden's (2001) call for more effort in building in 
process rules and experience in choice modelling. Specifically we offer new evidence on how 
experience, multiple decision process strategies and behavioural refinements all interact. 
When adding more behavioural relevance (often seen a modelling complexity) into discrete 
choice models through random parameters and process heterogeneity, the inclusion of 
additional behavioural refinements may not be necessary. 
 
The preferred preference revelation model form, conditioning of random process 
heterogeneity (CRPH), supports a behavioural paradigm in which individuals use more than 
one process heuristic in decision making, supporting heterogeneity in processing information 
related to alternatives on offer. The impact on important behavioural outputs such as 
willingness to pay is profound and has important policy relevance in project appraisal.  
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Figure 7-2: Proposed conceptual framework for decision making 
 
In summary, we recommend that a choice study should allow for taste heterogeneity through 
the standard random parameter specification as well as an overlay (or interaction) with one or 
more process heuristics, overt experience and behavioural refinements, especially with risk 
attitudes (we suggest to test for the inclusion of perceptual conditioning).  What this tends to 
do is to provide a better representation of preferences which is translated into significantly 
different (higher or lower) median estimates of key attributes such as travel time savings. The 
dataset requirements to be able to include process heterogeneity are more demanding since 
greater variance in attribute levels is required to identify the various contributions. The two 
datasets used in this thesis were constructed through a Bayesian-efficient design using D-
error as the optimality criteria. Therefore, the dataset required for further inquiry and practical 
application only need to have enough variability in the attribute levels. If any of the attributes 
is presented with more than one levels of occurrence, then perceptual conditioning can and 
should be tested in those attributes. Otherwise, only risk attitudes can and should be tested. 
In terms of data collection, it is strongly advised to include questions regarding individual 
experience in the alternatives presented, since this is the only way the experience can be 
included in the modelling. No questions regarding the process strategies used by respondents 
are necessary to estimate this type of models, although they could be asked to help guide the 
selection of process strategies but this was not studied in this research. 
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7.3. Areas for Future Research 
The discussion in this thesis on the contribution of multiple process strategies, behavioural 
refinements and overt experience in choice modelling, as well as the confoundment between 
process heterogeneity and taste heterogeneity, suggests several lines of future research.  
 
One useful extension of this research is the assessment of other process strategies such as 
attribute non-attendance, extremeness aversion, majority of confirming dimensions, and 
random regret minimisation. This is particularly relevant when considering the CRPH method 
proposed in this research, where the interaction between process strategies was found to be 
a key feature of improved behavioural models designed to reveal preferences in choice 
making. Integrating other process strategies would enrich the use of this method.  
 
Another extension would be the comparison of the proposed model form to other techniques 
that have been used in literature to combine process strategies, such as multiple heuristics 
weighting models, or to other simpler functions that argue that a process strategy acts upon a 
subset of the attributes. 
 
Another area of research relates to data collection. It would be interesting to analyse if 
respondents are aware of the process strategies they use by asking them different questions. 
These responses can then be included or excluded in the modelling, similar to what has been 
conducted using attribute non-attendance (stated or inferred ANA). It will be interesting to 
investigate how different surveys in terms of the attributes, their levels and the questions 
influence the use of process strategies being used. 
 
The model proposed in this research considers overt experience conditioning the utility 
function. Possible endogeneity issues are acknowledged and addressed by the panel data 
consideration in the form of random parameters. However, this could be investigated in more 
detail using different model forms along the lines of causal inference, which has rarely been 
used in travel demand modelling (Brathwaite and Walker, 2018). 
The application of the method investigated herein in different choice studies would aid our 
understanding of their appeal (given we have tested these models on two datasets only) in 
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different contexts, not only in terms of the geographical location and the socio-economic 
characteristics of respondents, but also in the design of the choice experiment. This will allow 
the approach to be assessed in studies where the data can be pooled to control for design 
differences, which we know do to varying degrees impact on WTP estimates (see Hensher et 
al. 2015). The methods should also be investigated beyond transport studies. 
 
7.4. Concluding remarks 
This thesis has proposed and tested the role that different choice model forms (from relatively 
simple to complex forms) might play in improving our understanding of sources of influence 
on preference revelation in choice making. For the first time, we have simultaneously 
integrated into a discrete choice model multiple decision process strategies, risk attitudes, 
perceptual conditioning and overt experience, and investigated the relationship between the 
richer behavioural paradigms embedded in process heterogeneity and taste heterogeneity 
(commonly defined through random parameters). Two datasets were used to provide a more 
generalised overview of the outcomes under these different behavioural assumptions.   
 
One of the most important findings is that when process heterogeneity is accounted for 
through specific heuristics such as value learning, less behavioural refinements and overt 
experience may not been needed to be incorporated as explicitly influencing sources. This 
helps in identifying appealing parsimonious preference expressions in choice models. When 
taste heterogeneity is overlayed in these more parsimonious models through random 
parameters, we find that the interaction between random parameters and processing 
heuristics adds new insights into the relationship between preference heterogeneity and 
process heterogeneity. These two phenomena are correlated and hence behaviourally 
condition each other in important ways. This resulted in a new functional specification of the 
preference expression, referred to as conditioning of random process heterogeneity (CRPH). 
The evidence herein is strong enough to suggest empirically that there exists (in two datasets 
at least) a significant attribute-specific relationship between process strategies and random 
parameters.   
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A. Appendix 
Appendix A1: Metro Rail attribute and attribute levels 
Table A-1: Car attribute and attribute levels for Metro Rail study 
 
Attribute Unit # Levels Levels Pivot/Rule 
Main 
mode 
Quickest trip time minutes 5 -25%, -20%, -15%, -10%, -5% Value less than average pivot time 
Travel time on average minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported trip time 
Slowest  trip time minutes 5 10%, 15%, 20%, 25%, 30% Value more than average pivot time 
Quickest trip time % 5 10%, 15%, 20%, 25%, 30%  - 
Travel time on average % 5 40%, 45%, 50%, 55%, 60%  - 
Slowest  trip time %  - 100% - (Travel time on average % + Quickest trip time %) 
Fuel cost AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% 
Base calculated using the average 
speed and assuming an average 
fuel efficiency of 8 litres for every 
100 km travelled, and fuel of $1 per 
litre 
Toll cost AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% or  $0, $2, $4, $6, $8 
Pivot from reported toll, or if non-toll 
road, use monetary levels 
Parking cost AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% or $0, $5, $10, $15, $20 
Pivot from reported parking cost, or 
if no cost reported, use monetary 
levels 
Egress 
mode Walk time to final destination minutes 5 -25%, -12.5%, 0%, 12.5%, 25% 
Pivot off respondent provided level 
if alternative is indicated as eligible 
Public transport time (including 
waiting time) minutes 5 -25%, -12.5%, 0%, 12.5%, 25% 
Pivot off respondent provided level 
if alternative is indicated as eligible 
Fare (one way) AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot off respondent provided level if alternative is indicated as eligible 
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Table A-2: Bus attribute and attribute levels for Metro Rail study 
 
Attribute Unit # Levels Levels Pivot/Rule 
Access 
mode 
Walk time minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported walk time 
Car travel time minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported drive time 
Park and ride cost AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported drive to station and park cost 
Main 
mode Quickest trip time minutes 5 -25%, -20%, -15%, -10%, -5% 
Value less than average pivot 
time 
Travel time on average minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported trip time 
Slowest  trip time minutes 5 10%, 15%, 20%, 25%, 30% Value more than average pivot time 
Quickest trip time % 5 10%, 15%, 20%, 25%, 30%  - 
Travel time on average % 5 40%, 45%, 50%, 55%, 60%  - 
Slowest  trip time %  - 100% - (Travel time on average % + Quickest trip time %) 
Fare (one way) AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivoted from respondent provided level 
Number of transfers number 3 0, 1, 2  - 
Headway Minutes 6 10, 20, 30, 40, 50, 60  - 
Seating % to find a seat 7 0%, 10%, 20%, 30%, 40%, 50%, 75%  - 
Standing Standees per square metre 9 
0, 0.49, 0.81, 1.14, 1.79, 2.44, 
3.10, 3.75, 4.40 
Calculated using capacity of 
buses with % of occupation 
Egress 
mode 
Walk time to final destination minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported time 
Car pick up from stop or 
station minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported time 
Taxi Fare AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported time 
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Table A-3: Metro and train attribute and attribute levels for Metro Rail study 
 
Attribute Unit # Levels Levels Pivot/Rule 
Access 
mode 
Walk time minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported walk time 
Public transport time (including 
waiting time) minutes 5 -25%, -12.5%, 0%, 12.5%, 25% 
Pivot from reported public transport 
time 
Fare (one way) minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported 
Car travel time minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported drive time 
Park and ride cost AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported drive to station and park cost 
Main 
mode 
Travel time on average minutes 5 -25%, -20%, -15%, -10%, -5% Pivot from reported trip time 
Fare (one way) AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivoted from respondent provided level 
Number of transfers number 2 0, 1  - 
Headway minutes 6 2, 4, 6, 8, 10, 12  - 
Seating % to find a seat 7 0%, 10%, 20%, 30%, 40%, 50%, 75%  - 
Standing Standees per square metre 10 
0, 0.18, 0.56, 1.13, 1.65, 2.22, 
2.75, 3.31, 3.84, 4.40 
Calculated using capacity of metro 
with % of occupation 
Egress 
mode 
Walk time to final destination minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported time 
Public transport time (including 
waiting time) minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported time 
Fare (one way) AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported fare 
Train time (including waiting 
time) minutes 5 2, 4, 6, 8, 10  - 
Train fare (one way) AUD$ 5 $2.60, $2.80, $3.00, $3.20, $3.60  - 
Car pick up from station minutes 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported time 
Taxi Fare AUD$ 5 -25%, -12.5%, 0%, 12.5%, 25% Pivot from reported time 
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Appendix A2: Northwest attribute and attribute levels 
Table A-4: New light rail (NLR), new heavy rail (NHR), new busway (NBW) attribute and attribute levels for inter-regional trips in Northwest 
study 
  Attribute Unit # Levels Levels Pivot/Rule 
Access 
mode 
Walk time minutes 4 -25%, 0%, 25%, 50% Pivot from reported walk time 
Car time minutes 4 -25%, 0%, 25%, 50% Pivot from reported car time 
Bus time minutes 4 -25%, 0%, 25%, 50% Pivot from reported bus time 
Bus fare AUD$ 4 -25%, 0%, 25%, 50%  or $1, $2, $3, $4 Pivot from reported bus fare as access mode 
Main mode Fare (one-way) / running 
cost (for car) AUD$ 4 -25%, 0%, 25%, 50% 
Pivot from estimated fares according to origin 
and destination 
In-vehicle travel time minutes 4 -25%, 0%, 25%, 50% Pivot from estimated travel times according to origin and destination 
Frequency of service      
Time spent transferring at 
Beecroft station minutes 4 
2,4,6,8 for LR 
0,2,4,6 for HR 
- for BW 
- 
Egress 
mode Time minutes 4 -25%, 0%, 25%, 50% Pivot from reported egress time 
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Table A-5: New light rail (NLR), new heavy rail (NHR), new busway (NBW) attribute and attribute levels for intra-regional trips in Northwest 
study 
  Attribute Unit # 
Levels 
Levels Pivot/Rule 
Access 
mode 
Walk time minutes 4 -25%, 0%, 25%, 50% Pivot from reported walk time 
Car time minutes 4 -25%, 0%, 25%, 50% Pivot from reported car time 
Bus time minutes 4 -25%, 0%, 25%, 50% Pivot from reported bus time 
Bus fare AUD$ 4 -25%, 0%, 25%, 50%  or $1, $2, $3, $4 Pivot from reported bus fare as access mode 
Main mode 
Fare (one-way) / running 
cost (for car) AUD$ 4 
Up to 4 stations: -25%, 0%, 
25%, 50% of $2.20 
else, % of $2.80 
- 
In-vehicle travel time minutes 4 -25%, 0%, 25%, 50% Pivot from reported travel time 
Waiting time minutes 4 8,10,13,15 for NLR 3,4,5,6 for NHR and NBW - 
Egress 
mode Time minutes 4 -25%, 0%, 25%, 50% Pivot from reported egress time 
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Table A-6: Bus, busway and train attribute and attribute levels for inter and intra-regional trips in Northwest study 
  Attribute Unit # Levels Levels Pivot/Rule 
Access 
mode 
Walk time minutes 4 -25%, 0%, 25%, 50% Pivot from reported walk time 
Car time minutes 4 -25%, 0%, 25%, 50% Pivot from reported car time 
Bus time minutes 4 -25%, 0%, 25%, 50% - for bus 
Pivot from reported bus time 
Bus fare AUD$ 4 
-25%, 0%, 25%, 50%  
or $1, $2, $3, $4 
- for bus 
Pivot from reported bus fare as access mode 
Main mode Fare (one-way) / running 
cost (for car) AUD$ 4 -25%, 0%, 25%, 50% 
Pivot from reported main mode fare 
In-vehicle travel time minutes 4 -25%, 0%, 25%, 50% Pivot from reported main mode travel time 
Waiting time minutes 4 
If reported level ≤ 2: 1, 2, 3, 4 
If 3: 2, 3, 4, 5 
If 4: 3, 4, 5, 6 
If 5:  4, 5, 6, 8 
If 6:  5, 6, 8, 9 
If 7:  5, 7, 9, 11 
If 8:  6, 8, 10, 12 
If 9:  7, 9, 11, 14 
If 10:  8, 10, 13, 15  
Pivot from reported waiting time 
Egress 
mode Time minutes 4 -25%, 0%, 25%, 50% 
Pivot from reported egress time 
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Table A-7: Car attribute and attribute levels for inter and intra-regional trips in Northwest study 
  Attribute Unit # Levels Levels Pivot/Rule 
Main 
mode 
Fare (one-way) / running cost (for 
car) AUD$ 4 -25%, 0%, 25%, 50% 
Pivot from estimated fares according to origin 
and destination 
Toll cost (one way) AUD$ 4 -25%, 0%, 25%, 50% or  $0, $2, $4, $6 
Pivot from reported toll, or if non-toll road, 
use monetary levels 
Parking cost (one day) AUD$ 4 -25%, 0%, 25%, 50% or  $0, $2, $4, $6 
Pivot from reported parking cost, or if no cost 
reported, use monetary levels 
In-vehicle travel time minutes 4 -25%, 0%, 25%, 50% Pivot from reported travel time 
Egress 
mode Time minutes 4 -25%, 0%, 25%, 50% Pivot from reported egress time 
 
