We consider simplices in [w" with lattice point vertices, no other boundary lattice points and n interior lattice points, with an emphasis on the barycentric coordinates of the interior points. We completely classify such triangles under unimodular equivalence and enumerate. For example, in a lattice point triangle with exactly one interior point, that point must be the centroid.
Introduction
In [16] I proved, in passing, the following result about plane lattice point triangles. Suppose T = T(_vo, _vl, p2) is the triangle with vertices yo, _vl, _v, and suppose T flZ2 = {_vo, _vl, _v2, w} where w is strictly interior to T. Then w = $(vo + _vl + _vJ is the centroid of T. This paper contains generalizations of this result to n interior lattice points in a triangle, and to higher dimensional simplices .
I should note at the outset two features which distinguish this paper from the rest of the literature in this subject. First, we shall be exclusively concerned with lattice points simplices (not polytopes) which have no lattice points on their boundary. This specialization allows us to define barycentric coordinates unambiguously and simplifies some technical considerations.
Second, we are not directly interested in the volume of the simplices. This distinction is somewhat deceptive, as the volume determines the denominator of the barycentric coordinates. Despite these eccentricities, this paper inevitably poaches on the work of others. Some methods are so natural that their use is unavoidable, and no novelty is claimed for them. I have endeavored to credit non-trivial poaching.
As one of this paper's referees has noted, many of the two dimensional problems have been rediscovered several times. For example, consider the characterization of fundamental tetrahedra (tetrahedra T with lattice point vertices and no other lattice points on the boundary or interior). Reeve (in 1957) and White (in 1964) independently studied this problem, and the solution is the compositum of their work. Further, Howe (in 1977) solved this problem independently and Scarf has used it in his study of integer programming. One referee also reports that it was solved also in 1982 by Betke and Gritzmann. In this context, I cannot guarantee the full allocation of due credit. A good source of information about the mainstream of the subject is Hammer's book [7] . The rest of this introduction serves as a guide to the body of the paper. First, let me give two different proofs of the result in the first paragraph. By Pick's Theorem (see Section 3), T has area 14 and T(_vi, ui, ty) = 4 for 1 s i <j < 3. The centroid is the unique point which triangulates T into three equal parts. For a more synthetic proof (which works even if T is not in Iw*), let lu = il,_v,, + Ai_vi + A2y2 be the expression of the interior point in barycentric coordinates, so Ai > 0 and C Aj = 1. Assuming A0 > ill 2 A,, there are two possibilities: & > i or $ > &. In the first case, 2~ -_vO = (212, -l)_vO + 2,Q, + 2i12_v2 is another lattice point interior to T and w # 2~ -_vO. In the second, _vo + _vl + y2 -2~ = c (1 -2ili)_Vi is also a lattice point interior to T, hence _vo + _vi + y2 -2~ = w. These two approaches exemplify the differences in our study of triangles and higher-dimensional simplices: we can look at the figure itself, or look at the barycentric coordinates of Z" with respect to the vertices of the simplex.
In Section 2, we introduce some notations. Let T be a closed non-degenerate simplex with vertices Yet . . .,_21,EP and suppose TnZm= {IJO,. . . , %z, Iv,, f * . , yn},
where the wi's are strictly interior to T. Then T is called an n-point m-simplex; s(m, n) is the set of all n-point m-simplices. The configuration of T, MT = [Jwij] is the 12 X (m + 1) matrix of barycentric coordinates: pi = C Aij_Vi. Two matrices have the same configuration, T -T', if M, = MT after a relabeling of points. If h is a volume-preserving affine map with integer coefficients then h gives a bijection of Z" to itself and preserves inclusion.
Indeed, if T E S(m, n) then so is h(T) and T -h(T).
However, equivalence under unimodular h is generally a stronger condition than having the same configuration in higher dimensions.
In Section 3, we classify n-point triangles up to unimodular equivalence. For example, every 2-point triangle is unimodularly equivalent to the triangle with vertices (O,O), (l,O) , (2, 5) and must have configuration (1. l), up to a permutation of rows and columns.
(1.1)
For any IZ, the barycentric coordinates are rational with denominator 2n + 1. The number of classes of configurations for fixed n is readily computable as the number of orbits of {e (mod(2n + 1)): (e, 2n + 1) = (e -1, 2n + 1) = l} under the action of the group of order six generated by A(X) = 1 -x and h(x) =x-l. The key to our analysis is Pick's Theorem, which fixes the area of an n-point triangle as i(2n + 1). Using Pick's Theorem we can prove that any two fundamental (O-point) triangles are unimodularly equivalent to each other. From this we prove that T and T' have the same configuration iff T' = h(T) for some unimodular h.
Pick's Theorem does not generalize simply to higher dimensions-see [15] , [12] . For example, Reeve constructs a family of fundamental tetrahedra: T, has vertices (0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, m) . It is easy to see that T, has volume irn; no two are unimodularly equivalent to each other.
In Section 4 we develop machinery to generalize the second method of proof of the centroid theorem. Let A, = {(A,, . . . , A,): 0 <iii < 1, C Ai E Z} and define addition componentwise mod 1; A, forms a Z-module. For a submodule H G A,, let G(H) = {J. E H: C Ai = l}. Suppose w = C kjpj and A' E G((A)), where (A) is the module generated by A. Then A; = kAj -tj for integers k and tj, so w'=CL,l_vi=kw-Ct+j is a lattice point. Since CA,!=1 and A,!,IO, IV' is expressed in barycentric coordinates, so w 'generates' w'. We can look at submodules generated by more vectors. In Section 5, we return to simplices, per se. Using the machinery of the previous section, we show that every n-point tetrahedron is unimodularly equivalent to T = T((0, 0, 0), (1, 0, 0), (0, 1, 0), (a, b, c)) with (a, c) = (b, c) = (a + b -1, c) = 1. By combining the work of Reeve and White, we show that the fundamental tetrahedra correspond to a = 1 above. As noted above, this problem has several solutions; we also discuss the Howe-Scarf work.
(Unimodular equivalence appears to be a far more restrictive condition in higher dimensions than it is in the plane.) We show that there are, up to permutation of components, exactly seven configurations for l-point tetrahedra. The proof is tedious and requires a large number of cases. Finally, we show that if T E S(m, n) then there is a universal upper bound on the denominators in the configuration MT = [A,]. The proof is relatively short, self-contained and due to Erdos. This theorem is also a consequence of a stronger theorem of Hensley [9, Theorem 3.41. Hensley constructs a universal upper bound on the volume of m-simplices with 12 interior lattice points (and any number of boundary lattice points.)
We conclude with a number of open problems, suggestions of other directions of exploration and a list of acknowledgments.
Notations and preliminaries
In this section we fix notation and collect some simple but useful results. A point x = (x1, . . . , x,) E R" is a lattice point if x E Z". Given gj E Z", 0 <j <m, let V = {yO, . . . , p,} and let T = T(V) = T(_v,, . . . , _v,) denote the closed convex hull of the ~j'S. Throughout, T(V) will be assumed non-degenerate; that is, the vectors vj -_vo, 1 si 6 m, form a linearly independent set in [w".
For fixed _vo, . . . , _v, in Z" as above, any w E [w" can be written uniquely in barycentric coordinates: w = C S_Vi, c Aj = 1; we write & = BC(w). As usual, w is in the interior of Tiff nj > 0 for all i and w is on the boundary of Tiff A, 2 0 for all i and Ak = 0 for some k. We say that ~lv is in T(V) if w is in the interior or on the boundary of T, but w # ~j. If w E Z" then the equations for & form an 
and T = T', it does not follow that the affine map h defined by 211 = h(uj) is unimodular: even though h is volume-preserving, it need not have integer coefficients. However, for some permutation n of (1, . . . , m}, the map h, defined by h,(yj)=_v& is unimodular. We prove below (Theorem 3.2) that T -T' iff T-L T' for T, T' E S(2, n). The examples of Reeve from the introduction show that this needn't hold for m 3 3.
Lattice point triangles
In this section we determine all n point triangles up to unimodular equivalence. First we need two elementary formulas for the area of a triangle. One is that T((O, 01, (a, b), (c, 4) h as area t Iad -bc], the other is a special case of Pick's theorem (see [3] for a proof): if T is a triangle with lattice point vertices, e other lattice points on its edges and i lattice points in its interior, then T has area i + ;(e + 1). These lead immediately to our first result. Proof. By Pick's Theorem, T has area i(2n + 1) and by translation (a unimodular map) we may assume that T = T ((0, 0), (a, b), (c, d) ). Let w = (x, y) be an interior point and compute its barycentric coordinates. As noted in the last section, the equations ho + hI + h2 = 1, h,a + 3L2c =x, 3c,b + h,d = y give a 3 x 3 system with determinant ad -bc = f(2n + 1). The conclusion follows by
Cramer's Rule. 0
For n = 1, w = C hi_v, implies Ai E fZ': since ~j > 0 and c hj = 1 we must have &, = A1 = AZ = 3, giving yet another proof of the centroid theorem.
We start by analyzing S(2, 0). The following lemma has already been mentioned, and leads to a complete classification of S(2, n). 
Proof.
We have already shown that T = T' implies T -T'. To prove the converse, suppose T -T' and relabel the vertices SO that wi = C ~ij~j and wi = C il,_vj. Since T and T' have the same area, the affine map h defined by h(cj) = 211 is volume-preserving; we must show that it is unimodular. Let L be the edge _vo_vI and suppose /Ik2 G Ai for 1 G i s n. Consider r = T(_vo, _vl, wk); we claim T E S(2, 0). Otherwise, a lattice point in T could be written po_vo + pI_vI + ~2(12ko~o + 12k1y1 + kk2v2) and we must have A-k2 G ,u2il,,, a contradiction. Similarly, T' = T(_v& JJ;, w;) E S(2, 0). By Lemma 3.2, the affine map h defined by &Jo) = &J& h(&J,) = _ V; and &(w~) = w; is unimodular. By linearity, fi(yJ = _vi and so h = h is unimodular. tl (mod(2n + l)), where f is in the group G generated by 1 -x and x-'. In other words, e' = e, 1 -e, e-l, 1 -e-l, (1 -e)-' or e(e -l)-' (mod(2n + 1)).
Proof. Take T E S(2, n) and translate so that T = T((0, 0), (x1, yl), (x2, yz)),
where xly2 -xzyl = 2n + 1. Since there are no lattice points on the edges of T, x1 and y1 are relatively prime; choose integers a and b so that u.q + by1 = 1. Now let h(x, y) = (ax + by, -y,x +.qy).
By construction, h is unimodular and T = h(T) = T, for e = ax2 + by,. Since h,(x, y) = (x + ry, y) is unimodular and h,(z) = Tc+rczn+Ij, we may take 0 se < 2n + 1. Since there are no lattice points on the edges of T,, (e, 2n + 1) = (e -1,2n + 1) = 1. Conversely, T, has area f(2n + l), and if (e, 2n + 1) = (e -1,2n + 1) = 1 then there are no edge points, so T, E S(2, n). Now suppose T, = T,, or T,, = h(TJ. There are six ways for the vertices to be Alternatively, any permutation of (0, 1,2} is generated by (01) and (12) , thus h will be a composition of x-* and 1 -x, using the same formula for h(0, 1). Cl Let f(m, n) denote the number of distinct configurations in S(m, n); we are now in a position to compute f(2, n). In view of Theorem 3.4, f(2, n) is the number of orbits of G+, under the group G: &+, = (e(mod(2n + 1)): (e, 2n + 1) = (e -1,2n + 1) = 1).
(3.5)
We must therefore compute ]C&+i] and determine the degenerate orbits. A major tool is the Chinese Remainder Theorem (see also Section 4). Proof. By the Chinese Remainder Theorem, e E C,,, iff e $0 or 1 (modpi), or e + tpj or tpj + 1 (mod p?) for 0 d t < p?-l. This leaves (pi -2)py-' residues and (3.7) follows immediately. The notation $2 can be found in several textbooks, e.g., [13, p. 371 . Cl
An orbit of e E C&,, under G has six elements unless e is fixed by a non-trivial 5 E G. That is, e is in a degenerate orbit provided e2 = 1, 2e = 1, e = 2 or e2 -e + 1s 0 (mod(2n + 1)). If e2 = 1 (mod flpi",), then e2 = 1 (mod@+), SO py 1 (e -l)(e + 1). S ince2n+1isodd,pj>3ande=~l(modp~).ButeE&+, so e = -1 (modpj") and e = 2n (mod(2n + 1)) by the Chinese Remainder Theorem. It is easily checked that (2, n + 1, 2n) forms a degenerate orbit for all n > 1. The case e2 -e + 1 = 0 requires a lemma. Proof. If e is a solution then e2 -e + 1 = 0 (mod 3') (if t 3 1) and e2 -e + 1~ 0 (modpi"). It is easily checked that e2 -e + 1 = 0 (mod 3) has one solution and e2 -e + 1 = 0 (mod 9) has no solutions. Now suppose e2 -e + 1~ 0 (modpi"'), pi > 5; since e = -1 is not a solution, this is equivalent to e3 = -1 (modp?), e f -1. Letting f = -e, we have f" = 1, f + 1. Let r be a primitive root (modpp), then r has order $(pF) = (pj -l)p?'-' and f = r' for some t. If pi = 2 (mod 3), then (3, @(pi",)) = 1 so that f'= 1 implies f = 1 and there are no solutions to e2 -e + 1 c 0. If pj E 1 ( mod 3) then f' = 1 implies f = 1, a, a2 where a = rU, u = :$(pi",), and there are two solutions to e2 -e + 1s 0. Finally, e =O or 1 (modp) implies e2 -e + 1 = 1 (modp), hence all solutions are in C&+i. 0 Proof. The case n = 1 is special and it is readily checked that f(1) = 1. Suppose
n>2;
if e*-e+l=O (mod(2n+l)) then ef2, n+l, 2n and {e, l-e} forms an orbit under G. In the first case of (3.10) there are no orbits of this kind and all elements of C&+, except (2, n + 1, 2n) fall into orbits of size 6. In the second case, there are Z2-l orbits {e, 1 -e} and so f(2, n) = +(&(2n + 1) -3 -2') + 1 + 2'-' = &($2(2n + 1) + 3 + ,,+l).
0
It is clear that lim,,, f (2, n) = 03, but the growth is not uniform. If 6s + 1 prime then f(2, 3s) = s + 1; a standard lower estimate, a la Hardy-Wright, &(2n + 1) 3 cnl(log log n)'. Here is a short table- Table  l -off (3, 6, 8, 10, 12, 15) (0, 01, (1, 01, (3, 17) {4, 5, 7, 11, 13, 141 (0, 01, (1, 01, (4, 17) We amplify Table 1 in Table 2 for 1 c n s 8, giving the orbits of C&+r, the possible configurations and representative triangles. For ease of reading, the matrices MT are multiplied by 2n + 1. Thus the only configuration for T E S(2,2) was given in (1.1). Geometrically, this means that in a two point triangle, one interior point is the midpoint of a segment containing a vertex and the other interior point. For three point triangles there are two configurations: either the interior points are on a line with one vertex or they form a triangle with cyclically symmetric barycentric coordinates.
We conclude this section with a more detailed analysis of the configurations in S(2, n). Quite a few patterns are apparent in Table 2 . We discuss a few which have ramifications in S(m, n), m 3 3. Corollary 3.11. Zf T E S(2, n) then every column of MT contains the entry (2n + 1)-l.
Proof. This is a corollary of Theorem 3.3. Using the notation from that proof, note that the triangles T and T share the base L and have areas 4 and &(2n + 1). Hence their altitudes have ratio 1: (2n + 1). Since wk = &P~ + (1 -A& for _v on L, Ak2 = 1/(2n + 1) by similar triangles. The choice of the third column is purely arbitrary. Alternatively, using Theorem 3.4, T = T, and the barycentric coordinates of (1,1) in T, are (e -1, 2n + 1 -e, 1)/(2n + 1). Again, the choice of the third column is arbitrary: in the proof of Theorem 3.4, any vertex can be translated to the origin. •i In fact, w = (1, 1) generates all interior points in T,, 0 < e < 2n + 1. The proofs of this, and the other assertions of Corollary 3.12 are not difficult, and since they follow immediately from Corollary 4.7, we omit them.
Lattice point generation
Bcforc we discuss S(m, n) for m 3 3, we want to expand on the idea of lattice points generating other lattice points. We can answer affirmatively if m = 2 or 3 (see Theorem 4.3) and we have found no counterexample.
We need one more definition: given T E S(m, n) with MT = [A,], the rank of T is the rank of (Al, . . . , An) as a Z-submodule of T,. We shall prove (Theorem 4.7) that for m = 2 or 3, rank(T) = 1, but there exists T E S(7, 2) with rank 2.
For any given T E S(m, n) or set {&, . . . , A,}, we will be dealing with rational We now give our most general construction for building T E S(m, n). Two corollaries show that the hypothesis is not as restrictive as might first be thought. We conclude with one 'sporadic' construction of T E S(7, 2) with rank(T) = 2. Let A, = (1, 1, 1, 1, 3, 3, 3, 3 )/16 and A2 = (3, 3, 3, 3, 1, 1, 1, 1 We must first show that T is non-degenerate: this is tantamount to showing that det[vii] # 0. In fact, a routine application of row reduction shows that ldet TI = 96. Notice also that for i # j, _Vi + ~j (mod 2), hence there are no lattice points on the edges _Vi_Vi. NOW suppose w = (~0, . . . , y) is a lattice point in T and write &~=cili_v~. Then wo-wl=~,+~,-~,-&, so wo-w,~{-l,O, l}. If w,-w,= 1, then AZ + A5 = 1 so w is on the edge u2y5, an impossibility; if w, -wr = -1, then ;1, + A6 = 1, which leads to another impossibility, therefore w, = wr . Similarly, w1= &L, Y = w3, w4= w5, w5 = w6 and w6 = y. Thus w = (a, a, a, a, b, b, b, 6) ; since ll~CjZrij~13, 11<4a+4b<13 so either a=2 and b=l or a=1 and b = 2. These points have barycentric coordinates _A, and A2 respectively. Thus T E S(7,2) and rank(T) = 2.
Lattice point simplices
In this section we return to simplices. We start with a classification theorem similar to Theorem 3.4 for T E S(3, n). It is a non-trivial problem to characterize S(3, 0) up to unimodular equivalence, let alone S(3, n). 
and {(c -k)d} # G((J)).
Since (A) = {{k_A}: OS k 6c -l},
The first part of Theorem 5.2 was proved by Reeve for S(3, 0). He also observed that a = 1 or b = 1 imply Ta,b,c E S(3, 0) but that this condition is not necessary: T2,5,7 E S(3, 0). White studied S(3, 0) in his work on admissible lattices [19] and nearly characterized them geometrically. It is not clear how to apply White's criteria, which involve 'consecutive' planes of lattice points, to Ta,b,c. Nonetheless, White's Theorem 2 (see below) can be used to complete the characterization of S(3, 0). Lemma 5.4 can also be derived from a recent paper of Noordzij [14] , see the last section for more discussion. For another proof of White's Theorem 2, see Hossain [lo] , but read the review first.
Scarf [17] has studied a class of convex polyhedra in R" which arises in the study of integer programming in n variables. His analysis is based on a remarkable unpublished theorem of Roger Howe about fundamental lattice point octahedra in [w3. Such a polyhedron is unimodularly equivalent to the figure ((17 b), (1, e -b), (1, b'), (1, c -b' Finally we can generalize Theorem 5.2 partially for m 2 4. We omit the proof and state it for m = 4 only. The necessary conditions on {b, c, d, e, f, g} seem hard to find. 0, 0, 0, 0), (1, 0, 0, 0), (0, 1, 0, 0),   (1, b, c, O), (d, e, f, g) ).
Corollary 5.8. Zf T ES(~, n), then T = T((
Now we turn to S(3, 1): we need a theorem whose tedious proof we defer to the end of the section. By repeating the argument we see that Aj 2 A,,, 3 (N(m, n, n))". By one final application of Lemma 5.15, there exists t, 1 c t =S (2 + nN(m, m, n) )"+' such that ((t3Lj (( < (nN(m, m, n [9] , there is an upper bound of the volume of any m-simplex with n interior points, disregarding possible boundary lattice points. The bounds are somewhat better, but still huge. By refining the induction at early stages, the upper bound for denominators in the configuration of a one-point tetrahedron is reduced to 74 088 = 423. In general, however, D(m, n) and Hensley's upper bound have asymptotic log log log's. The recent construction of Zaks, Perles and Wills [20] gives a lower bound which compares in this way with Hensley's (better) [20] has many lattice points on significantly improved. Table 4 10 . For each partition we only have to check that C {kalD} = 2 for 2 =S k ~40. This is easily done by hand and we omit the details, which lead to (5.10). 0
We should point out that Beatty's Problem-see [l] , and [5] , for a survey-says that {[nx]} and ([ny]} partition the positive integers if and only if x > 0, y > 0, x-1 +y-Ll and both are irrational. Uspensky [18] proved that ~[~--a~ . . . J @4> can partition Zt only if k c 2, see Graham [6] for a short proof.
Open questions and related matters
The principal question raised by this paper has already been stated: If {;31, * * . , a} E A, is a good set, does there exist T E S(m, n) with MT = [A,]? It would be desirable to characterize submodules H E A, with a specified good part and to find conditions on &, . . . , A,, so that ;1 E G( ( Al, . . . , A, )) implies A, > 0. Let r(m) = sup{rank(T): T E S(m, n)}; we know that r(2) = r(3) = 1 and r(7) 2 2. How does r(m) behave ? For that matter, is there a good algorithm for determining rank(H)? Another numerical question involves f(m, n), the number of distinct configurations in S(m, n). All that is known is f(2, n) from Theorem 3.9, f(3, 1) = 7 from Theorem 5.9 and f(m, n) < w from Theorem 5.12.
One further generalization we have not discussed is relaxing the condition that interior points be off the boundary of !Z. Theorem 3.1 applies with minor alterations; if there are k edge points and n -k interior points, then A, E Z/ (2n + 1 -k) by Pick's Theorem. Theorem 5.12 also applies since any boundary point IV can be thought of as interior to an m'-dimensional face. Thus if BC(w) = (a,, . . . , a,,, 0, . . . , 0)/D and D >D(m', n), then w generates n points on that face. As remarked after the proof of Theorem 5.12, there is some literature on vol T; see, e.g. [9] and [20] .
We now turn to a family of related questions. It is perhaps best to start with a question posed in 1979 by Kimberling [ 111. Before the combined solution [2] of many authors could be printed, Noordzij solved it as well [14] , crediting Heath-Brown with the problem. Actually, Pomerance had told Heath-Brown about [ 111. By Theorem 6.4, uo+Uj~O (mod D) for some j. The proofs in [19] , [2] and [14] are neither direct nor short. We outline an alternative proof which seems to be simpler than either. (It is, however, not as strong as Theorem 6. The key to the proof of this is the following lemma, whose proof we omit. (This lemma is false for 1 = 2 as l/13, 8/13, 15/13 illustrates.) Examples such as these, when combined with the construction of Theorem 4.5, indicate that the classification of higher fundamental simplices will not be easy.
Finally, we can jettison the geometric rationale and ask the following question. For fixed m, which sequences of integers {rk} can be written rk = cc0 {kki} for some (h,, . . . , A,)? Two immediate necessary conditions are 0~ rk 6 m and r, + r,. C r&k.. These are not sufficient as r, = 1, rk = 2, 2s k C 17 is not achievable for m = 3. (The question seems to be open whether the sequences are finite or infinite.) An argument similar to, but easier than, that proving Theorem 5.9 shows that r, = 2, r2 = 1, rk = 2, 2 C k Gs, m = 3, is achievable only for s < 16, with J = (0.68, 0.63, 0.58, 0.11) as one solution. Alternatively, let s(m) be the largest s so that r, = 1, rk 2 2, 2 C k -G .s is achievable for a given m. How does s(m) grow? Heuristically, the {kili} 's may be thought of as linearly independent random variables with a uniform distribution on [0, 11. In this case, the 'probability' that cpO {kni} = 1 is l/m!. (For ;1= (5, 7, 11, 303, 1984 
