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We define a family of graphs. tailed the clique sepambk graphs. characterized by the fact that 
they have completely connected rut sets by which we decompose them into r)arts such that when 
no further decomposition is possible we have a set of simple subgraphs. For example the chordal 
gmphs and the i-trkmgulated prtJphs are clique separable lgraphs. 
The purpose of this paper is to describe polynomial time +orithms for the recognition of tale 
clique separable grzrphs and for finding them a minimum coloring and a m.Mmum clique. 
1. Introduction 
In this paper. we consider only finite, undirected graphs G( V) with no parallel 
edges and no self-loops, where V is the set of the graph vertices. Two vertices of G 
connected by an edge are called adjacent uer&x For it subset U of V, the subgraph 
G(U) of G(V) is the graph whose set of vertices is U, twtl vertices being adjacent 
in C;(U) if and only if they are adjacent in G ( V), The co.rrplemenf G’ of a graph 
G(V) is the graph having the same set of vertices aA C;(V), two vertices being 
adjacent in G’ if and only if they are not adjacent in G(V). 
For two sets X1 Y we denote by X - Y the set of elements of X which are not in 
Y. For a set X we denote by IX 1 the number of its elements. 
For a connected graph G(V), a subset 1% of V is called a cut-set of G(V) if tk 
subgraph G(V - A) is disconnected. Consider a connected graph G(V) having a 
completely connected cut-set A, anlrl let VrT. . . , V, be the vertex sets of the 
connected components of G( V - A ). The subgzaphs G[ VI U A )p. . . , G( K U A ) 
are called the feavcs of G produced by A. 
A co~~pZereIy cunncckd sef of a graph Gf V) is a set of vertices whose every two 
elements are adjacent. A clique is a maximal completely connected set of vertices; 
a maximum clique is one with a maximum number of elements of all the clliques. 4 
wt of vertices of G(V) is called indq~~&nt if no two of its elements are sbdjacent. 
A C&W@ of G(V) is obtained by assigning a color to every vertex such that no 
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two adjacent vertices have the same color; a minimum coloring is one using the 
minimum number of colors of all the colorings. 
In a directed tree T, if there is a directed path from a vertex u to a vertex U, then 
u is called an a~estor of U, and o is called a descendant of u. If u and t) ate 
connected by an edge directed from u to u, then u is called the father of u and o is 
called a SOIL of u. If a vertex of T has no sons it % called terminal, otherwise it is 
called am- terminal. 
Ss, graph is called bipartite if its set of vertices can be partitioned in two disjoint 
subsets VI, V2 such that every edge of the graph connects between a vertex of V, 
and a vertex of V,; i.e., VI and V2 are independent sets. 
Consider a simple circuit of a graph. A chord is an edge connecting two 
non-consecutive rtices of the circuit. 
A graiph is called i-triangulated if every odd simple circuit with more than three 
vertices has a set of cho& which form with the circuit a planar graph such that the 
unbounded face is the exterior of the circuit, and all the bounded faces are 
triangles. These graphs were first discussed by GaHai [3] and Suranyi f7). A short 
review can be found in Berge [I]. It is easy to prove (see Berge [I]) that a graph is 
i-triangulated if and only if every simple circuit of odd length 1 has t - 3 chords that 
do not cross one another. 
A gralph is called chordul if every km$e circuit with more than three vertices has 
a chord. These graphs were first disc ussed by Dirac [ 21. Rose (6) described a 
recognition algorithm of these graphs. Irr [4] are described algorithms for finding a 
minimum coloring and a maximum clique of the chordal graphs and their 
complements. 
A graph G(V) is said to be of Type 1 if V car be partitioned in two disjoint 
subsets VI, V2 such that 1 V, 1~ 3, G( VI) is a r onnected bipartite graph, V2 is 
completely connectcsd and every vertex of Vr in, adjacent o every vertex of V2. 
Clearly, a graph (3(V) is of Type I if and onf/ if its complement 6’ is composed 
by a set of vertices with no incident edges and L subgraph which is the complement 
of a connected bipartite graph with at least three vertices. Therefor~;o we can easily 
recognize a grsph of Type 1. 
A graph G[ V) is said to be of Type 2 if its Bt of vertices can be partitioned into 
disjoint subsets VI,. . . , Vi, every VI being art independent set, such that for every 
i# i, every vertex of Vi is adjacent o every vertex of VP In fact a graph is of Type 2 
if it is a complete k-partire graph for some k. It is easy to see that a graph is of Type 
2 if :jnd only if all the connected component; of its complement are cliques. 
We will define now a family of graphs called c&ue separable gruphs by the 
following inductive definition: 
a) A graph of Type 1 or 2 is a clique separable graph. 
b) If a graph G(V) has a completeiy cc?nnected cut-set A iand the leaves af 
G( 1’) produced by A are clique separablte graph, thea G(V) is a clique separable 
graph. 
Clearly, every clique separable graph is connected. For example, the graph C?( V) 
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of Fig. 1 is a clique separable graph since it has the completeIy connected cut-set 
(0% 05, &I, the leave G ({ ~3, VS, v6, ~7, v8)) is of Yype 1, and the leave 
G({v,, ~2, VJ, 04, vs, v& is of Type 2. These graphs appearetd first in Gallai 131, 
without name. Gallai proved that every i-triangulated graph is a clique separable 
graph. The c onverse is not true since for example in the graph of Fig. 1 the circuit 
&ll, v4, 216, v8, ~7, v, has only one chord, hence the graph is not i-triangulated. The 
c;llique separable graphs are perfect in the sense of Berge (see Berge [I]). Since Rose 
[6) proved that every chordal graph which is not completely connected has a 
completely connected cut-set, it follows that every chordal graph is a clique 
separable graph. By the definition, the bipartite graphs are also clique separable 
graphs. Therefore, the family of the clique separable graphs is quite large. 
The purpose of this paper is to describe a polynomial time recognition algorithm 
for the clique separable graphs. Based on this, it will be easy to describe efficient 
algorithms for finding a minimum coloring and a maximum clique of such graphs. 
By my best knowledge, no such algorithms were previously known, since it is nrol; 
easy to find out if a graph has a completely connected cut-set. 
2. A recogaition aIp=ithm 
Lemma. Let A be a completeiiy connecte~t cut-set of a connected graph G( V) and let 
L? be zp cut-~ of a leave produced by A. Then D is a cut-set of G(V). 
Proof. Let us assume that D is a cut-set of a leave G(Vi U A), and let us denote by 
U I,. . . , Ur the vertex sets of the connected components of G(vf U A - 13). 
Clearly, R is different from ‘4, otherwise it would not be a cut-set of G( K tl .A ). 
Since A is completely connected, there is exactly one j, 1 s j s r, such chat U, 
contains the set A - 13. Therefore, every path in G(V) from a vertex of A - D to a 
vertex of U,, tf j, must contain a vertex of D. Hence D is a cut-set of G(V). 
Consider a connected graph G( V) and let us construct a directed tree & as 
follows: The root of Tgi is denoted by G( V). If G has a completely connected 
cut-set, then set t%e leaves produced ‘by the cut-set as sons of the vertex denoted 
G( V> in To. Continue in this way on the descendants until no terminal vertex of Tc; 
has a completely connected cut-set. To every non-terminal vertex of TG corre- 
sponds act least one pair of non adjacent *vertices of G ( V), and t D different 
nontc.:rminai vertices of To correspond different pairs of non adjacent vertices of 
G(V). Since the number of pairs of non adjacent vertices of G(V) is at most 1 Vf2/2 
it follows that 7” has at most 1 VI” vertices. 
Theorem Consider a clique separdde graph G(V) which is not of Type 1 or 2. Then 
every 
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c//$ue C of G ( V) satisfies at least one of the ,tbllowing cot&tio~~ : 
C“ is a cut-set of G( V). 
There are two vertices u, v E C and two adjacent vertices w, s @ C, such that 
$C - (u, v}) U {w, s) is a compktely connected cut-set of G(V). 
There are :wo vertices u f C, v E C such that IC - (u )) U (u) is a completely 
cai%nected cut-set of G( V). 
We subgraph defined by c = C U (v v E V, v is adjacent to 1 C I- 1 vertices 
of Cl is of Type 2 and there is a subset X C c such that X bs a cumpletely 
connected cut-set of G(V) and X is not a cut-set of G(c). 
Proof. Assume that C is not a cut-set of G(V) and construct To= Then, there is a 
subgraph G(U) denoting a terminal vertex of To which contains c. 
Assume that G(U) is of Type I an< let U,, U2 be the disjoint partition of U such 
that G( U,) is connected bipartite, f Cl I* 3, & is completely connected and every 
vertex of U, is adjacent to every vertex of Ua. Since C is a clique, there are two 
vertices u, v E U1 such that C = Ut u {u, u). Clearly f C I< 1 P/r I+ 1 Vzf since 1 U 13 
3. Let G(u) be the father of G(U) in TO and let A be the completely connected 
cut-set of G(o) used for constructing its sons. Then, there are two vertices 
W, s E Ut such that A G LIZ U {w, s). Therefore (C - (u, v)) U (w, s) is a cut-set of 
G( 0 1, since it cuts between the vertices of U, - {w, s} and of 0 - U. Hence by the 
Lemma it is a cut-set of G(V), and C fulfills the condition (b). 
Assume that G(U) is of Type 2, ard let U’,, . . . , Uk be the disjoint partition of U 
2s required by Type 2. 
Clearly, for every 1 s i < k, f && f? Cl = 1 and every vertex of U - C is adjacent 
to exactly 1 C I - I vertices of C’. Let us assume that there exists a vertex of V - U 
zdjacen: to 1 Cl - I vertices of C. This vertex must be split from U in some ancestor 
of G(U) in 7&. Let G (0) be the closest ancestor of G(V) whose sons split between 
U and a vertex v E V - U adjacent to 1 Cl - 1 vertices of C. Let B be the 
completely connected cut-set of G(o) which performs the splitting. 
Since v is connected to I C I- 1 vertices of C it follows that 1 C f? B 1~ 1 Cl - 1. If 
B C U then clearly B = C or 1 B - Cl = 1 and hence C fulfills the condition (a) or 
(c). Otherwise, let u E B - U’. Clearly ,td is connected to 1 C I - 1 vertices of C and u 
is a vertex of the son of G( 0) which son is also an ancestor of Q( 83). fJencc M ftrust 
be @it from U in a vertex of Trr closer than’ a( 8) to G&J’], contradicting OUF 
rtssumption on G(0). 
Therefore U is exactly Cc U {v 1 v E V, v i~ adjacent in G( VI to 1 Cl - 3 vertices 
of C}. The completely connected cut-set used by the father of C(U) for sphtting, is 
also a cut-set of G(V), it is different from C and it is not a cut-set of G(~!J’). 
Therefore C fulfills the condition (d). 
Let US describe a pclynomial time recognition algorithm for the clique sepa:;ible 
graphs, using the above Theorem. Consider a connected graph G(V). During the 
algarithm we construct the tree T’. Denote the root of T’j by G(V). If G(V) is of 
Type 1 or 2 stop. Otherwise, construct a clique C of G( V). If C fulfifls any of the 
conditions (a), (b), (cJ we easily find a completely connected cut-set of G(V), and 
we add the produced leaves as the SOWS of G(V) in T<;. Let us assume that C does 
not fulfill any of the conditions (a), (b), (c). Let 
@ = C w (v 1 v E V, v is adjacent to 1 C’[ - 1 vertices of C), 
If G(c) is not of Type 2, then stop, G is not a clique: separable graph. Assume that 
G(c) is of Type 2. We have two cases: 
Ccrse 1. G(V - C) is connected, Let L = (v 1 v E 5;. v is adjacent to a vertex of 
V - C). Since G( V - c) is connected, any cut-set ,Y of G(V) such that 1Y C C and 
X is not a cut-set of G(c) must contain L. Therefore, if L f c and L is a 
completely connected cut-set of G(V), then construct the leaves and add them as 
sons of G(V) in 7&_ Otherwlise stop, G( V) is not a clique separable graph. 
Case 2. G ( V - t?) is disconnected and let VI, . . . t V,, r 2 2, be the vertex sets of 
the connected components of G( V - C). For every 1 s i d r let X, = (v 1 u E C, v 
is adjacent to a vertex of Vi). If there is an i such that Xt is a completely connected 
cut-set of G( V), then construct the leaves and add them as sons of G ( V) in Tk. 
Otherwise stop, G(V) is not a clique separable graph. 
We continue in the same way on the descendants of G(V) unti1 all the terminal 
vertices of TG are of Type I or 2, or until we stop because of G(V) not being a 
clique separable graph. 
The above algorithm can be implemented in O( 1 VI”). 
Consider for example the graph G(V) of Fig. 1. The set C = (v,, vz, V.S} is a clique 
of G(V) and it does not fulfil any of the conditions (a), (b), (c) of the Theorem. The 
set of vertices of G(V) adjacent to 1 Ci - I vertices of C is {v3, vs, 21~) hence 
c = (vi, v2, a,, v3, vs. vJ. The subgraph G(c) is of Type 2 and G (V - c) is 
connected. The set of vertices of (? adjacent to vertks of V - (? is L = { VJ, ~5, V& 
We can see that L is a completely connected cut-St of G(V). Therefore we start 
constructing T6 as foliows. The root of TU is denotetd by G(V), and we add two 
sons denoted by the two subgraphs G( VI), G(b), w::lere VI = bt, Q, ~1, ~4. ~5, vt,) 
and V2 = {v.%, tp5, vDhr v7, V& The subgraph G( VI) is of Type 2 and the subgrapll 
G( &)I is of Type I Hence G( V) is a clique separable graph. 
Consider a clique separable graph G( 1,‘). ‘A% const ruct the tree Tc; as in the 
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recognition algorithm. Based on T G; we can Snd a minimum coloring and a 
maximum clique of G ( a/) as follows. Let G (U) be a terminal vertex of TO- If G(U) 
is of Type 1 then U can be partitioned in two disjoint subssts Ur, UZ such that 
1 6/l 1 a 3, G(U) is connected bipartite, &, is completely connected and every 
vertex of UI is adjacent o every vertex of Uz. In this case a ,minimum coloring of 
G(U) can be obtained by using 1 I..& 1 different colors to CO~OX the vertices of f Uz I 
and two additional colors to color the vertices of UI, totally 1 &I + 2 colors. A 
maximum clique having I &I + 2 elements can be obtained by adding to Ut any two 
adjacent vertices of &. 
If G(U) is of Type 2 then it has a partition into a family of disjoint subsets 
UI, &**.r Uk such that every Ur is independent and for ir” j, every vertex of U is 
adjacent to every vertex of U,. Therefore, we obtain a minimum coloring by using k 
colors and coloring the entire set Ui with the i-th color, for every 16 i 6 k. A 
maximum clique crf k vertices is obtained by taking exactly one vertex from every 
U,. In this way we rrbtain minimum colorings and maximum cliques for all the 
subgraphs corresponding to the terminal vertices of TO. Now we go up towards the 
root of To as follows. 
Consider a vertex G(U) of TG such that we have already ‘a minimum coloring 
and a maximum clique for every son of G’(U) in TY. Let G( U,), . . . , G(U,) be these 
sons, and let A be the completely connected cut-set which gave the splitting of 
G(U) into these leaves. A maximum clique of G(U) is obtained by taking a clique 
of maximum size among the maximum cliques of G(U,), . . . , G(U,). We obtain a 
minimum coloring of G(U) as follows. Let us assume that for two different sons of 
G( U) we used colors with different names. Consider the son G (U,) of G(U) whose 
minimum coloring uses the maximum number of colors among the minimum 
colorings of all the sons of G(U). We know that for every 1~ i s I, A C Ui and for 
every j $ i, (U, - A) n (U’ - A) = 8. For eveiy j# t we rename the colors used by 
G(U)) on A by the names of the colors used by G(U,) on A. Also we rename the 
other colors of G( Uj) by names of colors of G (U#) not used on A. Thus we obtain a 
minimum coloriag of G(U) using oniy the colors used by the minimum coloring of 
G(U) 
In this way w continue until we obtain a minimum coloring and a maximum 
clique 9f G(v). In fact we can obtain a maximum clique and the number of colors 
in a minimum coloring of G(V) directly from the terminal vertices of TG. 
4. Coucludsns 
We described polynomial time algorithms for the recognition of the clique 
separable graphs * and for finding minimum colofings and maximum cliques. Yet, 
.Tany related questions remain unanswered. A plolynomial time a&&hm for 
finding a minimum covering by cliques and a maximum independent set of a c5iqule 
separable graph is unknown. Another pru$lem is to charact&ze these graphs 
similarly to the i-triangulated graphs. The secret may be hid in the paper of Gallai 
[a). I can make only the following conjecture: 
Conjecture. A graph G ( V) is a clique separabfe graph if and only if every odd simple 
circuit has a set of chsrds which forms with the circuit a planar graph such that the 
unbounded fuce is the exteriur of the circuit and oil the bounded faces hrlve 
boundaries which are triangles or simple circuits of evm length. 
An interesting problem is also to describe an &Iicient algorithm for the 
recognition of the i-triangulated graphs. 
Let us now enlarge the family of clique separable graphs by assuming as primitive 
not only the graphs of Type 1 or 2, but all the transitive orientable graphs (for 
definition see [S]). The problem is to find a polynorl:rial time algorithm for the 
recognition of these graphs. 
In general, we can ask how do we characterize the psxfect graphs which have no 
completely connected cut-sets. It seems that this question is reIated to the 
conjecture that a graph is perfect if and only if nor it nor its complement has a 
simpie circuit without chords as a subgraph. 
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