Abstract A time-delayed FitzHugh-Nagumo (FHN) system exhibiting a threshold nonlinearity is studied both experimentally and theoretically. The basic steady state is stable but distinct stable oscillatory regimes may coexist for the same values of parameters (multirhythmicity). They are characterized by periods close to an integer fraction of the delay. From an asymptotic analysis of the FHN equations, we show that the mechanism leading to those oscillations corresponds to a limit-point of limit-cycles. In order to investigate their robustness with respect to noise, we study experimentally an electrical circuit that is modeled mathematically by the same delay differential equations. We obtain quantitative agreements between numerical and experimental bifurcation diagrams for the different coexisting time-periodic regimes.
Introduction
Excitable systems play important roles in biology and medicine. Phenomena such as the transmission of impulses between neurons, the cardiac arrhythmia, the aggregation of amoebas, the appearance of organized structures in the cortex of egg cells, all derive from the activity of excitable media [1] [2] [3] . The classical example of an excitable phenomenon is the firing of a nerve. According to the Hodgkin and Huxley (HH) equations [1, 4] a sub-threshold depolarization dies away monotonically, but a super-threshold depolarization initiates a spike potential. FitzHugh and Nagumo (FHN) [5, 6] later formulated a simplified version of the HH equations that describes the essential features of the nerve impulse in terms of two differential equations. The phase-plane analysis of the possible trajectories clarifies the conditions for excitability. A successful spike is generated only if a perturbation from the rest state surpasses a critical threshold.
The effects of time delays in neurosystems have recently attracted a lot of attention [7] . Delays are inherent in neuronal networks due to finite conduction velocities and synaptic transmission. Small neurons transmit over short distances <1 mm at velocities <2 m/s. Large neurons transmit over longer distances (cm to meters) at velocities of 10-100 m/s [8] . Specific synchronization or desynchronization patterns are essential for neural functioning and they have been investigated by formulating network models. Early studies considered coupled phase oscillator systems [9] [10] [11] [12] that allowed analytical results. Biologically more realistic network models are now explored showing how time delays affect the structural heterogeneity of the network [13] [14] [15] [16] . While most studies concentrated on populations of coupled limit-cycle oscillators, work has also been done on coupled excitable units. The case of two delayed coupled FHN systems has been examined in detail showing that stable periodic oscillations may coexist with a stable steady state [17] [18] [19] . The bifurcation phenomenon is fully induced by the delay τ and represents a new form of oscillatory synchronization exhibiting a period close to 2τ . Physically, the delayed coupling allows the sequential spiking of the two cells by controlling the timing of each pulse. In [20] , we applied asymptotic techniques appropriate for slow-fast systems and constructed periodic solutions of a two delayed-coupled FHN system. We found that in addition to the 2τ -periodic solution, there exist periodic solutions of period 2τ/n where n = 1, 2, . . . for the same values of the parameters. We experimentally investigated their robustness with respect to noise by designing an electronic circuit that simulates our two coupled FHN system. In this chapter, we consider only one FHN system subject to a delayed feedback and wonder if a stable periodic solution may still be an alternate to a stable steady state. This question was recently raised by Hövel (Sect. 6.3 in [21] ). His work was motivated by earlier studies of Schöll and coworkers [22] [23] [24] who explored the effect of the delayed feedback on noise-induced oscillations. Here, we deliberately consider a delayed FHN problem where no Hopf bifurcation is possible even in the presence of a delayed feedback. We however anticipate that a periodic solution may appear through a limit-point of limit-cycles. Specifically, we consider the following FHN equations
where H (x) is the Heaviside step function. 0 < a < 1/2 is a threshold parameter for the onset of pulses. ε ≪ 1 is a small parameter which implies that x is fast compared to y. τ = O(1) is the delay of the feedback. The presence of a threshold nonlinearity means that Eqs. (17.1) and (17.2) can effectively be treated as a piece-wise linear system. The study of piece-wise FHN systems has allowed for important advances in the understanding of excitable systems when diffusion is included [1, 25, 26] and/or delay [26, 27] . The multiplicity of periodic solutions of delay differential equations (DDE) is not a new phenomenon for oscillators subject to a delayed feedback. It has been shown for specific problems where the steady state is unstable that the period of the limit-cycle oscillations exhibits multiple hysteresis loops as the delay increases [28] . It is a generic phenomenon for a large class of DDEs [29] . Here we consider a slowfast system with a stable steady state and with an arbitrary delay. We have found numerically that the coexistence of periodic solutions persist even for small delays
The steady state (x, y) = (0, 0) is a stable focus whatever the value of τ . By contrast to the analysis in [20] , we do not immediately take advantage of the small parameter ε but construct a periodic solution by combining two partial solutions valid for x(t − τ ) < a and x(t − τ ) > a, respectively. We obtain transcendental equations for key properties of the solution that we then analyze in terms of parameter a. We show that the bifurcation mechanism for their emergence is a limit-point of limit-cycles.
The organization of the chapter is as follows. In Sect. 
Theory

Numerical Observations
Equations ( 
where n is an integer. Increasing n leads to periodic solutions with smaller periods and smaller orbits in the phase-plane. Figure 17 .2 shows the τ -periodic limit-cycle in the phase-plane. It consists of two slowly varying parts following the slow manifold (broken lines)
connected by two fast transition layers at nearly constant values of y. Each periodic solution is characterized by its period T n ≃ τ/n. Oscillations with smaller periods have also been found but are not shown for clarity. The extrema of x do not change significantly as n increases. The change is more dramatic if we examine the extrema of y and the bifurcation diagram is shown in Fig. 17 .3a in terms of the extrema of y using a as the bifurcation parameter. The bifurcation diagram is obtained by a continuation method i.e., we integrate Eqs. (17.1) and (17.2) for a large interval of time changing a by steps and by using the previous solution as the new initial function.
We observe that the different solutions exist up to a critical value a c n . Beyond this value, the system either jumps to a periodic state exhibiting a larger period or to the Table 17 .1. We note that the a c n decreases as n increases which suggests that a large number of coexisting regimes are more likely to be found if a is close to 0. Table 17 .1 also indicates the values obtained experimentally using an electronic circuit (see Sect. 17.3). The agreement is clearly quantitative. The bifurcation diagrams suggests that each branch of periodic solutions terminates at a limit point of limit-cycles. In order to verify this bifurcation mechanism, we construct an analytical solution in the next section.
Construction of the Periodic Solution
The numerical time integrations depend on the basins of attractions of each periodic solution as well as their linear stability properties. Transients can be very long near the limit points of periodic solutions which limit the accuracy of our numerical solutions. In this section, we propose an alternative method based on an analytical construction of each periodic solution.
Because Eqs. (17.1) and (17.2) are piecewise linear ordinary differential equations, we may construct a periodic solution by connecting two separate expressions valid for x(t − τ ) < a and x(t − τ ) > a, respectively. We obtain strongly nonlinear transcendental equations for different unknown quantities. They will be solved numerically for a fixed value of ε and analytically in the limit ε small. Figure 17 .4 shows the periodic solution of Fig. 17 .1b for both x(t) and x(t − τ ). Time t = 0 is chosen as the time where x(t − τ ) − a becomes positive causing a sudden increase of x(t). Time t = t 1 is defined as the time where x(t − τ ) − a becomes negative now causing a decrease of x(t). Time t = t 2 is the total period where x(t − τ ) − a is again positive. We assume that the period is given by Fig. 17.3 Extrema of y as functions of parameter a for each T n -periodic solution (T n ≃ τ/n) for n = 1 (black), n = 2 (red), n = 3 (blue), and n = 4 (orange). The critical points a c n mark the point where the T n -periodic solution is no more observed. 
where δ/n = O(ε) is defined as the small correction of τ/n. Consequently, 
0 < t < t 1
During the time interval 0 < t < t 1 , x (t − τ ) > a and the Heaviside function is equal to 1 (see Fig. 17.4b ). The equations for x and y are then given by
They admit the solutions
where A and B are integration constants and
t 1 < t < t 2
During the time interval t 1 < t < t 2 , x (t − τ ) < a and the Heaviside function is equal to 0 (see Fig. 17 .4c). The equations for x and y now are 17.12) and admit the solutions 45) . By taking the derivatives of (17.10) and (17.14), we determine the extrema of y for a single value of t 1 and n. If we apply the same procedure for different values of t 1 and n, we obtain bifurcation diagrams where a is the bifurcation parameter. Figure 17 .3c represents the extrema of y as function of the parameter a for different time-periodic regimes (n = 1, 2, 3 and 4). We clearly note that they emerge from limit-points of limit-cycles located at a = a c n . Comparing Fig. 17 .3a and c, we note that the extrema obtained numerically by integrating Eqs. (17.1) and (17.2) start to slightly deviate from the extrema obtained by the analytical construction in the vicinity of the limit points. Moreover, there are significant differences between analytical and numerical estimates of the a c n . It suggests a possible change of stability of the branches of periodic solutions near the limit points although we didn't find any numerical evidence of a secondary bifurcation to quasi-periodic oscillations. It is most likely that the periodic solutions are weakly stable in the vicinity of the limit points.
The Limit ε → 0
In order to further progress analytically, we investigate the asymptotic limit ε → 0. 
From (17.49) and using (17.16) and (17.17) in order to eliminate exp (λ − − λ + ) δ and exp (−λ + δ), we obtain 
Experiments
Circuit
In order to test the experimental accessibility of our theoretical results, we have build a nonlinear electronic circuit that simulate our FHN system (see Fig. 17.6 ).
Assuming the values of R 1 , R 2 and R 3 are sufficiently close to each other, the evolution equations for V x and V y are given by
The Heaviside function is accomplished by comparator U 3a . The circuit was built on a 'breadboard' and connected to a commercially available Digilent Nexys 2 Field Programmable Gate Array (FPGA) board. The FPGA board is programmed as a digital delay line with provisions for storing and generating signals. The interfacing between the digital FPGA and the analog circuit is done by using several 'PMOD' analog-to-digital (AD) and digital-to-analog (DA) plug-in modules, also from Digilent. Figure 17 .7 shows how the digital part is programmed and connected to the analog FHN circuit. x(t) is read by AD0 and a delayed version x(t − τ ) is output by DA1. In between is a patch of memory, programmed as a digital delay line. At the same time another patch of memory is used to store a time trace of x(t). DA1 is used to output the value of a, which is fixed in each run of the experiment. Before each run of the experiment, the initial function (17.3) is loaded in the delay line memory. y(t) is read by AD1 and stored in another section of memory. A Python script running on a host PC is responsible for controlling the experiment, initializing the FPGA board, downloading the data, etc.
Voltage and Time Scaling
In order to compare experimental measures with theoretical results, we reformulate Eqs. 
V a is generated by a DA1 and its value is between 2.5 and 5 V. This enables us to vary V a in the Python script. The internal representation is signed sixteen bit, having values between −32,768 and 32,767 with 0 being V ref .
Comparison between 
where
In order to properly obtain the Heaviside function, R 10 must be much smaller than R 3 to assure that V z goes to V ref during the phase that the output of the comparator is not sinking current. On the other hand, R 10 cannot be too small so that the comparator can adequately bring V z low output during the other phase. The ratio R 4 /R 5 ≈ 0.006 is sufficiently small to ignore the last term in Eq. (17.27). Equations (17.26) and (17.27) then have the same form as Eqs. (17.1) and (17.2). We choose R 2 C 2 = 50 µs and R 4 C 4 = 5 ms to fix ǫ to 0.01. The digital delay is programmed to sample at T s = 5 µs. Since τ = N T s /(R 4 C 4 ), the length of the delay line is N = 1000 samples.
To compensate for tolerances, actual component values were measured (see Table 17 .3) and the delay line length N set appropriately to yield ε ≈ 0.01 and τ ≈ 1. R 1 , R 2 and R 3 were hand selected to have values very close to each other.
Since 
Experimental Results
A scan over the parameter a = 0 . . . 0.5 was made for n = 1, 2, 3 and 4. Each value for a and n was run for a time of 10 s, equivalent to 2000τ , to allow the circuit to stabilize. The reported extrema of y are the averages of the extrema over the last 10 delay line recordings. See Fig. 17 .3b. For n = 4, the running time was increased by 1 min to conclude for stability, since even after 10 s, a jump could be observed.
The critical values a c n for different n are listed in Table 17 .1.
Discussion
In this chapter, we performed a theoretical and experimental study of a time-delayed FHN system with threshold nonlinearity. Different coexisting stable periodic regimes are observed for the same values of the parameters (multirhythmicity). The period of the oscillations is close to T n ≃ τ/n, where τ is the delay and n is a positive integer. From numerical simulations of Eqs. (17.1) and (17.2), we found that these solutions exist from a = 0 to a critical value a = a c n . Beyond this point, the oscillations either jump to another oscillatory state with a larger period (smaller n) or to the stable steady state. We also noted that a c n decreases as n increases. In order to test their robustness with respect to noise, we built a system that is described mathematically by the same FHN equations. We obtained quantitative agreement between numerical and experimental bifurcation diagrams.
An analytical construction of the T n -periodic solution is possible and leads to a nonlinear transcendental equation. Using the dichotomy method, we determined the bifurcation diagram and showed that the periodic solutions emerge from limitpoints of limit-cycles. Simple analytic expressions for the location of the limit points are derived by considering the limit ε → 0. Although numerical and experimental bifurcation diagrams are in good quantitative agreement, the point where a specific periodic solution disappears doesn't match the computed limit point. This difference is likely due to the weak stability of the solutions near the limit points. However, a possible instability near the limit point cannot be ruled out (see [29] for a simple example). We believe that this multirhythmicity is generic to a large class of slow-fast delay systems. Recently, coexistence of stable oscillations of period close to τ/n have been observed numerically and experimentally for an optoelectronic oscillator [30] as well as for a laser subject to polarization rotated feedback [31] .
The stable periodic solutions however emerge from Hopf bifurcation points rather than limit points. The mathematical model for the optoelectronic oscillator displays quite similar equations as our FHN system. It is a two variables slow/fast system with an S-shaped slow manifold. The small parameter ε results from the large delay of the feedback loop.
For applications, the selection of a specific periodic solution is an important issue. In [30] , a pattern generator is included in the electric part of the optoelectronic oscillator feedback loop. The system is then excited initially with a signal exhibiting the chosen frequency. In [31] , a weak conventional optical feedback is added to the laser subject to a polarization rotated feedback. By controlling the delay of the feedback control with respect to the delay of the rotated feedback a specific squarewave with the desired period can be generated.
Inserting these expressions of A exp(λ + t 1 ) and C exp(λ + t 21 From Fig. 17 .4b, we note that x increases at time t = 0 when x(t − τ ) = a. At time t = δ, it is the turn of x to equal a. From Fig. 17 .4c, we note that t = t 1 and t = t 1 + δ mark the times where x(t − τ ) and then x are equal to a. Using (17.9) with x(δ) = a and (17.13) with x(t 1 + δ) = a, we obtain 
