The Logistic-Modified Weibull distribution is introduced as a new lifetime distribution based on the T-X family. Some properties of the new distribution are studied. Also, the estimation of the parameters is discussed using different methods such as maximum likelihood and Bayesian. The asymptotic variance-covariance matrix is obtained. Finally, we provide an application to real data.
Introduction
Familier distributions are modified and/or generalized using different directions. These directions are interested in deriving new families of univariate continuous distributions by introducing one or more additional shape parameter(s)to the baseline distribution. Some of well-known families are: "the beta-G family (Eugene et al.,2002; Jones,2004) ; the gamma-G family(type 1)(Zografos and Balakrishanan, 2009); the Kumaraswamy-G (Kw-G)family (Cordeiro and de Castro,2011) ; the gamma-G type 2 family (Ristić and Balakrishanan, 2012); the McDonald -G (Mc-G) family (Alexander et al., 2012) ; the gamma-G family type 3 (Torabi and Montazari, 2012) ; the log-gamma-G family (Amini et al., 2012) ;exponentiated generalized-G family (Cordeiro et al., 2013) ; the transformed -transformer T-X family (Alzaatreh et al., 2013) ; the exponentiated T-X family (Alzaghal et al., 2013) ; the Weibull-G family (Bourguignon et al., 2014) ; the gamma-X family ; the logistic-G (Torabi and Montazari, 2014) ; the logistic-X family (Tahir et al., 2014) ; the T-normal family ; the T-X family using quantile functions (Aljarrah et al., 2014); the T-X family using the logit function (Al-Aqtash et al., 2015) and more.
Suppose that we have a random variable (r.v.) T ∈ [a, b] such that −∞ < a < b < ∞ with the probability distribution(pdf), say v(t). Also, let Q[G(x)] be a function of the cumulative distribution function (cdf) of a random variable X. Alzaatreh et al. (2013) introduced the T-X family of distributions with the following formula:
where Q[G(x)] satisfies the following conditions: The pdf corresponding to (1) is given by
Tahir et al. (2014) studied the case when T follows the logistic distribution with shape parameter a > 0, its cdf is
The corresponding pdf take the form
and they studied the case when et al., 2014) expressed this function as a quantile function). So the new family of continuous distributions generated from a logistic r.v. called the logistic-X family takes the following cdf and pdf, respectively
where g(x) is the pdf of the baseline distribution. In this article we consider X follows Modified Weibull (Sarhan and Zain-Din, 2009) r.v. and introduced the logistic-Modified Weibull distribution as a new distribution in the following section.
Logistic-Modified Weibull Distribution
The Modified Weibull distribution has pdf and cdf given by g(x) = (α + cλx c−1 )e −(αx+λx c ) , G(x) = 1 − e −(αx+λx c ) respectively. Then from (5) we can obtain the cdf of logistic-Modified Weibull distribution as follow
so, the survival function is
and the corresponding pdf takes the form
One can note the following special cases: for λ = 0 or (α = 0, c = 1), we have the Logistic-Exponential (LE). for α = 0, we have Logistic-Weibull (LW ). for α = 0, c = 2, we have the Logistic-Rayleigh (LR). for c = 2, we have Logistic-Linear Failure Rate distribution(LLF R).
Plots of the pdf of the LMW for different parameter values are given in figure (1) . From (8) and (9) the hazard function of the LMW distribution is given by
and figure (2) displays some shapes of the hazard function for selected parameter values. The r th raw moments for the LMW distribution are obtained using the following formula: 
where 0 < 
Parameter Estimation
Here, two methods of estimation; maximum likelihood and Bayesian Estimation are discussed.
Maximum Likelihood Estimation
The log-likelihood function is given by
The first derivatives of the log-likelihood function are given as follows
Equating equations in (15) to zero and solving them numerically, one can obtain the estimates of the unknown parameters. Now, the second order derivative of log-likelihood function are obtained as follows
and the observed information matrix is given by
Inverting the information matrix and replacing the unknown parameters by their mles to obtain the asymptotic variance-covariance matrix of (ĉ,â,λ,α) 100(1 − γ)% approximate confidence intervals for the parameters a, c , λ andα are respectively, (â − z γ 
Bayesian Estimation
Here, we assume that prior distribution is non-informative, i.e. π 0 (a, λ, c, α) ∝ 1 aλcα where a, λ, c and α > 0.To compute approximate Bayes estimates, one can use the Gibbs sampling procedure which used to generate samples from posterior distributions. The joint posterior distribution is π(a, λ, c, α|x) ∝ π 0 (a, λ, c, α) exp l(x, a, λ, c, α), where l(x, a, λ, c, α) is the logarithm of the likelihood function is given in (14) .When we set ρ 1 = log(a), ρ 2 = log(λ), ρ 3 = log(c) and ρ 4 = log(α), the joint prior distribution will be π(ρ 1 , ρ 2 , ρ 3 , ρ 4 ) ∝ constant,−∞ < ρ 1 , ρ 2 , ρ 3 ,and ρ 4 < ∞ and the joint posterior distribution take the form
Using the WinBUGS software, posterior summaries of interest can be obtained such as: the mean; the standard deviation; credible interval and others.
A Numerical Example
Now, we generate a sample of size n = 100 from LMW distribution to estimate the four unknown parameters a, λ, c,and α. For our sample, let a 0 = 1.5, λ 0 = 1.5, c 0 = 0.5,and α 0 = 0.5. The MLEs and 95 % confidence intervals for the four parameters a,λ, c and α are listed in The following table: Consider the sample mentioned above and consider the reparameterization ρ 1 = log(a), ρ 2 = log(λ), ρ 3 = log(c)andρ 4 = log(α) for the LMW distribution with non-informative uniform priors U(-0.001, 0.001), U(-8.0, 6.5), U(-0.001, -0.001)and U(-0.001, -0.001) respectively. Using WinBUGS software, a set of 70000 Gibbs samples was generated after a "burn-in-sample" of size 1000 to eliminate the initial values considered for the Gibbs sampling algorithm. To asses the accuracy of the posterior estimates, the Monte Carlo error (MC error) for each parameter is calculated. As table (2) shows the MC error is less than 5 % of the sample standard deviation, indicating convergence of the algorithm. To obtain the MLE of the survival function of LW distribution, replace the parameters a, λ and c by their MLEsâ,λ andĉ in (8) . Also, one can obtain Kaplan -Meier estimator of survival function for the data set. The estimates are displayed graphically in figure (3).
Figure (4) displays TTT plot which has concave shape and so it has increasing shaped failure rate which agrees with the plot of the MLE of failure rate.
To compute approximate Bayes estimates in the case of the LW distribution, one can use the Gibbs sampling procedure which used to generate samples from posterior distributions. Here, we assume that prior distribution is noninformative, i.e. π 0 (a, λ, c) ∝ 1 aλc where a, λ, c > 0.Then the joint posterior distribution is π(a, λ, c|x) ∝ π 0 (a, λ, c) exp l(x, a, λ, c) where l(x, a, λ, c) is the logarithm of the likelihood function is given in (14) .When we set ρ 1 = log(a), ρ 2 = log(λ) and ρ 3 = log(c), the joint prior distribution will be π(ρ 1 , ρ 2 , ρ 3 ) ∝ constant, −∞ < ρ 1 , ρ 2 ,and ρ 3 < ∞ and the joint posterior distribution take the form 
Posterior summaries such as: the mean; the standard deviation; credible interval and others can be obtained using the WinBUGS software.
Approximate Bayes estimates
Here, we assume that prior distribution is non-informative, i.e. π 0 (a, λ, c) ∝ 1 aλc where a, λ, c > 0. Consider the sample data mentioned above and consider the reparameterization ρ 1 = log(a), ρ 2 = log(λ) andρ 3 = log(c) for the LW distribution with non-informative uniform priors U(0,1), U(0,0.01) and U(-4,-3) respectively. Using WinBUGS software, a set of 10000 Gibbs samples was generated after a "burn-in-sample" of size 1000 to eliminate the initial values considered for the Gibbs sampling algorithm. Table ( 2) shows that the MC error is less than 5 % of the sample standard deviation. 
