Abstract. A major challenge in the area of hardware veri cation is to devise methods that can handle circuits of practical size. This paper intends to show how the applicability of combinational circuit veri cation tools based on binary decision diagrams (BDDs) can be greatly improved. The introduction of dynamic variable ordering techniques already makes these tools more robust; a designer no longer needs to worry about a good initial variable order. In addition, we present a novel approach combining BDDs with a technique that exploits structural similarities of the circuits under comparison. We explain how these similarities can be detected and put to e ective use in the veri cation process. Benchmark results show that the proposed method signi cantly extends the range of circuits that can be veri ed using BDDs.
Introduction
The times when researchers in the CAD eld could sit in their ivory tower thinking up neat solutions for theoretical problems belong to the past. Nowadays, industry and other funding organisations require projects to come up with useful and practical results. Whereas only 10 years ago, a hardware designer would be surprised when an automatic tool could prove his LSI circuit (a couple of gates and a few ip ops) correct, today, the same designer expects tools that handle his 10,000 gates VLSI circuit. Clearly, the biggest problem faced in the area of hardware veri cation is that of scale.
In this paper we show how a successful technique for proving equivalence of combinational circuits can be extended to greatly enhance its applicability. Our past work has concentrated on the use of BDDs to represent the circuits' functional behaviour. However, it is a known fact that for many practical circuits no reasonably sized BDDs exist no matter what variable order we choose. Several approaches that try to circumvent this intricate problem have been proposed 1] 9] 11]. Often, the canonicity requirement for BDDs is dropped; then, of course, the equivalence check becomes harder. It is also possible to introduce extra variables with the intention of obtaining smaller BDDs. We feel that those methods are either not general enough for our purposes, or lack convincingly strong results. The method we propose in this paper is modelled after 6] 14], and still uses regular BDDs. It works fully automatically and does not impose any special requirements on the design process. This paper is organised as follows. In section 2 we momentarily divert into the rather novel technique of dynamic variable ordering. We explain the main idea and show how it can be incorporated in a BDD package. The experimental results presented at the section's end serve both as evidence for the usability of the technique and as a stimulus for further investigations. Section 3 introduces our ideas on using structural information of the circuits at hand to aid in the veri cation process. We show that with a minimum of extra e ort, the available BDD routines can be used in a more clever way to establish equivalence. The results of our rst experiments are very encouraging.
Dynamic Variable Ordering
In this section, we brie y summarize the issues involved in applying a dynamic variable ordering technique, i.e., changing the order of the variables during BDD construction. We assume that the reader is already familiar with the basic concepts of BDDs 8] and the popular way to implement them 5] . Dynamic variable ordering is a very important addition to a BDD package, because it relieves the user of the burden of specifying a good order a priori, i.e., before the BDDs are constructed. We can de ne a good order as one that permits the function to be represented by a polynomially sized BDD. For gate level descriptions, several static ordering algorithms have been proposed 10] 12] and shown to be successful for many circuits. However, it turns out that dynamic variable ordering often substantially improves on the intermediate and nal BDD sizes. In particular when BDDs are used in the area of veri cation, it is our opinion that dynamic variable ordering becomes a mandatory prerequisite for successfully handling large circuits automatically.
Basic Principles
It is a well-known fact that the size of a BDD representation for a given boolean function may drastically change when a di erent variable order is adopted. Therefore, it is very important that a good variable order is used. Because generally it is di cult to predict a good order before the BDDs are actually constructed, it is necessary to use a technique that searches a good order during the construction of BDDs. The problem with changing the order dynamically is that one has to maintain canonicity. In the implementation of a BDD package, canonicity is achieved through a so-called unique table of BDD nodes: a node is identi ed by its pointer. A new node is only then created when it is not yet present in the unique table; otherwise the pointer stored in the table is returned. It would be very ine cient to construct entirely new BDDs for every di erent order that is tried. Therefore, dynamic variable ordering is based on a succession of local modi cations, each of which can easily be made to preserve canonicity. A natural local modi cation is the swapping of two consecutive variables, as is illustrated in Fig. 1 .
F 11 F 01 F 10 F 00 Fig. 1 . The e ect of a variable swap on a BDD By repeatedly swapping adjacent variables every variable order can be generated. However, for practical purposes a full exploration of the`variable orders space' cannot be tolerated; a simple local-search approach with limited hillclimbing is chosen instead. This has become known as the sifting algorithm 16]. In this approach, each variable is tried at all possible positions in the order while the ranks of the other variables remain the same. This search for the best position of that one variable may still lead to the construction of unacceptably large intermediate BDDs, hence the search is aborted as soon as the increase in the total number of nodes exceeds a given limit (we allow an increase of at most 5%). It is easy to see that putting one variable at its best position takes O(#vars #nodes) time. It makes sense to treat the variables in order of frequency: the variable with the most occurrences in the BDD is sifted rst. The rationale is that by changing the position of this variable the largest gain, i.e., decrease in BDD size, may be achieved.
Implementation Issues
The integration of dynamic variable ordering into a BDD package requires two decisions, namely where and when the algorithm is applied. Rudell argues that it must be invoked inside the recursive ITE routine, because this is the major source for new nodes. However, dynamic variable ordering violates the invariants of the ITE routine. Since ITE recursively visits the nodes of its three BDD arguments in a depth-rst fashion, starting at the top nodes, it is not allowed to swap any variables that have ranks smaller than the node currently under consideration. Dynamic variable ordering may be partly applied to the rest of the variables. This idea has not been persued. Instead, we decided to allow dynamic ordering only to take place outside recursive ITE calls, but potentially after every toplevel call.
The question of when to apply dynamic ordering is not an easy one; on the one hand, dynamic variable ordering is a very useful, and for some applications even vital, feature of a BDD package, but on the other hand it takes O(#vars 2 #nodes) time for a single invocation, and therefore should not be called upon too liberally, especially when many variables are involved. Clearly, there are a number of con icting interests: { Dynamic variable ordering should be done as soon as the current order is found to be rather poor.
{ The quality of an order can only be assessed relative to the functions that are momentarily represented. There is usually no way to predict the sequence of future BDD operations on the current functions. { When the functions to be represented are such that no good order exists, dynamic ordering should be refrained from completely.
Rudell uses an absolute bound on the total number of BDD nodes to trigger the ordering. After each reordering, it is reset to twice the then existing number of nodes. Our solution is to x the total time spent in one call to some reasonable constant, say 10 (cpu) seconds, and to use both a relative and an absolute threshold to trigger the variable ordering. The absolute threshold criterion we use is the same as described above. The relative threshold is introduced to be able to anticipate sharp increases in BDD size as a function of the number of top-level ITE calls. Dynamic ordering is triggered when the increase exceeds a factor of 2. This value is chosen because the majority of BDD operations takes two operands, and empirical evidence shows that the size of the result is of the order of the sum of the sizes of the operands; worst-case it would be the product.
The e ect of dynamic variable ordering is illustrated in Fig. 2 for a 16-bits rotator circuit with 16-bits data input and output, and a 4-bits control input (20 BDD variables). Mark the di erence in scale of the vertical axes: without dynamic variable ordering more than a million BDD nodes are required to compute the rotator's outputs; with dynamic ordering, some 4000 are needed. The ragged behaviour of the graphs is due to the particular way the circuit is described as a table, see Dynamic variable ordering requires easy access to all BDD nodes with the same variable label. Hence unique tables need to be maintained per variable instead of having one large table shared by all of them. As a consequence and clear disadvantage, memory for those hash tables gets fragmented. On the positive side, it allows for a ner control over the amount of memory allocated for each table. In fact we do this dynamically, i.e., when more nodes for a particular variable are needed the table is extended, and when enough nodes of that variable are freed again the table is shrunk. This approach turns out to be both bene cial with regard to run time and memory usage.
Experimental Results
We have implemented the algorithm for dynamic variable ordering in the BDD package that is developed by one of the authors. It is based on the work of Karl Brace reported in 5] and papers by Richard Rudell 16] the usual logical operations on BDDs, it includes a rich set of meta routines (e.g. quanti cation with respect to a set of variables, composition, conversion to sum-of-cubes), routines for statistics (e.g. size, number of minterms), support for development of new operations, and routines to visualize BDDs (e.g. for X-Windows). Table 1 indicates the e ect of dynamic variable ordering on some typical benchmarks, all taken from 13] except for the rotator. Nodes denotes the size of the nal (shared) BDDs for all output functions. The run time is in seconds on a HP9000/735 workstation. The`good' and`bad' orders are obtained manually, we don't claim them to be the best, resp. worst;`dynamic' means dynamic variable ordering is on during BDD construction;`bad' is taken as initial order, and at the end dynamic ordering is applied exhaustively until no more gain is obtained. The results for min max include BDDs for both the regular outputs and the next-state functions.
With our implementation, we achieve results comparable with Rudell's 15]. As our experiments point out, there is no such thing as \one medicine cures all". Some tuning of the dynamic variable parameters may often give better results. In many design environments, formal veri cation is applied to establish the equivalence of two circuit descriptions. Typically, one description has been derived from the other by one or more design steps. Many of these steps have little e ect on the global structure of a circuit. Therefore, it is likely that there exist structural similarities between the two circuits to be veri ed, i.e., not only the outputs are functionally equivalent, but also some of the internal signals. For example, when the correctness of a technology mapping step is veri ed, both circuits have a similar global structure, and when a designer wants to check the correctness of some manual modi cations, only small parts of the circuit may have changed. Intuitively, it should be easier to prove the equivalence of two circuits which have a similar structure, than to prove the equivalence of two circuits with a totally di erent structure. However, this is typically not true for BDD-based veri cation tools; the e ciency of these tools is almost completely determined by the compactness of the BDD representations for the outputs of the circuits. Therefore, the e ciency depends on the type of circuit that is veri ed and not on the actual di erences between the circuits that are compared.
One of the rst veri cation methods to use structural equivalences was presented in 3]. However, this method may lead to so-called false negatives, i.e., the method may fail to prove the equivalence of two equivalent circuits. A more advanced method was described in 4]. This method still su ers from false negatives, although the authors suggest how BDDs can be used to avoid this problem. Recently, two veri cation methods were presented that exploit equivalences between internal signals in combination with a test generator 6] 14]. These methods do not su er from false negatives, and the presented benchmark results demonstrate the e cacy of using structural similarities.
In this section, it is shown how a BDD-based veri cation method can be extended to exploit structural equivalences of the circuits that are compared. This improves the method's ability to deal with circuits that are structurally similar, even if these circuits cannot be represented e ciently by BDDs. First, it is described how equivalent internal signals can be used to improve the veri cation method; the ideas used are similar to some of the ideas presented in 4]. Then, it is shown how these equivalences can be detected during the veri cation of the circuits.
Using Structural Equivalences
Suppose we want to verify that two outputs f and g are functionally equivalent, i.e., we want to establish the equivalence of the corresponding functions F : B n ! B and G : B n ! B, where n denotes the number of primary inputs. This means we have to prove that for every input vector i 2 B n ;
(1) Now assume that the fanin cones of f and g both contain a signal with the function H : B n ! B. Then, this function can be used to decompose F and G, i.e., there are functions F d : B n+1 ! B and G d : B n+1 ! B; such that: (2) In that case, (1) can also be written as follows:
This formula indicates how a structural equivalence can be used to decompose the calculation of the di erence. First, the di erence of the two functions is calculated while the common subfunction H is represented by an extra variable. If this di erence is zero, the two functions are equivalent. However, if it is not zero, it cannot be decided directly that the functions are not equivalent; this decision can only be made if the di erence expressed in the original variables di ers from zero. Otherwise, there must apparently exist variable assignments for which the calculated di erence does not equal zero, but these assignments may not be valid because the variables representing subfunctions cannot be assigned values independently. To avoid these false negatives, it is necessary to replace the introduced variable by the function it represents.
A veri cation method can repeatedly use structural equivalences to compare two circuits. The main advantage of this approach is that the BDD representations remain compact if su cient equivalences exist between the circuits. The functions of the signals are not only expressed in terms of the primary inputs, but also in terms of variables representing common internal signals. Because the functional dependencies between these variables are not taken into account while constructing BDDs, this approach leads to smaller BDDs, even though the number of variables is increased. The main disadvantage is of course that the equivalence check now requires substitutions, possibly resulting in a large BDD representation for the di erence of two signals. However, in case the two circuits not only have some internal signals in common, but also use these signals in a similar manner, the di erence may be relatively small, or it may even be zero, in which case there is no need for substitutions at all.
The two circuits in Fig. 4 are used to illustrate how the veri cation method uses equivalent internal signals.
Fig.4. An example of two similar circuits
First, it is veri ed whether the outputs a 4 and b 5 are equal. Obviously, this should be easy, because the parts of the circuits which de ne these outputs, are not only functionally but also structurally identical. During the veri cation, it is detected that the signals a 1 and b 1 , and a 2 and b 2 are equal, and therefore, two new variables v 1 and v 2 are introduced to represent the functions of these signals.
Then, it is detected that a 3 and b 3 are equal, because for both, the function :(v 1^v2 ) is computed. The variable v 3 is introduced for this function. Similarly, the function :(i 1^v3 ) is calculated for both a 4 and b 5 , and the equivalence of the outputs is established. This shows that the proposed method can handle structural equivalence without any problem.
The veri cation of the outputs a 5 and b 6 is slightly more di cult. If the same equivalences as detected earlier are used, the function :(i 4^v3 ) is computed for output a 5 , and the function :(i 4^: v 2 ) for output b 6 . The di erence a 5 b 6 is i 4^( v 3 :v 2 ) . Because this is not equal to zero and still depends on variables representing internal signals, the function :(v 1^v2 ) is substituted for variable v 3 . Then, the di erence becomes i 4^v2^: v 1 . This is still not equal to zero, and therefore, also v 2 is replaced by the function it represents. This results in the di erence i 4^: (i 3^i4 )^:v 1 , which can also be written as i 4^: i 3^: v 1 . After the replacement of v 1 by its function, this becomes i 4^: i 3^i3^i2 , which equals zero. This proves that the outputs a 5 and b 6 are equivalent.
Detecting Structural Equivalences
We will now address the problem of detecting structural equivalences of two circuits. A naive approach is to compare every signal calculated in one circuit with all signals calculated in the other circuit. However, this is not very e cient, since every equivalence check may require a series of substitutions; especially the comparison of non-equivalent signals can be quite expensive, both in terms of run time and memory usage. Of course, it is also possible to detect only those equivalences for which no substitutions are required. In that case, it is not guaranteed that all equivalences are found, because it is only tested if two signals have exactly the same BDD representation. However, this is not an e ective approach. If an equivalence is not detected because the di erence of the BDDs is apparently not equal to zero, it is very likely that all other equivalences in the fanout cone of these signals also remain undetected. In fact, it is very likely that the di erence becomes larger while it propagates towards the outputs. Therefore, we introduce an extra preprocessing step to detect which signals are most likely to be equivalent.
An e ective preprocessing step is to calculate a signature for every signal by simulating both circuits for a limited number of randomly generated input vectors. Because two signals cannot be equivalent if they have di erent signatures, such a signature can be used as a coarse check for the equivalence of two signals. This technique does not exclude any equivalences, and therefore does not su er from the same disadvantage as selecting signals on basis of the calculated BDD representation. However, there are circuits for which random input vectors are not very e ective in distinguishing signals. In that case, many inequivalent internal signals will be compared, possibly requiring many substitution operations. The e ects of this problem can be diminished by exploiting the result of the equivalence check. This result is namely the set of all input vectors that distinguish the two signals under comparison. Therefore, it is possible to randomly select vectors from this set, and perform extra signature calculations to update the lists of potentially equivalent signals. This way, the negative outcome of an equivalence check is also used to check all other potential equivalences.
Structural equivalences can only be used e ectively if they are detected as soon as possible; otherwise, the BDDs for the outputs are constructed before any extra variables are introduced and the method cannot perform better than a conventional BDD-based method. Therefore, it is necessary to calculate signals from both circuits simultaneously and to compare potentially equivalent signals as soon as possible. This means that the calculation order has to group potentially equivalent signals together as much as possible. To do this, we adopt the following strategy. The calculation order is determined by maintaining a so-called`ready list' of signals. This list contains all signals for which potential equivalences exist and for which all predecessors with potential equivalences have already been calculated; initially, it contains the primary inputs of both circuits. From this list, the signal with the lowest topological level is selected, together with all signals that are potentially equivalent to it. These signals are calculated together with the parts of the corresponding fanin cones that have not yet been calculated. Then, the equivalence of these signals is actually checked, and the ready list is updated.
Implementation Issues
We have implemented the presented veri cation method in C++ using the BDD package mentioned in Sect. 2. Dynamic variable ordering is used to order the variables; variables representing internal signals are created at the front of the order. A signature calculation is used to partition the signals of both circuits into groups of signals that are likely to be equivalent. Signatures are calculated by simulating both circuits simultaneously for 32 randomly generated input vectors. These signatures are used to create the initial partition. Then, the partition is re ned by calculating new signatures. This is repeated until the partition does not change during ve successive runs. Under the assumption of perfect hashing, the calculation of these potential equivalences takes O(C n) time and O(C ) space, where C denotes the size of both circuits that are compared, and n is the number of times the partition is re ned.
The notion of structural equivalence is slightly extended to allow for signals that are functionally equivalent modulo complementation. Every signal is assigned a`sign' that is determined by the value of that signal for a randomly selected input vector. If a signal has a negative sign, its function is complemented before we check for equivalences. If we detect structural equivalences and decide to introduce a new variable, the function of a signal with a negative sign is replaced by a negated variable; this has no further consequences for the equivalence check. To limit the number of extra variables introduced by the method, a new variable is created only if the size of the BDD for the corresponding function exceeds a given threshold. In our implementation, we use a threshold of 32 nodes. If it is decided not to introduce a new variable, the BDDs of the equivalent signals are still uni ed by selecting the smallest BDD as the representation for all these signals.
Experimental Results
To evaluate the e ciency of the presented veri cation method, we use it to verify the correctness of some circuits that have been synthesized with the logic synthesis systems EUCLID 2] and SIS, a system developed at University of California, Berkeley. All tests in this section are performed on a HP9000/735 workstation with a memory limit of 100 Mb. As benchmarks, we use instances of the min max circuit and the unsigned bit multiplier, which are both described in 13]. The notations mM n] and mult n] are respectively used to refer to the n-bit instances of these circuits. Because our veri cation method only deals with combinational circuits, every latch in the min max circuit is modeled by an extra input and output. Table 2 shows the performance of a conventional BDD-based veri cation tool on some selected instances of the benchmarks. As these results illustrate, the min max circuit is an`easy' example, which can be represented compactly with BDDs and thus scales well. The multiplier circuit on the other hand is very di cult to verify; the required amounts of memory and run time grow rapidly with increasing bit width. With a memory limit of 100 Mb, the applicability of this tool is restricted to instances with n 14. As a rst experiment for the presented veri cation method, we test if all constants in the original circuit descriptions are propagated correctly by EUCLID. The resulting circuits are denoted by the su x`sim'. The results of these experiments are given in Table 3 . The rst two columns show the run times and the amount of memory required for storing the BDDs. The last column shows the number of variables representing equivalent signals. As the results demonstrate, the proposed veri cation method performs signi cantly better than the conventional one on these simple examples. This clearly illustrates that the e ciency of the method does not depend solely on the type of circuit that is veri ed, but also on the actual di erences between the two circuits.
In the second set of experiments, we resynthesize the benchmarks with SIS. After the usual optimizations such as constant propagation, the circuit is partially collapsed and factored. This results in circuits that are harder to verify, because large parts of the original structure are modi ed. The su x`res' is used In order to compare our results with 14], we verify some of the more di cult ISCAS benchmarks 7] against the same circuits after redundancy removal 18]. We also verify mult 16] against the ISCAS benchmark c6288, which is a 16-multiplier with a similar structure. The results are shown in table 7. Although it is generally di cult to compare run times measured on di erent machines, the results indicate that our veri cation method is at least an order of magnitude faster than the method presented in 14] on the selected benchmarks. For the other ISCAS benchmarks, the di erences are relatively smaller. The veri cation of the 16-bit instance of the multiplier against the ISCAS benchmark c6288 is performed very e ciently, because both circuits have the same architecture, and therefore, many structural equivalences exist.
To measure the e ect of dynamic variable ordering on the results, we have also performed some tests with dynamic variable ordering turned o . The re- In this paper, we have discussed two techniques that enhance the ability of BDDbased veri cation methods to handle larger circuits. The technique of dynamic variable ordering has been brie y discussed, because it virtually removes the need to worry about a reasonable initial variable order. Therefore, it makes the veri cation method more robust. We have shown how this technique can be incorporated in a BDD package in a way that is fully transparant to an application of the package. The penalty is an increase in run time, estimated at a factor 4 on average. We have also shown how a BDD-based veri cation method can be extended with a technique to exploit structural similarities of the circuits under comparison. These similarities are detected fully automatically. Experimental results demonstrate that the new technique signi cantly extends the ability of BDDbased veri cation methods to deal with circuits that are structurally similar. The successful veri cation of various multipliers shows that it is possible to handle circuits that cannot be represented compactly with BDDs. Our current research focuses on nding a more e ective technique to perform the required substitutions, because we believe that the size of the intermediate results during a sequence of substitutions is the bottleneck in our current method. We also intend to incorporate our method in an industrial design system.
