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ON INDUCTIVE LIMITS OF TYPE I C*-ALGEBRAS WITH
ONE-DIMENSIONAL SPECTRUM
ALIN CIUPERCA, GEORGE A. ELLIOTT, AND LUIS SANTIAGO
Abstract. The class of separable C*-algebras which can be written as inductive limits of
continuous-trace C*-algebras with spectrum homeomorphic to a disjoint union of trees and
trees with a point removed is classified by the Cuntz semigroup.
1. Introduction
In recent years the Cuntz semigroup has become an important tool of investigation in the
theory of C*-algebras, particularly in the work related to the Elliott classification program.
As an invariant, it plays a significant role in the theory of both simple and non-simple C*-
algebras (see [25], [3], [2], [22]). In this paper, we shall show that the Cuntz semigroup is
effective as an invariant for the class of C*-algebras that can be expressed as the inductive
limit of a sequence
A1 → A2 → A3 → · · ·
where each building block Ai is a separable continuous-trace C*-algebra with spectrum
homeomorphic to a disjoint union of trees and trees with a point removed. The term tree
will refer to a contractible one-dimensional finite CW complex, in other words, a contractible
space obtained from a finite discrete space V whose elements we shall call vertices, by
attaching a finite collection E of 1-cells, which we shall call edges. Without loss of generality
we may assume that a tree is a subspace of the plane.
Our work can be viewed as a continuation of a number of previous investigations in the
classification of C*-algebras. The problem of classifying inductive limits of continuous trace
C*-algebras with spectrum homeomorphic to the closed interval [0, 1] was addressed, and
results were obtained, in [11] in the simple case, and in [3] in the not necessarily simple case.
A particular class of C*-algebras classified in our paper are the C*-algebras obtained as
sequential inductive limits of building blocks of the form
⊕N
k=1Mmk(C0(Xk)), where the
spaces Xk are trees or trees with a point removed. The case that the spaces Xk are compact
received considerable attention in the more classical framework of classification of simple
approximately homogeneous (AH) algebras, where usage of the classical Elliott invariant led
to remarkable results. The first such result, the classification of approximate interval (AI)
algebras, was obtained by one of the present authors in [7], where the situationXk = [0, 1] was
treated. Important generalizations of this result were obtained, in two different directions.
On the one hand, the requirement of simplicity for the inductive limit was kept in [14], where
Li extended the classification to the case where the spaces Xk are trees. On the other hand,
classification results for certain classes of non-simple AI algebras were obtained by Stevens
in [23] and by Robert in [18].
In [3], two of the present authors showed that, for C*-algebras of stable rank one, the Cuntz
invariant and another C*-algebra invariant—the Thomsen semigroup—determine each other,
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in a natural way. Using Thomsen’s classification result [24], it was inferred that the Cuntz
semigroup is a complete invariant for the class of separable approximate interval algebras.
It became apparent that the Cuntz semigroup is a good candidate to be considered in the
classification of not necessarily simple C*-algebras.
The main result of the present paper states that the Cuntz semigroup functor classifies
the ∗-homomorphisms from a sequential inductive limit of separable continuous-trace C*-
algebras with spectrum homeomorphic to a disjoint union of trees and trees with a point
removed to a C*-algebra of stable rank one:
Theorem 1. Let A be a sequential inductive limit of separable continuous-trace C*-algebras
with spectrum homeomorphic to a disjoint union of trees and trees with a point removed. Let
B be a C*-algebra of stable rank one. Suppose that there is a Cuntz morphism α : Cu(A)→
Cu(B) such that α[sA] ≤ [sB], where sA and sB are a strictly positive element of A and any
positive element of B, respectively. It follows that there exists a ∗-homomorphism φ : A→ B,
unique up to approximate unitary equivalence, such that Cu(φ) = α.
It follows from this theorem that the invariant consisting of the Cuntz semigroup to-
gether with a distinguished element of it classifies sequential inductive limits of separable
continuous-trace C*-algebras with spectrum homeomorphic to a disjoint union of trees and
trees with a point removed:
Corollary 1. Let A and B be sequential inductive limits of separable continuous-trace C*-
algebras with spectrum homeomorphic to a disjoint union of trees and trees with a point
removed. Let sA and sB be strictly positive elements of A and B, respectively. Suppose
that there is a Cuntz semigroup isomorphism α : Cu(A) → Cu(B) such that α[sA] = [sB].
It follows that there exists a ∗-isomorphism φ : A → B, unique up to approximate unitary
equivalence, such that Cu(φ) = α.
Note that, as a consequence of Corollary 1 and Li’s result [14], the Cuntz semigroup and
the Elliott invariant both classify the simple sequential inductive limits of building blocks of
the form
⊕N
k=1Mmk(C0(Xk)), where the spaces Xk are trees. This is not surprising, since
for a large variety of simple C*-algebras, the Cuntz semigroup can be recovered functorially
from the Elliott invariant, as proved in [1] and, in the non-unital case, [12].
2. Preliminary definitions and results
2.1. The Cuntz semigroup. For a C*-algebra A, let us denote by A+ the set of positive
elements of A, and by A˜ the unitization of A. The following definition of the Cuntz semigroup
is different from the original definition given in [5], in that, in addition to positive elements
in matrix algebras over A, also positive elements in A ⊗ K are considered (K denotes the
algebra of compact operators on a separable Hilbert space). As shown in [4], this form of the
definition is very useful. (The relation between the two definitions for a non-stable algebra
is not known, except—see [4]—in the case of stable rank one.)
Definition 1. Let a and b be positive elements of A⊗K. Let us say that a is Cuntz smaller
than b, denoted by a 4 b, if there exists a sequence (dn)n∈N in A⊗ K such that dnbd∗n → a.
The elements a and b are called Cuntz equivalent, written a ∼ b, if a 4 b and b 4 a.
It is immediate that 4 is a pre-order on the set of positive elements of A⊗K, so that ∼
is an equivalence relation. Given a ∈ (A ⊗ K)+ let us denote by [a] the Cuntz equivalence
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class of a. The Cuntz semigroup of A, denoted by Cu(A), is defined as the set of equivalence
classes of positive elements of A endowed with the order derived from the pre-order relation
4 (so that [a] ≤ [b] if a 4 b), and the addition operation
[a] + [b] :=
[(
a 0
0 b
)]
,
where the positive element inside the brackets in the right side of the equation above is
identified with its image in A⊗K by any isomorphism of M2(A⊗K) with A⊗K induced by an
isomorphism of K and M2(K). If φ : A→ B is a ∗-homomorphism from the C*-algebra A to
the C*-algebra B, then it induces an ordered semigroup morphism Cu(φ) : Cu(A)→ Cu(B)
defined on the Cuntz equivalence class of a positive element a ∈ A ⊗ K by Cu(φ)[a] =
[(φ⊗ id)(a)], where id : K → K denotes the identity operator on K.
It was shown in [4] that Cu(A) is an object in the the category Cu of ordered abelian
semigroups with zero with the following additional properties:
(i) every increasing sequence has a supremum;
(ii) each element is the supremum of a rapidly increasing sequence, by which is meant
a sequence such that each term is compactly contained in the next, where we say that an
element x is compactly contained in an element y, and write x≪ y, if whenever y ≤ sup yn
for an increasing sequence (yn)n∈N, then eventually x ≤ yn;
(iii) the operation of passing to the supremum of an increasing sequence and the relation
≪ of compact containment are compatible with addition.
The maps in the category Cu are ordered semigroup maps preserving the zero element,
suprema of increasing sequences, and the relation of compact containment. In Theorem 2 of
[4], the authors prove that the Cuntz semigroup constitutes a functor from the category of
C*-algebras to the category Cu, and that this functor preserves inductive limits of sequences.
We will also make use of another, stronger, equivalence relation among positive elements
of a C*-algebra.
Definition 2. Let a and b be positive elements of a C*-algebra A. We will say that a is
Murray-von Neumann equivalent to b if there exists x ∈ A such that a = x∗x and b = xx∗.
The following result (the proof of which is included for the convenience of the reader) will
be useful on several occasions.
Lemma 1. Let A be a C*-algebra. Let a and b be positive elements of A such that ‖a−b‖ ≤ ǫ.
Then
‖a1/2 − b1/2‖ ≤ √ǫ.
Proof. Since ‖a− b‖ ≤ ǫ, we have a ≤ b+ ǫ1A˜, where 1A˜ denotes the unit of the unitization
of A. By Proposition 1.3.8 of [17] we have
a1/2 ≤ (b+ ǫ1A˜)1/2 ≤ b1/2 + 1A˜
√
ǫ.
By symmetry,
b1/2 ≤ a1/2 + 1A˜
√
ǫ.
Therefore,
‖a1/2 − b1/2‖ ≤ √ǫ.

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The following proposition is a restatement in terms of positive elements of Theorem 3 of
[4]. For the convenience of the reader we include a proof of this statement.
Lemma 2. Let A be C*-algebra, and let B be a hereditary subalgebra of A of stable rank
one. Let δ > 0. If x, y ∈ A are such that xx∗, yy∗ ∈ B, x∗x ∈ y∗Ay, and
‖x∗x− y∗y‖ < δ,(2.1)
then there exists a unitary U in the unitization of B such that
‖x− Uy‖ <
√
δ.
Proof. Let x = V |x| and y = W |y| denote the polar decompositions of x and y in the bidual
of A (we use the notation |x| for the element (x∗x) 12 ). Set V |x|W ∗ = z. It is clear that
z ∈ xA. Also, z ∈ Ay∗ since by assumption x∗x ∈ y∗Ay. Therefore, z ∈ B.
Let ǫ > 0 (to be specified later). Since B has stable rank one there exists an invertible
element z′ in the unitization of B such that
‖z − z′‖ ≤ ǫ
2
, ‖|z| − |z′|‖ ≤ ǫ
2
.
Denote by U ∈ B˜ the unitary in the polar decomposition of the invertible element z′. It
follows that
‖z − U |z|‖ ≤ ‖z − z′‖+ ‖U |z′| − U |z|‖ ≤ ǫ
2
+
ǫ
2
= ǫ.
Hence,
‖z − U |z|‖ < ǫ.(2.2)
We have the following estimation:
‖x− Uy‖ = ‖V |x| − UW |y|‖ ≤ ‖V |x| − UW |x|‖+ ‖UW |x| − UW |y|‖
≤ ‖V |x|W ∗ − UW |x|W ∗‖+ ‖|x| − |y|‖ = ‖z − U |z|‖ + ‖|x| − |y|‖.
From Equation (2.1) we have ‖|x| − |y|‖ < √δ. Taking ǫ = √δ − ‖|x| − |y|‖ in Equation
(2.2) and using the preceding estimation we conclude that
‖x− Uy‖ ≤ ‖z − U |z|‖ + ‖|x| − |y|‖ =
√
δ.

Proposition 1. Let A be C*-algebra. If a, b ∈ A+ are such that a 4 b, and the hereditary
subalgebra bAb has stable rank one, then a is Murray-von Neumann equivalent to an element
of bAb.
Proof. Since a 4 b, it follows by Lemma 2.2 of [13] that there are elements xn ∈ A, n =
1, 2, · · · , such that (
a− 1
22n
)
+
= x∗nxn, xnx
∗
n ∈ bAb.
(Given a positive element a and a real number t, we denote by (a− t)+ the evaluation of a
in the function ct(x) = max(x− t, 0), for x ≥ 0.)
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For each n ≥ 1, let us apply Lemma 2 to the elements xn and xn+1. Then there exists a
unitary Un such that ‖xn − Unxn+1‖ < 12n . For each n ≥ 1 set U1U2 · · ·Un−1xn = x′n. We
have
(x′n)
∗x′n =
(
a− 1
22n
)
+
, x′n(x
′
n)
∗ ∈ bAb,
and ‖x′n − x′n+1‖ < 12n . It follows that the sequence (x′n)n∈N is a Cauchy sequence and hence
it has a limit. Let us denote by x the limit of (x′n)n∈N. Then
x∗x = lim
n
(x′n)
∗x′n = lim
n
(
a− 1
22n
)
+
= a.
Also, xx∗ = limn x
′
n(x
′
n)
∗ ∈ bAb. 
2.2. Generators and relations. Throughout this paper we will only consider trees that
are realized as subsets of C, with edges line segments of length 1. Note that any tree is
homeomorphic to one in this class and so we do not lose any generality with this assumption.
Let (X, v) be a rooted tree, that is to say, a tree X with a specified vertex, or root, v
and with edges oriented with the natural orientation, away from the root. Let us denote by
E(X, v) the set of edges of X with their respective orientations. Given two edges e1 of e2 of
(X, v), we will say that e2 is next to e1 if the terminal vertex of e1 is the same as the initial
vertex of e2. We will say that e1 is beside e2 if the initial vertex of e1 is the same as the initial
vertex of e2. The orientation of the edges of X induces an order in the set of edges E(X, v).
Given two edges e and e′, let us write e ≤ e′ if there is a sequence of edges e1, e2, · · · , en with
e1 = e and en = e
′ such that ei+1 is next to ei for all i.
Let us consider the C*-algebra C0(X \ v) of continuous functions on X ⊆ C that vanish
at the point v. To each edge e of (X, v) we associate the positive element ge of C0(X \ v)
given by
ge(x) =
 x, x ∈ e = [0, 1],1, x ∈ Xe,
0, x ∈ X \ (Xe ∪ e),
(2.3)
where Xe denotes the subtree of X consisting of the edges e
′ of (X, v) that are less than
the edge e. In the equation (2.3) we are identifying the edge e with the interval [0, 1] in
such a way that the initial and terminal points of e are identified with the points 0 and
1, respectively. Let us denote by G(X, v) the set of elements ge with e ∈ E(X, v). In the
proposition below it is shown that G(X, v) generates the C*-algebra C0(X \ v).
Given a rooted tree (X, v), let us denote by C∗〈X, v〉 the universal C*-algebra on generators
(he)e∈E(X,v)—one generator he for each edge e—subject to the relations
(2.4)
he ≥ 0, ‖he‖ ≤ 1,
he1he2 = 0, if e1 is beside e2,
he1he2 = he2 , if e2 is next to e1.
Sometimes, in order to avoid confusion, we will write h
(X,v)
e instead of he for the generators
of the C*-algebra C∗〈X, v〉. The same notation will be used when referring to the elements
ge of C0(X \ v).
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Proposition 2. Let (X, v) be a rooted tree. Then the C*-algebra C∗〈X, v〉 is isomorphic to
the C*-algebra C0(X \ v), by means of
(2.5) he 7→ ge ∈ C0(X \ v).
Proof. The set of elements (ge)e∈E(X,v), with ge defined in Equation (2.3), is a represention
of the relations (2.4) in the C*-algebra C0(X \ v). It follows by Lemma 3.2.2 of [15] that
there exists an isomorphism from C∗〈X, v〉 to C0(X \ v) such that (2.5) holds, if and only
if: (1) the elements ge, e ∈ E(X, v), generate the C*-algebra C0(X \ v); and (2) for any
∗-homomorphism φ : C∗〈X, v〉 → C there exists a ∗-homomorphism ψ : C0(X \ v)→ C such
that φ(he) = ψ(ge). (Here we are also using that the C*-algebra C
∗〈X, v〉 is commutative,
since by the relations (2.4) the elements he, e ∈ E(X, v), commute with each other.)
Let e′ be an edge of (X, v). The sub-C*-algebra of C0(X \ v) generated by the element
ge′ consists of the continuous functions on X that are constant on the set
⋃
e>e′ e, and zero
on the set X \ (⋃e≥e′ e). These functions, when e′ varies through the set E(X, v), clearly
generate the C*-algebra C0(X \ v). This shows that Condition (1) is satisfied.
Let φ : C∗〈X, v〉 → C be a ∗-homomorphism. Then the numbers φ(he), e ∈ E(X, v),
satisfy the relations (2.4). It follows from these relations that the set of edges of (X, v) such
that φ(he) 6= 0 consists of a sequence of edges e1, e2, · · · , ek, such that the initial vertex of
e1 is v, and ei+1 is next to ei for all i. Moreover, we have φ(hek) > 0, and φ(hei) = 1 for
1 ≤ i < k. Let x be the point in ek such that gek(x) = φ(hek). Then the ∗-homomorphism
ψ : C0(X \ v) → C such that ψ(f) = f(x) satisfies ψ(ge) = φ(he) for all e ∈ E(X, v). This
shows that Condition (2) is satisfied. 
2.3. Continuous-trace C*-algebras. Let A be a C*-algebra and let Aˆ denote the spec-
trum of A. A continuous-trace C*-algebra is a C*-algebra A which is generated as a closed
two-sided ideal by the elements x ∈ A+ for which the function π → Tr(π(x)) is finite and
continuous on Aˆ.
In this paper we make use of the following fact about continuous-trace C*-algebras (see
[6]):
Proposition 3. Let A be a continuous-trace C*-algebra such that H3(Aˆ,Z) = 0. Then A is
stably isomorphic to C0(Aˆ).
In particular, the proposition above can be applied to the case that the spectrum of A is
a finite disjoint union of trees and trees with a point removed.
3. The pseudometrics d
(X,v)
U and d
(X,v)
W
Given a C*-algebra A and a rooted tree (X, v), let us denote by Hom(C0(X \ v), A) the
set of ∗-homomorphisms from C0(X \ v) to A, and by Mor(Cu(C0(X \ v)),Cu(A)) the set of
Cuntz semigroup morphisms from the Cuntz semigroup of C0(X \v) to the Cuntz semigroup
of A. In this section we will define pseudometrics d
(X,v)
U and d
(X,v)
W on these sets, and in
Theorem 3 we will prove that these pseudometrics are equivalent.
Given φ, ψ ∈ Hom(C0(X \ v), A) we define d(X,v)U (φ, ψ) by the formula
d
(X,v)
U (φ, ψ) := inf
U∈A˜
sup
g∈G(X,v)
‖φ(g)− U∗ψ(g)U‖,
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where A˜ denotes the unitization of A, and G(X, v) denotes the set of generators of the
C*-algebra C0(X \ v) corresponding to the edges of X as in (2.3).
In order to define the pseudometric d
(X,v)
W let us consider first the special case (X, v) =
([0, 1], 0). The pseudometric d
([0,1],0)
W —or, for short, dW—was defined in [3] by Ciuperca
and Elliott. Given Cuntz semigroup morphisms α, β : Cu(C0(0, 1]) → Cu(A) the distance
between α and β is defined by
dW (α, β) := inf
{
r ∈ R+
∣∣∣∣ α[(id− t− r)+] ≤ β[(id− t)+],β[(id− t− r)+] ≤ α[(id− t)+], for all t ∈ R+
}
,(3.1)
where id denotes the identity function on (0, 1], and (id − t)+ denotes the positive part of
the function id− t, for t ∈ R.
Now let us consider a general rooted connected tree (X, v). For each generator g ∈ G(X, v)
let χg : C0(0, 1]→ C0(X \v) denote the ∗-homomorphism such that χg(id) = g. Let us define
d
(X,v)
W on the set Mor(Cu(C0(X \ v)),Cu(A)) by
d
(X,v)
W (α, β) := sup
g∈G(X,v)
dW (α ◦ Cu(χg), β ◦ Cu(χg)).(3.2)
Since dW is a pseudometric (see [3]), d
(X,v)
W is also a pseudometric. In the following proposition
we show that when the C*-algebra A has stable rank one d
(X,v)
W is actually a metric.
Proposition 4. Let A be a C*-algebra and let (X, v) be a rooted tree. The following state-
ments hold:
(i) If the C*-algebra A has stable rank one, then d
(X,v)
W is a metric.
(ii) The space Hom(C0(X \ v), A) is complete with respect to the pseudometric d(X,v)U .
Proof. (i) Let (X, v) be a rooted tree, and let α, β : Cu(C0(X \ v)) → Cu(A) be Cuntz
semigroup morphisms such that d
(X,v)
W (α, β) = 0. We need to show that α = β.
By Theorem 1 of [19], Cu(C0(X \ v)) is naturally isomorphic (by a Cuntz semigroup
isomorphism!) to the semigroup of lower semicontinuous functions from X \ v to N ∪ {∞}
with the pointwise addition and order. The isomorphism is given by the rank map:
Cu(C0(X \ v)) ∋ [a] 7→ {(X \ v) ∋ x 7→ rank(a(x))}.(3.3)
Let us denote the set of lower semicontinuous functions from X \ v to N ∪ {∞} by Lsc(X \
v,N∪{∞}). Let f ∈ Lsc(X \v,N∪{∞}). Then f =∑∞i=0 1Ui, where the sets Ui are defined
as Ui = {x | f(x) > i}, for all i. Moreover, the sets Ui, i = 0, 1, · · · , are open since f is
lower semicontinuous. For each open set Ui, i = 1, 2, · · · , there exists a sequence (Ui,j)∞j=1 of
pairwise disjoint open connected subsets of X \ v such that Ui =
⋃∞
j=1Ui,j . Since
f =
∞∑
i=0
1Ui =
∞∑
i=0
∞∑
j=0
1Ui,j ,
it follows that f = supn
∑
1≤i,j≤n 1Ui,j .
Let us show that α(1U) = β(1U) for any open connected subset U of X \ v. It will follow
from this that α = β, since the Cuntz semigroup morphisms α and β are additive and
preserve suprema of increasing sequences, and any function in Lsc(X \ v,N ∪ {∞}) is the
supremum of an increasing sequence of finite sums of characteristic functions of open subsets
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of X \ v, as shown above. By assumption, d(X,v)W (α, β) = 0. Hence, from the definition of the
pseudometric d
(X,v)
W (see Equation (3.2))
dW (α ◦ Cu(χg), β ◦ Cu(χg)) = 0,
for all g ∈ G(X, v), where χg : C0(0, 1] → C0(X \ v) is the ∗-homomorphism defined by
χ(id) = g. Since the C*-algebra A has stable rank one dW is a metric, as it was shown in
[3] (or in Proposition 2 of [20]). Therefore, α ◦ Cu(χg) = β ◦ Cu(χg) for all g ∈ G(X, v). In
particular, α[(ge − ǫ)+] = β[(ge − ǫ)+] for each e ∈ E(X, v), and each ǫ > 0. Let us denote
by Xǫe the subset of X \ v consisting of the edges of (X, v) that are less than e, and the
points of e that are at a distance strictly larger than ǫ from the initial vertex of e. Then
rank((ge − ǫ)+) = 1Xǫe . It follows that α(1Xǫe) = β(1Xǫe) for each e ∈ E(X, v), and each
ǫ > 0. Note that each set Xǫe is hereditary in the sense that, if x ∈ Xǫe and y < x (a
point y is less than a point x if the non-overlapping path from y to the root v contains x),
then y ∈ Xǫe. Also note that every hereditary open subset of X \ v is the union of a finite
number of pairwise disjoint sets that have the form Xǫe, for some e ∈ E(X, v) and some ǫ > 0.
Therefore, α(1U) = β(1U) for every hereditary open subset U of X \ v.
Let U be a connected open subset of X \ v. We can choose a sequence of open subsets
(Ui)
∞
i=1 such that U =
⋃∞
i=1 Ui, and such that for each i = 1, 2, · · · , there is a compact set Ki
such that Ui ⊂ Ki ⊂ Ui+1. It follows that 1U = supi 1Ui, and 1Ui ≪ 1Ui+1 for all i ≥ 1. In
addition, for each i = 1, 2, · · · , we can chose a hereditary open subset Vi ⊆ X \ v such that
U ∪ Vi is hereditary, Vi ∪Ki is compact, and Vi ∩ Ui = ∅. Hence, Vi is such that
α(1Vi) = β(1Vi), α(1U∪Vi) = β(1U∪Vi),
1Ui∪Vi ≪ 1Ui+1∪Vi , 1Ui + 1Vi = 1Ui∪Vi .
We have
α(1Ui) + α(1Vi) = α(1Ui∪Vi)
≪ α(1Ui+1∪Vi)
≤ α(1U∪Vi) = β(1U∪Vi)
≤ β(1U) + β(1Vi)
= β(1U) + α(1Vi).
More briefly,
α(1Ui) + α(1Vi)≪ β(1U) + α(1Vi).
Hence by Theorem 4.3 of [21],
α(1Ui) ≤ β(1U).
Taking the supremum over i ≥ 1 and using that 1U = supi 1Ui we conclude that α(1U) ≤
β(1U). By symmetry, β(1U) ≤ α(1U). Therefore, we have α(1U) = β(1U) for every open
connected subset of X \ v. This concludes the proof of the statement (i).
(ii) Let (φn)n∈N be a Cauchy sequence with respect to the pseudometric d
(X,v)
U . Then there
exists a subsequence (φni)i∈N of (φn)n∈N such that
d
(X,v)
U (φni, φni+1) <
1
2i+1
, d
(X,v)
U (φni, φn) <
1
2i+1
,(3.4)
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for each i ∈ N, and each n > ni. It follows from the definition of the metric d(X,v)U , and from
the first inequality above, that there exist unitaries Ui ∈ A˜, i = 1, 2, · · · , such that
‖φni(g)− U∗i φni+1(g)Ui‖ <
1
2i+1
,
for all g ∈ G(X, v). For each i ≥ 1, set Ad(Ui−1Ui−2 · · ·U1) ◦ φni = φ′ni. Then for each g ∈
G(X, v), the sequence (φ′ni(g))i∈N is Cauchy in the norm topology. Hence, it converges. For
each g ∈ G(X, v), let us denote by gˆ the element limi φni(g). Then the set {gˆ | g ∈ G(X, v)}
is a representation of the relations (2.4) in the C*-algebra A. Therefore, by Proposition 2,
there exists a ∗-homomorphism φ : C0(X \ v) → A such that φ(g) = gˆ, for all g ∈ G(X, v).
Using the triangle inequality and the second inequality in Equation (3.4) we have
d
(X,v)
U (φn, φ) ≤ d(X,v)U (φn, φni) + d(X,v)U (φni, φ′ni) + d
(X,v)
U (φ
′
ni
, φ)
<
1
2i+1
+ 0 + d
(X,v)
U (φ
′
ni
, φ) =
1
2i+1
+ d
(X,v)
U (φ
′
ni
, φ),
for each i ∈ N, and for each n > ni. It follows that d(X,v)U (φn, φ) → 0 when n → ∞.
Therefore, the pseudometric d
(X,v)
U is complete. 
Lemma 3. Let A be a unital C*-algebra of stable rank one, and let X be a tree. Consider
two Cuntz semigroup morphisms α, β : Cu(C(X)) → Cu(A) such that α([1X ]) = β([1X ]),
where 1X denotes the unit of C(X). Then
dW (α ◦ Cu(χg), β ◦ Cu(χg)) = dW (α ◦ Cu(χ1−g), β ◦ Cu(χ1−g)),(3.5)
for any element 0 ≤ g ≤ 1 of C(X), where χg as above takes id ∈ C0(0, 1] to g.
Proof. Let 0 ≤ g ≤ 1 in C(X) be given. Let us denote by χ˜g the ∗-homomorphism from
C[0, 1] to C(X) such that χ˜g(id) = g and χ˜g(1[0,1]) = 1X . Note that χ˜g|C0(0,1] = χg and
that, in the obvious sense, χ˜g|C0[0,1) = χ1−g. Using the definition of the pseudometrics
dW = d
([0,1],0)
W and d
([0,1],1)
W we have
dW (α ◦ Cu(χg), β ◦ Cu(χg)) = dW (α ◦ Cu(χ˜g), β ◦ Cu(χ˜g)),
dW (α ◦ Cu(χ1−g), β ◦ Cu(χ1−g)) = d([0,1],1)W (α ◦ Cu(χ˜g), β ◦ Cu(χ˜g)).
Therefore, in order to show that equality (3.5) holds it is enough to show that dW (α, β) =
d
([0,1],1)
W (α, β) for all Cuntz semigroup morphisms α, β : Cu(C[0, 1]) → Cu(A) such that
α([1[0,1]]) = β([1[0,1]]).
By Theorem 1 of [19] the Cuntz semigroup of C[0, 1] is isomorphic to the set of lower
semicontinuous functions from [0, 1] to N ∪ {∞} with pointwise addition and order. Under
this identification the element [(id − t)+] ∈ Cu(C[0, 1]) corresponds to the characteristic
function of the set (t, 1]. We will denote this function by 1(t,1]. Let r > 0. It follows from
the definition of dW and d
([0,1],1)
W that
dW (α, β) < r ⇔ α(1(t+r,1]) ≤ β(1(t,1]),β(1(t+r,1]) ≤ α(1(t,1]), for all t ∈ R
+,(3.6)
d
([0,1],1)
W (α, β) < r ⇔
α(1[0,t)) ≤ β(1[0,t+r)),
β(1[0,t)) ≤ α(1[0,t+r)), for all t ∈ R
+.(3.7)
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In order to show that dW (α, β) = d
([0,1],1)
W (α, β) it is enough to prove that dW (α, β) < r
implies d
([0,1],1)
W (α, β) < r for all r ∈ R+, and vice versa.
Let us suppose that dW (α, β) < r. Then for all ǫ > 0 we have (somewhat as in [3])
α(1[0,t−ǫ)) + α(1(t−ǫ,1]) ≤ α(1[0,1])≪ α(1[0,1]) = β(1[0,1])
≤ β(1[0,t+r)) + β(1(t+r−ǫ,1])
≤ β(1[0,t+r)) + α(1(t−ǫ,1])
(we are using relation (3.6) in order to obtain the last inequality above). By Theorem 1 of
[9] (or by Theorem 4.3 of [21]) we can cancel α(1(t−ǫ,1]) from both sides of the preceding
inequality. Thus, we obtain α(1[0,t−ǫ)) ≤ β(1[0,t+r)). Since ǫ is arbitrary and α preserves
suprema of increasing sequences,
α(1[0,t)) = α(sup
ǫ
1[0,t−ǫ)) = sup
ǫ
α(1[0,t−ǫ)) ≤ β(1[0,t+r)).
So, α(1[0,t)) ≤ β(1[0,t+r)). Interchanging α and β, as we may, we have β(1[0,t)) ≤ α(1[0,t+r)).
Hence, d
([0,1],1)
W (α, β) < r by relation (3.7). This shows that
d
([0,1],1)
W (α, β) ≤ dW (α, β).
The opposite inequality follows by symmetry. 
Theorem 2. Let A be a C*-algebra of stable rank one and let (X, v) be a rooted tree. Let
φ, ψ : C0(X \ v)→ A be ∗-homomorphisms. Then for all ǫ > 0 there exists a unitary U in A˜
such that
‖φ(g)− U∗ψ(g)U‖ < (2N + 2)dW (Cu(φ ◦ χg),Cu(ψ ◦ χg)) + ǫ(3.8)
for all g ∈ G(X, v), where N denotes the number of edges of X.
Proof. We will use mathematical induction on the number of edges N of the tree X . When
N = 1 we can identify the rooted tree (X, v) with ([0, 1], 0). In this case the inequality (3.8)
was shown in the proof of Theorem 4.1 of [3] (for an explicit proof see Theorem 1 of [20]).
Now let N > 1 and let us assume that the theorem holds for all rooted trees with number
of edges strictly less than N , and in each case for an arbitrary C*-algebra of stable rank one
in place of A. Let us show that the theorem holds for all rooted trees with N edges. Let
(X, v) be a rooted tree with N edges and let φ, ψ : C0(X \ v) → A be ∗-homomorphisms.
Let us denote by φ˜, ψ˜ : C(X) → A˜ the unitizations of φ and ψ. Then φ ◦ χg = φ˜ ◦ χg and
ψ ◦ χg = ψ˜ ◦ χg. It follows from these identities that the inequality (3.8) holds for the ∗-
homomorphisms φ and ψ if and only if it holds for the ∗-homomorphisms φ˜ and ψ˜. Therefore,
we may assume that the ∗-homomorphisms φ and ψ have domain C(X), codomain A˜, and
that they are unital.
Let us show that there is no loss of generality to assume that the number of edges of X
having v as a vertex is strictly larger than one. Assume that v is a vertex of only one edge of
X , say e. Denote by v′ the other vertex of the edge e. Since the number of edges of the tree
X is strictly larger than one, v′ is a vertex of more than one edge of X . From the definition
of the set of generators G(X, v′) we see that it is obtained from the set G(X, v) by replacing
the generator ge associated to the edge e by the function 1− ge ∈ C0(X \ v′). That is to say,
G(X, v′) = (G(X, v) \ {ge}) ∪ {1− ge}.(3.9)
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Now if we apply Lemma 3 to the C*-algebra A˜ and to the Cuntz semigroup morphisms Cu(φ)
and Cu(ψ) we see that the inequality (3.8) remains unchanged if a generator g is replaced by
1−g. This observation together with the equation (3.9) implies that the ∗-homomorphisms φ
and ψ satisfy the inequality (3.8) for all g in G(X, v) if and only if they satisfy this condition
with v′ in place of v. Thus, we may assume that v is a vertex of more than one edge of X .
Let us denote by e1, e2, · · · , ek the edges of (X, v) with v as a vertex, and by v1, v2, · · · , vk
their second vertices, respectively. Denote by ge1, ge2, · · · , gek ∈ G(X, v) the generators of
C0(X \ v) associated to e1, e2, · · · , ek. Suppose that the number of indices i such that
dW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )) = 1,
is strictly larger than one (note that by the definition of the metric dW we have dW (α, β) ≤
1 for all Cuntz semigroup morphisms α and β). Changing the numbering of the edges
e1, e2, · · · , ek if necessary, we may assume that
dW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )) = 1, for 1 ≤ i ≤ k′,(3.10)
dW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )) < 1, for k′ < i ≤ k.
Denote by Y the subgraph of X consisting of the edges e of (X, v) such that either e < ei
for some 1 ≤ i ≤ k, or e = ei for some k′ < i ≤ k. Let us define an equivalence relation
∼ on Y by taking vi ∼ vj for every 1 ≤ i, j ≤ k′, vi ∼ v for every 1 ≤ i ≤ k′, and x ∼ x
for every x ∈ Y . Then the set (Y ′, [v1]), where Y ′ = Y/∼ and [v1] denotes the equivalence
class of v1, has the structure of a rooted tree. The edges and the vertices of (Y
′, [v1]) are
defined to be the images by the quotient map of the edges and the vertices of Y . In addition,
the C*-algebra C0(Y
′ \ [v1]) is isomorphic to the subalgebra of C0(X \ v) generated by the
elements ge ∈ G(X, v) such that e is an edge of Y . Let φ′, ψ′ : C0(Y ′ \ [v1]) → A˜ denote
the ∗-homomorphisms induced by the restrictions of the ∗-homomorphisms φ and ψ to the
subalgebra of C0(X \ v) generated by the elements ge ∈ G(X, v), with e an edge of Y . By
the inductive hypothesis and using that the number of edges of (Y ′, [v1]) is strictly less than
N we have that given ǫ > 0 there exists a unitary U ∈ A˜ such that
‖φ′(g)− U∗ψ′(g)U‖ < (2N + 2)dW (Cu(φ′ ◦ χg),Cu(ψ′ ◦ χg)) + ǫ,
for all g ∈ G(Y ′, [v1]). It follows that
‖φ(ge)− U∗ψ(ge)U‖ < (2N + 2)dW (Cu(φ ◦ χge),Cu(ψ ◦ χge)) + ǫ,(3.11)
for every edge e of Y . By Equation (3.10) the inequality above also holds for the edges
e1, e2, · · · , ek′ since the left side of the inequality (3.11) is less than or equal to two, and
N > 1. Using that the edges of (X, v) consist of the edges of Y and the edges e1, e2, · · · , ek′
we conclude that the inequality above holds for all e ∈ E(X, v). It follows that the statement
of the theorem holds for the rooted tree (X, v). Therefore, we may assume that
dW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )) < ri < 1,
for i = 1, 2, · · · , k and some positive numbers ri.
By the definition of the pseudometric dW , the preceding inequality implies that
φ((gei − ri)+) = (φ(gei)− ri)+ 4 ψ(gei),
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for each i = 1, 2, · · · , k. Applying (ii) of Proposition 1 to the elements φ((gei − ri)+) and
ψ(gei), we obtain elements xi ∈ A˜, i = 1, 2, · · · , k, such that
φ((gei − ri)+) = x∗ixi, xix∗i ∈ ψ(gei)A˜ψ(gei).(3.12)
Note that the elements xi satisfy the orthogonality relations xix
∗
j = x
∗
ixj = 0 for i 6=
j (this holds because the elements gei are pairwise orthogonal). Set
∑k
i=1 xi = x, and
consider the polar decomposition x = V |x| of x in the bidual of A˜. From the orthogonality
relations satisfied by the elements xi it follows that xi = V |xi|. This last identity implies
that the restriction of the map Ad(V ∗) ◦ φ to the C*-algebra (gei − ri)+C0(X \ v) is a ∗-
homomorphism with image contained in the hereditary subalgebra ψ(gei)A˜ψ(gei) of A˜, for
each i = 1, 2, · · · , k.
For each i ∈ {1, 2, · · · , k} let us denote by Xi the closure (in C) of the spectrum of the
algebra (gei − ri)+C0(X \ v), and by wi ∈ Xi the point on the edge ei that is at distance ri
from v. The set Xi ⊂ X can be given the structure of a tree by defining its vertices to be
the vertices of X that belong to Xi, together with the point wi. The edges of Xi will simply
be the edges of X that are subsets of Xi, together with the part of the edge ei that belongs
to Xi. (We will refrain from insisting here that an edge has length one.) It follows from the
fact that k is at least two that the number of edges of Xi is less than or equal to N − 1.
Note that the C*-algebra (gei − ri)+C0(X \ v) is just C0(Xi \ wi).
The restrictions of the maps Ad(V ∗) ◦ φ and ψ to the C*-algebra C0(Xi \ wi) are ∗-
homomorphisms with images contained in the hereditary subalgebra ψ(gei)A˜ψ(gei). There-
fore, by the inductive hypothesis, for each fixed ǫ > 0 there exists a unitary Ui, in the
C*-algebra generated by the hereditary subalgebra ψ(gei)A˜ψ(gei) and the unit of A˜, such
that
‖V φ(g)V ∗ − U∗i ψ(g)Ui‖ < 2NdW (Cu(Ad(V ∗) ◦ φ ◦ χg),Cu(ψ ◦ χg)) + ǫ
= 2NdW (Cu(φ ◦ χg),Cu(ψ ◦ χg)) + ǫ,
for all g ∈ G(Xi, wi). Replacing Ui by a scalar multiple if necessary, we may assume that
Ui − 1 ∈ ψ(gei)A˜ψ(gei). Set 1 +
∑k
i=1(Ui − 1) = U . Then U is a unitary element of A˜ since
the elements Ui − 1 are pairwise orthogonal. Furthermore, for each i = 1, 2, · · · , k, we have
U∗i ψ(g)Ui = U
∗ψ(g)U for all g ∈ G(Xi, wi). Thus,
‖V φ(g)V ∗ − U∗ψ(g)U‖ < 2NdW (Cu(φ ◦ χg),Cu(ψ ◦ χg)) + ǫ,(3.13)
for all g ∈ ⋃ki=1G(Xi, wi).
Recall that V is the partial isometry in the polar decomposition of the element x =
∑k
i=1 xi,
where the elements xi are given in the equation (3.12). It follows by (i) of Proposition 1 that
for any δ > 0 there exists a unitary W ∈ A˜ such that
‖V |x| −W |x|‖ < δ.
Hence for any δ > 0 and any finite subset F of the hereditary subalgebra |x|A˜|x| there exists
a unitary W ∈ A˜ such that
‖V yV ∗ −WyW ∗‖ < δ,
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for all y ∈ F . In particular, if we take F = ⋃ki=1G(Xi, wi), and δ small enough, we find that
the inequality (3.13) still holds if the partial isometry V is replaced by a suitable unitary
W . Set UW = U ′. Then
‖φ(g)− (U ′)∗ψ(g)U ′‖ < 2NdW (Cu(φ ◦ χg),Cu(ψ ◦ χg)) + ǫ,(3.14)
for all g ∈ ⋃ki=1G(Xi, wi). Let us show that the unitary U ′ satisfies the conditions of the
theorem. According to the tree structure given to the set Xi for each i = 1, 2, · · · , k, we
have that all the elements of G(Xi, wi) belong to G(X, v) except for fi =
1
1−ri
(gei−ri)+ (this
function, restricted to Xi, is the generator of C(Xi, wi) that corresponds to the (short) edge
Xi ∩ ei; in other words, it is the generator gXi∩ei). In fact,
G(X, v) =
k⋃
i=1
(G(Xi, vi) ∪ {gei})\
k⋃
i=1
{fi}.(3.15)
So, in order to show that the inequality (3.8) holds for the ∗-homomorphisms φ and ψ, and
the unitary U ′, it is enough to check that it holds for the elements gei. (For the rest of the
elements of G(X, v) it holds by (3.14) and (3.15).) By the definition of the metric dW ,
dW (Cu(φ ◦ χfi),Cu(ψ ◦ χfi)) =
1
1− ridW (Cu(φ ◦ χ(gei−ri)+),Cu(ψ ◦ χ(gei−ri)+))
≤ 1
1− ridW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )).
Since dW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )) < ri (by hypothesis), it follows that
dW (Cu(φ ◦ χfi),Cu(ψ ◦ χfi)) <
ri
1− ri .
By the inequality (3.14) with g = fi, it follows that
‖φ(fi)− (U ′)∗ψ(fi)U ′‖ < 2Nri
1− ri + ǫ,
for i = 1, 2, · · · , k. Hence,
‖φ((gei − ri)+)− (U ′)∗ψ((gei − ri)+)U ′‖ < 2Nri + (1− ri)ǫ ≤ 2Nri + ǫ,(3.16)
for i = 1, 2, · · · , k.
By the triangle inequality,
‖φ(gei)− (U ′)∗ψ(gei)U ′‖ ≤ ‖φ(gei)− φ((gei − ri)+)‖+
+ ‖φ((gei − ri)+)− (U ′)∗ψ((gei − ri)+)U ′‖+ ‖ψ((gei − ri)+)− ψ(gei)‖.
By the inequality (3.16) and the identity ‖(gei − ri)+ − gei‖ = ri it follows that
‖φ(gei)− (U ′)∗ψ(gei)U ′‖ < ri + (2Nri + ǫ) + ri = (2N + 2)ri + ǫ,
for i = 1, 2, · · · , k. Since this inequality holds for all numbers ri such that
dW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )) < ri < 1
we conclude that
‖φ(gei)− (U ′)∗ψ(gei)U ′‖ < (2N + 2)dW (Cu(φ ◦ χgei ),Cu(ψ ◦ χgei )) + ǫ,
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for i = 1, 2, · · · , k. This shows that (3.8) holds for the elements gei, i = 1, 2, · · · , k. This
concludes the proof of the theorem. 
Theorem 3. Let A be a C*-algebra of stable rank one and let (X, v) be a rooted tree. Let
φ, ψ : C0(X \ v)→ A be ∗-homomorphisms. Then
d
(X,v)
W (Cu(φ),Cu(ψ)) ≤ d(X,v)U (φ, ψ) ≤ (2N + 2)d(X,v)W (Cu(φ),Cu(ψ)),(3.17)
where N denotes the number of edges of X.
Proof. Let us start by proving the first inequality of (3.17). By Corollary 9.1 of [3] (see also
Lemma 1 of [20]) we have, for each g ∈ G(X, v),
dW (Cu(φ ◦ χg),Cu(ψ ◦ χg)) ≤ d([0,1],0)U (φ ◦ χg, ψ ◦ χg)
= inf
u∈A˜
‖φ(g)− u∗ψ(g)u‖
≤ inf
u∈A˜
sup
g∈G(X,v)
‖φ(g)− u∗ψ(g)u‖
= d
(X,v)
U (φ, ψ).
It follows that
d
(X,v)
W (Cu(φ),Cu(ψ)) = sup
g∈G(X,v)
dW (Cu(φ ◦ χg),Cu(ψ ◦ χg)) ≤ d(X,v)U (φ, ψ).
Now let us prove the second inequality of (3.17). Applying Theorem 2 to the ∗-homomorphisms
φ and ψ we obtain a unitary U ∈ A˜ such that
‖φ(g)− U∗ψ(g)U‖ < (2N + 2)dW (Cu(φ ◦ χg),Cu(ψ ◦ χg)) + ǫ,
for all g ∈ G(X, v). Taking the suprema on both sides of the inequality above with respect
to g ∈ G(X, v) and then taking the infimum with respect to U ∈ A˜ we obtain
d
(X,v)
U (φ, ψ) < (2N + 2)d
(X,v)
W (Cu(φ),Cu(ψ)) + ǫ.
Since ǫ is arbitrary, the desired inequality follows. 
4. Approximate lifting
This section is devoted to the proof of Theorem 4 below. This theorem states that every
Cuntz semigroup morphism between the Cuntz semigroups of the C*-algebra of continuous
functions over a rooted connected tree and a general C*-algebra can be lifted approximately
to a ∗-homomorphism between these C*-algebras. Before we proceed to prove Theorem 4
we need some preliminary results.
The following result is Lemma 4 of [20]. (Lemma 4 is used in the proof of Theorem 4 of [20]
which is the case of Theorem 4 below that the tree is an interval. The proof in the present
more general setting is somewhat more subtle than the proof on the case of the interval.)
Lemma 4. Let A be a C*-algebra and let {xk}nk=0 be elements of Cu(A) such that xk+1 ≪ xk
for k = 0, 1, · · · , n− 1. Then there exists a ∈ (A⊗K)+ with ‖a‖ ≤ 1 such that [a] = x0 and
xk+1 ≪ [(a− k/n)+]≪ xk for k = 1, 2, · · · , n− 1.
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Lemma 5. Let A be a C*-algebra. Let a, b ∈ A+ and ǫ > 0. The following statements hold.
(i) If a is Murray-von Neumann equivalent (and hence Cuntz equivalent) to b, then (a−ǫ)+
is Murray-von Neumann equivalent to (b− ǫ)+.
(ii) If ‖a‖, ‖b‖ ≤ 1, ǫ ≤ 1, and a ∈ (b− ǫ)+A(b− ǫ)+, then ‖ba− a‖ ≤ 2(1− ǫ).
Proof. (i) We must show that (x∗x− ǫ)+ is Murray-von Neumann equivalent to (x∗x− ǫ)+.
Consider the polar decomposition x = v|x| of x in the bidual of A. The element y =
v(x∗x− ǫ)1/2+ belongs to A and satisfies y∗y = (x∗x− ǫ)+ and yy∗ = (xx∗ − ǫ)+.
(ii) If ‖b‖ ≤ ǫ then the statement is trivial. Let us suppose that ‖b‖ > ǫ > 0. With
bǫ = fǫ(b), where fǫ(t) = min(‖b‖, (t‖b‖)/ǫ), we have bǫ(b− ǫ)+ = ‖b‖(b− ǫ)+ and ‖b− bǫ‖ =
‖b‖ − ǫ. By the first equation, bǫa = ‖b‖a, and hence by the second equation,
‖ba− a‖ ≤ ‖ba− ‖b‖a‖+ ‖(1− ‖b‖)a‖ ≤ 2(1− ǫ).

Theorem 4. Let A be a C*-algebra and let (X, v) be a rooted tree. Consider a Cuntz
semigroup morphism α : Cu(C0(X \ v)) → Cu(A) satisfying α[sX ] ≤ [sA], where sX and sA
are a strictly positive element of C0(X \v) and a positive element of A, respectively. Then for
every ǫ > 0 there exists a ∗-homomorphism φ : C0(X \v)→ A such that d(X,v)W (α,Cu(φ)) < ǫ.
Proof. Let N be a positive integer (to be specified later). Consider the set G(X, v) of
generators of the C*-algebra C0(X \ v) defined in Subsection 2.2. Recall that the elements
of G(X, v) are indexed by the edges of (X, v). Let e be a fixed but arbitrary such edge. By
Lemma 4, with n = 2N and xk = α[(ge− k/n)] for k = 0, 1, · · · , n− 1, there exists a positive
element ae ∈ A⊗K of norm at most 1 such that α[ge] = [ae], and
[(ae − (k + 1)/2N)+]≪ α[(ge − k/2N)+]≪ [(ae − k/2N)+],(4.1)
for k = 1, 2, · · · , 2N − 1. Note that for each edge e,∑
e′ next to e
α[ge′] ≤ α[(ge − t)+]
for all 0 ≤ t < 1 (as this holds before applying α), and therefore∑
e′ next to e
α[ge′]≪ [(ae − (2N − 1)/2N)+].(4.2)
Using the stability of A⊗K, we may choose the elements (ae)e∈E(X,v) in such a way that
aeae′ = 0 if e and e
′ are beside each other.
Let 0 < δ < 1/2N be such that (4.1) and (4.2) still hold when the elements ae are replaced
with (ae − δ)+ (the existence of the number δ follows from (4.1) and (4.2), the definition of
the relation ≪, and from the fact that for b = (ae − k/2N), k = 0, 1, · · · , 2N − 1 (in fact for
any positive element b!), [b] = supδ[(b − δ)+], and (b − δ′)+ ≪ (b − δ′′)+ if δ′ > δ′′). Let us
construct as follows a family of positive elements (be)e∈E(X,v) in A such that be is Murray-von
Neumann equivalent to (ae − δ)+, such that bebe′ = 0 if e and e′ are beside each other, and
such that
be′ ∈ (be − (2N − 1)/2N)+A(be − (2N − 1)/2N)+(4.3)
if be′ is next to be. Note that by (ii) of Lemma 5 this last relation implies that
‖bebe′ − be′‖ < 1/2N−1
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for all edges e and e′ such that e′ is next to e.
Let us carry out this construction inductively. Let us start by constructing the positive
elements be associated to the edges e that have v as a vertex. Denote by ei, i = 1, 2, · · · , k,
the edges of (X, v) with one vertex v. Using that the elements aei , i = 1, 2, · · · , k, are
pairwise orthogonal we have[
k∑
i=1
aei
]
=
k∑
i=1
[aei ] =
k∑
i=1
α[gei] = α
[
k∑
i=1
gi
]
≤ α[sX ] ≤ [sA].
More briefly,
∑k
i=1 aei 4 sA. By Lemma 2.2 of [13], there is x ∈ A such that
k∑
i=1
(aei − δ)+ =
(
k∑
i=1
aei − δ
)
+
= x∗x, xx∗ ∈ sAAsA = A.
Let x = V |x| be the polar decomposition of the element x in the bidual of A. Set V (aei −
δ)+V
∗ = bei , for i = 1, 2, · · · , k. Then the elements bei , i = 1, 2, · · · , k, belong to A and are
pairwise orthogonal.
Now let us suppose that we have constructed the positive element be associated to the
edge e and let us construct the elements be′ associated to the edges e
′ that are next to the
edge e. By the choice of δ, and the fact that α[ge] = [ae] for every edge e ∈ E(X, v), we
obtain from relation (4.2) that∑
e′ next to e
[ae′ ]≪ [(ae − δ − (2N − 1)/2N)+].
By (i) of Lemma 5 applied to the elements (ae − δ)+ and be, and ǫ = (2N − 1)/2N , we have
[(ae − δ − (2N − 1)/2N)+] = [(be − (2N − 1)/2N)+].
Therefore, ∑
e′ next to e
[ae′] ≤ [(be − (2N − 1)/2N)+].
Hence, since the terms of (ae′)e′ next to e are pairwise orthogonal,∑
e′ next to e
ae′ 4 (be − (2N − 1)/2N)+.
Therefore, by Lemma 2.2 of [13] there is y ∈ A⊗K such that∑
e′ next to e
(ae′ − δ)+ = y∗y,
and
yy∗ ∈ (be − (2N − 1)/2N)+A(be − (2N − 1)/2N)+.
Let y = W |y| be the polar decomposition of y in the bidual of A⊗K. SetW (ae′−δ)+W ∗ =
be′ . It is clear that the positive elements be′ , e
′ next to e, satisfy the required conditions.
Following this procedure we construct positive contractions (be)e∈E(X,v)—one positive ele-
ment be for each generator ge of C0(X \ v)—such that bebe′ = 0 if e and e′ are beside each
other, and ‖bebe′ − be′‖ < 1/2N−1 if e′ is next to e. It follows that these elements form a
1/2N−1 representation in A of the relations (2.4).
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Fix ǫ > 0. Choose n ≥ 1 such that 1/2n−1 < ǫ. Using the weak stability of the relations
(2.4)—which follows from Theorem 5.1 of [16] and Theorem 14.1.4 of [15]—we can choose
N > n+1 such that there are positive contractions ce ∈ A satisfying cece′ = 0 if e and e′ are
beside each other, cece′ = ce′ if e
′ is next to e, and
‖be − ce‖ < 1/2n+1.(4.4)
The elements ce, e ∈ E(X, v), form a representation of the relations (2.4) in the C*-algebra
A. Therefore, they induce a ∗-homomorphism φ : C0(X \ v) → A, which is defined on the
generators of C0(X \ v) by φ(ge) = ce. Let us prove that φ is the desired homomorphism.
Fix an edge e of (X, v). By Corollary 9.1 of [3] applied to the elements be − k/2n+1 and
ce − k/2n+1, k = 0, 1, · · · , 2n+1, (or by Lemma 1 of [20] applied to the elements be and ce)
we have
(4.5)
[(be − (k + 1)/2n+1)+] ≤ [(ce − k/2n+1)+],
[(ce − (k + 1)/2n+1)+] ≤ [(be − k/2n+1)+],
for k = 0, 1, · · · , 2n+1 − 1. Since be is Murray-von Neumann equivalent to (ae − ǫ)+, by (i)
of Lemma 5 the relation (4.1) holds for k = 1, 2, · · · , 2N − 1 when ae is replaced with be.
Therefore,
[(be − (k + 1)/2N)+] ≤ α[(ge − k/2N)+] ≤ [(be − k/2N)+],
for k = 1, 2, · · · , 2N − 1. Since N > n+ 1 the preceding equation implies that
[(be − (k + 1)/2n+1)+] ≤ α[(ge − k/2n+1)+] ≤ [(be − k/2n+1)+],(4.6)
for k = 1, 2, · · · , 2n+1 − 1.
It follows from the inequalities (4.5) and (4.6) that
[(ce − (k + 1)/2n)+] = [(ce − (2k + 2)/2n+1)+] ≤ [(be − (2k + 1)/2n+1)+]
≤ α[(ge − 2k/2n+1)+] = α[(ge − k/2n)+],
and
α[(ge − (k + 1)/2n)+] = [(be − (k + 1)/2n)+] = [(be − (2k + 2)/2n+1)+]
≤ [(ce − 2k/2n+1)+] = [(ce − k/2n)+],
for k = 1, 2, · · · , 2n − 1. These inequalities may be rewritten as
Cu(φ)[(ge − (k + 1)/2n)+)] ≤ α[(ge − k/2n)+],
α[(ge − (k + 1)/2n)+] ≤ Cu(φ)[(ge − k/2n)+],
for k = 1, 2, · · · , 2n − 1.
Any interval of length 1/2n−1 contains an interval of the form (k/2n, (k+ 1)/2n) for some
integer k. Thus, for every t ∈ [0, 1] there exists k such that (k/2n, (k+1)/2n) ⊆ (t, t+1/2n−1).
It follows from the preceding inequalities that
Cu(φ)[(ge − t− 1/2n−1)+] ≤ Cu(φ)[(ge − (k + 1)/2n)+]
≤ α[(ge − k/2n)+]
≤ α[(ge − t)+],
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for t ∈ [0, 1]. Interchanging the roles of Cu(φ) and α (noting that they are symmetric) we
also have
α[(ge − t− 1/2n−1)+] ≤ Cu(φ)[(ge − t)+],
for t ∈ [0, 1]. These inequalities can be restated as
dW (Cu(φ) ◦ Cu(χge)), α ◦ Cu(χge)) ≤ 1/2n−1.
(Note that in the definition of the pseudometric dW it is enough to take t in [0, 1].) Since
the inequality above holds for all e ∈ E(X, v) we conclude that
d
(X,v)
W (Cu(φ), α) ≤ 1/2n−1 < ǫ.

5. Proof of Theorem 1 and Corollary 1
Lemma 6. Let A and B be C*-algebras with B of stable rank one. Let φ, ψ : A → B be
∗-homomorphisms such that φ is approximately unitarily equivalent to ψ with the unitaries
taken in the unitization of B ⊗ K. Then φ is approximately unitarily equivalent to ψ with
the unitaries taken in the unitization of B.
Proof. Let F be a finite subset of A, and let 0 < ǫ < 1. Let us choose a positive element
a ∈ A such that ‖a‖ < 1, and
‖a2f − f‖ < ǫ, ‖afa− f‖ < ǫ,(5.1)
for all f ∈ F (a can be chosen to be a suitable element of an approximate unit of the
C*-algebra generated by the elements of F ). Since φ and ψ are approximately unitarily
equivalent with unitaries taken in (B ⊗K)˜ , there exists a unitary U ∈ (B ⊗K)˜ such that
‖Uφ(a2)U∗ − ψ(a2)‖ < ǫ, ‖Uφ(f)U∗ − ψ(f)‖ < ǫ,(5.2)
for all f ∈ F . Set ψ(a)Uφ(a) = z. Then by the triangle inequality and the second inequality
in (5.1) and (5.2) we have
‖zφ(f)z∗ − ψ(f)‖ = ‖ψ(a)Uφ(afa)U∗ψ(a)− ψ(f)‖ ≤
≤ ‖ψ(a)U(φ(afa)− φ(f))U∗ψ(a)‖+ ‖ψ(a)(Uφ(f)U∗ − ψ(f))ψ(a)‖+ ‖ψ(afa)− ψ(f)‖ ≤
≤ ǫ+ ǫ+ ǫ = 3ǫ,
for all f ∈ F . Also, using the first inequality in (5.2) we obtain that
‖z∗z − φ(a4)‖ = ‖φ(a)(Uψ(a2)U∗ − φ(a2))φ(a)‖ < ǫ.
It follows that ‖z‖ < 1 and
‖zφ(f)z∗ − ψ(f)‖ < 3ǫ, ‖|z| − φ(a2)‖ < √ǫ,(5.3)
for all f ∈ F , with Lemma 1 being used to obtain the last inequality. Since the C*-algebra
B has stable rank one we may assume that z is an invertible element of B˜. Let us denote by
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W the unitary in the polar decomposition of the element z. Then by the triangle inequality
and the inequalities (5.1) and (5.3) we have
‖Wφ(f)W ∗ − ψ(f)‖ ≤ ‖W (φ(f)− φ(a2f))W ∗‖+ ‖Wφ(a2)φ(f)W ∗ − zφ(f)W ∗‖+
+ ‖zφ(f)W ∗ − zφ(fa2)W ∗‖+ ‖zφ(f)φ(a2)W ∗ − zφ(f)z∗‖+ ‖zφ(f)z∗ − ψ(f)‖ <
< ǫ+
√
ǫ+ ǫ+
√
ǫ+ ǫ ≤ 5√ǫ,
for all f ∈ F .
Since the finite subset F and the positive number ǫ are arbitrary we conclude that φ and
ψ are approximately unitarily equivalent with unitaries taken in the unitization of B. 
Let A and B be C*-algebras such that A has a strictly positive element—say sA. Let us
say that the ordered pair (A,B) has the property (P) if for any Cuntz semigroup morphism
α : Cu(A)→ Cu(B) such that α[sA] ≤ [sB], where sB is a positive element of B, there exists
a ∗-homomorphism φ : A → B—unique up to approximate unitary equivalence—such that
α = Cu(φ).
Proposition 5. The following statements hold true:
(i) Let B be a C*-algebra of stable rank one and let (X, v) be a rooted tree. If the pair
(C0(X \ v), pBp) has the property (P) for every projection p of B, then the pair (C(X), B)
has the property (P).
(ii) If the pair of C*-algebras (A,B) has the property (P) and B has stable rank one, then
the pair (Mn(A), B) has the property (P), for every n ∈ N.
(iii) Let C be a C*-algebra of stable rank one. If the pairs of C*-algebras (A,D) and
(B,D) have the property (P) for all hereditary subalgebras D of C, then the pair (A⊕B,C)
has the property (P).
(iv) If the pairs of C*-algebras (Ai, B) have the property (P) for a sequence
A1
ρ1−→ A2 ρ2−→ · · · ,
then the pair (lim−→(Ai, ρi), B) has the property (P).
(v) Let A, B, and C be C*-algebras such that A is stably isomorphic to B, and C has
stable rank one. If the pair (A,C ⊗ K) has the property (P), then the pair (B,C) has the
property (P).
Proof. (i) Let α : Cu(C(X)) → Cu(B) be a morphism in the Cuntz category satisfying
α([1X ]) ≤ [sB]. Let us show that it is induced by a ∗-homomorphism ϕ : C(X) → B. As B
has stable rank one, the element α([1X]) appears as the Cuntz class of a projection of B, say
p. We have the following identifications:
Cu(pBp) ∼= {x ∈ Cu(B) | x ≤ ∞[p]},
Cu(C0(X \ v)) ∼= {x ∈ Cu(C(X)) | x ≤ ∞[sX ]},
where sX is a strictly positive element of C(X, v). It follows that α[sX ] ≤ [p], and
α(Cu(C0(X \ v))) ⊆ Cu(pBp).
By assumption the pair (Cu(C0(X \ v)), pBp) has the property (P). Therefore, there is
a ∗-homomorphism φ : C0(X \ v) → pBp such that Cu(φ) is equal to the restriction of
α to Cu(C0(X \ v)). Let us consider the restriction of α to Cu(C0(X \ v)). Denote by
19
φ˜ : C(X)→ B the ∗-homomorphism which agrees with φ on C0(X \v) and satisfies φ˜(1) = p.
Then Cu(φ˜) = α. (The proof of this fact is similar to the proof of (i) of Proposition 4.)
Now let us show that if φ, ψ : C(X)→ B are ∗-homomorphisms such that Cu(φ) = Cu(ψ),
then they are approximately unitarily equivalent. Since Cu(φ)[1X ] = Cu(ψ)[1X ] and B has
stable rank one we may assume that φ(1X) = ψ(1X) = p, where p ∈ B is a projection. Let
us denote by φ′, ψ′ : C0(X \v)→ pBp ⊆ B the restrictions of the ∗-homomorphisms φ and ψ
to C0(X \ v). Since Cu(φ) = Cu(ψ), we have d(X,v)W (Cu(φ′),Cu(ψ)) = 0. Using the relation
between d
(X,v)
U and d
(X,v)
W established in Theorem 3, we conclude that d
(X,v)
U (φ
′, ψ′) = 0 (the
unitaries taken in pBp). It follows now that φ and ψ are approximately unitarily equivalent,
as desired.
(ii) Let us start by showing that any Cuntz semigroup morphism α : Cu(Mn(A)) → B,
satisfying α[sA ⊗ 1n] ≤ [sB], where 1n denotes the unit of Mn(C), can be lifted to a ∗-
homomorphism φ : Mn(A)→ B such that Cu(φ) = α.
Let us consider the inclusion map iA : A → Mn(A) given by iA(a) = a ⊗ e1,1. The map
Cu(iA) is an isomorphism. We have
Cu(A)
Cu(iA)
// Cu(Mn(A))
α
// Cu(B).
Since the pair (A,B) has the property (P), there exists a ∗-homomorphism ψ : A→ B such
that α ◦ Cu(iA) = Cu(ψ). It follows that α = Cu(ψ) ◦ Cu(iA)−1.
Using the commutativity of the diagram
A
ψ
//
iA

B
iB

Mn(A)
ψ⊗id
// Mn(B)
we obtain that Cu(ψ⊗ id) = Cu(iB) ◦Cu(ψ) ◦Cu(iA)−1, and hence Cu(ψ⊗ id) = Cu(iB) ◦α.
Therefore,
[(ψ ⊗ id)(sA ⊗ 1n)] = Cu(iB) ◦ α[sA ⊗ 1n] ≤ Cu(iB)[sB] = [sB ⊗ e1,1].
Since the C*-algebra A has stable rank one, Mn(A) has stable rank one. It follows by (ii) of
Proposition 1 that there is an element x ∈ Mn(B) such that
(ψ ⊗ id)(sA ⊗ 1n) = x∗x, xx∗ ∈ (sB ⊗ e1,1)Mn(B)(sB ⊗ e1,1).
Let x = V |x| be the polar decomposition of the element x in the bidual of Mn(B). Then
Ad(V ∗) ◦ (ψ ⊗ id) is a ∗-homomorphism with image contained in the hereditary subalgebra
(sB ⊗ e1,1)Mn(B)(sB ⊗ e1,1). Also, Cu(Ad(V ∗) ◦ (ψ ⊗ id)) = Cu(ψ ⊗ id). Denote by
γ : (sB ⊗ e1,1)Mn(B)(sB ⊗ e1,1)→ B
the isomorphism defined by γ(b ⊗ e1,1) = b for all b ∈ B. Then Cu(γ) = Cu(iB)−1, since
Cu(B ⊗ e1,1) = Cu(B ⊗K). Set γ ◦ Ad(V ∗) ◦ (ψ ⊗ id) = φ. It follows that Cu(φ) = α.
Let φ, ψ : Mn(A)→ B be ∗-homomorphisms such that Cu(φ) = Cu(ψ). Let us show that
φ and ψ are approximately unitarily equivalent. Let us consider a finite subset of Mn(A) of
the form
{a⊗ ek,l | 1 ≤ k, l ≤ n, a ∈ F, ‖a‖ < 1},
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where F is a finite subset of A. Let 0 < ǫ < 1 and let b ∈ A be a positive contraction such
that
‖bab − a‖ < ǫ, ‖b2a− a‖ < ǫ,(5.4)
for all a ∈ F . Since the pair (A,B) has the property (P) and Cu(φ ◦ iA) = Cu(φ ◦ iA), where
iA : A→ Mn(A) is the inclusion map, there is a unitary U ∈ B˜ such that
‖Uφ(a⊗ e1,1)U∗ − ψ(a⊗ e1,1)‖ < ǫ,(5.5)
for all a ∈ F ∪ {b2}. Let us set
n∑
i=1
ψ(b⊗ ei,1)Uφ(b⊗ e1,i) = z.
Using the inequalities (5.4) and (5.5) we get for all a ∈ F that
‖zφ(a⊗ ek,l)z∗ − ψ(a⊗ ek,l)‖ = ‖ψ(b⊗ ek,1)Uφ(bab⊗ e1,1)U∗ψ(b⊗ e1,l)− ψ(a⊗ ek,l)‖ ≤
≤ ‖ψ(b⊗ ek,1)(Uφ(bab⊗ e1,1)U∗ − ψ(a⊗ e1,1))ψ(b⊗ e1,l)‖+ ‖ψ(bab⊗ ek,l)− ψ(a⊗ ek,l)‖
< 2ǫ+ ǫ = 3ǫ.
Also, using the inequality (5.5) we have
‖z∗z − φ(b4 ⊗ 1n)‖ = ‖
n∑
i=1
φ(b⊗ ei,1)(U∗ψ(b2 ⊗ e1,1)U − φ(b2 ⊗ e1,1))φ(b⊗ e1,i)‖ < ǫ.
Hence, we have found an element z ∈ B such that
‖|z| − φ(b2 ⊗ 1n)‖ <
√
ǫ,(5.6)
‖zφ(a⊗ ek,l)z∗ − ψ(a⊗ ek,l)‖ < 3ǫ,(5.7)
for all a ∈ F and k, l = 1, 2, · · · , n. Since B has stable rank one we can approximate the
element z by an invertible element z′ ∈ B˜ in such a way that inequalities (5.6) and (5.7) still
hold when z is replaced by z′. Denote by W the unitary in the polar decomposition of the
invertible element z′. Then,
‖Wφ(a⊗ ek,l)W ∗ − ψ(a⊗ ek,l)‖ = ‖W (φ(a⊗ ek,l)− φ(b2a⊗ ek,l))W ∗‖+
+ ‖W (φ(b2 ⊗ ek,l)− |z′|)φ(a⊗ ek,l)W ∗‖+ ‖W |z′|(φ(a⊗ ek,l)− φ(ab2 ⊗ ek,l))W ∗‖+
+ ‖W |z′|φ(a⊗ ek,l)(φ(b2 ⊗ ek,l)− |z′|)W ∗‖+ ‖z′φ(a⊗ ek,l)(z′)∗ − ψ(a⊗ ek,l)‖
< ǫ+
√
ǫ+ 2ǫ+ 2
√
ǫ+ 3ǫ < 9
√
ǫ,
for all a ∈ F and k, l = 1, 2, · · · , n. Therefore, the unitary W ∈ B˜ satisfies
‖Wφ(a⊗ ek,l)W ∗ − ψ(a⊗ ek,l)‖ < 9
√
ǫ,
for all a ∈ F and k, l = 1, 2, · · · , n. This proves that the ∗-homomorphisms φ and ψ are
approximately unitarily equivalent.
(iii) Let α : Cu(A⊕B)→ Cu(C) be such that α[sA⊕ sB] ≤ [sC ], where sA, sB are strictly
positive elements of A and B, and sC is a positive element of C. Let us consider the positive
elements a, b ∈ C⊗K such that α[sA⊕0] = [a] and α[0⊕sB] = [b]. By the stability of C⊗K
we may assume that a and b are orthogonal. We have
α[sA ⊕ sB] = [a] + [b] = [a+ b] ≤ [sC ].
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Applying (ii) of Proposition 1 to the C*-algebra C and the positive elements a + b and sC ,
we can find an element x ∈ C ⊗K such that
a+ b = x∗x, xx∗ ∈ C.
Consider the polar decomposition x = V |x| of x in the bidual of C ⊗K. Set V aV ∗ = a′ and
V bV ∗ = b′. Then a′ and b′ are orthogonal elements of C+ satisfying [a] = [a′] and [b] = [b′].
Also, we have the following natural isomorphisms:
Cu(a′Aa′) ∼= {[z] ∈ Cu(C) | [z] ≤ ∞[a′]},
Cu(b′Ab′) ∼= {[z] ∈ Cu(C) | [z] ≤ ∞[b′]}.
Using these identifications and the fact that Cu(A⊕B) is naturally isomorphic to Cu(A)⊕
Cu(B), we can identify the morphism α with a pair of Cuntz semigroup morphisms (α1, α2),
α1 : Cu(A)→ Cu(a′Aa′), α1[sA] ≤ [a1],
α2 : Cu(B)→ Cu(b′Ab′), α1[sB] ≤ [b2].
Since by hypothesis the pairs (A, a′Aa′), and (B, b′Ab′) have the property (P) we can find
∗-homomorphisms φ1 : A→ a′Aa′, φ2 : A → b′Ab′ such that Cu(φ1) = α1 and Cu(φ2) = α2.
It follows that the ∗-homomorphism φ = (φ1, φ2) : A ⊕ B → C induces the morphism α at
the level of Cuntz semigroups.
Let φ, ψ : A⊕ B → C be ∗-homomorphisms such that Cu(φ) = Cu(ψ). Let us show that
φ and ψ are approximately unitarily equivalent.
Since Cu(φ) = Cu(ψ) we have φ(sA) ∼ ψ(sA), and φ(sB) ∼ ψ(sB) (we are using the
identifications A ⊕ 0 ∼= A and 0 ⊕ B ∼= B). Again by (ii) of Proposition 1 we can find
elements x1, x2 ∈ C such that
φ(sA) = x
∗
1x1, x1x
∗
1 ∈ ψ(sA)Cψ(sA),
φ(sB) = x
∗
2x2, x2x
∗
2 ∈ ψ(sB)Cψ(sB).
Set x1+x2 = x. Consider the partial isometry V in the polar decomposition of x in the bidual
of C. Since the elements x1 and x2 satisfy the orthogonality relations x
∗
1x2 = x2x
∗
1 = 0, we
have
x1 = V |x1|, x2 = V |x2|.
It follows from these identities that the map Ad(V ∗)◦φ is a ∗-homomorphism. Also, we have
Cu(Ad(V ∗)◦φ) = Cu(φ). Let us denote by φA and φB the restrictions of the ∗-homomorphism
Ad(V ∗) ◦ φ to the C*-algebras A and B, respectively. Then
φA(A) ⊆ ψ(sA)Cψ(sA), φB(B) ⊆ ψ(sB)Cψ(sB).
Since by hypothesis the pair of C*-algebras (A,ψ(sA)Cψ(sA)) has the property (P), the
∗-homomorphism φA is approximately unitarily equivalent—with the unitaries taken in the
unitization of the C*-algebra ψ(sA)Cψ(sA)—to the restriction of the *-homomorphism ψ
to the C*-algebra A. In similar way the ∗-homomorphism φB and the restriction of the
∗-homomorphism ψ to the C*-algebra B are approximately unitarily equivalent in the uniti-
zation of the C*-algebra ψ(sB)Cψ(sB). It follows that the ∗-homomorphisms Ad(V ∗)◦φ and
ψ are approximately unitarily equivalent in the unitization of the C*-algebra C. In order to
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complete the proof let us show that the ∗-homomorphisms Ad(V ∗) ◦ φ and φ are approxi-
mately unitarily equivalent. Recall that V is the partial isometry in the polar decomposition
of the element x = x1 + x2. It follows by Proposition 1 applied to the C*-algebra C and
the element x that for every ǫ > 0 and every finite subset F of the hereditary algebra x∗Cx
there is a unitary U ∈ C∼ such that
‖V zV ∗ − UzU∗‖ < ǫ,
for all z ∈ F . This implies that Ad(V ∗) ◦ φ and φ are approximately unitarily equivalent,
since φ(A⊕ B) ⊆ x∗Cx.
(iv) Let A = lim−→(Ai, ρi). For each 1 ≤ i < j let ρi,j : Ai → Aj denote the ∗-homomorphism
ρj−1 ◦ρj−2 ◦ · · · ◦ρi. Also, for each 1 ≤ i let ρi,∞ : Ai → A denote the ∗-homomorphism given
by the inductive limit.
Let α : A → B be a Cuntz semigroup morphism such that α[sA] ≤ [sB], where sA is
a strictly positive elements of A, and sB is a positive element of B. For each i ≥ 1 set
α ◦ Cu(ρi,∞) = αi. We have
αi[sAi] = α[ρi,∞(sAi)] ≤ α[sA] ≤ [sB].
where sAi denotes a strictly positive element of Ai. Since the pairs (Ai, B) have the property
(P) for all i ≥ 1, there exist ∗-homomorphisms φi : Ai → B, such that Cu(φi) = αi. For
each i we have Cu(φi) = Cu(φi+1 ◦ ρi). Hence the ∗-homomorphisms φi and φi+1 ◦ ρi are
approximately unitarily equivalent. By Subsection 2.3 of [8] there exists a ∗-homomorphism
φ : A→ B such that for every i ≥ 1 the ∗-homomorphisms φ◦ρi,∞ and φi are approximately
unitarily equivalent. Since the Cuntz functor is equal in ∗-homomorphisms that are approxi-
mately unitarily equivalent we have Cu(φ◦ρi,∞) = Cu(φi). Therefore, Cu(φ)◦Cu(ρi,∞) = αi
for all i ≥ 1. By the universal property of the inductive limit this implies that α = Cu(φ).
To conclude the proof of (iv) let us show that if homomorphisms φ, ψ : A → B are such
that Cu(φ) = Cu(ψ), then they are approximately unitarily equivalent. For each i ≥ 1 set
φ◦ρi,∞ = φi, and ψ ◦ρi,∞ = ψi. We have Cu(φi) = Cu(ψi) for i ≥ 1. Since for each i ≥ 1 the
pair (Ai, B) has the property (P) the ∗-homomorphisms φi and ψi are approximately uni-
tarily equivalent. It follows that the ∗-homomorphisms φ and ψ are approximately unitarily
equivalent.
(v) The pair (A,C ⊗K) has the property (P) by assumption, and it follows by Lemma 6
that the pair (A,C) also has the property (P). It follows by (ii) and (iv) that also the pairs
(A ⊗ K, C) and (A ⊗ K, C ⊗ K) have the property (P). Since A ⊗ K ∼= B ⊗ K, the pairs
(B ⊗K, C) and (B ⊗K, C ⊗K) have the property (P).
Let α : Cu(B) → Cu(C) be a Cuntz semigroup morphism such that α[sB] ≤ [sC ], where
sB is a strictly positive element of B, and sC is a positive element of C. Let iB : B → B⊗K
and iC : C → C ⊗ K denote the inclusion maps iB(b) = b ⊗ e1,1 and iC(c) = c ⊗ e1,1. Then
Cu(iB) and Cu(iC) are isomorphisms. Since the pair (B ⊗K, C ⊗K) has the property (P),
there exists a ∗-homomorphism φ : B⊗K → C⊗K such that Cu(φ) = Cu(iC)◦α◦Cu(iB)−1.
We have
Cu(φ ◦ iB)[sB] = (Cu(iC) ◦ α)[sB] ≤ [sC ⊗ e1,1].
By Proposition 1 there exists x ∈ C ⊗K such that
(φ ◦ iB)(sB) = x∗x, xx∗ ∈ (sC ⊗ e1,1)(C ⊗K)(sC ⊗ e1,1).
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Consider the polar decomposition x = V |x| of x in the bidual of C ⊗K. Then
(Ad(V ∗) ◦ φ ◦ iB)(B) ⊆ (sC ⊗ e1,1)(C ⊗K)(sC ⊗ e1,1) = C ⊗ e1,1,
and Cu(Ad(V ∗) ◦ φ ◦ iB) = Cu(φ ◦ iB). Denote by γ : C ⊗ e1,1 → C the ∗-isomorphism
γ(c⊗ e1,1) = c for all c ∈ C. Then Cu(γ) = Cu(iC)−1, since Cu(C ⊗ e1,1) = Cu(C ⊗K). Set
γ ◦ Ad(V ∗) ◦ φ ◦ iB = φ′. It follows that φ′ : B → C, and
Cu(φ′) = Cu(γ ◦ Ad(V ∗) ◦ φ ◦ iB) = Cu(iC)−1 ◦ Cu(φ) ◦ Cu(iB) = α.
Now let us show that if φ, ψ : B → C are ∗-homomorphisms such that Cu(φ) = Cu(ψ),
then they are approximately unitarily equivalent, with the unitaries taken in the unitization
of C.
Since Cu(φ) = Cu(ψ) it follows that Cu(φ ⊗ id) = Cu(ψ ⊗ id), where id : K → K is the
identity map. This implies that φ⊗id is approximately unitarily equivalent to ψ⊗id, with the
unitaries taken in (C⊗K)˜ . Hence, (ψ⊗ id)◦ iB and (ψ⊗ id)◦ iB are approximately unitarily
equivalent. Since the images of both maps are contained in C, φ and ψ are approximately
unitarily equivalent with the unitaries taken in the unitization of C, by Lemma 6.

Proof of Theorem 1. By the statements (i), (iii), (iv), and (v) of Proposition 5, and by
Proposition 3 it is enough to prove the theorem in the case A = C0(X \ v), where (X, v) is
a rooted tree.
The uniqueness of the homomorphism φ is a special case of Theorem 2. Let us prove
its existence. By Theorem 4, for every n there exists φn : C0(X \ v) → B such that
d
(X,v)
W (Cu(φn), α) < 1/2
n+2. It follows by Theorem 2 that
d
(X,v)
U (φn, φn+1) ≤ (2N + 2)d(X,v)W (Cu(φn),Cu(φn+1)) <
1
2n
(2N + 2).
This implies that (φn)n is a Cauchy sequence with respect to the pseudometric d
(X,v)
U . By
(ii) of Proposition 4, the space Hom(C0(X \ v), B) is complete with respect to d(X,v)U . Hence,
there exists φ : C0(X\v)→ B such that d(X,v)U (φ, φn)→ 0. By the first inequality of Theorem
3,
d
(X,v)
W (Cu(φ), α) ≤ d(X,v)W (Cu(φ),Cu(φn)) + d(X,v)W (Cu(φn), α),
≤ d(X,v)U (φ, φn) + d(X,v)W (Cu(φn), α)→ 0.
In other words, d
(X,v)
W (Cu(φ), α) = 0. Since, as shown in (i) of Proposition 4, d
(X,v)
W is a
metric, we have Cu(φ) = α, as desired. 
Proof of Corollary 1. Let A and B be sequential inductive limits of separable continuous-
trace C*-algebras with spectrum homeomorphic to a disjoint union of trees and trees with
a point removed. Let α : Cu(A) → Cu(B) be a Cuntz semigroup isomorphism such that
α[sA] = [sB]. Then by Theorem 1, there are ∗-homomorphisms φ : A → B and ψ : B → A
such that Cu(φ) = α, and Cu(ψ) = α−1. We have Cu(φ ◦ ψ) = Cu(idA) and Cu(ψ ◦ φ) =
Cu(idB), where idA and idB denote the identity endomorphisms of A and B. Therefore by
the uniqueness part of Theorem 1, φ ◦ ψ and idA, and ψ ◦ φ and idB are approximately
unitarily equivalent. Hence, by Theorem 3 of [10] (cf. Section 4.3 of [10]), there exists
an isomorphism ρ : A → B approximately unitarily equivalent to φ, and in particular by
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definition of Cu(B) such that Cu(ρ) = Cu(φ) = α. The ∗-homomorphism ρ is unique—up
to approximate unitary equivalence—by Theorem 1. 
5.1. Remarks. It follows from (v) of Proposition 5 that Theorem 1 still holds if A is taken to
be a full hereditary subalgebra of a C*-algebra that can be written as a sequential inductive
limit of separable continuous-trace C*-algebras with spectrum homeomorphic to a disjoint
union of trees and trees with a point removed. The same applies to Corollary 1 for the
C*-algebras A and B. We don’t know if in general every such full hereditary subalgebra
can be written as a sequential inductive limit of continuous-trace C*-algebras with spectrum
homeomorphic to a disjoint union of trees and trees with a point removed. We have the
following partial result:
Proposition 6. Let A be a full hereditary subalgebra of a C*-algebra that can be written as
a sequential inductive limit of continuous-trace C*-algebras with spectrum homeomorphic to
a compact tree. Then A can be written as a sequential inductive limit of continuous-trace
C*-algebras with spectrum homeomorphic to a compact tree.
Proof. Let B = lim−→Bi, where each Bi is a continuous-trace C*-algebras with spectrum
homeomorphic to a tree. Let A be a full hereditary subalgebra of B. Since B has stable
rank one, by Corollary 4 of [4] the C*-algebra A can be written as a sequential inductive limit
of hereditary subalgebras of the C*-algebras Bi, i = 1, 2, · · · . Let us denote these hereditary
subalgebras by Ai, i = 1, 2, · · · . It follows that each C*-algebra Ai is a continuous-trace
C*-algebra. Therefore, we have
lim−→(C0(Aˆi)⊗K) ∼= lim−→(Ai ⊗K) = A⊗K ∼= B ⊗K.
Since B⊗K = lim−→(C(Bˆi)⊗K), the C*-algebra B⊗K contains a nonzero projection. It follows
that for i large enough the C*-algebras Ai ⊗K also contain nonzero projections. Therefore,
Aˆi is compact for i large enough. Since for each i = 1, 2, · · · , the C*-algebra C(Aˆi)⊗K is a
hereditary subalgebra of C(Bˆi) ⊗ K, and Bˆi is a compact tree, then for i large enough the
set Aˆi is a compact tree. This concludes the proof of the proposition. 
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