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Abstract
In the whole space Rd, linear estimates for heat semi-group in Besov spaces are well
established, which are estimates of Lp-Lq type, maximal regularity, e.t.c. This paper
is concerned with such estimates for semi-group generated by the Dirichlet Laplacian
of fractional order in terms of the Besov spaces on an arbitrary open set of Rd.
1 Introduction
Let Ω be an arbitrary open set of Rd with d ≥ 1. We consider the Dirichlet Laplacian
A on L2(Ω), namely,
A = −∆ = −
d∑
j=1
∂2
∂x2j
with the domain
D(A) := { f ∈ H10 (Ω) |∆f ∈ L2(Ω) }.
We consider the fractional Laplacian and semi-group
A
α
2 =
∫ ∞
−∞
λ
α
2 dEA(λ), e
−tA
α
2 =
∫ ∞
−∞
e−tλ
α
2 dEA(λ), t ≥ 0.
Here, α > 0 and {EA(λ)}λ∈R denotes the spectral resolution of identity, where it is deter-
mined uniquely for the self-adjoint operator A by the spectral theorem. The motivation of
study of fractional Laplacian comes from the study of fluid mechanics, stochastic process,
finace, etc., see for instance [2, 5, 7, 34] and references therein. We also refer to [13,32,33]
where one can find some results on fundamental properties of fractional Sobolev spaces
and applications to partial differential equations.
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In the paper [21], based on the spectral theory for the Dirichlet Laplacian A on L2(Ω),
a kind of Lp theory was established and the Besov spaces on an open set Ω were intro-
duced, where regularity of functions is measured by A. The purpose of this paper is to
develop the linear estimates for the semi-group generated by the Dirichlet Laplacian of
fractional order in the homogeneous Besov spaces B˙sp,q(A), namely, the estimate of L
p-Lq
type, smoothing effects, continuity in time of semi-group, equivalent norms with the semi-
group and maximal regularity estimates. Such estimates with heat semi-group in the case
when Ω = Rd are well established (see [3, 6, 8–10, 16, 18, 25, 27, 28, 30]). In this paper we
consider open sets of Rd and the semi-group generated by the fractional Laplacian with
the Dirichlet boundary condition.
Let us recall the definitions of spaces of test functions and tempered distributions and
the Besov spaces associated with the Dirichlet Laplacian (see [21]). We take φ0(·) ∈ C∞0 (R)
a non-negative function on R such that
suppφ0 ⊂ {λ ∈ R | 2−1 ≤ λ ≤ 2 },
∑
j∈Z
φ0(2
−jλ) = 1 for λ > 0, (1.1)
and {φj}j∈Z is defined by letting
φj(λ) := φ0(2
−jλ) for λ ∈ R. (1.2)
Definition. (i) (Linear topological spaces X0(Ω) and X ′0(Ω)). X0(Ω) is defined by letting
X0(Ω) :=
{
f ∈ L1(Ω) ∩ D(A) ∣∣AMf ∈ L1(Ω) ∩ D(A) for all M ∈ N}
equipped with the family of semi-norms {p0,M (·)}∞M=1 given by
p0,M (f) := ‖f‖L1(Ω) + sup
j∈N
2Mj‖φj(
√
A)f‖L1(Ω).
(ii) (Linear topological spaces Z0(Ω) and Z ′0(Ω)). Z0(Ω) is defined by letting
Z0(Ω) :=
{
f ∈ X0(Ω)
∣∣∣ sup
j≤0
2M |j|
∥∥φj(√A)f∥∥L1(Ω) <∞ for all M ∈ N}
equipped with the family of semi-norms {q0,M (·)}∞M=1 given by
q0,M (f) := ‖f‖L1(Ω) + sup
j∈Z
2M |j|‖φj(
√
A)f‖L1(Ω).
Definition. For s ∈ R and 1 ≤ p, q ≤ ∞, B˙sp,q(A) is defined by letting
B˙sp,q(A) := {f ∈ Z ′0(Ω) | ‖f‖B˙sp,q(A) <∞},
where
‖f‖B˙sp,q(A) :=
∥∥{2sj‖φj(√A)f‖Lp(Ω)}j∈Z∥∥ℓq(Z).
Let us mention the basic properties of X0(Ω),Z0(Ω), their duals, B˙sp,q(A) and explain
the operators φj(
√
A) and the Laplacian of fractional order.
Proposition. ([21]) Let s, α ∈ R, 1 ≤ p, q, r ≤ ∞. Then the following hold:
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(i) X0(Ω) and Z0(Ω) are Fre´chet spaces and enjoy X0(Ω) →֒ Lp(Ω) →֒ X ′0(Ω),Z0(Ω) →֒
Lp(Ω) →֒ Z ′0(Ω).
(ii) B˙sp,q(A) is a Banach space and enjoys Z0(Ω) →֒ B˙sp,q(A) →֒ Z ′0(Ω).
(iii) If p, q <∞ and 1/p + 1/p′ = 1/q + 1/q′ = 1, the dual space of B˙sp,q(A) is B˙−sp′,q′(A).
(iv) If r ≤ p, B˙s+d(
1
r
− 1
p
)
r,q (A) is embedded to B˙sp,q(A).
(v) For any f ∈ B˙s+αp,q (A), A
α
2 f ∈ B˙sp,q(A).
It should be noted that φj(
√
A) and A are defined in L2(Ω) initially and by the
argument in [21] they can be realized as operators in Z ′0(Ω) and Besov spaces. In the
proof, the uniform boundedness in Lp(Ω) of φj(
√
A) with respect to j ∈ Z is essential.
Uniformity in L2(Ω) is proved easily by the spectral theorem, while that in L1(Ω) is not
trivial. For any open set Ω ⊂ Rd, L1(Ω) boundedness is known in some papers (see
Proposition 6.1 in [15] and also Theorem 1.1 in [19]). Let us explain the strategy of its
proof along [19] (see also a comment below Lemma 2.2). The uniform boundedness in
L1(Ω) is proved via estimates in amalgam spaces ℓ1(L2)θ, where the side length of each
cube is scaled by θ
1
2 , θ = 2−2j (see section 2), together with the Gaussian upper bounds of
the kernel of e−tA. That scaling fits for the scaled operator φj(
√
A) = φ0(2
−j
√
A), and we
can handle the norm in ℓ1(L2)θ through the estimates in L
2(Ω), since its norm is defined
locally with L2(Ω). The Gausian upper bounds of the kernel of e−tA is necessary in order
to estimate L1(Ω) norm via ℓ1(L2)θ. Once L
1(Ω) estimate is proved, Lp(Ω) case is assured
by the interpolation and the duality argument.
As to the Laplacian of fractional order, it was shown in the proof of Proposition 3.2
in [21] that A
α
2 is a continuous operator from Z ′0(Ω) to itself, which is proved as follows:
Show the continuity of A
α
2 in Z0(Ω) first with the boundedness of spectral multipliers
‖Aα2 φj(
√
A)‖L1(Ω)→L1(Ω) ≤ C2αj
for all j ∈ Z and consider their dual operator together with the approximation of the
identity
f =
∑
j∈Z
φj(
√
A)f in Z ′0(Ω) for any f ∈ Z ′0(Ω).
Hence, we define A
α
2 by
A
α
2 f =
∑
j∈Z
(
A
α
2 φj(
√
A)
)
f in Z ′0(Ω) for any f ∈ Z ′0(Ω).
Noting that e−tA
α
2 φj(
√
A) with t ≥ 0 is also bounded in L1(Ω) (see Lemma 2.1 and (3.1)
below), we also define e−tA
α
2 by
e−tA
α
2 f =
∑
j∈Z
(
e−tA
α
2 φj(
√
A)
)
f in Z ′0(Ω) for any f ∈ Z ′0(Ω).
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We state four theorems on the semi-group generated by A
α
2 ; the estimates of Lp-Lq
type and smoothing effects, continuity in time, equivalent norms with semi-group and
maximal regularity estimates, referring to the results in the case when Ω = Rd and α = 2.
We start by considering estimates of Lp-Lq type and smoothing effects. When Ω = Rn,
it is well known that
‖et∆f‖Lq(Rd) ≤ Ct−
d
2
( 1
p
− 1
q
)‖f‖Lp(Rd), ‖∇et∆f‖Lp(Rd) ≤ Ct−
1
2 ‖f‖Lp(Rd),
where 1 ≤ p, q ≤ ∞, f ∈ Lp(Rd). Hence one can show that∥∥et∆f∥∥
B˙
s2
p2,q
(A)
≤ Ct−
d
2
( 1
p1
− 1
p2
)−
s2−s1
2 ‖f‖B˙s1p1,q(A),
where s2 ≥ s1, 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ q ≤ ∞. The following is the linear estimates for
the semi-group generated by A
α
2 on an open set.
Theorem 1.1 Let α > 0, t ≥ 0, s, s1, s2 ∈ R, 1 ≤ p, p1, p2, q, q1, q2 ≤ ∞.
(i) e−tA
α
2 is a bounded linear operator in B˙sp,q(A), i.e., there exists a constant C > 0 such
that for any f ∈ B˙sp,q(A)
e−tA
α
2 f ∈ B˙sp,q(A) and
∥∥e−tAα2 f∥∥
B˙sp,q(A)
≤ C‖f‖B˙sp,q(A). (1.3)
(ii) If s2 ≥ s1, p1 ≤ p2 and
d
( 1
p1
− 1
p2
)
+ s2 − s1 > 0,
then there exists a constant C > 0 such that∥∥e−tAα2 f∥∥
B˙
s2
p2,q2
(A)
≤ Ct−
d
α
( 1
p1
− 1
p2
)−
s2−s1
α ‖f‖B˙s1p1,q1 (A) (1.4)
for any f ∈ B˙s1p1,q1(A).
Remark. On the estimate (1.4), the regularity on indices q1 and q2 is gained without
loss of the singularity at t = 0. This estimate is known in the case when Ω = Rn and
α = 2 (see [16]).
As to the continuity in time of heat semi-group et∆ when Ω = Rd, it is well known
that for 1 ≤ p <∞
lim
t→0
‖et∆f − f‖Lp(Rd) = 0 for any f ∈ Lp(Rd).
In the case when p = ∞, the above strong convergence does not hold in general while it
holds in the dual weak sense. The following theorem is concerned with such continuity in
the Besov spaces on an open set.
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Theorem 1.2 Let s ∈ R, 1 ≤ p, q ≤ ∞ and 1/p + 1/p′ = 1/q + 1/q′ = 1.
(i) Assume that q <∞ and f ∈ B˙sp,q(A). Then
lim
t→0
∥∥e−tAα2 f − f∥∥
B˙sp,q(A)
= 0.
(ii) Assume that 1 < p ≤ ∞, q = ∞ and f ∈ B˙sp,∞(A). Then e−tA
α
2 f converges to f in
the dual weak sense as t→ 0, namely,
lim
t→0
∑
j∈Z
∫
Ω
{
φj(
√
A)
(
e−tA
α
2 f − f)}Φj(√A)g dx = 0
for any g ∈ B˙−sp′,1(A).
Remark. Rerated to Theorem 1.2 (ii), it should be noted that the predual of B˙sp,q(A)
is B˙−sp′,q′(A) for 1 < p, q ≤ ∞, where 1/p + 1/p′ = 1/q + 1/q′ = 1. In fact, we can regard
f ∈ B˙sp,q(A) as an element of the dual of B˙−sp′,q′(A) by
〈f, g〉 =
∑
j∈Z
∫
Ω
{
φj(
√
A)f
}
Φj(
√
A)g dx
for any g ∈ B˙−sp′,q′(A) (see [21]), where Φj := φj−1 + φj + φj+1.
As to the characterization of norm by using semi-group when Ω = Rd, it is known that
‖f‖B˙sp,q(A) ≃
{∫ ∞
0
(
t−
s
2‖et∆f‖Lp(Rd)
)q dt
t
} 1
q
where s < 0 (see e.g. [25]). We consider the equivalent norm of Besov spaces on an open
set by using the semi-group generated by A
α
2 .
Theorem 1.3 Let α > 0, s, s0 ∈ R, s0 > s/α and 1 ≤ p, q ≤ ∞. Then there exists a
constant C > 0 such that
C−1‖f‖B˙sp,q(A) ≤
{∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖X
)q dt
t
} 1
q ≤ C‖f‖B˙sp,q(A) (1.5)
for any f ∈ B˙sp,q(A), where X = Lp(Ω), B˙0p,r(A) with 1 ≤ r ≤ ∞.
Since the equivalence (1.5) is closely related to the real interpolation in the Besov
spaces, we also mention that the interpolation is also available (see e.g. [4, 31] and also
Proposition A.1 in Appendix A below).
The last result is concerned with the maximal regularity estimates. When Ω = Rd,
the Cauchy problem which we should consider is the following,{
∂tu−∆u = f, t > 0, x ∈ Rd,
u(0, x) = u0(x), x ∈ Rd.
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For 1 < p, q <∞, the solution u of the above problem satisfies that
‖∂tu‖Lq(0,∞;Lp(Rd)) + ‖∆u‖Lq(0,∞;Lp(Rd)) ≤ C‖u0‖
B˙
2− 2q
p,q (A)
+ C‖f‖Lq(0,∞;Lp(Rd)),
provided that u0 ∈ B˙
2− 2
q
p,q (A) and f ∈ Lq(0,∞;Lp(Rd)) (see [18, 25]). We note that
maximal regularity such as the above is well studied in the general framework on Banach
spaces with unconditional martingale differences which is called UMD (see [1,11,12,14,24,
35]), and that the cases when p, q = 1,∞ require a different treatment from UMD since
the spaces are not reflexive. In terms of Besov spaces, one can consider B˙0p,q(A) for all
indices p, q with 1 ≤ p, q ≤ ∞ (see [8–10,18,27,28]). Our result on the maximal regularity
estimates on open set is formulated in the following way.
Theorem 1.4 Let s ∈ R, α > 0 and 1 ≤ p, q ≤ ∞. Assume that u0 ∈ B˙
s+α−α
q
p,q (A),
f ∈ Lq(0,∞; B˙sp,q(A)). Let u be given by
u(t) = e−tA
α
2 u0 +
∫ t
0
e−(t−τ)A
α
2 f(τ)dτ.
Then there exists a constant C > 0 independent of u0 and f such that
‖∂tu‖Lq(0,∞;B˙sp,q(A))+‖A
α
2 u‖Lq(0,∞;B˙sp,q(A)) ≤ C‖u0‖B˙s+α−αqp,q (A)+C‖f‖Lq(0,∞;B˙sp,q(A)). (1.6)
The proof of theorems is based on the boundedness of spectral multiplier of the operator
e−tA
α
2 φj(
√
A):
‖e−tA
α
2 φj(
√
A)‖Lp(Ω)→Lp(Ω) ≤ C‖e−t2
αj (·)αφ0(
√· )‖Hs(R) for all j ∈ Z,
where s > d/2 + 1/2 (see Lemma 2.1 below). The above inequality implies that
‖e−tA
α
2 φj(
√
A)‖Lp(Ω)→Lp(Ω) ≤ Ce−C
−1t2αj ,
and this estimate allows us to show our theorems in the analogous method to those in the
case when Ω = Rd. In this paper, we give proofs of all theorems by estimating directly
for the paper to be self-contained. Here, we note that our proofs can be applicable to
the estimates for e−tA in the inhomogeneous Besov spaces and hence similar theorems are
able to be obtained. On the other hand, for the semi-group generated by the fractional
Laplacian, since there appears to be problems around low frequency, we show only the
result for the heat semi-group in Section 7 (see Theorem 7.2 below). It should be also
noted that our argument can be applied not only to the Dirichlet Laplacian but also to
more general operators A such that the Gaussian upper bounds for e−tA hold.
This paper is organized as follows. In Section 2, we prepare a lemma to prove our
results. Sections 3–6 are devoted to proofs of theorems. In Section 7, we state the result
for the inhomogeneous Besov spaces. In Appendix A, we show the characterization of
Besov spaces by real interpolation.
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Before closing this section, we introduce some notations. We denote by ‖ · ‖Lp the
Lp(Ω) norm and ‖ · ‖B˙sp,q the B˙
s
p,q(A) norm. We use the notation ‖ · ‖Hs(R) as the Hs(R)
norm for functions, e.g. φj(λ), e
−tλ
α
2 , whose variables are spectral parameter. We denote
by S(R) the Schwartz class.
2 Preliminary
In this section we introduce the following lemma on the boundedness of the scaled
spectral multiplier.
Lemma 2.1 Let N > d/2, 1 ≤ p ≤ ∞, δ > 0 and a, b > 0. Then there exists a constant
C > 0 such that for any φ ∈ C∞0 (R) with suppφ ⊂ [a, b], G ∈ C∞((0,∞)) ∩ C(R) and
f ∈ Lp(Ω)
‖G(
√
A)φ(2−j
√
A)f‖Lp ≤ C‖G(2j
√· )φ(√· )‖
HN+
1
2+δ(R)
‖f‖Lp (2.1)
for all j ∈ Z.
Remark. As is seen from the proof below, the constant C in the right member of (2.1)
depends on the interval [a, b] containing the support of φ.
To prove Lemma 2.1, we introduce a set AN of some bounded operators on L
2(Ω) and
scaled amalgam spaces ℓ1(L2)θ for θ > 0 to prepare a lemma. Hereafter, for k ∈ Zd, Cθ(k)
denotes a cube with the center θ
1
2k and side length θ
1
2 , namely,
Cθ(k) :=
{
x ∈ Ω ∣∣ |xj − θ 12 kj | ≤ 2−1θ 12 for j = 1, 2, · · · , d},
and χCθ(k) is a characteristic function whose support is Cθ(k).
Definition. For N ∈ N, AN denotes the set of all bounded operators T on L2(Ω) such
that
‖T‖AN := sup
k∈Zd
∥∥| · −θ1/2k|NTχCθ(k)∥∥L2→L2 <∞.
Definition. The space ℓ1(L2)θ is defined by letting
ℓ1(L2)θ :=
{
f ∈ L2loc(Ω)
∣∣ ‖f‖ℓ1(L2)θ <∞},
where
‖f‖ℓ1(L2)θ :=
∑
k∈Zd
‖f‖L2(Cθ(k)).
Lemma 2.2 ([19, 20]) (i) Let N ∈ N and N > d/2. Then there exists a constant C > 0
such that
‖T‖ℓ1(L2)θ→ℓ1(L2)θ ≤ C
(
‖T‖L2→L2 + θ−
d
4 ‖T‖
d
2N
AN
‖T‖1−
d
2N
L2→L2
)
(2.2)
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for any T ∈ AN and θ > 0.
(ii) Let N ∈ N. Then there exists a constant C > 0 such that
‖ψ((M + θA)−1)‖AN ≤ Cθ
N
2
∫ ∞
−∞
(1 + |ξ|2)N2 |ψ̂(ξ)|dξ (2.3)
for any ψ ∈ S(R) and θ > 0.
(iii) Let M > 0 and β > d/4. Then there exists a constant C > 0 such that∥∥(M + θA)−β∥∥
L1→ℓ1(L2)θ
≤ Cθ− d2 (2.4)
for any θ > 0.
Remark. Lemma 2.2 is useful to prove L1 boundedness of spectral multipliers and let
us remind how to prove Lemma 2.2 along [19, 20] briefly. The original idea is from the
papers by Jensen-Nakamura [22,23], who studied the Schro¨dinger operators on Rd. On the
first inequality (2.2), we start by decomposing into T =
∑
m,k∈Zd χCθ(m)TχCθ(k), and it
suffices to show that for each k ∈ Z a sum of operator norms∑m∈Z ‖χCθ(m)TχCθ(k)‖L2→L2
is bounded by the right member of (2.2). The first term ‖T‖L2→L2 is obtained just by
applying L2(Ω) boundedness to L2(Cθ(m)) norm withm = k. The second term is obtained
by decomposing the sum into two cases when 0 < |m− k| ≤ ω and |m− k| > ω for ω > 0,
applying the L2(Ω) boundedness to the case |m−k| ≤ ω and the Schwarz inequality to the
case |m − k| > ω for sequences |m − k|−N , |m − k|N‖χCθ(m)TχCθ(k)‖L2 , and minimizing
by taking suitable ω. As to the second one (2.3), we utilize the formula:
ψ((M + θA)−1) = (2π)
1
2
∫ ∞
−∞
e−it(M+θA)
−1
ψ̂(t) dt.
To estimate ‖e−it(M+θA)−1‖AN , we consider the commutator of (x−θ1/2k) and e−it(M+θA)
−1
,
which is rewritten with θ, (M + θA)−1, ∇(M + θA)−1 and is possible to be handled by
the use of L2(Ω) boundedness, which proves (2.3). As to the last one (2.4), thanks to the
formula (M + θA)−β = 1Γ(β)
∫∞
0 t
β−1e−Mte−tθAdt and the Young inequality, we get
‖(M + θA)−βf‖ℓ1(L2)θ ≤
1
Γ(β)
∫ ∞
0
tβ−1e−Mt
(∫
Ω
‖e−tθA(·, y)‖ℓ1(L2)θ |f(y)| dy
)
dt,
where Γ(β) is the Gamma function. By the Gaussian upper bounds of e−tθA, we have
‖e−tθA(·, y)‖ℓ1(L2)θ ≤ Cθ−
d
4 (1+ t−
d
4 ). These estimates yield the inequality (2.4), since the
integrability with respect to t ∈ (0,∞) is assured by β > 4/d.
Proof of Lemma 2.1. Instead of the inequality (2.1), by replacing 2−j
√
A,
√
A with
2−2jA,A, respectively, it is sufficient to show that
‖G(A)φ(2−2jA)f‖Lp ≤ C‖G(22j ·)φ(·)‖
HN+
1
2+δ(R)
‖f‖Lp , (2.5)
where suppφ ⊂ [a2, b2]. Hence we show (2.5).
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First we consider the case when p = 1. By decomposing Ω into cubes Cθ(k) and the
Ho¨lder inequality, we get
‖G(A)fφ(2−2jA)‖L1 ≤ Cθ
d
2 ‖G(A)φ(2−2jA)f‖ℓ1(L2)θ . (2.6)
For fixed real numbers M > 0 and β > d/2, let ψ be such that
ψ(µ) := G
(
22j(µ−1 −M))φ(µ−1 −M)µ−β. (2.7)
It is easy to check that that
ψ ∈ C∞0 ((0,∞)) and suppψ ⊂
[ 1
M + b
,
1
M + a
]
,
and
G(λ)φ(2−2jλ) = G(22j · 2−2jλ)φ(2−2jλ)µ−β · µβ = ψ(µ)µβ ,
where λ and µ are real numbers with
2−2jλ = µ−1 −M.
The above equality yieds that
G(A)φ(2−2jA) = ψ
(
(M + 2−2jA)−1
)
(M + 2−2jA)−β . (2.8)
Then it follows from (2.6), (2.8) and the estimate (2.4) in Lemma 2.2 that
‖G(A)φ(2−2jA)f‖L1
≤ Cθ d2∥∥ψ((M + 2−2jA)−1)(M + 2−2jA)−βf∥∥
ℓ1(L2)θ
.
≤ Cθ d2∥∥ψ((M + 2−2jA)−1)∥∥
ℓ1(L1)θ→ℓ1(L2)θ
∥∥(M + 2−2jA)−β∥∥
L1→ℓ1(L2)θ
‖f‖L1 .
≤ C
∥∥ψ((M + 2−2jA)−1)∥∥
ℓ1(L1)θ→ℓ1(L2)θ
‖f‖L1 .
(2.9)
By comparing the estimates (2.5) and (2.9), all we have to do is to show that
‖ψ((M + 2−2jA)−1)‖ℓ1(L2)θ→ℓ1(L2)θ ≤ C‖G(2j ·)φ(·)‖HN+ 12+δ(R). (2.10)
To apply the estimate (2.2), we consider the operator norms ‖ · ‖L2→L2 and ‖ · ‖AN of
ψ
(
(M + 2−2jA)−1
)
. On the operator norm ‖ · ‖L2→L2 , we have from N > d/2 and the
embedding HN+
1
2
+δ(R) →֒ L∞(R) that
‖ψ((M + 2−2jA)−1)‖L2→L2 ≤ ‖ψ‖L∞(R) ≤ ‖ψ‖HN+ 12+δ(R)
for any δ > 0. As to ‖ψ((M + 2−2jA)−1)‖AN , by applying the estimate (2.3) and the
Ho¨lder inequality, for any δ > 0 there exists C > 0 such that
‖ψ((M + θA)−1)‖AN ≤ Cθ
N
2
∫ ∞
−∞
(1 + |ξ|2)N2 |ψ̂(ξ)|dξ
≤ CθN2 ∥∥(1 + |ξ|2)− 12−δ∥∥
L2(R)
∥∥(1 + |ξ|2)N2 + 12+δψ̂∥∥
L2(R)
≤ CθN2 ‖ψ‖
HN+
1
2+δ(R)
.
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Then we deduce from the above two estimates and (2.2) that
‖ψ((M + 2−2jA)−1)‖ℓ1(L2)θ→ℓ1(L2)θ
≤ C
{
‖ψ‖
HN+
1
2+δ(R)
+ θ−
d
4
(
θ
N
2 ‖ψ‖
HN+
1
2+δ(R)
) d
2N
(‖ψ‖
HN+
1
2+δ(R)
)1− d
2N
}
≤ C‖ψ‖
HN+
1
2+δ(R)
.
Since ψ is defined by (2.7) and the support is bounded and away from the origin, we see
from the change of variables by µ = (λ+M)−1 that
‖ψ(·)‖
HN+
1
2+δ(R)
≤ C‖G(22j ·)φ(·)‖
HN+
1
2+δ(R)
.
Hence the estimate (2.10) is obtained by the above two estimates, and the estimate (2.5)
in the case when p = 1 is proved.
We next consider the case when p = ∞. Since the dual space of L1(Ω) is L∞(Ω) and
C∞0 (Ω) is dense in L
1(Ω), the following holds:
‖G(A)φ(2−jA)f‖L∞ = sup
g∈C∞0 ,‖g‖L1=1
∣∣∣ ∫
Ω
(
G(A)φ(2−jA)f
)
g dx
∣∣∣.
On the right member of the above equality, we have from the duality argument for the
operator G(A)φ(2−jA), the Ho¨lder inequality and the estimate (2.5) with p = 1 that∣∣∣ ∫
Ω
(
G(A)φ(2−jA)f
)
g dx
∣∣∣ = ∣∣∣
X ′0
〈G(A)φ(2−jA)f, g〉X0
∣∣∣
=
∣∣∣
X ′0
〈f,G(A)φ(2−jA)g〉X0
∣∣∣
=
∣∣∣ ∫
Ω
f G(A)φ(2−jA)g dx
∣∣∣
≤ ‖f‖L∞‖G(A)φ(2−jA)g‖L1
≤ ‖f‖L∞‖G(22j ·)φ(·)‖
HN+
1
2+δ(R)
‖g‖L1 ,
where g ∈ C∞0 . These prove (2.5) in the case when p =∞.
As to the case when 1 < p < ∞, the Riesz Thorin theorem allows us to obtain the
estimate (2.5). The proof of Lemma 2.1 is complete. ✷
3 Proof of Theorem 1.1
We prove Theorem 1.1 in this section.
Proof of (1.3). Put Φj := φj−1+φj+φj+1. By applying the estimate (2.1) in Lemma 2.1
with
G = Gt(λ) = e
−tλα ,
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we have ∥∥φj(√A)e−tAα2 f∥∥Lp = ∥∥(Gt(√A)Φj(√A))(φj(√A)f)∥∥Lp
≤ C∥∥Gt(2j√· )Φ0(√· )∥∥
HN+
1
2+δ(R)
∥∥φj(√A)f∥∥Lp ,
where N > d/2 and δ > 0. Here it is easy to check that there exists C > 0 such that∥∥Gt(2j√· )Φ0(√· )∥∥
HN+
1
2+δ(R)
≤ Ce−C−1t2αj for any j ∈ Z,
and hence, ∥∥φj(√A)e−tAα2 f∥∥Lp ≤ Ce−C−1t2αj∥∥φj(√A)f∥∥Lp for any j ∈ Z. (3.1)
By multiplying 2sj and taking the ℓq(Z) norm in the above inequality, we obtain the as-
sertion (1.3). ✷
Proof of (1.4). By the inequalities∥∥e−tAα2 f∥∥
B˙
s2
p2,q2
≤
∥∥e−tAα2 f∥∥
B˙
s2
p2,1
, ‖f‖B˙s1p1,∞ ≤ ‖f‖B˙s1p1,q1 ,
which are assured from the embedding relations in the Besov spaces, and taking s1 = 0
for the sake of simplicity, it is sufficient to show the following.∥∥e−tAα2 f∥∥
B˙
s2
p2,1
≤ Ct−
d
α
( 1
p1
− 1
p2
)−
s2
α ‖f‖B˙0p1,∞ , (3.2)
where
s2 ≥ 0, p1 ≤ p2 and d
( 1
p1
− 1
p2
)
+ s2 > 0.
We show (3.2). It follows from the embedding B˙
s2+d(
1
p1
− 1
p2
)
p1,1
→֒ B˙s2p2,1 and the estimate
(3.1) that∥∥e−tAα2 f∥∥
B˙
s2
p2,1
≤ C
∥∥e−tAα2 f∥∥
B˙
s2+d(
1
p1
−
1
p2
)
p1,1
≤ C
∑
j∈Z
2
s2j+d(
1
p1
− 1
p2
)j
e−ct2
αj‖φj(
√
A)f‖Lp1 .
Since s2 + d(1/p1 − 1/p2) > 0, we get∑
j∈Z
2
s2j+d(
1
p1
− 1
p2
)j
e−ct2
αj‖φj(
√
A)f‖Lp1
= t
−
s2
α
− d
α
( 1
p1
− 1
p2
)
∑
j∈Z
{
(t2αj)
s2
α
+ d
α
( 1
p1
− 1
p2
)
e−ct2
αj
}
‖φj(
√
A)f‖Lp1
≤ Ct−
s2
α
− d
α
( 1
p1
− 1
p2
)‖f‖B˙0p1,∞ ,
which proves (3.2). Then the proof of (1.4) is complete. ✷
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4 Proof of Theorem 1.2
We prove Theorem 1.2 in this section.
Proof of (i). Let f ∈ B˙sp,q(A). We take fN such that
fN :=
∑
|j|≤N
φj(
√
A)f for N ∈ N.
Since q <∞, for any ε > 0 there exists N0 ∈ N such that
‖fN − f‖B˙sp,q < ε for any N ≥ N0
The above inequality and boundedness (1.3) in Theorem 1.1 imply that∥∥e−tAα2 f − f∥∥
B˙sp,q
≤ ∥∥e−tAα2 fN − fN∥∥B˙sp,q + ∥∥e−tAα2 (fN − f)∥∥B˙sp,q + ‖fN − f‖B˙sp,q
≤ ∥∥e−tAα2 fN − fN∥∥B˙sp,q + C‖fN − f‖B˙sp,q
≤ ∥∥e−tAα2 fN − fN∥∥B˙sp,q + Cε
for any t > 0 provided that N ≥ N0. Then all we have to do is to show that
lim
t→0
∥∥e−tAα2 fN − fN∥∥B˙sp,q = 0. (4.1)
We prove (4.1). Noting that the spectrum of fN is restricted and
∥∥e−tAα2 fN − fN∥∥B˙sp,q = { N+1∑
j=−N−1
(
2sj
∥∥φj(√A)(e−tAα2 − 1)fN∥∥Lp)q} 1q ,
we may consider the convergence of
∥∥φj(√A)(e−tAα2 − 1)fN)∥∥Lp for each j. For each
j = 0,±1,±2, . . . ,±(N + 1), it follows from (2.1) in Lemma 2.1 with
G = Gt(λ) = e
−tλα − 1
that ∥∥φj(√A)(e−tAα2 − 1)fN∥∥Lp = ∥∥(Gt(√A)Φj(√A))(φj(√A)fN)∥∥Lp
≤ C∥∥Gt(2j√· )Φ0(√· )∥∥
HN+
d
2+δ
∥∥φj(√A)fN∥∥Lp ,
where Φj := φj−1 + φj + φj+1. Here it is readily checked that
lim
t→0
∥∥Gt(2j√· )Φ0(√· )∥∥
HN+
d
2+δ
= 0 for each j,
and hence, (4.1) is obtained. The proof of (i) in Theorem 1.2 is complete. ✷
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Proof of (ii). Put Φj := φj−1+φj+φj+1. By considering the dual operator of e
−tA
α
2 −1,
we have the following equality∑
j∈Z
∫
Ω
{
φj(
√
A)
(
e−tA
α
2 − 1)f}Φj(√A)g dx
=
∑
j∈Z
∫
Ω
{
φj(
√
A)f
}
Φj(
√
A)
(
e−tA
α
2 − 1)g dx. (4.2)
It follows from the Ho¨lder inequality that∑
j∈Z
∫
Ω
∣∣∣{φj(√A)f}Φj(√A)(e−tAα2 − 1)g∣∣∣ dx
≤
∑
j∈Z
2sj
∥∥φj(√A)f∥∥Lp · 2−sj∥∥Φj(√A)(e−tAα2 − 1)g∥∥Lp′
≤ C‖f‖B˙sp,∞
∥∥(e−tAα2 − 1)g∥∥
B˙−s
p′,1
,
(4.3)
which assures the absolute convergence of the series in (4.2) by the boundedness of e−tA
α
2
in B˙−sp′,1 from (1.3) in Theorem 1.1. The above estimate and the assertion (i) of Theorem 1.2
imply that∣∣∣∑
j∈Z
∫
Ω
{
φj(
√
A)
(
e−tA
α
2 − 1)f}Φj(√A)g dx∣∣∣ ≤ C‖f‖B˙sp,∞∥∥(e−tAα2 − 1)g∥∥B˙−sp′,1
→ 0 as t→ 0.
This completes the proof of the assertion (ii). ✷
5 Proof of Theorem 1.3
We prove Theorem 1.3 in this section. We first introduce the following lemma.
Lemma 5.1 Let α > 0, s0 ∈ R, 1 ≤ p ≤ ∞. Then there exists C > 0 such that
C−1(t2αj)s0e−Ct2
αj∥∥φj(√A)f∥∥Lp
≤ ∥∥(tAα2 )s0e−tAα2 φj(√A)f∥∥Lp ≤ C(t2αj)s0e−C−1t2αj∥∥φj(√A)f∥∥Lp (5.1)
for any t > 0, j ∈ Z and f ∈ Lp(Ω).
Proof. Put Φj := φj−1 + φj + φj+1. We start by proving the second inequality of the
estimate (5.1). By applying the estimate (2.1) in Lemma 2.1 with
G = Gt(λ) = (tλ
α)s0e−tλ
α
,
we have∥∥(tAα2 )s0e−tAα2 φj(√A)f∥∥Lp = ∥∥(Gt(√A)Φj(√A))(φj(√A)f)∥∥Lp
≤ C∥∥Gt(2j√· )Φ0(√· )∥∥
HN+
1
2+δ(R)
∥∥φj(√A)f∥∥Lp , (5.2)
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where N > d/2 and δ > 0. Here it is easy to check that there exists C > 0 such that∥∥Gt(2j√· )Φ0(√· )∥∥
HN+
1
2+δ(R)
≤ C(t2αj)s0e−C−1t2αj for any j ∈ Z, (5.3)
and hence,∥∥(tAα2 )s0e−tAα2 φj(√A)f∥∥Lp ≤ C(t2αj)s0e−C−1t2αj∥∥φj(√A)f∥∥Lp for any j ∈ Z.
This proves the second inequality of (5.1).
We turn to the first inequality of (5.1). Since φj(
√
A)f is written as
φj(
√
A)f =
(
(tA
α
2 )−s0etA
α
2 Φj(
√
A)
)(
(tA
α
2 )s0e−tA
α
2 φj(
√
A)f
)
=:
(
(tA
α
2 )−s0etA
α
2 Φj(
√
A)
)
F,
all we have to do is to show that∥∥(tAα2 )−s0etAα2 Φj(√A)F∥∥Lp ≤ C(t2αj)−s0eCtλα‖F‖Lp . (5.4)
Applying (2.1) in Lemma 2.1 with
G = G˜t(λ) = (tλ
α)−s0etλ
α
to the left member of (5.4), we have from the similar argument to (5.2) and (5.3) that∥∥(tAα2 )−s0etAα2 Φj(√A)F∥∥Lp ≤ C‖G˜t(2j√· )Φ0(√· )‖HN+12+ε(R)‖F‖Lp
≤ C(t2αj)−s0eCtλα‖F‖Lp .
This proves (5.4) and the first inequality of (5.1) is obtained. Therefore we complete the
proof of Lemma 5.1 ✷
In what follows, we show the inequality (1.5) for f ∈ B˙sp,q(A) to prove Theorem 1.3.
We note that the proof below concerns with the case when q < ∞ only, since the case
when q =∞ is also shown analogously with some modification.
Proof of the first inequality of (1.5). By the embedding Lp(Ω), B˙0p,r(A) →֒ B˙0p,∞(A),
it is sufficient to show that
C−1‖f‖B˙sp,q ≤
{∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖B˙0p,∞
)q dt
t
} 1
q
. (5.5)
We have from the definition of norm ‖ · ‖B˙0p,∞ and the first inequality of estimate (5.1) in
Lemma 5.1 that{∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖B˙0p,∞
)q dt
t
} 1
q
≥ C−1
{∫ ∞
0
(
t−
s
α sup
j∈Z
(t2αj)s0e−Ct2
αj‖φj(
√
A)f‖Lp
)q dt
t
} 1
q
.
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Decomposing (0,∞) in the last line by
(0,∞) =
⋃
k∈Z
[2−α(k+1), 2−αk], (5.6)
we get {∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖B˙0p,∞
)q dt
t
} 1
q
≥ C−1
{∑
k∈Z
∫ 2−αk
2−α(k+1)
(
t−
s
α sup
j∈Z
(t2αj)s0e−Ct2
αj‖φj(
√
A)f‖Lp
)q dt
t
} 1
q
≥ C−1
{∑
k∈Z
(
2sk sup
j∈Z
(2α(j−k))s0e−C2
α(j−k)‖φj(
√
A)f‖Lp
)q} 1
q
.
(5.7)
Here it follows from the Ho¨lder inequality that
sup
j∈Z
(2α(j−k))s0e−C2
α(j−k)‖φj(
√
A)f‖Lp
≥ C−1
{∑
j∈Z
( 1
1 + α2|j − k|2 · (2
α(j−k))s0e−C2
α(j−k)‖φj(
√
A)f‖Lp
)q} 1
q
.
Then we deduce from (5.7) and the above inequality that{∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖B˙0p,∞
)q dt
t
} 1
q
≥ C−1
{∑
k∈Z
(
2sk
)q∑
j∈Z
( 1
1 + α2|j − k|2 · (2
α(j−k))s0e−C2
α(j−k)‖φj(
√
A)f‖Lp
)q} 1
q
= C−1
{∑
j∈Z
(
2sj‖φj(
√
A)f‖Lp
)q∑
k∈Z
( 2−s(j−k)
1 + α2|j − k|2 · (2
α(j−k))s0e−C2
α(j−k)
)q} 1
q
= C−1‖f‖B˙sp,q
{∑
k∈Z
( 2(s0α−s)k
1 + α2|k|2 · e
−C2αk
)q} 1
q
.
Since s0 > s/α and the summation appearing in the last line converges, we obtain (5.5).
Hence the proof of the first inequality of (1.5) is complete. ✷
Proof of the second inequality of (1.5). By the embedding B˙0p,1(A) →֒ Lp(Ω), B˙0p,q(A),
it is sufficient to show that{∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖B˙0p,1
)q dt
t
} 1
q ≤ C‖f‖B˙sp,q(A). (5.8)
Analogously to the proof of (5.5), we apply the second inequality of (5.1) in Lemma 5.1
instead of the first one and the decomposition (5.6) to get{∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖B˙0p,∞
)q dt
t
} 1
q
≤
{∑
k∈Z
(
2sk
∑
j∈Z
(2α(j−k))s0e−C
−12α(j−k)‖φj(
√
A)f‖Lp
)q} 1
q
.
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Here the Ho¨lder inequality yields that∑
j∈Z
(2α(j−k))s0e−C
−12α(j−k)‖φj(
√
A)f‖Lp
≤ C
{∑
j∈Z
(
(1 + α2|j − k|2)(2α(j−k))s0e−C−12α(j−k)‖φj(
√
A)f‖Lp
)q} 1
q
.
Then we have from the above two estimates that{∫ ∞
0
(
t−
s
α ‖(tAα2 )s0e−tA
α
2 f‖B˙0p,∞
)q dt
t
} 1
q
≤ C
{∑
k∈Z
(
2sk
)q∑
j∈Z
(
(1 + α2|j − k|2)(2α(j−k))s0e−C−12α(j−k)‖φj(
√
A)f‖Lp
)q} 1
q
= C
{∑
j∈Z
(
2sj‖φj(
√
A)f‖Lp
)q∑
k∈Z
(
2−s(j−k)(1 + α2|j − k|2)(2α(j−k))s0e−C−12α(j−k)
)q} 1
q
= C‖f‖B˙sp,q
{∑
k∈Z
(
(1 + α2|k|2)2(s0α−s)ke−C−12αk
)q} 1
q
.
Since s0 > s/α and the summation appearing in the last line converges, we obtain (5.8).
The proof of the second inequality of (1.5) is complete. ✷
6 Proof of Theorem 1.4
We prove Theorem 1.4 in this section.
Proof of (1.6). It is sufficient to prove the case when s = 0 thanks to the lifting property
in the proposition in section 1. We also consider the case when q <∞ only, since the case
when q =∞ is also shown analogously. First we prove that
‖Aα2 u‖Lq(0,∞;B˙0p,q) ≤ C‖u0‖B˙α−αqp,q + C‖f‖Lq(0,∞;B˙0p,q). (6.1)
By the definition of u and the triangle inequality, we get
‖Aα2 u‖Lq(0,∞;B˙0p,q)
≤ ‖Aα2 e−tA
α
2 u0‖Lq(0,∞;B˙0p,q) +
∥∥∥Aα2 ∫ t
0
e−(t−τ)A
α
2 f(τ) dτ
∥∥∥
Lq(0,∞;B˙0p,q)
.
(6.2)
On the first term of the right member in the above inequality, it follows from the estimate
(1.5) for s0 = 1, s = α− α/q that
‖Aα2 e−tA
α
2 u0‖Lq(0,∞;B˙0p,q) ≤ C‖u0‖Lq(0,∞;B˙α−αqp,q ). (6.3)
16
As to the second one, we start by proving that∥∥∥φj(√A)Aα2 ∫ t
0
e−(t−τ)A
α
2 f(τ) dτ
∥∥∥
Lp
≤ C2αq j
{∫ t
0
(
e−C
−1(t−τ)2αj‖φj(
√
A)f‖Lp
)q
dτ
} 1
q
.
(6.4)
The above estimate (6.4) is verified by applying the estimate (5.1) in Lemma 5.1 and the
Ho¨lder inequality, in fact, we get∥∥∥φj(√A)Aα2 ∫ t
0
e−(t−τ)A
α
2 f(τ) dτ
∥∥∥
Lp
≤ C2αj
∫ t
0
e−C
−1(t−τ)2αj‖φj(
√
A)f(τ)‖Lp dτ
≤ C2αj‖e−(2C)−1(t−τ)2αj‖
L
q
q−1 ({0≤τ≤t})
{∫ t
0
(
e−(2C)
−1(t−τ)2αj‖φj(
√
A)f(τ)‖Lp
)q
dτ
} 1
q
≤ C2αq j
{∫ t
0
(
e−(2C)
−1(t−τ)2αj‖φj(
√
A)f(τ)‖Lp
)q
dτ
} 1
q
.
By the estimate (6.4), we have∥∥∥Aα2 ∫ t
0
e−(t−τ)A
α
2 f(τ) dτ
∥∥∥
Lq(0,∞;B˙0p,q)
≤ C
[ ∫ ∞
0
∑
j∈Z
{
2
α
q
j
(∫ t
0
(
e−(2C)
−1(t−τ)2αj‖φj(
√
A)f(τ)‖Lp
)q
dτ
) 1
q
}q
dt
] 1
q
= C
[ ∫ ∞
0
∑
j∈Z
‖φj(
√
A)f(τ)‖qLp
(
2αj
∫ ∞
τ
e−q(2C)
−1(t−τ)2αj dt
)
dτ
] 1
q
= C‖f‖Lq(0,∞;B˙0p,q(A)).
(6.5)
Then the estimates (6.2), (6.3) and (6.5) imply the inequality (6.1). The estimate for ∂tu,
i.e., the inequality
‖∂tu‖Lq(0,∞;B˙0p,q) ≤ C‖u0‖B˙α−αqp,q + C‖f‖Lq(0,∞;B˙0p,q)
is verified by the estimate (6.1) and the equality
∂tu = −A
α
2 u+ f.
Hence we obtain the estimate (1.6) and the proof is complete. ✷
7 Results for the inhomogeneous Besov spaces
We should mention that similar theorems also hold for the heat semi-group in the
inhomogeneous Besov spaces Bsp,q(A). We also note that semi-group generated by the
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fractional Laplacian can not be treated analogously by the direct application of bounded-
ness of scaled spectral multiplier in Lemma 2.1 (see the comment below Theorem 7.2)
First we recall the definition of Bsp,q(A). Let ψ is in C
∞
0 ((−∞,∞)) such that
ψ(λ2) +
∑
j∈N
φj(λ) = 1 for any λ ≥ 0.
The inhomogeneous Besov spaces Bsp,q(A) is defined as follows (see [21]).
Definition. For s ∈ R and 1 ≤ p, q ≤ ∞, Bsp,q(A) is defined by letting
Bsp,q(A) := {f ∈ X ′0(Ω) | ‖f‖Bsp,q(A) <∞},
where
‖f‖Bsp,q(A) := ‖ψ(A)f‖Lp +
∥∥{2sj‖φj(√A)f‖Lp}j∈N∥∥ℓq(N).
The high frequency part is able to be treated in the same way as the proof for the
homogeneous case by using Lemma 2.1. As to the low frequency part, we employ the
pointwise estimate of the kernel of e−tA
0 ≤ e−tA(x, y) ≤ (4πt)− d2 exp
( |x− y|2
4t
)
,
which assures the boundedness of e−tA in Lp(Ω) and also Bsp,q(A) as well as the case when
Ω = Rd. In order to treat continuity in time of e−tA, we need the following obtained by
the similar proof to that of Lemma 2.1.
Lemma 7.1 Let N > d/2, 1 ≤ p ≤ ∞, δ > 0, ψ ∈ C∞0 ((−∞,∞)) and G ∈ HN+
1
2
+δ(R).
Then there exists a positive constant C such that for any f ∈ Lp(Ω)
‖G(A)ψ(A)f‖Lp ≤ C‖G(·)ψ(·)‖
HN+
1
2+δ(R)
‖f‖Lp (7.1)
We take G such that
G(λ) := e−tλ − 1 for any λ ∈ R
to apply the above lemma. For the above G it is easy to check that
‖G(·)ψ(·)‖
HN+
1
2+δ(R)
→ 0 as t→ 0.
Hence for any f ∈ Bsp,q(A), it follows from (7.1) that
lim
t→0
‖ψ(A)(e−tAf − f)‖Lp = 0.
According to the boundedness and the continuity of e−tA, we obtain the following result
for the inhomogeneous Besov spaces.
18
Theorem 7.2 Let s ∈ R, 1 ≤ p, p1, p2, q ≤ ∞ and 1/p + 1/p′ = 1. Let Ψ and Ψj with
j ∈ N be such that
Ψ(A) := ψ(A) + φ1(
√
A), Φ1(
√
A) := ψ(A) + φ1(
√
A) + φ2(
√
A),
Φj(
√
A) := φj−1(
√
A) + φj(
√
A) + φj+1(
√
A) for j ≥ 2.
(i) There exists a constant C > 0 such that∥∥e−tAf∥∥
Bsp,q(A)
≤ C‖f‖Bsp,q(A)
for any f ∈ Bsp,q(A). If p1 ≤ p2, then there exists a constant C > 0 such that∥∥e−tAf∥∥
Bsp2,q(A)
≤ Ct−
d
2
( 1
p1
− 1
p2
)‖f‖Bsp1,q(A)
for any f ∈ Bsp1,q(A).
(ii) If q <∞ and f ∈ Bsp,q(A), then
lim
t→0
∥∥e−tAf − f∥∥
Bsp,q(A)
= 0.
If q =∞, 1 < p ≤ ∞ and f ∈ Bsp,∞(A), then e−tAf converges to f in the dual weak sense
as t→ 0, namely,
lim
t→0
[ ∫
Ω
{
ψ(A)
(
e−tAf − f)}Ψ(A)g dx
+
∑
j∈N
∫
Ω
{
φj(
√
A)
(
e−tAf − f)}Φj(√A)g dx] = 0
for any g ∈ B˙−sp′,1(A).
(iii) Let T > 0, s, s0 ∈ R, s0 > s/2. Then
‖f‖Bsp,q(A) ≃ ‖ψ(TA)f‖Lp +
{∫ T
0
(
t−
s
2‖(tA)s0e−tAf‖X
)q dt
t
} 1
q
for any f ∈ Bsp,q(A), where X = Lp(Ω), B0p,r(A) with 1 ≤ r ≤ ∞.
(iv) Let T > 0, u0 ∈ B
s+2− 2
q
p,q (A) and f ∈ Lq(0, T ;Bsp,q(A)). Assume that u satisfies
u(t) = e−tAu0 +
∫ t
0
e−(t−τ)Af(τ)dτ.
Then there exists a constant C = C(T ) > 0 indeoendent of u0 and f such that
‖∂tu‖Lq(0,T ;Bsp,q(A)) + ‖A
α
2 u‖Lq(0,T ;Bsp,q(A)) ≤ C‖u0‖
B
s+2− 2q
p,q (A)
+ C‖f‖Lq(0,T ;Bsp,q(A)).
Remark. Let us mention what is obtained by the abstract theory for sectorial operators
by Da Prato-Grisvard [11] (see also [17, 26]). Let X = B0p,q(A). We can consider A as
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a sectorial operator with the domain D(Aα) = B2p,q(A). Let 0 < T < ∞, 1 < q < ∞,
1 ≤ p, r ≤ ∞, θ ∈ (0, 1) and α > 0. Then for any f ∈ Lq(0, T ; (X,D(Aα))θ,r) the equation
du
dt
+Au = f, 0 < t < T,
u(0) = 0
admits a unique solution u satisfying∥∥∥du
dt
∥∥∥
Lq(0,T ;(X,D(Aα))θ,r)
+ ‖Au‖Lq(0,T ;(X,D(Aα))θ,r) ≤ C‖f‖Lq(0,T ;(X,D(Aα))θ,r),
where C depends on T . Here we note that (X,D(Aα))θ,r = B
2αθ
p,r (A) and 2αθ is possible
to be an arbitrary positive number since α > 0 and θ ∈ (0, 1).
Let us give a few remark on the semi-group generated by A
α
2 . If we consider to apply
Lemma 7.1 directly, it is impossible to obtain the boundedness of e−tA
α
2 for general α. In
fact, taking
G = Gt(λ) = e
−t|λ|
α
2 ,
and applying (7.1), we see that the HN+
1
2
+δ(R) norm of the above G = Gt(λ) is not finite
for small λ > 0 because of less regularity around λ = 0. On the other hand, if α is even
or sufficiently large, the HN+
1
2
+δ(R) norm of e−t|λ|
α
2 is finite and we can get some results.
However this argument does not reach at the optimal estimate, and hence, we do not treat
in this paper and will treat in the future work.
A Real interpolation
In this appendix, we give a remark that real interpolation can be considered in the
Besov spaces B˙sp,q(A) and B
s
p,q(A) on open sets as well as the whole space case. We recall
the definition of real interpolation spaces (X0,X1)θ,q for Banach spaces X0 and X1 (see
e.g. [4, 29,31]).
Definition. Let 0 < θ < 1 and 1 ≤ q ≤ ∞. (X0,X1)θ,q is defined by letting
(X0,X1)θ,q :=
{
a ∈ X0 +X1
∣∣∣ ‖a‖(X0,X1)θ,q := {∫ ∞
0
(
t−θK(t, a)
)q dt
t
} 1
q
<∞
}
,
where K(t, a) is Peetre’s K-function
K(t, a) := inf
{‖a0‖X0 + t‖a1‖X1 ∣∣ a = a0 + a1, a0 ∈ X0, a1 ∈ X1}.
As well as the case when Ω = Rd, we obtain the following.
Proposition A.1 Let 0 < θ < 1, s, s0, s1 ∈ R and 1 ≤ p, q, q0, q1 ≤ ∞. Assume that
s0 6= s1 and s = (1− θ)s0 + θs1. Then(
B˙s0p,q0(A), B˙
s1
p,q1(A)
)
θ,q
= B˙sp,q(A),(
Bs0p,q0(A), B
s1
p,q1(A)
)
θ,q
= Bsp,q(A).
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We omit the proof of the above proposition since one can show analogously to the
whole space case (see e.g. [31]).
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