Introduction
ing architecture is a synchronized routing tree, along which data is processed and aggregated from the leaves to the root (i.e., the base station) [23, 24] .
The interest of the approach is related to the ability of computing, within the network, some common operators like average, min, max, or count, thereby greatly decreasing the amount of data that needs to be transmitted over the network.
In this chapter, we show that the aggregation service principle can be used to implement a distributed data compression scheme based on Principal Component Analysis (PCA) [15] . PCA is a classic, multivariate data analysis technique which allows to represent data samples in a basis called the principal component basis (PC basis), where data samples are uncorrelated. When sensor measurements are correlated, which is often the case in sensor networks, PC basis allows to represent the sensor measurements variations with a reduced set of coordinates. This feature inspired recent work in the domain of data processing for sensor networks where PCA is used for tasks like approximate monitoring [22] , feature prediction [3, 10] , and event detection [12, 20] . However, it is worthy noting that what is common to all these approaches is that the transformation of the sensed data in the PC basis takes place in a centralized manner in the base station.
What we propose here is a principal component aggregation (PCAg) scheme where the coordinates of the measurements in the PC basis are computed in a distributed fashion by means of the aggregation service. This approach extends previous work on data aggregation operators and presents the following advantages. First, PCA provides varying levels of compression accuracies, ranging from constant approximations to full recovery of original data. It can be therefore be used to trade application accuracy for network load, thus making the principal component aggregation scheme scalable with the network size. Second, the PCAg scheme demands all sensors to send exactly the same number of packets during each transmission, thereby balancing the network load among sensors. Given that network load is strongly related to the energy consumption [30] , we will show that the balanced loading increases the network lifetime as well.
The PCAg procedure is implemented as a three-stage process. First, a set of N measurements is collected at the sink from the whole set of sensors. Second, a set of q principal components are computed at the sink and distributed in the network. The third step is the sensing itself where each node computes the principal component scores in a distributed fashion along the routing tree. Experimental results based on a real world temperature measurement campaign illustrate that the PCAg allows a recovery of 90% of the data variance at the base station, while reducing the network load of up to 20%.
The remaining of this chapter is organized as follows. Section 2 introduces the notation and describes the principle of a WSN aggregation service. Section 3 presents the PCA and details its implementation in an aggregation service. Section 4 analyzes the tradeoffs between network load, network lifetime, and accuracy of approximations. A set of experimental results based on a real world data set is reported and discussed in Section 5. Related work and possible extensions are presented in Section 6 while Section 7 concludes the chapter.
Data Aggregation in Sensor Networks

Network Architecture
Let us consider a sensor network architecture of p nodes whose task is to collect sensor measurements at regular intervals. Data is forwarded to a destination node referred to as sink or base station, assumed to benefit from higher resources (e.g., a desktop PC). Let t ∈ N denote the discretized time variable and x i [t] be the measurement collected by the sensor i, 1 ≤ i ≤ p, at time t. At each time t, the p resulting measurements form a vector x[t] ∈ R p .
The sampling period is referred to as an epoch.
Since the communication range of the nodes is limited, the sink will generally not be in range of all the sensors. Therefore, the information has to be relayed from sources to the sink by means of intermediate nodes. Fig. 1 presents an example of a routing tree that collects the data from a set of sensors and forwards them to a sink. 
Data Aggregation Service
This section presents an overview of TAG, a data aggregation service developed at the University of California, Berkeley [23, 24] . TAG stands for Tiny AGgregation and is an aggregation service for sensor networks which has been implemented in TinyOS, an operating system with a low memory footprint specifically designed for wireless sensors [33] . TAG aims at aggregating the data within the network in a time-and energy-efficient manner. To that end, an epoch is divided into time slots, in such a way that the activities of the sensors are synchronized as a function of their depth in the routing tree. Any algorithm can be used to design the routing tree, as long as (i)
it allows the data to flow in both directions of the tree, and (ii) it avoids sending duplicates [23] .
The goal of TAG is to minimize the amount of time spent by sensors in powering their different components and to maximize the time spent in the idle mode, in which all electronical components are switched off. Indeed, the energy consumption is several orders of magnitude lower in the idle mode than in a mode where the CPU or the radio is active. This synchronization allows to significantly extend the lifetime of the sensors. An illustration of the activities of the sensors during an epoch is given in Fig. 2 , for a network of four nodes with a routing tree of depth three.
Once a routing tree is set up and the nodes synchronized, data can be aggregated along the routing tree, from the leaves to the root. TAG relies on a set of three primitives [23, 24] :
• an initializer init which preprocesses a value measured by a sensor,
• an aggregation operator f which inserts the contribution of a node in the data flow, and
• an evaluator e which applies a final transformation on the data.
Each node includes its contribution in a partial state record X which is propagated along the routing tree. Partial state records are merged when two (or more) of them arrive at the same node. When the eventual partial state record is delivered by the root node to the base station, the desired result is obtained thanks to the evaluator. Partial state records may be any data structures. However, when partial state records are scalars or vectors, the three operators defined above may be seen as functions.
Example: The 'average' aggregate can be computed with a partial state record x = (SUM, COUNT) consisting of the sum of sensor measurements collected by nodes traversed, together with the number of nodes that contributed to the sum. The three generic functions would be implemented as follows:
f ( S1, C1 , S2, C2 ) = S1 + S2, C1 + C2 e( S, C ) = S/C Note that without this aggregation process, all the measurements would be routed to the base station. The root node would therefore have to send p packets per epoch. Instead, using this scheme, each node is required to send only two pieces of data.
Principal Component Aggregation
Principal Component Analysis
The Principal Component Analysis (PCA) is a classic technique in statistical data analysis, data compression, and image processing [18, 25] . Given q ≤ p and a set of N centered 1 multivariate measurements x[t] ∈ R p , it aims at finding a basis of q orthonormal vectors {w k } 1≤k≤q of R p , such that the mean
on the subspace spanned by the basis {w k } 1≤k≤q is minimized. The corre-1 measurements are centered so that the origin of the coordinate system coincides with the centroid of the set of measurements. This translation is desirable to avoid a biased estimation of the basis {w k } 1≤k≤q of R p towards the centroid of the set of measurements [18] .
sponding optimization function can be expressed as:
Under the constraint of orthonormal {w k } 1≤k≤q , this expression can be minimized using the Lagrange multiplier technique [15] . The minimizer of (1) is the set of the q first eigenvectors {w k } of the covariance matix, ordered for convenience by decreasing eigenvalues λ k . These eigenvectors are called the principal components and form the principal component basis. Eigenvalues quantify the amount of variance conserved by the eigenvectors, and their sum equals the total variance of the original set of centered observations X, i.e.:
The proportion P of retained variance within the first q principal components can be expressed as:
Ranging columnwise the set of vectors {w k } 1≤k≤q in a W p×q matrix, the
in the subspace R p are given by:
where 
Implementation in a Data Aggregation Service
The computation of the q principal component scores z[t] can be performed by an aggregation service if each node i is aware of the elements w i1 , . . . , w iq of the principal component basis. These elements are made available to each sensor during an initialization stage. The initialization consists in gathering at the sink a set of measurements from which an estimate of the covariance matrix is computed. The first q principal components are then derived and delivered to the network, so that each node i stores the elements w i1 , . . . , w iq .
Note that the capacity of the principal components to properly span the signal subspace is dependent on the stationarity of the signal, and on the quality of the covariance matrix estimate. Failure to meet these two criteria may lead to poor approximations.
Once the components are made available to the network, the principal 
f ( x 1 ; . . . ; x q , y 1 ; . . . ; y q ) = x 1 + y 1 ; . . . ; x q + y q Partial state records are vectors of size q. The main characteristic of this approach is that each nodes sends exactly the same amount of data, i.e., the set of q coordinates z k [t].
Remote Approximation of the Measurements
An approximationx t of the measurements over the whole sensor field can be obtained at the base station by transforming the vector of coordinates z t back to the original basis by using (3). The evaluator function is then the 
Fig. 4: Aggregation service at work for computing the projections of the set of measurements on the first principal component.
which returns the approximation of the p-variate sensor measurements by using the q principal components. Note that if p = q, the evaluation steps returns the exact set of sensor measurements. Otherwise, if the number of coordinates q is less than p, the evaluation will return an optimal approximations to the real measurements in the mean square sense (1). Since sensor measurements are often correlated, it is therefore likely that a number q p of coordinates can provide good approximations.
It is worthy noting that a simple procedure can be set up to check the accuracy of approximations with respect to a user defined threshold. According to (3) the approximationx i [t] of the ith (1 ≤ i ≤ p) sensor measure at time t is given by:x
Since the terms {w ik } are assumed to be available at each node, each sensor is able to compute locally the approximation retrieved at the sink, and in case to send a notification when the approximation error is greater some user defined . This scheme, dubbed supervised compression in [21] , guarantees that all data eventually obtained at the sink are within ± of their actual measurements, and provides a way to decide when to update the principal components in case of non stationary signals.
Network Load and Energy Efficiency
This section presents an analysis of the impact of the principal component aggregation on the overall network performances. More precisely, we focus on the network traffic load, the distribution of the energy depletion among the nodes, and the scalability of the proposed solution. The scalability is defined as the capacity of the considered networking architecture to expand and adapt to an increasing number of sensor nodes [11] . This notion is of importance when considering large-scale deployments or very dense sensing scenarios. Also, in most networking systems, it is found to be a limiting issue [19] and has therefore to be carefully evaluated.
We first address in Section 4.1 the tradeoff between the accuracy of the PCAg scheme and the gain in terms of network load. Next, we analyze in Section 4.2 the distribution of the network load in the case of the classical approach (i.e., store-and-forward) and with the PCAg. Finally, in Section 4.3
we conduct a detailed computation of the energy consumption in a scenario where a hierarchical routing topology [14, 35] is used. A quantification of the expected gains, in terms of network load and scalability, is also presented in this section.
Tradeoff between Accuracy and Network Load
As discussed in Section 3.3 the data reconstruction carried out at the network sink provides an approximation of the sensed measurements. The precision of this approximation depends on the number q of principal components retained. At the same time, since q is also the number of components which needs to be transmitted over the wireless network by the aggregation service, the value of q has a direct impact on the network load.
In quantitative terms, Equation (2) illustrates the relation between the percentage of retained variance and the number of principal components:
As eigenvalues are necessarily positive, the function P (q) varies monotoni-cally with the value of q. Therefore, any decrease of the number of principal components results into a lower network load at the cost of an accuracy loss.
On the other hand, an increase of the number of principal components has a positive effect on the amount of retained variance (and consequently on the sensing accuracy) but demands additional data to be transmitted. Therefore, the PCA scheme incurs a tradeoff between the reduction of the network load and the sensing accuracy.
Before detailing further how to formulate this tradeoff, we recall that the In practical settings, the benefits obtained in accuracy by adding a component must be weighted by the cost incurred in terms of network load.
The weighting is necessarily application dependent, and can be formulated by means of an optimization function. Its optimum may be determined for example at the sink, by means of a cross validation procedure on the measurements collected during the initialization stage.
Finally, we emphasize that the principal component aggregation scheme is not appropriate when sensor measurements are not correlated, or if the number of components required by the application is too high. We detail this aspect in the next section, and derive an upper bound on the number of principal component above which the default scheme should be preferred.
Distribution of the Network Load
Let us consider a generic routing tree, where each node of the topology relays the information from its children.
We begin by analyzing a classical store-and-forward (S/F) routing protocol [36] where each node receives Rx (0 ≤ Rx ≤ p − 1) packets from its children and p is the total number of nodes in the network. In particular, if the node is a leaf it does not receive any packet to forward (Rx = 0) while if the node is fully connected it receives Rx = p − 1 measurements per epoch.
After the reception of Rx measurements, a node adds its own data and forwards the whole set to its parent node. It will therefore forward Tx = Rx + 1 packets, where 1 ≤ Tx ≤ p. It follows that the upper bound on the network load for all nodes of the topology is given by:
where the subscript i refers to the i-th node in the network. The upper bound for the network load is a network metric that characterizes the minimum throughput required at network nodes for avoiding congestion issues [5] .
Let us consider now what happens when the PCAg is adopted. Each node receives q components from each of its neighbours. The total number of packets received by all nodes in the network is therefore qC min ≤ Rx ≤ qC max , where C min and C max stand for the minimum and the maximum number of children of nodes in the network. Since the data received by a node is combined with its sensed observation into a q-sized vector, the total number of packets forwarded by a node is equal to q. It follows that the upper bound on the network load of a node by using the PCA is: refers to a more generic, hierarchical network tree. We remark that in the S/F approach the network loads sustained by the nodes are very heterogeneous. In fact, the load depends on the node position in the routing tree: a leaf node transmits only its own sensing information while the other nodes have to relay the packets coming from their children as well. As a consequence, while some nodes process a single packet, others process a number of packets that is proportional to the number of nodes in the network. In the PCAg approach, the network load sustained by sensors is proportional to the number q of retained principal components and their number of children in the routing tree. An interesting feature of the PCAg approach is therefore that the network load is more uniformly distributed, and is independent of the network size.
Let us now study under which conditions the adoption of the PCA routing approach is convenient. From (4) and (5) we derive the following condition on the number q of principal components:
where q ≤ p. It follows that if the network size p is sufficiently higher than the topology dependent term C max , the PCAg strategy outperforms a conventional SF strategy.
The relation (6) is relevant also if we assess the approach in terms of time to first failure (TTFF). The time to first failure is a commonly used metric of network lifetime [7] . It is defined [5, 31] as the elapsed time before a node in the network runs out of energy:
where V is the set of nodes in the network and TTFF i is the time at which node i runs out of energy. TTTF is dependent on the network load since the radio communication module in a sensor node is the most energy-consuming element (typically at least one order 2 more consumption than the CPU) [16, 29, 40] .
In the store-and-forward approach, each node has to relay an amount of information that depends on its depth in the routing tree. Therefore, TTFF will mostly depend on the lifetime of the nodes closer to the sink since these nodes concentrate most of the network load.
On the other hand, in a PCAg scenario, each node relays a comparable amount of information (notably the number q of principal components times the number of children C i ). The energy depletion is therefore better distributed in the network and the TTFF does not depend anymore on the size of the network.
In order to better support these preliminary considerations, we detail in the next section the distribution of the network loads on a routing tree inspired from a hierarchical routing topology [35] . We will advocate by means of this particular topology that the overall energy consumption with the PCAg scheme can be reduced by up to an order of magnitude.
Scalability Analysis
Let us consider the routing topology of (ii) send its own measurement. In particular, the first node sends 1 packet, the second one receives 1 packet and sends 2 packets, the third receives 2 packets and sends 3 packets, and so on ( Fig. 6(b) ). Therefore, along a chain of length n = √ p , the total amount of transmitted (Tx) and received (Rx) packets are:
Furthermore, we can denote by the value E the average energy cost to transmit or receive a single packet (dimension: [J/pck]). According to [16] , these two values are about the same in wireless sensor networks. For instance, typical value for the transmission of 1 bit is of E 20µJ for the MicaZ board,
and of E 50µJ for the IMote2. Therefore, from (7), we can derive the order of magnitude of the relaying cost (in terms of energy) on a single chain, with respect to the length n of this transmission chain:
The same approach applies to the computation of the relaying cost on the horizontal chain in Fig. 6 . Each node of this chain receives k = (n − 1)n/2 packets from the vertical chains. Thus, the first node on the horizontal chain transmits k packets, the following one chain receives the k packets and add its k packets, and so on. Therefore, the cumulative number of packets relayed on the entire horizontal chain is:
and the order of magnitude of energy cost for the relaying on the entire horizontal chain can be expressed as:
The order of magnitude for the energy required to relay the information of the whole network of sensors is:
We obtain that the energy required to transport the information using a hierarchical routing in a wireless sensors network increases as the square of the number of nodes.
Let us now analyze the cost for the PCAg scheme. In this case each node sends q ≤ p packets per epoch, where p is the total number of nodes. Fig. 7 shows the number of packets transferred on a hierarchical routing topology made of p nodes and Fig. 7 (b) details the path of the q components on a 
The order of magnitude of energy consumption along a chain of length n is then:
On the horizontal chain, each node receives nq components from its corresponding chain. It merges its own sensing information and forwards the packet. This packet is made of nq components and requires nq transmissions.
The numbers of transmitted and received packets are:
and, in terms of energy:
Finally, the order of magnitude of the whole energy spent to propagate the values of the sensor by using the PCA compression technique is:
Equations (8) and (9) show that the adoption of the PCA strategy allows an order of magnitude reduction of the energy consumption.
We can conclude this section by summarizing the added value of the adoption of principal component aggregation scheme in a network architecture:
(i) the availability of a traffic control policy which guarantees the maximum of retained information for a given traffic, (ii) an enhanced distribution of the energy depletion, (iii) a significant reduction of the TTFF.
Experimental Results
This section illustrates experimentally the different tradeoffs incurred by the principal component aggregation scheme, and compares them to the default S/F scheme. Experiments are based on a set of real-world temperature measurements, which we detail in Section 5. 
Data
Experiments were carried out using a set of five days of temperature read- An example of temperature profile is reported in Fig. 8 , and an illustration of the dependency between sensor measurements is given in Fig. 9 . The sensors 21 and 49 were the least correlated ones over that time period, with a correlation coefficient of 0.59. They were situated on opposite sides of the laboratory. Temperature over the whole set of data ranged from about 15 Temperature at sensor 49 
Network Simulations
The positions of the sensors are provided in [37] , and the distribution of the sensors in the laboratory can be seen in Fig. 1 . We analyzed the communication costs incurred by different routing trees which were generated in the following way. The root node was always assumed to be the top right sensor node in Fig. 1 (node 16 in [37] ). The routing trees were generated on the basis of the sensor positions and the radio range was varied from 6 meters (minimum threshold such that all sensor could find a parent) to 50 meters (all sensors in radio range of the root node). Starting from the root node, sensors were assigned to their parent in the routing tree using a shortest path metric, until all sensors were connected. An illustration of the routing tree obtained for a maximum communication range of 10m is reported in Fig. 1 .
Principal Component Aggregation
The average amount of information retained by the first 25 principal components is reported in Fig. 10 . We relied on a cross-validation technique to estimate the amount of variance that could be retained from the dataset.
Cross-validation was used to simulate the fact that only part of the data is used to compute the principal components, and was implemented as follows.
The dataset was split in ten consecutive blocks (1440 observations -i.e., half a day of measurements). Each of the ten blocks was used as the training set to compute the covariance matric and its eigenvectors, and the remaining observations, referred to as test set, were used to estimate the percentage of retained variance. (not reported for clarity) was about ±5%. Additional experiments, not reported for space constraints, were run using k-cross validation with k ranging from 2 to 30. The percentages of retained variance on the test data blocks tended to decrease with k. Gains of a few percents were observed for k lower than five (more than one day of training data), and losses of a few percents were observed for k higher than 15 (less than nine hours of data). It should be stressed however that the important point in collecting observations for extracting the principal components is not so much in the number of observations collected, but in their ability to properly capture the covariances between sensor measurements.
The amount of retained variance increases very fast with the first principal component, and becomes almost linear after about ten components. A linear increase of retained variance with the number of principal components reflects the fact that the components obtained by PCA are actually no better than random components [18] . From Fig. 10 , it therefore seems that from 10 or 15 components onwards, the remaining variations can be considered as white noise. Figure 11 illustrates the approximations obtained during the first round of the cross validation (i.e., principal components are computed from the first 12 hours of measurements) for the sensor 49, using one, five and ten principal components. A single principal components provides rough approximations, which cannot account for the specifities of some of the sensor's measurements.
For example, the stabilization of the temperature around 20
• C around noon during the second, third and fourth day (probably due to the activation of an air conditioning system at a location close to sensor 49) are not rendered by the approximations.
Increasing the number of principal components allows to better approximate the local variations, and passing to five components provides for ex- Note however that the quality of obtained approximations may not be the same for each sensor. For example, for sensor 22 (results not reported due to space constraints), the gain in approximation accuracy were much higher when passing from five to ten components.
Communication Costs
We now compare the communication costs incurred by the default and PCAg schemes for different types of routing trees. We illustrate the impact of the routing tree structure on the number of packets routed in the network by varying the communication range of the radio (see Fig. 12 ). Given that the sensors choose as their parent the sensor within radio range that is the closest to the base station, increasing the radio communication range leads the routing tree to have a smaller depth, and its nodes to have an average higher number of children.
For the default scheme (Fig. 12, left) , increasing the radio range reduces the average sensor network load but does not reduce the maximum network load. The latter is supported by the root node. A radio range of 50 meters allows all nodes to communicate with one another. The resulting routing tree is of depth one, and contains 51 leaf nodes and one root node. The root node is therefore still required to receive and forward 51 packets, and to transmit its own measurements. The maximum network load therefore remains at 103 packets processed per epoch.
For the PCAg scheme, we first illustrate the communication costs incurred by the computation of one component (Fig. 12, right) , and will then generalize after to the costs incurred by the computation of several components. It is interesting to see that increasing the radio range in the PCA scheme tends to increase the network load. This is the opposite effect than the one observed for the default scheme, and is a direct consequence of the increased number of children induced by routing trees with smaller depths.
Eventually, for a fully interconnected network, we observe the same effect than for the default scheme, where all sensors send only one packet, while the root node sustains the higher network load due to the forwarding task.
Note however that while the root node receives 51 packets, it only has to send one packet thanks to the aggregation process. This therefore bounds the maximum network load to 52 packets per epoch. Fig. 13 where the number of packets processed (received and sent) is reported as a function of the number of principal component extracted for a radio range of 10. In this routing tree, the maximum number of children is 6 (see Fig. 1 ). For the extraction of one PC, the maximum network load will be therefore be of 7, i.e., 6 receptions and one transmission, to be compared with the maximum network load of 101 for the root node. However, extracting more than 15 components leads the maximum network load to be higher than in the default scheme, as the sensor node aggregating the packets from its 6 children will sustain a network load of 105 packets per epoch.
This is illustrated in
Related Work and Extensions
The application of the PCA to extract features out of wireless sensor data has been suggested at several occasions in the recent literature on data processing techniques for sensor networks. In [22] , authors proposed to rely on principal component scores in order to (i) compress vibration sensor data and
(ii) to detect events in vibration patterns. Event detection based on principal components has also been adressed in [13] , where the authors proposed to apply the PCA on network statistics, which were considered as sensors' internal state measurements. Their approach was shown to provide a way to detect network anomalies that would not be detected at the sensor scale.
PCA has also been suggested as a way to perform event classification in [10] , where the application was aimed at classifying vehicles on the basis of vibration sensor data. Finally, the authors in [3] proposed to rely on the PCA as a preprocessing step in a data mining architecture for sensor networks.
Contrary to the scheme presented in this chapter, these approaches rely on clusters of sensors. The computation of the principal component scores is carried out at the cluster level, by means of a coordinating node that gathers measurements in each cluster for computing the scores. The computation is therefore only distributed at the cluster level, whereas the scheme proposed in this chapter allows to distribute this computation at the level of wireless sensors. The proposed scheme and cluster-based approaches are therefore not exclusive, but open the way to hybrid systems that rely on clustered network where the principal component aggregation is used within clusters.
The aggregation principle underlying the compression scheme proposed in this chapter is readily extensible to any basis transformation. Related work on the use of basis change for sensor networks has been addressed in [2, 9] , where the authors investigated the use of random bases to project sensor measurements. The work is analyzed in the context of compressed sensing, an emerging field in signal processing (see also [8] ). Their work is however mainly focused at the theoretical ability of random bases to retain the sensor measurements' variations. The possibility of a synchronized routing tree was mentioned, but no further analysis on the tradeoffs between the communication costs and the signal reconstruction accuracy was provided. Among other basis transformations of interest, we stress that the independent component analysis (ICA), also known as blind source separation [15] , is particularly appealing. ICA aims at determining a basis which not only decorrelates signals, but that also gets them independent. ICA has for example proven particularly efficient in speech processing for separating the set of independent sources composing an audio signal.
We finally refer the reader to [23, 24] for additional optimization schemes that can be designed to improve the efficiency of aggregation services, particulary in terms of resilience to sensor failure and robustness to missing measurements. In the proposed scheme, missing measurements entail an incomplete computation of the principal component scores, which may lead to unexpectedly poor approximations of the sensor measurements at the base station. As discussed in [23, 24] , a common approach for managing missing values is to use inference models based on past observations. More specifically, techniques proposed for sensor networks include caching [6, 23, 27] , where missing data is simply replaced with the latest observed value. More complex inference models such as autoregressive models [34, 38] or Kalman filters [17] for example have also been proposed, allowing better approximations at the price of higher computational costs.
Conclusion
In this chapter we proposed a distributed data compression scheme based on the principal component analysis. This approach, called principal component aggregation, allows to evenly distribute among the sensor nodes the computation of the principal component coordinates. The approach was shown to benefit from the two following properties. First, as a by-product of aggregation, the network load is distributed among the sensors and scales with the network size. Second, thanks to the principal component analysis, the linear redundancies between sensor measurements are removed.
A thorough analysis of the tradeoffs involved was conducted, both analytically and experimentally. It showed that, in the case of correlated measurements, the PCA allows to significantly reduce the energy consumption and the network load. Experiments based on real-world temperature measurements illustrated the fact that 90% of the variance of the data could be recovered at the base station while, at the same time, reducing the network load of up to 20%. 
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