The discrete fracture network (DFN) model is a method to mimic discrete pathways for fluid flow through a fractured low-permeable rock mass, and may be combined with particle tracking simulations to address solute transport. However, experience has shown that it is challenging to obtain accurate transport results in three-dimensional DFNs because of the high computational burden and difficulty in constructing a high-quality unstructured computational mesh on simulated fractures. We present a new particle tracking capability, which is adapted to control volume (Voronoi polygons) flow solutions on unstructured grids (Delaunay triangulations) on three-dimensional DFNs. The locally mass-conserving finite-volume approach eliminates mass balance-related problems during particle tracking. The scalar fluxes calculated for each control volume face by the flow solver are used to reconstruct a Darcy velocity at each control volume centroid. The groundwater velocities can then be continuously interpolated to any point in the domain of interest. The control volumes at fracture intersections are split into four pieces, and the velocity is reconstructed independently on each piece, which results in multiple groundwater velocities at the intersection, one Nataliia Makedonska nataliia@lanl.gov for each fracture on each side of the intersection line. This technique enables detailed particle transport representation through a complex DFN structure. Verified for small DFNs, the new simulation capability enables numerical experiments on advective transport in large DFNs to be performed. We demonstrate this particle transport approach on a DFN model using parameters similar to those of crystalline rock at a proposed geologic repository for spent nuclear fuel in Forsmark, Sweden.
Introduction
Modeling flow and solute transport in sparsely fractured rock remain a significant challenge [29] . Among the multiple conceptual approaches available [13, 20, 29, 30, 40, 48] , the discrete fracture network approach is conceptually appealing for its direct use of site-specific observations on fracture geometry and its avoidance of a representative elementary volume assumption. The DFN approach (e.g., [6, 12, 15, 25, 39] ) attempts to represent, in a statistical sense, discrete groundwater flow paths by direct stochastic simulation of geometry and properties of individual fractures using information from site characterization activities. DFN modeling is of interest in a wide range of applications, but is particularly well suited to modeling flow in fractured formations that have negligible flow in the background matrix. Detailed applications to theÄspö Hard Rock Laboratory [9, 37] , Laxemar [47] , Forsmark [20, [41] [42] [43] , and Olkiluoto [38] sites for potential nuclear waste repositories clearly demonstrate the value of the DFN approach in practice.
The typical steps in representing transport in a DFNbased modeling approach would involve stochastically generating the DFN, solving for flow, and then solving for transport. As is true for subsurface transport in general, the challenge of minimizing numerical dispersion in advectiondispersion equation-based transport simulations [3, 45] motivates the use of particle-based methods as alternatives to solving the system of equations resulting from discretizing the coupled advection-dispersion and matrix diffusion equations.
Implementation of particle tracking algorithms on the fully unstructured meshes that arise from DFN modeling is sensitive to how the flow solution is obtained. Finite element methods are common in production codes because of their geometrical flexibility [2, 11, 14, 16, 19] . However, experience has shown that particles can become stuck in elements associated with numerically stagnant regions [17, 18, 31] either due to poor mesh quality or, in the case of a Galerkin finite element solution, due to lack of local mass conservation. Stuck particles limit the usefulness of flow field provided by finite element methods for particle tracking simulations [18] . To avoid stuck particles, Cacas et al. [6] and Dershowitz and Fidelibus [12] developed networks of one-dimensional pipe segments. The pipe-network approximation leads to fast computations with no stuck particles, but the three-dimensional structure of fracture connectivity is significantly simplified and many details of the fully three-dimensional particle motion are lost. Research codes based on mixed hybrid finite elements, which are locally mass conserving in contrast to the Galerkin finite element method, have recently grown in popularity [10, 26, 27] and presumably should be superior for particle tracking on a DFN. An alternative to mixed hybrid finite elements is the control volume (or finite-volume) method [46] , which is locally mass conserving by construction and is well suited for multiphase flow simulations. Motivated by the need for locally mass-conserving flow solutions on highquality unstructured meshes which need to be compatible with existing high-performance flow codes [24] based on the control volume method, Hyman et al. [22] presented a DFN meshing approach targeting control volume flow codes. Their method ensures a high-quality Voronoi control volume computational mesh on fracture planes and unions of Voronoi polygons at fracture intersections. Control volume codes based on the two-point flux method (e.g., PFLOTRAN [24] ) do not provide velocity fields directly, and additional work is required to extend the approach to include particle tracking [22] .
Here we present a method for performing particle tracking using control volume flow solutions obtained from DFN grids using the feature rejection algorithm for meshing (FRAM) developed by Hyman et al. [22] . In this paper, we focus on the representation of advective transport because it has the fundamental control on both the downstream movement of solutes and the exchange of solutes between fractures and porous matrix (e.g. [9, 34] ). The DFN generation and meshing capability of FRAM makes it possible to use existing subsurface flow codes, which provide the scalar fluxes on each control volume face. From the obtained fluxes, the Darcy velocity is reconstructed for each vertex in the network using an approach described previously [36] . We focus here on the reconstruction of velocities on fracture intersections, on problematic configurations associated with fracture boundaries, and the subsequent tracking of particles in the reconstructed flow field. The particle tracking algorithm on DFNs is described in Section 2. Verification tests and demonstration examples of the particle tracking algorithm are provided in Sections 3 and 4, respectively, followed by discussion and conclusions in Section 5.
Methodology

Computational mesh characteristics
A wide variety of lengths, stochastic location, and orientation in space, coupled with the complexity of the intersections between fractures, are typical characteristics of three-dimensional DFNs. These characteristics create difficulties in velocity reconstruction and particle transport on an unstructured computational mesh. Additionally, poor mesh quality contributed by a high aspect ratio, a high ratio of the longest to the shortest side of triangular cells, degrades the quality of the numerical solution.
Regardless of whether the mesh is generated for use in a control volume or finite element method for flow calculation, the major meshing issues are associated with pathological geometry that leads to high-aspect-ratio cells. To overcome the meshing difficulties, Hyman et al. [22] proposed the FRAM approach to generate Delaunay triangulations on stochastically generated DFNs. The FRAM method works by rejecting fracture configurations that would create a pathological mesh element. We refer the reader to Hyman et al. [22] for detailed explanations of the DFN generation and meshing technique. Figure 1 shows an example of a three-dimensional stochastically generated DFN using the FRAM algorithm.
We point to mesh characteristics that are being used in the particle tracking algorithm for transport modeling in the current work: (1) mesh faces (triangle edges) conform to fracture/fracture intersection lines; (2) edges that are incident on a fracture intersection line are shared by four triangles, one on each side of each of the intersecting fractures; (3) the mesh is fine near fracture intersections and coarse away from fracture intersections, thus reducing the mesh size (total number of vertices and cells) in order to Fig. 1 Example of stochastically generated discrete fracture network with 5033 individual fractures in a domain of size 1000 m × 1000 m × 1000 m. Each fracture in the network is displayed in a single color. The DFN is generated according to the DFN stochastic parameters representative of the natural repository site Forsmark, Sweden (Table 2) reduce computational cost; (4) the mesh cells meet stringent criteria on the cell shape and overall mesh quality to ensure stability and accuracy of the physical solution.
We focus on planar fractures here, but note that nonplanar fractures can be easily accommodated in everything presented here; the approach in that case would be to represent non-planar fractures with multiple planar sub-fractures. As we are not considering flow in the matrix here, it is necessary that the DFN be composed of one or more connected clusters that connect an inflow to an outflow boundary for flow to occur. Figure 2 shows a close-up view of several intersection lines of a few fractures with fracture intersection conforming Delaunay triangulations (black solid lines). Mesh vertices display different features depending on their location on the mesh and are classified as follows:
• Interior is a vertex located inside a fracture; it does not belong to a fracture boundary or fracture intersection.
• Exterior is a vertex that resides on the fracture exterior boundary.
• Interior interface is a vertex located on a line of intersection between fractures.
• Exterior interface is a vertex that not only belongs to an intersection line but also is located on a boundary of one (or both) of the intersecting fractures.
In the last two cases, interface vertices are considered to be common to both intersecting fractures and belong to both fractures simultaneously. Since the goal of the meshing is to obtain the flow solution using the two-point flux-based control volume method followed by solute transport modeling, accuracy is achieved by deriving Voronoi control volume cells from the Delaunay triangulation. The triangulation of each fracture meets the Delaunay triangulation criteria with the added constraint that no boundary triangles have obtuse angles incident on the exterior boundary [28] . As a result, each fracture is divided into control volume cells formed by perpendicular bisectors between adjacent vertices in an underlying triangulation of the cell centers (Fig. 2) . This perpendicularity attribute ensures accuracy of the evaluated mass flux using the two-point-based control volume method.
Flow velocity field reconstruction
The particle simulation requires the flow velocity to be defined at all points of the simulation domain. Use of a flow solution obtained on an unstructured control volume grid is not straightforward because the control volume flow solution does not provide a continuous velocity field. Instead, it provides a set of scalar quantities that are approximations to the normal component of Darcy flux integrated over each edge of each control volume cell. Thus a reconstruction of a continuous velocity field from the scalar quantities obtained from flow solver is required.
Recently, Painter et al. [36] developed an approach for reconstruction of a velocity field using flow solution (and the corresponding Darcy fluxes) obtained on unstructured control volume grids. The approach uses an unconstrained least square method on an interior cell when the cell center is an interior vertex. A linearly constrained least square method is applied to reconstruct velocities on boundary cells for exterior vertices that have Neumann boundary conditions. The Darcy velocities thus obtained can then be continuously interpolated to any point in the domain of interest. Using two-dimensional tests, they demonstrated correct reproduction of uniform corner-to-corner flow on a fully unstructured grid. This approach by Painter et al. [36] is extended and tested for the first time here for transport modeling in DFNs.
Flow velocity reconstruction on fracture intersections
The main difficulties in DFN transport modeling come into play at fracture intersections. In the FRAM approach used here, control volume cells centered on the interior and exterior vertices are two-dimensional planar polygons in three-dimensional space. The control volume cells centered on interface vertices (e.g., at fracture intersections) are three-dimensional objects formed from the union of two polygons in different planes. Moreover, in the fracture intersections, the flow behavior is more complicated than that at interior or exterior vertices. For example, the main flow can go through the intersection and continue in the same fracture in the same direction or change its direction and proceed in In order to provide the necessary flow information at fracture intersections, the technique schematically presented in Fig. 3 is developed. First, the control volume cell on the intersection (Fig. 3b) is split into two two-dimensional polygons, each of them corresponding to the part of the control volume on one of the intersecting fractures (Fig. 3c) . Second, each obtained control volume polygon is further divided into two parts along the intersection line (Fig. 3d) . Thus, the control volume at the intersection is split into four polygons. Afterward, each of the four polygons is used to reconstruct flow velocity in the same way as an interior vertex. Figure Thus, each vertex on a fracture intersection has four reconstructed velocities, one for each side of the intersection on each fracture.
The procedure for splitting a control volume also allows the effects of pumping or injection wells to be represented. Specifically, by splitting a control volume that contains a specified groundwater sink associated with a pumping well, two velocities become associated with the node and both of these will be directed toward the extraction node. Thus, the procedure of Painter et al. [36] , which considered source-free regions only, is extended. Pumping wells are not further addressed here but have been demonstrated in [23] . Figure 5 shows three special configurations where our basic algorithm must be modified; these cases all involve external boundary vertices. The modifications are necessary to avoid the relatively rare situation where nonphysical behavior is observed in the particle motion, either exiting no-flow boundaries or getting stuck or nearly stuck in a stagnant flow region in a region free of true physical sinks. Figure 5a shows a zoom in frame on a circular-shape fracture boundary, where a discretized round perimeter forms obtuse exterior angles. The approach used for flow velocity reconstruction [36] implies no flow outside of fractures, and on fracture boundaries, flow is specified along straight boundaries. However, in the case of an obtuse angle on a boundary, a reconstructed flow velocity can point outside of the fracture (red arrow in Fig. 5a ). To ensure physical correctness in such cases (i.e., no mass is lost across a no-flow boundary), the velocity vector is simply redirected along the boundary line on the downstream side of the vertex, keeping the same velocity magnitude. The same procedure is applied to a velocity vector on external vertices with Dirichlet boundary conditions (Fig. 5b) . Velocities of those vertices are calculated as interior vertices, since they belong to either an inflow or outflow boundary of the domain. At the vertices on the intersection of a Dirichlet and Neumann boundary condition, the noflow constraint on the velocity reconstruction is not applied and the velocity vector may point outside of a fracture. In such cases, we simply post-process the velocity to direct it along the fracture boundary edge.
Special cases on fracture boundaries
Specified no-flow boundary conditions on fracture boundary vertices constrain the direction of flow to be along the boundary lines. However, in rare cases, the flow velocities may be reconstructed to be antiparallel and pointing toward each other (Fig. 5c ). There are two preconditions for such special case: (a) the boundary triangular cell is very close to fracture intersection, but none of the triangular edges belong to the intersection line; (b) the fluid flow is running toward the intersection from both sides of the intersection line (Fig. 5c , green arrows show flow direction). It is seen that this situation can artificially and significantly slow down particle movement if a particle would attempt to transit through this boundary triangular cell. To avoid unphysical artifact as in this case, the following procedure is applied. First, the boundary triangular cell with two boundary vertices and antiparallel velocity vectors is identified. The next step is to detect the closest vertex that belongs to the fracture intersection line. It is not necessary that the intersection vertex be a part of the boundary triangular cell; most likely, it belongs to one of the neighboring cells. The last step is to redirect one of the antiparallel velocity vectors along the edge that connects the boundary and intersection vertices toward the intersection line, keeping its original magnitude.
Although our model domain is three dimensional, all fractures are planar objects in the domain. During the velocity reconstruction process and subsequent particle tracking simulation, each fracture is viewed as a two-dimensional polygon. It significantly reduces computational cost, and it is also convenient due to the fact that particles travel along a two-dimensional polygon in a three-dimensional space. In order to map three-dimensional fracture coordinates to twodimensional x − y space, the rotational matrix, M R , given by
is applied to all vertices in each fracture of the DFN prior to any numerical calculations. In Eq. 1, n is a threedimensional normal vector of a fracture, [n] × is the cross product matrix of the fracture's normal vector,
x n x n y n x n z n x n y n 2 y n y n z n x n z n y n z n 2 z ⎤ ⎦ . I is the identity matrix, and ϕ is an angle that the fracture forms with the x − y plane. A particle's instantaneous velocity and its local two-dimensional positions are defined using M R of the current fracture. Once the particle passes from one fracture to another, its new positions are calculated based on the rotational matrix of the new fracture, where the particle is currently positioned.
Particle tracking procedure
Once the discrete representation of the flow velocity field is defined and every vertex on the DFN mesh is assigned flow velocity vectors, a particle's instantaneous velocity can be determined at any point in the DFN.
The standard barycentric interpolation approach [7] is applied to determine velocity at any location within a cell. In planar two-dimensional space, if r 1 , r 2 , and r 3 are the positions of vertices of the triangular cell (where the particle is located at the current time step), υ 1 , υ 2 , and υ 3 are velocities at those vertices, then the particle's velocity υ at some position r in the triangular cell can be interpolated as
where
Here, T is a 2 × 2 matrix that has r 1 − r 3 as the first column and r 2 − r 3 as the second column with λ 3 = 1 − (λ 1 + λ 2 ).
To define time step, Δt, of each particle movement, the same approach of barycentric interpolation is applied:
where λ i is a weight value calculated by Eq. 3, A ci is the area of the control volume cell whose center is i vertex, υ i is a reconstructed velocity at i vertex. Taking unstructured grids into account, where the control volume cell area varies along a fracture, Eq. 4 provides a non-uniform time step adapted to each control volume and satisfies stability criteria.
Because the particle's velocity, v, and time step, Δt, are available at any point in the domain, it is straightforward to define the particle's new position. A first-order predictorcorrector method with adaptive time step control is applied in the current particle tracking algorithm. For every time step, the new particle position is defined in two steps, where the first predictor step is as follows:
Then, using Eq. 2, the new particle's velocity υ r p (t + t) is evaluated. The particle is moved to its new position calculated by the corrector step using the velocity calculated from the predictor step:
This predictor-corrector technique prevents particles from reaching the edge of a fracture with no-flow boundary conditions.
The particle movement through an unstructured grid on the DFN requires determination of the triangular cell where the particle resides at any time step. In our model, an edgecrossing test is performed every time step. The particle's movement inside one fracture is straightforward: after defining the triangular cell currently occupied by the particle, the particle's instantaneous velocity and time step are calculated by Eqs. 2 and 4, respectively, followed by Eqs. 5 and 6, which determine the new particle position.
When the particle gets into the cell adjacent to an intersection line, the distance between the current position and intersection line is computed. If the distance is smaller than the particle's movement during the last time step, then one predictor step (Eq. 5) is done and a test on crossing the intersection line is performed. If satisfied, the particle is stopped at the line representing the fracture intersection.
Being located on the intersection line implies that the particle is facing three triangular cells (excluding the original cell with flow incoming to the intersection), which belong to two intersecting fractures. The next important step is to make a decision about which cell will be occupied by the particle at the next time step. The downstream cell is chosen randomly with probability proportional to the outgoing flux. For example, if there are two cells with outgoing flow, and the mass flux interpolated to these cells is q e1 and q e2 , then cell 1 is chosen if u ≤ |q e1 | |q e1 |+|q e2 | , where u is a generated random number, u (0, 1). Conversely, if u > |q e1 | |q e1 |+|q e2 | , then cell 2 is chosen. The chosen triangular cell dictates the next fracture where the particle continues to travel.
Verification tests
The four-fracture DFN shown in Fig. 6 is chosen as a fracture network for verification purposes. The flow and travel time solution for this network can be calculated using equivalence to an electrical circuit [4] , where fracture permeability plays the role of conductance of electric current. In this case, particle travel times through the DFN may be estimated analytically and compared to numerical results.
Three horizontal rectangular fractures are connected through one vertical fracture (Fig. 6) . Pressure boundary conditions are applied on −x and x faces of the domain, 2 and 1 MPa, respectively. Fluid flow goes from the left to the right side of the domain and obeys Darcy's law:
where Q is a fluid discharge, k is a fracture permeability, A is a cross-sectional area, P is applied boundary pressure drop between right and left sides of the domain, μ is a fluid viscosity, and L is a length of fluid path. Darcy's law for fluid flow is analogous to Ohm's law for electrical circuit, leading to
To calculate total flow in the DFN, the equivalent resistor network (Fig. 6, insert) is used. The total resistance R t in the network is
Once Q is computed, Darcy flux q, and flow velocity v = q/n, where n is porosity, are calculated analytically, thus obtaining the analytical value for particle travel time.
In our model, fluid viscosity is μ = . There are two tests of flow solution and particle tracks are performed in the DFN. In the first test, the fracture permeability k is constant for every fracture in the DFN:
In the second test, fracture 3, the bottom fracture in the domain, is giving higher permeability k 3 = 2.5 × 10 −12 [m 2 ], and
The numerical results of steady-state flow solutions are shown in Fig. 7 for both tests. In the first test (Fig. 7a) , fluid pressure gradually decreases from the left to the right side of the domain; it does not show significant difference between top and bottom fractures. In the second case (Fig. 7b) , as a result of higher permeability on fracture 3, the pressure on it is lower than on fracture 4. Therefore, in the second test, the pressure gradient is significantly lower on the right side of the domain than in the first case.
The particle transport numerical experiments are performed for both tests. Initially, all particles are placed on the inflow boundary side, on the left edge of fracture 1 (Fig. 6) , moving toward fracture 2. When they reach the first intersection, particles choose one of two paths either through the top (fracture 4) or bottom (fracture 3). Figure 8 shows particle trajectories of 50 particles. In the first test (Fig. 8a) , both flow pathways are equal in their ability to flow; therefore, particles are equally apportioned between two paths. The distribution is significantly different in the second test (Fig. 8b) , where the bottom path is more likely for flow than the top one. However, there is a small probability of choosing the way through fracture with lower permeability; therefore, we observe a few particles traveling through the top fracture of the DFN.
The numerically measured and analytically calculated values of particle travel time for both considered tests are given in Table 1 . This good comparison between numerical and analytical results in the above verification test allows us to use our algorithm to particle transport modeling in a large DFN similar to natural sites.
Numerical results on a demonstration example
Stochastically generated DFN, similar to a natural repository site
In this section, we demonstrate the results of advective transport modeling in subsurface fracture networks on a stochastically generated DFN based loosely on a wellcharacterized repository site at Forsmark, Sweden. The Forsmark area is located in northern Uppland within the municipality ofÖsthammar, about 120 km north of Stockholm. The area consists of crystalline bedrock that has been affected by both ductile and brittle deformation. The ductile deformation has resulted in large-scale, ductile high-strain belts and more discrete high-strain zones. Tectonic lenses, in which the bedrock is fractured but less affected by ductile deformation, are enclosed between the ductile high-strain belts.
The DFN parameters used here (Table 2) are simplified from those given in [44] and applied in a three-dimensional domain of size 1000 m × 1000 m × 1000 m. Three sets of fractures with circular shape are oriented according to a Fisher distribution [21] :
where θ is the deviation of the fracture pole orientation from the mean orientation and the parameter κ > 0 is the concentration parameter. The concentration parameter quantifies the degree of clustering; values approaching zero represent a uniform distribution on the sphere and large values imply small average deviations from the mean direction.
The fracture sizes at Forsmark obey a truncated power law distribution with lower and upper cut-off radii of circular fractures, R 0 and R u , respectively. The power law distribution is sampled by first generating uniformly a 
Fracture transmissivity, σ , is estimated using a power law relationship of a correlated transmissivity model [44] 
with parameters γ = 1.6 × 10 −9 , β = 0.8. The fracture aperture, b, is partially correlated to fracture size and calculated using the cubic law (e.g., [1] )
Three fracture sets are represented in the DFN. The stochastic parameters for the three fracture sets are given in Table 2 . Figure 1 shows one of the DFN realizations (the lower cut-off of fracture size is R 0 = 15 m), where each fracture is shown by a different color. Note that we consider clusters of fractures connected to each other and each cluster is connected to domain faces. Isolated clusters and isolated fractures are removed at the end of the fracture-generating procedure since they would not participate in flow in the model domain.
Steady-state flow solution
The control volume method is used here to obtain the groundwater flow solution. Applied to flow, the control volume method solves conservation equations for water mass on each Voronoi control volume cell. Applied to transport simulation, the control volume method solves the mass conservation equation on each computational cell, which is a necessary requirement to avoid local mass stagnation and artificial sources and sinks due to local errors in mass conservation.
Our DFN modeling capability has been adapted to work with the finite element heat and mass flow (FEHM) simulator [49] as well as with the massively parallel PFLOTRAN simulator [24] . FEHM and PFLOTRAN are able to accommodate the fully unstructured grid, which is locally two dimensional within each fracture. The link between our DFN capability and PFLOTRAN makes it possible to perform flow simulations on large DFN grids by utilizing stateof-the-art high-performance parallel computing hardware. Additionally, the complex multiphase flow and equations of state in FEHM and PFLOTRAN can also be applied to DFN simulations.
A flow solution on a DFN with statistical properties similar to the Forsmark site (shown in Fig. 1 ) using PFLO-TRAN is presented in Fig. 9 . The transmissivity distribution in the DFN (Fig. 9a) is based on fracture size power law distribution and is used for solving the steady-state fully saturated flow to obtain pressure (see Fig. 9b ). In this example, constant pressure boundary conditions are applied to the z−faces of the domain. All the vertices of the DFN located on the bottom face (−z) of the domain are given the lowest pressure value, 1.0 MPa, while all the vertices on the top face of the domain (+z) are given the highest pressure, 2.0 MPa. No-flow boundary conditions are applied on the remaining boundary faces of the DFN. These boundary conditions result in flow from the bottom to the top of the domain. In this calculation, gravity is not considered, for simplicity. In Fig. 9b , red color represents high pressure, while blue color corresponds to low pressure.
Particle tracking results of numerical experiments
In this section, three numerical experiments of particle tracking on the large DFN in Fig. 1 are performed. In each experiment, the starting positions of particles are chosen differently. The particle travel time is recorded during each numerical experiment. The travel time distribution behavior analysis is of high interest for understanding subsurface flow and contaminant transport.
In the first numerical experiment of particle transport through the DFN, all particles were uniformly distributed initially on a small region (20 m × 20 m) in the center of the inflow bottom boundary. This experiment allows us to observe how fast particle trajectories diverge from their initial common location (Fig. 10a) due to high topological variety of the DFN and the probabilistic approach used on fracture intersections. Final positions of particles are captured at the outflow boundary and plotted with their initial positions in Fig. 10b . A wide dispersion orthogonal to the dominant direction of the pressure gradient is observed, along with channeling, with higher particle density on large fractures. This is explained by the higher transmissivity value of large fractures, which provide the main flow. Therefore, once a particle reaches a large size fracture, it is more probable for the particle to continue moving on this higher transmissive fracture.
In the second experiment, particle starting positions are randomly chosen in all the fracture cells of the entire DFN domain. These particles are released in the steady flow field and travel toward the outflow boundary. Two thousand particle trajectories are shown in Fig. 10c . The travel time cumulative distributions of both experiments are Fig. 1) shown in Fig. 11 . The case where the particles are randomly seeded in the domain shows larger time variance. Due to a uniformly random choice of the starting position, the proportion of particles close to the outflow boundary is almost equal to those that are far from the outflow boundary. Therefore, some particles have short travel time and short travel distance; some particles contributed to the long tail of the travel time distribution, indicating long trajectories with convoluted paths. Also, since particles are distributed throughout the entire DFN, some particles may have initial positions in a location where the flow velocity is extremely small. In the third numerical experiment, all particles are initially equally distributed over all fracture edges on the inflow boundary of the domain. The complementary cumulative distributions (exceedance probabilities) of travel time are plotted in Fig. 12a for 10 particle starting points (Fig. 12b) . The particle travel time distributions are seen to follow a power law. The significant difference in the distribution tail is observed between R 0 = 15 m and the two other cases, R 0 = 20 m and R 0 = 25 m. As we include the fractures with smaller sizes, the fracture density in DFN significantly increases. In particular, increasing the number of represented small fractures increases the number of fractures that have only one intersection with the main fracture network. In other words, those fractures produce a scenario superficially similar to "dead end" in two-dimensional models. However, in three-dimensional DFNs, when a particle arrives at the intersection of a fracture, it may make an arc path on the intersecting fracture and return to the original fracture through a different location on the same fracture intersection. Therefore, there is no "dead end" scenario observed in the three-dimensional fracture network model. Taking into account that a smaller fracture indicates a smaller transmissivity value (Eq. 12), particles passing through them typically take longer times, which creates the tail of the travel time distribution (Fig. 12) .
Particle tracking is notable for its computational efficiency in large detailed transport simulations. Particle tracking on unstructured meshes is less common than particle tracking on structured meshes, and suffers from additional computational overheads associated with the computational geometry calculations needed to keep track of the moving particle's position relative to the unstructured mesh. Although a detailed investigation would be needed to fully quantify the computational cost relative to particle tracking on structured grids, our experience with particle tracking on large DFN networks (see Table 3 ) suggests that it is efficient and highly competitive with alternative solution methods. 
Discussion and conclusions
The DFN approach has emerged as an important method for evaluating transport of radionuclides and other contaminants in sparsely to moderately fractured rock. Computational workflows established in nuclear waste disposal research (e.g., [9, 34, 41, 43] ) involve tracking of groundwater tracers in the complex DFN flow fields to calculate a set of potential transport pathways followed by transport calculations on the computed pathways to assess radionuclide migration including matrix diffusion and sorption. The particle tracking approach introduced here addresses the calculation of the transport pathways using DFN flow fields produced by finite-volume flow codes. This work extends a recently introduced FRAM strategy [22] for meshing DFN models to include the entire computational workflow required in field-scale applications of contaminant transport in discretely fractured rock. Our finite-volume-based workflow compatible with the FRAM meshing strategy is an alternative to the existing DFN tools based on the finite element method. The numerical verification experiment summarized here demonstrated the accuracy of the method. Additionally, in simulations using realistic large-scale DFNs with thousands of fractures and millions of computational cells, all released particles eventually exit the system. It is important to note that this lack of numerical sinks is in contrast to experience with traditional finite element codes, which either suffer from mass loss due to particles becoming stuck in numerical sinks or require heuristic equivalent pipe-network approximations to avoid mass loss issues. Mixed hybrid finite element approaches are also capable of avoiding stuck particles, and the approach presented here should be regarded as an alternative to that approach. The major advancement due to the finite-volume approach presented here is that it is compatible with the mature, opensource, and highly parallel flow code PFLOTRAN [24] , thus enabling large-scale DFN transport simulations on parallel architectures. Particle tracking in DFN-derived flow fields is envisioned as being of interest in several contexts. For example, the method is expected to be of use for visualizing potential transport pathways. In the context of establishing transport pathways for subsequent analyses of radionuclide transport with matrix retention, the approach is strictly limited to situations where the flow field is appropriately approximated as steady, the radionuclides may be treated as trace elements that do not significantly alter the groundwater chemistry, and transverse dispersion within fractures may be neglected. Relaxing the latter constraint is one direction for future research. The particle tracking method used here allows for dispersion on unstructured meshes [35] but needs to be extended to treat the fracture intersections before it can be used on DFNs. Another important direction for future research is to extend the approach to transient flow fields. Since the flow solver can provide the Darcy fluxes on each control volume face at every time step, the procedure of velocity reconstruction can be applied and Darcy velocities can be updated at each time step. This mechanism allows us to model advective transport in transient flow.
The approach presented here is verified using a simple four-fracture DFN for which analytical flow and transport solutions can be deduced. It is also demonstrated on realistic large-scale DFNs with thousands of fractures and millions of computational cells. As a result of high topological diversity and the probabilistic nature of particle routing at fracture intersections, wide dispersion of particle trajectories orthogonal to the dominant flow direction is observed. Measured particle travel times tend to follow a power law distribution over a wide range of travel time, consistent with earlier studies of particle tracks on DFN [5, 8, 32, 33] . The determined slope exponent value is greater than 1, which demonstrates non-Gaussian behavior of the anomalous transport of the considered DFN cases.
