Bulk viscosity plays a key role in several astrophysical phenomena linked to neutron stars, from the damping of modes of oscillation in mature stars to the dynamics of the hot remnant of a binary merger. To quantitatively model these systems and constrain the imprint of the equation of state of dense matter it is, however, necessary to resort to a general relativistic description of bulk viscosity. Several prescriptions exist to modify the standard Navier-Stokes equations, which are parabolic and lead to non-causal solutions, to obtain hyperbolic equations that can be used in a relativistic setting. The connection between microphysics and the parameters introduced is not, however, always transparent. In this paper we present a relativistic formalism where any thermodynamic process which contributes to the bulk viscosity is modelled as a set of chemical reactions, whose reaction coordinates are abstract parameters describing the displacement from local thermodynamic equilibrium. The result is a non-equilibrium thermodynamic theory for bulkviscous fluids which does not rely on any near-equilibrium assumption, and naturally gives rise to telegraph-type equations for the reaction processes. We present also two concrete applications of our theory, to the bulk viscosity in neutron stars and to a non interacting neutron gas and compare our formulation with that of Israel and Stewart (1979) , which for a mature neutron star emerges as a perturbative expansion of our theory near equilibrium. arXiv:2003.04609v1 [gr-qc] 
I. INTRODUCTION
The recent detection of gravitational waves from a neutron star binary inspiral, event GW170817 [1] , together with the full range of electromagnetic emission in the following hours to months [2] , has allowed for an unprecedented insight into the physics of hot dense matter [3] . Future observations are likely to provide more valuable information on physics in such extreme conditions, and numerical relativity simulations will play a key role in interpreting the data.
Most simulations to date, with a few notable exceptions [22, 49, 54, 55] , have not included the transport properties of the matter, in the assumption that their effect is negligible on the dynamical timescales of interest. The remnant of a neutron star merger is, however, a hot, metastable, neutron star surrounded by a thick torus, and the evolution of the system, including the ejecta and associated electromagnetic emission, will be strongly influenced by viscosity [50, 51] . In particular the interior of the merger remnant is characterised not only by high densities but also temperatures above 10 MeV [47] , and in these conditions the transport timescales are comparable to the dynamical timescales of the system, and thermal transport and bulk viscosity play a key role in the evolution [5] .
In the standard Navier-Stokes formulation, the dissipative terms of the energy-momentum tensor are taken to be proportional to the spatial derivatives of the fundamental hydrodynamic fields, temperature (for the heat flux) and velocity (for viscosity). This approach, which leads to a parabolic system [25] , has been shown to lead to disastrous consequences in a relativistic framework, producing unstable [34] , and non-causal solutions. More successful attempts to model dissipation in a relativistic framework have been carried out by Stewart [56] and Israel & Stewart [36] . Following an approach which was later systematized by Jou et al. [38] , the dissipative terms are treated as further variables in the equation of state, which parametrise the displacement from equilibrium of the fluid elements. In this way one is naturally lead to write telegraph-type equations which, besides a source term containing the spatial derivatives, include a relaxation term. This encodes the delay of response of the fluid element to any displacement from equilibrium produced by the hydrodynamic motion and contains the information about the time-scale needed to the relaxation processes to restore local thermodynamic equilibrium.
Despite the many successes of this approach, which has been proven to be causal and stable in the limit of small deviations from equilibrium [33] , still some problems remain. It has been shown to be non-causal and unstable when the deviations from equilibrium become large [35] . This is not so surprising, considering that the formalism is a perturbative expansion near equilibrium and is not expected to hold in a more general context. On the other hand, for a philosophical desire of completeness of the theory, or for a more practical requirement of reliability of the numerical implementation, one would like to have a theory able, at least in principle, to deal with an arbitrary large displacement from equilibrium, provided that a hydrodynamic description remains possible.
Bulk viscosity is the result of the competition between the dissipative processes which try to maintain the fluid elements in local thermodynamic equilibrium and the hydrodynamic expansion of their volume, which drive them out of it. In neutron stars it is generally the result of an imbalance in reactions which produce heat. In the simplest model where the star is composed only of neutrons, protons and electrons, these will be beta reactions [30, 53] , while reactions involving hyperons, or de-confined quarks can play a leading role if the equation of state permits them [4, 27, 29, 31, 37, 42, 44] . Since it is possible, at least in principle, to compute the equation of state and the reaction rates with arbitrary chemical fractions, there is no need in the hydrodynamic formulation to invoke any near-equilibrium assumption, providing, in this case, a consistent complete model of a bulk-viscous fluid.
In this paper we show that one can derive on a thermodynamical level a model for bulk viscosity that relies on the presence of a finite number of 'slow' internal degrees of freedom which can be driven out of equilibrium during the hydrodynamical evolution of the system. Our approach builds on the multifluid hydrodynamical formulation of Carter and collaborators [12] [13] [14] 17] , by supplementing it with an equation of state that depends on entropy density (which allows for a causal description of heat transport, as shown e.g. in [8, 11, 41] ), and the 'slow' degrees of freedom which give rise to bulk viscosity during an expansion. This naturally provides a general relativistic formulation for the viscous hydrodynamics which is symmetric hyperbolic and causal [9] , and has a clear link to microphysics and kinetic theory (see also [7] for an alternative discussion of the connection between microphysical quantities and hydrodynamics in a relativistic context). We also provide two concrete examples, respectively for the case of bulk viscosity in neutron stars induced by β reactions and for the case of a non interacting gas of neutrons, and compare our approach to that of Israel & Stewart [36] . In the first case we derive the formulas for the coefficients of Israel-Stewart theory (which we prove to be an expansion near chemical equilibrium of the multifluid theory) in terms of thermodynamic quantities appearing in the two-component model. In the second case we find that for temperatures below 1 MeV (≈ 10 10 K) our model, which builds directly on the evolution of the momentum distributions of the particles, converges to [36] . However at higher temperatures, such as those of a neutron star merger remnant, the results differ.
Throughout the paper we adopt the spacetime signature (−, +, +, +) and work in natural units c = G = k B = 1.
II. THERMODYNAMICS OF OUT-OF-EQUILIBRIUM FLUIDS
In this section we extend the thermodynamic formalism to substances which are not in equilibrium. In general, an out-of-equilibrium system may be impossible to study without taking into account all the microscopic degrees of freedom: in the absence of an equation of state involving a limited set of macroscopic variables any hydrodynamic description of the system would be incomplete and one should rely on kinetic theory. Such a system would be beyond the present discussion. Instead, we analyse systems in which it is possible to identify a limited number of macroscopic degrees of freedom. We show that, if the volume element is isotropic, there is a thermodynamic equivalence with reacting mixtures.
A. Quasi-equilibrium states Consider a macroscopic portion of a fluid, comprised of N particles, enclosed in a cubic box of volume V = L 3 , surrounded by perfectly reflecting walls. We impose that N is fixed, but allow for external variations of V . The system has been prepared at rest in a configuration that is homogeneous and this property will be preserved during the whole evolution. Therefore, the density of particles n and the energy density U are everywhere given by
where E is the total mass-energy of the fluid. Since the number of particles is fixed, it is more convenient to consider, as fundamental intensive variables, the volume and the energy per particle,
If the walls are fixed (so the volume is conserved) and adiabatic (so the energy is conserved), the system is isolated. In this case the walls play the role of external fields and appear in the microscopic Hamiltonian as parameters, not as additional degrees of freedom [39] . Assuming that there are no other constants of motion, after an equilibration process the fluid will reach a homogeneous equilibrium macrostate whose properties will be functions only of V , N and E. Let us assume that the dynamics of the equilibration shows two different time-scales. In particular we impose that there is a limited set of independent observables α A , A = 1, ..., l − 1 (the reason why we denote the amount of variables as l − 1 will be clear soon) describing homogeneous local properties of the fluid elements, whose equilibration time τ M is large with respect to the equilibration time τ m of all the remaining microscopic degrees of freedom. This allows us to define a manifold Z of the quasi-equilibrium 1 macrostates (v,Ũ, α 1 , ..., α l−1 ).
Since our aim is to encode only bulk viscosity effects, neglecting shear viscosity and heat flow, we impose that any anisotropy equilibrates in the time-scale τ m , therefore the quasi-equilibrium states of matter elements are all invariant under rotation.
We can introduce the entropy of the quasi-equilibrium macrostates S. Its amount per particle is
and is a function of the variables of state given in (3) . Since there are no other constants of motion, the thermodynamic equilibrium macrostate of the fluid, which is reached in a time τ M , maximizes x s compatibly with the constraints δN = 0, δV = 0 and δE = 0, giving
The usual approach of the extended irreversible thermodynamics presented by Jou et al. [38] consists of choosing the bulk viscosity Π as the unique non-equilibrium state variable α A , producing a model with l = 2. In this paper we propose a more universal approach, which can be applied also for cases with l > 2.
B. The chemical-like chart
To embed the thermodynamic discussion into a hydrodynamic model we can construct a convenient global chart on Z.
Suppose the system has been prepared in an initial state belonging to Z and to move the walls of the box to produce a variation δV of the volume in a time τ f r such that
Since this transformation is slow, the microscopic degrees of freedom have time to equilibrate instantaneously during the process (i.e. the system moves along a curve of quasi-equilibrium states in Z). This implies that there is no entropy production due to the movement of the walls [39] . On the other hand, the transformation is fast with respect to τ M , implying that the equilibration processes arising from the fact that the α A can be out of equilibrium do not have time to occur. This transformation is adiabatic and reversible, namely
Given an arbitrary point in Z we are able to draw a curve which crosses it (parametrised with the volume per particle v) that describes the states which can be reached starting from the point and making an expansion, or contraction, of the volume in the time-scale τ f r . Since the process is reversible, this curve is unique and is the same if we take any point belonging to it as the starting point. We can, thus, define a vector field W f r on Z to be the generator of the flux whose orbits are these curves. It satisfies
where we have also used the fact that the number of particles in the box is conserved during an adiabatic expansion. It is always possible (see appendix A 1) to find a global chart of Z such that the components of W f r assume the form of a Kronecker delta 2 . It is evident from (8) that in such a chart one of the coordinates can be taken to be v, giving
and an other coordinate can be x s . We construct the remaining coordinates to be dimensionless and denote them x A for A = 1, ..., l − 1. Given the fact that in this chart equation (9) holds, we have that W f r (x A ) = 0. Hence, whatever the new internal degrees of freedom are, it is always possible to choose the l−1 additional variables that are conserved in fast adiabatic expansions. Writing the energy per particle as a function of these state variables, its differential on Z reads
where the symbols Θ and A A bear an analogy with equilibrium thermodynamics [24] . In particular, Θ represents the quasi-equilibrium generalization of the notion of temperature. Isolating dx s we find
Comparing with (5), we find that when the thermodynamic equilibrium is reached
Therefore, we call the quantities A A generalised affinities.
In fact, the coordinates x A are analogous to chemical fractions (or, better, reaction coordinates). Consider a reacting multicomponent system in which the equilibration processes of the momenta of the particles are much faster than the reaction rates. Then, make an expansion which is sufficiently slow that in any instant the momenta of the particles are in their equilibrium distribution, but sufficiently fast that no reactions have time to occur. In this sense chemical fractions can be regarded as the archetype of an internal degree of freedom, to be included into the equation of state, which behaves as a frozen variable under sufficiently fast volume expansions [see e.g. 30]. However, we have proven that these state variables can be constructed in an arbitrary system (even in the absence of real chemical reactions).
2 Given a smooth non-vanishing vector field on a manifold, this "straightfication" can always be done locally [58] . In appendix A 1 we prove that in our case a global construction is also possible.
For example, we will explicitly consider the case of a simple gas, where there are no chemical reactions: we will identify some variables x A of this kind and use them to build a chart over the quasi-equilibrium states (this is shown in section VIII starting from the kinetic description of a simple gas).
C. Effective multi-constituent equation of state
If we define the quantities
where s is the entropy per unit volume, equations (2) and (10) give
Here, µ is the generalization of the chemical potential to quasi equilibrium states, satisfying the condition
The above relation, a generalised Euler relation, defines a Legendre transformation, implying that
The variable K is, therefore, the generalised grand potential density, as it would be if the quantities n A were interpreted as densities of chemical species and the affinities as the respective chemical potentials. When the full equilibrium is reached, Θ, µ and K reduce respectively to the usual notions of temperature, chemical potential and grand potential density.
We have thus shown that isotropic out of equilibrium systems, under the assumption of a separation of two time-scales τ M and τ m , have an extended equation of state which is formally identical to the one of a multi-constituent single fluid: to each abstract parameter conserved in an adiabatic expansion describing the displacement from equilibrium we can associate an effective chemical species.
D. The five hydrodynamic regimes
The time-scales τ m and τ M we presented in subsection II A play also the fundamental role of introducing a separation between different hydrodynamic regimes. Depending on the time-scale τ H of the hydrodynamic process under consideration we can identify five distinct regimes.
• Kinetic Regime: τ H τ m In this limit there is no hope to get a closed hydrodynamic system of equations because the number of independent degrees of freedom diverges. In this case a full kinetic-theory description is required.
In this limit the relaxation processes for the variables x A do not have time to occur. On the other hand all the remaining microscopic degrees of freedom thermalize. This limit is characterised by the conservation of the fractions x A and there is no entropy production.
• Full-Dissipation Regime: τ H ≈ τ M This is the regime of maximum dissipation, which can be seen as a chemical transfusion between the fractions x A .
• Parabolic (Navier-Stokes) Regime: τ H τ M and
In this limit the relaxation time is small with respect to the hydrodynamic time-scale, however the expansion of the volume elements produces large deviations from local equilibrium. In this limit an expansion of the volume element produces instantaneously a displacement from local equilibrium and the affinity is proportional to the expansion.
• Equilibrium Regime: τ H τ M
In this limit the relaxation processes are so fast that local thermodynamic equilibrium is always achieved, reducing the model to a perfect fluid.
Throughout the paper these regimes will be studied in more detail one by one, but we have anticipated them here to give a schematic idea of the role of the time-scales τ m and τ M .
E. Chemical gauge of the effective currents
Consider an arbitrary coordinate transformation
where A, B = 1, ..., l − 1. This kind of transformation represents a chemical gauge-fixing of the type presented in [18] and generalised in [24] . If we write the differential of the energy per particle in the new chart we obtain
where the coefficients Θ , K and B B are related with Θ, K and A A through the relations (c.f. (10))
The partial derivatives are performed taking y B as functions of (v, x s , x A ). Let us suppose that the y B are conserved in the adiabatic expansions described is subsection II B. This makes them a choice of variables which is completely equivalent to the x A . Using (9) , we have
which implies
We have found that, even if there is not a unique way to define the x A , this does not produce any ambiguity in the definition of K. This has a deep physical origin, as we will see in subsection III A. Note that there is a manifestly gauge-invariant definition for K:
to prove it one only has to apply (10) to (9) . Since the transformation (18) is a coordinate transformation, then the matrix ∂y B /∂x A is invertible, implying that all the A A = 0 if and only if all the B B = 0. This descends from the fact that in both the coordinate systems the requirement of vanishing affinities represents the condition of maximum entropy (constraining v andŨ), which holds independently of the coordinate system we choose and describes the global equilibrium state.
We finally remark that our definition of the temperature is not invariant under the coordinate transformation. Since Θ might differ from Θ only out of equilibrium, this should not be considered a serious problem, but only a particular case of the universal ambiguity of the nonequilibrium temperature, see also [19] . In fact unambiguous definitions of temperature are usually obtained involving an hypothetical equilibrium of the system with an ideal heat bath, which is in contrast with the idea of a quasi-equilibrium state, see appendix B.
F. Kinetics of the equilibration process
Let us finally analyse the relaxation to equilibrium of the variables x A . The evolution far from equilibrium, for large affinities, may be in general complicated. Hence, even if up to now our discussion is correct also far from equilibrium, we focus here on the case with small A A .
Let us follow the evolution of the system on a timescale τ M . Assuming the walls to be blocked, the energy and the volume do not change, thus, according to the second principle of thermodynamics, we have
where we have made use of (11) . Pushing forward the analogies with chemical reactions we introduce the generalised reaction rates through the formula
Since all the microscopic degrees of freedom apart from the x A have a relaxation time τ m τ M (τ M is the time-scale under consideration now), in each instant all the macroscopic properties of the fluid are given once the point in Z is known, so that we can impose r A = r A (n, Θ, A B ). Near equilibrium we can expand to the first order r A for small affinities. Since r A (A B = 0) = 0, we find
where the (l − 1) × (l − 1) coefficients
are functions only of n and Θ. According to Onsager's principle [20, 45] ,
therefore only l(l − 1)/2 independent coefficients must be computed with the aid of kinetic theory. Plugging (26) in (24) we find
which must be true for any small value of the A A . This implies that Ξ AB has to be definite non-negative. However, accounting for the fact that there are no other constants of motion apart from N , V and E, which is a result of the so called ergodic assumption [46] , we can replace in the above equation the ≥ with >, implying that Ξ AB is also invertible (therefore positive definite), producing the notable constraints
Once the extended equation of state for quasiequilibrium states is given through adapted equilibrium statistical mechanical calculations and the coefficients Ξ AB are computed in the context of kinetic theory, 3 all the macroscopic properties of the system are known and it is possible to study the whole thermodynamic evolution.
In the special case in which the substance is a multiconstituent fluid and the bulk viscosity is due to the presence of chemical reactions, the x A are reaction coordinates and A A are reaction affinities. In this case the r A are the usual reaction rates and Ξ AB are their first order expansion coefficients around equilibrium [13, 24, 32] .
III. DISSIPATIVE HYDRODYNAMICS OF LOCALLY ISOTROPIC FLUIDS
We are now ready to develop the most general hydrodynamic description of a locally isotropic out-ofequilibrium fluid.
Let us assume that we can construct a current
where u is the local four-velocity and n is the rest-frame particle density, and that the continuity equation
holds. The four-velocity is normalized as u ν u ν = −1, so that the acceleration a ν = u ρ ∇ ρ u ν of the fluid elements satisfies a ν u ν = 0. In general it is possible to construct an energymomentum tensor for the fluid, which in the absence of other fields appears in the right-hand side of the Einstein equations,
where G νρ is the Einstein tensor, so that
Now, the key assumption we make is that in the comoving frame locally defined by u the matter element is isotropic. Hence, the energy-momentum tensor takes the form
where U and Ψ are the energy density and the diagonal term of the stress tensor measured in the frame of u and
The energy-momentum tensor has a perfect fluid form, so we call Ψ generalised pressure. However, at the moment no relationship between U and Ψ is given because the system is not in thermal equilibrium. We can project (34) tangentially and orthogonally to u, so, using equation (35) , we getU
where we have introduced the notationḟ = u ν ∂ ν f for any function f . Using (2) and (32) , the first relation becomesU
This equation expresses the fact that since, by local isotropy, there is no heat flow, i.e. no energy flux in the frame of the fluid element
all the variations of the energy per particle in this frame are the result of the work of Ψ.
A. Effective multifluid hydrodynamics
Let us assume that, at a kinetic level, the fluid admits the time-scale separation presented in subsection II B. We define the hydrodynamic time-scale as τ H = L 0 /c s , where L 0 is the length-scale in which the hydrodynamic variables change and c s is the speed of sound. In this work we always assume that τ H τ m , otherwise a pure hydrodynamic description is not be possible. Thus the fluid is, in each point of the space-time, in local quasiequilibrium and the fluid elements are described by the equation of state (10) . Equation (38) then becomes
Now, since we are assuming that the macroscopic local properties of the fluid are completely determined once s, n and n A are given, then an equation of state for Ψ should exist. Consider an adiabatic fast expansion with time-scale τ f r . In this transformation both x s and x A are conserved, therefore equation (40) implies
in full analogy with the results of equilibrium thermodynamics. With the aid of equation (16) we obtain the Gibbs-Duhem relation
This result means that the isotropic stresses of the fluid are completely known once an equation of state for the energy density in the frame of the fluid element is given. To obtain its formula, however, we must make a Legendre transformation also with respect to the additional state variables associated with the displacement from equilibrium of the system. We remark that equation (41) holds only because we are using the chemical-like chart on Z.
The key ingredient, in fact, was to invoke the conservation over a time-scale τ f r of x A in equation (40), which is exactly the property the x A were designed to satisfy. Plugging equation (41) into (40) we find the formula
which describes the heat production due to the relaxation processes towards equilibrium of the variables x A and is in agreement with (24) .
Let us now study the hydrodynamic processes which occur on a time-scale τ f r . At this level the transformations which the fluid elements incur are adiabatic expansions of the type described in subsection II B, so, again, we can imposeẋ
This means that the entropy per particle and the quantities x A are frozen to a constant value along the worldline of the matter element. For this reason we can call this regime, in agreement with Haensel et al. [30] , frozen regime, see subsection II D. In this limit the adiabatic index describing the response of the fluid to a perturbation is
We, now, define the currents
which, using (32) and (44), are conserved:
Since U is the energy density measure in the frame of the entropy, we call it internal energy density. It is possible to verify that the system (31), (32), (35) , (14), (41) , (46) and (47) describes a multifluid with l components locked to the entropy. Therefore, this system must arise directly from a convective variational principle and can be shown to be a well-posed problem, see [6] . It is also interesting to note that our result shows that in Carter's multifluid formalism the notion of current is a very general concept, being useful to describe not only real chemical species, but also abstract non-equilibrium variables.
B. Dissipative hydrodynamics
Assume that the hydrodynamic time-scale τ H is larger than τ f r . Then, coherently with section II, we can also assume thatẋ
Plugging this formula inside (43) we obtain
With the aid of (32), these equations can be recast in the form
We have shown that any dissipative process in a locally isotropic fluid can be modelled as a chemical transfusion between effective currents representing a convenient choice of coordinates in the space of quasi-equilibrium states Z.
Note that in the limit in which the hydrodynamic timescale is much larger than τ M (Ξ AB −→ +∞), the reactions become so fast that full thermodynamic equilibrium is everywhere achieved, namely
This implies that in this limit
To derive the equations in this regime, one has to take the limit Ξ AB −→ +∞ and A A −→ 0 in the first equation of (50), keeping their product finite. Regarding the second equation, since the right-hand side is quadratic in A A and linear in Ξ AB , the entropy production vanishes. We have recovered the ideal perfect fluid and the equation of state (14) reduces to dU = Θds + µdn.
In this limit, called equilibrium regime (see subsection II D), matter reacts to perturbations with the adiabatic index (c.f. with [30] )
C. Summary of the equations of the theory
We can finally summarize the equations of the theory in the Full-Dissipation Regime. The variables are g νρ , n ν , x s and all the x A . The system of differential equations is
In addition, it is necessary to have an equation of statẽ U =Ũ(n −1 , x s , x A ) and an expression for the transport coefficients Ξ AB = Ξ AB (n, x s ).
In the case in which one wants to work with fixed background spacetime, then g νρ is no more a variable and Einstein's equations can be replaced by the Euler equation
IV. EMERGENCE OF BULK VISCOSITY
In this section we prove that the hydrodynamic model developed in the previous section describes, in the first order in A A , a locally isotropic viscous fluid, i.e. a perfect fluid with a bulk viscosity term. We show, however, that the model has a natural hyperbolic form, being governed by a telegraph-type equation, whose relaxation time-scale is given by τ M . We will examine the parabolic limit for arbitrary l, 4 proving that the relativistic Navier-Stokes formulation is recovered. Finally we will summarize how the different regimes can be obtained varying the timescales of the involved processes.
From now on we will use the Einstein summation convention for repeated indices A, B, C, D.
A. Expansion for small deviations from equilibrium: thermodynamic potentials
It is convenient to consider the quantities per particle and use as free state variables x s , v and A A . The affinities are preferable in this context to x A , because our aim is to make an expansion for small displacements from equilibrium. In this section all the quantities are assumed to be functions of these variables and the partial derivatives will be performed accordingly.
Recalling equation (10) and the identification (41), we can introduce the new thermodynamic potential
whose differential is
The perturbative approach is built by expandingG to second order:
where the coefficientsŨ eq , x eq A andG eq AB are functions only of x s and v. The zeroth order term in the expansion is the energy per particle evaluated in equilibrium,
and the first order expansion coefficients are the equilibrium fractions
.
(61)
(62)
Defining
and considering equation (58), we obtain
The quantity P is the equilibrium pressure, the quantity
is called first-order viscous stress and the quantity
is called second-order viscous stress. Therefore the second equation of (64) can be rewritten in the form
in which P can be considered the thermodynamic pressure (in the sense that it can be computed directly from equilibrium thermodynamics), while Π and Π constitute the first two contributions to the bulk viscosity. Now we can reverse the Legendre transformation (57) and getŨ
so the first order correction in A A to the internal energy density is zero. This formula can also be used to prove thatG eq AB = Θ eq
(69)
Therefore the matrixG eq AB must be negative definite, implying that equilibrium is the minimum of the energy per particle with fixed v and x s , in accordance with [10] .
Up to now we have considered corrections to the second order, to keep track of the corrections induced on all the thermodynamic potentials. The first step to recover the usual formulation for the bulk viscosity is to consider the formula (35) for the energy-momentum tensor of the system and truncate the expansion to the first order in A A . This leads us to
where U eq = nŨ eq . We obtained the perfect fluid in local thermodynamic equilibrium, described by the equation of state U eq (s, n), plus a bulk-viscosity correction Π to the isotropic stresses.
B. Expansion for small deviations from equilibrium: dissipation
We have verified that for small perturbations from equilibrium, the energy-momentum tensor takes the usual form for a bulk-viscous fluid. To complete the perturbative expansion of the theory we need to study (48) in the limit of small affinities. Let us consider x A as a function of x s , v and A A , in accordance with what we did in subsection IV A. Then, using the chain rule, we have that equation (48) becomes
Now, equation (32) 
so, contracting (71) with the symmetric (l − 1) × (l − 1) matrix Ξ AB , defined as the inverse of Ξ AB ,
we find
Now we define the (l − 1) × (l − 1) matrix
called relaxation-time matrix, the l − 1 vector
and the second order l − 1 vector, see (49),
Therefore equation (74) can be rewritten in the form
The final step consists of keeping only the lowest order in the affinities, which means that the transport coefficients τ A B and k A can be evaluated in A A = 0 (thus we can put a superscript eq to the quantities appearing in the righthand side of their definitions) and Q A is approximated to zero, leaving the telegraph-type equation
The first term of left-hand side encodes the relaxation time-scale, clearly the matrix τ A B is a first order in τ M . The right-hand side describes the fact that if the volume element expands, then the fluid is driven out of local thermodynamic equilibrium if the relaxation processes are not sufficiently fast. In particular, k A quantifies the response of the affinity A A to the expansion.
In relativity, the need to have telegraph-type equations describing the evolution of the internal degrees of freedom of the matter elements is well established [6, 8, 34, 52] . However the relaxation term, usually inserted ad-hoc to make the theories hyperbolic, has been regarded by some authors more as an artefact imposed to fulfill a mathematical necessity, rather than a physically justified contribution [25] . Thus, equation (79) represents a justification of the existence of this term, arising directly from arguments of non-equilibrium thermodynamics. Our approach, however, differs from previous ones (see [38] for a summary), because the telegraph-type equation is derived for the more fundamental quantities A A and not directly for Π.
C. The parabolic limit
An important test is to verify if we can recover the usual Navier-Stokes prediction for the bulk viscosity in an appropriate limit.
In equation (79) the term τ A BȦ B describes a delay in the response of matter to an expansion. To recover Navier-Stokes we have to assume that this term is negligible. The conditions we need to achieve our goal are the following:
In fact we need to impose that τ M is smaller than the hydrodynamic time-scale, sufficiently short to assume that there is no long-term memory of the past, but not so small to recover the frozen regime. In particular, we need that the quantities k A , given in (76), remain finite. Since
we need to compensate imposing the second condition of (80).
In this limit we can make the approximation
Then, using (65), we obtain
with
Since Ξ AB is positive definite, so is Ξ AB , and therefore
We conclude analysing the entropy production in the parabolic limit. If we plug (82) in (49) we find
This can be recast into the best known formula
Therefore we have recovered all the equations of the relativistic Navier-Stokes model, which is a parabolic system, see [25] . We are using the general term relativistic Navier-Stokes model to denote the set of first order theories of which Eckart [23] and Landau & Lifshitz [40] are two examples [6, 52] . They all converge to the unique model we presented above in the case of bulk-viscous substances, in the absence of heat flux and shear viscosity. We remark that in the hyperbolic regime, as l grows, the model becomes increasingly complicated because all the out-of-equilibrium variables have their own equilibration time and can influence the evolution of each other. On the other hand, in the parabolic limit all the contributions add up in a unique factor ζ in which it is not possible to distinguish the individual microphysical processes.
V. HEAT PRODUCTION IN SMALL OSCILLATIONS
In this section we study the damping of oscillations of homogeneous systems produced by a bulk viscosity term. We show that, as our system is hyperbolic and described by telegraph-type equations (79), it naturally produces a dependence on the frequency of the oscillations related to the delayed response of matter on a time-scale τ M , unlike the standard parabolic Navier-Stokes approach. Our theory thus generally includes this effect, which was studied by Sawyer [53] for the specific case of bulk viscosity due to reactions in neutron stars.
A. Setting the stage
To study a weak damping effect on small oscillations around a uniform equilibrium configuration we solve the linearised dynamics for perturbations in the nondissipative limit and then compute the heat production assuming that it has a negligible effect on the dynamics of the oscillations on the considered time-scale [29, 53] .
The first step consists of studying the oscillations of a perfect fluid in local thermodynamic equilibrium around a homogeneous static solution (the independent variables are 5, so one equation is redundant),
In addition we have the equation of state U eq (n, s) and we work in the flat spacetime limit. We use the global inertial chart (t, z 1 , z 2 , z 3 ), we assume invariance under translations in the directions 2 and 3 and we impose u 2 = u 3 = 0. Any physical quantity X is assumed to have a spacetime dependence of the form
where X 0 is the unperturbed value and δX is a complex amplitude of the perturbation (both are uniform and constant) all the fluctuations are encoded in the exponential.
The system describes the propagation of sound waves in the medium:
where
is the speed of sound. Now we compute the energy dissipated in a large volume V and in a time τ d which is assumed to be large with respect to ω −1 (in order to contain a large number of oscillations), but sufficiently small to neglect the back-reaction of dissipation on the oscillations. The heat produced is
Since
the heat ∆Q is a second order effect in the fluctuations and we can replace Ξ AB with Ξ 0 AB in (92). In the integration the oscillating terms (in space and time) give a negligible contribution, while the uniform terms factorise out. Thus, the average heat production per unit volume and time is
Note that we should extract the real part in the righthand side, but it is already real considering that Ξ 0 AB is a real symmetric matrix.
B. Heat production in the parabolic limit
In the parabolic limit we need to perturb the equation (82), taking n, s and u to be given by (90), i.e. solutions of the system in the non-dissipative limit. Therefore, at first order
Plugging this formula into (94) we find
With the aid of (76) and (84) we rewrite the above expression in the form
C. Heat production in the full-dissipation regime
In the full-dissipation regime we need to perturb the telegraph-type equation (79), obtaining
where we have omitted the subscript 0 in τ A B . We define the matrix M A B to be the inverse of δ A B −iωτ A B , which is proven to always exist in appendix A 2, so we have
Plugging this into (94) we find
By comparison with the parabolic limit it is natural to define an effective frequency-dependent bulk viscosity coefficient
Remembering that τ A B is of the order of τ M , we obtain that in the limit ωτ M → 0 (which corresponds to τ M τ H ) M A B → δ A B and therefore ζ eff → ζ and we recover the results given in subsection V B. On the other hand, in the limit ωτ M → +∞ (which corresponds to τ M τ H ) ζ eff scales as ω −2 . The physical explanation for this is that we are in the frozen limit when the oscillations are that fast. In fact, perturbing equation (48),
which goes to zero as ωτ M → +∞. Since the production of entropy depends only on the average displacement of the fractions from equilibrium, which in this limit is determined only by the amplitude of the oscillation and not by its frequency, we have that dq av /dt must approach a constant value for large ω, giving the condition ω 2 ζ eff ≈ const.
Equation (101) is the generalization to arbitrary l (and arbitrary microscopic origin) of equation (10) of Sawyer [53] . Note that the dependence on the frequency of ζ eff does not disappear in the Newtonian limit, but constitutes the general thermodynamic explanation of the dependence on the frequency of the bulk viscosity noted by Landau & Lifshitz [40] and Meador et al. [43] .
VI. BULK VISCOSITY IN NEUTRON STARS
Let us now apply our model to chemically induced bulk viscosity in neutron stars. We take a two-component model, with number densities n p of protons and n n of neutrons. We require the fluid to be electrically neutral, so the density of electrons is not an independent degree of freedom. The equation of state is U = U(s, n p , n n ) whose differential is dU = Θds + µ n dn n + µ p dn p .
Neglecting superfluidity and heat flux, all the components are comoving with the entropy:
As a result of β reactions a particle of type p can be converted into a particle of type n and vice-versa, but the current
is conserved. The differential (103) can be rewritten in the form
is the affinity of the reaction. Calling the fraction of p particles x p = n p /n, the differential of the energy perparticle is
which is presented in the form (10) . We now rewrite the differential dŨ performing a different "chemical choice": the differential (103) could be equivalently given in the form
with B = µ p − µ n = −A. Then, introducing the fraction of free neutrons x n = n n /n = 1 − x p , we would arrive at
This gauge fixing preserves Θ and Ψ, but not the chemical potential associated to the baryon current, which in the first case is µ n , in the second case is µ p . The equation of evolution of the dynamical fractions iṡ
In the limit of small affinities the telegraph-type equation reads
where, since the relaxation time matrix has only one element, we identified it with τ M itself:
The quantity k is
We can finally compute the formula for the effective bulk viscosity (101) by considering that in the case l = 2 the matrix M A B reduces to a single coefficient
We immediately find that
which is in accordance with Sawyer [53] .
VII. RECOVERING ISRAEL-STEWART
In this section we show how, starting from the general theory for l = 2 (and only in this case) 5 , one can recover the description for bulk viscosity of Israel & Stewart [36] .
A. Expanding the entropy
In section IV we have expanded the thermodynamic potentialG for small affinities obtaining (in the first order limit) a hyperbolic version of relativistic Navier-Stokes with bulk viscosity. However, since the approach presented in sections II and III is completely general, we expect it to reproduce also the Israel-Stewart description of bulk viscosity, taking the second order of the theory, and imposing l = 2.
Let us introduce, for notational convenience, the quantities
Equation (11) can be rewritten in the form (for l = 2)
We introduce the new state variable
Analogously to what we did in section IV, we expand y s to the second order in a:
where x eq s , x eq and y s are only functions ofŨ and v. In the above formula we have used the fact that
and
Now we introduce the quantities
Note that in section IV the equilibrium quantities were defined as state variables of an hypothetical fluid in equilibrium with the same density and entropy per-particle, while now the hypothetical equilibrium configuration has the same density and energy per-particle. Therefore, at the second order β eq = Θ −1 eq and ψ eq = P/Θ eq , where Θ eq and P have been introduced in equation (63). Equation (68), however, can be easily used to prove that they coincide at the first order. Comparing (121) with (120) we find that
Now we can reverse the Legendre transformation (119) and get
Note that, since a = 0 defines the maximum of the entropy, we immediately have
Defining s eq := nx eq s and using the definition of a (117) we find
Now, to compare equation (128) with the expansion of Israel and Stewart [6] , we need to use the quantity Π as a free variable in the equation of state of the entropy. In our approach, Π is not a fundamental thermodynamic quantity, but it is the first order correction to Ψ when the matter element goes out of equilibrium. Now, there is the complication that the reference equilibrium state which is considered in section IV is different from the one assumed in this section. Luckily, this does not produce any confusion in the definition of Π, because this distinction emerges only at the second order. Therefore, we can still employ equation (65), imposing l = 2, and find
which, plugged into (128), gives
This is the second order expansion of the entropy in terms of Π proposed in the Israel-Stewart formulation, see [6] .
We remark that they denote our χ with the symbol β 0 , but we have changed notation to avoid confusion with the inverse temperature.
The key step in the construction of a bridge between the formalisms is to find an algebraic relationship between the parameter χ introduced in Israel-Stewart theory, and the coefficients presented in section IV. This can be done deriving the third equation of (125) with respect to A at constant v and x s , obtaining
Plugging this result into (131), with the aid of (75) and (84), we obtain the formula
B. Telegraph-type equation for the viscous stress Equation (79) for the case l = 2 reads
Using the definition for the transport coefficients k and ζ, equations (76) and (84), and the formula (129), we get
which can be rewritten in the form
Neglecting higher order terms, we use (133) to rewrite the above equation in the form
The last term in the right-hand side is proportional to the product between A and ζ∇ ν u ν , therefore it is a higher order with respect to the other terms and we can neglect it. In the end we obtain the equation
which completes the bridge between our formulation and the one of Israel & Stewart [36] . We remark that it has been shown in [9] that this model for bulk viscosity is causal.
C. Israel-Stewart modelling of neutron star bulk viscosity
To complete our discussion let us show how the coefficients of the Israel-Stewart expansion above can be computed from a multifluid approach for the case of neutron star matter presented in section VI.
The viscous stress Π, which in [36] is treated as a fundamental variable, can be written in terms of quantities appearing in the two-fluid model as
see equation (65). The transport coefficient ζ is given in general by the formula (84), which in our case reduces to
where Ξ has been introduced in (111). 6 In the literature it is possible to find this formula written in terms of a different set of thermodynamic quantities. Let us define the neutron excess as α = x n − x p and consider the equation
If we derive it along the curve
we find the thermodynamic relation
where from now on, in this subsection, everything is computed in equilibrium, i.e. for α = α eq . Plugging (143) into (140), we obtain
The times-scale τ M is given in (113) and can be rewritten in the form
If we plug (144) and (145) into (116) we get the formula for ζ eff that you can find in [53] and [28] . Finally, we can use equation (133) to compute the coefficient χ and get χ = 2∂ α A| n,xs n 3 (∂ n A| α,xs ) 2 .
(146)
VIII. CONNECTION TO MICROPHYSICS: IDEAL GASES
We are now ready to connect the hydrodynamic description developed in sections II and III directly with 6 In the literature [26, 53] , Ξ is usually denoted by λ and equation (111) is expressed in the different notation Γ = λ δµ. a kinetic theory of ideal simple (i.e. without internal degrees of freedom other from the spin) gases. In particular we will prove directly from our formalism that the second viscosity must vanish in the non-relativistic and in the ultra-relativistic limit (c.f. [48] ). We will, then, present the equation of state of the gas, extended to quasi-equilibrium states, for the intermediate case, in a minimal model with l = 2.
A. Elements of kinetic theory
We need to specialise the analysis presented in section II to a gas in which interactions are given only by instantaneous collisions, in the limit of small cross sections. The single particle Hamiltonian is assumed invariant under spin flip, so there is full degeneracy in the spin. For clarity we present the derivation step by step.
Consider a homogeneous portion of the gas in a box with reflecting walls. The state of this gas is described with a distribution function f = f (x, p), which is the number of particles in per unit single-particle phase space volume,
Since we work only in the frame identified by the box, we do not need to study the behaviour of f under Lorentz transformations. Because of homogeneity and isotropy, f depends only on the modulus of p and describes a uniform local property of the matter elements. Note that if f were not isotropic the interaction of the particles with the walls could alter the value of f with time. However, since a collision sends a component p j → −p j , an isotropic f is on average unaltered by this process.
We can use f to compute the particle density
the energy density
and the isotropic stress
where we have that = (p) is the single-particle energy and
It is also possible to compute the entropy per unit volume
h p is the Plank constant, g is a possible degeneracy of spin and ι is a coefficient which is equal to −1 for Bosons, to +1 for Fermions and to 0 in the classic limit. Now we need to identify the two time-scales τ m and τ M . We define τ m to be the typical time necessary for a particle to cross the box and τ M to be inverse of the frequency of the binary collisions (which are assumed to be the dominant relaxation process). One may raise the criticism that the hydrodynamic description can exist only if the collision frequency is larger than the characteristic hydrodynamic frequencies, implying τ H τ M . This would lead to the claim that a hyperbolic hydrodynamic formulation for bulk viscosity in this case is not guaranteed to exist, but that only its parabolic and perfect-fluid limits are possible, see subsection II D. This serious issue is connected with the fact that l may a priori be infinite, as will be explained in more detail in subsection IX E. In this section, however, we will assume that, for all practical applications, it is possible to approximate the system with a finite l model.
The assumption τ m τ M means that we are assuming that particles collide with the walls infinitely more often than with each other. During an expansion occurring in the time-scale τ f r introduced in section II the particles do not have time to interact, but slam against the walls with an infinite frequency with respect to the rate of change of the position of the walls. In appendix C we show that if we parametrise the expansion with λ, such that v → λ 3 v, then we have that in this process f → f λ , with f λ (p) = f (λp).
(154)
We also prove that this transformation satisfies the conditions
This is coherent with equations (8), (23) and (41) .
B. Constructing the manifold of quasi-equilibrium states
Now we need to introduce the manifold Z of quasiequilibrium states. If f is a generic isotropic function, then the number l goes to infinity, because Z should coincide with the Banach space B of the isotropic functions, which has infinite dimensions. To produce a conceivable hydrodynamic description directly from the kinetic theory one has to assume that only a limited subset of B is sufficient to describe the quasi-equilibrium states the fluid will explore. Here we show the general strategy to obtain this manifold.
First of all we note that the two-dimensional manifold of the local equilibrium macrostates has to be a submanifold of Z. For a gas, the equilibrium distribution, i.e. the one which maximizes the entropy (152), fixed the density of particles and the energy density, and which will, therefore, satisfy (5) whichever set of α A we choose, is
where β is the inverse of the temperature and µ is the chemical potential. So we need to impose f β,µ ∈ Z. Secondly, we note that the adiabatic expansion (154) must describe a group of transformations on Z and must not send a point of Z out of it. In mathematical terms, we may say that Z must be invariant under the group of the adiabatic expansions, which send f β,µ into
So the set of the f β,µ,λ must be a submanifold of Z. Note that for λ = 1 it is not necessarily true that β and µ can be interpreted as inverse temperature and chemical potential. This is connected to the chemical gauge freedom discussed in subsection II E. Finally, the manifold should be extended considering the collision processes. To understand how, imagine a homogeneous portion of a gas at rest in a box, prepared in an arbitrary out-of-equilibrium state. The collisions will tend to drive f towards equilibrium following a curve f (t). If we want to be able to fully describe this curve in the framework of our hydrodynamic description we need f (t) to be a map
On the other hand, the curve f (t) is governed by an equation of the form
where the right-hand side is a collision functional. Therefore we need Z to be an invariant set of the flux generated byḟ coll . In practice, however, finding the submanifold of B which contains the equilibrium states and is invariant under both the adiabatic expansion and the flux generated byḟ coll can be hard, because the two generators do not commute,
where d/dλ andḟ coll are seen as vector fields tangent to B. To prove the inequality (160), imagine to start in an equilibrium state: if we make a relaxation process followed by an adiabatic expansion, if the bulk viscosity is not zero the result is an out-of-equilibrium state. On the other hand, if we invert the order of the transformations and assume that the relaxation process is sufficiently long, we may end up in thermodynamic equilibrium.
In general, the dimension of Z may be arbitrarily high (and we will explain the consequences of this problem in subsection IX E) so it can be convenient to make an hierarchy of approximated theories with increasing l, starting with the minimal l = 2 manifold of f β,µ,λ and expanding the set of included functions gradually, to increase the precision.
In this work we will restrict ourselves to the l = 2 model, which will allow us to have a direct comparison with the microphysical calculations of Israel & Stewart [36] .
C. Proving that the second viscosity of non-relativistic and ultra-relativistic ideal gases vanishes
A non-relativistic gas is described through the dispersion law
Plugging this condition inside (157) we find that
An ultra-relativistic gas, on the other hand, is obtained imposing that the single-particle energy has the form
This, plugged in equation (157), gives again a relation of the type (162), with the transformation
Combining the first equations of (163) and (165) with the fact that v = λ 3 v we have verified that they follow the equilibrium adiabatic curves
where Γ = 5/3 for the non-relativistic gas and 4/3 for the ultra-relativistic gas. So we have proved that in both cases the adiabatic curves, generated in the fast expansion, which start in an equilibrium state, remain in the surface of the equilibrium states. This implies that if a fluid element is prepared in a local thermodynamic equilibrium state, then the expansions and contractions it will incur will not be able to drive it out of equilibrium, independently from the speed of the expansion/contraction, provided that τ H τ m , proving that in these two cases the bulk viscosity vanishes, as explained also in [48] and [57] . An alternative proof of this fact, based on geometrical arguments, is given in appendix A 3. Then the distribution in a generic state of Z is
where we have introduced
In the case λ = 1, when the fluid is in thermal equilibrium, α is the fugacity and ζ c is the coldness [52] , but out of equilibrium this interpretation is lost because β and µ are no longer the inverse temperature and chemical potential of the fluid. The variables (λ, α, ζ c ) define a chart on Z and the curves generated by W f r are curves with constant α and ζ c . This means that both α and ζ c are good candidates to become the variable we can use to parametrise the quasi-equilibrium states. We define the factor b := 4πgm 
whose first and second derivative in ζ c will be denoted respectively by φ and φ . Using equations (148) and (152), we find v = λ 3 be α+φ
Note that x s does not depend on λ and this is coherent with the fact that it is conserved along the curves generated by W f r . We are, now, able to introduce the chart (v, x s , ζ c ), which is in the form discussed in section II B. We can invert the foregoing equations obtaining
The distribution f is naturally given in terms of the parameters λ, α and ζ c , so it is natural to use these variables while performing an average to extract a thermodynamic variable. Then, making the coordinate transformation
by means of the formulas (173), the quantity can be finally written as a function of multifluid-type variables.
In particular this can be done to obtain the equation of stateŨ(v, x s , ζ c ). In fact, recalling equation (149) and making use of the first equation of (172), we find
We remark that the fact thatŨ does not depend on α is a useful result which holds only in the non-degenerate limit. Making the change of variables we finally obtain the equation of state for the quasi-equilibrium gas:
dξ.
(176)
In figure 1 it is possible to see three plots represent-ingŨ/m as a function of ζ c . v and x s are held fixed and chosen is such a way that when λ = 1, i.e. in thermal equilibrium, ζ c takes the values respectively 10 (first panel), 1 (second panel) and 0.1 (third panel). The energy has its absolute minimum in the equilibrium state, coherently with the results of section IV A.
E. Pressure, temperature and affinity in the quasi-equilibrium states
To compute the derivatives of the energy per particle it is convenient to pass through the variable λ. For example, to compute the pressure, according to (10) 
and we get the formula
It is possible to check with a little algebra that this coincides with (150), proving the consistency of the formulation. The temperature, according to (10) , is
However, it is true that
therefore, combining with (177) and (178) we find the equation
Thus we have found that the ideal gas law, which must be verified in equilibrium, remains true also out of it, provided that we choose ζ c to be the additional variable in the equation of state.
The variable A is calculated in appendix A 4. We also verify there that in equilibrium (when λ = 1) it vanishes, in agreement with the fact that this is the condition of thermodynamic equilibrium. This is also in accordance with the plots of figure 1.
F. The Israel-Stewart limit of the theory
The full equation of state can be expanded for small deviations from equilibrium. As shown in section VII, this will lead us to Israel-Stewart theory for bulk viscosity.
Let us define the functions
where K ν is the ν-th modified Bessel function of the second type. Then it can be shown (see [52] and references therein) that
In appendix A 5 we prove that
The function
describes the susceptibility of the fluid to a displacement from equilibrium. In figure 2 it is possible to see the behaviour of C as ζ c varies. In the limits ζ c −→ 0 (ultrarelativistic limit) and ζ c −→ +∞ (non-relativistic limit) it goes to zero, while it has its maximum around ζ c = 1. This is a result of the fact that in the two opposite limits the system becomes degenerate in ζ c and the equation of state depends only on two independent variables: U(v, x s , ζ c ) =Ũ(v, x s ), cf. with section VIII C. We can finally compute the thermodynamic coefficient χ introduced in equation (131) and compare it with the prediction of [36] .
Since equation (176) cannot be easily inverted to write the entropy as a function of v,Ũ and ζ c , it is more convenient to recast (131) in a form which involves derivatives of the energy per particle. Equation (132) can be easily used to prove that
where the second derivative is evaluated in equilibrium.
This, plugged in (131), gives
Since in equilibrium λ = 1, taking the logarithm of the second equation of (173) we find that ζ eq c (v, x s ) has to satisfy the condition
Deriving with respect to v, keeping x s fixed, we obtain ∂ζ eq c ∂v xs = 1 v ζ eq c φ (ζ eq c )
So we finally find
This can be compared with the prediction of Israel & Stewart [36] χ IS = 3 P eq
where γ is defined through the equation
In the first panel of figure 3 we can see the comparison between the two predictions for mnχ. In the second panel we show their ratio. We compare mnχ because they are adimensional and depend only on ζ c . As can be seen from the figure, Israel-Stewart's prediction is always larger than the one of the quasi-equilibrium equation of state, but they become equal for low temperatures. plot of the ratio between the two. We see that when the gas becomes relativistic (Θ m) the convexity coefficient χ calculated in Israel & Stewart [36] diverges from the results obtained with the quasi-equilibrium equation of state.
G. Comparison
In this subsection we compare our kinetic approach with Israel & Stewart [36] , with the aim to explain the the behaviour of the second panel of figure 3 .
Following the steps of [36] , we focus on the function σ we introduced in equation (153), which for ι = 0 (nondegenerate limit) becomes
and, using (168), is equal to
Since our aim is to study f near equilibrium, we impose λ = 1 + δλ (197) and we expand in δλ. If we define
we find that
On the other hand, [36] postulate a dependence of σ on p (for locally isotropic matter elements) of the form
where ν is a parameter describing the displacement from equilibrium. For ζ c 1 only the low energy states are significantly explored, ≈ m, therefore equation (199) reduces to (200) with
Therefore we have shown that in the low temperature limit the two approaches coincide and this is reflected in the fact that the respective predictions for χ tend to be the same for ζ c −→ +∞. On the other hand, when the fluid becomes relativistic, the assumption about the shape of the perturbation becomes relevant. Considering that for large |p| we observe two different asymptotic behaviours:
as the temperature increases we expect the accordance to fail, as it can be seen in figure 3 . Substantially, our formulation models directly the evolution of the particle momentum distribution, which in the high temperature limit differs from the ansatz of [36] .
H. The role of degeneracy
The calculations in subsections VIII D, VIII E, VIII F and VIII G can be performed also for a degenerate Fermi gas. However, they cannot be approached analytically, so we will present here only the plot of mnχ as a function of the chemical potential, see figure 4 .
If µ < m we are in the non-degenerate limit and we recover the results of the previous subsections. In particular, in this limit mnχ does not depend on µ, so we obtain the plateau that can be seen in figure 4 for low µ. When µ > m, however, mnχ −→ +∞. To understand this, consider the definition of the susceptibility given in equation (187). In the variations performed to compute the second derivative one has to change only the shape of the distribution, keeping the same density of particles and entropy. However, in a degenerate gas, f h 3 p /g is everywhere 1 or 0, apart from a thin shell of momenta around the Fermi surface, whose thickness is proportional to the temperature. So only a small fraction of electrons near the Fermi momentum is involved in the variation. Since we are dividing by the whole energy per particles, C −→ 0. As a result, mnχ −→ +∞, see equation (189).
In the degenerate limit the ratio χ EOS /χ IS −→ 1, which can be explained with a simple argument. Following [36] , we introduce
It is possible to check that in our theory
Analogously to what we did in the previous subsection we note that for small displacements from equilibrium we have
However in a degenerate gas the momenta which are involved moving out of equilibrium are a thin shell near the Fermi surface, so we can impose p = p F + q, with q small. So we can expand the last term and find
(206) Defining
we arrive at the form
On the other hand, [36] assume a near-equilibrium distribution function of the form
Making the same expansion we obtain
Then, noting that we can define we recover (208). Considering that far from the Fermi surface f h 3 p /g can be approximated to 0 or 1, we have shown that the prescription for the shape of the distribution function near equilibrium, in the degenerate limit, presented in [36] coincides with ours. The only difference between the two approaches is given by the fact that we are using different charts, but the manifold Z is the same. Since all the physical quantities are independent from the initial chart which is employed in kinetic theory, the two theories are the same and χ EOS /χ IS −→ 1.
In figure 5 we show a plot of the behaviour of the ratio between the predictions of χ according to our equation of state and of [36] for particles having the mass of the nucleons. To emphasize possible differences, the plot refers to the non-degenerate limit. figure 4 ), because as the degeneration increases the function goes to 1.
IX. FROM TRANSPORT EQUATIONS TO BULK VISCOSITY
In the previous section we have shown how a kinetic description of an ideal gas can be used to compute the quasi-equilibrium equation of state. It is, however, possible to start directly from a relativistic transport equation and prove that the hydrodynamic description presented in section III can be derived from it. We report here the steps of this proof as a final demonstration of the coherence and universality of the approach. In order to simplify the equations we will work in the context of special relativity in Minkowskian coordinates.
A. The continuity equations of kinetic theory
The evolution equation of the single-particle distribution (assuming absence of external forces) in a flat spacetime is [21] 
where C is a collision term. Let us introduce the transport fluxes
and the collision tensors 
They are totally symmetric tensors and, using (212), satisfy
Note that ϕ ν (0) = n ν and ϕ νρ (1) = T νρ [21] . Conservation of particles and energy-momentum in the collisions imply
and (215) for N = 0 and N = 1 respectively become
in accordance with (32) and (34) . We can, now, introduce the tensors
It can be seen that
Since ϕ ν (0) has only one index, T νρ (0) is not well defined, but we extend the definition imposing
Applying the divergence to the first equation of (218) we obtain the continuity equations
where we have introduced the scalars
B. The local isotropy assumption
Now we need to impose the condition that bulk viscosity is the only dissipative process occurring in the system. This, in section III, was encoded in the requirement of local isotropy in the reference frame of the fluid element. Therefore, in accordance with that approach we assume that in each point of the spacetime, f is invariant under rotations in the reference frame defined by n ν . Then, it is immediate to show that, defined (from now on we work with N > 0)
the tensors introduced in (218) have the form
This plugged into the continuity equations, we finḋ
For N = 1 we obtain (38) , sinceŨ (1) =Ũ and Ψ (1) = Ψ. The foregoing equation describes the evolution of the internal macroscopic degree of freedomŨ N , which is the particle average value of (p 0 ) N computed in the reference frame of the fluid. There are two contributions in the right-hand side: a collisional term, which represents the dissipative processes which tend to lead the system to local thermal equilibrium, and the direct effect of the expansion of the volume element.
C. The thermodynamics of the fluid It can be shown, see appendix A 6, that the infinite set of theŨ N , together with n, contains the same amount of information as f . On the other hand, in order for a hydrodynamical description of the fluid to be possible, we need to assume that only a finite number of them is necessary to know the macroscopic local state of matter. Therefore we can impose that
is a global chart of the manifold of the thermodynamic states. This is equivalent to saying that all theŨ N for N > l can be written as functions of v and theŨ N with N ≤ l. As l grows we explore an hierarchy of more and more refined fluid theories. For l = 0 we have the barotropic perfect fluid, for l = 1 the finite temperature perfect fluid, for l > 1 we have more and more complicated models of bulk viscosity and, in the limit l −→ +∞ we recover full kinetic theory. We have written the manifold of states in the form (3), where theŨ N for N > 1 play the role of the α A . Now we need to introduce the vector field W f r . In the chart (226) it can be decomposed as
Its action on a thermodynamic variable gives the derivative of the variable with respect to the volume per particle along the curve drawn by the system in an expansion which is faster than the relaxation time-scale, see subsection II B. On the other hand, we show in appendix C that the aforementioned curve can be described in a parametric way, in the context of kinetic theory of weakly interacting gases, through the condition (C21). 7 Therefore, using the chain rule through equation (C22), we can write
(228) 7 We are working in the reference frame of the fluid element here.
Using the first definition in (223) and the fact that we are in the reference frame of the matter element, we find
On the other hand it is possible to verify that
hence we obtain
Note that, remembering equation (23), the above formula reduces to (41) for N = 1. Plugging (231) into (225) we obtaiṅ
If we impose the collision term to be zero, the above equation becomes
which means that in the absence of dissipation the thermodynamic variables change along the worldlines according to the transformation (C21), produced by the expansions and contractions of the volume element.
D. The chemical-like chart
Since the chart (226) has the form (3) and we have the vector field W f r , we can introduce a chart of the type (v, x s , x A ), 8 see subsection II B, with x A = x A (v,Ũ N ) adimensional variables satisfying the condition
Using the expansion (227), we find
where the partial derivatives are referred to the chart (226). We can compute the variation of x A along the worldlines of the matter elements. Using the chain rule we can writeẋ
with the aid of equations (232) and (235) we obtaiṅ
In the absence of collisions (dissipation), c A vanishes, so x A is constant along the worldline, recovering the frozen limit. This proves, directly from kinetic theory, since it is a consequence of the continuity equations (221), that it is always possible to find l coordinates out of l + 1 thermodynamic degrees of freedom which are altered only by the relaxation processes. The final step we need to make consists of showing that, near equilibrium, equation (237) can be rewritten in the form (48) . However this is not a hard task, in fact we can write the c A in the chart (v, x s , A A ) and expand near equilibrium (for small A A ):
Since the collision term C vanishes in equilibrium we need to impose c A (v, x s , 0) = 0. Defining
we conclude the proof.
E. The explosion of the degrees of freedom and the universality of the Navier-Stokes equation
At the beginning of section IX C we assumed that only a finite number ofŨ N were independent. This is a necessary condition to make the hydrodynamic description possible and is one of the fundamental assumptions invoked in sections II, III and IV. Although this may be a good approximation already for l = 2 (depending on the shape of the collision integral), this may not be always the case: we cannot exclude a priori that a large amount of variables are required to describe the fluid. The condition l → +∞ implies that there are infinite telegraphtype equations (79), making the hydrodynamic problem unsolvable. This pathological explosion of degrees of freedom is a symptom of the issue pointed out in subsection VIII A: in this system the existence of a hydrodynamic description is guaranteed only for τ H τ M . This problem marks a fundamental difference between the hyperbolic and the parabolic case. As pointed out in section IV C, in the hyperbolic case a large l implies more independent variables and, therefore, an increasing complexity. On the other hand, in the parabolic limit all the contributions add up, see equation (84), in the coefficient ζ which, alone, contains all the information about the thermodynamics and kinetics of the substance.
For this reason, even if l → +∞, in the parabolic limit the hydrodynamic theory is still possible, making Navier-Stokes a universal equation. Thus, a weakly interacting gas, whose bulk viscosity is produced by the relaxation of the momentum distribution to equilibrium, is a perfect example of a fluid which is efficiently described through Navier-Stokes, but which in the hyperbolic regime may need an l larger than 2, in contrast with what has been done up to now, as discussed in subsection II A.
X. CONCLUSIONS
We derived, from first principles, a general hydrodynamic description for bulk-viscous fluids in General Relativity, that builds on the covariant multifluid formalism of Carter and collaborators [13, 15, 16] and naturally allows for a symmetric hyperbolic form of the system [9] and causal solutions. The present theory is thus well suited for numerical applications.
Our model is not based on near-equilibrium assumption, but only a time-scale separation between the equilibration of a restricted (tractable) number of macroscopic degrees of freedom and all the microscopic ones. We have proven that this can always be recast into a multicomponent single fluid with a number of currents which grows with the number of out-of-equilibrium degrees of freedom.
In this context, dissipation is modelled as chemical transfusion, even in the absence of real chemical reactions. The chemically-induced bulk viscosity in neutron stars has been shown to be the simplest particular case of our description, and the dependence of the effective bulk viscosity coefficient on the frequency, generally derived from a perturbative approach [53] as been shown to arise directly from the telegraph-type form equations in our model. There is thus an unambiguous link between the coefficients of our model and the equation of state, for any fluid mixture with an arbitrary number of components.
The model of Israel & Stewart [36] has been proven to emerge as an expansion near equilibrium, and we give a formula for its coefficients in the chemically-induced case. Varying the dynamical time-scale of the hydrodynamics, different regimes of the theory can appear, such as the fast limit in which the new degrees of freedom appear to be frozen on the hydrodynamic time-scale, and the slow limit in which the parabolic Navier-Stokes equations are recovered.
The approach has been, finally, employed in the context of the kinetic theory of ideal gases of fermions (with the neutron star problem in mind). This has provided a proof of the fact that bulk viscosity vanishes in the non-relativistic and in the ultra-relativistic limit. In the intermediate case we have derived the equation of state for the out-of-equilibrium gas in a minimal model with l = 2 (i.e. allowing for the equation of state to depend on temperature and an additional variable), and calcu-lated the bulk viscosity coefficients. In the degenerate and cold limit, applicable to a mature neutron star, our results coincide with those derived from the theory of [36] . At higher temperatures, for T 1 MeV (i.e. T 10 10 K) however, while the behaviour is qualitatively similar, there are quantitative differences between the two approaches, as our formulation models directly the evolution of the particle momentum distribution, which in the high temperature limit differs from the ansatz of [36] .
The results of this paper are applicable to a number of astrophysical problems in which a general relativistic description of dense, viscous matter is needed, including numerical studies of a binary neutron star merger and its remnant, but also for the damping of modes of oscillation of compact as well as classical stars.
Bulk viscosity of non(ultra)-relativistic ideal gases
We have constructed the coordinates x A in a way that W f r (x A ) = 0, see equation (9) . Expressing this condition in the chart (v, x s , A B ) we find
The requirement that the curves generated by W f r starting in the equilibrium surface (given by the conditions A B = 0) are entirely contained in the equilibrium surface itself is expressed by the tangenciality condition W f r (A B ) = 0 ∀B whenever all the A B vanish, leading to
As it can be seen from equation (65), the condition (A10) immediately implies that Π vanishes. Furthermore, one can easily verify from equation (71) that if a fluid element is prepared in a local equilibrium state, then A B = 0 ∀B along its worldline, provided that (A10) holds. Thus we have proven that the bulk viscosity is zero whenever W f r (A A ) = 0 in equilibrium. However this must always be true for non-relativistic and ultra-relativistic gases. In fact, starting from (10), one can immediately prove the Maxwell relation
However for a non(ultra)-relativistic gas we have that, independently from the fact that the fluid element is in thermodynamic equilibrium or not,
This is a kinetic identity which holds for any isotropic f . Note that in the ultra-relativistic case one has to formally set m = 0. Using (A12), equation (A11) becomes
which implies that in equilibrium
Affinity of a diluted relativistic gas
According to (10) the affinity associated to ζ c is
Using the results of section VIII, it is possible to check that the affinity can be written as the sum of three terms:
Now we only need to check that for λ = 1 we find A = 0. Note that for λ = 1
When we plug these formulas into the expression for A we find that the three terms cancel out, leaving
which is what we wanted to prove.
The second derivative of the energy in the generalised reaction coordinate
Using (A16) and the definition of A we that we need to compute
(A21) However we need to compute the result only in equilibrium, so we can use this fact to simplify the formulas, for example
We have employed the fact that in equilibrium the affinity vanishes and that the first equation of (A18) holds. With direct calculations one can show that in equilibrium
Plugging these results into (A21) we find
(A25)
Using the formulas of (185) it can be further simplified to reach the form
(A26) 6 . The moments of single-particle distribution
Working in the reference of the matter element we have that f can be seen as a function of p 0 . In particular we can introduce 
where z is an arbitrary complex number with positive real part. Under this condition we can bring the series in the integrals presented in (A28), giving F (z) = +∞ 0 e −zp 0 I(p 0 )dp 0 .
This is the Laplace transform of I, which can be inverted, so we arrive at the formula
where L −1 is the inverse Laplace transform. This proves that, if n and all theŨ N are known, then it is possible to reconstruct I and therefore f .
Appendix B: Absence of a macroscopic criterion to constrain the temperature
In this appendix we explain the physical origin of the ambiguity in the definition of the temperature exposed in subsection II E. Let us consider the homogeneous fluid in the box described in subsections II A and II B. If we take the limit
the variables x A can be considered constants of motion. We are essentially switching off the microscopic processes at the origin of their relaxation. Imagine in this limit to put the system in contact with an ideal constant temperature heat bath, with temperature Θ H = const. This is an effectively infinite mass-energy reservoir characterized by the equation of state
where E H is the energy measured in the frame of the walls. The second principle of thermodynamics, combined with the conservation of the total energy, tells us that after an equilibration process the substance in the box will reach the state which minimizes the quantity
Therefore, considering that N is assumed fixed (no exchange of particles happens), we find that we have to impose
Imposing that the walls are fixed (δv = 0) and that the interaction with the bath does not destroy the conservation of x A (δx A = 0), the only condition we get is
When a system is in thermal equilibrium with a bath, its temperature must coincide with Θ H , so we can interpret Θ as the generalization of the notion of temperature to quasi-equilibrium states. Now let study the evolution of the variables y B , introduced in (18) , during the process of equilibration with the bath. Considering that v and x A are constant, we find (B6) Now let us assume that the y B are built in a way that Θ = Θ , see (20) . Then there must be a B such that
so, in general, during the evolution we will have
This reveals where the ambiguity in the definition of the temperature comes from: since the interaction with the bath modifies the values of energy and entropy of the fluid, if we assume that the x A are constant we will necessarily find that some of the y B are no more conserved and vice versa. Therefore the ambiguity in the definition of the temperature reflects the fact that there is no macroscopic criterion to decide which set of possible variables x A is conserved in the interaction with an ideal heat bath.
To solve the ambiguity, if possible, one has to study the dissipative processes involved in the relaxation of the system to thermodynamic equilibrium and understand if there is a particular choice of the variables x A which is more reasonable to be conserved in an interaction with an ideal heat bath. This is a problem of kinetic theory which goes beyond a pure thermodynamic description.
Let us assume that an unambiguous criterion to determine whether a state variable is conserved in the interaction with the bath exists and that there are two alternative complete sets of l − 1 coordinates, x A and y B (conserved in the adiabatic expansions), satisfying this criterion. Then combining the constraint (21) with the fact that the left-hand side of (B6) must be equal to zero, we find that
removing all the ambiguities. Note that, even in this case, the chemical potential is not gauge invariant out of equilibrium. In fact, from (15) , it is easy to see that, if (B10) holds, then
This can be independently derived from the observation that we can define the quantity
which can be considered a gauge-invariant (for chemical gauges of the kind (B9)) chemical potential of the fluid.
Appendix C: Adiabatic expansion of ideal gases
In this appendix we derive the formula for the transformation of the particle distribution function f under an adiabatic expansion. Our derivation consists of two steps.
Consider a single particle which is bouncing inside a cubic box of volume V = L 3 . Suppose that the box is expanding infinitely slowly, then we have that dp j p j = − dL L ,
where p j is the absolute value of the component j of the momentum of the particle (the component of the momentum changes sign in any collision with the walls, therefore we consider only the absolute value). We give two proofs of this formula.
Proof from special relativity
Let us study what happens when the particle collides with the moving wall which is normal to the direction 1. Before the collision the four-momentum of the particle is ( , p 1 , p 2 , p 3 ). It is convenient to boost to the wall's frame, which is moving with infinitesimal velocity w. In this frame the four-momentum of the particle is (γ − γwp 1 , γp 1 − γw , p 2 , p 3 ),
with γ = (1 − w 2 ) −1/2 . The walls are perfectly reflecting, therefore in this frame after the collision we have (γ − γwp 1 , −γp 1 + γw , p 2 , p 3 ).
Transforming back to the original frame we find that the momentum after the collision is p ac 1 = γ 2 (−p 1 +2w −w 2 p 1 ) p ac 2 = p 2 p ac 3 = p 3 .
(C4) Considering that w is infinitesimal we can neglect the order w 2 , obtaining that
therefore the variation of the modulus of the momentum induced by a collision is (dp) 1coll = −2w .
Assuming that only one of the two opposite walls is moving, then in a time dt (sufficiently long to have many collisions with the wall, but sufficiently short to produce a small displacement of the wall) we have that dL = wdt.
The number of collisions of the particle with the wall is
where v 1 is the absolute value of the the component 1 of the velocity of the particle. The variation of the modulus of the momentum during dt is dp 1 = N coll (dp) 1coll = − v 1 dL L .
(C9)
In the context of special relativity it must be true that p 1 = v 1 both in the massive and massless case, so we find equation (C1).
Proof from quantum mechanics
The Hamilton operator of the particle in the box has the formĤ = (p) + V w (x).
(C10)
is the kinetic energy and depends only on the modulus of the momentum, V w is the potential energy of the walls, it is zero inside the box and infinite outside. It is known that the eigenstates of such a Hamiltonian are the normal modes
where a j ∈ N. The walls are located in x j = 0 and x j = L. The quantities
can be interpreted as the average moduli of the corresponding components of the momenta and it is true that
Now, according to the adiabatic theorem, if the walls move infinitely slowly, then a particle which at the beginning of the expansion is occupying the eigenstate ψ a at the end of the evolution will occupy the eigenstate ψ a associated to the final Hamiltonian. This means that if L → L , then
or, alternatively, d(p j L) = 0,
The final coherence test consists of verifying that the entropy per particle is conserved in this transformation, proving that it is adiabatic. The first step of the proof consist of realising that the transformation (C21) implies that, see (153), σ λ (p) = σ(λp).
(C27)
Plugging this result in the formula for s λ , see (152), and changing variable in the usual way we get
Taking the ratio with (C22) we find that x s does not vary with λ, which is what we wanted to prove.
