Abstract. We extend the definition of the refined topological vertex C to an n-coloured refined topological vertex C n that depends on n free bosons, and compute the 5D strip partition function made of N pairs of C n vertices and conjugate C ⋆ n vertices. Using geometric engineering and the AGT correspondence, the 4D limit of this strip partition function is identified with a (normalized) matrix element of a (primary state) vertex operator that intertwines two (arbitrary descendant) states in a (generically non-rational) 2D conformal field theory with Z n parafermion primary states.
1. Introduction 1.1. Background. In a 2D conformal field theory, a correlation function is a sum of (or an integral over) products of holomorphic and anti-holomorphic conformal blocks. Methods to compute the conformal block include 1. making use of a null state that flows in an internal channel in the block to derive and solve a differential equation for the block [22] , 2. representing the conformal block in terms of a Coulomb gas of charges with a background charge and screening charges, then evaluating the conformal block as an integral over the positions of screening charges [63, 31, 32] , and 3. using the analytic properties of the conformal block to derive and solve a recursion relation that can be solved for the block [72, 73] . These methods are powerful and lead to deep insights into the analytic structure of the conformal blocks, but they are also non-algorithmic in the sense that the answer cannot (in general) be written explicitly and directly, and become complicated to apply in the presence of vertex operators of a sufficiently-large highest-weight charge 1 , and for 5-and higher-point conformal blocks 2 .
1.2.
Conformal blocks as products of normalized matrix elements. An algorithmic approach to compute the conformal blocks is to regard them as products of matrix elements M 2D of primary-state vertex operators, between arbitrary descendant states, normalized by Shapovalov matrix elements, but no closed-form expressions for these matrix elements are known 3 .
1.3. From 2D conformal blocks to 4D instanton partition functions. An approach to compute the normalized matrix elements M 2D in closed form is the AGT correspondence [3, 59, 69] , which applies to W N × H conformal field theories, where the W N algebra, generated by chiral spin-2, spin-3, · · · , spin-N currents, is augmented by a Heisenberg algebra H generated by a chiral spin-1 current 4 . The AGT correspondence identifies matrix element M 2D in 2D W N × H conformal field theories and instanton partition functions Z 4D N , in 4D N = 2 supersymmetric Yang-Mills theories with matter in bifundemental S U   N   representations.
1.4. From 4D instanton partition functions to 5D strip partition functions. The 4D instanton partition function Z
4D
N is engineered by the 4D limit of a 5D topological string strip partition function S 5D N [55, 56] , obtained by gluing topological vertices [48, 1, 8, 9, 50, 49] . In this sense, a topological vertex is the most fundamental building block of the correlation functions in a 2D conformal field theory.
1.5. 2D parafermion conformal field theories. In [4, 5, 18, 13-15, 18, 21, 23, 25, 26, 52, 67, 70] , and other works, 4D instanton partition functions on C 2 /Z n were related 5 , using an extension of the AGT correspondence, to matrix elements in non-rational 2D conformal field theories based on the algebra
. However, no relation to 5D topological string partition functions and topological vertices was made.
1.6. In this work. 1. We propose an extension of the refined topological vertex C of [50] , constructed using a single free boson, to a refined topological vertex C n constructed using n free bosons, and a conjugate vertex C ⋆ n . 2. We compute S 5D N, n , the 5D topological string strip partition function that consists of N pairs of vertices, each pair consists of a single C n vertex and a single C ⋆ n . 3. We take the 4D limit of S 5D N, n of to obtain S 4D N, n , and identify the result, using geometric engineering [55, 56] , with Z 4D N, n , the 4D instanton partition function of matter in a bifundamental representation of SU   N   in R 4 /Z n . 4. We use the AGT correspondence, as defined in [4, 5, 13-15, 18, 21, 23, 25, 26, 67, 70] , to identify Z . We obtain the linear relation between the Kähler parameters of the 5D instanton partition function and the parameters of the corresponding A   N, n   matrix element, 6. We discuss in detail the differences in normalizations of these objects, and show that these differences cancel out when gluing matrix elements to compute conformal blocks.
1.7. Outline of contents. In section 2, we recall basic combinatorics that is used in the sequel, then in 3, we do the same for symmetric functions in infinitely-many variables, with emphasis on the Schur functions, Heisenberg algebras, and correspondences between them. In 4, we introduce the coloured refined topological vertex C n , and the conjugate vertex C ⋆ n . In 5, we compute S 5D N, n , the 5D SU(N) topological string strip partition function made of N pairs of of vertices. In 6, we compute S 4D N, n , the 4D limit of S 5D N, n , identify it with the 4D instanton partition function Z 4D N, n . In 7, we use the 5D strips to compute 5D web diagrams, then in 8, we take the 4D of the 5D web diagrams. In 9, we reproduce a 4-point conformal block computed in [5] , and in 10, we list a number of comments. 5 The action of Z n on C 2 = C 1 × C 2 is   z 1 , z 2   →   ω z 1 , ω −1 z 2   , where z 1 ∈ C 1 , z 2 ∈ C 2 , ω n = 1 [14] 6 Our notation for A   N, n   is adapted to that used in the present work and as such it differs, in an obvious way, from that used in the original papers. Further, we stress that the discussion of the conformal field theories in the original papers on the subject, and definitely in the present work, is restricted to non-rational conformal field theories. The space of states in rational theories based on A   N, n   contains degenerate representations with null states that require special treatment. 
Cells.
We use for a cell (a square) in the south-east quadrant of the plane, and refer to the coordinates of as 
Maya diagrams.
A Maya diagram is an infinite 1-dimensional lattice with a black stone or a white stone on each segment, the segments are labelled by a position coordinate c p , such that sufficiently far to the left, all stones are black, and sufficiently far to the right, all stones are white [61] . 
inclusive, carry black stones, and all segments from position 
Symmetric functions and Heisenberg algebras
We recall basic definitions related to symmetric functions, Heisenberg algebras and relations between them.
Exponentiated sequences. Given any two sequences of integers a a a
In particular, given a Young diagram with infinitely-many rows, but finitely-many rows are non-null,
For the purposes of section 4, we define the sub-sequence,
3.2. The power-sum symmetric functions.
The inner product of power-sum functions. Consider the ring of symmetric functions in a set of variables x x x =   x 1 , x 2 · · ·   , with constant coefficients. In this case, the power-sum functions are orthogonal in the sense of the inner product [58] .
, and a set of 
By definition, 
The Heisenberg algebra. In this work, a Heisenberg algebra H is an infinite-dimensional algebra generated by a a a 
are generated from the left-and the right-vacuum states,
Using the Heisenberg commutation relations, the inner product of a a a Y 1 | and | a a a Y 2 is, 
The left-and right-Schur states. Expanding the Schur functions in terms of the power-sum functions, then formally replacing the latter with Heisenberg generators, we obtain operator-valued Schur functions that act on left-and right-vacuum states to produce left-and right-Schur states,
The left-and the right-Schur states satisfy the orthogonality condition,
3.11. The Γ-operators. To the Heisenberg algebra H, we associate the operators Γ ± ,
Using the Heisenberg commutation relations Equation 3.13,
The action of the Γ ± operators on Schur states. In [43, 44] , identities that describe the action of the Γ ± operators on states labelled by Macdonald and by q-Whittaker symmetric functions, respectively, were derived. In the Schur limit, these identities reduce to,
To evaluate the expectation value in Equation 4.8, we normal-order the sequence Maya   Y   Γ ± to put all Γ c H + vertex operators on the right, and all Γ c H − vertex operators on the left. Since Γ-operators with different Heisenberg charges commute, the n-coloured vertex is a product of n components labelled by
Within each factor, we commute Γ-operators (all of which are built from the same Heisenberg algebra) using,
Since Γ c H + is attached to a segment in the borderline of Y, and Γ c H − is attached to an adjacent segment to the right of the former, the commutation relation, Equation 4.13, is the same as adding a strip of length n to Y. Repeating this process,
where to obtain the last equality, we used 4.6. 6. Normalization. We normalize the vertex, 
We have
The conjugate vertex. To form strips, we need the conjugate vertex which can be obtained by reversing the positions of the Maya diagram as shown in Figure 4 .1, that is, c p → −c p − 1. We repeat the same construction of the vertex outlined above. This time the sum of the exponent of the argument of Γ ± is related to c p in a different way.
. The strip diagram made of N pairs of n-coloured vertices and conjugate vertices. Each internal line is labeled by a partition and a Kähler parameter. Each external (horizontal) line is labeled by a partition. The external legs are preferred and labelled by Young's diagrams
V V V =     V 1 , c V 1   , · · · ,   V N , c V N     and W W W =     W 1 , c W 1   , · · · ,   W N , c W N     . = n−1 c H =0 (i, j) Y −Y i +i−1+c Y =c H mod n Y ⊺ j − j+c Y =c H mod n 1 1 − x −Y ⊺ j +i y −Y i + j−1 s Y 1 | n−1 c H =0                   ∞ j=1 Y ⊺ j − j+c Y =c H mod n Γ c H −   y j−1 x −Y ⊺ j   ∞ i=1 −Y i +i−1+c Y =c H mod n Γ c H +   x −i y Y i                     |s Y 2 =                Y A ,Y +L ,Y +1=0 mod n 1 1 − x −L ,Y y −A ++ ,Y                n−1 c H =0 Y s Y 1c H /Y   [y   −1 x −Y ⊺ ] −c H +c Y −1   s Y 2c H /Y   [x ι ι ι y −Y ] c H −c Y +1   After normalization, (4.21) C n, c Y * Y 1 Y 2 Y   x, y   = Z n Y   x, y   n−1 c H =0 Y s Y 1c H /Y   [y   −1 x −Y ] −c H +c Y −1   s Y 2c H /Y   [x ι ι ι y −Y ⊺ ] c H −c Y +1  
From coloured vertices to coloured N-strip partition functions
We construct 5D strip partition functions from N pairs of n-coloured refined topological vertices
for the vertex on the left and the conju-
We consider an N-strip partition function on C 2 /Z n shown in Figure 4 .2. The horizontal external legs are labelled by Young diagrams with
There are N horizontal external legs to the left labelled by,
There are N horizontal external legs to the right labelled by,
For an internal edge with diagram ξ ξ ξ i we define,
The external vertical legs are labelled by n null Young diagrams ∅ ∅ ∅.
5.1.
The unnormalized strip partition function. The unnormalized N-strip C 2 /Z n partition function can be written directly from Figure 4 .2,
where the summations are over all possible n-Young diagrams. Expanding the definition of the vertices and the conjugate vertices, we rewrite the above as,
where
Using the result of Appendix B,
The normalization of the strip. For n = 1, the normalized N-strip partition function on R 4 is obtained by normalizing
n > 1, we write the normalized strip partition function on R 4 /Z n as,
.6 and identity A.1,
6. From coloured 5D strips to coloured 4D instanton partition functions
We take the 4D limit of the 5D strip partition function to obtain the corresponding 4D instanton partition function.
6.1. Parameters. The parameters x, y of the coloured topological vertex and the parameters ǫ 1 , ǫ 2 of the instanton partition functions are related as,
6.2. The 4D limit. For n = 1, taking the 4D limit is straightforward because both the numerator and the denominator of S
For n > 1, this is no longer the case and S
, and to take the 4D limit, we must multiply the result by
We will not obtain a closed form expression for K, however, it is straightforward to show that,
Substituting the parameter identifications,
we obtain,
and,
6.3.1. Sign factors. To compare the 4D strip partition function to the 4D instanton partition functions, we introduce the sign factors,
where,
Abbreviations. We will also use the abbreviations, (6.12)
are identical up to possible sign differences, 
In other words, S
However, we show in the sequel that in computing linear as well as cyclic 4D instanton partition functions, we get exactly the same result by using S n, norm with an appropriate choice of framing factors, or by using Z n, norm .
From coloured 5D strips to coloured 5D web diagrams
We compute the web diagram constructed by gluing strip diagrams.
We write the expression of the linear and cyclic web diagram topological partition function directly from Figures 7.1 and 7.2 once the horizontal edge factors are specified. The answer takes the general form,
for every strip that in the diagram, and an edge factor for every internal horizontal edges. The range of summation in Equation 7.1 requires some discussion.
For n = 1, the summation is over the space of all possible N-Young diagrams because the moduli space of instantons on C 2 is connected and the localization theorem requires that we sum over the contributions from every fixed point, and each is labelled by N-Young diagrams. For n > 1, the moduli space of instantons over C 2 /Z n is a disjoint union of smaller spaces [45] , and the summation in Equation 7.1 is not over all possible charged N-Young diagrams, but restricted to certain series of charged Young diagrams. Following [5, 51] .1 can be restricted to one or more of these series. Next, we specify the edge factors. For the I-th internal horizontal line between S n, norm
. The linear web diagram constructed by gluing n N-strips diagrams. Each N-strips are linked to the next by a series of internal horizontal edges assigned with Kähler parameters s C iI and sum over all possible associated Young's diagrams V V
, we define,
with Q C iI = e −R∆ C iI and the framing factor f n i−1,i,i+1,I is, 12 u u u is related to the first Chern class of instanton gauge bundle c 1 ( [45, 5] .
This choice of framing factor is designed to take care of the sign difference between the conformal blocks calculated from Z n and S n,norm . When n = 1, the framing factor is,
N is given in terms of N-strip partition functions for linear and cyclic cases as follows, 7.0.1. Linear conformal blocks.
Cyclic conformal blocks.
The 4D limit of the 5D coloured web diagrams
As mentioned earlier, for n > 1, taking the 4D limit of the strip partition function requires multiplication by a power of R. The situation simplifies when taking the 4D limit of the entire web diagram partition function, since the required power of R factor in that case can be determined on the basis of which series of the charged Young diagrams the summation in Equation 7.1 is summed.
Given a pair of charged N-Young diagrams
respectively, the number of factors appear in Z n, num
For the web diagram partition function in Equation 7.1, where
with either linear or cyclic boundary conditions for 
with N ∅ i ,c is the number of Z n -charges in c c c ∅ ∅ ∅ i that are equal to c, i = 0, p + 1.
Cyclic conformal blocks.
Since the 4D limit of the edge factors are, 
Observing that,   
Now, we will show that in computing linear as well as cyclic 4D S U(N) instanton partition functions, we get the same result using S n, norm or Z n, 4D
where we have used Equation 6.15, 6.16 and 6.17 for the second equality. We also define,
The linear and cyclic conformal blocks take the form, 8.0.9. Linear conformal blocks.
We claim that Z n, linear block = S n, linear block and Z n, cyclic block = S n, cyclic block . Comparing Equation 8.13 to 8.18 and 8.14 to 8.19, the claim is equivalent to,
proving the claim.
A 4-point conformal block
We recover the 4-point conformal block in Equation (2.10) of [5] by gluing two strip partition functions.
Parameters. The Kähler parameters
, the mass parameters α 1 , α 2 , and the deformation parame-
9.2. The 4-point conformal block. Consider the 4-point conformal block constructed by gluing two n-coloured strip partition functions and
where z is a distance parameter, the summation is over a series of charged N-Young diagrams, and,
which is Equation (2.10) of [5] , for N = 2, p = 4 (in the notation of [5] , and the summation is over each of the
.6-7.8.
Comments and remarks
We collect a number of comments and remarks.
10.1.
A formulation in terms of n-coloured Young diagrams. We have refrained from discussing the n-coloured vertex in terms of n-coloured checkerboard Young diagrams, and in particular, we did not consider working in terms of n-cores and n-quotients [53, 57, 64] , because this was not needed and would have taken us far afield from our goal which is to reproduce the 2D parafermion matrix elements in [5] .
10.2.
The n-coloured vertex is not a product of n arbitrary refined topological vertices. The ncoloured vertex factorizes into a product of n refined vertices. However, it is not a product of n arbitrary refined topological vertices unless the Young diagrams that label the preferred legs of the component vertices mesh together to form the Young diagram that labels the preferred leg of the n-coloured vertex. 10.4. Rational models. In this work, we restricted our attention to generic, that is non-rational parameters and the corresponding conformal field theories. The relations between the parameters of the 5D strip partition function and the 2D matrix elements obtained in this work extend to the rational model, modulo 1. re-writing all parameters in terms of the screening charges α + and α − of the minimal 2D conformal field theory, and 2. restricting the Young diagrams that label the preferred legs to obey Burge-type conditions (to eliminate the nulls states), as in [6, 24, 19] . 10.5. The orbifold vertex [29] . In [29] , Bryan, Cadman and Young define Donaldson-Thomas invariants of Calabi-Yau orbifolds and introduce an orbifold topological vertex to compute them. The orbifold vertex is n-coloured in the sense that it is the generating function of plane partitions that are made of interlacing checkerboard n-coloured Young diagrams. However, the orbifold vertex differs (at least on a superficial level) from the n-coloured vertex introduced in this work in several technical respects. 1. The orbifold vertex is constructed in terms of one type of Γ ± -operators, which is equivalent to using one Heisenberg algebra, rather than n Heisenberg algebras as in the n-coloured vertex, and consequently, the orbifold vertex is in the form of a single sum of a bilinear of Schur functions (as in the refined topological vertex), while the n-coloured vertex is in the form of a product of n sums of bilinears of Schur functions, and 2. the cells of the plane partitions generated by the orbifold vertex are assigned n colours, and cells of different colours are assigned different weights, while in the case of the n-coloured vertex, all cells are assigned the same (trivial) weight 13 , 3. the orbifold vertex is not refined, while the n-coloured vertex is 14 . More generally, 4. The orbifold vertex computes topological string partition functions on orbifold Calabi-Yau (internal) spaces such as C 3 /Z n , while the n-coloured vertex computes topological string partition functions on the (Euclidean version of space-time) orbifolds C 2 /Z n . It is possible that there is a more general operator formalism that produces a more general vertex such that the orbifold vertex and the n-coloured vertex are special cases of the same object, but this is not clear at this stage, and is unlikely given that these two vertices compute different objects. 13 It is possible that there is the orbifold vertex can be formulated in terms of n free bosons that assign different colours to different cells, but this is nt clear at this stage.
14 Because of 1 and 2, the orbifold vertex is parameterized in terms of n parameters   q 0 , q 1 , · · · , q n−1   , while the ncoloured vertex is parameterized in terms of the equivariant deformation parameters   ǫ 2 , ǫ 1   , and the radius R. However, this is probably not a deep difference, and it is entirely possible that there is a refined version of the orbifold vertex.
10.6. The intertwining operator of the Fock representations of the quantum toroidal algebras of type A n [10] . Following the completion of this work, we learned that in [10] , Awata, Kanno, Mironov, Morozov, Suetake and Zenkevich introduced an intertwining operator of the Fock representations of the quantum toroidal algebras of type A n , and used these to obtain the instanton partition functions on C 2 /Z n
15
. Using AGT, these instanton partition functions are identified with the matrix elements discussed in this work, and as such, the intertwiner of [10] is identified with the n-coloured vertex introduced in this work. The differences between the two works are that 1.. The intertwiner of [10] is in Awata-Feigin-Shiraishi operator form [7] , which bypasses using symmetric functions, while the n-coloured vertex in this work is in the (more conventional) Iqbal-Kozcaz-Vafa symmetric-function form [50] , 2.. The focus of [10] is on the representation theory of quantum toroidal algebras, while that of the present work is making contact with the 2D matrix elements that the C 2 /Z n topological vertex formalism computes, with emphasis on the details, including the framing factors, the matching of the various normalizations, etc. In this sense, the present work complements [10] .
1. An identity. We prove a general identity, that is more general than that in Equation A.1, and from which the latter follows. A.1.1. Proposition. Let F : Z × Z → R be a function such that
 converges absolutely. Then, for any pair of Young diagrams V and W,
. Proof of the first equality in Equation A.2.
To simplify the notation, we write the 
For V = W = ∅, Equation A.2 is trivially true, and Z 2 + is populated by symbols
, and take ψ ∅∅ to be the restriction of the identity map to the sub-lattice Z Consider V to be arbitrary, and W = ∅. From the construction of ψ ∅V , all symbols in ψ ∅∅ are preserved, but get pushed to the right to make room for the embedding of V ⊂ Z 2 + . All the factors corresponding to symbols in ψ ∅∅ are eliminated when dividing by
, and we are left with the product
, so the identity is proven in this case.
Next, consider the general case where both V and W are arbitrary. From the above construction, the symbols in V ⊂ Z 2 + give the product,
It only remains to show that W along with ψ ∅∅ can be embedded in the Z 2 + \ V part of ψ WV . That is, the embedding of W must include the symbols that represent the factors in the product,
The contributions of ψ ∅∅ are eliminated when dividing
Now, keep V fixed, and add boxes to W, completing a row then moving to the next. The first box added to W shifts the second coordinates of the symbols on the first column of Z 2 down by 1. This is equivalent to pushing all symbols above the V 
Consider that W consists of a single row of length   n − 1   and can be embedded in ψ WV . Adding a box into the row of W, so that W is single row of length n, amounts to shifting the second coordinates of the symbols in the n-th column of Z 2 down by 1. Take The number of symbols introduced is equal to |N n |, which is always one more than the number of symbols replaced. Therefore, all symbols that belong to W before we added the box but not after, must be replaced. Since all the original symbols of ψ ∅∅ are preserved, we have an embedding of a single row of any size W and ψ ∅∅ into ψ WV as required.
Since we work with Young diagrams, shifting the second coordinates of symbols in the n-th column of Z 2 down by 1 can only be done if we have done it for column 1, · · · , n − 1. Moreover, the operation preserves all but those symbols it created itself in column 1, · · · , n − 1. When we add boxes to the next rows of W, the embeddings of all previous rows of W along with ψ ∅∅ are preserved. Adding the i-th row of W is exactly the same as adding the first row, except that all the second coordinates of symbols in every columns that concern us have already been shifted down (i − 1)-times. So, wherever we introduce a new symbol 
where, for clarity, we wrote the right hand side in detail. Re-writing this in terms of F   m, n   and the Young diagrams V and W, (A.5) 
Therefore, once we prove the following general result, 
