In this paper we propose a new face recognition system based on a biologically-inspired ltering method. Our work di ers from previous proposals in (1) the multi-stage ltering method employed, in (2) the pyramid structure used, and most importantly, in (3) the prototype construction scheme to determine the models stored in memory. The method is much simpler than previous proposals and relatively inexpensive computationally, while attaining error rates as low as 5%, very close to the best reported results.
I. Introduction
Automatic face recognition is an extremely important task. Boosted by commercial demands for face recognition systems, a wide range of proposals has been advanced in the present decade. Starting with the in uential Eigenfaces approach by Turk and Pentland 10] , a number of approaches have attained high levels of performance in face databases, in many cases with recognition rates over 90%. Besides the successful Eigenfaces approach, researchers have proposed the use of geometrical features, template matching, graph matching, as well as neural-network and probabilistic approaches to solve the problem. Despite the success of many of these methods, they involve very costly computational schemes. For example, neural network approaches involve expensive training phases (although these may be done o -line).
Several recent investigations have employed the Olivetti Research Laboratory (ORL) face database in order to assess their methods 1 . For example, recently, Lawrence et al. 6 ] proposed a convolutional neural-network approach and were able to obtain an error rate as low as 3.8%, improving on the previously best gure of 5%.
In this paper we propose a new face recognition system based on a biologically-inspired ltering method. In recent years, early visual system lters have been applied successively in a number 1 The ORL database is available at http://www.camorl.co.uk/facedatabase.html.
1
of computer vision problems, notably in object recognition 1, 4, 7, 9] . Our work di ers from these methods in (1) the multi-stage ltering method employed, in (2) the pyramid structure used, and most importantly, in (3) the prototype construction scheme to determine the models stored in memory. Finally, our method has the advantage of being much simpler than previous proposals, and relatively inexpensive computationally, while attaining error rates as low as 5%.
II. Image Representation
An important design consideration regards the form of the input representation employed for recognition. Given the raw image, pre-processing must produce a feature vector that supports robust recognition. In the present work we generate an input representation that is based on cell responses of the early visual system. Both unoriented (center-surround) and oriented lters are Multiple scales are important as they provide sensitivity to image structures of di erent sizes, a feature that is important for object recognition. Accordingly, complex cell maps were generated for four spatial scales. The smallest spatial scale was sensitive to local structures (i.e., on the order of a few image pixels), while the largest was sensitive to large image regions. The complex cell maps were then organized in a four-level pyramid structure 2] through the downsampling of information (see Appendix).
III. Memory Structure
A. Prototypes A simpli ed version of a Fuzzy ART neural network 3] is employed to store the models and for recognition ( Figure 1) . A Fuzzy ART network contains an input layer, and an output, or category, layer. The rst layer receives the incoming input (e.g., a transformed version of an image) and sends it, via a set of weights, to the category layer. In that layer, the output nodes are activated more or less according to how well the incoming input matches the set of weights. The most activated node is said to code the incoming input (all others are then shut o ). In essence, the Fuzzy ART network (and ART networks in general) can be said to code the incoming inputs with a correlation-type similarity measure that is implemented through the set of weights and the activation rule of the output layer. Herein we do not utilize a standard version of the Fuzzy ART network. Instead of setting the weights through the usual unsupervised learning process, we synthesize them directly according to three supervised construction rules. The fuzzy{and rule determines that the prototype, or code, for a given set of n images is given by fuzzy-and(C 1 ; C 2 ; : : : ; C n ) = min(C 1 ; C 2 ; : : : C n )
where the C i are the complex cell representations for the image I i (for a given resolution and pyramid level), and the operator min is applied for every spatial location p of the image. Figure 2 shows the prototypes generated for a set of images. The fuzzy{and rule is directly inspired by the learning procedure of Fuzzy ART in which categories are formed by applying this fuzzy operator on the set of inputs that are coded by a given output node. Hence, the established codes can be interpreted as \intersections" of all coded inputs. Note however, that in standard Fuzzy ART such process occurs in an unsupervised manner. In the present version, the set of inputs that are combined to created a prototype are speci ed externally to represent the class in question. For instance, ve di erent images of a person's face may be used to generate the prototype in question (as in Figure 2 ).
Figure 2 around here
The second prototype construction procedure is given by the average rule:
average(C 1 ; C 2 ; : : :
where again the averaging is performed for all spatial positions p. As expected the associated prototypes will have a higher degree of \blurring" because of averaging (see Figure 2 ).
The nal prototype construction rule is the simplest of them all with the prototype being set to one randomly selected exemplar of a class:
where k determines which of the instances of C will form the prototype.
B. Recognition
For recognition we employ the standard coding procedure of Fuzzy ART 3] . Given an input I and a set of weights W j for every output node j, we compute the activation of the output node j:
T j = jI^W j j + jW j j (4) where is a small constant, a^b = min(a; b) is the fuzzy AND operator, and jXj = P i X i (where X is a vector). The node J with the highest activation is selected:
T J = max(T j : j = 1 : : : n):
The
IV. Results and Conclusions
We have assessed our recognition method with the ORL database. The raw input luminance distributions comprised images of a single person from the database. Table 1 
). This results is important because it employs the ltering and pyramid representation but does not make use of image combination for prototype construction. Therefore, it provides a baseline performance with which to compare the remaining results. As can be seen, recognition is very poor for high resolutions but reaches reasonable levels for coarser resolutions (although still poor). According to Table 1 performance is best for a coarse level of representation (pyramid level 2). Overall, recognition is poor for a high resolution, improves as resolution is decreased, until it again deteriorates for the coarsest resolution (pyramid level 3). Table 1 : Face recognition with the ORL database. Average error rates as the number of images used for prototype construction is varied. Results are the average of all possible combinations with the ORL database (e.g., all combinations of 3 images given the 10 exemplars per person). Only images not used for prototype construction were tested. Note that the last column contains the same results for both methods since for this case there is no combination of images.
The results indicate that spatial ltering and the pyramid structure, when combined with the prototype construction rules are e ective means of capturing the essence of face images. In particular, the average construction rule proved the best strategy. The number of images used to generate the prototypes is also an important factor in obtaining representative prototypes. With 7 images per prototype, the average error rate was as low as 4.56%. It should be noted that for some simulations the error rate for the average construction rule was as low as 0.0% for 7 images (levels 2 and 3), 1.0% for 5 images (level 2), and 5.71% for 3 images (level 2).
The present method exhibits robustness with respect to small planar and depth rotations of the images, as evidenced by the distortions present in the images of the ORL database (see Figure 2 for examples). Thus, although no explicit preprocessing is employed to compensate for rotations (such as the log-polar transform), the present system performs well when they are present. As stated above (see Table 1 ), the pyramid level and the number of images employed in prototype construction are key parameters in this respect.
The method proposed here obtained excellent performance in face recognition as assessed with the ORL database. It obtains results comparable to other well performing methods in the literature (see 6]), while being less costly computationally. Complex cell maps are obtained by simple ltering operations that may be optimized in software and even hardware (e.g., by performing them in the Fourier domain). The same is true for the associated pyramid structure. Moreover, unlike neural network approaches that involve very costly training procedures (with many thousand iterations), the synthesis of prototypes is straightforward. This is especially critical for databases that change through time with the addition and deletion of members. Note that for both the fuzzy-and and average rules, a new member can be added by simply combining it with the previous prototype of the entire (previous) database. Other methods, including the popular Eigenfaces 10] and neural network approaches 6], must recompute its costly representation on the basis of the whole new database. Overall, the bulk of the computational cost of the present model is that of ltering the images, which as stated above, can be optimized. Note also, that many important models also perform some form of image ltering (albeit at times in simpli ed form 6,10]) which is indispensable for tolerance to overall illumination, for instance.
Therefore, the present system o ers a potential alternative to existing methods when the images do not contain large deformations, such as large rotations in depth. At the moment we are evaluating the system more extensively with di erent types of objects to assess the generality of the approach.
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Below we formalize the three computational stages involved in obtaining the complex cell map.
For more details see 5, 8] . Code for the system was developed in C and run on UltraSparc Sun
Workstations under Unix. ...
