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Abstract
We consider the problem of learning a causal graph in the presence of measurement
error. This setting is for example common in genomics, where gene expression
is corrupted through the measurement process. We develop a provably consistent
procedure for estimating the causal structure in a linear Gaussian structural equation
model from corrupted observations on its nodes, under a variety of measurement
error models. We provide an estimator based on the method-of-moments, which can
be used in conjunction with constraint-based causal structure discovery algorithms.
We prove asymptotic consistency of the procedure and also discuss finite-sample
considerations. We demonstrate our method’s performance through simulations
and on real data, where we recover the underlying gene regulatory network from
zero-inflated single-cell RNA-seq data.
1 Introduction
Determining causal relationships between a set of variables is a central task in causal inference with
applications in many scientific fields including economics, biology and social sciences [9, 17, 21].
Directed acyclic graph (DAG) models, also known as Bayesian networks, are commonly used to
represent the causal structure among variables. Learning a DAG from observations on the nodes
is intrinsically hard [6], and in general a DAG is only identifiable up to its Markov equivalence
class [29]. In addition, in many applications there may be latent variables. While various algorithms
have been developed to learn DAGs with latent variables [7, 26, 27, 31], without restrictions on the
latent variables there may be infinitely many DAGs that can explain the data [20], in which case the
model is of little use for further interpretation and analysis.
Restrictions on the latent variables can improve model identifiability. In this paper, we consider the
problem of causal discovery with measurement error, where each latent variable has exactly one
corresponding observed variable (corrupted observation of the latent variable), which serves as its
anchor, and the goal is to infer the causal relationships among the latent variables; see Figure 1a. For
instance in social sciences, the beliefs of people cannot be directly measured, but surveys can provide
a noisy version of the latent variables, and we may be interested in inferring the causal structure
among the latent beliefs. Similarly, in biological applications measurment error needs to be taken
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(a) Anchored Causal Model (b) Dropout (c) Imputation
Figure 1: (a) Anchored Causal Model with latent variables Zi and their corrupted observed coun-
terparts Xi (anchors). (b) Simulated Gaussian random variables before (top) and after dropout with
probability 0.5 (bottom). (c) Imputed RNA-seq data (top) and raw data with dropout (bottom).
into account, e.g. when measuring brain signals using functional magnetic resonance (fMRI) or gene
expression using RNA sequencing.
While the method developed in this paper can be applied generally to causal inference in the
presence of measurement noise, we will showcase its use on learning the underlying gene regulatory
network from single-cell RNA-seq data [13]. Such data is known to suffer from dropout [33], which
manifests itself as false zeros due to too little starting RNA or technical noise. In single-cell RNA-seq
experiments, it is estimated that such false zeros occur with a probability of 24-76% across current
state-of-the-art technologies [33]. Applying causal inference methods directly to such data may lead
to biased estimates, where negatively correlated variables may appear positively correlated due to
dropout; see Figure 1b. Currently, the typical approach for dealing with dropout is to first impute
gene expression data [28]. However, this may introduce artificial dependencies (Figure 1c) that
may be detrimental for learning the correct causal model. It is therefore of great interest to develop
algorithms that directly learn the causal structure among the latent variables from the corrupted data.
Zhang et al. [32] considered the problem of learning a causal DAG model under measurement error
as in Figure 1a, but restricted the measurement error to be independent from the latent variables. For
many applications, including modeling dropout in single-cell RNA-seq data, this assumption is too
restrictive. Halpern et al. [12] considered more general anchored causal models than in Figure 1a, but
only in the binary setting. Silva et al. [24] considered a similar model for continuous distributions,
but under the assumption that the dependence between latent and observed variables is linear, an
assumption that is too restrictive for many applications. Inspired by topic modeling, the authors
in [2] proposed a causal discovery method for DAGs with various levels of latent variables, but under
the assumption that the latent variables are non-Gaussian and have sufficient outgoing edges for
identifiability of the model.
The main contributions of this paper are as follows:
• We introduce anchored causal inference to model causal relationships among latent variables
from observations with measurement error in the Gaussian setting.
• We develop a provably consistent algorithm based on the method-of-moments to identify
the causal structure (up to Markov equivalence) among the latent variables for a flexible
class of measurement error models, including non-linear dependence on the latent variables.
• In particular, we derive a consistent estimator for partial correlations and a consistent
conditional independence test when the measurement noise is dropout.
• We present experimental results on both simulated and single-cell RNA-seq data, showing
that our estimator, which takes into account measurement error, outperforms standard causal
inference algorithms applied directly to the corrupted data.
2 Preliminaries and Related Work
Let G = ([p], E) be a directed acyclic graph (DAG) with nodes [p] := {1, . . . , p} and directed edges
E. We associate a random variable Zi to each node i ∈ [p]. We denote the joint distribution of Z =
2
(Z1, . . . , Zp)
T by P and assume that Z is generated by a linear Gaussian structural equation model:
Z = BTZ + , (1)
where B is the weighted adjacency matrix of G and  ∼ N p(pi,Ω) with Ω = diag(ω21 , · · · , ω2p). We
consider the problem where only a noise-corrupted version of Z is observed. We define X1, · · · , Xp
to be the observed variables (anchors) generated from the latent variables Z1, . . . , Zp by a noise
process Xi = Fi(Zi), where Xi has non-zero variance; see Figure 1a. We aim to learn the DAG G
associated with the latent variables Z.
The majority of literature in causal inference assumes causal sufficiency, i.e. no latent variables.
A standard approach for causal structure discovery in this setting is to first infer the conditional
independence (CI) relations among the observed variables and then use the CI relations to learn the
DAG structure [27]. However, since multiple DAGs can encode the same CI relations, G can only be
identified up to its Markov equivalence class (MEC). An MEC can be represented by a CPDAG, a
partially directed graph whose skeleton (underlying undirected graph) is the skeleton of G and an
edge is directed if it has the same direction for all DAGs in the MEC [3, 29]. Various algorithms have
been developed for learning a CPDAG under causal sufficiency [5, 25, 27], most prominently the PC
algorithm [27], which treats causal inference as a constraint satisfaction problem with the constraints
being CI relations. The PC algorithm is provably consistent, meaning that it outputs the correct MEC
when the sample size n→∞, under the so-called faithfulness assumption, which asserts that the CI
relations entailed by P are exactly the relations implied by separation in the underlying DAG G [27].
In the presence of latent variables, identifiability is further weakened (only the so-called PAG is
identifiable) and various algorithms have been developed for learning a PAG [7, 26, 27, 31]. However,
these algorithms cannot estimate causal relations among the latent variables, which is our problem of
interest. Leung et al. [16] study identifiability of directed Gaussian graphical models in the presence
of a single latent variable. Zhang et al. [32], Silva et al. [24], Halpern et al. [12] and Anandkumar et
al. [2] all consider the problem of learning causal edges among latent variables from the observed
variables, i.e. models as in Figure 1a or generalizations thereof, but under assumptions that may
not hold for our applications of interest, namely that the measurement error is independent of the
latent variables [32], that the observed variables are a linear function of the latent variables [24], that
the observed variables are binary [12], or that each latent variable is non-Gaussian with sufficient
outgoing edges to guarantee identifiability [2].
3 Anchored Causal Inference
In the following, we first describe the assumptions of our Anchored Causal Model, then motivate
the model by the application to learning the underlying gene regulatory network from zero-inflated
single-cell RNA-seq data, and finally provide an algorithm for anchored causal inference and prove
its consistency under the model assumptions.
Model Assumptions (Anchored Causal Model).
(A1). Given a DAG G = ([p], E), the latent variables Z = (Z1, . . . Zp) are generated by a linear
Gaussian structural equation model (see (1)) that is faithful to G.
(A2). The observed random vector X = (X1, . . . , Xp) satisfies the CI relations
Xi |= {X1, . . . , Xp, Z1, . . . , Zp} \ {Xi, Zi} | Zi for all i ∈ [p].
Furthermore, for all i, j ∈ [p] there exists a finite-dimensional vector ηi of monomials in Xi and
a finite-dimensional vector ηij of monomials in Xi and Xj such that their means can be mapped
to the moments of the latent variables by known continuously differentiable functions gi and gij ,
i.e. E[Zi] = gi(E[ηi]) and E[ZiZj ] = gij(E[ηij ]), and their covariance satisfies Cov(ηi, ηij) <∞.
While Assumption (A1) fixes the structural and functional relationship between the latent variables
Z by a linear Gaussian structural equation model, Assumption (A2) fixes the structural relationship
between latent and observed variables by each Xi having exactly one parent Zi for all i ∈ [p], and
ensures that the first- and second-order moments of Z ∼ N p(µ,Σ) can be obtained from moments
of X without the restriction to a specific measurement error model. This allows for more general
noise models than in [24, 32].
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Algorithm 1 Anchored Causal Inference
Input: n samples Xˆ = (Xˆ(1), Xˆ(2), . . . , Xˆ(n)) of the random vector X = F (Z).
Output: CPDAG representing the Markov equivalence class of the DAG G of the latent variables Z.
1. For each i, j ∈ [p] compute the sample moment vectors E[ηˆi] and E[ηˆij ] from the samples Xˆ .
2. Estimate the sample moments of Z via µˆi , gi(E[ηˆi]), µˆij , gij(E[ηˆij ]).
3. Estimate the covariance matrix Σˆ of Z by (Σˆ)ij = µˆij − µˆiµˆj for all i, j ∈ [p].
4. Estimate the partial correlations of Z from Σˆ using (2).
5. Calculate the test statistics defined in Corollaries 1 or 2 to infer the CI relations among the latent
variables Z.
6. Use a consistent causal discovery algorithm (e.g. the PC algorithm) based on the inferred CI
relations.
Example 3.1 (Modeling single-cell RNA-seq data). Let Zi represent the true latent RNA values
(log-transformed) and Xi the observed RNA values after dropout. The authors in [19] considered a
simple model of gene regulation represented by a linear Gaussian structural equation model among
the latent variables Z and modeled dropout for single-cell RNA-seq data by
Xi = Fi(Zi) =
{
Zi with probability qi
0 with probability 1− qi for all i ∈ [p].
Assuming the dropout probabilities qi are known, this model satisfies Assumptions (A1) and (A2) with
ηi = Xi, ηij = XiXj , gi(y) =
y
qi
, and gij(y) =
{
y
qiqj
i 6= j
y
qi
i = j
,
but does not satisfy the assumptions in [24, 32].
Algorithm 1 describes our Anchored Causal Inference procedure. The procedure works as follows:
Given n i.i.d. samples ofX denoted by Xˆ = (Xˆ(1), Xˆ(2), . . . , Xˆ(n)), compute the required empirical
momentsE[ηˆi] andE[ηˆij ]. Given a particular measurement error model defined by gi and gij , compute
the first- and second-order moments of Z to obtain its covariance matrix Σˆ. If we can obtain the
set of CI relations involving Z, we can use causal structure discovery algorithms to learn G (up to
its Markov equivalence class). Since Z follows a Gaussian distribution, conditional independence
corresponds to zero partial correlation. Let i, j ∈ [p] and K ⊆ [p] \ {i, j}, then the sample partial
correlations ρˆij·K can be computed recursively for increasing conditioning set sizes by
ρˆij·K =
ρˆij·K\{l} − ρˆil·K\{l}ρˆjl·K\{l}√
1− ρˆ2il·K\{l}
√
1− ρˆ2jl·K\{l}
, (2)
where in the base case ρˆij·∅ = ρˆij are the correlations obtained from Σˆ. The main difficulty lies in
developing test statistics based on the estimated partial correlations ρˆij·K such that the inferred CI
relations correspond as n → ∞ to the set of CI relations implied by the underlying causal DAG
G. Such test statistics are developed in Corollaries 1 and 2. The inferred CI relations can then be
fed into a constraint-based causal discovery algorithm such as the PC algorithm [27] to obtain the
CPDAG of G.
The first step in asserting consistency of Algorithm 1 is the following lemma, which follows from the
law of large numbers; the proof is provided in appendix A.
Lemma 1. Under assumptions (A1) and (A2), the estimator ρˆij·K in (2) is asymptotically consistent.
Next, we design a consistent hypothesis test for obtaining CI relations based on the estimated partial
correlations of Z in (2), similar in principle to Gaussian CI tests based on Fisher’s z-transform used
by many causal inference algorithms [5, 27, 30]. Under causal sufficiency, i.e., when Fi is the identity
function for all i ∈ [p], it can be shown [15] that the estimated partial correlations in (2) satisfy
√
n(ρˆij·K − ρij·K) D−→ N 1
(
0, (1− ρ2ij·K)2
)
. (3)
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Hence, applying the delta method to Fisher’s z-transform zf (ρ) := (1/2) log
(
(1 + ρ)/(1− ρ)
)
of
the estimated partial correlations yields
√
n
(
zf (ρˆij·K)− zf (ρij·K)
)
D−→ N 1(0, 1). (4)
Hence Fisher’s z-transform can be used in the test statistic T :=
√
n zf (ρˆi,j·K) to test conditional
independence by declaring Xi |= Xj |XK at significance level α if and only if
|T | ≤ Φ−1(1− α
2
), (5)
where Φ−1 denotes the inverse CDF of N (0, 1). The following theorem generalizes (3) to our
anchored causal model class, where the partial correlations of Z are estimated from the observed
moments of X .
Theorem 1. Let η denote the vector of monomials of X required to compute the first- and second-
order moments of Z. Let ν denote the vector of first- and second-order moments of η. Then under
assumptions (A1) and (A2), for any i, j ∈ [p] and K ⊆ [p] \ {i, j}, the estimated partial correlation
ρˆij·K in (2) satisfies √
n(ρˆij·K − ρij·K) D−→ N 1
(
0, τij·K(ν)
)
where τij·K is a continuous function of ν.
The proof of Theorem 1 can be found in appendix B, where we provide a procedure for computing
the function τij·K for any i, j ∈ [p] and K ⊆ [p] \ {i, j}. The idea of the proof is as follows: First
apply the Central Limit Theorem to the vector of sample moments E[ηˆ]. Under assumption (A2),
the correlations ρ based on Σ are continuously differentiable functions of ν. Furthermore, for any
i, j ∈ [p] and K ⊆ [p] \ {i, j}, the partial correlation ρij·K is defined recursively for increasing
conditioning set sizes as a continuously differentiable function of ρ. Hence, one can iteratively apply
the delta method starting from the statement of the Central Limit Theorem applied to E[ηˆ] to obtain
the asymptotic distribution of ρˆij·K .
In the following two corollaries to Theorem 1, we provide different test statistics for CI testing based
on the estimated partial correlations of the latent vector Z. We start by generalizing Fisher’s transform
and its asymptotic distribution given in (4).
Corollary 1. If the asymptotic variance τij·K(ν) can be written purely as a function of ρij·K ,
i.e., there exists τ˜ij·K such that τij·K(ν) = τ˜ij·K(ρij·K), and there exists a variance stabilizing
transformation zij·K such that
zij·K(ρ) =
∫
1√
τ˜ij·K(ρ)
dρ+ C (6)
with C chosen such that zij·K(0) = 0, then under (A1) and (A2)
√
n
(
zij·K(ρˆij·K)− zij·K(ρij·K)
)
D−→ N 1(0, 1).
The proof of Corollary 1 follows by applying the delta method to Theorem 1 (appendix C). Whether
the conditions of Corollary 1 are satisfied, depends on the measurement error model F . We show in
appendix F.1 that the conditions of Corollary 1 hold for the dropout model for K = ∅ and µ = 0,
and derive the corresponding variance stabilizing transformation. Note that it is sufficient if we can
compute the integral in (6) numerically; a closed-form solution is not required. Corollary 1 implies
that the test statistic T =
√
n z(ρˆi,j·K) in (5) can be used to consistently estimate the CI relations
among the latent variables Z. When the assumptions of Corollary 1 are not met, then we can obtain a
different test statistic that is asymptotically normal as shown in the following result.
Corollary 2. Define ζij·K(ρˆ, νˆ) := ρˆ/
√
τij·K(νˆ). Then under (A1) and (A2)
√
n
(
ζij·K(ρˆij·K , νˆ)− ζij·K(ρij·K , νˆ)
)
D−→ N 1(0, 1).
Corollary 2 follows from Theorem 1: since τ is continuous in ν, νˆ converges to ν by the law of large
numbers and implies that τij·K(ρˆij·K , νˆ)
a.s.−−→ τij·K(ρˆij·K , ν) as n→∞ (appendix D). Hence the
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test statistic T =
√
n ζij·K(ρˆij·K , νˆ) can be used in (5) to obtain the CI relations among the latent
variables Z.
With respect to finite-sample considerations, note that ζij·K in Corollary 2 is a function of νˆ, and
thus its convergence to its asymptotic distribution requires the convergence of νˆ. Hence, we expect
the convergence in distribution of Corollary 1 to be faster than that of Corollary 2 and as a result the
test statistic in Corollary 1 to perform better in the finite-sample regime.
We end this section with the main result of this paper, namely the consistency of Algorithm 1.
Theorem 2. Under assumptions (A1) and (A2), Algorithm 1 is consistent, i.e., as n→∞ it returns
a CPDAG that represents the Markov equivalence class of the true DAG G.
The proof can be found in appendix E. In particular, we show that under the faithfulness assumption,
the set of CI relations inferred from Σˆ in Algorithm 1 converges to the set of CI statements implied
by the underlying DAG G. Hence using any consistent causal structure discovery algorithm on these
CI relations results in the correct Markov equivalence class.
4 Implementation
Next, we discuss an important aspect of implementation and show how the results in Section 3 can be
applied to the dropout model in Example 3.1.
In the finite-sample setting, the estimated covariance matrix Σˆ of the latent variables is not guaranteed
to be positive semidefinite. In this case, shrinkage towards a positive definite matrix can be used as a
form of regularization. When n < p, a standard approach is to use Ledoit-Wolf shrinkage towards
the identity matrix [14]. When n > p, the sample covariance matrix Sˆ based on the samples Xˆ is
positive definite with probability 1 and hence Σˆ can be shrunk towards Sˆ by
Λˆ = (1− α∗)Σˆ + α∗Sˆ where α∗ = arg min
α∈[0,1],Λˆ0
α. (7)
The form of shrinkage that provides better results depends on whether Sˆ or the identity matrix are
better approximations of the true underlying covariance matrix Σ. In our experiments in Section 5,
we applied shrinkage towards Sˆ as in (7). Both types of shrinkage result in consistent estimates:
consistency of Ledoit-Wolf shrinkage is proven in [14] and the consistency of shrinkage towards
the sample covariance matrix in (7) follows from Theorem 1, since Σˆ→ Σ as n→∞ implies that
Σˆ becomes positive semidefinite with large enough sample size, and therefore, α → 0 as n→∞,
which shows that shrinkage reduces to the consistent case without shrinkage.
4.1 Application: The Dropout Model
Under the dropout model in Example 3.1, the assumptions of Corollary 1 are not satisfied, since
in general τij·K cannot be expressed as a function of ρij·K only. This is shown in appendix F.2 by
plotting τ as a function of ν for fixed ρ. In the special case when µ = 0, the conditions are satisfied
for all i, j ∈ [p] when K = ∅, i.e., a variance stabilizing transformation zij = zij·∅ can be found for
the correlations ρij = ρij·∅. This dropout stabilizing transform is provided in appendix F.1. This
transform and the resulting CI test can be used as a heuristic also when K 6= ∅ or µ 6= 0 and we
analyze its performance in Section 5.
In appendix F.3, we provide a recursive formula for computing ζij·K from Corollary 2 for the dropout
model, which we refer to as the dropout normalizing transform. Computing it requires determining
the asymptotic variance τij·K of ρij·K . Also note that applying shrinkage will in general change
the asymptotic variance of the partial correlations. We show how to correct τij·K as a function of
the shrinkage coefficient α in appendix F.4. This adjustment is applied in all of our experiments in
Section 5.
In Section 5.2, we apply our estimation procedure based on the dropout model to single-cell RNA-seq
data in order to infer the structure of the underlying gene regulatory network. For the theoretical
analysis in Section 3 we assumed that the dropout probabilities qi are known. However, in general
these parameters need to be estimated and it was proposed in [18] to model qi by qi = 1− expλµ2i
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(a) ROC Skeleton (b) ROC Skeleton (c) SHD Skeleton (d) SHD Skeleton
(e) ROC Skeleton (f) ROC Skeleton (g) SHD Skeleton (h) SHD Skeleton
Figure 2: Performance of the dropout stabilizing transform, dropout normalizing transform and
Gaussian CI test in simulations. (a)-(d) ROC and SHD curves with p = 10 and (e-h) with p = 50 for
evaluating the accuracy of estimating the skeleton of the true DAG.
for i ∈ [p], where λ depends on the single-cell RNA-seq assay. Using this model for the dropout
probabilities we can jointly estimate the parameters µ and q as follows. This model implies
E[ηi] = E[Xi] = E[(1− expλµ2i )Zi] = (1− expλµ2i )µi.
Since µi corresponds to the gene expression count averages, we can assume that µˆi ≥ 0. Under
this assumption, the equation E[ηˆi] = (1 − expλµˆ2i )µˆi has a unique solution for µˆi. With respect
to the parameter λ, for some single-cell RNA-seq assays it is possible to obtain an estimate for λ
by including molecules with known expression as controls. However, since this estimate is often
unreliable [11] and not always available, we selected λ so as to minimize the amount of shrinkage
required to obtain a positive semidefinite matrix.
5 Experiments
In this section, we analyze the performance of Algorithm 1 based on the dropout model both on
simulated data and on single-cell RNA-seq data.
5.1 Simulations
The data was generated from the dropout model described in Example 3.1. The structure of the
matrix B in the linear Gaussian structural equation model (1) was generated by an Erdös-Renyi
model with expected degree d for d ∈ {2, 3, 5} and number of nodes p ∈ {10, 30, 50}. The weights
of the matrix B were uniformly drawn from [−1,−0.25] ∪ [0.25, 1] to be bounded away from 0. The
mean parameters µi were uniformly drawn from [0, 3] and the probabilities qi from [0, 0.8]. These
ranges were chosen to match the expected ranges in the gene expression data analyzed in Section 5.2.
We generated n observations of X from this generating model, for n ∈ {1000, 2000, 10000, 50000}.
Figure 2 shows the ROC curves and the Structural Hamming Distance (SHD) plots evaluating the
skeleton of the CPDAG output by Algorithm 1 for p ∈ {10, 50}, n ∈ {1000, 10000} and d = 3.
Each point in the plots is an average over 96 simulations (divisible by the number of cores). The CI
relations were obtained using the dropout stabilizing transform (green curve), the dropout normalizing
transform (red curve), and the Gaussian CI test applied directly to the perturbed observations (blue
curve) and the PC algorithm was used to estimate the CPDAG. In appendix G, we provide additional
7
(a) Perturb-seq (b) Perturb-seq gene regulatory network (c) Pancreas
Figure 3: (a) ROC curve for predicting causal effects of interventions in Perturb-seq data. (b)
Gene regulatory network estimated from Perturb-seq data (blue edges indicate previously known
interactions [8] that were also detected by our method). (c) SHD between CPDAGs estimated on data
sets collected with low versus high dropout rate in the pancreas.
figures for the setting where p = 30, n ∈ {2000, 50000} and d ∈ {2, 5}, as well as the ROC curves
and SHD plots evaluating the inferred CPDAG.
The simulation results show that the dropout stabilizing transform outperforms, or performs at least as
well as the Gaussian CI test in all settings we tested even though it was derived for K = ∅ and µ = 0.
The performance of both dropout transforms improves over the Gaussian CI test with increasing
sample size. A large sample size is especially important for the dropout normalizing transform
because it relies on the estimation of more parameters. Since the dropout stabilizing transform is
preferable to the dropout normalizing transform from a computational point of view while performing
similarly well, we concentrate on this transform in Figure 2(e-h).
The simulation results show that our estimators significantly outperform the naive Gaussian CI test
applied directly to the corrupted data. This has important implications for the development of new
single-cell RNA-seq technologies indicating that an increased sample size is preferrable to minimizing
dropout. Current single-cell technologies have been heading exactly in this direction, trading off
increased sample sizes (with studies containing up to a million samples) for an increased dropout
rate [1]. The simulation results suggest that our estimators are well-suited for such data.
5.2 Single-cell RNA-seq Data
Perturb-seq. We tested our method on gene expression data collected via single-cell Perturb-seq by
Dixit et al. [8] from bone marrow-derived dendritic cells (BMDCs). As in most single-cell studies,
the gene expression observations are affected by dropout. The data consists of 933 observational
samples (after standard pre-processing), which we used for learning the gene regulatory network. The
Perturb-seq data set also contains interventional samples, which we used to evaluate the estimated
CPDAG and construct an ROC curve. As in [8], we focussed our analysis on 24 genes, which are
important transcription factors known to regulate each other as well as a variety of other genes [10].
We used the dropout stabilizing transform to obtain the CI relations among the latent variables and
compared the resulting CPDAG to the graph obtained using the standard Gaussian CI test applied
directly to the observed corrupted data. In both settings we used the PC algorithm to infer the
CPDAG from the CI relations. Figure 3a shows the resulting ROC curve, which quantifies for varying
tuning parameters the accuracy of each of the learned CPDAGs in predicting the effect of each of the
eight interventions as also described in [30]. Our algorithm with the dropout stabilizing transform
outperforms the Gaussian CI test. The inferred gene regulatory network is shown in Figure 3b.
Pancreas - Type II Diabetes. We also tested our method on two gene expression data sets collected
from human pancreatic cells [4, 22] via different single-cell assays, one with low dropout rate (Smart-
seq2) and the other with high dropout rate (inDrop). The Smart-seq2 data set consists of 3514 cells
and the inDrop data set of 8569 cells. We focused our analysis on a gene regulatory network of
20 genes, which is known to be involved in Type II Diabetes [23]. Since no interventional data is
available for this application, we evaluated our estimator based on how consistent the estimated
CPDAG is across the two data sets. Figure 3c shows the SHD between the CPDAGs estimated from
the data set with low versus high dropout using the dropout stabilizing transform as compared to
the Gaussian CI test applied directly on the observed data. The inferred gene regulatory network
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is provided in appendix G. Since the SHD is lower for the dropout stabilizing transform than the
Gaussian CI test, the CPDAG estimates produced by our method are more consistent across different
dropout levels, thereby suggesting that our method is more robust to dropout.
6 Discussion
In this paper, we proposed a procedure for learning causal relationships in the presence of mea-
surement error. For this purpose, we considered the anchored causal model, where each corrupted
observed variable is generated from a latent uncorrupted variable and the aim is to learn the causal
relationships among the latent variables using the observed variables as anchors. We introduced an
algorithm that learns the Markov equivalence class of the causal DAG among the latent variables
based on the empirical moments of the observed variables and proved its consistency. One of the
main motivations for developing this algorithm was to address the problem of dropout in single-cell
RNA-seq experiments. We showed how to apply our algorithm for learning the underlying gene
regulatory network under a standard dropout model and analyzed its performance on synthetic data
and on single-cell RNA-seq data, thereby showing that taking into account dropout allows identifying
the causal relationships between genes in a more accurate and robust manner.
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Appendix A Proof of Lemma 1
Proof. By the strong law of large numbers, for all i, j ∈ [p],
E[ηˆi]
a.s.−−→ E[ηi] and E[ηˆij ] a.s.−−→ E[ηij ] as n→∞.
The functions g are continuous since they are continuously differentiable by (A2), therefore, for all
i ∈ [p],
µˆi = gi(E[ηˆi])
a.s.−−→ gi(E[ηi]) = µi as n→∞
and similarly, for all i, j ∈ [p],
µˆij = gij(E[ηˆij ])
a.s.−−→ gij(E[ηij ]) = µij as n→∞.
Therefore,
(Σˆ)ij := µˆij − µˆiµˆj a.s.−−→ µij − µiµj = (Σ)ij as n→∞
and the correlations
ρˆij =
(Σˆ)ij√
(Σˆ)ii(Σˆ)jj
a.s.−−→ (Σ)ij√
(Σ)ii(Σ)jj
= ρij as n→∞.
Recursively applying a similar argument to equation (2) proves that ρˆij·K is consistent.
Appendix B Proof of Theorem 1
We start by defining the vectors of all correlations estimated from Algorithm 1 and all true correlations
of Z as
ρˆ :=

ρˆ12
ρˆ13
·
·
·
ρˆ(p−1)p
 and ρ :=

ρ12
ρ13
·
·
·
ρ(p−1)p
 , (8)
respectively. We use η to denote the vector obtained from concatenating all monomials in Xi and Xj
that appear in ηi and ηij for i, j ∈ [p] in Assumption (A2). That is,
η :=
(
ηT1 η
T
2 . . . η
T
p . . . η
T
11 η
T
12 η
T
pp
)
.
We let
ηˆ :=
(
ηˆT1 ηˆ
T
2 . . . ηˆ
T
p . . . ηˆ
T
11 ηˆ
T
12 ηˆ
T
pp
)
.
be the analogous concatenated vector of sample monomials in Xˆi and Xˆj calculated from the data
Xˆ = (Xˆ(1), Xˆ(2), . . . , Xˆ(n)).
The following lemma is concerned with the asymptotic distribution of the correlation vector ρˆ.
Lemma 2. Under Assumptions (A1) and (A2),
√
n(ρˆ− ρ) D−→ N|ρ|
(
0, A(ν)
)
,
where ν is the vector of all first and second order moments of η and A is a continuous function of ν.
Proof. Assumption (A2) asserts that the covariance of η is finite. Hence, we can apply the Central
Limit Theorem to obtain √
n(E[ηˆ]− E[η]) D−→ N |η|(0, Aη(ν)), (9)
where Aη is the covariance matrix of η. The elements of the covariance matrix Aη can be written
as a continuous function of the first-and second-order moments of η, i.e., they can be written as a
continuous function of ν.
Assumptions (A1) and (A2) imply that we can write for all i, j ∈ [p],
ρij =
gij(E[ηij ])− gi(E[ηi])gj(E[ηj ])√
gii(E[ηii])− gi(E[ηi])2
√
gjj(E[ηjj ])− gj(E[ηj ])2
. (10)
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We compute the sample correlation ρˆij in our algorithm as
ρˆij =
gij(E[ηˆij ])− gi(E[ηˆi])gj(E[ηˆj ])√
gii(E[ηˆii])− gi(E[ηˆi])2
√
gjj(E[ηˆjj ])− gj(E[ηˆj ])2
.
Based on equation (10) we can define a function w : R|η| → R|ρ| such that w(E[η]) = ρ and
w(E[ηˆ]) = ρˆ. Applying the delta method to equation (9) with the function w, we get
√
n(ρˆ− ρ) D−→ N |ρ|
(
0, Aρ(ν)
)
,
whereAρ(ν) = ∇w(E[η])TAη(ν)∇w(E[η]), since the elements of the mean vectorE[η] are elements
of ν. Notice that under the assumption that the variance of Xi = Fi(Zi) is non-zero from Section 2,
the denominator in (10) is non-zero, and therefore ρ is continuously differentiable in g(E[η]), which
is continuously differentiable in E[η] by Assumption (A2). Hence,∇w(E[η]) is continuous in E[η],
and therefore continuous in ν. Since Aρ(ν) is a matrix product of functions continuous in ν, it is also
continuous in ν.
Lemma 3. If √
n(ρˆ− ρ) D−→ N |ρ|
(
0, Aρ(ν)
)
where ν is the vector of all first- and second-order moments of η, and Aρ(ν) is continuous in ν, then
under Assumptions (A1) and (A2), for any i, j ∈ [p] and K ⊆ [p] \ {i, j},
√
n(ρˆij·K − ρij·K) D−→ N1(0, τij·K(ν)),
for some τij·K that is continuous in ν, where ρˆij·K are the partial correlations estimated by Algo-
rithm 1.
Proof. We take any arbitrary but fixed i, j ∈ [p] and subset K ∈ [p], and we prove the lemma for
ρˆij·K . Let k := |K|+ 2, where |K| is the size of the conditioning set K. We begin by relabeling the
variables of interest for clarity. We relabel i to 1, j to 2 and the elements of K to S = {3, · · · , k}.
Furthermore, we define the sets
Sm :=
{{m,m+ 1, · · · , k} 3 ≤ m ≤ k
∅ m = k + 1 .
Note that S3 = S, and thereby, the partial correlation of interest is ρ12·S = ρ12·S3 . Now we define
for m ∈ {3, · · · , k + 1}, the vectors
ρˆm :=

ρˆ1,2·Sm
ρˆ1,3·Sm
ρˆ2,3·Sm
ρˆ1,4·Sm
ρˆ2,4·Sm
. . .
ρˆ1,m−1·Sm
ρˆ2,m−1·Sm
. . .
ρˆm−2,m−1·Sm

and ρm :=

ρ1,2·Sm
ρ1,3·Sm
ρ2,3·Sm
ρ1,4·Sm
ρ2,4·Sm
. . .
ρ1,m−1·Sm
ρ2,m−1·Sm
. . .
ρm−2,m−1·Sm

.
It follows from the definition of Sk+1 that ρˆk+1 = ρˆ and ρk+1 = ρ. In order to prove the lemma, we
proceed by induction on m starting with the base case of m = k + 1 and show that for all m such
that 3 ≤ m ≤ k,
√
n(ρˆm − ρm) D−→ N |ρm|
(
0, Am(ν)
)
(11)
for some Am that is continuous in ν. Note that the base case is given by the hypothesis in the lemma.
Moreover, the statement of the lemma is that the above holds for m = 3, and therefore, completing
the inductive step proves the lemma.
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To complete the inductive step, assume that for m such that 3 ≤ m < k + 1, we have
√
n(ρˆm+1 − ρm+1) D−→ N |ρm+1|
(
0, Am+1(ν)
)
. (12)
Note that for any α, β ∈ [p], the recursive formula for the partial correlations
ραβ·Sm =
ραβ·Sm+1 − ραm·Sm+1ρβm·Sm+1√
1− ρ2αm·Sm+1
√
1− ρ2βm·Sm+1
(13)
implies that the vector ρm can be written as a function of ρm+1. Let fm : R|ρm+1| → R|ρm| be this
function, then we have
fm(ρm+1) = fm
(

ρ1,2·Sm+1
ρ1,3·Sm+1
ρ2,3·Sm+1
ρ1,4·Sm+1
ρ2,4·Sm+1
. . .
ρ1,m·Sm+1
ρ2,m·Sm+1
. . .
ρm−1,m·Sm+1

)
=

ρ1,2·Sm
ρ1,3·Sm
ρ2,3·Sm
ρ1,4·Sm
ρ2,4·Sm
. . .
ρ1,(m−1)·Sm
ρ2,(m−1)·Sm
. . .
ρm−2,(m−1)·Sm

= ρm.
Note that this implies fm(ρˆm+1) = ρˆm since our procedure uses this recursive formula to estimate
the partial correlations. Applying the delta method to (12) with the function fm gives
√
n(ρˆm − ρm) D−→ N|ρm|
(
0, Am(ν, ρm+1)
)
,
where Am(ν, ρm+1) := ∇fm(ρm+1)Am+1(ν)∇fm(ρm+1)T . The matrix∇fm(ρm+1) can be com-
puted to be the following matrix:
D := ∇fm(ρm+1) =

a12 0 0 · 0 b12,1 b12,2 0 0 · 0
0 a13 0 · 0 b13,1 0 b13,3 0 · 0
0 0 a23 · 0 0 b23,2 0 b23,3 · 0
· · · · 0 · · · · · ·
· · · · · · · · · · ·
0 0 0 · a (m−1)(m)
2
· · · · · ·

where
axy =
1√
1− ρ2x,m·Sm+1
√
1− ρ2y,m·Sm+1
,
bxy,x =
ρx,y·Sm+1ρx,m·Sm+1 − ρy,m·Sm+1√
(1− ρ2x,m·Sm+1)3
√
1− ρ2y,m·Sm+1
,
and
bxy,y =
ρx,y·Sm+1ρy,m·Sm+1 − ρx,m·Sm+1√
1− ρ2x,m·Sm+1
√
(1− ρ2y,m·Sm+1)3
.
To simplify indexing, we define the index function
I(x, y) = x+
(y − 2)(y − 1)
2
.
Then, the element ax,y will be on the I(x, y)th row and column of the Jacobian D. We can now
compute the elements of the matrix Am in terms of the elements of Am+1. Namely, defining
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d := (m−2)(m−1)2 and using the notation M[x,y] to denote the entry in the x
th row and yth column of
M , we can compute the element in the I(x, y)th row and I(z, w)th column of Am to be
Am[I(x,y),I(z,w)] =
I(1,m)∑
p=1
I(1,m)∑
q=1
Dm[I(x,y),p]Am+1[p,q]D
T
m[q,I(z,w)]
=
I(1,m)∑
p=1
Dm[I(x,y),p]
I(1,m)∑
q=1
Am+1[p,q]Dm[I(z,w),q]
=
I(1,m)∑
p=1
Dm[I(x,y),p]
(
az,wAm+1[p,I(z,w)] + bzw,zAm+1[p,d+z] + bzw,wAm+1[p,d+w]
)
= ax,y
(
az,wAm+1[I(x,y),I(z,w)] + bzw,zAm+1[I(x,y),d+z] + bzw,wAm+1[I(x,y),d+w]
)
+ bxy,x
(
az,wAm+1[d+x,I(z,w)] + bzw,zAm+1[d+x,d+z] + bzw,wAm+1[d+x,d+w]
)
+ bxy,y
(
ad+z,d+wAm+1[d+y,I(z,w)] + bzw,zAm+1[d+y,d+z] + bzw,wAm+1[d+y,d+w]
)
.
(14)
Note that equation (13) shows that ρm+1 is a continuously differentiable function of ρm+2 since it is
a composition of continuously differentiable functions. Hence, D is continuous in ρm+2, which is
continuous in ρ, which can be seen by arguing recursively. Recall that we have for all i, j ∈ [p],
ρij =
gij(E[ηij ])− gi(E[ηi])gj(E[ηj ])√
gii(E[ηii])− gi(E[ηi])2
√
gjj(E[ηjj ])− gj(E[ηj ])2
. (15)
Hence, ρ is continuous in η and therefore in ν. Finally, this implies that D = ∇fm(ρm+1) is
continuous in ν, and hence, so is the matrix product Am = DAm+1(ν)DT , where Am+1(ν) is
continuous in ν by the inductive hypothesis. Therefore, we can reparameterize Am(ν, ρm+1) =
A˜m(ν), and the inductive step follows for m ∈ {3, · · · , k}. Specifically, for m = 3, we have the
desired statement: √
n(ρˆ3 − ρ3) D−→ N1
(
0, A˜3(ν)
)
for A˜3(ν) continuously differentiable in ν. Relabeling back to i, j and K, and defining τij·K(ν) :=
A˜3(ν), we have √
n(ρˆij·K − ρij·K) D−→ N 1
(
0, τij·K(ν)
)
.
Note that it was not necessary to find the form of the elements of Am explicitly to argue that it was
continuous. However, the proof of this lemma gives us a recursive formula (14) to compute the
elements of A3. Furthermore, this recursive formula is independent of the choice of noise functions
F and the associated functions g. Hence, this recursion can be used for all noise models, as long
as the base case is derived for that noise model, i.e., as long as the elements of the matrix A(ν) in
Lemma 2 can be found.
Proof of Theorem 1. Follows directly from combining Lemma 2 and Lemma 3.
Appendix C Proof of Corollary 1
Proof. By Theorem 1 and the hypothesis of the corollary,
√
n(ρˆij·K − ρij·K) D−→ N1
(
0, τ˜ij·K(ρij·K)
)
.
An application of the delta method with
zij·K(ρ) =
∫
1√
τ˜ij·K(ρ)
dρ+ C
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gives
√
n(zij·K(ρˆij·K)− zij·K(ρij·K)) D−→ N 1
(
0,
(
z′ij·K(ρ)
)2
τ˜ij·K(ρij·K)
)
= N 1(0, 1).
Note that the condition imposed on C, zij·K(0) = 0, by the corollary is not required to prove the
result, but is only needed for Theorem 2.
Appendix D Proof of Corollary 2
Proof. By the law of large numbers, νˆ a.s.−−→ ν as n→∞. Therefore τij·K(νˆ) a.s.−−→ τij·K(ν) since
τij·K is continuous in ν by Theorem 1. Combining this with the convergence result of Theorem 1
gives
√
n(ρˆi,j·K − ρi,j·K) D−→ N 1
(
0, τij·K(νˆ)
)
and hence
√
n
( ρˆi,j·K√
τij·K(νˆ)
− ρi,j·K√
τij·K(νˆ)
)
D−→ N 1
(
0, 1
)
.
If we define
ζij·K(y, νˆ) :=
y√
τij·K(νˆ)
,
we obtain √
n
(
ζij·K(ρˆij·K , νˆ)− ζij·K(ρij·K , νˆ)
)
D−→ N 1(0, 1).
Appendix E Proof of Theorem 2
We rely on the consistency of the causal discovery algorithm that our procedure uses such as PC [27]
or GSP [25] in the oracle setting, i.e., when the conditional independence statements of the underlying
graph are known. Hence, to prove consistency of our procedure, it is sufficient to show that the
conditional independence statements that our procedure estimates from the observed data converges
to the true set of conditional independence statements under the faithfulness assumption in (A1).
First, recall that our procedure estimates the conditional independence statements implied by P
through declaring Xi |= Xj |XK if and only if
|T (ρˆij·K)| ≤ Φ−1(1− α
2
), (16)
where T could be one of two statistics:
(i) T is chosen as in Corollary 1 to be
T (ρˆij·K) =
√
n zij·K(ρˆij·K) :=
√
n
(∫
1
τij·K(ρˆij·K)
dρˆij·K + C
)
(17)
with C chosen such that zij·K(0) = 0 if the conditions of Corollary 1 are satisfied,
(ii) or T is chosen as in Corollary 2 to be
T (ρˆij·K) =
√
n ζij·K(ρˆij·K , νˆ) :=
√
n
ρˆij·K
τij·K(ρˆij·K , νˆ)
. (18)
The first step in proving the theorem is the following lemma.
Lemma 4. There exists a sequence of As n→∞, the conditional independence statements that our
procedure estimates from the observations ofX converges to the conditional independence statements
implied by P.
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Proof. Take any arbitrary i, j ∈ [p] and K ⊆ [p] \ {i, j}. First, note that in both settings of T (ρˆij·K)
in (17) and (18), T (ρˆij·K) is monotonic and continuous in ρˆij·K . In the first setting it is the anti-
derivative of a strictly positive function of ρˆij·K and in the second, it is linear in ρˆij·K with positive
slope. Monotonicity and the definitions of zij·K and ζij·K imply that for n 6= 0, T (ρij·K) = 0 if and
only if ρij·K = 0. Continuity and Lemma 1 imply that
T (ρˆij·K)
a.s.−−→ T (ρij·K) as n→∞.
Let Hα be the event that Xi 6⊥⊥ Xj |XK was declared by the test in (16). Let H be the event that
Xi 6⊥⊥ Xj |XK according to the measure P. Let H ′ be the event that Xi |= Xj |XK according to P.
We analyze the limits of the probability of declaring a CI statement correctly, P(Hα|H), and the
limits of declaring a CI statement incorrectly, P(Hα|H ′). First, for all α ∈ (0, 1],
P(Hα|H) = P(|T (ρˆij·K)| > Φ−1(1− α
2
) | ρij·K 6= 0)
→ P(|T (ρij·K)| > Φ−1(1− α
2
) | ρij·K 6= 0)
→ 1 as n→∞ (19)
where to obtain (19), we used that T (ρij·K) 6= 0 since ρij·K 6= 0. Hence, |T (ρij·K)| = |
√
n·c| → ∞
for c 6= 0 as n→∞. Moreover,
P(Hα|H ′) (20)
= P
(
|T (ρˆij·K)| > Φ−1(1− α
2
)
∣∣∣ ρij·K = 0)
= P
(
T (ρˆij·K) > Φ−1(1− α
2
)
∣∣∣∣T (ρij·K) = 0)+ P(T (ρˆij·K) < Φ−1(α2 )
∣∣∣∣T (ρij·K) = 0)
→ α as n→∞ (21)
where (21) follows from Corollaries 1 and 2 that assert the asymptotic normality of T in both settings.
Hence, for any  > 0, we can set α = /2 and we will obtain P(Hα |H ′) → α <  as n → ∞.
Therefore both errors in estimating the CI statements implied by P vanish asymptotically, implying
that the set of CI statements obtained from observations X converges to those implied by P.
Proof of Theorem 2. Under faithfulness, the CI statements implied by P are those implied by G.
Hence, by Lemma 4, the set of CI statements obtained from X as n→∞ converge to those implied
by G. Therefore, if the causal discovery algorithm used in step 6 of Algorithm 1 is consistent in the
oracle setting, then Algorithm 1 is consistent.
Appendix F Derivation of the transforms for the dropout model
In this section, we derive the transforms for the dropout model. The detailed calculations of
this derivation are carried out in a supplementary Mathematica notebook, which can be found
at https://github.com/basilnsaeed/anchored_causal_inference.
Recall, in the dropout model introduced in Section 3, we consider an anchored causal model where
Z ∼ N (µ,Σ) satisfies (A1). In Example 3.1, the corrupted observation vector X is modeled as
Xi = Fi(Zi) =
{
Zi w.p qi
0 w.p 1− qi for all i ∈ [p], (22)
with qi ∈ (0, 1]. Note that Assumption (A2) is satisfied since each Xi is independent of all other
variables given its parent Zi. We can find the moments of Z in terms of the moments of X:
E[Xi] = qiµi, E[X2i ] = qiµii, E[XiXj ] = qiqjµij (23)
for all i, j ∈ [p] with i 6= j, where we defined µij := E[ZiZj ]. From this, we can see that
Assumption (A2) is satisfied with
ηi := Xi, ηii := X
2
i , ηij := XiXj , (24)
and
gi(y) :=
y
qi
, gii(y) :=
y
qi
, gij(y) :=
y
qiqj
. (25)
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F.1 Derivation of the Dropout Stabilizing Transform
In this section, we derive the dropout stabilizing transform under the assumption that µi = 0 for all
i ∈ [p] and K = ∅, i.e., we find a variance stabilizing transformation zij = zij·∅ for the correlations
ρij = ρij·∅. We first show that τij(ν) can be reparameterized as τ˜ij(ρij) and then solve for the
dropout stabilizing transform zij(ρ). We follow the proof of Lemma 2 and later impose the µ = 0
assumption.
We take any arbitrary, but fixed distinct nodes i, j ∈ [p] and define
η :=
(
ηi ηj ηii ηjj ηij
)T
as the vector of monomials in Xi and Xj from (24). Similarly, we define
ηˆ =
(
ηˆi ηˆj ηˆii ηˆjj ηˆij
)T
as the analogous vector of monomials in Xˆi and Xˆj estimated from the observed data.
Then, applying the Central Limit Theorem gives
√
n(E[ηˆ]− E[η]) D−→ N 5(0, A5(ν)),
where A5(ν) is the matrix
Cov(Xi, Xi) Cov(Xj , Xi) Cov(X2i , Xi) Cov(X
2
j , Xi) Cov(XiXj , Xi)
Cov(Xi, Xj) Cov(Xj , Xj) Cov(X2i , Xj) Cov(X
2
j , Xj) Cov(XiXj , Xj)
Cov(Xi, X2i ) Cov(Xj , X
2
i ) Cov(X
2
i , X
2
i ) Cov(X
2
j , X
2
i ) Cov(XiXj , X
2
i )
Cov(Xi, X2j ) Cov(Xj , X
2
j ) Cov(X
2
i , X
2
j ) Cov(X
2
j , X
2
j ) Cov(XiXj , X
2
j )
Cov(Xi, XiXj) Cov(Xj , XiXj) Cov(X2i , XiXj) Cov(X
2
j , XiXj) Cov(XiXj , XiXj)
 ,
and ν is the vector of all first and second order moments of η. Now, define w : R5 → R1 as
w

a1
a2
a3
a4
a5
 = a5 − a1a2√a3 − a21√a4 − a22 .
Note that we have w(E[η]) = ρij and w(E[ηˆ]) = ρˆij . Applying the delta method with w gives
√
n(ρˆij − ρij) D−→ N 1(0, τij(ν)), (26)
where
τij(ν) = ∇w(E[η])TA5(ν)∇w(E[η]). (27)
Carrying out the multiplication gives the asymptotic variance τij(ν) parameterized by elements of ν.
In the case of the dropout model, any moments of X are linear in moments of Z, for example,
E[XiX2kXj ] = qiqkqj E[ZiZkZj ].
Furthermore, any moments of Z, which is a Gaussian random variable, can be written as polynomials
in the first and second order moments of Z, i.e., the elements of µ and Σ. Hence, after imposing the
constraint that µ = 0, we can reparameterize τij(ν) in terms of Σ as
τ¯ij(Σ) =
1
qiqj
+
2(
σij√
σii
√
σjj
)2
qiqj
−
9(
σij√
σii
√
σjj
)2
4qj
−
9(
σij√
σii
√
σjj
)2
4qi
+
(
σij√
σii
√
σjj
)2
2
+ (
σij√
σii
√
σjj
)4,
where σkl = (Σ)kl. The details of the computation are included in the supplementary Mathematica
notebook. Now, using ρij =
σij√
σii
√
σjj
we can reparameterize τ¯ij(Σ) once more to obtain
τ˜ij(ρij) =
1
qiqj
+
2ρ2ij
qiqj
− 9ρ
2
ij
4qj
− 9ρ
2
ij
4qi
+
ρ2ij
2
+ ρ4ij .
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Hence, in the µ = 0 case, we can rewrite (26) as
√
n(ρˆij − ρij) D−→ N 1(0, τ˜ij(ρij)).
In order to find a variance stabilizing transform for ρij , we can now solve
zij(ρ) =
∫
1√
τ˜ij(ρ)
dρ+ C
with C chosen such that zij(0) = 0. Then, by Corollary 1, we will have
√
n
(
zij(ρˆij)− zij(ρij)
)
D−→ N 1(0, 1).
There is no closed form for zij(ρ) in this case. However, it can written as
zij(ρ) = −i
√
1− 8qiqjρ2z+
√
1 +
8qiqjρ2
z−
∫ i arcsin 2ρ√ 2qiqjz+
0
(1 + z+z− sin
2 θ)−
1
2 dθ√
(
2qiqj
z+
)(
4+(8−9qi−9qj+2qiqj)ρ2+4qiqjρ4
qiqj
)
, (28)
where i =
√−1, and
z+ = +8− 9qi − 9qj + 2qiqj +
√
−64qiqj + (8− 9qi − 9qj + 2qiqj)2,
z− = −8 + 9qi + 9qj − 2qiqj +
√
−64qiqj + (8− 9qi − 9qj + 2qiqj)2.
The integral that appears in the expression of zij(ρ) is the elliptic integral of the first kind, and can be
computed numerically.
F.2 Conditions for the Dropout Stabilizing Transform
As mentioned in Section 4, the dropout stabilizing transform only exists when µ = 0 and K = ∅.
If the derivation was done with non-zero means, it would not have been possible to reparameterize
the asymptotic variance of the correlations τij(ν) in terms of only the correlation ρij to satisfy the
conditions of Corollary 1. In Figure 4, we demonstrate the dependence of τij(ν) from equation (27)
for fixed ρij on σ := σii = σjj , which are elements of ν, when µ 6= 0. This can be additionally
verified through the supplementary Mathematica notebook. Figures 4(a,b,d,e) show that τij is still
dependent on elements of ν, even for a fixed correlation ρij for q 6= 1 when µ 6= 0, and hence a
transform of the kind in Corollary 1 does not exist for µ 6= 0. For q = 1, i.e. no dropout, the dropout
model reduces to the measurement-error-free Gaussian, and τij no longer depends on µ and σ for
fixed ρij . In this case, a transform of the kind in Corollary 1 does exist and as shown in [15], it is the
Fisher z-transform.
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(a) µ = 2 (b) µ = 2 (c) µ = 2
(d) µ = 1 (e) µ = 1 (f) µ = 1
(g) µ = 0 (h) µ = 0 (i) µ = 0
Figure 4: Plots of τij·∅ when ρij is fixed to 0.5, µ ∈ {0, 1, 2}, with σ allowed to vary. This shows
that we cannot reparameterize τij as a function of only ρij for non-zero mean, unless q = 1. For
q = 1 the transform corresponding to Corollary 1 is the Fisher’s z-transform.
F.3 Derivation of the Dropout Normalizing Transform
In this section we give a way to compute the dropout normalizing transform corresponding to
Corollary 2 under the dropout model. We begin by showing how to compute the asymptotic variance
of the partial correlations, τij·K(ν).
In the proof of Lemma 3, we showed that if we know the continuous function Aρ(ν) such that
√
n(ρˆ− ρ) D−→ N |ρ|
(
0, Aρ(ν)
)
, (29)
then we can recursively compute the function τij·K(ν) beginning with the matrix Aρ(ν). Hence, to
give a way to compute τij·K for the dropout model, it is sufficient to describe the elements of the
matrix Aρ(ν) and thus we find a formula for each element of the Aρ(ν) matrix. First, recall that the
elements of Aρ(ν) correspond to the covariances of the sample correlations of the latent variables Z
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estimated in step 3 of Algorithm 1. That is, each element of Aρ(ν) will correspond to the asymptotic
covariance of
√
nρˆab and
√
nρˆcd for some a, b, c, d ∈ [p] such that a 6= b and c 6= d. There are three
different cases for each entry in Aρ(ν), corresponding to different cases of a, b, c, d:
(i) {a, b} = {c, d} are distinct, and the element is along the diagonal, corresponding to the
asymptotic variance of
√
nρˆab,
(ii) a 6∈ {c, d} and b ∈ {c, d},
(iii) all of a, b, c, d are distinct.
To analyze all three cases, it is sufficient to take four arbitrary, but fixed distinct i, j, k, l ∈ [p]. We
begin by noting that for the dropout model, we can write
ρˆij =
µˆij − µˆiµˆj√
µˆii − µˆ2i
√
µˆjj − µˆ2j
=
1
qiqj
E[ηˆij ]− 1qi E[ηˆi] 1qj E[ηˆj ]√
1
qi
E[ηˆii]− ( 1qi E[ηˆi])2
√
1
qj
E[ηˆjj ]− ( 1qj E[ηˆj ])2
=
E[ηˆij ]− E[ηˆi]E[ηˆj ]√
qi E[ηˆii]− E[ηˆi]2
√
qj E[ηˆjj ]− E[ηˆj ]2
.
(30)
Define
ρˆ = (ρˆij ρˆik ρˆil ρˆjk ρˆjl ρˆkl)
T ,
as the vector of estimated correlations of Xi, Xj , Xk, Xl obtained from E[ηˆ] by (30). Similarly, let
ρ = (ρij ρik ρil ρjk ρjl ρkl)
T
be the analogous vector of true correlations. In the next part of the derivation, we will apply the delta
method to the vectors of moments of the monomials in Xi, Xj , Xk, and Xl of Assumption (A2), to
obtain the asymptotic distribution of the vector ρˆ, as in the proof of Lemma 2, We begin by defining
the vector of relevant monomials in Xi, Xj , Xk, and Xl as
η =
(
ηi ηj ηk ηl ηii ηij ηik ηil ηjj ηjk ηjl ηkk ηkl ηll
)T
where the components are defined for our model in equation (24). Then, by the Central Limit
Theorem, we have √
n(E[ηˆ]− E[η]) D−→ N 14
(
0, A14(ν)
)
(31)
where A14(ν) is the covariance matrix of the vector η, and ν is the vector of all first and second
order moments of η. To obtain the convergence result stated in the Lemma 2, we define the function
wρ : R14 → R6 based on (30) such that wρ(E[η]) = ρ and wρ(E[ηˆ]) = ρˆ. Then
√
n(ρˆ− ρ) D−→ N6
(
0,∇wρ(E[η])TA14(ν)∇wρ(E[η])
)
. (32)
Since the moments in η are included in the vector of moments ν, we can define
A6(ν) := ∇wρ(E[η])TA14(ν)∇wρ(E[η]). (33)
The explicit form of A6(ν) can be found by carrying out the matrix multiplication in (33). Before
performing the matrix multiplication, we note that for the dropout model, we can write any moment
of X as a linear function of a moment of Z, for example,
E[XiX2kXj ] = qiqkqj E[ZiZkZj ].
Furthermore, since Z is a Gaussian random vector and all moments of a Gaussian random vector
can be written in terms of its first and second order moments, we can parameterize the asymptotic
covariance with the moments of the Gaussian Z as
A¯(µ,Σ) := A6(η).
For each entry in A6(η), we list the three cases mentioned previously in terms of the parameterization
as A¯(µ,Σ). The full computation is carried out in the supplementary Mathematica notebook. We use
the notation σij := (Σ)ij to denote the elements of Σ. For a, b, c, d ∈ {i, j, k, l},
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(i) If the element corresponds to the asymptotic covariance of
√
nρˆab and
√
nρˆcd with {a, b} =
{c, d}, then it is equal to
1
σaaσbb
(σaaσbb
qaqb
+ (−µ2aσbb − µ2aµ2b − 4µaµbσab +
µ4bσ
2
ab
4σ2bb
+
µ2bσ
2
ab
2σbb
)
1
qb
+ (−µ2bσaa − µ2aµ2b − 4µaµbσab +
µ4aσ
2
ab
4σ2aa
+
µ2aσ
2
ab
2σaa
)
1
qa
+ (µ2aσbb + µ
2
bσaa + µ
2
aµ
2
b + 4µaµbσab + 2σ
2
ab)
1
qaqb
+ (−µ
4
aσ
2
ab
4σ2aa
− µ
2
aσ
2
ab
2σaa
− µ
4
bσ
2
ab
4σ2bb
− µ
2
bσ
2
ab
2σbb
+
σ4ab
σaaσbb
+ µ2aµ
2
b + 4µaµbσab +
σ2ab
2
)
− 9σ
2
ab
4
(
1
qa
+
1
qb
)
)
(ii) If the element corresponds to the asymptotic covariance of
√
nρˆab and
√
nρˆcd with a 6∈
{c, d} and b = d, then the element is equal to(
2qbσbbσbc(σabσ
2
acσbb − 2σaaσacσbbσbc + σaaσabσ2bc)
− σcc(1− qb)µ4bσaaσabσbc
+ 2(1− qb)µ2bσaaσbbσccσabσbc
− (1 + qb)σ2bbσccσaaσabσbc
+ σccσ
2
bbσaa(σabσbc − 4σacσbb)
− 4σ2bbσacσcc(qbσ2ab + (qb − 1)µ2bσaa + σbbσaa)
)
1
4qbσ3bb
√
(σaaσcc)3
(iii) If the element corresponds to the asymptotic covariance of
√
nρˆab and
√
nρˆcd with a, b, c, d
distinct, then the element is equal to(
σccσcd(σabσ
2
adσbb − 2σaaσadσbbσbd + σaaσabσ2bd)
+ σaaσbb(σadσbcσcc + σacσbdσcc − σacσbcσcc − σadσbcσcd)σdd
− 2σacσadσbb]σccσddσab
+ σ2acσbbσcdσddσab
+ σaaσbcσddσab(σbcσcd − 2σbdσcc)
)
1
2
√
(σaaσbbσccσdd)3
These expressions can be used as the base case of the recursion (14), which allows us to indirectly
find τij·K for any i, j ∈ [p] and K ⊆ [p] \ {i, j} under the dropout model.
The dropout normalizing transform is then computed using
ζij·K(ρˆ, νˆ) := ρˆ/
√
τij·K(νˆ).
F.4 Derivation of the Dropout Normalizing Transform with Shrinkage
In this section, we derive the dropout normalizing transform when the partial correlations are
estimated from the shrinkage matrix Λˆ for a fixed shrinkage coefficient α. The derivation closely
follows Section F.3. First recall that from Section 4
Λˆ = (1− α)Σˆ + αSˆ
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where Sˆ =
∑n
i=1X
(i)X(i)T is covariance matrix of the observations of X . Then, denoting λˆij =
(Λˆ)ij , we can express correlations as
ρˆij =
λˆij√
λˆii
√
λˆjj
(34)
where the elements of Λˆ are
λˆij = (1− α)
( 1
qiqj
E[ηˆij ]− 1
qi
E[ηˆi]
1
qj
E[ηˆj ]
)
+ α
(
E[ηˆij ]− E[ηˆi]E[ηˆj ]
)
,
λˆii = (1− α)
( 1
qi
E[ηˆii]− ( 1
qi
E[ηˆi])2
)
+ α
(
E[ηˆii]− E[ηˆi]2
)
,
λˆjj = (1− α)
( 1
qj
E[ηˆjj ]− ( 1
qj
E[ηˆj ])2
)
+ α
(
E[ηˆjj ]− E[ηˆj ]2
)
.
(35)
We can define the function wρ of equation (32) based on equations (34) and (35) and proceed
as in Section F.3 to derive the corresponding elements of the asymptotic covariance matrix. The
derivation of the dropout normalizing transform with shrinkage, in addition to the result is shown
in the supplementary Mathematica notebook. Note that in this case, the elements of the asymptotic
covariance matrix of
√
nρˆ will be functions of α.
Appendix G Experiments
We include additional simulation results for varying p ∈ {10, 30}, n ∈ {1000, 2000, 10000, 50000}
and d ∈ {2, 3, 5}. Specifically, we evaluate the estimated skeleton as well as the CPDAG in
recapitulating the true DAG G using ROC curves and SHD. For the majority of the settings, the
dropout stabilizing transform outperforms the naive Gaussian CI test applied on the corrupted data.
As pointed out in Section 5.1, both dropout transforms tend to outperform the Gaussian CI test when
the number of samples is high. In plotting the ROC curve for the CPDAG for p ∈ {10, 30}, we
consider an undirected edge in the CPDAG a true positive if a directed edge exists in G in either
direction, and a false positive otherwise. We consider a directed edge in the CPDAG a true positive if
a directed edge of the same direction exists in G, and a false positive otherwise.
We also include the inferred gene regulatory network for the pancreatic type II diabetes data set,
collected with inDrop single-cell RNA-seq technology. We use the dropout stabilizing transform and
Algorithm 1 to obtain causal relationships between latent genes.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5: ROC curves for evaluating the estimated skeleton of the true DAG using dropout stabilizing
transform, dropout normalizing transform, and Gaussian CI test in simulations with p = 10 and
n ∈ {1000, 2000, 10000, 50000} and d ∈ {3, 5}.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6: ROC curves for evaluating the estimated skeleton of the true DAG using dropout stabilizing
transform and Gaussian CI test in simulations with p = 30 and n ∈ {1000, 2000, 10000, 50000} and
d ∈ {2, 3}.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 7: ROC curves for evaluating the estimated CPDAG of the true DAG using dropout stabilizing
transform, dropout normalizing transform, and Gaussian CI test in simulations with p = 10 and
n ∈ {1000, 2000, 10000, 50000} and d ∈ {3, 5}.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 8: ROC curves for evaluating the estimated CPDAG of the true DAG using dropout stabilizing
transform and Gaussian CI test in simulations with p = 30 and n ∈ {1000, 2000, 10000, 50000} and
d ∈ {2, 3}.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 9: SHD for evaluating the estimated skeleton of the true DAG using dropout stabilizing
transform, dropout normalizing transform, and Gaussian CI test in simulations with p = 10 and
n ∈ {1000, 2000, 10000, 50000} and d ∈ {3, 5}.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 10: SHD for evaluating the estimated CPDAG of the true DAG using dropout stabilizing
transform, dropout normalizing transform, and Gaussian CI test in simulations with p = 10 and
n ∈ {1000, 2000, 10000, 50000} and d ∈ {3, 5}.
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Figure 11: Gene regulatory network inferred from the pancreas data set collected with inDrop.
Dropout stabilizing transform was used to learn the causal edges between latent error-free genes.
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