Solving Some Behrens-Fisher Problems Using Modified Bartlett Correction by LIU XUEFENG
SOLVING SOME BEHRENS-FISHER
PROBLEMS USING MODIFIED BARTLETT
CORRECTION
LIU XUEFENG
NATIONAL UNIVERSITY OF SINGAPORE
2013
SOLVING SOME BEHRENS-FISHER
PROBLEMS USING MODIFIED BARTLETT
CORRECTION
LIU XUEFENG
(B.Sc. University of Science and Technology of China)
A THESIS SUBMITTED
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF STATISTICS AND APPLIED
PROBABILITY




First of all, I would like to show my great thanks to my supervisor, Professor
Zhang Jin-Ting. He is always nice to me and teach me a lot during the past
four years. This thesis can never be done without his patient guidance. I would
also like to thank all my dear friends in the Department of Statistics and Applied
Probability. They made my life enjoyable as a graduate student. Finally, I want to
thank the National University of Singapore and the Department of Statistics and
Applied probability for providing the precious opportunity and nancial support





Chapter 1 Introduction 1
1.1 The Behrens-Fisher Problems . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Heteroscedastic One-Way ANOVA . . . . . . . . . . . . . . 2
1.1.2 Heteroscedastic Multi-Way ANOVA . . . . . . . . . . . . . . 3
1.1.3 Heteroscedastic One-Way MANOVA . . . . . . . . . . . . . 4
1.1.4 Heteroscedastic Two-Way MANOVA . . . . . . . . . . . . . 6
1.1.5 Comparison of Regression Coecients under Heteroscedasticity 8
1.2 Classifying the Approximate Solutions to the BF Problems . . . . . 10
1.2.1 Approximate Degree of Freedom Tests . . . . . . . . . . . . 11
CONTENTS iv
1.2.2 Series Expansion-Based Tests . . . . . . . . . . . . . . . . . 12
1.2.3 Simulation-Based Tests . . . . . . . . . . . . . . . . . . . . . 13
1.2.4 Transformation-Based Tests . . . . . . . . . . . . . . . . . . 14
1.3 Overview of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 15
Chapter 2 MB Test for One-Way ANOVA 19
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 The MB test . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Properties of the MB Test . . . . . . . . . . . . . . . . . . . 25
2.2.3 MB Test for One-Way Random-eect Models . . . . . . . . 26
2.3 Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Applications to the PTSD Data . . . . . . . . . . . . . . . . . . . . 38
2.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6 Technical Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Chapter 3 MB Test for Multi-Way ANOVA 48
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Methodologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2.1 Main and Interaction Eects in Multi-Way ANOVA Models 51
3.2.2 Wald-type Statistic and 2 Test . . . . . . . . . . . . . . . . 56
3.2.3 Bartlett Correction and Bartlett Test . . . . . . . . . . . . . 58
3.2.4 Modied Bartlett Correction and MB Test . . . . . . . . . . 59
3.2.5 Properties of the MB Test . . . . . . . . . . . . . . . . . . . 61
3.3 Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
CONTENTS v
3.4 A Real Data Example . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.5 Technical Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Chapter 4 MB Test for One-Way MANOVA 76
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.1 The MB Test . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.2 Some Desirable Properties of the MB Test . . . . . . . . . . 84
4.3 Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4 Application to the Egyptian Skull Data . . . . . . . . . . . . . . . . 91
4.5 Technical Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Chapter 5 MB Test for Two-Way MANOVA 99
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Methodologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2.1 Main and Interaction Eects . . . . . . . . . . . . . . . . . . 101
5.2.2 Wald-Type Test Statistic . . . . . . . . . . . . . . . . . . . . 105
5.2.3 The MB Test . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2.4 Some Desirable Properties of the MB Test . . . . . . . . . . 110
5.3 Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4 An Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.5 MB Test for Multi-Way MANOVA . . . . . . . . . . . . . . . . . . 124
5.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.7 Technical Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Chapter 6 MB Test for Regression Coecient Comparison 137
CONTENTS vi
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2 Methodologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.2.1 Wald-Type Test Statistic . . . . . . . . . . . . . . . . . . . . 138
6.2.2 2, Bartlett and Modied Bartlett Tests . . . . . . . . . . . 141
6.2.3 Some Desirable Properties of the MB Test . . . . . . . . . . 144
6.3 Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.3.1 Simulation A: Two-Sample Cases . . . . . . . . . . . . . . . 146
6.3.2 Simulation B: Multi-Sample Cases . . . . . . . . . . . . . . . 147
6.4 Real Data Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.4.1 A Two-Sample Example . . . . . . . . . . . . . . . . . . . . 154
6.4.2 A Multi-Sample Example . . . . . . . . . . . . . . . . . . . 156
6.5 Technical Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Chapter 7 Summary and Discussion 163
vii
SUMMARY
The Behrens-Fisher (BF) problems refer to compare the means or mean vectors
of several normal populations without assuming the equality of the variances or
covariance matrices of those normal populations. These BF problems are challeng-
ing and caught much attention for decades since the standard testing procedures
such as the t-test, F -test, Hotelling T 2-test, or the Lawley-Hotelling trace test may
fail for these BF problems.
In this thesis, we solve various BF problems by applying the modied Bartlett
correction of Fujikoshi (2000). These BF problems include heterogenous one-way
ANOVA, multi-way ANOVA, one-way MANOVA, two-way MANOVA, and regres-
sion coecient comparison under heteroscedasticity. For each BF problem, we show
that the asymptotic distribution of the test statistic is 2 with some known degrees
Summary viii
of freedom and we nd out the expressions of the asymptotic mean and variance of
the test statistic which allow us to apply the modied Bartlett correction. In each
of these BF problems, by simulation studies and real data applications, we nd
that the resulting modied Bartlett test works well compared with the existing
approximate solutions to the associated Behrens-Fisher problem.
1CHAPTER 1
Introduction
In this chapter, we rst give a brief review of various Behrens-Fisher problems
in Section 1.1. We then give a classication of the various existing approximate
solutions to the Behrens-Fisher problems in Section 1.2. An overview of the thesis
is outlined in Section 1.3.
1.1 The Behrens-Fisher Problems
In this section, we review various Behrens-Fisher problems and their approxi-
mation solutions scattered in the literature.
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1.1.1 Heteroscedastic One-Way ANOVA
For several decades, much attention has been paid to comparing k normal
means under heteroscedasticity (Welch 1947, 1951; James 1951, 1954; Krutchko
1988; Wilcox 1988, 1989; Krishnamoorthy, Lu, and Mathew 2007 etc). When only
two normal means are involved, this problem is referred to as the Behrens-Fisher
(BF) problem (Behrens 1929, Fisher 1935), and it has been well addressed in the
literature. Among the tests proposed for the two-sample BF problem, Welch's
(1947) approximate degrees of freedom (ADF) test is the most popular one. It
has been well accepted and widely used in real data applications because of its
simplicity and accuracy as argued by Krishnamoorthy, Lu, and Mathew (2007).
The problem of comparing k normal means under variance heteroscedasticity is
usually referred to as the k-sample BF problem. A number of approximate solutions
have been proposed and studied, including Welch's (1951) ADF test, James' (1954)
second-order test, Weerahandi's (1995) generalized F-test, and Krishnamoorthy,
Lu, and Mathew's (2007) parametric bootstrap (PB) test, etc. Although Welch's
(1951) ADF test performs well when k = 2, its performance is unsatisfactory in
terms of size controlling when k is large. In fact, Krishnamoorthy, Lu, and Mathew
(2007) compared the Welch, generalized F, James' second order and their PB tests
by intensive simulations and demonstrated that in terms of size controlling and
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power, their PB test generally performs the best, followed by James' (1954) second
order test while the Welch and generalized F tests are sometimes very liberal when
k is large. Since the PB test is time-consuming and James' (1954) second-order
test has a very complicated form which prevents it from being widely used in real
data analysis, it is still worthwhile to develop some simple tests for the k-sample
BF problem which is comparable to the PB test in terms of size controlling and
power.
1.1.2 Heteroscedastic Multi-Way ANOVA
In the heterogenous one-way ANOVA mentioned in the previous subsection,
there is only one factor involved. In real data analysis, a few factors may be
involved. A multi-way analysis of variance (ANOVA) under heteroscedasticity
aims to compare the main and interaction-eects of several factors in a factorial
experiment with multi-way layout without any knowledge about the equality of
cell variances. When the number of factors in the factorial experiment is m, a
positive integer, the multi-way ANOVA may be referred to as heterogenous m-
way ANOVA. For example, we have heterogenous one-way, two-way, or three-way
ANOVA when the number of factors involved in the factorial experiment is 1; 2, or
3, respectively.
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The more factors involved, the more complicated the heterogenous m-way
ANOVA is. That is why little attention has been paid to a heterogenous 3-way
ANOVA problem, not mentioning the general heterogenous m-way ANOVA. For
example, compared with heterogenous one-way ANOVA, heterogenous two-way
ANOVA is more challenging because it involves one more factor, making the het-
erogenous two-way ANOVA more complicated. As a result, much less attention
in the literature has been paid to heterogenous two-way ANOVA than heteroge-
nous one-way ANOVA. The current literature for heterogenous two-way ANOVA
includes Krutchko (1989), Wilcox (1989), Ananda and Weerahandi (1997) and
Zhang (2012b). Krutchko (1989) proposed a simulation-based approximate test.
Wilcox (1989) presented two methods with one mimicking James' (1954) second
order test. Ananda and Weerahandi (1997) proposed a generalized F -test which is
a simulation-based testing procedure. All these methods are either too complicat-
ed to be implemented or too time-consuming in computation. Therefore, a further
study is warranted.
1.1.3 Heteroscedastic One-Way MANOVA
The problem of comparing the mean vectors of k multivariate normal popu-
lations based on k independent samples is referred to as multivariate analysis of
variance (MANOVA). If the k covariance matrices are assumed to be equal, Wilks'
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likelihood ratio, Lawley-Hotelling's trace, Bartlett-Nanda-Pillai's Trace and Roy's
largest root tests (Anderson, 2003) can be used. When k = 2, Hotelling's T 2 test
is the uniformly most powerful ane invariant test. These tests, however, may
become seriously biased when the assumption of equality of covariance matrices is
violated. In real data analysis, such an assumption is often violated and is hard to
check.
The problem for testing the dierence between two normal mean vectors with-
out assuming equality of covariance matrices is referred to as multivariate BF
problem. This problem has been well addressed in the literature. Well-known and
accurate solutions include James (1954), Yao (1965), Johansen (1980), Nel and
Van der Merwe (1986), Kim (1992), Krishnamoorthy and Yu (2004), Yanagihara
and Yuan (2005), and Belloni and Didier (2008), among others. When k > 2 and
the covariance matrices are unknown and arbitrary, the problem of testing equality
of the mean vectors is often referred to as multivariate k-sample BF problem or
heterogenous one-way MANOVA. This multivariate k-sample BF problem is more
complex and is not well addressed compared with the multivariate two-sample BF
problem. Existing approximate solutions include James (1954), Johansen (1980)
and Gamage, Mathew, and Weerahandi (2004), among others. Tang and Algi-
na (1993) compared James's rst- and second-order tests, Johansen's test, and
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Bartlett-Nanda-Pillai's trace test and concluded that none of them is satisfacto-
ry for all sample sizes and parameter congurations. Overall, they recommended
James' (1954) second-order test and Johansen's (1980) test. Krishnamoorthy and
Lu (2009) claimed, based on a preliminary study, that James's second-order test is
computationally very involved, and is dicult to apply when k = 4 or more, and
oered little improvement over Johansen's test. They then proposed a parametric
bootstrap (PB) test to the multivariate k-sample BF problem. They compared
their PB test against the Johansen test and the generalized F-test of Gamage,
Mathew, and Weerahandi (2004) by some intensive simulations for various sam-
ple sizes and parameter congurations and found that their PB test performs best
while the Johansen test and the generalized F-test are very liberal when the number
of groups compared, k, is large. Since the PB test is computationally intensive, it is
still worthwhile to develop some new testing procedure which is comparable to the
PB test in terms of size controlling and power but with much less computational
work.
1.1.4 Heteroscedastic Two-Way MANOVA
A two-way multivariate analysis of variance (MANOVA) aims to compare the
eects of several levels of two factors in a factorial experiment with two-way lay-
out. It is a multivariate version of two-way ANOVA model and is widely used in
1.1 The Behrens-Fisher Problems 7
experimental sciences, e.g., biology, psychology, physics, among others; examples
may be found in Johnson and Wichern (2002), Xu and Cui (2008), and Tsai and
Chen (2009), among others. As for one-way MANOVA, when the cell covariance
matrices are known to be the same, this problem can be solved using the Wilk-
s likelihood ratio, Lawley-Hotelling trace (LHT), Pillai-Bartlett trace and Roy's
largest root tests (Anderson 2003). However, when the homogeneous assumption
is violated, these tests may become seriously biased, which means their sizes may
be severely inated or deated. For example, in our simulations which will be
presented in Chapter 5, we set the nominal size  = 5%, the empirical size of the
LHT test for interaction eect tests could be as large as 75% or as small as 0%.
This is a serious problem. In real data analysis, Box's M test (Box 1949) is usually
used to check whether the cell covariance matrices are equal and when the null
hypothesis is rejected, those tests mentioned above are not suitable for the main
eect testing or interaction eect testing. In this case, a test for heterogenous
two-way MANOVA is needed.
To our knowledge, this problem for two-way MANOVA has not been well ad-
dressed in the literature. Recently, Harrar and Bathke (2010) try to solve this
problem by modifying the WLR, LHT and BNP tests. Their main ideas focus
on modifying the degrees of freedom of the random matrices involved in the test
statistics so that the heteroscedasticity of the cell covariance matrices is taken into
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account and the WLR, LHT and BNP tests can still be used but with the degrees
of freedom estimated from the data by matching the rst two moments. Although
their approaches are simple to understand, these approaches admit the following
three main drawbacks: (1) one needs to estimate the degrees of freedom of both
the random matrices involved in the test statistics; (2) the estimated degrees of
freedom, as given in Section 3 of Harrar and Bathke (2010), are complicated, case-
sensitive, and not ane invariant; and (3) the null distributions of the WLR, LHT
and BNP tests with known degrees of freedom are not immediately available; fur-
ther approximations based on 2 or normal asymptotic expansions are needed,
as shown in Sections 3.1 and 3.2 of Harrar and Bathke (2010). Therefore, it is
worthwhile to further study this heterogenous two-way MANOVA.
1.1.5 Comparison of Regression Coecients under Het-
eroscedasticity
The problem of testing two independent sets of regression coecients under
assumption of normally distributed errors is widely used in econometric study and
other research areas. Chow (1960) proposed his Chow's test for testing equality of
the coecients when the error variances are assumed to be equal. The test works
well as long as at least one of the sample sizes is large. But when error variances
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between the two models dier and sample sizes are small, this procedure becomes
inadequate. So Toyoda (1974) modied the Chow's test by approximating the
distribution of Chow's statistic using an F distribution. Schmidt and Sickles (1977)
calculated the exact distribution of the Chow statistic and examined the Toyoda's
approximation test and found out that his approximation is rather inaccurate when
the two sample sizes and the two variances are very dierent.
Two alternative tests for equality of coecients under heteroscedasticity have
been proposed by Jayatissa (1977) and Watt(1979). Jayatissa proposed an exact
small sample test and Watt developed an asymptotic Wald test. But both of these
tests have their drawbacks: Jayatissa test performed poorly when the number of
regressors is large, while the number of observations is fairly small; and the Wald
test has also the disadvantage that the actual size exceeds the nominal size when
sample sizes are small. Besides, both of the tests have not considered the case
under which the number of the rst and/or second sets of observations are small.
Hence Ohtani and Toyada (1985) investigated the eects of increasing the number
of regressors on the small sample properties of these two tests and found that the
Jayatissa test cannot always be applied. Gurland and MeCullough (1962) proposed
a two-stage test which consists of pre-test for equality of variances and the main-
test for equality of means. Ohtani and Toyada (1986) extended the analysis to
the case of a general linear regression. Other alternative test procedures include
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Ali and Silver(1985) two approximate tests based on Pearson system using the
moments of statistics under the null hypothesis and approach of Moreno,Torres
and Casella (2005).
Conerly and Maneld (1988) proposed a modied Chow's test. They not only
used the Satterthwaite's (1940) approximation to correct the degree of freedom but
also modify Chow's test statistic to make it more robust to the heteroscedastici-
ty. This test, as the simulations in Section 6.3 of Chapter 6 show, can maintain
empirical sizes and powers well under variety of parameters conguration.
All the tests mentioned above focus on two-sample cases. Little literature is
found to address regression coecients comparison problem for multi-sample cases
which are also often encountered in real data analysis. Thus, some further study
is worthwhile.
1.2 Classifying the Approximate Solutions to the
BF Problems
In the previous section, we have reviewed various BF problems and their ap-
proximation solutions proposed in the literature. In this section, we give a brief
classication of these approximated solutions.
1.2 Classifying the Approximate Solutions to the BF Problems 11
1.2.1 Approximate Degree of Freedom Tests
For the two-sample BF problem, Welch (1947) proposed an approximate degree
of freedom (ADF) test. When the two samples have the same variance, the classical
t-test can be used for comparing the two normal means. For the two-sample BF
problem, this classical t-test is no longer applicable. However, Welch (1947) found
that when the degrees of freedom are properly adjusted, the classical t-test can still
be used, resulting in the so-called ADF test. This ADF test turned out to work
well in terms of size controlling and power. Welch (1951) extended his ADF test
for heterogenous one-way ANOVA problem, by properly adjusting the degrees of
freedom of the classical F -test to reduce the eect of heteroscedasticity. Other ADF
tests are proposed by Jonhanson (1980) for one-way MANOVA models, Harrar and
Bathke(2010) and Zhang (2011) for two-way MANOVA models, and Conerly and
Maneld (1988) for coecient comparison of two linear regression models, among
others.
The ADF tests enjoy some common merits. They are generally easy to com-
pute, and perform well in terms of size controlling and power when the number
of populations involved is small. However, as the number of samples increases,
the performance of some ADF tests may be not satisfactory. The type-I error
rates may inate or deate signicantly. For example, for heterogenous one-way
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ANOVA, Welch (1951)'s ADF test can only perform well when the number of pop-
ulations is less than 5; see some simulation results in Krishnamoorthy, Lu, and
Mathew (2007). For heterogenous one-way MANOVA, Jonhanson (1980)'s ADF
test cannot maintain empirical size well when many populations are involved; see
some simulation results in Zhang and Liu (2013).
1.2.2 Series Expansion-Based Tests
From the previous subsection, we see that the key idea of an ADF test is
to approximate the null distribution of a test statistic by properly adjusting the
degrees of freedom of the test statistic. The key idea of a series expansion-based
test, on the other hand, is to approximate the critical value of a test statistic using
some series expansion, e.g., the Cornish-Fisher expansion, of the test statistic. For
example, James' (1951) rst order test is obtained by expanding the test statistic
up to the rst order. The resulting expression for the approximate critical value
is simple but its accuracy is quite limited. James' (1951) second order test is
then obtained by expanding the test statistic up to the second order. James'
second order test is much more powerful and accurate than his rst order test;
see some simulation results in Krishnamoorthy, Lu, and Mathew (2007). However,
the expression of the associated critical values for James' second order test is very
complicated in form; see James (1951) or Wilcox (1988). As a result, James' second
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order test is not popular in real data applications. Other drawbacks include that
the series expansion-based tests such as James' second order test are hard to extend
for MANOVA and their p-values are generally not attainable.
1.2.3 Simulation-Based Tests
The key idea of a simulation based test is to approximate the null distribution
or the critical value of a test statistic by simulation or bootstrapping. For het-
erogenous one-way ANOVA, Krishnamoorthy, Lu, and Mathew (2007) proposed a
so-called parametric bootstrap (PB) test. This PB test is latter extended for one-
way MANOVA in Krishnamoorthy and Lu (2009). Other simulation based tests
can be found in Krutchko (1988), Krutchko (1989), Ananda and Weerahandi
(1997), Gamage, Mathew and Weerahandi (2004), among others.
As reported in the literature, the simulation-based tests generally perform well
in terms of size-controlling and power. For example, Krishnamoorthy, Lu, and
Mathew (2007) and Krishnamoorthy and Lu (2009) showed by simulation studies
that their PB tests perform well under various parameter congurations. Like
all other simulation-based procedures, simulation-based tests are generally very
time-consuming especially when the dimension of data is high.
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1.2.4 Transformation-Based Tests
The approximate tests stated in the previous subsections aim to obtain the
approximate null distribution or the approximate critical value of a test statistic.
Alternatively, one may transform the test statistic so that its asymptotic null
distribution can be more attainable even with moderate or small sample sizes.
Yanagihara and Yuan (2005) proposed such a test for the two-sample multivariate
BF problem. They used a Wald-type test statistic. The asymptotic distribution of
the test statistic can be shown to be 2 with some known degrees of freedom even
for the two-sample multivariate BF problem. However, the associate convergence
rate is very slow so that the resulting asymptotical 2-test does not perform well in
terms of size-controlling for moderate and small sample sizes. To improve the test,
Yanagihara and Yuan (2005) applied the modied Bartlett correction of Fujikoshi
(2000) to the Wald-type test statistic so that the distribution of the resulting test
statistic can be better approximated by the 2-distribution even for moderate and
small sample sizes. Yanagihara and Yuan (2005) called the resulting test a modied
Bartlett (MB) test.
The MB test of Yanagihara and Yuan (2005) has several merits. It maintains
the type-I error well and has good power. It is simple in form and fast in com-
putation. Therefore, it is worthwhile to further investigate the MB test for other
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Behrens-Fisher problems mentioned in the previous section.
1.3 Overview of the Thesis
In Chapter 2, we study how to extend the MB test for heterogenous one-way
ANOVA models. We rst put the group means into a long vector so that we
can construct a Wald-type test statistic for a general linear hypothesis testing
(GLHT) problem. It is easy to show that the Wald-type test statistic follows an
asymptotic 2-distribution with some known degrees of freedom but with a slow
convergence rate. To apply the modied Bartlett correction to the test statistic,
we rst nd out the asymptotic expressions of the mean and variance of the test
statistic. We then apply the modied Bartlett correction of Fujikoshi (2000) to the
test statistic. Simulation studies are conducted to demonstrate that the resulting
MB test performs well in terms of size controlling and power. A real data example
illustrates the methodology.
In Chapter 3, we aim to extend the MB test for heterogenous multi-way ANOVA
models. The dicult task is how to express the main and interaction-eects of the
factors as a linear combination of the long vector obtained by stacking all the cell
means for all the combinations of the factor levels. This allows us to construct
a GLHT problem under the heterogenous multi-way ANOVA. To test this GLHT
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problem, we again use the Wald-type test and show its asymptotical distribution
is 2 with some known degrees of freedom. We then nd the associated asymptotic
mean and variance of the test statistic and apply the modied Bartlett correction.
Some simulation studies are conducted under heterogenous two-way ANOVA and
a real data example illustrates the methodologies.
In Chapter 4, we study the MB test for heterogenous one-way MANOVA. This
extends the MB test of Yanagihara and Yuan (2005). Since more samples are
involved, the test statistic is also more complicated than that one used in the
MB test of Yanagihara and Yuan (2005). We rst put the group mean vectors
into a long vector by stacking one mean vector by another. Similarly, we can
construct a Wald-type test statistic for a general linear hypothesis testing (GLHT)
problem and show that the Wald-type test statistic follows an asymptotic 2-
distribution with some known degrees of freedom but with a slow convergence
rate. The asymptotic expressions of the mean and variance of the test statistic are
then derived and the modied Bartlett correction of Fujikoshi (2000) is applied
to the test statistic. Simulation studies are conducted to demonstrate that the
resulting MB test performs well in terms of size controlling and power. A real data
example is also used to illustrate the methodology.
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In Chapter 5, we aim to extend the MB test for heterogenous two-way MANO-
VA. We express the main and interaction-eects of the factors as a linear com-
bination of the long vector obtained by stacking all the cell mean vectors for all
the combinations of the factor levels. We then construct a GLHT problem un-
der the heterogenous two-way MANOVA and construct the associated Wald-type
test which asymptotically follows a 2-distribution. We then nd the associated
asymptotic mean and variance of the test statistic and apply the modied Bartlett
correction. Simulation studies are then conducted and a real data example is used
to illustrate the methodologies.
Chapter 6 is devoted to compare the coecients of several linear regression
models under heteroscedasticity. In this case, we put all the coecient vectors
into a long vector so that we can construct a Wald-type test statistic for a GLHT
problem. Again, we can show that the Wald-type test statistic has an asymptot-
ical 2-distribution with slow convergence rate. We then derive the asymptotic
expressions for the mean and variance of the test statistic and apply the modied
Bartlett test accordingly. Simulation studies and a real data example show that
the proposed MB test performs well.
Notice that the thesis is actually obtained by combining 5 independent papers
which I have completed (collaborated with my supervisor) during the past three
years. Two of the papers have been published (Zhang and Liu 2012, 2013); Others
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will be submitted soon. From the above, we can see that each chapter focuses on a
heterogenous ANOVA or MANOVA model but apply the same modied Bartlett
correction. Therefore, although we tried very hard to revise the thesis, some rep-




MB Test for One-Way ANOVA
2.1 Introduction
As mentioned in Chapter 1, in this chapter, we aim to study the MB test
for the general linear hypothesis testing (GLHT) problem in heterogenous one-way
ANOVA. A literature review about approximate solutions to heterogenous one-way
ANOVA is given in Section 1.1.1 of Chapter 1.
Notice that we obtain the MB test by an application of the modied Bartlett
correction of Fujikoshi (2000) to a Wald-type statistic constructed for the GLHT
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problem. The MB test can be easily computed and implemented by the usual 2-
distribution. We show that the MB test is invariant under ane transformations,
dierent choices of the contrast matrix used to dene the same hypothesis and
dierent labeling schemes of the population means. Simulation studies and real
data applications show that the MB test outperforms the Welch test (Welch 1951)
and is comparable to the PB test of Krishnamoorthy, Lu, and Mathew (2007) in
terms of size controlling and power.
The chapter is organized as follows. In Section 2.2, the MB test is developed and
some of its important properties are discussed. Simulation studies are presented in
Section 2.3. An application of the MB test to a real data set is given in Section 2.4.
Some concluding remarks are given in Section 2.5. Technical proofs of the main
results are outlined in Section 2.6.
2.2 Main Results
2.2.1 The MB test
Throughout this chapter, let N(; 2) denote a normal distribution with mean
 and variance 2. Given k independent normal samples xlj; j = 1; 2;    ; nl 
N(l; 
2
l ); l = 1; 2;    ; k, the heterogenous one-way ANOVA is referred to the
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following testing problem:
H0 : 1 = 2 =    = k; versus H1 : H0 is not true; (2.1)
without assuming the equality of variances 2l ; l = 1; 2;    ; k. This problem is
also known as the k-sample BF problem. For this k-sample BF problem, several
solutions are available in the literature, including Welch's (1951) ADF test and
James' (1954) rst and second order approximation solutions, Krutchko's (1988)
modied F -test, and the PB test of Krishnamoorthy, Lu, and Mathew (2007)
among others. The k-sample BF problem (2.1) can be written as a special case of
the following GLHT problem:
H0 : C = c; vs H1 : C 6= c; (2.2)
where  = (1; 2;    ; k)T ,C : qk is a known coecient matrix with rank(C) =
q, and c : q  1 is a known constant vector, often set to zero. In fact, the GLHT
problem (2.2) reduces to the heterogenous one-way ANOVA (2.1) if we set c = 0
and C = [Ik 1; 1k 1] where Ir and 1r denote the identity matrix of size r and
the r-dimensional vector of ones respectively. Notice that C is a contrast matrix
and its choice is not unique for (2.1) and later we shall show that the MB test is
invariant to dierent choices of C. To propose and study the so-called MB test for
the GLHT problem (2.2), for l = 1; 2;    ; k, set







l = (nl   1) 1
nlX
j=1
(xlj   xl)2; (2.3)
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which are the sample mean and sample variance of the l-th sample respectively. Set
^ = (^1; ^2;    ; ^k)T , as an unbiased estimator of . Then we have ^  Nk(;)







;    ; 2k
nk

. It follows that C^  c  Nq(C  c;CCT ):
Thus, the following Wald-type statistic is constructed:











;    ; ^2k
nk
), an unbiased estimator of. Now T is re-expressed
as
T = zTW 1z; (2.5)
where
z = (CCT ) 1=2(C^  c); W =H^HT ; H = (CCT ) 1=2C: (2.6)
It is easy to see that z  Nq(z; Iq); where z = (CCT ) 1=2(C   c): For
further investigation, let nmin = min
k
l=1 nl and nmax = max
k
l=1 nl denote the smallest
and largest sample sizes. The following condition is imposed:
nl
nmin
! rl <1; l = 1; 2;    ; k; as nmin !1: (2.7)
This condition requires that the sample sizes n1; n2;    ; nk proportionally tend
to 1, preventing the case when nmin is too small compared with the other sam-
ple sizes. This guarantees that nmin(CC
T ) tends to a non-singular matrix as
nmin !1 so that we can write (CCT ) 1 = O(nmin) andH = (CCT ) 1=2C =





m denote a chi-square distribution with m degrees of freedom. We
have the following result.
Theorem 2.1. Under the condition (2.7) and H0, as nmin ! 1, T converges to
2q in distribution.
From the proof of Theorem 2.1 in Section 2.6, it is seen that the convergence rate
of T is of order n
 1=2
min . This indicates that the null distribution of T approaches to 
2
q
slowly. In other words, the 2q-distribution can not give an accurate approximation
to the null distribution of T when nmin is too small. To overcome this diculty,
following Yanagihara and Yuan (2005), the modied Bartlett correction of Fujikoshi
(2000) is applied to improve the convergence rate of T , resulting in the so-called
modied Bartlett (MB) test. The MB test considered by Yanagihara and Yuan
(2005) is for a multivariate two-sample BF problem. Let hl = (CC
T ) 1=2cl; l =
1; 2;    ; k where c1;    ; ck are the k columns of C. To apply the modied Bartlett
correction in the current context, we need the following result.
Theorem 2.2. Under the condition (2.7) and H0, as nmin !1,
E(T ) = q(1 + 1
nmin
) +O(n 2min)


















=(nl   1). In
addition, we have
q2
(nmax   1)k   
q
nmin   1 : (2.9)
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Notice that under the conditions of Theorem 2.2, the quantities 1 and 2 will
tend to their nite limits respectively as nmin ! 1. Theorem 2.2 implies that
E(T ) = q + O(n 1min) and E(T
2) = q(q + 2) + O(n 1min). The modied Bartlett
correction of Fujikoshi (2000) aims to improve this convergence rate to a higher
order, say, of order n 2min using the log-transformation TMB = (nmin1 + 2) log(1 +
T
nmin1
); where 1 =
2
2 21 and 2 =
(q+2)2 2(q+4)1
2(2 21) . One can show that E(TMB) =
q +O(n 2min) and E(T
2
MB) = q(q + 2) +O(n
 2
min); see some details in Yanagihara and
Yuan (2005) and Fujikoshi (2000). It is then expected that TMB converges to 
2
q
with a faster rate than T does.
In real data application, 1 and 2 have to be replaced by their estimators.




















=(nl   1); (2.10)
where h^l = (C^C
T ) 1=2cl; l = 1; 2;    ; k. The estimators ^1; ^2; ^1; ^2 are then
obtained accordingly so that
T^MB = (nmin^1 + ^2) log(1 +
T
nmin^1
)  2q approximately: (2.11)
Some simple algebra yields nmin^1 =
q(q+2)
3^




the proof of Theorem 2.2, one can easily see that the range of  given in (2.9) is
also the range of ^. Thus, provided nmin  2, we always have nmin^1 > 0 and
nmin^1 + ^2 > 0. This guarantees that T^MB is a nonnegative and monotonically
increasing function of T .
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The critical value of the MB test can be specied as 2q(1   ) for any given
signicance level . We reject the null hypothesis in (2.2) when this critical value
is exceeded by T^MB. The MB test can also be conducted by computing the P-value
based on the 2q-distribution easily.
2.2.2 Properties of the MB Test
As mentioned previously, the contrast matrix C is not unique. It is known
from Kshirsagar (1972, Ch. 5, Sec. 4) that for any two contrast matrices ~C
and C specifying the same hypothesis, there is a nonsingular matrix P such that
~C = PC: Theorem 2.3 below shows that the MB test is invariant to dierent
choices of C for the same hypothesis.
Theorem 2.3. The MB test is invariant when C and c in (2.2) are replaced by
~C = PC and ~c = Pc; (2.12)
respectively where P is any nonsingular matrix.
In practice, the observed data often have to be re-scaled or re-centered before
conducting a statistical inference. Data recentering and rescaling are two special
cases of the following ane transformation:
~xlj = axlj + b; j = 1; 2;    ; nl; l = 1; 2;    ; k; (2.13)
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where a 6= 0 and b are two given constants.
Theorem 2.4. The MB test is invariant under the ane transformation (2.13).
It is generally required that a good test is invariant under dierent labeling
schemes of the k population means. The MB test has such a property as stated
below.
Theorem 2.5. The MB test is invariant under dierent labeling schemes of the
population means l; l = 1; 2;    ; k.
2.2.3 MB Test for One-Way Random-eect Models
One-way random-eect models are very important in the analysis of inter-
laboratory data. In this subsection, we would also like to mention that like the
Welch test and the PB test (Krishnamoorthy, Lu, and Mathew 2007), the MB
test is also appropriate for one-way random-eect models. Let xlj denote the j-
th observation at the l-th lab, where j = 1; 2;    ; nl; l = 1; 2;    ; k. A one-way
random-eect model can be written as
xlj = 0 + l + lj; j = 1; 2;    ; nl; l = 1; 2;    ; k; (2.14)
where 0 is a xed-eect (i.e. grand mean), l; l = 1;    ; k are random-eects,
and lj are measurement errors. We assume that l  N(0; 2 ); l = 1;    ; k and
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lj  N(0; 2l ); j = 1;    ; nl; l = 1;    ; k and they all are independent. To check
whether the inter-laboratory eect is signicant is equivalent to test if the variance
component 2 equals 0. That is, we want to test the following problem:
H0 : 
2
 = 0; vs H1 : 
2
 > 0: (2.15)
Firstly, it will be shown that the test statistic (2.4) with some C and c can be used
to test (2.15). For this purpose, notice that the best linear unbiased predictors





is the sample grand mean, ^l =
Pnl
j=1 xlj=nl; l = 1;    ; k are the usual group
means, and N =
Pk
l=1 nl is the total sample size. It follows that ^l   ^k = ^l  
^k; l = 1;    ; k   1. That is, we have C^ = C^ where C = [Ik 1; 1k 1],
^ = (^1;    ; ^k)T , and ^ = (^1;    ; ^k)T . Under the null hypothesis in (2.15), we
have C^  Nk 1(0;CCT ) where  = diag(21=n1;    ; 2k=nk). Therefore, it is
natural to use the following Wald-type test statistic





for testing (2.15). This shows that T is in the form of (2.4) with C = [Ik 1; 1k 1]
and c = 0. It is seen that given ^, T is a positive denite quadratic form in ^,
showing that T has a distribution which is stochastically increasing in 2 (Dajani
and Mathew 2003). That is, conditional on ^, the values of T are also stochastically
increasing in 2 and this stochastic monotonicity also holds for T unconditionally.
Secondly, we show that the null distribution of T can be approximated using the
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MB correction. In fact, under the null hypothesis in (2.15), Theorems 1 and 2 are
still valid and Theorems 3, 4 and 5 can also be veried. Thus, the MB correction can
still be used to approximate the null distribution of T . Therefore, we have showed
that the MB test can be used for the one-way random-eect testing problem (2.15).
2.3 Simulation Studies
In this section, the performance of the MB test is assessed by ve simulation
studies. In the rst three simulation studies, the MB test is compared against
Welch's (1951) ADF test and Krishnamoorthy, Lu, and Mathew's (2007) PB test.
The reasons for our choosing the Welch and PB tests as competitors include, as
mentioned in the introduction section, that Welch's test is the most popular testing
procedure used in the literature, and Krishnamoorthy, Lu, and Mathew (2007)
showed by intensive simulation studies that the PB test is so far the most accurate
testing procedure for the k-sample BF problem (2.1) in terms of size controlling.
The last two simulation studies aim to study the performance of the MB test for
two contrast tests.
First of all, the Welch and PB tests are briey described as follows. For the k-











where wl = nl=^
2
l ; w =
Pk
l=1wl and ^ =
Pk
l=1wl^l=w. The null hypothesis of
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: The null hypothesis of (2.1) is rejected by






















u2l  2nl 1=(nl   1) and zl  N(0; 1), l = 1; 2;    ; k are independent. The
left-hand side probability has to be evaluated using Monte Carlo by simulating
(zl; u
2
l ); l = 1; 2;    ; k a large number of times.
For a given sample size vector n = (n1; n2;    ; nk), a mean vector  =
(1; 2;    ; k)T and a variance vector 2 = (21; 22;    ; 2k) (for easy presen-
tation, row vectors are used for n and 2 in this section), we rst generate k
sample means x1;    ; xk and k sample variances ^21;    ; ^2k by xl  N(l; 2l =nl)





nl 1; l = 1; 2;    ; k. For simplicity, the entries of  are de-
ned as l = 2:1 + l; l = 1; 2;    ; k where 1 = :5;2 =  :3;k = 1:1,
l = 0; l = 3;    ; k   1 and  is a tuning parameter controlling the validity of
the null hypothesis in the k-sample BF problem (2.1). The three tests are then
applied to ^l = xl; l = 1;    ; k and ^2l ; l = 1;    ; k respectively and their P-values
are recorded. The P-values of the PB test are obtained by 10000 inner runs. This
process is repeated 10000 times. The empirical sizes (when  = 0) and powers
(when  > 0) of the tests are the proportions of rejecting the null hypothesis, i.e.,
when the P-values of the tests are less than the nominal signicance level . In all
the simulations conducted, we used  = 5% for simplicity.
2.3 Simulation Studies 30
In Tables 2.1-2.3, the rst 2 columns list the tuning parameters for the sample
sizes and population variances under consideration. For simplicity, we sometimes
use ar to denote \a repeats r times", e.g., (43; 22) = (4; 4; 4; 2; 2) and (1; 2; 3)2 =
(1; 2; 3; 1; 2; 3). The columns labeled with \Welch",\PB" and \MB" display the
empirical sizes or powers of the Welch, PB and MB tests respectively. When the
null distribution of the MB test is 2q, the column labeled with \^
2
q(:05)" lists the
bootstrapped critical values of the MB test obtained by 10000 bootstrap replicates
of T^MB. If the MB test works well, the bootstrapped critical values should be close
to the associated theoretical critical value of the MB test as given in the associated
table caption. This oers another way to compare the MB test against the PB test.
To measure the overall performance of a test in terms of maintaining the nominal
size , we dene the average relative error as ARE = M 1
PM
j=1 j^j   j= 100
where ^j denotes the j-th empirical size of the test for j = 1; 2;    ;M . The
smaller ARE value indicates the better overall performance of the associated test.
Usually, when ARE < 10, the test performs very well and when 10 < ARE < 20,
the test is acceptable. When ARE > 20, the test may be quite liberal or quite
conservative.
Table 2.1 displays the simulation results for 3-sample BF problem (2.1). Four
cases of n are considered with the total sample size N = 27 being the same while
nmin increasing from 2 to 9. Seven cases of 
2 are considered with the rst case
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having homogeneous variances. It is seen that when nmin is too small, e.g., for those
cases with nmin = 2, none of the tests performed well in terms of size controlling:
the ARE values of the three tests are more than 90; their empirical sizes are
around 10%, much larger than the nominal size 5%; and the bootstrapped critical
values of the MB test are much larger than the associated theoretical critical value
22(:05) = 5:99. However, with increasing nmin, the performances of the three tests
are getting better and better: the ARE values of the three tests are now less than
20; their empirical sizes are now around 5%; and the bootstrapped critical values of
the MB test are getting closer and closer to the associated theoretical critical value.
In particular, the three tests performed very well for those cases with n = (9; 9; 9).
Notice also that the powers of the three tests are comparable and they are getting
larger and larger with increasing nmin from 2 to 9 although the powers of the MB
test are slightly smaller than those of the other two tests when nmin = 2 and 4.
Overall speaking, in this simulation study, the three tests are roughly comparable
in terms of size controlling and power.
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Table 2.1 Simulation results for 3-sample BF problem (2.1) [22(:05) = 5:99].
 = 0  = 1
n 2 Welch PB MB ^22(:05) Welch PB MB
(2; 6; 19) (1; 1; 1) .108 .120 .101 9.36 .333 .379 .257
(1; 1; 2) .105 .112 .098 8.90 .288 .331 .236
(1; 1; 4) .122 .139 .109 11.0 .204 .229 .160
(1; 2; 3) .086 .089 .081 7.71 .216 .246 .189
(2; 1; 1) .121 .135 .111 11.0 .285 .303 .212
(4; 1; 1) .118 .134 .105 11.5 .257 .256 .175
(3; 2; 1) .089 .095 .084 7.81 .238 .269 .209
ARE 114 136 97.4
(4; 6; 17) (1; 1; 1) .058 .059 .054 6.19 .564 .569 .534
(1; 1; 2) .054 .055 .050 5.99 .480 .482 .460
(1; 1; 4) .061 .062 .055 6.19 .336 .334 .305
(1; 2; 3) .050 .050 .046 5.84 .281 .285 .269
(2; 1; 1) .064 .063 .058 6.33 .539 .534 .506
(4; 1; 1) .057 .055 .051 6.03 .520 .502 .481
(3; 2; 1) .051 .052 .049 5.94 .361 .361 .346
ARE 13.0 13.5 6.71
(6; 6; 15) (1; 1; 1) .049 .050 .046 5.85 .609 .611 .596
(1; 1; 2) .048 .048 .046 5.84 .507 .510 .497
(1; 1; 4) .053 .053 .049 5.95 .385 .384 .368
(1; 2; 3) .050 .051 .048 5.91 .316 .317 .308
(2; 1; 1) .054 .054 .050 6.00 .597 .599 .582
(4; 1; 1) .057 .055 .053 6.09 .581 .580 .565
(3; 2; 1) .050 .050 .048 5.91 .396 .396 .389
ARE 5.17 4.34 4.54
(9; 9; 9) (1; 1; 1) .050 .049 .048 5.93 .677 .676 .672
(1; 1; 2) .052 .051 .049 5.97 .529 .529 .524
(1; 1; 4) .048 .048 .047 5.83 .485 .483 .479
(1; 2; 3) .048 .048 .046 5.80 .330 .328 .324
(2; 1; 1) .051 .050 .050 5.97 .662 .662 .657
(4; 1; 1) .051 .050 .049 5.95 .658 .656 .653
(3; 2; 1) .050 .049 .049 5.91 .419 .416 .413
ARE 2.40 2.03 3.23
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Table 2.2 Simulation results for 10-sample BF problem (2.1) [29(:05) = 16:90].
 = 0  = 1
n 2 Welch PB MB ^29(:05) Welch PB MB
(510) (1; 1; 1; 1; 1)2 .081 .044 .046 16.6 .301 .197 .201
(1; 1; 1; 1; 5)2 .080 .044 .047 16.7 .166 .099 .104
(1; 2; 3; 4; 5)2 .080 .046 .050 16.8 .148 .087 .093
(5; 1; 1; 1; 1)2 .077 .038 .041 16.3 .272 .175 .183
(5; 4; 3; 2; 1)2 .083 .046 .048 16.7 .229 .141 .150
ARE 60.8 12.9 6.84
(1510) (1; 1; 1; 1; 1)2 .056 .051 .052 17.0 .852 .843 .844
(1; 1; 1; 1; 5)2 .054 .050 .051 16.9 .424 .410 .412
(1; 2; 3; 4; 5)2 .056 .052 .052 17.1 .345 .332 .334
(5; 1; 1; 1; 1)2 .052 .048 .049 16.8 .797 .787 .789
(5; 4; 3; 2; 1)2 .053 .048 .048 16.8 .691 .678 .680
ARE 8.28 3.00 3.44
(43; 54; 63) (1; 1; 1; 1; 1)2 .086 .043 .047 16.7 .311 .196 .208
(1; 1; 1; 1; 5)2 .090 .046 .051 16.9 .164 .093 .101
(1; 2; 3; 4; 5)2 .083 .042 .047 16.7 .144 .082 .091
(5; 1; 1; 1; 1)2 .091 .046 .052 17.1 .291 .169 .190
(5; 4; 3; 2; 1)2 .097 .053 .060 17.6 .241 .134 .153
ARE 79.5 10.3 7.20
(58; 152) (1; 1; 1; 1; 1)2 .082 .049 .056 17.4 .551 .402 .439
(1; 1; 1; 1; 5)2 .084 .051 .058 17.5 .211 .130 .147
(1; 2; 3; 4; 5)2 .081 .046 .054 17.2 .183 .109 .130
(5; 1; 1; 1; 1)2 .089 .050 .060 17.5 .528 .365 .407
(5; 4; 3; 2; 1)2 .088 .047 .056 17.3 .412 .265 .303
ARE 70.3 3.48 14.1
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Table 2.3 Simulation results for 20-sample BF problem (2.1) [219(:05) = 30:1].
 = 0  = 1
n 2 Welch PB MB ^219(:05) Welch PB MB
(520) (1; 1; 1; 1)5 .129 .044 .061 31.1 .307 .138 .177
(1; 1; 1; 4)5 .121 .050 .067 30.7 .202 .075 .101
(1; 2; 3; 4)5 .127 .045 .061 31.1 .192 .071 .098
(4; 1; 1; 1)5 .129 .043 .060 31.2 .274 .118 .156
(4; 3; 2; 1)5 .126 .044 .061 31.1 .267 .114 .147
ARE 151 9.60 23.8
(1520) (1; 1; 1; 1)5 .059 .051 .054 30.4 .753 .729 .736
(1; 1; 1; 4)5 .054 .052 .055 29.9 .344 .317 .325
(1; 2; 3; 4)5 .055 .052 .054 30.1 .299 .275 .281
(4; 1; 1; 1)5 .058 .049 .051 30.3 .679 .654 .660
(4; 3; 2; 1)5 .058 .054 .057 30.3 .626 .595 .604
ARE 19.9 4.00 8.08
(1010; 1510) (1; 1; 1; 1)5 .064 .051 .055 30.6 .675 .631 .645
(1; 1; 1; 4)5 .062 .050 .055 30.3 .290 .245 .259
(1; 2; 3; 4)5 .064 .049 .053 30.5 .255 .215 .229
(4; 1; 1; 1)5 .062 .052 .056 30.5 .621 .578 .593
(4; 3; 2; 1)5 .066 .051 .056 30.5 .584 .531 .551
ARE 30.0 2.08 9.84
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Table 2.2 displays the simulation results for 10-sample BF problem (2.1). Four
cases of n and ve cases of 2 are considered. In this simulation study, we would
like to emphasize that we compared k = 10 normal means. It is seen that the
Welch test became very liberal, with its empirical sizes around 8% except when
n = (1510) but the PB and MB tests still performed well and were comparable
with each other in terms of size controlling and power. For all the cases under
consideration, the bootstrapped critical values of the MB test are close to their
theoretical critical value 29(:05) = 16:90.
Table 2.3 displays the simulation results for 20-sample BF problem (2.1). Three
cases of n and ve cases of 2 are considered. It is seen that the Welch test became
Table 2.4 Simulation results for the GLHT problem (2.2) with C =
( 2; 1; 0; 1; 2) and T = (1; 2; 0; 2; 1) [21(:05) = 3:84].
n (55) (105) (53; 102) (42; 5; 62)







(15) .048 3.76 .049 3.80 .050 3.85 .050 3.83
(1; 1; 1; 1; 5) .047 3.73 .048 3.77 .051 3.89 .048 3.79
(1; 2; 3; 4; 5) .050 3.83 .050 3.82 .050 3.85 .047 3.72
(5; 1; 1; 1; 1) .053 3.97 .053 3.93 .055 4.03 .058 4.11
(5; 4; 3; 2; 1) .045 3.68 .051 3.85 .052 3.93 .052 3.89
ARE 5.64 3.08 3.72 6.28
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Table 2.5 Simulation results for the GLHT problem (2.2) with C = (1; 1; 2)
and T = (1; 3; 2) [21(:05) = 3:84].
n (4; 6; 19) (6; 6; 15) (8; 8; 11) (9; 9; 9)







(1; 1; 1) .047 3.75 .048 3.75 .049 3.81 .050 3.84
(1; 1; 4) .042 3.61 .050 3.82 .049 3.81 .051 3.87
(1; 2; 3) .050 3.84 .050 3.84 .049 3.79 .048 3.77
(4; 1; 1) .059 4.17 .053 3.94 .044 3.67 .044 3.66
(3; 2; 1) .046 3.73 .048 3.77 .047 3.75 .046 3.68
ARE 9.44 2.88 4.76 5.36
more liberal when n = (520), with its empirical sizes around 12%. In terms of size
controlling, the PB test slightly outperformed the MB test while in terms of power,
the MB test slightly outperformed the PB test. Therefore, in this simulation study,
the PB and MB tests were still comparable with each other and both of them
performed better than the Welch test. For all the cases under consideration, the
bootstrapped critical values of the MB test are close to their theoretical critical
value 219(:05) = 30:1.
As mentioned in the previous section, the GLHT problem (2.2) includes not
only the k-sample BF problem (2.1) but also contrast tests as special cases. To
see if the MB test also works well for contrast tests, we conducted two simulation
studies with contrast tests. The Welch and PB tests were not included since
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they were developed only for the k-sample BF problem unless some further work
is done. Tables 2.4 and 2.5 show the results of the two simulation studies for
the GLHT problem (2.2) with C = ( 2; 1; 0; 1; 2);T = (1; 2; 0; 2; 1) and with
C = (1; 1; 2);T = (1; 3; 2), respectively. It is seen that the MB test indeed
performed well in these two simulation studies with all the ARE values below
10 and all the bootstrapped critical values close to the theoretical critical value,
21(:05) = 3:84, of the MB test.
From the rst three simulation studies, it is seen that overall speaking, the
Welch test is very liberal when k is large and n is small. This observation is in
agreement with the one observed by Krishnamoorthy, Lu, and Mathew (2007). In
addition, we see that the MB test is generally comparable to the PB test in terms
of size controlling and power for the k-sample BF problem (2.1) for various sample
sizes and parameter congurations. From the last two simulation studies, we see
that the MB test also works well for contrast tests. In view of the above and the
computational eort required by the PB test, we generally recommend the MB
test in real data analysis.
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2.4 Applications to the PTSD Data
The study by Foa, Rothbaum, Riggs, and Murdock (1991) involved 45 sub-
jects (rape victims) who were randomly assigned to one of four groups treated by
four dierent treatments: (1) Stress Inoculation Therapy (SIT) in which subject-
s were taught a variety of coping skills; (2) Prolonged Exposure (PE) in which
subjects went over the rape in their mind repeatedly for seven sessions; (3) Sup-
portive Counseling (SC) which was a standard therapy control group; and (4) a
Waiting List (WL) control. In the actual study, pre- and post-treatment mea-
sures were taken on a number of variables. Here, however, we only look at the
post traumatic stress disorder (PTSD) data (the total number of symptoms en-
dorsed by the subject). The data are available at http://www.uvm.edu/ dhow-
ell/StatPages/FoaFolder/Foa Anova.html where David C. Howell presented a s-
tandard ANOVA analysis, assuming homogeneity of the variances. However, the
sample variances of the PTSD data are quite dierent, ranging from 15:6 to 124,
as seen from Table 2.6.
In this section, this PTSD data is used to illustrate the MB test and to study the
impacts of the variance heteroscedasticity on the results of the standard ANOVA,
Welch (1951), PB (Krishnamorthy, Lu, and Mathew 2007) and MB tests. For this
purpose, we consider all the four, three and two-group mean comparisons as listed
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Table 2.6 Summary statistics for the PTSD data.
Group Size Sample Mean Sample Variance
1 (SIT) 14 11:1 15:6
2 (PE) 10 15:4 124
3 (SC) 11 18:1 50:9
4 (WL) 10 19:5 50:5
in Column 1 of Table 2.7. It is seen that the homogeneity assumption is violated
in various degrees in these comparisons with Case (2) most seriously and Case (11)
most lightly. Overall speaking, the degrees of heteroscedasticity for Cases (1)-(3)
are much higher than those for Cases (4)-(11).
First of all, focus on the P-values of the Welch, PB and MB tests as listed in
Columns 2-5 of Table 2.7 respectively. The P-values of the PB test were obtained
based on 100000 bootstrap replicates. Since the sample sizes are relatively large,
all the three tests performed well and they gave about the same P-values for all 11
cases although the computational cost of the MB test and the Welch test is much
less than that of the PB test.
We now check the impact of the heteroscedasticity on the results by looking at
the P-value discrepancies between the standard ANOVA and the MB test for all
the 11 cases. For Cases (4)-(11) where the degrees of heteroscedasticity are low,
the P-value discrepancies between the standard ANONA and the MB test are not
2.4 Applications to the PTSD Data 40
Table 2.7 Group mean comparisons for the PSTD data.
P-values 100
Case (Null Hypothesis) ANOVA Welch PB MB
(1) H0 : 1 = 2 = 3 = 4 3:94 0:75 0:78 0:83
(2) H0 : 1 = 2 = 3 7:85 2:95 3:04 3:06
(3) H0 : 1 = 2 = 4 3:71 1:36 1:37 1:43
(4) H0 : 1 = 3 = 4 0:31 0:33 0:30 0:35
(5) H0 : 2 = 3 = 4 56:3 63:4 63:6 63:4
(6) H0 : 1 = 2 19:0 26:4 26:4 26:4
(7) H0 : 1 = 3 0:47 1:05 1:03 1:06
(8) H0 : 1 = 4 0:12 0:48 0:42 0:49
(9) H0 : 2 = 3 51:3 52:4 52:4 52:4
(10) H0 : 2 = 4 33:9 34:1 34:1 34:1
(11) H0 : 3 = 4 65:6 65:6 65:3 65:6
large enough to yield inconsistent conclusions. For Cases (1)-(3) where the degrees
of heteroscedasticity is high, however, the P-values of the standard ANOVA are
about 2 to 5 times larger than those of the MB test. Depending on the specied
nominal signicance level , the conclusions made by the standard ANOVA may be
opposite to those made by the MB test. For example, when  = 1%, the standard
ANOVA accepts (while the MB test rejects) the null hypotheses of Cases (1)-(3);
when  = 5%, the standard ANOVA accepts (while the MB test rejects) the null
hypothesis of Case (2). Since the MB test assumes much weaker conditions than the
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standard ANOVA does, the conclusions made by it are generally more reliable than
those made by the standard ANOVA. Thus, when the degree of heteroscedasticity
is high, application of the standard ANOVA may yield misleading conclusions.
2.5 Concluding Remarks
In this chapter, we proposed and studied the so-called MB test for the GLHT
problem in heterogenous one-way ANOVA, making use of the modied Bartlett
correction of Fujikoshi (2000) to improve the convergence rate of the Wald-type
statistic T which approaches to a 2-distribution slowly. It allows a unied treat-
ment of the overall, post hoc and contrast tests in heterogenous on-way ANOVA
about the population means and hence has wide applications. Simulation studies
and real data applications show that the MB test generally outperforms the Welch
(1951) test and is comparable to the PB test of Krishnamoorthy, Lu, and Mathew
(2007) for the k-sample BF problem. The modied Bartlett correction has wide
applications. We here provide another useful example following Yanagihara and
Yuan (2005).
Notice that the condition (2.7) imposed for Theorems 2.1 and 2.2 is based on
nmin. For large samples, this condition is equivalent to the ordinary condition \
nl
N
= O(1); l = 1; 2;    ; k" imposed by some other authors, e.g., Yanagihara and
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Yuan (2005), where N =
Pk
l=1 nl denotes the total sample size. We used nmin
rather than N based on the following reasons. First of all, nmin plays a central
role in stating Theorems 2.1 and 2.2 and their proofs. For example, from the
proofs of Theorems 2.1 and 2.2, one can see that it is natural and accurate to
use nmin rather than N to dene the convergence rates of the random matrices
H ;W ;;R among others. Secondly, it is well known that for homogeneous one-
way ANOVA, the convergence rate of T tending to a 2-distribution is of order
N 1=2. By the proof of Theorem 2.1, it is seen that the convergence rate of T for
heterogenous one-way ANOVA is of order n
 1=2
min . Therefore, the convergence rate
of T for homogeneous one-way ANOVA is much faster than that for heterogenous
one-way ANOVA. This is intuitively understood since for homogeneous one-way
ANOVA, the N observations are pooled to estimate the common variance while
for heterogenous one-way ANOVA, each of the population variances has to be
estimated separately using only the observations in the sample. Finally, from the
simulation results in Table 2.1, it is seen that nmin has a strong impact on the
performances of the Welch, PB and MB tests: when nmin is too small, none of the
three tests performed well even when N is suciently large.
In this chapter, the normality assumption was made when we developed the
MB test. In particular, Theorem 2.2 was derived under the normality assumption.
2.6 Technical Proofs 43
Therefore, the performance of the MB test proposed in this chapter is not guar-
anteed for non-normal data. To overcome this diculty, a normality test may be
needed to check if the data are nearly normally distributed. If the normality test is
rejected, the well-known Box-Cox power transformation may be properly applied
so that the MB test can be applied to the resulting data which are nearly normally
distributed.
2.6 Technical Proofs





nl 1=(nl   1); l = 1; 2;    ; k; (2.16)
where X
d
= Y means X and Y have the same distribution. It follows that (^2l  
2l )=nl = Op(n
 3=2
l ); l = 1; 2;    ; k. Thus ^    = Op(n 3=2min ). Noticing that
 = O(n 1min), we further have
R =H(^ )HT = Op(n 1=2min ); (2.17)
whereH is dened in (2.6) andH = O(n
1=2
min). This implies thatW = Iq+H(^ 
)HT = Iq +R = Iq +Op(n
 1=2
min ): Theorem 2.1 follows by Slutsky's theorem and
noticing that under H0, z
Tz  2q.
Proof of Theorem 2.2 Notice that under H0, we have z  N(0; Iq). Applying
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the conditional expectation rule and some simple algebra leads to
E(T ) = E tr(W 1) and E(T 2) = 2E tr(W 2) + E tr2(W 1): (2.18)
where and throughout, E2(X) = [E(X)]2, tr2(Y ) = [tr(Y )]2 and tr(Y ) denotes
the trace of Y , i.e., the sum of the diagonal entries of Y . From the proof of
Theorem 2.1, we have thatW = Iq +R with R = Op(n
 1=2
min ); see (2.17). Then we
haveW 1 = (Iq+R) 1 = Iq R+R2 R3+Op(n 2min) andW 2 = (Iq+R) 2 =
Iq   2R+ 3R2   4R3 +Op(n 2min): It is easy to see from (2.17) that E(R) = 0 and
Etr(R) = 0. Thus
Etr(W 1) = q + Etr(R2)  Etr(R3) +O(n 2min);
Etr(W 2) = q + 3Etr(R2)  4Etr(R3) +O(n 2min);
Etr2(W 1) = q2 + Etr2(R) + 2qEtr(R2)  2qEtr(R3)
 2Etr(R)tr(R2) +O(n 2min):
(2.19)
We now nd Etr(R2) and Etr2(R) among others. By (2.17), we have R =Pk
l=1 hlh
T
l ul, where hl is the l-th column of H and ul =
^2l  2l
nl
, for l = 1; 2;    ; k.
By (2.16), we have




n2l (nl   1)
; and E(u3l ) =
86l
n3l (nl   1)2
; l = 1; 2;    ; k;
(2.20)
where we use the fact E(2d=d   1)3 = 8=d2. Noticing that u1; u2;    ; uk are
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independent and by (2.20), we have





2E(u2l ) = 2;
























=(nl   1): Combining (2.19) and (2.21) gives that
Etr(W 1) = q+2+O(n 2min), Etr(W
 2) = q+6+O(n 2min), and Etr
2(W 1) =




















We now nd the lower and upper bounds of  as given in (2.9). For l =






l . It is easy to see that Sl is nonnegative and it has
only one nonzero eigenvalue l =
2l
nl
hTl hl. It is easy to verify that
Pk








hTl hl = tr(
Pk
l=1 Sl) = q and Iq  Sl =
P
r 6=l Sr. Therefore
Iq Sl is nonnegative, showing that the only nonzero eigenvalue l of Sl is less than











l =(nmax   1)  q2=[(nmax   1)k] where we have used the fact that for any








theorem is then proved.
Proof of Theorem 2.3 From the denition (2.4) of T , it is easy to see that T is
invariant under the transformation (2.12). Then by (2.11), we only need to show
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that ^ is invariant under the transformation (2.12). For l = 1; 2;    ; k, let cl and
~cl be the l-th columns of the contrast matrices C and ~C = PC respectively. Then



























=(nl   1) = ^, as desired. The theorem is proved.
Proof of Theorem 2.4 This theorem is proved if we can show that both T
and ^ are invariant under the ane transformation (2.13). Let l; 
2
l and ~l; ~
2
l
respectively denote the mean and variance of xlj before and after the ane trans-
formation (2.13). Then we have ~l = al + b and ~
2
l = a
22l : It follows that
l = a
 1(~l   b). As we dene the mean vector  and the variance matrix  in
Section 2, we dene ~ and ~ similarly. Then we have ~ = a + b and ~ = a2,
where b = b1k. It follows that the GLHT problem (2.2) can be equivalently ex-
pressed as ~H0 : ~C~ = ~c; vs ~H1 : ~C~ 6= ~c; where ~C = a 1C and ~c = a 1Cb+c.
Let ^l; ^
2
l and b~l; b~2l respectively denote the unbiased estimators of the mean
and variance of xlj before and after the ane transformation (2.13). Then it is easy
to see that b~l = a^l + b and b~2l = a2^2l . It follows that b~ = a~+ b and b~ = a2^.
Using the above, we have ~Cb~  ~c = a 1C(a^ + b)  (a 1Cb + c) = C^  c and
~Cb~ ~CT = a 1C(a2^)(a 1C)T = C^CT . Thus, both C^   c and C^CT are
ane-invariant. So is T .
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We now turn to show that ^ is invariant under the ane transformation (2.13).
Let b~ be the ane-transformed ^. Then by (2.10), we have





















=(nl   1) = ^;
as desired. The theorem is then proved.
Proof of Theorem 2.5 The theorem is proved if we can show that both T and
^ are invariant under dierent labeling schemes of the means 1;    ; k. Let
l1; l2;    ; lk be any permutation of 1; 2;    ; k. Then it is easy to see that C^ =Pk
l=1 cl^l =
Pk


















showing that C^ and C^CT are invariant under dierent labeling schemes of the
population means and so is T .
The invariance of ^ under dierent labeling schemes of the population means






















and that C^CT is invariant under dierent labeling schemes of the population
means. This completes the proof of the proposition.
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CHAPTER 3
MB Test for Multi-Way ANOVA
3.1 Introduction
In this chapter, we study the MB test for heterogenous multi-way ANOVA in a
unied manner. A literature review about approximate solutions to heterogenous
multi-way ANOVA is given in Section 1.1.2 of Chapter 1.
Let m denote the number of factors in the heterogenous multi-way ANOVA
model. The key ideas include two major steps. In the rst step, the main and
interaction-eects of the m factors are identied by introducing a proper weight
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method as in Zhang (2011, 2012b). This weight method allows us to re-express
the main and interaction-eects of the m factors into the framework of a general
linear hypothesis testing (GLHT) problem under the heterogenous m-way ANOVA
model. This heterogenous GLHT problem is very general and it actually includes
the main-eect, interaction-eect, post hoc, and contrast tests among others as
special cases. In the second step, the heterogenous GLHT problem is solved by a
MB test.
The MB test for the heterogenous multi-way ANOVA model is a natural gen-
eralization of the MB test for one-way ANOVA model investigated in the previous
chapter. It is based on a Wald-type statistic constructed for the heterogenous
GLHT problem. We show that when all the cell sizes tend to innity proportion-
ally, the null distribution of the Wald-type test statistic tends to a 2-distribution
with a rate of order n
 1=2
min where nmin denotes the minimum cell size. Therefore,
when nmin is small or moderate, the resulting 
2-test is inaccurate in terms of size
controlling. To overcome this diculty, we again apply the modied Bartlett cor-
rection of Fujikoshi (2000) to the aforementioned Wald-type test statistic so that
the null distribution of the resulting test statistic approaches to the 2-distribution
in a faster rate of order n 1min, resulting in the so-called MB test. As the MB test
for the heterogenous one-way ANOVA described in the previous chapter, the MB
3.1 Introduction 50
test is easy to implement using the usual 2-distribution and it is invariant un-
der ane transformations, dierent choices of the contrast matrix used to dene
the same linear hypothesis, and dierent labeling schemes of the cell means. Sim-
ulation studies and real data applications presented in this chapter demonstrate
that for heterogenous two-way ANOVA, the MB test is comparable to the approx-
imate Hotelling T 2-test of Zhang (2012b) in terms of size controlling and power.
In contrast, the well-known classical F test is liberal or conservative when the cell
variance homogeneity assumption of the heterogenous two-way ANOVA model is
violated.
The remaining part of this chapter is organized as follows. The methodologies
for the MB are presented in Section 3.2. Simulation results are presented in Sec-
tion 3.3. A real data example is presented in Section 3.4. Some technical proofs of
the main results are outlined in Section 3.5.
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3.2 Methodologies
3.2.1 Main and Interaction Eects in Multi-Way ANOVA
Models
Consider a m-way experiment withm factorsA1; A2;    ; Am having a1; a2;    ; am
levels respectively with a total of M = a1a2    am factorial combinations or cells.
Suppose at each cell, we have a random sample with nite cell mean and vari-
ance. In this subsection, we aim to introduce a method to express the main and
interaction-eects of a m-way ANOVA model into linear combinations of the cell
mean vectors so that all linear tests about the main and interaction-eects can be
expressed in the form of a GLHT problem we shall introduce in next subsection. For
this purpose, we rst describe a scheme to put all theM samples in a lexicographi-
cal order. Let V (a1; a2;    ; am) be a M m matrix whose rows are the subscripts
i1i2    im arranged in the lexicographical order. The matrix V (a1; a2;    ; am) can
be constructed iteratively as follows (Zhang 2011). First of all, it is easy to check
that V (a1) = [1; 2;    ; a1]T and V (a1; a2) = [V (a1)
1a2 ;1a1
V (a2)], where and
through out this dissertation, 
 denotes the Kronecker product. By induction, we
can easily show that the matrix V (a1; a2;    ; am) can be iteratively generated by
V (a1; a2;    ; am) = [V (a1)
 1a2a3am ;1a1 
 V (a2; a3;    ; am)] :
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Denote the lexicographical order, i.e., the row number of the subscript i1i2    im
in V (a1; a2;    ; am) by v = v(i1; i2;    ; im), which ranges from 1 to M . In what
follows, we generally use (v) to represent the subscript i1i2    im for easy presen-
tation. Under this scheme, we denote the sample at the (v)th cell as
y(v)k; k = 1; 2;    ; n(v); (3.1)
satisfying the following cell model:
y(v)k = (v) + (v)k; (v)k  N(0; 2(v)); k = 1;    ; n(v); (3.2)
where (v) and 
2
(v) are the associated cell mean and variance. All theseM samples
are assumed to be independent with each other, and it is not known if the cell
variances 2(v); v = 1; 2;    ;M are equal.
For a m-way ANOVA model, the cell means (v) = i1i2im ; v = 1; 2;    ;M



















+   + (12m)i1i2im ; (3.3)
where 0 is the grand mean, 
j
ij




(ij1 ; ij2)th interaction-eect between factors Aj1 and Aj2 and so on. So that (3.2)
can be further written as the following heterogenous m-way ANOVA model:
















  + (12m)i1i2im + (v)k;
(v)k  N(0; 2(v)); k = 1; 2;    ; n(v); v = 1; 2;    ;M:
(3.4)
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Often only the main-eect terms 
(j)
ij




are of interest. Nevertheless, we dene a general main or interaction-eect







(2)    = (j1j2jk)(aj1aj2 ajk ) = 0; (3.5)
where the associated k-factor interaction-eects are arranged in the lexicographical
order with respect to V (aj1 ; aj2 ;    ; ajk). When k = 1, this is to test if the main-
eect of factor Aj1 is signicant; when k > 1, this is to test if the interaction-
eect among factors Aj1 ; Aj2 ;    ; Ajk is signicant. Notice that model (3.4) is not
identiable since the grand mean 0 and the main and interaction eects 
(j1j2jk)
ij1 ij2 ijk
are not uniquely dened unless some further constraints are imposed. To dene
some proper constraints, we need to dene some weights rst. For the m-way














Following Zhang (2011), we can use either the equal-weight method or the size-




= 1=aj; ij = 1; 2;    ; aj; j = 1; 2;    ;m;











( ij) denotes the summation over i1; i2;    ; im except ij and N denotes
the total cell size.










  u(jlr )ijlr 
(j1j2jk)
ij1 ij2 ijk = 0;
ijs = 1; 2;    ; (ajs   1);
s 2 f1; 2;    ; kg but not 2 fl1; l2;    ; lrg;
1  l1 < l2 <    < lr  k; r = 1; 2;    ; k;
1  j1 < j2 <    < jk  m; k = 1; 2;    ;m:
(3.7)
To help understand the above constraints (3.7), the constraints for the main-eect









= 0; j = 1; 2;    ;m;





























= 0; 1  j1 < j2  m:
Set (j1j2jk) = [(j1j2jk)(1) ; 
(j1j2jk)
(2) ;    ; (j1j2jk)(aj1aj2 ajk )]. Then under the constraints




(j1j2jk) = 0; (3.8)
where H(j1j2jk) = H(j1) 
H(j2) 
    
H(jk) with H(jl) = (Iajl 1; 1ajl 1); l =
1; 2;    ; k. Throughout, Ir and 1r denote the identity matrix of size r and the
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r-dimensional vector of ones respectively, and 
 denotes the Kronecker product
operation. The matrix H(j1j2jk) is a full rank contrast matrix with rank (aj1  
1)(aj2   1)    (ajk   1).
Given the product weights (3.6), we can easily identify the grand mean 0 and
the main and interaction-eects 
(j1j2jk)





2 ;    ; u(j)aj ]T ; j =
1; 2;    ;m be the weight vector of factor Aj and
 = [(1); (2);    ; (M)]T (3.9)
be the long mean vector consisting of all the M cell means in the lexicograph-
ical order. Set A(0) = u
(1)T 
 u(2)T 
    
 u(m)T which is a 1  M vector of






   u(m)im in the lexicographical order with re-
spect to V (a1; a2;    ; am). The grand mean 0 can be expressed as 0 = A(0) =PM
v=1w(v)(v). LetA(j1j2jk) be a matrix obtained by replacing u
(j1)T ;u(j2)T ;    ;u(jk)T
in A(0) with (Iaj1   1aj1u(j1)T ); (Iaj2   1aj2u(j2)T );    ; (Iajk   1ajku(jk)T ) respec-
tively. Then we have
(j1j2jk) = A(j1j2jk): (3.10)
It follows that the null hypothesis (3.8) can be equivalently expressed in the form
of the GLHT problem (3.12) as described in next subsection with C being
C(j1j2jk) =H(j1j2jk)A(j1j2jk): (3.11)
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3.2.2 Wald-type Statistic and 2 Test
Using the cell mean vector  dened in (3.9), we can write the GLHT problem
under the heterogenous m-way ANOVA model (3.4) as:
H0 : C = c; vs H1 : C 6= c; (3.12)
where C : q M is a known full-rank coecient matrix with rank(C) = q and
c : q  1 is a known constant vector, often specied as 0.
To construct the test statistic for (3.12), we denote the usual unbiased estima-















for v = 1;    ;M: Set ^ = [^(1); ^(2);    ; ^(M)]T as the estimator of . Then












). Since C^   c  Nq(C  
c;CCT ); The following Wald-type statistic can be constructed:

















). Following Zhang and Liu (2012), T is re-
expressed as:
T = zTW 1z; (3.15)
where z = (CCT ) 1=2(C^  c), W =H^HT , and H = (CCT ) 1=2C. It is
easy to see that under the null hypothesis, z  Nq(0; Iq): Let nmin = minMv=1 n(v)
3.2 Methodologies 57
and nmax = max
M
v=1 n(v) denote the minimum and maximum cell sizes respectively.
To study the asymptotic null distribution of T , we impose the following condition:
As nmin !1, n(v)
nmin
! (v) <1; v = 1; 2;    ;M: (3.16)
This condition requires that all the cell sizes tend to innity at about the same
rate so that nmin(CC
T ) tends to a non-singular matrix as nmin ! 1. We then
have the following result.
Theorem 3.1. Under the condition (3.16) and H0, as nmin !1, we have T L !
2q:
The above theorem shows that T asymptotically follows a 2-distribution with
q degrees of freedom. A 2 test can be constructed based on this property and H0
(3.12) will be rejected if T > 2q(1  ) where  is the specied signicance level.
We also investigate on the rst and second moments of T (3.14) and get the
following results which will be used latter.
Theorem 3.2. Under the condition (3.16) and H0, as nmin !1, we have
























In addition, we have
q2
(nmax   1)M   
q
nmin   1 : (3.18)
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3.2.3 Bartlett Correction and Bartlett Test
From the proof of Theorem 3.1 in Section 3.5, we can see that the convergence
rate of T to 2q is of order n
 1=2
min . This means that the 
2-test constructed in
the previous subsection can be very inaccurate when nmin is small or moderate,
as indicated by the simulation results presented in Section 3.3. The 2 test can
perform well only when the sample sizes are suciently large.
Bartlett (1937) proposed a Bartlett correction, it states that if a statistic S
asymptotically follows 2 distribution with q degrees of freedom as n ! 1 and
E(S) = q(1 + 1
n
) +O(n 2), a Bartlett corrected statistic is given as
SB = (1  1
n
)T:
Since E(SB) = q+O(n
 2) while E(S) = q+O(n 1), the distribution of SB can be
better approximated by a 2 distribution with q degrees of freedom.
We can impose Bartlett correction on T (3.14) to improve the convergence rate
as the asymptotic distribution and the rst moment of T have been given in The-
orem 3.1 and 3.2. The Bartlett corrected test static is given as
TB = (1  1
nmin
)T; (3.19)
where 1 is given is Theorem 3.1 and we reject H0 if TB > 
2
q(1   ). In real
data analysis, 1 has to be estimated based on the sample. A proper estimator
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will be described in next subsection. As the simulation results in Section 3.3 show,
the performance of the 2- test has been improved dramatically after the Bartlett
correction is applied. The Bartlett corrected test maintains the type-I error well
when the sample size is large or moderate.
3.2.4 Modied Bartlett Correction and MB Test
Fujikoshi (2000) proposed a modied Bartlett correction, it says that if a statis-
tic S asymptotically follows 2 distribution with q degree of freedom as n ! 1
and E(S) = q(1 + 1
n
) + O(n 2);E(S2) = q(q + 2)(1 + 2
n
) + O(n 2), the modied
Bartlett corrected statistic is given as






2 21 and 2 =
(q+2)2 2(q+4)1
2(2 21) . Following Fujikoshi (2000), E(SMB) =
q+O(n 2) and Var(SMB) = 2q+O(n 2). Since modied Bartlett correction corrects
both the rst and the second moments of the statistic while Bartlett correction only
corrects the rst moment, it is expected that SMB converges to the 
2 distribution
faster than SB does. Theorem 3.1 and 3.2 also guarantee that modied Bartlett
correction can be imposed on T (3.14), we feel that a modied Bartlett test may
perform even better. The transformed test statistic is given as











and 1; 2 are dened in Theorem 3.2. The
null hypothesisH0 (3.12) will be rejected if TMB > 
2
q(1 ) and  is the signicance
level.
In real data analysis, the parameters 1 and 2 as well as 1 in TB (3.19) must
be estimated from the data. Good estimators can be obtained as long as a good
























The estimators ^1; ^2; ^1, and ^2 are then obtained accordingly so that
T^MB = (nmin^1 + ^2) log(1 +
T
nmin^1
)  2q approximately: (3.21)
Some simple algebra yields nmin^1 =
q(q+2)
3^




the proof of Theorem 3.2, one can easily see that the range of  given in (3.18)
is also the range of ^. Thus, provided nmin  2, we always have nmin^1 > 0 and
nmin^1 + ^2 > 0. This guarantees that T^MB is a nonnegative and monotonically
increasing function of T . Notice that it is standard to show that under the condition
(3.16), as nmin !1, we have ^!  almost surely so that ^1 ! 1; ^2 ! 2 and
^1 ! 1; ^2 ! 2 almost surely.
The critical value of T^MB can be specied as 
2
q(1 ) for any given signicance
level . We reject the null hypothesis of (3.12) when this critical value is exceeded
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by T^MB. The MB test can also be conducted by computing the P-value using the
2q -distribution (3.21) easily.
3.2.5 Properties of the MB Test
Notice that for the null hypothesis in (3.8), the contrast matrix H(j1j2jk) =
H(j1) 
 H(j2) 
    
 H(jk) is not unique. For example, ~H(j1j2jk) = ~H(j1) 

H(j2) 
    
 H(jk) is also a full rank contrast matrix for (3.8) where ~H(j1) =
( 1aj1 1; Iaj1 1). It is known from Kshirsagar (1972, Sec. 4, Ch. 5) that for
any two contrast matrices ~H(j1j2jk) and H(j1j2jk) for the null hypothesis (3.8),
there is a nonsingular matrix P (j1j2jk) such that ~H(j1j2jk) = P (j1j2jk)H(j1j2jk).
By (3.11), the C-matrix associated with the contrast matrix H(j1j2jk) can be ex-
pressed asC(j1j2jk) =H(j1j2jk)A(j1j2jk). Let ~C(j1j2jk) be the C-matrix associat-
ed with the contrast matrix ~H(j1j2jk). Then we have ~C(j1j2jk) = ~H(j1j2jk)A(j1j2jk) =
P (j1j2jk)H(j1j2jk)A(j1j2jk) = P (j1j2jk)C(j1j2jk). Theorem 3.3 shows that the
MB test is invariant to dierent choices of the contrast matrix for the same linear
hypothesis .
Theorem 3.3. The MB test is invariant when C and c in (3.12) are replaced with
~C = PC and ~c = Pc; (3.22)
respectively where P is any nonsingular matrix.
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In practice, the observed cell responses are often re-centered or rescaled before
any inference is conducted. Recentering and rescaling are special cases of the
following ane transformation:
~y(v)k = y(v)k + ; k = 1; 2;    ; n(v); v = 1; 2;    ;M; (3.23)
where  6= 0 and  are two known constants.
Theorem 3.4. The MB test is invariant under the ane transformation (3.23).
In practice, one may re-order the levels of them factors in them-way MANOVA
model and re-order the cell samples accordingly. The MB test is invariant in this
case as shown by the following theorem.
Theorem 3.5. The MB test is invariant under dierent labeling schemes of the
cell means i1i2im ; is = 1; 2;    ; as; s = 1; 2;    ;m.
3.3 Simulation Studies
In this section, the performance of the proposed 2, Bartlett, MB tests and the
AHT test of Zhang (2012b), the classic F -test for heterogenous two-way ANOVA
will be assessed by some simulation studies. We rst describe how the data in a
two-way ANOVA model are generated. Instead of generating the raw data directly,
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we need only to generate the sample cell means and variances using the given cell
sizes, population means and variances since all these tests are conducted using
the sample cell sizes, means and variances only. For a given cell size vector n =
(n11; n12;    ; nab), a cell mean vector  = (11; 12;    ; ab) and a cell variance
vector 2 = (211; 
2
12;    ; 2ab), a sample cell mean vector ^ = (^11; ^12;    ; ^ab)
and a sample cell variance vector ^2 = (^211; ^
2
12;    ; ^2ab) can be generated as




nij 1; i = 1; 2;    ; a; j = 1; 2;    ; b.
Table 3.1 listed the empirical sizes and powers of the 2, Bartlett and MB
tests for testing if the interaction-eect of the two factors is signicant for various
cell sizes and parameter congurations. For this purpose, set ij = ij=(ab); i =
1; 2;    ; a; j = 1; 2;    ; b. This implies that only when  = 0, the null hypothesis is
satised. The cell standard deviations and sizes are listed in the rst two columns
where we use wr to denote the vector obtained by repeating w for r times, e.g.,
(1; 3)2 = (1; 3; 1; 3). The empirical sizes of the three tests are listed in the three
columns associated with  = 0, and the empirical powers are listed in the columns
associated with  = 2; 4 and 6, some of the powers are replaced with \-" since
the relative empirical sizes are too much away from the nominal size, comparing
empirical power in such cases is meaningless. All the empirical sizes and powers
were computed based on 3000 replications and for the PB test, the P-values were
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Table 3.1 Empirical sizes and powers of the 2,Bartlett and MB tests for various
cell sizes and parameter congurations.
 = 0  = 2  = 4  = 6
 n 2 Bartlett MB 2 Bartlett MB 2 Bartlett MB 2 Bartlett MB
n1
1 .285 .062 .035 - .120 .075 - .423 .322 - .840 .764
2 .316 .069 .041 - .074 .045 - .102 .067 - .156 .099
3 .310 .063 .038 - .075 .042 - .099 .060 - .159 .103
n2
1 .163 .062 .043 - .217 .172 - .757 .704 - .994 .991
2 .178 .065 .045 - .084 .058 - .144 .106 - .266 .211
3 .182 .068 .047 - .084 .059 - .139 .100 - .275 .217
n3
1 .138 .061 .045 - .264 .219 - .875 .846 - .999 .999
2 .144 .061 .047 - .086 .064 - .170 .135 - .346 .293
3 .155 .072 .053 - .082 .063 - .169 .137 - .335 .277
n4
1 .061 .051 .048 .978 .972 .970 1.00 1.00 1.00 1.00 1.00 1.00
2 .064 .053 .050 .220 .195 .188 .789 .763 .755 .995 .994 .994
3 .061 .051 .047 .228 .202 .194 .790 .766 .757 .995 .993 .993
1 = (1; 1; 1; 1; 1)5;2 = (1; 2; 3; 4; 5)5;3 = (5; 4; 3; 2; 1)5: n1 = (5; 5; 5; 5; 5)5;n2 =
(8; 8; 8; 8; 8)5;n3 = (10; 10; 10; 10; 10)5;n4 = (50; 50; 50; 50; 50)5:
computed using 1000 bootstrap runs. To get more accurate P-values, more boot-
strap runs for the PB test were preferred but the required computational eort
forced us not to implement it in this simulation study. From this table, rstly it
is seen the performance of the three tests become better as the sample sizes in-
crease, the empirical sizes are closer the nominal signicance level and the powers
are larger. This is easy to understand since all the three tests are based on the
asymptotic property of the test statistic. However, 2 test's performance is only
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Table 3.2 Empirical sizes and powers of the F , AHT and MB tests for various
cell sizes and parameter congurations.
 = 0  = 2  = 4  = 6
 n F AHT MB F AHT MB F AHT MB F AHT MB
1
n1 .050 .030 .030 .113 .066 .064 .392 .266 .261 .802 .632 .625
n2 .050 .046 .044 .222 .208 .193 .819 .786 .771 .994 .994 .994
n3 .050 .051 .051 .374 .356 .354 .973 .968 .967 1.00 1.00 1.00
n4 .050 .053 .050 .342 .319 .309 .957 .943 .942 1.00 .999 .999
2
n1 .080 .041 .041 - .042 .041 - .064 .062 - .098 .096
n2 .078 .053 .048 - .071 .073 - .157 .149 - .370 .342
n3 .019 .052 .044 - .101 .100 - .303 .308 - .680 .673
n4 .027 .047 .045 - .089 .088 - .278 .275 - .597 .593
3
n1 .081 .045 .045 - .043 .041 - .072 .071 - .096 .096
n2 .106 .051 .046 - .111 .102 - .374 .369 - .778 .766
n3 .016 .051 .057 - .148 .149 - .562 .555 - .932 .929
n4 .223 .051 .049 - .092 .089 - .253 .246 - .586 .575
4
n1 .114 .032 .031 - .059 .057 - .120 .118 - .252 .247
n2 .130 .048 .047 - .106 .097 - .353 .347 - .742 .735
n3 .015 .053 .054 - .136 .137 - .504 .500 - .899 .904
n4 .058 .060 .059 - .149 .145 - .507 .500 - .923 .920
5
n1 .124 .037 .036 - .056 .055 - .122 .119 - .253 .250
n2 .073 .049 .049 - .070 .069 - .159 .154 - .355 .342
n3 .249 .054 .049 - .091 .086 - .255 .251 - .585 .571
n4 .519 .056 .055 - .186 .180 - .762 .756 - .994 .993
6
n1 .130 .037 .036 - .047 .046 - .097 .095 - .237 .232
n2 .116 .049 .044 - .110 .104 - .375 .370 - .782 .771
n3 .423 .051 .049 - .199 .193 - .762 .751 - .992 .993
n4 .059 .050 .049 - .135 .131 - .498 .490 - .892 .890
7
n1 .136 .037 .035 - .049 .048 - .102 .101 - .246 .240
n2 .132 .047 .040 - .115 .103 - .355 .347 - .749 .742
n3 .454 .052 .048 - .194 .188 - .738 .747 - .990 .990
n4 .563 .056 .053 - .187 .184 - .742 .734 - .992 .991
1 = (1; 1; 1; 1)4;2 = (1; 2; 3; 4)4;3 = (1; 1; 1; 4)4;4 = (1; 1; 1; 6)4;5 = (4; 3; 2; 1)4;6 =
(4; 1; 1; 1)4;7 = (6; 1; 1; 1)4:n1 = (5; 5; 5; 5)4;n2 = (11; 11; 11; 11)4;n3 = (10; 20; 20; 30)4;n4 =
(8; 25; 25; 25)4:
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acceptable when the sample size is as large as 50 in the table, while Bartlett and
MB test's performance become acceptable after the sample size increases to 8. This
is consistent with our theoretical anticipation that the 2 test converges slowly and
Bartlett correction and modied Bartlett correction can improve the convergence
rate. Since MB test performs the best among the three in term of size controlling
and power, we would say our use of modied Bartlett correction is very successful.
Table 3.2 listed the empirical sizes and powers of the classical F, AHT and MB
tests. Notations and settings in this table are similar to Table 3.1. From Table 3.2,
we rst notice that both AHT and MB tests performed well and they were generally
comparable in terms of size controlling and power. We then compare the MB test
against the classical F-test in more details. As expected, from Table 3.2, it is seen
that for those cell variance homogeneity cases, the classical F-test outperformed
and test in terms of size controlling and power although the MB test did not
lose too much power. This is not a surprise since the classical F-test takes the
cell variance homogeneity assumption into account while the MB test does not.
However, for those cell variance heteroscedasticity cases, the MB test performed
much better than the classical F-test in term of size controlling. The classical F-test
is either too conservative (with empirical size as small as 0.1%) or too liberal (with
empirical size as large as 62.2%), this may lead to misleading conclusion in real
data analysis. Since for these cell variance heteroscedasticity cases, the empirical
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sizes of the classical F-test are very dierent from those of the MB test, it does
not make too much sense to compare the powers of the classical F-test with those
of the MB test.
From these two simulation studies, we conclude that the MB test is comparable
to AHT test of Zhang (2012b) in terms of size controlling and power but it gen-
erally outperforms the classical F-test in terms of size controlling. In view of the
diculty for checking the equality of cell variances, the AHT and MB tests should
be considered as a preferred choice in two-way ANOVA.
3.4 A Real Data Example
In this section, for illustration and comparison, the classical F, AHT and MB
tests are applied to a real data set known as the bassin anticipatory timing data,
collected for a study about the reaction times of human beings and their hand-eye
coordinations. There are 113 subjects who visited the Human Systems Integration
Laboratory, Monterey, California, on 21 October 1995. Each of the subjects partic-
ipated in an experiment in which the subject anticipated the arrival of a light to a
designated point and a light beam was broken. The dierence between the arrival
time of the light and the time the light beam was broken was recorded. The experi-
ment was administered for 5 trials. For each subject, his/her age and sex were also
3.4 A Real Data Example 68
recorded. For the details of the experiment and the data set, readers are referred to
http://www.statsci.org/data/general/bassin.html. Figure 3.1 displays the
scatter plot of the anticipatory times of the subjects against their ages. It is seen
that the anticipatory times of the subjects with ages below 20 spread much more
widely than those of the subjects with ages above 20. It is then natural to group
the ages into two categories: \age below 20" and \age above 20" so that the bassin
anticipatory timing data can be treated under a heterogenous two-way ANOVA
model where the two factors are \age" and \sex", each with 2 levels.
Table 3.3 displays the P-values of the classical F, AHT, and MB tests applied












Figure 3.1 The scatter plot of the anticipatory times of the subjects against
their ages.
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Table 3.3 P-values (100) of the classical F, AHT, PB and MB tests for testing
the main and interaction-eects of age and sex for the bassin anticipatory timing
data.
data used age sex agesex
up to Trial F AHT MB F AHT MB F AHT MB
1 85.1 84.3 84.3 82.6 80.5 80.5 25.7 17.9 17.9
2 54.7 51.2 51.2 99.9 99.9 99.9 8.21 2.98 2.98
3 51.6 48.7 48.7 72.5 69.8 69.8 8.14 3.40 3.40
4 29.0 26.3 26.3 58.6 54.8 54.8 1.84 0.50 0.50
5 16.9 14.8 14.8 32.1 27.4 27.4 0.72 0.15 0.15
to test the main and interaction-eects for age and sex. Five cases of the cell sizes
were considered. In the kth case for k = 1; 2; 3; 4, and 5, only the data up to Trial
k are involved. Dierent amount of the data involved allows us to compare the
performance of the four tests at various cell sizes. It is seen that for testing the
main-eects, the conclusions drawn from the four tests for ve dierent sample
sizes are consistent. It is then natural to compare the four tests for testing the
interaction-eect in more details. It is seen that for each of the cases considered,
the P-value of the classical F-test is much larger than those of the AHT and MB
tests, suggesting that the classical F-test is generally less powerful in this example
at the presence of cell variance heteroscedasticity. It is seen that at 5% signicance
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level, the AHT and MB tests detected the signicance of the interact eect between
age and sex using the data only up to Trial 2 while the classical F-test failed to
do that until the data up to Trial 4 were involved. Notice that the P-values of the
AHT and MB tests in Table 3.3 are exactly the same. We believe that this is just
a coincidence since the P-values of the AHT and MB tests in Table 3.2 for those
equal-cell-size cases are not the same. From this example, we see that in real data
analysis, the classical F-test has a larger risk in getting a misleading conclusion
than the AHT and MB tests do when the cell variance heteroscedasticity is present.
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n(v) 1=(n(v)   1); v = 1; 2;    ;M: (3.24)
It follows that (^2(v)   2(v))=n(v) = Op(n 3=2(v) ); v = 1; 2;    ;M . Thus ^    =
Op(n
 3=2
min ). Noticing that  = O(n
 1
min), we further have
R =H(^ )HT = Op(n 1=2min ); (3.25)
where H = (CCT ) 1=2C is dened in Section 2 and H = O(n1=2min). This implies
that
W = Iq +H(^ )HT = Iq +R = Iq +Op(n 1=2min ): (3.26)
3.5 Technical Proofs 71
Theorem 3.1 follows by Slutsky's theorem and by noticing that under H0, z
Tz 
2q.
Proof of Theorem 3.2. Notice that under H0, we have z  N(0; Iq). Using the
conditional expectation rule and some simple algebra leads to
E(T ) = E tr(W 1) and E(T 2) = 2E tr(W 2) + E tr2(W 1): (3.27)
From the proof of Theorem 3.1 and (3.25), we have that W = Iq + R with
R = Op(n
 1=2
min ). Then we haveW
 1 = (Iq+R) 1 = Iq R+R2 R3+Op(n 2min)
andW 2 = (Iq +R) 2 = Iq   2R+3R2  4R3+Op(n 2min): It is easy to see from
(3.25) that E(R) = 0 and Etr(R) = 0. Thus
Etr(W 1) = q + Etr(R2)  Etr(R3) +O(n 2min);
Etr(W 2) = q + 3Etr(R2)  4Etr(R3) +O(n 2min);
Etr2(W 1) = q2 + Etr2(R) + 2qEtr(R2)  2qEtr(R3)
 2Etr(R)tr(R2) +O(n 2min):
(3.28)













, for v = 1; 2;    ;M . By














(n(v) 1)2 ; v =
1; 2;    ;M; where we have used E(2d=d 1)3 = 8=d2. Noticing that (1); (2);    ; (M)
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are independent and by (3.29), we have





2E( 2(v)) = 2;


























=(n(v) 1): Combining (3.28) and (3.30) gives that
Etr(W 1) = q+2+O(n 2min); Etr(W
 2) = q+6+O(n 2min); and Etr
2(W 1) =



























(v). It is easy to see that S(v) is nonnegative and it has only one




hT(v)h(v). It is easy to verify that
PM











v=1 S(v)) = q and Iq S(v) =
P
r 6=v S(r).
Therefore Iq S(v) is nonnegative, showing that the only nonzero eigenvalue (v) of















(v)=(nmax 1)  q2=[(nmax 1)M ]








2=M: The theorem is then proved.
Proof of Theorem 3.3 From the denition (3.14) of T , it is easy to see that T is
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invariant under the transformation (3.22). Then by (3.21), we only need to show
that ^ is invariant under the transformation (3.22). For v = 1; 2;    ;M , let c(v)
and ~c(v) be the vth columns of the matrices C and ~C = PC, respectively. Then
































as desired. The theorem is proved.
Proof of Theorem 3.4. This theorem is proved if we can show that both T and
^ are invariant under the ane transformation (3.23). Let (v); 
2
(v) and ~(v); ~
2
(v)
respectively denote the cell mean and variance of y(v)k; k = 1; 2;    ; n(v) before
and after the ane transformation (3.23). Then we have ~(v) = (v) +  and
~2(v) = 
22(v): It follows that (v) = 
 1(~(v)   ). As we dene the mean vector 
and the variance matrix  in Section 2, we dene ~ and ~ similarly. Then we have
~ =  +  and ~ = 2, where  = 1M . It follows that the GLHT problem
(3.12) can be equivalently expressed as ~H0 : ~C~ = ~c; vs ~H1 : ~C~ 6= ~c; where




b~(v); b~2(v) respectively denote the unbiased estimators of the cell
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mean and variance of y(v)k; k = 1; 2;    ; n(v) before and after the ane transforma-
tion (3.23). Then it is easy to see that b~(v) = ^(v)+  and b~2(v) = 2^2(v). It follows
that b~ = ~ +  and b~ = 2^. Using the above, we have ~Cb~  ~c =  1C(^ +
)  ( 1C + c) = C^  c and ~Cb~ ~CT =  1C(2^)( 1C)T = C^CT . Thus,
both C^  c and C^CT are ane-invariant. So is T .
We now turn to show that ^ is invariant under the ane transformation (3.23).































as desired. The theorem is then proved.
Proof of Theorem 3.5 The theorem is proved if we can show that both T and ^
are invariant under dierent labeling schemes of the cell means i1i2im = (v); v =
1; 2;    ;M . Let ij1 ij2 ijm = (vj); j = 1; 2;    ;M denote another labeling scheme
of the cell means. Then it is easy to see that v1; v2;    ; vM is only a permutation


























showing that C^ and C^CT are invariant under dierent labeling schemes of the
cell means. So is T .
The invariance of ^ under dierent labeling schemes of the cell means follows






















and that C^CT is invariant under dierent labeling schemes of the cell means as
shown earlier. This completes the proof of the proposition.
76
CHAPTER 4
MB Test for One-Way MANOVA
4.1 Introduction
In this chapter, we study the MB test for the general linear hypothesis testing
(GLHT) problem in heterogenous one-way MANOVA. A literature review about
approximate solutions to heterogenous one-way MANOVA is given in Section 1.1.3
of Chapter 1.
As in the previous two chapters, the MB test is constructed based on an ap-
plication of the modied Bartlett correction of Fujikoshi (2000) to a Wald-type
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test statistic for the GLHT problem. It is shown that under the null hypothesis
the Wald-type test statistic has an asymptotic 2-distribution with some known
degrees of freedom. This asymptotic null distribution is hardly useful for the GL-
HT problem when the sample sizes are small and moderate since the convergence
rate of the null distribution is of order O(n
 1=2
min ), which is very slow where nmin
denotes the smallest sample size among the k samples. Application of the mod-
ied Bartlett correction of Fujikoshi (2000) will improve the convergence rate of
the null distribution to order O(n 1min). We show that this is true at least for the
rst two moments of the null distribution so that the MB test can be applied for
the GLHT problem even when the sample sizes are small and moderate. As men-
tioned in the previous two chapters, the MB test admits several nice properties.
First of all, it can be simply conducted since the formula for computing the MB
test statistic is very simple and the associated null distribution is the well known
2-distribution with some known degrees of freedom. Secondly, all related tests
under heterogenous one-way MANOVA, such as the overall, post hoc, and con-
trast tests, can be conducted by the MB test in a common framework. We show
that the MB test is invariant under ane transformations, dierent choices of the
contrast matrix used to dene the same hypothesis and dierent labeling schemes
of the mean vectors. Finally, the MB test works well. Simulation results reported
in Section 4.3 indicate that the MB test generally works well and it is generally
comparable to Krishnamoorthy and Lu's (2009) parametric bootstrap test in terms
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of size controlling and power.
The MB test discussed in this chapter can be regarded as a direct extension
of the MB test of Yanagihara and Yuan (2005) from for the multivariate two-
sample BF problem to for the GLHT problem in heterogenous one-way MANOVA.
Yanagihara and Yuan (2005) showed by some simulations that their MB test is
comparable to the MNV test (Krishnamoorthy and Yu, 2004) which is known to
be one of the best tests for the multivariate two-sample BF problem. In view of
this, it is not a surprise that the MB test for the GLHT problem under heterogenous
one-way MANOVA has good performance in terms of size controlling and power.
The rest of this chapter is organized as follows. In Section 4.2, the MB test is
developed in details and its nice properties are investigated. Simulation studies are
presented in Section 4.3. An application to a real data set is given in Section 4.4.
Technical proofs of the main results are outlined in Section 4.5.
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4.2 Main Results
4.2.1 The MB Test
Given k independent normal samples xl1;xl2;    ;xlnl i:i:d Np(l;l); l =
1; 2;    ; k, where and throughout, Np(;) denotes a p-dimensional normal dis-
tribution with mean vector  and covariance matrix , we want to test whether
the k mean vectors are equal:
H0 : 1 = 2 =    = k; versus H1 : H0 is not true; (4.1)
without assuming the equality of l; l = 1; 2;    ; k. The above problem is usually
referred to as the multivariate k-sample BF problem or the overall heterogenous
one-way MANOVA test, which is a special case of the following general linear
hypothesis testing (GLHT) problem in heterogenous one-way MANOVA:
H0 : C = c; vs H1 : C 6= c; (4.2)
where  = [T1 ;
T
2 ;    ;Tk ]T is the mean vector obtained by stacking all the
population mean vectors of the k samples into a single column vector, C : q (kp)
is a known coecient matrix with rank(C) = q, and c : q  1 is a known constant
vector. In fact, the GLHT problem (4.2) reduces to the overall MANOVA test
(4.1) when we set c = 0 and C = Q 
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and 1r denote the identity matrix of size r and the r-dimensional vector of ones
respectively, and 
 denotes the Kronecker product operation.
The GLHT problem (4.2) is very general. It includes not only the overall
MANOVA test (4.1) but also various post hoc and contrast tests as special cases
since any post hoc and contrast tests can be written in the form of (4.2). For
example, when the overall MANOVA test is rejected, it is of interest to further
test if 1 = 32 or if a contrast is zero, e.g., 1   32 + 23 = 0. In fact,
these two testing problems can be written in the form of (4.2) with c = 0 and
C = [e1;k   3e2;k]T 
 Ip and C = [e1;k   3e2;k + 2e3;k]T 
 Ip, respectively, where
and throughout er;k denotes a unit vector of length k with r-th entry being 1 and
others 0.





j=1 xlj be the sample mean vector of the l-th sample. Set ^ =
[^T1 ; ^
T







;    ; k
nk

. It follows that C^   c  Nq(C   c;CCT ): This
suggests that a Wald-type test statistic can be constructed as














) with ^l = (nl   1) 1
Pnl
j=1(xlj   ^l)(xlj   ^l)T
being the usual unbiased sample covariance matrix of the l-th sample. When the
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covariance matrix homogeneity is assumed and the sample covariance matrices ^l
are replaced by their pooled sample covariance matrix
Pk
l=1(nl   1)^l=(N   k)
where N =
Pk
l=1 nl denotes the total sample size of the k samples, it is easy
to show that T=(N   k) reduces to the well-known Lawley-Hotelling trace test
statistic (Anderson, 2003). Otherwise, the distribution of T is very complicated
and its closed-form distribution is generally not tractable.
To construct the MB test based on T , following Yanagihara and Yuan (2005),
we set
z = (CCT ) 1=2(C^  c); W =H^H ; H = (CCT ) 1=2C; (4.4)
so that equivalently we can write
T = zTW 1z: (4.5)
It is easy to see that z  Nq(z; Iq); where z = (CCT ) 1=2(C   c): Let
nmin = min
k
l=1 nl and nmax = max
k
l=1 nl. To study the asymptotic distribution of
T , we impose the following condition:
nl
nmin
! rl <1; l = 1; 2;    ; k; as nmin !1: (4.6)
This condition requires that all the k sample sizes tend to innity proportionally,
preventing the cases where nmin is too small compared to the remainder sample
sizes.
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Theorem 4.1. Under the condition (4.6) and H0, as nmin !1, we have T L ! 2q:
Theorem 4.1 states that T approximately follows the 2-distribution with q
degrees of freedom. For the overall MANOVA test (4.1), this result may not be new
but it is new for the GLHT problem (4.2). Based on this, one may test the GLHT
problem using the usual 2-distribution. However, from the proof of Theorem 4.1,
it is seen that the convergence rate of T approaching to 2q is of order n
 1=2
min , which
is very slow. Therefore, this result is less useful for the GLHT problem (4.2) with
small and moderate samples. To overcome this problem, following Yanagihara and
Yuan (2005), we the modied Bartlett correction proposed by Fujikoshi (2000) is






l ; l = 1; 2;    ; k where H l = (CCT ) 1=2C l; l =
1; 2;    ; k with C1;C2;    ;Ck being the k matrices of size q  p such that C =
[C1;C2;    ;Ck]. To propose the MB test, the following result is needed.
Theorem 4.2. Under the condition (4.6) and H0, as nmin !1, we have
E(T ) = q(1 +
1
nmin
) +O(n 2min) and E(T














l)=(nl   1). Furthermore, we
have
q2
(nmax   1)kp  1 
q
nmin   1 and
q2
(nmax   1)k  2 <
pq
(nmin   1) : (4.8)
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Notice that under the conditions of Theorem 4.2, 1 and 2 will tend to their
nite limits as nmin !1. Based on Theorems 4.1 and 4.2, we can apply the mod-




); where 1 =
2
2 21 and 2 =
(q+2)2 2(q+4)1
2(2 21) :One







as seen from Theorem 4.2, E(T ) = q + O(n 1min) and E(T
2) = q(q + 2) + O(n 1min).
Thus it is expected that TMB converges to 
2
q much faster than T does.
In real data analysis, 1 and 2 have to be estimated from the data. Proper
estimators can be obtained by replacing 





T ) 1=2C l^lCTl (C^C












^l)=(nl   1): (4.10)
The estimators ^1; ^2; ^1 and ^2 are then obtained accordingly so that
T^MB = (nmin^1 + ^2)log(1 +
T
nmin^1
)  2q approximately: (4.11)







the proof of Theorem 4.2, it is seen that the ranges of 1 and 2 as given in (4.8)
are also the ranges of ^1 and ^2, respectively. Thus, provided nmin  p + 1, we
always have nmin^1 > 0 and nmin^1 + ^2 > 0. This guarantees that T^MB  0 and it
is a monotonically increasing function of T . The critical value of the MB test can
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then be specied as 2q(1 ) for any given signicance level . We reject the null
hypothesis in (4.2) when this critical value is exceeded by T^MB. The MB test can
also be conducted by computing the P-value based on 2q. Thus, the MB test can
be conducted easily by using the usual 2-table.
4.2.2 Some Desirable Properties of the MB Test
Notice that the matrix Q used to write the overall MANOVA test (4.1) into
the GLHT problem (4.2) is a contrast matrix with all row totals being 1 and it
is not unique. For example, ~Q =
    1q; Iq is also a valid contrast matrix for
(4.1). It is known from Kshirsagar (1972, Ch. 5, Sec. 4) that for any two contrast
matrices ~Q and Q used to dene the same hypothesis, there is a nonsingular
matrix P such that ~Q = PQ. By (4.2), the C-matrix associated with Q can be
expressed as C = Q 
 Ip. Let ~C be the C-matrix associated with ~Q. Then we
have ~C = ~Q 
 Ip = (PQ) 
 Ip = (P 
 Ip)C. Theorem 4.3 shows that the MB
test is invariant under dierent choices of the contrast matrix used to dene the
same hypothesis.
Theorem 4.3. The MB test is invariant when C and c in (4.2) are replaced with
~C = (P 
 Ip)C and ~c = (P 
 Ip)c; (4.12)
respectively where P is any nonsingular matrix.
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In practice, the observed responses xlj; j = 1; 2;    ; nl; l = 1; 2;    ; k are often
re-centered or rescaled before any inference is conducted. Recentering and rescaling
are two special cases of the ane transformation of xlj, dened as
~xlj = Bxlj + b; l = 1; 2;    ; nl; l = 1; 2;    ; k; (4.13)
where B is any nonsingular matrix and b is any constant vector.
Theorem 4.4. The MB test is invariant under the ane transformation (4.13).
Finally, we have the following result.
Theorem 4.5. The MB test is invariant under dierent labeling schemes of the
mean vectors l; l = 1; 2;    ; k.
4.3 Simulation Studies
In this section, intensive simulations are conducted to compare the MB test a-
gainst the PB test of Krishnamoorthy and Lu (2009) by comparing their empirical
sizes and powers. Krishnamoorthy and Lu (2009) demonstrated that the PB test
generally outperforms the Johansen (1980) test and the generalized F-test of Gam-
age, Mathew, and Weerahandi (2004) in terms of size controlling. The Johansen
test and the generalized F-test are generally very liberal and the generalized F-
test is very time consuming. Therefore, we shall not include them for comparison
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against the MB test.
Following Krishnamoorthy and Lu (2009), for simplicity, we set 1 = Ip;2 =
diag(1;    ; p) and l; l = 3; 4;    ; k to be some positive denite matrices,
where p, 1;    ; k and other tuning parameters are specied later. Let n =
[n1; n2;    ; nk] denote the vector of sample sizes. For given n andl; l = 1; 2;    ; k,
we rst generate k multivariate normal random samples xl1;    ;xlnl i:i:d Np(l;l),
l = 1; 2;    ; k where the population mean vectors l = 1+ lh with 1 being the
rst population mean vector, h a constant unit vector specifying the direction of
the population mean dierences, and  a tuning parameter controlling the amount
of the population mean dierences. Without loss of generality, we specify 1 as 0
and h as h0=kh0k where h0 = [1; 2;    ; p]0 for any p and kh0k denotes the usual
L2-norm of h0. We then apply the two tests to the generated data, and record their
P-values. The empirical sizes and powers of the MB test were computed based on
N = 10000 runs. However, since the PB test is very time-consuming, the P-values
of the PB test were obtained using 1000 bootstrap replicates and the empirical
sizes or powers of the PB test were computed based on N = 2000 runs. In all the
simulations conducted, the signicance level is specied as 5% for simplicity.
The empirical sizes (associated with  = 0) and powers (associated with  > 0)
of the PB and MB tests for the multivariate k-sample BF problem (4.1), together
with the associated tuning parameters, are presented in Tables 4.1{ 4.3, in the
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Table 4.1 Empirical sizes and powers of the two tests for bivariate one-way
MANOVA.
k = 2, 1 = I2; 2 = diag().
 = 0  = 0:7  = 1:4  = 2:1
 n PB MB PB MB PB MB PB MB
1 n1 .044 .048 .520 .492 .985 .982 1.00 1.00
n2 .051 .044 .717 .714 1.00 1.00 1.00 1.00
n3 .047 .048 .901 .912 1.00 1.00 1.00 1.00
n4 .049 .046 .592 .596 .993 .995 1.00 1.00
n5 .045 .049 .966 .972 1.00 1.00 1.00 1.00
n6 .049 .050 .588 .588 .995 .994 1.00 1.00
n7 .046 .048 .974 .968 1.00 1.00 1.00 1.00
2 n1 .054 .044 .256 .250 .770 .772 .984 .982
n2 .049 .049 .381 .381 .943 .939 .999 1.00
n3 .047 .051 .583 .576 .996 .995 1.00 1.00
n4 .044 .048 .322 .336 .896 .902 1.00 .998
n5 .056 .054 .813 .806 1.00 1.00 1.00 1.00
n6 .055 .050 .279 .289 .812 .811 .991 .990
n7 .054 .053 .643 .662 .999 .998 1.00 1.00
3 n1 .051 .050 .190 .186 .654 .620 .942 .938
n2 .056 .052 .299 .297 .865 .842 .995 .995
n3 .050 .052 .456 .449 .973 .973 1.00 1.00
n4 .055 .045 .244 .260 .785 .785 .989 .987
n5 .051 .048 .667 .661 1.00 .999 1.00 1.00
n6 .054 .053 .223 .213 .686 .680 .969 .961
n7 .059 .049 .527 .532 .989 .988 1.00 1.00
ARE 7.24 4.58
1 = (1; 1), 2 = (1; 5), 3 = (1; 10), n1 = (72), n2 =
(102), n3 = (152), n4 = (7; 10), n5 = (15; 30), n6 = (10; 7)
and n7 = (30; 15).
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Table 4.2 Empirical sizes and powers of the two tests for trivariate one-way
MANOVA.







 = 0  = 0:5  = 1:0  = 1:5
(; ) n PB MB PB MB PB MB PB MB
(1; 1) n1 .040 .040 .189 .302 .721 .899 .975 .999
n2 .037 .047 .351 .546 .940 .996 1.00 1.00
n3 .042 .051 .597 .816 .998 1.00 1.00 1.00
n4 .053 .053 .375 .555 .935 .992 1.00 1.00
n5 .065 .059 .637 .833 .998 1.00 1.00 1.00
n6 .053 .056 .432 .629 .984 .999 1.00 1.00
n7 .052 .053 .752 .938 1.00 1.00 1.00 1.00
(2; 2) n1 .051 .048 .206 .307 .710 .893 .971 .998
n2 .039 .052 .339 .546 .948 .995 1.00 1.00
n3 .049 .049 .592 .813 .998 1.00 1.00 1.00
n4 .060 .060 .361 .544 .923 .990 1.00 1.00
n5 .057 .058 .613 .840 .998 1.00 1.00 1.00
n6 .051 .060 .440 .690 .991 1.00 1.00 1.00
n7 .065 .059 .836 .978 1.00 1.00 1.00 1.00
(3; 3) n1 .044 .046 .206 .316 .715 .893 .968 .998
n2 .046 .049 .354 .528 .945 .995 .999 1.00
n3 .054 .049 .599 .808 .997 1.00 1.00 1.00
n4 .062 .061 .346 .537 .916 .991 1.00 1.00
n5 .052 .060 .589 .826 .999 1.00 1.00 1.00
n6 .067 .058 .448 .695 .986 1.00 1.00 1.00
n7 .059 .060 .851 .975 1.00 1.00 1.00 1.00
ARE 14.67 11.50
(1; 1) = (13; 0), (2; 2) = (1; 5; :1; :05), (3; 3) =
(1; 3; :1; :09), n1 = (73), n2 = (103), n3 = (153), n4 =
(7; 10; 20), n5 = (10; 20; 40), n6 = (20; 10; 7) and n7 =
(40; 20; 10).
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Table 4.3 Empirical sizes and powers of the two tests for 5-variate one-way
MANOVA.
k = 5;1 = I5;2 = diag();3 = diag();4 = diag(u);5 = diag(v).
 = 0  = 0:15  = 0:3  = 0:45
(;;u;v) n PB MB PB MB PB MB PB MB
(1;1;u1;v1) n1 .048 .055 .133 .142 .569 .580 .948 .954
n2 .055 .048 .259 .272 .915 .918 1.00 1.00
n3 .042 .048 .623 .624 1.00 1.00 1.00 1.00
n4 .053 .055 .320 .343 .960 .960 1.00 1.00
n5 .045 .055 .488 .508 .999 .998 1.00 1.00
n6 .057 .050 .374 .400 .981 .985 1.00 1.00
n7 .049 .052 .573 .587 1.00 1.00 1.00 1.00
(2;2;u2;v2) n1 .048 .059 .069 .083 .138 .161 .301 .345
n2 .047 .054 .086 .094 .282 .293 .681 .673
n3 .054 .053 .156 .160 .685 .662 .982 .986
n4 .050 .054 .113 .108 .371 .369 .781 .786
n5 .049 .052 .128 .135 .519 .539 .936 .936
n6 .049 .058 .107 .122 .411 .453 .871 .887
n7 .042 .051 .142 .158 .643 .649 .982 .980
(3;3;u3;v3) n1 .052 .063 .051 .071 .111 .124 .195 .225
n2 .053 .055 .073 .083 .178 .185 .470 .466
n3 .051 .048 .112 .117 .438 .453 .886 .887
n4 .044 .054 .086 .084 .257 .272 .608 .635
n5 .043 .050 .100 .107 .390 .396 .796 .819
n6 .049 .056 .085 .095 .236 .250 .581 .591
n7 .049 .052 .101 .107 .359 .360 .779 .791
ARE 6.76 7.87
1 = (15), 1 = (15), u1 = (15), v1 = (15), 2 = (12; 12; 1; 24; 1),
2 = (1; :1; 2; 24; 21), u2 = (1; 3; 3; 9; 10), v2 = (5; 15; 15; 45; 50),
3 = (1; 3; 9; 9; 5), 3 = (5; 15; 45; 45; 45), u3 = (1; 3; 3; 9; 30), v3 =
(5; 15; 15; 45; 100), n1 = (155), n2 = (255), n3 = (505), n4 =
(20; 25; 35; 40; 50), n5 = (30; 35; 40; 50; 70), n6 = (50; 40; 35; 25; 20) and
n7 = (70; 50; 40; 35; 30).
4.3 Simulation Studies 90
columns labeled with PB and MB respectively. As seen from the three tables, three
sets of the tuning parameters for population covariance matrices are examined,
with the rst set specifying the homogeneous cases and seven sets of sample sizes
are specied, with the rst three sets specifying the balanced sample size cases.
To measure the overall performance of a test in terms of maintaining the nominal
size , we dene the average relative error as ARE = M 1
PM
j=1 j^j   j= 100
where ^j denotes the j-th empirical size for j = 1; 2;    ;M ,  = :05 and M is the
number of empirical sizes under consideration. The smaller ARE value indicates
the better overall performance of the associated test. Usually, when ARE  10,
the test performs very well; when 10 < ARE  20, the test performs reasonably
well; and when ARE > 20, the test does not perform well since its empirical sizes
are either too liberal or too conservative. Notice that for a good test, the larger
the sample sizes, the smaller the ARE values. Notice that for simplicity, in the
specication of the covariance and sample size tuning parameters, we often use
(ar) to denote \a repeats r times ". Tables 4.1{4.3 show the empirical sizes and
powers of the two tests for a bivariate case with k = 2, a 3-variate case with k = 3
and a 5-variate case with k = 5, respectively.
From the three tables, it is seen that both the tests perform reasonably well with
their ARE values less than 20 and their empirical sizes and powers are comparable
for almost all the cases under consideration. Since the PB test is computationally
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intensive, the MB test is generally preferred.
4.4 Application to the Egyptian Skull Data
The Egyptian skull data were recently analyzed by Krishnamoorthy and Lu
(2009). It can be downloaded at Statlib http://lib.stat.cmu.edu/DASL/Stories
/EgyptianSkullDevelopment.html. There are ve samples of 30 skulls from the
early pre-dynastic period (circa 4000 BC), the late pre-dynastic period (circa 3300
BC), the 12-th and 13-th dynasties (circa 1850 BC), the Ptolemaic period (circa
200 BC), and the Roman period (circa AD 150). Four measurements are avail-
able on each skull, namely, x1 =maximum breadth, x2 =borborygmatic height, x3
=dentoalveolar length, and x4 =nasal height (all in mm). To compare the MB test
against the PB test of Krishnamoorthy and Lu (2009) in various cases, we applied
these two tests to check the signicance of the mean vector dierences of the rst
k samples, using only the rst n = [n1;    ; nk] observations for n = (10k); (20k)
and (30k), k = 2; 3; 4 and 5. There are totally 12 cases under consideration. The
number of replications in the PB test is 10000 and hence the time spent by the PB
test is about 10000 times of that spent by the MB test. The P-values of the two
tests for various cases are presented in Table 4.4.
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Table 4.4 P-values of the PB and MB tests for the Egyptian skull data.
n = (10k) n = (20k) n = (30k)
Null hypothesis PB MB PB MB PB MB
H0 : 1 = 2 .6367 .6415 .7202 .7227 .8158 .8140
H0 : 1 = 2 = 3 .6030 .6088 .2125 .2071 .0291 .0301
H0 : 1 = 2 = 3 = 4 .1025 .0997 .0248 .0227 .0002 .0002
H0 : 1 = 2 = 3 = 4 = 5 .0547 .0448 .0033 .0025 .0000 .0000
It is seen from Table 4.4 that the P-values of the PB and MB tests are gen-
erally close to each other. This is in agreement with the conclusions drawn from
the simulations presented in the previous section. It is also seen that the rst null
hypothesis in Table 4.4 is not signicant, with the P-values of the two tests in-
creasing from about 64% to about 81% with increasing the sample sizes; the other
three null hypotheses are signicant, with the P-values of the two tests decreasing
to less than 5% with increasing the sample sizes. These results suggest that the
Egyptian skulls had little change in the early and late pre-dynastic periods but
experienced a signicant change over the later three periods.
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4.5 Technical Proofs
Proof of Theorem 4.1 Under the given conditions, we have
^l  Wq(nl   1;l=(nl   1)); l = 1; 2;    ; k; (4.14)
where Wq(m;V ) denotes a q-dimensional Wishart distribution with m degrees of
freedom and covariance matrix . It follows that (^l   l)=nl = Op(n 3=2l ); l =
1; 2;    ; k. Thus ^  = Op(n 3=2min ). Noticing that  = O(n 1min), we further have
R =H(^ )HT = Op(n 1=2min ); (4.15)
where H is dened in (4.4) and H = O(n
1=2
min). This implies that
W = Iq +H(^ )HT = Iq +R = Iq +Op(n 1=2min ): (4.16)
Theorem 4.1 follows from Slutsky's theorem and the fact that under H0, z
Tz  2q.
Proof of Theorem 4.2 Notice that under H0, we have z  Nq(0; Iq). Applying
the conditional expectation rule, some simple algebra leads to
E(T ) = E tr(W 1) and E(T 2) = 2E tr(W 2) + E tr2(W 1): (4.17)
From the proof of Theorem 4.1, we have that W = Iq +R with R = Op(n
 1=2
min );
see (4.15). Then we have
W 1 = (Iq +R) 1 = Iq  R+R2  R3 +Op(n 2min);
W 2 = (Iq +R) 2 = Iq   2R+ 3R2   4R3 +Op(n 2min):
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It is easy to see from (4.15) that E(R) = 0 and Etr(R) = 0. Thus
Etr(W 1) = q + Etr(R2)  Etr(R3) +O(n 2min);
Etr(W 2) = q + 3Etr(R2)  4Etr(R3) +O(n 2min);
Etr2(W 1) = q2 + Etr2(R) + 2qEtr(R2)  2qEtr(R3)  2Etr(R)tr(R2) +O(n 2min):
(4.18)
To nd Etr(R2) and Etr2(R) among others, we need some results from Letac and
Massam (2004). They showed that if Y  Wq(m;V ), then
Etr2[Y   E(Y )] = 2mtr(V 2); Etr[Y   E(Y )]2 = m[tr(V 2) + tr2(V )];
Etr[Y   E(Y )]3 = mtr3(V ) + 3mtr(V )tr(V 2) + 4mtr(V 3);
Etr[Y   E(Y )]tr[Y   E(Y )]2 = 4mtr(V )tr(V 2) + 4mtr(V 3):
(4.19)
By (4.15), R =
Pk
l=1(W l   
l) =
Pk
l=1Rl where Rl = W l   EW l with W l =
n 1l H l^lW
T
l ; l = 1; 2;    ; k. Since W 1;    ;W k are independent and ERl =









l ). By (4.14)






l ) + tr
2(















l ) + 4tr(

3







l ) + 4tr(

3
l )]=(nl   1)2 = O(n 2min);
(4.20)
where 1 and 2 are as dened in Theorem 4.2 and we have used the fact that
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0  tr(
l) < q since
Pk
l=1 tr(
l) = q. Combining (4.18) and (4.20) gives that
Etr(W 1) = q +1 +2 +O(n 2min);
Etr(W 2) = q + 3(1 +2) +O(n 2min);
Etr2(W 1) = q2 + (2q + 1)1 + 2q2 +O(n 2min):
(4.21)












+ O(n 2min) where 1 = nmin(1 + 2)=q and 2 = nmin[(2q +
8)1 + (2q + 6)2]=[q(q + 2)] as desired.
We now nd the lower and upper bounds of 1 and 2 as given in (4.8). For
l = 1; 2;    ; k, set Bl = n 1=2l H l1=2l , a qp full rank matrix so that 
l = BlBTl .
It follows that 




l Bl : p  p have the same nonzero eigenvalues. Thus, 
l has at most p
nonzero eigenvalues. Denote the largest p eigenvalues of 
l by l;r; r = 1; 2;    ; p
which include all the nonzero eigenvalues of 




Iq. Therefore, we have
Pk
l=1 tr(






is nonnegative, showing that the eigenvalues of 


























l)=(nl   1)  pq=(nmin   1).
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l)=(nl   1) = 2=p. Using (4.22) again and the fact thatPk
l=1 tr(




2=[(nmax  1)k] = q2(nmax 1)k . It follows
that 1  q2(nmax 1)kp . The theorem is then proved.
Proof of Theorem 4.3 From the denition (4.3) of T , it is easy to see that T is
invariant under the transformation (4.12). Then by (4.11), we only need to show
that ^1 and ^2, or equivalently, ^1 and ^2 are invariant under the transformation
(4.12).
Under (4.12), we have ~C = (P 
 Ip)C. Dene C1;    ;Ck be the k matri-
ces of size q  p so that C = [C1;    ;Ck]. Dene ~C1;    ; ~Ck similarly so that
~C = [ ~C1;    ; ~Ck]. It follows that ~Cl = (P 
 Ip)C l; l = 1; 2;    ; k. Set Gl =
CTl (C^C
T ) 1C l; l = 1; 2;    ; k. Then it follows that ~Gl = ~CTl ( ~C^ ~CT ) 1 ~Cl =
CTl (C^C
T ) 1C l = Gl; l = 1; 2;    ; k. Therefore, Gl; l = 1; 2;    ; k are in-

















=(nl   1), showing that ^1 and ^2 are also invariant under (4.12). Theorem 4.3 is
then proved.
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Proof of Theorem 4.4 The theorem will be proved if we can show that T; ^1
and ^2 are ane invariant. Let l;l and ~l; ~l denote the mean vectors and
covariance matrices of the responses xlj; j = 1;    ; nl and the ane-transformed
responses ~xlj; j = 1; 2;    ; nl respectively. Then we have ~l = Bl + b and
~l = BlB
T . It follows that l = B
 1(~l   b). As we dened the long mean
vector  and the big covariance  in Section 2, we dene ~ and ~ similarly. Then
we have  = ~B 1(~  ~b) and ~ = ~B ~BT where ~B = Ik 
B and ~b = 1k 
 b. It
follows that the GLHT problem (4.2) can be equivalently expressed as ~H0 : ~C~ =
~b; vs ~H1 : ~C~ 6= ~b; where ~C = C ~B 1 and ~c = C ~B 1~b+ c.
Since ^l and ^l denote the unbiased estimators of l and l for the original
responses xlj; j = 1; 2;    ; nl, we denote b~l and b~l as the unbiased estimators of
~l and ~l for the ane-transformed responses ~xlj; j = 1; 2;    ; nl. Then by the
ane-transformation (4.13), it is easy to see that b~l = Bbl+b and b~l = B blBT .
It follows that b~ = ~Bb+ ~b and b~ = ~Bb ~BT : Using the above, we have ~Cb~  ~c =
C ~B 1( ~B^+ b)  (C ~B 1b+ c) = C^  c and ~Cb~ ~CT = C ~B 1 ~B^ ~BT (C ~B 1)T =
C^CT . Thus, both C^   c and C^CT are ane-invariant. It follows that T
(4.3) is ane-invariant.





l ) are ane-invariant. Since we have showed that C^C
T is
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ane-invariant, we only need to show that n 1l C l^lC
T
l ; l = 1; 2;    ; k are ane-
invariant. This is obvious since ~C = C ~B 1 implies ~Cl = C lB 1; l = 1; 2;    ; k
and b~ = ~B^ ~BT implies b~l = B^lBT ; l = 1; 2;    ; k. The theorem is then
proved.
Proof of Theorem 4.5 To show this theorem, it is sucient to show that T , ^1
and ^2 are invariant under dierent labeling schemes of the mean vectors l; l =



















showing that C^ =
Pk








under dierent labeling schemes of the mean vectors and so is T .
We now show that ^1 and ^2 are invariant under dierent labeling schemes




l ; l = 1; 2;    ; k and S = C^CT .
By (4.10), we have ^1 =
Pk
l=1 tr([SlS





is previously shown to be invariant under dierent labeling schemes of the mean
vectors, so are ^1 and ^2. This completes the proof of the theorem.
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CHAPTER 5
MB Test for Two-Way MANOVA
5.1 Introduction
In the previous chapter, we have studied the MB test for heterogenous one-way
MANOVA. In this chapter, we shall extend it for heterogenous two-way MANOVA.
A literature review about approximate solutions to heterogenous two-way MANO-
VA is given in Section 1.1.4 of Chapter 1.
As the MB test for heterogenous one-way MANOVA, the MB test discussed in
this chapter admits several nice properties: (1) it has a simple form and its p-value
5.1 Introduction 100
is easy to compute; (2) it is shown to be ane-invariant; (3) all the related tests
under the two-way MANOVA, such as the main eect, interaction eect, post hoc,
and contrast tests among others, can be unied under a common framework{the
general linear hypothesis test. The MB test is shown to be invariant under dierent
choices of the matrices used to dene the same hypothesis; and (4) it works well.
Simulation results reported in Section 5.3 shows the MB test for heterogenous
two-way MANOVA generally outperforms the Lawley-Hotelling trace (LHT) test
in term of size control. The simulations also shows the MB test does not lose much
power in homogenous cases compare to the LHT test, indicating that the MB test
also works well when the cell covariance matrices are the same. We would also
like to mention that it is straight forward to extend the ideas and methodologies
for two-way MANOVA to three and higher-way MANOVA where more factors are
considered; see Section 5.5.
The methodologies for the MB test are presented in Section 5.2. Simulation
results are presented in Section 5.3. An example using a data set from a smoking
cessation trial is presented in Section 5.4. Section 5.5 gives some details for extend-
ing the MB test to heterogenous multi-way MANOVA. Some concluding remarks
are given in Section 5.6. Finally, some technical proofs of the main results are
given in Section 5.7.
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5.2.1 Main and Interaction Eects
Consider a two-way experiment with two factors A and B having a and b levels,
respectively, with a total of ab factorial combinations or cells. Suppose at the (i; j)-
th cell, we have a p-dimensional random sample: yijk; k = 1; 2;    ; nij, satisfying
the following model:
yijk = ij + ijk; ijk  Np(0;ij); k = 1;    ; nij; (5.1)
where ij : p1 and ij : pp are the cell mean vector and cell covariance matrix
of the random sample at the (i; j)-th cell. All these ab samples are assumed to be
independent with each other. In this subsection, we aim to represent the main and
interaction eects as linear combinations of the cell means which are estimable in
the two-way MANOVA model (5.2) as described below.
In two-way MANOVA, the cell mean vectors ij are usually decomposed into
the form ij = 0 +i + j + ij; i = 1; 2;    ; a; j = 1; 2;    ; b; where 0 is the
grand mean vector, i and j are the i-th and j-th main eects of factors A and B,
respectively, and ij is the (i; j)-th interaction eect between factors A and B so
that (5.1) can be further written as the following well-known two-way MANOVA
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model:
yijk = 0 +i + j + ij + ijk; ijk  Np(0;ij);
k = 1; 2;    ; nij; i = 1; 2;    ; a; j = 1; 2;    ; b:
(5.2)
For this model, we are interested in the following three null hypotheses:
H0A : 1 = 2 =    = a = 0;
H0B : 1 = 2 =    = b = 0;
H0AB : 11 =    = 1b =    = a1 =    = ab = 0:
(5.3)
The rst two null hypotheses aim to test if the main eects of the two fac-
tors are statistically signicant while the last one aims to test if the interac-
tion eect between the two factors is statistically signicant. The model (5.2)
is not identiable since the parameters 0;i;j and ij are not uniquely de-
ned unless some constraints are imposed. Given a sequence of positive weights






wjj = 0; (5.4)
bX
j=1
wijij = 0; i = 1; 2;    ; a  1; (5.5)
aX
i=1





wijij = 0; (5.7)
where wi =
Pb
j=1wij and wj =
Pa
i=1wij. Notice that we here use only a+ b + 1
constraints which imply the a + b + 2 constraints suggested by Fujikoshi (1993)
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and adopted by Ananda and Weerahandi (1997). This is because the constraint
(5.5) [resp. (5.6)], jointly with the constraint (5.7), imply that the constraint (5.6)
[resp. (5.5)] holds for j = b [resp. for i = a]. Set
 = [T1 ;    ;Ta ]T ; = [T1 ;    ;Tb ]T ; = [T11;    ;T1b;    ;Ta1;    ;Tab]T :
Then under the constraints (5.4)(5.7), simple algebra shows that the three null
hypotheses (5.3) can be equivalently written as
H0A : [Ha 





H0B : [Hb 





H0AB : [Hab 











where and throughout, Ir and 1r denote the identity matrix of size r and the
r-dimensional vector of ones, respectively, and 
 denotes the Kronecker product
operation. The matrices Ha;Hb, and Hab are full rank contrast matrices, having
ranks (a  1); (b  1) and (a  1)(b  1), respectively.
When the weights can be written as wij = uivj; i = 1; 2;    ; a; j = 1; 2;    ; b,
such that ui > 0;
Pa
i=1 ui = 1 and vj > 0;
Pb
j=1 vj = 1, we can easily identify the




j=1 uivjij, i =
Pb
j=1 vjij   0,
j =
Pa
i=1 uiij   0, and ij = ij   i   j   0. Let u = [u1;    ; ua]T ;v =
[v1;    ; vb]T , and  = [T11;    ;T1b;    ;Ta1;    ;Tab]T . Denote an l-dimensional
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 (ej;b   v)T 
 Ip]; ij = [(ei;a   u)T 
 (ej;b   v)T 
 Ip];
i = 1; 2;    ; a; j = 1; 2;    ; b:
(5.9)
In matrix notation, we can further write
 = [Aa 
 Ip]; with Aa = (Ia   1auT )
 vT ;
 = [Ab 
 Ip]; with Ab = uT 
 (Ib   1bvT );
 = [Aab 
 Ip]; with Aab = (Ia   1auT )
 (Ib   1bvT );
(5.10)
where the matrices Aa;Ab, and Aab are not full rank matrices, having ranks (a 
1); (b  1), and (a  1)(b  1), respectively.
Notice that each of the testing problems associated with the three null hy-
potheses (5.8) can then be equivalently expressed in the form of the general linear
hypothesis testing (GLHT) problem (5.12) as described in next subsection with C,
respectively, being
Ca = (HaAa)
 Ip; Cb = (HbAb)
 Ip; Cab = (HabAab)
 Ip: (5.11)
There are a few methods which can be used to specify the weights wij; i =
1; 2;    ; a; j = 1; 2;    ; b; see for example, Fujikoshi (1993). Here, we use the fol-
lowing two simple methods: the equal-weight method and the size-adapted-weight
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method. Both methods specify the weights as wij = uivj; i = 1; 2;    ; a; j =
1; 2;    ; b, with the equal-weight method specifying u and v as ui = 1=a; vj =
1=b; i = 1; 2;    ; a; j = 1; 2;    ; b, while the size-adapted-weight method spec-
ifying u and v as ui =
Pb
j=1 nij=N; i = 1; 2;    ; a, and vj =
Pa
i=1 nij=N; j =
1; 2;    ; b, where N = Pai=1Pbj=1 nij. When the two-way MANOVA design is
balanced, i.e., when all the cell sizes nij; i = 1; 2;    ; a; j = 1; 2;    ; b, are the
same, the size-adapted-weight method reduces to the equal-weight method.
5.2.2 Wald-Type Test Statistic
Using the cell mean vector  dened in the previous subsection, we can write
the GLHT problem under the two-way MANOVA model (5.2) as
H0 : C = c; vs H1 : C 6= c; (5.12)
where C = C0 
 Ip : q  (abp) is a known matrix of full rank with rank(C0) = q0
and q = q0p, and c : q 1 is a known constant vector, often specied as 0. For the
three testing problems (5.3), the associated C-matrices are given in (5.11).
To construct the test statistic for the GLHT problem (5.12), we denote the
usual unbiased estimators of the cell mean vectors and cell covariance matrices of
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k=1 yijk; ^ij = (nij   1) 1
Pnij
k=1(yijk   ^ij)(yijk   ^ij)T ;
i = 1; 2;    ; a; j = 1; 2;    ; b:
(5.13)
Set ^ = [^T11;    ; ^T1b;    ; ^Ta1;    ; ^Tab]T as the estimator of . Then ^ 





;    ; 1b
n1b




;    ; ab
nab
). Since
C^  c  Nq(C  c;CCT ); the associated Wald-type test statistic is











;    ; ^1b
n1b





;    ; ^ab
nab
). Notice that the test
statistic T is ane invariant with respect to the GLHT problem (5.12) in the sense
that for any nonsingular q  q matrix B, T is invariant if the constant matrix C
and the constant vector c in (5.12) are replaced with BC and Bc, respectively.
5.2.3 The MB Test
To construct the MB test, following Yanagihara and Yuan (2005), we re-express
T as:
T = zTW 1z; (5.15)
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where
z = (CCT ) 1=2(C^  c);
W = H^HT ;
H = (CCT ) 1=2C:
(5.16)
It is easy to see that under the null hypothesis, z  Nq(0; Iq). Let nmin =
minai=1min
b
j=1 nij denote the minimum cell size. To study the asymptotic dis-
tribution of T , we impose the following condition:
As nmin !1; nij
nmin
! rij <1; i = 1; 2;    ; a; j = 1; 2;    ; b: (5.17)
This condition indicates that all the cell sizes tend to innity at about the same
rate so that nmin(CC
T ) tend to a non-singular matrix as nmin ! 1. We then
have the following result.
Theorem 5.1. Under the condition (5.17) and H0, as nmin !1, we have
T
L ! 2q:
The above theorem shows that T asymptotically follows a 2-distribution with
q degrees of freedom. Similar results for some special C must have appeared in the
literature and we here show that it is true for the GLHT problem (5.12). Based on
Theorem 5.1, we can already construct a 2-test for GLHT problem. However, it
is well known that a 2-test for (5.12) usually converges very slowly. In fact, from
our proof of Theorem 5.1 in the Appendix, we can see that the convergence rate
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of T to 2q is of Op(n
 1=2
min ). This indicates that the 
2-test based on T 's asymptotic
distribution directly can be very inaccurate when nmin is small or moderate. To
overcome this problem, we may use the well-known Bartlett correction to improve
the convergence rate, but a better choice would be using modied Bartlett (MB)






1; 2;    ; a; j = 1; 2;    ; b, where H ij = (CCT ) 1=2Cij; i = 1; 2;    ; a; j =
1; 2;    ; b with C11;C12;    ;Cab being the (ab)-th column of C. To apply the
MB correction to T and propose the so called MB test, we need the following
result.
Theorem 5.2. Under the condition (5.17) and H0, as nmin !1, we have
E(T ) = q(1 +
1
nmin
) +O(n 2min) and E(T





1 = nmin(1 +2)=q;


















(nmax   1)abp  1 
q
nmin   1 and
q2
(nmax   1)ab  2 <
pq
(nmin   1) : (5.18)
Notice that under the conditions of Theorem 5.2, 1 and 2 will tend to their
nite limits as nmin ! 1. Based on Theorems 5.1 and 5.2, we can apply the
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modied Bartlett correction to T through the log-transformation






2 21 and 2 =
(q+2)2 2(q+4)1
2(2 21) .







contrast, as seen from Theorem 5.2, E(T ) = q + O(n 1min) and E(T
2) = q(q + 2) +
O(n 1min). Thus it is expected that TMB converges to 
2
q much faster than T does.
In real data analysis, 1 and 2 have to be estimated from the data. Proper
estimators can be obtained by replacing 
























^ij)=(nij   1): (5.20)
The estimators ^1; ^2; ^1 and ^2 are then obtained accordingly so that
T^MB = (nmin^1 + ^2)log(1 +
T
nmin^1
)  2q approximately: (5.21)







the proof of Theorem 5.2, we can see that the ranges of 1 and 2 as given in
(5.18)are also the ranges of ^1 and ^2 respectively. Thus, provided nmin  p+ 1,
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we always have nmin^1 > 0 and nmin^1 + ^2 > 0. This guarantees that T^MB  0
and it is a monotonically increasing function of T . The critical value of the MB
test can then be specied as 2q(1 ) for any given signicance level . We reject
the null hypothesis in (5.12) when this critical value is exceeded by T^MB. The MB
test can also be conducted by computing the P-value based on 2q. Thus, the MB
test can be conducted easily by using the usual 2-table.
5.2.4 Some Desirable Properties of the MB Test
Note that for hypotheses (5.8), the contrast matrices Ha;Hb and Hab which
are used to specify the main eect test and interaction eect test, respectively,
are not unique. For example, ~Ha = ( 1a 1; Ia 1) is also a contrast matrix for
the rst hypothesis in (5.8). It is known from Kshirsagar (1972, Ch. 5, Sec. 4)
that for any two contrast matrices ~H and H which specify the same hypothesis,
there is a nonsingular matrix P such that ~H = PH, where  may be replaced
with a, b or ab. By (5.11), the C-matrix associated with the contrast matrix H
can be expressed as C = (HA)
 Ip. Let ~C be the C-matrix associated with
the contrast matrix ~H. Then we have ~C = ( ~HA) 
 Ip = (PHA) 
 Ip =
(P 
 Ip)C. Theorem 5.3 shows that the MB test is invariant to dierent choices
of the contrast matrix for the same hypothesis.
Theorem 5.3. The MB test is invariant when the coecient matrix C and the
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constant vector c in (5.12) are replaced with
~C = (P 
 Ip)C and ~c = (P 
 Ip)c; (5.22)
respectively, where P is any nonsingular matrix.
The MB test is also ane-invariant. That is, it is invariant under the following
ane-transformation:
~yijk = Byijk + ; k = 1; 2;    ; nij; i = 1; 2;    ; a; j = 1; 2;    ; b; (5.23)
where B is any nonsingular matrix and  is any given vector. This property is
desirable since in practice, the observed cell responses yij (5.1) are often re-centered
or re-scared before an inference is conducted. The re-centering and re-scaling
transformations are special cases of (5.23).
Theorem 5.4. The MB test is invariant under the ane transformation (5.23).
Finally, we have the following result.
Theorem 5.5. The MB test is invariant under dierent schemes of the cell mean
vectors ij; j = 1; 2;    ; ni; i = 1; 2;    ; n.
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5.3 Simulation Studies
It is well known (Anderson 2003) that for homogeneous data, the WLR, LHT
and BNP tests are asymptotically equivalent and they perform similarly for nite
samples with the LHT test outperforming the other two in many situations. Harrar
and Bathke (2010) showed that for heterogenous data, the large-a asymptotics of
the three tests are also equivalent. Based on some simulations, Harrar and Bathke
(2010) further showed that their modied WLR, LHT and BNP tests also perform
similarly for nite samples, with the modied LHT test, namely LHTm, slightly
outperforming the BNP test. Therefore, in this section, we only need to compare
the MB test with the LHT and LHTm tests by comparing their empirical sizes
(Type I error rates) and powers for the main and interaction eects of two factors
in two-way MANOVA models by simulations.
Let the two factors be A and B with a and b levels respectively. Let n =
[n11; n12;    ; nab] denote the vector of cell sizes. For given n and covariance ma-
trices ij; i = 1; 2;    ; a; j = 1; 2;    ; b, we rst generate ab multivariate random
samples as
yijk = ij +
1=2
ij ijk; k = 1; 2;    ; nij; (5.24)
where the cell mean vectors ij = 11+ijh=(ab) with 11 being the rst cell mean
vector, h a constant unit vector specifying the direction of the cell mean dierences,
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and  a tuning parameter controlling the amount of the cell mean dierences. We
independently generate the p entries of the error terms ijk using two schemes:
(1) from the N(0; 1) distribution and (2) from the t4=
p
2 distribution, so that we
always have E(ijk) = 0 and Cov(ijk) = Ip. This means that (5.24) will generate
the (ij)-th multivariate normal or non-normal sample yijk; k = 1; 2;    ; nij with
the given mean vector ij and covariance matrix ij. Without loss of generality,
we specify 11 as 0 and h as h0=kh0k where h0 = [1; 2;    ; p]0 for any given
dimension p and kh0k denotes the usual L2-norm of h0. We then apply the three
tests to the generated data, and record their P-values. This process is repeated
N = 10000 times. The empirical sizes (when  = 0) and powers (when  > 0)
of the three tests are the proportions of rejecting the null hypothesis, i.e., when
their P-values are less than the nominal signicance level . In all the simulations
conducted, we used  = 5% for simplicity.
For space saving, here we just report the simulation results for interaction eect
tests. Similar conclusions can be drawn from the simulation results for main eect
tests. We used the equal weight method to specify the weights of the LHT and
MB tests so that their simulation results are comparable with those of the LHTm
test. The empirical sizes and powers of the three tests for interaction eect tests,
together with the associated tuning parameters, are presented in Tables 5.1{ 5.3,
in the columns labeled with LHT, LHTm, and MB under \ = 0" and \ > 0"
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Table 5.1 Empirical sizes and powers of the three tests for interaction eect tests
for bivariate two-way MANOVA.
a = 2, b = 20, 1j = I2; 2j = diag(), j = 1; 2;    ; 20:
 = 0  = 1:8  = 3:6  = 5:4
Error  n LHT LHTm MB LHT LHTm MB LHT LHTm MB LHT LHTm MB
N(0; 1) 1 n1 .053 .036 .042 .130 .093 .093 .532 .457 .381 .948 .923 .857
n2 .053 .041 .047 .182 .151 .148 .755 .718 .668 .996 .994 .988
n3 .044 .030 .041 .155 .114 .122 .656 .557 .533 .983 .968 .957
n4 .054 .049 .052 .437 .330 .402 .996 .986 .994 1.00 1.00 1.00
2 n1 .066 .028 .042 - .050 .078 - .134 .235 - .391 .621
n2 .068 .032 .046 - .063 .108 - .237 .436 - .658 .895
n3 .039 .036 .046 - .062 .089 - .221 .309 - .595 .739
n4 .194 .035 .051 - .095 .303 - .480 .968 - .958 1.00
3 n1 .078 .027 .044 - .038 .068 - .078 .218 - .222 .574
n2 .076 .029 .045 - .049 .104 - .139 .403 - .418 .864
n3 .039 .033 .043 - .049 .082 - .131 .278 - .369 .688
n4 .253 .031 .049 - .074 .287 - .311 .958 - .808 1.00
ARE 79.2 31.4 9.02
t4=
p
2 1 n1 .047 .018 .024 .132 .062 .078 .553 .379 .464 .949 .860 .933
n2 .050 .024 .032 .182 .112 .150 .770 .650 .762 .995 .978 .996
n3 .049 .022 .029 .161 .076 .108 .673 .475 .624 .982 .924 .983
n4 .051 .036 .040 .442 .289 .444 .995 .973 .997 1.00 .999 1.00
2 n1 .064 .017 .023 - .031 .054 - .104 .264 - .337 .728
n2 .064 .021 .031 - .046 .092 - .202 .504 - .595 .945
n3 .032 .018 .027 - .041 .075 - .170 .354 - .536 .830
n4 .191 .029 .041 - .073 .313 - .441 .978 - .926 1.00
3 n1 .072 .017 .024 - .022 .055 - .058 .240 - .178 .684
n2 .071 .018 .029 - .032 .090 - .107 .467 - .363 .921
n3 .037 .022 .030 - .037 .075 - .105 .325 - .324 .795
n4 .252 .023 .038 - .057 .305 - .274 .968 - .773 1.00
ARE 75.2 55.1 37.7
1 = (1; 1), 2 = (1; 5), and 3 = (1; 10). n1 = (7; 7)20, n2 = (10; 10)20, n3 = (7; 10)20, and
n4 = (30; 15)20.
5.3 Simulation Studies 115
Table 5.2 Empirical sizes and powers of the three tests for interaction eect tests
for 3-variate two-way MANOVA.






, j = 1; 2;    ; 10.
 = 0  = 1:8  = 3:6  = 5:4
Error (; ) n LHT LHTm MB LHT LHTm MB LHT LHTm MB LHT LHTm MB
N(0; 1) (1; 1) n1 .051 .031 .043 .138 .095 .105 .577 .490 .435 .968 .951 .906
n2 .050 .036 .045 .199 .165 .173 .830 .792 .760 1.00 .999 .997
n3 .045 .029 .060 .269 .152 .238 .945 .807 .890 1.00 .999 1.00
n4 .053 .035 .064 .260 .150 .238 .936 .806 .881 1.00 .999 1.00
(2; 2) n1 .077 .020 .053 - .054 .124 - .316 .538 - .868 .958
n2 .069 .021 .049 - .099 .208 - .630 .847 - .993 1.00
n3 .104 .036 .066 - .135 .320 - .736 .976 - .998 1.00
n4 .103 .037 .069 - .134 .317 - .710 .975 - .997 1.00
(3; 3) n1 .074 .025 .048 - .059 .126 - .319 .514 - .844 .947
n2 .075 .030 .053 - .110 .199 - .616 .824 - .988 .999
n3 .154 .037 .066 - .143 .301 - .743 .967 - .998 1.00
n4 .093 .038 .062 - .134 .308 - .676 .970 - .994 1.00
ARE 60.7 36.5 18.6
t4=
p
2 (1; 1) n1 .049 .017 .031 .140 .061 .101 .591 .399 .528 .969 .895 .957
n2 .049 .022 .035 .203 .126 .176 .835 .729 .833 .998 .988 .998
n3 .054 .022 .045 .281 .113 .259 .942 .736 .935 1.00 .986 1.00
n4 .054 .020 .045 .265 .116 .243 .936 .734 .936 1.00 .986 1.00
(2; 2) n1 .070 .012 .033 - .035 .131 - .262 .654 - .798 .985
n2 .070 .017 .035 - .076 .229 - .577 .912 - .976 1.00
n3 .106 .024 .050 - .109 .357 - .696 .989 - .986 1.00
n4 .109 .026 .045 - .102 .354 - .668 .987 - .980 1.00
(3; 3) n1 .066 .012 .029 - .039 .116 - .264 .631 - .773 .988
n2 .071 .017 .035 - .079 .211 - .571 .896 - .971 1.00
n3 .166 .028 .052 - .115 .328 - .698 .982 - .985 1.00
n4 .095 .025 .048 - .110 .337 - .636 .985 - .975 1.00
ARE 61.3 59.1 19.8
(1; 1) = (13; 0), (2; 2) = (1; 15; :1; :1), and (3; 3) = (1; 10; :1; :5). n1 = (10; 10; 10)10, n2 =
(15; 15; 15)10, n3 = (10; 20; 40)10, and n4 = (40; 20; 10)10.
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Table 5.3 Empirical sizes and powers of the three tests for interaction eect tests
for 10-variate two-way MANOVA.
a = 3, b = 5, 1j = I10; 2j = diag(), 3j = diag(); j = 1; 2; :::; 5:
 = 0  = 2:1  = 4:2  = 6:3
Error (;) n LHT LHTm MB LHT LHTm MB LHT LHTm MB LHT LHTm MB
N(0; 1) (1;1) n1 .052 .031 .046 .162 .111 .137 .701 .617 .597 .994 .989 .977
n2 .049 .037 .048 .334 .300 .304 .987 .983 .978 1.00 1.00 1.00
n3 .051 .033 .056 .234 .152 .208 .916 .819 .853 1.00 1.00 1.00
n4 .051 .038 .052 .271 .234 .251 .961 .950 .936 1.00 1.00 1.00
(2;2) n1 .095 .030 .065 - .044 .113 - .130 .336 - .386 .760
n2 .086 .043 .054 - .089 .166 - .380 .727 - .888 .996
n3 .138 .036 .052 - .064 .128 - .202 .478 - .590 .923
n4 .324 .037 .054 - .082 .153 - .334 .658 - .841 .989
(3;3) n1 .106 .028 .072 - .035 .088 - .042 .120 - .064 .204
n2 .094 .040 .053 - .048 .082 - .074 .179 - .159 .448
n3 .000 .033 .048 - .043 .066 - .073 .131 - .143 .284
n4 .750 .036 .066 - .041 .077 - .057 .158 - .107 .347
ARE 217 29.0 14.0
t4=
p
2 (1;1) n1 .048 .017 .039 .159 .077 .141 .720 .565 .658 .994 .977 .988
n2 .050 .034 .047 .346 .275 .326 .988 .980 .986 1.00 1.00 1.00
n3 .051 .022 .048 .238 .122 .214 .924 .792 .896 1.00 .998 1.00
n4 .052 .030 .052 .276 .203 .268 .962 .933 .954 1.00 1.00 1.00
(2;2) n1 .091 .019 .054 - .026 .102 - .098 .362 - .333 .817
n2 .083 .032 .048 - .074 .171 - .366 .780 - .869 .998
n3 .142 .029 .051 - .048 .121 - .179 .526 - .550 .951
n4 .312 .027 .048 - .063 .164 - .305 .707 - .809 .992
(3;3) n1 .102 .021 .064 - .022 .076 - .030 .109 - .046 .212
n2 .086 .028 .047 - .038 .077 - .065 .187 - .134 .468
n3 .000 .029 .043 - .036 .058 - .057 .128 - .122 .305
n4 .759 .031 .060 - .030 .081 - .049 .163 - .084 .377
ARE 214 46.0 9.97
1 = (110)5, 1 = (110)5; 2 = (123; 13; 243; 1)5, 2 = (13; 0:13; 22; 24; 21)5; and 3 = (13; 33; 93; 20)5,
3 = (53; 153; 453; 100)5. n1 = (253)5;n2 = (503)5, n3 = (25; 35; 50)5, and n4 = (70; 40; 35)5.
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respectively. As seen from the three tables, three sets of the tuning parameters
for the cell covariance matrices are examined, with the rst set specifying the
homogeneous cases; four sets of the cell sizes are specied, with the rst two sets
specifying the balanced cell size cases; and the two error schemes are considered.
To measure the overall performance of a test in terms of maintaining the nominal
size , we dene the average relative error as ARE = M 1
PM
j=1 j^j   j= 100
where ^j denotes the j-th empirical size for j = 1; 2;    ;M ,  = :05 and M is the
number of empirical sizes under consideration. The smaller ARE value indicates
the better overall performance of the associated test. Usually, when ARE  10,
the test performs very well; when 10 < ARE  20, the test performs reasonably
well; and when ARE > 20, the test does not perform well since its empirical sizes
are either too liberal or too conservative and hence may be unacceptable. Notice
that for a good test, the larger the cell sizes, the smaller the ARE values. The
ARE values of the three tests under the two error schemes are also presented in
these three tables. Notice that for simplicity, in the specication of the covariance
and size tuning parameters, we often use (ur) to denote \u repeats r times ". For
simplicity and space saving, following Wilcox (1989), the cell covariance matrices
and the cell sizes were specied as the same for the b levels of factor B but they
may be dierent for the a levels of factor A. That is, for each i = 1; 2;    ; a, we
have ij = i1; nij = ni1; j = 1; 2;    ; b. The above method for specifying the cell
covariance matrices and the cell sizes will have no eect on our methodologies and
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conclusions on general designs. Table 5.1 shows the empirical sizes and powers of
the three tests for a bivariate case with a = 2 and b = 20. With b = 20, one may
be able to check how the three tests behave when one of the factors has a large
number of levels. Tables 5.2 and 5.3 show the empirical sizes and powers of the
three tests for a 3-variate case with a = 3 and b = 10 and a 10-variate case with
a = 3 and b = 5 respectively. These two tables allow us to compare the three tests
for higher-dimensional normal and non-normal data.
First of all, let us compare the LHT and MB test by examining their empirical
sizes and powers. It is seen from the three tables that under homogeneous cases,
the LHT test generally outperforms MB test under N(0; 1) both error scheme and
t4=
p
2 error scheme. Its empirical sizes are more close to 0.05 and powers are
bigger. MB test also performs reasonably well, but not so well as LHT test. It is
not surprising since the MB test does not take the homogeneity assumption into
account while the LHT test does. On the other hand, for the heterogenous cases,
the LHT test no longer perform well. Under N(0; 1) error scheme, it is empirical
sizes are either too conservative or too liberal, ranging from 4.1% to 25.7% in
Table 1, from 4.5% to 15.4% in Table 2 and from 0% to 75.0% in Table 3 as listed
in Table 5.4. However, the MB test still maintains the nominal sizes quite well,
with the empirical sizes ranging from 4.1% to 5.2% in Table 1, from 4.3% to 6.9%
in Table 2 and from 4.6% to 7.2% in Table 3 as given in Table 5.4. Since the
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Table 5.4 The empirical size ranges (in percentage) of the three tests, taken
from Tables 1{3.
LHT LHTm MB
Error Tab1 Tab2 Tab3 Tab1 Tab2 Tab3 Tab1 Tab2 Tab3
N(0,1) 3.9{25.3 4.5{15.4 0{75.0 2.7{4.9 2.0{3.8 2.8{4.3 4.1{5.2 4.3{6.9 4.6{7.2
t4=
p
2 3.2{25.2 4.9{16.6 0{75.9 1.7{3.6 1.2{2.8 1.7{3.4 2.3{4.1 2.9{5.2 3.9{6.4
empirical sizes of the LHT and AHT tests are very dierent, it does not make too
much sense to compare their powers for the heterogenous cases. That is why we
replaced the power values of the LHT test with \-" in these cases. Under t4=
p
2
error scheme, MB test also outperforms the LHT test with LHT test's performance
really unacceptable. This also shows that compare to the normality assumption,
the classical LHT test is much more sensitive to the homogeneity assumption, that
is why we need to propose new procedure which can work under heterogenous
cases.
We now compare the LHTm and MB tests by examining their empirical sizes
and powers under the two error schemes. In term of size controlling, the MB
test generally outperforms the LHTm test for all the cases under consideration as
shown by their empirical sizes and associated ARE values presented in the three
tables. The LHTm test is generally too conservative, especially under the t4=
p
2
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error scheme. It is probably due to the fact that the LHTm test is not ane-
invariant and its degrees of freedom can not be accurately estimated using the
method proposed by Harrar and Bathke (2010). In term of power, the MB test
outperforms the LHTm test for almost all the cases expect for some homogeneous
cases under the N(0; 1) scheme. The LHTm test can have higher powers in these
cases probably due to the fact that the LHTm test uses the similar test statistic to
the one used by the LHT test.
We also notice that our MB test may perform relatively worse when the cell
sizes are very dierent from each other and when nmin is too small. It is probably
because the MB test is based on the test statistic's asymptotic properties and
Theorem 5.1 require all cell sizes tend to innity proportionally.
In summary, in terms of size controlling, overall speaking, the MB test gen-
erally outperforms the LHT and LHTm tests as shown by the ARE values listed
in the three tables under the two error schemes. In terms of power, the MB test
generally outperforms the LHTm test for almost all the heterogenous cases under
consideration. Thus, one may recommend to use the AHT test in real data analysis.
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5.4 An Example
In this section, for illustration and comparison, the MB test, together with
the LHT and LHTm tests, is applied to a real multivariate data set collected from
a smoking cessation trial conducted by Dr. Kari J. Harris in her Greek Health
Project. The project aimed to assess the ecacy of a motivational interviewing
versus an attention matched control on smoking quit rate. The subjects for the
research are students from 20 individual fraternity or sorority chapters (Greek
houses) of the University of Missouri-Colombia and with 2 levels (low and high)
of depression. The researchers believed that the level of depression of each subject
is associated with the nicotine dependence of the subject and they also wanted
to know if the nicotine dependence of the subjects depended on the chapter they
came from. The nicotine dependence of the subjects was measured by three well-
known scales, namely, the Fagerstrom Test for Nicotine Dependence (Heatherton,
et al.1991), the Hooked on Nicotine Checklist (Wellman, et al.2005), and the
Minnesota Tobacco Withdrawal Scale (Hatsukami, et al.1984). The resulting
data may be referred to as the smoking cessation data. For the detailed description
about the background of the smoking cessation trial and the interpretation of the
variables, the reader is referred to Harrar and Bathke (2010) who analyzed the
data using their modied WLR;LHT and BNP tests.
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Table 5.5 P-values for the smoking cessation data.
LHT LHTm MB
Equal-weight method
Chapter .015 .350 .211
Depression .000 .000 .000
Chapter Depression .075 .465 .601
Size-adapted-weight method
Chapter .124 - .204
Depression .000 - .000
Chapter Depression .075 - .601
Table 5.5 shows the test results of applications of the LHT, LHTm and MB
tests to the smoking cessation data for checking the signicance of the main and
interaction eects of the two factors \Chapter" and \Depression". Both the equal-
weight and the size-adapted-weight methods, as described in Section 5.2.1, were
considered. Note that the p-values of the LHT and LHTm tests were computed
using the F-approximation method widely adopted in SAS and SPSS.
We rst examine the test results of the three tests under the equal-weight
method. It is seen that all the three tests suggest that the main eect of \Depres-
sion" is highly signicant. However, both MB and LHTm tests suggest that the
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main eect of \Chapter" and the interaction eect between \Chapter" and \De-
pression" are not signicant, while LHT test indicates that \Chapter" is signicant
at 5% level and the interaction is signicant at 10% level. Application of the Box's
M test (Box 1949) to the smoking cessation data suggest that the cell covariance
matrices for the two-way MANOVA model are signicantly dierent. In this case,
the conclusion made by the LHTm and MB tests is more credible than that made
by the LHT test since both LHTm and MB tests take the data heteroscedasticity
into account.
The LHTm is not dened for the size-adapted method in Harrar and Bathke
(2010). The test results of the MB test for the main and interaction eects of
\Chapter" and \Depression" are consistent under both the weight methods. How-
ever, it is not the case for the LHT test. Actually, for the main eect of \Chapter",
the conclusion made by the LHT test under the equal-weight method is opposite
to the one under the size-adapted-weight method, showing some impact of the cell
covariance matrices heteroscedasticity on the LHT test. It is well known (Fujikoshi
1993) that if the cell covariance matrices were homogeneous, the test results of the
LHT test would not be aected by the weight method used. So LHT test's op-
posite results under dierent weight method indicates a serious impact of the cell
covariance matrices heteroscedasticity on the LHT test.
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5.5 MB Test for Multi-Way MANOVA
In this section, we attempt to extend the proposed MB test for multi-way
MANOVA. Like the two-way MANOVA case, the rst step is to express the asso-
ciated main or interaction eects as linear combinations of the cell mean vectors.
This proceeds similarly as in Section 5.2.1 but some care should be taken.
For any positive integerm, let am-way experiment involvem factorsA1; A2;    ; Am
having a1; a2;    ; am levels, respectively, with a total of M = a1a2    am factori-
al combinations or cells. Let V (a1; a2;    ; am) be a M  m matrix whose rows
are the subscripts i1i2    im arranged in the lexicographical order. In the Ap-
pendix, a simple method is given for constructing V (a1; a2;    ; am) iteratively.
Denote the lexicographical order, i.e., the row number of the subscript i1i2    im
in V (a1; a2;    ; am) by v = v(i1; i2;    ; im), which ranges from 1 to M . In what
follows, we often replace the subscript i1i2    im with (v) for simplicity.
Suppose at the (v)-th cell, we have a p-dimensional random sample: y(v)k; k =
1; 2;    ; n(v), satisfying the following model:




; k = 1;    ; n(v); (5.25)
where (v) : p 1 and (v) : p p are the cell mean vector and the cell covariance
matrix of the random sample at the (v)-th cell. All these M samples are assumed
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to be independent with each other.
In the m-way MANOVA, the (v)-th cell mean vector (v) = i1i2im is decom-



















+   +(12m)i1i2im ; (5.26)
where 0 is the grand mean vector, 
(j)
ij
the ij-th main eect of factor Aj, 
(j1j2)
ij1 ij2
the (ij1 ; ij2)-th interaction eect between factors Aj1 and Aj2 , and other terms




interaction eect terms 
(j1j2)
ij1 ij2
are of interest. Nevertheless, we dene a general








(2)    = (j1j2jk)(aj1aj2 ajk ) = 0; (5.27)
where the associated k-factor interaction eects are arranged in the lexicographical
order with respect to V (aj1 ; aj2 ;    ; ajk). In particular, we set k = 1 when we are
interested in any signicance tests of the main eects.
As for the two-way MANOVA, to identify the eects in (5.26), we have to
impose some constraints. For this end, we need to dene some weights rst.
For the m-way MANOVA, for simplicity, we use the product weights wi1i2im =













= 1. Similar to the two-
way MANOVA case, we can use either the equal-weight method or the size-
adapted-weight method. The equal-weight method denes u
(j)
ij
= 1=aj; ij =
1; 2;    ; aj; j = 1; 2;    ;m and the size-adapted-weight method denes u(j)ij =P
( ij) ni1i2im=N; ij = 1; 2;    ; aj; j = 1; 2;    ;m; where
P
( ij) denotes the
summation over i1; i2;    ; im except ij and N denotes the total cell size.











  u(jlr )ijlr 
(j1j2jk)
ij1 ij2 ijk = 0; ijs = 1; 2;    ; (ajs   1);
s 2 f1; 2;    ; kg but not 2 fl1; l2;    ; lrg;
1  l1 < l2 <    < lr  k; r = 1; 2;    ; k;
1  j1 < j2 <    < jk  m; k = 1; 2;    ;m:
(5.28)
When m = 2, it is easy to verify that the above constraints reduce to the con-
straints dened in (5.4)(5.7) for the two-way MANOVA. To help understand







































= 0; 1  j1 < j2  m:
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Set (j1j2jk) = [(j1j2jk)T(1) ;
(j1j2jk)T
(2) ;    ;(j1j2jk)T(aj1aj2 ajk )]
T , which is obtained
by stacking all the associated k-factor interaction eects of factors Aj1 ; Aj2 ;    ; Ajk
in the lexicographical order. Then under the constraints (5.28) and by induction,
the null hypothesis (5.27) can be equivalently written as
H
(j1j2jk)
0 : [H(j1j2jk) 
 Ip](j1j2jk) = 0; (5.29)
where H(j1j2jk) =H(j1) 
H(j2) 
    





1; 2;    ; k.
Like in the two-way MANOVA, the constraints (5.28) allow us to identify the






;    ;(12m)i1i2im of
the m-way MANOVA easily and express them as linear combinations of the long
mean vector,  = [T(1);
T
(2);    ;T(a1a2am)]T , obtained by stacking all the cell
mean vectors (v) in the lexicographical order with respect to V (a1; a2;    ; am).
When m = 2, this  reduces to the  dened in Section 5.2.1. In fact, let u(j) =
[u
(j)




    
 u(m)T ; (5.30)
which is a 1M vector of the weights wi1i2im = ui1ui2    uim in the lexicograph-
ical order with respect to V (a1; a2;    ; am). The grand mean vector 0 can be
expressed as 0 = (A0 
 Ip) =
PM
v=1w(v)(v): Let A(j1j2jk) be a matrix ob-
tained by replacing u(j1)T ;u(j2)T ;    ;u(jk)T in the expression (5.30) of A0 with
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(Iaj1   1aj1u(j1)T ); (Iaj2   1aj2u(j2)T );    ; (Iajk   1ajku(jk)T ); respectively.







Then as for the two-way MANOVA, the testing problem associated with the null
hypothesis (5.29) can be equivalently expressed in the form of the GLHT problem






with the mean vector  replaced with the mean vector  dened here.
The remaining task proceeds similarly as the remaining part of Section 5.2.
The derivation of the Wald-type statistic T in (5.13) and (5.14) proceeds straight-
forwardly with the subscripts ij replaced with i1i2    im or (v) and the total cell
size ab replaced with M = a1a2    am. Analogues of Theorems 1 to 5 are straight-
forward to formulate, with summations over the levels of all m factors or over
(v).
5.6 Concluding Remarks
In this chapter, we proposed and studied the MB test for heterogenous two-way
MANOVA. The MB test was shown to be invariant under ane transformations,
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dierent choices of the contrast matrix used to dene the same hypothesis, and dif-
ferent labeling schemes of the cell mean vectors. Intensive simulations demonstrate
that the MB test generally performs well in term of size controlling and power for
various parameter congurations. An extension of the MB test for general multi-
way MANOVA was also briey described.
5.7 Technical Proofs
Proof of Theorem 5.1 Under the given conditions, we have
^ij  Wq(nij   1;ij=(nij   1)); i = 1; 2;    ; a; j = 1; 2;    ; b; (5.33)
where Wq(m;V ) denotes a q-dimensional Wishart distribution with m degree of
freedom and covariance matrix V . It follows that (^ij ij)=nij = Op(n 3=2ij ); i =
1; 2;    ; a; j = 1; 2;    ; b. Thus ^  = Op(n 3=2min ). Notice that  = O(n 1min), we
further have
R =H(^ )HT = Op(n 1=2min ); (5.34)
where H is dened in (5.16) and H = O(n
1=2
min). This implies that
W = Iq +H(^ )HT = Iq +R = Iq +Op(n 1=2min ): (5.35)
Theorem 5.1 from Slutsky's theorem and the fact that under H0; z
TZ  2q.
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Proof of Theorem 5.2 Notice that under H0, we have z  Nq(0; Iq). Applying
the conditional expectation rule, some simple algebra leads to
E(T ) = E tr(W 1) and E(T 2) = 2E tr(W 2) + E tr2(W 1): (5.36)
From the proof of Theorem 5.1, we have that W = Iq +R with R = Op(n
 1=2
min );
see (5.34). Then we have
W 1 = (Iq +R) 1 = Iq  R+R2  R3 +Op(n 2min);
W 2 = (Iq +R) 2 = Iq   2R+ 3R2   4R3 +Op(n 2min):
It is easy to see from (5.34) that E(R) = 0 and Etr(R) = 0. Thus
Etr(W 1) = q + Etr(R2)  Etr(R3) +O(n 2min);
Etr(W 2) = q + 3Etr(R2)  4Etr(R3) +O(n 2min);
Etr2(W 1) = q2 + Etr2(R) + 2qEtr(R2)  2qEtr(R3)
 2Etr(R)tr(R2) +O(n 2min):
(5.37)
To nd Etr(R2) and Etr2(R), among others, we need some results from Letac and
Massam (2004). They showed that if Y  Wq(m;V ), then
Etr2[Y   E(Y )] = 2mtr(V 2); Etr[Y   E(Y )]2 = m[tr(V 2) + tr2(V )];
Etr[Y   E(Y )]3 = mtr3(V ) + 3mtr(V )tr(V 2) + 4mtr(V 3);











j=1Rij whereRij =W ij EW ij




ij; i = 1; 2;    ; a; j = 1; 2;    ; b. Since W 11;    ;W ab
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where 1 and 2 are as dened in Theorem 5.2 and we have used the fact that
0  tr(





ij) = q. Combining (5.37) and (5.39) gives
that
Etr(W 1) = q +1 +2 +O(n 2min);
Etr(W 2) = q + 3(1 +2) +O(n 2min);
Etr2(W 1) = q2 + (2q + 1)1 + 2q2 +O(n 2min):
(5.40)
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+ O(n 2min) where 1 = nmin(1 + 2)=q and 2 = nmin[(2q +
8)1 + (2q + 6)2]=[q(q + 2)] as desired.
We now nd the lower and upper bounds of 1 and 2 as given in (5.18). For




ij , a q  p full rank matrix so that 
ij = BijBTij.
It follows that 
ij are nonnegative, so are their eigenvalues. Notice that 
ij
and Qij = B
T
ijBij : p  p have the same nonzero eigenvalues. Thus, 
ij has at
most p nonzero eigenvalues. Denote the largest p eigenvalues of 
ij by ij;r; r =
1; 2;    ; p which include all the nonzero eigenvalues of 















ij is nonnegative, showing that the eigenvalues of



































1)  pq=(nmin   1).
























ij)=(nij   1) = 2=p. Using (5.41) again and the fact












2=[(nmax   1)ab] =
q2
(nmax 1)ab . It follows that 1 
q2
(nmax 1)abp . The theorem is then proved.
Proof of Theorem 5.3 From the denition (5.14) of T , it is easy to see that T
is invariant under the transformation (5.22. Then by (5.21), we only need to show
that ^1 and ^2, or equivalently, ^1 and ^2 are invariant under the transformation
(5.22).
Under (5.22), we have ~C = (P 
 Ip)C. Dene C11;    ;Cab be the ab ma-
trices of size q  p so that C = [C11; C12;    ;Cab]. Dene ~C11;    ; ~Cab sim-
ilarly so that ~C = [ ~C11;    ; ~Cab]. It follows that ~Cij = (P 
 Ip)Cab; i =
1; 2;    ; a; j = 1; 2;    ; b. Set Gij = CTij(C^CT ) 1Cij; i = 1; 2;    ; a; j =
1; 2;    ; b. Then it follows that ~Gij = ~CTij( ~C^ ~CT ) 1 ~Cij = CTij(C^CT ) 1Cij =
Gij; i = 1; 2;    ; a; j = 1; 2;    ; b. Therefore,Gij; i = 1; 2;    ; a; j = 1; 2;    ; b




























tr2(n 1ij Gij^ij)=(nij   1);
showing that ^1 and ^2 are also invariant under (5.22). Theorem 5.3 is then
proved.
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Proof of Theorem 5.4 The theorem will be proved if we can show that T; ^1
and ^2 are ane invariant. Let ij;ij and ~ij; ~ij denote the mean vectors and
covariance matrices of the responses xijk; k = 1;    ; nij and the ane-transformed
responses ~xijk; k = 1; 2;    ; nij respectively. Then we have ~ij = Bij +  and
~ij = BijB
T . It follows that ij = B
 1(~ij   b). As we dened the long mean
vector  and the big covariance  in Section 2, we dene ~ and ~ similarly. Then
we have  = ~B 1(~  ~) and ~ = ~B ~BT where ~B = Iab
B and ~ = 1ab
 . It
follows that the GLHT problem (5.12) can be equivalently expressed as ~H0 : ~C~ =
~; vs ~H1 : ~C~ 6= ~b; where ~C = C ~B 1 and ~c = C ~B 1~ + c.
Since ^ij and ^ij denote the unbiased estimators of ij and ij for the original
responses xijk; k = 1; 2;    ; nij, we denote b~ij and b~ij as the unbiased estima-
tors of ~ij and ~ij for the ane-transformed responses ~xijk; k = 1; 2;    ; nij.
Then by the ane-transformation (??), it is easy to see that b~ij = Bbij + 
and b~ij = B bijBT . It follows that b~ = ~Bb + ~ and b~ = ~Bb ~BT : Using
the above, we have ~Cb~   ~c = C ~B 1( ~B^ + )   (C ~B 1 + c) = C^   c and
~Cb~ ~CT = C ~B 1 ~B^ ~BT (C ~B 1)T = C^CT . Thus, both C^   c and C^CT are
ane-invariant. It follows that T (5.14) is ane-invariant.
We now turn to show that ^1 and ^2 are ane-invariant. It is sucien-




ij) are ane-invariant. Since we have showed
that C^CT is ane-invariant, we only need to show that n 1ij Cij^ijC
T
ij; i =
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1; 2;    ; a; j = 1; 2;    ; b are ane-invariant. This is obvious since ~C = C ~B 1
implies ~Cij = CijB
 1; i = 1; 2;    ; a; j = 1; 2;    ; b and b~ = ~B^ ~BT implies
b~ij = B^ijBT ; i = 1; 2;    ; a; j = 1; 2;    ; b. The theorem is then proved.
Proof of Theorem 5.5 To show this theorem, it is sucient to show that T ,
^1 and ^2 are invariant under dierent labeling schemes of the mean vectors
ij; i = 1; 2;    ; a; j = 1; 2;    ; b. Let l1; l2;    ; la be any permutation of








































are invariant under dierent labeling schemes of the mean vectors and so is T .
We now show that ^1 and ^2 are invariant under dierent labeling schemes




ij; i = 1; 2;    ; a; j = 1; 2;    ; b and







 1). Since S is previously shown to be invariant
under dierent labeling schemes of the mean vectors, so are ^1 and ^2. This
completes the proof of the theorem.
Construction of V (a1; a2;    ; am). It is easy to check that V (a1) = [1; 2;    ; a1]T
and V (a1; a2) = [V (a1)
1a2 ;1a1 
V (a2)]. By induction, we can easily show that
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the matrix V (a1; a2;    ; am) can be iteratively generated by
V (a1; a2;    ; am) = [V (a1)
 1a2a3am ;1a1 
 V (a2; a3;    ; am)] :
137
CHAPTER 6
MB Test for Regression
Coecient Comparison
6.1 Introduction
In the previous chapters, we studied the MB test for various heterogenous ANO-
VA/MANOVA by applying the modied Bartlett correction of Fujikoshi (2000) on
a Wald-type statistic. This idea can also be used to compare the regression coe-
cients of dierent linear regression models under heteroscedasticity. The resulting
MB test, as the simulations in Section 6.3 show, performs as well as the modied
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Chow's test (Conerly and Maneld, 1988) for two-sample cases and it also works
well for multi-sample cases in terms of size-controlling.
A literature review about regression coecient comparison of linear regression
models is given in Section 1.1.5 of Chapter 1.
6.2 Methodologies
6.2.1 Wald-Type Test Statistic
Assume that we have k linear regression models yl =X ll+"l; l = 1; 2;    ; k;
where yl: nl1 is the response vector, X l is a nlp design matrix, l is the p1
coecient vector and the error term is assumed to have "l  Nnl(0; 2l Inl). We
want to test whether the k sets of coecient vectors are equal:
H0 : 1 = 2 =    = k; versus H1 : H0 is not true; (6.1)
without assuming the equality of variances 2l ; l = 1; 2;    ; k. The above problem
can be regarded as a special case of the following general linear hypothesis testing
(GLHT) problem:
H0 : C = c; vs H1 : C 6= c; (6.2)
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where C is a given q  (kp) full rank matrix with rank(C) = q = (k   1)p,
 = [T1 ;
T
2 ;    ;Tk ]T and c : q  1 is a known constant vector. In fact, if we
set c = 0 and C = Q 




where Ir and 1r denote the
identity matrix of size r and the r-dimensional vector of ones respectively, and 

denotes the Kronecker product operation. The GLHT problem (6.2) reduces to the
problem (6.1). Note that for l = 1; 2;    ; k, the ordinary least squares estimator








l = (nl   p) 1yTl (Inl  X l(XTl X l) 1XTl )yl: (6.3)
In addition, for l = 1; 2;    ; k, we have
^l  Np(l; 2l (XTl X l) 1); ^2l  2l 2nl p=(nl   p): (6.4)




2 ;    ; ^
T
k ]
T . Then it is an unbiased estimator of  and we have
^  Nkp(;); where  = diag[21(X 01X1) 1;    ; 2k(X 0kXk) 1]. It follows
that C^   c  Nq(C   c;CCT ): This suggests that for testing the GLHT
problem (6.2), we can use the following Wald-type test statistic:
T = (C^   c)T (C^CT ) 1(C^   c); (6.5)





 1;    ; ^2k(XTkXk) 1].
Following Zhang and Liu (2013), we now re-express T as




T ) 1=2(C^   c); W =H^H ; H = (CCT ) 1=2C: (6.7)
It is easy to see that z  Nq(z; Iq); where z = (CCT ) 1=2(C   c): Let
nmin = min
k




! rl <1; l = 1; 2;    ; k: (6.8)
This condition ensures all the sample sizes tend to innity proportionally, nmin will
not be too small compare to the other sample sizes. First of all, we investigate
the limit null distribution of T (6.5) as sample sizes tend to innity and get the
following result.
Theorem 6.1. Under the condition (6.8) and H0 (6.2), as nmin !1, we have
T
L ! 2q:





 1HTl , l = 1; 2;    ; k, where H l = (CCT ) 1=2C l, l = 1; 2;    ; k
and C l is the l-th block of size q  p such that C = [C1;C2;    ;Ck]:
We also investigate the rst two moments of T (6.5) and get the following
results.
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Theorem 6.2. Under the condition (6.8) and H0, as nmin !1, we have


























(nmax   p)kp  1 
q
nmin   p and
q2
(nmax   p)k  2 
pq
nmin   p: (6.10)
6.2.2 2, Bartlett and Modied Bartlett Tests
Based on Theorem 6.1, a 2 test can be constructed for the hypothesis testing
problem (6.2). Since the null distribution of T (6.5) is close to 2q when nmin is
large, H0 (6.2) can be simply rejected if T > 
2
q(1   ) where 2q(1   ) is the
100(1 )-th percentile of a 2 distribution with q degrees of freedom and  is the
signicance level.
However, as the proof of Theorem 6.1 in the Appendix shows, the convergence
rate of T is of n
 1=2
min . This means that T converges to 
2
q slowly. So this 
2-test,
which is constructed based on T and its asymptotic distribution directly, may
not be accurate when the sample sizes are small or moderate. To overcome this
diculty, T should be corrected to improve its convergence rate. Two corrections
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can be considered. One is based on the well-known Bartlett correction (Bartlett
1937) and the other is based on the modied Bartlett correction of Fujikoshi (2000)
as we did in the previous chapters. Theorems 6.1 and 6.2 guarantee that both the
corrections can be applied to T. The transformed test statistics using the Bartlett
and modied Bartlett corrections are given by:
TB = (1  1
nmin
)T; and (6.11)




respectively, where 1 =
2
2 21 and 2 =
(q+2)2 2(q+4)1
2(2 21) : The Bartlett test and the
modied Bartlett test for (6.2) are dened as rejecting H0 (6.2) whenever TB >
2q(1   ) and TMB > 2q(1   ) respectively. Following Fujikoshi (2000), we have
E(TB) = q+O(n
 2







as presented in Theorem 6.2, E(T ) = q+O(n 1min) and E(T
2) = q(q+2)+O(n 1min).
Since both the Bartlett and modied Bartlett corrections correct the rst moment
of the test statistic T, it is expected that TB and TMB converge to 
2
q faster than T
does. As TMB also corrects the second moment, the MB test may perform better
than the Bartlett test. These can be examined by the simulation results presented
in Tables 6.4, 6.5 and 6.6.
In real data analysis 1; 2 of TMB and 1 of TB have to be estimated based on
the data. Proper estimators can be got by replacing 







T ) 1=2C l(XTl X l)
 1CTl (C^C












^l)=(nl   p): (6.14)
The estimators ^1; ^2; ^1 and ^2 are then obtained accordingly so that
T^B = (1  ^1
nmin
)T  2q approximately.
T^MB = (nmin^1 + ^2)log(1 +
T
nmin^1
)  2q approximately: (6.15)
Some simple algebra leads to nmin^1 =
q(q+2)
2^1+^2




From the proof of Theorem 6.2, we can see that the ranges of 1 and 2 as given in
(6.10) are also the ranges of ^1 and ^2 respectively. Thus, provided nmin  p+1,
we always have nmin^1 > 0 and nmin^1+ ^2 > 0. This guarantees that T^MB  0 and
it is a monotonically increasing function of T . The critical value of the Bartlett
test and the MB test can then be specied as 2q(1  ) for any given signicance
level . We reject the null hypothesis in (6.2) when this critical value is exceeded
by T^B and T^MB for the Bartlett and MB tests respectively. The Bartlett and MB
tests can also be conducted by computing the P-value based on 2q. Thus, the
Bartlett and MB tests can be conducted easily by using the usual 2-table.
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6.2.3 Some Desirable Properties of the MB Test
Notice that the matrix Q used to write regression coecient test (6.1) into
the GLHT problem (6.2) is a contrast matrix with all row totals being 1 and it
is not unique. For example, ~Q =
    1q; Iq is also a valid contrast matrix for
(6.1). It is known from Kshirsagar (1972, Ch. 5, Sec. 4) that for any two contrast
matrices ~Q and Q used to dene the same hypothesis, there is a nonsingular
matrix P such that ~Q = PQ. By (6.2), the C-matrix associated with Q can be
expressed as C = Q 
 Ip. Let ~C be the C-matrix associated with ~Q. Then we
have ~C = ~Q 
 Ip = (PQ) 
 Ip = (P 
 Ip)C. Theorem 6.3 shows that the MB
test is invariant under dierent choices of the contrast matrix used to dene the
same hypothesis.
Theorem 6.3. The MB test is invariant when C and c in (6.2) are replaced with
~C = (P 
 Ip)C and ~c = (P 
 Ip)c; (6.16)
respectively where P is any nonsingular matrix.
In practice, the observed response yl; l = 1;    ; k are often re-scaled or re-
centered before any inference is conducted. This means yls may be replaced by
~yls = uyls + v; l = 1;    ; k; s = 1; 2;    ; nl with u 6= 0. The following theorem
guarantee that MB test is invariant to such transformations.
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Theorem 6.4. MB test is invariant when the response vectors yl are replace by
~yl = uyl + v1nl ; l = 1; 2;    ; k; (6.17)
where u and v are two constants, u 6= 0.
The observed explanatory variables, which would be the second column to the
last column of the design matrices X l; l = 1; 2; : : : ; k may also be re-scaled or re-
centered. This means xlij which is the (i,j)-th entry of X l may be transformed to
~xlij = ajxlij + bj with aj 6= 0; l = 1; 2;    ; k; i = 1; 2;    ; nl; j = 2; 3;    ; p. As
the following theorem shows, the MB test is also invariant to the transformations
on the design matrix in a more general manner.
Theorem 6.5. MB test is invariant when the design matrices X l; l = 1; 2;    ; l
are replaced with
~Xl =X lB; l = 1; 2;    ; k; (6.18)
where B is a p p full rank matrix.
6.3 Simulation Studies
The simulation studies in this section contain two parts. In the rst part, we
compare the performance of the MB test and the modied Chow's (MC) test of
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Conerly and Maneld (1988). In the second part, we compare the performance of
2, Bartlett and MB tests. The data used in the simulation studies are generated
from the following model: yl = X ll + l; l  N (0; 2l Ini); l = 1; 2;    ; k. For
each case, the value of 1 is generated from standard normal distribution and
2 is set as 1 + , i; i > 2 are set to be equal to 1.  is tuning parameter
which is used to specify the dierence between the regression coecients. When
 = 0, 1 = 2 =    = k, the null hypothesis holds; while when  6= 0, the
null hypothesis is false. Each entry of the design matrix X l; l = 1; 2;    ; k is
generated from a standard normal distribution except for the rst column which
will be set as 1. The value of l; l = 1; 2;    ; l are generated from a multi-normal
distribution according to the model with the parameter l; l = 1; 2;    ; k set to be
some constants. yl; l = 1; 2;    ; k will be calculated accordingly. Then we use MB
or MC test to check H0 (6.1) for the simulated data set and record the test result.
This procedure will be repeated for 10,000 times. The reject rates are considered
as empirical sizes for  = 0 cases or empirical powers for  6= 0 cases.
6.3.1 Simulation A: Two-Sample Cases
Tables 6.1, 6.2 and 6.3 present the empirical sizes and powers of the Modied
Chow's test and the MB test. For the rst two columns of each table, ARE (average
relative error) is calculated as M 1
PM
j=1 j^j   j=, where ^j; j = 1; 2;    ;M is
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the empirical size as presented in the tables and  is the nominal size. A smaller
ARE indicates a better performance of the test. Usually, when ARE < 10%, the
test is considered as controlling type-I error well. From the three tables, it is seen
that Modied Chow's test and the MB test are generally comparable in term of
empirical size. And the AREs show that both the tests control type-I error well.
In term of power, the empirical power of the MB test is slightly higher, especially
when the sample sizes are small. So generally speaking, the MB test outperforms
Modied Chow's test. Both of them control type-I error well but MB test is more
powerful.
6.3.2 Simulation B: Multi-Sample Cases
Tables 6.4, 6.5 and 6.6 list the empirical sizes of the 2, Bartlett and MB
tests. In Table 6.6, the notation ar means to repeat the constant a for r times.
For example, [15] means [1; 1; 1; 1; 1] for the rst standard variance case under
consideration. From these three tables, rstly it is seen that the MB test maintains
the type-I error the best, followed by the Bartlett test, and the 2 test performs the
worst. After the use of the Bartlett correction, AREs decrease dramatically. With
the modied Bartlett correction, the AREs are even smaller. It totally support
our expectation that applying the modied Bartlett correction will improve the
convergence rate of the test statistic. Secondly, when we focus on the performance
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Table 6.1 Empirical sizes and powers of the MC and MB tests for two-sample
cases (p=2)
 = 0  = 0:25  = 0:5  = 0:75  = 1:00
[1; 2] [n1; n2] MC MB MC MB MC MB MC MB MC MB
[1; 1] [25; 25] .051 .051 .165 .166 .556 .554 .885 .885 .988 .988
[40; 40] .048 .049 .258 .258 .782 .781 .985 .985 .999 .999
[50; 30] .050 .050 .247 .246 .745 .745 .980 .979 .999 .999
[50; 90] .048 .048 .402 .401 .942 .942 .999 .999 1.00 1.00
[0:43; 1:35] [25; 25] .047 .048 .158 .163 .532 .542 .866 .871 .982 .982
[40; 40] .053 .053 .251 .257 .770 .772 .982 .981 .999 .999
[50; 30] .050 .049 .195 .201 .634 .638 .940 .939 .994 .994
[50; 90] .049 .048 .506 .511 .983 .983 1.00 1.00 1.00 1.00
[1:35; 0:43] [25; 25] .050 .051 .161 .167 .531 .541 .865 .871 .982 .981
[40; 40] .052 .052 .255 .262 .773 .776 .981 .980 .999 .999
[50; 30] .050 .049 .291 .301 .834 .840 .993 .995 .999 .999
[50; 90] .050 .050 .326 .328 .874 .875 .996 .996 1.00 1.00
ARE(%) 2.33 2.66
of the MB test, it is seen that for multi-sample cases, the empirical sizes of the MB
test are still close to the nominal signicance level and the AREs are all smaller
that 15%. It says that the MB test also performs well for multi-sample cases.
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Table 6.2 Empirical sizes and powers of the MC and MB tests for two-sample
cases (p=5)
 = 0  = 0:25  = 0:5  = 0:75  = 1:00
[1; 2] [n1; n2] MC MB MC MB MC MB MC MB MC MB
[1; 1] [25; 25] .050 .051 .220 .221 .746 .747 .979 .979 .999 .999
[40; 40] .051 .051 .384 .385 .955 .955 .999 .999 1.00 1.00
[50; 30] .047 .049 .351 .349 .933 .933 .999 .999 1.00 1.00
[50; 90] .047 .048 .623 .624 .997 .997 1.00 1.00 1.00 1.00
[0:43; 1:35] [25; 25] .056 .054 .198 .224 .706 .750 .966 .975 .998 .998
[40; 40] .046 .049 .362 .390 .946 .952 .999 .999 1.00 1.00
[50; 30] .056 .055 .269 .289 .848 .863 .994 .994 .999 .999
[50; 90] .045 .047 .755 .774 1.00 1.00 1.00 1.00 1.00 1.00
[1:35; 0:43] [25; 25] .049 .050 .205 .228 .702 .745 .971 .976 .998 .999
[40; 40] .053 .052 .357 .387 .941 .947 .999 .999 1.00 1.00
[50; 30] .051 .049 .438 .464 .970 .978 .999 1.00 1.00 1.00
[50; 90] .052 .051 .494 .509 .987 .986 1.00 1.00 1.00 1.00
ARE(%) 5.83 3.67
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Table 6.3 Empirical sizes and powers of the MC and MB tests for two-sample
cases (p=10)
 = 0  = 0:25  = 0:5  = 0:75  = 1:00
[1; 2] [n1; n2] MC MB MC MB MC MB MC MB MC MB
[1; 1] [25; 25] .049 .053 .242 .248 .835 .841 .995 .995 .999 .999
[40; 40] .048 .049 .514 .516 .993 .993 1.00 1.00 1.00 1.00
[50; 30] .050 .051 .448 .452 .984 .984 .999 .999 1.00 1.00
[50; 90] .050 .050 .792 .794 .999 .999 1.00 1.00 1.00 1.00
[0:43; 1:35] [25; 25] .052 .057 .204 .265 .745 .841 .979 .992 .999 .999
[40; 40] .052 .055 .455 .516 .984 .989 1.00 1.00 1.00 1.00
[50; 30] .052 .059 .314 .375 .918 .944 .998 .999 .999 1.00
[50; 90] .048 .049 .907 .925 1.00 1.00 1.00 1.00 1.00 1.00
[1:35; 0:43] [25; 25] .049 .054 .216 .273 .744 .835 .977 .991 .999 .999
[40; 40] .049 .049 .445 .507 .985 .990 1.00 1.00 1.00 1.00
[50; 30] .053 .050 .541 .607 .995 .998 1.00 1.00 1.00 1.00
[50; 90] .051 .051 .644 .683 .999 .999 1.00 1.00 1.00 1.00
ARE(%) 2.83 5.50
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Table 6.4 Empirical sizes of the 2, Bartlett and MB tests for k = 2 cases
p = 2 p = 5 p = 10
[1; 2; 3] [n1; n2; n3] 
2 Bartlett MB [n1; n2; n3] 
2 Bartlett MB [n1; n2; n3] 
2 Bartlett MB
[1; 1] [15; 15] .065 .051 .045 [20; 20] .082 .062 .048 [25; 25] .106 .074 .052
[15; 30] .066 .054 .050 [20; 35] .081 .064 .052 [25; 40] .097 .073 .053
[15; 40] .064 .053 .048 [20; 45] .083 .065 .053 [25; 50] .099 .077 .054
[1; 2] [15; 15] .068 .053 .048 [20; 20] .085 .063 .048 [25; 25] .111 .081 .054
[15; 30] .061 .052 .048 [20; 35] .073 .060 .051 [25; 40] .082 .064 .047
[15; 40] .059 .053 .050 [20; 45] .068 .059 .050 [25; 50] .078 .065 .050
[1; 4] [15; 15] .078 .056 .048 [20; 20] .099 .069 .051 [25; 25] .125 .087 .059
[15; 30] .067 .056 .052 [20; 35] .073 .061 .050 [25; 40] .090 .073 .054
[15; 40] .062 .056 .052 [20; 45] .065 .055 .049 [25; 50] .077 .065 .050
[2; 1] [15; 15] .072 .054 .049 [20; 20] .092 .069 .052 [25; 25] .108 .077 .052
[15; 30] .076 .056 .049 [20; 35] .090 .067 .051 [25; 40] .116 .081 .055
[15; 40] .075 .054 .046 [20; 45] .094 .070 .053 [25; 50] .117 .084 .058
[4; 1] [15; 15] .083 .059 .052 [20; 20] .104 .074 .057 [25; 25] .132 .091 .061
[15; 30] .083 .059 .051 [20; 35] .102 .070 .052 [25; 40] .140 .097 .063
[15; 40] .080 .055 .046 [20; 45] .101 .071 .053 [25; 50] .134 .090 .059
ARE(%) 41.2 9.46 4.00 72.2 30.5 4.00 114 57.2 10.2
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Table 6.5 Empirical sizes of the 2, Bartlett and MB tests for k = 3 cases
p = 2 p = 5 p = 10
[1; 2; 3] [n1; n2; n3] 
2 Bartlett MB [n1; n2; n3] 
2 Bartlett MB [n1; n2; n3] 
2 Bartlett MB
[1; 1; 1] [15; 15; 15] .088 .060 .050 [20; 20; 20] .104 .070 .050 [25; 25; 25] .144 .091 .060
[15; 30; 30] .076 .059 .051 [20; 35; 35] .091 .068 .053 [25; 40; 40] .112 .078 .053
[30; 15; 15] .076 .057 .049 [35; 20; 20] .102 .069 .051 [40; 25; 25] .128 .085 .057
[1; 1; 2] [15; 15; 15] .081 .057 .046 [20; 20; 20] .111 .076 .055 [25; 25; 25] .140 .086 .056
[15; 30; 30] .079 .065 .055 [20; 35; 35] .086 .065 .052 [25; 40; 40] .109 .076 .052
[30; 15; 15] .085 .059 .050 [35; 20; 20] .102 .069 .052 [40; 25; 25] .136 .088 .057
[1; 1; 4] [15; 15; 15] .093 .066 .052 [20; 20; 20] .110 .072 .052 [25; 25; 25] .146 .093 .062
[15; 30; 30] .072 .056 .048 [20; 35; 35] .088 .064 .050 [25; 40; 40] .109 .081 .055
[30; 15; 15] .088 .063 .052 [35; 20; 20] .108 .072 .052 [40; 25; 25] .136 .086 .058
[2; 1; 1] [15; 15; 15] .088 .063 .051 [20; 20; 20] .106 .072 .051 [25; 25; 25] .142 .092 .059
[15; 30; 30] .078 .059 .051 [20; 35; 35] .094 .067 .052 [25; 40; 40] .124 .084 .058
[30; 15; 15] .080 .061 .052 [35; 20; 20] .095 .070 .052 [40; 25; 25] .113 .075 .051
[4; 1; 1] [15; 15; 15] .086 .061 .050 [20; 20; 20] .111 .073 .055 [25; 25; 25] .150 .095 .062
[15; 30; 30] .079 .057 .048 [20; 35; 35] .102 .072 .054 [25; 40; 40] .133 .092 .061
[30; 15; 15] .076 .060 .051 [35; 20; 20] .089 .064 .050 [40; 25; 25] .111 .073 .051
ARE(%) 63.3 20.4 3.20 99.8 39.0 4.13 157 70.0 13.6
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Table 6.6 Empirical sizes of the 2, Bartlett and MB tests for k = 5 cases
p = 2 p = 5
[1; 2;    ; 5] [n1; n2;    ; n5] 2 Bartlett MB [n1; n2;    ; n5] 2 Bartlett MB
[15] [155] .110 .066 .051 [205] .137 .074 .053
[15; 304] .086 .065 .054 [20; 354] .103 .069 .052
[30; 154] .097 .064 .050 [35; 204] .127 .076 .053
[14; 2] [155] .105 .063 .047 [205] .134 .074 .047
[15; 304] .087 .064 .055 [20; 354] .099 .067 .050
[30; 154] .107 .067 .053 [35; 204] .134 .078 .053
[14; 4] [155] .109 .067 .051 [205] .141 .081 .052
[15; 304] .085 .061 .051 [20; 354] .102 .068 .050
[30; 154] .100 .062 .049 [35; 204] .126 .075 .052
[2; 14] [155] .105 .063 .048 [205] .135 .075 .052
[15; 304] .081 .059 .047 [20; 354] .107 .073 .055
[30; 154] .099 .060 .048 [35; 204] .128 .074 .049
[4; 14] [155] .110 .067 .049 [205] .139 .078 .055
[15; 304] .083 .057 .048 [20; 354] .105 .069 .053
[30; 154] .097 .060 .048 [35; 204] .119 .071 .052
ARE(%) 94.8 26.0 4.13 144 46.9 4.80
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6.4 Real Data Examples
6.4.1 A Two-Sample Example
In this section, we apply the Modied Chow's test and the 2, Bartlett, and MB
tests to the biomass data described in Macpherson (1990) and Moreno et al.(2005).
The data set includes the biomass (dry weight) and the abundance of animal species
of two kinds of seaweeds with dierent morphological characteristics. For each kind
of seaweeds, log(abundance) is regressed on the dry weight. The scatter plot of
the data set and the simple linear regression tted lines are displayed in Figure 6.1
where the circles denote the rst kind of seaweeds and the stars denote the second
kind of seaweeds. The line with circles denotes the t for the rst kind of seaweeds
and the line with stars denotes the t for the second kind of seaweeds while the
line with crosses denotes the t for the pooled data.
The four tests can be used to check whether the linear relationships are the
same for the two kinds of seaweeds. The test results are summarized in Table 6.7.
It is seen that there is some evidence against the null hypothesis but the evi-
dence is not very strong since the p-values are not very small. If we use  = 0:05,
all the four tests tend to suggest that the linear relationships between the the two
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Figure 6.1 Raw data and linear ts for the biomass data.
Table 6.7 Test results on the biomass data
Test 2 Bartlett MB MC
P-value .069 .082 .085 .085
kinds of seaweeds may be the same. Notice that the p-values given by the MB
and MC tests are essentially the same, but those of the 2 and Bartlett tests are
slightly smaller.
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6.4.2 A Multi-Sample Example
The data set we use here is from Grunfeld (1958). This data set is a little bit
too old but we do not have a chance to get a better data set. However, this data
set can be used to illustrate the MB test for multi-sample cases.
The data set is about some indices of 10 American corporations over a few
years. These indices include the gross investments (I), the market values of the
rm (F) and the values of the stock of plant and equipment (C). A classical model
of invest and demand describes the relation of these three indices as
Iit = i + iFit + iCit + it;
where i = 1; 2;    ; 10 for 10 dierent rms, t ranges from 1935 to 1954, and it
denote the error terms. Our task is to check whether this linear relationship is the
same across 10 rms, i.e., to check whether the regression coecients i; i; i are
the same for dierent i without assuming that the error terms for dierent corpo-
rations are the same. Since in this case, the linear relationships being compared
are more than two, the modied Chow's test cannot be applied. But we can apply
the MB test. The MB test gives a p-value smaller than 0.001. Therefore, there is
strong evidence showing that the invest pattern may vary among the 10 rms.
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nl 1=(nl   p); l = 1; 2;    ; k; (6.19)
where X
d
= Y means X and Y have the same distribution. It follows that (^2l  
2l ) = Op(n
 1=2
l ); l = 1; 2;    ; k. Since XTl X l = O(nmin), we have ^    =
Op(n
 3=2
min ). Noticing that  = O(n
 1
min), we further have
R =H(^  )HT = Op(n 1=2min ); (6.20)
whereH is dened in (6.7) andH = O(n
1=2
min). This implies thatW = Iq+H(^ 
)HT = Iq +R = Iq +Op(n
 1=2
min ): Theorem 6.1 follows by Slutsky's theorem and
noticing that under H0, z
Tz  2q.
Proof of Theorem 6.2 Notice that under H0, we have z  N(0; Iq). Applying
the conditional expectation rule and some simple algebra leads to
E(T ) = E tr(W 1) and E(T 2) = 2E tr(W 2) + E tr2(W 1): (6.21)
where and throughout, E2(X) = [E(X)]2, tr2(Y ) = [tr(Y )]2 and tr(Y ) denotes
the trace of Y , i.e., the sum of the diagonal entries of Y . From the proof of
Theorem 6.1, we have thatW = Iq +R with R = Op(n
 1=2
min ); see (6.20). Then we
haveW 1 = (Iq+R) 1 = Iq R+R2 R3+Op(n 2min) andW 2 = (Iq+R) 2 =
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Iq   2R+ 3R2   4R3 +Op(n 2min): It is easy to see from (6.20) that E(R) = 0 and
Etr(R) = 0. Thus
Etr(W 1) = q + Etr(R2)  Etr(R3) +O(n 2min);
Etr(W 2) = q + 3Etr(R2)  4Etr(R3) +O(n 2min);
Etr2(W 1) = q2 + Etr2(R) + 2qEtr(R2)  2qEtr(R3)
 2Etr(R)tr(R2) +O(n 2min):
(6.22)
We now nd Etr(R2) and Etr2(R) among others. By (6.20), we have R =Pk
l=1




l   1, for l = 1; 2;    ; k. By (6.19), we have








(nl   p)2 ; l = 1; 2;    ; k; (6.23)
where we use the fact E(2d=d   1)3 = 8=d2. Noticing that u1; u2;    ; uk are



























































Later we will show that the eigenvalues of 
l; l = 1; 2;    ; k are all less than 1.
Hence,
0  tr(
3l )  tr(
2l )  tr(
l)  p; l = 1; 2;    ; k:
Combining (6.22) and (6.24) gives that Etr(W 1) = q+21+O(n 2min), Etr(W
 2) =
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q + 61 + O(n
 2
min), and Etr
2(W 1) = q2 + 4q1 + 22 + O(n 2min). These, to-





+ O(n 2min) and E(T






+O(n 2min) where 1 =
21
q




We now nd the lower and upper bounds of 1 and 2 as given in (6.10). For




l . It follows that 
l are nonnegative, so are their eigenvalues. Notice that 
l
and Ql = B
T
l Bl : pp have the same nonzero eigenvalues. Thus, 
l has at most p
nonzero eigenvalues. Denote the largest p eigenvalues of 
l by l;r; r = 1; 2;    ; p
which include all the nonzero eigenvalues of 




Iq. Therefore, we have
Pk
l=1 tr(






is nonnegative, showing that the eigenvalues of 


























l)=(nl   p)  pq=(nmin   p).






















l)=(nl   p) = 2=p. Using (6.25) again and the fact thatPk
l=1 tr(




2=[(nmax  p)k] = q2(nmax p)k . It follows
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that 1  q2(nmax p)kp . The theorem is then proved.
Proof of Theorem 6.3 From the denition of T (6.5), it is easy to see that T is
invariant under the transformation (6.16). Then by (6.15), we only need to show
that ^1 and ^2, or equivalently, ^1 and ^2 are invariant under the transformation
(6.16).
Under (6.16), we have ~C = (P 
 Ip)C. Dene C1;    ;Ck be the k matri-
ces of size q  p so that C = [C1;    ;Ck]. Dene ~C1;    ; ~Ck similarly so that
~C = [ ~C1;    ; ~Ck]. It follows that ~Cl = (P 
 Ip)C l; l = 1; 2;    ; k. Set Gl =
CTl (C^C
T ) 1C l; l = 1; 2;    ; k. Then it follows that ~Gl = ~CTl ( ~C^ ~CT ) 1 ~Cl =
CTl (C^C
T ) 1C l = Gl; l = 1; 2;    ; k. Therefore, Gl; l = 1; 2;    ; k are in-






















 1Gl)=(nl   p), showing that ^1 and ^2 are also invariant
under (6.16). Theorem 6.3 is then proved.
Proof of Theorem 6.4 The theorem will be proved if we can prove T (6.5)
and ^1; ^2 (6.14) are invariant to transform (6.17). Denote the unbiased es-





l respectively, l = 1; 2;    ; k. Then ~^l =
u^l + ve1;p; ~^
2
l = u
2^2l where er;k denotes a unit vector of length k with r-th
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T1 ;    ; ~^Tk ]T = u^ + v1Tk 






 1;    ; ~^2k( ~XTk ~Xk) 1] = u2^: So the transformed test statistic ~T =
(C
~^
  c)T (C ~^CT ) 1(C ~^  c) = (C(u^+ v1Tk 
 e1;p))T (u2C^CT ) 1(C(u^+
v1Tk 
 e1;p)) = T; where for coecients comparison, c is set equal to 0 and we use
the fact that C(1Tk 
 e1;p) = (Q
 Ik)(1Tk 
 e1;p) = (Q1Tk )
 (Ike1;p) = 0.




















l ) are invariant
under transformation (6.17), so are ^1; ^2.
Proof of Theorem 6.5 The theorem is proved if T (6.5) and ^1; ^2 (6.14) are in-
variant to transform (6.18). When X l is replaced with ~Xl =X lB; l = 1; 2;    ; k.








l , where ^l and ^
2
l are the corresponding estima-




T1 ;    ; ~^Tk ]T = (Ik 






 1;    ; ~^2k( ~XTk ~Xk) 1] = (Ik
B 1)^(Ik
 (BT ) 1):
So the transformed test statistic ~T = (C
~^





B 1)^), where for regression




B 1) = (Iq 
B 1)(Q
 Ip) = (Iq 
B 1)C and Iq 
B 1 is a full rank matrix,
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it is easy to show ~T = T .
We now turn to show ^1 and ^2 are invariant to transform (6.18). Using (6.26)
and the fact that C(Ik 
B 1) = (Iq 
B 1)C, (Iq









In this thesis, we have discussed the MB test for various heterogenous ANOVA
and MANOVA models. In all these models, we found that the MB test works
well compared with the existing approximate solutions for the associated Behrens-
Fisher problem. This shows that the modied Bartlett correction is very powerful
in solving the various BF problems.
As mentioned in the previous chapters, the key idea of the MB test includes
three main steps: (1) show that the asymptotic distribution of the test statistic is
a 2-distribution with some known degrees of freedom; (2) nd the expressions of
the asymptotic mean and variance of the test statistic and show that they are in
164
the forms required by the modied Bartlett correction (Fujikoshi 2000); and (3)
apply the modied Bartlett correction.
In statistical literature, it is often the case that the asymptotic distribution of
a test statistic is 2 with some degrees of freedom. Examples include the empirical
likelihood ratio tests and the usual likelihood ratio tests, among others. Often
the associated 2-tests do not work well for small sample sizes. In these cases,
we can apply the modied Bartlett correction to improve the convergence rate
of the 2-test if we can nd out the proper expressions of the asymptotic mean
and variance of the test statistic. From this point of view, the MB test has a
wide application. Further investigation is interesting and warranted. It should
also be noted that the simulation in this dissertation mostly consider normally
distributed data. The performance of the MB test is not guaranteed for non-
normal especially asymmetric data. In practice, a normality test is recommended
before the application of MB test. And if the normally assumption is rejected, the
well known Box-Cox transformation may be applied before MB test.
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