Abstract Adaptability and stability analysis methods that use a priori information allow identifying and selecting potentially productive genotypes with greater accuracy. The aim of the current study is to use the Eberhart and Russel' Bayesian method as an instrument to analyze the adaptability and stability of hybrid maize cultivars and to assess the efficiency of using the distribution of informative and non-informative priors to select cultivars. Twenty-five (25) hybrid maize cultivars were assessed in 11 environments located in the Brazilian Northeastern region, during 2012 and 2013, according to a complete randomized block design, with two repetitions. The Eberhart and Russel's methodology was performed in the GENES software, whereas the Bayesian procedure was implemented in the free software R, by using the MCMCregress function of the MCMCpack package. The adaptability and stability parameters values and the credibility intervals have shown that the Eberhart and Russel's method via Bayesian technique has shown greater stability-estimation accuracy and greater efficiency in recommending cultivars adapted to favorable and unfavorable environments. The Bayesian methods using priories informative (M1) and few informative (M2) distributions have presented the same genotype classifications in the comparison between a priori distributions; however, according to the Bayes Factor, the M1 was the most adequate distribution to help finding more reliable estimates.
Introduction
The main goal of a hybrid maize breeding program is to identify hybrid combinations showing high productive potential, as well as good adaptability and stability.
However, the genotype 9 environment interaction is one of the major challenges faced during selection, since it makes it difficult to identify effectively superior genotypes. The diversity of cultivation environments is often responsible for the significant effect of the interaction between genotypes and environments (G9E) (Engelsing et al. 2012) .
Estimating this interaction is extremely important, because it reduces the probability of errors in genotype selection or recommendation (Backes et al. 2005; Mendes et al. 2012) . Several frequentist methods estimate genotype adaptability and stability based on different principles; among them, the mixed models (REML/BLUP), as well as the models based on simple linear regression (Eberhart and Russell 1966; Cruz et al. 1989 ) and on segmented linear regression (Verma et al. 1978) , and the non-parametric methods (Lin and Binns 1988) stand out.
Issues concerning the accuracy and precision of predictions and estimates cannot be completely solved through REML/BLUP, since the distribution and variance of the estimators are not known, thus generating approximate confidence intervals for the genetic parameters (Resende et al. 2001) . On the other hand, the other frequentist methods predict the performance of the genotypes based on parameter estimates derived from a set of estimators.
Unlike these methods, the Bayesian inference has a single estimator that leads to estimates able to maximize the probability density function a posteriori. It makes it possible generating exact credible intervals for genetic parameter estimates and provides more rigor to the analyses; consequently, the genotype selection shows greater accuracy (Resende 2000) .
Thus, on the Bayesian procedure, the parameters are interprets as random variables, where the probability models may shows initial information about these parameters, independent of what the data may show (Molina et al. 2012) . Studies have shown the Bayesian methodology superiority to select genotypes in different environments, in comparison to frequentist methods (Silva and Benavides 2001; Cotes et al. 2006; Couto et al. 2015; Teodoro et al. 2015) .
The Bayesian analysis have been used in plant breeding for present itself as a robust statistical procedure that shows information richness and the possibility of several applications (Bastiaansen et al. 2012; Almeida et al. 2016; Macedo et al. 2017) .
In light of the foregoing, the aim of the current study was to use the Eberhart and Russel' Bayesian method as an instrument to analyze the adaptability and stability of maize hybrids and to assess the efficiency of using informative and non-informative a priori distributions to select cultivars.
Materials and methods
The experiments were carried out in Maranhão (Balsas, Brejo, Colinas and São Raimundo das Mangabeiras counties), Piauí (Nova Santa Rosa, Teresina and Uruçuí counties) and Sergipe states (Nossa Senhora das Dores, Frei Paulo and Umbaúba counties), during the agricultural years 2012 and 2013.
The experimental area in Nossa Senhora das Dores County was divided in two environments, which were characterized according to fertilization differences. The trials using high fertilization range comprised 180.00 kg ha (22) environments, in total, were taken into consideration according to the edaphoclimatic differences in the different years, in the same sites.
Twenty-five (25) maize hybrids coming from public and private companies were assessed (Table 1) . The experimental design was based on randomized blocks, with two repetitions, and the plots comprised four rows (5.0 m long), 0.70 m interrow spacing and 0.20 m spacing between holes within the rows. The fertilization was performed according to the results of the soil analysis performed in each experimental area. Irrigation was not carried out, whereas the weed and pest control was done according to the crop's need in each region.
The productivity data were subjected to analysis of variance. The joint analysis of variance was performed in the GENES software (Cruz 2006) , after the homogeneity of the residual variances was found through the F maximum test by Hartley (1950) . The joint analysis of variance has adopted the model Y ijk = l ? R/E k(j) ? G i ? E j ? GE ij ? e ijk , wherein: Y ijk is the mean phenotypic value of the plot; l is the general constant; R/E k (j) is the effect of kth repetition in the jth environment; G i is the fixed effect of the ith genotype; E j is the effect of the jth environment NID (0, r E 2 ), GE ij is the effect of the ith genotype interaction in the jth environment NID (0, r GE 2 ) and, e ijk is the experimental error NID (0, r 2 ). The Bayesian analysis considered the values resulting from the frequentist analysis as a priori information, wherein the hypotheses H 0 : b 1i ¼ 1 and H 1 : b 1i 6 ¼ 1, for adaptability; and H 0 : r di 2 = 0 and H 1 : r di 2 [, for stability, were assessed through t and F statistics, respectively (Teodoro et al. 2015) . The use of values resulting from the frequentist analysis as a priori information was necessary since the genotypes evaluated in this work does not present any information about the regression parameters in the literature. This approach, called Empirical Bayes, was used by Kitada et al. (2000) and Wang et al. (2016) . However, if this information have been available, as Nascimento et al. (2011) and Couto et al. (2015) , we should use information from previous studies.
The method by Eberhart and Russell (1966) is based on simple regression analysis, in which adaptability, or the linear response to the environments, is given by the b 1i parameter estimate and by the mean productivity b 0i , whereas stability is found through the regression deviation d ij , according to the statistical model used in experiments involving g genotypes, e environments and r repetitions:
wherein Y ij is the response of genotype i in the environment j; b 0i is the response of genotype i; b 1i is the regression coefficient measuring the ith genotype response to the environment variation; I j is the 2 ) distribution, the probability function for each genotype i is given through (Nascimento et al. 2011) :
It is necessary assigning the a priori distributions to the parameters in order to estimate their adaptability and stability. The following distributions were taken into consideration for b 0i , b 1i and r i 2 :
range with mean and variance equal to
, respectively (Nascimento et al. 2011 ).
If one assumes independence between the parameters of these distributions, the a priori joint distribution for each genotype is given through (Nascimento et al. 2011 ):
It is necessary finding the marginal a posteriori distributions of the parameters of interest in order to make inferences about them. If one denotes the parameter vector for each genotype i through h pi = (b 1i , b 2i , r i 2 )-wherein p = 1,2,3-then, the marginal a posteriori distribution for the h pi parameter is found through the following integral: P(h pi |x) = $P(h pi |x)dh pi , which refers to the integral of all vector parameters, except for the pth component.
The methodology adopted in the present study was implemented in the R software (The R Foundation 2010), whereas the joint distribution sample was obtained through the MCMCregress function of the MCMCpack package. The Bayes Factor was calculated using the BayesFactor function of the MCMCpack package. This factor may vary from less than 1 to more than or equal to 100, wherein BFij \ 1 shows evidence in favor of model j; 1 B BFij \ 3 shows moderate evidence in favor of model i; 3 B BFij \ 10 shows substantial evidence in favor of model i; 10 B BFij \ 30 shows strong evidence in favor of model i; 30 B BFij \ 100 shows very strong evidence in favor of model i; and BFij C 100 shows decisive evidence in favor of model i (Jeffreys 1961) .
Informative a priori distributions, whose information derived from the frequentist analysis considering all the assessed genotypes, were used in the first model (M1) to perform the Bayesian analysis. The information was inserted in the analysis through the values assumed for the a priori distribution parameters, named hyperparameters.
These values were found through the mean and variance of the sample composed of the parameter estimates found in the frequentist analysis, which resulted in the following distributions: 
, which were:
The second model (M2) used slightly informative a priori distributions, which represented probability distributions showing great variance. The following distributions were herein adopted: b 0i * N (l 0i = 0, r 0i 2 = 1,000,000), b 1i * N (l 1i ¼ 0, r 1i 2 = 1,000,000) and r i 2 * GamaInv(a i = 0.0001; b i = 5.000). The comparison between M1 and M2, i.e., between informative and non-informative a priori distributions, was based on the Bayes Factor (BF) (Kass and Raftery 1995) .
The Bayes Factor was calculated through the BayesFactor function of the MCMCpack package. According to Jeffreys (1961) The hypotheses of interest were tested through the construction of credible intervals for the parameters. The intervals were directly obtained from the marginal a posteriori distribution of parameters.
Since the Gibbs sampler is an iterative algorithm, it is necessary checking its convergence. Such convergence was confirmed in the current study by applying the criteria by Heidelberger and Welch (1983) and Raftery and Lewis (1992) , which were implemented in the Bayesian Output Analysis (BOA) package of the R software (The R Foundation 2017).
The Bayesian adaptability and stability analysis applied to each parameter of the herein adopted regression model took into consideration 250.000 iterations in the Gibbs sampler algorithm based on a burn-in period of 10.000 iterations. The spacing between points sampled from five iterations (thinning) was taken into consideration to find an uncorrelated sample, and it resulted in samples of the marginal a posteriori distributions of each parameter; the inference of each parameter was based on such distributions.
Results and discussion
Overall, all chains achieves convergence, since the Raftery and Lewis (1992) dependency factor provided values lower than five, and the p value of the Heidelberger and Welch test Heidelberger and Welch (1983) , which to test if the length of the sample is enough to estimate the mean with sufficient accuracy, was always higher than the 5% level of significance.
The significance of the variation sources has shown substantial differences between genotypes and environments ( Table 2 ). The significant result between genotypes and environments (GxE) has indicated different cultivar behaviors in different environments. Significant GxE interaction effects were also reported in several studies about maize genotypes in different Brazilian regions (Engelsing et al. 2012; Carvalho et al. 2013; Storck et al. 2014) . This significant interaction is one of the greatest challenges for genotype selection, since it makes it difficult identifying effectively superior genotypes. The occurrence of these variations has led to the need of conducting a detailed study about genotypes' behavior in different environments, based on adaptability and stability analyses.
The adaptability and stability parameters were found by considering values derived from the frequentist analysis as a priori information, along with their respective credible intervals, as shown in Table 3 . Only 2 (30A16HX and 2B587HX) out of the 25 genotypes assessed according to the Bayesian methodology in model M1 (informative priors) were classified as of specific adaptability to favorable environments (b 1i [ 1) ( Table 4) . The hybrids P4285HX, BRS2022, 30A91HX and BRS2020 were classified as of specific adaptability to unfavorable environments (b 1i \ 1). The other genotypes were considered of general adaptability and showed adaptability parameters within the 95% credible interval range. All genotypes have presented stability parameter r 2 di À Á values higher than 0 and were considered of low predictability within the 95% credible interval range.
The M2 (non-informative priors) analysis has applied the same criteria used to classify the genotypes in M1, i.e., the 95% CI range.
The b 1i and r 2 di estimates for all hybrids in M2 were equivalent to the M1 analysis results. These results do not corroborate those reported by Nascimento et al. (2011 ), Couto et al. (2015 and Teodoro et al. (2015) , whose priors' information derived from the application of the meta-analysis technique, i.e., the data used in the analysis came from previous studies. However, Nascimento et al. (2011) have stated that more accurate results can be found in adaptability and stability studies that have more information available for meta-analysis.
The Bayes factor, which is a method that compares model 1 to model 2, has presented the lowest estimate value (18.36) in the analysis of the Statusvip genotype, as well as the highest estimate value (20.59) in the analysis of the 2B433HX genotype (Table 5) .
These results have shown that, although the adaptability and stability parameter estimates of the two models presented similar results, M1 has shown the highest fit quality because it met the 10 B BF ij \ 30 intervals. Thus, the Bayes factor has shown that higher accuracy can be achieved when informative priors are used to build the Model. In addition, the insertion of a priori information in Model 1 has generated smaller credible interval ranges in comparison to Model 2, fact that reinforced the greater accuracy in the estimation of parameters and, consequently, in a more reliable genotype selection.
The results of the frequentist analysis, which enabled the a priori inferences, has shown great divergence from the Bayesian approach results. Among the genotypes classified as of specific adaptability to favorable environments (b 1i \ 1)-30A68HX, 2B707HX, 2B587HX, 2B604HX, 2B710HX, 2B710HX, 2B710HX, 2B433HX, 20A55HX, 20A78HX, 2B688HX, 30K73H and DKB330YG-only 2B587HX complied with the adaptability results found through the Bayesian procedure. It has also disagreed with the stability classification, which was high for this genotype, according to the frequentist analysis.
The 30A16HX cultivar was considered of great adaptability and high predictability, fact that disagree with the Bayesian approach, which classified it as of specific adaptability to favorable environments and of The disagreement between results often derives from the frequentist model tendency to classify the genotypes as of specific adaptability to favorable or unfavorable environments, thus compromising the reliable recommendation of these genotypes.
Thus, the Bayesian approach provides more accuracy and allows producing more reliable results to indicate genotypes. Consequently, it allows producers to increase the yield and reduce economic losses.
Conclusions
Using the Bayesian approach in adaptability and stability studies provides greater accuracy to the selection of hybrid maize genotypes.
The 30A16HX and 2B587HX genotypes were classified as of specific adaptability to favorable environments, based on informative priors.
The P4285HX, BRS2022, 30A91HX and BRS2020 genotypes have shown specific adaptability to unfavorable environments.
The results derived from the use of informative a priori distributions have shown greater adjust accuracy than those derived from non-informative a priori distributions, according to the Bayes factor models.
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