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We study the electronic structure of the nodal line semimetal ZrSiTe both experimentally and
theoretically. We find two different surface states in ZrSiTe - topological drumhead surface states
and trivial floating band surface states. Using the spectra of Wilson loops, we show that a non-trivial
Berry phase that exists in a confined region within the Brillouin Zone gives rise to the topological
drumhead-type surface states. The Z2 structure of the Berry phase induces a Z2 ’modular arithmetic’
of the surface states, allowing surface states deriving from different nodal lines to hybridize and
gap out, which can be probed by a set of Wilson loops. Our findings are confirmed by ab-initio
calculations and angle-resolved photoemission experiments, which are in excellent agreement with
each other and the topological analysis. This is the first complete characterization of topological
surface states in the family of square-net based nodal line semimetals and thus fundamentally
increases the understanding of the topological nature of this growing class of topological semimetals.
I. INTRODUCTION
Band inversions in three-dimensional (3D) materials
can lead to a variety of topological semimetals that can
be distinguished by the dimensionality and connectivity
of the band touching points.1–5 For example, Weyl
semimetals are characterized by isolated points in the
Brillouin zone (BZ) at which two bands cross; such
crossings are protected by only translation symmetry.
Protected crossings of a larger number of bands at
isolated points within the BZ require the presence of
additional spatial symmetries, e.g. Dirac semimetals
with four-fold degenerate crossing points require the
presence of rotation symmetries6,7. In materials with
nonsymmorphic symmetries or in certain magnetic space
groups, band crossings of up to eight bands can be
found at high-symmetry points, which is the theoretical
maximum8–11. In the presence of mirror symmetries,
band inversions can lead to the existence of nodal lines,
i.e. one-dimensional (1D) lines or loops of either two- or
four-fold degenerate band touching points in the BZ12–15.
If multiple nodal lines are present in one material, the
band structure can further be characterized by their
connectivity or linking structure, e.g. it is possible for
nodal lines to form knotted nodal structures that are
characterized by knot invariants16–18.
These band crossings often strongly influence the
electronic properties of such topological semimetals.19
For example, the presence of Weyl nodes in the band
structure leads to the existence of Fermi arcs20–22 on
the surface of the material or to a measurable transport
signature in the longitudinal magnetoresistance, the
so-called chiral anomaly23–27. In addition, optical prop-
erties of topological semimetals are directly related to
the topological invariants protecting the band crossings,
such as a quantized circular photogalvanic effect.28,29
In recent years, topological nodal line semimetals have
become an active field of research5,30. Nodal lines
are characterized by local topological invariants15,
which guarantee the presence of topologically protected
drumhead surface states that can be measured in
angle-resolved photoemission spectroscopy (ARPES)
experiments31–33. In addition, nodal lines can serve
as important sources of Berry curvature or spin-Berry
curvature, which contribute to observables that can be
probed in transport experiments, such as the anomalous-
Hall effect or the spin-Hall effect34. For example, it
has recently been shown that the giant anomalous Hall
effects in magnetic Weyl semimetals such as Co2MnGa
and Co3Sn2S2 derives from the Berry curvature around
nodal lines35,36. Similarly, large spin-Hall effects, based
on the presence of nodal lines, have been predicted
in non-magnetic compounds such as RuO2, TaAs
or W3Ta37–39. Furthermore, novel transport prop-
erties such as unconventional mass enhancement or
electron-hole tunneling, were discovered in nodal line
semimetals40,41.
It has recently been established that the presence of
nodal lines in the band structure is related to certain
structural motives of the crystal structure5,42. For
example, the family of MXZ (M = Zr,Hf; X = Si,Ge;
Z = S,Se,Te) materials exhibits multiple nodal lines and
nonsymmorphic degeneracies right at the Fermi level
due to the presence of a two-dimensional square net of
X-atoms in its crystal structure43,44. While much at-
tention has been directed towards the bulk properties of
this class of materials, the topological drumhead surface
states that are expected to derive from the presence
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2of the nodal lines in the band structure have not been
discussed in detail so far45,46 and a general theoretical
understanding is lacking. In this paper, we analyze
the nodal line structure of ZrSiTe as a representative
member of this class of materials and demonstrate the
existence of topologically required surface states both
theoretically and experimentally. We show that the
surface states exhibit a Z2 modular arithmetic according
to their Z2 quantized Berry phase, which can be probed
by a set of bulk Wilson loops. ARPES data confirms
the existence of these surface states in the areas of
non-trivial Berry phase experimentally.
The paper is organized as follows: In the first sec-
tion we review the electronic structure of ZrSiTe and
compare it to its close relative ZrSiS with a particular
emphasis on the nodal line structure. We then move
to discuss the topological properties of ZrSiTe based on
a Wilson loop analysis and discuss the implications for
the surface states of the (001) surface. In the second
section we discuss angle-resolved photoemission spec-
troscopy (ARPES) measurements on the (001) surface of
ZrSiTe and compare it with the theoretical predictions.
II. METHODS
A. Theoretical
The DFT calculations were performed using the VASP
package47 with the standard pseudopotentials for Zr, Si
and Te. The experimental geometries were taken from
the ICSD. For the self-consistent calculations, the re-
ducible BZ was sampled by a 7×7×5 k-mesh. A Wannier
interpolation using 82 bands was performed by projecting
onto an atomic-orbital basis centered at the atomic po-
sitions, consisting of Zr 5s,6s,5p,4d,5d, Si 3s,4s,3p,4p,3d
as well as Te 5s,6s,5p,6p,5d orbitals. The nodal-lines and
Wilson loops were calculated with an in-house code and
the wanniertools48 package.
B. Experimental
The synthesis and characterization of ZrSiTe single
crystals was published elsewhere44. ARPES experiments
were performed on in situ cleaved crystals in ultrahigh
vacuum (low 10−10 mbar). The spectra were recorded
at 50K with the 12 ARPES experiment installed at the
UE112-PGM2a beam line at the BESSY-II synchrotron.
III. ELECTRONIC STRUCTURE
A. Nodal lines
Just as its close relative ZrSiS, ZrSiTe crystallizes
in the nonsymmorphic space group P4/nmm (SG 129)
(b)                                                     (a)
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FIG. 1. (a) Crystal structure of ZrSiTe, Si atoms are dis-
played in blue. Zr in green and Te in brown. (b) Brillouin
zone and crossings enforced/allowed by the space-group sym-
metries of P4/nmm.
[Fig. 1(a)]. Symmetries are key towards the understand-
ing of the electronic structure of materials, as they pro-
tect the crossings of bands in the Brillouin Zone (BZ)
in high-symmetry planes, lines or points. In the case of
ZrSiS and ZrSiTe, the following symmetries are of partic-
ular importance: the glide mirror M¯z = {Mz| 12 120}, the
mirror Mxy, spatial inversion {I|000} and the two screw
symmetries C¯2x = {C2x| 1200} and C¯2y = {C2y|0 120}. In
combination with time-reversal symmetry T , these sym-
metries lead to nonsymmorphically enforced degeneracies
at the BZ-zone boundary and the occurrence of multiple
nodal lines. We start our analysis without accounting
for spin-orbit coupling (SOC); the presence of SOC will
be discussed in detail later. The combination of a screw
axes with time-reversal symmetry T enforces double de-
generate states (ignoring spin) in the M-X-A-R plane as
shown in Fig. 1(b). Inside the BZ, M¯z can protect band
crossings in the kz = 0, pi plane, while Mxy can protect
band crossings in the plane given by kx = ky. The combi-
nations of the screw symmetries with inversion, C¯2xI and
C¯2yI, allow for crossings in the ky = 0 and kx = 0 planes,
respectively. Due to these many high-symmetry planes,
the band structure of ZrSiTe is complex with a plethora
of band crossings [Fig. 2(a)]. For this reason, we only fo-
cus on crossings close to the Fermi level in the following
discussion. In the vicinity of the Fermi level, two nodal
lines protected by M¯z can be found in the kz = 0 (NL1)
and kz = pi plane (NL2), respectively. The dispersions
of NL1 and NL2 are noticeably different from each other
[Fig. 2(b)], indicating that the electronic structure is of
3D character, despite ZrSiTe’s layered crystal structure
and the fact that bulk crystals can be easily exfoliated49.
The two nodal lines are connected by an additional nodal
line (NL3) in the perpendicular direction, which is pro-
tected byMxy. Furthermore, a nodal line (NL4), which is
protected by C¯2x, exists along the kz-direction that con-
nects to the nodal line in the kz = 0 plane, but does not
terminate at the nodal line in the kz = pi plane. The re-
sulting cage-like nodal structure is displayed in Fig. 2(b).
In contrast, in ZrSiS, whose nodal line structure is repro-
duced in Fig. 2(c), the nodal lines that lie in the kz = 0
3FIG. 2. (a) Bulk band structure of ZrSiTe without SOC. (b) ZrSiTe nodal line connectivity in the 3D BZ (top) and (001)
surface projection (bottom). The area of calculated pi Berry phase is indicated in purple in one quadrant. (c) Nodal line
connectivity of ZrSiS analogous to (b). (d) Berry phase calculated from Wilson loops along kz as a function of kx for fixed
ky. A Berry phase of pi implies the presence of topological drumhead surface states at the (001) surface. The constant ky cuts
correspond to the dashed lines in (b).
and kz = pi plane (NL 1 and 2) are connected by two
additional nodal lines, one protected by Mxy and one by
C¯2xI. In summary: in ZrSiS, both NL3 and NL4 con-
nect NL1 and NL2, while in ZrSiTe, only NL3 connects
NL1 and NL2. NL1 and NL2, which have similar shape
in ZrSiS, differ significantly in ZrSiTe. This difference
is clearly visible in the (001) surface projection of the
nodal lines, as shown in the lower part of Fig. 2(b) and
(c), and has important consequences for the presence of
topological drumhead surface states.
B. Wilson loops and Berry phase
Topological surface states are expected to appear in ar-
eas of the surface BZ in which the Berry phase γ equals
pi. The Berry phase can be computed by a Wilson-
loop directed in parallel to the surface normal vector.
The Wilson loop is defined as the path-ordered expo-
nential of the non-abelian Berry connection A(k)ij =
〈ui,k|∇k|uj,k〉50–52:
W(`) = exp
[
−
∫
`
dk ·A(k)
]
, (1)
where |uj,k〉 is an occupied eigenstate of the Hamiltonian
and ` is a path in the BZ with a finite gap between the
highest occupied state and the lowest unoccupied one.
The Berry phase γ ∈ [0, 2pi) is determined by the abelian
part (TrA) of the Berry connection and can be obtained
from the determinant of the Wilson loop via
eiγ := Det
[W(`) ] = exp [− ∫
`
dk · TrA(k)
]
. (2)
It is straightforward to show that quantization of the
Berry phase to either 0 or pi occurs if the path of the
Wilson loop (`) is reversed by a unitary symmetry g of
the Hamiltonian, i.e. g : ` 7→ −`, as we now derive. Un-
der this symmetry the Wilson loop transforms as
gW(`)g−1 =W(g`) =W(−`). (3)
Making use of the fact that W(−`) =W−1(`), we arrive
at
Det
[
gW(`)g−1 ] = Det[W(−`) ]
=⇒ Det[W(`) ] = Det[W(`)−1 ]
=⇒ Det[W(`) ]2 = 1, (4)
which implies that γ = 0 or γ = pi.
We are interested in the topological surface states of
the (001) surface of ZrSiTe, which we analyze by Wil-
son loops along kz starting from kz = −pi and ending at
kz = pi, while kx and ky remain constant. In this case,
4the Berry phase becomes a function of the base points
(kx, ky), i.e. γ ≡ γ(kx, ky), while M¯z ensures the quanti-
zation of the Berry phase to either 0 or pi. In areas of the
surface BZ, in which the surface projections of the nodal
lines NL1 and NL2 overlap, the total Berry phase is ex-
pected to be γ = 2pi, since each nodal line contributes pi
to the abelian part of the Wilson loop along kz. However,
since the Berry phase is defined modulo 2pi, no topologi-
cal surface states are expected in regions where the nodal
lines project on top of each other. On the other hand, in
regions of the surface where only one nodal line projects,
the Berry phase will be quantized to the nontrivial value
of pi and drumhead surface states are expected. Due to
the larger momentum separation in the surface projection
between NL1 and NL2 in ZrSiTe compared to ZrSiS, the
area in which drumhead states can be observed is signif-
icantly larger for ZrSiTe as shown in Fig. 2 (a) and (b).
Fig. 2(d) shows the Berry phase calculated as a function
of kx for a set of fixed values of ky for all occupied bands.
For small values of kx, as long as the base-point is inside
the overlap region of the nodal lines NL1 and NL2, the
calculated Berry phase is equal to 0. As shown in Fig-
ure 2(d), the Berry phase adopts a value of pi in areas
only one nodal line projects to, while it is zero elsewhere.
The Berry phase abruptly changes between 0 and pi upon
crossing a nodal line boundary. The total area in which
the Berry phase equals pi is highlighted by dashed violet
lines in panel (b).
So far we have only discussed the abelian part of
the Wilson loop and its relation to the surface states.
The non-abelian part, i.e. the eigenvalues of the Wil-
son loop, allow to make more detailed statements of the
topological structure, in particular the interplay between
space-group symmetries, the nodal lines, and their sur-
face states51,52. The unimodular eigenvalues eiφi of the
Wilson loop, whose phases φ ≡ φi(kx, ky) depend on the
base point of the Wilson loop, are called Wannier charge
centers (WCCs) or non-abelian Berry phases. For a Wil-
son loop along the kz direction, φi(kx, ky) is related to
the charge density of a Wannier function wi that is maxi-
mally localized in the z-direction. The WCC can thus be
interpreted as a point like charge density defined within
a single unit cell for a fixed base point (kx, ky)53,54, ef-
fectively mapping each base point to a one-dimensional
problem analogous to the SSH-model55. The sum of the
WCCs is equal to the Berry phase, i.e.
γ =
∑
i
φi, (5)
and is related to the electric polarization in the unit cell
via P = e2piγ mod e, where e is the electric quantum of
charge56.
The positions of the WCCs are constrained by space-
group symmetries51,52. In the case of ZrSiTe, the non-
symmorphic mirror M¯z constrains the positions of the
WCCs to three locations [Fig. 3(a)]: (i) Two positions
with multiplicity one, located either at the location of
the mirror plane at the origin (Pos. 1a), corresponding
kx/Å
−1 0.1 0.6 0.8
N+,kz=0 6 6 7
N−,kz=0 8 8 7
N+,kz=pi 6 7 7
N−,kz=pi 8 7 7
N+1 2 1 0
N−1 0 1 0
Nα,α∗ 2× 6 2× 6 2× 7
TABLE I. Multiplicity N±,kz of the positive and negative
branches of the M¯z eigenvalues in the two mirror invari-
ant planes kz = 0, pi for three selected kx at constant
ky = 0.04Å−1. In addition, we list the number N±1 of Wilson-
loop eigenvalues quantized to ±1 and number Nα,α∗ of
complex-conjugate pairs α, α∗ obtained by the mapping dis-
cussed in App.A at each kx. At each k-point, 14 bands are
occupied.
to φ(kx, ky) = 0, or the unit-cell boundary (Pos. 1b),
corresponding to φ(kx, ky) = pi. (ii) One position with
multiplicity two (Pos. 2c), corresponding to two WCCs
φ1(kx, ky), φ2(kx, ky) located between Pos. 1a and 1b, i.e.
φ1(kx, ky) = −φ2(kx, ky). An odd number of WCCs lo-
cated at Pos. 1a is topologically inequivalent to the same
number of WCCs located at Pos. 1b, since a single WCC
cannot be moved from 1a to 1b without breaking the mir-
ror symmetry or going through a gap closing point.
The location of the WCC constrains the surface state
spectrum. A surface can be modeled by creating a
mirror symmetric slab of unit cells along the z direc-
tion [Fig. 3(b)]. Topological surface states occur if the
surface termination cuts through an odd number of
WCCs; in our case this corresponds to an odd number of
WCCs located at Pos. 1b and thus to a bulk Berry phase
γ = pi. The WCC are completely determined by the M¯z
eigenvalues of the occupied states at kz = 0 and kz = pi
via an exact mapping that determines the eigenvalues
uniquely (see App.A)51.
To exemplify this mapping and to validate our topo-
logical analysis, we show the band structure of the (001)
surface and the corresponding WCCs as a function of kx
for fixed ky = 0.04 Å
−1 in Fig. 3(c). The total number
of occupied bands at each k-point is 14 and the corre-
sponding symmetry eigenvalues of each occupied band
are shown in Tab. I. Topological drumhead states are
clearly visible for k-points that lie between the projec-
tions of the two nodal lines NL1 and NL2 which is the
region where the Berry phase is quantized to pi. There-
fore, two WCCs are quantized to 0, pi respectively, i.e.
both Pos. 1a and 1b are occupied. The other WCCs come
5FIG. 3. (a) WCC positions constrained by M¯z in a single
unit cell. (b) Three different M¯z symmetric slabs with differ-
ent configurations of WCCs corresponding to the three dif-
ferent configurations found in ZrSiTe [compare to panel (c)]:
(i) WCC located at Pos. 2c, (ii) one WCC located at Pos. 1a
and one at 1b (iii) two WCCs located at Pos. 1a. Only two
WCCs are shown for the sake of clarity. (c) Surface band
structure calculated from a Wannier interpolation and WCCs
calculated along the same k-path. Bulk states are depicted in
gray, while surface states are colored blue. Drumhead (DH)
surface states in regions with a pi-Berry phase (shaded region)
are of topological origin, while the other surface states (FB)
close to EF derive from the local breaking of the nonsymmor-
phic symmetry M¯z at the surface57.
in pairs (λ,−λ) located on Pos. 2c [compare Fig. 3(b)]. In
the region that only contains the projection of one nodal
line (0.44 < kx < 0.7), the number of positive and neg-
ative M¯z eigenvalues of the occupied bands at kz = pi is
equal, while there are two more positive than negative
eigenvalues in the kz = 0 plane. In the areas containing
the projections of NL1 and NL2 (kx < 0.44), both the
number of positive and negative M¯z eigenvalues of the
occupied bands at kz = 0 and kz = pi differ by two, lead-
ing to two WCCs quantized to 0, while the others come
in pairs of (λ,−λ). For kx > 0.7, the number of positive
and negative M¯z eigenvalues is equal for both kz = 0 and
kz = pi and the WCCs occur only in pairs (λ,−λ). An ad-
ditional set of surface states emerges from the bulk bands
in this region, despite a vanishing Berry phase. This sur-
faces state has been discussed before in ZrSiS57 and is
called the floating band (FB) surface state. It originates
from the local breaking of the nonsymmorphic symmetry
M¯z at the surface and is not of topological origin.
C. Spin-Orbit Coupling
It is important to point out that the nodal lines in
ZrSiTe are not stable with respect to SOC, i.e. they gap
once SOC is considered. The resulting gaps at the nodal
line are of the order of 0.1 eV in ZrSiTe, which is small
compared to the band widthsW ∼ 4 eV of the bands giv-
ing rise to the nodal lines. Therefore, we expect that the
effects of SOC can be described perturbatively with only
slight changes to the topological surface states. Our anal-
ysis shows that the drumhead states on the (001) surface
are two-fold degenerate (counting spin) when SOC is not
considered; they split into two branches upon consider-
ation of SOC. For weak SOC, the splitting is expected
to be small (on the order of a few meV according to our
DFT calculations), but is still expected to be observable
experimentally. To verify this hypothesis, we calculated
the surface spectral function of ZrSiTe with and without
SOC (Fig. 4). The projections of the bulk nodal lines NL1
and NL2 are clearly visible along the Γ-X line, while the
projection of the nodal line NL3 can be clearly observed
along M-Γ. Similar to the bulk states, the drumhead
states are split slightly due to SOC and their dispersion
is shifted slightly towards lower energies. Yet, they re-
main as clearly distinguishable features in the surface
band structure, which leaves us to conclude that SOC in
ZrSiTe can indeed be described as a small perturbation
as far as the topological properties are concerned.
IV. ARPES MEASUREMENTS
The topological analysis presented above can be ver-
ified with ARPES. Since ARPES experiments are only
sensitive to the occupied part of the band structures,
we will limit our experimental analysis to the immedi-
ate vicinity of the X point, which is where the drumhead
states are predicted to appear below EF. Fig. 5(a) shows
a selection of constant energy cuts from -0.3 eV to 0 eV
close to the X point. At a photon energy of ~ω = 39 eV,
the surface state contributions appear as bright features
in the band structure, while contributions from the bulk
nodal line are only visible with very weak intensity. Be-
cause of this clear difference in intensity, two crescent-
shaped branches of the drumhead surface states, which
are split by SOC, can be observed and are labeled in
Fig. 5(b). The same two crescent shaped drumhead sur-
face states can also be seen in the DFT-calculated Fermi
surface shown in Fig. 5(c). To gain an understanding
of the total area in which the drumhead states reside
and whether this area coincides with that of the non-
trivial Berry phase, we traced the area of the drumhead
state that lies closest to Γ, for several initial state ener-
gies. These regions are then superimposed to visualize
the overall extent of the drumhead states (black lines in
Fig. 5(a) and (b)). The bare measured data is shown
without the black surface state projection on the right
side of panel (b) as a comparison. This way, the con-
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FIG. 4. Surface spectral function of ZrSiTe (001) along
surface high-symmetry lines without SOC (a) and with SOC
(b). NL1 and NL2 are the surface projections of the slightly
gapped bulk nodal lines in the kz = 0 and kz = pi planes. The
drumhead state (DH) emerges from the nodal line NL1 and
merges into the bulk states derived from NL2. Along X-M a
floating band surface state (FB) can be observed, while the
projection of the bulk nodal line NL3 that connects NL1 with
NL2 can be observed along M-Γ.
tribution of the drumhead to the Fermi surface can be
evaluated directly. In Fig. 5(c), which shows the calcu-
lated Fermi surface, the left side also shows the projection
of the surface states between -0.35 eV and EF, while the
right side presents the bare calculated Fermi surface. On
the left side, the bulk nodal line is superimposed as a
red line on top of the surface projection. The analysis
in Fig. 5(b) and (c) shows that, as expected, the drum-
head states only exist in the region between NL1 and
NL2, which is exactly the region where the Berry phase
is nontrivial. In addition to the drumhead states, an-
other high intensity feature can be observed along the
X-M direction. As mentioned in Sect. III B, these states
have been previously described as floating bands (labeled
FB)57. They also appear in the calculated Fermi surface
in the same region. These two types of surface states
coexist in ZrSiTe, but are of different electronic origin
and, therefore, behave very differently in their dispersion
plots. Such dispersion cuts and their theoretical counter-
parts are shown in Fig. 5(d) and (e), respectively. The
dispersion plots were chosen to show constant ky values
along and in parallel to the high-symmetry line Γ-X, in-
dicated by the black lines in panel (b) and (c). In the
calculated band structure, the surface bands are plotted
in blue, while the bulk bands are plotted in grey. The
grey shaded area represents the energy window chosen for
the surface projection of the left side of panel (c), which
captures the energy range occupied by the drumhead sur-
face states up to the Fermi level. On the experimental
side, the surface states can again be identified by their
high intensity. In both, the experimental and the theo-
retical data, the surface states extend down to the lowest
initial state energy along the high-symmetry line of cut 1
(' 0.4eV ). The drumhead states are expected to appear
at slightly higher energies, while floating band states re-
side at lower energies, below -0.35 eV in the vicinity of
the X point. In the measured data, the two SOC-split
branches of the drumhead state can be clearly resolved
connecting the bulk nodal lines, which are visible as dark
shadows in the chosen color scale. Moving away from
the high-symmetry line Γ-X (following cuts 2-4), we can
observe the drumhead surface state to slowly disperse
upwards in energy, while it remains between the surface
projection of the bulk nodal line, in agreement with the
calculations. In cut 4, the lower branch of the drumhead
surface state barely remains in the picture. The floating
bands, on the other hand, show a very different behav-
ior. They exhibit a much steeper dispersion along ky and
move above the Fermi level very rapidly; by cut 3 they
are no longer visible.
V. CONCLUSION
In conclusion, we have studied the electronic structure
of the (001) surface of the nodal line semimetal ZrSiTe,
both theoretically and experimentally. We find that the
nodal lines in the kz = 0 and kz = pi plane of bulk ZrSiTe
give rise to clearly recognizable topological drumhead
surface states close to EF, which remain clearly identifi-
able if SOC is considered. The drumhead states gap in
regions where they overlap, leading to a ribbon of drum-
head states confined by the surface projections of the bulk
nodal lines due to their Z2 classification. In addition to
these topologically required surface states, we find topo-
logically trivial floating band states close to the surface
high-symmetry X point. These states derive from surface
symmetry breaking and have been previously reported in
the closely related compound ZrSiS. The study of such
an interplay of topologically trivial and nontrivial surface
states is not limited to ZrSiTe and should be observable
in other nodal line semimetals.
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FIG. 5. ARPES data, taken at ~ω = 39 eV, in comparison with DFT calculations. (a) Constant energy cuts around the X
point, tracing the area occupied by the outermost drumhead surface state in black. (b) Magnification of the Fermi surface,
showing the surface state projection from (a) on the left. Two different highly intense surface states are labeled as drumhead
(DH) and floating band (FB). (c) Slab calculations in analogy to (b). The nodal line is superimposed on the surface projection
in red. (d) and (e) Dispersion cuts in experiment and DFT for constant ky values according to the black lines in (b) and (c),
respectively. The FB disperses much stronger, while the DH is located inside the nodal line overlap.
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Appendix A: Mapping between Wilson loop
spectrum and symmetry eigenvalues of occupied
bands
The unimodular spectrum of a Wilson loop W(`)
in conjunction with a unitary symmetry g that maps
g : ` 7→ −` consists of complex conjugate pairs (α, α∗)
and eigenvalues that are quantized to ±1. The number
of complex conjugate pairs Nα,α∗ and the number N±1
of eigenvalues at ±1 are completely determined by the
eigenvalues of the symmetry g in the space of the occu-
pied bands.
In this appendix, we briefly review the algorithm to
determine the spectrum of the Wilson loop and refer
the reader to references Alexandradinata et al. 50,51 and
Muechler et al. 52 for a more detailed derivation in case
of symmorphic and nonsymmorphic symmetries respec-
tively.
The algorithm is applicable to symmetries g that leave
the base-point k of the Wilson loop invariant, while
reversing the path `, which is parametrized by a k-vector
k‖. For each base-point k, the symmetry commutes
with the Hamiltonian at k‖ = −k‖ mod G, where G
is a reciprocal lattice vector, and the eigenstates of the
Hamiltonian can be labeled by the eigenvalues of g. For
example, in ZrSiTe g ≡ M¯z, while k = (kx, ky) and
k‖ = kzkˆz, i.e. the electronic states at (k, kz = 0,±pi)
can be labeled by their M¯z eigenvalues. The algorithm
to determine the spectrum of W(`) for a Wilson loop
along kz is then given as follows:
(i) Determine the set N = {N+,0, N−,0, N+,pi, N−,pi},
where N±,kz=0,pi is the number of occupied bands at
(k, kz = 0,±pi) which belongs to the positive (negative)
branch of M¯z eigenvalues ± exp (−ikx+ky2 ).
(ii) Choose the smallest number of this set. The smallest
set might be empty and/or not unique, in which case any
choice between the equally small sets is valid. We label
the smallest number as Nξ,kz , where ξ labels the branch
of M¯z and kz = 0, pi. It is useful to define k¯z, where
k¯z = 0 if kz = pi or k¯z = pi if kz = 0
(iii) The number N−ξ of −ξ eigenvalues is given as
N−ξ = N+,k¯z −Nξ,k¯z
(iv) The number Nξ of ξ eigenvalues is given as Nξ =
N−,k¯z −Nξ,kz
(v) The number Nα,α∗ of eigenvalues appearing in com-
plex conjugate pairs is given as Nα,α∗ = 2×Nξ,kz .
We now illustrate the algorithm with an example, using
the first column of Tab. I, which we reproduce here for
convenience:
N = {N+,0 = 6, N−,0 = 8, N+,pi = 6, N−,pi = 8} (A1)
We choose the smallest integer to be Nξ,k ≡ N+,0 = 6,
therefore ξ = +1, k = 0 and k¯ = pi. We thus ar-
rive at N−1 = N+,pi − N+,0 = 6 − 6 = 0, while
N+1 = N−,pi −N+,0 = 8− 6 = 2 andNα,α∗ = 2×N+,0 =
12.
81 B. Yan and C. Felser, Annu. Rev. Condens. Matter Phys
8, 337 (2017).
2 N. Armitage, E. Mele, and A. Vishwanath, Rev. Mod.
Phys. 90, 015001 (2018).
3 S.-Y. Yang, H. Yang, E. Derunova, S. S. Parkin, B. Yan,
and M. N. Ali, Adv. Phys. X 3, 1414631 (2018).
4 L. M. Schoop, F. Pielnhofer, and B. V. Lotsch, Chem.
Mater. 30, 3155 (2018).
5 S. Klemenz, S. Lei, and L. M. Schoop, Annu. Rev. Mater.
Res. 49, 185 (2019).
6 B.-J. Yang and N. Nagaosa, Nat. Commun. 5, 4898 (2014).
7 Q. D. Gibson, L. M. Schoop, L. Muechler, L. Xie,
M. Hirschberger, N. P. Ong, R. Car, and R. J. Cava,
Phys. Rev. B 91, 205128 (2015).
8 B. Bradlyn, J. Cano, Z. Wang, M. Vergniory, C. Felser,
R. J. Cava, and B. A. Bernevig, Science 353, aaf5037
(2016).
9 B. J. Wieder, Y. Kim, A. M. Rappe, and C. L. Kane,
Phys. Rev. Lett. 116, 186402 (2016).
10 L. M. Schoop, A. Topp, J. Lippmann, F. Orlandi, L. Müch-
ler, M. G. Vergniory, Y. Sun, A. W. Rost, V. Duppel,
M. Krivenkov, et al., Sci. Adv 4, eaar2317 (2018).
11 J. Cano, B. Bradlyn, and M. Vergniory, arXiv preprint
arXiv:1904.12867 (2019).
12 Y. Kim, B. J. Wieder, C. L. Kane, and A. M. Rappe,
Physical Review Letters 115, 036806 (2015).
13 Y. H. Chan, C. K. Chiu, M. Y. Chou, and A. P. Schnyder,
Phys. Rev. B 93, 205132 (2016).
14 A. Yamakage, Y. Yamakawa, Y. Tanaka, and Y. Okamoto,
J. Phys. Soc. Jpn 85, 013708 (2015).
15 C.-K. Chiu and A. P. Schnyder, Phys. Rev. B 90, 205136
(2014).
16 T. Bzdušek, Q. Wu, A. Rüegg, M. Sigrist, and A. A.
Soluyanov, Nature 538, 75 (2016).
17 R. Bi, Z. Yan, L. Lu, and Z. Wang, Phys. Rev. B 96,
201305 (2017).
18 M. Ezawa, Phys. Rev. B 96, 041202 (2017).
19 J. Hu, S.-Y. Xu, N. Ni, and Z. Mao, Annu. Rev. Mater.
Res. 49 (2019).
20 B. Lv, H. Weng, B. Fu, X. Wang, H. Miao, J. Ma,
P. Richard, X. Huang, L. Zhao, G. Chen, et al., Phys.
Rev. X 5, 031013 (2015).
21 L. Yang, Z. Liu, Y. Sun, H. Peng, H. Yang, T. Zhang,
B. Zhou, Y. Zhang, Y. Guo, M. Rahn, et al., Nature
physics 11, 728 (2015).
22 S.-M. Huang, S.-Y. Xu, I. Belopolski, C.-C. Lee, G. Chang,
B. Wang, N. Alidoust, G. Bian, M. Neupane, C. Zhang,
et al., Nat. Commun. 6, 7373 (2015).
23 X. Huang, L. Zhao, Y. Long, P. Wang, D. Chen, Z. Yang,
H. Liang, M. Xue, H. Weng, Z. Fang, et al., Phys. Rev. X
5, 031023 (2015).
24 F. Arnold, C. Shekhar, S.-C. Wu, Y. Sun, R. D. Dos Reis,
N. Kumar, M. Naumann, M. O. Ajeesh, M. Schmidt, A. G.
Grushin, et al., Nat. Commun. 7, 11615 (2016).
25 C.-L. Zhang, S.-Y. Xu, I. Belopolski, Z. Yuan, Z. Lin,
B. Tong, G. Bian, N. Alidoust, C.-C. Lee, S.-M. Huang,
et al., Nat. Commun. 7, 10735 (2016).
26 M. Hirschberger, S. Kushwaha, Z. Wang, Q. Gibson,
S. Liang, C. A. Belvin, B. A. Bernevig, R. J. Cava, and
N. P. Ong, Nat. Mater. 15, 1161 (2016).
27 S. Liang, J. Lin, S. Kushwaha, J. Xing, N. Ni, R. J. Cava,
and N. P. Ong, Phys. Rev. X 8, 031002 (2018).
28 F. de Juan, A. G. Grushin, T. Morimoto, and J. E. Moore,
Nat. Commun. 8, 15995 (2017).
29 Q. Ma, S.-Y. Xu, C.-K. Chan, C.-L. Zhang, G. Chang,
Y. Lin, W. Xie, T. Palacios, H. Lin, S. Jia, et al., Nat.
Phys. 13, 842 (2017).
30 R. Yu, Z. Fang, X. Dai, and H. Weng, Front. Phys. 12,
127202 (2017).
31 G. Bian, T.-R. Chang, R. Sankar, S.-Y. Xu, H. Zheng,
T. Neupert, C.-K. Chiu, S.-M. Huang, G. Chang, I. Be-
lopolski, et al., Nat. Commun. 7, 10556 (2016).
32 I. Belopolski, D. S. Sanchez, G. Chang, K. Manna,
B. Ernst, S.-Y. Xu, S. S. Zhang, H. Zheng, J. Yin, B. Singh,
et al., arXiv preprint arXiv:1712.09992 (2017).
33 Z. Liu, R. Lou, P. Guo, Q. Wang, S. Sun, C. Li, S. Thiru-
pathaiah, A. Fedorov, D. Shen, K. Liu, H. Lei, and
S. Wang, Phys. Rev. X 8, 031044 (2018).
34 K. Manna, Y. Sun, L. Muechler, J. Kübler, and C. Felser,
Nat. Rev. Mater. , 1 (2018).
35 K. Manna, L. Muechler, T.-H. Kao, R. Stinshoff, Y. Zhang,
J. Gooth, N. Kumar, G. Kreiner, K. Koepernik, R. Car,
J. Kübler, G. H. Fecher, C. Shekhar, Y. Sun, and C. Felser,
Phys. Rev. X 8, 041045 (2018).
36 E. Liu, Y. Sun, N. Kumar, L. Muechler, A. Sun, L. Jiao,
S.-Y. Yang, D. Liu, A. Liang, Q. Xu, J. Kroder, V. Süß,
H. Borrmann, C. Shekhar, Z. Wang, C. Xi, W. Wang,
W. Schnelle, S. Wirth, Y. Chen, S. T. B. Goennenwein,
and C. Felser, Nat. Phys. 14, 1125 (2018).
37 Y. Sun, Y. Zhang, C. Felser, and B. Yan, Phys. Rev. Lett.
117, 146403 (2016).
38 Y. Sun, Y. Zhang, C.-X. Liu, C. Felser, and B. Yan, Phys.
Rev. B 95, 235104 (2017).
39 E. Derunova, Y. Sun, C. Felser, S. S. P. Parkin, B. Yan,
and M. N. Ali, Sci. Adv. 5, 8575 (2019).
40 S. Pezzini, M. R. Van Delft, L. M. Schoop, B. V. Lotsch,
A. Carrington, M. I. Katsnelson, N. E. Hussey, and
S. Wiedmann, Nat. Phys. 14, 178 (2018).
41 M. R. Van Delft, S. Pezzini, T. Khouri, C. S. A. Müller,
M. Breitkreiz, L. M. Schoop, A. Carrington, N. E. Hussey,
and S. Wiedmann, Phys. Rev. Lett. 121, 256602 (2018).
42 Y.-H. Chan, C.-K. Chiu, M. Chou, and A. P. Schnyder,
Phys. Rev. B 93, 205132 (2016).
43 L. M. Schoop, M. N. Ali, C. Straßer, A. Topp,
A. Varykhalov, D. Marchenko, V. Duppel, S. S. Parkin,
B. V. Lotsch, and C. R. Ast, Nat. Commun. 7, 11696
(2016).
44 A. Topp, J. M. Lippmann, A. Varykhalov, V. Duppel,
B. V. Lotsch, C. R. Ast, and L. M. Schoop, New J. Phys.
18, 125014 (2016).
45 T. Nakamura, S. Souma, Z. Wang, K. Yamauchi,
D. Takane, H. Oinuma, K. Nakayama, K. Horiba, H. Kumi-
gashira, T. Oguchi, T. Takahashi, Y. Ando, and T. Sato,
Phys. Rev. B 99, 245105 (2019).
46 B.-B. Fu, C.-J. Yi, T.-T. Zhang, M. Caputo, J.-Z. Ma,
X. Gao, B. Lv, L.-Y. Kong, Y.-B. Huang, P. Richard, et al.,
Sci. Adv. 5, eaau6459 (2019).
47 G. Kresse and J. Furthmüller, Comput. Mat. Sci. 6, 15
(1996).
48 Q. Wu, S. Zhang, H.-F. Song, M. Troyer, and A. A.
Soluyanov, Comput. Phys. Commun. 224, 405 (2018).
49 J. Hu, Z. Tang, J. Liu, X. Liu, Y. Zhu, D. Graf, K. Myhro,
9S. Tran, C. N. Lau, J. Wei, et al., Phys. Rev. Lett. 117,
016602 (2016).
50 A. Alexandradinata, Z. Wang, and B. A. Bernevig, Phys.
Rev. X 6, 021008 (2016).
51 A. Alexandradinata, X. Dai, and B. A. Bernevig, Phys.
Rev. B 89, 155114 (2014).
52 L. Muechler, A. Alexandradinata, T. Neupert, and R. Car,
Phys. Rev. X 6, 041069 (2016).
53 J. Zak, Phys. Rev. Lett. 48, 359 (1982).
54 J. Zak, Phys. Rev. Lett. 62, 2747 (1989).
55 W. P. Su, J. R. Schrieffer, and A. J. Heeger, Phys. Rev.
Lett. 42, 1698 (1979).
56 R. D. King-Smith and D. Vanderbilt, Phys. Rev. B 47,
1651 (1993).
57 A. Topp, R. Queiroz, A. Grüneis, L. Müchler, A. W.
Rost, A. Varykhalov, D. Marchenko, M. Krivenkov,
F. Rodolakis, J. L. McChesney, B. V. Lotsch, L. M.
Schoop, and C. R. Ast, Phys. Rev. X 7, 041073 (2017).
