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Abstract i
A Research on the Design of Statistical Objective Functions
for Estimating Acoustic Information using Deep Learning
Yuma Koizumi
Abstract
This research aims to estimate “acoustic information”, which is information related
to a target sound source such as the source signal, the direction and the state, from the
acoustic signal observed by microphones. Two engineering problems are investigated in
this thesis: “sound source enhancement” which is the source signal estimation problem,
and “anomalous sound detection” which is the state estimation problem.
In recent years, deep learning (DL) has been applied to acoustic information esti-
mation and estimation accuracy has been greatly improved. In DL-based approach, a
neural network is used as a nonlinear mapping function from observation signals to tar-
get acoustic information. In most cases, the neural network is trained with supervised
learning; the neural network is trained to maximize/minimize the “objective function”
which evaluates the estimation accuracy of acoustic information such as mean squared
error (MSE).
The design of the objective function in acoustic information estimation is equivalent
to defining the properties and the estimation accuracy of the target acoustic informa-
tion. Therefore, it is difficult to estimate acoustic information which cannot be defined
its properties and estimation accuracy with a deterministic objective function such as
squared error and cross-entropy. For example, the target source which maximizes per-
ceptual sound quality cannot be estimated, because MSE-based objective function does
not necessarily improve perceptual quality. As another example, anomalous state of the
sound source cannot be also estimated, because anomalous sound due to danger situation
rarely occurs and it is difficult to collect label data.
We deal through this paper with the problem of designing the objective function to
estimate acoustic information with deep learning. We tackle to design objective functions
by defining the statistical properties of the target acoustic information such as probability
density function.
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In Chapter 3, to estimate target source with a small deep neural networks (DNNs),
an objective function to select informative acoustic-features for collecting target sources
in noisy environments is proposed. Wiener filtering is a powerful framework for sound-
source enhancement. In order to estimate Wiener-filter with a small DNNs, it is es-
sential to find informative acoustic features that provide effective cues for Wiener-filter
estimation. In this study, we measured the informative-ness of acoustic features using
mutual information between acoustic features and supervised Wiener-filter parameters,
e.g., prior signal-to-noise ratios, and developed a method for automatically selecting in-
formative acoustic features from a large number of feature candidates. To automatically
select optimum features, we derived a differentiable objective function in proportion to
mutual information based on the kernel method. Since the higher-order correlations
between acoustic features and Wiener-filter parameters are calculated using the kernel
method, the statistical dependence of these variables is accurately calculated; thus, only
meaningful acoustic features are selected. Through several experiments conducted on a
mock sports field, we confirmed that the signal-to-distortion ratio score improved when
various types of target sources were surrounded by loud cheering noise.
In Chapter 4, to improve sound quality of output signals of DNN-based sound source
enhancement, an objective function to maximize sound quality measure is proposed.
Conventional DNN-based sound source enhancement is trained with mean-squared-error
based objective function. Since MSE-based objective function does not necessarily im-
prove perceptual quality, the quality of output signal is degraded. In Chapter 4, we
apply a quantitative metric that reflects a human’s perceptual score (perceptual score)
to objective function, instead of explicitly giving label data. In the objective tests, we
confirmed that DNN was trained to maximize audibility perceptual score by using pro-
posed objective function. In the subjective tests, it was confirmed that the output sound
quality of proposed method outperformed the conventional method. These result suggest
that the proposed method enable to train DNN with various quantity metrics such as
auditory score which could not be used in conventional objective function.
In Chapter 5, to detect anomalous sound whose label data cannot be collected, an
objective function for anomalous sound detection (ASD) is proposed. Most ASD sys-
tems adopt outlier-detection techniques because it is difficult to collect a massive amount
of anomalous sound data. To improve the performance of such outlier-detection-based
ASD, it is essential to extract a set of efficient acoustic features that is suitable for iden-
tifying anomalous sounds. However, the ideal property of a set of acoustic features that
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maximizes ASD performance has not been clarified. By considering outlier detection-
based ASD as a statistical hypothesis test, we defined optimality as an objective function
that adopts Neyman-Pearson lemma; the acoustic feature extractor is optimized to ex-
tract a set of acoustic features which maximize the true positive rate under an arbitrary
false positive rate. The variational auto-encoder is applied as an acoustic feature extrac-
tor and optimized to maximize the objective function. We confirmed that the proposed
method improved the F-measure score from 0.02 to 0.06 points compared to those of con-
ventional methods, and ASD results of some real-environment show that the proposed
method is effective in identifying anomalous sounds.
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深層学習に基づく音源情報推定のための
確率論的目的関数の研究
小泉 悠馬
要旨
本研究は，マイクロホンで観測した音響信号から，源信号や音源の種類や状態などの
音に関係する情報である「音源情報」を推定する研究である．音源情報推定の題材とし
て，源信号と雑音が重畳した観測信号から源信号を推定する「音源強調」と，観測信号に
含まれる環境音の種類や状態を推定して周囲の危険を予測/察知する「異常音検知」に焦
点を当てる．音源の種類や状態などの潜在的な音源情報を考慮しながら音源強調ができ
れば，大歓声に包まれたサッカースタジアムで，特定の選手の声やボールのキック音を
推定でき，まるでサッカースタジアムに潜り込んだようなコンテンツ視聴の方法をユー
ザに提供可能になる．観測信号に含まれる環境音の種類や状態を推定する異常音検知が
実現すれば，機器の動作音から，その機器の動作が正常か異常か（状態）を推定できる
ようになり，製造/保守業務の効率化ができる．
音源情報を推定するための手法として，統計的機械学習に基づくアプローチが研究さ
れており，近年では深層学習を音源情報推定に適用することで，その推定精度が大きく
向上している．深層学習に基づく音源情報推定では，ニューラルネットワークを観測信
号から所望の音源情報への非線形写像関数として用いる．そしてニューラルネットワー
クを音源情報の推定精度を評価する「目的関数」の値を最大化/最小化するように求め
る．多くの深層学習において目的関数には，二乗誤差関数や交差エントロピー関数など
の決定論的な目的関数が用いられる．
音源情報推定において目的関数の設計とは，所望の音源情報の性質や推定精度を定義
することと等価である．音源情報の中は，決定論的な目的関数では音源情報の性質や推
定精度を定義できないものや，もしくは定義することが妥当ではないものも存在する．
例えば，人間の主観的な音質評価を最大化する源信号や，異常音（ラベルデータ）が収
集できない音源の状態の推定のための目的関数には，決定論的な目的関数は採用できな
い．この問題を解決するためには，ネットワークの構造だけでなく，ニューラルネット
ワークの学習に用いる目的関数を高度化しなくてはならない．
本研究では，決定論的な関数で目的関数を設計できない音源情報を推定するために，
深層学習に基づく音源情報推定のための目的関数の研究を行う．所望の音源情報の性質
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や推定精度を，推定したい音源情報の特性や解きたい問題に応じて入出力値がとるべき
値の確率分布や集合として定義し，ニューラルネットワークの入出力が満たすべき統計
的な性質を目的関数として記述するという着想からこの問題に取り組む．
3章では，スポーツの競技音など，ラベルデータが十分に存在しない源信号を強調す
るための手法を提案する．少量の学習データでニューラルネットワークを学習するため
には，事前に設計/選択した音響特徴量を観測信号から抽出し，小規模なニューラルネッ
トワークで音源強調を行う必要がある．3章では，所望の音源を強調するための適切な
音響特徴量を，相互情報量最大化に基づき選択する方法を検討した．この際，特徴量候
補の次元数が大きい音響特徴量選択に相互情報量を正確に計算する “カーネル次元圧縮
法”を適用することを考え，スパース正則化法に基づく微分可能な目的関数を導出し，大
量な音響特徴量候補から適切な音響特徴量を勾配法により選択できる音響特徴量選択法
を提案した．定量評価試験では，従来の音響特徴量選択法と比べ SDRが向上することを
示し，また主観評価試験では，提案法を用いて音響特徴量を選択することで従来法と比
べ源信号の明瞭性が向上することを示した．この成果により，これまで推定が困難とさ
れていた，学習データが十分に得られないような源信号や，これまで源信号の推定対象
とされてこず，適切な音響特徴量が未知な源信号も推定できるようになった．
4章では，音源強調の出力音の主観品質を向上させるために，ラベルデータを一意に
定めることができず，二乗誤差などの目的関数で推定精度を定義することが妥当でない
源信号を強調するための手法を提案する．従来の深層学習に基づく音源強調では，源信
号の振幅スペクトルなどをラベルデータとし，ニューラルネットワークの出力とラベル
データの二乗誤差を最小化するように学習をしてきた．このため，出力音に歪が生じて
主観品質が低下するという問題があった．そこで 4章では，ラベルデータを用意する代
わりに主観評価値と相関の高い音質評価値（聴感評点）を最大化するようための目的関
数を提案した．定量評価試験では，提案する目的関数を利用することで，聴感評点を最
大化するようにニューラルネットワークを学習できることを確認した．また主観評価試
験では，提案法は従来の二乗誤差最小化に基づく目的関数を利用した音源強調よりも高
い主観品質で音源強調できることを示した．この成果により，これまで音源強調の学習
に利用できなかった聴感評点や人間の評価などの，より “高次”な評価尺度を目的関数と
して利用できるようになり，ニューラルネットワークを用いた音源強調の応用範囲を広
げることができる．
5章では，モーターの異常回転音やベアリングのぶつかり音などの普段発生しない音
（異常音）を検知し，機器動作の状態が正常か異常かを判定することで機器の故障を検知
する「異常音検知」の実現を目指す．この問題の難しさは，機器の故障頻度がきわめて低
いため，機器の異常動作音（ラベルデータ）が収集できず，一般的な識別のためのニュー
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ラルネットワークの目的関数である交差エントロピーが利用できない点にある．そこで
5章では，正常音が従う確率分布と統計的に差異がある音を異常音と定義することで異
常音検知を仮説検定とみなし，異常音検知器を最適化するための目的関数として，仮説
検定の最適化基準であるネイマン・ピアソンの補題から “ネイマン・ピアソン指標”を導
出した．定量評価試験では，従来法と比べ調和平均が向上したことから，提案法が従来
法よりも安定して異常音検知できることを示した．また実環境実験では 3D プリンタや
送風ポンプの突発的な異常音や，ベアリングの傷などに起因する持続的な異常音を検知
できることを示した．この成果により，異常音データの集まらない状態識別問題を安定
的に解くことが可能になり，銃声検知や未知話者検出などのセキュリティのための音源
情報推定技術など，負例データの収集が困難な様々な音源情報推定へと応用ができる．
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第 1 章
序論
1.1 研究背景
本研究は，マイクロホンで観測した音響信号（以降，観測信号と呼ぶ）から，音に関係
する情報である「音源情報」を推定する研究である．これまで，観測信号から音源の位置，
方向などの物理的かつ顕在的な音源情報を推定することで，音声会議システム [1, 2, 3]
や放送 [4, 5, 6]，音響監視システム [7, 8, 9, 10]など様々な音情報処理技術が研究，開発，
また実用化されてきた．本研究では，より知的な音情報処理を実現するために，従来研
究における音源情報の定義 [11]を拡張し，源信号に加えて音源の種類や状態などの潜在
的な音源情報を推定することを目指す．潜在的な音源情報推定の題材として，源信号と
雑音が重畳した観測信号から源信号を推定する音源情報推定である「音源強調」と，観
測信号に含まれる環境音の種類や状態を推定して周囲の危険を予測/察知する「異常音検
知」に焦点を当てる．
音源情報推定は，着目した音源、すなわち源信号が発する音から情報を抽出する処理で
あるため，観測信号から源信号そのものを推定する「音源強調」は，全ての音源情報推定
問題において重要な役割を担う技術である．音源の種類や状態などの潜在的な音源情報を
考慮しながら源信号を推定できれば，沢山の話者の中から特定の話者の声を選択的に抽出
して音声認識ができる [12, 13, 14]．また，大歓声に包まれたサッカースタジアムで特定の
選手の声やボールのキック音だけをクリアかつ選択的に抽出することで，まるでサッカー
スタジアムに潜り込んだようなコンテンツ視聴をユーザに提供できる [4, 5, 6, 11, 15, 16]．
「異常音検知」は，観測信号から周囲の危険を予測/察知する音響監視システムを実現
するための必須技術として，産業界からの期待の大きい技術である．観測信号に含まれ
る環境音の種類や状態を推定する異常音検知が実現すれば，空港や街中で悲鳴や銃声な
どの危険な音を迅速な察知でき，安心安全な社会が実現できる [7, 8, 9, 10]．また産業機
器の動作音からその機器の動作が正常か異常かの状態を判定できれば，製造/保守業務の
効率化ができる [17, 18]．
1
2 1.2 節 従来の音源情報推定
本研究は，こういった知的な音情報処理の実現のために，音源情報推定を，マイクロ
ホンを用いて電気信号に変換された音波の時間的な変化を，源信号や音源の種類，状態
などの情報に変換する写像関数の設計問題と捉え，潜在的な音源情報を推定するための
写像関数を設計する研究を行う．
1.2 従来の音源情報推定
本研究で焦点を当てる「音源強調」と「異常音検知」はそれぞれ，観測信号を源信号
の波形へと変換する写像関数と，観測信号を監視対象の音源の状態（正常/異常）へと
変換する写像関数の設計問題である．これまで，音源情報推定に関する多くの研究では，
写像関数を物理法則に基づき記述してきた [19, 20, 21, 22]．これは，音の発生や伝搬は
物理現象であるため，物理的な音源情報の入出力関係を正しく表現するためには，音の
物理的な性質を表現することが不可欠なためである．
音源強調の代表的な手法であるアレイ信号処理 [11, 23]では，音の空気伝搬の物理特
性を利用する．ここで音の空気伝搬の物理特性とは，複数のマイクロホンの観測信号間
で生じる振幅差や位相差である．アレイ信号処理の代表的な手法であるビームフォーミ
ングに基づく線形フィルタリングでは，源信号の到来方向に起因する振幅差や位相差を
利用して源信号を強調するフィルタを設計し，観測信号と畳み込むことで源信号を抽出
する [23]．また線形フィルタリングの音源強調性能の向上を目的とする非線形フィルタ
リング [24]では，線形フィルタの出力から源信号のパワースペクトルを推定し，Wiener
filterなどの時間周波数マスクを観測信号に乗ずることで源信号を抽出する．しかし，源
信号と雑音が同じ方向から到来する場合，空気伝搬の物理特性から解析できる音の到来
方向だけでは，源信号と雑音を区別することができない．源信号と同じ方向から到来す
る雑音を抑圧し，源信号を抽出するためには，潜在的な音源情報である源信号の種類や
状態を見分けて音源強調する必要がある．
異常音検知においても，古典的な手法では，監視対象物の物理的な構造を利用する
[25, 26]．例えば卵のひび割れの打音検査では，運動方程式に基づき楕円状の物質の周波
数応答をモデル化し，実測の打音とのかい離を検知することで異常音検知している [25]．
しかしこれらの手法は，監視対象物の物理的な構造が既知かつ単純でないと採用するこ
とができないし，また未知の異常音も検知できない．未知の異常音を検知し，音源の状
態を推定するためには，監視対象物の物理構造に依存しない検知手法が必要である．
このように，音源の種類や状態などの潜在的な音源情報は，物理的にその性質を定義
することが困難なため，物理法則に基づく写像関数では推定が難しい．そこで，より情
報論的に写像関数を設計する方法として，統計的機械学習に基づく音源情報推定の研究
がされてきた [27, 28, 29, 30, 31, 32, 33, 34]．統計的機械学習に基づく音源情報推定で
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は，事前に収集された観測信号のデータと所望の音源情報のデータの統計的な関係性を
表現するように写像関数を設計/学習するため，潜在的な音源情報も扱うことが可能で
ある．この手法で音源情報を精緻に推定するためには，入出力の関係性を精緻に表現で
きる柔軟な写像関数が必要である．そのため写像関数に関する研究が広く行われており，
入出力の関係性をベイズ統計理論に基づき記述する方法 [27]や，入出力の高次相関を再
生核ヒルベルト空間で扱うカーネル法 [35]など，様々な手法が検討されている．次節で
は，高度な非線形写像関数の設計法の一つである深層学習を応用した音源情報推定につ
いて概説する．
1.3 深層学習に基づく音源情報推定
近年，入出力の関係性を精緻に表現する非線形写像関数を学習する枠組みとして，多
層構造化したニューラルネットワークを非線形写像関数として用いる深層学習 [36, 37]が
大きな成功を収めている．音源情報推定においても，深層学習は成功を収めており，特
に観測信号から話者の発話内容を推定する音源情報推定課題である音声認識では，深層
学習を適用することで従来の音声認識システムを大きく上回る推定精度を実現した [38]．
深層学習に基づく音源情報推定では，ニューラルネットワークを観測信号から所望の
音源情報への非線形写像関数として用いる．そしてその写像関数を，事前に収集した観
測信号と所望の音源情報のラベルデータ（例えば，源信号のスペクトルや音源の種類/
状態のラベル）を用いて，二乗誤差関数などの音源情報の推定精度を評価する「目的関
数」の値を最大化/最小化するように教師あり学習する．また近年では，非線形写像の柔
軟性を高めるために，生物の脳の視覚野における神経細胞の受容野の局所性をヒントに
した畳み込みニューラルネットワーク（CNN: convolutional neural network）[39, 40]や，
時系列情報の時間方向の関係性をモデル化する再帰型ニューラルネットワーク（RNN:
recurrent neural network）[41, 42]などのネットワーク構造の研究を応用した研究もおこ
なわれている．これらの研究では，ネットワーク構造に局所的なスペクトルの変化 [43]や
時間方向の関係性の解析機構 [44]，またスペクトルの非負性などの物理的な制約 [45, 46]
を加味させる改良を行うことで，音源情報推定の精度が向上することが知られている．
音源情報推定において目的関数の設計とは，所望の音源情報の性質や推定精度を定義
することと等価である．多くの教師あり学習に基づく音源情報推定では，目的関数を二
乗誤差関数や交差エントロピー関数などの決定論的な関数として記述し，観測信号と所
望の音源情報のラベルが対になった大量の学習データを用いて，目的関数の値を最大化/
最小化するように学習する [36, 37]．そのため，ラベルデータが収集困難な音源情報や，
ラベルが一意に定まらない音源情報は，ニューラルネットワークの構造を工夫するだけ
では推定ができないといった問題があった．この問題のために，これまで推定が困難と
4 1.3 節 深層学習に基づく音源情報推定
されてきた音源情報の例を 3つ挙げる．
1. 大量のラベルデータが集まらない源信号（音源強調）：スポーツフィールド上の競
技音（サッカーボールのキック音や野球のバッティング音）をクリアに収音し，ス
ポーツフィールドに潜り込んだような音響体験を実現したい．しかし競技音の源信
号は，音声のように無響室など理想的な環境で学習データを収集することが困難で
ある．ゆえに従来の音源強調 [47, 48]のように，観測信号と源信号を大量に収集し
て二乗誤差を最小化するようにニューラルネットワークを教師あり学習することが
できないため，音源情報の推定が困難である．
2. ラベルデータが一意に定まらない源信号（音源強調）：高品質な音声通信を実現す
るために，主観品質を最大化するように源信号を収音したい．しかし源信号の推
定結果の二乗誤差の大きさと人間が知覚する音質の劣化の大きさは必ずしも比例
しないことが知られている [49]．そのため二乗誤差最小化などでニューラルネット
ワークを学習して源信号を推定しても，主観品質を最大化する源信号を推定する
ことはできない．聴覚フィルタなどを利用し，主観評価値と相関の高い音質評価値
[50, 51, 52]を計算することはできるが，評価値からそれを最大化するラベル（例
えば，時間周波数マスク）は一意に定めることができない．ゆえにニューラルネッ
トワークを教師あり学習することができないため，音源情報の推定が困難である．
3. 異常音（ラベルデータ）が収集できない音源の状態（異常音検知）：多くの機器は
故障する前に，モーターの異常回転音やベアリングのぶつかり音などの普段発生
しない音（異常音）が発生する．こういった音を検知することで機器動作の状態が
正常か異常かを判定する技術が研究されている [17, 18]．しかし異常音は正常音と
比べ発生する頻度がきわめて少なく，音データの収集が困難である．ゆえに音声認
識のように，正常音と異常音を大量に収集し，それの識別率を最大化するように
ニューラルネットワークを教師あり学習することができないため，音源情報の推定
が困難である．
これらの音源情報推定に共通する課題は，二乗誤差関数や交差エントロピー関数などの
決定論的な目的関数では，音源情報の性質や推定精度を定義できない，もしくは定義す
ることが妥当ではない点にある．この問題を解決するためには，ネットワークの構造だけ
でなく，ニューラルネットワークの学習に用いる目的関数を高度化しなくてはならない．
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1.4 研究の位置づけ
本研究では，決定論的な関数で目的関数を設計できない音源情報を推定するための，深
層学習に基づく音源情報推定のための目的関数の研究を行う．目的関数が決定論的に定
義できない音源情報においても推定したい音源情報の特性や解きたい問題に応じて，入
出力値がとるべき値の確率分布や集合は定義できるはずである．本研究ではこの着眼点
のもと，ニューラルネットワークの入出力が満たすべき統計的な性質を所望の音源情報
の性質や推定精度として定義し，目的関数を設計するという着想からこの問題に取り組
む．教師あり学習に基づく音源情報推定がラベルデータを用意して決定論的に音源情報
推定結果を評価した一方で，本研究では解きたい問題の性質に合わせて推定された音源
情報が持つべき統計的な性質を定義し，確率論的に音源情報推定結果を評価する目的関
数を設計する．このような性質から，本研究で設計する目的関数を総称して「確率論的
目的関数」と呼ぶことにする．
なお，音源情報の性質やその推定精度の評価方法は，音源情報の種類や，解きたい問
題に応じて変化するはずである．種々の音源情報推定問題の中で本研究では，「音源強調」
と「異常音検知」に焦点を当て，以下の問題を解決する研究を行う．
1. 音源強調（少量のラベルデータが得られる場合）：MMSEを目的関数としたニュー
ラルネットワークの学習を行いたいが，競技音の強調のように，源信号のラベル
データが少量しか得られない状況を考える．過学習を抑えるためにニューラルネッ
トワークによる非線形写像の自由度を抑えたい．そこで源信号をクリアに推定する
ための音響特徴量を事前に取捨選択するために，MMSEを最小化する音響特徴量
の統計的な性質を定義し，最適な音響特徴量を選択するための目的関数の設計につ
いて提案する．
2. 音源強調（ラベルデータが一意に定まらない場合）：主観評価値と相関の高い音質
評価値 [50, 51, 52]が計算できるとき，この評価値を最大化する源信号を推定した
い．ニューラルネットワークを用いて源信号を推定するために，強化学習の考え方
に基づいた目的関数の設計について提案する．
3. 異常音検知（ラベルデータがない場合）：外れ値検知 [53]の考え方を適用した異常
音検知では，正常音が従う確率分布と統計的に差異がある音を異常音と仮定する．
この仮定の下で，ニューラルネットワークの出力が統計的に満たすべき性質を定義
し，その目的関数の設計について提案する．
6 1.5 節 本論文の構成
１章：序論
２章：音源強調と異常音検知の従来研究
音源強調 異常音検知
３章：相互情報量最大化に基
づく音響特徴量選択のため
の目的関数
５章：異常音検知の音響特徴
量抽出のための目的関数
４章：聴感評点を最大化する
音源強調ための目的関数
６章：結論
少量のラベルデータ
ラベルデータがない
ラベルデータが一意に定まらない
図 1.1: 本論文の構成
1.5 本論文の構成
図 1.1に，本論文の構成を示す．2章では，音源強調と異常音検知の従来研究を説明し，
その後，深層学習，および深層学習を用いた音源強調と異常音検知の従来研究について
説明する．3章では，少量のラベルデータから，音源情報の推定二乗誤差を最小化する最
適な音響特徴量を選択するための目的関数の設計について提案する．4章では，主観評
価値を最大化する音源強調を実現するための目的関数とその最適化法を提案する．5章
では，外れ値検知に基づく異常音検知の精度を最大化する，音響特徴量抽出のための目
的関数の設計について提案する．6章では，本論文の結論を述べる．
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音源強調と異常音検知の従来研究
本章では，音源強調と異常音検知の従来研究について説明する．まず，音源強調と異常
音検知についてそれぞれ 2.1節と 2.2節で概説および定式化したのち，2.3節で両技術を
音源情報推定として一般化する．次いで 2.4節では深層学習について概説する．その後，
2.5節では深層学習を用いた音源強調の従来研究とその問題点，2.6節では深層学習を用
いた異常音検知の従来研究とその問題点について説明する．
2.1 音源強調
音源強調は，M本のマイクロホンを用いて観測した信号に含まれている所望の音源の
源信号を推定する音源情報推定問題である．音源強調はその応用範囲の広さから古くか
ら取り組まれており，音声会議システム [1, 2, 3]，雑音下での音声認識 [12, 13, 14]，ス
ポーツの生中継 [4, 5, 6]など，音を用いたアプリケーションを実環境で頑健に動作させ
るためのフロントエンド処理として高度化が期待されている．
音源強調の定式化のために，まず観測信号をモデル化する．m番目のマイクロホンの観
測信号を数十 ms分の長さで切り出し，時間フレームごとに短時間フーリエ変換（STFT:
short-time Fourier transform）したXm,ω,τ ∈ CM×Ω×T を，Sω,τ ∈ CΩ×T とK 個の雑音
Nk,ω,τ ∈ CK×Ω×T が重畳されたものとして以下のように記述する．
Xm,ω,τ = Vm,0,ωSω,τ +
K∑
k=1
Vm,k,ωNk,ω,τ (2.1)
ここで ω = {1, 2, ...,Ω}と τ = {1, 2, ..., T}は，周波数と時間のインデックスを表す変数
である．また，Vm,0,ωは所望の源音源からm番目のマイクロホンまでの，また Vm,k,ωは
k番目の雑音からm番目のマイクロホンまでの伝達特性を表す．つまり音源強調は，観
測信号Xm,ω,τ を入力とし，源信号Sω,τ や源信号を推定するためのパラメータを推定する
問題である．
7
8 2.1 節 音源強調
音源強調の代表的な手法として，複数のマイクロホンを用いて観測信号を解析するア
レイ信号処理がある [11, 54, 55, 56, 23, 57]．多くのアレイ信号処理では，複数の観測信
号間で生じる振幅差や位相差を利用し音源強調や残響除去を実現する．ビームフォーミ
ングに基づく線形フィルタリングでは，源信号の方向情報をもとに源信号を強調するフィ
ルタを設計し，観測信号と畳み込むことで源信号を抽出する [23]．時間領域の畳み込み
は，周波数領域では乗算となるため，線形フィルタリングは以下のように記述できる．
Yω,τ =
M∑
m=1
Fm,ωXm,ω,τ (2.2)
ここでFm,ωは線形フィルタ，Yω,τ は線形フィルタリングの出力音である．線形フィルタ
の設計法には，焦点形成法，死角形成法，MINT (Multiple-input INverse Theorem) 法
などがある [11]．
線形フィルタリングの音源強調性能を高めるために，数十チャネル以上のマイクロホ
ンを用いる大規模なマイクロホンアレイの研究 [58, 59]やマイクロホンアレイの構造に
関する研究 [60, 61]も盛んに行われている．また源信号に関するあらゆる情報が未知の
場合に源信号を抽出する方法として，源信号と雑音の独立性 [62]や時間周波数方向の低
ランク性 [63]，またその両方 [64] の仮定の下で観測信号をモデル化し線形フィルタを設
計する，ブラインド音源分離の研究も行われている [65]．
2.1.1 時間周波数マスクを用いた音源強調
線形フィルタリングの音源強調性能の向上や，単一のマイクロホンの観測信号からの音
源強調を目的として，非線形フィルタリングの研究も盛んに行われている [66, 67, 68, 24]．
2.1.1節では表記の簡単化のために，M = 1本のマイクロホンで観測した信号からの音
源強調を仮定し，また伝達特性 Vm,k,ωの記述とマイクロホンのインデックスmを省略し
て，観測信号を以下のように記述する．
Xω,τ = Sω,τ +
K∑
k=1
Nk,ω,τ (2.3)
本論文で用いる非線形フィルタリングは，各時間周波数成分ごとにゲインを調整する
時間周波数マスクに基づく処理である．時間周波数マスクに基づく音源強調では，0か
ら 1の値を持つ時間周波数マスクGω,τ ∈ [0, 1]を観測信号Xω,τ に掛け合わせることで，
源信号が強調された信号 Sˆω,τ ∈ CΩ×T を得る（図 2.1）．
Sˆω,τ = Gω,τXω,τ (2.4)
つまり，時間周波数マスクを用いた音源強調は，観測信号を時間周波数マスクGω,τ やそ
の設計のためのパラメータへの写像関数を求める問題に帰着する．
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図 2.1: 時間周波数マスクに基づく音源強調．
Gω,τ の代表的な計算法には，ウィナーマスク [69]，理想比率マスク (IRM: Ideal ratio
mask)[70]，バイナリマスク [67, 71]がある．以下では，各時間周波数マスクを概説する．
ウィナーマスク [69]は，源信号と全ての雑音が互いに無相関かつ定常である時に Sω,τ
と Sˆω,τ のMMSEを最小化するマスクである．しかし，源信号や雑音は非定常で有るこ
とが多いため，実用上は以下の時変ウィナーマスクを用いることが多い．
GWFω,τ =
|Sω,τ |2
|Sω,τ |2 + |
∑K
k=1Nk,ω,τ |2
(2.5)
ウィナーマスクを計算するためには，源信号の振幅スペクトル |Sω,τ |と雑音の振幅スペ
クトル |∑Kk=1Nk,ω,τ |の両方を推定しなくてはならない．実用上は計算量や推定する値の
数を少なくするために，以下のように源信号と雑音の加法性がパワースペクトル領域で
も成り立つと仮定し，
|Xω,τ |2 = |Sω,τ |2 +
∣∣∣∣∣
K∑
k=1
Nk,ω,τ
∣∣∣∣∣
2
(2.6)
源信号と雑音のどちらか片方を推定し，以下の形で近似的にウィナーマスクを計算する
ことが多い．
GWFω,τ ≈
|Sω,τ |2
|Xω,τ |2 (2.7)
≈ |Xω,τ |
2 − |∑Kk=1Nk,ω,τ |2
|Xω,τ |2 (2.8)
式 (2.7)が源信号の振幅スペクトルを推定した場合，式 (2.8)が雑音の振幅スペクトルを
推定した場合のウィナーマスクの近似計算式である．また以下の式変形を行うことで，
振幅スペクトルの代わりに，源信号と雑音のパワースペクトルの比率である事前信号雑
音比（SNR: signal-to-noise ratio）ξω,τ を推定することで，ウィナーマスクの近似計算を
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避ける方法もある．
GWFω,τ =
ξω,τ
1 + ξω,τ
(2.9)
ξω,τ =
|Sω,τ |2
|∑Kk=1Nk,ω,τ |2 (2.10)
ウィナーマスクが源信号と観測信号のパワースペクトルの比率のマスクである一方で，
IRMは源信号と観測信号の振幅スペクトルの比率のマスクである．
GIRMω,τ =
|Sω,τ |
|Sω,τ |+ |
∑K
k=1Nk,ω,τ |
(2.11)
振幅スペクトル上で，源信号と雑音の加法性が成り立つ場合，ウィナーマスクよりも IRM
の方が，源信号の推定精度が向上することも知られている [73]．IRMもウィナーマスク
の場合と同様に，以下のように源信号と雑音の加法性が振幅スペクトル領域でも成り立
つと仮定すれば，
|Xω,τ | = |Sω,τ |+
∣∣∣∣∣
K∑
k=1
Nk,ω,τ
∣∣∣∣∣ (2.12)
源信号と雑音のパワースペクトルどちらか一方から近似計算できる．
GIRMω,τ ≈
|Sω,τ |
|Xω,τ | (2.13)
≈ |Xω,τ | − |
∑K
k=1Nk,ω,τ |
|Xω,τ | (2.14)
バイナリマスク [67, 71]は，GBMω,τ を {0, 1}の二値に制限することで，時間周波数マス
クの設計やマスキングを高速に動作させるマスクである．バイナリマスクでは，源信号
と雑音は時間周波数上で重なりなく，スパースに存在していることを仮定している．バ
イナリマスクは例えば以下のように設計できる [57]．
GBMω,τ = u
(
|Sω,τ | −
∣∣∣∣∣
K∑
k=1
Nk,ω,τ
∣∣∣∣∣
)
(2.15)
u(x) =
1 x > 00 x ≤ 0 (2.16)
バイナリマスクも，ウィナーマスクや IRMと同様に，IRMも源信号と雑音のパワース
ペクトルどちらか一方から近似計算できる．
GBMω,τ ≈ u (|Sω,τ | − (|Xω,τ | − |Sω,τ |)) = u (2|Sω,τ | − |Xω,τ |)) (2.17)
≈ u
((
|Xω,τ | −
∣∣∣∣∣
K∑
k=1
Nk,ω,τ
∣∣∣∣∣
)
−
∣∣∣∣∣
K∑
k=1
Nk,ω,τ
∣∣∣∣∣
)
= u
(
|Xω,τ | − 2
∣∣∣∣∣
K∑
k=1
Nk,ω,τ
∣∣∣∣∣
)
(2.18)
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図 2.2: 局所 PSD推定法による時間周波数マスク設計．
なおバイナリマスクの設計法には式 (2.15)の他にもさまざまな方法が提案されており，
代表的な方法として，信号の 2チャネルへの到達レベル差を利用してバイナリマスクを
設計する SAFIA (sound source Segregation based on estimating incident Angle of each
Frequency component of Input signals Acquired by mlultiple microphones)[67] などが
ある．
2.1.2 時間周波数マスクの推定
ここまで代表的な時間周波数マスクについて概説してきた．各時間周波数マスクの計
算式から明らかなように，時間周波数マスクの計算のためには源信号や雑音の振幅スペ
クトルやパワースペクトル，事前 SNRを推定する必要がある．これらの代表的な推定法
には，雑音の定常性を仮定して源信号の振幅スペクトルを求めるスペクトル減算法 [74]，
複数のマイクロホンを用いて拡散性雑音を求める方法 [66, 68]，また線形フィルタリン
グにおけるビームフォーマの感度行列を利用して干渉性雑音を求める局所 PSD（power
spectral density）推定法 [24]などがある（図 2.2）．ここでは時間周波数マスクの計算の
ためのパラメータ推定法の従来法の一例として，源信号や雑音のパワースペクトル密度
（PSD）を求める手法である，局所 PSD推定法 [24]を説明する．
局所PSD推定法は，図 2.2に示すように，複数のビームフォーミングの出力を利用し
て非線形マスクを設計する方法である．今，音源が存在する領域を重なりのないL個の
領域Θ1,...,Lに分割する．そして，l番目の領域に存在する音源群を強調する線形フィル
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タを Fl,m,ωとし，その出力を以下のように記述する．
Yl,ω,τ =
M∑
m=1
Fl,m,ωXm,ω,τ (2.19)
=
M∑
m=1
Fl,m,ω
(
Vm,0,ωSω,τ +
K∑
k=1
Vm,k,ωNk,ω,τ
)
(2.20)
すると，l番目のビームフォーマにおける k番目の音源への感度は以下のように記述で
きる．
D(l,k)ω =
∣∣∣∣∣
M∑
m=1
Fl,m,ωVm,k,ω
∣∣∣∣∣
2
(2.21)
ここで，源信号と各雑音は無相関であると仮定すると，各ビームフォーマの出力のパワー
スペクトル密度は，各音源のパワースペクトル密度に感度D(l,k)ω を乗じた値の和で表現で
きる．ここで，全ての時間フレームでこの関係性が成り立つと仮定することで，各ビー
ムフォーマの出力のパワースペクトルは以下のように記述できる．
|Yl,ω,τ |2 = D(l,0)ω |Sω,τ |2 +
K∑
k=1
D(l,k)ω |Nk,ω,τ |2 (2.22)
この関係性を行列形式で記述すると以下のように記述できる．
|Y1,ω,τ |2
|Y2,ω,τ |2
...
|YL,ω,τ |2

︸ ︷︷ ︸
ΦY,τ
=

D
(1,0)
ω D
(1,1)
ω · · · D(1,K)ω
D
(2,0)
ω D
(2,1)
ω · · · D(2,K)ω
...
...
. . .
...
D
(L,0)
ω D
(L,1)
ω · · · D(L,K)ω

︸ ︷︷ ︸
Dω

|Sω,τ |2
|N1,ω,τ |2
...
|NK,ω,τ |2

︸ ︷︷ ︸
ΦS,τ
(2.23)
ここでDωはビームフォーマの感度行列である．したがって，源信号および雑音のパワー
スペクトルは，以下の逆問題を解くことで推定することができる．
ΦS,τ =D
+
ωΦY,τ (2.24)
ただし，上付き文字の+は一般化逆行列を表す．源信号および雑音のパワースペクトル
が求まれば，式 (2.5)でウィナーマスクを設計することができるため，源信号を強調する
ことができる．
この手法は，ビームフォーマの出力と感度行列Dωから源信号と雑音のパワースペク
トルを推定している．すなわち，音源の位置や方向などの物理的な性質を利用した音源
強調である．ゆえに源信号と雑音が空間的に離れて位置している場合は精度よく源信号
を推定できるが，図 2.2のように，所望の源信号と雑音 (Noise source # 1) が空間的に
近接した位置に存在する場合，感度行列がランク落ちを起こすため一般化逆行列の計算
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が不安定となり，源信号を推定することができない．これを解決するためには，音源の
物理的な性質だけでなく，音源の種類などの潜在的な音源情報も加味しながら時間周波
数マスクのパラメータを推定する必要がある．
2.2 異常音検知
異常音検知は，観測信号Xω,τ ∈ CΩ×T が，その音を発した物体/環境の正常な状態に
起因して発せられたもの（正常音）か，異常な状態に起因して発せられたもの（異常音）
かを推定する，音源の状態推定問題である．つまり異常音検知は，観測信号Xω,τ を入
力とし，監視対象の状態を出力するような写像関数を設計する問題である．応用例には，
空港や街中の普段の音を正常音として，悲鳴や銃声などの危険な音を検知する「音響監
視システム」[7, 8, 9, 10]や，産業機器の普段の動作音を正常音として，故障に起因す
るめったに発生しない機械音を検知することで機器の状態を判定する「機器検査/保守」
[17, 18]などがある．
異常音検知の古典的な手法では，監視対象物の物理的な構造を利用して異常音を検知
する [25, 26]．例えば卵のひび割れの打音検査では，運動方程式に基づき楕円状の物質の
周波数応答をモデル化し，実測の打音とのかい離を検知することで異常音検知している
[25]．しかしこれらの手法は，監視対象物の物理的な構造が既知かつ単純でないと採用
することができないし，また未知の異常音も検知できない．複雑な物理構造の音源の異
常音やを検知するために，ヒューリスティックに判別ルールを記述することもできるが，
多くの場合，どのような異常音が発生するかは未知のため現実的ではない．そこで，監
視対象物の物理構造に依存せずに音源の状態を推定するために，統計的アプローチに基
づく異常音検知が研究されている．
2.2.1 統計的アプローチに基づく異常音検知
異常音検知の難しさは，異常音がめったに発生しない音であるため，異常音データが
集まらない点にある [53]．そのため音声認識や音響イベント検出で採用されるような，
教師あり学習に基づく識別アプローチを採用することができない．ゆえに異常検知の
分野では，正常音のデータだけから検知器の学習が可能な外れ値検知を応用してきた
[75, 76, 77, 78, 79]．音を用いた異常音検知においても，外れ値検知に基づく手法が研究
されている [80]．外れ値検知では，異常音の定義を「普段は発生しないような音」とし
ている．より詳しくは，正常音と同じ分布から生成されたと考えらない，統計的に有意
に差のある音と定義している．
外れ値検知に基づく異常音検知は，正常音の学習データから抽出された音響特徴量が
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図 2.3: 外れ値検知に基づく異常音検知．
従う確率密度関数（正常モデル）を利用し，新たな観測信号から抽出された音響特徴量
の負の対数尤度（異常度）を計算する．そしてその異常度が事前に設定した閾値以上で
あれば，観測信号は正常音の学習データとは同じ分布から生成されたとはいえないと考
えられるため観測信号を異常音と判定する．図 2.3は外れ値検知に基づく異常音検知の
処理フローである．以下では処理フロー全体を概説する．
まず，観測信号から音響特徴量 fτ ∈ RDを抽出する．
fτ =M(xτ |ΘM) (2.25)
ここでMは音響特徴量を抽出する関数（音響特徴量抽出関数）であり，ΘMはそのパラ
メータである．音響特徴量 fτ には例えば，メル周波数ケプストラム係数（MFCC: mel-
frequency cepstrum coefficient）や線スペクトル対（LSP: line spectral pairs）などを利
用することが一般的である．次に正常モデル p(f |z = 0,ΘL)を用いて，異常度L(fτ )を
正常モデルの負の対数尤度として計算する．
L(fτ ) = − ln p(fτ |z = 0,ΘL), (2.26)
ここで離散変数 z ∈ {0, 1, ...,∞}は観測信号が正常音である時に z = 0となる確率変数，
p(fτ |z = 0,ΘL)は正常モデルでありΘLは分布のパラメータである．代表的な正常モデル
の実装例は混合ガウス分布（GMM: Gaussian mixture model）であり以下のようになる．
p(f |z = 0,ΘL) =
C∑
c=1
wcN (f |µc,Σc) , (2.27)
ここでCは混合数，wc，µc，Σcはそれぞれ混合比と c番目のガウス分布の平均ベクトル
と共分散行列を表す．つまりΘL = {wc,µc,Σc|c = 1, ...,C}である．最後に異常度L(fτ )
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図 2.4: MFCCを用いた異常音検知の例．(a) 正常音，(b) 異常音 1，(c) 異常音 2，赤線
が閾値を表す．上図は観測信号の対数メルフィルタバンク出力を表し，下図の青線は異
常度，赤破線は異常判定の閾値を表す．外れ値検出に基づく異常音検知では，不適切な
音響特徴量を用いると異常音を検知することができない．
が事前に設定した閾値 φを越えたら，観測信号を異常音と判定する．
H(L(fτ ), φ) =
0 (正常音) L(fτ ) ≤ φ1 (異常音) L(fτ ) > φ (2.28)
2.2.2 異常音検知と音響特徴量設計
外れ値検知に基づく異常音検知において具現化すべき関数は，音響特徴量抽出関数M
と正常モデル p(fτ |z = 0,ΘL)である．後者の正常モデルは確率分布であるため，GMM
などの音源情報推定に限らない汎用的な確率分布を用いることができる．ゆえに，異常
音検知において設計が重要となるのは音響特徴量抽出関数Mである．例えば，正常音
と異常音で大きく異なる音の特徴が音色であるならば，MFCCなどの音響特徴量を抽出
すればよい．また正常音と異常音で音の時間構造が大きく異なるなら，振幅スペクトル
の差分（∆特徴量）などを抽出すればよい．しかし異常音検知では，異常音データが事
前に収集できないため，正常音と異常音の間でどのような音響的な違いが発生するかが
未知であり，異常音の特性に合わせて音響特徴量をヒューリスティックに設計すること
は困難である．また，不適切な音響特徴量を用いて異常音検知を行うと，その検知精度
が著しく低下する．
図 2.4に，外れ値検出に基づく異常音検知の実行例を示す．正常音は周波数が 500Hz
かつ持続時間が 1.0秒の単一正弦波とした（図 2.4, (a)）．異常音は周波数が 1200Hzか
つ持続時間が 1.0秒の単一正弦波（異常音 1，図 2.4, (b)）と高さが 500Hzかつ持続時間
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が 0.2秒の単一正弦波（異常音 2，図 2.4, (c)）した．式 (2.25)で抽出する音響特徴量は
各フレームの観測音のMFCCとし，正常モデルは混合数が 2のGMMでモデル化した．
MFCCはスペクトル包絡（スペクトルの概形）に関する音響特徴量のため，正常音と周
波数の異なる単一正弦波である異常音 1は検知できていることがわかる．一方，単体フ
レームのMFCCでは音の時間構造を表現することができないため，正常音と長さの異な
る異常音 2は検知できていない．このことからわかるように，外れ値検出に基づく異常
音検知では，従来のように不適切な音響特徴量を用いると異常音を検知することができ
ない．ゆえに異常音検知において中心となる問題は，観測信号から音響特徴量を抽出す
る関数Mを設計することであり，異常音検知の精度を向上させるためには，観測信号
を音響特徴量へ写像する関数を適切に設計しなくてはならない．
2.3 音源情報推定の定式化
2.1節と 2.2節では，音源強調と異常音検知の従来技術を解説してきた．そして両技術
ともその推定精度を高めるには，観測信号を時間周波数マスクのパラメータや音響特徴
量へ写像する関数を適切に設計することが重要であることを述べた．本節ではこれらを
踏まえ，音源情報推定を，観測信号xを入力とし，音源情報 yを出力とするような，写
像関数Mを設計する問題として一般化する．音源強調であればMは観測信号を時間周
波数マスクのパラメータへ写像する関数であるし，異常音検知であればMは観測信号
を音響特徴量へ写像する関数である．本研究では，写像関数Mを設計する手順は
(i) 観測信号 xから音源情報 yへの変換を写像関数で記述し
(ii) 音源情報の推定精度の評価値を最大化するように，写像関数のパラメータを学習
する
という二つの手順で構成されるとする．それぞれの手続きは，以下のように定式化でき
る（図 2.5）．
yˆ =M (x|ΘM) (2.29)
ΘM ← arg max
ΘM
J (ΘM) (2.30)
ここでΘMは写像関数のパラメータであり，J は音源情報の推定結果を評価する目的関
数である．式 (2.29)(2.30)を実行するために具現化すべき関数は，写像関数Mと目的関
数J であり，それぞれの関数は以下の要件を満たすように設計すべきである．
Mの条件: 観測信号 xと音源情報 yの関係性を正しく表現できる写像であること
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図 2.5: 音源情報推定．
J の条件: 所望の音源情報の性質や推定精度を定義する尺度であること
物理法則に則り記述するだけでは推定が難しい音源情報を推定するために，情報論的
に写像関数を設計する方法として，統計的機械学習に基づく音源情報推定の研究がされ
てきた [29, 30, 31, 32, 33, 34]．統計的機械学習に基づく音源情報推定では，Mを物理的
な制約を緩和した非線形な写像関数として記述する．特に教師あり学習に基づく音源情
報推定では，事前に収集された観測信号のデータX = {xτ |τ = 1, ..., T}と所望の音源情
報のデータY = {yτ |τ = 1, ..., T}の関係性を表現するようにΘMを学習することで複雑
な写像を表現する．また目的関数は，音源情報の推定精度が高いほど大きな値を返す評
価関数R (y, yˆ) の平均値として表現することが一般的である．
ΘM ← arg max
ΘM
J (ΘM) (2.31)
J (ΘM) = 1
T
T∑
τ=1
R (yτ ,M (xτ |ΘM)) (2.32)
より複雑な写像を必要とする音源情報の推定のために，統計的機械学習に基づく音源
情報推定では，入出力の関係性を精緻に表現するMに関する研究が広く行われてきた．
これまで，入出力の関係性をベイズ統計理論に基づき記述する方法 [27]や，xと yの高
次相関を再生核ヒルベルト空間で扱うカーネル法 [35]など，様々な手法が検討されてい
る．深層学習に基づく音源情報推定では，Mを多層構造化したニューラルネットワーク
で記述することで高度な非線形写像を実現している．次節以降では，まず音源強調と異
常音検知について定式化したのちに深層学習について概説し，その後深層学習を用いた
音源強調と異常音検知を説明する．
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図 2.6: L = 4の全結合多層ニューラルネットワークの構造．
2.4 深層学習
ここまで，音源強調と異常音検知について定式化し，どちらの手法においても，観測
信号を別の情報へと写像する関数が必要があることを述べた．そして統計的機械学習に
基づく音源情報推定では，入出力の関係性を精緻に表現する非線形写像関数を学習であ
ることが重要であることを述べた．本節では，入出力の関係性を精緻に表現する非線形
写像関数を学習するである深層学習について概説する．
2.4.1 多層ニューラルネットワークとその学習
本節では，最も基本的な多層ニューラルネットワークである全結合多層ニューラルネッ
トワークとその学習法について説明する．以降，CNNやRNNとの区別および表記の簡
単のために，全結合多層ニューラルネットワークのことをDNN（deep neural network）
と呼ぶ．図 2.6にDNNの構造の例を示す．DNNは，各層の全てのユニットが重み行列
Wで結合された，入力層から出力層までが一方向に伝搬するネットワークである．DNN
による非線形写像（順伝搬）は，以下のように表現できる．
M (xτ |ΘM)← σM
{
u(L)τ
}
(2.33)
z(l)τ = σθ
{
u(l)τ
}
(2.34)
u(l)τ =W
(l)z(l−1)τ + b
(l) (2.35)
ここでLはニューラルネットワークの層数であり，W(l)，b(l)はそれぞれ l層目の重み行列
とバイアスベクトルである．つまりDNNのパラメータはΘM = {W(l),b(l)|l = 2, ..., L}
である．また σθと σMは活性化関数と呼ばれる非線形関数であり，シグモイド関数やラ
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図 2.7: L = 4の全結合多層ニューラルネットワークにおける誤差逆伝搬．
ンプ関数が用いられる．なお z(1)τ = xτ であり，音源情報推定において入力xτ は，観測
信号の周波数情報と時間情報の両方を考慮するために，観測信号Xω,τ ∈ CΩ×T の時間周
波数要素を並べたベクトルとすることが多い [38, 81]．
xτ = (Xτ−Pb , ...,Xτ , ...,Xτ+Pf )
⊤ (2.36)
Xτ = (ln |X1,τ |, ..., ln |XΩ,τ |) (2.37)
ここで ω = {1, 2, ...,Ω}と τ = {1, 2, ..., T}は，周波数と時間のインデックスを表す変数
であり，⊤は転置を表す．また Pb, Pf は考慮する前後の時間フレーム数であり，コンテ
キスト窓と呼ばれる [81]．
教師あり学習に基づくΘMの学習は，事前に用意された観測信号と所望の音源情報の
学習データを用いて，式 (2.32)で行われる．しかしDNNは複雑な関数であり，目的関
数J (ΘM)を最大化するΘMを解析的に求めるのは困難である．そこで学習には勾配法
が用いられる．
ΘM ← ΘM + λ∂J (ΘM)
∂ΘM
(2.38)
ここで λはステップサイズである．勾配法で複雑な非線形写像を学習する際に問題とな
るのは第二項の勾配計算である．DNNのように非線形写像を行列演算や非線形演算の合
成関数で表現する場合，勾配の計算には微分の連鎖則を繰り返す必要がある．この問題
を解決するために，ニューラルネットワークの勾配計算を効率的に行う “誤差逆転伝播
法 [82]”が提案された．誤差逆伝搬では，図 2.7のように，l+ 1層の誤差を l層へ逆方向
に伝搬させ勾配を計算する．詳細な導出については [37]などの専門書に譲り，ここでは
実行のアルゴリズムを簡潔に示す．まず，表記の簡単のためにU(l) = (u(l)1 ,u(l)2 , ...,u(l)T )，
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Z(l) = (z
(l)
1 , z
(l)
2 , ..., z
(l)
T )とおき，式 (2.34)(2.35)をそれぞれ
Z(l) = σθ
{
U(l)
}
(2.39)
U(l) =W(l)Z(l−1) + b(l)1⊤T (2.40)
と書き換える．ここで 1T は 1を T 個並べたベクトルである．まず目的関数内の評価関
数R (yτ ,M (xτ |ΘM))を最終層の入力 u(L)τ で偏微分した値を並べた行列である∆(L)を
計算する．
δ(L)τ =
∂R (yτ ,M (xτ |ΘM))
∂u
(L)
τ
(2.41)
∆(L) = (δ
(L)
1 , δ
(L)
2 , ..., δ
(L)
T ) (2.42)
そして各層の，目的関数の l層の入力u(l)τ による微分を以下で再帰的に計算する．
∆(l) = σ′θ
{
U(l)
}
⊙W(l+1)⊤∆(l+1) (2.43)
ここで⊙はアダマール積を表し，σ′θは σθを u(l)τ で要素ごとに微分した値を返す関数で
ある．そして，∆(l)を用いて重み行列とバイアスベクトルの勾配を計算する．
∂W(l) =
1
T
∆(l)Z(l−1)⊤ (2.44)
∂b(l) =
1
T
∆(l)1⊤T (2.45)
最後に重み行列とバイアスベクトルを勾配法で更新する．
W(l) ←W(l) + λ∂W(l) (2.46)
b(l) ← b(l) + λ∂b(l) (2.47)
なお，アルゴリズムの収束の安定化や高速化のために，式 (2.46)(2.47)の第二項の勾配項
を調整する手法として，AdaGrad [83]や Adam [84]などの手法が提案されている．また，
ΘMの学習は勾配法で行われるため，求まる解はその初期値に依存する．そこで，ΘMの
初期値決定法として，制約付きボルツマンマシン（RBM: restricted Boltzmann machine）
[85]や識別的事前学習法（discriminative pre-training）[86] などが提案されている．
2.4.2 深層学習におけるネットワーク構造に関する研究
本節では，ネットワーク構造の高度化に関する研究を概説する．音は物理現象であるた
め，音源情報を推定する写像関数には物理的な制約や聴覚に関する知見を含めるべきであ
る．本節では，ネットワーク構造を工夫することで物理的な制約や聴覚に関する知見を含
める代表的な方法として，畳み込みニューラルネットワーク（CNN: convolutional neural
network）[39, 40] と再帰型ニューラルネットワーク（RNN: recurrent neural network）
[41, 42]を概説する．
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(a) 畳み込みニューラルネットワーク
CNNは，生物の脳の視覚野における神経細胞の受容野の局所性をヒントにしたネット
ワークである [39, 40]．銃声や悲鳴などの特定の音を検出する音源情報推定を考えたとき，
火薬の爆発に起因する突発的音や，声の震えに起因する特定の周波数変化など，ある特
定の時間周波数パターンを持った音だけを抽出したいことがある．特定の入力パターン
を検知する方法として画像処理の分野では，2次元畳み込み（convolution）が用いられ
ている．2次元畳み込みは，入力画像と特定のパターンを表す行列との相関をとること
に近く，CNNは特定のパターンを表す行列をニューラルネットワークで学習する方法と
考えることもできる．
DNNでは層間の全ユニットが結合していた一方で，CNNでは決まった少数のユニッ
トとのみ結合をもつ．CNNの順伝搬にはプーリングやバッチ正則化 [87]などの処理が
加えられるものの行列演算で記述できるため，その学習はDNNと同様に誤差逆伝搬を
用いて実行できる．音源情報推定においてCNNは，音声認識 [13, 43]や楽器音の発音認
識 [88]に用いられており，DNNと比べ高い精度で音源情報推定ができることが示されて
いる．
(b) 再帰型ニューラルネットワーク
RNNは時系列データの時間方向の関係性をモデル化するネットワークである [41]．音
は時系列データであるため，入力は時間フレーム間で方向に強い依存関係がある．また
発声のイントネーション（例えば，方言の違い）や音楽のリズムなど，音の時間変化に
音源情報が埋め込まれていることもあるため，ネットワーク構造に時間方向の依存関係
を表現する仕組みを組み込みたい．RNNは中間層に自分自身への帰還路を持たせ，情報
を一時的に記憶させることで，時間方向への依存性を表現するニューラルネットワーク
である．RNNを用いた非線形写像は以下のように記述できる．
M(x|ΘM)← σM
{
Woutzτ + b
out
}
(2.48)
zτ =W
inxτ +W
rzτ−1 + b
in (2.49)
式 (2.49)の第二項が帰還路を表現しており，Wrが過去の情報の帰還重みである．
RNNは帰還路を持つネットワークであるため，その学習にはDNNと同様の誤差逆伝
搬法を用いることができない．そのため RNNの学習には，帰還路を別の中間層とみな
し，RNNを時間方向に展開して大規模なネットワークとみなすBPTT（backpropagation
through time）法 [89]が用いられる．そのため，順伝搬の際には層数の少ないニューラル
ネットワーク構造であるが，誤差逆伝搬の際には非常に層の深いニューラルネットワー
クを学習することになる．ゆえに勾配消失問題が生じるため，RNNが記憶できる時間フ
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レームは 10フレーム程度であるといわれている [42]．そこでより長期の記憶を扱うため
に，外部記憶装置を持たせた長短記憶（LSTM: long short-term memory）ネットワーク
[42]や，微分可ニューラルコンピュータ（DNC: differentiable neural computers）[90] な
ども提案されている．音源情報推定においては，音声認識 [44]や音源強調 [91, 32]など
で用いられている．
2.4.3 深層学習における目的関数の設計の研究
本節では，目的関数の高度化に関する研究を概説する．まず観測信号と所望の音源情
報のラベルデータのペアがある教師あり学習で広く用いられる，決定論的な目的関数を
紹介する．次いで，ラベルデータの収集が困難な場合や，ラベルデータが一意に定まら
ない場合のニューラルネットワークの目的関数の例として，生成モデル学習と強化学習
の目的関数を紹介する．
ニューラルネットワークの学習は誤差逆伝搬法で行われる．式 (2.41)から明らかなよ
うに，誤差逆伝搬を行うための目的関数設計の制約は，音源情報の推定精度が高いほど
大きな値を返す評価関数R (y, yˆ)を，ニューラルネットワークのパラメータΘMで微分
可能な形で記述することである．この基準を満たす，教師あり学習のための代表的な目
的関数に，二乗誤差最小化（MMSE: minimum mean square error）と交差エントロピー
がある．
MMSEは回帰の問題に広く用いられる目的関数であり，評価関数R (y, yˆ)を yと yˆの
二乗誤差としたものである．音源情報推定の中では，音源強調などの源信号を推定する
問題などで用いられる．MMSEに基づく J (ΘM)は，yτ は源信号のスペクトルなどを
表すベクトルとして，
J (ΘM) = − 1
T
T∑
τ=1
|yτ −M (xτ |ΘM)|2 (2.50)
のように記述できる．源信号のスペクトルを推定する問題では，MMSEの代わりに一般
化カルバックライブラーダイバージェンス（KLD: Kullback-Leibler divergence）[92]や
板倉斎藤距離（ISD: Itakura-saito divergence）[93]などの目的関数を用いる研究もある．
一方，交差エントロピー関数は識別の問題に広く用いられる目的関数であり，評価関数
R (y, yˆ)を多項分布の対数尤度にしたものである．音源情報推定の中では，音声認識な
どの音源の種類を推定する問題などで用いられる．目的関数はyτを音源の状態を 1-of-K
表現で表したベクトルとして
J (ΘM) = 1
T
T∑
τ=1
K∑
k=1
zτ,k lnM (xτ |ΘM)k (2.51)
のように記述できる．
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このように，観測信号と所望の音源情報のラベルデータのペアがある教師あり学習に
おいては，目的関数がニューラルネットワークの出力値と学習データの値の誤差で求ま
る解析的に扱いやすい決定論的な形式で記述することができる．しかし十分な量のラベ
ルデータがない場合や，ラベルを一意に定めることができない場合は出力の目標値を一
意に定めることができないため，決定論的な形で目的関数を記述することができない．
以下では，この問題を解決するために，確率的要素を含んだ形で目的関数を設計する例
として生成モデル学習と強化学習を紹介する．
(a) 生成モデル学習
観測信号xは得られるが，所望の音源情報のラベルデータ yが得られない場合の学習
方法の一つに生成モデル学習がある．生成モデル学習とは，教師あり学習のようにラベ
ルデータを推定するのではなく，観測信号を生成した確率分布（生成モデル）p(x)を推
定する学習法である．ゆえに，目的関数はMMSEや交差エントロピーのように決定論
的な形ではなく，確率的な要素を含んだ形で記述される．近年，深層学習を用いた生成
モデル学習法として変分オートエンコーダ（VAE: variational auto-encoder）[94]と敵対
的生成ネットワーク（GAN: generative-adversarial networks）[95]が提案された．この 2
つの研究に共通する点は，誤差逆伝搬に用いる目的関数に観測信号や潜在変数の確率分
布が満たすべき性質を記述したものを利用している点にある．
VAEは p(x)の変分推論から導かれる生成モデルの学習法である．VAEでは，観測信
号を生成する原因や背後にある状態などを表現する潜在変数 zを導入する．音源情報推
定において zは，音の突発性や周波数特性を表す音響特徴量と考えることもできる．変
分推論の枠組みでは，観測信号を得た元での潜在変数の事後分布 p(z|x)を近似した分布
qΘM(z|x)を考えることで，生成モデルの対数尤度 ln p(x)を以下のように書き換える．
ln p(x) = KL [qΘM(z|x)||p(z|x)] + L(ΘM,ΘG|x) (2.52)
第一項はKLD，第二項は変分下界と呼ばれる値であり，KLDは以下のように計算できる．
KL [q(x)||p(x)] = −
∫
q(x) ln
p(x)
q(x)
dx (2.53)
KLDは必ず非負値であるため，VAEでは変分下界を最大化することで生成モデルの対
数尤度を最大化する．
L(ΘM,ΘG|x) =
∫
qΘM(z|x) ln
pΘG(x|z)p(z)
qΘM(z|x)
dz (2.54)
= −KL [qΘM(z|x)||p(z)] +
∫
qΘM(z|x) ln pΘG(x|z)dz (2.55)
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図 2.8: 変分オートエンコーダ．各ニューラルネットワークは観測信号や潜在変数の従う
確率分布を出力する．出力された確率分布と目標とする確率分布の違いの最小化を目的
関数とする．
式 (2.56)で具体化すべき項は観測信号を得た下での潜在変数の事後分布 qΘM(z|x)と，潜
在変数を得た下での観測信号の事後分布 pΘG(x|z)（生成モデル）である．VAEでは図
2.8のように，この 2つの確率分布をニューラルネットワークで推定する1．具体的には，
qΘM(z|x)と pΘG(x|z)をガウス分布などの確率分布で表現し，分布のパラメータをニュー
ラルネットワークで推定する．以上より，VAEにおける目的関数は以下のようになる．
JVAE(ΘM,ΘG) = L(ΘM,ΘG|x) (2.56)
ΘM,ΘG ← arg max
ΘM,ΘG
JVAE(ΘM,ΘG) (2.57)
VAEは，誤差逆伝搬の過程で生成モデルの勾配を計算する必要があるため，生成モ
デルを微分可能な確率分布として陽に表現していた．一方GANは，生成モデルを確率
分布として陽に表現せずに生成モデルを学習する方法である．今，観測信号を生成した
真の分布を p∗(x)と考える．推定した生成モデル pˆ(x)が p∗(x)と完全に一致するなら
ば，pˆ(x)から生成されたデータは学習データと見分けがつかなくなり，その密度比は
p∗(x)/pˆ(x) = 1を満たす．つまり，生成モデルを確率分布として陽に表現しなくとも，
生成モデルから生成されたデータと学習データの見分けがつかなくなるように pˆ(x)を
学習すれば，生成モデルは学習できる．GANではこの考え方に基づき，潜在変数からx
を生成するニューラルネットワーク G(z|ΘG)と，xが真の分布から生成されたものか疑
1なお，2つのニューラルネットワークを用いて qΘM(z|x)と pΘG (x|z)を表現し，変分下界を最大化す
るようにニューラルネットワークを学習する考え方は，Dayanらが Helmholtz Machine [96, 97]として
1995年に発表している．
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図 2.9: 敵対的生成ネットワーク．観測信号を疑似生成するニューラルネットワークと，
入力が観測信号の学習データである確率と疑似生成されたデータである確率の密度比を
出力するネットワークを用いる．
似生成されたものかを識別するニューラルネットワークM(x|ΘM)の 2つのニューラル
ネットワークを利用する（図 2.9）．G(z|ΘG)はM(x|ΘM)をだます（誤識別）ことが目
的であり，M(x|ΘM)は G(z|ΘG)から生成されたものを見破る（正識別）ことが目的で
ある．ゆえに 2つのニューラルネットワークは以下の目的関数を用いて “敵対的”に学習
される．
JGAN(ΘM ,ΘG) =
∫
p∗(x) lnM(x|ΘM)dx+
∫
pˆ(x) ln (1−M(x|ΘM)) dx (2.58)
ΘM ← arg min
ΘM
JGAN(ΘM,ΘG) (2.59)
ΘG ← arg max
ΘG
JGAN(ΘM,ΘG) (2.60)
ΘMとΘG の目的関数は同じ形をしているにもかかわらず，識別のパラメータΘMは識
別率を最大化するよう，生成のパラメータΘGは識別率を最小化するように学習される．
ここまで，生成モデル学習に基づくニューラルネットワーク学習のための目的関数設
計を説明してきた．これらの研究における着目すべき考え方は，観測信号や潜在変数の
確率分布が満たすべき性質を評価関数として目的関数を設計し，その性質を満たすよう
にニューラルネットワークを学習する点にある．
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図 2.10: Deep Q-network．ニューラルネットワークは行動を選択/生成する．明示的な
ラベルデータの代わりに行動に関する報酬を出力する報酬関数を導入し，その報酬を最
大化する行動を確率的に探索する．
(b) 強化学習
ラベルデータが得られないが，ニューラルネットワークの出力を評価できる場合の学
習方法の一つに強化学習がある．強化学習 [98]は，明示的にラベルデータを用意する代
わりに出力の良悪を判定する報酬関数を導入して学習を行う枠組みであり，ゲームにお
ける行動の最適化などで用いられている [99, 100, 101]．例えばゲームの行動を学習する
ときは，より高いゲームスコアを得るように行動選択することが最終目標となる．しか
し，ゲームスコアを最大化するための明示的な教師データ（行動）を用意することはで
きない．そこで強化学習では，自身の行動方針に従いゲームを行ない，その結果，良い
ゲームスコアを得られれば現在の行動方針は正しい，悪いゲームスコアを得たならば現
在の行動方針は誤っていると解釈しながら，試行錯誤を通じて行動方針を学習していく．
強化学習の代表的なアルゴリズムに “Q学習”がある．Q学習では，観測xτ（ゲームの
画面）を得た下で，有限個の行動の候補A = {a1, a2, ..., aA}（ゲームのボタン操作）の中
からどの行動を選択するべきかを判断する関数Q(xτ , a)を学習する2．ここでQ(xτ , a)は
Q関数と呼ばれ，“xτを観測したときに行動 aを選択し，その後も現在の方策にしたがい
行動を続けた際に得られる報酬の和の期待値を返す関数 [98]” を表し，簡潔に言えばxτ
の下で行動 aを取るメリットを返す関数である．DQN（Deep Q-network）[100, 101]で
は，Q関数をニューラルネットワークを用いてM(xτ |ΘM) = (Q(xτ , a1), ..., Q(xτ , aA))
2行動の選択問題から，行動の生成問題へ拡張した研究もある [102]．
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で表現する（図 2.10）．時刻 τ における行動は
aτ ← arg max
a
M(xτ |ΘM) (2.61)
で選択され，選択した行動に応じて報酬 rτ（ゲームスコア）を得る．強化学習において
最適な行動は，報酬の和（最終的なゲームスコア）を最大化する行動であるため，目的
関数は以下のように記述できる．
JDQN(ΘM) =
T∑
τ=1
γt−1rτ (2.62)
ΘM ← arg max
ΘM
JDQN(ΘM) (2.63)
ここで γは報酬の輪が無限大に発散しないようにするための定数である．このように強
化学習の目的関数は自身が確率的に選択した行動に依存してその値が決定する．ゆえに
目的関数は教師あり学習のように決定論的には定まらず確率的な形式でしか記述できな
い．その代わりに，強化学習に用いる報酬関数は誤差逆伝搬で要求されるような微分可
能な関数である必要がなく，また観測信号やニューラルネットワークに対する最適な出
力に関する完全な理解が無くても設計出来るため，ラベルデータが一意に定まらない問
題においてもニューラルネットワークを学習できる．この研究における着目すべき考え
方は，非線形写像の出力を評価する関数を別に用意し，その評価値を最大化する非線形
写像の出力を確率的に探索することでニューラルネットワークを学習する点にある．
2.5 深層学習に基づく音源強調
2.1節では，時間周波数マスクを用いた音源強調は，観測信号から時間周波数マスクやそ
の設計のためのパラメータを求める必要があることを述べた．そしてその推定のための手
がかりには，音源の方向などの物理的な特性だけなく，音源の種類などの潜在的な音源情
報を併用する必要があることを述べた．2.3節と 2.4節では，潜在的な音源情報を推定する
手段として深層学習を紹介した．これらの研究の流れに基づく音源強調の新たな方向性と
して，深層学習を音源強調に応用し，潜在的な音源情報を併用しながら時間周波数マスク
を推定する研究が行われている [32, 33, 34, 45, 46, 47, 48, 91, 70, 103, 104, 105, 106, 107]．
すなわち，観測信号を時間周波数マスクを計算するために必要なパラメータへ写像する
非線形関数としてニューラルネットワークを利用する．時間周波数マスクを計算するため
のパラメータは，振幅スペクトルやパワースペクトルなどの実数変数であるため，ニュー
ラルネットワークは回帰関数として用いられる．以下では，図 2.11に示した深層学習を
用いた音源強調の概要に沿って，ニューラルネットワークの利用法と学習法を説明する．
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図 2.11: 深層学習に基づく音源強調．
まず，深層学習を用いた時間周波数マスクを計算するための最も基本的な方法として，
全結合多層ニューラルネットワーク（DNN）を用いた時間周波数マスク計算を説明する
[47, 48, 33, 34, 70]．DNNを学習するために，観測信号Xω,τとラベルデータyτ ∈ RD（時
間周波数マスクを計算するためのパラメータ）を生成する．式 (2.3)からわかるように，
観測信号は源信号 Sω,τ と雑音Nk,ω,τ のデータから生成できるため，深層学習に基づく音
源強調に必要な学習データは源信号 {Sτ |τ = 1, ..., T}と雑音 {Nτ |τ = 1, ..., T}である．
ただし
Sτ = (S1,τ , S2,τ , ..., SΩ,τ ) (2.64)
Nτ =
(
K∑
k=1
Nk,1,τ ,
K∑
k=1
Nk,2,τ , ...
K∑
k=1
Nk,Ω,τ
)
(2.65)
である．
そして，式 (2.3)を用いて生成された観測信号Xω,τ から，DNNへの入力ベクトル xτ
（音響特徴量）を計算する．学習データが十分にあり，多くの隠れ層や隠れユニットを持
つDNNを利用できるならば，DNNはニューラルネットの内部で自動的に音響特徴量を
抽出できるといわれている．そのため式 (2.36)で述べたように，DNNへ入力する音響特
徴量は観測信号Xω,τ の時間周波数要素を並べたベクトルとすることが多い [38, 81]．
xτ = (Xτ−P , ...,Xτ , ...,Xτ+P )⊤ (2.66)
Xτ = (ln |X1,τ |, ..., ln |XΩ,τ |) (2.67)
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一方学習データが十分にない場合は，隠れ層や隠れユニットの数を削減するために，事
前に人手で選択した音響特徴量を抽出し，xτ とすることもある．この音響特徴量には，
メル周波数ケプストラム係数（MFCC: mel-frequency cepstrum coefficient）や線スペク
トル対（LSP: line spectral pairs）などが用いるられる．
次に，DNNの出力である，時間周波数マスクを計算するためのパラメータを並べたD
次元ベクトルを yτ ∈ RDを定義する．例えば源信号の振幅スペクトル |Sω,τ |から時間周
波数マスクを計算する場合は，
yτ = (|S1,τ |, |S2,τ |, ..., |SΩ,τ |)⊤ (2.68)
である．
最後にDNNの順伝搬の式 (2.33)(2.34)(2.35) を利用し，以下のように yτ を推定する．
yˆτ ←M (xτ |ΘM) = σM
{
u(L)τ
}
(2.69)
z(l)τ = σθ
{
u(l)τ
}
(2.70)
u(l)τ =W
(l)z(l−1)τ + b
(l) (2.71)
ここでL，W(l)，b(l)，ΘM，σθ，σM の定義は前節で説明したものと同じである．ただし
DNN音源強調は回帰問題であるため，σMの活性化は省略することが多く，またz(1)τ = xτ
である．また，ニューラルネットワークのパラメータΘMは，式 (2.50)で説明したMMSE
などを目的関数とし，誤差逆伝搬法で学習する．
ΘM ← arg max
ΘM
J (ΘM) (2.72)
J (ΘM) = − 1
T
T∑
τ=1
|yτ −M (xτ |ΘM)|2 (2.73)
ここまで，深層学習に基づく音源強調の最も単純な実装として，全結合多層ニューラ
ルネットワークを利用した音源強調と，MMSEに基づくニューラルネットワークのパラ
メータ学習を説明した．近年では，より源信号の推定精度を向上させるために，ネット
ワーク構造，および目的関数の高度化の研究が行われている．以降では，それぞれの研
究について説明する．
(a) ネットワーク構造に関する従来研究
近年研究が進められているネットワーク構造の高度化では，RNNや LSTMを用いた
時系列のモデル化 [32, 91, 103]や，振幅スペクトルの非負性のモデル化など，音響信号
の物理的性質を記述するものが多い．これは，音は物理現象であるため，物理的な性質
を利用した方が観測信号と音源情報の関係性を記述するモデルを設計しやすいと考えら
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図 2.12: 非負値行列因子分解（NMF: non-negative matrix factorization）．
れるためである．時系列のモデル化については，RNNや LSTMを応用するものがほと
んどである．RNNや LSTMについては前節で説明したため省略し，ここでは音源強調
特有のネットワーク構造である，振幅スペクトルの非負性のモデル化について説明する．
振幅スペクトルの非負性を利用して時間周波数マスクのパラメータを推定する手法と
して，非負値行列因子分解（NMF: non-negative matrix factorization）がある [72] の構
造をニューラルネットワークの一種であるオートエンコーダを用いて表現する，非負オー
トエンコーダ（NAE: non-negative auto-encoder）を説明する [45, 46]．ウィナーマスク
や IRMなどの時間周波数マスクは，源信号と雑音の振幅スペクトルから設計されるマ
スクである．振幅スペクトルやパワースペクトルは音源の強度を表す値のためその値は
必ず非負になるという物理的な性質がある．そのため時間周波数マスクのパラメータを
推定する際には，振幅スペクトルの非負性を利用したい．NMFは，振幅スペクトルの
非負性を利用して，源信号や雑音の振幅スペクトル推定する代表的な手法の一つである
[72]．NMFでは，振幅スペクトルの加法性やスパース性を仮定し，振幅スペクトルを時
間周波数方向に並べた行列（振幅スペクトログラム）X ∈ RΩ×T0≤ を，源信号と雑音の振
幅スペクトルの U個の基底を表す基底行列W ∈ RΩ×U0≤ とその混合強度を表す強度行列
Z ∈ RU×T0≤ に分解する手法である（図 2.12 ）．NMFによる振幅スペクトルの分解は，以
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下のように記述できる．
X ≈WZ (2.74)
X = (X1, ...,XT ) (2.75)
Xτ = (|X1,τ |, ..., |XΩ,τ |)⊤ (2.76)
W = (w1, ...,wΩ)
⊤ (2.77)
wω = (wω,1, ..., wω,U)
⊤ (2.78)
Z = (z1, ..., zT ) (2.79)
zτ = (z1,τ , ..., zU,τ )
⊤ (2.80)
そして，WとZは，式 (2.75)を満たすように求められる．例えば，二乗誤差関数の最小
化に基づきWとZを求める場合は，以下となる．
W,Z← arg max
W,Z
−
Ω∑
ω=1
T∑
τ=1
∣∣∣∣∣|Xω,τ | −
U∑
u=1
wω,uzu,τ
∣∣∣∣∣
2
(2.81)
最後に，源信号の振幅スペクトルに対応する基底 US だけを用いて信号を再構成するこ
とで，源信号の振幅スペクトルを推定する．
|Sˆω,τ | ←
∑
u∈US
wω,uzu,τ (2.82)
このことからわかるように，NMFにおいて源信号の振幅スペクトルの推定は，観測信号
からのアクティベーション行列Zの推定と，Zを用いた源信号の再構成の二段階処理で
行われる．NAEは，オートエンコーダの学習において基底行列Wに非負制約を加えて
学習し，隠れ層の活性化関数をランプ関数とすることで，式 (2.74)による振幅スペクト
ログラムの行列積による表現を，オートエンコーダにおける入力信号の再構成とみなす
ものである．NAEの定義は以下のように記述できる．
Sˆτ =WsReLU
(
W⊤s xτ
)
(2.83)
Nˆτ =WnReLU
(
W⊤nxτ
)
(2.84)
Ws,Wn ← arg max
Ws,Wn
−
T∑
τ=1
D(xτ , (Sˆτ + Nˆτ )) (2.85)
ここで Sˆτ と Nˆτ は式 (2.64)(2.65)で表現される源信号と雑音の振幅スペクトルの推定値，
Ws ∈ RΩ×U0≤ とWs ∈ RΩ×U0≤ は事前に学習された重み行列，ReLUはランプ関数，Dは二
乗誤差や一般化KLダイバージェンスなどの評価関数を表す．そして式 (2.85)の目的関
数を用いて学習されたWs ∈ RΩ×U0≤ を用いて，観測信号から Sˆτ を推定し，時間周波数マ
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図 2.13: 位相鋭敏フィルタの目的関数を用いた音源強調．(a) 源信号，雑音および観測信
号，(b) 源信号の振幅スペクトルの二乗誤差最小化による源信号の推定結果（式 (2.73)），
(c) PSFの目的関数による源信号の推定結果
スクを設計する．先行研究では，ニューラルネットワークの学習に振幅スペクトルの非
負性という物理制約を加えることで，同じ 3層オートエンコーダよりも音源強調精度が
向上することや，学習結果の解釈の容易化ができることが知られている．
(b) 目的関数の研究
近年進められている目的関数の高度化の研究では，ラベルデータが大量に存在する仮
定の下で目的関数を拡張する研究が多い．高度化の方針には大きく分けて 2つの方向性
があり，1つが時間周波数マスクと目的関数の複素数への拡張 [32, 91]，もう 1つが目的
関数の確率モデル化である [104, 106, 107]．
まず複素数への拡張を説明する．ウィナーマスクや IRMなどの時間周波数マスクは，
観測信号の振幅スペクトルを源信号に近づけるためのマスクである．ゆえに源信号の位
相スペクトルは推定しておらず，逆フーリエ変換の際に出力音に歪みが生じ，音声認識
率や音質低下の原因となっていた．これを解決するためには，複素スペクトルの推定誤
差を評価できる目的関数を利用する必要がある．近年，位相を考慮した時間周波数マス
ク計算のための目的関数である，位相鋭敏フィルタ (PSF: Phase sensitive filter)[32, 91]
が提案されている．
PSFと従来のニューラルネットワークを用いた時間周波数マスク計算との間には異な
る点が二つある．一つは，ニューラルネットワークで時間周波数マスクGω,τ ∈ [0, 1]を
直接求める点，もう一つが目的関数を複素領域の絶対誤差の二乗和としている点である．
まず時間周波数マスクGω,τ ∈ [0, 1]を直接求めるために，時間周波数マスクを並べたベ
クトルをGτ = (G1,τ , G2,τ , ..., GΩ,τ )⊤とする．そして出力層の活性化関数をシグモイド関
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数としたニューラルネットワークを用いてGτ を推定する．
Gτ ←M(xτ |ΘM) = sigmoid(u(L)τ ) (2.86)
そしてニューラルネットワークのパラメータを，以下の目的関数を最大化するように学
習する．
JM(Θ) = −
T∑
τ=1
Ω∑
ω=1
|Sω,τ −Gω,τXω,τ |2
= −
T∑
τ=1
Ω∑
ω=1
R(Sω,τ −Gω,τXω,τ )2 + I(Sω,τ −Gω,τXω,τ )2 (2.87)
ここでR(·)とI(·)はそれぞれ，複素数の実部と虚部を表す．時間周波数マスクGω,τ ∈ [0, 1]
を直接求めることで，式 (2.73)のような時間周波数マスクのパラメータ推定のための目
的関数でなく，源信号Sω,τ の推定精度を直接評価する目的関数を利用できるようになる．
この改良を行うことで，雑音の音量が大きいときに源信号の推定精度を向上させることを
図 2.13を用いて説明する．図 2.13(a)のように雑音が大きいとき，振幅スペクトルの二乗
誤差最小化で雑音を推定すると，複素領域ではその誤差が増大してしまう（図 2.13(b)）．
一方PSFの目的関数では，振幅スペクトルの推定誤差は増大するものの，複素スペクト
ル全体で考えたときには誤差が減少していることがわかる（図 2.13(c)）．PSFに基づく
目的関数で時間周波数マスクを推定することで，音声認識率が向上することが知られて
いる [32, 91]．PSFの他にも，源信号の推定誤差を複素領域で評価する方法として，複素
理想比率マスク (cIRM: complex ideal ratio mask) なども提案されている [108]．
次に，目的関数の確率モデル化を説明する．式 (2.73)で与えられるMMSEは，yτ は
M (xτ |ΘM)を平均値に持つガウス分布からのサンプルであると考え，尤度最大化基準
に則りΘMを学習しているととらえることができる．これは，以下の式変形を行うこと
で，MMSE推定と最尤推定が等価となることを利用している．
J (ΘM) = − 1
T
T∑
τ=1
|yτ −M (xτ |ΘM)|2
∝ 1
T
T∑
τ=1
−1
2
(yτ −M (xτ |ΘM))⊤ ID (yτ −M (xτ |ΘM))
∝
T∏
τ=1
1
(2pi)D/2
√|ID| exp
{
−1
2
(yτ −M (xτ |ΘM))⊤ ID (yτ −M (xτ |ΘM))
}
=
T∏
τ=1
N (yτ |M (xτ |ΘM, ID)) (2.88)
ここでN (x|µ,Σ)は平均 µ，共分散行列Σをパラメータにもつ多変量ガウス分布，ID
はD次元単位行列である．ここで着目すべき考え方は，ニューラルネットワークの出力
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を，所望の音源情報の推定量ではなく観測信号を得た下での所望の音源情報の条件付き
分布のパラメータと捉えることができる点である．ニューラルネットワークの出力を条
件付き分布のパラメータととらえることで，式 (2.88)は以下のように一般化できる．
J (ΘM) =
T∏
τ=1
p(yτ |M(xτ |ΘM))
∝
T∑
τ=1
ln p(yτ |M(xτ |ΘM)) (2.89)
このような拡張を行うことで，時間周波数マスクを計算するためのパラメータの推定誤
差がガウス分布に従わないときの時間周波数マスクを推定できるようになる．木下らは
以上の考え方に基づき，ニューラルネットワークの出力を混合ガウス分布のパラメータ
として，時間周波数マスクを計算するためのパラメータをMAP推定する手法を提案し
ている [104]．また Hershey らはバイナリマスクの推定をクラスタリング問題に置き換
える手法を提案している [106, 107]．
2.5.1 深層学習に基づく音源強調の課題
本節では，深層学習に基づく音源強調について説明してきた．音源強調の代表的な手
法として，時間周波数マスクを用いた非線形フィルタリングを説明した．深層学習に基
づく音源強調では，ニューラルネットワークを回帰関数として用いて源信号の振幅スペ
クトルを推定することを説明した．その学習は，個別に収録された源信号と雑音の学習
データから，観測信号とパラメータ（振幅スペクトルなどのラベルデータ）の学習デー
タを大量に用意し，ニューラルネットワークの出力とラベルデータの二乗誤差最小化基
準などの目的関数で行われることを述べた．近年の目的関数の発展として，ニューラル
ネットワークの出力を観測信号を得た下での所望の音源情報の条件付き分布のパラメー
タと考え，ラベルデータに対する尤度の最大化を目的関数とする，確率モデル化の考え
方を紹介した．この研究で着目すべき点は，音源強調のためのニューラルネットワーク
の学習を明示的に最尤推定と考えることで，目的関数に確率論的な考え方を導入できる
点にある．しかし依然としてニューラルネットワークの学習は教師あり学習でありラベ
ルデータを大量に必要とする．そのため 1章で述べたような，ラベルデータが大量に集
まらないケースや，ラベルデータが一意に定まらないようなケースでは，従来法をその
まま適用するだけでは源信号を推定できない．このような問題を解決するためには，確
率論的目的関数を発展させる必要があると考えた．
3章では，スポーツ競技音などのラベルデータを大量に用意することが困難な源信号
の推定について考える．ラベルデータが大量にある場合は，観測信号をそのまま大規模
なニューラルネットワークに入力することで，ニューラルネットワークの内部で適切な
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音響特徴量が設計され，高精度に源信号を推定することができる．しかしラベルデータ
が少ない場合に，従来研究で用いられるような大規模なニューラルネットワークを用い
ると，学習データへの過適合が生じ源信号の推定精度が低下する．これを回避するため
には，事前に音響特徴量を設計してネットワークのサイズを小さくすることで，ニュー
ラルネットワークの自由度を下げる必要がある．事前に音響特徴量を設計した場合，そ
の音響特徴量が回帰関数にとって不適切であると，源信号の推定精度が低下することが
知られている．しかし回帰の精度を最大化するために入力すべき適切な音響特徴量の性
質については明らかではなく，音響特徴量は技術者の経験に基づいて設計されている．3
章では，音源強調のためのニューラルネットワークの目的関数を最尤推定ととらえるこ
とで，回帰の精度を最大化するために入力すべき音響特徴量の性質が相互情報量の最大
化で記述できることを示し，ニューラルネットワークに入力する音響特徴量を相互情報
量の最大化に基づ選択することで音源強調の性能が向上することを示す．
4章ではラベルデータが一意に定まらない源信号の推定について考える．高品質な音
声通話のために，主観品質を最大化するように源信号を推定したい．しかし，人間が知
覚する音質の劣化の大きさと源信号の推定結果の二乗誤差の大きさは必ずしも比例しな
いため，二乗誤差最小化などでニューラルネットワークを学習して源信号を推定しても
主観品質を最大化する源信号を推定することはできない．聴覚フィルタなどを利用し，
主観評価値と相関の高い音質評価値 [50, 51, 52]を計算することはできるが，評価値から
それを最大化するラベル（時間周波数マスク）は一意に定めることができない．ゆえに
ニューラルネットワークを教師あり学習することができなかった．4章では，強化学習
の枠組みを音源強調に応用することでこの問題を解決することを試みる．ラベルデータ
を明示的に用意するのではなく，音質評価値を報酬関数として用い，報酬の期待値を最
大化するように時間周波数マスクの条件付き分布パラメータを出力するニューラルネッ
トワークを学習する目的関数を提案する．
2.6 深層学習に基づく異常音検知
2.2節では，外れ値検出に基づく異常音検知を概説し，検知精度を向上させるためには，
観測信号を音響特徴量へ写像する関数を適切に設計する必要があることを述べた．2.3節
と 2.4節では，深層学習を用いることで，柔軟な非線形変換関数を学習することができ
ることを述べた．これらの研究の流れに基づく新たな方向性として，深層学習を用いて
異常音検知のための音響特徴量を抽出する研究が行われてる．多くの場合音響特徴量は
実数変数であるため，ニューラルネットワークは回帰関数として用いられる（図 2.14）．
本節では，深層学習を用いた異常音検知のための音響特徴量抽出について説明する．
音源の状態を推定するための音響特徴量の抽出について研究は，観測信号の中に含ま
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図 2.14: 深層学習を用いた外れ値検知に基づく異常音検知．
れる音源の種類を推定する音響イベント検出の分野で進められてきた [109, 110, 111]．こ
れらの研究の中で，音源の状態を推定するためには観測信号の時間と周波数の両方の情
報（時間周波数構造）を，音響特徴量として抽出する必要があることが明らかになって
いる．こういった音響特徴量を抽出するための手法として，時間周波数分解能の異なる
複数のスペクトログラムを特徴量とする方法 [112]や，ガボールフィルタを用いた特徴量
抽出法 [111]などが提案されている．近年では，より複雑な音響特徴量抽出関数を設計す
るための方法として，深層学習に基づく手法が研究されている [80, 113, 112]．
深層学習に基づく異常音検知のための音響特徴量抽出関数設計では，オートエンコー
ダやRBMなどの自己符号化に基づくニューラルネットワークが広く利用される．この
方法では，オートエンコーダの中間層の出力を音響特徴量とみなして異常音を検知する
（図 2.15）．これは，異常音データやそのラベルデータがないため，交差エントロピー関
数などを利用した，教師あり識別アプローチでニューラルネットワークを学習できない
ためである．そこで，音響特徴量から観測信号へ復元可能な音響特徴量であれば，少な
くとも観測信号自身の時間周波数構造を保持した音響特徴量が抽出されるはずであると
いう考え方に基づき音響特徴量を抽出している．
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図 2.15: オートエンコーダなどの自己符号化に基づく音響特徴量を利用した異常音検知．
ニューラルネットワークは再構成二乗誤差最小化基準などの目的関数で学習される
オートエンコーダは，ニューラルネットワークの入力と出力が一致するように 2つの
ニューラルネトワークを学習する方法である．従来の異常音検知では，音響特徴量から
観測信号へ復元可能な音響特徴量を観測信号から抽出することを目指しているため，学
習に必要なデータは観測信号Xω,τ である．そしてDNNへの入力ベクトル xτ には，観
測信号自身の時間周波数構造を利用したいため，観測信号Xω,τ の時間周波数要素を並べ
たベクトルとする．
xτ = (Xτ−P , ...,Xτ , ...,Xτ+P )⊤ (2.90)
Xτ = (ln |X1,τ |, ..., ln |XΩ,τ |) (2.91)
最後に観測信号 xˆτ から音響特徴量 fτ を抽出するニューラルネットワークMと，音響
特徴量 fτ から観測信号 xˆτ へ復元するニューラルネットワーク Gを用いて，再構成二乗
誤差を最小化するように学習する．Mと GをDNNで実装すると以下のようになる．
fτ ←M (xτ |ΘM) = u(L)τ (2.92)
z(l)τ = σθ
{
u(l)τ
}
(2.93)
u(l)τ =W
(l)z(l−1)τ + b
(l) (2.94)
xˆτ ← G (fτ |ΘG) = u(L,G)τ (2.95)
z(l,G)τ = σθ,G
{
u(l,G)τ
}
(2.96)
u(l,G)τ =W
(l,G)z(l−1,G)τ + b
(l,G) (2.97)
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ここでΘM = {W(l),b(l)|l = 2, ..., L}，ΘG = {W(l,G),b(l,G)|l = 2, ..., L}，であり，σθと
σθ,Gは活性化関数である．また z(1)τ = xτ，z(1,G)τ = fτ である．そして目的関数は以下の
ようになる．
ΘM,ΘG ← arg max
ΘM,ΘG
JAE (ΘM,ΘG) (2.98)
JAE (ΘM,ΘG) = − 1
T
T∑
τ=1
|xτ − G (M (xτ |ΘM) |ΘG)|2 (2.99)
本節ではオートエンコーダによる再構成二乗誤差最小化を目的関数としたニューラルネッ
トワークの学習法を紹介したが，この他にも，RBMのように観測信号の尤度最大化を
目的関数とするものや，2.4節で紹介した変分オートエンコーダのように変分下界最大化
JVAEを目的関数とするものもある．
2.6.1 深層学習に基づく異常音検知の課題
本節では，深層学習に基づく異常音検知のための音響特徴量設計について説明してき
た．異常音検知では異常音のラベルデータが存在しないため，その学習には正常音と異
常音の識別率最大化による教師あり学習ではなく，外れ値検出に基づく手法が採用され
ることを説明した．外れ値検出に基づく異常音検知では，観測信号の時間周波数構造を
表現する音響特徴量を抽出する必要があることを説明し [109, 110, 111]，深層学習を利
用して音響特徴量を抽出する方法を説明した．これらの研究では，オートエンコーダや
RBMなどの自己符号化に基づく目的関数を利用して，ニューラルネットワークを学習
する．これらは，音響特徴量から観測信号へ復元可能な音響特徴量であれば，少なくと
も観測信号自身の時間周波数構造を保持した音響特徴量が抽出されるはずである，とい
う考え方に基づいている．
しかし図 2.15からわかるように，従来法では，ニューラルネットワークの学習に異常
音検知の結果がフィードバックされていない．そのため，従来法でニューラルネットワー
クを学習しても，異常音検知の精度は最大化されない．異常音検知の精度を最大化する
ためには，外れ値検出に基づく異常音検知に適した目的関数で音響特徴量抽出関数であ
るニューラルネットワークを学習するべきである．5章ではこの問題を解決するために，
外れ値検出に基づく異常音検知のための目的関数を提案する．外れ値検出に基づく異常
音検知を仮説検定とみなし，仮説検定の最適化基準であるネイマン・ピアソンの定理か
ら，ニューラルネットワークを学習するための目的関数である “ネイマン・ピアソン指
標”を導出する．
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本章では，スポーツ競技音などのラベルデータを大量に用意することが困難な源信号の
推定について考える．ニューラルネットワークは，図 2.1に示したように，音響特徴量
を入力とし，時間周波数マスクを計算するために必要なパラメータを出力する回帰関数
として用いられる．本章では小規模なニューラルネットワークを効率的に学習するため
に，ニューラルネットワークの入力に用いる音響特徴量を選択するための目的関数を提
案する．そのため，ニューラルネットワーク自体は，従来法と同様にMMSEに基づく目
的関数で学習する．以降では，源信号の二乗誤差に基づく推定精度を最大化するために
入力すべき音響特徴量の性質が相互情報量の最大化で記述できることを示し，源信号の
推定精度を最大化するための音響特徴選択の目的関数を提案する．
3.1 観測信号の定式化
高臨場メディア向けの音響再生技術として，22.2マルチチャネル音響 [114, 115]，Dolby
Atmos [116]，SAOC (spatial audio object coding) [117]，MPEG-H [118]，MPEG-4 Audio
Lossless Coding (ALS) [119]などの “オブジェクトベース音響再生技術”が開発されてき
た．これらの技術では，ユーザーの視点や位置に合わせて音源を定位させることにより，
自由視点映像 [120, 121]のようにまるで空間に潜り込んだような音響体験を実現してい
る．これらの技術では，定位させたい音源が事前にクリアに個別に収音できることを前
提としているため，その利用用途は映画製作などに限られていた．この技術をスポーツ
観戦などの実環境メディアに適用するためには，観測音から，所望の源信号だけを選択
的かつクリアに収音する技術が必要である．そこで本節では，大歓声に包まれたスポー
ツフィールドで，サッカーボールのキック音などの特定の競技音だけを選択的に収音す
る，“オブジェクトベース収音技術”の実現を目指す．
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図 3.1: スポーツフィールドでの観測信号のモデル化．
まず観測信号を，スポーツフィールドでの収音を例にとりモデル化する．図 3.1に示す
ように，スポーツフィールドでは，キック音などの所望の源信号Sω,τ ∈ CΩ×T を取り囲む
ように無数の歓声雑音Nk,ω,τ ∈ CK×Ω×Tが存在している．ここでKは雑音源数を表す．全
方向から到来する雑音の影響を低減するために，スポーツフィールドでの収音では，指向
性マイクロホンやマイクロホンアレイを用いることが一般的である [4, 5, 6, 122, 123]．今，
M本の指向性マイクロホンで構成されるマイクロホンアレイでの観測信号Xm,ω,τ ∈ CΩ×T
を以下のように記述する．
Xm,ω,τ = Hm,θS ,ωVm,0,ωSω,τ +
K∑
k=1
Hm,θk,ωVm,k,ωNk,ω,τ (3.1)
ここで θS と θkはマイクロホンアレイから見た源信号と k番目の雑音の方向，Vm,0,ω と
Vm,k,ωは源信号と k番目の雑音からm番目の指向性マイクロホンまでの伝達関数，Hm,θ,ω
はm番目の指向性マイクロホンの角度 θへの指向特性を表す．図 3.1で示したように，ス
ポーツフィールド上では全方向から雑音が到来するため，式 (3.1)のように指向性マイク
ロホンを用いた音源強調だけでは，源信号をクリアに収音できない．そこで観測信号か
ら所望の源音源だけをクリアに強調するために，時間周波数マスクを用いた音源強調を
行う．
Yω,τ = G
WF
ω,τ Xm1,ω,τ (3.2)
ここでm1は，M本のマイクロホンの中で，源信号の到来方向 V (S)m,ωに最も強い指向性を
持つマイクロホンのインデックスである．またGWFω,τ は以下の式で求まるウィナーフィル
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図 3.2: 本章の研究範囲．ニューラルネットワークに入力するべき適切な音響特徴量を，
大量の音響特徴量候補から選択するための目的関数を提案する．
タである．
GWFω,τ =
|Hm1,θS ,ωVm1,0,ωSω,τ |2
|Hm1,θS ,ωVm1,0,ωSω,τ |2 + |
∑K
k=1Hm1,θk,ωVm1,k,ωNk,ω,τ |2
=
exp (ξω,k)
1 + exp (ξω,k)
(3.3)
ここで ξω,kは源信号と雑音の事前 SNRであり，以下のように計算できる．
ξω,τ = ln
(
|Hm1,θS ,ωVm1,0,ωSω,τ |2
|∑Kk=1Hm1,θk,ωVm1,k,ωNk,ω,τ |2
)
(3.4)
ただしこの事前 SNRの定義は，事前 SNRに対数をとっている点で 2章での事前 SNR
の定義とは異なる．この理由は，スポーツフィールドでは雑音の音量が大きく，事前
SNRの学習データの大半の時間周波数成分が 0に近い値をとるため，誤差計算の安定の
ために事前 SNRに対数をとっている．本節では，式 (3.4)で定義した事前 SNR[70, 33]
ξτ = (ξ1,τ , ..., ξΩ,τ )
T を観測信号から推定し，源音源をクリアに個別に収音する．
3.1.1 音響特徴量の選択とニューラルネットワークを用いた事前 SNRの推定
事前 SNRを推定する手段として，2章で説明した全結合多層ニューラルネットワーク
（DNN）を用いる．ラベルデータが大量にある場合は，式 (2.36)で示したように，観測
信号をそのまま大規模なDNNに入力することでDNNの内部で適切な音響特徴量が抽出
され，高精度に源信号を推定することができる．しかし，スポーツの競技音は無響室な
どの理想的な環境で収録することが難しいため，ラベルデータ（事前 SNR）を大量に収
集することが困難であり，大規模なDNNを用いると学習データへの過適合が生じ源信
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号の推定精度が低下する．そこで本節では過適合を回避するために，観測信号から事前
に音響特徴量 f ∈ RDを抽出し，小規模なDNNを用いて事前 SNRを推定する．
事前に音響特徴量を抽出して DNNで事前 SNRを推定する場合，不適切な音響特徴
量を入力すると出力の推定精度が低下することが知られている．DNNに入力できる音
響特徴量の候補には，メル周波数ケプストラム係数（MFCC: mel-frequency cepstrum
coefficient）や線スペクトル対（LSP: line spectral pairs）など様々なものがある．これ
までの研究により，音声を強調するための音響特徴量には，MFCCなどのスペクトルの
概形情報を選択することが有効であることがわかっている．これは音声が，音素や声色
などの音色を変化させて情報を伝達するためと考えられる．しかし，サッカーボールの
キック音や野球のバッティング音などのスポーツの競技音を強調するために有効な特徴
量が何であるかは明らかではない．そのため，スポーツの競技音などの源信号を強調す
る場合には，技術者の経験や試行錯誤に基づいて音響特徴量を選択する必要があった．
そこで本章では，所望の種類の源音源をクリアに強調するためにDNNに入力すべき音
響特徴量の性質を導出し，音響特徴量選択関数を最適化するための目的関数を提案する
（図 3.2）．
本章の取り組みを定式化する．まず，MFCCや LSPなどのxτ から抽出した音響特徴
量候補から音響特徴量を選択する関数をF，そのパラメータをΘF とし，観測信号xτ か
ら音響特徴量 fτ を以下で抽出する．
fτ ← F (xτ |ΘF) (3.5)
そして事前 SNRを以下のDNNで推定する．
ξˆτ ←M (fτ |ΘM) = u(L)τ (3.6)
z(l)τ = σθ
{
u(l)τ
}
(3.7)
u(l)τ =W
(l)z(l−1)τ + b
(l) (3.8)
ここで z(1)τ = fτ であり，L，W(l)，b(l)，ΘM，σθの定義は 1章で説明したものと同じで
ある．本章では，音響特徴量選択関数のパラメータを最適化するための目的関数を設計
する．
ΘF ← arg max
ΘF
J (3.9)
3.2 相互情報量最大化に基づく音響特徴量選択
3.2.1 二乗誤差を最小化するの音響特徴量の性質
この節では，事前 SNRを高精度に推定するために，音響特徴量の満たすべき性質につ
いて議論する．MMSE推定は，所望の出力とDNNの出力の二乗誤差の期待値を最小化
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しようとする推定方法である．期待値の計算には，事前 SNRの推定誤差の確率分布が
既知である必要があるが，多くの場合その分布は未知である．そのためこの確率分布を，
大量の学習データのヒストグラムで置き換えることで，期待値を学習データの平均値に
置き換えている．ゆえにラベルデータが少ない場合，学習データだけから事前 SNRの推
定誤差のヒストグラムを構成すると，確率分布の近似性能が低下するため，推定精度の
低下や過適合が生じてしまう．そこで本節では，事前 SNRの推定誤差について確率分布
を明示的に仮定し，その分布の性質から確率論的に目的関数を設計することでこの問題
の解決を目指す．
まず，事前 SNRの推定誤差を以下のように定義し，その性質について議論をする．
eω,τ = ξω,τ −M(F(xτ |ΘF)|ΘM)ω. (3.10)
eω,τ の従う分布を調査するために，3.5.1節に記述した予備実験を行った．予備実験の結
果，eω,τ は近似的に平均値に 0を持つガウス分布に従うとみなして議論を進める．2.5節
で議論した通り，eω,τ が独立に平均値が 0となるガウス分布に従うとき，MMSE推定は
最尤推定と等価であることが知られている [124]．ここでMMSEに基づく目的関数にお
ける学習データの算術平均を期待値に戻すと，事前 SNRの推定誤差 eω,τ を最小化する音
響特徴量は，以下の目的関数J を最大化することになる．
J =
∫∫
p(F(x|ΘF), ξ) lnN
(
ξ|M(F(x|ΘF)|ΘM), σ2IΩ
)
dxdξ (3.11)
ここで IΩはΩ次元単位行列であり，σ2はガウス分布の分散パラメータである．ここで
lnN (ξ|M(F(x|ΘF)|ΘM), σ2IΩ) がF(x|ΘF)を得た下での ξの条件付き分布であること
に注意すれば，式 (3.11)は以下のように変形できる．
J =
∫∫
p(F(x|ΘF), ξ) ln p(ξ|F(x|ΘF))dxdξ (3.12)
∝
∫∫
p(F(x|ΘF), ξ) ln p(F(x|ΘF), ξ)
p(F(x|ΘF))p(ξ)dxdξ. (3.13)
ここで定数である事前 SNRのエントロピー− ∫ p(ξ) ln p(ξ)dξを加えることで，式 (3.12)
から式 (3.13)へ変形した．
式 (3.13)は，音響特徴量と事前 SNRの相互情報量として知られている値である．相
互情報量は，音響特徴量の中に事前 SNRの情報が，潜在的にどれだけ含まれているかを
示す値である [11, 59, 60, 125]．以上の議論より，事前 SNRの推定誤差が平均 0のガウ
ス分布に独立に従うと仮定したとき，MMSEに基づく目的関数は相互情報量の最大化と
等価になる．ゆえに事前 SNRの推定精度を最大化する音響特徴量を選択するためには，
相互情報量を目的関数としてそのパラメータを最適化すればよい．
ΘF ← arg max
ΘF
∫∫
p(F(x|ΘF), ξ) ln p(F(x|ΘF), ξ)
p(F(x|ΘF))p(ξ)dxdξ (3.14)
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3.2.2 相互情報量最大化に基づく特徴量選択法
本節では，相互情報量を最大化するF(x|ΘF)の設計法として，事前に定義したQ(> D)
次元の特徴量候補から，D次元の有益な特徴量を選択する特徴量選択を採用する [126, 127]．
ここで g ∈ RQを，MFCCや LSPなどのxから抽出した音響特徴量候補を並べたベクト
ル gτ = (g1,τ , ..., gQ,τ )⊤ とする．特徴量選択を採用すると，特徴量抽出関数F(x|ΘF)は
以下のように記述することができる．
F(x|ΘF) = Ag (3.15)
ここでAは，各行ベクトルが 1つの非零要素を持つ特徴量選択行列である．例えばQ =
4,D = 2であり，Aが 1番目と 3番目の特徴量候補を選択するとき，式 (3.15)は以下の
ように具体化される．
a1g1
a2g3
 =
a1 0 0 0
0 0 a2 0


g1
g2
g3
g4
 (3.16)
すると，式 (3.14)と式 (3.15)を用いれば，特徴量抽出関数F (x|ΘF)の最適化問題は，相
互情報量を最大化する特徴量選択行列Aの最適化問題へと書き換えることができる．
A← arg max
A∈AD,Q
∫∫
p(ξ,Ag) ln
p(ξ,Ag)
p(ξ)p(Ag)
dξdg, (3.17)
ここでAD,QはD× Qの特徴量選択行列がとりうる行列の集合である．
式 (3.17)でAを最適化するためには，音響特徴量と事前 SNRの相互情報量を評価す
る必要がある．相互情報量の計算には，音響特徴量と事前 SNRの従う確率密度関数が
既知である必要があるが，これらは未知であるため学習データから推定する必要がある．
しかし，例えば入出力変数の結合分布および各周辺分布をガウス分布などの解析的に扱
いやすい分布で近似すると，分布間の高次相関を正確に計量することができず1，相互情
報量が正しく評価できない．この問題を解決するために福水らは，入出力変数の各分布
を仮定せずに再生核ヒルベルト空間で入出力変数の高次相関を直接計量することで，相
互情報量を計量して入力の次元削減を行う “カーネル次元圧縮 [128, 129]”を提案した．
カーネル次元圧縮では，Aの最適化のための目的関数は以下のように記述される．
A← arg max
A∈AD,Q
−Tr [Φξ (Φg + ϵIK)−1] , (3.18)
1ガウス分布は 2次モーメントまでで分布形状が決定するため，3次以上の入出力の相関構造を計量す
ることができない．
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ここで ϵ > 0は正則化パラメータ，Φξと Φgは，以下で計算される中心化グラム行列で
ある．
Φξ = PΨξP , (3.19)
Φg = PΨgP , (3.20)
ここで 1 = (1, 1, ..., 1)T，P = IK − 1K11T，ΨξとΨgは ξとAgのグラム行列である．
Ψξ =

ψξ(ξ1, ξ1) · · · ψξ(ξ1, ξK)
...
. . .
...
ψξ(ξK , ξ1) · · · ψξ(ξK , ξK)
 , (3.21)
Ψg =

ψg(Ag1,Ag1) · · · ψg(Ag1,AgK)
...
. . .
...
ψg(AgK ,Ag1) · · · ψg(AgK ,AgK)
 , (3.22)
ここで ψξ(ξi, ξj)と ψg(Agi,Agj) は ξとAgの任意の半正定値カーネル関数である．式
(3.18)の右辺は条件付き共分散作用素（NTCCO: the negative-trace of the conditional
covariance operator）として知られている [128, 129]．NTCCOは入出力変数間の高次相
関の強さを表す変数であり，相互情報量と等価な，入力変数の中に出力変数の情報が潜
在的にどれだけ含まれているかを示す値である．
福水らは，式 (3.17)の実行に組み合わせ最適化を利用していたため，入力変数の次元
が大きくなると，その計算が困難となる [128]．特に音響特徴量は複数の次元の組み合わ
せで音の性質を表現するものが多く，例えば Q = 256，D = 48，aq ∈ {0, 1}であれば，
Aの候補数は |AD,Q| ≈ 2.9× 1052 となり，その探索は事実上不可能である．ゆえに音響
特徴量選択のようなQが大きくなる場合には，この式 (3.17)の実行が不可能であった．
3.2.3 ガウスカーネルを用いた音響特徴量選択行列の数値的最適化
本節では，組み合わせ最適化の問題を解決し，数値的に音響特徴量選択行列を最適化
するために，式 (3.18)とガウスカーネルの特性に着目する．提案法による音源強調全体
の概要を図 3.3に示す．まず，相互情報量最大化に基づき音響特徴量選択行列を最適化す
る（図 3.3(1-1)）．次いで，選択された音響特徴量と事前 SNRを用いて，DNNをMMSE
基準で学習する（図 3.3(1-2)）．そして新たな観測信号が得られたら，学習された音響特
徴量選択行列とDNNを用いて時間周波数マスクを設計し，所望の源音源を強調する（図
3.3(2)）．
式 (3.18)のグラム行列で用いるカーネルとしてガウスカーネルを採用すると，ψξ(ξk, ξk′)
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図 3.3: 提案法の実行手順．
と ψg(Agk,Agk′)は以下のように記述できる．
ψξ(ξk, ξk′) = exp
{
− 1
2ς2ξ
||ξk − ξk′||22
}
(3.23)
ψg(Agk,Agk′) = exp
{
− 1
2ς2g
||Agk −Agk′||22
}
(3.24)
ただし ς2ξ と ς2gはガウスカーネルのパラメータである．ここで ς2g = 1とすると，式 (3.24)は
ψg(Agk,Agk′) = exp
{
−1
2
(gk − gk′)TATA(gk − gk′)
}
, (3.25)
と簡潔に記述することができる．ここでATA ∈ RQ×QはAの平方和積和行列 (SSCP
matrix: sum of squares and cross-product matrix)である．音響特徴量選択行列を構成
する各行ベクトルは，一つの非零要素のみをもつベクトルであるため，その平方和積和
行列は対角行列となる．たとえば，Q = 4の中から，1,3,4番目の音響特徴量が選択され
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るとき，Aの平方和積和行列は以下のようになる．
ATA =

a1
0 · · · 0
a3
a4


a1 0
... a3
0 a4
 =

a21
0
a23
a24
 . (3.26)
すると各対角要素 a2q は，音響特徴量候補に対する重みと捉えることができるため，式
(3.25)は以下のように書き換えることができる．
ψg(Agk,Agk′) = exp
{
−1
2
Q∑
q=1
a2q(gq,k − gq,k′)2
}
(3.27)
式 (3.27)の構造に着目すると，式 (3.27)はAの平方和積和行列の対角要素を並べたベク
トル a = (a1, ..., aQ)Tで微分可能なことがわかる．また，音響特徴量選択行列の目的関
数である式 (3.18)において，音響特徴量選択行列が出現するのはグラム行列中のカーネ
ル関数のみであるため，式 (3.27)が aで微分可能ならば，目的関数である式 (3.18)も a
で微分可能である．目的関数が aで微分可能ならば，勾配法などの非線形最適化法によ
り aを最適化できるため，相互情報量を最大化する音響特徴量選択行列を数値的に求め
ることができる．
本章ではaを求めるために勾配法を用いる．aはAの平方和積和行列の対角要素を並
べたベクトルであるため，有効な音響特徴量に対応する次元だけが非零となるはスパー
スなベクトルとして求めたい．また，音響特徴量の中には，MFCCのように，複数の次
元をまとめて一つの音源情報を表すものもある．ゆえに，こういった音響特徴量を選択す
るときは，全ての次元をまとめて非零にするような最適化をすべきである．これらの条
件を満たすために，式 (3.18)にグループ化L1正則化項を付与してaを最適化する [130]．
まず，音響特徴量候補とその重みを，手動で U 個のグループに分割する．
g = (g1, ..., gU) (3.28)
a = (a1, ...,aU) (3.29)
次に，式 (3.18)を，グループ化 L1正則化項を付与した形に書き換える．
a← arg max
a
(
J − λ
U∑
u=1
|u|||au||2
)
(3.30)
J = −Tr [Φξ (Φg + ϵI)−1] (3.31)
ただし λ > 0は正則化パラメータであり，|u|は u番目のグループの音響特徴量の次元数
を表す．
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式 (3.30)の最適化には，近接勾配法のうち ISTA(iterative shrinkage-thresholding algo-
rithm) [131]と呼ばれるアルゴリズムを利用することができる．ISTAは勾配法によるJ
の最大化と，閾値を用いた aの縮退を組み合わせたアルゴリズムである．まず勾配法に
よるJ の最大化のために，J の aqによる勾配を以下のように計算する．
∂J
∂aq
= −Tr
[
∂
(
Φξ (Φg + ϵI)
−1)
∂aq
]
,
= −Tr
[
Φξ
∂ (Φg + ϵI)
−1
∂aq
]
,
= Tr
{
Φξ (Φg + ϵI)
−1 ∂Φg
∂aq
(Φg + ϵI)
−1
}
, (3.32)
∂Φg
∂aq
=

φ′1,1,q · · · φ′1,K,q
...
. . .
...
φ′K,1,q · · · φ′K,K,q
 . (3.33)
ただし式 (3.32)の導出には，トレース，行列積，および逆行列の微分公式を用いた [132]．
ここで φ′k,k′,qは
φ′i,j,q =
∂ψg(Agi,Agj)
∂aq
− 1
K
K∑
i′=1
∂ψg(Agi,Agj′)
∂aq
− 1
K
K∑
j′=1
∂ψg(Agj,Agj′)
∂aq
+
1
K2
K∑
i′=1
K∑
j′=1
∂ψg(Agi′ ,Agj′)
∂aq
,
(3.34)
のように計算可能であり，ガウスカーネルの微分は
∂ψg(Agk,Agk′)
∂aq
=
∂ exp
{−1
2
(gk − gk′)TATA(gk − gk′)
}
∂aq
,
= −1
2
Q∑
i=1
∂
(
a2q(gi,k − gi,k′)2
)
∂aq
exp
{
−1
2
Q∑
q=1
a2q(gq,k − gq,k′)2
}
,
= −aq(gq,k − gq,k′)2ψg(Agk,Agk′). (3.35)
のように求めることができる．勾配法の収束を早めるために，提案法の最適化には，慣
性項を付与した AdaDelta [133] 法を適用する．すると，勾配法による J の最大化は以
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下のように実行できる．
rq ← γrq + (1− γ)
(
∂J
∂aq
)2
(3.36)
r˜q ←
(
s
1/2
q + ϵ
r
1/2
q + ϵ
)
∂J
∂aq
(3.37)
sq ← γsq + (1− γ)r˜2q (3.38)
νq ← ηνq + (1− η)r˜q (3.39)
aq ← aq + ανq, (3.40)
ただし 1 > γ > 0と 1 > η > 0は慣性項である．次に，式 (3.30)の閾値 λを用いて aを
縮退させる．
au ←
0 (||au||2 < λ|u|)(au − λ) au||au||2 (otherwise) . (3.41)
以上を収束条件を満たすまで繰り返すことで，aを数値的に最適化することができる．
ただし，ISTAは繰り返し最適化法であるため，式 (3.32)中の行列 (Φg + ϵI)の逆行列
を，繰り返し毎に求めなくてはならない．この行列のサイズはRK×Kであり，Kは学習
データ中に含まれる全フレーム数を表す．ほとんどの場合，K は大きな値をとるため，
逆行列の計算には膨大な計算量を要する．例えば学習データがサンプリング周波数 48
kHz で収録された 1時間の音声データであり，それを窓長 30 ms，シフト長 15 ms の条
件で分析した場合，K ≈ 2.4 × 105となる．そこで計算量削減のために，本節では勾配
法の実行には確率的勾配法を用いる．すなわちKフレームの学習データを，各バッチが
Kzフレームを含む Z個のミニバッチに分割し，ミニバッチごとに逆行列の計算を行う．
以上をまとめた提案法の疑似コードをAlgorithm 1にまとめた．また aから音響特徴
量選択行列を求めるためにはAlgorithm 2を用いる．
3.3 評価実験
提案法の有効性を検証するために，スポーツフィールドを模擬した実験室で収集した
データを用いて，客観評価実験と主観評価実験を行った．
 3.3.2節では，提案法で選択した音響特徴量が従来法で選択した音響特徴量と比べ
て相互情報量を増加させるかを検証した．
 3.3.3節では，提案法が従来法の特徴量選択法と比べ音源強調性能を向上させるこ
とを客観的に示すために，信号対歪比 (SDR: signal-to-distortion ratio) [134]を用
いた性能比較を行った．
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Algorithm 1 ISTAによる aの更新アルゴリズム
1: Input: Training dataset ξ1,...,K , g1,...,K , validation dataset ξ1,...,Kv , g1,...,Kv , param-
eters for update process α, γ, η, λ and parameters for validation process Jcount-max
2: Output: a
3: Initialize a, r, s and ν
4: Set validation parameter: Jvmax ← −∞ and Jcount ← 0
5: while true do
6: {% Update process}
7: Separate the training dataset ξ1,...,K and g1,...,K into Z mini-batches
8: for All mini-batch z = 1, ...,Z do
9: Calculate Φs and Φg with z-th mini-batch with (3.19)–(3.22).
10: Update a by (3.36)–(3.40) (gradient method)
11: Update a by (3.41) (Soft thresholding)
12: end for
13: {% Validation process for early-stopping}
14: Calculate Jv using ξ1,...,Kv , g1,...,Kv by (3.31)
15: if Jv < Jvmax then
16: α← 0.5× α
17: Jcount ← Jcount + 1
18: else
19: Jvmax ← Jv
20: end if
21: if Jcount > Jcount-max then
22: break
23: end if
24: end while
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Algorithm 2 aを用いたAの設計アルゴリズム
1: Input: a
2: Output: A
3: Q← length(a)
4: D← Non-zero element count(a > 0)
5: Initialize A← 0D×Q, d = 1
6: for q = 1, ...,Q do
7: if aq > 0 then
8: Ad,q ← aq
9: d← d+ 1
10: end if
11: end for
 3.3.4節では，提案法が従来法の特徴量選択法と比べ音源強調性能を向上させること
を主観的に示すために，比較平均オピニオン評点 (CMOS: comparison mean opinion
score) を用いて，音質および明瞭度の聴取実験を行った．
3.3.1 実験条件
歓声が全方向から到来するスポーツ競技音の強調性能を評価するために，目的音とし
てサッカーおよび野球の試合で発生する競技音を採用した．目的音は，サッカーボールの
キック音 (FOOT)とゴールキーパーの叫び声 (SHOUT)，および野球ボールの打球音 (BASE)
とした．目的音と歓声雑音を再生するスピーカは図 3.4のように配置した．目的音を再生
するスピーカは部屋の中心に配置し，それを取り囲むように複数配置したスピーカを用
いて，実際のスポーツフィールドで収録した歓声雑音を再生した．マイクアレイは，目
的音方向に鋭い指向性を持つショットガンマイクロホン (m = 1) と，雑音方向に高い指
向性を持つ単一指向性マイクロホン (m = 2) の 2本のマイクロホンで構成した．
実験で比較した音響特徴量抽出法と事前 SNRの推定法を表 3.1 にまとめた．提案法で
は，選択した音響特徴量を事前 SNRに変換するためにGMM回帰 (3 : pGMM)とDNN回
帰 (6 : pDNN)を用いた．GMM回帰を用いた理由は，本研究の本質がMMSEに基づく回
帰関数に最適な音響特徴量を選択するための目的関数の設計であるため，手法の妥当性
を示すためにはDNNだけでなく，その他の射影関数でも精度を評価する必要があるた
めである．GMM回帰の実行法については，3.5.2節を参照されたい．従来法には，以下
の 4つの手法を用いた．
1 : CCA− GMM 　　　音響特徴量候補を正準相関分析（CCA: Canonical Correlation Anal-
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表 3.1: 実験で比較した音響特徴量と回帰関数の一覧．
Name Acoustic feature Mapping
1 : CCA− GMM Compressed using CCA GMM-based mapping
2 : GMM− all All candidates GMM-based mapping
3 : pGMM Selected using proposed method GMM-based mapping
4 : CCA− DNN Compressed using CCA DNN-based mapping
5 : DNN− all All candidates DNN-based mapping
6 : pDNN Selected using proposed method DNN-based mapping
7 : DNN− M
32 log-mel-filterbank out-
puts of two microphones by
concatenating five consecu-
tive (current and four pre-
vious) frames
DNN-based mapping
8 : IRM None Ground truth
ysis）[135]で次元圧縮し，それをGMM回帰で事前 SNRを推定する．圧縮後の特
徴量の次元数は，3 : pGMMに用いる音響特徴量と同じ次元数とする．
2 : GMM− all 　　　 すべての音響特徴量候補を用いて，GMM回帰で事前 SNRを推定
する．
4 : CCA− DNN 　　　 音響特徴量候補をCCA[135]で次元圧縮し，それをDNN回帰で事
前 SNRを推定する．圧縮後の特徴量の次元数は，6 : pDNNに用いる音響特徴量と
同じ次元数とする．
5 : DNN− all 　　　 すべての音響特徴量候補を用いて，DNN回帰で事前 SNRを推定
する．
提案法と従来法の違いは音響特徴量の選択法である．1 : CCA− GMMおよび 2 : GMM− all
と比べ 3 : pGMMが，また 4 : CCA− DNNおよび 5 : DNN− allと比べ 6 : pDNNの，音源強
調の性能が向上するならば，提案法による音響特徴量選択が源音源の推定に適している
といえる．また事前に音響特徴量を抽出しない方法として，メルフィルタバンク出力を
音響特徴量としDNN回帰で事前 SNRを推定する手法 [70]も評価した 7 : DNN− M．メル
フィルタバンク数は B = 32 とし，以下のように，2つのマイクロホンでの観測信号を過
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去 5フレーム分連結させたものを音響特徴量とした．
fτ = ln(X1,1,τ−4, ..., X1,B,τ−4, X2,1,τ−4,
..., X2,B,τ−4, X1,1,τ−3, ..., X2,B,τ )⊤,
(3.42)
ここで Xm,b,k は，Xm,(1,...,Ω),kを b番目のメルフィルタバンクで分析した出力である．ま
た，音源強調性能の上限として，IRMで音源強調した結果も評価した 8 : IRM [136]．
学習データとテストデータは，目的音Hm,θ1,ωV (S)m,ωSω,τ と，雑音
∑K
k=1Hm,θk,ωV
(Nk)
m,ω Nn,ω,τ
を重畳することで生成した．目的音と雑音は，図 3.4 (c)のようにスポーツ場を模擬した
環境で個別に収録した．収録時の標本化周波数は 48 kHz とした．FOOT と BASE の学習
データ数は 1200サンプル（目的音 100種類，再生箇所 3箇所，雑音レベル 4種類の組
み合わせ）とした．また，SHOUT の学習データ数も 1200サンプル（目的音 50種類，再
生箇所 3箇所，雑音レベル 4種類，雑音の種類はサッカー場と野球場の 2種類の組み合
わせ）とした．学習データ量が少ないため，事前 SNRは B = 32 で圧縮したものを推定
し，ウィナーフィルタの設計の際に事前 SNRをスプライン補間で線形周波数に補間し
た．GMM回帰のためのGMMの混合数は C = 32 とした．また提案法で選択された音
響特徴量は，GMM回帰の入力とするには次元数がまだ大きいため，3.5.2節で説明する
GMM回帰のための相互情報量最大化に基づく音響特徴量次元圧縮法を用いて 32次元ま
で圧縮した．DNN回帰に用いたDNNの構造は，隠れ層が 2層，隠れ層のユニット数が
128，活性化関数はシグモイド関数とした．また過適合を防ぐため，ドロップアウトと早
期終了（early-stopping）アルゴリズムを用いた．ドロップアウト確率は，入力層が 0.2，
隠れ層が 0.5 とした．また，早期終了の手順は以下とした．
1. DNNパラメータをすべての学習用ミニバッチを用いて SGD で更新する．
2. 検定用データセットを用いて，平均二乗誤差を評価する
3. 更新後の平均二乗誤差が，更新前の平均二乗誤差より増大したならば，勾配法のス
テップサイズを半減させる．
4. 勾配法のステップサイズが一定値以下になったら，更新を終了する．
DNNは MMSE基準の discriminative pre-training [86]を用いて初期化し，その後 fine-
tuningした．また，GMM回帰およびDNN回帰のすべての手法で，音響特徴量の各次元
の平均 0，分散 1となるよう正規化した．さらに，出力された事前SNRは global variance
equalization [47] を用いて補正を行った．その他実験条件はヒューリスティックに決定し
た．詳細な実験条件を表 3.2 に示す．
音響特徴量候補は，空間情報に基づくものと，スペクトル構造に基づくものを用いた．
空間情報に基づく音響特徴量を計算するために，局所 PSD推定法 [24] を用いた．この
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表 3.2: 実験条件．
Parameters for signal processing
Sampling rate 48.0 kHz
FFT length 512 pts
FFT shift length 256 pts
# of microphones 2
# of mel-filterbanks B 32
Training SNR (dB) -25, -20, -15, -10
Parameters for ISTA
Total dimensions of potential acoustic feature Q 238
Mini-batch size Kz 512
Kernel parameter ς2ξ 10
−3
Regularization coefficient ϵ 10−3
Initial value of a 10−2 × 1Q
Initial value of r 0Q
Initial value of s 0Q
Initial value of ν 0Q
Early-stopping parameter Jcount-max 7
Initial stepsize α 10−2
AdaDelta parameter γ 0.9
Momentum parameter η 0.9
Soft threshold parameter λ 5 ×10−3
Training parameters for DNN-based mapping
# of hidden layers for DNNs 2
# of hidden units for DNNs 128
Initial stepsize 10−3
Stepsize threshold for early stopping 10−6
Dropout probability (input layer) 0.2
Dropout probability (hidden layer) 0.5
Training parameters for GMM-based mapping
# of mixture C 32
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表 3.3: 音響特徴量候補．
Group Acoustic feature Dim.
/1/ Log-spatial PSD (target region) 32
/2/ Log-spatial PSD (noise region) 32
/3/ ∆ Spatial PSD (target region) 32
/4/ ∆ Spatial PSD (noise region) 32
/5/ MFCC (target region) 23
/6/ MFCC (noise region) 23
/7/ Log-mel-filterbank outputs (shotgun mic.) 32
/8/ Spatial-information-based Wiener filter [24] 32
手法では，目的音方向に存在する音源群のPSD Γ1,b,τ と，雑音方向に存在する音源群の
PSD Γ2,b,τ を，以下のように計算する．Γ1,b,τ
Γ2,b,τ
 =
|H1,0,b|2 |H1,pi,b|2
|H2,0,b|2 |H2,pi,b|2
+ |X1,b,τ |2
|X2,b,τ |2
 , (3.43)
この式からわかるように，Γ1,b,τ と Γ2,b,τ は，|X1,b,τ |2 と |X2,b,τ |2 から，各方向に存在す
る音源群の PSDを強調したものともみなせる．ただし Hm,θ,b には，無響室で測定した
各マイクロホンの指向特性を用いた．また，Γ1,b,τ と Γ2,b,τ の推定値が負の値をとった場
合，その値は 10−3 で置き換えた．音響特徴量候補は以下のようになる．
 ln Γ1,b,τ と ln Γ2,b,τ のメルフィルタバンク出力，およびその時間方向への一回差分
 Γ1,b,τ と Γ2,b,τ から計算したMFCC
 マイクロホン m1 の観測信号のメルフィルタバンク出力 ln |Xm1,b,τ |
 Γ1,b,τ と Γ2,b,τ から計算したウィナーフィルタ（Γ1,b,τ/(Γ1,b,τ + Γ2,b,τ )）
以上より，音響特徴量候補の次元数は Q = 238 である．これらの音響特徴量は，表 3.3
のように，8つのグループに分割した．
3.3.2 音響特徴量選択の動作確認実験
本節では，提案法の挙動を解析するために，2つの実験を行う．1つは，提案法で選択
された特徴量とその重み aq を，各競技音ごとに可視化することで，競技音の特性と音
響特徴量の特性に関連があるか，定性的に論じる．また，提案法で選択した音響特徴量
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図 3.5: 音響特徴量選択の実行結果．
と事前 SNRの相互情報量，および従来法で選択した音響特徴量と事前 SNRの相互情報
量を比較し，提案法が相互情報量を増加させることを確認する．
提案法による音響特徴量の選択結果を定性的に議論するために，図 3.5 に，音響特徴
量候補に対する重み aq を可視化した．重み aq が非零となる音響特徴量が，選択された
音響特徴量であることを示す．図 3.5から，全ての競技音で， /1/ ln Γ1,b,τ と /2/ ln Γ2,b,τ
が選択されており，また /7/ ln |Xm1,b,τ | が選択されていないことがわかる．/1/ ln Γ1,b,τ
と /7/ ln |Xm1,b,τ | は，両者とも目的音方向の対数スペクトルの音響特徴量であり，その
違いは局所 PSD推定による目的音方向の事前強調処理の有無だけである．このことか
ら，スポーツ場のように，目的音方向が事前に既知であるならば，/1/ ln Γ1,b,τ と /2/
ln Γ2,b,τ のように目的音方向のスペクトルを事前に強調した音響特徴量（音源の空間情
報）を用いることが有効なことがわかる．さらに，FOOT と BASE では，/3/ ∆Γ1,b,τ が選
択されている．FOOT や BASE は，音のパワーが時間方向に急激に変化する突発音である
ため，そのパワーの時間変化を示すスペクトルの時間差分（音源の時間変化情報）を音
響特徴量に用いることが有効なことがわかる．一方 SHOUT では，/5/ MFCC が選択さ
れている．音声認識などでは，スペクトルの包絡情報が音素の識別に有効であることが
知られており，この結果からも，音声を強調するにはスペクトルの包絡情報（音源の音
色情報）が有効であることがわかる．
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図 3.6: 条件付き共分散作用素の中央値（mNTCCO）．
提案法による音響特徴量の選択結果を定量的に議論するために，音響特徴量と事前SNR
の NTCCO [128, 129] を評価する．提案法 6 : pDNN の NTCCO を，CCA による次元圧
縮 4 : CCA− DNN および，観測信号のメルフィルタバンク出力 7 : DNN− M と比較した．
NTCCO は相互情報量と比例するのため，提案法で選択した音響特徴量の NTCCO が
従来法よりも増加するならば，提案法は従来法よりも，事前 SNRとの相互情報量が大き
い音響特徴量を選択できるといえる．NTCCO を簡便に計算するために，学習データの
各ミニバッチから計算したNTCCOの中央値（mNTCCO: median of the NTCCO）を
評価した．
mNTCCO = median
{−Tr [Φξz (Φgz + ϵI)−1]}z , (3.44)
ここで Φξz と Φgz は，z番目のミニバッチから計算した，音響特徴量と事前 SNRの中心
化グラム行列である．図 3.6 にmNTCCO の計算結果を示す．全ての競技音で，提案法
の mNTCCO が従来法の mNTCCO よりも大きかった．この結果から，提案法は従来
法よりも事前 SNRとの相互情報量が大きい音響特徴量を選択できることが示唆された．
3.3.3 客観評価実験
提案法の音源強調性能を客観的に評価するために，以下の式で計算される SDR を用
いた性能比較を行った．
SDR = 10 log10
 |Sω,τ |2∣∣∣Sω,τ − Sˆω,τ ∣∣∣2
 (3.45)
SDR の計算には E. Vincentらが公開している “BSS EVAL Toolbox [134]”を用いた．
FOOT と BASE の学習データ数は 15サンプル（目的音 5種類，再生箇所 3箇所）とした．
また，SHOUT の学習データ数は 30サンプル（目的音 5種類，再生箇所 3箇所，雑音 2種
類）とした．また雑音レベルは信号対雑音比が -10 と -20 dB の 2種類で実験した．
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図 3.7: SDRの評価結果．アスタリスクの数は，t検定における有意水準を表す．
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図 3.7 に提案法と従来法の SDR を示す．提案法と従来法の比較では，全ての競技音
および雑音レベルにおいて 6 : pDNN の SDRが最も高かった．また t検定で各射影関数
ごと，つまり 3 : pGMM は 1 : CCA− GMM および 2 : GMM− all，6 : pDNN は 4 : CCA− DNN
および 5 : DNN− allと有意差を評価した結果，いくつかの競技音および雑音レベルにお
いて有意差が認められた．また図 3.8 に，SNR -10 dB の雑音レベルにおける，DNN射
影の出力音の波形を示す．特に雑音区間において，提案法は雑音をより抑圧できている
ことがわかる．
提案法は特徴量候補から相互情報量を増加させる有益な特徴量を選択する手法のため，
特徴量候補をすべて用いる場合より相互情報量が増加することはない．つまり∫∫
p(ξ, g) ln
p(ξ, g)
p(ξ)p(g)
dξdg ≥
∫∫
p(ξ,Ag) ln
p(ξ,Ag)
p(ξ)p(Ag)
dξdg (3.46)
である．ゆえに学習データが十分に存在するならば，2 : GMM− all と 3 : pGMM ，および
5 : DNN− all と 6 : pDNNを比較した場合，音源強調の性能はほぼ同等となる．しかし，
いくつかの条件では，提案法の SDR が音響特徴量をすべて用いる従来法よりも有意に
上回っていることが確認できる．この理由は，スポーツ競技音などの学習データ量が十
分に集まらない源信号の強調では，回帰関数のパラメータ数が多い従来法は学習が十分
に進まなかったためと考えられる．提案法は，事前 SNRと関係のない無益な特徴量を無
視し，有益な音響特徴量のみを用いてDNNやGMMを学習するため，従来法と比べて
パラメータ数を削減して学習を効率化できている．この結果から，特にスポーツ競技音
など，所望の源信号の学習データを大量に集めることが困難な場合に，提案法による音
響特徴量の選択は有効であるといえる．
3.3.4 主観評価実験
提案法の音源強調性能を主観的に評価するために，主観評価実験を行った．試験は比
較平均オピニオン値（CMOS: comparison mean opinion score）試験とし，8人の被験者
が，観測音と出力音の音質と明瞭性を比較評価したただし，本試験は発話音声の通話向
けの聞き取り試験ではないため，明瞭性の定義を「目的音の聞き取りやすさとし」，被
験者は「観測音と比べ出力音は，キックやバッティングが行われていることを知覚しや
すくなったか」という基準で比較試験を行った．CMOS試験には，-3 – 非常に悪い，0
– ほぼ同じ，+3 – 非常に良い，の 7段階の評点を用いた．
被験者の身体的な負担を考慮し，主観評価試験の対象は提案法 6 : pDNNと，CCAによ
る音響特徴量選択の従来法 4 : CCA− DNN，およびベースライン 7 : DNN− M とウィナー
フィルタリングの性能限界である 8 : IRM の 4種類とした．比較音は各手法で 22サンプ
ルとした．また目的音の変化を考慮するために，目的音は指向性マイクの焦点方向から
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図 3.8: 音源強調結果の波形例．(a) 源信号，(b) 観測信号，(c) 4 : CCA− DNNの出力信
号，(d) 5 : DNN− allの出力信号，(e) 6 : pDNNの出力信号．
62 3.3 節 評価実験
1 2 3 4
-4
-2
0
2
4
1 2 3 4
-4
-2
0
2
4
1 2 3 4
-4
-2
0
2
4
BASE
FOOT
SHOUT
Intelligibility
Quality
* : p < 0.05
** : p < 0.01
5: CCA-DNN, 6: pDNN
7: DNN-M, 8: IRM
C
o
m
p
a
r
i
s
o
n
 
M
e
a
n
 
O
p
i
n
i
o
n
 
S
c
o
r
e
5 6 7 8 5 6 7 8
5 6 7 8
** **
**
** **
**
*
**
*
**
図 3.9: 主観評価結果．アスタリスクの数は，t検定における有意水準を表す．
ずらしたスピーカから再生した（図 3.4(a)）雑音レベルは，SNR が -10 dB となるよう
に設定した．
図 3.9 にCMOS試験の結果を示す．明瞭度の比較において，提案法 6 : pDNN の評点は
ベースライン 7 : DNN− M および従来法 4 : CCA− DNN の評点よりも高くなった．また t
検定で有意差を評価した結果，いくつかの競技音において有意差が認められた．さらに
FOOT と BASE においては，ウィナーフィルタリングの性能限界である 8 : IRM と有意差
が認められなかった．このことから，目的音をクリアに抽出する MMSE 基準の音源強
調において，(1) 有益な音響特徴量が満たすべき性質は相互情報量を最大化することで
あり，(2) 学習データが十分に存在しない場合に，提案法でこの基準を満たすよう音響特
徴量を選択することで，「明瞭性」の意味で音源強調の性能が向上することをがわかる．
一方音質の評価では，提案法 6 : pDNNの評点は0を下回っており，従来法 4 : CCA− DNN
の評点と比べほぼ同等である．さらに，有意差検定を行った結果，ウィナーフィルタリ
ングの性能限界である 8 : IRM と有意差が認められている．これは，提案法で選択され
た音響特徴量は従来法と比べ，「音質」の意味で音源強調の性能を向上させることはなく，
さらに観測音と比べ音質を劣化させていることを示している．これは，源信号の推定結
果の二乗誤差の大きさと人間が知覚する音質の劣化の大きさは必ずしも比例しない [49]
ためであり，主観的な音質評価を最大化するためにはMMSE以外の目的関数でDNNを
学習する必要がある．主観的な音質評価を最大化するための音源強調法については，4
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章で取り組む．
3.4 本章のまとめ
本章では，雑音下で特定の種類の源信号を強調するオブジェクトベース集音を実現す
るために，スポーツの競技音など，ラベルデータが十分に存在しない源信号を強調する
ための手法について研究した．DNNを用いてラベルデータが十分に存在しない源信号を
強調するためには，MFCCや LPCなどの音響特徴量の候補から人手で事前に設計/選択
した音響特徴量を観測信号から抽出することでネットワークのサイズを小さくしてDNN
の自由度を下げる必要がある．しかし，音響特徴量の候補の次元は大きく最適な組み合
わせを探索的に決定することは困難であり，また音源の種類によって適切な音響特徴量
が異なるため，音響特徴量を人手で選択することは困難だった．そこで本章ではDNNの
推定誤差について確率分布を明示的に仮定し，その分布の性質から確率論的に目的関数
を設計することで，適切な音響特徴量を自動選択する方法を目指した．源信号の推定誤
差がガウス分布に従うと仮定し，源信号の推定誤差を最小化するための音響特徴量選択
の目的関数として相互情報量を利用した．相互情報量を正確に計算するための手段とし
て，福水らの提案した相互情報量を再生核ヒルベルト空間で計算する “カーネル次元圧
縮 [128, 129]”を採用した．本章の新規性は，特徴量候補の次元数が大きい音響特徴量選
択にカーネル次元圧縮法を適用するために，スパース正則化法に基づく微分可能な目的
関数を導出し，大量な音響特徴量候補から適切な音響特徴量を勾配法により選択できる
音響特徴量選択法を提案したことにある．定量評価試験では，提案法を用いて音響特徴
量を選択することで従来の音響特徴量選択法と比べ SDRが向上することを示した．また
主観評価試験では，提案法を用いて音響特徴量を選択することで CCAに基づく次元削
減法と比べ源信号の明瞭性が向上することを示した．一方で音質については従来法と比
べて改善は見られなかった．これは，源信号の推定結果の二乗誤差の大きさと人間が知
覚する音質の劣化の大きさは必ずしも比例しない [49] ためであり，主観的な音質評価を
最大化するためにはMMSE以外の目的関数でDNNを学習する必要がある．主観的な音
質評価を最大化するための音源強調法については，4章で取り組む．
3.4.1 本章の貢献と関連研究
本章の内容は，研究業績リスト [J-1] の内容をまとめたものである．この研究の貢献
は，福水らの提案したカーネル次元圧縮法を特徴量候補の次元数が大きい音響特徴量選
択に応用するために，スパース正則化法を利用した微分可能な目的関数を導出した点に
ある．
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学習データが十分に得られないときに，音響特徴量を事前に選択することでニューラ
ルネットワークの自由度を低減することで，過適合を防ぐアプローチは従来から存在し
ていた．また，特徴量選択の研究分野では，相互情報量最大化を特徴量選択の目的関数
として利用するアプローチや，変数間の高次相関を再生核ヒルベルト空間で計量するア
プローチは存在していた．しかし，ニューラルネットワークへ入力する音響特徴量を選
択するために，カーネル次元圧縮を利用した例は存在しない．これは，音響特徴量は複
数の次元（変数）を組み合わせて音響的な特徴を表現するため，音響特徴量候補の次元
が大きくなりやすく，その選択には組み合わせ最適化問題を解く必要があるからである．
そこで本章では，高次相関を再生核ヒルベルト空間で計量する際に用いるカーネル関
数にガウスカーネルを利用し，ガウスカーネルの特性を利用したスパース正則化に基づ
く微分可能な目的関数を導出した．本研究で導出した目的関数を用いることで，音響特
徴量選択を勾配法で最適化できるようになるため，ニューラルネットワークへ入力する
音響特徴量を現実的な計算時間で選択できるようになった．この成果により，これまで推
定が困難とされてた，学習データが十分に得られないような源信号や，これまで源信号
の推定対象とされてこず，適切な音響特徴量が未知な源信号も推定できるようになった．
3.5 本節の付録
3.5.1 事前 SNRの誤差分布の確認
式 (3.10)で定義される事前 SNRの推定誤差分布を各メル周波数バンド e(1,...,B),τ で調
査した．調査には 3.3章の評価実験で用いたデータを利用した．条件は 6 : DNN− allの
ものと同じとし，xτ と ξb,τ は平均 0，分散 1となるように事前に正規化した．
図 3.10(a) に e20,τ のヒストグラムと，平均のガウス分布（赤線）を示す．厳密には一
致していないが，おおまかにガウス分布に従っていることが見て取れる．図 3.10(b)(c)
に，各メル周波数バンドの推定誤差の平均，分散，歪度，尖度をプロットした．平均，歪
度，尖度がそれぞれ，ほぼ 0，0，3となっており，eb,kは近似的に平均 0のガウス分布に
従うことを確認した．ただし，分散は各バンドで異なっており，式 (3.11)のように等分
散のガウス分布でモデル化することは，厳密には成立しないことも確認した．
3.5.2 GMM回帰とGMM回帰のための相互情報量最大化に基づく次元圧縮法
3.3章で用いたGMM回帰を説明する [137]．また，本論文はニューラルネットワークを
用いることを前提とするため本文中では省略したが，回帰関数がGMM回帰，Fが次元圧
縮で実装される際に式 (3.14)をより簡便に実装する方法を紹介する（研究業績リスト [C-
5]）．Fを次元圧縮で実装するため，Fの実装方法は本文と類似したf = F(x|ΘF) = A⊤g
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図 3.10: 事前 SNRの誤差の分布形状の調査．(a) b = 20バンドにおける事前 SNRの推
定誤差のヒストグラムと平均 0のガウス分布（赤線），(b) 全バンドにおける事前 SNR
の推定誤差の平均と分散，(c) 全バンドにおける事前 SNRの推定誤差の歪度と尖度．
であるが，Aはすべての要素に値を持つ圧縮行列であることに注意されたい．
GMM回帰では，ξと f の同時確率密度関数をGMMで表現し，f を得た下での ξの
条件付き確率密度関数を求めることで回帰を実行する．まず，ξと f の結合ベクトルを
ζ = (ξ,f)⊤ とし，ξと f の同時確率密度関数を以下でモデル化する．
p(ζ) =
C∑
i=1
wiN (ζ|µi,Σi) (3.47)
ここでCは混合数，wi,µi,Σiはそれぞれ i番目のガウス分布の混合係数，平均ベクトル，
分散共分散行列，N (ζ|µ,Σ)は以下の多変量ガウス分布である．
N (ζ|µ,Σ) = |Σ|
− 1
2
(2pi)Dζ/2
exp
{
−1
2
(ζ − µ)TΣ−1 (ζ − µ)
}
(3.48)
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ただしDζは ζの次元数である．ここでµiとΣiはそれぞれ以下のように記述できる．
µi =
µξi
µfi
 , Σi =
Σξξi Σξfi
Σfξi Σ
ff
i
 (3.49)
ここでµξi とµfi は i番目の分布における ξと f の平均ベクトル，Σξξi とΣffi は i番目の
分布における ξと f の分散共分散行列である．ξと f の同時確率密度関数を式 (3.47)で
表現したとき，f を得た下での ξの条件付き確率密度関数 p(ξ|f)はの期待値は以下で計
算できる． ∫
ξp(ξ|f)dξ =
C∑
i=1
p(i|f)
∫
ξp(ξ|i,f)dξ
=
C∑
i=1
Wi
∫
ξN
(
ξ|µξ|fi ,Σξξ|fi
)
dξ (3.50)
Wi =
wiN
(
f |µfi ,Σffi
)
∑C
j=1wjN
(
f |µfj ,Σffj
) (3.51)
ここで p(ξ|i,f)は i番目の条件付きガウス分布であり，その平均ベクトルと分散共分散
行列は以下のように計算できる．
µ
ξ|f
i = µ
ξ
i +Σ
ξf
i
(
Σffi
)−1 (
f − µfi
)
(3.52)
Σ
ξξ|f
i = Σ
ξξ
i −Σξfi (Σffi )−1Σfξi (3.53)
MMSEを最小化するのは平均値であるため，GMM回帰は以下のように実装できる．
M (f |ΘM) =
C∑
i=1
Wi
(
µξi +Σ
ξf
i
(
Σffi
)−1 (
f − µfi
))
(3.54)
同時確率密度関数や条件付き確率密度関数をガウス分布で明示的に記述したことで，
式 (3.14)を明示的な形で記述することができるようになる．まず相互情報量における期
待値演算を，学習データの算術平均に置きかえる．すると目的関数は
J =
T∑
τ=1
ln
p(F(xτ |ΘF), ξτ )
p(F(xτ |ΘF))p(ξτ ) (3.55)
=
T∑
τ=1
ln p(ξτ |A⊤gτ )− ln p(A⊤gτ ) (3.56)
と記述できる．p(ξτ |A⊤gτ )と p(A⊤gτ ) はGMMで明示的に表現できるため，式 (3.56)
は勾配法で数値的に最大化することができる．ここでATgτ がATgτ =
∑
Q
q=1 aqgq,τ で
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記述できることに着目すれば，Aの各行ベクトル (a1,...,Q) は以下のように勾配法で最適
化できる．
aq ← aq − ϵ∇aq, (3.57)
ここで ϵはステップサイズであり，勾配ベクトル∇aqは以下のように計算できる．
∇aq = 1
T
T∑
τ=1
gq,τ
C∑
i=1
γi,τ
{
dTξ,i,τΛ
ξf
k + d
T
f,i,τΛ
ff
k
}
− ηi,τdTf,i,τ
(
Σffk
)−1
(3.58)
dξ,i,τ = ξτ − µξi (3.59)
df,i,τ = A
Tgτ − µfi (3.60)
γi,τ =
wiN (ζτ |µi,Σi)∑C
j=1wjN (ζτ |µj,Σj)
(3.61)
ηi,τ =
wiN
(
ATgτ |µfi ,Σffi
)
∑C
j=1wjN
(
ATgτ |µfj ,Σffj
) (3.62)
(Σi)
−1 =
Λξξi Λξfi
Λfξi Λ
ff
i
 (3.63)
式 (3.57)で圧縮行列を更新した場合，同時確率密度関数であるGMMも更新しなくて
はならない．そこで，式 (3.56)の最大化は，GMMの更新と圧縮行列の更新を交互に行
う一般化EM（GEM: generalized expectation-maximization）アルゴリズムで行う．また
更新の安定のために，式 (3.57)の実行毎にAを準直交化する [138]．GEMアルゴリズム
の流れは以下である．
E-step：
1. 式 (3.61)で γi,τ を更新する．
M-step：
1. 同時確率密度関数を EMアルゴリズムで更新する
2. Aを更新する
2-1. 各行ベクトルを式 (3.57)で更新する
2-2. Aを準直交化する
2-3. アルゴリズムが収束しなければ 2-1 に戻る
第 4 章
聴感評点を最大化する音源強調ための目的関数
本章では，主観品質を最大化する時間周波数マスクのような，ラベルデータを一意に定
めることのできない源信号の推定について考える．ニューラルネットワークは，フレー
ム結合した観測信号を入力とし，時間周波数マスクを選択/生成するための確率もしくは
確率分布のパラメータを出力するための関数として用いる．以降では，主観評価値と相
関の高い音質評価値（聴感評点）[50, 51, 52]を報酬ととらえ，強化学習のフレームワー
クを応用し，聴感評点を最大化するようにニューラルネットワークを学習するための目
的関数を提案する．
4.1 強化学習に基づく音源強調
3章では，高臨場音響系の実現に向け，無数の源信号が含まれた観測信号から，所望
の源信号を選択的に強調するための “オブジェクトベース収音技術”について研究を行っ
てきた．本章では，高品質な音声通信や聴覚補助の実現に向け，所望の源信号を高い主
観品質で強調するための音源強調技術の実現を目指す．3章の実験結果からも明らかな
ように，源信号の推定結果の二乗誤差の大きさと人間が知覚する音質の劣化の大きさは
必ずしも比例しない [49]．そのため二乗誤差最小化などでニューラルネットワークを学
習して源信号を推定しても，主観品質を最大化する源信号を推定することはできなかっ
た．聴覚フィルタなどを利用し，PESQ (perceptual evaluation of speech quality) [50]
や PEASS (perceptual evaluation methods for audio source separation) [52] などの主観
評価値と相関の高い音質評価値を計算することはできるが，評価値からそれを最大化す
るラベルデータは一意に定めることができない．ゆえに教師あり学習とは別の枠組みで
ニューラルネットワークを学習する必要があると考えた．本章では，強化学習のフレーム
ワークを応用した，源信号を推定するための新たな目的関数とその最適化法を提案する．
2.4.3節で説明してきたように，強化学習は明示的なラベルデータを用いずにニューラ
ルネットワークを学習できる枠組みである [98, 99, 100, 101, 102]．強化学習では，明示
68
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図 4.1: ゲーム操作のための強化学習（上）と 強化学習のフレームワークを利用した音
源強調（下）．環境を観測信号，行動を時間周波数マスク処理，報酬関数を聴感評点に
置き換え，方策関数を学習する．
的なラベルデータを与える代わりに，採用した行動の有効性を返す “報酬関数 (reward
function)”を定義する．そして現在の環境や自身の行動方針（方策関数）に従い行動し，
得られた報酬をもとにより高い報酬を得られるよう，試行錯誤をしながら方策関数を学
習していく1．近年成功を収めているゲーム操作のための深層学習を用いた強化学習で
は，ゲームの画面（環境）xτ を入力とし，有限個のゲームのレバー操作（行動）の候補
A = {a1, a2, ..., aA}のうち a番目の行動が最良の行動である確率 p(a|xτ )をニューラル
ネットワークで出力する（図 4.1 上）．そして，ゲームスコアやゲームの勝敗を報酬関数
として強化学習を行うことで，明示的なラベルデータを用いずにニューラルネットワー
1価値反復に基づく強化学習において方策は，報酬の和の期待値である行動価値関数（Q関数）を通し
て表現する．一方，方策勾配に基づく強化学習において方策は，観測 xを得た下で行動 aが最適である確
率的方策 p(a|x)で表現する．本章では，行動を決定するための方策を求める関数をを総称して「方策関
数」と呼ぶ．
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図 4.2: 時間周波数マスクの選択に基づく音源強調．
クを学習できるようになり，人間の能力を超えるゲーム操作が可能になることがわかっ
ている [99, 100, 101]．
そこで，音質評価に関する適切な報酬関数さえ設計できれば，音源強調のためのニュー
ラルネットワークも，強化学習のフレームワークで学習できると考えた（図 4.1 下）．本
章では，時間周波数マスクをニューラルネットワークで表現される方策関数に基づき計
算する．そして，環境を観測信号，行動を時間周波数マスク処理，報酬関数を，報酬を
主観評価値と相関の高い音質評価値（聴感評点）[50, 51, 52]に置き換え，聴感評点を最
大化するようにニューラルネットワークを学習するための目的関数を提案する．
まず 4.2節では，従来の行動の選択に基づく強化学習の枠組みを利用した音源強調を
提案する．観測信号xτ を入力とし，有限個の各時間周波数マスクテンプレートが聴感評
点を最大化する確率をニューラルネットワークで推定する．そしてその確率に基づき時
間周波数マスクを “選択”する．この枠組みの中で，聴感評点を最大化するようにニュー
ラルネットワークを学習するための目的関数を提案する．次に 4.3節では，従来の強化
学習の枠組みを拡張し，行動の生成に基づく強化学習の枠組みを利用した音源強調を提
案する．観測信号xτ を入力とし，聴感評点を最大化する時間周波数マスクの確率密度関
数を出力するニューラルネットワークを用いて，時間周波数マスクを直接 “生成”する．
この枠組みの中で，聴感評点を最大化するようにニューラルネットワークを学習するた
めの目的関数を提案する．なお本章では，ラベルデータを一意に定めることのできない
源信号の推定について考えるため，音源強調の学習データである源信号と雑音のデータ
は十分に用意できるものとして議論を進める．
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4.2 時間周波数マスクの選択に基づく音源強調
図 4.2に，提案する時間周波数マスクの選択に基づく音源強調の枠組みを示す．一般
的な強化学習の枠組みでは，事前に有限個の “行動”A = {a1, ..., aA}を定義する必要が
ある [98]．時間周波数マスキングを有限個の行動として表現するために，本節では時間
周波数マスクテンプレート G1,...,A を事前に用意し，行動を a番目の時間周波数マスク
Ga = (G1,a, ..., GΩ,a)⊤の選択として定義する．時間周波数マスクは，観測信号xτ と時間
周波数マスクの選択方針（方策関数）であるM(xτ , a|ΘM)に従って選択される．
Gˆτ ← Gaτ (4.1)
aτ ← arg max
a∈A
M(xτ , a|ΘM) (4.2)
その後選択された時間周波数マスクを用いて源信号を強調し，音質評価関数Rを用いて
主観評価値と相関の高い音質評価値（聴感評点）を計算する．そして，聴感評点を最大
化するように方策関数を更新する．以降では表記の簡単のために，式 (4.1)(4.2)で得ら
れた時間周波数マスクを用いて音源強調を行うことを “DNN-RL”と呼ぶ．
式 (4.1)(4.2)では，M(xτ , a|ΘM)は聴感評点を最大化する時間周波数マスクテンプレー
ト Gaτ を識別しているとみなすこともできる．そこで，M(xτ , a|ΘM)は，観測信号 xτ
を得た下での a番目の時間周波数マスクテンプレートが聴感評点を最大化する事後確率
を返しているとみなす．
p(a|x) =M(x, a|ΘM) (4.3)
式 (4.3)を利用すると，式 (4.2)は聴感評点を最大化する事後確率を最大化する行動を選
択している，MAP (maximum a posteriori) 推定とみなすことができる．本節では事後
確率を正確に求める方法として，出力層の活性化関数を softmax関数としたニューラル
ネットワークを利用する．全結合多層ニューラルネットワーク（DNN）を利用した場合，
M(xτ , a|ΘM)は以下のようになる．
M(xτ , a|ΘM) = exp(u
(L)
τ,a )∑A
i=1 exp(u
(L)
τ,i )
(4.4)
z(l)τ = σΘM
{
u(l)τ
}
(4.5)
u(l)τ =W
(l)z(l−1)τ + b
(l) (4.6)
ここで z(1)τ = xτ，u(L) = (u(L)τ,1 , ..., u(L)τ,A)⊤であり，L，W(l)，b(l)，ΘM，σΘMの定義は 1
章で説明したものと同じである．つまりΘM = {W(l),b(l)}であり，聴感評点を最大化
するようにこれらのパラメータを学習する．次節では，方策学習に用いる報酬関数およ
び目的関数の設計と学習手順を説明する．
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4.2.1 方策学習のための報酬関数と目的関数の設計
代表的な聴感評点である PESQや PEASSは，音源強調の性能だけでなく観測信号の
SNRや雑音の種類によっても値が変動してしまう．そのため，聴感評点をそのまま報酬
として用いることは困難である．そこで本研究ではDNN-RLの出力音の音質評価と，2
章で説明したMMSE基準で学習したニューラルネットワークから求めた時間周波数マス
クを用いて音源強調した出力を比較することで報酬を計算する．以降表記の簡単のため
に，MMSE基準で学習したニューラルネットワークから求めた時間周波数マスクを用い
た音源強調を “DNN-MMSE”と呼ぶ．いま，DNN-RLで得られた強調信号から求めた聴
感評点 ZRL，DNN-MMSEで得られた強調信号から求めた聴感評点 ZMMSEとする．そ
してこの 2つの聴感評点を比較した報酬を以下のように求める．
R(a1,...,T ) = tanh
{
α
(ZRL −ZMMSE)} , (4.7)
ここで α > 0は報酬のスケーリング係数であり，tanhは報酬のクリッピングのための双
曲線正接関数である．この比較報酬R(a1,...,T )は，ゲームの勝敗から着想を得た値である
[99, 100, 101]．もしZRLがZMMSEより大きいということは，MMSEに基づく音源強調
よりも強化学習で学習した現在の方策の方が音質が高いということであり，ZRLを求め
るために行った音源強調（行動）は正しかったと判断することができる（R(a1,...,T ) > 0）．
一方，ZRLがZMMSEより小さいということは，MMSEに基づく音源強調よりも，強化学
習で学習した現在の方策の方が音質が低いということであり，ZRLを求めるために行っ
た音源強調（行動）は誤っていたと判断することができる（R(a1,...,T ) < 0）．このよう
に提案法では，DNN-MMSEというDNN-RLと敵対する音源強調を設けることで，音源
強調の性能以外からの聴感評点への影響を低減し，またMMSEに基づく音源強調よりも
高い音質で音源強調できるようDNNを学習することを狙う．
また，時間周波数マスクは時間的に変化するため，報酬も数十 ms単位の各時間フレー
ム τ ごとに変化すべきである．しかし，PESQをはじめとする多くの聴感評点は，8秒
程度の一発話全体の音源強調結果から 1つの値しか求まらない．報酬を時間変化させる
ために，以下で求める時変係数Eτ を用いて比較報酬R(a1,...,T )を時間変化させ，各時間
フレームごとの報酬 rτ を計算する．
rτ =
(1− Eτ )R(a1,...,T ) (R(a1,...,T ) > 0)EτR(a1,...,T ) (other) , (4.8)
Eτ =
E˜τ
maxτ∈T (E˜τ )
(4.9)
E˜τ =
Ω∑
ω=1
|ln |Gω,aτXω,τ | − ln |Sω,τ ||2 . (4.10)
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式 (4.9)(4.10)から見て取れるように，時変係数 0 < Ek < 1 はDNN-RLの出力と所望の
源信号の正規化二乗誤差である．
そして，報酬 rτ を用いて方策関数の目標値 Q˜(xτ , aτ )を計算する．
Q˜(xτ , aτ ) =
rτ +maxa∈AM(xτ , aτ |ΘM) (R(a1,...,T ) > 0)M(xτ , aτ |ΘM) (other) (4.11)
ここで，もし aτ ̸= aMMSEk の場合，Q˜(xk, aMMSEk )は以下のように再計算する．
Q˜(xτ , aMMSEτ ) =
M(xτ , a
MMSE
τ |ΘM) (R(a1,...,T ) > 0)
M(xτ , aMMSEτ |ΘM)− rτ (other)
, (4.12)
ここで aMMSEτ はMMSE基準で選択されるマスクであり，以下のように求める．
aMMSEτ ← arg min
a∈A
Ω∑
ω=1
||Sω,τ | − |Gω,aXω,τ ||2 . (4.13)
ただしM(xτ , aτ |ΘM)はソフトマックス関数の出力である事後確率を表しているため，
方策関数の出力の目標値 Q˜(xτ , a)は Q˜(xτ , a) ≥ 0を満たすように切り上げを行った後
に∑Ai=1 Q˜(xτ , i) = 1となるように正規化される．また式 (4.12)による報酬の計算は，一
般的な方策学習では用いられない計算である．この式の意図は，もしDNN-MMSEの方
が音質が高い場合（R(a1,...,T ) < 0），現在の方策に基づく行動 aτ よりもMMSEベー
スの行動 aMMSEτ の方が音質が高くなると考えられる点にある．そこで，負の報酬 rτ を
Q(xτ , aMMSEτ )から減算することで，MMSEベースの行動 aMMSEτ の行動確率を高めるこ
とを目的としている．
最後にニューラルネットワークの出力M(xτ , aτ |ΘM) が方策関数の目標値 Q˜(xτ , aτ )
となるようにニューラルネットワークのパラメータを更新する．ゆえに時間周波数マス
クの選択に基づく音源強調の目的関数は以下のようになる．
ΘM ← arg max
ΘM
− 1
T
T∑
τ=1
A∑
i=1
∣∣∣Q˜(xτ , i)−M(xτ , i|ΘM)∣∣∣2 (4.14)
4.2.2 方策関数の学習
本節では，提案法による方策関数の学習手順を述べる．提案法は，初期化フェーズと
学習フェーズの 2段階処理で学習を行う．また提案法で用いる学習データは所望の源信
号 {Sω,τ |ω = 1, ...,Ω, τ = 1, ..., T}と雑音 {Nω,τ |ω = 1, ...,Ω, τ = 1, ..., T} 2である．図 4.3
に提案法の学習手順を示す．以下では，この図に沿って学習手順を説明する．
2表記の簡単のためにNω,τ =
∑K
k=1Nk,ω,τ とした．
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図 4.3: 時間周波数マスクの選択に基づく音源強調の学習手順．(上)初期化フェーズ，(下)
学習フェーズ．
初期化フェーズでは，時間周波数マスクテンプレートG1,...,Aの準備とDNNの事前学
習を行う．まず，学習データ Sω,τ , Nω,τ から，以下の式で理想ウィナーフィルタを計算
する．
Gidealω,τ =
|Sω,τ |2
|Sω,τ |2 + |Nω,τ |2 (4.15)
そして，Gidealτ = (Gideal1,τ , ..., GidealΩ,τ )⊤ を k-meansアルゴリズムでクラスタリングし，その
クラスタ中心を時間周波数マスクテンプレート G1,...,Aとする．次いで，DNNパラメー
タΘMをMMSEベースの時間周波数マスクテンプレートを正解とした識別基準で事前
学習する．つまり，xτ を入力すると aMMSEτ を選択するようにDNNを初期化する．なお，
discriminative pre-training [86]を利用する．また最終層の DNNパラメータW(L),b(L)
は，強化学習の時間周波数マスク選択のランダム性を高め，収束を早めるために乱数初
期化する．
学習フェーズでは，報酬を最大化するようにDNNパラメータΘMを学習する．まず
源信号の学習データから 1発話をランダムに選択し，雑音データセットからそれと同じ
長さのノイズをランダムに取得し，源信号を雑音をランダムな SNRで重畳することで観
測信号を確率的に生成する．次いで，式 (4.1)(4.2)および ϵ-greedy アルゴリズムを用い
て時間周波数マスクを選択し，出力信号を得る．ここで ϵ-greedy アルゴリズムは，確率
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ϵ でランダムに行動を選択することで，学習の収束を早めるアルゴリズムである．その
後報酬と方策関数の目標値を計算し，式 (4.14)の目的関数を最大化するようにDNNパ
ラメータを更新する．なお提案法では，式 (4.14)の実行のために，RMSProp アルゴリ
ズムを用いる [140]．
4.2.3 評価実験
(a) 実験条件
強化学習に基づく時間周波数マスク選択の有効性を確かめるために，客観評価試験お
よび主観評価試験を行った．聴感評点にはPESQとPEASSよりOPS (overall perceptual
score) を用いた．所望の源信号は日本語の発話音声とし，学習データにはATR音声デー
タベース [141]から男性11名，女性11名による全3316発話を利用した．雑音は CHiME-3
の雑音データセット [142]より，“cafes”，“street junctions”，“public transport (buses)”，
“pedestrian areas” の 4種類を用いた．観測信号は，源信号と雑音を SNR が 0，3，6 dB
のどれかとなるようにランダムに重畳することで生成した．これらのデータは 16kHzで
サンプリングした．
DNN-RLのニューラルネットワークには全結合多層ニューラルネットワーク（DNN）
を用いた．DNNの自由度を下げ過適合を防ぐために，構造は隠れ層 2層，隠れユニット
数 64とした．また時間周波数マスクのテンプレート数はA = 32とした．報酬係数αは，
PESQが 20.0，PEASSが 1.0とした．ϵ-greedyアルゴリズムの確率 ϵは 0.01とした．学
習は，各聴感評点で 50,000エピソード実行した．ここでエピソードとは，1発話の観測
信号をシミュレートし音源強調を実行して，報酬を計算したのちにDNNを更新する，1
発話毎の学習の一連の流れを意味する．DNN-MMSEのニューラルネットワークにも全
結合多層ニューラルネットワーク（DNN）を用いた．DNN-RLを小さなネットワーク構
造としたため，DNN-MMSEのネットワーク構造にも隠れ層 2層，隠れユニット数 128
の小さなDNNを用いた．DNN-MMSEでは時間周波数マスク推定の安定性を高めるた
めに，従来研究にならって，時間周波数マスクを直接推定するのではなく所望の源信号
の対数振幅スペクトル ln |Sω,k| を推定した [47]．また過適合を防ぐためにドロップアウ
ト [47]を利用し，初期化には discriminative pre-training [86] を利用した．各手法におい
て，入力xのコンテキスト窓の大きさはPb = Pf = 5とした．DNNの入出力の次元数を
抑えるために，Xτ とGτ は B = 64のメルフィルタバンクで圧縮し，時間周波数マスク
設計の際にスプライン補間で線形周波数に補間した．短時間フーリエ変換のフレームサ
イズは 512 サンプルとし，シフト幅は 256 サンプルとした．その他詳細な実験条件を表
4.1にまとめた．
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表 4.1: 実験条件．
Parameters for signal processing
Sampling rate 16.0 kHz
FFT length 512 pts
FFT shift length 256 pts
# of mel-filterbanks B 64
context window size Pf , Pb 5, 5
Training SNR (dB) 0, 3, 6
Training parameters for DNN-RL
# of hidden layers for DNNs 2
# of hidden units for DNNs 64
activation function sigmoid
# of T-F mask templates A 32
ϵ-greedy parameter ϵ 0.01
reward coefficient α (PESQ, PEASS) 20.0, 1.0
Training parameters for DNN-MMSE
# of hidden layers for DNNs 2
# of hidden units for DNNs 128
activation function sigmoid
Dropout probability (input layer) 0.2
Dropout probability (hidden layer) 0.5
(b) 客観評価実験
提案法によって聴感評点が向上するかを確認するために，エピソードの増加と聴感評
点の変化を評価した．もし提案法により方策関数が正しく学習できているならば，エピ
ソードが増加するに従い聴感評点も向上するはずである．実験には，源信号の学習デー
タとは異なる日本語の男性 50発話および女性 50発話を利用した．雑音は学習データと
同じデータを用い，SNRは 0 dB と 6 dB でそれぞれ評価した．図 4.4に実験結果を箱ひ
げ図で評価したものを示す．PESQおよびPEASS-OPSで学習した両方の場合で，エピ
ソードの増加に応じて聴感評点が向上していることがわかる．また全ての SNRおよび聴
感評点で，最終的にDNN-MMSEよりも評点が向上しており，聴感評点: PESQ，SNR:
6 dB，および聴感評点: PEASS-OPS，SNR: 0 dBの条件では，評価結果の上下 5% の外
れ値を除外した対応のない片側 t検定において有意差が認められた（有意水準 5%）．
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図 4.4: 聴感評点とエピソード数の関係性．x軸がエピソード数，y軸が聴感評点の値を表
し，左図がDNN-RL，右図がDNN-MMSEの結果を表す．(a) 聴感評点: PESQ，SNR:
0 dB，(b) 聴感評点: PESQ，SNR: 6 dB，(c) 聴感評点: PEASS-OPS，SNR: 0 dB，(d)
聴感評点: PEASS-OPS，SNR: 6 dB．
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表 4.2: MOSの一覧．
Method PESQ PEASS-OPS DNN-MMSE
# of episodes 500 5,000 50,000 500 5,000 50,000 -
MOS 2.7 2.9 3.0 2.5 2.7 3.0 2.8
1
1
2
3
4
5
M
O
S
1 2 3
1
2
3
4
5
M
O
S
1 2 3
1
2
3
4
5
M
O
S
M
e
a
n
 
O
p
i
n
i
o
n
 
S
c
o
r
e
1        2        3
4        5        6 7
Method
1: PESQ, 500 episodes
2: PESQ, 5,000 episodes
3: PESQ, 50,000 episodes
4: PEASS, 500 episodes
5: PEASS, 5,000 episodes
6: PEASS, 50,000 episodes
7: DNN-MMSE
図 4.5: 主観評価試験の結果．エラーバーは標準偏差を表す．
(c) 主観評価実験
提案法により音源強調の出力の主観品質が向上するかを調べるために，主観評価試験
を行った．主観評価には，5段階の平均オピニオン評点 (MOS: mean-opinion-score) を
利用した（1 – 非常に悪い，3 – 普通，5 – 非常に良い）．7名の正常な聴力を持つ被験
者が，DNN-RLとDNN-MMSEの出力音を評価した．エピソードの増加による音質の向
上を確かめるために，DNN-RLは 500，5,000，50,000エピソード目の，3つのエピソー
ドの学習結果を評価した．源信号と雑音の SNRは 3 dB になるように設定した．また外
れ値を取り除くために，評価結果の上下 5% を除外してMOSを計算した．
図 4.5および表 4.2に主観評価試験の結果を示す．DNN-RLのMOSはエピソードの増
加とともに向上していることがわかり，また両方の聴感評点において，500エピソードと
50,000エピソードの間には，対応のない片側 t検定で有意差が認められた（p値= 0.05）．
また，両方の聴感評点において 50,000 エピソードのMOSはDNN-MMSEのMOSを上
回っており，対応のない片側 t検定で有意差が認められた（有意水準 5%）．これらの結
果から，提案法する目的関数で音源強調のためのニューラルネットワークを学習するこ
とで，明示的にラベルデータを設計できない主観品質も向上するといえる．
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4.2.4 時間周波数マスクの選択に基づく音源強調のまとめ
本節では，強化学習に基づく音源強調関数の学習方法の単純な実装方法として，時間
周波数マスクの選択に基づく音源強調を提案した．時間周波数マスキングを有限個の行
動として表現するために，時間周波数マスクテンプレートを利用し，DNNを時間周波数
マスクテンプレートをMAP推定により選択する関数として利用した．聴感評点をその
まま報酬関数とするのではなく，DNN-RLの出力音の音質評価とDNN-MMSEの出力音
の音質評価の比較報酬を利用して報酬関数と目的関数を設計することで，MMSEを目的
関数としてDNNを学習する音源強調法よりも高い主観品質で音源強調ができることが
わかった．
本節ではDNNの自由度を下げるために，時間周波数マスクテンプレートの数を 32個
に制限した．しかし本来，時間周波数マスクは所望の源信号と雑音の音圧比により決定
する連続変数であり，有限個のテンプレートで表現することは妥当ではない．MMSEに
基づく目的関数を利用した従来研究のように，連続変化する時間周波数マスクを推定す
るためには，従来の強化学習のような離散的な行動の “選択問題”ではなく，連続的な行
動の “生成問題”として問題を再定義する必要がある．次節では，強化学習において連続
的な行動のための方策関数を勾配法で学習する “方策勾配法”[139]を利用し，時間周波数
マスクを “生成”するための目的関数と学習法を提案する．
4.3 時間周波数マスクの生成に基づく音源強調
前節では，事前に定義した有限個の時間周波数マスクテンプレートから，聴感評点を
最大化する時間周波数マスクを選択する関数としてDNNを利用した．本節では，時間周
波数マスク推定の柔軟性を高めるために，聴感評点を最大化する時間周波数マスク処理
の出力音の従う連続確率分布のパラメータを推定する関数としてDNNを利用する．聴
感評点の多くはDNNパラメータに関する勾配が解析的に求まらないブラックボックス
関数であるため，聴感評点を利用して設計した目的関数もまた，DNNパラメータに関す
る勾配が解析的に求まらない．本節では目的関数の勾配を求めるために，ブラックボッ
クスな目的関数の勾配をサンプリング法に基づき数値的に推定する “方策勾配法”[139]を
利用する．すなわち，DNNで推定した時間周波数マスク処理の出力音の従う連続確率分
布から出力音を複数サンプリングし，その中から聴感評点を向上させた出力音の生成確
率を高めるように，DNNパラメータの勾配を求める．また，サンプリング法に基づく勾
配計算の安定性を高めるために，二つの追加処理を行う．
 サンプリングした出力音が，時間周波数マスク処理音としての制約を満たすための
サンプリングアルゴリズム（4.3.3節）．
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 勾配の分散を低減させるための聴感評点の正規化処理と，時間周波数マスクのク
リッピング処理（4.3.4節）．
以降では，まず 4.3.1節で，DNNの出力を連続確率密度関数のパラメータとみなして
音源強調を行う枠組みの先行研究として，最尤推定法に基づくDNN音源強調関数の学
習を概説する．次いで 4.3.2節は，提案する方策勾配法に基づくDNN音源強調関数の学
習を説明する．その後，4.3.3節および 4.3.4節で，サンプリング法に基づく勾配計算の
安定性を高めるための追加処理を説明し，4.3.5節で提案法の学習アルゴリズムの詳細を
述べる．
4.3.1 最尤推定法に基づくDNN音源強調関数の学習
最尤推定法に基づくDNN音源強調関数の学習では，DNNは観測信号を得た下での目
的音の条件付き確率密度関数 p(Sτ |Xτ ,ΘM)のパラメータを推定するための関数として
用いられる．まず，目的音Sω,τ と観測信号Xω,τ を，各時間フレーム毎に周波数方向にま
とめてベクトル化したものを以下のように定義する．
Sτ := (S1,τ , ..., SΩ,τ )
⊤ (4.16)
Xτ := (X1,τ , ..., XΩ,τ )
⊤ (4.17)
ここで⊤は転置を表す．DNNパラメータΘMは，以下の対数尤度の期待値を最大化す
るように学習される．
ΘM ← arg max
ΘM
JML(ΘM) (4.18)
ここで最尤推定法の目的関数JML(ΘM)は以下である．
JML(ΘM) = ES,X [ln p(S|X,ΘM)] (4.19)
ただしEx[·]は xに関する期待値演算を表す．ここで式 (4.19)内の期待値は解析的に求め
ることがでいないため，Sω,τ とXω,τ の学習データに関する平均で近似される．
JML(ΘM) ≈ 1
T
T∑
τ=1
ln p(Sτ |Xτ ,ΘM). (4.20)
すると，p(Sτ |Xτ ,ΘM)がΘMに関する勾配が解析的に求まる関数の合成関数で設計さ
れているならば，目的関数JML(ΘM)のΘMに関する勾配は誤差逆伝搬法 [82]で計算で
きる．
∇ΘMJML(ΘM) ≈
1
T
T∑
τ=1
∇ΘM ln p(Sτ |Xτ ,ΘM), (4.21)
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図 4.6: 複素ガウス分布として p(Sτ |Xτ ,ΘM)を設計するためのDNNM(xτ |ΘM)の例．
ここで∇xは xに関する偏微分を表す．
式 (4.21)を解析的に計算可能な p(Sτ |Xτ ,ΘM)のモデル化法として，Sω,τ の推定誤差
分布を平均 0，分散 σ2ω,τ の複素ガウス分布でモデル化する方法がある．これは，目的音
Sω,τ と出力音 Sˆω,τ の二乗誤差を複素平面上で最小化する時間周波数マスクを求める，位
相鋭敏スペクトル近似マスク (PSA: phase sensitive approximation) の確率的モデルへ
の拡張とみなすことができる．ここで時間周波数マスクを用いた音源強調では，出力音
Sˆω,τ が Gˆω,τXω,τ で求められることに着目すると，p(Sτ |Xτ ,ΘM)は複素ガウス分布を用
いて以下のように記述できる．
p(Sτ |Xτ ,ΘM) =
Ω∏
ω=1
1
2piσ2ω,τ
exp
−
∣∣∣Sω,τ − Gˆω,τXω,τ ∣∣∣2
2σ2ω,τ
 . (4.22)
式 (4.22)において，未知パラメータは時間周波数マスク Gˆω,τ と分散 σ2ω,τ であるため，
DNNは，図 4.6のように，Gˆω,τ と σ2ω,τ 推定する関数として設計する．まず，Gω,τ と σ2ω,τ
を，各時間フレーム毎に周波数方向にまとめてベクトル化したものを以下のように定義
する．
G(xτ ) :=
(
Gˆ1,τ , ..., GˆΩ,τ
)⊤
, (4.23)
σ(xτ ) :=
(
σ21,τ , ..., σ
2
Ω,τ
)⊤
, (4.24)
そしてこれらのパラメータを以下のように推定する．
G(xτ )← φg
{
W(µ)z(L−1)τ + b
(µ)
}
, (4.25)
σ(xτ )← φσ
{
W(σ)z(L−1)τ + b
(σ)
}
+ Cσ, (4.26)
z(l)τ = φh
{
W(l)z(l−1)τ + b
(l)
}
, (4.27)
ここでCσは小さな分散値を避けるための正の定数である．また，lは層のインデックス，
Lは層数，W(·)とb(·)はそれぞれ重み行列とバイアスベクトルである．ゆえにDNNのパ
ラメータはΘM = {W(µ),W(σ),b(µ),b(σ),W(l),b(l)|l ∈ (2, ..., L− 1)}となる．また，関
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数 φg，φσ，φhは活性化関数であり，従来法では，φgはシグモイド関数 [32, 91]，φσは指
数関数 [104]で実装される．また入力ベクトルは z(1)τ = xτ = (Xτ−P , ...,Xτ , ...,Xτ+P )⊤
である．
4.3.2 方策勾配法に基づくDNN音源強調関数の学習
本節では，聴感評点を最大化するための目的関数，および方策勾配法を用いた DNN
音源強調関数の学習を説明する．今，B(Sˆ,X)を出力音 Sˆから音質を計算する評価関数
として定義する．ここでB(Sˆ,X)はPESQなどの聴感評点から計算される関数であるた
め，DNNパラメータに関する勾配が解析的に求まらないブラックボックス関数であると
する．この設計の詳細は 4.3.4節で説明する．
聴感評点を向上させるための目的関数として，評価関数B(Sˆ,X)の期待値最大化を考
える．
ESˆ,X
[
B(Sˆ,X)
]
=
∫∫
B(Sˆ,X)p(Sˆ,X)dSˆdX, (4.28)
ここで出力音 Sˆは観測信号X より計算されるものである．そこで同時分布 p(Sˆ,X)を
観測信号の周辺分布 p(X)と，観測信号を得た下での出力音の条件付き分布 p(Sˆ|X)へ
と分化する．すると式 (4.28)は以下のように書き換えることができる．
ESˆ,X
[
B(Sˆ,X)
]
=
∫
p(X)
∫
B(Sˆ,X)p(Sˆ|X)dSˆdX. (4.29)
我々の目的は，聴感評点を最大化するように出力音を求めるDNNを学習することで
ある．そこで，最尤推定に基づくDNN学習と同様に，条件付き分布 p(Sˆ|X)を，方策関
数 q(Sˆ|X,ΘM)としてDNNで求めることにする．すると目的関数は以下のように記述
することができる．
J (ΘM) = ESˆ,X
[
B(Sˆ,X)
]
, (4.30)
=
∫
p(X)
∫
B(Sˆ,X)q(Sˆ|X,ΘM)dSˆdX. (4.31)
しかし，前述のとおり評価関数B(Sˆ,X)はブラックボックス関数であるため，この目的
関数のΘMに関する勾配は解析的に求めることができない．そこで，この勾配を数値的
に推定する “方策勾配法”[139]を利用する．方策関数である条件付き分布 q(Sˆ|X,ΘM)が
ΘMに関して微分可能な関数の合成関数で設計されているとすれば，式 (4.31)の勾配は対
数微分則∇xp(x) = p(x)∇x ln p(x)を利用することで以下のように求めることができる．
∇ΘMJ (ΘM) =
∫
p(X)
∫
B(Sˆ,X)∇ΘMq(Sˆ|X,ΘM)dSˆdX, (4.32)
= EX
[
ESˆ|X
[
B(Sˆ,X)∇ΘM ln q(Sˆ|X,ΘM)
]]
. (4.33)
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ここで式 (4.33)内の期待値は解析的に求まらず，また聴感評点を最大化する Sˆは未知で
あるため，Xに関する期待値を学習データの平均値で，また Sˆに関する期待値をサンプ
リング法で求める．
∇ΘMJ (ΘM) ≈
1
T
T∑
τ=1
1
K
K∑
k=1
B(Sˆ(k)τ ,Xτ )∇ΘM ln q(Sˆ(k)τ |Xτ ,ΘM), (4.34)
Sˆ(k)τ ∼ q(Sˆ|Xτ ,ΘM), (4.35)
ここで Sˆ(k)τ は方策関数からサンプリングで求めた出力音，Kは期待値演算を近似するの
に十分なサンプリング回数，上付き文字の (k)は k回目のサンプリングに関する変数を
表すインデックス，また∼は右辺の確率分布からのサンプリングを表す演算子である．
なお，式 (4.35)のサンプリングの実装法については 4.3.3節で詳しく述べる．
PESQをはじめとする多くの聴感評点は，8秒程度の一発話全体の音源強調結果から
1つの値しか求まらない．そのため，聴感評点から値の求まる評価関数 B(Sˆ(k)τ ,Xτ )や，
式 (4.34)の勾配はは各時間フレーム τ ごとに求まらない．そこで期待値を近似するため
の平均値を，時間フレーム τ ではなく，I個の発話データに関して求める．まず，i番目
の観測音をX(i) := (X(i)1 , ...,X(i)T (i))，i番目の観測音に基づきサンプリングした k番目の
出力音を Sˆ(i,k) := (Sˆ(i,k)1 , ..., Sˆ(i,k)T (i) )と定義する．そして，目的関数の勾配を以下のように
求める．
∇ΘMJ (ΘM) ≈
1
I
I∑
i=1
∇ΘMJ (i)(ΘM) (4.36)
∇ΘMJ (i)(ΘM) ≈
K∑
k=1
B
(
Sˆ
(i,k)
,X(i)
)
KT (i)
T (i)∑
τ=1
∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM) (4.37)
ここで T (i)は i番目の発話の時間フレーム数を表す．なお式 (4.36)の導出は，本章の付
録である 4.5.1節で述べる．
4.3.3 時間周波数マスク処理の制約に基づくサンプリングアルゴリズム
式 (4.35)におけるサンプリング演算は，メルセンヌ・ツイスター法 [143]などの一般的
な疑似乱数生成アルゴリズムで実装すると，時間周波数マスク処理である式 (2.4)を満
たさないような出力音が生成されてしまう．図 4.7に，この問題と提案する解決法を図
示した．提案法において時間周波数マスクは，0 ≤ Gω,τ ≤ 1を満たすと仮定されている．
すなわち，時間周波数マスク処理は位相スペクトルを変化させないため，その出力音は
図 4.7の点線上に存在しなくてはならない．しかし，q(Sˆ|X,ΘM)を式 (4.22)の複素ガウ
ス分布などで実装した場合，一般的な乱数生成器から生成される出力音は，必ずしもこ
の制約を満たすとは限らない．この解決策の一つとして，提案法では，PSAに基づく時
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図 4.7: q(Sˆ|X,ΘM)を複素ガウス分布とした際の提案サンプリングアルゴリズム．
間周波数マスクの再設計を行う．まず，一般的な乱数生成アルゴリズムを用いて，仮の
出力音 S˜(i,k)ω,τ を生成する．次いで，時間周波数マスク Gˆ(i,k)ω,τ を，仮の出力音と S˜(i,k)ω,τ 時間
周波数マスクの処理音 Gˆ(i,k)ω,τ X(i)ω,τ の二乗誤差を最小化するように，PSAの設計式 [32, 91]
に基づき求める．
Gˆ(i,k)ω,τ = min
(
1,max
(
0,
|S˜(i,k)ω,τ |
|X(i)ω,τ |
cos
(
φ(S˜
(i,k))
ω,τ − φ(X
(i))
ω,τ
)))
(4.38)
ここで φ(S˜(i,k))ω,τ と φ(X
(i))
ω,τ は，それぞれ S˜(i,k)ω,τ とX(i)ω,τ の位相スペクトルである．すると，出
力音は以下のように生成できる．
Sˆ(i,k)ω,τ = Gˆ
(i,k)
ω,τ X
(i)
ω,τ . (4.39)
4.3.4 学習を安定させるための評価関数と時間周波数マスクの設計
本節では，式 (4.36)の勾配計算を安定させるための処理について説明する．提案法では，
勾配をサンプリング法で近似的に求めるため，勾配の推定誤差に起因して学習が不安定に
なることがある．勾配推定を安定させる方法として，勾配の推定量∇ΘMJ (ΘM)の分散
を低減させる方法がある．式 (4.37)からわかるように，提案法において勾配は，評価関数
B(Sˆ,X)と対数尤度の勾配∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM)の積である．ゆえに，∇ΘMJ (ΘM)
の分散を低減させるためには，評価関数と対数尤度の勾配の分散を低減させればよい．
そこで提案法では，以下の二つの処理を導入することで，∇ΘMJ (ΘM)の分散を低減さ
せる．
 聴感評点を評価関数B(Sˆ,X)として直接用いるのではなく，聴感評点を正規化した
ものを評価関数として用いる．
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 DNNが推定する時間周波数マスク Gˆ(i)ω,τ とサンプリングされた時間周波数マスク
Gˆ
(i,k)
ω,τ の差分である∆Gˆ(i,k)ω,τ = Gˆ(i,k)ω,τ − Gˆ(i)ω,τ が区間 [−λ, λ]に収まるようにクリッピ
ング処理を行う．
以降，評価関数B(Sˆ,X)と聴感評点の記述を区別するために，Xと Sˆより求まる聴感評
点をZ(Sˆ,X)と記述する．
評価関数の分散を低減する方法として，Z(S˜,X)から定数を減算して評価値とする，
ベースライン減算法 [139]がある．提案法ではベースラインして，観測信号を得た下での
聴感評点の期待値 ESˆ|X
[
Z(Sˆ,X)
]
を採用する [144]．
B
(
Sˆ,X
)
= Z(Sˆ,X)− ESˆ|X
[
Z(Sˆ,X)
]
(4.40)
ただしこの期待値は解析的に求まらないため，期待値演算をK回のサンプリング結果の
平均値として，以下のように実装する．
B
(
Sˆ
(i,k)
,X(i)
)
= Z(Sˆ(i,k),X(i))− 1
K
K∑
j=1
Z(Sˆ(i,j),X(i)) (4.41)
また，∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM)の分散は，DNNが推定した聴感評点を最大化する出
力音のMAP推定量 Gˆ(i)ω,τXˆ(i)ω,τと，サンプリング法で生成した出力音 Gˆ(i,k)ω,τ Xˆ(i)ω,τの差分が大
きくなるほど増大する．そこで，∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM)の分散を低減させるために，
DNNが推定する時間周波数マスク Gˆ(i)ω,τ とサンプリングされた時間周波数マスク Gˆ(i,k)ω,τ
の差分である∆Gˆ(i,k)ω,τ = Gˆ(i,k)ω,τ − Gˆ(i)ω,τ が区間 [−λ, λ]に収まるようにクリッピング処理を
行う．
∆Gˆ(i,k)ω,τ ← Gˆ(i,k)ω,τ − Gˆ(i)ω,τ (4.42)
∆Gˆ(i,k)ω,τ ←

λ (∆Gˆ
(i,k)
ω,τ > λ)
∆Gˆ
(i,k)
ω,τ (−λ ≤ ∆Gˆ(i,k)ω,τ ≤ λ)
−λ (∆Gˆ(i,k)ω,τ < −λ)
(4.43)
Gˆ(i,k)ω,τ ← Gˆ(i)ω,τ +∆Gˆ(i,k)ω,τ (4.44)
4.3.5 提案法の学習アルゴリズム
本節では，提案する学習アルゴリズムの処理手順を，図 4.8に沿って説明する．以降
では，サンプリングアルゴリズムの処理の簡単のために，q(Sˆ|X,ΘM)は複素ガウス分
布で実装されているとする．
まず，，源信号の学習データから 1発話をランダムに選択し，雑音データセットからそ
れと同じ長さのノイズをランダムに取得し，源信号を雑音をランダムな SNRで重畳する
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図 4.8: 提案法の学習手順
ことで i番目の観測信号X(i)を生成する．次に，時間周波数マスクG(x(i)τ )と誤差分散
σ(x
(i)
τ )を推定する．そして，k番目の仮の出力音 S˜(i,k)
′
ω,τ を，以下の複素ガウス分布から，
疑似乱数生成アルゴリズムで生成する．ℜ(S˜(i,k)ω,τ )
ℑ
(
S˜
(i,k)
ω,τ
) ∼ NC
Gˆ(i)ω,τ
ℜ(X(i)ω,τ)
ℑ
(
X
(i)
ω,τ
) , σ2ω,τI
 , (4.45)
ここで Iは 2 × 2の単位行列であり，ℜとℑは複素数の実部と虚部を表す．そして時間
周波数マスク Gˆ(i,k)ω,τ を式 (4.38)および式 (4.42)–(4.44)で求める．ただし，学習の収束を
早めるために，各時間周波数ビンごとに，確率 1− ϵで，DNNが推定した時間周波数マ
スク Gˆ(i)ω,τ を用いる，以下の ϵ-greedy アルゴリズムを用いる．
Gˆ(i,k)ω,τ ←

min
(
1,max
(
0,
|S˜(i,k)ω,τ |
|X(i)ω,τ |
cos
(
φ
(S˜(i,k))
ω,τ − φ(X(i))ω,τ
)))
(with prob. ϵ)
Gˆ
(i)
ω,τ (otherwise)
(4.46)
そして出力音 Sˆ(i,k)を式4.39)に基づき計算し，聴感評点Z(Sˆ(i,k),X(i))と評価値 B(Sˆ(i,k),X(i))
を式 (4.41)で求める．これらの処理を I発話分繰り返したのち，ΘMを式 (4.36)から求
まる勾配に基づき更新する．
4.3.6 評価実験
強化学習に基づく時間周波数マスク生成の有効性を確かめるために，客観評価試験を
行った．まず，提案法により聴感評点が向上するかを調査するために，学習回数と聴感
評点の変化の関係性を調査した．次いで，提案法による聴感評点の値を，二乗誤差最小
化に基づく目的関数でのDNN学習 [91]，および最尤推定法によるDNN学習と比較した．
(a) 実験条件
データセット
所望の源信号は日本語の発話音声とし，学習データにはATR音声データベース [141]
から男性 11名，女性 11名による全 6640発話を利用した．雑音は CHiME-3の雑音データ
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表 4.3: 実験条件．
Parameters for signal processing
Sampling rate 16.0 kHz
FFT length 512 pts
FFT shift length 256 pts
# of mel-filterbanks 64
Smoothing parameter β 0.3
Lower threshold Gmin 0.158 (= −16 dB)
Training SNR (dB) -6, 0, 6, 12
DNN architecture
# of hidden layers for DNNs 3
# of hidden units for DNNs 1024
Activation function (T-F mask, φg) sigmoid
Activation function (variance, φσ) exponential
Activation function (hidden, φh) ReLU
Context window size P 5
Variance regularization parameter Cσ 10
−4
Parameters for ML-based DNN training
Initial step-size 10−4
Step-size threshold for early-stopping 10−7
Dropout probability (input layer) 0.2
Dropout probability (hidden layer) 0.5
L2 normalization parameter 10
−4
Parameters for proposed DNN training
Step-size 10−6
# of utterance I 10
# of T-F mask sampling K 20
Clipping parameter λ 0.05
ϵ-greedy parameter ϵ 0.05
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セット [142]より，“cafes”，“street junctions”，“public transport (buses)”，“pedestrian
areas”の 4種類を用いた．これらのデータは 16kHzでサンプリングした．テストデータ
には，所望の源信号は学習データとは異なる男性 3名，女性 3名による全 300発話，雑
音には空港，アミューズメントパーク，オフィス，パーティ会場で収録した環境雑音を
利用した．観測信号は，源信号と雑音を SNR が -6, 0，6，12 dBのどれかとなるように
ランダムに重畳することで生成した．
DNN構造
従来法と提案法のニューラルネットワークには全結合多層ニューラルネットワーク
（DNN）を用いた．DNNの構造は隠れ層 3層，隠れユニット数 1024とした．xτ は，各
次元が平均 0，分散 1となるよう正規化した．活性化関数 φg，φσ，φhにはそれぞれ，シ
グモイド関数，指数関数，ランプ関数（ReLU: rectified linear unit)を用いた．コンテキ
スト窓は P = 5とし，またCσ = 10−4とした．勾配法にはAdam法 [84]を用いた．また
過適合を避けるために，DNNの入出力変数は B = 64のメルフィルタバンク行列で圧縮
をした．またDNNで推定した時間周波数マスクと分散パラメータはメルフィルタバン
ク行列の疑似逆行列を用いて線形周波数領域へ復号した [145]．
二乗誤差最小化に基づく目的関数でのDNN学習には，PSAを推定するための目的関数
を利用した [91]．PSAの推定には分散パラメータが不要なため，σ(xτ )は推定せず，DNN
はG(xτ )のみを推定した．最尤推定法に基づくDNN音源強調関数の学習では，4.3.1節
で説明した方法を利用した．これらの手法の学習には，過適合を防ぐために，ドロップ
アウトと早期終了（early-stopping）アルゴリズムを用いた．ドロップアウト確率は，入
力層が 0.2，隠れ層が 0.5 とした．また，早期終了は 3章で利用したものと同様のアル
ゴリズムを用いた．
提案法の学習は，最尤推定法で学習したDNNパラメータを初期値として行った．ス
テップサイズは 10−6とし，∇ΘJ (Θ)を求めるためのいてレーションパラメータはI = 10，
K = 20とした．また ϵ-greedyアルゴリズムのパラメータは ϵ = 0.05とし，時間周波数
マスクのクリッピングパラメータは λ = 0.05とした．聴感評点には音声品質の指標であ
るPSEQと，音声明瞭度の指標である short-time intelligibility measure (STOI) [146]を
用いた．これらの聴感評点は，最小値が 0，最大値が 100となるように正規化して利用
した．
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図 4.9: 　学習回数と聴感評点の関係性．x軸が学習回数，y軸が最尤推定法で学習した
DNNから求めた出力音の聴感評点との差分 (PSI: perceptual score improvement)を表す．
実線が PSIの平均値，グレーの領域が PSIの標準偏差を表す．
その他の実験条件
時間周波数マスク処理による非線形歪みを低減させるために，時間周波数マスクのス
ムージングとフロアリングを以下で行った．
Gˆω,τ ← max
(
Gmin, Gˆω,τ
)
(4.47)
Gˆω,τ ← βGˆω,τ + (1− β)Gˆω,τ−1 (4.48)
ただし，時間周波数マスクのフロア値はGmin = 0.158とし，平滑化パラメータは β = 0.3
とした．フーリエ変換長は 512点，シフト長は 256点とした．その他の実験条件は表 4.3
に示した．
(b) 動作実験
提案法によって聴感評点が向上するかを確認するために，学習回数と聴感評点の関係
性を評価した．もし提案法により方策関数が正しく学習できているならば，学習回数が
増加するに従い聴感評点も向上するはずである．学習の指標として，最尤推定法で学習
したDNNから求めた出力音の聴感評点との差分（PSI: perceptual score improvement）
を利用した．この理由は，提案法の初期化は最尤推定法で行うため，学習回数 0の PSI
は 0となり，学習が成功しているならば PSIが正の値をとるためである．
図 4.9に PSEQと STOIの PSIを示す．学習回数に応じて PSIが向上していることが
確認できる．このことから，提案法は聴感評点などのブラックボックスな評価指標を向
上させるようにニューラルネットワークのパラメータを学習できることがわかる．
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図 4.10: 　学習回数とMSEの関係性．聴感評点はそれぞれ，(a)がPESQ，(b)が STOI
である．x軸が学習回数，y軸がMSEを表す．実線がMSEの平均値，グレーの領域が
MSEの標準偏差を表す．
また学習回数と以下の式で表されるMSEの関係性も評価した．
MSE =
1
ΩT
T∑
τ=1
Ω∑
ω=1
(|Sω,τ | − |Gω,τXω,τ |)2 (4.49)
図 4.10にその結果を示す．いくつかの SNR条件では，聴感評点が向上しているにも関わ
らず，MSEが減少しなかった．これらの結果から，提案法によりニューラルネットワー
クが，従来用いられてきた二乗誤差の最小化とは異なる基準で学習されていることが確
認できる．
(c) 客観評価実験
提案法の音源強調性能を，従来法と比較した．性能評価指標として，信号対歪比（SDR:
signal-to-distortion ratio），PESQ，および STOIを利用した．SDRは以下の式で定義
し，“BSS-Eval toolbox [134]”を利用して求めた．
SDR [dB] := 10 log10
∑T
τ=1
∑Ω
ω=1 |Sω,τ |2∑T
τ=1
∑Ω
ω=1 |Sω,τ − Sˆω,τ |2
, (4.50)
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表 4.4: 評価結果（平均 ± 標準偏差）．各アスタリスクは，そのスコアが他の手法のス
コアと比べて有意に高いことを表す．
Input SNR: -6 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 5.77± 1.97 1.89± 0.25 73.9± 5.50
ML (4.20) 5.76± 2.13 1.92± 0.24 75.2± 5.77
Prop. (PESQ) 5.61± 2.32 ∗2.03± 0.25 76.8± 5.55
Prop. (STOI) 4.45± 2.42 1.78± 0.25 ∗79.5± 5.15
Input SNR: 0 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 10.4± 1.81 2.33± 0.20 85.1± 4.00
ML (4.20) 10.7± 1.86 2.36± 0.19 86.3± 3.81
Prop. (PESQ) 10.7± 1.84 ∗2.48± 0.19 86.7± 3.92
Prop. (STOI) 10.42± 2.01 2.27± 0.19 ∗89.1± 3.52
Input SNR: 6 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 14.4± 1.80 2.67± 0.18 91.7± 2.94
ML (4.20) 15.1± 1.67 2.72± 0.17 92.8± 2.67
Prop. (PESQ) 14.8± 1.57 ∗2.84± 0.17 92.5± 2.91
Prop. (STOI) ∗15.5± 1.83 2.65± 0.16 ∗94.6± 2.51
Input SNR: 12 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 17.9± 1.88 2.95± 0.18 95.1± 2.23
ML (4.20) 19.2± 1.59 3.05± 0.15 96.2± 1.94
Prop. (PESQ) 18.4± 1.57 ∗3.15± 0.16 95.5± 2.24
Prop. (STOI) ∗20.3± 1.65 3.00± 0.14 ∗97.3± 1.85
表 4.4に，評価結果を示す．表中のアスタリスクは，そのスコアが他の手法のスコア
と比べて，対応のある片側 t-検定において有意差が認められたことを表す (α = 0.05)．
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SDRは，従来のMMSEや最尤法に基づく目的関数でDNN音源強調関数を学習したと
きに高くなる傾向が見られた．一方，聴感評点であるPESQと STOIは，聴感評点に基
づく目的関数を用いて提案法により学習することで，全ての SNR条件で，従来法と比べ
て有意に向上していることがわかる．
図 4.11に，観測信号，各手法で推定された時間周波数マスク，出力音の例を示す．ま
た，表 4.5に各スコアを示す．最尤推定法に基づく時間周波数マスクは，その目的関数
の特性から，全周波数帯域にわたって目的音の歪を平均的に減少させている．一方で，
PESQを聴感評点として提案法により学習すると，広域の残留雑音を強く抑圧するよう
に学習が働いていることがわかる（図 4.11 (b)）．一方，STOIを ESQを聴感評点とし
て提案法により学習すると，目的音の歪を低減させるために，雑音の抑圧量を低下させ
ていることがわかる（Fig. 4.11 (c)）．この結果は，広域の残留雑音が音声品質を低下さ
せる一方で，目的音の歪みは音声明瞭度を低下させることに起因しており，学習に用い
た各聴感評点の特性を反映した時間周波数マスクが推定で来ていることを示唆している．
以上より，聴感評点に基づき目的関数を設計し，強化学習の一種である方策勾配法を応
用してDNN音源強調関数を学習することにより，明示的にラベルデータを設計できな
い主観品質最大化の問題においても，ニューラルネットワークを学習することができる
ことがわかった．
表 4.5: 図 4.11の出力音の定量評価値．
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
ML (4.20) 11.9 2.44 88.4
Prop. (PESQ) 11.3 2.62 87.4
Prop. (STOI) 10.2 2.25 89.4
4.3.7 時間周波数マスクの生成に基づく音源強調のまとめ
本節では，強化学習に基づき時間周波数マスクの生成するためのニューラルネットワー
クを学習するために，方策関数を勾配法で学習する “REINFORCE algorithm”[139, 102]
を利用した目的関数を提案した．時間周波数マスクの選択と同様に，DNN-RLの出力音
の音質評価とDNN-MMSEの出力音の音質評価の比較報酬を利用して報酬関数と目的関
数を設計した．客観評価実験および主観評価実験の結果から，聴感評点を報酬関数とし
て音源強調のためのニューラルネットワークを強化学習の枠組みで目的関数を設計/学習
することにより，明示的にラベルデータを設計できない主観品質最大化の問題において
も，ニューラルネットワークを学習することができることがわかった．
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4.4 本章のまとめ
本章では高品質な音声通信や聴覚補助の実現に向け，DNNを利用した音源強調の出力
音の主観品質を向上させるために，ラベルデータが定義できない源信号を強調するため
の手法について研究した．従来のDNN音源強調では，源信号の振幅スペクトルなどをラ
ベルデータとし，DNNの出力とラベルデータの二乗誤差を最小化するようにDNNを学
習させるため，出力音に歪が生じて主観品質が低下するという問題があった．一方，主
観品質と相関の高い評価値（聴感評点）を計算機を用いて評価する手法は存在したもの
の，その計算方法は複雑かつ微分可能な関数の合成関数で設計されていないため，DNN
を学習するための目的関数としてそのまま利用することはできなかった．そこで本章で
は強化学習のフレームワークを応用し，ラベルデータを用意する代わりに主観評価値と
相関の高い音質評価値 [50, 51, 52]を報酬関数に利用し，それを最大化するようための目
的関数を設計した．その実装法として 4.2 節では時間周波数マスクの選択に基づく音源
強調，4.3 節では時間周波数マスクの生成に基づく音源強調を提案した．定量評価試験
では，提案する目的関数を利用することで，どちらの手法でも聴感評点を最大化するよ
うにニューラルネットワークを学習できることを確認した．また主観評価試験では，提
案法は従来のMMSEに基づく目的関数を利用した音源強調よりも高い主観品質で音源
強調できることを示した．
4.2節で提案した時間周波数マスクの選択に基づく音源強調は，時間周波数マスクテ
ンプレートの数を少なくすることで解空間を小さくすることができるため，比較的小規
模なニューラルネットワークを用いても音源強調ができる．しかしテンプレートの数が
少ない場合，表現できる時間周波数マスクの自由度も小さくなるため，DNN-MMSEと
比べた音質の改善量は小さかった．一方，4.3節で提案した時間周波数マスクの生成に基
づく音源強調は，従来のDNNを用いた回帰に基づく音源強調と同等の柔軟性で時間周
波数マスクが生成可能であり，DNN-MMSEと比べて音質が大きく改善した．しかした
時間周波数マスクの選択に基づく音源強調と比べ解空間が広いため，方策関数には大規
模なニューラルネットワークを用いる必要がある．提案法を実環境で動作させる際には，
学習データ量や計算時間，また音源強調を行う計算機パワーを考慮して手法を選択する
必要がある．
また本手法は，従来の誤差逆伝搬法では利用が困難であった，微分不可能な評価関数
を用いてニューラルネットワークを学習できる枠組みである．本章では聴感評点を例に
挙げ本手法の有効性を示したが，枠組み自体は聴感評点だけでなく，人間の評価や別の
センサー値なども用いることができる．今後は，聴感評点だけでなく様々な評価指標を
用いて提案法の有効性を示していきたい．
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4.4.1 本章の貢献と関連研究
本章の内容は，研究業績リスト [C-2] の内容をまとめたものである．この研究の貢献
は，従来のDNN音源強調の代表的な学習法である誤差逆伝搬法では利用が困難であっ
た，微分不可能な評価関数を用いてニューラルネットワークを学習できる枠組みを提供
した点にある．
微分不可能な評価関数を用いてニューラルネットワークを学習する枠組みとして，方
策関数や方策関数をニューラルネットワークで表現し，それを強化学習で学習する手法
は広く知られているが，多くの手法では用いられる “行動”は離散的に表現できるもの
であった [100, 101]．また，連続的な行動方策を強化学習で学習する手法として，policy
gradient 法が知られているが，これをディープニューラルネットワークの学習に利用し
た研究は少ない．さらに，音源強調における時間周波数マスク処理は観測信号に影響を
及ぼすことはなく，強化学習における “環境へのフィードバック”が存在しないため，提
案法は厳密には強化学習ではない．
ゆえに本研究は，微分不可能な評価関数を用いてニューラルネットワークを学習する
枠組みである強化学習に着想を得た，音源強調のためのニューラルネットワークを学習
する新たな枠組みを提案した研究といえる．この貢献により，これまで音源強調の学習
に利用できなかった聴感評点や人間の評価などの，より “高次”な評価尺度を目的関数と
して利用できるようになり，ニューラルネットワークを用いた音源強調の応用範囲を広
げることができる．
4.5 本節の付録
4.5.1 式 (4.36)の導出
本節では，式 (4.36)の導出を説明する．まず，式 (4.30)(4.31)より，目的関数をB(Sˆ,X)
の期待値として以下のように定義する．
J (ΘM) = ESˆ,X
[
B(Sˆ,X)
]
(4.51)
=
∫
p(X)
∫
B(Sˆ,X)q(Sˆ|X,ΘM)dSˆdX (4.52)
すると式 (4.52)の勾配は，対数微分則を用いて以下のように変形できる．
∇ΘMJ (ΘM) = EX
[
ESˆ|X
[
B(Sˆ,X)∇ΘM ln q(Sˆ|X,ΘM)
]]
(4.53)
ここでXに関する期待値を I個の発話データに関する音源強調の結果の平均値に，Sˆに
関する期待値をK回のサンプリングに関する平均値に置き換えることで，式 (4.53)を以
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下のように近似計算する．
∇ΘMJ (ΘM) ≈
1
I
I∑
τ=1
1
K
K∑
k=1
B(Sˆ(i,k),X(i))∇ΘM ln q(Sˆ
(i,k)|X(i),ΘM) (4.54)
ここで，出力音は各時間フレームごとに独立に求められることを仮定すると ln q(Sˆ|X,ΘM)
は以下のように書き換えられる．
ln q(Sˆ|X,ΘM) =
T∑
τ=1
ln q(Sˆτ |Xτ ,ΘM) (4.55)
またその勾配は以下のように求められる．
∇ΘM ln q
(
Sˆ
(i,k)|X(i),ΘM
)
=
T (i)∑
τ=1
∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM) (4.56)
≈ 1
T (i)
T (i)∑
τ=1
∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM) (4.57)
ただし，各発話ごとの時間フレーム数 T (i)を正規化するために，元の勾配に 1/T (i)を乗
じた．すると，式 (4.36)は式 (4.54)(4.57)を用いて求められる．
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図 4.11: 推定された時間周波数マスクの例．上左図は観測信号 Xω,τ，上右図は目的音
Sω,τ のスペクトログラムを表す．下左図は推定された時間周波数マスク Gˆω,τ，下右図は
出力音 Sˆω,τ のスペクトログラムを表し，(a) は最尤推定法，(b) は聴感評点に PESQを
利用した提案法，(c) は聴感評点に STOIを利用した提案法の結果を表す．
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モーターの異常回転音やベアリングのぶつかり音などの普段発生しない音（異常音）を
検知し，機器動作の状態が正常か異常かを判定することで機器の故障を検知する「異常
音検知」を目指す．多くの異常音検知で採用されている外れ値検知 [53]に基づく異常音
検知では，正常音が従う確率分布と統計的に差異がある音を異常音と仮定する．本章で
は，図 2.3に示したように，ニューラルネットワークを，フレーム結合した観測信号を入
力とし，音響特徴量を出力とするような音響特徴量抽出関数として用いる（図 5.1 上）．
以降では，外れ値検知に基づく異常音検知の異常検知精度を最大化するために，音響特
徴量を抽出するニューラルネットワークの学習のための目的関数を提案する．外れ値検
出に基づく異常音検知を仮説検定とみなし，仮説検定の最適化基準であるネイマン・ピ
アソンの補題 [147]から，ニューラルネットワークを学習するための目的関数である “ネ
イマン・ピアソン指標”を導出する．ネイマン・ピアソン指標による学習の実装例とし
て，変分オートエンコーダを応用して異常音データを疑似生成する手法を提案する（図
5.1 下）．
5.1 ネイマン・ピアソン指標
本節では，異常音検知のための音響特徴量を抽出するニューラルネットワークを学習
するための目的関数である “ネイマン・ピアソン指標”を導出する．5.1.1節では，外れ
値検出に基づく異常音検知を仮説検定とみなし，異常音検知の音響特徴量が満たすべき
性質である，ネイマン・ピアソン指標を導出する．5.1.2節では，ネイマン・ピアソン指
標を学習データから最適化可能な形へ具体化する．5.1.3節では，具体化したネイマン・
ピアソン指標を用いてニューラルネットワークを安定して学習するための，異常音デー
タの疑似生成アルゴリズムを提案する．そして 5.1.4節では，変分オートエンコーダを用
いた実装方法を説明し，5.1.5節で具体的な学習アルゴリズムを説明する．
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図 5.1: 提案法の概要．異常音検知のフロー（上）と変分オートエンコーダを応用したネ
イマン・ピアソン指標による学習の実装（下）．下図において，紫矢印が機械音の処理
フロー，緑矢印が正常音の処理フロー，赤線が異常音の処理フローを表す．
5.1.1 異常音検知の音響特徴量が満たすべき性質
2.2節で説明した外れ値検出に基づく異常音検知の式 (2.26)と式 (2.28)を変形すると，
xτ が以下の不等式を満たす時，観測信号は異常音と判定される．
p(M(xτ |ΘM)|z = 0,ΘL) < exp(−φ) (5.1)
式中の各記号を再掲すると，Mは音響特徴量抽出関数，ΘMはそのパラメータ，ΘLは
正常モデルのパラメータ，φは異常判定閾値である．この式の意味を定性的にとらえる．
閾値 φが十分に大きな値をとると仮定すると，式 (5.1)の右辺は非常に小さな値となる．
これはつまり，異常音の定義を，“抽出された音響特徴量M(xτ |ΘM)が，正常モデル
p(M(xτ |ΘM)|z = 0,ΘL)から生成されたサンプルである確率が非常に小さい音” として
いるといえる．つまり，外れ値検出に基づく異常音検知は，帰無仮説と対立仮説を以下
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とした，仮説検定の一種であるとみなせる．
帰無仮説: 抽出された音響特徴量M(xτ |ΘM)は，正常モデル p(M(xτ |ΘM)|z = 0,ΘL)
から生成されたサンプルである．
対立仮説: 抽出された音響特徴量M(xτ |ΘM)は，正常モデル p(M(xτ |ΘM)|z = 0,ΘL)
から生成されたサンプルでない．
ゆえに，異常音検知の音響特徴量抽出関数の目的関数は，仮説検定関数の最適化指標か
ら導出できると考えた．
ネイマン・ピアソンの補題 [147] は，異常音検知のような単純仮説検定において，有意
水準 ρとなる検定の中で検出力を最大化する検定が満たす性質を示す定理である．この
性質とは，偽陽性率 (FPR: false positive rate) を ρ と固定したときに，真陽性率 (TPR:
true positive rate) を最大にすることある．異常音検知において，TPR と FPR は以下
の式で計算できる．
TPR(ΘM, φ) = E [H(L(M(xτ |ΘM)), φ)]x|z ̸=0 (5.2)
FPR(ΘM, φ) = E [H(L(M(xτ |ΘM)), φ)]x|z=0 (5.3)
ただし E[·]x は x に関する期待値演算を表す．いま，φρ が FPR(ΘM, φρ) = ρ を満たす
閾値とする．すると検出力を最大化する検知器は，以下の値を最大化する検知器となる．
TPR(ΘM, φρ) + {ρ− FPR(ΘM, φρ)} . (5.4)
ここで問題の簡単のために，φρをΘMに関係のない定数とすると，ΘMを最適化する目
的関数は以下のように書ける．
J = TPR(ΘM, φρ)− FPR(ΘM, φρ) (5.5)
上記の目的関数は，外れ値検出に基づく異常音検知を仮説検定とみなしてネイマン・ピ
アソンの補題から導出したものであるため，“ネイマン・ピアソン指標”と名付けること
にする．ネイマン・ピアソン指標は，“異常音検知の精度を最大化する音響特徴量の満た
すべき性質” は “FPR を ρ とする制約のもとで，TPR を最大化する” ことを意味する
目的関数である．
5.1.2 ネイマン・ピアソン指標の具現化
ネイマン・ピアソン指標に基づき，音響特徴量を抽出するニューラルネットワークを
学習するために，ネイマン・ピアソン指標を微分可能かつ，学習データから最大化可能
な目的関数へ変形する．このような変形を行うことで，ΘMは勾配法などの非線形最適
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化により学習可能となる．まず，p(M(xτ |ΘM)|z = 0) は，ΘMについて微分可能な形で
実装されていることを仮定する．この仮定を満たす実装には，たとえば式 (2.27)の混合
ガウス分布（GMM: Gaussian mixture model）などがある．次に，ΘMについて微分不
可能なステップ関数である H(L(xτ ), φ) を，シグモイド関数を用いて微分可能な形に近
似する．
H˜(L(M(x|ΘM))), φ) = 1
1 + exp{L(M(x|ΘM))− φ} (5.6)
また，ΘMを学習データから最適化するために，TPR と FPR の算出に用いる期待値演
算を，正常音の学習データ x(d)k と異常音の学習データ x(a)k
D = {x(d)k ∈ RQ|k = 1, ..., Kd} (5.7)
A = {x(a)k ∈ RQ|k = 1, ..., Ka} (5.8)
の算術平均で近似する．ただし，Q = Ω× (Pb + Pf + 1) であり Kd, Ka は，正常音の学
習データと異常音の学習データの総サンプル数を表す．また，FPR(ΘM, φρ) = ρ を満た
すために閾値 φρは，正常音の学習データDから求めた異常度を降順ソートしたものの
⌊ρKd⌋番目の値とする．ただし ⌊·⌋は床関数とする．すると，式 (5.5) Mのパラメータ
について微分可能な形として以下のように記述できる．
J = 1
Ka
Ka∑
k=1
H˜(L(M(x(a)k |ΘM)), φρ)−
1
Kd
Kd∑
k=1
H˜(L(M(x(d)k |ΘM)), φρ) (5.9)
つまり式 (5.9)が異常音検知の音響特徴量抽出関数を最適化するための目的関数である．
5.1.3 異常音データの疑似生成
異常音のデータを収集することは困難なため，式 (5.9) のように単に期待値演算を算
術平均で近似しては TPRを精度よく近似計算することはできない．ゆえに，ΘM の最
適化に影響を及ぼすことが想定される．期待値演算の近似精度を向上させるために，異
常音データを疑似生成する．
外れ値検出に基づく異常音検知では，異常音は “抽出された音響特徴量M(xτ |ΘM)が，
正常モデル p(M(x|ΘM)|z = 0,ΘL)から生成されたサンプルである確率が非常に小さい
音” と定義している．つまり異常音とは，“機器動作音ではあるが監視対象機器の正常音
とは異なる音” と考えることもできる．本節では，この定義を用いて異常音の音響特徴
量を疑似生成する．まず監視対象機器の正常音か否かを示す確率変数である確率変数 z
を周辺化し，あらゆる機器の正常な機器動作音や異常な機器動作音
O = {x(o)k ∈ RQ|k = 1, ..., Ko}. (5.10)
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図 5.2: 変分オートエンコーダを用いた提案法の実装．
Algorithm 3 異常音データの音響特徴量の疑似生成アルゴリズム
Input: p(M(x|ΘM)|z = 0,ΘL), and φρ
Output: f
(a)
k
while L(f˜ (a)k ) ≤ φρ do
f˜
(a)
k ∼ N (0D, ID)
end while
から抽出した音響特徴量の従う確率密度関数p(M(x|ΘM))を導入する．ここで，あらゆる
機器の正常な機器動作音や異常な機器動作音とは，監視対象機器が設置されている場所以
外で収録した大量かつ様々な機器動作音であり，Ko ≫ Kdである．そして p(M(x|ΘM))
から乱数生成し，p(M(x|ΘM)|z = 0,ΘL) を用いてそのデータが正常音の音響特徴量で
ある尤度を計算する．そして，その尤度が一定値以下であったなら，そのデータを異常
音の音響特徴量 f˜ (a)k として採用する．最後に，音響特徴量抽出関数の逆関数 G を用いて
異常音データを疑似生成する．
x
(a)
k ← G(f˜ (a)k |ΘG) (5.11)
次節では，以上のアルゴリズムの実現方法として，変分オートエンコーダを利用した実
装法を説明する．
5.1.4 変分オートエンコーダを用いた実装
異常音の音響特徴量 f˜ (a)k の生成手順を簡素化し，さらに音響特徴量抽出関数の逆関数
G を精度よく求めるために，M と G の実装に，変分オートエンコーダを応用する [94]．
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図 5.2に提案法の概要を示す．本実装では p(M(x|ΘM))からの乱数生成を容易にするた
めに，p(M(x|ΘM))がN (f (o)|0D, ID)となるように変分オートエンコーダを学習する．
ここで 0Dと IDはそれぞれ，Dのゼロベクトルと単位行列である．N (f (o)|0D, ID)から
の乱数生成には一般的な正規乱数発生器を利用できるため，異常音の音響特徴量 f˜ (a)k の
疑似生成はAlgorithm 3のように容易に実行できるようになる．ただし∼は右辺の確
率密度関数からの乱数生成である．そしてΘM,ΘGは，式 (5.9)のネイマン・ピアソン指
標J と，以下で説明する変分オートエンコーダの目的関数JVAEを交互に最大化するよ
うに学習する．
まず，M(x|ΘM)の出力を多次元ガウス分布パラメータである平均ベクトルと分散ベ
クトルとする．つまりM(x|ΘM)は観測信号を得た下での音響特徴量の事後分布のパラ
メータを出力しているとみなし，
µ(xk) = (µ1,k, ..., µD,k)
⊤
=W(µ)u(L−1)τ + b
(µ) (5.12)
σ(xk) =
(
lnσ21,k, ..., lnσ
2
D,k
)
=W(σ)u(L−1)τ + b
(σ) (5.13)
z
(l)
k = σθ
{
u
(l)
k
}
(5.14)
u
(l)
k =W
(l)z
(l−1)
k + b
(l) (5.15)
ΘM =
{
W(l),b(l),W(µ),b(µ),W(σ),b(σ)|l = 2, ..., L− 1
}
(5.16)
のように実装する．ただし z(1)k = xkであり，またMを音響特徴量抽出関数として用い
る場合は，fk = µ(xk)とする．そして音響特徴量抽出関数の逆関数 Gは，Mの逆向き
の構造を持ったニューラルネットワークとして，以下のように実装する．
xˆk =W
(L,G)u(L−1,G)τ + b
(L,G) (5.17)
z
(l,G)
k = σθ
{
u
(l,G)
k
}
(5.18)
u
(l,G)
k =W
(l,G)z(l−1,G)k + b
(l,G) (5.19)
ΘG =
{
W(l,G),b(l,G)|l = 2, ..., L
}
(5.20)
ただし z(1,G)k = fkである．
M(x|ΘM)の出力を多次元ガウス分布パラメータとした場合，変分オートエンコーダ
の目的関数は再構成誤差EとM(x|ΘM)の出力とN (f |0D, ID)のKLダイバージェンス
を同時に最小化することになる．本研究では，p(M(x|ΘM))がN (f (o)|0D, ID) となるよ
うに変分オートエンコーダを学習するために，あらゆる機器の正常な機器動作音や異常
な機器動作音Oを用いてΘM,ΘGを学習する．すなわち式 (2.56)における目的関数以下
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Algorithm 4 提案法の学習アルゴリズム
Input: D and O
Output: ΘM and ΘL
Initialize ΘM, ΘG and ΘL
while until algorithm convergence do
x
(d)
1,...,K ,x
(o)
1,...,K ← Random draw K samples from D and O
ΘM,ΘG ← Maximize JVAE using x(o)1,...,K
f
(d)
1,...,Kd
←M(x(d)1,...,Kd |ΘM)
ΘL ← EM-algorithm using f (d)1,...,Kd
φρ ← ⌊ρKd⌋th value of descend sorted L(f (d)1,...,Kd)
x
(a)
1,...,K ← Generate K samples using Algorithm 3 and G
ΘM ← Maximize J using x(d)1,...,K and x(a)1,...,K
end while
のように具現化する．
JVAE = −E(O,ΘM,ΘG)−KLD(O,ΘM,ΘG) (5.21)
ここで再構成誤差は
E(O,ΘM,ΘG) =
Ko∑
ko=1
||G(ζ(o)k )− x(o)k ||2 (5.22)
ζ
(o)
k = µ(x
(o)
k ) + σ(x
(o)
k )⊙ ϵk (5.23)
ϵk ∼ N (ϵk|0D, ID) (5.24)
として求め，KLダイバージェンスを
KLD(O,ΘM,ΘG) = 1
2
Ko∑
k=1
D∑
d=1
(
1 + ln((σ
(o)
k,d)
2)− (f (o)k,d)2 − (σ(o)k,d)2
)
(5.25)
のように求める．ただし⊙は要素積を表す．
5.1.5 学習アルゴリズム
本節では，提案法の詳細な実行手順をAlgorithm 4に沿って説明する．アルゴリズム
への入力は正常音の学習データDと様々な機器動作音データOであり，出力は音響特徴
量を抽出するニューラルネットワークのパラメータΘMと正常モデルのパラメータΘL
である．なお以下では学習アルゴリズムを簡潔に記述するために，音響特徴量を抽出す
るニューラルネットワークはDNNで実装し，正常モデルはGMMで実装することを前
提に説明をする．
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まず学習データから，正常音のミニバッチx(d)1,...,Kおよび様々な機器動作音のミニバッ
チx(o)1,...,K をKサンプル，学習データセットD，Oからランダムに取り出す．次にx(o)1,...,K
を用いて，JVAEを増加させるように，ΘM,ΘGを勾配法で 1ステップ更新する1．そして
正常モデルのパラメータΘLを，正常音の学習データDの全てのデータから抽出した音
響特徴量 f (d)1,...,Kdを用いて，期待値最大化（EM: expectation-maximization）アルゴリズ
ムで更新する．次いでFPRが ρとなるように異常判定閾値φρを更新するために，正常音
の学習データDの全てのデータから計算した異常度L(f (d)1,...,Kd)を降順ソートし，⌊ρKd⌋
番目の異常度を φρに設定する．最後に異常音データx(d)1,...,KをAlgorithm 3と式 (5.11)
でKサンプル疑似生成し，J を増加させるようにx(d)1,...,Kとx(a)1,...,Kを用いてΘMを勾配
法で 1ステップ更新する．
5.2 評価実験
提案法 (PROP) の有効性を示すために，定量評価実験および実環境動作実験を行った．
定量評価試験において，提案法は以下の 3つの従来法と比較した．
AE： ΘM,ΘGを二乗誤差最小化基準で学習．
VAE： ΘM,ΘGを変分下界JVAE 最大化基準で学習．
CE− VAE： ΘMの学習に，ネイマン・ピアソン指標の代わりに交差エントロピーを用い
る．与えられた音響特徴量が正常音から抽出されたものか，N (f |0D, ID)からのサ
ンプル（異常音）かの識別（2クラス分類）を行うニューラルネットワークを用意
し，このニューラルネットワークとΘMを交差エントロピー最小化基準で学習す
る．出力層の活性化関数を softmaxとし，正常音の事後確率に負の対数尤度をとっ
たものを異常度として異常検知を行う．
AEおよび VAEは，異常検知結果からのフィードバックのない従来の音響特徴量抽出法で
ある．これらと比べ PROPの性能が向上するならば，提案法のような，異常検知結果から
のフィードバックのある学習方式が有効といえる．CE− VAEは提案法と同じ，異常検知
結果からのフィードバックのある学習方式であるが，目的関数がネイマン・ピアソン指
標ではなく交差エントロピーとなっている．これと比べ PROPの性能が向上するならば，
異常音検知の音響特徴量抽出の学習にはネイマン・ピアソン指標が有効であるといえる．
1正常音データのデータ数が多い場合，ΘL の更新は D の一部のデータのみから行ってもよい．また，
勾配法のステップサイズを小さく設定する場合は，勾配法の毎ステップごとにΘLを更新しなくてもよい．
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5.2.1 実験条件
音響特徴量の次元数はD = 32とし，フレーム結合サイズはPb = Pf = 10とした．全て
の手法においてMは隠れ層数 3，隠れユニット数 512，活性化関数がランプ関数（ReLU:
rectified linear unit）の DNNで実装した．また G はMの逆向きの DNN構造とした．
CE− VAEの識別のネットワーク構造は正常の確率と異常の確率を出力するために，隠れ
層数 3，隠れユニット数 512，活性化関数が ReLU，出力層がユニット数 2で活性化関数
が softmaxのDNNで実装した．DNNの入出力の次元数を抑えるために，Xτ とGτ は
B = 64のメルフィルタバンクで圧縮し，時間周波数マスク設計の際にスプライン補間で
線形周波数に補間した．すなわち，xの次元数は Q = 64 × (Pb + Pf + 1) = 1344とな
る．勾配法のアルゴリズムには Adam [84] を用いた．また過適合を防ぐために正則化パ
ラメータが λ = 10−5 の L2 正則化と，入力層のドロップ確率が 0.2，隠れ層のドロップ
確率が 0.5のドロップアウトを利用した．ミニバッチサイズはK = 100とし，500 が終
了した段階で学習を終了した．FPRの設定値は実験的に ρ = 0.05とした．正常モデルに
用いたGMMの混合数は C = 16とし，学習の安定のために共分散行列は対角行列に制
限した．全てのデータは 16 kHz でサンプリングし，短時間フーリエ変換のフレームサ
イズは 512 サンプルとし，シフト幅は 256 サンプルとした．また，AE，VAEの学習はD
とOの両方のデータを用いて行った．
5.2.2 定量評価実験
実環境で異常音が含まれたデータを用意することが困難なため，人工的に生成した異
常音データを用いて評価した．正常音の学習データDには実環境で収集したエンジン音
を利用し，また様々な機器動作音データOには，正常音の学習データを収録した工場と
は異なる工場で収集したエンジン音やベアリング音，ポンプ音などを利用した．DとO
のデータ量はそれぞれ 1時間と 20時間とした．異常音データは 45種類の音を用い，15種
類のエンジンの回転音，15種類のエンジンの加速音， また 15種類の金属やコンクリー
トのぶつかり音を用いた．これらの異常音は正常音との SNRが -10，-5，0，5 dB とな
るようにテストデータと重畳した．
評価尺度には，適合率 (Prec.)，再現率 (Rec.)，調和平均 (F1)を用いた．これらの値を
算出するのに用いた異常判定閾値は各値の和が最大になるものを用いた．評価結果を表
5.1に示す．全てのSNRで，提案法の調和平均が最も高いことが見て取れる．調和平均は
適合率と再現率のトレードオフを示す値であり，異常検知器の安定性を示す指標である．
また，様々な閾値で異常判定制度を評価し，受信者動作特性（ROC: receiver operating
characteristic）曲線として描画した結果を図 5.3に示す．この図から，提案法のTPRは
すべてのFPRの条件で従来法をよりも高いことがわかり，この理由は，ネイマン・ピア
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表 5.1: 実験結果．
SNR (dB) -10 dB -5 dB 0 dB 5 dB
score Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1
AE 0.62 0.98 0.76 0.94 0.76 0.84 0.95 0.87 0.91 0.98 0.91 0.94
VAE 0.51 0.94 0.67 0.52 1.0 0.68 0.61 0.98 0.75 0.86 0.84 0.85
CE− VAE 0.51 0.94 0.67 0.78 0.80 0.79 0.94 0.73 0.83 0.95 0.78 0.85
PROP 0.76 0.91 0.82 0.84 0.96 0.90 0.96 0.89 0.93 0.92 1.0 0.96
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図 5.3: 各 SNRでのROC曲線．
ソン指標が任意のFPR ρ で TPR を最大化することを要請する目的関数であるためと考
えられる．これらの結果から，ネイマン・ピアソン指標により異常音検知の性能が向上
することがわかり，外れ値検知に基づく異常音検知では，ネイマン・ピアソン指標が他
の目的関数と比べて検知性能を向上させることを実験的に示した．
5.2.3 実環境動作実験
提案法が実環境において異常音を検知できるかを，(a) 3Dプリンタ，(b) 送風ポンプ，
(c) 給水ポンプの 3つの機器動作音で評価した．
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Target source Microphone
図 5.4: 3Dプリンタの全体像（左）とマイクロホンの配置位置（右）．
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図 5.5: 3Dプリンタの異常音検知結果．各図はそれぞれ，(a) 観測波形，(b) スペクトロ
グラム，(c) 提案法により抽出された音響特徴量，(d) 異常度を表す．
(a) 3Dプリンタ
図 5.4の，光造形方式の 3Dプリンタで異常音を検知できるかを評価した．マイクロホ
ンは，3Dプリンタの内部に配置した．異常音は，スイーパと造形物が衝突した音を利用
した2．正常音データには，30分間の 3Dプリンタの正常動作音を用いた．様々な機器動
作音データには，定量評価実験と同じものを用いた．正常音の学習データ量が少ないた
め，DNNの構造は隠れ層が 2層，隠れユニット数が 256の小さな構造のものを用いた．
その他の実験条件は定量評価試験と同じものを用いた．
図 5.5に検知結果を示す．43秒付近に異常衝突音が発生しているものの，非常に小さな
2この 3Dプリンタは，この衝突が原因で約 5分後に異常停止した．
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衝突音であるため波形やスペクトログラムからは異常音を見つけることができない（図
5.5 (a)(b)）．一方，提案法で抽出した音響特徴量には明確な変化が現れており（図 5.5
(c)），異常度も上昇していることがわかる（図 5.5 (d)）．
(b) 送風ポンプ
Microphone
Target source
図 5.6: 送風ポンプの全体像とマイクロホンの配置位置（左），およびポンプの拡大図
（右）．
図 5.6に示す，送風ポンプで異常音を検知できるかを評価した．マイクロホンは，ポ
ンプに隣接するポールに貼り付けて配置した．異常音は，送風ダクトに異物が混入しダ
クトが詰まった際の音を利用した3．正常音データには，20分間の送風ポンプの正常動
作音を用いた．様々な機器動作音データには，定量評価実験と同じものを用いた．正常
音の学習データ量が少ないため，DNNの構造は隠れ層が 2層，隠れユニット数が 256の
小さな構造のものを用いた．その他の実験条件は定量評価試験と同じものを用いた．
図 5.7に検知結果を示す．5秒付近に異常衝突音が発生している．3Dプリンタの例と
異なり聴感的にもはっきりと聞き取れる異常音であるためスペクトログラムからは異常
音を見つけることができる（図 5.7 (b)）．提案法で抽出した音響特徴量にも明確な変化
が現れており（図 5.7 (c)），異常度も上昇していることがわかる（図 5.7 (d)）．
(c) 給水ポンプ
ビルの設備である給水ポンプで異常音を検知できるかを評価した．異常音は，ベアリ
ングの傷に起因する異常音を利用した4．ビルの機械室では周囲に様々な機械が雑音を発
しており，対象の機器動作音のみの収音が難しい．そこで本実験では，マイクロホンを
3すぐに故障につながる異常ではないが，頻出する場合にはダクト内の検査が必要となる．
4定期検査でこういった異常音が検知されると，修理の必要があると判断される．
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図 5.7: 送風ポンプの異常音検知結果．各図はそれぞれ，(a) 観測波形，(b) スペクトロ
グラム，(c) 提案法により抽出された音響特徴量，(d) 異常度を表す．
図 5.8のように配置し，付録Aに記載した音源強調法を用いて給水ポンプ音を音源強調
した．また，正常動作時の音データが存在しなかったため，隣に配置してある，正常動作
している同型同種の給水ポンプの稼働音を正常音データとして用いた．正常音データの
長さは 2時間とし，様々な機器動作音データには定量評価実験と同じものを用いた．音
響特徴量の次元はD = 16とし，その他の実験条件は定量評価試験と同じものを用いた．
図 5.9に検知結果を示す．比較のために，前半 60秒に正常動作中の給水ポンプの動作
音，後半 60秒に異常動作中の給水ポンプの動作音をつなげて表示している．波形やスペ
クトログラムからには大きな違いは見当たらないものの（図 5.9 (a)(b)），音源強調後の
スペクトログラムには高域のパワーに違いが表れている（図 5.9 (b’)）．機器の個体差に
よる違いの可能性もあるが，検査員の指摘した “高域に存在する異音”の特徴とも一致す
る．提案法で音響特徴量を抽出したところ明確な変化が現れており（図 5.9 (c)），異常
度も大きく上昇した（図 5.9 (d)）．
以上の結果から，提案法は実環境において，3Dプリンタや送風ポンプの突発的な異常
音や，ベアリングの傷などに起因する持続的な異常音を検知できることがわかった．こ
れらの結果から，ネイマン・ピアソン指標によりニューラルネットワークを学習するこ
とで，実環境においても機器動作の異常音を検知できることを実験的に示した．
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5.3 本章のまとめ
本章では，モーターの異常回転音やベアリングのぶつかり音などの普段発生しない音
（異常音）を検知し，機器動作の状態が正常か異常かを判定することで機器の故障を検知
する「異常音検知」の実現を目指した．機器の動作音からその機器が正常動作している
か，異常動作しているかを判定する異常音検知技術は，機器監視/保守業務の自動化を実
現する技術として，産業界から大きな期待が寄せられている．この問題の難しさとして，
機器の故障頻度がきわめて低いため，機器の異常動作音（ラベルデータ）が収集できず，
一般的な識別のためのニューラルネットワークの目的関数である交差エントロピーが利
用できない点にある．ゆえに従来では，オートエンコーダなどのDNNの中間層を音響
特徴量とし，外れ値検出に基づくアルゴリズムで異常音を検知していた．しかし，DNN
の学習はMMSEなどの異常音検知とは無関係の目的関数で行われており，ニューラル
ネットワークが適切に学習されている保証はなかった．そこで本研究では，正常音が従
う確率分布と統計的に差異がある音を異常音と定義することで異常音検知を仮説検定と
みなし，仮説検定の最適化基準であるネイマン・ピアソンの補題 [147]から新たな目的関
数である “ネイマン・ピアソン指標”を導出した．ニューラルネットワークをネイマン・
ピアソン指標で学習するために，変分オートエンコーダに基づく実装法を提案した．定
量評価試験では，従来法と比べ調和平均が 0.02から 0.06 ポイント向上することを示し，
実環境実験では 3D プリンタや送風ポンプの突発的な異常音や，ベアリングの傷などに
起因する持続的な異常音を検知できることを示した．
5.3.1 本章の貢献と関連研究
本章の内容は，研究業績リスト [C-1] の内容をまとめたものである．この研究の貢献
は，負例データの収集が困難な識別問題における音源情報の推定精度について定義し，
外れ値検知に基づく異常音検知を最適化するための目的関数を設計したことにある．本
研究では，これまで 正常音と異常音の識別問題として扱われてきた異常音検知を，正常
音と正常音でない音の識別問題と捉えなおすことで，異常音検知を仮説検定問題として
再定義した．この貢献は，銃声検知や未知話者検出などのセキュリティのための音源情
報推定技術など，負例データの収集が困難な様々な音源情報推定へと応用ができる．
なお，識別問題において負例をニューラルネットワークで生成する枠組みという観点
で，提案法は敵対的生成ネットワーク（GAN）と関連が深い．一般的なGANでは，識
別の考え方に基づき負例を一様分布などの任意の分布から生成し，JSダイバージェンス
の最小化を目的関数として識別器を学習している一方で，提案法では仮説検定の考え方
に基づき負例に関する確率分布や集合を定義して生成し，ネイマン・ピアソン基準で学
習を行っている．
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図 5.9: 給水ポンプの異常音検知結果．前半 60秒が正常動作中の給水ポンプの動作音，後
半 60秒が異常動作中の給水ポンプの動作音である．各図はそれぞれ，(a) 観測波形，(b)
観測スペクトログラム，(b’) 雑音抑圧後のスペクトログラム，(c) 提案法により抽出さ
れた音響特徴量，(d) 異常度を表す．
第 6 章
結論
本論文は，音源の位置，方向などの物理的かつ顕在的な音源情報に加え，音源の種類や状
態などの情報的かつ潜在的な音源情報の推定を目指し，ニューラルネットワークの学習
のための目的関数をどのように設計すべきかを研究した成果をまとめたものである．こ
れまで，深層学習を音源情報推定に適用し，ニューラルネットワークのネットワーク構
造を工夫することで，音声認識をはじめとする様々な音源情報の推定精度が向上してき
た．しかし従来の枠組みでは，決定論的な目的関数では音源情報の性質や推定精度を定
義できない，もしくは定義することが妥当ではない音源情報は推定が困難であった．そ
こで本研究では，音源情報推定において目的関数は，所望の音源情報の性質や推定精度
を定義するものであることから，決定論的な目的関数でその性質や推定精度を決定論的
に記述できなくとも，推定したい音源情報の特性や解きたい問題に応じて入出力値がと
るべき値の確率分布や集合は記述できるはずであると考えた．そしてこの着眼点のもと，
ニューラルネットワークの入出力が満たすべき統計的な性質を目的関数とする，「確率論
的目的関数」を設計するという着想からこの問題に取り組んだ．
1章では，研究背景，従来の音源情報推定の研究，および本研究の方針について述べた．
2章では，本研究で題材とした音源強調と異常音検知の従来研究，深層学習の利用法，
およびその問題点と，本研究で取り組む課題について述べた．
3章では，スポーツの競技音などラベルデータが十分に存在しない源信号を強調する
ための手法について研究した．DNNを用いてラベルデータが十分に存在しない源信号を
強調するためには，MFCCや LPCなどの音響特徴量の候補から人手で事前に設計/選択
した音響特徴量を観測信号から抽出することでネットワークのサイズを小さくしてDNN
の自由度を下げる必要がある．しかし，音響特徴量の候補の次元は大きく最適な組み合
わせを探索的に決定することは困難であり，また音源の種類によって適切な音響特徴量
が異なるため，音響特徴量を人手で選択することは困難だった．そこで 3章ではDNNの
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推定誤差について確率分布を明示的に仮定し，その分布の性質から確率論的に目的関数
を設計することで，適切な音響特徴量を自動選択する方法を目指した．源信号の推定誤
差がガウス分布に従うと仮定し，源信号の推定誤差を最小化するための音響特徴量選択
の目的関数として相互情報量を利用した．相互情報量を正確に計算するための手段とし
て，福水らの提案した相互情報量を再生核ヒルベルト空間で計算する “カーネル次元圧
縮 [128, 129]”を採用した．特徴量候補の次元数が大きい音響特徴量選択にカーネル次元
圧縮法を適用するために，スパース正則化法に基づく微分可能な目的関数を導出し，大
量な音響特徴量候補から適切な音響特徴量を勾配法により選択できる音響特徴量選択法
を提案した．定量評価試験では，提案法を用いて音響特徴量を選択することで従来の音
響特徴量選択法と比べ SDRが向上することを示した．また主観評価試験では，提案法を
用いて音響特徴量を選択することで従来の音響特徴量選択法と比べ源信号の明瞭度が向
上することを示した．
3章の研究の貢献は，福水らの提案したカーネル次元圧縮法を特徴量候補の次元数が
大きい音響特徴量選択に応用するために，スパース正則化法を利用した微分可能な目的
関数を導出した点にある．この目的関数を用いることで，音響特徴量選択を勾配法で最
適化できるようになるため，ニューラルネットワークへ入力する音響特徴量を現実的な
計算時間で選択できるようになった．この貢献により，これまで推定が困難とされてた，
学習データが十分に得られないような源信号や，適切な音響特徴量が未知な源信号も推
定できるようになった．
4章では，ラベルデータを一意に定めることができず，二乗誤差などの目的関数で推
定精度を定義することが妥当でない源信号を強調するための手法について研究した．高
品質な音声通信や聴覚補助の実現に向け，DNNを利用した音源強調の出力音の主観品
質を向上させることを目指した．従来のDNN音源強調では，源信号の振幅スペクトル
などをラベルデータとし，DNNの出力とラベルデータの二乗誤差を最小化するように
DNNを学習させるため，出力音に歪が生じて主観品質が低下するという問題があった．
一方，主観品質と相関の高い評価値（聴感評点）を計算機を用いて評価する手法は存在
したものの，その計算方法は複雑かつ微分可能な関数の合成関数で設計されていないた
め，DNNを学習するための目的関数としてそのまま利用することはできなかった．そこ
で 4章では，強化学習のフレームワークを応用し，音源強調のためのDNNを，主観評価
値と相関の高い音質評価値 [50, 51, 52]を利用して学習するための目的関数を設計した．
その実装法として 4.2 節では時間周波数マスクの選択に基づく音源強調，4.3 節では時
間周波数マスクの生成に基づく音源強調を提案した．定量評価試験では，提案する目的
関数を利用することで，これまで目的関数として利用できなかった聴感評点を最大化す
るようにニューラルネットワークを学習できることを確認した．また主観評価試験では，
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提案法は従来のMMSEに基づく目的関数を利用した音源強調よりも高い主観品質で音
源強調できることを示した．
4章の研究の貢献は，従来のDNN音源強調の代表的な学習法である誤差逆伝搬法では
利用が困難であった，微分不可能な評価関数を用いてニューラルネットワークを学習で
きる枠組みを提供した点にある．この貢献により，これまで音源強調の学習に利用でき
なかった聴感評点や人間の評価などの，より “高次”な評価尺度を目的関数として利用で
きるようになり，ニューラルネットワークを用いた音源強調の応用範囲を広げることが
できるようになった．
5章では，機器の異常動作音などラベルデータが収集できない音源情報を推定するた
めの手法について研究した．モーターの異常回転音やベアリングのぶつかり音などの普
段発生しない音（異常音）を検知し，機器の動作音からその機器が正常動作しているか，
異常動作しているかを判定する異常音検知技術は，機器監視/保守業務の自動化を実現す
る技術として，産業界から大きな期待が寄せられている．この問題の難しさとして，機
器の故障頻度がきわめて低いため，機器の異常動作音（ラベルデータ）が収集できず，一
般的な識別のためのニューラルネットワークの目的関数である交差エントロピーが利用
できない点にある．ゆえに従来では，オートエンコーダなどのDNNの中間層を音響特
徴量とし，外れ値検出に基づくアルゴリズムで異常音を検知していた．しかし，DNNの
学習はMMSEなどの異常音検知とは無関係の目的関数で行われており，ニューラルネッ
トワークが適切に学習されている保証はなかった．そこで本研究では，正常音が従う確
率分布と統計的に差異がある音を異常音と定義することで異常音検知を仮説検定とみな
し，仮説検定の最適化基準であるネイマン・ピアソンの補題 [147]から新たな目的関数で
ある “ネイマン・ピアソン指標”を導出した．ニューラルネットワークをネイマン・ピア
ソン指標で学習するために，変分オートエンコーダに基づく実装法を提案した．定量評
価試験では，従来法と比べ調和平均が 0.02から 0.06 ポイント向上することを示し，実
環境実験では 3D プリンタや送風ポンプの突発的な異常音や，ベアリングの傷などに起
因する持続的な異常音を検知できることを示した．
5章の研究の貢献は，負例データの収集が困難な識別問題における音源情報の推定精
度について定義し，外れ値検知に基づく異常音検知を最適化するための目的関数を設計
したことにある．本研究では，これまで 正常音と異常音の識別問題として扱われてきた
異常音検知を，正常音と正常音でない音の識別問題と捉えなおすことで，異常音検知を
仮説検定問題として再定義した．この貢献は，銃声検知や未知話者検出などのセキュリ
ティのための音源情報推定技術など，負例データの収集が困難な様々な音源情報推定へ
と応用ができる．
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本論文では，確率論的に導かれる目的関数を利用することで音源情報推定精度が向上
することを示すために，単純な構造のニューラルネットワークを利用してきた．目的関
数の研究は，昨今著しい発展を遂げているネットワーク構造の研究と独立性が高い．双
方の技術の進展を組み合わせることで，より高度な音源情報推定が可能になると考えて
いる．また本研究では，これまで困難とされてきた音源情報推定の題材として音源強調
と異常音検知を採り上げ，その推定するための新たな切り口として，確率論的な目的関
数の高度化という一つの方針を示した．今後は本研究を発展させ，環境音や音声の個人
性などより多様かつ複雑な音源情報を推定するための目的関数を研究していく．
音響信号処理をはじめとするメディア処理において目的関数の設計は，所望の情報の
性質や推定精度を定義することと等価であり，その研究は非常に重要なものである．通
信技術や計算機能力の発展に伴い，知的な音情報処理は，産業界や家庭内において今後
ますます必要とされていくと考えられる．この発展のためには，潜在的な音源情報の推
定は必須であり，また人間の感性や個人的な嗜好のような，より高次かつあいまいな音
源情報も推定してく必要がある．こういった音源情報の多くはラベルデータの収集が困
難であるし，決定論的な目的関数でその性質や推定精度を定義することは妥当ではない
ため，その推定のためには目的関数の発展が不可欠である．本研究は音源情報推定のた
めの目的関数の高度化に先駆的に取り組んだものであり，今後の音情報処理の基礎/応用
研究，アプリケーションの開発，および実用化の一助になると考えている．
付録 A
遠方配置したマイクロホンを連携させる音源強
調法
本章では，5章の実環境実験で用いた音源強調法を説明する．製造工場など大規模な空
間である監視対象機器の稼働音（源信号）のみを収音したい状況を考える．しかし製造
工場では，他の製造機の動作音が複数の方向から到来することが多く，観測信号には源
信号と雑音の両方が収含まれてしまうため，時間周波数マスキングを用いて源信号を強
調したい．製造工場では，製造機などの雑音源の位置が固定されているため，雑音源の
近くにマイクロホンを配置し，雑音をマイクロホンで直接観測できるアドバンテージが
ある．すると雑音の振幅スペクトルが既知となるため，容易に時間周波数マスクを設計
できそうである．しかし実際には，製造工場では監視対象機器と他の製造機が離れて配
置されていることが多いため，以下の理由で瞬時混合が仮定できず，雑音を観測した信
号をそのまま雑音の振幅スペクトルとしては時間周波数マスクは設計できない．
残響時間の問題 製造工場などは残響時間が長く，残響（インパルス応答）の時間長が短
時間フーリエ変換（STFT: short time Fourier transform）の分析幅より長くなっ
てしまう．
到達時間差の問題 マイクロホン間隔に応じた到達時間差が STFTの分析シフト幅より
大きくなると，源信号を観測するマイクロホンと雑音を観測するマイクロホンの
STFT分析結果の間で時間フレーム差が生じる．
本付録では，上記の問題を解決するために，製造工場など大規模な空間での観測信号を，
振幅スペクトル領域での瞬時混合でモデル化することで，所望の源信号を推定する手法
を説明する．
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Target source
……………………………..
Transfer gain: 
Frame delay: 
Microphone
図 A.1: 観測信号のモデル化（M = 2）．マイクロホンm2で観測した雑音 S(2)ω,τ が時間フ
レーム差 P2と伝達特性ゲイン a(2)ω,kをもって到来する．
A.1 観測信号のモデル化
今，源信号S(1)ω,τ ∈ CΩ×Tを，M本のマイクロホンの観測信号から推定する問題を考える．
S
(1)
ω,τ に最も近い位置に配置したマイクロホンの番号を 1とし，その観測音X(1)ω,τ ∈ CΩ×T
を以下で記述する．
X(1)ω,τ = S
(1)
ω,τ +Nω,τ (A.1)
ここで Nω,τ ∈ CΩ×T は，複数の他の製造機から到来する雑音であり，空間内のM − 1
個の雑音源 S(2,...,M)ω,τ が混ぜ合わさったものと考える．1番目のマイクロホンとm番目雑
音源が空間的に離れて配置されている場合，長い残響や到達時間差の影響で，Nω,τ を瞬
時混合の形式で記述できない．この問題を解決するために，残響と到達時間差を時間周
波数領域でモデル化したい．瞬時混合形式で記述できないほど長い残響を時間周波数表
現するために，エコーキャンセラ [148]や音響イベント検出 [149]の分野では，残響を近
似的に，時間周波数領域の畳み込みで記述する方法がある．また到達時間差は，時間フ
レームの遅延（シフト）として記述する．すると雑音Nω,τ を以下のように記述できる．
Nω,τ ≈
M∑
m=2
K∑
k=0
A
(m)
ω,k S
(m)
ω,τ−Pm−k (A.2)
ここで，Pm ∈ N+は，1番目のマイクロホンとm番目雑音源 S(m)ω,τ の位置差に応じて生
じる時間フレーム差，A(m)ω,k は，1番目とm番目のマイクロホンと，m番目雑音源 S(m)ω,τ
から 1番目のマイクロホンまでの伝達特性である．式 (A.1)(A.2)より，1番目のマイク
ロホンの観測を瞬時混合の形式で記述できるようになるため，時間周波数マスクによる
源信号推定を実行できる．
時間周波数マスクを設計するために，|Nω,τ |をM − 1個のマイクロホンの観測を用い
て記述する．m番目の雑音源の近傍にはm番目のマイクロホンが配置されているとす
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図 A.2: 提案法の音源強調処理手順．
る．製造工場では，大音量を発生させる大型機器同士は離して配置することが多いため，
m番目のマイクロホンとその他のマイクロホンは十分に離して配置されていると仮定す
る．するとm番目のマイクロホンの近傍では，|S(m)ω,τ | ≫ |S(1,...,M, ̸=m)ω,τ | が成り立ち，その
観測信号X(m)ω,τ は近似的に，
X(m)ω,τ ≈ S(m)ω,τ (A.3)
と記述できる．すると，各雑音源が互いに無相関と仮定すると，Nω,τ の振幅スペクトル
も近似的に以下のように記述できる（図A.1）．
|Nω,τ | ≈
M∑
m=2
K∑
k=0
a
(m)
ω,k |X(m)ω,τ−Pm−k| (A.4)
ここで a(m)ω,k = |A(m)ω,k | ∈ R+である（以降，伝達ゲインと呼ぶ）．式 (A.4)より，各雑音源
の時間フレーム差P2,...,M と伝達特性ゲインa(2,...,M)1,...,K が推定できれば，雑音の振幅スペク
トルが推定できるため時間周波数マスクでき，音源強調が可能になる（図A.2）．次節で
は，Θ = {a(2,...,M)1,...,K , P2,...,M}を推定するため枠組みを説明する．
A.2 雑音推定のための目的関数の設計
本節では，Θ = {a(2,...,M)1,...,K , P2,...,M}を推定する．Θの事前分布とΘを得た下での観測信
号の確率分布を設定し，事後確率最大化推定の枠組みで P2,...,M と a(2,...,M)1,...,K を推定する．
付録 A 遠方配置したマイクロホンを連携させる音源強調法 119
まず，各確率分布の記述を簡潔にするために，観測信号のモデルである式 (A.1)を行
列形式で記述する．式 (A.1)が振幅スペクトル領域でも成り立つと仮定すると，|X(1)ω,τ |を
近似的に以下のように記述できる．
|X(1)ω,τ | = |S(1)ω,τ |+ |Nω,τ | (A.5)
すると式 (A.5)は以下の行列演算で表現できる．
X(1)τ ≈ S(1)τ +Nτ (A.6)
X(m)τ ≈ S(m)τ (A.7)
Nτ ≈
M∑
m=2
K∑
k=0
a
(m)
k ⊙X(m)τ−Pm−k
≈ Xτa (A.8)
ここで
X(i)τ =
(
|X(i)1,τ |, |X(i)2,τ |, ..., |X(i)Ω,τ |
)⊤
(A.9)
S(i)τ =
(
|S(i)1,τ |, |S(i)2,τ |, ..., |S(i)Ω,τ |
)⊤
(A.10)
Nτ = (|N1,τ |, |N2,τ |, ..., |NΩ,τ |)⊤ (A.11)
a
(i)
k =
(
a
(i)
1,k, a
(i)
2,k, ..., a
(i)
Ω,k
)⊤
(A.12)
Xτ =
(
X(2)τ , ...,X
(M)
τ
)
(A.13)
X(m)τ =
(
diag(X
(m)
τ−Pm), ..., diag(X
(m)
τ−Pm−K)
)
(A.14)
a =
(
a(2), ..., a(M)
)
(A.15)
a(m) =
(
a
(m)
0 , ...,a
(m)
K
)
(A.16)
である．ただし⊙はアダマール積，diag(x)はベクトル xを対角要素に持つ対角行列を
表す．
次に観測信号X(1)τ に対する確率分布を設計する．ここでX(1)ω,τ に源信号 S(1)ω,τ が含まれ
る時間が短い（すなわち，監視対象の機器がほとんど動作していない）データセットが
手に入るとする．式 (A.6)より，そのデータセットでは，ほとんどの時間インデックス τ
で
X(1)τ =Nτ (A.17)
が成り立つ．この仮定からX(1)τ の確率分布を，Nτ を平均，共分散行列 diag(σ)を持つ
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ガウス分布N (Nτ , diag(σ2))でモデル化する．
X(1)τ ∼ N
(
X(1)τ |Nτ , diag(σ)
)
(A.18)
∼ |Λ|
1/2
(2pi)Ω/2
exp
{
−1
2
(X(1)τ −Nτ )⊤Λ(X(1)τ −Nτ )
}
(A.19)
ここで Λ = (diag(σ))−1であり，σ = (σ1, ..., σΩ)⊤はX(1)τ の各周波数ごとのパワーと
して
σω =
1
T
T∑
τ=1
|X(1)ω,τ | (A.20)
で求める．これは，各周波数インデックスごとの振幅の差を補正することを目的として
いる．
最後に Θの事前分布を，各パラメータの物理的な特性を元に設計する．まず時間フ
レーム差 P2,...,M の事前分布を設計する．m番目のマイクロホンはm番目の雑音源の近
傍に配置されているならば，Pmはおおよそ，1番目のマイクロホンとm番目のマイク
ロホンの距離で推測できると考えられる．つまり，1番目のマイクロホンとm番目のマ
イクロホンの距離を φm，音速を C m/s，標本化周波数を fs，STFTのシフト幅を fshift
としたとき，おおよその時間フレーム差Dmは
Dm = round
{
φm
C
· fs
fshift
}
(A.21)
で求まる．ここで round{·}は整数への四捨五入を表す．ただし実際にはm番目のマイ
クロホンはm番目の雑音源の距離がゼロではないため，PmはDmの近傍で確率的に揺
らぐと考えられる．このことをモデル化するために，時間フレーム差の事前分布を，平
均値Dmを持つポアソン分布で設計する．
Pm ∼ Poisson(Pm|Dm)
∼ D
Pm
m
Pm!
exp{−Dm} (A.22)
次いで伝達ゲイン a(2,...,M)1,...,K の事前分布を設計する．a(m)ω,k は伝達ゲインを表すため正の実
数であるまた一般に伝達特性は時間減衰するため，そのゲインである伝達ゲイン a(m)ω,k も
時間 kが進むほど小さくなる．このことをモデル化するために，伝達ゲインの確率分布
は平均値 αkを持つ指数分布でモデル化する．
a
(m)
ω,k ∼ Exponential
(
a
(m)
ω,k |αk
)
∼ 1
αk
exp
{
−a
(m)
ω,k
αk
}
(A.23)
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ここで αkはフレームの経過に従って減少させるために，以下のように計算する．
αk = max(α− βk, ϵ) (A.24)
ここで αは 0フレーム目の αkの値，βは減衰重み，ϵはゼロ除算を避けるための小さな
係数である．
以上の議論より，観測信号と各パラメータについて確率分布が定義できたため，最大
化すべき目的関数は以下のように記述できる．
J = p(Θ|X1,...,T ) ∝ p(X1,...,T ,Θ)
= p(X1,...,T |Θ)p(a(2,...,M)1,...,K )p(P1,...,M) (A.25)
p(X1,...,T |Θ) =
T∏
τ=1
N (X(1)τ |Nτ , diag(σ)) (A.26)
p(a
(2,...,M)
1,...,K ) =
Ω∏
ω=1
M∏
m=2
K∏
k=1
Exponential(a
(m)
ω,k |αk) (A.27)
p(P2,...,M) =
M∏
m=2
Poisson(Pm|Dm) (A.28)
ここで，a(2,...,M)1,...,K は非負の値である必要があるため，この最適化は，以下のような Lの
制約付き最大化問題となる．
Θ← arg max
Θ
J subject to 0 ≤ a(2,...,M)1,...,Ω,1,...,K (A.29)
ここでJ は確率値の積の形になっているため，計算機の途中でアンダーフローを起こす
可能性がある．ここで，対数関数が単調増加関数であることを利用し，尤度関数の代わ
りに対数尤度関数を最大化する．
Θ← arg max
Θ
J subject to 0 ≤ a(2,...,M)1,...,Ω,1,...,K (A.30)
J = ln p(X1,...,T |Θ) + ln p(a(2,...,M)1,...,K ) + ln p(P2,...,M) (A.31)
ここで各要素は以下のように記述できる．
ln p(X1,...,T |Θ) ∝ −1
2
T∑
τ=1
(
X(1)τ − Xτa
)⊤
Λ
(
X(1)τ − Xτa
)
(A.32)
ln p(a
(2,...,M)
1,...,K ) ∝
Ω∑
ω=1
M∑
m=2
K∑
k=1
− lnαk − a
(m)
k
αk
(A.33)
ln p(P2,...,M) ∝
M∑
m=2
− ln(Pm!) + Pm ln(Dm)−Dm (A.34)
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以上の変形により，J を構成する各尤度関数の最大化は容易になった．しかし式 (A.30)
は P2,...,M と a(2,...,M)1,...,K の 2変数の関数であり，2変数に関して同時に最適化を行うことは
困難である．そこで本手法では，式 (A.30)を cordinate descent (CD)法を用いて最大化
する．具体的には尤度関数を，a(2,...,M)1,...,K に関する項と P2,...,M に関する項に分解し，
Ja = ln p(X1,...,T |Θ) + ln p(a(2,...,M)1,...,K ) (A.35)
JP = ln p(X1,...,T |Θ) + ln p(P2,...,M) (A.36)
各変数を交互に最適化することで，J を最大化する．
a
(2,...,M)
1,...,K ← arg max
a
(2,...,M)
1,...,K
Ja subject to 0 ≤ a(2,...,M)1,...,Ω,1,...,K (A.37)
P2,...,M ← arg max
P2,...,M
JP (A.38)
式 (A.37)は制約付き最大化のため，近接勾配法を用いて最適化する．具体的には Ja
の aに関する勾配ベクトルを以下の式で求め，
∂Ja
∂a
=
1
T
T∑
τ=1
X⊤τ Λ
(−X(1)τ + Xτa)−α (A.39)
α =
α˜, α˜, ..., α˜︸ ︷︷ ︸
M−1
 (A.40)
α˜ =
 1α0 , ..., 1α0︸ ︷︷ ︸
Ω
,
1
α1
, ...,
1
α1︸ ︷︷ ︸
Ω
, ...,
1
αK
, ...,
1
αK︸ ︷︷ ︸
Ω
 (A.41)
式 (A.42)の勾配法と，式 (A.43)のフロアリングを交互に行う繰り返し最適化で実行する．
a← a+ λ∂La
∂a
(A.42)
a
(2,...,M)
1,...,Ω,1,...,K ← max(0, a(2,...,M)1,...,Ω,1,...,K) (A.43)
ここでλは更新のステップサイズである．式 (A.38)は離散変数の組み合わせ最適化である
ため，グリッドーサーチを行う．具体的には，すべてのmについてPmのとりえる最大値
と最小値を定義し，すべてのPmの最小から最大の組み合わせについてJP を評価し，こ
れが最大となる組み合わせでPmを更新する．実用的には，各マイク距離φ2,...,Mから推測
される音源距離の最小値 φmin2,...,M と最大値 φmax2,...,M を入力し，そこからPmのとりえる最大
値と最小値を計算する．音源距離の最大値と最小値は，φminm = φm− 20，φmaxm = φm+20
程度に設定する．
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図 A.3: マイクロホンとスピーカの配置図．
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図 A.4: 各スピーカから各マイクロホンまでのインパルス応答．
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図 A.5: 時間フレーム差（P2 = 2）と伝達ゲインの推定結果．
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図 A.6: 処理結果例．左図が波形，右図がスペクトログラムを表す．各図はそれぞれ (a)
源信号，(b) 観測信号，(c) 出力信号である．
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Algorithm 5 提案法の学習アルゴリズム
Input: X
(1,...,M)
1,...,T
Output: a
(2,...,M)
1,...,K , P2,...,M
Initialize a
(2,...,M)
1,...,K , P2,...,M
while until algorithm convergence do
a← a+ λ∂La
∂a
a
(2,...,M)
1,...,Ω,1,...,K ← max(0, a(2,...,M)1,...,Ω,1,...,K)
P2,...,M ← arg max
P2,...,M
LP by grid-search algorithm.
end while
A.3 実験
本手法による音源強調の挙動を，実験室での動作実験，及び実環境での動作結果を用
いて示す．
A.3.1 動作実験
まず本手法の音源強調性能を定量評価実験により評価した．実験は図A.3に示すよう
にマイクロホンとスピーカの配置した室内で行った．目的音（target source）から各マ
イク位置までと，雑音（noise source）から各マイク位置までのインパルス応答を図A.4
に示す．雑音のインパルス応答からわかるように，雑音は両方のマイクロホンm1,m2に
含まれており，またm1とm2の間にはマイク間距離（約 12.0 m）に応じた 28 ms程度
の時間差が生じている．
目的音の学習データにはATR音声データベース [141] から男性 4名，女性 4名による
全 400発話を利用した．また，テストデータには New Japan 音声データベースより男
性 2名，女性 2名による全 200発話を利用した．雑音は音楽とし，学習データは SiSEC
データセット（MSD100）[150]より男性ボーカル 3曲，女性ボーカル 3曲とした．また
テストデータは，学習データとは異なるアーティストの男性ボーカル 1曲，女性ボーカ
ル 1曲とした．すべて目的音および雑音のデータは 16kHzにダウンサンプリングした．
学習の SNRは -12 dB，-6 dB，0 dB，6 dB，12 dBとし，評価は-6 dB，0 dB，6 dB，
12 dBで行った．パラメータの次元数を抑えるために観測信号はB = 64のメルフィルタ
バンクで圧縮し，時間周波数マスク設計の際にスプライン補間で線形周波数に補間した．
短時間フーリエ変換のフレームサイズは 512 サンプルとし，シフト幅は 256 サンプルと
した．また学習に用いた各種パラメータは実験的に α = 1.0，β = 5.0× 10−2，K = 10，
λ = 10−5とした．
まず，時間フレーム差と伝達ゲインの推定結果を図 A.5に示す．時間フレーム差は
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図 A.7: PESQ，SDR，STOIの定量評価結果．縦軸はそれぞれの評価値の大きさを表す．
各 4つの箱ひげ図は左から，観測信号の SNRが-6dB, 0dB, 6dB, 12dBの結果を表す．
P2 = 2と推定された．これは本実験条件においては 1フレームが 16 ms (256 pts /16000
Hz) であり，インパルス応答におけるマイク間時間差が約 28 ms であったことから，妥
当な値が推定されていることがわかる．また伝達ゲインも時間的に減衰していることが
わかる．推定されたパラメータを用いて音源強調を行った例を図A.6に示す．時間波形
およびスペクトログラムより源信号が強調されていることがわかる．
次に，音源強調性能をPESQ（音質），SDR（スペクトル歪），STOI [146]（音声明瞭
度）を用いて定量評価した結果を図A.7に示す．全ての評価尺度において，提案法で処理
を行うことで評価値が改善しており，PESQで約 0.4 point，SDRで約 5～10 dB，STOI
で 0.08～0.02 pointの改善が見られた．これらのことから，本手法により遠方配置した
マイクロホンを連携させて音源強調を行えることがわかる．
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