, and 5G open grid computing environment (5G OGCE), an architecture of heterogeneous large-scale parallel supervisory control and data acquisition/distributed control systems (SCADA/DCS) system of systems (SoS) is presented. Its purpose is to supervise and control and acquire data of process function value of operating electricity, water, air and gas, in natural disasters and accidents caused by incorrectly using them. This architecture, compared with NASA's architecture decomposition of space exploration systems, and with Smart Grid Architecture Model (SGAM), is more suitable for mining and ocean engineering, especially sea-wave power plants, and operating and controlling of processing water, electricity, gas, and air systems in parallel. The architecture can act as a framework for factory automation in 5G OGCE. By using heterogeneous concurrent agents (HCA) in concurrent enterprise (CE), this architecture can realize cyber manufacturing system supported by cloud computing.
Smart City Demo Aspern (SCDA) for grid automation and distribution grid monitoring. G. Zhabelova and V. Vyatkin [11] proposed an architecture of distribution systems automation, and discussed a trend of future grid automation development, which facilitates the use of fully distributed multi-agent control in power distribution automation. In their paper an automated FLISR scenario is used, to achieve the so-called "self-healing grid" by the collaboration of intelligent logical node (ILN).
Since the existing SCADA/DCS systems and smart grid still have not been able to completely avoid failures and accidents, this needs to develop and employ what the new architecture of SCADA/DCS systems could tackle those accidents of infrastructure of electricity, water, air and gas, such as, coal mine, seabed and underwater operation, state of electric, water, air and fuel of aircrafts in flying and ships in seaway. Generally speaking, system of systems (SoS) is largescale concurrent and distributed systems that are comprised of complex systems. [This definition was proposed by P. G.
Carlock and R. E. Fenton (2001).]
In this paper, a parallel cluster of PLCs/RTUs called HCA (heterogeneous concurrent agent) is presented, and a HCA is a concurrent agent [12] . Usually, an intelligent decision support systems (IDSS) that monitor, control, and diagnose process system performance variables, water level in river, rainfall, the earthquake, landslide, ocean current, sea temperature, and the intensity of the damage from tropical cyclones and hurricanes in nature. When large-scale process systems are destroyed by natural disasters, secondary disasters can be triggered by them. In these variables, it is difficult for operators to find and predict the emergence of secondary disasters, especially during effectively monitor the process data, analyzing current states, detecting and diagnosing process anomalies. HCA is a modular component of Distributed AI system, whose PLCs and RTUs (in HCA) simultaneously and collaboratively work, respectively communicated with distributed control center (DCC) and grid control center, and received the commands, carried out grid control and grid automation. Heterogeneous large-scale parallel SCADA/DCS system of systems consists of processing elements of concurrent enterprise (CE) [12] , that is, heterogeneous concurrent agents (HCAs). Heterogeneous large-scale parallel SCADA/DCS system of systems are a large-scale distributed AI system, it also is a heterogeneous swarm intelligent system. The organizer of the heterogeneous swarm intelligent system is the leader of an alliance of a concurrent enterprise (CE). Hence, each SCADC/DCS system can be made up of a concurrent enterprise (CE). Further, multiple concurrent enterprises (MCEs) constitute a large-scale heterogeneous parallel SCADA/DCS SoS. These contents will be introduced in this paper. This paper is organized as follows. According to domain decomposition method (DDM), and by using grid integrated architecture modeling (GIAM) of open grid integrated manufacturing (OGIM), Section 2 describes an architecture of combined eight cube GIAM and a grid SCADA/DCS SoS. The architecture can be implemented, and referred to definitions and propositions are given. Section 2 describes modeling and approach. We present an architecture of heterogeneous large scale parallel SCADA/DCS SoS in 5G open grid computing environment (OGCE) in Section 3. Section 4 discusses 5G cloud architecture and system architecture of heterogeneous largescale parallel SCADA/DCS SoS. Finally, Section 5 is about this paper conclusions.
II. GRID SCADA/DCS MODEL AND APPROACH
As both open system architecture (OSA) and its development of complex systems exist in complex large systems (SoS). SoS evolves into open system of systems architectures (OSoSA). An architecture of supervisory control and data acquisition and the distributed control system (SCADA/DCS) is an OSA, which will evolves to OSoSA. Thus, this emerges the third generation "networked" and the fourth generation "of grid and cloud" SCADA/DCS, and this will enable industrial infrastructure, process control systems, and multi-agent systems to develop into a large scale direction in parallel. As a theoretical basis, the computer integrated manufacturing for open system architecture (CIM-OSA) and the automation pyramid structure will trend towards a largescale grid or cloud computing development which will provides the cyber infrastructure and cyber-physical systems to support a new generation integration method and a control strategy. Hence we present a new generation architecture that consists of CIM-OSA, that is, open grid integrated control architecture of domain decomposition method (DDM) in threedimension space shown in Figure 1 as following.
In Figure 1 , a coupling relation composes a set of multiple systems which can enable uncoupling and decomposition systems to be organized together, thus composing system of systems (SoS). The establishment of complex SoS and SCADA/DCS SoS must adopt an open systems approach to system of systems engineering (SoSE). According to the domain decomposition methods, and system coupling methods, we can build SCADA/DCS SoS architecture consequently.
There are three dimensions: integrated axis (dimension), control axis and domain axis in Figure 1 . Integrated axis means the integration of multiple systems in SoS. Control axis supervises and controls many systems in integrated system of SoS, acquires data and accomplishes commands, communications, and controls (C3). And control axis refers to control element or control systems, and SCADA/DCS systems. These multiple parallel distributed control systems (DCS) can be controlled in parallel, and control axis denotes different control approaches in the different decomposition domains of DDM. The domain axis denotes different domains (e.g., underwater engineering technology, wetlands ecosystems, and so on). The three planes form the cube model, they are an integrated-control plane, a control-domain plane, and a domain-integrated plane. The cube model can have multiple small cubes, and the model consists of eight sub-cubes (see Figure 1 ).
For instance, these eight sub-cubes respectively denote: 1). production facility architectures; 2). human resources and organization architectures; 3). engineering and control; 4). business processing; 5). ERP-Level; 6). MES-Level; 7). control-level; 8). Device-Level. And, each of these eight subcubes can be decomposed further. Therefore, these eight subcubes can be increased to sixteen sub-cubes of OGIM architecture.
When this cube model is used to form the SCADA/DCS systems for the cloud structure, we have the architecture shown in Figure 2 . Because there are open gateways and interfaces within 5G OGCE, this cube model could interconnect to Smart Grid Architecture Model (SGAM) (see [10] [13] [14] [15] ) and can form a dual grid architecture system. Here the architecture is proposed by this paper. The dual grid architecture (DGA) possesses both main part and sub-part of control automation and information processing, Smart Grid, SmartHome, SmartBuilding, Smart Water Grid, and other systems. State Grid could consist of both 5G OGCE and Smart Grid. And a basic skeleton of State Cloud architecture would be implemented by the Smart Grid and 5G OGCE. Such an architecture also requires an architecture of heterogeneous large-scale parallel SCADA/DCS systems in 5G OGCE. We call a kind of SCADA/DCS systems based on grid computing as a grid-SCADA/DCS.
This new generation grid-SCADA/DCS systems can be hosted on OGIM, and they constitute SCADA/DCS SoS of the cloud architecture of advanced cyber manufacturing. This is the question of how the SoS modeled in grid computing. System of systems engineering (SoSE) modeling can give the answer to question. Thus, multi-agent modeling, group or cluster distributed intelligent, and swarm intelligence modeling are used in this paper. HCAs, concurrent agents (CAs), and concurrent enterprise paradigm (CEP) based on concurrent engineering (CE), are applied to the grid-SCADA/DCS SoS. We have definitions and propositions as follow, In the formula (Expression 1), AAT denotes an active agent team, and is a set of the active agents which are a core of the RTUs, also is a set of programs programed by agent-oriented programming languages (AOPL) and object-oriented programming languages (OOPL) can be installed, migrated and updated in RTUs. The PAT denotes passive agent team, and it is a set of the passive agents which are a core of the PLCs. These passive agents can be installed, migrated, and update in PLCs, and they can be programmed by AOPL and OOPL. These codes can drive the steps of control, and they implement SCADA/DCS. KDB denotes distributed knowledge database, store task planning list and methods of solving the problems. KQEL denotes knowledge query language. The action rules to solve the problem are found by using it in KDB. CN denotes interconnection networks of the Communication Networks (CN), and interoperable communications networks, including 5G network and power line telecommunication (PLT) of smart grid. TT denotes time triggered mechanism for control system and networks, time triggered protocols. ASSP denotes asynchronous and synchronous protocol of tasks: RTUs denote remote terminal units (RTUs). Generally speaking, they are only the shell of RTUs or are their hardware. The core of RTUs is the software codes of AOPL/OOPL. PLCs denote programmable logic controllers (PLCs), besides they generally are hardware parts of PLCs. The core of PLCs is the software codes. These PLCs, RTUs, field bus, CN and other parts construct a SCADA/DCS systems. FD-Ms denote field devices or machines, including robot, assembly lines, conveyor belts, and so on. SAs (in SCADA/DCS systems) denote sensors and actuators that compose the data acquisition and drive part of the control systems. CP denotes collaboration protocol of working task between active and passive agent teams. Language denotes multi-agent languages. Agents using multiagent languages in RTUs or PLCs can exchange information with other agents in SCADA/DCS systems and other robots. Migration denotes that agents (softbots, robots, system) can migrated from one place to another and from one software platform to another. Update denotes software codes upgrade and renovate. The self-tool-boxes of HCA can store tools for maintaining and protecting the systems. The self-healing includes a software package for diagnosing faults and accidents. It can recover functions and cure system failures. 
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The self-assembly is to adapt to different requirements, autonomously organize agents system alliance. Reconfiguration denotes that the system combined by agents can be reconfigured when different control strategies are used. Context denotes the codes and behavior rules stored in the KDB or database. Guard is a defense against infecting viruses and attacking agents. Modeling a large-scale complex system (SoS), enterprise modeling is required. The concurrent enterprise paradigm is a kind of choice. According to the nature of the concurrent enterprise, a concurrent enterprise (CE) is a group or a set of extended enterprises (EE) with different types of manufacturing systems and independent operation and production products because of concurrent engineering, market demand, and enterprise integration alliance agreements in order to realize established extended development goal. And this goal is resolved into every extended enterprise. Thus, we have definition as follow: CE with OGIM operates the grid-based SCADA/DCS, and manages business between M2M (Machine to Machine) communications. Thus, a grid-based SCADA/DCS system of systems (SoS) is a part in a CE system architecture. The CE include Smart Grid, Smart Water Grid, Smart Factory of air and gas, and massively parallel processing (MPP) of distributed computing, security, and so on. When a CE has established, and Smart grid and OGCE are interconnected, they compose double-grid SoS. Smart Grid provides monitoring and controlling for power plants, distribution line, transmission line networks, and users, but these are only the most basic functions. In fact, the support provided by Smart Grid is insufficient for end users or Smart Home. The reason is that PLT communication is not complete. EURISCO and Danish Technological Institute [15] proposed Smart Grid Connection Point (SGCP) for home automation. They use the SGCP and Smart Grid interface to connect to Smart Grid. Obviously, Smart Grid can use radio to provide support to end users. By adopting this method they want to have Smart Grid management much of information. Although the SGAM seems to be used to construct the Smart City Infrastructure Architecture Model (SCIAM), Maritime Architecture Framework (MAF), and Reference Architecture Model for Industry 4.0 (RAMI 4.0), it may be a success. The lack of actual integrated software architecture limits the application and extension of SGAM. From the smart city perspective, the structure of smart city should be cloud structured or multi-grid. From the point of view of the integrated grid architecture, OGCE is more adaptive than SGAM. OGCE I-C-D cube Model can be used in integrated multi-grid SoS. Thus, 5G OGCE can monitor and control Smart Grid through a gridbased SCADA/DCS SoS.
Proposition 2: If each element of CE could observe the alliance treaty of CE alliance, each element behavior of CE will act as a member behavior of the supply chain and data linkage under objectives of CE alliance, and behavior are restricted.
Proposition 3 (redundancy). If hosting alliance master of CE is a collection of a representative of a difference member
HCAs of EE, the productivity and functionality of CE are redundant.
Proposition 4 (self-healing)
. If a healing agent is a member of a HCA, the HCA is called self-healing HCA. If a selfhealing HCA is a member of the CE, the CE is called a selfhealing CE. Proposition 5 (fault tolerance). If there is a backup of each of agents in HCA, there is a backup of HCA. Thus, CE is with the fault-tolerance. Hence, there are many different distribution line networks of smart grid, smart water grid, air and gases in the same region or a city. An integrated grid or cloud architecture is required to manage them. An architecture of grid-based SCADA/DCS with integrating many different distributed line networks in overlapping geographically area are illustrated in Figure 3 .
III. ARCHITECTURE
As is K. Stouffer, J. Falco and K. Scarfone [16] discussed, the security controls are of great importance to large scale SCADA/DCS systems. They proposed the Department of Homeland Security's (DHS's) National Cybersecurity Division (NCSD) establishing the Control Systems Security Program (CSSP), and having recommended industrial control systems (ICS) defense-in-depth architecture.
A grid-based SCADA/DCS system is made up of cluster of HCAs, each of which is distributed in the node of grid in OGCE, and consists of Grid-Machine Interface (GMI), Human-Grid Interface (HGI), Human-Machine Interface (HMI), Remote Terminal Units (RTUs), Programmable Logic Controllers (PLCs), sensors, actuators, and M2M Communication Interface. M2M interface combines GMI and RTUs to form a Master RTU. Software system supported these field buses and devices. In OGCE, the HCA allocated and divided to different domain according to their functions of needs (see Figure 4) . A grid-based SCADA/DCS systems constructed by HCAs is a SoS in parallel, and there can be a grid-based SCADA/DCS systems in those applications that are constructed by OGCE. They may be in Smart air grid, Smart water grid, Smart grid, and so on. Also, this is a control problem of multiple distributed AI system. And, in open grid integrated manufacturing systems (OGIMS), in open parallel distributed computing infrastructure, and in OGCE, the gridbased SCADA/DCS SoS will apply the domain decomposition method (DDM) to realize distributed control strategies, obtain data, monitor and control electricity grid, air grid, water grid, and gas grid, as well as electricity, water, air, and gas systems in flying aircrafts, in ships sailing on the sea, and in a train on a high-speed rail. Through data links of grid networks in message passing technique, the state data of using electricity, water, air, and gas all of these will be packaged into the messages, and the messages can be passed to command and control (C2) center.
In different geographical area, C2 center is an integrated systems in overlapping area. An integration of monitor and control (M&C) will enable the cost even smaller. The entire geographical area M&C better responds to the entire regional timely system status, including status of using electricity, water, air, and gas systems in flying aircrafts, in ships sailing on the sea, and in a train on a high-speed rail, and regional air quality. And, this M&C also includes real time monitoring, controlling and access to actual status data of running the power system, using water, burning gas, and using air. And, the result of M&C control is to realize big data analysis and process. When floods that caused by heavy rain result in the failure of electric grid supply electricity, we can use some approaches to solve accidents in time, which is possible to avoid a large disaster.
In the other aspect, the model shown in Figure 1 describes the system integration model in OGCE. According to system science, structural geology and tectonics, the system model can be broken down into two parts, one part is the kernel part, the other part is the shell part that is divided into two parts, the surface and the shell. The kernel can be a manufacturing and production lines, such as a workshop. The shell part can be a production support system (an information system), for example, computer-aided production engineering (CAPE), logistics and sales. The surface part can be the product quality of the enterprise and the factory in the process of product being used, the product cracks or damages, causing the accident to occur. The root cause may be in the production process of the production system, or in the raw material of logistics supply. But on the surface, it is the product quality problem. To prevent the accident from happening again, we need to find the key factor that causes the accident. They may be key factors in the kernel part of the production system, could also be made in errors of auxiliary system of the shell part, also may be damaged in the transport process, and may be in the improper use or damage in the operation of the surface part. For natural disasters, such as waterlogging and landslides caused by rainfall, and the destruction of earthquakes, the supervisory detection control and data acquisition should be carried out in the three parts of the system model (as shown in Figure 1) . Thus, we need to comprehensively monitor and manage the core and shell parts of the system model. When the production control system in the production system is deviation and error, the faulty and wrong happened to the production system and the products produced are waste products or inferior-quality products (substandard) products. The production control system needs to be networked and realize the supervisory control and data acquisition. For process production, the distributed control system (DCS) must increase the supervisory control and data acquisition (SCADA) part so as to ensure the normal operation of the production system. And, the manufacturing and production lines need to supervise the control and data acquisition system in large-scale. The earthquake prediction system needs to be interconnected to the network. The control of the water supply system needs to be interconnected to industrial control network, and the gas supply system also needs to be controlled by the industrial control network or the Industrial Internet of things (IIoT).
When domain decomposition method is applied, the kernel and shell parts can be used to complete the supervision control and data acquisition in parallel processing. The kernel part is processed in the domain 1, and the shell part is processed in the domain 2, and the surface part is processed in the domain 3, and by analogy can the different parts of model be processed in different domains. Thus, this large-scale SCADA/DCS system is a large-scale complex system, that is a system of systems (SoS). SoS is an array systems, and SoS is a network-centric and model-centric complex system. SoS can be assembled and reconfigured on demand. When SoS is grid-centric, it is a grid virtualization complex system. Therefore, SoS is a virtual architecture and organization of complex system in open grid computing environment (OGCE) and cloud computing environment. That is, SoS is a software-defined networkcentric complex system. In this way, we have the architecture of the heterogeneous large-scale parallel distributed SCADA/DCS SoS shown in Figure 4 .
SoS has the following characteristics:
• network-centric and grid-centric, and model-centric.
• swarm intelligence, multi-agent modeling, multi-core intelligence, structural scale.
• virtualization, and service-oriented architecture (SOA).
• assemble and reconfigure.
• integration, interconnection, and interoperability.
• big data analytics, and cloud architecture.
• heterogeneous, independence, decentralization. The architecture model shown in Figure 1 , compared with NASA's architecture decomposition process proposed by K. Bhasin et al. [17] , has the advantage of modeling complex systems (SoS) in grid computing and cloud architecture. NASA's exploration architecture is based on the Department of Defense Architecture Framework (DoDAF), but the model in Figure 1 is based on CIM-OSA.
Hence, this needs to own that architecture of new generation SCADA/DCS systems which can be automated information processing in Figure 4 , and we present an architecture of SCADA/DCS systems based on 5G OGCE, which realizes open grid integrated manufacturing (OGIM) and real-time process control by using of real-time domain decomposition method (DDM).
IV. DISCUSSION
This paper presents a SoSE approach to the integration of multiple large-scale systems in the same areas or smart city, through using overlap and superposition, and domain decomposition method. And an architecture of heterogeneous large-scale parallel SCADA/DCS is presented, at the same time, an I-C-D cube model of GIAM of OGIM is presented. This I-C-D cube model is based on structural geology and tectonics, SoSE, CIM-OSA, and process algebra, and HCAs and CE are constructed in this article. Compared with SGAM, an I-C-D cube model of GIAM can also be extended to a Smart City. In fact, I-C-D cube model is originally designed to Smart Factory and Intelligent Factory Automation. Hence, I-C-D cube model has an advantage over SGAM in terms of control and integration automation, thus, the established SCADA/DCS SoS is more suited to large-scale parallel SoS. From the perspective of grid computing, Smart City and Smart Factory all are composed of multiple grids, Smart City consists of multiple grids, Smart Factory consists of a set of intersections or crossbar nodes with multiple grids, therefore, for accidents and failures in multi-grid systems, this SCADA/DCS SoS must monitor and control in multiple grids. Accidents and failures in electricity grid, water grid, gas grid, and air system, are monitored and controlled by the cloud architecture of gridbased SCADA/DCS SoS. This allows grid-based SCADA/DCS systems to directly monitor and control and regulate the operating of multiple systems, such as, monitoring and controlling and regulating the operation of electricity, water, gas and air systems, namely, this also allows grid-based SCADA/DCS systems to monitor and control, such as, Smart Gris, Smart water grid, Smart gas grid, and Smart air grid, accidents occurred during mining operations and coal mine production, a large passenger airplane flying over the city, a high-speed trains running on a high-speed railway, and so on.
Therefore, we present an architecture of heterogeneous large-scale parallel SCADA/DCS SoS in 5G OGCE. It is a cloud architecture, and using this cloud architecture, we hope to avoid the secondary disasters caused by natural disasters. It is an integrated SoS that integrates different kinds of grid cross nodes or grid gateways, sharing information on a variety of grids.
One possible approach would be to conduct safety inspections and tests of electricity, water, fuel and air systems of large airliners flying over the region. This is like the way we check and test the flight path of a large passenger airplane. It's very much like using an X-ray machine to do an internal inspection of an object.
V. CONCLUSIONS
This article presents an architecture of heterogeneous largescale parallel SCADA/DCS SoS based on 5G OGCE. The architecture can be used as the architectural framework for establishing an intelligent factory automation of future smart factory. In theory, this architecture based on concurrent enterprise (CE) and OGIM of 5G OGCE. I-C-D cube model of GIAM of OGCE is presented. According to the I-C-D cube model, the internal composition of the architecture is built using the HCAs. Formal definitions and properties of HCAs and CE are proposed according to process algebra. This architecture of heterogeneous large-scale parallel SCADA/DCS SoS can be considered as the new generation computer integrated manufacturing (CIM) paradigm, and it is a factory automation architectural framework. Heterogeneous concurrent agents (HCAs) consist of intelligent RTUs and PLCs. Through using swarm intelligent and multi-agent modeling, the architecture can integrate various applications, e.g. supervising, monitoring and forecasting accidents in the utilization of electricity, water, gas, and air in the production process of coal mine. In the construction of smart city, this architecture is the essential foundation of building intelligent city. The architecture can be used to forecast and deal with water, electricity and gas accidents caused by natural disasters, such as earthquakes, landslides, and flooding caused by rainstorms. In this grid-based SCADA/DCS SoS a large number of HCAs or agents and swarm intelligence are used to describe and build PLCs and RTUs. These intelligent PLCs and RTUs constitute intelligent heterogeneous large-scale complex systems (SoS). Using swarm intelligence technology, the architecture could be used on large passenger aircraft and highspeed trains. We may use the architecture to measure the value of water, electricity, air, oxygen, and fuel on large passenger aircraft and airports to determine the state of a large airliner in flight. In fact, the simultaneous monitoring of water, electricity, gas, fuel, air and oxygen is a big challenge for smart cities. Future smart cities require the ability to build intelligent factories, intelligent environmental forecasting, and intelligent disaster prevention systems. This requires the establishing of the architecture and its system or similar to this one proposed in this paper. This is the task of a new generation of heterogeneous large-scale parallel SCADA/DCS SoS.
A new generation of 5G SCADA/DCS systems and a new modeling method are required in the future of Smart SoS. I-C-D cube model of GIAM of OGCE is presented by this article. The I-C-D cube model can be extended to construct an intelligent city and intelligent manufacturing. In the I-C-D cube model, cyber manufacturing can also be constructed.
