ABSTRACT This paper explores one-to-one embeddings of 2-dimensional grids into hypercubes. It is shown that each 2-dimensional grid can be embedded with edge-congestion 2 into its optimal hypercube (the smallest hypercube with at least as many nodes as the grid). Additionally, a technique is developed to embed many 2-dimensional grids into their optimal hypercubes with edge-congestion 1.
grid. Note that the optimal hypercube for the x y grid is of dimension dlog(xy)e, where log denotes the logarithm based on 2.
Among others, embedding a guest graph into a host graph is used to model the problem of processor allocation in a distributed system. The guest graph represents a distributed algorithm, with nodes representing processes and edges representing interprocess communication. The host graph represents a distributed system, with nodes representing processors and edges representing communication links. Since many distributed algorithms can be modeled by 2-dimensional grids and the architecture of several currently used distributed systems bases on the hypercube (e.g. Intel iPSC, NCube, and Connection Machine), the problem of embedding 2-dimensional grids into hypercubes is of high interest. The most important costmeasures to rate the quality of embeddings are the edge-congestion, i.e. the amount of possible contention in the distributed system for the same link, and further the dilation, i.e. the distance between communicating processes in the distributed system. In the related literature, the dilation of such embeddings has been discussed intensively. In 1,2,3,4] it is shown that each 2-dimensional grid can be embedded into its optimal hypercube with dilation 2, the least possible dilation in general. Embeddings of multidimensional grids into their optimal hypercubes with minimized dilation are examined in 2, 5, 6, 7, 8, 9] . The dilation of embeddings of 2-dimensional grids into hypercubes with fewer nodes than the grid is explored in 10].
Modern distributed systems have special routing chips, i.e. non neighboring processors can communicate without in uencing other processors. Since the communication performance of a distributed system is still limited, the edge-congestion is the most important criterion of measuring the quality of an embedding (cf. 11]).
In 12] the complexity of embedding arbitrary graphs into hypercubes with edgecongestion 1 is considered. The authors proved that the problem to determine whether an arbitrary graph can be embedded into its optimal hypercube with edgecongestion 1 is NP-complete. In 3] and independently in 13], it is shown that each 2-dimensional grid can be embedded into its optimal hypercube with edgecongestion 5 and dilation 2. In this paper, we present methods to decrease the edge-congestion of such embeddings.
The paper is organized as follows: In Sect. 2, we present a technique providing embeddings of each 2-dimensional grid into its optimal hypercube with edgecongestion 2. In Sect. 3, we show how to decrease the edge-congestion down to 1 for a particular class of grids and study how often this technique is applicable. Some open problems are listed in Sect. 4.
Embedding with Edge-Congestion 2
In this section, we present a technique for embedding 2-dimensional grids into their optimal hypercubes with edge-congestion 2. This technique can be applied to map nodes of an arbitrary x y grid G as the guest graph onto the nodes of H = Q(dlog(xy)e) as the host graph.
If G is a subgraph of H, i.e. if and only if dlog(xy)e = dlog xe + dlog ye holds (see 14]), we use a concatenation of the binary re ected Gray code to embed G into H. The k-bit binary re ected Gray code G k = fG k (0); : : :; G k (2 k ? 1)g is recursively de ned as G 1 = f0; 1g, G k+1 = f0G k (0); 0G k (1); : : :; 0G k (2 k ?1); 1G k (2 k ? 1); : : :; 1G k (1); 1G k (0)g. To map the nodes of G onto the nodes of H we de ne a function f sub as follows: For a node (x 0 ; y 0 ) of the x y grid set f sub (x 0 ; y 0 ) = G dlog xe (x 0 ) G dlogye (y 0 ); where represents the concatenation of the corresponding strings. Obviously, G k (i) and G k (i + 1), for i 2 f0; : : :; 2 k ? 2g, di er just in one bit and G k (i) 6 = G k (j) if i 6 = j for any i; j 2 f0; : : :; 2 k ?1g. Therefore, f sub is an injective function providing edge-congestion and dilation 1.
In the following let us assume that G is not a subgraph of H, i.e. dlog(xy)e = dlog xe+dlog ye?1. In particular this means that neither x nor y is a power of two.
Note that we can assume without loss of generality that x 2 blogyc we can conclude that xy > 9 8 2 dlog(xy)e ). We embed G into an a b torus T with a = 2 blogxc and b = 2 dlog ye . Note that T is a subgraph of H and therefore can be embedded with edge-congestion and dilation 1 into H. Thus, embedding G into T provides an embedding of G into H.
Let us explain the embedding into a torus by using an example: The 6 5 grid as the guest and the 4 8 torus as the host. We align the torus in the grid compressing each row of the torus. This compression is shown in Fig. 1(a) . Note that each row of the torus (called chain) can be described by a vector of length 5, e.g. vectors (2; 1; 2; 1; 2) and (1; 2; 1; 2; 1) correspond to chain 0 and 1, respectively. The jth element, 0 j < 5, of each vector determines how many nodes of the corresponding chain are aligned in the jth column of the grid. Node number 0 of chain 1 and node number 1 of chain 3 are not shown in Fig. 1(a) , since they are not images of any node of the 6 5 grid. Note that we can construct an embedding of a grid into a torus by de ning an embedding matrix (i.e. the above mentioned vectors must be de ned) and by de ning how the elements of each chain are connected. Additionally, a routing scheme must be de ned. Now we describe the set-up of the embedding matrix. In fact, this set-up is very easy to compute. We de ne the embedding matrix W = (w ij ) for all i; j with 0 i < a; 0 j < y as follows: Now we have to de ne how the elements of each chain are connected. We do this de ning a numbering within each chain, using the following agreement: We consecutively number the elements of each chain modulo b from left to right. Two elements of the same chain that are assigned to the same column of the grid are numbered from the top to the bottom. The leftmost, topmost element of the rst chain is numbered with 0. The leftmost, topmost element of chain i is numbered the same as the leftmost, bottommost element of chain i?1. Figure 1 (a) is designed in accordance with this agreement. Now we are able to de ne the function f T that maps the nodes of the x y grid onto the nodes of the a b torus. In order to do that, we formalize the agreement mentioned above. Let (x 0 ; y 0 ) be a node of the x y grid. We set f T ( For each node (x 0 ; y 0 ) of the grid, the variable a 0 determines the number of the chain, while b 0 corresponds to the position within this chain (see Fig. 1(a) ). To complete the embedding into the torus we de ne a routing scheme. We denote this routing scheme by R T . Note that each vertical edge f(x 0 ; y 0 ); (x 0 + 1; y 0 )g of the grid can be routed using a single edge of the torus, i.e. ff T (x 0 ; y 0 ); f T (x 0 + 1; y 0 )g is an edge of the torus. Let f(x 0 ; y 0 ); (x 0 ; y 0 + 1)g be an arbitrary horizontal edge of the grid. We set f T (x 0 ; y 0 ) = (a 0 ; b 0 ) and f T (x 0 ; y 0 + 1) = (a 00 ; b 00 ). At rst we use the shortest path from (a 0 ; b 0 ) to (a 0 ; b 00 ), i.e. we utilize the edges belonging to the chain numbered with a 0 in increasing order in accordance with the numbers assigned within the chain. An examination of (1) and (2) shows that ja 0 ?a 00 j 1 Proof. Properties (b) and (c) of Lemma 1 ensure that f T is an injective function, since each node of the grid is mapped to a unique node of the torus. The embedding matrix has the property, that j P k i=0 w ij ? P k i=0 w ij 0 j 1 and j P k j=0 w ij ? P k j=0 w i 0 j j 1. Thus, it is easy to see that each vertical edge has dilation 1 and each horizontal edge is stretched to at most 2 edges belonging to a chain and at most one edge connecting two chains. Therefore, the dilation is at most 3. Examining the routing scheme, it can be shown that each vertical edge of the torus, i.e. an edge connecting elements with the same number of consecutive chains, is used at most twice. A horizontal edge of the torus, i.e. an edge connecting consecutive elements within a chain, is used to route at most two horizontal grid edges and one vertical grid edge. Thus, the edge-congestion is at most 3 2.
Since the above considered a b torus, with a = 2 blogxc and b = 2 dlogye , is a subgraph of the optimal hypercube for the x y grid, the embedding of the grid into the hypercube is straightforward. We de ne the function f ec2 that maps the nodes of the x y grid onto the nodes of the hypercube Q(dlog(xy)e) as follows: For a node (x 0 ; y 0 ) of the x y grid we set f ec2 (x 0 ; y 0 ) = G log a (a 0 ) G log b (b 0 ); where (a 0 ; b 0 ) = f T (x 0 ; y 0 ):
To complete the embedding we de ne a routing scheme, that we denote by R ec2 . Proof. Since the Gray code and f T are injective functions, f ec2 is injective, too.
Additionally, f ec2 has the same dilation as f T . Using the above de ned routing scheme, three di erent kinds of hypercube edges are utilized to route the grid edges: Obviously, ( ) and ( ) are hypercube edges, since the path induced by the Gray code is Hamiltonian. It can be easily derived from the de nition of the Gray code that ( ) is an edge of the hypercube. Edges of type ( ) and ( ) are used at most twice, edges of type ( ) only once. We show this by an examination of all possible scenarios. In the following we omit the modulo operator, i.e. b 00 = b 0 + j is used to abbreviate b 00 = (b 0 + j) mod b. Let us rst consider the horizontal grid edges. We consider a node (x 0 ; y 0 ), with f T (x 0 ; y 0 ) = (a 0 ; b 0 ), and its horizontal neighbor, the node (x 0 ; y 0 + 1), with f T (x 0 ; y 0 + 1) = (a 00 ; b 00 ). One hypercube edge of type ( ) is used. See scenario 6 in Fig. 3 .
Since according to Lemma 1(d) there are no consecutive 2's in any row or column of the embedding matrix, it is guaranteed that all possible cases are considered. Combining all these scenarios, it is easy to see that the congestion of the edges of type ( ) and ( ) is at most 2 and the congestion of the edges of type ( ) is at most 1. Let us, for example, assume that a coincidence of the scenarios 2a, 3a,
and 5 yields to congestion 3 of an edge of type ( ). It follows that G log b (b 0 ) and G log b (b 0 + 1) di er in their least signi cant bits (see Fig. 3 , the rst scenario of 2a). Additionally, according to case 3a, G log b (b 0 +1) and G log b (b 0 +2) di er in their least signi cant bits. Thus, G log b (b 0 ) = G log b (b 0 + 2) follows, which is a contradiction, since the path induced by the Gray code is Hamiltonian. Similarly, assuming edgecongestion greater than 2, we can derive a contradiction considering any two or more combinations of the above listed scenarios 2.
Embedding with Edge-Congestion 1
In this section, we describe a technique for embedding a subclass of the 2-dimensional grids into their optimal hypercubes with edge-congestion 1. We assume again that the guest grid is not a subgraph of its optimal hypercube. Using this technique, the grid is split into two parts and each of them is embedded into the hypercube with edge-congestion and dilation 1. The cut-edges connecting these two parts are routed utilizing as yet unused edges of the hypercube.
Theorem 2 There exists an embedding of the x y grid into Q(dlog(xy)e) with edge-congestion 1, if x 8, y 16, and log x + log y ? 2 blog yc 2 dlog xe ? x blog yc:
Proof. To embed G = x y into its optimal hypercube H = Q(dlog(xy)e), we rst divide the grid G into the two parts G 1 = x 2 blog yc and G 2 = x y ?2 blog yc , i.e. At rst glance, the de nition of f int for nodes of G 2 seems to be very complicated, but it only de nes a \snake-like" embedding of the rows of G 2 into the \bottom part" of the grid G int . Figure 4 shows this embedding by an example with G = 13 37 and G int = 16 32. Note that this time we aligned the guest graph into the host where (a 0 ; b 0 ) = f int (x 0 ; y 0 ) and G k is the above de ned k-bit binary re ected Gray code. . (3) . In addition, since the path P k and the path induced by G k are Hamiltonian, the function f ec1 embeds G 1 and G 2 with dilation 1 into H.
Hence, it remains to route the cut-edges, i.e. the edges connecting G 1 with G 2 . We can route these edges using the path P 0 k , since up to now we have been exploiting in each subcube S of H only the edges of the path P k , where S is induced by the images of the nodes in a single row or column of G 1 . Note that the images in H of the nodes in a single column of G 1 de ne a unique subcube of dimension dlog xe. . Therefore we can guarantee that each edge of the hypercube is used at most once to route the edges of G. In general, the routing of the cut-edges can be constructed analogously, if the x y grid satis es inequality (3). Additionally, x 8 and y 16 must hold, since each of the above mentioned subcubes S must be of dimension greater or equal than 4 to guarantee that there exist two edge-disjoint Hamiltonian paths in the above mentioned subcubes S 2.
To study how often the above developed embedding technique is applicable, we have examined all 2-dimensional grids that are subgraphs of the 2 15 2 15 grid. There exist more than 500 billion di erent 2-dimensional grids of this kind. Only 61% of them are subgraphs of their corresponding optimal hypercubes, the function f ec1 is applicable for 17%. Thus, 78% of the considered grids can be embedded with edge-congestion 1. As shown before, the remaining 22% are embeddable with edge-congestion of at most 2.
