Abstract. In this article we show that a finite dimensional stochastic differential equation driven by a Lévy process can be formulated as a stochastic partial differential equation. We prove the existence and uniqueness of strong solutions of such stochastic PDEs. The solutions that we construct have the 'translation invariance' property. The special case of this correspondence for diffusion processes was proved in [Rajeev, Translation invariant diffusion in the space of tempered distributions, Indian J. Pure Appl. Math. 44 (2013), no. 2, 231-258].
Introduction
In this article we show that a finite dimensional stochastic differential equation (abbrev. SDE) driven by a Lévy process can be formulated as a stochastic partial differential equation (abbrev. SPDE). The goal of this article is to prove the existence and uniqueness of strong solutions of such SPDEs.
Given a Brownian motion {B t } and an independent Poisson random measure N driven by a Lévy measure ν, we consider an SDE in R d , of the form
(U s− ; ξ)ds + where ξ is an S −p valued F 0 -measurable random variable and κ is an R d valued F 0 -measurable random variable (see Sections 2, 3 and 4 for notations).
The study of such correspondence was initiated in [20] , [21] for diffusion processes with a deterministic initial condition. In [4] , this was extended to random initial conditions, which require some technical conditions on the coefficients of the diffusion processes. For diffusion processes this correspondence together with the pathwise uniqueness of (1.2) actually leads to strong solutions of (1.1) when the diffusion and drift coefficients are 'rough' (see [22, Proposition 4.1] ). The question of when the solutions of an SPDE can be realised on finite dimensional submanifolds has also been studied recently in the context of the HJM model in finance (see [8, 9, 12] ). A key feature of our correspondence and of independent interest is that the diffusion, drift and jump coefficients viz.σ,b,F ,Ḡ for the finite dimensional SDE can be written as a convolution involving the initial condition ξ of the SPDE (see [21, Remark 3.7] ). The correspondence between SPDE's and SDE's also extends to the flows generated by the SDE's (see [5, 24] ).
In this paper we show the local existence and uniqueness of strong solutions to the SPDE (Theorems 4.3 and 4.7). The existence is shown by an explicit construction of the solution {Y t } of the SPDE as a translate of the initial condition ξ by the solutions {U t } of the finite dimensional SDE i.e. Y t = τ Ut (ξ). Here τ x : R d → R d , x ∈ R d denote the translation operators. This requires a generalisation of the Itô formula in [20] for continuous semi-martingales with a non-random initial condition to semi-martingales with jumps and in particular to Lévy processes. This was done in [3] , where an existence theorem for the SPDE (1.2) was also proved for a sub class of SDE's than those considered here ( [3, Theorem 4.7] , [2] ). See also [25] for a related Itô formula.
The uniqueness result uses the technique of the 'Monotonicity inequality' (see [6, 14, 19] ). The main difference between the present case and the cases treated earlier in the references above is the addition of the jump terms in the SPDE. The large jumps are easily handled by a boundedness assumption. Estimate for the small jump terms (see Term 2 in (4.9)) require the 'Monotonicity inequality' and involves a second order Taylor expansion of the functions of the form v ∈ [0, 1] →< τ vz ψ, φ > where ψ is a tempered distribution, φ is a suitable test function and z ∈ R d , thereby reducing it to the case of second order constant coefficient differential operators as in [6] . If the Lévy measure ν is bounded, then the required estimate follows provided the coefficient appearing in the small jump terms is bounded (see Remark 4.5).
The proofs for the existence and uniqueness of local strong solutions of the SDEs use standard techniques (e.g. those used in [1, 15] ), but requires growth and continuity assumptions of the coefficients which involve an additional parameter. The assumptions are stated in (σb), (loc-Lip), (F1), (F2),(F3) and (G1) and the proofs using these assumptions are given in [7] .
Our proof of local existence and uniqueness for the SPDE involves conditions (F1), (F2), (F3) and (G1)-(G2) on the coefficients involving the small and large jumps (Theorem 4.3). In Theorem 4.7, using the well known 'interlacing technique' for Lévy processes, we eliminate the condition (G2) involving the large jumps.
In this article we restrict ourselves to the study of the relationship between (1.1) and (1.2). Our results are proved in the framework of the Hermite-Sobolev spaces. For formulations of SPDEs in these spaces see [17, 18] . We also refer to [27] for an SPDE associated to branching measure valued processes and canonically linked to Brownian motion, and to [10, 11] for the connection between measure valued processes and finite dimensional diffusions. In [26] , an analogous class of processes arise in the study of interacting particle systems wherein the finite dimensional SDE represents the microscopic motion of a 'tagged' particle and the SPDE describes the macroscopic behaviour of a system of particles.
Preliminaries
2.1. Topology. Let S be the space of rapidly decreasing smooth functions on R d with dual S ′ , the space of tempered distributions (see [17] ). Let
For p ∈ R, consider the increasing norms · p , defined by the inner products
In the above equation, {h n :
given by the Hermite functions and ·, · is the usual inner product in
, where H n , t ∈ R are the Hermite polynomials (see [17] ). For
+ , where the Hermite functions on the right hand side are one-dimensional. We define the Hermite-Sobolev spaces S p , p ∈ R as the completion of S in · p . Note that the dual space S ′ p is isometrically isomorphic with S −p for p ≥ 0 and · , · extends the L 2 inner product to the duality between S and S ′ . We
Consider the derivative maps denoted by ∂ i : S → S for i = 1, · · · , d. We can extend these maps by duality to ∂ i : S ′ → S ′ as follows: for ψ ∈ S ′ ,
Let {e i : i = 1, · · · , d} be the standard basis vectors in
+ we have (see [16, Appendix A.5] )
with the convention that for a multi-index n = (n 1 , · · · , n d ), if n i < 0 for some i, then h n ≡ 0. The above recurrence relation implies that
is a bounded linear operator. For x ∈ R d , let τ x denote the translation operators on S defined by (τ x φ)(y) := φ(y − x), ∀y ∈ R d . These operators can be extended to τ x :
For x ∈ R d , |x| will denote its Euclidean norm.
Proposition 2.1. The translation operators τ x , x ∈ R d have the following properties:
(a) For x ∈ R d and any p ∈ R, τ x : S p → S p is a bounded linear map. In particular, there exists a real polynomial P k of degree k = 2(⌊|p|⌋ + 1) such that and any positive integer n, there exists a constant D(n) > 0 such that for all
In particular, for any bounded set K in S p+ 1 2 and any positive integer n, there exists a constant D(K, n) > 0 such that for all x 1 , x 2 ∈ R d with |x 1 |, |x 2 | ≤ n, we have
Proof. The proof is contained in the proof of [4, Proposition 3.8] , specifically, in the arguments after [4, equation (3.16) ].
Let σ = (σ ij ) be a constant d × r matrix with (a ij ) = (σσ t ) ij and 
for all φ ∈ S, where Aφ
Furthermore, by density arguments the above inequality can be extended to all φ ∈ S p+1 . The constant C depends on σ ij , b i through the maximum of |σ ij |, |b i | and hence the inequality can be extended to the case where σ, b are bounded processes parametrized by some set.
2.
2. An Itô formula. Let Ω, F , {F t } t≥0 , P be a filtered complete probability space satisfying the usual conditions viz. F 0 contains all A ∈ F , s.t. P (A) = 0 and F t = s>t F s , t ≥ 0. Given two real valued semimartingales {X
is an S −p−1 valued process of finite variation and we have the following equality in S −p−1 , a.s.
Proof. The case when ξ is deterministic was proved in [3, Theorem 4.5] . We indicate the proof for a random ξ via two observations.
, 1 ≤ i ≤ d are bounded linear operators for every q ∈ R. By Proposition 2.1, the processes {τ Xt− ξ}, 
(ii) Given any F 0 measurable set F , an S −p valued predictable step process {G t } and an R 
This equality can be extended to the case involving locally norm-bounded S −p valued predictable process {G t }. Again, given any F 0 measurable set F , φ ∈ S −p , ψ ∈ S and x ∈ R d we have
and hence
Since
enough to establish the result when ξ is norm bounded. From [3, Theorem 4.5] and (2.6), (2.7) we can establish the required result when ξ is an S −p valued simple F 0 measurable random variable. A limiting argument then proves the result when ξ is norm bounded. This completes the proof.
Finite dimensional SDEs
3.1. setup and notations. We use the following notations throughout the paper.
• The set of positive integers will be denoted by N. Recall that for x ∈ R n , |x| denotes its Euclidean norm. The transpose of any element x ∈ R n×m will be denoted by
• Let Ω, F , {F t } t≥0 , P be a filtered complete probability space satisfying the usual conditions viz. F 0 contains all A ∈ F , s.t. P (A) = 0 and
• Defineσ :
• Let {B t } denote a standard Brownian motion and let N denote a Poisson random measure driven by a Lévy measure ν. N will denote the corresponding compensated random measure. We also assume that B and N are independent.
• In our arguments, at times we use time intervals of the form [0, T ]. In such cases, T will always assumed to be finite i.e. [0, T ] will be a finite time interval.
• Given a process {X t } and a stopping time η, the stopped process {X η t } is defined as X η t := X t∧η .
Consider the following SDE in
where ξ is an S −p valued F 0 -measurable random variable and κ is an R d valued F 0 -measurable random variable. Unless stated otherwise, ξ and κ will be taken to be independent of the noise B and N . Note that the i-th component of t 0σ
We list some hypotheses.
(F1) For all ω ∈ Ω and x ∈ O(0, 1) there exists a constant C x ≥ 0 s.t.
, ∀y 1 , y 2 ∈ S −p .
We assume C x to depend only on x and independent of ω. Since
(F2) The constant C x mentioned above has the following properties, viz.
Example 3.1. Examples of coefficient F satisfying (F1), (F2) and (F3) can be constructed as follows. Choose a function h : Ω → R which is bounded and F 0 measurable. Next choose Borel measurable
and consider the function f 2 :
′ and hence f 2 is Lipschitz in the
norm. Then the function F (ω, y, x) := h(ω)f 1 (x)f 2 (y) satisfies the required assumptions. Examples of coefficient G satisfying (G1) and (G2) can be constructed as follows. Take any bounded Borel measurable function g 1 : O(0, 1) c → R and let h be as above. Fix γ 1 , · · · , γ d ∈ S p and consider the function g 2 :
Then the function G(ω, y, x) := h(ω)g 1 (x)g 2 (y) satisfies the required assumptions. Finite linear combinations of such functions are also examples of F and G.
We also require certain Lipschitz regularity of the coefficients of (3.1). For the sake of convenience, we state the hypothesis here.
(Locally Lipschitz in z, locally in y) For every bounded set K in S −p and positive integer n there exists a constant C(K, n) > 0 such that for all z 1 , z 2 ∈ O(0, n), y ∈ K and ω ∈ Ω |b(ω,
We now prove boundedness properties of the coefficient F which follow from our hypotheses.
Lemma 3.2. Let (F1), (F2) and (F3) hold. Then, for any bounded set K in S −p the following are true.
(
Then, for any bounded set K in S −p ,
Then for y ∈ K,
From (3.6), (ii) follows. Combining part (i) and (ii), (iii) follows. This completes the proof.
Using the continuity result in Proposition 2.1 the next result follows.
is continuous for all x ∈ O(0, 1) c and ω ∈ Ω.
3.2. Global Lipschitz coefficients. We first consider the existence and uniqueness of solutions for the reduced equation, viz.
with ξ and κ as in (3.1). (ii) (Global Lipschitz in z, locally in y) For every bounded set K in S −p , there exists a constant 7] ). Let (σb), (F1), (F2), (F3), (loc-Lip) and (G1)
} are (F t ) stopping times defined by θ m := inf{t ≥ 0 : |X t | ≥ m}. This is also pathwise unique in this sense: if ({X
Using Proposition 2.2, we now give explicit regularity assumptions on σ, b, F which imply the 'local Lipschitz' regularity (loc-Lip) ofσ,b,F . The argument here is a variant of [4, Proposition 3.8] . For the sake of convenience, we state the result with deterministic σ, b and F . Assume (F1) and (F2). Then for any positive integer n, there exists a constant D n > 0 such that for all z 1 , z 2 ∈ O(0, n) and 0 < |x| < 1
In particular (loc-Lip) follows, i.e. for any bounded set K in S −p and any positive integer n, there exists a constant D(K, n) > 0 such that for all z 1 , z 2 ∈ O(0, n) and y ∈ K,
(3.10)
Proof. We prove the result forF . The results forσ,b follow similarly. If z ∈ R d takes values in a bounded set, then using Proposition 2.1, we conclude that corresponding τ z y also takes values in some bounded set. Then we have for all z 1 , z 2 ∈ O(0, n),
This proves the inequality forF in (3.9). The other inequality forF follows from (F2).
Infinite dimensional SPDE
We continue with the same notations and hypotheses as in Section 3. In this section, we study the existence and uniqueness of strong solutions to the following SPDE, viz. 
Given an S −p valued adapted process {Y t } with rcll paths, the integrals (with respect to B, N and ν) appearing in (4.1) exist. For example, to show the existence of the integral with respect to N , we need to establish E sup t≥0
−p−1 ν(dx)ds < ∞, for some increasing sequence of stopping times {π n } with π n ↑ ∞ a.s.. Now,
where the function f is given by
and Lemma 3.2, we can show
where, π n := inf{t : Y t −p ≥ n} ∧ n and {C(n)} denotes a sequence of positive real numbers. We omit the details here and provide the details (see (4.12) and (4.14) below) for a similar estimate involving a second order Taylor expansion. Let δ be an arbitrary state, viewed as an isolated point ofŜ −p := S −p ∪ {δ}. We make two definitions extending [21, with κ = 0 and let ({U t }, η) denote the unique local strong solution obtained by Theorem 3.6. Then the S −p valued process {Y t } defined by Y t := τ Ut ξ, t < η solves the SPDE (4.1). We set Y t := δ, t ≥ η so that ({Y t }, η) is a local strong solution of (4.1).
Proof. Note that Y t− = τ Ut− ξ, t < η. By the Itô formula in Theorem 2.4, a.s. Observe that
This observation yields a simplification of the fourth term of the right-hand side of (4.3), viz. To establish the uniqueness, we first show that any local strong solution to equation (4.1) is of a specific form. Even though this result is only used in the proof of Theorem 4.3, we state it separately in order to keep our arguments transparent.
Lemma 4.4. Let the hypotheses of Theorem 4.3 hold. Let ({Y t }, η) be anŜ −p valued local strong solution of (4.1). Define
Proof. We follow the approach used in [21, Lemma 3.6], but with initial condition ξ random (see [4, Theorem 3.14] ). Define V t := Y t − τ Zt ξ. As done in Theorem 4.2, we simplify τ Zt ξ using the Itô formula in Theorem 2.4. Then using (4.1), we have a.s. for 0 ≤ t < η
where the bounded random linear operatorsĀ = (
The following equation is obtained using Itô formula for the norm · 2 −p−1 . We have a.s. for 0 ≤ t < η (iii) We multiply the last equation by (2|m| + d) −2(p+1) and sum over m.
2 ν(dx)ds < ∞. This integrability condition follows using a first order Taylor expansion of the function f defined in (4.13). We omit the details here and provide the details (see (4.12) and (4.14) below) for the corresponding second order Taylor expansion used in estimating Term 2 of (4.9). However, (4.14) requires (4.11), while the proof of the integrability condition above involving the first order Taylor expansion uses (4.17) instead. Since a.s. V has (at most) countably many jumps, taking expectation on both sides of (4.8) we get
(4.9)
We now prove certain estimates of these terms. Some positive constants appearing in these calculations may be written by C and may change their values from line to line, but will depend on n and d. Estimate for Term 1: By assumption (σb), the coefficients inL(s),Ā(s) are bounded for s ≤ π n . Hence applying the Monotonicity inequality (Theorem 2.3), we get
where C is some positive constant. Estimate for Term 2: First we need a special case of the Monotonicity inequality (Theorem 2.3), viz. we need an explicit form of the constant in this special case, to ensure certain integrability conditions. To prove this, we use an alternative proof of the Monotonicity inequality already given in [6] .
By . Moreover, by [6, Lemma 2.6], the map
extends to a bounded bilinear form on
and φ ∈ S −p be chosen arbitrarily. Then there exists a positive constant R, not depending on α and φ, such that
(4.11)
To estimate Term 2, we use a second order Taylor expansion described below. Observe that 12) where the function f is given by
Now, using (4.11) and Proposition 2.1(a), we have
where P is some real polynomial of degree 2(⌊p + 1⌋ + 1). Now Y 
(4.14)
In the last step above, we have used Lemma 3.2(ii). Estimate for Term 3: Since {Y πn t− } is bounded in S −p , using (G2) we get a bound for G(Y s− , x) when x ∈ O(0, 1), s ≤ π n . Applying Proposition 2.1, we have
where C is some positive constant. From (4.9), (4.10), (4.14) and (4.15), we get
By Gronwall's inequality, we have a.s. V πn t = 0, ∀t. Hence, a.s. V t = 0, t < η and Y t = τ Zt ξ, t < η, where {Z t } is given by (4.6).
Proof of Theorem 4.3. Existence of local strong solutions to SPDE (4.1) follows from Theorem 4.2. The uniqueness argument follows as in [21] . Given any local strong solution ({Y t }, η), by Lemma 4.4, we have Y t = τ Zt ξ where {Z t } is given by (4.6). Hence, (4.6) becomes
By Theorem 3.6, ({Z t }, η) is pathwise unique. Since Y t = τ Zt ξ, ({Y t }, η) is also pathwise unique. 
Uniqueness via interlacing.
Using results of the previous subsection, the existence and uniqueness of local strong solutions of the reduced equation corresponding to (4.1) follows, which is the case when G ≡ 0. In this subsection, we use the result for the reduced equation and use an interlacing argument to attach large jumps to obtain existence and uniqueness of local strong solutions of SPDE (4.1). This approach allows us to drop the assumption (G2) which was used in Theorem 4.3.
Theorem 4.7. Let (σb), (F1), (F2), (F3), (loc-Lip) and (G1) hold. Then we have the existence and uniqueness of the local strong solutions of (4.1).
Proof. Existence of local strong solutions to SPDE (4.1) follows from Theorem 4.2. We use the interlacing procedure described in [1, Example 1.3.13, pp. 50-51] to establish the uniqueness. Let {π n } n∈N be the arrival times for the jumps of the compound Poisson process {P t } t≥0 , where each P t = (|x|≥1) xN (t, dx) . Let ({Y t }, η) be a local strong solution of (4.1). Since, a.s. π n ↑ ∞, the stochastic interval [0, η) can be decomposed as a disjoint union ∞ n=0 [π n ∧ η, π n+1 ∧ η), where π 0 = 0. We now construct an R d valued adapted rcll process {Z t } such that the following equalities hold; a.s. Comparing π n 's and η, two cases arise viz. either π n ≤ η < π n+1 for some n ≥ 0 or π n < η, ∀n. We consider the first case. The proof for the second case is similar.
If n = 0, i.e. π 0 ≤ η < π 1 , define {Z t } by the right hand side of (4.18). Since there is no large jump, the equality in (4.19) follows as in Lemma 4.4 and (4.20) also follows. Now assume n ≥ 1, i.e. π 0 < π 1 < · · · < π n ≤ η < π n+1 . On [0, π 1 ), define {Z t } by the right hand side of (4.18). Since there is no large jump, the equality in (4.19) follows as in Lemma 4.4 and (4.20) also follows.
At t = π 1 , define Z t := Z t− +Ḡ(Z t− , △P t ; ξ). Then the equality in (4.20) holds true. Note that Y t− = τ Zt− ξ on (0, π 1 ]. By Itô formula in Theorem 2.4 the equality in (4.19) follows. Consequently, equality in (4.18) follows.
On (π 1 , π 2 ), define {Z t } by the right hand side of (4.18) . Observe that there is no contribution of the large jump at π 1 in the difference Y t − τ Zt ξ. Hence, arguing as in Lemma 4.4, the equality in (4.19) follows for the time interval (π 1 , π 2 ). Equality in (4.20) also follows for the same time interval.
At t = π 2 , define Z t := Z t− +Ḡ(Z t− , △P t ; ξ). We verify the equalities at t = π 2 as in the case t = π 1 .
Continuing this way, we construct {Z t }. Since (4.20) holds, the uniqueness of {Z t } follows from Theorem 3.6. Since Y t = τ Zt ξ, {Y t } is also unique.
This completes the proof.
