Discrete choice modeling is experiencing a reemergence of research interest in the inclusion of latent variables as explanatory variables of consumer behavior. There are several reasons that motivate the integration of latent attributes, including better-informed modeling of random consumer heterogeneity and treatment of endogeneity. However, current work still is at an early stage and multiple simplifying assumptions are usually imposed. For instance, most previous applications assume all of the following: independence of taste shocks and of latent attributes, exclusion restrictions, linearity of the effect of the latent attributes on the utility function, continuous manifest variables, and an a priori bound for the number of latent constructs. We derive and apply a structural choice model with a multinomial probit kernel and discrete effect indicators to analyze continuous latent segments of travel behavior, including inference on the energy paradox. Our estimator allows for interaction and simultaneity among the latent attributes, residual correlation, nonlinear effects on the utility function, flexible substitution patterns, and temporal correlation within responses of the same individual. Statistical properties of the Bayes estimator that we propose are exact and are not affected by the number of latent attributes.
Introduction
= i ∈ C n iff U itn − U jtn ≥ 0, ∀j ∈ C n , j = i, ∀n ∈ N .
where z * n is an endogenous random vector of individual-specific latent variables that Ψ is a full covariance matrix 145 which describes the relationship among the latent variables through the error term. 6 To 146 simplify notation, we define the following reduced-form parametersB = (1 L − Π)
148
The choice model in equation (2) is written in vector form where we assume that there 149 is a total of J n available alternatives in the set C n , as well as T choice situations. Hence,
150
U tn is a vector of indirect utility functions for individual n and choice situation t; X tn 151 is a design matrix with x tin designating its i th row; and β is a vector of unknown taste paper what we obtain is a simultaneous system of probit models. However, the derivation 182 of a joint estimator for the parameters of the system is challenging. We will denote by δ 183 the whole set of unknown parameters of the hybrid choice model. Given our assumptions, 184 the likelihood of observing both y n = (y 1n , ..., y T n ) and I n = (I 1n , ..., I Rn ) may thus be 
where P tn (i tn z * n , X n , θ, H −1 Σ ) is the probability of the chosen alternative in choice situ-187 ation t, which is given by the choice probability of a multinomial probit, with θ being a 
with Φ being the cumulative distribution function (cdf) of a standard normal dis- to be individual-specific variables, are the source of intra-respondent correlation. So, in our model, choices coming from a same individual are correlated.
195
As stated above, the system can be rewritten to accommodate dichotomous and contin- 
and the density of the dichotomous effect indicator is the following .
On the other hand, an observable continuous effect indicator I * n = I n converts equation
200
(3) into a measurement equation. In this case,
where φ is the probability density function (pdf) of a standard normal distribution.
202
To derive a frequentist maximum likelihood estimator of δ we would need to find an 
As we show below, for estimation of the posterior of equation (12) it is easier to ex-225 ploit the natural conditional independence structure of the unknown parameters. The 226 system of reduced form equations is essential to derive the conditional structure that 227 is needed for approximating the posterior of interest. In effect, the system of structural Taking advantage of the fact that each error term is assumed to be normally distributed, 230 and considering the identification restrictions discussed in subsection 2.4, one can show 231 that the reduced form of the system has the following multivariate distribution (1 R is 232 the identity matrix of size R):
where the parameters are
Note that the derivation of the parameters of the multivariate distribution above faces 235 the challenge of equation (13) It is also possible to show that
where
and
The conditional distributions of equations (15) , the values found at the previous iteration.
, and I * (g−1) n , and for every individual n, sam-254 ple a new value z * (g) n for the latent attributes from the distribution π(z *
, where E(z * n |I * n ) is defined in equation (17) 
and I * (g−1) n , update the values of the parameters Λ by sampling update the augmented utility function in differences for every individual n and
, where is the truncation
, and z * (g) n , update the parameters θ by sampling
12. Update the covariance matrix of the utility function in differences by sampling
282
12 Details are provided in Appendix A.
13. Make g = g + 1, and go back to step 1.
Steps 10-12 of the estimator outlined above expand on the Gibbs sampler derived by choice model in differences (Dansie, 1985 , Bunch, 1991 , Bolduc, 1992 
329
The data generating process was constructed as follows. All exogenous variables were 330 generated first using a random number generator for a population of a pre-specified size. ) and the population causal factors w were used to generate 333 the endogenous latent variables z. The deterministic part of the latent utility function 334 was then constructed using the marginal utilities β 0 as well as the observable attributes 335 and the generated latent variables.
336
The random utility was completed by adding multivariate normally distributed taste 
For the simple nested structure, alternatives 1 and 2 have a correlation of 0. indicating that the empirical coverage almost coincide with the desired probability of 378 95%. Finally, RMSE decreases as the sample size increases. On average, RMSE decreases 379 35% when going from 500 to 1,500 observations, and 15% when going from 1,500 to 380 2,500 observations (the smallest reductions are observed for the full covariance case).
381
Estimation is fast (Table B. 2): 1-3 minutes for 500 observations and 10,000 repetitions 382 of the sampler, 5-15 minutes for 2,500 observations.
14

383
We note that the frequentist solution using the maximum simulated likelihood estimator
384
-with numerical evaluation of the gradient -did not converge. In general, the search 385 for the maximum stopped at around 200-250 iterations (after about 1-3 days), at which 386 14 On a Mac Pro, with 3.0GHz 8-core and 64GB (4×16GB) of 1866MHz DDR3 ECC. point flat regions of the likelihood were encountered. This situation did not change after testing several starting points. In these flat regions, the optimization algorithm fails to 388 invert the Hessian, and no step can be defined. In fact, we even encountered convergence 389 problems when using a two-step, limited information maximum simulated likelihood esti-390 mator. In particular, for the full covariance structure success rates were as follows: 100% 391 for all sample sizes when the number of alternatives was 5; for 6 alternatives, convergence 392 was achieved in 80% of the cases with 500 observations, and in 100% of the subsamples 393 for the sample sizes of 1,500 and 2,500. With 7 alternatives, convergence was achieved in 394 100% of the subsamples only for 2,500 observations, decreasing to 20% for 1,000 observa-395 tions and non convergence was observed for all subsamples of 500 observations. With 8 396 alternatives, convergence was achieved 20% of the time, only for 2,500 observations. For 397 the rest of the cases, a singular Hessian prevented from achieving convergence. We tried 398 a sample size of 10,000 observations for a model with full covariance. Convergence was 399 achieved after about 5 days. For the cases that did converge, the true parameters were 400 recovered, although RMSE was about 10-20% higher when compared to the Bayes esti-401 mates. The major difference was observed in terms of the empirical coverage. Whereas 402 in the Bayesian case the HDP intervals effectively reproduce the desired probability, the 403 frequentist confidence intervals did a poor job. For the smallest sample size, the average 404 coverage of the credible intervals was only 78%, reaching 84% for the larger sample sizes.
405
For some parameters the empirical coverage was as low as 27%, and for other parameters 406 the width of the confidence intervals were too large producing a 100% coverage (which 407 is not desirable). 
456
The experimental attributes are the following: 468 Table B .5 presents the experimental attribute levels. For both travel cost and travel time, 5) safety, 6) seating capacity, 7) reliability, and 8) appearance and styling.
509
After an iterative procedure of dimension reduction common in psychometrics, five la- 
Results
525
The joint model is composed of four sub-structures that interact among each other.
526
First is the vehicle choice model, based on the discrete choice experiment described in 527 subsection 3.2. Second is the mode choice model, which takes into consideration the 528 discrete choice experiment of subsection 3.1. The third element of the joint model is the 529 structural equations of the five underlying segments of consumers that were identified.
530
The last component is the measurement equations that manifest the latent variables. For ease of interpretation, in the tables we omit the alternative specific constants, as well as the nuisance parameters (i.e. the elements of the covariance matrix of the error term in differences) and interactions with sociodemographics for the base model.
17 Although exclusions restrictions are not necessary, for the models with latent variables the effect of the sociodemographics is only coming from the structural equation of the latent variables. This hypothesis matches most current work on hybrid choice modeling.
Vehicle choice model 1 adds the additive effect of the latent pro-environment and pro-safety variables. Each has alternative-specific parameters, with the internal combustion 561 vehicle set as base. The interpretation is that the underlying concept helps to explain 562 the unobservable random heterogeneity that was absorbed by the error term in the 563 base model. For the alternative fuel vehicle we fail to reject the null hypothesis that 564 pro-environmental attitudes have an effect on the likelihood of choosing this particular 565 energy source. This result may be explained by concerns about sustainability of the 566 production of biofuel using corn, which was questioned in the media around the time 567 that the data was collected. In fact, AFVs were negatively perceived in general. Everything else being equal, the choice probability of AFVs was lower than that of any other vehicle.
The base mode choice model is a standard multinomial probit without latent attributes, 597 where the alternative-specific attributes and significant interactions with sociodemo-598 graphics are considered. As expected, the signs of travel cost, travel or driving time, cost-conscious the consumer is, the more sensitive she is to changes in travel cost. 
Forecasting travel behavior
671
The marginal utilities as well as the parameters of the structural equations of the la- The first 3 scenarios consider situations where traveling by car becomes less attractive.
686
Scenarios 1 and 2 look at the mode choice impact when driving becomes more expensive
687
(increase in fuel costs, increase in parking costs, congestion pricing, additional taxes). 
where X
tn is the attribute matrix of the conditions set by the new scenario used for Consumers that are sensitive to fuel cost demand more efficient vehicles (Greene, 2010).
752
However, the timing of the vehicle-purchase expense differs from that of fuel expendi- 
768
The difference between the marginal utility of purchase price and that of fuel cost can be and Train (1985) , the implicit discount rates used by consumers can be inferred from a revealed-preference mechanism that makes use of the present value of future energy 778 costs. Assuming that the lifespan of the vehicle is large enough, 23 the implicit discount 779 rate r can be simply estimated using the following ratio as approximation
where W T P ∆F C is the upfront willingness to pay for a marginal improvement in fuel 781 costs. The ratio in equation (22) 
which is an individual-specific discount rate. Any shock in the causal indicators explain- 
795
In Table B .13 we present the posterior mean, standard deviation, and median, as well for the model with the latent attributes, the implicit discount rate is individual-specific.
805 Table B .12 contains the results for a randomly selected individual. For this consumer, the 806 mean discount rate is in the range 16-18%, depending on the income level. Our results
807
23 Because fuel costs were presented to respondents of the survey as a monthly expenditure, and because the expected lifetime for light duty vehicles is 14 years (Bento et al., 2013) , the expected lifespan is 168 months. were detected in the Monte Carlo study; however, RMSE did decrease with sample size.
858
In addition, working with a Bayes estimator allows the researcher to make inference on with a given probability. Our Bayes estimator converges fast; taking 1-3 minutes for 500 863 observations, and 5-15 minutes for 2,500 observations, even with 10 alternatives, full 864 covariance, and 10 latent variables.
865
Although the estimator that we propose is an extension of the Bayes estimator of static 866 multinomial and ordered probit models, one particular challenge that we solved in this 867 paper is that the Gibbs sampler is actually based on a pseudo-reduced form. Equation 
874
We also provide an empirical application by constructing a discrete choice model of -which is a measure of the energy paradox -that slightly increases with income. In 883 addition, consumers that value safety exhibit a lower probability of choosing not only hydrogen cars, but also hybrids. We note that postprocessing was used to derive standard 885 errors of the predicted shares and implicit discount rates. notation for parameters of the latent attributes that is characteristic in structural equa-1071 tion modeling. This notation allows us to derive the reduced form of the model. However,
1072
when analyzing the estimator once the conditional distributions of equations (15) and
1073
(16) have been found, it is more useful the standard notation of parameters as vectors.
1074
We then rewrite the system of structural equations using the following equivalent form:
where the new matrix and vector representations of parameters and variables are defined , 1997 , McCulloch et al., 2000 , Nobile, 2000 .
To set location of preferences we work with utility differences with respect to an arbitrary 1090 base alternative. 26 Let ∆ 1 (·) jn = (·) jn −(·) 1n be a matrix difference operator. For example, ∆ 1 U n takes each element of U n and subtracts the base element U 1n such that
If we stack equation (A.12), we get a regression expression with an unobservable depen-1093 dent variable, observed and latent explanatory variables, and interactions between the 1094 observed and unobserved attributes:
where θ = (β , , γ ) is the vector of regression coefficients of the utility function;
1096
X ∆ is an extended attribute matrix built by appropriately stacking the matrices ∆ 1 X,
1097
∆ 1 Y * (X, Z * ) and ∆ 1 Z * s ; and where
In the next subsection we provide a simulator for the latent variable z * . Therefore, that from the reduced form of the model we can use equation (16) which says that
However, we need to describe the conditional distribution of the utility function taking 1109 into account the choice indicators y n (McCulloch et al., 2000) . Since
where U −itn represents the set of all utility functions except U itn , then conditional on y tn , ∆ 1 U tn has a truncated multivariate normal distribution:
. We summarize this truncated 1114 normal distribution using the following notation:
where the truncation region is defined by the inequalities in the measurement equation
1116
(A.5).
1117
Although data augmentation transforms the estimation problem of the discrete choice 
Finally, we take p(θ) ∼ N (θ,V θ ) as prior belief, and the regression coefficients of the 1128 discrete choice kernel can be sampled from the following posterior conditional distribu-
. Conditional distributions of the MIMIC model
Given I * n , equation (15) 
1137
Using the simulated observations of z * n , both equations 2 and 3 become linear regression 1138 models with general covariance matrices. First, we rewrite these equations considering 1139 the regression coefficients in vector form and the explanatory variables as a design matrix.
1140
Then we stack the N observations together. For the structural equation of z * we obtain
where W is a design matrix containing the elements in w n , ∀n;b is the vector of free 
The equivalent expression for equation (3) is
where Z * is a specification matrix formed by appropriately using the elements in z * n , ∀n; 1147 and λ is the vector of free factor loadings in Λ. 
The conditional posterior for the general covariance matrix H suggested by Albert and Chib (1993) . In effect, the underlying continuous effect indica-
1167
tors are generated by data augmentation using the following truncated normal posterior 1168 distribution:
Under fairly mild conditions (Gelfand and Smith, 1990) and for a sufficiently large num- 
Measurement equation of the indicators -Eq. (4) In
Vector of observed indicators manifesting both I * n and z * n (SEM: "effect indicators") R × 1 µr Vector of threshold parameters when Irn ∈ In in an ordered variable
Choice model -Eqs (2) and ( 
