From nociception to pain perception
Nociception is the neural process of encoding noxious stimuli. All the information available to the nervous system about a noxious stimulus must be encoded by the primary afferent neurons. Any subsequent processing will reduce information about the stimulus 2 . However, perception does not rely on transmission of a pristine, untransformed neural representation of the original stimulus 3 . Rather, early neural representations are deliberately transformed on the basis of many factors, leading to later neural representations that provide less information about the original stimulus and more information about the resulting percept (Fig. 1) . The neural representations from whence pain ultimately emerges exist somewhere in the neocortex 4 .
If information processing proceeds normally along the neuraxis, a given stimulus will elicit the expected percept. However, if information processing goes awry, stimuli will be misperceived; for example, an innocuous stimulus may be perceived as if it were noxious (Fig. 1) . Beyond pathological disruption of information processing, stimuluspercept relationships are also endogenously modulated, for better or for worse, by emotional and cognitive factors 5 . This is illustrated most dramatically by examples of episodic analgesia in which injuries are not immediately perceived as painful 6 and is the basis for placebo analgesia 7 . According to predictive or Bayesian models of neural processing, probabilistic inferences as to what stimulus produced a given afferent signal are implemented by top-down modulation of feedforward processing [8] [9] [10] . Bayesian perception helps explain why ambiguous stimuli produce illusions: the illusory percept is the most likely (albeit wrong) explanation for that stimulus 11 . Top-down modulation is a normal and ubiquitous aspect of sensory systems.
In the case of neuropathic pain, information processing is disrupted by maladaptive plasticity that develops at multiple points along the neuraxis 12 . Later processing stages, such as cortex, will therefore receive misprocessed information. Consequently, even if the cortex properly calculates probabilistic inferences about a stimulus, it will do so on the basis of an inaccurate neural representation of that stimulus, which will likely cause the stimulus to be misinterpreted. For the remainder of this Review, we focus on the maladaptive plasticity that disrupts information processing. In particular, we focus on initial stages of processing in the spinal cord and thalamus because these stages are the best understood and because they affect the signal received and processed by cortical circuits.
Theories of early somatosensory processing For decades, peripheral and central specificity have been the focus of intense debate (for reviews, see refs. 13, 14) . Both issues boil down to tuning: are certain neurons tuned so that they respond specifically, or at least preferentially, to noxious stimuli? Tuning in primary afferent neurons (PANs) depends on their receptor expression and their 1 8 4 VOLUME 17 | NUMBER 2 | FEBRUARY 2014 nature neuroscience r e v i e w association with specialized structures such as Merkel's disks and Pacinian corpuscles. Tuning in central neurons depends on their synaptic input: a central neuron that receives input exclusively from only one type of PAN necessarily has the same tuning as that PAN, whereas any direct or indirect (polysynaptic) input from other PANs is liable to confer more complex tuning (see Fig. 2 ). Strictly speaking, a labeled line is formed only in the former case. Labeled line connectivity will therefore give equivalent pre-and postsynaptic tuning, but equivalent pre-and postsynaptic tuning does not necessarily imply labeled line connectivity, although this is how such connectivity is usually inferred (see below). Today almost everyone would agree that some degree of specialization exists both peripherally and centrally, although many neurons are polymodal (that is, respond to more than one stimulus modality) and many have a broad dynamic range 15 . In any case, specialization does not prove that activation of neurons tuned to noxious input is necessary and sufficient to cause pain, or more generally, that differently tuned neurons are not involved. Figure 2 illustrates the obvious normal psychometric relationship between stimulation and perception (noxious stimulation → pain). It also shows how this relationship can be dissected into neurometric relationships that help identify what processing steps occur centrally. Theories of somatosensory processing, which fall into three groups, predict differences in that processing.
Intensity theory holds that pain is elicited by strong activation of unspecialized PANs that converge on central neurons. This theory has been ruled out by evidence for PAN specialization. Specificity theory holds that nociceptors are uniquely activated by noxious stimulation and that it is their activation that ultimately encodes pain; other PAN types respond to other stimuli and their activation is the basis for other percepts. A one-to-one relationship between stimulation and perception is consistent with signaling through labeled lines. Pattern theory holds that patterning of PAN activation forms the basis for any code. Gate control theory, which is a pattern-based theory, proposed that low-and high-threshold afferents converge on unspecialized central neurons and that sufficiently strong activation of those central neurons encodes pain; in this respect, the original gate control theory denied any form of central specialization, but other pattern-based theories do not and thus fall somewhere between specificity theory and gate control theory. Many different patterns are conceivable, but evidence points toward PAN coactivation patterns forming the basis for what has been referred to as a population code 16, 17 or, more specifically, a combinatorial code 18 . Combinatorial coding involves differential activation of PAN subtypes and therefore requires some degree of PAN specialization. Notably, PAN specialization means that a neuron responds preferentially to a certain stimulus feature, not that a stimulus preferentially activates a certain type of PAN.
To summarize, specificity theory posits that perception depends on which single PAN subtype is activated, and how much. Combinatorial coding posits that perception depends on what combination of PAN subtypes are activated and in what proportion. Both coding strategies therefore require PAN specialization. Coactivation patterns can hold information beyond what is available from individual PAN activation levels, but that extra information is irrelevant unless central circuits can decode it. This is where specificity theory and combinatorial coding theory disagree: combinatorial coding requires interaction between otherwise labeled lines, or what has been called crosstalk 17 . Notably, interactions can be competitive or cooperative 18 and serve to implement the transformations referred to in Figure 1 . These interactions, or crosstalk, are a design fault according to specificity theory whereas they are a necessary design feature according to combinatorial coding theory, insofar as they enable information carried by coactivation patterns to be used. We will argue that this arrangement has computational benefits and works so well as to be inapparent unless the system is tricked (as during an illusion) or perturbed (as in neuropathic pain conditions).
Combinatorial coding in other sensory systems
There is strong evidence for combinatorial coding in other sensory systems. It is, therefore, interesting to compare those systems with the somatosensory system to help rule in or rule out combinatorial coding in somatosensory processing.
In the retina, cone photoreceptors are tuned to long, medium or short wavelengths of light (roughly red, green or blue), and yet we can perceive an entire rainbow of colors. We perceive these colors not on the basis of which one type of photoreceptor is activated but, instead, on the basis of the relative activation of differently tuned photoreceptors. This is referred to as trichromacy 19 . This arrangement has many benefits. For one, only three variants of opsin are required and their tuning can be relatively broad; if color vision relied on labeled lines, many more variants with much narrower tuning would be required. In that scenario, spatial acuity would necessarily suffer from trying to pack more differently-tuned photoreceptors into the same surface area of retina. Instead, the retina implements opponent interactions wherein downstream neurons receive convergent input from multiple photoreceptor types and calculate the ratio or difference in activation across those photoreceptors. This convergence is not indiscriminant; Figure 1 Transformation of neural representations. Stimulation evokes a neural response that represents the stimulus. The initial representation by PANs contains the most information about the stimulus but is several transforms removed from perception. As the representation is conveyed through the spinal cord, thalamus and cortex, it undergoes transformations that ultimately produce a neural representation that underlies the evoked percept. Transformations depend on local microcircuitry (which mediate the interactions described later) and factors such as descending modulation that influence microcircuit function. If a neural representation is disrupted in transit or if a transformation step is disrupted or abnormally modulated, the resulting representation may be misinterpreted, resulting in the stimulus being misperceived.
npg r e v i e w on the contrary, opponent cells receive certain patterns of excitation and inhibition that redefine color tuning along new, derivative dimensions. In addition, opponent processing helps disambiguate the color and intensity of light: increased light intensity produces stronger absolute activation of all photoreceptors but the relative activation of differently tuned photoreceptors remains constant, thus preventing a change in light intensity from being misperceived as a change in color. Overall, this processing works well, but, as revealed by numerous color illusions, the resulting percept is not always an accurate reflection of the initial stimulus 20 . Such illusions can be deliberately constructed or reverse engineered because of our thorough understanding of the stimulus space (that is, how to quantify color) and retinal circuitry. In the olfactory system, olfactory receptor neurons typically express only one type of odorant receptor out of several hundred 21 , and all neurons expressing a certain receptor converge onto one or two glomeruli in the olfactory bulb 22 . On the surface, this constitutes amazing specificity. However, an odorant can bind to >1 receptor type and a receptor can bind to >1 odorant, meaning that the odorant can only be identified on the basis of which combination of olfactory receptor neurons is activated 23 . In psychophysical terms, difficulty identifying component odorants within a complex olfactory stimulus argues in favor of configural odor perception as opposed to elemental odor perception 24 . The opposite would be expected if the olfactory system were organized according to labeled lines.
These observations suggest certain tests that we might apply to the pain system. For example, could a neural representation that is ultimately perceived as pain be synthesized from stimuli that are innocuous, akin to the color illusions mentioned above? Such illusions could be used to unmask aspects of processing that point toward one or another theory (Fig. 2) . Similarly, might certain enigmatic features of neuropathic pain be explained by the disruption of such processing?
Burning pain without burning heat, and vice versa Thermoception provides examples of illusions and clinical phenomena that speak to the issues raised above and that are directly relevant for pain. For instance, burning pain can be evoked by many different stimuli, which begs the question as to how distinct stimuli evoke the same percept (Fig. 3) . What is the common neural denominator?
Hot stimuli can obviously produce burning pain. A cold stimulus, such as immersing one's hand in ice water, can also evoke a burning sensation. More surprisingly, warm and cool stimuli, neither of which are painful when experienced in isolation, can evoke burning pain when presented together in the right spatial pattern. This was discovered over a century ago and is known as Thunberg's thermal grill illusion. The neural basis for this illusion has been shown to involve an opponent process 25 not unlike that described above for the retina. In brief, the interleaved warm and cool stimuli coactivate respectively tuned PANs; moreover, the cool stimulus activates both thinly myelinated Aδ fibers tuned to cool temperatures (A-cool fibers) and unmyelinated C fibers tuned to cold temperatures but partially activated at cool temperatures (C-cold fibers). Pathways originating from A-cool fibers inhibit pathways originating from C-cold fibers at the level of the thalamus and thereby prevent cool temperatures from being perceived as cold 25 . But the same spinal neurons activated by A-cool input are inhibited in the spinal cord by input from warm-sensitive fibers when the illusion-inducing spatial patterning of warm and cool stimuli occurs, thereby disinhibiting the pathway originating with C-cold fibers and unmasking a burning sensation 25 . As an aside, central poststroke pain has been proposed to arise from abnormal interactions at the thalamic level that cause similar unmasking 26, 27 . Note that the thermal grill illusion requires PANs that are differentially tuned to temperature and that those PANs form pathways that interact rather than remain independent. Related to this, ~20% of neuropathic pain patients (compared with ~2% of normal controls) experience paradoxical heat sensations when warming and cooling ramp stimulation is alternatively applied to a limb 28 ; the likelihood of this phenomenon in normal subjects npg r e v i e w can be increased with carefully chosen stimulus parameters 29 . The mechanism remains uncertain, but one might reasonably postulate that it involves the same sort of unmasking mechanism except now implemented through temporal patterning of stimulation rather than spatial patterning.
Beyond constructing stimuli designed to coactivate PANs in atypical patterns, there are other ways to make innocuous stimuli seem painfully hot by manipulating which PAN signals reach the spinal cord. Because A-cool fibers are myelinated whereas C-cold fibers are not, the former can be preferentially blocked by applying a blood pressure cuff around the limb. Applying a cool stimulus while preventing the signal carried by A-cool fibers from reaching the spinal cord leads to the same disinhibition caused by costimulation with warm, thereby unmasking burning pain 30, 31 . One may have experienced this phenomenon when washing numb hands (for example, after coming in from the cold) in cool water. In classic experiments, Nathan described how different forms of paresthesia develop during induction and recovery from ischemia and how this affects perception of stimuli applied distal to the blood pressure cuff 32, 33 . Paresthesia was ascribed to spontaneous spiking in large myelinated fibers that originated from where the cuff was applied. Because cutaneously evoked spikes could conduct through this area (during induction and recovery), diminution of sensation was ascribed to altered central processing caused by the increased input from other, spontaneously active afferents. Overall, these observations are consistent with the dependence of sensation on the relative activation of different PAN types.
Independent of any contrived stimulus pattern or other manipulation, innocuous cooling evokes intense burning pain in certain neuropathic pain syndromes. Cold allodynia is especially common in people suffering from ciguatera. This food borne illness is caused by ingestion of reef fish contaminated with certain toxins, most notably ciguatoxin 34 . Ciguatoxin is a sodium channel activator and could therefore be expected to cause hyperexcitability, but it causes neither mechanical allodynia nor heat allodynia 35 . For reasons that remain unclear, TRPA1-expressing PANs seem to be preferentially affected 35 . TRPA1 is expressed in only a subset of C fibers 36 , and so an increase in C-cold fiber excitability without a concomitant increase in A-cool fiber excitability could allow cool temperatures to evoke the same relative activity as cold temperatures; namely, a C-cold fiber response that is too large to be masked by the A-cool fiber response.
Microneurographic studies in humans support the proposed interaction between C and Aδ fibers 37 . Furthermore, the co-occurrence of cold allodynia and cold hypoesthesia in neuropathic pain patients-a larger temperature drop is needed to detect the temperature change, but a smaller drop is needed to elicit pain-is consistent with altered PAN interactions that could compromise masking 38 . Notably, alteration of detection thresholds and pain thresholds in opposite directions is common in neuropathic pain syndromes 28 and may provide valuable insights into the pathophysiological process.
These examples have focused on burning pain in the absence of noxious thermal stimulation, but it is also possible for noxious heat to elicit sensations other than burning pain. For instance, in spinal cord injury patients, noxious hot and cold stimulation of skin areas without thermal sensibility evokes pricking pain 39 . Similarly, capsaicin can evoke burning or pricking pain depending on how it is applied to the skin 40 . These examples suggest that activating TRPV1-expressing C fibers is not sufficient to cause burning pain and, instead, that central processing steps involving crosstalk-wherein an output signal is constructed from more than one input signal-are the norm. The basis for those transformations remain unclear and might involve interactions other than the opponent processing exemplified above 18 . Importantly, such processing is only apparent when something goes wrong with it. npg r e v i e w allodynia, have specifically addressed the role of crosstalk, and the role of interneurons in mediating and regulating that crosstalk.
In both spinal and trigeminal lamina I relay pathways, >80% of neurons are nociceptive specific [41] [42] [43] , and they do not receive direct input from non-nociceptive PANs 44 . Yet after nerve injury, the majority respond to innocuous touch 42 . This can be replicated simply by impairing glycine-and/or GABA A -mediated inhibition, thus showing that central disinhibition unmasks existing interconnections between separate sensory pathways 42, 43 and revealing one possible mechanism for the development of mechanical allodynia. This crosstalk, while directly implicating inhibitory interneurons, also appears to provide a substrate by which central inflammatory processes (for example, microglial activation) can regulate pain processing via modulation of Cl − -mediated inhibition 45 .
Structurally speaking, spinal lamina I output neurons are organized not to receive direct input from low-threshold afferents, as their dendrites are restricted to lamina I whereas low-threshold afferents terminate in deeper laminae 44 . Retrograde trans-synaptic labeling reveals that, in contrast, excitatory interneurons directly presynaptic to lamina I projection neurons (stalked or ventral cells) have ventrally directed dendrites, which enables them to sample input from deeper layers 46 . Several converging studies have identified a polysynaptic pathway, normally repressed by inhibition, linking low-threshold mechanosensitive afferents to lamina I projection neurons 42, 43, [47] [48] [49] . Direct identification of the different components of one such polysynaptic pathway was revealed by paired patch-clamp recordings in spinal slices. In this system, a feedforward glycinergic interneuron represses the relay of innocuous input to lamina I by a lamina IIi excitatory interneuron that expresses the gamma isoform of protein kinase C or PKC-γ (Fig. 4) 49 .
Besides nociceptive-specific neurons, the spinal dorsal horn (especially deeper laminae) also contains wide dynamic range (WDR) neurons that respond to both innocuous and noxious stimuli. Given that WDR neurons already receive some low-threshold input, increased low-threshold input to WDR neurons could account for allodynia; in other words, low-threshold input need not arise de novo from crosstalk, as would be required for nociceptive-specific neurons to contribute to allodynia. The mixed population of nociceptive-specific and WDR neurons that comprise the spinothalamic tract (STT) thus offers an opportunity to test whether crosstalk between specific pathways or plasticity within a nonspecific pathway is responsible for allodynia. A recent quantitative neurometric study in rats showed that only STT neurons that are nociception specific under normal conditions exhibit altered response properties after nerve injury or pharmacological disinhibition; WDR STT neurons exhibit no change in threshold or input-output function. Restoring central inhibition by rescuing KCC2 function 50 restores the specificity of nociceptive-specific STT neurons, thus indicating that disinhibition is both necessary and sufficient to explain the observed crosstalk and arguing that crosstalk is indeed responsible for the allodynia 51 .
Cracking the neural code for pain and underlying circuits The examples described above, of innocuous thermal and mechanical stimuli causing pain, illustrate that certain PAN coactivation patterns, whether induced peripherally or misprocessed centrally, can lead to misperception of the stimulus. The available evidence argues against both strictly labeled lines and totally convergent pathways, and instead suggests that pathways interact in specific ways, likely through specific interneurons. Understanding those interactions and the (proper or improper) transformations thus implemented (Fig. 1) requires that one understand the underlying neural circuits. This is true at the spinal level and, ultimately, throughout the neuraxis. That said, if one does not understand upstream circuits and how they transform the neural signal, one will not truly understand the signals sent to downstream circuits. It is, therefore, imperative to better understand spinal processing.
Yet our understanding of spinal dorsal horn circuits remains far from complete. An adequate description requires both definitive identification of the constituent cells and a wiring diagram of how they are synaptically connected. With respect to the first requirement, classification schemes drawing correlation between morphology, transmitter phenotype, intrinsic membrane properties and some aspects of functional responses have emerged (for review, see ref. 44) . What is clear is that there is a preponderance of interneurons, most of which are excitatory, which would seem to support the importance of local processing 18 . But the distinction between various cell types is still rather tenuous by comparison with the classification of cortical interneurons (for example, ref. 52). And this, naturally, is impeding progress toward the second requirement, namely, identifying patterns of synaptic connectivity between specific cell types. Efforts to decipher synaptic connectivity patterns have also suffered from a lack of stereotyped organization within the dorsal horn by comparison with, for example, cerebellar or cortical circuits and there are specific challenges associated with functional studies of the spinal dorsal horn (see below).
What is needed are quantitative means to measure and manipulate the inputs, outputs and various components of the dorsal horn, in both normal and pathological conditions, to isolate the local transformation of neural representations. For this, there is an urgent need to develop new tools to label, silence, activate and otherwise probe specific populations of dorsal horn neurons. In the remainder of this paper, we will discuss emerging molecular genetic and optical techniques with which to address the challenges identified above. Specifically, we will discuss how spinal neuron subtypes may be definitively identified on npg r e v i e w the basis of their ontology and how optical methods can be used to dramatically improve the throughput of experiments that aim to unravel synaptic connectivity.
Genetic dissection of spinal circuits
For reasons outlined above, deciphering the microcircuitry of the spinal dorsal horn has proven frustratingly difficult. Here, we outline an intersectional genetic strategy that capitalizes on the developmental ontogeny of spinal neurons to mark and manipulate specific cell types located exclusively in the dorsal spinal cord and dorsal hindbrain. Development of the spinal cord is subject to both spatial and temporal control and reveals a modular organization of the spinal neuron population [53] [54] [55] . Excitatory neurons required to process pain and itch, as well as all of the inhibitory neurons in the dorsal horn, originate from neurons initially marked by the expression of the Lbx1 homeobox protein, and Lbx1 expression in the nervous system is confined to the dorsal spinal cord and dorsal hindbrain 53, 54, 56 . The excitatory branch of Lbx1-lineage neurons is marked by expression of the Tlx3 homeobox protein 57 . Mice with a conditional knockout of Tlx3 do not exhibit nocifensive behaviors 57 . Development of these excitatory neurons is also partly controlled by other transcription factors, such as TR4 and DRG11 (refs. 58,59) . Genetic fate mapping and molecular analyses reveal that the Lbx1 lineage of excitatory and inhibitory neurons comprise subtypes of cells distinguished by their expression of peptides, transmitter receptors and signaling molecules (Fig. 5a) 56, [60] [61] [62] [63] [64] . This developmental ontogeny enables the design of an intersectional genetic strategy to identify and manipulate specific types of spinal neurons. Intersectional genetic manipulation 65 is designed to selectively introduce gene X into spinal neurons that are defined by the coexpression of genes Y and Z. To achieve this, one must strategically cross three mouse lines (Fig. 5b) . Capitalizing on that specificity and on the basis of the nature of gene X, spinal microcircuits can be analyzed or manipulated in different ways. Beyond labeling with a fluorescent marker, neurons can be ablated, optically and/or chemically activated or silenced: the human diphtheria toxin (DTX) receptor (DTR) enables neuronal ablation by DTX injection 66, 67 , the tetanus toxin (Toc) enables silencing of synaptic transmission 68 and the G protein-coupled receptor Di, a designer receptor exclusively activated by designer drugs (DREADD), enables inhibition of spiking by injection of the ligand clozapine-N-oxide (CNO) 69, 70 . The optogenetic revolution also enables selective control of activity, as well as of chemical signaling 71, 72 . Experiments might include ablating or silencing (i) a subpopulation of output neurons to assess their contribution to specific subtypes of pain, (ii) a subpopulation of excitatory interneurons to test whether they mediate crosstalk between certain pathways, or (iii) a subpopulation of inhibitory interneurons to test whether this unmasks normally silenced interconnections. Intersectional reporters such as the molecules used for rabies virus infection and monosynaptic retrograde labeling can also be used for trans-synaptic tracing to map presynaptic inputs and postsynaptic outputs 73 . They can also be used to monitor and manipulate neuronal activity on a much finer timescale and across a range of length scales by exploiting optical methods (see below).
The intersectional genetic manipulations nicely complement nongenetic approaches that have been used successfully to dissect spinal microcircuits. Most notable is the use of saporin-conjugated peptides to ablate spinal neurons expressing peptide receptors (Fig. 5c) . For example, ablation of neurons that express the gastrinreleasing peptide receptor or B-type natriuretic peptide receptor with intrathecal injection of their agonists conjugated to saporin toxin abolishes scratching responses evoked by a range of itch-provoking compounds 74, 75 . This has been combined with ablation of neurons expressing the NK1 receptor with substance P-saporin injections in an effort to understand the respective contribution of these two systems to pain and itch 76, 77 . One advantage of such a nongenetic, toxin-based ablation approach is that it is more amenable to use in species for which transgenic models are not readily available. One potential caveat is that intrathecal injection of a saporin-conjugated peptide might ablate central terminals originating from DRG neurons that also express the receptor for this particular peptide. Such problems are circumvented by intersectional genetic manipulations.
The manipulations described above enable a variety of experiments. On the one hand, the ability to ablate or silence specific cell populations on a relatively short timescale via a simple injection is conducive to behavioral experiments. On the other hand, these manipulations enable a variety of physiological experiments (Fig. 5c) . In particular, by expressing opsins or any other light-controlled actuator in specific cell types, genetic tools can be exploited to manipulate individual synapses, identified single cells or entire cell populations, depending on how the light is applied [78] [79] [80] . Moreover, with the advent of genetically encoded sensors such as calcium indicators, activity can also be monitored in identified subcellular compartments, single cells and cell populations in vitro and in vivo with dramatically increased throughput compared with that of classical electrophysiology [80] [81] [82] [83] . Notably, being able to monitor activity in dozens if not hundreds of neurons simultaneously will be crucial for identifying the coactivation patterns that underlie a combinatorial code. Furthermore, using optogenetic techniques, those patterns can be deliberately altered or entirely replaced with artificial activation patterns, thereby enabling one to test specific hypotheses as to how a microcircuit transforms the neural representation in certain ways. These network-level experiments are key for bridging the gap between molecular and behavioral pharmacology by enabling identical manipulation across preparations 84 and molecular-scale probing in awake, behaving animals 85 . This gap arguably constitutes a significant deficiency in preclinical animal testing.
But, as for any technique, optical methods come with challenges and limitations, although many are linked to the current stage of engineering and will hopefully be overcome as the technology improves (for review, see ref. 80) . Optical techniques applied to the spinal cord or brainstem nonetheless face several particular challenges. For instance, the spinal cord and brainstem are more prone to movement than many other brain regions, even in anesthetized animals. High-performance adaptive movement compensation is a promising avenue on this front 86 . More challenging is the high level of myelination, as myelin is particularly prone to scatter light 87 , which dramatically limits the resolution with which deep tissue can be imaged 86 . Microendoscopy is a promising avenue but, because of its invasiveness, has limited applicability to mouse spinal cord 88 . Alternatively, the need for high resolution can be circumvented for certain experimental applications by using diffuse optical techniques 89 for sensors and actuators targeted to specific cell populations. In any case, cracking the neural code for pain will not be achieved on the basis of any one approach and will, instead, involve several complementary approaches.
Conclusion and outlook
Intense basic research efforts have not yet translated into clinical breakthroughs when it comes to treating neuropathic pain. Should efforts simply be redoubled, or should we focus on identifying and closing the biggest gaps in our understanding? The microcircuitry involved in pain processing represents a huge gap, especially when compared against advances made in other sensory systems. If, as we have argued, the neural code for pain is a combinatorial code, then spinal microcircuits will constitute a critical first stage for decoding the PAN coactivation patterns that carry important information. Altering coactivation patterns or altering how they are decoded (that is, by altering microcircuit function) is liable to alter the output signal, and that, in turn, will alter how the original stimulus is perceived. That is ultimately the problem in neuropathic pain: that pain is perceived in response to the wrong stimuli, or without any stimulus at all. And so deciphering the neural code for pain is not an esoteric endeavor; on the contrary, such efforts may be crucial for capitalizing on the molecular knowledge and technical know-how that has amassed in recent years to achieve the translational breakthroughs that have been so frustratingly elusive.
But now, more than ever before, molecular breakthroughs have enabled experiments that were unimaginable a mere decade ago. Using techniques discussed in this Review, one can visualize, ablate, reversibly silence or activate select subsets of neurons. In some cases, these new techniques can be used to facilitate classical techniques such as targeted electrophysiological recording 78, [90] [91] [92] [93] [94] . In other cases, these new techniques can replace older techniques. But as experiments get more sophisticated and data more difficult to interpret, so too will it be important to capitalize on computer modeling to make sense of it all. Furthermore, it would be grossly naive to think that pain processing occurs entirely within the spinal dorsal horn; on the contrary, such processing occurs throughout the neuraxis, and things are liable to get more and more complicated the deeper into the system we get. But these are exactly the issues that we must come to terms with in order to understand how painful sensations are normally encoded, and how that coding goes awry in neuropathic conditions. npg
