Abstract-This contribution deals with the generalized symmetric FastICA algorithm in the domain of Independent Component Analysis (ICA). The generalized symmetric version of FastICA has been shown to have the potential to achieve the Cramér-Rao Bound (CRB) by allowing the usage of different nonlinearity functions in its parallel implementations of one-unit FastICA. In spite of this appealing property, a rigorous study of the asymptotic error of the generalized symmetric FastICA algorithm is still missing in the community. In fact, all the existing results exhibit certain limitations, such as ignoring the impact of data standardization on the asymptotic statistics or being based on a heuristic approach. In this work, we aim at filling this blank. The first result of this contribution is the characterization of the limits of the generalized symmetric FastICA. It is shown that the algorithm optimizes a function that is a sum of the contrast functions used by traditional one-unit FastICA with a correction of the sign. Based on this characterization, we derive a closedform analytic expression of the asymptotic covariance matrix of the generalized symmetric FastICA estimator using the method of estimating equation and M-estimator.
I. INTRODUCTION
T HE Independent Component Analysis (ICA) [1] is a general framework for solving Blind Source Separation (BSS) problems [2] , [3] . It is a statistical and computational method which aims at extracting the unobserved source signals from their linear mixtures. The fundamental assumption of ICA is that the source signals are statistically independent. Up to date, there exist various ICA algorithms [4] , [5] , [6] , [7] in the community, see [8] for a survey. One of the most widely used ICA algorithms is the FastICA algorithm, proposed by Hyvärinen and Oja from the Finnish school [1] , [9] , [10] . It is based on the optimization of a contrast function that measures the non-Gaussianity of the mixture. The popularity of FastICA can be attributed to its simplicity, ease of implementation, and flexibility to choose the nonlinearity function.
Among many variants, there are two basic versions of FastICA: the one-unit (or deflation) FastICA and the symmetric FastICA. The one-unit version of FastICA corresponds to the sequential (or deflationary) source separation scheme: it extracts one source at a time until all the sources are recovered. To avoid that the algorithm converges to the same source twice, an additional deflationary procedure is required [11] . This version of FastICA suffers the common drawback of all sequential source separation scheme: the error propagation during successive extraction for problems with large dimensionality [12] . The symmetric FastICA [13] corresponds to the simultaneous (or parallel, symmetric) source separation scheme: all the source signals are to be extracted simultaneously. It can be considered as several one-unit FastICA implemented in parallel, with the projection step replaced by a matrix orthonormalization in each iteration. Symmetric FastICA is shown to be much more stable and reliable in practice. However, the downside of this version is its unnecessary high computation load if only a small subset of sources needs to be extracted from a high dimensional data set. The generalized symmetric FastICA algorithm [14] is a generalization of the (ordinary) symmetric version of FastICA. It features the usage of possibly different nonlinearity functions in its parallel implementations of one-unit FastICA. This is motivated by the discovery of the Cramér-Rao Bound (CRB) [15] , [16] of the linear ICA. It is shown [14] that if the nonlinearity functions are adapted to the distributions of the sources, then the CRB can be achieved as the sample size tends to infinity. In other words, the generalized FastICA algorithm with the optimal nonlinearity functions can be asymptotically efficient.
The FastICA algorithm has been extensively studied since its invention. It is shown to possess locally at least quadratic convergence speed [10] , [13] , [17] , and the convergence is monotonic [18] . In particular, for kurtosis-based FastICA, it is proved that there does not exist spurious fixed points [19] and the convergence speed becomes cubic [10] . FastICA has also been generalized to cope with complex valued signals [20] . This paper studies the generalized symmetric FastICA algorithm, with the focus on deriving the asymptotic covariance matrix. Although the asymptotic performance of the FastICA algorithm has already been studied by several authors, no special attention was given to the generalized symmetric version of the algorithm. Besides, all the existing results exhibit certain limitations: some are based on a heuristic approach [21] , [15] , [12] ; some are not given in the form of an analytical closed-form expression [22] ; many only concern the one-unit version of FastICA [21] , [12] , [23] , [24] ; lastly, the majority overlook the impact of data centering or data whitening on the asymptotic behavior of the algorithm [21] , [15] , [22] , [25] . We give a detailed review of the literature in Section V-B. Another interest of studying the asymptotic performance of the generalized FastICA stems from the claim [14] that it has the potential to achieve the CRB, which is based on the expression of the asymptotic covariance matrix of symmetric FastICA derived in [15] . However, this claim is questionable. In fact, as is noticed in [12] , the expression given in [15] is flawed: it is valid only if the underlying sources have symmetric distributions. Therefore, it is vital to derive the correct expression and check whether or not the CRB is attainable in the general case. In this contribution, we shall eventually give a positive response to this question.
We organize this work as follows. In Section II, we define the basic notions of linear ICA, e.g. data model, data standardization, demixing matrix, etc. Section III aims at introducing three variants of the FastICA algorithm, namly one-unit FastICA, symmetric FastICA and generalized symmetric FastICA. In Section IV, we characterize the fixed points of the symmetric FastICA algorithm, showing that they are local optimizers of a sum of the contrast functions used by traditional one-unit FastICA with a correction of the sign. This result reveals a link to the method of estimating equation and M-estimator. In Section V, we establish the asymptotic normality of the generalized symmetric FastICA estimator and derive its asymptotic covariance matrix. A review of the literature is also given. We show that the CRB is still achievable. The concluding remarks of Section VI bring the paper to an end.
II. ICA DATA MODEL AND METHOD

A. ICA Data model with infinite sample size
We consider the following noiseless linear ICA model: In ICA model (1), the source signal s and the mixing matrix H are unknown, while only y is observable. When the sample size is infinite, the probability distribution of y can be perfectly inferred from the observation, and we can therefore evaluate the mathematical expectation E[f (y)] for any measurable function f . Since this ideal situation exists only in theoretical analysis, ICA with infinite sample size shall also be referred to as theoretical ICA.
The task of ICA is to recover the source signal s based on the observation y only. This can apparently be achieved by estimating the inverse of the mixing matrix H. Note that since neither H nor s is known, we cannot determine the variance of s. This indeterminacy can be eliminated by fixing a priori the variance of s. In this paper, we make the popular convention Cov(s) = I.
ICA model (1) can be simplified by standardizing the observed signal. This procedure consists of the data centering and data whitening. Let us define
The standardized signal x clearly satisfies E[x] = 0 and Cov(x) = I. It can be thought of as the observed signal of the model The ICA problem then becomes the searching of the demixing matrices on the set of orthogonal matrices, that is, the orthogonal group O(d).
In the sequel, we call rows of W * the demixing vectors. Denote A = (a 1 , . . . , a d ). Clearly, a vector w * can be a demixing vector if and only if there exists some i ∈ {1, . . . , d} such that w * = a i or −a i .
B. ICA model with finite sample size
In practice, we have only a finite sample of y:
where y(1), . . . , y(N ) are i.i.d. realizations. In this case, the standardization procedure (2) can only be carried out empirically. Natural estimators of E[y] and Cov(y) are respectively the empirical mean and empirical variance:
The empirically standardized data can then be defined as
where z(t) = s(t) −s and A = CH.
III. VARIANTS OF THE FASTICA ALGORITHM
A. One-unit FastICA algorithm
The one-unit version of FastICA, also known as the deflationary FastICA, is the basic form of the algorithm. It searches the local optimizers of the contrast function having the following form:
where x is the standardized observed signal defined in (2) and G : R → R is an even smooth function called the nonlinearity or nonlinearity function. In order to be consistent with the notation used in [26] , [10] , we write g def = G ′ . When there is no risk of confusion, both G and its derivative g may be referred to as the "nonlinearity function". Popular nonlinearity functions [10] include the following: "kurtosis":
2 ) and "tanh": log cosh(x). In the sequel, let us denote by · the L 2 norm for vectors and spectral norm for matrices. The one-unit FastICA algorithm consists of the following steps [10] : 1). Choose an arbitrary initial iterate w ∈ S;
2). Run iteration
until convergence.
If one need to extract more than one source, then an additional orthogonal constraint need to be added between (6) and (7):
where a 1 , . . . , a p are previously obtained demixing vectors.
Step (8) 
B. Symmetric FastICA algorithm
The symmetric version of FastICA extracts all the sources simultaneously. Specifically, it consists of parallel implementations of (6) with orthogonal input initial iterates:
. . .
where w 1 , . . . , w d is an orthogonal set. It is then followed by a symmetrical orthogonalization, see (12) below. In the sequel, for any vector c = (
Using matrix notation, we can describe formally the symmetric FastICA algorithm as follows:
1). Choose an arbitrary orthogonal matrix W; 2). Run iteration
C. Generalized symmetric FastICA algorithm
The generalized symmetric FastICA algorithm is the same as the ordinary symmetric FastICA, except that it allows the nonlinearity functions used in (9)-(10) to be different. In the sequel, let us denote
where
are possibly different nonlinearity functions. The generalized symmetric FastICA algorithm is defined as 1). Choose an arbitrary orthogonal matrix W; 2). Run iteration
In this paper, the term "FastICA algorithm" always stands for the generalized version of the algorithm unless otherwise specified.
For notational ease, we introduce the following notations:
Then the generalized symmetric FastICA algorithm with infinite sample size consists of iterating
D. Finite sample size
Algorithm (17) requires a sample of infinite size to evaluate the mathematical expectation appeared in (15) . We shall hereafter refer to it as the theoretical FastICA. In the practical situation, however, we have only the access to a sample of finite size, and therefore need to work with an empirical version of the algorithm. It is obtained by replacing the mathematical operator E by E x . Define
Then the algorithm with finite sample size consists of iterating
until convergence. We shall refer to algorithm (20) as the empirical FastICA.
IV. LIMITS OF THE GENERALIZED SYMMETRICAL FASTICA ALGORITHM
A. Assumption
This contribution is based on the following regularity conditions:
1) The nonlinearities G i are all even functions. Besides, G i and their derivatives up to the fourth order have polynomial growth: |G 2) Random vector y has finite moment until 2pth order:
These conditions can certainly be weakened, but even in their current form they are convenient to verify and not very restrictive. In fact, it is easy to see that all three popular nonlinearities "kurtosis", "gauss" and "tanh" have polynomial growth with p = 4. Besides, most common probability distributions have finite moment of eighth order. These assumptions are made so that the requirement for the Uniform Strong Law of Large Numbers (USLLN, see Theorem 10) and that for the method of M-estimator (see Appendix C) are met.
B. Characterization of fixed points
In the sequel, for demixing matrix W * = DPA T , we denote by σ the permutation induced by P:
We define an important quantity that will be used throughout this work:
We point out that α i depends on the nonlinearity g i as well as the permutation σ induced by the demixing matrix W * , which can usually be inferred from the context. Now we give a proper definition for the fixed points of the generalized symmetric FastICA algorithm.
Definition 3. A matrix W is defined to be a fixed point of the-
It is easily seen that if F (W) = ΛW, then F (ΛW) = W. We do not require F (W) = W in the definition due to the well-known flipping-sign phenomenon. In fact, in most cases such W does not exist.
The main result of this section is the following theorem:
Theorem 4. Given a demixing matrix W * , we suppose that α i = 0 for all i.
(i) Demixing matrix W * is a fixed point of the theoretical FastICA algorithm. It is also a local minimizer of
on the orthogonal group O(d). 
(ii) The empirical FastICA algorithm has almost surely a fixed point W in a neighbourhood of W * , which is also a local minimizer of
Proof: We give the proof for statement (i) here. The proof for statement (ii) can be found in Appendix A.
We begin by showing that W * is a fixed point of F . First, it is easy to see that for demixing vector w * i , the FastICA update (6) yields α i w * i . Since the mapping H is merely the parallel implementations of (6) with different nonlinearity functions, we get immediately H(W * ) = LW * , where L = diag(α 1 , . . . , α d ). It then follows from (16) and the fact W * ∈ O(d) that
where Λ = diag sign(α 1 ), . . . , sign(α d ) . This means W * is indeed a fixed point of F in view of Definition 3.
Next, we show that W * is a local minimizer of (22) 
. This fact suggests that W * is a local minimizer of (22) on
Remark 5. We notice that function J W * defined in (22) is a sum of the contrast functions (5) used in the context of one-unit FastICA, with a correction of sign, i.e. sign(α i ). The latter is in turn determined by W * through the induced permutation σ. If another demixing matrix U * induces a different permutation σ ′ , then the function J U * it optimizes could be different from J W * because the correction of sign induced by U * could be different, see Table I for an example.
Theorem 4 specifies the "contrast function" of the generalized symmetric FastICA algorithm. However, it can only be understood in the local sense since there exist many different "contrast functions" depending on the underlying demixing matrix. In view of this, we are tempted to refer to (22) and (23) as the local contrast function.
By Theorem 4, we are able to assert that in general, the generalized symmetric FastICA algorithm does not optimize The method of estimating equation and M-estimator [27] is a powerful tool to solve problems of this kind, see [22] , [23] , [25] , [24] for some existing attempts. Let us suppose that the unknown distribution of random vector y depends on some parameter θ of interest. Suppose also that the true parameter is θ * , which satisfies equation E[ψ(θ * , y)] = 0, where ψ is some vector valued function. Let y(1), . . . , y(N ) be an i.i.d. sample of y. Then an estimatorθ is obtained by solving the following equation
The estimatorθ is called an M-estimator, and equation (27) is called the estimating equation. Under some mild regularity conditions (see Appendix C), there holds
To make use of this result, we need to find an appropriate function ψ(θ, y) for our generalized symmetric FastICA estimator B. The main difficulty is that, on the one hand, the function ψ must be constructed in a way such that its second argument is the original signal y rather than the standardized signal x (note that y(1), . . . , y(N ) are i.i.d. while x(1), . . . , x(N ) is not, due to the dependency introduced by the standardization procedure); on the other hand, the FastICA algorithm only works with the standardized data  x(1), . . . , x(N ) rather than the original y(1), . . . , y(N ) . Some authors overcome this difficulty by naively assuming that x(1), . . . , x(N ) are i.i.d. Such treatment is inappropriate, as will be shown in Section V-B. In this work, we resolve this problem by introducing an auxiliary variable µ, see Appendix B for detail. The resulting function ψ is given in the following lemma:
Lemma 6. Let us define mapping
its explicit form being given in (25) , where
Proof: See Appendix B. Applying the previously introduced method of M-estimator, we obtain the main result of this work:
Assume that the following mathematical expectations exist for i = 1, . . . , d:
, where
Proof: See Appendix C. Remark 8. If s σ(i) has symmetric distribution, then the quantity η i vanishes since g i is an odd function. Therefore, when all the source signals have symmetric distribution, formula (28) is reduced to
Now we consider G def = BH and G = BH. The former matrix is equal to identity up to a sign and a permutation; the latter matrix, referred to as the gain matrix by some authors [15] , represents through its (i, j)th element the relative presence of the jth source signal in the estimated ith source signal. By Theorem 7, the asymptotic normality and asymptotic variance of G → G can be easily derived. Denote H = (h 1 , . . . , h d ). Then we have
where G ij and G ij denote respectively the (i, j) entry of G and G. Then using the equalities h
, we obtain the following result:
Corollary 9. For i, j = 1, . . . , d, there holds
where V i,σ(i) = τ i and
B. Related work
Although there exist already several attempts [21] , [12] , [23] , [15] , [22] , [25] , [24] that deal with the asymptotic behavior of FastICA, most of these works were dedicated to the one-unit version of the algorithm.
The first attempt seems to be [21] . In this work, the author derived the trace of the asymptotic covariance matrix of the one-unit FastICA estimator:
where c is a constant that depends only on the mixing matrix. The main flaw of this result is that the author did not take into account the effect of data centering and data whitening, which actually have an significant impact on the asymptotic behavior of the algorithm. Paper [12] tackles the one-unit FastICA with the deflation procedure (8) . Using the method of Influence Function, the author derived a closed-form expression of the asymptotic covariance matrix for the general ith sequentially estimated demixing vector using one-unit FastICA:
where it is assumed that the source signals are recovered in the order of s 1 , . . . , s d . Note that for the extraction of the first source s 1 , expression (31) is reduced to
Formula (31) and (32) are validated by numerical simulations.
The main flaw of [12] is that it is based on the asymptotic normality of the estimator, which was not established in that paper until recently [23] .
Paper [24] concerns the impact of data centering and data whitening. The authors derived four different asymptotic covariance matrices, each corresponding to a different situation (depending on whether or not taking into account the data centering and/or data centering): 1) without data centering and whitening; 2) with data centering but without data whitening; 3) with data whitening but without data centering; 4) with data centering and data whitening.
(34)
From these results 1 , the impact of data centering and data whitening on the asymptotic covariance of the estimator can be easily seen. We point out that (33) yields (30) and (36) coincides with (32) .
Paper [25] also studies the asymptotic normality and covariance matrix of one-unit FastICA, via the method of estimating equation and M-estimator. Regrettably, the main result of the work is erroneous:
which is different from (33)-(36). Aside from that, the authors have made some hypothesis that is overly too strong, e.g. assuming all sources are bounded.
To our knowledge, the first paper that studies the asymptotic performance of the symmetric version of FastICA was [22] . In this paper, the authors derived some formulas without considering the impact of data centering and whitening procedure, 1 We have found and corrected an error in the original derivation of R (2) 1 and R (4) 1 presented in [24] . The current expressions of (34) and (36) are therefore slightly different from that given in [24] .
which is inappropriate as explained before. Since no closedform expressions as (28) or (29) were given in [22] , we are unable to compare their result with ours.
The most influential paper in this subject is probably [15] , in which the asymptotic covariance matrices of both one-unit and symmetric FastICA were derived via a heuristic manner. The authors proposed to study the asymptotic behavior of the output of both versions of FastICA after exactly one iteration with an ideal initialization W 0 = W * . Following this idea, the author derived the following formulas:
The main drawback of this result is that the authors did not fully justify their approach, that is, why the asymptotic behavior of F (W * ) should be the same as that of W, i.e. the real limit of the algorithm. Aside from that, only the asymptotic variances of the non-diagonal entries of the gain matrix are given (no results for the asymptotic covariance matrix of
Lastly and most importantly, expression (38) is only valid if all sources involved have symmetrical distributions. In fact, comparing (38) with (29), we can spot that the terms η i and η j are missing in (38). These two terms are non-zero if the underlying sources have asymmetric distributions. In the general case, it is easy to verify by numerical simulations that only (29) is correct, see e.g. Fig  1 and Fig 2. This drawback was undetected in [15] because all the sources tested therein have symmetric distributions.
C. Attaining the Cramér-Rao bound
For now let us ignore the sign and the permutation ambiguity and assume simply B = H −1 . If all source signals have smooth probability density functions (PDF), then their corresponding score function exists:
where f i denotes the PDF of the ith source signal. Denote
The Cramér-Rao bound (CRB) for linear ICA model (1) has already been studied in [15] , [16] . It is shown that under some mild conditions, the CRB for the asymptotic variance of the entry of gain matrix exists and is equal to
It is explained in [14] that one can attain the CRB (39) by choosing the nonlinearities wisely. The authors proposed an efficient FastICA variant, referred to as EFICA, which is essentially multi-run of the generalized symmetric FastICA algorithm with the optimum nonlinearities for each independent component. Although this method is based on expression (38), which is erroneous, the conclusion remains valid. This is because when the optimum nonlinearities are chosen, quantities η i vanishes for all i, hence (38) coincides with (29) . To see this, let us fix an index i and take
Note that log f i (x) ′ = ψ i (x) for all i. Straightforward calculation gives
and η j = 0. Inserting these values in (29) and ignoring the permutation ambiguity, we obtain
The following is a simplification of the EFICA method (we refer to [14] for the original version):
1) Use any ICA method (e.g. ordinary symmetric FastICA with "kurtosis" nonlinearity) to obtain a first estimate
, estimate the PDF of s i , the corresponding value of κ i and eventually the score function ψ i for each i; solid curves in all plots. It is worth pointing out that the three sub-figures on the diagonal corresponds to N 1/2 ( G ii − G ii ) for i = 1, 2, 3, which has a asymptotic variance equal to V ii = τ i . This quantity is independent of η i . Therefore only one Gaussian PDF curve is visible in those figures. 
A. Some preliminary results
We will need the Uniform Strong Law of Large Numbers (USLLN). The following version of USLLN can be found in [28] . For a detailed discussion of this theorem, we refer to [29] , [30] . 
a.s.
0.
Proof: It suffices to show
It is easily seen that A a.s.
A. Besides by hypothesis of G there holds
Note that S is a compact set. Applying USLLN to G(w T As) gives
Next, let us show that
Using the mean value theorem, it is easily seen that the term on the left hand side above is bounded by 
The equality above can be written as
is always symmetric and positive definite, the matrix H(W * )W T * Λ must also be symmetric and positive definite.
Now let us consider M = H(W)W
T Λ and suppose that W is an orthogonal matrix Λ is a diagonal matrix verifying Λ 2 = I such that M is symmetric and positive definite. Applying Lemma 12, we get (MM T ) −1/2 M = I, which in turn gives
Using the hypothesis on W and Λ, we obtain
This means that W is a fixed point of F . Proof: First, it is easy to see that if R = diag(r 1 , . . . , r d ) is a diagonal matrix with strictly positive diagonal entries r i , then for any perturbation ∆ such that ∆ < r k def = min i {r i }, the matrix R + ∆ is positive definite. In fact, for any x, we have
This means x T (R+∆)x > 0, hence R+∆ is positive definite. Now let us denote
Then we have
As shown in the proof for Theorem 4 (i), there holds
Denote ǫ = min i {|α i |}. By the continuity of K, there exists r such that
Besides, applying USLLN gives
If N is large enough, then almost surely
Combining (45) and (46) clearly yields
Now that E[K(W * )] is a diagonal matrix with strictly positive diagonal entries and the perturbation (47) can be arbitrarily small, we conclude that
is almost surely positive definite for any W ∈ B r (W * ).
B. Proof of Theorem (4) (ii)
Using Lemma 11, we can show that
for any r > 0. Hence there exists a local minimizer of 
whereG i = sign(α i )G i for i = 1, . . . , d. Applying Lemma 13 to U and J W * , we obtain the symmetry of
Since G 1 , . . . , G d are all even functions, g 1 , . . . , g d are odd. It follows that matrix
is symmetric. The proof is then achieved.
APPENDIX B PROOF OF LEMMA 6
To achieve Lemma 6, we rely on Lemma 13, which states that if an orthogonal matrix W optimizes
then it is such that E x [g( Wx)x T W T ] is symmetric. Taking into account the orthogonality constraint, we derive the following characterization: W must satisfy
Applying the change of variable B def = W C −1/2 yields
Introducing auxiliary variableμ =ȳ and recalling that C = E y [(y −ȳ)(y −ȳ) T ], we can rewrite (50) as
Besides, substituting x(t) = C −1/2 (y(t) −μ) in (51) gives E y g B(y −μ) (y −μ) T B T = E y B(y −μ)g B(y −μ) T .
Combining (52) (53) and the auxiliary constraint µ =ȳ together, we get E y [ψ(θ, y)] = 0. Statement (ii) of Lemma 6 follows from a similar argument.
APPENDIX C PROOF OF THEOREM 7
We give the proof for B = H −1 . In this case, b i corresponds to the extraction of s i for i = 1, . . . , d and the permutation σ appeared in Theorem 7 is an identity permutation. The general case can be treated similarly.
According to [27] , the asymptotic normality of the estimator relies on the following conditions:
-for every θ 1 and θ 2 in a neighborhood of θ * , there exists a measurable function K(·) with E[K(y) 2 ] < ∞ such that ψ(θ 1 , y) − ψ(θ 2 , y) ≤ K(y) θ 1 − θ 2 ; -E[ ψ(θ * , y) 2 ] < ∞; -the map θ → E[ψ(θ, y)] is differentiable at a zero θ * ;
With the assumptions stated in Section IV-A, it is not very hard to verify these conditions. The real challenge is to calculate the asymptotic covariance matrix using where |µ 1 |, |µ 2 | ≤ 1. Since the distribution of X is completely determined by µ 1 , µ 2 , we take them as controlling parameter and denote by "Bimod(µ 1 , µ 2 )" the distribution of X. The PDF of Bimod(µ 1 , µ 2 ) can be given explicitly:
where f Yi is the PDF of Y i ∼ N (µ i , σ 2 ) for i = 1, 2.
