Background During the recruitment phase of a randomized breast cancer trial, investigating the time to recurrence, we found a strong suggestion that the failure probabilities used at the design stage were too high. Since most of the methodological research involving sample size re-estimation has focused on normal or binary outcomes, we developed a method which preserves blinding to re-estimate sample size in our time to event trial. Purpose A mistakenly high estimate of the failure rate at the design stage may reduce the power unacceptably for a clinically important hazard ratio. We describe an ongoing trial and an application of a sample size re-estimation method that combines current trial data with prior trial data or assumes a parametric model to re-estimate failure probabilities in a blinded fashion. Methods Using our current blinded trial data and additional information from prior studies, we re-estimate the failure probabilities to be used in sample size re-calculation. We employ bootstrap re-sampling to quantify uncertainty in the re-estimated sample sizes. Results At the time of re-estimation data from 278 patients were available, averaging 1.2 years of follow up. Using either method, we estimated a sample size increase of zero for the hazard ratio because the estimated failure probabilities at the time of re-estimation differed little from what was expected. We show that our method of blinded sample size re-estimation preserves the type I error rate. We show that when the initial guess of the failure probabilities are correct, the median increase in sample size is zero. Limitations Either some prior knowledge of an appropriate survival distribution shape or prior data is needed for re-estimation. Conclusions In trials when the accrual period is lengthy, blinded sample size re-estimation near the end of the planned accrual period should be considered.
Introduction
Various methods for re-evaluation of a randomized trial's sample size have been proposed [1] [2] [3] [4] [5] , based on the recognition that the information used to design the study can be updated during recruitment to avoid inadequate power. Most of the methodological research involving sample size re-estimation has focused on normal or binary, rather than time to event outcomes. Re-estimation with normal or binary outcomes relies on the availability of final measurements for a sub-sample of patients. In contrast, with survival outcomes the final status of patients is not available for those who have not had an event at an opportune time for re-estimation [1] . In such studies, sample size estimates depend mainly on the proposed effect of treatment on the difference in failure rates, usually measured by the hazard ratio, but sample size is also dependent on the number of events that will be observed during follow up which depends on the overall failure rate. A mistakenly high estimate of the failure rate at the design stage may reduce the power unacceptably for a clinically important hazard ratio. This might not be resolved by increasing follow up time until enough events are observed [6] . Usually a decision is made to dismantle the accrual infrastructure close to the time when the planned accrual number will be achieved. To inform the decision about whether to dismantle or to keep accrual open in an ongoing international breast cancer trial, we developed a method of re-estimating the failure probabilities near the end of the planned accrual period.
Breast cancer trial context
In an ongoing breast cancer trial, of premenopausal women with hormone receptor positive operable breast cancer, comparing the timing of surgical oophorectomy and mastectomy (random assignment to immediate surgery versus scheduled to be in luteal phase of the menstrual cycle) followed by 5 years of tamoxifen treatment, we found a strong suggestion that the estimate of the failure (recurrence) rate at the design stage was too high [7, 8] . It was hypothesized that luteal phase surgeries (scheduled) were associated with a hormonal milieu that protects against recurrence. Adjuvant surgical oophorectomy is not the standard of care in the West; however it has been shown to be superior to the standard of care (mastectomy alone) in Asian populations [8] . In the West women are treated with expensive drug combinations to eliminate estrogen production; these are not available in the healthcare systems in our trial countries. During the design phase before trial initiation, estimates indicated that the 5-year recurrence probability for controls (immediate follicular phase surgery) should be approximately 40%. It was presumed that the recurrence probability should be reduced to 26% in the scheduled surgery (luteal phase) group. These estimates were supposed to be fairly accurate, because they were based on a prior trial with similar patients and an identical common treatment arm (mastectomy and oophorectomy plus tamoxifen). The prior trial data gave us confidence in the initial sample size until we studied extended follow-up data from the same trial, which was not available at the initial design stage. From these data we found that the recurrence probability at 5 years was 25% in the follicular phase surgery group, rather than 40% as was proposed. Because sample size calculations for survival data depend on the number of events that are expected, sometimes planners will rely on extending follow up until the number of required events is observed [9] . Extending follow up time fails to increase power if hazard functions converge.
We found from this trial and other breast cancer trials, that there is evidence of converging hazard functions approximately 5 years post treatment. This was not known at the initial design stage [10] [11] [12] . So we chose not to rely on extending follow up time, but rather to increase accrual. Information from the prior trial might have been enough to re-estimate sample size. However, we decided that as we approached the end of the accrual period in the current trial, it was possible to use blinded estimates of early recurrence probabilities in combination with the prior data to re-estimate sample size.
In re-estimation research, many have suggested using only information not directly related to the effect size as a method to control type I error [4, 13, 14] . Blinded variance re-estimation is an example. It has been made clear that with unblinded variance estimation, type I error can be adequately controlled when sample size is not allowed to decrease and when sample sizes are not small [4] . Others have suggested estimating the observed effect of treatment at an interim period for sample size re-estimation including necessary adjustments to control type I error [2] [3] [4] . To preserve the blinding and integrity of study design, to avoid suspicion of manipulating the trial to obtain 'statistical significance', and to avoid the related necessary adjustment to critical values, we did not estimate the treatment difference from the ongoing trial data to modify the clinically meaningful alternative hypothesis for testing [6] . Moreover, as would be expected in a typical cancer trial with a time to event outcome, the confidence interval on the treatment effect hazard ratio estimate will inevitably be very wide at the point in time that re-estimation is needed, near the end of the planned accrual period. In addition, in a trial testing a bold hypothesis about survival benefit, it is critical to avoid any suspicion that the protocol for treatment or measurements on the target population has changed as a consequence of finding a smaller effect than was initially hypothesized from the trial data. We note however, it is possible at the time of re-estimation (end of accrual) that information about effect size will be available from independent sources which may impact the accrual decisions. In this trial and many other time-to-event trials, the accrual period is lengthy. Given a long enough accrual period re-estimation can take place near the end of this period. Then, follow up on accrued patients may be long enough to estimate early survival probabilities sufficiently accurately for re-estimation. It makes sense to re-estimate sample size at the end of accrual in our case because we needed to know whether additional subjects would be required before the accrual infrastructure was dismantled.
We show below that the blinded data on failure probabilities, which is commonly made available to a Data and Safety Monitoring Committee, can be used from the ongoing trial to re-estimate sample size.
In this trial:
There is no imaginable differential risk of adverse events for the two treatment arms All patients receive the same surgery (oophorectomy and mastectomy) along with tamoxifen therapy, so that only the timing of the surgery differs and follow up treatment is the same The common therapy for both groups has been shown to be better than the standard of care, mastectomy alone (trial patients receive better treatment than what was previously available to them) [8] . Once we accrue the planned number of patients, stopping the trial only means stopping follow-up.
With this bold hypothesis we would like a sufficiently narrow confidence interval, if the hazard ratio is not significant, to alleviate doubt that non-significant results are due to an under powered study.
Given this, it makes little sense to stop the trial early because of futility. Moreover, with large survival probabilities at 5 years and a meaningful effect size for luteal surgery benefit, the chance of achieving significance at an interim point with short average follow-up time is extremely low.
We propose that in the context described above, it is possible to focus on re-estimating the recurrence probabilities from the overall trial data, without unblinding. From prior research we expect that focusing on blinded estimation of the survival distribution should preserve an appropriate type I error rate [4, 14] . Varying reports of type I error control have been reported in the literature for binary outcomes. Shih and Zhao report that type I error can be increased even under blinded re-estimation, while Gould and Shih (using a different method) report adequate type I error control when estimating the response rate in the control group [5, 15] . Therefore, we tested this assumption with simulations with parameters chosen to resemble the context of our trial.
The remainder of the article is organized as follows. The next section describes the relationship between sample size, the recurrence probabilities and the hazard function in our example. Two strategies for using ongoing study data for blinded sample size re-estimation are discussed in the section 'Methods of re-estimation'. Simulations describing the effects of re-estimation on type I error and on the size of the increase in sample size are provided. The section 'Conclusions' concludes with remarks on what can be learned from our experience.
Sample size as a function of failure rate Table 1 illustrates a large difference in sample size which occurs when the recurrence rate changes, but the hazard ratio, accrual and minimum follow up time, stay the same. The first row mimics the conditions expected before the trial began. This was based on limited data from the prior trial. Row 2, a 35% reduction in the failure probabilities of Row 1, is consistent with what we obtained with extended follow up of the prior trial. With this reduction, the sample size must be increased by 56% to maintain the same power of 81%. Many have designed similar trials using the option to extend planned follow up until the needed number of events is observed (110 in this case). We show in this example how waiting until events accumulate will reduce power when hazard functions converge.
Implications of the log rank test
To compare hazard rates between two groups, we planned to use the log-rank test outlined by Peto and Peto [16] . For two groups, the test statistic can be expressed as:
where Y i is the total number at risk at each failure time, sorted and indexed by i; Y i1 is the number at risk in the treatment group at each of these failure times, d i is the total observed number of events and d i1 represents the number of events in the treatment group at these failure times. The variable D 
where is the hazard ratio, and the null hypothesis assumes ¼ 1 and that Z follows a standard normal distribution asymptotically [16] .
As suggested by previous data (Figure 1 ), the hazard functions were found to converge at 6 years of follow up, so that the proportional hazards assumption may not be met in the ongoing trial if follow up extends beyond 6 years [8, [10] [11] [12] . To maintain power for the restricted hypothesis in the current trial, we intend to limit follow up of patients to a maximum of 6 years. Loss in power from converging hazards is clear from the log rank test equation. After hazard functions converge, the numerator of the log rank statistic's expected value does not increase while the denominator continues to increase, causing the test statistic to become smaller. Under the convergence of hazards, the survival curves maintain separation but the test statistic decreases. It is important therefore to enroll enough patients into a trial to avoid having to extend follow-up to times when the hazard functions converge. An accurate accrual number depends heavily on a confident re-estimate of failure probabilities. An additional practical concern is the minimum amount of time patients are to be followed. In order to have adequate opportunity to assess treatment benefit for all trial patients by allowing them to contribute to the failure distribution, we intend to follow the last enrolled patient for approximately 3.5 years. In this disease and therapy, the majority of failures occur before this time. We proposed a minimum of 3.5 years follow up and a maximum of 6 years follow up for censored observations.
In patient data from the previous trial of mastectomy and oophorectomy followed by tamoxifen, we observed convergence in the hazards for recurrence between those patients who happened to (not randomized to) receive oophorectomy and tamoxifen during the luteal phase versus the follicular phase of their cycle (Figure 1 ) [8] . Calculating the log rank statistic at various time points we see how it was reduced past 5.5 years. At 3.5, 5.5, 7 and 9 years the log rank test statistics were 1.95, 2.06, 1.97, and 1.90, respectively. Using all follow up data through 12 years produced a log rank statistic of 1.73. Although the number of events in our study is sparse past year 6, other breast cancer trials have shown similar convergence and shape of hazards during follow up extended beyond 6 years. Investigators have speculated about causes including that standard treatment with tamoxifen is limited to 5 years and the treatment benefit may disappear after this time, so that the hazard functions become co-incident [8, [10] [11] [12] .
Methods of re-estimation

Blinded early estimation of survival probabilities
In our trial, as is common, we expected that the study objectives were not to change and we were willing to assume the hazard of failure to be proportional between randomized groups within the planned maximum follow up time. We used the blinded event information (S blinded (t)) to contribute to a re-estimate of the sample size based on: In the above equation S f (t ) is the estimated survival probability in the control group (follicular phase/immediate surgery group) at time t and S f (t ) HR is the alternative hypothesis survival probability of luteal phase/scheduled surgery. The divisor of 2 comes by assuming an equal number of subjects in each arm. Using this, one can estimate the survival function for either group under the assumption that the alternative HR is correct.
Bootstrapped intervals for the re-estimated sample size
A second important aspect to our procedure is quantifying the uncertainty in our sample size estimates. We quantified this uncertainty using bootstrap intervals. We repeatedly estimated the baseline survival function developed using Equation (1) and from a fixed value of the hazard ratio in order to repeatedly estimate sample size. We used the upper 80th percentile of the bootstrapped interval on sample size as an updated conservative sample size re-estimate [4, 17] . Several authors have suggested calculating confidence intervals for sample size (or on power for a fixed sample size), understanding that sample size will vary as a function of sampling error of point estimates from prior data [4, 18, 19] . In our case, taking account of sampling error of the survival function seems particularly valuable, because of limited information on failure at the end of the planned enrollment period. We propose using the 80th percentile of the sample size bootstrapped interval as a satisfactory upper bound on sample size.
Sample size algorithm
All sample size calculations and bootstrap resampling were performed using SAS software, Version 9.1.3 of the SAS System Copyright ß 2003 SAS Institute Inc. In particular we utilized the PROC POWER software to estimate sample size allowing specification of the estimated survival functions, our clinically relevant hazard ratio, accrual, and follow up time, and consideration of loss to follow up. This procedure is based on work by Lakatos, requires specification of the control group survival probabilities at multiple time points (i.e., it is not simply based on assuming an exponential survival function) [20] . Sample size was re-estimated for several HRs to show the sensitivity of sample size to the HR.
Methods of estimating the survival function
In order to use Equation (1), and to obtain bootstrap estimates of sample size we developed two ways to estimate the blinded survival function through 6 years. Method A relies on prior data in combination with current trial data. For this method the bootstrap intervals rely on the assumption that the models for making the data relevant to our context are not miss-specified. Method B estimates the survival function under a parametric Weibull survival time distribution; which replaces the assumption that prior trial data are relevant with a distribution assumption. Convergence of the two methods added confidence to our decisions. A method like either described above that estimates survival probabilities to the end of follow up is required for this sample size algorithm.
Method A: Based on prior trial data combined with current trial data As stated above, from data in our prior trial, the 5 year failure probability was expected to be close to 25% in the immediate surgery/follicular phase, rather than the 40% originally proposed in the initial trial design. If we would have used this information alone to increase the sample size, the proposed increase in sample size would have been 230 to detect a HR of 0.58. To confirm the 25% failure probability at 5 years, we believed it necessary to combine the prior and current trial data.
Taking advantage of relevant data collected from our prior trial of oophorectomy, mastectomy and tamoxifen [8] , this method models current and prior data. Limiting the previous trial data to patients who were of the appropriate age range and disease types, we used a Cox regression model and combined the prior trial data and the current trial blinded data to estimate the survival distribution through year 5. The Cox model included an indicator for study (prior/current) and one for luteal phase surgery (1 for luteal, 0 for follicular surgery in the prior trial, and 0.5 commonly assigned to the randomized groups in the current trial). For each bootstrap iteration data were sampled and, from the Cox model, estimates were obtained of the blinded survival probability at each year. Equation (1) is used to solve for survival probabilities in the follicular phase surgery (current trial control) group, S f (t), using the SAS's PROC NLP software. These control group survival estimates, combined with fixed effect size (HR) and drop out estimates were then used to estimate sample size with the SAS algorithm for each bootstrap iteration.
We had 94 patients from the prior study (averaging 6.8 years of follow up) and combined those with 278 patients from the current trial, which had an average of 1.2 years of follow up during the accrual period (maximum 4 years). These numbers were enough to keep the difference between the median and 80th percentile of the bootstrap sampling distribution small. Remember that we suggested that re-estimation occurs when accrual is near completion so that this method, for practical reasons, can only result in not changing or in an increase in sample size. At the time of re-estimation we found that we had more failures than expected based on our prior trial data. The blinded 5-year failure probability was approximately 45% (an estimated 50% in the immediate/ follicular phase group), which consequently resulted in a median and 80th percentile sample size increase of 0 for a HR of 0.58. Adjustment of the Cox model for prognostic characteristics such as nodal status was explored. However, we found that the proportion of node positive patients to be similar in the two studies, and this did not explain differences between prior and current trial failure probabilities.
Method B: Assuming a parametric form to extrapolate beyond current data
Given that follow up time is limited towards the end of planned enrollment, extrapolation of the survival function is needed if we do not have or have doubts about the relevance of prior trial data. As a means to compare the estimates obtained from Method A, we estimated parameters of a Weibull distribution and used Equation (1) to obtain survival probabilities out to 6 years. From previous work, we expected the Weibull to be able to mimic the hazard function appropriately.
As we observed in Method A, our survival estimates at 3 and 5 years, near the end of accrual, were closer to the originally planned failure rates than to those expected when we initiated plans for re-estimation, resulting in a sample size increase of zero for a HR of 0.58. Note that the difference between the medians and 80th percentile of the bootstrap sampling distribution is small, suggesting that the information from these patients along with the Weibull distribution assumption was enough to keep the sampling error small for the sample size increase. Both the median and bootstrapped upper 80% increase in sample size were 0. Later we provide a simulation example in which this does not hold because the information from accrual data was too limited.
Updated sample size estimate for current trial
At the time of re-estimation, we propose that investigators should take advantage of all relevant information newly available since the time of the initial design. Recent adjusted analysis of prior trial data which included longer follow-up, indicated that the alternative hypothesis HR ¼ 0.58 was too optimistic. A HR of 0.65 is more similar to estimates obtained from analyses on data unavailable at the time of the initial study design and was not derived from any current trial data (adjusted HR estimates ranged from 0.61 (95% CI 0.32-1.15) to 0.73 (95% CI 0.42-1.29). Furthermore, a HR of 0.65 is associated with an absolute reduction of 8% in the 5-year failure probability. An 8% difference between treatment groups is clinically important since the only change in the treatment regime is the timing of surgery, and this distinction adds no cost or known risk to the patient. Given the failure probabilities from the current trial, combined with prior trial data, and a proposed HR of 0.65, we increased the accrual number by 170 patients for a total of 510 randomized patients. We think such considerations might be unusual, and were made here only because additional observational data were available to us near the end of accrual.
Simulation studies
Control of type I error Table 2 describes results of a simulation study that investigated the impact of blinded re-estimation on the type I error probability, when failure probabilities are incorrectly assumed to be larger than is true at trial initiation. In this simulation, the initial sample size calculation incorrectly assumed that the 3 and 5 year control group survival probabilities were 0.7 and 0.6, whereas the true values were 0.85 and 0.8; 2500 datasets were created using the Weibull distribution. For each dataset, we generated accrual times and used these to truncate survival information past this time for re-estimation in order to mimic what we would see in our trial. Accrual times were generated by using a uniform distribution of accrual between 0 and 2.5 years and we assumed a maximum of 6 years of follow-up to fit within the context of our trial. For each simulated subject, survival time up to the end of accrual was determined from their full follow-up survival time. Survival time up to the end of accrual was then used for re-estimation, and the full follow-up time was used in the hypothesis testing. For each simulation dataset, 500 bootstrap samples were selected. Using the data at the end of accrual, Equation (1) and the sample size algorithm, sample size is re-estimated for each bootstrap repetition. Each bootstrap sample is summarized by both the median and 80% percentile of the 500 samples. We report on the median of the 50th and 80th percentiles of the bootstrap samples increases in sample size. The simulation was repeated for four alternative values of hazard ratios (0.70, 0.67, 0.65, 0.58). From Table 2 we observe that the type I error rates are very close to the nominal value, 0.05, with SE ¼ 0.0044.
Two further sets of simulations were explored, in which the true values of the survival probabilities were equal to what was proposed (0.70 and 0.60 at 3 and 5 years) and lower than expected (0.55 and 0.45 at 3 and 5 years). As was seen in the previous set of simulations, the type I error rates were again very close to the nominal value, 0.05. For example, with a HR of 0.58, simulations showed a median increase of zero in sample size, and type I error rates of 0.0483 and 0.0429 for the 50th and 80th percentiles, respectively for the case in which the survival probabilities were equal to what was expected; type I error rates were 0.0476 and 0.0476 for the 50th and 80th percentiles, for the case in which survival probabilities were lower than what was expected. We chose parameters for the simulations that were relevant to our trial. Different situations would require modifying parameter choices and additional simulations.
Sample size increases under the alternative
Further simulations were conducted to investigate the impact on sample size re-estimation for four alternative (true) values of hazard ratios when the proposed HR is 0.65. This is used to understand how misspecification of the HR at initiation would affect re-estimation. We assumed that the proposed survival probabilities of the control group were correct, and only allowed the true HR to be closer to 1 than proposed. The original required sample size was estimated to be 480. When the HR proposed at initiation was correct at 0.65, the median increase and 80th percentile increase from blinded sample size re-estimation were 0 and 74, respectively. Based on the simulation, when the proposed HR = 0.65 and the null hypothesis is true (HR ¼ 1), the median and 80th percentile increases were 0 using our procedure. A lower increase in accrual number happens when using the blinded survival function because of Equation (1) . When the true value of hazard ratio is closer to 1 than proposed, the re-estimated sample sizes tend to be smaller than the proposed sample sizes, because the test group survival probabilities will be assumed (incorrectly) to be larger than they are under the null, or under any true HR closer to 1 than proposed. In summary, the blinded re-estimation method was robust to overly optimistic proposed HRs.
Impact of a shorter accrual period
In another simulation study, we used the 80th percentile of sample size to judge if there is enough information to re-estimate sample size accurately when accrual time is shortened. Recall that in our data example and in previous simulations, the accrual period was 2.5 years. If accrual time is reduced to half (1.25 years), the re-estimated sample size at the end of the accrual period, has much fewer events with which to estimate survival probabilities. With shorter accrual time, reestimated sample size showed more variability as expected, that is, higher 80th percentiles of the increase in sample size. For example, with HR ¼ 0.65 and accrual of 1.25 years, the 80th percentile increased to 140, which is double the value when the accrual time is 2.5 years. We found in other simulation examples that reducing the accrual time by half (to 1.25 yrs) doubles the 80th percentile increase in sample size. The effect of accrual time on re-estimation accuracy must be considered in planning. 
Conclusions
Other trials that rely on accruing events through extending follow-up rely on the assumptions that hazards that do not converge over time. We had evidence of convergence from the prior trial data and other previous reports. Therefore we expect that the increase in sample size near the planned end of enrollment will maintain power by ensuring the needed number of events will be observed during planned follow up. Two important features of our methods are that they do not un-blind the data and they do not decrease the enrollment number. We showed that a substantial increase in sample size would be proposed using either method when the initial sample size was based on too high an estimate of failure probabilities. We showed that in a situation in which the sample sizes were increased substantially, no increase in type I error occurred. Moreover, when the initial guess of the failure probabilities were correct, we showed that the median increase in sample size was zero and the 80th percentile was not much higher; indicating not much additional cost on average due to these methods and usually little justification to increase the original enrollment number. Our example provided enough information about failure probabilities so that the difference between the median sample size increase and the 80th percentile increase was fairly small. When the information appeared intuitively to be inadequate (where we allowed simulations to have only have half the accrual time when re-estimation occurred), the difference between the median and 80th percentile was large indicating too large sampling error. In summary, the proposed method preserves treatment group blinding, sample size is increased when initial guesses of failure probabilities are wrong and type I error is protected. When initial assumptions about failure rates and HRs are correct, the methods usually do not increase sample size or otherwise increase it by very little.
