Abstract-The augmentation of commercial wireless hardware with time-of-arrival (ToA) estimation enables pervasive wireless networks to serve additionally as positioning systems. ToAaugmented wireless links offer the ability to provide accurate localization in environments not served by global navigation satellite systems (GNSS) with greater accuracy than inertial sensing systems and wireless fingerprinting. In this paper we propose the augmentation of IEEE 802.11 commercial hardware with ToA through an add-on hardware module. Two processing architectures are introduced, loopback and loopback with probing, to leverage the ToA module. The calibration of local device clocks due to unstable frequency references is also presented. Finally, a discussion of positioning algorithms with simulations demonstrates the efficacy of the proposed ToA module to provide high-precision, low-cost positioning without the addition of significant system infrastructure.
I. INTRODUCTION
Despite the ever-growing market for position tracking with global navigation satellite systems (GNSS), a large class of position-dependent applications remain unserved. Several visibility conditions, including indoors, under forest canopies, in urban canyons, and in tunnels do not provide GNSS receivers with a sufficient received signal strength to complete ranging and, ultimately, triangulate terrestrial position [1] . Moreover, GNSS services are sometimes unavailable or inaccurate even in a clear sky view. For example, in urban terrains GNSS receivers are significantly impaired by multipath, reducing the expected accuracy of ranging [2] . GNSS signals have also shown a sensitivity to jamming, reducing GNSS utility in forward deployed military scenarios [3] . As a response to GNSS deficiencies, significant research has pursued advanced inertial sensing systems to provide accurate and low cost positioning [4] . Unfortunately, current inertial systems suffer from significant drift, especially when located on unstable objects such as humans or robots [5] , [6] . Since many of the emerging applications of positioning track human subjects [7] , it does not appear that inertial sensing will provide a universal positioning solution in the near future. Clearly an alternative wireless positioning system that provides localization in GNSS-denied environments is highly desired.
Recently, alternative wireless localization services have appeared. In general these services lie in two camps: (1) wireless fingerprinting (2) terrestrial time-of-arrival (ToA) estimation.
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Wireless fingerprinting is the process of matching the received power signature from many WiFi hotspots and cellular base stations to a terrestrial grid [8] . By surveying these signatures over many geographical locations, it is possible for users to determine their position by exploiting WiFi and cellular phone signals of opportunity. Unfortunately the accuracy of wireless fingerprinting is often unreliable due to changing wireless propagation conditions, variation of transmit power statistics of hotspots and base stations, and the difficulty of surveying large areas with significant accuracy [9] .
Terrestrial ToA calculates wireless signal delivery time from the transmitter and receiver. By exploiting the static nature of the speed-of-light, ToA measurements are directly mapped to transmit-receive distance between the transmitter and receiver. Given ToA/distance measurements from several terrestrial references, absolute position can be obtained through trilateration [10] . Although ToA potentially yields highly accurate positions, depending on the bandwidth, the integrity of the wireless signal, the complexity of ToA algorithms, hardware impairments, and the propagation environment, accurate terrestrial ToA systems are not pervasive (besides GNSS) and hence, ToA positioning is not readily available. Moreover, a proprietary ToA positioning system is not likely to gain significant traction without the exploitation of existing wireless communication systems which are readily available.
There is a market need for a technology that can provide accurate positioning at a low cost, without large infrastructure demands, in environments where GNSS is unavailable. In this paper we propose the use of commercial wireless transceivers to complete ranging through ToA estimates between arbitrary nodes in the network. Although this paradigm generalizes to any commercial wireless technology we will particularly focus on wireless local area networking through IEEE 802.11 (WiFi) due to its ability to operate in a distributed manner without prexisting infrastructure. This feature will be particularly valuable in strategic operations such as forward deployed military scenarios and first responder rescue operations where existing positioning infrastructure cannot be guaranteed. Because WiFi devices have evolved through several generations the technology is in a mature state, meaning that it operates with low power consumption and may be acquired at attractive costs. The pervasiveness of WiFi also lends considerable value to a system that exploits its technology.
The specific paper contributions are enumerated as follows.
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• Proposed design of a hardware add-on module that augments IEEE 802.11 links with ToA.
• Two proposed ToA processing procedures with this hardware add-on module: loopback and probing.
• Proposed timestamping operation for IEEE 802.11 data frames to enable ToA.
• Proposed offset calibration of distributed clocks.
• Elaboration of ToA ranging algorithms for variable multipath environments.
• Elaboration of positioning algorithms that assemble ranging estimates in mesh environments.
• Simulations to demonstrate IEEE 802.11 ToA accuracy. In short, this paper provides the framefork for the development of a simple hardware modification to existing IEEE 802.11 chipsets that enables high resolution positioning in a diverse operating environment.
II. NETWORK MODEL
We consider the general wireless positioning network model illustrated in Fig. 1 . This model may represent a fully-equipped positioning network complete with GNSS positioning, terrestrial references (e.g., cellular base stations, WiFi hotspots, etc), and mesh user coordination as well as the limited positioning network with only mesh user coordination. Inertial sensing may supplement mesh user positioning abilities, although it is not explicitly discussed in this paper. The users that have full GNSS availability, i.e. ranging estimates from enough satellites to complete accurate terrestrial positioning, may equivalently be considered terrestrial references. Hence, the main distinction between mesh users and the terrestrial references is the knowledge of terrestrial position without negotiating position through the mesh network. The wireless mesh is the only feature, other than optional inertial sensing infomation, that is guaranteed in GNSS-denied, infrastructure-less scenarios. Recent research has considered the intelligent combination of positioning information through GNSS, terrestrial references, mesh users, and inertial sensing measurements. Wireless communication enables a multitude of strategic coordination operations for positioning within the mesh including, for example, the exchange of GNSS ranging data, GNSS ephemeris information, terrestrial reference ranging data, terrestrial reference received power information, inter-user ranging data, and interuser received power information. Hence, to meet the market demands, it is critical that future positioning networks include low-cost, high-reliability mesh user coordination devices that enable accurate positioning in distributed environments.
III. TIME-OF-ARRIVAL IN IEEE 802.11
Ideally, a software-only augmentation of IEEE 802.11 transceivers would provide ToA estimates between users. Access to commercial off-the-shelf (COTS) IEEE 802.11 devices, however, is determined by the layers provided in the IEEE 802.11 device. In general, IEEE 802.11 chipsets provide a complete solution for the physical layer (PHY) and medium access control layer (MAC) as demonstrated in Fig. 2 . As a consequence, a software-only solution would depend on information available through the COTS IEEE 802.11 MAC.
To complete ToA estimates in an IEEE 802.11 link, all delays in the MAC/PHY processing chains must be accounted for. Delays are mostly associated with processing to format/decode frames (packets) and waveforms from/into binary data. As a consequence, the expected delay is a function of several factors including the frame length, the state of the MAC at the beginning of frame formatting/decoding, and the algorithms used to create/decode the waveform in the PHY. Variability in the PHY such as with link adaptation, make processing delays also variable. However, if we assume that we can control the type, length, and PHY parameters of frames used for ToA estimation, it is possible to calibrate out processing delays. Unfortunately, even with complete processing delay characterization, the random backoff feature of IEEE 802.11 MACs prevent complete characterization of processing delays in COTS devices.
Random backoff allows multiple users in the IEEE 802.11 distributed environment to communicate without excessive collisions. When the communication channel becomes free a random backoff is calculated for each transmitter that desires to use the free channel. Without the random backoff each transmitter would send data simultaneously, leading to excessive collisions. Because random backoff cannot be extracted from COTS IEEE 802.11 MACs, a custom MAC with access to random backoff values must be created in place of the COTS Given a complete characterization of processing delays with random backoff and assuming that local clocks at the transmitter and receiver are synchronized, ToA is computed by finding the difference between timestamps generated at the transmitter when bits are passed into the MAC and timestamps generated at the receiver when bits are generated by the MAC. The resolution of the timestamp generated at the receiver is determined by the resolution of frame synchronization in the IEEE 802.11 PHY at the receiver [11] . In general, the accuracy of frame synchronization is at best 1 wireless data symbol, limiting the accuracy of IEEE 802.11 links with software-only ToA augmentation [12] . Table I shows the maximum accuracy that results with only 1 symbol precision in various IEEE 802.11 standards.
Because we desire a more precise ToA estimate to meet the demands of emerging applications, we propose the addition of a hardware ToA module as demonstrated in Fig. 3 . This addon hardware module allows operation of stock IEEE 802.11 chipsets without customized MAC/PHY functionality by accessing the analog baseband waveform. A software interface between the ToA module and the application that it serves is leveraged to assemble timestamp information at the transmitter and receiver. Because the ToA module has access to the waveform at the transmitter, receiver sub-sample accuracy is possible by redesigning the timing algorithm on the PHY waveform. It is important to ensure the complexity of this add-on module is low, however, since we want to preserve the power, cost, and size efficiency of an IEEE 802.11 ToA implementation. Given this newly proposed hardware add-on module, there are two processing frameworks: loopback and loopback with probing. Block diagram of basic loopback architecture in ToA hardware module. Analog I/Q samples are processed to yield timestamp for both transmitted and received frames. Channel frequency offset is first removed (only relevant at receiver) before timing estimates are computed. At the receiver, incoming samples are also assumed to have been processed through automatic gain control (AGC) after downconversion to baseband.
A. Loopback Processing
The loopback processing architecture provides passive access to ToA information. The block diagram of loopback processing is illustrated in Fig. 4 . Loopback processing is enabled by the loopback of baseband analog signals and resampling at the transmitter. At the receiver the ToA module performs the same general timing estimation procedure with the addition of frequency offset correction before timing estimation. Loopback processing provides for significant flexibility in the implementation of algorithms for ToA estimation. For example, higherresolution ADCs may be employed and subsample timing estimates may be obtained. The loopback processing for ToA is summarized as follows.
1) Generate frame in COTS IEEE 802.11 transmitter.
2) Send analog baseband waveform into ToA module.
3) Compute timing estimate in ToA module and set timestamp according to local counter. Simultaneously the analog waveform is converted to an RF signal and emitted by the antennas in the COTS IEEE 802.11 hardware. 4) Receiver COTS RF hardware downcoverts signal into baseband analog waveform. Automatic gain control (AGC) sets the appropriate gain of low noise and post mixing amplifiers [13] . 5) The ToA module at the receiver computes a timing estimate and logs a timestamp according to the local counter. Simultaneously, the COTS IEEE 802.11 hardware proceeds with decoding of the baseband waveform. 6) The COTS IEEE 802.11 wireless network combined with the custom software interface and application enables the exchange of timestamps on each side of the link to compute ToA.
B. Loopback with Probing
It may be desirable to redesign the IEEE 802.11 reference signals to provide more precise timing estimates. This requires the annexing of a probing message to IEEE 802.11 waveforms. Unfortunately, this violates the MAC specification of interframe spacing (IFS) between MAC frames. For example, as illustrated in Fig. 5 , the probing messages interferes with the acknowledgement message that is generated by the receiver to confirm that the data message was received correctly. For the remainder of this paper we will assume loopback processing only since, as we will demonstrate in Section V, training data already available in IEEE 802.11 waveforms appears to provide sufficient ToA accuracy.
C. Calibration
The ToA module processing through loopback and loopback with probing requires that the clocks used to generate timestamps at the transmitter and receiver are synchronized. In practice, due to misaligned on-board frequency references, the clocks need to be periodically aligned. The stability of the clocks reflect how quickly the clocks between devices become mismatched. The mismatch of clocks leads to errors in ToA estimates which in turn degrades ranging estimates between devices. Fig. 6 displays the tradeoff between the duration since last clock recalibration for fixed transmit/receive pair and best guaranteed distance resolution. Since other factors such as multipath, device nonlinearities, and noise effects will limit the achiveable distance resolution, we can expect ≈ 1 msec between resynchronization of clocks. In sparse traffic scenarios, this will require resynhcronization for every ToA measurement. With more frequent traffic, depending on the the length of frames and the PHY parameters selected (PHY parameters in link adaptation determine length of waveform), it may be possible to complete many exchanges in a single calibration interval. IEEE 802.11 data frames, depending on the standard, the frame length, and the PHY parameters, usually require between ≈ 50 µsec and 1 msec for each Fig. 7 . Calibration procedure during a data frame exchange with acknowledgement message. The ToA is calculated as −t 1 + t 2 −∆ and the clock offset is represented by∆ = 0.5 (t 1 − t 2 − t 3 + t 4 ).
complete exchange [14] . The procedure for completing ToA with calibration is illustrated in Fig. 7 . We assume the standard data/ACK exchange. When the data frame is generated in the COTS IEEE 802.11 baseband device at the transmitter, the ToA module generates a timestamp t 1 . Similarly, timestamp t 2 is generated at the receiver. If the data frame is decoded successfully at the receiver, an acknowledgement frame is generated and timestamp t 3 is set at the receiver. Finally timestamp t 4 is set at the transmitter when it receives the ACK message. Timestamps t 1 and t 4 are generated using the local clocks at the transmitter while the local clock at the receiver generates timestamps t 2 and t 3 . Hence, if ∆ is the offset between the transmit and receive clocks (which is assumed constant for the entire data/ACK exchange), then
defines the ToA between the two devices. Clearly, by adding the two equations together and dividing by 2 we arrive at the ToA without offset, leading to the pseudorange estimatê
for speed of light constant c in m/sec. We also provide the offset ∆ by averaging the two separate estimates witĥ
Hence, once∆ is obtained at the receiver, the pseudorange is more simply calculated
Note that offset calibration requires separate exchanges between the receiver/transmitter and transmitter/receiver such that (t 2 , t 3 )/(t 1 , t 4 ) are available at the transmitter/receiver.
IV. TIMING AND POSITIONING ALGORITHMS
Multiple methods are available for both time-of-arrival estimation at a receiver and aggregating a collection of position estimates into one estimate. Some methods are not suited for implementation in a distributed network. For instance, nodes are not likely to be perfectly synchronized in time in an IEEE 802.11 network, making simple cross-correlation ToA estimators ineffective. This section considers algorithms compatible with ToA positioning in a distributed network.
Let the transmitted baseband signal be
where s[n] is the time-domain digital training sequence transmitted from an IEEE 802.11 transceiver 3 , φ(t − nT ) is the analog pulse shape of the system, and T is the symbol transmission rate, inversely proportional to the bandwidth. After propagating through the channel, the receiver observes
where h(t) is the time-domain impulse response of wireless channel and τ s is the time synchronization offset between the transmitter and receiver. For a line-of-sight (LOS) channel, h(t) = αδ(t − d/c), where δ(·) is the Dirac-delta function, d is the distance between transmitter and receiver, and α is the path loss coefficient, which is also a function of d, which is the parameter we wish to estimate. Whereas wireless fingerprinting techniques involve estimating d from α, ToA estimates d from δ(t − d/c), which is more accurate since the relation between α and d changes with time and space. With a conventional cross-correlator, the delays d/c and τ s are indistinguishable, resulting in a reduced accuracy for the ToA system. To remedy this, one can implement an "analytic" cross-correlator able to estimate both the delay and the time offset [15] . This procedure requires the discrete-time Fourier transforms (DTFT) X[k] and Y [k] of x(t) and y(t), so that the analytic cross-correlation frequency domain representation can be formed as
where N is the length of the sequence used for ToA estimation. The group delay of the channel t d = d/c is then estimated witĥ . The phase offset can be found through the phase delay in similar fashion [15] .
The cross-correlation approach performs well in an LOS environment where h(t) = αδ(t − d/c), but many wireless propagation environments do not have such simple structures. In particular, the receiver may observe non-line-of-sight (NLOS) components of the transmitted signal. In this case, the channel impulse response is generalized to multiple δ impulses with different delays and path loss coefficients. That is, h(t) =
, where L is the number of distinguishable paths, or taps, in the channel. In this case, one can utilize a variant of multichannel signal classification (MUSIC) [16] .
With this approach, rather than cross-correlating the channel training signal, the receiver utilizes the training s T , the correlation matrix is
where V and A are deterministic functions of H[k] used to put the model in vector form. Since the correlation is made up of N paths, so we can also model R xx as
Then with some manipulation the time delays τ for each path can be found as the maxima of what is known as the MUSIC pseudospectrum [16] S MUSIC = 1
where v(τ ) = (1e −j2π∆f τ · · · e −j2π(N −1)∆f τ ) T and ∆f is the subcarrier spacing of the OFDM waveform.
After a number of devices have found range estimates utilizing the above methods, the estimates need to be combined to produce a position estimate of the transmitting node. If all the receivers know their positions, maximum likelihood approximations can be made to triangulate the transmitter [17] . In particular, let θ = (x, y, s)
T be the vectorized parameters being estimated, where (x, y) is the two-dimensional position of the transmitting node, and s = x 2 + y 2 . Then, utilizing a two-step algorithm, we can estimate θ witĥ
where
, and A = (vec(x i )vec(y i )vec(−0.5)). Since B requires the actual distances, rather than the estimates, we can initialize B with the estimated distances and iterate a few times to converge toθ, updating B at each iteration.
If the positions of all of the nodes are unknown, then only the relative position of each device can be found. To do so, the network must undergo a calibration procedure to define an orientation. One can designate a device to be located at the origin of the coordinate system. Then, one can arbitrarily pick another device in the network such that the line between the origin and this device is denoted as the x-axis. With 3-dimensional positioning the same procedure must be carried out for a second axis as well. Even with these two devices known, the position of any other device is ambiguous unless the calibration procedure defines that the third device to be added to the network is in the positive region of the remaining axis. From these three device locations, users can be added iteratively utilizing the near-ML approach outlined in the previous paragraph, if the calibration procedure assures the three devices are not (or estimated to be) on a line.
V. SIMULATIONS WITH IEEE 802.11 WAVEFORMS Utilizing the training sequence of IEEE 802.11 [14] and a 20 MHz bandwidth, ranging accuracy is simulated as a function of distance between the transmitter and receiver in an LOS environment with 0 dBm transmit power, -109 dBm noise power, and path loss coefficient of 2. The results are given in Fig. 8 . The complexity paramter M is the subsample multiplier in the ranging algorithm [15] that can improve accuracy. With moderate complexity, the IEEE 802.11 waveform is shown to be very suitable for accurate ToA ranging.
Aggregation of the range estimates into a position estimate is shown in Fig. 9 . In this scenario, the position of a single device is being estimated by the rest of the network using ToA positioning estimates from the IEEE 802.11 waveform. In a mesh scenario, this estimate can be performed after the calibration as discussed in Section IV. Although increasing the number of users decreases the mean squared error of the position estimate as expected, increasing the number of users past 4 or 5 yields quickly diminishing accuracy gains. This supports the idea that calibration of 3-4 users is sufficient to find the accuracy of the rest of the network iteratively.
VI. CONCLUSIONS
In this paper we have introduced the augmentation of IEEE 802.11 COTS devices with ToA estimation. We proposed the inclusion of a small add-on module that computes timestamps of analog baseband IEEE 802.11 waveforms. Through the loopback processing method (with or without probing) IEEE 802.11 waveforms enable ToA and ranging estimates between devices. Collective ranging estimates in a wireless mesh are transferred into position estimate through ML approximations of position for each device. Finally, simulations demonstrated accurate positioning with stock IEEE 802.11 devices. 
