We consider the following equation
Introduction
The aim of this paper, along with [11] , is to investigate positive radial solutions for equation of this type div(∇u|∇u| p−2 ) + f (u, |x|) = 0 (1.1) where x ∈ R n , and f (u, |x|) is negative as u → 0 and positive and subcritical with respect to the Sobolev critical exponent as u → ∞.
Since we just consider radially symmetric solutions we will in fact study the following singular O.D.E. where we have set r = |x|:
Here and later we denote by the derivative with respect to r. The prototypical non-linearity f we are considering is f (u, r) = −k 1 (r)u|u|
+ k 2 (r)u|u| ; when n ≤ p we set p * = ∞. We use the following notation: we call classic a solution of (1. Crossing solutions are radial solutions u(r) such that u(r) > 0 for any 0 ≤ r < R and u(R) = 0 for some R > 0, so they can be considered as solutions of the Dirichlet problem in the ball of radius R. Here and later we write u(r) for u(x) when |x| = r and u is radially symmetric. In our equation an important role is played also by the critical value p * , which is the largest q such that the trace operator γ : W 1,p (Ω) → L q (∂Ω) is continuous; i.e. p * := p(n− 1) n−p when n > p; when n ≤ p we set p * = ∞. We will always assume the following: • f (−u, r) = −f (u, r) for any r ≥ 0, and for any u ∈ R • There are ν > 0 and p < q < p * such that, for any 0 ≤ r ≤ ν lim u→∞ f (u,r) |u| q−1 = a 0 (r) > 0 and a 0 (r) is continuous.
We have implicitly assumed that lim r→0 f (u, r) is bounded. In fact this Hypothesis is not really restrictive since, even when lim r→0 f (u, r) = +∞ for any u > 0, usually it is possible to reduce the problem to an equivalent one in which lim r→0 f (u, r) is bounded, see appendix B and in particular Remark 5.1. Consider a non-linearity f (u, r) of type (1.3) and assume that the functions k i (r) are continuous for r ≥ 0 and Lipschitz continuous for r > 0; then Hyp. F0 is satisfied and a 0 (r) = k 2 (r). Let us denote by F (u, r) = u 0 f (s, r)ds; now we are ready to state the other main hypotheses which will be used in the paper: , where q j < q j+1 < p * . Assume that the functions k j (r) are bounded and have their maximum in r = 0, for j = 1, . . . , s, and that k 1 (0) < 0 < k s (0); then Hyp. F0, F1 and F2 are satisfied. These Hyp. are satisfied also if we consider a function f (u, r) = k 1 (r) sin(u) + k 2 (r)u|u| q −2 , where again q < p * , the functions k i (r) are bounded and have their maximum for r = 0 and k 1 (0) < 0 < k 2 (0).
In recent years equation of these type have been subject to rather deep investigations. The starting point was the classic Laplacian case, that is p = 2. Gidas, Ni and Nirenberg, in their seminal paper [15] , proved the existence and the uniqueness of a radial G.S. for (1.1), (1.3) , assuming that f (u, r) is non increasing in the variable r. They also proved that, in such a case, all the G.S. have to be radial. Their proofs rely on the moving plane method.
Later on these results were partially extended to the case p = 2 and to more generic differential operators. Franchi, Lanconelli and Serrin proved the existence and the uniqueness of a radial G.S. in the spatial independent case, assuming that f is "sub-halflinear" as u → 0, that is |f (u, r)|/|u| p−1 → ∞ as u → 0. Such a restriction was removed in [14] . Using the moving plane technique Damascelli, Pacella and Ramaswami in [4] proved that G.S. and solutions of the Dirichlet problem in balls have to be radially symmetric whenever 1 < p ≤ 2, for the spatially independent equation (1.1), (1.3). These results have been extended by Serrin and Zhou in [22] to the p > 2 case and to more generic non-linearities. These results obviously give more relevance to the problem of existence of radial solutions.
In [11] we made a first attempt to consider the spatial dependent problem (1.2), (1.3), assuming 1 < p ≤ 2. In particular we managed to prove the existence of a G.S. It is known that such a solution is unique for a nonlinearity f of type (1.3) , at least in the spatial independent case, see [12] , [13] , [21] . Most probably the same result holds also when f (u, r) is monotone decreasing in r (this is the case when p = 2).
However we think that it is possible to produce multiple G.S. when the monotonicity Hypothesis is dropped and with a clever choice of the functions k i . In [11] we also proved the existence of uncountably many S.G.S., with a further restriction on the range of the parameter: q 1 > p * . As far as we are aware this latter result is new even for the spatial independent case, and for the classical Laplace operator (that is p = 2). The proofs rely on a change of variables of Fowler type and on a shooting argument, combined with Pohozaev and energy estimates. In fact we realized that some of the assumptions are needed just to ensure enough regularity in order to apply invariant manifold theory. The introduction of these kind of dynamical system methods in the study of radial solutions of semi and quasi-linear elliptic equations is due to Johnson, Pan and Yi and then later followed by other authors as Battelli, Bamon, Flores, and Del Pino see [1, 5, 6, 9, 16, 18] . In fact it gives a not enough exploited point of view on the problem which is very useful in analyzing singular solutions and in proving asymptotic estimates.
The main results are contained in Theorem 2.8, in which we prove the existence of a ground state, and in Theorem 2.10, in which we prove the existence of uncountably many singular ground states. The aim of this paper is to extend the results of [11] to more generic non-linearities and to the case p > 2. Furthermore we manage to prove some asymptotic estimates that, in some cases, are sharper than the known ones, even in the spatial independent setting, as far as we are aware. Another important contribution is in the fact that, when f is as in (1.3), we have managed to remove the restriction on the parameter q 1 in the results concerning singular ground states (and this result is new even for p = 2 and f spatial independent).
In the proofs we follow the ideas of [11] , removing the unnecessary Hypotheses and adapting the analysis to a less regular setting in which local uniqueness of the solutions is lost. This fact causes several technical difficulties which are overcome through a new method introduced in [10] , relying on Wazeski's principle.
The paper is structured as follows: in chapter 2 we give some preliminary results and we state the main theorems; in chapter 3 we prove the existence of a monotone decreasing ground state under Hyp. F0, F1 and F2; in chapter 4 we prove the existence of uncountably many S.G.S. assuming that Hyp. F0 and F1 hold; in Appendix A we prove the asymptotic estimates; in Appendix B we show how the results concerning the spatial dependent equation (1.2) can be extended to the following more general family of equation:
which gives the radial solution for the following problem:
We also make use of the concept of natural dimension (borrowed from [13] ), which is useful to pass from a problem in which lim r→0 f (u, r) = ∞ for any u > 0 to a problem in which f (u, r) is continuous for r = 0. Recently Calzolari, Filippucci and Pucci in [2] obtained results similar to ours. The proofs are independent (in fact [2] appeared after this paper was submitted) and exploit different techniques. They consider eq. (1.6) assuming that it can be reduced to (1.2) through the change of variables discussed in Appendix B, and that the nonlinearity f obtained in this way is spatial independent, so this is a particular case of the setting considered here. They prove the existence of ground states assuming hypotheses very similar to ours. However they manage to consider also nonlinearities f (u) = −k 1 u|u|
where k i are positive constants and 0 < q 1 < q 2 < p * (so they can allow q 1 ∈ (0, 1) that is f is singular for u = 0) which are not covered from our results. Moreover we have to require that the governing term for u large is polynomial, as in the motivating example (1.3), while they just ask it to be subcritical. However they cannot deal with really spatial dependent f . Another remarkable difference is that they cannot discuss singular ground states (this is one of the main advantage of our method and probably the main contribution of the paper). Furthermore we can give sharper asymptotic estimates.
2 Preliminary results and stating of the Theorems.
We begin by recalling some standard results. When Hyp. F0 and F1 are satisfied equations (1.2), (1.4) admit a unique solution for any d ≥ A; moreover u (r) ≤ 0 for r small, see Lemma 1.1.1 in [12] . Furthermore all these solutions can be continued in
where R d can also be infinite, see again [12] , for example. 
Using De l'Hospital rule we obtain (u |u | p−2
, r * ) < 0, but this is a contradiction, so the proof of the Lemma follows.
Assume that Hypotheses F0 and F1 are satisfied, then we can construct the following set:
Our strategy is the following: we will see that I − is open, non-empty and contains an interval which is unbounded. Moreover we will show that
. Then we will see that u(c, r) is a monotone decreasing ground state. Now we need to introduce the following energy functions:
Differentiating with respect to r we get
Lemma. Assume that Hypotheses F0, F1 and F2 are satisfied, then
Proof. We consider the classic solution u(A, r) of (1.2). From Lemma 2.1 we deduce that u(A, r) is non-constant. We recall that u (A, r) < 0 for r ∈ J(A).
We point out that the solutions of (1.2), (1.4) depend continuously on initial data and are locally unique in their respective sets J(d). This can be proved putting together the ideas of Propositions A3 and A4 in [12] , with some trivial modification to adapt them to the spatial-dependent problem; see also Proposition 2.6 in [14] . More precisely the following result holds. 
If f (u, r) > 0 for any r ≥ 0 and u > 0 we usually have two possible behaviour for positive solutions: a slow decay and a fast decay. However positive solutions u(r) tend to 0 as r tends to +∞. When Hyp. F0, F1 and F2 are satisfied we have again two different asymptotic behaviors: positive solutions may oscillate between two positive values or tend to 0 as r tend to ∞. We give now some Propositions concerning the asymptotic behaviour of positive solutions for r large and in particular of ground states. The proofs are postponed to appendix A. Now we give a better estimate of the asymptotic behaviour of strictly positive solutions. As far as we are aware these asymptotic results are more precise than the known ones even in the classical case where f is as in (1.3) with k 1 ≡ k 2 ≡ 1. We recall that the following notation is in force:
when n > p, and p * = ∞ whenever n ≤ p.
Corollary.
Assume that Hypothesis B of the previous Proposition is satisfied.
2 Assume that q 1 ≤ p * , and that there are δ > 0, c > 0 and
for r large and 0 ≤ u < δ. Then λ = 0 and lim sup r→∞ u(r)r
3 Assume that the following limit exists is bounded and negative: 
For completeness sake we quote also an asymptotic result, proved in [3] , concerning the nonlinearity (1.3) when q 1 = p. 
This is a generalization of the Fowler transformation which works when p = 2.
Using this change of coordinates we pass from (1.2) to the following system.
Here and later "·" stands for
When Hyp. F0 is satisfied, for any fixed
, where a 0 (0) = a 0 . Sometimes it will be useful to embed (1.2) in the following one parameter family of equations where a translation parameter has been added.
We give now some notation which will be in force throughout the whole paper. Let P,Q∈ R
2
, P, =Q; we denote by QP the rectilinear segment between P and Q. We denote by X(Q, t) and by X τ (Q, t) respectively the trajectory of (3.2) and of (3.4) which pass through Q at t = 0. Therefore
any t ∈ R. We denote by R , so we pass from the singular ODE (1.2) to the following autonomous dynamical system.
Note that system (3.5) is C 1 if and only if q ≥ 2 and 1 < p ≤ 2. If such hypotheses are not satisfied the system is just Holder continuous on the coordinate axes, therefore local uniqueness of the solutions is not a priori ensured.
In this section we give a dynamical interpretation of some well known facts concerning Eq.
. So we just analyze Eq. (3.5) and we will always set l = q in (3.1); hence we will leave the subscript unsaid to simplify the notation. We always assume q > p, thus α > 0; note also that γ < 0 if and only if q > p * , and α+γ > 0 if p < q < p * . When q > p * (3.5) admits 3 critical points which are the origin O= (0, 0), P= (P x , P y ), and −P. From a straightforward computation we get P x = |γα
In the first part of this subsection we assume q ≥ 2 and 1 < p ≤ 2, so (3.5) is Lipschitz. The origin is a saddle point whenever q > p * , and it admits a stable manifold W s and an unstable manifold W u . Whenever p * < q < p * the critical points P and −P admit a two dimensional unstable manifold. If we rewrite (3.5) in the compact formẋ(t) = f(x), we find that div(f )= α+γ > 0. Hence, using the Poincare-Bendixson criterion, we deduce that there are no periodic trajectories. If the system is just Holder continuous on the coordinate axes the result still holds on each open quadrant, then it can be easily extended to the whole R . First of all observe that a positive solution u(r) of (1.2) corresponds to a trajectory x(t) = (x(t), y(t)) of (3.2) such that x(t) > 0. Furthermore u (r) < 0 is equivalent to y(t) < 0 for t finite. Since we are just interested in positive solutions and the prototypical problem is symmetric with respect to the origin, we will restrict our attention to the semi-plane R 
Remark.
There is a bijective correspondence between trajectories x(Q, t) departing from Q∈ W u at t = 0 of (3.5), and the classic solutions u(r) of (1.2). Analogously there is a bijective correspondence between trajectories x(Q, t) departing from Q∈ W s at t = 0 of (3.5) and solutions u(r) of (1.2) having fast decay, that is u(r) > 0 for r large and lim r→∞ u(r)r
This is a dynamical interpretation of some well known results. The validity of this asymptotic estimate relies on some integral manipulations, see [8] and [18] for a detailed proof.
To analyze equation (1.2) with this strong assumption is enough to use the Pohozaev identity, see [12, 14] . Namely if u(r) is a classic solution we can define the following Pohozaev function
It can be proved easily that the following useful equality holds
, it is constant if q = p * , and it is monotone decreasing if q > p * . Then we go back to system (3.5) and we introduce the following function: Figure 1 , see [7] and [8] for details. We collect now some known results which follows from an analysis of the picture and from Remark 3.1.
The level set of this functions are closed bounded curves and the set {(x, y) | H(x, y) = 0} contains the origin. Consider the solution (x(t), y(t)) corresponding to a classic solution u(r). Since for any t, H(x(t), y(t)) is negative if q > p

Remark.
When p < q < p * all the classic solutions u(d, r) of (1.2) are crossing solutions. Moreover there is a monotone increasing sequence of
If we assume p < q < p * then Eq. 
Fix Q∈ W u and consider two solutions u(a, r) and u(b, r) of (1.2), corresponding respectively to X(Q, t) and
) is a trajectory of (3.5) with c = 1,
) is a trajectory of (3.5) with c = k. We want to analyze now the phase portrait of system (3.5) removing the restriction 1 < p ≤ 2 and q ≥ 2. In such a case the system is just Holder continuous on the coordinate axes, thus local uniqueness of the solutions and continuous dependence on initial data is not a priori ensured. Our first purpose is to construct an unstable set, but we cannot anymore rely on standard invariant manifold theory, due to the lack of regularity of the equation. To face this difficulty it is useful to put the problem in a abstract framework.
Consider the equationẋ = f(x, t), (3.6) where x∈ R
2
, t ∈ R. We embed the equation in the following one parameter family of equations obtained adding the translation parameter τ ∈ R:
First we need the following Lemma proved in [20] . We want to apply Lemma 3.4, to construct a stable and an unstable set for our equation.
3.5 Lemma. Consider equation (3.6) 
Analogously assume that the flow on o points towards the interior of R, while on a and on b it points towards the exterior of R for any t > N for a certain
Note that f(x, t) need not to be Lipschitz on O therefore a priori we may lose local uniqueness of the solution passing trough the origin.
Proof. We just sketch the proof: see [10] for more details. We want to apply Lemma 3.4, therefore consider a continuous path σ : [0, 1] → R such that σ(0) ∈ a and σ(1) ∈ b. Fix τ < M ; we want to prove that there is s ∈ (0, 1)
Since in the interior of R there are no invariant sets, we can find
Using the continuity of the flow we can prove thatᾱ andβ are open in R. Then we can define the set
From the continuity of σ we deduce that these sets are open in [0, 1]. Furthermore they are both nonempty, since 0 ∈ α and 1 ∈ β, so they disconnect [17] and [11] . Now we apply Lemma 3.5 to construct a stable and an unstable set for the autonomous equation 
We choose L so that the flow of (3.5) on ∂S points towards the exterior of S.
Let us denote by Q 1 the point (P x /2, L(P x /2)) and by Q 2 the point of intersection between the isoclineẋ = 0 and the line x = P x /2. Let us call C the open segment of the isoclineẋ = 0 between the origin and Q 2 . Note that the flow of (3.5) on C points upwards (here and later we think of the x axis as horizontal and of the y axis as vertical). Consider now the set E enclosed by ∂S, C and Q 1 Q 2 . Note that the flow on ∂S and C points towards the interior of E, for any t. Therefore using Lemma 3.5 we know that there is at least one point Q ∈ Q 1 Q 2 and a value T ≥ −∞, such that x(Q, t) ∈ E for any T < t < 0, and lim t→T x(Q, t) = (0, 0). We claim that T = −∞. In fact assume for contradiction that T > −∞, then R = e T > 0. Consider the solution u(r) of (1.2) corresponding to x(Q, t). It follows that u (r) < 0 < u(r) for r in a right neighborhood of R and u(R) = 0, but this is a contradiction, so the claim is proved.
Let us define
. Furthermore the solution of the Cauchy problem (1.2) with u(0) = d and u (0) = 0 is unique. Using the t-invariance of the system it can be seen easily that each classic solution corresponds to a trajectory x(Q, t) of (3.5) such that Q ∈ W u and viceversa. Therefore we deduce that W In the former case the corresponding trajectory of (3.5) has the origin as ω-limit set, in the latter it has the critical point P as ω-limit set. Some integral manipulations are needed to obtain the correct value of the rate of decay, see [8] . Reasoning as above we can construct a stable manifold W s for the origin. From some elementary dynamical considerations it can be seen also that singular solutions of (1.2) correspond to trajectories x(t) having the critical point P as α-limit set. Now, repeating the proof made in the regular setting, it can be proved that W u and W s are shaped as sketched in Fig. (1) also when p > 2 or p < q < 2. So the results of Remark 3.2 hold also in this case.
We briefly consider the case in which p < q < p * . Note that γ > 0, therefore the origin is an unstable node and it is the only critical point of the system. Once again from the Poincare-Bendixson criterion we deduce that there are no periodic trajectories. Using again the Pohozaev identity it can be shown that all the classic solutions of (1.2) correspond to a 1-dimensional manifold, say again W 
The
Assume that conditions F0 and F1 are satisfied; we want to prove now that I − contains an unbounded interval. In this subsection we make some further technical assumptions that will be removed later on. Namely we assume that f (u, r) is locally Lipschitz continuous with respect to the u variable also when u = 0 and that 1 < p ≤ 2. Here and later q is the parameter defined in Hyp. F0. In this subsection we consider (3.2) with l = q and leave the subscript unsaid. It follows that (3.2) is locally Lipschitz and that it is uniformly continuous in the t variable for t < 0. Let Ω be a small neighborhood of the origin; using invariant manifold theory for non-autonomous system, see [18] , we can construct a local unstable manifold defined as follows
Furthermore W u (τ ) depends smoothly on τ . Then using the flow we can construct a global unstable manifold as follows
Obviously if u(r) is a classic solution of (1.2) it corresponds to a trajectory x τ (Q, t) such that Q ∈ W u (τ ) for a certain τ . It can be proved that also the converse holds. More precisely the following Remark holds, even if the regularity Hypotheses are not satisfied, see [11] for a detailed proof.
3.7 Remark. Assume that Hyp. F0 is satisfied. There is a bijective correspondence between trajectories x τ (t) of (3.2) which have O as α-limit set and the classic solutions u(d, r) of (1.2). Now we are ready to state one result which plays a key role in the whole analysis. Here we make some restrictive assumptions that allow us to give a simpler proof. In the next subsection we will give a more technical proof that works in a more generic setting. However we think it is worthwhile to start from this simpler framework in which there are less technical difficulties, and from which the reader can get the main point of the proof. 
The next step is to prove that I − is open. It is possible to work out a proof similar to the one given in [14] for the corresponding problem. However it is not completely elementary so we give here a different proof which is more natural in this dynamical context. Once again we start with some regularity assumption that will be removed in the next subsection. for k large. Fix l = q, where q is the constant given in Hypothesis F0, and consider the trajectories X(d k , t) of (3.2) corresponding to the solutions u(d k , r) through (3.1). Fix 0 < R 0 ∈ J(d) and denote by T 0 = ln(R 0 ). From Lemma 2.3 we know that for any > 0, we can find
We know that there exist T 1 = ln(R d ) and T 2 > T 1 such that X(d, T 1 ) belongs to the negative y semi-axis, and X(d, T 2 ) is in the 3 rd quadrant. Since (3.2) is locally Lipschitz for any t, the solutions of system (3.2) depend continuously on their initial data in each compact subset. So, using a continuity argument, we find that ; we want to prove that u(c, r) is a ground state. Again some of the Hypotheses needed are just technical and will be removed in the next subsection. 
u(c, R) ≤ u(d, r) + |u(d, R) − u(c, r)| < L(c)
a contradiction. Thus L(c) = 0, so u(c, r) is a monotone decreasing ground state.
Remark.
In the next subsection we will remove the Hypotheses that guarantee the local uniqueness of the trajectories of (3.2) which cross the coordinate axes. Note that these Hypotheses are needed just to prove that I 
Non regular setting
Now we give a different proof of Proposition 3.10, without using regularity assumptions. We need to overcome some difficulties related to the lack of local uniqueness and of continuous dependence from initial data of system (3.2). Namely we cannot use anymore invariant manifold theory, but we need to construct stable and unstable sets using Lemma 3.5. 
For any > 0 we can find M > 0 such that
We construct now the following auxiliary functionf
Note thatf (u, r) satisfies (3.8) for any u and r. We denote byḡ(x, t) the function obtained replacing f byf in (3.3); we will consider at first the non autonomous system (3.2) where g =ḡ(x, t).
Lemma. Consider system (3.2) where g =ḡ(x, t). For any τ ∈ R there is a trajectory x(t) = (x(t), y(t)) such that lim t→−∞ x(t) = (0, 0), y(t) < 0 < x(t) for any t < τ and x(τ ) = (0, Y (τ )). Furthermore there is c > 0 such that Y (τ ) < −c for any τ ∈ R.
Proof. From (3.8) and (3.9) it follows that, for any t ∈ R, we have
We want to prove the existence of an unstable manifold W u (τ ) for the non autonomous system, and to show that it crosse the y axis. We cannot rely on standard invariant manifold theory, due to the lack of regularity of (3.2). Hence we look for a positive invariant set in order to apply Lemma 3.5. To construct this set we perform a technical analysis on the phase portrait see Figure 3 .
We denote by W departing from A and X 2 (t) of (3.5) where c = a 0 − departing from B. If is small enough we can assume that A and B are on the right with respect to A' and B'. So there are T 1 > 0 and T 2 > 0 such that X 1 (t) and X 2 (t) intersect the negative y semi-axis resp. at t = T 1 and at t = T 2 . Note that
We denote by Q 1 = X 1 (T 1 ) and by Q 2 = X 2 (T 2 ). Let E be the closed subset of R 2 + enclosed by ∂E and Q 1 Q 2 . We go back to the non-autonomous system (3.2). We claim that the flow on ∂E points towards the interior of E for any t ∈ R. We recall in fact that W u 1 is a subset of the graph of a trajectoryX 1 (Q, t) = (X 1 (Q, t),Ȳ 1 (Q, t)) of (3.5) where c = a 0 − and
Thus the flow onW u 1 points towards the interior of E. Reasoning similarly the claim can be proved for the whole ∂E.
Assume at first that q ≥ 2 so that the system is locally Lipschitz on the y axis. Then, using Lemma 3.5, for any τ ∈ R, we can construct the unstable set When the system is just holder continuous on the y axis the continuous dependence on Q 1 Q 2 is lost so we have to modify slightly the proof. Fix ρ > 0 small and consider {Q i (ρ)} = V i ∩ {(ρ, y) | y < 0}, for i = 1, 2. We call ∂E i (ρ) the subset of ∂E i between the origin and Q i (ρ), for i = 1, 2. Let E i (ρ) be the subset of E enclosed by ∂E 1 (ρ) and ∂E 2 (ρ) and the rectilinear segment Q 1 (ρ)Q 2 (ρ). Then, repeating the argument above, we find a point ξ
we conclude the proof by observing that, by construction we can find c > 0
From the previous Lemma it follows that all the classic solution u(d, r) are crossing solutions. We denote by R 1 (d) the first zero of u(d, r). We need the following Lemma. We recall that B= (B x , B y ) is the first intersection betweenW u 2 and the isoclineẋ = 0; we denote by C the intersection betweenW 
Reasoning in the same way we can prove that
are independent from d, they are both finite and
Now we want to prove these two Lemmas for the original system (3.2). Once again the proof is technical and it involves the construction of some barrier set. However the underlying idea is that our dynamical system must be close to the autonomous dynamical system (3.5) where c = a 0 .
Proof of Theorem 3.12 Fix ρ > 0 small and consider the trajectory Denote by m(ρ) = (Y 2,ρ − Y 2 /2)/ρ. We can write the segment S 2 Q 2 (ρ) as follows Note that we have also implicitly proved the following.
3.15
Remark. Consider the non autonomous system (3.2) and the setξ(τ ) obtained intersecting W u (τ ) and the y axis. We can find N > 0 and c > 0 such that, for any
Now we want to adapt to the non regular setting the proof of Lemma 3.9, in order to weaken the Hypotheses. for k large. As in Lemma 3.9 we fix l = q and consider the trajectories X(d, t) and X(d k , t) of (3.2) corresponding respectively to the solutions u(d, r) and u(d k , r) of (1.2). Again we fix
for k large, and we denote by T 0 = ln(R 0 ) and by T 1 = ln(R 1 (d)). We choose ρ > 0 so that x(T 0 ) = 2ρ. We can find K > 0 large enough so that
where B (X(d, T 0 ), ρ) is the ball of radius ρ centered in X(d, T 0 ). We recall that continuous dependence on initial data is lost for trajectories crossing the y axis, but it still holds in compact subsets of the open 4 th quadrant. We know that X(d, t) has to cross the y axis transversally at t = T 1 , since the flow of system (3.2) is transversal to the open negative y semi-axis. Using this observation and reasoning as at the end of the proof of Theorem 3.12, we can show that each trajectory of (3.2) passing through B (X(d, T 0 ) , ρ) at t = T 0 , has to cross the y negative semi-axis too. Therefore u(d k , r) 
Singular Ground States
We want to prove now the existence of uncountably many S.G.S. For this purpose we have to analyze the trajectories having the origin as ω-limit set and to follow them backwards in t. The first step is to construct the stable set W s . Assume at first that 1 < p ≤ 2 and consider a non-linearity f (u, r) of type (1.3), and
, where the functions k i (r) converge to a finite value as r → ∞. We apply the change of variables (3.1) where l = q 1 and we consider system (3.2). Assume also that q 1 ≥ 2 and observe that (3.2) is locally Lipschitz and uniformly continuous with respect to t, for t > 0. Furthermore note that the origin is a critical point for any t. Thus, using invariant manifold theory for non-autonomous systems, we can construct stable manifolds W s (τ ) for any τ , see [18] , [9] , [11] . Here we use a different approach, relying on Lemma 3.5. This allows us to remove the technical assumption on p and to consider more generic nonlinearity f (u, r). We just assume that Hyp. F0 and F1 are satisfied, so that Theorem 3.12 holds.
We begin by proving a result concerning the asymptotic behaviour of positive solution u(r) as r → 0. Consider the autonomous system (3.5) where q is the parameter defined in F0, c = a 0 > 0 and P is, as usual, the critical point contained in the 4 th quadrant.
Lemma. Assume that Hyp. F0 is satisfied and consider a solution x(t)
of system (3.2) where l = q. Assume that there is T such that y(t) < 0 < x(t) for any t < T , then either lim t→−∞ x(t) = O or lim t→−∞ x(t) = P. Moreover assume that we are in the former case, then the corresponding solution u(r) of (1.2) is a classic solution.
Proof. Assume for contradiction that x(t) is unbounded, then there is a sequence t n → −∞ such that lim n→∞ x(t n ) = +∞. It follows that for the corresponding solution u(r) of (1.2) we have lim n→∞ u(r n ) = +∞, where r n = ln(t n ). Since u(r) is monotone decreasing we have lim r→0 u(r) = +∞ and (|u (r)|
for 0 ≤ r < R and R > 0 small enough. Therefore when 0 < r < R we obtain
n−1
ds so that for all small r > 0 we get the following:
where C > 0 is a constant. Separating the variables and integrating we find u(r) < Cr = a 0 . A standard compactness argument yields that x τ n (t) admits a subsequence uniformly convergent on compact subsets of R to a positive solution x 0 (t) = (x 0 (t), y 0 (t)) of (3.5) where c = a 0 . Moreover x 0 (t) is bounded above and below away from zero for any t. But a phase plane analysis shows that such a solution must converge to P as t → −∞. This argument holds for any convergent subsequence of x τn (t), thus for the arbitrariness of τ n we conclude that x(t) → P as t → −∞. Now assume that there is a sequence t n → −∞ such that x(t n ) → 0 but x(t) → 0 as t → −∞. Then we may find a second sequence t n → −∞ such that 0 < δ < x(t n ) < P x /2 and y(t n ) < 0. Then, reasoning as above, we conclude that there is a subsequence x(t n ) which converges uniformly on compact subset of R to a solution x 0 (t) of (3.5) where c = a 0 ; moreover this solution is such that 0 < δ < x 0 (t) < P x /2 and y(t) < 0 for any t. But a phase 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 00000000000000 
Thus u(r) is a classic solution.
Consider system (3.2) where as usual l = q, and q is the parameter defined in F0. We want to apply as usual Lemma 3.5, but we need the following technical Lemma. 
We recall that for any fixed x, g(x, t) → a 0 x|x|
as t → −∞ and (3.2) tends to (3.5) with c = a 0 . So (3.5) admits a critical point P=(P x , P y ) and that along the isoclineẋ = 0 we haveẏ > 0 whenever 0 < x < P x . Therefore there exists the minimum
So if we choose m = min{m 1 , m 2 } the Lemma is proved.
We wish to stress that lim t→−∞ g(x, t) is bounded for any x ∈ K, where K is a compact subset of R. However lim t→∞ g(x, t) = ∞, for any fixed x > 0. Now we are ready to prove Theorem 2.10. We stress that this is one of the main contribution of the paper, since singular solutions for these families of nonlinearities have not been detected before even for the classical case p = 2 and for spatial independent nonlinearities f of type (1. .2) on the open y negative semi-axis points towards the set {(x, y) | x < 0}, for any t. From this fact and from Lemma 4.2 we deduce that the flow on a and on b, points towards the exterior of R, while on the open segment Q 1 Q 2 it points towards the interior of R, for any t finite. We want to construct a stable set but we cannot directly apply Lemma 3.5 since g(x, t) → ∞ as t → +∞ so that the right hand side of (3.2) is unbounded. Let us fix τ ∈ R and give the following definition (t) < 0 for t < 0 it follows that v(r) is decreasing for r < exp(τ ). Therefore, eventually choosing a larger N we find the following 
Since the left hand side tends to infinity and the right hand side is bounded as r → R 1 , we have a contradiction. Thus u(r) > 0 for any r > R.
Observe that we can rewrite (1. 
where 1 is a small positive constants and
; note that S 1 > 0 if and only if q 1 > p * . Assume at first that 1 < p ≤ 2 and that f (u, r) is uniformly continuous for r large, so that system (3.2) obtained setting l = q 1 is Lipschitz and uniformly continuous for t large. As usual we consider l = q 1 fixed in (3.1) and leave unsaid the subscript. Consider the solution x(t) = (x(t), y(t)) corresponding to u(r). Observe that x(t) → (0, 0) as t → +∞ and that γ < 0 since q 1 > p * . Using invariant manifold theory for non-autonomous system it can be shown that, for any ε > 0, we have lim t→∞ |y(t)| exp((−γ + ε)t) = +∞, see [17] . But, if we choose ε < S 1 and let t → ∞ we have
This is a contradiction and the claim is proved. If p > 2 we cannot rely anymore on invariant manifold theory.
However from (5.2) we find
If λ > 0 the right hand side is divergent, therefore λ = 0. Before proving the asymptotic estimate of claim 2 we analyze case 3 which is simpler. So consider system (3.2) where l = Q 1 where we have added the extra variable z = e t in order to deal with an autonomous system. Note that the ω-limit set of any bounded trajectory must be contained in the plane z = 0. The dynamics restricted to this plane is the one of system (3.5) where −c = k(∞) > 0 and γ Q 1 > 0. Using Poincare-Bendixson criterion it can be shown that in this plane there are no periodic trajectories. Furthermore it admits three critical points: the origin, P = (P x , P y ), where P x > 0 > P y and −P. From an elementary analysis of the phase portrait it can be easily shown that the origin is repulsive, even when the system is not Lipschitz. From a straightforward computation it follows that P is a saddle. Therefore bounded trajectories corresponding to positive solutions must have P as ω-limit set.
Consider a trajectory x(t) of the autonomous problem such that y(t) < 0 < x(t) for t large; we claim that it is unbounded. From an elementary analysis of the phase portrait it follows that if x(t) is unbounded then there exists T > 0 large such thatẋ(t)ẏ(t) > 0 for any t > T . Thus either lim t→∞ x(t) = +∞ and the limit lim t→∞ y(t) is finite and nonpositive, or lim t→∞ y(t) = −∞ and the limit lim t→∞ x(t) is finite and nonnegative. Using a continuity argument we arrive to the same conclusion for system (3. Now we consider claim 2, so we consider system (3.2) with l = Q 1 . Consider the solutionx(t) corresponding to the positive and decreasing solution u(r); we want to prove that x(t) is bounded as t → ∞. Assume for contradiction that x(t) is unbounded. Note that −g(x(t), t) > c|x(t)|
for t large enough. From an elementary analysis of the phase portrait it follows that there exists T > 0 such thatẏ(t),ẋ(t) are positive for any t > T . It follows that the limit lim t→∞ y(t) exists and is finite. Then from (5.4) it follows that lim t→∞ x(t) < ∞ as well; a contradiction. Therefore x(t) is bounded and the claim is proved. Note that when q = p * we can repeat the first part of the argument developed for claim 3 and prove (5.5) . This concludes the proof of the Corollary. and h(|x|) ≥ 0 for |x| ≥ 0. We exploit here an idea already used in [19] and [13] , and we follow quite closely the latter paper, in which the concept of natural dimension is introduced. First of all observe that a radial solutions u(r) of (5.6) We introduce now the following change of variables borrowed from [13] . Let N > p be a constant and assume that Hyp. H1 is satisfied; we define Observe that N does not need to be an integer and that in literature such an assumption is not really used to prove the results. Thus all the theorems obtained for (1.2) can be trivially extended to an equation of the form (5.7), where g satisfies either H1 or H2.
