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models  of  CP  is  Harnad,  Hanson  and  Lubin  (1991,  1995).  They  trained  three-layer 
feed-forward  networks  to  sort  lines  into  categories  according  to  their  length.  Such 
lines  were  represented  by  8  input  units  using  two  basic  coding  schemes,  iconic 
(e.g.,  a  length-4  line  could  be  coded  as  “11110000”)  vs.  positional  (e.g.,  the  same 
line  coded  as  “00010000”).  Single  bit  values  could  also  be  more  or  less  discrete 
(coarse  representations  such  as  .1  for  0,  or  .9  for  1  were  used,  and  in  some  cases 
boundaries  were  enhanced  by  using  more  distant  values  for  opposite  adjacent 
units).  Given  that  CP  is  defined  as  a  decrease  in  within-category  inter-stimulus 
distances  and  an  increase  in  between-category  distances,  a  baseline  for  assessing 
such  decreasing  or  increasing  movements  is  required.  The  first  step  in  this 
simulation  is  simply  to  allow  networks  to  “discriminate”  between  different  stimuli 
(to  tell  pairs  of  stimuli  apart)  using  a  pre-categorization  task  with  auto-associative 
learning  (i.e.,  networks  were  trained  to  produce  exactly  the  same  input  pattern  in 
the  output  units).  The  hidden  unit  activation  vectors  were  examined  and  the 
baseline  distances  were  calculated  for  each  pair  of  input  patterns.  After  this  task  the 
networks  were  finally  trained  to  sort  lines  into  three  categories  (short,  middle, 
long)  using  the  back-propagation  algorithm.   
Such  networks  not  only  exhibit  successful  categorization,  which  –  as  we  said  – 
is  a  relatively  easy  task  for  neural  networks,  but  they  also  exhibit  the  same  natural 
side-effect  revealed  by  human  categorization,  i.e.,  CP.  In  other  words,  within-
category  compression  and  between-categories  expansion  can  be  observed  both  in 
humans  and  networks.  Another  point  of  interest  from  CP  simulation  is  that  a  close 
scrutiny  of  hidden  representations  allows  us  to  propose  hypotheses  about  the 
factors  upon  which  CP  is  based.  Harnad,  Hanson  and  Lubin  (1995)  found  that  the 
distances  between  hidden  unit  pattern  representations  are  already  maximized 
during  auto-association  (by  effect  of  the  baseline  discrimination):  this  could  be  one 
source  of  the  maximal  interstimulus  separation  in  CP.  This  separation,  however,  is 
not  always  so  clear-cut  as  to  allow  linear  separability
5,  which  is  a  clear-cut 
categorization,  so  in  some  cases  there  are  “bad”  or  unclear  representations,  which 
happen  to  be  close  to  the  plane  separating  the  categories.  The  back-propagation 
algorithm,  which  simulates  category  learning  through  supervised  feedback,  has  the 
effect  of  “pushing”  such  unclear  representations  away  from  this  plane.  The  result  is 
an  improved  separation  between  categories  and,  at  the  same  time,  a  smaller 
distance  between  representations  for  the  same  category;  in  other  words,  the  CP 
effect. 
Cases  where  linear  separability  between  categories  is  attained  more  easily  are 
not  random,  but  this  effect  is  mostly  observed  with  iconic  stimuli.  Tijsseling  and 
Harnad  (1997),  who  replicated  these  results,  suggested  that  CP  is  strongly  related 
to  factors,  like  the  similarity  between  stimuli.  This  can  lead  to  different 
possibilities  for  the  linear  separability  of  representations  resulting  from  simple 
discrimination  (the  auto-association  phase  in  the  described  simulations).  When 
there  is  either  extreme  nonseparability  or  extreme  separability,  the  CP  effect  is  not 
                                                                                                              
5  Given  a  space  where  points  represent  stimulus  dimension  values,  linear  separability  is  the 
possibility  of  drawing  a  line  (in  two-dimensional  space),  a  plane  (in  three-dimensional 
space),  or  a  hyperplane  (in  n-dimensional  space)  to  separate  points  belonging  to  different 
categories.  In  the  simulation  described,  three  hidden  units  were  used  to  represent  activation 
values  in  a  three-dimensional  space.   13 
tasks  by  learning  to  classify  different  sources  of  energy  (e.g.,  mushroom  types)  and 
to  communicate  their  attributes.  The  agents’  behavior  is  controlled  by  neural 
networks,  which  we  have  shown  to  be  ideal  candidates  for  dealing  with 
categorization  and  symbol  grounding.  This  categorization  of  food  provides  the 
basic  meaning  upon  which  agents  will  ground  their  communication  symbols.  A 
detailed  example  of  this  approach  is  presented  in  the  following  section.  A  specific 
theory  of  the  origin  of  language  based  on  hearsay  and  symbolic  theft  will  be  tested 
using  the  symbol  grounded  metaphor  of  a  “mushroom  world”  (Cangelosi  and 
Harnad,  in  press). 
The  symbolic  theft  hypothesis  of  the  origins  of  words  and 
language 
We  have  already  discussed  categorical  perception  and  the  ability  to  build 
categories  of  objects,  events  and  states  of  affair  in  the  world.  These  constitute  the 
groundwork  of  cognition  and  language.  There  are  two  opposite  ways  of  acquiring 
categories.  First,  we  can  use  “sensorimotor  toil”,  in  which  new  categories  are 
acquired  through  real-time,  feedback-corrected,  trial  and  error  experience. 
Secondly,  we  can  use  “symbolic  theft”,  in  which  new  categories  are  acquired 
through  language,  based  on  hearsay  from  propositions  (e.g.,  through  boolean 
combinations  of  symbols  describing  them).  In  competition,  symbolic  theft  always 
outperforms  sensorimotor  toil.  It  is  more  efficient  than  toil  because  only  one 
propositional  description  of  a  new  category  is  enough  to  learn  it.  In  contrast, 
repeated  experience  is  required  to  learn  a  category  by  sensorimotor  toil.  Due  to  this 
significant  advantage,  it  has  been  hypothesized  that  symbolic  theft  is  the  basis  of 
the  adaptive  advantage  of  language  (Harnad,  1996).  However,  some  basic 
categories  must  still  be  learned  by  toil  to  avoid  an  infinite  regress  in  the  symbol 
grounding  problem.  The  picture  of  language  origins  and  evolution  that  emerges 
from  this  hypothesis  is  that  of  a  powerful  hybrid  symbolic/sensorimotor  capacity. 
Initially,  organisms  evolved  an  ability  to  build  some  categories  of  the  world 
through  direct  sensorimotor  toil.  They  also  learned  to  name  such  categories. 
Subsequently,  some  organisms  must  have  experimented  with  the  propositional 
combination  of  the  names  of  these  categories  and  discovered  the  advantage  of  this 
new  way  of  learning  categories,  stealing  their  knowledge  by  hearsay.  The  benefits 
of  the  symbolic  theft  strategy  must  have  given  these  organisms  the  adaptive 
advantage  in  natural  language  abilities.  This  is  infinitely  superior  to  its  purely 
sensorimotor  precursors,  but  still  grounded  in  and  dependent  on  them.   
To  test  this  hypothesis  of  language  origin  Cangelosi  and  Harnad  (in  press) 
developed  a  computational  model  which  simulates  a  community  of  foraging 
organisms.  They  rely  on  learning  categories  of  foods  to  survive.  Category 
formation  is  achieved  through  toil  or  theft  strategies.  The  model  tests  the  prediction 
that  acquiring  categories  through  symbolic  theft  is  more  adaptive  than  acquiring 
them  through  sensorimotor  toil.  Moreover,  the  model  should  help  us  to  understand 
the  mechanisms  central  to  symbol  grounding.  For  example,  it  should  show  that 
new  categories  learnt  by  theft  inherit  their  grounding  from  the  low-level  categories. 