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ABSTRACT 
Methodology development was conducted to incorporate a modular knowledge-base 
representation into an expert system engineering design application. The objective for using 
multidisciplinaiy methodologies in defining a design system was to develop a system 
fi'amework that would be applicable to a wide range of engineering applications. The 
technique of "knowledge clustering" was used to construct a general decision tree for all 
factual information relating to the design application. This construction combined the design 
process surface knowledge and specific application depth knowledge. Utilization of both 
levels of knowledge created a system capable of processing multiple controlling tasks 
including; organizing factual information relative to the cognitive levels of the design process, 
building finite element models for depth knowledge analysis, developing a standardized finite 
element code for parallel processing, and determining a best solution generated by design 
optimization procedures. 
Proof of concept for the methodology developed here is shown in the implementation of 
an application defining the analysis and optimization of a composite aircraft canard subjected 
to a general compound loading condition. This application contained a wide range of factual 
information and heuristic rules. The analysis tools used included a finite element (FE) 
processor and numerical optimizer. An advisory knowledge-base was also developed to 
provide a standard for conversion of serial FE code for parallel processing. All knowledge­
bases developed operated as either an advisory, selection, or classification systems. Laminate 
properties are limited to even-numbered, quasi-isotropic ply stacking sequences. This retained 
fiill influence of the coupled in-plane and bending effects of the structures behavior. The 
canard is modeled as a constant thickness plate and discretized into a varying number of four 
or nine-noded, quadrilateral, shear-deformable plate elements. 
The benefit gained by a designer fi'om using this design methodology is presented by 
examining the capability of the system to satisfy the different levels of engineering design 
cognitive abilities. Numerical results of design iterations are provided to detail the expert 
vi 
system's advise in feasible region identification, and multiple iteration outcomes are used to 
justify solution assessment rules used in controlling the optimization process. 
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CHAPTER I INTRODUCTION 
In recent years engineering design has become an ever increasing technology intensive 
process [1]. The access to vast amounts of rules, procedures, and information can make it 
overwhelming for a person to perform the simple task of recalling and assessing facts relevant 
to the design at hand. EfBciency reports from industrial firms [2] indicate that the tasks 
related to information recall continue to be a hindrance to streamlining operations. In 
addition, the problems that deal with information management, employee experience, and 
various levels of procedural processes are a major obstacle to continuing a company's growth 
in a globally expanded marketplace. To address these issue many are looking to the computer 
to provide an efiBcient link between engineers and the world around them. By allowing a 
computer to assume a more active role in engineering, the engineer can better allocate 
resources. The major obstacle for a computer is that to think about replicating the tasks of 
engineering, well-defined knowledge of the tasks must exist. These specifications are what 
provide the intelligence for the computer program to perform a specific application. This 
study will address this problem by presenting a methodology to implement application 
knowledge into a computer algorithm dedicated to engineering design. A computer 
application that aids a task by providing information and logical recall is called an expert 
system. 
Design Tasks 
Design is the act of devising a product that satisfies a usefijl need or performs some 
fimction. In the field of engineering, underlying aU design tasks are a core set of principles, 
rules, laws, and techniques that a designer uses for problem solving. Engineers use the 
principles of science and mathematics to develop certain technologies. These technologies are 
used to create products such as structures, machines, processes, or entire systems. The worth 
of a designer lies in the expertise to use these core principles to produce a best design solution 
in a minimal time. The designer's expertise is a consequence of experience and training, much 
of which is based on previous exposure to similar design problems. As a rule, the greater the 
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designer's experience and education, the greater the payofif of a best solution for the 
development time invested. 
When an engineer works on an application, an effort is made to employ a host of related 
activities like planning, conceptual design, analysis, detailing, drafting, construction, 
manufacturing, and maintenance. Depending on the type of problem that is being addressed 
and the domain of the application, different combinations and sequences of these activities are 
undertaken. How does an engineer represent something so that a description of an object is 
made, make predictions about it or with it, analyze it, design it, etc.? To organize and 
continue methodically through these actives the engineer will typically use a model of the 
application domain to represent the actual physical system. The idea of modeling is inherent 
to the scientific method and is a central feature of engineering [3]. The use of models 
performs a twofold task; i) they capture the known mathematical relationships governing a 
system, and ii) they compile expertise from the developer to provide the most efScient 
solution. The most ^miliar models are ones that describe objects by using continuous 
mathematics, such as differential and integral calculus. These models serve quite well in many 
ways, and they can be extended into algorithms that are effectively manipulated on computers. 
Much of the knowledge that engineers categorize as heuristic is simply not expressible in 
continuous mathematical formulas. However, they can be expressed in the "discrete" 
structure of formal procedural logic. New methods must be devised to represent the kind of 
experimental and strategic knowledge that experts use to solve problems. Though the use of 
the computer removes the task of repetitive numerical calculations, the heuristics of the design 
process still require the designers subjective input. These heuristics come from past projects 
of similar systems, personnel experience, or consultations with resident experts. To be of 
benefit to the engineer a computer application must convey the knowledge of the design task 
at all levels, both mathematical and logical. Therefore, a computer application must not only 
organize the design process in terms of its procedural nature, but also incorporate the logical 
relationship of to the process to the application. 
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Engineering Technology Development 
Everyday the abilities of engineers are pushed to new limits as the capabilities of computer 
applications are improved. From the early days of their development, computers have been 
extensively used by the engineering community to expedite many tasks. The complexity of 
these tasks parallels the developments in computer hardware and software technology. Such 
developments have advanced at such an accelerated pace that today's desktop computers are 
far more powerful than the mainframe computers of the last decade. The emergence of 
improved paradigms such as distributed computing, backed by more robust software 
environments, have aided in the development of faster algorithms for engineers to use. This 
has resulted in the transformation of computers from large numerical machines to engineering 
tools for every stage of problem solving. 
What is the role of computers in engineering? It may be said that advances in computer 
science go hand-in-hand with advances in engineering, that is to say, it is often necessity that 
drives progress in computational capabilities. An example is the arrival of finite element 
method (FEM) codes, which have their roots in applied mathematics and numerical analysis. 
The conceptual development of these codes preceded along parallel paths in structural 
analysis, algorithm development, and hardware advances. A pictorial view of these interactive 
developments is shown in Figure 1.1. 
The facts of complex problems are typically derived from the intelligent behavior of those 
associated with the task. To understand this concept better, the scope of intelligent 
knowledge should be discussed further. The following section presents a background review 
of developments in artificial intelligence applications devoted to capturing knowledge and 
using it as an expert system. 
Developments in Expert System Technology 
Extensive research and development work has been carried out by many researchers to 
simulate the logic processing of the human brain by using computers. Such work led to the 
emergence of the Artificial Neural Network (Al^N) [4] as a paradigm for solving a wide 
variety of problems in different domains in engineering. In terms of development, a neural 
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network is first trained with an available set of inputs and outputs for an application. Ailer 
training, the network can solve different problems of the same class and generate the related 
output. This technique became very popular among the engineering research community due 
to simplicity in its application and reliability in the resuhs produced. 
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Figure 1.1: Development path for engineering design tools and related applications 
Although ANN [5] provided many useful techniques for improving the effectiveness and 
efBciency of problem solving, expert systems made it possible to address many down-to-earth 
problems. Expert systems technology is the first cross-discipline application of the research 
and development work carried out in the Artificial Intelligence (AI) field. The first successful 
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expert system, DENDRAL [6], demonstrated a focused problem-solving technique which was 
not characterized in AI research and development. The program simulated an expert chemist's 
analysis and decision making capability. A number of expert systems in different domains, 
such as geological exploration, medical diagnosis, etc., were developed using the concepts 
presented in DENDRAL. Many expert systems were developed equally in engineering and 
non-engineering domains. Expert systems were found to be ideal for integrating different 
programs into a domain, thus resulting in the development of decision support systems. 
Decision support systems integrate heuristic knowledge-based inference, description of 
scenarios, and situations using conventional programs and databases. 
The Role of Expert Systems in Engineering 
The problem solving models which must be adopted into an expert system vary depending 
on the tasks the problem constitutes, the information used for processing, the method of 
solving different tasks, and the nature of data flow from one task to the other. However, 
when the logical framework of a system is formed to follow a generic procedure, a same 
system of models can be applied to different applications. Most design processes in 
engineering follow the generate-and-test philosophy, in which solutions are generated first, 
and then evaluated for different functional requirements. Numerical models and optimization 
techniques can be used for generating multiple design solutions. Thereby, greatly reducing the 
testing time. 
Developments that have taken place in AI and engineering problem solving in the past few 
years have resulted in the emergence of many computational models for different engineering 
tasks [7]. Though expert systems using h^ristic models are useful in representing different 
types of knowledge, they are inadequate to address multidisciplinary engineering design 
problems in an integrated manner. Engineering design has generally followed a design-and-
test philosophy, in which a single solution is generated and then evaluated against acceptability 
criteria. Generation and evaluation of one solution at a time is not an effective approach in 
many situations. Therefore, the development of systems that address specific areas of the 
design process to move the process to a design-and-analyze approach are the next generation 
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of expert systems. Engineering models such as analytical assessment, design synthesis, and 
design evaluation were proposed to address several specific area of engineering design [8]. 
Analysis assessment deals with the generation of a specific problem solution by coupling 
multidisciplinary, highly specific application procedures. Design synthesis models deal with 
the knowledge-based generation of multiple solutions that satisfy a given criteria. Likewise, 
design evaluation systems critique multiple solutions and rank them according to specified 
design parameters. All of this systems represent a critical stage in the generation a best 
solution to any engineering design problem, and no engineering design expert system is 
complete without addressing them. 
Research Objectives and Concept Application 
The lack of modeling methodology for decomposing a large application into a hierarchical 
structure of rule sets represents a major difficulty in building expert systems that are applicable 
to a wide range of design applications. The objective of this research is to present a 
methodology that combines the technique of "knowledge clustering" with modem engineering 
design procedures to form an expert system structure that is applicable to a wide range of 
applications. The methodology identifies the engineering design process as the governing 
procedure to the requirements of the expert system capabilities. The knowledge clustering 
technique is used because of its inherent forward^ackward inference process. 
A proof of concept will be performed by applying this methodology to the design of a 
composite aircraft canard. The overall design process is subdivided into controlling tasks that 
representuig the various disciplinary areas of the application. The knowledge-bases developed 
for the application represent the following tasks; i) initial model sizing, ii) programming of a 
standardized finite element analysis program, iii) finite element modeling, and iv) analytical 
solution assessment and constrained design optimization. 
A commercial expert system program is used with proprietary analysis programs to form 
the expert system. The intent of using a commercial program is to demonstrate how 
implementation the methodology can be used in conjunction with a current commercial 
application. 
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CHAPTER II ENGINEERING DESIGN CONSIDERATIONS 
Introduction 
"An expert system is a computer program that emulates the behavior of human experts 
who are solving real-world problems associated with a particular domain of knowledge." [9] 
Expert systems (ES) are used to provide advice to a novice and also retain an expert's skill 
level. They are capable of analyzing massive amounts of data on a subject, applying reasoning 
ability to that data, and providing answers to a given problem. Their purpose is not to replace 
experts in a particular field but to provide the expert's ability in circumstances when the expert 
is not available. That is to say, they provide expert advice to non-experts, act as educators, 
and can at times assist experts. So what makes an ES distinctive? The answer is the 
methodology used in developing the system. At the heart of this methodology is the separation 
of the rules and logic of an application fi-om the rest of the program. This methodology 
enables developers to implement and maintain more complex applications. 
In general, all ES programs display the same basic characteristics. These characteristics 
are driven by the principle behavior of the ES to use heuristics based on the experience and 
knowledge of an expert. They perform reasoning of these heuristics through some inference 
processes to solve a domain problem. For the field of engineering design there are three basic 
questions that must be answered by the developer before construction of an ES should begin, 
• Is development of an ES possible for the problem solution? 
• Is there an appropriate way, definable process, to solve the problem? 
• Can the investment in development be justified? 
As will be discussed in the following sections, ES for engineering design already exists, 
hence the development of applications for a variety of domains is possible. The next two 
questions stated above must be examined to provide a check for the validity of undertaking 
development. While the methods used to develop an ES will be presented in the remainder of 
this Chapter and in Chapter m, this questions will be formally addressed in Chapter V for the 
application used in this study. 
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Justification for Development 
"If knowledge is at the root of the problem, most likely you have a candidate for an expert 
system." [10] The person ultimately responsible for signing off resources for an ES project 
should first determine if some of the foUowing issues apply to the application under 
consideration, 
• The KBS will operate where the solution has a high payoff. 
• The KBS can preserve scarce human expertise so it will not be lost. 
• Expertise is needed in many locations. 
• Locations for use are hostile or hazardous environments. 
• Experience improves performance / quality. 
• Systems can be used for training. 
• KBS solutions are determined faster than human solution. 
• KBS output is more consistent or accurate than a human. 
Building an ES is a complex task requiring a wider variety of skills than normal program 
development. Expert systems can be created quite easily but these are really only 
demonstration model limits to solving simple problems. The effort required to develop an 
expert system which satisfies the considerations listed above is far greater than the effort 
required to develop a database system that solves simple problems. 
Benefits of an Expert System for Design 
To many designers the processes they use are largely of a nature that cannot be taught in a 
classroom or books. Conceptual design knowledge is largely acquired by practice and by 
watching a colleagues performance. By this process, one gains enough information to become 
competent, but true expertise is the product of many more years of experience. With a well 
developed ES it is possible to capture some, by no means all, of the design expertise of an 
individual and make it readily available to others without the need for an expert to be present. 
The expert is often unaware of the range and scope of his knowledge [11], By going 
through the structured knowledge elicitation and interpretation process necessary to formulate 
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an ES, the expert's knowledge is made available in a well structured and documented form. 
The presence of a quality design ES will lead to information about the design process being 
readily available, thus resulting in better designs and products. Ideally a combination of 
database-type systems containing information on existing designs and an ES with knowledge 
about the design process, coupled to a CAD or analysis package, should provide the designer 
with a great deal of assistance at all stages of design. If used sensibly, a design ES should also 
offer a means of closing the feedback loop between the designer and manufacturer. 
The benefits described have been those which would be gained fi-om a typical expert 
system, that is, a replication of an expert's thought process. It will be shown in the next 
section that it is possible to construct systems which will exceed the capabilities of designers 
and thus give them the ability to examine features in more detail. The long-term future of 
design ES lies in complementing the power of the designer. The advantage of a computer 
system is that the combination of the ES and designer leads to better designs. 
Background Review of Engineering Design Expert Systems 
The use of expert systems (ES) to solve practical problems is increasingly rapidly. Chung 
and Inder [12] estimated that, in 1996, Japanese industries alone had SSO ES in everyday use, 
with this figure representing an increase of 2000% over the number in use in 1990. 
Commercial applications of ES are often not reported because companies do not wish to lose 
their competitive edge by revealing their success to rival concerns. It is known that Shell Oil 
Company has several major ES application, one of which, despite costing several hundred 
thousand dollars to construct, had a payback period of only several months [13]. It would 
appear that most of the systems in use are small. Taking firom a few weeks to a few months to 
create and test. Such systems may only contain a relatively small amount of computer code 
and solve a relatively simple problem but they fulfill a useful role. Expert systems do not 
always need a huge knowledge-base, and they do not even have to perform tasks which one 
would normally associate with an expert. 
The roots of ES lie in diagnostic systems, with such subjects as medical and chemical 
diagnosis being the domains which were originally tackled [14]. Design oriented ES were not 
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seriously considered viable for a considerable length of time after diagnostic systems were 
investigated. For many years, design was felt to be an "inappropriate" domain for the 
development of such ES. It was considered impossible to buUd an effective system in this 
area. There are a number of possible explanations for this; i) the established familiarity with 
diagnostic systems, ii) fear of the unknown development requirements, or iii) people being 
discouraged by the "black box" reputation, or iv) which design systems are one of the most 
difBcult types of systems to develop. 
Although it is difficult to say with certainty when the first design ES was developed, an 
early example was the SACON system developed by Bennett and Englemore [15], This 
illustrates the above discussion, showing that this system tried to emulate a diagnostic system. 
SACON used the EMYCIN shell developed fi-om the pioneering medical consultation system 
MYCIN [16]. The purpose of SACON was to provide advice on the choice of a suitable 
analysis strategy for a given structural analysis problem. The system was linked to a large 
finite element based structural analysis program. The complexity of the latter was such that to 
learn how to use the program in an appropriate manner required a lot of experience, and so 
SACON was developed to try and provide a source of expert advice. 
It can be seen that this system was essentially a diagnostic design system; that is, it chose 
an analysis strategy, using the same techniques that had been developed for diagnostic 
systems. This example also illustrates another characteristic of early design ES; they tended to 
concentrate on the more tangible areas of the design process, that is, design analysis. Analysis 
was an area of design in which effective computer systems had already been developed and 
applied, and where computer implementation was reorganized as being beneficial. At this 
time, conceptual design was still a stage of the design process where no previous computer 
systems had been developed. Consequently, ES for this area were not considered. 
In the early 1980's there was then a gradual increase in the work on the development of 
design ES, for example, the woiic of Brown and Chandrasekaran [17], Brown [18], and 
Maher [19]. About this time came the introduction of the ES which encoded such things as 
design rules, enabling them to be "intelligently" searched. These ES were developed to 
replace the existing clumsy architecture, therd)y acting as more effective advisor [20]. Work 
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eventually progressed onto "real" design, Avith developers beginning to look at the preliminary 
stage of the design process [21]. For a summary of much of the remainder of this early work 
the reader is referred to Pham [22] which contains details of a large number of ES. 
From 1990 onwards there was a steady increase in the number of design ES which are 
being developed. However, despite the fact that these ES are dealing with a completely new 
area, they still tended to treat the information in a similar way to diagnostic systems; using 
similar software to develop the systems and similar formats for both the user interfaces and 
the solutions which were presented. This severely restricts the effectiveness of the systems 
which are developed, and inevitably controlled the amount and type of information which 
could be successfully represented and manipulated [23], 
Expert Systems for Finite Element Analysis (FEA) 
Today FEA is an integral part of the design cycle and hundreds of software packages are 
available. Development of expert systems for FEA can be at different levels. The most 
comprehensive development would be to develop an expert system which can be used to 
model any physical problem. This would involve experts in diverse areas and the knowledge­
base would require aids to use a number of commercial FEA programs. Such a project, 
would require a mammoth effort and may take about twenty or more man years. Also, FE 
modeling and interpretation results are still considered a fine art. These tasks are heuristic in 
nature and vary fi'om person to person and organization to organization. This results in 
conflicting expertise when more than one expert is involved in the preparation of knowledge­
base. In other words, for the ES to be useful to an individual it would be better to incorporate 
its that individual expertise. 
Another level at which an ES can be used is in the specific areas of modeling. ES can also 
be used to utilize a specific tools available in FEA, i.e. mesh generators or solvers. The FEA 
method usually requires experience and judgment in modeling the solid or structural system, 
in choice of elements fi'om the element library, deciding on the type of analysis, and in 
interpretation of results. This expertise gained over a long period of time may be available 
with a few individuals. The problem is how to make this expertise available to a novice user 
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so that he can effectively carryout the analysis through a particular software package. The 
approach is simple and straight forward and the resources needed are not very demanding. 
The integration of an ES with mainstream software development clearly raises the 
question of what methodology should be used to develop such a hybrid system. The 
conclusion from the above discussion is to embed the engineering methodology within the 
overall software fi-amework. 
Case Studies 
Structural Analysis CONsultant (SACON) [15] was probably the first ES program for 
FEA. SACON was developed to provide advice to the users of a FEA program called 
MARC. The objective of a SACON consultant was to identify an analysis strategy for a 
particular structural analysis problem. About 38 analysis classes were considered, including 
nonlinear crack growth, bifurcation, material instability, inelastic stifi&iess degradation etc. 
With the help of SACON, the analyst decomposes the structure into a number of 
substructures, then defines the loads acting on each of these substructures. These loads may 
be distributed loads or nodal loads. The analyst also defines the material and boundary 
condition of the substructure. From the above description, SACON estimates stresses and 
deflections for each substructure using a number of simple mathematical models. Peak 
stresses are calculated for each substructure and the sum of peak relative stress and deflection 
behavior of all the substructures. Based on this peak response, an analysis type is selected by 
SACON. The knowledge base of SACON consists of 170 rules and about 140 parameters. 
The inference engine for SACON was based on the rule-based EMYCIN system, with 
backward chaining control structure. 
Zumstag et al [24] illustrates the use of an ES for a specific application, in aerospace 
structures, with Buckling Expert. Buckling of stiffened cylindrical panel or shell is an 
important design criteria for aerospace engineers. The ES fi-amework is provided by the 
domain independent ES of Lockheed Expert System (LES). LES has the capability of 
handling multiple concurrent goals with di£ferent primitives. It supports confidence factors for 
reasoning. The inference strategy is both forward chaining (data-driven) and backward 
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chaining (goal driven). Domain knowledge is represented by one of the three ways: If-Then 
rules (goal driven), When-Then rules (data-driven), or as &cts in the attributes data base. 
The actual representation of knowledge in LES uses a uniform frame structure. The expert 
system advises the user the type of analysis to be carried out based on a number of input 
information given by him. The bucking expert uses three application programs, one for 
carrying out preliminary design (PANDA), a general purpose shell analysis program (BOSOR 
4) for refinement of the preliminary design, and a relational information manager (RIM) a 
relational database manager for access of material property information. 
ADEPT (Automated design expert system) [25] helps the designer to create the FE mesh 
from a solid modeling package used extensively in Computer Aided Design environment. The 
user creates the geometry using a solid modeling package. The boundary and loading 
conditions are also defined through the package. A geometric data base stores the details of 
the geometry, loading condition and boundary conditions. The object characteristics are then 
stored in the working memory of the computer and at this stage the inference engine takes 
over. Based on the contents of the working memory a set of rules in the knowledge base are 
activated. One of these rules, chosen by a conflict resolution strategy fires. This changes the 
content of the working memory and the cycle repeats. At the end of the chain, the working 
memory should give details of the analysis package that can be used for solving the problem, a 
choice of the element for each substructure, the material properties of the object, a description 
of the boundary conditions for each substructure and a characterization of the anticipated load 
to be applied to the structure. 
The Design Task 
When one starts to search for definitions of design in the existing literature, the number 
and diversity of views are overwhelming, and yet in general discussions people seem to use 
the terminology of design in similar ways. This paradox possibly arises because of the 
personal nature of the design process. When asked the question "What constitutes design?", 
typical responses are not limited to, but include [26], 
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• Satisfying constraints and meeting objectives 
• Problem solving 
• Decision making 
• Reasoning under certainty 
• Search 
• Planning 
There are many other attempts to define the design process of| but it can be concluded 
that there is no single accepted definition. Finger and Dixon [27], in a discussion on design 
research, highlight the problem. Although people undertake design, our overall understanding 
of the design process is a yet incomplete. Without a good level of understanding, a robust 
definition obviously is not possible. The reminader of this chapter will define the context of 
the engineering design process and its pertinance to the development of a design ES. 
Classes of Design 
Before describing the individual components of the design process it is necessary to 
identify what broad classes of design activity. In general, design tasks can be split into three 
classes [28]; 
• Class 1; Major inventions or completely new products 
• Class 2: Designs which involve substantial innovation 
• Class 3; Routine design which involves selecting among previously known 
alternatives 
Implicit in the description of class 3 type design is the assumption that merely reworking 
an existing design does not really constitute design in itself unless substantial alterations are 
made. However, if the designer is undertaking the task conscientiously then this is not true 
because the use of a previous design should be preceded by an evaluation of that design and 
other alternatives (see Figure 2.1), and this activity, as will be shown below, is the basis of 
conceptual design. 
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Figure 2.1: Flow diagram of the design process 
Engineering Design Methodology 
Engineering includes those approaches used in problem solving, that is in the physical 
modeling or conceptualizing of a problem, foUowed by a mathematical model and analysis. 
But in design there is an end result to be attained, that is something to be constructed or 
synthesized. Further, there are assessments to be made of many possible answers to obtain 
the best result or to optimize an answer. These lead to the four basic components of 
engineering design methodology; conceptualization, analysis, synthesis, and assessment. 
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All of this implies that certain conditions exist or occur, a need exists, the need has been 
recognized, and a conceptual product will be the result. A product, of course requires 
detailing, costing, testing, and manu&cturing. In summary, then one might attempt a different 
definition of what is meant by engineering design. Engineering design is the repeated use of 
analysis or synthesis to determine the system that will provide an optimal performance from 
the given knowledge of the operating environment and other specified operating and 
performance characteristics. The steps composing a commonly accepted methodology for 
engineering design are as follows [29], 
1. Problem Definition: The project statement will have been given as set of global design 
goals. 
2. Planning and Scheduling-. Planning involves identifying the key activities of the project 
(the tasks) and ordering them into the proper sequence, while scheduling consists of 
putting the plan into the required time firame. 
3. Design Objective Definition: Since design by definition, this step implies that there is an 
optimum, or a "best" solution, it is necessary to have a mechanism by which syntheses can 
be compared, and one judged the best. 
4. Nominal Solution: At this stage, an algorithm is developed from a preliminary set of 
fixed and equality constraints. All state variables are given " best available" fixed values 
within the design space of interest; hence, they become fixed constraints. The resulting 
value for the objective fiinction is a real synthesis which represents a valid solution to the 
problem and must lie within the feasible region of the design space. 
5. Establish the Design Space: This is the stage of the design process to obtain an 
understanding of the design space. Specifically, it is the point to, 
• Make a count of the constraints and state variables. 
• Determine the potential number of degrees of freedom in the design. 
• Select and justify candidate design variables. 
• Make estimate of the total range we need to consider in each of the state variables. 
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A good understanding of the design space can now be best obtained by varying the design 
variables and observing the resulting objective function and inequality constraints. If the 
design variables are chosen in pairs, graphical display offer the best way of observing and 
assessing the results. 
6. Final Constraint Establishment: Having obtained a first design solution it is now time 
to go back through and "tune" the solution by using more accurate algorithms for the 
constraints where necessary. 
7. Final Optimization: This step is a march to the "best" solution. If the preceding steps 
have been followed properly, then the problem is well-poscu and there is a unique, best 
solution. At this stage the inequality constraints must be satisfied too. 
8. Presentation: The presentation of results is the final step. It must be brie^ neat, and easy 
to follow. 
Domain Knowledge 
To be able to build a usefiil design ES, it is first necessary to understand what knowledge 
is and how it impinges on the design process. Most people would be happy to make an 
attempt at answering the question "What is knowledge?". Humans generally believe they 
understand the processes used to solve problems. They would also assert that they could 
explain these processes. However, the truth is that there are many everyday actions and skills 
performed by people that are either very difficult or impossible to put into words. Designers 
make extensive use of procedural knowledge. It is this which differentiates the experienced 
designer fi'om the raw graduate. If effective design ES are to be built, the developers need to 
access this procedural knowledge and implement it as an understandable format. 
So far the software tools used by engineers have been largely algorithmic in nature. 
However, to create such tools engineers have happily studied mathematics. So why is there a 
reaction against psychology? Probably because in their training, engineers are taught that 
formulas and well defined knowledge are "correct" and anything else is vague speculation. 
Engineers, basically, are practical people who create products for use by mankind. In 
order to do so, where possible they use the laws of physics and mathematics, but there are 
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numerous areas where these laws are inadequate. Problems created by such a lack of 
knowledge are usually overcome by a variety of empirical techniques. Furthermore, starting 
with a blank piece of paper to create a new product often requires the use of a considerable 
range of skills which lie outside the realms of mathematics and physics, and yet engineers 
seem to use such knowledge subconsciously. Engineers are not thought of as being creative 
people despite the fact that the world is surrounded by things which have been designed by 
engineers. The recognition that engineering contains much more than just equations and that 
design is much more than analysis is essential. The basis of an ES is the need provide a 
method of solving problems using computers without the need to express things in terms of 
equations. 
Types of Knowledge 
It is generally agreed that knowledge can be split into two major categories, these being 
[30], 
• Declarative Knowledge: Factual information is said to be declarative knowledge. For 
example, knowing that the center span bending moment in a simply supported beam 
with a distributed load is given by the formula wl^*, where w is the load and / is the 
length, is declarative knowledge. 
• Procedural Knowledge: Procedural knowledge is knowledge which is related to how 
one performs tasks and is generally acquired by experience. For instance, referring to 
the above example, the information which is used to steer a car around a bend is 
procedural knowledge. 
Usually people find they can express declarative knowledge easily, but that procedural 
knowledge, because of the manner in which it is gained, cannot easily be verbalized. The 
problem is that in design, the real expertise mostly consists of procedural knowledge. If high 
level systems to be built, then it is necessary somehow to identify the relevant procedural 
knowledge and then identify the relevant declarative knowledge and express it in a computer 
program. 
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Further Classifications of Knowledge 
In addition to the split into declarative and procedural, there are other ways of classifying 
knowledge. For example, there are two distinct approaches used at various stages throughout 
the design process; these being algorithmic and heuristic. In simple terms one can conceive 
the algorithmic approach as utilizing equations which are typically based on Newtonian 
physics; whereas, the heuristic approach uses rules-of-thumb based on experience. The 
former tends to take longer but gives a much greater assurance of a correct answer than the 
heuristics. The distinction between heuristics and algorithms is of importance in the 
development of an ES. 
Levels of Knowledge 
Some people choose to classify heuristics as shallow knowledge and algorithms as depth 
knowledge. The nomenclature arises because heuristics are not based on the underlying laws 
of behavior and are hence "shallow"; whereas, algorithmic knowledge is based on the 
underlying fundamental laws and it therefore has "depth". Current ES are almost entirely 
based on shallow knowledge. Such systems can usually only solve problems which have been 
explicitly progranmied into their knowledge-base. Thus any such system which is given even 
a slightly different situation to solve will fail to provide a satisfactory answer. This is a major 
drawback of current ES technology. 
It is argued that only when ES are capable of reasoning from first principles using depth 
knowledge will they be able to tackle problems which differ from their pre-defined solutions 
[31]. The argument is taken further and it states that only when ES are based on depth 
knowledge will true machine learning be possible; although, depth knowledge alone will not 
be sufGcient to achieve this. 
The term depth knowledge refers to reasoning from basic principles, that is, from basic 
laws of nature or structural and behavioral models. Surface knowledge is that heuristic, 
experiential knowledge that comes from having successfiilly solved a large number of similar 
problems. In current usage, surface knowledge, although very often useful, is regarded as 
being on experience rather than being grounded on first principles or based on deep 
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knowledge. The distillation of deep knowledge into an efBcient, optimized form results in 
complied knowledge, which is often confused with surface knowledge [32]. The ability to 
explain heuristics in terms of first principles, for example, indicates compiled knowledge, 
while the application of the same rule simply because they work is typical of sur&ce. 
Heuristics 
Heuristics are used to select which information to consider. This ability to choose what to 
concentrate on and to make such decisions quickly is central to the success of our defense 
mechanisms. Humans are supposed to have their origins on the plains of East Afiica. The 
success of their defense mechanisms would in those days determine the chances of survival. 
Thus, the ability to use heuristics to choose what to respond to was vital. These days the 
same basic procedures are being used to cope with complicated designs. 
Heuristics are something which humans use constantly to cope with the excess of 
incoming information, but there is evidence to suggest that this behavior spills over into other 
activities undertaken by humans. For example, when designers are faced with a mass of 
information, they tend to reject some of the data and just concentrate on what they consider to 
be important. This can result in bias in decision making and consequent errors in the design 
process. 
Expert System Heuristics 
In the standard ES texts a more narrow definition is used with a heuristics being defined as 
a rule-of-thumb developed by an expert as part of his expertise. It is not necessary to be an 
expert to develop heuristics for a given task, but generally it is recognized that a part of what 
constitutes expertise is the creation and use of heuristics which enable one to solve complex 
problems rapidly and accurately. The heuristics which are developed by experts are generally 
the product of a lot of experience; a compilation of a wealth of knowledge which can be used, 
often in an intuitive manner, to solve problems. When people talk about capturing expertise 
using knowledge elicitation techniques, much of what they seek lies in these rules-of-thumb. 
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Expert heuristics are not generally readily available to other practitioners and yet there are 
examples of such heuristics which have become part of commonplace design methods. 
Classifications 
It is advantageous to classify heuristics into groups which are related to their usage and 
source. By doing this one can begin to understand and analyze individual heuristics, this then 
makes it possible to look for the underlying reasons as to why the heuristic was initially 
developed. Then one can move forward to see if it is possible to provide a replacement 
method which will be more accurate and poweriiil. 
It is important when developing design ES to utilize the potential of the available 
computing power. However, existing design methods, especially for conceptual design, have 
all been developed to suit the capabilities of humans rather than computers. So, for example, 
where problems are reached which require a lot of short-term memory and repetitive 
processing to achieve a solution, the human designer will tend to resort to heuristics, which 
give an acceptable answer quickly. If a design ES system were available, it may well be 
possible for it to provide an algorithmic and hence more accurate solution, or at least to 
provide a more accurate heuristic by utilizing the data storage and processing powers of 
computers. To help with the identification of heuristics which could possibly be replaced, the 
following classifications can be used [33]. 
Short-Cut Heuristics 
Typically when considering heuristics, one thinks of then as being a short-cut to a lengthy 
process or some way of reducing a complex process down to a package of work that is 
feasible both in time and cost. Such heuristics are based on a wealth of past experience, 
information gained fi'om tenders for constructing previous work, and data gleaned fi-om 
publications and personal contacts. The heuristics are quick to use and easy to implement, 
and therefore help to reduce design costs. Their heuristics are at best guide-lines, but without 
a great deal of work to evaluate the various options the designers have no other tool available. 
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Heuristics Based on Back^ound Knowledge 
Designers use some algorithmic procedures so often that after some time they come to 
know the answer to a given problem without needing to go through the full procedure. 
Therefore, the designer effectively develops a heuristic to replace the algorithm. The 
distinction between background knowledge hoiristics and short-cut heuristics is that the latter 
need regular updating to keep their well founded fimdamental equations which do not change 
with time and, provided the designer's memory does not &il, will produce accurate solutions. 
Heuristics Based on Hi-Defined Concepts 
There are many areas of design where it is necessary to make decisions and yet no formal 
body of knowledge founded on well established fimdamental laws exists to support them. An 
obvious example of such an area of knowledge is aesthetics which is a very ill-defined area an 
subject to the whims of fashion. However, there are some generally accepted heuristics. For 
example, a widely accepted mle in bridge design is that, fi-om a purely aesthetic stand-point, 
two span bridges should be avoided, especially if the spans are of equal length and the 
abutments are large. The reason for this is that such structures lack a focal point for the eye 
to concentrate on. However, such bridges are often the most economic solution for spanning 
a dual carriageway and so a compromise is used where the abutments are placed well back 
fi'om the road. This lessens the problem by placing more emphasis on the central pier and 
hence making it the focal point. 
Heuristics Based on Empirical Data 
Often when theoretical knowledge is adequate, recourse is made to a series of experiments 
which are used to provide a sufBcient amount of empirical evidence on which to base 
predictions. In engineering, theory has often lagged behind practice and so such techniques 
have been commonplace. For example, when engineers were looking for ways to build long 
span railway bridges without recourse to the use of tension structures, they undertook a series 
of experiments which led to the development of the box girder. Many bridges have 
subsequently been designed using these experimental results. 
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Heuristics Provided bv Others 
Design is nearly always a collaborative activity involving a group of people with 
complementary skills and knowledge, and on occasions designers find it necessary to use the 
heuristics of others to achieve their goal. This is especially true for conceptual design where 
initial schemes are being drawn up and considered before the decision is being made to focus 
on one particular option which will be then considered in more detail. For example, in the 
design of pumping systems required to move such things as water or oil, the installation 
usually consists of a structure (known as a pumping station), in which the pumps and motors 
are housed. The design process is usually initiated by someone such as a civil engineer who 
needs some initial guidance on how much room will be needed for the pumping station. At 
this stage it is not possible to ask a particular pump manufacturer, because the pump supplier 
will subsequently be chosen by competitive bid. So an outline scheme for a pumping station is 
designed using heuristics which are provided on charts supplied by various pump 
manufacturers. The data are sufBcient to enable a design to be drawn up which allows several 
manufacturers' equipment to fit, and then bids are invited fi'om these people for the pumping 
plant and ancillary equipment. 
Bias In Decision Making 
Humans use heuristics to sort through the mass of information that is received by the 
senses, rapidly decide what is relevant, and reject the remainder of the incoming data. This 
ability requires great skill and intelligence, and yet inevitably there must also be some 
problems which are caused by this data rejection mechanism. Psychologists have for some 
years been studying the ability of humans to make rational, logical judgments [34]. This 
results of their work are of interest to the nature of this research for three reasons. 
1. They give an indication of the best way to use knowledge based programming 
techniques to provide truly useful design systems. 
2. They show that even the most intelligent people are not cognizant of all the processes 
they use to solve a problem. 
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3. Leading on form the last point, these gaps in self-knowledge have implications for 
knowledge elicitation (i.e. acquiring details of the design process from design experts). 
The subject of bias in human decision making is complex and as yet there are no agreed 
theories as to why exactly it occurs although much of the following is based on the work of 
Evans [35], A few examples of what is meant by bias will help to define the basis of what is 
to follow. Humans regularly make judgments on problems from which they caimot obtain any 
feedback, yet having made that decision they will try to justify their actions. Often people will 
come to a conclusion without reaUy thinking about the available evidence to support their 
thought processes. Generally, most people fell that their judgments are correct. 
Other ways in which humans show bias in decision making is to place excessive emphasis 
on particularly vivid information. Thus jurors tend to believe a dramatic eye-witness account 
rather than the more dry and scientific evidence presented by a forensic expert. When buying 
a car, despite what the consumers' guide say, many tend to rely on the evidence of one or two 
fiiends who own a similar car. That tends to have a disproportionate influence on a decision. 
Psychological research also indicates that people tend to place more emphasis on positive 
rather than negative statements. There are some indications that people tend to ignore 
evidence that conflicts with their own pre-conceived ideas (how else could one explain 
politics?). 
This selective processing of information which results in bias is thought to occur as a 
result of heuristics of the same sort as those which humans use to cope with the mass of data 
which their senses detect. As discussed above, these heuristics are used to decide which of 
the incoming signals to concentrate on and the rest of the information is then ignored. It is 
thought [36] that a humans brain also applies this selective filtering of information when 
making judgments, and reject some of the available information. This mechanism can, if the 
rejection heuristics fail to work properly, lead to bias. This selection process occurs without 
conscious thought and so it is difBcult to control bias. 
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Uncertainty 
Most people recognize that they are vague about many if the decisions which they make in 
everyday life: which car to buy, which person to employ, which color to paint a room. The 
frequency of expressions like "I'm not sure . . or "I think that's right ..." illustrate how 
conmion uncertainty is. However, people somehow manage to deal with this uncertainty and 
reconcile it in order to reach decisions. In many cases, the reconciliation of this uncertainty 
takes place so quickly and easily that they are not even aware of doing it. As uncertainty 
affects so much of what people do, it is not surprising that it is a subject which has aroused 
much interest from many fields of research. Uncertainty in AI covers many aspects of 
incompleteness, vagueness and uncertainty itself [37]. 
Sources of Uncertainty 
There are nimierous reasons why people are uncertain about the information which is 
present or the decisions which they make. These include, but are not limited to the following, 
• Lack of / incompleteness of data 
• Imprecision of measurement 
• Imprecision of concept 
• Combination of information from multiple sources 
• Lack of a fundamental or supporting theory 
From this list it can be deduced that for ES development, the overall uncertainty which can 
be attached to the solution or diagnosis presented by the system can also come from a number 
of different sources. For instance, 
• Because the input information is uncertain. 
• Because the rules used to manipulate the information are uncertain 
• Because the conclusions which are drawn are uncertain 
• From the imprecision of the knowledge representation technique adopted 
• From the imprecision which is attached to the representation of the uncertainty itself 
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The main problem lies in deciding to what extent these sources of uncertainty affect the 
problem domain being dealt with and thus whether they should be accounted for in the 
development of an ES. 
Expert System Development Process 
Implementing the design process into an expert system can be defined by many different 
techniques. One of the simplist is a five step process presented as the following [38], 
1. Problem Modeling-. Identify the specific requirement of the process to develop the 
overall structure. Then match the outline to a known format to provide the most efiScient 
use of resources. Identifying the type of system will guide to the required representation. 
2. Knowledge Representation: With the overall problem identified the objective of this stage 
is to formalize the decision tree format for the controlling tasks defined in the previous 
step. 
3. Knowledge Acquisition: Completion of the first two steps results in an overall model of 
the application consisting of a hierarchy of chained decision tree tasks. The objectives of 
knowledge acquisition is to develop the individual decision trees, rules, and any processing 
of logic for these tasks. 
4. Inference: Inference is concerned with the exchange of data between knowledge-bases 
within the ES. The interaction of the user and the knowledge-bases is driven by the 
inference which comprises the architecture of each knowledge-bases. 
5. System Evaluation: This involves examining the overall performance and operation of 
the system including the knowledge-bases, inference strategy, and data interfaces. 
The following chapter will present this process to develop a modular knowledge-base 
expert system dedicated to the application of designing a composite aircraft canard. Chapter 
m details the 5 steps of the process and presents the knowledge clustering techniques used to 
construct the knowledge inference. Chapter IV presents the depth knowledge associated with 
composite structure design and analysis. Chapter V explains the development of all 
knowledge-bases and their operational procedures. 
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CHAPTER III EXPERT SYSTEM DEVELOPMENT PROCESS 
Introduction 
Expert Systems (ES) are interactive computer programs incorporating judgment, 
experience, rules-of-thumb, intuition, and other expertise to provide advice for a variety of 
tasks. The strength of the program is due to the knowledge that it contains about the domain 
of interest. The knowledge of any number of applications can be included into this knowledge­
base. These applications can vary from the medical field to the subject of this research, 
engineering design. There are many different recommendations defining the process to 
construct an expert system [38]. For simplicity, this study will focus on the fundamental steps 
listed in the previous chapter. These steps are provided to be as general as possible but still be 
comprehensive for the design process. Recall that the expert system development process is 
comprised of five steps, 
1. Problem modeling 
2. Knowledge representation 
3. Knowledge acquisition 
4. Inference 
5. System evaluation 
Together these steps produce a knowledge-base and an inference strategy that allows the 
developer to incorporated different knowledge modules dedicated to a specific application, 
but still retain a well formulated design methodology. The remainder of this chapter will detail 
the techniques used in this study to construct the expert system in accordance to these steps. 
However, before these steps are presented the concept of knowledge clustering will be given. 
This method of information storage and inference is integral to the methodology developed 
for this research. 
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Knowledge Clustering 
ICnowledge clustering provides a method of storage for aU relevant information related to 
a task and an embedded inference process to recall that information. To build an expert 
system with this method the developer must recognize that as the system is being constructed 
three classifications will be used to define the hierarchy of all tasks. These are, 
• Controlling tasks'. These tasks are used to define each knowledge-base used within 
the ES. Controlling tasks define such things as a change in discipline with the system, 
a point of interaction with an additional program or database, or possibly a loop within 
the application. For example, an ES might provide advise for finite element 
progranmiing and modeling. The programming portion is a separate discipline fi-om 
the modeling section. Therefore, the ES would have a separate knowledge-base for 
both the programming task and the modeling task. By separating these knowledge­
bases a fiirther breakdown of the tasks and the recall of information can be made with 
the context of separate modules. 
• Main tasks: Main tasks define the separate modules of each knowledge-base. These 
tasks define application specific operation within the knowledge-base. A main tasks is 
defined to provide a possible separation point for relevant information. This 
separation is used to initiate in forward/backward inference process as shown in Figure 
3.1. For example, if a knowledge-base has been created for finite element modeling, 
then the nuun tasks, and hence the separate modules, for this controlling task could be; 
i) simplification of the physical domain, ii) mesh density definition, iii) incorporating 
boundary conditions, and iv) selecting a proper element type. This would produce 
four modules for the finite element modeling knowledge-base. 
• Subtasks: Subtasks are optional in that they are not always present in the application 
but can be used to process a main task. Th^ provide the correct order to access 
attributes. For example, when selecting an element type the user might have to first 
perform the subtask of selecting the physical space; ID, 2D, or 3D. Then a selection 
must be made to determine the element type; solid, plate, membrane, etc. Finally the 
interpolation fiinctions of the element must be chosen, linear, quadratic, etc. Each of 
29 
these selections represent a subtask with has relevant attributes associated to it, but 
which must be performed in a specific order. 
These different classes of tasks are intended to allow the developer to structure the system so 
that one knowledge-base or module can be removed or changed and the global application, 
design process, retains its correct format. For example, if the finite element modeling task of 
the ES was remove and replaced with a heat transfer analysis modeling task then the 
knowledge-base, controlling task could be removed fi'om the design process, but the 
optimization and solution assessment knowledge-base could still remain in place. Use the 
knowledge clustering technique provides a methodology to structuring the tasks within the 
expert system to give the developer flexibility to use one system for a variety of applications. 
Define knowledge-bases Application Inherent 
Change application specific procedure 
All rdevent 
information 
Expert System 
Application " 
Knowledge module 
Propriotary programming Commerical programming 
Main tasks 
Controlling 
tasks 
Attributes 
Subtasks **' 
Figure 3.1: Knowledge clustering information storage method 
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Problem Modeling 
The most important part of developing an expert system (ES) application, is to identify the 
nature, scope, and objectives of the proposed development. This first step of the ES 
development process produces a problem model of the application which relates inputs 
(factors or attributes) to outputs (solutions, outcomes, or decisions) without specifying the 
details of the knowledge. This will focus attention at the problem-solving process rather than 
at the knowledge representation schemes, identify the requirements of the application, and 
provide reference to the most effective methodology. It is important to remember that 
decision making is at the heart of human problem solving. Decision making is a classification 
process wherdiy according to certain &ctors. The selection of an outcome, action, or a result 
is made fi'om a number of alternatives. Most applications can be broken down into a 
collection of decision making (controlling) tasks. There are two levels of decomposition, a 
high level one corresponding to the modeling of the problem modeling process, and a low 
level one corresponding to the knowledge structuring stage. 
Before describing the common problem modeling strategies, it is important to note that 
there are two general classes of problems; analysis and synthesis. Analysis problems, as in 
diagnostic and advisory systems, have solutions which can be numerated (listed) ediead of time 
and are achieved by sequential decision making. On the other hand, synthesis problems, as in 
configuration, design and planning applications, can involve unique solutions derived fi'om 
components using iterative decision making. 
Decision making can be broadly divided into six categories [39]. It is clear from the 
foregoing that many interesting problems can be formulated as search problems and that a 
variety of "nonstandard" (i.e., other than classical applied mathematics) representation 
techniques can be usefully employed in this process. The following illustrates how some 
engineering examples of the various classes of problems can be cast as search problems. The 
type of problem categories used for this research will be explained in fiirther detail. These 
categories are not exclusive and placement of an ES need into an individual area can be highly 
subjective. For this reason the task of identifying the global system requirements along with 
any possible subgroups is greatly beneficial to the organization and structure of the ES. 
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Table S.l. Typical expert system categories 
System type Applications 
Diagnosis Trouble shooting, medicine 
Subjective Assessment Single attribute groups 
Categorical Assessment Multiple attribute groupings 
Recommendation /Selection /Advisory Design 
Configuration Computer 
Interpretation of Rules and Regulations Legal 
Recommendation / Selection / Advisory Systems 
This type of applications is used to select optimum options or to rank options according to 
some criteria. The main difference between advisory systems and selection systems, is that in 
selection systems all options may be suitable to varying degrees and the selection system is 
required to identify optimum choice according to some criteria. Selection systems are also 
used to rank options according to suitability. 
Configuration (Design) Systems 
Configuration (and similarly design) systems are used to decide on the selection of the 
individual components of a complex product based on performance and specification 
requirements. Choosing the individual components of a configuration system can be carried 
out using the advisory or selection ES. The added complexity with configuration systems in 
three areas, 
1. A different set of components may be required in different circumstances. 
2. Each component may have different types. 
3. The choice of the type of a component may be restricted by the chosen types of other 
components. 
The configuration system starts at a high level by selecting the controlling tasks required 
followed by the modules required for each task. This is then followed by the selection of the 
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subtasks required for each module and finally the attributes required for the application. 
Under certain circumstances, configuration systems may require looping in their problem 
solving strategy. This is particularly true in situations where previous selections have made it 
impossible to find suitable components later on in the configuration process. This requires 
looping back to earlier parts of the model to investigate alternative selections which may 
resolve the selection problem later on. These looping strategies normally require a planning 
system to decide on the best way of altering the configuration to meet the requirements of the 
payoff fijnction. 
Design problems 
Design is the process of deriving a set of parameters which can maximize the degree with 
which the characteristics of an object meets certain requirements. If a cost function for 
assessing a set of parameters can be defined, then the design problem can be treated as a 
configuration problem. However, there are two situations when it is not possible to define a 
procedure for deriving the cost parameters, 
1. When the overall assessment of the design is subjective and can only be obtained fi-om 
a design expert. Examples of this are carpet and dress design. 
2. When the overall assessment of the design can only by derived by experiment. An 
example of this is the development of pharmaceuticals. 
Genetic algorithm optimization is ideally suited for such applications, whereby sets of 
potential solutions are generated by the algorithm and are assessed by the users either 
subjectively or by carrying out experiments. In such applications, the genetic algorithms are 
used to gradually extract the subjective preferences for experts, or to define the experiments 
required to arrive at a good solution. 
Optimization Problems 
Procedural processing commands can be inserted either as individual procedure type items 
or as procedures tied to attributes, values, or outcomes. Analysis problems such as resource 
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allocation and design require a problem solving model which incorporates an optimization 
module. The overall problem solving model will consist, typically, of rule-based task(s) to 
define some of the optimization parameters and constraints. This task(s) are followed by the 
optimization task which, in turn, may be foUowed by more rule based tasks for further 
processing of the parameters derived by optimization. 
Synthesis problems, such as scheduling and planning, can almost be viewed as the reverse 
of analysis problems, in that they involve deriving a set of input parameters which are required 
to generate a set of desired outcomes. Solving synthesis problems requires a strategy for 
searching a space of near infinite solutions for a good solution which meets the requirements 
and satisfies any constraints. Such problem solving strategies, which in some cases amount to 
guided trial and error, are difficult to capture fi'om experts and are often far fi'om optimal. For 
these reasons, conventional rule based systems are often not the best tools for solving 
synthesis problems. 
Task Qassiflcations 
As discussed in the previous section the ES application must first be divided into a set of 
tasks that controlling the operation of the ES and the information flow. To perform this step 
of the construction process identifies the expectations of the application by examining the 
intended fimction. As attributes are identified their structure for implementation is proposed 
and used according to the nature of the task and type of ES developed. 
The problem modeling stage involves, 
• Isolating control tasks 
• Identifying attributes and outcomes 
• Grouping attributes and outcomes 
Isolating Control Tasks 
Control tasks decide on the order and logic of inference fi'om main tasks. For controlling 
tasks the developer can proceed directly to acquire the knowledge and develop the required 
control decision trees. Control tasks represent an important part of the knowledge inference 
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because they represent the linking blocks between the knowledge modules. The number and 
complexity of the knowledge modules vary according to the application type. Structuring an 
application into backward and forward chained modules will force a degree of control on the 
flow of information relative to the overall system. 
Identifying Attributes and Outcomes 
For each of the task identified in the problem solving model, a determination is made to 
the exact nature of the decision to be made by identifying the possible outcomes of each task. 
The objective of this stage is to identify as many attributes as possible. In general, several 
different classification of tasks are available, 
• Diagnostic task. List the possible &ults to be diagnosed by the task 
• Subjective task. Assign labels for the decisions such as good, bad),, (true, false, (pass, 
fail), (yes, no), etc. 
• Categorical task. List the categories to be classified. 
• Recommendation task. List the options or actions to recommend or select. 
• Configuration task. Decide how the expert wants to express the value of the 
assessment. The expert may opt for qualitative symbols such as (good, average, or 
bad), (high, medium, low) or a scale (a, b, c). 
• For a task of Interpreting rules and regulations assign labels for the true and false 
outcomes. A program may use (yes, no), (pass, fail), (accept, reject), (good, bad), 
(allowed, not-allowed), (applicable, not-applicable), (use, dont use), etc. 
In general, attributes can be of two types; continuous and discrete. Continuous attributes 
have two sub-types; numeric and date in suitable format. Discrete attributes also have two 
sub-types; single logical and logical lists. 
Grouping Attributes and Outcomes 
The problem solving model will normally generate a hierarchy of structured tasks. In 
certain cases, some of the resulting tasks may be large in terms of the number of attributes and 
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outcomes. This will make the knowledge representation stage very difScult and time 
consuming. Therefore another level of task structuring is required before proceeding to the 
knowledge representation. This may be achieved by considering the sub-grouping of 
attributes, outcomes, or both. 
The complexity of the representation process is almost exponentially proportional to the 
number of attributes in a main task. If the number of attributes for a main task is larger than 
five, then an attempt to group the attributes into sub tasks. In order to achieve this 
structuring of tasks, the developer should be made aware of the technique of knowledge 
clustering. 
Knowledge Representation 
Having developed a problem solving model of the application at hand, the objective of the 
knowledge representation stage is to formalize the knowledge structure of the decision 
making tasks in the problem solving model. This is achieved by identifying the nature of the 
attributes and decision of each task with a view to breaking down the level into smaller 
subtasks and procedural tasks. 
Decision trees are data structures representing information in the knowledge-base. A tree 
can include rules, mathematical relations, logic, databases, etc. There are many ways to 
represent knowledge. This study consider just a few of these common to design ES [40], A 
unit of knowledge is not an outcome but a decision making task represented by a decision tree 
that, in turn, represents embedded relations. The decision tree represents the relationship 
between the tasks and the attributes. The advantage of the decision tree structure is that it 
represents a decision making task and is therefore a higher level of abstraction than a rule and 
a natural way of grouping related rules into one set. 
Decision Tree Coastruction 
While a controlling task is represented by a decision tree, the direa elicitation of 
knowledge to construct the decision tree is not the only method of knowledge representation. 
Knowledge can be expressed as a set of decision making examples. Each example represents 
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a set of specific attribute values and the corresponding decision. A decision tree can then be 
constructed according to the information supplied in the examples. 
Rule induction is a generalization process which generates decision trees that will correctly 
classify the given examples and generalize to classify the remainder of the example set. Also 
note that the induced decision tree uses attributes in some optimum order to minimize the 
number of attributes required to reach a decision. This may result in some attributes not 
appearing in the decision tree. 
Three methodologies for decision tree construction are used extensively throughout this 
research. A description of each is given in the following sections. 
E)irect Editing of Decision Trees 
The direct editing of decision trees is a good way of formatting knowledge in situations 
where the rules are clear and can be expressed in a simple format. A tree may be developed 
directly from the problem modeling definitions. If such information is not available the 
developer can use a procedural methodology to move from one main task to the next. The 
first thing to appreciate in developing trees is that the order of selection of attributes affects 
strongly the size of the resulting tree. In building a decision tree directly the developer needs 
to ask the expert to select attributes in the order of importance. Direct editing of a decision 
tree is the recommended method for developing control tasks which are used to determine the 
order of inference from other tasks. 
Induction from Truth Table 
The truth table involves presenting the expert with all possible examples of the decision 
task and requiring him to provide decisions for each example. In order to use this method to 
supply examples, knowledge must be structured in such a way so that individual decision 
making task has no more than five attributes or the system becomes too large. The truth table 
method forces the expert to formulate instances of decision making (examples), each of which 
can be considered to be a low level specific rule. The benefits of this approach are. 
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• It simplifies the process of knowledge acquisition since it will be easier for the expert 
to assign decisions to a set of specific conditions rather than to articulate the logic of 
the relationship between the attributes and decisions. 
• Since this method requires the expert to assign a decision for every possible 
combination of attribute values, the induction process will not introduce any 
generalization in the generated tree. The induction process can be described, in this 
case, as a truth-preserving process because although it is converting the examples into 
a decision tree, it is neither introducing generalization nor ignoring any information 
contained in the example set. 
• Although the induction process will not introduce any generalization in the generated 
tree, it will try to compress the information supplied by the examples when it 
constructs the decision tree, without compromising on the accuracy or content of the 
information. As a result, the generated tree may not utilize all the attributes used in 
the example set. 
• When assigning decisions to examples, the expert may find examples where more that 
one decision applies. Such a situation highlights the need for additional attributes to 
be added to make each example correspond to only one decision. 
Induction bv Exceptions 
In certain domains, a efiBcient and natural way for experts to express their know-how is by 
specifying a default decision followed by a list of exceptions to that decision. The induction 
process can generate the same decision tree from examples specified as default and 
exceptions. This method is an effective methodology for capturing decision making 
knowledge because: 
• Like the truth table method, inducing from example expressed as default and 
exceptions is a truth-preserving process that does not introduce any generalization. 
By defining a default example, all possible combinations of attributes value (the fijll 
example set) would have been previously defined. The exception examples will then 
override the default outcome to their own. The role of the exception examples is to 
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change the decisions of part of the complete example set defined by the default 
example. 
• It has the advantage over the truth table method of being applicable to domains where 
the size of the truth table is very large (>256 examples) yet the number of exceptions 
fi'om a dominant (default) outcome are manageable (below 256 exceptions). 
• The exception knowledge representation corresponds naturally to the way experts 
exercise or apply their knowledge in many domains. It therefore follows that experts 
will find it easy to express their know-how in the form of exceptions. 
• In safety critical or &il-safe application, it is essential to avoid any knowledge caps 
within the knowledge base of the application. However, this often presents a dilemma 
when the available knowledge is incomplete by nature. The exception knowledge 
representation provides an effective solution by trapping knowledge gaps. The 
definition of a default outcome, which can be call 'unknown', followed by defining the 
available knowledge as exceptions will ensure that any knowledge gap will be trapped 
as 'unknown'. 
• Exception programming is suitable knowledge representation of capturing documented 
rule, regulations and policies (both government and organizational). 
Knowledge Acquisition 
The problem modeling and knowledge representation steps result in an overall model of 
application consisting of a hierarchy of backward and forward chained decision tree tasks. 
The objectives of the knowledge acquisition stage are to develop the individual decision tree 
and add any required procedural processing to the logic of the decision making tasks. 
Knowledge acquisition is acknowledged as the bottleneck of ES development. Although 
representing applications into concepts or tasks simplifies the process of knowledge 
acquisition, the task of acquiring the knowledge still remains a major concern. The problem is 
two fold, first there is the problem of assessing the logic of the rules for conflicts, overlaps, 
and gaps; and secondly there is the problem of eliciting the rules fi'om experts who have 
intuitive decision making skills. The first problem remains mainly unaddressed by most of the 
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ES tools which do not support &cilities for testing rules for conflicts, and knowledge gaps. 
The second problem requires machine learning techniques to help derive the know-how from 
intuitive knowledge and from knowledge difficult to articulate by experts. 
How is an Expert Recognized? 
An expert can be considered to have many abilities amongst them, 
• Solve simple problems easily 
• Ask appropriate questions (based on ectemal stimuli - sight, sound, etc.) 
• Reformulate questions to obtain answers 
• Explain why they asked the question 
• Explain what conclusion was reached 
• Judge the reliability of their own conclusions 
• Talk easily with other experts in their field 
• Leam from experience 
• Transfer knowledge from one domain to another 
• Use their knowledge for good only and not evil 
What is Knowledge? 
Before considering the knowledge acquisition process consider that knowledge broadly 
defined as the following, 
• Data raw: facts, figures, measurements 
• Information; refinement and use of data to answer specific question (organized data) 
• Logical processing: refined information assessment or "common" sense 
Knowledge (noun): awareness of familiarity gained by experience, (of person, fact, or 
thing); theoretical of practical understanding of a subject, language, etc. [41]. Facts alone do 
not constitute knowledge. For information to become knowledge, it must incorporate the 
relationships between ideas. And for the knowledge to be usefiil, the links describing how 
concepts interact must be easily accessed, updated, and manipulated. Human intelligence is 
40 
remarkable in its ability to perform these tasks. However, it is almost more remarkably weak 
at reliably storing the information on which knowledge is based. 
Sources of Knowledge 
Knowledge can come from a wide range of sources. These sources can be either written 
down or recorded in some way, or they may be passed on by word of mouth or learned from 
our senses. How do a person know not to put their hand onto a hotplate? This form of 
knowledge is called undocumented knowledge. 
• Documented; books, journals / procedure manuals / films, databases 
• Undocumented: people's knowledge and expertise / people's minds and senses 
Levels of Knowledge 
Knowledge can also be classified into surface and depth knowledge, for example, 
• Shallow knowledge is very specific to a situation. Limited by IF-THEN type rules. 
These rules have little meaning or no explanation is attached to the knowledge 
• Depth knowledge is the type abnost always used for problem solving. Internal causal 
structure. It is built from a range of inputs for example emotions, common sense, 
intuition. This type of knowledge is difficult to build into a system such as design, 
configuration and planning systems. 
Surface knowledge combines declarative and procedural knowledge into problem-solving 
heuristics (rules-of-thumb) enabling an expert to solve common problems in a domain without 
formal analysis from first principles. These heuristic rules are normally learned by experience 
without an understanding of the underlying reasons. On the other hand, depth knowledge 
consists of frindamental knowledge of the domain, including definition, axioms, general laws, 
principles, and causal relationships. The objective of a depth knowledge ES is to model 
complex domains which humans find difficult to understand. These ES assist the experts in 
making decisions and add to their knowledge. In contrast, an ES based on surface knowledge 
is intended to capture the problem-solving and decision making skills of a human expert, in 
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order to automate this expertise. The majority of ES developed for business and industrial 
applications are of the surface knowledge type and are implemented using the rule-based 
programming methodology. 
Inference 
These are used by the inference engine to determine the order of inferences. Main types of 
inference strategies can be used for the expert system developed for this study are, 
1. Inference from decision tree tasks is imbedded in the knowledge clustering 
methodology. 
2. Forward chaining starts with assertions about the problem, makes inferences and 
draws conclusions. Used when all the knowledge to make a decision is available 
before session begins. 
3. Backward chaining or (goal driven) starts with the answer and works backwards to the 
problem description. Rule selection is guided by the conclusions rather than the 
conditions. Used in situations where the user can make a good guess about a possible 
solution and when more goals exist than combinations of initial assertions. 
Inference from Decision Tree Tasks 
In conventional rule-based systems, the rules represent the declarative part of the 
knowledge while the processing of rules is controlled by the inference supported within the 
knowledge representation. By contrast, a decision tree structure includes both the rules of 
decision making knowledge and the control rules required to infer decisions from rules. The 
roles of the inference is primarily to follow the tree structure and to obtain values for 
attributes appearing in the tree. Although the tree is equivalent to a set of rules, the tree 
structure represents an optimum search path through that rule set. 
The inference from decision trees is faster, much simpler, and more controlled than 
conventional rule-based inference. During inference from trees, when a value for an attribute 
is needed, the inference either prompts the user through the users interface or alternatively, it 
can call (start inference on) another tree whose outcome is the required attributes. This 
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process is called procedural chaining of trees and can be nested repeatedly (i.e. the tree can 
chained into another tree, and so on). When the inference reaches a decision from a tree it can, 
if specified, move on to infer from another root tree. This is termed sequential chaining of 
decision trees. 
Forward Chaining 
Forward chaining is also referred to as data driven and is a simpler different strategy then 
baclcward chaining. With a forward chaining strategy, the inference scans the module 
searching for tasks that can be fired given any initially available data. Since firing a task can 
generate fiirther data, when the conclusion of a task is a condition of another task, the forward 
chaining process is repeated until no fiirther task, such as main tasks or subtasks, can be fired. 
It is a highly procedural process and is defined by the developer as the ES is being 
constructed. 
Backward Chaining 
Backward chaining is also referred to as goal driven inference. The inference strategy 
starts from a goal (a conclusion) and works backward to prove if the goal is true or false by 
evaluating all conditions needed to satisfy the required goal. When the current task requires 
information to choose an attribute to select, the ES can move backward to a previous task or 
a side task which will produce its own outcome and then return to the current tack with an 
attribute for selection. 
The inference of commercially available rule-based systems support one or all inference 
strategies. In systems supporting both forward and baclcward chaining strategies, a certain 
degree of control over the order of inference can be exercised by the developer. This is 
achieved by the control tasks. They control the flow of inference and optionally disable 
forward firing of certain tasks. An additional feature to control inference is that of using 
•when rules'. These are rules that fire when their conditions are true regardless of the present 
position of the inference cycle. These inference control options allow the developers of an ES 
to impose a hierarchical knowledge control model on the knowledge-base. 
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System Evaluation 
System evaluation involves examining the overall performance and operation of the system 
including the knowledge-base, inference strategy, and data interfaces. A major problem 
encountered by prior ES development projects was a lack of ability to integrate with other 
commercial applications or system analyst generated routines (programs). The maturity of ES 
has come about through the integration of these systems within mainstream commercial 
programs. This integration has in turn expanded the potential ^plications for this technology. 
In addition to the conventional applications for ES in diagnostic and advisory roles, the 
inference based programming methodology is now seen as an efiBcient way of developing 
more complex classes of ES. For this study the evaluation of the expert system will be 
presented in Chapter VI. 
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CHAPTER IV DESIGN THEORY FOR COMPOSITE STRUCTURES 
Introduction 
In this chapter, depth knowledge of the theoretical governing principles applying to the 
scope of this research are discussed. Initially a literature review of composite material 
mechanics is presented. The theory of an orthotropic composite material is discussed along 
with shear deformation plate theory. After this, finite element formulation of shear 
deformation plate elements is presented. Hygrothermal behavior and failure criteria for 
composite materials are then provided. Finally optimization techniques are described for 
engineering design. 
The use of composites materials in a number of wide ranging fields has risen considerably 
over the last several decades. In addition to the most common uses in automotive and aircraft 
structures, applications have extended to medical prosthetic devices, electronics, sporting 
goods, and infi-astructure. Fiber reinforced composite materials are fabricated to have better 
engineering properties than conventional materials, such as metals, by providing outstanding 
strength, stiffiiess, low specific gravity of fibers, and added degree of flexibility by tailoring the 
material properties through a variation of the stacking sequences. 
Composite materials refer to a material that is formed by combining two or more materials 
on a macroscopic scale. For a laminate composite considered for this research, each ply of the 
laminate consists of a continuous fiber material embedded into a uniform material. For the 
application presented in this research these fibers are considered to be a nonmetallic material. 
These fibers provide excellent strength/weight properties along their axial direction. The 
uniform material, generally a resin compound, referred to as the matrix, has a much lower 
strength than the fibers. 
Most composite laminates are made of layers of orthotropic material with the material 
coordinates of each layer oriented differently with respect to the laminate coordinates. This 
requires specifying the characteristics of each constituent when describing a composite 
material. In engineering design, the parameters controlling the fiber reinforcement, 
concentration, orientation, volume ratio, and so on, are varied to tailor a specific material 
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layout for an application. It is the variation of engineering properties in direction parallel and 
transverse to the fiber direction in a composite which creates its advantage over conventional 
isotropic materials. 
The aerospace field has been a pioneer in the use of composite materials for structural 
applications [42]. The requirements of high strength-to-weight and stiffiiess-to-weight ratios 
have resulted in the increased use of composites in aircraft manufacturing. The application of 
composite materials for canard construction has proved to be of interest in recent years. The 
canard is subjected to variations of loading criteria during different maneuvers and presents a 
weight issue for designers. Traditional materials, like aluminum, require heavy structures 
which present balance and flight performance problems. The use of composite materials 
increases the design space for an engineer. Along with the shape, size, stif&iess, and strength 
of the canard, the material properties and laminate sequence are the additional variables which 
can be manipulated to arrive at the most efBcient structure. 
Background Review 
The analyses of plates and shells in the past have been based on one of the following two 
classes of theories, 
1. Three-dimensional elasticity theory 
2. Two-dimensional plate and shell theories 
In three-dimensional elasticity theory, a plate or shell is treated as an elastic continuum. 
The plate and shell theories are derived fi-om the 3-D elasticity theory by assuming and 
restricting either the displacement field or the stress field. The plate or shell stifl&iess' are 
obtained by integrating the elastic properties through the thickness. In the classical plate 
theory (CPT) it is assumed that under pure bending (the Kirchhoflf hypothesis), 
• Straight lines perpendicular to the midsurface (i.e. transverse normals) before 
deformation remain straight and perpendicular after deformation (shear neglected). 
• The straight lines do not undergo axial deformation (i.e., inextensible). 
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• The straight lines rotate such that they remain perpendicular to the midsur&ce after 
deformation. 
The first two assumptions imply that the transverse displacement is independent of the 
transverse (or thickness) coordinate and the transverse normal strain is zero. The third 
assumption results in zero transverse shear strains. Thus, in the classical plate theory all 
transverse stresses are neglected. The classical plate and shell theories are adequate for many 
engineering problems. However, plates and sheUs made of advanced fillamentary composite 
materials, whose elastic to shear modulus ratios are very large, are susceptible to thickness 
effects because their effective transverse shear moduli are significantly smaller than the 
effective elastic moduli along fiber directions. These high ratios of elastic to shear moduli 
render the classical theories inadequate for the analysis of thick or composite plates and shells. 
Refined plate and shell theories are those which account for the thickness effects. Refined 
theories are often derived fi'om the assumed expansions of the displacement field or stress 
field and the principle of virtual work. Various theories differ fi'om each other in 
incorporating various higher-order terms of the expansion, satisfying stress-fi-ee boundary 
conditions on boundary surfaces of the plate or shell, including the transverse normal stress, 
and accounting for various degrees of nonlinearities in the strain-displacement relations and 
equilibrium equations. CPT gives good results for thin plates, whereas in the case of thick 
plates, transverse shear is no longer negligible. Similarly in the case of thick laminated plates, 
the assumptions of (CLT) are not valid. 
Shear deformation theories of composite materials accommodate transverse shear effects. 
Generally these theories are derived fi'om shear deformation theories of isotropic materials. 
The Reisser-Mindlin theory [43, 44], also known as the first order shear deformation plate 
theory (FSDPT), relaxes the first Kirchoff-Love assumption, whereas the second assumption 
is kept. It assumes the in-plane displacement to vary linearly through the thickness of the 
plate and the transverse deflection to be constant through the thickness. Reissner [43] 
assumed this linear distribution to be consistent with the assumption of linear bending stress 
distribution through the thickness of the plate. Transverse shear stresses were then obtained 
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using the equilibrium conditioned. Mindlin [44] introduced a shear correction factor which 
modifies the transverse shear modulus of the plate so that the solution obtained is identical to 
the exact elasticity solution. Mindlin found this factor to be ^^2) isotropic plates. 
Introduction of the shear correction &ctor scales the shear strain energy appropriately to that 
based on exact elasticity. 
The Reisser-Mindlin theory was first extended to laminate plates by Yang, Norris and 
Stavsky [45]. They obtained the governing differential equation without considering the shear 
correction factor, and introduced the correction &ctor later. The shear deformation laminated 
plate theories model the plate as an equivalent anisotropic plate with uniform "smeared" 
anisotropic material properties. 
Techniques have been developed to overcome the deficiency of the shear-deformable plate 
theory in predicting in-plane behavior. Murakami [46], and Toledano and Murakami [47] 
developed a laminated plate theory to improve the accuracy of the in-plane response for shear 
deformable laminated composite plates. A zigzag-shaped piece-wise linear C" function was 
included to model the variation of the in-plane displacement through the thickness. It was 
shown to improve the accuracy of in-plane response sufiQciently. 
Whitney [48] assumed a parabolic transverse shear distribution through the thickness for 
strains based on the distribution field. The strain energy corresponding to the transverse shear 
stresses is thus accurately represented in the formulation, eliminating the requirement for the 
shear correction factor. Whitney [49], and Whitney and Pagano [50] studied the effect of 
shear deformation on bending and fi'ee vibration on simply supported rectangular plates using 
the first order shear deformation theory. 
Pagano [51, 52] constructed a three-dimensional elasticity solution for rectangular 
composite laminates with simply-supported boundary conditions. Ply orientation was either 
0° or 90°. No other stacking sequence was considered. Comparing with the classical 
lamination theory, Pagano found that the classical lamination theory has limitations which 
depend upon material properties, lamination geometry and span-to-depth ratio. Although 
classical lamination theory gives very poor results for low span-to-depth ratios, it converges 
to the exact solution as the ratio is increased. 
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Researchers have also looked into higher order shear deformation theories. Reddy [S3] 
introduced the third order theory based on a cubic displacement field. The displacement field 
accommodates the vanishing of transverse shear strains and stresses on the top and the bottom 
of a laminate. The theory was extended by Reddy [54] to include von Karman strains. This 
theory yields the quadratic variation of transverse shear strains within each layer and 
represents the true distribution of the strains through the thickness. Thus, it does not require 
a shear correction factor. 
With the introduction of the finite element method for shear deformable plate theories, the 
problem of "shear locking" was encountered. It was found that once a thin plate is modeled 
with shear deformable finite elements, the elements become too sti£f and do not give accurate 
results. One technique to solve this problem is reduced integration which relaxes certain 
constraints by the introduction of matrix singularity. Pugh, Hinton, and ZienkieAvicz [5S], 
conducted a series of numerical experiments using five different quadrilateral, thick plate 
elements for static and dynamic behavior of a rectangular plate. They demonstrated that the 
reduced integration technique improved the accuracy of results tremendously. They also 
found that the performance of the nine node element was near optimal. 
Averill and Reddy [S6] studied the behavior of shear deformable plate finite elements to 
determine the conditioned under which these elements become extremely stiff! They also 
analyzed five different plate elements to model thin plate behavior. They developed an 
analytical technique to derive the exact form of shear constraints. Full and selective/reduced 
integration techniques were used to calculate displacement and stresses, and were compared 
with analytical findings. They found that an eight-noded serendipity element performs very 
poorly. They also found reduced integration to be an effective technique to avoid shear 
locking phenomenon. 
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Theory of Composite Laminates 
Composite Elasticity 
A material body is said to be homogeneous if the material properties are independent of 
the position in the body, i.e. the properties are constant everywhere. An anisotropic body is 
one which has different values of a material property in different directions at a point, i.e., 
material properties are direction dependent. An isotropic body is one for which a material 
property in all directions at a point is the same. An isotropic or anisotropic body could be 
non-homogeneous. An orthotropic body is one which has three material symmetry planes in 
three mutually perpendicular directions at a point. 
Composite materials are inherently heterogeneous (i.e., not homogeneous) from 
microscopic point of view. From a macroscopic point of view, wherein the material 
properties of a composite are derived from a weighted average of the constituent materials, 
composites are assumed to be homogeneous. 
A laminate is a collection of laminae (plural) such that the material coordinates Z of all 
laminae are parallel, but the X-coordinate having various orientations (see Figure 4.1). The 
sequence of various orientations of a layer in a laminate is termed the lamination scheme or 
stacking sequence. The layers are usually bonded together with the same matrix material as 
that in a laminae. 
X I 
Figure 4.1: Laminate cross-sectional view 
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Generalized Hooke's Law 
A material body is said to be ideally elastic when the body recovers (under isothermal 
conditions) its original form completely upon removal of the forces causing deformation, and 
there is a one-to-one relationship between the state of stress and state of strain. The 
generalized Hooke's law relates the nine components of stress to the nine components of 
strain by the linear relation, 
where eu are the infinitesimal strain components, ay are the Cauchy stress components, and 
Ciju are the material parameters. A material is said to be homogeneous if the parameters Cjju 
do not vary fi-om point to point in the body. The nine components in Equation (4.1) contain 
81 parameters. However, owing to symmetry of both and eu tensors, and material 
symmetries, the material parameters reduces to 9 [57], 
The constitutive equations for a material which has three orthogonal planes of material 
property symmetry (i.e., orthotropic materials), referred to the principal (on-axis) material 
directions are 
C,. C„ C,3 0 0 0 " 
0"2 o
 
o
 
o
 
C,3 0 0 0 
o; 0 0 ^4 
0-5 sym. Cjj 0 Ss 
.0"6. .^6. 
(4.2) 
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The Cq can be expressed in terms of the engineering constants for an orthotropic material 
as 
Hi - A ^11 . *-12 - *^12 ^3 *^32  ^  ^ ^2 *^12 *^23 p ^ ^22 » ^3 ~ ^ ^33 
C r -
'"22 ~ A ^12 » ^23 ~~ ^^12 - ^ '23^^32 A A 
Cm = ^23 , Cjj = G,3 , Cgg = G,2 
C,,=-!—^£,, (O) 
where, 
A = 1 - V12V21 - V13V31 - V23V32 - V12V23V31 - V21V13V32 
For a plate of constant thickness h and made of an orthotropic material (i.e., the plate 
possesses a plane of elastic symmetry parallel to the x-y plane) the constitutive equations can 
be written as. 
0"i e„ e„ 0 fi 
> = 
e„ e„ 0 • Sl 
0"3 . 0 0 e„ Se 
\0-4 
ks, 0 Q 55 .  
1^4 
ks 
(4.4) 
where Qij are the plane-stress reduced elastic constants in the material axes of the plate and 
( Gi, 8i) are the stress and strain components referred to the material coordinate system. The 
coefficients Qij can be expressed in terms of the engineering constants as. 
^1 
l - v  V  '  ^'2 1-M2 ^21 ^ 
^^2^2 
M2V'21 I-VUKJI 
'^2.^1 ^ ^ 
' &22 
^-^12^21 (4.5) 
044 — ^^23 ' Q55 ~ -^^13 » 0fi6 ~ ^12 
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To determine the laminate constitutive equations. Equation (4.4) should be transformed to 
the plate coordinates. This results in. 
<^1 011 012 016 El 
'<^2 • — 022 026 4 62 
Pi. sym. 066. .^6. 
6m Q^s 
.0.5 055 
(4.6) 
where, 
011 = 01, cos'* 0 + 2(0,2+2Q5g)sin^0cos^0+ 022 sin''0 
012 = (Qu + 022 + ^Qee) 0cos^ 0 + 0,2 (sin'* 0 + cos'* 0) 
022 = 0iiSin''0 + 2(0,2+2Qs6)sin^0 cos^ 0 + 022 cos^0 
016 = (Si-^2-2^)sin0cos^0 + (a2 -022 +2^)sin'0 + cos0) 
026 = (fii-O2-2S6)sin^0cos0 + (Q2 -022 +2^)sin0 + cos^0) (4.7) 
Qee = (Si+022-202-2^6)sin^0008^0+^6(sin"© + cos'*0) 
0M = 0M cos^ 0 + 055 sin^ 0 
0»5 = (^5-0«4)cos0sin0 
055 = fis cos^ 0 + S4 sin^ 0 
and 0is the angle (measured counter-clockwise) between the x-y and 1-2 axes (see Figure 
4.2). 
The extensional stifBiess Aij, bending stifiQiess Aj, and bending-extensional coupling 
stiffiiess Bij of a plate can be expressed in terms of the lamina stifi&iess 0^/*^for a composite 
laminate. This results in. 
53 
-A/2 
H 
*=1 r. 
or for laminate with equal ply thickness {hi = h:2 = ... =h^), 
n/l 
I, 2 (1/2 
a, = -r 
«=l-ii/2 
h ^  "^2 
A = i" 
^ f=l-i«/2 
Figure 4.2: Global and local coordinates of a laminate 
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If the shear correction is introduced, then 
(4.10) 
11/2 ^*.1 
= k,K,K S J0'l[,-(,-!)] 
where Ki are the shear correction coefficients. 
The Shear Deformation Theory of Composite Laminates 
Strain-displacement Relationship 
The first-order theory, fi-equently referred to as the Mindlin plate theory, has received the 
most attention in the finite-element analysis of structures because it can be used to analyze 
thin as well as thick plates. 
The displacement field in the first-order theory is assumed to be of the form 
where (u, v, w) denote the displacements along the (x, y, z) directions of a point (x, y, 0) on 
the midplane, and (4)1, (j>2) are their rotations of the transverse normals about the y and x-axes, 
respectively (see Figure 4.3). Substituting Equation (4.11) into the nonlinear strain-
displacement relations referring to an orthogonal coordinate system, and retaining only those 
nonlinear terms that involve the transverse deflection (i.e., the von Karman assumption), the 
following are obtained. 
(4.11) 
8, = 8° + ZK,, 82 = 8° + ZK2 , 83 = 0 
64 = 84 , 8j — 85 , 65 = 6g + nCg (4.12) 
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where. 
o 5M a|), 
, sv atl, 
(4.13) 
^ n . ^ 
® dx dx' ® fir ^ 
where the von Karman strains are used. 
u 
A 
C 
D 
U ndeform ed 
Cross Section 
W 
-w, 
(-Zc<Pl) 
D eform ed 
Cross Section 
Figure 4.3: Geometry of deformation in the xz-piane for the first-order plate theory 
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Equations of Motion 
The equations of motion for a composite plate can be derived using either energy methods 
or Newton's laws of motion (i.e. using vector mechanics approach). Using energy methods, 
expressions for the energy of the plate are written. The energy principle require minimization 
of the total potential energy. Energy methods not only provide equations of motion, but also 
the form of boundary conditions consistent with that equation. Use of vector mechanics 
requires drawing the free body diagram, identifying all forces, and finally writing the equations 
of motion by summing all forces and moments. This approach is close to physical intuition. 
Care must be taken in defining the normal face directions for the forces acting on each of the 
incremental faces of the free body. While the forces are defined to be positive acting outward 
from the face, all moments following the right-hand rule for faces defined by a positive unit 
vector and follow a left-hand rule for all faces defined by a negative unit vector. This is done 
to provide a force balance across the incremental face of the free body. Also, the distributed 
pressures are defined as positive while acting inward towards the face. This let the pressure 
force by a positive on the right hand side of the equilibrium equations. 
Using the principle of virtual displacement, an energy principle described in many applied 
mechanics books, the following equations of motions can be obtained. Using Hamilton's 
principle with the expressions for total potential and kinetic energies, and integrating by parts 
both with respect to time, t, and spatial coordinates (x, y, z), the following is obtained, 
5m: Ar,.x + ^6.y =-^1" + A 
Qi.x + Qi.y + ^  w (4.14) 
5<t),: A/, x^-0, =/3$,+/jM 
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where Ni and Mi are the force and moment resultants, and Qi are the transverse shear forces. 
The forces and moment resultants are given by, 
h 
(M„M)=]a,(u)<lz ('=1,2,6) (4.15) 
h 
2 
The resultants due to transverse shear forces can be expressed as, 
A 
(01.^2)= J (4.16) 
_h 
2 
/i, I2, and /s are the normal, coupled normal-rotary, and rotary inertia coefiBcients, 
h 
(/, ,72,73) = \(\,z,z^)pci2 = X (4.17) 
and is the material density of the m"" layer, located between the z = Zta and z = Zm+i planes 
and q is the transverse distributed force 
The essential (i.e. geometric) and natural boundary conditions of the theory are given by: 
^ <t>„ {essential) (4.18) 
(jiatural) (4.19) 
i 
where. 
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II, = un  ^ + vrty, u„=- urty + vn  ^
<t>, = + 4>2Wy ,<!)„=- + <l>2''x 
= "x-^I + 
= (^2 - ^ x)njiy + Nj^nl - /ij) (4.20 cont) 
= «^A/, + riyMy + 2n/iyM^ 
AC = (A^2 - + ^eipl - fy) 
Qn=n^Qx +nyQx 
and nx and ny are the direction cosines of the unit normal on the boundary of the plate (see. 
Figure 4.5) 
2 
1 
Figure 4.4: Force resultants on the edges of a rectangular plate element 
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OS 
Figure 4.5: Moment resultants on the edges of a triangular plate element 
The constitutive equations give a relationship between Ni, Mi, and mid-plane strains and 
curvatures. Consider a laminate consisting of n orthotropic laminae as shown in Figure 4.6. 
The force and moment relationship (Equation 4.15) can be modified by replacing continuous 
integral with summation of integrals representing the contribution from each lamina as follows 
[58], 
% a. 
- '4 
' N ,  = J" II M 
.^6. .^^6. 
dz (4.21) 
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% 
A/j <^2 
Ms. 
zdz = " ^ IJ zdz (4.22) 
where h is the total thickness of the laminate, and /t/s are the thickness of he individual lamina. 
Lam ina 
N um ber  
M idp lane  
n-l 
Z 
Figure 4.6: Geometry of a multi-layered laminate 
The stresses in Equations (4.21) and (4.22) can be written in terms of mid-plane strains 
and curvature using Equation (4.12), and thus the resultant forces and moments can be written 
in terms of strains and curvature, as 
n 
• 
K 'Qn Qn Qi6 Qu Qn Q\6 
-
- N ,  J & Q26 • ^2 'dz + j Q2 Q22 Q26 ^2 'zdz ' (4.23) k=\ 
^-4 
.Q\6 Q26 066. k .^6. 
^-l 
.016 Q26 fis6_ k 
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n ft  'Qu Qn Q\6 8° 0.2 016 K, 
' 
/ Q22 Q26 4 'zct  + J Qn Q22 026 < ^2 dz ' (4.24) 
.K. 
^-1 
.016 Q26 066. k 
^-1 
.016 026 ^6. t .^6. 
The material stiffiiess matrix {Q\^ can be expressed in terms of Equation (4.7). 
Since mid-plane strains and curvatures are constant, these can be taken out of the 
summation. Also, the matrix Q remains constant within a lamina and hence can be taken out 
of the integral. Doing these two operations and some simplifications. Equation (4.8) and 
(4.23) yields. 
An An As A, Bn 5,6 
• — An A22 A,s 4 62 • + Bn B22 ^26 
^6. A6 ^6 k Ae ^26 ^66 
iK, (4.25) 
and. 
Bn ^6 A, A2 A6 Ki 
M2 * — Bn B22 ^26 * 62 ' + A2 ^22 A6 < <2 (4.26) 
Me. Ae B2S Bee. k -^6. .A6 ^26 ^66. k .*^6. 
where [A], [5], and [£>] are denoted as before in Equation (4.9). 
Note that if the number of plies, their orientation, and material is symmetric about the mid-
plane, elements of matrix B will be identically zero. Such laminates are termed as symmetric 
laminates. Equations (4.25) and (4.26) can be written in coupled form as. 
\ N ]  
\ M \  
A B 
B D K 
(4.27) 
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Equations of Motion 
The equations of motion can be expressed in terms of displacements (i/, v, w, and ^), 
are written as [59], 
dx ^'ar "ay atj " & " ^  " 
a A du Ae dx 
a^i/ 
- lo dt' 
. 5v 
'' ''dy 
dt^ 
. \ du 5v 
dxj & ? ^ dy - + 4 
Sr. 
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(ai>i ^ at>: 
I ^ dx ) (4.28) 
_5 
5r 
di/ 5v 5i/ 5v^ 
" ^  aT. + 5)5 - + Ag _ '® a*: ^ 
du dv (du dv^ 
d y \ _ dx^ dy^ Vdy^ dx^ 
'di' ' ei' 
o ^1 „ ^2 + B. ^1 , ^2 26 dy dx (4.29) 
_a_ 
dx 
A A A. 
d^v 
dy 
=  / — + / ^  
" dt"- ' a/' 
(4.30) 
ctc 
du ^ dv ^ 
16 
''5M 
arj 
^1 ^  ^2^ 
dy dx 
MS 
ar ^ " a*:; " dx dy 
J. 1 .« A T T 
S y  d x .  (4.31) 
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dx 
B  — + B  f — +  — 1 + D  ^  + D  ^  + D  +  ^  
dy ""Kdy 
dv ^ f du 
< dy 
1-
\ 
(4.32) 
+^5 S".)] • d^v dt 
For the case of symmetric laminates Bii = 0, the first two equations can be uncoupled fi-om 
the last three. In that case, one can solve for w, <jh, and ^ independent of u and v. When the 
symmetric laminates satisfies the special criteria of being a quasi-isotropic laminates, then Bi] *• 
0; however the inplane characteristics behave as an isotropic material [60]. 
Laminate Failure Criteria 
Off-Axis Stress Region 
For composite materials the one-constant approach for stif&iess or for strength is no 
longer adequate. Since unidirectional composites have directionally dependent strengths, six 
constants are needed for the strength of unidirectional composites. The longitudinal strength 
can be twenty times that of the transverse and shear strengths. Specific stress components 
that are responsible for the failure of composites are not obvious fi'om the loading. Probably 
all three components of stress are responsible for the failure. The effect of combined stresses 
must be systematically determined and can be regarded as a way of life for composites. 
For composite materials, we need a failure criterion for the unidirectional plies. The 
strength of a laminated composite depends on the strength of the individual plies within a 
laminate. As the load increases, successive ply failure will result. First ply failure (FPF) 
occurs, followed by other ply failures until the last ply failure which would be the ultimate 
failure of the laminate. The ply stress and ply strain calculations for symmetric and general 
laminates are intended for strength determination. 
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Quadratic Interaction Criteria 
The quadratic interaction criteria is most used approach for failure criteria on 
unidirectionai composites. It is based on the on-axis stress or strain as the basic variable with 
different tensile and compressive strengths. 
where the F's are strength parameters. Failure occurs when the limit of the equation is met. 
The quadratic &ilure criteria is simple, versatile and analytic. Established rules on 
transformation, invariance and synunetry are applicable. It includes interaction among the 
stress or strain components analogous to the vonMises criterion for isotropic materials. 
Failure criteria serve important function in the design and sizing of composite laminates. 
It provides a convenient frameworic or model for mathematical operations. The framework 
has to remain the same for different definitions for failures, such as the ultimate strength, the 
proportional limit, yielding, endurance limit, or a working stress based on design or reliability 
considerations. The criteria is not intended to explain the mechanisms of failure. Failures in 
composite materials involve many modes; viz., fiber failures, matrix failures, interfacial 
failures, delamination, and buckling. Furthermore, these various modes interact and can occur 
concurrently and sequentially. 
Quadratic Failure Criteria 
Equation (4.33) can be expanded for the case of two-dimensional stress, or ij = 1,2,6, 
(4.33) 
+ /=; a, + Fj 02 + Fj Og = 1 (4.34) 
In the natural coordinate axes the shear strength should be unaflfected by the direction or sign 
of the shear stress component. If shear stress is reversed, the strength should remain the 
same. Sign reversal for the normal stress components, say from tensile to compressive, is 
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expected to have a significant effect on the strength of the composite. Thus, all terms in 
Equation (4.33) that contain linear or first-order shear stress must be deleted fi'om the 
equation. With the removal of these terms. Equation (4.34) can be simplified as, 
+2F^^a^a^+F^al+F^al•hF^a,+K,a^ = 1 (4.35) 
Of the six material constants or strength parameters, five can be measured by performing 
simple uniaxial longitudinal tensile, compressive and shear tests. The one remaining term, F^, 
is related to the interaction between the two normal stress components. The only way that 
this coefficient can be measured is for both normal stress components to be non-zero; this 
requires a combined stress or biaxial test. This experimental task, unfortunately, is not as easy 
to perform as the simple unidirectional or shear test. 
In place of the biaxial stress test to determine the sixth strength parameter, we assume that 
the orthotropic failure criterion in Equation (4.35) is a generalization of the vonMises criterion 
with, 
/•; = - J (4J6) 
Strength Ratio 
A failure criterion such as that Equation (4.35) specifies the condition of failure. The 
strength parameters expressed in F'j are fixed for a given material. The imposed stress 
components, when substituted into the left-hand side of the failure criterion, may produce any 
positive numerical value. When this value equals unity, the failure criterion is satisfied; i.e., 
failure will occur under the given stress components. If the components have larger values, 
the left-hand side of Equation (4.35) exceeds unity. This is physically impossible. The 
material cannot sustain such stress components. 
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If the imposed stress is smaller, the left-hand side has a value less than unity. We conclude 
that fiiilure has not occurred. Thus, &ilure criterion like that in Equation (4.35) provides only 
a go/no-go criterion. 
We can increase the information given by the failure criterion if we use a different variable. 
We define this variable as the strength/stress ratio, or simply, strength ratio R, 
where stress or strain components without remarks are those applied or imposed; and 
subscript (a) or asterisk means the allowed or the ultimate stress or strain. Several features of 
this ratio should be mentioned, 
• When applied stress or strain is zero, R = c» 
• When the stress or strain is safe, R > I 
• When the allowable or ultimate stress or strain is reached, R= 1 
• R cannot be less than unity which has no physical reality 
The conventional failure criterion is a fail/no-fail criterion. Strength ratios will not only 
define the upper bound where the allowable or ultimate exist (/?=1), but will also indicate the 
quantitative measures of the safety margin. If the ratio is two, it means that the applied stress 
can be doubled before failure occurs. 
Since most composite behave in a linearly elastic fashion up to failure, the strength ratio in 
stress is equal to that in strain. Writing the failure criteria with allowable stresses. 
(4.37) 
^i(a) ^ y(a) •*" ^ ®i(<i) (4.38) 
Substituting Equation (4.33), in the above equation. 
(4.39) 
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or 
aR^ +bR-\ = 0 (4.40) 
Instead of solving for the stress or strain, we solve for the strength ration. There are two 
conjugate roots, R and Rcorresponding to the applied stress/strain vector going in opposite 
directions; i.e.. 
The analytical models for composite mechanical behavior presented up to now have been 
based on the assumption of constant environmental conditions. Composites are usually 
subjected to changing environmental conditions during fabrication as well as during usage. 
However, and it is important to include the effects of such changes in the analysis. Among the 
many environmental conditions that may influence composite mechanical behavior, changes in 
temperature and moisture content are singled out for discussion here because of the 
particularly important effects they have on matrix materials. Effects of temperature are 
usually referred to as "thermal' effects, whereas those of moisture are often referred to as 
"hygroscopic" effects. The word "Hygrothermal" has evolved as a way of describing the 
combined effects of temperature and moisture. 
There are two principal effects of changes in the Hygrothermal environment on mechanical 
behavior of polymer composites, 
1. Matrix-dominated properties such as stifBiess and strength under transverse, off-axis, 
or shear loading are altered. Increased temperature causes a gradual softening of the 
polymer matrix material up to a point. 
(4.41) 
Usually only R is needed. 
Hygrothermal Effects In Laminates 
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2. Hygrothermal expansions or contractions change the stress and strain distributions in 
the composite. Increased temperature and/or moisture content causes swelling of the 
matrix, whereas reduced temperature and/or moisture content causes contraction. 
Since the fibers are not a£fected as much by Hygrothermal conditions, the swelling or 
contraction of the matrix is resisted by the fibers and residual stresses develop in the 
composite. 
This relationship is based on the experimental observation that a temperature change in an 
unrestrained isotropic material induces an equal expansion or contraction in all directions with 
no distortion due to shear deformation. In isotropic materials the coef5cient of thermal 
expansion is always positive because an increase in temperature causes an increase in strain. 
However, some anisotropic fiber materials may have negative CTE's along the fiber axis and 
positive CTE's along the transverse direction. In general, the strain-temperature relationship 
is nonlinear, but the assumption of linearity is valid over a sufSciently narrow temperature 
range. 
Hygroscopic strains are generally nonlinear fiinctions of moisture content, but linear 
relationship is valid in the range of moisture contents is not too wide. Thus, the total 
Hygrothermal strain can be written as. 
Since fibers usually have CTE's and CHE's that are quite diflFerent fi-om those of matrix 
materials, the Hygrothermal strains in a composite lamina are different in longitudinal and 
transverse directions. Subscripts are needed for a and P, and the Hygrothermal strains 
associated with the x-y principal material axes in the specially orthotropic lamina are 
expressed as. 
(4.42) 
fori = \,2,3 
fori = 4,5,6 (4.43) 
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Note that if the material is unrestrained during the hygrothermal exposure, there are no 
stresses generated and the strains are given by, 
{e} = {a} Ar + {3} c (4.44) 
Also, there are no hygrothermal shear strains or shear stresses along the principal material 
axes. This is not true for the generally orthotropic (oflf-axis) case, however. For an arbitrary 
set of axes xy oriented at an angle 6 to the 1-2 axes, the stress-strain relationships can be 
transformed as follows. The complete stress-strain relations for the generally orthotropic 
lamina are. 
e. ctx Px 
• — * a,, '\T + ' P. 
y *y. P''y. K. 
(4.45) 
In the transformations it must be remembered that the CTE's and the CHE's transform like 
tensor strains, so that. 
a. 
a 
^2\ 
Px P." 
[TV- a. • * > p. P.' 
0 
.P- 0 
(4.46) 
Here the hygrothermal effects do induce shear strains in the ofif-axis case due to otxy and |3xy, 
the shear coefiBcients of thermal and hygroscopic expansion, respectively. It is important to 
note that if ai<0 and a2<0, then it is possible to find an angle 0 where otx = 0. Thus, we can 
design a laminate consisting of plies of such a material, so that CTE along a particular 
direction can approach zero. 
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Moisture / Thermal Relations 
The hygroscopic forces and mechanical forces can be added together to obtain the net 
deformation of the structure. The resultant laminate forces per unit length are found by 
integrating through the thickness of the laminate, 
{Af( = I {o}. dz = (a). Af - {p}. c)dz = - {Af} - {AT"} (4.47) 
where the thermal forces due to temperature changes are given by, 
{jV} = /[e]^ {a}. HTdz = (AT) (at. (r. - r,.,) (4.4«) 
and the hygroscopic forces due to moisture are given by, 
{Ar*'}=J[e],{(|.}.Cife=wt[e].{p}.(z.-z,_) (4.49) 
t=l 
Similarly, the resultant moments per unit length are, 
{M]=j{o}, zdz^jlQli- (a), Ar- {p}, c)zdz = - {a/'} - {m"} (4.50) 
where the thermal moments due to temperature changes are, 
{m^} = j[Q] {a}^ ATzdz = ~ 
^ t=i 
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and the hygroscopic moments due to moisture are given by, 
{ M " )  =  i l Q l  {P}. czdz = |i[e]. {P}. {zl - r^.,) (4.S2) 
^ t=l 
Optimization 
Gradient Optimization 
A typical optimization problem can be written as minimize F(X) objective function subject 
to, 
gj(X) ^ 0  j  =  I , . . m  i n e q u a l i t y  c o n s t r a i n t s  
hk(X) = 0 k = 1,..., 1 equality constraints 
Xl <Xi^X' i = 1,..n side constraints 
where X represents the design variables. 
In structural optimization, a physical problem is converted into a mechanical problem in 
the above form and then optimization techniques are applied to find the optimal values of the 
design variables. For solving the optimization problem, gradients of the objective fiinction 
and of the constraints are required. 
Generally the optimization procedure is performed iteratively by starting fi-om an initial set 
of design variables This set is updated using the relation, 
XP = + a'p S" 
where p is the iteration number. A'is the vector of design variables, Sp is the search direction, 
and a*p is a scalar factor which scales the amount of change in X for the p"* iteration. 
Thus the optimization procedure consists of two steps; the determination of search 
direction Sp and the interpolation of the parameter a*p which minimizes F(X) in the direction 
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of Sp. This transforms a multi-variable minimization problem into single-variable minimization 
problem, for the variable a. Since the objective function FPQ is in general a non-linear 
function, the gradients need to be re-evaluated at Xp and a new set of design variables 
obtained. This process is repeated until a converged solution is obtained. 
Unconstrained Optimization 
An optimization problem having only side constraints on the design variables is known as 
an unconstrained optimization problem. An ef5cient technique to minimize the objective 
function, is to utilize the information about the gradient of the objective function VF(X). Note 
that the negative of VFQ^) direction of the steepest descent of F(X) at Generally, this 
direction is chosen to be in the direction of search. One drawback of this technique is that it 
can be very slow in convergence. 
Constrained Optimization 
An optimization problem having constraints other than the side constraints on the design 
variables is known as a constrained optimization problem. In the type of optimization 
problem, the optimized solution must be within bounds of the imposed constraints. For these 
kind of problems, the search direction is chosen such that none of the side constraints are 
violated. This requires that the scalar product of the objective fimction gradient VF(X) and 
the search direction S should be negative. This is known as the usability requirement and may 
be written as, 
0^ VF(X)«S 
In addition to usability, search direction has to be feasible such that a finite move along the 
direction does not violate any active constraint. An active constraint is the one at whose 
boundaiy the current design exists. Thus for any active constraint gi(X), 
0 > Vgi«S 
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The direction of steepest descent in the objective function can be found along a direction 
where the values of Vgi»S are strictly unity. This direction is tangent to the constraint 
boundary. In order to make sure that the search direction remains feasible, the search 
direction can be moved away from the constraint boundary by changing the requirement to, 
0 > Vgi(X)*S + 0 
where dis a non-negative constant. 
To keep the search direction as far away as possible from the constraint boundary while 
reducing the objective function as far as possible, a problem is defined, 
maximize P 
subject to, 
O>Vgi(X).S + 0jP, 0j>O, jeU 
0 > VFi(X)*S3 
where Ia is the set of active constraints (g,{X)=0), and the search direction vector S is 
bounded. 
The quantities ^ are known as push-ofF factors. These quantities determine how far the 
design variable X moved from the constraint boundary. This particular method is know as the 
method of feasible direction. 
In this work, several design problems were investigated using the constrained optimization 
method discussed above. It demonstrated that by using composite materials some of the 
design objectives can be achieved just by changing the stacking sequence. For this purpose 
the computer code "CONMIN" [61] was used. 
Finite Element Method For Composite Laminates 
Finite Element Method Types 
In order to determine the displacements and stresses in a composite laminate of arbitrary 
geometry and boundary conditions, the partial differential equations given earlier in the 
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chapter need to be solved. Analytical solutions are available for rectangular plates with simple 
support boundary conditions at all edges or with two opposite edges having simple support 
boundaries and the remaining two edges with any arbitrary boundary conditions. 
Energy methods such as the Raleigh-Ritz or the Galerldn method can be used to determine 
approximate solutions, but these are limited to simple geometries. In this situation, the finite 
element method is one of the most effective method to seek approximate solutions to the 
governing equations. 
There are three major types of finite element methods; (i) The displacement-based finite 
element method, (ii) mixed and hybrid finite methods, and (iii) finite element methods based 
on equations of forces. The displacement-based finite element method for plates is based on 
the principle of virtual displacement. All the governing partial differential equations are 
expressed in terms of displacements. This is the most common type of finite element method 
used in engineering analysis. Very accurate displacement fields can be obtained firom this 
technique. The displacement field is used to obtain the strain field and then converted to 
stress fields. For details of the finite element method and its applications, references [57, 59, 
62, 63, 64] can be consulted. 
The Finite Element Method 
The finite element method is a powerful numerical technique for solving differential (and 
integral) problems with complicated equations over physical geometries. Analysis using the 
finite element method follows a sequence of logical steps, which can be automated on a 
computer using any progranmiing language. Thus, various problems in the same class may be 
solved by changing the input data defining the geometry, the initial or boundary conditions, 
the material properties, or the loading conditions. 
In the finite element method, the domain of interest is subdivided into a collection of 
simple non-intersecting sub-domains called finite elements. This process is called finite 
element descretation. Each element is defined by a number of nodes. The number of nodes 
within any particular element are chosen based upon the required accuracy of the solution. 
The collection of elements in called a finite element mesh. 
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The solution of the governing differential equation over each element is approximated by a 
linear combination of undetermined parameters and pre-selected interpolating or approximate 
functions. The undetermined parameters is the value of the dependent variable (unknown) at 
the nodes of the element. The solution u(x) of the governing differential equation in terms of 
its values at the nodes of the element can be written as, 
i/(x) « C/.(x) = (4.53) 
y=i 
Where Ue is the finite element interpolation of u on a typical element £2^, U\ are the 
undetermined parameters, and T^(x) are the interpolating or approximate polynomials. 
The expression for u(x) in equation (4.53) is substituted back into the governing 
differential equation. This gives a set of algebraic equations in terms of the nodal values of 
the dependent variable, which is still unknown and needs to be determined. The number of 
these equations are the same as the number of nodes in that particular element. 
Since in the beginning the domain was divided into elements, the elements must be 
assembled back together into their original position utilizing the continuity of UefxJ at element 
interfaces. This is called the assembly of elements. The process of assembly gives a very 
large number of algebraic equations in terms of nodal values of the dependent variable. The 
number of unknowns and the number of equations are equal to the total number of nodes in 
the entire domain. In general, the number of equations is very large. The solution of such a 
large number of equations can be carried out only on a digital computer. 
Weak Formulation of a Differential Equation 
The finite element method requires construction of interpolating or approximate functions 
for the governing differential equation in weak sense of the integral formulation. Writing the 
governing differential equation in the weak form also gives the natural and essential boundary 
conditions as the by-product of the procedure itself In this section, the procedure to express 
the governing differential equations in weak form is briefly discussed. 
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There are three steps in the formulation of the weak form of any particular differential 
equation. In the first step, all terms in that differential equation are put on one side of the 
equality, then the entire equation is multiplied by a weighting function and integrated over the 
domain with respect to the independent equation. In the second step, the weighted-integral 
form of the equation is integrated by parts to distribute the differentiation evenly between the 
dependent variable and the weight function. This form of the equation is called the weak 
form, because the dependent variable does not need that strict continuity requirement as it 
required before doing this particular step. In the third step, the weight function is restricted to 
satisfy the homogenous form of the specified essential boundary conditions. 
The weak form of the governing differential equation is needed for Avriting as many 
equations as there are unknown coefficients in the dependent variables of the equations. 
Reference [57] explains the procedure to write any differential equation in weak form. 
Finite Element Model of First Order Shear Deformation Theory 
This section presents the development of the finite element model for the 2D first-order 
shear deformable composite laminate plate. The finite element model not only depends on the 
theory but also on its variational formulation. The first-order shear deformation theory is 
based on the total energy principle and allows for the use of linear or higher-order Lagrange 
interpolation functions for all field variables. The static equilibrium equations of the first-order 
theory are [59], 
(4.54) 
(4.55) 
(4.56) 
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dx  ^ dy 
- Q  = 0  (4.57) 
(4.58) 
where N\ and M\ are the force and moment resultants, and Qi are the transverse shear forces. 
The forces and moment resultants are given by Equations (4.21 and 4.22). The resultants due 
to transverse shear forces can be expressed as. 
The governing differential equations are to be written in weak form for finite 
formulation over the element. The mathematics required for the transformation of the above 
expressions into their weak form is detailed in the Appendix. Here the five equations are 
shown in their weak form. 
Multiplying equation (4.54) by the weight function Su and integrating it over the 
element domain 
here it is to be noted that M and Ni are the function of the derivatives of displacements. 
Integrating the above equation by parts gives. 
h 
(4.59) 
h 
2 
(4.60) 
(4.61) 
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where (w*, Wy) are the direction cosines of the unit normal on the boundary Fe of the element 
domain Also it is noted that = (in-plane normal force). This makes the 
final weak form of equation (4.54), 
(4.62) 
The same procedure is repeated for equation (4.55), yielding. 
/.(• asv 1 dx ' Sy \ dxcfy- jdvN„cis = 0 (4.63) 
Multiplying equation (4.56) with weight function ^ and integrating over the element domain 
a. 
f 8w jq. dx dy - q l d x e f y  = 0 (4.64) 
Integrating the above equation by parts gives, 
t dxdy - /(fi w, + Q, = 0 (4.65) 
Final weak form of equation (4.56) is. 
f (dhyv dSw ^ p jq [-^01 = 0 (4.66) 
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Multiplying equation (4.57) witii weight fimction S<^ and integrating over the domain /3e, 
f  (  dM,  dM.  ^  
Integrating by parts and making use of the relation between A/a, and Mi and Me on the 
boundary. 
(4.68) 
Repeating the procedure for writing the weak form of equation (4.57), for equation (4.58) 
gives. 
(4.69) 
Finite Element Formulation 
For finite element modeling, the displacement and rotations (m, v, w, ^) and weight 
functions (<5w, Sv, dv, S<^, are approximated as, 
u = v,, 5i/ = 
/=i 
= 5v = 
y=i 
w = sw = 
v, 
(4.70) 
>=i 
<l>i = 5<J), = Ml, 
/=i 
n 
'l>2 = z<i>2v,. 64>2 = v|/, 
7=1 
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where are the Lagrange family of interpolation functions. 
These interpolation functions are flmctions of x and y. These &q)ressions for nodal values 
are substituted in the weak form of the differential equations, and after performing some 
algebra (which is detailed in the Appendix), one can come up with the final finite element form 
of the governing equation as 
Z =0  i = k = 1 ,2 , . . . , 5  (4 .71 )  
/=l 7=1 
where are the nodal values of displacements (t/j, Vj, and vi'j) and rotations (^ and ^). 
The terms K" and are given by the following expressions, 
= 
= 0  
-  ^ Ji 
p, 
= K f  = 0  
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P. 
- ^ji 
q. 
- ir" 
- ^ ji 
q. 
^43 
- '^ ii 
f d\Vj 5v/, 1 
jc,» = 
a. 
q. 
rrSA 
/{(I")  ^^  ^&)  ^^ v)" "'1'^ '^  
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f;' = /jv.v.a 
r. 
r. 
= jq\[/,dxcfy + jN„\\f,ds 
o. r. 
/r = jw.v,<fc 
q. 
/•' = fM„w,ds 
a. 
Appendix A gives the algebraic details of obtaining the equations shown above. 
Finite Element Processing 
Choice of Isoparametric Element 
The basic idea underlying the isoparametric elements is to use the same interpolation 
functions to define the element shape or geometry as well as the field variable within the 
element. To derive the isoparametric element equations, we first introduce a local or natural 
coordinate system for each element shape. Then the interpolation or shape functions will have 
to be expressed in terms of the natural coordinates. 
The isoparametric formulation makes it possible to generate elements that are non-
rectangular and have curved sides. These shapes have obvious use in grading a mesh fi-om 
coarse to fine, in modeling arbitrary shapes, and in modeling curved boundaries. The 
isoparametric family includes elements for plane, solid, plate, and shell problems. 
Shape functions of a quadratic element can be generated systematically, or by inspection 
and trials. The interpolation function can be defined and all the integration can be done in a 
natural coordinate system. The elements are then mapped back to the global coordinate 
system to formulate the global stifBiess matrix. The interpolation function depends upon the 
type of element chosen. Hence, the size of the element stififiiess matrix also depends upon the 
element choice. 
For this study two types of rectangular elements were chosen, four-node linear and nine-
node quadratic. Figure 4.7 shows these elements. 
(a) Four-node element (b) Nine-node element 
Figure 4.7: Isoparametric elements used for this study 
Addition of an internal node (node 9) at ^rpO in Figure 4.7 makes the element a 
"Lagrange" quadratic element. The name "Lagrange" is used because the element shape 
functions can be obtained by taking products of one dimensional Lagrange interpolates. 
Computed results are usually most accurate if node 9 is assigned the location given by #=77=0. 
Thus, the geometry of the Lagrange element is completely defined by coordinates of the eight 
boundary nodes. 
The shape fiinction associated with node 9 of the quadratic Lagrange element is called a 
"bubble fiinction" because it resembles a bubble blown over a quadrilateral opening in a plate. 
The first eight shape functions of the Lagrange quadratic element can be obtained by 
modifying the Ni so that each is zero at #=7pO. The resulting shape functions used for this 
research are shown in Table 4.1 and explained as foUows. 
With all nine-nodes included, all Nt of Table 4.1 are used. If nodes 5 through 9 are 
omitted, the element becomes bilinear and the M reduce to those of the four-node element. If 
nodes 6 through 9 are omitted, the element has three linear sides and one quadratic side, and 
Ns and N4 became bilinear shape functions. A five-node element is a "transition" element that 
can be connected to both bilinear and biquadratic elements without incompatibility. 
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Table 4.1: Shape functions for a 2-D quadrilateral element with four to nine nodes 
i = 5 i = 6 i = 7 i = 8 i = 9 
N, - •/. (!.« (1-.1) -'/2 Ns -'/2Ng -Vi N9 
N2 = '/.(l+5)(l-tl) -'/2N5 -'/2N6 -'/4 Ng 
N3 = '/.(l+5)(l+n) -'/jNfi -'/2N7 -•/4 N9 
N4 = '/.(K)0+t|) -'/2 Nt -'/2N8 -'/4 N9 
N, = V4(K^(l-t,) -'/2 N9 
N. = '/4(1.5)(l-ti^ -V2 N9 
N, = 14(K^(l-t,) -'/2 N9 
N, = '/2(K)(i-n^ -V2 N9 
N,= (K^(lV) 
Exainple(include Ni only if / is in the element); 
Nl = '/4(KX1-T1)-'/2N5-'/2N8-'/4N9. 
(KXi-n) - •/. (K'Xi-n) - ^  (HXi-n') +'/- (K") (iV). 
Remarks about isoparametric elements 
All isoparametric elements lose accuracy when distorted from a recta^g^lar shape. 
However, the nine-node element is much less sensitive to non-rectangularity, to curvature of 
sides, and to placing side nodes away from midsides. Indeed, it has been found that a non-
rectangular nine-node element can still represent a state of pure bending, provided that sides 
are straight and side nodes are at midsides. The eight-node element does not have this 
capability. Hence, this was a deciding factor in using the nine node element for this study and 
not eight-node quadratic elements. 
Guass-Quadrature Integration Process 
In the present study, rectangular elements with four and nine nodes are employed with the 
same interpolation for all the variables. The resulting elements stifi&iess matrices are 20 x 20 
for the four-node element and 45 x 45 for the nine-node element. Since the element is based 
on a shear deformation theory, reduced integration is used to evaluate the stifBiess coefiBcients 
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associated with the energy caused by transverse shear (i.e., coefBcients in [K\ containing 
A4S, and Ass terms). For instance, when the four-node rectangular element is used, the 1 x 1 
G a u s s  r u l e  i s  u s e d  t o  e v a l u a t e  X i j  c o r r e s p o n d i n g  t o  t h e  t r a n s v e r s e  s h e a r  s t r a i n s ,  a n d  t h e  2 x 2  
Gauss rule is used to evaluate Ajj associated with the extentional and bending strains. For the 
quadratic nine-node element, the 2 x 2 Gauss rule is used to integrate the shear energy terms, 
and the 3 X 3 Gauss rule for the remaining terms. 
Calculations of Stresses and Strains 
Once the nodal values of displacement have been obtained by solving the assembled 
equations of a problem, the strains are evaluated in each element by differentiating the 
displacement. Equation (4.71). In the displacement-based finite element model, the continuity 
of displacement is ensured at the boundaries of the elements, but not of the strains. Strains 
are continuous within an element. The strains, and hence stresses may jump across element 
boundary. This is one shortcoming of the displacement-based finite element method, resulting 
in a less accurate solution of the problem for stresses. 
Strains and stresses can be computed anywhere in the element including nodes. According 
to Rao [68], these quantities are most accurate if computed at (p-I) x (p-I) Gauss points, 
where P is Gauss-Quadrature rule used to evaluate the elements of stiffiiess matrix. Although 
the stress can be computed in the local (material - x, y, z ) coordinate system, the failure 
criteria used for this study requires that the stresses remain in the global (x, y, z) coordinate 
system. After the strain values at the integration points are calculated, the stresses can be 
calculated for each ply in the material coordinate system, at the Gauss point, using the 
following relation for each ply. 
a. QI2 Q\6 e, 
' = Q22 Qi6 < 62 
sym. 
.^6. 
Q44 Q45 
as Qss. (4.73) 
86 
Research Implementation 
Based on the discussion presented above, a F90 computer program was written that was 
used to calculate deformations, strain, stresses, and failure strength of a plate structure made 
from a composite laminate material. The program used four-node linear elements or nine-
node quadratic elements depending in the user input. 
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CHAPTER V KNOWLEDGE-BASE DEVELOPMENT 
Introduction 
A common technique used by aircraft designers to develop an overall best solution to a 
proposed design problem is to size an aircraft according to mission requirements and then 
subdivide the different analysis tasks relating to the individual components of the aircraft. 
This allows a detailed ecamination a component using the parameters defined by the global 
sizing process. A global solution satisfying all performance requirements of the aircraft 
mission statement is generated by a sizing code. This solution then defines the physical 
envelope parameters governing the detailed analysis and optimization of the specific aircraft 
components. The constraints defined by the sizing code are then sent to many separate 
analysis programs which perform a depth analysis of subsection and determine if a best 
solution exists for the parameters defined by the global sizing process. The exchange of 
information between the global and detailed analysis is performed in an iterative manner, 
where the information from each depth analysis is returned to the global program to check for 
conflicts and to drive toward a final solution. 
The iterative nature of this process is shown in Figure S.l. In terms of the application 
used as a proof of concept for this study the physical envelope constraints defined by a sizing 
code are imported to a depth knowledge application which analysis to behavior of a composite 
canard for each design iteration resulting from the different choices of laminate ply orientation 
and thickness. The typical constraints defined by the sizing that govern the physical envelope 
of the canard are shown in Figure S.2. If a best solution can be found for the design region 
defined by these constraints, it is returned to the global code. If a solution does not exist, this 
information is relayed and the sizing code begins another sizing iteration. 
This procedure of global sizing and subdividing depth analysis tends itself well to the 
knowledge clustering technique which groups like attributes to focus on centralizing the 
knowledge relevant to an individual tasks. As a pseudo AX application, engineering design 
also concentrates its focus on detailed areas. By subdividing the overall knowledge required 
to design a component each task representing common attributes can be structured in a 
88 
module of depth knowledge. These module of knowledge allow a knowledge-bases 
representing a nuyor task to portray the decision tree structure shown in Figure 3.1. The 
design process itself is not simplified by this modular format, the benefit is that if any change 
in the application occurs the flexibility exists to substituted different fields and categories of 
depth knowledge into the ES while still retaining the engineering design methodology and 
procedural operations. 
Define Mssion Profile 
Calculate Aircraft 
Performance 
Size Component Parameters 
Define Initial Component 
Geometry 
Match Depth Analysis 
With Sizing Envdope 
Continue With 
Deagn Sensitivity 
Detail Depth Analysis of 
CcMnponents 
Modify Component Sizing 
Figure 5.1: Iterative design process for global sizing 
Expert System Development Justification 
In the case of aircraft design, because the knowledge contained in the analysis of an 
aircraft subsection is dependent on experience and technical proficiency this then serves as an 
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ideal choice for implementation on a knowledge-based system to better transfer the 
knowledge of the highly skilled and proficient experts in specialized fields to novice designers. 
Justification for developing an ES for specific domain analysis and optimization is that aircraft 
design requires a high level of application depth knowledge to obtain a best solution due to 
the sensitive nature of safety constraints inherent to the field. The intent of implementing an 
ES is to add a higher level of confidence and accuracy to the work of a less-experienced 
engineer while still producing the needed solution within a cost-effective design schedule. 
This study examines the application of a modular knowledge-base ES methodology to one 
area of aircraft design process, structural analysis, and groups the required factual information 
to produces an analysis procedure that uses modem engineering design methodology. 
Sweq) at 
Quarter Chord 
Chord at Root 
Reference Half-Canard View 
Chord at Tip 
• - • Aircraft Centerline 
Figure 5.2: Sizing constraints for canard analysis 
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Canard Design and Analysis 
As discussed in Chapter m, the first step ES development is to define the problem and 
identify any possible areas to cluster knowledge for further subdivision of the domain. This 
subdivision process also provides the opportunity to match the controlling task of each cluster 
to an existing ES format. By matching a system type the knowledge representation techniques 
of that system can be immediately used to define the decision tree construction. The main 
tasks required of an analysis and optimization system for canard design are shown in Figure 
5.3. 
i 
FE Mcxld Coistruction 
FE Solution Generation 
Solution Assessment 
Optimization 
FE Model Postprocessing 
Material Selection 
Configuration 
Design Parameters 
FE Model Preprocessing 
Analysis Code Devdopment 
Figure 5.3: Main tasks for canard analysis and optimization design process 
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To manage the knowledge relating to this problem, the tasks of Figure 5.3 are grouped 
into four primary knowledge-bases. These knowledge-bases are indicated in Figure S.3 by the 
dashed boxes enclosing the different tasks. While there are arguably different possibilities to 
the groups defined here, these will provide for sufiBcient demonstration to develop a modular 
knowledge-base. The area of similar knowledge are: i) the initial definition of all design and 
optimization parameters, ii) outlining of a standard procedure to program a finite element 
code for either serial or parallel processing, iii) finite element model construction, iv) and 
assessment of the analysis solution in terms of detailed accuracy and fiirther requirements 
determine a best solution. The controlling tasks defining each knowledge-base and the 
knowledge contained within is detailed in Table 5.1. 
Table 5.1: Knowledge-base controlling tasks 
Knowledge-base Function requirements of controlling task 
I) Initial geometry 
configuration and 
design parameters 
Requires surface knowledge of the design process, such as design loop 
contraints, and depth knowledge specific to the application, composite 
structure design and material selection. 
2) FEA processor 
development 
Requires surface knowledge of standard Finite element methodology and 
application specific development of composite material analysis and use 
of first order shear deformable plate theory. 
3) FE model 
construction 
Requires surface knowlede of general construction rules for FE modeling and 
depth knowledge of element selection and assimiption criteria related to 
composite material anlaysis. 
4) Solution assessment 
and design optimization 
Requires surface knowledge of FEA solution assessment and corrective 
procedures for modeling refinement Depth knowledge is requirement for 
convertion of element type and optimim point is anlysis process. 
Design control is governed by parameters initially defined in first knowledge 
base. Case knowledge is needed for feasible solution search for design 
iterations. 
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As stated earlier, the problem modeling stage of ES development helps to not only identify 
a type of system related to the knowledge-base being formed, also how the structure of the 
KBS can be constructed. The remaining sections of this chapter detail the development of 
each modular knowledge-base representing the four controlling tasks described above. The 
requirements and justification of developing a knowledge-base are given in the beginning of 
each section. The requirements of the knowledge-base are matched with the ES categories to 
narrow a type of knowledge representation to induce the decision tree with. This is followed 
by a detailing of the decision tree structure for each module in terms of the subtasks and 
attributes. The final decision trees used by ExpertRule for all knowledge-bases are shown in 
Appendix B. 
Before continuing Avith the development of the individual knowledge-bases it is beneficial 
to note that as the problem modeling stage presents the fi^mework for the ES, the knowledge 
representation stage develops the decision trees for the knowledge-base in accordance to the 
application and the knowledge acquisition stage implements the knowledge into the decision 
trees. The inference of knowledge is contained in two area; the structure of the modules and 
the engineering design process. While the remaining sections of this chapter present steps 1-3 
of the ES system development methodology, step 4 is embedded into the system itself The 
manner of implementing modules into the design process defines the inference for the system. 
The remaining step, system evaluation, is given in Chapter VI. 
Initial Configuration Knowledge-Base 
In Figure S.3, the main tasks representing the knowledge-base detailed in this section 
control the interface between the surface knowledge defining the global design loop and the 
attributes of the application depth knowledge governing the optimization process. They form 
a procedural process governed by the engineering design methodology. The controlling tasks 
and main tasks of this knowledge-base are shown in Figure S.4. 
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Initial Design Process Configuration 
(controlling task) 
main Usk 
transfer variables 
related to optimization transfer operating conditions 
main usk 
transfer material properties 
Design Parameter 
Declarations 
Component Selection 
and Sizing 
Material Selection 
Figure 5.4: Initial configuration and design control knowledge-base 
This knowledge-base is divided into three modules which control knowledge relating to; i) 
definition of the component design parameters, ii) material selection for an given operating 
condition, and iii) organization of the design constraints for optimization. A more detailed 
descriptions of each main task is given in Table 5.2 
Justification for development of this knowledge base comes fi'om the streamlining of 
information recall to the designer in terms of the configuration process and case history. The 
following list details several areas where design cycle time and costs can be reduced with the 
implementation of this knowledge-base. 
• Modular input of design information, can be changed for different applications 
• Review information from similar design cases 
• Provides efiBcient process for designer ensure that all criteria has been satisfied 
• Save time from reviewing material capabilities and performing a trade-oflT study 
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Table 5.2: Module main tasks 
Module Description of main task 
1) Component 
design 
parameters 
Define numerical attributes of the components physical 
characteristics. This information will be used to define 
several of the optimization parameters and will be transferred 
throughout the different knowledge bases. 
2) Material 
selection 
Selection of material appropriate for the design requirements 
and known operating conditions. With known operating 
criteria the material selection can be made in a procedural 
manner. Without known operating criteria previous case 
history can be referenced to provide initial design selections. 
3) Optimization 
contraints 
Define remaining design control variables. This procedural 
process defines all known design constraints and design 
parameters. The validity of the users process can be checked 
to ensure a stable system has been denned. 
In general, knowledge-base can be categorized as a combination of selection system and a 
categorical assessment. The module defining the component design parameters is a selection 
process based on a given canard configuration. The material selection module uses a 
categorical assessment process to choice an initial material based on the weight of different 
categories of operating environment. Organization of the optimization constraints is selective 
in nature and defines the variables according to different requirements defined by the design 
process. 
Decision Tree Structure 
With the main tasks of the knowledge-base defined, the identification of all attributes and 
subtasks relating to each main task must still be completed. This following section details the 
fi'amework subtasks and attributes for each module. The knowledge representation method 
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from Chapter 3 used to formulate each decision tree is presented along with a view of the 
resulting tree. 
Component Parameter Selection 
The information flow for this module will be defined by forward chaining. Generally after 
the sizing code has defined the physical envelope of all components the first selection of a 
depth analysis program will be to choose the component investigate as shown in Figure 5 .5. 
For this application the selection of a canard is made over other items such as a wing, flap, or 
elevator. An actual design system will have far more selection to choose firom. From this 
point the user select selects a subtask which defines any characteristic of the component not 
yet controlled by the global code. As shown in Figure 5.5, the user can choose a rectangular 
or elliptical shaped canard. From this choice the user must now give value to the numerical 
attribute which define the equality constraints of the design. These attribute will later be used 
to define the optimization constraints. 
For design cases which pose an ill-defined set of configuration parameters fi'om the global 
sizing code, the user is offered the option to use information from any of the example sets. 
The designer can review these cases and determine this any information aids in establishing the 
initial configuration better. This selection is defined as an auxiliary main task due to the 
substitution of the forward chaining process with a database search. The decision tree 
developed from ExpertRule is shown in Appendix B as Figure B. 1. 
Material Selection 
The choice of material type makes up the next module. The knowledge used for this main 
task is best represented by a category assessment process and is further divided into two 
similar processes, as shown in Figure 5.6. Because the final material choice is depended on 
the varying characteristics of the proposed operating environment; moisture exposure, 
loading, manufacturing, inspection, etc., the different outcomes of the decision tree are 
grouped to form truth table representations of the main task. The truth table representing the 
first part of the module is given in Table 5.3. The outcomes of the truth table are set to 
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provide a streamlined selection process which steps the designer through the table options as 
an outcome for that individual truth table is being generated. 
The truth table in Table S.3 represents one of two truth tables required to choose a 
material. A group of candidate materials is first selected by matching a severity rating for the 
three environment attributes as defined by the information transferred fi-om the sizing code. 
For this application three material groups, each containing three similar materials are available 
to choose fi"om. Because of the number of similarities between different composite materials, 
there is an overlap of the materials between the groups, resulting in a total of seven different 
material. After the first section of the knowledge module selects the material group based on 
a set of general criteria, the second section selects the material based on depth operating 
criteria. 
Component Selection 
Sweep Angle 
at Quarter Chon 
Attribute 
Elliptical 
Canard 
main task 
Chord at Tip 
Attribute 
Rectangular 
subtask 
Chord at Root 
Attribute 
Case Hstory 
Elevator Flap Wing 
Leading Edge 
Angle 
Attribute 
Figure 5.5: Information flow for component configuration module 
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Material Selection 
First truth table catagories 
Second truth table catagories 
Case ffistoiy 
Manufacturing Cost / Weight 
Process Ratio 
Attribute Attribute 
Practical 
Inspection Methods 
Attribute 
Environmental 
Hazards 
Attribute 
Loading 
ConditicHis 
Attribute 
Final material selection 
Figure 5.6: Information flow for material selection module 
The truth tables representing the second category of attributes is shown in Appendix B as 
Figure B.3. As with the previous module the designer has the option of reviewing case 
examples related to the current application before making a final decision on material choice. 
Combined together these truth tables were used to induce decision trees which form the 
attributes and subtasks of this module. The decision trees constructed in ExpertRule for this 
module are shown in Appendbc B as Figures B.2 and B.4. 
Optimization Constraints 
This module of the knowledge-base is developed using the direct editing method with 
reference to constrained optimization procedures. The process of organizing constraints and 
defining design variable iteration ranges is very procedural in nature and requires only a 
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subtask to subtask forward chaining information flow. The numerical attributes of this 
module do vary in value between iterations calls from the sizing function and may vary within 
the operation of this application. If case history is used by the designer at any time during the 
optimization process that option is available to change any attribute of this knowledge-base. 
The subtasks and attributes which form this main task are shown in Table 5.3. The decision 
tree constructed in ExpertRule are shown in Appendix B as Figure B.5. 
Table 5.3: Material selection truth table 
Inspection Attribute (izardls Attribute LaacSng Attribute CUtcome 
Bdowavera^ Chemcal, linplaneLoadbg Ckcii|} 1 
Bdovavcrqgp, Oionail, Bentfiqg/Mxnecls, Qoup I 
Bdcwravcrqgp, Qimical, GanixnsdGn loadmg Qxxf)2 
Bdowavo^ N/fcisbre/HieraBl, TrybnftT rating Gkoif)l 
Below averqgp, Mxstue/HianBl, Boocfing/NfiiEds, Groipl 
Bdowaverqgp, Nixstiie/llEmxI, Gooimatiai loadmg Goup3 
Bdowaiaiqgp, Milt^expcsue, TtybnaTnaHmg^ Qxx|}2 
Bdowaverqgp, MihiiieexpaGiie, Benfing/NiiiEiis, Gkaf)2 
Bdow»«ragp, Mihiplee^XEiie, Gciiisnatica loadmg Gkaf)3 
Average; Chenical, TnpbneTnarii^ Qopl 
Avaagp, Oraical, Bencfing/MiiErts; Ckopl 
A\aa^  Oieincal, Goniindiai loacipg Qtcupl 
Mistue/lhemBl, InpiaDB Lisacing Qoup2 
A\erqge, Bencfiqg/Mii£ds, Qcii|)3 
Average; Msstue/HiemBi, Gcnlinatica loaJng Gtoup3 
Averagp, Niittqieoqxsue, bfianeLcacing Qa|)3 
Average; Mitd^eqxsiie, Boidipg/Mxnails, Qoi|}2 
Average, Miit^oqxsue, CoDDfainaticn loacipg Gta|}3 
Above aio^gp. Qiomical, TiUjaneTfWfing^ Qa|)2 
Above acragp. Beafing/MnEtis, Qoi|)3 
Above a^cragP. Qioricai, PfrnKnarifgi IfMring^ GKX{}2 
Above average, Nixstune/HcoiBi, bplancLoadng Gpoup3 
Afacveaveragp, Misbie/HiemBi, Bencfiog/MxiEtts, Qaf>2 
Abmeacragp, Mistiie/'nEmsi, rrrrfmatim Inartr^ GRX|>2 
Above avaagP, Miti^o^xEue, TnphnfiTfiHring^ Qoif)3 
AbcAeaveragp, MitipfeeqxHic, Bencfiqg/MxiEtis, Qa|73 
Above average. Miti^efxsue, rmfinarinn IrwHmg^ Qa4i3 
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Table 5.4: Subtasks and attributes for optimization constraint module 
Subtask Attributes 
Objective function Cost 
Weight 
Design variables Number of plies in laminate 
Laminate thickness 
Equality contraints Leading edge sweep angle 
Quarter chord sweep angle 
Chord length at root 
Chord length at tip 
Span length 
Thermal / Moisture conditions 
Inequality constraints Bending displacement 
Torsional displacement 
Interface stress 
Additional case 
history 
Previous case information 
This module completes the knowledge-base covering the initial configuration process. 
The development intent was to divide the controlling task of defining the initial operating 
parameters for the design process into a set of modules which could be modified or replaced if 
the application changed in way. For example, if the material property groups change fi^om one 
application to another, then the only required modification for the knowledge-base is to 
change the module attributes related to the material selection. The process of defining the 
initial sizing parameters or the optimization variable is unaffected. This adds a great deal of 
flexibility to the expert system. The next knowledge-base development presented relates to 
the controlling task of programming a serial finite element code with internal structuring 
designed to streamline the conversion process to a parallel distribution network. 
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Finite Element Method Programming Knowledge-Base 
The information contained in this knowledge-base contributes to the programmers ability 
to write an FEA program with a standard format serial which can be easily converted into a 
parallel program. Because finite element analysis is an important tool in today's design 
process, the inclusion of this knowledge identifies the need for a concurrent engineering 
process incorporating both design and analysis. Parallel processing provides an opportunity to 
utilize advanced technology into the expert system. But for flexibility in use, the code need to 
be written in either a serial and 
The benefit of developing a this knowledge-base is that design process can be streamlined 
by writing a code which requires a minimal effort to convert fi'om serial to parallel processing. 
The reduction of coding time and the insurance of robustness of the code creates a beneficial 
payoflF. The manpower required to convert a serial code to operate over a distributed network 
can be substantial and very costly. The goal of a knowledge-base is to provide a beneficial 
payback in reduced conversion time and ultimately reduce the design cycle. 
This knowledge-base is best associated with an advisory expert system. The process of 
programming a finite element code is very procedural and this knowledge-base acts to advise 
the programming of format consideration and arrangements which should be made to 
standardize the serial program in a manner to ensure easy of conversion to a parallel program. 
The knowledge-base is developed in a modular format as the all others for this expert system, 
however, the information flow can be presented as a table of the information presented to the 
programmer and the choices made available. As common characteristic of an advisory system 
is that at some of the information modules do not provide that user with a choice or selection 
to make, but rather directly addresses concerns of the current task which the user should be 
aware of. This modules of this knowledge-base are structured to operate in both manners. 
The knowledge-base guides the programmer through the stages of finite element code 
development and provides the programmer with information concerning the current task and 
how these decision will effect the downstream operations. All information flow is structured 
as a continuous forward chaining of the tasks. 
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Finite Element Method Process 
The finite element method formulation can be stated as a general problem (either physical 
or purely mathematical), when formulated according to the variational approach. Where the 
systematic procedure of the solution process follows several logical steps which can be 
standardized. The finite element method flows an orderly step-by-step process which is 
presented in Table 5.5. This process is used to construct the order of the main tasks for this 
section. 
The natural flow of the finite element method allows for the standardization of the step 
involving the descretization of the domain, and solution process, steps 3 and 6. However, 
typically the governing equations and element formulations are dependent on the specific 
application. Therefore, the decision tree structure wiU depend on separating the application 
specific portions from the standard programming portions. 
Decision Tree Structure 
Because this process is defined in such a straight forward procedural manner the advisory 
and attribute information can be presented in tabular form. Table 5.6 presents all major 
subtasks used to define the information transfer methodology used to structure a serial 
program which requires a minimal amount of effort to convert to a parallel program. The 
sections of the knowledge-base which depict the application specific portion of the project are 
not covered directly in this section because the nature of the knowledge-base is to depict the 
need in programming to identify the portion of the program that can be standardized between 
finite element programs. A decision tree used for this knowledge-base is shown in Appendix 
B as Figure B.5. Additional comments for selected topics of the advisory system are given in 
Appendix B. 
Finite Element Model Construction Knowledge-Base 
The controlling task dictating analytical model development will tend itself to group 
information applicable to the proper construction of a finite element model. Modeling is the 
user defined portion of the design process where the physical system being analyzed is 
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Table 5.5: Finite element method process 
Main task Function 
1. Descretization of 
domain 
The solution domain is divided into smaller, simpler 
subdivisions called finite elements. This process of 
descrtization of the domain is dependent on the differential 
equation being solved. The number, type, size and 
arrangement of elements is dependent on parameters such 
as the dimensionality of the problem the solution domain 
space, governing equations, etc. 
2. Selection of proper 
interpolation or field 
variable model 
Because the field variable solution or a complex domain 
cannot be predicted exactly, a suitable solution is assumed. 
The variational statement of the problem is used to obtain 
an algebraic representation of the parameters of 
approximation. 
3. Derivation of element 
characteristic matrices and 
load vectors 
Using the assumed field variable model, the characteristic 
equation [Ke] and the load vector {Fe}, of each element 
"e" are derived by using either equilibrium conditions or a 
suitable variational principle. 
4. Assemblage of element 
equations to obtain the 
overall equilibrium 
equations 
This step requires weak formulation of the governing 
differential equations over the sub-domain elements and 
assemblage into the overall equilibrium equations. For 
static structural problems this will take the form [Kg]{<I>} = 
{Fg}, where [K] is the assembled characteristic matrix, O 
is the vector of nodal field variables, and F is the vector of 
nodal forces. 
5. Imposition of the 
boundary conditions 
Modify equilibrium equations by imposing both on primary 
and secondary variables of the assembled equations. 
6. Solution of unknown 
nodal field variables and 
additional quantities 
For linear problems, the vector O can be solved easily. 
But for nonlinear problems, the solution has to be obtained 
in a sequence of steps, each step involving the modification 
of the characteristic matrix and/or the load vector. 
discretized in terms of the assumption the designer will accept in the mathematical 
representation of the system. Not only does the mathematics of the technique used to 
simulate the characteristics of a system have inherent assumptions to it, but the designer 
introduces further assumptions into the analysis process by discretizing the system with finite 
elements which approximate the system 
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Table 5.6: Advisory process for finite element processing decision tree structure 
Main task Attributes or advisory comments 
Identifying network type 
The information transfer across the 
network is dependent on several factors. 
Identifying the type of network allows the 
programmer to structure the information, 
transfer call statements and streamline the 
programming. 
• Parallel - ftiU parallel processing 
techniques can be implemented 
Construct connectivity matrix 
It relates the position of a local element 
dof To its position in the global stiffness 
matrix. 
• Kg stored in global direction reference 
-set compliance = I 
Subdivide finite element domain for 
allocation to separate processors 
• Divide according to physical shape 
• Divide according to connectivity matrix 
Categorizing sectional variable operation 
These divisions are made to identify 
where the variables are used throughout 
the program and include the application 
specific and general finite element 
variables. 
• Variables that are defined, assigned, and 
used only in the serial section. 
• Variables that are defined, assigned, and 
used only in the parallel section. 
• Variables that are assigned in the serial 
section, reassigned in the parallel 
sectionk, and transferred back to the 
serial section. 
• Variables that are defined, assigned in 
the serial section and referenced in 
several parallel sections. 
• Variables that are used exclusively 
within a subroutine, ex: loop inde.xes or 
dumb variables, then allocated inside 
that routine. 
Choose variable to parallel over The module will recommend the variable to 
index over at different stages of the 
program development. This is intended to 
provide uniformity. 
Structure array indexing hierarchy • Index for distributed loop 
• Reference to a material or mesh 
property 
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Table 5.6 (continued) 
Select variable transfer method 
This subtask guides the programmer to 
develop efficient code by demonstrating 
the advantages and disadvantages to the 
different methods. 
• Use one generic module file and 
subdivide for use on parallel machines. 
• Use an argument list to transfer 
variables 
Material variable definition 
The methods available to assign 
material properties is limited if a parallel 
network is used 
• If material properties are not element 
dependent then solve on first machine 
and send to other machines 
• If properties are element dependent, 
then subdivide & send to individual 
processors 
Shape function selection 
This subtask is also application 
dependent and must be considered for 
future improvement to the coding 
• Move outside of loop & index for 
[element type (4 or 9) node, node 
number] 
Ke general formulation 
These are general subtasks associated 
to the finite element process and generally 
not application dependent. They are 
advisory statements and not selections. 
The attributes for this subtask are listed in 
the additional comments of this section 
Kg submatrix formulation 
The Kg matrix storage scheme for the 
individual processors is dependent on the 
previous selection of the network type. 
• Store by rows - if stored in row form, 
transfer down. 
• Store by quadrants - if stored in 
quadrants, transfer down & to right. 
Global force vector 
Separate methods of formulating the 
global force vector and available, 
depending on the information to be stored. 
• Concentrated loads 
• Distributed loads 
Incorporating boundary conditions 
Implementation of fixed displacement 
restraints are dependent on the solver. 
• Iterative solver - store on each 
processor 
• Serial solver - modify global stiffness 
matrix. 
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Table 5.6 (continued) 
Solver 
This will determine where the loops of 
the serial code are split into parallel code. 
• Parallel network - iterative solver 
• Master / Slave - full, banded, sparse 
Informative update All information must be transferred to each 
processor for update to determine the 
secondary variables. 
Secondary variable calculations 
This subtask is very computationally 
intensive, if any task can be parallel it is 
beneficial to do so. 
• If variables have been updated on the 
different machines, then begin 
processing. 
• Solve sets of elements on individual 
processors. 
This knowledge-base is developed to provide the designer with guidelines to 
approximating a system and not inducing an unrealistic level of over-approximation to the 
analysis process. The information related to this section of the design process is divided into 
surface knowledge which is general to finite element modeling of all systems and depth 
knowledge that is application specific to the test case for this project of composite structure 
design. The intent os this knowledge-base is to provide rules and guidance to the designer to 
reduce the possibility of inducing error into the analytical process. 
Errors in model development have a profound effect on the design outcome of a system 
and are typically not identified until a number of design iterations have been concluded. This 
problem is costly in terms of wasted man hours and time delays in product development. A 
modeling knowledge-base provides the benefit of ensuring that the designer reivews a listing 
of all relevant rules relate to finite element modeling and interfaces with modeling information 
from previous example which are relevant to the current design project. 
Decision Tree Structure 
The subtasks defining the different modules of this section are given as follows, 
• Simplifications to physical system 
• Element selection 
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• Mesh refinement 
• Incorporate b.c. 
• Modeling checks 
This knowledge-base is representative of an advisory system because of its procedura 
nature to present a complete listing of all considerations for the controlling task and 
interjection of application specific information. Because of this procedural nature the direct 
editing method of constructing a decision tree is the most efficient approach. Table 5.7 
contains the subtasks and attributes of this knowledge-base. A more complete detailing of the 
attribute is listed in Appendix B as Table B. 1. 
Table 5.7. Advisory process for finite element modeling decision tree structure 
Subtasks Attributes or advisory comments 
Model simplification 
These simplifications are drawn fi-om 
the modeling heuristics. 
• different thickness of sections (different 
panels) 
• inspection panels 
• control surfaces 
• lights 
• flares that mold into fuselage 
• fasteners 
Element selection • dimensional space - select 2D 
• element type - select plate element 
• governing equation formulation - select 
shear defomiable 
• shape functions - select 4 node or 9 
node 
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Table 5.7 (continued) 
Mesh construction • required interfaces between parts 
• element layout along boundaries 
• element layout on interior section 
• element changes any transition from one 
element type to another 
• movement of plate elements to mid-
plane 
• defining element normal 
• drive plate element into solid if the 
element comes in at a knife edge 
• loading nodes 
Boundary condition implementation 
Displacement and rotation constraints 
on the structure 
Loading conditions [select best 
representation of the overall loading 
condition] 
• fixed - fixed 
• fixed - free 
• simple - simple 
• simple - free 
• fixed - simple 
• tip applied concentrated load 
• span-wise distributed load 
• tip applied moment 
• combination loading 
Modeling checks 
Review standard quality issues of the 
mesh. 
• aspect ratios 
• warpage 
• stretch 
• distortion 
• internal angles 
• plate element boundaries 
• plate element orientations 
• curved surfaces 
Attribute assigned in this knowledge-base may be modified at different stages of the 
optimization process. These changes are dependent on the analysis solution generated from 
the model and desired results. The next knowledge-base format presented in this chapter 
relates to the assessment of the analysis solution, required modifications, and continued 
iterations of the optimization process. 
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Solution Assessment and Optimization Knowledge-Base 
This knowledge-base requires heuristic information to instruct the designer as to how to 
assess the solution received from the finite element analysis solver and proceed with the 
optimization process. The structure is procedural with the assessments based on exceptions. 
The overall optimization process is both interactive and automated at different tasks while the 
solution assessment phase is an advisory system controlled by exceptions to default solutions. 
This knowledge base is positioned in the design process to implement solution assessment 
control rules. After completion of the optimization task of the design process terminates. The 
responsibility of the knowledge-base is to control the direction of the solution process. 
Interfacing solution assessment logical procedures, design parameters, and optimization with 
the goal of driving an optimal solution from the initial estimation in the most efiScient manner 
to expedite the design. 
Benefits for development are to understand that two major limitations are present for the 
designer; i) an unchecked solution path can drive a converged solution with an inherent 
inaccuracies due to incorrect analysis solutions, ii) without optimization control of element 
switching, parameter recall, and feasible region check the optimization path could be very 
inefBcient. 
Decision Tree Structure 
An information flow diagram for the modules of this section is shown in Figure 5.7. The 
first section of Figure 5.7 represents the solution assessment region. Outcome for this section 
is defined by exceptions to a predetermined answer. The knowledge representation method 
used to construct the decision tree was induction from exception. For this module the 
predetermined outcome was that the quality of the solution was unacceptable for use in the 
design process. For the expert system to proceed from one subtask to the next the current 
solution must pass a criteria established to identify an acceptable soultion. Limits for 
accepting the solution are set by examining three area of influence, global/local displacement 
and laminate stress. As a solution is being checked by each of the modules the solution is 
assumed to be incorrect. Only aiter it passes the criteria limits placed for each of the influence 
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area will the solution check move on to the other criteria. This solution can move past this 
part of the knowledge-base only by providing and exception to the default attribute of 
unacceptable. A typical exception decision tree used by ExpertRule is constructed as a 
forward chaining link between solution criteria checks. 
Soluticm from analysis processor 
Inequality contraints 
modify FE model 
Case history modify FE model 
Element type 
change 
Laminate failure 
criteria 
Bending deflection 
critoia 
Torsional deflection 
criteria 
Modify design variables 
for next ito-ation 
Local displacement criteria 
Global displaconoit criteria 
Ply interface stress criteria 
Sensitivity Analysis 
Figure 5.7: Infonnation flow for solutioii assessment and optimization modules 
The distinct subtasks of this knowledge-base are represented by the information in Table 
5.8. This knowledge-base is structured in an iterative process with the finite element 
modeling knowledge-base. If termination criteria for the design process is not satisified the 
design variables are updated and the ES returns to the prevuous knowledge-base to determine 
is any modifications must be made to the model before processing. Further details of the 
subtasks and attributes of this knowledge-base are given in Appendix B. 
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Table 5.8: Solution assessment and optimization decision tree structure 
Subtask Attribute / Exceptions / Advisory Statement 
Solution assessment Examine the current solution fi-om the FEA solver and determine if a 
correction needs to be made to the model or if the solution process 
can be proceed and the information be used in the optimization 
process. 
Termination criteria Determine if solution meets termination criteria (rate of convergence 
criteria is satisfied); calculate uncertainty of final design solution. 
Design variable 
change 
Examine the change of the payoff function fi-om the previous 
solution. Check inequality constraints for optimizer to drive the 
design variables or stop the design process. Change the current 
values of the design variables according to the optimizer. 
Element switch If the solution satisfies all accuracy criteria, then the choice will be 
made between continuing with a coarse mesh (four-node elements) 
or refining the mesh to incorporate a fine mesh (nine-node elements). 
Changing element types will be a one time decision. A given criteria 
must be satisfied for it to happen. For example, the program should 
drive towards a minimum solution so that at a pre-defined rate of 
change of the payoff function with respect to the design variables, 
the meshing automatically changes firom a four-node element to a 
nine-node element. 
Feasible region 
change 
If no nominal solution if found within the given range of design 
variables then the range will either be changed or the process will be 
terminated. 
Operation 
The modular structure of the knowledge-based expert system presented for this research 
provides a benefit to the design engineer in 4 primary areas, 
1. The system provides integration of analysis tools, depth knowledge, advanced 
programming techniques, and knowledge base construction. 
I l l  
2. It shows design process is cognitive in nature and the entire procedure is well defined 
as to not leave out any important tasks to determine a feasible region for a solution 
and to optimize further. The process is subdivided by using AI techniques of grouping 
common attributes to a task. 
3. It Establish a domain-independent approach which can be implemented into the 
application intensive area of depth knowledge while still referring it a proven process. 
4. Provide a method of using academic knowledge to expand upon and improve. 
Operation of the system is procedural in accordance to that which has been presented in 
this chapter. Overall, first the user selects and defines the initial parameters for the component 
which is being designed. Before analysis begins the designer constructs analysis tools which 
are application specific and formatted to included modem technology to the process. 
Guidance is provided for analysis model construction at both surface and depth knowledge 
levels. An finally an optimal solution is provided by implementing coupled solution 
assessment and optimization techniques. 
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CHAPTER VI APPLICATION EVALUATION 
The main objective of this research was the development of a methodology to construct 
combine the a technique of knowledge representation from the artificial intelligence field with 
the modem engineering design process. The purpose of an &q)ert system is to provide a user 
a means of recalling, controlling, and processing all Actual information required to perform a 
given task. For this study the task required to perform is that of engineering design and the 
user is any engineer required to perform that function regardless of experience. Expectations 
of achievement for an expert system consist of performing multiple main tasks of an overall 
controlling tasks on different levels of cognitive ability. One method of bench marking the 
operation of an expert system relative to the thought process and capabilities of a human is to 
establish a perspective view of the system with respect to the levels of cognitive ability as 
defined by Bloom's Cognitive Thought Process. Bloom's process classifies six levels of 
cognitive ability, with each level being dependent on the successful understanding of the 
previous level. 
Levels of cognitive ability as defined by Bloom's process, 
1. Knowledge: Ability to recall factual information. 
2. Comprehension: Ability to apprehend what is being communicated and make use of 
the idea without relating it to other ideas or materials or seeing fullest meaning. 
3. Application: Ability to use generalizations in new and concrete situations. 
4. Analysis: Ability to break down material into its parts or to determine relations among 
the parts and the ways they are organized. 
5. Synthesis: Ability to put together parts into a new, unified whole. 
6. Evaluation: Ability to judge the value of ideas, procedures, methods, etc. using 
appropriate criteria. 
This chapter presents the development of the expert system methodology for this study in 
terms of satisfying the requirements of each level of Bloom's process and the corresponding 
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result of applying this methodology to the construction of an expert system dedicated to the 
design of a composite aircraft canard. While the methodology formulated for the expert 
system methodology is intended to be valid for many applications, the use of a highly heuristic 
application topic such as the design of a composite material structure allows the presentation 
of all &cets of the design process related to the use of both surface knowledge and depth 
knowledge. Information presented throughout the previous chapters are reviewed with the 
subjective comparison of a computers abilities to perform a task with that of a humans. 
Included at the end of the chapter are possible future contributions of the advancement of this 
study. 
Bloom's Cognitive Thought Process 
The ideal expert system encompass all levels of human cognitive abilities. However, 
because the development time and cost constraints of a self-su£5cient expert system are so 
high, the possibility of developing a design tool of that nature is not likely. To counter that 
problem, the application for this study, design of a composite aircraft component, provides a 
design task with many different area of factual information requirements and encompasses all 
levels of bloom's process. The following sections will discuss Bloom's process and how the 
expert system developed for this study addresses each level in terms of a design context. 
Level 1 - Knowledge 
To set the foundation for design process the designer must have access and recall 
capabilities to all Actual information relating to the application being performed. This 
information includes everything from heuristic rule of design, fundamental laws, physical 
relationships, mathematical formulas, expert data, past case histories, regulations, and 
anything else which is used to develop any subtask used throughout the design process. To 
address this level of cognitive ability the design process itself is first examined. As stated in 
Chapter II, common design principles caU for the designer to first understand the task at hand 
and then determine how and in what order information is needed to solve the global design 
problem. From this perspective the decision was made to use knowledge clustering as the 
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method to store the factual information used during the design process. Engineering design 
requires an engineer to determine the order which all tasks must be performed. Knowledge 
clustering allows the designer to identify all information required for the design task and group 
it into a modular format with other related pieces of information. Grouping information 
together by common attributes linked to a similar subtasks provides the framework for an 
expert system with the potential to be used for various application. 
For example, the material selection module of the initial configuration knowiedge<base 
detailed in Chapter V contains five attributes which are embedded into two subtasks, which 
are in turn accessed by one main task. This knowledge clustering techmque allows for any 
number of attributes to be added to those of already presented in the two subtasks, or for a 
new subtask to be created for information not directly related to the information already 
contained in the module. Knowledge clustering provides the designer the opportunity to add, 
rearrange, alter, and add information to a task while still keeping the integrity of the other 
tasks. 
Level 2 - Comprehension 
The level of cognitive ability address the question of how is the information of level one to 
be used within the expert system. Comprehension refers to how all applications of simple 
disciplinary problems are controlled. That is to say, when the designer decides what factual 
information is important for design process has taken place and that information as been 
grouped together according to like characteristics, how does the designer provide a method of 
triggering the processes for all that information to be brought into the design process and at 
what order is it all brought in. This study addresses the comprehension level by using a 
multidisciplinary approach to developing module fi^unework. Because levels one and two are 
the levels most directly related to the responsibilities governed by the artificial intelligence 
portion of the expert system methodology they are closely depended on each other. In the 
methodology developed for here the comprehension of the expert system is embedded in the 
process of structuring a standard decision tree format to be used in the knowledge modules 
containing each knowledge cluster. 
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Referring to the example from the previous section, although all like attributes are 
clustered together and accessed thorough a single subtask, the hierarchy of the pathway which 
the program must use to implement the information is considered to be the method by which 
all information brought into the system. The expert system methodology used for this study 
defines a hierarchy of controlling task - main task - subtask - attribute. While level one 
defines all the attributes, this level defines the hierarchy. This hierarchy not along is the same 
decision tree structure used for all controlling tasks but it also has a embedded information 
chaining process that controls the design process. A request for information needed to 
perform a simple disciplinary task to send down through the tree, all information at the base of 
the tree is already grouped to be used as required by each sub task, and finally, the task is 
completed when the process returns back to the controlling task. 
The use of the standard decision tree formatting technique allows for the formulation of 
modules which are loosely tied to the surrounding modules in the knowledge-base, but contain 
information independent from the other knowledge-base. Presentation of these first two levels 
of the process are structured into the firework of Chapters I and m. By identify the 
techniques of knowledge storage and representation used in the field of artificial intelligence, 
the expert system has a methodology to proceed through a given problem using the logical 
and highly versatile process of searching small contained groups of knowledge instead of 
proceeding through a random recall of all information. The contribution of the artificial 
intelligence field to the methodology developed for this study is contained within these first 
two levels. The remaining levels contain the contribution of the engineering design process to 
the operation of the expert system. 
Level 3 - Application 
The highest level of the expert system hierarchy is the controlling task. These comprise 
the fimdamental tasks defined by the designer as those whose order of execution define the 
design process itself. While processing any of the controlling tasks completes only one 
fimdamental application of the global design process, the order in which these define the 
complete design process. Therefore, to the designer uses the hierarchy established by levels 
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one and two to perform a single application. This level does not include the operation of the 
complete design process, but the ability to use the same decision tree structure for any of the 
applications present in the design cycle. 
In term of levels on knowledge defined in Chapter m, levels 1-3 of the process are 
governed by surface knowledge. The first two levels surface knowledge relating to grouping 
and controlling information, and level 3 is surface knowledge relating to the general process of 
engineering design. With the focus of the process directed to the application level, the 
application sur&ce knowledge of engineering design can now be used to identify how the 
overall problem is structured. While it is presented in the text of this study that surface 
knowledge is more general information than depth knowledge and often considered the level 
of design expertise developed fi'om experience and the easiest to verbally relay to others, this 
level of process begins to incorporate the most basic levels of knowledge useable to the 
designer. 
Referring to the system developed here, the different main tasks for each controlling task 
begin the application level. However, while these main tasks begin to define the process of 
engineering, they still lack the cognitive ability to combine depth knowledge associated with 
the specific application, into a global design process controlled by multidisciplinary 
applications. 
Level 4 - Analysis 
Analysis provide the first level of executing one complete design cycle by incorporating 
the depth knowledge required by the application and processing applications of different 
disciplinary. By previously defining the surface knowledge the fi'amework is set to implement 
the depth knowledge. Unlike using a "black box" for the depth knowledge, this study presents 
the ability to construct an analysis routine with flexibility to use over different networks which 
allows for appropriate use of technology and an advisor for finite element modeling. The 
expert system implements a focus on streamlining and organizing the analysis portion of the 
design process. Within an organization, the work related to this cognitive level can be highly 
concentrated in a specific area and require an extensive research background. However, by 
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using an expert system at this level the designer has the entire structure of procedure, 
information retrieval, and depth knowledge required to complete the design cycle. 
As the engineering design process has moved from the methodology of design-prototype-
test to that of design-analysis-test, so must the procedures and methodology of analysis move 
from reactive form of building a model, analysis it, and then reacting the results by modifying 
the model to creating a model with anticipation of problematic areas of solution convergence 
which still retain the require resolution to drive the designer to a feasible solution, but do not 
retain an excessive amount of detail, hence increase the computational cost of generating a 
solution. Analysis in the engineering process can be an effective tool to reducing the cost and 
time of the design process but without implementing the proper understanding of the depth 
knowledge associated with a given procedure there a cost benefit may never be realized. 
The goal of modem analysis should be to move away from building a model as 
appropriately or exact as possible and run the analysis, tune the solution and attempt a new 
convergence. A model can be too coarse or too refined to start with, this results in an 
optimization of the analysis technique method to optimize the design process. 
Level 5 - Synthesis 
This level of the process is used to represent the intent of most design processes, that is 
the successful compilation of a serial of design iterations which all satisfy the design 
constraints and in turn define a feasible region of solution for the given range of design 
variables. To establish this feasible region the quality and accuracy of the solution from the 
previous level must be check and compared with the optimization constraints defined during 
level three set-up of the design process. A goal of this study is that, by combining the surface 
and depth knowledge of a specific engineering application with the independent knowledge 
fi-amework of a knowledge representation technique a new methodology of interfacing Avith 
variable skill level designers is possible within the complete context of the design process. 
Hence, the expert system not only provides a structure to the design process, but aid in 
executing it. 
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Using modem design methodology and analysis techniques to embed knowledge to reduce 
the design process by driving a nominal analysis model which requires a minimal amount of 
modification to correct any problem and when changes are required the correct categories 
within the solution assessment knowledge base are presented. Because depth knowledge 
often requires a greater depth of education the knowledge base system structured around the 
depth is of great benefit to design groups where the design and analysis are detached. In this 
case the designer is a novice in the analysis process, the design process is understood 
however, considerable time and expense can be wasted in completing the analysis portion of 
the overall design task. 
A review several area of the application of the expert system methodology developed for 
this research provides an understanding of the capability of the program to increase the 
proficiency of a novice designer. In terms of this level of the process, the overall goal is to 
decrease the design time and reduce possible sources to error in the formulation step of the 
work through the iteration process while determining an optimal solution. This representation 
can be best described by examining three separate tasks, 
1. Search for a Feasible Region 
2. Solution Assessment 
3. Analysis Technique Standardization 
The remainder of this section will examine this three area in perspective to the 
contribution the methodology makes to the design process. 
Feasible Region Search 
Determining a feasible region and nominal solution for a given engineering problem is very 
dependent on the design parameters of the component or system being designed. The use of 
an optimization routine improves the time for this task, but the initial starting point of the 
process in terms of the design variables can have a great impact on the number of iterations 
required to move fi'om the initial solution to an optimal one. The sensitivity of the feasible 
region to changes in the equality constraints and boundary conditions of a problem can move 
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the physical limits of an acceptable solution outside of that anticipated by a design engineer. 
By using case information of results from projects similar to current one being undertaken by 
the designer, a reduce can be made in the trial and error efifort of the designer to define an 
appropriate range for the design variables to enclose the correct feasible region drive towards 
and optimal solution at a minimal computational expense. 
As shown in Figures 6.1 and 6.2 the feasible region of a nominal design for variations in 
the equality constraint of sweep angle shows that a narrowly focused design variable range 
would not encompass the two region of an optimal solution. These plots indicate that because 
of a change in the global physical parameters of the component being designed there is little 
overlap in the feasible regions between the two test cases. For a design engineer, the 
knowledge provided by the expert system in knowing that such a shift in solution range was 
possible will save time in the overall design process. Often designers, or even a design 
program, will make slight changes to the parameters governing a design and in turn the 
designer expects only a slight change in the solution. As shown in this test case, the sensitivity 
is large enough that when inequality constraints are applied to the feasible region to define the 
boundaries the expectation of the designer may not be practical. Implementing case 
knowledge form previous example of provided the designer with a better understanding of the 
problem at hand based on the expertise of the more experienced engineers. 
Overall, the better understanding of the design problem and the parameters which control 
to process allows the designer to drive towards an optimal solution at a more efficient rate and 
allows for better management of resources. Figures 6.1 and 6.2 are an indicator of 
unexpected behavior in the design process. Without using an expert system, the designer is 
expected to access information from all sources to avoid problems of this nature. This might 
include discussing the problem with resident experts, reviewing reports from previous 
projects, accessing relevant research material, or even trial and error testing of different design 
variable values. All these choices are built within the framework of the expert system, by 
providing the designer with the information at hand. 
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Figure 6.1: Contour plot for case 1 equality constraints 
Figure 6.2: Contour plot for case 2 equality constraints 
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Solution Assessment 
Many engineers have a difficult time identify the accuracy of a finite element solution. By 
providing a criteria for the analyst to compare a solution against, the design process benefit by 
driving a solution with a more inherentiy accurate solution. Therefore, some of the 
uncertainty involved with the solution assessment process is removed. To present this benefit 
an inaccurate, high stress gradient, solution can be shown. Contouring hides the effects of 
high stress across an element. If an error is shown then the addressed. Concentrated loading, 
high local deformation, drive to concentrate the local deformation and then recommend to 
ignore the solution. 
The error recognition phase includes the depth knowledge associated with the specific 
application. For this research, the information concerning the material property definitions is 
directiy related to the use of composite materials. While the surface laiowledge, such as stress 
gradients, is provided in the sense of controlling the acceptable limits to consider a solution 
acceptable. 
Some measure must be given as to indicate the benefit of switching fi'om a 4-node to a 9-
node mesh. It is expected that with this change the accuracy will greatly increase but the 
computational time will also increase. Some trade off must be made to search for a feasible 
region using a coarse 4-node mesh and after that is found then the mesh is refined and the 
elements are changed to 9-node. 
The process in which an engineer must design a product consists of several different area 
of expertise of which, but not limited to, are the following; knowledge of the general design 
process, expertise of analysis and assessment of design iteration solutions, and the technical 
proficiency the use modem equipment and understand the mathematical theory of the 
governing physical laws related to the design task. The results of the knowledge base 
development and implementation of this knowledge bases to the design process and analysis 
techniques show the ability of a engineer to decrease the time require to formulate an optimal 
design to a new product development. This reduction gives the engineer a clear reduction in 
the cost of the design cycle and provide an industrial user with a more cost effect design cycle. 
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Analysis Technique Standardization 
It as been long known that improperly written programs are very difBcult and sometimes 
impossible to modify. By providing the programmer a standard set to program by is make the 
best use of the design of the computer netwoiic being used by the designer. The knowledge 
base dedicated to programming provided rules specific to FE analysis and also the specific 
application. 
The end users benefits fi'om this overall design system by reducing the design cycle time 
by making educated selection, standardizing the analysis tools used during the design 
iterations, constructing FE models to avoid pitfalls which can reduce typical error in the 
selection. The benefits of continuing this research are to increase the automation of the design 
process to decrease the work load on the designer and to fiirther develop the dynamic 
interfacing of domain specific modules with an independent controller. This allows a better 
design tool and not just a better analysis tool. As many peopled are conformable analysis a 
component, it is also difBcult to start a design fi'om scratch. However, with the help of an 
expert system at beginning of the design process it is a better focus and streamlined task. 
Level 6 - Evaluation 
To complete the process of examining the expert systems capabilities in terms of Bloom's 
process, the final step of the engineering design process is to evaluation all acceptable 
solutions and choose the best. Incorporation of evaluation into the design process is the core 
goal of the optimizations process. By including optimization and termination criteria for a 
best solution, the expert system provides the designer with the tools necessary to complete the 
global design process. All previous levels of cognitive ability has structure, organized, 
assessed, and compiled information, this step final examines all work performed by the 
individual application tasks and defines the end result. 
The evaluation should be related to an accurate interpretation of the overall design 
process and the coupling of the process with time and financial constraints. Ultimately, the 
driving factor behind developing a methodology for constructing and engineering design 
expert system is to provide means to complete a design task more quickly, accurately, and at a 
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cost savings. The methodology presented here provides the design with a decision tree 
structure which is simple to use and applicable to a wide range of application. The proof of 
concept ^plication shows that this methodology is valid for both surface and depth 
knowledge and multidisciplinary simple applications. 
Future Work 
Although the methodology developed here is valid for many different application, it is still 
not universal enough to be considered domain independent. The engineering design 
methodology tends itself to be a forward chaining procedure, which is iterative in nature. 
Future work could include the following concepts to improve the system methodology, 
• Development of local logical operator which was more integrated into the analysis 
routines 
• Incorporate sensitivity analysis after design process is completed. 
• In terms of a sizing code, incorporate this methodology into a surface knowledge, 
domain independent design tool. 
• Implement a more concurrent production process to include manufacturing tasks, 
conceptual planning, or marketing issues. 
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APPENDIX A FINITE ELEMENT FORMULATION 
Writing the Equations in Weak Form 
The governing differential equations for static equilibrium in the case of shear deformation 
theory are. 
= 0  
d x  d y )  
{dN,  dN^ 
—^ + 
dx dy 
= 0 
(A.1) 
(A.2) 
(A.3) 
dM dM, 
. dx dy 
\ 
= 0 
f dM. dM, ^ ^ 
(A.4) 
(A.5) 
As it has been mentioned in Chapter 4, the governing differential equations are to be 
written in weak form for finite element formulation over each finite element. 
In this appendix, first each of Equations (A1-A5) will be written in weak form. Next, the 
finite element approximation fiinctions will be written for all the unknowns, and those 
fiinctions will be substituted back in the weak form of governing equations to get the finite 
element model for the element. After that, the necessary computer coding can be done to 
solve for the resulting system of equations. 
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Equation (A.1) 
Multiplying the equation with weight function Su and integrating it over the element 
domain Qe- Here it is to be noted that Ni and Ng are the function of the derivatives of 
displacements. 
c ^ f dN, dNs] , , 
Now integrating the above equation by parts gives. 
(A.6) 
where (Wx> «y) are the direction cosine of the unit normal on the boundary Fe of the element 
domain Qc- Also it is to be noted that, Ninx + Ng/iy = N„ (inplane normal force). This makes 
the final weak form of Equation (A. 1) as. 
f  (d5u dbu ^  f  1 dxdy- \duN,ds  = Q 
•'qa ar ' ey V ^ I (A.7) 
Equation (A.2) 
The same procedure is repeated for this equation using weight function dv and resulting in. 
/J 05v 55v . d x ^ ' *  S y  \  dx(fy - ^ dvN„ds = 0 r. (A.8) 
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Equation (A.3) 
Multiplying the third equation with weight function ^ and integrating over the element 
domain He results in. 
Integrating the above equation by parts gives. 
f  fdSw dSw ^  {(  \  
ia\-^Qx+-^Q6+^^j^'fy-}(Qi".+Q6"y)^ds = 0 (A.10) 
so finally the weak form of Equation (A.3) is. 
f ( d5w d5w 1 e Jq = 0 (A.11) 
Equation (A.4) 
Multiplying the equation with weight function S(^i and integrating over the domain Qe, 
Integrating by parts and making use of the relation between M„, and M & Me on the 
boundary. 
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Equation (A.S) 
Following the same procedure again for this equation 
= 0 (A.14) 
Finite Element Numerical Formualtion 
For finite element modeling, the displacement and rotations («, v, w, <pi, (f>^, and the 
weight functions are approximated as, 
n 
« = 5u = \\l, 
j=l 
= 6v = VI/, 
y=i 
w = Sif = v, (A.15) 
y=i 
<I>1 = 5<ti, = VI/, 
7=1 
>=l 
where \j/i are the Lagrange family of interpolation functions. These interpolation functions are 
a function of x and>'. 
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Now again each equation will be taken one by one, the expressions for u, v, w, ^/, and ^ 
given in Equation (4.#) will be substituted in the weak form of the governing equations. The 
resulting equations will be simplified and written in terms of nodal values; Uj, Vy, Wj, <Pij, and 
Equation (A.1) 
The weak form of the differential equation in terms of displacement is. 
du ^ dv ^ (du _ 3ij), | L ^  ^  ^  ^  t  ^  ^  
f 5(j), 3ij>2'^] ( 35mV du dv (du dv^ (A. 16) 
Substituting the approximation for displacement and weight functions. 
dx dy^ is 
- 5m/ « 
Vy=l oy dx 
;=1 cx dy 16 
f* ^ 
;=i dx 
V A \r ^ fv ^ ^2 
5v|/, 
+ ^16^ <^1J + -^262*^2; y=i 
- j^jv|/,a!s = 0 
3v|/. 
V;=i dy ' dx ^ 
\ 
dy dx dxdy 
(A.17) 
Rearranging terms to write the above equation in terms of Uj, v^, Wj, tpij, and 
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Z >=i 
J=l 
U, 
y=i ar  ^
^ . d ^ j )  .  f ^ j Y z j  ^  
-fN„\lf,ds = 0 
r. 
/=! drA^'' di dx dy 
dxdy 
dxdy 
dxdy 
dxdy 
<l>i 
<l>2 
(A.18) 
The above equation can be written as. 
s o /  + z o / + s o . , - • f ; ' = 0  y=i y=i j=i ;=1 7=1 (A.19) 
where / = 1,2,..,5 and K}^ = 0. 
Equation (A.2) 
Repeating the same procedure for this equation. 
/[(• 35v^ f , du dv du dv + A,^ — + A, A — h —— 
'® at dy y d x j p ' d x  ' ^ d y  d x )  
(3(1), 5i|)2^1 (55vV d u  ^  d v  f d u  d v ^  i  -  + .  \y + \ -  1^^" —+ + + 
dxcfy - J NJ5vds = 0 
+ 
cbc  ^  ^ A ^  dxj 
(A.20) 
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1® - - av; f- 5vj/, " avi// 
;=i 
^>1 
^ y >=i /=! v;=i ^ ^\ ' dx 
-ji\r„\i/,a!s = 0 
r. 
dxdy 
(A.21) 
E >=i 
7=1 
n 
M 
H 
/=i 
]i&)(<-?'-^^)*&.^*^l')h tt. 
Sr dx •'26 
-- avi/, 
I  ^ & ^ J 
+ 5. 
'26 dx 
dxdy 
dxdy 
dxdy 
<|), 
(|>2 
- j a^„vt/,a[s = 0 
r. 
Finally, 
(A.22) 
s^"", + s^f v, + 2*:^ ^  + zoi, + z«,%, - = 0 
;=1 ;=1 /=! ;=i y=i (A.23) 
where / = 1,2,..,5 and K^ = 0. 
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Equation (A.3) 
Repeating the same procedure for this equation. 
*''•'I 
- j q^siwds = 0 
du 
+<l>2 r - dx(fy (A.24) 
Substituting the approximations for displacements and weight function in the equation. 
\ q.l . dx J Vy=I + 4 45 j=i - y 
^ 5vj/ ^ 
- j ^iqdxdy - |q„\if,ds = 0 
q. q. 
dxdy (A.25) 
Rearranging terms gives. 
• ^ 
•" dx ^ dy. dxdy vf. 
/=i 
j=i 
dtcfy 
dxdy 4). 
- j \\fiqdxdy - jq^^if^ds = 0 
a r. 
(A.26) 
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Finally, 
+zo1j  +zo1/  -•^ '=0 
>=1 >=1 y=i /=1 ;=1 
(A.27) 
where / = 1,2,..,5 and K" = /T" = 0. 
Equation (A.4) 
Repeating the same procedure for this equation, first writing the equation in weak form. 
( ^  . n  ^  , r ^ 
I dy (A.28) dy dxj dy d y  d x ,  
(6<j>,)|^5[^ + (t>,] + ^45^^ + <l>i)| ^ -1m^8wds = 0 
Substituting the approximate values of displacements and weight function, and rearranging 
terms. 
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z >=l 
;=> 
n 
y=i 
m 
y=t 
^ ^ d x A ' ' d x ^  ^ J ' ^ l d y  A ' '  d x  ^  
^ . o ^  . r^Yo 
u. 
dx >/ 
•' ac ^J 
I dy 
dxdy 
dy at 
dxdy 
dxdy 
w. 
•^yo 
arJ l  "  & "  d y .  
(^/y„ , „  ^ / '  
;=i 
'£!^ Yo ^ 
d x A ' ^ ^  ' '  d x .  
^5v|/^y av|/j 5vi/^ 
v ^ / 26 
+ a 66 c!r + ^ 4sM/,V/, \dxcfy <l>2 
-\M„\v,ds = 0 
Finally, 
(A.29) 
+s ' f ;^+z«>/  ^ -zoiy+io. ,  =0 
>=i ;=i /=! 7=1 ;=1 
(A.30) 
where / = 1,2,..,5. 
Equation (A.5) 
Repeating the same procedure for this equation, first writing the equation in weak form. 
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/ ^ dx 2 ii ^ r. ^ ^16 + ^26 ^  + ^66 
du dv 
du 5v^ „ 3i{), ^ cli|>2 . r» r^i ^ ^ 2 
.dy^ dx dy +a 66 v ^ dx 
du dv 
ac. 
ai>, 
+a,^+ai%+oj^+% dx ^ dy ^ dx -f^ + ^ (A.31) 
+ <j). dxdy - J M^b^jds = 0 
r. 
After substituting the approximate values of dispiacments and weight function, and 
rearranging terms. 
Z y=i M'- D D 
;=i 
n 
/=l 
n 
y=i 
dx JK dy dx J \ dy JK. ^ dy ' dx >dxdy 
/(>!',)( a,^ + A. d^ 
^ -
dxdy w. 
l^u  ^
ac a " ac 
. f^ .y^ • r. 
I ^ Jl dx + Afi J + \dxdy 
+z 
>=i o.' 
£!!^ Yc + b 
ar K dy dx . 
A^^\if^\3fj\dxdy 
- ja/„m/,d!s = 0 
r. 
(A.31) 
Finally, 
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t K",+z +i. +z js?'*,,+i; - -f;'=0 <a.32) 
y=i y=i >=1 ;=i ;=l 
where / = 1,2,..,5. 
So, the final finite element form of all the five equations can be summarized as, 
/  =  1 ,2 , . . . , / ! ,  At  =1 ,2 , . . . ,5  (A.34)  
;=i ;=1 
where AV are the nodal values. 
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APPENDIX B MODULE DECISION TREES AND ATTRIBUTES 
<Aifcra<t CocnponenW  ^
—Ruddeit—CRuddef t3atabase  ^
—Flart—CRap Shaped 
—Plairl—<Rap Plain Datatasei^  
-input from agmg codS—tfTap User.lnpull 
Flap 
-Rap POOI.M'Fii^ 
-flap Pggpj-C Flap.) 
—iSplil)—<'Flap Split Ctetabaseg  ^
—Inptit sizing coda—>yiap User Inpulj i m
-Flap 5001tr-l. rTapa ) 
-Flap S002,j-( Flap.) 
—input from sizina coda—udder User Inpuij 
i——c ruddetb) 
—Pudder OOlw—("Ruddcra ) 
—Rudder 0 }^—( Ruddera) 
—Wind—CWif^  Canani .Stapen> 
—Elliptical—<Wlng Bliptieal .Oatabasea> 
—Input from sianp codcj—>V/infl User Inpull 
 ^ (Wlnoa) 
-Wino EOOlpi—( Winoa ) 
-Wmo E002  ^Winoa 3 
L-f^ ectanfluiaH—<VVino Rectangular Databaseg  ^
—Input fttxn sainp coda—>V/ing User_lnpulj 
cwinoa) 
-Wing R001 J—( Wing, ^  
-Wing R002w—C Wing, ) 
HCanaril—<Wing Canard Shapen> 
—Bllplicat—<Canard Bliptical Oatabasea> 
—input from sizing cdd3—>1Canard User. InputI 
I——( Canafda) 
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—Canard EOCGw—("Canard« ^  
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Figure B.l: Component configuration decision tree 
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<Envifonnient> 
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Figure B.2: Stage 1 material selection decision tree 
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Inspection Cost_weight_ratio Group_l_material 
1 Below average Low Material 1 
2 Below average Medium Material 1 
3 Below average High Material 2 
4 Average Low Material 1 
5 Average Mediiim Material 2 
6 Average High Material 3 
7 Above average Low Material 2 
8 Above average Medium Material 3 
9 Above average High Material 3 
Figure B.3. Stage 2 material selection truth table 
I^nsoecoon  ^
—Belowavefaoc<—<Coa weipnt (atio> 
—tow. Mediurr)—( Matenal 1m ) 
—Avefagd—CCost wapM ratio > 
—Low<—C Matenal Ib") 
—•Mediun^—( Material 2 m )  
—Above avefaqa—<Cost we<olit_fatio> 
—Low<—( Material 2^ } 
—Medium. Hiprt—C Material 3») 
Figure B.4. Stage 2 material selection decision tree 
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declaration decision tree 
Figure B.5. Design parameter 
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i 
m 
Figure B.6. FE Programming decision tree 
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Table B.l Finite element modeling attributes 
Descretization of domain define type of element 
set size of element 
set location of nodes 
define number of elements 
Simplify physical representation of structure include symmetry 
reduce discontinuity changes 
Select derivation for element type direct approach 
variational approach 
weighted residual approach 
Shell meshing rules apply elements to plate midplane 
embed one row of plate elements into a solid 
mesh when the connects is a knife edge 
minimum of 3 elements are required when 
modeling a fillet 
Solid meshing rules never use linear tet elements when number 
of elements is a factor 
when small interior angles are unavoidable, 
model the region with element that are 
smaller than surrounding elements 
Transitions for quadrilateral element a inline transition 
always reduces the node count by an even 
number 
do not use triangles to transition around 
areas of high stress intensity 
Integration for isotropic material use 2x2 GQ method 
for composite materials use reduced GQ in­
tegration for transverse stiffness components 
Beam meshing rules for beam elements normal to shell element, 
use an additional beam element to constrain 
the normal rotation 
Representation of inifmte bodies since the effect of loading decreases gradual­
ly with increasing distance from the point of 
loading, only the continuum will have sig­
nificant effect to be considered 
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Finite Element Programming Knowledge-Base Attributes 
The following section contains additional infonnation used to formulate a number of the 
main task used to construct the finite element programming knowledge-base. 
Identifir Network Type 
For this research it is assumed that the domain is structured such that the global stiffiiess 
matrix can be stored in banded form. This will dictate that the global stiflfiiess matrix can be 
subdivided into an optimal arrangement for minimal storage requirements and information 
transfer. The scaleability of the program will be dictated by the ability to preprocess the data 
base to arrange the element number and node number to use the most efficient memory 
allocation for each individual processor. 
Construct Coimectivitv Matrix 
The connectivity matrix relates the position of a local element dof to its position in the 
global stififiiess matrix. The key to preprocessing the mesh before being used by the program 
is to use the connectivity matrix in reverse and determine what element numbers are 
associated with the global dof which are assigned to be processed over an individual processor 
in the network. This choice is application dependent. The programmer must define whether 
the element stiffiiess and global stifBiess matrices will be stored in nodal or directional 
reference. 
Subdivide Finite Element Domain for Allocation to Separate Processors 
Identifying the structure which is used to subdivide the mesh domain in order to reduce 
the required memory allocation on each of the machines and then reduce the required 
information transfer between them after all the element stifBiess matrices have been formed. 
The problem is that subdividing the elements of a domain still results in the information being 
formulated on several machines that relates to the nodes located on the boundaries of the 
subdomains. 
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Nodes which divide separate sections must be progressive in numbering, all nodes on side 
one must be below the numbers in the range of the boundary node and the node in the other 
section must be above the boundary node numbers. This must be true for all sections, and by 
doing this the number of transfers from each of the processors after the stiflfiiess matrices have 
been formed be reduced to N-1. 
Using the connectivity matrix to determine which elements are sent to the separate 
processors reduces the run time to develop the individual element stiflBiess matrices. This 
ensures that as minimal an amount of time as possible is spent developing the global stifBiess 
matrix and a minimal number of information transfers are required between the processors 
before the solver routine begins. 
Structure Arrav Indexing Hierarchv 
Two consideration should be made when positioning variables in the indexing of arrays : i) 
index for distributed loop and ii) reference to a material or mesh property. 
• The first item is easily identify by the location of the loop variable in the order of the 
array index. To provide a consistent indexing for loops which are subdivided and 
distributed over the network the primary term should be location in the first (left 
justified) position in the array index.. For example, for finite element programming the 
number of elements (ne) will to be the primary loop variable which will defined the 
information which is split over the network. Therefore, for any given variable the 
element number should be in the first index position; a(ne), a(ne,..), a(ne,..,..), etc. 
Loops which are readily identified for distribution for finite element programming are the 
formation of the individual element stiflfiiess matrices, the distributed loading per element and 
the stress, strain & failure calculations. 
• Secondly, positions of array indexing should indicate the underlying property which 
the variable represents. Ex: if the arrays belongs to a global material variables then the 
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first index should be the ply number, if the array represents a nodal property then the 
first index should be the node number. 
For finite element programming a hierarchy of variable indexing can be established. 
Array /a6e/(element #, node #, global dof #, nodal do^ integration point #, derivative, 
application variable # - ply number, section point, etc.) 
fKe] General Formulation 
These are general subtasks associated to the finite element process and generally not 
application dependent. They are advisory statements and not attributes for selection, 
• Jacobian; Average across integration points for a 2x2 GQ integration. 
• Position into Kg according to compliance & Kg formulation. 
• For the Kg sub-division used, store the information on each processor. 
• Include distributed load assignments inside the element stiffiiess loop. 
Solution Assessment and Optimization Knowledge-Base Attributes 
If the KB is connected to the initial configuration KB then the choice of a canard can 
"flag" a set of limits for the global displacements. This would come fi-om what is "expected" 
for this type of application. The maximum local displacement and maximum stress gradient 
can come form a set of standards for solution quality. 
Solution assessment [Main task] - all of these items are directly related to possible changes 
in the modeling section of the design process] 
Global displacement [Subtask] - this relates to displacement variation between the root 
and tip in any transitional or rotational dof Program fimction; for a given test case solution 
the max. dx, dy, dz, d(j>i, and d(t>2 for the fiill solution set will be looped through the determine 
the max. ± displacement values fi'om original configuration and the range between the min. 
and max. values. 
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• Pass [Attribute] - within expected limits 
• Pass [Attribute] - not within expected limits, but user overrides check and proceeds 
with test. This would be useful for a new design configuration which does not have a 
valid set of examples to refer to. 
• No Pass [Attribute] - not within expected limits - print recommendations, return to FE 
modeling portion of the design process. [Report: review material properties, 
particularly elastic stifBiess, loading conditions, and boundary restraints. If the global 
motion of the model is excessive or stiS^ the global boundary conditions could be 
inaccurate, plane of symmetry, etc.] 
Local displacement [Subtask] - this relates to the displacement of a node relative to the 
surrounding nodes. Program function; for a given test case solution the max. dx, dy, dz, d(|)i, 
and d(t>2 between any node and its surrounding nodes will be calculated and matched against a 
predefined criteria. The connectivity matnx will be used to determine which global degrees of 
fi'eedom are surrounding a given node. 
• Pass [Attribute] - within expected limits 
• Pass [Attribute] - not within expected limits, but user overrides check and proceeds 
with test. This would be useful for FE model where concentrated loading in 
unavoidable and the result of excessive local deformation will be ignored. 
• No Pass [Attribute] - not within expected limits - print recommendations, return to FE 
modeling portion of the design process [Report: a) Refine mesh to either better 
distribute load transfer, b) re-mesh to provide a region which can be ignored in the 
final solution assessment, if the local deformation is attributed to model formulation 
and the sensitivity in that area is not important - ignore the result.] 
Stress gradient [Subtask] - this relates to the variation is stress between the mtegration 
points of a element. In theory if the stress gradient across an element is within limits then the 
gradient is acceptable from a macro perceptive. 
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Program function: for any mesh-loop through the stress values of a given element at each 
layer and ensure that the variation between any two integration points is not > 10% of the 
average for the integration points for that layer. These checks are only made between the 
integration points for the element. 
• Pass - within expected limits 
• Pass - not within expected limits, but user overrides check and proceeds with test. This 
would be useful for FE models which have high local deformation. 
• No Pass - not within expected limits - print recommendations, return to FE modeling 
portion of the design process. [Report: increase mesh refinement, the solution can list 
elements where stress gradients are excessively large.] 
Check inequality constraints [Main task] - no recommendations will be made in this 
section because the optimizer will control this function and there will be no interaction 
required with the users or the KB. 
Failure criteria [Subtask] - fi'om this a factor of safety will be applied to the R value 
The inequality constraint will follow the following: R > f s. (1) 
Torsional deflection [Subtask] - for the case of the root displacement being fixed, a 
comparison will be made between the wing tip nodes at the leading edge and trailing edge. 
The slope measured on a 2D vertical plane between the nodes will be used to calculate this 
value: ABS ( (Z, - Z2)/(Y, - Y2)) < tan0 
Bending deflection [Subtask] - this will be related to the maximum vertical displacement 
of any node along the wing tip: ABS (Z#) < max. bending Z 
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Determine uncertainty of final solution [Main Task] - For solutions which are completed 
the expert system will review the uncertainty of the current iteration and compare it with any 
of the reference cases. 
Vary design variables for next iteration [Sub Task] - This will be performed automatically 
unless the linfiits of the design variables has been reached. 
Change the type of element used in the analysis [Main Task] - This will be defined by a 
criteria either defined by the user, a set of examples, or a standard processing value. The 
following attributes all relate to the rate of change in payoff function for change in design 
variables. 
• Standard value - These values and parameters are defined by previous "in-house" 
examples which the designer can access in cases where a design can is similar of in 
cases where a scaling efiTect is present between designs. 
148 
BIBLIOGRAPHY 
1. Siddall, J.N., Expert Systems for Engineers. Marcel Dekker, New York, New York, 1990. 
2. Smith, P.G. and Reinertsen, D.G., Developing Products in Half the Time. Van Nostrand, 
New York, New York, 1991. 
3. Burr, A.H. and Cheatham, J.B., Mechanical Analysis and Design. Prentice Hill, 
Englewood Cliffs, New Jersey, 1995. 
4. Minsky, M. and Papert, S., Perceptrons. MIT Press, Massachusetts Institute of 
Technology, 1972. 
5. Goldberg, D.E., Genertic Algorithms in Search. Optimization and Learning. Addision-
Wesley Publishing, Boston, Massachusetts, 1989. 
6. Lindsay, R.K., Buchanan, B.G., Feigenbaum, E.A. and Lederberg, J., Applications of 
Artifical Intelligence for Organic Chemistry: The DENDRAL Project McGraw Hill, 
New York, New York, 1980. 
7. Rich, E., Artifical Intelligence. McGraw-Hill, New York, New York, 1983. 
8. Green, M., Knowledge Aided Design. Academic Press, London, UK, 1993. 
9. Moore, R. "The role of logic in knowledge representation and commonsense reasoning", 
Readings in Knowledge Representation. Morgan Kaufinann, San Mateo, California, 
pg. 39-47, 1990. 
10. Chung, K.C. and Inder, R., "Clever computers; why should engineers use AI?", lEE 
Review. May, pg. 91-117, 1990. 
11. Chehayeb, F.S., Connor, J.J., and Slater, J.H., "An environment for building engineering 
ES", Applications of ES to Engineering Design and Analysis. ASME, New York, 
New York, AD-10, pg. 4-20, 1985. 
12. Oilman, D.G., Stauffer, L.A., and Diettrich, T.G., "Preliminary results of an experimental 
study of the mechanical design process", NSF Workshop on the Design Process. Ohio 
State University, 1987. 
13. Moore, C.J. and Miles, J.C., "In depth heuristic analysis in engineering design KBS", 
Institution of Electrical Engineers Digest. London, UK, pg. 34-79, Vol. 4, 1992 
149 
14. Pham, D.T., Artificial Intelligence in Industry Expert Systems in Engineering. IFS 
Publications / Springer-Verlag, New York, New York, 1988. 
15. Bennett, J.S. and Englemore, R.S., "SACON; A knowledge based consultant for 
structural analysis". Sixth International Joint Conference on AI, 1979. 
16. Shortliffe, E.H., MYCIN: Computer Based Medical Consultations. Elsevier, 
Amsterdam, 1976. 
17. Brown, D.C. and Chandrasekaran, B., "Expert systems for a class of mechanical design 
activity". Knowledge Engineering in CAD. Elsevier, Oxford, pg. 124-150, 1989. 
18. Brown, D.C., Knowledge Structures and Control Stratigies. Morgan Kaufinann, 
San Mateo, California, 1989. 
19. Maher, M.L., Expert Systems in Engineering. ASCE, New York, New York, 1987. 
20. Soh, C.K., "The design of steel offshore structures using an expert system", AI 
Techniques and Applications for Civil and Structural Engineering. Civil-Comp Press, 
Edinburgh, 1989 
21. Gero, J.S., Expert Systems in Computer-Aided Design. Academic Press, London, UK, 
1993. 
22. Pham, D.T., Artificial Intelligence in Industry Artificial Intelligence in Design. Springer-
Verlag, New York, New York, 1991. 
23. Gero, J.S., Artificial Intelligence in Design. Computational Mechanics Publications, 
Boston, Massachusetts, 1989. 
24. Zumstag, J.R. and Flaggs, O.C., "Knowledge based analysis and design system for 
aerospace strucutres", Application of knowledge based systems to engineering analysis 
and design - The winter armual meeting of ASCE. Florida, pg. 498-513, 1985. 
25. Holt, R.H. and Narayana, U.V.L., "Adding intellience to finite element modeling". Expert 
systems in Govemement Symposium. ASCE, New York, New York, 1988. 
26. Talukdar, S., Rehy, J., and Elfes, A., "Descriptive models of design projects", AI in 
Engineering: Design. Elsevier, Amsterdam, 1990. 
27. Fingers, S. and Dixon, J.R., "A review of research in mechanical engineering design". 
Research in Engineering Design. McGraw-Ifill, New York, New York, Vol. 2, pg. 256-
271, 1989. 
150 
28. Krishnamoortrhy, C.S. and Rajeev, S., Artificial Intelligence and Expert Systems for 
Engineers. CRC Press, New York, New York, 1996. 
29. Kalay, Y.E., Computabilitv of Design. Wiley, New York, New York, 1987. 
30. Minsky, M., "A fi-amework for representing knowledge". The Psychology of Computer 
Vision, McGraw Hill, New York, New York, pg. 134-160, 1975. 
31. Grimson, W.E.L. and Patil, R.S., AI in the 1990's and Bevond: An MIT Survey. MIT 
Press, Massachusetts Institute of Technology, 1995. 
32. Takeda, H., Veerkamp, P., Tomiyama, T., and Yoshikawa, H., "Modeling design 
processes", AT Magarinft Winter, pg. 140-149, 1990. 
33. Rehak, J., Creary, L., Englemore, R., and Melosh, R., "SACON: A knowledge-based 
consultant for structural analysis", Heurisitc Programming Project Computer Science 
Department, Stanford University, 1988. 
34. Evans, J.T., Bias in Human Reasoning: Causes and Consequences. Lawerence Erlbaum 
Assocs, Hove, UK, 1990. 
35. NeweU, A. and Simon, H. A., Human Problem Solving. Prentice Hall, Trenton, New 
Jersey, 1996. 
36. Miles, J.C. and Moore, C.J., Practical Knowledge-Based Systems in Conceptual Design. 
Springer-Verlag, New York, New, York, 1994. 
37. Dym, C.L. and Levitt, R.E., Knowledge-Based Systems in Engineering. McGraw-Hill, 
New York, New York, 1991. 
38. Sriram, D. and Adey, R.A., Knowledge Based Expert Systems for Engineering: 
Classification. Education and Control. Computational Mechanics Publications, Boston, 
Massachusetts, 1987. 
39. Gero, J.S., Knowledge Engineering in Computer-Aided Design. North-Holland, 
New York, New York, 1993. 
40. Frost, R.A., Introduction to Knowledge Based Systems. Collins, London, UK, 1992. 
41. Pahl, G. and Beitz, W., Engineering Design: A Systematic Approach. Wallace, London, 
UK, 1993. 
42. Gibson, R.F., Principles of Composite Material Mechanics. McGraw-Hill, New York, 
New York, 1994. 
151 
43. Reissner, E., "The effect of transverse shear deformation on the bending of elastic plate". 
Journal of Applied Mechanics. Vol. 12. Pg. 781-802, 1963 
44. Mindlin, R. D., "Influence of rotary inertia and shear deformation on the bending of 
elastic plate". Journal of Applied Mechanics. Vol. 18, pg. 321-340, 1951. 
45. Yang, P.C., Norris, C.H., and Stavsky, Y., "Elastic wave propagation in heterogeneous 
plate". International Journal of Solids and Structures. Vol. 2, pg. 76-100, 1966. 
46. Murakami, H., "Laminate composite plate theories with improved in-plane response". 
Journal of Applied Mechanics. Vol. 53, pg. 156-181, 1986. 
47. Toledano, A. and Murakami, H., "A higher order laminated plate theory with improved 
in-plane response". International Journal of Solids and Structures. Vol. 23, pg. 4-34, 
1987. 
48. Whitney, J.M., "Shear correction factors for orthotropic laminates under static loading". 
Journal of Applied Mechanics. Vol. 40, pg. 256-282, 1973. 
49. Whitney, J.M., "The effect of transverse shear deformation in the bending of laminated 
plates". Journal of Composite Material. Vol. 3, pg. 19-41, 1969. 
50. Whitney, J.M. and Pagano, N.J., "Shear deformation in heterogeneous anisotropic plates". 
Journal of Applied Mechanics. Vol. 37, pg. 211-217, 1969. 
51. Pagano, N.J., "Exact solution for composite laminates in cylindrical bending". Journal of 
Composite Materials. Vol. 3, pg. 89-97, 1967. 
52. Pagano, N.J., "Exact solution for rectangular bi-directional composites and sandwich 
plates". Journal of Composite Materials. Vol. 3, pg. 145-154, 1967. 
53. Reddy, J.N., "A simple higher order theory for laminated composite plates". Journal of 
Applied Mechanics. Vol. 51, pg. 32-39, 1984. 
54. Reddy, J.N., "A refined non-linear theory for laminated composite plates with transverse 
shear deformation". International Journal of Solids and Structures. Vol. 20, pg. 19-28, 
1984. 
55. Pugh, E.D.L., Hinton, E., and Zienkiewicz, O.C., "A study of quadrilateral plate bending 
elements with reduced integration", International Journal of Numerical Methods in 
Engineering. Vol. 12, pg. 121-130, 1978. 
152 
56. Averill, R.C. and Reddy, J.N., "Behavior of plate elements based on the first order shear 
deformation theory". Engineering Computations. Vol. 7, pg. 257-269, 1990. 
57. Reddy, J.N., Energv and Variational Methods in Applied Mechanics. Wiley 
Interscience, New York, New York, 1984 
58. Tsai, S.W. and Hahn, H.T., Introduction to Composite Materials. Technomic Publishing 
Co., Inc., Lancaster, Pennsylvania, 1980. 
59. Reddy, J.N., Krishnamoorthy, C.S., and Seetharamu, K.N., Lecture Notes in 
Engineering. Springer-Veriag, New York, New York, 1988. 
60. Strong, B.A., Fundamentals of Composites Manufacturing: Materials. Methods, and 
Applications. Society of Manu&cturing Engineers, Ann Arbor, Michigan, 1989. 
61. Vanderplats, G.N., CONMIN - A FORTRAN Program for Contrained Function 
Minimizatinn TM X-62, 282, NASA Ames Research Center, Mofifett Field, California, 
1973. 
62. Rao, S.S., The Finite Element Method in Engineering. Pergamon Press, New York, 
New York, 1989. 
63. Akin, J.E., Finite Elements for Analysis and Design. Academic Press, London, UK, 1995. 
64. Boresi, A.P., Schmidt, R.J., and Sidebottom, O.M., Advanced Machanics of Materials. 
Wiley & Sons, New York, New York, 1993 
IMAGE EVALUATION 
TEST TARGET (QA-3) 
1.0 
I.I 
1.25 
yg iM 
13.2 
| 4 0  
1.4 
2.2 
2£ 
1.8 
1.6 
1 jumrn 
— 6 
v 
<9 / ,  7^. 
O 
A 
/APPLIED A IIVMGE . Inc 
.ass 1653 East Main Street 
Rochester. NY 14609 USA 
.^ =1= Phone; 716/482-0300 
Fax; 716/288-5989 
O 1993. /Applied Image. Inc . /Ul Rights Reserved 
