We analyse the effects of Robin-like boundary conditions on different quantum field theories of spin 0, 1/2 and 1 on manifolds with boundaries. In particular, we show that these conditions often lead to the appearance of edge states. These states play a significant role in physical phenomena like quantum Hall effect and topological insulators. We prove in a rigorous way the existence of spectral lower bounds on the kinetic term of different Hamiltonians, even in the case of abelian gauge fields where it is a non-elliptic differential operator. This guarantees the stability and consistency of massive field theories with masses larger than the lower bound of the kinetic term. Moreover, we find an upper bound for the deepest edge state. In the case of Abelian gauge theories we analyse a generalisation of Robin boundary conditions. For Dirac fermions we analyse the cases of Atiyah-Patodi-Singer and chiral bag boundary conditions. The explicit dependence of the bounds on the boundary conditions and the size of the system is derived under general assumptions.
Introduction
Quantum fields are the fundamental pillars of high energy physics. In the last few years, it has also been shown that many new condensed matter systems have an effective description in terms of relativistic quantum fields. This novel perspective not only was useful for developing new experiments, but also to understand some open questions in field theory and many body physics. In particular, the lack of analytic tools to study strongly correlated quantum systems and the difficulties of some numerical approaches can now be overcome by using condensed matter analogue systems. Moreover, they can be used as quantum simulators to understand some non-perturbative effects which were elusive by standard techniques.
One of the main differences between condensed matter and fundamental particle physics is that in condensed matter, the materials where the effective field theory lives are of finite size and have boundaries, in contrast with the unbounded nature of Minkowski space-time. This difference is crucial and brings some extra features to the former like the appearance of a particular type of bound states (edge states) which are localised at the boundary of the system. These states give rise to new effects and transport phenomena. In particular, they are responsible for the appearance of edge currents and edge conductivity in graphene and topological insulators [28] . Physical effects where edge states also play a relevant role include the quantum Hall and Casimir effects.
A specially interesting case is when edge states appear at the boundary between two phases, e.g. metal-superconductor or metal-insulator. The contact between a gapless phase and gapped one induce interesting dynamical effects on the boundary which are enhanced by the quantum theory.
In this paper we address the characterisation of edge states in field theories defined on Riemannian manifolds M with metric g and regular, codimension one, boundaries ∂M . The metric gives volume forms dµ g on M and dµg on ∂M and their associated Hilbert spaces H M and H ∂M . In the case of bosonic field theories (scalar or gauge theories), the operator which accounts for the modes associated with the kinetic energy comes from the Laplace-Beltrami operator −∆ M . Consistency of the quantum field theories requires that this operator is self-adjoint on H M and positive, otherwise the quantum vacuum is unstable and unitarity of the quantum theory is lost. See [6, 7, 22] and references therein in this connection. In the Euclidean space M = R N , these properties are guaranteed. The operator −∆ M is essentially self-adjoint and positive on smooth functions of compact support in R N . However, on manifolds with boundaries, it does not always have the required properties. In particular, for scalar fields in the domain D M of the Laplacian,
where, as mentioned above, ∂M is the induced manifold at the boundary, dµ g and dµg denote the volume forms on M and ∂M respectively and n is the outwarddrawn normal on ∂M . Notice that the second term, unlike the first, can be negative for Φ 1 = Φ 2 .
In the case that the boundary is an interface boundary between two phases, we just consider it as a double boundary: one face for each side with opposite normal derivatives, and again asymmetric boundary conditions on the two faces can give rise to negative contributions. It has been known for a long time [10, 37] that such a negative spectrum does occur for the Robin boundary conditions
for positive values (µ > 0) of the Robin parameter and also for more general boundary conditions [26] . In particular, Asorey et al. [8] proved that, when µ becomes large and the Dirichlet condition is approached, the negative spectrum recedes to −∞ and at the same time the corresponding eigenstates get progressively more localised at the boundary. The existence of this phenomenon is shown in [7, 29] for even more general boundary conditions. Numerical procedures for analysing the associated eigenvalue problem are also described therein.
The physical interest for these boundary conditions relies in the fact that they arise in a natural way at the interface between materials in different phases [4] . The best known examples come from electromagnetism between the normal and superconductor phases. The non-interacting order parameter field Φ, that in general can be a tensor field, is determined by the spectrum and eigenvectors of −∆ + m 2 instead of those of −∆ . The shift in the spectrum provided by the term m 2 is such as to lift the negative energy levels to non-negative values. At the same time, the bulk levels, which already have positive eigenvalues for the case m = 0, acquire a gap of order m 2 . Topological insulators also share these features. From a mathematical viewpoint the situation above requires the relevant operator −∆ to be lower bounded. This is to ensure that the shift by a mass term m 2 is able to make the operator −∆ + m 2 positive. Lower boundedness of self-adjoint extensions of elliptic operators on compact manifolds was proved by G. Grubb [26] . The case of non-compact domains with compact boundaries was proved very recently by the same author [27] . Lower boundedness of general self-adjoint extensions of non-elliptic operators like d * d on one-forms, which describes the electromagnetic field, remains an open problem.
This article is focused on the study of the general structure of edge sates for field theories with scalar, vector and spinor fields. Edge states are associated with the negative energy eigenstates of the relevant operators, cf. [7, 29, 4] .
First we present an alternative proof of the well-known semiboundedness of the Laplace-Beltrami operator in a compact Riemannian manifold with boundary for Robin boundary conditions, cf. [26, 19, 20] . This is done in Section 2. The proof is based on a recent approach [32] that can be used for more general boundary conditions than those considered here and that works also in the context of noncompact manifolds with compact boundaries. As pointed out there, generalisation to non-compact boundaries is also possible. The advantage of this proof is that it keeps track of the different geometrical structures that naturally appear in the problem and can be used to provide also upper bounds for the ground states. This is done in Section 2.2. The approach provides estimations of the shape of the eigenfunctions while the upper bounds coincide with the asymptotic results obtained in [42] . When they exist, the large negative energy states are located at the boundary earning the name of edge states.
Furthermore, the proof can be modified to treat the situation of the non-elliptic operator d * d on one-forms mentioned above. The literature has no result on this problem despite its physical relevance for the electromagnetic field. This is done in Section 3. In order to prove lower boundedness of this non-elliptic operator, one has to take into account the infinite dimensional kernel of the operator. This is done by means of a convenient use of gauge invariance. The bounds do not depend on the gauge chosen and are thus completely general. The situation for fermionic fields is considered in Section 4 and Section 5. We analyse the edge effects arising from different choices of the boundary conditions. In this case the relevant operator is the Dirac operator whose spectrum is unbounded below and above. Edge states are associated in this case with the appearance of eigenstates with eigenvalue λ within the mass gap, i.e. −m < λ < m . Again, a convenient modification of the proof in Section 2 is used to show the existence of such states for appropriate boundary conditions. In Section 4 we consider Atiyah-Patodi-Singer boundary conditions. Surprisingly, in contrast with what happens for scalar fields and vector fields, there is a threshold size of the manifold below which the edge states disappear. This leads to qualitatively different behaviour in this situation. In Section 5 chiral bag boundary conditions are considered showing similar results.
Edge States in Scalar Theories
Let us consider for simplicity a complex massive scalar free field φ with mass m on a manifold M with a compact regular boundary ∂M .
The quantum dynamics of the field is affected by the presence of the boundary. The main effect is due to the contribution to the kinetic term of the quantum Hamiltonian governed by the quadratic differential operator −∆ + m 2 . Boundary effects appear through the boundary conditions that test fields have to satisfy to preserve unitarity of the quantum theory [7] . The explicit requirement is that −∆+ m 2 has to be a self-adjoint, positive operator. This consistency condition imposes severe constraints on the type of boundary conditions that stable physical systems must satisfy.
We shall consider the family of general Robin boundary conditions
where µ is any smooth and hence bounded function which is not necessarily positive. This includes the superconducting case, where µ = m > 0, as a special case (see [4] ). Although these are not the most general local boundary conditions that one can consider, see [30] , they are general enough to present the phenomena of edge states associated to the presence of boundaries.
Among the eigenstates Φ n of −∆ satisfying this boundary condition for positive µ(p) , there are states with negative eigenvalues, i.e., −∆Φ n = λ n Φ n with λ n < 0 . As µ(p) approaches infinity, the boundary condition approaches Dirichlet boundary condition Φ| ∂M = 0, the negative eigenvalues approach minus infinity and the corresponding eigenvectors get localised near ∂M (see [8] for details).
However, the theory may still be consistent and the vacuum stable because of the presence of the mass term. Even if −∆ has a negative spectrum, the whole physical operator −∆ + m 2 may be positive. This requires the spectrum of −∆ induced by the boundary condition function µ(p) to be bounded from below by −m 2 . Although, mathematically speaking, µ(p) might be any non-trivial function on the boundary ∂M , when modelling the behaviour of a superconducting phase, the fact that the penetration length in the superconductor is small across the whole boundary (skin effect) requires that µ(p) > 0 for any p ∈ ∂M . Notice that in any case the boundary condition (1.2) is invariant under time-reversal as long as m and µ(p) are real. Hence, like topological insulators, the system is T -invariant, with edge excitations and an incompressible bulk [4] .
Lower bound theorem for Robin boundary conditions
From now on and throughout the rest of the article there will appear several different Hilbert spaces associated to differentiable manifolds. We will denote the space of square integrable functions over a Riemannian manifold Ξ as L 2 (Ξ). The associated scalar product and norm will be given respectively by · , · Ξ and · Ξ . Incidentally, the subindices may be dropped when referring to the manifold M . In addition, we will need to use the Sobolev spaces of order 1 and 2 that we shall denote as H 1 (Ξ) and H 2 (Ξ) respectively. These spaces are the natural spaces to define differential operators of first and second order. Their corresponding norms will be denoted as · H 1 (Ξ) and · H 2 (Ξ) respectively. We refer to [3] for further details on these spaces.
We shall show now that there exists a lower bound, −µ 2 0 , for the spectrum of the Laplace-Beltrami operator with Robin boundary condition defined on a Riemannian manifold M with Riemannian metric g. The result is given by the following theorem, which implies that the quantum field theory is consistent whenever m 2 ≥ µ 2 0 .
Theorem 2.1. Let M be an oriented Riemannian manifold with regular oriented boundary ∂M . Let n be the outgoing normal vector and µ a smooth function, both defined at the boundary ∂M . The Laplace-Beltrami operator −∆ restricted to smooth functions satisfying the Robin boundary conditions
is essentially self-adjoint and bounded from below, i.e.
3) with µ 0 a finite positive constant.
Although the existence of the lower bound (2.3) is known [26] , for completeness we include the proof here. Our alternative proof is based on cobordism methods which will be very useful to obtain upper bounds in the next section and can be extended to non-elliptic operators in the case of gauge theories in Section 3.
In the proof we shall make an intensive use of the quadratic forms associated to the operators, cf. [44, 18] . While there is a one-to-one correspondence between semibounded self-adjoint extensions and quadratic forms, the quadratic forms have the advantage that while maintaining the semibounds they can be defined on domains larger than those of the operators themselves. More importantly, in some cases even the boundary conditions are suppressed by passing to the quadratic form. This happens, for instance, in the well-known case of Neumann boundary conditions where the domain of the associated quadratic form is the full Sobolev space of order 1, without restrictions, cf. [18, Theorem 7.2.1].
Let us finally remark that for negative Robin parameters the associated selfadjoint extensions of the Laplace-Beltrami operator are trivially positive. Indeed, the right hand side of (1.1) is positive for Φ 1 = Φ 2 . On the contrary, for positive Robin parameters there is no straightforward way to prove semiboundedness. The reason is that the L 2 (∂M )-norm of the trace, i.e. of the restriction to the boundary of a given function at the bulk, cannot be bounded by the L 2 (M )-norm of the function. This is one of the conclusions of the well known Lions Trace Theorem, cf. [39] . The proof of the necessary and sufficient conditions for semiboundness of even order elliptic operators appearing in [26, 27] relies essentially on the fact that the inverse of the operator with Dirichlet a boundary conditions is a compact operator. This clearly does not hold for the non-elliptic operator mentioned above and thus this proof cannot be used in this case.
Let us consider Riemann normal coordinates in a collar neighbourhood Ξ of the boundary ∂M . Let r be the radial normal coordinate increasing from r = R 0 − at the inner boundary of the collar to r = R 0 at the physical boundary ∂M of the system. In these coordinates,
while the Riemannian metric g of M restricted to Ξ can be written as 5) in terms of boundary coordinates θ := {θ i } of ∂M . Due to the splitting of M into Ξ and its complement M \Ξ in M (see Fig. 1 ), a new boundary appears. We denote it by ∂Ξ − . Notice that the boundary of the collar is therefore ∂Ξ = ∂M ∪ ∂Ξ − . This boundary has to be considered whenever a Strictly speaking it is the so called hard extension of the operator. one defines differential operators on Ξ and M \Ξ . We consider different Hilbert spaces on each manifold associated to this splitting and denote them as follows. The spaces of square integrable functions are going to be denoted as
The Sobolev spaces of order 1 will be: H 1 (M ), H 1 (Ξ) and H 1 (M \Ξ) . These are going to be the natural spaces to define the quadratic forms. Similarly, the Sobolev spaces of order 2 will be:
. The scalar products and norms associated to these spaces are determined by the restrictions (pull-backs) of the Riemannian metric g and distinguished by subscripts. We will also need to consider three different Laplace-Beltrami operators −∆ M , −∆ Ξ and
Proof of Theorem 2.1. That the boundary conditions (2.2) lead to an essentially self-adjoint operator is a well-known result, see for instance [25, 8, 32] . The only restrictions concern the regularity of the function µ(p) , but we consider that it is smooth.
The proof of the semiboundedness can be derived in 5 steps.
i) The collar Laplacian. Let −∆ Ξ be the Laplace-Beltrami operator on the collar Ξ with metric defined by the restriction of g . Consider as its domain the space of functions that satisfy the Robin boundary condition at ∂M and the Neumann boundary condition at the auxiliary boundary ∂Ξ − , i.e.
6) The operator defined this way is essentially self-adjoint. ii) Bound on the collar Laplacian.
The quadratic form associated to the collar Laplacian of the previous step and therefore −∆ Ξ are bounded from below, i.e.,
The constant µ 0 is of the order of sup p∈∂M |µ(p)| . The bar denotes the closure with respect to the corresponding norm. We postpone the proof of this step until the end of this section. iii) The inner Laplacian.
Consider the Laplacian −∆ M \Ξ with Neumann boundary condition on ∂Ξ − , i.e. defined on the domain
This operator is also essentially self-adjoint. It is clearly non-negative since Green's identity gives
Moreover, [18, Theorem 7.2.1] ensures that the quadratic form associated to this operator has domain H 1 (M \Ξ) without any constraints. iv) Equivalence of the bounds of the operator and of the associated quadratic form.
We want to find a lower bound for the operator −∆ M defined on
that is, to find a non-negative constant µ 0 such that
The relation between self-adjoint operators and the associated quadratic forms establishes that this is equivalent to showing that
where | · | ∆ M stands for the graph-norm of the quadratic form defined by
where m is a lower bound of the quadratic form. A sufficient condition for this inequality to hold is
This is so because the graph-norm of the quadratic form is continuous with respect to the Sobolev norm of order one, i.e.
To prove the latter inequality it is enough to perform integration by parts once and use the boundary condition to get
The first term is clearly bounded by the norm of the Sobolev space of order 1. The second one is bounded by means of the Lions trace inequality, cf. [3, 39] ,
v) Sum of quadratic forms.
First notice that because of [18, Theorem 7.2.1], the Neumann boundary condition at the auxiliary boundary ∂Ξ − disappears when taking the closures with respect to the Sobolev norm of order 1 and therefore we have that
The set on the left hand side is strictly contained in the set of the right hand side because functions on the right hand side are allowed to be discontinuous along the auxiliary boundary ∂Ξ − while this is not the case on the left hand side. Now
where the quadratic forms in (2.9a) are those defined in Steps i) and iii). The inequalities of (2.9b) follow by
Step ii) and the fact that
Proof of Step ii).
Given a fixed parameter 0 < δ < 1, the parameter defining the width of the collar neighbourhood Ξ can be chosen such that the bounds
hold. Now let I := [R 0 − , R 0 ] . According to the boundary conditions of Eq. (2.6), we have
where ϕ = Φ| ∂M denotes the boundary value of Φ, while g Ξ := g| Ξ ,μ = sup µ(p) and d θ Φ denotes the components of dΦ that are tangent to the boundary. Notice that there is only a boundary term contribution on ∂M because the Neumann boundary condition cancels the boundary contribution of the inner boundary ∂Ξ − .
The first inequality holds because the second term of the second line is positive definite. The last inequality above ensures that a lower bound of Φ , −∆ Ξ Φ Ξ can be given by a lower bound of the quadratic form on the right hand side. It is easy to show that this latter quadratic form is the quadratic form associated to the operator
and is essentially self-adjoint with mixed boundary conditions: Neumann boundary condition at {R 0 − } and Robin boundary condition
Moreover the lower bound of −∆ r coincides with that of
For a more detailed proof we refer to [32] , where more general boundary conditions are considered.
In order to obtain the bound (2.7), it is therefore enough to show that the one-dimensional problem of the Laplacian with Robin boundary condition at one boundary and Neumann boundary condition at the other is bounded from below.
Consider the following one-dimensional spectral boundary value problem for functions φ in the interval [0, ]:
We can obtain its spectrum by finding the zeros of the spectral function that is obtained from the plane wave ansatz φ(x) = A + e ikx + A − e −ikx . The spectral function for any type of boundary condition in [0, ] has been analysed in [6, 7] . In the present case, it reduces to
Therefore there is an infinite number of positive eigenvalues E n = k 2 n . However, there is a special bound state with negative energy E 0 = −κ 2 which is obtained from the spectral equation (2.14) assuming that k = iκ is imaginary and κ is given by the solution of the equation
This equation has only one solution for positive c . Thus we have shown that (2.12) is semibounded. Therefore the quadratic form on the right hand side of (2.11) is semibounded with the same constant. This shows (2.7) and therefore Theorem 2.1.
The relations above show the dependence on the various parameters of the problem. The solution κ(c) of (2.15) can be found numerically [29] , but it can also be bounded from above, κ(c) < κ m (c) , by the following function: Fig. 2 where we set = 1 ). This bound provides an explicit analytic bound for the quadratic form:
i.e., µ 0 = κ m (μ 1−δ ). Let us try to give some further estimates. Assume that κ 1 . Then κ tanh( κ) ≈ κ and thus the spectral condition becomes κ ≈ c whenever κ ≈ c 1 . In the case that c =μ/(1 − δ) , this gives
whenever κ 1 , that is, wheneverμ/(1 − δ) ≈ µ 0 1 . Now assume that κ 1 . In this case we have that κ tanh( κ) ≈ κ 2 and thus the solution of the spectral equation becomes κ ≈ c/ whenever κ ≈ √ c 1. Thus, we have that
Existence of edge states with Robin boundary conditions
In the previous section we have shown that for Robin boundary conditions the Laplace-Beltrami operator is always bounded from below. We will show now that when the Robin parameter is positive, µ > 0 , negative energy edge states appear for large positive values of µ. This result has been proved in [8] in a more general framework so that it applies to our particular case. However the bounds that we are going to obtain are sharper. To prove the existence of such a negative energy eigenstate it will be enough to obtain a negative upper bound for the expectation value function of the Laplace-Beltrami operator for some function in an appropriate space. From Green's identity it is straightforward to obtain the upper bound
with Φ ∈ D M and where µ := inf µ(p). This implies that the quadratic form associated to the Laplace-Beltrami operator −∆ M with local Robin boundary condition given by µ(θ) is bounded above by the form associated with the Robin boundary condition with constant parameter µ. Lemma 2.1. Let Φ ∈ H 1 (M ) and f ∈ H 1 (∂M ). Then, for every > 0 there exists
As in the proof of Theorem 2.1, it is enough to obtain the bound (2.18) for
We can use again the splitting of the manifold showed in Fig. 1 and for functions Φ ∈ H 1 (Ξ) ⊕ H 1 (M \Ξ) we can split the quadratic form as
Now, consider functions on φ ∈ D Ξ which only depend on the radial coordinate r, φ(r), and extend them to the whole M by defining
We have that
Thus, since the quadratic forms at both sides are defined on the same domain, H 1 (M ), it is enough to find an upper bound of the one-dimensional problem (2.13) of the Laplacian on the interval [0, ] with Robin boundary condition at r = 0 and Neumann boundary condition at r = .
As we have seen in the previous section, this one-dimensional operator has an edge state Φ 0 which is given by the zero of the spectral function (2.
Thus if we take Φ Ξ (r, θ) = Φ 0 (r) for (r, θ) ∈ Ξ we get:
which shows the existence of negative modes of the Laplace-Beltrami operator.
Notice that even though the function κ M (c) is positive, the eigenvalue associated to the boundary condition defined by c is −κ M (c) 2 . These modes are edge states and are localised at the boundary of M . Notice that this upper bound for edge states is lower than the bound found in Ref. [8] , although the latter one applies to more general boundary conditions. Every parameter, including the value of κ M ( µ 1+δ ) depends only on the geometry of the neighbourhood of the boundary Ξ (see e.g. [41, 42] ).
In summary, combining the two compatible bounds for edge states, we have the very constrained chain of inequalities
However, there is a significant difference between the two bounds. The upper bound shows the existence of edge states with negative energy. This is so because it means that there is at least one eigenvalue with negative energy. However, the lower bound applies to any state and establishes a global lower bound which guarantees stability of the vacuum for theories with mass larger than this bound.
In the asymptotic regimeμ > µ 1 R0 , the bounds become
Since the inequalities hold for any value of δ ∈ (0, 1) they become even more stringent, 25) in agreement with the asymptotic results of Refs. [41, 42] . For small sizes 1 >
R0
μ > µ , the bounds become
This state becomes a zero mode in the case of Neumann boundary conditions (µ = 0).
The above inequalities show that negative energy states appear as long as µ > 0 . The value of the energy gets progressively more negative the larger is the value of the Robin parameter, or equivalently the smaller is the manifold. The splitting procedure used for the proof shows that the lowest eigenstate can be approximated in the direction normal to the boundary by the lowest eigenstate of the 1 dimensional Laplacian with Robin boundary conditions. The latter, as it is easy to check, gets more localised at the boundary as the value of µ increases.
In summary, we have proved the following theorem. .2) has at least one negative eigenvalue.
As µ = inf µ becomes large the corresponding eigenfunction gets more localised on a small collar Ξ around the boundary ∂M .
The local character of the Robin boundary condition allowed us to find a lower bound in the spectrum. However, there are more singular boundary conditions which do not have such a bound for any size of the physical system [8, 33] .
Edge States of the electromagnetic field
In pure electrodynamics on the space-time M × R the dynamical fields are oneforms A ∈ Λ 1 (M ) over the space M . The corresponding potential induced by the magnetic term of Maxwell action is up to a surface term
where d * is the codifferential and · , · is the canonical scalar product of one-forms
induced by the Riemannian metric g of M . Here, g −1 (· , ·) denotes the canonical scalar product of forms induced by g, dµ g the Riemannian volume on M and : Λ k (M ) → Λ n−k (M ) the Hodge star operator, i.e. the unique operator that verifies
where n is the dimension of M . The following identities will be needed later on, cf. [48] . Let α, β ∈ Λ k (M ) .
In quantum electrodynamics the Hodge-de Rham Laplace operator
plays the same role as the Laplace-Beltrami operator in scalar field theories. Using the Hodge star operator, the Laplace operator defined in Eq. (3.6) can be written, for A ∈ Λ 1 (M ) , as
Gauge invariance implies that the Hodge-de Rham-Laplace operator (3.6) has an infinite number of zero-modes of the form A = dφ. One can get rid of these spurious zero-modes by fixing the Coulomb gauge condition d * A = 0 or using Feynmann gauge by adding a term of the form dd * to the operator (3.7) to get the standard Hodge-de Rham Laplace operator
In the rest of this section we shall prove that for a particular choice of Robin-like boundary conditions the non-elliptic operator d * d is bounded from below independently of the gauge fixing condition chosen.
Boundary term for Laplace operator on one-forms
As in the previous section, we will use the quadratic forms associated to the operators rather than the operators themselves to obtain the bounds. One important ingredient in the proof of Theorem 2.1 was the use of Stokes Theorem to identify the boundary term associated to the Laplace operator. We shall first derive Green's identity for the Laplace operator (3.6) and write the boundary term in an explicit form.
Using the identities above, one can get for A ∈ Λ 1 (M ) ,
where j : ∂M → M is the canonical embedding of the boundary ∂M into the bulk manifold M and j * denotes the corresponding pullback map of forms. In Using standard algebra of imbedding maps [21] , the boundary term in (3.9d) can be rewritten as
whereg is the pull-back of g to ∂M , ∂M denotes the Hodge star operator with respect tog, N the vector field defined in a neighborhood of ∂M by the geodesic flow induced by the outward normal vector n of the boundary ∂M , and i N is the contraction with N . Also we have defined a := j * A andȧ := j * i N dA maintaining the capital-small letter notation to distinguish objects on the manifold M and its boundary ∂M . Finally · , · ∂M stands for the canonical scalar product among oneforms at the boundary:
Compare the latter equation with Eq. (3.2).
Robin-like boundary conditions and semiboundedness
In spite of the fact that the Laplace-de Rham operator d * d is gauge invariant like the original potential V in (3.1), the boundary term (3.10) is not manifestly gauge invariant. Thus, the most general boundary conditions break gauge invariance. However, there are large families of boundary conditions which preserve gauge invariance, e.g. the Dirichlet boundary condition (a = 0, a r = j * i N A = 0) or the Neumann boundary conditionȧ = 0. One particularly interesting family preserving the gauge symmetry is given by Robin-like boundary conditions defined by
where L N is the Lie derivative with respect to the geodesic vector field N defined in a neighborhood of ∂M by the geodesic flow induced by the normal vectors n of ∂M , ∆ 0 is the Laplace operator acting on scalars with Dirichlet boundary conditions and
is a function with values in the space of (n − 1) × (n − 1) real orthogonal matrices (as required by the reality of the electromagnetic potential A) with respect to the pointwise scalar product among one-forms defined byg −1 (· , ·). The invariance of the boundary conditions (3.12) under gauge transformations φ which vanish at the boundary j * φ = 0 follows from the fact that in such a case
Notice that since ∆ 0 is the Laplace operator acting on scalars with Dirichlet boundary conditions, the boundary conditions (3.12) reduce to
for any p ∈ ∂M . The most relevant property of these boundary conditions is the cancellation of the boundary term involved in the proof of self-adjointness of the Laplace-de Rham operator d * d. Indeed, such a boundary term can be rewritten as
Because of the boundary condition (3.14a), the contributions of the first and third terms in (3.15), reduce to a , Kã ∂M − Ka ,ã ∂M ; (3.17) which cancels out due to the orthogonal character of K. The remaining terms
can be rewritten as
by integration by parts, where d * ∂M is the co-differential operator of ∂M . Now, since 18) we have that
The second term in (3.19) vanishes due to the boundary condition (3.14b). Then,
which implies that the two boundary terms (3.18) also vanish. In summary, the boundary condition (3.14) defines a symmetric extension of the Laplace-de Rham operator. It is easy to show that this extension is also essentially self-adjoint. We shall show now that the self-adjoint extension of the Laplace-de Rham operator (Eq. (3.6)) acting on one-forms constrained by these boundary conditions (3.14) is bounded from below.
Theorem 3.1. Let M be an oriented Riemannian manifold with regular oriented boundary ∂M . Let n be the outgoing normal vector, N the vector field defined in a neighborhood of ∂M by the geodesic flow induced by n and K a smooth function with values in (n − 1) × (n − 1) orthogonal matrices, defined at the boundary ∂M . The Laplace-de Rham operator −∆ M restricted to smooth one-forms A ∈ Λ 1 (M ) satisfying the Robin-like boundary conditions (3.14) is essentially self-adjoint and bounded from below, i.e.
A , −∆
where µ 0 is a finite positive constant.
Proof. The proof will be almost identical to the proof of Theorem 2.1 and will also be derived in several steps. Only
Step ii) differs substantially. Again we shall use the splitting of the manifold into a collar neighborhood of the boundary Ξ and its complement, cf. Fig. 1 .
i) The collar Laplacian. Let −∆ Ξ be the Laplace operator of Eq. (3.7) on the manifold Ξ defined on the domain
where ∂Ξ = ∂M ∪ ∂Ξ − and H 2 Λ 1 (Ξ) is the Hilbert space of one-forms (cf. Eq. (3.4)) whose coefficients are in H 2 (Ξ) . This operator is essentially self-adjoint, as shown in the previous subsection.
ii) Bound on the collar Laplacian. The collar Laplacian and therefore the associated quadratic form are bounded from below, i.e.,
where µ 0 is of the order of sup |K(p)| and |K(p)| stands for the norm of the matrix K(p) . Again the bar over the domain stands for the closure with respect to the corresponding norm. We postpone the proof of this step until the end of this section. iii) The inner Laplacian.
Let −∆ M \Ξ be the Laplace operator on the manifold M \Ξ defined on the domain 
it is enough to find the following bound for its quadratic form:
where we have used ii) and iii).
Proof of
Step ii). The proof will follow similar lines to those of
Step ii) of the proof of the Theorem 2.1, but in this case we will bound the quadratic form A , −∆ Ξ A Ξ by that of a one-dimensional problem with a flat metric. First we remark that the operator −∆ Ξ has an infinite dimensional kernel. More concretely, all the exact one-forms of D Ξ (3.22) are in the kernel of the Laplacian. That is, if A φ = dφ ∈ D Ξ , then −∆A φ = 0. One particular class of such exact oneforms A φ = dφ are those defined by fields φ vanishing at the boundary of M , i.e. j * ∂M φ = 0. The last condition guarantees that the zero modes satisfy the boundary conditions defined by (3.22) since a φ = 0 and (3.13) implies that the boundary conditions (3.14) become trivial identities.
Moreover, the gauge field defined by A := A − dφ satisfies the same boundary conditions as A because of the identity (3.13). Because of this freedom we can chose φ in such a way that A is in Coulomb gauge d * A = 0. This can be achieved for any gauge field A ∈ H 1 Λ 1 (Ξ) by defining 26) where −∆ 0 is the self-adjoint Laplacian operator with Dirichlet boundary conditions densely defined on L 2 (Ξ). The Coulomb gauge fixing condition induces a decomposition of the Hilbert space L 2 (Λ 1 (Ξ)) of gauge fields into two orthogonal complements
Now, for any A ∈ D Ξ we have
where d θ and d * θ denote the exterior differential and its adjoint in the Riemannian submanifolds r = cte. of Ξ, and where we used the decomposition of the Riemannian metric in terms of the Riemannian normal coordinates on the collar neighborhood:
Notice that in this case the geodesic vector field N is given by the tangent vector to the radial geodesics, i.e. L N = ∂ r and the boundary conditions on the fields A become
Thus, we have the following inequalities, Ξ (p), respectively. Moreover, since the collar manifold Ξ is compact, there is an infimum and a supremum of λ max (p), λ min (p) in Ξ. The same argument holds for the induced metric at the boundaryg(R 0 , θ) . The supremum and infimum of the eigenvalues will be denoted in this case byλ max andλ min . We can now get the bound:
The term in brackets corresponds for each i = 1, . . . , n − 1 to the one-dimensional problem analogous to the one appearing in (2.11) and thus it is bounded from below by the same constant as that of the operator of Eq.(2.12). Hence,
where
and we have used that
and C > 0 we also have that
i.e. −C is a lower bound of the operator −∆ Ξ Due to the orthogonal decomposition (3.27) the lower bound (3.33) also holds for the restriction −∆ to the domain of gauge fields which satisfy the Coulomb gauge condition
−∆ is also essentially self-adjoint in the domain of smooth gauge fields in the Coulomb gauge which satisfy the Robin boundary conditions (3.14) that now become
The only difference is a change in the degeneracy of eigenvalues and in the absence of trivial zero-modes.
The analysis of the Hodge-de Rham operator −∆ 1 of Feynmann gauge (3.8) requires an extra boundary condition of Robin type i n A = λ d * A, where λ is an arbitrary smooth function of the boundary ∂M .
A similar analysis should lead to the existence of edge states and a lower bound
where the constant µ The existence of edge states is not an exclusive property of scalar and vector fields. We shall show in this section that the Dirac operator with APS boundary conditions also has edge states. Before we start the proof for the existence of edge states in this case, we will need to introduce some definitions. We assume that M is a Riemannian spin manifold with a given spin structure. Let π : E → M be the vector bundle over M associated to the fundamental representation of Spin(n) and ω the spin connection of E. The covariant derivative of ω in E defines a map
where Γ(E) stands for the space of sections of the vector bundle and X(M ) is the space of vector fields on M .
In Riemann normal coordinates, the Dirac operator acting on the restriction of the vector bundle π : E → M to the collar neighbourhood Ξ = ∂M × {R − , R} of ∂M [12] reads
where / N = γ µ N µ with N µ the components of the vector field N while −iγ θ · ∇ θ denotes the tangential component of / D . We use the notation
Let the restriction to the boundary of this operator be
The matrix γ d+1 is hermitean, anticommutes with all the γ's and (γ d+1 ) 2 = I. The Dirac operator above is purely spatial and does not involve any time derivative. A(m) is an essentially self-adjoint operator acting on the Hilbert space of square integrable sections induced at the boundary that we denote by H(∂M ). This is so because we assume that the boundary ∂M is a smooth compact manifold without boundary.
Let us define the Atiyah-Patodi-Singer self-adjoint extensions of the Dirac operator / D. Performing integration by parts, we get Green's identity for the Dirac operator, cf. [14] ,
where as usual we denote the restrictions to the boundary with small size Greek letters and / n = γ µ n µ with n µ the components of the normal vector field to ∂M . The boundary conditions must force the R.H.S to vanish identically in order to define a symmetric extension. Let K be any self-adjoint operator on H(∂M ) such that
and
Since K 2 is strictly positive by condition (4.6), the Hilbert space at the boundary admits an orthogonal decomposition in terms of H ± (∂M ), the positive and negative eigenspaces of K respectively. The second condition, Eq. (4.7), now guaranties that / nH + (∂M ) = H − (∂M ). The generalised APS boundary conditions consist in requiring that Ψ| ∂M ∈ H − (∂M ) and therefore in defining the domain as 8) where the Dirac operator is essentially self-adjoint, cf. [9, 14] .
In order to analyse the existence of edge states we will need to analyse the relation between / D 2 and another second order differential operator that one can define on the Riemannian vector bundle. The second covariant derivative is defined on a generic tensor field T as
Definition 4.1. The connection Laplacian is the operator defined by
There is an important relation between this Laplacian and / D 2 known as Lichnerowicz-Weitzenböck identity, cf. [36] :
where R is the Ricci scalar curvature of the Riemannian metric of M . This theorem defines a formal relation between the operators. Now we want to analyse the existence of edge states for the operator / D and this will be equivalent to analysing the existence of edge states for the operator / D 2 . But we need to select a domain for the latter that is compatible with the domain of / D . We will define this domain by
With this choice, we have that the following identity holds for all Ψ, Φ ∈ D( / D 2 ):
The boundary terms vanish by means of the conditions in (4.10). In fact, a general argument using the spectral theorem shows that D( / D 2 ) is an essentially self-adjoint domain for / D .
We will now make a particular choice for K and hence of the boundary condition. We will show that this particular choice leads to low lying edge states.
As the operator K for the generalised boundary conditions, we take the operator
It is clear that it verifies conditions (4.6) and (4.7). If we denote by P + and P − the orthogonal projectors onto the boundary subspaces H + (∂M ) and H − (∂M ) respectively, the boundary condition on the domain of / D can be expressed as follows:
Let us write explicitly the boundary condition for / 13) whereψ ≡ (∇ N Ψ)| ∂M and ψ = Ψ| ∂M . According to (4.10) and (4.11) the domain of / D 2 consists of the functions that fulfil P + ψ = 0 and P + ( / DΨ)| ∂M = 0, which according to the identities above can be written as
(4.14)
Recall that P + is the projection onto the positive (or more generally nonnegative) space H + (∂M ) of the operator K(µ) . Our aim is to show that there exist low lying edge states. In the spirit of the proof on the existence of edge states for the Laplace operator given in [8] , we are going to select an edge state satisfying the boundary condition above. In order to do so, we need to analyse first the relation between the operators K(µ) and A(m) . First notice that
Hence the boundary condition (4.14) can be rewritten as
According to this, the most simple case occurs for m = µ . Therefore, for simplicity, consider from now on that µ = m and that the boundary condition is
Moreover, there is a direct relation between the square of the operator K(m) and the connection Laplacian on the boundary of the manifold given by the LichnerowiczWeitzenböck identity, see Definition 4.1 and Eq. (4.9):
Now R ∂M stands for the scalar curvature of the induced Riemannian connection at the boundary. In contrast to the situations on Sections 2 and 3, the operator / D 2 is automatically positive and thus there is no need to prove its semiboundedness. But we will show that there are edge states, whose eigenvalues are close to zero and therefore below the mass gap, which is not obvious. We will follow the approach taken in Section 2.2 and find an upper bound for the energy of certain states that are strongly localised at the boundary.
First we select an eigenstate ξ ∈ H − of K(m) with eigenvalue −Λ, with Λ > 0 ,
For this state we can prove the following bound.
Lemma 4.1. Let ξ be an eigenstate of K(m) with eigenvalue −Λ and let −∆ θ be the boundary Laplacian of the spin vector bundle induced at the boundary ∂M . Then
where σ max := sup p∈∂M |R ∂M (p)| .
Proof.
From (4.19) and condition (4.20), we have that
Notice that we can choose Λ such that Λ 2 − m 2 + σ max is the closest element to the smallest eigenvalue of −∆ θ . It is well known that the eigenvalues of the connection Laplacian, cf. Definition 4.1, on a manifold without boundary decrease with increasing volume of the manifold. As an example consider the situation for the sphere S n with radius ρ. The eigenvalues of the Dirac operator are given by λ l = ±(l + n/2)/ρ , cf. [16] . Using the Lichnerowicz-Weitzenböck identity and the fact that in this case the scalar curvature is R = n(n − 1)/(4ρ 2 ) one gets that the lowest eigenvalue for the connection Laplacian is n/(4ρ 2 ). Hence, by increasing the volume of the manifold it is possible to make the smallest eigenvalue different from zero arbitrarily small. Now we will show (see Theorem 4.1) that if Λ 2 − m 2 + σ max is small enough and m is large enough, for a given width of the collar neighbourhood Ξ, there will appear negative energy states for −∆, which means that there will appear edge states for / D 2 with energies close to zero. Since
for Ψ fulfilling (4.10) there are corresponding low-lying edge states. In practice these conditions will be met, as stated in the previous paragraph, for large enough manifolds.
Consider the following vector state with ξ taken as in Lemma 4.1:
. Now we need it to be in the domain of / D 2 and therefore we need to select k in order that the boundary condition (4.18) is satisfied. It is enough thaṫ 
Moreover, under the latter condition the state Ψ satisfieṡ
Let us now compute the mean value of / D 2 in this vector state. We can assume that on the collar neighbourhood, we work on a frame of the vector bundle E such that ∇ N Ψ = ∂ r Ψ. Then, 
Hence, as stated above, Λ 2 can be chosen of the order of m 2 − σ max when the mass is large enough and if the lowest eigenvalue of −∆ θ is small enough. In this case, the first term in the brackets of the last inequality above becomes negative, showing that −∆ has negative eigenvalues. Moreover, for large Λ they become edge localised as follows from the boundary conditionψ = Λψ . In general, states with higher angular momentum might have energies greater than m 2 even though they are edge localised.
Bulk states can be defined as elements of Γ c (E), i.e., sections with compact support in the interior of the base manifold. Because for these sections Ψ| ∂M = 0 , one has that Ψ , −∆Ψ ≥ 0 , and therefore
In contrast to the situation for scalar fields, there might be no eigenvalues of / D close to zero if the smallest eigenvalue of the boundary Laplacian −∆ θ is not small enough. Since this value depends on the volume of the boundary manifold, there will be a threshold value for the volume, which can be determined using Weyl's law, cf. [38] , such that edge states always exist.
The difficulty of finding a negative upper bound for the expectation value of −∆ in the state (4.22) suggests the existence of a critical size threshold for the existence of edge states. We shall show in the next section that this occurs in some cases. However, to get a general result we will need a general lower bound on −∆ with the required transition properties.
On the other hand, from the phenomenology of macroscopic devices the existence of such a threshold for edge states is expected. For instance, for small enough samples of topological insulators the effects of low-lying edge states are not present and a threshold for their appearance is detected experimentally [35] .
Edge states of Dirac operator with chiral bag boundary conditions
In addition to the former, there are other families of boundary conditions that one can consider, for instance, the boundary conditions used in the analysis of quark confinement [17] or their generalizations like the chiral bag boundary conditions, cf. [45] . These can be introduced using a general approach that leads to self-adjoint Dirac Hamiltonians.
If the boundary term (4.5) is written as the difference of the two chiral components Ψ ± = It is easy to check that boundary conditions of the form
where U is a unitary operator on the boundary Hilbert space of spinors commuting with γ · n , make the boundary term vanish. These boundary conditions define domains of essential self-adjointness provided that certain regularity conditions on the unitary operator U are satisfied, cf. [8, 15, 32] . We will assume "local" boundary conditions imposing that U is a finite dimensional matrix acting only on spinor indices. Using the Cayley transform, we can express (5. The above spinorial edge states do have a special meaning in QCD in a threedimensional ball with chiral boundary conditions. The MIT bag model uses the chiral bag boundary conditions in the limit α → ∞. In that case, there is an infinity of edge states. In particular the lowest energy state is an edge state. The states of pions and protons made of quarks localised at the edges of the bag is a very interesting picture of the nucleon where according to asymptotic freedom, quarks will move quite freely inside a hadron.
