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1 はじめに
計測技術の急速な発展は, 多様なデータの獲得を可能とし, これに伴いデータの中から内在する情報やパター
ンを効率的に抽出するための解析手法の研究が求められている. 特に, 特徴抽出のためのパターン認識は, 音声認
識, 文字認識, 画像認識など幅広い分野において適用されている (河原, 西山, 山口, 2005 ; 坂野, 2001 ; 内田, 迫
江, 三苫, 2006). パターン認識とは, 観測されたデータをあらかじめ定められた複数のグループ (クラス)のうち
の１つに対応させる処理である. 例えば, アルファベットの文字認識においては, 観測データを 26種類の文字の
いずれかに対応させる処理ということになる. 以下はパターン認識の主な流れである.
　防犯カメラに搭載されている顔認識について具体的に述べる. カメラの前に立った人の顔だけで誰であるか認
識する. 事前に決定したグループとは, 立った人の名前で, 観測データは顔画像である. また, 顔や目の大きさな
ど識別の手がかりとなるものを特徴ベクトルといい, このベクトルによって張られる空間を特徴空間という. ま
ず初めに顔認識に不要な服装や背丈, 髪型を排除したり, また顔の最重要部分 (目, 鼻, 口の領域)だけを抜き出し
て一定の大きさに合わせたりする. これが前処理のノイズ除去と正規化である. この処理を行うと原画像より次
元数は小さくなるが, まだ次元数は高いため更に次元を削減する. 次に顔のパーツの重要な情報を抜き出す特徴
抽出を行う. そして, 特徴抽出をした情報を元に観測データを各グループに分類する.
　特徴抽出を行う手法として主成分分析などが用いられる. 分類を行うときは, 識別機を設計しそれを用いて特
徴抽出を元に分類する. 手法の 1つに, どのクラスに属するか分かっている学習データを元にして部分空間を構
成し, 分類を行う部分空間法という解析手法がある. この手法は, 特徴空間の線形変換を利用して分類を行うの
で, 特徴抽出と分類を分離することなく行える. しかしながら, 部分空間の次元数の決め方においては十分に研究
が行われていない.
　本稿では, 観測データに基づいて客観的に圧縮次元を決定する研究を行い, 確率構造を取り入れた主成分分析
と部分空間法を融合して, 情報量規準 AIC(Akaike, 1973)やベイズ型モデル評価基準 BIC(Schwarz, 1978)で次
元を決定する"確率的部分空間法"を提案する.
2 主成分分析
主成分分析とは, 互いに相関のある変数について観測された多次元データのもつ情報をできるだけ失うことな
く, もとの変数の線形結合で表される新たな変数へ要約する手法である. 新たな変数へ要約することは, 必要な情
報のみを抜き出すことと同様なのでデータの特徴抽出と言える.
　主成分分析では, まず主部分空間という低次元の線形空間上へのデータ点の直交射影を考える. この直交射影
において射影されたデータの分散が最大となるように主成分を定める. 主成分分析は以下のように定式化される.
　 D 個の変数について観測された N 個の D 次元データを x1;x2; : : : ;xN とし, 標本平均と標本分散共分散行
1
列は次で与えられる.
x =
1
N
NX
n=1
xn; S =
1
N
NX
n=1
(xn   x)(xn   x)T :
次に, D個の変数の線形結合で表される射影軸
y = u1x1 + u2x2 +   + uDxD = uTx
上へ N 個の D 次元データを射影し, 1次元データ yn = uTxn (n = 1; 2; : : : ; N)に変換する. ただし, uは, 係
数ベクトル u = (u1; u2; : : : ; uD)T である. 射影されたデータ y1; y2; : : : ; yN の平均値 y は,
y =
1
N
NX
n=1
yn =
1
N
NX
n=1
uTxi = u
Tx
となるので, 射影されたデータ y1; y2; : : : ; yN の分散 s2y は,
s2y =
1
N
NX
n=1
(yn   y)2 = 1
N
NX
n=1
uT (xn   x)(xn   x)Tu = uTSu (2.1)
この射影されたデータ点 yn での分散 s2y が最大になるような射影軸を決めるために係数ベクトル u を求める.
係数ベクトル uについて制約をつけなければ,分散 s2y は発散してしまうので, 制約として uTu = 1 とする. こ
のような制約条件付き問題に対してはラグランジュ未定乗数法を用いると解くことができ, ラグランジュ乗数を
として, ラグランジュ関数を
L(u; ) = uTSu+ (1  uTu) (2.2)
と与える. よって, これを解くと以下の標本分散共分散行列 S の固有値問題となる.
Su = u: (2.3)
(2.3)式より S の固有方程式を解くことで得られる D個の固有値と対応する固有ベクトルを
1  2      D  0; u1;u2; : : : ;uD
とする. このとき D 個の主成分と分散は次のように与えられる. ただし, uj (j = 1; 2; : : : ; D) の長さは 1 で,
uTi uj = ij が成立する. なお, ij はクロネッカーデルタである.
第 i主成分 yi = uTi x; 分散 : i; i = 1; 2; : : : ; D (2.4)
3 部分空間法
パターン認識においては, 特徴抽出と分類は別々に行われている. しかし, 部分空間法 (subspace method)で
は, 特徴空間の線形変換を利用して分類を行うため, 特徴抽出と分類を分離することなく行える. 部分空間法と
は, あらかじめ学習データを用いて, 各クラスごとにそのクラスを表現する低次元の部分空間を用意する. 次に観
測データと部分空間上に射影したデータとの誤差を１つずつ比較し, 誤差が最小となる部分空間のクラスに分類
していく方法である.
　 CLAFIC法 (Watanabe ,1969)はクラスごとにそれぞれ部分空間を作り, 観測データを分類していく方法であ
る. まず, a個のクラス !1; !2; : : : ; !a のそれぞれの部分空間を L1; L2; : : : ; La とし, その次元を d1; d2; : : : ; da
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とする. ここで D 次元学習データに基づいて RD の部分空間 Li を di 個の D 次元正規直交ベクトルで張られ
たもの Li(ui1; ui2; : : : ; uidi) である. ただし, 正規直交性より uTikuil = kl である. 次にクラス !i について,
D 次元特徴空間から線形変換行列 Ai を用いて, di (di < D)次元部分空間 Li へ線形変換を行う. 変換行列を
Ai = (ui1; : : : ;uidi)と表し, ATi Ai = I が成立する. 部分空間に射影された di 次元特徴ベクトルATi xを元の
D 次元空間でみると, AiATi xとなる. したがって, 元の空間から部分空間 Li への変換は次の直交射影行列 P i
を用いて表すことができる.
P i = AiA
T
i =
diX
j=1
uiju
T
ij :
このとき, P iP i = P i が成り立つ. そして, 観測データ xの部分空間 Li への正射影は P ixであることから, 残
差 x2  k P ix k2 が最小になるようにする. 残差は k P ix k2 によって異なるので, この値でクラスを分類する.
k P ix k2=
diX
j=1
(xuij)
2 (3.1)
となる. これを観測データ xとクラス !i との類似度 (識別関数)とし, 次のように定義する.
Si(x) =
diX
j=1
(xuij)
2 (3.2)
この類似度を用いて, 類似度が最大のとき, 残差が最小になり, 観測データ xを次のように分類する.
max
i=1; ;a
Si(x) = Sk(x)) x 2 !k:
したがって, CLAFIC法では類似度 Si(x)の最大を求めるには, 正規直交ベクトル uij を求めることが本質的で
ある. まず, クラス !i に属するパターン xのクラス自己相関行列 Ri を以下で与える.
Ri =
1
ni
X
x2i
xxT :
部分空間 Li での構成は自己相関行列 Ri に基づく固有値問題へと帰着する. 主成分分析のときと同様に, まず
u1 について, 制約条件 uT1 u1 = 1のもとで, ラグランジュ未定乗数法を用いて解くと,
Su1 = 1u1 (3.3)
となる. よって, 固有値 ij (i1      ij      idi  0)に対応する固有ベクトルが uij である.
　ところで, 部分空間法において, 各クラスの次元数の決め方が重要な課題である. 自己相関行列 Ri の固有値を
求めると, 固有値の大小関係から, j が大きくなるにつれて, 固有値が徐々に 0に近づいていくので, 全ての固有
値を使うのではなく, 適当な値で打ち切ってもよい. しかし次元数が少なすぎると各クラスを近似する精度が下
がったり, また高すぎるとクラス間の部分空間が重なりが増加し識別力が下がったりしてしまう. そこで, 次元数
を客観的に求めるために, 部分空間法に確率構造を取り入れることにする.
4 確率的部分空間法
確率的主成分分析では, 確率モデルとして定式化されるので, 確率分布を推定でき, また, 最適な次元を決める
ことができる. 従来の部分空間法では, 次元の決め方の多くは経験を元にしていたので, データに基づく理論的な
3
決め方とはいえない. そこで, 理論的に次元を決めるために, 部分空間法に確率構造を取り入れて, 新たなモデル
を生成する.
　観測変数 xはD次元確率変数ベクトル, yは, di 次元潜在変数ベクトル, は, D次元誤差ベクトルとする. ク
ラス !i とし, 最適な次元数 di に決めるためのモデルは次のように表す.
x = P iy + i:
ここで, y～N(yj0; I), i～N(j0; 2I) の分布に従うと仮定し, また, P i は D × di 変換行列 Ai を用いて
P i = AiA
T
i とする. ただし, Ai = (ui1;ui2; : : : ;uidi)で, さらに uik は正規直行系である. また, yと は互い
に独立であるので, Cov(y; ) = 0 である. したがって xも D 次元正規分布に従うので, x～N(xj0;Pi + 2I)
となる. ここで, C = P i + 2I とすると, 対数尤度は,
logL(A; 2) =  diD
2
log(2)  di
2
log j C j  1
2
tr(C 1S) (4.1)
となる. ただし, S = 1
di
diX
i=1
xix
T
i である. したがって, Aと 2 の最尤推定量は, 次の式で与えられる.
^2 =
1
D   di
DX
i=di+1
i; A^ = Udi(Ldi   ^2I)
1
2R
ただし, Udi は, D × di 行列で S の固有ベクトルを列ベクトルにもち, Ldi は di × di 対角行列で固有値 i を
要素にもつ. i番目の対角要素は,
p
i   ^2 である. また, Rは任意の di × di 回転行列である.
これを元に, 以下の情報量規準 AICを用いて, AICの値が最小となる次元数 di が最適な次元数となる. 次元
数が決まったら, 特徴抽出を行い, 類似度で分類をする.
AIC =  2(モデルの最大対数尤度) + 2(モデルの自由パラメータ数)
したがって, 推定量を元に AICに当てはめると以下となる.
AIC =  2

logL(A^; ^2)

+ 2f(D   di)di + (D   di)g
= N log jC^j+ tr(C^ 1S) + 2f(D   di)di + (D   di)g
　今後の研究課題としては, 提案した"確率的部分空間法"をプログラム化して, 数値実験と実データの解析を通
して有効性を検証することなどが挙げられる.
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