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Capítulo  1
Introducción
El  tema  principal  de esta  memoria  es el estudio  de la desigualdad  isoperimétrica  lineal en superficies  de
Riemanu,  aunque  también  se abordan  otros  temas  afines.  En este  primer  capítulo  vamos  a introducir
algunos  conceptos  que  serán  de  gran  importancia  para  poder  exponer  los  resultados  obtenidos  y
describiremos  de forma  breve  cuáles  son estos.
1.1   La métrica  hiperbólica
1.1.1  Métrica  en  un  dominio
Si  f2 c  C  es  un  dominio  (abierto  y  conexo),  entonces  una  métrica  en  es  una  función  continua
)(z)    O en  í  que  se  anula  a  lo  sumo  en  un  conjunto  discreto  y  que  es  dos veces  diferenciable  en
{z  E  Ç  ).(z)  >  O}. Si  z  E   y  E C es  un  vector  entonces  definimos  la  longitud  de  en  z  como
IIIk,
(.Ionde   denota  la  longitud  euclídea.
En  análisis  clásico  estas  métricas  se  llaman  a  veces métricas  conformes  y se suelen  escribir  de  la
forma  (z)jdz  y a  la  función  ).  se  le llama  densidad  de la métrica.
Dada  una  curva  continuamente  diferenciable  ‘y :  [a, b] -  f  vamos  a  definir  su  longitud  en  la
métrica  )  como
b
=  f  II(t)Ikt  dt.
La  longitud  de una  curva  continuamente  diferenciable a trozos  se define como la suma de las longitudes
de  sus  trozos  continuamente  diferenciables.
Cuando  la  métrica  que  estamos  considerando  es  la  función  constante  )t(Z)  1  (métrica  euclídea)
esta  definición  coincide  con  la  definición usual  de longitud  (longitud  euclídea).
Utilizaremos  también  la  siguiente  notación
=  f (z)dz.
Sean  dos puntos  p, q E Z,  definimos  la  -distancia  entre  p y  q en la  métrica  )  como
d,(p,q)  =  inf{L      ’y) : ‘y E Co(p,q)},
donde  C0(p, q) es el  conjunto  de todas  las curvas  continuamente  diferenciables  a  trozos  ‘y:  [0, 1] —* f
tales  que  ‘y(O) =  p  y ‘y(l)  =  q.  Se puede  denotar  también  como  d  si la  métrica  se  sobreentiende.
Se  puede  demostrar  que  la  función  d), : í  x  2        esuna  distancia  y  (íl, d)  es  un  espacio
métrico.
1
CAPÍTULO  1.  INTRODUCCIÓN
Obsérvese  que  si  )(z)  =  1 y  í  =  C entonces  d,  es la  distancia  euclídea  usual.
En  general no  tiene  por  qué  existir  la  curva de menor  longitud  que  une  dos puntos,  como se puede
ver  en la  figura,  donde  hemos  representado  el  disco menos  un  punto  llJ   {O} cori la  restricción  de la
métrica  euclídea  y vemos  que  no  existe  ninguna  geodésica que  una  los puntos  —1/2 y  1/2.  Por  esta
razón  es  necesario  usar  el  ínfimo  en la  definición  de d,.
1.1.2  La  métrica  de  Poincaré
En  el  disco  unidad  abierto  1IJ =  {z  €  C : Izi <  1}  podemos  definir  una  métrica  que  va a  jugar  un
papel  muy  importante  en  esta  tesis.  Se trata  de la  métrica  de Poincaré(z)    1 —1z12
Hay  que  señalar  que  algunos  autores  utilizan  otra  constante  en  el  numerador.  Lo  interesante  es
que  el  disco  con  esta  métrica  es  una  superficie  con  curvatura  constante  negativa.  El  coeficiente  2
en  el  numerador  es  la  constante  adecuada  para  obtener  curvatura  K  =  —1 (si  pusiéramos  1 en  el
numerador  obtendríamos  curvatura  —4). En  este  contexto,  es  decir,  cuando  tenemos  un  dominio  en
el  plano,  la  curvatura  se puede  calcular  con  la  fórmula  (ver  [Kra9O, Capítulo  2])
K’  —  —zlog)(z)Z)
Obsérvese  que  como  es  dos  veces  diferenciable,  esta  fórmula  tiene  sentido.  La  curvatura  es  un
invariante  conforme.
La  métrica  de Poincaré  posee propiedades  muy interesantes;  por  ejemplo,  coincide con  las métricas
de  Carathéodory  y Kobayashi  (ver  [Kra9O, Capítulo  3]).
“Precisamente  fue  Henri  Poincaré  quién  descubrió  que  las isometrías  de lID (con esta  métrica)  son
exactamente  las aplicaciones  de Móbius  del disco en sí mismo.  Por  isometrías  entendemos  funciones
que  preservan  distancias  y también  orientación.  Podemos  citar  al mismo Poincaré  en una  conferencia
que  pronunció  en  la  Sociedad  Psicológica  de París  (tomado  de  [Poi95])
Por  entonces  salí  de  Caen,  donde  a  la  sazón  vivía,  para  participar  en  una  excursión
geológica  organizada  por  la  escuela  de  minas.  Las  incidencias  del viaje  me  hicieron  ol
vidar  mis  trabajos  matemáticos.  En  determinado  momento,  estábamos  en  Coutances  y
habíamos  de subir  a un  ómnibus  para  desplazarnos  a  otro  sitio.  Justo  al poner  el pie en el
estribo,  sin  que  ninguno  de  mis  pensamientos  precedentes  pareciera  haberla  propiciado,
me  vino  la  idea  de  que  las  transformaciones  que  había  usado  para  definir  las  funciones
fuchsianas  eran  idénticas  a  las de la  geometría  no  euclídea.  No proseguí  el razonamiento,
ni  hubiese  tenido  ocasión  de  ello,  pues  me  senté  en  mi  asiento  y  continué  una  conver
sación  previa,  pero  estaba  completamente  seguro.  A  mi  retorno  a  Caen  lo  comprobé
concienzudamente,  por  pundonor.”
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Este  grupo  de isometrías,  al  que  se denota  por  Mób(1LD), es el  conjunto  de transformaciones
Mób(D)  =  {T:  D —  D  tal  que  T(z)  =  6j0         con a  E D y  O E  [O, 2ir) }.
En  la  métrica  de Poincaré  es posible  calcular  explícitamente  cual  es la  distancia  entre  dos puntos  del
disco  (ver  [Kra9O, Capítulo  1])
1       (1+a:;Id(p,  q)  =  log ( 1 —  I1_pqI
El  disco  con  esta  métrica  constituye  un  modelo  para  la  geometría  hiperbólica,  en  el  que  las
geodésicas  (curvas  que  minimizan  la  distancia  localmente)  son  los arcos  de circunferencia  perpendi
c:ulares  a  3D y los  diámetros.
La  geometría  hiperbólica  verifica todos  los axiomas  de Euclides  excepto  el quinto.  En  esta  geometría
(lada  una  recta  r  y  un  punto  p exterior  a  ella  existen  infinitas  rectas  paralelas  a  r  que  contienen  el
l)11flt0  p.
Otro  modelo,  conforme  e  isométricamente  equivalente  a  éste,  es  el  semiplano  superior  con  la
métrica         =  l/y  que  denotaremos  por  U.
Por  el  Teorema de  la  aplicación  de Riemann,  cualquier  simplemente  conexo  í  contenido  propia
mente  en el  plano,  es  equivalente  a  éstos  con  la  métrica  que  verifica  Xç(f(z))f’(z)I  =  )D(z),  donde
f  : 1D —*  íl  es  una  aplicación  biholomorfa.
Veremos  después  (subsección  1.2.4) cómo la  métrica  de Poincaré  se  puede  trasladar  a una  super
ficie  más  general.
1.2   Superficies  de  Riemann
Intuitivamente  una  superficie de Riemann  es una  variedad  diferenciable  de dimensión  dos tal  que  los
cambios  de carta  son funciones  holomorfas.
El  concepto  de superficie  de Riemann  se puede  introducir  desde  diferentes  puntos  de vista.  Noso
tros  vamos  a  usar  la teoría  de aplicaciones  conformes porque  de este  modo  subrayamos  sus  aspectos
geométricos  (las  funciones  conformes  preservan  ángulos  y  orientación).  Se  pueden  dar  definiciones
esencialmente  equivalentes  usando  funciones  analíticas  o usando  la  teoría  de funciones  armónicas.
CAPÍTULO  1.  INTRODUCCIÓN
1.2.1   Definición
Sea  8  un  espacio  topológico  Hausdorff  y conexo.  Vamos a  imponerle  a  8  unas  condiciones  en  forma
de  relaciones  entre  una  familia  de  homeomorfismos  locales.  Sea  {(Va, ha)}  una  familia  de  cartas
locales  con  las siguientes  propiedades:
1.  Los conjuntos  Va  forman  un  cubrimiento  abierto  de  S.
2.  Cada  ha  es un  homeomorfismo  de Va en un  subconjunto  abierto  del  plano  complejo  C.
3.  Si  Va fl V   O, entonces  el  cambio  de  carta  ha  := hfl o h’  es  una  aplicación  conforme  en
ha(VaflV).
Se  dice que una  familia  de cartas  locales que cumpla  estas  condiciones es una  base para  una  estructura
conforme  en S.  (ver  la  definición  exacta  de  estructura  conforme en  [AS6O, p.  114]).
Definición.  Una superficie  de Riemann  (8,  ‘1’) es ‘un par  ordenado  donde 8  es un  espacio topológico
Hausdorff  y  conexo  y  111 una  familia  de  homeornorfismos  locales  en  8  que  definen  una  estructura
conforme  en 8.
Muchas  veces utilizaremos  la  notación  5  en  lugar  de  (8,  W).  Está  claro  que  topológicamente  una
superficie  de  Riemann  es  una  superficie.  Además,  como todas  las  aplicaciones  de la  forma  h0
conservan  la  orientación,  8  es una  superficie  orientable.
Si  las  aplicaciones  ha  tuvieran  como  rango  un  abierto  en  la  topología  relativa  del  semiplano
superior  cerrado,  en  lugar  de un  abierto  de C se hablaría  de superficie  de Riemann  con  borde.
1.2.2   Ejemplos
Para  el  plano  complejo,  o  cualquier  subregión  del  plano  complejo,  la  aplicación  identidad  se  puede
considerar  como  una  base  para  una  estructura  conforme.  A  no  ser  que  se  diga  expresamente  lo
contrario  siempre  consideraremos  esta  estructura  para  el plano  complejo.
En  el  caso  de  la  esfera  C  =  C  U oc,  consideraremos  una  base  formada  por  dos  aplicaciones,  la
identidad  definida  en  C, y  la  aplicación  z  -+  hz  definida  para  z   O y  extendida  al  punto  del
infinito  por  oo —+  O.  Estas  dos aplicaciones  determinan  una  estructura  conforme y  la  esfera con  esta
estructura  se  denomina  esfera  de Riemann.
Hay  que  señalar  también  que  a  cualquier  subregión  Si  (subconjunto  abierto  y  conexo)  de  una
superficie  de Riemann  se le puede dotar  de estructura  de superficie de Riemann  sin más  que considerar
las  restricciones  de  las  cartas  locales  a  Si.  Siempre  que  hablemos  de  una  subregión,  estarenios
considerando  esta  estructura  inducida.
Toda  variedad  topológica  admite  una  base  tal  que  los  cambios  de  carta  son  de  clase  C°°.  Si
además  es  orientable,  las  coordenadas  isotermales  permiten  elegir  una  base  tal  que  los  cambios  de
carta  son conformes.
1.2.3   Aplicaciones  conformes
Es  posible  definir  aplicaciones  holomorfas  entre  dos  superficies de  Riemann.  Empezaremos  consicle
rando  el  caso  de  una  función  holomorfa  que  es  una  aplicación  de  una  superficie  de  Riemann  cii  el
plano  complejo.
Definición.  Diremos  que una función  compleja f  : 8  —+  C  es holomorfa  en  la superficie  de  Riernaun.
5  si  y  sólo  si  f  o h’  es  analítica  en h(V), en el sentido  clásico, para  toda  carta local (V, h).
En  el  caso  de aplicaciones  entre  dos superficies de Riemann  la  definición es  como sigue.
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Definición.  Una aplicación  continua  f  entre  una  superficie  de  Riemann  S  y  otra  superficie  de
Ricmann  S2  se dice  holomorfa  si  toda función  de la forma  h2 o f  o  con  h1  carta local  de S  y  h2
carta  local de 52  es  analítica  en su  dominio  de definición.
Si  h1 y h2 están  definidas en  los dominios  Vi y V2 respectivamente,  la  composición  h2 ojo  h’  está
definida  en  h1(V1 fl  f(V2)).  La  continuidad  de  f  garantiza  que  este  dominio  sea  abierto.  Es  fácil
ver  que  estas  dos definiciones  coinciden  cuando  82 =  C  tomando  como  h2 la  aplicación  identidad.
Si  f  es biyectiva  hablamos  de  aplicación  conforme.  En  este  caso  se  puede  demostrar  fácilmente
que  .f es un  homeomorfismo  y  que  f1  es holomorfa.  Si  existe  una  aplicación  conforme  entre  dos
superficies  de  R.iemann decimos  que  son  conformemente  equivalentes.  Uno  de los  problemas  centra
les  en  la  teoría  de  superficies  de  Riemann  es  encontrar  condiciones  explícitas  para  la  equivalencia
conforme.
En  muchos  contextos  también  es  necesario  considerar  estructuras  más  generales.  En  particu
lar,  será  necesario  en ocasiones  considerar  aplicaciones  y  funciones  diferenciables  no  necesariamente
holomorfas.
1.2.4   Superficies  de  Riemann  hiperbólicas
Vamos  a  introducir  una  clase  de  superficies  de  Riemann  que  son  de gran  interés  debido  a  que  van  a
heredar  del disco unidad  la métrica  hiperbólica  (de  una  forma que  precisaremos  más  adelante)  lo cual
(:onstituye  una  herramienta  muy  potente  para  generalizar  resultados  clásicos  en  el  plano  complejo
(como  por  ejemplo  el  Teorema  de  Picard)  a  superficies.
Sea  7?. una  superficie de Riemann.  Un cubrimiento  de 7?. es un  par  (8,  f) donde  8  es una  superficie
(le  R.iemann y f  : S  —*  7?. es holomorfa  y homeomorfismo  local.  Si  (Si,  fi)  es un  cubrimiento  de 7?.,
y  (82, [2)  es  una  superficie de  cubrimiento  de  Si,  está  claro  que  entonces  (52, fi  of2)  es  de  nuevo  un
cubrimiento,  que  diremos  más .fuerte, de 7?.. Obsérvese  que si dos cubrimientos  son mutuamente  uno
más  fuerte  que el otro,  entonces  son conformemente  equivalentes  y pueden  considerarse  esencialmente
el  mismo.
Se  puede  demostrar  (ver  {Ahl73]) que  existe  un  cubrimiento  de 7?. que  es  el más  fuerte  de todos.
Tal  cubrimiento  (7?., ir)  se  llama  cubrimiento  universal  de  7?. y  tiene  la  propiedad  de  que  su  grupo
fundamental  Hi(7?.,i3o) con  punto  base  o  E  7?, es  trivial.  En  otras  palabras,  7? es  una  superficie
simplemente  conexa.
Si  7?. es  una  superficie  de  Riemann  y  ir : 7? —+  7?  es  su  cubrimiento  universal,  llamamos  grupo  de
cubrimiento  1’ de 7?. (asociado  a  ir) al  grupo  de  transformaciones  biholomorfas  ‘y: 7?. —÷ 7?. tales  que
ir  o -y  =  ir  (lo que  equivale  a  decir  que  p  y  y(p) tienen  la  misma  proyección).  Un  hecho  realmente
sorprendente  es  que  1’ es  isomorfo  al  grupo  fundamental  Hi(R.,p0)  (ver  [Ah173]).
El  grupo  F actúa  discontinuamente  y sin  puntos  fijos y 7? es  conformemente  equivalente  aR./I’.
En  sentido  recíproco,  dado  cualquier  grupo  1’ de  transformaciones  biholomorfas  ‘y:  7?. —÷  1?. que
actúe  discontinuamente  y  sin  puntos  fijos, 7?/F  es  una  superficie  de Riemann  y  ir : 7?. —*  7Z/F  es  su
recubrimiento  universal.  Un  tal  grupo  F se  llama  un  grupo Fuchsiano  si 7?. =  ID.
Como  queda  dicho  más  arriba,  dada  una  superficie  de  Riemann  7?., su  recubrimiento  universal
7?. ha  de ser  una  superficie  simplemente  conexa.  El  Teorema  de  uniformización  nos  dice  que  existen
muy  pocas  superficies  simplemente  conexas.
Teorema  de  uniformización.  ([Ah173, p.  142])  Toda superficie  de Riemann  simplemente  conexa
7?. es  conformemente  equivalente  al disco  unidad ID del plano  complejo,  al propio plano  complejo C,
O  a  la esfera  de Riemann  C =  C  U {oo}.
Por  tanto  7.  tiene  que  ser  una  de estas  tres  superficie:  ID,  o
Si  7?. =  C,  entonces  7?. ha  de ser  necesariamente  C,  ya  que C sólo puede  ser  espacio  recubridor  de
sí  mismo.
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Si  ñ  C,  el  grupo  de  cubrimiento  ha  de  estar  formado  necesariamente  por  transformaciones
del  tipo  ‘-y(z) =  z  +  a  para  que  no  haya  puntos  fijos  en  C.  Como  además,  el  grupo  debe  actuar
discontinuamente,  1’ ha  de  ser  o bien  el grupo  trivial  o  bien  debe  tener  uno  o dos  generadores.  Por
tanto  1?. tiene  que  ser  conformemente  equivalente  a  C,  C   {O}, o  a  un  toro,  respectivamente  (hay
toda  una  variedad  unidimensional  de toros  no  conformemente  equivalentes  entre  sí).  Nótese  a  modo
de  ilustración  que  en  el  caso  7?. =  C    {O} podemos  tomar  como  aplicación  recubridora  la  función
exponencial.
Por  último,  todas  aquellas  superficies 7?. que  tienen  como recubridor  universal  al disco D se llaman
superficies  hiperbólicas.  Todas  las demás  (que como hemos visto son muy  pocas)  se llaman  superficies
excepcionales.
Es  conveniente  señalar  que  esta  definición de  superficie  de  Riemann  hiperbólica  no  es  aceptada
universalmente,  ya  que  a  veces  la palabra  hiperbólica se refiere a  la  existencia  de  función  de Creen.
Hay  que  señalar  también  que  en general  es  muy difícil  calcular  explícitamente  la  aplicación  recu
bridora;  de  hecho,  esto  sólo se  puede  hacer  en casos  muy  particulares.
Vamos  a  ver  ahora  cómo  el  disco unidad  D va  a  inducir  una  métrica  (la  métrica  hiperbólica)  en
la  superficie  R.
Dada  cualquier  superficie de Riemann  hiperbólica  7?., si ir:  D  —*  7?. es su  recubrimiento  universal,
y  dada  T  e Mb(B),  entonces  ir  o T:  D —  7?. es también  un  recubrimiento  universal  y de hecho  estos
son  todos  los  posibles.  Por  tanto,  al elegir  un  cubrimiento  universal  podernos  prefijar  ir(o).
Obsérvese  ahora  que  el  grupo  de  cubrimiento  F  asociado  a  ir  :  D  —+  7?. es  un  subgrupo  de
M6b(ID)  y como 7?. es conformemente  equivalente  a  ID/F, los grupos  Fuchsianos  F que  podernos  elegir
son  únicos  salvo conjugación  por  un  elemento  de  Mób(D).  En  otras  palabras,  existe  una  biyeccióii
entre  el conjunto  de superficies  de Riemann  (salvo equivalencia  conforme)  y el conjunto  de subgrupos
Fuchsianos  de  Mób(D)  (salvo  conjugación).  Por  otro  lado,  como  F es  un  grupo  de  isometrías  en  la
métrica  de  Poincaré  de  D,  puede  proyectarse  dicha  métrica  mediante  ir  obteniéndose  una  métrica
Riemanniana  conforme,  completa  y con  curvatura  K  =  —1 en 7?. =  llJ/F,  la  métrica  hiperbólica  o de
Poincaré.  Siempre  que  no  se diga  expresamente  lo contrario,  toda  superficie de Riemann  hiperbólica
se  considera  con  la  métrica  de Poincaré.
Una  superficie  de  Riemann  hiperbólica  dotada  de  su  métrica  hiperbólica  es  un  espacio  métrico
completo  cuya  topología  coincide con la de la  superficie original.  Además,  dados  dos puntos  distintos,
siempre  existe  una  geodésica  que  los une,  y  dada  una  curva  simple  cerrada  no  trivial  ni  homótopa
a  una  puntura  (ver  sección  1.2.6),  existe  una  única  geodésica  simple  cerrada  en  su  misma  clase  de
homotopía  libre.  Con la métrica  hiperbólica,  las aplicaciones  conformes son isometrías  Una aplicación
conforme  entre  dos superficies  de Riemann  hiperbólicas  es una  isornetría.
En  relación  a  las  subsuperficies  de  una  superficie  dada  (dotadas  de  sus  respectivas  métricas
hiperbólicas)  se  tienen  resultados  como estos:
Si  S1  es  una  subsuperficie  de  la  superficie  de  Riemann  hiperbólica  S2,  entonces  d81 (p, q)  
d82(p,q),  para  todo  p,q  E  Si.  Si  además  u  una  curva  simple  cerrada  en  S1,  denotemos  por
-yj  la  geodésica  simple  cerrada  (si  existe)  libremente  homótopa  a  u  en  S  (j  =  1, 2).  Entonces
L81(’y1)   L52(y2).
1.2.5   Dominios  planos
Un  caso  particular  de  superficies  de  Riemaun  hiperbólica  es  el  de  los  dominios  planos,  es  decir,  los
dominios  contenidos  en  C  dotados  de  su  métrica  hiperbólica.  Algunos  autores  opinan  que  son  las
superficies  de  Riemann  hiperbólicas  más  interesantes.
Si   =  7?. es  un  dominio  plano,  su  métrica  hiperbólica  es  conforme  con  la  métrica  emiclídea, esto
es,
ds=)p(z)Idz,    zEÍL
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Las  métricas  )e(z)  y )-(z)  verifican  la relación
=  )D(z),  z  E  D,
donde  ir  : ID —*  íl  es el  cubrimiento  universal.
Conocer  )-(z)  es  tan  difícil  como conocer  ir, pero  existen  ciertas  cotas  (ver  [Ah173]) para  )q,  a
saber:
Como  consecuencia  del Lema  de  Schwarz se  tiene  que
2d(z,Oíl)’    Z E ft
donde  d denota  la  distancia  euclídea.
Usando  el  Teorema  1/4  de Koebe,  se  ve que
1X-(z)    2d(z,Oíl)’    zEíl,
si  íl  es simplemente  conexo.  Esta  desigualdad,  con  otra  constante  en lugar  de  1/2,  también  es  cierta
para  una  clase  más  amplia  de  dominios,  los  llamados  dominios  modulados  (ver su  definición  en  la
sección  1.5.2).
Unas  buenas  estimaciones  de  la  métrica   para  un  dominio  plano  general  aparecen  en  [BP78]:
Teorema.  Para  cualquier  dominio  plano  [1 c C se  tiene
<X(z)  d(z,  Oíl) (k  + (z))  <2k  + ,     para todo z  E ,            (1.1)
donde
(z)  :=inf{log  :  a,bEOíl,  Iz—al =d(z,Oíl)},               (1.2)
:‘/  k  :=  4  + log(3 +   La  cota  inferior  se  puede  mejorar  hasta  conseguir
1  <)(z)  d(z,  Oíl) (4.76 +  /3ç(z)).
Este  Teorema  será  de  gran  utilidad  en el  Capítulo  4
1.2.6   Punturas  y  foniles
En  esta  sección  vamos  a presentar  dos  conceptos  que  aparecerán  con  mucha  frecuencia  a  lo  largo
(le  esta  tesis.  Se  trata  de  estudiar  cómo son  los  “finales”  doblemente  conexos  de  una  superficie  de
R.iemann.
Una  puntura  es  una  región  de una  superficie  de Riemann  isométrica  al  subconjunto  {z  E C:  O <
zP  <e2}  de la  superficie  {z  E C:  O <  Izl < 1}  dotada con la métrica
dzds=
z1og
(ver  por  ejemplo  [Ber85]).
Toda  puntura  en una  superficie $  se origina por  un  elemento parabólico  en el grupo  Fuchsiano  que
representa  a  la  superficie.  Por  conjugación  siempre  se  puede  suponer  que  este  elemento  parabólico
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es  la  transformación  Tz  =  z  +  1, y por  tanto,  existirá  una  región  A  =  {O  x <  1, y  >  y}  para  algún
)  suficientemente  grande,  tal  que  si ir:  U —+  S  =  U/I’  es  el recubrimiento  universal  asociado  a  este
grupo,  ir  aplica  inyectivamente  la  región  A  en un  entorno  de  la  puntura,  y lleva las  lineas  verticales
en  U  sobre  las  geodésicas  que  “emanan”  de  la  puntura.
Si  S  es  un  dominio  plano  las  punturas  de  S  son los puntos  aislados  de 5S.
Una  puntura  es isométrica  a  una  pseudoesfera  dotada  con la  restricción  de  la métrica  euclídea  de
il3,  de hecho  es la  única  región  de una  superficie de  Riemann  hiperbólica  que podemos  ver  en IR3, la
curvatura  —1 hace  que  ninguna  otra  región  quepa en el espacio.  Una pseudoesfera  es  una  superficie
de  revolución  obtenida  al  girar  una  curva  tractriz  alrededor  del eje  y  (ver  [Nee97]).  Históricamente
fue  uno  de  los primeros  modelos para  la  geometría  hiperbólica.
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Un  fonil  es una  superficie  de  Riemann  hiperbólica  con borde  que es  topológicamente  un  cilindro
(cerrado  sólo por  un  lado)  y cuyo  borde  es  una  geodésica simple  cerrada.  Dado  un  número  positivo
a,  existe  un  único  fonil  (salvo  transformación  conforme)  tal  que  su  curva  frontera  tiene  longitud  a.
Todo  fonil es  conformemente  equivalente,  para  algún  fi>  1, al subconjunto  {z   C:  1  Izi <fi} de
la  superficie  de  Riemann  hiperbólica  {z  E C  :  1/fi  <  Izi <  fi}. Un fonil  no  cabe en  IR3 pero  a  veces
se  representa  así:
Si  bien  una  puntura  y un  fonil son topológicamente  equivalentes  (son hoineomorfos  a un  cilindro),
sus  métricas  son  muy  distintas.  En  primer  lugar,  la  puntura  tiene  área  finita  y  el  fonil  infinita.
Además  en una  puntura  existen  curvas  no triviales  de longitud  arbitrariamente  pequeña,  sin embargo
en  el fonil la  curva  no  trivial  más  corta  es  la  geodésica  que  lo limita.
Todo  final  doblemente  conexo  de  una  superficie  de  Riemann  hiperbólica  es  una  puntura  o  un
fonil.
Vamos  a  definir  ahora  un  concepto  que  guarda  relación  con  las punturas.  Un  concepto  análogo
para  geodésicas  se  define en  el Capítulo  5.
Definición.  Sea  8  una  superficie  de Riemann  hiperbólica  con  una puntura  p.  Llamamos  collar  en
8  alrededor de p  a un  dominio  doblemente  conexo en 8  “limitado” por p  y por  una  curva  de  Jordan
ortogonal  al  haz  de  geodésicas  que  emanan  de p.  Un  collar  de  área a  se  denomina  a-collar  y  se
denota  por C(p,cr).
Un  hecho bien  conocido  (Lema  del collar  [Shi63] y  [Kra72,  p.  60—61]) sobre  los  collares  es  que
siempre  existen  a-collares  alrededor  de  todas  las  punturas  siempre  que  a  sea  positivo  y  menor  o
igual  que  1.  Además,  la  longitud  de  la curva  frontera  coincide con el  área  del collar  (ver  por  ejemplo
{Ber85]).
También  se  tiene  el  siguiente  resultado  (ver por  ejemplo  [Ber85]).
Lema  A.  Sea  S  una  superficie  de Riemann  hiperbólica con  una puntura  r.  Entonces,  tenernos
C(r,1)  fl-y=  ÍD,
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para  cualquier  geodésica simple  cerrada ‘y en S.
Decimos  que  una  curva  es homótopa  a  una  puntura  r  si es libremente  homótopa  a  aC(r,  a)  para
algún  (y por  tanto  para  todo)  O <  a  <  1.
1.3   El exponente  de  convergencia
Sea  S  una  superficie  de  Riemann  hiperbólica.  Consideremos  una  curva  cerrada  ‘y  con  punto  base
p  E  S.  Denotaremos  por  [‘y] la clase  de  homotopía  de  ‘y  en  el  grupo  fundamental  de  S,  lli(p,S).
Podemos  definir  entonces
L([’y]) =  inf{Lg(i)  : i  E  [‘y}},                            (1.3)
donde  Ls(i)  denota  la  longitud  de la curva  ij  en  la  métrica  hiperbólica  de la  superficie S.  Para  t  >  O
definimos
Ut(p)  =  E  exp(—tL([’y])),
[‘y]Efli  (S,p)
(Inc  involucra  simultáneamente  longitudes  y  clases de  curvas,  es decir,  geometría  y  topología.
Obsérvese  que  esta  definición  es  válida  para  toda  variedad  Riemanniana  u-dimensional.
De  la  propia  definición  se  deduce  que  log Ut  es una  función  Lipschitz  en 8;  de hecho  se tiene  que
logU(p)  —logUt(q)   2tds(p,q),
siempre  que  (It  sea  finita  en  p o en  q.  Esto  tiene  como consecuencia  que  si Ut es finita  en  un  punto,
entonces  también  lo es en  cualquier  otro  punto  de 8.
Veremos  a  continuación  que  podemos  dar  otra  expresión  de la  función  U  en  términos  de su grupo
F  de  transformaciones  recubridoras.
Sea  ir : D -  5  =  TD)/F un  recubridor  universal  con  ir(O) =  p  y sea  ‘y  una  curva  cerrada  en  S  con
punto  base  p.  Denotemos  por  ‘5’ la elevación de ‘y  a  D que  comienza  en  O y acaba,  digamos,  en  z  E D.
Por  el  Teorema  de  mono dromía,  este  punto  final  z  es el  mismo para  la  elevación de cualquier  curva
homótopa  a  -y que  comience en  O. Además  z =  T(O)  para  una  única  T  E F.  Si  a  es el  segmento  (arco
geodésico  en  )  que une  O con  z,  se tiene
LsÇmr o a)  =  La(a)  <Ln(í)  =  Ls(mi)
pala  toda  i  E  [-y], ya que  a  es  la  curva  más  corta  que  une  O y  z  y como  además  mr o a  E  [‘y], se  tiene
que  en  (1.3),  L([’y]) es de hecho  un  mínimo y
1+IT(O)IL([’y]) =  L(ir  o a)  =  d(O,T(O))  bog 1 —
Por  tanto,  la  expresión  que  buscábamos  para  Ut es
Ut(p) =  E (1_  T(O)i)t
TEl’
y  como  1 <  (1 +  T(O)I)t  <2t  tenemos  que
U  <oo   E(1  _IT(O)Dt  <00
TEr
Por  otro  lado  es  conocido  ([Tsu59,  p.  516], [Nic89, p.2l])  que  si t>  1, U(p)  es finito.  Por  tanto
resulta  natural  definir el  exponente  de convergencia  de  8  (o de F)  como
8(S)  =  8(F)  =  inf{t  : Ut(p)  <  oo} =  inf{t  : E(1  —  IT(O)Dt < oo},
TEl’
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esto  es,  la  abscisa  de  convergencia  de  Ut(p).  Obsérvese  que  se  obtiene  el  mismo exponente  de  con
vergencia  si se  sustituye  O por  cualquier  otro  punto  de ID, ya que  esto  sólo supone  conjugación  en el
grupo  1’.  Se  sigue de  todo  lo  dicho  que  8(S)  está  en  el intervalo  [0, 1].  Además  8(S)  =  O sólo  en el
caso  de  que  5  sea  conformemente  equivalente  a  un  disco  o a  un  anillo.
En  cierto  sentido,  6 mide  el  tamaño  de la  frontera  de  S.  Si  consideramos  los  anillos  St  =  {z  e
C  : t  <  Izi <  l},  para  t  E  [0, 1),  observamos  que  todos  ellos son homeomorfos,  por  tanto,  sus  grupos
de  homotopía  son  isomorfos  (aunque  no  se  puede  conseguir  que  el  hoineomorfismo  que  existe  entre
dos  de ellos  sea  conforme).  Sin  embargo,  la  geometría  (hiperbólica)  de  So es  radicalmente  distinta
a  la  de  cualquier  otro  St  con  t  >  O ya  que  en  S  cualquier  curva  no  trivial  tiene  longitud  al  menos
2ir2/log(1/t),  mientras  que  en  S0  hay  curvas  no  triviales  de  longitud  arbitrariamente  pequeña.  La
causa  es  que  la  frontera  de  So  es  “más  pequeña”  que  la  de  S.  Esto  lo  detecta  el  exponente  de
convergencia,  ya  que  6(So) =  1/2  y para  t  E (0, 1),  6(S)  =  O.
El  exponente  de  convergencia  que  acabamos  de  definir es invariante  por  transformaciones  confor
mes  y  está  estrechamente  ligado  a  otros  invariantes  conformes,  como  veremos  a  continuación.  Aquí
la  palabra  “conforme”  se refiere a  aplicaciones  conformes  que  además  son homeomorfismos.
Consideremos  el  operador  de  Laplace-Beltrami  de  la  superficie  o más  brevemente,  su  laplaciano
(por  convenio,  se  elige  como  signo  del  laplaciano  el  que  lo  convierte  en  un  operador  semidefinido
positivo).  Se  define  entonces   =  —  div(grad  )).  El  menor  autovalor  del  laplaciano  para  el
problema  de Dirichlet  con  valor  O en  oo se puede  definir  en términos  del  cociente  de  Rayleigli  como
ffIIgradII2dw
b(S)  =  EG(S)  ff 2 dw
donde  ,  grad  y dw  se refieren  a  la  métrica  de  Poincaré  de 5  y  ambas  integrales  están  extendidas
aS.
Obsérvese  que  la  integral  de  Dirichiet  es  un  invariante  conforme,  es  decir,  si  5  es  un  dominio
plano,  entonces
1/  grad lI2  dw  =  II  iVi2  dxdy,
Jis             Jis
donde  ahora  1 I V  y dxdy  se refieren  a  la  métrica  euclídea  en  la  segunda  integral.  Para  comprobar
esto  basta  con  observar  que  grad  =  )2V,  II 112 =  ,1  .  2  y  dw  =  A2dxdy.  Estas  fórmulas  son
ciertas  para  cualquier  métrica  conforme )  en  un  abierto  de IR2 y no sólo para  la  métrica  de Poincaré.
Los  autovalores  del  laplaciano  son  las  frecuencias  fundamentales  que  emitiría  una  mnembramia
elástica  que  tuviera  la  forma  de  la  superficie 5.  Por  eso  a  veces se  llaman  superficies  bass a  las  que
cumplen  b(S)  O, es  decir,  las que  dan  las notas  más  bajas.  Nótese  que  la  traducción  del  térmimio
inglés  bass  es  “bajo”,  o sea,  el  cantante  que  tiene  una  tesitura  más  grave.
El  número  b(S)  está  en el  intervalo  [0, 1/4] y un  célebre  teorema  de Elstrodt,  Patterson  y Sullivan
[Su187, p.  333] lo relaciona  con el exponente  de convergencia 6(5).  El Teorema de Elstrodt,  Pattersoii
y  Sullivan  asegura  que
siO<6(S)<,
b(S)=4
16(5)(8(S)),  si<6(S)<1.
Un  teorema  de  Myrberg  [Tsu59,  p.  522] establece  que  si  6(5)  <  1 entonces  5  tiene  función  de
Green,  o equivalentemente,  que  posee  funciones  superarmónicas  positivas  no  constantes  (ver  [ASGO,
p.  204]  o  [Tsu59,  p.  434]).  Por  tanto,  si  5  tiene  género  finito,  5  tiene  funciones  armónicas  no
constantes  con  integral  de  Dirichlet  finita  [AS6O, p.  208],  [SN7O, p.  332].  En  el  caso  general,  la
conclusión  es  también  cierta  con  hipótesis  adicionales  [RodO4a].  De  cualquier  manera,  existe  una
superficie  de  Riemann  8o  que  tiene  género  infinito  y 8(So)  <  1 tal  que  las constantes  son  las  únicas
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funciones  armónicas  positivas  en  So  [Rod94b].  Recordemos  que  si existe  una  función  armónica  no
constante  con  integral  de Dirichiet  finita,  entonces  existe  una  función  armónica  no  constante  positiva
(de  hecho,  acotada).
Se  define el conjunto  límite  A(F)  como el mínimo  cerrado  de c9ID que es invariante  por  la acción  de
o  también  como el  conjunto  de puntos  de acumulación  de la órbita  [‘(O) de O (en realidad  se puede
tornar  la  órbita  de  cualquier  otro  punto  de  IIID). El  conjunto  límite  cónico  C(P)  es  un  importante
subconjunto  de  A(F)  que  se  define  como  el  conjunto  de  los   E  A(F)  tales  que  alguna  subsucesión
(le  [‘(O) está  dentro  de  algún  cono  de  Stolz  con  vértice  en  .  Un  cono de  Stolz  con  vértice   E  y
apertura  )  E (O, ir/2)  es  el conjunto  de  los z  E  tales  que  el  ángulo  entre   y   —  z  es a  lo  sumo. 
y  además  Iz —   <2  cos ).  Si  F es  finitamente  generado,  ambos  conjuntos  límite  coinciden  salvo  un
(;OfljUflto  numerable  (el conjunto  de puntos  fijos de  los elementos  parabólicos  del grupo).
Un  conocido teorema  de Patterson  y Sullivan dice que  8(8)  coincide con la dimensión  de Hausdorff
del  conjunto  límite  cónico  C(I’)  excepto  si 8  =  D   {O} (ver por  ejemplo  [Nic89, p.  154]).
1.4  La  desigualdad  isoperimétrica
En  esta  sección  introduciremos  el concepto  de desigualdad  isoperimétrica,  y veremos su  relación  con
el  exponente  de  convergencia.
Decimos  que  S  satisface  la  desigualdad isoperimétrica  lineal  (DIL)  o simplemente  la  desigualdad
isoperimétrica,  si 8  es una  superficie  de  Riemann  hiperbólica  y existe  una  constante  h  >  O tal  que
para  todo  dominio  relativamente  compacto  G  con frontera  suave  se  tiene  que
A5(G)   hLs(DG),                                (1.4)
donde  As(G)  denota  el área  (hiperbólica)  de G y  Ls(DG)  la longitud  (hiperbólica)  de su frontera.  Un
argumento  de aproximación  da que  si 8  satisface  DIL, entonces  (1.4)  también  es cierto  para  dominios
con  área  finita.  También  hay  que  señalar  que  si DG no  fuera  una  curva  rectificable  su  longitud  sería
infinita  y también  se verificaría  (1.4) por  lo que  pedir frontera  suave no es una  restricción.  Denotamos
por  h(S)  la mejor  constante  que puede  aparecer  en  (1.4).
1.4.1  Ejemplos
Está  claro  que  una  superficie  con  área  finita  no  puede  satisfacer  DIL:  la  propia  superficie  es  un
subdorninio  de  área  finita  y  su  frontera  es el vacío,  por  tanto  tiene  longitud  cero.
Otro  ejemplo  de  superficie  que  no  tiene  DIL  es  el  siguiente  toro  con  infinitos  agujeros.  Como
puede  verse  en  la  figura  hay  una  sucesión  de dominios  cuya  área  va  creciendo  hacia  infinito,  y  sin
embargo  todos  tienen  una  frontera  de  la  misma  longitud.
Por  último  vamos  a  demostrar  que  el  disco  unidad  con  la  métrica  hiperbólica  verifica  DIL.  La
(:llrvatura  —1 implica  que  =  L  log Á.  Por  otra  parte,  con  un  cálculo  directo  obtenemos  que
Vlog)urj(z)  =  (x..n(z),y)(z)).  Si B  es un  dominio  del disco relativamente  compacto  y con  frontera
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suave  obtenemos
An(B)  =  ff  Á(z)dxdy  =  ff  ¿log)u(z)dxdy  =  J (V1ogXu(z),)jdz
  log (z)  1 Idzl   f3B  (z)  IdzI =
donde   es  la  normal  unitaria  exterior  a  8B,  y  el  laplaciano,  el  gradiente  y  el  producto  escalar  son
todos  euclídeos.  Por  tanto,  el  disco  unidad  verifica  la  desigualdad  isoperimétrica  con  constante
h(IU)  <  1,  de  hecho  utilizando  círculos  centrados  en  el  origen  se  puede  demostrar  que  h(D) es
exactamente  igual  a  1.
1.4.2  Resultados  previos
Es  bien  conocido  (ver  por  ejemplo  [Cha84, p.  95], [Che7O], [FR9O, Teorema  2]) que
<b(S)h(S)2    y    b(S)h(S)<C<,
donde  C  es una  constante  absoluta.
Por  tanto,  S  satisface  DIL  si y sólo si b(S)  >  0 6,  equivalentemente,  a(S)  <  1.
Una  superficie  de  Riemann  S  se  dice  que  es  de  tipo finito  si  su  grupo  fundamental  ll  (p, S),
p  E 8,  es finitamente  generado.  En otro  caso decimos que  S es  de tipo infinito.  Es  bien  conocido  ciue
toda  superficie  de Riemann  de  tipo  finito  se puede  obtener  de  una  superficie  de Riemann  compacta
quitando  p  puntos  (las  punturas  de  8)  y  n  discos  cerrados  (cuyas  fronteras  representan  la  frontera
ideal  de 8).  También  es  un  hecho conocido que una  superficie de Riemann  de tipo  finito  tiene  DIL si
y  sólo si n  >  ü ó,  equivalentemente,  si 8  tiene  área  infinita.  Por  tanto,  a pesar  de que  la  mayoría  de
nuestros  resultados  son  ciertos  independientemente  del tipo  de la superficie  de Riemann  considerada,
estaremos  interesados  especialmente  en superficies  de  Riemann  de tipo  infinito.
Hay  gran  cantidad  de preguntas  que  surgen  de forma  natural  en el  estudio  de  la  propiedad  DIL
de  las  superficies  de  Riemann.  Particularmente  interesantes  son  las  cuestiones  que  conciernen  a
la  estabilidad  bajo  aplicaciones  cuasiconformes,  su  relación  con  otros  invariantes  conformes  (de  los
cuales  ya hemos  hablado)  y su  caracterización  para  dominios  planos  (ver  Capítulo  4).
En  relación  al  estudio  de  la  estabilidad  de  DIL,  en  [FR9O, Teorema  1] se  demuestra  que  si  dos
superficies  de  Riemann  son  cuasiconformemente  equivalentes  y  una  de  ellas  tiene  DIL,  entonces  la
otra  también  la  tiene.  Es  sorprendente  que  si  bien  las  aplicaciones  cuasiconformes  no  conservan
longitudes  ni  áreas,  sí conservan  la  propiedad  DIL.
1.4.3   Dominios  geodésicos
Un  dominio  geodésico  en  una  superficie  de  Riemanu  S  es  un  dominio  G  c  S  (que  no  es  ni  simple
ni  doblemente  conexo)  de  área  finita  y  tal  que  su  frontera  3G  consiste  en  una  cantidad  finita  de
geodésicas  simples  cerradas.  No es necesario que  G sea relativamente  compacto  ya que puede  “rodear”
un  número  finito  de punturas.  Podemos pensar  en las punturas  como una  geodésica  de longitud  cero.
Recordemos  que  si ‘y es  una  curva  simple  cerrada  en  8,  entonces  existe  una  única  geodésica  simple
cerrada  de longitud  mínima  en  su  clase de homotopía  libre,  a  no  ser  que ‘y sea  homótopa  a  un  punto
o  a  una  puntura;  en  estos  casos  no  es posible  encontrar  tal  geodésica  porque  hay  curvas  eii  la  clase
de  homotopía  con  longitud  arbitrariamente  pequeña.
Los  dominio  geodésicos juegan  un  papel  importante  en el estudio  de la desigualdad  isoperimétrica
de  una  superficie  de  Riemann.  En  [FR9O, Lema  1.2] se prueba  que  si S  verifica  (1.4)  para  dominios
geodésicos,  entonces  satisface  la  desigualdad  isoperimétrica  lineal.  De hecho,  si h9 (S)  es el ínfimo de
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las  constantes  h  tales  que  la  desigualdad  (1.4)  es  cierta  para  cualquier  dominio  geodésico,  entonces
se  tiene  que
h(S)   hg(S)+2.
1.5   Estructura  de  la  tesis
Hemos  organizado  la  tesis  en  un  capítulo  introductorio  y  cinco  capítulos  temáticos.  El  primero  de
éstos  recoge los resultados  aparecidos  en el artículo  “Structure  Theorems  for Riemann  and  Topological
Surfaces”  escrito  con  José  Manuel  Rodríguez.  Los  tres  siguientes  capítulos  se  basan  en  el  extenso
artículo  “Isoperimetric  Inequalities  in  Riemann  Surfaces  of  Infinite  Type”  escrito  en  colaboración
con  José  Manuel  Rodríguez  y  Domingo  Pestana  y  que  está  aceptado  para  su  publicación  en  la
Revista  Matemática  Iberoamericana.  Por  último,  el capítulo  restante  recoge los resultados  obtenidos
en  el artículo  “Estimates  for  nonlinear  Measures  on  Trees”  escrito  conjuntamente  con  José  Manuel
Rodríguez  y  Dmitry  y.  Yakubovich.  A continuación  esbozaremos  el contenido  de cada  capítulo.
1.5.1   Descomposición  de  superficies
El  Teorema  de  Clasificación  de  superficies  compactas  dice  que  toda  superficie  topológica  compacta
orientable  es homeomorfa  a  un  toro  de género g con y =  0, 1, 2,...  (ver [Mas67]).  Estamos  utilizando
el  convenio de  que  una  esfera  es  un  toro  de O agujeros o asas.
Este  teorema  de  clasificación  también  se  puede  ver  como  un  teorema  de  descomposición  ya  que
todo  toro  con  g  asas  (y    2)  se puede  descomponer  en un  número  finito  (2g —  2)  de Y-piezas.
Una  Y-pieza  es un  espacio  topológico  homeomorfo  a  la  clausura  de  una  esfera a  la  que  le  hemos
(luitado  tres  cerrados  simplemente  conexos  disjuntos,  es  decir,  una  superficie  con  borde  cuyo  borde
es  la  unión  de tres  curvas  simples  cerradas  disjuntas.  Una  Y-pieza  se puede  visualizar  como  un  tubo
con  la  forma de  la  letra  “Y”. A  veces se llaman  también  piezas  pantalón.
En  este  Capítulo  vamos  a  obtener,  como  corolario  del  teorema  principal,  una  generalización  de
este  resultado  (del  Teorema  de  Clasificación)  para  superficies  orientables  no  compactas.  Para  ello
necesitamos  introducir  otro  tipo  de  pieza.
Decimos  que  un  subconj unto  cerrado  de una  superficie  topológica  es un  cilindro si es  homeomorfo
a  S’  x  [O, oc),  donde  S’  denota  la esfera  1-dimensional,  o sea,  la circunferencia.
Teorema  2.1.  Toda superficie  topológica orientable  excepto  la esfera,  el plano  y  el  toro  es  la unión
(cori  interiores  disjuntos  dos a  dos)  de  Y-piezas  y  cilindros.
El  Teorema principal  de este  capítulo  es análogo  al Teorema  2.1 pero  en el contexto  de superficies
de  R,iemann.  Vamos  a  descomponer  una  superficie  de  Riemann  hiperbólica  en  una  colección  de
bloques  básicos  con  la  propiedad  adicional  de  que  las  curvas  por  donde  hacemos  la  descomposición
van  a  ser  geodésicas.
Dado  que  una  superficie  de  Riemann  hiperbólica  los  finales  simplemente  conexos,  o  sea,  los
cilindros,  pueden  ser  conformemente  equivalentes  a  una  puntura  o  a  un  fonil,  vamos  fabricar  tres
tipos  de  ladrillos  básicos  pegando  Y-piezas  (que  en  este  contexto  se  llaman  piezas  de  Ldbell)  y
punturas  y  dejando  los  foniles  como  piezas  aparte.  Las  definiciones  precisas  se  encuentran  en  la
sección  2.2 del  Capítulo  2.
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Para  poder  descomponer  con  éxito  una  superficie  necesitamos  añadir  un  tipo  de  pieza  distinto
se  trata  del  semiplano.
Un  serniplano  es  una  superficie  de  Riemann  hiperbólica  con  borde  que  es  topológicamente  un
semiplano  y  cuyo borde  es  una  geodésica  simple.  Todo  semiplano  es  conformemente  equivalente  al
subconjunto  {z  E D:  Rz    O} del disco  hiperbólico  Ifl. Un semiplano  es  conformemente  equivalente
a  un  semidisco,  y a  menudo  los  identificaremos.
Con  lo dicho hasta  ahora  el conjunto  de tipos  de ladrillos básicos para  descomponer  una  superficie
de  Riemann  hiperbólica  es el  siguiente:
_
Nótese  que  la  tercera  pieza  (unión  de  una  Y-pieza  y  tres  punturas,  o  equivalentemente,  la  esfera
menos  tres  puntos)  es  por  sí  misma  una  superficie  de  Riemann  completa  y  no  forma  parte  de  la
descomposición  de ninguna  otra  superficie.
El  teorema  principal  de  este  capítulo  dice así:
Teorema  2.2.  Toda superficie  de  Riemann  hiperbólica excepto  ID   {O} es la  unión  (con  interiores
disjuntos  dos  a  dos)  de foniles,  semidiscos  y  un  conjunto  G  para  el  que  existe  una  exhaución  po
dominios  geodésicos.  Además,  si  la superficie no  es D o un  anillo,  el conjunto  G  aparece siempre  en
la  descomposición.
Veremos  más  tarde  (ver Proposición  2.2)  que  G es  una  unión  de Y-piezas.
También  tenemos  una  versión  de  ambos  teoremas  para  superficies  con  borde.  En  este  capítulo
también  veremos  un  ejemplo  donde  se  comprueba  que  es  imprescindible  utilizar  semidiscos  en  la
descomposición.
1.5.2   Desigualdad  isoperimétrica  en  superficies  de  Riemann  con  punturas
En  este  capítulo  demostramos  un  resultado  (Teorema  3.1)  que  nos va  a  permitir  reducir  el estudio
de  la  propiedad  DIL de  una  superficie  de Riemann  al  de una  nueva  superficie más  sencilla  porque  no
va  tener  punturas.  Este  resultado  es  una  generalización  de  un  Teorema  que  aparece  en  [FR9OJ.
A  continuación  vamos  a  introducir  el  concepto  de  dominio  modulado  que  es  necesario  para  en
tender  los  resultados  previos  que  existen  sobre  este  tema.
Los  dominios  modulados,  en lo que  respecta  a  Teoría  de funciones,  se  van  a comportar  casi  como
si  fueran  simplemente  conexos  (ver  {BP78]).
Antes  de  ver  la  definición  de  dominio  modulado,  definiremos  lo que  se  entiende  por  módulo  de
una  familia  de curvas.
Dado  un  dominio  G  y una  familia  1’ de curvas  en  G, se  define el  módulo  de  1’ como
Mod(F)  =  infffp2dxdy,
donde  el  ínfimo  se toma  sobre  toda  las métricas  conformes p en  G  tales  que  J pldzl   1 para  toda
y  E F.
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Un  caso  de  particular  interés  es  cuando  G es  un  doblemente  conexo  y F  es  la  familia  de  curvas
homótopas  a  las  dos componentes  de G,  en este  caso  también  se  habla  de  módulo  de  G.  Se puede
demostrar  que  si G es  un  anillo  con  radios  1 y R  entonces  Mod(G)  =  2ir log R.
El  producto  del módulo  de  un  anillo  por  la  longitud  de  su  geodésica  simple  cerrada  es constante.
Un  dominio  G  se  dice  modulado  si  existe  una  cota  superior  para  el  módulo  de  todo  subdomi
nio  doblemente  conexo  que  separe  la  frontera  de  G.  Intuitivamente  podemos  entender  un  dominio
modulado  como  aquel  que  no  contiene  anillos  (que  separen  frontera)  con  proporción  entre  radios
arbitrariamente  grandes.  Un  simplemente  conexo  es modulado  (porque  no existen  tales  doblemente
conexos)  y un  dominio  cuya  frontera  contenga  un  punto  aislado  no es  modulado.
En  {FR9O, Teorema  3] se demuestra  que  los dominios  modulados  siempre  cumplen  la desigualdad
isoperimétrica  (DIL).
También  existe  una  caracterización  de  estos  dominios  en  términos  de  la  métrica  hiperbólica:  un
dominio  plano  hiperbólico  Q, í  c  C, es modulado  si y  sólo si  ç(z)  ç2(z)  x  1,  para  z  E   ([BP78,
Corolario  1]).  La  constante  en  depende  de  (ver  la  definición  de A  x  B  en la  sección  1.6).
En  [FR9O, Teorema  3] se  demuestra  que  si  un  dominio  C  es modulado  y  {a}  es  una  sucesión
imiformemente  separada  en la  métrica  hiperbólica  de G  entonces  C   {a}  tiene  DIL.  Una  sucesión
es  uniformemente  separada  si existe  una  constante  c tal  que
dG(an,am)  >c,      paratodonrn.
Recíprocamente,  también  se  demuestra  en  [FR9O, Teorema  4] que si H  c   tiene  DIL,  y  G  =  H  U 1,
donde  1 es el conjunto  de puntos  aislados de H,  entonces  1 es uniformemente  separado  en  la métrica
hiperbólica  de  G.
El  propósito  del  Capítulo  3 es generalizar  estos  resultados  a  superficies  de Riemann  hiperbólicas,
no  necesariamente  planas.  Para  ello necesitamos  una  definición.
Definición.  Un subconj’unto 1  de  una  superficie  de Riemann  hiperbólica  $  es fuertemente  unifor
memente  separado  en S,  si  existe  una  constante  positiva  r0  tal  que  las  bolas hiperbólicas  B8(p,  ro),
donde  p E 1,  son  simplemente  conexas  y  disjuntas  dos a  dos.
Obsérvese  que  en  un  espacio  métrico  cualquiera,  las  bolas  no  tienen  porqué  ser  simplemente
conexas.  Basta  considerar  un  cilindro  (euclídeo)  de radio  r  y una  bola  de radio  mayor  que  irr.
El  Teorema  que  hemos  obtenido  dice entonces:
Teorema  3.1.  Sea 8  una superficie  de Riemann  hiperbólica, sea 1 un  subconjunto  cerrado  y contable
de  8  y  7?. =  8    1.  Entonces,  7?. tiene  DIL  si  y  sólo  si  8  tiene  DIL  y  además  1  es  fuertemente
uniformemente  separado  en 8.
En  este  mismo  capítulo  aparecen  también  unos  resultados  técnicos  relacionados  con  las punturas,
que  si bien  no  son indispensables  para  probar  el  Teorema  3.1 sí  tienen  interés  en sí  mismos  y  como
herramientas  para  demostrar  otros  resultados  (ver Capítulo  5).
La  Proposición  3.1  que  no  enunciamos  aquí  por  ser  demasiado  técnica,  relaciona  los  collares
alrededor  de  una  puntura  p en una  superficie 8  con  las bolas  (hiperbólicas)  en  la superficie  S U {p}.
Lo  interesante  del  resultado  es que  las constantes  que  aparecen  son  universales.
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1.5.3   Desigualdad  isoperimétrica  en  dominios  de  Denjoy
Uno  de los problemas  más  interesantes  relacionados  con  la desigualdad  isoperimétrica  es  obtener  una
caracterización  de  la  propiedad  DIL  para  dominios  planos  en  términos  euclídeos  del  tamaño  de  su
frontera.  Es  decir,  nos gustaría,  dado  un  dominio  plano,  saber  si tiene  DIL o no  sin más  que  ver  con
ojos  euclídeos  cómo es  su frontera.  Nótese que, considerado  como superficie  de Riemann  hiperbólica,
un  dominio  plano  no  tiene  frontera  estrictamente  hablando.
En  [FR9O] se obtiene  una  condición  necesaria  y otra  suficiente  para  que  un  dominio  plano  tenga
DIL,  pero  ninguna  de  ellas  constituye  una  caracterización  para  la  desigualdad  isoperimétrica  en este
tipo  de  dominios.
En  este  capítulo  vamos  a  encontrar  una  caracterización  (Teorema  4.4)  que es válida  en una  clase
amplia  de  dominios  planos,  los  dominios  de  Denjoy.  Un  dominio  de  Denjoy  es  un  dominio  plano
hiperbólico  cuya  frontera  está  incluida  en  IR.
Además  de esta  caracterización,  obtenemos  una  condición  necesaria  y otra  suficiente  más sencillas
que  la  caracterización  general  y que  pueden  ser  de  utilidad  en  la práctica  (Teorema  4.1).
El  primer  lema importante  que  aparece  en este  capítulo  (Lema  4.1) nos permite  reducir  el estudio
de  la  desigualdad  isoperimétrica  en  un  dominio  de  Denjoy a  la  comprobación  de  (3.1)  para  sólo umia
clase  muy  pequeña  de dominios,  los  llamados  dominios  geodésicos simétricos  lo cual  va a  sirnplificai
enormemente  la  prueba  de  los teoremas.
A  continuación  establecemos  una  biyección entre  estos  dominios y lo que  llamamos  conjuntos  borde
que  son  subconjuntos  especiales  de  la  frontera  del  dominio  de  Denjoy  que  estamos  considerando  y
que  jugarán  un  papel  fundamental.
Por  último  relacionamos  la  longitud  de  cada  curva  frontera  de estos  dominios  con  la  longitud  de
ciertas  curvas  que  aparecen  en  otros  dominios  extremales.
Tanto  las  definiciones  como  los resultados  que  aparecen  en este  capítulo  no  se  pueden  enunciar
de  manera  sencilla.  Por  esta  razón  remitimos  al  lector  a  la  sección 4.1.2  en  el  Capítulo  4 donde  se
explica  con  detalle  todos  los conceptos  involucrados.
1.5.4  Desigualdad  isoperimétrica  en  superficies  de  Riemann  generales
Este  capítulo  está  dedicado  a extender  nuestros  resultados  sobre  desigualdad  isoperirnétrica  a  supel
ficies  más  generales.  En  principio  sólo  tenemos  caracterizada  la  propiedad  DIL  para  dominios  de
Denjoy  (Capítulo  4);  sin  embargo  dado  que  la  desigualdad  isoperimétrica  es invariante  por  transfor
mnaciones cuasiconformes,  podemos  extender  nuestros  resultados  a  dominios  más  generales,  de hecho,
a  cualquier  superficie  que  sea  imagen  cuasiconforme  de un  dominio  de Denj oy.
Además  de  estos  corolarios  elementales,  en este  capítulo  se  introduce  una  maquinaria  técnica  en
forma  de  definiciones  y  lemas,  que  junto  con  los  teoremas  de  los  dos  anteriores  capítulos,  nos  va
a  permitir  reducir  el  estudio  de  la  propiedad  DIL  de una  superficie  al  de  la  misma  propiedad  pero
en  ciertas  subsuperficies  suyas.  De  esta  forma  lo  que  estamos  haciendo  es  localizar  la  desigualdad
isoperimétrica.
En  este  capítulo,  siempre  que  se hable  de subsuperficies  tenemos  que tener  en cuenta  el  siguiente
comentario:  si 82  es una  superficie de Riemann  hiperbólica,  consideraremos  subsuperficies  (abiertas  y
conexas)  81  C 82,  dotadas  con su propia  métrica  hiperbólica  (recordemos  que  cualquier  subsuperficie
de  una  superficie  de  Riemann  hiperbólica  es  también  hiperbólica).  Por  supuesto,  con  esta  métrica
Si  es  una  variedad  Riemanniana  completa.
Los  resultados  más  destacados  son los dos siguientes  teoremas  sobre  localización  que  se  obtienen
como  consecuencia  directa  del  Corolario  5.3  (ver  Sección 5.3 en el  Capítulo  5).
Teorema  5.4.  Dado  un  subeonjunto  cerrado E  de C  de cardinal infinito,  las siguientes  condiciones
son  equivalentes:
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(1)  t    E  satisface  DIL.
(2)     E  satisface  DIL, para  cualquier  subdominio í  de  de tipo finito  tal  que E  está  contenido
en  Q.
(3)  í    E  satis face  DIL,  para  algún subdominio   de  de tipo finito  tal  que E  está  contenido
en
Teorema  5.5.  Sean  E1,.  .  .  ,  E,  subconjuntos  cerrados de ,  disjuntos  dos a dos,  con cardinal nume
rable  y tales que f  =  C    UkEk  es conexo.  Entonces,  se  tiene  que  satisface  DIL si  y  sólo si  C   Ek
satisface  DIL para  k  =  1,...  ,n.
De  hecho,  demostraremos  una  versión  general  de  los  teoremas  5.4  y  5.5  sobre  superficies  de
Riemann  (ver  Teorema  5.2).  Deberíamos  señalar  que también  hemos  obtenido  otros  resultados  sobre
localización  (ver  por  ejemplo  los Lemas  3.1 y  5.1 o el  Corolario  5.1).
1.5.5  Medida  p-armónica
Por  último,  el capítulo  6 trata  un  tema  diferente  a  todo  lo visto  hasta  aquí.  Se estudia  un  tópico  de
interés  en Teoría  del Potencial  no  lineal:  la  medida  p-armónica.
Dado  un  dominio  í  c  W1 y  fijado  un  punto  p  e  Q se puede  definir  una  medida  w  en  3Í1  de la
siguiente  forma:  Si A  es un  conjunto  de Borel  incluido  en 0í  definimos  w(A)  como  u(p)  donde  u  es
la  función  armónica  en í  que  toma  el valor  1 en A  y el valor  O en aí    A.  Esta  función  w así  definida
se  llama  medida  armónica  y es  efectivamente  una  medida.
Este  concepto  se  puede  generalizar  al  de  medida  p-armónica  sin  más  que  usar  una  función  p
armónica  en  lugar  de  una  armónica.  Una  función  u  se  llama  p-armónica  si  verifica  la  ecuación
diferencial
pu  :=  —  div  (JVuI’2Vu) =  o.
Es  claro  que  si  p  =  2  el  operador  p-laplaciano  es  el  laplaciano  usual  y  por  tanto,  las  funciones
2-armónicas  son armónicas  y viceversa.
La  medida  p-armónica  w no  es  de hecho una  medida  si p  2; de  ahí  que  enfaticemos  la  palabra
“medida”.  No obstante  sería  interesante  saber  si tiene  la  propiedad  subaditiva,  es  decir,  si  satisface
‘w(A  u B)  <k(w(A)  -i- w(B))  para  todo  subconjunto  de Borel  A, B  c  9  y para  alguna  constante  k.
Esto  es  un  problema  abierto  para  todo  dominio  í,  incluso  en  casos  tan  simples  como  que  f  sea  la
l:)ola unidad  de IIIY para  n   2 (n =  1 es un  caso trivial  ya  que toda  función  p-armónica  es armónica).
Se  introducen  en este  capítulo  el concepto  de medida p-armónica  pero esta  vez en un  caso discreto
y  se demuestra  que  la  medida p-armónica  discreta  definida  en árboles  (que son un  análogo  discreto  de
una  bola  en R’)  no  es subaditiva  si p  2.  Este  es el resultado  central  de  este  capítulo.  Se generaliza
también  el concepto  de medida  p-armónica  discreta  estudiando  otro  tipo  de potenciales  no  lineales  en
grafos  y  se daii  algunos  resultados  positivos  parciales  respecto  a  la  subaditividad  de estas  medidas.
Debido  a  que  enunciar  los resultados  de este  capítulo  de manera  precisa  requeriría  definir  muchos
conceptos  previos,  preferimos  remitir  al lector  al  capítulo  en cuestión  donde  se hace una  introducción
más  extensa  a  este  tema.
1.6   Notaciones
Por  último  expondremos  aquí  algunas  notaciones  que  usaremos  a  lo largo  de los siguientes  capítulos.
Como  es  habitual,  IR y  IR denotarán  la  recta  real  y  la  recta  real  extendida.  Similarmente,  C  y
C  denotarán  respectivamente,  el  plano  complejo  y  la  esfera  de  Riemann.  El  disco  unidad  abierto
{z  E C:  Izi <  1} lo denotaremos  por  D.  Si  z  es un  número  complejo,  denotaremos  por  hRz y  por  z
a  las  partes  real  e  imaginarias  de z  respectivamente.
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El  conjunto  de  enteros  se  denotará  por  Z y  el de  enteros  estrictamente  positivos,  por  Z.
El  símbolo  A   B denota  la  diferencia  de  los conjuntos  A y B.  Si íl  es  un  conjunto,  denotaremos
por  0í1  a  su  frontera.  La  expresión  A(r)  B(r)  quiere  decir  que  existe  una  constante  positiva  C tal
que
C’  Ç
para  los  valores  de r  indicados  en cada  caso.  Denotamos  por  [x] el  mayor  número  natural  menor  o
igual  que  x.
Denotaremos  por  d8 y  B8,  respectivamente,  la  distancia  y  las  bolas  en  la  métrica  de  Poiricaré
de  S.  Por  d y  B  denotaremos,  respectivamente,  la  distancia  y las bolas  en  la  métrica  euclídea  de C.
B  y B* denotarán  las correspondientes  bolas sin  sus  centros.  Si  en un  dominio  plano  hiperbólico,
8ç(z)  será  la  distancia  euclídea  de  z  a la  frontera  de  .  Por  )¼ç  denotaremos  la  densidad  conforme
de  la  métrica  de  Poincaré  en
Finalmente,  denotamos  por  e constantes  positivas  que pueden  tomar  diferentes  valores  de linea  a
linea  e incluso  en  la  misma  linea.
Capítulo  2
Un  Teorema  de  descomposición  de
superficies
2.1   Introducción
El  Teorema  de  Clasificación  de  superficies  compactas  dice  que  toda  superficie  topológica  orientable
y  compacta  es homeomorfa  a  una  esfera o a  un  “toro”  de  género g,  con g =  1, 2,...  (ver por  ejemplo
[Mas67]).
Decimos  que  la  clausura  de  una  esfera  con  tres  agujeros  (que  es  una  superficie  topológica  con
borde  cuyo  borde  es  unión  de tres  curvas  simples  cerradas  disjuntasdos  a dos)  es  una  Y-pieza  o  un
pantalón.  Una  Y-pieza  se puede  visualizar  como un  tubo  con la  forma  de la  letra  “Y”.
Con  esta  definición,  el  Teorema  de  Clasificación  de  superficies  compactas  dice  que  todas  las
superficies  topológicas  orientables  compactas  excepto  la  esfera  y  el  toro  (de  género  1)  se  pueden
obtener  pegando  Y-piezas  con  interiores  disj untos  dos a  dos.
En  este  capítulo  obtenemos  la  generalización  de este  resultado  a  superficies  no  compactas  como
corolario  de  un  teorema  sobre  superficies  de Riemann.  Sólo necesitamos  una  sencilla definición.
Decimos  que  un  subconjunto  cerrado  de una  superficie topológica  es un  cilindro si es  homeomorfo
a  S1 x  [O, oc),  donde  S’  denota  la esfera  uno-dimensional.
Teorema  2.1.  Toda superficie  topológica orientable  excepto  la esfera,  el plano y  el toro  es  la unión
(con  interiores  disjuntos dos a dos) de Y-piezas y cilindros.
También  tenemos  un  resultado  similar  para  superficies  con borde.
El  resultado  principal  de este  capítulo  es una  versión  geométrica  de este  Teorema  para  superficies
completas  con curvatura  negativa  constante.  En este  caso tenemos  más  información  sobre los bloques
básicos  de  la superficie:  podemos  hacer  la descomposición  de tal  manera  que  la frontera  de cada  pieza
sea  la  unión  de  a  lo sumo  tres  geodésicas  simples  cerradas.  Como  la  estructura  Riemanniana  es  más
restrictiva  que  la topológica,  necesitamos  un  tipo  de pieza  adicional  para  realizar  la  descomposición,
el  sernidisco.
Enunciamos  ahora  el  resultado  principal.  Las  definiciones  necesarias  aparecen  en  la  siguiente
sección.
Teorema  2.2.  Toda superficie  de  Riemann  hiperbólica excepto  lD   {O} es la  unión  (con  interiores
dis juntos  dos a  dos) de foniles,  semidiscos y  un  conjunto G para el  que existe una exhaución por
dominios  geodésicos. Además, si  la superficie no es D  o un anillo,  el conjunto G aparece siempre en
la  descomposición.
Veremos  más  tarde  (ver  Proposición  2.2) que  G  es  una  unión  de  Y-piezas.
19
CAPÍTULO  2.  UN TEOREMA  DE  DESCOMPOSICIÓN  DE  SUPERFICIES
Si  excluimos  el  caso  del  disco,  no  está  claro  porqué  necesitamos  semidiscos  para  descomponer
una  superficie.  La  necesidad  de  semidiscos  es  de  hecho  la  parte  más  sorprendente  y  difícil  en  la
demostración  de este  teorema.
El  Teorema  2.2  (y en particular  su  Corolario  (ver Sección  2.4)  es  un  resultado  útil  en  el estudio
de  las superficies  de  Riemann.  De  hecho juega  un  papel  importante  en la  demostración  del siguiente
Teorema  de  José  Luis  Fernández  y  María  Victoria  Melián  (ver  [FM99]).
Teorema  A.  Sea 8  una  superficie  de Riernann  hiperbólica.  Hay tres posibilidades:
(i)  8  tiene  área finita.  Entonces  para  cada p  E 8  existe  exactamente  una  colección contable  de
direcciones  en(u) 8  es  transitoria.  Entonces  para  cada p  E 8,  5(p) tiene  medida  compleja.
(iii)  $  es  recurrente  y  de área infinita.  Entonces  5(p)  tiene  longitud  cero pero  su  dimensión  de
Hausdorff  es  1.
Llamamos  a  una  superficie  transitoria  (respectivamente  recurrente)  si el  movimiento  Browniano
de  8  es  transitorio  (respectivamente  recurrente).  También  definimos 5(p)  como el conjunto  de direc
ciones  unitarias  y  en  el  plano  tangente  de 8  en el  punto  p  tales  que,  la  geodésica  de  velocidad  uno
que  emana  de p  en la  dirección  de  y,  escapa a  infinito.
En  las  aplicaciones  del  Teorema  2.2  es  crucial  que  las  fronteras  de  los  bloques  sean  geodésicas
simples  cerradas  (excepto  en  el  caso  del  semidisco).  Hay  una  clara  razón  para  esto:  es  muy  fácil
cortar  y  pegar  superficies  a  lo largo  de geodésicas  simples  cerradas.
Se  podría  pensar  que  tal  vez en  la descomposición  del  Teorema 2.2 no se  necesitan  seniidiscos.  El
ejemplo  que  damos  después  de  la  demostración  del Teorema  2.2 muestra  que  son  imprescindibles.
La  estructura  del  capítulo  es  como sigue.  En  la  Sección 2.2  presentamos  las  definiciones  que  se
precisan  en  el Teorema  2.2.  En  la  Sección 2.3 demostramos  algunos  resultados  técnicos.  Por  último
la  Sección  2.4 está  dedicada  a  la  demostración  de los teoremas.
2.1.1   Notaciones
A  lo largo  de este  capítulo  vamos  a indicar  por  A  c B  que el conjunto  A  está  estrictamente  contenido
en  B,  sin  embargo  en el  resto  de  los capítulos,  el  símbolo  “C” tendrá  su  significado más  habitual,  es
decir,  “contenido  no  necesariamente  estricto”.
Cuando  digamos  “curva  simple”  nos referiremos  siempre  a  curvas  no  cerradas.
2.2  Definiciones  y  resultados
Las  definiciones  relacionadas  con  las  superficies  de  Riemann  y  necesarias  en  el  enunciado  de  los
Teoremas  2.2  y  2.4 se presentan  en el  Capítulo  1, no  obstante,  en esta  sección recordaremos  algunos
conceptos  e  introduciremos  otros  nuevos.
Una  Y-pieza  de Lübell es una  superficie de Riemann  hiperbólica  con  borde  que es topológicamente
una  Y-pieza  y  cuya  frontera  son geodésicas  simples  cerradas.  Dados  tres  números  positivos  a, b, e,
hay  una  única  (salvo transformaciones  conformes)  Y-pieza  de Lóbeli tal  que sus  curvas frontera  tienen
longitudes  a,  b, e  (ver  por  ejemplo  [Rat94,  p.  410]).  Son una  herramienta  estándar  para  construir
superficies  de  Riemann.  Una  descripción  clara  de  estas  Y-piezas  y  su  uso  se  puede  encontrar  en
{Cha84,  Capítulo  X.3} y  [Bus92, Capítulo  1],
Una  Y-pieza  de  Lóbeil  generalizada  es  una  superficie  de  Riemann  hiperbólica  con  borde  o  sin
borde  que  es topológicamente  una  esfera a  la que  le hemos quitado  n  discos abiertos  y n  puntos,  coli
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enteros  u,  m   O y n  + m  =  3,  de  este  modo las u  curvas  frontera  son  geodésicas  simples  cerradas  y
los  rn puntos  son las punturas.  Obsérvese que  una  Y-pieza  de Uibell  generalizada  es  topológicamente
la  unión  de  una  Y-pieza  y  m  cilindros,  con  O <m  <  3.
Es  claro  que  el  interior  de  toda  Y-pieza  de  Lóbell  generalizada  es  un  dominio  geodésico.  Més
aún,  se  sabe  que  la  clausura  de  todo  dominio  geodésico  es  una  unión  finita  (con interiores  disj untos
dos  a  dos)  de Y-piezas  de  Lóbell  generalizadas  (ver  Proposición  2.2).
Decimos  que  {A,-,,} es una  exhaución  del conjunto  A  si A   A+i  para  todo  u  y  A  =  
Decimos  que  una  superficie topológica  con borde  S  es  simple  si el borde  de 8  es una  unión  (finita
o  infinita)  de curvas  simples  cerradas  disjuntas  dos a  dos.  Tenemos el  siguiente  resultado:
Teorema  2.3.  Toda superficie  con  borde orientable  y  simple  excepto  el  disco con  borde y  el cilindro
cori  dos  curvas frontera  es  la unión  (con interiores  disjzzntos) de  Y-piezas  y  cilindros.
Tenemos  un  resultado  similar  para  superficies  de Riemann  hiperbólicas  con borde.  Decimos  que
8  es  una  superficie  de  Riemann  hiperbólica  con  borde si  es  una  variedad  Riemanniana  orientable
con  borde  de  dimensión  2  y su  métrica  Riemanniana  tiene  curvatura  negativa  constante  —1.  Una
superficie  de Riemann  hiperbólica  con borde  8 es simple  si el borde  de 8 es una unión  (finita  o infinita)
(le  geodésicas  simples  cerradas  disjuntas  dos  a  dos.  La  clausura  de  cualquier  dominio  geodésico  es
una  superficie  de Riemann  hiperbólica  con  borde  simple.
Teorema  2.4.  Toda superficie de Riemann  hiperbólica con borde es la unión  (con interiores  disjuntos
dos  a dos)  de anillos,  semidiscos  y  un  conjunto  V  para  el  que  existe  una  exhaución por  clausuras  de
(]o’m,irnos geodésicos.
Observación.  La  demostración  del  Teorema  2.2  da  la  siguiente  receta  para  construir  superficies
de  Riemann  hiperbólicas:  unir  foniles y/o  Y-piezas  de  Lóbell  generalizadas  identificando  geodésicas
simples  cerradas  de igual  longitud  obteniendo  una  superficie sin borde  S.  Si S0 es completa,  entonces
es  una  superficie  de Riemann  hiperbólica.  Si S0 no  es  completa,  podernos  obtener  una  superficie  de
R.ieinann  hiperbólica  8  pegándole  a  S0 semidiscos (los semidiscos son los únicos bloques  que podemos
añadir  aSo  para  obtener  una  superficie de Riemann  hiperbólica).  El Teorema  2.2 dice que este  método
iios  permite  construir  cualquier  superficie  de  Riemann  hiperbólica  excepto  lD   {0}.
2.3   Geodésicas  y  dominios  geodésicos
En  esta  sección  incluimos  algunos  resultados  técnicos  sobre  geodésicas  y  dominios  geodésicos  que
necesitaremos  en la  demostración  de los  teoremas.
Lema  B.  ([R,  p.  405])  Sean  ci  y  ¡3 dos curvas  simples  cerradas  disjnntas  no  libremente  homótopas
entre  sí  en la superficie  de Riemann  hiperbólica 8.  Si ci  y  i3  son  respectivamente  geodésicas simples
cerradas  en  las  clases de  homotopía  de ci  y  ¡3, entonces aO  y  ¡3o también  son  disjuntas.
Un  resultado  similar  también  es  cierto  si ci es  una  geodésica  simple.
Lema  2.1.  Sean  8  una  superficie  de Riemann  hiperbólica,  ‘Yi una  geodésica  simple  en  8,  a  una
curva  simple  cerrada  en S  y ‘Y2 una geodésica simple  cerrada libremente  homótopa  a a  en 8.  Si 71  y
o-  son  disjuntas,  entonces  ‘yi  y 72  son  también  disjuntas.
Demostración.  La prueba  sigue el argumento  de la  demostración  del Lema  B.  Incluimos  los  detalles
por  completitud.
Consideremos  una  aplicación  cubrimiento  universal  ir  :  R  —+  8.  Sin  pérdida  de  generalidad
podernos  suponer  que  ir lleva el intervalo  (—1, 1) en ‘y,  es decir,  que  ‘‘  =  (—1,1)  es una  elevación de
‘yj.  Consideremos  elevaciones  &,  de  a,  72  respectivamente,  con  los  mismos extremos  A, B  E 3ID.
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Sólo  necesitamos  comprobar  que ‘i  fl ‘y2  =  0. Supongamos  que  no  fuera  el caso.  Entonces  ‘j  y  
se  cortarían  en  un único  punto  en 1U, porque  de otro  modo serían iguales,  lo cual es una  contradicción.
En  consecuencia  A  .  tB  <  O.  Esto  implica  que   .fl  &  0, ya  que  & también  tiene  los  mismos
extremos  A, B  E   pero  esto  contradice  ir(5’i) fl ir(&) =  ‘yl  fl  a  =  0.  Esto  finaliza  la  prueba  del
Lema  2.1.                                                                             E
Es  bien  conocido  que si una  curva  simple cerrada  a  no es  homótopa  a un  punto  o a  una  puntura
en  una  superficie  de  Riemann  hiperbólica  5,  entonces  existe  una  única  geodésica  simple  cerrada
libremente  homótopa  a  a  en  5.  El  siguiente  resultado  no  es  sorprendente  y  probablemente  ya  sea
conocido.  Sin  embargo  no conocemos  ninguna  referencia.
Proposición  2.1.  Sea  5  una  superficie  de  Riemann  hiperbólica  con  borde tal  que  el  borde  de  S
es  una  unión  disjunta  de  geodésicas simples  y/o  geodésicas simples  cerradas.  Si  una  curva  simple
cerrada  a  no  es  homótopa  a  un  punto  o a  una puntura  en  8,  entonces  existe  una  única  geodésica
simple  cerrada ‘y  libremente  homótopa  a a  en S.  Además  ‘y  está  contenida  en  el interior  de 5  sí  a
no  es  libremente  homótopa  a una  geodésica frontera  de as.
Demostración.  Si a  es  libremente  homótopa  a  una  geodésica  frontera  de  as el resultado  es  trivial.
En  otro  caso,  sin pérdida  de generalidad  podemos  suponer  que  a  está  contenida  en el  interior  de S,
ya  que  si  no fuera  así  podríamos  tomar  una  curva  simple  cerrada  a0 contenida  en  el  interior  de S  y
libremente  homótopa  a a  en  5.  Consideremos  el  doble  de Schottky  So de S.  A  grandes  rasgos  So es
la  unión  de S  y S*,  la  superficie simétrica  de 5,  identificando  los puntos  simétricos  de 85  y OS  (vem
los  detalles  en  [AS6O, p.  119]). Tenemos  que  a  no es  homótopa  a  un  punto  ni  a  una  puntura  en  So;
entonces  existe  una  única  geodésica  simple  cerrada  ‘y  libremente  homótopa  a  a  en  5o Los lemas  B
y  2.1  dan  que  ‘y  no  interseca  el  borde  de  5,  ya  que  estamos  suponiendo  que  a  no  es  libremente
homótopa  a  una  geodésica  frontera  de 85.  En  consecuencia  ‘y  está  contenida  en el interior  de S.  E
El  siguiente  resultado  es  bien  conocido aunque  no  conocemos  ninguna  referencia.  Incluimos  una
prueba  por  completitud.
Proposición  2.2.  La  superficie  de Riernann  obtenida  al tomar  la  clausura de un  dominio  geodésico
es  una  unión  finita  (con  interiores  disjuntos)  de  Y-piezas  de Lábeil generalizadas.
Observación.  Esta  superficie  de Riemann  puede  tener  borde  o no.  El  hecho de que  una  superficie
de  Riemann  compacta  sea  una  unión  finita  (con interiores  disjuntos)  de Y-piezas  de Lóbeil  se puede
encontrar  en muchos libros  (ver por  ejemplo [Bus92, p.  94]).  La idea de la prueba  de la Proposición  2.2
es  asociar,  de un  modo  adecuado,  una  superficie  de Riemann  compacta  a  cada  dominio  geodésico.
Demostración.  Sea  G  un  dominio  geodésico  y  denotemos  por  5  la  clausura  de  G.  Tenenios  que
OS  =  DG  es  la  unión  de  las  geodésicas  simples  cerradas  disjuntas  ‘y,...  ,  ‘y  (tomamos  k  =  O si
OC  =  0). Para  cada  j  =  1,...  , k,  consideremos una  Y-pieza }j  con  =  a  Ua  Ua,  L(o)  =  L(’y1)
y  L(a)  L(a).  Denotemos  por  Zj  la  superficie  con borde  1”  con  a  y  a  identificados;  entonces
az  aJ.  Consideremos  la  superficie  de Riemann  sin  borde  S  :=  U1Zj U 5  obtenida  pegando  para
cada  j  =  1,..  .  ,  k  las curvas  ‘yj  y  a.  Si r1,...  , r,,  son las punturas  en  S,  consideremos
82  :=  S1   U1C(ri,  1/3).
Recordemos  que  el Lema A del Capítulo  1 (sección 1.2.6) da que todas  las geodésicas simples  cerradas
de  5  están  contenidas  en  S2.  Existe  un  homeomorfismo  f  Si  —*  S.  Podemos  tomar  como  .f la
identidad  en  S1 U1C(ri,  1/2)  y para  cada  i  =  1,.  .  .  ,  m  cualquier  homeomorfismo  entre  C(rj,  1/2)
y  C(r,  1/2)    C(r,  1/3)  que  fije DC(r,  1/2).
Si  consideramos  ahora  la  superficie de Riemann  82 con  su  métrica  hiperbólica  (para  la  que es  un
espacio  métrico  completo),  tomemos  las geodésicas  simples  cerradas  1?i, .  .  .  ,  7/m  en  82  tales  que  cada
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‘rj  es homótopa  a r  en  S1 para  i  1,...  , m,  y  los foniles F  limitados  por  rj.  Para  cada  i =  1,.  ..  ,  m,
consideremos  una  Y-pieza  Y  con  =  4 U r  U 4, L(4)  =  L(77) y  L(4)  =  L(T).  Denotemos  por
Z  la superficie  con  borde  YZ con r  y  r  identificados;  tenemos  9Z’  =  r.  Consideremos  la superficie
de  Riemann  hiperbólica  compacta  83  =  ($2    UF)  U (U, ZZ) obtenida  pegando  para  cada i  =  1,...  , m
las  curvas  rj  y  4.  Si 77j  es  la  geodésica  simple  cerrada  en  82  (o en  83)  libremente  homótopa  a
‘Y  para  cada  j  1,  ..  ,  k,  es  bien  conocido  (ver  por  ejemplo  [Bus92, p.  94]) que  rri + k   3g —  3,
(londe  g  es  el  género  de  83,  y  que  existen  geodésicas  simples  cerradas  77m+k+1,. .  .  773g3  tales  que
771,..  ,7lrn,7/m+1,..  ,77m+k,T/m+k+1,.  ..  773g3  descomponen  83  en  Y-piezas  de Lobeli.
No  es  difícil  ver  que  podemos  llevar  esta  descomposición  a  8  mediante  un  “puliback”.  Las  pun
turas  r1,...  , r  corresponden  a  las geodésicas  ii,.  ..  ,   y  esto  muestra  la  necesidad  de  considerar
Y-piezas  de Lóbell  generalizadas  en lugar  de Y-piezas  de Lóbell.                              LI
2.4   Demostración  de  los  resultados
Empezaremos  con  la demostración  del Teorema  2.2.
Teorema  2.2.  Toda superficie  de  Riemann  hiperbólica excepto  ID   {O} es la  unión  (con  interiores
(lzsjuntos  dos  a  dos)  de  foniles,  semidiscos  y  un  conjunto  G  para  el  que  existe  una  exhaución  por
dominios  geodésicos.  Además,  si la superficie  no  es ID o  un  anillo,  el  conjunto  G  aparece siempre  en
la  descomposición.
Demostración.  Consideremos  una  tal  superficie 8.  Si 8  es simplemente  conexa  entonces  S  =  ID, que
es  unión  de dos  semidiscos.  Si  8  es doblemente  conexa  entonces  es  un  anillo  (ya  que  8   ID   {O}),
iiie  es  unión  de dos  foniles.
Si  8  tiene  orden  de  conexión  mayor  que  dos,  entonces  existe  al  menos  un  dominio  geodésico.  En
este  caso  fijemos  un  punto  p e 8  y un  número  positivo  t,  y denotemos  por  B(t)  la  bola  abierta  en  $
COfl  centro  p  y  radio  t.  La  frontera  de B(t)  es una  unión  finita  de  curvas  simples  cerradas  disjuntas
 excepto  para  t  e A  siendo  A  un  conjunto  numerable.  En  lo sucesivo  sólo consideraremos
valores  de t   A.  Para  i  =  1,...  , k,  denotamos  por  ‘j  el  conjunto  vacío si rj  es homótopa  a  un  punto
o  a  tina puntura,  y la geodésica  simple cerrada  libremente  homótopa  a rjj en otro  caso.  Obsérvese  que
•  ,  Yk  son  disjuntas  dos a dos por  el Lema B, ya que  771,...  , 77k  son disj untas  dos a dos.  Denotamos
p01  G(t)  el dominio  geodésico limitado  por  ‘yi,.  .  .  ,y.  Existe  unt0  positivo  tal  que  G(t)  =  0 si t  <  to
y  G(t)   0 si t  >  tçj.  También  tenemos  G(t)  CC G(t’)  si t  <t’.
Necesitamos  ahora  unos  resultados  que aparecen  en  los siguientes  lemas.
Lema  2.2.  Si  ‘y es una  geodésica simple  cerrada contenida  en 8G(t)  para  todo t    t1  entonces  ‘y es
la  frontera  de un  fonil  en 8.
Demostración.  Para  t  >  t,  consideremos  la  curva  simple  cerrada  jt  Ç B(t)  libremente  homótopa
a  -y. Si  t2  :=  inax{dist(p,  z)  :  z   -y} y t>  t3 :=  max{ti,  t2}  tenemos  -y fl tlt  =  0.  Denotemos  por  F
el  conjunto  cerrado  doblemente  conexo limitado  por ‘y y 17t para  t>  t3 y F  :=  U>3F.  Tenemos que
F  es un  final  doblemente  conexo en  8  acotado  por  la  geodésica  simple cerrada  -y; por  tanto  F  es un
fonil  en 8.
Lema  2.3.  Si  ‘y es  una  geodésica  simple  cerrada  contenida  en  B(t)  entonces  ‘y está contenida  en
la  clausura  de G(t).  Si  r  es  una  puntura  y  aC(r,a)  está  contenida  en B(t)  para algún O <  c  <  1,
entonces  C(r,  1)  está  contenida  en G(t).
Demostración.  Supongamos  que  ‘y no está  contenida  en  la  clausuradeG(t).
Si  ‘yflG(t)  =  0,  consideremos  U  el subconjunto  abierto  de B(t)G(t)  limitado  por rji y ‘y  si ‘y  0.
Tenernos  -y c  U  para  algún  j  ya que  {U}  son disjuntos  dos a  dos.  Como  ‘y no  es homotópicamente
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trivial  tenemos  que  U1 es  doblemente  conexo  y  ‘y =  ‘y  c  0(t).  Esto  es  una  contradicción  con
‘yflG(t)  =  0.
Por  tanto  ‘y fl G(t)  0. En  consecuencia,  ‘y fl DG(t)   O ya  que  estamos  suponiendo  que  ‘y rio
está  contenida  en  la  clausura  de  0(t).  Entonces  tenemos  -y fl OB(t)  O por  el  Lema B. Esto es  una
contradicción  con ‘y c  B(t).
Demostraremos  ahora  el segundo  enunciado  del lema.  Existe  una  curva simple  cerrada  rjj   DB(t)
contenida  en  C(r,  ci),  ya  que  OC(r, a)  C B(t).  También  tenemos  que  ijj  es  homótopa  a  r.  Entonces  el
Lema  A del Capítulo  1 (sección 1.2.6) da que  C(r,  1) está  contenido  en 0(t)  ya que  ninguna  geodésica
simple  cerrada  puede  intersecar  C(r,  1).                                                   LI
Continuamos  ahora  la  demostración  del  Teorema  2.2.
Supongamos  que  existe  t1  tal  que  0(t)  =  G(t1)  para  todo  t  >  t1.  Si  00(ti)  =  O entonces
0(ti)  =  8  y la  demostración  está  acabada  con  0  =  G(ti).  En  otro  caso  la  frontera  de  0(t1)  es una
unión  finita  de  geodésicas  simples  cerradas  ‘yi,...  , ‘ya.  Por  el  Lema  2.2 tenemos  que  ‘y  es  la  frontera
de  un  fonil  en 8  y esto  finaliza  la prueba  en este  caso  tomando  también  O =  0(ti).
Supongamos  ahora  que  existe  una  sucesión  creciente  {t}  con  límite  oc  tal  que  G,  :=  G(t,1)
verifica  O  C  0n+i  Por  los  lemas  2.2  y  2.3  podemos  suponer  sin  pérdida  de  generalidad  que
00n   es el  conjunto  vacío o una  unión  de geodésicas  simples cerradas  cada  una  de  las cuales
es  la  frontera  de  un  fonil en  S.
Si  ‘ya, ‘yn+m  (m,  n  E  Z+)  son  geodésicas  simples  cerradas  contenidas  respectivamente  en
y  r  es  una  curva  que  conecta  ‘y  con ‘Yn+m  entonces  la  curva cerrada  ¡3 :  )7 + ‘Yn+m — 7/ +  ‘y,,,
no  puede  ser  homotópicamente  trivial,  ya  que  en este  caso ‘yn+m  sería  libremente  homótopa  a  ‘y,  Y
esto  implicaría  ‘Yn+m  ‘y  y  consecuentemente  m  =  O. Podría  ser homótopa  a una  puntura  si nr  =  1.
Sin  embargo  /3 no  puede ser  homótopa  a  una  puntura  si m    2,  ya que existe  al menos  un  ‘obstáculo
topológico”  entre  ‘y,  y  ‘yn+1
Consideremos  ahora  el conjunto  abierto  H  obtenido  como la  unión  de G,- y los foniles limitados
por  una  curva  en  OC,,.  Obsérvese  que  siempre  tenemos  II,,  c  II,,+i.  Definamos  H  :=  U,,H  y
ci,,  :=  dist(p,  OH,,). Obsérvese  que  H  es un  conjunto  abierto.  Si  d,,  —*  oc  cuando  n  —+  oc  entonces
8  =  H  y hemos  acabado  la  prueba  en este  caso con  G  =  U,,0,,.  Si d,, es acotado,  entonces  8    H es
un  conjunto  cerrado  no vacío.
Terminaremos  la demostración  mostrando  que cada  componente  conexa de 8   H es un  semidisco.
En  primer  lugar  mostraremos  que  si  q  E  OH y  U  es cualquier  entorno  simplemente  conexo  de  q,
entonces  q  E  a  c  OH donde  a  fl  U  es  un  arco  geodésico.  Si  q  E  OH  entonces  existen  q,,  E  ‘),,
convergiendo  a  q  siendo  ‘y,, una  geodésica  simple  cerrada  contenida  en  OH,,.  Querernos  ver  que  la
sucesión  de geodésicas  {‘y,,} converge a  un  arco  geodésico  a  en  U.  Para  ver  esto  basta  considerar  la
elevación  de  U al  espacio  recubridor  universal ID  el  enunciado  en D es ahora  trivial,  ya que  {‘y,, } son
disjuntas  dos  a  dos.
Veremos  ahora  que  a  fl  U  está  contenida  en  OH.  Consideremos  cualquier  punto  q’  E  a  fl  U.
Tenemos  que  q’  ext H,  ya  que  es el  límite  de  puntos  de  {H,,}.  Entonces,  para  ver  que  a  fl U está
contenida  en  OH es suficiente  ver  que  q’  H.  Supongamos  que  E  H;  entonces  q’ pertenece  a  un
entorno  V  C H,,0 para  algún  n0.  En  consecuencia  V  C  H,, para  todo  n   n0, pero  Vn  OH,,  0 para
n    n1,  ya que  q’ es  el  límite  de puntos  de  U,,OH,,, lo cual es  una  contradicción.
También  tenemos  que  si a  es  una  geodésica tal  que  a  fl W  Ç OH para  algún  conjunto  abierto  no
vacío  W  entonces  a   OH (recordemos  que  a  fl U  C  OH para  todo  conjunto  abierto  simplemente
conexo  U con  Un  W   0).  Probaremos  ahora  que tal  geodésica  a  es una  curva simple.  Si no fuera  así
tendríamos  que  a  es una  geodésica  simple cerrada  o se autointerseca  de  forma no  tangencial.  Si  a  es
una  geodésica  simple  cerrada  por  compacidad  es el  límite  de geodésicas  simples  cerradas  ‘y,, c OH,,;
entonces  ‘y,, es  libremente  homótopa  a  a  para  n   n2  que  es  una  contradicción  ya que  en  cada  clase
de  homotopía  libre  hay  a  lo  sumo  una  geodésica  simple cerrada.  Si  a  se  autointerseca  de  forma  rio
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tangencial  entonces  5H  se  autointerseca  para  u   T13 lo  cual  es  otra  contradicción.  Este  último
argumento  también  prueba  que  si  aj,  o-  C  ¿H  son  geodésicas  con  al   a2,  entonces  son  simples  y
(liSj untas.
Lema  2.4.  Si  a  es  una  geod6sica simple  contenida  en  5H,  q  E  a  y U  es  un  entorno  simplemente
conexo  de  q  tal  que  U    a  tiene  exactamente  dos  componentes  conexas  U1 y  U2,  entonces  existe
iE{1,2}  con UflH=0.
Demostración.  Sin pérdida  de generalidad  podemos  suponer  que aHflU1   0 sin  >  n1.  Probaremos
ahora  que  U2 fl   =  O. Supongamos  que  esto  no  es  cierto;  entonces  existe  un  punto  h  E  H  fl  U2.
De  hecho,  existe  u2  >  r  tal  que  h  E H2  fl U2. Este  hecho  implica  que  aH2  fl  U2  0, porque  en
otro  caso  a  fl U  estaría  contenido  en  3H,,2  esto  no  es  posible  ya que  la  frontera  de  H2  sólo puede
contener  geodésicas  simples  cerradas  y a  no es  cerrada.
Consideremos  713   n2  +2  y una  curva  compacta  i  C  U,  comenzando  en  U2 y terminando  en U1,
que  conecte  una  geodésica  simple cerrada  ‘y,2 C OH2  con  una  geodésica  simple  cerrada  ‘y3  C aH3.
La  curva  cerrada  /3  r’ +  y,  —  77 +  ‘y,,2 no  es  homótopa  a  un  punto  ni a  una  puntura  en  8,  ya  que
“a    2  +  2.  Entonces,  existe  una  geodésica  simple  cerrada  a  libremente  homótopa  a  3.  Además
ci  fl  a   O ya que  /3 fl a   0, y,,2,  ‘y,,3  no  son  homótopas  a  un  punto  y  a  es  una  geodésica  (infinita)
siiiiple.  El  Lema  2.3  da  que  a  c  H  que  es  una  contradicción  con  a  fl  9H   0.  Esto  termina  la
demostración  del  Lema  2.4.
En  particular,  tenemos  que S   H es la clausura  de su interior  y entonces  cada  componente  conexa
de  S   H es conexa  por  caminos.
Hemos  visto  también  que  t9H es una  unión  de geodésicas  simples  disj untas  dos  a  dos.  Veremos
ahora  que  cada  componente  conexa  J  de 8    H es un  semidisco.  En  primer  lugar  probaremos  que  J
es  simplemente  conexa.
Sabemos  que  cada  componente  conexa  J  de 8    H es la  clausura  de su  interior  y su  frontera  es la
unión  de  geodésicas  simples  disjuntas.  Supongamos  que  existe  una  curva  simple  cerrada  8 C  J  que
no  es homótopa  a  un  punto  en  J.  Si 6 es homótopa  a una  puntura  y,  entonces  C(r,  ai)  está  contenido
en  J  para  algún  O <a1  <  1.  El  Lema  2.3  da  que  C(r,1)  cH  y  entonces  C(r,ai)   JflH,  que  es
una  contradicción.  Si  6 no es  homótopa  a una  puntura,  entonces  la  Proposición  2.1 da que  existe  una
geodésica  simple  cerrada  ‘y libremente  homótopa  a  6 en  J,  ya  que  J  es una  superficie  de  Riemann
hiperbólica  con borde  tal  que  su borde  es  unión  disjunta  de  geodésicas  simples.  El  Lema  2.3  da  que
‘y C H  y entonces  ‘y Ç  J  fl H,  que es  una  contradicción.
Por  tanto,  de cara  a probar  que  J  es un semidisco  basta  ver  que su frontera  es una  única  geodésica
simple.  Supongamos  que  ¿iJ contiene  dos geodésicas  simples  a1, a2.  Consideremos  q  E a1,  q  E a2,
emitornos simplemente  conexos  qi  E  V1, q  E  V2, geodésicas  simples  ‘y,,1 c  OH,,,,  ‘yn2  c  OH,,2 con
‘y,,  fl V1  O,  fl  V2  0 y  u1  > n  + 2, y  curvas  mj C V1, 772 C  V2 uniendo  respectivamente  ‘y,,, con
qi  y q2 con  ‘y,,2. Como  J  es conexa  por  caminos,  podemos  tomar  una  curva  773 C  J  que  una  qj  con
q2  y  considerar?]  :=r/l  +  +?)  y /3 :=  77+’Yn,  77+’Yn,.
Como  en la  prueba  del Lema 2.4 podemos  ver  que  hay  una  geodésica  simple cerrada  a  libremente
homnótopa a  /3 en 8  con  afla1   O y afla2   0.  Entonces  el  Lema  2.3  daque  a  CH  que  es  una
contradicción.
Elegimos  el  conjunto  G  definido  como  H  menos  los  foniles  de  8,  es decir  G  =  U,,G,,. Además
liemos  obtenido  que  si 8  no  es  D  ni un  anillo,  entonces  tenemos  G  =  Ut>0G(t)  $ 0.  0
El  siguiente  caso  particular  del Teorema  2.2 se  usa  en  [FM99].
Corolario  2.1.  Si  una  super.ficie  de Riernann  hiperbólica no  contiene  ningún  semidisco,  entonces
existe  una  exhaución  de  la superficie por  dominios  geodésicos.
Demostración.  Basta  señalar  que  D   {O} y cualquier  fonil  contienen  un  semidisco.
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Se  podría  pensar  que  tal  vez en la  descomposición  del Teorema  2.2 no  se necesitan  semidiscos.  El
siguiente  ejemplo  muestra  que  son necesarios.
Ejemplo.  Sea  {x}>  una  sucesión  creciente  convergiendo  a  1,  contenida  en  el  intervalo  (0, 1).
Consideremos  8  :=     X  con  X  :=  U>i{x}  y ‘y,  la  geodésica  simple  cerrada  en  8  que rodea  los
puntos  xi,  ...  ,  x?,  para  n>  1.  La  curva  ‘y  es  la  frontera  de un  dominio  geodésico  G7.  No  es  dificil
ver  que  {‘yn}  converge  a  una  geodésica  simple ‘y en  8  y  que  ‘y es  la  curva  frontera  de un  semidisco.
Si  consideramos  otros  dominios  geodésicos también  necesitamos  un  semidisco,  ya que  una  geodésica
simple  cerrada  no  puede  intersecar  un  semidisco.
Teorema  2.4.  Toda superficie  de Riemann  hiperbólica  con borde se puede  construir  corno la  unión
(con  interiores  disjuntos)  de foniles,  semidiscos  y  un  conjunto  V  para  el  que  existe  una  exhaución
por  dominios  geodésicos.
Demostración.  Consideremos  {‘yj}  las  geodésicas  simples  cerradas  en  el  borde  de  la  superficie  de
Riemann  hiperbólica  con  borde  8.  Obsérvese  que  podemos  construir  una  superficie  de  Riernann
hiperbólica  Sü (sin borde)  pegándole  a  S  un  fonil Fj  en cada  ‘y,  con  L(aF3) =  L(’yj).
Como  8o no puede  ser 10  {0}  (no hay  geodésicas simples  cerradas  en ll  {0}) por  el Teorema  2.2
es  la  unión  (con interiores  disjuntos)  de  foniles, semidiscos  y  un  conjunto  G  para  el  que  existe  una
exhaución  por  dominios  geodésicos.  Obtenemos  el  resultado  deseado  eliminando  los  foniles  {F3 } en
esta  unión.  Cuando  quitamos  los  foniles,  estamos  eliminando  también  las  curvas  {‘yj }, el borde  de
8;  ésta  es  la  razón  por  la  que  en  esta  situación  consideramos  el  conjunto  V  =  G,  para  el  que  existe
una  exhaución  por  clausuras  de  dominios  geodésicos.                                   E
Teorema  2.1.  Toda superficie  topológica orientable  excepto la esfera,  el plano y  el toro  es la  unión
(con  interiores  disjuntos  dos  a dos)  de  Y-piezas  y  cilindros.
Demostración.  Es  un  hecho bien  conocido que  toda  superficie topológica  8 tiene  una  estructura  C°°
compatible  con  su  estructura  topológica.  Las  coordenadas  isotermales  dotan  a  8  de  una  estructura
conforme  compatible  con  su  estructura  C°°; si además  8  es orientable,  esta  estructura  conforme  es
también  una  estructura  de  superficie  de Riemann.
Entonces  8  es  conformemente  equivalente  a  la esfera,  el plano  complejo  C,  C  {0},  un  toro  o una
superficie  de  Riemann  hiperbólica.  No  consideraremos  los  casos  primero,  segundo  y  cuarto  ya  que
están  excluidos  en  el enunciado  de  Teorema.
Si  8 es conformemente  equivalente  a C  {0},  es la  unión  de los dos cilindros  {z  E C:  O <  z   i}
y  {z  E C  :  IzI   1}.  Si  S  es  conformemente  equivalente  a  D   {0}, es  la  unión  de  los  dos  cilindros
{z  E  C  :  O <  IzI <  1/2}  y  {z  E  C  :  1/2   jz  <  1}.  Si  8  es  conformemente  equivalente  a  otra
superficie  de  Riemann  hiperbólica  podemos  aplicar  el Teorema  2.2.
Recordemos  que  un  fonil  es  un  cilindro,  una  Y-pieza  de  Libell  es  una  Y-pieza  y  una  pieza  de
Lbell  generalizada  es  la  unión  de  una  Y-pieza  y  a  lo  sumo  tres  cilindros.  La  Proposición  2.2  da
ahora  el  resultado  si  permitiéramos  semidiscos en  la  descomposición.  Para  eliminar  los  semidiscos
vamos  a  modificar  algunas  Y-piezas  como sigue.
Usaremos  la  construcción  y  las  mismas  notaciones  que  en  el  Teorema  2.2.  Consideremos  una
geodésica  simple  a  Ç 5H.  Recordemos  que  H  =  UH  y existe  una  sucesión  de geodésicas  simples
cerradas  ‘y  Ç  9H  que  convergen  a a.  Supongamos  en primer  lugar  que  8   H es conexo.
Si  q E  a,  definamos   como la  geodésica  perpendicular  a  a  en  q,  con  ijq(0) =  q  y  II(t)II  =  1.
Para  un p E a  fijado  y cualquier  m  E N,  consideremos  m  =  a  fl  Bs(p,  rn).  Nuestros  argumentos  en
la  demostración del Teorema  2.2 dan  que si aT  {z  E H:  z  E r/q(t)  con   <e  y q E am},  entonces
‘y,  fl a  converge  uniformemente  a  m  para cualquier e  >  O. Como am  es  relativamente  compacto,
podemos  elegir  un  Cm  >  O tal  que  a  sea  simplemente  conexo.  Si bm =  {z  E 9cr  : d8(z,  a)  =
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elijamos  de  forma  recursiva  ‘flm  como  un  número  natural  mayor  que  Ttm—1 y  tal  que  ‘Yflm   °Em  
 fl  b,  =  0, y o  =  O.
Definamos  Vm  rim+1  —  m  —  1.  Supongamos  que  rm  =  O para  todo  m,  es  decir,  m  m.
Sea  Am  :=  a  U  (B5p,  m)  fl  (S    H))  y  Hm el  dominio  relativamente  compacto  Hm  :  Hm  U Am.
Obsérvese  que  Hm  es homeomorfo  a  Hm,  y por  tanto  Hm+i   Hm  tiene  una  descomposición  en
piezas  y cilindros  similar  a  la  de  Hm+i    Hm.  Está  claro  que  S  =  UmHm,  ya  que  S    H  es conexo.
Esto  termina  la  prueba  en este  caso.
.y3
Si  tuviéramos  Vm >  O para  algún  rn,  sólo  tendríamos  que  elegir  Am  Anm+i,..  .  ,   Am+i  de
forma  similar  con  la  condición  A  C  A+i.
Para  terminar,
SH.
D
Teorema  2.3.  Toda superficie  topológica con  borde simple  orientable  excepto  el disco con  borde y  el
cilindro  con  dos  curvas  frontera  es  la unión  (con  interiores  disjuntos)  de  Y-piezas  y  cilindros.
Demostración.  Consideremos  una  superficie  8  en  las  hipótesis  del  enunciado  y  el  doble  topológico
81  de  8.  A  grandes  rasgos  Si  es  la  unión  de  8  y  S,  la  superficie  simétrica  de 8,  identificando  los
puntos  simétricos  de  &S y DS.  Como  en  la  demostración  del Teorema  2.1  existe  una  estructura  de
superficie  de  Riemann  para  S1 compatible  con  su  estructura  topológica.  Además  el  atlas  holomorfo
(le  S  se puede  tomar  simétrico  con  respecto  a  38.
A1
2
si  8    H  no  es  conexo,  repetimos  esta  construcción  en  cada  componente  conexa  de
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Supongamos  que  S1 no  es  una  superficie  hiperbólica,  es  decir,  S1 es  la  esfera,  el  plano,  el  plano
menos  un  punto  o  un  toro.  Si  no  puede  ser  la  esfera  ni  un  toro  ya  que  5  no  es  ni  un  disco  con
borde  ni  el cilindro  con dos curvas  frontera.  S  tampoco  es  el plano  ya que  el plano  no  es  el doble  de
ninguna  superficie  topológica  orientable  con  borde  simple.  Entonces  S  es  el plano  menos  un  punto,
que  es  la  unión  de  dos  cilindros  S  y  5*  Consecuentemente  8  es  un  cilindro  y  el  Teorema  2.3  se
cumple  en  este  caso.
Supongamos  ahora  que  S  es  una  superficie  hiperbólica.  Las  curvas  simples  cerradas  {‘y}  en  OS
son  geodésicas  en la  métrica  hiperbólica  de S,  ya que  el atlas  holomorfo  es simétrico  con  respecto  a
OS.  Tenemos  que  5  es  una  superficie  de Riemann  hiperbólica  simple con  borde  con la  restricción  de
la  métrica  hiperbólica  de Si.
Si  recordamos  que  un  fonil  es  un  cilindro,  una  Y-pieza  de  Lóbeli  es  una  Y-pieza  y  una  Y-pieza
de  Lóbell  generalizada  es  la  unión  de  una  Y-pieza  y  a  lo sumo  tres  cilindros,  entonces  el  Teorema
2.4  y  la  Proposición  2.2  dan  el  resultado  si  permitimos  semidiscos  en  la  descomposición.  Podenios
eliminar  los  semidiscos como  en la  demostración  del Teorema  2.1.
Capítulo  3
Desigualdad  isoperimétrica  en
superficies  de  Riemann  con  punturas
3.1   Introducción
Empezaremos  recordando  algunos conceptos  que  ya fueron  introducidos  en el Capítulo  1 y que  serán
necesarias  para  enunciar  nuestros  resultados.
Por  S  denotaremos  una  superficie  de  Riemann  hiperbólica,  es  decir,  una  superficie  de  Riemann
(abierta  y  conexa)  cuyo  recubridor  universal  es  el disco  unidad  1Il =  {z  e C  Izi <  1},  dotada  con
su  métrica  de  Poincaré  (también  llamada  métrica  hiperbólica),  es  decir,  la  métrica  que  se  obtiene
proyectando  la  métrica  de  Poincaré  del disco unidad  (ver  Capítulo  1, Sección  1.2.4)
2IdzI
ds=      21—Izi
Decirnos  que  S  satisface  la  desigualdad  isoperimétrica  lineal  (DIL)  si  8  es  una  superficie  de
Riemann  hiperbólica  y  existe  una  constante  h  >  O tal  que  para  todo  dominio  (conjunto  abierto  y
conexo)  relativamente  compacto  G  con frontera  suave  se  tiene  que
As(G)  <hLs(aG),                               (3.1)
donde  As(G)  denota  el  área  (hiperbólica)  de  G  y  L8(8G)  la  longitud  (hiperbólica)  de  su  frontera.
Denotaremos  por  h(S)  la  mejor  constante  en  (3.1)  (ver  Capítulo  1,  Sección  1.4).
Decirnos  que  un  dominio  G  c  es  modulado  si  existe  una  cota  superior  para  el  módulo  de
todo  dominio  doblemente  conexo  contenido  en  G  que  separa  la  frontera  de  G.  En  particular,  todo
(lorniuio  simplemente  conexo es modulado  (ya que  no contiene  ninguno  de estos  dominios  doblemente
(:OIlexos).  También,  si  la  frontera  de  G  consiste  en  un  número  finito  de  continuos,  G  es  modulado.
Por  otra  parte,  si la  frontera  de G  tiene  un  punto  aislado,  G no  es  modulado.
Estos  son los dominios  en  el plano  que  en lo que  respecta  a  la Teoría  de Funciones  se  comportan
casi  como  dominios  simplemente  conexos  (ver  por  ejemplo  [BP78] y las referencias  que  se dan  allí).
En  [FR90, Teorema  3]  se  demuestra  que  si  G  C  es  modulado  (y  por  tanto  G  tiene  DIL)
entonces  H  =  G    {a}  tiene  también  DIL  si  la  sucesión  {a}  es  uniformemente  separada  en  la
métrica  hiperbólica  de  G, es  decir,  si  existe  una  constante  positiva  e tal  que
d(an,am)>c,     paratodo  nm,
donde  dG denota.  la  distancia  en  G.  Este  resultado  no  es  cierto  si G  no  es  modulado  (ver  Teorema
3.1  más  adelante).  Obviamente,  toda  sucesión  finita  es  uniformemente  separada,  y  una  sucesión  que
converja  a  un  punto  de  O  no  es uniformemente  separada.
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Recíprocamente,  también  en  [FR9O, Teorema  4],  se  demuestra  que  si  H  c   tiene  DIL,  y  G  =
H  U 1,  donde  1 es el  conjunto  de  puntos  aislados  de  9H,  entonces  1 es uniformemente  separado  en
la  métrica  hiperbólica  de  G.
En  este  capítulo  reducimos  el estudio  de la  propiedad  DIL de  H  a la  de G,  no  sólo para  dominio
hiperbólicos  planos,  sino para  superficies  de Riemann  generales.
Recordemos  la  siguiente  definición.
Definición.  Un  subconjunto  1  de  una  superficie  de  Riemann  hiperbólica S  es fuertemente  unfor
mernente  separado  en 8,  si  existe  una  constante  positiva  ro  tal  que las  bolas hiperbólicas  Bs(p,  lo),
donde  p E 1,  son  simplemente  conexas y  disjuntas  dos a  dos.
Teorema  3.1.  Sea 8  una  superficie de Riernann  hiperbólica, sea 1 un  subconjunto  cerrado y  contable
de  8  y R. =  8    1.  Entonces,  R.  tiene  DIL si y  sólo si 8  tiene  DIL y 1 es  fuertemente  uniformemente
separado  en 8.
También  hemos obtenido  una  relación  entre  las constantes  isoperimétricas  de  7  y 8  (ver  Sección
3.2 más adelante).
Queremos señalar que el Teorema 3.1 es un resultado nuevo incluso en el caso de dominios planos.
Corolario  3.1.  Sea  8  una  superficie  de  Riemann,  sea 1  un  subconjunto  cerrado  y  contable  de 8  y
sea  =  8    1.  Sí  1 tiene  un  punto  de acumulación  en 8,  entonces  7?. no  tiene  DIL.
Obsérvese  que  los  Teoremas  3.1  y  [FR9O, Teorema  3] dan  que  todo  conjunto  discreto  que  sea
uniformemente  separado  en un  dominio modulado  G también  es fuertemente  uniformemente  separado
enG.
3.2   Demostración  del  Teorema  3.1
Enunciaremos  de forma  más  precisa  este  Teorema.
Teorema  3.1.  Sea 8  una superficie  de Riemann  hiperbólica, sea 1 un subconjunto  cerrado y  contable
de  8  y 7?. =  8   1.  Entonces,  7?. tiene DIL si y  sólo si 8  tiene  DIL  e 1  es fuertemente  vn,formemente
separado  en  S.  Además,  si  r0  es  un  número  positivo  tal  que  {Bs(p,  ro)}PEI  es  una  familia  de  boiw
en  8  simplemente  conexas  y  disjuntas  dos a dos,  entonces  tenemos  que
h(S)             2’ir
+
—  tanh2(ro/4)   r  log  tanhr0
tanh(ro/4)
En  este  teorema,  la  implicación  difícil  es  demostrar  que  7?. tiene  DIL.  Nuestra  prueba  de  este
hecho  consiste  en  encontrar  una  relación  entre  las  métricas  de  Poincaré  de  7?. y  8.  Lejos  de  los’
puntos  de  1  ambas  métricas  son  comparables  (ver  Lema  3.1  más  abajo).  Cerca  de  estos  puntos
aislados,  las  métricas  no  son  comparables  pero,  de hecho,  existe  una  relación  muy  precisa  entre  las
8-bolas  centradas  en  puntos  de  1 y  sus  correspondientes  collares  en  7?. (ver  Proposición  3.1  en  la
Sección 3.3).
Comenzamos  estudiando  la  relación  entre  las métricas  de  Poincaré  de 7?. y 8.
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Lema  3.1.  Sea  8  una  superficie  de Riernann  hiperbólica,  sea C  un  conjunto  cerrado no  vac(o de 8
y  sea S*  =  S    C.  Consideramos  un  número  positivo  e.  Entonces  tenemos  que
tanh<  Ls(’y)  <1,                              (3.2)
2  L8*(’y)
para  toda  curva  ‘y c S  de 8  con longitud  finita  tal  que ds(’y, C)    e,  y
(tanh)2  <        <1,                          (3.3)
para  todo  dominio  D  C S  de S  con  drea finita  tal que ds(D,  C)    .
Demostración.  Demostraremos  el Lema  3.1 en  coordenadas  locales.
Fijemos  p  E  8  con ds(p, C)    e y consideremos  una  carta  local  q:  V  —  C  con  «p)  =  O.
Sea  F  : D  —*  S  un  recubrimiento  universal  con  F(O) =  p.  El  conjunto  C’ =  F’(C)  es  un
subconjunto  cerrado  del  disco  unidad.  Obviamente  la  bola  euclídea  B(O,tanh(e/2))  =  Bn(O,E) es
una  componente  conexa de  F’(Bs(p,  e));  está  contenida  en D  C’ y la  aplicación  F  : D   C’ 
es  una  aplicación  recubridora  con  F(O) =  p.  Sea G  : D  —  D    C’ un  recubrimiento  universal  con
G(O)  =  O.  Tenemos  que  F  o G  D —+  S  es un  recubrimiento  universal  con  (F o G)(O) =  p.
Consideremos  las métricas  de Poincaré  )s(z)dzI  y )s* (z)Idzl  en coordenadas  locales  (z  E  q(V)).
Entonces
o  F)(O))j(  o F)’(O)  =  )q(O),    .  ((  o Fo  G)(O))  o Fo  G)’(O)I
y  esto  da
.s(O)I(oF)’(O)I  =  2,    s*(O)RoF)’(0)IIG’(O)  =  2.
De  estas  últimas  igualdades  se  deduce  el  Lema  3.1 si demostramos  que  tanh(e/2)  <  IG’(O)I <  1 ya
que  esta  es la  versión  infinitesimal  de  (3.2)  y  (3.3).
observemos  que  C  :  IU —*  ID satisface  G(O)  O.  El  Lema  de  Schwarz  da  la  desigualdad
C’(O)I <  1.
Recordemos  que  el  conjunto  simplemente  conexo  B(O, tanh(e/2))  está  contenido  en  ID   C’. Por
(:olisiguiente,  existe  una  inversa  local bien  definida  G1  : B(O, tanh(e/2))  —*  ID verificando  G1(O)  =
O.  Usando  de  nuevo  el  Lema de  Schwarz obtenemos  que
I(G’)’(O)I  =  G’(O)I <cotanh(e/2).
Esto  termina  la prueba  del Lema  3.1.                                                     0
Demostración  del  Teorema 3.1.  Comenzamos  con  la  demostración  de que  si 7  tiene  DIL entonces  8
también  la  tiene  y  además  1 es fuertemente uniformemente s parado en 8.
Probaremos  primero  que  1 es un  conjunto  discreto.  De  hecho, si éste  no  fuera  el caso, entonces  1
no  sería  fuertemente.  uniformemente  separado  y,  como veremos, esto implicaría que 1 no tiene DIL,
una  contradicción.
Supongamos  que 1 no es un conjunto discreto. Sea F: ID —+  8  un recubrimiento universal y sea
.J  la  anti-imagen  de  1 mediante  F.  Entonces  F  : ID   J —+  R.  es  una  aplicación  recubridora.  Por
tanto,  ó(ID   J)  <  8CR) (ver,  por  ejemplo  [FR9O, p.  181]). Obviamente,  J  es  un  subconjunto  de  ID
contable,  cerrado  y  no  discreto.  Sea z0 un  punto  de acumulación  de  J  en  ID. Entonces,  tenemos  que
B(z0,  r)fld(IDJ)  =  B(zo,  r)flJ  es contable,  para O <r  <  1 —Izol, y por  consiguiente  tiene  capacidad
logarítmica  cero.  {FR.90, Teorema  4] implica  que  1 =  S(ID   J)  <  8(7Z) <  1. Pero, si  8(R.)  =  1, a
fortiori,  7.  no  tiene  DIL.
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Un  teorema  de  Patterson  [P2,  Teorema  4.1] da  que  é(S)  <  8(7?.), ya que  1 es discreto.  Entonces
8(8)  <1  y  8  tiene  DIL.
Supongamos  que  el  conjunto  discreto  1  no  es  fuertemente  uniformemente  separado.  Veamos
que  en  ese  caso  7?. no  tiene  DIL,  una  contradicción.  Denotemos  de  nuevo  por  F  :  TD —*  S  un
recubrimiento  universal  y  por  J  la  anti-imagen  de  1  por  F.  Como  antes  F  : D    J  —÷  7?. es  una
aplicación  recubridora  y  por  tanto,  6(ID   J)  <  8(7?.) (ver,  por  ejemplo  [FR9O, p.  181] de  nuevo).
Tenemos  que  para  cada  c  >  O, existen  puntos  p, q  e  1  tales  que  o  bien  ds(p,  q)  <  r  o  bien  Bs(p,  r)
no  es  simplemente  conexo.  Esto  implica  que  existen  z,  w E J  tales  que  d(z,  w)  <  ,  es  decir,  que  J
no  es  uniformemente  separado  en  ID. [FR9O, Teorema  4] implica  de nuevo  que  6(7?.)   6(11   J) =  1.
Supongamos  ahora  que  8  tiene  DIL  y que  1 es fuertemente  uniformemente  separado  en  8.  Que
remos  demostrar  que  entonces  7?. también  tiene  DIL.
Sea  V  un  subconjunto  abierto  de 7?. con área  finita.  Para  comprobar  que  se cumple  (3.1)  para  V,
podemos  suponer  sin  pérdida  de generalidad  que D no es ni simple ni doblemente  conexo, ya  que este
tipo  particular  de subconjuntos  siempre  verifican DIL con  constante  1 [FR9O, Lemma  1.1].  Podemos
suponer  también  que  D  =  ‘71 U’y2 U  . U ‘7k  donde  las curvas  simples  cerradas  ‘y  no son  homótopas
al  bucle  trivial  y tampoco  rodean sólo a  una  puntura.  De hecho,  si este  fuera  el  caso,  digamos  para
‘yj,  podríamos  añadir  a  D el conjunto  simple  o doblemente  conexo cuya  frontera  es ‘y,  obteniendo  de
esta  forma  un  nuevo  dominio  con  más  área  y frontera  de menor  longitud.
Consideremos  un número  positivo r0 tal  que las bolas Bs(p, ro) con p  e 1 son simplemente  conexas
y  disjuntas  dos  a  dos.  SeaS  el subconjunto  de  7?. dado  por  5  =  5    UPEJBS(p,ro/2).  Sean  J, J1, J,
los  subconjuntos  de 1 definidos  como
J  =  {p  el:  Vn  Bs(p,ro/2)*    ø},
Ji  {p EJ  : Bs(p,ro/2)*  c  V},
=  {P  eJ  8VflBS(p,rQ/2)*   O}.
Es  obvio que  {J1, J2}  es una  partición  de  J.
Antes  de nada  señalemos  que
L3(aVflB5(p,r0))>r0,     para todope  J2.                   (3.4)
Para  ver  esto,  supongamos  que  L(3V  fl  B,s(p,  ro))  <  ro  para  algún  p  E  .12.  Entonces,  tenemos
que  existe  una  curva  frontera   con  LS(’7)  <ro;  dicha  curva  debe  verificar   c  Bs(p,  ro)  ya  que
ds(aBs(p,ro),8B5(p,ro/2))  =  ro/2.  Pero,  si ‘y  c  Bs(p,ro),  entonces  ‘7j  es  homótopa  emi 7?. a  cero  o
a  p,  y esto  no  es  posible.
Para  continuar  esta  demostración  necesitamos  un  resultado  que  probaremos  más  tarde:
Afirmación:  Existe  una  constante  e, que  sólo depende  de r0  y no  de 8  ni  1, tal  que
Aq(Bs(p,r0/2)*)  e,     para todo  pCI.                      (3.5)
Entonces  tendríamos  que
A(BS(p,ro/2)*)      .         As(Bs(p,ro/2)),     para cada  pE  JI,     (3.6)
47r sinh  (ro/4)
ya  que  Bs(p,  ro/2)  es  simplemente  conexo y  entonces
As(Bs(p,  ro/2))  =  An(Bn(O,  ro/2))  =  4ir sinh2(ro/4)
y  por  (3.4)
A(Bs(p,ro/2)*)   --  L8(V  fl Bs(p,ro)),  para  todo  pe  J2,  (3.7)
r0
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Usando  (3.3),  (3.6)  y (3.7),  tenemos  que
A(V)  <A(Dn)  + > Air(BS(p,ro/2)*)  +   An(Bs(p,ro/2)*)  
pEJ1             pEJ2
2      As(D  fl )  +             A8(B5(p, ro/2))  + L8(av).tanh  (ro/4)             4irsinh (ro/4)  pEJ1                ro
Sea  H  definido  como
í      1      _____H=max
1.. tanh(ro/4)  4irsinh2(ro/4)
Se  tiene
A7(D)  <H(A(Vfl5)  +  As(Bs(p,ro/2)))  + --Ls(8V)
pEJ1
<HA8(V)  + --Ls(r9D)
<Hh(S)Ls(OV)  + --Ls(OD)
  +
Entonces  tenemos  que  7  tiene  DIL con  constante
 Hh(S)  + -e-.                               (3.8)
r0
Para  finalizar  la  demostración  del Teorema  3.1  sólo necesitamos  probar  (3.5)  con
27r
1     tanhr0og  tanh(ro/4)
ya  que,  como veremos  después,  con  este  valor de  c, se  tiene  que
H=      1
tanh2  (ro/4)
Lema  3.2.  Sea  S  una  superficie  de  Riemann  hiperbólica y  {Bs(p,  ro)}PEJ una familia  disjunta  de
bolas  simplemente  conexas  en 8.  Si R. =  S    1, entonces  se  tiene  que
A(Bs(p,r)*)       tanhr0  ‘    para O <r  <ro.
log  tanh(r/2)
Demostración.  Fijemos  un  punto  p   1.  Consideremos  un  recubrimiento  universal  F:  11J —+  $  tal
que  F(O) =  p.  Sea  J  la  anti-imagen  de  1  por  F.  La  intersección  de  la  bola  F’  (Bs(p,  2ro))  =
Bn(O,2r0)  B(O,tanhro)  con  el  conjunto  J  es exactamente  {O}.  Como  F  1  J  —+  7?. es  una
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aplicación  recubridora,  se  sigue que  para  O <r   ro
A(B5(p,r)*)  =  ADJ(BD(0,r)*)
—A         ‘
  B(O,tanhro)  uk  ,T)
=  AB(O,tanhro)*  (B(0,  tanh(r/2))*)
(  ‘  tanh(r/2)*
=  AJD IB(O,
       tanhrof                  dxdy
—  JB(O,tanh(r/2)/tanhro)*  (Izi log IzD2
2ir
=  1  tanhr0og  tanh(r/2)
Esto  finaliza  la  prueba  del  Lema  3.2.
La  estimación  (3.5)  sigue ahora  del Lema 3.2  con
2ir
c=                 ,                               (3.9)tanhr0
log  tanh(ro/4)
y  por  tanto  (3.8)  y  (3.9)  dan  la  desigualdad  en el  Teorema  3.1, si
1
tanh2  (ro/4)
Para  probar  esto,  sólo necesitamos  comprobar  que
tanh2(ro/4)    2 sinh2(ro/4)  g  tanh(ro/4)
y  esto  se sigue  del hecho  de que
tanhx         1G(x)=2log        —      2      parax>0.
tanh(x/4)    cosh (x/4)
Esta  desigualdad  es  una  consecuencia  del hecho de  que
4                  1G  (x)  =  2sinhxcoshx  —  2sinh(x/4)cosh3(x/4)
4             4
=  sinh(2x)  —  2 sinh(x/2)  +  sinhx   O
y
hm  G(x)  =0.
x-400
Observación.  La desigualdad  (3.5)  se puede  obtener  de una  forma alternativa  usando  la Proposición
3.1.  Esta  Proposición  será  establecida  y demostrada  a  continuación  en  la  sección  3.3.  Hemos  usado
aquí  el  Lema  3.2 ya  que  en este  contexto  nos da  unas  mejores estimaciones.
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3.3   Collares  y  bolas
Sea  7?. una  superficie  de  Riemann  hiperbólica  con una  puntura  p.  Un  collar en 1?. alrededor  de p
es  un  dominio  doblemente  conexo  en 7?. limitado  por  p  y  una  curva  de  Jordan  (llamada  la  frontera
del  collar)  ortogonal  al  haz  de geodésicas  que  emanan  de p.  Es  bien  conocido  que  la  longitud  de  la
curva  frontera  es  igual  al  área  dl  collar.
Un  collar  en  7?. alrededor  de p  de  área  a  será  llamado  a-collar  y  se denotará  por  C.,?.(p, a).  Un
teorema  de  Shimizu  [Shi63] dice  que  para  cada  puntura  en  cualquier  superficie  de  Riemann,  existe
i.m  a-collar  para  cada  O < a   1 (ver  también  [Kra72,  p.  60—61]).
A  continuación,  probaremos  una  relación  (con constantes  universales)  entre  collares en 7?. y bolas
en  7?. U {p}.
Proposición  3.1.  Sea  5  una  superficie  de Riemann  hiperbólica  y  sea  {Bs(p,ro)}PEI  una  familia
de  bolas disjuntas  dos  a  dos  y  simplemente  conexas.  Denotemos  por 7?. a  la  superficie  de  Riemann
R.=SI.  Seak=4.76  yK=ec.
a)  Se  tiene  que
k—log(1—e_T))  c Bs(p,r)*,
para p E 1 y
o < r <mm { l°g 1 — Ke2  log 1 + e_2T0 }
b)  Se tiene que
BS(p,r)* C C(p,  log(1 — e-2r0)_ log(er _i))’
para p E 1 y
O < r <log(1 + (1 — e_2T0) e2)
Obsérvese que, en ambos casos, las condiciones sobre r implican que O <r  <r0.
Demostración. Sea F : U —* 8 un recubrimiento universal y J = F1(I).
Las bolas en {Bu(z,ro)}ZEJ = {F’(BS(p,ro))}PEI son obviamente simplemente conexas (toda
bola en 111 es simplemente conexa). También señalamos que estas bolas son disj untas dos a dos. Si
tuviéramos que para algún z, w E J
Bu(z,ro) flBu(w,ro)  0,
esto implicaría que B(F(z), ro) no es simplemente conexo (si F(z) =  F(w)) o B5(F(z), ro) fl
Bs(F(w), ro)  0 (si F(z)  F(w)), y ambas conclusiones contradicen las hipótesis que hemos
hecho sobre {Bs(p,ro)}I.
Como
F(Bu(z,r))=Bs(F(z),r),    pararE J,0<r<r0,
y
F(GuJ(z,a)) = G1SI(F(z),a),    para z E J, 0< a < 1,
tenemos que la Proposición 3.1 es cierto para toda superficie de Riemann hiperbólica 5 si y sólo si es
cierto para el caso 8  U (con las mismas constantes). Por consiguiente, sin pérdida de generalidad
podernos uponer que 8 = U. Sea V la superficie de Riemann V = U   1.
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En  lo siguiente  necesitaremos  una  versión precisa  de (1.1)  (ver  Capítulo  1).  Es  bien  conocido que
si  í  C C  es  un  dominio  plano  hiperbólico  entonces
Á(z)    óo(z)(4.76+(z))      pa Z  E .                  (3.10)
Lema  3.3.  Sea r  >0,  Z1,z2  E U.  Si  d(zi,z2)    2r  y  z  E Bu(zi,a(r)),  se  tiene  que
Iz — zil < Iz — z21,                               (3.11)
donde
2
a(r)  =  log  1 +  e—2”
Demostración.  Como  este  enunciado  es  invariante  bajo  automorfismos  conformes  de  U,  podernos
suponer  sin  pérdida  de  generalidad  que  z  =  i  y  d(i,  z2) =  2r.
Un  cálculo  da  que  el  Lema  3.3  es  cierto  si  (3.11)  se  cumple  para  z2  =  ie2”  y  z  pertenece  al
segmento  que  une  ie_zfr)  con  i  (este es  el peor  caso)  y esto  se  sigue de  nuestra  elección  de a(r).  
Usando  (3.10)  y el  Lema  3.3 podemos  demostrar  el siguiente  resultado.
Lema  3.4.  Sea  {Bu(p,ro)}i  una  familia  de  bolas disjuntas  dos  a  dos.  Entonces  se  tiene,  para
p  E 1, que
v(Z)    ÁB(p,(l_g2ro)Op)*(Z),    para  z  E B(p, (1— e_2T0)          (3.12)
y
).B(p,Kap)*(z)   )‘.v(z),    para z  E Bu(p,a(ro)),                (3.13)
donde  a(r)  es  la función  definida  en  el Lema  3.3.
Demostración.  La  siguiente  relación  entre  bolas  hiperbólicas  y  euclídeas  es bien  conocida.
Bu(x  +iy,r)  =  B(x  +iycoshr,ysinhr),     para x  E IR, y,r >0.
Esto  implica  que
B(z,(1_e)z)CBu(z,r)CB(z,(er_1)z),     para zEU,  r>0.       (3.14)
Se  deduce  que
B(p,(1_e_20)p)CBu(p,2ro),     para pEI.
Como  du(p,  q)   2r0  para  todo  p, q E 1, p  q,  tenemos  que  B(p,  (1 —  e_2T0)  p)*  C V. Esto implica
(3.12).
Usando  de nuevo  que  du(p, q)   2r0 para  todo  p, q E 1, p  q,  y el Lerna 3.3 deducirnos que
Iz — pj  <  Iz — qJ,     para z  E Bu(p, a(ro)).                  (3.15)
Un  cálculo  da  que
Iz—pI <z,     para zEBU(p,a(ro)),                    (3.16)
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ya  que  eT0)  <  2.  Por  tanto,  (3.15)  y  (3.16)  implican  que
5v(z)=Iz—pI,     para zEBu(p,a(ro)).
En  consecuencia,
¡3y(z)  <min{iog     :  wEaV}  log11,               (3.17)
porque z —  p  <  p,  para  z  E Bu(p,  a(ro))  (para ver esto es suficiente cambiar los papeles de z y p
en  (3.16)).
Ahora,  (3.10)  y  (3.17)  implican  que
1  Kp  •     para  zEBU(p,a(ro)).
Iz—pi log
Iz—pi
Esta desigualdad y el hecho conocido
=         1   ,     para z E B(w,c)*,
—  w  log
Iz-wI
dan  (3.13).  Esto  finaliza  la  demostración  del Lema  3.4.                                      0
A  continuación vamos a demostrar la Proposición 3.1, parte a). Antes de nada observemos que
J—27r  <1, ya que k  <  27r.  En segundo lugar, la condición r < —  log(1  —  Ke2)  implica que
2ir
0<                <1
k  —  log(1  —  e—r)
y  entonces podemos asegurar que existe l collar en 1?. [Kra72,  p.  60—61].
Por otro lado, (3.13) y (3.14) dan, parap El, que
<  )v(z),     para z E B(p,  (1 — e_a  0))p)*  c  Bu(p,a(ro))*.        (3.18)
Un  cálculo directo muestra  que,  para  w E C y  p>  0,
CB(,)*  (w, a)  =  B(w,  p e_2/)*,     para a  >  0,                   (3.19)
B(w,r)*  =  CB(,)*   logp_logr)’     para 0< r <p.             (3.20)
Entonces (3.18) y (3.20) implican que
Cy(p,  a)  C  CB(p,Kup)*  (p, a) =  B(p,  Ke_2Ip)*,
B(p,  Ke_2/p)*  c  B(p, (1 — e_T0p)*  C  Bu(p, a(ro))*.
Si escogemos
2n
klog(1e)
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obtenemos  que klog—e_r))  c
=  B(p,  (1 — e_r)p)*
C  Bu(p,r)’
C  Bu(p,  a(ro))*,
2
r   afro)  =  log 1 + e2ro
Esto  finaliza  la  demostración  de la  Proposición  3.1, parte  a).
Finalmente,  para  probar  la  parte  b),  obsérvese  que  la  condición  r  <  log(1 +  (1 — 2T0)  e_2’)
implica  que
27r
0<                          <1,log(1  — e2’°)  — log(er  1)
y  entonces,  como antes,  podemos  asegurar  que  existe  el  collar  en
Ahora,  para  cada  p  e  1,  (3.20) y  (3.12) dan  que
B(p,  (1 — e_2T0) e_2Ip)*  =  CB(p,(1_e_2ro)up)* (p, a)  C Cv(p, a),
para  0 <a  <  1.  En  particular,  si escogemos
2ir
log(1  — e—2r0) — log(e’ — 1)
obtenemos  que
B(p,  (er  — 1)p)*  C  Cv(p,  log(1 — e_2r0)  log(er  —
Por  tanto  (3.14)  da  que
Bu(p,r)*  C Cv(p,  log(1—C-2r0)_log(er_i))
Esto  concluye  la  demostración  de la  Proposición  3.1.
Definimos  un  collar  generalizado  en  una  superficie  de  Riemann  hiperbólica  7?. alrededor  de  una
puntura  p  como  un  dominio  (no necesariamente  doblemente  conexo)  en 7?. limitado  por  p  y  por  un
número  finito  de  curvas  (si  el collar  no  es  igual  a  R)  ortogonal  al  haz  de geodésicas  que  emanan  de
p.  Obsérvese  que  si 7?. es  una  superficie  compacta  a  la  que  se  le  ha  añadido  una  única  puntura  p,
cuando  el collar  crece a  la  larga  se  hace igual  a  7?. y en  ese caso  no  existen  tales  curvas  frontera.
En  el  disco con  una  puntura,  7?. =  B(z,  r)*  tenemos  que
d(aC(z,a1),aC(z,a2))  =  log-.
Entonces,  podemos  definir  para  a    1 el  a-collar  generalizado  en 7?. alrededor  de p como el  conjunto
C1(p,  a)  =  G(p,  1/2)  U {q E 7?.: d(q,  aC(p,  1/2))  <log(2a)}.
Obviamente  esta  definición  coincide  con  la  original  si  existe  el  a-collar.  El  número  1/2  se  puede
cambiar  por  cualquier  número  0 <11 <  1, si log(2a)  se  sustituye  por  log(a/).
Si  7?. no  es  el  disco menos  un  punto,  es obvio  que  existe  un  a0  tal  que  hay  un  a-collar  sólo para
o  <a   ao.  No  obstante  hay  siempre  a-collares  generalizados.
Con  esta  definición  podemos  extender  la  parte  b)  de la  Proposición  3.1.
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Corolario  3.2.  Sea S  una  superficie  de  Riemann  hiperbólica  y  sea  {Bs(p,  ro)}PEJ  una  familia  de
bolas  simplemente  conexas  y  disjuntas  dos  a  dos.  Denotemos  por  7?  a  la  superficie  de  Riemarin
=  S   1.  Si  denotamos  el a-collar  generalizado por C(p,  a),  entonces  se  tiene  que
Bs(p,  r)*  C   log(1 —  e-2r0)  log(9  —  1))’
para  p  E 1  y
O <  r  <min{log(2  —  e_2r0),ro}.
La  demostración  del  Corolario  3.2 es  la  misma  que  la  de  la  parte  b)  de  la  Proposición  3.1.  No
necesitamos  ahora  la  condición a  <  1 pero seguimos necesitando  a  >  0; la condición sobre  r garantiza
este  hecho.
Un  cálculo  y  (3.20)  dan  que
BB(w,p)(w,r)*  =  B(w,ptanh(r/2))*  =  CB(w,)*  (u  logcotanh(r/2))’
para  w  E C  y p, r  >  O.
Queremos  señalar  que  la  Proposición  3.1 es  “sharp”  para  r  —*  O en el  siguiente sentido:
2ir                         2ir
hm  k—log(1—e)  =  hm  log(1—e2”°)—log(eT—1)  1.
2ir       r4O+         2ir
—  logtanh(r/2)           —logtanh(r/2)
La  Proposición  3.1  también  da  el  siguiente  resultado.
Corolario  3.3.  Sea  S  una  superficie  de  Riemann  hiperbólica  y  sea  {Bs(p,  rQ)}pEI  una  familia  de
bolas  simplemente  conexas  y  disjuntas  dos  a  dos.  Denotemos  por  R.  a  la  superficie  de  Riemann
fl.=SI.  Seank=4.76  yK=ec.
a)  Se  tiene  que
C(p,a)  c  Bs(p,log  1—  Ke_2/)’
parapEl,0<a<ly
k+log122
b)  Si  denotamos  el  a-collar  generalizado  por  C(p,  a),  entonces  se  tiene  que
Bs(p,  log(1  +  (1  —  e_2r0)e_2i1))*  c  Ci(p,  a),
para  p  E  1  y
2n
0<a<
—  log(1  +  e—ro)  —  r0
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Capítulo  4
Desigualdad  isoperimétrica  en
dominios  de  Denjoy
4.1   Introducción
Hasta  el  momento  no  se  conoce  ninguna  caracterización  de  la  propiedad  DIL para  dominios  planos
hiperbólicos,  es  decir,  subconjuntos  de la  esfera de Riemann  cuya frontera  tiene al  menos tres  puntos)
en  términos  del tamaño  euclídeo de su frontera.  En  [FR9O, Teoremas  3 and  4] se obtiene  una  condición
suficiente  y otra  necesaria  para  que  un  dominio plano  satisfaga  DIL,  pero  ninguna  de ellas  constituye
una  caracterización  de  la  propiedad  DIL,  aunque  estas  condiciones  son muy  cercanas.
En  este  capítulo  obtenemos  una  caracterización  de  la  propiedad  DIL  para  el  caso  de  dominios
de  Denjoy, es decir,  dominios  planos  hiperbólicos  cuya  frontera  está  contenida  en IR, en términos  del
tamaño  euclídeo  de sus  fronteras.
Como  un  ejemplo  de las dificultades  que envuelven el problema,  recordemos que  un dominio  plano
íl  tiene  función  de  Green  si y  sólo si su  frontera  tiene  capacidad  logarítmica  positiva  (ver  [AS6O, p.
249],  [Tsu59,  p.44O] o  [SN7O, p.  332—333]). Pero,  por  ejemplo,  ID   {O}   {1/2}  no  tiene  DIL,
mientras  que  D   {1 —  i/2n}0  sí tiene  (estos  hechos  son consecuencia  de  [FR9O, Teoremas  3 and  4]
o  del  Teorema  3.1).  Esto  muestra  que  el  problema  de decidir  cuándo  un  dominio  plano  hiperbólico
tiene  la  propiedad  DIL  o no,  es  delicado.  Obsérvese  que  si l  es  un  dominio  plano  hiperbólico  y  %l
tiene  capacidad  logarítmica  cero, entonces  f  no  tiene  DIL.
Como  la  propiedad  DIL es  cuasiconformemente  invariante  entre  superficies de Riemann  generales
([FR9O,  Teorema  1]) nuestros  resultados  caracterizan  la  propiedad  DIL para  subconjuntos  de C  cuya
frontera  esté  contenida  en  un  cuasicírculo.  De  hecho podemos  demostrar  un  resultado  más  general
(ver  Capítulo  5).
Antes  de  continuar,  vamos  a  explicar  algunas  notaciones  que  usaremos  en  la  exposición  de  los
resultados  de este  capítulo.
4.1.1  Notaciones
Para  a  <  ¡3, (3,a)  denota  el  conjunto  {x  E  IR :  x  <  a  ó  x  >  ¡3} U {oo}.  También  diremos  que
(cx,  a)  =  {x  E IR : x  <  a}  y  como es  habitual  (a,  oc)  =  {x  E IR:  x  >  a}.  Definimos  los  intervalos
cerrados  de forma  similar.  A  lo largo de este  capítulo  usaremos  la  siguiente  convención:  el punto  del
infinito  es  el mayor  número  en  IR.
Fiiialmente,  como  en  el  resto  de  esta  tesis,  denotamos  por  c  constantes  positivas  que  pueden
tomar  diferentes  valores  de linea  a  linea  e incluso  en la  misma  linea.  Por  otro  lado,  las constantes  t0
y  ‘o  siempre  tendrán  el  mismo valor.
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4.1.2   Definiciones  y  resultados
Definición.  Sea íZ un  dominio  plano,  sea 1  el  conjunto  de puntos  aislados  de ¿%1 y  Ç2o =  l  U 1.
Decimos  que í  es  admisible  si  í111 es  un  dominio  plano hiperbólico e 1 es fuertemente uniformemente
separado  en Ço.
Obsérvese  que  si  í  es  admisible,  entonces  no  hay  puntos  aislados  en  aí0  por  tanto  1o  tiene
infinitos  puntos  y   tiene  área  (hiperbólica)  infinita.
Ahora  podemos  reformular  el  Corolario  3.1 del Capítulo  3 para  dominios  planos  hiperbólicos.
Corolario  4.1.  Si  un  dominio  plano  hiperbólico no  es  admisible,  entonces  no  tiene  DIL.
En  lo  que  sigue  íl  c   será  generalmente  un  dominio  de  Denjoy.  Recordemos  que  un  dominio
de  Denjoy  es  un  dominio  plano  hiperbólico  cuya  frontera  está  contenida  en  IR =  IR u {oo}.  De
cara  a  enunciar  nuestra  caracterización  de la  propiedad  DIL para  dominios  de Denjoy  (Teorema  4.4)
necesitamos  unos  resultados  preliminares.
Definición.  Decimos  que  un  subconjunto  finito  A  =  {al,...  ,a2fl}  (n    2)  de puntos  de  9t  C  es
un  conjunto borde  de  9  si A verifica las siguientes dos condiciones:
i)  A  está “ordenado” en  es decir, existe j  =  Z/(2nZ)  tal que a+i <  < aj,  donde
los  subíndices  pertenecen  a
u)  El conjunto  abierto  Ui(a2k_1,a2k)  está  contenido  en
Obviamente  todo  subconjunto  finito  A  =  {al,...  ,a2}  de   se  puede  “ordenar”  de  tal  manera
que  la  condición  i) se satisfaga.  De este  modo  la condición  significativa  en  la  definición  es  la  u).
Ejemplo.  Consideremos  el  dominio  de  Denjoy í  cuya  frontera  es  9í  {oo}  u (u1[2n  —  1, 2n]).
Está  claro  que  los  conjuntos  ordenados  {2, 3,6,7,  10, 11} y  {4, 5, oc, 1} son  conjuntos  borde  de  9Q,
pero  {1,4,5,oo}  no  lo  es.  De  hecho,  el  conjunto  ordenado  de  números  reales  {a1,...  ,a2}  es  un
conjunto  borde  si y sólo si a2k  =  1 + a2k_1  y a2k_1  E  2Z para  k  1,...  ,  u.  Por  otro  lado,  el conjunto
{al,...  ,a2fl_1,oc}  nunca  es  un  conjunto  borde.  El  conjunto  ordenado  {al,..  .  ,a2_2,oo,a2fl},  con
n  >  3 y  a1 <  <a2_2  es un  conjunto  borde  si y  sólo si  {al,...  ,a2_2}  es  un  conjunto  borde  y
a2  =  1.
Obsérvese  que el conjunto  de cuatro  puntos  “consecutivos”,  {a2k_  1, a2k,  a2k+1,  a2k+2  } con  k  E Z2,1,
de  un  conjunto  borde  de   también  es  un  conjunto  borde  de  íl.  Además,  si  9l  no  tiene  ningún
conjunto  borde,  entonces   es  alguno  de  los  tres  siguientes  dominios  triviales  (salvo  equivalencia
conforme):  C   {0, 1}  (que no  tiene  DIL),  C   [0, 1] (que sí tiene  DIL),  C   [0, 1] (que  sí tiene  DIL).
Si  B  =  {b1, b2, b3, b4},  denotamos  por  r(B)  la  razón  cruzada
(b2—b1)(b4—b,3) (4.1)(b3 — b2)(b4 — b1)
En  lo que sigue denotaremos por ,   : (0, oc)  —÷  (0, oc)  funciones  cualesquiera  que  cumplan
las  siguientes  propiedades:
a)  1(r)  x  2(r)        cuando r  oc,log  r
b)  i(r)    log    y 2(r)   loglog  cuando  r —÷0.
Después  de  estos  preliminares  podemos  enunciar  el  siguiente  resultado  parcial  que  nos  da  uiia
condición  necesaria  y otra  suficiente  para  la  propiedad  DIL de un  dominio  de Denjoy  í.  En muchos
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casos,  estas  condiciones  dan  una  respuesta  a  la  cuestión  de  si  í  tiene  DIL  o  no,  ya  que  son  muy
(.:ercanas.
Teorema  4.1.  Sea 2  un  dominio  de Denjoy  admisible,  sea 1  el conjunto  de puntos  aislados  de 3í
y  definamás  Qo =  l  U 1.  a)  Si   tiene  DIL,  entonces  existe  una  constante  positiva  c  tal  que para
cualquier  conjunto  borde de 3lo,  B  =  {b1,...  ,  b}  con n>  3,  se  tiene  que
>  c.
b)  Si  existe  una  constante  positiva  e  tal  que para  todo  conjunto  borde de 9íl0,  B  =  {b1,.  ..  ,  b2}  con
‘n  3,  se tiene  que
 >  c,
entonces  Ç  tiene  DIL.
Además,  tenemos  una  caracterización  de los dominios  de Denjoy con DIL en términos  del  tamaño
euclídeo  de  sus  fronteras.  Esta  caracterización  tiene  la  desventaja  de  que  la  función  que  aparece  en
lugar  de  IJi  y  2  (en  Teorema  4.1) es  más  complicada  y  depende  del  dominio.
Teorema  4.4.  Sea   un  dominio  de  Denjoy,  sea  1  el  conjunto  de puntos  aislados  de  ¿?  y  sea
=  í  U 1.  Entonces,  l  tiene  DIL  si  y  sólo si í  es  admisible  y  existe  una  constante  positiva  c  tal
que  para  todo  conjunto  borde de 3í0,  B  =  {bi,...  , b}  con  n >  3,  se tiene  que
>  c,
donde  Wç  es  la  función  que  aparece en  el  Teorema 4.3  (véase  la sección  4.3).
A  grandes  rasgos,  esta  función  Wç  “cuenta”  en cierto  sentido  el número  de anillos que  intersecan
aç0.
Completaremos  este  capítulo  con tres  pequeñas  secciones.  La sección 4.4 está  dedicada  a  estudiar
la  relación entre  la desigualdad  isoperimétrica  de un  dominio  dado  y la desigualdad  isoperimétrica  de
su  simetrizado  y polarizado.  La sección  4.5 demuestra  que  es necesario  considerar  todos  los conjuntos
l)orde  de un  dominio  de cara  a  aplicar  el Teorema  4.4.  Por  último,  en la  sección  4.6 expondremos  un
piobleina  abierto  relacionada  con  la  caracterización  de la  propiedad  DIL en  dominios  de Denjoy.
4.2   Prueba  del  Teorema  4.1.
Teorema  4.1.  Sea  l  un  dominio  de Denjoy  admisible,  sea 1  el conjunto  de puntos  aislados  de  9í
y  definamos  Q0 =  Q  u 1.
a)  Si  Q  tiene  DIL,  entonces  existe  una  constante  positiva  c  tal  que para  cualquier  conjunto  borde
de  aí0,  B  =  {bi,  .  .  .  ,  b}  con u  >  3,  se  tiene  que
>  e.
b)  Si  existe  una  constante  positiva  e  tal  que para  todo  conjunto  borde de 8í0,  B  =  {bi,.  .  .  ,  b}
con  o    3, se  tiene  que
>  e,
entonces  Çl tiene  DIL.
44                                          CAPÍTULO4.  DOMINIOS  DE  DENJOY
El  Teorema  4.1 es  una  consecuencia  directa  del Teorema  3.1 y el siguiente  resultado.
Teorema  4.2.  Sea  í  un  dominio  de Denjoy  tal  que  no  tiene  puntos  aislados.  Entonces
(1)  Si  í  tiene  DIL,  entonces  existe  una  constante  positiva  e  tal  que para todo  conjunto  borde de
 B  =  {b1, ..  .  ,  b2,}  (n  >  3),  se  tiene  que
>c.
(2)  Si  existe  una  constante  positiva  e  tal  que para  todo  conjunto  borde de 3l,  B  =  {b1,.  ..  ,  b,1}
(n    3),  se tiene  que
(r({b_i,  b2,  b21,  b2+2}))  >  c,
entonces  l  tiene  DIL.
La  demostración  del  Teorema  4.2  contiene  tres  ideas  principales.  La  primera  (ver  Lema  4.1)  es
reducir  dramáticamente  el  conjunto  de  dominios  en  los que  debemos  comprobar  (3.1).  En  segundo
lugar,  estableceremos  una  correspondencia  biyectiva  entre  estos  dominios  y los  conjuntos  borde  (ver
Lema  4.2).  Finalmente,  relacionaremos  la  longitud  de cada  curva  frontera  de  estos  dominios  con  la
longitud  de algunas  curvas  en  ciertos  dominios  extremales  que  vendrá  dada  por  las funciones  ‘1  y
2  (ver  Lemas 4.3  y 4.5).
En  [FR9O, Lemma  1.2] se  demuestra  que  si $  verifica  (3.1)  para  dominios  geodésicos,  entonces
verifica  DIL  (ver sección  1.4.3 para  más  detalles).
Demostraremos  ahora  que  si un  dominio  de  Denjoy   verifica  (3.1)  para  todo  dominio  geodésico
que  sea  simétrico  respecto  al eje real  (dominios-GS),  entonces  fl  verifica (3.1)  para  cualquier  dominio
geodésico  y  por  consiguiente  tiene  DIL.
De  hecho,  se tiene  el siguiente  resultado,  que  es  cierto  incluso  si  9l  tiene  puntos  aislados.
Lema  4.1.  Sea  f  un  dominio  de Denjoy  que satisface  la desigualdad
A0(G)    hL0(aG),
para  todo dominio-GS  G  en í  y para  una  constante  positiva  h.  Entonces  íl  satisface  DIL con
y  h(íl)<2h-.i-2.
Demostración.  Sea  G  un  dominio  geodésico en  ft  Sin pérdida  de generalidad  podemos  suponer  que
G  contiene  el  punto  en  el infinito.  Consideremos  la  familia  J  de  subarcos  3G  que  unen  dos  puntos
del  eje  real  y  están  contenidos  en  {z  :   O} o en  {z:  z   O} y reflejemos  cada  uno  de ellos  con
respecto  al  eje  real  Obtenemos  de  este  modo  una  familia  de  curvas  cerradas  .T2.  Sea  J  la  familia
constituida  por  todas  las geodésicas  simples  cerradas  en   que  son  libremente  homótopas  a  alguna
curva  de  .T2. Construimos  ahora  una  nueva  familia  T4 a  partir  de F3  del siguiente  modo:  una  curva
‘y de  F3  pertenece  a  .T4 si  y  sólo si el  dominio  de  Jordan  acotado  (en  sentido  euclídeo)  J  tal  que
9J  =  ‘y no  contiene  ninguna  otra  curva  de .T  y  J  fl  no  es  un  conjunto  finito.  Obsérvese  que  la
curvatura  negativa  implica  que  dos  geodésicas  cualesquiera  ‘yl, ‘y  en  F3  son disjuntas;  y por  tanto,
4.2.  PRUEBA  DEL TEOREMA  4.1. 45
o  bien  J  y ¿7  son disjuntas,  o bien  ¿T1 c  J  o  J  c  Ji.  Sea G0 el  dominio-GS  cuya  frontera  está
constituida  por  las  curvas  en  .T4.
Para  ilustrar  esta  construcción,  consideremos por  ejemplo el dominio  geodésico G  como el exterior
de  las  curvas  en el  dibujo.
Entonces,  la  familia  de curvas  .T2 tendría  el  siguiente  aspecto
La  familia  de geodésicas  simples  cerradas   se  muestra  como
Nótese  que  las curvas  punteadas  en la  última  figura representa  las clases de homotopía  que  no  tienen
geodésica;  no  están  en  .F3. Finalmente,  el dominio  geodésico  G0 es el  exterior  de  las geodésicas  en
...
Está  claro  que
Lç(aGo)  <2L0(DG)
Sean  ahora  n  y p7 respectivamente,  el número  de  geodésicas  simples  cerradas  que  limitan  G  y  el
número  de  punturas  en  G.  Sean  también  n0 Y Po los números  correspondientes  para  G0.  Obsérvese
que  u0  +  Po  >  n  +  p.  Para  ver  esto,  consideremos  el  conjunto  F(G)  de  geodésicas generalizadas
iie  limitan  G,  es  decir,  la  unión  del  conjunto  de  n  geodésicas  en  DG y  el  conjunto  de  p  punturas
“rodeadas”por  G.  Queremos  ver  que
cardF(G)  <cardl’(Go).
Si  una  puntura  está  rodeada  por  G  también  está  rodeada  por  Go.  Por  otro  lado,  dada  una  geodésica
y  (le  DG consideremos  el  dominio  de  Jordan  acotado  (en  sentido  euclídeo)  J  con  8J  =  ‘y; si  la
intersección  de  J  con el eje  real  tiene  rn componentes  conexas,  la  geodésica  ‘y “genera”  al  menos  rn
geodésicas  generalizadas  de DG0. Esto  da que  u0 + Po  n + p.
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Usando  el  Teorema  de Gauss-Bonnet  obtenemos  que
Aç(G0)  2ir(no +po—2)  >  2ir(n+p—2)  =  Aç(G),
ya  que  la  métrica  hiperbólica  de  tiene  curvatura  —1.
Por  tanto
A0(G)  <A0(Go)  <hLn(aGo)  <2hL(&G),
y  queda  demostrada  la  primera  desigualdad  en  el  Lema  4.1.  La  segunda  desigualdad  es  una  conse
cuencia  de la  primera  y  [FR9O, Lemma  1.2].
Dado  un  conjunto  borde  de   con  cuatro  puntos,  B  =  {b1, b2, b3, b4},  denotamos  por  ‘y(B)  la
única  geodésica  simple  cerrada  en 2  que separa  [b2, b3] de  [b4, br].
Lema  4.2.  Un dominio  de Denjoy  t  tal que  9l  no  tiene  puntos  aislados  tiene  DIL si y  sólo si existe
una  constante  positiva  c  tal  que para  cualquier  conjunto  borde de  B  {b1, -  ..  ,  b}  con  n    3,
se  tiene  que
iTI
>  c.
Demostración.  Obsérvese  que  podemos  establecer  una  correspondencia  uno  a  uno  entre  conjuntos
borde  de  9  con  si   3  y dominios-GS  en  í.  Dado  un  conjunto  borde  B  de  Q,  B  {b1,...  ,
consideremos  el  conjunto  de si  geodésicas  (n   3)
Ç  =  {‘y({b2_1,b2,b2+1,b2+2})  :  j  =  1,...  ,n}.
Las  curvas  en   limitan  un  dominio  geodésico  G  asociado  a  B.  Obsérvese  que  si  si  =  2,  ambas
geodésicas  son la  misma  y  entonces  obviamente  no  limitan  un  dominio  geodésico.
Está  claro  que  este  proceso  tiene  un  inverso bien  definido.  El  Teorema  de  Gauss-Bonnet  da  que
A(G)  =2ir(n—2).
Por  consiguiente,  tenemos  que  A(G)  x  n.  Este  hecho y el Lema 4.1 concluyen  la prueba  del Lerna  4.2.
Está  claro  que  si definimos
=     ([b2, b21]  U [b2÷2, b2_5]),
=     {b21,  b2,  b21,  b2+2}
entonces  tenemos
Lç2  (‘y({b2_1, b2,  b21,  b22}))   Lçi(’y({b2j_i, b2,  b21,  b2+2}))
ya  que   C í  C 2-
De  cara  a probar  el Teorema  4.2 solo necesitamos  relacionar  la longitud  en   y í2  de la geodésica
‘y({b2i,  b2,  b21,  b2÷2})
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con  las  funciones  ‘J  y ‘2  (ver  la  definición de estas  funciones  después  de  (4.1)).
El  siguiente  resultado  da  una  estimación  de la  longitud  hiperbólica  del  eje  imaginario  en  ciertos
dominios  de  Denjoy  normalizados.  Esta  curva  es  importante  porque  es  la  geodésica en  muchos  casos
simétricos  (ver por  ejemplo  Lema  4.5)  cuya longitud  queremos  estimar.
Recordemos  que  [x] denota  el  número  natural  más  grande  que  es  menor  o igual  que  x.
Lema  4.3.  Fijemos  un  número  0 <  a  <  1  y sea O <t  <  1.  Para  cada número  natural  m  tal  que
a
log  —
rn<N=        ,                             (4.2)
log  —
a
consideremos  el  conjunto  cerrado
=  D(t)  =  {z  E C:  am+l  <Iz  -F t  <atm  o  atm+l <  iz  —  tJ <am}.
Sea  í  un  dominio  de Denjoy  tal que  {—1, —t,t,  1} c Q  c  [—1, —t] u [t, 11.
Sean  u1  <  ‘n2  <  <   todos  los números  naturales  en  (O, N)  que  satisfacen   fl  íl   0,
‘u0 =  O y n  =  N.
Entonces  tenemos  que  existe  una  constante  universal  O <  to  <  1 tal  que si  denotamos  por  a  el
eje  imaginario  con  el punto  del  infinito  incluido,  entonces
La(a)  >(1+log(nj  —n_i)),     para 0<  t<to.
j=1
Aquí  la  constante  en  depende  sólo de a  pero no  de íl  ni  de t.
Demostración.  La idea  de la  demostración  es estimar  la  longitud  de  segmentos  de curva  “diádicos”.
Sobre  cada  uno de estos  segmentos  tendremos  una  estimación  precisa  de la  distancia  a  la  frontera  del
dominio  y  de  la  función  /3o  (ver  (1.2)).  Estos  hechos  y  [BP78,  Teorema  1] nos darán  el  lema  salvo
por  un  detalle  técnico  que  tiene  que  ver  con el  punto  del infinito  y que  resolveremos en  el  Lema  4.4.
Sea  I  =  u  fl  D,  O  m   N.  Vamos  a  estimar  L(Im),  la  longitud  en   de  I,,  bajo  los
supuestos  que
(Dm_k  U Dm+k)  fl    0,
(Dm_k+1  U Dm_k+2   U Dm_i  UDm  UDm+i  U  U Dm+k_1)  fl  ¿  =  0,
para  O  k   min{rn,  N  —  m}  (obviamente  la  segunda  condición  no  aparece  si k  =  0).
Sea   :=  Q   {oo}; los  cálculos  en  son más  fáciles que  en  í  porque  podemos  aplicar  [BP78,
Teorema  1] ya que  t  C C.
Consideremos  un  punto  b E  (D_k  U Dm+k)  fl  ¿3f.  Tenemos  cuatro  posibilidades:
i)  b E Dm+k  y  a’  k+1  <ib  + t   a+k,
u)  b E D+k  y  am  <  ib —  t   am+c,
iii)  b E  Dm_k  y  atm_I14   Ib + t  <am_pc,
iv)  b E  D_k  y  am_J  <  ib —  t  <am_k,
Consideremos  ahora  el  caso  i).  Si  Z  E  ‘m  satisface  las  desigualdades  am  <  iz +  t   am  (de
hecho,  z  satisface  las dos  desigualdades  en la  definición  de Dm),  y entonces
1  —  am  <  iz+tI  <   atm   —  1
a7+Ic  —  b+ti  —  am+l  —
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Esto  implica  que
1+*(z)x(k+1)log.                          (4.3)
El  mismo  resultado  se puede  deducir,  con  argumentos  similares,  en los casos  u), iii) y  iv).
Usando  (4.3)  y  [BP78,  Teorema  1] obtenemos  que
am(k+  1)’     para k    0.                     (4.4)
A  continuación  vamos  a  estimar  la longitud  euclídea  de  Im:
2m1     2
=  /a2m  —  t2  —  /a2m+2  —  =  ja2mt2  + V’:2m+2 —  (4.5)
Obsérvese que (4.2) da que t2  a2m+2. Este hecho y  (4.5) implican que  I,  atm, y  por tanto
L*(I)     *(z)IdzI  x  m  am1)  k  1             (4.6)
De  cara a estimar L(Im)  sólo necesitamos demostrar que  (z) x  .X0(z) para Izi  1.
Esta  última relación sería más fácil de probar (ver Lema 3.1 coii C  {oo}) si no estuviéramos
interesados en obtener constantes independientes de í  y t.  Pero, para obtener constantes universales,
necesitamos un argumento más sofisticado.
Lema  4.4.  Sea E  un subconjunto cerrado del disco unidad cerrado tal  que {—1, —t, t, 1}  C E.  En
tonces,  para cada p>  1 existen constantes to  (0, 1) y c>  O que sólo dependen de p  tales que
>
para  cadaü<t<t0  yIzIp.
Demostración.  Por [Hej74, Teorema 1], tenemos que
{—1,t,t,1}  (z)  —  {—1,o,1} (z),    cuando t -# O,
uniformemente sobre subconjuntos compactos de    {—1, O, 1}.  Por tanto,  para cada p>  1, existen
constantes  t0,  c1 que sólo dependen de p,  tales que si O <  t  <  t0 y  ‘y es una curva contenida en
{w  E C:  w    p},  entonces
L{_l,_t,t,l}  (-y)   ci L{_1,0,1} (‘y).
Por  otro lado, por  [BF83, Teorema 1], el conjunto {w E :  Iwi   p}  es hiperbólicamente convexo en
todo  dominio plano hiperbólico que lo contenga. Por tanto,
4E(w,  oc)   d{_l,_t,t,l}  (w, oc)   e1 4{_1,o,1} (w, oo),  si IwI   p.  (4.7)
Ahora,  está claro que existe una constante positiva r  que sólo depende de p tal qe
Be{_l,o,l}  (oc, r/ci)  C {w E :  Iw > p}.
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Este  hecho y  (4.7)  nos dicen  que
BE(oo,r)C{wE:IwI>p},
y  así,  si  zi <p,  tenemos  que dE(oo,  z)   r.  Por  consiguiente,  e  Lema  3.1  (con  G  =  {oo})  da  que
c  =  tarih(r/2)  <     /  <  1.
ACE(Z)
Esto  finaliza  la  demostración  del Lema  4.5.                                            fl
En  lo  que sigue  tomaremos  el  valor fijo p =  2  y  consideraremos  los  correspondientes  e y  to.  Este
t0  es  la  constante  que  funciona  en el  Lema 4.3.
Ahora  el Lema  4.4  y  (4.6)  dan
1
LO(Im)xk        siO<t<t0.
Por  tanto
y
Lo(IoU...UIN)x(1+log(n_n_1)).
Para  terminar  la  demostración  del  Lema 4.3  es suficiente  comprobar  que
L0(a)  L0(Io  U ...  U Ix),
donde  la  constante  en  depende  sólo de a.
Esto  es  una  consecuencia  de los  siguientes  hechos.
Lí(a  fl  {w  E  :  Hl  Va22  t2 })  L,_j(   {w   :  lwl  aN+l})
 L,_j  (a  fl  {w E :  Iwi   t/a})
=  L [1,_1](a  n {w  E :  lwl  1/a}),
L0(afl{w  EC:  lwI   })  L [_1,1](afl{wE:  Iwl   1—t  }),
(1+1og(n  —n_i))  >  1+1ogNloglog(1/t),
aCIOU».UINU{wEC:  lwla22_t2}U{wE:lwl1_t2}.
Esto  finaliza  la  demostración  del Lema  4.3.
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Dado  un  conjunto  borde  B  =  {b1, b2, b3, b4},  vamos  a  considerar  las  siguientes  transformaciones
de  Mibius,  para  trasladarnos  a  una  situación  más  simétrica,  como en  el Lema  4.3,
T(z)  TB(z)  =     1
T1  —  bi(b3—b2)z—b3(b2—bi)B  (z)  —  (b3 —  b2)z  —  (b2 —  b1)
S(z)  =  SB(z)  =  z+1—1+r(B)                                   (4.8)
z+1+  l+r(B)
—    —2   z+t(B) — (—1—./l+r(B))z+l—/l+r(B)
B  lf(B)  z—1  —              z—1
U(z) = UB(z) = (T’o S1)(z).
donde r(B) viene definido p r (4.1) (obsérvese que r(B) = TB(b4)) y t(B) está definido p i
t(B)    /1+r(B)—1      r(B)=  4 t(B)                    (49)(1—t(B))2
Estas transformaciones tienen la propiedad e que las imágenes mediante T de b1, b2, b3, b4 son
00, —1,0, r en este orden, las imágenes mediante S de 00, —1,0, r son 1, —1, —t, t también en este
orden y por consiguiente las imágenes mediante U de 1, —1, —t, t son b1, b2, b3, b4.
Lema  4.5. Dado r > O sea Tr el anillo de Teichmüller, es decir T,. = C   ([—1,0] U [r,oo)) y
Sr = C  {—1,0,r}. Entonces e tiene quela geodésica simple cerrada ,. que rodea {—1,0} y no
rodea {r} es igual a {z E C:  jz + 1 = /f  r} en ambos dominios. Además,
LTr(Ur)  i(T)      LSr(0r) ( ,     r >0.
Demostración. Consideremos las imágenes de los dominios T,. Y 5r bajo la transformación de Móbius
S(z) (ver (4.8)) que lleva los puntos —1,0, r, oc a —1, —t,t, 1 en este orden (sir y t están relacionados
por (4.9)). Está claro, por simetría, que la geodésica simple cerrada en S(T,.) y S(Sr) correspondiente
a a,. es en ambos casos el eje imaginario (con el punto del infinito incluido). Por tanto, o-,- = S’({w E
C:  Rw=0}U{oo})={zEC:  z+1I=/f}.
Para finalizar l demostración tenemos que probar los siguientes cuatro hechos:
1) LTr(Ur) x log(1/r) cuando r — 0,
2)  L5r(ar) loglog(1/r) cuando r —* 0,
3)  LTr(o-r) 1/logr cuando r —* oc,
4)  1Sr (°r) 1/ log r cuando r —÷ 00.
1) se sigue como una consecuencia directa del Lema 4.3 observando que {no, u1,... , n,} =
{0,1,2,... ,N} y £ = N  log(1/t) log(1/r). De forma similar, 2) se sigue también como una
consecuencia del Lema 4.3 ya que en este caso £ < 3.
3) es un resultado bien conocido (ver Secciones 1 y 2 de [LV73, Chapter II], donde también se
demuestra xl); recuérdese que el producto del módulo de un anillo p01- la longitud de su geodésica
simple cerrada es constante). 4) se sigue de 3), [BP78, Teorema 1] y del hecho de que, corno -r > 3,
las /3-funciones definidas por (1.2) verifican
fij- (z) = fis,. (z),     para todo z E a,.
Esto demuestra el Lema 4.5.
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Demostración del Teorema .  Consideremos  un  conjunto  borde  de O,  B  =  {b1,..  .  ,  b2}  (n >  3).  Se
tiene  que     ([b,  b21]  u [b2+2, b2_1})  c l  c C   {b2_i,  b2,  b21,  b2+2}.  Por tanto,  si denotamos
por  r el número  positivo
r =  r({b2j_i,b2j,b2j+i,b2j+2})
el  Lema  4.5 da  que
C2  2(T)                 r, 00,  —1}))
=   b2,  b2+i,  b2+2}))
<
donde  hay  que  comentar  que  en  la  segunda  línea  de la  última  fórmula,  ‘y({b2..1, b2,  b2+i,  b2+2})  sé
refiere  a  la  geodésica  en el  dominio     {b_,  b2,  b2+i,  b2+2},  pero  el  mismo símbolo en  la  tercera
tinca  se  refiere  a  la  geodésica en  el  dominio  ÍI.
El  Lema  4.5  también  da  que
Ln(y({b2j_i,  b2,  b21,  b2+2}))          ,b21÷i]u[b22,b2_1J} (‘y({b2_1,  b2, b2+i,  b2+2}))
=              r,00,  —1}))
<C1  i(r),
donde  habría  que  hacer  un  comentario  similar  al  del párrafo  anterior.
Estas  desigualdades  y el Lema  4.2  demuestran  el  Teorema  4.2.
4.3   Longitud  de  geodésicas  y  caracterización  de  la  propiedad  DIL
en  dominios  de  Denjoy
Antes  de poder  establecer  la caracterización  de la propiedad  DIL para  dominios  de Denjoy necesitamos
una  buena  estimación  de la longitud  de la geodésica simple cerrada  y(B)  asociada  a un conjunto  borde
B  de  3t1  con  cuatro  puntos.  Esta  estimación,  que  es  interesante  por  sí  misma,  es  el enunciado  del
Teorema  4.3.
Fijemos  un  número  O <a  < 1 y denotemos  por  Dm  el siguiente  conjunto  cerrado
DmDm(B)U({zC:  am  <Iz+t(B)<am  o  am+Iz_t(B)jam}),  mEN.
La  intersección  de  Dm con  el eje real  es, de hecho, una  unión  de  a lo sumo  cuatro  intervalos  cerrados.
()bsérvese  iie  la  definición  de Dm  más  arriba  es consistente  con  la  que  se  da  en el Lema  4.3.
Necesitamos  también  definir el  siguiente  número  natural
N=NB:=
donde  recordemos  que  [x] es el  número  natural  más grande  que  es  menor  o igual  que  x.
Teorema  4.3.  Sea  íl  un  dominio  de Denjoy,  O <  a  <  1  y B  =  {b1, b2, b3, b4} un  conjunto  borde de
¿9Ç1.
Sean1  <  n2  <  <  n1  la lista de los números naturales n (O,N) que satisfacen  D1    0,
=  O ?J rip  =  N.
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Entonces  existe  una  constante  universal  O < ro  <  1  tal que
logr(B)’           sir(B) >  e
Lç(”y(B))xWç(B):=  1,                siro<r(B)e,
 (1 +  log (n  —  rt_i)),  si r(B)   ro.
i=1
Aquí  la  constante  en x  sólo  depende  de a  y  no  de Q  ni  de B.
Hay  que  observar  que  el  Teorema  4.3  da  un  procedimiento  general  para  obtener  la  longitud  de
una  geodésica  simple  cerrada  simétrica  en  un  dominio  de  Denjoy.  Este  teorema  es  una  herramienta
útil  de  cara  a  estudiar  el  comportamiento  asintótico  de  la  longitud  de  geodésicas  en  dominios  que
dependen  de  un  parámetro.  También,  hay  que  destacar  que  la  condición  de  admisibilidad  de  t
aparece  en  la  hipótesis.
En  la prueba  del Teorema  4.4 usamos  el Teorema 4.3 y alguno  de los ingredientes  empleados  en  la
demostración  del Teorema  4.2.  El Teorema 4.3 permite  relacionar  las ideas  anteriores  con condiciones
euclídeas  sobre  el  tamaño  de   ésta  es  la  parte  más  delicada  de nuestro  argumento.
Comenzamos  demostrando  un  resultado  análogo  al  Lema  4.3  pero  esta  vez para  las  geodésicas
“auténticas”.  Este  resultado  será  la  herramienta  básica  en  la  demostración  del Teorema  4.3.
Lema  4.6.  Fijemos  un  número  O <  a  <  1 y  sea O <  t  <  1.  Para  cada número  natural  iii  tal  que
alog  —
log—
consideremos  el conjunto  cerrado
Dm=Dm(t)={ZEC:  atfl+l<Iz+t!<am  o  am+I<Iz_tl<am}.
Sea  í  un  dominio  de Denjoy  tal  que B  =  {—t,t,  1, —1} c  c  [—1,—t] u [t, 1].
Sean  rl1 <  ri2 <  <   todo.s los números  naturales  en  (O, N)  que satisfacen  Da., fl   0,
=  O  y n  =  N.
Entonces  se  tiene  que  existe  una  constante  universal  O <  to  <  1 (la misma  constante  que  aparece
en  el Lema  4.3)  tal que
+  log(n  —  n_i)),     para O <t  <  to.
Aquí  la  constante  en  depende sólo  de a,  no  de  ni  de t.
Las  ideas principales  de la prueba  de este  lema son las siguientes.  Primero,  usaremos  un argumento
de  polarización  (ver más  abajo)  para  reducir  nuestro  problema  a  ciertos casos extreniales  (Lema  4.7).
En  segundo  lugar,  hay  que  observar  que  no  conocemos  dónde  está  la  geodésica  ‘y(B),  de  1110(10,
que  para  obtener  cotas  inferiores  para  su  longitud,  estudiaremos  la  longitud  de  cualquier  curva  en
la  misma  clase  de  homotopía  usando  de  nuevo  un  argumento  “diádico”  (Lema  4.8).  Deberíamos
destacar  que  tenemos  ya cotas  superiores  de  la  longitud  de 7(B)  (Lema  4.3).
Es  necesario  introducir  algunos  conceptos  para  poder  demostrar  el Lema 4.6.
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Si  z  es  un  número  complejo,  consideramos  su  punto  simétrico  con  respecto  al  eje  imaginario
=  —2, con  oo  =  00.  El  simétrico  A#  de un  conjunto  A  c C se define como  A#  =  {z#:  z  E A}.
Las  partes  positiva  y negativa  de A  son
A=Afl{z:  z0},     A=Afl{z:  z<0}.
Consideremos  un  dominio  l  como en  el  Lema 4.6.  La  polarización  íl,  del  dominio  de  Denjoy  í  se
define  como
t  =(uí#)+u(lní#)
y  el  antisimétrico  as  del  dominio   como
tlas=({z:  z0}{t,1})u(çnÇl#)_.
Obsérvese  que  (p)p  =  tp  (ílas)as  =  1as,  (íp)as  (as)p  as  Y íp  C  ÍL.
El  concepto  de  polarización  apareció  en  un  artículo  de Wolontis  [Wo152}, quien  demostró  resulta
dos  sobre  el comportamiento  de  ciertas  longitudes  extremales  bajo  polarización  y también  resultados
sobre  simetrización  mediante  aplicación  repetida  de polarización.
También  necesitaremos  el siguiente  resultado  sobre  polarización  [So196, Teorema  91:
)o(z)  <min{(z),)ç(z#)}    si Rz    0.                  (4.10)
En  particular,  se  tiene  que
-(z)  <n(z#),     )z)  <as(z#),      lRz >  0.            (4.11)
Este  último  resultado  es  bien  conocido  [Min87, Teorema  3].
Los  resultados  concernientes  a  la  métrica  de  Poincaré  que  aparecen  en  [Min87] y  [Sol96] usan
corno  eje  de  simetría  el  eje  real  en  lugar  del  imaginario,  pero  es  obvio  (como Solynin  comenta  en
[So196]) que  el  resultado  es  cierto  para  polarización  con respecto  a  cualquier  linea recta  fijada.
Podemos  probar  ahora  el  siguiente  lema:
Lema  4.7.  Para  probar  el Lema  4.6  es suficiente  considerar  los  conjuntos  ílas  en  lugar  de í.
Demostración.  Si a  denota  el eje  imaginario  con  el punto  del infinito,  se  tiene  que
 para0<t<t0,
donde  to  es  la  constante  que  aparece  en  el  Lema  4.3.  Este  hecho  es  una  consecuencia  directa  del
Lema  4.3, ya que  la  expresión   + log (n  —  n_i))  es  exactamente  la  misma  para  gas,  í1  y  Ç
Consideremos  ahora  la  geodésica  simple  cerrada  ‘y, (respectivamente  -y,  ‘y)  en  l  (respectiva
mente   ílas)  que  es  libremente  homótopa  a  a.  De  la  definición  de geodésica  se  sigue que
L0(’y)  <L0(a),                             Lç3(’ya3) 
También  se tiene  que  )mas(Z)  <)çm(z)  para  todo  z  E  ,  ya  que  lp  C  ílas.  Por  tanto  LçL3eyas) 
L  (‘y).
Para  terminar  la  prueba  del Lema  4.7,  es  suficiente  ver  que  L0(’y)   Lçy).  Consideremos  la
curva  =  y+ U (y_)#.  Obviamente,  ‘  es  libremente  homótopa  a  ‘y en  ft  Por  tanto
Lu(’yp)  <L0(’)   L0(y),
donde  la  primera  desigualdad  se sigue  del hecho  de  que  ‘  es  también  libremente  homótopa  a  ‘y  en
Q,  y tenemos  la  segunda  por  (4.10).
Esto  termina  la  prueba  del Lema  4.7.                                              LI
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Lema  4.8.  Fijemos  un  número  O <  a  <  1.  Sea   un  dominio  de  Denjoy  tal  que  {—1, —t,t,  i}  c
l  c  [—1, —t] U [t, 1], con O <t   to, donde to  es  la constante  que aparece en  el Lema  4.3.  Conside
remos  el conjunto  antisimétrico  1as  de  í.  Sea ji,  una  curva  contenida  en
Bm  ={z  eC:  O     (1  ±t)/2,  am+l   z—ti  <am}
que  une  5m  =  {z  E C  :  —  t  a}  con Sm+i.  Entonces,  existe  una  constante  positiva  c,  que sólo
depende  de a,  tal  que  si
(Dm_k  U Dm+k)  fl  a8  .  0,
(Dm_k+1  U Dm_k+2   U Dm_i  U Dm  U Dm+i   U Dm+k_1)  fl  2as  =0,
entonces  se  tiene
L(pm)   k±1’
para  O <  k  <min{m,  N  —  m}  (obviamente  la segunda  condición  sobre anas  no  aparece si  k  =  O).
Demostración.  Sea Í  :=  a1    {oo}; los cálculos en  son más  fáciles que  en  porque  podemos
aplicar  [BP78, Teorema  1] ya que  Q  c  C.  Vamos  a encontrar  cotas  de *  (z),  para  poder  estimar
.Xç3(z)  para  z  E Bm.  :
Tenemos  que  éç  (z)  =  lz —  t  y (4.2) da  que
t<a1<Iz—tI,     paratodozEB.ym<N.              (4.12)
Consideremos  un  punto  b E  (D771_k U Dm+k)  flOQ.  Caben  cuatro  posibilidades:
i)  b E  Dm+k  y  am  <jb  +.tI <am,
u)  b E  Dm+k  y  am  <  Ib  ti <am+,
iii)  b E Dm_k  y am_  <  Ib + t  <a_k,
iv)  b E Dm_k   am  <Ib —  t  
Estudiaremos  en primer  lugar  los casos  ji) y iv).  Las  condiciones que  definen  estos  casos  y  (4.12)
dan  que
1    am    Iz—tI     a”1       1
ak_l  =  am+k   Ib —  t    am+k+l    ak+i
en  el  caso u), y
m+1     —         lfl
a  —  ___  <       <  —a
—  am  —  Ib—ti —  am+l  —
en  el caso  iv).  En  ambos  casos, esto  implica  que
<(k+1)log.
Estudiaremos  ahora  los  casos  i)  y iii).  Si  h =  1  6 b =  t  podemos  tomar  —b en lugar  de  b  (ya  que
—b también  pertenece  a  (Dm_k  UDm+k)fl8íls)  y estamos  en los casos u) o iv);  obviamente,  b  —t.
Por  tanto,  sin  pérdida  de  generalidad  podemos  suponer  que b <  —t.  Tanto  en el  caso  u) como en  el
iii)  tenemos  que
Ib—ti    Ib+tI.                             (4.13)
Con  objeto  de obtener  cotas  superiores  para  b —  t,  estudiaremos  por  separado  ambos  casos.
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En  el caso  iii)  se  tiene  que
ib—ti  2±ib+ti  <2m+i±mk  3am_k,
y
am+i    izt     am
=               <       =a13    3a  —     t  —  a+1
Este  hecho  implica  que
•  (z)<log3+(k±1)log—...
as                    a
En  el caso  i)  la  condición  m  + k < N da  que
ib —  t  =  2t  +  lb + t  <2am+!  +  am+c  <3am
y
1  —  am    iz—ti  <  am  —  1
3a  —  3am+k  —  ib —  t  —  am+k+i  —  ak+i
Esto  implica  que
o8(z)   max {log 3a  , log ak+l  }
Por consiguiente, hay una constante  ci,  que  sólo depende  de  a,  tal  que
/3*(z)  <ci(k+1)
En  consecuencia, tenemos que en  cualquier  caso
/3*(z)  <c2(k+1)
Por  tanto {BP78, Teorema 1] da que
z)    z—ti(k+1)log(1/a)’
y  se deduce  que
L0*(m)  =  f  *(z)  !dzi
>  (         c3ldzi
—  ujim lz —  ti(k  +  1) log(1/a)
f  atm     c3dr
>1
Jam+1  r(k  + 1) log(1/a)
C3
k+1’
Obsérvese  que  iz —  t  <am  <  1 y  t  <  1.  Estos  hechos implican  que  izi  <2.  El  Lema  4.4  (recuérdese
(pie  liemos elegido p =  2)  da  que
k+1  ‘     siO<t<t0.
Esto  finaliza  la  demostración  del  Lema 4.8. o
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Estamos  ya  en  disposición  de  demostrar  el  Lema 4.6.
Demostración  del Lema  4..6.  Como  asegura  el  Lema  4.7,  sólo necesitanios  demostrar  el  Lema  4.6
para  dominios  .
Consideremos  una  curva  cualquiera  i  libremente  homótopa  a  ‘y(B)  en
Queremos  demostrar  que  existe  una  constante  positiva  c1, que  sólo depende  de a,  tal  que
Las()    ci  (1  + log (n  —  n-i)).
Si  demostramos  esta  desigualdad,  entonces  el Lema  4.6 es  cierto  ya que  ‘y(B)  es  una  de las  curvas  p,
anteriores.  La  acotación  superior  de Lç8  (ti)  es: unaconsecuencia  del Lema  4.3, ya  que
Las(7(B))  <.Lo(a)   C2(1  +1og(  —
y  los n-s  son  los mismos  para  ía$  y  .
Consideremos  ahora  la curva   =   U (tz).  Obviamente  í  es libremente  honiótopa  a  t  en
y  (4.11)  da que  LQas(/)  <Lç8(p).
Sea  O  una  componente  conexa  de  coñtenida  en  {z  :  O  Jz  <  (1 + t)/2}  que  une  el  intervalo
[O, t)  con  {z  :  =  (1 +  t)/2,  z    O}. La curva  /°  interseca  la  linea  vertical  z  :  =  (1 +  t)/2}
en  un  punto  de la  forma  ib2 +  (1 +  t)/2.  Tenenios  que
1+t           1—t   1—to
2  +ib2—t  2       2
Si  m  satisface
2            a
lo1        log—
1°m    log—         log—
a            a
entonces  tenemos  que  am  <  (1  —  to)/2  y  am    t  y. así   =  t°  fl  {z  :  a”  <  —  t   am}  111W
Sm  =  {z  —  t  a}  con  Sm+i.  Por  tanto  el Lema 4.8  y el  misnio  argumento  usado  al  fiuial de
la  demostración  del  Lema  4.3 dan  que
Laas ()  > L  (°)    ci (1  +  log (‘ni —
ya  que  los términos  en  la última  suma  correspondientes  a
2log
O<m<
log  —
tienen  longitud  acotada.
Demostración  del  Teorema  4.3.  Si  aplicamos  la  transformación  de  Móbius  U’  (que  preserva  la
métrica  hiperbólica)  a  l  obtenemos  un  nuevo dominio  fI’ con
{—1, —t,t,  1} c fI’  c  [—1, —t} u [t, 1].                     (4.14)
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Entonces,  sin  pérdida  de  generalidad  podemos  suponer  que  Q satisface  (4.14)  y así
Dm  =  {z  E C:  m+1  <iz  +t   atm  o  atm   jz  —  t   am}.
Sea  ‘y la  geodésica  simple cerrada  en  Q dada  por  ‘y =  ‘y({—t,  t,  1, —1}).
Consideremos  primero  el caso  O <  t  Ç t0.  El  Lema 4..6 da  que
L0(’y)  x  (1  + log (nj  —  n_i)).
Para  t0  < t  <  1, obsérvese  que  Q  =     ([—1,—ti u [t, 1]) c  C  =     {—1, —t, t, 1}.  Entonces  se
tiene  que
)o1(z)(z),    ‘paratodo  zEí1,
.Xç(z)    )t-2(z),     para todo  z E  í.,
y  consecuentemente  el Lema  4.5 da  que
x  L01(u)  > L0(’y)  >  L2(a)  x  2(r),     con r  (1
y  se tiene  que
(1
sir>e,(r)  x   log r
11,     siro<r<e,
con  r0  =  4t0/(1  —  to)2.  Aquí  la  constante  en  depende  sólo de a  pero  no  de )  ni de  r.  Esto  finaliza
la  demostración  del Teorema  4.3.
Teorema  4.4.  Sea  Q  un  dominio  de  Denjoy,  sea  1  el  conjunto  de  puntos  aislados  de  9í  y  sea
=   U 1.  Entonces, tl  tiene  DIL si  y  sólo si  ‘1 es  admisible  y  existe  una  constante ‘positiva  c  tal
que  para todo conjunto  borde de Oíl0, B  =  {b1,...  ,  b}  con n   3,  se tiene  que
>  c.
Demostración.  Si  9Q  tiene  puntos  aislados,  entonces  íl  no  es  admisible  y  el  Teorema  3.1  da  que
no  tiene  DIL.  Supongamos  ahora  que  OÍ1O no  tiene  puntos  aislados.  El  Teorema  3.1  reduce  la
(lemnostración del  Teorema  4.4  a  lo siguiente:
í10  tiene  DIL  si y  sólo si  existe  una  constante  positiva  c  tal que para  cualquier  conjunto  borde de
Oíl0,  B  =  {b1,. .  .  ,  b}  con n   3, se tiene que
>  c.
Este  hecho es  una  consecuencia  del  Lema 4.2 y  del Teorema  4.3.                         E
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4.4  Desigualdad  isoperirnétrica,  polarización  y  simetrización
En  general,  los  argumentos  de  simetrización  están  en  la  base  de  las  desigualdades  isoperimétricas
en  variedades  Riemannianas  de  curvatura  seccional  constante,  que  es  el  caso  de  las  superficies  de
Riemann  hiperbólicas  (ver por  ejemplo  [Cha84,  Capítulo  6] y las referencias  que  se  dan  allí).
Por  otra  parte,  las ideas  que  se usan  en la  demostración  del  Teorema 4.3  (ver sección  4.3)  pueden
sugerir  que  haya  una  relación  entre  la  propiedad  DIL  de  un  dominio  plano  hiperbólico  f  y  esta
propiedad  para  su  polarización  Q.  Una  cuestión  similar  se  puede  pioponer  para  su  simetrizacióri
circular  íL  (ver  [B174] o [Hay89] para  la  definición y propiedades  básicas),  ya que  la  polarización  y
la  simetrización  circular  son  procesos  muy  regulares.  Se podría  pensar  que  algunas  de  las siguientes
relaciones  podrían  ser  ciertas:
a)  Si  íl  satisface  DIL,  entonces  Q  también  satisface  DIL.
b)  Si rl,,  satisface  DIL,  entonces  íl  también  satisface  DIL.
c)  Si í  satisface  DIL,  entonces  ílcs  también  satisface  DIL.
d)  Si  í  satisface  DIL,  entonces  íl  también  satisface  DIL.
En  esta  sección  mostraremos  que  estas  conjeturas  son falsas  incluso para  dominios  de  Denjoy.
(1)  Consideremos  E  =  {an}  y  F  =  {b}  dos  sucesiones  crecientes  de  números  positivos  que
convergen  al  tales  que  EflF  =  0. Sea í  =         —l]U[l,)UEU(-—F)),  donde  —F =  —bj.
Se  tiene  que   =  C   ((—oc, -l]  U [1, oc)  U (E)  U (—F))  Ycs  =  C   ((—oc, —lJ U (—E)  U (—F)).
Supongamos  también  que  E  y F  son fuertemente  uniformemente  separados  en C  ((—oc, —1] U [1, oo))
y  que  E  U F  no  lo  es.  El  Teorema  3.1  da que  íl  satisface  DIL pero   y  no  satisfacen  DIL.  Este
ejemplo  muestra  que  a)  y c)  no  son  ciertas.
(2)  Consideremos  E  =  U0[l  —  2_2,  1 —  2’]  U {l}  y. F  =  u0Ik  u {—l}, donde  cada  ‘k  es
un  intervalo  cerrado  centrado  en  —l +  3 .  22k3  y  contenido  en  (—1 + 2_22,  —l +  2_2_1).  Sea
C    (E u F).  Si lirn  22kIIk  =  O, se  puede  comprobar  que  Ç  no  satisface  DIL:  basta  con
aplicar  el Teorema  4.2  a  los dominios  geodésicos que  “rodean”  a  I,  y a  I,.
Si  —E =  u0[—l+2—21—’, _1+2_2k]U{_l},  tenemos  que íZ  =         y í  =
El  siguiente  argumento,  al  igual  que  en  la  demostración  de  la  Proposición  4.1  (ver  sección  4.5),  da
que   satisface  DIL: C   (—E) satisface  DIL ya que es un  dominio  modulado.  Sea a  un  punto  de J
para  k  >  O. El  Teorema  3.1 da  que  C   ((—E) u (UO{ak}))  satisface  DIL.  Entonces  la  Proposición
A  (Capítulo  5)  implica  que   =         satisface  DIL. El  Teorema  3.1 da  que  =
también  satisface  DIL.  Este  ejemplo  muestra  que  b)  y d)  no son  ciertas.
4.5   Dominios  geodésicos  con  tres  curvas  frontera
Se  podría  pensar  que  el  Teorema  4.4  se  podría  mejorar  estudiando  sólo  conjuntos  borde  con  seis
puntos,  de  la siguiente  manera.
Sea   un  dominio  de  Denjoy,  sea  1  el  conjunto  de  puntos  aislados  de  ¿í  y  sea  =   u 1.
Entonces,  í  tiene  DIL  si  y  sólo  si  í  es  admisible  y  existe  una  constante  positiva  c  tal  que  para
cualquier  conjunto  borde de 3o  con  seis puntos,  B  =  {b1,...  , b6},  tenemos  que
>  e.                     (4.15)
Este  enunciado  parece  razonable  ya que si queremos  estudiar  un  conjunto  borde  B  =  {b1,.  .  .  ,  b2,,, }‘
podemos  “dividirlo”  en conjuntos  borde  con seis puntos.
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Demostraremos  con  un  ejemplo  que  este  enunciado  no  es cierto.
Ejemplo.  Sea  Q  el  dominio  de  Denjoy  definido  como  el  complemento  de  un  conjunto  de  Cantor
diádico,  l  =  C   K,  donde  K  se construye  como sigue.
Sea  E0  [0, 1] y supongamos  que  E  ha  sido definido  y  consiste  en  2’  subintervalos  cerrados  y
disj  untos  de  E0,  es decir  J,  cada  uno  de los  cuales tiene  longitud  d  r1  r,,  con
(11 -          para n  impar
r  :=     1
para  n  par.(n+1
Dividimos  cada  subintervalo  J  en tres  intervalos,  obteniendo  dos subintervalos  cerrados  .i  y  J  (los
hiios  de  Jj),  cada  uno  con  longitud  d+i  =  dr+i  y  eliminando  el  intervalo  central  con  longitud
—  2d,+1.  Si  denotamos  por  E+i  la  unión  de  los  intervalos  con  longitud  d+i,  el  conjunto  de
Cantor  K  se define  como K  :=  
Consideremos  un  intervalo  J  de E  y la  única  geodésica simple  cerrada  ‘Yn que  “rodea”  J  en
Para  n  impar  tenemos
L0(’y)    L{0l/32/31}()  ,                         (4.16)
donde  -y es  la  geodésica  en    {0, 1/3,2/3,  1} dada  por  -y :=  {Rz  =  1/2}.
También  tenemos
L0(’y)   Lc{(_,_l/3]u[o,l/s]u[2/s,)}  (77),
donde  rj es la  geodésica  simple  cerrada  en C   {(—oo, —1/3] U [0, 1/3]  u [2/3, oo)}.
Si  B  :=  {—1/3, 0, 1/3, 2/3},  tenemos  que r(B)  =  1/3.  Por  tanto,  el  Lema 4.5 da
L0(y,2)   Lc{(_,_l/3]u[o,l/s]u[2/3,)}  (97) =  Lc{[_l,o]u[l/3,)}  (a),          (4.17)
donde  a  es  la  geodésica  simple  cerrada  en  C   {[—1, 0] u [1/3, oo)}.
Para  n  par  tenemos
Lçy)   Lc{(_,2r;1}U{O,lJU{r1_l)}  (77n)  =  Lc{(,i_flJu[o,l]u1fl,)}  (77n),
donde  i  es  la  geodésica  simple cerrada  en C   {(—oo, 1 —  n] U [0, 1] u En, oo)}.
Si  B    {1 —ri,0,1,n},  tenemos  que
(n_1)22n—1
Por  tanto,  el  Lema 4.5  da
 Lc oo,i_n]u[o,1]u[n,oo)}(97n) =  Lc{[_1,oIu[r(B),oo)}(an)  i(r(B))  lon’  (4.18)
donde  u  es la  geodésica  simple  cerrada  en  C   {[—1, 0] u [r(B),  oo)}.
Decirnos  que  un  conjunto  borde  B  de  3l  es  ii-básico  si  tiene  seis  puntos  y  las  tres  geodésicas
simples  cerradas  asociadas  con  él  rodean  un  intervalo  J  c  E  y  a  sus  dos  hijos  J’,  J2  c  E+1.
Decimos  que  un  conjunto  borde  B  de Q  es  básico si es  ri-básico  para  algún  u.
Para  un  conjunto  u-básico  B,  siempre  se  tiene  (4.15)  ya  que  una  (respectivamente  dos)  de  las
tres  geodésicas  asociadas  con  B  verifica  (4.16) si u  es impar  (respectivamente  par).
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Las  desigualdades  (4.17)  y  (4.18)  dan  que  hay  una  cota  superior  finita  1 para  la  longitud  de las
geodésicas  asociadas  con  cualquier  conjunto  borde  básico.  Entonces,  el  Lema del  Collar  [Ran79]  nos
dice  que  toda  geodésica  que  interseca  una  geodésica  ‘y asociada  con  cualquier  conjunto  borde  básico
tiene  longitud  al  menos  el  doble  de  la anchura  w  del collar  G.7 y
w  >  Arg  cosh  (cotanh  (1/2)).
Por  tanto,  (4.15)  la  satisfacen  todos  los conjuntos  borde  B  de  a  con seis puntos,  ya que  al  menos
una  de  las  tres  geodésicas  asociadas  con  B  interseca  una  geodésica  asociada  con  un  conjunto  borde
básico.
Sin  embargo,  í  no  satisface  DIL.  Para  ver  esto,  consideremos  el  dominio  geodésico  Gk  en
acotado  por  las 22k  geodésicas  que  rodean  cada  intervalo  de E2k.
El  Teorema  de  Gauss-Bonnet  da  A0 (Gk)  2ir (22k  —  2).  La• desigualdad  (4.18)  da,  para  alguna
constante  positiva  c0,
LO(aGk)    COlog(2k)
Luego
Lo(30k)   _____
—  0,     cuando k  —* oc,
Ao(Gk)    log(2k)
y  este  hecho  da que  í  no  satisface  DIL.
4.6   Un problema  abierto
En  esta  sección  queremos  discutir  sobre  la  posibilidad  de  encontrar  una  caracterización  más  simple
de  la  propiedad  DIL.  De hecho,  nos gustaría  tener  un  resultado  del  siguiente  tipo:
Conjetura.  Sea  l  un  dominio  de  Derijoy,  sea 1  el  conjunto  de puntos  aislados  de 3Q  c  y sea
=  fUI.  Existe  una función   independiente  de í,  tal que f  tiene  DIL  si  y sólo si  es admisible
y  existe  una  constante  positiva  c  tal que para cualquier  conjunto  borde de  B  =  {b1,...  ,  b2,j  con
ri   3,  tenemos  que
>  e.
Podemos  decir  algo  sobre  la  función  ,  si  existiera.
Proposición  4.1.  Sea  c1 una función  verificando  la siguiente  condición:
Si  un  dominio  de  Denjoy  Q  tiene  DIL  entonces  existe  una  constante  positiva  e  tal  que  para
cualquier  conjunto  borde de 3Q0,  B  =  {b1, ..  .  ,  b}  con ri   3,  se  tiene  que
>  c.
Entonces   debe verificar
(r)hmsup         >0.
r—o  log(1/r)
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Demostración.  Consideremos  el siguiente  subconjunto  cerrado  E  de  [0, 1]:
E  =  u.0{[2—21,  2_2]  u I}  u {0},
donde  I,,  es  el  conjunto  de  2n +  1 puntos  {xfl,k}_  en  (2—22,2—2fl—1),  con  =  (3  ±  (1 —
para  k  =  0,1,...  ,n.
Sea  1  el  conjunto  discreto  1  =  U0I.  Sean  1i,   los  dominios  de  Denjoy   =     E  y
2lUI.
Primero  veremos  que  Çli  y  2  tienen  DIL:
El  conjunto  í12 es  modulado  y  eso implica  que  í12 tiene  DIL  ([FR9O, Teorema  3]).
Por  consiguiente,  [FR9O, Teorema  3]  también  da  que  para  demostrar  que  í  tiene  DIL,  sólo
necesitamos  comprobar  que  1 es uniformemente  separado  en
Las  métricas  hiperbólicas  en  í2  y   =  2  U {oo}  son  comparables  en  cada  bola  euclídea  del
plano  complejo.  También  tenemos  [BP78,  Corollary  1] que  existe  una  constante  positiva  c tal  que
d(x,EI)    Á(x)    d(x,EI)  ‘  para  x e [0,1]fl2.
Estos  dos hechos  dan  que
2(x)xd(XEI)        para xE[0,1]fl2.
Entonces  tenemos  que
fXn,k+j     dx                2—2n—1—Xn,k
d2(xfl,k,x,k+1)  xi        22n1  —  =  log  2—2n—1 —      =  log  2.
Xn,k              X
Un  argumento  similar  da  la  misma  estimación  para  dç2 (x,_k,  x,_k_1).  Esto  implica  que  1  es
uniformemente  separado  en  t12, y en consecuencia,  que   tiene  DIL.
Para  cada  punto  Xn,k  E  1,  consideremos  el  intervalo  Jn,k  =  [a,k,  bfl,k] tal  que  Xn,k  E  Jn,ic  Y Jn,k
no  corta  ningún  intervalo  de  la  forma  [2_2m—1,  2_2m]  ni  otro  Jm,i  También  elegimos   =
y  bn,r,, =   Sean  J  =  U,kJfl,k  y  íl  =     J. La  longitud  de estos  intervalos  Jn,k  se ha  elegido  tan
pequeña  de tal  manera  que  la  longitud  de las geodésicas ‘Yn,k en  í  que  rodean  sólo Jn,k  tiende  a  cero
cuando  u  —*  oc  (uniformemente  en  k).  El  dominio  Ç  tiene  DIL  (de  hecho  8(íl)  <  5(í1)  <  1)  como
consecuencia  de  la  Proposición  A  (ver Capítulo  5).
Consideremos  ahora  el  conjunto  borde  B  en  í  dado  por  B  =  {2_2n_2,    2_2n_1}.
Tenemos  que
2_2n(     —                          O—2fl—1l  —  ________r   —                  — 1— 2
Como  t  tiene  DIL,  la  propiedad  de  ,  con  el conjunto  borde
j2—2n—2                             b
 ,...  .  .  ,  a,,o,  vn,O,  .  .  .  ,    j
implica
1       2_2n
2n+2  (1_2_?  ) +o(1)>c,        para todo  neN.
Entonces  tenemos
22n
_______     e
=limsup           >
   2n log 2      log 2
Esto  finaliza  la  demostración  de  la  Próposición  4.1
62                                            CAPÍTULO4.  DOMINIOS  DE  DEN.JOY
La  Proposición  4.1 implica  que nuestra  conjetura  no  es cierta para  ninguna  función  que  satisfaga
(r)
hmsup         =0.
r-+O  log (1/r)
En  particular  no  es  cierta  para  la  función  2  del  Teorema  4.2, pero  podría  ser  cierta  para  
En  cualquier  caso,  si  la  conjetura  fuera  cierta  para  4? =   la  demostración  debería  ser  más
sofisticada  que  nuestros  argumentos,  porque  no  es  cierto  que  x  Lç(’y(B))  para  ningún
conjunto  borde  B  de ningún  dominio  de Denjoy l  cuando  r —*  O (si Q =  C   ([—1, —1 + r] U [—‘r, O] U
[r,2r]  U [2,oo))  y  B  =  {0,r,oo,—1},  entonces  r  =  r(B),  4?1(r)  log(1/r)  y  el  Teorema  4.3  da  que
Lç(’y(B))  log log (1/r)).
Capítulo  5
Desigualdad  isoperimétrica  en
superficies  de  Riemann  generales
5.1   Introducción
Con  este  capítulo  vamos  a  completar  nuestros  resultados  sobre  la  desigualdad  isoperimétrica.  En
primer  lugar  extenderemos  nuestros  teoremas  a una  clase  ms  amplia  de dominios.  Por  último  vamos
a  introducir  una  serie de definiciones  y lemas  técnicos  que  nos van a permitir  en la  última  sección  dar
unos  teoremas  de  localización  para  la propiedad  DIL,  es decir,  teoremas  que  nos permitirán  estudiar
la  desigualdad  isoperimétrica  de una  superficie,  observando  lo que  sucede  localmente.
5.2   Generalización  de  los  resultados
En  esta  sección  generalizaremos  los  teoremas  4.1  y  4.4.  Para  ello,  haremos  algunos  comentarios
preliminares:
1)  Si  el conjunto  1 que  aparece  en los teoremas  4.1 y 4.4  no  está  contenido  en 1,  estos  teoremas
serían  también  ciertos  ya  que  el  Teorema  3.1  es  un  resultado  general  sobre  superficies  de  Riemann
hiperbólicas.
2)  Si  ¿ÍO  está  contenido  en  un  cuasicírculo  Q (la imagen  de  una  linea  recta  por  una  aplicación
;iiasiconforme  de  la  esfera  de  Riemann  en  sí  misma)  nuestra  caracterización  de  la  propiedad  DIL
para  dominios  de  Denjoy aún  se puede  aplicar  (si  conociéramos la  aplicación  cuasiconforme  que  lleva
R  en Q) ya que  la propiedad  DIL  se preserva  por  aplicaciones  cuasiconformes  [FR9O, Teorema  1].
Podemos  definir  de forma  obvia  un  conjunto  borde  de un  cuasicírculo.  En  este  contexto  podemos
generalizar  el  Teorema  4.1.
Teorema  5.1.  Sea  ‘un dominio  plano  hiperbólico cuya frontera  está  contenida  en  un  cuasicírculo
:  no  tiene  puntos  aislados,  sea  1  un  conjunto  fuertemente  uniformemente  separado  en  o,  y  sea
=  o    1.  Entonces
a)  Si  l  tiene  DIL,  entonces existe  una  constante  positiva  c  tal  que para  todo conjunto  borde de
¿)Qo,  B  {b1,. .  .  ,  b,,,,}  con n  >  3,  se tiene  que
  i(r({b2_i,  b2,  b21,  b2+2}))  > c.
b)  Si  existe  una  constante  positiva  c  tal  que para  todo conjunto  borde de ÜÍ,  B  =  {b1,...  ,  b}
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con  n   3,  se  tiene  que
>  e,
entonces   tiene  DIL.
Obsérvese  que  el  Teorema  5.1 se  sigue directamente  del  Teorema 4.1,  [FR9O, Teorema  1] y de los
siguientes  hechos:  a)  una  aplicación  cuasiconforme  cuasi-preserva  razones  cruzadas;  b)  k(s)
paras  x  r,  con  0<  r <  oo y parai  =  1,2.
El  Teorema  5.1 da  una  condición  necesaria  y suficiente  para  que  í2 tenga  D.IL. Mejoraremos  este
resultado  en  el resto  de la  sección.
Si  DQo está  contenido  en  una  unión  finita  de  cuasicírculos,  podemos  caracterizar  también  la
propiedad  DIL  de  en muchos  casos.  Daremos  ahora  los detalles:
Sea  {E}1  una  colección  de  subconjuntos  cerrados  de   disjuntos  dos  a  dos  tales  que  cada
E  está  contenido  en  un  cuasicírculo  y  o  =  c    UE  es  conexo.  Sea  1  un  conjunto  fuertemente
uniformemente  separado  en  ío  y  sea  =  ío    1.  Una  condición  necesaria  y  suficiente  para  que  t1
tenga  DIL  es  que  cada  C   E  tenga  DIL  (ver Teorema  5.3 más  abajo).  Usando  la  Observación  2)  o
el  el Teorema  5.1  como un  test,  podemos  verificar si cada  uno  de estos  últimos  dominios  tiene  DIL  o
no.
Aunque  estamos  interesados  en dominios planos  y. subconj untos  cerrados  de cuasicírculos,  muchos
resultados  es  esta  sección  son  ciertos  para  superficies  de  Riemann  generales  en  lugar  de  C y para
conj  untos  cerrados  generales  E.  Coménzamos  con  algunas  definiciones.
Definición.  Sea  8  una  superficie  de Riernann  y  E  >  0.  Sean  E1, E2  dos  s’abconjuntos cerrados  y
disjurmtos de 8.  Decimos  que E1  y  E2  son  débilmente  E-separados en  8  si Si  =  5    Ei,  52  =  8    E2
son  superficies  de Riemann  hiperbólicas (cormeaas) y  los dos conjuntos  siguientes  son  disjuntos:
El,={qeS2:  ds2(q,Em)<2c},     E2,={qESi:  ds1(q,E2)<2E}.
Decimos  que  E1  y  E2  son  débilmente  separados en  5  si  son  débilmente  E-separados  en  5  paro
algún  E >  0.
Decimos  que  los  conjuntos  cerrados  E1, E2,.  ..  ,  E,-  son  débilmente  separados  en  5  si  los  u  —  1
pares  de conjuntos  (E1, E2),  (E1 U E2, E:3), ...  ,  (E  U E2 U  .  .  U E_1,  E,1) son  débilmente  separados
en  5.
Observación  1.  Está  claro  que  si E1, E2 son subconjuntos  cerrados  disjuntos  de 8,  E2 es  compacto
y  5    (Ei U E2)  es conexo, entonces  E1 y  E2 son débilmente  separados  en S.  También  es claro  que  si
E1,  E2,..  .  ,  E  son subconj untos  compactos  de 5  disjuntos  dos a dos y S  UL1E  es conexo, entonces
E1,  E2,..  .  ,  E,,  son débilmente  separados  en 8.
Observación  2.  Si  E1, E2  son  subconjuntos  cerrados  disjuntos  de  un  dominio  plano  2,  es  posible
que  no  sean  débilmente  separados  en  Q.  Sea  f  el dominio  plano  11 =  C    {0}. Consideremos  como
E1  una  sucesión  {x}  de números  reales  decrecientes  a  0.  Sea  E2 una  sucesión  {y}  tal  que:
a)  O <Xn+1  <lJn  <X,,
b)  lim÷(x,1  —  y)/(y  —  x1)  =  lirn,(x  —  Yn)/(yn—i  x,.1) =  0.
Entonces  ni  E1 ni  E2 son débilmente  separados  en C   {0}.
5.2.  GENERALIZACIÓN  DE  LOS  RESULTADOS                                     65
Observación  3.  Sean  E1, E2 subconjuntos  cerrados  en  un  dominio  íl  CC    {z0}.  Supongamos  que
existe  una  constante  positiva  6í  tal  que
1  —  zj   SoIzj. —  zol,     para todo  z1 E E1,  z2 E E2.
Entonces  E1, E2 son  débilmente  separados  en
Demostración  de la  Observación  3.  Sin  pérdida  de generalidad  podemos  suponer  que  zo  =  O.  Para
‘w E C   {O, 1}, definimos  la  función  :
e(w)  :=  max {E  > 0:  Bc{o,l}  (w, E)  fl  B{o,}  (1, E)  =  ø}.
Obsérvese  que  9Bc{ol}  (w, e)  y  3BCJO,W}  (1, E)  varían  con  continuidad  en  w, ya que
(Z  1
C{O,w}  (z) =  {O,1}  )  jj
es  una  función  analítica  real  en w.
Por  tanto,  e  es una  función  continua  e  : C   {0, 1} —*  (0, oo).  Por  otro  lado,  se  deduce  de  (3.10)
diTe
C{O,1}  (z)    IzI(k +  log Izil)’      para z E C   {0, 1},
donde  k  =  4.76  es  la  constante  que  aparece  en  la  Sección  3.3  del  Capítulo  3.  Esta  es  una  mala
estimación  si z  está  próximo  a  1, pero  es  válida  para  z en un  entorno  de O o 00.  Esta  desigualdad  da
Bc{o,l}  (w, E)  c  { izi >  exp ((k  + log Iwi)e — k)
y  en  consecuencia,
B{o,}  (1, e) c  { z <w  exp (k —  (k  + log wI)e) },
para
k+1ogw
lwl>1  y  0<Elog     k
Por  tanto,  Bc{o,l}  (w, e) fl  Bc{o,}  (1, e) =  0  para
k+logIwI
IwI>1  y  0<elog      1k+  logwJ
Entonces, para cualquier M >  1, existe una constante positiva CO tal que e(w) >  co si Iwi   M.
Obsérvese  que  e(1/w)  =  e(w)  ya que la aplicación conforme T(z)  =  1/z  es una isometría de
C    {0, 1 } en sí mismo. En consecuencia, e(w)   c0 si IwI  1/M.  Estos hechos implican que, para
cualquier  ó >  0,  existe  E  >  O tal  que  e(w)    E si  1w —  11   ó.
Para z1, Z2  E  C   {0} con z1  z2, definimos  ahora  la  función
E(zi,z2)  :=  inax{e >0: Bc{o,1}(z2,e)  flBc{o,z2}(zl,E)  =  0}.
Está claro que
/   Z2     /Z2
E(zi,z2)  =  E(  1,—j =  e(  —
   Z1/     Z1
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La  hipótesis  sobre  E1  y  E2  dan  que  exite  6  >0  tal  que  1Z2 —  zil    SoIziI para  todo  z1 E  E1  y
Z2  E E2,  es decir,  -  —  >  6o para  todo  z1 E E1 y  Z2 E E2.  En  consecuencia,  existe  CO >  O tal  que
E(zi,z2)>eo  paratodoz1EEiyz2EE2.
Entonces  tenemos  que
Bc{o,z1}(z2,Eo)flB{o,2}(zl,Co)=0  patodozi  EE1  yz  EE2.
En  lo que  sigue usaremos  la notación  Bç(A,  r)  :=  UpeABç(p,  r)  para  un  conjunto  A  y  un  número
positivo  r.
Fijemos  z  E E1.  Tenemos  que
Bc{o,1   (E2, e0) :  UZ2EE2BC{O,Z1 } (Z2, CO)
y
B{o,E2}(z1,eo)  C flZ2EE2BC{O,z2}(Z1,EO)
Por  tanto
Bc{o,1}(E2,eo)  flBc{o,E2}(zl,eo) =0,  .  para  todo  z1 E E1.
Ahora  tenemos  que
Bc{o,E1}(E2,eo) c flz,EE,Bc{o,1}(E2,eo)
y
B{o,E2}(El,eo)  =  Uz1EE1BC{O,E.,}(Z1,C0)
Entonces
Bc{o,E1}(E2,eo)flB{o,E2}(E1,eo)  0.
E
Observación  4.  Sean  E1,E2  conjuntos  cerrados  en  un  dominio   C  C con  z0  E  3Q.  Seani Ci,  C2
conjuntos  cerrados en  C, tales  que  cada  C  es una unión  finita  de  conos con  vértice  en  zo, E  c C
y  C.  fl  C2 =  {z0}. Entonces
1  —  z    8ojzi —  zo,    para todo  z1 E E1 ,  z2 E E2
y  por  tanto,  E1 y  E2  son débilmente  separados  en
De  cara  a  demostrar  el Teorema  5.3 enunciaremos  algunos  resultados  previos.
Lema  5.1.  Sea 8  una superficie  de Riernann  y e>  0.  Sean E1, E2 dos conjuntos  cerrados débilmente
e-separados  en  8.  Sean  8k  =  S    Ek superficies  de Riernann  hiperbólicas (conexas)  para  k  =  1, 2  y
sea  7  una  componente  conexa de S  fl 82 =  8    (E1 U E2).  Entonces,
b(1Z)   tanh2 e  min{b(Si),  b(82)}.
Recordemos  que  b(R)  es el  ínfimo de los autovalores  del Laplaciano.
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Demostración.  Sea ço E  C°(R.).  Obviamente  ço E C°°(Si)  fl C(S2)  y
fLkI1vI12k  >b(Sk),     k=1,2,
ffsk2dwk
donde  dw1 y  dw2  denotan,  respectivamente,  el elemento  de  área  en  S  y 82.  Recuérdese  que  II  II y
V  se refieren  también  a  las correspondientes  métricas  de  Poincaré.
Consideremos  ahora  los conjuntos  abiertos
Ei,E={qES2:  ds2(q,Ei)<2},    E2,={qESl: d81(q,E2)<2e}.
Por  hipótesis  tenemos  que  El,E fl  E2,  O y por  tanto  (8    El,E) U (8   E2,)  8.  Por  otro  lado,
también  tenemos  como  consecuencia  de  (3.3)  que
ff     çodw cotanh2e ff    ço2dw2
SEi,€                SEi,e
dw  <  cotanh2eff
SE2,                SE2,
donde  dw  es el elemento  de área  en ‘RS.
Por  tanto  se  deduce  queJj  ydw  ff     2dw+ fJ      2dw
SEi,         SE2,
<cotanh2E  (ff     ço2dw2 + ff     cp2dwl)
SE1,
<cotanh2e (ff82 ço dw2 + ff  ço2dw)
Recuérdese  que  Jf f Vcpll2dw es un invariante conforme, es decir,
//   IIVI2dw =  /f  IIVII2dwi =  Jf82 llVIIdw.              (5.1)
Obtenemos  de  (5.2) y (5.1) que
IVI  dw       ffIIVU2 dw1 + ffIIVII2  dw
>tanh2r    SjS2
.11  2  dw  — 2           ff 2  dw1 + ff
>   tanh2emin{b(Si),b(82)},
para  todo  p e  C(7?).  Esto  finaliza  la demostración  de Lema  5.1.                          0
Como  consecuencia  de este  lema  se obtienen  los siguientes  resultados.
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Proposición  5.1.  Sea  $  una  superficie  de  Riernann.  Sean  E1, E2,  ..  ,  E,  conjuntos  débilmente
separados  en $  tales  que 8k  =  SEk  (k  =  1,...  , u)  son superficies  de Riernann  hiperbólicas (conexas)
y  sea R.  una  componente  conexa  de flkSk  =  S  UkEk.  Entonces  eiste  una  constante  positiva  c  tal
que
b(R..)   e rrinb(Sk).
Lema  5.2.  Sea  $  una  superficie  de  Riemann  hiperbólica.  Sean  E1, E2  dos subconjuntos  cerrados
disjuntos  de  $  tales  que Sk  =  5     son  superficies  conexas para k  =  1, 2,  sea  una  componente
conexa  de S  fl$2  =         UE2) y  sea 4e  =  d5(Ei,E2).  Entonces,
b(1)  >  tanh  e  min{b(Si),  b($2)}.
El  Lema 5.2 es una consecuencia  directa  del Lema 5.1, ya que d8 (E1, E2)  =  4 e implica  que E1 , E2
son  débilmente  E-separados  en 8.
Proposición  5.2.  Sea  $  una  superficie  de  Riemann  hiperbólica.  Sea  {Ek}L1  una  colección  de
subconjuntoscerrados  disjuntos  dos. a  dos  de $  tales  que Sk =  S  Ek  (k  =  1,...  n)  son  superficies
conexas,  sea  una componente  conexa de flkSk  =  SUkEk  y sea e =  mink  ds(E,  Ek).  Supongamos
que  e >  O. Entonces,  existe  una  constante  positiva  e,  que  sólo depende  de E  y n  (pero  no  de S),  tal
que
b(’R.)   e  minb(Sk).
Observación.  Sea  {Ek}1  una  colección de  subconjuntos  cerrados  de   disjuntos  dos  a  dos  tales
que     E,  es  un  dominio  hiperbólico  plano  (conexo)  para  k  =  1,.  .  ,  u.  Sea  í10 =      Sea
también  1 un  conjunto  fuertemente  uniformemente  separado  en o  y sea  =  ío    1.  Ulla  condición
suficiente  para  que  íl  tenga  DIL  es que  cada C   Ek tenga  DIL.
Definición.  Sea  8  una  superficie  de  Riemann  hiperbólica  y  sean  ‘yi,..  ,  ‘yi  geodésicas  cerradas
simples  en 8.  Decimos  que  G  es  un  dominio  cuasigeodésico  enS,  relativo  a ‘yl,.  .  ,‘Yk,  si  G  es  un
dominio  de área finita  en S  y DG consiste en una  cantidad finita  de curvas simples  cerradas cii,.  .  ,
donde  cada a  es  una  geodésica simple  cerrada  o una unión  finita  de sub-arcos de geodésicas simples
cerradas  tales  que  si  dos arcos se  tocan  en un  punto,  uno  de  estos  arcos es  un  sub-arco de algún -yj.
Definimos  D0G como  D0G =  DG   {‘yi u •..  U  Yk}.
Obviamente,  se  puede  tener  D0G =  0.
Los  dominios  cuasigeodésicos aparecen  de modo natural  como intersección de dominios  geodésicos:
Si  G1, G2 son  dominios  geodésicos en  8,  entonces  G1 fl G2  es  un  dominio  cuasigeodésico  relativo  a
DG1.
Necesitamos  ahora,  hablar  de  collares  de  geodésicas  en  una  superficie  de  Riemann  hiperbólica
cualquiera  8.  La  definición  análoga  de  collar de  una puntura  aparece  en el  Capítulo  1 sección  1.2.6.
Dada  una  geodésica  simple  cerrada  ‘y  en  S,  un  collar alrededor  de ‘y  es  un  dominio  doblemente
conexo  en  $  limitado  por  dos  curvas  simples  cerradas  (las  curvas  frontera  del  collar)  cuyos  puntos
están  a  la  misma  distancia  d  de ‘y.  La  distancia  d se llama  anchura  ele! collar.  Un  collar  alrededor
de  ‘y de área  2/3 se  llama  [3-collar.
Randol  [Ran79} demostró  que  existe  un  collar  G  de ‘y  con  anchura  d0, tal  que
coshd0    coth  L8(’y)  ,     A(C)  >  2L(’y)  cosech  L5(’y)
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Además,  si ‘y’ es  una  geodésica  tal  que  ‘y  n ‘y’ =  O, se tiene  que  (]. fl ‘y’ =  O.
R,andol  [Ran79] enuncia  el  Lema  del Collar  bajo  las  hipótesis  de  que  la  superficie  es  compacta,
pero  la  misma  demostración,  sin  ningún  cambio,  funciona  para  cualquier  superficie  de  Riemann.
Lema  5.3.  Sea  S  una  superficie  de  Riemann  hiperbólica satisfaciendo  DIL  y  sea  {‘yi,...  ,‘y}  una
colección  de  geodésicas simples  cerradas  disjuntas  dos  a  dos  en  8.  Entonces,  existe  una  constante
positjva  c  tal  que
As(G)  <cL8(O0G),                             (5.2)
para  cualquier  dominio  cuasigeodésico G  en 8,  relativo  a ‘yi,.  ..  ,‘y, con L(OoG)  >  O.
Demostración.  Por  la  desigualdad  isoperimétrica  de 8,  sólo necesitamos  comprobar  (5.2)  para  domi
nios  cuasigeodésicos  G en  8,  tales  que  O <  Ls(aoG)  <Ls(aG).
Antes  de  nada,  consideremos  los  conjuntos  compactos  G’j, =  {p  E  8  :  ds(p,  ‘y)  <  t}  para  t
positivo  y i  E  {1,...  , k}.  Dado un  dominio  geodésico ‘y elegimos un  lado  positivo  y otro  negativo  de
‘y, denotados  por  ‘y  y  ‘y  respectivamente.  Denotamos  por  C  (respectivamente  C)  el  conjunto
(le  plintos  en  S  que  están  en  alguna  geodésica  de  longitud  t  que  arranca  ortogonalmente  a
(respectivamente  ‘y».  Obviamente,  tenemos  que   =  C  U C.  Puede  suceder  que C  fl C  
si  la  superficie  de  Riemann  8  tiene  género  positivo  (por  supuesto,  si S   ‘y  es conexo).
Sea   (respectivamente   ) el dominio  geodésico  “correspondiente”  a  C,  (respectivamente
C»:  cada  puntura  o  curva  frontera  de   es libremente  homótopa  a  una  curva  frontera  de  G.
Denotemos  por   a  la  unión  Gt,  =  ‘y  U G  U G.  Si para  algún  i  E  {1,...  ,k}  tenemos  que
G,,  =  ‘y  para  todo  t  positivo  (las  dos  curvas  frontera  de  Ct,  son  libremente  homótopas  a
entonces  Ir; =  1  y  8  es  un  dominio  doblemente  conexo  (un  anillo),  y  (5.2)  es  cierto  ya  que  no  hay
doinixiios  cuasigeodésicos  en 8.  Por  tanto  podemos  suponer  sin pérdida  de generalidad  que   no es
vacío  para  t    t0 con  i  E {1,...  ,  k}.  Obsérvese  que   es no  decreciente  en  t.  De  hecho,  si ti  <  t2
son  tales  que  As(G)  <  As(G),  la  curvatura  constante  —1 y el  Teorema  de  Gauss-Bonnet  dan
As(G)  + 2ir   As(G,).  Lo mismo es  cierto  para  
Esto  implica  que para  cada i  E {1,...  , k}  o bien existe  un número  positivo  T  tal  que G  =  
para  todo  t    ?7,  o bien  As(G)  —*  oo  cuando  t  -+  00.  Lo  mismo es  cierto  para   con
Ahora,  sea  G  un  dominio  cuasigeodésico  en  8,  tal  que  O <  L8(a0G)  <  L8(9G).  Existe  j  E
{1,...  , k}  con  3G fl  ‘y   0.  Consideramos  tres  posibilidades:
Caso1.  A8(G)  > 2 h(S)  £,  con £ :=  Ls(’y).  En  este  caso,
2  h(S)  £ < As(G)  <h(S)  Ls(aG)  <h(S)  (Ls(aoG)  + £)
y  obtenemos  que
£<  L8(a0G).
Por  tanto,
As(G)   2 h(S)  L8(a0G).
CaSO2.  A(G)  <2h(S)L
Para  cada i  E {1,...  , k},  sea t  un  número  positivo  verificando  las dos condiciones  siguientes:
(a)  t     (si existe  T)  o As(G)    2 h(S)  £,
(b)  t     (si  existe  T[)  o As(G)    2h(S)t
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Sea  í  el  dominio  geodésico   :=   Definimos los siguientes  números  positivos
a  :=  mm  {L8(’y)  :  ‘y geodésica  simple  cerrada,  ‘y c  
b  :=  max  {Ls(’y)  :  ‘y geodésica  simple  cerrada,  ‘y c  U1{’y  U D}}.
Recordemos  que  G  fl    0.  Este  hecho,  las  desigualdades,  As(G)  <  2 h(S)  £,  L5(a0G)  >  O, y  la
definición  de  t  dan  que  se  cumple  una  de las  dos siguientes  posibilidades:
Caso2.1.  Existe  una  geodésica  simple  cerrada  ‘y c   fl 0G.  Entonces
L5(a0G)    L(’y)  > a.
Caso2.2.  Existe  un  arco  geodésico  i  en  90G que  toca  alguna  geodésica  simple  cerrada  ‘y  c  ¿9QJ U(u  1’y).
Obsérvese  que  si  G no  es  un  dominio geodésico  estamos  en esta  situación;  de  hecho,  hay  un  arco
geodésico  ij  en  9Go que  toca  algún  ‘yi.
El  Lema  del  Collar  {Ran79] dice  que Ls()    d0, donde  d0 (la  anchura  del collar  C)  satisfce
coshd0  > coth  L5(’y)  > cotii
d0    D  :  Argcosh(cotli)
(recordemos  que  si una  geodésica  ‘y’ no  interseca  ‘y entonces  ‘y’ no  interseca  C7).
Por  tanto,
Ls(8oG)Ls()    D.
En  ambos  casos  (2.1 y  2.2)  L5(00C)    min{a,  D}  =:  e0.  Entonces
A5(G)  <h(S)  (L5(a0G)  + £) <h(S)  (L5(80G)  + £ LSDOG))
As(a)  <h(S)(i  ± )Ls(5oG).
Obviamente,  £   a  c  y  1 + £/co    2.  Por  tanto,  en  cualquier  caso,
As(a)  <h(S)(1  +
Consecuentemente,  el  Lema  5.3 es  cierto  con
c=h(S)(1+-).
Si  8  en  una  superficie  de  Riemaun  hiperbólica,  hemos  considerado  subsuperficies  (abiertas  y
conexas)  S  C  8,  dotadas  de  su  propia  métrica  hiperbólica.  Por  supuesto,  8  con  esta  métrica
es  una  variedad  Riemanniana  geodésicamente  completa.  Eii  lo  siguiente  consideraremos  también
subsuperficies  de Riemann  (conexas)  con borde  82 c  8,  dotadas  con  la restricción  a 82  de la  métrica
hiperbólica  de  8.  82  con  esta  métrica  no  es una  variedad  Riemanniana  geodésicarnente  completa.
El  Lema  5.3 y  [FR9O, Lemnia  1.2] tienen  las  siguientes  consecuencias.
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Corolario  5.1.  Sean S1,...  ,  S  superficies  de Riemann  hiperbólicas  satisfaciendo  DIL.  Para j  =
1,...  ,  ru,  sea  una  subsaperficie  con  borde de S  cuyo  borde es  un  conjunto  de u  (1 <  u  <  oo)
geodésicas  simples  cerradas  disjuntas  dos  a  dos.  Supongamos  que  podemos  pegar  S1°,. .  .  ,  a  lo
larqo  de  sus fronteras,  obteniendo  una  superficie  de Riemann  hiperbólica  completa  (sin  frontera)  7?.
(‘recordemos que podemos  unir  dos superficies  identificando  dos geodésicas frontera  si  y  sólo si  tienen
la  misma  longitud).  Entonces,  7?. satisface  DIL si  y  sólo si  existe  1  j   m  tal  que A5(S9)  =  co.
Demostración.  Si A8 (S)  es finita  para  j  =  1,..  .  ,  m,  entonces  7?. también  tiene  área  finita  (ya que
A7(S)  =  As(S))  y  por  tanto,  no  satisface  DIL.
Supongamos  ahora  que  A81 (St)  =  co.  Sea  A  la  unión  (para  j  1,..  . ,  rn)  de  las  u  geodésicas
cii  la  frontera  de 
Sea  G un dominio geodésico en 7?.. Si G fuera ya un dominio  geodésico en algún S,  verificaría  (3.1)
con  constante  h1 =  max{h9(Si),.  ..  ,  hg(Sm)}.  En otro  caso, consideramos  los conjuntos  G  =  GnSJ,
para   =  1,  . .  .  ,  ni.  Sean  00G =  DG   A y  DG  =  00G fl S,  para  j  1,. ..  ,  rn.  Consideremos  ahora
el  conjunto  J  de  los índices  j  E {1,.  ..  ,  m}  tales  que  L7(DG)  >  O.
Si  J  =  O entonces  DG está  contenido  en A, y  hay  sólo un  número  finito  de tales  G.  Estos  dominios
satisfacen  (3.1)  con  una  constante  fija h2, que sólo depende  de 7?..
Si  j  E J,  entonces  Lema  5.3  da  que
A7(G)  <c  Li?.(DjG) <h3 L7.(DG),                   (5.3)
donde
h3  :=max{cl,...  ,Cm},
 que  A(G)  =  As1(G)  y  L’p(OjG) =  Ls(DG).
En  caso contrario,  el teorema  de  Gauss-Bonnet  da que
 A(G)    2ir.                             (5.4)
jEJ
Consecuentemente,  (5.3)  y  (5.4)  dan  que
LR(DG)    L(DG)  >  A(G)   .                 (5.5)
jEJ          3jEJ
Sea
A:=   Ai.(S).
A  (S,9)<oo
Como  consecuencia  de  (5.3)  y  (5.5),  se deduce  que
A(G)  <A  +  A(G3)   -L(DG)  + h3 L(DoG).
jEJ
Por  tanto,
hg(R)   min{hi,h2,h3(1  +
Ahora  [FR9O, Lemma  1.2] finaliza  la  demostración  del  Corolario  5.1.
Corolario  5.2.  Sea  8  una  superficie  de  Riernann  hiperbólica  satisfaciendo  DIL.  Sean   .  .  .
geodésicas  simples  cerradas  en 8  disjuntas  dos  a dos.  Sea  S  una  componente  conexa  de  $    {‘y U
u  ‘y,}  con A8(S1)  =  co,  y  sea So  el doble de Schottky  de Si.  Entonces,  So  satisface  DIL.
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El  doble  de Schottky  de  S1 es  la  unión  de  y su  “reflejo” con respecto  a  3S1.  Ver [AS6O, p.  26]
para  una  definición  precisa.
Este  corolario  fue  demostrado  en  [Rod94a,  p.  245—248] con argumentos  similares  a  los  del  Lema
5.3.  De cualquier  manera,  necesitamos  los enunciados  precisos  del Lema  5.3 y del  Corolario  5.1,  que
con  más  generales  que  el  Corolario  5.2.
Necesitamos  algunos  resultados  adicionales.
Decimos  que  una  función  f  está en la clase C(F),  donde  1  k  <  oo y F es un  conjunto  cerrado,
si  las derivadas  de f hasta el orden  k son continuas  en F  donde  se define la derivada  de ,f en un  punto
z  E  F  como el  límite  usual  cuando  nos aproximamos, a  z  tomando  puntos  en  F.  Con  este  propósito
consideramos  conjuntos  cerrados  F  que  son clausuras  de conjuntos  abiertas  con  frontera  suave.
Lema  5.4.  Sea  $  una  superficie  de  Riernaun  y  sea  Y  un  dominio  simplemente  conexo  en  S  cuya
frontera es una  curva  simple  cerrada  y  analítica  y.  Dado  un  subconjunto  compacto  K  de  ¿T, un
subconjunto  abierto  V  de  J  y  un  punto  q E  V,  existe  un  autornorfismo  f de S  tal  que  fIs-  es la
identidad,  f(K)  C V  y f(q)  =  q.
Demostración.  Consideremos  un  recubrimiento  universal  ir : 1  —*  S.  Sea J  una  componente  cone
xa  de ir’(J).  En lo que sigue, denotamos  por ir11a  función inversa de 7r130. Sea F1 (respectivamente
F2)  una  aplicación  conforme  de  C    (respectivamente  Jo)  en  {z  E  C  IzI >  1}  (respectivamente
lll).  Obsérvese  que  F1 y F2 tienen  una  extensión  analítica  en un  entorno  de  yo  DJ  ya que  y  y
son  curvas  analíticas.  Por  tanto  h  F2 o Fj’  es  un  hómeomorfismo  de D  en  sí mismo  ciue tiene
una  extensión  analítica.
Es  bien conocido  que  en este  caso hay  un  automorfismo  cuasiconforme  H  de C tal  que  H()  =
Hl  = h y H  E  C°°(D).  Este  hecho es una consecuencia  del teorema  de Beurling-Ahlfors  (ver [BA56J
o  [AS6O, p.  691) donde  se construye  una  extensión  cuasiconforme  H0  : C  —#  C  de  una  aplicación
cuasisimétrica  h0  IR —*  IR, que  preserva  las propiedades  de  diferenciabilidad  de  h0).
Definimos  una  biyección  u  de  C en  sí mismo por
ÍF2(z),       zEJo,
u(z) :=
1(H0F1)(z), zJo.
Esta  función  es  continua  en  ya que
H  o F1  =  H   o F1  =  h o F1  =    o Fj’  o F1  =  E2 710
y  tenemos  que  u  E  C°°(    yo) fl  C().  Las  propiedades  de  regularidad  de  F2  y  H  o F1 en
dan  que  las derivadas  distribucionales  de  u  en un  entorno  de y  soii iguales  a  las  derivadas  clásicas
(usamos  las propiedades  de diferenciabilidad  sólo en este  argumento).  Por  tanto  u  es una  aplicación
cuasiconforme  en  C con  la  misma  constante  de  cuasiconformidad  que  H.
Sea  M  una  aplicación  de  Móbius  que  fija  D,  y  tal  que  M(O)  u(ir(q))  E  l.  Para  cualquier
a  >  O, consideremos  el  siguiente  automorfismo  cuasiconforme  de CÓ
Íz,       zD,v0(z)  =  ç
1zlzIc0, zEIDC.
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Sea  f  el siguiente  homeomorfismo  de S  es  sí mismo.
_fp,                               pJ,fa(P)_(nou_1OMoVoM_1ouo_1)(P)   pEJ.
Obviamente,  .foIsy  =  idIsJ.  Obsérvese  que  f0 es continua  en S,  ya que  vjirj  =  idIaD implica  que
(7r o u’  o M)I8  o vD  o (M1  o u o      = idJ,
El  mismo argumento  usado  para  ver  que u en una  aplicación  cuasiconforme  da que fc, es un  automor
fismo  conforme  de  8  para  cualquier  a>  O. Obsérvese  que  fc,(q)  q ya  que  (M’  o u  o  =  o.
para  un  E >  O pequeño  tenemos  que  (irou’oM)({z  e C:  Izi <E})  C  V  ya que  (irou1oM)(O)  =
qE  V.  Dado  el  conjunto  compacto  K  c J  podemos  elegir  a  tal  que  (y0  oM1  ouoir’)(K)  C  {z  E
C:  zj <e}, ya que  (M1  o u o  es  un  subconjunto  compacto  de  ID.
Por  tanto  obtenemos  que  fc,(K)  c V  para  este  a.                                    O
Lema  5.5.  Sea  w  un  homeomorfismo  C’  de  9D  en  sí  mismo.  Para  cada O <  r  <  1  existe  un
autornorfismo  cuasiconforme  f  de A  =  fr    Izl  <  1}  tal  que  fI{1z1=r} es la  aplicación  identidad,
.tlau=w  y,feC’(A).
Demostración. Para cada  O <r  <  1,  consideremos  el número  positivo
1     1
a  =  —  log  —2ir    r
y  el recubrimiento  universal
n:B={Oz<a}A,     n(z)=re2
La  aplicación  7t  es  una  función  periódica  con período  1 y satisface
ir({z:      O}) =  {z:   =  r},     ir({z :   =  a})  =  {z:  Izi =  1}.
Por  tanto,  sólo necesitamos  demostrar  que  si y  es un  homeomorfismo  de clase  C’  de  {z  a}  en
sí  mismo con
v(x+1+ia)=v(x+ia)+1,     XEIR,
entonces  existe  un  automorfismo  cuasiconforme  g de  clase  C1 de  B  en  sí mismo tal  que
gI{u=o}  =  idl{uz=o} ,     9I{mz=a} =  V
y
g(z+1)=g(z)+1,     zEB.
La  función  g se  puede  construir  explícitamente.  Por  ejemplo,  consideremos
g(x+iy)  =  x(1  —    + ?Lv(x+ia)
Está  claro  que  g(z  +  1)  =  g(z)  +  1 para  z  E  B,  que  g  satisface  las  condiciones  de  frontera,  y  que
q  es  un  homeomorfismo  de  clase  C1  de  B  en  sí mismo.  Es  fácil comprobar  que  g  es  una  aplicación
cuasiconforme  ya  que  es  una  aplicación  C1  que  preserva  la  orientación  y  g(z  +  1) =  g(z)  +  1  para
zEB.                                                                         O
74                            CAPITULO 5.  SUPERFICIES  DE  RIEMANN  GENERALES
Para  enunciar  el siguiente  lema  necesitamos  una  definición.  Recuérdese  que  cualquier  superficie
de  Riemann  con  borde  $  con  un  grupo  fundamental  finitamente  generado  se puede  obtener  de  una
superficie  de  Riemann  compacta  de  género  g  eliminando  p  puntos  distintos  (las  punturas  de  S),
n  discos  cerrados  (cuyas  fronteras  representan  la  frontera  ideal  de  S)  y  m  discos  abiertos  (cuyas
fronteras  son  el  borde  de  8).  El  vector  (g,p,n,m)  se denomina  tipo  cuasiconforme  de  8.  Es  bien
conocido  que  siempre  existe  una  aplicación  cuasiconforme  entre  dos  superficies  de  Riemanii  con  el
mismo  tipo  cuasiconforme.
Lema  5.6.  Sea  8  una  superficie  de  Riemann  hiperbólica.  Sea  {g,...  , g}  una  familia  de  curvas
simples  cerradas  disjuntas  dos a  dos tales  que cada g  no  es  homótopa  a cero ni  a una  puntura  en S
y  no  son  homótopas  entre  sil
Sean  S1,..  .  ,S,  Sr+i,...  , S(1   r   k —1) las componentes  conexas de      1   .  U9N),  donde
Sr+i,...  , Sk  son superficies  (abiertas)  de tipo finito.  También pedimos  que cada 9j  esté  contenida  en
la  frontera  de S  y  con u  <  r  y  1?> r.
Si  gj  C  sea ‘yj  la  iinica  geodésica simple  cerrada en  8m  libremente  homótopa  a  la  frontera
ideal  de gj.
Sea  Rm  (m  =  1,...  , r)  la  superficie  con  borde  obtenida  al  eliminar  de  Sm  el fonil  abierto  F
acotado  por ‘yj y  la  curva  ideal gj,  para  cada ‘yj C  Sm,
Sea  Rm  (m  =  r  + 1,..  .  , k)  una  superficie  con  borde con  el mismo  tipo cuasiconforme  que  tal
que  el  borde de Rm  está  constituido  por  geodésicas simple  cerradas con  la siguiente  condición:  si  q1
es  una  curva  frontera  ideal  de S  y  S.,  (n  <r)  y  h  es  una  curva frontera  de Rm  correspondiente  a
gj,  tenemos  que
LRm(i)j)  =Ls(’-yj).
Sea  ‘R una  superficie  obtenida pegando R1,..  .  , Rk  siguiendo  el diseño  de Si,.  .  .  , Sk  (identificando
geodésicas  de igual longitud).
Entonces  8  y 7  son  cuasiconformemente  equivalentes.
Demostración.  Fijemos  m  >  r  y  sean  gj1,...  , g,j  las  curvas  frontera  de  .  Consideremos  M7,  =
Sm  U Fj1U  U FjC  S.
Es  bien  conocido  que  existe  una  aplicación  cuasiconforrne  f  de clase  C1 de  Rm  en  Mm,  ya  que
Rm  y  Mm  tienen  el mismo  tipo  cuasiconforme.
Si  ‘yj está  contenida  en  S  (n  r),  consideremos  un  collar  cerrado  fijo Cj  alrededor  de  en  S
y  sea  K  el conjunto  K  =  G  fl R.  La curva   está  contenida  en el borde  de R  y  M7  para  algún
m  >  r.
El  Lema  5.5  da  que  existe  un  automorfismo  cuasiconforme  h  de clase  C1 de  K1  tal  que  h  ,  =fm   =idIaK. 7..
Consideremos  el  homeomorfismo  f  de 1  en  8  dado  por  fIR  =  ,frn  para  in  >  r,  .fIK  =  h  para
1  <j  <N,  y  f  =  id  en  otro  caso.
Es  fácil  comprobar  que  f  es una  aplicación cuasiconforme.                             LI
Necesitaremos  ahora  los  dos siguientes  hechos  bien  conocidos  (ver  por  ejemplo  [Car5O, Teorema
5.1]  o [FR9O, Lemma  4.2]).
Proposición  A.  Sea 8  una  superficie de Riernann  y  sean 1  y J  subconjuntos  cerrados  de 8  tales  que
S    1  es una  superficie  de Riemann  hiperbólica y  toda componente  conexa de J  tiene  intersección
vacía  con  1.  Si  7  es  una  componente  conexa de 8    (1 U J)  entonces  se  tiene  que ó(7)  <  ó(S    1).
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Proposición  B.  Sean S,  82  dos superficies  de Riemann  hiperbólicas tales  que S  C 82 y H1(q,  S)  
H1(q,S2)  para  algún q E Si.  Entonces  se  tiene  que 6(S)   8(82).
Obsérvese  que  la  Proposición  A  es  un  caso particular  de  la  Proposición  B.  La  demostración  de
esta  última  es  elemental;  basta  señalar  que en  Si  hay  menos  curvas  y son  más  largas.
Proposición  5.3.  SeaS  una  superficie  de  Riemann  hiperbólica  de  área  infinita.  Sean  C1,. .
subconjuntos  de 8  simplemente  conexos,  compactos  y  disjuntos  dos ados.  Entonces  8  satisface  DIL
si  y  sólo  si S   (C1 U•  U C)  satisface  DIL.
Observación.  Es  fácil encontrar  ejemplos  que  muestran  que  la  conclusión  de  la  Proposición  5.3  no
es  cierta  si algún  C  no  es  compacto.
Demostración.  Podemos  suponer  sin  pérdida  de  generalidad  que  u  =  1.  Sea p  un  punto  de  C1.  El
Teorema  3.1 da  que  el  enunciado  de  la  Proposición  5.3 es  equivalente  al  siguiente:  8    {p}  satisface
DIL  si  y  sólo si  5   C1 satisface  DIL.
Esto  es  trivialmente  cierto  si  Ci  =  p.  Por  tanto,  podemos  suponer  que  Ci  tiene  infinitos  puntos.
Supongamos  que  5    {p} satisface  DIL.  Observemos  que  5    C1 c  8    {p} y  que  los  grupos
fundamentales  de  las  dos superficies  son isomorfos.  Por  tanto,  la  Proposición  B  implica  que  5    Ci
satisface  DIL.
Supongamos  ahora  que  5    Ci  satisface  DIL.  Sea  i  la  geodésica  simple  cerrada  libremente
hoinótopa  a  la  frontera  ideal  OC1 en 5    C1.
Sea  F1 el  fonil  abierto  en  5    C1 limitado  por  i  y  la  frontera  ideal  OC1, y  sea  J1 el  conjunto
abierto  J1 =  C1 U Fi  c 5.  Obsérvese  que  OJi  =  ii  es  una  curva  analítica.
Consideremos  (en  8)  el conjunto  abierto  V  =  ({p}  U Cs{}(p,  1/4))  fl Ji  y el  conjunto  compacto
Ci.  El  Lema  5.4  da  que  existe  un  automorfismo  cuasiconforme  f  de S  tal  que  C  =  f(C1)  c  y,
.fls ,J, =  idIsJi  y f(p)  =  p.  Entonces,  f  es una  aplicación  cuasiconforme  de 8   Ci en 8   C.  {FR9O,
Teorema  1] implica  que  5    C satisface  DIL.  Demostraremos  que  $    {p} también satisface DIL.
Sea  ‘ij  la  geodésica  simple  cerrada  libremente  homótopa  en  8    C a  la  frontera  ideal  de  OC.  Sea
F  el  fonil  abierto  en  5    C  limitado  por  77 y por  la  frontera  ideal  OC,  y  sea  J  el  conjunto  abierto
J=CUFc  8.
Consideremos  un  dominio  geodésico  G en  8    {p} y sea  G’ el dominio  geodésico  correspondiente
en  5    C: cada  curva  frontera  de  G es libremente  homótopa  en  8   {p} a  una  curva  frontera  de  G’;
si  G  contiene  un  collar  alrededor  de la  puntura  p,  la  curva  i  es  una  curva  frontera  de  G’  (obsérvese
que  97 es  libremente  homótopa  a p en  8    {p}).
El  Teorema  de  Gauss-Bonnet  da  que
As{}(G)  =  Asc(G’).                           (5.6)
El  Lema 5.3  da  que  existe  una  constante  positiva  c, independiente  de  G,  tal  que
Asc(G’)    cLsc(DG’    77),                         (5.7)
ya  que  8    C satisface  DIL y  DG’   Tenemos  que  DG’  77 ya  que  sólo  hay  dos dominios  en 8    C
cuya  frontera  sea  exactamente  :  F  y  5   F, y  ambos  tienen  área  infinita  en 8   C. Este  último  hecho
es  una  consecuencia  de  la  hipótesis  As(S)  =  oc.
Tenemos  que  DG’  C  5    J  C  8    C.  El  Lema  A  del  Capítulo  1  (sección  1.2.6)  implica  que
DG  C 5    Cs{}(p,  1/2)  c 5   C.  Estos  hechos dan  que  DG’ y  DG están  lejos de C.
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Entonces,  (3.2)  implica  que  las  métricas  hiperbólicas  de  8    {p} y  8    C son  comparables  en
(8    J) U (8    Cs{}(p,  1/2)),  ya  que p  E C.
Por  tanto,  LSC(aG’  i)  y  LS{P}(aG) son  comparables.  Este  hecho,  (5.6)  y  (5.7)  dan  que  existe
una  constante  co >  O, independiente  de G, tal  que
As{}(G)  <coLs{}(0G),
y  entonces,  [FR9O, Lemma  1.2] da  que  8    {p} satisface  DIL.                              U
Definición.  Diremos  que  un  subconjunto  cerrado y  conexo  C  de  una  superficie  de  Riemaun  8  es
de  tipo finito  si  C  es  un  conjunto  compacto  simplemente  conexo  o,  si  tiene  un  grupo fundamental
finitamente  generado  y 8C  es  una  unión  de  curvas simples  cerradas.
Proposición  5.4.  Sea 8  una  superficie de Riemann  con área infinita.  Sean  C1,. .  .  ,  C,  subconjuntos
de  8  cerrados,  conexos,  disjuntos  dos a dos y  de tipo finito.  Entonces,  se tienen  los siguientes  hechos:
a)  Si S0  es  una  componente  conexa de 8   (Ci u  .  .  u C1)  y 8  sa.tisface DIL,  entonces  So  satisface
DIL.
b)  Si  8    (C1  u C)  es conexo y  satisface  DIL,  entonces  8  satisface  DIL.
Observación.  Es  fácil construir  ejemplos  que muestren  que  b)  no  es cierto  si algún  C  no es de  tipo
finito.
Demostración.  Podemos  suponer  sin  pérdida  de  generalidad  que  u  =  1  y  Ci  no  es  un  conjunto
simplemente  conexo  (por  la  Proposición  5.3).
Obsérvese  que  la  Proposición  5.4 es trivial  si 8  es una  superficie simple o doblemente  conexa.  Poi
tanto,  sin pérdida  de generalidad  podemos  suponer  que 8 no es una  superfiçie ni simple ni  doblemente
conexa.
Supongamos  que  8  satisface  DIL.  Sea  p un  punto  en  Ci.  El  Teorema  3.1  (Capítulo  3)  da  que
8    {p}  también  satisface  DIL.
Tenemos  que  So c  8   {p}  y el grupo  fundamental  de  S0 es un  subgrupo  del grupo  fundamental
de  8    {p}.  Por  tanto,  la  Proposición  B implica  que  So satisface  DIL  ya que  S    {p} satisface  DIL.
Supongamos  ahora  que  8    C1 satisface  DIL.  Sean 91,...  , gz  las curvas  simples  cerradas  en dG1.
Sin  pérdida  de  generalidad  podemos  suponer  que  ninguna  curva  g  es homótopa  a  cero.  En  otro
caso,  tenemos  que  $    C1 es simplemente  conexa,  ya  que  S   C1 es conexa  y  C1 no es  simplemente
conexa.  Por  tanto,  8  es  de  tipo  finito,  ya que  Ci  es de  tipo  finito;  entonces  $  satisface  DIL,  ya  que
tiene  área  infinita.
Sin  pérdida  de  generalidad  podemos  suponer  que  ninguna  gj  es homótopa  a  una  puntura  pj  eh
S.  En  otro  caso,  el  Teorema  3.1  nos  permitiría  considerar  la  superficie  S1  8  u {pj}  en  lugar  de
8.  Entonces,  tendríamos  que  g  es  homótopa  a  cero  en S.  Usando  de nuevo  el último  argumento
obtenemos  que  S,  y en consecuencia  8,  satisface  DIL.
Supongamos  ahora  que  existen  dos curvas  diferentes  gj,  gj,  libremente  homótopas  en 8.  En  este
caso,  hay  un  dominio  doblemente  conexo D  en 8 tal  que ¿3D =  g• u g.  Entonces  tenemos  que  N  =  2,
ya  que S   Ci y Ci  son  conexos.  Por  tanto,  tenemos  que,  o bien  el conjunto  C1 es igual  a  ,  o  8    C1
es  igual  a  D.
La  segunda  posibilidad  implica  que  8    C1 es un  dominio  simplemente  conexo y  por  tanto,  8  es
de  tipo  finito,  ya  que  C1 es  de tipo  finito;  entonces  $  satisface  DIL,  ya que  tiene  área  infinita.
Si  C1 =  D,  podemos  tomar  un  subconjunto  cerrado  C  C  S  de  tipo  finito  tal  que  Ci  c  C y  C
no  es  un  conjunto  doblemente  conexo  (recordemos  que  8  es  una  superficie  ni  simple  ni  doblemeiil;e
conexa).  La  Proposición  B  da  que  $    C satisface  DIL,  ya  que 8    C1 satisface  DIL.
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Entonces,  podemos  suponer  sin  pérdida  de generalidad  que  no  hay  dos  curvas  diferentes  en  8C1
libremente  homótopas.
Sean  ‘yl,..  ,  YN  las  geodésicas  simples  cerradas  en  8    C1 tales  que  ‘yj es  libremente  homótopa  a
la  frontera  ideal  gj.
Entonces,  podemos  aplicar  a  8  la  construcción  de  la  superficie  7  del  Lema  5.6,  relativa  a
{gi,...  ,9N}  (con r  =  1 y k  =  2).
El  Corolario  5.1 implica  que  7  satisface  DIL ya  que  S  tiene  área  infinita  y 8    C1 satisface  DIL.
Finalmente,  7?. y S  son  cuasiconformemente  equivalentes.
5.3   Localización
Después  de toda  la  maquinaria  que hemos  introducido  hasta  aquí  podemos  enunciar  y demostrar  de
fbrma  sencilla  nuestros  teoremas  sobre  localización  de la  desigualdad  isoperimétrica.
Teorema  5.2.  Sea 8  una superficie  de Riemann  y  sea E  un  subconjunto  cerrado de 8  tal  que S    E
es  una  superficie  de Riemann  hiperbólica con AsE(S  E)  =  00.  Entonces,  las siguientes  condiciones
son  equivalentes:
(1)  S    E  satisface  DIL.
(2)  So   E  satisface  DIL,  para toda subsuperficie 8o  de 8  tal que E  está  contenida  en So,  S    E
es  conexa,  y  8    50  es  una  unión  finita  de  conjuntos  cerrados  de tipo finito.
(3)  so   E  satisface  DIL, para  alguna subsuperficie So  de 5  tal que E  está contenida  en S0,  So   E
es  conexa,  y S    So  es  una  unión  finita  de conjuntos  cerrados  de tipo finito.
(4)  5    (E U F)  satisface  DIL  para  todo  subconjunto  cerrado  F  de  S  que verifique:  a)  5    F
satisface  DIL;  b)  existe  un  conjunto  M,  que  es  una  unión  finita  de  conjuntos  cerrados  de  tipo finito
disjnntos  dos a  dos,  tal  que F  C  M  y  En M  =  O.
(5)  5    (E U F)  satisface  DIL  para  algún  subconjunto  cerrado  F  de S  que  verifique:  a)  S   F
satis face DIL;  b)  existe  un  conjunto  M,  que  es una  unión  finita  de conjuntos  cerrados  de tipo finito
djsyuntos  dos  a dos,  tal  que F  c M  y  En M  =  O.
Observación.  Si  E  y  F  son  subconjuntos  cerrados  de  una  superficie  de  Riemann  5  y  existe  un
conjunto  M  que  es una  unión  finita  de conjuntos  cerrados  de tipo  finito  disjuntos  dos a dos tales que
F  c M   E  n M  =  O, entonces  E  y F  son  débilmente  separados  en 5.
Demostración.  La  Proposición  5.4  da  que  (1),  (2)  y  (3)  son  equivalentes.  El  Lema  5.1  y  la  última
observación  dan  que  (1)  implica  (4).  Por  tanto,  ya que  (5)  se sigue directamente  de  (4),  sólo necesi
tamos  demostrar  que  (5)  implica  (3).  Pero  esto  es  una  consecuencia  de las proposiciones  B y  5.4:  La
Proposición  B da  que  (5   E)   M  satisface  DIL y entonces  la  Proposición  5.4 da  que  S   E  satisface
DIL.                                                                           Li
Patterson  demostró  en  [Pat76,  Teorema  4]  un  resultado  parecido  para  superficies de  Riemann  S
(le  área  finita  y subconjuntos  cerrados  discretos  E.
Como  consecuencia  del  Teorema  5.2 obtenemos  el  siguiente  resultado.
Corolario  5.3.  Dado E  un  subconjunto  cerrado de  con infinitos  puntos,  las siguientes  condiciones
son  equivalentes:
(1)  E  satisface  DIL.
(2)     E  satisface  DIL,  para cualquier  subdominio  l  de  de tipo finito  tal que E  esté  contenido
en  ft
(3)     E  satisface  DIL,  para  algún  subdominio  í1  de  de  tipo finito  tal  que E  esté  contenido
en  ft
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(4)     (E U F)  satisface  DIL para  cualquier  subconjunto  cerrado F  de  tal  que    F satisfaga
DIL  yEflF=VJ.
(5)     (E U F)  satisface  DIL para  algún subconj’unto cerrado F  de  tal que t    F  satisfaga  DIL
y  EflF= O.
Finalmente,  si aplicamos  n  —  1  veces el Corolario  5.3  (y el  Teorema  3.1),  obtenemos  el  siguiente
resultado  que  fue  anunciado  al  comienzo de esta  sección.
Teorema  5.3.  Sean E1,..  .  ,  E,  subconjuntos  cerrados de cfi, disjuntos, dos a dos, .con cardinal infinito
y  tales  que  o  =  C   UkEk es  conexo.  Sea  1  un  conjunto  fuertemente  uniformemente  separado  en
ío  y  sea  =  o    1.  Entonces,  se  tiene  que  satisface DIL  si  y  sólo  si C   Ek  satisface  DIL  para
k=1,...,n.
Por  último,  como  consecuencia  directa  del  Corolario  5.3 obtenemos  dos teoremas  de  localización
que  ya  fueron  anunciados  en el  Capítulo  1.
Teorema  5.4.  Dado  un  subconjunto  cerrado E  de  de cardinal infinito,  las siguientes  condiciones
son  equivalentes:
(1)     E  satisface  DIL.
(2)     E  satisface  DIL,  para cualquier  subdominio í  de  de tipo finito  tal  que E  está  contenido
enl.
(3)     E  satisface  DIL,  para  algún subdominio  Q  de  de  tipo finito  tal  que  E  está  contenido
enft
Teorema  5.5.  Sean  E1,...  , E,,  subconjuntos  cerrados  de ,  disjuntos  dos  a  dos,  con  cardinal  nu
rnerable  y  tales  que  í  =  C    UkEk  es  conexo.  Entonces,  se  tiene  que  Q  satisface  DIL  si  y  sólo  si
C    Ek satisface  DIL  para  k  =  1,...  , n.
Capítulo  6
Medida  p-Armónica  en  Árboles
6.1   Introducción
Una  función  u  en  un  dominio  Q de  R’  se  dice p-armónica  (1 <p  <  oc)  si la  ecuación  en  derivadas
j)arCiales
=  —div  (IVuI2Vu)  0.                    (6.1)
se  verifica en íl;  esta  ecuación debe  ser entendida  en sentido  débil (ver [HKM93, p.  57]).  Obviamente,
las  funciones  2-armónicas  son armónicas.  El conjunto  de  las funciones  p-armónicas  no  es  un  espacio
vectorial  si p   2,  pero  tienen  muchas  propiedades  similares  a  las funciones  armónicas.  Por  ejemplo,
tienen  un  principio  de comparación:  si u,  y  son  funciones p-armónicas  en í  y u   y  en  9í1, entonces
‘e  enl  [HKM93,  p.  133].  Es  posible  construir  una  Teoría  del  Potencial  para  la  ecuación  (6.1),
porque  la herramienta  principal  para  construir  tal  teoría  es  precisamente  el principio  de  comparación
[HKM93J.
Hay  muchas  razones  para  estudiar  las  funciones p-armónicas:
Si  p  2,  (6.1)  es  un  ejemplo  natural  de ecuación  elíptica  degenerada  no lineal.
La  ecuación  (6.1)  el la  ecuación  de Euler  del  funcional
J(u)  =  fIVu(x)IPdx,
que  es un  funcional  elemental  con crecimiento  no cuadrático  si p   2.  Como  consecuencia  de ésto,  las
hmciones  p-armónicas  son  funciones  con propiedades  extremales  en el  espacio  de  Sobolev  W’P(íZ).
Si  p  =  u,  las  funciones  p-armónicas  juegan  un  papel  importante  en  la  teoría  de las  aplicaciones
cuasiconformes  y cuasirregulares.
A  grandes  rasgos,  podemos  definir la  “medida”  p-armónica  del conjunto  de Borel  E c   en  un
punto  x   como  la  función  p-armónica  en  l  que  toma  el  valor  1 en  E  y  el  valor  O en  8l    E,
evaluada  en  x.  Ver  [HKM93,  Capítulo  11] para  una  definición  rigurosa.  La  medida  armónica  es
inia  herramienta  potente  en  la  Teoría  del  Potencial  lineal.  Una  propiedad  importante  de  la  medida
armónica  es  su  aditividad.  Si p   2,  la  medida  p-armónica  no  tiene  esta  propiedad,  es  decir,  no  es
una  medida.  A  pesar  de esto,  la  medida  p-armónica  es  una  herramienta  importante  en  la  Teoría  del
Potencial  no  lineal.
Problema  abierto.  Sería  muy útil  saber  si la medida  p-armónica  es subaditiva,  es  decir,  si satisface
w(AUB)  <k(w(A)  +w(B))  para  todos  los subconjuntos  de Borel  A,  B  C Oíl, para  alguna  constante
k.  Este  es unproblema  abierto  para  todo  dominio  íl,  incluso  si íl  es la  bola  unidad  de R,  para  cada
u  >  2.
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O.  Martio  planteó  el  problema  de  saber  si esta  propiedad  se satisface  para  la  medida  p-armónica
en  grafos.
En  el presente  capítulo  de esta  memoria  damos  una  respuesta  negativa  a esta  cuestión:  la  medida
p-armónica  no  es  subaditiva  en  grafos  para  ningún  p  2.  También  se  obtienen  resultados  parciales
positivos.  Además  se estudian  potenciales  no lineales más  generales en grafos.  Antes  de nada  daremos
las  correspondientes  definiciones.
El  árbol T  es  un  grafo regular  dirigido  (las  aristas  tienen  orientación)  con  vértices  V,  y  aristas
En  VV distinguimos  un  vértice  yo  como  origen.  Sea  Z  el  conjunto  de  enteros  positivos  y  M  el
conjunto  {l,  2, ...,  ti  }.  Si  definimos  M°  =  {O},  para  cada  1  E  Mk  y  k  E  Z,  tenemos  un  vértice
vj  E  VV.  La  generación  k  del  árbol  es
Gk=  U 
IEMk
VV=UGk.
kEZ÷
El  conjunto  de  hijos  de  un  vértice  VI  E  VV  se  define  como  kI  =  {vji,  ...,  vi  }.  Denotaremos  por
[y,  wI  la  arista  que  une  los  vértices  y  y  w.  Definimos  el  conjunto  de  aristas  EV  del  árbol  T  del
siguiente  modo:  la  arista  [y,  w]  E  E  si  y  sólo  si  w  E  H.  Obsérvese  que  si  [y,  wI  E  EV entonces
[w,v]   E,  (TV es un  grafo dirigido).
Los  árboles  regulares  son modelos  adecuados  para  bolas  en espacios euclídeos.
Por  una  función  en TV nos referiremos  a una  función  con  valores reales definida  en el conjunto  1/;,
de  vértices  de TV y  por  un  campo de vectores a  una  función  con valores reales  definida  en el conjunto
EV  de aristas  de T.
Si  u  es una  función  en TV,  su  gradiente  Vn  es el  campo  de vectores  definido  por  la fórmula
Vu(v,  w)  =  Vu([v,  w])  =  u(w)  —  u(v).
Si  U  es  un  campo  de  vectores  en  TV, su  divergencia,  denotada  por  div  U,  es  la  función  cii  ,
definida  como
divU(v)  =   U([v,w])
wEH
(el  valor  de  U en la  arista  que  acaba  en y  no  se tiene  en cuenta).
El  p-Laplaciano  de  una  función  u en T  (1 <p  <  co)  es la  función  en  T,, definida  como
=  —  div  ( IVul2Vu).
Destaquemos  que  2  es el  Laplaciano  discreto  usual.  De  hecho,
2n(V)  =   (u(v)  —
wEH
Decimos  que  una  función  u en TV es 7)-armónica en V  E  VV si  pU(V)  =  O.  Como es usual,  cuando
p  =  2,  estas  funciones  se llamarán  funciones  armónicas.  La  función  u  es armónica  en  y  si  y  sólo  si
u(v)       u(w).
wEH
Si  ti  =  1  o  ti  =  2,  la  situación  degenera  y toda  función  p-armónica  es  armónica.  Obsérvese  que
esto  es  similar  en  el  caso  continuo:  toda  función  p-armónica  en  un  subconjunto  abierto  D   iR es
armónica  en  D.  Por  consiguiente  en lo sucesivo consideraremos  sólo el caso  u>  2.
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Notación.  Fijemos  una  constante  real a  >  O. En  lo que sigue,  por  simplificar,  usaremos  la expresión
t  para  denotar  la  extensión  impar  de la  función  t  definida  para  t  >  O:
=      para t  E Il.                         (6.2)
En  particular  t2  =  tt  es negativo  si t  en  negativo,  de  modo  que  es  diferente  a  la flotación  usual.  A
lo  largo  de este  capítulo  usaremos  t  sólo con  el significado  (6.2)  y no  otro.  Esperamos  que  no  haya
(:OflfUSiÓn.
Con  esta  flotación  el p-Laplaciano  en un  vértice  y  es
u(v)  =  —   (u(w)  —  u(v)))_1.
wEH
Estos  conceptos  sobre grafos  tienen  conexiones importantes  con la Teoría  del Potencial  en varieda
(les  R.iemannianas  (ver por  ejemplo  [Kan85], [Kan86a],  [Kan86b],  [FR92],  [CFPR99],  [HS}, [Rod94a],
[Rod94b],  {Soa93]).
Si  A  es  un  subconj unto  de  vértices  contenidos  en  G  definimos  la  “medida”  p-armónica  de  A,
denotada  por  wp(v,  A),  como la  función  definida  en  G0 U...  U G,  que  toma  el valor 1 en A,  el valor  O
en  G,    A, y es p-armónica  en  G0 U ...  U  G_1.  Denotamos  w(A)  w(v0,  A).
Las  siguientes  son  algunas  propiedades  elementales  de la  medida  p-armónica:
(a)  w(ø)  =  O,
(b)  w(C)  =  1,
(e)  w(G    A) =  1 —  w(A),  para  todo  A c G.
La  “medida”  p-armónica  es  de hecho  una  medida  si y  sólo si p  =  2.  Cuando  p  2,  nos gustaría
estudiar  cuándo  w es subaditiva,  es decir,  si existe  una  constante  positiva  k, que sólo puede  depender
(le  ¡2 y p,  tal  que
w(A  U B)  <k  (w(A)  + w(B))     para todo  A, B  C  Gn,
‘  iaa  todo  número  natural  n.
Consideremos  la  siguiente  generalización  de  la  medida  p-armónica.  Sea   el semieje  positivo
cerrado.  Sea  F  :  —  R  una  función  continua  tal  que  F(O, O,. .  .  ,  O) =  O y  F(1, 1,...  ,  1)  =  1.
Diremos  que  una  tal  función  F  es  admisible.  En  lo  que  sigue,  toda  función  denotada  por  F  será
admisible.  A  lo  largo  de este  capítulo  consideraremos  funciones  admisibles  que  satisfacen  alguna  de
las  siguientes  condiciones  adicionales:
(i)  F(x,x,...  ,x)=x,xO;
(u)  F  es no  decreciente  con  respecto  a  cada  argumento  y  además  F(x1,x2,...,x)  >  O sise  tiene
qie  (x1,x2‘r,,)   O;
(iii)  F(xi,:i;2x)  =  F(x(l),x(2),.  .  .  ,x(,,))  para  cualquier  reordenación  r  de  {1,2,.  .  .
(iv)  F(txi,tx2,.  ..,tx,1)  =tF(xi,x2,...,x),  x1,x2,...,x,,t  ER+;
(y)  F(xi,x2x,,)  <  max(xi,x2,...,x)  si  no  se  tiene  x1  =  x2  ...  =  x,.
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Es  obvio  que  cualquier  función  admisible  que satisfaga  (iv)  también  satisface  (i).
Obsérvese  que  si F  es estrictamente  creciente  con respecto  a  cada  argumento,  (y)  se  sigue de  (i).
Sea  n    0,  y  sea  u  una  función  no  negativa  sobre  G0 U Gi  U G  U  U G,,.  Decimos  que  u  es
F-armónica  en G0 U G1 U G  U  U G_1  si
u(v)  =F(u(vi),u(v2),...,u(v))                        (6.3)
para  todo  y,  Vi,  V2,  ...  y,,  E  G0 u G  u G2 u ...  u G,  cuando  H(v)  {vi,  V2,...  ,v,, }.  Es  directo  que
(6.3)  define una  continuación  única  de  cualquier  función no  negativa  en  G,  sobre  G0 U G1 U  u G,.
Llamaremos  al valor u(vo)  en el origen del árbol  la medida F-armónica  de u1C,,. Si uIG7, es la función
indicadora  de un  subconjunto  A  de  G,  entonces  escribimos
WF(A)  =  u(vo).
Para  cada p  E  (1, oo),  podemos  definir una  función  F  : W’  —*  IR mediante  la  regla  implícita
F(ai,  a2,.  .  .  ,  a,,)  =  x     si (x —  ai)  + (x  —  a2)  +..  +  (x  —  a,,)’  =  0.     (6.4)
Entonces  las  funciones  Fr-armónicas  son  las  mismas  que  las  funciones  p-armónicas.  Esta  función
F  tiene  todas  las  propiedades  (i)—(v) (de  hecho,  es  estrictamente  creciente  con  respecto  a  cada
argumento),  además  de las  siguiéntes:
(vi)  F  está  definidaen  todo  IR”, y  además  F(t+xi,t+x2,...,t+x,.)  =  t+F(xi,x2,...  ,x,,)  para
todo  Xi,X2,...  ,x,,,t  E IR;
(vii)  F(1  —xi,l  —x2,...  ,1  —x,,) =  1 —F(xi,x2,...,x,,),  x1,x2,...,x,,  E [0,1].
Mediante  diferenciación  implícita  en la  ecuación  (6.4)  obtenemos  que  F  E C1 (IR”).
Obsérvese  que  si una  función  admisible  F  satisface  (iv)  y  (vi)  para todo  x1, x2,...  ,x,,,  t  E  IR,
entonces  satisface  la  condición  (vii).
En  general,  no  supondremos  que  se  cumplen  todas  las condiciones  (i)—(vii).
Para  cada  F  admisible,  WF  satisface  las propiedades  (a)  y  (b)  de w.  Si F  satisface  (u) y  (vii),
entonces  WF también  satisface  (c).
Hay  funciones  F  interesantes  que  satisfacen  sólo una  parte  de  las propiedades  (i)—(vii).  Consi
deremos  las funciones  FP,A,,A2A  (A1, A2,.  ..  ,  A,,  >  0) que  generan  las  funciones  p-armónicas  con
pesos,  definidas  por  la  regla  implícita
FP,A1,A2,...,A(a1, a2,.  .  .  ,  a,,)  =  x  si Ai(x  —  ai)’  + A2(x  —  a2)’  +  .  +  A,,(x  —  a,,)’’  =  0.
Entonces  FP,A1,A2,...,A  satisface  (i),  (ji)  y  (iv)—(vii)  (de  hecho, es  estrictamente  creciente  con
respecto  a  cada  argumento),  pero  no  satisface  (iii)  (a  no  ser  que  A1 =  A2  =  ...  =  A,,).  Obsérvese
que  F,A,A,...,A  =  F.
El  problema  de Martio  para  WF  plantea  si la  desigualdad
WF(AUB)  <k(WF(A)  +WF(B)),                                 (6.5)
es  cierta,  donde  A, B  c  G  y  k  no  depende  de  A, B, n.  Se puede  plantear  también  el problema  de
Martio  débil:
¿Existe  una  función  continua   :     —*    no decreciente  en cada  argumento  tal  que  ‘b(0, 0)  =  O
y
WF(AUB)  <b(WF(A),wF(B))                        (6.6)
para  todo  u  y todo  A, B  C  G?
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En  otras  palabras,  sabiendo  que  WF(A),  WF(B)  son  (muy)  pequeños,  ¿podemos  concluir  que
WF(A  U B)  es también  pequeño?
Obviamente,  (6.6)  es  mucho  más  débil  que  (6.5).
Dos  subconjuntos  A,  B  de  G  se  llamarán  congruentes  si  hay  un  isomorfismo  del  grafo  G0 U
G1  U G2 U  U G,  en  sí mismo  que  deja  cada  Gk invariante  y  lleva A  en  B.  Para  estos  conjuntos,
obviamente,  WF(A)  wp(B)  para  todas  las funciones  admisibles  F  que  satisfagan  (iii).
De  ahora  en  adelante,  consideraremos  el  caso  t.’  =  3  de  cara  a  simplificar  la  notación  y  las
.lernostraciones  de  los Teoremas  6.1 y  6.2;  de cualquier  manera,  señalemos  que  estos  resultados  son
(:iertos  para  cualquier  y>  2.  Más  tarde  haremos  algún  comentario  sobre  grafos  ii-regulares  (ver  la
Observación  3  más  abajo).
Teorema  6.1.  Supongamos  que F  satisface  (ii)—(iv), y F(ao,  b0, co) <  /a0b0co  para  algunos  a0, b0,
c0  positivos.  Entonces  para  cada u  > 0,  existen  conjuntos  congruentes  B$°,   B,(2  de G3  tales
que  G3  =   U B’  U B$J  y wF(B°)  —*  O cuando n  —*  oc.
Se  sigue  que  si F  satisface  las hipótesis  del  Teorema  6.1 entonces  las  respuestas  al  problema  de
Martio  y al  problema  débil  de  Martio  son negativas.  De hecho,  (6.6)  y el Teorema  6.1  implicarían
1  =WF(BUB,Ç1)UB42))   —+0
cuando  n  —  oc.
Corolario  6.1.  La  respuesta  al problema  de  Martio  débil  para  la  medida  p-armónica  es  negativa
para  todo p    2.
Demostración.  Pongamos  ao =  b0 =  1 y c0 =  u3.  Entonces
(u  —  ao)1  +  (u —  bo)P1  + (u —  co)’  =  (u  —  1)’  (2 —  (u  +
Para  cada p   2,  existe  u  (cercano  a  1)  tal  que  (u —  ao)P’  +  (u —  b0)P’  +  (u  —  co)P’  >  0, lo  que
(la  F(ao,bo,ca)  <u  /aob0c0.                                                      O
Denotemos  por  R3 el triángulo  R3  {(x,y,z)  E  :  x+y+z  =  1} y por  q =  (,  ,  )  su centro.
Denotemos  por  “dist”  la  distancia  euclídea  usual.
Teorema  6.2.  Supongamos  que F  satisface  (iv)  y  (y).
(a)  Si  para algún e  >0,  F(x,y,z)  >  /+edist((x,y,z),q)2  para  todo (x,y,z)  E R3,  entonces
cxiste  N  >  O tal  que WF    W.
(b)  Si para algún C  >0,  F(x,y,z)  <  /+Cdist((x,y,z),q)2  para todo (x,y,z)  E R3,  entonces
existe  M  > O tal  que WF  
En  consecuencia,  si  tenemos  que
/jz+edist((x,y,z),q)2<F(x,y,z)<  /+Cdist((x,y,z),q)2         (6.7)
efl  para  algún e, C  >  0,  entonces  existen  constantes  positivas  M,  N  tales  que   WF  <  .f.
En  particular,  la respuesta  al problema  de Martio  débil  es positiva,  porque
WF(AUB)  <  (WF(A)h/N+WF(B)1/N)M
para  todo  conjunto  de vértices  A  y B.
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Obsérvese  que las estimaciones  de arriba  para  F  y su homogeneidad  (iv)  implican  de hecho ciertas
estimaciones  para  F  en todo  ii.
Observaciones
1.  Supongamos  que  F  es dos veces diferenciable  en q,  F(q)  < 1/3  y se  verifica  (iii).  Entonces  (iii)
implica  que  los  valores  de  -(q)  son  los  mismos  para  i  =  1,2,3.  La  fórmula  de  Taylor  da  que  la
desigualdad  de  la  derecha  en  (61)  se  satisface  en  R3  en  un  entorno  de  q,  y  por  tanto  en  todo  R:3
(para un C  suficientemente  grande).
2.   Si se  cumple  (vi)  y  F(x,y,z)        en ,  entonces  F(x,y,z) =  X1+Z  en  .  De  hecho,
pongamos .5 =  x1+z  x  =  s + ,  y  =  s ± ,  z  =  s + i  Entonces  para  x, y, z fijos, existe  algún
e =  e(x,y,z) >0 y 6 =  6(x,y,z) >0 tales que
s +tF(ff,y,z) = F(s+t,s  +t,s +t)
     +t)(s+t)(s+t)
  s —  et
para todo t E  (—6,6). Haciendo tender t -  0,  obtenemos   )  =  0,  y obtenemos  que  F(x, y, z) =
s.  De  este  modo  (vi)  y F(x,  y, z)     implican  trivialmente  que  wF =  ü2.
Esto  da  una  demostración  alternativa  al  Corolario  6.1
En  lo  que  sigue  aplicaremos  los  teoremas  6.1 y  6.2 a  subconjuntos  de  Cantor  de  G,1.  Esto  nos
llevará  al  uso  de funciones  F  que  no  satisfacen  (vi).
3.  Resultados  análogos  a  los  teoremas  6.1 y  6.2 se  cumplen  para  grafos  y-regulares  para  cualquier
y  >  2.  Sólo tenemos  que  reemplazar  R3  con  =  {x  E  R  i  +  +  x,,  =  1},  /5yz con
.x  y poner  q =  (v—1,v—1,. ..  ,v1)  E RU. Explicaremos  enla  sección 6.2  cómo cambiar  las
demostraciones  para  que  cubran  el caso general.
Como  consecuencia  del Teorema  6.2 y  de la  observación  1 obtenemos  el  siguiente  resultado.
Corolario  6.2.  Supongamos  que F  es  dos veces diferenciable  en q  y  (iii)--(v)  se cumplen. Entonces
existe  M  >  O tal que WF  w1.
De  cara  a  establecer  los  siguientes  resultados  necesitamos  algunas  definiciones  adicionales.
Definimos  el  conjunto  de  descendientes  de un vértice y,  denotado  por  D,  del  siguiente  modo:
(a) y es  un  descendiente  de  y,
(b) si w  y, w  es un  descendiente  de y  j  y sólo si w E Hq y q es  un  descendiente  de  y.
Si  A  c  G  y A’  c   con  n  < u’, decimos que A y A’  son  conjuntos  equivalentes  si  A’ es el
conjunto de todos  los descendientes  de  vértices en  A  que  están  en  G,’,  es decir,
A’ =  (U D)flG71’.
vE  A
Si  A  y  A’  son  equivalentes  tenemos  que  wF(A)  =  WF(A’)  para  toda  función  admisible  F.  En  lo
sucesivo  identificaremos  conjuntos  equivalentes,  y entonces  podremos  escribir  A’  c  G  y  A  c G,,..
Tenemos  los siguientes  resultados:
Teorema  6.3.  Consideremos  un  conjunto fijo  E  E  G.  Para  cada y  >  2  y  cada función  admisible
F  que satisfaga  (ji)  y (vii) existe una  constante  positiva  k  que  depende sólo de u,  F  y  E  tal  que
WF(AUB)  <k(WF(A)+WF(B))  para  todo  A,Bc  G,. con  AUB  =E,
para  todo número  natural  r>  u.
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Denotaremos  por  k(E)  la  mejor  constante  en el  Teorema  6.3.
El  siguiente  Corolario  da  un  resultado  parcial  positivo  sobre  subaditividad.
Corolario  6.3.  Consideremos  ‘un número  natural  n  fijado.  Para  cada u  >  2  y  para  cada función
admisible  F  que satisfaga  (u) y (vii)  existe  una  constante  positiva  k  que  depende  sólo  de u,  F  y  u
tal  que
wp(A  U B)  <k  (WF(A)  +  wp(B))  para  todo  A, B  C G  con  A  U B  C  G,
para  cualquier  número  natural  r   n.
Este  Corolario da  un resultado  parcial  positivo  al problema  de Martio.  Para  deducirlo  del Teorema
6.3,  es  suficiente  poner  como k  el  máximo  de  k(E)  para  E  c G,-.
Los  siguientes  resultados  conciernen  a  la  siguiente  cuestión:  ¿se cumple  la  desigualdad  de  Martio
(6.5)  o su análogo  más  débil  si suponemos  adicionalmente  que  A,  B  son subconj untos  de  H,  donde
H7,  c G,  son conjuntos  fijados  tales  que  wF(H)  —+ O cuando  u  —+  oo?  -
Primero  señalemos  que,  como queda  dicho,  la  desigualdad  de  Martio  débil  (6.6)  siempre  es  cierta
en  esta  situación.  De hecho,  sea  I  un  conjunto  de un  sólo punto  en  G.  Tomemos  cualquier  función
continua  &(x, y),  que  sea  creciente  con  respecto  a  x  e y  y  que  satisfaga  ‘(O, O) =  O,  F(In))  =
‘l»(wF(Ir),  O)   wF(H)  para  todo  número  natural  u;  entonces  (6.6) se  cumple  trivialmente  para  este
‘/ si A,B  c H,.
En  lugar  de  (6.6),  estudiaremos  la  siguiente  desigualdad  de  Martio  “intermedia”:
WF(A  u B)  <  ( W(A)  WF(B))  (6.8)
WF(H)      WF(H) WF(H)
En  primer  lugar  necesitamos  la definición de producto  de dos conjuntos  de vértices.  Dado  D  C Gr
y  E  C  G3, escribimos
DXE{VIJ:VIED,VJEE}CGr+S.
Este  producto  satisface  las leyes distributivas  con respecto  a la unión  y a  la intersección  de conjuntos:
Ax(BUC)=(AXB)U(AxC),     Ax(BnC)=(AXB)n(Axc)
Tenemos  que  WF(D  x  E)  =  wF(D)wF(E),  para  toda  función  admisible  F  y  todo  conjunto  D  y  E.
Teorema  6.4.  Si  u>  2  y F  es  una función  admisible  que satisface  (u), (iv)  y  (vii),  entonces
k(D  x  E)  <k(D)k(E)    para todo  D,E.
Sea  2 <p  <  u,  y sea  C,2,1 cualquier  conjunto  fijado de G1 con ,u puntos.  Definimos el subconjunto
de  Cantor  C,,,  de G  por
C,,TL    X•  X
Obviamente,  wF(G,)  =  wF(C,,l)  —*  O cuando  n  —+  oc.  Estudiaremos  (6.8)  para  H  =  G.
Teorema  6.5.  Para  cada función  13,, con p>  2,  y  cada u > 2
k(c2,)  =  1    para todo  n,
así  la desigualdad  de  Martio  (6.5)  se  cumple  si A  U B  =
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Corolario  6.4.  Para  todo  y>  2,  u    1 y  todo E  tenemos  que
(i)  k(G  x  E)  k(E),  si  p>  1.
(u,)  k(G2,xE)k(E),  sip>2.
Corolario  6.5.  Consideremos  un  número  natural fijo  n.  Para  cada y  >  2 y p>  1 hay  una  constante
positiva  k  (la misma  constante  que aparece en el  Corolario 6.3)  que depende sólo de u,  p  y  u  tal  que
w(AUB)  <k(w(A)+w(B))
para  todos los  conjuntos  A,  B  que  satisfagan  cualquiera  de las  condiciones:
(i)AUBcG,
(ji)  A U B  =  Gr  x  D,  con r  un  número  natural  y  D  C G,
(iii)  A  U B  =  Gr1  X       X ...  X  Grg  x  C’2,sq x  D,  con  rl,...,rq,sl,...,sq  números  naturales  y
D  c G,  si p>  2.
El  Teorema  6.5  no  es  cierto  para  u>  2 y  1 <p  <  2.  De  hecho,  tenemos  que
r  i+(v—1)
k(C2,1)  =  2v—’     1              1 >  1
 +  (1)—  2)
(ver  Lema  6.8 más  abajo).
Pongamos  a  =  F(1,...  ,1,0,...  ,0)  y  P(xi,..  .  ,x)  =  a1F(xi,...  ,x,0,.  -  .  ,O).  Es  inmediato
Ii
que  para  A  C   wF(A)/wF(G,,7i)  =  wfr(A).  Si F  satisface  (i)—(iv), entonces   también  satisface
estas  propiedades.  Si  F  es  estrictamente  creciente  en  cada  variable  y  satisface  (iv),  entonces  F
satisface  (y).
Teorema  6.6.  Sea2_<i.<vyH,2.=C,.
(a)  Si  F  satisface  (ii)—(iv)  y
F(xi,...  , x,  O,...  , O) <a  /xlx2  ..  .
para  algún x1,...  , x1  E +,  entonces  la  desigualdad de Martio  interrnedia  (6.8)  no  se  cumple.
(b)  Supongamos  que F  es  estrictamente  creciente  en cada variable  y  es  dos veces continuamente
diferenciable  en  (1,...,  1,0,...  ,0).  Si  F  satisface  (iii)  y  (iv)  y  existe  un  e  >  O tal  que
1
F(xi,...,x1,O,..,O)  a...x+e(xj—1/)2              (69)
para  todo  (x1,...  , x,)  E R,  entonces  existen  C, p >  O tales  que
WF(AUB)  <c(wF(Á)F(B)V                         (610)
WF(C,L,n)      .  WF(Ci,n)  )
para  todo n  y  todo A,B  C  G,,,1.
Teorema  6.7.  (a)  Sea 2 <  t  <  u.  Entonces  existen  ó, C, p positivos  tales  que  (6.10)  se  cumple  paro.
F=F  para  todopE(2—ó,2+ó).
(b)  Si  =  2,  entonces  existe  ó >  O tal que para  cualquier p E  (2 —  ó, oo)  existen  C>  O y p >  O taie,’
que  (6.10)  se cumple  para  F  =  F.
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6.2   Pruebas  de  los  Teoremas  6.1  y  6.2
Denotaremos  por  3R,,  la  frontera  relativa  de  R  como  subconjunto  del  plano  afín  P  =  {x  E  1RL
xi  +    + x1, =  1}.  Pongamos  S(xi,  x2,...  ,  x1_,  xi,)    (x2, x3,..  .  ,  x,  x1).  Entonces  5  es  una
transformación  lineal  ortogonal  de R” tal  que  S’  =  1.  Consideremos  en primer  lugar  el  caso  u =  3.
Hagamos  la  siguiente  observación.  Sea  k  E  N.  Cada  conjunto  E  c  Gk se puede  representar  de
forma  única  como
E={vij:  VIEA}U{v21:vIEB}U{V31:vIEC}
iara  algunos  subconjuntos  A, B,  C  de  Gk_1.  Escribiremos  E  (A, B,  C),  y  entonces  WF(E)  =
F(wF(A),F(B),wF(c)).
Tenemos  la  fórmula
(A1,B1,C1)U(A2,B2,c2)  =  (A1UA2,B1UB2,C1UG2).             (6.11)
Recordemos  el  Teorema  6.1.
Teorema  6.1.  Supongamos  que F  satisface  (ii)—(iv), y  F(ao,bo,c0)  <  /aoboci  para algunos  a,  b0,
(  positivos.  Entonces  para  cada  n  >  O, existen  conjuntos  congruentes    7Ç2) de  G3  tales
que  G3  =  B°  U B’  U B  y wF(BSL°) —*  O cuando  u  —*  oc.
Demostración.  Sean  a0, b0, c0  E  (O, +oo)  y  F(ao,  b,  c)  <  /a0b0c0.  Por  la  propiedad  (iv)  de  F,
podemos  suponer  que  a0b0c0 =  1.  Existen  subconjuntos  cerrados  A0,  A1 =  SA0,  A2 =  S2A0  de 8R3
tales  que  A0 U A  U A  =  9R3  y
A0  c  {(x,y,z)  EF:  xlogao  +ylogb0  +zlogc0  <o}.              (6.12)
Para  ver  esto,  dividamos  P  en tres  ángulos  iguales  21o, 2t1, 2t2 de tamaño  f  con vértice  común  en  q
y  pongamos  A  =  2l  fl R3.  La frontera  del  semiplano  en F  que  aparece  en  (6.12)  contiene  a q.  De
esto  se  infiere  que  hay  una  posición  de 2L adecuada.
Escojamos  a,  b, c ligeramente  más  grande  que  a0, b0, CO,  respectivamente,  de  modo  que  abc>  1,
pero  F(a,  b, e)  <  1  Podemos  suponer  también  que  aún  se tiene
xloga+ylogb+zlogc<o  para(x,y,z)EA0.                (6.13)
Definimos  subconj untos  B?m  de  Gk+1+m para  j  0, 1,2  y  k, 1, m  E  Z,  k  + 1 + m  >  O por
inducción  en u  =  k  + 1 + m.
La  regla  de  inducción  es
Bm  (B2i,l,m,B?_i,m,Bim_i)  para  k,l,m    1,             (6.14)
y  no  depende  de j.  Las  “condiciones de frontera”  son
 —  fGn,  Si  (,  :1;:, )  E Ak,1,m  —  )       ik 1  m  D  ‘  A               (.  )
(IiJ,     Si  ,  ,   E  (11L3    PIj
(aquí  ‘u =  k  +  1 +  m  >  1 y  k, 1,771 E  Z,  klm  =  O).  Esta  definición  es  correcta,  y  se  prueba  por
inducción  en u  =  k  + 1 + ‘rn, usando  6.15  (para  u =  1),  (6.11)  y  (6.14),  que
(0)    B’        (2) —Bklm   k,1,m U  k,1,rn  k+1+rn                       6.16
para  todo  k,l,m    O con  k  +  1 + m    1.
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A  continuación  aplicamos  inducción  de nuevo  en u  =  k+  1 + m  para  demostrar  que
WF(B°rj  <a_kb_c_m.                          (6.17)
Si  klrn  =  O, entonces  B,rn  se ha formado  por la regla  (6.15), y podernos  suponer  que  (   )   A0
(en  otro  caso  Bkl,m  =  0,  y  (6.17)  es  cierta).  Entonces  WF(Bkj,rn)  =  WF(G)  =  1,  y  (6.17)  se  sigue
de  (6.13).  Si  klm  >  O, entonces  la  hipótesis  de inducción  da
WF  (B°)m)  =  F  (WF (B2i,t,m),  WF (B_im)  WF (B,m_i))
<  F(a_4b_tc_m,  ab_I4c_m,  ab_lc_m+l)
=  a_kb_lc_mF(a,  b, c) < a_kb_lc_7n1.
Ahora  pongamos  B$?  =   Corno  SA0  =  A1  y  S2A0  =  A2,  los  conjuntos    B»
son  congruentes.  A  continuacion  (6.16) da  B  U B,  U B7  G371. Ya que  abc >  1,  (6.17)  implica
que  wF(B1°)  —*  O cuando  n  —  co.
Lema  6.1.  La  hipótesis  (a)  del  Teorema 6:2 implica  que para  algún ci >  O,
—3
3     )   <F(x,y,z),  (x,y,z)ER.
La  hipótesis  (b)  del  Teorema  6.2  implica  que para  algún ¡3>  0,
________                     —3
F(x,  y, z)  <           )  ,  (x,  y,  z)  E R.
Demostración.  La  expresión  (xc+ç+za  ) 1/(  es  una  función  creciente  de  ci,  O <  a  <  co  [HLP34,
Capítulo  2].
Supongamos  que  se  tiene  la  hipótesis  (a)  del Teorema  6.2.  La  fórmula  de  Taylor  da
1  (a—1        .                2
=  —  +        +o(1) j dist((x,y,z),q)3           3 2                                (6.18)
1(1      .                2
=   ±  +o(1))  dist((x,y,z),q)
si  x+y+z  =  1,  (x, y, z)  —*  q.  De este  modo existen a0  >  O y un  disco abierto  U en el plano P,  centrado
a   a   a    1/ao                                                                    I/c
en  q, tales  que  (x0--0+zo)   F(x,y,z)  si  (x,y,z)  E U.  Por  tanto  (xa+ç+za)  <  F(x,y,z)
en  U  para  todo  ci E  (O, cio].
Sea  r  el  radio  de  U.  Para  unos  puntos  fijados  x,y,z,  (+ç+)’    cuando  a   o
[HLP34,  Capítulo  2].  Por  el Teorema  de Dini  [Rud64,  Teorema  7.13], esta  convergencia  es  uniforme
para  (x,y,z)  E  R3.  Por  tanto  hay  un  a  E  (0,ci] tal  que
(x+ii+z)’  <  yz+r2   F(x,y,z)
para  (x,y,z)  E R3U.  Concluirnospor(iv)  queF(x,y,z)    (xa++za)   paratodo(r,y,z) E
Si  la  hipótesis  (b)  se  cumple,  entonces  (6.18)  da  que  existe  un  disco U  como  antes  y  algún  /3
más  grande  tales  que  F(x,  y, z)   (00+0)  i/o  en  U.  Se  sigue  de  la  propiedad  (y)  de  F  que
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F(x,y,z)  <  rnax(x,y,z)  —8  en  R3 U  para  algún  6  >  0.  Ya  que  (+)1  -4  max(x,y,z)
uniformemente  en  R3 cuando  a  —+ oo,  se  sigue que  para  algún   >  o,
F(x,y,z)  <  (x+Y+z)’
en  R:3, y  hemos  concluido.                                                          O
Recordamos  ahora  el  Teorema  6.2.
Teorema  6.2.  Supongamos  que F  satisface  (iv)  y  (y).
(a)  Si para  algún  e  >0,  F(x,y,z)    /+edist((x,y,z),q)2  para  todo (x,y,z)  e J?3, entonces
existe  N  >  O tal que WF    c4.
(b)  Si para algún C>0,  F(x,y,z)   /+Cdist((r,y,z),q)2  para todo (x,y,z)  E R3,  entonces
existe  M  >  O tal  que wF  <w.
En  consecuencia,  si  tenemos  que
/+edist((x,y,z),q)2<F(xyz)<  i/+Cdist((x,y,z),q)2
en  R:  para  algún  e, C  >  0,  entonces  existen  constantes  positivas  M,  N  tales  que w  <  w   wr.
En  particular,  la respuesta  al problema  de Martio  débil es positiva,  porque
WF(AUB)  <  (wF(A)VN+wF(B)1/N)M
para  todo  conjunto  de  vértices  A  y  B.
Demostración.  Supongamos  que se tiene  (a),  y sea a  como en el Lema 6.1.  Probaremos  por  inducción
en  u  que  para  X  C  G,-,  WF(X)    w2(X)’/.  El  Lema  6.1  da esto  para  u  1.  Si la  desigualdad  es
cierta  para  n  —  1  y  X  c G,,,, entonces  X  =  (A, B,  C)  para  algún  A, B, C  c G._1,  y  obtendríamos
WF((A,B,C))  =F(wF(A),WF(B),wF(c))
>  (w(A)°+WF(B)a+WF(C))’
>  (w(A)+  w2(B)+  w2(C))l  =
Si  se  cumple  (b),  entonces  de forma  similar  obtenemos  WF   Estas  desigualdades  implican
que
WF(AUB)  <w2(AUB)’/
<(w2(A)  +w2(B))lí
<(WF(A)a  +WF(B)a)l,
de  modo  que  la  desigualdad  de  Martio  débil  (6.6)  se  cumple.                              E
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6.2.1   El caso  de  u  arbitraria
Lema  6.2.  Hay  un  conjunto  denso D  del plano Po =  {x  E R”  : xi  +  + x,,  =  0}  tal  que  para  todo
r  E V,  los  vectores r, Sr,...  ,  S’r  generan Po.
Demostración.  Existe  al  menos  un  tal  vector,  r  =  (1, —1,0,0,...  ,  0).  El  criterio  del  determinante
para  la  dependencia  lineal muestra  que  la propiedad  en cuestión  puede  fallar  sólo en una  subvariedacl
algebraica  de  P0 de codimensión  uno.                                                 E
Lema  6.3.  Sea r  E V.  Entonces  los  conjuntos
A  =  {x  E DR:  (x—q,Sr)  =  miii  (x_q,Skr)}
son  cerrados,  satisfacen  SA0  =  A  para j  =  1,2,...  , u  —  1,  A0 U A  U ...  U A_1  =  DR,,,  y
min(x  —  q,r)  <0.                             (6.19)
xEA0
Señalamos  que  de hecho,  (q, Sir)  =  O para  todo  j  y todo  r  E P0.
Demostración.  Demostraremos  (6.19)  (las  demás  propiedades  son  claras).  Como  los  vectores  Si
generan  Po,  tenemos  que   (x  —  q, Sr)I   O para  x  E DR.  Supongamos  x  E  A0,  y pongamos
=  (x  —q,Sr).  Entonces    0,  I0’t  =  (x—q,0)  =  O y  t0  <  t  para  1 <  j  <1)—  1.
Estos  tres  hechos  implican  to  < 0.                                                   U
Sea  F(xi,..  . ,  x)  una  función  admisible  que  satisface  las propiedades  (ii)—(v), y consideremos  la
correspondiente  medida  o..’ sobre  T,,.  Los Lemas  6.2 y  6.3 nos  permiten  repetir  la  construcción  del
Teorema  6.1 y obtener  conjuntos  congruentes    .  .  B’’  de G,,  cuya  unión  es  C,,  y tales
que  wF(B)  —+  O cuando  n  —+  oc.  Sólo tenemos  que  elegir  (a?, as,..  .  ,  ay,),  que  ahora  juega  el  papel
de  (ao,bo,co),  de  modo que  (loga,loga,  ..  .  ,loga)  EV.  El  resto  de la  demostración  es similar.  La
demostración  del  Teorema  análogo  al  Teorema 6.2  para  grafos  u-regulares  no  necesita  modificación.
Señalemos  que  la  respuesta  al  problema  de  Martio  débil  para  la  medida  p-arrnónica  cmi gratos
u-regulares  aún  es  negativa  para  p   2.  De  hecho,  si p   2,  entonces  existe  u  cercano  a  1 tal  que
F(1,1,...,1,u”)  <u=
6.3  Pruebas  de  los  Teoremas  6.3  y  6.4
Definamos  una  sucesión  de funciones  {F  } del  siguiente  modo:
F’  es una  función  de  u’  variables  reales con
F’(xi,  ...  ,x,)  =  F(xi,  ...  ,x,,)
F2  (x1,  ..  .  ,  x,,)  =  F(F1  (x1,  .  ..  ,  xi,),  ..  .  ,  F’  (x2_+l,  .  .  .  ,
F(xi,  .  .  .  ,  x,,n)  =  F(F1  (xi,  .  .  .  ,  ,n_i  )  .  .  .  ,  F’1  (Z,,n_,,,_i+I
En  G  hay  u’  vértices.  Los podemos  ordenar  alfabéticamente:
Vi1,1  <  ?J1,2  <    < V,,v,v—i  < V
6.3.  PRUEBAS  DE  LOS  TEOREMAS  6.3  Y  6.4                                      91
Para  cada  subconjunto  E  de  G,  definimos  5E   {O, i}  como  sigue.  La  coordenada  i  de  E
denotada  por  es  1 si el  i-ésimo  vértice  de  G  est4  en  E,  y  O si no  está  en  E.  Entonces  tenemos
que  WF(E)  =  F’().
Notación.  Si  a  =  (ai,  ...  ,aN),  b =  (b1, ...  ,bN)  ,escribimos
a-  b =  (aibi,  ...  ,aNbN),  1 =  (1,  ...  ,1),  O =  (O, ...  ,O).
Repetimos  aquí  el enunciado  del  Teorema  6.3.
Teorema  6.3.  Consideremos  un  conjunto fijo  E  E G.  Para  cada y  >  2  y cada función  admisible
F  que  satisfaga  (u) y (vii)  existe  una  constante  positiva  k  que  depende  sólo de y,  F  y E  tal que
WF(AUB)  <k(WF(A)+wF(B))  para  todo  A,B  c  G,. con  AUB  E,
para  todo  número  natural  r   n.
Demostración.  El  enunciado  es  trivial  si E  =  O. Consideremos  E  E  G  con  E   O y  fijemos  A  y B
(:011  E  =  AUB.  Sin pérdida  de generalidad  podemos  suponer  que  AflB  =  O, ya que  F  satisface  (u).
Sean  w1  <  w  <  -  <  w,,n  los z/  vértices  en  G.  Escribamos  xj  =  wF(wj,  A),   =  WF(Wj,  B)
para  1 <i  <  v,  x  =  (x1,  ...   y  =  (y,  ...  ,YL’n).  Tenemos  WF(A)  =  F(x)  y WF(B)  =  F’(y).
Obsérvese  que  x  +  yj  =    para  1  i   z/’.  Esto  es  obvio  si 8  =  O.  Si  8    1, el  hecho es
una  consecuencia  de la  propiedad  (c)  de WF  (esta  propiedad  es  cierta  porque  F  satisface  (u) y (vii)).
Entonces  x  + y =
Por  consiguiente  WF(A)  =  F(óE  .  x)  y F(B)  =  Fn(8E  -  (1  —  x)).
Consideremos  la  función  g(z)  =  F(óE  z)  + F(5E.  (1 —  z))  con z  E  [O, i]L’.
Como  E   O, tenemos  que     O; esto  y  (ji)  implican  que  g(z)  >  O para  todo  z  E  [O, i]”.  La
(.:ontinuidad  de g  da  que  M  =  min{g(z)  : z  E [0, 1]}  > O.
Se  tiene
F(E)   WF(E)  [F(8E  x)  + Fn(SE.  (1 —  x))]  =  wp(E)[()  +  WF(B)].
Por  tanto,  el Teorema  6.3  queda  probado  con  k  =  wF(E)/M.
Si  z0 E [O, 1]”  es tal  que  g(z°)  =  M,  para  todo  e>  O podemos  elegir  A,  B  c  GN con N  grande
tal  que  AE U B,  =  E     -z°  —  xEI <e  si x  =  WF(Wj,  Aa).
Esto  implica  que  k(E)  =  wp(E)/M.
Enunciamos  de  nuevo  el  Teorema 6.4.
Teorema  6.4.  Si  y>  2  y F  es una función  admisible  que satisface  (u), (iv)  y (vii),  entonces
k(D  x  E)   k(D)k(E)    para todo  D,E.
Demostración.  Consideremos  D  C  G  y  E  C  G3.  Sean  w1  <  ...  <  ‘w  los  r  vértices  de  Gr  Y
 <  -.  <u,,s  los y’  vértices  de  G3.  Si w  =  wj,  u  =  uj,  entonces  escribimos  w.  x  u  =  Vj  E Gr+s.
Recuérdese  que  D  x  E  =  {w  x  uj  :  w  E D,  uj  E  E}.
Sean  A,B  c  G,,,  n  >  r+s,  AUB  =  Dx  E.  Pongamos  x  =  wF(w  x  n,A),   =  
(aquí  i  =  1,2,...
La  demostración  del  Teorema  6.3 da  que
FT(SD  -  y)  +  FT(6D  -  (1  y))             paratodo  y E  [O, 1]’          (6.20)
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y
F8(5E  x)  + FS(E  (1  —  x))    WF(E) para  todo  x E [O, 1]vs.
k(E)
Podemos  usar  estos  hechos  ya  que  F  satisface  (u) y  (vii).
Consideremos  x’,  ...  ,  xV  E  [O, 1]  definidos más  arriba.  Entonces  tenemos
FS(E  x)  + pE  .  (1  —  xi))>  WF(E)     para  1 <i  <  yT.
-  k(E)
Pongamos
k(E)FS(SE  xi),  zi  —  k(E)F8(SE.  (1  — xi)),  para  1  <i  
yi=
-  WF(E)WF(E)
Entonces  yj,  z   O y  yj  +  z    1
Definimos  y’  =  min{yi,  1},  z”  =  1  — y’.  Tenemos
Oy’l  y  Oz1,                                    (6.21)
 y,                                                         (6.22)
z  =  1  — y’  =  1  — min{yj,  1}  =  max{1  — y,  O} <max{z,O}  =  z.           (6.23)
Por  tanto
WF(A)  +  WF(B)  =  FT(8FS  (E  x1),  ...  , &FS(8E  .
+FT(5F3(.  (1  —x’)),  ...  ,&FS(E  .  (1  Tv’)))  =
___                         D     DWF(E)  [FT(8yi,  ...  , óyv)  +  Fr(81  1,  ... , vrZvr)1>
-  k(E)
>  WF(E)8  *      D *   +FT(  *      D *)]  =
1  Yi7  . .  , 8  Yvr        1 Z ,  . . .  , O  Z,k(E)
—  WF(E)  [FT(  . y*)  +  FT(8D.  (1  —
-  k(E)
>  F(E)  WF(D)  =  WF(DxE)
—  k(E)  k(D)  k(D)k(E)
La  definición  de  x  implica  la  primera  desigualdad;  (iv)  da  la  segunda;  (ji),  (6.22)  y  (6.23)  irnplicaii
la  primera  desigualdad;  (6.20)  y  (6.21)  dan  la  última.  Entonces
WF(D  x  E)  <k(D)k(E)[WF(A)  +WF(B)]
y  por  tanto  k(D  x  E)  <k(D)k(E).                                                    E
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6.4   Demostración  del  Teorema  6.5
Obsérvese  que  el  Teorema  6.4  da  el  enunciado  si demostramos  antes  que  k(C21)  =  1.  Definamos  la
función
g(x,y) =F(x,y,O, ...,O)+F(1—x,i  y,O, ...,O).
Sean A, B c Gm  conjuntos disjuntos tales que A U B =  C2,1. Sean w1, w2 los dos puntos de C2,1, y
Wp(Wl,  A),  y  w(w2,  A). Entonces w(A) + wp(B)  g(x, y). La demostración  del Teorema  6.3
implica  que
k(C2’)          W7(C2,1)                              (6.24)
mmX,YE[o,lI g(x, u)
(y  es  continua  en  [0, 1] x  [0, 1]).  De  cara  a  calcular  el  mínimo  de g,  necesitamos  un  poco  de  análisis
elemental.
En  lo  que sigue  usaremos  la  flotación  a  := p —  1.
Sea  Rb(í)  la  solución de  la  ecuación
a(t  —  R)  + b(1 —  R)  + c(—R)  =  O
Existe  solución única  de esta  ecuación  para  cualesquiera  números  reales  positivos  a, b, c.  Sólo estare
inos  interesados  en  enteros  positivos  a, b, c; en este  caso  tenemos
Rabc(t)  F(t, ...  ,t,1,  ...  ,1,0, ...
donde  t  aparece a veces,  1 aparece  b veces, O aparece  veces,  y a  +  b + c =  u.  Esta  función  tiene
muchas  propiedades,  que  podemos  resumir  en los siguientes  lemas.  Escribamos
=         +c’/],  L  1 +  (c/a)1/.
Nótese  que  1 <  1 <L.
Lema  6.4.  Consideremos enteros positivos a, b, c  con a + b + e =  u  y p>  1 (a >  O). Para  cada real
t  tenemos:
6.4.1. tRbac(1/t)  =  Rabc(t), Si t   0.
6.4.2.  Racb(1 — t)  =  1 — Rabc(t).
6.4.3.  R0b(0) =  b’//[(a  + c)h/& + b’]  y  Rabc(1) =  (a  + b)’//[(a  + b)’/ + e1/].
6.4.4.   Rabc(t) =  t  si y sólo si t =  1.
6.4.5.  Rabc(L) =  1.
Demostración. El enunciado  se sigue de  la  definición  de Rabc.                              E
Lema  6.5.  Consideremos enteros positivos a, b, c,  con a ± b + c =  u  y p>  1 (a  >  O). Para  cada real
t  tenemos:
6.5.1. Ra&c es una función estrictamente decreciente, y
—                 altRabc(t)l1
Rabc(t) —  alt —  Rabc(t)I’ + bu —  Rabc(t)l’ + CIRabc(t)l’
6.5.2.  Ri,ac(1/t) —  (1/t)Rac(1/t) =  Rb(t),  si t   0.
6.5.3.  R’0(1/t) =  t3RbC(t), si t  0.
6.5.4.   limn  Rabc(t)/t  =  Rbac(O)   a’I/[(b  + c)1/ + a1/].
6.5.5.   hIfit(Rabc(t)  —  tR&ac(0))
6.5.6.   RbC(oo) =  lim  RbC(t)   Rbac(O).
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6.5.7.  R’(O)  =  a(a+  c)h/a/[(a  + c)((a  +  c)’/  +  b1/)]  a(l  —  Rabc(0))/(a  + c).
6.5.8.1.  Sip>  2  (a  >  1)  R’abc(L)  =  al//[ah/a  + 1/o}
6.5.8.2.  Sil  <p  <2  (0<  a  <1)  R’abC(L) =0.
6.5.9.1.  Sip>  2  (a>  1)  Rb(l)  =  0.
6.5.9.2.Sil<p<2(0<a<l)R’abc(l)=l.
Demostración.  6.5.1  se obtiene  derivando  implícitamente
6.5.2,  6.5.4  y 6.5.5  son  consecuencias  de 6.4.1.
6.5.3  se  sigue de  6.5.2.
6.5.6  se  sigue de 6.5.1  y  6.5.4  (para  evitar  cálculos,  podemos  aplicar  la  regla  de  l’Hópital).
6.5.7  se  sigue de 6.5.1,  6.4.3 y  6.4.2.
6.5.8.1  y 6.5.8.2 se  siguen  de  6.5.1  y 6.4.5.
6.5.9.1  y 6.5.9.2 se  siguen  de  6.5.1  y 6.4.4.                                      E
Nótese  que  por  6.5.1, Rabc es  una  función  de  clase  C1 eii IR.
Lema  6.6.  Consideremos  enteros positivos  a, b, c,  con a + b + c =  y.
Si  p  >  2  (a  >  1)  la función  RbC(t)  es  estrictamente  decreciente  en  [0, 1] y  [L, oc)  y  es estricta
mente  creciente  en  [l,L].
Si  1  <  p  <  2  (0  <  a  <  1)  la función  R’abc(t) es  estrictamente  creciente  en  [0, 1] y  [L, oc)  y  es
estrictamente  decreciente  en [1, L}.
Demostración.  Definimos la  función  auxiliar
R   (  a—1  _  D   (  c—1S(t)  —  —abct’)C-‘abcY’J
—       ItRabc(t)I’
Por  6.5.1,  RbC(t)  =  a/(a  + S(t)).  Por  tanto  RbC es  creciente  (decreciente)  si  y  sólo  si  S(t)  es
decreciente  (creciente).
Como  RbC(t)   1 para  todo  t,  6.4.4  da que  Rabc(t)  > t  para  t  <  1 y Rabc(t)  <t  para  t  >  1.
Por  6.5.1,  6.4.4  y  6.4.5, Rabc es  una  biyección  creciente  de  {l,L]  en  [1, 1].
Sea  t  E  [l,L].  Entonces  la  función  1 —  Rabc(t)j  =  1 —  Rabc(t)  es  decreciente  y  jt  —  Rab(.(t)  =
t  —  RC(t)  es  creciente  (obsérvese  que  1 —  R’abC >  O en  el  intervalo  abierto).  Por  tanto  el  cociente
1  —  Ra,c(t)j/t  —  Rabc(t)I  es una  función  decreciente.
La  función  t/Rabc(t)  es  creciente,  debido  a  6.5.2:
(  t  ‘  —  Rac(t)—tRbC(t)  —  Rjac(i/t)
Rabc(t))  —     Rabc(t)2     —  Rabc(t)2
Esto  implica  que
IRabc(t)I  —     1
It  —  RC(t)  —  Rabc(t)  —  1
es  una  función  decreciente.
Concluimos  que  RbC(t)  es  creciente  en  [1,  L]  si  a>  1  y  decreciente  si  O  <  a  <  1.
Consideremos  ahora  t  e  [0,  11.
6.4.2  da  que  Rb(t)  =  RCb(1  —  t).  Hemos  probado  antes  que  RCb(t)  es  una  función  creciente
(decreciente)  en  [ch/a/(bl/a  +  el/a),  1  +  (b/a)lk]  si  a>  1  (0  <  a  <  1).
SitE  [0,1]  =  [0,bl/&/(bVa  +  cV’)]  entonces
r  Cita     1  í            fbi/a
1—tel         ,1ICI
Lbl/a  +  cha  .i  L51/a  +  Cha
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Esto  implica  que  RbC(t)  =  RCb(1  —  t)  es una  función  decreciente  (creciente)  en [0, bh//(bV  + c1/)]
si  a>  1 (0 <a  <  1).
Ahora  sea  t  E  [L, oc).
6.5.3  da  que  R’0(1/t)  =  t3R’a’bC(t),  si  t   0.  Hémos demostrado  antes  que  R’b’ac(S) es  negativa
(positiva)  para  s  E (0, a’//(a’/  + c1/a))  si a>  1 (0 <  a  <  1).  En  consecuencia,  RbC(t)  es negativa
(positiva)  dentro  del  intervalo  (L,oc)  =  (1 +  (c/a)1a,oc)  si a>  1(0  <a  <  1).  D
Estamos  interesados  sólo en  valores  particulares  de  a, b, e,  pero  fue  necesario  considerar  valores
generales  para  probar  el Lema 6.6.  En  lo que  sigue consideremos  a  b =  1 y c =  —2.  Denotaremos
por  ¡3 la  constante  ¡3 =  1/a  =  l/(p  —  1).  Denotaremos  por  R,(t)  la  función  R(t)  =  R1,1,_2(t).
Por  la  homogeneidad  (iv)  de la  función  F,  tenemos
g(x,y)  =  yR()  +
Ahora  podemos  reescribir  el Lema  6.6 como  sigue:
Lema  6.6b.  Sea y>  2.
Si p >  2  (a  >  1,  0  <  ¡3 <  1)  entonces  R,(t)  es  estrictamente  decreciente  en  [0, 1/(1  +  ca)]  y
[1  +  ¿3, oc)  y es estrictamente creciente en [1/(1  + ¿3), 1 +  ¿3].
Si  1 <  p  <  2  (0 <  a  <  1,  ¡3 >  1)  entonces R,(t)  es estrictamente creciente en [0, 1/(1  +  ¿3)] y
[1  +  ¿3, oc)  y  es estrictamente decreciente en [1/(1 +  ¿9),  1 +  ¿3].
Lema  6.7.  Seanv>2  yO<s<1<t.
Sip>2  (a>  1, 0<  ¡3<  1)  entonces R,(s)  <  R,(1)  <  R,(t).
Sil  <p < 2 (0 <  a  <  1,  ¡3>  1)  entonces R,(s)  >  R,(1)  >  R,(t).
Demostración.  Las propiedades  6.4.2  y 6.5.7  dan
R(1)  =  R,_2,1(0)  =   1 +  (c/2)  =    —  Ri,_2,1(0)) =  R(1).       (6.25)
6.5.7  y  6.5.6  dan  respectivamente
(1+c)1                       1
R,,(0)  =  (1+c)+1        R(oo)   (1+c)+1
Consideremos  primero  el  caso p>  2  (a>  1,  0  <  /3 < 1).  Las  propiedades  de  la  función  R’,, que
aparece  en el Lema  6.6b implican  que  el enunciado  es cierto  si tenemos  que  R,(0)  <R,(l)  <R,(oc).
La  desigualdad  R,(l)  <R,(oo)  es  equivalente  a
A(c)  =  1 + 2’c  —  (1 +  c)  >  O
pala todo entero  positivo  c.  Es fácil  comprobar  que  A’(c)  >  O para  todo  e positivo.  Esto  implica  la
(.iesigualdad  A(c)  >  A(O)  =  0.
La  desigualdad  R,(0)   R,(1)  es una  igualdad  si c =  1.  Si  e  2  tenemos  que
2R(O)  =  l()1  <        =               = 2R(1).
En  el  caso  1 <p  <  2  se obtiene  el resultado  con el  mismo argumento.                     E
Nótese  que  w(C21)  =  R(1).  Por  (6.24),  la  prueba  del  Teorema  6.5 finaliza  con  el  siguiente
resultado:
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Lema  6.8.  Sea  u>  2. La función  g(x,  y)  satisface,  para cada O <  x,  y  <  1,
R(1)  =  1 +  ((u —  2)/2)’I(P-’)          1+ (u _1)V(P_1)  =  2R(O)     .si p>2,
R(1)  =  1+«  —/2)1/P-1    g(x,y)   +(1)  _21)1/P-1)  =  2R(0)  sil  <p  <  2.
En  particular,  k(C2,1)  1  si  p  >  2  y  k(C2,1)  =  R(l)/(2R(0))  >  1  si  1  <p  <  2.
Demostración.  Por  la  simetría  de  la  función  g,  podemos  suponer  que  x    y.  Así  que  estudiaremos
los  valores  de  g  en  el  conjunto
D  =  {(x,y)  e  [0,112:  xy}.
Primero  veremos  que  g  debe  alcanzar  sus  valores  máximo  y  mínimo  en  D  en  la  frontera  de  D,
porque  Vg   O  en  el  interior  de  D;  de  hecho,  ag/ax   O  en  el  interior  de  D.
De  hecho,  si  ag/ax(x,  y)  =  O,  entonces
R)  =R().                      (6.26)
Si  (x,  y)  es  un  punto  del  interior  de  D,  satisface  rs  >  y  y  así
rs               1—rs
—>1    y    0<      <1.
y               ‘—y
Estas  desigualdades  y  el  Lema  6.7  dan  que  (6.26)  no  tiene  soluciones  enel  interior  de  D.
Estudiaremos  ahora  los  tres  segmentos  de  la  frontera  de  D.
(i)Dfl{x=y}.
Por  la  homogeneidad  de  F,  tenemos
g(x,x)  =  xF(l,  1,0,  .  .  .  ,0)  +  (1—x)F(1,  1,0,  ...  ,0)  =  F(1,  1,0,  .  ..  ,0)  =  R(1)  —  1  +  (c/2)
(u)  D  fl  {x  =  1}.
Estudiaremos  el  crecimiento  de  la  función  B(y)  =  g(1,  y),  y  e  [0,  1]:
g(l,y)  =  F(1,y,0,  ...,0)  +  F(0,1—y,0,  ...,O)  =  R(y)  +  (l—y)R(0)  con  y[0,i].
Entonces  B’(y)  =  R,(y)  —  R(0).
Sea  p>  2.  El  Lema  6.7  da  que  R,(y)  <  R,(l)  <R(oo)  para  O  <y  <  1,  y  6.5.6  da  R,(oo)
R(0).  Así  B’(y)  <0  para  O  <y  <  1  y
R(1)  =  g(1,1)   g(l,y)   g(1,0)  =  2R(0).
Ahora  sea  1  <  p  <  2.  El  Lema  6.7  da  que  entonces  R,(y)  >  R,(1)    R,(oo)  =  R11(0)  para
O  <y  <  1.  Por  consiguiente  B’(y)  >  O  para  O  <y  <  1  y
R(1)  =  g(l,1)    g(1,y)    g(1,0)  =  2R(0).
(iii)  D  n  {y  =  O}.
Este  caso  es  equivalente  a  (u),  ya  que  g(x,  0)  =  g(1,  1  —  rs).  Esto  finaliza  las  pruebas  del  Lema
6.8  y  del  Teorema  6.5.
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6.5   Demostración  de  los  Teoremas  6.6  y  6.7
Teorema6.6.  Sea2i<vyHJ.
(a)  Si F  satisface (ii)—(iv) y
F(xi,...  ,x,0,...  ,0)  <ax1x2..  .x
para  algún x1,...  ,  x1  E  entonces  la desigualdad  de Martio  intermedia  (6.8)  no  se  cumple.
(b)  Supongamos  que F  es  estrictamente  creciente  en cada variable  y  es  dos veces  continuamente
diferenciable  en  (1,...,  1,0,...  ,0)  SiF  satisface  (iii)  y (iv)  y  existe  un  E >0  talque
para  todo (x1,.  .  .  ,x,)  E R,,  entonces  existen  C,p  >0  tales  que
WF(AUB)  <  (WF(A)+WF(B)
wp(G)  —   k     WF(C,)   )
para  todo u  y  todo A, B  C  
Demostración.  Definamos  a,  fr(x1,  ...  ,  x,)  como  en  la  sección  6.1  y  apliquemos  los  Teoremas  6.1
y  6.2  y  el  Corolario  6.2  (en  el  caso  general  y  >  2)  a  F.  Obsérvese  que  wp(G)  =  o.  (a)  es
inmediato.  Si  (6.9)  se  cumple,  entonces  la  condición  sobre  la  diferenciabilidad  de  F  implica  que  F
también  satisface  (el análogo  de)  el miembro  derecho  de  (6.7).  Esto  y el  Teorema  6.2  dan  (b).  E
Teorema  6.7.
(a)  Sea  2 <  i  <  u.  Entonces  existen  8, C, p  positivos  tales  que  (6.10)  se  cumple para  F  =  F  para
todopE  (2—6,2+8).
(b)  Si  i  =  2,  entonces  existe  6 >  O tal  que para  cualquier p  E (2 —  8, oc)  existen  C  > O y p >  O tales
que  (6.10)  se  cumple  para  F  =  F.
Demostración.  (a).  Escribamos  Pa =  {xi+..  .+x,i  =  a}  c IR’1, a E  IR. Lasimetríaen  los argumentos
de  F  implica  que  F(q)  no depende  de j  (q es el centro  de Ro).  Por  tanto  dFp(q)Po  =  0.  Nótese
(Pie  existen  ó  >  O y  un  entorno  Vi  de q en  P1 tal  que  para  cada  i,  j,  fr(q’)  es uniformemente
continua  como  función  de  (p, q’) E  (2 —  6,  2 + 8i)  x  V1.  Es  fácil  comprobar  este  hecho  como  sigue:
(iifrenciación  implícita  de  la  ecuación  (6.4)  y  F  E  C’ (W’) dan  que      es una  función  de  clase
C’  en  un  entorno  del  punto  (2, q)  si p  <  u.  Ya que   fr2  0,  la  fórmula  de  Taylor  con  el  resto
(le  Lagrange  da  que  para  cualquier  e  >  0,  existen  8o >  O y  un  subconjunto  abierto  V,  q E  V  c  P1,
tales  ciue
i»Lra  todo  q’ E V  y  todo  p  E  (2 —  8,2  +  8).  Como  P  —  F  uniformemente  en  R,,  cuando  p  —+ 2,
concluimos  que existen  números  positivos  e,  6 tales  que (6.9) se cumple para  F  =  F  sip  E  (2—6,2+6).
Así  el  Teorema  6.6 da  la  primera  afirmación.
(b).  Sean  t  =  2 y p>  2.  Tenemos  a  R(1).  Por  el Lema  6.7 y  (6.25),
R,,(t)    R(1)  +R(1)(t—  1) =  R(1)’
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para  O  t   1,  lo que  implica  que
X1+X2F(x1,x2,O,.  .  .  ,O)    a            parax1,x2    O.
2
v—2
Por  tanto  existe  c  >  O tal  que  (6.9)  se  cumple  para  F =  F  para todo  p  E (2, oc).  Para  cada  po >  2
finito,  existe  una  constante  C tal  que  el  análogo  a  la  desigualdad  de  la  derecha  en  (6.7)  se  cumple
para  todo  F  =  F(x,  y)  con p  E [2,po].  Podemos  concluir  que  la  afirmación  (b)  se cumple.       E
6.6   Elcasop=oo
En  la Teoría  del Potencial  es posible definir funciones  “oc-armónicas”.  En  esta  Sección, consideramos
la  “medida  oc-armónica”
La  “medida  oo-armónica”se  define  como wF,  donde  F  es el límite
 hm  F(x1,...,x,4.
p-4c0
Obsérvese  que  6.4.3 da  que
F(1,O,...,O)  =F(1,...,i,O)  =
Estas  dos igualdades  y  (u) para  F  dan  que
F(1,x2,...,x_i,O)=     paratodo  O<x2...,xvi.
Deducimos  (usando  (iv)  y  (vi))  que
min(xi,...,x14+max(xi,...,x)
•  2
F  satisface (i)—(vii).  Entonces  el Teorema  6.1  da  que  la  respuesta  al  problema  de Martio  débil  es
negativa  para  la  medida  oc-armónica.
Es  más,  podemos  construir  ahora  conjuntos  A,  B  C G  con D  =  A  U B,- y
D)     — fl+1                   (627
w(A)+w(B)     2
Consideremos  D1 =  G1.  Dado  D  construimos D+i  del  siguiente  modo:  D,.+i  =   I,17,),
donde  I  es cualquier  subconjunto  de  G  con  sólo un  vértice.  Entonces  tenemos  w(Di)  =  1  y
=  woc,(Dn)/2  + 2721,  y  esto  implica  que wc(Dn) =  (n  + 1)2’.
Consideremos  A1 =  C2,1. Dado A  construimos A+i  del siguiente  modo:
Ari+i  =   ,ø).
Entonces  tenemos  que  w(A1)  =  1/2  y  cAn+i)  w(A77)/2;  estos  hechos  implicaii  ciue
‘.too(An)  =  2.  En  consecuencia,  si B  =  D,1  A,  se sigue que  B+i  =  (Bu, 1, I,,... , I).  Entonces
tenemos  que  w(Bj)  =  1/2  y  w(B+1)  =  w(B)/2;  estos hechos  implican  que  w(B,)  =
Estas  igualdades  dan  (6.27).
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