Nontrivial solutions to a class of systems of second-order differential equations  by Li, Yuhua & Li, Fuyi
J. Math. Anal. Appl. 388 (2012) 410–419Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Nontrivial solutions to a class of systems of second-order differential
equations✩
Yuhua Li, Fuyi Li ∗
School of Mathematical Sciences, Shanxi University, Taiyuan 030006, People’s Republic of China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 20 November 2010
Available online 6 November 2011
Submitted by J. Shi
Keywords:
System of second-order differential
equations
Resonance
Critical group
In this paper, we investigate the nontrivial solutions to a class of systems of second-order
ordinary differential equations by using the critical groups and establish the existence
results under the resonant case.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the solutions to the following nonlinear system of second-order differential equations:⎧⎪⎪⎪⎨⎪⎪⎪⎩
−u′′ = αu + φ + g(t, φ), t ∈ (0,1),
−φ′′ = βu, t ∈ (0,1),
u(0) = u(1) = 0,
φ(0) = φ(1) = 0,
(1.1)
where g is continuous and α, β are constants. System (1.1) is related to the stationary solutions of the reaction–diffusion
system⎧⎪⎪⎪⎨⎪⎪⎪⎩
u1t − u1 = αu1 + u2, x ∈ Ω, t > 0,
u2t − u2 = βu1, x ∈ Ω, t > 0,
u1 = u2 = 0, x ∈ ∂Ω, t > 0,
u1(x,0) = u10(x), u2(x,0) = u20(x), x ∈ Ω,
(1.2)
where Ω ⊂ RN is a smooth bounded domain, u10, u20 are continuous functions on Ω . The problem (1.2) is a model to
describe the neutron ﬂux and temperature of the nuclear reactors, and similar problems have been studied by the authors
in [3] where the existence results of prescribed sign stationary solution were established for 2 N < 6.
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−φ′′ = βu, t ∈ (0,1), φ(0) = φ(1) = 0,
is solved by φ(t) = Ku(t) = ∫ 10 k(t, s)u(s)ds, where k(t, s) is the associated Green function, the system (1.1) can be trans-
formed into a second-order differential integral boundary value problem{−u′′ = αu + βKu + g(t, βKu), t ∈ (0,1),
u(0) = u(1) = 0. (1.3)
Therefore, we can establish the existence result of solutions to problem (1.1) by studying the problem (1.3). This idea has
been successfully used in [14]. By the ﬁxed point theorem of cone expansion and compression, Wang and An in [14]
have investigated the existence of positive solutions for the system of second-order differential equations similar to (1.1).
However, the variational methods are diﬃcult for BVP (1.3). On the other hand, we also can transform problem (1.1) into
the following fourth-order boundary value problem:⎧⎪⎨⎪⎩
φ(4) + αφ′′ − βφ = f (t, φ), t ∈ (0,1),
φ(0) = φ(1) = 0,
φ′′(0) = φ′′(1) = 0,
(1.4)
where f (t, x) = βg(t, x). BVP (1.4) can be studied by topological degree theory, variational methods and critical point theory,
see for example [2–5,7–9,11,12,14,16].
The variational structure of BVP (1.4) can be deﬁned. So in this paper, we consider the critical points of the functional
corresponding to the BVP (1.4) to obtain the solutions of system (1.1).
In this paper, we suppose that α,β ∈R satisfy the conditions:
π4 − απ2 − β > 0, α < 2π2, β + α2/4 0. (1.5)
Let
λk = k4π4 − αk2π2 − β, k ∈N= {1,2, . . .}.
Then 0 < λ1 < λ2 < · · · < λk < · · · . It is well known that all the eigenvalues of the linear boundary value problem⎧⎪⎨⎪⎩
φ(4) + αφ′′ − βφ = λφ, t ∈ (0,1),
φ(0) = φ(1) = 0,
φ′′(0) = φ′′(1) = 0
are {λk: k ∈N}. Assume that the following conditions hold:
(H1) f : [0,1] ×R→R is continuous and f is continuously differentiable with respect to the second variable;
(H2) there exist m0 ∈N, δ > 0 such that
λm0x
2  f (t, x)x λm0+1x2, t ∈ [0,1], |x| δ;
(H3) there exist n0  2, ε ∈ (0, λn0 − λn0−1), R > 0 such that
λn0−1 + ε 
f (t, x)
x
 λn0 , t ∈ [0,1], |x| R,
and
lim|x|→∞
1
|x|
[
F (t, x) − 1
2
λn0x
2
]
= −∞ uniformly for t ∈ [0,1],
where F (t, x) = ∫ x0 f (t, y)dy for all t ∈ [0,1] and x ∈R.
The following theorems are our main results.
Theorem 1.1. Assume that f satisﬁes the conditions (H1)–(H3) with m0 = n0 − 1. Then the system (1.1) has at least one nontrivial
solution.
Theorem 1.2. Assume that f satisﬁes the conditions (H1)–(H3) with m0 = n0 − 1, and m0 − n0 is odd. Then the system (1.1) has at
least two nontrivial solutions.
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sublinear cases have been studied by many authors. For example, the author of [6] deﬁned
f0 = lim inf
x→0+
min
t∈[0,1]
f (t, x)
x
, f 0 = limsup
x→0+
max
t∈[0,1]
f (t, x)
x
,
f∞ = lim inf
x→+∞ mint∈[0,1]
f (t, x)
x
, f ∞ = limsup
x→+∞
max
t∈[0,1]
f (t, x)
x
.
By using the ﬁxed point index theory in cone, he obtained the following theorem.
Theorem 1.3. (See [6].) Assume that (1.5) holds and f ∈ C([0,1] × [0,∞), [0,∞)). Then in each of the following cases:
(i) f 0 < λ1 , f∞ > λ1;
(ii) f0 > λ1 , f ∞ < λ1 ,
the BVP (1.4) has at least one positive solution.
We called the case (i) the superlinear case, while the case (ii) sublinear one. These two cases only involve the ﬁrst
eigenvalue.
For the case crossing the nth eigenvalue, the existence of nontrivial solutions to (1.4) has also been studied with the
critical point theory and the Morse theory. In [4], the authors assumed the following conditions
(i) f (t,0) = 0 for all t ∈ [0,1];
(ii) there exist a,b with a < π4 such that
F (t, x) =
x∫
0
f (t, y)dy  1
2
ax2 + b, (t, x) ∈ [0,1] ×R;
(iii) there exists m 1 such that
m4π4 < f ′x(t,0) < (m + 1)4π4, t ∈ [0,1].
They obtained that the BVP (1.4) (with α = β = 0) has at least three distinct solutions.
However, the resonant case has not been considered. When the limit limx→0 f (t, x)/x or lim|x|→∞ f (t, x)/x equals to
some eigenvalue, or the case similar to the conditions (H2), (H3), we call it the resonant case. When the limit
lim|x|→∞
f (t, x)
x
= λn or lim|x|→∞
2F (t, x)
x2
= λn
exists, we say that the BVP (1.4) is resonant at inﬁnity. These kinds of resonant problems have been considered by some
authors. For example, in [15], the authors assumed that the nonlinearity f satisﬁes (H1), there exist m0 ∈N, δ > 0 such that
1
2
λm0x
2  F (t, x) 1
2
λm0+1x2, t ∈ [0,1], |x| δ,
lim|x|→∞
2F (t, x)
x2
= λn,
and
lim|x|→∞
[
f (t, x)x− 2F (t, x)]= +∞.
They obtained that the BVP (1.4) has at least one nontrivial solution.
The similar conditions have been used to study second-order elliptic equations, see for example [7]. In [7], the existence
of one solution was showed. However, in our case, the dimension of kernel space of critical points may be 2 which leads
to different critical groups. In this paper, motivated by the work in [7], we consider the resonant case from one side at ∞
which is different from [15]. We establish the existence of two nontrivial solutions to the BVP (1.4) by computing the critical
groups. In the present paper, we do not require that the limit
lim|x|→∞
f (t, x)
x
or lim|x|→∞
2F (t, x)
x2
exists. Hence, our conditions are more general, and we obtain one more nontrivial solution than in [15].
The rest of the paper is organized as follows. In Section 2, we give some lemmas and deﬁnitions which are useful to our
main results. In Section 3, we give the proof of main theorems. At the end of Section 3, we give an example to show the
signiﬁcance of our work.
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In this section, we will recall some deﬁnitions and lemmas.
Let H = L2(0,1) be the usual real Hilbert space with the inner product (u, v) = ∫ 10 u(t)v(t)dt and the correspond-
ing norm ‖u‖2 = ∫ 10 |u(t)|2 dt for all u, v ∈ H . And let C[0,1] be the usual real Banach space with the norm ‖u‖0 =
maxt∈[0,1] |u(t)| for all u ∈ C[0,1].
Recall that α, β are the constants deﬁned in (1.1). Let μ1, μ2 be the roots of the polynomial P (μ) = μ2 − αμ + β ,
namely μ1,μ2 = (α ±
√
α2 − 4β)/2. Then by the basic assumption (1.5) on α and β , it is easy to see that μ1 μ2 > −π2.
Let Gi be the Green’s function of the linear boundary value problem −u′′ + μiu = 0 for t ∈ (0,1) subject to u(0) =
u(1) = 0, i = 1,2. Let ωi = √|μi |.
If μi > 0, then Gi is explicitly given by
Gi(t, s) = 1
ωi sinhωi
{
sinhωit · sinhωi(1− s), 0 t  s 1,
sinhωi s · sinhωi(1− t), 0 s t  1.
If μi = 0, then Gi is expressed by
Gi(t, s) =
{
t(1− s), 0 t  s 1,
s(1− t), 0 s t  1.
If μi ∈ (−π2,0), then Gi can be expressed by
Gi(t, s) = 1
ωi sinωi
{
sinωit · sinωi(1− s), 0 t  s 1,
sinωi s · sinωi(1− t), 0 s t  1.
See for example [6, Lemma 2.1].
Let G(t, s) = ∫ 10 G1(t, τ )G2(τ , s)dτ , t, s ∈ [0,1].
It is well known that the solution u of the BVP (1.4) in C4[0,1] is equivalent to the solution in C[0,1] of operator
equation
u = K fu, (2.1)
where
Ku(t) =
1∫
0
G(t, s)u(s)ds, t ∈ [0,1], ∀u ∈ L2(0,1),
fu(t) = f (t,u(t)), t ∈ [0,1], ∀u ∈ C[0,1].
Lemma 2.1. (See [10].)
(i) K , K 1/2 : L2(0,1) → L2(0,1) are linear compact, positive deﬁnite and symmetric. The eigenvalues of K are {1/λk}k∈N =
{1/(k4π4 + αk2π2 + β)}k∈N , which have the corresponding orthonormal eigenfunctions {ek}k∈N = {
√
2 sinkπt}k∈N and λk is
increasing with λ1 > 0. Moreover, each eigenvalue 1/λk has algebraic multiplicity 1.
(ii) f : C[0,1] → C[0,1] is bounded and continuous.
(iii) The operator equation (2.1) has a nontrivial solution in C[0,1] if and only if the operator equation
v = K 1/2fK 1/2v (2.2)
has a nontrivial solution in L2(0,1). Moreover, the solution of the operator equation (2.2) in L2(0,1) is equivalent to the critical
point of the functional
J (u) = 1
2
‖u‖2 −
1∫
0
F
(
t, K 1/2u(t)
)
dt,
where F (t, x) = ∫ x0 f (t, y)dy for t ∈ [0,1], x ∈R, and J ′ = I − K 1/2fK 1/2 .
In the following, we list some lemmas and preliminaries about the critical groups.
Let X be a real Banach space, f ∈ C1(X,R), if x ∈ X such that f ′(x) = 0, then x is called a critical point. Let K = {x ∈
X: f ′(x) = 0}, fa = {x ∈ X: f (x) a} for a ∈R.
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Cq( f , p) = Hq
(
fc ∩ Up,
(
fc\{p}
)∩ Up;G)
the qth critical group, with coeﬃcient group G of f at p for all q ∈ N ∪ {0}, where Up is a neighborhood of p such that
K ∩ ( fc ∩ Up) = {p}, and H∗(X, Y ;G) stands for the singular relative homology groups with the Abelian coeﬃcient group G .
According to the excision property of the singular homology group, the critical groups are well deﬁned, i.e., they do not
depend on a special choice of the neighborhood Up .
If f satisﬁes the (PS) condition and the critical values of f are bounded from below on X by some a ∈ R, then the
critical groups of f at inﬁnity are deﬁned as
Cq( f ,∞) = Hq(X, fa;G), q ∈N∪ {0}.
By the deformation lemma, the right-hand side does not depend on the choice of a.
With these deﬁnitions, we have the following famous Morse inequalities:
∞∑
q=0
(−1)qMq =
∞∑
q=0
(−1)qβq,
k∑
q=0
(−1)k−qMq 
k∑
q=0
(−1)k−qβq, k ∈ N∪ {0},
where Mk =∑ f ′(u)=0 rankCk( f ,u), βk = rank Ck( f ,∞).
The Morse inequalities and critical groups are very useful in studying the existence and multiplicity of critical points. In
fact, we can distinguish critical points by using critical groups and then ﬁnd other critical points by the Morse inequalities.
The following lemmas are the consequences of the Morse inequalities which are suﬃcient for proving Theorems 1.1
and 1.2.
Lemma 2.2. (See [7].) Suppose that f ∈ C1(X,R) satisﬁes the (PS) condition, and f has only ﬁnitely many critical points.
(i) If Ck( f ,∞) = 0 for some k ∈N∪ {0}, then f has a critical point u such that Ck( f ,u) = 0.
(ii) Suppose that 0 is an isolated critical point of f , and Ck( f ,0) = Ck( f ,∞) for some k ∈ N ∪ {0}. Then f has a nonzero critical
point.
Lemma 2.3. (See [11].) Let { ft : t ∈ [0,1]} be a family of C1-functionals deﬁned on a Hilbert space X, which satisﬁes the (PS) condition,
such that f ′t and ∂t ft are locally Lipschitz continuous. If there exist a ∈R and δ > 0 such that
ft(u) a ⇒
∥∥ f ′t (u)∥∥ δ, t ∈ [0,1],
then f a0 is homeomorphic to f
a
1 . In particular, for all k ∈N∪ {0} we have Ck( f0,∞) ∼= Ck( f1,∞).
Let n0 ∈N. Suppose that A : H → H is deﬁned by
(Au, v) = (u, v) − λn0(Ku, v), u, v ∈ H .
Then A is a self-adjoint bounded linear operator on H . Let H0 = ker A, and let H− and H+ be the negative and positive
spaces of A respectively. Then H = H− ⊕ H0 ⊕ H+ . In fact, by Lemma 2.1, we know easily that H− = span{e1, e2, . . . , en0−1},
H0 = span{en0 } and
H+ = (H− + H0)⊥ =
∞⊕
k=n0+1
span{ek}.
Obviously, H− and H0 are all ﬁnite dimensional spaces.
For each u ∈ H , we write u = u+ + u0 + u− and uˆ = u+ + u0 − u− , where u∗ ∈ H∗ for ∗ = +,0,−.
In the following, we denote positive constants by C,C1,C2, . . . , and n ∈N is suﬃciently large.
Let
J s(u) = (1− s) J(u) + s
2
(∥∥u+∥∥2 + ∥∥u0∥∥2 − ∥∥u−∥∥2), u ∈ H, s ∈ [0,1].
Then we can prove that the functionals J s satisfy the conditions of Lemma 2.3. In fact, we have the following results.
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Proof. It is obvious that J s , s ∈ [0,1] are all C1-functionals deﬁned on the Hilbert space H and J ′s and ∂s J s are locally
Lipschitz continuous. In the following, we prove the (PS) condition and the conclusion of Lemma 2.3 holds for J s .
Since λ1 < λ2 < · · · < λn < · · · , then(
Au,u+
)
 (1− λn0/λn0+1)
∥∥u+∥∥2, u ∈ H, (2.3)
−(Au,u−)= −∥∥u−∥∥2 + λn0(Ku−,u−) (λn0 − λn0−1)(Ku−,u−), u ∈ H . (2.4)
In the following, we will prove that for any {(sn,un)} ⊂ [0,1] × H ,
J ′sn (un) → 0
‖un‖ → ∞
}
⇒ J sn (un) → +∞. (2.5)
In fact, let f1(t, x) = f (t, x)−λn0x, G1(t, x) =
∫ x
0 f1(t, y)dy for all t ∈ [0,1] and x ∈R. Then by the condition (H3), for |x| R
and t ∈ [0,1], we have
λn0−1 − λn0 + ε 
f1(t, x)
x
 0.
Hence, for |K 1/2u(t)| R ,
f1
(
t, K 1/2u(t)
)
K 1/2uˆ(t) = f1(t, K
1/2u(t))
K 1/2u(t)
K 1/2u(t)K 1/2uˆ(t)
= f1(t, K
1/2u(t))
K 1/2u(t)
(∣∣K 1/2u+(t) + K 1/2u0(t)∣∣2 − ∣∣K 1/2u−(t)∣∣2)
 (λn0 − λn0−1 − ε)
∣∣K 1/2u−(t)∣∣2.
So
−
1∫
0
f1
(
t, K 1/2u(t)
)
K 1/2uˆ(t)dt
= −
∫
|K 1/2u(t)|R
f1
(
t, K 1/2u(t)
)
K 1/2uˆ(t)dt −
∫
|K 1/2u(t)|<R
f1
(
t, K 1/2u(t)
)
K 1/2uˆ(t)dt
−(λn0 − λn0−1 − ε)
∫
|K 1/2u(t)|R
∣∣K 1/2u−(t)∣∣2 dt − C∥∥K 1/2uˆ∥∥
−(λn0 − λn0−1 − ε)
1∫
0
∣∣K 1/2u−(t)∣∣2 dt − C1‖uˆ‖
= −(λn0 − λn0−1 − ε)
1∫
0
∣∣K 1/2u−(t)∣∣2 dt − C1‖u‖.
Then according to (2.3)–(2.5), since ε ∈ (0, λn0 − λn0−1), we have
‖un‖
(
J ′sn (un), uˆn
)
= (1− sn)
[ 1∫
0
un(t)uˆn(t)dt − λn0
1∫
0
K 1/2un(t)K
1/2uˆn(t)dt −
1∫
0
f1
(
t, K 1/2un(t)
)
K 1/2uˆn(t)dt
]
+ 2sn‖un‖2
 (1− sn)
[
(1− λn0/λn0+1)
∥∥u+n ∥∥2 + ε 1∫
0
∣∣K 1/2u−n (t)∣∣2 dt − C1‖un‖
]
+ 2sn‖un‖2
 (1− sn)C2
(∥∥u+n ∥∥2 + ∥∥u−n ∥∥2)− C1‖un‖ + 2sn‖un‖2.
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sn → 0,
∥∥u+n ∥∥2 + ∥∥u−n ∥∥2  C3∥∥u0n∥∥. (2.6)
This yields that
1
‖un‖
[‖un‖2 − λn0∥∥K 1/2un∥∥2] 1‖un‖ [∥∥u−n ∥∥2 − λn0∥∥K 1/2u−n ∥∥2]
−C4 ‖u
−
n ‖2
‖un‖ −C5. (2.7)
Let vn = un/‖un‖. Then ‖vn‖ = 1. Since
vn = u
+
n
‖un‖ +
u−n
‖un‖ +
u0n
‖un‖ ,
it follows from (2.6) that
‖u+n ‖
‖un‖ → 0,
‖u−n ‖
‖un‖ → 0,
‖u0n‖
‖un‖ → 1. (2.8)
Since dim H0 = 1, {u0n/‖un‖} has a subsequence which converges to a point in H0. Hence up to a subsequence vn → v
in H by (2.8) and ‖v‖ = 1. It follows that K 1/2vn → K 1/2v in C[0,1], and then K 1/2v = 0. For every t ∈ D := {t ∈
[0,1]: K 1/2v(t) = 0}, we have |K 1/2un(t)| → ∞. So by the condition (H3)
G1(t, K 1/2un(t))
|K 1/2un(t)|
|K 1/2un(t)|
‖un‖ =
G1(t, K 1/2un(t))
|K 1/2un(t)|
[∣∣K 1/2v(t)∣∣+ o(1)]→ −∞.
On the other hand, the condition (H3) implies that G1 is bounded from above, hence for n large enough,
1
‖un‖
∫
[0,1]\D
G1
(
t, K 1/2un(t)
)
dt  C6. (2.9)
Moreover, by Fatou’s Lemma, since the Lebesgue measure of D is positive, we have
1
‖un‖
∫
D
G1
(
t, K 1/2un(t)
)
dt =
∫
D
G1(t, K 1/2un(t))
|K 1/2un(t)|
|K 1/2un(t)|
‖un‖ dt → −∞. (2.10)
It follows from (2.9) and (2.10) that
1
‖un‖
1∫
0
G1
(
t, K 1/2un(t)
)
dt → −∞. (2.11)
By (2.7) and (2.11), we have
J (un) = ‖un‖
(
1
2‖un‖
[‖un‖2 − λn0∥∥K 1/2un∥∥2]− 1‖un‖
1∫
0
G1
(
t, K 1/2un(t)
)
dt
)
→ +∞.
Notice (2.8), we know for n large enough,∥∥u+n ∥∥2 + ∥∥u0n∥∥2 − ‖u−n ‖2 > 0.
Therefore,
J sn (un) = (1− sn) J (un) +
sn
2
(∥∥u+n ∥∥2 + ∥∥u0n∥∥2 − ∥∥u−n ∥∥2)→ +∞.
So (2.5) holds. For any s ∈ [0,1], if {un} is a (PS) sequence of the functional J s , then we have from (2.5) that {un} is bounded
in H . So we can assume that
un ⇀ u, in H .
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u−n → u−, u0n → u0 in H,
K 1/2un → K 1/2u in H .
Therefore,
∥∥u+n − u+∥∥2 = ( J ′s(un) − J ′s(u),u+n − u+)+ (1− s) 1∫
0
[
f1
(
t, K 1/2un
)− f1(t, K 1/2u)](u+n − u+)dt.
By Lemma 2.1, we have that ‖u+n − u+‖ → 0. Therefore, un → u in H if s ∈ [0,1]. Consequently, J s satisﬁes the (PS)
condition.
For any a ∈R1 and δ > 0, there exists (s,u) ∈ [0,1] × H such that
J s(u) a,
∥∥ J ′s(u)∥∥ δ.
Hence we can choose a = −n, δ = 1/n, then there exists {(sn,un)} such that
J sn (un) → −∞, J ′sn (un) → 0.
It follows from (2.5) that {un} is bounded in H . This contradicts with that J sn (un) → −∞. Therefore, the family of
C1-functionals { J s: s ∈ [0,1]} satisﬁes all the conditions of Lemma 2.3. 
3. Proofs of main theorems
Proof of Theorem 1.1. By Lemma 2.4, the family of C1-functionals { J s: s ∈ [0,1]} satisﬁes all the conditions of Lemma 2.3.
Hence J = J0 satisﬁes the (PS) condition and
Cq( J ,∞) = Cq( J0,∞) ∼= Cq( J1,∞), q ∈ N∪ {0}.
Now, we consider the critical groups of J1. Since
J1(u) = 1
2
(∥∥u+∥∥2 + ∥∥u0∥∥2 − ∥∥u−∥∥2), u ∈ H,
and 0 is the unique critical point of J1, then
Cq( J1,∞) = Cq( J1,0), q ∈N∪ {0}.
Obviously, 0 is a nondegenerate critical point with the Morse index n0 − 1, therefore
Cq( J1,0) = δq,n0−1G, q ∈ N∪ {0},
i.e.,
Cq( J ,∞) = δq,n0−1G, q ∈N∪ {0}.
In the following, we consider the critical groups of J at 0.
From the condition (H2), by the Taylor formula with Lagrange type remainder for f (t, x) near 0, we know that
λm0  f ′x(t,0) λm0+1, t ∈ [0,1].
We can distinguish three cases:
(i) λm0 < f
′
x(·,0) < λm0+1;
(ii) f ′x(·,0) = λm0 ;
(iii) f ′x(·,0) = λm0+1,
where λm0 < f
′
x(·,0) denotes that λm0  f ′x(t,0) for all t ∈ [0,1] and there is t0 ∈ [0,1] such that λm0 < f (t0,0).
For case (i), it is easy to prove that 0 is a nondegenerate critical point with the Morse index m0, so Cq( J ,0) = δqm0G ,
q ∈N∪ {0}.
For case (ii), it is easy to see that 0 is a degenerate critical point with the Morse index m0 − 1 and dimker J ′′(0) = 1, so
by the shifting theorem,
Cq( J ,0) = Cq−m0+1(˜ J ,0), q ∈N∪ {0}
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Cq−m0+1(˜ J ,0) = δq−m0+1,1G, q ∈N∪ {0},
that is,
Cq( J ,0) = δqm0G, q ∈ N∪ {0}.
For case (iii), we can easily prove that 0 is a degenerate critical point with the Morse index m0. By the shifting theorem,
Cq( J ,0) = Cq−m0 (˜ J ,0), q ∈N∪ {0}.
By the condition (H2), 0 is a local minimum of J˜ , so
Cq−m0 (˜ J ,0) = δq−m0,0G, q ∈N∪ {0},
that is,
Cq( J ,0) = δqm0G, q ∈ N∪ {0}.
Therefore, from the above three cases, we have
Cq( J ,0) = δqm0G, q ∈ N∪ {0}.
Since m0 = n0 − 1, it follows from Lemma 2.2 that J has a nonzero critical point u, and Cn0−1( J ,u) = 0. Therefore, the
system (1.1) has a nontrivial solution. The proof is completed. 
Proof of Theorem 1.2. Let u is the nontrivial critical point of J obtained in Theorem 1.1. By the proof of Theorem 1.1,
Cq( J ,0) = δqm0G , Cq( J ,∞) = δq,n0−1, q ∈ N∪ {0} and Cn0−1( J ,u) = 0. In the following, we consider the critical groups of J
at u. In fact, since u is a critical point of J ,
dimker J ′′(u) 2.
(i) If dimker J ′′(u) = 0, then u is a nondegenerate critical point of J . It follows from Cn0−1( J ,u) = 0 that
Cq( J ,u) = δq,n0−1G, q ∈N∪ {0}.
Suppose that there is no critical points of J other than u and 0. By the Morse inequality, (−1)n0−1 = (−1)m0 + (−1)n0−1. It
is a contradiction. Thus we must have a second nontrivial solution.
(ii) If dimker J ′′(u) = 1, then u is a degenerate critical point of J . Thus 0 is either a local minimum or a local maximum
of J˜ . It follows from Cn0−1( J ,u) = 0 that
Cq( J ,u) = δq,n0−1G, q ∈N∪ {0}.
Similarly, we obtain the existence of a second nontrivial solution.
(iii) If dimker J ′′(u) = 2, then u is a degenerate critical point of J . Suppose that 0 is either a local minimum or a local
maximum of J˜ . Then it follows from Cn0−1( J ,u) = 0 that
Cq( J ,u) = δq,n0−1G, q ∈N∪ {0}.
Similar to before, we obtain a second nontrivial solution. Suppose that 0 is neither a local minimum nor a local maximum
of J˜ . Then it follows from Cn0−1( J ,u) = 0 that
Cq( J ,u) = 0, q = n0 − 1.
We may assume that rankCn0−1( J ,u) = l. Suppose that there is no critical points of J other than u and 0. By the Morse
inequality, (−1)n0−1 = (−1)m0 + (−1)l . By the condition of Theorem 1.2, m0, n0 − 1 are all odd or even. That is 0= (−1)l . It
is a contradiction. Therefore we obtain a second nontrivial solution again. The proof is completed. 
Remark 3.1. Our Theorems 1.1 and 1.2 do not require that the limit
lim|x|→∞
f (t, x)
x
= λn0 or lim|x|→∞
2F (t, x)
x2
= λn0
exists, therefore the condition (H3) is different from the condition in [15]. Moreover, it can be applied to a more general
case. Now we give the following example to show this fact.
Y. Li, F. Li / J. Math. Anal. Appl. 388 (2012) 410–419 419Example 3.1. Let f be deﬁned on [0,1] ×R as follows
f (t, x) = 1
2
(λm0 + λm0+1) sin x+
1
2
(λn0−1 + λn0)x
(
1− e−(1+t)x2)+ 1
2
(λn0 − λn0−1 − ε)x sin ln
(
1+ x2),
where ε ∈ (0, λn0 − λn0−1). Then f satisﬁes all conditions of Theorem 1.1. We will obtain one nontrivial solution. However,
F (t, x) = 1
2
(λm0 + λm0+1)(1− cos x) +
1
4
(λn0−1 + λn0)
(
x2 + 1− e
−(1+t)x2
1+ t
)
+ 1
8
(λn0 − λn0−1 − ε)
[(
1+ x2)(sin ln(1+ x2)− cos ln(1+ x2))+ 1],
and the two limits
lim|x|→∞
f (t, x)
x
and lim|x|→∞
2F (t, x)
x2
do not exist, that is, f does not satisfy the conditions in [15]. So our conditions are more general.
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