In this paper we apply integer programming (IP) 
Introduction
Wave-pipelining is one of widely used methods for designing high throughput VLSI circuits and its goal is to maximize utilization of the combinational logic without use of intermediate latches and registers [4] . Two common assumptions made in wave-pipelining are: (1) the total length of the logic path in a circuit is "long enough" to cause delay variations, and (2) the total data dispersion is small i.e. locality of data or logic signals in a circuit is high [13] . These assumptions make it possible for the system to have several waves (logic signals) that propagate simultaneously (data locality assumption) across the circuitry (logic path is long assumption), thus allowing for a higher throughput. Some of basic concepts involved in wave-pipelined systems are [8] :
clock skew -that represents arrival of a signal at different times at the clock inputs of different flip-flops due to the propagation delay denoted as t prop speedup -that signifies improvement in the circuit performance resulting from the fact that N data waves propagate simultaneously through the circuit (note that in standard pipelines, the speedup is associated with number of pipeline stages instead of the number of data waves).
timing constraints -that denote constrains imposed on the circuit by the timing factors and are represented by:
where T diff is the difference between the maximum and minimum delays (T diff = D max -D min ), while the clocking overhead is T setup + T hold + (2 * clock skew), where T setup is the setup time and T hold is the hold time.
When data is fed into the wave-pipelined circuit, the main goal of system design is to effectively pipeline the flow of data waves to achieve the maximum throughput (rate of pipelining) without use of intermediate stoppages such as latches and registers [14] . The key idea here is to allow multiple waves of data to propagate through the logic circuit, which is designed so that subsequent data waves do not overlap. In this context, the two most desirable features of wave-pipelined systems are [16] : most logic paths have the same depth, fan-in/fan-out of the elements are the same. To achieve this goal, logic restructuring for delay balancing is applied.
It should be noted, that due to the following factors, the design of wave-pipelined systems is quite complex and challenging:
it depends strongly on nature of the circuit, i.e. the logic family to which a given circuit belong to, it is vulnerable to the process, volume and temperature (PVT) variations [13] -in other words, changes in the operating environment (e.g. variations of the temperature inside of the computer) have direct effect on the design of the system as they affect the delay in wave-pipelined circuits, and both maximum delay D max and minimum delay D min have to be considered in designing wave-pipelined circuits -logic waves can be neither too fast nor too slow (while in conventional pipeline circuits, only the maximum delay has to be considered).
The aim of our work is to investigate how integer programming based techniques can be applied to logic restructuring in wave-pipelined circuits. We proceed as follows. In the next section we briefly summarized related work. We follow by a description of integer programming techniques arising in the context of logic restructuring and the branch and bound heuristics. In Section 5 we present results of our experimental work and follow with description of possible future research directions.
Related Work
In design of wave-pipelined systems, one of fundamental approaches used in logic restructuring is node collapsing [13] . This process results in balanced circuit configuration and helps further conditioning of the circuit to confirm to the minimum timing requirements [5, 6] . Furthermore, it can be applied as a pre-processing stage of solving the logic restructuring problem.
Thus far, the problem of logic restructuring in wavepipelined circuits has been solved mostly by utilizing linear programming (LP) techniques [2, 3] . Here, the ultimate goal was to minimize the difference in path delays of the circuit (to achieve maximum rate pipelining with minimal number of circuit nodes [4] ). LP techniques used to address problem of delay balancing in have been applied at different levels [7, 17, 18] :
by Berkelaar et al at the transistor level [17] . by Dunlop et al at the gate level [18] .
Both these techniques are essentially the same and try to minimize the overall power dissipation of the circuit by reducing the gate load capacitance.
Finally, it was suggested that integer programming (IP) can be applied to logic restructuring in wave-pipelined circuits. Such suggestion has been made in [1] , which an overview of how IP can be applied to various resource allocation problems. However, beyond a suggestion made, an actual instance of integer programming being actually applied to the logic restructuring problem could not be found.
Integer Programming Approach
Basic steps involved in solving the problem of logic restructuring in wave-pipelined circuits are: initial formulation of the IP problem, optimizing the circuit using the node collapsing solving the IP problem using branch and cut algorithm, quantitative analysis of the results, where the second step, while highly desirable, can be omitted if only a pure IP problem is to be solved. The role of node collapsing is to reduce the total number of nodes and thus to simplify the circuit design and improve its overall balance.
An integer programming problem is an optimization problem of the form:
where, x X; X = Z {x € R | Ax b}, Z denotes the set of all integers, R represents the set of all real n-vectors [10] . Finally, Ax b is referred to as the formulation of the Set X. An important factor involved in practical use of integer programming is a correct -from the perspective of the problem to be solved -formulation of the particular IP problem (as an integer programming problem can have several formulations). In the case of the logic restructuring we apply a formulation based on weighted graph representation of the circuit [1] . Here, the weighted graph representation has the form G(d, f in , f out ), where, d is the delay (weight of the path), f in is the fan-in of the node and f out represents fan-out of the node. In Figure 1 we depict a simple one-bit adder (top panel) and its weighted graph representation. Here, each node has fan-in value 2 and fan-out value 1. The value in each of the nodes of the weighted-graph is used as an input to the branch and bound algorithm (which is used to solve the IP problem). An optimal solution to the logic restructuring (and thus the IP) problem is a sequence of nodes that give the minimum delay in the circuit. The heuristic technique used here, in a single run through the circuit, explores every possible permutation of nodes, i.e. every possible path in the graph before arriving at a solution. The initial step of the solution process, before the IP problem is solved is node collapsing. Node collapsing is one of the most widely used circuit optimization tools in practice [5, 6, 9, 13] . As a result, the total number of logic gates is reduced and a balanced circuit configuration is obtained. It is the circuit after the node collapsing procedure that becomes the actual input into the IP solver.
Identifying various constraints involved in the integer programming problem forms an important part of the problem-solving process. Typical constraints involved in the IP problem arising in the case of wave-pipelined circuits are:
node constraints -set up a specific domain for each circuit parameter, and assignment constraints -represent the nature of the inputs of every gate.
These constraints define the domain of parameters associated with every node in the circuit and may also be used to specify lower and upper bounds on selected values of each circuit parameter. This latter situation results in reduced number of constraints in the case if integer programming compared with that in the case of linear programming based approach. The objective function of the IP approach takes into account each of these constraints. The lower bound is given by f in 1 i.e. there must be a minimum of one input, while the upper bound is given by the maximum number of inputs at any node in the circuit f in .
After circuit constraints are defined, the next step is the definition of the objective function. This function defines mathematically the basic objective of the integer programming problem and is given by the equation:
where d ij denotes the arc-costs (delay) between nodes i and j, while the x ij = 1, if path (i, j) exists in the graph, and 0 otherwise (this is an assignment constraint).
Problem prepared in the above described way can be solved, and one of the best approaches to the solution of an IP problem (especially in the case of data representation based on a weighted graph) is a branch and bound approach described in the next section.
The Branch and Bound Algorithm
An optimal solution to the integer programming problemposed in the context of wave-pipelined circuits -is a sequence (or its permutation) of nodes that results in the minimum delay for the circuit. Note that an IP problem, in general, is NP-hard -as it is a subset of the 3-SAT Circuit Satisfiability problem [12] . When an integer programming formulation of the logic restructuring problem is to be solved, we can apply the branch and bound algorithm as a solution heuristic. Let us denote by n the number of nodes, f(u) function that gives the best possible permutation of the circuit and p pointer to the current node in the subsequence. The proposed branch and bound approach consists of the following steps:
1. increment the pointer p by one 2. f(p) = f(p) + 1 -update the best possible permutation based on the current node 3. for any node k = 2… (p -1), if f(p) = f(k) then proceed to step 2 -this will ensure that the same node has not been selected more than once 4. for any two nodes i, j, if d i > d j then include node j in the formulation for f(p) -here d i refers to the delay associated with node i in the circuit. 5. if p = n -1, then proceed to step 6, otherwise go to step 2 6. compute value of f(p) for the entire sequence of nodes -this will give an optimal solution to the problem.
Note that the bounding condition of the algorithm is given by f 1 < f(u) where f 1 = p k=2 k-1 l=1 {d kl f(k) f(l)}and d kl denotes the delay between any two nodes k and l in the circuit.
In Table 1 we present a sample run of thus described algorithm applied to the 7 node 1 bit adder represented in Proceedings of the Seventh International Symposium on Symbolic and Numeric Algorithms for Scientific Computing (SYNASC'05) Figure 1 . As follows form the algorithm, the branch and bound process stops after 7 steps, when all nodes of the adder have been visited. In the case of one-bit adder represented in Figure 1 , and solution of which is illustrated in Table 1 , the optimal f(u) = 5 (see column f(u) value).
Experimental results
Let us now illustrate through a number of examples the performance of the integer programming approach applied to the problem of logic restructuring in wave-pipelined circuits. The first experiment uses standard CMOS circuit logic gates and the results representing values of parameters D min and D max for increasing total number of nodes and edges in the circuit are depicted in Table 2 and Figure 2 (data represented in Figure 2 originates from columns D min and D max in Table 2 (2) Furthermore, when the number of nodes is increasing initially from 7 to 10, the increase in the value of D max is more substantial than the corresponding increase in the value of D min . For larger number of nodes, both D min and D max grow at a similar rate. (3) Finally, in the case of the 1-bit adder circuit (7 nodes, 10 edges row 1 in Table 2 ), the value of D max -D min = 5, which is exactly the optimal value of f(u) obtained when the integer programming approach was applied to it (see Table 1 ).
In the next series of experiments we have compared the performance of the linear programming and integer programming based approaches to logic restructuring. Before we proceed further, a few observations about interactions between the problem we are solving and the two approaches to its solution (note that these points are not specific to the IP and LP as such, but originate from the problem we are solving). Table 3 . Linear vs. integer programming based approaches.
Nature of the Constraints: Some of the constraints involved in the linear programming problem formulation may be nonlinear in nature. For instance, the expression for the propagation delay is given by [10] :
where, denotes an internal time delay of the node, C in is the input capacitance of the gate and S k is a constant factor that relates the value of to the input capacitance. This makes it difficult for some circuits to be modeled as a linear programming problems. On the other hand, an IP formulation of the problem has only linear constraints to consider. Table 4 . Comparing LP and IP based approaches.
Objective Function: Since the input capacitance is related to the power dissipated by the gate the LP problem aims to minimize the power requirements [10] . The IP problem, on the other hand, takes into account the fan-in (f in ) and fan-out (f out ) of the nodes, thus minimizing the delay requirements.
Circuit Complexity: As the number of nodes in the circuit increases, the non-linear problem solvers in LP techniques become more complex in nature. This increases the optimization time [11] . In the IP approach, the heuristic-technique applied is more efficient as well as simpler and thus faster to implement due to the weightedgraph representation. LP problem cannot use the weighted-graph representation due to the non-linearity of certain constraints.
These considerations have been summarized in Table 3 to give a complete picture of differences between the linear programming and integer programming based approaches as applied to the logic restructuring problem in the case of wave pipelining circuits.
We have applied linear programming and integer programming based techniques to nine different circuits and compared number of steps necessary to obtain the solution. Obtained results are summarized in Table 4 .
As we can see, the non-linear nature of some of the constraints involved in the LP makes it difficult for it to solve larger circuits using the linear programming approach. In the case of the integer programming approach, this problem is taken care of by restricting the domain of the constraints to be linear in nature. This is achieved through assignment constraints and the subsequent weighted-graph representation.
Furthermore, the number of iterations required to solve the problem using LP is always larger than that in the IP approach and this difference can be attributed to the nonlinearities materializing in the LP approach. This in turn increases the total time needed for circuit optimization. Obviously, here we are solving a set of problems that are characterized by a very small number of nodes, but as the number of nodes increases, this effect will become more and more significant. Finally, the additional cost in the LP approach is incurred due to the nonlinear nature of the node constraints. Since the number of iterations required is proportional to the optimization time, the time required for delay balancing also increases. The heuristic technique used i.e. the branch and bound algorithm along with the lesser number of constraints approach accounts for the lesser number of iterations in the IP approach.
To illustrate these points further, in Figure 3 Finally in Figure 4 we compare the performance of linear programming and integer programming based approaches in terms of number of iterations as the function of the difference between the values of D max and D min . In other words, we want to see how many iterations of either approach are necessary to achieve the same reduction in the value of D min -D max. .The plot clearly shows the lesser number of iterations in IP for various values of the delay difference, when compared to that in LP.
In the last series of experiments we have gone beyond the single bit adder and applied the proposed techniques to a number of found and 8 bit adders. Each of the subsequent adder circuits uses the design of the 1-bit adder, depicted in Figure 5 , as the basis. For each adder we have applied the complete logic restructuring process as described in Section 2. Then we have applied the Pspice simulator to evaluate the resulting circuits obtained in two ways, with and without node collapsing. For the node collapsing we have implemented the procedure described in [5, 6, 9] . Table 5 shows the minimum delay D min values (in ns) for the two cases.
It can be easily seen that the difference between the minimum delay values gradually increases with an increase in the complexity of the circuit. This gives an
Proceedings of the Seventh International Symposium on Symbolic and Numeric Algorithms for Scientific Computing (SYNASC'05) idea about the effectiveness of the branch and bound heuristic and the node collapsing procedures. Furthermore, the D min value after node collapsing does not change by a significant amount. This is due to the fact that the ripples carry characteristics in the adder circuits result in the saturation of the minimum delay value in the circuit.
Concluding remarks
In this paper we have addressed the problem of logic restructuring in wave-pipelined circuits and showed that it can be effectively solved using an integer programming based optimization. The success of optimization depends on how well the circuit is first conditioned using the node collapsing procedure is carried out followed by the subsequent circuit optimization. The results of our experiments showed that the number of nodes in the optimized circuit was reduced by about a factor of 1.5 in comparison to the original circuit, which without loss of generality will result in a reduced power consumption that is critical in asynchronous circuits. The branch and bound heuristic used to solve the delay balancing in wave pipelined circuits was found to be more effective in case of the IP approach than the conventional LP approach. The difference between the minimum and maximum delays in the circuit depended on the circuit configuration as well as the degree of the node collapsing procedure.
The following are some of the topics where additional research could be carried out in logic restructuring for delay balancing. (1) Analysis of the additional cost -the additional overhead involved in the IP approach that needs to be analyzed in greater detail would be the cost incurred in the weighted-graph representation of the given circuit i.e. the additional cost incurred in pre-conditioning the circuit before applying the heuristic procedure. (2) Trade-off between the reduction rates -The reduction rates between the delay difference (D max -D min ) and the number of iterations for both the LP and IP approaches needs to be considered. This will give a better focus on how efficient the heuristic search has been applied in the IP approach. A trade-off analysis needs to be done on whether it is the delay difference or the number of iterations which is the deciding factor.
