We provide a detailed treatment of real-valued, smooth and bounded algebro-geometric solutions of the Camassa-Holm (CH) hierarchy and describe the associated isospectral torus. We employ Dubrovin-type equations for auxiliary divisors and certain aspects of direct and inverse spectral theory for self-adjoint Hamiltonian systems. In particular, we rely on Weyl-Titchmarsh theory for singular (canonical) Hamiltonian systems. We also briefly discuss real-valued algebro-geometric solutions with a cusp behaviour. While we focus primarily on the case of stationary algebro-geometric CH solutions, we note that the time-dependent case subordinates to the stationary one with respect to isospectral torus questions.
Introduction
In Gesztesy & Holden (2002) we provided a detailed treatment of the CamassaHolm (CH) hierarchy with special emphasis on its algebro-geometric solutions. The first nonlinear partial differential equation of this hierarchy, the CamassaHolm equation, also known as the dispersive shallow water equation (Camassa & Holm 1993 ) is given by 4u t K u xxt K2uu xxx K4u x u xx C 24uu x Z 0; ðx; tÞ 2R (choosing a convenient scaling of x, t). For various aspects of local and global existence, and uniqueness of solutions of (1.1), wave breaking phenomena, soliton-type solutions ('peakons'), complete integrability aspects, such as infinitely many conservation laws, (bi-)Hamiltonian formalism, Bäcklund transformations, infinite dimensional symmetry groups, etc., we refer to the literature provided in Gesztesy & Holden (2002 . The case of spatially periodic solutions, the corresponding inverse spectral problem, isospectral classes of solutions and quasi-periodicity of solutions with respect to time are discussed in Constantin (1997a Constantin ( ,b, 1998a and Constantin & McKean (1999) . Moreover, algebro-geometric solutions of (1.1) and their properties are studied in Alber & Fedorov (2000 , and Gesztesy & Holden (2002 .
In §2, we recall the basic polynomial recursion formalism that defines the CH hierarchy using a zero-curvature approach. Section 3 recalls the stationary CH hierarchy and the associated algebro-geometric formalism. Section 4 provides a brief summary of self-adjoint canonical systems as needed in this paper, and §5 finally discusses the principal result of this paper, the class of real-valued, smooth and bounded algebro-geometric solutions of the CH hierarchy and the associated isospectral torus. We also briefly discuss real-valued algebro-geometric solutions with a cusp behaviour (cf. (5.80)).
We focus primarily on the case of stationary CH hierarchy solutions as the time-dependent case subordinates to the stationary one with respect to isospectral torus questions, a fact that is briefly commented on at the end of §5.
This paper should be viewed as a companion to our treatment (Gesztesy & Holden 2002 of the CH hierarchy and we refer to it for background material and pertinent references on the subject.
The CH hierarchy, recursion relations and hyperelliptic curves
In this section, we review the basic construction of the Camassa-Holm hierarchy using a zero-curvature approach following (Gesztesy & Holden 2002 .
Throughout this section, we suppose the following hypothesis (N 0 Z Ng f0g). ð2:4Þ One observes that G is the resolvent of minus the one-dimensional Laplacian at energy parameter equal to K4, i.e. and for each n 2N 0 , the following 2!2 matrix V n by V n ðz; xÞ Z KG n ðz; xÞ F n ðz; xÞ z K1 H n ðz; xÞ G n ðz; xÞ ! ; n 2N 0 ; z 2Cnf0g; x 2R; ð2:10Þ assuming F n , G n and H n to be polynomials of degree n with respect to z and C N in x. Postulating the zero-curvature condition KV n;x ðz; xÞ C ½U ðz; xÞ; V n ðz; xÞ Z 0; ð2:11Þ one finds F n;x ðz; xÞ Z 2G n ðz; xÞK 2F n ðz; xÞ; ð2:12Þ zG n;x ðz; xÞ Z ð4uðxÞK u xx ðxÞÞF n ðz; xÞK H n ðz; xÞ; In addition, one finds h n;x ðxÞK 2h n ðxÞ C 2ð4uðxÞK u xx ðxÞÞg n ðxÞ Z 0; n 2N 0 : ð2:21Þ
Using the relations (2.19) and (2.7) permits one to write (2.21) as s-CH n ðuÞ Z ðu xxx K4u x Þf n K 2ð4uK u xx Þf n;x Z 0; n 2N 0 : ð2:22Þ
Varying n 2N 0 in (2.22) then defines the stationary CH hierarchy. We record the first few equations explicitly
:23Þ By definition, the set of solutions of (2.22), with n ranging in N 0 , represents the class of algebro-geometric CH solutions. If u satisfies one of the stationary CH equations in (2.22) for a particular value of n, then it satisfies infinitely many such equations of order higher than n for certain choices of integration constants c [ . At times, it will be convenient to abbreviate (algebro-geometric) stationary CH solutions u simply as CH potentials.
Using equations (2.12)-(2.14), one can also derive individual differential equations for F n and H n . Focusing on F n only, one obtains F n;xxx ðz; xÞK4ðz K1 ð4uðxÞK u xx ðxÞÞ C 1ÞF n;x ðz; xÞ 
Next, we turn to the time-dependent CH hierarchy. Introducing a deformation parameter t n 2R into u (i.e. replacing u(x) by uðx; t n Þ), the definitions (2.9), (2.10) and (2.18) of U, V n and F n , G n and H n , respectively, still apply. The corresponding zero-curvature relation then reads U t n ðz; x; t n ÞK V n;x ðz; x; t n Þ C ½U ðz; x; t n Þ; V n ðz; x; t n Þ Z 0; n 2N 0 ; ð2:28Þ which results in the following set of time-dependent equations: 4u t n ðx; t n ÞK u xxt n ðx; t n ÞK H n;x ðz; x; t n Þ C 2H n ðz; x; t n Þ K 2ð4uðx; t n ÞK u xx ðx; t n ÞÞG n ðz; x; t n Þ Z 0;
ð2:29Þ F n;x ðz; x; t n Þ Z 2G n ðz; x; t n ÞK 2F n ðz; x; t n Þ; ð2:30Þ zG n;x ðz; x; t n Þ Z ð4uðx; t n ÞK u xx ðx; t n ÞÞF n ðz; x; t n ÞK H n ðz; x; t n Þ: ð2:31Þ
Inserting the polynomial expressions for F n , H n and G n into (2.30) and (2.31), respectively, first yields recursion relations (2.3) and (2.7) for f [ and g [ for [ Z 0; .; n. For fixed n2N, we obtain from (2.29) the recursion for h [ for [ Z 0; .; nK1 and h n Z ð4uK u xx Þf n : ð2:32Þ
(When nZ0 one directly gets h 0 Z ð4uK u xx Þ.) In addition, one finds 4u t n ðx; t n ÞK u xxt n ðx; t n ÞK h n;x ðx; t n Þ C 2h n ðx; t n Þ K 2ð4uðx; t n ÞK u xx ðx; t n ÞÞg n ðx; t n Þ Z 0; n 2N 0 : ð2:33Þ
Using relations (2.19) and (2.32) permits one to write (2.33) as CH n ðuÞ Z 4u t n K u xxt n C ðu xxx K4u x Þf n K 2ð4uK u xx Þf n;x Z 0; n 2N 0 : ð2:34Þ
Varying n2N 0 in (2.34) then defines the time-dependent CH hierarchy. We record the first few equations explicitly
ð2:35Þ
Up to an inessential scaling of the (x, t 1 ) variables, CH 1 ðuÞZ 0 with c 1 Z0 represents the Camassa-Holm equation as discussed in Camassa & Holm (1993) .
The stationary algebro-geometric CH formalism
This section is devoted to a quick review of the stationary CH hierarchies and the corresponding algebro-geometric formalism as derived in Gesztesy & Holden (2002 
we introduce the (possibly singular) hyperelliptic curve K n of arithmetic genus n defined by K n : F n ðz; yÞ Z y 2 K R 2nC2 ðzÞ Z 0: ð3:3Þ In the following, we will occasionally impose further constraints on the zeros E m of R 2nC2 introduced in (3.2) and assume that E 0 ; .; E 2n 2Cnf0g; E 2nC1 Z 0: ð3:4Þ We compactify K n by adding two points at infinity, P NC , P NK , with P N C sP N K , still denoting its projective closure by K n . Hence, K n becomes a two-sheeted Riemann surface of arithmetic genus n. Points P on K n nfP N G g are denoted by PZ(z, y), where yð$Þ denotes the meromorphic function on K n satisfying F n (z, y)Z0.
For notational simplicity, we will usually tacitly assume that n2N (the case nZ0 being trivial).
In the following, the roots of the polynomials F n and H n will play a special role and, hence, we introduce on C!R Due to assumption (3.1), u is smooth and bounded, and hence F n ðz; $Þ and H n ðz; $Þ share the same property. Thus, one concludes m j ; n k 2C ðRÞ; j; k Z 1; .; n; ð3:11Þ taking multiplicities (and appropriate reordering) of the zeros of F n and H n into account. Next, we introduce the fundamental meromorphic function fð$; xÞ on K n by fðP; xÞ Z yKzG n ðz; xÞ F n ðz; xÞ Z zH n ðz; xÞ y C zG n ðz; xÞ ; P Z ðz; yÞ 2K n ; x 2R: ð3:12Þ
Assuming (3.4) and (3.6), the divisor ðfð$; xÞÞ of fð$; xÞ is given by ðfð$; xÞÞ Z D P 0 nðxÞ KD P N C mðxÞ ; ð3:13Þ taking into account (3.10). Here we abbreviated m Z fm 1 ; .;m n g; n Z fn 1 ; .;n n g 2s n K n ; ð3:14Þ
where s m K n , m2N, denotes the mth symmetric product of K n . If h 0 is permitted to vanish at a point x 1 2N, then for xZx 1 , the polynomial H n ð$; x 1 Þ is at most of degree nK1 (cf. (2.18)) and (3.13) is altered to
ð3:15Þ that is, one of then j ðxÞ tends to P N K as x/x 1 (cf. also (3.36)). Analogously one can discuss the case of severaln j approaching P N K . Since this can be viewed as a limiting case of (3.13), we will henceforth not particularly distinguish the case h 0 s0 from the more general situation where h 0 is permitted to vanish. Given fð$; xÞ, one defines the associated Baker-Akhiezer vector Jð$; x; x 0 Þ on K n nfP N C ; P N K ; P 0 g by Although J is formally the analogue of the Baker-Akhiezer vector of the stationary CH hierarchy when compared to analogous definitions in the context of the KdV or AKNS hierarchies, its actual properties in a neighbourhood of its essential singularity feature characteristic differences to standard BakerAkhiezer vectors as discussed in Gesztesy & Holden (2002 . The basic properties of f and J then read as follows. KyJðP; x; x 0 Þ Z zV n ðz; xÞJðP; x; x 0 Þ; ð3:24Þ
j 2 ðP; x; x 0 Þj 2 ðP Ã ; x; x 0 Þ ZK H n ðz; xÞ zF n ðz; x 0 Þ ; ð3:27Þ
In addition, as long as the zeros of F n ð$; xÞ are all simple for x 2U, U 4R an open interval, Jð$; x; x 0 Þ, x; x 0 2U, is meromorphic on K n nfP 0 g.
Next, we recall the Dubrovin-type equations for m j . Since in the remainder of this section, we will frequently assume K n to be non-singular, we list all restrictions on K n in this case,
ð3:30Þ
Lemma 3.2. Suppose (3.1) and the nth stationary CH equation (2.22) holds subject to the constraint (3.30) on an open intervalŨ m 4R. Moreover, suppose that the zeros m j , jZ1, ., n, of F n ($) remain distinct and non-zero onŨ m . Then {m j } jZ1, ., n defined by (3.7), satisfies the following first-order system of differential equations:
.; n; x 2Ũ m : ð3:31Þ
Next, assume K n to be non-singular and introduce the initial condition fm j ðx 0 Þg jZ1;.;n 3K n ; ð3:32Þ
for some x 0 2R, where m j ðx 0 Þ s0, jZ1, ., n, are assumed to be distinct. Then there exists an open interval U m 4R, with x 0 2U m , such that the initial value problem (3.31) and (3.32) has a unique solution fm j g jZ1;.;n 3K n satisfyinĝ
.; n; ð3:33Þ and m j , jZ1, ., n, remain distinct and non-zero on U m .
Combining the polynomial approach in §2 with (3.5) yields trace formulae for the CH invariants. For simplicity, we just record two simple cases. Next, we turn to asymptotic properties of f and j j , jZ1, 2.
Lemma 3.4. Suppose (3.1), assume the nth stationary CH equation (2.22) holds, and let P Z ðz; yÞ 2K n nfP N C ; P N K ; P 0 g, x2R. Then
ð3:37Þ and
ð3:39Þ
ð3:41Þ
Since the representations of f and u in terms of the Riemann theta function associated with K n (assuming K n to be non-singular) are not explicitly needed in this paper, we omit the corresponding details and refer to the detailed treatment in Gesztesy & Holden (2002 instead.
Finally, we will recall that solvability of the Dubrovin equations (3.31) on U m 4R in fact implies equation (2.22) on U m . 
Basic facts on self-adjoint Hamiltonian systems
We now turn to the Weyl-Titchmarsh theory for singular Hamiltonian (canonical) systems and briefly recall the basic material needed in §5. This material is standard and can be found, for instance, in Kogan & Rofe-Beketov (1974) , Hinton & Shaw (1981 , 1983 , 1984 , Clark & Gesztesy (2002) and Lesch & Malamud (2003) , and references therein.
Hypothesis 4.1. (i) Define the 2!2 matrix
and suppose a j;k ; b j;k 2L 1 loc ðRÞ, j, kZ1, 2, and AðxÞZ ða j;k ðxÞÞ j;kZ1;2 R 0, BðxÞZ ðb j;k ðxÞÞ j;kZ1;2 Z BðxÞ Ã for a.e. x2R. We consider the Hamiltonian system J J 0 ðz; xÞ Z ðzAðxÞ C BðxÞÞJðz; xÞ; z 2C; ð4:1Þ for a.e. x2R, where z plays the role of the spectral parameter, and where Jðz; xÞ Z ðj 1 ðz; xÞj 2 ðz; xÞÞ u ; j j ðz; $Þ 2AC loc ðRÞ; j Z 1; 2: ð4:2Þ Here AC loc ðRÞ denotes the set of locally absolutely continuous functions on R and the M Ã and M u denote the adjoint and transpose of a matrix M, respectively. (ii) For all non-trivial solutions J of (4.1), we assume the definiteness hypothesis (cf. Atkinson 1964 where ðf; jÞ C 2 Z P 2 jZ1 f j j j denotes the standard scalar product in C 2 . Fix a point x 0 2R. Then the Hamiltonian system (4.1) is said to be in the limit point case at N (respectively, KN) if for some (and hence for all) z 2CnR, precisely one solution of (4.1) lies in L 2 A ððx 0 ;NÞÞ (respectively, L 2 A ððKN; x 0 ÞÞ). (By the analogue of Weyl's alternative, if (4.1) is not in the limit point case atGN, all solutions of (4.1) lie in L 2 A ððx 0 ;GNÞÞ for all z 2C. In the latter case, the Hamiltonian system (4.1) is said to be in the limit circle case at GN.)
To simplify matters for the remainder of this section, we will always suppose the limit point case at GN from now on.
Hypothesis 4.2. Assume hypothesis 4.1 and suppose that the Hamiltonian system (4.1) is in the limit point case at GN.
An elementary example of a Hamiltonian system satisfying hypothesis 4.2 is given by the case where all entries of A and B are essentially bounded on R (cf. §5).
When considering the Hamiltonian system (4.1) on the half-line ½x 0 ;NÞ (respectively, ðKN; x 0 ), a self-adjoint (separated) boundary condition at the point x 0 is of the type
ð4:5Þ
where aZ ða 1 a 2 Þ 2C 1!2 satisfies
In particular, the boundary condition (4.5) (with a satisfying (4.6)) is equivalent to a 1 j 1 ðx 0 ÞC a 2 j 2 ðx 0 ÞZ 0 with a 1 =a 2 2R if a 2 s0 and a 2 =a 1 2R if a 1 s0. The special case a 0 Z ð 1 0Þ will be of particular relevance in §5. Due to our limit point assumption at GN in hypothesis 4.2, no additional boundary condition at GN needs to be introduced when considering (4.1) on the half-lines ½x 0 ;NÞ and ðKN; x 0 . The resulting full-line and half-line Hamiltonian systems are said to be self-adjoint on R, ½x 0 ;NÞ and ðKN; x 0 , respectively (assuming of course a boundary condition of the type (4.5) in the two half-line cases). Next, we digress a bit and briefly turn to Herglotz functions and their representations in terms of measures, the focal point of Weyl-Titchmarsh theory (and hence spectral theory) of self-adjoint Hamiltonian systems.
Herglotz functions are characterized by a representation of the form Returning to Hamiltonian systems on half-lines satisfying hypotheses 4.1 and 4.2, we now denote by J G ðz; x; x 0 Þ the unique solution of (4.1) satisfying J G ðz; $; x 0 Þ 2L One verifies that M ðz; xÞ is a 2!2 matrix-valued Herglotz function. We emphasize that for any fixed x 0 2R, M(z, x 0 ) contains all the spectral information of the selfadjoint Hamiltonian system (4.1) on R (assuming hypotheses 4.1 and 4.2).
Real-valued algebro-geometric CH solutions and the associated isospectral torus
In our final and principal section, we study real-valued algebro-geometric solutions of the CH hierarchy associated with curves K n whose affine part is non-singular and determine the isospectral manifold of smooth and bounded CH solutions. We focus on the stationary case as this is the primary concern in this context and briefly comment on the time-dependent case at the end of this section.
To study the direct spectral problem, we first introduce the following assumptions.
Hypothesis 5.1. Suppose In particular, due to assumptions (5.3) and (5.4), the Hamiltonian system (5.6) satisfies hypotheses 4.1 and 4.2. Explicitly, the Hamiltonian system (5.6) boils down toj for l 2ðE 2jK1 ; E 2j Þ; j Z 1; .; n; ðK1Þ n for l 2ðK N; E 0 Þ; iðK1Þ nCjC1 for l 2ðE 2j ; E 2jC1 Þ; j Z 0; .; n;
and
and analytically continue R 2nC2 ð$Þ 1=2 to CnS. We also note the property R 2nC2 ð zÞ 1=2 Z R 2nC2 ðzÞ 1=2 : ð5:16Þ For notational convenience, we will occasionally call ðE 2jK1 ; E 2j Þ, j Z 1; .; n, spectral gaps and E 2jK1 ; E 2j the corresponding spectral gap endpoints.
Next, we introduce the cut plane P Z CnS ð5:17Þ and the upper, respectively, lower sheets P G of K n by P G Z fðz;GR 2nC2 ðzÞ 1=2 Þ 2K n jz 2Pg ð 5:18Þ
with the associated charts and the two branches f G ðz; xÞ of fðP; xÞ on P G by f G ðz; xÞ Z fðP; xÞ; P Z ðz; yÞ 2P G ; ð5:23Þ one infers from (4.12) and (5.21) that the Weyl-Titchmarsh functionsm G ðz; xÞ associated with the self-adjoint Hamiltonian system (5.6) on the half-lines ½x;GNÞ and the Dirichlet boundary condition indexed by a 0 Z ð 1 0Þ at the point x2R are given bỹ m G ðz; xÞ Zj 2;G ðz; x; x 0 Þ=j 1;G ðz; x; x 0 Þ Z j 2;H ðz; x; x 0 Þ=j 1;H ðz; x; x 0 Þ Z ðK1=zÞf H ðz; xÞ; z 2CnS: ð5:24Þ More precisely, (5.21) yields (5.24) only for sufficiently large jzj. However, since by general principlesm G ð$; xÞ are analytic in C\R, and by (3.12), f G ð$; xÞ are analytic in CnS, one infers (5.24) by analytic continuation. In particular, (5.21) extends to all z 2CnS, i.e. j 1;G ðz; $; x 0 Þ 2L 2 ððx 0 ;HNÞÞ; z 2CnS: ð5:25Þ Next, we mention a useful fact concerning a special class of Herglotz functions closely related to the problem at hand. The result must be well known to experts, but since we could not quickly locate a proof in the literature, we provide the simple contour integration argument below. (ii) N Z nC 1 and 
ð5:29Þ
Proof. Since Herglotz functions are O(z) as jzj/Nand cannot vanish faster than O(1/z) as jzj/N, we can confine ourselves to the range N 2fn; nC 1; nC 2g. We start with the case NZn and employ the following contour integration approach. Consider a closed oriented contour G R;3 , which consists of the clockwise oriented semicircle C 3 Z fz 2Cjz Z E 0 K3 expðKiaÞ;Kp=2% a% p=2g centred at E 0 , the straight line L C Z fz 2C C jz Z E 0 C x C i3; 0% x % Rg (oriented from left to right), the following part of the anticlockwise oriented circle of radius ðR
expðibÞ, arctanð3=RÞ% b% 2pK arctanð3=RÞg, and the straight line L K Z fz 2C K jz Z E 0 C x Ki3; 0% x % Rg (oriented from right to left). Then, for 3O0 small enough and RO0 sufficiently large, one infers Here we used (5.14) to compute the contributions of the contour integral along [E 0 , R] in the limit 3Y0 and note that the integral over C R tends to zero as R[N since P n ðzÞ
Next, utilizing the fact that P n is monic and using (5.14) again, one infers that F n ðlÞdl=½iR 2nC2 ðlÞ 1=2 represents a positive measure supported on S if and only if P n has precisely one zero in each of the intervals ½E 2jK1 ; E 2j , j Z 1; .; n. In other words,
if and only if P n has precisely one zero in each of the intervals ½E 2jK1 ; E 2j , j Z 1; .; n. The Herglotz representation (4.7) and (4.8) then finishes the proof of (5.27).
In the case where NZnC1, the proof of (5.28) follows along similar lines taking into account the additional residues at Gi inside G R;3 , which are responsible for the real part on the right-hand side of (5.29).
Finally, in the case NZnC2, assume that P nC2 =R However, by (5.14), one immediately infers
This contradiction dispenses with the case NZnC2. & Now we are in position to state the following result concerning the half-line and full-line Weyl-Titchmarsh functions associated with the self-adjoint Hamiltonian system (5.6). We denote bym G ðz; xÞ the Weyl-Titchmarsh m-functions corresponding to (5.6) associated with the half-lines ðx;GNÞ and the Dirichlet boundary condition indexed by a 0 Z ð 1 0Þ at the point x2R, and byM ðz; xÞ the 2!2 Weyl-Titchmarsh matrix corresponding to (5.6) on R (cf. (4.12), (4.14) and (4.15)). Moreover, S 0 denotes the open interior of S and the real part of a matrix M is defined as usual by ReðM ÞZ ðM C M Ã Þ=2. The essential spectrum of the half-line Hamiltonian systems (5.6) on ½x;GNÞ (with any self-adjoint boundary condition at x) as well as the essential spectrum of the Hamiltonian system (5.6) on R is purely absolutely continuous and given by
The spectral multiplicities are simple in the half-line cases and of uniform multiplicity two in the full-line case.
Proof. Equation (5.37) follows from (3.12), (5.14) and (5.24). Equation (5.40) is then a consequence of (3.20)-(3.22), (4.14), (4.15), (5.24) and (5.37). Different self-adjoint boundary conditions at the point x lead to different half-line Hamiltonian systems whose Weyl-Titchmarsh functions are related by a linear fractional transformation (cf. Clark & Gesztesy 2002 ) that leads to the invariance of the essential spectrum with respect to the boundary condition at x. In order to prove the Herglotz representation (5.38), one can follow the corresponding computation for Schrödinger operators with algebro-geometric potentials in Levitan (1987, §8.1) 
ð5:45Þ
The only difference compared to the corresponding argument in the proof of lemma 5.1 concerns additional (approximate) semicircles of radius 3 centred at each m j (x), j Z 1; .; n, in the upper and lower complex half-planes. Whenever m j ðxÞ 2ðE 2jK1 ; E 2j Þ, the limit 3Y0 picks up a residue contribution displayed in the sum over j in (5.44). This contribution vanishes, however, if m j ðxÞ 2fE 2jK1 ; E 2j g. In this case, dF n ðm j ðxÞ; xÞ=dz s0 by (4.10) and R 2nC2 ðm j ðxÞÞZ 0 by (2.17). Equation (5.45) then follows from (3.7) and the sign of 3 j (x) must be chosen according to (5.39) in order to guarantee non-positive residues in (5.45) (cf. (4.10)). Next, we apply the Lagrange interpolation formula. If Q nK1 is a polynomial of degree nK1, then
Since F n and G n are monic polynomials of degree n, we can apply (5.46) to Q nK1 ZG n KF n and obtain G n ðz; xÞ F n ðz; xÞ Z 1 C X n jZ1 G n ðm j ðxÞ; xÞ dF n ðm j ðxÞ; xÞ=dz The statement (5.43) for the essential half-line spectra then follows from the fact that the measure in the Herglotz representation (5.38) ofm G (as a function of z) is supported on the set S in (5.13), with a strictly positive density on the open interior S 0 of S. The transformation z /K1=z then yields (5.43) and since half-line spectra with a regular endpoint x have always simple spectra, this completes the proof of our half-line spectral assertions. The full-line case follows in exactly the same manner since the corresponding 2!2 matrix-valued measure U in the Herglotz representation (5.41) ofM (as a function of z) also has support S and rank equal to 2 on S 0 . & Returning to direct spectral theory, we note that the two spectral problems (5.6) on R associated with the vanishing of the first and second component ofJ at x, respectively, are clearly self-adjoint since they correspond to the choices aZ ð 1 0Þ and aZ ð 0 1Þ in (4.5). Hence, a comparison with (3.5), (3.26) and (3.27) necessarily yields fm j ðxÞg jZ1;.;n ; fn j ðxÞg jZ1;.;n 3R. Thus, we will assume the convenient eigenvalue ordering m j ðxÞ! m jC1 ðxÞ; n j ðxÞ! n jC1 ðxÞ; for j Z 1; .; nK1; x 2R: ð5:49Þ
The zeros ofj 1 ð$; xÞ belong to the Dirichlet spectral problem associated with the Hamiltonian system (5.12) (respectively, the weighted Sturm-Liouville problem (5.12)) on R. A comparison with (3.26) then relates the zeros m j ðx 1 Þ, j Z 1; .; n, of F n ð$; x 1 Þ in (3.5) to the Dirichlet spectrum of (5.6) (respectively, (5.12)) on R.
The correspondence between each m j and the related spectral point of the Dirichlet problem (5.6) (respectively, (5.12)) on R is of course effected by the transformation z /K1=z. In contrast to this, the zeros ofj 2 ð$; x 1 Þ do not belong to the Neumann spectrum associated with the Hamiltonian system (5.6) (respectively, the weighted Sturm-Liouville problem (5.12)) on R. In fact, by (5.9), zeros ofj 2 ð$; x 1 Þ correspond to a mixed boundary condition of the typej 1;x ðx 1 ÞCj 1 ðx 1 ÞZ 0. By (3.27), this relates the zeros n j ðx 1 Þ, j Z 1; .; n, of H n ð$; x 1 Þ in (3.5) to the spectrum of (5.6) (respectively, (5.12)) on R corresponding to the self-adjoint boundary conditionj 1;x ðx 1 ÞCj 1 ðx 1 ÞZ 0. Combining lemma 5.1 with the Herglotz property of the 2!2 WeylTitchmarsh matrixM ð$; xÞ then yields the following refinement of theorem 3.2.
Theorem 5.2. Assume hypothesis 5.1. Then fm j g jZ1;.;n , with the projections m j ðxÞ, j Z 1; .; n, the zeros of F n ð$; xÞ in (3.5), satisfies the first-order system of differential equations (3.31) on U m ZR and m j 2C N ðR; K n Þ; j Z 1; .; n:
ð5:50Þ
Moreover, m j ðxÞ 2½E 2jK1 ; E 2j ; j Z 1; .; n; x 2R: ð5:51Þ
In particular,m j ðxÞ changes sheets whenever it hits E 2jK1 or E 2j and its projection m j (x) remains trapped in ½E 2jK1 ; E 2j for all j Z 1; .; n and x2R. The analogous statements apply ton j ðxÞ and one infers n j ðxÞ 2½E 2jK1 ; E 2j ; j Z 1; .; n; x 2R: ð5:52Þ Proof. SinceM ð$; xÞ is a 2!2 Herglotz matrix, its diagonal elements are Herglotz functions. Thus, in accordance with (5.4). Moreover, since by (5.52) the v j (x) also remain trapped in the intervals ½E 2jK1 ; E 2j for all x2R, none of then j can reach P N K and hence h 0 Z 4uC 2u x s0 on R (cf. the discussion surrounding (3.15)). Actually,
2nC2 is a Herglotz function (cf. (5.27)). Remark 5.2. The zeros m j ðxÞ 2ðE 2jK1 ; E 2j Þ, j Z 1; .; n of F n ð$; xÞ, which are related to eigenvalues of the Hamiltonian system (5.6) on R associated with the boundary conditionj 1 ðxÞZ 0, in fact, are related to left and right half-line eigenvalues of the corresponding Hamiltonian system restricted to the half-lines ðKN; x and ½x;NÞ, respectively. Indeed, by (5.22) and (5.25), depending on whetherm j ðxÞ 2P C orm j ðxÞ 2P K , m j (x) is related to a left or right half-line eigenvalue associated with the Dirichlet boundary conditionj 1 ðxÞZ 0. A careful investigation of the sign of the right-hand sides of the Dubrovin equations (3.30) (combining (5.1), (5.14) and (5.18)), then proves that the m j (x) related to right (respectively, left) half-line eigenvalues of the Hamiltonian system (5.6) associated with the boundary conditionj 1 ðxÞZ 0, are strictly monotone increasing (respectively, decreasing) with respect to x, as long as the m j stay away from the right (respectively, left) endpoints of the corresponding spectral gaps ðE 2jK1 ; E 2j Þ. Here we purposely avoided the limiting case where some of the m k (x) hit the boundary of the spectral gaps, m k ðxÞ 2fE 2kK1 ; E 2k g, since the halfline eigenvalue interpretation is lost as there is no L 2 ððx;GNÞÞ 2 eigenfunctioñ JðxÞ satisfyingj 1 ðxÞZ 0 in this case. In fact, whenever an eigenvalue m k (x) hits a spectral gap endpoint, the associated pointm j ðxÞ on K n crosses over from one sheet to the other (equivalently, the corresponding left half-line eigenvalue becomes a right half-line eigenvalue and vice versa) and, accordingly, strictly increasing half-line eigenvalues become strictly decreasing half-line eigenvalues and vice versa. In particular, using the appropriate local coordinate ðz K E 2k Þ 1=2 (respectively, ðz K E 2kK1 Þ 1=2 ) near E 2k (respectively, E 2kK1 ), one verifies that m k (x) does not pause at the endpoints E 2k and E 2kK1 .
Next, we turn to the inverse spectral problem and determine the isospectral manifold of real-valued, smooth and bounded CH solutions.
Our basic assumptions then will be the following.
ð5:56Þ fix x 0 2R and assume that the initial data fm j ðx 0 Þ Z ðm j ðx 0 Þ;Km j ðx 0 ÞG n ðm j ðx 0 Þ; x 0 ÞÞg jZ1;.;n 3K n ; ð5:57Þ
for the Dubrovin equations (3.31) are constrained by m j ðx 0 Þ 2½E 2jK1 ; E 2j ; j Z 1; .; n: ð5:58Þ
Theorem 5.3. Assume hypothesis 5.2. Then the Dubrovin initial value problem (3.31), (5.57) and (5.58) has a unique solution fm j g jZ1;.;n 3K n satisfyinĝ m j 2C N ðR; K n Þ; j Z 1; .; n;
ð5:59Þ and the projections m j remain trapped in the intervals ½E 2jK1 ; E 2j , j Z 1; .; n, for all x2R, m j ðxÞ 2½E 2jK1 ; E 2j ; j Z 1; .; n; x 2R: ð5:60Þ
Moreover, u defined by the trace formula (3.34), i.e. Proof. Given initial data constrained by m j ðx 0 Þ 2ðE 2jK1 ; E 2j Þ, j Z 1; .; n, one concludes from the Dubrovin equations (3.31) and the sign properties of R 1=2 2nC2 on the intervals ½E 2kK1 ; E 2k , k Z 1; .; n, described in (5.14), that the solution m j (x) remains in the interval ½E 2jK1 ; E 2j as long asm j ðxÞ stays away from the branch points ðE 2jK1 ; 0Þ; ðE 2j ; 0Þ. In casem j hits such a branch point, one can use the local chart around (E m ,0), with local coordinate zZ sðz K E m Þ 1=2 , s 2f1;K1g, m 2f2j K1; 2jg, to verify (5.59) and (5.60). Relations (5.61)-(5.63) are then evident from (5.59), (5.60) and jv k x m j ðxÞj% C k ; k 2N 0 ; j Z 1; .; n; x 2R: ð5:66Þ
In the course of the proof of theorem 3.1 presented in Gesztesy & Holden (2002 , one constructs the polynomial formalism (F n , G n , H n , R 2nC2 , etc.) and then obtains identity ( Proof. The discussion in remark 5.2 and theorem 5.3 shows that the motion of eachm j ðxÞ on K n proceeds topologically on a circle and is uniquely determined by the initial datam k ðx 0 Þ, k Z 1; .; n. More precisely, the initial datâ m j ðx 0 Þ Z ðm j ðx 0 Þ; yðm j ðx 0 ÞÞÞ Z ðm j ðx 0 Þ;Km j ðx 0 ÞG n ðm j ðx 0 Þ; x 0 ÞÞ;
are topologically equivalent to data of the type ðm j ðx 0 Þ; s j ðx 0 ÞÞ 2½E 2jK1 ; E 2j !fC;Kg; j Z 1; .; n; ð5:68Þ the sign of s j ðx 0 Þ depending onm j ðx 0 Þ 2P G . If some of the m k ðx 0 Þ 2fE 2kK1 ; E 2k g, then the determination of the sheet P G and hence the sign s k ðx 0 Þ in (5.68) becomes superfluous and is eliminated from (5.68). Indeed, since by (2.16),
G n ðm j ðx 0 Þ; x 0 Þ is determined up to a sign unless m j ðx 0 Þ hits a spectral gap endpoint E 2jK1 ; E 2j in which case G n ðm j ðx 0 Þ; x 0 ÞZ R 2nC2 ðm j ðx 0 ÞÞZ 0 and the sign ambiguity disappears. The n data in (5.68) (properly interpreted if m j ðx 0 Þ 2fE 2jK1 ; E 2j g) can be identified with circles. Since the latter are independent of each other, the isospectral manifold of real-valued, smooth and bounded solutions of s-CH n ðuÞZ 0 is given by a real n-dimensional torus T n . & Remark 5.3.
(i) For simplicity, we only focused on the case 4uK u xx O 0. The opposite case 4uK u xx ! 0 is completely analogous and results in a reflection of E m , mZ 0; .; 2nC 1, and m j ðxÞ; n j ðxÞ, j Z 1; .; n, about zZ0, etc. (ii) The time-dependent case also offers nothing new. Higher-order CH r flows drive eachm j ðx; t r Þ around the same circles as in the stationary case in complete analogy to the familiar KdV case.
In summary, one observes that the reality problem for smooth and bounded solutions of the CH hierarchy, assuming the ordering (5.56) (respectively, the one obtained upon reflection with respect to zZ0), parallels that of the KdV hierarchy with the basic self-adjoint Lax operator (the one-dimensional Schrödinger operator) replaced by the self-adjoint Hamiltonian system (5.6).
The following result was found in response to a query of Igor Krichever who inquired about the significance of the eigenvalue ordering (5.56) (or the one obtained upon reflection at zZ0). As it turns out, such an ordering is crucial if one is interested in smooth algebro-geometric solutions on R.
Theorem 5.4. Suppose E m ! E mC1 ; m Z 0; .2n; and E 2j 0 K1 Z 0 ðrespectively; E 2j 0 Z 0Þ for some j 0 2f1; .; ng: ð5:70Þ Fix x 0 2R and assume that the initial data fm j ðx 0 Þ Z ðm j ðx 0 Þ;Km j ðx 0 ÞG n ðm j ðx 0 Þ; x 0 ÞÞg jZ1;.;n 3K n ; ð5:71Þ
for the Dubrovin equations (3.31) are constrained by m j ðx 0 Þ 2½E 2jK1 ; E 2j ; j 2f1; .; ngnfj 0 g; and
Then there exists a set U m 3R of the type for some constants C j s0, j Z 1; .; n, one obtains
Thus, inverting xðz 1 Þ, one observes 
The singular behaviour (5.91) and (5.92) repeats itself after each revolution of m 1 around its circle and occurs whenever m 1 passes again through E 1 Z0, giving rise to the exceptional set fx k g k2Z in (5.73). Hence, m j 2C 1 ðRÞ, j Z 2; .; n, while m 1;x ZKz 1 ðxÞ 2 blows up whenever x approaches an element of fx k g k2Z . The rest of the discussion follows as in theorem 5.3 and corollary 5.1. Since m 1 ðx 0 ÞZ E 1 Z 0 is not an admissible initial condition in (5.72), one point must be removed from the circle associated to m 1 , which topologically results in R instead of S 1 and hence in the non-compact isospectral manifold T nK1 !R. & Thus, smooth algebro-geometric CH solutions require E 0 Z0 or E 2nC1 Z0. Finally, we briefly turn to the time-dependent case. The basic problem in the analysis of algebro-geometric solutions of the CH hierarchy consists in solving the time-dependent rth CH flow with initial data a stationary solution of the nth equation in the hierarchy. More precisely, given n2N 0 , consider a solution u ð0Þ of the nth stationary CH equation s-CH n ðu ð0Þ ÞZ 0 associated with K n and a given set of integration constants fc [ g [Z1;.;n 3C. Next, let r2N 0 ; we intend to construct a solution u of the rth CH flow CH r (u)Z0 with uðt 0;r ÞZ u ð0Þ for some t 0;r 2R. To emphasize that the integration constants in the definitions of the stationary and the time-dependent CH equations are independent of each other, we indicate this by adding a tilde on all the timedependent quantities. Hence, we shall employ the notationṼ r ,F r ,G r ,H r ,f s ,g s , h s ,c s , etc. in order to distinguish them from V n , F n , G n , H n , f [ , g [ , h [ , c [ , etc . in the following. In addition, we will follow a more elaborate notation inspired by Hirota's t-function approach and indicate the individual rth CH flow by a separate time variable t r 2R.
Summing up, we are seeking a solution u of g CH r ðuÞ Z 4u t r K u xxt r C ðu xxx K4u x Þf r K 2ð4uK u xx Þf r;x Z 0; uðx; t 0;r Þ Z u ð0Þ ðxÞ; x 2R; ð5:94Þ s-CH n ðu ð0Þ Þ Z ðu xxx K4u x Þf n K 2ð4uK u xx Þf n;x Z 0; ð5:95Þ for some t 0;r 2R, n; r 2N 0 , where u satisfies (5.93).
We pause for a moment to reflect on the pair of equations (5.94) and (5.95): as it turns out (cf. Gesztesy & Holden 2002 , it represents a dynamical system on the set of algebro-geometric solutions isospectral to the initial value u (0) . By isospectral we here allude to the fact that for any fixed t r 2R, the solution uð$; t r Þ of (5.94) and (5.95) is a stationary solution of (5.95), s-CH n ðuð$; t r ÞÞ Z ðu xxx ð$; t r ÞK4u x ð$; t r ÞÞf n ð$; t r Þ K 2ð4uð$; t r ÞK u xx ð$; t r ÞÞf n;x ð$; t r Þ Z 0;
ð5:96Þ associated with the fixed underlying algebraic curve K n . Put differently, uð$; t r Þ is an isospectral deformation of u (0) with t r the corresponding deformation parameter. In particular, uð$; t r Þ traces out a curve in the set of algebrogeometric solutions isospectral to u (0) . Thus, relying on this isospectral property of the CH flows, we will go a step further and assume (5.95) not only at t r Z t 0;r but also for all t r 2R. Hence, we start with U t r ðz; x; t r ÞKṼ r;x ðz; x; t r Þ C ½U ðz; x; t r Þ;Ṽ r ðz; x; t r Þ Z 0; ð5:97Þ KV n;x ðz; x; t r Þ C ½U ðz; x; t r Þ; V n ðz; x; t r Þ Z 0; ðz; x; t r Þ 2C !R 2 ; Here we are still assuming (3.4), i.e. E 0 ; .; E 2n 2Cnf0g; E 2nC1 Z 0: ð5:116Þ
The independence of (5.114) of t r 2R can be interpreted as follows. The rth KdV flow represents an isospectral deformation of the curve K n in (5.115), in particular, the branch points of K n remain invariant under these flows v t r E m Z 0; m Z 0; .; 2n C 1: ð5:117Þ
Together with the comments following (5.95), this shows that isospectral torus questions are conveniently reduced to the study of the stationary hierarchy of CH flows since time-dependent solutions just trace out a curve in the isospectral torus defined by the stationary hierarchy. This is of course in complete agreement with other completely integrable 1C1-dimensional hierarchies such as the KdV, Toda and AKNS hierarchies.
