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Abstract
We introduce a new category of generative autoencoders called automodulators.
These networks can faithfully reproduce individual real-world input images like
regular autoencoders, but also generate a fused sample from an arbitrary combina-
tion of several such images, allowing instantaneous ‘style-mixing’ and other new
applications. An automodulator decouples the data flow of decoder operations from
statistical properties thereof and uses the latent vector to modulate the former by
the latter, with a principled approach for mutual disentanglement of decoder layers.
Prior work has explored similar decoder architecture with GANs, but their focus
has been on random sampling. A corresponding autoencoder could operate on real
input images. For the first time, we show how to train such a general-purpose model
with sharp outputs in high resolution, using novel training techniques, demonstrated
on four image data sets. Besides style-mixing, we show state-of-the-art results in
autoencoder comparison, and visual image quality nearly indistinguishable from
state-of-the-art GANs. We expect the automodulator variants to become a useful
building block for image applications and other data domains.
1 Introduction
This paper introduces a new category of generative autoencoders for learning representations of image
data sets, capable of not only reconstructing real-world input images, but also of arbitrarily combining
their latent codes to generate fused images. Fig. 1 illustrates the rationale: The same model can
encode input images (far-left), mix their features (middle), generate novel ones (middle), and sample
new variants of an image (conditional sampling, far-right). Without discriminator networks, training
such an autoencoder for sharp high resolution images is challenging. For the first time, we show a
way to achieve this.
Recently, impressive results have been achived in random image generation (e.g., by GANs [4, 13,
24]). However, in order to manipulate a real input image, an ‘encoder’ must first infer the correct
representation of it. This means simultaneously requiring sufficient output image quality and the
ability for reconstruction and feature extraction, which then allow semantic editing. Deep generative
autoencoders provide a principled approach for this. Building on the PIONEER autoencoder [17], we
proceed to show that modulation of decoder layers by leveraging adaptive instance normalization
(AdaIn, [11, 22, 42]) further improves these capabilities. It also yields representations that are less
entangled, a property here broadly defined as something that allows for fine and independent control
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Figure 1: Illustration of some automodulator capabilities. The model can directly encode real (unseen)
input images (left). Inputs can be mixed by modulating one with another or with a randomly drawn
sample, at desired scales (center); e.g., ‘coarse’ scales affect pose and gender etc. Finally, taking
random modulations for certain scales produces novel samples conditioned on the input image (right).
of one semantic (image) sample attribute at a time. Here, the inductive bias is to assume each such
attribute to only affect certain scales, allowing disentanglement [31]. Previous works on AdaIn are
mostly based on GAN models [5, 24] with no built-in encoder for new input images.
In a typical autoencoder, input images are encoded into a latent space, and the information of the
latent variables is then passed through successive layers of decoding until a reconstructed image has
been formed. In our model, the latent vector independently modulates the statistics of each layer of
the decoder so that the output of layer n is no longer solely determined by the input from layer n− 1.
A key idea in our work is to reduce the mutual entanglement of decoder layers. For robustness, the
samples once encoded and reconstructed by the autoencoder could be re-introduced to the encoder,
repeating the process, and we could require consistency between the passes. In comparison to
stochastic models such as VAEs [27, 38], our deterministic model is better suited to take advantage of
this. We can take the latent codes of two separate samples, drive certain layers (scales) of the decoder
with one and the rest with the other, and then separately measure whether the information contained
in each latent is conserved during the full decode–encode cycle. This enforces disentanglement of
layer-specific properties, because we can ensure that the latent code introduced to affect only certain
scales on the 1st pass should not affect the other layers on the 2nd pass, either.
In comparison to implicit (GAN) methods, regular image autoencoders such as VAEs tend to have
poor output image quality. In contrast, our model simultaneously balances sharp image outputs with
the capability to encode and arbitrarily mix latent representations of real input images.
The contributions of this paper are as follows. (i) We provide techniques for stable fully unsupervised
training of a high-resolution automodulator, a new form of an autoencoder with powerful properties
not found in regular autoencoders, including scale-specific style transfer [12]. In contrast to architec-
turally similar ‘style’-based GANs, the automodulator can directly encode and manipulate new inputs.
(ii) We shift the way of thinking about autoencoders by presenting a novel disentanglement loss
that further helps learning more disentangled representations than regular autoencoders, a principled
approach for incorporating scale-specific prior information in training, and a clean scale-specific
approach to attribute modification. (iii) We demonstrate promising qualitative and quantitative
performance and applications on FFHQ, CELEBA-HQ, and LSUN Bedrooms and Cars data sets.
2 Related Work
Our work builds upon several lines of previous work in unsupervised representation learning. The
most relevant concepts are variational autoencoders (VAEs, [27, 38]) and generative adversarial
networks (GANs, [13]). In VAEs, an encoder maps data points to a lower dimensional latent
space and a decoder maps the latent representations back to the data space. The model is learnt by
minimizing the reconstruction error, under a regularization term that encourages the distribution
of latents to match a predefined prior. Latent representations often provide useful features for
applications (e.g., image analysis and manipulation), and allow data synthesis by random sampling
from the prior. However, with images, the samples are often blurry and not photorealistic, with
imperfect reconstructions.
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Current state-of-the-art in generative image modeling is represented by GAN models [4, 24, 25]
which achieve higher image quality than VAE-based models. Nevertheless, these GANs lack an
encoder for obtaining the latent representation for a given image, limiting their usefulness. In some
cases, a given image can be semantically mapped to the latent space via generator inversion but this
iterative process is prohibitively slow for many applications (see comparison in App. G), and the
result may depend on initialization [1, 7].
Bidirectional mapping has been targeted by VAE-GAN hybrids [29, 32–34], and adversarial models
[9, 10]. These models learn mappings between the data space and latent space using combinations of
encoders, generators, and discriminators. However, even the latest state-of-the-art variant BigBiGAN
[8] focuses on random sampling and downstream classification performance, not on faithfulness of
reconstructions. InfoGAN [6, 30] uses an encoder to constrain sampling but not for full reconstruction.
IntroVAE [21] and Adversarial Generator Encoder (AGE, [43]) only comprise an encoder and a
decoder, adversarially related. PIONEER scales AGE to high resolutions [16, 17]. VQ-VAE [37, 45]
achieves high sample quality with a discrete latent space, but such space cannot, e.g., be interpolated,
which hinders semantic image manipulation and prevents direct comparison.
Architecturally, our decoder and use of AdaIn are similar to the recent StyleGAN [24] generator
(without the ‘mapping network’ f ), but having a built-in encoder instead of the disposable discrim-
inator leads to fundamental differences. Besides the AGE-based training [43], we can, e.g., also
recirculate style-mixed reconstructions as ‘second-pass’ inputs to further encourage the independence
and disentanglement of emerging styles and conservation of layer-specific information. The biologi-
cally motivated recirculation idea is conceptually related to many works, going back to at least 1988
[19]. Utilizing the outputs of the model as inputs for the next iteration has been shown to benefit, e.g.,
image classification [47], and is used extensively in RNN-based methods [14, 15, 39].
3 Methods
We begin with the primary underlying techniques used to construct the automodulator: the progressive
growing of the architecture necessary for high-resolution images and the AGE-like adversarial training
as combined in the PIONEER [16, 17], but now with an architecturally different decoder to enable
‘modulation’ by AdaIn [11, 22, 24, 42] (Sec. 3.1). The statistics modulation allows for multiple latent
vectors to contribute to the output, which we leverage for an improved unsupervised loss function
in Sec. 3.2. We then introduce an optional method for weakly supervised training setup, applicable
when there are known scale-specific invariances in the training data itself Sec. 3.3.
3.1 Automodulator Components
Our overall scheme starts from unsupervised training of a symmetric convolution–deconvolution
autoencoder-like model. Input images x are fed through an encoder φ to form a low-dimensional
latent space representation z (we use z ∈ R512, normalized to unity). This representation can then
be decoded back into an image xˆ through a decoder θ.
Adversarial generator encoder loss To utilize adversarial training, the automodulator training
builds upon AGE and PIONEER. The encoder φ and the decoder θ are trained on separate steps,
where φ attempts to push the latent codes of training images towards a unit Gaussian distribution
N(0, I), and the codes of random generated images away from it. θ attempts to produce random
samples with the opposite goal. In consequtive steps, one optimizes loss Lφ and Lθ [43], with
margin Mgap for Lφ [17] (negative KL term of Lθ dropped, as customary [16, 44]), defined as
Lφ=max(−Mgap,DKL[qφ(z |x) ‖N(0, I)]−DKL[qφ(z | xˆ) ‖N(0, I)])+λX dX (x,θ(φ(x))), (1)
Lθ=DKL[qφ(z | xˆ) ‖N(0, I)]+λZ dcos(z,φ(θ(z))), (2)
where x is sampled from the training set, xˆ ∼ qθ(x | z), z ∼ N(0, I), dX is L1 or L2 distance, and
dcos is the cosine distance. The KL divergence can be calculated from empirical distributions of z.
Still, the model itself is deterministic, so we could retain, in principle, the full information about the
image, at every stage of the processing. For any latent vector z, decoded back to image space as xˆ,
and re-encoded as a latent z′, it is possible and desirable to require that z is as close to z′ as possible,
yielding the latent reconstruction error dcos(z,φ(θ(z))). We will generalize this term in 3.2.
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Figure 2: (a) The autoencoder-like usage of the model. (b) Modulations in the decoder can come
from different latent vectors. This can be leveraged in feature/style mixing, conditional sampling,
and during the model training (first pass). (c) The second pass during training.
Progressively growing autoencoder architecture To make the AGE-like training stable in high
resolution, we build up the architecture progressively during training, starting from tiny images and
gradually growing them, making the learning task harder (see [16, 23] and Supplement Fig. 6).
Automodulation To build a separate pathway for modulation of decoder layer statistics, we need
to integrate the AdaIn operation for each layer (following [24]). In order to generate an image, a
traditional image decoder would start by mapping the latent code to the first deconvolutional layer to
form a small-resolution image (θ0(z)) and expand the image layer by layer (θ1(θ0(z)) etc.) until the
full image is formed. In contrast, our decoder is composed of layer-wise functions θi(ξ(i−1), z) that
separately take a ‘canvas’ variable ξ(i−1) denoting the output of the preceding layer (see Figs. 2a
and 6), and the actual (shared) latent code z. First, for each feature map #j of the deconvolutional
layer #i, we compute the activations χij from ξ(i−1) as in traditional decoders. But now, we
modulate (i.e., re-scale) χij into having a new mean mij and standard deviation sij , based on z
(e.g., a block of four layers with 16 channels uses 4×16×2 scalars). To do this, we need to learn a
mapping gi : z 7→ (mi, si). We arrive at the AdaIn normalization (also see App. B):
AdaIn(χij , gi(z)) = sij
(
χij − µ(χij)
σ(χij)
)
+mij . (3)
We implement gi as a fully connected linear layer (in θ), with output size 2Ci for Ci channels.
Layer #1 starts from a constant input ξ(0) ∈ R4×4. Without loss of generality, here we focus on
pyramidal decoders with monotonically increasing resolution and decreasing number of channels.
3.2 Conserving Scale-specific Information Over Cycles
We now encourage the latent space to become hierarchically disentangled with respect to the levels
of image detail, allowing one to separately retrieve ‘coarse’ vs. ‘fine’ aspects of a latent code. This
enables, e.g., conditional sampling by fixing the latent code at specific decoder layers, or mixing the
scale-specific features of multiple input images—impossible feats for a traditional autoencoder with
mutually entangled decoder layers.
First, reinterpret the latent reconstruction error dcos(z,φ(θ(z))) in Eq. (2) as ‘reconstruction at
decoder layer #0’. On can then trivially generalize it to any layer #i of θ by measuring differences
in ξ(i), instead. We simply pick a layer of measurement, record ξ(i)1 , pass the sample through a full
encoder–decoder cycle, and compare the new ξ(i)2 . But now, in the automodulator, different latent
codes can be introduced on a per-layer basis, enabling us to measure how much information about
a specific latent code is conserved at a specific layer, after one more full cycle. Without loss of
generality, here we only consider mixtures of two codes. We can present the output of a decoder
(Fig. 2b) with N layers, split after the jth one, as a composition xˆAB = θj+1:N (θ1:j(ξ(0), zA), zB).
Crucially, we can choose zA 6= zB (extending the method of [24]), such as zA = φ(xA) and
zB = φ(xB) for (image) inputs xA 6= xB . Because the earlier layers #1:j operate on image content
at lower (‘coarse’) resolutions, the fusion image xˆAB has the ‘coarse’ features of zA and the ‘fine’
features of zB . Now, any z holds feature information at different levels of detail, some empirically
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known to be mutually independent (e.g., skin color and pose), and we want them separately retrievable,
i.e., to keep them ‘disentangled’ in z. Hence, when we re-encode xˆAB into zˆAB = φ(xˆAB), then
θ1:j(ξ
(0), zˆAB) should extract the same output as θ1:j(ξ(0), zA), unaffected by zB .
This motivates us to minimize
Lj = d(θ1:j(ξ(0), zˆAB),θ1:j(ξ(0), zA)) (4)
for some distance function d (here, L2 norm), with zA, zB ∼ N(0, I), for each j. In other words, the
fusion image can be encoded into a new latent vector
zˆAB ∼ qφ(z |x) qθj+1:N (x | ξ(j), zB) qθ1:j (ξ(j) | ξ(0), zA), (5)
in such a way that, at each layer, the decoder will treat the new code similarly to whichever of the
original two separate latent codes was originally used there (see Fig. 2b). For a perfect network, Lj
can be viewed as a ‘layer entanglement error’. Randomizing j during the training, we can measure
Lj for any layers of the decoder.
Full unsupervised loss We expect the fusion images to increase the number of outliers during
training. To manage this, we replace L1/L2 in Eq. (1) by a robust loss dρ [2]. dρ generalizes various
norms via an explicit parameter vector α. Thus, Lφ remains as in Eq. (1) but with dX = dρ, and
Lθ = DKL[qφ(z | xˆ) ‖N(0, I)]+λZ dcos(z,φ(θ(z)))+Lj , (6)
where xˆ1: 34M ∼ qθ(x | z) with z ∼ N(0, I), and xˆ 34M :M ∼ qθ(x | zˆAB), with a set 3:4 ratio
of regular and mixed samples for batch size M , j ∼ U{1, N}, and zˆAB from Eq. (5). Margin
Mgap = 0.5, except for CELEBA-HQ and Bedrooms 128×128 (Mgap = 0.2) and CELEBA-HQ
256×256 (Mgap = 0.4). To avoid discontinuities in α, we introduce a progressively-growing
variation of dρ, where we first learn the α in the lowest resolution (e.g., 4×4). There, each αi
corresponds to one pixel px,y. Then, whenever doubling the resolution, we initialize the new—now
four times as large—α in the higher resolution by replicating each αi to cover the new α1×4j that
now corresponds to px,y , px+1,y , px,y+1 and px+1,y+1, in the higher resolution.
3.3 Enforcing Known Invariances at Specific Layers
As an extension to the main approach described so far, one can independently consider the following.
The architecture and the cyclic training method also allow for a novel principled approach to leverage
known scale-specific invariances in training data. Assume that images x1 and x2 have identical
characteristics at some scales, but differ on others, with this information further encoded into z1
and z2, correspondingly. In the automodulator, we could try to have the shared information affect
only the decoder layers #j:k. For any ξ(j−1), we then must have θj:k(ξ(j−1), z1) = θj:k(ξ(j−1), z2).
Assume that it is possible to represent the rest of the information in the images of that data set in
layers #1:(j − 1) and #(k + 1):N . This situation occurs, e.g., when two images are known to differ
only in high-frequency properties, representable in the ‘fine’ layers. By mutual independence of
layers, our goal is to have z1 and z2 interchangeable at the middle:
θk+1:N (θj:k(θ1:j−1(ξ(0), z2), z1), z2) = θk+1:N (θj:k(θ1:j−1(ξ(0), z2), z2), z2)
= θ1:N (ξ
(0), z2) = θ(φ(x2)), (7)
which turns into the optimization target (for some distance function d)
d(θ(φ(x2)),θk+1:N (θj:k(θ1:j−1(ξ(0), z2), z1), z2)). (8)
By construction of φ and θ, this is equivalent to directly minimizing
Linv = d(x2,θk+1:N (θj:k(θ1:j−1(ξ(0), z2), z1), z2)), (9)
where z1 = φ(x1) and z2 = φ(x2). By symmetry, the complement term L′inv can be constructed by
swapping z1 with z2 and x1 with x2. For each known invariant pair x1 and x2 of the minibatch, you
can now add the terms Linv + L′inv to Lφ of Eq. (6). Note that in the case of z1 = z2, Linv reduces
to the regular sample reconstruction loss, revealing our formulation as a generalization thereof.
As we push the invariant information to layers #j:k, and the other information away from them, there
are less layers available for the rest of the image information. Thus, we may need to add extra layers
to retain the overall decoder capacity. Note that in a pyramidal deconvolutional stack, if the layers
#j:k span more than two consecutive levels of detail, the scales in-between cannot thus be extended.
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4 Experiments
Since automodulators offer more applications than either typical autoencoders or GANs without an
encoder, we strive for reasonable performance across experiments, rather than beating any specific
metric. (Experiment details in App. A.) Any generative model can be evaluated in terms of sample
quality and diversity. To measure them, we use Fréchet inception distance (FID) [18], which is
comparable across models when sample size is fixed [3], though notably uninformative about the ratio
of precision and recall [28]. Encoder–decoder models can further be evaluated in terms of their ability
to reconstruct new test inputs, which underlies their ability to perform more interesting applications
such as latent space interpolation and, in our case, mixing of latent codes. For a similarity metric
between original and reconstructed face images (center-cropped), we use LPIPS [48], a metric with
better correspondence to human evaluation than, e.g., traditional L2 norm.
The degree of latent space disentanglement is often considered the key property of a latent vari-
able model. Qualitatively, it is the necessary condition for, e.g., style mixing capabilities. Quan-
titatively, one could expect that, for a constant-length step in the latent space, the less entan-
gled the model, the smaller is the overall perceptual change. The extent of this change, mea-
sured by LPIPS, is the basis of measuring disentanglement as Perceptual Path Length (PPL) [24].
Table 1: Effect of loss terms on CELEBA-HQ at
256×256 with 40M seen samples (50k FID batch)
before applying layer noise.
FID FID (mix) PPL
Automodulator architecture 45.25 52.83 206.3
+ Loss Lj 44.06 47.74 210.0
+ Loss dρ replacing L1 36.20 43.53 217.3
+ Loss Lj + dρ replacing L1 37.95 40.90 201.8
We justify our choice of a loss function in
Eq. (6), compare to baselines on relevant mea-
sures, demonstrate the style-mixing capabilities
specific to automodulators, and show a proof-of-
concept for leveraging scale-specific invariances
(see Sec. 3.3). In the following, we use Eqs. (1)
and (6), and polish the output by adding a source
of unit Gaussian noise with a learnable scaling
factor before the activation in each decoder layer,
as in StyleGAN [24], also improving FID.
Ablation study for the loss metric In Table 1, we illustrate the contribution of the style-mixing
loss Lj and the robust loss dρ on the FID for regular and mixed samples from the model at 256×256
resolution, as well as PPL. We train the model variants on CELEBA-HQ [23] data set to convergence
(40M seen samples) and choose the best of three restarts with different random seeds. Our hypothesis
was that Lj improves the FID of mixed samples and that replacing L1 sample reconstruction loss
with dρ improves FID further and makes training more stable. The results confirm this. Given the
improvement from dρ also for the mixed samples, we separately tested the effect of dρ without Lj
and find that it produces even slightly better FID for regular samples but then considerably worse
FID for the mixed ones, due to, presumably, more mutually entangled layers.
Encoding, decoding, and random sampling To compare encoding, decoding, and random sam-
pling performance, autoencoders are more appropriate baselines than GANs without an encoder, since
the latter tend to have higher quality samples, but are more limited since they cannot manipulate real
input samples. However, we do also require reasonable sampling performance from our model, and
hence separately compare to non-autoencoders. In Table 2a, we compare to autoencoders: Balanced
PIONEER [17], a vanilla VAE, and a more recent Wasserstein Autoencoder (WAE) [41]. We train
on 128×128 CELEBA-HQ, with our proposed architecture (‘AdaIn’) and the regular one (‘classic’).
Table 2: Performance in CELEBA-HQ (CAHQ), FFHQ, and LSUN Bedrooms and Cars. We measure
LPIPS, Fréchet Inception Distance (FID), and perceptual path length (PPL). Resolution is 256×256,
except *128×128. For all numbers, smaller is better. GANs in gray.
(a) Encoder–decoder comparison
LPIPS FID PPL
(CAHQ∗) (CAHQ∗) (CAHQ∗)
B-PIONEER 0.092 19.61 92.8
WAE-AdaIn 0.165 99.81 62.2
WAE-classic 0.162 112.06 236.8
VAE-AdaIn 0.267 114.05 83.5
VAE-classic 0.291 173.81 71.7
Automodulator 0.083 27.00 62.3
(b) Generative models comparison
FID FID FID FID PPL PPL
(CAHQ) (FFHQ) (Bedrooms) (Cars) (CAHQ) (FFHQ)
StyleGAN 5.17 4.68 2.65 3.23 179.8 234.0
StyleGAN2 — 3.11 — 5.64 — 129.4
PGGAN 7.79 8.04 8.34 8.36 229.2 412.0
GLOW 68.93 — — — 219.6 —
B-PIONEER 25.25 61.35 21.52 42.81 146.2 160.0
Automodulator 29.13 31.64 25.53 19.82 203.8 250.2
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Figure 3: (Left): Feeding the random fake source images in Karras et al. [24] into our model as
‘real’ inputs, reconstructing at 512×512 and mixing at three scales. (The same for real faces, see
Supplement.) (Right): Uncurated random samples of 512×512 FFHQ and 256×256 LSUN.
We measure LPIPS, FID (50k batch of generated samples compared to training samples, STD over
3 runs < 1 for all models) and PPL. Our method has the best LPIPS and PPL.
In Table 2b, we compare to non-autoencoders: StyleGAN, Progressively Growing GAN (PGGAN)
[23], and GLOW [26]. To show that our model can reasonably perform for many data sets, we train
at 256×256 on CELEBA-HQ, FFHQ [24], LSUN Bedrooms and LSUN Cars [46]. We measure
PPL and FID (uncurated samples in Fig. 3 (right), STD of FID over 3 runs < .1). The performance
of the automodulator is comparable to the Balanced PIONEER on most data sets. GANs have clearly
best FID results on all data sets [nb: a hyper-parameter search with various schemes was used in 24,
to achieve their high PPL values]. We train on the actual 60k training set of FFHQ only (StyleGAN
trained on all 70k images). We also tested what will happen if we try invert the StyleGAN by finding
a latent code for an image by an optimization process. Though this can be done, the inference is over
1000 times slower to meet and exceed the automodulator LPIPS score (see App. G and Fig. 15). We
also evaluate the 4-way image interpolation capabilities in unseen FFHQ test images (Fig. 12 in the
supplement) and observe smooth transitions. Note that in GANs without an encoder, one can only
interpolate between the codes of random samples, revealing little about the recall ability of the model.
Style mixing The key benefit of the automodulators over regular autoencoders is the style-mixing
capability (Fig. 2b), and the key benefit over style-based GANs is that ‘real’ unseen test images
can be instantly style-mixed. We demonstrate both in Fig. 3. For comparison with prior work, we
use the randomly generated source images from the StyleGAN paper [24]. Importantly, for our
model, they appear as unseen ‘real’ test images. Performance in mixing real-world images is similar
(Supplementary Figs. 13 and 14). In Fig. 3, we mix specific input faces (from source A and B) so
that the ‘coarse’ (latent resolutions 4×4 – 8×8), ‘intermediate’ (16×16 – 32×32) or ‘fine’ (64×64 –
512×512) layers of the decoder use one input, and the rest of the layers use the other.
Invariances in a weakly supervised setup We now consider the cases where there is knowledge
of some scale-specific invariances within the training data. Here, we demonstrate a proof-of-concept
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Figure 4: Examples of controlling individual decoder layer ranges at training time and at evaluation
time. (a) Training with face identity invariance enforcement under azimuth rotation. We generate
images with the ‘non-coarse’ styles of source A and the ‘coarse’ ones from each top row image. With
‘Enforced identity invariance’, the top row only drives the face pose while conserving identity. In
comparison, the ‘Regular’ training lets the top row also affect other characteristics, including identity.
(b) Modifying an attribute in latent space by using only 4 exemplar images of it. In ‘regular’ all-scales
manipulation, the variance in the exemplars causes unwanted changes in, e.g., texture and pose. When
the latent vector only drives the relevant scales, the variance in other scales is inconsequential.
experiment that uses the simplest image transformation possible: horizontal flipping. For CELEBA-
HQ, this yields pairs of images that share every other property except the azimuth rotation angle of
the face, making the face identity invariant amongst each pair. Since the original rotation of faces in
the set varies, the flip-augmented data set contains faces rotated across a wide continuum of angles.
For further simplicity, we make an artificially strong hypothesis that the 2D projected face shape is
the only relevant feature at 4×4 scale and does not need to affect scales finer than 8×8. This lets us
enforce the Linv loss for layers #1–2. Since we do not want to restrict the scale 8×8 for the shape
features alone, we add an extra 8×8 layer after layer #2 of the regular stack, so that layers #2–3 both
operate at 8×8, layer #4 only at 16×16, etc. Now, with z2 that corresponds to the horizontally flipped
counterpart of z1, we have θ3:N (ξ(2), z1) = θ3:N (ξ(2), z2). Our choices amount to j = 3, k = N ,
allowing us to drop the outermost part of Eq. (9). Hence, our additional encoder loss terms are
Linv = d(x2,θ3:N (θ1:2(ξ(0), z2), z1)) and (10)
L′inv = d(x1,θ3:N (θ1:2(ξ(0), z1), z2)). (11)
Fig. 4a shows the results after training with the new loss (50% of the training samples flipped in each
minibatch). With the invariance enforcement, the model forces decoder layers #1–2 to only affect the
pose. We generate images by driving those layers with faces at different poses, while modulating the
rest of the layers with the face whose identity we seek to conserve. The resulting face variations now
only differ in terms of pose, unlike in regular automodulator training.
Scale-specific attribute editing Consider the mean difference in latent codes of images that display
or do not display an attribute of interest (e.g., smile). Appropriately scaled, such codes can added
to any latent code to modify that attribute. Here, one can restrict the effect of the latent code only
to the layers driving the expected scale of the attribute (e.g., 16×16 − 32×32), yielding precise
manipulation (App. B, comparisons in Supplement) with only a few exemplars (e.g., [17] used 32).
5 Discussion and Conclusion
In this paper, we proposed a new generative autoencoder model with a latent representation that
independently modulates each decoder layer. The model supports reconstruction and style-mixing
of real images, scale-specific editing and sampling. Despite the extra skill, the model still largely
outperforms or matches other generative autoencoders in terms of latent space disentanglement,
faithfulness of reconstructions, and sample quality. We use the term automodulator to denote any
autoencoder that uses the latent code only to modulate the statistics of the information flow through
the layers of the decoder. This could also include, e.g., 3D or graph convolutions.
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Potential future applications include introducing completely interchangeable ‘plugin’ layers or
modules in the decoder, trained afterwards on top of the pretrained base automodulator, leveraging
the mutual independence of the layers. The affine maps themselves could also be re-used across
domains, potentially offering mixing of different domains. Such examples highlight that the range of
applications of our model is far wider than the initial ones shown here, making the automodulators
a viable alternative to state-of-the-art autoencoders and GANs. Our source code is available at
https://github.com/AaltoVision/automodulator.
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Supplementary Material for
Deep Automodulators
In the appendix, we include further details underlying the model and the experiments and complement
the results in the main paper with examples and more comprehensive results. We start with the details
of training and evaluation (App. A), complemented by detailed description of architecture and data
flow in the network (App. B). We then show a comparison of scale-specific attribute modification with
the regular one, providing more context to the quick qualitative experiment in Sec. 4. We proceed
with showing more random samples (App. D) and reconstructions (App. E). Note that there are
reconstructions in the diagonals of all style-mixture images, too. Importantly, we show systematic
style-mixture examples in App. F, corresponding to Fig. 3 but with real (unseen) input images from
the FFHQ test set. We follow with showing latent space interpolations at all scales between real input
images (which also could be done on a scale-specific basis). We then continue with an experiment
regarding the inversion of StyleGAN Karras et al. [24] with an optimization process, and finish with
an experiment focused on conditional sampling, in which certain scales of an input image are fixed in
the reconstruction images but other scales are randomly sampled over, creating variations of the same
input face.
A Training Details
The training method largely follows the Balanced PIONEER [17], with progressively growing encoder
and decoder with symmetric high-level structure (Fig. 5a), and decreasing the batch size when moving
to higher resolutions (Fig. 6). The encoder and decoder consist of 7 blocks each containing two
residual blocks with a 3×3 filter. In both blocks of the encoder, the convolutions are followed by a
spectral normalization operation [35] and activation (conv - spectral norm - act). In the first block of
the decoder, they are followed by binomial filtering, layer noise, activation and AdaIn normalization
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Figure 5: (a) Top-level view, where a single decoder block corresponds to a specific resolution. (b) A
single decoder block contains two convolutional layers and other repeating components. The noise is
added to each channel of the layer using a single scale parameter per layer, i.e., a different random
value is added across each activation map, but the scale is the same for all maps in the same layer.
(c) The latent codes are connected to the modulation scalar (m,s) pair of every activation map of each
of the 7×2 convolutional layers. In the encoder, the number of channels in the convolutional blocks
follows [17] as 64,128,256,512,512,512,512. In 256×256 CELEBA-HQ, the decoder channels are
the symmetric inverse: 512, 512, 512, 512, 256, 128, 64. In other datasets, it was beneficial to double
the number of feature maps in high resolutions of the decoder, with the number of channels as: 512,
512, 512, 512, 512, 256, 128 for 256×256 datasets. For 512×512 FFHQ a final 64-channel block
was added to this, resulting in 512, 512, 512, 512, 256, 128, 64.
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Figure 6: The model grows step-wise during training; the resolution doubles on every step. Input x is
encoded into a latent encoding z (a dimensionality of 512 used throughout this paper). The decoder
acts by modulating an empty canvas ξ(0) by the latent encoding and produces the output xˆ. Further
explanation of the model architecture is provided in Fig. 2a.
(conv - binomial - noise - act - AdaIn); in the second block of decoder, by layer noise, activation and
AdaIn normalization (conv - noise - act - AdaIn). A leaky ReLU (p = 0.2) is used as the activation.
Equalized learning rate [23] is used for decoder convolutions. In the encoder, each block halves the
resolution of the convolution map, while in the decoder, each block doubles it. The output of the final
encoder layers is flattened into a 512-dimensional latent block. As in StyleGAN [24], the block is
mapped by affine mapping layers so that each convolutional layer C in the decoder block is preceded
by its own fully connected layer that maps the latent to two vectors each of length N , when N equals
the number of channels in C.
Each resolution phase until 32×32, for all data sets, uses a learning rate α = 0.0005 and thereafter
0.001. Optimization is done with ADAM (β1 = 0, β2 = 0.99,  = 10−8). KL margin is 2.0 for
the first two resolution steps, and therafter fixed to 0.5, except for CELEBA-HQ, for which it is
switched to 0.2 at 128×128 and 0.4 at 256×256, and for LSUN Bedrooms, for which the margin was
0.2 from 128×128 upwards. We believe that 0.5 for low resolutions and 0.2 thereafter would work
sufficiently across all these data sets. Note that unlike in [17], we use only one generator training
step for each individual encoder training step. The length of each training phase amounts to 2.4M
training samples until 64×64 resolution phase, which lasts for 10.4M samples (totaling in 20.0M).
For FFHQ, the 128×128 phase uses 10.6M samples while CELEBA-HQ and LSUN Cars use 7.5M
samples, and LSUN Bedrooms uses 4.8M samples. For FFHQ, the 256×256 phase uses 5.0M
samples, CELEBA-HQ uses 4.5M, LSUN Bedrooms 2.9M samples and LSUN Cars 2M samples.
Then training with FFHQ up to 512×512, this final phase uses 6.7M samples. The training of the
final stage was generally cut off when reasonable FID results had been obtained. More training and
learning rate optimization would likely improve results. With two NVIDIA Titan V100 GPUs, the
training times were 10 days for CELEBA-HQ, 10.5 days for FFHQ 256×256 and (total) 22.5 days
for FFHQ 512×512, for LSUN Bedrooms 18.5 days, and for Cars 18 days. 3 evaluation runs with
different seeds were done for CELEBA-HQ (separately for each configuration of the ablation study,
including the full loss with and without layer noise), 3 for FFHQ, 3 for LSUN Bedrooms and 3 for
LSUN Cars (1 with and 2 without layer noise). Some runs shared the same pretrained network up to
64×64 resolution (except in Ablation study, where each run was done from scratch).
For evaluating the model after training, a moving exponential running average of generator weights
[17, 23] was used. For visual evaluation, the layer noise can be turned off, often yielding slightly more
polished-looking results. For all data sets, training/test set splits were as follows: 60k/10k for FFHQ
(download at https://github.com/NVlabs/ffhq-dataset), 27k/3k split for CELEBA-HQ (download
with instructions at https://github.com/tkarras/progressive_growing_of_gans), 4,968,695/552,061
for LSUN Cars (download at https://github.com/fyu/lsun), and 3033042/300 for LSUN Bedrooms
(download at https://github.com/fyu/lsun). Note that in regular GAN training, complete data sets
are often used without train/test split, yielding larger effective training sets. For instance, in FFHQ,
we train on the actual 60k training images only, whereas StyleGAN trained on all 70k. For FFHQ
and CELEBA-HQ, cropping and alignment of the faces should be performed exactly as described by
the authors of the data sets as referred to above, which also direct to the readily available scripts for
the alignments (based on facial keypoint detection). For LSUN images, there was no preprocessing
except cropping the Cars to 256×256. Mirror augmentation was used in training the face data sets,
but not for training the LSUN data sets (for comparison with prior work).
For baselines in Table 2a and Table 2b, we used pre-trained models for StyleGAN, PGGAN, PIONEER,
and GLOW with default settings provided by the authors, except Balanced PIONEER for FFHQ which
we trained. FID of PGGAN for Cars and Bedrooms is from Karras et al. [23], whereas FID of FFHQ
is from Karras et al. [24] and FID of CELEBA-HQ we computed for 256×256 separately. We trained
the VAE and WAE models manually. StyleGAN FID for LSUN Bedrooms is from Karras et al. [24]
whereas the other FIDs were calculated for 256×256 separately. PPLs for StyleGAN and PGGAN
for FFHQ come from Karras et al. [24] while the PPL for StyleGAN v2 is from Karras et al. [25],
PPL for PGGAN CELEBA-HQ from Heljakka et al. [17] and PPL for CELEBA-HQ of StyleGAN
was computed from the pretrained model. For all VAE baselines the weight for KL divergence loss
term was 0.005. For all WAE baseline, we used the WAE-MMD algorithm. The weight of the
MMD loss term with automodular architecture (WAE-AdaIn) was four and with Balanced PIONEER
(WAE-classic) architecture it was two. For VAEs, the learning rate for the encoder was 0.0001, and
for the generator 0.0005. For WAEs, the learning rate for both was 0.0002. We trained Balanced
PIONEER for FFHQ by otherwise using the CELEBA-HQ hyperparameters, but increasing the length
of the 64×64 and 128×128 pretraining stages proportionally to the larger training set size (60k
vs. 27k), training the former up to 20.04M samples and the latter to 27.86M samples, followed by
the 256×256 stage, which was trained up to 35.4M samples, after which we observed no further
improvement. (With shorter pre-training stages, the model training did not converge properly.) Note:
Some apparent discrepancies between reported FID results between papers are often explained by
different resolutions. In Table 2b we have used 256×256 resolution.
For evaluating the encoding and decoding performance, we used 10k unseen test images from the
FFHQ data set, cropped the input and reconstruction to 128×128 as in Karras et al. [24] and evaluated
the LPIPS distance between the inputs and reconstructions. We evaluated 50k random samples in all
data sets and compare against the provided training set. The GLOW model has not been shown to
work with 256×256 resolution on LSUN Bedrooms nor Cars (the authors show qualitative result
only for 128×128 for Bedrooms).
For Perceptual Path Length (PPL), we repeatedly take a random vector of length ε = 10−4 in the
latent space, generate images at its endpoints, crop them around mid-face to 128×128 or 64×64, and
measure the LPIPS between them [24]. PPL equals the scaled expectation of this value (for a sample
of 100k vectors).
Hyperparameter selection The driving principle to select hyperparameters in this paper was to
use the same values as Heljakka et al. [17] whenever necessary, and minimize variation across data
sets, so as to show generalization rather than tuning for maximum performance in each data set.
The learning rate was attempted at the same rate as in [17] (α = 0.001) for the whole length of
training. However, the pre-training stages up to 32×32 appeared unstable, hence α = 0.0005 was
attempted and found more stable for those stages. Margin values 0.2, 0.4 and 0.5 were attempted for
training stages from 128×128 upwards for FFHQ, CELEBA-HQ and LSUN Bedrooms. However,
we did not systematically try out all possible combinations, but rather started from the values used in
Heljakka et al. [17] and only tried other values if performance seemed insufficient. For the length of
the 128×128 training stage, separately for each data set, we first tried a long training session (up to
10M seen samples) and observed whether FID values were improving. We selected the cutoff point
to 256×256 for each data set based on approximately when the FID no longer seemed to improve for
the lower resolution. The 256×256 phase was then trained until FID no longer seemed to improve,
or, in the ablation study, we decided to run for the fixed 40M seen samples. For the λX in the image
space reconstruction loss, we tried values 1, 0.5 and 0.2, of which 0.2 appeared to best retain the
same training dynamics as the L1 loss in CELEBA-HQ, and was hence used for all experiments.
Other hyperparameters not mentioned here follow the values and reasoning of Heljakka et al. [17] by
default.
B Detailed Explanation of Automodulation Architecture
As the structure of the proposed decoder is rather unorthodox (though very similar to Karras et al.
[24]) and the modulation step especially is easy to misunderstand, we now explain the workings of
the decoder step-by-step in detail.
Encoder The encoder works in the same way as any convolutional image encoder, where the last
convolution block maps the highest-level features of the input image x into a single 512-dimensional
Input No smile Fe/male Glasses
Scale-
specific→
Regular→
Input No smile Fe/male Glasses
Figure 7: Modifying an attribute in latent space by using only 4 exemplar images of it, for two unseen
test images. In ‘regular’ all-scales manipulation (bottom row), the variance in the exemplars causes
unwanted changes in, e.g., texture, face size and pose. When the latent vector only drives the relevant
scales, the variance in other scales is inconsequential (top row).
vector z. To understand the concept of latent mixing, we can immediately consider having two
samples x1 and x2 which are mapped into z1 and z2. In reality, we will use minibatches in the
regular way when we train the decoder, but for the purposes of this explanation, let us assume that
our batch has only these 2 invidiual samples. Thus our whole latent vector is of size [2, 512]. Each
latent vector is independently normalized to unit hypersphere, i.e. to reside within [-1, 1].
Decoder high-level structure Corresponding to the 7 levels of image resolutions (from 4x4 to
256x256), the decoder comprises of 7 high-level blocks (Fig. 5a). Each such block has an internal
structure as depicted in Fig. 5b. In order to understand the modulation itself, the individual activation
map of a convolutional layer is the relevant level of abstraction.
Activation maps As usual, each deconvolutional operation produces a single activation map per
channel, hence for a single deconvolutional layer (of which there are 2 per block), there can be
e.g. 512 such maps (i.e., 1024 per block). We now proceed to modulate the mean and variance of each
of those 512 maps separately, so that each map has two scalar values for that purpose. In other words,
there will be 512 + 512 scalars to express the new channel-wise mean and variance for the single
decoder layer. As in Eq. (3), the activations of each map are separately scaled to exactly amount to
the new mean and variance. Note that those statistics pertain only within each map, not across all the
maps in that layer.
Connecting the latent to the scaling factors In order to drive the modulating scalars with the
original 512-dimensional latent vector z, we take add a fully connected linear layer that connects
the latent vector to each and every modulating scalar, yielding 512×2×N connections where N is
the total number of activation maps in the full decoder (Fig. 5c). Note that this linear layer is not
affected at all by the way in which the decoder is structured; it only looks at the latent vector and
each convolutional activation map.
Initiating the data flow with the constant inputs Hence, given a latent vector, one can start
decoding. The inputs to the first deconvolutional operations at the top of the decoder are constant
values of 1. This apparently counter-intuitive approach is actually nothing special. Consider that
were the latent code simply connected to the first deconvolutional layers with weight 1 to create the
mean and with weight 0 for the variance, this would essentially be the same as driving the first layer
directly with the latent code, as in the traditional image decoder architecture.
The data flow Now, as the image content flows through the decoder blocks, each operation occurs as
in regular decoders, except for the modulation step. Whenever an activation function is computed, a
separate modulation operation will follow, with unique scaling factors. For the downstream operations,
this modulation step is invisible, since it merely scaled the statistics of those activations. Then, the
data flow continues in the same way, through each block, until at the last step, the content is mapped
to a 3-dimensional grid with the size of the image, i.e., our final generated image.
C Scale-specific attribute modification
Interesting attributes of a previously unseen input image can be modified by altering its latent code in
the direction of the attribute. The direction can be found by taking N image samples with the attribute
and N without it, encoding the images, and taking the difference between the mean encodings. Scaled
(a) FFHQ 512×512
(b) CELEBA-HQ 256×256
Figure 8: Uncurated random samples for an automodulator trained on FFHQ and CELEBA-HQ,
respectively.
as desired, the resulting attribute latent vector can then be added to the latent code of a new unseen
input imaeg.
The quality of the attribute vector depends on the selected exemplars (and, obviously, on the encoder).
Given that all the exemplars have (or, for the opposite case, lack) the attribute A and are randomly
drawn from a balanced distribution, then, as N increases (e.g., to N = 64), all other feature variation
embedded in the latent vector except for the attribute should cancel out. However, for small N (e.g.,
N = 4), this does not happen, and the latent vector will be noisy. For the example in App. B, we now
show the difference between applying such a vector on all scales as usually done (e.g., in [17]) in
architectures that do not allow latent modulation, and applying it only on the layers that correspond
to the scales where we expect the attribute to have an effect (App. B). Here, we simply determine
the range of layers manually, as the 16×16− 64×64 for the smile on/off transform, 8×8− 64×64
layers for male-to-female, and 4×4− 8×8 for glasses. The effect of the noise in the attribute-coding
vector is greatly reduced, since most of the scales simply are not touched by it.
Note that while autoencoder-like models can directly infer the latents from real exemplar images,
in GANs without an encoder, you must take the reverse and more tedious route: the formation of
latent vectors needs to take place by picking the desired attribute from randomly generated samples,
presuming that it eventually appears in a sufficient number.
D Random Samples
Our model is capable of fully random sampling by specifying z ∼ N(0, I) to be drawn from a unit
Gaussian. Figs. 8a, 8b and 9 show samples from an automodulator trained with the FFHQ/CELEBA-
HQ/LSUN data sets up to resolution 256×256.
(a) LSUN Bedrooms
(b) LSUN Cars
Figure 9: Additional samples from an automodulator trained on LSUN Bedrooms and Cars a
resolution of at 256×256.
E Reconstructions
We include examples of the reconstruction capabilities of the automodulator at 256×256 in for
uncurated test set samples from the FFHQ and CELEBA-HQ data sets. These examples are provided
in Figs. 10 and 11.
Figure 10: Uncurated examples of reconstruction quality in 512×512 resolution with unseen images
from the FFHQ test set (top row: inputs, bottom row: reconstructions).
Figure 11: Uncurated examples of reconstruction quality in 256×256 resolution with unseen images
from the CELEBA-HQ test set (top row: inputs, bottom row: reconstructions).
F Style Mixing and Interpolation
The well disentangled latent space allows for interpolations between encoded images. We show
regular latent space interpolations between the reconstructions of new input images (Fig. 12).
As two more systematic style mixing examples, we include style mixing results based on both FFHQ
and LSUN Cars. The source images are unseen real test images, not self-generated images. In
Figs. 13 and 14 we show a matrix of cross-mixing either ‘coarse’ (latent resolutions 4×4 – 8×8) or
‘intermediate’ (16×16 – 32×32) latent features. Mixing coarse features results in large-scale changes,
such as pose, while the intermediate features drive finer details, such as color.
G Comparison to GAN Inversion
Although a GAN trained without an encoder cannot take inputs directly, it is possible to fit images into
its latent space by training an encoder after regular GAN training, or by using a separate optimization
process. One may wonder how well such image reconstruction would compare to our results here,
and we will focus on a readily available method using the latter approach - optimization.
Specifically, we can find the latent codes for StyleGAN [24] with an optimizer, leveraging VGG16
feature projections [36, 40]. The optimization takes place in the large 18×512 latent W space, and the
resulting latent codes are decoded back to 1024×1024 image space in the regular way by the GAN
generator network. It should be noted that the latent space of our automodulator is more compact –
1×512 – and hence the two approaches are not directly comparable. However, according to Abdal
et al. [1], the StyleGAN inversion does not work well if the corresponding original latent Z space of
StyleGAN is used instead of the large W space.
Figure 12: Interpolation between random input images from FFHQ test set in 256×256 (originals in
the corners) which the model has not seen during training. The model captures most of the salient
features in the reconstructions and produces smooth interpolations at all points in the traversed space.
Besides the higher dimensionality of the latent space, there are other issues that hamper straighforward
comparison. First, the GAN inversion now hinges on a third (ad hoc) deep network, in addition to the
GAN generator and discriminator. It is unclear whether inverting a model trained on one specific
data set (faces) will work equally well with other data sets. Consider, e.g., the case of microscope
imaging. Even though one could apply both the Automodulator and StyleGAN to learn such images
in a straight-forward manner as long as they can be approached with convolutions, one is faced with
a more complex question about which optimizer should now be chosen for StyleGAN inversion,
given the potentially poorer performance of VGG16 features on such images. In any case, we now
have a separate optimization problem to solve. This brings us to the second issue, the very slow
convergence, which calls for evaluation as a function of optimization time. Third, the relationship
of the projected latent coordinates of input images to their hypothetical optimal coordinates is an
interesting open question, which we will tentatively address by evaluating the interpolated points
between the projected latent coordinates.
For the convergence evaluation, we run the projector for a varying number of iterations, up to 200, or
68 seconds per image on average. We use the StyleGAN network pretrained on FFHQ, and compare
to Automodulator also trained on FFHQ. We test the results on 1000 CELEBA-HQ images, on a
single NVIDIA Titan V gpu. The script is based on the implementation of Puzer (GitHub user) [36].
To measure the similarity of reconstructed images to the originals, we use the same LPIPS measure
as before, with images cropped to 128×128 in the middle of the face region. Note that StyleGAN
images are matched at 1024×1024 scale and then scaled down to 256×256 before the cropping.
(Note: concurrently to the publishing of this version of the manuscript, an improved version of
StyleGAN with possibly better projection capabilities has been released in Karras et al. [25].)
The results (Fig. 15) are calculated for various stages of the optimization for StyleGAN, against the
single direct encoding result of Automodulator. The Automodulator uses no separate optimization
processes. The results indicate that on this hardware setup, it takes over 10 seconds for the opti-
mization process to reconstruct a single image to match the LPIPS of Automodulator, whereas a
single images takes only 0.0079 s for the Automodulator encoder inference (or 0.1271 s for a batch
of 16 images). The performance difference is almost at the considerable four orders of magnitude.
StyleGAN projection does, however, continue improving to produce significantly better LPIPS, given
more optimization. Moreover, to get the best results, we used the 1024×1024 resolution, which
makes the optimization somewhat slower, and has not yet been matched by Automodulator. However,
it is clear that a performance difference of 10000× limits the use cases of the GAN projection
approach. For instance, in cases where the projected latent codes can be complemented by fast
inference, such as Hou et al. [20], the optimization speed is not limiting.
Finally, in order to evaluate the properties of the projected latent coordinates, we again projected
1000 CELEBA-HQ test images into the (FFHQ-trained) StyleGAN latent space and then sampled
10000 random points linearly interpolated between them (in the extended W latent space), with
each point converted back into a generated image. For comparison, the similar procedure was done
for the (FFHQ-trained) Automodulator, using the built-in encoder. We then evaluated the quality
and diversity of the results in terms of FID, measured against 10000 CELEBA-HQ training set
images. Although such a measure is not ideal when one has only used 1000 (test set) images to
begin with, it can be reasonably justified on the basis of the fact that, due to combinatorial explosion,
interpolations should cover a relatively diverse set of images that goes far beyond the original images.
The results of this experiment yielded FID of 52.88± 0.71 for StyleGAN and FID of 48.83± 0.95
for Automodulator. Hence, in this specific measure, StyleGAN performed slightly worse (despite the
fact that StyleGAN projection still used nearly 10000x more time).
Although more research is called for, the latter result suggests that only a fraction of the fidelity
and diversity of StyleGAN random samples is retained during projection. More subtle evaluation
methods, and e.g., the effect of layer noise in StyleGAN results, are a topic for future research.
H Conditional Sampling
The automodulator directly allows for conditional sampling in the sense of fixing a latent encoding
zA, but allowing some of the modulations come from a random encoding zB ∼ N(0, I). In Fig. 16,
we show conditional sampling of 128×128 random face images based on ‘coarse’ (latent resolutions
4×4 – 8×8) and ‘intermediate’ (16×16 – 32×32) latent features of the fixed input. The input image
controls the coarse features (such as head shape, pose, gender) on the top and more fine features
(expressions, accessories, eyebrows) on the bottom.
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(a) Using ‘coarse’ (latent resolutions 4×4 – 8×8) latent features from B and the rest from A.
Figure 13: Style mixing of 512×512 FFHQ face images. The source images are unseen real test
images, not self-generated images. The reconstructions of the input images are shown on the diagonal.
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(b) Using the ‘intermediate’ (16×16 – 64×64) latent features from B and the rest from A.
Figure 13: Style mixing of 512×512 FFHQ face images. The source images are unseen real test
images, not self-generated images. The reconstructions of the input images are shown on the diagonal.
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(a) Using ‘coarse’ (latent resolutions 4×4 – 8×8) latent features from B and the rest from A. Most notably, the
B cars drive the car pose.
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(b) Using the ‘intermediate’ (16×16 – 32×32) latent features from B and the rest from A.
Figure 14: Style mixing of 256×256 LSUN Cars. The source images are unseen real test images,
not self-generated images. The reconstructions of the input images are shown on the diagonal.
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Figure 15: Comparison of LPIPS similarity of image reconstructions in Automodulator (ours) and
StyleGAN (left: linear scale, right: log scale). We show that optimization to StyleGAN latent space
takes over 3 orders of magnitude more time to match the Automodulator (up to 16 s), but will continue
improving thereafter. Here, the Automodulator encodes 1 image in 0.008 s, with the LPIPS shown as
the constant horizontal line.
Input Samples with coarse features from input
Input Samples with intermediate features from input
Figure 16: Conditional sampling of 256×256 random face images based on ‘coarse’ (latent resolu-
tions 4×4 – 8×8) and ‘intermediate’ (16×16 – 32×32) latent features of the fixed unseen test input.
The input image controls the coarse features (such as head shape, pose, gender) on the top and more
fine features (expressions, accessories, eyebrows) on the bottom.
