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HOWE CORRESPONDENCE OF UNIPOTENT CHARACTERS FOR A FINITE
SYMPLECTIC/EVEN-ORTHOGONAL DUAL PAIR
SHU-YEN PAN
ABSTRACT. In this paper we give a complete description of the Howe correspondence
of unipotent characters for a finite reductive dual pair of a symplectic group and an even
orthogonal group in terms of the Lusztig parametrization when the characteristic of the
base field is not equal to 2. That is, the conjecture by Aubert-Michel-Rouquier is proved.
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1. INTRODUCTION
1.1. Let ωψSp2N be the character of the Weil representation (cf. [How], [Ge´r77]) of a finite
symplectic group Sp2N (q) with respect to a nontrivial additive character ψ of a finite field
fq of characteristic p 6= 2. Let (G,G′) be a reductive dual pair in Sp2N (q). It is well
known that there are the following three basic types of reductive dual pairs:
(1) two general linear groups (GLn,GLn′);
(2) two unitary groups (Un,Un′);
(3) one symplectic group and one orthogonal group (Sp2n,O
ǫ
n′).
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Now ωψSp2N is regarded as a character of G×G′ and denoted by ω
ψ
G,G′ via the homomor-
phismsG×G′ → G ·G′ →֒ Sp2N (q). Then ωψG,G′ is decomposed as a sum of irreducible
characters
ωψ
G,G′ =
∑
ρ∈E(G), ρ′∈E(G′)
mρ,ρ′ρ⊗ ρ′
where each mρ,ρ′ is a non-negative integer, and E(G) (resp. E(G′)) denotes the set of
irreducible characters of G (resp. G′). We say that ρ ⊗ ρ′ occurs in ωψ
G,G′ (and denoted
by ρ ↔ ρ′) if mρ,ρ′ 6= 0, and then we establish a relation Θ between E(G) and E(G′)
called the Howe correspondence for the dual pair (G,G′). The main task is to describe the
correspondence explicitly.
1.2. Let G be a member of a finite reductive dual pair. Recall that for a maximal torus
T and θ ∈ E(T ), Deligne and Lusztig define a virtual character RT,θ of G (cf. [DL76],
[Car85]). A class function on G is called uniform if it is a linear combination of the
RT,θ’s. For a class function f , let f
♯ denote its projection on the subspace of uniform class
functions.
Recall that the irreducible characters E(G) is partitioned as a disjoint union of Lusztig
series E(G)s indexed by the conjugacy classes (s) of semisimple elements in the dual
groupG∗ of G. Elements in E(G)1 are called unipotent. Lusztig shows that there exists a
bijection
Ls : E(G)s → E(CG∗(s))1
where CG∗(s) is the centralizer of s in the connected component (G
∗)0.
Let (G,G′) be a reductive dual pair. If we assume that the cardinality q of the base
field is sufficiently large, the decomposition of the uniform projection ω♯
G,G′ is obtained in
[Sri79] p.148 and [Pan16] theorem 3.8. Based on Srinivasan’s proof, we show that in fact
the decomposition holds for any finite field of odd characteristic (cf. Theorem 3.25). This
is the first step to study Howe correspondence by using Deligne-Lusztig’s theory.
Suppose that ρ ∈ E(G)s and ρ′ ∈ E(G′)s′ such that ρ ⊗ ρ′ occurs in ωψG,G′ . Then we
can define a (modified) Lusztig correspondences
Ls : E(G)s → E(G(1)×G(2)×G(3))1 and Ls′ : E(G′)s′ → E(G′(1)×G′(2)×G′(3))1
such thatG(1) ≃ G(2),G(2) ≃ G(3), and (G(2), G′(2)) is a reductive dual pair of either two
general linear groups, two unitary groups, or one symplectic group and one even orthogonal
group. Therefore we can write Ls(ρ) = ρ
(1) ⊗ ρ(2) ⊗ ρ(3) for ρ ∈ E(G)s and ρ(j) ∈
E(G(j))1.
If (G,G′) consists of one symplectic group and one orthogonal group, using the decom-
position of ω♯
G,G′ , it is proved in [Pan19a] theorems 6.9 and 7.9 that the following diagram
commutes up to a twist of the sign character of a product of even orthogonal groups:
ρ
Θ−−−−→ ρ′
Ls
y yLs′
ρ(1) ⊗ ρ(2) ⊗ ρ(3) id⊗id⊗Θ−−−−−−→ ρ′(1) ⊗ ρ′(2) ⊗ ρ(3)
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i.e., the Howe correspondence and Lusztig commutes up to a twist of a sign character. If
the pair (G,G′) consists of two general linear groups or two unitary groups, then all the
irreducible characters ofG andG′ are uniform and so the above commutative diagram can
be read off from the result in [AMR96] the´ore`me 2.6 (cf. [Pan19b] theorem 3.10).
Thereforewe can reduce the Howe correspondence on general irreducible characters for
the dual pair of the above three basic types to the correspondence on irreducible unipotent
characters (up to sgn) for the dual pair of (1) two general linear groups; (2) two unitary
groups; or (3) one symplectic group and one even orthogonal group. In [AMR96] the´ore`me
5.5, the´ore`me 3.10 and conjecture 3.11, Aubert, Michel and Rouquier give a explicit de-
scription of the correspondence of unipotent characters for a dual pair of the first two cases
and provide a conjecture on the third case. The main purpose of this paper is to prove their
conjecture.
1.3. So now we focus on the correspondence on irreducible unipotent characters of one
symplectic group and one even orthogonal group. First we review some results on the
classification of the irreducible unipotent characters by Lusztig in [Lus77], [Lus81] and
[Lus82]. Let
Λ =
(
A
B
)
=
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
denote a (reduced) symbol whereA,B are finite subsets of non-negative integers such that
0 6∈ A ∩ B. Note that we always assume that a1 > a2 > · · · > am1 and b1 > b2 > · · · >
bm2 . The rank and defect of a symbol Λ are defined by
rank(Λ) =
∑
ai∈A
ai +
∑
bj∈B
bj −
⌊( |A|+ |B| − 1
2
)2⌋
,
def(Λ) = |A| − |B|
where |X | denotes the cardinality of a finite set X . Elements ai, bj are called entries
of Λ. For any symbol Λ =
(
A
B
)
, we define its transpose Λt =
(
B
A
)
. It is clear that
rank(Λt) = rank(Λ) and def(Λt) = −def(Λ). Then Lusztig gives a parametrization of
irreducible unipotent characters E(G)1 by these symbols:
E(Sp2n(q))1
E(O+2n(q))1
E(O−2n(q))1
is parametrized by

{Λ | rank(Λ) = n, def(Λ) ≡ 1 (mod 4) };
{Λ | rank(Λ) = n, def(Λ) ≡ 0 (mod 4) };
{Λ | rank(Λ) = n, def(Λ) ≡ 2 (mod 4) }.
IfG is an orthogonal group, it is known that ρΛt = ρΛ ·sgnwhere ρΛ means the irreducible
parametrized by the symbol Λ and sgn denotes the sign character.
A symbol
Z =
(
A
B
)
=
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
with def(Λ) = 0, 1 is called special if a1 ≥ b1 ≥ a2 ≥ b2 ≥ · · · . For a special symbol Z ,
let SZ denote the set of all symbols which have the identical entries of Z . If def(Z) = 1,
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we define
SZ = {Λ ∈ SZ | def(Λ) ≡ 1 (mod 4) };
if def(Z) = 0, we define
S+Z = {Λ ∈ SZ | def(Λ) ≡ 0 (mod 4) };
S−Z = {Λ ∈ SZ | def(Λ) ≡ 2 (mod 4) }.
Let SZ denote one of SZ ,S+Z ,S−Z if def(Z) is not specified, and let SZ,β denote the subset
of SZ consisting of symbols of defect β. Then the irreducible unipotent characters of G
are partitioned into classes indexed by special symbols Z:
E(G)1 =
⊔
Z
{ ρΛ | Λ ∈ SZ }.
For a symbol Λ =
(a1,a2,...,am1
b1,b2,...,bm2
)
, we associate it a bi-partition
Υ(Λ) =
[
Υ∗(Λ)
Υ∗(Λ)
]
=
[
a1 − (m1 − 1), . . . , ai − (m1 − i), . . . , am1−1 − 1, am1
b1 − (m2 − 1), . . . , bj − (m2 − j), . . . , bm2−1 − 1, bm2
]
.
Then Υ induces a bijection from Sn,1 onto the set P2(n) of bi-partitions of n; and also a
bijection from Sn,0 ontoP2(n) where Sn,β denotes the set of symbols of rank n and defect
β.
Recall that for an element w of the Weyl groupWG of G, we can associate a maximal
torus Tw of G. If G is Sp2n or O
+
2n, for a class function χ on WG, we define a class
function on G:
RGχ =
1
|WG|
∑
w∈WG
χ(w)RGTw,1.
If G = O−2n, the definition need to be slightly modified (cf. Remark 3.4). We identify
WOǫ2n as a subgroup of WSp2n of index 2. It is known that E(WSp2n) is parametrized by
P2(n). Therefore, if χ ∈ E(WSp2n) is associated to the bi-partition Υ(Σ), then RGχ is
denoted by RGΣ.
1.4. Let (G,G′) = (Sp2n,O
ǫ
2n′), and let Z,Z
′ be special symbols of ranks n, n′ and
defects 1, 0 respectively. Then we define
DZ,Z′ = { (Σ,Σ′) ∈ SZ,1 × SZ′,0 | Υ∗(Σ) 4 Υ∗(Σ′), Υ∗(Σ′) 4 Υ∗(Σ) }
where for two partitions λ = [λi] and µ = [µi] (with {λi}, {µi} are written in decreasing
order), we denote λ 4 µ if µi − 1 ≤ λi ≤ µi for each i.
Let VZ (resp. VǫZ′ ) be the subspace of class functions onG (resp.G′) spanned by { ρΛ |
Λ ∈ SZ } (resp. { ρΛ | Λ ∈ SǫZ′ }) where ǫ = ±. From Lusztig’s result in [Lus81]
and [Lus82], we know that the subspace V♯Z (resp. (VǫZ′)♯) of uniform class functions is
spanned by {RGΣ | Σ ∈ SZ,1 } (resp. {RG
′
Σ | Σ ∈ SZ′,0 }. Let ωZ,Z′ denote the orthogonal
projection of ωG,G′,1 on the subspace VZ ⊗ VǫZ′ . Then we have
ωG,G′,1 =
∑
Z
∑
Z′
ωZ,Z′
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where Z,Z ′ run over the special symbols of rank n, n′ and defect 1, 0 respectively. Then
[AMR96] the´ore`me 4.4 can be rephrased as follows:
(1.1) ω♯Z,Z′ =
1
2
∑
(Σ,Σ′)∈DZ,Z′
RGΣ ⊗RG
′
Σ′
Note that it is proved in Theorem 3.25 that the decomposition of ω♯
G,G′ in [Sri79] holds
without assuming that the order of the base field fq is large enough, so (1.1) is true for any
finite field of odd characteristic.
Next we define a relation on SZ × SǫZ′ :
B+Z,Z′ = { (Λ,Λ′) ∈ SZ × S+Z′ | Υ∗(Λ) 4 Υ∗(Λ′), Υ∗(Λ′) 4 Υ∗(Λ), def(Λ′) = −def(Λ) + 1 };
B−Z,Z′ = { (Λ,Λ′) ∈ SZ × S−Z′ | Υ∗(Λ) 4 Υ∗(Λ′), Υ∗(Λ′) 4 Υ∗(Λ), def(Λ′) = −def(Λ)− 1 }.
Then we can state our first main result (Theorem 3.33):
Theorem. Let (G,G′) = (Sp2n,O
ǫ
2n′), Z,Z
′ special symbols of rank n, n′ and defect 1, 0
respectively, and ǫ = ±. Then
1
2
∑
(Σ,Σ′)∈DZ,Z′
RGΣ ⊗RG
′
Σ′ =
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρ♯Λ ⊗ ρ♯Λ′ .
This theorem means that in the inner product space V(G × G′) of class functions on
G×G′, two vectors ωZ,Z′ and
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρΛ⊗ ρΛ′ have the same uniform projection:
(1.2) ω♯Z,Z′ =
( ∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρΛ ⊗ ρΛ′
)♯
.
1.5. To recover the relation between ωZ,Z′ and
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρΛ⊗ρΛ′ from the uniform
projection, we will use the technique learned from [KS05], pp.436–438. That is, we reduce
the problem into a system of linear equations. To write down these equations, we need the
theory of “cells” by Lusztig from [Lus81] theorem 5.6 and [Lus82] proposition 3.13. The
variables of the equations are the multiplicities of those ρΛ ⊗ ρΛ′ occurring in ωZ,Z′ . The
solutions must be non-negative integers, that is the reason that we are almost able to solve
the equations.
Define BSp2n,Oǫ2n′ =
⋃
Z,Z′ BǫZ,Z′ where Z,Z ′ run over the special symbols of rank
n, n′ and defect 1, 0 respectively. The following is our second main result (Theorem 3.34):
Theorem. Let (G,G′) = (Sp2n,O
ǫ
2n′), ρΛ ∈ E(G)1, ρΛ′ ∈ E(G′)1. Then ρΛ ⊗ ρΛ′ or
ρΛ ⊗ ρΛ′t occurs in ωG,G′,1 if and only if (Λ,Λ′) or (Λ,Λ′t) ∈ BG,G′ .
Finally, since the parametrization of unipotent cuspidal characters and The Howe cor-
respondence are both compatible with parabolic induction, we can go one step further
and give a complete description of the Howe correspondence in terms of symbols (Theo-
rem 3.35):
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Theorem. Let (G,G′) = (Sp2n,Oǫ2n′), ρΛ ∈ E(G)1, ρΛ′ ∈ E(G′)1. Then ρΛ ⊗ ρΛ′
occurs in ωG,G′,1 if and only if (Λ,Λ
′) ∈ BG,G′ , i.e.,
ωSp2n,Oǫ2n′ ,1 =
∑
(Λ,Λ′)∈BSp2n,Oǫ2n′
ρΛ ⊗ ρΛ′ .
Hence the conjecture by Aubert-Michel-Rouquier in [AMR96] is proved. Combining
the theorem and the commutativity between Howe correspondence and Lusztig correspon-
dence proved in [Pan19a] theorem 6.9 and 7.9, we obtain an explicit description of the
Howe correspondence of irreducible characters for a finite reductive dual pair.
1.6. The contents of the paper are organized as follows. In Section 2, we recall the
definition and basic properties of symbols introduced by Lusztig. Then we discuss the re-
lations DZ,Z′ and BǫZ,Z′ which play the important roles in our main results. In particular,
Lemma 2.20 is used everywhere. In Section 3, we recall the Lusztig’s parametrization of
irreducible unipotent characters of a symplectic group or an even orthogonal group. And
we prove that the decomposition of ω♯
G,G′ holds for any finite field of odd characteristic.
Then we state our main theorems in Subsection 3.6. In Subsection 3.7 we provide a com-
parison between our theorem and the conjecture by Aubert-Michel-Rouquier. In Section
4, we prove Theorem 3.33 for the cases which involve the correspondence of irreducible
unipotent cuspidal characters. In Section 5, we provide several properties of cells of a sym-
plectic group or an even orthogonal group. These properties will be used in Section 10.
In Section 6, we analyze the basic properties of the relation DZ,Z′ . In particular, we show
that (Z,Z ′) occurs in the relation if DZ,Z′ is non-empty. In Section 7, we prove our first
main result: Theorem 3.33 for the case that ǫ = +, Z,Z ′ are regular and DZ,Z′ is one-to-
one. In Section 8, we prove Theorem 3.33 for the case ǫ = + by reducing it to the case
proved in Section 7. In Section 9, we prove Theorem 3.33 for the case ǫ = −. Our sec-
ond main result: Theorem 3.34 is proved in Subsection 10. In the final section, we prove
Theorem 3.35.
2. SYMBOLS AND BI-PARTITIONS
In the first part of this section we recall the notion of “symbols” and “bi-partitions” from
[Lus77] §3. Then we define the relations BǫZ,Z′ and DZ,Z′ .
2.1. Symbols. A symbol is an ordered pair
Λ =
(
A
B
)
=
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
of two finite subsets A,B (possibly empty) of non-negative integers. We always assume
that elements in A,B are written respectively in strictly decreasing order, i.e., a1 > a2 >
· · · > am1 and b1 > b2 > · · · > bm2 . The pair (m1,m2) is called the size of Λ and is
denoted by size(Λ) = (m1,m2). Each ai or bi is called an entry of Λ. A symbol is called
degenerate if A = B, and it is called non-degenerate otherwise.
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The rank of a symbol Λ =
(
A
B
)
is a non-negative integer defined by
(2.1) rank(Λ) =
∑
ai∈A
ai +
∑
bj∈B
bj −
⌊( |A|+ |B| − 1
2
)2⌋
,
and the defect of Λ is defined to be the difference
(2.2) def(Λ) = |A| − |B|
where |X | denotes the cardinality of the finite setX . Note that we do not take the absolute
value of the difference to define the defect, unlike the original definition in [Lus77] p.133.
We think the definition here will be more convenient for our formulation. It is easy to see
that
rank(Λ) ≥
⌊(
def(Λ)
2
)2⌋
.
For a symbol Λ, let Λ∗ (resp. Λ∗) denote the first row (resp. second row) of Λ, i.e.,
Λ =
(
Λ∗
Λ∗
)
. For two symbols Λ,Λ′, we define the difference Λ r Λ′ =
(
Λ∗rΛ′∗
Λ∗rΛ′∗
)
. If
Λ∗ ∩ Λ′∗ = ∅ and Λ∗ ∩ Λ′∗ = ∅, then we define the union Λ ∪ Λ′ =
(
Λ∗∪Λ′∗
Λ∗∪Λ′∗
)
. It is clear
that def(Λ ∪ Λ′) = def(Λ) + def(Λ′). For a symbol Λ = (AB), we define its transpose
Λt =
(
B
A
)
. Clearly, rank(Λt) = rank(Λ) and def(Λt) = − def(Λ).
Define an equivalence relation generated by the rule
(2.3)
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
∼
(
a1 + 1, a2 + 1, . . . , am1 + 1, 0
b1 + 1, b2 + 1, . . . , bm1 + 1, 0
)
.
It is easy to see that two equivalent symbols have the same rank and the same defect. A
symbol
(
A
B
)
is called reduced if 0 6∈ A ∩ B. It is clear that a symbol is equivalent to a
unique reduced symbol. Let Sn,β denote the set of reduced symbols of rank n and defect
β.
In the remaining part of this article, a symbol is always assumed to be reduced unless
specified otherwise.
2.2. Special symbols. A symbol
(2.4) Z =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
of defect 1 is called special if
a1 ≥ b1 ≥ a2 ≥ b2 ≥ · · · ≥ am ≥ bm ≥ am+1;
similarly a symbol
(2.5) Z =
(
a1, a2, . . . , am
b1, b2, . . . , bm
)
of defect 0 is called special if
a1 ≥ b1 ≥ a2 ≥ b2 ≥ · · · ≥ bm−1 ≥ am ≥ bm.
For a special symbol Z =
(
A
B
)
, define
ZI =
(
Ar (A ∩B)
B r (A ∩B)
)
.
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Entries in ZI are called singles of Z . Clearly, Z and ZI have the same defect, and the
degree of Z is defined to be
deg(Z) =

|ZI|−1
2 , if Z has defect 1;
|ZI|
2 , if Z has defect 0.
A special symbol Z is called regular if Z = ZI. Entries in ZII := A ∩ B are called
“doubles” in Z . If a ∈ A and b ∈ B such that a = b, then the pair (ab) is called a pair of
doubles.
A symbol M is a subsymbol of ZI and denoted by M ⊂ ZI if M∗ ⊂ (ZI)∗ and
M∗ ⊂ (ZI)∗. Because we can naturally construct a subsymbol
(
M∩(ZI)∗
M∩(ZI)∗
)
of ZI from each
subset M ⊂ (ZI)∗ ∪ (ZI)∗. So we will make no distinguish between a subsymbol of ZI
and a subset of (ZI)
∗ ∪ (ZI)∗. Now for a subsetM of ZI, define
(2.6) ΛM = (Z rM) ∪M t,
i.e., ΛM is obtained from Z by switching the row position of elements inM and keeping
other elements unchanged. In particular, Z = Λ∅, Zt = ΛZI . Note that the notation of ΛM
here is slightly different from [Lus81] §5.7. We think the notation here is more convenient
and more consistent with the notation in the definition of a cell (see Subsection 5.1). An
entry z ∈ ΛM is said to be in its natural position if it is in the same position in Z . By
definition, an entry z ∈ ΛM is not in its natural position if z ∈M . Clearly
rank(ΛM ) = rank(Z) and def(ΛM ) = def(Z) + 2(|M∗| − |M∗|).
In particular, if def(ΛM ) = def(Z) if and only if |M∗| = |M∗|.
Lemma 2.7. Suppose that Z is a special symbol andM is a subset of ZI. Then (ΛM )
t =
ΛZIrM .
Proof. By (2.6), ΛM = (Z r ZI) ∪ (ZI rM) ∪M t. Note that (Z r ZI)t = Z r ZI and
M = ZI r (ZI rM). Then
(ΛM )
t = (Z r ZI)
t ∪ (Z1 rM)t ∪M
= (Z r ZI) ∪ (Z1 r (ZI rM)) ∪ (ZI rM)t = ΛZIrM .

For a special symbol Z and an integer δ, we define
SZ = {ΛM |M ⊂ ZI },
SZ,δ = {Λ ∈ SZ | def(Λ) = δ }.
(2.8)
Note that if Λ ∈ SZ , then def(Λ) ≡ def(Z) (mod 2). For ΛM ,ΛM ′ ∈ SZ , we define
ΛM + ΛM ′ = ΛN
where N = (M ∪ M ′) r (M ∩M ′). This gives SZ an f2-vector space structure with
identity element Λ∅ = Z .
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Lemma 2.9. LetM,N be subsets of ZI. Then (ΛM + ΛN )
t = (ΛM )
t + ΛN .
Proof. We have a disjoint decomposition
ZI = (ZI r (M ∪N)) ∪ (M rN) ∪ (N rM) ∪ (M ∩N).
Then by Lemma 2.7, we have
(ΛM + ΛN)
t = (Λ(MrN)∪(NrM))t = Λ(ZIr(M∪N))∪(M∩N)
and
(ΛM )
t + ΛN = ΛZIrM + ΛN = Λ(ZIr(M∪N))∪(NrM) + Λ(M∩N)∪(NrM)
= Λ(ZIr(M∪N))∪(M∩N).

We define a non-singular symplectic form on SZ by
(2.10) 〈ΛM ,ΛM ′〉 = |M ∩M ′| (mod 2).
Remark 2.11. Our notation “ΛM” is different from the original one defined in [Lus81]
§5.7. Now we check that both are equivalent. ForM ⊂ ZI, let ΛM be defined in (2.6), and
let Λ¯M denote the “ΛM” defined in [Lus81] §5.7, i.e.,
Λ¯M =
(
ZII ⊔ (ZI rM)
ZII ⊔M
)
where ZI is regarded as (ZI)∗ ∪ (ZI)∗, and then 〈Λ¯M1 , Λ¯M2〉 = |M ♯1 ∩ M ♯2 | (mod 2)
whereM ♯ = M ∪ (ZI)∗ r (M ∩ (ZI)∗). Then
ΛM =
(
ZII ⊔ ((ZI)∗ rM∗) ∪M∗
ZII ⊔ ((ZI)∗ rM∗) ∪M∗
)
= Λ¯(ZIrM)∗∪M∗ .
LetM ′ = (ZI rM)∗ ∪M∗. Then
(M ′)♯ = (M ′ ∪ (ZI)∗)r (M ′ ∩ (ZI)∗) = (M∗ ∪ (ZI)∗)r (ZIrM)∗ =M∗ ∪M∗ = M.
Therefore, the definition of ΛM in (2.6) with the form 〈, 〉 defined in (2.10) is equivalent to
the original definition in [Lus81] §5.7.
Let Z be a special symbol. If def(Z) = 1, we define
(2.12) SZ =
⋃
β≡1 (mod 4)
SZ,β ;
if def(Z) = 0, we define
S+Z =
⋃
β≡0 (mod 4)
SZ,β ;
S−Z =
⋃
β≡2 (mod 4)
SZ,β .
(2.13)
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It is clear that |SZ | = 22δ, if def(Z) = 1 and deg(Z) = δ;|S+Z | = |S−Z | = 22δ−1, if def(Z) = 0 and deg(Z) = δ.
For simplicity, if def(Z) is not specified, let SZ denote one of SZ (when def(Z) = 1) or
S+Z ,S−Z (when def(Z) = 0).
2.3. Bi-partitions. For a partition
λ = [λi] = [λ1, λ2, . . . , λk], with λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0,
define |λ| = λ1 + λ2 + · · ·+ λk . For a partition λ = [λi], define its transpose λt = [λ∗j ]
by λ∗j = |{ i | λi ≥ j }| for j ∈ N. It is clear that |λt| = |λ|.
Lemma 2.14. Let λ = [λi] be a partition and let λ
t = [λ∗j ] be its transpose. Then for
i, j ∈ N,
(i) j ≤ λi if and only if λ∗j ≥ i;
(ii) j > λi if and only if λ
∗
j < i.
Proof. Part (i) follows from the definition directly, and part (ii) is equivalent to part (i). 
Let λ = [λ1, . . . , λk] and µ = [µ1, . . . , µl] be two partitions with λ1 ≥ · · · ≥ λk and
µ1 ≥ · · · ≥ µl. We may assume that k = l by adding several 0’s if necessary. Then we
denote
λ 4 µ if µi − 1 ≤ λi ≤ µi for each i.
Lemma 2.15. Let λ = [λi], µ = [µi] be two partitions. Then λ
t 4 µt if and only if
µi+1 ≤ λi ≤ µi for each i.
Proof. Write λt = [λ∗j ] and µ
t = [µ∗j ]. First suppose that µ
∗
j ≥ λ∗j for each j. If λi ≥ j,
then by Lemma 2.14, µ∗j ≥ λ∗j ≥ i and hence µi ≥ j. Since j is arbitrary, this implies that
µi ≥ λi for each i. By the same argument, µi ≥ λi for each i implies that µ∗j ≥ λ∗j for
each j.
Next suppose that µ∗j−1 ≤ λ∗j for each j. If µi+1 ≥ j, then µ∗j ≥ i+1 by Lemma 2.14.
Then λ∗j ≥ i and hence λi ≥ j. Since j is arbitrary, µ∗j − 1 ≤ λ∗j for each j implies
λi ≥ µi+1 for each i. Now suppose that λi ≥ µi+1 for each i. If µ∗j ≥ i + 1, then
µi+1 ≥ j and λi ≥ j, and hence λ∗j ≥ i. Since i is arbitrary, λi ≥ µi+1 for each i implies
that λ∗j ≥ µ∗j − 1 for each j. 
LetP2(n) denote the set of bi-partitions of n, i.e., the set of
[
λ
µ
]
where λ, µ are partitions
and |λ|+ |µ| = n. To each symbol we can associate a bi-partition by the rule:
(2.16)
Υ:
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
7→
[
a1 − (m1 − 1), . . . , ai − (m1 − i), . . . , am1−1 − 1, am1
b1 − (m2 − 1), . . . , bj − (m2 − j), . . . , bm2−1 − 1, bm2
]
.
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It is easy to check that Υ induces a bijection
Υ: Sn,β −→
P2(n− (
β−1
2 )(
β+1
2 )), if β is odd;
P2(n− (β2 )2), if β is even.
In particular, Υ induces a bijection from Sn,1 onto P2(n), and a bijection from Sn,0 onto
P2(n). Therefore for each
[
λ
µ
] ∈ P2(n− (β2 )2) with β > 0 there exist a unique Λ ∈ Sn,β
and a unique Λ′ ∈ Sn,−β such that Υ(Λ) = Υ(Λ′) =
[
λ
µ
]
.
2.4. The sets BǫZ,Z′ and DZ,Z′ . Let Z,Z ′ be special symbols of defect 1, 0 respectively.
For Λ ∈ SZ writeΥ(Λ) =
[
λ
µ
]
; and for Λ′ ∈ SZ′ write Υ(Λ′) =
[
ξ
ν
]
. Define two relations
B+Z,Z′ ,B
−
Z,Z′ on SZ × SZ′ by
B+Z,Z′ = { (Λ,Λ′) ∈ SZ × SZ′ | µt 4 ξt, νt 4 λt, def(Λ′) = −def(Λ) + 1 };
B−Z,Z′ = { (Λ,Λ′) ∈ SZ × SZ′ | ξt 4 µt, λt 4 νt, def(Λ′) = −def(Λ)− 1 }.
(2.17)
We say that symbol Λ ∈ SZ occurs in the relation BǫZ,Z′ (where ǫ = ±) if there exists
Λ′ ∈ SZ′ such that (Λ,Λ′) ∈ BǫZ,Z′ . An analogous definition also applies to a symbol
Λ′ ∈ SZ′ . Finally we define
BǫZ,Z′ = B
ǫ
Z,Z′ ∩ (SZ × SǫZ′);
DZ,Z′ = B+Z,Z′ ∩ (SZ,1 × SZ′,0);
BSp2n,Oǫ2n′ = B
ǫ
n,n′ =
⋃
Z,Z′
BǫZ,Z′ ;
Bǫ =
⋃
n,n′≥0
Bǫn,n′
(2.18)
where the union
⋃
Z,Z′ is taken over all special symbols Z,Z
′ of rank n, n′ and defect 1, 0
respectively. Because SZ,1 ⊂ SZ and SZ′,0 ⊂ S+Z′ , it is clear that DZ,Z′ ⊂ B+Z,Z′ . Note
that if Λ ∈ SZ ⊂ SZ and (Λ,Λ′) ∈ BǫZ,Z′ for some Λ′ ∈ SZ′ , then def(Λ) ≡ 1 (mod 4)
and by (2.17) we know that Λ′ ∈ SǫZ′ , and consequently (Λ,Λ′) ∈ BǫZ,Z′ . Conversely,
if Λ′ ∈ SǫZ′ ⊂ SZ′ and (Λ,Λ′) ∈ B
ǫ
Z,Z′ for some Λ ∈ SZ , then Λ ∈ SZ and hence
(Λ,Λ′) ∈ BǫZ,Z′ . Define
BǫΛ = {Λ′ ∈ SZ′ | (Λ,Λ′) ∈ B
ǫ
Z,Z′ } for Λ ∈ SZ ,
BǫΛ′ = {Λ ∈ SZ | (Λ,Λ′) ∈ B
ǫ
Z,Z′ } for Λ′ ∈ SZ′ .
If Σ ∈ SZ,1, then B+Σ is also denoted by DΣ. Similarly, B+Σ′ is denoted by DΣ′ if Σ′ ∈
SZ′,0.
Lemma 2.19. Let Z,Z ′ be special symbols of size (m + 1,m), (m′,m′) respectively for
some non-negative integers m,m′. If DZ,Z′ is non-empty, then either m′ = m or m′ =
m+ 1.
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Proof. Write
Σ =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
, Σ′ =
(
a′1, a
′
2, . . . , a
′
m′
b′1, b
′
2, . . . , b
′
m′
)
;
Υ(Σ) =
[
λ1, λ2, . . . , λm+1
µ1, µ2, . . . , µm
]
, Υ(Σ′) =
[
λ′1, λ′2, . . . , λ′m′
µ′1, µ
′
2, . . . , µ
′
m′
]
where Υ is given in (2.16). Suppose that (Σ,Σ′) ∈ DZ,Z′ . If am+1 6= 0, then λm+1 6= 0.
This implies that µ′m ≥ λm+1 > 0 by Lemma 2.15, and hencem′ ≥ m. If bm 6= 0, then
µm 6= 0. This implies that λm ≥ µm > 0 and hence againm′ ≥ m. Because we assume
that Σ is reduced, am+1, bm can not both be zero, so we conclude thatm
′ ≥ m.
Similarly, if a′m′ 6= 0, then λ′m′ 6= 0. Then µm′−1 ≥ λ′m′ > 0 and hencem ≥ m′ − 1.
If b′m′ 6= 0, then µ′m′ 6= 0. Then λm′ ≥ µm′ > 0 and hence m + 1 ≥ m′. Because
a′m′ , b
′
m′ can not both be zero, so we conclude thatm ≥ m′ − 1. 
Lemma 2.20. Let Z,Z ′ be two special symbols of sizes (m+1,m), (m′,m′) respectively
wherem′ = m,m+ 1. Let
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
∈ SZ , Λ′ =
(
c1, c2, . . . , cm′1
d1, d2, . . . , dm′2
)
∈ SZ′ .
(i) Then (Λ,Λ′) ∈ B+Z,Z′ if and only ifm′1 = m2, and ai > di, di ≥ ai+1, ci ≥ bi, bi > ci+1 for each i, ifm′ = m;m′1 = m2 + 1, and ai ≥ di, di > ai+1, ci > bi, bi ≥ ci+1 for each i, ifm′ = m+ 1.
(ii) Then (Λ,Λ′) ∈ B−Z,Z′ if and only ifm′1 = m2 − 1, and di ≥ ai, ai > di+1, bi > ci, ci ≥ bi+1 for each i, ifm′ = m;m′1 = m2, and di > ai, ai ≥ di+1, bi ≥ ci, ci > bi+1 for each i, ifm′ = m+ 1.
Proof. We know that m1 + m2 = 2m + 1, m
′
1 + m
′
2 = 2m
′, def(Λ) = m1 −m2 and
def(Λ′) = m′1 − m′2. Write Υ(Λ) =
[
λ
µ
]
, λ = [λi], λ
t = [λ∗j ], µ = [µi], µ
t = [µ∗j ];
and Υ(Λ′) =
[
ξ
ν
]
, ξ = [ξi], ξ
t = [ξ∗j ], ν = [νi], ν
t = [ν∗j ]. Then λi = ai − (m1 − i),
µi = bi − (m2 − i), ξi = ci − (m′1 − i), νi = di − (m′2 − i).
(a) Suppose that ǫ = + andm′ = m. Suppose that (Λ,Λ′) ∈ B+Z,Z′ . Thenm′1−m′2 =
−(m1 −m2) + 1 by (2.17). Therefore, we have m′1 = m2 and m′2 = m1 − 1.
Moreover, by Lemma 2.15, the condition
(2.21) µt 4 ξt and νt 4 λt.
is equivalent to
(2.22) ξi+1 ≤ µi ≤ ξi and λi+1 ≤ νi ≤ λi
for each i. Moreover, the conditionm′1 = m2 and (2.22) imply that
(2.23) ci+1 < bi ≤ ci and ai+1 ≤ di < ai
for each i.
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Conversely, the condition m′1 = m2 will imply that def(Λ′) = −def(Λ) +
1. Moreover, the condition m′1 = m2 and (2.23) will imply (2.22), and hence
(Λ,Λ′) ∈ B+Z,Z′ .
(b) Suppose that ǫ = + andm′ = m+1. Then the condition def(Λ′) = −def(Λ)+1
is equivalent to m′1 = m2 + 1. Moreover, under the condition m′1 = m2 + 1,
(2.22) is equivalent to
ci+1 ≤ bi < ci and ai+1 < di ≤ ai
for each i.
(c) Suppose that ǫ = − andm′ = m. Then the condition def(Λ′) = −def(Λ)− 1 is
equivalent to m′1 = m2 − 1. Moreover, under the condition m′1 = m2 − 1, the
condition
(2.24) ξt 4 µt and λt 4 νt
is equivalent to
bi+1 ≤ ci < bi and di+1 < ai ≤ di
for each i.
(d) Suppose that ǫ = − andm′ = m+1. Then the condition def(Λ′) = −def(Λ)− 1
is equivalent to m′1 = m2. And under the condition m
′
1 = m2, the condition
(2.24) is equivalent to
bi+1 < ci ≤ bi and di+1 ≤ ai < di
for each i.
Thus the lemma is proved. 
We will see that the following two examples are basic:
Example 2.25. Letm be a non-negative integer,
Z = Z(m) =
(
2m, 2m− 2, . . . , 0
2m− 1, 2m− 3, . . . , 1
)
, and Z ′ = Z ′(m+1) =
(
2m+ 1, 2m− 1, . . . , 1
2m, 2m− 2, . . . , 0
)
.
ThenZ(m) is a special symbol of size (m+1,m) and rank 2m(m+1); Z
′
(m+1) is a special
symbol of size (m+ 1,m+ 1) and rank 2(m+ 1)2. Let Λ ∈ SZ and Λ′ ∈ SǫZ′ such that
(Λ,Λ′) ∈ BǫZ,Z′ .
(1) Suppose that ǫ = +. Then we can write
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
, Λ′ =
(
c1, c2, . . . , cm2+1
d1, d2, . . . , dm1
)
for some nonnegative integers m1,m2 such that m1 +m2 = 2m + 1. If 0 is in
the first row of Λ, i.e., am1 = 0, then 0 must be in the second row of Λ
′, i.e.,
dm1 = 0 since we need am1 ≥ dm1 by (1) of Lemma 2.20; similarly, if 0 is in
the second row of Λ, i.e., bm2 = 0, then 0 must be in the first row of Λ
′, i.e.,
cm2+1 = 0 since we need bm2 ≥ cm2+1. Next, it is easy to see that i+ 1 is in the
same row of i in Λ if and only if i + 1 is in the same row of i in Λ′ by the rule in
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Lemma 2.20. Therefore the row positions in Λ,Λ′ of the same entry i are always
opposite. Finally, the number of entries in the first row of Λ′ is one more than the
number of entries in the second row of Λ, we see that 2m+1 is always in the first
row of Λ′. Thus Λ′ =
(
2m+1
−
) ∪ Λt.
(2) Suppose that ǫ = −. Then we can write
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
, Λ′ =
(
c1, c2, . . . , cm2
d1, d2, . . . , dm1+1
)
.
If 0 is in the first row of Λ, i.e., am1 = 0, then 0 must be in the second row of Λ
′,
i.e., dm1+1 = 0 since we need am1 ≥ dm1+1; similarly, if 0 is in the second row
of Λ, i.e., bm2 = 0, then 0 must be in first row of Λ
′, i.e., cm2 = 0 since we need
bm2 ≥ cm2 from Lemma 2.10. By the same argument as in (1) we see that the row
positions of the entry i in Λ and Λ′ must be opposite for each i = 0, . . . , 2m, and
the entry 2m+ 1 must be in the second row of Λ′. Thus Λ′ =
( −
2m+1
) ∪ Λt.
Example 2.26. Let m be a non-negative integer, Z = Z(m) and Z
′ = Z ′(m) where
Z(m), Z
′
(m) are given as in the previous example. Then Z is a special symbol of size
(m + 1,m) and rank 2m(m + 1); Z ′ is a special symbol of size (m,m) and rank 2m2.
Let Λ ∈ SZ and Λ′ ∈ SǫZ′ . By the similar argument in the previous example, we see that
(Λ,Λ′) ∈ BǫZ,Z′ if and only if
Λ =

(
2m
−
) ∪ Λ′t, if ǫ = +;( −
2m
) ∪ Λ′t, if ǫ = −.
3. FINITE HOWE CORRESPONDENCE OF UNIPOTENT CHARACTERS
In the first part of this section we review the parametrization of irreducible unipotent
characters by Lusztig in [Lus81] and [Lus82]. The comparison of our main results and the
conjecture in [AMR96] is in the final subsection.
3.1. Weyl groups. Let fq be a finite field of q element with odd characteristic. Let G be
a classical group defined over fq , F the corresponding Frobenius automorphism,G = G
F
the group of rational points. If G is Sp2n, O
ǫ
n, or Un, then G is denoted by Sp2n(q),
Oǫn(q), or Un(q) respectively.
Let T0 be a fixed maximally split rational maximal torus of G, N(T0) the normalizer of
T0 in G, W = WG = N(T0)/T0 the Weyl group of G. For w ∈ W, choose an element
g ∈ G such that g−1F (g) ∈ N(T0) whose image in W is w, and define Tw = gT0g−1, a
rational maximal torus of G. Every rational maximal torus of G is G-conjugate to Tw for
some w ∈ W.
The Weyl groups of Sp2n and SO2n+1 can be identified with Wn which consists of
permutations on the set
{1, 2, . . . , n, n∗, (n− 1)∗, . . . , 1∗}
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which commutes with the involution (1, 1∗)(2, 2∗) · · · (n, n∗)where (i, j) denote the trans-
position of i, j. Let si = (i, i+1)(i
∗, (i+ 1)∗) for i = 1, . . . , n− 1, and let tn = (n, n∗).
It is known thatWn is generated by {s1, . . . , sn−1, tn}. The kernelW+n of the homomor-
phism ε : Wn → {±1} given by si 7→ 1 and tn 7→ −1 is subgroup of index two and is
generated by {s1, . . . , sn−1, tnsn−1tn}. LetW−n = Wn rW+n .
3.2. Deligne-Lusztig virtual characters. The set of irreducible characters of G is de-
noted by E(G) where an irreducible character means the character of an irreducible rep-
resentation of G. The space V(G) of (complex-valued) class functions on G is an inner
product space and E(G) forms an orthonormal basis of V(G).
If G is a connected classical group, let RT,θ = R
G
T,θ denote the Deligne-Lusztig virtual
character of G with respect to a rational maximal torus T and an irreducible character
θ ∈ E(T ) where T = TF . If G = Oǫn, then we define
R
Oǫn
T,θ = Ind
Oǫn(q)
SOǫn(q)
R
SOǫn
T,θ .
Let G∗ be the dual group of G, G∗ the group of rational points. It is known that there is
a bijection between the set ofG-conjugacy classes of (T, θ) where θ ∈ E(T ) and the set of
G∗-conjugacy classes of (T∗, s) where T∗ is a rational maximal torus in G∗ and s ∈ T ∗.
Then RT,θ is also denoted by RT∗,s For a semisimple element s ∈ G∗, the set
E(G)s = {χ ∈ E(G) | 〈χ,RT∗,s〉 6= 0 for some T∗ containing s }
is called a Lusztig series and it is known that
E(G) =
⊔
(s)
E(G)s
where 〈, 〉 = 〈, 〉G denotes the inner product on V(G) and (s) runs over G∗-conjugacy
classes of semisimple elements s ∈ G∗. An irreducible character in E(G)1 is called unipo-
tent.
Let V(G)♯ denote the subspace of V(G) spanned by all Deligne-Lusztig characters of
G. For f ∈ V(G), the orthogonal projection f ♯ of f over V(G)♯ is called the uniform
projection of f . A class function f is called uniform if f ♯ = f , i.e., if f ∈ V(G)♯.
If G is connected, it is well-known that the regular character RegG of G is uniform
(cf. [Car85] corollary 7.5.6). Because RegOǫ = Ind
Oǫ
SOǫ(RegSOǫ), we see that RegOǫ is
also uniform. Therefore, we have
(3.1) ρ(1) = 〈ρ,RegG〉 = 〈ρ♯,RegG〉 = ρ♯(1).
Let χ be an irreducible character ofWn, then we define
RSp2nχ =
1
|Wn|
∑
w∈Wn
χ(w)R
Sp2n
Tw,1
;
R
Oǫ2n
χ =
1
|W ǫn|
∑
w∈W ǫn
χ(w)R
Oǫ2n
Tw,1
.
(3.2)
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Because (εχ)(w) = χ(w) if Tw ⊂ O+2n and (εχ)(w) = −χ(w) if Tw ⊂ O−2n, we see that
(3.3) RO
+
εχ = R
O+
χ and R
O−
εχ = −RO
−
χ .
Remark 3.4. Definition in (3.2) need some explanation when G = O−2n. We identify
WG = W
+
n . The action F : W
+
n → W+n induced by the Frobenius automorphism of G
is given by x 7→ tnxtn where tn is given in Subsection 3.1. If χ ∈ E(Wn), then the
restriction of χ to W+n is fixed by F (but might not be irreducible) and therefore (3.17.1)
in [Lus78] becomes
(3.5) R
O−2n
χ =
1
|W+n |
∑
w∈W+n
χ(wtn)R
O−2n
Tw,1
.
Now the mapping w 7→ wtn gives a bijection betweenW+n andW−n , and we define
R
O−2n
Twtn ,1
= R
O−2n
Tw,1
for w ∈ W+n . So (3.5) becomes
R
O−2n
χ =
1
|W−n |
∑
w∈W−n
χ(w)R
O−2n
Tw ,1
for any χ ∈ E(Wn).
Remark 3.6. Note that the definition ofRGχ in [AMR96] where G = O
ǫ
2n and χ ∈ E(Wn)
is different from the definition here. Let R
Oǫ2n
χ be defined as above, and let “R
O+2n⊕O−2n
χ ”
be defined as in [AMR96] p.367. Then we have
R
O+2n⊕O−2n
χ =
1
|Wn|
∑
w∈Wn
χ(w)R
Oǫw2n
Tw,1
=
1
2
(
1
|W+n |
∑
w∈W+n
χ(w)R
O+2n
Tw,1
+
1
|W−n |
∑
w∈W−n
χ(w)R
O−2n
Tw,1
)
=
1
2
(
R
O+2n
χ +R
O−2n
χ
)
.
3.3. Unipotent characters of Sp2n(q). Define
(3.7) SSp2n =
⊔
β≡1 (mod 4)
Sn,β .
From [Lus77] theorem 8.2, there is a parametrization of unipotent characters SSp2n →
E(Sp2n)1 denoted by Λ 7→ ρΛ. Note that our definition of SSp2n is different from that of
Φn in [Lus77] p.134. However, we know that Λ ∈ Sn,β if and only if Λt ∈ Sn,−β , and
β ≡ 3 (mod 4) if and only if −β ≡ 1 (mod 4). Therefore there is a natural bijection
(3.8) SSp2n −→ Φn by Λ 7→
Λ, if def(Λ) ≥ 0;Λt, if def(Λ) < 0.
It is known that Sp2n(q) has a unique irreducible unipotent cuspidal character if and
only if n = m(m+ 1) for some nonnegative integerm. In this case, the unique unipotent
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cuspidal character ρΛ is associated to the symbol
(3.9) Λ =

(
2m,2m−1,...,1,0
−
)
, ifm is even;( −
2m,2m−1,...,1,0
)
, ifm is odd
of defect (−1)m(2m+ 1) under our convention.
Every symbol Λ of rank n and defect β ≡ 1 (mod 4) is in SZ for some unique special
symbol Z of rank n and defect 1, i.e., SSp2n =
⊔
Z SZ where Z runs over all special
symbols of rank n and defect 1. Therefore, we have the decomposition
(3.10) E(Sp2n)1 =
⊔
Z
{ ρΛ | Λ ∈ SZ }.
It is know that there is a one-to-one correspondence between the set P2(n) of biparti-
tions of n and the set of irreducible characters of the Weyl groupWn of Sp2n (cf. [GP00]
theorem 5.5.6). Then for a symbol Σ ∈ Sn,1, we can associate it a uniform function RΣ
on Sp2n(q) given by RΣ = Rχ where Rχ = R
G
χ is defined in (3.2) and χ is the irre-
ducible character ofWn associated to Υ(Σ) where Υ is the bijection Sn,1 → P2(n) given
in (2.16). The following proposition is modified from [Lus81] theorem 5.8:
Proposition 3.11 (Lusztig). Let G = Sp2n(q), Z a special symbol of rank n, defect 1 and
degree δ. For Σ ∈ SZ,1, we have
〈RΣ, ρΛ〉G =
(−1)〈Σ,Λ〉2−δ, if Λ ∈ SZ ;0, otherwise
where 〈, 〉 : SZ,1 × SZ → f2 is given by 〈ΛN ,ΛM 〉 = |N ∩M | (mod 2).
Proof. Note that the unipotent character ρΛ indexed by symbol Λ of rank n and defect 1
(mod 4) is indexed by its transpose Λt in [Lus77] if def(Λ) < 0. Suppose that Λ = ΛM
for someM ⊂ ZI with |M∗| ≡ |M∗| (mod 2). By Lemma 2.7, we know that (ΛM )t =
ΛZIrM . So we need to check that
(3.12) |M ∩N | ≡ |(ZI rM) ∩N | (mod 2)
for anyN ⊂ ZI with |N∗| = |N∗|. The requirement |N∗| = |N∗| implies that |N | is even.
Since N ⊂ ZI, (3.12) is obtained by the equality |N | = |M ∩N |+ |(ZI rM) ∩N |. 
Because both sets { ρΛ | Λ ∈ SZ } and {RΣ | Σ ∈ SZ,1 } are orthonormal in V(G), the
above proposition means that:
RΣ =
1
2δ
∑
Λ∈SZ
(−1)〈Σ,Λ〉ρΛ for Σ ∈ SZ,1;
ρ♯Λ =
1
2δ
∑
Σ∈SZ,1
(−1)〈Σ,Λ〉RΣ for Λ ∈ SZ .
(3.13)
Let VZ denote the (complex) vector space spanned by { ρΛ | Λ ∈ SZ }. It is known that
{ ρΛ | Λ ∈ SZ } is an orthonormal basis for VZ , and {RΣ | Σ ∈ SZ,1 } is an orthonormal
basis for the uniform projection V♯Z of the space VZ .
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3.4. Unipotent characters of Oǫ2n(q). Define
SO+2n =
⊔
β≡0 (mod 4)
Sn,β =
⊔
Z special, def(Z)=0, rank(Z)=n
S+Z ;
SO−2n =
⊔
β≡2 (mod 4)
Sn,β =
⊔
Z special, def(Z)=0, rank(Z)=n
S−Z .
(3.14)
From [Lus77] theorem 8.2, we have the following parametrization of unipotent characters:
(1) (a) If Λ ∈ SO+2n is a degenerate symbol, then n is even, Λ = Λ
t and Λ corre-
sponds to two irreducible characters ρ1, ρ2 of SO
+
2n(q). Now Ind
O+2n(q)
SO+2n(q)
ρ1 ≃
Ind
O+2n(q)
SO+2n(q)
ρ2 is irreducible, hence Λ corresponds a unique irreducible unipo-
tent character of O+2n(q).
(b) If Λ ∈ SO+2n is non-degenerate, then Λ 6= Λ
t and both Λ,Λt corresponds
to the same irreducible unipotent character ρ of SO+2n(q). We know that
Ind
O+2n(q)
SO+2n(q)
ρ decomposed as a sum ρI⊕ρII of two irreducible unipotent char-
acters of O+2n(q).
Hence there is a one-to-one correspondence between SO+2n and the set of irre-
ducible unipotent characters of O+2n(q).
(2) There is no degenerate symbol in SO−2n . For non-degenerate symbols, the situation
is similar to case (1.b). Again, we have a one-to-one correspondence between
SO−2n to the set of irreducible unipotent characters of O
−
2n(q).
ForΛ ∈ SOǫ2n , the associated irreducible character ofOǫ2n(q) is denoted by ρΛ. It is known
that ρΛt = ρΛ · sgn.
The trivial character of the trivial group O+0 (q) is regarded as unipotent cuspidal and is
associated to the symbol
(−
−
)
of rank 0 and defect 0. It is known thatOǫ2n(q) for n positive
has two irreducible unipotent cuspidal characters if and only if n = m2 and ǫ = (−1)m
for some nonzero integer m. These two characters ζI, ζII will associated to the symbols
Λ,Λt respectively where
(3.15) Λ =

(
2m−1,2m−2,...,1,0
−
)
, ifm is even;( −
2m−1,2m−2,...,1,0
)
, ifm is odd
under our convention. More properties of the parametrization will be given in Subsec-
tion 11.1.
Similar to the symplectic case, for a symbol Σ ∈ Sn,0, we define a uniform class
function RΣ = Rχ on O
ǫ
2n(q) where χ is the irreducible character of Wn associated to
Υ(Σ). If Σ ∈ Sn,0, then Σt ∈ Sn,0. Moreover if the character χ of Wn is associated to
Υ(Σ), then the character associated to Υ(Σt) is εχ, and hence
RO
+
Σt = R
O+
Σ and R
O−
Σt = −RO
−
Σ
from (3.3).
Remark 3.16. If G = O−2n, RΣ is denoted by R(Σ− Σt) in [Lus82] p.745.
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Let Z be a special symbol of defect 0. As in the symplectic case, we define 〈, 〉 : SZ,0×
SǫZ → f2 by
(3.17) 〈ΛM ,ΛN〉 = |M ∩N | (mod 2).
Lemma 3.18. Let Z be a special symbol of defect 0, Σ ∈ SZ,0, Λ ∈ SǫZ . Then
〈Σ,Λ〉 = 〈Σ,Λt〉, 〈Σt,Λ〉
= 〈Σ,Λ〉, if ǫ = +;6= 〈Σ,Λ〉, if ǫ = −.
Proof. Write Σ = ΛM and Λ = ΛN for some M,N ⊂ ZI such that |M∗| = |M∗|. In
particular, |M | is even. Now Σt = ΛZIrM and Λt = ΛZIrN by Lemma 2.7. Because
|M | = |M ∩ N | + |M ∩ (ZI r N)| and |M | is even, we conclude that |M ∩ N | ≡
|M ∩ (ZI rN)| (mod 2), and hence 〈Σ,Λ〉 = 〈Σ,Λt〉.
Note that Λ ∈ S+Z if |N | is even; and Λ ∈ S−Z if |N | is odd. Therefore
|N ∩M |
≡ |N ∩ (ZI rM)| (mod 2), if Λ ∈ S
+
Z ;
6≡ |N ∩ (ZI rM)| (mod 2), if Λ ∈ S−Z ,
and the lemma is proved. 
The following proposition is a modification for Oǫ2n(q) from [Lus82] theorem 3.15:
Proposition 3.19. Let Z be a non-degenerate special symbol of defect 0 and degree δ ≥ 1.
For any Σ ∈ SZ,0, we have
〈ROǫΣ , ρO
ǫ
Λ 〉Oǫ =
(−1)〈Σ,Λ〉2−(δ−1), if Λ ∈ SǫZ ;0, otherwise.
Proof. Recall that
〈RSOǫΣ , ρSO
ǫ
Λ 〉SOǫ =
(−1)〈Σ,Λ〉2−(δ−1), if Λ ∈ SǫZ ;0, otherwise.
from [Lus82] theorem 3.15. Moreover, we have IndO
ǫ
SOǫρ
SOǫ
Λ = ρ
Oǫ
Λ + ρ
Oǫ
Λt (since Z is
non-degenerate) and RO
ǫ
Σ = Ind
Oǫ
SOǫR
SOǫ
Σ . Hence, ρ
Oǫ
Λ |SOǫ = ρO
ǫ
Λt |SOǫ = ρSO
ǫ
Λ , and
RO
ǫ
Σ (y) =
2RSO
ǫ
Σ (y), if y ∈ SOǫ(q);
0, if y ∈ Oǫ(q)r SOǫ(q).
Note that 〈Σ,Λ〉 = 〈Σ,Λt〉 by Lemma 3.18. Therefore
〈ROǫΣ , ρO
ǫ
Λ 〉Oǫ = 〈RO
ǫ
Σ , ρ
Oǫ
Λt 〉Oǫ =
|SOǫ(q)|
|Oǫ(q)| 〈2R
SOǫ
Σ , ρ
SOǫ
Λ 〉SOǫ = 〈RSO
ǫ
Σ , ρ
SOǫ
Λ 〉SOǫ ,
and hence the lemma is proved. 
Because { ρΛ | Λ ∈ SǫZ } is an orthonormal set in V(G), the proposition implies that
(3.20) RO
ǫ
Σ =
1
2δ−1
∑
Λ∈Sǫ
Z
(−1)〈Σ,Λ〉ρOǫΛ for Σ ∈ SZ,0,
20 SHU-YEN PAN
Corollary 3.21. If G is a nontrivial orthogonal group, then
〈RΣ, RΣ〉G =
1, if Σ is degenerate and G = O+;2, if Σ is non-degenerate.
Proof. If Σ is degenerate, then RO
+
Σ = Ind
O+
SO+R
SO+
Σ is an irreducible character of O
+,
and hence 〈RO+Σ , RO
+
Σ 〉G = 1.
Next, suppose that Σ is non-degenerate. Then
〈ROǫΣ , RO
ǫ
Σ 〉G =
1
22(δ−1)
∑
Λ∈Sǫ
Z
∑
Λ′∈Sǫ
Z
(−1)〈Σ,Λ〉+〈Σ,Λ′〉〈ρOǫΛ , ρO
ǫ
Λ′ 〉G =
1
22(δ−1)
∑
Λ∈Sǫ
Z
1
= 2.

As in the symplectic case, let VǫZ denote the (complex) vector space spanned by { ρΛ |
Λ ∈ SǫZ }. Then { ρΛ | Λ ∈ SǫZ } is an orthonormal basis for VǫZ . If Σ is degenerate, then
Z = Σ, S−Z = ∅, S+Z = {Z} and ρO
+
Σ = R
O+
Σ . If Σ is non-degenerate, let S¯Z,0 denote a
complete set of representatives of cosets {Σ,Σt} in SZ,0, then { 1√2RO
ǫ
Σ | Σ ∈ S¯Z,0 } is
an orthonormal basis for (VǫZ)♯. Note that RO
ǫ
Σt = ǫR
Oǫ
Σ and (−1)〈Σ
t,Λ〉 = ǫ(−1)〈Σ,Λ〉 for
Λ ∈ SǫZ by Lemma 3.18, so we have
(ρO
ǫ
Λ )
♯ = (ρO
ǫ
Λt )
♯ =
1
2δ
∑
Σ∈S¯Z,0
(−1)〈Σ,Λ〉ROǫΣ
=
1
2δ+1
∑
Σ∈SZ,0
(−1)〈Σ,Λ〉ROǫΣ
(3.22)
for Λ ∈ SǫZ .
3.5. The decomposition of the Weil characters. In this subsection, let (G,G′) be a re-
ductive dual pair. By the homomorphismG×G′ → GG′ →֒ Sp2N (q), the Weil character
ωψSp2N of Sp2N (q) with respect to a nontrivial character ψ can be regarded as an character
ωψ
G,G′ of G×G′. Define the class function ω♮G,G′ of G×G′ as follows:
(I) for (GLn,GLn′)
ω♮GLn,GLn′ =
min(n,n′)∑
k=0
1
|WGLk |
1
|WGLn−k |
1
|WGLn′−k |
∑
v∈WGLk∑
θ∈E(Tv)
∑
w∈WGLn−k
∑
w′∈WGL
n′−k
RGLnTv×Tw,θ⊗1 ⊗R
GLn′
Tv×Tw′ ,θ⊗1;
(II) for (Un,Un′)
ω♮Un,Un′ =
min(n,n′)∑
k=0
(−1)k
|WUk |
1
|WUn−k |
1
|WUn′−k |
∑
v∈WUk∑
θ∈E(Tv)
∑
w∈WUn−k
∑
w′∈WU
n′−k
RUnTv×Tw,θ⊗1 ⊗R
Un′
Tv×Tw′ ,θ⊗1;
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(III) for (Sp2n, SO
ǫ
2n′)
• if n′ > n,
ω♮Sp2n,SOǫ2n′
=
n∑
k=0
1
|WSp2k |
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk
∑
θ∈E(Tv)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
Tv×Tw,θ⊗1 ⊗R
SOǫ
2n′
Tv×Tw′ ,θ⊗1;
• if n′ ≤ n,
ω♮Sp2n,SOǫ2n′
=
n′−1∑
k=0
1
|WSp2k |
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk
∑
θ∈E(Tv)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
Tv×Tw,θ⊗1 ⊗R
SOǫ
2n′
Tv×Tw′ ,θ×1
+
1
|W ǫn′ |
1
|WSp2(n−n′) |
∑
v∈W ǫ
n′
∑
θ∈E(Tv)
∑
w∈WSp
2(n−n′)
ǫR
Sp2n
Tv×Tw,θ⊗1 ⊗R
SOǫ
2n′
Tv,θ
;
(IV) for (Sp2n, SO2n′+1)
ω♮Sp2n,SO2n′+1 =
min(n,n′)∑
k=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k)+1 |
∑
v∈Wk
∑
θ∈E(Tv)∑
w∈WSp2(n−k)
∑
w′∈WSO
2(n′−k)+1
ǫwR
Sp2n
Tv×Tw,θ⊗θw ⊗R
SO2n′+1
Tv×Tw′ ,θ⊗θw′ .
The following result is the main theorem of [Sri79].
Proposition 3.23 (Srinivasan). Assume that q is sufficiently large, such that every torus T
in G or G′ satisfies the condition that T/Z has at least two W (T )-orbits of characters in
general position, where Z is the center of the group. Then
(1) ωψGLn,GLn′ = ω
♮
GLn,GLn′
;
(2) (−1)nn′ωψUn,Un′ = ω
♮
Un,Un′
;
(3) ω♯Sp2n,SOǫ2n′
= ω♮Sp2n,SOǫ2n′
.
Based on Proposition 3.23, the following proposition is proved in [Pan16]:
Proposition 3.24. Suppose that q is sufficiently large so that Proposition 3.23 holds. Then
ω♯Sp2n,SOǫ2n′+1
· (1⊗ χSO2n′+1) = ω♮Sp2n,SOǫ2n′+1 .
Now we show that the above two propositions are still true without assuming that q is
sufficiently large. First we need some result on the Green functions of classical groups.
Let G be a connected classical group, and let u be a unipotent element of G. It is known
that the value RGT,θ(u) is independent of the character θ, and the restriction of R
G
T,1 to the
set of unipotent elements of G is called the Green function of G associated to the rational
maximal torus T. It is known that the value RGT,1(u) is a polynomial in q for any classical
group G:
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(1) If G is a general linear group, the result is proved in [Gre55] p.420.
(2) If G is a unitary group, the result is proved in [Kaw85] theorem 4.1.2.
(3) If G is a symplectic group or a special orthogonal group, the result is proved in
[Sri77] p.1242 by using the result in [Kaz77] and assuming that q and p are large
enough. The restriction on p is removed in [Lus90] p.355. Finally the restriction
on q is removed in [Sho96] theorem 4.2 when the center of G is connected. Note
that in [DL76] p.123, it is known that the map x 7→ x¯ from G → Gad gives a
bijection on the sets of unipotent elements and we have
RGT,1(u) = R
Gad
T¯,1 (u¯).
So the result is true for any symplectic group or special orthogonal group.
(4) If G is an orthogonal group, note that R
Oǫn
T,1 = Ind
Oǫn(q)
SOǫn(q)
R
SOǫn
T,1 , we see that
R
Oǫn
T,1(u) is again a polynomial in q.
Theorem 3.25. Suppose that p 6= 2. Then
(1) ωψGLn,GLn′ = ω
♮
GLn,GLn′
;
(2) (−1)nn′ωψUn,Un′ = ω
♮
Un,Un′
;
(3) ω♯Sp2n,SOǫ2n′
= ω♮Sp2n,SOǫ2n′
;
(4) ω♯Sp2n,SO2n′+1 · (1⊗ χSO2n′+1) = ω
♮
Sp2n,SO2n′+1
.
Proof. Let (G,G′) be a finite reductive dual pair. Define a class function Φ on G×G′ by
Φ =

ωψGLn,GLn′ − ω
♮
GLn,GLn′
, if (G,G′) = (GLn,GLn′);
(−1)nn′ωψUn,Un′ − ω
♮
Un,Un′
, if (G,G′) = (Un,Un′);
ω♯Sp2n,SOǫ2n′
− ω♮Sp2n,SOǫ2n′ , if (G,G
′) = (Sp2n, SO
ǫ
2n′);
ω♯Sp2n,SO2n′+1 · (1⊗ χSO2n′+1)− ω
♮
Sp2n,SO2n′+1
, if (G,G′) = (Sp2n, SO2n′+1).
So we need to show that Φ is the zero function on G × G′. We know that Φ is a uniform
class function onG×G′, so we can write
(3.26) Φ =
∑
(T,θ)
∑
(T′,θ′)
aT,θ,T′,θ′R
G
T,θ ⊗RG
′
T′,θ′
where aT,θ,T′,θ′ ∈ C. Now let y ∈ G and y′ ∈ G′ with respective Jordan decompositions
y = su and y′ = s′u′.
(1) Suppose s, s′ are not both central in G,G′ respectively. It is proved in [Sri79]
p.150–p.151 thatΦ(y, y′) = 0 for Cases (I),(II), and (III) by the induction hypoth-
esis. Similarly, we can also show that Φ(y, y′) = 0 for Case (IV) (cf. [Pan16]
subsection 6.4).
(2) Suppose that s, s′ are in the centers of G,G′ respectively. Then we know that
(cf. [Car85] proposition 7.2.8)
RGT,θ(su) = θ(s)R
G
T,1(u) = θ(s)Q
G
T (u)
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where QGT is the Green function defined on the set of unipotent elements in G. It
is known that the value QGT (u) is a complex polynomial in q (cf. the paragraph
before the theorem). Therefore Φ(y, y′) is a complex polynomial in q. But from
Proposition 3.23 and Proposition 3.24 we know that Φ(y, y′) equals to 0 if q is
sufficiently large. This means that Φ(y, y′) is in fact the zero polynomial in q, and
hence Φ(y, y′) = 0 for any fq of odd characteristic.

3.6. The main results. Let (G,G′) = (Sp2n,Oǫ2n′). It is known that unipotent characters
are preserved in the Howe correspondence for the dual pair (G,G′). Let ωG,G′,1 denote the
unipotent part of the Weil character ωψ
G,G′ . Then [AMR96] proposition 4.1 can be written
as follows (cf. [KS05] proposition 5.3):
Proposition 3.27. We have the decomposition
ω♯Sp2n,Oǫ2n′ ,1
=
1
2
min(n,n′)∑
k=0
∑
χ∈E(Wk)
R
Sp2n
In,k(χ)
⊗RO
ǫ
2n′
In′,k(εχ)
where In,k(χ) = Ind
Wn
Wk×Wn−k(χ ⊗ 1), In′,k(εχ) = Ind
Wn′
Wk×Wn′−k(εχ ⊗ 1), and ε the
irreducible character ofWk given in Subsection 3.1.
Remark 3.28. (1) In [AMR96] p.369, they consider the decomposition of
ω♯
Sp2n,O
+
2n′
,1
+ ω♯
Sp2n,O
−
2n′
,1
at the same time but here we consider the decompositions of ω♯
Sp2n,O
+
2n′
,1
and
ω♯
Sp2n,O
−
2n′
,1
separately.
(2) The appearance of the factor “ 12” in Proposition 3.27 is due to the different defini-
tions of R
Oǫ
2n′
χ (cf. Remark 3.6).
Example 3.29. Suppose that n = n′ = 1. Now Sp2 has two classes of rational maximal
tori: T0,T1 corresponding to the unique maximal torus in SO
+
2 , SO
−
2 respectively. Note
that R
Sp2
T0,1
= 1Sp2 + St and R
Sp2
T1,1
= 1Sp2 − St where St denotes the Steinberg character
of Sp2(q), and R
O+2
T0,1
= 1O+2
+ sgnO+2
and R
O−2
T1,1
= 1O−2
+ sgnO−2
.
(1) Suppose that ǫ = +. Then∑
χ∈E(W0)
R
Sp2
I1,0(χ)
⊗RO
+
2
I1,0(εχ)
= 12 (R
Sp2
T0,1
+R
Sp2
T1,1
)⊗RO
+
2
T0,1
∑
χ∈E(W1)
R
Sp2
I1,1(χ)
⊗RO
+
2
I1,1(εχ)
= 12 (R
Sp2
T0,1
+R
Sp2
T1,1
)⊗RO
+
2
T0,1
+ 12 (R
Sp2
T0,1
−RSp2T1,1)⊗R
O+2
T0,1
and hence
ω♯
Sp2,O
+
2 ,1
= 14 (R
Sp2
T0,1
+R
Sp2
T1,1
)⊗ RO
+
2
T0,1
+ 14 (R
Sp2
T0,1
+R
Sp2
T1,1
)⊗RO
+
2
T0,1
+ 14 (R
Sp2
T0,1
−RSp2T1,1)⊗R
O+2
T0,1
= 1Sp2 ⊗ (1O+2 + sgnO+2 ) + St⊗
1
2 (1O+2
+ sgnO+2
)
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(2) Suppose that ǫ = −. Then
ω♯
Sp2,O
−
2 ,1
= 14 (R
Sp2
T0,1
+R
Sp2
T1,1
)⊗ RO
−
2
T1,1
+ 14 (R
Sp2
T0,1
+R
Sp2
T1,1
)⊗ (−RO
−
2
T1,1
) + 14 (R
Sp2
T0,1
−RSp2T1,1)⊗R
O−2
T1,1
= St⊗ 12 (1O−2 + sgnO−2 )
The irreducible character of Wn associated to the bi-partition
[
λ
µ
]
is denoted by χ[λµ]
.
The following special case of the Littlewood-Richardson rule is well-known (cf. [GP00]
lemma 6.1.3)
(3.30) IndWnWk×Wn−k(χ[λ′µ′]
⊗ 1) =
∑
|λ|=|λ′|+(n−k), λ′t4λt
χ[ λµ′]
where λ′t 4 λt is defined in Subsection 2.3.
For a special symbol Z of rank n and defect 1, and a special symbol Z ′ of rank n′ and
defect 0, let ωZ,Z′ denote the orthogonal projection of ωG,G′,1 over VZ ⊗ VǫZ′ , i.e., ωZ,Z′
is the sum of irreducible characters in the set
{ ρΛ ⊗ ρΛ′ ∈ ωG,G′,1 | Λ ∈ SZ , Λ′ ∈ SǫZ′ }
Then by Proposition 3.11 and Proposition 3.19 we have
ωG,G′,1 =
∑
Z,Z′
ωZ,Z′ and ω
♯
G,G′,1 =
∑
Z,Z′
ω♯Z,Z′
where Z,Z ′ run over all special symbols of rank n, n′ and defect 1, 0 respectively. Then
[AMR96] the´ore`me 4.4 can be rephrased as follows:
(3.31) ω♯Z,Z′ =
1
2
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
where DZ,Z′ is defined in (2.18). In particular, if DZ,Z′ = ∅, then ω♯Z,Z′ = 0 and hence
ωZ,Z′ = 0.
Example 3.32. Suppose that n = n′ = 1. Now there are two special symbols of rank 1 and
defect 1, namely Z1 =
(
1
−
)
and Z2 =
(
1,0
1
)
. Both Z1, Z2 are of degree 0, so SZ1 = {Z1},
RZ1 = ρZ1 = 1Sp2 ; SZ2 = {Z2}, RZ2 = ρZ2 = St.
There is only one special symbol of rank 1 and defect 0: Z ′ =
(
1
0
)
. Now Z ′ has degree
1, so SZ′,0 = {Z ′, Z ′t},RO
+
2
Z′ = R
O+2
Z′t = 1O+2
+sgnO+2
; R
O−2
Z′ = −RO
−
2
Z′t = 1O−2
+sgnO−2
.
It is easy to check that DZ1,Z′ = {(Z1, Z ′), (Z1, Z ′t)} and DZ2,Z′ = {(Z2, Z ′)}.
(1) Suppose that ǫ = +. Then
ω♯Z1,Z′ =
1
2
(RZ1 ⊗RZ′ +RZ1 ⊗RZ′t) = 1Sp2 ⊗ (1O+2 + sgnO+2 ),
ω♯Z2,Z′ =
1
2
(RZ2 ⊗RZ′) = St⊗ 12 (1O+2 + sgnO+2 )
Note that 1
♯
O+2
= sgn♯
O+2
= 12 (1O+2
+ sgnO+2
). Then
ω♯
Sp2,O
+
2 ,1
= [1Sp2 ⊗ (1O+2 + sgnO+2 ) + St⊗ 1O+2 ]
♯ = ω♯Z1,Z′ + ω
♯
Z2,Z′
.
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(2) Suppose that ǫ = −. Then
ω♯Z1,Z′ =
1
2
(RZ1 ⊗RZ′ +RZ1 ⊗RZ′t) = 0,
ω♯Z2,Z′ =
1
2
(RZ2 ⊗RZ′) = St⊗ 12 (1O−2 + sgnO−2 )
Now 1
♯
O−2
= sgn♯
O−2
= 12 (1O−2
+ sgnO−2
), and
ω♯
Sp2,O
−
2 ,1
= [St⊗ 1O−2 ]
♯ = ω♯Z1,Z′ + ω
♯
Z2,Z′
.
The following theorem is the first main result of this work:
Theorem 3.33. Let (G,G′) = (Sp2n,Oǫ2n′), Z,Z
′ special symbols of rank n, n′ and
defect 1, 0 respectively, and ǫ = ±. Then
1
2
∑
(Σ,Σ′)∈DZ,Z′
RGΣ ⊗RG
′
Σ′ =
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρ♯Λ ⊗ ρ♯Λ′ .
The proof of the theorem will be divided into several stages:
• We first prove the theorem for the cases that (Z,Z ′) = (Z(m), Z ′(m+1)), (Z(m), Z ′(m))
in Proposition 4.6 and Proposition 4.13 where Z(m) and Z
′
(m) are given in Exam-
ple 2.25.
• Then the theorem is proved in Proposition 7.21 for the case that ǫ = +, both Z,Z ′
are regular and DZ,Z′ is one-to-one.
• And the theorem is proved in Proposition 8.30 for the case ǫ = +.
• Finally we prove theorem in Proposition 9.10 for case ǫ = −.
Then we have our second main result:
Theorem 3.34. Let (G,G′) = (Sp2n,Oǫ2n′), ρΛ ∈ E(G)1, ρΛ′ ∈ E(G′)1. Then ρΛ ⊗ ρΛ′
or ρΛ ⊗ ρΛ′t occurs in ωG,G′,1 if and only if (Λ,Λ′) or (Λ,Λ′t) ∈ BG,G′ .
The proof of the theorem is in Proposition 10.5 and Proposition 10.10 for the case that
DZ,Z′ is one-to-one. Then the proof for general case is in Subsection 10.3.
Due to the disconnectedness of Oǫ2n, irreducible characters ρΛ, ρΛt are not distinguish-
able by Deligne-Lusztig virtual characters. However, since the parametrization ρ ↔ Λ is
compatible with parabolic induction, the ambiguity in the above theorem can be removed:
Theorem 3.35. Let (G,G′) = (Sp2n,Oǫ2n′), ρΛ ∈ E(G)1, ρΛ′ ∈ E(G′)1. Then ρΛ ⊗ ρΛ′
occurs in ωG,G′,1 if and only if (Λ,Λ
′) ∈ BG,G′ , i.e.,
ωSp2n,Oǫ2n′ ,1 =
∑
(Λ,Λ′)∈BSp2n,Oǫ2n′
ρΛ ⊗ ρΛ′ .
The proof of the theorem is in Subsection 11.1 for def(Λ′) > 0, and in Subsection 11.3
for def(Λ′) = 0.
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3.7. The conjecture by Aubert-Michel-Rouquier. In Theorem 3.35, we describe the
Howe correspondence of unipotent characters in terms of “symbols”; the conjecture in
[AMR96] p.383 describes the correspondence in terms of “bi-partitions”. The main differ-
ence between these two descriptions is that a bi-partition does not contain the information
of the “defect” of a symbol which is controlled by the unipotent cuspidal characters. There-
fore, the description in [AMR96] p.383 needs to specify the correspondence of unipotent
cuspidal characters first. Now we want to make the comparison more explicit.
In our convention, we always assume that the defect of a symbol for a symplectic group
(resp. split even orthogonal group, non-split even orthogonal group) is 1 (mod 4) (resp. 0
(mod 4), 2 (mod 4)). Our convention is different from the original one in [Lus77] p.134
where the defect of a symbol is always assumed to be non-negative. From (3.8) we see that
the relation between our bi-partition
[
φ
ψ
]
and the bi-partition φ ⊠ ψ in [AMR96] p.379 is
given by [
φ
ψ
]
7→
φ⊠ ψ, if def(Λ) > 0;ψ ⊠ φ, if def(Λ) ≤ 0
where
[
φ
ψ
]
= Υ(Λ).
Let Λ,Λ′ be two symbols and write
[
φ
ψ
]
= Υ(Λ) and
[
φ′
ψ′
]
= Υ(Λ′), and let xi, x∗i
be the notation used in [AMR96] p.383. Let λk be the unique unipotent cuspidal charac-
ter of Sp2k(k+1)(q), and let λ
I
k, λ
II
k be the two unipotent cuspidal characters of O
ǫk
2k2(q)
(k > 0) where ǫk = sgn((−1)k) such that λk ⊗ λIIk and λk ⊗ λIk+1 occur in the Howe
correspondence. Let Θλk,λIIk and Θλk,λIk+1 be the mappings between bi-partitions defined
in [AMR96] p.383.
First we consider the correspondenceΘλk,λIIk .
(1) Suppose that k is even. Then ǫ = sgn((−1)k) = +. Now def(Λ) > 0 from (3.9)
and def(Λ′) ≤ 0 from (2.17). Then the condition: ψ′t 4 φt and ψt 4 φ′t is
equivalent to the condition: φ⊠ψ ↔ ψ′⊠φ′ = x∗i (φ)⊠xj(ψ) for some i, j ≥ 0.
(2) Suppose that k is odd. Then ǫ = sgn((−1)k) = −. Now def(Λ) < 0 and
def(Λ′) > 0. Then the condition: φt 4 ψ′t and φ′t 4 ψt is equivalent to the
condition: ψ ⊠ φ↔ φ′ ⊠ ψ′ = x∗i (ψ)⊠ xj(φ) for some i, j ≥ 0.
Next we consider the correspondenceΘλk,λIk+1 .
(3) Suppose that k is even. Then ǫ = sgn((−1)k+1) = −. Now def(Λ) > 0and
def(Λ′) ≤ 0. Then the condition: φt 4 ψ′t and φ′t 4 ψt is equivalent to the
condition: φ⊠ ψ ↔ ψ′ ⊠ φ′ = xi(φ) ⊠ x∗j (ψ) for some i, j ≥ 0.
(4) Suppose that k is odd. Then ǫ = sgn((−1)k+1) = +. Now def(Λ) < 0 and
def(Λ′) > 0. Then the condition: ψ′t 4 φt and ψt 4 φ′t is equivalent to the
condition: ψ ⊠ φ↔ φ′ ⊠ ψ′ = xi(ψ)⊠ x∗j (φ) for some i, j ≥ 0.
Therefore we see that Theorem 3.35 is equivalent to conjecture 3.11 in [AMR96]:
Corollary 3.36. Keep the notations in [AMR96] p.383. Then
(i) the mappingΘλk,λIk+1 is given by φ⊠ ψ 7→ Xφ⊠X∗(ψ); and
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(ii) the mappingΘλk,λIIk is given by φ⊠ ψ 7→ X∗(φ) ⊠Xψ.
4. CORRESPONDENCE FOR CUSPIDAL SYMBOLS
4.1. Basic case I: from Sp2m(m+1) to O
ǫ
2(m+1)2 . In this subsection, we assume that G =
Sp2m(m+1) and G
′ = Oǫ2(m+1)2 wherem is a non-negative integer, and we fix
Z = Z(m) =
(
2m, 2m− 2, . . . , 0
2m− 1, 2m− 3, . . . , 1
)
, and Z ′ = Z ′(m+1) =
(
2m+ 1, 2m− 1, . . . , 1
2m, 2m− 2, . . . , 0
)
.
Now Z is a regular special symbol of rank 2m(m+1) and defect 1, and Z ′ =
(
2m+1
−
)∪Zt
is a regular special symbol of rank 2(m+ 1)2 and defect 0.
It is easy to check that |SZ,1| =
(
2m+1
m
)
and |SZ′,0| =
(
2m+2
m+1
)
= 2 × (2m+1
m
)
where(
k
l
)
= k!l!(k−l)! denotes the binomial coefficient. Define
θ = θZ,Z′ : SZ,1 −→ SZ′,0 by Σ 7→
(
2m+1
−
) ∪ Σt,
θǫ : SZ −→ SǫZ′ by Λ 7→

(
2m+1
−
) ∪ Λt, if ǫ = +;( −
2m+1
) ∪ Λt, if ǫ = −.
(4.1)
It is clear that the mapping θ : SZ,1 → SZ′,0 is injective and θ = θ+|SZ,1 . Moreover, for
each Σ′ ∈ SZ′,0 exactly one of Σ′,Σ′t is in the image of θ, i.e., θ(SZ,1) forms a complete
set of representatives of cosets {Σ′,Σ′t} in SZ′,0.
Lemma 4.2. Let Z = Z(m) and Z
′ = Z ′(m+1). Then
ω♯Z,Z′ =
1
2
∑
Σ∈SZ,1
RΣ ⊗Rθ(Σ).
Proof. From (3.31), we need to prove that DZ,Z′ = { (Σ, θ(Σ)) | Σ ∈ SZ,1 }, which is
just Example 2.25. 
Lemma 4.3. LetM be a subset of ZI. Then
θǫ(ΛM ) =
ΛMt , if ǫ = +;Λ( −2m+1)∪Mt , if ǫ = −.
Proof. From (2.6) and (4.1), we have
θ+(ΛM ) = θ
+((Z rM) ∪M t) = (2m+1− ) ∪ (Zt rM t) ∪M = (Z ′ rM t) ∪M
= ΛMt ,
and
θ−(ΛM ) = θ−((Z rM) ∪M t) =
( −
2m+1
) ∪ (Zt rM t) ∪M
= (Z ′ r (
(
2m+1
−
) ∪M)t) ∪ ((2m+1− ) ∪M)
= Λ( −2m+1)∪Mt .

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Lemma 4.4. We have 〈Σ,Λ〉 = 〈θ(Σ), θǫ(Λ)〉 for any Σ ∈ SZ,1 and Λ ∈ SZ where 〈, 〉 is
defined in Proposition 3.11.
Proof. Write Λ = ΛM , Σ = ΛN , θ
ǫ(Λ) = ΛM ′ , θ(Σ) = ΛN ′ for some M,N ⊂ ZI,
and some M ′, N ′ ⊂ Z ′I. Suppose that ǫ = +. By Lemma 4.3, we have M ′ = M t and
N ′ = N t. Thus from the definition in Proposition 3.11, we have
〈Σ,Λ〉 = |N ∩M | (mod 2)
≡ |N t ∩M t| (mod 2) = 〈θ(Σ), θǫ(Λ)〉.
Next, suppose that ǫ = −. Then we see that N ′ = N t andM ′ = ( −2m+1) ∪M t. Note
that 2m+ 1 6∈ N , so
〈Σ,Λ〉 = |N ∩M | (mod 2)
≡ |N t ∩ (( −2m+1) ∪M t)| (mod 2) = 〈θ(Σ), θǫ(Λ)〉.

Lemma 4.5. Let Σ,Σ′ ∈ SZ,1. Then
∑
Λ∈SZ
(−1)〈Σ,Λ〉+〈Σ′,Λ〉 =
22m, if Σ = Σ′;0, otherwise.
Proof. Now G = Sp2m(m+1)(q), we know that RΣ = 2
−m∑
Λ∈SZ (−1)〈Σ,Λ〉ρΛ from
(3.13). Hence
〈RΣ, RΣ′〉G = 1
22m
∑
Λ∈SZ
∑
Λ′∈SZ
(−1)〈Σ,Λ〉+〈Σ′,Λ′〉〈ρΛ, ρΛ′〉G
=
1
22m
∑
Λ∈SZ
(−1)〈Σ,Λ〉+〈Σ′,Λ〉.
Now the set {RΣ | Σ ∈ SZ,1 } is orthonormal, so the lemma follows. 
The following proposition is the special case of Theorem 3.33 for Z = Z(m) and Z
′ =
Z ′(m+1).
Proposition 4.6. Suppose that Z = Z(m) and Z
′ = Z ′(m+1). Then
ω♯Z,Z′ =
∑
Λ∈SZ
ρ♯Λ ⊗ ρ♯θǫ(Λ).
Proof. Now deg(Z) = m and deg(Z ′) = m+ 1. We know that { θ(Σ′) | Σ′ ∈ SZ,1 } for
a complete set of representatives of coset {Σ′′,Σ′′t} in SZ′,0. From (3.13) and (3.22), for
Λ ∈ SZ , we know that
ρ♯Λ =
1
2m
∑
Σ∈SZ,1
(−1)〈Σ,Λ〉RΣ, and ρ♯θǫ(Λ) =
1
2m+1
∑
Σ′∈SZ,1
(−1)〈θ(Σ′),θǫ(Λ)〉Rθ(Σ′).
Therefore, we can write∑
Λ∈SZ
ρ♯Λ ⊗ ρ♯θǫ(Λ) =
∑
Σ∈SZ,1
∑
Σ′∈SZ,1
cΣ,Σ′RΣ ⊗Rθ(Σ′)
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where
cΣ,Σ′ =
1
22m+1
∑
Λ∈SZ
(−1)〈Σ,Λ〉+〈θ(Σ′),θǫ(Λ)〉 = 1
22m+1
∑
Λ∈SZ
(−1)〈Σ,Λ〉+〈Σ′,Λ〉
by Lemma 4.4. Hence by Lemma 4.5, we have
cΣ,Σ′ =

1
2 , if Σ
′ = Σ;
0, otherwise.
Then the proposition follows from Lemma 4.2. 
4.2. Basic case II: from Oǫ2m2 to Sp2m(m+1). In this subsection, we assume that G
′ =
Oǫ2m2 and G = Sp2m(m+1). Let Z
′ = Z ′(m) and Z = Z(m). Then Z
′ is a special symbol
of rank 2m2 and defect 0, and Z is a special symbol of rank 2m(m+ 1) and defect 1.
Define a mapping
θ = θZ′,Z : SZ′,0 −→ SZ,1 by Σ′ 7→
(
2m
−
) ∪ Σ′t,
θǫ : SǫZ′ −→ SZ by Λ′ 7→

(
2m
−
) ∪ Λ′t, if ǫ = +;( −
2m
) ∪ Λ′t, if ǫ = −.
(4.7)
It is clear that the mapping θZ,Z′ is injective and an element Λ is in the image of θZ′,Z if
and only the entry 2m is in the first row of Λ. Moreover, it is also clear that
θ+(S+Z′ ) ∪ θ−(S−Z′) = SZ .
Lemma 4.8. Suppose that Z ′ = Z ′(m) and Z = Z(m). Then
ω♯Z,Z′ =
1
2
∑
Σ′∈SZ′,0
Rθ(Σ′) ⊗RΣ′ .
Proof. Similar to the proof of Lemma 4.2, we need to prove that
DZ,Z′ = { (θ(Σ′),Σ′) | Σ′ ∈ SZ′,0 },
which is just Example 2.26. 
Lemma 4.9. Let N be a subset of Z ′I. Then
θǫ(ΛN ) =
ΛNt , if ǫ = +;Λ( −2m)∪Nt , if ǫ = −.
Proof. The proof is similar to that of Lemma 4.3. 
Lemma 4.10. We have 〈Σ′,Λ′〉 = 〈θ(Σ′), θǫ(Λ′)〉 for each Λ′ ∈ SǫZ′ and Σ′ ∈ SZ′,0.
Proof. The proof is similar to that of Lemma 4.4. 
Lemma 4.11. Let Σ,Σ′ ∈ SZ,1. Suppose that Σ′ ∈ θ(SZ′,0) and Σ 6∈ θ(SZ′,0). Then∑
Λ′∈Sǫ
Z′
(−1)〈Σ,θǫ(Λ′)〉+〈Σ′,θǫ(Λ′)〉 = 0.
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Proof. By Lemma 4.9, Σ′ ∈ θ(SZ′,0) means that Σ′ = ΛN for some N ⊂ Z ′I such that
|N∗| = |N∗|, in particular, |N | is even. Moreover,Σ 6∈ θ(SZ′,0)means thatΣ = Λ(2m
−
)∪M
for some subset M ⊂ Z ′I such that |M∗| + 1 = |M∗|, in particular, |M | is odd. Suppose
that Λ′ = ΛK for some subsetK ⊂ Z ′I. Then by Lemma 4.9, we know that 〈Σ, θǫ(Λ′)〉 =
|M∩K| (mod 2) and 〈Σ′, θǫ(Λ′)〉 = |N∩K| (mod 2). Now for any subsetK ⊂ Z ′I, it is
clearly that |M ∩K| ≡ |N ∩K| (mod 2) if and only if |M ∩ (Z ′IrK)| 6≡ |N ∩ (Z ′IrK)|
(mod 2). Moreover, for K ⊂ Z ′I, we know that ΛK ∈ SǫZ′ if and only if ΛZ′IrK =
(ΛK)
t ∈ SǫZ′ . Then the lemma is proved. 
Lemma 4.12. Let Σ,Σ′ ∈ SZ′,0. Then
∑
Λ∈Sǫ
Z′
(−1)〈Σ,Λ〉+〈Σ′,Λ〉 =

22m−1, if Σ = Σ′;
22m−1ǫ, if Σ = Σ′t;
0, otherwise.
Proof. Recall that RΣ = 2
−(m−1)∑
Λ∈Sǫ
Z′
(−1)〈Σ,Λ〉ρΛ from (3.20). Hence
〈RΣ, RΣ′〉G′ = 2−2(m−1)
∑
Λ∈Sǫ
Z′
∑
Λ′∈Sǫ
Z′
(−1)〈Σ,Λ〉+〈Σ′,Λ′〉〈ρΛ, ρΛ′〉G′
= 2−2(m−1)
∑
Λ∈Sǫ
Z′
(−1)〈Σ,Λ〉+〈Σ′,Λ〉.
Note that Σ is always non-degenerate for our Z right now. Then we know that
〈RΣ, RΣ′〉G′ =

2, if Σ = Σ′;
2ǫ, if Σ = Σ′t;
0, if Σ 6= Σ′,Σ′t.
from (3.21) and the fact RO
ǫ
Σt = ǫR
Oǫ
Σ , so the lemma follows. 
The following proposition is the special case of Theorem 3.33 for Z = Z(m) and Z
′ =
Z ′(m).
Proposition 4.13. Suppose that Z = Z(m) and Z
′ = Z ′(m) for some positive integer m.
Then
ω♯Z,Z′ =
∑
Λ′∈Sǫ
Z′
ρ♯θǫ(Λ′) ⊗ ρ♯Λ′ .
Proof. Now deg(Z) = deg(Z ′) = m. From (3.20) and (3.22), for Λ′ ∈ SǫZ′ , we know
that
ρ♯θǫ(Λ′) =
1
2m
∑
Σ∈SZ,1
(−1)〈Σ,θǫ(Λ′)〉RΣ and ρ♯Λ′ =
1
2m+1
∑
Σ′∈SZ′,0
(−1)〈Σ′,Λ′〉RΣ′ .
Therefore, we can write∑
Λ′∈Sǫ
Z′
ρ♯θǫ(Λ′) ⊗ ρ♯Λ′ =
∑
Σ∈SZ,1
∑
Σ′∈SZ′,0
cΣ,Σ′RΣ ⊗RΣ′
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where
cΣ,Σ′ =
1
22m+1
∑
Λ′∈Sǫ
Z′
(−1)〈Σ,θǫ(Λ′)〉+〈Σ′,Λ′〉 = 1
22m+1
∑
Λ′∈Sǫ
Z′
(−1)〈Σ,θǫ(Λ′)〉+〈θ(Σ′),θǫ(Λ′)〉
by Lemma 4.10. By Lemma 4.11, we see that cΣ,Σ′ = 0 if Σ 6∈ θ(SZ′,0). Now suppose
that Σ = θ(Σ′′) for some Σ′′ ∈ SZ′,0. Then by Lemma 4.10 and Lemma 4.12, we have
cθ(Σ′′),Σ′ =
1
22m+1
∑
Λ′∈Sǫ
Z′
(−1)〈θ(Σ′′),θǫ(Λ′)〉+〈Σ′,Λ′〉 = 1
22m+1
∑
Λ′∈Sǫ
Z′
(−1)〈Σ′′,Λ′〉+〈Σ′,Λ′〉
=

1
4 , if Σ
′′ = Σ′;
1
4ǫ, if Σ
′′ = Σ′t;
0, otherwise.
Therefore, we have∑
Λ′∈Sǫ
Z′
ρ♯
θǫ(Λ′) ⊗ ρ♯Λ′ =
1
4
∑
Σ′∈SZ′,0
Rθ(Σ′) ⊗RΣ′ + ǫ1
4
∑
Σ′∈SZ′,0
Rθ(Σ′) ⊗RΣ′t
=
1
2
∑
Σ′∈SZ′,0
Rθ(Σ′) ⊗RΣ′
since RΣ′t = ǫRΣ′ . Then the proposition follows from Lemma 4.8 immediately. 
5. CELLS FOR SYMPLECTIC GROUPS AND ORTHOGONAL GROUPS
5.1. Cells. We first recall the notion of “cell” by Lusztig from [Lus81] and [Lus82]. Let
Z be a special symbol of degree δ.
(1) If Z is of defect 1, then an arrangement of ZI is a partition Φ of the 2δ+1 singles
in ZI into δ (disjoint) pairs and one isolated element such that each pair contains
one element in the first row and one element in the second row of ZI.
(2) If Z is of defect 0, then an arrangement of ZI is a partition Φ of the 2δ singles in
ZI into δ pairs such that each pair contains one element in the first row and one
element in the second row of ZI.
Let Φ be an arrangement of ZI. A set Ψ of some pairs (possibly empty) in Φ is called a
subset of pairs of Φ and is denoted by Ψ ≤ Φ. There are 2δ possible subsets of pairs of Φ.
Write
ZI =
(
s1, s2, . . . , sδ′
t1, t2, . . . , tδ
)
where δ′ = δ, δ + 1 depending on def(Z) = 0, 1 respectively. A pair
(
s
t
)
in ZI of the
form
(
si
ti
)
or
(
si
ti+1
)
is called semi-consecutive. A semi-consecutive pair
(
s
t
)
in ZI is called
consecutive if there is no other entry in Z lying between s and t. Two consecutive pairs(
s
t
)
,
(
s′
t′
)
in ZI are called disjoint if {s, t} ∩ {s′, t′} = ∅.
Example 5.1. Suppose that Z =
(
7,6,4,3
6,5,4,1
)
. Then ZI =
(
7,3
5,1
)
. Then the pair
(
3
1
)
in ZI is
consecutive, and
(
7
5
)
,
(
3
5
)
are only semi-consecutive but not consecutive.
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If δ ≥ 1 and def(Z) = 1, there are only two arrangements of ZI which consists of
semi-consecutive pairs:
{(s1t1), (s2t2), . . . , (sδtδ), (sδ+1− )} and {(s1−), (s2t1), . . . , (sδtδ), (sδ+1tδ )}.
If δ ≥ 1 and def(Z) = 0, there is a unique arrangement of ZI which consists of semi-
consecutive pairs:
{(s1t1), (s2t2), . . . , (sδtδ)}.
For a subset of pairsΨ of an arrangementΦ, as usual letΨ∗ (resp.Ψ∗) denote the set of
entries in the first (resp. second) row inΨ. Recall that the following uniform class function
on G is defined in [Lus81]:
(5.2) Rc = Rc(Z,Φ,Ψ) =
∑
Ψ′≤Φ
(−1)|(ΦrΨ)∩Ψ′∗|RΛΨ′
where ΛΨ′ = (Z rΨ
′) ∪Ψ′t is defined as in (2.6).
Remark 5.3. Our notation is slightly different from that in [Lus81] and [Lus82]. More
precisely, the uniform class function Rc(Z,Φ,Ψ) in (5.2) is denoted by R(c(Z,Φ,Φ r Ψ))
in [Lus81] and [Lus82].
For a subset of pairs Ψ of an arrangementΦ, we define
(5.4) CΦ,Ψ = {ΛM ∈ SZ | |M ∩Ψ′| ≡ |(ΦrΨ) ∩Ψ′∗| (mod 2) for all Ψ′ ≤ Φ }.
Such a subset CΦ,Ψ of SZ will be also called a cell. If we need to emphasize the special
symbol Z , the cell CΦ,Ψ is also denoted by CZ,Φ,Ψ. From the definition it is easy to see
that a symbol ΛM ∈ SZ is in CΦ,Ψ if and only ifM satisfies the following two conditions:
• M contains either none or two elements of each pair in Ψ; and
• M contains exactly one element of each pair in ΦrΨ.
In particular, it is clear from the definition that
CΦ,Φ = {ΛM ∈ SZ |M ≤ Φ }.
Remark 5.5. Suppose that Z is of defect 1 and ΛM is in CΦ,Ψ for some Φ,Ψ. The
requirement |M∗| ≡ |M∗| (mod 2) implies that M must contain the isolated element
in the arrangement Φ if Ψ consists of odd number of pairs; and M does not contain the
isolated element if Ψ consists of even number of pairs.
Example 5.6. Suppose that Z =
(
4,2,0
3,1
)
, Φ = {(4−), (23), (01)} and Ψ = {(01)}. There
are four possible M that satisfies condition in (5.4), namely,
(
4,2,0
3
)
,
(
4
1
)
,
(
4,0
−
)
and
(
4,2
3,1
)
(note that we require that |M∗| ≡ |M∗| (mod 2) to satisfy def(ΛM ) ≡ 1 (mod 4)), and
resulting ΛM are
(
3
4,2,1,0
)
,
(
2,1,0
4,3
)
,
(
2
4,3,1,0
)
and
(
3,1,0
4,2
)
respectively, i.e.,
CΦ,Ψ = {
(
3
4,2,1,0
)
,
(
2,1,0
4,3
)
,
(
2
4,3,1,0
)
,
(
3,1,0
4,2
)}.
Let Ψ be a subset of consecutive pairs in ZI.
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(1) Suppose Z is of defect 1 and degree δ. Define
SZ,Ψ = {ΛM ∈ SZ |M ≤ Ψ } ⊂ SZ,1;
SΨZ = {ΛM ∈ SZ |M ⊂ ZI rΨ };
SΨZ = S
Ψ
Z ∩ SZ .
Clearly, SZ,Ψ = {Z} and SΨZ = SZ if Ψ = ∅. If δ0 is the number of pairs in Ψ,
then it is clear that |SZ,Ψ| = 2δ0 and |SΨZ | = 22(δ−δ0).
(2) Suppose Z is of defect 0. Define
SZ,Ψ = {ΛM ∈ S+Z |M ≤ Ψ } ⊂ SZ,0;
SΨZ = {ΛM ∈ SZ |M ⊂ ZI rΨ };
Sǫ,ΨZ = S
Ψ
Z ∩ SǫZ .
Note that if def(Z) is not specified, we will just use the notation SΨZ to denote SΨZ (when
def(Z) = 1) or S+,ΨZ ,S−,ΨZ (when def(Z) = 0).
Lemma 5.7. Let Ψ be a set of consecutive pairs in ZI. Suppose that Λ1,Λ
′
1 ∈ SΨZ and
Λ2,Λ
′
2 ∈ SZ,Ψ. If ρΛ1+Λ2 ≃ ρΛ′1+Λ′2 , then Λ1 = Λ′1 and Λ2 = Λ′2.
Proof. If ρΛ1+Λ2 ≃ ρΛ′1+Λ′2 , then Λ1 + Λ2 = Λ′1 + Λ′2 and hence Λ1 + Λ′1 = Λ2 + Λ′2.
Note that both SZ,Ψ and SΨZ are closed under addition and SZ,Ψ ∩ SΨZ = {Z}. Therefore
Λ1 + Λ
′
1 = Z , i.e., Λ1 = Λ
′
1 + Z = Λ
′
1. Similarly, Λ2 = Λ
′
2. 
Lemma 5.8. Suppose that Φ is an arrangement of ZI and Ψ0 ≤ Ψ ≤ Φ. Then
CΦ,Ψ = (CΦ,Ψ ∩ SΨ0Z ) + SZ,Ψ0 = {Λ1 + Λ2 | Λ1 ∈ (CΦ,Ψ ∩ SΨ0Z ), Λ2 ∈ SZ,Ψ0 }
Proof. Suppose Z is of defect 1. Let ΛM be an element in CΦ,Ψ for someM ⊂ ZI. Then
M = M1 ⊔M2 where M1 = (M ∩ (ZI r Ψ0)) and M2 = (M ∩ Ψ0). And we have
ΛM = ΛM1 + ΛM2 . From the requirement of the set M before Remark 5.5, we know
that M2 is a subset of pairs in Ψ0, i.e., M2 ≤ Ψ0 and hence ΛM2 ∈ SZ,Ψ0 ; and clearly
ΛM1 ∈ CΦ,Ψ ∩ SZ,Ψ0 . On the other hand, if ΛM1 ∈ CΦ,Ψ ∩ SΨ0Z and ΛM2 ∈ SZ,Ψ0 , then
it is obvious that ΛM1 + ΛM2 = ΛM1∪M2 ∈ CΦ,Ψ.
The proof for the case that Z is of defect 0 is similar. 
Lemma 5.9. Let Φ be an arrangement of ZI, Ψ0 ≤ Φ and Λ ∈ SΨ0Z . Suppose that
Λ ∈ CΦ,Ψ for some Ψ ≤ Φ. Then Ψ0 ≤ Ψ.
Proof. Suppose that Λ = ΛM for someM ⊂ ZI r Ψ0, i.e., M ∩ Ψ0 = ∅. From the rule
before Remark 5.5, the assumptionΛ ∈ CΦ,Ψ implies thatM contains exactly one element
from each pair in ΦrΨ. Therefore we must have Ψ0 ≤ Ψ. 
Lemma 5.10. Suppose that ΛM1 ,ΛM2 are both in CΦ,Ψ for some arrangement Φ of ZI
and Ψ ≤ Φ. Then
|M1 ∩Ψ′| ≡ |M2 ∩Ψ′| (mod 2)
for anyΨ′ ≤ Φ.
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Proof. Suppose that ΛM1 ,ΛM2 ∈ CΦ,Ψ. Then by (5.4) we have
|M1 ∩Ψ′| ≡ |(ΦrΨ) ∩Ψ′∗| ≡ |M2 ∩Ψ′| (mod 2)
for all subsets Ψ′ of pairs of Φ. 
5.2. Cells for a symplectic group. In this subsection, let G = Sp2n, and Z a special
symbol of rank n and defect 1.
Lemma 5.11. Let Z be a special symbol of defect 1 and degree δ, Φ a fixed arrangement
of ZI, Ψ,Ψ
′ subsets of pairs of Φ. Then
(i) |CΦ,Ψ| = 2δ;
(ii) CΦ,Ψ ∩ CΦ,Ψ′ = ∅ if Ψ 6= Ψ′;
(iii) SZ =
⋃
Ψ≤ΦCΦ,Ψ.
Proof. Let z0 denote the isolated element in Φ. Suppose that ΛM is an element of CΦ,Ψ.
From the conditions before Remark 5.5, we can writeM = M1 ⊔M2 whereM1 consists
of exactly one element from each pair of Φ r Ψ and possibly z0 such that |M1| is even,
andM2 consists of some pairs from Ψ. The requirement that |M1| is even is equivalent to
the condition |M∗| ≡ |M∗| (mod 2).
Suppose that Ψ consists of δ′ pairs for some δ′ ≤ δ. So we have 2δ′ possible choices
for M2. We have 2
δ−δ′ choices when we chose one element from each pair in Φ r Ψ
and we have two choices to choose z0 or not. However, the requirement that |M1| is even
implies that the possible choices of M1 is exactly 2
δ−δ′ . Thus the total choices for M is
2δ
′ · 2δ−δ′ = 2δ and hence (i) is proved.
Suppose Ψ 6= Ψ′ and ΛM ∈ CΦ,Ψ ∩ CΦ,Ψ′ for some M ⊂ ZI. Because Ψ 6= Ψ′,
there is a pair
(
s
t
) ∈ Φ such that (st) ∈ Ψ and (st) 6∈ Ψ′. By the two conditions before
Remark 5.5, ΛM ∈ CΦ,Ψ implies that |M ∩ {s, t}| = 0, 2, and ΛM ∈ CΦ,Ψ′ implies that
|M ∩ {s, t}| = 1. We get a contradiction and hence (ii) is proved.
We know that |SZ | = 22δ from Subsection 2.2, and we have 2δ choices of Ψ for a fixed
arrangementΦ. Therefore (iii) follows from (i) and (ii) directly. 
Proposition 5.12. Let Φ be an arrangement of ZI and Ψ ≤ Φ. Then
Rc(Z,Φ,Ψ) =
∑
Λ∈CΦ,Ψ
ρΛ.
In particular, the class function
∑
Λ∈CΦ,Ψ ρΛ of G is uniform.
Proof. Let ΛM be an element in CΦ,Ψ. From (3.17), we know that
〈ΛM ,ΛΨ′〉 = |M ∩Ψ′| (mod 2).
Hence by Proposition 3.11, we have
〈ρΛM , RΛΨ′ 〉 =
1
2δ
(−1)|M∩Ψ′|
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where δ is the degree of Z . Then by (5.2) and (5.4), we have
〈ρΛM , Rc〉 =
1
2δ
∑
Ψ′≤Φ
(−1)|(ΦrΨ)∩Ψ′∗|(−1)|M∩Ψ′| = 1
2δ
∑
Ψ′≤Φ
1 = 1.
This means ρΛ occurs with multiplicity one in Rc for each Λ ∈ CΦ,Ψ. From [Lus81]
theorem 5.6 we know that Rc is a sum of 2
δ distinct irreducible characters of G and CΦ,Ψ
has also 2δ elements. So each component of Rc is exactly from CΦ,Ψ. 
Remark 5.13. Note that in the original theorem 5.6 in [Lus81] the cardinality q of the
base field is assume to be large, however, according the comment by the end of [Lus82]
the restriction is removed by a result of Asai.
If Ψ = Φ, then (−1)|(ΦrΨ)∩Ψ′∗| = 1 for any Ψ′ ≤ Φ, and the identity in Proposi-
tion 5.12 becomes
(5.14)
∑
Ψ′≤Φ
RΛΨ′ =
∑
Ψ′≤Φ
ρΛΨ′ .
Lemma 5.15. Suppose Z is a special symbol of defect 1 with singles ZI =
(
s1,s2,...,sδ+1
t1,t2,...,tδ
)
.
Let Φ1,Φ2 be two arrangements of ZI given by
Φ1 = {
(
s1
t1
)
,
(
s2
t2
)
, · · · , (sδ
tδ
)
,
(
sδ+1
−
)} and Φ2 = {(s1−), (s2t1), (s3t2), · · · , (sδ+1tδ )}.
Then for any Ψ1 ≤ Φ1 and Ψ2 ≤ Φ2, we have |CΦ1,Ψ1 ∩ CΦ2,Ψ2 | = 1.
Proof. Let Ψ1 ≤ Φ1 and Ψ2 ≤ Φ2. Suppose that ΛM is in the intersection CΦ1,Ψ1 ∩
CΦ2,Ψ2 for M ⊂ ZI such that |M∗| ≡ |M∗| (mod 2). From the two conditions before
Remark 5.5, we have the following:
(1) if si ∈M and
(
si
ti
) ≤ Ψ1, then ti ∈M ;
(2) if si 6∈M and
(
si
ti
) ≤ Ψ1, then ti 6∈M ;
(3) if si ∈M and
(
si
ti
) 6≤ Ψ1, then ti 6∈M ;
(4) if si 6∈M and
(
si
ti
) 6≤ Ψ1, then ti ∈M ;
(5) if ti ∈M and
(
si+1
ti
) ≤ Ψ2, then si+1 ∈M ;
(6) if ti 6∈M and
(
si+1
ti
) ≤ Ψ2, then si+1 6∈M ;
(7) if ti ∈M and
(
si+1
ti
) 6≤ Ψ2, then si+1 6∈M ;
(8) if ti 6∈M and
(
si+1
ti
) 6≤ Ψ2, then si+1 ∈M
for i = 1, . . . , δ. This means that for any fixed Ψ1,Ψ2, the set M is uniquely determined
by the “initial condition” whether s1 belongs to M or not. So now there are two possible
choices of M one of which contains s1 and the other does not. Moreover, from (1)–(8)
above, it is easy to see that both possible choices of M are complement subsets to each
other in ZI. Therefore, only a unique M satisfies the condition |M∗| ≡ |M∗| (mod 2)
and hence the lemma is proved. 
Lemma 5.16. Let Φ1,Φ2 be the two arrangements of ZI given in Lemma 5.15. For any
given Λ ∈ SZ , there exist Ψ1 ≤ Φ1 and Ψ2 ≤ Φ2 such that CΦ1,Ψ1 ∩ CΦ2,Ψ2 = {Λ}.
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Proof. Let Λ ∈ SZ , and let Φ1,Φ2 be the two arrangements given in Lemma 5.15. By
(3) of Lemma 5.11, there is a subset of pairs Ψi of Φi such that Λ ∈ CΦi,Ψi for i = 1, 2.
ThereforeΛ ∈ CΦ1,Ψ1 ∩CΦ2,Ψ2 . Then the lemma follows from Lemma 5.15 immediately.

Lemma 5.17. Let Λ1,Λ2 be two distinct symbols in SZ . There exists an arrangement Φ
of ZI with two subsets of pairs Ψ1,Ψ2 such that Λi ∈ CΦ,Ψi for i = 1, 2 and CΦ,Ψ1 ∩
CΦ,Ψ2 = ∅.
Proof. Suppose that Λ1 = ΛM1 and Λ2 = ΛM2 for M1,M2 ⊂ ZI. Because M1 6= M2
and |(Mi)∗| ≡ |(Mi)∗| (mod 2) for i = 1, 2, it is clear that we can find a pair Ψ =
(
s
t
)
such that one of M1,M2 contains exactly one of the two elements s, t and the other set
contains either both s, t or none, i.e.,
(5.18) |M1 ∩Ψ| 6≡ |M2 ∩Ψ| (mod 2).
LetΦ be any arrangement of Z that containsΨ as a subset of pairs. By (3) of Lemma 5.11,
we know that ΛM1 ∈ CΦ,Ψ1 and ΛM2 ∈ CΦ,Ψ2 for some subsets of pairs Ψ1,Ψ2 of Φ.
Then by Lemma 5.10 and (5.18) we see that Ψ1 6= Ψ2. Finally, by (2) of Lemma 5.11, we
know that CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅. 
We need stronger versions of Lemma 5.16 and Lemma 5.17.
Lemma 5.19. Let Ψ0 be a set of consecutive pairs in ZI. For any given Λ ∈ SΨ0Z , there
exist two arrangements Φ1,Φ2 of ZI with subsets of pairs Ψ1,Ψ2 respectively such that
Ψ0 ≤ Ψi ≤ Φi and
C♮Φ1,Ψ1 ∩ C
♮
Φ2,Ψ2
= {Λ}
where C♮Φi,Ψi = CΦi,Ψi ∩ SΨ0Z for i = 1, 2.
Proof. BecauseΨ0 is a set of consecutive pairs inZI, the symbolZ
′ given byZ ′ = ZrΨ0
is still a special symbol of the same defect and Z ′I = ZI r Ψ0. Because Λ ∈ SΨ0Z , we can
write Λ = Λ′ ∪Ψ0 (cf. Subsection 2.1) for a unique Λ′ ∈ SZ′ . Write Z ′I =
(s′1,s′2,...,s′δ1+1
t′1,t
′
2,...,t
′
δ1
)
and define
Φ′1 = {
(s′1
t′1
)
,
(s′2
t′2
)
, · · · , (s′δ1
t′
δ1
)
,
(s′δ1+1− )} and Φ′2 = {(s′1−), (s′2t′1), (s′3t′2), · · · , (s′δ1+1t′δ1 )}.
By Lemma 5.16, we know that there exist sets of pairs Ψ′1,Ψ′2 of Φ′1,Φ′2 respectively such
that
CΦ′1,Ψ′1 ∩ CΦ′2,Ψ′2 = {Λ′}.
Now Ψ0 itself can be regarded as an arrangement of itself, so we have
CΨ0,Ψ0 = {ΛN2 ∈ SΨ0 | N2 ≤ Ψ0 }.
Now let Φi = Φ
′
i ∪ Ψ0, Ψi = Ψ′i ∪ Ψ0 for i = 1, 2, so we have Ψ0 ≤ Ψi ≤ Φi for
i = 1, 2. From Lemma 5.8, we can see that
CΦi,Ψi = {Λ1 ∪ Λ2 | Λ1 ∈ CΦ′i,Ψ′i , Λ2 ∈ CΨ0,Ψ0 }.
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Therefore
CΦ1,Ψ1 ∩ CΦ2,Ψ2 = {Λ′ ∪ Λ2 | Λ2 ∈ CΨ0,Ψ0 }
and hence
C♮Φ1,Ψ1 ∩ C
♮
Φ2,Ψ2
= CΦ1,Ψ1 ∩ CΦ2,Ψ2 ∩ SΨ0Z = {Λ′ ∪Ψ0} = {Λ}.

Lemma 5.20. Let Ψ0 be a set of consecutive pairs in ZI. Let Λ1,Λ2 be two distinct
symbols in SΨ0Z . There exists an arrangement Φ of ZI with two subsets of pairs Ψ1,Ψ2
such that Ψ0 ≤ Ψi and Λi ∈ CΦ,Ψi for i = 1, 2, and CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅.
Proof. Let Z ′ be define in the previous lemma. Then we known that Λi = Λ′i ∪ Ψ0 for
Λ′i ∈ SZ′ . Clearly, Λ′1,Λ′2 are distinct. Then by Lemma 5.17, we know that there is an
arrangementΦ′ of Z ′ with subsets of pairs Ψ′1,Ψ′2 such that Λ′i ∈ CΦ′,Ψ′i for i = 1, 2 and
CΦ′,Ψ′1 ∩CΦ′,Ψ′2 = ∅. Let Φi = Φ′i ∪Ψ0, Ψi = Ψ′i ∪Ψ0 for i = 1, 2. Then as in the proof
of the previous lemma, we can see that
CΦ,Ψ1 ∩ CΦ,Ψ2 = {Λ1 ∪ Λ2 | Λ1 ∈ CΦ′1,Ψ′1 ∩ CΦ′2,Ψ′2 , Λ2 ∈ CΨ0,Ψ0 } = ∅.

It is clear that ifΨ0 = ∅, then Lemma 5.19 and Lemma 5.20 are reduced to Lemma 5.16
and Lemma 5.17 respectively.
5.3. Cells for an orthogonal group. In this subsection, let G = Oǫ2n, Z a special symbol
of rank n and defect 0, Φ an arrangement of ZI, and Ψ ≤ Φ.
Lemma 5.21. If Φr Ψ consists of even number of pairs, then CΦ,Ψ ⊂ S+Z ; on the other
hand, if ΦrΨ consists of odd number of pairs, then CΦ,Ψ ⊂ S−Z .
Proof. Suppose that ΛM ∈ CΦ,Ψ for some M ⊂ ZI. Then from the condition before
Remark 5.5, we know that M contains exactly one element from each pair in Φ r Ψ and
contains either none or two elements in each pair in Ψ. This implies that |M∗| 6≡ |M∗|
(mod 2) if Φ r Ψ consists of odd number of pairs; and |M∗| ≡ |M∗| (mod 2) if Φ r Ψ
consists of even number of pairs. Hence the lemma follows from (2.13). 
Example 5.22. Suppose that Z =
(
5,3,1
4,2,0
)
, Φ = {(54), (32), (10)}, and Ψ = {(54), (10)}. To
construct a subset M of ZI, we need to choose one element from each pair in Φ r Ψ =
{(32)} and choose a subset of pairs of Ψ. Hence we have 8 possible subsets M , namely,(
3
−
)
,
(
3,1
0
)
,
(
5,3
4
)
,
(
5,3,1
4,0
)
,
(−
2
)
,
(
1
2,0
)
,
(
5
4,2
)
,
(
5,1
4,2,0
)
. Hence CΦ,Ψ consists of the following 8
elements:
(
5,1
4,3,2,0
)
,
(
5,0
4,3,2,1
)
,
(
4,1
5,3,2,0
)
,
(
4,0
5,3,2,1
)
,
(
5,3,2,1
4,0
)
,
(
5,3,2,0
4,1
)
,
(
4,3,2,1
5,0
)
,
(
4,3,2,0
5,1
)
. Note
that ΦrΨ consists of one pair, so CΦ,Ψ ⊂ S−Z .
Lemma 5.23. Let Z be a special symbol of defect 0 and degree δ ≥ 1, Φ a fixed arrange-
ment of ZI, and Ψ,Ψ
′ subsets of pairs of Φ. Then
(i) Λ ∈ CΦ,Ψ if and only if Λt ∈ CΦ,Ψ;
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(ii) |CΦ,Ψ| = 2δ;
(iii) CΦ,Ψ ∩ CΦ,Ψ′ = ∅ if Ψ 6= Ψ′;
(iv) we have
S+Z =
⋃
Ψ≤Φ, |ΦrΨ| even
CΦ,Ψ and S−Z =
⋃
Ψ≤Φ, |ΦrΨ| odd
CΦ,Ψ
where |ΦrΨ| means the number of pairs in ΦrΨ.
Proof. Suppose that Λ ∈ CΦ,Ψ and write Λ = ΛM for someM ⊂ ZI. Then Λt = ΛZIrM
by Lemma 2.7. It is clear that M satisfies the condition that it consists of exactly one
element from each pair in ΦrΨ and a subset of pairs of Ψ if and only if ZI rM satisfies
the same condition. Hence (i) is proved.
From the conditions before Remark 5.5, we can writeM = M1⊔M2 whereM1 consists
of exactly one element from each pair of Φ r Ψ, andM2 consists of some pairs from Ψ.
Suppose that Ψ contains δ′ pairs for some δ′ ≤ δ. So we have 2δ′ possible choices forM2
and 2δ−δ
′
choices forM1. Thus the total choices forM is 2
δ′ · 2δ−δ′ = 2δ and hence (ii)
is proved.
The proof of (iii) is similar to that of Lemma 5.11.
For any fixed arrangementΦ of ZI, we have
S+Z ⊔ S−Z =
⊔
Ψ≤Φ
CΦ,Ψ
by the same argument of the proof of Lemma 5.11. Then (iv) follows from Lemma 5.21
immediately. 
A subset of pairs Ψ of an arrangement Φ of ZI is called admissible if |Φ r Ψ| is even
when ǫ = + and |ΦrΨ| is odd when ǫ = −.
Proposition 5.24. Let Φ be an arrangement of ZI with an admissible subset of pairs Ψ.
Then
RO
ǫ
c(Z,Φ,Ψ) =
∑
Λ∈CΦ,Ψ
ρO
ǫ
Λ
Proof. If ǫ = + and Z is of degree 0, i.e., Z is degenerate, then it is clear that Φ =
Ψ = ∅, c(Z,Φ,Ψ) = CΦ,Ψ = {Z} and RO+Z = ρO
+
Z . If ǫ = − and Z degenerate, then
c(Z,Φ,Ψ) = CΦ,Ψ = ∅. So the proposition holds if Z is degenerate.
Now suppose thatZ is of degree greater than or equal to 1. LetCSO
ǫ
Φ,Ψ be a subset ofCΦ,Ψ
such that CSO
ǫ
Φ,Ψ contains exactly one element from each pair {Λ,Λt} ⊂ CΦ,Ψ. Therefore
|CSOǫΦ,Ψ | = 2δ−1 by (2) of Lemma 5.23. By the argument in the proof of Proposition 5.12,
we can show that 〈ρΛ, RSOǫc(Z,Φ,Ψ)〉SOǫ = 1 for every Λ ∈ CΦ,Ψ. Moreover, we know that
RSO
ǫ
c(Z,Φ,Ψ) is a sum of 2
δ−1 distinct irreducible characters of SOǫ(q) by [Lus82] proposition
3.13. Thus we have
RSO
ǫ
c(Z,Φ,Ψ) =
∑
Λ∈CSOǫΦ,Ψ
ρSO
ǫ
Λ .
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Therefore
RO
ǫ
c(Z,Φ,Ψ) = Ind
Oǫ
SOǫR
SOǫ
c(Z,Φ,Ψ) =
∑
Λ∈CSOǫΦ,Ψ
IndO
ǫ
SOǫρ
SOǫ
Λ =
∑
Λ∈CSOǫΦ,Ψ
(ρO
ǫ
Λ + ρ
Oǫ
Λt ) =
∑
Λ∈CΦ,Ψ
ρO
ǫ
Λ .

Lemma 5.25. Let Λ1,Λ2 be two symbols in SǫZ such that Λ1 6= Λ2,Λt2. There exists an
arrangementΦ of ZI with admissible subsets of pairsΨ1,Ψ2 such that Λi,Λ
t
i ∈ CΦ,Ψi for
i = 1, 2 and CΦ,Ψ1 ∩CΦ,Ψ2 = ∅.
Proof. Suppose that Λ1 = ΛM1 and Λ2 = ΛM2 for M1,M2 ⊂ ZI. The assumption that
Λ1 6= Λ2,Λt2 means thatM1 6= M2 andM1 6= (ZI rM2) by Lemma 2.7. Then it is clear
that we can find a pair Ψ =
(
s
t
)
in ZI such that one ofM1,M2 contains exactly one of the
two elements s, t and the other set contains either both s, t or none, i.e.,
(5.26) |M1 ∩Ψ| 6≡ |M2 ∩Ψ| (mod 2).
LetΦ be any arrangement ofZI that containsΨ as a subset of pairs. By (4) of Lemma 5.23,
we know that ΛM1 ∈ CΦ,Ψ1 and ΛM2 ∈ CΦ,Ψ2 for some subsets of pairs Ψ1,Ψ2 of Φ.
Then by Lemma 5.2 and (5.26) we see that Ψ1 6= Ψ2. Finally, by (3) of Lemma 5.23, we
know that CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅. 
Lemma 5.27. Let Ψ0 be a set of consecutive pairs in ZI. Let Λ1,Λ2 be two symbols in
Sǫ,Ψ0Z such that Λ1 6= Λ2,Λt2. There exists an arrangement Φ of ZI with subsets Ψ1,Ψ2
such that Ψ0 ≤ Ψi and Λi,Λti ∈ CΦ,Ψi for i = 1, 2, and CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅.
Proof. The proof of the lemma is similar to that of Lemma 5.20 except that we need to
apply Lemma 5.25 instead of Lemma 5.17. 
If Ψ0 = ∅, then Sǫ,Ψ0Z = SǫZ and it is clear that Lemma 5.27 is reduced to Lemma 5.25.
6. THE RELATION DZ,Z′
In this section, we fix special symbols Z,Z ′ of sizes (m+ 1,m), (m′,m′) respectively
such thatm′ = m,m+ 1. The purpose of this section is Proposition 6.18.
6.1. The set B+Z,Z′ I. Let
(6.1) ΛM =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
∈ SZ , ΛN =
(
c1, c2, . . . , cm′1
d1, d2, . . . , dm′2
)
∈ SZ′
for some M ⊂ ZI and N ⊂ Z ′I such that m′1 = m2 if m′ = m; and m′2 = m1 if
m′ = m+ 1.
Lemma 6.2. Let ΛM be given as in (6.1) and suppose thatM 6= ∅. Let x = max(M) be
the largest element inM .
(i) If x = ak, then k ≥ 2 and bk−2 > ak > bk−1.
(ii) If x = bk, then ak−1 > bk > ak.
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Proof. Recall that ΛM = (Z rM) ∪M t and write
Z =
(
s1, . . . , sm+1
t1, . . . , tm
)
.
First suppose that x = ak. Then the natural position of x is in the second row of Z , so
s1 6∈ M , and hence s1 is still in the first row of ΛM . Therefore k 6= 1. Suppose that
bk′−1 > ak > bk′ for some k′. Now a1, . . . , ak−1, b1, . . . , bk′−1 are all the entries in ΛM
which are greater than ak, and hence the following entries(
a1, a2, . . . , ak−2, ak−1
b1, b2, . . . , bk′−1, ak
)
are all in their natural positions. This implies that ak−1 = sk−1, ak = tk−1, and hence
bk′−1 = tk−2, i.e., k′ = k − 1.
Next suppose that x = bk. Then the natural position of x is in the first row. Suppose
that ak′′−1 > bk > ak′′ for some k′′. Now a1, . . . , ak′′−1, b1, . . . , bk−1 are all the entries
in ΛM which are greater than bk, and hence the following entries(
a1, a2, . . . , ak′′−1, bk
b1, b2, . . . , bk−1
)
are all in their natural positions. This implies that bk−1 = tk−1, bk = sk, and hence
ak′′−1 = sk−1, i.e., k′′ = k. 
Lemma 6.3. Keep the notations of (6.1). Suppose that (ΛM ,ΛN ) ∈ B+Z,Z′ andmax(M) =
ak.
(i) If either
(a) m′ = m and ak > ck−1, or
(b) m′ = m+ 1 and ak ≥ ck−1,
then ck−2 > dk−1 > ck−1, in particular, dk−1 ∈ Z ′I.
(ii) If either
(a) m′ = m, ck−1 ≥ ak and dk ≥ bk−1, or
(b) m′ = m+ 1, ck−1 > ak and dk > bk−1,
then ck−1 > dk > ck, in particular, dk ∈ Z ′I.
(iii) If either
(a) m′ = m, ck−1 ≥ ak and bk−1 > dk, or
(b) m′ = m+ 1, ck−1 > ak and bk−1 ≥ dk,
then ak > bk−1 > ak+1, in particular, bk−1 ∈ ZI.
Proof. Now max(M) = ak, from the proof of the previous lemma we know that the
entries a1, . . . , ak−1 and b1, . . . , bk−2 in ΛM are in their natural positions. In particular,
we have bk−2 ≥ ak−1.
Suppose that ak > ck−1 if m′ = m; or suppose that ak ≥ ck−1 if m′ = m + 1. Then
by Lemma 2.20, we haveck−2 ≥ bk−2 ≥ ak−1 > dk−1 ≥ ak > ck−1, ifm′ = m;ck−2 > bk−2 ≥ ak−1 ≥ dk−1 > ak ≥ ck−1, ifm′ = m+ 1.
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We have ck−2 > dk−1 > ck−1 for both cases, and hence dk−1 ∈ Z ′I.
Next suppose that ck−1 ≥ ak and dk ≥ bk−1 if m′ = m; or suppose that ck−1 > ak
and dk > bk−1 ifm′ = m+ 1. Again, from Lemma 2.20, we haveck−1 ≥ ak > dk ≥ bk−1 > ck, ifm′ = m;ck−1 > ak ≥ dk > bk−1 ≥ ck, ifm′ = m+ 1.
We have ck−1 > dk > ck for both cases, and hence dk ∈ Z ′I.
Finally suppose that ck−1 ≥ ak and bk−1 > dk if m′ = m; or suppose that ck−1 > ak
and bk−1 ≥ dk ifm′ = m+ 1. Again, from (i) of Lemma 6.2 and Lemma 2.20, we haveak > bk−1 > dk ≥ ak+1, ifm′ = m;ak > bk−1 ≥ dk > ak+1, ifm′ = m+ 1.
We have ak > bk−1 > ak+1 for both cases, and hence bk−1 ∈ ZI. 
Lemma 6.4. Keep the notations of (6.1). Suppose that (ΛM ,ΛN ) ∈ B+Z,Z′ andmax(M) =
bk.
(i) If either
(a) m′ = m and bk > dk−1, or
(b) m′ = m+ 1 and bk ≥ dk−1,
then dk−2 > ck > dk−1, in particular, ck ∈ Z ′I.
(ii) If either
(a) m′ = m, dk−1 ≥ bk and ck+1 ≥ ak, or
(b) m′ = m+ 1, dk−1 > bk and ck+1 > ak,
then dk−1 > ck+1 > dk, in particular, ck+1 ∈ Z ′I.
(iii) If either
(a) m′ = m, dk−1 ≥ bk and ak > ck+1, or
(b) m′ = m+ 1, dk−1 > bk and ak ≥ ck+1,
then bk > ak > bk+1, in particular, ak ∈ ZI.
Proof. Now max(M) = bk, by Lemma 6.2, the entries a1, . . . , ak−1 and b1, . . . , bk−1 in
ΛM are in their natural positions. Then we have ak−1 ≥ bk−1.
Suppose that bk > dk−1 if m′ = m; or suppose that bk ≥ dk−1 if m′ = m + 1. Then
by Lemma 2.20, we havedk−2 ≥ ak−1 ≥ bk−1 > ck ≥ bk > dk−1, ifm′ = m;dk−2 > ak−1 ≥ bk−1 ≥ ck > bk ≥ dk−1, ifm′ = m+ 1.
We have dk−2 > ck > dk−1 for both cases, in particular, ck ∈ Z ′I.
Next suppose that dk−1 ≥ bk and ck+1 ≥ ak if m′ = m; or suppose that dk−1 > bk
and ck+1 > ak ifm
′ = m+ 1. Again, from Lemma 2.20, we havedk−1 ≥ bk > ck+1 ≥ ak > dk, ifm′ = m;dk−1 > bk ≥ ck+1 > ak ≥ dk, ifm′ = m+ 1.
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We have dk−1 > ck+1 > dk for both cases, in particular, ck+1 ∈ Z ′I.
Finally suppose that dk−1 ≥ bk and ak > ck+1 if m′ = m; or suppose that dk−1 > bk
and ak ≥ ck+1 ifm′ = m+ 1. Again, from (ii) of Lemma 6.2 and Lemma 2.20, we havebk > ak > ck+1 ≥ bk+1, ifm′ = m;bk > ak ≥ ck+1 > bk+1, ifm′ = m+ 1.
We have bk > ak > bk+1 for both cases, and hence ak ∈ ZI. 
Lemma 6.5. Keep the notations of (6.1). Suppose that (ΛM ,ΛN ) ∈ B+Z,Z′ andM 6= ∅.
(i) If max(M) = ak, then bk−1 or dk exist.
(ii) If max(M) = bk and dk−1 exists, then ak or ck+1 exist.
Proof. First suppose that max(M) = ak and bk−1 does not exist. From Lemma 6.2, we
know that either k = 2 or bk−2 exists. Because def(Z) = 1,ΛM has odd number of entries
and hence ak+1 exists. By Lemma 2.20 we need dk ≥ ak+1 (resp. dk > ak+1) ifm′ = m
(resp.m′ = m+ 1), so dk must exist.
Next suppose thatmax(M) = bk, dk−1 exists and ck+1 does not exist. By Lemma 2.20,
we know that ck ≥ bk (resp. ck > bk) ifm′ = m (resp.m′ = m+1), so ck exists. Because
def(Z ′) = 0, we know that ΛN has even number of entries, so dk exists. By Lemma 2.20
we need ak > dk (resp. ak ≥ dk) ifm′ = m (resp.m′ = m+ 1), so ak must exist. 
6.2. The set B+Z,Z′ II. Keep the notations in (6.1) and suppose that (ΛM ,ΛN) ∈ B
+
Z,Z′
andM 6= ∅. Now we want to define a new symbolΛM ′ =
(a′1,...,a′m3
b′1,...,b
′
m4
) ∈ SZ by moving (at
least) the maximal element inM back to its natural position and also define a new symbol
ΛN ′ =
(c′1,...,c′m′3
d′1,...,d
′
m′4
) ∈ SZ′ such that (ΛM ′ ,ΛN ′) ∈ B+Z,Z′ .
(1) Suppose that max(M) = ak. Then a1, . . . , ak−1 and b1, . . . , bk−2 in ΛM are in
their natural positions by Lemma 6.2.
(a) Suppose thatak > ck−1 (or ck−1 does not exist), ifm′ = m;ak ≥ ck−1 (or ck−1 does not exist), ifm′ = m+ 1.
By Lemma 6.3, we know that dk−1 ∈ Z ′I. Let ΛM ′ be obtained from ΛM by
moving ak to the second row, i.e.,M
′ =M r {ak}, and let ΛN ′ be obtained
from ΛN by moving dk−1 to the first row. By Lemma 6.2 and Lemma 6.3,
we have the following table for ΛM ′ and ΛN ′ :
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 ak+1 ak+2 . . .
b′i b1 . . . bk−2 ak bk−1 bk . . .
c′i c1 . . . ck−2 dk−1 ck−1 ck . . .
d′i d1 . . . dk−2 dk dk+1 dk+2 . . .
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(b) Suppose thatck−1 ≥ ak and dk ≥ bk−1 (or bk−1 does not exist), ifm′ = m;ck−1 > ak and dk > bk−1 (or bk−1 does not exist), ifm′ = m+ 1.
Then by Lemma 6.3, we know that dk ∈ Z ′I. Let ΛM ′ be given as in (a); and
let ΛN ′ be obtained from ΛN by moving dk to the first row. By Lemma 6.2
and Lemma 6.3, we have the following table for ΛM ′ and ΛN ′ :
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 ak+1 ak+2 . . .
b′i b1 . . . bk−2 ak bk−1 bk . . .
c′i c1 . . . ck−2 ck−1 dk ck . . .
d′i d1 . . . dk−2 dk−1 dk+1 dk+2 . . .
(c) Suppose thatck−1 ≥ ak and bk−1 > dk (or dk does not exist), ifm′ = m;ck−1 > ak and bk−1 ≥ dk (or dk does not exist), ifm′ = m+ 1.
Then by Lemma 6.3, we know that bk−1 ∈ ZI. LetΛM ′ be obtained fromΛM
by moving ak to the second row and bk−1 to the first row, and let ΛN ′ = ΛN .
By Lemma 6.2 and Lemma 6.3, we have the following table:
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 bk−1 ak+1 . . .
b′i b1 . . . bk−2 ak bk bk+1 . . .
c′i c1 . . . ck−2 ck−1 ck ck+1 . . .
d′i d1 . . . dk−2 dk−1 dk dk+1 . . .
(2) Suppose that max(M) = bk. Then a1, . . . , ak−1 and b1, . . . , bk−1 in ΛM are in
their natural positions by Lemma 6.2.
(d) Suppose thatbk > dk−1 (or dk−1 does not exist), ifm′ = m;bk ≥ dk−1 (or dk−1 does not exist), ifm′ = m+ 1.
Then by Lemma 6.4, we know that ck ∈ Z ′I. Let ΛM ′ be obtained from ΛM
by moving bk to the first row, i.e.,M
′ = M r {bk}, and let ΛN ′ be obtained
from ΛN by moving ck to the second row. By Lemma 6.2 and Lemma 6.4 we
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have the following table for ΛM ′ and ΛN ′ :
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 bk ak . . .
b′i b1 . . . bk−2 bk−1 bk+1 bk+2 . . .
c′i c1 . . . ck−2 ck−1 ck+1 ck+2 . . .
d′i d1 . . . dk−2 ck dk−1 dk . . .
(e) Suppose thatdk−1 ≥ bk and ck+1 ≥ ak (or ak does not exist), ifm′ = m;dk−1 > bk and ck+1 > ak (or ak does not exist), ifm′ = m+ 1.
Then by Lemma 6.4, we know that ck+1 ∈ Z ′I. Let ΛM ′ be as in (d), and let
ΛN ′ be obtained from ΛN by moving ck+1 to the second row. By Lemma 6.2
and Lemma 6.4 we have the following table for ΛM ′ and ΛN ′ :
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 bk ak . . .
b′i b1 . . . bk−2 bk−1 bk+1 bk+2 . . .
c′i c1 . . . ck−2 ck−1 ck ck+2 . . .
d′i d1 . . . dk−2 dk−1 ck+1 dk . . .
(f) Suppose thatdk−1 ≥ bk and ak > ck+1 (or ck+1 does not exist), ifm′ = m;dk−1 > bk and ak ≥ ck+1 (or ck+1 does not exist), ifm′ = m+ 1.
Then by Lemma 6.4, we know that ak ∈ ZI. Let ΛM ′ be obtained from ΛM
by moving bk to the first row and ak to the second row, and let ΛN ′ = ΛN .
By Lemma 6.2 and Lemma 6.4 we have the following table for ΛM ′ and ΛN ′ :
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 bk ak+1 . . .
b′i b1 . . . bk−2 bk−1 ak bk+1 . . .
c′i c1 . . . ck−2 ck−1 ck ck+1 . . .
d′i d1 . . . dk−2 dk−1 dk dk+1 . . .
Example 6.6. Suppose that
ΛM =
(
8, 6, 5
3, 1
)
=
(
a1, a2, a3
b1, b2
)
, ΛN =
(
6, 3, 0
8, 6, 2
)
=
(
c1, c2, c3
d1, d2, d3
)
.
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Now m = 2 and m′ = 3, Z =
(
8,5,1
6,3
)
, M =
(
1
6
)
, Z ′ =
(
8,6,2
6,3,0
)
, N =
(
8,2
3,0
)
, and
(ΛM ,ΛN) ∈ B+Z,Z′ . Then max(M) = a2 = 6, k = 2, and a2 ≥ c1 = 6. So we are in
Case (a). Then a2 in ΛM is moved the second row, d1 in ΛN is moved to the first row, and
we get
ΛM ′ =
(
8, 5
6, 3, 1
)
=
(
a′1, a
′
2
b′1, b′2, b′3
)
, ΛN ′ =
(
8, 6, 3, 0
6, 2
)
=
(
c′1, c
′
2, c
′
3, c
′
4
d′1, d′2
)
.
For the next stage, nowM ′ =
(
1
−
)
withmax(M ′) = b′3 = 1 and k = 3. Now b
′
3 < d
′
2 = 2
and a′3 does not exist, so we are in Case (e) and then b
′
3 in ΛM ′ is moved to the first row,
and c′4 in ΛN ′ is moved to the second row:
ΛM ′′ = Z =
(
8, 5, 1
6, 3
)
, ΛN ′′ =
(
8, 6, 3
6, 2, 0
)
.
It is easy to see that both (ΛM ′ ,ΛN ′) and (ΛM ′′ ,ΛN ′′) occur in B+Z,Z′ by Lemma 2.20.
Lemma 6.7. For all Cases (a)–(f) above, ifM ′ 6= ∅, thenmax(M ′) < max(M).
Proof. For Cases (a) and (b), we havemax(M) = ak andM
′ = M r {ak}, so the lemma
is clearly true.
For Case (c), we have max(M) = ak and M
′ = M r {ak, bk−1} if bk−1 ∈ M ;
M ′ = (M r {ak}) ∪ {bk−1} if bk−1 6∈ M . Since ak > bk−1 by (i) of Lemma 6.2, the
lemma is true, again.
For Cases (d) and (e), we have max(M) = bk andM
′ = M r {bk}, so the lemma is
true.
For Case (f), we have max(M) = bk and M
′ = M r {ak, bk} if ak ∈ M ; M ′ =
(M r {bk}) ∪ {ak} if ak 6∈ M . Since now bk > ak by (ii) of Lemma 6.2, the lemma is
true, again. 
Lemma 6.8. Keep notation in (6.1) and suppose that (ΛM ,ΛN ) ∈ B+Z,Z′ . Let ΛM ′ ,ΛN ′
be defined as above. Then (ΛM ′ ,ΛN ′) ∈ B+Z,Z′ .
Proof. First we consider case (a).
• Suppose thatm′ = m. Then
– a′k = ak+1 > dk+1 = d
′
k;
– d′k−1 = dk ≥ ak+1 = a′k;
– c′k−1 = dk−1 ≥ ak = b′k−1;
– b′k−2 = bk−2 ≥ ak−1 > dk−1 = c′k−1; b′k−1 = ak > ck−1 = c′k.
• Suppose thatm′ = m+ 1. Then
– a′k = ak+1 ≥ dk+1 = d′k;
– d′k−1 = dk > ak+1 = a
′
k;
– c′k−1 = dk−1 > ak = b
′
k−1;
– b′k−2 = bk−2 ≥ ak−1 ≥ dk−1 = c′k−1; b′k−1 = ak ≥ ck−1 = c′k.
Because we just move ak, dk−1 from their respective rows, for the requirement for a′i, b
′
i,
c′i, d
′
i in Lemma 2.20 the above are all the conditions which need to be checked.
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Next we consider case (b).
• Suppose thatm′ = m. From (2) of Lemma 2.20, we only need to check that
– a′k = ak+1 > dk+1 = d
′
k ,
– d′k−1 = dk−1 ≥ ak+1 = a′k,
– c′k−1 = ck−1 ≥ ak = b′k−1, c′k = dk ≥ bk−1 = b′k;
– b′k−1 = ak > dk = c
′
k.
• Now suppose thatm′ = m+ 1. Then
– a′k = ak+1 ≥ dk+1 = d′k ,
– d′k−1 = dk−1 > ak+1 = a
′
k,
– c′k−1 = ck−1 > ak = b
′
k−1, c
′
k = dk > bk−1 = b
′
k;
– b′k−1 = ak ≥ dk = c′k.
Now we consider case (c). Now it suffices to check:
• Suppose thatm′ = m. Then
– a′k = bk−1 > dk = d
′
k;
– d′k−1 = dk−1 ≥ ak > bk−1 = a′k by Lemma 2.20 and Lemma 6.2;
– c′k−1 = ck−1 ≥ ak = b′k−1;
– b′k−2 = bk−2 > ck−1 = c
′
k−1.
• Suppose thatm′ = m+ 1. Then
– a′k = bk−1 ≥ dk = d′k;
– d′k−1 = dk−1 > ak > bk−1 = a
′
k by Lemma 2.20 and Lemma 6.2;
– c′k−1 = ck−1 > ak = b
′
k−1;
– b′k−2 = bk−2 ≥ ck−1 = c′k−1.
Now we consider case (d).
• Suppose thatm′ = m. Then
– a′k−1 = ak−1 ≥ bk−1 > ck = d′k−1 since ak−1, bk−1 are in their natural
position; a′k = bk > dk−1 = d
′
k;
– d′k−1 = ck ≥ bk = a′k;
– c′k = ck+1 ≥ bk+1 = b′k;
– b′k−1 = bk−1 > ck > ck+1 = c
′
k.
• Suppose thatm′ = m+ 1. Then
– a′k−1 = ak−1 ≥ bk−1 ≥ ck = d′k−1; a′k = bk ≥ dk−1 = d′k;
– d′k−1 = ck > bk = a
′
k;
– c′k = ck+1 > bk+1 = b
′
k;
– b′k−1 = bk−1 ≥ ck > ck+1 = c′k.
Now we consider case (e).
• Suppose thatm′ = m. Then
– a′k = bk > ck+1 = d
′
k;
– d′k−1 = dk−1 ≥ bk = a′k, d′k = ck+1 ≥ ak = a′k+1;
– c′k = ck ≥ bk+1 = b′k;
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– b′k = bk+1 > ck+2 = c
′
k+1.
• Suppose thatm′ = m+ 1. Then
– a′k = bk ≥ ck+1 = d′k;
– d′k−1 = dk−1 > bk = a
′
k, d
′
k = ck+1 > ak = a
′
k+1;
– c′k = ck > bk+1 = b
′
k;
– b′k = bk+1 ≥ ck+2 = c′k+1.
Now we consider case (f).
• Suppose thatm′ = m. Then
– a′k = bk > ak > dk = d
′
k by Lemma 6.2 and Lemma 2.20;
– d′k−1 = dk−1 ≥ bk = a′k;
– c′k = ck ≥ bk > ak = b′k by Lemma 2.20 and Lemma 6.2;
– b′k = ak > ck+1 = c
′
k+1.
• Suppose thatm′ = m+ 1. Then
– a′k = bk > ak ≥ dk = d′k;
– d′k−1 = dk−1 > bk = a
′
k;
– c′k = ck > bk > ak = b
′
k;
– b′k = ak ≥ ck+1 = c′k+1.

Proposition 6.9. Let Z,Z ′ be two special symbols of sizes (m + 1,m), (m′,m′) respec-
tively wherem′ = m,m+ 1. If B+Z,Z′ 6= ∅, then Z occurs in the relation DZ,Z′ .
Proof. Suppose that B+Z,Z′ 6= ∅. Then there exists Λ = ΛM occurring in the relation B
+
Z,Z′
for someM ⊂ ZI. IfM = ∅, then ΛM = Z and the lemma is proved. Now we suppose
that M 6= ∅. So we are in one of Cases (a)–(f) above. From Lemma 6.8 and Lemma 6.7,
we see that there existsM ′ ⊂ ZI such that ΛM ′ also occurs in the relation B+Z,Z′ and either
M ′ = ∅ or max(M ′) < max(M). Repeat the same process, we will finally conclude that
Z = Λ∅ also occurs in the relation B+Z,Z′ . Because Z ∈ SZ,1, then Z occurs in B+Z,Z′ , and
in fact Z occurs in DZ,Z′ . 
Corollary 6.10. DZ,Z′ 6= ∅ if and only if B+Z,Z′ 6= ∅.
Proof. Because DZ,Z′ is a subset of B+Z,Z′ , it is obvious that DZ,Z′ 6= ∅ implies B+Z,Z′ 6=
∅. Conversely, suppose that B+Z,Z′ 6= ∅. Then B
+
Z,Z′ 6= ∅, and hence DZ,Z′ 6= ∅ by
Proposition 6.9. 
Lemma 6.11. Let Λ ∈ SZ . Then |B+Λ | ≤ |DZ |.
Proof. If Λ does not occur in B+Z,Z′ , i.e., B+Λ = ∅, then the lemma is clearly true. Now
suppose that (Λ,Λ′) ∈ B+Z,Z′ where Λ = ΛM , Λ′ = ΛN for someM ⊂ ZI and N ⊂ Z ′I.
Write M = M (0), N = N (0) and (M (i))′ = M (i+1), (N (i))′ = N (i+1) where (M (i))′
and (N (i))′ are constructed as in the beginning of this subsection. From the construction,
we know that max(M (i+1)) < max(M (i)) and (ΛM(i+1) ,ΛN(i+1)) ∈ B
+
Z,Z′ . Therefore,
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M (t) = ∅ for some t and then ΛN(t) ∈ DZ . So now it suffices to show that the function
f : B+Λ → DZ given by Λ′ 7→ ΛN(t) is one-to-one.
Suppose that
ΛM = ΛM¯ =
(
a1, . . . , am1
b1, . . . , bm2
)
, ΛN =
(
c1, . . . , cm′1
d1, . . . , dm′2
)
, ΛN¯ =
(
c¯1, . . . , c¯m′1
d¯1, . . . , d¯m′2
)
whereM = M¯ 6= ∅ and N 6= N¯ , and suppose that both (ΛM ,ΛN) and (ΛM¯ ,ΛN¯ ) are in
B+Z,Z′ . Write
f(ΛN ) =
(
c
(t)
1 , . . . , c
(t)
m′
d
(t)
1 , . . . , d
(t)
m′
)
, f(ΛN¯ ) =
(
c¯
(t)
1 , . . . , c¯
(t)
m′
d¯
(t)
1 , . . . , d¯
(t)
m′
)
.
Now we consider the following cases whenmax(M) = ak for some k:
(1) Suppose that both (ΛM ,ΛN ) and (ΛM¯ ,ΛN¯ ) are in the same case ((a), (b) or (c)).
Then it is clear thatM ′ = M¯ ′ andN ′ 6= N¯ ′, hence ΛM ′ = ΛM¯ ′ and ΛN ′ 6= ΛN¯ ′ .
(2) Suppose (ΛM ,ΛN) is in Case (a) and (ΛM¯ ,ΛN¯ ) is in Case (b). Note that now
ΛM ′ = ΛM¯ ′ and we have ΛM ′ and ΛN ′ by the following table:
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 ak+1 ak+2 . . .
b′i b1 . . . bk−2 ak bk−1 bk . . .
c′i c1 . . . ck−2 dk−1 ck−1 ck . . .
d′i d1 . . . dk−2 dk dk+1 dk+2 . . .
Similarly, we have ΛM¯ ′ and ΛN¯ ′ by the following table:
i 1 . . . k − 2 k − 1 k k + 1 . . .
a¯′i a1 . . . ak−2 ak−1 ak+1 ak+2 . . .
b¯′i b1 . . . bk−2 ak bk−1 bk . . .
c¯′i c¯1 . . . c¯k−2 c¯k−1 d¯k c¯k . . .
d¯′i d¯1 . . . d¯k−2 d¯k−1 d¯k+1 d¯k+2 . . .
Note thatd¯′k−1 = d¯k−1 ≥ ak > dk = d′k−1, ifm′ = m;d¯′k−1 = d¯k−1 > ak ≥ dk = d′k−1, ifm′ = m+ 1,
by Lemma 2.20, so we have ΛN ′ 6= ΛN¯ ′ .
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(3) Suppose (ΛM ,ΛN ) is in Case (b) and (ΛM¯ ,ΛN¯ ) is in Case (c). Then we have
ΛM ′ and ΛN ′ by the following table:
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 ak+1 ak+2 . . .
b′i b1 . . . bk−2 ak bk−1 bk . . .
c′i c1 . . . ck−2 ck−1 dk ck . . .
d′i d1 . . . dk−2 dk−1 dk+1 dk+2 . . .
Now because a′k = ak+1 < ak = b
′
k−1, by Lemma 6.2, we see that max(M
′) 6=
a′k. Because now (ΛM ,ΛN) is in Case (b), we have dk ≥ bk−1 (resp. dk > bk−1)
if m′ = m (resp.m′ = m+ 1). So if max(M ′) = b′k = bk−1, we must be in the
Cases (e) or (f). Then the entry c′k is not changed during the process N
′ 7→ N ′′.
For all other possibilities, i.e., max(M ′) is a′l or b
′
l for l > k, the entry c
′
k is also
clearly unchanged during the processN ′ 7→ N ′′. Therefore we can conclude that
c
(t)
k = c
′
k = dk.
Similarly, we have ΛM¯ ′ and ΛN¯ ′ by the following table:
i 1 . . . k − 2 k − 1 k k + 1 . . .
a¯′i a1 . . . ak−2 ak−1 bk−1 ak+1 . . .
b¯′i b1 . . . bk−2 ak bk bk+1 . . .
c¯′i c¯1 . . . c¯k−2 c¯k−1 c¯k c¯k+1 . . .
d¯′i d¯1 . . . d¯k−2 d¯k−1 d¯k d¯k+1 . . .
Now because a¯′k = bk−1 < ak = b¯
′
k−1 by Lemma 6.2, we see that max(M¯
′) 6=
a¯′k. Because now (ΛM¯ ,ΛN¯ ) is in Case (c), we have d¯k−1 ≥ bk−1 > bk = b¯k from
the proof of Lemma 6.8. So if max(M¯ ′) = b¯′k = bk, then (ΛM¯ ′ ,ΛN¯ ′) is in Case
(e) or (f). By the similar argument, we have c¯
(t)
k = c¯
′
k = c¯k.
Now dk ≥ bk−1 > c¯k if m′ = m, and dk > bk−1 ≥ c¯k if m′ = m + 1 by
Lemma 2.20. This means that c
(t)
k 6= c¯(t)k , hence f(ΛN) 6= f(ΛN¯ ).
(4) Suppose (ΛM ,ΛN ) is in Case (a) and (ΛM¯ ,ΛN¯) is in Case (c). Then we have
ΛM¯ ′ and ΛN¯ ′ by the following table:
i 1 . . . k − 2 k − 1 k k + 1 . . .
a¯′i a1 . . . ak−2 ak−1 bk−1 ak+1 . . .
b¯′i b1 . . . bk−2 ak bk bk+1 . . .
c¯′i c¯1 . . . c¯k−2 c¯k−1 c¯k c¯k+1 . . .
d¯′i d¯1 . . . d¯k−2 d¯k−1 d¯k d¯k+1 . . .
By the same argument in (3), we have c¯
(t)
k = c¯k.
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Similarly, we have ΛM ′ and ΛN ′ by the following table:
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 ak+1 ak+2 . . .
b′i b1 . . . bk−2 ak bk−1 bk . . .
c′i c1 . . . ck−2 dk−1 ck−1 ck . . .
d′i d1 . . . dk−2 dk dk+1 dk+2 . . .
As in (3), we know that max(M ′) 6= a′k. Suppose that max(M ′) = b′k. We have
the following two situations:
(a) Suppose that d′k−1 ≥ b′k (resp. d′k−1 > b′k) if m′ = m (resp. m′ = m + 1),
i.e., (ΛM ′ ,ΛN ′) is in Case (e) or (f). By the same argument in (3), we have
c
(t)
k = ck−1. Now ck−1 ≥ bk−1 > c¯k if m′ = m, and ck−1 > bk−1 ≥ c¯k if
m′ = m + 1 by Lemma 2.20. This means that c(t)k 6= c¯(t)k , hence f(ΛN) 6=
f(ΛN¯).
(b) Suppose that b′k > d
′
k−1 (resp. b
′
k ≥ d′k−1) if m′ = m (resp. m′ = m + 1),
i.e., (ΛM ′ ,ΛN ′) is in Case (d). Then we have the following table for ΛM ′′
and ΛN ′′ :
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′′i a1 . . . ak−2 ak−1 bk−1 ak+1 . . .
b′′i b1 . . . bk−2 ak bk bk+1 . . .
c′′i c1 . . . ck−2 dk−1 ck ck+1 . . .
d′′i d1 . . . dk−2 ck−1 dk dk+1 . . .
Now (ΛM ,ΛN ) is in Case (a), we have ak > ck−1 (resp. ak ≥ ck−1) if
m′ = m (resp.m′ = m+ 1). Then by Lemma 2.20,d¯′k−1 = dk−1 ≥ ak > ck−1 = d′′k−1, ifm′ = m;d¯′k−1 = dk−1 > ak ≥ ck−1 = d′′k−1, ifm′ = m+ 1,
in particular, d¯′k−1 6= d′′k−1. Then we have ΛM¯ ′ = ΛM ′′ and ΛN¯ ′ 6= ΛN ′′ .
Next we consider the case thatmax(M) = bk for some k:
(5) Suppose that both (ΛM ,ΛN) and (ΛM¯ ,ΛN¯) are in the same case ((d), (e) or (f)).
The proof is similar to (1).
(6) Suppose (ΛM ,ΛN) is in Case (d) and (ΛM¯ ,ΛN¯ ) is in Case (e). The proof is
similar to (2).
(7) Suppose (ΛM ,ΛN) is in Case (e) and (ΛM¯ ,ΛN¯ ) is in Case (f). The proof is
similar to (3).
(8) Suppose (ΛM ,ΛN ) is in Case (d) and (ΛM¯ ,ΛN¯ ) is in Case (f). The proof is
similar to (4).
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For all above 8 cases, either we can show directly f(ΛN) 6= f(ΛN¯) or we show that
ΛM ′ = ΛM¯ ′ and ΛN ′ 6= ΛN¯ ′ (or ΛM ′′ = ΛM¯ ′ and ΛN ′′ 6= ΛN¯ ′). For the second
situation, we can repeat the same process and reach the conclusion f(ΛN) 6= f(ΛN¯)
finally. Therefore f is one–to-one. 
Remark 6.12. We shall see in the next section that in fact |B+Λ | = |DZ | if B+Λ 6= ∅.
6.3. The set DZ,Z′ . Suppose that Ψ1, . . . ,Ψk is a set of pairwise disjoint consecutive
pairs in ZI. Then decomposition of Ψ = Ψ1 ∪ Ψ2 ∪ · · · ∪ Ψk as a disjoint union of
consecutive pairs is clearly unique. The setΨ is called a set of consecutive pairs. We denote
Ψ′ ≤ Ψ if Ψ′ is a union of a subset of {Ψ1, . . . ,Ψk}. Clearly |{Ψ′ | Ψ′ ≤ Ψ }| = 2k.
Write
(6.13) Z ′ =
(
s′1, s
′
2, . . . , s
′
m′
t′1, t
′
2, . . . , t
′
m′
)
.
Lemma 6.14. Let Ψ be a subset of pairs in Z ′I, and let x = max(Ψ).
(i) If x = s′i and t
′
i 6∈ Ψ, then (Z,ΛΨ) 6∈ DZ,Z′ .
(ii) If x = t′i ∈ Ψ and s′i+1 6∈ Ψ, then (Z,ΛΨ) 6∈ DZ,Z′ .
Proof. Write
Z =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
, ΛΨ =
(
c1, c2, . . . , cm′
d1, d2, . . . , dm′
)
.
First suppose that x = s′i and t
′
i 6∈ Ψ. This means that t′i−1, s′i, t′i are all in the second row
of ΛΨ, so we can write t
′
i−1 = dl−1, s
′
i = dl, t
′
i = dl+1 for some l. Now x = s
′
i is the
largest entry inΨ, this means that s′1, . . . , s′i−1, t
′
1, . . . , t
′
i−1 are all in their natural positions
in ΛΨ. Hence we have l = i, cl−1 = s′i−1, and cl ≤ t′i = dl+1. If (Z,ΛΨ) ∈ DZ,Z′ , then
by Lemma 2.20 we havecl ≥ bl ≥ al+1 > dl+1, ifm′ = m;cl > bl ≥ al+1 ≥ dl+1, ifm′ = m+ 1.
So we have cl > dl+1 for both cases and this inequality contradicts the inequality cl ≤ dl+1
we just obtained.
Next suppose that x = t′i and s
′
i+1 6∈ Ψ. This means that s′i, t′i, s′i+1 are all in the first
row of ΛΨ. Let s
′
i = ck, t
′
i = ck+1, s
′
i+1 = ck+2 for some k. Now x = t
′
i is the largest
entry inΨ, so s′1, . . . , s
′
i, t
′
1, . . . , t
′
i−1 are all in their natural positions in ΛΨ. Then we have
k = i, dk−1 = t′i−1, and dk ≤ s′i+1 = ck+2. If (Z,ΛΨ) ∈ DZ,Z′ , then by Lemma 2.20 we
have dk ≥ ak+1 ≥ bk+1 > ck+2, ifm′ = m;dk > ak+1 ≥ bk+1 ≥ ck+2, ifm′ = m+ 1.
Now we have dk > ck+2 for both cases and we get a contradiction, again. 
Lemma 6.15. Suppose that (Z,ΛΨ) ∈ DZ,Z′ for some nonempty subset of pairs Ψ ⊂ Z ′I.
Let s′ (resp. t′) be the maximal entry in the first (resp. second) row of Ψ. Then
(
s′
t′
)
is a
consecutive pair, and (Z,ΛΨ′) ∈ DZ,Z′ where Ψ′ = Ψr
(
s′
t′
)
.
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Proof. Write
Z =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
, ΛΨ =
(
c1, c2, . . . , cm′
d1, d2, . . . , dm′
)
, ΛΨ′ =
(
c′1, c′2, . . . , c′m′
d′1, d
′
2, . . . , d
′
m′
)
wherem′ = m orm+ 1. Because Z is special, we have
(6.16) ai ≥ bi ≥ ai+1 for each i.
Because (Z,ΛΨ) ∈ DZ,Z′ , by Lemma 6.14, we see that if s′ > t′, then s′ = s′i and ′t = t′i
for some i; if t′ > s′, then s′ = s′i+1 and t
′ = t′i for some i. Then
(
s′
t′
)
is a consecutive pair.
Write s′ = dl and t′ = ck for some k, l. Note that ΛΨ′ is obtained from ΛΨ by exchanging
the positions of ck, dl since
(
ck
dl
)
is a consecutive pair.
(1) Suppose that ck > dl. In this case, the entries c1, . . . , ck−1 in ΛΨ are in their
natural position, we must have dk−2 > ck > dk−1 and hence l = k − 1. Then we
have the following table for ΛΨ′ :
i 1 . . . k − 2 k − 1 k k + 1 . . .
c′i c1 . . . ck−2 ck−1 dk−1 ck+1 . . .
d′i d1 . . . dk−2 ck dk dk+1 . . .
(a) Suppose that m′ = m. Then by Lemma 2.20 and (6.16), the assumption
(Z,ΛΨ) ∈ DZ,Z′ implies that
• ak−1 ≥ bk−1 > ck = d′k−1;
• d′k−1 = ck > dk−1 ≥ ak;
• c′k = dk−1 ≥ ak ≥ bk;
• bk−1 > ck > dk−1 = c′k.
(b) Suppose thatm′ = m+ 1. Then by the same argument as in (a), we have
• ak−1 ≥ bk−1 ≥ ck = d′k−1;
• d′k−1 = ck > dk−1 > ak;
• c′k = dk−1 > ak ≥ bk;
• bk−1 ≥ ck > dk−1 = c′k.
Because c′i = ci for i 6= k and d′i = di for i 6= k − 1, the above are all
the inequalities that we need to check. Then by Lemma 2.20, we conclude that
(Z,ΛΨ′) ∈ DZ,Z′ for both Cases (a) and (b).
(2) Suppose that dl > ck. In this case, the entries d1, . . . , dl−1 in ΛΨ are in their
natural position, so we have cl−1 > dl > cl and hence l = k. Then we have the
following table for ΛΨ′ :
i 1 . . . l − 1 l l + 1 . . .
c′i c1 . . . cl−1 dl cl+1 . . .
d′i d1 . . . dl−1 cl dl+1 . . .
(c) Suppose thatm′ = m. We have
• al > dl > cl = d′l;
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• d′l = cl ≥ bl ≥ al+1.
• c′l = dl > cl ≥ bl;
• bl−1 ≥ al > dl = c′l;
(d) Suppose thatm′ = m+ 1. We have
• al ≥ dl > cl = d′l;
• d′l = cl > bl ≥ al+1.
• c′l = dl > cl > bl;
• bl−1 ≥ al ≥ dl = c′l;
Then by Lemma 2.20 again, we have (Z,ΛΨ′) ∈ DZ,Z′ for both Cases (c) and (d).

Lemma 6.17. If (Z,ΛΨ) ∈ DZ,Z′ for some subset of pairs Ψ of Z ′I, then Ψ consists of
consecutive pairs.
Proof. Write Z ′ as in (6.13). Suppose (Z,ΛΨ) ∈ DZ,Z′ such that Ψ can not expressed as
a subset of consecutive pairs. This means that there are (1) s′i ∈ Ψ and t′i−1, t′i 6∈ Ψ for
some i; or (2) t′i ∈ Ψ and s′i, s′i+1 6∈ Ψ for some i. By Lemma 6.15, after deleting some
consecutive pairs if necessary, we may assume the entry s′i in (1) (resp. t
′
i in (2)) is the
maximal entry of Ψ. Then we get a contradiction from Lemma 6.14. 
Proposition 6.18. Let Z,Z ′ be special symbols of defect 1, 0 respectively. If DZ,Z′ 6= ∅,
then (Z,Z ′) ∈ DZ,Z′ .
Proof. Suppose that the sizes of Z,Z ′ are (m + 1,m), (m′,m′) respectively. We know
that m′ = m,m + 1 from Lemma 2.19. Suppose that DZ,Z′ 6= ∅. Then B+Z,Z′ 6= ∅ and
by Proposition 6.9, we see that (Z,ΛΨ) ∈ DZ,Z′ for some subset Ψ ⊂ Z ′I. Because now
def(ΛΨ) = 0, we have |Ψ∗| = |Ψ∗|, i.e.,Ψ is a subset of pairs inZ ′I. Then by Lemma 6.17,
we see that Ψ consists of consecutive pairs. By Lemma 6.15, we have (Z,ΛΨ′) ∈ DZ,Z′
whereΨ′ is obtained fromΨ by removing a consecutive pair. Repeat the same process, we
conclude that (Z,Z ′) ∈ DZ,Z′ . 
7. THE RELATION B+Z,Z′ I: REGULAR AND ONE-TO-ONE CASE
In this section, we always assume that Z is a special symbol of size (m+ 1,m) (hence
of defect 1), and Z ′ is a special symbol of size (m′,m′) (hence of defect 0) such that
m′ = m orm′ = m+ 1.
7.1. Cores of the relation. Let
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
∈ SZ , Λ′ =
(
c1, c2, . . . , cm′1
d1, d2, . . . , dm′2
)
∈ SZ′
such that (Λ,Λ′) ∈ B+Z,Z′ . Suppose that Λ′ = ΛN for some N ⊂ Z ′I and
(
ck
dl
)
is a
consecutive pair such that either {ck, dl} ⊂ N or {ck, dl} ∩ N = ∅. Let N ′ = (N ∪(
ck
dl
)
) r (N ∩ (ck
dl
)
). Then we know that ΛN ′ =
(c′1,c′2,...,c′m′
1
d′1,d
′
2,...,d
′
m′
2
)
is obtained from ΛN by
moving ck to the second row and moving dl to the first row. Because now ck, dl are
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consecutive, we see that dl is moved to the original position of ck and vice versa, i.e., we
have the following tables:
i 1 . . . k − 1 k k + 1 . . .
c′i c1 . . . ck−1 dl ck+1 . . .
i 1 . . . l − 1 l l + 1 . . .
d′i d1 . . . dl−1 ck dl+1 . . .
Then (Λ,ΛN ′) ∈ B+Z,Z′ if and only if
(1) al > d
′
l = ck ≥ al+1 and bk−1 > c′k = dl ≥ bk ifm′ = m;
(2) al ≥ d′l = ck > al+1 and bk−1 ≥ c′k = dl > bk ifm′ = m+ 1
by Lemma 2.20. Now consider the special case that
(7.1) Z =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
, Z ′ =
(
c1, c2, . . . , cm′
d1, d2, . . . , dm′
)
.
If
(
ck
dl
)
is a consecutive pair in Z ′I, then l = k − 1, k.
Lemma 7.2. Let Z,Z ′ be given as in (7.1), and let Ψ′ =
(
ck
dl
)
be a consecutive pair in Z ′I.
Suppose that DZ,Z′ 6= ∅. Then (Z,ΛΨ′) ∈ DZ,Z′ if and only if
ak > ck and dk ≥ bk, ifm′ = m and l = k;
ck ≥ ak and bk−1 > dk−1, ifm′ = m and l = k − 1;
ak ≥ ck and dk > bk, ifm′ = m+ 1 and l = k;
ck > ak and bk−1 ≥ dk−1, ifm′ = m+ 1 and l = k − 1.
Proof. The assumption DZ,Z′ 6= ∅ implies that (Z,Z ′) ∈ DZ,Z′ by Proposition 6.18. By
Lemma 2.20, we haveal > dl ≥ al+1 and bk−1 > ck ≥ bk, ifm′ = m;al ≥ dl > al+1 and bk−1 ≥ ck > bk. ifm′ = m+ 1.
First suppose thatm′ = m and l = k. From the discussion before the lemma, we see that
the condition (Z,ΛΨ′) ∈ DZ,Z′ is equivalent to
ak > ck ≥ ak+1 and bk−1 > dk ≥ bk.
However, the inequalities ck ≥ ak+1 and bk−1 > dk are implied by the assumptions that
Z,Z ′ are special and (Z,Z ′) ∈ DZ,Z′ : ck ≥ bk ≥ ak+1 and bk−1 ≥ ak > dk. Hence the
lemma is proved for the first case. The proof for other cases are similar. 
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Lemma 7.3. Let Z,Z ′ be given as in (7.1), and let Ψ =
(
ak
bl
)
be a consecutive pair in ZI.
Suppose that DZ,Z′ 6= ∅. Then (ΛΨ, Z ′) ∈ DZ,Z′ if and only if
ck ≥ ak and bk > dk, ifm′ = m and l = k;
ak > ck and dk−1 ≥ bk−1, ifm′ = m and l = k − 1;
ck > ak and bk ≥ dk, ifm′ = m+ 1 and l = k;
ak ≥ ck and dk−1 > bk−1, ifm′ = m+ 1 and l = k − 1.
Proof. The proof is similar to that of Lemma 7.2. 
Lemma 7.4. Suppose that Ψ =
(
ck
dl
)
and Ψ′ =
(
ck′
dl′
)
are two consecutive pairs in Z ′I. If
(Z,ΛΨ) and (Z,ΛΨ′) are both in DZ,Z′ , then Ψ,Ψ′ are disjoint.
Proof. Write Z,Z ′ as in (7.1). Suppose that (Z,ΛΨ), (Z,ΛΨ′) ∈ DZ,Z′ and Ψ,Ψ′ are not
disjoint. First assume thatΨ =
(
ck
dk−1
)
and Ψ′ =
(
ck
dk
)
for some k. Then by Lemma 7.2 we
have both ak > ck and ck ≥ ak if m′ = m; ak ≥ ck and ck > ak if m′ = m+ 1. Hence
we get a contradiction.
The other possibility is Ψ =
(
cl
dl
)
,Ψ′ =
(
cl+1
dl
)
for some l, the proof is similar. 
Proposition 7.5. Suppose that DZ,Z′ 6= ∅.
(i) There exists a subset of consecutive pairs Ψ′0 of Z
′
I such that DZ = {ΛΨ′ | Ψ′ ≤
Ψ′0 }.
(ii) There exists a subset of consecutive pairs Ψ0 of ZI such that DZ′ = {ΛΨ | Ψ ≤
Ψ0 }.
Proof. LetΨ1, . . . ,Ψk be the set of all consecutive pairs inZ
′
I such that (Z,ΛΨi) ∈ DZ,Z′ .
By Lemma 7.4, we know thatΨi,Ψj are disjoint if i 6= j. DefineΨ′0 = Ψ1∪Ψ2∪· · ·∪Ψk.
Suppose that Ψ′ is a set of consecutive pairs in Z ′I. Then we have a unique decomposi-
tion Ψ′ = Ψ′1 ∪ · · · ∪ Ψ′k′ as a union of (disjoint) consecutive pairs. Then by Lemma 7.2,
we see that (Z,ΛΨ′) ∈ DZ,Z′ if and only if (Z,ΛΨ′
i
) ∈ DZ,Z′ for each i = 1, . . . , k′.
Therefore, by Lemma 7.4, (Z,ΛΨ′) ∈ DZ,Z′ implies that {Ψ′1, . . . ,Ψ′k′} is a subset of
{Ψ1, . . . ,Ψk} and then Ψ′ ≤ Ψ′0. From Lemma 6.17, we know that each Λ′ ∈ DZ is of
the form ΛΨ′ for some subset of consecutive pairs Ψ
′ of Z ′I. Hence, part (i) of the lemma
follows. The proof of (ii) is similar. 
The set Ψ0 (resp. Ψ
′
0) in Proposition 7.5 will be called the core in ZI (resp. Z
′
I) of the
relationDZ,Z′ . The relationDZ,Z′ is said to be one-to-one ifDZ,Z′ 6= ∅ andΨ0 = Ψ′0 = ∅,
i.e., ifDZ = {Z ′} andDZ′ = {Z}.
7.2. Decomposition of B+Z,Z′ .
Lemma 7.6. Suppose that DZ,Z′ 6= ∅. Let Ψ′0 be the core in Z ′I of DZ,Z′ , and let N be a
subset of Z ′I. Suppose that there exists a consecutive pairΨ
′ inΨ′0 such that |N ∩Ψ′| = 1.
Then ΛN does not occur in the relation B+Z,Z′ .
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Proof. Write Z and Z ′ as in (7.1), and Ψ′ =
(
ck
dl
)
. Because N contains exactly one of
ck, dl, these two entries will be in the same row of ΛN . Because
(
ck
dl
)
is consecutive, we
know that l = k, k − 1. Note that Z (resp. Z ′) is of size (m+ 1,m) (resp. (m′,m′)) such
thatm′ = m,m+ 1. Suppose that (Λ,ΛN) ∈ B+Z,Z′ for some Λ ∈ SZ , and write
Λ =
(
a′1, a
′
2, . . . , a
′
m1
b′1, b′2, . . . , b′m2
)
ΛN =
(
c′1, c
′
2, . . . , c
′
m′1
d′1, d
′
2, . . . , d
′
m′2
)
.
(1) Suppose that m′ = m and l = k. Because DZ,Z′ 6= ∅, we must have (Z,Z ′) ∈
DZ,Z′ by Proposition 6.18, and hence bk−1 > ck ≥ bk and ak > dk ≥ ak+1 by
Lemma 2.20. Because now (Z,ΛΨ′) ∈ DZ,Z′ , by Lemma 7.2 and Lemma 7.5, we
have ak > ck ≥ ak+1 and bk−1 > dk ≥ bk. This means that every entry of Z is
either (1) greater than ck or (2) less than or equal to dk, i.e., there is no entry of Z
which lies between ck and dk.
Suppose ck, dk are both in the second row of ΛN , so ck = d
′
k′ and dk = d
′
k′+1
for some k′. By Lemma 2.20, the assumption (Λ,ΛN) ∈ B+Z,Z′ implies that
a′k′ > d
′
k′ = ck ≥ a′k′+1, similarly, a′k′+1 > d′k′+1 = dk ≥ a′k′+2. Therefore
ck ≥ a′k′+1 > dk and we get a contradiction.
If both ck, dk are in the first row of ΛN , then ck = c
′
k′ and dk = c
′
k′+1 for some
k′. By Lemma 2.20, the assumption (Λ,ΛN) ∈ B+Z,Z′ implies that b′k′−1 > c′k′ =
ck ≥ b′k′ , similarly, b′k′ > c′k′+1 = dk ≥ b′k′+1. Then ck ≥ b′k′ > dk and we get a
contradiction again.
(2) Suppose thatm′ = m and l = k−1. BecauseDZ,Z′ 6= ∅, we must have (Z,Z ′) ∈
DZ,Z′ by Proposition 6.18, and hence bk−1 > ck ≥ bk and ak−1 > dk−1 ≥ ak
by Lemma 2.20. Because now (Z,ΛΨ′) ∈ DZ,Z′ , by Lemma 7.2 and Lemma 7.5,
we have ak−1 > ck ≥ ak and bk−1 > dk−1 ≥ bk. This means that every entry
of Z is either (1) greater than dk−1 or (2) less than or equal to ck. The remaining
argument is similar to that in case (1).
(3) Suppose thatm′ = m+ 1 and l = k. The argument is similar to that in case (1).
(4) Suppose that m′ = m + 1 and l = k − 1. The argument is similar to that in case
(2).
For the four cases, we conclude that (Λ,ΛN) 6∈ B+Z,Z′ for any Λ ∈ SZ , so ΛN does not
occur in the relation B+Z,Z′ . 
Lemma 7.7. Suppose that DZ,Z′ 6= ∅. Let Ψ0,Ψ′0 be the cores in ZI, Z ′I of DZ,Z′ respec-
tively.
(i) Suppose that
(
ck
dl
) ≤ Ψ′0. Then (Λ,Λ′) ∈ B+Z,Z′ if and only if (Λ,Λ′ + Λ(ckdl)) ∈
B+Z,Z′ .
(ii) Suppose that
(
ak
bl
) ≤ Ψ0. Then (Λ,Λ′) ∈ B+Z,Z′ if and only if (Λ + Λ(akbl ),Λ′) ∈
B+Z,Z′ .
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Proof. Write
Z =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
, Λ =
(
a′1, a′2, . . . , a′m1
b′1, b
′
2, . . . , b
′
m2
)
;
Z ′ =
(
c1, c2, . . . , cm′
d1, d2, . . . , dm′
)
, Λ′ =
(
c′1, c′2, . . . , c′m′1
d′1, d′2, . . . , d′m′2
)
, Λ′ + Λ(ckdl)
=
(
c′′1 , c′′2 , . . . , c′′m′1
d′′1 , d′′2 , . . . , d′′m′2
)
.
Suppose that Λ′ = ΛN for some N ⊂ Z ′I. By Lemma 7.6, we know that either {ck, dl} ⊂
N or {ck, dl} ∩N = ∅. If {ck, dl} ⊂ N , then Λ′+Λ(ckdl) = ΛNr(ckdl). Therefore, without
loss of generality, we may assume that {ck, dl} ∩ N = ∅. Then ck = c′k′ , dl = d′l′ for
some k′, l′.
(1) Suppose thatm′ = m and l = k. Now
(
ck
dl
) ≤ Ψ′0 means that (Z,Λ(ckdl)) ∈ DZ,Z′ .
By Lemma 2.20 and Lemma 7.2, we have
(7.8) ak > ck ≥ bk and ak > dk ≥ bk.
Because
(
ck
dl
)
=
(c′
k′
d′
l′
)
is a consecutive pair, the symbol Λ′ + Λ(ckdl)
is obtained
from Λ′ by switching the positions of entries c′k′ , d
′
l′ , i.e., c
′′
k′ = d
′
l′ , c
′′
i = c
′
i if
i 6= k′; and d′′l′ = c′k′ , d′′i = d′i if i 6= l′. Note that there is no entry in Z lying
strictly between ak, bk, so (7.8) implies that the condition:
a′l′ > d
′
l′ = dk ≥ a′l′+1 and b′k′−1 > c′k′ = ck ≥ b′k′
is equivalent to the condition:
a′l′ > d
′′
l′ = ck ≥ a′l′+1 and b′k′−1 > c′′k′ = dk ≥ b′k′ .
Because any entry other than ck, dl has the same position in Λ
′ and in Λ′+Λ(ckdl)
,
we conclude that (Λ,Λ′) ∈ B+Z,Z′ if and only if (Λ,Λ′ + Λ(ckdl)) ∈ B
+
Z,Z′ .
(2) Suppose thatm′ = m and l = k − 1. Then (7.8) is modified to
bk−1 > ck ≥ ak and bk−1 > dk−1 ≥ ak.
The remaining proof is similar to that in (1).
(3) Suppose thatm′ = m+ 1 and l = k. Then (7.8) is modified to
ak ≥ ck > bk and ak ≥ dk > bk.
The remaining proof is similar to that in (1).
(4) Suppose thatm′ = m+ 1 and l = k − 1. Then (7.8) is modified to
bk−1 ≥ ck > ak and bk−1 ≥ dk−1 > ak.
The remaining proof is similar to that in (1).
The proof of (ii) is similar to that of (i). 
Proposition 7.9. Suppose that DZ,Z′ 6= ∅.
(i) If Λ′0 ∈ B+Λ for Λ ∈ SZ , then B+Λ = {Λ′0 + Λ′ | Λ′ ∈ DZ }.
(ii) If Λ0 ∈ B+Λ′ for Λ′ ∈ SZ′ , then B+Λ′ = {Λ0 + Λ | Λ ∈ DZ′ }.
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Proof. Recall that there exists a subset of (disjoint) consecutive pairs Ψ′0 in Z ′I such that
DZ = {ΛΨ′ | Ψ′ ≤ Ψ′0 } by Proposition 7.5. Suppose that Λ′0 ∈ B+Λ . Then Lemma 7.7
implies that
{Λ′0 + Λ′ | Λ′ ∈ DZ } ⊂ B+Λ .
Note that Λ′0+Λ′ = Λ′0+Λ′′ implies that Λ′ = Λ′′. Then Lemma 6.11 implies that in fact
{Λ′0 + Λ′ | Λ′ ∈ DZ } = B+Λ .
The proof of (ii) is similar. 
Now let Ψ0,Ψ
′
0 be the cores of DZ,Z′ in ZI, Z ′I respectively. Suppose that ΛN ∈ B+Λ
for some N ⊂ Z ′I. Let
(
ck
dl
)
be a consecutive pair in Ψ′0. By Lemma 7.6, we know that
either {ck, dl} ⊂ N or N ∩ {ck, dl} = ∅. Therefore by Proposition 7.9, there is a unique
Λ′ ∈ S+,Ψ′0Z′ such that Λ′ ∈ B+Λ , i.e., |B+Λ ∩S+,Ψ
′
0
Z′ | = 1 if B+Λ 6= ∅ where S+,Ψ
′
0
Z′ is defined
in Subsection 5.1. For Ψ ≤ Ψ0 and Ψ′ ≤ Ψ′0, we define
B+,Ψ,Ψ′Z,Z′ = B+Z,Z′ ∩ (SΨZ × S+,Ψ
′
Z′ ),
DΨ,Ψ′Z,Z′ = DZ,Z′ ∩ (SΨZ × S+,Ψ
′
Z′ ).
(7.10)
Then we have
(7.11) B+Z,Z′ = { (Λ + ΛM ,Λ′ + ΛN) | (Λ,Λ′) ∈ B+,Ψ,Ψ
′
Z,Z′ , M ≤ Ψ, N ≤ Ψ′ }
If Ψ = Ψ0 and Ψ
′ = Ψ′0, the B+,Ψ,Ψ
′
Z,Z′ (resp. DΨ,Ψ
′
Z,Z′ ) is denoted by B+,♮Z,Z′ (resp. D♮Z,Z′ ).
Moreover, from above explanation we see that B+,♮Z,Z′ andD♮Z,Z′ , as sub-relations of B+Z,Z′ ,
are one-to-one if DZ,Z′ 6= ∅.
7.3. The relation for regular special symbols.
Lemma 7.12. Let Z,Z ′ be given as in (7.1).
(i) Ifm′ = m+ 1, Z ′ regular andDZ = {Z ′}, then ci > ai and di > bi for each i.
(ii) Ifm′ = m, Z regular andDZ′ = {Z}, then ai > ci and bi > di for each i.
Proof. First suppose that m′ = m + 1, Z ′ regular and DZ = {Z ′}. Because Z ′ is
regular, i.e., Z ′ = Z ′I, any
(
ci
di
)
or
(
ci
di−1
)
is a consecutive pair for each i. If am+1 ≥
cm+1, then (Z,Λ(cm+1dm+1)
) ∈ DZ,Z′ by Lemma 7.2. Then we get a contradiction because
now DZ = {Z ′}. Hence we conclude that cm+1 > am+1. Then if bm ≥ dm, then
(Z,Λ(cm+1dm )
) ∈ DZ,Z′ by Lemma 7.2, again. Hence we conclude that dm > bm. Then (i)
is proved by induction.
Next suppose thatm′ = m,Z regular andDZ′ = {Z}. If dm ≥ bm, then (Λ(am+1bm ), Z
′) ∈
DZ,Z′ by Lemma 7.3. Then we get a contradiction, again. Hence we conclude that
bm > dm. Then if cm ≥ am, then (Λ(ambm), Z
′) ∈ DZ,Z′ by Lemma 7.3, again. Hence we
conclude that am > cm. Again, (ii) is proved by induction. 
Lemma 7.13. Let Z,Z ′ be given as in (7.1).
(i) Ifm′ = m+ 1, Z ′ is regular andDZ = {Z ′}, then Z is regular.
(ii) Ifm′ = m, Z is regular andDZ′ = {Z}, then Z ′ is regular.
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Proof. Suppose m′ = m + 1, Z ′ is regular and DZ = {Z ′}. By Lemma 7.12, we have
ci > ai and di > bi for each i. Now if ak = bk for some k, then dk > ak; if ak+1 = bk
for some k, then ck+1 > bk, and both lead to a contradiction by Lemma 2.20 because now
(Z,Z ′) ∈ DZ,Z′ .
The proof of (ii) is similar. 
Lemma 7.14. Let Z,Z ′ be given as in (7.1).
(i) Ifm′ = m+ 1, Z ′ is regular andDZ = {Z ′}, thenDZ′ = {Z}.
(ii) Ifm′ = m, Z is regular andDZ′ = {Z}, thenDZ = {Z ′}.
Proof. Suppose m′ = m + 1, Z ′ is regular and DZ = {Z ′}. By Lemma 7.12, we have
ci > ai and di > bi for each i. Suppose that Λ(akbl )
∈ DZ′ for some consecutive pair
(
ak
bl
)
in ZI. Hence, we know that l = k, k − 1. By Lemma 7.3, we have bk ≥ dk if l = k; and
ak ≥ ck if l = k − 1, and both lead to contradictions.
The proof of (ii) is similar. 
Lemma 7.15. Suppose that m′ = m + 1, Z ′ are regular, and DZ′ = {Z}. Let M ( ZI
such that ΛM occurs in the relation B+Z,Z′ . Suppose x is an entry in ZI rM and x is
greater than any entry ofM . Then ΛM∪{x} occurs in the relation B+Z,Z′ .
Proof. Suppose that (ΛM ,ΛN ) ∈ B+Z,Z′ for some N ⊂ Z ′I and write
ΛM =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
, ΛN =
(
c1, c2, . . . , cm′1
d1, d2, . . . , dm′2
)
.
Note that any entry in ΛM that is greater than all the entries inM is in its natural position.
Note that nowm′ = m+ 1.
(1) Suppose that x = ak for some k. So now every entry that is greater than ak is in
its natural position in ΛM . LetM
′ =M ∪ (ak−) and write
(7.16) ΛM ′ =
(
a′1, . . . , a′m1−1
b′1, . . . , b
′
m2+1
)
, ΛN ′ =
(
c′1, . . . , c
′
m′1+1
d′1, . . . , d
′
m′2−1
)
where N ′ will be specified as follows:
(a) Suppose that ak ≥ ck. If dk−1 > bk−1, we see that Λ( akbk−1) ∈ DZ′ by
Lemma 7.3 and get a contradiction, so we must have bk−1 ≥ dk−1. Since
(ΛM ,ΛN ) ∈ B+Z,Z′ , by Lemma 2.20, we have ck−1 > bk−1 ≥ dk−1 > ak ≥
ck, in particular, dk−1 ∈ Z ′I. Define N ′ = (N ∪
( −
dk−1
)
) r (N ∩ ( −
dk−1
)
).
Then ΛN ′ is obtained from ΛN by moving dk−1 to the first row, i.e.,
i 1 . . . k − 2 k − 1 k k + 1 . . .
a′i a1 . . . ak−2 ak−1 ak+1 ak+2 . . .
b′i b1 . . . bk−2 bk−1 ak bk . . .
c′i c1 . . . ck−2 ck−1 dk−1 ck . . .
d′i d1 . . . dk−2 dk dk+1 dk+2 . . .
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and then
• c′k = dk−1 > ak = b′k;
• b′k−1 = bk−1 ≥ dk−1 = c′k and b′k = ak ≥ ck = c′k+1.
(b) Suppose that ck > ak. If bk ≥ dk or dk does not exist, then Λ(akbk) ∈ DZ′
and we get a contradiction. Thus we must have dk > bk. By Lemma 2.20,
we have ck > ak ≥ dk > bk ≥ ck+1, in particular, dk ∈ Z ′I. Define
N ′ = (N ∪ (−
dk
)
)r (N ∩ (−
dk
)
). Then we have
i 1 . . . k − 1 k k + 1 k + 2 . . .
a′i a1 . . . ak−1 ak+1 ak+2 ak+3 . . .
b′i b1 . . . bk−1 ak bk bk+1 . . .
c′i c1 . . . ck−1 ck dk ck+1 . . .
d′i d1 . . . dk−1 dk+1 dk+2 dk+3 . . .
and
• c′k = ck > ak = b′k, c′k+1 = dk > bk = b′k+1;
• b′k = ak ≥ dk = c′k+1.
(2) Suppose that x = bk for some k. LetM
′ = M ∪ (−bk) and write ΛM ′ and ΛN ′ as
in (7.16) where N ′ is defined as follows.
(a) Suppose that bk ≥ dk. If ck > ak, then Λ(akbk) ∈ DZ′ and we get a con-
tradiction, and hence we must have ak ≥ ck. By Lemma 2.20, we have
dk−1 > ak ≥ ck > bk ≥ dk, in particular, ck ∈ Z ′I. Define N ′ =
(N ∪ (ck−))r (N ∩ (ck−)). Then we have
i 1 . . . k − 1 k k + 1 k + 2 . . .
a′i a1 . . . ak−1 ak bk ak+1 . . .
b′i b1 . . . bk−1 bk+1 bk+2 bk+3 . . .
c′i c1 . . . ck−1 ck+1 ck+2 ck+3 . . .
d′i d1 . . . dk−1 ck dk dk+1 . . .
and
• a′k = ak ≥ ck = d′k, a′k+1 = bk ≥ dk = d′k+1;
• d′k = ck > bk = a′k+1.
(b) Suppose that dk > bk. If ak+1 ≥ ck+1 or ck+1 does not exist, then Λ(ak+1
bk
) ∈
DZ′ and we get a contradiction, and hence we must have ck+1 > ak+1. Then
dk > bk ≥ ck+1 > ak+1 ≥ dk+1 by Lemma 2.20, in particular, ck+1 ∈ Z ′I.
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Define N ′ = (N ∪ (ck+1− ))r (N ∩ (ck+1− )). Then we have
i 1 . . . k − 1 k k + 1 k + 2 . . .
a′i a1 . . . ak−1 ak bk ak+1 . . .
b′i b1 . . . bk−1 bk+1 bk+2 bk+3 . . .
c′i c1 . . . ck−1 ck ck+2 ck+3 . . .
d′i d1 . . . dk−1 dk ck+1 dk+1 . . .
and
• a′k+1 = bk ≥ ck+1 = d′k+1;
• d′k = dk > bk = a′k+1, d′k+1 = ck+1 > ak+1 = a′k+2.
The above inequalities are all of which need to be checked. We see that (ΛM ′ ,ΛN ′) ∈
B+Z,Z′ for all four cases. 
Lemma 7.17. Suppose that m′ = m, Z is regular, and DZ = {Z ′}. Let N ( Z ′I such
that ΛN occurs in the relation B+Z,Z′ . Suppose x is an entry in Z ′I r N and x is greater
than any entry of N . Then ΛN∪{x} occurs in the relation B+Z,Z′ .
Proof. The proof is similar to that of Lemma 7.15. 
Corollary 7.18. Let Z,Z ′ be special symbols of defects 1, 0 respectively.
(i) Ifm′ = m+ 1, both Z,Z ′ are regular, andDZ′ = {Z}, then every symbol in SZ
occurs in the relation B+Z,Z′ .
(ii) If m′ = m, both Z,Z ′ are regular, and DZ = {Z ′}, then every symbol in SZ′
occurs in the relation B+Z,Z′ .
Proof. Suppose that m′ = m + 1, both Z,Z ′ are regular, and DZ′ = {Z}. Let ΛM be a
symbol in SZ for some subsetM ⊂ ZI. Define a chain of subsets
∅ = M0 ⊂M1 ⊂ · · · ⊂Mt = M
whereM0 = ∅ and, for i ≥ 1,Mi is obtained fromMi−1 by adding the smallest entry in
M rMi−1. Now ΛM0 = Λ∅ = Z occurs in the relation B
+
Z,Z′ . If ΛMi−1 occurs in the
relation, then Lemma 7.15 implies that ΛMi also occurs in the relation. Hence (i) is proved
by induction.
The proof of (ii) is similar. 
7.4. An isometry of inner product spaces. Suppose that both Z and Z ′ are regular and
write Z,Z ′ as in (7.1).
(1) Suppose thatm′ = m. Define
θ : {c1, . . . , cm} ⊔ {d1, . . . , dm} → {a1, . . . , am+1} ⊔ {b1, . . . , bm}
ci 7→ bi
di 7→ ai+1
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for each i. Note that a1 is not in the image of θ. For N ⊂ Z ′I, define θ(N) =
{ θ(x) | x ∈ N } ⊂ ZI. Then θ induces a mapping θ+ : SZ′ → SZ by ΛN 7→
Λθ(N). Moreover, if Λ
′ ∈ S+Z′ , then θ+(Λ′) ∈ SZ .
(2) Suppose thatm′ = m+ 1. Define
θ : {a1, . . . , am+1} ⊔ {b1, . . . , bm} → {c1, . . . , cm+1} ⊔ {d1, . . . , dm+1}
ai 7→ di
bi 7→ ci+1
for each i. Note that c1 is not in the image of θ. For M ⊂ ZI, define θ(M) =
{ θ(x) | x ∈ M } ⊂ Z ′I. Then θ induces a mapping θ+ : SZ → SZ′ by ΛM 7→
Λθ(M). Moreover, if Λ ∈ SZ , then θ+(Λ) ∈ S+Z′ .
Remark 7.19. Clearly, the maps θ+ defined in (4.7) and (4.1) are special cases of the maps
θ+ in above (1) and (2) respectively.
Lemma 7.20. Let Z,Z ′ be given as in (7.1). Suppose that both Z and Z ′ are regular, and
DZ,Z′ is one-to-one.
(i) Ifm′ = m+ 1, then (Λ,Λ′) ∈ B+Z,Z′ if and only if Λ′ = θ+(Λ).
(ii) Ifm′ = m, then (Λ,Λ′) ∈ B+Z,Z′ if and only if Λ = θ+(Λ′).
Proof. First suppose that m′ = m + 1. By Corollary 7.18 and Proposition 7.9 we know
that every Λ ∈ SZ occurs in the relation B+Z,Z′ and |B+Λ | = 1. So it suffices to show that
θ+(Λ) ∈ B+Λ . Suppose that Λ = ΛM for someM ⊂ ZI. We now want to prove the result
by induction on |M |. We know that (Z,Z ′) is in B+Z,Z′ by Proposition 6.18. Hence the
result is true if |M | = 0 because θ+(Λ∅) = θ+(Z) = Z ′. Suppose that the result is true
for M , i.e., (ΛM ,Λθ(M)) ∈ B+Z,Z′ . If ak or bk is an entry in ZI that is greater than any
entry ofM , then from the proof of Lemma 7.15 we know that
(Λ(ak
−
)∪M ,Λ(−dk)∪θ(M)
), (Λ(−bk)∪M
,Λ(ck+1
−
)∪θ(M)) ∈ B
+
Z,Z′ .
It is clear that
(−
dk
)∪ θ(M) = θ((ak−)∪M) and (ck+1− )∪ θ(M) = θ((−bk)∪M). Hence the
lemma is proved for the case thatm′ = m+ 1.
The proof for the case thatm′ = m is similar. 
Proposition 7.21. If ǫ = +, both Z,Z ′ are regular, and DZ,Z′ is one-to-one, then Theo-
rem 3.33 is true.
Proof. Suppose that Z and Z ′ are regular, DZ = {Z ′}, and DZ′ = {Z}. Write Z,Z ′ as
in (7.1) wherem′ = m,m+ 1, and let
(7.22) Z(m) =
(
2m, 2m− 2, . . . , 0
2m− 1, 2m− 3, . . . , 1
)
, Z ′(m′) =
(
2m′ − 1, 2m′ − 3, . . . , 1
2m′ − 2, 2m′ − 4, . . . , 0
)
.
Then Z(m) (resp. Z
′
(m′)) is a regular special symbol of rank 2m(m+ 1) (resp. 2m
′2) and
defect 1 (resp. 0).
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We define
h : {a1, . . . , am+1, b1, . . . , bm} → {2m, 2m− 1, . . . , 1, 0}
ai 7→ 2m+ 2− 2i
bi 7→ 2m+ 1− 2i
for each i. Then the mappingM 7→ h(M) where h(M) = { h(x) | x ∈ M } is bijective
from the set of subsets of Z to the set of subsets of Z(m), and hence induces a bijection
h¯ : SZ → SZ(m) by h¯(ΛM ) = Λh(M) for M ⊂ ZI. Clearly, h¯ maps SZ onto SZ(m)
and maps SZ,1 onto SZ(m),1. It is clearly that |M1 ∩M2| = |h(M1) ∩ h(M2)| for any
M1,M2 ⊂ ZI and hence
(7.23) 〈RΣ, ρΛ〉 = 〈Rh¯(Σ), ρh¯(Λ)〉
for any Σ ∈ SZ,1 and Λ ∈ SZ by Proposition 3.11.
Similarly, the bijection
h′ : {c1, . . . , cm′ , d1, . . . , dm′} → {2m′ − 1, 2m′ − 2, . . . , 1, 0}
ci 7→ 2m′ + 1− 2i
di 7→ 2m′ − 2i
for each i induces a bijection h¯′ : SZ′ → SZ′
(m′)
by h¯′(ΛN ) = Λh′(N) for N ⊂ Z ′I.
Clearly, h¯′ maps S+Z′ onto S+Z′
(m′)
and maps SZ′,0 → SZ′
(m′)
,0 such that
(7.24) 〈RΣ′ , ρΛ′〉 = 〈Rh¯′(Σ′), ρh¯′(Λ′)〉
for any Σ′ ∈ SZ′,0 and Λ′ ∈ S+Z′ .
Then we see that
(7.25) (Λ,Λ′) ∈ B+Z,Z′ if and only if (h¯(Λ), h¯′(Λ′)) ∈ B+Z(m),Z′(m′)
by Example 2.25, Example 2.26 and Lemma 7.20.
In terms of linear algebra, Theorem 3.33 is to express the uniform projection of the
vector
∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′ ∈ VZ ⊗ V+Z′ as a linear combination of the orthogonal
basis
{RΣ ⊗RΣ′ | Σ ∈ SZ,1,Σ′ ∈ S¯Z′,0}
of V♯Z ⊗ V♯Z′ where S¯Z′,0 is a complete set of representatives of cosets {Σ′,Σ′t} in SZ′,0.
Now Proposition 4.6 and Proposition 4.13 mean that Theorem 3.33 holds if Z = Z(m) and
Z ′ = Z ′(m′) where m
′ = m or m + 1. Now (h, h′) induces a vector space isomorphism
h˜⊗ h˜′ : VZ⊗V+Z′ → VZ(m)⊗V+Z′
(m′)
such that h˜(ρΛ) = ρh¯(Λ), h˜(RΣ) = Rh¯(Σ), h˜
′(ρΛ′) =
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ρh¯′(Λ′), and h˜
′(RΣ′ ) = Rh¯′(Σ′). Therefore by (7.23), (7.24) and (7.25), we have
h˜⊗ h˜′
(( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)♯)
=
(
h˜⊗ h˜′
( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
))♯
=
( ∑
(h¯(Λ),h¯′(Λ′))∈B+
Z(m),Z
′
(m′)
ρh¯(Λ) ⊗ ρh¯′(Λ′)
)♯
=
1
2
∑
(h¯(Σ),h¯′(Σ′))∈DZ(m),Z′(m′)
Rh¯(Σ) ⊗Rh¯′(Σ′)
= h˜⊗ h˜′
(
1
2
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
)
.
Because now h˜⊗ h˜′ is a vector space isomorphism, we have( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)♯
=
1
2
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ .
Thus the proposition is proved. 
8. THE RELATION B+Z,Z′ II: GENERAL CASE
Let
(8.1) Z =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
, Z ′ =
(
c1, c2, . . . , cm′
d1, d2, . . . , dm′
)
be special symbols of defect 1, 0 respectively such thatm′ = m,m+ 1. We suppose that
the relation DZ,Z′ is nonempty.
8.1. Derivative a special symbol. We consider sets of pairs in Z,Z ′ respectively accord-
ing the following order
(8.2) {(am+1bm ), (cm′dm′)}, {(ambm), ( cm′dm′−1)}, {( ambm−1), (cm′−1dm′−1)}, {(am−1bm−1), (cm′−1dm′−2)}, . . . .
Suppose that {(ak
bl
)
,
(
cl′
dk′
)} is the first set in the above order such that at least one of the
two pairs in the set is either a pair of doubles or in the core of the relation DZ,Z′ . Such a
set exists if DZ,Z′ is not one-to-one or one of Z,Z ′ is not regular. It is easy to see that
(8.3)
k′ = k − 1 and l′ = l, ifm′ = m;k′ = k and l′ = l + 1, ifm′ = m+ 1.
Now we want to construct new special symbols Z(1), Z ′(1) according to the following
situations:
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(I) If both
(
ak
bl
)
and
(
cl′
dk′
)
are pairs of doubles or both are in the core of DZ,Z′ , then
we define
Z(1) =
(
a1 − 1, . . . , ak−1 − 1, ak+1, . . . , am+1
b1 − 1, . . . , bl−1 − 1, bl+1, . . . , bm
)
,
Z ′(1) =
(
c1 − 1, . . . , cl′−1 − 1, cl′+1, . . . , cm′
d1 − 1, . . . , dk′−1 − 1, dk′+1, . . . , dm′
)
.
(II) If
(
ak
bl
)
is a pair of doubles or in the core, but
(
cl′
dk′
)
is neither, then we define
Z(1) =
(
a1 − 1, . . . , ak−1 − 1, dk′+1, . . . , dm′
b1 − 1, . . . , bl−1 − 1, cl′+1, . . . , cm′
)
,
Z ′(1) =
(
c1, . . . , cl′ , bl+1, . . . , bm
d1, . . . , dk′ , ak+1, . . . , am+1
)
.
(III) If
(
cl′
dk′
)
is a pair of doubles or in the cors, but
(
ak
bl
)
is neither, then we define
Z(1) =
(
a1, . . . , ak, dk′+1, . . . , dm′
b1, . . . , bl, cl′+1, . . . , cm′
)
,
Z ′(1) =
(
c1 − 1, . . . , cl′−1 − 1, bl+1, . . . , bm
d1 − 1, . . . , dk′−1 − 1, ak+1, . . . , am+1
)
.
Note that if
(
ak
bl
)
is a pair of doubles or in the core, then it is removed from Z to obtain the
new symbol Z(1), similarly if
(
cl′
dk′
)
is a pair of doubles or in the core, then it is removed
from Z ′ to obtain the new symbol Z ′(1). The symbol Z(1) (resp. Z ′(1)) can be regarded
as the (first) “derivative” of Z (resp. Z ′) and we can repeat the same process to obtain the
second “derivative” Z(2) (resp. Z ′(2)) and so on.
For the pair
(
x
y
)
in sequence (8.3), we define its next pair
(
x
y
)♭
as follows:
(
ak
bl
)♭
=

(
ak−1
bl
)
, if
(
ak
bl
)
=
(
ak+1
bk
)
;(
ak
bl−1
)
, if
(
ak
bl
)
=
(
ak
bk
)
,
(
cl′
dk′
)♭
=

(cl′−1
dk′
)
, if
(
cl′
dk′
)
=
(
ck+1
dk
)
;(
cl′
dk′−1
)
, if
(
cl′
dk′
)
=
(
ck
dk
)
.
Lemma 8.4. Keep the above notations and Suppose that DZ,Z′ 6= ∅.
(i) If m′ = m + 1 and
(
ak
bl
)
is either a pair of doubles or in the core, then
(
cl′
dk′
)♭
is
neither.
(ii) Ifm′ = m and
(
cl′
dk′
)
is either a pair of doubles or in the core, then
(
ak
bl
)♭
is neither.
Proof. By Proposition 6.18, DZ,Z′ 6= ∅ implies that (Z,Z ′) ∈ DZ,Z′ . We consider Case
(i) first.
(1) Suppose that m′ = m + 1 and l = k. Then l′ = k + 1 and k′ = k by (8.3), and
we have
(
cl′
dk′
)♭
=
(
ck
dk
)
.
First suppose that
(
ak
bk
)
is a pair of doubles, i.e., ak = bk. If
(
ck
dk
)
is also a pair
of doubles, then we have ak = bk < ck = dk and ak ≥ dk by Lemma 2.20, and
we get a contradiction. If
(
ck
dk
)
is in the core, then dk > bk = ak by Lemma 7.2
and ak ≥ dk by Lemma 2.20, and we get a contradiction, again.
Next suppose
(
ak
bk
)
is in the core. If
(
ck
dk
)
is a pair of doubles, then we have dk =
ck > ak by Lemma 7.3 and ak ≥ dk by Lemma 2.20, and we get a contradiction.
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If
(
ck
dk
)
is also in the core, then we have ak ≥ ck by Lemma 7.2 and ck > ak by
Lemma 7.3, and we get a contradiction, again.
(2) Suppose that m′ = m + 1 and l = k − 1. Then l′ = k and k′ = k by (8.3), and
we have
(
cl′
dk′
)♭
=
(
ck
dk−1
)
.
First suppose that
(
ak
bk−1
)
is a pair of doubles. If
(
ck
dk−1
)
is also a pair of doubles,
then we have ak = bk−1 ≥ ck = dk−1 and dk−1 > ak by Lemma 2.20, and we
get a contradiction. If
(
ck
dk−1
)
is in the core, then ck > ak = bk−1 by Lemma 7.2
and bk−1 ≥ ck by Lemma 2.20, and we get a contradiction, again.
Next suppose
(
ak
bk−1
)
is in the core. If
(
ck
dk−1
)
is a pair of doubles, then we have
dk−1 = ck ≤ ak by Lemma 7.3 and dk−1 > ak by Lemma 2.20, and we get a
contradiction. If
(
ck
dk−1
)
is also in the core, then we have ck > ak by Lemma 7.2
and ak ≥ ck by Lemma 7.3, and we get a contradiction, again.
Therefore, (i) is proved. Now we consider Case (ii).
(3) Suppose that m′ = m and l = k. Then l′ = k and k′ = k − 1 by (8.3), and we
have
(
ak
bl
)♭
=
(
ak
bk−1
)
.
First suppose that
(
ck
dk−1
)
is a pair of doubles. If
(
ak
bk−1
)
is also a pair of doubles,
then ak = bk−1 > ck = dk−1 and dk−1 ≥ ak by Lemma 2.20, and we get a
contradiction. If
(
ak
bk−1
)
is in the core, then ak > ck by Lemma 7.3 and ck =
dk−1 ≥ ak by Lemma 2.20, and we get a contradiction.
Next suppose that
(
ck
dk−1
)
is in the core. If
(
ak
bk−1
)
is a pair of doubles, then
ak = bk−1 > ck by Lemma 2.20 and ck ≥ ak by Lemma 7.2, and we get a
contradiction. If
(
ak
bk−1
)
is in the core, then ak > ck by Lemma 7.3 and ck ≥ ak
by Lemma 7.2, and we get a contradiction.
(4) Suppose that m′ = m and l = k − 1. Then l′ = k − 1 and k′ = k − 1 by (8.3),
and we have
(
ak
bk−1
)♭
=
(
ak−1
bk−1
)
.
First suppose that
(
ck−1
dk−1
)
is a pair of doubles. If
(
ak−1
bk−1
)
is also a pair of doubles,
then ak−1 = bk−1 ≤ ck−1 = dk−1 and ak−1 > dk−1 by Lemma 2.20, and we
get a contradiction. If
(
ak−1
bk−1
)
is in the core, then ak−1 ≤ ck−1 by Lemma 7.3 and
ck−1 = dk−1 < ak−1 by Lemma 2.20, and we get a contradiction.
Next suppose that
(
ck−1
dk−1
)
is in the core. If
(
ak−1
bk−1
)
is a pair of doubles, then
ak−1 = bk−1 ≤ ck−1 by Lemma 2.20 and ck−1 < ak−1 by Lemma 7.2, and we
get a contradiction. If
(
ak−1
bk−1
)
is in the core, then ak−1 ≤ ck−1 by Lemma 7.3 and
ck−1 < ak−1 by Lemma 7.2, and we get a contradiction.
Therefore (ii) is proved. 
Lemma 8.5. Keep the above notations.
(i) Case (II) happens only ifm′ = m.
(ii) Case (III) happens only ifm′ = m+ 1.
Proof. Suppose that m′ = m + 1,
(
ak
bl
)
is a pair of doubles or in the core, but
(
cl′
dk′
)
is
neither. Note that l = k, k − 1.
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(1) Suppose that l = k. Consider the following two symbols
X =
(
ak, ak+1, . . . , am+1
bk, bk+1, . . . , bm
)
, X ′ =
(
ck, ck+1, . . . , cm+1
dk, dk+1, . . . , dm+1
)
.
ThenX (resp.X ′) is a special symbol of size (m+2− k,m+1− k) (resp. (m+
2− k,m+ 2− k)). Because (Z,Z ′) ∈ DZ,Z′ , we see that (X,X ′) ∈ DX,X′ .
Now
(
ak
bl
)
=
(
ak
bk
)
and
(
cl′
dk′
)
=
(
ck+1
dk
)
. By Lemma 8.4, we see that
(
cl′
dk′
)♭
=(
ck
dk
)
is neither a pair of doubles and in the core, soX ′ is regular andDX = {X ′}
from our assumption on
(
ak
bl
)
,
(
cl′
dk′
)
. Then by Lemma 7.13 and Lemma 7.14, the
symbol X must be regular and DX′ = {X}. But the assumption that
(
ak
bl
)
is a
pair of doubles means that X is not regular; and the assumption that
(
ak
bl
)
in the
core means thatDX′ 6= {X}. So we get a contradiction.
(2) Suppose l = k − 1. Let
X =
(
dk−1, dk, . . . , dm+1
ck, ck+1, . . . , cm+1
)
X ′ =
(
bk−1, bk+1, . . . , bm
ak, ak+2, . . . , am+1
)
.
ThenX (resp.X ′) is a special symbol of size (m+3− k,m+2− k) (resp. (m+
2− k,m+ 2− k)), and (X,X ′) ∈ DX,X′ .
Now
(
ak
bl
)
=
(
ak
bk−1
)
,
(
cl′
dk′
)
=
(
ck
dk
)
. By Lemma 8.4, we see that
(
cl′
dk′
)♭
=
(
ck
dk−1
)
is neither a pair of doubles and in the core, soX is regular andDX′ = {X} from
our assumption on
(
ak
bl
)
,
(
cl′
dk′
)
. Then by Lemma 7.13 and Lemma 7.14, the symbol
X ′ is regular and DX = {X ′}. We get a contradiction by the same argument in
(1).
Therefore, (i) is proved.
Suppose that m′ = m,
(
cl′
dk′
)
is a pair of doubles or in the core, but
(
ak
bl
)
is neither.
We can show that we will get a contradiction by the same argument for the case m′ =
m+ 1. 
Lemma 8.6. Keep the notations above. Then
size(Z(1)) =

(m,m− 1)
(m,m− 1)
(m+ 1,m)
and size(Z ′(1)) =

(m′ − 1,m′ − 1), for Case (I);
(m′,m′), for Case (II);
(m′ − 1,m′ − 1), for Case (III).
In particular, def(Z(1)) = def(Z) = 1, def(Z ′(1)) = def(Z ′) = 0 for all three cases.
Proof. Case (I) is trivial.
Now we consider Case (II). From the choice of {(akbl ), (cl′dk′)}, we see that
|{ak+1, ak+2, . . . , am+1}| = |{dk′+1, dk′+2, . . . , dm′}|,
|{bl+1, bl+2, . . . , bm}| = |{cl′+1, cl′+2, . . . , cm′}|.
Therefore, size(Z(1)) = (m,m− 1) and size(Z ′(1)) = (m′,m′).
The proof for Case (III) is similar to that of Case (II). 
Remark 8.7. Keep the notations above.
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(1) For Case (I) it is easy to see that
deg(Z(1)) =
deg(Z), if
(
ak
bl
)
is a pair of double;
deg(Z)− 1, if (akbl ) is in the core,
deg(Z ′(1)) =
deg(Z ′), if
(
cl′
dk′
)
is a pair of double;
deg(Z ′)− 1, if ( cl′
dk′
)
is in the core.
(2) For Case (II), we have
deg(Z(1)) =
deg(Z), if
(
ak
bl
)
is a pair of double;
deg(Z)− 1, if (ak
bl
)
is in the core,
deg(Z ′(1)) = deg(Z ′).
(3) For Case (III), we have
deg(Z(1)) = deg(Z);
deg(Z ′(1)) =
deg(Z ′), if
(
cl′
dk′
)
is a pair of double;
deg(Z ′)− 1, if ( cl′
dk′
)
is in the core.
Lemma 8.8. Keep the notations above. For all three cases,Z(1), Z ′(1) are special symbols.
Proof. For all three cases, we will only prove that Z(1) is a special symbol. The proof for
Z ′(1) is similar. Write Z as in (8.1) and
(8.9) Z(1) =
(
a′1, a′2, . . . , a′m1
b′1, b
′
2, . . . , b
′
m2
)
.
First we consider Case (I). Thenm1 = m,m2 = m− 1, l = k, k − 1 and
Z(1) =
(
a1 − 1, . . . , ak−1 − 1, ak+1, . . . , am+1
b1 − 1, . . . , bl−1 − 1, bl+1, . . . , bm
)
.
(1) Suppose that l = k. We have
• a′i = ai − 1 ≥ bi − 1 = b′i if i < k; a′i = ai+1 ≥ bi+1 = b′i if i ≥ k,
• b′i = bi − 1 ≥ ai+1 − 1 = a′i+1 if i < k − 1; b′k−1 = bk−1 − 1 ≥ bk ≥
ak+1 = a
′
k; b
′
i = bi+1 ≥ ai+2 = a′i+1 if i ≥ k.
(2) Suppose that l = k − 1. We have
• a′i = ai−1 ≥ bi−1 = b′i if i < k−1; a′k−1 = ak−1−1 ≥ ak ≥ bk = b′k−1;
a′i = ai+1 ≥ bi+1 = b′i if i ≥ k,
• b′i = bi − 1 ≥ ai+1 − 1 = a′i+1 if i < k − 1; b′i = bi+1 ≥ ai+2 = a′i+1 if
i ≥ k − 1.
Next we consider Case (II). Thenm1 = m,m2 = m− 1, andm′ = m by Lemma 8.5,
and hence k′ = k − 1 and l′ = l. Now
Z(1) =
(
a1 − 1, . . . , ak−1 − 1, dk, dk+1, . . . , dm′
b1 − 1, . . . , bl−1 − 1, cl+1, cl+2, . . . , cm′
)
.
(1) Suppose that l = k. No matter
(
ak
bk
)
is a pair of doubles or in the core, we have
bk−1 > ak and then
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• a′i = ai − 1 ≥ bi − 1 = b′i if i < k; a′i = di ≥ ci+1 = b′i if i ≥ k,
• b′i = bi−1 ≥ ai+1−1 = a′i+1 if i < k−1; b′k−1 = bk−1−1 ≥ ak > dk = a′k;
b′i = ci+1 ≥ di+1 = a′i+1 if i ≥ k.
(2) Suppose that l = k − 1. No matter ( ak
bk−1
)
is a pair of doubles or in the core, we
have ak−1 > bk−1 and then
• a′i = ai−1 ≥ bi−1 = b′i if i < k−1; a′k−1 = ak−1−1 ≥ bk−1 > ck = b′k−1;
a′i = di ≥ ci+1 = b′i if i ≥ k,
• b′i = bi − 1 ≥ ai+1 − 1 = a′i+1 if i < k − 1; b′i = ci+1 ≥ di+1 = a′i+1 if
i ≥ k − 1.
Next we consider Case (III). Then m1 = m + 1, m2 = m, and m
′ = m + 1 by
Lemma 8.5, and hence k′ = k and l′ = l + 1. Now
Z(1) =
(
a1, . . . , ak, dk+1, dk+2, . . . , dm′
b1, . . . , bl, cl+2, cl+3, . . . , cm′
)
.
(1) Suppose that l = k. We have
• a′i = ai ≥ bi = b′i if i ≤ k; a′i = di ≥ ci+1 = b′i if i > k,
• b′i = bi ≥ ai+1 = a′i+1 if i < k; b′k = bk ≥ ck+1 ≥ dk+1 = a′k+1;
b′i = ci+1 ≥ di+1 = a′i+1 if i > k.
(2) Suppose that l = k − 1. We have
• a′i = ai ≥ bi = b′i if i < k; a′k = ak ≥ bk ≥ ck+1 = b′k; a′i = di ≥ ci+1 =
b′i if i > k,
• b′i = bi ≥ ai+1 = a′i+1 if i < k; b′i = ci+1 ≥ di+1 = a′i+1 if i ≥ k.
Hence Z(1) is a special symbol for all cases. 
8.2. Case (I). In this subsection, we assume that we in the situation of Case (I) in the
previous subsection. Define a map f : Z r {ak, bl} → Z(1) given by
ai 7→
ai − 1, if 1 ≤ i < k;ai, if k < i ≤ m+ 1, bi 7→
bi − 1, if 1 ≤ i < l;bi, if l < i ≤ m.(8.10)
Lemma 8.11. Suppose that we are in Case (I) of Subsection 8.1. The mapping f given in
(8.10) gives a bijection from ZI r {ak, bl} onto Z(1)I .
Proof. Clearly f gives a bijection between entries in Z r {ak, bl} and entries in Z(1). So
we only need to check that f maps singles to singles and non-singles to non-singles.
Write Z(1) as in (8.9). Suppose that
(
ai
bj
)
is a pair of doubles in Z r
(
ak
bl
)
. From the
requirement of
(
ak
bl
)
, we see that i < k and j < l and thus f(ai) = f(bj). Conversely, if
f(ai) = f(bj), then by the requirement for
(
ak
bl
)
we must have i < k and j < l, and thus
we have ai − 1 = bj − 1, i.e., ai = bj . 
Nowwewant to define a subspaceV(1)Z of VZ and a vector space isomorphism f˜ : V(1)Z →
VZ(1) according the following two cases:
(1) Suppose that
(
ak
bl
)
is a pair of doubles. Then f induces a bijection f¯ : SZ → SZ(1)
by f¯(ΛM ) = Λf(M) forM ⊂ ZI = ZIr{ak, bl} and f(M) = { f(x) | x ∈M }.
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Clearly f¯(SZ) = SZ(1) . Let V(1)Z = VZ , ρ(1)Λ = ρΛ and R(1)Σ = RΣ for Λ ∈ SZ
and Σ ∈ SZ,1. Then we have a vector space isomorphism f˜ : V(1)Z → VZ(1) given
by ρ
(1)
Λ 7→ ρf¯(Λ).
(2) Suppose that
(
ak
bl
)
is in the core of DZ,Z′ . Now f induces a bijection f¯ : SΨZ →
SZ(1) by f¯(ΛM ) = Λf(M) forM ⊂ ZI r {ak, bl} where Ψ =
(
ak
bl
)
. Let V(1)Z be
the subspace of VZ spanned by vectors of the form
(8.12) ρ
(1)
Λ :=
1√
2
(ρΛ + ρΛ♮)
where Λ = ΛM , Λ
♮ = ΛM∪(akbl )
forM ⊂ ZI r {ak, bl}. Clearly, by (3.13), the
uniform projection (V(1)Z )♯ is spanned by vectors of the form
R
(1)
Σ :=
1√
2
(RΣ +RΣ♮)
where Σ = ΛN and Σ
♮ = ΛN∪(akbl )
forN ⊂ ZIr {ak, bl} such that |N∗| = |N∗|.
Then the linear transformation f˜ : V(1)Z → VZ(1) given by ρ(1)Λ 7→ ρf¯(Λ) is clearly
a vector space isomorphism.
Lemma 8.13. Suppose that we are in Case (I) of Subsection 8.1. Then
〈R(1)Σ , ρ(1)Λ 〉 = 〈Rf¯(Σ), ρf¯(Λ)〉
for any Σ = ΛΨ and Λ = ΛM where Ψ,M ⊂ ZI r {ak, bl} such that |Ψ∗| = |Ψ∗| and
|M∗| ≡ |M∗| (mod 2). In particular, we have f˜(R(1)Σ ) = Rf¯(Σ).
Proof. Let Σ = ΛΨ and Λ = ΛM for Ψ,M ⊂ ZI r {ak, bl} such that |Ψ∗| = |Ψ∗|
and |M∗| ≡ |M∗| (mod 2). First suppose that
(
ak
bl
)
is a pair of doubles. Then both entries
ak, bl are not inZI. It is clear that x ∈ Ψ∩M if and only if f(x) ∈ f(Ψ)∩f(M). Therefore
|Ψ∩M | = |f(Ψ)∩f(M)|. Moreover,Z and Z(1) have the same degree from Remark 8.7,
so the lemma follows from Proposition 3.11 and Proposition 3.19 immediately.
Next suppose that
(
ak
bl
)
is in the core of DZ,Z′ . Now
〈R(1)Σ , ρ(1)Λ 〉 =
1
2
(〈RΣ, ρΛ〉+ 〈RΣ, ρΛ♮〉+ 〈RΣ♮ , ρΛ〉+ 〈RΣ♮ , ρΛ♮〉)
=
1
2δ+1
((−1)〈Σ,Λ〉 + (−1)〈Σ,Λ♮〉 + (−1)〈Σ♮,Λ〉 + (−1)〈Σ♮,Λ♮〉)
by Proposition 3.11 where δ is the degree of Z . From the definition, it is easy to see that
|Ψ ∩M | = |Ψ ∩ (M ∪ (ak
bl
)
)| = |(Ψ ∪ (ak
bl
)
) ∩M | = |f(Ψ) ∩ f(M)|,
|(Ψ ∪ (ak
bl
)
) ∩ (M ∪ (ak
bl
)
)| = |f(Ψ) ∩ f(M)|+ 2.
Note that now Z(1) is of degree δ − 1 from Remark 8.7. Therefore
〈R(1)Σ , ρ(1)Λ 〉 =
1
2δ−1
(−1)〈f¯(Σ),f¯(Λ)〉 = 〈Rf¯(Σ), ρf¯(Λ)〉.

HOWE CORRESPONDENCE OF UNIPOTENT CHARACTERS 71
Similarly, we can define a bijection f ′ from the set of subsets of Z ′Ir{cl′ , dk′} onto the
set of subsets of Z
′(1)
I given by
ci 7→
ci − 1, if 1 ≤ i < l′;ci, if l′ < i ≤ m′, di 7→
di − 1, if 1 ≤ i < k′;di, if k′ < i ≤ m′.(8.14)
We can define a bijection f¯ : SZ′ → SZ′(1) if
(
cl′
dk′
)
is a pair of doubles; a bijection
f¯ : SΨ
′
Z′ → SZ′(1) for Ψ′ =
(
cl′
dk′
)
if
(
cl′
dk′
)
is in the core of DZ,Z′ .
Let ρ
(1)
Λ′ be defined as ρ
(1)
Λ depending on
(
cl′
dk′
)
is a pair of doubles or in the core where
Λ′ = ΛN for some N ⊂ Z ′I r {cl′ , dk′}, i.e., ρ(1)Λ′ = ρΛ′ if
(
cl′
dk′
)
is a pair of doubles,
ρ
(1)
Λ′ =
1√
2
(ρΛ′ + ρΛ′♮) where Λ
′♮ = ΛN∪(cl′
d
k′
), Λ
′ = ΛN forN ⊂ Z ′I r {cl′ , dk′} if
(
cl′
dk′
)
is in the core. Let V+,(1)Z′ be the subspace of V+Z′ spanned by these ρ(1)Λ′ . Then we have an
isomorphism f˜ ′ : V+,(1)Z′ → V+Z′(1) analogously. And the analogue of Lemma 8.13 is also
true.
Define B+,(1)Z,Z′ to be the subset consisting of (Λ,Λ′) ∈ B
+
Z,Z′ where Λ = ΛM and
Λ′ = ΛN such thatM ⊂ ZI r {ak, bl} and N ⊂ Z ′I r {cl′ , dk′}, and define
B+,(1)Z,Z′ = B
+,(1)
Z,Z′ ∩ (SZ × S+Z′ ) and D(1)Z,Z′ = DZ,Z′ ∩ B
+,(1)
Z,Z′ .
If both
(
ak
bl
)
and
(
cl′
dk′
)
are pairs of doubles, then it is clear that B+,(1)Z,Z′ = B+Z,Z′ andD(1)Z,Z′ =
DZ,Z′ .
Lemma 8.15. For Case (I) of Subsection 8.1, (Λ,Λ′) ∈ B+,(1)Z,Z′ if and only if (f¯(Λ), f¯ ′(Λ′)) ∈
B+Z(1),Z′(1) .
Proof. Write Z,Z ′ as in (8.1). Suppose that Λ = ΛM and Λ′ = ΛN for some M ⊂
ZI r {ak, bl} andN ⊂ Z ′I r {cl′ , dk′}. Write
Λ =
(
a′1, a
′
2, . . . , a
′
m1
b′1, b
′
2, . . . , b
′
m2
)
, Λ′ =
(
c′1, c
′
2, . . . , c
′
m′1
d′1, d′2, . . . , d′m′2
)
;
f¯(Λ) =
(
a′′1 , a′′2 , . . . , a′′m1−1
b′′1 , b
′′
2 , . . . , b
′′
m2−1
)
, f¯ ′(Λ′) =
(
c′′1 , c
′′
2 , . . . , c
′′
m′1−1
d′′1 , d
′′
2 , . . . , d
′′
m′2−1
)
.
Because ak, bl 6∈M and cl′ , dk′ 6∈ N , we see that ak (resp. bl) will be in the first (resp. sec-
ond) row of Λ, similarly cl′ (resp. dk′ ) will be in the first (resp. second) row of Λ
′. Then
there exit indices i0, j0, j
′
0, i
′
0 such that a
′
i0
= ak, b
′
j0
= bl, c
′
j′0
= cl′ and d
′
i′0
= dk′ . Then
from the definitions in (8.10) and (8.14), we see that
a′′i =
a′i − 1, if i < i0;a′i+1, if i ≥ i0, b′′i =
b′i − 1, if i < j0;b′i+1, if i ≥ j0,
c′′i =
c′i − 1, if i < j′0;c′i+1, if i ≥ j′0, d′′i =
d′i − 1, if i < i′0;d′i+1, if i ≥ i′0
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and
a′i =

a′′i + 1, if i < i0;
ak, if i = i0;
a′′i−1, if i > i0,
b′i =

b′′i + 1, if i < j0;
bl, if i = j0;
b′′i−1, if i > j0,
c′i =

c′′i + 1, if i < j
′
0;
cl′ , if i = j
′
0;
c′′i−1, if i > j
′
0,
d′i =

d′′i + 1, if i < i
′
0;
dk′ , if i = i
′
0;
d′′i−1, if i > i
′
0.
Now we consider the following cases:
(1) Suppose that m′ = m and l = k. Then k′ = k − 1, l′ = k by (8.3) and hence
max{ak, bl} = ak, min{ak, bl} = bk, max{cl′ , dk′} = dk−1, min{cl′ , dk′} =
ck. Then i0+j0 = k+ l = 2k and i
′
0+j
′
0 = l
′+k′ = 2k−1. Note that bk−1 is the
smallest entry in Z which is greater than both ak and bl, so we have a
′
i0−1 ≥ bk−1
and b′j0−1 ≥ bk−1. Similarly, dk is the largest entry in Z ′ which is less than both
cl′ and dk′ , so we have dk ≥ c′j′0+1 and dk ≥ d
′
i′0+1
.
(a) If
(
cl′
dk′
)
is a pair of doubles, i.e., ck = dk−1, then (Z,Z ′) ∈ DZ,Z′ implies
that bk−1 > ck = dk−1 by Lemma 2.20; if
(
cl′
dk′
)
is in the core, then by
Lemma 7.2, we have bk−1 > dk−1, again.
(b) If
(
ak
bl
)
is a pair of doubles, i.e., ak = bk, then (Z,Z
′) ∈ DZ,Z′ implies
bk = ak > dk by Lemma 2.20; if
(
ak
bl
)
is in the core, then by Lemma 7.3, we
have bk > dk, again.
Because DZ,Z′ 6= ∅, we know that (Z,Z ′) ∈ DZ,Z′ by Proposition 6.18 and we
have
ai > di, di ≥ ai+1, ci ≥ bi, bi > ci+1
for each i by Lemma 2.20.
Suppose that (Λ,Λ′) ∈ B+,(1)Z,Z′ . Then, by Lemma 2.20, we have
(8.16) a′i > d
′
i, d
′
i ≥ a′i+1, c′i ≥ b′i, b′i > c′i+1
for each i. Then a′i0−1 ≥ bk−1 > dk−1 = d′i′0 , so i0 − 1 ≤ i
′
0 by (8.16). And
b′j0−1 ≥ bk−1 > dk−1 ≥ ck = c′j′0 , so j0 − 1 < j
′
0, i.e., j0 ≤ j′0. But we know
that i0 + j0 = i
′
0 + j
′
0 + 1, so we conclude that i0 = i
′
0 + 1 and j0 = j
′
0. Then
• a′′i = a′i − 1 > d′i − 1 = d′′i if i < i0 − 1; a′′i0−1 = a′i0−1 − 1 > d′i0−1 − 1 ≥
d′i0 = d
′′
i0−1; a
′′
i = a
′
i+1 > d
′
i+1 = d
′′
i if i ≥ i0,
• d′′i = d′i − 1 ≥ a′i+1 − 1 = a′′i+1 if i < i0 − 1; d′′i = d′i+1 ≥ a′i+2 = a′′i+1 if
i ≥ i0 − 1,
• c′′i = c′i − 1 ≥ b′i − 1 = b′′i if i < j0; c′′i = c′i+1 ≥ b′i+1 = b′′i if i ≥ j0,
• b′′i > b′i − 1 > c′i+1 − 1 = c′′i+1 if i < j0 − 1; b′′j0−1 = b′j0−1 − 1 ≥ b′j0 >
c′j0+1 = c
′′
j0
; b′′i = b
′
i+1 > c
′
i+2 = c
′′
i+1 if i ≥ j0.
Therefore, we conclude that (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) by Lemma 2.20.
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Conversely, suppose that (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) . Then by Lemma 2.20,
we have
(8.17) a′′i > d
′′
i , d
′′
i ≥ a′′i+1, c′′i ≥ b′′i , b′′i > c′′i+1
for each i. Then a′′i0−1 = a
′
i0−1− 1 ≥ bk−1− 1 > dk−1− 1 = d′i′0 − 1 ≥ d
′
i′0+1
=
d′′i′0 , so i0 − 1 ≤ i
′
0. And b
′′
j0−1 = b
′
j0−1 − 1 ≥ bk−1 − 1 > dk−1 − 1 ≥ ck − 1 =
c′j′0 − 1 ≥ c
′
j′0+1
= c′′j′0 , so j0 − 1 < j
′
0, i.e., j0 ≤ j′0. Again, we conclude that
i0 = i
′
0 + 1 and j0 = j
′
0.
• a′i = a′′i + 1 > d′′i + 1 = d′i if i < i0 − 1; a′i0−1 ≥ bk−1 > dk−1 = dk′ =
d′i′0 = d
′
i0−1; a
′
i0
= ak > dk ≥ d′i′0+1 = d
′
i0
; a′i = a
′′
i−1 > d
′′
i−1 = d
′
i if
i > i0,
• d′i = d′′i + 1 ≥ a′′i+1 + 1 = a′i+1 if i < i0 − 1; d′i0−1 = d′i′0 = dk′ = dk−1 ≥
ak = a
′
i0
; d′i = d
′′
i−1 ≥ a′′i = a′i+1 if i > i0 − 1,
• c′i = c′′i + 1 ≥ b′′i + 1 = b′i if i < j0; c′j0 = cl′ = cl ≥ bl = b′j0 ;
c′i = c
′′
i−1 ≥ b′′i−1 = b′i if i > j0,
• b′i = b′′i + 1 > c′′i+1 + 1 = c′i+1 if i < j0 − 1; b′j0−1 ≥ bk−1 > ck = cl′ =
c′j′0 = c
′
j0
; b′j0 = bl = bk > dk ≥ c′j′0+1 = c
′
j0+1
; b′i = b
′′
i−1 > c
′′
i = c
′
i+1 if
i > j0.
Therefore, we conclude that (Λ,Λ′) ∈ B+,(1)Z,Z′ by Lemma 2.20.
(2) Suppose thatm′ = m and l = k−1. Then k′ = k−1, l′ = k−1 by (8.3) and hence
max{ak, bl} = bk−1, min{ak, bl} = ak, max{cl′ , dk′} = ck−1, min{cl′ , dk′} =
dk−1. Then i0+j0 = 2k−1 and i′0+j′0 = 2k−2. Note that ak−1 is the least entry
in Z which is greater than both ak and bl, so a
′
i0−1 ≥ ak−1 and b′j0−1 ≥ ak−1.
Similarly, ck is the largest entry in Z
′ which is less than both cl′ and dk′ , so
ck ≥ c′j′0+1 and ck ≥ d
′
i′0+1
.
(a) If
(
cl′
dk′
)
is a pair of double, then ak−1 > dk−1 = ck−1; if
(
cl′
dk′
)
is in the core,
then by Lemma 7.2, we have ak−1 > ck−1, again.
(b) If
(
ak
bl
)
is a pair of doubles, i.e., ak = bk−1, then (Z,Z ′) ∈ DZ,Z′ implies
ak = bk−1 > ck by Lemma 2.20; if
(
ak
bl
)
is in the core, then by Lemma 7.3,
we have ak > ck, again.
Now a′i0−1 ≥ ak−1 > dk−1 = d′i′0 and and b
′
j0−1 ≥ ak−1 > ck−1 = c′j′0 . As
in (1), the assumption (Λ,Λ′) ∈ B+,(1)Z,Z′ will imply that i0 − 1 ≤ i′0 and j0 − 1 <
j′0. Hence i0 = i′0 + 1 and j0 = j′0. Then we can show that (f¯(Λ), f¯ ′(Λ′)) ∈
B+Z(1),Z′(1) as in (1).
Similarly, a′′i0−1 = a
′
i0−1−1 ≥ ak−1−1 > dk−1−1 = d′i′0−1 ≥ d
′
i′0+1
= d′′i′0
and b′′j0−1 = b
′
j0−1 − 1 ≥ ak−1 − 1 > ck−1 − 1 = c′j′0 − 1 ≥ c
′
j′0+1
= c′′j′0 . As in
(1), the assumption (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) will imply that i0 − 1 ≤ i′0 and
j0− 1 < j′0. Again, we conclude that i0 = i′0+1 and j0 = j′0. Then we can show
that (Λ,Λ′) ∈ B+,(1)Z,Z′ as in (1).
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(3) Suppose thatm′ = m+ 1 and l = k. Then k′ = k, l′ = k + 1 by (8.3) and hence
max{ak, bl} = ak, min{ak, bl} = bk, max{cl′ , dk′} = dk, min{cl′ , dk′} =
ck+1. Then i0 + j0 = 2k and i
′
0 + j
′
0 = 2k + 1. Note that ck is the smallest
entry in Z ′ which is greater than both cl′ and dk′ , so we have c′j′0−1 ≥ ck and
d′i′0−1 ≥ ck. Similarly, ak+1 is the largest entry in Z which is less than both ak
and bl, so ak+1 ≥ a′i0+1 and ak+1 ≥ b′j0+1.
(a) If
(
cl′
dk′
)
is a pair of double, then ck+1 = dk > ak+1; if
(
cl′
dk′
)
is in the core,
then by Lemma 7.2, we have ck+1 > ak+1, again.
(b) If
(
ak
bl
)
is a pair of doubles, i.e., ak = bk, then (Z,Z
′) ∈ DZ,Z′ implies
ck > bk = ak by Lemma 2.20; if
(
ak
bl
)
is in the core, then by Lemma 7.3, we
have ck > ak, again.
Now a′i0 = ak ≥ dk = d′i′0 and b
′
j0
= bk ≥ ck+1 = c′j′0 . As in (1), the
assumption (Λ,Λ′) ∈ B+,(1)Z,Z′ will imply that i0 ≤ i′0 and j0 ≤ j′0 − 1. Hence
i0 = i
′
0 and j0 = j
′
0 − 1. Then we can show that (f¯(Λ), f¯ ′(Λ′)) ∈ B
+
Z(1),Z′(1) as
in (1).
Conversely, we know that d′′i′0−1 = d
′
i′0−1 − 1 ≥ ck − 1 ≥ ck+1 > ak+1 ≥
a′i0+1 = a
′′
i0
, and c′′j′0−1 = c
′
j′0−1 − 1 ≥ ck − 1 ≥ ck+1 > ak+1 ≥ b
′
j0+1
= b′′j0 .
As in (1), the assumption (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) will imply that i′0 − 1 < i0
and j′0 − 1 ≤ j0. Hence i0 = i′0 and j0 = j′0 − 1. Then we can show that
(Λ,Λ′) ∈ B+,(1)Z,Z′ as in (1).
(4) Suppose thatm′ = m+ 1 and l = k − 1. Then k′ = k, l′ = k by (8.3) and hence
max{ak, bl} = bk−1, min{ak, bl} = ak, max{cl′ , dk′} = ck, min{cl′ , dk′} =
dk. Then i0 + j0 = 2k − 1 and i′0 + j′0 = 2k. Note that dk−1 is the smallest
entry in Z ′ which is greater than both cl′ and dk′ , so we have c′j′0−1 ≥ dk−1 and
d′i′0−1 ≥ dk−1. Similarly, bk is the largest entry in Z which is less than both ak
and bl, so bk ≥ a′i0+1 and bk ≥ b′j0+1.
(a) If
(
cl′
dk′
)
is a pair of double, then dk = ck > bk; if
(
cl′
dk′
)
is in the core, then by
Lemma 7.2, we have dk > bk, again.
(b) If
(
ak
bl
)
is a pair of doubles, i.e., ak = bk−1, then (Z,Z ′) ∈ DZ,Z′ implies
dk−1 > ak = bk−1 by Lemma 2.20; if
(
ak
bl
)
is in the core, then by Lemma 7.3,
we have dk−1 > bk−1, again.
Now a′i0 = ak ≥ dk = d′i′0 and b
′
j0
= bk−1 ≥ ck = c′j′0 . As in (1), the
assumption (Λ,Λ′) ∈ B+,(1)Z,Z′ will imply that i0 ≤ i′0 and j0 ≤ j′0 − 1. Hence
i0 = i
′
0 and j0 = j
′
0 − 1. Then we can show that (f¯(Λ), f¯ ′(Λ′)) ∈ B
+
Z(1),Z′(1) as
in (1).
Conversely, we know that d′′i′0−1 = d
′
i′0−1 − 1 ≥ dk−1 − 1 ≥ dk > bk ≥
a′i0+1 = a
′′
i0
, and c′′j′0−1 = c
′
j′0−1 − 1 ≥ dk−1 − 1 ≥ dk > bk ≥ b
′
j0+1
= b′′j0 .
As in (1), the assumption (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) will imply that i′0 − 1 < i0
and j′0 − 1 ≤ j0. Hence i0 = i′0 and j0 = j′0 − 1. Then we can show that
(Λ,Λ′) ∈ B+,(1)Z,Z′ as in (1).
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
Lemma 8.18. Suppose we are in Case (I) of Subsection 8.1. Then
∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′ = C
∑
(Λ,Λ′)∈B+,(1)
Z,Z′
ρ
(1)
Λ ⊗ ρ(1)Λ′
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ = C
∑
(Σ,Σ′)∈D(1)
Z,Z′
R
(1)
Σ ⊗R(1)Σ′
where
C =

1, if both
(
ak
bl
)
and
(
cl′
dk′
)
are pairs of doubles;
√
2, if exactly one of
(
ak
bl
)
and
(
cl′
dk′
)
is a pair of doubles;
2, if none of
(
ak
bl
)
and
(
cl′
dk′
)
is a pair of doubles.
Proof. We will only prove the first identity. The proof of the second identity is similar.
Now we consider the following four cases:
(1) Suppose that both
(
ak
bl
)
and
(
cl′
dk′
)
are pairs of doubles. Now ρΛ = ρ
(1)
Λ , ρΛ′ = ρ
(1)
Λ′
and B+Z,Z′ = B+,(1)Z,Z′ , so the lemma is clearly true for this case.
(2) Suppose that
(
ak
bl
)
is in the core and
(
cl′
dk′
)
is a pair of doubles. Now we have
ρ
(1)
Λ =
1√
2
(ρΛ + ρΛ♮), ρ
(1)
Λ′ = ρΛ′ , and by (7.11),
B+Z,Z′ = { (Λ + ΛM ,Λ′) | (Λ,Λ′) ∈ B+,(1)Z,Z′ , M ≤ {
(
ak
bl
)} }
= { (Λ,Λ′), (Λ + Λ(akbl ),Λ
′) | (Λ,Λ′) ∈ B+,(1)Z,Z′ }.
Therefore,
∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′ =
∑
(Λ,Λ′)∈B+,(1)
Z,Z′
(ρΛ + ρΛ+Λ
(akbl )
)⊗ ρΛ′
=
√
2
∑
(Λ,Λ′)∈B+,(1)
Z,Z′
ρ
(1)
Λ ⊗ ρ(1)Λ′ .
(3) Suppose that
(
ak
bl
)
is a pair of double and
(
cl′
dk′
)
is in the core. The proof for this
case is similar to that of (2).
(4) Suppose that both
(
ak
bl
)
and
(
cl′
dk′
)
are in the cores. Now we have ρ
(1)
Λ =
1√
2
(ρΛ +
ρΛ♮), ρ
(1)
Λ′ =
1√
2
(ρΛ′ + ρΛ′♮), and by (7.11),
B+Z,Z′
= { (Λ + ΛM ,Λ′ + ΛN ) | (Λ,Λ′) ∈ B+,(1)Z,Z′ , M ≤ {
(
ak
bl
)}, N ≤ {(cl′
dk′
)} }
=
{
(Λ,Λ′), (Λ + Λ(akbl )
,Λ′), (Λ,Λ′ + Λ(cl′d
k′
)), (Λ + Λ(akbl )
,Λ′ + Λ(cl′d
k′
))
∣∣∣ (Λ,Λ′) ∈ B+,(1)Z,Z′ }.
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Therefore,∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′ =
∑
(Λ,Λ′)∈B+,(1)
Z,Z′
(ρΛ + ρΛ+Λ
(akbl )
)⊗ (ρΛ′ + ρΛ′+Λ
( cl′d
k′
)
)
= 2
∑
(Λ,Λ′)∈B+,(1)
Z,Z′
ρ
(1)
Λ ⊗ ρ(1)Λ′ .

Lemma 8.19. Suppose we are in Case (I) of Subsection 8.1. Then
f˜ ⊗ f˜ ′
( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)
= C
∑
(Λ(1),Λ′(1))∈B+
Z(1),Z′(1)
ρΛ(1) ⊗ ρΛ′(1)
f˜ ⊗ f˜ ′
( ∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
)
= C
∑
(Σ(1),Σ′(1))∈D
Z(1),Z′(1)
RΣ(1) ⊗RΣ′(1)
where C is the constant given in Lemma 8.18.
Proof. Write f¯(Λ) = Λ(1) and f¯ ′(Λ′) = Λ′(1). Then by Lemma 8.15 and Lemma 8.18,
we have
f˜ ⊗ f˜ ′
( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)
= f˜ ⊗ f˜ ′
(
C
∑
(Λ,Λ′)∈B+,(1)
Z,Z′
ρ
(1)
Λ ⊗ ρ(1)Λ′
)
= C
∑
(f¯(Λ),f¯ ′(Λ′))∈B+
Z(1),Z′(1)
ρf¯(Λ) ⊗ ρf¯ ′(Λ′)
= C
∑
(Λ(1),Λ′(1))∈B+
Z(1),Z′(1)
ρΛ(1) ⊗ ρΛ′(1) .
The proof of the second identity is similar. 
8.3. Cases (II) and (III). Let Z,Z ′ be given as in (8.1).
(1) Suppose now we are in Case (II) of Subsection 8.1. Thenm′ = m by Lemma 8.5.
Define a bijection f : Z r {ak, bl} → Z(1) given by
ai 7→
ai − 1, if 1 ≤ i < k;di−1, if k < i ≤ m+ 1, bi 7→
bi − 1, if 1 ≤ i < l;ci, if l < i ≤ m.(8.20)
Similarly, define a bijection f ′ : Z ′ → Z ′(1) given by
ci 7→
ci, if 1 ≤ i ≤ l′;bi, if l′ < i ≤ m′, di 7→
di, if 1 ≤ i ≤ k′;ai+1, if k′ < i ≤ m′.(8.21)
(2) Suppose now we are in Case (III) of Subsection 8.1. Then we have m′ = m + 1
by Lemma 8.5. Define a bijection f : Z → Z(1) given by
ai 7→
ai, if 1 ≤ i ≤ k;di, if k < i ≤ m+ 1, bi 7→
bi, if 1 ≤ i ≤ l;ci+1, if l < i ≤ m.(8.22)
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Similarly, define a bijection f ′ : Z ′ r {cl′ , dk′} → Z ′(1) given by
ci 7→
ci − 1, if 1 ≤ i < l′;bi−1, if l′ < i ≤ m′, di 7→
di − 1, if 1 ≤ i < k′;ai, if k′ < i ≤ m′.(8.23)
Lemma 8.24. (i) Suppose that we are in Case (II). The map in (8.20) gives a bijection
from ZIr {ak, bl} onto Z(1)I ; and the map in (8.21) gives a bijection from Z ′I onto
Z
′(1)
I .
(ii) Suppose that we are in Case (III). The map in (8.22) gives a bijection from ZI onto
Z
(1)
I ; and the map in (8.23) gives a bijection from Z
′
I r {cl′ , dk′} onto Z ′(1)I .
Proof. Suppose we are in Case (II). Clearly f gives a bijection between entries in Z r
{ak, bl} and entries in Z(1). So we only need to check that f maps singles to singles and
non-singles to non-singles.
Write Z(1) as in (8.9). Suppose that
(
ai
bj
)
is a pair of doubles in Z r
(
ak
bl
)
. From the
assumption of
(
ak
bl
)
, we see that i < k and j < l and thus f(ai) = f(bj). Conversely, if
f(ai) = f(bj), then we must have i < k and j < l and thus ai = bj .
Next suppose that
(
cj
di
)
is a pair of doubles in Z ′. From the assumption on
(
cl′
dk′
)
, wee
see that i < k′ and j < l′ and thus f ′(cj) = f ′(di). Conversely, if f ′(cj) = f ′(di), then
we must have i < k′ and j < l′ and thus cj = di.
The proof for Case (III) is similar. 
(1) Suppose now we are in Case (II) of Subsection 8.1. Let f : Z r {ak, bl} → Z(1)
be the bijection given as in (8.20), and let f ′ : Z ′ → Z ′(1) be given as in (8.21).
As in Case (I), f induces a bijection f¯ : SZ → SZ(1) if
(
ak
bl
)
is a pair of doubles;
a bijection f¯ : SΨZ → SZ(1) where Ψ =
(
ak
bl
)
if
(
ak
bl
)
is in the core. Then we
have a vector space isomorphism f˜ : V(1)Z → VZ(1) given by ρ(1)Λ 7→ ρf¯(Λ) where
ρ
(1)
Λ is given as in (8.12). Moreover, we have a bijection f¯
′ : S+Z′ → S+Z′(1) and
a vector space isomorphism f˜ ′ : V+,(1)Z′ → V+Z′(1) given by ρ
(1)
Λ′ 7→ ρf¯ ′(Λ′) where
ρ
(1)
Λ′ is defined to be ρΛ′ . Now B+,(1)Z,Z′ is defined to be the subset consisting of
(Λ,Λ′) ∈ B+Z,Z′ where Λ = ΛM and Λ′ = ΛN such thatM ⊂ ZI r {ak, bl} and
N ⊂ Z ′I, and D(1)Z,Z′ = DZ,Z′ ∩ B+,(1)Z,Z′ .
(2) Suppose now we are in Case (III) of Subsection 8.1. Let f : Z → Z(1) be the
bijection given as in (8.22), and let f ′ : Z ′ r {cl′ , dk′} → Z ′(1) be given as in
(8.23). Now f induces a bijection f¯ : SZ → SZ(1) and then we have a vector
space isomorphism f˜ : V(1)Z → VZ(1) given by ρ(1)Λ 7→ ρf¯(Λ) where ρ(1)Λ is defined
to be ρΛ. Moreover, as in Case (I), f
′ induces a bijection f¯ ′ : S+Z′ → S+Z′(1) if
(
cl′
dk′
)
is a pair of doubles; a bijection f¯ ′ : S+,Ψ′Z′ → S+Z′(1) where Ψ′ =
(
cl′
dk′
)
if
(
cl′
dk′
)
is
in the core. Then we have a vector space isomorphism f˜ ′ : V+,(1)Z′ → V+Z′(1) given
by ρ
(1)
Λ′ 7→ ρf¯ ′(Λ′) where ρ(1)Λ′ is defined as in (8.12). Now B+,(1)Z,Z′ is the subset
consisting of (Λ,Λ′) ∈ B+Z,Z′ where Λ = ΛM and Λ′ = ΛN such that M ⊂ ZI
and N ⊂ Z ′I r {cl′ , dk′}, and D(1)Z,Z′ = DZ,Z′ ∩ B+,(1)Z,Z′ .
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Lemma 8.25. For Case (II) and Case (III), (Λ,Λ′) ∈ B+,(1)Z,Z′ if and only if (f¯(Λ), f¯ ′(Λ′)) ∈
B+Z(1),Z′(1) .
Proof. Write Z,Z ′ as in (8.1). First, suppose that we are in Case (II). Then m′ = m by
Lemma 8.5. Because DZ,Z′ 6= ∅, we know that (Z,Z ′) ∈ DZ,Z′ by Proposition 6.18 and
we have
ai > di, di ≥ ai+1, ci ≥ bi, bi > ci+1
for each i by Lemma 2.20.
Suppose that Λ = ΛM , Λ
′ = ΛN for someM ⊂ ZI r {ak, bl} and some N ⊂ Z ′I, and
write
Λ =
(
a′1, a
′
2, . . . , a
′
m1
b′1, b
′
2, . . . , b
′
m2
)
, Λ′ =
(
c′1, c′2, . . . , c′m′1
d′1, d
′
2, . . . , d
′
m′2
)
;
f¯(Λ) =
(
a′′1 , a
′′
2 , . . . , a
′′
m1−1
b′′1 , b
′′
2 , . . . , b
′′
m2−1
)
, f¯ ′(Λ′) =
(
c′′1 , c
′′
2 , . . . , c
′′
m′1
d′′1 , d′′2 , . . . , d′′m′2
)
.
We know that m′1 = m2 and m′2 = m1 − 1 by Lemma 2.20. Because ak, bl 6∈ M , there
exit indices i0, j0 such that a
′
i0
= ak, b
′
j0
= bl. And there are indices j
′
0, i
′
0 such that
c′i ≥ min{cl′ , dk′}, if i ≤ j′0;c′i < min{cl′ , dk′}, if i > j′0, ,
d′i ≥ min{cl′ , dk′}, if i ≤ i′0;d′i < min{cl′ , dk′}, if i > i′0.(8.26)
It is clear that i0 + j0 = k + l and i
′
0 = j
′
0 = l
′ + k′. Similarly, there exist indices
i1, j1, j
′
1, i
′
1 such thata′′i ≥ max{ak, bl}, if i ≤ i1;a′′i < min{ak, bl}, if i > i1,
b′′i ≥ max{ak, bl}, if i ≤ j1;b′′i < min{ak, bl}, if i > j1.c′′i ≥ min{cl′ , dk′}, if i ≤ j′1;c′′i < min{cl′ , dk′}, if i > j′1,
d′′i ≥ min{cl′ , dk′}, if i ≤ i′1;d′′i < min{cl′ , dk′}, if i > i′1.
It is clear that i1 + j1 = (k − 1) + (l − 1) = k + l − 2 and i′1 + j′1 = l′ + k′.
Then from (8.20) and (8.21), we have
a′′i =
a′i − 1, if i < i0;d′i, if i ≥ i0, , b′′i =
b′i − 1, if i < j0;c′i+1, if i ≥ j0,
c′′i =
c′i, if i ≤ j′0;b′i, if i > j′0, , d′′i =
d′i, if i ≤ i′0;a′i+1, if i > i′0
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and
a′i =

a′′i + 1, if i ≤ i1;
ak, if i = i1 + 1;
d′′i−1, if i > i1 + 1,
b′i =

b′′i + 1, if i ≤ j1;
bl, if i = j1 + 1;
c′′i , if i > j1 + 1,
c′i =
c′′i , if i ≤ j′1;b′′i−1, if i > j′1, d′i =
d′′i , if i ≤ i′1;a′′i , if i > i′1.
Now we consider the following cases:
(1) Suppose that l = k. Then k′ = k − 1, l′ = l = k, max{ak, bl} = ak,
min{ak, bl} = bk,max{cl′ , dk′} = dk−1 andmin{cl′ , dk′} = ck. Then i0+j0 =
2k, i′0 + j
′
0 = 2k − 1, i1 + j1 = 2k − 2 and i′1 + j′1 = 2k − 1.
(a) If
(
ak
bl
)
is a pair of doubles, then ck ≥ bk = ak;
(b) if
(
ak
bl
)
is in the core of DZ,Z′ , then we still have ck ≥ ak by Lemma 7.3.
Suppose that (Λ,Λ′) ∈ B+,(1)Z,Z′ . Then we have
a′i > d
′
i, d
′
i ≥ a′i+1, c′i ≥ b′i, b′i > c′i+1
for each i by Lemma 2.20. Then d′i′0 ≥ ck ≥ ak = a
′
i0
, so i′0 ≤ i0 − 1. And
c′j′0 ≥ ck ≥ bk = b
′
j0
, so j′0 ≤ j0. But now i′0 + j′0 = i0 + j0 − 1, so i′0 = i0 − 1
and j′0 = j0. Note that now Z
(1) is of size (m,m− 1) and Z ′(1) is of size (m,m).
We have
• a′′i = a′i − 1 ≥ d′i = d′′i if i ≤ i0; a′′i = d′i ≥ a′i+1 = d′′i if i > i0,
• d′′i = d′i > a′i+1 − 1 = a′′i+1 if i < i0; d′′i0 = d′i0 > d′i0+1 = a′′i0+1;
d′′i = a
′
i+1 > d
′
i+1 = a
′′
i+1 if i > i0,
• c′′i = c′i > b′i − 1 = b′′i if i ≤ j0; c′′j0+1 = c′j0+1 > c′j0+2 = b′′j0+1;
c′′i = b
′
i > c
′
i+1 = b
′′
i if i > j0,
• b′′i = b′i − 1 ≥ c′i+1 = c′′i+1 if i ≤ j0; b′′i = c′i+1 ≥ b′i+1 = c′′i+1 if i > j0.
These conditions imply that (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) .
Conversely, suppose that (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) . So we have
a′′i ≥ d′′i , d′′i > a′′i+1, c′′i > b′′i , b′′i ≥ c′′i+1
for each i by Lemma 2.20. Now d′′i′1 ≥ ck ≥ bk ≥ a
′′
i1+1, so i
′
1 ≤ i1. And
c′′j′1 ≥ ck ≥ bk ≥ b
′′
j1+1
, so j′1 ≤ j1 +1. But now i′1 + j′1 = i1+ j1 +1 = 2k− 1,
so i′1 = i1 and j
′
1 = j1 + 1. Then we have
• a′i = a′′i + 1 > d′′i = d′i if i ≤ i1; a′i1+1 = ak > dk ≥ d′′i1+1 = d′i1+1;
a′i = d
′′
i−1 > a
′′
i = d
′
i if i > i1 + 1,
• d′i = d′′i ≥ a′′i + 1 = a′i+1 if i < i1; d′i1 = d′′i1 ≥ ck ≥ ak = a′i1+1;
d′i = a
′′
i ≥ d′′i = a′i+1 if i > i1,
• c′i = c′′i ≥ b′′i + 1 = b′i if i ≤ j1; c′j1+1 = b′′j1 ≥ bl = b′j1+1; c′i = b′′i−1 ≥
c′′i = b
′
i if i > j1 + 1,
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• b′i = b′′i + 1 > c′′i+1 = c′i+1 if i < j1; b′j1 = b′′j1 + 1 > b′′j1 = c′j1+1;
b′j1+1 = bl > b
′′
j1+1
= c′j1+2; b
′
i = c
′′
i > b
′′
i = c
′
i+1 if i > j1 + 1.
Note that Z is of size (m + 1,m) and Z ′ is of size (m,m). Then the above
inequalities imply (Λ,Λ′) ∈ B+,(1)Z,Z′ by Lemma 2.20.
(2) Suppose that l = k − 1. Then k′ = k − 1, l′ = l = k − 1, max{ak, bl} =
bk−1, min{ak, bl} = ak, max{cl′ , dk′} = ck−1 and min{cl′ , dk′} = dk−1. Then
i0 + j0 = 2k − 1, i′0 + j′0 = 2k − 2, i1 + j1 = 2k − 3 and i′1 + j′1 = 2k − 2.
(a) If
(
ak
bl
)
is a pair of doubles, then dk−1 ≥ ak = bk−1;
(b) if
(
ak
bl
)
is in the core, then by Lemma 7.3, we still have dk−1 ≥ bk−1.
Then d′i′0 ≥ dk−1 ≥ ak = a
′
i0
and c′j′0 ≥ dk−1 ≥ bk−1 = b
′
j0
. As in (1), the
assumption (Λ,Λ′) ∈ B+,(1)Z,Z′ will imply that i′0 ≤ i0 − 1 and j′0 ≤ j0. Hence
i′0 = i0 − 1 and j′0 = j0. Then we can show that (f¯(Λ), f¯ ′(Λ′)) ∈ B
+
Z(1),Z′(1) as
in (1).
Conversely, we have d′′i′1 ≥ dk−1 ≥ ak ≥ a
′′
i1+1 and c
′′
j′1
≥ dk−1 ≥ ak ≥ b′′j1+1.
As in (1), the assumption (f¯(Λ), f¯ ′(Λ′)) ∈ B+Z(1),Z′(1) will imply that i′1 < i1+ 1
and j′1 ≤ j1 + 1. Hence i′1 = i1 and j′1 = j1 + 1. Then we can show that
(Λ,Λ′) ∈ B+,(1)Z,Z′ as in (1).
The proof for Case (III) is similar. 
Example 8.27. Suppose that Z =
(
8,5,1
6,3
)
and Z ′ =
(
8,6,2
6,3,0
)
. Thenm = 2 andm′ = 3. It is
easy to see that B+Z,Z′ is the following:(
8,6,2
6,3,0
) (
8,6,3
6,2,0
) (
6,2,0
8,6,3
) (
6,3,0
8,6,2
)
(
8,5,1
6,3
)
X X(
8,3,1
6,5
)
X X(
8,6,5
3,1
)
X X(
8,6,3
5,1
)
X X
where the top row (resp. left column) are the symbols in S+Z′ (resp. SZ ) which occur in the
relation B+Z,Z′ . And it means that (Λ,Λ′) ∈ B+Z,Z′ if there is a “X” in the position of row
Λ and column Λ′.
It is easy to see that the consecutive pairs
(
a2
b2
)
=
(
5
3
)
and
(
c3
d2
)
=
(
2
3
)
are in the cores. So
we are in Case (I) and then Z(1) =
(
7,1
5
)
and Z ′(1) =
(
7,5
5,0
)
. Then B+
Z(1),Z′(1)
is one-to-one:
(
7,5
5,0
) (
5,0
7,5
)
(
7,1
5
)
X(
7,5
1
)
X
but Z ′(1) is not regular.
Next we see that
(c′2
d′1
)
=
(
5
5
)
is a pair of doubles, and
(a′1
b′1
)
=
(
7
5
)
is neither a pair of
doubles nor in the core. So we are in Case (III) and then Z(2) =
(
7,0
5
)
and Z ′(2) =
(
6
1
)
.
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Then finally B+
Z(2),Z′(2)
is one-to-one: (
6
1
) (
1
6
)
(
7,0
5
)
X(
7,5
0
)
X
and both Z(2), Z ′(2) are regular.
Lemma 8.28. Suppose we are in Case (II) or Case (III) of Subsection 8.1. Then∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′ = C
∑
(Λ,Λ′)∈B+,(1)
Z,Z′
ρ
(1)
Λ ⊗ ρ(1)Λ′
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ = C
∑
(Σ,Σ′)∈D(1)
Z,Z′
R
(1)
Σ ⊗R(1)Σ′
where
C =
1, if
(
ak
bl
)
(resp.
(
cl′
dk′
)
) is a pair of doubles for Case (II) (resp. Case (III));
√
2, if
(
ak
bl
)
(resp.
(
cl′
dk′
)
) is in the core for Case (II) (resp. Case (III)).
Proof. The proof is similar to that of Lemma 8.18. 
Lemma 8.29. Suppose we are in Cases (II) or (III) of Subsection 8.1. We have
f˜ ⊗ f˜ ′
( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)
= C
∑
(Λ(1),Λ′(1))∈B+
Z(1),Z′(1)
ρΛ(1) ⊗ ρΛ′(1) ,
f˜ ⊗ f˜ ′
( ∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
)
= C
∑
(Σ(1),Σ′(1))∈D
Z(1),Z′(1)
RΣ(1) ⊗RΣ′(1)
where C is the constant given in Lemma 8.28.
Proof. Write f¯(Λ) = Λ(1) and f¯ ′(Λ′) = Λ′(1), and consequently we have f˜(ρ(1)Λ ) = ρΛ(1)
and f˜ ′(ρ(1)Λ′ ) = ρΛ′(1) . Then the lemma follows from Lemma 8.25 and Lemma 8.28 by the
similar argument in the proof of Lemma 8.19. 
8.4. DZ,Z′ general.
Proposition 8.30. Theorem 3.33 is true when ǫ = +.
Proof. Suppose that ǫ = +, and let Z,Z ′ be special symbols of defect 1, 0 respectively
such that DZ,Z′ 6= ∅. If DZ,Z′ is not one-to-one or one of Z,Z ′ is not regular, we are in
one of the three cases (I),(II), (III) of Subsection 8.1.
Apply the construction in the previous two subsections several times, we can find special
symbols Z(t), Z ′(t) of defects 1, 0 respectively and bijections
f¯t : SΨ0Z −→ SZ(t) and f¯ ′t : S+,Ψ
′
0
Z′ −→ S+Z′(t)
such that
• both Z(t), Z ′(t) are regular,
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• deg(Z rΨ0) = deg(Z(t)) and deg(Z ′ rΨ′0) = deg(Z ′(t)),
• DZ(t),Z′(t) is one-to-one, in particular,DZ(t),Z′(t) 6= ∅,
• (Λ,Λ′) ∈ B+,♮Z,Z′ if and only if (f¯t(Λ), f¯ ′t(Λ′)) ∈ B+Z(t),Z′(t) . In particular, (Σ,Σ′) ∈
D♮Z,Z′ if and only if (f¯t(Σ), f¯ ′t(Σ′)) ∈ DZ(t),Z′(t)
where Ψ0,Ψ
′
0 are the cores of DZ,Z′ in ZI, Z ′I respectively, and B+,♮Z,Z′ ,D♮Z,Z′ are defined
in Subsection 7.2. The bijection f¯t × f¯ ′t induces a vector space isomorphism f˜t ⊗ f˜ ′t from
some subspace V(t)Z ⊗ V+,(t)Z′ of VZ ⊗ V+Z′ onto VZ(t) ⊗ V+Z′(t) such that
f˜t ⊗ f˜ ′t
( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)
=
∑
(Λ(t),Λ′(t))∈B+
Z(t),Z′(t)
ρΛ(t) ⊗ ρΛ′(t)
f˜t ⊗ f˜ ′t
( ∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
)
=
∑
(Σ(t),Σ′(t))∈D
Z(t),Z′(t)
RΣ(t) ⊗RΣ′(t) .
Now the special symbols Z(t), Z ′(t) are regular and the relation DZ(t),Z′(t) is one-to-
one. So by Lemma 2.19, we see that either deg(Z ′(t)) = deg(Z(t)) or deg(Z ′(t)) =
deg(Z(t))+1. From the results in Lemma 7.20 and bijections f¯t, f¯
′
t , we have the following
two situations:
(1) Suppose that deg(Z ′(t)) = deg(Z(t)). Then we have a mapping θ+ : S+,Ψ′0Z′ →
SΨ0Z such that (Λ,Λ′) ∈ B+,♮Z,Z′ if and only if Λ = θ+(Λ′).
(2) Suppose that deg(Z ′(t)) = deg(Z(t)) + 1. Then we have a mapping θ+ : SΨ0Z →
S+,Ψ′0Z′ such that (Λ,Λ′) ∈ B+,♮Z,Z′ if and only if Λ′ = θ+(Λ).
Hence by Proposition 7.21, we have
( ∑
(Λ(t),Λ′(t))∈B+
Z(t),Z′(t)
ρΛ(t) ⊗ ρΛ′(t)
)♯
=
1
2
∑
(Σ(t),Σ′(t))∈D
Z(t),Z′(t)
RΣ(t) ⊗RΣ′(t) .
Therefore, we have
f˜t ⊗ f˜ ′t
(( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)♯)
=
(
f˜t ⊗ f˜ ′t
( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
))♯
=
(
Ct
∑
(Λ(t),Λ′(t))∈B+
Z(t),Z′(t)
ρΛ(t) ⊗ ρΛ′(t)
)♯
=
1
2
Ct
∑
(Σ(t),Σ′(t))∈D
Z(t),Z′(t)
RΣ(t) ⊗RΣ′(t)
= f˜t ⊗ f˜ ′t
(
1
2
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
)
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for some nonzero constant Ct. Because now f˜t ⊗ f˜ ′t is a vector space isomorphism, we
have ( ∑
(Λ,Λ′)∈B+
Z,Z′
ρΛ ⊗ ρΛ′
)♯
=
1
2
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ .
Thus the proposition is proved. 
Remark 8.31. If DZ,Z′ is one-to-one, i.e., Ψ0 = Ψ′0 = ∅, then
(
ak
bl
)
or
(
cl′
dk′
)
can only be
pairs of doubles. Then deg(Z) = deg(Z(t)) and deg(Z ′) = deg(Z ′(t)) in the proof of
Proposition 8.30. Then we have either deg(Z ′) = deg(Z) or deg(Z ′) = deg(Z) + 1.
9. THE RELATION B−Z,Z′
In this section, we assume that ǫ = −. Let Z,Z ′ be special symbols of defect 1, 0, and
Ψ0,Ψ
′
0 the cores in ZI, Z
′
I of DZ,Z′ respectively if DZ,Z′ 6= ∅.
9.1. The set B−Z,Z′ .
Lemma 9.1. Let Λ ∈ SZ and Λ′ ∈ SZ′ . Then (Λ,Λ′) ∈ B+Z,Z′ if and only if (Λt,Λ′t) ∈
B−Z,Z′ .
Proof. Because def(Λt) = −def(Λ) for any Λ, it is clear that def(Λ′) = −def(Λ) + 1 if
and only if def(Λ′t) = −def(Λt)− 1. Write
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
, Λ′ =
(
c1, c2, . . . , cm′1
d1, d2, . . . , dm′2
)
Λt =
(
a′1, a
′
2, . . . , a
′
m2
b′1, b
′
2, . . . , b
′
m1
)
, Λ′ =
(
c′1, c′2, . . . , c′m′2
d′1, d′2, . . . , d′m′1
)
,
i.e., a′i = bi, b
′
i = ai, c
′
i = di, d
′
i = ci for each i.
(1) Suppose thatm′ = m. If (Λ,Λ′) ∈ B+Z,Z′ , then
• d′i = ci ≥ bi = a′i;
• a′i = bi > ci+1 = d′i+1;
• b′i = ai > di = c′i;
• c′i = di ≥ ai+1 = b′i+1
for each i and hence (Λt,Λ′t) ∈ B−Z,Z′ by Lemma 2.20. Conversely, by the same
argument it is easy to see that (Λt,Λ′t) ∈ B−Z,Z′ implies that (Λ,Λ′) ∈ B
+
Z,Z′ .
(2) The proof form′ = m+ 1 is similar.

Then we have the following analogue of Proposition 7.9:
Proposition 9.2. Suppose that DZ,Z′ 6= ∅.
(i) If Λ′0 ∈ B−Λ for Λ ∈ SZ , then B−Λ = {Λ′0 + Λ′ | Λ′ ∈ DZ }.
(ii) If Λ0 ∈ B−Λ′ for Λ′ ∈ SZ′ , then B−Λ′ = {Λ0 + Λ | Λ ∈ DZ′ }.
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Proof. Suppose that (Λ,Λ′0) ∈ B
−
Z,Z′ , i.e., Λ
′
0 ∈ B−Λ . By Lemma 9.1, we see that Λ′t0 ∈
B+Λt . Then Λ
′t
0 + Λ
′ ∈ B+Λt for any Λ′ ∈ DZ by Proposition 7.9. Then (Λ′t0 + Λ′)t ∈ B−Λ
by Lemma 9.1, again. Then by Lemma 2.9, we have Λ′0 + Λ
′ = (Λ′t0 + Λ
′)t ∈ B−Λ . Thus
we have shown that {Λ′0 + Λ′ | Λ′ ∈ DZ } ⊂ B−Λ .
Conversely, let Λ′′ ∈ B−Λ . Then Λ′′t ∈ B+Λt by Lemma 9.1 and hence Λ′′t = Λ′t0 + Λ′
for some Λ′ ∈ DZ by Proposition 7.9. Then Λ′′ = Λ′0 + Λ′ by Lemma 2.9. Thus we have
shown that B−Λ ⊂ {Λ′0 + Λ′ | Λ′ ∈ DZ }.
The proof of (ii) is similar. 
For Ψ ≤ Ψ0 and Ψ′ ≤ Ψ′0, we define
B−,Ψ,Ψ′Z,Z′ = B−Z,Z′ ∩ (SΨZ × S−,Ψ
′
Z′ )
where SΨZ and S−,Ψ
′
Z′ are defined in Subsection 5.1. Then as in (7.11), we have
(9.3) B−Z,Z′ = { (Λ + ΛM ,Λ′ + ΛN) | (Λ,Λ′) ∈ B−,Ψ,Ψ
′
Z,Z′ , M ≤ Ψ, N ≤ Ψ′ }
If Ψ = Ψ0 and Ψ
′ = Ψ′0, then B−,Ψ,Ψ
′
Z,Z′ is denoted by B−,♮Z,Z′ . Moreover, we know that
B−,♮Z,Z′ is one-to-one if it is non-empty.
9.2. Z,Z ′ regular and DZ,Z′ one-to-one.
Lemma 9.4. Let Z,Z ′ be special symbols of defects 1, 0 respectively.
(i) Ifm′ = m+ 1, both Z and Z ′ are regular, andDZ′ = {Z}, then every symbol in
SZ occurs in the relation B−Z,Z′ .
(ii) Ifm′ = m, both Z and Z ′ are regular, andDZ = {Z ′}, then every symbol in S−Z′
occurs in the relation B−Z,Z′ .
Proof. First suppose that m′ = m + 1. By Corollary 7.18, every Λ ∈ SZ occurs in the
relation B+Z,Z′ . Note that taking transpose Λ 7→ Λt is a bijection from SZ onto itself, so,
by Lemma 9.1, every Λ ∈ SZ occurs in the relation B−Z,Z′ . Hence every Λ ∈ SZ occurs in
the relation B−Z,Z′ .
The proof for the case thatm′ = m is similar. 
Suppose that both Z,Z ′ are regular, and let θ be given in Subsection 7.4.
(1) Suppose that m′ = m. Note that a1 is not in the image of θ for this case. Then θ
induces a mapping θ− : SZ′ → SZ by ΛN 7→ Λ(a1
−
)∪θ(N). Moreover, if Λ ∈ S−Z′ ,
then θ−(Λ′) ∈ SZ .
(2) Suppose that m′ = m + 1. Note that c1 is not in the image of θ. Then θ induces
a mapping θ− : SZ → SZ′ by ΛM 7→ Λ(c1
−
)∪θ(M). Moreover, if Λ ∈ SZ , then
θ−(Λ) ∈ S−Z′ .
Lemma 9.5. Let Z,Z ′ be special symbols of defect 1, 0 respectively. Suppose that both Z
and Z ′ are regular, and DZ,Z′ is one-to-one.
(i) Ifm′ = m+ 1, then (Λ,Λ′) ∈ B−Z,Z′ if and only if Λ′ = θ−(Λ).
(ii) Ifm′ = m, then (Λ,Λ′) ∈ B−Z,Z′ if and only if Λ = θ−(Λ′).
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Proof. First suppose that m′ = m + 1. It is known that (ΛM ,Λ′) ∈ B+Z,Z′ if and only if
Λ′ = θ+(Λ) = Λθ(M) by Lemma 7.20. Then by Lemma 9.1, we see that ((ΛM )t,Λ′′) ∈
B−Z,Z′ if and only if Λ′′ = (Λθ(M))t. Now (ΛM )t = ΛZIrM and (Λθ(M))t = ΛZ′Irθ(M) =
Λ(c1
−
)∪θ(ZIrM) = θ
−((ΛM )t).
The proof for the case thatm′ = m is similar. 
Proposition 9.6. If ǫ = −, Z and Z ′ are regular, and the relation DZ,Z′ is one-to-one,
then Theorem 3.33 is true.
Proof. The proof is similar that of Proposition 7.21. Suppose that Z and Z ′ are regular,
andDZ,Z′ is one-to-one. Write Z,Z ′ as in (7.1) and let Z(m), Z ′(m′) be given in (7.22). Let
h, h′ be defined as in the proof of Proposition 7.21. Then h induces a bijection h¯ : SZ →
SZ(m) and SZ,1 → SZ(m),1 such that 〈RΣ, ρΛ〉 = 〈Rh¯(Σ), ρh¯(Λ)〉, and h′ induces bijections
h¯′ : S−Z′ → S−Z′
(m)
and SZ′,0 → SZ′
(m)
,0 such that 〈RΣ′ , ρΛ′〉 = 〈Rh¯′(Σ′), ρh¯′(Λ′)〉. We
see that (Λ,Λ′) ∈ B−Z,Z′ if and only if (h¯(Λ), h¯′(Λ′)) ∈ B−Z(m),Z′(m′) by Example 2.25,
Example 2.26 and Lemma 9.5. Hence the proposition is proved by the same argument in
the proof of Proposition 7.21. 
9.3. The general case. In this subsection, we assume that DZ,Z′ is non-empty. Suppose
that DZ,Z′ is not one-to-one or one of Z,Z ′ is not regular. So one of Cases (I), (II), (III)
occurs. Write Z,Z ′ as in (8.1) and let
(
ak
bl
)
and
(
cl′
dk′
)
be given as in Subsection 8.1. Let
Z(1), Z ′(1) be defined as in Subsection 8.1 according to Case (I),(II),(III) respectively.
(1) Suppose that we are in Case (I) of Subsection 8.1. Now f is a bijection from ZIr
{ak, bl} onto Z(1)I , and induces a bijection f¯ : SZ → SZ(1) by f¯(ΛM ) = Λf(M)
forM ⊂ ZI if
(
ak
bl
)
is a pair of doubles; and induces a bijection f¯ : SΨZ → SZ(1)
by f¯(ΛM ) = Λf(M) forM ⊂ ZI r {ak, bl} and Ψ =
(
ak
bl
)
if
(
ak
bl
)
is in the core.
Let ρ
(1)
Λ , V(1)Z and VZ(1) are defined as there.
Similarly, f ′ is a bijection from Z ′I r {cl′ , dk′} onto Z ′(1)I , and induces a bi-
jection f¯ ′ : SZ′ → SZ′(1) by f¯ ′(ΛN ) = Λf ′(N) for N ⊂ Z ′I if
(
cl′
dk′
)
is a pair
of doubles; and induces a bijection f¯ ′ : SΨ
′
Z′ → SZ′(1) by f¯ ′(ΛN ) = Λf(N) for
N ⊂ Z ′I r {cl′ , dk′} and Ψ′ =
(
cl′
dk′
)
if
(
cl′
dk′
)
is in the core. For Λ′ ∈ S−Z′ , let ρ(1)Λ′
be defined as in Subsection 8.2 and let V−,(1)Z′ be the subspace of V−Z′ spanned by
ρ
(1)
Λ′ for Λ
′ ∈ S−Z′ .
(2) Suppose that we are in Case (II) of Subsection 8.1. Now f is given as in (1) and f ′
is a bijection from Z ′I onto Z
′(1)
I . Let f¯ , V(1)Z , VZ(1) , f¯ ′, V−,(1)Z′ , V−Z′(1) be defined
analogously.
(3) Suppose that we are in Case (III) of Subsection 8.1. Now f is a bijection from ZI
onto Z
(1)
I , and f
′ is a bijection from Z ′Ir {cl′ , dk′} onto Z ′(1)I . Let f¯ , V(1)Z , VZ(1) ,
f¯ ′,V−,(1)Z′ , V−Z′(1) be defined analogously.
For all three cases above, we have vector space isomorphisms
f˜ : V(1)Z −→ VZ(1) and f˜ ′ : V−,(1)Z′ −→ V−Z′(1) .
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Then let B−,(1)Z,Z′ be defined similarly.
Lemma 9.7. For Cases (I),(II),(III) in Subsection 8.1, we have (Λ,Λ′) ∈ B−,(1)Z,Z′ if and
only if (f¯(Λ), f¯(Λ′)) ∈ B−
Z(1),Z′(1)
.
Proof. Suppose that (Λ,Λ′) ∈ B−,(1)Z,Z′ ⊂ B−Z,Z′ ⊂ B
−
Z,Z′ for Λ = ΛM and Λ
′ = ΛN where
M ⊆ ZIr {ak, bl} for Cases (I) and (II);M ⊆ ZI for Case (III), andN ⊆ Z ′I r {cl′ , dk′}
for Cases (I) and (III);M ⊆ Z ′I for Case (II).
By Lemma 9.1, we see that ((ΛM )
t, (ΛN )
t) ∈ B+Z,Z′ . Now (ΛM )t = ΛZIrM and
(ΛN )
t = ΛZ′IrN . Define
M ′ =
M ∪
(
ak
bl
)
, if
(
ak
bl
)
is the core;
M, otherwise,
N ′ =
N ∪
(
cl′
dk′
)
, if
(
cl′
dk′
)
is the core;
N, otherwise.
By Proposition 7.9, we see that (ΛZIrM ′ ,ΛZ′IrN ′) ∈ B
+
Z,Z′ .
(1) For Case (I), (II), if
(
ak
bl
)
is a pair of doubles, then both ak, bl are not in ZI, hence
(ZI rM
′) = (ZI rM) ⊂ ZI r {ak, bl} for anyM ⊂ ZI r {ak, bl}; if
(
ak
bl
)
is in
the core, then (ZI rM
′) ⊂ ZI r {ak, bl}, again.
(2) For Case (I) or (III), if
(
cl′
dk′
)
is a pair of doubles, then both cl′ , dk′ are not in Z
′
I,
hence (Z ′I rN
′) = (Z ′I rN) ⊂ Z ′I r {cl′ , dk′} for any N ⊂ Z ′I r {cl′ , dk′}; if(
cl′
dk′
)
is in the core, then (Z ′I rN
′) ⊂ Z ′I r {cl′ , dk′}, again.
So we have (ΛZIrM ′ ,ΛZ′IrN ′) ∈ B
+,(1)
Z,Z′ . Then by Lemma 8.15 and Lemma 8.25, we have
(Λf(ZIrM ′),Λf ′(Z′IrN ′)) ∈ B
+
Z(1),Z′(1) . Then
((Λf(ZIrM ′))
t, (Λf ′(Z′IrN ′))
t) ∈ B−Z(1),Z′(1)
by Lemma 9.1. It is easy to see that Z(1) r f(ZI rM
′) = f(M) and Z ′(1) r f(Z ′I r
N ′) = f(N). Then (Λf(ZIrM ′))
t = ΛZ(1)rf(ZIrM ′) = Λf(M) and (Λf ′(Z′IrN ′))
t =
ΛZ′(1)rf ′(Z′IrN ′) = Λf ′(N). Therefore, we conclude that (f¯(Λ), f¯(Λ
′)) ∈ B−Z(1),Z′(1) .
Because now f¯(Λ) ∈ SZ(1) , we have in fact (f¯(Λ), f¯(Λ′)) ∈ B−Z(1),Z′(1) .
Conversely, we can also show that (f¯(Λ), f¯(Λ′)) ∈ B−
Z(1),Z′(1)
will imply that (Λ,Λ′) ∈
B−,(1)Z,Z′ . 
Lemma 9.8. For Cases (I),(II),(III) in Subsection 8.1, we have∑
(Λ,Λ′)∈B−
Z,Z′
ρΛ ⊗ ρΛ′ = C
∑
(Λ,Λ′)∈B(1),−
Z,Z′
ρ
(1)
Λ ⊗ ρ(1)Λ′
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ = C
∑
(Σ,Σ′)∈D(1)
Z,Z′
R
(1)
Σ ⊗R(1)Σ′
where
C =

1, if none of
(
ak
bl
)
,
(
cl′
dk′
)
is in the core;
√
2, if exactly one of
(
ak
bl
)
,
(
cl′
dk′
)
is in the core;
2, if both
(
ak
bl
)
,
(
cl′
dk′
)
are in the core.
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Proof. The proof is similar to those of Lemma 8.18 and Lemma 8.28. 
Corollary 9.9. Suppose that ǫ = −. If the core of DZ,Z′ in Z ′I is Z ′I itself, then∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ = 0.
Proof. Let Ψ0,Ψ
′
0 be the cores in Z,Z
′ respectively. Suppose that Ψ′0 = Z
′
I. From (9.3)
we know that
DZ,Z′ = { (Σ + ΛM ,Σ′ + ΛN) | (Σ,Σ′) ∈ D♮Z,Z′ , M ≤ Ψ0, N ≤ Ψ′0 }.
Now our assumption Ψ′0 = Z
′
I means that Σ
′ = Z ′ and Σ′ + ΛN = ΛN . Because D♮Z,Z′
is one-to-one, we must have Σ = Z , and hence Σ + ΛM = ΛM . Note that (ΛN )
t =
ΛZ′IrN = ΛΨ′0rN , so ΛN ∈ SZ′,Ψ′0 if and only if (ΛN )t ∈ SZ′,Ψ′0 . Let X denote a set of
representatives of cosets {ΛN , (ΛN )t} in SZ′,Ψ′0 . Then∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ =
( ∑
M≤Ψ0
RΛM
)
⊗
( ∑
ΛN∈X
(RΛN +R(ΛN )t)
)
Because now ǫ = −, we have RΛN +R(ΛN )t = 0 for any ΛN ∈ X . 
Proposition 9.10. If ǫ = −, then Theorem 3.33 is true.
Proof. The proof is similar to that of Proposition 8.30. Suppose that ǫ = −, and let Z,Z ′
be special symbols of defect 1, 0 respectively. Suppose thatDZ,Z′ is not one-to-one or one
of Z,Z ′ is not regular. Let Ψ0 and Ψ′0 be the cores of the relation DZ,Z′ in ZI and Z ′I
respectively. As in the proof of Proposition 8.30, we can find special symbols Z(t), Z ′(t)
of defects 1, 0 respectively and bijections
f¯t : SΨ0Z −→ SZ(t) and f¯ ′t : S−,Ψ
′
0
Z′ −→ S−Z′(t)
such that
• both Z(t), Z ′(t) are regular,
• deg(Z rΨ0) = deg(Z(t)) and deg(Z ′ rΨ′0) = deg(Z ′(t)),
• DZ(t),Z′(t) is one-to-one, in particular,DZ(t),Z′(t) 6= ∅,
• (Σ,Σ′) ∈ D♮Z,Z′ if and only if (f¯t(Σ), f¯ ′t(Σ′)) ∈ DZ(t),Z′(t) ,
• (Λ,Λ′) ∈ B−,♮Z,Z′ if and only if (f¯t(Λ), f¯ ′t(Λ′)) ∈ B−Z(t),Z′(t) .
Moreover, we have
f˜t ⊗ f˜ ′t
( ∑
(Λ,Λ′)∈B−
Z,Z′
ρΛ ⊗ ρΛ′
)
=
∑
(Λ(t),Λ′(t))∈B−
Z(t),Z′(t)
ρΛ(t) ⊗ ρΛ′(t)
f˜t ⊗ f˜ ′t
( ∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
)
=
∑
(Σ(t),Σ′(t))∈D
Z(t),Z′(t)
RΣ(t) ⊗RΣ′(t) .
Now the special symbols Z(t), Z ′(t) are regular and the relation DZ(t),Z′(t) is one-to-
one. So by Lemma 2.19, we see that either deg(Z ′(t)) = deg(Z(t)) or deg(Z ′(t)) =
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deg(Z(t)) + 1. From the results in Lemma 9.5 and bijections ft, f
′
t , we have the following
two situations:
(1) Suppose that deg(Z ′(t)) = deg(Z(t)). Then we have a mapping θ− : S−,Ψ′0Z′ →
SΨ0Z such that (Λ,Λ′) ∈ B−,♮Z,Z′ if and only if Λ = θ−(Λ′).
(2) Suppose that deg(Z ′(t)) = deg(Z(t)) + 1. Then we have a mapping θ− : SΨ0Z →
S−,Ψ′0Z′ such that (Λ,Λ′) ∈ B−,♮Z,Z′ if and only if Λ′ = θ−(Λ).
Hence by Proposition 9.6, we have( ∑
(Λ(t),Λ′(t))∈B−
Z(t),Z′(t)
ρΛ(t) ⊗ ρΛ′(t)
)♯
=
1
2
∑
(Σ(t),Σ′(t))∈D
Z(t),Z′(t)
RΣ(t) ⊗RΣ′(t) .
Therefore as in the proof of Proposition 8.30, we have
f˜t ⊗ f˜ ′t
(( ∑
(Λ,Λ′)∈B−
Z,Z′
ρΛ ⊗ ρΛ′
)♯)
= f˜t ⊗ f˜ ′t
(
1
2
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′
)
.
Because now f˜t ⊗ f˜ ′t is a vector space isomorphism, we conclude that( ∑
(Λ,Λ′)∈B−
Z,Z′
ρΛ ⊗ ρΛ′
)♯
=
1
2
∑
(Σ,Σ′)∈DZ,Z′
RΣ ⊗RΣ′ .

10. A SYSTEM OF LINEAR EQUATIONS
Let G = Sp2n and G
′ = Oǫ2n′ , and let Z,Z
′ be special symbols of ranks n, n′, degrees
δ, δ′, and defects 1, 0 respectively. Write
ω̂Z,Z′ =
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρΛ ⊗ ρΛ′ .
Theorem 3.33 and (3.31) imply that ω̂♯Z,Z′ = ω
♯
Z,Z′ . As indicated in [KS05] p.436, if f is
any uniform class function of G×G′, then we have
(10.1) 〈f, ωZ,Z′〉 = 〈f, ω♯Z,Z′〉 = 〈f, ω̂♯Z,Z′〉 = 〈f, ω̂Z,Z′ 〉.
The candidates of the uniform class functions are construct from cells described in Sec-
tion 5.1.
10.1. DZ,Z′ one-to-one, deg(Z ′) = deg(Z)+1. In this subsection, we assume thatDZ,Z′
is one-to-one. Now δ, δ′ are the degrees of Z,Z ′ respectively, so we can write
(10.2) ZI =
(
a1, a2, . . . , aδ+1
b1, b2, . . . , bδ
)
, Z ′I =
(
c1, c2, . . . , cδ′
d1, d2, . . . , dδ′
)
.
Then from Remark 8.31, we know that either δ′ = δ + 1 or δ′ = δ. In this subsection, we
consider the case that δ′ = δ + 1.
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Define
θ : {a1, . . . , aδ+1} ⊔ {b1, . . . , bδ} → {c1, . . . , cδ+1} ⊔ {d1, . . . , dδ+1}
ai 7→ di
bi 7→ ci+1
for each i. Note that c1 is not in the image of θ. Then as in Subsection 7.4 and Subsec-
tion 9.2, θ induces a mapping θǫ : SZ → SǫZ′ given by
ΛM 7→
Λθ(M), if ǫ = +;Λ(c1
−
)∪θ(M), if ǫ = −
whereM ⊂ ZI.
IfΦ = {(s1t1), . . . , (sδtδ), (sδ+1− )} is an arrangement ofZI (i.e., {s1, . . . , sδ+1} (resp. {t1, . . . , tδ})
is a permutation of {a1, . . . , aδ+1} (resp. {b1, . . . , bδ})), then
θ(Φ) =
{(
θ(t1)
θ(s1)
)
, . . . ,
(
θ(tδ)
θ(sδ)
)
,
(
c1
θ(sδ+1)
)}
is an arrangement of Z ′I. If Ψ = {
(
si1
ti1
)
, . . . ,
(
sik
tik
)} is a subset of pairs of Φ, we define
θ(Ψ) as follows:
(1) if either ǫ = − and |ΦrΨ| is odd, or ǫ = + and |ΦrΨ| is even, let
θ(Ψ) =
{(
θ(ti1)
θ(si1 )
)
, . . . ,
(
θ(tik )
θ(sik)
)}
;
(2) if either ǫ = − and |ΦrΨ| is even, or ǫ = + and |ΦrΨ| is odd, let
θ(Ψ) =
{(
θ(ti1)
θ(si1 )
)
, . . . ,
(
θ(tik )
θ(sik)
)
,
(
c1
θ(sδ+1)
)}
.
Then θ(Ψ) is a subset of pairs of θ(Φ) such that |θ(Φ) r θ(Ψ)| is even if ǫ = +; |θ(Φ) r
θ(Ψ)| is odd if ǫ = −.
Lemma 10.3. Suppose thatDZ,Z′ is one-to-one and deg(Z ′) = deg(Z) + 1. Let Φ be an
arrangement of ZI and Ψ a subset of pairs of Φ. Then
Cθ(Φ),θ(Ψ) = { θǫ(Λ), θǫ(Λ)t | Λ ∈ CΦ,Ψ }
where CΦ,Ψ is defined in (5.4).
Proof. As above, let sδ+1 be the isolated element in Φ. Suppose that Λ = ΛM ∈ CΦ,Ψ
for someM ⊂ ZI and θǫ(Λ) = ΛM ′ . From the rules before Remark 5.5, we know thatM
contains exactly one element from each pair of Φ r Ψ and contains some subset of pairs
in Ψ. Moreover,M contains the isolated element sδ+1 if and only if |ΦrΨ| is odd. Then
(1) if ǫ = + and |ΦrΨ| is even, then sδ+1 6∈M andM ′ = θ(M);
(2) if ǫ = + and |ΦrΨ| is odd, then sδ+1 ∈M andM ′ = θ(M);
(3) if ǫ = − and |ΦrΨ| is even, then sδ+1 6∈M andM ′ =
(
c1
−
) ∪ θ(M);
(4) if ǫ = − and |ΦrΨ| is odd, then sδ+1 ∈M andM ′ =
(
c1
−
) ∪ θ(M).
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It is easy to see from the definition above that for each case aboveM ′ consists of exactly
one element from each pair in θ(Φ) r θ(Ψ) and a subset of θ(Ψ), i.e., θǫ(Λ) = ΛM ′ ∈
Cθ(Φ),θ(Ψ).
From (1) of Lemma 5.23, we know that
θǫ(Λ) ∈ Cθ(Φ),θ(Ψ) if and only if θǫ(Λ)t ∈ Cθ(Φ),θ(Ψ).
So we have
(10.4) { θǫ(Λ), θǫ(Λ)t | Λ ∈ CΦ,Ψ } ⊆ Cθ(Φ),θ(Ψ).
Now Z is of degree δ, so |CΦ,Ψ| = 2δ by Lemma 5.11; Z ′ is of degree δ + 1, so
|Cθ(Φ),θ(Ψ)| = 2δ+1 by Lemma 5.23. Hence both sets in (11.17) have the same cardi-
nality 2δ+1, they must be the same. 
The following proposition is a special case of Theorem 3.34:
Proposition 10.5. Suppose that DZ,Z′ is one-to-one and deg(Z ′) = deg(Z) + 1. Then
ωZ,Z′ =
∑
Λ∈SZ
ρΛ ⊗ ρf(Λ)
where f(Λ) is either equal to θǫ(Λ) or θǫ(Λ)t.
Proof. For Λ,Λ′ ∈ SZ , define
xΛ,Λ′ = 〈ρΛ ⊗ ρθǫ(Λ′) + ρΛ ⊗ ρθǫ(Λ′)t , ωZ,Z′〉,
the sum of multiplicities of ρΛ ⊗ ρθǫ(Λ′) and ρΛ ⊗ ρθǫ(Λ′)t in ωZ,Z′ . So we need to show
that xΛ,Λ′ = 1 if Λ = Λ
′ and xΛ,Λ′ = 0 otherwise.
Now suppose that Φ,Φ′ are any two arrangements of ZI, and Ψ,Ψ′ are subsets of pairs
of Φ,Φ′ respectively. Then by Proposition 5.12 and Proposition 5.24, the class function
∑
Λ∈CΦ,Ψ
∑
Λ1∈Cθ(Φ′),θ(Ψ′)
ρΛ ⊗ ρΛ1
on G×G′ is unform. Then by Lemma 10.3, we have
∑
Λ∈CΦ,Ψ
∑
Λ1∈Cθ(Φ′),θ(Ψ′)
ρΛ ⊗ ρΛ1 =
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
(ρΛ ⊗ ρθǫ(Λ′) + ρΛ ⊗ ρθǫ(Λ′)t).
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Then by (11.15), Proposition 7.21 and Proposition 9.6, we have
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
xΛ,Λ′
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
(ρΛ ⊗ ρθǫ(Λ′) + ρΛ ⊗ ρθǫ(Λ′)t), ωZ,Z′
〉
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
(ρΛ ⊗ ρθǫ(Λ′) + ρΛ ⊗ ρθǫ(Λ′)t), ω♯Z,Z′
〉
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
(ρΛ ⊗ ρθǫ(Λ′) + ρΛ ⊗ ρθǫ(Λ′)t),
( ∑
Λ′′∈SZ
ρΛ′′ ⊗ ρθǫ(Λ′′)
)♯〉
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
(ρΛ ⊗ ρθǫ(Λ′) + ρΛ ⊗ ρθǫ(Λ′)t),
∑
Λ′′∈SZ
ρΛ′′ ⊗ ρθǫ(Λ′′)
〉
.
From the definition of θǫ we know that θǫ(Λ′′) 6= θǫ(Λ′)t for any Λ′′,Λ′ ∈ SZ . For a
symbol Λ′′ ∈ SZ to contribute a multiplicity in the above identity, we need Λ′′ = Λ and
Λ′′ = Λ′ for some Λ ∈ CΦ,Ψ and some Λ′ ∈ CΦ′,Ψ′ , i.e., Λ′′ must be in the intersection
CΦ,Ψ ∩ CΦ′,Ψ′ . Therefore,
(10.6)
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
xΛ,Λ′ = |CΦ,Ψ ∩ CΦ′,Ψ′ |
for any two arrangementsΦ,Φ′ of ZI with Ψ ≤ Φ and Ψ′ ≤ Φ′.
Suppose that Λ1,Λ2 are distinct symbols in SZ . Then by Lemma 5.17, there exist an
arrangement Φ with two subsets of pairs Ψ1,Ψ2 such that Λi ∈ CΦ,Ψi for i = 1, 2 and
CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅. Because each xΛ,Λ′ is a non-negative integer, from equation (10.6)
we conclude that xΛ1,Λ2 = 0 for any distinct Λ1,Λ2 ∈ SZ .
For any Λ ∈ SZ , by Lemma 5.16, there exist two arrangements Φ1,Φ2 of ZI with
subsets of pairsΨ1,Ψ2 respectively such that CΦ1,Ψ1 ∩CΦ2,Ψ2 = {Λ}. Because we know
xΛ,Λ′ = 0 if Λ 6= Λ′, equation (10.6) is reduced to xΛ,Λ = 1. Therefore, exactly one of
ρΛ ⊗ ρθǫ(Λ), ρΛ ⊗ ρθǫ(Λ)t occurs in ωZ,Z′ .
For Λ ∈ SZ , let f(Λ) be either θǫ(Λ) or θǫ(Λ)t such that ρΛ ⊗ ρf(Λ) occurs in ωZ,Z′ .
Then we just show the character ωZ,Z′ defined by
ωZ,Z′ =
∑
Λ∈SZ
ρΛ ⊗ ρf(Λ).
is a sub-character of ωZ,Z′ . Note that ρθǫ(Λ) and ρθǫ(Λ)t have the same degree for any Λ ∈
SZ . Therefore ωZ,Z and
∑
Λ∈SZ ρΛ ⊗ ρθǫ(Λ) have the same degree. By Proposition 7.21,
Proposition 9.6 and (3.1), we see that ωZ,Z′ and ωZ,Z′ have the same degree. Therefore
ωZ,Z′ = ωZ,Z′ and the proposition is proved. 
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10.2. DZ,Z′ one-to-one, deg(Z ′) = deg(Z). Write ZI, Z ′I as in (10.2) and we assume
that DZ,Z′ is one-to-one and δ′ = δ. Define
θ : {c1, . . . , cδ} ⊔ {d1, . . . , dδ} → {a1, . . . , aδ+1} ⊔ {b1, . . . , bδ}
ci 7→ bi
di 7→ ai+1
for each i. Note that a1 is not in the image of θ. Then as in Subsection 7.4 and Subsec-
tion 9.2, θ induces a mapping θǫ : SǫZ′ → SZ given by
ΛN 7→
Λθ(N), if ǫ = +;Λ(a1
−
)∪θ(N), if ǫ = −
whereN ⊂ Z ′I.
If Φ′ =
{(s′1
t′1
)
, . . . ,
(s′
δ′
t′
δ′
)}
is an arrangement of Z ′I, then
(10.7) θ(Φ′) =
{(
a1
−
)
,
(
θ(t′1)
θ(s′1)
)
, . . . ,
(
θ(t′δ′ )
θ(s′δ′)
)}
is an arrangement of ZI. If Ψ
′ =
{(s′i1
t′i1
)
, . . . ,
(s′ik
t′ik
)}
is a subset of pairs of Φ′, then
(10.8) θ(Ψ′) =
{(
θ(t′i1)
θ(s′i1 )
)
, . . . ,
(
θ(t′ik )
θ(s′ik)
)}
is a subset of pairs in θ(Φ′).
Lemma 10.9. Suppose that DZ,Z′ is one-to-one and deg(Z ′) = deg(Z). Let Φ′ be an
arrangement of Z ′I and let Ψ
′ be a subset of pairs in Φ′ such that |Φ′ r Ψ′| is even if
ǫ = +, and |Φ′ rΨ′| is odd if ǫ = −. Then
Cθ(Φ′),θ(Ψ′) = { θǫ(Λ) | Λ ∈ CΦ′,Ψ′ }.
Proof. Suppose that Λ = ΛM ′ ∈ CΦ′,Ψ′ for someM ′ ⊂ Z ′I, and θ(Λ) = ΛM . We know
thatM ′ =M ′1 ⊔M ′2 whereM ′1 consists of exactly one element from each pair in Φ′ rΨ′
andM ′2 is a subset of pairs of Ψ′.
(1) First suppose that ǫ = +. Then we have |M ′∗| ≡ |M ′∗| (mod 2). From definition
in Subsection 7.4, we see thatM = θ(M ′). HenceM contains one element from
each pair in θ(Φ′) r θ(Ψ′) and contains a subset of pairs in θ(Ψ′). Moreover,
|M∗| ≡ |M∗| (mod 2). Therefore θǫ(Λ) is in Cθ(Φ′),θ(Ψ′).
(2) Next suppose that ǫ = −. Now |M ′∗| 6≡ |M ′∗| (mod 2). From definition in
Subsection 9.2, we see that M =
(
a1
−
) ∪ θ(M ′). Now again M consists one
element from each pair in θ(Φ′) r θ(Ψ′) and contains a subset of pairs in θ(Ψ′).
Moreover, |M∗| = |M ′∗| + 1 and |M∗| = |M ′∗|, hence |M∗| ≡ |M∗| (mod 2).
Therefore θǫ(Λ) is in Cθ(Φ′),θ(Ψ′), again.
Now we conclude that { θǫ(Λ) | Λ ∈ CΦ′,Ψ′ } ⊆ Cθ(Φ′),θ(Ψ′). Since both sets have the
same cardinality 2δ, they must be equal. 
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Proposition 10.10. Suppose that DZ,Z′ is one-to-one and deg(Z ′) = deg(Z). Then
ωZ,Z′ =
∑
Λ′∈Sǫ
Z′
ρθǫ(Λ′) ⊗ ρf ′(Λ′)
where f ′(Λ′) is equal to either Λ′ or Λ′t.
Proof. The proof is similar to that of Proposition 10.5. For Λ ∈ SZ and Λ′ ∈ SǫZ′ , define
xΛ,Λ′ = 〈ρΛ ⊗ ρΛ′ , ωZ,Z′〉.
Then each xΛ,Λ′ is a non-negative integer.
For an arrangementΦ of ZI with a subset of pairs Ψ, and an arrangementΦ
′ of Z ′I with
an admissible subset of pairs Ψ′, the class function∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′
on G×G′ is uniform by Proposition 5.12 and Proposition 5.24. Then by (10.1), Proposi-
tion 7.21 and Proposition 9.6, we have∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
xΛ,Λ′ =
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ , ωZ,Z′
〉
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ ,
∑
Λ′′∈Sǫ
Z′
ρθǫ(Λ′′) ⊗ ρΛ′′
〉
.
For a symbol Λ′′ ∈ SǫZ′ to contribute a multiplicity, we need both Λ′′ = Λ′ for some
Λ′ ∈ CΦ′,Ψ′ , i.e., θǫ(Λ′′) = θǫ(Λ′) for some θǫ(Λ′) ∈ Cθ(Φ′),θ(Ψ′), and θǫ(Λ′′) = Λ for
some Λ ∈ CΦ,Ψ, i.e., we need θǫ(Λ′′) to be in the intersection CΦ,Ψ ∩ Cθ(Φ′),θ(Ψ′) by
Lemma 10.9. Therefore,
(10.11)
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
xΛ,Λ′ = |CΦ,Ψ ∩ Cθ(Φ′),θ(Ψ′)|
for any arrangements Φ of ZI with subset of pairs Ψ, and any arrangement Φ
′ of Z ′I with
admissible subset of pairs Ψ′.
Now let Φ = θ(Φ′′) and Ψ = θ(Ψ′′) for some arrangementΦ′′ of Z ′I with some subset
of pairs Ψ′′. Then (10.11) becomes
(10.12)∑
Λ′′∈CΦ′′,Ψ′′
∑
Λ′∈CΦ′,Ψ′
xθǫ(Λ′′),Λ′ = |Cθ(Φ′′),θ(Ψ′′) ∩ Cθ(Φ′),θ(Ψ′)| = |CΦ′′,Ψ′′ ∩ CΦ′,Ψ′ |
for any two arrangements Φ′,Φ′′ of Z ′I and some admissible subsets of pairs Ψ
′,Ψ′′ re-
spectively. Suppose that Λ1,Λ2 are symbols in SǫZ′ such that Λ1 6= Λ2,Λt2. Then by
Lemma 5.25, there exists an arrangement Φ of Z ′I with two subsets of pairs Ψ1,Ψ2 such
that Λi,Λ
t
i ∈ CΦ,Ψi for i = 1, 2 and CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅. Because each xθǫ(Λ′′),Λ′ is a
non-negative integer, from equation (10.12) we conclude that xθǫ(Λ1),Λ2 = xθǫ(Λ1),Λt2 = 0.
Clearly there is an arrangementΦ′ of Z ′I such that θ(Φ
′) in (10.7) is the arrangementΦ2
in Lemma 5.15. Moreover, any subset of pairs of Φ2 is of the form θ(Ψ
′) for some subset
of pairs Ψ′ of Φ′. For any given Λ′ ∈ SǫZ′ , then θǫ(Λ′) ∈ SZ , and by Lemma 5.16, there
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exist an arrangements Φ1 of ZI with a subset of pairs Ψ1 and a subset of pairs Ψ
′ of Φ′
given above such thatCΦ1,Ψ1∩Cθ(Φ′),θ(Ψ′) = {θǫ(Λ′)}. Because we know xθǫ(Λ1),Λ2 = 0
for any Λ1 6= Λ2,Λt2, equation (10.11) is reduced to
xθǫ(Λ′),Λ′ + xθǫ(Λ′),Λ′t = 1.
For Λ′ ∈ SǫZ′ , let f ′(Λ′) be either Λ′ or Λ′t such that ρθǫ(Λ′) ⊗ ρf ′(Λ′) occurs in ωZ,Z′ .
We just show that the character
∑
Λ′∈Sǫ
Z′
ρθǫ(Λ′) ⊗ ρf ′(Λ′) is a sub-character of ωZ,Z′ . By
the same argument in the last paragraph of proof of Proposition 10.5, we conclude that
ωZ,Z′ =
∑
Λ′∈Sǫ
Z′
ρθǫ(Λ′) ⊗ ρf ′(Λ′).

10.3. The general case. Now let Z,Z ′ be special symbols of defect 1, 0 respectively.
Suppose that DZ,Z′ 6= ∅. Let Ψ0,Ψ′0 be the cores of DZ,Z′ in ZI, Z ′I respectively, so we
have DZ′ = SZ,Ψ0 and DZ = SZ′,Ψ′0 by Proposition 7.5. Let Φ,Φ′ be arrangements of
ZI, Z
′
I with subsets of pairsΨ,Ψ
′ respectively such that Ψ0 ≤ Ψ ≤ Φ and Ψ′0 ≤ Ψ′ ≤ Φ′.
Then from the proof of Proposition 8.30 and the proof of Proposition 9.10, we know that
either deg(Z ′ rΨ′0) = deg(Z rΨ0) or deg(Z
′ rΨ′0) = deg(Z rΨ0) + 1.
(1) Suppose that deg(Z ′ r Ψ′0) = deg(Z r Ψ0) + 1. Then we have a mapping
θǫ : SΨ0Z → Sǫ,Ψ
′
0
Z′ . Now Φ r Ψ0 is an arrangement of ZI r Ψ0, and θ(Φ r Ψ0)
is an arrangement of Z ′I r Ψ
′
0 where θ(Φ r Ψ0) is given in Subsection 10.1.
Now Ψ r Ψ0 is a subset of pairs of Φ r Ψ0, and let θ(Ψ r Ψ0) be defined as in
Subsection 10.1. Then we define
θ(Φ) = θ(ΦrΨ0) ∪Ψ′0, θ(Ψ) = θ(ΨrΨ0) ∪Ψ′0.
It is easy to see that θ(Φ) is an arrangement of Z ′I and θ(Ψ) is a subset of pairs of
θ(Φ).
(2) Suppose that deg(Z ′rΨ′0) = deg(ZrΨ0). Then we have amapping θ
ǫ : Sǫ,Ψ′0Z′ →
SΨ0Z . Let θ(Φ′ rΨ′0) and θ(Φ′ r Ψ′0) be defined as in Subsection 10.2. Then we
define
θ(Φ′) = θ(Φ′ rΨ′0) ∪Ψ0, θ(Ψ′) = θ(Ψ′ rΨ′0) ∪Ψ0.
Similarly, θ(Φ′) is an arrangement of ZI and θ(Ψ′) is a subset of pairs of θ(Φ′).
Lemma 10.13. Keep the above setting.
(i) Suppose that deg(Z ′ rΨ′0) = deg(Z rΨ0) + 1. Then
Cθ(Φ),θ(Ψ) = { θǫ(Λ1) + Λ2, θǫ(Λ1)t + Λ2 | Λ1 ∈ CΦ,Ψ ∩ SΨ0Z , Λ2 ∈ SZ′,Ψ′0 }.
(ii) Suppose that deg(Z ′rΨ′0) = deg(Z rΨ0). Let Φ
′ be an arrangement of Z ′I and
let Ψ′ be a subset of pairs in Φ′ such that |Φ′rΨ′| is even if ǫ = +, and |Φ′rΨ′|
is odd if ǫ = −. Then
Cθ(Φ′),θ(Ψ′) = { θǫ(Λ1) + Λ2 | Λ1 ∈ CΦ′,Ψ′ ∩ Sǫ,Ψ
′
0
Z′ , Λ2 ∈ SZ,Ψ0 }.
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Proof. First suppose that deg(Z ′ r Ψ′0) = deg(Z r Ψ0) + 1. Now Ψ′0 ≤ θ(Ψ) ≤ θ(Φ),
so by Lemma 5.8, we have
Cθ(Φ),θ(Ψ) = {Λ′1 + Λ2 | Λ′1 ∈ Cθ(Φ),θ(Ψ) ∩ Sǫ,Ψ
′
0
Z′ , Λ2 ∈ SZ′,Ψ′0 }.
We know that the relation DZ,Z′ ∩ (SΨ0Z × Sǫ,Ψ
′
0
Z′ ) is one-to-one, so by Lemma 10.3, we
see that
Cθ(Φ),θ(Ψ) ∩ Sǫ,Ψ
′
0
Z′ = { θǫ(Λ1), θǫ(Λ1)t | Λ1 ∈ CΦ,Ψ ∩ SΨ0Z }
and hence the lemma is proved.
The proof of (ii) is similar. 
Proof of Theorem 3.34. LetZ,Z ′ be special symbols of defects 1, 0 respectively. By (3.31)
and Theorem 3.33, we know that
ω♯Z,Z′ =
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρ♯Λ ⊗ ρ♯Λ′ .
Let Ψ0,Ψ
′
0 be the cores in ZI, Z
′
I of DZ,Z′ , and δ0, δ′0 the degrees of Ψ0,Ψ′0 respectively.
From (7.11) and (9.3), we have∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρΛ ⊗ ρΛ′ =
∑
(Λ1,Λ′1)∈Bǫ,♮Z,Z′
∑
Λ2∈DZ′
∑
Λ′2∈DZ
ρΛ1+Λ2 ⊗ ρΛ′1+Λ′2 .
Note thatDZ′ = {ΛM |M ≤ Ψ0 } andDZ = {ΛN | N ≤ Ψ′0 } by Proposition 7.5.
If Φ is an arrangement of ZI and Ψ is a subset of pairs in Φ such that Ψ0 ≤ Ψ ≤ Φ,
then by Lemma 5.8 and Proposition 5.12,∑
Λ∈CΦ,Ψ
ρΛ =
∑
Λ1∈C♮Φ,Ψ
∑
Λ2∈SZ,Ψ0
ρΛ1+Λ2
is a uniform class function onG where C♮Φ,Ψ = CΦ,Ψ ∩ SΨ0Z . Similarly,∑
Λ′∈CΦ′,Ψ′
ρΛ′ + ρΛ′t =
∑
Λ′1∈C♮Φ′,Ψ′
∑
Λ′2∈SZ′,Ψ′0
ρΛ′1+Λ′2 + ρΛ′t1 +Λ′2
is a uniform class function on G′ where Φ′ is an arrangement of Z ′I, Ψ
′ an admissible
subset of pairs in Φ′ such that Ψ′0 ≤ Ψ′ ≤ Φ′, and C♮Φ′,Ψ′ = CΦ′,Ψ′ ∩ Sǫ,Ψ
′
0
Z′ .
(1) Suppose that deg(Z ′ rΨ′0) = deg(Z rΨ0) + 1. Then from the result in Subsec-
tion 8.4, we see that there exists a mapping θǫ : SΨ0Z → Sǫ,Ψ
′
0
Z′ and
(10.14) Bǫ,♮Z,Z′ = { (Λ, θǫ(Λ)) | Λ ∈ SΨ0Z }.
For an arrangement Φ′ of ZI with a subset of pairs Ψ′ such that Ψ0 ≤ Ψ′, by (1)
of Lemma 10.13, the class function∑
Λ′∈Cθ(Φ′),θ(Ψ′)
ρΛ′ =
∑
Λ′1∈C♮Φ′,Ψ′
∑
Λ′2∈DZ
ρθǫ(Λ′1)+Λ′2 + ρθǫ(Λ′1)t+Λ′2
on G′ is uniform. For Λ1,Λ′1 ∈ SΨ0Z , define
xΛ1,Λ′1 =
1
2δ0+δ
′
0
∑
Λ2∈DZ′
∑
Λ′2∈DZ
〈ρΛ1+Λ2 ⊗ ρθǫ(Λ′1)+Λ′2 + ρΛ1+Λ2 ⊗ ρθǫ(Λ′1)t+Λ′2 , ωZ,Z′〉.
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Note that |DZ′ | = 2δ0 and |DZ | = 2δ′0 . Now by (10.1) and (10.14), we have∑
Λ1∈C♮Φ,Ψ
∑
Λ′1∈C♮Φ′,Ψ′
xΛ1,Λ′1
=
1
2δ0+δ
′
0
〈 ∑
Λ1∈C♮Φ,Ψ
∑
Λ′1∈C♮Φ′,Ψ′
∑
Λ2∈DZ′
∑
Λ′2∈DZ
(ρΛ1+Λ2 ⊗ ρθǫ(Λ′1)+Λ′2 + ρΛ1+Λ2 ⊗ ρθǫ(Λ′1)t+Λ′2),
∑
Λ′′1∈SΨ0Z
∑
Λ′′2∈DZ′
∑
Λ′′′2 ∈DZ
ρΛ′′1+Λ′′2 ⊗ ρθǫ(Λ′′1 )+Λ′′′2
〉
where Φ,Φ′ are arrangements of ZI with subsets of pairs Ψ,Ψ′ respectively such
that Ψ0 ≤ Ψ and Ψ0 ≤ Ψ′. For a symbol Λ′′1 ∈ SΨ0Z to contribute a multiplicity
in the above identity, by Lemma 11.12, we need Λ′′1 = Λ1 and Λ
′′
1 = Λ
′
1 for
some Λ1 ∈ C♮Φ,Ψ and some Λ′1 ∈ C♮Φ′,Ψ′ , i.e., Λ′′1 must be in the intersection
C♮Φ,Ψ ∩ C♮Φ′,Ψ′ . Then∑
Λ1∈C♮Φ,Ψ
∑
Λ′1∈C♮Φ′,Ψ′
xΛ1,Λ′1 =
1
2δ0+δ
′
0
· |C♮Φ,Ψ ∩ C♮Φ′,Ψ′ | ·
∑
Λ2∈DZ′
∑
Λ′2∈DZ
1
= |C♮Φ,Ψ ∩C♮Φ′,Ψ′ |.
(10.15)
for any arrangementsΦ,Φ′ of ZI with subsets of pairsΨ,Ψ′ respectively such that
Ψ0 ≤ Ψ and Ψ0 ≤ Ψ′.
Suppose that Λ1,Λ2 are distinct symbols in SΨ0Z . By Lemma 5.20, there exist
an arrangementΦ of ZI with two subsets of pairsΨ1,Ψ2 such thatΨ0 ≤ Ψi, Λi ∈
CΦ,Ψi for i = 1, 2 and CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅. Then C♮Φ,Ψ1 ∩ C
♮
Φ,Ψ2
= ∅. Because
each xΛ,Λ′ is a non-negative integer, from (10.15) we conclude that xΛ1,Λ2 = 0
for any distinct Λ1,Λ2 ∈ SΨ0Z .
Finally, for anyΛ ∈ SΨ0Z , by Lemma 5.19, there exist two arrangementsΦ1,Φ2
of ZI with subsets of pairsΨ1,Ψ2 respectively such thatΨ0 ≤ Ψi for i = 1, 2 and
C♮Φ1,Ψ1 ∩ C
♮
Φ2,Ψ2
= CΦ1,Ψ1 ∩ CΦ2,Ψ2 ∩ SΨ0Z = {Λ}.
Because we know xΛ1,Λ2 = 0 if Λ1 6= Λ2, equation (10.15) is reduced to xΛ,Λ =
1.
Suppose that Λ ∈ SZ and Λ′ ∈ SǫZ′ such that (Λ,Λ′) ∈ BǫZ,Z′ . We can write
Λ = Λ1 + Λ2 for Λ1 ∈ SΨ0Z and Λ2 ∈ SZ,Ψ0 and similarly write Λ′ = Λ′1 + Λ′2
for Λ′1 ∈ Sǫ,Ψ0Z′ and Λ′2 ∈ SZ′,Ψ′0 such that (Λ1,Λ′1) ∈ B
ǫ,♮
Z,Z′ . Then we have
shown that either ρΛ1+Λ2 ⊗ ρΛ′1+Λ′2 or ρΛ1+Λ2 ⊗ ρΛ′t1 +Λ′2 occurs in ωZ,Z′ . Note
that Λ′t = (Λ′1 +Λ
′
2)
t = Λ′t1 +Λ
′
2 by Lemma 2.9. Hence we conclude that either
ρΛ ⊗ ρΛ′ or ρΛ ⊗ ρΛ′t occurs in ωZ,Z′ .
(2) Suppose that deg(Z ′ r Ψ′0) = deg(Z r Ψ0). From the result in Subsection 8.4,
we see that there exists a mapping θǫ : Sǫ,Ψ′0Z′ → SΨ0Z and
Bǫ,♮Z,Z′ = { (θǫ(Λ′),Λ′) | Λ′ ∈ Sǫ,Ψ
′
0
Z′ }.
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For an arrangement Φ of ZI with a subset of pairs Ψ such that Ψ0 ≤ Ψ, and an
arrangement Φ′ of Z ′I with an admissible subset of pairs Ψ
′ such that Ψ′0 ≤ Ψ′,
the class function∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ =
∑
Λ1∈C♮Φ,Ψ
∑
Λ′1∈C♮Φ′,Ψ′
∑
Λ2∈DZ′
∑
Λ′2∈DZ
ρΛ1+Λ2 ⊗ ρΛ′1+Λ′2
on G×G′ is uniform by Proposition 5.12 and Proposition 5.24.
For Λ1 ∈ SΨ0Z and Λ′1 ∈ Sǫ,Ψ
′
0
Z′ , define
xΛ1,Λ′1 =
1
2δ0+δ
′
0
∑
Λ2∈DZ′
∑
Λ′2∈DZ
〈ρΛ1+Λ2 ⊗ ρΛ′1+Λ′2 , ωZ,Z′〉.
Then∑
Λ1∈C♮Φ,Ψ
∑
Λ′1∈C♮Φ′,Ψ′
xΛ1,Λ′1 =
1
2δ0+δ
′
0
〈 ∑
Λ1∈C♮Φ,Ψ
∑
Λ′1∈C♮Φ′,Ψ′
∑
Λ2∈DZ′
∑
Λ′2∈DZ
ρΛ1+Λ2 ⊗ ρΛ′1+Λ′2 ,
∑
Λ′′1∈S
ǫ,Ψ′0
Z′
∑
Λ′′2∈DZ′
∑
Λ′′′2 ∈DZ
ρθǫ(Λ′′1 )+Λ′′2 ⊗ ρΛ′′1+Λ′′′2
〉
.
By the same argument in (1) we conclude that
(10.16)
∑
Λ1∈C♮Φ,Ψ
∑
Λ′1∈C♮Φ′,Ψ′
xΛ1,Λ′1 = |C
♮
Φ,Ψ ∩ C♮θ(Φ′),θ(Ψ′)|
for any arrangement Φ of ZI with subset of pairs Ψ such that Ψ0 ≤ Ψ, and any
arrangementΦ′ of Z ′I with admissible subset of pairs Ψ
′ such that Ψ′0 ≤ Ψ′.
Now letΦ = θ(Φ′′) andΨ = θ(Ψ′′) for some arrangementΦ′′ of Z ′I with some
admissible subset of pairs Ψ′′. Then (10.16) becomes
(10.17)∑
Λ′′1∈C♮Φ′′,Ψ′′
∑
Λ′1∈C♮Φ′,Ψ′
xθǫ(Λ′′1 ),Λ′1 = |C
♮
θ(Φ′′),θ(Ψ′′) ∩ C♮θ(Φ′),θ(Ψ′)| = |C♮Φ′′,Ψ′′ ∩ C♮Φ′,Ψ′ |
for any two arrangements Φ′,Φ′′ of Z ′I and some admissible subsets of pairs
Ψ′,Ψ′′ respectively. SupposeΛ1,Λ2 are symbols in Sǫ,Ψ
′
0
Z′ such that Λ1 6= Λ2,Λt2.
Then by Lemma 5.27, there exist an arrangementΦ of Z ′I with two subsets of pairs
Ψ1,Ψ2 such that Λi,Λ
t
i ∈ CΦ,Ψi for i = 1, 2 and CΦ,Ψ1 ∩ CΦ,Ψ2 = ∅. Because
each xθǫ(Λ′′),Λ′ is a non-negative integer, from equation (10.17) we conclude that
xθǫ(Λ1),Λ2 = xθǫ(Λ1),Λt2 = 0.
Clearly there is an arrangement Φ′ of Z ′I such that θ(Φ
′) in (10.7) is the ar-
rangement Φ2 in Lemma 5.19. Moreover, any subset of pairs of Φ2 is of the form
θ(Ψ′) for some admissible subset of pairs Ψ′ of Φ′. For any given Λ′1 ∈ Sǫ,Ψ
′
0
Z′ ,
then θǫ(Λ′1) ∈ SΨ0Z , and by Lemma 5.16, there exist an arrangements Φ1 of ZI
with a subset of pairs Ψ1 and an admissible subset of pairs Ψ
′ of Φ′ given above
such that Ψ0 ≤ Ψ1, Ψ′0 ≤ Ψ′, C♮Φ1,Ψ1 ∩ C
♮
θ(Φ′),θ(Ψ′) = {θǫ(Λ′1)}. Because we
know xθǫ(Λ1),Λ2 = 0 for any Λ1 6= Λ2,Λt2, equation (10.16) is reduced to
xθǫ(Λ′1),Λ′1 + xθǫ(Λ′1),Λ′t1 = 1.
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By the same argument in the last paragraph of (1), we conclude that if (Λ,Λ′) ∈
BǫZ,Z′ , then either ρΛ ⊗ ρΛ′ or ρΛ ⊗ ρΛ′t occurs in ωZ,Z′ .
For two cases, and for each (Λ,Λ′) ∈ BǫZ,Z′ , define Λ˜′ to be either Λ′ or Λ′t such
that ρΛ ⊗ ρΛ˜′ occurs in ωZ,Z′ . Therefore,
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρΛ ⊗ ρΛ˜′ is a sub-character of
ωZ,Z′ . Then by the same argument in the last paragraph of the proof of Proposition 10.5,
we conclude that
ωZ,Z′ =
∑
(Λ,Λ′)∈Bǫ
Z,Z′
ρΛ ⊗ ρΛ˜′ .

11. SYMBOL CORRESPONDENCE AND PARABOLIC INDUCTION
11.1. Properties of the parametrization. For a symbol
(11.1) Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
,
we define Ω+Λ to be the set consisting of the following types of symbols:
(I)
(
a1, . . . , ai−1, ai + 1, ai+1, . . . , am1
b1, b2, . . . , bm2
)
for i = 1, . . . ,m1 such that ai−1 > ai+1
(the condition is empty if i = 1);
(II)
(
a1, a2, . . . , am1
b1, . . . , bj−1, bj + 1, bj+1, . . . , bm2
)
for j = 1, . . . ,m2 such that bj−1 > bj+1
(the condition is empty if j = 1);
(III)
(
a1 + 1, a2 + 1, . . . , am1 + 1, 1
b1 + 1, b2 + 1, . . . , bm2 + 1, 0
)
if am1 6= 0;
(IV)
(
a1 + 1, a2 + 1, . . . , am1 + 1, 0
b1 + 1, b2 + 1, . . . , bm2 + 1, 1
)
if bm2 6= 0.
Clearly, if Λ′ ∈ Ω+Λ , then rank(Λ′) = rank(Λ) + 1 and def(Λ′) = def(Λ). We also
define
Ω−Λ = {Λ′ | Λ ∈ Ω+Λ′ }.
It is easy to see that Ω−Λ consists of symbols of the following types:
(I’)
(
a1, . . . , ai−1, ai − 1, ai+1, . . . , am1
b1, b2, . . . , bm
)
for i = 1, . . . ,m1 − 1 such that ai >
ai+1 + 1;(
a1, . . . , am1−1, am1 − 1
b1, b2, . . . , bm
)
if am1 ≥ 1 and (am1 , bm2) 6= (1, 0);
(II’)
(
a1, a2, . . . , am1
b1, . . . , bj−1, bj − 1, bj+1, . . . , bm2
)
for j = 1, . . . ,m2 − 1 such that bj >
bj+1 + 1;(
a1, a2, . . . , am1
b1, . . . , bm2−1, bm2 − 1
)
if bm2 ≥ 1 and (am1 , bm2) 6= (0, 1);
(III’)
(
a1 − 1, a2 − 1, . . . , am1−1 − 1
b1 − 1, b2 − 1, . . . , bm2−1 − 1
)
if (am1 , bm2) = (1, 0), (0, 1).
Therefore, if Λ′ ∈ Ω−Λ , then rank(Λ′) = rank(Λ)− 1 and def(Λ′) = def(Λ).
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Example 11.2. Suppose that Λ =
(
4,2,1
3,0
)
. Then
Ω+Λ = {
(
5,2,1
3,0
)
,
(
4,3,1
3,0
)
,
(
4,2,1
4,0
)
,
(
4,2,1
3,1
)
,
(
5,3,2,1
4,1,0
)},
Ω−Λ = {
(
3,2,1
3,0
)
,
(
4,2,1
2,0
)
,
(
3,1
2
)}.
Recall that in Subsection 3.3 and Subsection 3.4, for each irreducible unipotent charac-
ter ρ of Sp2n(q) or O
ǫ
2n′(q) we can associate it a unique symbol Λ and denote ρ = ρΛ.
The parametrization also satisfies the following conditions:
(1) Let ζm denote the unique unipotent cuspidal character of Sp2m(m+1)(q). Then by
our convention in (3.9), we have ζm = ρΛm where
Λm =

(
2m,2m−1,...,1,0
−
)
, ifm is even;( −
2m,2m−1,...,1,0
)
, ifm is odd.
Let ζIm, ζ
II
m be the unipotent cuspidal characters of O
ǫ
2m2(q) (for m ≥ 1) where
ǫ is the sign of (−1)m such that ζm ⊗ ζIIm and ζm ⊗ ζIm+1 occur in the Howe
correspondence (cf. [AM93]). Then, by our convention in Subsection 3.4, we
have ζIm = ρΛ′m and ζ
II
m = ρ(Λ′m)t where
Λ′m =

(
2m−1,2m−2,...,1,0
−
)
, ifm is even;( −
2m−1,2m−2,...,1,0
)
, ifm is odd.
(2) 1O+2
= ρ(10)
and hence sgnO+2
= ρ(01)
.
(3) The following branching rule holds:
Ind
Sp2(n+1)(q)
Sp2n(q)×GL1(q)(ρΛ ⊗ 1) =
∑
Λ′′∈Ω+Λ
ρΛ′′ ;
Ind
O+
2(n′+1)
(q)
O+
2n′
(q)×GL1(q)(ρΛ
′ ⊗ 1) =
∑
Λ′′′∈Ω+
Λ′
ρΛ′′′ .
(11.3)
In particular, the defects are preserved by parabolic induction.
Proposition 11.4. Let (G,G′) = (Sp2n,O
ǫ
2n′), ρΛ ∈ E(G)1, ρΛ′ ∈ E(G′)1. Suppose that
def(Λ′) 6= 0. Then ρΛ ⊗ ρΛ′ occurs in ωG,G′,1 if and only if (Λ,Λ′) ∈ BG,G′ .
Proof. If (Λ,Λ′) ∈ BG,G′ , then from the definition of BǫZ,Z′ in (2.17) and (2.18) we know
that
(11.5) def(Λ′) =
−def(Λ) + 1, if ǫ = +;−def(Λ)− 1, if ǫ = −.
We also know that def(Λ′t) = −def(Λ′) 6= def(Λ′) since we assume that def(Λ′) 6= 0. So
we only need to show that the defects of Λ,Λ′ satisfies (11.5) if ρΛ⊗ρΛ′ occurs in ωG,G′,1.
Now suppose that ρΛ ⊗ ρΛ′ occurs in ωG,G′,1.
(1) First suppose that both ρΛ, ρΛ′ are cuspidal. Then we know that n = m(m + 1)
and n′ = m2, (m+ 1)2 for somem.
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(a) Suppose that n = m(m + 1) and n′ = (m + 1)2 (and ǫ is the sign of
(−1)m+1). Then we know that ζm ⊗ ζIm+1 occurs in ωG,G′,1 from [AM93]
theorem 5.2. Now ζm = ρΛm , ζ
I
m+1 = ρΛ′m+1 from our convention above
and we have
Λ′m+1 =

( −
2m+1
) ∪ (Λm)t, ifm is even;(
2m+1
−
) ∪ (Λm)t, ifm is odd.
Hence def(Λ′m+1) = −def(Λm)+1 if ǫ = +; and def(Λ′m+1) = −def(Λm)−
1 if ǫ = −.
(b) Suppose that n = m(m+1) and n′ = m2 (and ǫ is the sign of (−1)m). Then
we know that ζm ⊗ ζIIm occurs in ωG,G′,1 from [AM93] theorem 5.2. Now
ζm = ρΛm , ζ
II
m = ρ(Λ′m)t from our convention above and
(Λ′m)
t =
(Λm)t r
( −
2m
)
, ifm is even (hence ǫ = +);
(Λm)
t r
(
2m
−
)
, ifm is odd (hence ǫ = −).
Hence def((Λ′m)
t) = −def(Λm)+1 if ǫ = +; and def((Λ′m)t) = −def(Λm)−
1 if ǫ = −.
Therefore, the corollary is proved if both ρΛ, ρΛ′ are cuspidal.
(2) Next, suppose that Λ is not cuspidal and def(Λ) = 4k + 1 for some integer k. If
ǫ = +, we also assume that k 6= 0. This assumption implies that def(Λ′) 6= 0.
Then ρΛ lies in the parabolic induced character Ind
Sp2n(q)
Sp2m0(m0+1)(q)×T
(ρΛ0 ⊗ 1)
where T is a split torus of rank n−m0(m0 +1) and Λ0 is the cuspidal symbol of
rankm0(m0 + 1) for some non-negative integerm0 such thatm0(m0 + 1) < n.
It is well-known that the theta correspondence is compatible with the parabolic
induction (cf. [AMR96] the´ore`me 3.7), so ρΛ′ lies in the parabolic induced char-
acter Ind
Oǫ
2n′
(q)
Oǫ
2m′2
0
(q)×T ′(ρΛ′0 ⊗ 1) where m′0 is equal to m0 or m0 + 1 depending
on ǫ, T ′ is a split torus of rank 2n′ − 2m′20 , and Λ′0 is a cuspidal symbol of rank
m′20 . Now the defects of Λ0,Λ
′
0 satisfy (11.5) by (1). Moreover, we know that
def(Λ) = def(Λ0) and def(Λ
′) = def(Λ′0) from the remark before the propo-
sition. Therefore the defects of Λ,Λ′ satisfy (11.5), and hence the corollary is
proved.

11.2. Branching rule and symbol correspondence. From now on we consider the case
which is not settled by Proposition 11.4, i.e., ǫ = +, def(Λ) = 1 and def(Λ′) = 0.
For a symbol Λ of defect 1 and a set Ω′ of symbols of defect 0, we define
ΘΛ(Ω
′) = {Λ′ ∈ Ω′ | (Λ,Λ′) ∈ B+ },
Θ∗Λ(Ω
′) = {Λ′ ∈ Ω′ | (Λ,Λ′t) ∈ B+ and (Λ,Λ′) 6∈ B+ }.
(11.6)
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Similarly, for a symbol Λ′ of defect 0 and a set Ω of symbols of defect 1, we define
ΘΛ′(Ω) = {Λ ∈ Ω | (Λ,Λ′) ∈ B+ },
Θ∗Λ′(Ω) = {Λ ∈ Ω | (Λ,Λ′t) ∈ B+ and (Λ,Λ′) 6∈ B+ }.
(11.7)
Example 11.8. Let Λ =
(
8,5,1
6,2
)
and Λ′ =
(
7,4,1
8,5,1
)
. By Lemma 2.20, it is easy to check that
(Λ,Λ′) ∈ B+ and
ΘΛ(Ω
+
Λ′) = {
(
8,4,1
8,5,1
)
,
(
7,5,1
8,5,1
)
,
(
7,4,2
8,5,1
)}, Θ∗Λ(Ω+Λ′ ) = {(7,4,19,5,1), (7,4,18,6,1), (7,4,18,5,2)}.
Lemma 11.9. Let Λ,Λ′ be symbols of sizes (m + 1,m), (m′,m′) respectively such that
(Λ,Λ′) ∈ B+. Then
|ΘΛ(Ω+Λ′ )| = 1 + |ΘΛ′(Ω−Λ )| and |ΘΛ′(Ω+Λ )| = 1 + |ΘΛ(Ω−Λ′)|.
Proof. Write
Λ =
(
a1, a2, . . . , am+1
b1, b2, . . . , bm
)
, Λ′ =
(
c1, c2, . . . , cm′
d1, d2, . . . , dm′
)
and suppose that (Λ,Λ′) ∈ B+. We know thatm′ = m,m+ 1 by Lemma 2.19. It is clear
that the symbol
Λ′′0 :=
(
c1 + 1, c2, . . . , cm′
d1, d2, . . . , dm′
)
is in Ω+Λ′ and (Λ,Λ
′′
0) ∈ B+ by Lemma 2.20.
First suppose thatm′ = m+ 1.
(1) Suppose that
Λ1 =
(
a1, . . . , ai−1, ai − 1, ai+1, . . . , am+1
b1, b2, . . . , bm
)
for some i such that ai > ai+1 + 1 is in ΘΛ′(Ω
−
Λ ), i.e., Λ1 ∈ Ω−Λ and (Λ1,Λ′) ∈
B+. Then we have di−1 − 1 > ai − 1 ≥ di by Lemma 2.20, i.e., di−1 − 1 > di,
and so
Λ′1 :=
(
c1, c2, . . . , cm′
d1, . . . , di−1, di + 1, di+1, . . . , dm′
)
is a symbol in Ω+Λ′ . Moreover, the condition ai − 1 ≥ di implies that (Λ,Λ′1) ∈
B+.
(2) Suppose that
Λ1 =
(
a1, . . . , am+1
b1, . . . , bi−1, bi − 1, bi+1, . . . , bm
)
for some i such that bi > bi+1+1 is inΘΛ′(Ω
−
Λ ). Then we have ci−1 > bi−1 ≥
ci+1, i.e., ci − 1 > ci+1, and so
Λ′1 :=
(
c1, . . . , ci, ci+1 + 1, ci+2, . . . , cm′
d1, d2, . . . , dm′
)
is a symbol in Ω+Λ′ . Moreover, the condition bi − 1 ≥ ci+1 implies that (Λ,Λ′1) ∈
B+.
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It is easy to see that the mappingΛ1 7→ Λ′1 fromΘΛ′(Ω−Λ ) toΘΛ(Ω+Λ′ ) is injective with one
extra elementΛ′′0 not in the image. Hence the lemma is proved for the case thatm
′ = m+1.
Next suppose thatm′ = m. Except for the situations similar to those considered above,
there is another possibility, i.e., the case that (am+1, bm) = (1, 0), (0, 1). Let
Λ1 =
(
a1 − 1, . . . , am − 1
b1 − 1, . . . , bm−1 − 1
)
.
Then we have Λ1 ∈ Ω−Λ and (Λ1,Λ′) ∈ B+. Note that now dm ≥ am+1 and cm ≥ bm
since (Λ,Λ′) ∈ B+. So dm ≥ 1 if (am+1, bm) = (1, 0); cm ≥ 1 if (am+1, bm) = (0, 1).
Let
Λ′1 =

(
c1 + 1, . . . , cm′ + 1, 0
d1 + 1, . . . , dm′ + 1, 1
)
, if (am+1, bm) = (1, 0);(
c1 + 1, . . . , cm′ + 1, 1
d1 + 1, . . . , dm′ + 1, 0
)
, if (am+1, bm) = (0, 1).
It is easy to check that Λ′1 ∈ Ω+Λ′ and (Λ,Λ′1) ∈ B+. Again, we still have an injective
mapping from ΘΛ′(Ω
−
Λ ) to ΘΛ(Ω
+
Λ′) given by Λ1 7→ Λ′1 with one extra element Λ′′0 not in
the image. Hence the lemma is proved. 
Lemma 11.10. Let
Λ =
(
a1, . . . , am+1
b1, . . . , bm
)
, Λ′ =
(
c1, . . . , cm′
d1, . . . , dm′
)
be symbols of sizes (m+ 1,m), (m′,m′) respectively such that (Λ,Λ′) ∈ B+.
(i) Ifm′ = m+ 1, then ΘΛ(Ω−Λ′) 6= ∅.
(ii) Ifm′ = m and ΘΛ′(Ω−Λ ) = ∅, thenm = 0 and Λ =
(
0
−
)
Proof. (1) Suppose thatm′ = m+ 1. We can define
Λ′1 =

(
c1 − 1, . . . , cm − 1
d1 − 1, . . . , dm − 1
)
, if (cm+1, dm+1) = (1, 0), (0, 1);(
c1, . . . , cm, cm+1 − 1
d1, . . . , dm+1
)
, if cm+1 ≥ 1 and (cm+1, dm+1) 6= (1, 0);(
c1, . . . , cm+1
d1, . . . , dm, dm+1 − 1
)
, if dm+1 ≥ 1 and (cm+1, dm+1) 6= (0, 1).
It is easy to see that Λ′1 ∈ Ω−Λ′ . Moreover, the assumption that (Λ,Λ′) ∈ B+
implies that (Λ,Λ′1) ∈ B+ by Lemma 2.20. Thus (i) is proved.
(2) Suppose thatm′ = m andm ≥ 1. Then we can define
Λ1 =

(
a1 − 1, . . . , am − 1
b1 − 1, . . . , bm−1 − 1
)
, if (am+1, bm) = (1, 0), (0, 1);(
a1, . . . , am, am+1 − 1
b1, . . . , bm
)
, if am+1 ≥ 1 and (am+1, bm) 6= (1, 0);(
a1, . . . , am+1
b1, . . . , bm−1, bm − 1
)
, if bm ≥ 1 and (am+1, bm) 6= (0, 1).
It is easy to see that Λ1 ∈ Ω−Λ . Moreover, the assumption that (Λ,Λ′) ∈ B+
implies that (Λ1,Λ
′) ∈ B+ by Lemma 2.20. Therefore we conclude that ifm ≥ 1,
then ΘΛ′(Ω
−
Λ ) 6= ∅. Next suppose that m′ = m and m = 0, i.e., Λ =
(
a1
−
)
and
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Λ′ =
(−
−
)
for some a1 ≥ 0. If a1 ≥ 1, then Λ1 =
(
a1−1
−
) ∈ ΘΛ′(Ω−Λ ) and hence
ΘΛ′(Ω
−
Λ ) 6= ∅.

Example 11.11. Let Λ =
(
a1
−
)
and Λ′1 =
(
c1
d1
)
be symbols of sizes (1, 0) and (1, 1)
respectively such that (Λ,Λ′1) ∈ B+. So now we have a1 ≥ d1 by Lemma 2.20. Clearly,(
c1+1
d1
) ∈ ΘΛ(Ω+Λ′1 ). Suppose that Θ∗Λ(Ω+Λ′1 ) 6= ∅. Then we must have Λ′′ := ( c1d1+1) ∈
Θ∗Λ(Ω
+
Λ′1
), i.e., (Λ,Λ′′t) ∈ B+ and (Λ,Λ′′) 6∈ B+, which imply a1 = d1 and a1 ≥ c1. Let
Λ′2 =

(
d1+1
c1−1
)
, if c1 ≥ 1;(
d1
c1
)
, if c1 = 0.
Clearly, Λ′′t ∈ Ω+Λ′2 and (Λ,Λ
′′t) ∈ B+.
(1) If c1 ≥ 1, then ΘΛ(Ω+Λ′2) = {
(
d1+2
c1−1
)
,
(
d1+1
c1
)}.
(2) If c1 = 0, then d1 ≥ 1 (since we always consider reduced symbols) and hence
a1 = d1 ≥ c1 + 1. ThereforeΘΛ(Ω+Λ′2) = {
(
d1+1
c1
)
,
(
d1
c1+1
)}.
For both cases, we conclude that Θ∗Λ(Ω
+
Λ′2
) = ∅.
Now we want to show that the above example is a general phenomena:
Lemma 11.12. Let
Λ =
(
a1, . . . , am+1
b1, . . . , bm
)
, Λ′1 =
(
c1, . . . , cm+1
d1, . . . , dm+1
)
be symbols of size (m+1,m), (m+1,m+1) respectively such that (Λ,Λ′1) ∈ B+. Suppose
that Λ′′ ∈ Θ∗Λ(Ω+Λ′1). Then there exists a symbol Λ
′
2 such that Λ
′′t ∈ Ω+Λ′2 , (Λ,Λ
′
2) ∈ B+
and Θ∗Λ(Ω
+
Λ′2
) = ∅.
Proof. Because now (Λ,Λ′1) ∈ B+, by Lemma 2.20 we have
a1 ≥ d1 > a2 ≥ d2 > · · · > am+1 ≥ dm+1,
c1 > b1 ≥ c2 > b2 ≥ · · · ≥ cm > bm ≥ cm+1.
(11.13)
Let Λ′′ ∈ Θ∗Λ(Ω+Λ′1), i.e, Λ
′′ ∈ Ω+Λ′1 , (Λ,Λ
′′t) ∈ B+ and (Λ,Λ′′) 6∈ B+. If Λ′′, as
an element of Ω+Λ′1
, is of type (III) or (IV) in Subsection 11.2, then Λ′′,Λ′′t are of size
(m+ 2,m+ 2) and hence (Λ,Λ′′t) 6∈ B+ by Lemma 2.19. Therefore, Λ′′ must be of type
(I) or (II):
(1) Suppose that
Λ′′ =
(
c1, . . . , ck−1, ck + 1, ck+1, . . . , cm+1
d1, . . . , dm+1
)
for some k such that ck−1 > ck + 1. If k = 1, then (Λ,Λ′1) ∈ B+ implies
(Λ,Λ′′) ∈ B+ and we get a contradiction. So we must have k ≥ 2. Because now
(Λ,Λ′′) 6∈ B+ and (Λ,Λ′′t) ∈ B+, we have
• bk−1 = ck
• ai ≥ ci > ai+1 for i 6= k and ak ≥ ck +1 > ak+1; dj > bj ≥ dj+1 for each
j.
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Then dk−1 > ak ≥ ck + 1 = bk−1 + 1 ≥ dk + 1 and hence
Λ′2 :=
(
d1, . . . , dk−2, dk−1 − 1, dk, . . . , dm+1
c1, . . . , ck−1, ck + 1, ck+1, . . . , cm+1
)
is a symbol. It is easy to see that Λ′′t ∈ Ω+Λ′2 and (Λ,Λ
′
2) ∈ B+. Moreover, for
any
Λ′ =
(
c′1, . . . , c′m+1
d′1, . . . , d
′
m+1
)
∈ Ω+Λ′2 ,
we have d′k ≥ ck + 1. Because now bk−1 = ck < d′k, we have (Λ,Λ′t) 6∈ B+.
ThereforeΘ∗Λ(Ω
+
Λ′2
) = ∅.
(2) Suppose that
Λ′′ =
(
c1, . . . , cm+1
d1, . . . , dl−1, dl + 1, dl+1, . . . , dm+1
)
for some l ≥ 2 such that dl−1 > dl + 1. Because now (Λ,Λ′′) 6∈ B+ and
(Λ,Λ′′t) ∈ B+, we have
• al = dl;
• ai ≥ ci > ai+1 for each i; bj ≥ dj+1 > bj+1 for j 6= l − 1 and bl−1 ≥
dl + 1 > bl.
Then cl−1 > bl−1 ≥ dl + 1 = al + 1 ≥ cl + 1 and hence
Λ′2 :=
(
d1, . . . , dl−1, dl + 1, dl+1, . . . , dm+1
c1, . . . , cl−2, cl−1 − 1, cl, . . . , cm+1
)
is a symbol. It is easy to see that Λ′′t ∈ Ω+Λ′2 and (Λ,Λ
′
2) ∈ B+. Moreover, by the
same argument in (1), we can see that Θ∗Λ(Ω
+
Λ′2
) = ∅.
(3) Suppose that
Λ′′ =
(
c1, . . . , cm+1
d1 + 1, d2, . . . , dm+1
)
.
Then we have
• a1 = d1
• ai ≥ ci > ai+1 and bi ≥ di+1 > bi+1 for each i, and d1 + 1 > b1.
If m = 0, this is just Example 11.11. So now we assume that m ≥ 1. Note that
cm+1, dm+1 can not both be 0. We can define
Λ′2 =

(
d1 + 1, d2, . . . , dm, dm+1 − 1
c1, . . . , cm+1
)
, if dm+1 ≥ 1 and (cm+1, dm+1) 6= (0, 1);(
d1 + 1, d2, . . . , dm+1
c1, . . . , cm, cm+1 − 1
)
, if cm+1 ≥ 1 and (cm+1, dm+1) 6= (1, 0);(
d1, d2 − 1 . . . , dm − 1
c1 − 1, . . . , cm − 1
)
, if (cm+1, dm+1) = (1, 0), (0, 1).
For above three cases, it is easy to see that Λ′′t ∈ Ω+Λ′2 and (Λ,Λ
′
2) ∈ B+. By the
similar argument in (1) we can see that Θ∗Λ(Ω
+
Λ′2
) = ∅.

Example 11.14. Let Λ =
(
8,5,1
6,2
)
and Λ′1 =
(
7,4,1
8,3,0
)
. Then (Λ,Λ′1) ∈ B+,
ΘΛ(Ω
+
Λ′1
) = {(8,4,18,3,0), (7,5,18,3,0), (7,4,28,3,0), (7,4,18,4,0), (7,4,18,3,1)} and Θ∗Λ(Ω+Λ′1 ) = {(7,4,19,3,0)}.
HOWE CORRESPONDENCE OF UNIPOTENT CHARACTERS 105
Now Λ′′ =
(
7,4,1
9,3,0
)
. So let Λ′2 =
(
8,2
6,3
)
and we have (Λ,Λ′2) ∈ B+,
ΘΛ(Ω
+
Λ′2
) = {(9,26,3), (8,36,3), (8,27,3), (8,26,4), (9.3,17,4,0), (9,3,07,4,1)} and Θ∗Λ(Ω+Λ′2) = ∅.
Note that Λ′′t ∈ ΘΛ(Ω+Λ′2).
Lemma 11.15. Let
Λ =
(
a1, . . . , am+1
b1, . . . , bm
)
, Λ′1 =
(
c1, . . . , cm
d1, . . . , dm
)
be symbols of size (m + 1,m), (m,m) respectively such that m ≥ 1 and (Λ,Λ′1) ∈ B+.
Suppose that Λ′′ ∈ Θ∗Λ(Ω+Λ′1 ). Then there exists a symbol Λ
′
2 such that Λ
′′t ∈ Ω+Λ′2 ,
(Λ,Λ′2) ∈ B+ and Θ∗Λ(Ω+Λ′2) = ∅.
Proof. Because now (Λ,Λ′1) ∈ B+, by Lemma 2.20 we have
a1 > d1 ≥ a2 > d2 ≥ · · · ≥ am > dm ≥ am+1,
c1 ≥ b1 > c2 ≥ b2 > · · · > cm ≥ bm.
(11.16)
Let Λ′′ ∈ Θ∗Λ(Ω+Λ′1).
(1) Suppose that
Λ′′ =
(
c1, . . . , ck−1, ck + 1, ck+1, . . . , cm
d1, . . . , dm
)
for some k such that ck−1 > ck +1. The proof for this case is similar to (1) in the
proof of Lemma 11.12.
(2) Suppose that
Λ′′ =
(
c1, . . . , cm
d1, . . . , dl−1, dl + 1, dl+1, . . . , dm
)
for some l such that dl−1 > dl + 1. The proof for this case is similar to (2) in the
proof of Lemma 11.12.
(3) Suppose that
Λ′′ =
(
c1 + 1, . . . , cm + 1, 1
d1 + 1, . . . , dm + 1, 0
)
.
So we have cm ≥ 1. The assumptions (Λ,Λ′′) 6∈ B+ and (Λ,Λ′′t) ∈ B+ imply
that
• bm = 0;
• ai > ci ≥ ai+1 for each i; and dj ≥ bj > dj+1 for j = 1, . . . ,m− 1.
Because Λ is reduced and now bm = 0, we must have am+1 6= 0. Hence dm ≥
am+1 ≥ 1. Let
Λ′2 =
(
d1 + 1, . . . , dm−1 + 1, dm, 0
c1 + 1, . . . , cm + 1, 1
)
.
It is easy to see that Λ′′t ∈ Ω+Λ′2 and (Λ,Λ
′
2) ∈ B+. Moreover, for any
Λ′ =
(
c′1, . . . , c′m+1
d′1, . . . , d
′
m+1
)
∈ Ω+Λ′2 ,
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we have d′m+1 ≥ 1. Because now bm = 0 < d′m+1, we have (Λ,Λ′t) 6∈ B+.
ThereforeΘ∗Λ(Ω
+
Λ′2
) = ∅.
(4) Suppose that
Λ′′ =
(
c1 + 1, . . . , cm + 1, 0
d1 + 1, . . . , dm + 1, 1
)
.
The proof is similar to (3) above.

Lemma 11.17. Let
Λ1 =
(
a1, . . . , am+1
b1, . . . , bm
)
, Λ′ =
(
c1, . . . , cm′
d1, . . . , dm′
)
be symbols of size (m + 1,m), (m′,m′) respectively such that (Λ1,Λ′) ∈ B+. Suppose
that Λ′′ ∈ Θ∗Λ′(Ω+Λ1 ). Then there exists a symbol Λ2 such that (Λ2,Λ′) ∈ B+, Λ′′ ∈ Ω+Λ2
and Θ∗Λ′t(Ω
+
Λ2
) = ∅.
Proof. We know thatm′ = m,m+ 1. Then the proof is similar to those of Lemma 11.12
and Lemma 11.15. 
11.3. Branching rule and Howe correspondence. For ρ ∈ E(Sp2n(q)), let Ω+ρ denote
the set of irreducible constituents of Ind
Sp2(n+1)(q)
Sp2n(q)×GL1(q)(ρ⊗ 1). Then we define
Ω−ρ = { ρ1 | ρ ∈ Ω+ρ1 }.
The analogous definition also applies to split even orthogonal groups.
For ρ ∈ E(Sp2n(q)) and a set Ω′ ⊂ E(O+2n′(q)), we define
(11.18) Θρ(Ω
′) = { ρ′ ∈ Ω′ | ρ⊗ ρ′ occurs in the Howe correspondence}.
Similarly, for ρ′ ∈ E(O+2n′(q)) and a set Ω ⊂ E(Sp2n(q)), we define
(11.19) Θρ′(Ω) = { ρ ∈ Ω | ρ⊗ ρ′ occurs in the Howe correspondence}.
The following lemma is extracted from the proof of [AMR96] the´ore`me 3.7:
Lemma 11.20. Suppose that ρ↔ ρ′ where ρ ∈ E(Sp2n(q)) and ρ′ ∈ E(O+2n′(q)). Then
|Θρ(Ω+ρ′ )| = 1 + |Θρ′(Ω−ρ )| and |Θρ′(Ω+ρ )| = 1 + |Θρ(Ω−ρ′)|.
Proof. Suppose that ρ ∈ E(Sp2n(q)), ρ′ ∈ E(O+2n′(q)) and ρ ↔ ρ′. Note that now the
Howe correspondence is of multiplicity one (cf. [MVW87] p.97). By Frobenius reciprocity,
we have
|Θρ(Ω+ρ′)| =
〈
ωSp2n,O
+
2(n′+1)
, ρ⊗ IndO
+
2(n′+1)
(q)
O+
2n′
(q)×GL1(q)(ρ
′ ⊗ 1)
〉
= 〈ωSp2n,O+2(n′+1) |Sp2n(q)×O+2n′ (q)×GL1(q), ρ⊗ ρ
′ ⊗ 1〉.
From [AMR96] p.382, we know that
ωSp2n,O
+
2(n′+1)
|Sp2n(q)×O+2n′ (q)×GL1(q)
= ωSp2n,O
+
2n′
⊗ 1+ IndSp2n(q)×O
+
2n′
(q)×GL1(q)
Sp2(n−1)(q)×O+2n′(q)×GL1(q)×GL1(q)
(ωSp2(n−1),O
+
2n′
⊗RGL1)
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whereRGL1 denotes the character of the representation ofGL1(q)×GL1(q) onC(GL1(q)).
By our assumption, we have
〈ωSp2n,O+2n′ ⊗ 1, ρ⊗ ρ
′ ⊗ 1〉 = 1.
Moreover, by Frobenius reciprocity again,〈
Ind
Sp2n(q)×O+2n′ (q)×GL1(q)
GL1(q)×GL1(q)×Sp2(n−1)(q)×O+2n′(q)
(ωSp2(n−1),O
+
2n′
⊗RGL1), ρ⊗ ρ′ ⊗ 1
〉
= 〈ωSp2(n−1),O+2n′ , (ρ|Sp2(n−1)(q))⊗ ρ
′〉
= |Θρ′(Ω−ρ )|.
Hence the first equality is proved. The proof of the second equality is similar. 
Lemma 11.21. Suppose that ρΛ ↔ ρΛ′1 and (Λ,Λ′1) ∈ B+. Suppose also thatΘ∗Λ(Ω+Λ′1) =
∅. For any Λ′ ∈ Ω+Λ′1 , if ρΛ ↔ ρΛ′ , then (Λ,Λ
′) ∈ B+.
Proof. Suppose that Λ′ ∈ Ω+Λ′1 and ρΛ ↔ ρΛ′ . Then we know that (Λ,Λ
′) or (Λ,Λ′t) is
in B+ by Theorem 3.34. But Θ∗Λ(Ω+Λ′1) = ∅ means that there is no Λ
′′ ∈ Ω+Λ′1 such that
(Λ,Λ′′t) ∈ B+ and (Λ,Λ′′) 6∈ B+. Hence we have (Λ,Λ′) ∈ B+. 
Lemma 11.22. Suppose that ρΛ1 ↔ ρΛ′ and (Λ1,Λ′) ∈ B+. Suppose also thatΘ∗Λ′(Ω+Λ1) =
∅. For any Λ ∈ Ω+Λ1 , if ρΛ ↔ ρΛ′ , then (Λ,Λ′) ∈ B+.
Proof. Suppose that Λ ∈ Ω+Λ1 and ρΛ ↔ ρΛ′ . Then we know that (Λ,Λ′) or (Λ,Λ′t) is
in B+ by Theorem 3.34. But Θ∗Λ′(Ω+Λ1) = ∅ means that there is no Λ′′ ∈ Ω+Λ1 such that
(Λ′′,Λ′t) ∈ B+ and (Λ′′,Λ′) 6∈ B+. Hence we have (Λ,Λ′) ∈ B+. 
Proposition 11.23. Let (G,G′) = (Sp2n,O
+
2n′), ρΛ ∈ E(G)1, ρΛ′ ∈ E(G′)1 for some
symbols Λ,Λ′ of defects 1, 0 respectively. Then ρΛ ⊗ ρΛ′ occurs in ωG,G′,1 if and only if
(Λ,Λ′) ∈ BG,G′ .
Proof. From Theorem 3.33 we know that
ω♯
G,G′,1 =
∑
(Λ,Λ′)∈BG,G′
ρ♯Λ ⊗ ρ♯Λ′ .
If def(Λ′) > 0, then from Proposition 11.4 we know that ρΛ ↔ ρΛ′ if and only if (Λ,Λ′) ∈
BG,G′ . Therefore, to prove the proposition, it suffices to show that if def(Λ′) = 0 and
(Λ,Λ′) ∈ BG,G′ , then ρΛ ↔ ρΛ′ .
We nowwant to prove the result by induction on n+n′. First consider the case that n′ =
0. The Howe correspondence for the dual pair (Sp2n(q),O
+
0 (q)) is given by 1Sp2n ↔ 1O+0
and we know that 1Sp2n = ρ(n
−
), 1O+0
= ρ(−
−
). It is clear that BSp2n,O+0 = {(
(
n
−
)
,
(−
−
)
)}.
Hence the proposition holds for n′ = 0 (and any non-negative integer n).
Suppose that (Λ,Λ′) ∈ BSp2n,O+2n′ and def(Λ
′) = 0 for some n, n′ such that n′ > 0
and write
Λ =
(
a1, . . . , am+1
b1, . . . , bm
)
, Λ′ =
(
c1, . . . , cm′
d1, . . . , dm′
)
for some nonnegative integersm,m′. It is known thatm′ = m,m+ 1.
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(1) Suppose that m′ = m + 1. By Lemma 11.10, we know that ΘΛ(Ω−Λ′) 6= ∅. Let
Λ′1 ∈ ΘΛ(Ω−Λ′), i.e., Λ′ ∈ Ω+Λ′1 and (Λ,Λ
′
1) ∈ B+. Now Λ′1 is a symbol of rank
n′ − 1, then by induction hypothesis we have ρΛ ↔ ρΛ′1 and
(11.24) |ΘρΛ′1 (Ω
−
ρΛ
)| = |ΘΛ′1(Ω−Λ )|.
(a) Suppose that Λ′1 is of type (I’) or (II’) in Subsection 11.1. Then Λ
′
1 is of size
(m+ 1,m+ 1).
(i) First suppose that Θ∗Λ(Ω
+
Λ′1
) = ∅. Let Λ′′ ∈ Ω+Λ′1 . By Lemma 11.21,
if ρΛ ↔ ρΛ′′ , then (Λ,Λ′′) ∈ B+. Now by (11.24), Lemma 11.20 and
Lemma 11.9, we have
(11.25) |ΘρΛ(Ω+ρΛ′1 )| = |ΘΛ(Ω
+
Λ′1
)|.
Hence the condition (Λ,Λ′′) ∈ B+ also implies that ρΛ ↔ ρΛ′′ . In
particular, we have ρΛ ↔ ρΛ′ .
(ii) Next suppose thatΘ∗Λ(Ω
+
Λ′1
) 6= ∅ and letΛ′′ ∈ Θ∗Λ(Ω+Λ′1 ), so (Λ,Λ
′′t) ∈
B+ and (Λ,Λ′′) 6∈ B+. By Lemma 11.12, we can find Λ′2 such that
Λ′′t ∈ Ω+Λ′2 , (Λ,Λ
′
2) ∈ B+ and Θ∗Λ(Ω+Λ′2 ) = ∅. By (i) we conclude
that ρΛ ↔ ρΛ′′t . Therefore ρΛ ⊗ ρΛ′′ does not occur in Howe corre-
spondence for any Λ′′ ∈ Θ∗Λ(Ω+Λ′1 ). Hence the equality (11.25) implies
that ρΛ ↔ ρΛ′′′ for any Λ′′′ ∈ ΘΛ(Ω+Λ′1). Since Λ
′ ∈ ΘΛ(Ω+Λ′1), we
conclude that ρΛ ↔ ρΛ′ .
(b) Suppose that Λ′1 is of type (III’) in Subsection 11.1. Then Λ
′
1 is of size
(m,m).
(i) First suppose that Θ∗Λ(Ω
+
Λ′1
) = ∅. The proof is exactly the same as in
(a.i).
(ii) Suppose thatΘ∗Λ(Ω
+
Λ′1
) 6= ∅. First suppose thatm = 0. This means that
Λ =
(
n
−
)
for some n ≥ 0, Λ′1 =
(−
−
)
, Λ′ =
(
1
0
)
andΘ∗Λ(Ω
+
Λ′1
) = {(01)}.
It is well known that ρ(n
−
) = 1Sp2n , ρ(10)
= 1O+2
, 1Sp2n ↔ 1O+2 ,
and (
(
n
−
)
,
(
1
0
)
) ∈ B+, i.e., the proposition is true for this case. Next
suppose thatm ≥ 1. Then the proof is similar to that of (a.ii). The only
difference is that we need to apply Lemma 11.15 instead of Lemma
11.12.
(2) Suppose that m′ = m. Since the case that m = 0 is just the case that n′ = 0,
we assume that m ≥ 1. By Lemma 11.10, we know that ΘΛ′(Ω−Λ ) 6= ∅. Let
Λ1 ∈ ΘΛ′(Ω−Λ ), i.e., Λ ∈ Ω+Λ1 and (Λ1,Λ′) ∈ B+. Then by induction hypothesis
we have ρΛ1 ↔ ρΛ′ . The remaining proof is similar to that of Case (1). Note that
we need to apply Lemma 11.17 instead of Lemma 11.12 and Lemma 11.15.

Proof of Theorem 3.35. The theorem is just the combination of Proposition 11.4 and Propo-
sition 11.23. 
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