Abstract. An interference microscope based on a wavelength-to-depth encoding technique is analyzed. The wavelength-to-depth encoding is achieved with a diffractive lens and a wavelength-tunable laser. The theoretical depth resolution is consistent with the experimental result. The technique offers a comparable depth resolution as traditional depth scanning. With the rapid advances in microfabrication and wavelengthtunable lasers, the system is promising for fast, noncontact, and highresolution three-dimensional imaging. © 2002 Society of Photo-Optical Instrumentation Engineers.
Introduction
High-resolution noncontact three-dimensional imaging techniques are very attractive for many applications. Various methods for 3-D profilometry based on optical interferometry have evolved, including confocal imaging techniques [1] [2] [3] [4] and interference microscopy. [5] [6] [7] [8] [9] [10] [11] [12] Interference microscopy can eliminate lateral scanning. In this scheme, the depth information is obtained by measuring the degree of coherence rather than the phase between corresponding pixels in the object and reference planes. It uses the entire available illumination, and all the transverse points are measured in parallel. It is capable of the same transverse resolution and depth response as a confocal microscope. As a result, different types of architecture based on the Linnik microscope, 5 the Mirau correlation microscope, 6, 7 and the Michelson interferometer [8] [9] [10] [11] [12] have been proposed. In these systems, the object is scanned along the vertical axis ͑z axis͒ by a piezoelectric translation stage. To avoid mechanical depth scanning, recently we applied a wavelength-todepth encoding technique to a Linnik-type interferometric microscope for 3-D imaging. 13 It achieves longitudinal scanning by focusing the light of different wavelengths onto different planes of the object. Depth encoding is realized by a diffractive lens combined with wavelength tuning. This construction results in a novel interferometric microscope architecture, where diffractive and refractive imaging systems are used in the object arm and reference arm, respectively. Experimental results have been reported in Ref. 13 . We focus on analysis of the coherence property of the optical fields from both arms with the change of wavelength. The experimental value of depth resolution is consistent with the theoretical analysis.
Interference Microscope System with Wavelength-to-Depth Encoded Scanning
A schematic diagram of our interference microscope setup is shown in Fig. 1 . The linearly polarized quasimonochromatic light from a wavelength-tunable Ti:sapphire laser is used in our experiments. The collimated beam is transmitted through a rotating ground glass, which generates a spatially incoherent optical field to be used in the interference microscope. The interference microscope has an object arm and a reference arm each with a 4-f imaging system. The coherence characteristic of a spatially incoherent source can be described by the mutual intensity function, 14 which can be calculated by means of the Van CittertZernike theorem. According to this theorem, the coherence area is defined such that the light from any two points within the coherence area will interfere. This also implies that light from two different coherence areas will be incoherent. For free space propagation, the size of the coherence area is proportional to the distance between the observation plane and the ground glass, and it is inversely proportional to the size of the light source. Therefore the optical field in the observation plane can be divided into small elementary cells called coherence cells, and the size of the coherence cell is related to that of the coherence area. With this approach, coherence volumes can be further defined with their height being the coherent length of the source. With reference to Fig. 1 , when the spatially incoherent light is separated into two parts by the beamsplitter, two sets of coherence cells are created in the two planes equidistant from the ground glass. Any coherence cell in one plane will be coherent with one and only one coherent cell in the other plane. If the two corresponding coherence cells are overlapped, inference fringes with high contrast will be observed. The two corresponding cells are defined as a coherent cell pair.
We employ a 4-f imaging system consisting of a diffractive lens ͑L1͒ and an objective lens ͑L2͒ in the object arm to inversely image the coherent cells in the plane x 1 y 1 to the object plane, with x 1 y 1 being the focal plane of the diffractive lens for the center wavelength c of our system.
To compensate for the path length difference between the two arms, another 4-f imaging system consisting of a largeaperture achromatic refractive lens ͑L3͒ and an objective lens ͑L4͒ is adopted in the reference arm. The coherent cells in the object plane and the reference mirror are imaged back to the plane x 5 y 5 , respectively. The overlapped optical fields are imaged through the lens ͑L5͒ onto the CCD, where the interference patterns are detected and recorded.
Before presenting the coherence degree function of the system versus wavelength, we briefly discuss the imaging characteristic of the object arm. For the first-order diffraction, a linear approximation of the focal length of the diffractive lens at wavelength is given by
where d and f ( d ) are the design wavelength and the corresponding focal length, respectively. Under this approximation, the focal length changes linearly with the change of the operating wavelength. The larger the wavelength, the shorter the focal length. Suppose the object arm is aligned for the center wavelength c ϭ863 nm. The corresponding focal length of the diffractive lens is f c and the coherent cells in the plane x 1 y 1 are imaged to the plane with an image distance f o , f o being the focal length of the objective lens. When the operating wavelength is tuned away from c by ⌬, there will be a corresponding focal length change ⌬ f of the diffractive lens L 1 , and consequently, the coherent cells in the plane x 1 y 1 will be imaged to the plane with an image distance f o ϩ⌬z. According to the Gaussian imaging law in geometry optics, the relation between the displacement ⌬z and ⌬ f takes the form
In terms of Eq. ͑1͒, we have If f C ӷ⌬ f , Eq. ͑2͒ can be approximated as
This means that when the focal length increases ͑the operating wavelength decreases͒, the image distance also increases, i.e., the image plane is further from the objective lens, and vice versa. If we put a reflection mirror in the back focal plane of the objective lens, the optical field incident on the mirror will change with the change of the wavelength. Furthermore, the reflected optical field will be imaged back onto or off the plane x 5 y 5 , and hence the optical field incident on the plane x 5 y 5 will also change with the change of the wavelength. To find the coherence function of the optical fields coming from the object and the reference arms, we need to analyze the impulse responses of the two arms at wavelength . The impulse response can be analyzed by Fourier optics. 16 Assume the size of the coherence cell in plane x 1 y 1 is small, so that its optical field can be approximated by a ␦-function distribution. For simplicity and without the loss of generality, consider an on-axis point source first. For both the object and the reference arms, the impulse response can be obtained in two steps: 1. generate the optical field distribution U 4 (x,y), which is the point spread function of the first subsystem from plane x 1 y 1 to plane x 4 y 4 ; 2. The complex amplitude of the optical waves U 5 (x,y) in plane x 5 y 5 is the ideal geometrical image of U 4 (x,y) convoluted by the point spread function of the second subsystem from plane x 4 y 4 to plane x 5 y 5 . In the 4-f imaging systems, the apertures of the eyepieces ͑the diffractive lens L1 and the refractive lens L3͒ are large in comparison with the beam size, whereas the apertures of the two objective lenses have spatial limitations on the wavefronts.
In the object arm, from plane x 1 y 1 to plane x 4 y 4 , the optical wave totally undergoes two lenses and three free space sections. The resulting wavefield from the free space propagation through a distance d can be calculated by the Fresnel diffraction:
where U m (xЈ,yЈ) is the input field, U n (x,y) is the output field in the observation screen, and the convolutional kernel h mn is defined as the free space propagation operator
in which B mn ϭ͓exp(jkd mn )/jd mn ͔, kϭ2/, d mn is the distance between the input and output planes, and Q(x,y,d mn ) is used to denote the quadratic phase function. For a thin lens transmission, the complex field U l ϩ (x,y) across a plane immediately behind a lens is related to the complex field U l Ϫ (x,y) incident on a plane immediately in front of the lens by
where f is the focal length of the lens, and the superscript * represents a complex conjugate. Therefore, the input distribution is first operated on by a free space propagation operator through a distance f c and the wavefield incident on the diffractive lens is given by
The complex amplitude transmitted by the diffractive lens is then
A second free space propagation operates on U 2 ϩ (x,y) through a distance f c ϩ f o and the wave field incident on the objective lens may be written as
where ** represents a convolution operation, and the complex amplitude leaving the objective lens becomes
in which p 1 (x,y) is the aperture function of the objective lens. Finally, with a third free space propagation through a distance f o , we obtain the optical field distribution in the plane x 4 y 4 as
Substituting Eqs. ͑8͒, ͑9͒, ͑10͒, and ͑11͒ into ͑12͒, yields the following results
where CϭB 12 B 23 B 34 B ,
F is the Fourier transform operator, and and are variables of spatial frequency. Actually, Eq. ͑13͒ is the point spread function ͓h 1 (x 4 ,y 4 )] of the first subsystem. When
where
indicates that the optical field across the plane x 4 y 4 is the Fourier transform of a general pupil function, multiplied by two phase factors. The general pupil function is the physical exit pupil multiplied by a quadratic phase function exp͓jkW 1 (x,y)͔. This quadratic phase function can be considered as a wave aberration, which is due to defocusing when the operating wavelength is at other than the central wavelength c . At c , the quadratic phase factor disappears, and the spherical wavefront leaving the exit pupil is converging toward the focus in x 4 y 4 . However, at the operating wavelength , the spherical wavefront leaving the exit pupil is converging toward the focus in front of or behind x 4 y 4 . In this case, the distance ⌬z between the imaging plane and the observing plane is given by Eq. ͑4͒. If we treat the wavefront emitting from the exit pupil at c as the reference sphere and define the wave aberration as the optical path length along a ray between the reference sphere and the actual wavefront, then the wave aberration can be approximated by
W͑x,y ͒ϭ ⌬z
where d i is the distance between the exit pupil and the observation plane. In this case, d i ϭ f o . Substituting Eq. ͑4͒ into Eq. ͑16͒, we can obtain the same result as Eq. ͑15͒.
With this concept, we can greatly simplify the analysis of the point spread function of the second subsystem from plane x 4 y 4 to plane x 5 y 5 .
If the reflection coefficient of the mirror at the plane x 4 y 4 is R, the reflected optical field is then
which is the input for the subsystem from plane x 4 y 4 to plane x 5 y 5 .
The plane x 5 y 5 is located at the focal plane of the diffractive lens at the central wavelength. So at c , a point source at the plane x 4 y 4 is imaged backward through the second subsystem to the plane x 5 y 5 , while at the other wavelength , a point source at the plane x 4 y 4 is imaged to a plane in front of or behind the plane x 5 y 5 . If the observation plane is fixed at the plane x 5 y 5 and we use the spherical wave converging toward this plane as a reference, the distance ⌬z between the observation plane and the image plane at is ⌬ f , as given by Eq. ͑3͒. For this subsystem, the entrance pupil is the physical aperture of the objective lens, so the exit pupil p 2 (x,y) is its geometrical image through the diffractive lens. According to the Gaussian lens law, at c the distance between the exit pupil and the observation plane x 5 y 5 is
and if the size of the entrance pupil is a 1 , the size of the exit pupil is found to be
Substituting ⌬ f and Eq. ͑18͒ into Eq. ͑16͒, we obtain the wave aberration function
Then the general pupil function takes the form
and the point spread function of the second subsystem is given by
.
͑22͒
Finally, the impulse response of the object arm is the ideal geometrical image of U 4 ϩ (x 4 ,y 4 ) at the plane x 5 y 5 convoluted by the point spread function of the second subsystem, e.g., Eq. ͑22͒. Taking into account of the property of inverse imaging of the second subsystem, we can write the impulse response function as h͑x 5 ,y 5 ͒ϭ
where U 4 ϩ (Ϫx /M ,Ϫỹ /M ) is the ideal geometric image, and M is the magnification factor defined by M ϭ f c / f o . The impulse response of the reference arm can be analyzed similarly. In this arm, if the chromatic aberration can be neglected, when the operating wavelength is changed, the point source in the plane x 1 y 1 can still be correctly imaged onto the reference mirror and then imaged back to the plane 
͑25͒
For the second subsystem from plane x 4 Јy 4 Ј to plane x 5 y 5 , as in the object arm, the entrance pupil is the physical aperture of the objective lens, and the exit pupil p 2 Ј(x,y) is its geometrical image through the lens L3. The point spread function of the second subsystem takes the form
where d i2 Ј is the distance between the exit pupil and plane
Ј is the size of the exit pupil of the second subsystem given by a 2 Јϭa 1 Ј f 3 / f o Ј ͑a 1 Ј is the size of the objective lens L4͒. Finally, the impulse response of the reference arm can be written as
where U 4 ϩ Ј(Ϫx /M Ј,Ϫỹ /M Ј) is the ideal geometric image and M Ј is the magnification factor of the second subsystem given by M Јϭ f 3 / f o .
Based on this analysis, we can obtain the coherence function of the system versus wavelength for the two wavefields at x 5 y 5 , which are originated from the same point source at x 1 y 1 . When the two fields are overlapped, the resulting intensity consists of a bias term and a correlation term. Here we are only concerned with the correlation term. Generally speaking, the correlation signal is sinusoidal with a fairly constant frequency modulated by another envelope function. This envelope function represents the coherence between the two signals from the object and reference arms. Assume that the maximum optical path difference between the two waves is much smaller than the coherence length of the laser, the correlation function between the two waves can be represented by the mutual intensity, and the coherence degree factor can be expressed by the modus of the mutual intensity. Then at the ideal image position of the original point source, we have ␥͑͒ϭ͉J͉ϭ͉Ͻh͑x 5 ,y 5 ͒hЈ*͑ x 5 ,y 5 ͒Ͼʈ x 5 ϭ0,y 5 ϭ0
For an interference microscope, the depth discrimination is determined by the FWHM ͑full-width half-maximum͒ of the correlation intensity envelope function, i.e., the squared amplitude envelope of ␥. It is directly comparable to the output of a confocal microscope. As an example, we employ the parameters to be used in the experiment for simu-
.5 mm, a 1 ϭa 1 Јϭ4.5 mm, cϭ863 nm, and ⌬ f /⌬ϭ1.05ϫ10 5 . Figure 2 shows the theoretical normalized correlation intensity envelope function versus wavelength ͑dashed line͒. The FWHM is about 16.0 nm in wavelength, which corresponds to 0.68 m in geometrical distance. It is seen that the maximum coherence degree factor occurs at the wavelength when the mirror is placed at the image plane of the point source. If the mirror is moved a little away, the maximum coherence factor will occur at the other wavelength. This achieves a wavelength-to-depth encoding. If the encoding is calibrated, this technique can be used to 3-D profilometry. Like the other interference microscopes, our system also has the same transverse resolution as the confocal microscope. The high lateral resolution results from reduced crosstalk between laterally adjacent cells. The correlation term will be zero unless the overlapped fields are from the same coherence pair.
If a 3-D object is placed around the focal plane of the objective lens at a fixed operating wavelength, all the object points exactly in the corresponding image plane of the source will be correctly imaged back to the plane x 5 y 5 . The optical fields from these points will interfere with the corresponding coherence cells from the reference arm with the maximum coherence degree factor and high-contrast fringes being formed at these points. The interference patterns are then imaged onto the CCD. Meanwhile, the optical waves illuminating all object points that are located at the other depth positions are defocused. When they are transmitted back to x 5 y 5 , the coherence degree factor between these fields and those from the reference mirror will decrease, resulting in lower contrast interference fringes or even no fringes on the CCD. On the other hand, for a fixed point on the object, when the wavelength is tuned over a range within which there is one certain wavelength corresponding to the axial position of this point, the output intensity can be recorded. As is described in the following section, the correlogram, obtained by removing the bias intensity, can be demodulated to find the peak amplitude of the envelope and the corresponding wavelength. According to the calibrated wavelength-to-depth coding, a 3-D image of the object can be obtained.
Experimental Results
The wavelength of the laser is tuned by an electronic step motor under microcomputer control and monitored via 50% beamsplitter BS1 using a wavemeter of the laser with a sensitivity of Ϯ0.02 nm. A power meter via beam splitter BS2 is used to monitor the power in real time. The laser beam is then introduced into a spatial filter and collimated. Both of the two 100ϫ objective lens from Leitz Wetzlar have a numerical aperture ͑NA͒ of 0.9.
To calibrate the wavelength-to-depth encoding, we used a flat mirror as the object. This mirror is driven along the longitudinal axis by a piezoelectric transducer ͑PZT͒. In each step, the PZT moves 0.1 m, and the whole measurement takes 64 steps. At a given wavelength, e.g., 1 ϭ830 nm, the interference fringes at one point (x,y) are recorded as the object mirror is scanned in the z direction. The fringes are demodulated to find the center of the mass of the envelope and the corresponding z-location z 1 (x,y). Demodulation can be done by the following steps: When the envelope function is obtained, a center-ofmass technique is used to determine the depth position. This location is the focal point position of the point (x,y) at 1 . Then increase the wavelength to 2 , repeat the operation, and get the z-location z 2 (x,y) of the focal point with the same transverse position at 2 , and so on. In our case, the wavelength is tuned from 830 to 894 nm with an increment of 2 nm. Figure 3 is the calibration plot of the longitudinal focal position of one pixel with response to the wavelength ͑the depth position was measured from the right side of the object plane͒. By linear curve fitting the result, the slope of the curve is found to be 0.04216 m/ nm. Due to the aberrations existing in the imaging lenses, there may be very small variations among the slopes obtained at different pixels. By averaging the values of the slope for pixels in a certain area, the factor for wavelengthto-depth encoding was ⌬z/⌬ϭ0.04249 m/nm. According to Eq. ͑4͒, the sensitivity of the system depends on the To measure the depth discrimination with the wavelength-to-depth encoding, we fixed the object mirror and tuned the wavelength from 830 to 893 nm with an interval of 0.25 nm. At each wavelength, the output power of the laser was monitored and the interference fringes were recorded. The intensity of the interference fringes was normalized according to the power of the laser and the spectral response of the CCD detector. The intensity values are demodulated in the same way as previously described. The normalized intensity envelope function is shown in Fig. 2 ͑solid line͒. The FWHM value is approximately 16.7 nm. According to the wavelength-to-depth calibration, this wavelength width corresponds to 0.71 m in depth. The experimental result is basically consistent with the theoretical simulation.
For comparison, we also measured the depth discrimination capability of our system with mechanic scanning. To measure the depth response with mechanic scanning, we still put a flat mirror in the object plane. The movement of the object driven by the PZT is the same as that in the wavelength-to-depth calibration. The wavelength is tuned at 863 nm. The intensity patterns of one point (x,y) are recorded as the object mirror is moved in the vertical direction. The fringes are demodulated, as described before, to obtain the amplitude envelope function. The intensity envelope function is shown in Fig. 4 , where the solid line is the experimental result and the dashed line is the theoretical value calculated in terms of Eq. ͑8͒ in Ref. 6 . Both the experimental and the theoretical FWHM values are about 0.70 m at 863 nm. It is seen that the experimental result is very consistent with the theoretical simulation on the main lobe. The deviation between the experimental and theoretical results at the outer sidelobes is probably due to the aberrations of our system. In comparison, it is seen that the depth discrimination ability of our system with wavelengthto-depth encoding is the same as that with mechanic scanning. Similar to the confocal imaging, the larger the NA of the objective lenses, the narrower the envelope.
Quantitative measurement of a four-level grating has been performed. 13 A comparison of profile measurements was made between a Dektak profilometer and an interference microscope with two types of scanning techniques. It is seen that the results obtained from the wavelength-todepth encoding technique are comparable with those obtained from the other two techniques.
Conclusion
A new interference microscope based on a wavelength-todepth encoding technique has been analyzed. It is shown that the experimental result of the depth resolution measurement is in good agreement with the theoretical analysis. The technique also offers comparable depth resolution as a traditional mechanical scanning technique. With the rapid development of wavelength-tunable lasers, 17 this technique is promising for fast, noncontact, and high-resolution 3-D imaging. Fig. 3 Calibration for the wavelength-to-depth encoding. Fig. 4 Experimental depth-response envelope of the interference microscope with wavelength-to-depth scanning.
