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In Memoriam 
JOSEPH PIERRE LASALLE 
May 28, 1916-July 7, 1983 
Joseph P. LaSalle died on July 7, 1983 at the age of 67. He was a pioneer 
in control theory and in differential equations and was instrumental in the 
creation of research institutes, journals, and the timely organization of inter- 
national meetings. He was a leader in the scientific community, unselfish 
with his time and always concerned with the general welfare of his 
colleagues. 
The son of a college professor, Joe LaSalle was born on May 28, 1916 in 
State College, Pennsylvania, grew up in Baton Rouge, Louisiana, and 
attended Louisiana State University. After beginning his studies in political 
science, he was advised that taking courses in mathematics and logic would 
be good preparation for the study of law. He soon discovered that this was 
his major interest. After graduating from Louisiana State University in 1937, 
he went to the California Institute of Technology and received his Ph.D. in 
mathematics in 194 1, studying under the direction of Professor E. Michael. 
While at Cal Tech, he was a Henry Laws Fellow. 
In 1942, LaSalle was an instructor in applied mathematics and astronomy 
at the University of Texas. In 1943, he was an instructor at the Radar 
School of the Massachusetts Institute of Technology. At Princeton in 1944, 
he served with a group of mathematicians as a scientific advisor to the U.S. 
Army Office of the Chief of Ordnance. In 1944-1946, he was at Cornell 
University working with physicists on the design of a magnetron for a naval 
communications system. 
From 1946 to 1958, LaSalle was a member of the faculty of the 
Department of Mathematics at the University of Notre Dame. He was on 
leave to Princeton University in 1947-1948 and, during 1950-1952, he was 
Scientific Advisor to the Commander of the Naval Forces in Germany and 
Director of the Scientific and Technical Unit in Heidelberg. 
While a visiting professor at Princeton University in 1947-1948, he was 
introduced to much of the beauty in the subject of differential equations by 
Professor Solomon Lefschetz. He and Lefschetz developed a lasting 
friendship which led to mutual cooperation on ventures which were most 
influential in the development of control theory and dynamical systems as we 
know them today. 
In 1958, LaSalle joined Professor Lefschetz at RIAS (Research Institute 
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for Advanced Study) in Baltimore and was the Associate Director of the 
Mathematics Section there from 1958-1964. In 1964, Professors Lefschetz 
and LaSalle created what is now the Lefschetz Center for Dynamical 
Systems in the Division of Applied Mathematics at Brown University. 
LaSalle was the Director of the Center from 1964 to 1980. Through his 
efforts at RIAS and the Lefschetz Center for Dynamical Systems, he 
provided an opportunity for many mathematicians from the U.S. and abroad 
to work in a pleasant and stimulating intellectual atmosphere which was 
conducive to the serious exchange of ideas. He was especially influential on 
young people-stimulating them to perform at their maximum potential. 
LaSalle wrote approximately fifty technical papers. He also wrote five 
books, and he edited seven others. His thesis at Cal Tech and his early 
papers were concerned with pseudo-normed linear spaces. Even though he 
did not continue to work in this area, his deep knowledge of functional 
analysis and abstract mathematics had a significant influence upon his later 
research in control and stability theory and upon the research of his students 
and colleagues. 
LaSalle’s early work in control theory dealt with the bang-bang principle 
which he stated as follows: “If a control system is being operated from a 
limited source of power and if one wishes to have the system change from 
one state to another in minimum time, then this can be done at all times 
using properly all the power available” [9]. In 1954 [6], he showed that, if, 
for a special form of a controlled second-order nonlinear equation, there 
exists a unique bang-bang control which is best for all bang-bang controls, 
then it is also best among all controls. In 1960 [9], he used Liapunov’s 
theorem on the range of a vector measure to give an elegant proof of the 
bang-bang principle for general inear systems. In proving this result, he also 
gave a characterization of the form of a time-optimal control. This charac- 
terization can be interpreted as the maximum principle for time-optimal 
control problems governed by linear systems. He next introduced the concept 
of a proper linear control system as one for which time-optimal controls are 
determined (except on a set of zero measure) by the maximum principle. He 
then showed that proper systems were completely controllable and he 
showed that the autonomous system i = Ax + Bu is proper if and only if 
rank [B, AB,..., A”-‘B] = n. Th ese ideas had a monumental impact on 
control theory. 
In 1962 [ 171, LaSalle related stability control and Liapunov functions 
through the problem of feedback. Here, he considered the n-dimensional 
system i = F(x, u) with F(0, 0) = 0. His problem was to find a feedback 
control u = u(x) which drives the system to zero; i.e., if F(x) =f(x, u(x)), 
then zero is globally asymptotically stable for 1= F(x). His idea was to use 
a Liapunov function V to generate a suboptimal (or optimal if V is the cost 
function) feedback by choosing u(x) to minimize v. 
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LaSalle was instrumental in showing how Liapunov functions could be 
used to obtain information on the location of o-limit sets for orbits of 
dynamical systems. In 1960, LaSalle [ 10, 1 l] used the invariance property 
of o-limit sets for solutions of autonomous ordinary differential equations to 
extend and unify Liapunov stability theory. In 1952, Barbashin and 
Krasovski had obtained some partial results. This general topic is now 
referred to as “invariance principles.” The statement of the principle by 
LaSalle in such a simple and natural way led to extensions to functional 
differential equations, certain types of partial differential equations, and 
difference equations. The exploitation of these ideas has contributed signifi- 
cantly to theory and applications. 
In 1949, N. Levinson introduced the concept of a dissipative system in his 
study of nonautonomous ordinary differential equations with the vector field 
periodic in t. If T represents the period map, the system is dissipative if there 
is a bounded set B such that, for any x, there is an integer n(x) such that T*x 
is in B for n > n(x). For n = 2, he showed that this property of being 
dissipative implies the existence of a maximal compact invariant set and the 
existence of a fixed point for T. The importance of this type of investigation 
was recognized by LaSalle in 1957 when he obtained analogous results for 
spaces with infinitely many dimensions [71. In 1964, V. Pliss showed that, if 
a finite dimensional system is dissipative, then the corresponding maximal 
compact invariant set is globally asymptotically stable. In 1971, LaSalle and 
a student J. Billotti made an important extension of the results of Pliss to an 
infinite dimensional setting that includes retarded functional differential 
equations and parabolic partial differential equations. These results and their 
subsequent generalizations are playing an active role in the current 
development of the qualitative theory of dynamical systems in nonlocally 
compact spaces. 
Basic ideas are characteristic of the publications of LaSalle; these ideas 
are always expressed with clarity and simplicity. His book with Lefschetz, 
“Stability by Liapunov’s Second Method,” as well as the one with Hermes, 
“Functional Analysis and Time Optimal Control,” have become classics. 
Most of us would be content o have made the mathematical discoveries of 
Professor LaSalle. However, his influence was far reaching, going beyond the 
field in which he worked. One of his most important contributions is the role 
that he played as a leader in the scientific and academic community. In 
addition to his duties as Professor at Brown University, he was Chairman of 
the Division of Applied Mathematics from 1969 to 1973, was very active in 
the development of the new curriculum at Brown in 1968-1969, and served 
on important advisory and planning committees in the University. He was 
president of the Society for Industrial and Applied Mathematics in 1961. He 
served on numerous national and international advisory committees, for the 
National Research Council, Conference Board of Mathematical Sciences, 
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National Science Foundation, Army Research Office, the Air Force Office of 
Scientific Research, and other organizations. He played an especially 
important role in the organization and editing of several journals. In 1964, 
he founded the Journal of D@erential Equations and he was its Editor-in- 
Chief from then until 1980. He was instrumental in establishing the SIAM 
Journal of Control and was a very active member of the editorial board of 
the Journal of Mathematical Analysis and Applications. He was a founding 
editor of the Applied Mathematical Sciences Series published by Springer- 
Verlag. 
Professor LaSalle received numerous honors over the years; in particular, 
he was elected a Fellow of the American Association for the Advancement 
of Science in 1962, shared the Chauvenet Prize of the Mathematical 
Association of America in 1965, became a Fellow of the American Academy 
of Mechanics in 1975, and was awarded a John Simon Guggenheim 
Fellowship in 1975-1976. 
Those of us who knew Joe will not forget his dedication, wisdom, and tact, 
nor will we forget the inspiration, encouragement, and friendship which he 
gave to all of us. 
JACK K. HALE 
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