Abstract: Prevalence (the presence/absence ratio in the training data) is commonly thought to influence the reliability of the predictions of species distribution models. However, little is known about its precise impact. We studied its effects using a virtual species, avoiding the presence of unaccounted-for effects in the modeling process (false absences, non-explanatory predictors, etc.). We sampled the distribution of the virtual species to obtain several data subsets of varying sample size and prevalence, and then modeled these data subsets using logistic regressions. Our results show that model predictions can be highly accurate over a wide range of sample sizes and prevalence scores, provided that the predictors are truly related to the distribution of the species and the training data are reliable. The effect of sample size becomes apparent for datasets of less than 70 data points, and the effect of prevalence is significant only for datasets with extremely unbalanced samples (<0.01 and >0.99). There is also a strong interaction between sample size and prevalence, indicating that the most negative factor is the sample size of each event (absence and/or presence), and not biased prevalence, as previously thought. We suggest that, in the real world, an interaction must exist between the sample size of each event and the quality of the training data. We discuss that biased prevalences can be a desirable property of the data, instead of a problem to be avoided, also pointing out the importance of using the best absence data possible when modeling the distribution of species of narrow geographic range.
Introduction
The prediction of species´geographic distributions based on their known occurrences is increasingly being used in ecology, aided by both Geographic Information Systems (GIS) and statistical quantification of species-environment relationships (Guisan and Zimmermann 2000 , Rushton et al. 2004 . Species distribution models identify a mathematical relationship between presence/absence data and a number of predictors. As such, they are used to forecast past and future distributions, to assess the effects of environmental changes on species´distributions, or to locate undiscovered populations and species, among many other applications. Thus, these techniques can be useful tools in biogeography, paleoecology, evolution, and conservation (e.g., Peterson et al. 1999 , Anderson et al. 2002a ,b, Schadt et al. 2002 , Barbosa et al. 2003 , Peterson and Holt 2003 , Chefaoui et al. 2005 , Jiménez-Valverde and Lobo 2007a , 2008a , Nogués-Bravo et al. 2008 ).
The great variety of methods currently available to model the distributions of species can be divided into two main categories: group discrimination and profile techniques. Group discrimination techniques are methodologies that use both presence and absence data Zimmermann 2000 and Scott et al. 2002) . Unlike profile techniques (i.e., those using only the available presence information), group discrimination techniques take absence data into account in the modeling process predictions, and are supposed to allow building more realistic relationships between species distribution and environmental factors (Hirzel et al. 2001 , Segurado and Araújo 2004 . This is because by including information on the geographical locations from where the species is absent in spite of having a priori favorable environmental conditions, model results are closer to the realized distribution of the species (Jiménez-Valverde et al. 2008b, Hirzel and Le Lay 2008) .
When using both presences and absences, prevalence is defined as the ratio of the number of presences to the total number of data points used in building the model. In general, biased training prevalences (either low or high) are expected to affect negatively model predictions (Pearce and Ferrier 2000, Vaughan and Ormerod 2003) . However, the effects of prevalence have been insufficiently examined in the literature on species distribution models. Indeed, published results are inconsistent. Good models can apparently be obtained from low prevalence datasets, while the contrary has also been reported (e.g., Manel et al. 2001 , Luoto et al. 2005 , and others found the best models at prevalence values around 0.5 (McPherson et al. 2004) . Therefore, the effect of prevalence on model accuracy remains open to debate. To avoid the supposedly negative impacts of prevalence, some authors have recommended resampling the data to reduce the number of either absences or presences, in order to balance both kinds of events in the dataset (McPherson et al. 2004 , Liu et al. 2005 . In this sense, others have used the same number of absences and presences to fit the models, in spite of the availability of a higher numbers of absence points (e.g., Osborne et al. 2001 , Seoane et al. 2006 .
In spite of the common agreement on the negative impacts of unbalanced prevalences, we believe that some of these effects might come from an erroneous interpretation of published results, rather than being an effect of biased prevalences. Instead, these negative effects could appear due to three reasons:
1. The probability values obtained from regression models derived from unbalanced samples are biased towards the more prevalent category, either presences or absences (Hosmer and Lemeshow 1989, Cramer 1999 ). This statistical phenomenon is unavoidable, and the poorer the fit to the data the more important this effect will be (Cramer 1999) . However, its effect on predictive performance is related to the probability threshold used as a cut-off to produce a presence/absence map from the continuous probability scores obtained from the regression model; such probability threshold determines the accuracy of the model obtained from a confusion matrix (Fielding and Bell 1997) . For example, using the intuitive 0.5 threshold artificially increases commission errors (i.e., overprediction) in cases of high prevalences, but increases omission errors (i.e., underprediction) when working with low prevalences (see, for example, Manel et al. 1999 , McPherson et al. 2004 . If the probabilities attributable to the sites where the species is likely present or absent vary according to prevalence, the effect of biased presence/absence data can be avoided just by adjusting the probability threshold in accordance to the frequency of occurrence (Cramer 1999) . Recent efforts have aimed at developing a cut-off criterion in accordance with the prevalence in the data (Liu et al. 2005, Jiménez-Valverde and Lobo 2007b) . In addition to this, probabilities must be rescaled in order to convert the logistic probabilities into suitability values, in order to account for the prevalence bias (Jiménez-Valverde and Lobo 2006a, Real et al. 2006 , Estrada et al. 2008 ).
2. Although prevalence is a property of the data, it usually covaries with species ecology and range size, i.e., data for rare species usually show low prevalence scores, while the opposite is found for widely-distributed species. Given that the relative occurrence area of the species is also known to influence the values of model performance measures , Jiménez-Valverde et al. 2008b , it has been difficult to separate its effect from the true effect of prevalence (e.g., Brotons et al. 2004 ).
3. Related with point 2, prevalence has been sometimes misunderstood as being a property of the species (i.e., the number of grid cells with presence records/total number of cells in the region), instead of a property of the dataset (i.e., the number of presences used/number of observations used). This conceptual error is worsened by the widespread practice of using all cells in the studied region to model presence/absence data, without separating true biological absences from those due to lack of recording effort (see, e.g., McPherson et al. 2004 , Luoto et al. 2005 ).
Jiménez-Valverde and Lobo (2006a) hypothesized that prevalence might have little effect on the predictive accuracy of species distribution models, and that its supposed negative effects could have been confounded with the impacts of different sources of bias in poor quality distributional data, such as low sample size in any of the two possible events (presences or absences), or lack of representation of the whole environmental gradient. These sources of error are common in the information about most species (see Discussion), especially of rare ones with narrow distribution ranges and/or low population levels. Therefore, if species distribution models are going to be commonly used as a tool in ecological (e.g., Jiménez-Valverde et al. 2008a) , biogeographical (e.g., Lobo et al. 2006) or paleoecological (e.g., Nogués-Bravo et al. 2008 ) studies as well as in Conservation Biogeography (sensu Whittaker et al. 2005) , understanding their effects on species distribution modeling is of special concern.
The objective of this study is to examine the independent influence of prevalence on the predictive performance of the models, and its possible interaction with sample size, in the absence of other effects that could influence the modeling process. Since true species distributions are never completely known, it is quite difficult to assess the accuracy of distribution models and to determine unequivocally the effects of each particular source of uncertainty. To overcome this drawback, we build a simple virtual species whose distribution is only conditioned by known climate variables in a simple unimodal way, and then model its geographic distribution using the same climate variables as predictors. Thus, by controlling the effect of the adequacy of the explanatory variables used to build the model, some of the shortfalls of modeling species distributions in the real world are avoided, allowing the identification of the genuine effects of interest. Such simplicity in the modeling approach -which is far from the real world -is deliberate. We do so in order to understand the raw effects of prevalence, excluding all other possible sources of noise. This is a necessary first step, in order to understand the potential influences of prevalence and sample size under more realistic and complex scenarios.
Materials and methods

The virtual species
We mapped the distribution of a virtual species using actual climate data in order to build a hypothetical scenario that is representative of the situation when studying true species distribution patterns. Although the use of artificial species distributions to ascertain the influence of the data employed and model functions has generally been neglected in the literature on species distribution modeling (but see Hirzel et al. 2001 , Reese et al. 2005 , Real et al. 2006 , Meynard and Quinn 2007 , virtual species are nowadays one of the best ways to make testable experiments in this field (see Austin et al. 2006 ). Using such simulations allowed us to: i) ensure that the modeling method could be able to predict correctly species distribution, provided that all relevant predictors are used; this avoids potential biases due to contingent, unaccounted-for or unknown explanatory factors such as biotic interactions, migrations, and historical factors;
ii) eliminate the random noise inherent in real biological data, and thus avoid producing overfitted models plagued by the classification errors present in real presence-absence data;
iii) provide the basis for calculating true model predictive performance by comparing modeled and virtual distributions.
We mapped the distribution of the virtual species in the European region (-13 o to 35 o longitude and 34 o to 72 o latitude, Figure 1 ) using a spatial resolution of 0.04 degrees. The total extent of the region studied was 6,576.4 km 2 (510,514 0.04
. Four environmental variables (total annual precipitation, summer precipitation, mean maximum temperature, and mean minimum temperature) were extracted from the WORLDCLIM interpolated map database (version 1.3; see http://biogeo.berkeley.edu/worldclim/worldclim. htm). These variables were Box-Cox normalized and standardized to 0 mean and 1 standard deviation, eliminating measurement-scale effects. A Principal Component Analysis (PCA) was performed to obtain two reduced non-correlated environmental factors explaining 92.6% of the environmental variation across Europe, related to temperature (Factor 1) and precipitation (Factor 2). The choice of using the factors of a PCA both to describe the environmental variations in Europe and predict the species distribution (see below) was based in the aim stated above of avoiding any effect apart from prevalence or sample size that might affect the performance of the models. To achieve this, it is necessary to work with uncorrelated variables, in order to avoid the problems of collinearity in stepwise selection procedures (Harrell 2001) .
The distribution of the virtual species was assumed to be shaped only by these two factors. Therefore, the geographic range of the species was built using only these two variables, so that no unknown factors affected it (i.e., the species is in equilibrium with the environmental variables). To do this, the environmental range inhabited by the species was set to the mean ± SD of each factor. All cells falling within these intervals for both factors were selected as the true distribution range of the virtual species in Europe (presences; n=91, 144) , while the remaining cells were considered as true absences (n=419,296, see Figure 1 ). All geographic analyses were done with Idrisi Kilimanjaro GIS software (Clark Labs 2003) .
The modeling process
We simulated several sampling processes on the virtual distribution range generated above. To do this, we extracted presences randomly within the occurrence range of the virtual species, and absences outside its range. This ensures that no spurious effects due to false absences are included in our analyses, and hence that the measured effects can be attributed either to prevalence or sample size, or both. Nine sets of increasing numbers of presence plots (n = 91, 456, 911, 4,557, 9,114, 22,786, 45,572, 68,358, and 91,144) were selected from the species distribution using a random stratified procedure in a GIS environment (Idrisi Kilimanjaro, Clark Labs 2003) . Nine sets of absences of the same sizes as those of presences were also randomly selected. All possible combinations of presences and absences were combined into presence/absence datasets (81 datasets, with n ranging from 182 to 182,288, and prevalence ranging from 0.001 to 0.999). Fourteen additional datasets were used in order to detect a possible interaction with sample size (n=20 and 50, with 7 prevalence classes each: 0.9, 0.75, 0.6, 0.5, 0.4, 0.25, and 0.1). Thus, a total of 95 datasets were modeled, varying both in the number of observations (from 20 to 182,288) and in the prevalence or proportion of presences (from 0.001 to 0.999). Since we were mainly interested in detecting the effect of prevalence, most of our samples were of a great sample size in order to avoid this possible confounding factor. Species distribution models were based on the same environmental variables used to build the distribution of the virtual species (i.e., the two environmental factors, see above). Therefore, all variables entering the models are truly explanatory, and no potentially explanatory factor is missing. All models were built using logistic regression (Generalized Linear Models with binomial distribution and logit-link function; McCullagh and Nelder 1989), which is commonly used to develop models from existing records of species distribution (Guisan et al. 2002 
Validation
The obtained model distributions were projected onto the whole European territory. The accuracy measures used to compare true and predicted maps were derived from a confusion matrix (i.e., a cross-tabulated matrix of the number of observed presence and absence cases against the predicted presences and absences; Fielding and Bell 1997) . First of all, a cut-off was established for the logistic predictions, and all cases with predicted values higher than that threshold were accepted as predicted presences. To do this, we calculated specificity (ratio of correctly predicted absences to the total number of absences) and sensitivity (ratio of correctly predicted presences to their total number) from the training data over a range of 100 thresholds, and selected the cut-off which minimized their difference for each one of the 95 models. Such a criterion yields better results than others widely used, as it accounts for prevalence (Liu et al. 2005, Jiménez-Valverde and Lobo 2007b) . The confusion matrix was set up after applying the threshold criterion (calculated with the training data) to the model probabilities, and predicted and virtual maps were compared (note that the entire study area is used for validation, i.e., including the training points, and that prevalence remains constant) by calculating sensitivity, specificity, and the area under the Receiver operating characteristic Curve (AUC). All three measures are independent of prevalence (McPherson et al. 2004 , Allouche et al. 2006 . The Receiver operating characteristic (ROC) curve is widely used as a threshold-independent accuracy measure (Zweig and Campbell 1993, Fielding and Bell 1997) , as is commonly accepted as the best to assess model accuracy (Fielding 2002 , but see Lobo et al. 2008) . Here, sensitivity is plotted against 1-specificity over a number of thresholds (100 in this study), and the area under the curve (AUC) calculated. AUC ranges from 0 to 1; values under 0.5 indicate discrimination worse than chance, 0.5 implies no discrimination (i.e., random predictions), and 1.0 indicates perfect discrimination.
Validation was done using the entire distribution of the species, which was completely known, contrary to the situation in real-world species distribution modeling. In real situations, modelers try to predict a distribution that is always unknown. Then, samples of reality are used for training and validating models, and the best option for validation is to use samples that are as independent from the training dataset as possible. We, on the contrary, know completely the distribution range of the virtual species, thus being able to compare model predictions with its whole distribution. To ensure that we did not add any spurious effect due to such differences with real-world validation datasets, we also calculated sensitivity and specificity for the data not used in the training process. The correlations between sensitivities and specificities of the whole dataset and the independent dataset were 0.97 and 1.00 (p < 0.01), respectively, showing that the results would not have been different if validation was done on an independent dataset.
Testing for prevalence and sample size effects
We drew scatterplots to examine the effect of prevalence and sample size on AUC, sensitivity, and specificity, and calculated penalized regression splines with 5 initial degrees of freedom to estimate the variation explained by each factor (Wood and Augustin 2002) . We also tested for significance of the interactions between the studied effects. We fitted the splines in R (R Development Core Team 2006) using the mgcv package (Wood 2004) . We estimated the break-points in the scatterplots by fitting regression models with segmented relationships between the dependent (accuracy measures) and independent variables (Muggeo 2003) , fitting segmented regressions in R using the segmented package (Muggeo 2004) .
Results
AUC values were quite high in almost all cases (mean ± SD; 0.961 ± 0.050), being higher than 0.90 in 87 out of the 95 models, and higher than 0.80 in 6 of the remaining models (Figure 2) . Only two models showed AUC values under 0.80 (0.689 and 0.706), corresponding to the cases with smaller sample size and higher prevalence (n=20 and 50; prevalence=0.9). Variations in AUC were significantly related to both sample size and the interaction between sample size and prevalence, accounting for 21.3% and 25.0% of the variability, respectively (Table 1) . AUC values were consistently high until very low sample sizes were reached; segmented regressions yielded a break-point of 72.4 (Figure 2 ). With 20 observations, the higher the prevalence the lower the AUC value, while with 50 observations the effect of prevalence disappeared at prevalence values lower than 0.75 (see Figure  2 ). When both sample size and prevalence were included to- Table 1 . Simple regressions showing the effect of sample size, prevalence, and their interaction factor on prediction accuracy scores estimated by three statistics (columns; e.d.f, estimated degrees of freedom; Exp. Dev., explained deviance) ( ns not significant; * p < 0.05; ** p < 0.01; *** p < 0.001) tested using penalized regression splines with 5 initial degrees of freedom (Wood and Augustin 2002) . gether in a model in order to explain AUC variation, only the interaction term was significant. Sensitivity values were also high and stable, with percentages of success always higher than 80% (0.929 ± 0.024) (Figure 2 ). These slight variations in sensitivity were significantly related to prevalence, accounting for 11.3% of variability (Table 1) ; the higher the prevalence, the higher the sensitivity (Figure 2) . If low sample size cases (n=20 and 50) were omitted, sensitivity showed a slight increment at high prevalence values (break-point=0.99) and a decrease at low values (break-point < 0.01).
In general, specificity values were also high (0.893 ± 0.103). Specificity values were highly correlated with AUC values (r = 0.99, p < 0.05), so the pattern of variation with sample size and prevalence was similar for both accuracy measures (Figure 2 ). The break-point for the relationship with sample size was estimated as 65.44. Variations in specificity were significantly related to both sample size and the Figure 2 . Relationships between the three accuracy measures (AUC, sensitivity, and specificity) and sample size and prevalence (triangles, cases with n=50; black dots, cases with n=20). Note that sample size axes are in logarithmic scale.
interaction between sample size and prevalence, accounting for 18.6% and 23.8% of variability, respectively (see Table  1 ). Samples with 20 observations yielded the lowest specificity values, which negatively correlated with prevalence. With 50 observations, specificity was negatively affected at prevalences higher than 0.75 (Figure 2) . Again, when both sample size and prevalence were included together in a model in order to explain specificity variation, only the interaction term remained significant. Specificity was also negatively correlated with sensitivity (r = -0.66, p < 0.05). If low sample size cases (n = 20 and 50) were omitted, specificity showed a slight increment at low prevalence values (break-point < 0.01) and a decrease at high values (break-point = 0.99).
Discussion
In general, quite accurate predictions can be obtained from a wide range of sample sizes and prevalences. According to AUC values, the predictions of 87 models were highly accurate, while six were qualified as good and useful models (following Swets 1988) . Using this criterion, only the two models with 20 and 50 observations and prevalences of 0.9 could be considered as having a poor discrimination capacity. Sensitivity values were always higher than 80%, so presences were relatively well-predicted in all cases. Specificity values were higher than 80% in most cases, except at a sample size of 20 observations and prevalences higher than 0.25, as well as at a sample size of 50 observations and prevalences higher than 0.6. In these cases, there was a substantial overprediction.
Prevalence effects
In the absence of noise, the effect of prevalence by itself is not important (except in the small sample sizes of 20 and 50 data points). Only at extreme prevalence values (lower than 0.01 and higher than 0.99), sensitivity and specificity were affected, reducing their values at very low and high values, respectively; even in those cases, models would be considered as good, with sensitivity and specificity values higher than 0.80 and AUC scores higher than 0.90 (see Figure 2) . In any case, increasing sensitivity implies a reduction in specificity and vice versa. Cramer (1999) stated that there is no reason for the rarest events to be badly predicted. Prevalence affects the tests of model performance of the logistic regressions due to the mean probability biases (Fielding and Bell 1997 , Manel et al. 1999 , Olden et al. 2002 . Therefore, the use of an appropriate cut-off to convert the probability map into a presence/absence map (Cramer 1999 , Liu et al. 1995 , Jiménez-Valverde and Lobo 2007b ) is central to avoiding the drawbacks that could be associated with prevalence. If the frequency of occurrence is accounted for in the selection of an appropriate cut-off threshold, our results show that prevalence does not have a great impact on model reliability. This is true except for cases of extremely low and high prevalence values; there, biases in the estimation of the parameters (King and Zeng 2001) may have implications in the predictive performance. Values of 0.01 and 0.99 seem to be the lowest and highest workable thresholds; prevalences within these two extreme values will not present negative effects because of being unbalanced samples (see also Dixon et al. 2005) .
Sample size effects
It is well-known that sample size influences the results of species distribution models (Wisz et al. 2008 ) and different minimum sample sizes have been suggested in the species distribution modeling literature (Pearce and Ferrier 2000 , Stockwell and Peterson 2002 , McPherson et al. 2004 ). Moreover, there is no established rule to decide the minimum sample sizes that can be used for logistic regression (Peng et al. 2002) . In the absence of a general rule, it is generally assumed that the greater the sample size, the more accurate the model (Cumming 2000 , Olden and Jackson 2000 , McPherson et al. 2004 , Martínez-Meyer 2005 , Reese et al. 2005 . Our results seem to show that quite small sample sizes significantly reduce the reliability of model predictions, even in the absence of noise. In our extremely simplified modeling approach, once sample size reached a value of around 70, model reliability became independent of sample size.
The interaction between prevalence and sample size
There is a strong interaction between prevalence and sample size; at small sample sizes, the higher the prevalence, the more the distribution of the species is overpredicted. Thus, it is possible to obtain moderately accurate models with sample sizes even as small as 20 data points, provided that the number of absences in the training data is higher than the number of presences. Our virtual species can be considered "central", i.e., a species with its optimum at intermediate levels of each environmental factor. Thus, while presences are extremely climate dependent, absences can be found in a greater variety of environmental conditions. Therefore, it is likely that in our particular example the number of absences is not enough to restrict model predictions at small sample sizes and high prevalence scores. High (or low) prevalences would not have any effect in restricted (or widespread) species if the quantity of absence (or presence) points was large enough to cover all the environmental variation.
In sum, unbalanced samples are not the source of any problem; rather, the sample size of each event might cause the problems previously attributed to prevalence. These results support the suggestions of Jiménez-Valverde and Lobo (2006a) about the importance of the sample size of each event (presences or absences) in order to represent the environmental gradients, regardless of their relative size. Similar results were obtained by Coudun and Gégout (2006) using virtual species with Gaussian responses to environmental gradients. It seems evident that, most times, the probability of sampling spatial and environmental variation accurately increases with increasing sample size. Thus, the lower the sample size, the greater the relevance of well-designed sampling protocols designed to select training points across the whole spatial and environmental gradient (Wessels et al. 1998 , Jiménez-Valverde and Lobo 2004 , Kadmon et al. 2004 , Funk et al. 2005 ).
In our study, the lack of spatial bias in presences and absences is guaranteed by a random stratified survey. This is commonly assumed but often unverified when using real biodiversity data. However, spatial and environmental bias could be the rule rather than the exception (see Hortal et al. 2007 , compromising the reliability of model results (Jiménez-Valverde et al. 2008b ). The undesirable effects of sample size and its interaction with prevalence can be promoted by spatial aggregation in the training data; the larger the spatial bias, the greater the sample size should be in order to represent the environmental gradient. Additionally, the lower the number of data points in the training data, the more unstable the models are likely to be. Instability will arise because small perturbations in the training data will induce models to select different predictors. In real situations, where variables are often collinear and a great number of unknown factors control the distribution of the species, models are more prone to instability. All these facts are among the possible explanations for the differences in the minimum sample size required to build optimal models reported in the literature (Pearce and Ferrier 2000 , Stockwell and Peterson 2002 , McPherson et al. 2004 . Other noise sources, such as unaccounted-for environmental variables or even simple stochasticity, make real data even more difficult to model.
The potentially confounding factors in species distribution modeling are usually unknown. However, they may be omnipresent in the real world, and are also likely to be specific for each modeling exercise. Therefore, no simple rule can be given to decide the optimal sample size; the best strategy is to gather sample sizes as big as possible (but see Stockwell and Peterson 2002) . However, this is not always affordable. In fact, sample sizes in the interval of uncertainty (N < 500; Long 1997) are more the rule than the exception. When working with presence data extracted from bibliography or biodiversity databases, there are several procedures to determine sites that are likely to correspond to true absences. This allows including a great number of reliable absences in the training data, improving the likelihood of discriminating the most adequate predictors during the modeling process (see, for example, Zaniewski et al. 2002 , Engler et al. 2004 , Lobo et al. 2006 , Jiménez-Valverde and Lobo 2006b ). Whenever possible, reliable absences can also be obtained from places with well-known inventories (see, e.g., Hortal et al. 2004 Hortal et al. , 2007 where the absence of a non-reported species can be determined with higher certainty.
It could be argued that the position of our virtual species along the PCA axes (centred in the means) could be determining the results, and that species with different responses to the environment (i.e., more marginal) would show different results. However, the design of our virtual experiment consists in sampling fixed numbers of presences and absences, and combining them to change the prevalence of the training data. Species with responses to the PCA axis shifted from the mean would be sampled in the same way, including absences from all outside the virtual species range. Hence, no significant change on the results would be expected, because the geographical distribution of the species and its environmental response (including the unsuitable areas) would be equally sampled no matter its position in the environmental axes. As explained before, effects in the results could be expected only if the virtual species is so marginal that the number of absences needs to be big enough to account for the unsuitable environmental conditions. However, several authors have shown that the inclusion of absences that are much away (in the environmental space) from the presences (the so called "naughty noughts", sensu Austin and Meyers 1996) do not improve the models Meyers 1996, Thuiller et el. 2004 , J. M. Lobo, A. Jiménez-Valverde and J. Hortal, submitted), so we do not believe that the position of the species along the PCA axes would significantly change our results. On the other hand, the effects on model results of a more realistic sampling strategy , i.e., reflecting the spatial and environmental biases that characterize most of the data available (see above), would be due to a lack of sampling of Table 2 . Protocol for species distribution modeling, including recommendations to avoid the problems related to prevalence, and to take advantage of it in the modeling process if needed.
the full environmental response of the species, rather to effects related to prevalence. Our apparently unrealistic study design and the simplicity of the virtual species are necessary to tear apart any potentially confounding factor other than the one we study, the pure effect of prevalence.
Concluding remarks
Our results demonstrate that biased prevalences in training data are unimportant to obtain accurate results, except with extremely unbalanced samples. Our results are consistent with the proposals of Jiménez-Valverde and Lobo (2006a) about the low relevance of prevalence on the performance of predictive models, and the implication of other confounding factors associated which usually are correlated with prevalence. The sample size of each event (presences or absences) and the completeness of the representation of the environmental gradient provided by the training data arise as more important factors affecting the likelihood of obtaining reliable models. The strategy of resampling the data available to obtain training data with prevalences of 0.5 must be discarded, since it would yield only a loss of information, that can be especially relevant when rare species are the focus of the research. In addition, training data should be tested for spatial and environmental biases (see, e.g., Wintle et al. 2005 . Although the number of presences cannot be increased, the number of absences can be increased by identifying sites that are likely to be true absences. These techniques are of special importance to model the potential distribution of rare species, which generally occupy a small proportion of a study's spatial extent, so absences are necessary to include the restrictions within model predictions. In Table 2 , we list the basic steps needed to avoid the biases due to prevalence and to take advantage of it in the modeling process, if needed.
Although they are not directly based in a real case study, understanding our results is essential to ascertain the true effects of prevalence, sample size and their interaction in the more complex universe of the real world. Noise is an apparently random signal in the data that cannot be modelled because the factors that cause it are unknown, or even impossible to include within the predictors. In this sense, noise in distributional data is quite common and can have multiple sources. Its effects depend on the amount of noise, its spatial structure, the different allocation in either presences or absences, its interaction with scale, etc. In order to understand these interactions, we first need to understand the effects of sample size and prevalence in the absence noise, in order to depict the particular effects of the latter. So, further investigation is desirable to understand the effects of data-driven sources of error in species distribution modeling, as well as their interactions with the sample size of each event (presence and absence). The virtual experiment approach applied in this work could help to estimate the effect of these error sources.
