Introduction
Humans are almost always surrounded by multiple objects, and therefore multiple sources of sensory stimulation. At any given instant, the brain is typically engaged in processing sensory stimuli from two or more modalities, and in order to achieve a coherent and valid perception of the physical world, it must determine which of these temporally coincident sensory signals are caused by the same physical source, and thus should be integrated into a single percept. However, integration of sensory signals that originate from different objects/events can be detrimental, and therefore, it is equally important for the nervous system to determine which signals should be segregated. The signals of different modalities are more likely to be integrated if they are spatially congruent (Spence et al., 2004) . For example, when in a parking lot, we tend to fuse the sound of a car honk with the image of a car which is spatially closest to the honk.
Furthermore, signals are more likely to get integrated if they are structurally congruent.
The sound of a TV program is normally integrated with the pictures on the TV screen, however, such integration would not occur if the speakers play the sound from a news program while the video displays a children's show. Thus, the determination of which set of temporally coincident sensory signals are to be bound together and which are to be segregated seems to be based on the degrees of spatial and structural consistency of the signals, which can vary from situation to situation.
In this chapter, we will first discuss experimental findings showing that multisensory perception encompasses a spectrum of phenomena ranging from full integration (or fusion), to partial integration, to complete segregation. Next, we will describe two Bayesian causal inference models that can account for the entire range of combinations of two or more sensory cues. We will show that one of these models, which is a hierarchical Bayesian model, is a special form of the other one (which is a non-hierarchical model). We will then compare the predictions of these models with human data in multiple experiments, and show that Bayesian causal inference models can account for the human data remarkably well. Finally, we will present a study that investigates the stability of priors in the face of drastic change in sensory conditions.
Range of interactions between two modalities
We have explored the question of when and how the different sensory signals get integrated using two paradigms, one in which the degree of structural consistency between signals is varied, and one in which the degree of spatial consistency is varied.
One paradigm uses the task of temporal numerosity judgment, and the other one the task of spatial localization. These two paradigms are complementary in the sense that the temporal numerosity judgment task primarily involves temporal processing whereas spatial localization is obviously a spatial task. In one case (numerosity judgment) hearing dominates the percept, whereas in the other (spatial localization) vision dominates under natural conditions. Another feature of these paradigms is that in both of them strong interactions occur between modalities under some conditions, leading to well-known illusions: the sound-induced flash illusion (Shams et al., 2000) , and the ventriloquist effect (Howard and Templeton, 1966) .
First, we discuss the human data in these two experimental settings. In the numerosity-judgment experiment (Shams et al., 2005) , a variable number of flashes paired with a variable number of beeps (each ranging from zero to four) were presented in each trial and the subject was asked to report both the number of flashes and the 4 number of beeps they perceived at the end of each trial. The center of trains of flashes and beeps were temporally aligned in all trials. Fig. 1 shows the group data from 10 observers. Strong sound-induced flash illusions can be found in a large fraction of trials in the panels corresponding to 1flash+2beeps and 2flash+1beep where a single flash is perceived as two flashes, and where two flashes are perceived as one flash, respectively.
In the spatial localization experiment (Körding et al., 2007) , observers were presented in each trial with either a brief visual stimulus in one of five locations (along the horizontal direction in the frontoparallel plane, ranging from -10° to +10° of visual field equally spaced), or a brief sound at one of the same five locations, or both simultaneously. Their task was to report the location of the visual stimulus as well as the location of the sound in each trial by a key press in a forced-choice paradigm. All 35 combinations of these stimuli (except for no flash and no sound) were presented in pseudorandom order. The group data from 19 observers are shown in Fig. 2 . The ventriloquist illusion can be found in several conditions, e.g., in V2A3 (i.e., visual stimulus at -5°, auditory at 0°) where the location of sound is captured by vision in a large fraction of trials.
In these illusion trials, in which perception in one modality is completely captured by the other modality or the percepts in two modalities are shifted towards each other and converge, the two modalities are fused. The two modalities are also fused when there is no discrepancy between the stimuli as in conditions along the diagonal in which the auditory and visual pulsations or locations are the same. Inspecting the matrix of joint auditory-visual responses (not shown here) confirms that indeed in these conditions the subjects generally report seeing and hearing the same thing simultaneously. At the other extreme, little or no interaction between the two modalities is found when there is a large discrepancy between the two stimuli, e.g., in 1flash+4beeps or 4flash+1beep conditions ( Fig. 1) or in V1A5 or V5A1 conditions (Fig. 2 ). More interestingly, there are also many trials in which the two modalities are neither completely fused nor segregated, but partially shifted towards each other. We refer to this phenomenon as "partial integration." It occurs when the discrepancy between the two modalities is moderate. Examples can be found in the 3flash+1beep condition in which two flashes and one beep are perceived (Fig. 1, 3) , and in the V3A5 condition where V3 and A4 locations are perceived (Fig. 2) in a large fraction of trials. In summary, when the discrepancy between the two modalities is none or small, the two modalities get fused, when the discrepancy is large, the two modalities are segregated, and when the discrepancy is moderate, partial integration can occur (Fig 4a) . Small discrepancy can be caused by environmental or neural noise even when the two signals originate from the same object. Therefore, it makes sense for the nervous system to fuse the signals when the discrepancy is minute. Similarly, large discrepancy is often due to the fact that the two signals are not caused by the same object, and therefore it makes sense for the nervous system to segregate them. It is not obvious, however, what the advantage of partial integration is for stimuli of moderate discrepancy. What would be gained by only partially integrating the information from two modalities? The goal of this work is to find computational principles that can explain this entire range of crossmodal interaction.
In order to examine whether there is a sharp divide between the situations of integration and segregation, we quantified the crossmodal integration in each condition (see Fig. 4 caption for details), and plotted the amount of integration as a function of discrepancy between the two modalities. Fig. 4b ,c shows the results of this analysis for the two experiments described above. As can be seen, integration between the two modalities degrades smoothly as the discrepancy between the two modalities increases.
The model presented below accounts for this graded integration/segregation scheme using one single inference process.
It is not uncommon in daily life to have simultaneous stimulation in more than two sensory modalities. How do cues from three modalities interact? We tested trisensory cue combination using the numeriosity judgment paradigm where a variable number (ranging from 0 to 2) of flashes, beeps, and taps were presented in each trial and the subjects were asked to judge all three in each trial. Figure 5 shows the human data for the various stimulus conditions. This experiment revealed a number of different illusions, both of fusion (when two pulses are perceived as one) and fission (when one pulse is perceived as two) type, across almost all pairs and triplets of modalities. In almost all conditions where there was a discrepancy between the modalities, an illusion was found, showing that these interactions are indeed the rule rather than the exception in the human perceptual processing.
Bayesian model of integration and segregation
Traditional models of cue combination (see Fig. 6 .a) (Alais and Burr, 2004; Bülthoff and Mallot, 1988; Knill, 2003; Landy et al., 1995; Yuille and Bülthoff, 1996) have been successful in accounting for the fusion phenomenon (e.g., (Alais and Burr, 2004; Ernst and Banks, 2002; Ghahramani et al., 1997; Hillis et al., 2002; van Beers et al., 1999) ), but are unable to account for the segregation and partial integration range of interactions. As discussed above, the full integration only occurs when the discrepancy (spatial, temporal, structural) between the two signals is small. Moderate and large discrepancies result in different percepts in different modalities, which cannot be explained by traditional models.
Implicit Causal Inference Model
We developed a Bayesian observer model (see Fig. 6 .b) that does not assume such forced fusion (Shams et al., 2005) . Instead, our model assumes a source for each signal; however, the sources are not taken to be statistically independent. Thus, the model allows inference about both cases in which separate entities have caused the sensory signals (segregation), and cases in which sensory signals are caused by one source (integration). The model uses Bayes' rule to make inference about the causes of the various sensory signals. This framework is very general and can be extended to any number of signals and any combination of modalities (see Fig. 6 .c). However, for the purpose of illustration, we first focus on the combination of audition and vision.
We assume that the auditory and visual signals are statistically independent given the auditory and visual causes. This is a common assumption, motivated by the hypothesis that the noise processes that corrupt the signals in the different sensory pathways are independent. The information about the likelihood of sensory signal x A occurring given an auditory cause s A is represented by the probability distribution
represents the likelihood of sensory signal x V given a source s V in the physical world. The priors P(s A , s V ) denote the perceptual knowledge of the observer about the auditory-visual events in the environment. This prior probability encodes the interaction between the two modalities, and thus can be referred to as interaction priors. If the two modalities are independent of each other, the two dimensional distribution will be factorizable (e.g., like an isotropic Gaussian, see Fig. 7 .a). In contrast, if the two modalities are expected to be consistent in all conditions, i.e., highly coupled together, then it will have a diagonal form (with all other non-diagonal values equal to zero, see Fig. 7.b ). An ideal observer would try to make the best possible estimate of the physical sources s A and s V , based on the knowledge P(x A | s A ) , P(x V | s V ) and P(s A , s V ) . These estimates are based on the posterior probabilities
, which can be calculated using Bayes' rule, and simplified by the assumptions represented by the model structure (Fig. 6.b) , resulting in the following inference rule:
This inference rule simply states that the posterior probability of events s A and s V is the normalized product of the single-modality likelihoods and joint prior.
This model can account for the observer's data in both experiments (Beierholm, 2007; Shams et al., 2005) . It can also be easily extended to combination of three modalities. Fig. 6 .c shows the extension of the model to auditory-visual-tactile combination (Wozny et al., 2008) . We tested this model on the trisensory numerosity judgement task. We assumed a univariate Gaussian distribution for likelihood functions, and a tri-variate Gaussian function for the joint prior. The standard deviations of the auditory, tatctile, and visual likelihood functions were estimated from unisensory conditions data. It was assumed that the means, variances and covariances of the multivariate prior distribution were all equal across the three senses, i.e., all three means are identical, all three variances are identical, and all three covariances are identical.
Thus, the model had only three free parameters, corresponding to the variance, covariance and mean values of the prior distribution. To produce predictions of the model, we ran Monte Carlo Simulations. On each trial, the mean of each likelihood function was assumed to be sampled from a Gaussian distribution with a mean at the veridical location and a standard deviation equal to that estimated from unisensory data.
This results in different posterior distributions on different trials (of the same stimulus condition). We assume the observers minimize the mean squared error of their responses, and thus the optimal estimate would be the mean of the posterior distribution (which in this case is equivalent to the max, as the posterior is a guassian). In this fashion, for each stimulus condition, we obtain a distribution of responses, and this distribution was compared with the response distribution obtained from human observers. As can be seen in Fig. 5 , the model can account for all two-way and threeway interactions. Using only three free parameters, the model can provide a remarkable account (R 2 =0.95) for 676 data points.
Explicit Causal Inference Model
While the model described above can account for the entire range of interactions from integration, to partial integration, to segregation, it does not make explicit predictions about the perceived causal structure of the events. To be able to directly make predictions about the causal structure of the stimuli one needs a hierarchical model in which a variable encodes the choice between different causal structures (Fig. 8) .
Assuming that observers minimize the mean squared error of their responses, this generative model (Fig. 8) would result in the following inference. The probability of a common cause is determined using the Bayes rule as follows:
In other words, the probability of common cause depends on the similarity between the two sensations and the prior belief in a common cause. More interestingly, the optimal estimate of the two modalities turns out to be a weighted average of two optimal estimates: the optimal estimate corresponding to independent-causes hypothesis, and the optimal estimate corresponding to the common-cause hypothesis, each weighted according to their respective probability:
This is a non-linear combination of the two sensations, and results in partial integration.
Relationship between the two models
Although the models shown in Eqs. 1 and 3 and 
This formulation also makes it obvious that the hierarchical causal inference model is a mixture model, where the joint prior (Fig. 7.c) is a weighted average of the prior corresponding to common cause (Fig. 7.b) and a prior corresponding to the independent causes (an isotropic two-dimensional Gaussian, Fig. 7.a) , each weighted by their respective prior probability. Mathematically, this model is equivalent to the mixture model proposed by Knill (Knill, 2003) .
Comparison with Human Data
We compared the hierarchical-causal-inference model with human data in the two tasks discussed above; the spatial-localization task and the temporal-numerosity-judgment task. The prior and likelihoods were all modeled using Gaussian distributions. In the spatial localization task, mean of each likelihood function was sampled in each trial from a Gaussian distribution with a mean at the veridical location and a standard deviation that was a free parameter. The mean of the prior over space was at the center, representing a bias for straight-ahead location. As described earlier for the trisensory model, to produce model predictions we ran Monte Carlo simulations. We assume the observers minimize the mean squared error of their responses, and hence the optimal estimate would be the mean of the posterior distribution. In this fashion, for each stimulus condition, we obtain a distribution of responses, and this distribution was compared with the response distribution obtained from human observers. The model had four free parameters: the width of the visual likelihood, the width of the auditory likelihood, the width of the prior over space, and the prior probability of a common cause. These parameters were fitted to the data, and the results are shown in Fig. 2 . As can be seen the model can account for the data in all conditions well. The model accounts for 97% of the variance in 1225 datapoints, using only 4 free parameters. The same model can also account for the data reported by Wallace et al. (Wallace et al., 2004) where the subjects were asked to report their judgment of unity (common cause) (see Chapter XXX [chapter by Kording] for more detail).
Other models, including the traditional forced-fusion model, a model that does not integrate the stimuli at all, as well as two recent models that do not assume forced fusion were tested on the same dataset (data shown in Fig. 2 , (Körding et al., 2007) ), and compared with the causal-inference model. The causal-inference model outperformed all other models (Körding et al., 2007) .
The hierarchical causal-inference model was also tested on the numerosity-judgment task. The data and model fits are shown in Fig. 1 . As can be seen, the model also accounts for the data in all conditions well here. Accounting for 567 data points, the model explains 86% of the variance using only 4 free parameters.
In summary, the causal inference model can account for two complementary tasks, for data from two different laboratories, and outperforms other models. These results taken together suggest that human auditory-visual perception is consistent with Bayesian inference.
Independence of Priors and Likelihoods
The findings described above suggest that humans are Bayes-optimal in auditory-visual perceptual tasks given the (fitted) subjective priors. How is this achieved in the brain? The general understanding of Bayesian inference is that priors represent the statistics of the environment, whereas likelihoods correspond to the sensory representations. In other words, it is generally assumed that likelihoods and priors are independent of each other. Does demonstration of Bayes-optimality under one condition indicate that the priors and likelihoods are independent? The answer to this question is no. The Bayesoptimality in a given task under a certain condition only implies that the performance of the observers is consistent with a Bayesian observer, but it could very well be the case that if we change the likelihoods, e.g. by modifying the stimuli, the priors would change and vice versa. Because we can estimate the likelihoods and priors using our model, we can empirically test this question.
Specifically, we asked whether priors are independent of likelihoods, i.e., whether a change in likelihoods would cause a change in priors. We tried to induce a change in visual likelihoods by altering the parameters of the visual stimuli. Namely, we tested two different visual stimulus contrasts in the same spatial localization task described earlier.
To make sure that any potential learning of the priors within one session doesn't affect the results of the other session, we tested subjects in these two conditions one week apart, so that exposure to the statistics of real scenes would remove the effects of any possible learning within the first session. Therefore, the same observers were run in two sessions (low-visual-contrast and high-visual-contrast) using the same task, but with a one-week interval between the two sessions.
Indeed comparing the performance in the unisensory visual and auditory conditions between the two sessions, no significant difference was found in the auditory performance, whereas the visual performance was as much as 41% lower in the lowcontrast conditions. The lack of change in the auditory performance is to be expected because the auditory stimuli were not changed between the two sessions. The drastic change in visual performance confirms that the change in the visual stimulus was a substantial change. The model fits to the high-contrast condition were shown in Fig. 2 .
The model was also fitted to the low-contrast data and was found to account for the data well (R 2 = .75).
In summary, we find that the performance of the observers is Bayes-optimal in both high-contrast and low-contrast conditions given their subjective priors, and there is a substantial difference between the responses (and hence, the posteriors) in the lowcontrast and high-contrast conditions. Therefore, it remains to be tested whether the likelihoods and priors are the same or different between the two sessions. If the priors are the same between the two sessions, then swapping the priors of the two sessions should not cause a change in the goodness of fit to the data. We tested this. We used the priors that were estimated from the low-contrast data to predict the high-contrast data, and vice versa. In both cases, the goodness of fit of the model remained mostly unchanged (going from R 2 =0.97 to R 2 =0.95 for the high contrast data, and from R 2 =0.75 to R 2 =0.74 for the low contrast data). This finding suggests that the priors are nearly constant between the two sessions.
We also compared the parameters of the likelihoods and prior distributions for the two sessions directly with each other. For the group data, the variance of auditory likelihood was highly similar between the two sessions, whereas the variance of visual likelihood was much larger for the low-contrast session. These results confirm that these parameters are not some arbitrary free parameters fitted to the data, but indeed capture the notion of likelihood functions. The prior parameters, namely the probability of a common cause and the width of the prior over space were highly similar between the two sessions, suggesting that the priors were not different between the two sessions. In order to be able to test whether any of the differences between the parameters (albeit very small) are statistically significant, we fitted the model to the individual observers' data, and performed paired t-tests between the two sessions. The mean and standard errors of the four parameters across observers are shown in Fig. 9 . As can be seen, there is no statistically significant difference for the prior parameters or auditory likelihood between the two conditions. The only parameter which is significantly different (p<0.0005) is the visual noise (i.e., standardard deviation of visual likelihood), which is much higher in the low-contrast condition. Therefore, these results indicate that despite a large change in likelihoods, the priors remained the same, suggesting that priors are indeed independent of likelihoods.
Discussion and Conclusions
The results presented here altogether suggest that the brain uses a mechanism similar to Bayesian inference for combining auditory, visual and tactile signals; for deciding whether or not, to what degree, and how (in which direction) to integrate the signals from two or more modalities. It should also be noted that two important and very different auditory-visual illusions (Howard and Templeton, 1966; Shams et al., 2000) can be viewed as the result of one coherent and statistically optimal computational strategy. We discussed a model that allows for both common cause and independent causes and can account for the entire range of interactions among auditory, visual and tactile modalities. This model only implicitly performs causal inference. We also presented a special form of this general model, a hierarchical model that explicitly assumes that one of two causal structures gave rise to the stimuli, and makes explicit predictions about the perceived causal structure of the stimuli. While several previous studies have shown that human perception is consistent with a Bayesian observer (e.g., (Bloj et al., 1999; Stocker and Simoncelli, 2006; Weiss et al., 2002) , the demonstration of Bayes-optimality does not indicate that the priors and likelihoods are encoded independently of each other as is the general interpretation of Bayesian inference. We discussed results that provide evidence for the priors being independent of likelihoods. This finding is consistent with the general notion of priors encoding the statistics of the environment and therefore being invariant to the sensory conditions at any given moment. 
