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Abstract
We determine the Lusternik–Schnirelmann category of real Stiefel manifolds Vn,k and quaternionic Stiefel manifolds Xn,k for
n 2k which is equal to the cup-length of the mod 2 cohomology of Vn,k and the integer cohomology of Xn,k , respectively.
© 2007 Elsevier B.V. All rights reserved.
MSC: primary 55M30; secondary 57N60
Keywords: Lusternik–Schnirelmann category; Cellular decomposition; Stiefel manifold
1. Introduction
The Lusternik–Schnirelmann category cat(X) of X (L-S category for short) is the least number m such that there
is a covering of X by (m + 1) open subsets, each contractible in X. In this definition, cat(∗) = 0. Ganea [2] posed
problems concerning with the L-S category. The following problem is one of those in it:
Problem 1.1. Compute the L-S category of the familiar manifolds: Stiefel manifolds, Lie groups, etc.
The results concerning with Lie groups are summarized in Table 1 of [5]. In addition, cat(Spin(9)) and cat(SO(10))
are calculated in [4] and [3], respectively.
Next, we describe the known results about homogeneous spaces. Singhof [10] showed that
cat(G/T ) = (dimG/T )/2,
where G is a compact connected Lie group and T is a maximal torus of G. He [11] also showed that
cat(Wn,k) = k,
where Wn,k is the complex Stiefel manifold U(n)/U(n − k). Berstein [1] investigated the cup-length of the real
Grassmann manifolds O(n)/O(n− k)× O(k) and determined the cases that its L-S category is equal to its dimension
(see Section 2 for the definition of the cup-length). He also pointed out that
cat(M) = dimM/2
E-mail address: nishimoto@sw.kinwu.ac.jp.0166-8641/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.topol.2007.02.002
T. Nishimoto / Topology and its Applications 154 (2007) 1956–1960 1957for the simply connected Kähler manifold M . For example, the classical irreducible symmetric spaces of type
(A III) U(n+m)/U(n)×U(m),
(BD I) SO(n+m)/SO(n)× SO(m) for m> n = 2,
(C I) Sp(n)/U(n),
(D III) SO(2n)/U(n)
are Kähler manifolds. Per´ez [9] determined the L-S category of the real Stiefel manifold O(12)/O(7). Korbaš and
Lörinc [7] investigated the cup-length of the flag manifold O(n)/O(n1) × · · · × O(nq) for n =∑nj and determined
the L-S category for some cases. Mimura and Sugata [8] calculated the L-S category of the irreducible symmetric
spaces of type
(A I) cat(SU(n)/SO(n)) = n− 1,
(A II) cat(SU(2n)/Sp(n)) = n− 1.
Kadzisa and Mimura [6] calculated the L-S category of the real Stiefel manifolds Vn,k = O(n)/O(n − k) for n 
(k + 1)(k + 3)/4, if k is odd, and for n  (k + 2)2/4, if k is even, and the symplectic Stiefel manifolds Xn,k =
Sp(n)/Sp(n − k) for n (k2 + 4k − 1)/4, if k is odd, and for n k(k + 4)/4, if k is even, using some Morse–Bott
function.
In the paper, we calculate the L-S category of the real Stiefel manifolds Vn,k and the quaternionic Stiefel manifolds
Xn,k for n 2k using the following principle which is the method of computation of cat(Wn,k) used by Singhof [11].
Principle 1.2. We decompose a space X as a CW-complex. (If possible, the number of the highest dimensional cell
is 1.) Since the interior U0 of the highest dimensional cell is the categorical open subset, we construct a covering of
X moving the interior of the highest dimensional cell through the homeomorphisms gi of X.
X =
n⋃
i=0
giU0.
If X is a homogeneous space G/H , an element gi ∈ G can be regarded as the homeomorphism of G/H .
The following theorem is the main theorem.
Theorem 1.3. Assume that n 2k. Then we have
(1) cat(Vn,k) = k,
(2) cat(Xn,k) = k.
The result includes that of the real and quaternionic Stiefel manifolds of [6] except for the cases of X2j−1,j for
j  3.
Remark 1.4. In the proof, we construct the coverings of Vn,k and Xn,k by (k + 1) open subsets homeomorphic to the
open ball. Then we also obtain their strong L-S category.
Remark 1.5. If n < 2k, we can obtain cat(Vn,k) > k using the inequalities (2.1) and k < cupZ/2(Vn,k).
The paper is organized as follows: In Section 2, we recall the cellular decomposition of the Stiefel manifolds and
the cup-length. In Sections 3 and 4, we prove (1) and (2) of Theorem 1.3, respectively.
2. Preliminary
Let us recall known results on the cellular decomposition of the Stiefel manifolds which will be needed later
(see [12]).
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the equivalence relation of Sdn−1 × Sd−1 as follows:
(a, κ) ∼ (a′, κ ′) if and only if a′ = aλ, κ ′ = λ¯κλ
for some λ ∈ Sd−1 or κ = κ ′ = 1,
where λ¯ is the conjugate number of λ. The quasi projective space Qn is defined by
Qn = Sdn−1 × Sd−1/ ∼ .
It can be regarded as the subspace of G(n) = O(n),U(n),Sp(n), that is, there is the inclusion map
ι : Qn → G(n)
such that ι(a, κ) = (δij + ai(κ − 1)a¯j ) where a = t (a1, a2, . . . , an). It is obvious that ι(a, κ)a = aκ and ι(a, κ)b = b
if a⊥b. We call ι(a,−1) a reflection matrix and ι(a, κ) an extended reflection matrix. Note that Qn is homeomorphic
to RPn−1+ and ΣCPn−1+ for the case K = R and C, respectively. The CW-complex structure of Qn is given by
e0∗ ∪ ed−1 ∪ e2d−1 ∪ · · · ∪ end−1,
where em is an m-cell and e0∗ is a 0-cell which is the base point. These cells are regarded as those of G(n) through
the map ι. Then G(n) is the CW-complex consisting of the 0-cell e0∗ and the cells edj1−1 · edj2−1 · . . . · edjm−1 for
n j1 > j2 > · · · > jm  1. Let
π :G(n) → On,k = G(n)/G(n − k)
be the projection map. On,k is also the CW-complex consisting of the 0-cell π(e0∗) and the cells π(edj1−1 · edj2−1 · . . . ·
edjm−1) for n j1 > j2 > · · · > jm  n− k + 1. We denote the interior of a cell em simply by e˚m. We put
U0 = π(e˚dn−1 · e˚d(n−1)−1 · . . . · e˚d(n−k+1)−1) ⊂ On,k
which is a chart of On,k .
Let M(n,k,K) be the space of all n× k matrices over the field K. If n = k, we denote it by M(n,K). Any element
B in On,k = G(n)/G(n − k) for n 2k is regarded as an element in M(n,k,K)
B =
⎛
⎝
SB
QB
PB
⎞
⎠ ,
where SB ∈ M(n− 2k, k,K) and QB,PB ∈ M(k,K).
Lemma 2.1. For any element B ∈ On,k\U0, there is a non-zero element x ∈ Kk such that PBx = x and QBx = 0.
Proof. The assumption implies that B is included in some cell π(e˚dj1−1 · e˚dj2−1 · . . . · e˚djm−1) satisfying m< k.
Then there are extended reflection matrices Br ∈ e˚djr−1 with respect to some vectors br ∈ Kn such that
π(B1B2 . . .Bm) = B . Let {es} be the canonical basis of Kn. Since m + n − k < n, there is a vector v such that
v⊥br for 1  r  m and v⊥ es for 1  s  n − k. Since v⊥ es for 1  s  n − k, there is a vector x ∈ Kk
such that v = ( 0
x
)
where 0 ∈ Kn−k . Since B1B2 . . .Bmv = v, we have Bx =
( 0
x
)
. It means that PBx = x and
QBx = 0. 
Next we recall the cup-length
cupR(X) = max
{
m | u1u2 . . . um 
= 0 for some ur ∈ H˜ ∗(X;R)
}
.
It is well known that
cupR(X) cat(X). (2.1)
The mod 2 cohomology of Vn,k for n 2k is given by
H ∗(Vn,k;Z/2) = Λ(xn−k, xn−k+1, . . . , xn−1).
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H ∗(Xn,k;Z) = Λ(x4(n−k)+3, x4(n−k)+7, . . . , x4n−1).
Then we have cupZ(Xn,k) = k. Thus we obtain k as lower bound of cat(Vn,k) and cat(Xn,k) for n 2k.
3. L-S category of Vn,k for n 2k
In order to prove (1) of Theorem 1.3, it is sufficient to construct a covering of Vn,k using (k + 1) contractible open
subsets.
We define a map ϕR :Vn,k → M(k,C) such that ϕR(B) = PB + iQB . Let
Tθ =
⎛
⎝
En−2k 0 0
0 Ek cos θ Ek sin θ
0 −Ek sin θ Ek cos θ
⎞
⎠ ∈ O(n),
where Em is the identity matrix in M(m,R). The element Tθ acts on Vn,k :
TθB =
⎛
⎝
SB
QB cos θ + PB sin θ
−QB sin θ + PB cos θ
⎞
⎠ .
It is easy to see that ϕR(TθB) = eiθϕR(B) and T −1θ = T−θ . Let θ1, θ2, . . . , θk be different numbers satisfying 0 <
θm < 2π . We put θ0 = 0 and we define Um = TθmU0, which is a chart of Vn,k .
Lemma 3.1. For any element B ∈ Vn,k\Um, ϕR(B) has an eigenvalue eiθm .
Proof. If m = 0, then it follows from Lemma 2.1 that ϕR(B) has an eigenvalue 1. If m 
= 0, then ϕR(T −1θm B) =
e−iθmϕR(B) has an eigenvalue 1, since T −1θm B ∈ Vn,k\U0. It means that ϕR(B) has an eigenvalue eiθm . 
Suppose that Vn,k 
=⋃km=0 Um. Then there is an element B ∈ Vn,k\⋃km=0 Um =⋂km=0(Vn,k\Um). It follows from
Lemma 3.1 that ϕR(B) has (k + 1) eigenvalues eiθm for 0m k, which is a contradiction, since ϕR(B) has at most
k eigenvalues. Thus we obtain Vn,k =⋃km=0 Um and complete the proof of (1) of Theorem 1.3.
4. L-S category of Xn,k for n 2k
In order to prove (2) of Theorem 1.3, it is sufficient to construct a covering of Xn,k using (k + 1) contractible open
subsets.
Let c :M(k,H) → M(2k,C) be the complexification map
c(M) =
(
M1 −M¯2
M2 M¯1
)
,
where M = M1 + jM2, Mr ∈ M(k,C) and M¯r is the complex conjugate matrix of Mr . We define a map ϕH :Xn,k →
M(2k,C) such that ϕH(B) = c(PB)+ ic(QB). Let
Tθ =
⎛
⎝
En−2k 0 0
0 Ek cos θ Ek sin θ
0 −Ek sin θ Ek cos θ
⎞
⎠ ∈ Sp(n),
where Em is the identity matrix in M(m,H). The element Tθ acts on Xn,k :
TθB =
⎛
⎝
SB
QB cos θ + PB sin θ
−QB sin θ + PB cos θ
⎞
⎠ .
It is easy to see that ϕH(TθB) = eiθϕH(B) and T −1θ = T−θ . Let θ1, θ2, . . . , θk be different numbers satisfying 0 <
θm < 2π . We put θ0 = 0 and we define Um = TθmU0, which is a chart of Xn,k .
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Proof. First, we consider the case m = 0. We also denote by c : Hk → C2k the complexification map
c(x) =
(
y
z
)
,
where x = y + jz and y, z ∈ Ck . Lemma 2.1 implies that there exists x such that c(PB)c(x) = c(x) and c(QB)c(x) =
0. Then ϕH(B) = c(PB) + ic(QB) has the eigenvector c(x) for the eigenvalue 1. In a similar way, ϕH(B) has the
eigenvector c(xj) = (−z¯
y¯
)
for the eigenvalue 1, since PBxj = xj and QBxj = 0. It is easy to show that c(x) and c(xj)
are linearly independent. Then the dimension of the corresponding eigenspace is larger than or equal to 2.
Next we consider the case m 
= 0. Since T −1θm B ∈ Xn,k\U0, ϕH(T −1θm B) = e−iθmϕH(B) has an eigenspace for the
eigenvalue 1 of dimension  2. It means that ϕH(B) has an eigenspace for the eigenvalue eiθm of dimension  2. 
Suppose that Xn,k 
= ⋃km=0 Um. Then there is an element B ∈ Xn,k\⋃km=0 Um =⋂km=0(Xn,k\Um). It follows
from Lemma 4.1 that ϕH(B) has (k + 1) eigenvalues eiθm for 0  m  k and the dimension of each eigenspace is
larger than or equal to 2. The sum of the dimensions of the eigenspaces is larger than 2k, which is a contradiction.
Thus we obtain Xn,k =⋃km=0 Um and complete the proof of (2) of Theorem 1.3.
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