We study pseudo Leja sequences attached to a compact set in the complex plane. The requirements are weaker than those of ordinary Leja sequences, but these sequences still provide excellent points for interpolation of analytic functions and their computation is much easier. We also apply them to the construction of excellent sets of nodes for multivariate interpolation of analytic functions on product sets.
Introduction
Let K be a nonempty compact subset of the complex plane, and let (a n ) be a sequence of points in K . One says that (a n ) is a Leja sequence for K if the following extremal metric property holds true, |w n (a n )| = max z∈K |w n (z)|, n ≥ 1, where (1) w n = (· − a 0 ) · · · (· − a n−1 ), n ≥ 1.
way of computing the transfinite diameter of a compact set [13, pp. 78-79 and lemma 10].
The current interest in these sequences, however, originated from a later independent work of Franciszek Leja [18] who used them to reconstruct Green functions of (the complement in C of) regular polynomially convex compact sets. By regular compact set, we mean a nonpolar (i.e. of positive logarithmic capacity) compact set for which the Green function G K extends to a continuous function on the whole plane. Recall that K is polynomially convex if K = {z : |p(z)| ≤ p K for all polynomials p}. With the above assumptions on K , Leja sequences furnish excellent points for polynomial interpolation of analytic functions. Namely, the Lagrange interpolation polynomial L[a 0 , . . . , a n ; f ] at the n + 1 nodes a 0 , . . . , a n , of a function f analytic in a neighborhood of K -we write f ∈ A (K )-converges uniformly (and geometrically fast) to f on K as n goes to ∞. A sequence of interpolation points satisfying such a property is said to be extremal for K . Using the classical notation for divided differences, the Newton series expansion of f ,
f [a 0 , . . . , a n ]w n ,
actually converges on every compact set
to which f extends analytically. In particular, Newton's basis (w n ) associated with an extremal sequence forms a topological basis of the space A (K ) endowed with its standard topology.
Fekete points are other well-known excellent points for polynomial interpolation. They are defined in a similar fashion. A subset of n + 1 points b n 0 , . . . , b n n in K is said to form a Fekete set of order n if its points maximize the product of their mutual distances on K , that is, 
where VDM denotes the vandermondian of the z i 's, VDM(z 0 , . . . , z n ) = 0≤i< j≤n
The main difference between Leja and Fekete points is that the latter form an array rather than a sequence. When we go from n to n + 1, we get n + 2 new Fekete points whereas we get only one new Leja point. Working with sequences rather than with arrays has two obvious advantages. From a theoretical point of view, sequences give rise to polynomial bases of A (K ), and from a computational point of view, we may use calculations made to get L[a 0 , . . . , a n ; f ] in the case where we need to compute L[a 0 , . . . , a n+k ; f ]. Our main interest in Leja sequences here came from a third, less known advantage: they enable one to construct extremal sets of interpolation points for multivariate Lagrange interpolation on cartesian products of planar sets. We shall explain this in details in Sect. 5. Unfortunately, although it is readily seen that every compact set (containing at least two points) admits infinitely many Leja sequences, it is in general impossible to compute Leja (or Fekete) points, except for a very small value of n. Explicit expressions of the n-th element of a Leja sequence seem to be currently available only in the case of disks, see Sect. 3 .
In this paper, we study a class of sequences obtained by weakening the definition of Leja sequences. We shall no longer look for a point a n satisfying |w n (a n )| = max z∈K |w n (z)| as in (1) but rather M n |w n (a n )| ≥ max z∈K |w n (z)|,
where (M n ) is a sequence of moderate growth, and in the best case, a positive constant greater than 1, see Definition 1. We shall see that such pseudo Leja sequences still provide extremal sequences for polynomial interpolation, and at the same time, interesting information can be obtained, including explicit examples, without much difficulty. In contrast with the classical case, such sequences can be rather easily computed. Our algorithm enables one to compute the first n points of a pseudo Leja sequence for many reasonable (finitely connected) compact sets. We use a natural discretization process which, as far as we know, goes back to Saff and Totik [26, Section 5.1]. The main difference here lies in our use of the notion of admissible meshes and weakly admissible meshes recently introduced in [10] . Many of our results readily extend to the weighted case as long as we work with compact sets and bounded weights. The application to multivariate Lagrange interpolation is given in the last section. We tried to provide there enough details to be accessible to nonspecialists in multivariate polynomial approximation.
For results on Leja sequences and various fields of applications, we refer to [3, 12, 25] , and the references therein. Of particular interest is [3] where the authors constructed efficient sequences that they called fast Leja sequences (mainly in the case of an interval) by selecting points over carefully chosen sets of interlacing points. It would be interesting to know whether such fast Leja sequences are examples of our pseudo Leja sequences.
We shall assume that the reader is familiar with the basic notions of potential theory. An excellent reference is the book of Ransford [24] . We shall mainly use three objects attached to a compact subset K : the Green function G K that we already mentioned, the logarithmic capacity C(K ) and the various ways of obtaining it (as the transfinite diameter, the Chebyshev constant, or the conformal radius of K ), and the equilibrium measure μ K .
Notation. D(z, r ) denotes the closed disk of center z and radius r . The open disk is denoted by Int D(z, r ); C(z, r ) is the circle of center z and radius r .
Pseudo Leja sequences

Definition
We assume that K is a polynomially convex compact subset of C. Recall that a sequence of real numbers (M n ) is said to be of subexponential growth, if
Some say polynomial growth instead of subexponential growth.
Definition 1 Let (a n ) be a sequence of points in K and (M n ) a sequence of subexponential growth with M n ≥ 1, n ∈ N. We say that (a n ) is a pseudo Leja sequence of Edrei growth
No condition is set on the first point (apart from being an element of K ). Every pseudo Leja sequence of Edrei growth M n is also of Edrei growth M n whenever M n ≤ M n . An ordinary Leja sequence is a pseudo Leja sequence of Edrei growth 1. In view of the maximum principle, the elements of genuine Leja sequences necessarily lie on the boundary of K . This is no longer true in the case of pseudo Leja sequences. The points need not be on the boundary and it is even readily seen that if K is a compact set of nonempty interior int(K ) such that K = int(K ), then we may construct pseudo Leja sequences with no point at all on the boundary.
It is also worth noting that pseudo Leja sequences are invariant under an affine map L : z → az + b, that is, (a n ) is a pseudo sequence of Edrei order M n for K if and only if (L(a n )) is a pseudo Leja sequence of the same Edrei growth for L(K ).
Asymptotic behavior
The following theorem gives the property of pseudo Leja sequences most important to us. The proof requires only a slight adaptation of the classical one.
Theorem 1 Let K be a nonpolar, polynomially convex, compact set in the plane. If (a n ) is a pseudo Leja sequence of any Edrei growth and if μ n denotes the probability measure obtained by assigning a mass of 1/(n + 1) to every a i with 0 ≤ i ≤ n, that is,
where [a i ] denotes the Dirac measure on a i , then the sequence (μ n ) converges weak-to the equilibrium measure μ K of K ,
Observe that any assumption of the regularity or of the growth of M n (apart from Eq. 8) is not necessary in the above theorem.
This result has two classical consequences.
(a n ) is an extremal sequence for Lagrange interpolation of analytic function on K .
It is well known that the fact that Theorem 1 implies (1) is an easy consequence of Riesz's representation of Green functions. Details can be found e.g. in [6] . That (1) implies (2) is the classical Kalmar-Walsh theorem (see [31, 28, 16] ). Observe that the weak convergence of μ n to the equilibium measure is a necessary condition for (a n ) to be extremal only in the case where the points are required to lie on the boundary of K . In the general case, the necessary condition is more complicated; the balayage on ∂ K of the limit of any converging subsequence of μ n must be equal to the equilibrium measure, see [7, corollary 1] . The balayage on ∂ K of a positive measure μ supported on K is the unique positive measure b(μ) supported on ∂ K such that ∫ f dμ = ∫ f db(μ) for every function f continuous on K and harmonic on the interior of K , see [7, proposition 1] . Now, Theorem 1 is a consequence of the following proposition. 
Theorem 2 Under the same assumptions as in Theorem 1, we have
On the other hand, we have
Since, by the definition of a pseudo Leja sequence of Edrei growth M n
where m k (K ) is the lower bound of max z∈K | p| when p runs among the monic polynomial of degree k, it follows that 
from which we readily deduce that
and this achieves the proof of (12 
(B) A pseudo Leja sequence is necessarily very chaotic. Since the support of μ K is the boundary of K , every point there must be a limit point of (a n ). Phung Van Manh [19] showed us an example of pseudo Leja sequence of increasing Edrei growth for the unit disk with a limit point at the origin. We do not know whether the same phenomenon may occur in the case of pseudo Leja sequences of constant Edrei growth. (C) Relation (11) is weaker than the property of being a pseudo Leja sequence. Indeed, it is easy to find a sequence satisfying (11) without being a pseudo Leja sequence. Here is a way of constructing such a sequence. Let (a n ) be an ordinary Leja sequence for K . We inductively define a sequence (b n ) as follows: b 0 = a 0 , and for n ≥ 0, b n+1 = a n+1 if n + 1 is not a square, otherwise b n+1 is chosen close enough to b n to have
But the definition of (b n ) ensures that it is not a pseudo Leja sequence. (D) One might be surprised that the relatively weak assumption on M n enables one to recover the equilibrium measure. Theorem 1, however, does not give quantitative results. For efficient practical computations, we must have good results for a relatively small n. This cannot be achieved if the numbers M n are very big for small n, simply because, in this case, the conditions on the first points a n are very weak. Apart from that, numerical evidence suggests that slowly growing M n provides a rapid convergence to the equilibrium measure. We may also notice that, in Theorem 4 below, the growth of M n has a very limited influence on the estimate. In any case, in practice, we shall only look for pseudo Leja sequences of constant or slowly increasing Edrei growth. (E) The property of being an extremal sequence does not imply a good behavior of the Lebesgue constant (see 4.2 for a Definition). Thus, there is a strong difference between the interpolation of analytic functions and the interpolation of differentiable functions. Taylor and Totik [29] recently showed that genuine Leja sequences of many plane compact sets have a Lebesgue constant of subexponential growth, thus answering positively a question posed many years ago in [6] . It seems that the argument given by Taylor and Totik works as well without change in the case of our pseudo Leja sequences of constant growth (M n = M > 1) but we shall not discuss this question further here.
On the distribution of pseudo Leja sequences
We give two elementary estimates on the distribution of the points of a pseudo Leja sequence. Both of them rely on the Markov inequality satisfied by the compact set, and they suggest that the sequence (M n ) has a relatively limited influence on the distribution of the points. We say that a (polynomially convex) compact set K is a (δ, r ) compact set if the following Markov inequality holds true
for all polynomials p. The number r is the exponent and the number δ the constant of the Markov inequality (13) . A compact set satisfying such an inequality is not polar, see [4] . A universal Markov inequality for connected compact sets is recalled in the following subsection 4.3. From (13) , one readily deduces a bound for the other derivatives,
Theorem 3 Let K be a (δ, r )-compact subset of C and (a n ) a pseudo Leja sequence of Edrei growth (M n ) for K . We have
Now, using Markov's inequality (14) to estimate |w
When K is a (δ, r ) convex set, using the mean value theorem instead of a Taylor expansion, we obtain a slightly more precise inequality. Namely,
Clearly, having constructed the first d points of a pseudo Leja sequence of Edrei growth (M n ), there are many candidates for a d . The following observation gives a measure of the set of all possible a d . It would also provide another way to arrive at one of the algorithms given later.
Theorem 4 Under the assumptions of Theorem 3 , there exists a closed disk D of radius
Using again the iterated Markov inequality (14) and the Taylor expansion of w d at z 0 , we obtain
Since
Since (2 − e μ ) = 1/M d , the estimate is established.
Explicit pseudo Leja sequences
Leja sequences on disks
In [3] , the authors mention without proof that if K = D(0, 1) then a Leja sequence for which e 0 = 1 is given by
In particular, the 2 s first points form a complete set of roots of unity of degree 2 s . There are probably few, if any, other classes of compact sets for which explicit computable expressions can be expected. For the convenience of the reader, we give a proof of this result. We actually give a description of all the Leja sequences of the disk. In view of the invariance under affine maps recalled in Sect. 2.1, we may limit ourselves to the sequences of the unit disk satisfying a 0 = 1. The k-th section of (a n ) is the finite sequence
Theorem 5
The structure of a Leja sequence (a n ) of the unit disk with a 0 = 1 is given by the following rule. The underlying set of the 2 n -th section consists of the 2 n -th roots of the unity, and if the 2 n -th section is known, then the 2 n+1 section is
where ρ is any solution of z 2 n = −1 and b 2 n is the section of a Leja sequence for the unit disk with b 0 = 1.
Proof The proof is by double induction. The result is obviously true when n = 0 for the 2-nd section of a Leja sequence with a 0 = 1 is (1, −1). We assume that {a k : k < 2 n } is the set of the 2 n -th roots of unity, and we prove that a 2 n+1 is as claimed in (24) which, in turn, readily implies that the underlying set of the 2 n+1 -st section consists of the 2 n+1 -st roots of unity. This is the induction step on n. Thus, setting m = 2 n , we must show that
The proof of this claim is by induction on k.
A) The case k = 0. We look for a point a m on the unit disk that maximizes
where the second equality comes from the induction hypothesis on n. Thus, any of the 2 n roots of the equation z 2 n = −1 can be chosen as a m . Let us call ρ the particular root we choose so that a m = ρ = ρb 0 with b 0 = 1. This proves (25) in the case k = 0. B) Let now 0 ≤ k < 2 n − 1. We assume that a m+ j = ρb j for j = 0, . . . , k where the 
Let us write
To prove our claim, we just need to check that the complex number b k+1 defined above does satisfy
By definition, a m+k+1 must be chosen in order to maximize the following quantity on the unit circle,
However, by the induction hypothesis on n, the numbers a 0 , . . . , a m form a complete set of 2 n -th roots of unity. Thus,
On the other hand, by the assumption hypothesis on k, we have a m+ j = ρb j , 0 ≤ j ≤ k. Thus, Eq. (28) reduces to
Now, observe that the rotation z → ρz leaves the unit disk invariant. This yields
where we used the fact that ρ 2 n = −1 and the definition of W k given in (27) . Here, both factors on the right-hand side attain their maximum on the subset {z 2 n = 1}, and on this subset, the second factor is constant. Hence,
To say that |W k | attains its maximum on {z 2 n = 1}, we needed the fact that, by induction hypothesis, the b i 's are Leja points of rank not greater than 2 n − 1. The computation described previously shows that if a m+k+1 maximizes max |w m+k (z)|, then b k+1 = a m+k+1 /ρ maximizes max |z|=1 |W k (z)| as was to be proved.
Corollary 1
Let N n denote the number of 2 n -th sections of Leja sequences for the unit disk satisfying a 0 = 1. We have
Proof Let L n := log N n . We deduce from (24) that N 1 = 1 and
The smallest singularity of f is 1/2, and the result follows.
A more precise analysis would give an asymptotic formula for N n . Here, we shall only observe that the number obtained is quite big and it would be interesting to study whether some Leja sequences have computational advantages over others.
Corollary 2 A particular Leja sequence is
given by a 0 = 1, a 1 = −1, and
This Leja sequence is the sequence (e n ) defined in (23) .
Proof We sketch a proof of the second part. We show that if m = 2 n + t with t ∈ {1, . . . , Proof This is because, under the assumption on K , the equilibrium measure μ K is given by φ * dθ , that is,
There is a short approximation theoretic argument that shows the relation μ K = φ * dθ . It is well known, see e.g. [16] , that under the assumption on K , the Lagrange interpolation polynomials of any analytic function on a neighborhood of K at the Fejer points
converge to f uniformly on K . Since the points are located on the boundary of K , this implies that
A similar argument shows that if K and K are two nonpolar polynomially convex compact subsets of the plane and if 1. (a n ) is a pseudo Leja sequence on K and 2. φ is the conformal mapping of the exterior of K to the exterior of K extends to a homeomorphism from ∂ K onto ∂ K then φ(a n ) is an extremal sequence for K . This construction provides many explicit examples of extremal sequences. However, since, as shown in 2.3 (C), an extremal sequence is not necessarily a pseudo Leja sequence, the question remains to find explicit pseudo Leja sequences. The next result provides such a result with a stronger assumption on K . We actually show that the image of a Leja sequence for the unit disk under some conformal mappings is a pseudo Leja sequence. Our result relies heavily on some classical works of Alper. The sequence (φ(e n )) where (e n ) is the Leja sequence defined in (23) and φ is a conformal mapping was first studied and applied to the resolution of complex linear systems by iterative methods by Fischer and Reichel ([15] , [14] ). Let us finally mention that if the boundary of K is sufficiently regular, Fejer points that we mentioned above are known to be close, in a certain sense, to Fekete points for K , see [21] and [22] . Finally, we mention that the Lebesgue constant of Leja sequences for the disk and of their images by conformal mappings are studied in [11] .
Pseudo Leja sequences on some Jordan curves
Let be a smooth Jordan curve. We denote by θ(s) the angle between the tangent at (s) and the positive real axis where s is the arc length parameter, thus θ(s) = arg( (s)). One says that is Alper-smooth if the modulus of continuity ω of θ satisfies
This notion was introduced in [1] and further used in [2] which we use later, see also [17] . Twice continuously differentiable Jordan curves are Alper-smooth. Indeed, in that case, the function θ(s) is continuously differentiable so that ω(x) = O(x) and the condition is satisfied.
Lemma 1 If r 0 , . . . , r n−1 is a complete set of n-th roots of unity and h is a continuous function of total variation V < ∞ on the unit circle, then
Proof Here, the order of the points does not matter and we may freely assume that r j =: exp(2i jπ/n). Since, moreover, the total variation V is the sum of the variation V j on the intervals [2 jπ/n, 2( j + 1)π/n], j = 0, . . . , n − 1, the rough estimate V j ≥ |h(e it ) − h(e 2i jπ/n )| yields the classical estimate of the lemma.
Lemma 2
Let (a n ) be a Leja sequence for the unit disk with a 0 = 1, and let h be a continuous function of total variation V < ∞ on the unit circle. If n = k j=0 j 2 j with j ∈ {0, 1} for j = 0, . . . , k − 1 and k = 1, then we have
where
Proof The result is true for n = 1 as follows from the previous lemma. We assume that the result is true for every n ≤ 2 k and prove it for every m between 2 k + 1 and 2 k+1 . If m = 2 k+1 , then, in view of Theorem 5, {a 0 , . . . , a m−1 } forms a complete set of 2 k+1 -th roots of unity and lemma 1 gives the result. Now, if
where the last inequality is again a consequence of lemma 1. We now concentrate on the right-hand term. In view of Theorem 5, we have
where the b i 's are the 2 k first terms of a Leja sequence starting from 1 and ρ = a 2 k satisfies ρ 2 k = −1. The function h ρ : z → h(ρz) has same integral and same total variation as h on the unit disk. Moreover, we have m −2 k ≤ 2 k . Hence, we may apply the induction hypothesis with h ρ and the Leja sequence (b n ) to get
The relations (39) and (40) now imply
which is the claimed relation for m and this finishes the proof of the lemma.
Theorem 6 Let K be a compact set whose boundary is an Alper-smooth Jordan curve. Let φ be the conformal mapping of the exterior of the unit disk on the exterior of K . If (a n ) is a Leja sequence for the unit disk, then (φ(a n )) is a pseudo Leja sequence for K of Edrei growth c 2 n where
and A is a positive constant depending only on K .
Observe that since k j=0 j ≤ log 2 (n + 1), we have c n ≤ (n + 1) A/ log 2 .
Lemma 3
Under the assumptions of Theorem 6, for any w on the unit circle and n ∈ N * , we have
Proof The proof is an adaptation of the reasoning used on pp. 48-49 of [2] . Fix w with |w| = 1. Put
We first examine 
Our next claim is that t → f (e it ) is a function of bounded variation. It is proved in [1] that if the boundary of K is an Alper-smooth Jordan curve, then there exists a constant A independent of w such that
Consequently, log
is a function of total variation bounded by A (as a function of t ∈ [0, 2π)). Therefore, so is its real part f (e it ). Lemma 2 and (43) now give
Hence,
which implies inequality (41).
Proof (Proof of Theorem 6)
Using first the upper bound, then the lower bound given by lemma 3, we obtain for n ≥ 0,
We used the fact that (a n ) is a Leja sequence for the unit disk at the second line.
Computing pseudo Leja sequences
Weakly admissible meshes
We say that a sequence of sets A n , n ∈ N,is a weakly admissible mesh for K if the following two conditions are satisfied.
1.
A n is a finite subset of K .
2. There exists a sequence (M n ) of subexponential growth (as n → ∞) such that, for every polynomial p of degree at most n,
The sequence (M n ) is referred to as the growth of the mesh (A n ). Such meshes were recently introduced in [10] (with the supplementary requirement that the cardinality of A n is also of subexponential growth as n → ∞). In the case where the sequence M n is bounded by M, we say that (A n ) is an admissible mesh of parameter M. For another recent use of weakly admissible meshes in multivariate polynomial approximation, we refer to [8] .
Proposition 1 Let (A n ) be a weakly admissible mesh of growth (M n ).
We define inductively a sequence (a n ) as follows. We take a 0 ∈ K , and for d ≥ 1, we select a d ∈ A d such that
where, as usual, a d−1 ) . Then, the sequence (a n ) is a pseudo Leja sequence of Edrei growth (M n ) for K .
Proof It suffices to observe that since deg w d = d, in view of (52), we have
This proposition reduces the problem of computing a pseudo Leja sequence for K to that of constructing a weakly admissible mesh. The algorithm consists merely in computing w d (A d ) and selecting an element of A d for which the maximum is attained. To avoid an excessive computational cost, it is clearly desirable to keep the cardinality of A n as small as possible. In the following paragraph, we show how to construct weakly admissible meshes with few elements for a restricted but important class of compact sets including all polygons. In the next one, we show how to construct admissible meshes for a very general class of compact sets. The cost is much more expensive but still acceptable, at least if we require a reasonable number of points. Let us observe that in practice, it rapidly becomes impossible to compare the values in |w d |(A d ), simply because the values of the factors are too close to 0. An easy way out is to compute log
Constructing weakly admissible meshes
First, recall that the Lebesgue constant d of a set of d + 1 distinct interpolation points
From the Lagrange interpolation formula, we have, for every polynomial p of degree d,
Thus, if, for every d ≥ 0, we know a set of interpolation points A d with small Lebesgue constant, then (A d ) will provide a weakly admissible mesh for K .
Here is a list of compact sets for which we know a set of interpolation points A d whose Lebesgue constant grows minimally, that is, like log d. C(a, r ) (or a closed disk D(a, r ) ).
A circle
3. More generally, a compact set bounded by an Alper-smooth Jordan curve,
see [2] , where φ is as in theorem 6. Actually, weakly admissible meshes can be readily constructed for any compact which is a (not necessarily disjoint) union of compact sets of the above types. Indeed, this follows from the fact that if (A d, j ) is a weakly admissible mesh for 
Constructing admissible meshes on a general compact set
We now explain how to construct an admissible mesh for a very general compact set K . We follow the construction given in [10] paying more attention to the parameters of the mesh. We need to use a precise Markov inequality. We refer to Sect. 2.4 for the notation.
Theorem 7 (Pommerenke [20]) Every compact connected subset K in the complex plane is a (e/(2C(K )), 2) compact set.
Many important compact sets do have a Markov inequality of exponent smaller than 2. However, as far as we know, most authors concentrate on the exponent and a corresponding constant δ in general is difficult to estimate. In fact, Pommerenke's result is particularly useful for it requires very little information about E. Since, for a connected compact set, 
Then, the sets
form an admissible mesh of parameter M for K . Here, 1/ f n denotes the smallest integer greater than 1/ f n .
As described earlier, since the union of admissible meshes A j n of parameter M for compacts K j , j = 1, . . . , s, is itself an admissible mesh of parameter M for ∪ r j=1 K j , we may construct admissible meshes for any compact sets which is a finite union of compacts sets satisfying the conditions of Proposition 2.
Proof We must prove that if p is a polynomial of degree ≤ n, then 
Here, the parameters needed to use proposition 2 are D = 2 and
the later inequality coming from the fact that the disk of center a = 1 and radius ρ = 1 lies within κ. Numerical experiments show that points are denser on the opposite side of the cusp and near, but away, on both sides of the cups. (C) In Fig. 2 , we show pseudo Leja points on the union K 2 of the two overlapping disks D(0, 3/2) and D(1 + i, 1) using again proposition 1 with
The weakly admissible mesh A n (K 2 ) contains many points in the interior of K 2 . The theory tells us that a pseudo (10 4 equispaced points) . The results suggest that the value of the Edrei coefficient (growth) plays a limited role even in the distribution of the first points. This is in accordance with the estimates given in subsection 2.4. In the particular case of the function f above, the best Edrei growth provides a better approximation only for a very small number of interpolation points. On the other hand, the choices M = 1.01 and M = 1.5 induce a much higher computational cost. Observe that, as expected (see Theorem 1 and its second consequence), in every case, we obtain a nearly optimal precision, that is, close to (1/R) (n−1) where n is the number of points (for instance, for n = 250, (1/R) (n−1) ≈ 1.6 10 −11 ).
Multivariate Lagrange interpolation
where the d + 1 points a i j are pairwise distinct. We define a subset A of C N depending on (A 1 , . . . , A n ) by setting A = {a α := (a 1,α 1 , a 2,α 2 , . . . , a N ,α N of A 1 , . . . , A N . References on Biermann products can be found in [9] where a generalization is studied.
The main application of our pseudo Leja sequences stems from the following theorem which shows that they enable one to construct extremal sets for multivariate Lagrange interpolation of analytic functions. The use of Corollary 3 or Theorem 6 actually provides explicit theoretical examples while the method given in Sect. 4 gives a way of computing such points in rather general cases, see the examples below. The classical case of Leja sequences was first established by Siciak [27] . The proof extends to the case of our pseudo Leja sequences. We shall sketch it for the convenience of the reader and to emphasize the importance of working here with sequences rather than with arrays. 
We define
For every function f analytic on a neighborhood of
we have
The speed of convergence is actually geometric and maximal, that is, asymptotically equal to the speed provided by polynomials of best uniform approximation,
This follows from a careful look at the proof below or from a general result on approximation by polynomial projectors, see [7, Theorem 7] .
Proof of theorem 8
For sake of notational simplicity, we prove the result in the bivariate case only. Let d ≥ 0 and let us write
where as usual
Since the polynomials w α , |α| ≤ d, form a basis of the space of polynomials of degree at most d, there exist coefficients To establish the convergence of this series, we need an integral formula for the coefficients D α ( f ), and to obtain this formula, we first establish an expression for the interpolating polynomial of a product function. 
Lemma 5 If f
and this is because when α 1 + α 2 > d and i + j ≤ d then α 1 > i or α 2 > j so that, for every α, at least one of the two factors in each term of the sum (67) vanishes at (a 1i , a 2 j ). For a more detailed treatment (in a general case), the reader may consult [9] . Now that (66) is established, comparison with (64) yields 
Now, applying the lemma to the Cauchy kernel and using a classical result on divided differences, we obtain − a 2, j ) .
The continuity of D α as a function of f and the bivariate Cauchy formula on the K 1r × K 2r ,
where z 1 (resp. z 2 ) lies in the interior K 1r (resp.K 2r ), give
Here, we chose r > 1 small enough to have f analytic on a neighborhood of K 1r × K 2r where K i r denotes the level set of the Green function of K i as defined in (4) . We denoted by ∂ K ir the finite number of disjoints Jordan curves that form the boundary of K ir . Now, we take (z 1 , z 2 ) on ∂ K 1r × ∂ K 2r where r < r will be fixed later and such that r + < r − . Since the sets of all the points a α is easily seen to be a set of uniqueness for functions analytic on a neighborhood of K , we must have F = f and this completes the proof of the theorem. Examples of multivariate interpolation points given by the method discussed here as well as further univariate illustrations and codes for computing pseudo Leja points are available from the authors.
