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Note on the Ruijsenaars-Schneider model.
V.Vakulenko
Abstract. We study vector bundles with some additional structures on an elliptic curve and show
how there are related to the elliptic Ruijsenaars-Schneider model.
0. Introduction.
Section 1 is a brief review of some known facts on theta-functions, elliptic solutions
of the Yang-Baxter equation and so on.
In section 2 we obtain an interpretation of the matrix of intertwining vectors as a
map between some vector bundles on elliptic curve. It gives the possibility to see that
the factorized Sklyanin-Hasegawa L-operator (more precisely, it’s ”classical” part) is
connected with the certain diagrams. This diagrams are very similar to that used in
works of Drinfeld, where it is called F -sheaves. Although our diagrams doesn’t coincide
with F -sheaf we show that properties of F -sheaves has an analogues in our situation.
Also we discuss how quantum factorized L-operator may arise.
In section 3 we show that diagrams, studied in this article, (let us call them f -
sheaves) are naturally connected with the Ruijsenaars-Schneider model. We calculate
Backlund transformations in the RS model and all demanded properties, listed in [KS],
are naturally appear.
Note that geometric sense of L-operators for Calogero-Moser models was discussed
in [ER],[N].
1.Here we collect some useful facts and formulas. The theta-function theory are con-
tained in [Fay],[Mu]. For the elliptic R-matrix, factorized L-operators see the reference
list in [H2].
The theta-function with characteristics is
θ
[
a
b
]
(z, τ) =
∑
n∈Z
exp (πi(n+ a)2τ + 2πi(n + a)(z + b)) (1)
where a, b are rational numbers,τ ∈ C, Imτ > 0.
For n ∈ Z>0 and j ∈ Z/nZ we put
θ(j)(z, τ) = θ
[
1
2
− j
n
0
]
(z +
1
2
, nτ) (2)
θj(z) = θ
[
1
2
− j
n
0
]
(n(z +
1
2
), nτ) (3)
and let
θ(z) = θ
[
1
2
1
2
]
(z, τ). (4)
Then Belavin’s R-matrix is [RT]
R(z)iji′j′ = δi+j,i′+j′
θ(i
′−j′)(z + η)
θ(i′−i)(η)θ(i−j′)(z)
∏n−1
k=0 θ
(k)(z)∏n−1
k=1 θ
(k)(0)
(5)
1
where η ∈ C is a parameter.
Let ǫi, i = 1, ...n be an orthonormal basis vectors in an n-dimensional vector space:
< ǫi, ǫj >= δi,j ,C
n = ⊕ni=1Cǫi. Put ǫ¯i = ǫi − 1n
∑n
k=1 ǫk. Then for λ ∈ Cn
φ(z)λ+ηǫ¯kλ,i = θi(
z
n
− < λ, ǫ¯k >)/
√−1η(τ) (6)
are called intertwining vectors [Bax],[JMO]. Here η(τ) is the Dedekind eta-function
η(τ) = exp(πiτ/12)
∞∏
m=1
(1− exp 2πiτ).
The matrix inverse to φ(z) is denoted by φ¯(z)λ+ηǫ¯k ,jλ .
n∑
i=1
φ(z)
λ+ηǫ¯k′
λ,i φ¯(z)
λ+ηǫ¯k ,i
λ = δk,k′,
n∑
k=1
φ(z)λ+ηǫ¯kλ,i φ¯(z)
λ+ηǫ¯k ,i
′
λ = δi,i′ . (7)
There is the useful formula
n∑
i=1
φ¯(z)µ+ηǫ¯k ,iµ φ(z + u)
λ+ηǫ¯k′
λ,i =
=
θ(z + u
n
+ < µ, ǫ¯k > − < λ, ǫ¯k′ >)
θ(z)
∏
l 6=k
θ(u
n
+ < µ, ǫ¯l > − < λ, ǫ¯k′ >)
θ(< µ, ǫ¯l > − < µ, ǫ¯k >) (8)
which follows from the determinant formula
det(θi(zj))i,j=1,...n = (−1)n−1 θ(
∑
j zj)√−1η(τ)
∏
i<j
θ(zj − zi)√−1η(τ) (9)
Note also the following property of the matrix φ(z):
det(φ(z)λ+ǫ¯kλ,i )i,k=1,...n = (−1)n−1
θ(z)√−1η(τ)
∏
i<j
θ(λi − λj)√−1η(τ) (10)
In [S] for n = 2 and in [H1] for any n L-operator intertwined by Belavin’s R-matrix
was found
L(z)ji =
n∑
k=1
φ¯(z)λ+ηǫ¯k ,jλ φ(z + ση)
λ+ηǫ¯k
λ,i T¯k (11)
where λ ∈ Cn, σ ∈ C is arbitrary and
(T¯kf)(λ) = f(λ+ ηǫ¯k)
Also we need some properties of the function θ(z). Let
Φz(x) =
θ(z + x)
θ(z)θ(x)
ζ(z) =
θ′(z)
θ(z)
(12)
The functional relation for Φz(x) is
Φz(x)Φz(y) = Φz(x+ y)(ζ(z) + ζ(x) + ζ(y)− ζ(z + x+ y)) (13)
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An elliptic form of the Lagrange interpolation formula is
N∏
i=1
θ(z − xi)
θ(z − yi) =
N∑
i=1
(ζ(z − yi)− ζ(x− yi))
∏N
j=1 θ(yi − xj)∏
j 6=i θ(yij)
(14)
when
∑N
i=1(xi − yi) = 0. Here x is any of xi.
Note also the useful relation
N∑
i=1
∏N
j=1 θ(yi − xj)∏
j 6=i θ(yij)
= 0 when
N∑
i=1
(xi − yi) = 0. (15)
2.Let X be an elliptic curve with periods 1, τ . Here we recall some general facts
about vector bundles on elliptic curve.
The description of the set of semistable bundles of rank r and degree d on an elliptic
curve depends crucially on arithmetic properties of r and d. If r and d are coprime (r, d) =
1, then such semistable bundles are parametrized by the elliptic curve itself. Then
(r, d) = 0 the moduli space of semistable bundles is isomorphic to SrX-r-th symmetric
power ofX . This cases will be most important for us. For example, generic vector bundle
of rank n and degree zero is equivalent to ⊕ni=1OX(Pi−P0), where P0, Pi ∈ X, i = 1, ...n
and we fix P0 by z(P0) = 0.
An elementary modification of the bundle F at the point P ∈ X is the vector bundle
E of the same rank (but another degree) which is isomorphic to F everywhere except
the point P . Namely there is the exact sequence
0 −→ F −→ E −→ Q −→ 0
where Q is the skyscraper sheaf with support at the point P . If the kernel of the map
F|P −→ E|P is one-dimensional the determinant of the map F −→ E has precisely one
zero on the curve X . Due to (10) the determinant of φ(z) also has precisely one zero
and this is not accidential. We show that the matrix of intertwining vectors coincide
with the matrix of an elementary modification of a some vector bundle. We explicitely
describe this modification using Fourier transform [Muk].
Namely, let p1, p2 are corresponding projections X
p1← X × X p2→ X to the first and
second factors and P is the Poincare line bundle on X ×X
P = p∗1OX(−P0)⊗ p∗2OX(−P0)⊗OX×X(∆),
∆ ⊂ X×X is the diagonal. Then if F is a coherent sheaf on X it’s image under Fourier
transform is by definition RT (F) = Rp2∗p∗1(P ⊗ F).
Let Pλ1 , ...Pλn be the points ofX , z(Pλi) = λi, i = 1, ...n and L1,n = OX(Pλ1+...+Pλn)
is the line bundle of degree n. Consider the exact sequence
0 −→ OX −→ L1,n ev−→ ⊕ni=1L1,n|Pλi −→ 0
and applying to them Fourier transform we get
0 −→ p2∗p∗1(L1,n ⊗P) iα−→ ⊕ni=1p2∗p∗1(L1,n|Pλi ) −→ R1p2∗P −→ 0
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The sheaf R1p2∗P is a scyscraper sheaf with support at the point P0, Fn,−1 =
p2∗p
∗
1(L1,n ⊗ P) and En,0 = ⊕ni=1p2∗p∗1(L1,n|Pλi ) are vector bundles of rank n and de-
grees −1 and 0. Note that En,0 = ⊕ni=1O(Pλi−P0) and the fiber of the bundle Fn,−1 over
the point Pz is
Fn,−1|Pz = ⊕ni=1Cθi(
∑n
j=1 λj + z
n
− x) (16)
where x ∈ X1, z ∈ X2.
The map iα is simply the the sum of the evaluations at the points Pλk and sends a
section s(x) =
∑n
i=1 aiθi(
∑
λj+z
n
− x) to the column (s(λ1), ...s(λn))t. The kernel of iα
over the point P0 is generated by sλ(x) =
∏n
j=1 θ(λj − x).
Then in a given basises in fibers of bundles Fn,−1, En,0 the matrix elements of iα are
(iα)
k
i (z) = θi(
∑
λj + z
n
− λk) = θi( z
n
− < λ, ǫ¯k >) (17)
which up to multiple coincides with φ(z)λ+ηǫ¯kλ,i .
Next, let us consider the Sklyanin-Hasegawa L-operator (11)(and put σ = 1):
L(z)ji =
n∑
k=1
φ¯(z)λ+ηǫ¯k ,jλ φ(z + η)
λ+ηǫ¯k
λ,i T¯k (18)
From the previous discussion it follows that the ”classical part” of the L-operator (in
indices i, j) is described by a diagram
F iα−→ E iβ←− F ⊗ ξ (19)
where iα is an elementary modifications at the point P−η, iβ is an elementary modification
at the point P0, ξ is a line bundle of degree zero, ξ = OX(P0− Pη/n). Namely, ”classical
part” of L-operator is a rational map from F to F ⊗ ξ with zero at P−η and pole at P0.
A more general diagrams of this kind appears in the works of Drinfeld [Dr] in the
study of the Langlands correspondence over functional field. Those diagrams are called
F -sheaves. This is the motivation for the following
Definition. Right f -sheaf of rank n is the diagram
F
iαց
E
iβ
ր
F ⊗ ξ
(20)
where F , E are vector bundles of rank n, ξ is the line bundle of degree zero, iα, iβ are
injective and cokernels of iα, iβ are one-dimensional and lies over the points Pα, Pβ ∈
X,Pα 6= Pβ.
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Left f -sheaf of rank n is the diagram
F
i′
β
ր
G
i′αց
F ⊗ ξ
(21)
where F ,G are vector bundles of rank n, ξ is the line bundle of degree zero, i′α, i′β are
injective and cokernel s of i′α, i
′
β are one-dimensional over the points Pα, Pβ ∈ X,Pα 6= Pβ.
The (classical) L-operator, associated to the f -sheaf is a corresponding rational map from
F to F ⊗ ξ.
Actually the right and left f -sheaves are the same. Changing the order of elementary
modifications we move from (20) to (21) and vice versa.
Example. Let E be the vector bundle of rank n and degree zero, Pα = Pv, Pβ = Pv+η
and
E
iβ
ր
iαց
F G
i′αց
iβ
ր
E ⊗ ξ
(22)
i.e. E is the right and the left f -sheaf simultaneousely. Then the commutativity of the
elementary modifications is illustrated by the identity:
∑
i
φ(z − v)λ+ηǫ¯k′λ,i φ¯(z − v − η)λ+ηǫ¯k,iλ =
∏
m6=k′ θ(λk′m)∏
m6=k θ(λmk)
∏
l
θ(λlk′ +
η
n
)
θ(λkl +
η
n
)
× (23)
×∑
i
φ¯(z − v − η)−λ+ηǫ¯k′ ,i−λ φ(z − v)−λ+ηǫ¯k−λ,i .
The appearence of −λ in the intertwining vectors follows from the fact that fiberwise
the map E iα−→ G is dual to the evaluations map (17). Note also that in trigonometric
case the equation (23) appears in [BKMS] (equation (3.5a)).
There are exist another way to transform the right f -sheaf to the left and vice versa.
Namely if (20) is given, the diagram E iβ←− F ⊗ ξ iα−→ E ⊗ ξ is the left f -sheaf and
similary from (21) we can obtain the diagram G i
′
α−→ F ⊗ ξ i
′
β←− G ⊗ ξ.
Example. Let F be a right f -sheaf of rank n. Then the transformation of (19) to
the diagram E ⊗ ξ−1 ←− F −→ E change the L-operator (18) to
L(z)ji −→
∑
i,j
φ(z)λ+ηǫ¯k
,
λ,j φ¯(z)
λ+ηǫ¯k ,i
λ L(z)
j
i =
θ(z + η
n
+ λkk′)
θ(z)
∏
j 6=k
θ(λjk′ +
η
n
)
θ(λjk)
T¯k, (24)
This conjugation of the L-operator (18) was noted in [H2].
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Using this operations we can extend (20) or (21) to the infinite diagram:
F0 ⊗ ξ−1
ց ր ց ր
F−1 F1 ⊗ ξ−1
ր ց ր ց
F0
ց ր ց ր
F−1 ⊗ ξ F1
ր ց ր ց
F0 ⊗ ξ
(25)
where the maps in the NW-SE direction are elementary modifications at the point Pα
and the maps in SW-NE direction are elementary modifications at the point Pβ. Actually
the diagram (25) is defined by any f -sheaf contained in it. It is convinient to parametrize
the diagrams (25) by it’s f -sheaves of degree −1 or zero. This is because the description
of generic vector bundles of degree −1 or zero is very simple.
The diagrams (25) are useful when we consider the action of (some) elementary
modifications on f -sheaves. Let F −→ F ′ be the simplest elementary modification of
the bundle F at the point P 6= Pα, Pβ with degF ′ = degF + 1. The diagram (20) gives
the identification of fibers F|P → E|P → (F ⊗ ξ)|P and therefore we can apply the
elementary modification at the point P to the bundles E and F ⊗ ξ. But in general the
f -sheaf (20) doesn’t transform to another f -sheaf. It is possible iff the kernel of the map
F|P → F ′|P is the eigenvector of the composition
F|P → E|P → (F ⊗ ξ)|P → F|P (26)
where first and second arrows comes from the f -sheaf structure and the last arrow is a
natural isomorphism. In other words the kernel of the elementary modification must be
an eigenvector of the classical L-operator at the point P .
Althought under the elementary modification f -sheaf transforms to f -sheafs of an-
other degree the whole diagram (25) is mapped to a diagram of the same kind and this
is important for explicit formulas of the action of the elementary modifications. In the
next paragraph we show that this action coincides with Backlund transformations of the
Ruijsenaars-Schneider (RS) model [KS].
Now we consider (19) more closely and show that it is connected not only with
L-operator of the classical RS model but also with ”quantum” Sklyanin-Hasegawa L-
operator.
To define the maps in the diagram we need the one-dimensional subspace in
F|P−η =
n∑
i=1
Cθi(
Λ
n
− x)
and (n− 1)-dimensional subspace in
F|P0 =
n∑
i=1
Cθi(
Λ + η
n
− x)
6
(or equivalently a linear functional on F|P0) where we set Λ =
∑
j λj. Let sλ(x) =∏n
l=1 θ(λl − x) ∈ F|P−η lies in the kernel of iα. Then the classical L-operator takes the
form:
L(z)ji =
n∑
k=1
φ¯(z)λ+ηǫ¯k ,jλ φ(z + η)
λ+ηǫ¯k
λ,i tk (27)
where tk, k = 1, ...n are parameters. We need to know how tk are connected with the
cokernel of iβ . To do this we compute the linear functional ψt on F|P0 which arise from
the L(z) in the form (27)
θi(
Λ + η
n
− x)/√−1η(τ) −→∑
k,j
φ(η)λ+ηǫ¯kλ,i tkφ˜(0)
λ+ηǫ¯k,j
λ θj(
Λ
n
− x) =
=
∑
k
φ(η)λ+ηǫ¯kλ,i tkθ(< λ, ǫ¯k > +
Λ
n
− x)∏
l 6=k
θ(< λ, ǫ¯l > +
Λ
n
− x)
θ(λlk)
=
=
∑
k
φ(η)λ+ηǫ¯kλ,i tk∏
l 6=k θ(λlk)
×
n∏
j=1
θ(λj − x)
where
φ˜(0)λ+ηǫ¯k,jλ = (θ(z)φ¯(z)
λ+ηǫ¯k ,j
λ )|z=0. (28)
Therefore
< ψt, θi(
Λ + η
n
−x)/√−1η(τ) >= ∑
k
tk∏
l 6=k θ(λlk)
φ(η)λ+ηǫ¯kλ,i =
∑
k
tk∏
l 6=k θ(λlk)
θi(
Λ + η
n
−λk)
or
tk =
∏
l 6=k
θ(λlk)
∑
m
φ¯(η)λ+ηǫ¯k,mλ < ψt, θm(
Λ + η
n
− x) >
Over the point Pz the L-operator (27) acts from
F|Pz =
n∑
i=1
Cθi(
Λ + z + η
n
− x)
to
(F ⊗ ξ)|Pz =
n∑
i=1
Cθi(
Λ + z
n
− x).
”Define” Lˆ(z) as a map from F|Pz ⊗F|P−η to (F ⊗ ξ)|Pz ⊗ F|P0 such that
< ψt, Lˆ(z)(θi(
Λ + z + η
n
− x)⊗ sλ) >=
∑
j
Lji (z)θj(
Λ + z
n
− x) =
=
∑
k,j
φ¯(z)λ+ηǫ¯k ,jλ φ(z + η)
λ+ηǫ¯k
λ,i tkθj(
Λ + z
n
− x).
Then
< ψt, Lˆ(z)(θi(
Λ + z + η
n
− x)⊗ sλ) >=
∑
k,j
φ¯(z)λ+ηǫ¯k ,jλ φ(z + η)
λ+ηǫ¯k
λ,i
∏
l 6=k
θ(λlk)×
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×∑
m
φ¯(η)λ+ηǫ¯k,mλ < ψt, θm(
Λ + η
n
− x) > θj(Λ + z
n
− x) =
=
∑
k
φ¯(z)λ+ηǫ¯k ,jλ φ(z + η)
λ+ηǫ¯k
λ,i θj(
Λ + z
n
− x) < ψt, θ(η + λk − x)
∏
l 6=k
θ(λl − x) >
√−1η(τ)
θ(η)
where we use the identity
∑
m
φ¯(η)λ+ηǫ¯k ,mλ θm(
Λ + η
n
− x) = √−1η(τ)θ(η + λk − x)
θ(η)
∏
l 6=k
θ(λl − x)
θ(λlk)
.
Therefore
Lˆ(z)ji =
√−1η(τ)
θ(η)
∑
k
φ¯(z)λ+ηǫ¯k ,jλ φ(z + η)
λ+ηǫ¯k
λ,i Tk
where (Tkf)(λ1, ...λn) = f(λ1, ..., λk + η, ...λn). Then f(λ) is independent on the sum∑
λi,Tkf = T¯kf and the formula up to multiple coincides with (18). But this ”definition”
is incorrect and this point deserves the further study.
3.In this paragraph we study the connection of diagrams (20), (21) with RS model.
In [H2] it was pointed that L-operator (24) gives Lax matrix for RS system and here
we obtain Backlund transformations [KS] and discrete time dinamics [NRK] of this Lax
matrix.
Let
L(z)ji =
n∑
k=1
φ¯(z − v − η)λ+ηǫ¯k,jλ φ(z − v)λ+ηǫ¯kλ,i tk (29)
be the L-operator corresponding to the diagram (20) with zero at the point Pv and pole
at the point Pv+η and degF = −1. An elementary modification F φu−→ G of the bundle
F = F−1 at the point Pu 6= Pv, Pv+η transforms the diagram (20) into a diagram of
the same kind iff the kernel of the map φu over the point Pu is an eigenvector of the
L-operator (29). In this case ”new” L-operator has the same properties as the ”old”
one: it is invertible everywhere except the points Pv, Pv+η with zero at Pv and pole at
Pv+η. Consider this more closely.
Let G = ⊕ni=1OX(Pµi − P0) and the kernel of φu is Csµ(x) = C
∏
s θ(x− µs) ∈ F|Pu.
Then this vector is an eigenvector of L(u) with eigenvalue ec iff tksµ(λk) = e
csµ(λk +
η
n
)
for any k = 1, ...n, as follows from the explicit description of the maps in the diagram
(20). Therefore
tk = e
c
∏
s
θ(λk − µs + ηn)
θ(λk − µs) (30)
As it was noted previousely we can think about the elementary modification φu as the
map from the diagram (25) to another such diagram, constructed from a new f -sheaf.
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Let us consider a part of this map:
F ′0 ⊗ ξ−1 = G φu←− F−1
ր
iαց
F ′−1 F0
ց
iβ
ր
F ′0 φu←− F−1 ⊗ ξ
ր
F ′−1 ⊗ ξ
(31)
By definition, L(z) is the map from F−1 to F−1 ⊗ ξ, new L-operator L˜(z) is the map
from F ′−1 to F ′−1 ⊗ ξ. Let M(z) denote the map from F−1 to F ′−1. Then we have the
commutative diagram:
F−1 L(z)−→ F−1 ⊗ ξ
M(z) ↓ ↓ M(z)
F ′−1
L˜(z)−→ F ′−1 ⊗ ξ
(32)
The vertical arrows are the same due to Hom(F−1,F ′−1) = Hom(F ⊗ ξ,F ′−1 ⊗ ξ).
The diagram (32) is the discrete Lax equation:
∑
j
M(z)j
′
j L(z)
j
i′ =
∑
i
L˜(z)j
′
i M(z)
i
i′ (33)
and from the diagram (31) we know that
L˜(z)ji =
∑
k
φ¯(z − v − η)µ+ηǫ¯k,jµ φ(z − v)µ+ηǫ¯kµ,i t˜k (34)
M(z)ji =
∑
k
φ¯(z − v − η)µ+ηǫ¯k,jµ φ(z − u)µ+ηǫ¯kµ,i Ck (35)
with some t˜k, Ck, k = 1, ...n. We can use the Lax equation to express t˜k, Ck as functions
of λ, µ. In this way it was done in [NRK]. But it is instructive to see how to compute,
for example, Ck directly.
From (31) we have the sequence of isomorphisms
F−1|Pv φu−→ G|Pv −→ F ′−1|Pv
It’s composition must send the kernel of F−1|Pv −→ F0|Pv , which is C
∏
s θ(λs − x) , to
the kernel of F ′−1|Pv −→ F ′0|Pv , which is C
∏
s θ(− ηn + µs − x). Hence, we can normalize
Ck such that
∑
k,i
(
∏
s
θ(λs−µk))Ckφ¯(−η)µ+ηǫ¯k ,iµ θi(
−η +∑j µj
n
−x) = √−1η(τ)∏
s
θ(−η
n
+µs−x). (36)
9
The right hand side is equal (φ˜(0) was defined in (28)):
√−1η(τ)∏
s
θ(−η
n
+ µs − x) =
∏
l 6=k′
θ(λlk′)
∑
i
φ˜(0)µ+ηǫ¯k′ ,iµ θi(
−η +∑j µj
n
− x) (37)
for any k′. Therefore
∑
k
(
∏
s
θ(λs − µk))Ckφ¯(−η)µ+ηǫ¯k ,iµ =
∏
l 6=k′
θ(λlk′)φ˜(0)
µ+ηǫ¯k′ ,i
µ . (38)
Multiplying both sides by φ(−η)µ+ηǫ¯kµ,i and summing over i we get
(
∏
s
θ(λs − µk))Ck =
∏
l 6=k′
θ(λlk′)
∑
i
φ˜(0)µ+ηǫ¯k′ ,iµ φ(−η)µ+ηǫ¯kµ,i =
∏
s
θ(µsk − η
n
) (39)
and
Ck =
∏
s
θ(µsk − ηn)
θ(λs − µk) . (40)
Let us check that equations (30) and (40) doesn’t contradict to the Lax equation.
Consider (33) in detail:
∑
k,k′
φ¯(z − v − η)µ+ηǫ¯k′ ,j′µ (
∑
j
φ(z − u)µ+ηǫ¯k′µ,j φ¯(z − v − η)λ+ηǫ¯k,jλ )φ(z − v)λ+ηǫ¯kλ,i′ Ck′tk =
=
∑
k,k′
φ¯(z − v − η)µ+ηǫ¯k′ ,j′µ (
∑
i
φ(z − v)µ+ηǫ¯k′µ,i φ¯(z − v − η)µ+ηǫ¯k,iµ )φ(z − u)µ+ηǫ¯kµ,i′ Cktk′ (41)
Cancelling by φ¯(z − v − η)µ+ηǫ¯k′ ,j′µ , multiplying both sides by φ¯(z − v − η)λ+ηǫ¯l,i′λ and
summing over i′ we obtain
∑
k
(
∑
j
φ(z − u)µ+ηǫ¯k′µ,j φ¯(z − v − η)λ+ηǫ¯k ,jλ )(
∑
i′
φ(z − v)λ+ηǫ¯kλ,i′ φ¯(z − v − η)λ+ηǫ¯l,i
′
λ )Ck′tk =
=
∑
k
(
∑
i
φ(z−v)µ+ηǫ¯k′µ,i φ¯(z−v−η)µ+ηǫ¯k ,iµ )(
∑
i′
φ(z−u)µ+ηǫ¯kµ,i′ φ¯(z−v−η)λ+ηǫ¯l ,i
′
λ )Ckt˜k′ (42)
Using formula (8) and the relation
v = u+
∑
k
(λk − µk) (43)
we get
∑
k
Φz−v−η(λlk +
η
n
)Φz−v−η(λk − µk′ + η
n
)tkCk′
∏
m θ(λm − µk′ + ηn)θ(λmk + ηn)∏
m6=k θ(λmk)
∏
s 6=l θ(λsl)
=
=
∑
k
Φz−v−η(λl − µk + η
n
)Φz−v−η(µkk′ +
η
n
)t˜k′Ck
∏
m θ(λm − µk + ηn)θ(µmk′ + ηn)∏
m6=k θ(µmk)
∏
s 6=l θ(λsl)
(44)
At this point we need the following identity (in fact, it was proved in [NRK]):
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Lemma.
∑
j
Φz(yij + ξ)Φz(yj − xk + ξ)
∏
m6=j
θ(yjm − ξ)
θ(yjm)
∏
s
θ(xs − yj − ξ)
θ(xs − yj) =
=
∑
j
Φz(yi − xj + ξ)Φz(xjk + ξ)
∏
m6=j
θ(xjm + ξ)
θ(xjm)
∏
s
θ(xj − ys − ξ)
θ(xj − ys) (45)
Proof. Using the functional relation for Φz(x) (65) we find that it is enought to prove
the following identities:
∑
j
(ζ(yij + ξ) + ζ(yj − xk + ξ))
∏
m6=j
θ(yjm − ξ)
θ(yjm)
∏
s
θ(xs − yj − ξ)
θ(xs − yj) = (46)
=
∑
j
(ζ(yi − xj + ξ) + ζ(xjk + ξ))
∏
m6=j
θ(xjm + ξ)
θ(xjm)
∏
s
θ(xj − ys − ξ)
θ(xj − ys)
and ∑
j
∏
m6=j
θ(yjm − ξ)
θ(yjm)
∏
s
θ(xs − yj − ξ)
θ(xs − yj) = (47)
=
∑
j
∏
m6=j
θ(xjm + ξ)
θ(xjm)
∏
s
θ(xj − ys − ξ)
θ(xj − ys) .
From (14) we get
∏
l
θ(z − xl + ξ)θ(z − yl − ξ)
θ(z − xl)θ(z − yl) =
∑
j
(ζ(z−xj)−ζ(xk−ξ−xj))
∏
l
θ(xj − xl + ξ)θ(xj − yl − ξ)
θ(xj − yl) ×
(48)
× 1∏
m6=j θ(z − xl)θ(xj − yl)
+
∑
j
(ζ(z − yj)− ζ(xk − ξ − yj))×
×∏
l
θ(yj − xl + ξ)θ(yj − yl − ξ)
θ(yj − xl)
1∏
m6=j θ(yj − ym)
.
Put in this equation z = yi + ξ we get
∑
j
(ζ(yi−xj+ξ)−ζ(xk−ξ−xj))
∏
l
θ(xj − xl + ξ)θ(xj − yl − ξ)
θ(xj − yl)
1∏
m6=j θ(z − xl)θ(xj − yl)
+
(49)
+
∑
j
(ζ(yi−yj+ξ)−ζ(xk−ξ−yj))
∏
l
θ(yj − xl + ξ)θ(yj − yl − ξ)
θ(yj − xl)
1∏
m6=j θ(yj − ym)
= 0.
and cancelling both sides by θ(ξ) we get (46). To prove (47) we use the relation (15):
∑
j
∏
m θ(yj − xm + ξ)θ(yj − ym − ξ)∏
m θ(yj − xm)
∏
m6=j θ(yj − ym)
+ (50)
+
∑
j
∏
m θ(xj − xm + ξ)θ(xj − ym − ξ)∏
m θ(xj − ym)
∏
m6=j θ(xj − xm)
= 0
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and (47) follows.
From the lemma we find that equation (44) is satisfied then
tk = e
c
∏
s
θ(λk − µs + ηn)
θ(λk − µs) (51)
t˜k = e
c
∏
m6=k
θ(µmk − ηn)
θ(µmk +
η
n
)
∏
s
θ(λs − µk + ηn)
θ(λs − µk) (52)
Ck =
∏
m
θ(µmk − ηn)
θ(λm − µk) (53)
i.e. we rederive formulas (30) and (40). Also remark that from our point of view the
commutativity of transformations (51), (52) is an easy consequence of the commutativity
of elementary modifications at different points.
Usually, the Lax operator L(z)ji andM-operatorM(z)
j
i was written in another gauge.
For comparison, we do a corresponding transformation of our formulas. It is a step from
f -sheaf of degree −1 to f -sheaf of degree zero.
L(z)k′,k =
∑
i,j
φ(z−v−η)λ+ηǫ¯k′λ,j φ¯(z−v−η)λ+ηǫ¯k ,iλ L(z)ji = Φz−v−η(λkk′+
η
n
)
∏
l θ(λlk′ +
η
n
)∏
l 6=k θ(λlk)
tk′
(54)
L˜(z)k′,k =
∑
i,j
φ(z−v−η)µ+ηǫ¯k′µ,j φ¯(z−v−η)µ+ηǫ¯k ,iµ L˜(z)ji = Φz−v−η(µkk′+
η
n
)
∏
l θ(µlk′ +
η
n
)∏
l 6=k θ(µlk)
t˜k′
(55)
M(z)k′,k =
∑
i,j
φ(z− v− η)µ+ηǫ¯k′µ,j φ¯(z− v− η)λ+ηǫ¯k,iλ M(z)ji = Φz−v−η(λk−µk′ +
η
n
)× (56)
×
∏
l θ(λl − µk′ + ηn)∏
l 6=k θ(λlk)
Ck′ = Φz−v−η(λk − µk′ + η
n
)
∏
l θ(λl − µk′ + ηn)∏
l 6=k θ(λlk)
∏
l θ(µlk′ − ηn)∏
i θ(λl − µk′)
It is obvious that the Lax equation is satisfied. Also note that L(z)k′,k is the map from
F0 ⊗ ξ−1 to F0, see (31).
As we know, the vector sµ(x) =
∏
l θ(x− µl) lies in the kernel of the map
F−1|Pu φu−→ (F ′0 ⊗ ξ−1)|Pu .
Then we passing to the f -sheaf of degree zero, sµ(x) is mapped to the column (sµ(λ1 +
η
n
), ..., sµ(λn +
η
n
))t and we must have
∑
k
L(z)k′,ksµ(λk +
η
n
) = ecsµ(λk +
η
n
) (57)
∑
k
M(z)k′,ksµ(λk +
η
n
) = 0 (58)
We show that this is indeed the case. The calculations are parallel to [KS].
12
Second equation is a consequence of
∑
k
θ(u− v + λk − µk′ − n−1n η)
θ(λk − µk′ + ηn)
∏
l 6=k θ(λlk)
∏
s
θ(λk − µs + η
n
) =
=
∑
k
θ(u− v + λk − µk′ − n− 1
n
η)
∏
s 6=k′ θ(λk − µs + ηn)∏
l 6=k θ(λlk)
= 0 (59)
where the last equality follows from identity (15) and relation (43), if we set yi = λi, xk′ =
µk′ +
n−1
n
++v − u, xi 6=k′ = µi − ηn .
For the proof of first equation, consider
∑
k
θ(u− v + λkk′ − n−1n η)
θ(λkk′ +
η
n
)
∏
l θ(λlk′ +
η
n
)∏
l 6=k θ(λlk)
∏
s
θ(λk − µs + η
n
) =
= −∑
k
θ(v − u+ λk′k + n− 1
n
η)
∏
s
θ(λk − µs + η
n
)
∏
l 6=k
θ(λlk′ +
η
n
)
θ(λlk)
. (60)
In [KS] the theta function identity
n∑
k=1
θ(z + xk′k − ξ)
∏
s
θ(xk − ys + ξ)
∏
l 6=k
θ(xk′l − ξ)
θ(xkl)
= θ(z)
n∏
s=1
θ(xk′ − ys), (61)
where
z = nξ +
∑
k
(xk − yk)
was established. Putting ξ = η
n
, z = η + v − u, xk = λk, yk = µk we get
(60) = −θ(v − u+ η)∏
s
θ(λk′ − µs).
Therefore
∑
k
L(z)k′,ksµ(λk +
η
n
) =
tk′
θ(u− v − η)(−θ(v − u+ η))
∏
s
θ(λk′ − µs) =
= ec
∏
s
θ(λk′ − µs + ηn)
θ(λk′ − µs) θ(λk
′ − µs) = ecsµ(λk′ + η
n
). (62)
Let us return to formulas (51) and (52). If we define the simplectic structure by
putting the variables λk, log tk, k = 1, ..n to be canonically conjugated, then the trans-
formation from (λk, tk) to (µk, t˜k) is canonical. The generating function of this transfor-
mation is
F (λ, µ) =
∑
k,k′
(S(λk−µk′ + η
n
)−S(λk−µk′))+ 1
2
∑
k 6=k′
(S(µkk′ +
η
n
)−S(µkk′− η
n
))+ (63)
+c(u+
∑
k
(λk − µk)), S(λ) =
∫ λ
log θ(x)dx
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i.e.
log tk = ∂F/∂λk , log t˜k = −∂F/∂µk . (64)
At the end, following [NRK], we can interpret the equations (51),(52) as evolution in
discrete time. Indeed, put tk(a) = tk, λk(a) = λk, tk(a+1) = t˜k, λk(a+1) = µk, k = 1, ...n
and a is a time index. The equations (51),(52) are then
tk(a) = e
c(a)
∏
s
θ(λk(a)− λs(a+ 1) + ηn)
θ(λk(a)− λs(a+ 1)) (65)
tk(a+ 1) = e
c(a)
∏
m6=k
θ(λmk(a+ 1)− ηn)
θ(λmk(a + 1) +
η
n
)
∏
s
θ(λs(a)− λk(a + 1) + ηn)
θ(λs(a)− λk(a+ 1)) (66)
From (66) we obtain
tk(a) = e
c(a−1)
∏
m6=k
θ(λmk(a)− ηn)
θ(λmk(a) +
η
n
)
∏
s
θ(λs(a− 1)− λk(a) + ηn)
θ(λs(a− 1)− λk(a)) (67)
and combining it with (65) we get
ec(a)−c(a−1)
∏
m6=k
θ(λmk(a) +
η
n
)
θ(λmk(a)− ηn)
=
∏
s
θ(λk(a)− λs(a+ 1))
θ(λk(a)− λs(a+ 1) + ηn)
θ(λk(a)− λs(a− 1)− ηn)
θ(λk(a)− λs(a− 1))
(68)
This is the discrete RS equation.
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