In this paper, we prove the following 
Introduction
In his excellent paper [2] , W.K. Hayman studied the value distribution of certain meromorphic functions and their derivatives under various conditions. Among other important results, he proved that if f (z) is a transcendental meromorphic function in the plane, then either f (z) assumes every finite value infinitely often, or every derivative of f (z) assumes every finite nonzero value infinitely often. This result is known as "Hayman's alternative." Thereafter, the value distribution of derivatives of transcendental functions continued to be studied.
In [9] , Wang and Fang proved the following result. In this paper, we continue to study omitted functions of derivatives of meromorphic functions. As a result, we have the following theorem for functions of infinite order. 
Theorem WF. Let f (z)
be
Theorem 1. Let f (z) be a transcendental meromorphic function on C of infinite order ρ( f ), and a(z)
=
Then the function f (k) (z) − a(z) has infinitely many zeros.
For functions of finite order, we have the following result. 
Theorem 2. Let f (z)
be(z) χ ⇒ f (z) in D to indicate that { f n } converges spherically uniformly to the limit function f on compact subsets of D. If { f n } is analytic in D, we write f n ⇒ f in D. If S is the angular domain V (z 0 , θ 0 , A), C ∈Ĉ and f (z) is analytic in S for large enough |z|, we write f (z) ∀ ⇒ C in S to indicate that f (z) tends uniformly to the constant C ∈Ĉ as z → ∞ in S.
Auxiliary results for the proof of Theorem 1
Lemma 1. Let k 1 be an integer and let { f n } be a family of functions meromorphic on , all of whose zeros have multiplicity at least k + 1. If a n → a, |a| < 1, and f # n (a n ) → ∞, then there exist
where g is a nonconstant meromorphic function on C, such that g
, where M is a constant which is independent on n.
The innovation of this lemma, comparing it to Lemma 2 of [6] , Lemma 1 of [5] (or comparing it to the original Zalcman Lemma, see [11] or [12] ) is that given information about the rate of growth of the spherical derivatives of the members of the sequence { f n } on some compact subset of the unit disc, we get an estimation to the size of the ρ n 's in the vicinity of some point of nonnormality, and this helps to estimate f n (z n + ρ n ζ ) when the f n 's are known. For related issues, the reader is referred also to [7] .
Proof. There exists 0 < r * < 1 such that |a n | < r * , ∀n. Take r, r * < r < 1. Since f # n (a n ) → ∞, then
and thus S n > k + 1 (for large enough n, without loss of generality, for every n). By Lemma 1 in [6] , there exists for each n a point z n , |z n | < r and 0 < t n < 1 such that
In particular,
and thus t n → 0. 2 . Now we continue by following the proof of Lemma 2 in [6] .
We have
and then the functions g n (ζ ) :
so by (1)
2 ) tends uniformly to 1 on compact subsets of C.
Now fix R and let ε > 0. Then for n sufficiently large, we have by (1) and (4)
Thus, by Marty's Theorem, {g n } is a normal family in C. Taking a subsequence and renumbering, we may assume that the g n converge locally uniformly on compacta to a limit function g. It is evident from (5) and (6) that g 
Proof. Suppose this were not the case. Then there exist N > 0 and R > 0 such that for all z, |z| R, we have f
By the definition of Ahlfors characteristic of g, we have This lemma is obvious.
Proof of Theorem 1
We assume by negation that the equation f (k) (z) = a(z) has finitely many zeros. This means that
for large enough z.
, and write
. . .
and
So we obtain
where
Observe that the (1, k + 1) element in the adjoint matrix in the right-hand side of (9) is (−1)
By Marty's Theorem, the family of meromorphic functions {F (z + z n )} is not normal at z = 0, hence it is not normal in . Also, since a(z) has only finitely many zeros and poles, all the zeros of F (z + z n ) in have multiplicity at least k + 1, and poles of which are multiple if n is sufficiently large. Thus, by Lemma 1 there exist points {z n }, |z n | < r < 1; positive numbers
such that
where g is a nonconstant meromorphic function on C, all zeros of which have multiplicity at least k + 1 and all poles of which are multiple.
(In fact, we can also ensure that z n → 0, but this is not needed.) Given K , a compact subset of C, by (7), (10) and (13), we have for ζ
for sufficiently large n.
We show now that for 1 j k,
We have by Lemma 4
It follows by the structure of L j (z) and (16) that it suffices if
By (11) and (12), we have for every
for large enough n. On the other hand,
so (18) implies that (17) holds and so (15) holds. Thus, we have
and so g is a polynomial of degree k, but this contradicts the fact that the zeros of g are of multiplicity at least k + 1. Thus we have g (k) (ζ ) = 1, and by Lemma 3, 
It is enough to prove that for sufficiently large z in S,
then the last expression is
Claim. There exists k > 0 such that for t 1 and large enough z, |
R((t+ t)z) R(tz)
| < 1 + k t, for small enough t.
Proof. Obviously, it is enough to consider the case when R(z) is a polynomial. So assume R(z) = a n z n + · · · + a 0 . We have
((t+ t)z) n ] a n t n z n [1 + a n−1 tz
For each 0 k n − 1, when t → 0 (since t 1 and |z| is big), we have
Thus,
R((t + t)z)
R(tz)
and the claim is proved. 2
Thus, if r is such that A 2 r n > 2k, then for small enough t, 
This lemma is a corollary to Chuang Chi-Tai's inequality [10, pp. 95-96] .
Lemma 7. Let h(z) be analytic in S
Proof. Without loss of generality, assume that k = 0. Let 0 < ε < A. Then h(z)
, and the lemma is proved. 2
We also need the following lemma. [10, p. 25] 
Lemma 8. (See
The following lemma is due to H. King-lai. [10, p. 99] 
Lemma 9. (See
where 0 < r < ρ < R and C k is a constant depending only on k.
We shall also use the following result. 
Here μ(r,
Theorem PL2. (See [8, p. 179].) If f (z) → a along two rays and f is bounded and analytic in the angle between them, then f (z) →
z→∞ a uniformly in the whole angle.
Proof of Theorem 2
We divide into two cases.
Case (A). f has infinitely many poles. There exists a holomorphic function T (z) such that T (k) (z) = a(z)
and since the poles of f are exactly the poles of f − T , we have by Theorem L that the equation ( f (z) − T (z)) (k) = 0 has infinitely many roots, so f (k) (z) − a(z) takes the value 0 infinitely many times.
Case (B). f has finitely many poles. If, to the contrary, f (k) (z) − a(z) has only finitely many zeros, then we have
where P 1 = P , Q 1 = Q , P 2 is a rational function and Q 2 is a polynomial.
Case (B) is now divided into two subcases.
we have a contradiction to (19). If |Q 1 | = |Q 2 |, then they must be positive integers. In this case, also the leading coefficients in Q 1 and in Q 2 must be equal, because otherwise, the order of the right-hand side of (19) is |Q 1 |, a contradiction. So assume that the leading coefficient in Q 1 and in Q 2 is a 1 . Then by multiplying (19) in exp(−a 1 z |Q 1 | ), we get a contradiction by comparing the order of both sides of the resulting identity. If ρ( f ) > ρ(a), then we get by (19) that ρ( f ) = ρ(P 2 exp(Q 2 )), and this is impossible since ρ(P 2 exp(Q 2 )) is an integer.
Case (BII). Suppose now that ρ( f ) is an integer. Separate into cases.
and by (19) also
Now, by Lemma 6, for all r > 0, we have
By (21) 
Also by Lemmas 8 and 9,
So from (20), (21) and (24), we have
By (23) and (25), we get a contradiction to condition (C 2 ) of Theorem 2.
(
is a rational function and so is f (z). (The theorem holds then if and only (T (r, f ) ).
Hence (25) holds (and also (23)), and we have again a contradiction to condition (C 2 ). So the leading coefficients of Q 1 (z) and Q 2 (z) must be equal. In this case we have again that (23) and (25) So we are left with the case
Without loss of generality, we may assume that Q 2 (z) = −z m 2 + · · · . Suppose first that f has finitely many zeros. Thus we can assume that f has infinitely many zeros {z n }, and since all of them are of multiplicity at least k + 1, we get
Let S be a subsequence of {z n } (denote it also by {z n }), such that arg(z n ) converges to α. By (19) and (27), we have
Without loss of generality, assume that α = π
Take r 0 sufficiently large such that there are no zeros or poles of P 2 (z) in {|z| r 0 } and also no zeros of P 1 (z) there. For all m ∈ Z and for every 0 < ε < π
There exists a 2 ∈ C such that
The integral path can be taken to be the segment from r 0 to |z| and then the arc γ z on C (0, |z|) from |z| to z counterclockwise. This limit exists uniformly in S ε . To justify (29), first note that the limit exists when z is positive and then observe
uniformly in S ε .
Next we estimate the o(1). We write
For the right-hand side of this equation, we can take the path as the ray from z to ∞, in the direction of arg(z). Integrating by parts, we have
We shall prove now that
as z → ∞ uniformly in S ε . Again we integrate by parts and obtain
Applying Lemma 4 twice, there exists k > 0, such that for sufficiently large u in S ε ,
Thus, for large enough z in S ε ,
By Lemma 4, we also have that for large enough z in S ε ,
for some k > 0.
From (31) and (32), we have
and thus
So we can write
and have
Consider now the domain
Integrating the o(1) function gives
where Γ z is the curve from r 0 to r 0 z |z| , counterclockwise on the arc{|u| = r 0 } and then on the segment from r 0
Integrating by parts, we obtain
We have by Lemma 4, for z ∈ S + ε ,
Fix 0 < δ < 1, and apply Lemma 5 to 1 h z (t) in S + ε . We then have that there existsk > 0 such that for large enough z,
By (33)-(36), we have
in S + ε .
In the same fashion we have that (37) holds also in
. , if r 0 is sufficiently large, then
When m 2 = 1, then (38) occurs in
where δ > 0 can be arbitrary small if r 0 is large enough.
The reason for making the domains S + ε ,r 0 and S − ε,r 0 emanating from r 0 is to avoid the poles of the function in the lefthand side of (38), in order to use Theorems PL1 and PL2. Note that in (38), if r 0 is large enough, then it is good for every 0 < δ < 3π 2m 2 , while in (39) r 0 → ∞ as δ → 0 + . Now, if Q 1 (z) ≡ const, then we can similarly show that there exists a 1 ∈ C, such that for every 0 < δ < π
Here θ 0 depends on the argument of the coefficient of z m 1 in Q 1 (z).
) du gives as in (38) that when m 1 2 and r 0 is sufficiently large, then
for every 0 < δ <
when δ can be arbitrarily small if r 0 is sufficiently large. Now, since m 1 < m 2 , we can in any case choose θ 0 and δ, such thatT δ contains S * := V (0, 0, π
). Thus, we have for i = 1, 2,
Integrating f (k) (u) from r 0 to z in S * and considering (28) and (42), we have
where r 2 (z) is analytic inŜ δ and converges there uniformly to 0 as z → ∞, and r 1 (z) has the same properties inT δ .
Integrating (43) from r 0 to z gives
where b 0 ∈ C.
We shall now estimate the integrals in (44). We have
in S ε , where b 2 ∈ C. Now we use integration by parts to estimate the difference
We will show that
The left term in the right-hand side of (47) is obviously o(1)
The left term in the right-hand side of (50) is o(1)
The right term is shown to be so, similarly to the discussion after (33). Thus, (48) holds also in S + ε and similarly it holds in S − ε .
Again, by applying Theorems PL1 and PL2, (48) holds inŜ δ (see (38) , (39)). In the same way, it can be shown that there exists b 1 ∈ C, such that
(see (40), (41)). By (48) and (51),
where A = a 1 + a 2 + f (k−1) (r 0 ), B ∈ C and S i (z) ∀ ⇒ 0 in S * , for i = 1, 2. Now, for n N 0 , all the zeros z n are in S * . From (27), (28), (43) and (52), we have the following relations:
From (53), we get
and this implies
We claim that
If not, then Az + B ≡ 0, so we multiply (54) in
Az n +B and get (1) .
Let now n → ∞ and we get that 1 = 0, a contradiction. This completes treating the case (iii) of Case (BII) which completes the proof of Theorem 2.
