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Abstract. We present a novel approach to image segmentation using
iterated Graph Cuts based on multi-scale smoothing. We compute the
prior probability obtained by the likelihood from a color histogram and
a distance transform using the segmentation results from graph cuts in
the previous process, and set the probability as the t-link of the graph
for the next process. The proposed method can segment the regions of
an object with a stepwise process from global to local segmentation by
iterating the graph-cuts process with Gaussian smoothing using diﬀerent
values for the standard deviation. We demonstrate that we can obtain
4.7% better segmentation than that with the conventional approach.
1 Introduction
Image segmentation is a technique of removing objects in an image from their
background. The segmentation result is typically composed on a diﬀerent back-
ground to create a new scene. Since the breakthrough of Geman and Geman [1],
probabilistic inference has been a powerful tool for image processing.
The graph-cuts technique proposed by Boykov [2][3] has been used in re-
cent years for interactive segmentation in 2D and 3D. Rother et al. proposed
GrabCut[4], which is an iterative approach to image segmentation based on
graph cuts. The inclusion of color information in the graph-cut algorithm and
an iterative-learning approach increases its robustness. However, it is diﬃcult
to segment images that have a complex edge. This is because it is diﬃcult to
achieve segmentation by overlapping local edges that inﬂuence the cost of the
n-link, which is calculated from neighboring pixels. Therefore, we introduced a
coarse-to-ﬁne approach to detecting boundaries using graph cuts.
We present a novel method of image segmentation using iterated Graph Cuts
based on multi-scale smoothing in this paper. We computed the prior probability
obtained by the likelihood from a color histogram and a distance transform, and
set the probability as the t-link of the graph for the next process using the
segmentation results from the graph cuts in the previous process. The proposed
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method could segment regions of an object with a stepwise process from global to
local segmentation by iterating the graph-cuts process with Gaussian smoothing
using diﬀerent values for the standard deviation.
2G r a p h C u t s
This section describes the graph-cuts-based segmentation proposed by Boykov
and Jolly[2].
2.1 Graph Cuts for Image Segmentation
An image segmentation problem can be posed as a binary labeling problem.
Assume that the image is a graph, G =( V,E), where V is the set of all nodes
and E is the set of all arcs connecting adjacent nodes. The nodes are usually
pixels, p, on the image, P, and the arcs have adjacency relationships with four
or eight connections between neighboring pixels, q ∈ N. The labeling problem
is to assign a unique label, Li,t oe a c hn o d e ,i ∈ V , i.e. Li ∈{ “obj”,“bkg”}.
The solution, L = {L1,L 2,...,L p,...,L |P|}, can be obtained by minimizing the
Gibbs energy, E(L):
E(L)=λ · R(L)+B(L)( 1 )
where
R(L)=

p∈P
Rp(Lp)( 2 )
B(L)=

{p,q}∈N
B{p,q} · δ(Lp,L q)( 3 )
and
δ(Lp,L q)=

1i fLp  = Lq
0o t h e r w i s e . (4)
The coeﬃcient, λ ≥ 0, in (1) speciﬁes the relative importance of the region-
properties term, R(L), versus the boundary-properties term, B(L). The regional
term, R(L), assumes that the individual penalties for assigning pixel p to “obj”
and “bkg”, corresponding to Rp(“obj”) and Rp(“bkg”), are given. For example,
Rp(·) may reﬂect on how the intensity of pixel p ﬁts into a known intensity model
(e.g., histogram) of the object and background. The term, B(L), comprises the
“boundary” properties of segmentation L.C o e ﬃ c i e n tB{p,q} ≥ 0 should be in-
terpreted as a penalty for discontinuity between p and q. B{p,q} is normally large
when pixels p and q are similar (e.g., in intensity) and B{p,q} is close to zero
when these two diﬀer greatly. The penalty, B{p,q}, can also decrease as a function
of distance between p and q.C o s t sB{p,q} may be based on the local intensity
gradient, Laplacian zero-crossing, gradient direction, and other criteria.808 T. Nagahashi, H. Fujiyoshi, and T. Kanade
Fig.1. Example of graph from image
Table 1. Edge cost
Edge Cost For
n-link {p,q} B{p,q} {p,q}∈N
t-link
λ · Rp(”bkg”) p ∈ P,p ∈ /O∪B
{p,S} K p ∈O
0 p ∈B
λ · Rp(”obj”) p ∈ P,p ∈ /O∪B
{p,T} 0 p ∈O
K p ∈B
Figure 1 shows an example of a graph from an input image. Table 1 lists the
weights of edges of the graph. The region term and boundary term in Table 1
are calculated by
Rp(“obj”) = −lnPr(Ip|O)( 5 )
Rp(“bkg”) = −lnPr(Ip|B)( 6 )
B{p,q} ∝ exp

−
(Ip − Iq)2
2σ2

·
1
dist(p,q)
(7)
K =1+m a x
p∈P

q:{p,q}∈N
B{p,q}. (8)
Let O and B deﬁne the “object” and “background” seeds. Seeds are given by
the user. The boundary between the object and the background is segmented by
ﬁnding the minimum cost cut [5] on the graph, G.
2.2 Problems with Graph Cuts
It is diﬃcult to segment images including complex edges in interactive graph cuts
[2], [3], as shown in Fig. 2. This is because the cost of the n-link is larger than that
of the t-link. If a t-link value is larger than that of an n-link, the number of errorImage Segmentation Using Iterated Graph Cuts 809
Fig.2. Example of poor results
pixels will be increased due to the inﬂuence of the color. The edge has a strong
inﬂuence when there is a large n-link. The cost of the n-link between the ﬂower
and the leaf is larger than that between the leaf and the shadow as seen in Fig. 2.
Therefore,itisdiﬃculttosegmentanimagethathasacomplexedge.Wetherefore
introduced a coarse-to-ﬁne approach to detect boundaries using graph cuts.
3 Iterated Graph Cuts by Multi-scale Smoothing
We present a novel approach to segmenting images using iterated Graph Cuts
based on multi-scale smoothing. We computed the prior probability obtained
by the likelihood from a color histogram and a distance transform, and set the
probability as the t-link of the graph for the next process using the segmenta-
tion results from graph cuts in the previous process. The proposed method could
segment regions of an object using a stepwise process from global to local seg-
mentation by iterating the graph-cuts process with Gaussian smoothing using
diﬀerent values the for standard deviation.
3.1 Overview of Proposed Method
Our approach is outlined in Fig. 3. First, the seeds the “foreground” and
“background” are given by the user. The ﬁrst smoothing parameter, σ,i st h e n
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determined. Graph cuts are done to segment the image into an object or a back-
ground. The Gaussian Mixture Model (GMM) is then used to make a color
distribution model for object and background classes from the segmentation re-
sults obtained by graph cuts. The prior probability is updated from the distance
transform by the object and background classes of GMM. The t-links for the
next graph-cuts process are calculated as a posterior probability which is com-
puted a prior probability and GMMs, and σ is updated as, σ = α·σ(0 <α<1).
These processes are repeated until σ = 1 or classiﬁcation converges if σ<1.
The processes are as follows.
Step 1. Input seeds
Step 2. Initialize σ
Step 3. Smooth the input image by Gaussian ﬁltering
Step 4. Do graph cuts
Step 5. Calculate the posterior probability from the segmentation results and
set as the t-link
Step 6. Steps 1-5 are repeated until σ = 1 or classiﬁcation converges if σ<1.
The proposed method can be used to segment regions of the object with
a stepwise process from global to local segmentation by iterating the graph-
cuts process with Gaussian smoothing using diﬀerent values for the standard
deviation, as shown in Fig. 4.
Fig.4. Example of iterating the graph-cuts process
3.2 Smoothing Image Using Down Sampling
The smoothing image is created with a Gaussian ﬁlter. Let I denote an image
and G(σ) denote a Gaussian kernel. Smoothing image L(σ)i sg i v e nb y
L(σ)=G(σ) ∗ I. (9)
If Gaussian parameter σ is large, it is necessary to enlarge the window size for
the ﬁlter. As it is very diﬃcult to design such a large window for Gaussian
ﬁltering. We used down-sampling to obtain a smoothing image that maintained
the continuity of σ.
Smoothing image L1(σ) is ﬁrst computed using the input image I1 increasing
σ. Image I2 is then down-sampled into half the size of input image I. SmoothingImage Segmentation Using Iterated Graph Cuts 811
Fig.5. Smoothing Image using down-sampling
image L2(σ) is computed using the I2. Here, the relationship between L1(σ)a n d
L2(σ)
L1(2σ)= .. L2(σ) (10)
We obtain the smoothing image, which maintains continuity of σ without chang-
ing the window size, using this relationship. Figure 5 shows the smoothing pro-
cess obtained by down-sampling. The smoothing procedure was repeated until
σ = 1 in our implementation.
3.3 Iterated Graph Cuts
We compute the prior probability obtained by the likelihood from a color his-
togram and a distance transform using the segmentation results from the graph
cuts in the previous process, and set the probability as the t-link using
R 
p(”obj”) = −lnPr(O|Ip) (11)
Fig.6. Outline of updating for likelihood and prior probability812 T. Nagahashi, H. Fujiyoshi, and T. Kanade
R 
p(”bkg”) = −lnPr(B|Ip) (12)
where Pr(O|Ip)a n dP r ( B|Ip)i sg i v e nb y
Pr(O|Ip)=
Pr(O)Pr(Ip|O)
Pr(Ip)
(13)
Pr(B|Ip)=
Pr(B)Pr(Ip|B)
Pr(Ip)
. (14)
Pr(Ip|O),Pr(Ip|B)a n dP r ( O),Pr(B) are computed from the segmentation re-
sults using graph cuts in the previous process. Figure 6 outlines t-link updating
obtained by the likelihood and prior probability.
Updating likelihood. The likelihoods Pr(Ip|O)a n dP r ( Ip|B) are computed
by GMM[6]. The GMM for RGB color space is obtained by
Pr(Ip|·)=
K 
i=1
αipi(Ip|μi,Σi) (15)
p(Ip|μ,Σ)=
1
(2π)3/2|Σ|1/2 · exp

1
2
(Ip − μ)
TΣ
−1(Ip − μ)

. (16)
We used the EM algorithm to ﬁt the GMM[7].
Updating prior probability. The prior probabilities Pr(O)a n dP r ( B)a r e
updated by spatial information from graph cuts in the previous process. The
next segmentation label is uncertain in the vicinity of the boundary. Therefore,
the prior probability is updated by using the results of a distance transform.
The distance from the boundary is normalized from 0.5 to 1. Let dobj denote the
distance transform of the object, and dbkg denote the distance transform of the
background. The prior probability is given by:
Pr(O)=

dobj if dobj ≥ dbkg
1 − dbkg if dobj <d bkg
(17)
Pr(B)=1− Pr(O) (18)
Finally, using Pr(Ip|O),Pr(Ip|B) from GMM, and Pr(O)a n dP r ( B)f r o md i s -
tance transform, posterior probability is computed by means of Eq. (11) and
(12). We compute a prior probability obtained by the likelihood from a color
histogram and a distance transform, and set the probability as the t-link of the
graph for the next process using the segmentation results obtained by graph cuts
in the previous process.
Figure 7 shows examples of segmentation results when the n-link is changed.
When σ is small, the boundary-properties term, B{p,q}, at the object is small
because of the complex texture. Therefore, graph-cuts results do not work well
for image segmentation. However,B{p,q} in the smoothing image is small between
the object and background. The proposed method can used to segment regions of
the object using a stepwise process from global to local segmentation by iterating
the graph-cuts process with Gaussian smoothing using diﬀerent values for the
standard deviation.Image Segmentation Using Iterated Graph Cuts 813
Fig.7. Example of segmentation results when changing n-link
4 Experimental Results
4.1 Dataset
We used 50 images(humans, animals, and landscapes) provided by the GrabCut
database [8]. We compared the proposed method, Interactive Graph Cuts[2] and
GrabCut[4] using the same seeds. The segmentation error rate is deﬁned as
over segmentation =
object of miss detection pixels
image size
(19)
under segmentation =
background of miss detection pixels
image size
. (20)
4.2 Experimental Results
Table 2 lists the error rate (%) for segmentation results using the proposed
method and the conventional methods [2], [4]. The proposed method can obtain
Table 2. Error rate[%]
Interactive
GrabCut[4] Proposed method
Graph Cuts[2]
Over segmentation 1.86 3.33 1.12
Under segmentation 1.89 1.59 0.49
total 3.75 4.93 1.61
2.14% better segmentation than Interactive Graph Cuts. To clarify the diﬀer-
ences between the methods, successfully segmented images were deﬁned, based
on the results of interactive Graph Cuts, as those with error rates below 2%, and
missed images were deﬁned as those with error rates over 2%. Table 3 list the seg-
mentation results for successfully segmented and missed images. The proposed814 T. Nagahashi, H. Fujiyoshi, and T. Kanade
Fig.8. Examples of segmentation results
method and Interactive graph cuts are comparable in the number of successfully
segmented images. However, we can see that the proposed method can obtain
4.79% better segmentation than Interactive Graph Cuts in missed images. The
proposed method can be used to segment regions of the object using a stepwise
process from global to local segmentation. Figure 8 shows examples of segmen-
tation results obtained with the new method.
4.3 Video Segmentation
The proposed method can be applied to segmenting N-D data. A sequence of
40 frames (320x240) was treated as a single 3D volume. A seed is given to the
ﬁrst frame. Figure 9 shows examples of video segmentation obtained with the
new method. It is clear that the method we propose can easily be applied to
segmenting videos. We can obtain video-segmentation results.Image Segmentation Using Iterated Graph Cuts 815
Fig.9. Example of video segmentation
Table 3. Error rate [%]
Interactive
GrabCut[4]
Proposed
Graph Cuts[2] method
Successfully segmented
Over segmented 0.29 3.54 0.81
(26 images)
Under segmented 0.43 1.03 0.22
total 0.72 4.58 1.03
Missed images
Over segmented 3.56 3.10 1.45
(24images)
Under segmented 3.47 2.21 0.79
total 7.04 5.31 2.25
5C o n c l u s i o n
We presented a novel approach to image segmentation using iterated Graph
Cuts based on multi-scale smoothing. We computed the prior probability obtain
by the likelihood from a color histogram and a distance transform, and set the
probability as the t-link of the graph for the next process using the segmenta-
tion results from the graph cuts in the previous process. The proposed method
could segment regions of an object with a stepwise process from global to local
segmentation by iterating the graph cuts process with Gaussian smoothing us-
ing diﬀerent values for the standard deviation. We demonstrated that we could
obtain 4.7% better segmentation than that with the conventional approach.
Future works includes increased speed using super pixels and highly accurate
video segmentation.
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