ABSTRACT In recent years, recommendation systems have been widely used in various commercial platforms to provide recommendations for users. Collaborative filtering algorithms are one of the main algorithms used in recommendation systems. Such algorithms are simple and efficient; however, the sparsity of the data and the scalability of the method limit the performance of these algorithms, and it is difficult to further improve the quality of the recommendation results. Therefore, a model combining a collaborative filtering recommendation algorithm with deep learning technology is proposed, therein consisting of two parts. First, the model uses a feature representation method based on a quadric polynomial regression model, which obtains the latent features more accurately by improving upon the traditional matrix factorization algorithm. Then, these latent features are regarded as the input data of the deep neural network model, which is the second part of the proposed model and is used to predict the rating scores. Finally, by comparing with other recommendation algorithms on three public datasets, it is verified that the recommendation performance can be effectively improved by our model.
I. INTRODUCTION
With the development of artificial intelligence technology, increasingly more intelligent products are being applied in daily life and provide convenience for people in various aspects. The intelligent recommendation function of personalized recommendation systems can effectively provide users with valuable information from massive Internet data; thus, it is widely used in many network platforms such as movie, music and shopping platforms.
The recommendation algorithm is the most important part of a recommendation system and directly determines the quality of the recommendation results and the performance of the system. The commonly used algorithms can be divided into two main categories: content-based [1] methods and collaborative filtering [2] - [4] methods. Content-based methods construct portraits of users and items through the analysis of extra information, such as document content, user profiles and the attributes of items, to make recommendations. In most cases, the information that is used to construct the portraits is difficult to obtain or even fake; therefore, its performance and application range suffer from significant limitations. Collaborative filtering algorithms are the most widely used algorithms in recommendation systems; they are different from content-based methods in that they do not require information about users or items, and they make accurate recommendations based only on interaction information between users and items such as clicks, browsing and rating. Although this method is simple and effective, with the rapid development of the Internet, the high sparsity of the data limits the performance of the algorithm; therefore, researchers have begun to look for other methods of improving the recommendation performance.
In recent years, Deep Neural Networks (DNNs) have achieved great success in various fields, such as computer vision [5] , speech recognition [6] and natural language processing [7] ; however, there are few studies on recommendation systems with these technologies. Some researchers have recently proposed recommendation models based on deep learning, but most of these models use additional features, such as text content and audio information, to enhance their performances. Considering that the above-mentioned information may be difficult to obtain for most recommendation systems, in this paper, we propose a recommendation model based on DNNs that does not need any extra information FIGURE 1. The framework of the proposed model includes two steps: first, the features of users and items are obtained from the rating matrix; then, the two features are concatenated together as the input data for the DNN model. After training the DNN, the probability distribution of the rating score will be obtained from the output layer.
aside from the interaction between users and items. The main framework of our model is shown in Figure 1 . First, we use the user-item rating matrix to obtain the features of the users and items, which we will discuss in Section 3. Then, we regard these features as the input of the neural network. In the output layer, we will obtain some probability values that represent the probabilities of the scores that the user might give. Finally, the score with the highest probability will be used as the prediction result. By comparing with some commonly used and state-of-the-art algorithms on three public datasets, it is proved that the proposed model can effectively improve the recommendation accuracy.
The remainder of this paper is organized as follows: In Section 2, we introduce the CF methods and some recommendation algorithms based on DNNs. We will give a detailed description of our model in Section 3. Section 4 contains some experimental evaluations and discussion. We provide a brief conclusion in Section 5.
II. RELATED WORK
Breese et al. [8] divide the CF algorithm into two classes: memory-based methods and model-based methods. The memory-based CF uses the similarities between users [9] or items [10] to make recommendations. This method is widely used because it is effective and easy to implement, but with the increase in the scale of the recommendation system, the calculation of the similarity becomes increasingly more difficult; in addition, high data sparsity also limits the performance of this method.
To solve the above-mentioned problems, many modelbased recommendation algorithms have been proposed such as latent semantic models [11] , Bayesian models [12] , regression-based models [13] , clustering models [14] , and matrix factorization models [15] . Among the various CF technologies, matrix factorization is the most popular method. This method maps both users and items to vectors with the same dimension, which represents the latent features of the users or items. The representative works of this method include Nonparametric Probabilistic Principal Component Analysis (NPCA) [16] , Singular Value Decomposition (SVD) [17] , and Probabilistic Matrix Factorization (PMF) [18] . However, the latent features learned by matrix factorization methods are often not sufficiently effective, especially when the rating matrix is very sparse.
On the other hand, deep learning techniques have recently achieved great success in the computer vision and natural language processing fields. Such techniques show great potential in learning feature representations; therefore, researchers have begun to apply deep learning methods to the field of recommendations. Salakhutdinov et al. [19] use a restricted Boltzmann machine instead of the traditional matrix factorization to perform the CF, and Georgiev and Nakov [20] expanded the work by incorporating the correlation between users and between items. There are also other studies that have proposed methods based on deep learning, but they mainly focus on music recommendation, such as [21] and [22] . These studies use traditional convolutional neural networks and deep trust networks, respectively, to learn the music content features. In addition to music recommendation, Wang et al. [23] propose a hierarchical Bayesian model that uses a deep learning model to obtain content features and a traditional CF model to address the rating information. As we can see, these methods based on deep learning techniques more or less make recommendations by learning the content features of items such as text content and the spectrum of music. These methods are not applicable when we are unable to obtain the contents of items. Therefore, He et al. [24] propose a new recommendation framework based on deep learning. In their method, users and items are represented via one-hot encoding of their ID; obviously, this method only uses the ID information during the training phase of the model, which makes a large amount of prior information unable to be used. Therefore, the effectiveness of feature learning is difficult to guarantee.
III. OUR ALGORITHM A. FEATURE REPRESENTATION MODEL
As seen in Figure 1 , in our method, we need to obtain the features of users and items according to the rating matrix. In this section, we will discuss various feature representation methods.
Let the user-item rating matrix of n users to m items be R ∈ R n×m . The entry R ij represents the i-th user's rating score of the j-th item; if the rating record does not exist, then R ij = 0. Moreover, we let the users' latent feature matrix be U ∈ R n×a , the vector U i of the i-th row represents the features of the i-th user, and a represents the dimension of the features. Likewise, the latent features of the items are represented by the matrix V ∈ R m×b .
1) RATINGS AS FEATURES
Ratings as Features (RaF) is a feature representation method whose main idea is that a user's rating data are regarded as the feature of the user directly. Specifically, U = R, and likewise, the features of items are V = R T . Although the RaF method is simple and effective, it also has some shortcomings. The rating matrix is highly sparse; thus, there are many missing data. If one does not address the missing data carefully, the resulting model may not be sufficiently accurate, and finding reasonable methods to address such data may require much additional work.
2) ID AS FEATURES
The ID of a user or item is unique; therefore, it can be considered as our desired feature. However, the ID is a categorical variable that cannot be compared or summed or subject to other mathematical operations; therefore, He et al. [24] propose a method called Neural Collaborative Filtering (NCF). The framework of this method is shown in Figure 2 . According to figure 2, we have
where OneHot(i) indicates using the One-Hot method to encode the ID i, which will generate a zero vector with a specified dimension, and the i-th position of the vector will be set to 1. NN (x) denotes the output of the neural network when the input is x.
3) SINGULAR VALUE DECOMPOSITION
The matrix factorization technique achieves a strong performance with decreasing dimensions and feature representations; therefore, it is a feasible choice when needing to learn features from a matrix. The SVD algorithm is one of the most famous matrix factorization algorithms; this algorithm decomposes the matrix into three matrices, whereby we can obtain the features of users and items. The expression of SVD is as follows:
where the diagonal matrix S ∈ R n×m and the main diagonal element consists of the eigenvalues of the matrix R. This method also needs to preprocess a large number of missing values; on the other hand, the performance is poor when addressing large-scale data due to its high complexity when solving for eigenvalues.
4) PROBABILISTIC MATRIX FACTORIZATION
The PMF algorithm is proposed by Mnih and Salakhutdinov [18] . They use the product of the user's latent features and the item's features to fit the corresponding rating score. When the least square error is used as the loss function, the expression is as follows:
where the parameters λ 1 and λ 2 represent the L2 regular parameters. Because of the existence of missing values, which should not be considered when calculating losses, the modified loss function is as follows:
where δ ij = 0 when R ij = 0; otherwise, δ ij = 1. It can be observed that the PMF algorithm can effectively avoid the problem of missing values; however, this method also has other limitations. The basic assumption of this algorithm is that the features of both users and items are completely independent, while in the field of recommendation, there may be some correlation between different features.
5) QUADRIC POLYNOMIAL REGRESSION
Considering the above-mentioned disadvantages of the RaF, NCF, SVD and PMF methods, this paper proposes a new feature representation method based on Quadric Polynomial Regression (QPR), which not only avoids the issue whereby the preprocessing of missing values may lead to inaccurate results in feature learning but also can consider the correlations between features.
In the traditional quadric polynomial regression model, for the feature vector x, the corresponding supervised value y is fitted by the following expression:
where the parameter l represents the dimension of the vector x, z represents the coefficient of the constant term, w represents the first-order coefficients, and W ∈ R l×l represents the second-order coefficients. Therefore, in the proposed method, there are x = (U u , V v ) and y = R uv . Then, we obtain
If we set
then it can be observed that p u is only concerned with the user u, and q v is only related to the item v; therefore, we obtain the final model:
Notice that we redefine W ∈ R a×b here.
As with the PMF algorithm, the training loss of QPR is evaluated by the least square method. Thus, we have
By optimizing Eq. (11) to minimize L, we can obtain the two matrices U and V that we need.
B. DEEP NEURAL NETWORK MODEL
In this subsection, we will introduce the deep neural network model in figure 1 , which takes the latent features of users and items as the inputs and uses the forward propagation algorithm to predict the rating scores.
According to our model, in the input layer, the input vector x 0 is concatenated by the latent features of users and items; therefore, for any record R ij , we have
where the function concatenate() is used to concatenate two vectors. When x 0 passes through the first hidden layer, the output of the first hidden layer is obtained by the following equation:
where W 1 is the weight matrix between the input layer and the first hidden layer, b 1 is the bias vector, the activation() indicates the activation function, which is designed to make the neural network model nonlinear and multilayer neural networks become meaningful. In the DNN model, the activation functions that we use include the sigmoid, tanh, and ReLU functions. In this paper, we choose ReLU as the activation function for our model because it is more effective [25] and easier to optimize [26] . By Eq. (13) and the discussion above, we can obtain the output at the l-th hidden layer:
In the output layer, our training goal is to predict the user's rating score R ij . We use the One-Hot encoding method again to obtain the supervised value y = OneHot(R ij ); therefore, we need to transform the output result by the softmax method to obtain the prediction value of the corresponding position of y, that is,ŷ
where h represents the number of hidden layers, x h is the output of the last hidden layer, and W out and b out represent VOLUME 6, 2018
the weight and bias of the output layer, respectively. Finally, we use a cross entropy method to evaluate the difference between the prediction resultŷ and the supervised value y:
where d represents the dimension of the vector y, which is equivalent to the number of neurons in the output layer. Finally, our model predicts the i-th user's rating score on the j-th item by the following equation:
C. TRAINING MODEL
In this subsection, we shall describe the training details of our model. First, we need to use the QPR model to obtain the features. We use the gradient descent method to solve Eq. (11), and the learning rate is set to η. Thus, the rules for updating each parameter are as follows:
where
The algorithm for training the feature representation model is shown in Algorithm 1. Next, we will discuss the training methods of the deep neural network model. Through the analysis in Section 3.2, we can find that the training of the deep neural network is mainly based on the learning of the weight matrix W and the bias vector b. We define W l,ij to represent the connection weight between the i-th neuron in the l-th layer and the jth neuron in the (l − 1)-th layer. In particular, the 0-th layer represents the input layer. b l,i represents the bias on i-th neuron in the l-th layer.
We use the gradient descent method to solve W according to Eq.(16); then, we have Fig. 3 shows that W l,ij can only affect the loss ε through neuron i; therefore, we use net l,i to represent the weighted input of the neuron i in the l-th layer:
Then, we have ∂ε
Next, we will discuss the value of ∂ε ∂net l,i in two cases. When layer l is the output layer,
According to Eq. (16),
and according to Eq. (15), 
Therefore, ∂ε
Based on the above discussion, we obtain the following rules for updating the parameters in the DNN model:
is determined by Eq.(31) and Eq.(32).
D. MAKING RECOMMENDATIONS
When the training of the proposed model is completed, we can use it to predict a user's rating score on the items that have not been rated by the user. When making recommendations for a specific user, we can recommend the items with the highest predicted score for the user.
IV. EXPERIMENTAL EVALUATION A. DATA DESCRIPTION
In our experiment, we use three real datasets to test the performance of our model: MovieLens-100K, MovieLens-1M, and Epinions.
The MovieLens-100K dataset contains nearly 100,000 rating records of 943 users on 1,682 items; the dataset comes from the MovieLens website, and all the rating scores are positive and not greater than 5.
The MovieLens-1M dataset also comes from the MovieLens website, but it contains 1,000,209 rating records from 6,040 users for 3,952 movies. In addition, it was released later than the previous database, and each user has rated at least 20 movies.
The Epinions dataset is from the Epinions website. Before our experiments, the users who have rated fewer than 10 items are removed from the dataset, and the items that have been rated fewer than 10 times are also removed. Ultimately, 354,857 rating records of 15,687 users on 11,657 items remain.
The statistics of the three datasets are shown in Table 1 . 
B. EXPERIMENTAL ENVIRONMENT 1) HARDWARE
Two pieces of GPU were used in this experiment, they are all NVIDIA TITAN Xp, and the CPU is Intel Core i7-7500U.
2) SOFTWARE
The operating system used in this experiment is Ubuntu 16.04, and we use Python language to achieve our program, the specific version is 3.5. Since the deep learning method is used in this paper, we adopt a more popular framework to implement the deep learning module in this pape -Tensorflow 1.2.0.
C. EVALUATION MEASURE
We adopt the Mean Absolute Error (MAE) method and the Root Mean Squared Error (RMSE) method, which are widely used in many fields, including recommendation systems, to evaluate the performance of our model. The expressions are as follows:
where N is the number of testing data samples andR ij represents the prediction score according to Eq. (17) . Obviously, the lower values of MAE and RMSE indicate better performance of the model.
D. COMPARED METHODS
In this paper, our experiment is divided into two parts. The first part compares the performance of different feature representation methods introduced in Section 3.1, with the goal of proving the effectiveness of the proposed feature representation method. In the second part of the experiment, we verify the accuracy of the proposed model by comparing with other recommendation algorithms. We chose the following famous and state-of-the-art recommendation algorithms to compare with our method:
• Item-based (IB) [10] : The basic idea of the Item-based method is to calculate the similarities between the items; then, the item that is similar to the items that are preferred by the active user is recommended.
• SVD [17] : This algorithm is based on the Singular Value Decomposition method, where the rating matrix VOLUME 6, 2018 is decomposed into three matrices. These matrices will be used to make the prediction.
• PMF [18] : A widely used matrix factorization model. In our experiments, we set the regularization parameters with the grid {0.01, 0.1, 0.2, 0.5, 1, 2, 5}.
• MCoC [27] : This method first clusters the users and items into subgroups, and then, it uses the basis CF method to make recommendations within each subgroup.
• DsRec [14] : This is a hybrid model that combines the matrix factorization model and the basis clustering model to improve the prediction accuracy.
• PMMMF [28] : This method uses Proximal Support Vector Machine (PSVM) to improve upon the traditional MMMF method.
• Hern [29] : This method decomposes the rating matrix into two non-negative matrices using the matrix factorization method based on a Bayesian probability model.
• SCC [30] : This method is also a recommendation algorithm based on clustering; the difference is that it only clusters the items using a self-constructing clustering method.
• TyCo [31] : The main idea of this method is from cognitive psychology for finding "neighbors" of users based on user typicality degrees in user groups.
In addition to feature reduction and feature extraction, the SVD and PMF algorithms are also commonly used recommendation algorithms; therefore, in the second part of the experiment, we use those methods again.
E. SETTING PARAMETERS
Before the experiments, we need to set the parameters for our model. In the feature representation model, the dimensions of the user features and item features are related to a specific dataset. For the MovieLens-100K dataset, we set a = 16 and b = 18; for the MovieLens-1M dataset, we set a = 20 and b = 20; and for the Epinions dataset, we set a = 24 and b = 22. For all the datasets, we set the learning rate η = 0.01.
In the deep neural network model, the number of hidden layers is set to 2. In the input layer, the number of neurons is the sum of the parameters a and b, and the number of neurons in the first hidden layer is 27; there are 12 neurons in the second hidden layer and 5 in the output layer. The learning rate η for updating weights and biases is set to 0.001.
F. EXPERIMENTAL RESULTS
In this paper, we have carried out the experiments about 20 times on all three datasets, and then removed one of the best and one of the worst result, taking the average value of the rest as the experimental result. In the first part of the experiment, we tested the effectiveness of the proposed feature representation model. First, we randomly selected 20% of the data of the dataset as the test set and the remaining 80% as the training set. We only used the MAE measure method in this experiment, and the experimental results are shown in Figure 4 .
By observing the experimental results of Fig. 4 , we can draw the following conclusions:
1) The experimental results of the RaF method on the three datasets are the worst. The reason for this result may be that the input data required by the neural network model need to be continuous and comparable; however, according to our assumptions, the missing value in the rating matrix will be replaced by 0. Applying mathematical operations to these values is meaningless during the training phase; meanwhile, those missing values will be considered as minimum values (0 less than 1), which means that the user does not like the item, which is clearly inaccurate. 2) The NCF method performs well on the MovieLens100k dataset, but it performs poorly on the other two datasets. By analyzing the statistics of the three datasets in Table 1 , we believe that the reason for this phenomenon is that the MovieLens-100k dataset is small. It is reasonable to use the One-Hot encoding technique; however, on larger datasets, the encoded vectors are very sparse, which makes it difficult for the neural network to learn effective features. Therefore, the performance will be worse.
3) The performance of the SVD algorithm on the three datasets is not ideal. The reason for this result may be that the method needs to preprocess the missing values, and the general approach to do this is to replace them with averages or modes, which makes the decomposed features not reliable enough. 4) Both the PMF method and the QPR model in this paper achieve better performances because the two methods do not need to focus on the impact of missing values. However, the experimental results show that the QPR model achieves better performance than the PMF method, which means that the features of the users and items are not completely independent; there may be some correlation between them. The QPR model proposed in this paper can better address these relationships by adding quadratic terms; therefore, it can obtain the best performance.
In the first part of the experiment, we verified the effectiveness of the proposed feature representation method. Next, we will verify that the combination of the feature representation model and the neural network model can improve the prediction accuracy. In this experiment, we use both the MAE and RMSE metrics to evaluate the results. The experimental results are shown in Table 2 .
By observing the experimental results in Table 2 , we draw the following conclusions: 1) Our method achieves better performance under both the MAE and RMSE metrics on all three datasets, which means that our model achieves higher prediction accuracy and proves that the combination of the QPR model and DNN model is effective. 2) It can be observed from the experimental results that the RMSE value is larger than the MAE value under the same conditions, which means that the RMSE metric is a better indicator of the performance of the algorithm.
A greater penalty is applied to an element with a larger prediction error; therefore, to some extent, it reflects the prediction stability of the algorithm. The experimental results show that the proposed model achieves better performance than the other algorithms with respect to the RMSE metric method, which means that the proposed model has high prediction stability.
3) The prediction performance of our model is very different on the three datasets. Given the statistical information in Table 1 , we believe that this difference is caused by the number of ratings per user. The greater the number of user ratings, the more accurate are the features that can be learned by the model; therefore, the model achieves a higher prediction accuracy on that dataset.
G. IMPACT OF PARAMETERS
In this subsection, we will discuss the impact of the parameters on the performance of our model. We mainly discuss the influence of the feature dimensions a and b and the number of hidden layers h. In the following experiments, we used the MAE metric method.
To verify the effect of the feature dimensions on the experimental results, we selected various values of a and b in the experiment, and the results are shown in Figure 5 . In Figure 5 (a), we fixed b = 20; then, by adjusting the value of a to observe its effect on the performance, we fixed a = 20 in Figure 5(b) . The experimental results show that with increasing feature dimension, the performance of the model gradually improves and ultimately becomes stable. When the best performance is achieved, the values of a and b on the three datasets are consistent with the settings in Section 4.4. Through further analysis of the experimental results, we observe that when the feature dimension is low, the features learned by our model are not sufficiently accurate, and there remains significant room for improvement. However, when the dimension reaches the best value but continues to increase, overfitting may occur. When the model achieves the best performance, larger datasets result in higher feature dimensions.
Next, we will discuss the influence of the number of hidden layers on the performance. The experimental results are shown in Figure 6 , which shows that appropriately increasing the number of hidden layers can significantly improve the performance of the model; however, if more than 2 hidden layers are used, the performance of the model is almost no longer improved. Through analysis, we think that too many hidden layers may cause overfitting due to the low feature dimension of the input which comes from the feature representation model, therefore, we propose to set the number of hidden layers in the DNN model to 2.
V. CONCLUSION
In this paper, we discussed the effectiveness and implementation details of applying the DNN model to non-contentbased recommendation systems. We first introduce a method of using a QPR model to obtain the latent features of users and items, then, we combine them with the DNN model. The experimental results show that the proposed model achieves good prediction performance, which proved that the application of deep learning model in recommender system is a successful attempt. Our framework is simple and generic, therefore, it is not limited to the method presented in this paper. One can regard the framework as a guideline for developing deep learning methods for recommendation systems. This paper is a preliminary attempt to apply deep learning methods to recommendation systems, so there are many possibilities for improvement, such as building more complex models, or using other deep learning methods.
In future work, we will study the application of other deep learning techniques, such as the convolutional neural network method in recommendation systems and attempt to further improve their performance. Specifically, we try to construct some user images by using the user's rating information, each element of the image corresponds to a certain feature of the user, and then use the convolutional neural network to mine the local features of the user, so as to cluster and recommend. 
