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CONTRbLABILITfi ii UNE RENORMALISATION 
PRl?S ET PETITS OPBRATEURS DE CONTRdLE 
Par N. K. NIKOLSKI 
ABSTRACT. - Linear dynamic systems (A.B) : z’ = AZ + Bu, with bounded control operators B : U - X 
and operators A generating a continuous semi-group S(t) : X - X, t > 0, on a Banach space X, are 
considered. A necessary condition for exact controllability is shown (the exponential right invertibility of S(t) : 
pyt)“y/ll 2 cxe-‘?f Ilyli, y E X” for some o>[j > 0) and the role of the image BU is analyzed (31). The 
main part of the paper is devoted to the Hilbert space case X = H where the generator A has a Riesz basis 
of eigenvectors, Ap,, = -X,, (pr, ~ 1~ 2 1. In this case, the controllability up to renormalization (CERP) is 
introduced and studied (it means the existence of weights mu,, > 0 such that the restriction of (A. B) on the 
space H(ro,, ) = 1 C a,, a, : C IG I2 WA 11’4 < oo} is well-defined and exactly controllable). After giving 
IL> I ?1 2 I 
an elementary spectral necessary condition (sup IReX,, I < cc) we prove that for every such A and for every 
quasi-normed ideal 6 of compact operators (but not for the ideal of finite rank operators) there exists B E 6 such 
that the system (A. B) enjoys the CERP property (~2). For the same class of semi-groups, the null controllability 
(CEQ) is studied ($3). In particular, it is proved that the condition c (I&,&, /+ l)p/‘c-r’Kf ‘,lr < cc is sufficient 
(necessary and sufficient for 2 5 p 5 x) for CEQ at the time moment 7 > 0 with a control operator B from 
a Schatten-von Neumann class G,,. p > 0. The same condition for p = I together with the famous Carleson 
condition for the frequencies (X,, )n > r is necessary and sufficient for the existence of a rank I operator B ensuring 
the exact null controllability. We fit&h with remarks linking control problems with Hardy space HZ-interpolation 
($4). 0 Elsevier, Paris 
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0. Introduction 
Dans cet article, nous considkrons diffhents problkmes de contAle (exact, A une 
renormalisation p&s, B l’kquilibre, etc) des Cquations 
5’ = An: + Bu 
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par une methode bake sur les proprietes geometriques des valeurs et des vecteurs propres 
de la generatrice A. Apres une breve analyse de la situation g&k-ale (3 1). nous passons au 
cas principal ou l’operateur A, defini dans un espace de Hilbert, admet une base de Riesz 
de vecteurs propres Ap,, = -X,,p,,,, A*$,, = -&,y’l,,, 71, 2 1. Dans ce cas important, la 
theorie assez complete est possible et le caractere de son contenu depend beaucoup du 
comportement des exponentielles a valeurs vectorielles 
et done de la repartition des frequences ( -Xrl)rr>l dans le plan complexe. 
Le but de l’article est done d’essayer d’aller plus loin, par rapport a ce qu’on fait 
d’habitude, en restant dans le cadre des methodes purement operatorielles et fonctionnelles. 
Dans la premiere partie de l’article (ii I), apres avoir fixe les definitions et notations 
de base et rappel6 les outils standard du controle ($1.1) nous nous concentrons sur la 
separation des roles joues par le generateur A du semi-groupe continu a controler et 
l’operateur de contrble B. On obtient les conditions necessaires et suffisantes, pour la 
controlabilite exacte ($5 1.2- 1.4), et on generalise, pour la situation abstraite, I’algorithme 
permettant de trouver le controle de l’energie minimale (5 1.6). 
La deuxibme partie ($52-4) contient les resultats principaux de l’article et continue a 
developper la mCme idee : obtenir les conditions spectrales necessaires pour le generateur 
il, puis analyser le role joue par l’operateur de controle B. Ici, nous considerons les 
semi-groupes diagonaux par rapport a une base de Riesz de l’espace des etats. Le plan 
de $52-4 est le suivant. 
En $2 nous introduisons les notions de controlabilite generalisee (CEG) (deja utilisee 
precedemment par A. Avdonin et A. Ivanov, [AI]) et de controlabilite exacte a une 
renormalisation p&s (CERP). Cette derniere, Ctant le but principal, est Ctudiee en 
plus de details : nous donnons les criteres spectraux pour la CERP et analysons des 
possibilites d’assurer la CERP par des “petits” operateurs de controle B (appartenant a 
un ideal symetrique quasi-norm6 d’operateurs compacts). Contrairement a la controlabilite 
habituelle, la CERP est compatible avec la compacite de I’operateur de controle B. 
En 53 nous considerons, d’apres le meme point de vue (done, d’abord les conditions 
spectrales sur A, ensuite la recherche des plus petits B possibles), le controle a l’equilibre 
exact (CEQX), ce dernier represente une precision de la notion standard du controle a 
l’equilibre. 
Le $4 contient quelques remarques sur le role d’interpolation libre et like pour la CERP 
et CEG. 
Pour finir cette introduction, je tiens a remercier M. N. Benamara pour son aide a 
rediger ce texte. 
1. Quelques rksultats sur le contrdle exact 
Dans ce paragraphe nous obtenons une condition necessaire pour la controlabilite exacte 
(CEX) (le semi-groupe S(.) doit etre inversible a droite), et puis la completons par une 
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analyse des operateurs de controle admissibles. En particulier, les operateurs Bi et & a 
meme image Im Bi = Im Bz simultanement assurent ou pas le controle. 
Nous donnons aussi une demonstration simple du fait (probablement connu) que la CEX 
compacte n’est jamais possible. 
1.1. Definitions et rappels 
1.1.1. - Soit 2’ = Az + B’L~ , t 2 0 notre equation a contrbler, par la suite dite le systbme 
(A, B), et soit S(.) 1 e semi-groupe continu a generatrice A. Alors 
s t x(t) = S@)xo + S(t - r)Bu(r)dr =: S(t)z” + c(t)u 0 
est une solution get&ale de l’equation (a don&e initiale za et a fonction de controle 
u E L2(0, r;U), U est un espace de Banach auxiliaire) ; l’operateur 
c(t) : L2(0, r; U) - x 
s’appelle l’ope’rateur de contr6labilite’. 
1 .1.2. - L’ensemble 
A(7)zo = {Z(T) : u E L2 : z(O) = Q} 
s’appelle l’ensemble des e’tats accessibles a partir de 20 ; 11 est clair que 
A(7)zo = S(T):C, + +)L2: 
1.1.3. DEFINITION. - Un systeme est dit exactement contr6lable 6 l’instant 7 si 
A(+o = X quel que soit za. Un systeme est approximativement contr6lable (a- 
contr6lable) si A(T)z~ = X quel que soit za. 
11 est clair (puisque c(r)L2 est un sous-espace vectoriel de X) que, quels que soient 
x0 et x0’ E X, on a 
A(+0 = X u A(T)z~’ = x, 
A(+, = X u A(T)z~’ = X. 
En particulier, en posant x0 = 0 on obtient 
1.1.4. COROLLAIRE. - Un syst2me est exactement contrhlable (resp. a-contr6lable) 6 
1 ‘instant r si et seulement si c(r) L2 = X (resp. c(r) L2 = X). 
1.1.5. - 11 est clair aussi que l’ensemble des Ctats accessibles de x0 = 0 a l’instant T 
est monotone en fonction de r : en effet, 
A(T + E)O > A(T)O w C(T + &)L2 > +)L2 
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et cette derniere inclusion est Claire : si on ne controle pas sur 0 2 t 5 P alors 
I 
.T+E c(7 f &)U = S(r +& -T)BU(T)dT E 
= I r S(7 - s)Bu(s + &)d.S = C(T)U, .0 
avec u E L’(O,T + e;U) et u1 E L2(0,7-:U), PLY = U(S + e) un controle arbitraire sur 
s E [O,r]. 
1.1.6. DEFINITION. - On dit que le systeme (A, a) admet le controle a l’equilibre (CEQS), a 
l’instant T, si quel que soit z0 E X il existe 24 E L2(0, 7; ZA) telle que z(O) = :co , CT(T) = 0. 
D’apres la formule fondamentale, l’observation suivante est Claire : Un systbmr est 
controlable a l’equil~ibre si et seulement si 
S(T)X c C(T)L2. 
La controlabilite a l’equilibre est une propriete, en principe, plus faible que la 
controlabilite exacte. Elles sont Cquivalentes si et seulement si S(r)X = X. 11 est clair done 
que les deux types de controlabilite coincident si les operateurs S(t), t > 0 sont inversibles ; 
remarquons que cette derniere propriM se realise si et seulement si le semi-groupe S(.) 
se prolonge en groupe continue sur R par la formule S( -t) = S(t)-l, t > 0. 
1.2. Contdle exact (CEX) 
Le critere suivant est bien connu et est une consequence immediate du theoreme classique 
de Banach (voir aussi le Lemme 13.1 ci-dessous). 
1.2.1. TH~OR~ME. - Un systbme (A! B) est exactement controlable a l’instant r si et 
seulement si il existe y > 0 telle que 
Ilc(~)*~Il 2 YIIYII . pour tout Y E X*: 
ce qui est aussi equivalent a 
J oi IIB*S(t)*yl&dt 2 y2(Iyl&* , pour tout y E X*. 
Pour &parer les roles jot& en controlabilite exacte par les operateurs A et B, nous 
avons besoin du Lemme suivant. 
1.2.2. LEMME. - Soit S(.) un semi-groupe continu sur un espace de Banach X. Les 
assertions suivantes sont equivalentes. 
( 1) I1 existe cl > 0 et e > 0 tels que 
(1.2.1) Ilw>*Yll 2 &e-atllYII 
pour tout t > 0 et y E X*. 
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(2) I1 existe to > 0 tel que 
(1.2.2) inf IIS(to)*yII > 0. 
IlYll=l 
Preuve. - L’implication (1) ==+ (2) est Cvidente. Dkmontrons la rtkiproque. 
Soient t > 0 et 
(1.2.3) E(t) = WllS(t)*ylI : Y E X*, 11~11 = 11. 
Quel que soit y E X* et r, t E W+ on a : 
Ils(t + T)*Yll = Ilw)*w*Yll > 
L ~wllw*YlI 1 
L ~(+(~)llYII~ 
d’oti 
(1.2.4) E(t + ?-) > E(t)&(T). 
D’autre part, 
IIW + d*yII 5 Ils(d*ll . Ilw*Yll 
d’oti 
E(t + r) I llq~)lI . E(t). 
Ces inCgalitCs montrent que s’il existe to > 0 tel que E(tO) > 0 alors E(t) > 0 pour 
tout t, 0 < t 5 to : 
(1.2.5) 0 < @o) 5 IIWO - t)ll . E(t) 
et ensuite que E(t) > 0 pour tout t > 0 puisqu’il existe 71 E Z+ et T, 0 < T < to tels 
que t = ton + T et done (d’aprh (1.2.4)) 
E(t) = &(nto + ?-) 2 E(r&)&(?-) > E(to)nE(r) > 0. 
De plus, 1’inCgalitC (1.2.4) montre que l’inverse de E(.), soit 
u(t) =: A-- t > 0, E(t) : 
vtkifie la condition de sous multiplicativitk a(t + r) 5 u(t)u(r) pour t, T > 0, et (1.2.5) 
montre que u(.) est localement bomCe : sup u(t) < cx: quel que soit to > 0. 11 est bien 
sto 
connu que cela entraine une majoration du type u(t) 5 Ceckt : en posant M = supa 
t<1 
et t = [t] + T, 0 5 T < 1 on obtient 
u(t) < u(r)u( [t]) < Mu(~)‘~] 5 Cc?, 
avec C > 0, CL > 0 convenables. 
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1.2.3. COROLLAIRE. - La ,function E(.) ve’rifie I’alternative suivante : soit c(t) > 0, pour 
tout t, soit I = 0, t > 0. 
Utilisons le Lemme et son Corollaire pour deduire le critere suivant de contrblabilite 
exacte. 
1.2.4. THBOR~ME. - Soit (A, B) un systbme dynamique. 
(I) Si (A: B) es exactement contr&able & l’instant r > 0 alors il existe Q > 0 et t 
6 > 0 tels que 
(1.2.1) Ils(t)*Yll 2 ~~-atllyll, 
pour tout t > 0 et y E X”. 
(2) Rkciproquement s’il existe to > 0 tel que 
(1.2.2) 
alors le systkme (A, B) est exactement contr6lable pour tout r > 0 et pour tout B vkrijant 
ImB = X. 
Preuve. - (1) Verifions que la fonction c(.) du (1.2.3) est strictement positive. Pour ce 
faire, supposons qu’au contraire, c(t) = 0 pour un certain t > 0, et qu’alors I 3 0, t > 0. 
Soient T > 0 et E > 0. Choisissons 6 > 0 tel que 
SM2fJ2r’6 < E/2. 
oti M et c verifient llS(t)ll 5 Mert, f > 0 et y E X* tel que llyll = 1 et 
rTM2e2CTJIS(S)*yI12 < E/2. 
Alors on a : 
J(y) =: 
.I’ 
7 I(B*S(t)*ylJ2dt < 
0 
I llB*l12(/6 IlW*~ll~dt + /T IlW*~ll~~~) F 
. 0 * 6 
5 ~lB~~2SA42e2’” + llH12 /; Ils(t - ~)*l1211w*Yl12~~ I 
I llBl12 . ; + /lBI12rM2i2~‘llS(6)*y/12 < 
< llBJ12 . E. 
Et comme llyll = 1, J(y) < E. llBj12 et E > 0 est arbitrairement petit, il en resulte 
d’apres le Theorbme 1.2.1 que le systeme (A, B) n’est pas exactement conti%lable, ce 
qui contredit l’hypothese. 
Done, c(t) > 0 pour tout t > 0 et l’application du Lemme 1.2.2 achbve la demonstration. 
(2) D’apres l’hypothese (et le theoreme de Banach) il existe p > 0 tel que I (B’yl I > PI Iy( I 
pour tout y E X*, d’ou 
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Et puisque a est positive (voir le Lemme) on obtient 
J(Y) L Y(4211Yl12 
avec y(7) > 0 independant de y E X*. Le Theo&me 1.2.1 acheve la preuve. 
1.2.5. COROLLAIRE. - Si le systeme (A? B) est exactement controlable ir l’instant r > 0 
alors c’est aussi le cas pour (A, B’) quel que soit B’ satisfuisant Im B’ = X. 
1.2.6. COROLLAIRE. - Soit (A, B) le systbme dynamique & operateur de controle surject$ 
Im B = X. Les assertions suivantes sont equivalentes : 
(I) (A, B) est exactement controlable 6 un certain instant r > 0. 
(2) (A; B) est exactement controlable 6 tout instunt r > 0. 
(3) inf IlS(t)*yll > 0 pour tout t > 0. 
I/.Yll=l 
(4) I1 existe des constantes E,(V > 0 telles que I\S(t)*y(( > ~eP’((yyl( pour tout t > 0 
et y E x*. 
Sous l’hypothese Ker S(t) = (0) p our tout t > 0, elles sont aussi tquivalentes h : 
(5) S(.) est la restriction sur Iw+ d’un groupe continu sur Iw. 
En fait, tout est deja demontre sauf les liens du (5) avec les autres. Mais (5) ) (4) 
evidemment puisque IIS(t)*-‘11 = IlS(-t)*l] 5 const . (Yt, t > 0, et la reciproque 
(4) =j (5) est aussi Claire (sous l’hypothese Ker S(t) = {0}, t > 0) : S(t)* sont alors 
inversibles, et il est bien connu et facile de verifier que S admet comme extension B Iw le 
groupe continu defini par la formule S(-t) = S(t)-‘, t > 0. 
1.2.7. Remarque. - Une proposition semblable a (1) e (5) se trouve dans [DR]; pour 
une condition necessaire du CEX exprimee en langage de la resolvante, voir [RW]. 
Ainsi, le controle exact avec un “grand” operateur de controle B (notamment, surjectif) 
ne depend pas de l’instant T > 0. D’autre part, la surjectivite de B n’est pas du tout une 
condition necessaire pour le CEX, et en son absence la contrblabilite exacte peut dependre 
de l’instant T > 0 (voir l’exemple a la fin du $1.3). 
1.3. Le r61e de I’opCrateur B 
11 est bien connu d’apres le theoreme classique de Kalman que la contrblabilite 
approximative (CAP) du systeme (A, B) depend uniquement de l’image Im B = BU 
et de sa propriete d’etre un sous-espace cyclique pour le semi-groupe S(.). En Ctudiant le 
role de l’operateur de controle B pour la controlabilite exacte (CEX), nous commencons 
par la mCme observation B savoir que c’est l’image Im B qui joue un role et non pas 
l’operateur B lui-m&me. 
Pour demontrer cette propriete nous avons besoin du Lemme suivant sur les images 
operatorielles qui generalise le theoreme classique de Banach sur les operateurs surjectifs 
et qui est bien connu (d’apres R. Douglas) dans le cas des espaces de Hilbert (ou la 
demonstration est beaucoup plus simple). 
1.3.1. LEMME. - Soient Q! R: X trois espaces de Banach, Q est reflexif et (Y E L(Q: X), 
0 E L( R, X) (des applications lineaires continues). Alors les assertions suivantes sont 
Pquivalentes : 
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(2) I1 existe &, E L(R, Q/Ker (1) telle que /j = rro& oB (~0 : Q/Ker (P -- .Y e.\t 
l’upplication “quotient” ao(q + Kertr) = aq, (1 E Q. 
(3) I1 existe une constante C > 0 telle que 
IIP*yll i C(Ja*ylJ quel que soit y E X*. 
Si le sous-espace Ker Q: admet un complkmentaire topologique alors (l)-(S) sent 
kquivalentes & (4) : 
(4) [j = aS 02 n E L(R, Q). 
Preuve. - (1) ==+ (2). Puisque l’optrateur quotient a0 est injectif, l’application 
-1 60 : r H “0 pr, r E R est bien definie et lineaire. De plus, Se est un operateur 
ferme : si limr,, = 0 et qo = lim cjerlL alors cuoqo = linr&-,, = 0, d’ou qo = 0. D’apres 
le thCoritme”du graphe ferme, ??a E L(R. Q/Kern) it /j = a&. (2) 3 (3). On a 
p* = s;a;, et done pour tout :y E X* 
IIP*?/ll F Il4Tll . II44 = IlGll . ll~*:!Ill 
car (Q/Ker a)* est plonge isometriquement dans Q* et cy;y coincide avec o*?j consider6 
comme un vecteur de (Q/Kern)*. 
(3) ti (1). D’apres (3), l’operateur T : (x;l~ --f /9*y! :y E X* est bien defini 
et continu de a$X* dans R*. Car acX* est faiblement etoile dense dans (Q/Ker N)* 
et car Q/Ker o est reflexif, l’image aGX* est dense pour la norme de (Q/Ker n)* 
et done T se prolonge en un operateur T E L((Q/Ker Ly)*; R*). I1 est clair que 
j”* = Ta; d’oti ,@* = o;*T* = (ygT* (grace a la reflexivite de Q/Kera). Alors, 
p = ,B**IR = (u~(T*IR) = &+I oti 60 = T*IR E L(R,Q/Kertr). 
(4) e (2) s’il existe une projection P E L(Q) d’image Ker fl (ce qui est equivalent a 
l’hypothese). En effet, dans ce cas, le relevement (I - P)T : 7rq --+ (I - P)q, q E Q est 
bien defini et continu (oti T : Q - Q/Ker a est la projection canonique, (r ---+ q+ Ker o, 
y E Q), et done quel que soit 6,) E L(R, Q/K er cr I existe 6 E L(R, Q) (notamment, ) ‘1 
6 = (I - P)n-‘60) tel que TS = no. Ainsi, (2) ===+ (4) car /Y = aaS0 = tra~c) = rrn‘. La 
reciproque (4) ==+ (2) est tvidente. 
1.3.2. Remarque. - I1 est clair d’apres la demonstration que les implications (1) ( 
(2) ==+ (3) sont correctes saris l’hypothese de reflexivite de Q. Aussi dans le cas 
oti R = XT @ = I (le cas du theoreme de Banach) on peut toujours conclure 
que (3) * (l)&(Z), car dans ce cas triX* est faiblement Ctoile ferme (car il est 
sequentiellement faiblement fermi grace a (3)), et done cyGX* = (Q/Ker a)*, ce qui 
permet de terminer la preuve comme avant. 
Pour la propriM (4), la demande d’existence de complementaire topologique pour 
Ker a est necessaire, au moins pour ,8 = I : si (~6 = I oti S E L(X, Q) alors l’operateur 
P = Str : Q -+ Q est une projection continue sur Ker (Y : Ker P = Ker (Y (car 
ker h = (0)) et P2 = 6tr6tr = h I . (Y = P. 
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I .3.3. Remarque. - En utilisant le Lemme, on peut relire les conditions (1.2.1) et (1.2.2) 
du Theo&me 1.2.4 (Cquivalentes l’une B l’autre et mkessaires pour la contr6labilitC exacte 
avec n’importe quel B) de la fagon suivante : 
(1.2.1’) S(t)X = X quel que soit t > 0; 
(1.2.2’) il existe to > 0 tel que S(tO)X = X. 
Nous terminons ce sous-paragraphe avec certaines conditions suffisantes et/au nkessaires 
de contrdlabilitC exacte oti le r81e de I’opCrateur B se manifeste explicitement. En 5 1.5 (voir 
aussi Corollaire 1.2.6 ci-dessus) nous prkiserons ces propriCtCs dans le cas oti S(.) est un 
groupe sur W ; voir aussi 5 1.4 pour le contrcile compact et $2 pour les conditions nkessaires 
et suffisantes sur B dans le cas oti la gtrkratrice A admet une base de vecteurs propres. 
1.3.4. COROLLAIRE. - Soient Bi E L(Ui, X), i = 1,2, deux ope’rateurs de contr6le tels que 
ImB1 c ImBz. 
Alors, le systgme (A, B2) est exactement contr8lable si (A, B1) l’est, et done les systkmes 
(A, B;), i = 1,2, k m.?me sous-espace de contrdle, 
ImB1 = ImBz, 
sont exactement contr8lables (ou pas) simultankment. 
En effet, le Lemme 1.3.1-1.3.2 entrdne 
IIB;YII I CllBfvll 
pour tout y E X* (et aussi cIIB,*yII 5 llB;y/11 d ans le cas de m&me image), et l’application 
du ThCorkme 1.2.1 ach&ve la wkification. 
La Proposition suivante est un renforcement de la partie “suffisance” du ThCorkme 1.2.4 
(c’est-g-dire, son assertion (2)). 
1.3.5. THI?ORI?ME. - Soient U, X des espaces de Eunuch et (A, B) le syst;me b contr6ler 
tels qu’il existe to > 0, tl , . . . . t, > 0 satisfaisant 
S(QX = x 
(ce qui est, duns le cas rkjlexij kquivalent d IIS(to)*yll > ~llyll, y E X* avec E > 0) et 
-+ S(t;)BM = X, 
-  
i=l 
(ce qui est, duns le cas r@exiJ kquivalent ir 
Y211Yl12 F c 
i=l 
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TJ E X* avec y > 0). Alors, (A. B) est exactement contdable 2 tout instant r avec 
Preuve. - Le Lemme 1.3.1 entraine les equivalences mentionnees dans l’Cnonct5 
(pour la deuxikme, on considhre l’opbateur <Y = (S(tl)B, . . . . S(t,,)B) : Q + X oti 
Q = 24 $U $ . . . $ M et IIc~*~II’ = EYE”=, IIB*S(ti)*yl12). 
Le ThCorkme 1.2.4 nous garantit que S(t)X = X quel que soit t > 0, et done 
X = S(t)X = k S(t)S(&)BLt = 2 S(ti + t)BM 
,=l i=l 
Ainsi, pour tout z E X il existe des vecteurs pi E U tels que 
:I: = c S(ti + t)Bu&); t > o, 
i=l 
et la fonction B valeurs vectorielles t - (u;(t));=, E l4, 0 5 1; 5 T peut Etre 
choisie mesurable et borrke (pour dCmontrer ce fait, on peut remplacer la fonction 
72 
opkratorielle b(t) = c S(t; + t)B, 0 5 t 5 T par son approximante localement constante 
i=l m n 
b,,(t) = 7; x S(h + 7.j)XA,B oti ~j E A.j et (A,)yL1 est une partition assez fine 
j=l ix1 
de l’intervalle [0, T], ensuite rksoudre 1’Cquation b,(t)u,,(t) f II;‘, 0 < t 2 T par une 
fonction U, localement constante, et enfin passer B la limite faible (pour r~ -+ cc) 
dans l’espace L2(0, T;M). En fait, il est t&s probable qu’il y a des raisonnements bien 
connus et ClCmentaires garantissant l’existence des solutions dksirkes u(.) mais nous 
n’avons pas en main de rCf&ences. On peut aussi ajouter que dans le cas oti la fonction 
t I---+ b(t) E L(U,X) est continue (ce qui, en g&&al, n’est pas le cas dans notre 
situation!) et surjective, b(t)U = X, le thkorkme connu de R. Bartle et L. Graves ([BG], 
voir aussi [DS], 52.5) nous garantie I’existence d’une solution continue u(t) pour l’kquation 
b(t)u(t) = x(t), 0 5 t 2 T quel que soit la fonction continue t +--+ x(t) E X). 
En supposant tl < t2 < . < t, et en choisissant E > 0 assez petit on obtient 
J’ 
7 
c(r)u = S(t)B~(t)dt = :IZ 
0
avec 7 = t, + E et 
u(t) = 
~lLz(t-t~), tE[t,,t,+E]. l<i<n. 
0, autrement. 
Comme u E L2(O: r; U), tout est dCmontr& 
1.3.6. Remarque. - Cette proposition montre que le contrele exact est compatible avec 
Ker B* # {0}, Im B = BU # X (m&me dans le cas oti n = 1). Par exemple, c’est le cas 
dans l’exemple suivant qui renforce un exemple de [CZ]. 
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1.3.7. Exemple. - Soient X = U = L2(R) ; S(t)f = f(x + t), 2, t 2 0 (le groupe des 
translations a gauche), B = PE la projection orthogonale sur le sous-espace E c L2(R), 
E = {f E L2(R+) : f = 0 en dehors de LJkE~ [km, km + 11) 
oh n > 2 est un entier fix6 par avance. 11 est clair alors que S(t)X = X pour tout t > 0 et 
n-1 
c S(j)BU = x. 
J=o 
Done, d’apres le Theoreme, le systeme (A, B), oti A est le generateur de S(.), est 
exactement controlable a tout instant r > n - 1. 
Pour r = n - 1, il est facile de voir directement que 
s 
n-1 1LF1 
IIB*w)*Yll~~(,)~t = 
0 I’ I’ 
x(r)ly(r - t)l%rdt = 
.o .R 
= , I R Iw(~)12v44~~~, 
ou X est la fonction indicatrice de UkEH [kn, kn + I] et cp(s) = inf{l, ]s - kn - 11 : k E Z} 
et done inf{cp(s) : s E W} = 0 et done le Theoreme 1.2.1 montre que le systeme n’est 
pas exactement controlable. 
Pour r = n - 1, le systeme est quand m&me a-controlable, mais pas pour r < n - 1. 
1.4. Le contr8le compact est impossible 
Le fait suivant manifeste encore une fois que pour la controlabilite exacte ce n’est pas 
settlement le semi-groupe S(.) qui doit-Ctre “grand’ (voir le Theo&me 1.2.4) mais aussi 
l’operateur de contrble B; voir [CZ] et autres sources pour le cas rangB < 00. 
1.4.1. THBORBME. - Pour un syst2me (A, B) duns un espace d’e’tats de dimension injnie, 
dimX = 00, le contr6le exact 2 ope’rateur de contr6le compact est impossible : si B est 
compact alors il n’y a de contr6le exact & aucun instant. 
Preuve. - Puisque dimX = co, il suffit de montrer que i’operateur de controlabilite 
C(T) : L2(0,T$4) - X est compact, et pour cela l’opbateur c(r)* doit &tre compact. 
Montrons d’abord que la fonction t t) B*S(t)*, t 2 0 a valeurs operatorielles 
L(X*,U*) est continue pour la norme operatorielle. En effet, on a 
IlB*w* - B*c)*ll = Ilbw - S(T>PII 
qui tend vers zero quand t + r parce que pi: (S(t) - S(T))II: = 0 pour tout z E X et done 
sur les compacts la convergence est uniforme (en particulier sur {x = Bu : Il~ll 5 1)). 
Montrons maintenant que pour tout r > 0 l’image de la boule unite 
J = {+)*Y : Y E Y*, ll~ll I 1> 
est relativement compacte dans L2(0, 7; U*), c’est-a-dire qu’elle admet un &-reseau fini 
pour tout E > 0. 
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D’aprks la continuitk il existe une partition A,, . . . . A,, de l’intervalle [0, T] telle que 
IIB*S(t)* - B*S(T)*ll < + 
quel que soit t, T E Ai ; % = 1, . . . . n,. D’oti on obtient que I’ensemble 
J, = {j(y) =: 2 B*S(T - t,i)*yx& : 11y/11 5 1, y E x*) 
i=l 
est un E/2-rkseau pour J, oti ti E Ai sont des points fixes quelconques. 11 ne reste qu’ti 
trouver un E/2-rCseau Jini pour J;, et pour cela on observe que l’application 
y - a(y) =: (B*S(T - q*y, . . . . B*S(T - &)*y) 
de X* dans l’espace U* x U* x . . . x U* (muni, par exemple, de la norme sup) est 
Cvidemment compacte. Done, il existe un E/2&-rkseau de l’image {a(y) : llyll 5 l}, 
soit cy(yl), . . . . a(~,). Alors, quel que soit y E X*, ]]yl/ 5 1, il existe k tel que 
lb(Y) - dYdll 
. < +, ce qui entrame 
l/2 
IlAY> - ~(Yk)llL~(o,T;m*) = lp*S(r - t;)*y - B*S(T - ti)*ykl12dt < 
Finalement, {j(y), . . . , j(ywl)} est un &-rCseau pour J et cela achkve la dkmonstration. 
1.5. Remarques sur le cas d’un groupe S(.) 
Le cas particulier oti S(t), t > 0 est une restriction sur R+ d’un groupe continu de la 
droite W est dkja apparu dans le Corollaire 1.2.6. D’aprhs ce qui prkkde, il est clair que : 
(1) Zu contrc%abiZite’ exucte d’un semi-groupe S( .) et 1 ‘injectivite’ des S(t), t > 0, entrainent 
qu’en fait, S( .) est dkja un groupe continu sur R ; (2) Ze groupe S( .) est toujours exactement 
contrdlable B tout instant 7 > 0 et par n’importe quel ope’rateur de contr6le surjectif ; (3) 
il existe des groupes S( .) exactement contrdlables par un opkrateur B non surjecti’ 
Nous ajoutons maintenant quelques points B cette liste. D’abord, si S(.) est un groupe 
continu sur R et A est la g&Cratrice de (S(t)),>0 alors -A est la gCnCratrice de 
(S(-t))t20 = (S(t)-‘),zo, et on obtient : 
(4) si S(.) est un groupe B gkkratrice A alors les syst;mes (A, B) et (-A, B) sont 
exactement contrdlables simultankment. 
En effet, 
C(T)U = c(S, T)U = 
I’ . 0 
’ S(r - t)Bu(t)dt = S(T) i” S(-t)Bu(t)dt 
. 0 
et l’opkrateur S(T) est inversible, d’oti le rksultat. 
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II est clair aussi que le spectre a(A) de la genera&ice A d’un groupe S(.) se situe 
dans une bande 
(1.5.1) O(A) C {A E C : --cl 2 ReX < cz}; 
(oh c2 = a(S) =: Ji~z ilog\lS(t)]], cl = o(S-l)). Comme consequence de cette 
remarque et de la propriete (1) ci-dessus, on obtient : 
(5) si le semi-groupe injectif S(.) est exuctement contr&Zuble a l’instant 7 > 0 alors Ze 
spectre o(A) de sa gCntratrice se situe duns une bande de type (1 S. 1). 
1.6. Optimisation quadratique du contr8le 
Considerons, comme avant, un systeme de controle (A,B) oti A est la gCnCratrice 
d’un semi-groupe continu dans l’espace X, B E L(Z4, X) et l’operateur de controle 
correspondant, c(r) : L2(0, r;U) ---+ X, 
.I 
T 
C(T)U = S(T - t)Bu(t)dt, u E L2(0, qzd). 
0 
Pour l’equation des Ctats accessibles 
c(7)u = a, a E x 
la norme ]Iu]I$(O,T;U) a le sens de l’energie du controle (au moins dans le cas ou 
A E L(X)) et le probleme primaire d’optimisation consiste a minimiser cette energie, et 
done a trouver, pour un Ctat a E Im c(r), 
Dans ce paragraphe, nous precisons l’algorithme connu (voir [B] par exemple) 
pour resoudre le probleme en supposant que le systeme est exactement controlable 
(hlC(7) = X). 
En fait, nous considerons d’abord le probleme general de trouver 
inf{llull : Tu = a}, 
oti T E L(Y,X) est un operateur surjectif et X, Y sont des espaces de Banach. 
Pour la contrblabilitd a une renormalisation pres (voir §§2,3 ci-dessous) on peut poser 
I’ = L2(0,r;Z4) et X = H(w,) (en notation du $2). 
1.6.1. ProcCdC g&&al. - Soient X, Y des espaces de Banach, Y et Y* &ant 
uniformement convexes, et T E L(Y, X). En particulier, chaque pat-tie fermee et convexe 
de Y, ou bien de Y * , admet un vecteur unique de norme minimale, et pour chaque f E Y * 
il existe un unique y E Y tel que l]y]] = 1 et < y, f >= l/f/l ; voir par exemple [D] 
pour ces proprietes et les definitions exactes. 
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Supposons que T soit un opkrateur surjectif, TY = X, et soient a E X, et U, E Y la 
solution de norme minimale de 1’tCquation 
c’est-h-dire 
Tu, = (I,. ((u*// = inf{)lul( : Tu = CL}; 
I’existence et l’unicitk d’une telle solution sont la conskquence de la convexitk uniforme 
de Y. Le procCdC pour trouver la solution minimale, en principe, est basC sur les formules 
de dualitC (de Hahn-Banach) : 
IIUIEII = d%st~-(u. El) = 
1 
d?,st>,- (0, H n E) ’ 
oti 11, E Y, U/E est la forme 1inCaire cp -< ~;cp >, cp E E c Y*, 
El = {?J E Y :< I!/, cp >= 0. quel que soit cp E E}, 
H = {“p E Y* :< U.‘F >= l}, 
mais formellement il ne depend que des deux prockdures suivantes. 
(1) Trouver le vecteur extrCma1 pour le problkme suivant : 
inf{IIT*fljl-t : f E X*. < (I,, f >= 1) =: i; 
d’aprks les hypothkses sur Y* et T cllT*fll > ~ll,fll, f E X* avec E > 0) il existe un 
unique vecteur .fO E X* tel que 
< o>.fo >= 1, IlT*,f&. = ;. 
(2) Trouver un unique vecteur u0 E Y tel que 
lluoll = 1. -c m;T*fo >= IIT*hll = ;. 
1.6.2. TH~OR~ME. - En reprenant les notations prkkdentes, on a : 
Preuve. - Soient u E Y tel que Tu, = n, E I = Ker T, E = Im T’. Alors, la formule 
de dualitk montre que 
d’apr&s la definition (1) de X et par consiquent, JJu,X-~ I I = 1, 
< l/,*X-’ : T*f,, > =< Tu,X-~, f0 >= 
=< cd-l, f() >= x-l 
D’aprks l’unicid du vecteur ~0, on obtient u,X-~ = Q. 
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1.6.3. Remarque. - Ce procede Clementaire utilisant seulement sur les proprietes de 
base des espaces de Banach, s’avere quand-meme efficace pour beaucoup de problemes de 
controle en dimension infinie ; voir par exemple [B] pour des exemples concrets et des algo- 
rithmes essentiellement bases sur ce procede. Pour trouver le controle optimal u*, c( T)U+ = n 
pour un &at a E X donne, il faut done resoudre deux problemes extremaux : (1) trouver 
inf{ 
i 
‘T 1113*S(t)*y])*dt : ?j E X*, < a,:y >= I} = t 
. 0 
et le vecteur extremal correspondant, y = :yo; 
(2) trouver ~0 E L2(0,r;Z4) tel que ~~uOJ]L~~o,~;U~ = 1 et 
.T 
I . 0 
< B*S(t)*yo,u&) > dt = ;: 
(3) retrouver u* d’apres la formule u* = Xua 
2. ContrGle exact A une renormalisation p&s 
Dans ce paragraphe nous considerons le cas particulier du controle ou le generateur A 
du semi-groupe continu S(t) : H - H, t > 0 possede une base de Riesz de vecteurs 
prop-es, AP, = -Lcp,, n > 1 (done, une base Bquivalente a une base orthogonale de 
l’espace de Hilbert H). Nous analysons la situation suivante qui apparait frequemment 
dans les applications : le semi-groupe S(.) decroit rapidement ce qui entraine I’absence du 
controle exact a un certain instant T > 0; parfois, c’est la seule raison du defaut du CEX et 
on peut l’eliminer en changeant l’espace des Ctats pour un autre (ce qui se manifeste en une 
renormalisation de H), plus nature1 pour le semi-groupe et, ce qui est le plus important, 
compatible avec l’action de l’optrateur de controle B. 
Nous commen$ons, cependant, par rappeler le role fondamental des exponentielles a 
valeurs vectorielles et aux frequences -XT,, n 2 1. 
2.1. Systitmes d’exponentielles dans le cadre gCnCra1 
Soit S(t) : X ----+ X, t > 0 un semi-groupe continu a generatrice A possedant wz 
s,vstc?me minimal ((Pn)+l, de vecteurs propres, complet dans l’espace X : 
Av, = -X,p*, n. > 1; 
WJn(cp n : r1> 1) = x. 
De plus, on suppose aussi que le systtme bi-orthogonal ($V,),,2l c X* (qui existe d’apres 
l’hypothese preddente), 
est complet (total) dans X* : l’tquation < z: ii/k >= 0, k 2 1 pour un LC E X entrdne 
3’ = 0. On obtient aisement que 
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(ou lien A*$, = -X,$J~ si la dualit entre X et X* est bilinkaire) et aussi 
zqt)cp, = e-X,+n, n > 1 (t 2 O), 
S(t)*Tj& = e-xr,t $n, rl, 2 1 (t L 0). 
Alors, pour tout x E X on peut associer sa se’rie de Fourier ghu?ralise’e : 
et done 
S(t)x - c e-X”” < x,$Jn >‘pn, t L 0. 
7Ql 
Si les shies convergent, alors S(t).x = c eeXTzt < x, I+!J, > (Pi et, dans le cas 
7Ql 
particulier de l’espace X = L2(R), 
oh G est la fonction de Green du sysdme : 
G(t, T, s) = 1 e-%/$&)(P,(s). 
7l>l 
Mais pour le moment, nous ne supposons ni la convergence, ni une sommabilitk de 
ces shies, et nous avons done seulement la propriCtC d’unicitk : si les coefficients d’un 
vecteur x sont tous nuls, alors 2 = 0. 
Rappelons aussi qu’une famille minimale (P~)~>I est dite uniformhnent minimale si - 
ce qui est Cquivalent de dire que les projections composantes Pn(C akcpk) = 
< Cak(~k,& > (Pi = anpn sont uniformkment bornkes : 1 < llPnll = Ilpnll. Il&ll 5 
const, 7~ > 1. Par la suite, nous introduirons et utiliserons des prop&& plus fortes que 
celles de minimalit et de minimalit uniforme. 
Maintenant, nous rappelons les liens entre les shies de Fourier des fonctions propres 
et l’tquation de contr6le 
S(T)X:, + C(T)U = Xl, 
c’est-h-dire 
J’ 
T 
S(T)Xo + S(T - t)Bu(t)dt = Xl, 
0 
oh xo E X est un &tat initial, x1 un &at final du systkme et u E L2(0, T; U) (voir aussi 
UN et [AU). 
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2.1.1. LEMME. - Conside’rons les fonctions exponentielles &, E L2(0, T; 24) dejinies par 
E,(t) = e-X”tB*$,: n 2 1 (t > 0). 
On a pour tome u E L2(0, r; U) 
oii q(t) = u(r - t), 0 5 t 5 r. 
Preuve. - En effet, nous avons : 
s 
T 
< c(r)‘z1,qL > = < S(r - t)Bu(t), $J, > dt 
0 T 
= 
.I 
< u(t), B*S(T - t)*& > dt 
0 
s 
T 
= < u(t), e-XQ(‘-t)B*$, > dt 
0 
= 
.I 
7- 
o < ul(s),e- “-“B*$, > ds 
= < ul,e --XntB*+n >~~(o,T;u) 
= < Ul,In > . 
2.1.2. COROLLAIRE. - L’etat x1 E X est accessible par un controle u E L2(0, r; U) a 
partir de l’e’tat initial x0 E X (c’est-a-dire, x1 = S(r)xo + c(r)u) si et seulement si il 
existe u1 E L2(0, r; U) telle que pour tout n > 1 on a 
< XI - S(r)xo,$n >=< ~l,e-‘,~B*& > . 
Ce Corollaire, sous l’hypothese de la completude du systeme ($,,),zr, reduit le probleme 
du controle ZI un probltme de moments : &ant donne les nombres : 
a, =< XI - S(r)xo,$, >, n L 1, 
trouver une fonction u1 E L2(0, r;U) satisfaisant 
< ul,E, >= a,, n > 1. - 
C’est pourquoi on appelle souvent la methode qui consiste a traiter le problbme du controle 
a l’aide des series de Fourier 1 < x, T,!I, > (Pi et des fonctions exponentielles E,, 
7L>l 
n 2 1 la me’thode des moments. Nous allons en developper certains details ; les propriCtCs 
geometriques des suites d’exponentielles (E 71 QI vont jouer bien stir un role trb important. )
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Grace au Lemme 2.1 .l, nous pouvons deduire la condition nkcessaire suivante de 
controlabilite exacte. 
2. I .3. THI~OR~ME. - Soit le semi-groupe S( .) admettant un systkme minimal et complet de 
vecteurs propres ( pn)n2 1 6 suite bi-orthogonale totale (&) ,Q 1. Si le systgme correspondant 
(A. B) est exactement contr6lable alors 
(dans le sens qu’il existe des constantes c. C > 0 telles que 
quel que soit n 2 1). 
Preuve. - D’apres la definition, la controlabilite exacte est Cquivalente au fait que 
c(7)L2(0, T; U) = X. D’apres le thboreme de l’application ouverte, il existe une constante 
C > 0 satisfaisant la propriete suivante : quel que soit y E X il existe u E L2(0, T; U) telle 
que c(r)u = y et llul I 5 Cllyyll. En utilisant le Lemme 2.1.1 (et ses notations) on obtient 
Il~4l = SUP I < w,$J, > I 2 sup / < C(T)%& > I 
II?1151 MliC 
= sup I<Ul,&,,>/ 
lI~~III5C 
= c. Ile-x”tB*~l,II. 
Pour l’inegalite reciproque, nous utilisons le fait que s =: sup Re(-X,,) < +cc (puisque 
7L>l 
le semi-groupe S(.) est continu, l’abscisse critique cy(S(.)) est finie et on a s < a). Ainsi 
2.1.4. Bases de Riesz et contrdle exact. - Soient X = H un espace de Hilbert et ( (P~~)~>~ 
une suite de H. (pn)~zl est dite une base de Riesz (de son enveloppe span(cp, : n 2 1)) 
s’il existe deux constantes c, C > 0 telles que 
C2 c l~n1211%l12 I ll c ad412 L c2 c lan1211p#, 
Ql VL>l Ql 
quelle que soit la famille finie (an)n2l de nombres complexes (ou bien reels s’il s’agit 
d’un espace H sur le corps W). 
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Rappelons que ((~~~)+i est une base de Riesz si et settlement si elle est une base 
inconditionnelle (la convergence d’une serie c anpn entraine la convergence de tout 
1121 
rearrangement c nk(,,)cpk(,)), et si et seulement si elle est equivalente h une base 
7121 
orthogonale, c’est-a-dire il existe un isomorphisme lineaire V : H --+ H tel que l’image 
(T’cp,,),~i est une suite orthogonale ; voir [N] pour tous les details. 
En particulier, si (~~)~>i est une base de Riesz de H (done, on suppose aussi que 
(pn)nZl est complete dans H : span(cp, : n 2 1) = H) alors on a : 
H = {xwn : c l~n1211~nl12 < ~4. 
7L>l n>l 
Si on observe que pour une base de Riesz de H le systeme bi-orthogonale (&),Q~ (qui 
lui-mCme est une base de Riesz) verifie l’encadrement 
1 L ll~nll . IMnll 5 c/c (n = 1; 2, . ..)> 
(c’e.st-a-dire, qu’une base de Riesz est toujours uniformement minimale) alors on peut 
aussi Ccrire 
2.1.5. THBOR~ME. - Soient (pn)nzI une base de Riesz de l’espace de Hilbert H,. ($rL)nll 
sa bi-orthogonale, (cp n ~1 Ctant des vecteurs propres de la ge’ne’ratrice A d’un semi-groupe ) 
SCh 
&, = -Lcp,,, n 2 1. 
Alors, si la famille (c?,),>~, 
En(t) = e-X7LtB*Y1/T1, 
est aussi une base de Riesz (de son span duns 1 ‘espace L2 (0, r; U) j alors 1 ‘ensemble Im c(r) 
des &tats accessibles (de l’origine x0 = 0) admet la description suivante : 
Im c(T) = {c b,cp, : b, =< UI,& >, ~1 E L2(0,+4)} 
n>l 
Preuve. - Immediate d’apres la discussion precedente et le Corollaire 2.1.2. 
Cette description explicite des Ctats accessibles du systbme dynamique (A, B) constitue 
la moitie du critere suivant de CEX dans le cas ou le semi-groupe possede une base de 
Riesz de vecteurs propres. 
2.1.6. THBO&ME. - En reprenant les notations et l’hypothdse du Theo&me 2.1.5, soit 
(A, B) le systeme dynamique. Les assertions suivantes sont equivalentes. 
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(1) (A, B) admet Ee controle exact (CEX) a l’instant I- > 0. 
(2) (&n)all est une base de Riesz de son enveloppe duns l’espace L’(0. r:U) et 
(2.1.1) sup IReX,I < 00, 
7X21 
IIB*~nll > o 
3 II&II . 
Preuve. - (2) =+ (1). 11 est clair que 
et done que (2.1.1) est Cquivalente a I I& ( I2 =: I lqn ( 12, n 2 1 (rappelons que B est borne 
et sup(-ReX,) < 00). Ainsi le Theoreme 2.1.5 donne Im c(r) = H. 
(1) ==+ (2). Le fait que la CEX entraine que (E n ) +I est une base de Riesz est une 
consequence irnn-kdiate d’une proposition plus g&r&ale, notamment du Theo&me 2.3.3. 
S’il est deja connu que (E 11 +i est une base de Riesz, le Theo&me 2.1 S et la controlabilite )
exacte entrainent que )]&]I2 x ]]&]]2, n 2 1 d’ou les Proprietts (2.1.1). 
2.1.7. Remarque. - 11 est clair aussi que, sous l’hypothbe de base de Riesz ((~,~,)~,>i, 
(&)+i, la necessite de la condition (2.1.1) pour la CEX est immediate d’apres les 
resultats du ThCoreme 1.2.4 et du Corollaire 1.2.6. Le fait que le spectre (-Xn),Z>l de 
l’operateur A doit Ctre dans une bande IReX,] 5 const nous dit que la condition d’avoir 
un spectre du type hyperbolique (pour les exemples et la terminologie, voir $2.2 ci-dessous) 
est necessaire pour la CEX. Ajoutons aussi que si les exponentielles scalaires (eex71t),>i 
forment une base de Riesz de leur enveloppe dans L2(0, T) alors (E,),>i en forment une. 
D’apres les criteres sur les bases d’exponentielles scalaires (voir [N]) on peut dire alors que 
si les fiequences du type hyperbolique sont “bien distribuees” dans une bande mention&e 
(voir $3.3.3 ci-dessous) et si IIB**$nll 2 ~ll$~ll, n > 1 (e > 0) alors le systeme (A, B) 
est exactement contrcible. 
D’autre part, en revenant au Theoreme 2.1.5, nous remarquons que puisque Re(-X,,) 5 
con-& on a II&II = Ile-XntB*$nll I Cll$)nll~ et done toujours c(r)L2 c X (ce qui est 
bien connu independamment). Mais, il y a, peutdtre, une divergence ou un decalage entre 
ces deux expressions, formeilement a cause des differences en normalisation des bases 
h, $4 et CL, 63, ce qui pourrait &tre une cause d’absence de controle exact comme 
c’est le cas dans 1’Exemple 2.2.3 ci-dessous. Concernant ce decalage, nous I’examinerons 
en details dans le 52.4. 
2.2. Rappel des exemples 
2.2.1. Cas parabolique. - Soit g = Ay + BU le problbme de Cauchy a contr&er, 
avec une g&r&au-ice A telle que -A est definie positive (< Ay, y >< -yjlyl(2 quel 
que soit 9 E D(A)). Alors les valeurs propres Ap, = -&cp,, si elles existent, sont 
reelles negatives. On obtient une famille d’exponentielles (e-XntB*$n)n21 aux frequences 
reelles, X, -+ 00. On dit qu’on est devant un problbme de controle parabolique. Rappelons 
un exemple classique. 
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Soit R c RN un ouvert borne a bord dR assez lisse (E Cl) et soit A, 
N d Af = c -hb)g(x)) + ao( i,j=l dxi J 
un operateur differentiel a coefficients reels symetriques aa, eij = eji E L”(R). 
L’operateur A d&nit sur l’espace 
$;(a) = cl~s~~~~){f : f est a support compact dans R 
une forme sesqui-linbaire symetrique continue 
et cette forme, a son tour, definit un operateur auto-adjoint, design6 par la meme lettre A, 
En supposant que -A est elliptique, c’est-a-dire qu’il existe (T > 0 tel que 
5 uij(x)&<.j 2 fl]]<]]2, quel que soit < E RN 
i,j=l 
et que u;j sont assez lisses, on sait que le spectre ponctuel 
d-4 = {An : 4, = -X,cp,, cp,ld~ = o} 
pour le probleme de Dirichlet homogene admet l’asymptotique X, x n2iN pour n -+ 00 
et les fonctions propres (Pi sont orthogonales et completes dans l’espace L2(R) (voir 
[A], par exemple). 
2.2.2. Cas hyperbolique. - Soit ?$Y = Ay + Bu le p roblbme de controle du deuxieme 
ordre par rapport a t, oti -A est toujours elliptique. Apres une reduction standard 
z= ($)J= (1 ;) 
l’equation se r&kit sous la forme canonique d’un problbme de contr6le 
az -=ccz+ ju . at ( > 
Avec les valeurs propres negatives -X, de l’operateur A, on obtient les valeurs propres 
imaginaires de L: : ~5.~2 = k+,.~,f, n > 0 (oh ,LL, = A,), et done les exponentielles 
ef~lln~B*$,)nf aux frequences imaginaires (done oscillantes). Dans ce cas, on dit que 
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nous avons un problbme de contr6le hyperbolique (les equations des ondes, des pendules. 
l’equation de Schrodinger, etc). 
2.2.3. Exemple : kchauflement d’une barre me’tallique. - A titre d’illustration, considerons 
un probleme de controle concret, notamment celui du contrble de la temperature d’une barre 
metallique. L’echauffement d’une barre metallique de longueur 1 correspond a l’equation : 
ou z(s,t) est la temperature du point s a l’instant t, Q(S) la distribution initiale de la 
temperature et U(S, t) la valeur du chauffage. Considerons ces equations sous une forme 
standard d’equations de controle : 
l x’ = Ax(t) + Bu(t) dans X = L*(O, 1) (x(t) E L2(0, 1)) avec : 
a Ah = 2 h E D(A) avec D(A) = {h E L*(O. 1) : 
11 a absolument continues ’ ds : $ E L*(O,l) et g(O) = g(l) = O}. 
l B = I, U = L2(0, 1). Pour les fonctions propres : Ap, = -X,cp,, on obtient : 
I 
X = n27r2 
ql = 1, PI = cos7rn2, J/pnj( = l/Jz, 
$J,, = cosrnx, ll&ll = l/d% 71 = 1. . . . . 
Vu l’orthogonalite de (c~~)~r (et done de (&)+r), cela donne 
H = L2(0, 1) = {Cu,(p, : c )u,12 < a}* 
mais 
= {x anpn :C lun12n2 < co} 
1L>l n>l 
= Kf(O, 1) ( es p ace de Sobolev sur l’intervalle (0,l)). 
2.3. ProbKme gCnCralis6 de contr8le et renormalisations 
Ce paragraphe est consacre a l’etude plus detaillee de la controlabilite des semi- 
groupes S(e) possedant une base de fonctions propres ; nous introduisons les notions 
de la controlabilite gCnCralisCe (suivant [Al]) et la contr8labilite a une renormalisation 
p&s et, aprlts l’analyse de ces notions, il s’avere que beaucoup de systemes dynamiques 
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(plutot hyperboliques que paraboliques...) verifient le controle exact apres un ajustement 
convenable de l’espace oti le semi-groupe S(.) tvolue. 
2.3.1. DCfinition du contrhle gCnCralis6 (CEG) et du contrhle B une renormalisation 
prits (CERP) - Du point de vue des applications, il suffit souvent d’avoir une description 
explicite de l’espace des Ctats accessibles : 
Im C(T) = c(T)L~(O, 7;24) 
au lieu de la demande fort restrictive de la controlabilite exacte Imc(r) = X. De plus, 
pour le controle, la paire d’operateurs (A, B) et le semi-groupe correspondant S(.) sont 
les objets primaires, tandis que l’espace des Ctats X est un objet a adapter si necessaire. 
C’est pourquoi, a partir de ce moment, comme pour le probleme gknne’ralise’ de contrGle, on 
va s’intkesser a la description de l’espace des Ctats accessibles : 
Imc(7) = c(T)L~(O,T:U). 
Dans le cas oh la generatrice A admet une famille minimale et complete (qn)+i de 
vecteurs propres, Ap, = -X,cp,, TZ 2 1, chaque &at 2 E X est defini par sa sCie de 
Fourier formelle 
(ou (~/&)~>i est la suite bi-orthogonale), done par ses coefficients de Fourier < z, $n >, 
n 2 1. 11 semble alors t&s nature1 de chercher une description de l’espace de controle 
Im C(T) sous une forme de “multiplicateurs de Fourier” comme il est presente dans la 
definition suivante (voir [AI] pour une definition semblable a CEG). 
DEFINITION. - Soit (wa&l une suite de nombres positifs ; en reprenant les notations 
prkkdentes on pose : 
X(211,) = {x E x; ‘1 i existe y E X tel que < x,$‘, >= $ < y,$, >, n 2 l}. 
n 
On dit que le syst2me (A, B) est exactement contr6lable au sens g&ne’ralist! (CEG), & 
1 ‘instant r > 0, s’il existe w, > 0, n 2 1, tels que 
Imc(r) = X(W~), 
et on dit qu’il est exactement contrdlable d une renormalisation prt?s (CERP) s’il existe 
vi, > 0, n 2 1, tels que 
wx(wn) c X(Wn), t > 0, 
BU c X(wn) 
et le systt?me (AIX(wn), B) es exactement contr&able Li l’instant r > 0. t 
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D’apres la discussion precedente de 52.1, il est clair que parmi les renormalisations 
X( w,) la plus naturelle correspond aux multiplicateurs w, = 1 I$J~ 1 l/Ii& I 1, n 1 1. Le 
Theo&me suivant montre que cette terminologie est bien justifiee, au moins dans le 
cas particulier des bases de Riesz, oti la renormalisation desiree existe vraiment et est 
unique. 11 faut souligner, quand-meme, que la controlabilite exacte generalisee (CEG) n’est 
rien d’autre que la description naturelle de l’espace des Ctats accessibles, tandis que la 
controlabilite a une renormalisation pres (CERP) nous dit beaucoup plus, notamment, qu’on 
peut achever le vrai controle exact (et par le m$me operateur de contrble B) en remplacant 
l’espace X par un autre, X(W~), mieux adapt6 a l’etude du semi-groupe S(.). 
2.3.2. Remarque. - Avant d’entreprendre l’etude de (CEG) et (CERP), notons qu’on peut 
considerer la meme generalisation pour le contrble a l’equilibre : on parlera du probleme 
de controk a Z’equilibre g&u?alise’ (CEQG) a I’instant r > 0 comme le probleme de 
la description de 
{x E x : S(T)X E c(T)L2(o,T;u)}. 
On peut le traiter de la mCme facon que pour CEG, CERP et CEQX mais nous nous 
occupons surtout de ces trois types de controlabilitt. 
Commencons par la contrblabilite exacte generalisee. 
2.3.3. THI?ORI?ME. - Soient U, H des espaces de Hilbert, B E L(U, H), A la generatrice 
d’un semi-groupe dans H a base de Riesz de vecteurs propres, Ap, = --&(P~, n 2 1, 
(T/J~)~>~ sa famille biorthogonale et I, = epXn “B*$,: n > 1. Les assertions suivantes _
sont equivalentes : 
(I) Le systeme (A, B) est exactement controlable au sens ge%ne’ralise’ (CEG) a l’instant 
7- > 0. 
(2) (GLLy est une base de Riesz de son enveloppe dans l’espace L2 (0, r; U). 
Preuve. - L’implication (2) ==+ (1) est deja demontree, voir le Theo&me 2.1 S. Pour 
(1) ==+- (2) ; soient w,, n > 1, tels que : 
he(T) = H(G) = {x = ~G+L E H : c l~~l~w,~)lp~))~ = ~~~~~,‘, < m}. 
n>O l&LO 
11 est clair que, d’apres la definition, H( w,) c H et done H(w,) = H( w, + 1); c’est 
pourquoi on peut supposer, saris perte de generalite, que i&w, > 0. Cela entraine que 
H(w,) muni de la norme 11 + (lw est un espace de Hilbert- 
Soit cl(r) le mCme operateur de controle c(r) mais consider6 comme un operateur 
de L2(0, 7; 24) dans H(wn). Alors, cr (r) est continu et surjectif, et done, d’apres le 
theoreme de Banach, son adjoint admet une minoration IIcr(r)*yll 2 ~IIyll quel que soit 
y E H(w,)*. Nous realisons l’espace dual H(w,)* en utilisant la miZme dualite que pour 
H (le mCme produit scalaire) : < c arLpn, c bk& >w= c a,&, et done (au moins 
n/l k>l n>l 
pour les sommes finies) on a : 
II ~bktiklI&)* =: c lh12~llthl12 (0~ bien, =: c lb*12wi,l~v,l12). 
k>l k>l k>l 
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Avec cette convention, on a ci(~)*]H = c(r)* et done Q(T)*+,, = B*S(r - t)*d& = 
e --XTl(7-t)B*&, 0 5 t 5 7, pour tout n > 1. 
Car cl(r)* est un isomorphisme sur son image, et car ($n)nZ1 est une base de Riesz 
de H(w,)*, on conclut que la suite (e-xvi(T-t)B*ll) ) n n21 est une base de Riesz de 
son enveloppe (dans l’espace L’(O,r;U)). Par consequent, (1,),,L21 l’est aussi puisque 
l’application 
f(++f(~ - t) 
est un operateur unitaire dans L2(0, r; U). Cela acheve la preuve. 
Pour assurer la controlabilite a une renormalisation pres (CERP), il faut ajouter une autre 
exigence importante (la condition (2.3.1) ci-dessous) dont l’analyse occupe le 52.4. 
2.3.4. THBORGME. - Reprenons les notations et les hypoth&es du Tht!ort?me 2.3.3. Alors, 
le,r assertions suivantes sont kquivalentes : 
(1) Le systtme (A, B) est exactement contr6lable h une renormalisation pr& (CERP) h 
l’instant r > 0 ; notamment, avec la renormalisation H(w,), on a : 
(2) (En)+1 est une base de Riesz de son enveloppe duns l’espace L2(0, r; 2.4) et 
(2.3.1) BU c H(w,). 
Preuve. - (1) ti (2) d’apres le Theoreme 2.3.3 et la definition de CERP. 
(2) ==+ (1). D’apres le Theo&me 2.3.3, on a Imc(r) = H(w,). Observons aussi que 
S(t)cp, = epXnt(p,, Re(-A,) 5 const (car S(.) est continu et done il existe une abscisse 
critique), et S(t)*& = e-xv”t&? t 2 0. 
Ainsi, pour tout t > 0 et pour tout n 2 1, on a 
1 i S(t):y, 41~~ > ( = eFReXnt I < Y, $Jn > I L W)l < Y, 1//n > I. 
11 s’ensuit que, quel que soit l’espace de renormalisation defini en fonction d’une majoration 
des coefficients de Fourier I < y, I&, > 1, il est invariant par rapport a S(t) et si ( (P~)Q~ 
est une base de Riesz alors S(.) est continu sur un tel espace. 
Comme il est evident d’apres la formule explicite de l’operateur de controlabilite, 
I’ 
7 
C(T)U = S(T - t)Bu(t)dt, 
(0
u E L2(0, r;U), il depend de S(.) et de l’image BZ4 seulement, mais pas de l’espace 
d’arrivbe, soit H, soit H( w,). Done, on a pour le semi-groupe S( .) I H(w,) la meme 
image Im c(r) qui comcide avec H(w~), d’apres le Theo&me 2.1.5, ce qui signifie que 
(11, B) possbde la contrblabilitt exacte generalisee (CEG), et sous l’hypothese (2.3.1) on 
a B : 24 - H(w,), done (AIH(w,), B) est exactement controlable. 
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2.3.5. Remarque. - En retoumant a 1’Exemple 2.2.3, il est facile de voir qu’on a le CEG, 
Im c(7-) = H(w,) = {C a, ~0s 7rnz : C In, l”n* < ea} = IV,‘, 
rl 20 71) 1 
quel que soit 7 > 0. Par contre, il n’y a pas de controle a une renormalisation p&s puisque 
BM = L2(0. 1) $ H(w,) = w;. 
Par la suite, nous verifierons qu’une telle situation est typique : les systemes paraboliques, 
d’habitude, ne possedent pas de contrijle exact mCme a une renormalisation prbs. Par contre, 
le controle a l’equilibre ou bien le controle generalid est souvent possible. 
2.4. Contrifile exact h une renormalisation p&s (CERP) 
Considerons en details la situation d&rite dans le Thtoreme 2.3.4. 11 s’agit, done, 
d’un semi-groupe S(.) ’ b a use de Riesz da e’tuts propres (qTL)+r c H (a biorthogonale - 
(@7L)7121) et d’un operateur de controle B : U + H tel que les exponentielles vectorielles 
ferment uussi une base de Riesz de leur enveloppe lineaire fermee dans l’espace L2 (0, r; 24). 
Par la suite, pour abreger, nous dirons, dans cette situation, que le systeme (A, B) verifie 
1 ‘hypothkse des buses de Riesz. 
Remarquons que pour B surjectif, le systeme (& n n ?I est automatiquement une base ) 
de Riesz si (cpn)+l l’est, et il est facile de voir que(1,rL),21 est une base de Riesz pour 
tout B, si et seulement si le systeme scalaire (eexnt),>i est une base de Riesz dans 
I’espace L2(0, 7). 
Ainsi, il n’y a pas de contraintes pour la controlabilite exacte generalisee (CEG), voir 
les Theoremes 2.1.5 et 2.3.3. Mais pour arriver a la propriete plus avantageuse, celle de 
controlabilite a une renormalisation pres (CERP), il nous faut (et en fait, il faut!) verifier 
la condition (2.3.1) disant que l’operateur de controle B respecte la renormalisation (a 
l’instant T > 0) : Imc(~) = H(w,): 
(2.4.1) BU c Imc(r). 
Le reste de ce sous-paragraphe est consacre a l’analyse de la condition (2.4.1). Nous 
supposons toujours que le systbme (A, B) verifie l’hypothese des bases de Riesz a l’instant 
7 > 0. 
2.4.1. Condition nkcessaire et suffisante pour (2.4.1). - il existe une constunte C, > 0 
telle que 
quel que soit y E H. 
Cette condition est Claire d’apres le Lemme 1.3.1. 
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2.4.2. Condition spectrale nbcessaire pour (2.4.1). - Le spectre du ge’ne’rateur A est 
sit& duns une bande 
(2.4.2) -c 5 -ReX, 5 C, n 2 1. 
En effet, le spectre o(A) coincide avec l’adherence clos{ --A, : n > l} puisque 
A?, = -Lcp,, n > 1, et (cpn)+r est une base Cquivalente a une base orthogonale. 
D’autre part, le semi-groupe S(.) Ctant injectif (0 # S(t)z = c < CC,& > e-XTLtpn si 
7221 
II: # 0) et exactement controlable sur H(w,) est, en fait, un groupe et done a(A) (le m&me 
dans H et H(w,)) est contenu dans une bande (voir 1.5 (5)). 
2.4.3. Remarque. - En fait, la majoration -ReX, 5 a(S), n > 1 est Cvidente, et pour la 
minoration on peut utiliser la condition 2.4.1 ci-dessus : en posant 9 = $J, nous obtenons 
d’ou 
I<e 
-2Rd,T _ 1 
C,2 - -2ReX,r 
. r = Tf(-2ReXnT), 
oil f(x) = +, n: E I&!. Soit g la fonction sur W+, inverse de f, alors on a : 
Pour obtenir une minoration plus efficace, on peut aussi observer que --s-l < g(s) pour 
O<s<0,5,-1~g(s)~1pour0,5~s~1,7etlogs+loglogs<g(s)pours>1,7. 
2.4.4. Encadrement des normes 118, I I. - S ous l’hypoth&e (2.4.2), et par conse’quent 
sous 1’hypothBse (2.4.1), on a : 
IMI =: IIB*$bll, n 1 1. 
En effet, Il&ll~2~o,T;u~ = llB*&l12 “e’~~~~,Lpl et le resultat est immediat d’apres la 
propriete precedente 2.4.2. 
2.4.5. Conditions nbcessaires et suffisantes pour (2.4.1), en fonction des frequences 
A,, n 2 1 et de l’operateur B (toujours sous reserve qu’il satisfait a l’hypothese des 
bases de Riesz) : 
l la condition (2.4.2) ; 
l quel que soit u E U on a 
c I(G*hJ2 < oo, 
n>I llB*&l12 - 
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En effet, la necessite de la premiere condition est deja demontree, 2.4.2 ci-dessus. 
Sous cette condition on a 1 I& ]I x 1 ~B*T/)~ I1, n > 1 (voir 2.4.4) et done H(w,) = 
H(IIli/,II/]IB*1/,,I/) c’est-a-dire 
ce qui acheve la verification de la rkcessite. 
11 est clair aussi que ce raisonnement est reversible. 
2.4.6. Conditions suffisantes pour avoir (2.4.1). - Supposons que la condition spectrale 
(2.4.2) soit ve’rijie’e, alors chacune des deux conditions suivantes est sufisante pour (24.1) : 
(A) il existe E > 0 tel que IIB*$,,II 2 ~ll~,&ll. n, > 1 ; 
(B) U = H et B* est un operateur diagonal par rapport a la base (&)n>l : 
La verification de ces deux assertions est immediate d’apres 2.4.5. 
2.4.7. Remarque. - Rappelons qu’en (A) nous supposons aussi que (E7L)Y,21 est une base 
de Riesz, tandis qu’en (B) cette propriete est automatique d’aprbs l’hypothese que (l//n)TLL1 
l’est. 11 est clair aussi que les conditions (A) et (2.4.2) signifient que I I& I I x 1 /gn / /, rt, > I 
et done H = H(w,), ce qui veut dire que nous avons le controle exact dans l’espace 
H (sans renormalisation). On peut aussi ajouter que la condition (A) ci-dessus est plus 
leg&-e que la condition de surjectivite BH = H (ou bien, IIB*:rI I 2 E]]zI I quel que soit 
cx E H). Voici un exemple. 
2.4.8. Exemple. - Soient U = H = L*(O, l), &,(:I:) = cos TWX, n > 0 (cf. les exemples 
des paragraphes 2.2.3 et 2.3.5) 
Bf = b. f, f E L?(O: 1): 
ou b E L”(0, 1) est une fonction arbitraire, b $ 0. Alors, il est clair que $1” = 1, 
$, = 2 cos TWX, n 2 1, d’ou ir& I I B& 11 > 0 et done la condition (A) de 2.4.6 est verifiee 
(et le systeme (E ) R l~zu est une base orthogonale de son enveloppe). Par consequent, 
le systeme (A, B) est exactement controlable a une renormalisation p&s quel que soit 
l’operateur diagonal Ap, = -X,,cp,, , 71, 2 1 avec sup IReX, / < cc (voir 52.2 pour des 
I, > 1 
exemples analogues). 
D’autre part, si essinflbl = 0 l’operateur B n’est pas surjectif. 
2.4.9. Renormalisation h oph-ateur de contr8le compact. - Soit la condition (2.4.2), et 
soit G un ideal symetrique quasi-norm& d’ope’rateurs compacts dans l’espace H (voir [GK] 
pour la definition et la theorie ; en particulier, on peut penser aux ideaux de Schatten- 
von-Neumann CTp, p > 0 : A E CTip e c X,(A*A)t’i2 < cc oti X,( .) sont les valeurs 
IL>0 
propres de l’operateur compact A*A). Alors, il existe un operateur B E B tel que le 
systbme (A, B) est au CERP (est exactement controlable a une renormalisation p&s). 
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En effet, il suffit de prendre B*4n = m&, n 2 1 avec yn > 0 et tendant vers zero 
assez rapidement (c ]7n]P < cc dans le cas oti 6 = ep>. 
fZ>O 
Comme il est bien connu, l’intsrsection de tous les ideaux symetriques est l’ideal des 
operateurs de rang fini -T, mais la propriete 2.4.9 est fausse pour F. 
2.4.10. La renormalisation au contrale du rang fini est impossible. - Notamment, la 
condition (2.4. I) n’est jamais ve’riJie’e pour un ope’rateur B tel que rangB < cc. 
En effet, si dim B*H < CO, soit ~1, . . . . ‘uu, une base orthonormale dans B* H. Alors on a : 
= 
c 
tIB*+d2 = x. 
k>l IlB*Th42 ’ - 
ce qui contredit la condition 2.4.5 ci-dessus. 
2.4.11. Remarque. - En principe, cette proposition est aussi Cvidente d’apres la theorie 
precedente, sans utilisation du critere 2.4.5 : le Theoreme 2.3.4 et la condition (2.4.1) 
entrainent que le systeme (A,, Bo), oti A0 = AIH(w,), BO : M - H(w~), BOU = Bu, 
‘u E U, est exactement contrblable ce qui est absurde car rangBa < cc et dim H(w,,) = CC 
(Theo&me 1.4.1). 
2.4.12. DCpendance du CERP de I’instant T. - L’hypothese fondamentale de ce $2 
est que les vecteurs propres ((~~)+r de la generatrice A forment une base de Riesz et 
l’hypothese secondaire est que les exponentielles &, = eTXrLtB*$,, n 2 1 forment aussi 
une base de Riesz de leur enveloppe dans l’espace L2(0, 7; U). A partir de ce moment-la, 
le CERP ne depend pas de l’instant 7 > 0, voir le critere 2.4.5. 
Maintenant, nous faisons certaines remarques sur la propriete pour (E,),,>r d’etre une 
base de Riesz en fonction de 7 > 0 ; voir [N] et [HNP] pour des details. 
D’abord, si BU = H alors la famille (E n n21 est une base de Riesz (de son span) ) 
independamment des frequences. Pour les operateurs de controle diagonaux, B*$, = Y~T,!I~, 
7) > 1, nous avons la mCme independance. 
Pour les autres operateurs B notre propriete, en principe, depend de 7- > 0. Une propriete 
generale dit que si (En)n21 est une base de Riesz sur l’intervalle [0, r] il en est aussi de 
m&me sur [O,T’] avec T’ > T. Mais, en general, pour des plus petits intervalles [O,T’], 
r’ < r ce n’est pas le cas. 
Considerons des frequences (Xn)lLZ1 telles que (En),,>, soit une base de Riesz 
independamment de B, ce qui est equivalent au fait que les exponentielles scalaires 
(e:-Xnt)n>l forment une base de Riesz de leur enveloppe dans l’espace L2(0,~). Pour ce 
cas Scala&e, il existe une longueur critique des intervalles oh les exponentielles puissent 
former une base de Riesz de leur enveloppe. Sous reserve que les frequences sont du type 
hyperbolique, sup IReX,] < cc (condition necessaire pour le CERP, voir 2.4.2 ci-dessus), 
II,>1 
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la formule pour cette longueur critique r. (qui s’appelle “la longueur optique du systeme”. 
voir [AI], [B]) est la suivante : 
TO = tllmm 3 
,i ) 
c 1 . 
IlmX,, t<t 
Plus precisement, si les exponentielles (emX~tt )n 21 forment une base de Riesz sur un 
intervalle [0, T] alors la limite existe et on a 7 > T-O ; voir [HNP], [NKh]. 
2.4.13. Conclusion. - On peut dire alors que pour les semi-groupes S(.) a base de 
Riesz de vecteurs propres, S(t)++ = e-x”tp,, n 2 1, le CERP (controle exact a une 
renormalisation pres) est possible a 1 ‘aide d’un certain ope’rateur de controle B si et 
seulement si S( .) est “du type hyperbolique ” c ‘est-a-dire sup 1 ReX, 1 < 00. 
II 2 1 
11 est aussi equivalent de dire que S(.) est un groupe, et si c’est vraiment le cas alors 
on peut assurer ce contrble a n’importe quel instant T > 0 par un operateur de controle B 
“arbitrairement petit” (de n’importe quel ideal symetrique quasi-norme) mais pas de rang 
fini. On va voir par la suite ($3) que m&me les systemes hyperboliques (“oscillants”) ne 
possedent pas de controle a l’equilibre du rang fini. 
3. Conditions spectrales de contrblabilitd h l’kquilibre 
Nous continuons d’etudier differents types de controlabilite sous Z’hypothese des bases 
de Riesz : la generatrice A admet une base de Riesz de vecteurs propres, Ap, = -X,cp,, 
n > 1 et la famille d’exponentielles (E,),,zi, &, = eeXntB*$, (oti ($,),>1 est la bi- 
orthogonale de ((P~~)+I) est aussi une base de Riesz (de son enveloppe line&e fermee). 
D’ailleurs, parfois nous travaillons sous des hypotheses plus faibles. 
Dans ce cadre la, nous trouverons des criteres de controlabilite’ a l’equilibre (CEQ) 
S(T)H c C(T)L2(O> 7; zd) 
et a Z’equilibre exact (CEQX) 
S(7)H = C(T)L2(0, 7: U) 
en fonction des frequences X, et de l’operateur de controle B, et considererons certains 
exemples de deux types, hyperboliques et paraboliques. 
3.1. Critkes gCnCraux 
Observons d’abord que, d’apres les definitions et le Lemme 1.3.1, la CEQ a l’instant 
T > 0 est equivalente a la majoration 
(3.1.1) c211S(4*y11* 5 Ilc(4*?/l12 = I T I lB*s@)*wl 12& -0 
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(pour une constante c > 0 et tout y), et la CEQX est Cquivalente a l’encadrement 
(X1.2) "211s(~)*Yl12 I 
I' 
T ((B*S(t)*yfdt 5 C211S(r)*yl12> 
. 0 
(pour des constantes c, C > 0 et pour tout y). 
Commencons maintenant par une condition necessaire spectrale qui ne depend pas de 
l’hypothese des bases. 
3.1.1. LEMME. - Soient (A, B) un systbme dynamique controlable a 1 ‘equilibre a l’instant 
7. op(A*) le spectre ponctuel de A* : A*$A = -x$x, -x E o,(A*). Alors, il existe une 
constante C = C, telle que 
Preuve. - D’apres le critere (3.1.1), on a : 
lls(4*Yl12 i cll~(~)*Yl12 = c,” 
J 
T IIB*S(r - t)*yl12dt, 
0 
quel que soit y E X*. En posant y = GA, on obtient 
comme ii Ctait &ton& 
3.1.2. THI?OR~ME. - Soient (A,B) un systeme de contrcile dans l’espace hilbertien 
H satisfaisant l’hypothtse des bases de Riesz et r > 0. Les assertions suivantes sont 
tquivalentes : 
(I) (A, B) est un systeme a CEQ. 
(2) I1 existe une constante C, > 0 telle que 
llS(~)*~ll~ 5 C,” IT IIB*S(t)*~ll~dt. 
10 
quel que soit y E H. 
(3) I1 existe une constante C > 0 telle que 
2ReX, < c”IIB*~nl12~ r~ > 1 
&%x,,r _ 1 - l14n~l12 - : 
02 A*I,//~ = -Kli,, et (Gn)+l est la base de Riesz form&e des vecteurs propres de A*. 
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Preuve. - L’equivalence (1) I (2) est deja connue (voir (3.1 .l)), l’imphcation 
(2) ==+ (3) resulte du Lemme 3.1.1. La reciproque (3) ==+ (2) est aussi immediate : 
quelle que soit la combinaison lineaire c a,$,,. 
?l>l 
3.1.3. COROLLAIRE. - Soit (A,B) un systeme dynamique satisfaisant l’hypothese des 
bases de Riesz. Alors, on a : 
(1) la CEQ est monotone par rapport a 1 ‘instant r > 0 ; 
(2) la CEQ est toujours assuree si l’ope’rateur de controle B satisfait la condition 
(3.1.3) rig llr+!&Jl 
lP*~nll > o; 
(3) si le spectre ponctuel up(A) ve’rifie l’hypothdse d’hyperbolicite’ 
(3.1.4) sup IReX,( < cc 
IL>1 
alors la condition (3.1.3) est equivalente a la CEQ, et est aussi equivalente a CEX (la 
controlabilite’ exacte). 
En effet, l’assertion (1) est immediate d’apres (3.1. l), (2) est evidente d’apres le Theoreme 
3.1.2 et la minoration du spectre inf,>l ReX, > -00, et la (3) est aussi immediate d’apres - 
(3.1.1) et 2.1.6, 2.1.7. 
3.1.4. Remarque. - En particulier, sow l’hypothese (3.1.4) la controlabilite a l’equilibre 
par un optrateur B compact n’est jamais possible (voir 1.4.1) ; comparer avec le $3.2. 
3.1.5. THI?O&ME. - Soient A une genne’ratrice d’un groupe continu a base de Riesz de 
vecteurs propres, Ap, = -X,,cp,, n 2 1, ($n)nrl sa bi-orthogonale, B E L(U, H). Les 
assertions suivantes sont equivalentes : 
(I) (A, B) est exactement controlable a l’equilibre (est a CEQX) a l’instant r > 0. 
- (2) Le systeme (&),>I = (e-XntB*&),>l est une base de Riesz et 
2ReX, 
,+M,,T _ 1 
~ llB*Yw. r~ > 1, 
II~nl12 - 
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Preuve. - Utilisons l’hiture Cquivalente (3.1.2) de la CEQX. Si on prend en compte 
les encadrements 
IlS(~)*YlI” =: C I(y, (pn)12e-2ReX,Tll~nl12, 
n>l 
. (jT II 
ix 7%>1 
(Y,cpnM~)l12~~ = lT IIB*w*Yl12dt =: 
on obtient d’abord (en posant y = $, dans (3.1.2)) : 
’ - e-2ReX’Lr llB*$,l12 = IIEnll$co,rlrrj =: e-2ReX~~TJl&l12 
2ReX, 
et ensuite 
II C(Yl Pn)~&(O,~;U) =: c ICY, %)1211~42L”(o,+) 
n>l 7Z>l 
pour tout y E H. Cette dernibe relation est Cquivalente au fait que (En)a2l est une base 
de Riesz. Done, (1) ==+ (2). 
La rkciproque est Claire d’aprks l’inversion du raisonnement pr6cCdent. 
3.2. Petits contr8les 1 l’dquilibre 
11 s’avhe que la CEQ ti opkateur de contrale compact est bien possible si les frkquences 
A, sont “assez paraboliques”. 
3.2.1. THBORBME. - Soient r > 0, A une ge’ne’ratrice d’un groupe continu h base de 
Riesz de vecteurs propres, Ap, = -X,cp,, n > 1 et 6 un id&al syme’trique quasi-norm& 
d’ope’rateurs compacts tels que : 
(x2.1) (m)+l =: ( (ReX,(e2R”XnT - 1)-‘)1’2) E 6, 
(dans le sens que l’ope’rateur diagonal diag(y,),>l : l2 --+ l2 appartient 6 6). 
Alors il existe un ope’rateur de contr6le B tel que : 
(1) B E B ; (2) le syst2me (A, B) est controllable 6 l’kquilibre C? l’instant r ; (3) les 
exponentielles (e- “ntB*&),,l form ent une base de Riesz. 
Preuve. - En posant B*$,, = Y~$~, n 2 1 et en utilisant le critkre 3.1.2, on obtient le 
rksultat. 
3.2.2. Remarque. - Rappelons que quel que soit 6 on a lim y, = 0 ce qui est Cquivalent 
B lim ReX,, = +w, et done on peut rCCcrire la condition (y.2.1) sous la forme n 
(3.2.1) (IReX,/ + 1)1’2e-ReXnT n>l E G. 
> - 
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La necessite des conditions spectrales du type (3.2.1) est plus delicate. Commencons 
par le Theoreme suivant. 
3.2.3. TH~OR~~ME. - Soient 2 5 p 5 w, A un optrateur a base de Riesz de vecteurs 
propres Ap, = -X,cp,, n 2 1. Les assertions suivantes sont equivalentes : 
(1) I1 existe un operateur B E G3, tel que le systeme (A, B) est a la CEQ. 
(2) Le spectre (X 7L nkl ve’ri$e la condition (3.2. I) avec 6 = 6, : )
(3.2.2) 
(lim (ReX,) = $00 pour p = (xj). n 
Preuve. - L’implication (2) ===+ (1) est un cas particulier du Theo&me 3.2.1. Pour la 
reciproque, (1) ti (2), le lemme 3.1.1 nous donne 
(2&Jj,(e2R”X77T - 1)-‘)1’2 5 Cl/B* II! n 1 1. 
D’apres la definition des bases de Riesz, il existe un isomorphisme I/ et une base 
orthonormale (en)+ r tels que Ve, = $n/]14fnll, n > 1. Puisque B’V E 6, et p 2 2, on 
a Cl1 B*Ve,IIP < cc (voir [GK]), d’oti le resultat. 
Ql 
3.2.4. COROLLAIRE. - En reprenant l’hypothese du Theoreme 3.2.3, soient 
Rek, 
1= lim- 
- ReX,, 
Tlogn 
, L = lim- 
7c log n ’ 
Alors pour l’existence d’un operateur B E (S3,, 2 5 p < ‘x, de controle a l’equilibre a 
l’instant r - il faut r 2 5, - et il sufJit r > $. 
En effet, c’est une simple comparaison de la serie (3.2.2) avec les series standard 
1 
c- nliE' E > 0. 
?L>l 
3.2.5. Remarque. - Ainsi, pour les “grands” ideaux symetriques 6, a partir de l’ideal 6;2 
des operateurs de Hilbert-Schmidt et jusqu’a l’ideal 6, des operateurs compacts, le critere 
de l’existence d’un operateur de controle assurant CEQ est exprime en termes spectraux 
(3.2.2), notamment, en fonction de la rapidite de croissance de ReX, vers l’infini (voir le 
corollaire qui montre la croissance critique qui s’avere logarithmique). 
Par contre, pour des “petit? ideaux, inferieurs a 6 2, nous rencontrons des problbmes 
a la fois pour la necessite et la suffisance. Notamment, la partie necessite’ (de l’existence 
d’un operateur B E B garantissant le CEQ) passe par le Lemme 3.1 .l et done 
est toujours une consequence du comportement des normes IIB*e,ll, r~ > 1 pour 
une base orthonormale (e,),,l (ou pour une suite Cquivalente a une telle base); 
mais pour des ideaux 6 c 6~ il n’y a pas de conditions necessaires en fonction 
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de lIB*enllr n 1 1, sauf la m&me condition que pour GZ (x1/B*e,l(2 < 00) : 
n>l 
quelle que soit la suite a n 2 0, Can2 < cc il existe les operateurs B de rang 1 
1221 
tels que IIB*enll 2 a,, n > 1. D’autre part, la partie sufisance (le ThCorbme 3.2.1) 
s’appuie sur l’hypothese des bases de Riesz, Lest-a-dire pour assurer la CEQ il faut 
trouver dans l’espace U une suite u, E U, 1 IZL, I( = 1 telle que : 
- la famille (e- ‘~‘~~),~i est une base de Riesz (de son enveloppe), 
- l’operateur B*e, = ?n~7L, n 2 1 appartient a la classe 6, oti (~~)+i est une suite - 
comme dans la formule (3.2.1). 
Pour le moment, les deux problemes semblent ouverts (dans leur generalite naturelle) mais 
nous sommes capables de traiter deux cas particuliers interessants pour les applications : 
le cas du controle a l’equilibre exact (CEQX) de rang 1 (c’est-a-dire, dimU = 1 ; voir 
$3.3 ci-apres), et le cas de CEQX de rang fini a l’instant 7- = 03 (voir 54). 
3.3. Contr8le h 1’Cquilibre exact de rang fini 
3.3.1. TH~ORBME. - Soient A une gene’ratrice d’un groupe continu 6 base de Riesz 
de vecteurs propres, Ap,, = -X,cp,, n > 1, (II, 11 n>l sa bi-orthogonale et r > 0. Les )
assertions suivantes sont equivalentes : 
(1) I1 existe un optrateur l3 de TangB = N tel que le systeme (A, B) est & CEQX L? 
Z’instant T (S(7)H = c(r)L2(0,7;U)). 
(2) (e-x~~tB*4,7L)n21 est une base de Riesz (de son enveloppe) duns 1 ‘espace L2(0, r: U) et 
(3.3.1) C(l ReX, I + l)e-2ReX-r < 00. 
Tl>l 
(3) I1 existe a > 0 teZ que la suite (X, + a) nzl satisfait la condition (3.3.1) et est la 
&union de N suites de Carleson (C) ( voir la Remarque 3.3.3 ci-dessous). 
Preuve. - D’apres le Theoreme 3.1.5 le systeme (A, B) est a CEQX a l’instant r si et 
seulement si la suite e-‘ntB* 
- Gn>l 
est une base de Riesz et si 
- 
2ReX, 
e2ReXnr - 1 
II est clair que cette derniere relation, avec rang B* < co, est Bquivalente a (3.3.1). 
Pour l’equivalence entre (2) et (3) voir la Remarque 3.3.3. 
3.3.2. COROLLAIRE. - I1 existe r > 0 et un ope’rateur B de rangB = 1 tels que le systbme 
(A, B) est b CEQX h l’instunt T si et seulement si (X n +l satisfait la condition de Carleson ) 
(C) et, apres rearrangement croissant de R.eX,,, 
ReX, 2 E.logn; n > N. 
oii E > 0. 
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En effet, c’est un exercice de verifier que la dernibe condition est equivalente a 
l’existence de T > 0 satisfaisant (33.1). 
3.3.3. Remarques. - Le probleme des bases d’exponentielles scalaires est assez bien 
CtudiC, voir [N], [HNP]. Ici, nous rappelons seulement les faits suivants : (1) le sysdme 
& = (e-x-t),>1 est une base de Riesz dans I’espace L2(0, 7) si et seulement si le systeme 
,f = (e-o?<+“)+),>l l’est (quel que soit a E R); (2) si ReX,, > 0, 7~ 2 1 la condition de 
Carleson (C) est necessaire pour que E soit une base de Riesz sur l’intervalle (0, T) : 
(3) si liF(Re&,) = + 30 alors la condition (C) est necessaire et suffisante pour que E soit 
une base de Riesz sur l’intervalle (0,~); (4) si 0 < i;f ReX, < sup Re&, < CC alors (C) 
‘,L 
est equivalente a la separation uniforme de X,, : irril IX, - X,, 1 > 0. 
11 est clair aussi q.ue dans le cas de frequences apparaissant en theorie du controle, 
inf ReX,, > -00, la propriete (1) reduit le probleme au cas ReX, > 0. Voir [N] et [HNP] 
n>l 
pour tous les details. 
Sur le cas des exponentielles vectorielles, on peut &peter que, d’apres les etudes 
prectdentes, les propriCk% de controlabilite d’un systeme dynamique (A, B) dependent des 
qualites gtometriques du systeme des exponentielles (&lI)lLzl : 
t&(t) = e-x,z+B*$,,, n 2 1. 
au moins dans le cas oh les vecteurs propres (Pi, n 2 1, de la generatrice A forment 
une base de Riesz. 
En cette occasion, on peut distinguer deux possibilites extremes : 
l soit B* est un isomorphisme (sur son image), 
l soit le controle est de dimension finie (rangB < ,xX)), en particulier le cas ou 
TungB = 1. Dans ce dernier cas, il s’agit d’une famille d’exponentielles scalaires 
dans I’espace L2(0, 7). 
Dans le premier cas, si ((~~)~>r, et done ($J~)~~I, est une base de Riesz de l’espace des 
Ctats alors il existe un isomorph<sme V : Z4 ---+ U de l’espace de controle qui transforme 
la famille (B*ljl r( nZl ) en une base orthogonale (VB*&)Q~, et done I’isomorphisme 
I@V : L2(0,7-$4) - L2(0, r; U) transforme la suite (&,),zr en une base orthogonale 
(c-~~~VB*&)~>~ de son enveloppe. 
De la mCme fa;on, en utilisant des isomorphismes V @ I : L2(0, T; U) - L’(O, TT; U) 
par rapport a la variable temporelle, on peut voir que si les exponentielles scalaires 
(“-X”yn>l forment une base de Riesz de leur enveloppe, alors le systeme (&),>I en 
forme aussi une independemment du choix de L3 et ($TX)nzl. Alors, encore une fois (comme 
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dans le cas de rangI? = l), beaucoup de faits dependent des propriCtCs geometriques des 
exponentielles scalaires. 
3.3.4. Conclusion. - Le paysage du controle a l’equilibre est plus riche et varie que celui 
du controle exact, m&me a une renormalisation p&s (puisque beaucoup plus de systemes 
sont susceptibles d’etre a la CEQ). 
En supposant toujours que A est une generatrice a base de Riesz de vecteurs propres, 
&n = -.hcp,, n 4 1 on peut dire que : 
- pour les “grands” ope’rateurs de contr6le B (soit inversibles, soit tel que ]]B*$n]] > 
E] ]&I ( seulement si on sait independamment que (E n n21 est une base de Riesz) le systeme ) 
(=1, B) est toujours a la CEQ a tout instant T > 0, voir le Theoreme 3.1.2 et son Corollaire 
3.1.3 (en particulier, les systemes consider& au 52.2 sont ainsi) ; 
- pour les ‘petits” ope’rateurs de contrdle B il y a des conditions necessaires et suffisantes 
pour le contrble 2 l’e’quilibre exact (CEQX) : (E n nzl est necessairement une base de ) 
Riesz (et done, si B est de rang fini, par exemple, cela entraine des restrictions severes 
sur le spectre (--&),>I : la condition de Carleson (C) (Theo&me 3.3.1), ou bien celle de 
la reunion finie de suites de Carleson (voir [N])) et si B est vraiment “petit” (d’un ideal 
symetrique norm6 d’operateurs compacts) cela impose des restrictions bien precises sur la 
croissance de ReX, a l’infini (en particulier, cela exclut le cas hyperbolique) ; 
- pour les “moindre” ope’rateurs de contr6le B (rangB = 1) il y a la condition spectrale 
necessaire et suffisante pour CEQX ((3) du Theo&me 3.3.1): celle de Carleson (C) et 
la croissance logarithmique de ReX,; par consequent, les spectres paraboliques (voir 
An. E Iw) 2 croissance ge’ome’trique (X,+1 /X,, 1 q > 1) sont possibles mais pas les spectres 
classiques d’operateurs elliptiques oti X, =: n2/N, voir $2.2.1. 
I1 est done bien plus facile d’equilibrer un systhme parabolique qu’hyperbolique. 
Rappelons que, au contraire, la renormalisation marche mieux pour les systemes 
hyperboliques (voir 2.4.13). 
4. Contrale d I’instant T = co et interpolation sans l’espace Hz 
A titre d’illustration, considerons brievement le controle sur l’intervalle infini IO, w[ 
avec l’operateur de contrblabilite c(cc) defini pour un semi-groupe exponentiellement 
stable (c’est-a-dire tel que a(S(.)) < 1) par 
c(ca)11 = S(t)Bu(t)dt. 
En supposant que la generatrice A possbde une base de Riesz de vecteurs propres, 
-b?l = -hLcpm n > 1 (a bi-orthogonale ($~~)~~r), nous obtenons d’apres la stabilite 
exponentielle que : 
(4.0.1) inf ReX, > 0. 
?l>l 
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4.1. Contrble exact et renormalisation. 
11 est facile de voir que tous les faits du $2.1 (sur la CEX) et $2.3 (sur la CERP) 
restent valables pour le cas 7 = oc a des modifications Cvidentes p&s et a deux differences 
importantes p&s. D’abord, au lieu de la condition sup IReX, 1 < M, nous avons maintenant 
n>l 
(compte tenu de (4.0.1)) la condition spectrale St&ante : 
(4.1.1) 0 < c < ReX, < C; n > 1, 
avec c, C > 0. Et d’autre part, la condition que (&)nzl = e ( -X7~tB*$,,),21 est une base 
de Riesz dans L’(O, oo;U) est beaucoup plus legbe que celle sur un intervalle fini (0, Y-) 
(voir [N]). En particulier, on a le Theo&me suivant : 
4.1.1. TH~ORBME. - Soit A une genne’ratrice a base de Riesz de vecteurs propres et soit 
B E L(U, H). Alors : 
(1) Le systeme (A, B) est a la CEX a l’instant T = 30 (c’est-a-dire, c(w)L2(0, co:U) 
= H) si et seulement si les exponentielles (&,,),rl forment une base de Riesz duns 
L2(0,w;U); les frequences ve’rifient (4.1.1) et in! //B*$,([/))$J,[[ > 0. 
- 
(2) Si lesfrequences (&)Q~ vtri$ent (4.1.1) et la condition de Carleson 
(4.1.2) IX, - A,,1 > 5 > 0. n # rn: 
avec un 6 > 0, alors (A, B) est exactement controlable a l’instant r = 30 pour tout 
opkrateur de controle B satisfaisant [[B*$I~[/ > ell&, 11, n > 1. 
Preuve. - Pour (1) voir Theoreme 2.1.6 (et son adaptation au cas T = co). Pour (2), 
voir aussi la Remarque 3.3.3. 
4.2. Contriile exact g&dralisC (CEG) 
En modifiant de facon Cvidente la notion de CEG (52.3.1) au cas r = co, nous obtenons 
le fait suivant. 
4.2.1. TH~ORBME. - Reprenons l’hypothbe et les notations du Theoreme 4.1. I. 
(I) Si le systeme (A, B) ve’ri$e le CEG a l’instant r = 00 (done, si Im c(o~) = H(w,), 
‘W,, = IlvMllll~~ll~ n 2 1) et N = rungB < co, alors le spectre (-&)+I est une 
reunion d’au plus N suites de Carleson (4.1.2). 
(2) Si (&)+I est une suite de Carleson de la bande (2 : 0 < E 2 Rez 5 c}, alors le 
systeme (A, B) est a CEG pour tout B E L(U, H). 
Preuve. - (1) Pour un systeme a CEG, la suite (E,)+i est une base de Riesz de son 
enveloppe dans l’espace L2(0, 00; B*H) (ThCoreme 2.3.3) et dim B*H = N. Le reste est 
une consequence immediate d’un theoreme de Vasyunin (voir [N], §VII.4). 
(2) Sous la condition de Carleson, les exponentielles (e-X71t)n21 forment une base de 
Riesz dans L2(0, DZI) (voir [N], 5X1.2), done (E n. ) nki est aussi une base de Riesz (voir la 
Remarque 3.3.3). 11 ne reste qu’a se referer au Theo&me 2.3.3. 
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4.3. Optimisation quadratique et interpolation 
Pour illustrer les liens existant entre l’optimisation quadratique (voir $1.6) et 
l’interpolation par des fonctions de l’espace de Hardy Ht, dans le demi-plan C+ = 
{,z E C : Im z > 0}, nous considtrons uniquement le cas du controle scalaire. 
Soient B un operateur de rang 1, B : a3 --+ H, BX = Xza, et la generatrice A 
possedant une famille minimale de vecteurs propres, Ap, = -X,cp,, TZ > 1, B bi- 
orthogonale complete ($n)n2i. Alors les Ctats accessibles a = c(cc)zl, u E L’(R+) se 
decrivent par les equations : 
(a, $Jn)H = (u, c(co)*&)I,2 = Yn(U, e-yL2 = 
= Y~(u: ei’““t)L2? 
- 
oh Tn = (~O:$n)H, pn = AZ, 1~ 2 1. D’apres (4.0.1), on a 
i~$ Imp,, > 0. 
- 
11 est clair aussi que si a E c(oo)L2(R+) 1 a ors le controle u* de l’energie minimale, 
c(cm)u* = a appartient a (Ker c(co))” = Imc(oo)*. 
Si la famille d’exponentielles (ei@71t )+r est minimale dans l’espace L2(R+) alors la 
suite (~~)~>i satisfait la condition de Blaschke (voir [N], 5X1.2) et nous obtenons : - 
oti T est la transformation de Fourier, KO = Ht 8 OFf et 0 est le produit de Blaschke 
correspondant (voir [N], 5X1.1-2 ). Les moments (u, eZpnt)Lz se transforment en valeurs 
de fonction correspondante f = T-‘u. E Ht : 
D’ou le resultat suivant : 
4.3.1. TH~OR~ME. - Sous les hypothkes prtkkdentes, un &at a E H est accessible si et 
seulement si il existe une fonction f E Ht telle que 
oh Yn = (~O,&)H, n 2 1. Si une telle fonction existe alors le contr&e de l’knergie 
minimale est assure’ par la fonction u* = 3f, 0d f* est l’unique fonction satisfaisant 
f* E Ko; 6f*(-&) = (a,$~)~. $, n > 1. 
Si ($J~)~~~I est une base de Riesz de H alors 1 lyn12jjp,(12 < 00, si 
Ql 
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et si les expanentielles (e’@Tl’ )It>l jhrment aussi une base de Riesz (de leur enveloppe; ce 
qui est kquivalent ci la condition de Carleson (C) pour (p,,),,>1, voir 3.3.3) alors - 
La dernibre expression coihcide avec la renormalisation de l’espace H d&it au 52.3, et 
on a toujours c(co)L2(BB+) # H. 
Preuve. - En ce qui concerne le contrble, tout est deja demontre au $52.3 et 1.6 ; il 
ne reste qu’a titer le theoreme sur I’interpolation libre pour l’espace de Hardy Ht (voir 
[N], 5X1.2) : si (/~,)~>i E (C) alors - 
{(anIn : il existe f E Ht telle que n, = f(-&), n 2 1) 
= {(a&1 : c I~,~2~~P77 < 4. 
,I 11 
4.3.2. Remarque. - En principe, le meme theoreme est correct (avec des modifications 
Cvidentes) dans le cas du contr6le a l’instant fini : on remplace L2(W+) par 
L2(0, T), eip”txw+ par eipntx(a,7), etc. Un seul changement capital concerne les bases 
d’exponentielles : la condition de Carleson (C) n’est plus suffisante (mais reste necessaire), 
voir [N] et [HNP] pour le critere. 
En conclusion, ce paragraphe met en evidence le role fondamental joue par l’interpolation 
par des fonctions de l’espace de Hardy HT pour la theorie du controle. Dans le cas ou le 
controle est multidimensionnel, rangB > 1, on considere des fonctions de H$ a valeurs 
vectorielles (de dimension rangB), voir [AI], [N]. 
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