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We analyze the scale-to-scale energy transfer in 2D and 3D compressible Rayleigh-
Taylor (RT) turbulence using the coarse-graining approach. Based on the Favre scale
decomposition, we outline the energy pathways in RT flows which include transfer
between potential energy, kinetic energy at different scales, and internal energy. In
particular, two flux terms are responsible for kinetic energy transfer across scales, namely
baropycnal work Λ`, which arises from work done by pressure gradients on the turbulent
mass flux, and deformation work Π`, which is solely due to multi-scale turbulent velocity
fields. Within the energy pathways, we can identity a range of scales in which the kinetic
energy fluxes Λ` and Π` are not directly affected by either external inputs at large scales
or by dissipation at small scales. We call this range of scales the inertial range in turbulent
RT flows over which kinetic energy cascades. We carry out a detailed analysis of energy
budgets, including the cascades, as a function of scale using high resolution turbulent RT
simulations in 2D and 3D. The paper then characterizes the anisotropic energy cascades
and anisotropic spectra of density and velocity in RT flows. Furthermore, the paper
discusses similarities and differences between two-species incompressible RT turbulence
and our single-species compressible RT turbulence.
1. Introduction
Rayleigh-Taylor instability (RTI) occurs when heavy fluid is on top of light fluid in
the presence of gravity, or when light fluid is accelerated against heavy fluid (Rayleigh
1883; Taylor 1950). The study of RTI has a long history (Rayleigh 1883; Taylor 1950;
Zhou 2017a,b; Boffetta & Mazzino 2017), as it is of both physical interest and engi-
neering importance in diverse fields. The instability provides a canonical problem for
unsteady, inhomogeneous, and anisotropic turbulence (Chertkov 2003; Poujade 2006;
Celani et al. 2006; Soulard 2012), and is also of special importance in many natural
and engineering processes. For example, in supernova explosion RTI plays a major role
in the propagation of thermonuclear flame front (Hillebrandt & Niemeyer 2000; Cabot
& Cook 2006; Marshall & Schott 1999), in inertial confinement fusion (ICF) it is a
main obstacle towards ignition (Craxton et al. 2015; Betti & Hurricane 2016), and in
combustion RT is responsible for the break-up and atomization of the fuel spray (Beale
& Reitz 1999). Research in RT has focused on theoretical solutions (Chandrasekhar 1955;
Menikoff et al. 1978; Tanveer 1993; Goncharov 2002), experimental investigations (Read
1984; Snider & Andrews 1994; Waddell et al. 2001; Ramaprabhu & Andrews 2004) and
numerical simulations (Youngs 1984; Dimonte et al. 2004; Cabot & Cook 2006; Livescu
et al. 2011). Several comprehensive review papers are available on this subject (Sharp
1984; Kull 1991; Boffetta & Mazzino 2017; Zhou 2017a,b; Livescu 2000).
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Depending on the initial perturbation, the evolution of RT flows is usually divided
further into the single-mode case, in which the initial perturbation consists of only a
single sinusoidal wave spanning the domain, and the multi-mode case, in which the initial
perturbation has a broad spectrum. Initially in the linear stage, single-mode RT evolves
into a sinusoidal shape, and then nonlinear effects kicks in, followed by the formation
of coherent structures such as the bubble and the spike. At very late time single-mode
RT undergoes chaotic motion, but is still symmetric with respect to the middle axis of
the bubble and the spike. In contrast, multi-mode RT evolves as individual sinusoidal
modes in the linear stage, but quickly evolves into a chaotic motion due to the dominant
of nonlinear interactions between different scales in the flow. At late time multi-mode
RT enters into turbulent stage where a full range of scales are present. Previous studies
on single-mode RT focus on analytic results of the bubble and the spike growth rate in
linear and nonlinear stages. While for multi-mode RT statistical methods are invoked to
predict the qualitative and phenomenological results, focusing on the turbulent aspect.
Real world RT flows consist of broad band initial perturbations which fall into the
category of multi-mode RT. At high Reynolds number, multi-mode RTI evolves into
turbulence, where a wide range of scales is present. In contrast to homogeneous isotropic
turbulence, the RT generated turbulent flow is unsteady, inhomogeneous, and anisotropic,
and thus poses a challenge to quantify the flow by the energy transfer and cascade
mechanism as in Kolmogorov’s theory (Alexakis & Biferale 2018). Many previous works
(Zhou 2001; Chertkov 2003; Ristorcelli & Clark 2004; Boffetta et al. 2009; Soulard 2012;
Zhou et al. 2016; Livescu et al. 2010) have attempted to address this problem, and
a majority of these studies focuses on low Atwood number incompressible RT flows
described by the Boussinesq model. In this model the density variation in the flow is
negligible except for the buoyancy term in the momentum equation, and the associated
velocity field is thus solenoidal.
An important phenomenological theory on Boussinesq RT turbulence was proposed by
Chertkov (2003) in both 2D and 3D, with some qualitative differences between the two
dimensions. In 3D, assuming a constant kinetic energy flux to small scales and assuming
a balance exists between buoyancy and the time derivative of velocity, the temperature is
shown by Chertkov to be a passive scalar and the Kolmogorov-Obukhov phenomenology
holds. In this framework, kinetic energy flux is assumed to be scale independent, and
the k−5/3 velocity and temperature spectra are realized. Three dimensional numerical
simulations in Boussinesq RT turbulence (Boffetta et al. 2009) confirm the forward
cascades of both kinetic energy and temperature fluctuations by investigating the energy
budget equations in Fourier space. In 2D, however, Chertkov (2003) argued that the
temperature is an active scalar, instead of passive as in 3D. Thus the Bolgiano-Obukhov
picture is more relevant in 2D, which assumes that the buoyancy term balances the
nonlinear term in the momentum equation at all scales. Within this picture, scalings of
velocity and temperature fluctuations are shown by Chertkov to be δur ∼ r3/5t−1/5 and
δTr ∼ r1/5t−2/5, and a forward cascade of temperature fluctuations is predicted, but
cascades of kinetic energy and enstrophy are prohibited as argued in Chertkov (2003).
2D RT numerical simulations by Celani et al. (2006) confirmed the Bolgiano-Obukhov
time dependent scaling of velocity and temperature fluctuation using structure functions.
The forward cascade of temperature fluctuations in 2D Boussinesq RT was also shown
in Zhou et al. (2016) using a scale-to-scale study with the filtering approach, supporting
the prediction of Chertkov (2003). However, the 2D inverse energy cascade and forward
enstrophy cascade, which are prohibited in Chertkov’s theory, are again shown to hold
numerically by the filtering approach (Boffetta & Musacchio 2010; Zhou et al. 2016).
Finally, Boffetta et al. (2012) studied the 3D to 2D transition in high aspect ratio RT
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simulations and showed the co-existence of Kolmogorov-Obukhov scaling at small scales,
where the flow is 3D, and Bolgiano-Obukhov scalings at large scales, where the flow is
approaches 2D dynamics. The two scalings are separated by a transition scale. Above
the transition scale the flow is 2D and inverse energy cascade is observed while below
the transition scale the flow is mainly 3D with a forward energy cascade. These studies
have established a self-consistent picture of phenomenological Boussinesq RT turbulence.
Note that this Boussinesq RT theory fails in the presence of large density ratios, which
restricts its application to relatively simple flows, and the generalization of this theory
to more complex flows is non-trivial (Livescu & Ristorcelli 2007).
Beyond the Boussinesq description, multi-mode RT flow has to be investigated in a
variable density flow setting, where the kinetic energy is a cubic quantity due to the
explicit density dependence, while in Boussinesq flow kinetic energy is only quadratic.
Cook & Zhou (2002) introduced a new variable vi ≡ ρ1/2ui in RT flows, borrowed from
Kida & Orszag (1990), where ρ is density and ui is the fluid velocity, and thus treated
the kinetic energy as a quadratic term. The kinetic energy budget is formulated with
the time derivative of kinetic energy balanced by the energy production, the nonlinear
transfer, and the dissipation terms. Fourier analysis of DNS data in the homogeneous
directions shows that the peaks in the spectrum of kinetic energy as well as the spectrum
of production migrate to low wavenumbers as the turbulence develops, while the peak
wavenumber of dissipation spectrum stays roughly the same. The overall energy transfer
is from large to small scales, but there is significant energy backscatter inside the mixing
region. Based on the same formulation, Cabot et al. (2004) performed a-priori Fourier
analysis on energy transfer in turbulent RT with DNS data. The energy transfer term
is decomposed into the resolved part, the unresolved part and the interaction between
these two. Based on the DNS data, a model of effective eddy viscosity and backscatter
viscosity is established that compensates the subscale effect on energy transfer, which
could be used in large eddy simulation of RT flows. The works in (Livescu & Ristorcelli
2007; Livescu et al. 2010; Schilling & Mueschke 2010; Gauthier 2017) performed Favre
density weighted Reynolds averaging on DNS data, and analyzed the time evolution
of the spatial mean kinetic energy across the mixing width. The above works on energy
transfer in RT were either restricted to analyzing scales in the the homogeneous directions
via Fourier analysis, or relied on statistical (Reynolds or Favre) averaging procedures.
The former lacks information on the energy transfer in the vertical (inhomogeneous)
direction, which is essential in the RT dynamics. The latter lacks information about the
dynamics (including the cascades) as a function of scale. Therefore, we are still lacking a
thorough understanding of the RTI dynamics at different scales, including the cascades,
anisotropy, and inhomogeneity. Addressing these gaps is the main thrust of this paper. In
addition, the notions of cascade, inertial range, etc., that we will address in the paper lay
a theoretical foundation for large eddy simulation (LES) of RT flows, a computationally
efficient way to simulate complex real-world problems.
The paper is organized as follows. In section 2, we first present high resolution turbulent
RT simulation results in 2D and 3D, and some basic statistics, such as the growth rate
and the global energy balance, are performed on the data. In section 3, we study the
scale-by-scale energy balance through the coarse-grained budget equations of potential
energy, kinetic energy, and internal energy. A schematic is proposed to summarize the
different channels involved in the energy transfer. The mean kinetic energy budgets as
functions of scales are investigated in detail, in which the concept of inertial range in
RT turbulence is introduced. Next in section 4, the properties such as the efficiency and
anisotropy of kinetic energy flux Π and Λ are examined, and a new method to measure
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the anisotropic spectra is applied to RT turbulence data. We summarize our findings and
conclude the paper in section 5.
2. Simulation Results
2.1. Governing equations and analysis method
In this paper we focus on the single-species compressible RT, which is governed by
the compressible Navier-Stokes equations. This set of equations includes the continuity
equation (2.1), the momentum equation (2.2), and the total energy equation (2.3). The
internal (2.4) and kinetic energy (2.5) equations are also shown here for completeness.
∂tρ+ ∂j(ρuj) = 0 (2.1)
∂t(ρui) + ∂j(ρuiuj) = −∂iP + ∂jσij + ρFi (2.2)
∂t(ρE) + ∂j(ρEuj) = −∂j(Puj) + ∂j
[
2µui
(
Sij − 1dSkkδij
)]
−∂jqj + ρuiFi (2.3)
∂t(ρe) + ∂j(ρeuj) = −P∂juj + 2µ
(|Sij |2 − 1d |Skk|2)− ∂jqj (2.4)
∂t
(
ρ |u|
2
2
)
+ ∂j
{(
ρ |u|
2
2 + P
)
uj − 2µ
(
uiSij − 1dujSkk
)}
=
P∂juj − 2µ
(|Sij |2 − 1d |Skk|2)+ ρuiFi (2.5)
Here ρ is the density field, u is the velocity field, P is pressure, e is the specific internal
energy (or the internal energy per unit mass), E = e + |u|2/2 is total energy per unit
mass. Sij = (∂iuj + ∂jui)/2 is the strain rate tensor, while σij = 2µ(Sij − d−1Skkδij) is
the deviatoric stress tensor in d space dimensions. F is the external acceleration, q is the
heat flux that satisfies the Fourier’s law q = −κ∇T , where κ is the thermal conductivity
and T is temperature. The ideal gas law P = ρRT is adopted to close the set of equations,
with R the specific gas constant.
Numerical simulations are performed using the DiNuSUR code (Zhao & Aluie 2018;
Zhang et al. 2018; Bian et al. 2019) in Cartesian coordinates in rectangular domains.
The boundary conditions are periodic in the horizontal directions and no-slip wall
boundary condition in the vertical direction. The pseudo-spectral method (Orszag 1969;
Patterson Jr & Orszag 1971) is adopted in the periodic directions, in which the spatial
derivative and time integration are performed in Fourier space, while nonlinear terms are
calculated in physical space. The fast Fourier transform (FFT) provides an efficient way to
convert the fields between physical and Fourier spaces. Aliasing errors in nonlinear terms
are removed by the 2/3 dealiasing rule to eliminate the high frequency contamination
(Orszag 1971). For the vertical direction with wall boundaries, 6th order compact
finite difference method are adopted with 5th order boundary schemes. In addition,
the compact filtering scheme is performed in the inhomogeneous direction to filter out
unphysical high wavenumber oscillations (Lele 1992; Gaitonde & Visbal 1998; Brady &
Livescu 2019). Fourth order explicit Runge-Kutta method is used to integrate in time.
The coarse-graining approach is adopted to analyze the simulation results. Coarse-
graining or filtering is a general approach which breaks multiscale systems into simpler
subsystems of different prescribed granularity. By studying the interactions within and
between these subsystems, physical insight into the original system is gained. In fluid
dynamics, coarse-graining provides a natural and versatile framework to understand scale
interactions (Leonard 1975; Meneveau & Katz 2000; Eyink 2005). For any field a(x), a
coarse-grained or (low-pass) filtered field, which contains modes at scales & `, is defined
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in d-dimensions as
a`(x) =
∫
ddr G`(r) a(x + r), (2.6)
where G(r) is a normalized convolution kernel and G`(r) = `
−dG(r/`) is a dilated kernel
with width comparable to `. The scale decomposition in (2.6) separates the field a(x)
into large scale (& `) component, captured by a`, and small scale (. `) component,
captured by the residual a′` = a−a`. The coarse-graining framework is a general method
that can apply to unsteady, anisotropic, and inhomogeneous flows, such as the Rayleigh-
Taylor instabilities studied here, with which conventional turbulence analysis techniques
are difficult to handle. More extensive discussions of the framework and its utility can
be found in many references (Piomelli et al. 1991; Germano 1992; Meneveau 1994; Eyink
1995; Chen et al. 2003; Aluie & Eyink 2010; Fang & Ouellette 2016; Aluie 2017). In what
follows, the subscript ` may be dropped from filtered variables when there is no risk of
ambiguity.
In the paper, the particular filter kernel is chosen to be (John 2012):
G(|x|) =
(
6
pi
)d/2
e−6|x|
2
.
and the dilated version associated with length scale ` is:
G`(|x|) =
(
6
pi`2
)d/2
e−
6
`2
|x|2 . (2.7)
in dimensions d = 1, 2, 3. Its Fourier transform is:
Ĝ`(|k|) = e− `
2
24 |k|2 . (2.8)
This Gaussian kernel form has been used in several prior studies (Piomelli et al. 1991;
Wang et al. 2018) due to its advantages in numerical discretization (see John (2012),
page 30).
In simulations with non-periodic boundary conditions, such as the RT flow with no-
slip rigid walls at the top and bottom, filtering near the boundary requires a choice
for the fields beyond the boundary. In this paper, the choice is to extend the domain
beyond the physical boundaries with values compatible with the boundary conditions,
and filtering near the wall is performed on this extended data. To be more specific, for
the RT problems, beyond the wall the velocity is kept zero, the density field is kept
constant (zero normal gradient), and the extended pressure field satisfies the hydrostatic
condition dP/dz = −ρg. This way, the coarse-graining operation can be performed at
every point in the flow domain without invoking complicated inhomogeneous filters.
Analyzing the energy cascade and inertial range in incompressible turbulence centers on
studying the large scale kinetic energy, 12 |u`|2. Similarly, in variable density flows, we also
need to analyze large scale kinetic energy in detail. Since kinetic energy in variable density
flows, 12ρ|u|2, is cubic, its large scale definition is not straightforward. For this purpose,
several different definitions of large scale KE in variable density flows are proposed, such
as ρ`|u`|2/2 (Chassaing 1985; Bodony & Lele 2005; Burton 2011; Karimi & Girimaji
2017), and |(√ρu)
`
|2/2 (Kida & Orszag 1990; Cook & Zhou 2002; Wang et al. 2018;
Grete et al. 2017). However, as is shown numerically in Zhao & Aluie (2018), the above
two definitions could fail to satisfy the ‘inviscid criterion’ in flows with large density ratio,
and viscous effect would contaminate the inertial range dynamics. The ‘inviscid criterion’
requires that viscous contribution is negligible at large scales. Meanwhile, Aluie (2013)
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Label Grid size Lx Ly Lz µ A Gr Re η/∆x
3D1024 1024× 1024× 2048 3.2 3.2 6.4 3× 10−5 0.5 15.07 13854 0.703
3D512high 512× 512× 1024 1.6 1.6 3.2 4.5× 10−5 0.8 7.44 4582 0.804
3D512low 512× 512× 1024 3.2 3.2 6.4 4.5× 10−5 0.15 27.38 8027 0.49
2D4096 4096× 8192 3.2 – 6.4 1.5× 10−5 0.5 0.94 44562 2.25
2D2048high 2048× 4096 3.2 – 6.4 4.5× 10−5 0.8 0.93 25766 2.36
2D2048low 2048× 4096 3.2 – 6.4 4.5× 10−5 0.15 0.43 12397 2.99
Table 1. Parameters of the 2D and 3D RT simulations conducted in this paper. All simulations
have a spatially uniform dynamic viscosity µ and Prandtl number Pr = Cpµ/κ = 1, with
κ thermal conductivity and Cp the specific heat capacity at constant pressure. Lx, Ly, Lz
are the simulation length in three directions, and A is the Atwood number. Gravitational
acceleration g = 1 in the negative vertical direction. The mesh Grashof number is defined as
Gr = 2Ag〈ρ〉2∆x3/µ20, and the Kolmogorov scale is defined as η = µ3/40 /(1/4〈ρ〉3/4), Reynolds
number Re = 〈|u|2〉Lx〈ρ〉/µ, where 〈·〉 denotes the spatial mean value. In the table the Reynold
number and Kolmogorov scale is calculated at the dimensionless time τ = t/
√
Lx
Ag = 4.0.
proved mathematically, and Zhao & Aluie (2018) showed numerically that the Favre
decomposition, 12ρ`|u˜`|2, where u˜ = ρu`/ρ` is the Favre filtered velocity (Hesselberg
1926; Favre et al. 1958; Favre 1969a; Aluie 2013; Eyink & Drivas 2018), satisfies the
inviscid criterion even at large density contrasts. In the current paper, we shall adopt
the Favre decomposition when analyzing scale dynamics.
2.2. Simulation results
Two- and three- dimensional Rayleigh-Taylor simulations are performed to analyze the
energy budget and cascade in RT turbulence. These simulations are performed at low and
high Atwood numbers, with grid resolution up to 4096×8192 in 2D and 1024×1024×2048
in 3D. The Atwood number A is defined by A = (ρh− ρl)/(ρh + ρl), where ρh, ρl are the
densities of the initial uniform heavy and light fluids. The physical parameters used in
the simulations are summarized in Tab 1. The results below are primarily based on the
largest simulations 2D4096 and 3D1024, while other simulations shown in the table are
for numerical convergence and verification purposes.
Visualizations of two density snapshots are shown in Fig. 1(a) for the 2D4096 case and
Fig. 1(b) for the 3D1024 case, both at dimensionless time τ = t/
√
Lx
Ag = 4.0, where
√
Lx
Ag
is the characteristic time scale, and g is the gravitational acceleration. Both figures show
complex flow patterns with a full spectrum of structures present in the flow. Compared
to single-mode RT the multi-mode case is never symmetric and chaotic motion persists
from the very beginning of the flow. It is also easy to see the 3D field develops much
smaller scale structures than the 2D field, a point which we will quantify later. From
here on, we first present some basic statistics of these simulations, namely the mixing
rate, the overall energy budget between potential, kinetic and internal energy, and also
the density and velocity spectra.
2.3. Mixing width
The mixing width h(t) is an important quantity characterizing the total width of the
mixing layer between bubble and spike fronts in RT flows. It is used to quantify the
penetration depth of RT bubbles and spikes into the unperturbed flow. When there are
sufficient interactions, turbulent RT flow can become self-similar. In such self-similar
RT flows, mixing width can be approximated by h(t) = αAgt2, a quadratic formula in
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(a) 2D4096 snapshot (b) 3D1024 snapshot
Figure 1. The density visualizations from the simulations 2D4096 and 3D1024 in Tab. 1, the
dimensionless time of the two snapshots are both at τ = t/
√
Lx
Ag = 4.0. The mixing width, which
is defined and quantified in section 2.3, for the current 2D RT is h ≈ 1.69, and h ≈ 1.1 for 3D
RT. The density fields are turbulent with the presence of a full range of length scales.
time which is proportional to the Atwood number, the gravitational acceleration, and a
constant coefficient α. There is no agreed value for α in the literature, but the range of
α in numerical simulations usually spans 0.02− 0.08, while in experiments the measured
values are within 0.04− 0.08 (Dimonte et al. 2004; Zhou 2017a). It is known to be quite
sensitive to the initial perturbation spectra, the miscibility of the fluids, and also the
specific numerical procedure to measure h(t) and α (Dimonte et al. 2004; Zhou 2017a).
Here we calculate the mixing width using the formula (Cabot & Cook 2006):
h(t) =
2
ρh − ρl
∫ ∞
−∞
min (〈ρ〉xy(z)− ρl, ρh − 〈ρ〉xy(z)) dz
where 〈ρ〉xy(z) denotes horizontal average of the density field, which is a function of z
and t, and ρh, ρl denote the original heavy and light fluid densities.
After obtaining h(t), the parameter α can be calculated with two closely related
approaches. The first is by directly calculating h(t)/Agt2, while the second one is by
the best linear fit between
√
h(t) and
√
Agt in the self-similar regime (Olson & Jacobs
2009). The second approach to obtain α is illustrated in Fig. 2, where
√
h(t) is plotted
against time t for the 2D4096 and 3D1024 data, and a linear fit in the self-similar regime
is marked with dashed lines in the two subfigures. The inset of the figures corresponds
to the first approach to obtain α, namely the quantity h/Agt2 is plotted against time,
while the α value obtained by the linear fit is marked with horizontal dashed line. Same
results are obtained with these two approaches. From Fig. 2 we can conclude that there
is a substantial time range of self-similarity in both 2D and 3D, in which there is an
excellent linear fit between
√
h(t) and t. The obtained α values (0.0364 in 2D and 0.0214
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(a) 2D mixing width
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(b) 3D mixing width
Figure 2. Evolution of the square root of mixing width
√
h(t) vs. time in 2D and 3D, for which
self-similarity analysis predict a linear relation at late time (Olson & Jacobs 2009). The slope
of the straight line is 0.1349 in (a) and 0.1035 in (b), which corresponds to α = 0.0364 and
α = 0.0214 respectively. Inset: the compensated plot α = h(t)/(Agt2) versus time, in which the
horizontal lines corresponds to the α values just obtained by the linear fit.
in 3D) fall within the range reported in the literature (Cabot & Cook 2006; Dimonte
et al. 2004). For reasons that remain unclear, α in 2D has always been found larger than
in 3D (Dimonte et al. 2004), a puzzle on which we hope to shed some light in this paper.
2.4. Overall energy balance
We shall now discuss the bulk balance between potential energy, kinetic energy, and
internal energy in our simulated flows. Temporal evolution of the spatial mean of each of
the budget terms in the kinetic energy equation (2.5) is shown in Fig. 3(a) and 3(c) for
2D and 3D, where D = Sij
(
2µSij − 2dµSkkδij
)
is the dissipation term, and inj = −ρguz
is the energy injection. Correspondingly, Fig. 3(b) and 3(d) show the temporal evolution
of the change of the bulk (over volume V of the domain) potential energy δPE, the
increased bulk internal energy δIE, and the increased bulk kinetic energy δKE in 2D
and 3D. The bulk energy change is a time cumulative value of the instantaneous energy
budget:
δPE(t) =
∫
[ρ(x, t)− ρ(x, 0)]gzdV = −
∫ t
0
dt
∫
dV inj (2.9)
δIE(t) =
∫
[ρe(x, t)− ρe(x, 0)]dV =
∫ t
0
dt
∫
dV (D − P∇ · u) (2.10)
δKE(t) =
∫
[
1
2
ρu2(x, t)− 1
2
ρu2(x, 0)]dV =
∫ t
0
dt
∫
dV ∂t(
1
2
ρ|u|2) (2.11)
The second equality in equation (2.9) is due to the relation
∫
V
ρguzdV =
d
dt
∫
V
ρgzdV
(Cabot & Cook 2006), while equation (2.10) can be obtained by time integrating the
internal energy equation (2.4).
The plot of 2D instantaneous energy budget in Fig. 3(a) shows the time derivative of
kinetic energy and the energy injection rate keep increasing in time, while the average
value of P∇ · u is positive so that internal energy is converted to kinetic energy via
this term. The term −〈D〉 is negative and converts kinetic energy to internal, but the
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(a) 2D instantaneous budget
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(b) 2D overall budget
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(c) 3D instantaneous budget
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(d) 3D overall budget
Figure 3. The temporal evolution of instantaneous kinetic energy budget and overall energy
balance in 2D (a,b) and 3D (c,d), D = −σijSij is the kinetic energy dissipation rate, inj = ρuigi
the energy injection rate. The horizontal axis τ stands for dimensionless time.
amount of conversion is smaller in magnitude. Thus in Fig. 3(b) the overall internal
energy decreases and is converted to kinetic energy, the potential energy decreases and
is also converted to the kinetic energy. The overall bulk energy balance satisfies δPE +
δKE + δIE = 0, as is marked by the ‘residue’ term in the figure.
Similarly, the 3D results are shown in Fig. 3(c) and 3(d). The injection rate and time
derivative of KE keeps increasing, while the dissipation and pressure dilatation terms
converts between kinetic and internal energy. One difference from 2D is that in 3D the
dissipation term contributes more and the overall energy conversion is from kinetic to
internal, opposite to the 2D case. The energy balance relation δPE + δKE + δIE = 0
still holds in 3D. Other simulation results in Table 1 also confirm this energy balance
relation. Note that this relation applied to the bulk flow is a result of the first law of
thermodynamics, stating the balance of energy in different forms. In section 3, we will
present a more refined balance relation applied to the coarse-grained quantities, in which
the balance of energy at different length scales will be established.
One may notice that the absolute value of mean injection, 〈inj〉 ≡ −〈ρguz〉, shown
in Fig. 3(a) and 3(c), grows more rapidly in 2D than in 3D. There are several ways to
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understand this: (i) the mixing width growth rate α in 2D is larger than in 3D and,
thus, the 2D mixing width would be larger that in 3D at any physical time. This implies
that relatively more potential energy is released in 2D, leading to a higher mean injection
〈inj〉. (ii) From the balance relation δPE+δKE+δIE = 0, we have δIE < 0 in 2D, which
is converted to kinetic energy, while δIE > 0 in 3D. This implies a larger mean kinetic
energy δKE is expected in 2D, and thus uz is expected to be larger in 2D than in 3D.
This leads to a larger 〈inj〉 = −〈ρguz〉 in 2D. (iii) For a given amount of kinetic energy
input, KE in 3D is distributed among three separate directions, whereas it is distributed
between only two directions in 2D. Therefore, we can expect that each direction in 2D
RT gains a larger amount of KE than in 3D, resulting in a larger uz and a higher
〈inj〉 = −〈ρguz〉 in 2D. Given the difference in 〈inj〉 between the RT flows in 2D and
3D, we shall normalize by it to allow for a fair comparison of the budget terms between
the two flows.
2.5. Energy spectra
For completeness, we plot the spectra of density, velocity, and kinetic energy using our
RT data. In homogeneous incompressible flows, the energy spectrum is obtained by taking
the Fourier transform of the velocity field and summing over annulus in the wavenumber
space: E(k) = 12Σk−0.5<|k|6k+0.5|uˆ(k)|2. Obtaining the spectra for compressible RT flows
is difficult because i) the domain is not periodic in the vertical direction so the Fourier
transform in all directions is not straightforward, and ii) the cubic nonlinearity in the
kinetic energy term poses another problem. Previous works in RT (Cook & Zhou 2002;
Cabot et al. 2004) obtained the spectra for density and velocity by Fourier transforming in
the horizontal periodic directions and then taking an average in the vertical direction. The
kinetic energy spectrum is obtained similarly by introducing a new variable wi =
√
ρui.
However, as is shown in Zhao & Aluie (2018), this new variable fails to satisfy the ‘inviscid
criterion’ in variable density flows, which means dissipation could contaminate large scale
dynamics of this quantity in the presence of large density contrast. Thus,
√
ρui is not
an appropriate quantity to analyze because it is inconsistent with the inertial-range
dynamics. In addition, by taking Fourier transforms only in the horizontal directions,
some of the spectral information in the vertical direction is not identified.
Here we adopt a new approach to obtain the spectra using the spatial coarse-graining.
For any field u, the filtering spectrum is defined as (Sadek & Aluie 2018):
Eu(k`) ≡ d
dk`
〈|u`(x)|2〉/2 (2.12)
where k` = L/`, L the domain size of interest and ` the scale we are probing, and 〈·〉
stands for spatial averaging. Sadek & Aluie (2018) showed that this filtering spectrum
guarantees energy conservation, similar to the Plancherel theorem when working with
Fourier spectra. The filtering spectrum allows us to measure the energy content at scale
` by probing the change in 〈|u`(x)|2〉/2 as ` is varied. The calculation can be done
in physical space without any Fourier transforms required for the Fourier spectrum.
The obvious advantage is that definition (2.12) allows us to extract the spectrum in
inhomogeneous flows such as RT. Moreover, the filtering spectrum generalizes easily
to non-quadratic quantities, such kinetic energy, 12ρu
2, in variable density flows, which
is inherently cubic. The Fourier spectrum, on the other hand, is limited to quadratic
quantities and requires treating kinetic energy as such, even when this is inconsistent with
the dynamics. The filtering spectrum of kinetic energy, for example, can be calculated
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Figure 4. The density, velocity and kinetic energy spectra versus k = Lz/` (horizontal axes)
for 2D and 3D RT turbulence at dimensionless time τ = 4, visualized in Fig. 1. The spectra are
calculated using Gaussian filter. The k−5/3 scaling is shown for reference.
numerically in a straightforward fashion while fully respecting its cubic nature:
EKE(k`1) =
〈 12ρu˜2〉`2 − 〈 12ρu˜2〉`1
k`2 − k`1
where `2 = `1+δ for δ  `1, and u˜ ≡ ρu/ρ is the Favre density weighted filtered velocity,
which we shall discuss in detail in section 3. Note also that this approach is not restricted
to periodic data as in the case of Fourier transform. We can obtain the spectra of any
variable locally in space by a simple average of adjacent grid cells.
Fig. 4 shows the spectra of density, velocity, and kinetic energy for 2D and 3D RT flows
calculated with the above definition. The density spectra follows a putative k−5/3 scaling
within some intermediate wavenumber range in both 2D and 3D. Velocity spectrum in
2D decays faster than k−5/3 but in 3D the close to k−5/3 scaling extends for a decade,
indicating that 2D RT is less turbulent compared to 3D. Similarly, the kinetic energy
spectra follow similar scalings as the velocity field. Both velocity and kinetic energy
spectra attain a peak value at low wavenumber, where most of the energy content resides.
In contrast, the density spectra show the importance of much larger scales due to the
density variation in the vertical. Indeed, the density jumps between heavy and light
fluids is expected to yield a spectrum ∼ k−2, which is consistent with the scaling at the
largest scales. To our knowledge, plots in Fig. 4 are the first of their kind showing the
spectral content in all directions. We shall refine our analysis below to compare vertical
and horizontal spectra when we discuss scale anisotropy.
12 D. Zhao and H. Aluie
3. The detailed energy balance in RT flows
We now investigate the energy scale pathways of Rayleigh-Taylor flows. We employ
the Favre decomposition to chart the channels for potential energy, internal energy,
and kinetic energy at large and small scales. Energy conversion between different forms
and across different length scales is investigated by analyzing the budget terms from
numerical data. The energy pathways could deepen our understanding of variable density
turbulence, and serve as a guidance for the control of RT flows in engineering applications,
such as suppressing the development of RT in inertial confinement fusion, as well as
formulating better subgrid models for RT.
3.1. Coarse-grained energy budget equations
To study the energy transfer across scales, it is important to give a proper definition of
length scales in variable density flows. Length scale does not exist on its own, but is always
associated with flow variables. For example, Kolmogorov’s theory of incompressible
turbulence (Kolmogorov 1941) relies on analyzing length-scales of velocity. In variable
density flows, density appears in kinetic energy as an additional nonlinearity, and thus the
definition for large scale kinetic energy is not as straightforward. Recently, the inviscid
criterion was proposed (Aluie 2013; Zhao & Aluie 2018), which stipulates that for a
proper scale decomposition of kinetic energy, the corresponding viscous terms should
go to zero at large scales to prevent contaminating the inertial range. Aluie (2013)
proved mathematically that the kinetic energy obtained from Favre density weighted
decomposition (Favre 1969b), 1/2ρu˜2 with u˜ ≡ ρu/ρ¯, satisfies the inviscid criterion,
and was confirmed numerically in Zhao & Aluie (2018). In addition, Zhao & Aluie
(2018) showed that two other commonly used scale decomposition can violate the inviscid
criterion in the presence of shocks or large density variations such as in RT flows. Thus,
in this work we shall adopt the Favre decomposition in analyzing energy transfer.
Within the Favre decomposition, the budget equations for large and small scale kinetic
energy, internal energy, and potential energy can be formulated as:
∂tρ¯`
|u˜`|2
2
+∇ · J ` = −Π` − Λ` + P¯`∇ · u¯` −D` + inj` (3.1)
∂t
ρ¯`τ˜`(ui, ui)
2
+∇ · J small` = Π` + Λ` + τ¯`(P,∇ · u)−Dsmall` + small` (3.2)
∂tρe` +∇ · [ρeu− κ∇T ] = −P¯`∇ · u¯` − τ¯`(P,∇ · u) +Dint` (3.3)
∂tP` +∇ · Pu = −inj` (3.4)
where e is the specific internal energy, P = ρgz stands for potential energy density, J `
represents the spatial transport of kinetic energy, Π` and Λ` are subgrid scale kinetic
energy flux across scale `, −P¯`∇ · u¯` is the large scale pressure dilatation term, D` is the
viscous dissipation term, and inj` represents the external forcing term. These terms are
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defined as:
Π`(x) = −ρ¯∂j u˜iτ˜(ui, uj); Λ`(x) = 1
ρ¯
∂jP¯ τ¯(ρ, uj); 
inj
` (x) = u˜iρ¯g˜i;
D`(x) = ∂j u˜i
[
2µSij − 2
d
µSkkδij
]
; Jj(x) = ρ¯
|u˜|2
2
u˜j + P¯ u¯j + u˜iρ¯τ˜(ui, uj)− u˜iσ¯ij
Dsmall` (x) = ∂juiσij − ∂j u˜iσij ; small` = ρ¯τ˜(ui, Fi); Dint` = ∂juiσij = D` +Dsmall`
J smallj (x) =
ρ¯τ˜(ui, ui)
2
u˜j +
1
2
ρ¯τ˜(ui, ui, uj) + τ¯(P, uj)− (uiσij − u˜iσ¯ij)
(3.5)
in which τ(·, ·) stands for the generalized 2nd order moment, τ˜(ui, uj) = u˜iuj − u˜iu˜j and
τ(ρ, uj) = ρuj − ρuj .
The potential energy density equation can be easily derived by noting that
DP
Dt
=
∂P
∂t
+ u · ∇P
= gz
∂ρ
∂t
+ ρguz + gzu · ∇ρ
= −P∇ · u + ρguz
We analyze the energy pathways by inspecting the budget equations (3.1)-(3.4) using
our simulations in Tab. 1. An inertial range in RT turbulence will be established in
this process. Note that we do not formulate budget equations for unresolved small scale
internal energy and potential energy, since it is unclear whether cascades can be shown
to exist for these two quantities (Eyink & Drivas 2018).
3.2. Energy pathways in RT flows
The global energy balances in Fig. 3 are refined here to analyze them at different
scales via coarse-grained budgets. The types of energy involved in the scale-transfer, as
shown in equations (3.1)-(3.4), are large scale or resolved potential energy, large scale
internal energy, large scale kinetic energy, and also unresolved small scale kinetic energy.
Differences between 2D and 3D will be emphasized along the way.
3.2.1. Conversion between different forms of energy
Fig. 5 summarizes the RT energy pathways we discuss in this section. In RT flows, the
ultimate energy source is the release of potential energy from the initial unstable density
stratification. From equation (3.4), the large scale potential energy provides an energy
source inj that re-appears in the large scale kinetic energy budget, which is shown in
equation (3.1). The small scale kinetic energy injection term small` = ρτ˜(ui, gi) is zero
for RT flows since the gravitational acceleration g is constant in space. Thus potential
energy is converted directly to large scale kinetic energy. Meanwhile, the kinetic energy is
also linked to internal energy via the pressure dilatation and the dissipation terms. The
term P `∇·u` appears as a source term in large scale kinetic energy equation (3.1) and a
similar term τ(P,∇ · u) is a source in small scale KE budget equation (3.2), while both
are sink terms in the large scale internal energy equation (3.3). Similarly the dissipation
term D` and D
small
` are sink terms in large and small scale KE budget equations, which
re-appear in the internal energy budget equation as a source term: Dint` = D` + D
small
` .
These channels, summarized in Fig. 5, are responsible for converting energy between
different forms. In addition to these conversion channels, the conversion between large
and small scale kinetic energy is presented below.
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Figure 5. Schematic showing energy pathways in RT flows. The kinetic energy, potential energy,
and internal energy are displayed with elliptical boxes representing energy reservoirs marked with
KE, Potential, and Internal. Inside the KE box there are various circles of large and small radius
representing different length scales of kinetic energy, a dashed vertical line marked ` denotes
the scale we are probing. The arrows, depicted with solid and dashed lines, are kinematically
possible pathways, with the solid arrows depicting those which are dynamically manifested as we
discuss in sections 3.2.2 and 3.2.3. At large scales, kinetic energy is replenished by the potential
energy injection term inj . At similar length scales the kinetic energy is connected to the internal
energy via the pressure dilatation term. At intermediate length scales within the inertial range,
fluxes Π and Λ transfers kinetic energy across scales. The mean value of Π is positive in 3D
and negative in 2D, while mean Λ is always positive, leading to an overall positive mean flux
that transfers energy from large to small scales. In the dissipation range the dissipation term
converts the kinetic energy to internal, while subscale pressure dilatation τ(P,∇ · u) connects
small scale KE to internal energy, but is negligible in RT according to our numerical results.
3.2.2. Kinetic energy scale pathways
There are two energy flux terms for kinetic energy transfer, namely Π and Λ. The Π
term is solely due to the turbulent velocity field, which is closely related to the vortex
stretching mechanism in incompressible turbulence; while the Λ term, as is shown in Lees
& Aluie (2019), transfers energy by strain and vorticity generation from the barotropic
and baroclinic effects, in which the density, pressure, and velocity fields all play a role.
These kinetic energy fluxes provide another channel in the detailed energy pathways, and
act in the ‘inertial range’ without affected by other terms, as we shall see shortly.
Fig. 5 sketches the mean or bulk pathways based on the energy budgets. Some arrows in
the schematic are dashed, representing energy transfer directions which are not realized
dynamically in our RT flows. For example, gravity converts potential energy to large scale
KE despite the kinematic possibility for the transfer to be in reverse. Pressure dilatation
converts internal energy to large scale KE. Baropycnal work, Λ, transfers energy from
large-scale KE to smaller scales, consistent with its role as as an energy flux. Deformation
work,Π, also transfers KE energy downscale, but only in 3D. We find thatΠ transfers KE
in the reverse direction in 2D, from small to large scales. However, the total flux Π + Λ
is always downscale in both 2D and 3D. Irreversible viscous dissipation converts only
small-scale (but not large-scale) KE to internal energy due to our scale-decomposition
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satisfying the inviscid criterion. Last, although τ(P,∇ · u) is a kinematically possible
pathway between small scale KE and internal energy, we observe it is close to zero in our
RT flows, consistent with previous studies (Aluie 2011; Aluie et al. 2012; Kritsuk et al.
2013; Wang et al. 2013; Yang et al. 2016; Zeng et al. 2018).
Note that in the LES modeling literature, another formulation of the kinetic energy
budget is often used in which baropycnal work, Λ, is missing by lumping it with pressure
dilatation. Mathematically, the LES formulation is equivalent to our equation (3.1), but
the physical interpretation of energy pathways is different. Stated briefly, our KE budget
allows for an inertial range over which kinetic energy can cascade (Aluie 2011, 2013),
unlike the more common LES formulation, which misses the distinct physics of baropycnal
work Λ that is essential in variable density flows such as RT. A discussion is presented
in Appdendix A.
3.2.3. The inertial range in turbulent RT flows
Having identified the pathways, we now present a quantitative analysis. We calculate
all terms in the large scale kinetic energy budget (3.1) as a function of scale `, which
allows us to test and validate ideas on energy conversion and cascade.
The results from the 2D4096 simulation (see Table 1) are shown in Fig. 6, while the
3D1024 results are in Fig. 7. These figures plot the domain averaged terms in eq. (3.1) as
a function of filtering wavenumber (inverse of scale) k = Lz/`. Note that our “filtering
wavenumber k” does not involve any Fourier transform, and we only use it to refer to the
corresponding scales, conforming to the convention in the turbulence literature. For large
k (small scales), these terms approach their unfiltered values. Therefore, they represent
cumulative processes acting at all scales larger than ` and not just the contribution
from scale ` itself. The only exceptions are the flux terms, Λ` and Π`, which are
hybrid quantities involving coarse-grained quantities (∇P ` or S`) acting against subscale
quantities (τ `(ρ,u) or τ˜`(u,u)) and, therefore, represent the energy transfer across `
(Aluie 2011, 2013).
Fig. 6 shows the 2D4096 simulation results, normalized by 〈inj + P∇ · u〉, the
mean available source of kinetic energy in the budget equation (3.1). The spatial mean
injection 〈inj〉 shown in the figure is constant in `, which is due to the spatially
uniform gravitational acceleration used here (Aluie 2013). The reason becomes clear
when considering that 〈inj〉 = 〈ρu˜iF˜i〉 = −〈ρuz〉g = −〈ρuz〉g is independent of `. This
implies that mean injection by the released potential energy is released directly only at
the largest scale (Aluie 2013). To elaborate, consider two scales, one with length L, the
largest length scale of the system, and another with a smaller length scale `. Since mean
injection at the two distinct scales are the same, the injection between the scale range
band (`, L) is zero. Taking the limit ` → 0, it is obvious that no mean injection occurs
at any scale below L. Thus mean injection only occurs at the largest length scale, that
of the domain size.
Similar to injection, the mean pressure dilatation term 〈−P∇ · u〉 is almost flat with
respect to varying scales at the time instant shown in Fig. 6. Under a mild assumption on
the scaling of the pressure dilatation cospectrum, the mean pressure dilatation converges
sufficiently fast to a constant value in wavenumber k (Aluie 2011; Aluie et al. 2012).
Hence, mean pressure dilatation only affects the large scales dynamics. The dissipation
term 〈D〉 within Favre decomposition has already been proved to be negligible at large
scales (Aluie 2013), which is again confirmed by the numerical result in Fig. 6. Thus, in
well developed RT turbulence, there is a range of length scales which is immune from
injection and pressure dilatation at large scales, and also from dissipation at small scales.
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Figure 6. The normalized kinetic energy cascades in the 2D4096 simulation at dimensionless
time τ = 4.0, k = Lz/`. The plots are normalized by 〈inj + P∇ · u〉, the (unfiltered) mean
available source of kinetic energy. The grid size of this 2D simulation is 4096 × 8192, and we
choose the smallest filter width to be ` = 2∆z, which corresponds to a maximum k = 4096.
All mean budget terms in the filtered large scale kinetic energy equation (3.1) are plotted as a
function of k. The time derivative of filtered kinetic energy ∂tKE ≡ ∂t
(
ρ`
|u˜`|2
2
)
is also shown
for this unsteady RT flow.
Therefore, this range of length scales is the ‘inertial range’ in the spirit of Kolmogorov’s
turbulence theory.
Within this inertial range, the kinetic energy dynamics is governed by the two fluxes
Π and Λ. The increase of kinetic energy at intermediate to small scales is solely due to
these energy fluxes. Fig. 6 for 2D RT indicates a negative mean Π, similar to the inverse
cascade of 2D homogeneous isotropic turbulence. Hence, the only mechanism for growth
of 2D small scale kinetic energy is baropycnal work Λ. Mean Λ decays monotonically with
wavenumber, indicating that Λ perhaps does not persist to arbitrarily small scales. As
shown in Fig. 6, the decrease in Λ is translated to an increase in resolved kinetic energy,
∂tKE. This imples that as RT turbulence is evolving, Λ serves as a KE source for unsteady
scales within the inertial range, increasing their KE content. The largest scales increase
their KE content the most, leaving less energy to be transferred by Λ to smaller inertial
scales, which explains why Λ is not persistent (or constant) but decays with smaller `.
As these inertial scales become energetic enough and vortex stretching starts operating
(in 3D), deformation work Π transfers energy to smaller scales similar to incompressible
turbulence. Transfer by Π is strongest (peak in Fig. 7(d)) at an inertial scale that grows
in time and is ≈ 10× smaller than the mixing width. In the absence of vortex stretching in
2D, Π is negative as in incompressible 2D turbulence, transferring energy upscale. The
magnitude of 〈Π〉 reaches maximum at some intermediate wavenumber, and vanishes
at large and small scales. The behavior of Π and Λ is explained by their “efficiency,”
which we analyze in section 4.2 below. Note that 〈∂tKE〉 as a function of scales in Fig. 6
saturates to a constant value at k = Lz/` ≈ 100, and there is almost zero energy input
to KE below that length scale. This is because at the time being analyzed, these small
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Figure 7. The normalized kinetic energy cascade for the 3D1024 simulation at dimensionless
time τ = 4.0, k = Lz/`. The plots are normalized by 〈inj + P∇ · u〉, the mean available source
of kinetic energy. The grid size of this 3D simulation is 1024× 1024× 2048, and we choose the
smallest filter width to be ` = ∆z, which corresponds to a maximum k = 2048. All budget
terms in the filtered large scale kinetic energy equation (3.1) are plotted as a function of k. The
time derivative of filtered kinetic energy ∂tKE ≡ ∂t
(
ρ`
|u˜`|2
2
)
is also shown for this unsteady
RT flow.
scales have saturated in energy and are not increasing on average. However, unlike in
3D, in 2D, their energy is transferred to large scales by Π (which is negative), resulting
in a low level of dissipation of kinetic energy. This is another possible reason why mixing
width in 2D RT is larger than in 3D RT.
For the 3D results in Fig. 7, normalized by the value 〈inj+P∇·u〉, we also observe that
the mean injection is constant in scales, and the pressure dilatation saturates rapidly.
Mean value of Λ is monotonically decreasing and contributes mainly to 〈∂tKE〉. However,
in 3D, 〈Π〉 is positive, with a magnitude comparable to 〈Λ〉. This behavior of Π also
resembles the incompressible turbulence case in 3D. The combined energy flux Π + Λ
transfers larger amount of energy to small scales compared to 2D, and the plot of 〈∂tKE〉
does not saturate at high k as in the 2D case. This leads to a substantial energy input
at high k, or small length scales. Accordingly, the energy dissipation term in Fig. 7 is
considerably higher than in 2D. In summary, we demonstrate the existence of an inertial
range in RT flows governed by Π and Λ, and the budget plots indicate that a major
difference between 2D and 3D RT is the sign of Π, and that 3D RT flow is more effective
at transferring energy to small scales.
3.3. Temporal evolution of flux terms
So far, we have shown the spatial mean flux as a function of scales for just one time
instant. In this section we investigate the its temporal evolution. Fig. 8 shows mean Π
and Λ normalized by 〈inj +P∇ ·u〉 at dimensionless times τ = 2, 3, 4 using the 2D4096
and 3D1024 RT data (see Tab. 1). As the RT turbulence develops, the magnitude of
normalized Λ decreases, whereas the normalized Π increases in magnitude. Note, however
that the absolute values of both fluxes keep increasing in time. A decrease in normalized
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Figure 8. The normalized temporal evolution of fluxes in 2D and 3D at dimensionless time
τ = 2, 3, 4, k = Lz/`. The plots are normalized by the value 〈inj +P∇·u〉 at the corresponding
time. Top two figures are the mean Π and Λ in 2D, and the bottom two figures represent the
mean Π and Λ in 3D.
Λ indicates that as RT evolves, the available potential energy decreases due to the finite
size of our domain. Therefore, the relative importance of Λ, which is responsible for
redistributing the injected energy from the potential release, also decreases. In contrast,
the turbulence levels in RT flows increase in time, leading to an increasing relative
magnitude of 〈Π〉. The scale corresponding to the peak of Π, indicated by kmax, shifts
to smaller k (or larger scales) over time. For example, in 2D, kmax changes from about
64 at τ = 2, to about 10 at τ = 4. Thus in 2D, the most turbulent structure grows
larger in size as time evolves, so that vortex stretching which drives the Π flux is more
pronounced at these scales.
3.4. Directionally splitted kinetic energy budgets
In RT flows the kinetic energy injection acts only in the vertical direction due to the
downward gravitational acceleration. In addition, the initial and boundary conditions are
also different in the horizontal and vertical directions. Therefore anisotropy both in the
bulk flow and as a function of scales is expected in RT flows. To quantify the difference
of kinetic energy budget in different directions, we first formulate the budget equations
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Figure 9. Spatial mean Favre filtered kinetic energy as a function of wavenumber in 2D and
3D at dimensionless time τ = 4.0. The plot shows filtered kinetic energy in the horizontal
and vertical directions separately. Full filtered Favre kinetic energy which is the sum of the
individuals is also shown for reference.
along each direction separately, and then characterize their respective budget terms from
numerical data. We call this ‘directionally splitted’ analysis, which is different from the
analysis of scale anisotropy done in sections 4.3-4.4 below. Similar to the filtered total
KE equation (3.1), we can get the filtered KE equations in separate directions:
∂tρ¯`
|u˜ξ|2
2
+∇ · Jξ` = −Πξ` − Λξ` + P¯`∂ξu¯ξ −Dξ` + inj,ξ` (3.6)
where ξ is a symbol denoting a single direction x, y, or z. Note that since we are not
concerned with scale anisotropy here, the filtering kernel is still isotropic as before, G(r) =
G(|r|). The budget terms in the above equation are defined by:
Πξ` (x) = −ρ¯∂j u˜ξ τ˜(uξ, uj), Λξ`(x) =
1
ρ¯
∂ξP¯ τ¯(ρ, uξ), D
ξ
` (x) = ∂j u˜ξσ¯ξj
Jξj (x) = ρ¯
u˜2ξ
2
u˜j + P¯ u¯ξδξj + u˜ξρ¯τ˜(uξ, uj)− u˜ξσ¯ξj , inj,ξ` (x) = u˜ξρ¯F˜ξ
(3.7)
whose form are similar to their counterparts in the total KE budget equation (3.1), and
the sum of these equations in all directions reduces to the full budget equation (3.1).
Note that in the above definitions the subscript ξ represents only one direction, and ξ
itself does not follow the Einstein summation convention.
Before delving into the details of the budgets in separate directions, we shall first check
the mean filtered Favre kinetic energy in each direction. This is shown as a function of
filtering wavenumber k = Lz/` in Fig. 9 for 2D and 3D RT data. In 2D, the mean
KE is close to isotropic, with the horizontal component slightly higher than the vertical
one, which is counterintuitive since kinetic energy is injected in the vertical direction
rather than the horizontal. While for the 3D result, the horizontal kinetic energy in x
and y directions are almost the same, but are more than three times smaller than the
vertical energy. This indicates that in the horizontal plane, RT turbulent flow is isotropic
as expected, but the vertical component of velocity is much more pronounced than the
horizontal components. Thus we have different behaviors for 2D and 3D RT. In 2DRT,
the flow seems to be close to isotropic, while it is highly anisotropic in 3DRT. We will
check this difference carefully by inspecting the energy budgets in separate directions.
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Figure 10. 2D RT normalized budget terms generated by the 2D4096 data for filtered kinetic
energy in separate directions at τ = 4, k = Lz/`. The budgets are normalized by the value
〈inj + P∇ · u〉. The mean values of Π, Λ, pressure dilatation, and dissipation are shown.
We show in Fig. 10 the mean value of the normalized budget terms in equation (3.7)
for the 2D4096 simulation at time τ = 4.0. Budget terms corresponding to the evolution
of horizontal KE, the vertical KE, and the full KE are shown. Πx is larger in magnitude
than Πz, in accordance with the larger magnitude of kinetic energy in the horizontal
direction in 2D RT. The Λ term resides mostly in the vertical component Λz, while Λx is
almost zero. This indicates that Λ is mainly responsible for transferring injected energy to
vertical small scales, and does not redistribute kinetic energy among different directions.
The next term in Fig. 10 is the (negative) pressure dilatation, which is a cumulative
quantity, meaning that its contribution at scale ` is determined by the derivative of
its spatial mean value with respect to the filtering wavenumber k = Lz/`. That is, its
contribution at scale ` equals ∂∂k 〈P `∇·u`〉
∣∣∣∣
k=Lz/`
. Therefore, as indicated by Fig. 10(c),
pressure dilatation acts as a source for mean horizontal kinetic energy, since 〈P∂xux〉
increases with respect to scale, so that its contribution to horizontal KE at scale ` =
Lz/k measured by the derivative is positive. For the mean vertical kinetic energy, the
vertical component 〈P∂zuz〉 at the largest scale is positive and acts as a source, but at
all subsequent scales its mean value decreases with respect to the filtering wavenumber,
d
dk 〈P∂zuz〉 < 0, indicating it is a sink term at these scales. The combined value in all
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Figure 11. 3D RT normalized budget terms generated by the 3D1024 data for filtered kinetic
energy in separate directions at τ = 4, k = Lz/`. The budgets are normalized by the value
〈inj + P∇ · u〉. The mean values of Π, Λ, pressure dilatation, and dissipation are shown.
directions gives rise to a pressure dilatation that is almost constant on average with
respect to filtering wavenumber. The pressure dilatation term acts to mix up horizontal
and vertical velocities and isotropize the kinetic energy in different directions, similar to
role of the pressure term in incompressible turbulent kinetic energy (Pope 2001). For the
dissipation term in Fig. 10, the two components have comparable magnitude, but since
there is little kinetic energy residing at small scales due to the fast decay of spectrum
and upscale cascade by Π, the magnitude of dissipation in 2D is far smaller than other
budget terms.
The directionally splitted normalized budget terms for 3D RT is shown in Fig. 11. In
all four subplots the mean budgets for the x and y components are equal, indicating
the isotropy in the horizontal plane, but the anisotropy in the vertical direction is more
pronounced than in 2D. 〈Πz〉 in the vertical direction is much larger than the horizontal
components, contrary to the 2D case where the horizontal 〈Πx〉 is larger in magnitude.
The mean Λ term is only significant in the vertical direction, with almost zero values
in the horizontal directions, similar to 2D. Also, the pressure dilatation is the source
of kinetic energy input in the horizontal directions. Dissipation is more isotropic in all
directions, although the vertical component attains a slightly higher value.
In summary, the directionally splitted energy budgets in 2D and 3D RT indicates
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that mean injection and thus Λ contributes only to the vertical component of kinetic
energy. The horizontal kinetic energy is forced by the horizontal component of pressure
dilatation. Anisotropy persists in the inertial range; for example 〈Πx〉 and 〈Πz〉 are very
different in the inertial range in both 2D and 3D, while the anisotropy is reduced as we
approach the dissipation range. Dissipation is mostly isotropic among all directions.
Previously, we raised the question why 2D filtered kinetic energy is close to isotropic,
while in 3D it is very anisotropic, as is shown in Fig. 9. The reason can be gleaned from
Figs. 10 and 11. The primary difference between the directionally splitted budgets in 2D
and 3D is due to Π. In 2D, Fig. 10(a) shows that Πx is a source for mean horizontal
large-scale KE, and similarly, Πz is a source for vertical large-scale KE. In addition,
the magnitude of the mean value 〈Πx〉 is about two to three times higher than 〈Πz〉,
indicating that large-scale KE gains more energy from Π in the horizontal direction than
in the vertical, offsetting anisotropy due to Λ, which favors the vertical component. Thus,
the inverse cascade Π acts to isotropize the large-scale kinetic energy in the horizontal
and vertical directions. In contrast, for 3D RT, mean values 〈Πx〉 and 〈Πy〉 are positive,
and they act as energy sink for horizontal large-scale KE, which make the 3D RT not as
effective in gaining energy for horizontal KE compared to 2D, resulting in an anisotropic
KE distribution for 3D RT. A deeper investigation into the mechanisms leading Π to
favor the horizontal direction in 2D RT as shown in Fig. 10(a) is left for future work.
3.5. Comparison with 2-species incompressible RT
Throughout the paper we use single-species compressible model to describe RT flows,
but there are other models commonly used in the literature. One notable example is two-
species incompressible model, e.g. (Cabot et al. 2004; Livescu & Ristorcelli 2007, 2008).
We will compare the energy budget between the two-species model and our compressible
RT model to study the similarities and differences.
Two-species incompressible RT falls into the category of variable density flows, similar
to the compressible model. The governing equations for this model are (Livescu &
Ristorcelli 2007):
∂tρ+ ∂j(ρuj) = 0 (3.8)
∂t(ρui) + ∂j(ρuiuj) = −∂iP + ∂jσij + 1
Fr2
ρgi (3.9)
∂juj = − 1
Re0Sc
ln ∂jjρ (3.10)
where equation (3.10) representing a nonzero divergence of velocity, which arises from the
multi-species mass diffusion, and σij is the viscous stress tensor as in the compressible
equations. Dimensionless numbers Re0, Sc, Fr are the computational Reynolds number,
Schmidt number, and Froude number, defined as:
Re0 =
ρ0L0U0
µ
, Sc =
µ
ρ0D
, Fr2 =
U20
gL0
with ρ0, L0, U0 the reference density, length scale, and velocity, µ the dynamic viscosity,
and D the mass diffusion coefficient.
After coarse-graining, the large-scale kinetic energy equation is of the same form as
the compressible KE budget equation (3.1). For a quantitative comparison, we download
and analyze the homogeneous buoyancy driven Rayleigh-Taylor data from the Johns
Hopkins Turbulence Database (Li et al. 2008; Livescu & Ristorcelli 2007). The database
stores incompressible two-species RT simulation results performed at a grid resolution
of 10243. A total of 1015 snapshots are stored densely in time. We download a snapshot
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Figure 12. The kinetic energy budget plots for the homogeneous incompressible two-species
RT data at two different snapshots, (a) t = 6.56 with maximum Ret, (b) t = 14.56 with
maximum dissipation. k = Lz/` stands for the filter wavenumber. The plots are normalized by
〈inj + P∇ · u〉 at the corresponding time, which is the mean available source of kinetic energy.
The legends are the same as in Fig. 6 and 7.
at time t = 6.56 when the turbulent Reynolds number Ret is maximum, and also at
t = 14.56 when the dissipation rate peaks. The Atwood number is 0.05 which is close to
the Boussinesq limit, but the velocity divergence is nonzero due to the diffusion between
the two fluids.
We perform a similar analysis on the downloaded RT data with Favre decomposition.
The mean normalized kinetic energy budgets of this flow are shown in Fig. 12, with
the normalization constant chosen to be the value 〈inj + P∇ · u〉 at the corresponding
time. Fig. 12(a) shows the result at early time t = 6.56 when the RT is still in the
developing stage, which is qualitatively similar to our 3D RT mean budgets in Fig. 7.
The mean injection is constant in wavenumber, and the pressure dilatation saturates
at small scales but with a slower convergence rate compared to our compressible RT
result. The Π and Λ flux terms are similar to the 3D compressible case. From the time
derivative of kinetic energy 〈∂tKE〉, we can observe negligible energy change beyond
k ≈ 200, and the dissipation term in Fig. 12(a) is also negligible. For the result at a later
time in Fig. 12(b) with maximum dissipation rate, we observe negative values of 〈∂tKE〉,
indicating a decaying turbulence at that time step. The available potential energy is
close to being exhausted in this decaying phase of RT, so that the mean injection and
Λ become relatively smaller, while the mean dissipation dominates all other terms. In
summary, the incompressible two fluid species RT model and our compressible RT model
both belong to the category of variable density flows, and the mean budget plots are
similar in most aspects.
4. Analysis of kinetic energy fluxes
So far, in previous sections we have analyzed the energy pathways in RT turbulence.
In this section, we focus on analyzing the statistical and dynamical properties of the
fluxes Π and Λ. We first present the PDF of the fluxes, and then study the efficiency
of the fluxes Π and Λ to explain the dependence of the mean fluxes as a function of
scale. Finally, the anisotropy of fluxes is inspected with the help of anisotropic filtering
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Figure 13. Probability density functions of Π and Λ for the simulation cases 2D4096 and
3D1024 at dimensionless time τ = 4. Results for three different scales corresponding to
` = Lz/8, Lz/32, Lz/128 are shown in the figures. Top row represents PDF of 2D Π and Λ,
while the bottom row represents the PDF of 3D Π and Λ.
kernels, and the concept of anisotropic spectra is introduced. Note that in this section,
the anisotropy is in scale, while the anisotropy analyzed in section 3.4 is for horizontal
and vertical components of KE.
4.1. The probability density function of fluxes
Probability density functions (PDFs) of Π and Λ in 2D and 3D are plotted in Fig. 13.
Results of three scales ` = Lz/8, Lz/32, Lz/128 are shown in the figure. All the PDFs
are non-Gaussian with long tails, and in general the non-Gaussianity is stronger for
smaller scales. In 2D, Π is skewed towards negative side but in 3D it is the other way
around, reflecting the nature of inverse and forward mean energy cascade of Π in two-
and three- dimensions. The PDF of Λ is always skewed towards the positive side in all
cases. In particular for large scales, for example ` = Lz/8, Λ` is positive everywhere in
the domain, as is seen in Fig. 13(b) and 13(d). As we shall discuss in Zhao & Aluie (in
preparation), negative values of Λ` are related to spiral regions in RT. which are part
of the mushroom structure most apparent in late time single-mode RT. Note that the
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PDF of 2D Λ in Fig. 13(b) contains both positive and negative values when ` is below
or equal to Lz/32, while for the PDF of 3D Λ in Fig. 13(d), almost no negative values
appear even for ` = Lz/32. This observation is in accordance with the visualizations of
density fields shown in Fig. 1(a) and 1(b) where characteristic scales in 3D RT are in
general smaller than those in 2D RT, so that the size of spiral structures are on average
smaller in 3D RT.
4.2. Efficiency of the fluxes
From the kinetic energy budget plots in Fig. 6 and Fig. 7, we observe that at large scales
`, 〈Λ`〉 is dominant over 〈Π`〉. While at small scales in the inertial and dissipation ranges,
〈Π`〉 is larger than 〈Λ`〉 in 3D. This behavior can be understood from the magnitude and
the efficiency of these flux terms, defined as follows. We repeat the definitions in equation
(3.5) here for convenience:
Π = −ρ¯∂j u˜iτ˜(ui, uj) = −ρ¯S˜ij τ˜(ui, uj)
Λ =
1
ρ
∂iPτ(ρ, ui)
where S˜ij = 1/2(∂iu˜j+∂j u˜i) is the Favre filtered velocity strain tensor. Following (Liao &
Ouellette 2014; Fang & Ouellette 2016; Ballouz & Ouellette 2018), we define the cascade
efficiency ΓΛ and ΓΠ to be
ΓΛ =
∂iP¯ τ(ρ, ui)
(∂jP¯ ∂jP¯ )1/2(τ(ρ, uk)τ(ρ, uk))1/2
(4.1a)
ΓΠ = − S˜ij τ˜(ui, uj)
(S˜klS˜kl)1/2(τ˜(um, un)τ˜(um, un))1/2
(4.1b)
which resembles the cosine of the angle between two vectors. A definition similar to (4.1a,
4.1b) have been proposed to study the cascade efficiency in incompressible turbulence
(Ballouz & Ouellette 2018). By the Cauchy-Schwartz inequality, the absolute value of ΓΛ
and ΓΠ is bounded by 1.
Similarly, the magnitude of these two fluxes, denoted by MΛ and MΠ , is defined by
the denominator in the flux efficiency equation (4.1a, 4.1b):
MΛ = (∂jP¯ ∂jP¯ )
1/2(τ(ρ, uk)τ(ρ, uk))
1/2
MΠ = (S˜klS˜kl)
1/2(τ˜(um, un)τ˜(um, un))
1/2
(4.2)
and can be regarded as the product of tensor magnitudes. The actual Π and Λ terms are
proportional to the product of the efficiency and the magnitude:
Λ ∝ ΓΛ ·MΛ, Π ∝ ΓΠ ·MΠ
The cascade efficiency and magnitude of Λ in 2D and 3D are shown in Fig. 14. The
magnitudes MΛ in both 2D and 3D decreases at smaller scales as shown in Fig. 14(b)
and 14(d). To clarify this trend, we can make a scaling estimate (Eyink 2007-2008, 2005;
Aluie 2011) for the magnitude of Λ = 1ρ∇P `τ `(ρ,u). Since the pressure spectrum decays
faster than k−3, where k is the filtering wavenumber (inverse of scale). Thus pressure is
a smooth field and the pressure gradient,
∇P ` ∼ δP (L)
L
is independent of `. Here, L is the characteristic large scale of RT, comparable to the
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Figure 14. PDFs of the efficiency and magnitude of Λ at different scales from the 2D4096 and
3D1024 data at time τ = 4. The left two figures show the PDF of flux efficiency ΓΛ, while the
right two figures show the PDF of flux magnitude MΛ. The PDF of efficiency is on a linear-log
plot, while the PDF of magnitude is plotted in a log-log figure for clarity.
domain size. On the other hand, the subscale mass flux (Aluie 2011):
τ `(ρ,u) ∼ δρ(`)δu(`) ∼ `σρ+σu ∼ k−2/3
where δρ(`) ∼ `σρ , δu(`) ∼ `σu , and from Fig. 4, the two scaling exponents σρ /
1/3, σu ' 1/3, leading to σρ + σu ≈ 2/3. The scaling of Λ` as a function of filtering
wavenumber k = Lz/` is shown in Fig. 15, for both 2D and 3D RT data. A k
−2/3 line is
shown for reference, and we can observe that both the 2D and 3D scalings decay roughly
as k−2/3, confirming the decreasing magnitude of Λ with respect to scales.
As for the efficiency ΓΛ, Fig.14(a) for 2D RT seems to have roughly the same statistical
properties for all scales; while the PDFs of 3D ΓΛ in Fig.14(c) vary at different scales,
and its mean value decreases at smaller scales. Combining our observations on both
magnitude MΛ and efficiency ΓΛ of Λ, and if we suppose that the efficiency and the
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Figure 15. The scaling estimate of the normalized MΛ in 2D and 3D, shown in a log-log plot.
The normalization constant is 〈inj + P∇ · u〉 calculated by 2D and 3D data, respectively. The
scaling k−2/3 is shown for reference.
magnitude are statistically independent, then the mean Λ is proportional to the product
of the mean efficiency and mean magnitude: 〈Λ〉 ∼ 〈ΓΛ〉〈MΛ〉 (up to the factor 1ρ ). For
2D results, when the scale decreases, the mean efficiency 〈ΓΛ〉 stays roughly the same,
while the mean magnitude 〈MΛ〉 keeps decreasing, thus 〈Λ〉 also decreases with scale,
compatible with the result in Fig. 6. Similarly, for Λ in 3D, both the efficiency and the
magnitude are smaller at smaller scales, thus the combined effect also leads to a decay
of mean Λ at smaller scales, as in Fig. 7. A more thorough analysis that accounts for
correlations between efficiency & magnitude would require measuring their joint PDFs,
which we leave for future work.
To understand the variation of 〈Π`〉 over scale `, we again assume the efficiency and
magnitude, ΓΠ and MΠ , are statistically independent, that is, 〈Π`〉 ∼ 〈ΓΠ〉〈MΠ〉 (up
to the factor ρ). We can again invoke this assumption to explain the actual variation
of 〈Π`〉 from PDFs of the efficiency and magnitude shown in Fig. 16. In 2D, the
mean efficiency 〈ΓΠ〉 is negative and decreases in magnitude with scale `, however,
the mean magnitude 〈MΠ〉 does not vary monotonically with scale. Following from our
independence assumption, we could obtain a roughly consistent estimate of 〈Π`〉 to the
result in Fig. 6. In 3D, the mean efficiency 〈ΓΠ〉 in Fig. 16(c) is large for ` = Lz/32, and
attains similar smaller numbers for the other two scales. On the other hand, 〈MΠ〉 in
Fig. 16(d) increases as ` becomes smaller. Combining these two estimates, for decreasing
scale ` = Lz/8, Lz/32, Lz/128, the mean value 〈Π`〉 increases, which again agrees with
the plot in Fig. 7. More detailed investigations of the Π` flux would be possible with the
joint PDF between the flux magnitude and efficiency, which we leave for future work.
4.3. Π and Λ with anisotropic filters
In the previous section 3.4 we have seen the aniostropy of RT energy fluxes by splitting
the horizontal and vertical directions, and measuring their individual contributions with
isotropic filters. In this section, we quantify the anisotropy of length-scales of Π and Λ, by
coarse-graining with anisotropic kernels. The following two kernels are typical examples
of the ‘horizontal kernel’ and the ‘vertical kernel’:
Gx` (x) =
(
6
pi`2
)1/2
e−
6
`2
x2 , Gz` (x) =
(
6
pi`2
)1/2
e−
6
`2
z2
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Figure 16. PDFs of the efficiency and magnitude of Π at different scales from the 2D4096 and
3D1024 data at time τ = 4. The left two figures show the PDF of flux efficiency ΓΠ , while the
right two figures show the PDF of flux magnitude MΠ . The PDF of efficiency is on a linear-log
plot, while the PDF of magnitude is plotted in a log-log figure for clarity.
which performs the filtering operation in only one direction. These kinds of filters only
capture the spectral information in the corresponding direction and ignore the variation
in other directions. We denote the fluxes calculated by such anisotropic kernels by terms
like ΠGx or ΛGz . Note that unlike the ‘directionally splitted’ analysis presented earlier,
here the sum of anisotropically filtered flux does not equal to the full flux, i.e., ΛGx +
ΛGy + ΛGz 6= Λ.
The isotropic and anisotropic filters are illustrated in Fig. 17 in wavenumber space for
conceptual ease, but is equivalent to our filtering approach in physical space. The figures
depict two-dimensional wavenumber spaces, with horizontal and vertical axes marked
by the filtering wavenumber kx = L/`x, kz = L/`z. The filtering operation picks up
the spectral information within the shaded region. For example, for isotropic filters in
Fig. 17(a), the shaded region is a circle that intersects both the kx and kz axes at the
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(a) Isotropic filtering (b) Anisotropic filtering with Gx (c) Anisotropic filtering withGz
Figure 17. Schematics of isotropic and anisotropic filters, associated with scale `. The
schematics are shown in wavenumber space, which is effectively equivalent to our filtering
approach in scale space. (a) Isotropic filter picks up the spectral components of a quantity
within the shaded circle in k-space, with filtering wavenumber |k| . L/`. (b) The anisotropic
filter Gx picks up the spectral components of a quantity within the shaded slab, bounded by
kx = −L/`x and kx = L/`x, meaning that filtering is performed only on horizontal spectral
content and ignores the vertical scale information. (c) The anisotropic filter Gz picks up the
spectral components of a quantity within the shaded slab, bounded by kz = −L/`z and
kz = L/`z, meaning that filtering is performed only on vertical spectral content and ignores
horizontal spectral information.
same filtering wavenumber L/`x = L/`z. For anisotropic filters, here we showed Gx in
Fig. 17(b) and Gz in Fig. 17(c), the shaded regions are slabs, and the spectral information
is filtered only in the horizontal or the vertical direction, respectively, while the spectral
information in the other direction is ignored.
The mean anisotropic fluxes of the 2D4096 and 3D1024 data, at time τ = 4.0, are shown
in Fig. 18. For the baropycnal work Λ, both the 2D and 3D results shown in Fig. 18(a) and
Fig. 18(c) indicate that 〈ΛGx〉 is larger than 〈ΛGz 〉. This is easily explained by the inherent
nature of RT flows. Prior to the fully turbulence stage in RT flows, within the mixing
region, the variation in density and velocity is more vigorous in the horizontal direction
than in vertical. This is because initial perturbations in RT flows are horizontal sinusoidal
modes, which are amplified by the vertical gravity during the instability, so that when
measured along the horizontal direction, density and velocity can vary many times within
the mixing region, while the variation usually occurs only once as measured vertically.
Thus we should expect the mean Λ calculated by the horizontal filter is larger than the
result calculated by the vertical filter. Of course in the fully turbulent stage, RT flows
develop into complicated motions, and the above simplified analysis is violated to some
extent. However, the general trend should still hold, compatible with the observations in
Fig. 18(a) and in Fig. 18(c), that 〈ΛGx〉 > 〈ΛGz 〉 at all scales. Note that in 3D, we have
〈ΛGx〉 ≈ 〈ΛGy 〉 in Fig. 18(c), indicating that the horizontal spectral content in 3D RT
turbulence is isotropic.
As for the anisotropic ΠG, we can observe significant differences between the 2D case,
shown in Fig. 18(b), and the 3D case, shown in Fig. 18(d). In 2D, the mean value of
Π calculated from isotropic kernel is negative, and so is the anisotropic ΠGx , but in
contrast, mean ΠGz is positive. Since Π = −ρ∂j u˜iτ˜(ui, uj) is primarily determined by
the velocity fields, we shall focus on the characteristics of velocity fields in RT evolution.
The positive 〈ΠGz 〉 measures the energy transfer across vertical scales, and is primarily
due to the expansion of the ‘mixing fronts’, which are two envelopes enclosing the bubble
tip and the spike tip in RT turbulence. In the development of RT, small scale structures
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Figure 18. The mean ΛG and ΠG fluxes calculated from anisotropic filters with the 2D4096
and 3D1024 data at dimensionless time τ = 4.0. The fluxes are normalized by the value
〈inj + P∇ · u〉 calculated from the corresponding data in 2D and 3D. Mean fluxes calculated
with both horizontal and vertical filters are plotted in these figures, and also shown for reference
is the mean value of the original mean Λ and Π calculated from isotropic kernels. The label k
in the horizontal axis stands for filtering wavenumber.
are created by the propagation of ‘mixing fronts’, just like the creation of small scales
in shock-turbulence interactions (Lee et al. 1993; Andreopoulos et al. 2000). Thus in 2D
RT, the propagation of ‘mixing fronts’ leads to the growth of vertical spectral content
at small scale in RT flows, and this would lead to a forward kinetic energy transfer
to small scales, with a positive 〈ΠGz 〉. For the horizontal spectral content, the 2D
RT is homogeneous in that direction, similar to 2D homogeneous isotropic turbulence,
where energy is transferred to large scale in mean. Thus ΠGx , which measures only the
change in horizontal spectral information, is negative and transfers energy to large scales,
〈ΠGx〉 < 0. In 3D, the horizontal filtered fluxes 〈ΠGx〉 ≈ 〈ΠGy 〉 are positive, just like
the homogeneous turbulence in 3D, and the mean ΠGz term is positive, again due to
the propagation of ‘mixing fronts’. From Fig. 18(d), we can observe that 〈ΠGz 〉 > 〈ΠGx〉
at all scales, indicating that the ‘mixing front’ propagation plays an important role in
kinetic energy transfer. This aspect of energy transfer was missing in previous studies
relying on FFTs in horizontal and neglecting vertical scales.
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4.4. Anisotropic spectra in RT flows
Finally, we characterize the anisotropy of RT using a new approach to measure filtering
spectra in different directions. Recall that the (1D isotropic) spectrum for nonperiodic
RT flows has been defined in equation (2.12) by differentiating the filtered cumulative
energy (Sadek & Aluie 2018):
Eu(k`) ≡ d
dk`
〈|u`(x)|2〉/2
A generalization of this spectrum to 3D, to distinguish spectral information in
different directions, relies on anisotropic filters. For Gaussian kernels used here,
the isotropic kernel equals the product of Gaussian kernels in different directions,
G`(x) = G`x(x) G`y (x) G`z (x) , i.e., it is separable. Therefore, isotropic filtering reduces
to filtering in each direction separately:
u`(x) =
∫
drxG`x(r)
∫
dryG`y (r)
∫
dzG`z (r) u(x + r) =
∫
drG`(r) u(x + r)
where `x = `y = `z = `. However, we can choose different filter widths for each direction
so that the filtered velocity fields can be denoted as u`x,`y,`z (x). The cumulative filtered
energy is
E(kx, ky, kz) = 1
2
〈|u`x,`y,`z |2〉
where kx = L/`x, ky = L/`y, kz = L/`z are the filtering wavenumbers. We can now define
the 3D filtering spectrum as
Eu(kx, ky, kz) =
∂
∂kx
∂
∂ky
∂
∂kz
E(kx, ky, kz) (4.3)
such that
∫∞
0
dkx
∫∞
0
dky
∫∞
0
dkzE
u = 12 〈|u|2〉 when there is no mean velocity. Thus the
cumulative filtered energy E(kx, ky, kz) also represent a cumulative spectrum.
Note that in triply periodic domains, with sharp spectral filters, this 3D filtering
spectrum reduces to the traditional Fourier velocity spectrum, 12 û(k) · û∗(k). However,
a main advantage of our 3D filtering spectrum in equation (4.3) is that it can handle
inhomogeneous flows and is more general than the Fourier spectrum. For example, it
allows for measuring the spectrum of non-quadratic quantities such as kinetic energy in
variable density flows while respecting its nonlinear nature, whereas Fourier spectrum
treats all nonlinearities as quadratic.
To calculate the 3D filtering spectra, we have to filter sequentially in all spatial
directions. In 2D RT, this requires coarse-graining fields at various scales covering a scale
meshgrid (`x, `z) = (m∆x, n∆z), where m,n are independent integers ranging from 1 to
the number of grid points in each direction. The computational cost can be very high. A
simplified way to measure the anisotropic filtering spectra is as follows.
Suppose we are in a two-dimensional scale-space, with a cumulative spectrum E(kx, kz).
We can measure the 1D spectrum, by taking the gradient of this cumulative spectrum
along the diagonal direction k = (k, k), with kx = kz = k. In other words, instead
of calculating the cumulative spectrum over the whole meshgrid in the wavenumber
space, we can simply measure E(k, k), E(k+∆k, k), E(k, k+∆k) for different k, and then
obtain the partial derivative by finite differences. We call this 1D spectrum the ‘diagonal
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spectrum’, denoted by a superscript ‘d’:
Edx(k) =
∂
∂kx
ε(kx, kz)
∣∣∣∣
kx=kz=k
,
Edz (k) =
∂
∂kz
ε(kx, kz)
∣∣∣∣
kx=kz=k
(4.4)
We use the ‘diagonal spectra’, Edx(k), E
d
z (k), to quantify the anisotropy of RT tur-
bulence. If a variable, say the velocity field u, has statistically isotropic scales, then
the cumulative filtered energy or cumulative spectrum E(kx, kz) = 12 〈|u`x,`z |2〉 would be
symmetric with respect to the diagonal line `x = `z, or kx = kz. The more anisotropic
are the scales in a flow, the more asymmetrical is E(kx, kz) with respect to the diagonal
line kx = kz. Thus, instead of measuring the ‘global anisotropy’ over the full range
of the scale meshgrid (`x, `z) = (m∆x, n∆z), we can quantify the ‘local anisotropy’
by measuring the angle θ between wavevector k = (k, k) and the ‘diagonal spectrum’
Ed(k) = (Edx(k), E
d
z (k)):
cos(θ) =
k ·Ed
|k||Ed| , sin(θ) =
k ×Ed
|k||Ed| =
kEdz − kEdx
|k||Ed| (4.5)
Note that the anisotropy angle θ is a function of scale. If the measured field is isotropic,
then sin(θ) will be zero. If sin(θ) > 0, then the Edz spectrum have a larger magnitude
than Edx, and vice versa. In other words, we have:
sin(θ) > 0⇔ Edz > Edx
sin(θ) < 0⇔ Edz < Edx
sin(θ) = 0⇔ Edz = Edx
Thus when sin(θ) = 0, the flow is isotropic as measured by the ‘diagonal spectra’.
According to Sadek & Aluie (2018), we have Eux (k) > 0, E
u
z (k) > 0, thus the angle
θ between the diagonal line k and the ‘diagonal spectra’ falls within the range θ ∈
(−pi/4, pi/4), so that
| sin(θ)| <
√
2
2
, cos(θ) >
√
2
2
The anisotropy captured by the angle θ is perhaps the simplest measure. However, more
comprehensive spectral anisotropy information is contained in the full cumulative filtered
energy E(kx, kz). The anisotropy quantified by θ is only a ‘local’ measure near the kx = kz
line, and we can define other methods for this purpose. For a more refined analysis, for
example, we can calculate the two sets of 1D spectra along any two lines, which are
symmetric about the diagonal kx = kz in the 2D plane. Anisotropy can then be quantified
by the symmetry of these two 1D spectra. In this paper, we generate the full E(kx, kz)
surface, but we restrict our discussion to ‘diagonal spectra’.
The anisotropic density spectra for 2D4096 and 3D1024 RT data at dimensionless time
τ = 4.0 is shown in Fig. 19. For illustration purpose, we obtain the whole cumulative
spectrum, Eρ(kx, kz) = 12 〈|ρ`x,`z |2〉 as a function of (kx, kz), shown in Fig. 19(a) from
2D data and in Fig. 19(d) from 3D data. These are the two-dimensional surfaces whose
partial derivatives along the diagonal line kx = kz yield the ‘diagonal spectrum’ of the
density field. The diagonal spectra and the sine and cosine values of the anisotropic angle
θρ is shown in Fig. 19 for 2D and 3D RT, in which they follow a similar trend, but with
stronger anisotropy in 3D. According to Fig. 19(b), 19(e), the horizontal spectra is smaller
than the vertical spectra at low filtering wavenumber k < 10, so that sin(θρ) is positive
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Figure 19. (a),(d): The cumulative value of squared filtered density in 2D and 3D; (b), (e):
the diagonal spectra of density in 2D and 3D; and (c), (f): the sine and cosine values of the
angle between diagonal wave-vector and diagonal density spectrum in both 2D and 3D, note
that sin(θ) = 0, cos(θ) = 1 indicates local isotropy in the corresponding scales as measured by
the diagonal spectrum. Spectra for both 2D4096 and 3D1024 data in Tab.1 are calculated at
dimensionless time τ = 4.0. In the figure the axis label k, kx, kz are the filtering wavenumbers.
in this range. At larger k, the horizontal and vertical spectra seems to overlap, and the
same situation also occurs for the angle θρ, since we get cos(θρ) ≈ 1.0, sin(θρ) ≈ 0. The
large scale anisotropy at small k in density field is due to the density jump between
light & heavy fluids, in which the density variation is only in the vertical direction and
contributes roughly a k−2 scaling for vertical spectrum. This characteristic of large scale
density anisotropy in RT flows is maintained at later times. At smaller scales the density
spectra is more isotropic since the RT mixing isotropizes the directional differences in
the density variation. As a side remark, in Fig. 19(c) and 19(f) the constraint | sin(θ)| <√
2
2 , cos(θ) >
√
2
2 holds for all scales.
Similarly, the anisotropic velocity spectra of 2D and 3D RT is shown in Fig.20. The 2D
surfaces of E(kx, kz) = 12 〈|u`x,`z |2〉 as a function of (kx, kz) appear to be more symmetric
than the density surfaces. But again, there is slightly higher anisotropy of velocity scales
in 3D compared to 2D. This is because the velocity field does not have a large jump in the
vertical direction as density. The plot of anisotropic velocity spectra for 2D RT, shown
in 20(b), indicates the horizontal and vertical results are almost equal, while Fig. 20(e)
for 3D RT indicates the horizontal velocity spectrum is slightly larger than the vertical.
The plots of sin(θu), cos(θu) also confirm this. For example, in two-dimensions, sin(θu)
is slightly larger than zero at small k, but is close to zero at large k, consistent with the
almost isotropy in the diagonal velocity spectra; while in three-dimensions, sin(θu) < 0
over a wide wavenumber range, in accordance with the larger value in the horizontal
velocity spectrum. Overall the anisotropy of velocity spectra is not as large as the density
spectra, and in 2D RT, the velocity spectrum is relatively more isotropic than 3D RT.
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Figure 20. (a), (d): The cumulative value of squared filtered velocity in 2D and 3D; (b), (e): the
diagonal spectra of velocity fields in 2D and 3D; and (c), (f): the sine and cosine values of the
angle between diagonal wave-vector and diagonal velocity spectrum in both 2D and 3D. Spectra
for both 2D4096 and 3D1024 data in Tab.1 are calculated at dimensionless time τ = 4.0. In the
figure the axis label k, kx, kz are the filtering wavenumbers.
5. Conclusions
In this paper, we established the energy pathways and the inertial range in compressible
Rayleigh-Taylor turbulence, and analyzed the properties of the energy flux terms. Based
on the Favre scale decomposition, equations for the coarse-grained potential energy,
internal energy, as well as the resolved and unresolved kinetic energy are formulated.
The conversion terms between different forms of energy are identified as channels of
the energy pathways. In brief, inside the energy containing range, the potential energy is
converted to large scale kinetic energy via the injection term, while the pressure dilatation
connects large scale kinetic energy and the large scale internal energy. In the inertial range
at intermediate wavenumbers, mean baropycnal work Λ transfers energy to small scales
in both 2D & 3D, while mean Π transfers energy to small scales in 3D but to larger
scales in 2D. The combined energy transfer, Π + Λ, is postive in mean. The flux is not
a constant in RT flows because energy is fed into the time derivative of kinetic energy
at different scales, which is non-zero. Finally in the dissipation range, kinetic energy is
converted to the internal energy. The major differences between 2D and 3D RT is that
more energy is being tranferred to small scales in 3D since both Λ and Π are positive,
and thus the dissipation in 3D RT is more pronounced. A schematic in Fig. 5 summarizes
these different channels.
We also studied the efficiency and magnitude of the energy fluxes to explain the
variation of mean flux in scale. Furthermore, the anisotropy in RT flows is inspected
by 1) the directionally splitted flux, in which the energy budgets are decomposed into
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horizontal and vertical components, corresponding to coarse-grained kinetic energy at
separate directions; and 2) filtering by anisotropic kernels, in which the original fluxes
are calculated by the filtering operation performed in only one direction; and 3) the
anisotropic spectra of density and velocity. These results characterizes the anisotropy of
RT turbulence in different aspects, and is a first step to understand the physics behind
the general class of anisotropic turbulence in variable density flows.
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Appendix A. Another form of kinetic energy budget
In compressible turbulence modeling literature, another form of the Favre filtered large
scale kinetic energy budget equation, similar to equation (3.1), is possible. In this form,
the pressure dilatation is lumped with the Λ term by the relation:
−Λ` + P `∇ · u` = P∇ · u˜` +∇ ·
[
P (u` − u˜`)
]
using the identity (Aluie 2011)
u˜` = u +
τ(ρ,u)
ρ
Thus, the filtered large and small scale kinetic energy equations, and the filtered internal
energy equation are:
∂tρ¯`
|u˜`|2
2
+∇ · [· · · ] = P¯`∇ · u˜` + · · ·
∂t
ρ¯`τ˜`(ui, ui)
2
+∇ · [· · · ] = (P∇ · u− P¯∇ · u˜) + · · ·
∂tρe` +∇ · [· · · ] = −P¯`∇ · u˜` − (P∇ · u` − P¯`∇ · u˜`) + · · ·
(A 1)
the omitted terms are the spatial transport term and some budget terms similar to our
form of resolved KE budget in equation (3.1). Many previous works on compressible
turbulence adopt the framework of equation (A 1), see Lele (1994) and the references
therein. There are a few exceptions, such as in Huang et al. (1995), in which they preferred
to have a separate Λ based on modelling standpoint that density weighted decomposition
should only be applied to the convective terms, and also in (Aluie 2011, 2013; Wang
et al. 2013; Eyink & Drivas 2018) in which they argued to separate Λ from P¯∇ · u¯ since
the former contains interactions of different length-scale quantities while the latter only
involves large scale quantities.
Here we should note that these two forms of description in equation (3.1) and equa-
tion (A 1) are just two different interpretations of the same physical process, which is
illustrated schematically in Fig. 21, where we have omitted the potential energy and the
dissipation terms for clarity. In the figure, there are three channels for energy transfer:
i) between internal energy (IE) and large scale kinetic energy (KE), ii) between IE and
small scale KE, and iii) between large and small scale KE. For each channel, the energy
transfer is different for the two different interpretations, but the total energy transferred
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(a) Energy pathways by equation (3.1) (b) Energy pathways by equation (A 1)
Figure 21. The two different energy pathways according to equation (3.1) and equation (A 1).
(a) In the left figure, internal energy (IE) is connected to large scale KE via P¯∇ · u¯, and large
scale KE transfers to small scale KE via both Π and Λ. At small scales IE converts to KE by
the amount τ¯(P,∇ · u). (b) In the right figure P¯∇ · u˜ connects the resolved IE to KE at both
large scales and intermediate scales, while KE at large scales is converted to small scales only
by the Π term. Energy conversion between IE and small scale KE equals to P∇ · u − P¯∇ · u˜.
Other terms such as dissipation and spatial transport are not shown here for brevity. The major
difference is that resolved kinetic energy is interacting with resolved kinetic energy at both large
and intermediate scales in (b).
between IE and KE (including both large scales and small scales) are the same and
equals to P∇ · u, as can be readily checked from the sum of the values associated with
the arrows in both figures. However, a major difference is that in the second form of
kinetic energy budget shown in Fig. 21(b), the mean P∇· u˜ term acts over a much wider
range of scales, preventing a simple understanding of the flow in terms of inertial range
dynamics. This is illustrated with a double ended arrow in the channel from the filtered
internal energy to the resolved kinetic energy, and hence no inertial range could exist
with this interpretation. We thus prefer to use our kinetic energy budget in equation
(3.1).
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