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Abstract
Variational methods and Partial Differential Equations (PDEs) have been extensively
employed for the mathematical formulation of a myriad of problems describing physical
phenomena such as heat propagation, thermodynamic transformations and many more.
In imaging, PDEs following variational principles are often considered. In their general
form these models combine a regularisation and a data fitting term, balancing one against
the other appropriately. Total variation (TV) regularisation is often used due to its edge-
preserving and smoothing properties. In this thesis, we focus on the design of TV-based
models for several different applications.
We start considering PDE models encoding higher-order derivatives to overcome well-
known TV reconstruction drawbacks. Due to their high differential order and nonlinear
nature, the computation of the numerical solution of these equations is often challenging.
In this thesis, we propose directional splitting techniques and use Newton-type methods
that despite these numerical hurdles render reliable and efficient computational schemes.
Next, we discuss the problem of choosing the appropriate data fitting term in the case
when multiple noise statistics in the data are present due, for instance, to different acqui-
sition and transmission problems. We propose a novel variational model which encodes
appropriately and consistently the different noise distributions in this case.
Balancing the effect of the regularisation against the data fitting is also crucial. For
this sake, we consider a learning approach which estimates the optimal ratio between
the two by using training sets of examples via bilevel optimisation. Numerically, we use
a combination of SemiSmooth (SSN) and quasi-Newton methods to solve the problem
efficiently.
Finally, we consider TV-based models in the framework of graphs for image segmen-
tation problems. Here, spectral properties combined with matrix completion techniques
are needed to overcome the computational limitations due to the large amount of image
data. Further, a semi-supervised technique for the measurement of the segmented region
by means of the Hough transform is proposed.
Keywords: Total variation, higher-order PDEs, directional splitting, quasi-Newton meth-
ods, image denoising, image inpainting, mixed noise distribution, bilevel optimisation, pa-
rameter learning, SemiSmooth Newton methods, image segmentation, graph clustering,
matrix completion, Hough transform.
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Chapter 1
Introduction
This chapter addresses the non-expert audience and intends to give some background and
a rather general overview of the main concepts of mathematical image processing. Starting
with a review of standard notions in image digitalisation, we then describe some of the
main problems faced in imaging applications and focus on nonsmooth image reconstruction
models which have become largely popular over the last thirty years. For these models,
we highlight the main challenges and open questions that represent the starting points of
this thesis.
In particular, in the following Section 1.1 we start our exposition with a revision of the
main concepts in digital image processing. In Section 1.2 we discuss how a generic imaging
task can be mathematically formalised within a variational model, focusing our attention
on total variation regularisation models in Section 1.3. In Section 1.4 we investigate the
choice of the different ingredients of the modelling in view of obtaining a tailored approach
with respect to the application considered. A summary of the main contributions of this
thesis in this respect is finally presented in Section 1.5.
1.1 What is image processing?
Images are nowadays one of the most powerful means of communication. They surround
us, in every aspect of our life. We see thousands of images when looking at the news in
the newspaper or checking the updates on our favourite social network. Images taken by
professional photographers with modern cameras can capture details we thought could
not be caught. Furthermore, several other fields benefit from the use and the analysis
of images. For instance, images acquired by means of Closed-Circuit Television (CCTV)
cameras are often employed for security purposes. Another example is the use of images in
the field of medical imaging, which is one of the main non-invasive practice used nowadays
by medical doctors for the study and treatment of serious diseases such as cancer. Sev-
eral medical imaging techniques like Computed Tomography (CT), Magnetic Resonance
21
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Imaging (MRI), Positron Emission Tomography (PET), only to name a few, are indeed
fundamental tools for the diagnosis, the treatment-planning and the follow-up of patients.
Images are also essential in life sciences. In the study of earthquakes, for instance, im-
ages describing the density of seismic events are often used for predictions. In biological
sciences such as zoology or botany, databases of images are used for species classification.
Finally, astronomical images are employed for the study of the morphology of stars and
planets.
As a result of different acquisition and transmission factors, very often images cannot
be manipulated as raw data. On the contrary, they need to be processed in order to
remove interferences corrupting the signal and/or to fill in missing or occluded regions in
the image by some type of interpolation. Image processing (or Imaging) is the field of
mathematics that enhances the quality of the imperfect image acquired by its rigorous
and appropriate modelling.
Several post-processing tasks can be realised as well. The easiest example is the de-
tection (segmentation) of objects in the image. This is a typical practice, for instance, in
medical applications where doctors need to identify cancer regions out of the tumour-free
ones and can be similarly used in many other disciplines.
In the following, we start from a revision on the mathematical modelling of digital
images. For further readings we refer to [AK06, CS05a, GW06].
1.1.1 The mathematics of digital images
The first examples of photographs date back to the work of Nice´phore Nie´pce in 1826-1827.
The technique used to acquire those images is often referred to as heliography. Essentially,
it consists in the use of a plate made up by an expanding material which hardens when
exposed to sunlight for a long time (around eight hours). By cleaning the plate with a
suitable oil, the acquired scene is left imprinted on the plate, see Figure 1.1a 1.
In 1833, Louis Daguerre reduced the long exposition times required by Nie´pce’s tech-
niques to ten minutes and designed a new image acquisition tool (called daguerreotype
after his name) which can be thought as a prototype of the modern Polaroid cameras, see
Figure 1.1b2.
In subsequent years, image acquisition instruments similar in essence to daguerreotypes
were used and refined to improve the quality of the acquired images. The need of using a
more compact modelling of images became stronger in the early 1920s when a prototype of
digital images started to be used in the newspaper industry where pictures had to be sent
by a submarine cable between London and New York with transmission times longer then
1Image from: http://www.hrc.utexas.edu/exhibitions/permanent/firstphotograph/process/
#top
2Image from: https://en.wikipedia.org/wiki/Louis_Daguerre#/media/File:Boulevard_du_
Temple_by_Daguerre.jpg.
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(a) N. Nie´pce: photo etching of an engraving of Car-
dinal Georges D’Amboise, 1827.
(b) L. Daguerre: ”Boulevard du Temple”, 1838.
Figure 1.1: First examples of photographs.
a week. For this purpose, Mr. Bartholomew and Captain MacFarlane, both of the Daily
Mirror in London, invented a new cable image transmission system (called Bartlane) which
made the image transmission much faster (less than three hours). In this system, images
were first digitised into five different levels of grey (increased to fifteen in the following
years) using special printing devices and then standard telegraphic typewriting was used
to transmit images to the receivers, see Figure 1.2a3
The idea of reducing image descriptors to a truncated, finite set of values became the
basis of modern approaches to image digitalisation. Such approaches developed in parallel
to digital computers due to the computational power and storage required for image display
and transmission. The first computers powerful enough to handle image processing tasks
appeared in the early 1960s and were used at the Jet Propulsion Laboratory in Pasadena
to process and enhance images of the moon taken and transmitted by Ranger 7 spacecraft
and distorted by some interferences, see Figure 1.2b4
(a) A digital image produced from a coded tape by
a telegraph printer with special type faces using
Bartlane cable image transmission system, 1921.
(b) The first image of the moon taken by a
U.S. spacecraft digitalised and enhanced in Jet
Propulsion Laboratory, Pasadena, USA.
Figure 1.2: First examples of digital images.
Let us now be a more precise and explain in the following how a digital image is
3Image from: http://www.jmcvey.net/cable/elements/pictures2.htm.
4Image from: https://en.wikipedia.org/wiki/Ranger_7#/media/File:Ranger7_PIA02975.jpg.
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created. For simplicity, let us consider in the following the case of grey scale images.
The objective is to convert the real-world two-dimensional continuous image u(x, y) into
a digital form. In order to make the storage and the representation of the image feasible
on computers, only a discrete number of points in the image can be used. Practically, in
both the x− (horizontal) and the y− (vertical) directions a sample of points is extracted.
This procedure is called sampling. The amplitude of the continuous signal (e.g. its colour
intensity) presents also continuous variations. Therefore, similarly as above, a sampling
is also required for its representation. In this case, the process is called quantisation.
We make more clear our explanation by looking at Figure 1.4. By sampling, a regular
grid of squared elements (pixels) is superimposed to the continuous grey scale image (left
image). This is what happens in practice using cameras, scanners or any other sensor
acquiring image signals. By quantisation, only one single numerical value is then assigned
to every element of the grid (right image) such as, for instance, the average grey value of
the element. In this way, the image has been digitalised.
Figure 1.3: Left: continuous image projected into a sensor array. Right: Result after
sampling and quantisation. Image from [GW06].
Mathematically, a digital image can then be represented as follows: let Ω the rectan-
gular image grid, i.e. Ω = {1, . . . ,M} × {1, . . . , N}, where M and N are positive integer
values indicating the number of rows and columns of the grid, respectively. This grid
describes the sampling of the image, i.e. its spatial discretisation into a finite number of
MN elements. In order to describe the grey scale intensity of the image at each element of
the grid, a numerical value is then assigned. Due to storage and hardware considerations,
the number of grey levels allowed for each pixels is normally taken to be a power of 2. In
practice, the number of allowed grey levels is 28 = 256 and in particular their values are
the integer values ranging from 0 (black) to 255 (white). The range of values spanned by
the grey scale is called dynamic range of the image. The digital representation of a grey
scale image u is then the function:
u : Ω = {1, . . . ,M} × {1, . . . , N} → {0, . . . , 255} ,
where, clearly, the finer the grid, the closer the representation of the real-world continuous
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image (see Section 1.1.2 for more details). In Figure 1.4 we observe how this modelling
corresponds to consider the image u to be a matrix having as entries ui,j the grey values
evaluated in the pixel (i, j). Alternatively, the image can be represented as a surface when
interpreted as a function defined on a subset of the plane taking values into a subset of
the real line.
Figure 1.4: Matrix and surface representation of details of the image on the left.
For colour images, a triplet of intensity values ranging each from 0 to 255 is associated
to the red (R), green (G) and blue (B) channel at every pixel: their combination is the
RGB colour descriptor. In this case the image u is therefore a function:
u : Ω = {1, . . . ,M} × {1, . . . , N} → {0, . . . , 255}3 .
Digital images are therefore discretised representations of real-world continuous ob-
jects. Two questions arise naturally: are we losing some important information in this
reduction approach? How close is this modelling to the realistic representation of what
we actually see?
1.1.2 Discrete VS. continuous modelling
In the imaging community, there are two main attitudes to deal with image processing
tasks. One follows directly from the modelling introduced in the previous section. There,
an image is considered as a map defined on a discrete set taking values in a discrete range
of intensity variations. On the other hand, in the last years significant improvements
have been made in the field of image acquisition and representation (see Figure 1.55) with
the purpose of refining the representation of real-world images more and more, trying
to approximate their original continuous nature by increasing their spatial resolution.
Modern cameras are nowadays of the order of 36 megapixels and the ‘gigapixel race’ has
already started.
Aiming to a finer and finer discretisation of the image representing its actual continuous
nature is important for a number of reasons. Firstly, more and more details are visible
5Image from: https://en.wikipedia.org/wiki/Display_resolution
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Figure 1.5: The most common display resolutions.
using finer spatial resolutions. This is important, for instance, in the case of CCTV images
where fine details can reveal useful details, see Figure 1.66. Secondly, in order to represent
Figure 1.6: Increasing resolution reveals fine details which are fundamental, for instance,
in CCTV imaging applications.
image information around us as our human vision system actually perceives it, a high-
resolution representation of images accounting for infinitesimal variations is required. In
fact, the human-eye resolution is of the order of 576 megapixels 7, a much bigger number
6Image from: http://www.idealcctv.co.uk/mobotix-security-cameras-mobotix-systems-registered-partner
7Source: http://www.clarkvision.com/articles/eye-resolution.html.
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than the state-of-the-art resolution of professional cameras. As a matter of fact, our
fovea sight range is actually more of the order of 7 megapixels. This is because our eye
cannot be considered as a single frame snapshot camera, but rather more like a video
stream. When perceiving information around, the eye moves rapidly and detects also
small angular variations in very short time intervals of the order of milliseconds. Then,
the brain combines all the information coming from both eyes to increase resolution of
the perceived image even further. In other words, even though our eye can be thought
as a 7 megapixel-sensor, the actual number of information combined by the brain and
transmitted to the retina is much higher. Therefore, aiming to a modelling of image
processing problems which could encode appropriately the continuous nature of the image
in terms of its properties and infinitesimal variations is desirable. Also, certain natural
structures in images, such as edges, are meaningful in the continuum world only and can be
appropriately modelled as discontinuities. From a mathematical point of view, rather than
considering images as functions defined on discrete domains, the approach here consists
in looking at images as elements of suitable function spaces defined over a continuous
planar domain Ω ⊂ R2. In this modelling, problems can then be formulated in terms of
energy-minimisation and PDE models, used traditionally to describe continuous physical
phenomena such as, for instance, heat conduction, wave propagation and many more.
1.1.3 Some imaging tasks
Before giving more details on the mathematical approaches used in this thesis, we present
in the following some of the image processing tasks frequently encountered in applications.
• Image denoising: the task here consists in eliminating the interferences (noise) in
the data due to faults or defects in the process of image acquisition and transmission,
see Figure 1.7.
(a) Brain CT scan (b) Camera image (c) Astronomical image
Figure 1.7: The task of image denoising is frequent in several applications such as medical
and astronomical imaging as well as in image retouching. Qualitatively, the noise in the
image may appear different, depending on the tools used for acquisition and transmission.
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• Image inpainting: the problem here is to fill in parts of the image where infor-
mation has been lost or occluded. This is the case, for instance, of text and object
removal, retouching of old photographs with scratches or folding creases, restoration
of ancient frescoes and many more, see Figure 1.8.
(a) Text removal (b) Photograph retouching (c) Fresco restoration [BFMS08]
Figure 1.8: The task of image inpainting consists in recovering piece of image information
which has been lost or occluded.
• Image segmentation: here the problem is to partition the digital image into its
constituent parts by extracting regions of interest characterised by similar features
(colour intensity, texture, illumination. . . ), see Figure 1.9.
(a) Image labelling [AZSG08]. (b) Object detection
Figure 1.9: Through image segmentation, relevant objects in the image are extracted from
the background and classified.
1.2 Mathematical image reconstruction techniques
A generic image processing task can be described as follows: given the measured image
f which has been deteriorated by a degradation process T , we want to recover the orig-
inal, uncorrupted image u. Assuming an additional additive noise component n in the
measurements, the problem reads:
find u such that f = T (u) + n. (1.1)
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The problem above fits the definition of inverse problem given by Keller in [Kel76] by
which “We call two problems inverses of one another if the formulation of each involves all
or part of the solution of the other.” Inverse problems are ubiquitous in many fields such
as engineering, physics and medicine. Their solution requires the inversion of the operator
T , which is very often not trivial. Consequently, the well-posedness of the problem (1.1)
is often not guaranteed especially in terms of uniqueness and stability.
Standard models in imaging simplify (1.1) by assuming that the operator T is con-
tinuous and linear. In the following, we will proceed analogously. In the case of image
denoising, for instance, the operator T is assumed to be the identity operator. Convolu-
tion operators may be considered as well to model the additional presence of blur. In the
case of image inpainting, if D ⊆ Ω is the domain to inpaint, the operator T is chosen as
T = χΩ\D, the characteristic function of the complement of D. In this case, T is clearly
not invertible and the additional presence of noise could make the solution problem even
harder. One standard way to go around these issues consists in formulating a different
problem whose solution is not exactly the u we seek, but one approximation of it which is
found by exploiting prior knowledge on the desired reconstruction u in terms, for instance,
of its likelihood conditioned to the observation of the data f .
1.2.1 The Bayesian framework
Among all stochastic and statistical approaches to solve (1.1), the Bayesian one is probably
the easiest to be understood. In this framework, the problem (1.1) is reformulated as a
maximisation problem of the posterior probability
P (u|f) = P (f |u)P (u)
P (f)
, (1.2)
where P (u|f) is the probability of observing u whenever f is observed and the equality
(1.2) is simply the Bayes’ theorem. The probability P (u) is called the prior model since
it specifies a priori information on the target quantity u which is independent on the data
f . The conditional probability P (f |u) is the data model since it specifies how information
f is distributed once u is known. Therefore, thanks to (1.2), the solution uˆ of the MAP
estimation problem satisfies
uˆ = arg max
u
P (u|f) = arg max
u
P (f |u)P (u), (1.3)
where the quantity P (f) does not affect the minimisation over u and therefore has been
neglected. The technique described is generally called Maximum A Posteriori (MAP)
estimation. Standard reference books for the use of such Bayesian statistical framework
to solve inverse problems are [Stu10, Idi13].
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1.2.2 The variational approach
The MAP estimation Bayesian approach described above presents connections with other,
deterministic models through the use of Gibbs’ models for images as random fields, see
[GG84], by which the prior model is assumed to be of the form:
P (u) ∼ exp
(
− 1
λ
R(u)
)
for a convex function R(u) and a scalar parameter λ > 0. Assuming a similar structure
for P (f |u) ∼ exp (−Φ(Tu, f)) and considering in (1.2) an equivalent formulation in terms
of the negative log-likelihood that reads
uˆ = arg min
u
−
(
logP (u|f)
)
= arg min
u
(
− logP (f |u)− logP (u)
)
,
we have that the maximisation problem (1.3) can be equivalently expressed as the min-
imisation problem
uˆ = arg min
u
R(u) + λ Φ(Tu, f),
where we have dropped the normalisation constants not depending on u. Of course, in on
one side the modelling above appears quite natural and sensible in the general framework,
the tailored and specific choice of the single terms depends on the application considered:
in particular, as we will detail more in the following, the likelihood functional P (u) encodes
information on the desired type of reconstruction one aims fore, whereas the choice of the
data model P (f |u) can be driven by more structural information on the data available
(i.e. distributed, concentrated noise with signal dependent/independent properties).
Whenever the modelling is done in a function space V , the minimisation problem
above naturally leads to a variational approach. The theoretical foundation for the use of
variational approaches to the regularisation of ill-posed inverse problems of the form (1.1)
has been studied by Tikhonov [Tik63] and is traditionally known in literature as Tikhonov
regularisation of inverse problems. In our imaging framework, the regularisation of the
inverse problem (1.1) reads:
min
u∈V
J(u) := R(u) + λ Φ(Tu, f), (1.4)
where, given the measured image f , its reconstructed version is computed by minimising
the functional J in the Banach space V . We can observe that the energy functional J is
the combination of different terms:
• The regularisation term R(u), which encodes a priori information on the recon-
struction u we seek by imposing extra-regularity on it. Typically in imaging appli-
cations, this information is incorporated through some norm of the image gradient.
30
1.2. Mathematical image reconstruction techniques
The regularising term drives the reconstruction process. In the case of denoising,
for instance, it smooths out the noise in the measured image f , while in inpainting
tasks it transfers information inside the inpainting domain.
• The fidelity term Φ(Tu, f), which measures in an appropriate sense the distance
between the data f and its reconstruction u after the action of the operator T .
• The weighting parameter λ > 0, which balances the effect of the regularisation
against the fitting of the data.
The choice of the different ingredients of the model is crucial for obtaining a good
reconstruction of the image. We give more details on the modelling of (1.4) in the forth-
coming Section 1.4.
Some pioneering works in variational methods for image reconstruction are the ones
of Rudin, Osher and Fatemi [ROF92] for image denoising and the approach presented by
Mumford and Shah in [MS89] for image segmentation. Let us point out that several varia-
tional formulations of imaging tasks have been proposed also in the context of graphs, see
[ELB08, Gra06, SM00, BF12]. Typically, variational models are handled here using ele-
ments of spectral graph theory (see, e.g., [Chu97]) in order to exploit clustering properties
of the discrete differential operators involved.
1.2.3 The PDE approach
Other approaches used to solve (1.1) rely on the use of Partial Differential Equations
(PDEs). PDE models have been widely used to study several physical problems such
as heat conduction, phase transition, wave propagation, electromagnetic transformations,
thermodynamic processes and many more. Standard reference books for the study of PDEs
are, for instance, [Eva10] and [Fol95]. PDEs describe changes with respect to continuous
spatial and temporal variables in a compact form. Consistently with our motivation given
in Section 1.1.2, it is therefore appropriate to consider this framework to model imaging
tasks. Some specific readings on the use of the PDE framework in Image Processing are
[GMmM01, AK06, PWO89].
PDE approaches to imaging problems can be connected to the variational approaches
described in Section 1.2.2 as follows: minimisers of (1.4) are stationary points of the
first-variation, i.e. the Fre´chet derivative of the functional J in the Banach space V . In
other words, they are solutions of the corresponding Euler-Lagrange equations. There-
fore, imposing the vanishing of the Fre´chet derivative of the energy J in (1.4) (under the
assumption that all the terms are differentiable and the functional J is convex) we obtain
that the following PDE holds in correspondence with a minimiser uˆ of J :
∇VR(uˆ) + λT ∗∇V Φ(T uˆ, f) = 0, (1.5)
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where we have denoted by ∇V the Fre´chet derivative in the space V and by T ∗ the adjoint
operator of T .
A common practice used to solve (1.5) consists in introducing an artificial time variable
mimicking the evolution of the reconstruction process starting from the initial image f
towards the solution uˆ. In other words this corresponds to consider the parabolic PDE
∂u
∂t
= −∇VR(u)− λT ∗∇V Φ(Tu, f). (1.6)
The evolution process computes a family of images representing progressive regularised
versions of f . When no more time variations occur, the solution of (1.5) is then recovered.
In literature this approach is called steepest descent and is very often used in imaging
applications. Equations of the form (1.6) are called gradient flows of the functional J
with respect to the metric of the Banach space V .
Several nonlinear PDE models used in imaging do not follow a variational principle, i.e.
they cannot be derived directly from the energy functional J by considering its gradient
flow, see, e.g., [PM90, Wei98, CKS02, CS01, SB11]. Therefore, many PDE models are
formulated only in terms of a PDE, without thinking of any upper energy functional.
1.3 Total variation models
Let us focus for a moment on the choice of the regularisation term R(u) we shall consider
in (1.4). As mentioned above, such term encodes a priori information and knowledge on
the reconstruction we seek. In this section we take a closer look at the consequences of
this choice on the qualitative properties of the reconstructed image u for the particular
case of image denoising (T = Id) and image inpainting (T = χΩ\D, where D is the region
to inpaint).
1.3.1 Motivation
Let us start from the problem of image denoising. In [Tik63], Tikhonov considered the
following quadratic regularisation term
R(u) =
ˆ
Ω
|∇u|2 dx,
where ∇u is the weak gradient of u. Combined with a squared L2 data fidelity term Φ of
the difference between u and the data f , compare [ROF92] and see Section 1.4.2 for more
details, the variational model for Gaussian noise removal reads
min
u∈H1(Ω)
ˆ
Ω
|∇u|2 dx+ λ
2
ˆ
Ω
(u− f)2 dx. (1.7)
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The minimisation of the energy above enforces the reduction of high frequency noise
oscillations in the reconstruction process as well as the fitting of the given data f . Standard
tools in calculus of variations ensure that the problem above is well-posed. When taking
the gradient flow with respect to the L2 norm, the following heat-type PDE is obtained:
∂u
∂t
= ∆u+ λ(f − u).
Smoothing properties of such equations have been widely studied in the mathematical
literature of parabolic PDEs. Therefore, their use seems appropriate in the context of noise
reduction. However, the resulting Laplace diffusion is isotropic and can not distinguish
between high oscillations in the image due to noise and image distinctive structures such
as edges, compare Figure 1.10.
(a) Original image (b) Noisy image f corrupted
with Gaussian noise
(c) Denoised version by
Tikhonov regularisation
Figure 1.10: Image denoising in presence of Gaussian noise using Tikhonov regularisation
model (1.7).
A different type of regularisation shall then be considered. Its action should eliminate
the noise while preserving at the same time the characteristic and structural features in
the image such as its discontinuities corresponding to image edges.
1.3.2 Nonsmooth regularisation
In order to formulate a regularisation model which could encode the existence of jumps,
while still being mathematically tractable, in their seminal work of 1992 [ROF92], Rudin,
Osher and Fatemi proposed the use of the Total Variation (TV) regularisation and the
framework of functions of bounded variation on Ω (BV(Ω)) to solve the task of image
denoising. Previous studies on BV functions date back to the work by Ambrosio in [Amb89,
AT90] and Giusti in [Giu84] and provide the mathematical foundations necessary for the
rigorous study of the related regularisation models. An exhaustive monograph on BV
functions can be found in [AFP00].
The main advantage of the use of BV functions is that in this framework the gradient
of a discontinuous function has still some meaning. In particular, it is interpreted as a
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measure. Namely, for a regular domain Ω ⊂ R2 and a function u ∈ L1(Ω), the total
variation of u is defined as
TV(u) = sup
{ˆ
Ω
u ∇ · v dx : v ∈ C1c (Ω,R2), ‖v‖∞ ≤ 1
}
,
where C1c (Ω,R2) is the space of continuously differentiable functions with compact support
in Ω. A function with TV(u) < ∞ is said to be a function of bounded variation, i.e. an
element of BV(Ω). In this case, the distributional gradient of u can be represented by a
finite Radon measure Du. Moreover, denoting by |Du|(Ω) the total variation measure of
Du, if u ∈ BV(Ω) the following equality holds:
TV(u) = |Du|(Ω).
Therefore, the total variation of a function with bounded variation is nothing but the
total variation measure of its distributional gradient interpreted as a Radon measure (see
Chapter 2 for more details). The interpretation of the total variation clarifies in the case
of smooth functions u ∈ W 1,1(Ω). In this case one can show that TV(u) = ´Ω |∇u| dx.
Total variation can then be interpreted as a generalisation of the L1 norm of Du in the
nonsmooth case.
The capability of TV of describing discontinuities in images was shown rigorously
by Ambrosio in [Amb89], where a decomposition of Du into a Lebesgue and a singular
component accommodating jumps is studied.
The corresponding Rudin, Osher and Fatemi (ROF) TV denoising model for Gaussian
noise removal [ROF92] reads :
min
u∈BV(Ω)
TV(u) +
λ
2
ˆ
Ω
(u− f)2 dx. (1.8)
The well-posedness of the problem above can be proved using compactness and embedding
properties of the space BV(Ω). Differently from (1.7), the ROF model accomplishes at
the same time the removal of the noise and the preservation of image structures through
the use of a nonsmooth regularisation, see Figure 1.11.
TV regularisation models have been applied also to other imaging tasks. In image
inpainting, the use of total variation models has been considered for instance in [SC02,
CKS02, CS05b]. The minimisation problem in this case reads:
min
u∈BV(Ω)
TV(u) +
λ
2
ˆ
Ω\D
(u− f)2dx, (1.9)
where D ⊆ Ω is the region in the image where information has been lost, i.e. the inpainting
domain. In this case, the feature of total variation to preserve discontinuities is used to
propagate image information inside D. The reconstruction result is sharp and almost
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(a) Original image (b) Noisy image f corrupted
with Gaussian noise
(c) Denoised version with TV
regularisation
Figure 1.11: Image denoising in presence of Gaussian noise using ROF TV regularisation
model (1.7). The noise is successfully removed and structures are preserved.
perfect in the case when the missing regions are small enough, see Figure 1.12 and compare
Section 1.4.1 for more details.
(a) Degraded image with missing gaps (b) TV inpainting result
Figure 1.12: Image inpainting using total variation model (1.9).
Some work on the use of total variation for image segmentation purposes also exists
in the literature. Typically, a smoothing of TV depending on a small parameter ε > 0 is
considered [KS89, ET06, Ese04, ES02, BF12]. Such smoothing often relates to approxi-
mations of TV (in suitable sense) which have been used to model physical transformations
of two-phase materials, see [MM77a, MM77b], and is therefore often employed for binary
segmentation where the desired region of interest is extracted from the background.
1.3.3 Previous work
The literature on the use of TV models for imaging problems is very vast. From a theoret-
ical point of view, the well-posedness of TV models and on the structure of their solutions
have been studied in several works [AV94, Mey01, Ves01, Nik02, CS03, DAG09, CCN07,
All08a, All08b].
Since its first use in 1992 in [ROF92], total variation denoising has further been con-
sidered for [CL97, CKS01, AV97, CM99] for Gaussian noise removal, whereas in [Nik04]
it is used in combination a combination with an L1 fidelity term for the modelling of a
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different type of noise that switches the intensity value of the image to either the maxi-
mum/minimum value of its dynamic range or to a random value within it, with positive
probability. This type of noise is called impulse or “salt & pepper”, respectively. Similarly,
in [LCA07, SBMB09] TV regularisation is used for the design of variational models describ-
ing the presence of Poisson noise in the data. In [MBBS14] TV regularisation is applied
to the RGB channels separately for several image reconstruction problems. TV-based
denoising models have been considered in the context of MRI and PET reconstruction
in [Saw11, Mu¨l13, BGH+14, BMPS14] and for image inpainting in [SC02, CS05b]. In
[CSZ06] an inpainting strategy based on total variation regularisation is used to fill in
missing regions in the wavelet domain.
Due the nonlinear nature of total variation regularisation, the design of algorithms
computing the numerical solution of TV image reconstruction models efficiently is a re-
search field on its own regard. In the case of image denoising, the first numerical approach
considered by Rudin, Osher and Fatemi [ROF92] solved the resulting steepest descent
PDE of the minimisation problem (1.8). Further, algorithms based on duality [ZWC10],
Newton-type methods [NQYH07], graph cuts [CD09] have been considered as well. A cele-
brated algorithm solving TV denoising is the projection algorithm described by Chambolle
in [Cha04]. There, by using Legendre-Fenchel duality, the TV minimisation problem is
shown to correspond to the computation of the nonlinear projection of the given noisy data
f onto a closed and convex set. Numerically, the problem is solved by using a convergent
fixed point algorithm. Chambolle’s algorithm has also been used to solve image deblur-
ring [BBFAC04] and image inpainting and colorisation [LBLZ] problems. In [CP11] an
efficient hybrid primal-dual algorithm is studied for Gaussian and impulse noise removal
and applications to image deconvolution, zooming and inpainting are considered. Oper-
ator splitting techniques have also been employed. In particular, in [GO09b] a splitting
technique is combined with Bregman iteration [OBG+05] to solve efficiently nonsmooth
image processing problems. The resulting split Bregman algorithm decomposes the costly
original problem into a sequence of computationally cheap subproblems and solve them
alternately.
1.4 Choosing the ingredients for a good model
In Section 1.2.2 we have discussed the role of the ingredients of the variational model (1.4).
Depending on the particular application considered, very often a customised choice of the
regulariser, data term and weighting parameter is essential. In this Section we briefly
comment on the main extensions of the reference ROF model (1.8) studied in the last
years for improving upon standard, often unsatisfying properties of TV models with L2
data fidelities.
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1.4.1 Improved reconstructions with higher-order models
Despite being appropriate prototypes for imaging problems as discussed in Section 1.3.2,
variational approaches based on the use of pure TV regularisation present some drawbacks
and limitations. For instance, in the case of image denoising, it can be observed and
proved analytically that TV regularisation promotes piecewise constant reconstructions,
see Figure 1.13. In the case of natural (non-piecewise constant) images, this often results
in watercolour-like reconstructions characterised by the presence of blocky regions. This
drawback is called staircasing effect and has been studied analytically, e.g., in [CCN07,
BKV13, DS96].
(a) Noisy signal (b) TV reconstruction
Figure 1.13: TV denoising promotes piecewise constant reconstructions.
In order to counteract this undesired drawback, several extension of TV models have
been considered. Despite their differences, these models share the common idea of incor-
porating higher-order derivatives in the regularisation term. In this way, more complex
structures such as piecewise linear regions can be reconstructed, improving upon the lim-
itation of pure TV models. In [CL97], for instance, this is achieved by introducing a
combination of first and second order regularisation which decomposes the image into its
piecewise constant and piecewise affine part. Further higher-order models being a combi-
nation of first and second order models [PS14] or pure higher-order models have also been
considered in [Sch98, BP10, PS08]. A celebrated and extensively studied higher-order reg-
ulariser is the Total Generalised Variation (TGV) regularisation introduced in [BKP10].
Compared to standard TV regularisation, TGV models promote smooth reconstructions,
allowing the preservation of linear structures, see Figure 1.14. Theoretical aspects of TGV
models have been studied in a vast number of papers [BV11, Mu¨l13, Bre14, BKV13, PB15]
and applications of TGV to MRI and diffusion tensor imaging [BGH+14, VBK13] and im-
age decompression [Hol13] have also been considered.
In the case of image inpainting, TV regularisation exhibits a different problem. Through
the coarea formula, it can be shown that minimising the total variation energy corresponds
to penalise the length of the level lines over the inpainting domain. During the reconstruc-
tion process, information is then interpolated via the shortest path, [CKS02, Sch09a]. This
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(a) Noisy image (b) TV reconstruction (c) TGV reconstruction
Figure 1.14: Comparison between TV and TGV reconstruction. Image from [BKP10].
is of course problematic when the missing gap is large. In this case, TV inpainting fails
completely the reconstruction, i.e. it does not satisfy the so-called connectivity principle,
that is the property of interpolating over large gaps. Similarly, such models show draw-
backs in the smooth propagation of the level lines of regions with high curvature, i.e. do
not satisfy the curvature preservation principle. By incorporating higher-order derivatives,
more information on the directional derivatives and curvature is encoded in the regular-
isation term and good reconstructions over large gaps and in presence of high curvature
regions can be obtained, see Figure 1.15 and Figure 1.18. Among the vast literature of
higher-order inpainting approaches we recall here Euler’s elastica models introduced in
[NMS93], Cahn–Hilliard models for binary inpainting [BEG08] and its generalisation to
grey value images in the Sobolev space H−1 introduced by Burger et al. in [BHS09] and
studied further in [SBBH09, SB11] from both an analytical and numerical point of view.
Figure 1.15: TV inpainting fails in presence of large gaps. By using higher-order models,
information is propagated in the missing region correctly. Image from [CS05b].
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1.4.2 Fitting the data
If on one side the choice of a proper regularisation is fundamental for an artefact-free
reconstruction of the desired image, on the other one the selection of an appropriate data
fidelity term in (1.4) is essential for the design of a model which is consistent with the
given data. As mentioned briefly in Section 1.2.2, typically the choice of Φ reflects specific,
a priori known properties of the noise corrupting the data, i.e. to the likelihood function
modelling the probability density of observing f given u. In the examples considered so
far, the noise has been assumed to be additive and Gaussian distributed. In this case
L2 squared data fidelities are considered, see, e.g., [ROF92, CL97]. In the case when the
data are corrupted by noise with different statistical properties, different data fidelities are
used. This is somehow natural as signals corrupted by different noise distributions appear
different, see Figure 1.168.
In the case of impulse noise, i.e. an instance of the noise consisting in sparse random
occurrences of ‘spikes’ affecting only a percentage of the pixels in the image, the L1 norm
of the difference u−f , i.e. Φ(u, f) = ‖u−f‖L1(Ω) has been shown to be a more appropriate
data model in [Nik04, Nik02, DAG09, CE05]. In the case of uniform noise, an L∞ modelling
Φ(u, f) = ‖u − f‖L∞(Ω) has been considered in [Cla12]. When Poisson noise is assumed,
variational models making use of (some variations of) the Kullback-Leibler functional of
the type Φ(u, f) =
´
Ω(u−f log(u)) dx, have been employed in [SBMB09, Saw11, BSW+13,
LCA07]. Some work exists also in the variational modelling of signal-dependent noise
distributions whose intensity depends in a multiplicative manner on the underlying signal,
which generalise the Poisson case. One example of this type of noise is speckle noise, which
can be observed, for instance, in Synthetic Aperture Radar (SAR) images. In this case,
the statistical model assumed corresponds to a Gamma density function. In [AA08] a TV
restoration model combining appropriate data fidelity term is proposed for this type of
problems. In the case when multiple noise distributions are assumed, combination of data
fidelities have been considered in [CCN08, HL13, LBU11, JCPT12, BLCT+08, DLRS13],
but very often such approaches are not statistically consistent with the assumptions on
the combined distribution of the noise.
1.4.3 Regularisation VS. data fitting: how to balance?
Another crucial modelling aspect is the choice of the weighting term λ > 0 appearing in
(1.4). Its size balances the effect of the regularisation against the fitting of the data in the
reconstruction process. Figure 1.17 illustrates the problematics of choosing a parameter
which is either too large or to small. In the former case, a strong fitting with the data is
imposed: therefore, in the case of noisy data, a poor reduction of the noise is observed.
8Images from http://nbviewer.ipython.org/github/gpeyre/numerical-tours/blob/master/
matlab/denoisingsimp_1_noise_models.ipynb, see [Pey11].
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(a) Noise-free signal
(b) Gaussian noise
(c) Impulse noise
(d) Uniform noise
Figure 1.16: Different noise distributions result in different noisy signals.
On the other hand, in the latter case a stronger regularisation effect is promoted: while
the noise is reduced, the distinctive structures we desire to preserve are over-smoothed
and destroyed.
Trial-error parameter selection methods aside, several techniques for the estimation of
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(a) Original image (b) Small λ↔ large regularisation
(c) Large λ↔ poor regularisation (d) Balance between regularisation and data fitting
Figure 1.17: Different TV-denoising reconstructions obtained for different choices of λ in
(1.8).
the optimal λ have been proposed in the literature. In the case of image denoising, when
the level of noise is assumed to be known, a common practice consists in estimating the
optimal λ with a precision level equal to the noise intensity. This approach is histori-
cally called Morozov discrepancy principle and has been firstly considered in [Mor66] and
adapted in [TSC13] for the case of non-L2 fidelities. In the case when the noise level is not
known, another approach has been proposed by Lawson in [LH95]. There, the plot of the
noise residual against the solution of the problem after a transformation through appro-
priate functions is drawn and the optimal value of λ is found by looking at the minimum
of the function obtained. Due to the shape of the resulting curve considered this approach
is called “L-curve” approach and has been further considered for inverse problems regu-
larisation in [EHN96, CMRS00]. Cross-validation [Wah77] and variational Bayes’ models
[BMK08] have also been considered for parameter identification, but a robust and efficient
estimation of the optimal parameter not depending on a priori assumptions on the noise
level is still an open question.
1.5 Contribution
The main body of this thesis consists of four different chapters corresponding to different
topics of research which has been investigated by the author during his Ph.D. studies.
These investigations resulted in the publication of a number of scientific papers which
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are, at the time of the submission of this thesis, either published in mathematical jour-
nals [CDS14, BCDS13, CDLRS14], accepted for publication [CCDLR+15] or at the final
revision stage before submission [CvGS+15, CDLRS15]. In the following, we give a short
summary of the main contributions given. They will be presented in more detail in Chap-
ters 3, 4, 5 and 6.
1.5.1 Efficient solution of higher-order TV models
In [CDS14, BCDS13] we focus on the numerical solution of higher-order nonlinear PDE
models for imaging. These papers are the result of a collaboration with Martin Benning,
Bertram Du¨ring and Carola-Bibiane Scho¨nlieb.
In particular, in [CDS14] we present directional operator splitting schemes for the
numerical solution of the H−1-gradient flow of the total variation energy. This reads:
ut = ∆q, q ∈ ∂|Du|(Ω) in Ω× (0,∞),
u(t = 0) = u0 in Ω,
and has been previously considered by Burger, Scho¨nlieb and others in [BHS09, SBBH09,
Sch09a, SB11] as a higher-order extension of classical second-order TV models for in-
painting problems due to the better connectivity properties over large gaps. The efficient
numerical solution of this equation is very challenging due to the stiffness of most nu-
merical schemes. We propose a combination of directional splitting schemes with implicit
time-stepping providing a stable and computationally cheap numerical realisation of the
equation, see Figure 1.18
(a) Image to inpaint (b) TV inpainting [SC02] (c) TV-H−1 inpainting
Figure 1.18: Comparison between TV and TV-H−1 inpainting. The solution is computed
efficiently using directional splitting.
In [BCDS13] we consider a similar nonlinear fourth-order diffusion equation that arises
in denoising of image densities that reads
ut = ∇ · (u∇q), q ∈ ∂|Du|(Ω) in Ω× (0,∞),
u(t = 0) = u0 ≥ 0 in Ω,
with normalised mass
´
Ω u0 = 1. Such equation has been considered by Burger, Scho¨nlieb
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et al. in [DS12, BFS12]. Such PDE is the gradient flow of the total variation energy
with respect to the L2-Wasserstein metric in the space of probability densities. We focus
here on the application of this PDE to the problem of image denoising. In particular, we
show improvements upon classical drawbacks of second-order TV solutions such as stair-
casing. Furthermore, the density framework considered ensures that natural properties
(such as mass and positivity) are still preserved. For this model, we propose an implicit
time stepping scheme that employs a primal-dual method for computing the generalised
derivative of the total variation functional. From a numerical point of view, dealing with
the dual formulation of TV introduces a constraint on the dual variable which we relax
by adding a penalty term, weighted by a parameter that determines the strength of the
penalisation. The resulting primal-dual system is solved efficiently by means of a damped
Newton’s method. We report numerical examples showing the denoising properties of the
model considered as well as the preservation of the gradient flow structure.
1.5.2 The TV-IC variational model for image denoising
In [CDLRS15] we concentrate on the choice of appropriate data fidelities Φ in (1.4) for
images corrupted by a combination of noise distributions frequent in applications (such as
impulse-Gaussian and Gaussian-Poisson). The results in this paper have been obtained in
collaboration with Juan Carlos De Los Reyes and Carola-Bibiane Scho¨nlieb.
The variational model considered is derived using the statistical assumptions on the
noise corrupting the data and combines in an infimal convolution fashion standard L1
[Nik04, DAG09], L2 [ROF92] and Kullback-Leibler-type [LCA07, SBMB09] fidelity terms
used in literature for single-noise denoising modelling.
Previous methods dealing with the combined case have been considered in a number
of papers. Typically, the combination of noise distributions is encoded in the variational
model considered as a linear combination of data fidelities. In particular, in [HL13] a TV-
L1-L2 model is considered for the combination of Gaussian and impulse noise. For the
same type of problems, in a previous work of Cai et al. [CCN08] a two-phase approach is
considered and a sequential smoothing with L1 and L2 fidelity is performed to remove the
impulse and the Gaussian component of the noise, respectively. The Gaussian and Poisson
mixture of noise distributions has been addressed, for instance, in [JCPT12, JCPT15]
where an exact, though complex expression for the negative log-likelihood is considered and
in [DLRS13, CDLRS14, CCDLR+15] where the authors considered a linear combination
modelling of a general class of data fidelities.
The model we consider in [CDLRS15] introduces an additional variable v in the min-
imisation problem (1.4) which corresponds to one of the two noise components in the data.
From a variational point of view, an appropriate data fidelity Φ1 is associated to this vari-
able and, similarly, a suitable second fidelity term Φ2 is associated to the residual quantity
(i.e. the difference between the given noisy image and the extra-variable introduced). In
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its general form the model reads:
min
u∈V⊂BV(Ω)
v∈W⊂L2(Ω)
{
|Du|(Ω) + λ1 Φ1(v) + λ2 Φ2(u, f − v)
}
,
where V and W are suitable subspaces of BV(Ω) and L2(Ω), respectively, where Φ1 and
Φ2 are well-defined. The infimal convolution model considered (denoted by TV-IC) is a
sound approximation to the exact statistical model accommodating mixed noise statis-
tics. The numerical solution of this model is computed using semismooth Newton-type
methods. Consistently with our modelling assumptions, the noise is decomposed into its
constituting components (see Figure 1.19) and classical single-noise models are recovered
asymptotically as the weighting parameters λ1 and λ2 of the model go to infinity.
(a) Noisy image (b) TV-IC reconstruction
(c) Impulse component (d) Gaussian component
Figure 1.19: TV-IC reconstruction of a synthetic image corrupted with a mixture of
impulse and Gaussian noise and noise decomposition property illustrated.
1.5.3 Learning from examples
In [CCDLR+15] we review some recent learning approaches in variational imaging based on
bilevel optimisation and emphasise the importance of their treatment in function spaces.
This survey paper is the result of a collaboration with Cao Chung, Juan Carlos De Los
Reyes, Carola-Bibiane Scho¨nlieb and Tuomo Valkonen.
The PDE-constrained framework has been considered for the purpose of learning the
optimal ingredients of the general model (1.4) (i.e. the regulariser R, the fidelity term Φ
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and the balancing parameter λ) in a number of papers, see, e.g. [HHH12, DLRS13, KP13,
BNS14, SR14, CYP15, DLRSV15a, DLRSV15b]. Depending on the modelling assumptions
considered, learning approaches can be regarded from two main points of view. The former
uses a priori knowledge on the data and the type of reconstruction we seek (i.e. which
noise distribution is affecting the given signals and which solution is expected), whereas
in the latter one looks directly at the given data and learns the optimal setup without any
further modelling assumption. Both approaches presents advantages and disadvantages in
terms of adaptivity for real data and reconstruction guarantees. Hence, in order to design
a reliable, adaptable and effective model (1.4) a unified modelling combining example- and
data-driven learning methods is crucial.
In our work, we focus on the approach introduced in [DLRS13] for noise learning from
training sets of examples, a practice that is not uncommon in real-world applications such
as MRI, for instance. From an analytical point of view, results on the existence and struc-
ture of minimisers, as well as optimality conditions for their characterisation have been
derived and thoroughly analysed in [DLRS13, DLRSV15b]. Based on this information,
efficient second-order (Newton-type) methods are studied for the numerical solution of
the problems considered. In applications, the use of databases (dictionaries) allows an
accurate estimation of the noise model, but reflects in high computational costs due to
the size of the databases and to the nonsmooth nature of the TV-type PDE constraints.
To overcome this computational barrier we consider in [CDLRS14] an optimisation algo-
rithm that by sampling dynamically from the set of constraints and using a quasi-Newton
method, solves the problem accurately and efficiently.
Our numerical results show a robust and efficient estimation of the noise in the image
and of the optimal balance between data fitting and image regularisation, see Figure 1.20.
We use this framework for different single and mixed noise estimation, assessing optimality
with respect to different quality measures.
(a) Noisy image (b) Optimal TV denoised version
Figure 1.20: TV Gaussian denoising with optimal λ computed by means of bilevel opti-
misation.
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1.5.4 Image segmentation via graph-clustering
In [CvGS+15] we focus on a completely different framework for imaging problems. Namely,
we consider the task of image segmentation and present it as a clustering problem defined
on a graph (the pixel image). Furthermore, we study the problem of scale detection
in images where the region of interest we desire to extract is present together with a
measurement tool (e.g. a ruler). Our research finds its motivation in a behavioural study
investigated by Hannah Rowland from the Department of Zoology of the University of
Cambridge on a particular species of birds. The segmentation results have been obtained
in collaboration with Yves van Gennip, Carola-Bibiane Scho¨nlieb and Arjuna Flenner.
The graph clustering method considered has been presented in [BF12] and further de-
veloped in [GMB+14b, GMB+14a, MBBT15]. It reinterprets classical continuous Ginzburg-
Landau minimisation models in a totally discrete framework. Nonetheless, a suitable gra-
dient flow can be still derived in this case, its solution being the segmentation we seek. To
overcome the numerical difficulties due to the large size of the images considered we use
matrix completion and splitting techniques. In particular, we consider the Nystro¨m tech-
nique presented in [Nys29] for computing the similarity matrix of the image graph through
its reduced computation only in correspondence with a subset of pixels. In order to solve
efficiently the Ginzburg-Landau minimisation we split the functional into the difference
of two convex terms and design a time stepping scheme which simplifies the numerical
solution of the resulting gradient flow by distributing the linear/nonlinear components in
the implicit/explicit terms, respectively. The scale in the image is detected via a Hough
transform based algorithm which identifies objects with a specific a priori known shape in
the image by mapping them into an auxiliary space where geometrical properties (such as
linear alignment or circularity) are easily identifiable. The two main steps of this method
are reported in Figure 1.21.
(a) Forehead blaze segmentation (b) Scale detection
Figure 1.21: Segmentation of male pied flycatcher forehead blaze by minimisation of the
discrete Ginzburg-Landau functional defined on the image graph. The image scale is found
by detecting the inner circle (with radius 1 cm) using the circular Hough transform.
The combined method is then applied to some measurement tasks arising in real-world
applications such as zoology, medicine and archaeology.
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The application of this method to the behavioural study involving populations of male
pied flycatchers is an ongoing research project in collaboration with the Zoology depart-
ment of the University of Cambridge and will be the topic of a future interdisciplinary
paper [CvGS+].
1.6 Organisation of the thesis
In Chapter 2 we review the main mathematical ingredients used in the thesis. In partic-
ular, we follow [Eva10, AFP00, Giu84, Rud87, DM93] for a review on the main tools and
definitions on functional calculus and functions of bounded variation. Then, we give a brief
account of the classical computational approaches for solving TV models via smoothing.
We conclude the chapter with a condensed description of the PDE-constrained optimisa-
tion analytical and numerical framework, following essentially [DLR15, Tro¨10].
In Chapter 3 we report the results published in [CDS14] and [BCDS13]. We start
from describing the general form of the fourth-order PDEs considered, which can be seen
as non-standard gradient flows of the TV functional with respect to norms defined on
appropriate function spaces. Following mainly [HV03, PR55, vdHV79] we then review a
particular class of operator splitting methods and show how these can be applied to solve
numerically higher-order flows. As an alternative numerical strategy, we then proceed
similarly as in [Mu¨l08] and reformulate these problems in a primal-dual form and design
a quasi-Newton scheme for their numerical solution. We conclude the chapter presenting
some results for image inpainting and denoising problems.
Chapter 4 describes the TV-infimal convolution approach presented in [CDLRS15].
After a brief review on related variational approaches for mixed noise denoising problems,
we derive the model through a detailed maximum a posteriori (MAP) estimation [CS05a,
Stu10]. We then show well-posedness results for the model together with asymptotical
properties and report the numerical results obtained via the application of a SemiSmooth
Newton’s (SSN) method.
In Chapter 5 we give a general review on bilevel optimisation models in the context
of learning approaches for imaging based on our work in [CCDLR+15]. In particular, we
consider the tasks of choosing an optimal regularisation [DLRSV15b], data fidelity and
balance between the two [DLRS13]. In the case when a robust estimation of the noise is
required by means of training databases, we provide the details on the dynamical sampling
algorithm considered in [CDLRS14] for an efficient computation through SSN methods.
In Chapter 6 we revise the graph segmentation framework introduced in [BF12] and
used in our paper [CvGS+15]. After a quick review of the main notions of graph theory, we
focus on the numerical realisation of the model considered which is challenging due to the
large size of the images in the database as well as their characterisation in terms of non-
standard features (such as texture). The computational difficulties are overcome by means
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of matrix completion [Nys29] and convex splitting [SB11] techniques. In order to detect in
the image objects characterised by specific geometrical features (such as rulers), we design
algorithms based on the use of the Hough transform [Hou62] for identifying those features
in an auxiliary space where such properties are found as peaks of appropriate functions.
We conclude the thesis with some final comments and open questions in Chapter 7.
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Mathematical preliminaries
In this chapter we present the main mathematical tools and concepts which will be used
in the rest of the thesis. After fixing some notation, we start from revising some def-
initions and properties on Radon measures in order to define the space of function of
bounded variation, the main framework of our work. We then recall some basic con-
cepts on lower continuous envelopes and convergence of functionals. Basic knowledge
in real and functional analysis and on Sobolev space is assumed. We refer the reader to
[Bre83, LL01, Eva10] for further readings on these topics. Moreover, we briefly review some
standard concepts in numerical PDE (constrained) optimisation such as gradient-descent
and Newton’s methods. For these subjects we refer the reader to [Kel99, NW99, DLR15].
Notation. Let (X,B(X)) be a metric space where B(X) denotes the σ–algebra of X.
The space of continuous functions with compact support u : X → R` will be denoted by
Cc(X,R`) and endowed with the supremum norm ‖u‖∞ = supx∈X |u(x)|. Its completion
under this norm will be denoted by C0(X,R`). The space of R`–valued, k–times con-
tinuously differentiable functions defined on an open subset Ω of Rd, will be denoted by
Ck(Ω,R`), where with k =∞ we will denote the space C∞(Ω,R`) of infinitely differentiable
functions. When considering functions with compact support, similarly as above, we will
write Ckc (Ω,R`) and C∞c (Ω,R`), respectively.
Let now µ be a positive measure on (X,B(X)). For 1 ≤ p < ∞, we will denote by
Lp(X,R`;µ) the space of µ–measurable functions u : X → R`, such that ´X |u|pdµ < ∞
endowed with the norm:
‖u‖Lp(X,R`;µ) =
(ˆ
X
|u|pdµ
)1/p
, 1 ≤ p <∞,
while, for p = ∞ we will denote by L∞(X,R`;µ) the space of µ–essentially bounded
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functions endowed with the norm:
‖u‖L∞(X,R`;µ) = ess sup
x∈X
|u(x)|.
The spaces Lp(X,R`;µ) are Banach spaces for every 1 ≤ p ≤ ∞. For simplicity of notation,
we will omit to write µ in the case when µ = Ld, the d-dimensional Lebesgue measure in
Rd, for Ω ⊂ Rd. Consequently, we will intend Lp(Ω,R`) as a short version of Lp(Ω,R`;Ld).
Also, we will omit to write the range of functions in the spaces above whenever ` = 1. We
will do similarly for L∞(Ω,R`) and L∞(Ω).
Sobolev spaces of real-valued functions u whose distributional derivatives up to order
k ≥ 1 are functions in Lp(Ω) will be denoted by W k,p(Ω) and endowed with the norm
‖u‖Wk,p(Ω) =
∑
|α|≤k
ˆ
Ω
|Dαu|pdx
1/p , 1 ≤ p <∞,
‖u‖Wk,∞(Ω) =
∑
|α|≤k
ess sup
x∈Ω
|Dαu(x)|, p =∞,
where Dαu is the α–th distributional derivative of u and |α| = α1 + · · · + αd is the
order of the multi index α = (α1, . . . , αd). When p = 2 we will denote by H
k(Ω) the
Hilbert space W k,2(Ω) and Hk0 (Ω) is the completion of C∞c (Ω) under the ‖ · ‖Hk(Ω) norm.
The corresponding R`–valued Sobolev spaces will be denoted similarly by W k,p(Ω,R`),
Hk(Ω,R`) and Hk0 (Ω,R`).
2.1 Functional analysis
The mathematical description of an image starts from the analytical modelling of its
discontinuities, i.e. the image edges. Their representation is fundamental in most of the
imaging and computer-vision problems considered and the choice of a framework where
discontinuous functions can be analysed is a crucial starting point for our work. Classical
Sobolev spaces do not allow this modelling since the gradient of a Sobolev function is
still a function. The gradient of an image has rather to be understood as a measure. In
the space of function of bounded variation this is possible and a rigorous mathematical
analysis can be done. In this section we recall some basic definitions about measures and
define such space, giving a brief description of its main properties. Our description follows
essentially [AFP00, Giu84, Rud87].
2.1.1 Basic properties of Radon measures
We summarise the main definitions and properties of a special class of measures which
will serve us for the description of image discontinuities. Here and in the following Ω will
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denote an open domain in Rd.
Definition 2.1.1 (Finite Radon measures). Let X be a locally compact, Hausdorff space
and let B(X) denote the Borel σ-algebra of X. We say that a measure µ : B(X)→ R` is
a R`–valued finite Radon measure if the following three conditions hold:
• µ(∅) = 0,
• for any sequence (En)n∈N of pairwise disjoint elements of B(X) we have
µ
( ∞⋃
n=0
En
)
=
∞∑
n=0
µ(En),
• for any compact set K ⊂ Ω µ(K) <∞.
We denote by M(X,R`) the space of R`–valued finite Radon measures and simply write
M(X) in the case ` = 1 (real valued measures). Every µ ∈ M(X,R`) can be written as
µ = (µ1, . . . , µ`) where µi ∈M(X) for every i = 1, . . . , `.
Definition 2.1.2 (Total variation measure). For every µ ∈M(X,R`), we define the total
variation measure |µ| : B(X)→ R+ for every set E ∈ B(X) as follows
|µ|(E) := sup
{ ∞∑
n=0
|µ(En)| : En ∈ B(X) pairwise disjoint, E =
∞⋃
n=0
En
}
.
It can be shown that the measure |µ| is finite and positive.
In order to define a norm on M(X,R`), we state a representation theorem which
provides another interpretation of |µ|(X).
Theorem 2.1.3 (Riesz representation theorem). Let X be a locally compact, Hausdorff
metric space and let T be a bounded linear functional on (C0(X,R`), ‖ · ‖∞). Then there
exists a unique element µ ∈M(X,R`) such that
T (u) =
∑`
i=1
ˆ
X
ui dµi, ∀u ∈ C0(X,R`).
Moreover, the isomorphism is isometric with respect to the total variation measure, i.e.
‖T‖∗ = |µ|(X),
where ‖T‖∗ is the operator norm of T in the dual space of (C0(X,R`), ‖ · ‖∞).
Therefore, the spaceM(X,R`) can be viewed as the dual space of C0(X,R`) with respect
to the infinity norm. Hence, the space M(X,R`) is a Banach space under the norm
‖µ‖M(X,R`) = |µ|(X).
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Recalling that C∞c (X,R`) is dense in C0(X,R`) under the infinity norm, we have that
by definition of operator norm the following holds for every µ ∈M(X,R`):
‖µ‖M(X,R`) = |µ|(X) = sup
{
〈µ, v〉 : v ∈ C∞c (X,R`), ‖v‖∞ ≤ 1
}
, (2.1)
where the duality pairing 〈µ, v〉 is intended here as 〈µ, v〉 = ∑`i=1 ´X vi dµi.
Remark 2.1.4 (Radon norm of distributions). The formula (2.1) gives an alternative
definition for ‖µ‖M(X,R`) and can be used in the framework of distributions as follows.
Given an R`–valued distribution T in Ω we can define the Radon norm of T as
‖T ‖M(Ω,R`) = sup
{
〈T , v〉 : v ∈ C∞c (Ω,R`), ‖v‖∞ ≤ 1
}
.
Theorem 2.1.3 ensures that ‖T ‖M(Ω,R`) <∞ if and only if T is a finite Radon measure µ
and in that case ‖T ‖M(Ω,R`) = |µ|(Ω).
We recall now one of the most important tool in integration and measure theory:
the Lebesgue decomposition theorem. In the following, we will use it in the context of
functions of bounded variation. Hereafter, we denote by M+(X) the set of finite positive
Radon measures on X.
Definition 2.1.5. Let µ ∈M+(X) and ν ∈M(X,R`).
(i) We say that ν is absolutely continuous with respect to µ and we write ν  µ, if
whenever µ(E) = 0, then |ν|(E) = 0.
(ii) We say that µ and ν are mutually singular and we write µ⊥ ν if there exists a set
E ∈ B(X) such that µ(X \ E) = ν(E) = 0.
Theorem 2.1.6 (Lebesgue decomposition). Let µ ∈ M+(X) and ν ∈ M(X,R`). Then
there exists a unique pair νac, νs ∈M(X,R`) such that
ν = νac + νs, νac  µ, νs⊥ µ.
Moreover, there exists a unique f ∈ L1(X,R`;µ) satisfying νac = fµ. The element f is
called the Radon-Nikodym derivative of νac with respect to µ and it is denoted by f = ν
ac
µ .
Moreover, the following properties hold:
ν
µ
=
νac
µ
, and
νs
µ
= 0, µ− a.e. and ν(E) =
ˆ
E
νac
µ
dµ+ νs(E),
for every E ∈ B(X).
All the following Lebesgue decompositions will be considered with respect to the d-
dimensional Lebesgue measure Ld, which will not be explicitly written unless needed.
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Hence, with the notation µac and µs we will denote the absolutely continuous and singular
part of µ with respect to the Lebesgue measure, respectively.
We now recall the classical notion of weak∗ convergence for measures in M(X,R`).
Definition 2.1.7 (Weak∗ convergence of measures). We say that the sequence (µn)n∈N ⊆
M(X,R`) converges weakly∗ to µ ∈M(X,R`) if for every u ∈ C0(X) we have
lim
n→∞
ˆ
X
u dµn =
ˆ
X
u dµ.
The above notion of weak∗ convergence is the usual notion of weak∗ convergence in dual
spaces of Banach spaces since from the Riesz representation Theorem 2.1.3 M(X,R`) =(
C0(X,R`)
)∗
.
2.1.2 Functions of bounded variation
We now define the space of functions of bounded variation, the principal framework of
the mathematical imaging models we will consider in this work. Dealing with functions
with discontinuities in this space corresponds to consider edges in the modelling of images.
Here, we examine the main properties of this space.
Definition 2.1.8 (Functions of bounded variation). A function u ∈ L1(Ω) is a function
of bounded variation or, alternatively, u ∈ BV(Ω) if its distributional derivative Du can be
represented by a Rd–valued finite Radon measure. For simplicity, such measure will be still
denoted by Du, but interpreted as an element of M(Ω,Rd). In other words, u ∈ BV(Ω) if
there exists Du ∈M(Ω,Rd) such that
ˆ
Ω
u
∂v
∂xi
dx = −
ˆ
Ω
v dDiu, ∀v ∈ C∞c (Ω), i = 1, . . . , d.
Thanks to Lebesgue decomposition Theorem 2.1.6, Du can be decomposed into its
absolutely continuous and singular part with respect to the Lebesgue measure as follows:
Du = ∇u+Dsu, (2.2)
where, for simplicity, we have denoted by ∇u the absolutely continuous part (Du)ac and
by Dsu the singular part (Du)s of Du, respectively.
Remark 2.1.9. From Definition 2.1.8 we observe that W 1,1(Ω) ⊆ BV(Ω) since if u ∈
W 1,1(Ω) then Du = ∇u. Hence, BV(Ω) is a more general space than the standard Sobolev
space W 1,1(Ω).
Definition 2.1.10 (Total Variation). For a function u ∈ L1(Ω) the total variation of u,
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TV(u), is defined as
TV(u) = sup
{ˆ
Ω
u ∇ · v dx : v ∈ C1c (Ω,Rd), ‖v‖∞ ≤ 1
}
. (2.3)
It can be proved that TV(u) < ∞ if and only if u ∈ BV(Ω) and in that case TV(u) =
|Du|(Ω), see Remark 2.1.4. Hence, in the following we will indifferently use the notations
TV(u) and |Du|(Ω) to indicate the total variation of functions u ∈ BV(Ω).
Furthermore, if u ∈ W 1,1(Ω, ) then |Du|(Ω) is simply ‖∇u‖L1(Ω)) =
´
Ω |∇u| dx. One
side of the equality is a simple application of the Gauss-Green divergence theorem, whereas
the other inequality can be shown using mollification techniques [Fol99].
Finally, we note that by definition, the total variation is lower semicontinuous with
respect to the strong L1 convergence being the supremum of functions with such property.
Properties of BV(Ω)
The space BV(Ω) endowed with the norm
‖u‖BV(Ω) = ‖u‖L1(Ω) + |Du|(Ω), (2.4)
is a Banach space with bad compactness properties (for instance, smooth functions are not
dense with respect to the topology induced by the norm above). Hence, a weaker notion
of convergence is generally considered.
Definition 2.1.11 (Weak∗ convergence in BV). We say that the sequence (un)n∈N ⊆
BV(Ω) converges to u weakly∗ in BV(Ω) if
lim
n→∞ ‖un − u‖L1(Ω) = 0 and limn→∞
ˆ
Ω
v dDun =
ˆ
Ω
v dDu, ∀v ∈ C0(Ω).
In other words, (un) converges weakly
∗ to u in BV(Ω) if (un) converges to u in L1(Ω) and
(Dun) converges to Du weakly
∗ in M(Ω,Rd).
The norm in the space of functions of bounded variation introduced in (2.4) shows
better compactness properties with respect to weak∗ convergence introduced above. This
appears clear in the following compactness theorem which is often used to prove existence
results through the direct method of calculus of variations in order to overcome the non-
reflexivity of the Sobolev space W 1,1(Ω) .
Theorem 2.1.12 (Compactness in BV). Let (un)n∈N be a sequence in BV(Ω) such that
sup
n∈N
‖un‖BV(Ω) <∞.
Then, there exists a subsequence (unk)k∈N and some u ∈ BV(Ω), such that un → u weakly∗
in BV(Ω).
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Similar definitions and properties can be given also in the vectorial case, that is when
u ∈ L1(Ω,R`) with ` > 1. In our exposition, we limit ourselves to the scalar case for better
clarity.
We recall now an embedding theorem for the space BV.
Theorem 2.1.13. ( BV embedding theorem) Let Ω an open bounded domain in Rd with
Lipschitz boundary. Then,
BV(Ω) ⊆ Ld∗(Ω)
with continuous embedding. In the inclusion above d∗ = d/(d− 1) if d > 1 and d∗ =∞ if
d = 1.
Recalling the Lebesgue decomposition (2.2) for functions u ∈ BV(Ω) we can now say
more for the singular part Dsu of the distributional gradient Du. More precisely, in
[Amb89] Ambrosio showed that Dsu can be further decomposed into a “jump” part Ju
and a singular “Cantor” part Cu such that (2.2) actually becomes:
Du = ∇u+
Dsu︷ ︸︸ ︷
Ju + Cu . (2.5)
Heuristically, the presence of the jump part Ju in (2.5) clarifies the extension to the
BV space introduced above. Jump discontinuities are in fact encoded in this term. The
analysis of problems formulated in this space is often referred to as “nonsmooth” analysis,
due to the low regularity of the functions considered. Nonetheless, the tools and the
properties of functions in this space, still ensure a mathematically interesting analysis
where notions from functional analysis and calculus of variations can be still used to study
the models in a rigorous way.
2.1.3 Relaxed functionals and Γ-convergence
Recalling the variational approach for imaging problems introduced in Section 1.2.2, we
now follow [DM93, Bra02] and recall some notions in the case when J is not weakly lower
semicontinuous. In this case one cannot expect in general to guarantee the existence of
a minimum for the problem (1.4). However, an auxiliary functional can be associated to
J such that the minima of the auxiliary functional are weak cluster points of minimising
sequences for J . Similarly, we recall the concept of Γ-convergence which gives a meaning
to the convergence of sequence of functionals.
In the following we denote by R the extended real line, i.e., R = R∪{+∞} and consider
for simplicity X to be a separable Banach space endowed with a topology τ .
Let us start by recalling the definition of lower semicontinuity with respect to the
topology τ .
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Definition 2.1.14. The functional J is called τ–lower semicontinuous (l.s.c.) at a point
x ∈ X if for all sequences (xn)n∈N converging to x in the topology τ , we have
J(x) ≤ lim inf
n→∞ J(xn).
J is l.s.c. if it is l.s.c. at every point.
In the following, we shall think at τ to be either the strong or the weak topology of X. In
the direct method of calculus of variations the notion of weak l.s.c. emerges very naturally,
but, in general, it is a hard property to prove. A sufficient condition that implies weak
l.s.c. is convexity.
Theorem 2.1.15. Let J : X → R be convex. Then J is weakly l.s.c. if and only if J is
strongly l.s.c.
The theorem above is useful, since proving strong l.s.c. is not very hard in general.
Let us now consider the following definition which will be useful in the following to
deal with problems which are not τ–lower semicontinuous.
Definition 2.1.16 (Lower semicontinuous envelope). Let J : X → R. The τ -lower
semicontinuous envelope (also called the relaxed functional) of J with respect to the topology
τ , scτJ : X → R is defined for every x ∈ X by
scτJ(x) := sup
{
G(x) : G : X → R, τ–l.s.c., and G(y) ≤ J(y), ∀y ∈ X} .
In words, scτJ is the greatest τ–lower semicontinuous functional which is smaller or equal
than J .
Theorem 2.1.17. The τ–lower semicontinuous envelope scτJ of J with respect to the
topology τ is characterised by the following two properties:
(i) For every sequence (xn)n∈N τ–converging to x, we have
scτJ(x) ≤ lim inf
n→+∞ J(xn).
(ii) For every x ∈ X there exists a sequence (xn)n∈N τ–converging to x, such that
scτJ(x) ≥ lim sup
n→+∞
J(xn).
In the following Proposition we consider the relation between the original and the
relaxed problem.
Proposition 2.1.18. Let J : X → R and suppose that infx∈X J(x) ∈ R. Then if scτJ
has a minimum point we have that
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(i) minx∈X scτJ(x) = infx∈X J(x),
(ii) Every cluster point of a minimising sequence for J is a minimum point for scτJ ,
(iii) Every minimum point for scτJ is the limit of a minimising sequence for J .
Hence, starting with a minimisation problem for which existence of a solution is not
guaranteed, a relaxed, ‘close’ problem can be defined. The connections with the original
one are the ones stated in the Proposition 2.1.18.
Another notion which turns out to be particularly useful for approximating non-convex
problems is the notion of Γ-convergence of sequence of functionals.
Definition 2.1.19 (Γ–convergence). Let (Jn)n∈N a sequence of functionals such that Jn :
X → R for every n. We say that Jn Γ-converges to J for the topology τ if the following
two conditions hold:
(i) For every x ∈ X and every sequence (xn)n∈N τ–converging to x in X,
J(x) ≤ lim inf
n→+∞ Jn(xn).
(ii) For every x ∈ X there exists a sequence (xn)n∈N τ–converging to x in X such that:
J(x) ≥ lim sup
n→+∞
Jn(xn).
Definition 2.1.20 (Equicoercive sequence of functionals). A sequence of functionals
(Jn)n∈N is said to be equicoercive if for every t ≥ 0 there exists a compact subset Kt
of X such that {x ∈ X : Jn(x) ≤ t} ⊂ Kt for every n ∈ N.
We can finally condensate the main properties of Γ-convergence and relaxed functionals
in the following theorem.
Theorem 2.1.21. Let (Jn)n∈N be a sequence of equicoercive functionals from X to R.
Then:
(i) If the Γ-limit J of (Jn)n∈N exists, J is unique and l.s.c.
(ii) There exists a subsequence (Jnk)k∈N ⊂ (Jn)n∈N and J such that J = Γ−limk→+∞ Jnk .
(iii) If J = Γ− limn→+∞ Jn, then J +G = Γ− limh→+∞
(
Jn +G
)
for every continuous
function G : X → R.
(iv) If (Jn)n∈N converges to J uniformly, then (Jn)n∈N Γ–converges to J .
(v) If (Jn)n∈N is an increasing sequence of l.s.c. functionals converging to J pointwise,
then J is l.s.c. and (Jn)n∈N Γ–converges to scτJ .
(vi) If (Jn)n∈N is a decreasing sequence converging to J pointwise, then (Jn)n∈N Γ–
converges to scτJ , the τ -lower semicontinuous envelope of J defined in 2.1.16.
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2.2 Derivatives and subgradients
Let now V be a Banach space endowed with norm ‖·‖V and F : V → R. Following [Eva10],
we list here different notions of differentiability for the functional F . In the following we
will use the standard notation V ∗ to indicate the analytical dual space of V , i.e. the space
of linear and continuous functionals T : V → R. The duality pairing between V ∗ and V
will be denoted by 〈·, ·〉V ∗,V .
We start this section from the simplest notion of differentiability in one single direction.
Definition 2.2.1 (Directional derivative). Let F : V → R. If, for given v, h ∈ V the
limit:
δF (v)[h] := lim
t→0+
F (v + th)− F (v)
t
exists, then δF (v)[h] is called the directional derivative of F at v in the direction h. If the
limit exists for every h ∈ V , F is called directionally differentiable at v.
In the case where F is everywhere directionally differentiable and its derivative is a
linear and continuous operator, we have a stronger notion of differentiability.
Definition 2.2.2 (Gaˆteaux differentiability). Let F : V → R. If for a given v ∈ V and
every h ∈ V the limit:
δF (v)[h] = lim
t→0+
F (v + th)− F (v)
t
exists and δF ∈ V ∗, then δF (v) is called the Gaˆteaux derivative of F at v and F is called
Gaˆteaux differentiable at v.
Finally, we introduce a notion of differentiability in norm. The following definition can
be easily generalised to the case when F : V →W , where W is a normed space.
Definition 2.2.3 (Fre´chet differentiability). Let F : V → R. If F is Gaˆteaux differentiable
at v ∈ V and satisfies in addition
lim
‖h‖V→0+
|F (v + h)− F (v)− δF (v)h|
‖h‖V = 0,
then F is said to be Fre´chet differentiable at v. In this case the operator δF (v) is denoted
by ∇F (v) or, equivalently, with F ′(v) and called the Fre´chet derivative of F in v.
Higher-order directional, Gaˆteaux and Fre´chet derivatives can be defined similarly. We
list in the following the main properties of these derivatives.
Proposition 2.2.4 (Properties of Fre´chet derivative). Let F : V → R be Fre´chet differ-
entiable at v ∈ V . Then:
(i) F is continuous at v;
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(ii) F ′(v) =
[
d
dtF (v + tw)
]
t=0
for every w ∈ V .
Let V, W and Z be three Banach spaces and let F : V → W and G : W → Z be Fre´chet
differentiable at v ∈ V and F (v), respectively. Then the function H : V → Z defined by:
H(v) := G ◦ (F (v))
is also Fre´chet differentiable and its Fre´chet derivative is given by the chain rule:
H ′(v) = G′(F (v))F ′(v).
Remark 2.2.5. Expressed in the form (ii) of the proposition above, F ′(v) is also called
functional derivative of F in v.
Finally, we introduce now a weaker notion of differentiability which will be used in
the following for the design of second-order numerical methods in the case of nonsmooth
functions.
Definition 2.2.6 (Newton differentiability). Let D an open subset of V . The mapping
F : V → R is called Newton differentiable on D if there exists a generalised derivative
G ∈ V ∗ such that
lim
‖h‖V→0+
|F (v + h)− F (v)−G(v + h)h|
‖h‖V = 0,
for every v ∈ D. In this case the operator G(v) is called the Newton derivative of F at v.
We introduce now a more general notion of differentiability which can be used in the
case when the limits above do not exist.
Definition 2.2.7 (Subdifferential and subgradients). Let F : V → R. The subdifferential
of F at v ∈ V is defined as the set:
∂F (v) := {p ∈ V ∗ : 〈p, w − v〉V ∗,V ≤ F (w)− F (v), ∀w ∈ V } .
If ∂F (v) 6= ∅ we say that F is subdifferentiable at v and we call each element of ∂F (v) a
subgradient of F in v.
Of course, in the case when F is Fre´chet differentiable in v ∈ V we have ∂F (v) =
{F ′(v)}. However, subdifferentials turn out to be more interesting in the (convex) nons-
mooth case where the subdifferential is a multivalued operator.
2.3 Computational approaches to TV models
We now discuss on some computational aspects regarding the numerical solutions of TV-
based models. Due to the nonsmoothness of the TV regularisation functional (2.3), the
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numerical solution of the the minimisation problem
min
u∈BV(Ω)
J(u) := TV(u) + λ Φ(u, u0) (2.6)
is a challenging task which has been addressed in several works, see, e.g., [ROF92, AV94,
VO96, CL97, CM99, Vog02, CS05a]. In this section we focus on the regularisations of TV
classically used in literature to solve the problem (2.6) numerically. Therefore, we assume
for simplicity in this section that the fidelity term Φ is convex and differentiable, i.e. it
does not add computational difficulties to our problem. The case of nonsmooth fidelities
will be addressed later on.
In the following, we list three numerical regularisations of TV which are used in this
thesis. The first two techniques aim to regularise the TV functional in order to make it
differentiable so that the corresponding Euler-Lagrange equations can be considered and
their numerical solutions can be computed either via some fixed-point or steepest descent
methods with appropriate boundary conditions and a suitable initial guess. They can
be seen as numerical strategies solving the primal formulation of TV models where the
image u is the primal variable of both a regularised version of the minimisation problem
(2.6) and the associated Euler-Lagrange equations. An alternative choice is represented
by the dual formulation of the problem (2.6) where one takes into account also the dual
variable v ∈ C1c (Ω,Rd) with the constraint |v‖∞ ≤ 1 appearing in the definition of TV
(2.3). These model have been addressed in a number of papers due to the resulting efficient
computational algorithms they lead to, see for instance [Cha04]. Combinations of the two
models also exist in literature: there, the primal and the dual variable u and v are used
at the same time. These methods are known in literature under the name of primal-dual
methods and have been considered, for instance, in [CGM99, CP11].
2.3.1 Primal formulation
We assume that u is a smooth function in the space W 1,1(Ω) and compute the Euler-
Lagrange equation of (2.6) by taking the first variation of J and get:
0 = −∇ ·
( ∇u
|∇u|
)
+ λ Φ′(u, u0), (2.7)
where the divergence term is intended in the distributional sense and suitable boundary
conditions (such as homogeneous Neumann) are considered.
60
2.3. Computational approaches to TV models
ε-regularisation
Let us consider now the following regularised TV-functional defined for 0 ≤ ε 1:
TVε(u) :=
ˆ
Ω
√
|∇u|2 + ε dx. (2.8)
Whenever ε = 0, TVε reduces simply to the TV functional (2.3) for the smooth case,
whereas taking ε > 0 and replacing the TV term with TVε in (2.6), i.e. considering the
regularised functional
Jε(u) := TVε(u) + λ Φ(u, u0),
offers a number of advantages, like, for instance the property of differentiability. Using
convex analysis tools, Acar and Vogel showed in [AV94] that TVε is actually well-defined
for every L1(Ω) and that its effective domain is, in fact, BV(Ω). Moreover, the authors
showed that the nonsmooth TV functional can be interpreted as the pointwise limit of
TVε as ε → 0 and that, for every ε ≥ 0, TVε is convex and lower semicontinuous with
respect to the weak topologies of Lp(Ω) for 1 ≤ p <∞. Under some additional restrictions
on p, such properties ensure the existence of minimisers of Jε in L
p(Ω) which are shown
to converge to the minimiser of J in (2.6) as ε→ 0.
The regularised version of the Euler-Lagrange equation (2.7) reads:
0 = −∇ ·
(
∇u√|∇u|2 + ε
)
+ λ Φ′(u, u0), (2.9)
which is intended in the distributional sense and for suitable boundary conditions on ∂Ω.
Alternatively, as in [ROF92], one can write the steepest descent for (2.9) with artificial
time t as:
∂u
∂t
= ∇ ·
(
∇u√|∇u|2 + ε
)
− λ Φ′(u, u0) (2.10)
with the same choice of boundary conditions on ∂Ω and initial guess u(x, 0) = u0(x).
Equation (2.10) can be solved numerically by using explicit Euler [ROF92], lagged diffu-
sivity [CM99] or Newton’s [BCM+00] methods.
Huber regularisation
Alternatively, let us consider the continuous Huber regularisation of the absolute value of
the distributional gradient of u ∈W 1,1(Ω) depending on a parameter γ  1:
|∇u|γ :=
|∇u| − 12γ if |∇u| ≥ 1γ ,γ
2 |∇u|2 if |∇u| < 1γ .
(2.11)
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The corresponding regularised version of the nonsmooth problem 2.6 is then:
min
u∈W 1,1(Ω)
Jγ(u) := TVγ(u) + λ Φ(u, u0),
with
TVγ(u) :=
ˆ
Ω
|∇u|γ dx
be the Huber-TV functional. According to the (2.11), regions in the image with large
gradients (i.e. edges) are treated in a L1 fashion while the numerical difficulties arising in
homogeneous regions (compare (2.7)) are overcome by an L2-smoothing. The correspond-
ing regularised Euler-Lagrange equation reads in this case:
0 = −∇ ·
(
γ∇u
max(γ|∇u|, 1)
)
+ λ Φ′(u, u0). (2.12)
Such equation can be solved, for instance, using SemiSemooth Newton’s methods as in
[DLRS13].
As detailed in [Val04, DLRSV15b], we remark that the functional TVγ can be defined
in general for functions u ∈ L1(Ω) using duality as:
TVγ(u) = sup
{ˆ
Ω
u ∇ · v dx− γ
2
‖v‖2L2(Ω,Rd) : v ∈ C1c (Ω,Rd), ‖v‖∞ ≤ 1
}
.
Moreover, in [BPPS15], the authors showed that the regularised TVγ functional can be
equivalently expressed as the infimal convolution of the TV semi-norm and the L2 norm.
Huber-regularisation is useful especially in the context of second-order optimisation
methods [DLRS13, DLRLM14]. For this type of problems, smoother (namely, C2) Huber-
type regularisations are considered in order to guarantee further differentiability of the
regularisation term.
2.3.2 Dual formulation
In order to overcome the non-differentiability of the TV regulariser, one other approach
consists in reformulating the minimisation problem (2.6) in terms of the dual variable
v ∈ C1c (Ω,Rd) with the side constraint ‖v‖∞ ≤ 1.
Namely, writing down explicitly definition of TV given in (2.3), we have that (2.6)
becomes:
min
u∈BV(Ω)
{
sup
v∈C1c (Ω,Rd),‖v‖∞≤1
ˆ
Ω
u ∇ · v dx+ λ Φ(u, u0)
}
.
Since the fidelity term does not involve v, the problem above can be re-written as the
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saddle-point problem:
min
u∈BV(Ω)
sup
v∈C1c (Ω,Rd),‖v‖∞≤1
{ˆ
Ω
u ∇ · v dx+ λ Φ(u, u0)
}
. (2.13)
By exchanging the min and the sup operator due to classical convex optimisation results
(see, e.g., [BV04, ET76, HUL93]), we get:
sup
v∈C1c (Ω,Rd),‖v‖∞≤1
min
u∈BV(Ω)
{ˆ
Ω
u ∇ · v dx+ λ Φ(u, u0)
}
. (2.14)
The strategy now consists in finding an expression of u in terms of the dual variable v
by computing the optimality conditions in (2.14) and use such expression to formulate an
optimisation problem in terms of the sole variable v which can be solved easily. To have
a better understanding of this, we consider the simple case of a squared data fidelity.
Example (L2-data fidelity) In the case of quadratic data fidelity term Φ = 12‖u−u0‖22
(such as in the classical ROF denoising model [ROF92]), it is easy to compute the optimal
u by setting the gradient of the objective function in brackets in (2.14) to zero, thus
obtaining
u = u0 − 1
λ
∇ · v, (2.15)
which can now be inserted into (2.13), yielding in this case:
sup
v∈C1c (Ω,Rd),‖v‖∞≤1
{ˆ
Ω
u0 ∇ · v dx− 1
2λ
ˆ
Ω
(∇ · v)2 dx
}
. (2.16)
Therefore, by computing the optimal v and substituting in (2.15), the optimal primal
variable u can be easily found.
In synthesis, duality methods translate the computation of the solution of the minimi-
sation problem (2.6) in the computation of the solution of dual problems similar to (2.16).
For more general fidelities Φ, a dual formulation of the problem (2.6) can be derived by
using classical tools from convex analysis such as subgradients and convex conjugates, see,
e.g., [Cha04]. Compared to primal methods, dual methods allow for the design of efficient
algorithms, the main difficulty in their design being the constraint on the dual variable v.
2.3.3 Primal-dual formulation
Another approach for solving (2.6) consists in solving directly the saddle problem (2.13)
min
u∈BV(Ω)
sup
v∈C1c (Ω,Rd),‖v‖∞≤1
L(u, v), (2.17a)
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where
L(u, v) :=
ˆ
Ω
u ∇ · v dx+ λ Φ(u, u0). (2.17b)
We get the following necessary saddle-point conditions:
∂L
∂u
= ∇ · v + λ Φ′(u, u0) = 0,
and
L(u, v) ≥ L(u,w), for every w ∈ C1c (Ω,Rd), s.t. ‖w‖∞ ≤ 1. (2.18)
Condition (2.18) can be equivalently written as:
ˆ
Ω
u∇ · (v − w) dx ≥ 0 for every w ∈ C1c (Ω,Rd), s.t. ‖w‖∞ ≤ 1,
which can be shown to be actually a sufficient condition to guarantee that u is a solution
of (2.6) (see, for instance, [Mu¨l08]). An example of a celebrated primal-dual algorithm is
the one that has been proposed by Chambolle and Pock in [CP11] where applications to
several image denoising, inpainting and segmentation problems are shown.
Relaxation of the dual constraint
In order to rewrite (2.17) in an unconstrained form, the constraint on the variable v can
be relaxed by adding a standard penalty term which penalises the functional whenever
the constraint is not satisfied. In particular, one possibility is to replace L(u, v) in (2.17b)
by:
Lη(u, v) := L(u, v)− 1
2η
F (|v|)
where 0 < η  1 is a weighting parameter and F penalises whenever |v| > 1. A classical
example for F is:
F (|v|) = 1
2
ˆ
Ω
max(|v|, 1)2 dx. (2.19)
We observe that with this choice violations of the constraint for v are allowed, but at
the points where they occur the functional Lη is penalised. Stronger relaxations can be
used, preventing the constraint from being violated. These terms have usually logarithmic
structure and are known under the name of barrier terms or, in alternative, as interior-
point methods, see [Mu¨l08].
In the case of smooth functions u ∈ H1(Ω), the relaxation on the constraint of the
dual variable v given by (2.19) can be shown to correspond to the choice
TVη(u) :=
η
2
ˆ
Ω
|∇u|2 dx+
ˆ
Ω
|∇u| dx (2.20)
as primal functional. This can be interpreted as a combination of a nonsmooth L1 regular-
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isation smoothed by a small diffusion term whose strength is modulated by the weighting
parameter η.
Acknowledgement. The interpretation of the primal functional (2.20) for the case of
smooth functions described above is the result of a nice discussion the author of the thesis
had with Dr. Michael Mo¨ller, Department of Computer Science, Technische Universita¨t
Mu¨nchen, Germany.
2.4 PDE-constrained optimisation
We conclude this chapter with a condensed revision of the classical numerical approaches
used in optimisation to find solutions of PDE-constrained minimisation problems (which
will also be referred to later on in this thesis as bilevel optimisation problems). In our
exposition, we follow mainly [DLR15, Tro¨10]. In Chapter 5 we will consider extensions
of these methods to the nonsmooth case. For the sake of completeness, we start our
exposition with a brief review on the underlying theoretical framework of these models.
A standard PDE-constrained bilevel optimisation problem has the form:
min
(w,v)∈W×V
F(w, v) (2.21a)
subject to the PDE constraint:
e(w, v) = 0, (2.21b)
where F : W × V → R, e : W × V → B and W, V, B are reflexive Banach spaces.
Hereafter, we assume that the PDE (2.21b) has a unique solution w(v) and refer to the
operator S : V → W which assigns to each v ∈ V the solution w(v) of (2.21b) as the
control-to-state or solution operator. Using this operator, the optimisation problem (2.21)
can be written in reduced form as:
min
v∈V
F (v) := F(S(v), v) = F(w(v), v). (2.22)
For simplicity, we also assume in the following that F : V → R is bounded from below
and sufficiently smooth, specifying the regularity required as long as we get on. Under
standard coercivity and weak lower semicontinuity assumptions, problem (2.22) has a
global solution. Under the additional assumption of strictly convexity, the solution is
unique.
We recall now a standard property satisfied by every solution v ∈ V of (2.22) which
will be used in the following.
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Theorem 2.4.1. Let v ∈ V a local minimum in (2.22). If F is directionally differentiable
at v in direction η − v ∈ V , then:
δF (v)[η − v] ≥ 0.
Additionally, if F is Fre´chet differentiable at v there holds:
F ′(v)[u] = 0, for every u ∈ V. (2.23)
2.4.1 Characterisations of solutions
We now derive the necessary conditions used in practice to characterise solutions of the
minimisation problem (2.22) in terms of their first order information.
First order necessary conditions and adjoint states
Let us assume that F : W × V → R and e : W × V → B introduced in (2.21) are
continuously Fre´chet differentiable. Furthermore, denoting for brevity the optimal state
with w := w(v) let us assume that, given a solution (w, v) of (2.21), the partial derivative
of the map e with respect to w is a linear and continuous isomorphism between W and
B, i.e. satisfies:
ew(w, v) ∈ L (W,B) is a bijection.
This condition guarantees that in a neighbourhood of (w, v) a unique solution w(v) to the
state equation exists, via the implicit function theorem. Moreover, the control-to-state
operator is also continuously Fre´chet differentiable in such neighbourhood.
Under these assumptions, the necessary optimality condition (2.23) for v ∈ V to be
a local optimal solution, can equivalently be interpreted in terms of the adjoint state
associated to the problem (2.22) defined by the following Theorem.
Theorem 2.4.2 (Adjoint state and optimality system). Under the assumptions above, if
v ∈ V is a local optimal solution of (2.22) with associated state w ∈ W , then there exists
an element p ∈ B∗ such that the triplet (v, w, p) satisfies the following system of equations:
e(w, v) = 0, (2.24a)
ew(w, v)
∗p = Fw(w, v), (2.24b)
ev(w, v)
∗p = Fv(w, v). (2.24c)
The element p ∈ B∗ is called the adjoint state of the problem (2.21) and the system (2.24)
above is called the optimality system for v.
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In other words, Theorem 2.4.2 translates the necessary optimality condition (2.23) into
the existence of an adjoint state solving the optimality system (2.24).
Lagrangian formalism
The derivation of the optimality system (2.24) may be very hard in practice. In particular,
it may be not intuitive determining a priori its structure and the regularity of the adjoint
state p in B∗. We briefly revise here the Lagrangian approach, which is formally used in
practice to provide a hint on how the adjoint equations should look like.
Definition 2.4.3 (Lagrangian functional). The Lagrangian functional associated to the
reduced problem (2.22) is defined as the following functional L : W × V ×B∗ → R:
L(w, v, p) := F(w, v)− 〈p, e(w, v)〉B∗,B. (2.25)
By differentiating the Lagrangian functional with respect to the variable w and v
one can recover the optimality system (2.24). In fact, by taking the derivative of the
Lagrangian functional with respect to w in the direction y ∈W one obtains:
Lw(w, v, p)[y] = Fw(w, v)[y]− 〈p, ew(w, v)y〉B∗,B = Fw(w, v)[y]− 〈ew(w, v)∗p, y〉W ∗,W .
Similarly, taking the derivative with respect to the variable v in the direction h ∈ V , we
obtain:
Lv(w, v, p)[h] = Fv(w, v)[h]− 〈p, ev(w, v)h〉B∗,B = Fv(w, v)[h]− 〈ev(w, v)∗p, h〉V ∗,V .
Therefore, the optimality system (2.24) evaluated in correspondence with an optimal so-
lution (w, v) ∈W ×H can be written in terms of the Lagrangian functional L as follows:
e(w, v) = 0, (2.26a)
Lw(w, v, p) = 0, (2.26b)
Lv(w, v, p) = 0. (2.26c)
Second order sufficient optimality conditions
The description above shows how to find necessary conditions for an element v ∈ V
to be a minimum of the reduced functional F defined in (2.22). Unfortunately, first
order information is generally not enough to prove they are also sufficient. One has to
look at second order optimality conditions which for the problem considered translate
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basically into a positivity condition of the second Fre´chet derivative. Without any further
assumptions on F , this guarantees the property of v to be a local minimum. We do
not include here the corresponding theory and results, but we refer the reader to [Tro¨10]
where a detailed analysis for several different PDE problems is considered. Nonetheless,
we present in the following some insight on the numerical methods for solving (2.22),
pointing out the second-order-type conditions required for their convergence to a global
minimum of the problem.
2.4.2 Numerical methods for PDE-constrained problems
We give now an account of classical numerical optimisation methods, with a particular
focus on the case of PDE constrained problems. The general philosophy of the methods
presented in this section is an iterative procedure which, starting from an initial iterate
v0, decreases the value of the cost functional F in (2.22) along the iterations by exploiting
first and second order differential information. Depending on the method, different descent
directions can be considered as well as different procedures determining how far iterates
need to move along them. In what follows, we restrict to the case when V is a Hilbert
space and denote by (·, ·) the scalar product in V .
Optimise-then-discretise approach Hereafter in the thesis, we consider infinite di-
mensional optimisation methods for the solution of the problem 2.21b. In fact, we follow
the optimise-then-discretise approach where first the numerical algorithm is designed and
then the PDE is discretised. This differs from the discretise-then-optimise approach where,
after the discretisation of both the cost functional and the PDE is carried out, the opti-
misation is performed via large-scale optimisation tools. In our work we prefer the former
approach mainly for two different reasons: firstly, as previously discussed in Section 1.1.2,
because the variational imaging models we consider are set up in infinite dimensional func-
tion spaces. Secondly, such approach guarantees the key property of mesh independence,
that is the property of an infinite dimensional method to reflect the corresponding prop-
erties of discretised problems with sufficiently small step sizes. This property is crucial
in the design of an optimisation method independent on the size of the grid used for its
discretisation.
Gradient-descent methods
In the case when the reduced cost functional F in (2.22) is assumed to be continuously
Fre´chet differentiable, a standard descent method approach consists in exploiting first
order information at each iteration k ≥ 0 and define a descent direction dk ∈ V such that,
for α > 0
F (vk + αdk) < F (vk), (2.27)
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is satisfied for every k. By linearising the left hand side of (2.27), we approximate F as:
F (vk + αdk) ≈ F (vk) + α(∇F (vk), dk).
Ideally, we would like then to choose the descent direction dk as:
dk = arg min
‖d‖V =1
(∇F (vk), d). (2.28)
The following theorem defines the direction dk along which F decreases most rapidly.
Theorem 2.4.4. Let vk ∈ V such that ∇F (vk) 6= 0 for every k ≥ 0. Then, the problem
(2.28) has a unique solution given by
dk = − ∇F (vk)‖∇F (vk)‖V , for every k ≥ 0.
The Theorem 2.4.4 above, justifies the classical choice for the direction dk to be chosen
as:
dk = −∇F (vk), k ≥ 0, (2.29)
which corresponds to the standard gradient-descent (or steepest-descent) optimisation
method solving (2.22).
The following global convergence result holds:
Theorem 2.4.5 (Global convergence of gradient-descent methods). Let F in (2.22) be
Fre´chet differentiable and bounded from below. If (vk)k∈N, (dk)k∈N are sequence of iterates
and gradient-descent directions provided by Theorem 2.4.4 and α > 0 is small enough,
then:
lim
k→+∞
∇F (vk) = 0,
and every accumulation point of (vk)k∈N is a stationary point of F .
In the theorem above, we intentionally do not make precise how to choose the param-
eter α. In fact, this can be allowed to change along the iterations, so that α = αk, k ≥ 0,
under some conditions. We will comment more on this choice in the following, providing
some extra conditions for the sequence (αk)k∈N which ensure the validity of Theorem 2.4.5
in that case as well.
Remark 2.4.6. Theorem 2.4.5 ensures global convergence of the algorithm, but local con-
vergence of gradient-descent methods is typically slow, see [Kel99].
Theorem 2.4.5 holds actually for a class of more general descent conditions which is
generally referred to as angle condition. They read:
−(F (vk), dk) ≥ θ‖∇F (vk)‖V ‖dk‖V , θ ∈ (0, 1), (2.30)
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and needs to be satisfied at each iteration k ≥ 1. In this general framework, several choices
of directions dk can be made. A special class is given by directions dk defined as:
dk = −D−1k ∇F (vk), (2.31)
where the family of matrices (Dk)k∈N satisfies:
α1‖v‖2V ≤ (Dkv, v) ≤ α2‖v‖2V , for every v ∈ V and every k ≥ 1, (2.32)
for some constants 0 < α1 < α2 independent of k. It can be easily shown that inequality
(2.30) is satisfied for this choice and, consequently, the global convergence result guaran-
teed in Theorem 2.4.5 holds.
Recalling the PDE-constrained optimisation framework (2.21a)- (2.21b) as well as The-
orem 2.4.2, we have that in correspondence with an optimal solution v ∈ V and its cor-
respondent state w ∈ W the following characterisation of the cost functional F holds:
(∇F (v), h) = −〈ev(w, v)∗p, h〉V ∗,V + Fv(w, v)[h], (2.33)
where p is the solution of the adjoint system (2.24). Equation (2.33) is the one which
is used in practice to choose the descent direction dk as in (2.29) at each iteration of
the optimisation algorithm. Once dk has been defined, the state and adjoint equations
are solved simultaneously to compute the corresponding new iterates wk+1 and pk+1,
respectively.
Newton’s methods
We consider now a second-order Taylor’s expansion of the functional F at the point vk+αd
with α > 0. We can write
F (vk + αd) ≈ F (vk) + α(∇F (vk), d) + 1
2
(∇2F (vk)d, d),
where ∇2F (vk)d denotes the Riesz representative of F ′′(vk)d. Analogously as before, a
descent-direction dk can be computed at each iteration k ≥ 1 by finding the minimiser
of the expression above with respect to d. In particular, such dk satisfies the following
first-order optimality condition:
α∇F (vk) +∇2F (vk) dk = 0,
which can be equivalently written in the more usual form:
∇2F (vk)dk = −α∇F (vk). (2.34)
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Equation (2.34) is classically known in literature under the name of Newton’s iteration for
the solution of the optimality condition:
∇F (v) = 0. (2.35)
Such a class of methods is used for computing iteratively local minima of the function
through the optimality condition ∇F (v) = 0. In (2.34), if the second derivative is invert-
ible, the Newton’s iteration reads:
vk+1 = vk − α(∇2F (vk))−1∇F (vk). (2.36)
Moreover, if the second derivative satisfies condition (2.32) and α > 0 is small enough,
global convergence of the iterates again holds, as guaranteed by Theorem 2.4.5. Such con-
dition, though, is quite difficult to check at each Newton iteration. Generally, some alter-
native conditions are preferred such as Lipschitz continuity of ∇2F in a neighbourhood of
a local optimal point. We state the result in the framework of the constrained-optimisation
(2.21a)- (2.21b).
Theorem 2.4.7 (Local convergence of Newton method). Let (w, v) ∈W ×V a local opti-
mal solution of (2.21a)- (2.21b) and assume that the maps F and e are twice continuously
Fre´chet differentiable with Lipschitz continuous second derivatives. Further, assume that
ew(w, v) is locally bijective in a neighbourhood of the solution pair (w, v). If there is a
constant µ > 0 such that the Lagrangian functional L defined in (2.25) satisfies:
L′′w,v(w, v, p)[(y, h)]2 ≥ µ‖h‖22,
for every pair (y, h) ∈W × V such that
ew(w, v)y + ev(w, v)h = 0,
then the Newton iterates (2.36) converge locally quadratically, that is there is a constant
C > 0 such that:
‖vk+1 − v‖V ≤ C‖vk − v‖2V ,
for every k ≥ 1.
To summarise: when considering D−1k = I in (2.31), gradient descent iterations are
obtained. Theorem 2.4.5 ensures global convergence to the minimum, but the rate of con-
vergence is often slow (typically linear). On the other hand, the choiceD−1k = (∇2F (vk))−1
in (2.31) gives rise to Newton’s methods. For those methods quadratic local convergence is
obtained, but global convergence is not generally guaranteed without any further assump-
tions on the positivity of ∇2F at least in a neighbourhood of a solution. Furthermore,
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the computation of the Hessian requires typically more computational efforts. To circum-
vent this problem, a common strategy in the design of second-order optimisation methods
consists in the approximation of the Hessian through first-order information in order to
reduce the computational costs, while ensuring rapid local convergence rate and preserving
the positivity of the approximated Hessian, this leading to a globally convergent method.
These methods go under the name of quasi-Newton methods.
Quasi-Newton methods
More precisely, at each Newton’s iteration k+1 the second derivative can be approximated
by considering a linear and continuous operator Bk+1 which can be expressed in terms of
first order quantities evaluated in the previous iteration k and satisfying, for instance, the
secant equation, compare Figure 2.1:
Bk+1(vk+1 − vk) = ∇F (vk+1)−∇F (vk).
Figure 2.1: Secant equation. Image from [DLR15].
Let us now define for every k ≥ 1 the quantities sk := vk+1−vk and zk := ∇F (vk+1)−
∇F (vk). In order to uniquely determine the operator Bk+1 additional conditions are
needed. One possibility consists in choosing Bk+1 as the solution of:
minB ‖W (B−1 −B−1k )W‖F
subject to :
B = B>, Bsk = zk.
(2.37)
Here ‖ · ‖F stands for the matrix Frobenius norm and W is a positive definite matrix
satisfying W 2sk = zk. Therefore, the solution of the problem (2.37) can be expressed as:
Bk+1 = Bk − Bksk ⊗Bksk
(Bksk, sk)
+
zk ⊗ zk
(zk, sk)
, (2.38)
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where the for every w1, w2 ∈ V the operation w1 ⊗ w2 is defined as:
(w1 ⊗ w2)(v) := (w2, v)w1, v ∈ V.
The update (2.38) is known in literature under the name of Broyden-Fletcher- Goldfarb-
Shanno (BFGS) method to compute an approximation of ∇2F (vk). Note that such ap-
proximation exploits first-order information only. The following Theorem guarantees that
this approximation can be used in practice.
Theorem 2.4.8 (Convergence of BFGS). Let F be twice Fre´chet differentiable and let
∇2F be Lipschitz continuous in a neighbourhood of an optimal solution v of (2.22), with
bounded inverse. Let B0 an initial positive operator such that B0 − ∇2F (v) is compact
and let v0 ∈ V be an initial guess. Then, the BFGS iteration
vk+1 = vk −B−1k F (vk)
converges superlinearly to v provided that
‖v0 − v‖V and ‖B0 −∇2F (v)‖L (V )
are sufficiently small.
As with Newton’s methods, condition of boundedness of the inverse of ∇2F can be
replaced by a convexity condition.
SemiSmoothNewton (SSN) methods
A different Newton-type method can be designed in order to solve (2.35) in the case when
the function F is not twice Fre´chet differentiable. Recalling Definition 2.2.6 of Newton
differentiability, we have the following theorem.
Theorem 2.4.9 (Convergence of SSN). Let F be Fre´chet differentiable and v be a so-
lution to (2.22). Let v0 ∈ V be an initial guess. If ∇F is Newton differentiable with
Newton derivative H in a neighbourhood D of v and H has bounded inverse in D, then
the SemiSmooth Newton (SSN) iteration
vk+1 = vk −H(vk)−1F (vk)
converges superlinearly to v provided that ‖v0 − v‖V is sufficiently small.
SSN methods will turn out to be particularly useful in the design of second-order
optimisation methods for nonsmooth max-type functions appearing in the Euler-Lagrange
equation of the Huber-regularised TV functional in (2.12).
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Line search
As briefly discussed before, another important choice in (2.27) is the one of the parameter
α > 0. Once having fixed the descent direction dk in each iteration k ≥ 1, such a choice
determines how far the current iteration needs to move along dk. As such, the parameter
α can let vary along the iterations by defining:
αk := arg min
α>0
F (vk + αdk), for every k ≥ 1, (2.39)
or, alternatively, one can choose αk as the smallest positive root of the corresponding
necessary optimality condition for (2.39), whenever (2.39) is easy to solve. However, in
practice, this may be too complicated. In general, the following two properties need to be
satisfied by the sequence (αk)k∈N:
F (vk + αkdk) < F (vk), for every k ≥ 1, (2.40a)
F (vk + αkdk)− F (vk)→ 0, as k → +∞. (2.40b)
Assuming that the sequence (αk)k∈N satisfies the properties (2.40a)-(2.40b) above, a global
convergence result for gradient-descent methods similar to Theorem 2.4.5 holds. Similarly,
provided that the line search parameter guarantees that the curvature condition
(zk, sk) > 0 (2.41)
is satisfied in (2.38), global convergence of BFGS method is obtained.
Armijo rule One popular example of line search strategy is the Armijo rule with back-
tracking. The selection of αk is performed in each iteration k ≥ 1 as follows: given a
descent direction dk for F and the current iterate vk, αk is chosen as the largest element
in
{
1, 12 ,
1
4 , . . .
}
such that:
F (vk + αkdk)− F (vk) ≤ θ αk(∇F (vk), dk), (2.42)
where 0 < θ  1 is a constant. Defining φ(α) := F (vk + αdk), (2.42) can be rewritten as
φ(α) ≤ φ(0) + θ φ′(0).
Such sequence satisfies properties (2.40a)-(2.40b) and is a good choice for the design of a
descent algorithm, compare Figure 2.2.
Despite improving the general local convergence behaviour of the optimisation algo-
rithm used, line search strategies may be very costly in practice, especially for PDE-
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Figure 2.2: Armijo line search rule. Image from [DLR15].
constrained optimisation problems due to the evaluation of the cost functional in each
outer iteration of the optimisation loop.
Remark 2.4.10 (Computational complexity). The use of BFGS (or, in general, of other
Quasi-Newton) superlinearly-convergent optimisation algorithms applied to compute the
approximation of the n × n Hessian matrix for a problem with n unknowns is O(n2). In
order to reduce such factor some low-complexity alternatives can be used. For instance,
limited-memory BFGS methods (L-BFGS) store in each iteration of the optimisation only
few vectors of the Hessian matrix to compute implicitly its approximation, whereas in
LQN methods the approximation of the Hessian matrix (corresponding to Bk+1 in (2.38))
is found in a low-complexity space. Using these alternatives, the number of operations can
be reduced up to O(n log n).
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Chapter 3
Numerical solution of higher-order
TV flows
In this chapter we start our investigation considering two non-standard gradient flows
of the TV energy which have been considered in recent works to overcome some of the
TV reconstruction drawbacks discussed in Section 1.4.1. The nonlinear PDEs considered
have a differential order typically of order four and, as such, encode more differential
information which enhance the reconstruction of the image.
From a computational point of view, finding numerical schemes that solve such type of
equations is a challenging problem. Dealing with an evolutionary nonlinear higher-order
PDE, an easily applicable method is desirable. On one hand, a naive explicit discreti-
sation in time may restrict the choice of the time-step size ∆t up to an order (∆x)k,
where ∆x denotes the step size of the spatial grid and k is the differential order, compare
[Sme03]. Moreover, the strong nonlinearity of subgradients of the total variation adds
additionally constraints to the stability condition of a discrete time stepping scheme, com-
pare [CM99, DWB09]. In particular, when approximating the subgradient of the total
variation by regularising it – either by a square root ε-regularisation as in (2.8) or by
a regularisation of its dual formulation (2.13) – the size of the regularisation parameter
encodes the accuracy of this approximation, that is the strength of the nonlinearity in
the approximated subgradient. The presence of this nonlinearity together with the higher
differential order of the equation may result then in restrictive stability conditions on
numerical time stepping for small values of this regularisation parameter.
In the following we consider two prototypes of these higher-order flows and propose
efficient numerical methods for the computation of their solution based either on a di-
mensional splitting strategy or on quasi-Newton schemes solving a relaxed primal-dual
formulation of the problem.
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3.1 Two non-standard TV gradient flows
We consider higher-order nonlinear PDEs of the type
∂u
∂t
= ∇ · (h(u)∇q) q ∈ ∂|Du|(Ω) in Ω× (0,∞),
u(t = 0) = u0 in Ω,
(3.1)
where h : R→ R is a modelling function, u0 is a sufficiently regular initial condition and
∂|Du|(Ω) denotes the subdifferential of the total variation functional, see Definition 2.2.7.
Equations of the form (3.1) typically arise in the study of tension driven flow of thin liquid
films [Mye98, ODB97] and have recently found applications in image processing, see, e.g.,
[OSV03, BHS09, SBBH09]. We limit ourselves to the consideration of two prototypes of
(3.1). In particular, we focus on the two choices h(u) ≡ 1 and h(u) = u and apply the two
resulting models to solve image inpainting and image denoising tasks, respectively.
3.1.1 The TV gradient flow in the space H−1
In the case when h(u) ≡ 1 in (3.1), we receive
∂u
∂t
= ∆q, q ∈ ∂|Du|(Ω), in Ω× (0,∞),
u(t = 0) = u0 in Ω.
(TV-H−1)
Elements q of the subdifferential ∂|Du|(Ω) have the property that, if q ∈ ∂|Du|(Ω), then
(see [Ves01, Proposition 4.1]), for every x ∈ Ω s.t. |∇u(x)| 6= 0
q = −∇ ·
( ∇u
|∇u|
)
, (3.2)
and ∂|Du|(Ω) is multivalued otherwise. This characterisation motivates the fourth differ-
ential order and the strong nonlinearity on the gradient in equation (3.1) in this case.
Equation (TV-H−1) constitutes a gradient flow of the total variation seminorm in the
space H−1. This is rather different from classical approaches to image processing task
where the L2-gradient flows of the TV functional is generally considered and results in a
nonlinear second-order PDE. In [Mey01, OSV03, LV08, DW05] higher-order approaches
like (TV-H−1) are proposed for image denoising and image decomposition. When applied
to image denoising, a given noisy image u0 is decomposed into its piecewise smooth part
u = u(T ), solution of (TV-H−1) at time T , and its oscillatory, noisy part n, i.e., u0 =
u + n. Similarly, in image decomposition the piecewise smooth part u represents the
structure/cartoon part of the image, and the oscillatory part n its texture part. The
advantage of using an H−1 subgradient of the total variation rather than an L2 subgradient
is that the application of the model (TV-H−1) shows better separability of the data into
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oscillatory and piecewise constant components and it reduces unwanted artefacts of the
total variation filter such as staircasing, cf. [OSV03, LV08, LT06].
In [BHS09, SB11] equation like (TV-H−1) is used for image inpainting. As discussed
in Section 1.4.1, the higher-order subgradient is necessary for improving upon the ability
of total variation-type inpainting to smoothly connect image structures also over large
distances, cf. for instance [SC02, CS01, CKS02]. In [BHS09] the inpainted image u is
reconstructed from a given image f ∈ L2(Ω) which is damaged inside the inpainting
domain D ⊂ Ω by evolving it via the flow
∂u
∂t
= ∆q, q ∈ ∂TV (u), in D,
u = f in Ω \D,
(3.3)
where
TV (u) :=
 |Du|(Ω) if ‖u‖L∞(Ω) ≤ 1 a.e. in Ω,+∞ otherwise.
Here, the L∞-bound on solutions of (3.3) is a technical assumption needed for the existence
analysis in [BHS09] and does not present a restriction when dealing with greyvalue images
whose values are always bounded within a fixed interval.
3.1.2 The L2-Wasserstein TV gradient flow
Considering (3.1) with the choice h(u) = u, we get the following equation for u:
∂u
∂t
= ∇ · (u∇q), q ∈ ∂|Du|(Ω), in Ω× (0,∞),
u(t = 0) = u0 ≥ 0 in Ω,
(TV-Wass)
where we assume the given initial condition u0 to be nonnegative and with unitary mass,
i.e.
´
Ω u0(x) dx = 1.
Wasserstein spaces of probability densities and abstract gradient flows
Before proceeding, we now follow [AGS08, Vil03, ACB+03] and briefly revise the definition
of the L2-Wasserstein distance in the space of probability measures defined on a general
metric space (Ω, d). This will facilitate and make more clear the following discussion.
Let P(Ω) be the space of probability measures on Ω and let µ ∈ P(Ω). Let us denote
by P2(Ω) the space of all probability measures on Ω with integrable second moment.
Definition 3.1.1. Let µ1, µ2 ∈ P2(Ω). The L2-Wasserstein distance between µ1 and µ2
is defined by:
W2(µ1, µ2)
2 := min
Π∈Γ(µ1,µ2)
ˆ
Ω×Ω
d(x, y)2 dΠ(x, y).
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Here, Γ(µ1, µ2) denotes the class of all transport maps γ ∈ P(Ω× Ω) such that
pi1#γ = µ1, pi
2
#γ = µ2,
where for i = 1, 2, pii : Ω× Ω→ Ω are the canonical projections on Ω and pii#γ ∈ P(Ω) is
the push-forward of γ through pii.
Equation (TV-Wass) can be derived as the L2-Wasserstein gradient flow of the TV
functional |Du|(Ω) in the abstract framework of Riemannian manifolds proceeding simi-
larly as in [Ott99]. In this abstract framework, let (M, g) a Riemannian manifold and let
E :M→ R an energy functional defined onM. The abstract gradient flow of E on (M, g)
can be expressed as
∂u
∂t
= −grad E|u , (3.4)
where grad E|u is a tangent vector field to M in u. We note here that the metric tensor
g is a necessary ingredient to the notion of gradient flow since it converts the differential
diff E of E , a cotangent vector field, into the gradient grad E through the relation:
g(grad E , s) = diff E .s, for all vector fields s on M.
The abstract gradient flow (3.4) can then be equivalently expressed as
g
(
∂u
∂t
, s
)
+ diff E|u .s = 0, for all vector fields s on M. (3.5)
Taking s = ∂u∂t we have that:
d
dt
E(u) = diff E|u .
∂u
∂t
= −g(∂u
∂t
,
∂u
∂t
) ≤ 0, (3.6)
which is nothing but the energy decreasing property along ∂u∂t . Let us fix now:
- M = {u : Ω→ R : u ≥ 0, ´Ω u dx = 1}.
- g(s1, s2) =
´
Ω u∇p1 · ∇p2 dx, where for i = 1, 2 si ∈ TuM, the tangent space to M
in u, and is defined as
si = −∇ · (u∇pi). (3.7)
- E(u) = |Du|(Ω), the TV functional.
We note that thanks to (3.7) we have
g(s1, s2) =
ˆ
Ω
s1p2 dx.
For q ∈ ∂|Du|(Ω) and every p related to s through (3.7) we have then that the flow
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(TV-Wass) can be formally derived as:
ˆ
Ω
u∇
(
∂u
∂t
)
· ∇s dx+
ˆ
Ω
q s dx =
ˆ
Ω
∂u
∂t
p dx−
ˆ
Ω
q ∇ · (u∇p) dx
=
ˆ
Ω
∂u
∂t
p dx−
ˆ
Ω
∇ · (u∇q) p dx = 0, (3.8)
where we have used (3.5)-(3.5), integration by parts and the divergence rule.
In the following we will consider equation (TV-Wass) as a higher-order regularising
procedure for u0 being a noisy image. This approach has been proposed in [BFS12] for
density estimation and smoothing. Therein, the authors propose to compute a smoothed
version u of a given probability density u0 as a minimiser of
1
2
W2(u0Ld, uLd)2 + α|Du|(Ω). (3.9)
This minimisation problem can be interpreted as a discrete approximation of a solution of
the gradient flow (TV-Wass) of |Du|(Ω) with respect to the L2-Wasserstein metric. More
precisely, the minimisation of (3.9) represents one timestep of De Giorgi’s minimising
movement scheme (see, e.g. [AGS08, JKO98]) to the functional |Du|(Ω) with timestep α.
By construction, the regularisation method (3.9) proposed in [BFS12] is nonsmooth, i.e.,
edge preserving, and conserves mass, i.e., is density preserving.
Equation (TV-Wass) has been further investigated in [DS12], where the authors nu-
merically studied the scale space properties and high-contrasting effects of the equation by
solving it with an alternating direction implicit (ADI) operator splitting approach similar
to the one we want to apply to the (TV-H−1) model. There, the subgradient q of the TV
seminorm in (TV-Wass) is approximated by an ε-regularisation using the characterisation
(3.2) above.
3.1.3 Related work
Some numerical methods have been proposed to solve equations of the type (3.1). Lieu
and Vese [LV08] proposed a numerical method to solve TV-H−1 denoising/decomposition
by using the Fourier representation of the H−1 norm on the whole Rd, d ≥ 1. This leads to
a second-order PDE defined in Fourier space. In [ES07] and [ES09] the authors propose an
algorithm using a finite element method to solve such equation, while in [AC05, Sch09b]
a dual approach similar to the one described in [Cha04] is presented with interesting
applications both to denoising and inpainting. In [SB11] the authors present results of
convergence and stability for a particular numerical splitting method solving equation
(TV-H−1), called convex splitting, see Section 6.2.4. Therein, the equation is modelled
as the gradient flow in H−1 of the difference of two convex energies. The result is the
presence of a linear diffusion term in the numerical scheme which balances the unstable
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behaviours coming from the nonlinear terms.
The use of the L2-Wasserstein distance function in (3.9) may appear unusual. However,
in the last years, several connections between the world of imaging and the one of optimal
transport have been considered in the literature. For instance Wasserstein distances have
been used for image segmentation in [CEN07], in [Mem11] for image matching and in
[LLSV14] for texture-cartoon decomposition. In [BFS12] the numerical solution of (3.9)
has been accomplished by a combination of the Benamou-Brenier formulation [BB00]
for the Wasserstein distance, an augmented Lagrangian method and a split Bregman
technique [GO09b, Bru10]. This numerical procedure is in the flavour of several recently
proposed numerical schemes for equations with gradient flow structure, cf., e.g., [CM09,
BCC08, DMM10, BCW10] and references therein. In a recent work of Peyre´ [Pey] an
entropic smoothing of the Wasserstein term resulting in a Kullback-Leibler approximation
is considered and an efficient algorithm solving the modified problem is proposed.
We consider in the following two numerical strategies proposed equations of the type
(3.1). In particular, we propose a directional operator splitting strategy for solving the
(TV-H−1) flow and a damped Newton’s method solving the primal-dual formulation of
(TV-Wass).
3.1.4 Preliminaries
In order to make the following exposition more clear, we specify here some useful definitions
and notation details.
Notation
Since we are going to discuss the numerical solution of evolutionary differential equations,
we need to distinguish between the exact solution u of the continuous equation (3.1)
and the approximate semi-discrete and fully discrete solutions of the numerical schemes.
Therefore, in the following we will denote by u(x, y, t) the exact solution at point (x, y) ∈
Ω = [a, b]× [c, d] and t ≥ 0. We will write un(x, y) to indicate the approximation in time
of the function u(x, y, tn), where (x, y) ∈ Ω, tn = n∆t, n ≥ 0 having fixed ∆t as the
time step size. Further, we will approximate Ω by a finite grid {a = x1 < . . . < xN =
b} × {c = y1 < . . . < yM = d} with equidistant spatial size h = (b − a)/N = (d − c)/M
and then denote by ui,j(t) the approximation of u(xi, yj , t) in the node (xi, yj) at time t
and by U(t) = (ui,j(t))i,j the semi-discretised solution vector. Finally, the fully discrete
approximation of u will be denoted by Un = (ui,j(n∆t))i,j . Also, when dealing with
vectors, we will indicate their components using the superscripts notation: Y =
(
Y 1 Y 2
)>
.
For the discretised operators, we will indicate by D∗ the differential operator acting in the
direction ∗ and we will use the notations D∇, Ddiv and D∆U to indicate the discrete
gradient, divergence and Laplace operator of the approximating solution U , respectively.
82
3.1. Two non-standard TV gradient flows
The discretised operators
In the following we define all the discrete operators that we use for approximating the
spatial derivatives that appear in the design of our numerical schemes. Throughout the
section we will make use of homogeneous Neumann boundary conditions. Alternatively,
periodic boundary conditions can also be used. In our numerical simulations we did not
notice any significant change in this latter case.
We will approximate the first derivatives ux(xi, yj , ·) in the x− directions using forward
differences (D+x U)i,j and backward differences (D
−
x U)i,j , where:
(D+x U)i,j =
1
h
(ui+1,j − ui,j) and (D−x U)i,j =
1
h
(ui,j − ui−1,j).
The first derivatives of u with respect to y will be approximated analogously by (D+y U)i,j
and by (D−y U)i,j . The pure second derivatives will be approximated by using the five-point
formula, this means the Laplace operator ∆u = uxx + uyy will be approximated by:
(D∆U)i,j = (DxxU)i,j + (DyyU)i,j =
1
h2
(ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − 4ui,j). (3.10)
The mixed derivatives uxy(xi, yj , ·) will be approximated by:
(DxyU)i,j =
1
4h2
(ui+1,j+1 + ui−1,j−1 − ui−1,j+1 − ui+1,j−1).
Other discretisations of the mixed derivative terms can be considered as well. For instance,
in [itHW07] a more general discretisation weighting also the other points in the 3 × 3 is
considered. Nonetheless, for the sake of simplicity we stick in the following with the
discretisation given as above. An appropriate and maybe adaptive choice of such operator
could be further investigated.
For the discretisation of the pure and mixed fourth-order derivatives appearing in
Section 3.3, we will use a 5× 5 stencil and approximate uxxxx, uyyyy and uxxyy by:
(DxxxxU)i,j = (Dxx(DxxU))i,j =
1
h4
(ui+2,j − 4ui+1,j + 6ui,j − 4ui−1,j + ui−2,j),
(DyyyyU)i,j = (Dyy(DyyU))i,j =
1
h4
(ui,j+2 − 4ui,j+1 + 6ui,j − 4ui,j−1 + ui,j−2),
(DxxyyU)i,j = (Dxy(DxyU))i,j =
1
16h4
(ui+2,j+2 + ui−2,j−2 + 4ui,j + ui−2,j+2 + ui+2,j−2)
− 1
8h4
(ui,j+2 + ui+2,j + ui−2,j + ui,j−2).
In order to preserve the adjointness property between the discrete gradient and diver-
gence operators, we will use forward differences for the discretisation of ∇ and backward
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differences for ∇·, see, e.g., [Cha04]. One can check that this indeed implies
−D−div(P) · U = P ·D+∇U, ∀ U ∈ RN×M , P ∈ (RN×M )2. (3.11)
Under the choice of the boundary conditions specified above, this formula corresponds
essentially to the discrete analogue of integration by parts. Whenever alternative (such as
upwind-type) discretisations are used, they will be specified in the text.
Definition of stability
We will often refer in the following to the property of unconditional stability of time
stepping methods solving equations of the type (3.1). In the following, we make precise
what we mean with such a property.
Definition 3.1.2. Let u be an element of a suitable function space H defined on Ω ×
[0, T ], with Ω ⊂ R2 open and bounded and T > 0. Let G be a real valued function and
∂u
∂t = G(u,D
αu) a partial differential equation with all spatial Dα with order |α| ≤ 4. A
corresponding time stepping method
un+1 = un + ∆tGn(un, un+1, D
αun, D
αun+1) (3.12)
where Gn is a suitable approximation of G in un and un+1 is unconditionally stable
if all the solutions of (3.12) are bounded for all ∆t > 0 and all n such that n∆t ≤ T
and stable if, for a given ∆t > 0, the solutions of (3.12) are bounded for all n such that
n∆t ≤ T .
3.2 Alternating Directional Implicit (ADI) splitting schemes
The general idea behind splitting methods is breaking down a complicated problem into
smaller (and, typically, easier to approach) parts, such that these smaller problems can
be solved efficiently. Different splitting methods have been presented both to solve ODEs
and PDEs. The main idea is the splitting of the operator defining the problem into dif-
ferent components. We focus on an operator splitting method called directional splitting,
see [HV03]. In particular, we discuss three types of directional splitting: the Peaceman-
Rachford scheme [PR55], the Douglas-Hundsdorfer scheme [vdHV79, Hun02], and an ad-
ditive multiplicative operator splitting (AMOS) scheme [BIK01].
In what follows we consider large systems of generic ordinary differential equations
(ODEs) arising from a semi-discretisation of initial boundary value problems such as{
U ′(t) = F (t, U(t)) for t ≥ 0,
U(0) = U0,
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for a given function F : (0, T )×R→ R, U : (0, T )→ R and initial condition U0 ∈ R. The
explicit dependence on time of F may not appear, thus considering autonomous systems.
Directional splitting methods simplify the problem above by decomposing the differ-
ential operator F into the sum:
F (t, U) = F0(t, U) + F1(t, U) + · · ·+ Fs(t, U) for some s ≥ 1, (3.13)
where s is the spatial dimension of the problem, i.e. Ω ⊂ Rs. In (3.13), the components
Fj , j = 1, . . . , s, encode the linear action of F along the space direction j = 1, . . . , s,
respectively, and F0 may contain additional contributes coming from mixed directions and
non-stiff nonlinear terms. In their general form, alternating directional implicit (ADI)
schemes are time-stepping methods that treat the unidirectional components Fj , j ≥ 1
implicitly and the F0 component, if present, explicitly in time. Having in mind a standard
finite difference space discretisation of the differential operators involved (see Section 3.5
for the details), this splitting idea translates numerically into considering tridiagonal, easily
invertible operators acting each on one direction only, which is a desirable feature in the
design of (semi-)implicit numerical schemes.
3.2.1 The Peaceman-Rachford scheme
The first method we consider in this framework is the second-order accurate Peaceman-
Rachford ADI method (see [PR55] and [HV03]) where the operator F is simply splitted
into F = F1 +F2, i.e. no mixed derivative or nonlinear terms are present. For every n ≥ 0
the approximation Un+1 is computed through the following time-stepping:
Un+1/2 = Un +
∆t
2
F1(tn, Un) +
∆t
2
F2(tn+1/2, Un+1/2),
Un+1 = Un+1/2 +
∆t
2
F1(tn+1, Un+1) +
∆t
2
F2(tn+1/2, Un+1/2).
(3.14)
In (3.14) we observe that forward and backward Euler are applied alternatively in a sym-
metrical fashion, thus resulting in second-order accuracy. The scheme (3.14), however,
does not have a natural extension for the case when F0 6= 0, so more general ADI methods
have been proposed in the literature to deal with the more general case.
3.2.2 The Douglas-Hundsdorfer scheme
Another ADI numerical method that allows a more general decomposition like the one in
(3.13) is the so-called Douglas method (see [vdHV79] and [Hun02]). In it, the numerical
approximation in each time step is computed by applying at first a forward Euler predictor
and then it is stabilised by intermediate s steps where just the unidirectional components
Fj of the splitting (3.13) appear, weighted by a parameter θ ∈ [0, 1]. The size of θ balances
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the implicit/explicit behaviour of these steps. In other words, the unidirectional operators
are applied to the convex combination θUn+1 + (1− θ)Un, thus considering fully implicit
steps for θ = 1, explicit ones for θ = 0 and a Crank-Nicolson type scheme for θ = 1/2.
The time-consistency order of the scheme is equal to two whenever F0 = 0 and θ = 1/2
and it is of order one otherwise. However, in many applications F0 6= 0 (for instance,
when considering contributions coming from mixed derivative operators) for any given θ.
In these cases, one would like to still preserve second-order time accuracy. Consequently,
some extensions of the Douglas scheme have been proposed. Denoting by Yj and Y˜j , j =
1, . . . , s the intermediate approximations of Un+1 computed in the unidirectional steps,
the following scheme proposed in [Hun02] by Hundsdorfer is an extension of the Douglas
method where a second stabilising parameter σ > 0 appears:
Y0 = Un + ∆tF (tn, Un)
Yj = Yj−1 + θ∆t(Fj(tn+1, Yj)− Fj(tn, Un)), j = 1, 2, . . . , s
Y˜0 = Y0 + σ∆t(F (tn+1, Ys)− F (tn, Un))
Y˜j = Y˜j−1 + θ∆t(Fj(tn+1, Y˜j)− Fj(tn+1, Ys)), j = 1, 2, . . . , s
Un+1 = Y˜s.
(3.15)
In this extension, the approximation Ys to Un+1 obtained from the application of the
pure Douglas method is used to introduce a correction with respect to whole operator
F as well. The advantage of this extension is that for any given θ the scheme (3.15)
has time-consistency order equal to two if σ = 1/2 and one otherwise, independently of
F0. The parameter θ is typically fixed to be θ = 1/2. Its choice is discussed in [Hun02].
Larger values of θ give stronger damping of implicit terms, whereas lower values typically
favour better accuracy. Stability properties of this scheme applied to linear convection-
diffusion equations with mixed derivative terms together with technical relations between
the parameter θ and σ to guarantee von Neumann stability are investigated in [itHM13,
itHW07]. There, setting σ = 1/2, the preferable value for θ to have stability is θ =
1/2 +
√
3/6. In [WB03] the authors combine the approach presented above with iterative
methods for solving nonlinear systems.
3.2.3 Additive-Multiplicative Operator Splitting (AMOS) schemes
In both schemes (3.14) and (3.15) some explicit terms appear. These may affect stability
properties of the methods and, generally, their accuracy. As observed in [BIK01], splitting
schemes as directional splitting methods belong to the family of multiplicative locally one-
dimensional (LOD) schemes. In their general semi-implicit operator form, when a splitting
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similar to (3.13) holds, they can be written as:
s∏
i=0
(I −∆tFi)Un+1 = Un, (3.16)
where, similarly as before, each operator Fi, 1 ≤ i ≤ s, is acting just along the i-th di-
rection, whereas F0 encodes mixed contributions. Dealing with such operator is typically
difficult from a numerical point of view since the matrix (I−∆tF0) is, generally, not tridi-
agonal. For this reason, the scheme (3.15) deals explicitly with such a term. Analogously,
explicit components appear also in (3.14) because of the alternating application of forward
and backward Euler. As we will point out later, these explicit contributions may create
instabilities in the methods considered. Following the strategy presented in [BIK01], our
attempt is to modify (3.14) such that no explicit contributions appear. At this stage, the
cost of such an operation appears to be the reduction of the accuracy of the method to or-
der one, against the second-order achieved with the classical Peaceman-Rachford method
(3.14). In order to preserve such accuracy as well as the symmetry of the method, at each
time step two parallel calculations can then be performed:{
(I −∆tF1)Un∗ = Un
(I −∆tF2)U˜n+1 = Un∗
and
{
(I −∆tF2)Un? = Un
(I −∆tF1)U¯n+1 = Un? ,
(3.17a)
which, written in the same form as (3.14) and (3.15), read as:{
Un∗ = Un + ∆tF1(Un∗)
U˜n+1 = Un∗ + ∆tF2(U˜n+1)
and
{
Un? = Un + ∆tF2(Un?)
U¯n+1 = Un + ∆tF1(U¯n+1).
(3.17b)
To get the numerical solution Un+1 we can simply average:
Un+1 =
U˜n+1 + U¯n+1
2
, (3.17c)
thus ensuring a symmetric splitting. Due to the nature of such a method, we refer to (3.17)
as additive multiplicative operator splitting (AMOS) ADI method. Note, that this scheme
is identical to an earlier version of the well-known Strang splitting (see, for instance,
[HV03, (1.12), p.329]). For nonlinear problems, such scheme is second-order accurate, in
contrast to first-order accuracy of the classical Strang splitting scheme (compare [BIK01]).
Furthermore, the scheme (3.17) has the advantage of allowing a parallel implementation,
as suggested in [LNT92, LNT91, WRV98].
We focus now on the particular case of regular domains Ω ⊂ R2, i.e. we consider in
the following s = 2. Hence, the F1 component (F2, respectively) will contain operators
acting just along the x-direction (y-direction, respectively). When appearing, the term F0
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will deal with the mixed xy-direction. Our aim is to adapt the ADI schemes (3.14), (3.15)
and (3.17) to regularised versions of the nonlinear model (TV-H−1).
3.3 Solving (TV-H−1) by ADI splitting
We would like to apply a directional splitting strategy to compute efficiently the numerical
solution of the higher-order PDE (TV-H−1) using ADI schemes presented in the previous
Section 3.2. As a toy example, we start from considering the easier, linear higher-order
biharmonic equation in the following Section 3.3.1, before applying a similar strategy to
the nonlinear one in Section 3.3.2.
3.3.1 The linear case: the biharmonic equation
We start by considering the linear, fourth-order parabolic biharmonic equation:
∂u
∂t
= −∆2u in Ω× (0, T ). (3.18)
Such equation appears in many applied mathematical models such as the Cahn-Hilliard
model describing phase transitions and phase separation in binary mixtures (see, for in-
stance, [EF87] and [NCS84]). Some work on ADI schemes applied to the biharmonic
equation already exists in literature. It dates back to [CD58] where the authors consider
the equation to model vibrational modes for thin plates. The numerical analysis of the
resulting ADI schemes has been studied in [WB03, itHM13] where linear stability results
are proved as well.
We are looking for the solution U of the following semi-discretised version of (3.18):
U ′(t) = F (U) := −D∆2U = −DxxxxU −DyyyyU − 2DxxyyU. (3.19)
Following (3.13), we decompose the function F into the sum
F (U) = F0(U) + F1(U) + F2(U),
where the components Fi, i = 0, 1, 2, are defined by
F0(u) := −2DxxyyU, F1(u) := −DxxxxU, F2(u) := −DyyyyU, (3.20)
and the differential operators are discretised as described in Section 3.1.4. Using decom-
position (3.20) we can find for every n the approximating solution Un+1 of (3.18) using
the Hundsdorfer ADI scheme (3.15). Namely, for every ∆t and real parameters σ, θ > 0,
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the scheme reads: 
Y0 = Un + ∆tF (Un)
Y1 = Y0 + θ∆t(F1(Y1)− F1(Un))
Y2 = Y1 + θ∆t(F2(Y2)− F2(Un))
Y˜0 = Y0 + σ∆t(F (Y2)− F (Un))
Y˜1 = Y˜0 + θ∆t(F1(Y˜1)− F1(Y2))
Y˜2 = Y˜1 + θ∆t(F2(Y˜2)− F2(Y2))
Un+1 = Y˜2.
(3.21)
Now we simplify the problem (3.19) by splitting the fourth-order equation into a mathe-
matically equivalent autonomous system of two partial differential equations of order two.
We obtain: {
U ′(t) = D∆V = DxxV +DyyV = F (U, V ),
V = −D∆U = −DxxU −DyyU = G(U, V ).
(3.22)
Then, the Hundsdorfer scheme (3.21) applied to (3.19) can be equivalently written as a
coupled ADI scheme for approximate solutions (Un, Vn) of (3.22). For positive parameters
θ, σ this gives:
 Y 20
Y 10
 =
 G(Un, Vn)
Un + ∆tF (Un, Y
2
0 )
 ,
 Y 11
Y 21
 =
 Y 10
0
+
 θ∆tF1(Y 11 , Y 21 )
G1(Y
1
1 , Y
2
1 )−G1(Un, Vn)
 ,
 Y 12
Y 22
 =
 Y 11
0
+
 θ∆tF2(Y 12 , Y 22 )
G2(Y
1
2 , Y
2
2 )−G2(Un, Vn)
 ,
 Y˜ 20
Y˜ 10
 =
 G(Y 12 , Y 22 )
Y 10 + σ∆t(F (Y
1
2 , Y˜
2
0 )− F (Un, Vn))
 ,
 Y˜ 11
Y˜ 21
 =
 Y˜ 10
0
+
 θ∆tF1(Y˜ 11 , Y˜ 21 )
G1(Y˜
1
1 , Y˜
2
1 )−G1(Y 12 , Y 22 )
 ,
 Un+1
Vn+1
 =
 Y˜ 11
0
+
 θ∆tF2(Y˜ 12 , Y˜ 22 )
G2(Y˜
1
2 , Y˜
2
2 )−G2(Y 12 , Y 22 )

(3.23)
where the functions F, F1, F2 and G,G1, G2 are given by:
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 F1(U, V )
G1(U, V )
 =
 0 Dxx
−Dxx 0
 ·
 U
V
 , (3.24)
 F2(U, V )
F2(U, V )
 =
 0 Dyy
−Dyy 0
 ·
 U
V
 ,
F (U, V ) = F1(U, V ) + F2(U, V ), G(U, V ) = G1(U, V ) +G2(U, V ).
Schemes (3.21) and (3.23) are equivalent as one can easily check by substitution. As
detailed in the previous Section 3.2.1, ADI schemes are typically applied for evolution
equations (as the one for u in (3.22)). Consequently, the scheme for the stationary equation
for v is adjusted in order to preserve the equivalence with the corresponding scheme (3.21)
solving (3.19). Moreover, in both the explicit steps of the scheme above the order of
application of the method is inverted for consistency issues. Namely, in (3.23) we first find
consistent approximations for Vn+1 using them to get consistent approximations of Un+1.
3.3.2 The nonlinear case: the TV-H−1 model
We now want to derive in a similar way an ADI method solving the TV-H−1 equation
(TV-H−1). Expanding the differential operators appearing in the equation generates an
intractable number of nonlinear terms of various differential orders. This makes a direct
application of the ADI scheme to (TV-H−1) impracticable. Therefore, following the ideas
presented in Section 3.3.1, we reduce the original fourth-order equation to an autonomous
system of two second-order equations. We first regularise the subgradient of the total
variation in (TV-H−1) using the characterisation (3.2). We use the ε-regularisation (see
Section 2.3.1) and replace |∇u| by |∇u|ε :=
√|∇u|2 + ε, 0 < ε 1, compare (2.8). This
results in the following regularised version of (TV-H−1)
∂u
∂t
= −∆∇ ·
( ∇u
|∇u|ε
)
, or, equivalently,

∂u
∂t
= ∆v,
v = −∇ ·
( ∇u
|∇u| ε
)
.
(3.25)
In the following we present two different linearisations of the problem above. Such a
choice is important from two different points of view, intrinsically related to each other.
The former is the accuracy of the scheme we are considering: rough linearisations (i.e.
linearisations which consider most of the nonlinear terms explicitly evaluating them in
one or more given approximations of the solution in previous time steps) are likely to
present poor accuracy as well as stability issues. This is a general consideration in the
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numerical solution of every PDE and has to be taken into account and balanced with the
choice of linearisation which might be more accurate and precise, but which could present,
on the other hand, difficulties in its implementation and application. The latter point of
view is peculiar to our choice of performing a directional splitting scheme. As pointed out
above, our purpose is splitting our partial differential operator into the sum of components
which are considered both explicitly (as F0 above) and implicitly (as F1 and F2), as in
(3.13). The choice of the linearisation affects such a splitting as the F0 component and the
linearised quantities multiplying the differential operators acting in x and y may change
accordingly. For instance, the F0 component might not appear changing the choice of the
ADI scheme we want to use.
In the following we proceed by presenting two ADI schemes of the form (3.14) and
(3.15) associated to two different linearisations of (3.25). For a given initial condition
(U0, V0), our problem consists in finding an approximation (Un+1, Vn+1) of the solution
(u(tn+1), v(tn+1)) to (3.25) for every n ≥ 0. In both cases, we choose the solution at the
previous time step (Un, Vn) as linearisation point.
The first linearisation
Indicating by U˜ the value of the solution Un in the previous time step, our first choice of
linearisation is the following (compare with [DS12]):
U ′(t) = D∆V,
V = −ε+ (D
+
y U˜)
2
|D+∇U˜ |3ε
DxxU − ε+ (D
+
x U˜)
2
|D+∇U˜ |3ε
DyyU + 2
D+x U˜D
+
y U˜
|D+∇U˜ |3ε
DxyU,
(3.26)
where (U, V ) is the semi-discrete approximation to a solution of (3.25). Here, the lin-
earisation of V constitutes a semi-implicit approximation of the second-order nonlinear
diffusion, evaluating all the first-order derivatives of the expansion in the previous time
step. As before, we use the following notation for the system (3.26): U ′(t)
V
 =
 F (U, V )
G(U, V )
 =
 A B
C D
 ·
 U
V
 (3.27)
for suitable matrices A,B,C and D in RNM×NM . We split F and G into the sum of three
different terms: F0 and G0 containing the mixed derivative term and F1, G1 and F2, G2
containing the derivatives with respect to x and y only, respectively. This produces the
splitting:
F (U, V ) = F0(U, V ) + F1(U, V ) + F2(U, V ),
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G(U, V ) = G0(U, V ) +G1(U, V ) +G2(U, V ), (3.28)
with: F0(U, V )
G0(U, V )
 =
 A0 B0
C0 D0
 ·
 U
V
 =
 0 0
2
D+x U˜D
+
y U˜
|D+∇U˜ |3ε
Dxy 0
 ·
 U
V
 ,
 F1(U, V )
G1(U, V )
 =
 A1 B1
C1 D1
 ·
 U
V
 =
 0 Dxx
− ε+(D+y U˜)2|D+∇U˜ |3ε Dxx 0
 ·
 U
V
 ,
(3.29) F2(U, V )
G2(U, V )
 =
 A2 B2
C2 D2
 ·
 U
V
 =
 0 Dyy
− ε+(D+x U˜)2|D+∇U˜ |3ε Dyy 0
 ·
 U
V
 .
Due to the presence of a mixed derivative operator, a simple Peaceman-Rachford scheme
can not be applied. As discussed before, in these situations the Hundsdorfer scheme (3.15)
appears to be more appropriate. Therefore, similarly as for the biharmonic equation in
the previous section, we consider the following ADI scheme:
 Y 20
Y 10
 =
 G(Un, Vn)
Un + ∆tF (Un, Y
2
0 ))
 ,
 Y 11
Y 21
 =
 Y 10
Vn
+
 θ∆t(F1(Y 11 , Y 21 )− F1(Un, Vn))
G1(Y
1
1 , Y
2
1 )−G1(Un, Vn)
 ,
 Y 12
Y 22
 =
 Y 11
Vn
+
 θ∆t(F2(Y 12 , Y 22 )− F2(Un, Vn))
G2(Y
1
2 , Y
2
2 )−G2(Un, Vn)
 ,
 Y˜ 20
Y˜ 10
 =
 G(Y 12 , Y 22 )
Y 10 + σ∆t(F (Y
1
2 , Y˜
2
0 )− F (Un, Vn))
 ,
 Y˜ 11
Y˜ 21
 =
 Y˜ 10
Y 22
+
 θ∆t(F1(Y˜ 11 , Y˜ 21 )− F1(Y 12 , Y 22 ))
G1(Y˜
1
1 , Y˜
2
1 )−G1(Y 12 , Y 22 )
 ,
 Un+1
V n+1
 =
 Y˜ 11
Y 22
+
 θ∆t(F2(Y˜ 12 , Y˜ 22 )− F2(Y 12 , Y 22 ))
G2(Y˜
1
2 , Y˜
2
2 )−G2(Y 12 , Y 22 )
 .
(3.30)
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The second linearisation
Another possibility is to linearise the system (3.25) in the following way:
U ′(t) =D∆V,
V =−D−
div
(
D+∇U
|D+∇U˜ | ε
)
= − 1|D+∇U˜ |ε
DxxU +
D+x U˜DxxU˜ +D
+
y U˜D
−
xD
+
y U˜
|D+∇U˜ |3ε
Dupx U
− 1|D+∇U˜ |ε
DyyU +
D+x U˜D
+
xD
−
y U˜ +D
+
y U˜DyyU˜
|D+∇U˜ |3ε
Dupy U,
(3.31)
where again U˜ = Un, the spatial quantities are discretised as above and the discrete
operators Dupx and D
up
y are defined below. We observe that with this choice no mixed
derivative operator acting on U appears. Mixed terms are encoded and considered in the
previous time step. On the other hand, we get first derivative operators and not just
second-order ones as in (3.26). Writing again the system (3.31) as in (3.27), we now split
F and G in the following way:
F (U, V ) = F1(U, V ) + F2(U, V ), (3.32)
G(U, V ) = G1(U, V ) +G2(U, V ),
where F1(U, V )
G1(U, V )
 =
 0 Dxx
1
|D+∇U˜ |ε
Dxx
D+x U˜DxxU˜+D
+
y U˜D
−
x D
+
y U˜
|D+∇U˜ |3ε
Dupx 0
 ·
 U
V
 ,
 F2(U, V )
G2(U, V )
 =
 0 Dyy
− 1|D+∇U˜ |εDyy +
D+x U˜D
+
x D
−
y U˜+D
+
y U˜DyyU˜
|D∇+ U˜ |3ε
Dupy 0
 ·
 U
V
 .
(3.33)
We note that the splitting (3.32) is a two-components splitting. We then design a Peaceman-
Rachford ADI scheme (3.14) for the system (3.31) as follows:
 Un+1/2
Vn+1/2
 =
 Un + ∆t2 F1(Un, Vn) + ∆t2 F2(Un+1/2, Vn+1/2)
G1(Un, Vn) +G2(Un+1/2, Vn+1/2)
 ,
 Un+1
Vn+1
 =
 Un+1/2 + ∆t2 F1(Un+1, Vn+1) + ∆t2 F2(Un+1/2, Vn+1/2)
G1(Un+1, Vn+1) +G2(Un+1/2, Vn+1/2)
 .
(3.34)
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For the discretisation of the first derivative operators in the scheme present in the equation
for V in (3.31) we use the standard numerical technique of upwinding, i.e. the sign of
the coefficients in front of the first derivatives terms affects in which direction the finite
differences are computed. More precisely, we use:
C1(U˜)D
up
x = χ{sign(C1>0)} D−x U + χ{sign(C1<0)} D+x U, (3.35)
C2(U˜)D
up
y = χ{sign(C2>0)} D−y U + χ{sign(C2<0)} D+y U
where
C1(U˜) =
D+x U˜DxxU˜ +D
+
y U˜D
−
xD
+
y U˜
|D+∇U˜ |3ε
, C2(U˜) =
D+x U˜D
+
xD
−
y U˜ +D
+
y U˜DyyU˜
|D+∇U˜ |3ε
and χS is the characteristic function of the set S.
A numerical discussion pointing out the differences between the ADI schemes (3.30)
and (3.34) resulting from the two linearisations (3.26) and (3.31), respectively will follow
in Section 3.5.1.
Discussion of stability restrictions for the Hundsdorfer scheme
As we are going to illustrate numerically in Section 3.5.1, a stable application of the ADI
schemes to equation (TV-H−1) depends on the choice of the regularising parameter ε. In
order to use reasonably large time steps ∆t, this parameter has to be taken sufficiently
large to get stable results for the numerical solution of (TV-H−1). For the following
stability consideration we use the terminology introduced in Definition 3.1.2, where we
consider the solution continuous in space and discrete in time.
Fully explicit numerical schemes solving TV gradient flows turn out to show restrictive
stability conditions related to the strength of the nonlinearity in the TV subgradient, cf.
[CM99, DW05]. On the other hand, schemes solving (3.31) without any operator splitting
are unconditionally stable. In particular, we have the following stability theorem:
Theorem 3.3.1. Let u0 be a sufficiently regular initial condition and un the solution of
un+1 = un −∆t∆∇ ·
(∇un+1
|∇un|ε
)
. (3.36)
Then, the following stability estimate holds
‖∇un+1‖ε ≤ ‖∇u0‖ε, (3.37)
where ‖w‖ε =
(´
Ω(w
2 + ε)
)1/2
.
Proof. Multiplying equation (3.36) by ∆−1(un+1 − un) (where ∆−1 is the inverse of the
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negative Laplacian with zero Neumann boundary conditions) and integrating over Ω we
get:
〈un+1 − un,∆−1(un+1 − un)〉 = ∆t〈∇ ·
(∇un+1
|∇un|ε
)
, un+1 − un〉
where 〈·, ·〉 denotes the L2 inner product. We can rewrite the left hand side of the equation
above using the properties of ∆−1 and applying the divergence theorem, thus finding:
〈∇∆−1(un+1 − un),∇∆−1(un+1 − un)〉+ ∆t〈
(∇un+1
|∇un|ε
)
,∇(un+1 − un)〉 = 0.
We can now apply the result provided in [ES07] and summing over all tn = n∆t up to
T = N∆t, finding the following stability estimate:
‖∇un+1‖ε ≤ ∆t
∑
n
‖∂tun+1 = un+1 − un
∆t
‖2−1 + ‖∇uN+1‖ε ≤ ‖∇u0‖ε,
which gives (3.37). In particular, estimate (3.37) does not depend on the size of ε.
Remark 3.3.2. An alternative proof of the theorem above can be given directly by writing
the semi-implicit approximation of the minimising movement scheme in a variational form
as follows:
〈un+1 − un
∆t
, v〉 = −〈∆∇ ·
(∇un+1
|∇un|ε
)
, v〉
for every v ∈ L2(Ω). In the equation above, the term appearing on the right hand side is
then interpreted as the Freche´t derivative of the total variation energy in the space H−1(Ω)
and the stability condition (3.37) can be derived similarly as above.
These considerations about explicit and implicit schemes solving without any splitting
the problem (TV-H−1) serve as a motivation for the following estimates. We focus on
the Hundsdorfer scheme (3.23) applied to the TV-H−1 equation with the choice (3.28),
(3.29). In each iteration the numerical solution is computed from equations consisting of a
combination of explicit and implicit quantities. In particular, the explicit quantities might
affect the stability properties of the scheme. To motivate this, we focus in the following
just on the first three stages of the scheme (3.23) applied to the TV-H−1 equation with
the choice (3.28), (3.29) and θ = 1/2. Looking at the first three stages of (3.23) only
can be justified by the fact that the subsequent three stages of the scheme have a similar
structure and are not expected to change the stability properties drastically. Combining
the three steps of the scheme (3.23) with the choice (3.28), (3.29) we find the following
expression:
un+1 − un
∆t
+
1
2
∂xx(C1(un)∂xxun+1) +
1
2
∂yy(C2(un)∂yyun+1)
+
∆t
4
∂xx(C1(un)∂xx(∂yy(C2(un)∂yyun+1))) (3.38)
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=−∆∇ ·
( ∇un
|∇un|ε
)
+
1
2
∂xx(C1(un)∂xxun) +
1
2
∂yy(C2(un)∂yyun)
+
∆t
4
∂xx(C1(un)∂xx(∂yy(C2(un)∂yyun)))
where the positive quantities C1(un) and C2(un) come from the linearisation (3.26) and
read:
C1(un) =
ε+ (∂yun)
2
|∇un|3ε
, C2(un) =
ε+ (∂xun)
2
|∇un|3ε
.
We observe that a mixed, eighth-order operator appears, both on the left and on the right
hand side of (3.38). In the following stability discussion we neglect these high-order terms
which only represent second-order in time contributions. In fact, this simplification may
worsen the following considerations on stability which serves us to motivate the unstable
behaviour of the Hundsdorfer scheme.
We multiply equation (3.38) by un+1 and integrate over the domain Ω. By applying
integration by parts twice with respect to the x and the y variables to the second and the
third terms of the left hand side of the equation, respectively, we get:
1
2
(ˆ
Ω
∂xx(C1(un)∂xxun+1)un+1 dx+
ˆ
Ω
∂yy(C2(un)∂yyun+1)un+1 dx
)
=
1
2
(ˆ
Ω
C1(un)(∂xxun+1)
2 dx+
ˆ
Ω
C2(un)(∂yyun+1)
2 dx
)
(3.39)
≥ 1
2
K(ε)(‖∂xxun+1‖2 + ‖∂yyun+1‖2).
Here K(ε) is a suitable constant that depends on the regularising parameter ε only. A
similar strategy is applied to the analogous terms on the right hand side, where we use
also Young’s inequality with weights δ1 and δ2. We obtain:
1
2
(ˆ
Ω
C1(un)∂xxun∂xxun+1 dx+
ˆ
Ω
C2(un)∂yyun∂yy(un+1) dx
)
≤ 1
4δ1
‖C1(un)∂xxun‖2 + δ1
4
‖∂xxun+1‖2 + 1
4δ2
‖C2(un)∂yyun‖2 + δ2
4
‖∂yyun+1‖2 .
We can use again Young’s inequality to deal with the first term on the right hand side
of (3.38). We look now at the nonlinear term. By applying the divergence theorem,
integration by parts and Young’s inequality with weight δ3, we get the following estimate
for this term:
−
ˆ
Ω
∆∇ ·
( ∇un
|∇un|ε
)
un+1 dx =
ˆ
Ω
∇∇ ·
( ∇un
|∇un|ε
)
∇un+1 dx (3.40)
= −
ˆ
Ω
∇ ·
( ∇un
|∇un|ε
)
∆un+1 dx ≤ 1
2δ3
∥∥∥∥∇ · ( ∇un|∇un|ε
)∥∥∥∥2 + δ32 ‖∆un+1‖2 .
The second term on the right hand side of the inequality above can be merged with the
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corresponding ones in (3.39), choosing δ1 small enough. Denoting by C3(un) =
∂xun∂yun
|∇un|3ε ,
for the curvature term in (3.40) we observe that:∥∥∥∥∇ · ( ∇un|∇un|ε
)∥∥∥∥2 = ˆ
Ω
(C1(un)∂xxun + C2(un)∂yyun + C3(un)∂xyun)
2 dx
≤ 2
(
2
(ˆ
Ω
(C1(un)∂xxun)
2 dx+
ˆ
Ω
(C2(un)∂yyun)
2 dx
)
+
ˆ
Ω
(C3(un)∂xyun)
2 dx
)
≤ 4
(
1√
ε
+
1
|∂yun|
)2
‖∂xxun‖2 + 4
(
1√
ε
+
1
|∂xun|
)2
‖∂yyun‖2 + 1√
ε
‖∂xyun‖2
where we used Cauchy’s inequality and upper bounds on C1, C2 and C3. Defining K1(ε),
K2(ε) and K3(ε) as
K1(ε) := 4
(
1√
ε
+
1
|∂yun|
)2
, K2(ε) := 4
(
1√
ε
+
1
|∂xun|
)2
, K3(ε) :=
1√
ε
and using the estimate proved in [CD90] for the mixed derivative term, we get the following
bound:∥∥∥∥∇ · ( ∇un|∇un|ε
)∥∥∥∥2 ≤ K1(ε) ‖∂xxun‖2 +K2(ε) ‖∂yyun‖2 +K3(ε) sup
z∈{x,y}
‖∂zzun‖2 .
Collecting the previous estimates, choosing δ1, δ2 and δ3 small enough and getting once
more upper bounds on C1 and C2 we get the following stability estimate
1
2∆t
‖un+1‖2 + ‖∂xxun+1‖2 + ‖∂yyun+1‖2
≤ 1
2∆t
‖un‖2 + K˜1(ε) ‖∂xxun‖2 + K˜2(ε) ‖∂yyun‖2 + K˜3(ε) sup
z∈{x,y}
‖∂zzun‖2
for scaled constants K˜1, K˜2 and K˜3 which tend to infinity as the regularising parameter
ε ↘ 0. For this limit the estimate then blows up, thus indicating possible unstable
behaviour when choosing ε small. This will be discussed in more detail in Section 3.5.1.
A stable AMOS ADI scheme
In order to counteract the dependence of the stability properties of the ADI schemes (3.23)
and (3.34) on the size of ε, we now consider as an alternative the AMOS operator splitting
scheme (3.17) for solving (3.25). Due to the fully implicit character of the scheme, we
expect stability properties to improve.
More precisely, both ADI methods (3.23) and (3.34) can be represented in a vectorial,
multiplicative form similar to (3.16). For (3.23), the operator F0 appearing in (3.16) is
taken explicitly in time. Thus, when writing the correspondent numerical scheme in a
multiplicative form, we have additional explicit terms on the right hand side. Writing
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(3.34) in the form (3.16) we again obtain additional explicit terms appearing due to the
forward Euler steps in (3.34). This, together with the stability estimates from the previous
section, indicates possible stability restrictions for these schemes that will be confirmed
by the numerical results in the following Section 3.5.1.
In the following we present an AMOS scheme for solving a slightly modified version of
(TV-H−1). In system form, this new equation reads:
∂u
∂t
= ∂xxv
1 + ∂yyv
2
v1 = −∂x
(
∂xu
|∇u|ε
)
, v2 = −∂y
(
∂yu
|∇u|ε
)
.
(3.41)
This equation is ‘more anisotropic’ than the original (TV-H−1) in the sense that the
nonlinear diffusion in x and y directions are considered separately, so that the mixed
term −∂y
(
∂xu
|∇u|ε
)
is not encoded in v1 and similarly for v2. Only the diffusion weighting
involves the whole image gradient taking both x and y variations into account. In this way,
linearising v1 and v2 by considering the diffusion weighting 1/|∇u˜|ε for a given u˜, results
in an equation with only pure x and y derivatives. Considering such an equation reduces
the explicit components appearing in the scheme, allowing a fully implicit treatment of the
operators, though still exploiting the advantage of directional splitting by solving along the
two directions x and y separately. Applying the AMOS scheme (3.17) to the linearisation
of (3.41), we obtain:
 U∗
V 2∗
 =
 Un + ∆tF2(U∗, V 2∗ )
G2(U∗, V 2∗ )
 , U˜n+1
V˜ 1n+1
 =
 U∗ + ∆tF1(U˜n+1, V˜ 1n+1)
G1(U˜n+1, V˜
1
n+1)
 U?
V 1?
 =
 Un + ∆tF1(U?, V 1? )
G1(U?, V
1
? )
 , U¯n+1
V¯ 2n+1
 =
 U? + ∆tF2(U¯n+1, V¯ 2n+1)
G2(U¯n+1, V¯
2
n+1)

(3.42)
Un+1 =
U˜n+1 + U¯n+1
2
, V 1n+1 =
V˜ 1n+1 + V
1
?
2
, V 2n+1 =
V¯ 2n+1 + V
2∗
2
,
where the operators are defined exactly as in (3.33) and upwinding is used for the first
derivatives as in (3.35). We recall that the alternating application of the scheme first in
the y − x direction and subsequently in the x− y direction allows to achieve order two of
accuracy, as detailed in [BIK01]. As we will see in Section 3.5.1, the scheme (3.42) has
better stability properties: the time step does not seem to depend on the size of ε, thus
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suggesting – at least empirically – unconditional stability.
3.4 Primal-dual formulation of (TV-Wass)
We consider now an alternative numerical approach for the numerical solution of equa-
tions of the type (3.1). We do this focusing on the TV-Wasserstein flow (TV-Wass) and
characterising the elements of the subdifferential of TV in an alternative way. Namely,
instead of considering a characterisation of the type (3.2) for these elements, we use the
approach proposed in [Ben11, Mu¨l08] for the classical second-order TV-denoising model
and deal with a relaxed primal-dual formulation applied to (TV-Wass) (see Section 2.3.3).
3.4.1 Formulation of the problem
Recalling Definition 2.2.7, we start by writing explicitly what the subdifferential inclusion
q ∈ ∂|Du|(Ω) exactly means:
q ∈ ∂|Du|(Ω) ⇐⇒ |Du|(Ω)−
ˆ
Ω
qu dx ≤ |Dv|(Ω)−
ˆ
Ω
qv dx, ∀v ∈ L2(Ω). (3.43)
Equivalently, if u ∈ BV(Ω) ⊂ L2(Ω) achieves the minimum of the following variational
problem
min
u∈BV(Ω)
{
|Du|(Ω)−
ˆ
Ω
qu dx
}
, (3.44)
then, by minimality, (3.43) is fulfilled and then q ∈ ∂|Du|(Ω). Inserting the definition of
the total variation seminorm in (3.44) we receive
min
u∈BV(Ω)
{
sup
p∈C∞0 (Ω;R2), ‖p‖∞≤1
ˆ
Ω
u∇ · p dx−
ˆ
Ω
qu dx
}
, (3.45)
which is the primal-dual formulation of the problem (TV-Wass). The constraint on p
appearing in (3.45) can be relaxed, for instance, by a penalty method. To this end we
remove the constraint from the minimisation in (3.45) and add a term to the functional
that penalises it if ‖p‖∞ > 1. As in (2.19), a typical example for such a penalty term F is
F (s) =
1
2
‖max{s, 0}‖2L2(Ω) .
With these considerations we reformulate (3.45) into the following minimisation problem
min
u∈BV(Ω)
sup
p∈C∞0 (Ω;R2)
{ˆ
Ω
u∇ · p dx− 1
η
F (|p| − 1)−
ˆ
Ω
qu dx
}
, (3.46)
where the parameter 0 < η  1 measures the weight of the penalisation and is decreased
throughout the iterations of the numerical scheme we are going to present to ensure conver-
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gence to the original, unconstrained problem. We can then find the optimality conditions
for both p and u in (3.46) which, merged with the original equation (TV-Wass), allow us
to consider the following, alternative formulation of the TV-Wasserstein model:
∂u
∂t
= ∇ · (u∇q),
q = ∇ · p,
0 = −∇u− 1
η
H(p),
(3.47)
where the system above H denotes the derivative of the penalty term F (|p| − 1), i.e.
H(p) = χ{|p|≥1}sgn(p)(|p| − 1).
3.4.2 A damped Newton system
In the system (3.47) above, we linearise H(p) via its first-order Taylor approximation
H(p) ≈ H(p˜) +H ′(p˜)(p− p˜),
where by H ′ we indicate the Jacobian of H. In order to guarantee the invertibility of
the now linear operator that defines the system, we add an additional damping term in
p, as suggested, for instance, in [Mu¨l08]. Collecting everything, we propose the following
numerical scheme for solving (3.47),
U
(k)
n+1 − Un
∆t
= D−div(UnD
+
∇Q
(k)
n+1)
Q
(k)
n+1 = D
−
divP
(k)
n+1,
0 = −D+∇(U (k)n+1)−
1
η
H(P
(k−1)
n+1 )
− 1
ε
H ′(P(k−1)n+1 )(P
(k)
n+1 −P(k−1)n+1 )− τk(P(k)n+1 −P(k−1)n+1 ).
(3.48)
We observe that the system above corresponds to consider (3.47) where temporal and
spatial derivatives have been discretised as usual and the optimality condition involving
∇u has been linearised. We apply Newton’s method to solve (3.48). The scheme consists
of two nested iterations. The subscripts n are related to the outer time step evolution
of the process evolving U . At each time step an implicit approximation of the quantities
Un+1, Qn+1 and Pn+1 is obtained by the application of an inner damped Newton process
that runs depending on the superscript k. The sequence of parameters τk controls the
damping of the Newton iterations: it starts from a large value τ0 and then decreases, thus
ensuring faster convergence. System (3.48) could now be discretised in space as described
in Section 3.5.2. For computational simplicity we consider a slightly different penalty term
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F :
F (p) = F (p1, p2) =
1
2
∥∥max{|p1| − 1, 0}∥∥2
2
+
1
2
∥∥max{|p2| − 1, 0}∥∥2
2
,
that results into an anisotropic TV term. With this choice we have:
H(p1, p2) =
(
sgn(p1)(|p1| − 1)χ{|p1|≥1}
sgn(p2)(|p2| − 1)χ{|p2|≥1}
)
, H ′(p1, p2) =
(
χ{|p1|≥1} 0
0 χ{|p2|≥1}
)
.
3.5 Numerical results
In this section we report the numerical results for the solution of (TV-H−1) and (TV-Wass)
solved by means of ADI splitting and primal-dual quasi-Newton schemes as described in
Section 3.3 and Section 3.4.2, respectively. Our discussion starts from illustrative exam-
ples and then focuses on some applications of these models to inpainting and denoising
problems.
3.5.1 Numerical solution of (TV-H−1) via ADI splitting
Consistently with the description of Sections 3.3.1 and 3.3.2 we start presenting the numer-
ical results obtained applying the Hundsdorfer scheme (3.15) to compute the numerical
solution of the biharmonic equation (3.19) and the equivalent system (3.22). Next, we
report on numerical experiments for the TV-H−1 equation (TV-H−1) using the Hunds-
dorfer scheme (3.23) with the choice (3.28)-(3.29). The choice of the time step size ∆t of
this scheme is constrained by very strong stability restrictions related to the size of the
regularising parameter ε, as discussed previously. Our numerical tests for the application
of the Peaceman-Rachford scheme (3.34) to the TV-H−1 equation show similar stability
behaviour and are therefore not included in the following description. Finally, we show
the numerical results for the solution of the modified TV-H−1 system (3.41) solved with
the AMOS scheme (3.42). This scheme shows stable behaviour independent of the size of
∆t and ε.
The biharmonic equation: numerical results
We consider a grid of 100 × 100 grid points for the discretisation of the spatial domain
Ω being the unit square. We analyse the example of the evolution of the biharmonic
equation having as initial condition U0 the Gaussian density U
0
ij = exp (−((xi − 1/2)2
+(yj + 1/2)
2)/γ2) where the variance γ2 is equal to 100. The linear system that arises
from the application of the Hundsdorfer scheme (3.15) with (3.24) to the biharmonic
equation (3.22) is solved by the Schur complement method. Figure 3.1 shows two iterates
of the scheme with θ = σ = 1/2 for a time-step size ∆t = C(∆x)2, where C now and
for the rest of the numerical discussion in this section is equal to 0.1. Even for such a
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big choice of ∆t the result is stable and the convergence of the solution to the steady
state is quick. Considering another initial condition U0 and taking, for instance, some
very oscillatory function does not effect the performance of the method. This confirms
the unconditional stability of this scheme when applied to a linear fourth-order equation
such as the biharmonic equation (3.19), compare [itHM13].
(a) Gaussian initial cond. (b) Solution U4 (c) Solution U20
Figure 3.1: Evolution of the biharmonic equation (3.22) solved with the Hundsdorfer
scheme (3.23) with ∆t = C(∆x)2.
Numerical stability behaviour for the (TV-H−1) model
We discuss now the numerical solution of the regularised TV-H−1 equation (3.25) by
means of an ADI strategy. In particular, we consider Hundsdorfer ADI scheme (3.23) with
(3.28), (3.29) and the AMOS scheme (3.42). Once again we use the Schur complement
technique to solve the linear systems that arise in the numerical solution of these schemes.
The expected edge-preserving behaviour of the TV-H−1 equation (TV-H−1) due to the
subgradient of the TV functional is closely related to the size of the regularising parameter
ε used in (3.25). This parameter “measures” how close the nonlinear diffusion is to the
linear, biharmonic one. Namely, large values of ε result in a smoothing behaviour of (3.25)
similar to the one of the biharmonic equation (3.19). In this case the stability properties of
the Hundsdorfer scheme applied to the nonlinear equation are close to the ones discussed
for the biharmonic equation in the previous section. On the other hand, small values of
ε keep the regularised version of the subgradient of the total variation close to its exact
characterisation and hence solution show edge-preserving features. However, stability
issues may occur. The explicit treatment of some of the terms in the Hundsdorfer and the
Peaceman-Rachford schemes (namely, the mixed derivative term in (3.23) and the half-
direction forward Euler steps in (3.34)) seems to influence the stability of the schemes in a
negative way. In particular, the time step sizes ∆t have to be decreased significantly with
small values of ε. Moreover, the choice of the initial condition also influences the stability
properties. For instance, for smooth Gaussian initial conditions with large support the
time steps can be chosen larger than for an oscillatory initial condition, see Figures 3.2-3.3.
These issues are resolved by the application of the AMOS scheme (3.42) which did not
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show dependence of ∆t on the size of ε nor on the type of initial condition in order to get
stable results.
We report the numerical results obtained considering the linearisation of the system
(3.25) given by (3.26) and solved by the Hundsdorfer ADI method (3.23). We consider as
initial conditions the Gaussian density U0ij = exp (−((xi − 1/2)2 +(yj + 1/2)2)/γ2) with
γ2 = 100 and the oscillating function U0ij = sin(8pixi)+cos(8piyj). Figure 3.2 shows iterates
of the Hundsdorfer scheme with θ = σ = 1/2, ε = 5 and ∆t = C(∆x)3 applied to the
Gaussian datum. As preliminary experiments showed, larger values of ε and in particular
the value ε = 5 is the smallest possible value that can be used in order to get stable
solutions of the Hundsdorfer scheme with ∆t = C(∆x)3. Figure 3.3 shows the evolution
of the process for the oscillatory datum with the same choice of ε as before. In this case
to get stable results smaller time steps are needed, highlighting stability dependence on
the initial condition.
(a) Gaussian initial cond. (b) Solution U100 (c) Solution U200
Figure 3.2: Evolution of the TV-H−1 equation (TV-H−1) by the Hundsdorfer scheme
(3.23) with ∆t = C(∆x)3 and ε = 5.
(a) Oscillatory int. cond. (b) Solution U2500 (c) Solution U5000
Figure 3.3: Evolution of the TV-H−1 equation (TV-H−1) by the Hundsdorfer scheme
(3.23) with decreased ∆t = C(∆x)4 and ε = 5 to control stability.
In Figures 3.4–3.5 we describe this stability dependence in more detail. For the two
different choices of the initial conditions considered above, the smallest values ε needed
for stability as the size of ∆t increases are plotted. To compare the different setups of
the Hundsdorfer scheme with respect to θ, these tests were performed for different values
of the stabilising parameter θ = 0, 1/2, 1/2 +
√
3/6, 1 thus resulting into four graphs per
103
Numerical solution of higher-order TV flows
test. Note that different values of θ (compare [HV03, Hun02, itHM13, itHW07] for such
choices) result into different weighting of implicit and explicit terms. In other words, this
means considering a fully explicit method for θ = 0 and active implicit contributions in
the unidirectional steps of (3.23) in the other cases (see Section 3.2.2). For each of these
graphs, their epigraph corresponds to the region of stability of the method (according to
Definition 3.1.2). To obtain such graphs we have considered different values of the constant
C and of the regularising parameter ε for time step sizes of the order (∆x)k, k = 2, 3, 4. For
the choice θ = 0 (explicit methods) stable solutions are only obtained by very restrictive
choices of ε. This situation improves for θ > 0. In particular, for values of θ close to
1 the stability constraint on the size of ε is reduced. However, in all cases, these plots
show a clear dependence of the stability of the Hundsdorfer scheme on the strength of
the nonlinearity (encoded by the size of ε). This creates numerical difficulties in the
attempt of increasing the time step size to get an efficient numerical scheme for solving
the approximated problem (3.25) for sufficiently small values of ε.
Figure 3.4: Stability test for the numerical solution of (3.26) solved with the Hundsdorfer
scheme (3.23) with initial condition U0ij = exp−(((xi − 1/2)2 + (yj + 1/2)2)/γ2) with γ2 =
100 for different choices of stabilising parameter θ. For each time step size the minimum
value of ε providing stability is plotted.
We do not report here the numerics related to the application of the Peaceman-
Rachford method (3.34) to the TV-H−1 equation (TV-H−1) as the stability issues re-
semble the ones described above. In order to overcome such problems, we rather present
in the following the results related to the application of the ADI AMOS scheme (3.42)
solving the slightly modified system (3.41).
A rigorous and formal analysis of the stability of the methods considered in relation to
the regularising parameter ε is still missing and represents an interesting topic of future
research.
Due to the implicit character of the scheme (3.42), improved stability properties are
expected while keeping the advantages of the directional splitting strategy by which each
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Figure 3.5: Stability test for the numerical solution of (3.26) solved with the Hundsdorfer
scheme (3.23) with initial condition U0ij = sin(8pixi) + cos(8piyj). Comparison with Figure
3.4 shows dependence on the initial condition for admissible values of ε providing stability.
substep can be solved very efficiently. In the Figures 3.7-3.8 we show the evolution of
the TV-H−1 equation (3.41) for the Gaussian initial condition as above for ∆t = C(∆x)3
and ∆t = C(∆x)2 with fixed ε = 0.001. We observe that the time discretisation provides
stable results even for large ∆t. However, as clearly visible in Figure 3.8, choosing ∆t too
large badly affects time accuracy.
Figure 3.6: Initial condition
The convergence rate of the AMOS scheme (3.42) for the choice of ∆t = C(∆x)3
and regularising parameter ε = 0.001 when applied to the Gaussian initial condition is
presented in Figure 3.9. We observe an exponential-type decay for the `∞ norm of the
difference between the iterative solution Un of (3.42) and the steady state U∞ which has
been computed numerically beforehand by iterating the scheme using as stopping criterion
the inequality ‖Un+1 − Un‖∞ /(MN) ≤ 10−10. For comparisons, the exponential function
(7 · 10−6)e−0.05x, has been plotted. Figure 3.10 shows the decay of the discrete total
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(a) Solution U50 (b) Solution U100 (c) Solution U200
Figure 3.7: Evolution of the modified TV-H−1 equation (3.41) with the AMOS scheme
(3.42) with ∆t = C(∆x)3 and ε = 0.001.
(a) Solution U5 (b) Solution U15 (c) Solution U30
Figure 3.8: Evolution of the modified TV-H−1 equation (3.41) with the AMOS scheme
(3.42) with ∆t = C(∆x)2 and ε = 0.001.
variation energy towards the energy of the steady state U∞ against the number of time
steps. This graph shows that although the modified TV-H−1 equation (3.41) is not as
the same as the gradient flow (TV-H−1) of the total variation in the space H−1, the total
variation energy is still decreasing in every time step.
Figure 3.9: Convergence to the steady state for the numerical solution of the modified
TV-H−1 equation (3.41) computed with the AMOS scheme (3.42).
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Figure 3.10: Total variation energy decay for the numerical solution of the modified TV-
H−1 equation (3.41) computed with the AMOS scheme (3.42).
Applications to image inpainting
Motivated by our original purposes of applying the ADI schemes in the imaging framework,
we present in Figure 3.11 the scale space properties of system (3.41) solved with the
AMOS scheme (3.42) for a 120× 120 image. The time step size is ∆t = C(∆x)3 and the
regularising parameter ε = 0.001. Due the nonlinear nature of the equation, the diffusion
is anisotropic.
(a) Initial condition. (b) Solution U2. (c) Solution U10.
(d) Solution U20. (e) Solution U30. (f) Solution U120.
Figure 3.11: Scale space properties for the iterates of the numerical solution of (3.41)
computed with the AMOS scheme (3.42), ∆t = C(∆x)3, ε = 0.001.
Finally, we present some numerical results obtained by using the AMOS scheme (3.42)
to solve the modified TV-H−1 model given by (3.41). The constraint u = f outside of the
inpainting domain is approximately enforced by adding the fidelity term λ ·χΩ\D(f−u) to
the equation, where λ measures how close the reconstructed image is to the original one.
In Figure 3.12 we show the result for inpainting a 150 × 150 image of a cross: the initial
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condition is inpainted in 1000 iterations using a time step size of ∆t = C(∆x)3 and the
regularising parameter ε is chosen to be ε = 0.001, thus allowing the preservation of edges
additionally to fulfilling the connectivity principle that is a consequence of the fourth-order
of the method. For simplicity, we consider in the following images where the region to
inpaint has straight edges, but more general inpainting domains can be considered as well
(such as scratches).
Figure 3.12: Solution of inpainting problem obtained with 1000 iterations of the ADI
AMOS scheme (3.42), ∆t = C(∆x)3, ε = 0.001.
As a second example, we consider a greyvalue 300 × 300 photograph of a toucan in
Figure 3.13. Its reconstructions is obtained in only 20 iterations using the AMOS scheme
(3.42) with ∆t = C(∆x)3 and ε = 0.001.
Figure 3.13: Solution of the inpainting problem obtained with ADI AMOS scheme (3.42)
after 20 iterations, ∆t = C(∆x)3, ε = 0.001.
3.5.2 Numerical solution of (TV-Wass)
In the following we report some results on the numerical solution of the TV-Wasserstein
flow (TV-Wass) using the primal-dual formulation and the time-stepping scheme (3.48)
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solving the system (3.48). In each step of Newton’s method the block-structure of the
Jacobian matrix is exploited by inverting it with a Schur complement strategy. For all the
following tests we use the following stopping criterion: ‖U (k)n+1 − U (k−1)n+1 ‖2/‖U (k)n+1‖2 ≤ tol,
where tol is the fixed tolerance.
1-D examples: structure of solutions and gradient flow property
We investigate the structure of solutions of the TV-Wasserstein flow (TV-Wass) in its
primal-dual formulation (3.48) in the one-dimensional case. That is, we consider in the
following the bounded and closed interval Ω = [−1, 2] and follow the evolution of the
numerical solutions of the model for different initial conditions. The outer iterations stop
when a maximum number of iterations is achieved. The results are reported in Figure 3.14.
We observe that, as expected from TV-type regularisations, discontinuities are preserved
and piecewise-constants solutions are favoured. The initial mass of the given densities is
preserved, as confirmed from numerical verifications. Similarly as observed in [BFS12],
strict positivity of the initial condition is needed for convergence.
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Figure 3.14: Evolution of (TV-Wass) solved with Newton system (3.48) for different initial
conditions.
The smoothing effect combined with the self-similarity property of solutions of the
model (see [BFS12]) results in the decreasing of the signal intensity as well as in the
lengthening of its support. No new edges appear, but the existing ones are squeezed and
their magnitude decreases throughout the smoothing process till convergence to a constant
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solution, similarly as for the standard TV case, compare Figure 3.15.
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Figure 3.15: Convergence to the steady state.
In Figure 3.16 the decay of the TV energy along the iterations to the steady state is
plotted, thus showing the preservation of the gradient flow structure.
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Figure 3.16: TV decay.
In Figure 3.17 we show comparison between numerical solutions of (TV-Wass) and the
pure TV flow computed in both cases by using a primal-dual formulation, see [Mu¨l08].
Iterations stop when the maximum number of 5000 iterations is reached. As observed in
Figure 3.14, we note that both solutions decrease the intensity of the functions considered
as initial condition, but while TV solutions show a rapid increasing of the background with
no change in the support of the function, TV-Wasserstein solutions enlarge their support
while increasing the intensity of the background with a much slower speed.
To conclude this section, we report in Figure 3.18 a comparison between the numerical
solution of (TV-Wass) solved using (3.48) and the explicit self-similar solution explicitly
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Figure 3.17: Comparison between TV and TV-Wasserstein type solutions.
calculated as in [BFS12, Section 3.4].
Figure 3.18: Comparison between the exact self-similar solution of (TV-Wass) computed
in [BFS12, Section 3.4] and the numerical solution computed using the primal-dual Newton
system (3.48).
Applications to image denoising
We now consider (TV-Wass) in the context of image restoration. Figure 3.19 shows the
solution of (TV-Wass) computed via (3.48) on a 100 × 100 pixels initial condition of a
square. Analogously as the one-dimensional example in Figure 3.17, we observe that
the TV approach decreases the intensity of the square and increases the intensity of the
background without changing its support.
Motivated by the use of higher-order PDEs for image smoothing discussed in Section
1.4.1, we now apply our method to a denoising problem. Figure 3.20 shows a pyramidal
initial condition and its noisy version obtained by adding Gaussian noise with zero mean
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Figure 3.19: Initial condition (l.) and solution of the standard TV (m.) and TV-
Wasserstein gradient flow after 5000 iterations (r.). Parameters: η = 10−5, τ0 = 1.
and variance σ2 = 0.001. The denoised version is obtained both with the primal-dual TV
method with penalty term described in [Mu¨l08] and with our method. We observe that
while the simple application of the TV model creates staircaising, the use of higher-order
models reduces artefacts and preserves structures.
(a) Initial condition.
(b) Noisy pyramid with Gaussian noise of zero mean
and variance σ2 = 0.001.
(c) Denoised pyramid by TV primal-dual model.
(d) Denoised pyramid by TV-Wasserstein primal-
dual system (3.48).
Figure 3.20: TV and TV-Wasserstein primal-dual denoising. η = 10−5, τ0 = 1.
Since our numerical experiments are obtained by simulation, i.e. we start from an
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original noise-free initial condition Uex, we artificially corrupt it by adding some Gaussian
noise and then we compute its reconstructed version Un by means of (3.48), we report in
the following Figure 3.21 the evolution of the error between U∞ and Un. We observe that in
the early iteration there is a clear decreasing of such quantity due to the noise smoothing
properties of (TV-Wass), whereas in the late iterations such error increases due to the
properties previously observed in the one-dimensional case related to the lengthening of
the support and the squeezing of the existing edges. We can then comment that in
denoising applications, in order to compute a reconstruction of the image which is not
“too far” from the desired (typically, not accessible) one, iterations should be stopped
early enough.
Figure 3.21: Evolution of the error between the original initial condition Uex in Figure
3.20a and the numerical approximation Un, Figure 3.20d.
Finally, we consider in Figure 3.22 a real-world image of a LEGO man. The dimension
of the image is 200×200 pixels. We add a Gaussian noise with zero mean and variance equal
to 0.005 and we show the result of time evolution of the process after some time iterations.
A result with the application of the TV primal-dual method is given for comparison as
well. Due to the higher differential order an evident reduction of staircasing is observed.
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(a) Original. (b) Noisy image.
(c) TV primal-dual result. (d) TV-Wasserstein result after 100 iterations.
(e) TV-Wasserstein result after 200 iterations. (f) TV-Wasserstein result after 350 iterations.
Figure 3.22: Comparison between TV and TV-Wasserstein primal-dual denoising. η =
10−7, τ0 = 1.
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Chapter 4
A novel variational model for
mixed noise removal
The correct mathematical modelling of the data fidelity term Φ in the general regularisa-
tion model (1.4) is crucial for the design of a realistic image reconstruction model which
could fit appropriately the given data. Its choice is often driven by physical and statis-
tical considerations on the noise and a Bayesian approach is frequently considered, see
[Idi13, Stu10, GB00]. As previously discussed in Section 1.4.2, typically the noise is as-
sumed to be additive, Gaussian-distributed with zero mean and variance σ2 determining
the noise intensity. This assumption is reasonable in most of the applications because of
the Central Limit Theorem. One other possibility which is more appropriate for modelling
transmission errors affecting only a percentage of the pixels in the image is to consider a
different type of noise where the intensity value of only a fraction of pixels in the image
is switched to either the maximum/minimum value of its dynamic range or to a random
value within it, with positive probability. This type of noise is called impulse or “salt &
pepper” noise. In some other applications, the additive modelling assumption does not
fit the actual physical and statistical properties of the noise considered. For instance, in
astronomical imaging applications a Poisson distribution of the noise appears more rea-
sonable, since the physical properties of the quantised (discrete) nature of light and the
independence property in the detection of photons show dependence on the signal itself,
thus making not very accurate the use of a Gaussian modelling.
Recalling Section 1.4.2, from an analytical point of view, in the case when Gaussian
noise is assumed an L2 data fidelity
Φ(u, f) =
ˆ
Ω
|u− f |2 dx, (4.1)
is typically considered, see, e.g., [ROF92, CL97]. In the case of impulse noise, variational
models enforcing the sparse structure of the noise distribution make use of the L1 norm
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and have been considered, for instance, in [Nik04, DAG09]. Hence, in this case the data
fidelity term reads:
Φ(u, f) =
ˆ
Ω
|u− f | dx. (4.2)
Variational models where a Poisson noise distribution is assumed have been approxi-
mated by weighted-Gaussian distributions through variance-stabilising techniques, see,
e.g., [SMB94, BMPS14]. In [SBMB09, Saw11] a statistically-consistent analytical mod-
elling for Poisson noise distributions has been derived: the resulting data fidelity term is
a Kullback-Leibler-type functional Φ which reads
Φ(u, f) =
ˆ
Ω
(u− f log(u)) dx. (4.3)
As a result of different image acquisition and transmission factors, very often in ap-
plications the presence of multiple noise distributions has to be considered. Mixed noise
distributions can be observed, for instance, when faults in the acquisition of the image are
combined with transmission errors to the receiving sensor. In this case a combination of
Gaussian an impulse noise is observed. In other applications, specific tools (such as illu-
mination and/or high-energy beams) are used before the signal is actually acquired. This
process is typical, for instance, in microscope and Positron Emission Tomography (PET)
imaging applications and may result in a combination of a Poisson-type noise combined
to an additive Gaussian noise. From a modelling point of view, the presence of multiple
noise distributions has been encoded in the model by combining the data fidelity terms
(4.1)-(4.2) and (4.3) in several different ways. In [HL13], for instance, a combined L1+L2
TV regularisation model is considered for joint impulse and Gaussian noise removal. A
two-phase approach is considered in [CCN08] where two sequential steps with L1 and L2
data fidelity are performed to remove the impulse and the Gaussian component in the
noise, respectively. Mixtures of Gaussian and Poisson noise have also been considered. In
[JCPT15, JCPT12], for instance, the exact log-likelihood estimator of the mixed model
is derived and its numerical solution is computed via a primal-dual splitting. A similar
model has been considered in [BLCT+08] where a scaled gradient semi-convergent algo-
rithm is used to solve the combined model. In [Foi09] the discrete-continuous nature of
the model (due to the different support of Poisson-Gaussian distribution, respectively)
is approximated to an additive model by using homomorphic variance-stabilising trans-
formations and weighted-L2 approximations. In [LBU11] a non-Bayesian framework to
differentiate Poisson intensities from the Gaussian ones in the Haar wavelet domain is
considered. Finally, a general model featuring several noise distributions which combine a
linear combination of data fidelities of the type (4.1), (4.2) and (4.3) has been considered in
[DLRS13, CDLRS14, CCDLR+15] in the context of learning the optimal denoising model
from examples.
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4.1 Heuristics
In this chapter we present an alternative variational model for the denoising of images
corrupted by mixed noise distributions. The derivation of our model is consistent with
the statistical assumptions on the data and the resulting, continuous model can be stud-
ied and analysed from an analytical point of view using standard tools from calculus of
variations and functional analysis. For the numerical realisation of the model we consider
a SemiSmooth Newton (SSN) method computing the solution of the model efficiently.
By using the classical operation of infimal convolution, our variational model combines
data fidelities Φi, i = 1, 2 associated each to the corresponding noise component in the
data appropriately, allowing for a splitting of the noise into its constituting elements. In
what follows, we fix the regularisation term to be the total variation. This is just a toy
example and extensions to higher-order regularisations such as TV-TV2 [PS14] or TGV
[BKP10] can be considered as well. We refer to our model as TV-IC to highlight the infi-
mal convolution combination of data fidelities. This has not to be confused with the ICTV
model [CL97, HK14] where the same operation is used to combine TV with second-order
regularisation terms.
4.1.1 The reference models
We will consider in the following two example problems which extend the inverse problem
find u s.t. f = u+ n (4.4)
to the case of multiple noise distributions.
Sum of multiple noise distributions. In this case we want to reconstruct u from an
observed data f which is corrupted by two different noise components combined through
an additive structure, i.e. (4.4) has the following form
find u s.t. f = u+ n1 + n2, (4.5)
where n1 and n2 are realisations of two independent random variables with different prob-
ability distributions. For instance, we may think of n1 to be an impulse noise component
and n2 to be a Gaussian noise component.
Sum of signal-dependent and additive noise. In this case we consider the problem
of a mixture of noise distributions where a signal-dependent component, i.e. depending on
the image u we want to reconstruct, is combined to an additional additive noise component.
117
A novel variational model for mixed noise removal
For simplicity, we focus on a Poisson distributed component z and consider the problem
find u s.t. f = z + n, z ∼ Pois(u) (4.6)
and assume in the following that n is normally distributed.
4.2 Statistical motivation
We start our modelling in the Bayesian framework. In particular, following our presenta-
tion in Section 1.2.1, we consider the Maximum A Posteriori estimation (MAP) problem
whose solution uMAP is equivalently expressed by considering the negative log-likelihood
such that
uMAP ∈ argminu {− logP (u|f)} = argminu {− logP (f |u) logP (u)} , (4.7)
where the second equality follows from the Bayes’ theorem and P (u) is a Gibbs’ model of
the form P (u) = e−R(u), where R(u) is a convex regularising energy functional.
It is well known that, given two independent real-valued random variables V and W
with associated probability densities fV and fW , the random variable Z := V + W has
probability density fZ given by the convolution of fV and fW , i.e.
fZ(z) =
ˆ
R
fV (v)fW (z − v) dv = (fV ∗ fW )(z). (4.8)
Following [HUL01, Remark 2.3.2], since fV and fW are nonnegative, we can define for
p > 0 the convolution of order p as follows:
(fV ∗p fW )(z) :=
(ˆ
R
(
fV (v)fW (z − v)
)p
dv
)1/p
, (4.9)
which clearly corresponds to the classical convolution (4.8) if p = 1. By letting p→∞ it
is easy to show that (4.9) converges to the infinity convolution of fV and fW defined as
(fV ∗∞ fW )(z) := sup
v∈R
fV (v)fW (z − v). (4.10)
Now, in the special case when the probability densities fV and fW have an exponential form
of the type fV = cV e
−gV and fW = cW e−gW , where cV and cW are positive normalisation
constants and gV , gW : R → R+ are continuous and convex positive functions, (4.10) can
be equivalently rewritten as:
(fV ∗∞ fW )(z) = cV cW e
− inf
v∈R
(gV (v)+gW (z−v))
. (4.11)
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Hence, the infinity convolution of fV and fW corresponds to the infimal convolution of gV
and gW after a negative exponentiation and up to multiplication by positive constants.
4.2.1 The impulse and Gaussian case
Let us focus now on the case (4.5) and consider the probability densities classically asso-
ciated in the literature to impulse and Gaussian noise distributions. They are the Laplace
probability density
fLapl(v) =
e−gLapl(v)/τ
2τ
=
e−|v|/τ
2τ
, v ∈ R, τ > 0, (4.12)
for the impulse noise component and the standard Gaussian probability density
fGaus(s) =
e−gGaus(s)/2σ2√
2piσ2
=
e−|s|2/2σ2√
2piσ2
, s ∈ R, σ > 0 (4.13)
for the Gaussian component. Concerning the choice (4.12), it has been shown in [MWHW78,
WF95] that the heavy tails of the Laplace distribution represent good modelling candi-
dates for the impulse noise distribution. Note that fLapl and fGaus have the negative
exponential structure described above.
We consider now the problem (4.5) in a finite-dimensional statistical setting, that is
find ui s.t. fi = ui + n1,i + n2,i
for each image pixel i = 1, . . . ,M , where n1,i and n2,i are realisations of two mutually in-
dependent random variables. More precisely, the expression above describes the structure
of the realisations fi, i = 1, . . . ,M of the random vector F = (F1, . . . , FM ) in terms of
the random vectors U = (U1, . . . , UM ), N1 = (N1,1, . . . , N1,M ) and N2 = (N2,1, . . . , N2,M ).
Moreover, n1,i and n2,i are, for every i = 1, . . . ,M , independent realisations of identically
distributed Laplace and Gaussian random variables, respectively, i.e. N1,i ∼ Lapl(0, τ)
and N2,i ∼ N (0, σ2) for every i. Thus, at every pixel i the random variable Zi := Fi − Ui
is the sum of the two independent random variables N1,i and N2,i having densities as in
(4.12)-(4.13). Therefore, the probability distribution of Zi is given by the convolution
between fLapl and fGaus. Let us replace now such classical convolution between these two
probability densities with the infinity one defined by (4.10). By (4.11), the probability
density of Zi evaluated in correspondence with one realisation zi is then expressed as:
fZi(zi) =
1
2τ
√
2piσ2
e
− inf
vi∈R
(gLapl(vi)/τ + gGaus(zi−vi)/2σ2)
, i = 1, . . . ,M.
By independence of the realisations, we have that the probability density of Z = (Z1, . . . , ZM )
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in correspondence with z = (z1, . . . , zM ) is expressed by:
fZ(z) =
M∏
i=1
fZi(zi).
We now compute the negative log-likelihood of P (z|u) in view of applying MAP estimation
(4.7). We get:
− logP (z|u) = − log
M∏
i=1
fZi(zi) = −
M∑
i=1
log(fZi(zi)) = −
M∑
i=1
log(fZi(fi − ui))
Hence, we have that the log-likelihood we intend to minimise is proportional to :
LLM (f − u) :=
M∑
i=1
inf
vi∈R
(
gLapl(vi)
τ
+
gGaus(fi − ui − vi)
2σ2
)
, (4.14)
where the terms which do not affect the minimisation over u have been neglected. We want
now to pass from a discrete to a continuous representation of the data. Following [Saw11],
we assume that the elements in the space RM are interpreted as samples of functions
defined on the whole image domain Ω. For convenience, we use the same notation to
indicate the corresponding, continuous quantities. Considering the indicator function
χDi(x) =
1 , if x ∈ Di,0 , else,
where Di is the region in the image occupied by the i-th detector, a discrete data quantity
gi can then be interpreted as mean value as follows
gi =
ˆ
Di
g(x) dx =
ˆ
Ω
χDi(x)g(x) dx.
In this way the negative log-likelihood (4.14) can be rewritten as the following continuous
variational data fidelity:
LL(f − u) =
ˆ
Ω
inf
v(x)∈R
(
gLapl(v(x))
τ
+
gGaus(f(x)− u(x)− v(x))
2σ2
)
dµ(x)
= inf
v:Ω→R
ˆ
Ω
(
gLapl(v(x))
τ
+
gGaus(f(x)− u(x)− v(x))
2σ2
)
dµ(x) (4.15)
where dµ(x) =
∑M
i=1 χDidx and dx denotes the usual Lebesgue measure in R2. The
infimum and the integral operators in (4.15) commute thanks to [Roc76, Theorem 3A]
(see also [HM03] for further details) whenever the infimum is taken in the Hilbert space
L2(Ω), which also ensures that both terms inside the integral are well-defined. Therefore,
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the corresponding variational data fidelity representing the combined presence of impulse
and Gaussian noise in (4.5) reads:
Φλ1,λ2(u, f) = inf
v∈L2(Ω)
λ1‖v‖L1(Ω) +
λ2
2
‖f − u− v‖2L2(Ω), (4.16)
with λ1 := 1/τ and λ2 := 1/σ
2, where the parameters τ and σ2 quantify the intensity of
the noise. Consistently with our statistical assumptions, the impulse and Gaussian noise
components in (4.5) are modelled in (4.16) by norms classically used for single noise models
and combined in an infimal convolution fashion. The two terms are weighted against each
other by the parameters λ1 and λ2, depending on the intensity of the noise distributions
considered.
4.2.2 The Poisson and Gaussian case
A similar modelling can be derived for the combination of Gaussian and Poisson noise
after some simple algebraic manipulations. Let us recall the model (4.6) and consider in
a finite-dimensional setting the problem:
fi = pii + vi
at every pixel i = 1, . . . ,M . Again, equation above describes the structure of the real-
isations of the random vector F = (F1, . . . , FM ) in terms of the mutually independent
random vectors Π = (Π1, . . . ,ΠM ) and V = (V1, . . . , VM ), where Πi ∼ Pois(ui) and
Vi ∼ N (0, σ2) for every i = 1, . . . ,M . In particular, for every i = 1, . . . ,M , Πi has the
following probability density:
fΠi(pii) =
ui
piie−ui
pii!
, pii ∈ R, (4.17)
where the factorial function is extended to the whole real line by using the classical Gamma
or the Pi functions. The negative-exponential structure similar to (4.12)-(4.13) required
for the modelling above in terms of the realisations pii does not seem to be satisfied for
such probability density. However, we observe that we can rewrite (4.17) as:
fΠi(pii) = exp
(
−ui + log
(upiii
pii!
))
i = 1, . . . ,M.
Once again, the probability density of Fi is given by the convolution between fΠi and fVi .
Replacing as before such convolution with the infinity one (4.10) as in (4.11), we have that
the probability density of every Fi can be expressed as:
fFi(fi) =
1√
2piσ2
exp
{
− inf
vi∈R
(
vi
2σ2
+ ui − log
( ufi−vii
(fi − vi)!
))}
, i = 1, . . . ,M.
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Proceeding similarly as above, i.e. considering the negative log-likelihood of P (f |u) =
fF (f1, . . . , fM ), neglecting all the constant terms which do not affect the minimisation
over u and passing from a discrete to a continuous representation, we obtain in this case
the following continuous variational model:
inf
v
λ1
2
‖v‖2L2(Ω) +
ˆ
Ω
(
u(x)− log
( u(x)f(x)−v(x)
(f(x)− v(x))!
))
dµ(x), (4.18)
where the choice λ1 := 1/σ
2 has been made and the function space where the supremum
is taken has still to be made precise. Let us focus on the second term of the expression
above. We have:
ˆ
Ω
(
u(x)− log
( u(x)f(x)−v(x)
(f(x)− v(x))!
))
dµ(x)
=
ˆ
Ω
(
u(x)− log
(
u(x)f(x)−v(x)
)
+ log
((
f(x)− v(x)
)
!
))
dµ(x)
=
ˆ
Ω
(
u(x)− (f(x)− v(x)) log (u(x)) + log
((
f(x)− v(x)
)
!
))
dµ(x)
≈
ˆ
Ω
(
u(x)− (f(x)− v(x)) log
(
f(x)− v(x)
u(x)
)
− (f(x)− v(x))
)
dµ(x)
= DKL(f − v, u),
where we have used the standard Stirling approximation of the logarithm of the facto-
rial function. The functional we end up with is the well-known Kullback-Leibler (KL)
functional which has been already used for the design of several imaging models used for
Poisson noise denoising, compare [SBMB09, Saw11, LCA07] and see Section 4.3.2 for its
definition and properties. After introducing an additional weight λ2 multiplying the KL
term, the variational data fidelity (4.18) reads in this case:
Φλ1,λ2(u, f) = inf
v∈L2(Ω)∩B
λ1
2
‖v‖2L2(Ω) + λ2 DKL(f − v, u), (4.19)
where B is the subspace of L2(Ω) ensuring the positivity of the term f − v, i.e. B ={
v ∈ L2(Ω) : v ≤ f a.e.}. In order to guarantee that the DKL term is well-defined, an
admissible set for u needs to be introduced as well: we give more details on that in the
following Section 4.3.
Remark 4.2.1. Our model heavily relies on the assumption of mutual independence be-
tween the random variables associated to the two different noise distributions corrupting
the data. This is of course a major simplification of the model, since in real-world applica-
tions pixel-wise independence can not be guaranteed. One more realistic assumption could
be assuming independence between neighbourhoods of pixels. In this respect, our modelling
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and derivation can be seen as a first move in this direction.
4.2.3 Difference with existing approaches
In the literature, variational models solving the TV denoising problem in the presence
of combined impulse and Gaussian noise have been considered in [HL13, CCN08] as well
in [DLRS13, CDLRS14, CCDLR+15] in the context of learning approaches. The general
idea of these models is to combine appropriate data fidelity terms in an simple, typically
additive fashion and solve the resulting model with efficient algorithms. Despite producing
good results, most of these approaches are not consistent with the statistics in the data,
but they rather combine somehow existing models for single noise removal in order to deal
with the mixed case.
When a mixture of Gaussian-Poisson noise is assumed, an exact log-likelihood model
has been considered in [JCPT12, JCPT15]. In the same discrete setting described above
in Section 4.2.2, the expression of the negative log-likelihood reads:
M∑
i=1
(
− log
∞∑
pi=0
ui
pie−ui
pi!
e
−
(
fi−pi√
2σ
)2
√
2piσ
)
.
Here, the complexity of the analytical model derived is due to the presence of an infinite
sum which corresponds to the support of the Poisson random variable considered, in
contrast with the real-value support of the Gaussian one. In order to design an efficient
optimisation strategy, the author first split the expression above into the sum of two
different terms, the former being a convex Lipschitz-differentiable function, the latter
being proper, convex and l.s.c function. In particular, the authors are able to design
a competitive first-order optimisation method based on the use of primal-dual splitting
algorithms exploiting the closed-form of the proximal operators associated to the convex
Lipschitz-differentiable function. The advantage of such algorithms is that it is only based
on the iterative application of the proximal mapping operations, without requiring any
matrix inversion. Furthermore, the approximation error accumulating throughout the
iterations of the algorithm are shown to be absolutely summable sequences, an essential
property which is essential in this framework due to the presence of infinite sums.
Despite being derived from a modification of the classical convolution operation (4.8)
and, as such, being not strictly exact from a probabilistic point of view, the variational data
fidelity terms (4.16) and (4.19) are related tothe mixed statistics of the noise, combining
standard data fidelities in an infimal convolution fashion. From a numerical point of
view, the simple structure of the models (4.16) and (4.19) allows for the design of efficient
(i.e. second-order) numerical schemes. Moreover, our approach is able to decompose the
noise in the different statistical components corresponding each to one particular noise
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distribution in the data, a feature that, up to knowledge of the author, has not been
considered in the corresponding literature.
4.3 The variational model
As usual, let Ω ⊂ R2 a regular bounded image domain and let f be the given, noisy image
to reconstruct. Further assumptions on the function spaces where f lies will be specified
in the following.
For positive weights λ1, λ2 > 0 and admissible sets of functions A and B, the proposed
Total Variation-Infimal Convolution (TV-IC) denoising model for mixed noise distribution
reads:
min
u∈BV(Ω)∩A
{
|Du|(Ω) + Φλ1,λ2(u, f)
}
(TV-ICa)
where the data fidelity Φλ1,λ2(u, f) has the following infimal convolution structure:
Φλ1,λ2(u, f) := inf
v∈L2(Ω)∩B
{
F λ1,λ2(u, v, f) := λ1 Φ1(v) + λ2 Φ2(u, f − v)
}
. (TV-ICb)
The positive weighting parameters λ1 and λ2 in (TV-ICb) balance the trust in the data
with the smoothing effect of the regularisation. Moreover, their size weights the fitting of
the combined model with respect to the intensity of the single noise statistics in the data.
We now consider the two particular noise combinations considered in Section 4.1.1 and
explain how these fit the general model above.
4.3.1 Impulse-Gaussian fidelity
In this case we have f ∈ L2(Ω) and Φ1(v) = ‖v‖L1(Ω) for the impulse noise component
and Φ2(u, v, f) =
1
2‖f − v − u‖2L2(Ω) for Gaussian component. The admissible sets are
therefore chosen to be A = B = L2(Ω). Therefore, the infimal convolution data fidelity in
(TV-ICb) reads in this case:
Φλ1,λ2(u, f) = inf
v∈L2(Ω)
{
F λ1,λ2(f, u, v) = λ1‖v‖L1(Ω) +
λ2
2
‖f − u− v‖2L2(Ω)
}
. (4.21)
Since the set Ω is bounded, the inclusion L2(Ω) ⊂ L1(Ω) holds. The terms in (4.21) are
then both well-defined. The following Proposition asserts that the minimisation problem
(4.21) is actually well-posed.
Proposition 4.3.1. Let f ∈ L2(Ω), u ∈ BV(Ω) ⊂ L2(Ω) and λ1, λ2 > 0. Then the
minimum in the minimisation problem (4.21) is uniquely attained.
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Proof. The function Φλ1,λ2 can be seen as the Moreau-envelope or proximal map of the
L1 norm with parameter 1/λ2 in the Hilbert space L
2(Ω) evaluated in f − u, see [BC11,
Section 12.4]. Existence and uniqueness follow directly by standard lower semicontinuity
and strict convexity properties of F λ1,λ2(f, u, ·) in L2(Ω).
Remark 4.3.2. The unique solution of (4.21) can be explicitly computed using the op-
eration of shrinkage. Nonetheless, in the following we will solve the two minimisation
problems in (4.20) jointly using Newton-type numerical solvers.
4.3.2 Gaussian-Poisson fidelity
In the case (4.19), some additional assumptions need to be specified. The given image is
here assumed to be bounded, that is f ∈ L∞(Ω) (not restrictive in practice for greyscale
images) and the data fidelities are taken as Φ1(v) =
1
2‖v‖2L2(Ω) for the Gaussian component
and as the Kullback-Leibler (KL) divergence:
Φ2(u, f − v) = DKL(f − v, u) =
ˆ
Ω
(
u− (f − v) + (f − v) log
(
f − v
u
))
dµ (4.22)
for the Poisson component (see below for more properties on the functional). Hence, for
f ∈ L∞(Ω) the variational fidelity in (TV-ICb) in this case reads:
Φλ1,λ2(u, f) = inf
v∈L2(Ω)∩B
{
F λ1,λ2(f, u, v) =
λ1
2
‖v‖2L2(Ω) + λ2 DKL(f − v, u)
}
(4.23)
with the following choice of the admissible sets in (4.20) for DKL to be well-defined:
A = {u ∈ L1(Ω), log u ∈ L1(Ω)} and B = {v ∈ L2(Ω) : v ≤ f a. e.} . (4.24)
We note that for u ∈ A we have u ≥ 0 almost everywhere. Therefore, with the choice of
the admissible sets as above the DKL functional is well defined.
The Kullback-Leibler functional
We briefly recall here some general definitions and results on the Kullback-Leibler func-
tional which are we going to use for the analysis of the model (4.23). We refer the reader
to [Egg93, RA07, BL91, Saw11] for more details on the topic.
Definition 4.3.1 (Kullback-Leibler functional). Let Ω ⊂ Rd be a regular domain and µ
a measure on Ω. The Kullback-Leibler (KL) functional is the function DKL : L
1(Ω) ×
L1(Ω)→ R+ ∪+∞ defined by:
DKL(ϕ,ψ) =
ˆ
Ω
(
ϕ log
(
ϕ
ψ
)
− ϕ+ ψ
)
dµ for every ϕ, ψ ≥ 0 a. e. (4.25)
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Remark 4.3.2. Here and throughout this chapter, we use the convention 0 log 0 = 0 by
which we have that the integrand function in (4.25) is nonnegative (by convexity of the
function f(x) = x log x) and vanishes if and only if ϕ = ψ.
The following Proposition and Corollary collect some results from [RA07, BL91] on
the convexity and weak lower semicontinuity properties of DKL.
Proposition 4.3.3. Let DKL be defined as in (4.25). The following properties hold:
(i) The function (ϕ,ψ) 7→ DKL(ϕ,ψ) is convex.
(ii) For any fixed nonnegative ϕ ∈ L1(Ω), the function DKL(ϕ, ·) is lower semicontinuous
with respect to the weak topology of L1(Ω).
(iii) For any fixed nonnegative ψ ∈ L1(Ω), the function DKL(·, ψ) is lower semicontinuous
with respect to the weak topology of L1(Ω).
(iv) For any nonnegative functions ϕ,ψ ∈ L1(Ω) the following estimate holds:
‖ϕ− ψ‖2L1(Ω) ≤
(
2
3
‖ϕ‖L1(Ω) +
4
3
‖ψ‖L1(Ω)
)
DKL(ϕ,ψ). (4.26)
Corollary 4.3.4. Let {ϕn} and {ψn} are bounded sequences in L1(Ω). Then, estimate
(4.26) entails
lim
n→∞DKL(ϕn, ψn) = 0 ⇒ limn→∞ ‖ϕn − ψn‖L1(Ω) = 0.
Remark 4.3.5. Our choice for the Poisson data fidelity (4.22) differs from previous works
in Poisson noise modelling [Saw11, DLRS13] where a reduced KL-type data fidelity
Φ˜2(u, f) =
ˆ
Ω
(u− f log u) dµ
is used instead. The term above is obtained through Bayesian derivation and MAP estima-
tion similarly as described in Section 4.2 (compare [Saw11, BMPS14, BB11]), but in its
expression the terms that do not depend on the function u are neglected. In our combined
modelling, however, those quantities have to be taken into account.
Similarly as in Proposition 4.3.1, we now guarantee that the minimisation problem
(4.23) is well posed.
Theorem 4.3.6. Let f ∈ L∞(Ω), u ∈ BV(Ω) ∩ A and λ1, λ2 > 0. Let A and B be as in
(4.24). Then, the minimum in the minimisation problem (4.21) is uniquely attained.
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Proof. Due to the non-negativity of DKL (see Remark 4.3.2), the functional F
λ1,λ2 is
bounded from below. Let us consider then a minimising sequence {vn} ⊂ L2(Ω) ∩ B for
the functional F λ1,λ2(u, ·, f). Using again the positivity of DKL, we have that:
λ1
2
‖vn‖2L2(Ω) ≤ F λ1,λ2(u, vn, f) ≤ C, for all n ≥ 1.
Hence, we can extract a non-relabelled subsequence {vn} weakly converging to v in L2(Ω).
As Ω is bounded and L2(Ω) is continuously embedded L1(Ω), {vn} is also converging
weakly to v in L1(Ω). Due the continuity of the L2 norm and the weak lower semicontinuity
of DKL(z, ·) for a fixed nonnegative z ∈ L2(Ω) with respect to the weak topology of L1(Ω)
guaranteed by Proposition 4.3.3 we have:
F λ1,λ2(u, v, f) =
λ1
2
‖v‖2L2(Ω) + λ2DKL(f − v, u) ≤ liminfn F λ1,λ2(u, vn, f).
Hence,F λ1,λ2(u, ·, f) is weakly lower semicontinuous in L2(Ω). Now, we need to guarantee
that v is an element of B. This is an immediate consequence of the fact that B is convex
and closed in L2(Ω) and hence weakly closed by the Mazur’s lemma. Uniqueness of the
minimiser follows by the strictly convexity of F λ1,λ2(u, ·, f).
Thanks to Proposition 4.3.1 and 4.3.6, we can conclude that in both cases (4.21) and
(4.23), the function Φλ1,λ2 is well-defined and that, for every u ∈ BV(Ω), there exists
a unique element v∗u ∈ L2(Ω) ∩ B minimising the functional F λ1,λ2(u, ·, f). Problem
(TV-ICa) can then be rewritten as:
min
u∈BV(Ω)∩A
{|Du|(Ω) + λ1 Φ1(v∗u) + λ2 Φ2(u, f − v∗u)} , (4.27)
where v∗u ∈ L2(Ω) ∩ B is the unique solution of (TV-ICb) in one of the two cases (4.21)
and (4.23). In particular, there is a positive finite constant C such that:
‖v∗u‖L2(Ω) ≤ C. (4.28)
The question now is if the problem (4.27) is well-posed. Following [CL97, AV94,
DLRS13] we show that the answer is positive through relaxation of the TV regularisation
functional.
4.3.3 Well-posedness
In this section we prove well-posedness results for the problem (4.27). In view of the
numerical realisation of the model based on the use of gradient-based methods (see Section
6.4), our analytical results are presented in the case when the nonsmoothness of the
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total variation energy is regularised. This will be needed in the following to avoid the
multivaluedness of the subdifferential and deal with unique gradients, a starting point
for the design of every desirable optimisation algorithm we intend to use. To do that,
we consider in the following a standard Huber-type regularisation of TV depending on a
parameter γ  1, compare with (2.11).
In particular, following [DLRSV15b], the TV term in (4.27) is Huber regularised as
follows. Let Du = ∇uL2 + Dsu the Lebesgue decomposition of the two-dimensional
distributional gradient Du into its absolutely continuous part ∇uL2 and the singular part
Dsu, similarly as in (2.2). We consider the following Huber-regularisation of the total
variation measure |Du| :
|Du|γ(V ) :=
ˆ
V
|∇u|γ dx+
ˆ
V
|Dsu|, V ∈ B(Ω), (4.29)
where, in words, only the absolutely continuous part of Du is regularised using (2.11),
while the singular part Dsu is left untouched. In parallel to (4.27), we then consider the
following Huber-regularised version of (4.27):
min
u∈BV(Ω)∩A
{Jγ(u) := |Du|γ(Ω) + λ1 Φ1(v∗u) + λ2 Φ2(u, f − v∗)} , (4.30)
where v∗u ∈ L(Ω) ∩ B is defined as above.
Recalling now the framework for the combination of Gaussian and impulse noise dis-
tributions described in Section 4.3.1 and the one for the combination of Gaussian and
Poisson noise in Section 4.3.2 with the corresponding assumptions on f , A and B in the
two different cases, we state and prove here the main well-posedness result.
Theorem 4.3.1. Let λ1, λ2 > 0 and let v
∗ be the solution of the minimisation problem
(TV-ICb) in one of the two cases (4.21) and (4.23) provided by Propositions 4.3.1 and
4.3.6, respectively. Then, there exists a unique solution u ∈ BV(Ω)∩A of the minimisation
problem (4.30).
Proof. The functional Jγ in (4.30) is bounded from below by zero. Let then {un} be a
minimising sequence for Jγ . We start from observing that the Huber regularisation of ∇u
is coercive and has at most linear growth. Following [DLRS13, Theorem 2.1] we have in
fact that if |∇u| ≥ 1γ , then trivially
|∇u|γ = |∇u| − 1
2γ
≤ |∇u|.
On the other hand we have that if |∇u| < 1γ < 1, then
|∇u| − 1
2γ
≤ |∇u|γ = γ
2
|∇u|2 < γ
2
|∇u|,
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by convexity of |∇u|2. Thus, we have:
|Dun|(Ω)+λ2 Φ2(un, f−v∗u) ≤ |Dun|γ(Ω)+λ1Φ1(v∗u)+λ2 Φ2(un, f−v∗u) ≤M, for all n.
(4.31)
The inequality above can be used to show uniform boundedness of the sequence {un} in
BV(Ω) thanks to some coercivity conditions.
• If Φ2(un, f − v∗un) = 12‖f − v∗ − un‖2L2(Ω) we have that by Young’s inequality:
M ≥ Φ2(un, f − v∗un) =
1
2
‖f − un − v∗un‖2L2(Ω) ≥ C1‖un‖2L1(Ω) − C2,
where C1 :=
1
4|Ω| and C2 := ‖f − v∗un‖2L2 is finite by (4.28). Hence, {un} is bounded
in L1(Ω). Moreover, using the positivity of Φ2, we deduce from (4.31) that
|Dun|(Ω) ≤M, for all n.
• If Φ2(un, f − v∗un) = DKL(f − v∗un , un), we apply directly the BV-coercivity result
for the TV-KL functional proved in [Saw11, Lemma 6.3.2] to (4.31) and get:
C‖un‖BV (Ω) ≤ |Dun|(Ω) + λ2 DKL(f − v∗un , un) ≤ Jγ(un) ≤M, for every n.
Thus, in both cases, the sequence {un} is uniformly bounded in BV(Ω). Since BV(Ω) is
embedded in L1(Ω) with continuous embedding (see Theorem 2.1.13), we have that, up
to non-relabelled subsequences, there is u ∈ BV(Ω) such that:
un
∗
⇀ u in BV(Ω), un → u in L1(Ω).
Therefore, since the image domain Ω is bounded, a further non-relabelled subsequence {un}
converging pointwise to u a.e. in Ω can be extracted. We claim now that Jγ is weakly
lower semicontinuous in L1(Ω). To show that, we observe first that the regularisation
term |Du|γ(Ω) is lower-semicontinuous w.r.t. strong convergence in L1 (compare [DT84]).
Additionally, we have that in both cases (4.21) and (4.23), Φ2 is lower semicontinuous
w.r.t. to the weak topology in L1.
• If Φ2(un, f − v∗un) = 12‖f − v∗un − un‖2L2(Ω), we have:
ˆ
Ω
(f − v∗un − u)2 dx ≤ liminfn
ˆ
Ω
(f − v∗un − un)2 dx
by continuity of the integrand function combined with the pointwise convergence of
{un} and Fatou’s lemma;
• If Φ2(un, f − v∗un) = DKL(f − v∗un , un), this holds thanks to Proposition 4.3.3.
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This, combined with the strict convexity of the functional Jγ , ensures existence and unique-
ness of the minimiser in BV(Ω). Furthermore, the minimiser is indeed an element of the
admissible set A as a consequence of the fact that A (when it is not trivially L2(Ω)) is a
closed and convex subspace of BV(Ω) and, as such, weakly closed by Mazur’s lemma.
Corollary 4.3.2. Let λ1, λ2 > 0 and let v
∗
u ∈ L2(Ω)∩B be the solution of the minimisation
problem (TV-ICb). Then, there exists a unique solution u ∈ BV(Ω)∩A of the nonsmooth
minimisation problem (4.27).
Proof. Starting from (4.31) and using standard lower semicontinuity of |Du|(Ω) with re-
spect to the strong topology of L1(Ω), the result is an immediate consequence of the one
proved above.
The question is now how to connect the solution of the minimisation problem (4.30)
to a solution of the nonsmooth problem (4.27). Recalling Section 2.1.3, we do that via
Γ-convergence [DM93].
Proposition 4.3.3. The sequence of functionals Jγ : BV(Ω) × A → R defined in (4.30)
Γ-converges to the functional J : BV(Ω) × A → R defined in (4.27) as γ → ∞. Hence,
the minimiser of Jγ converges to a minimiser of J as γ →∞ in BV(Ω) ∩ A.
Proof. The proof is a standard result based on relaxation techniques for measures, see e.g.
[BBB95, BB90]. We observe that as γ → ∞ the functional Jγ converges pointwise, for
every u ∈ BV(Ω) ∩ A to
J(u) =
ˆ
Ω
|∇u| dx+
ˆ
Ω
|Dsu| dx+ λ1 Φ1(v∗u) + λ2 Φ2(u, f − v∗u)
since for the absolutely continuous part ∇u there holds |∇u|γ → |∇u| pointwise as γ →∞.
Since the convergence is monotonically increasing, by Proposition 2.1.21, we have that Jγ
Γ-converges to J .
Therefore, thanks to the results above, the general infimal convolution model (TV-ICa)-
(TV-ICb) is well-posed in both cases described in Section 4.3.1 and 4.3.2. For simplicity,
we will focus in the following on an equivalent formulation of the nonsmooth problem
(TV-ICa)-(TV-ICb) which reads:
min
u∈BV(Ω)∩A
v∈L2(Ω)∩B
{J(u, v) := |Du|(Ω) + λ1 Φ1(v) + λ2 Φ2(u, f − v)} , (4.32)
where the two components of the model, i.e. the reconstructed image u and the noise
component v are treated jointly. Analogously, we will consider in the forthcoming Section
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6.4 the corresponding Huber-regularised version
min
u∈BV(Ω)∩A
v∈L2(Ω)∩B
{Jγ(u, v) := |Du|γ(Ω) + λ1 Φ1(v) + λ2 Φ2(u, f − v)} ,
and use it for the design of gradient-based numerical schemes solving (4.32) .
4.4 Recovery of the pure noise models
The infimal convolution modelling derived in the previous sections combines variational
data fidelities classically used in the literature for single-noise models to deal with the
combined case. The reader may ask whether and under which conditions the single noise
models can be recovered from our model. In this section we show that this is possible by
looking at the behaviour of solutions (u∗, v∗) of (4.32) as the parameters λ1 and λ2 become
infinitely large. Similarly as our exposition so far, in the following analysis we discuss the
Gaussian-impulse (see Section 4.3.1) and the Gaussian-Poisson case (see Section 4.3.2)
separately for better clarity.
4.4.1 Recovery of TV-L1 and TV-L2 solutions
The following Proposition asserts essentially that TV-L2 [ROF92] and TV-L1 [Nik04,
DAG09] -type solutions can be recovered ‘asymptotically’ from (4.32) by letting the im-
pulse or the Gaussian fidelity weight go to infinity, respectively. Moreover, when both
parameters become infinitely large, a full recovery of the data is obtained. The proof is
based on standard energy estimates for the minimisation problem (4.32) in the case when
the data fidelity is chosen as in (4.21).
Proposition 4.4.1. Let (u∗, v∗) ∈ BV(Ω) × L2(Ω) the optimal pair for (4.32) in the
Gaussian-impulse case described in Section 4.3.1. If f ∈ L2(Ω) is not identically zero,
then the following asymptotical convergences hold:
i) If λ2 is finite, then v
∗ → 0 in L1(Ω) as λ1 → +∞.
ii) If λ1 is finite, then v
∗ → f − u∗ in L2(Ω) as λ2 → +∞.
iii) If additionally f ∈ BV(Ω) and is not a constant, then the pair (u∗, v∗) converges to
(f, 0) in L1(Ω)× L1(Ω) as λ1, λ2 → +∞.
Proof. We start writing the variational inequality satisfied by the optimal pair (u∗, v∗) ∈
BV(Ω)× L2(Ω) in this case. This reads:
|Du∗|(Ω) + λ1 ‖v∗‖L1(Ω) +
λ2
2
‖f − u∗ − v∗‖2L2(Ω) ≤
|Du|(Ω) + λ1 ‖v‖L1(Ω) +
λ2
2
‖f − u− v‖2L2(Ω), for all u ∈ BV(Ω), v ∈ L2(Ω). (4.33)
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For the proof of i) we choose in (4.33) u = v = 0. We have:
λ1 ‖v∗‖L1(Ω) ≤ |Du∗|(Ω) + λ1 ‖v∗‖L1(Ω) +
λ2
2
‖f − u∗ − v∗‖2L2(Ω) ≤
λ2
2
‖f‖2L2(Ω),
which implies:
‖v∗‖L1(Ω) ≤
λ2
2λ1
‖f‖2L2(Ω).
Since λ2 is positive and fixed, by letting λ1 to infinity we have that v
∗ converges to 0 in
L1(Ω).
Similarly, for ii) we choose u = 0 and v = f in (4.33) and get:
‖f − u∗ − v∗‖2L2(Ω) ≤
2λ1
λ2
‖f‖L1(Ω).
The conclusion follows analogously by letting λ2 to infinity.
For the proof of iii) we choose in (4.33) u = f ∈ BV(Ω) and v = 0. Since f is not a
constant |Df |(Ω) 6= 0. Thus, we have:
Cλ1,λ2
(
‖v∗‖L1(Ω) + ‖f − u∗ − v∗‖2L2(Ω)
)
≤ |Du∗|(Ω) + λ1 ‖v∗‖L1(Ω) +
λ2
2
‖f − u∗ − v∗‖2L2(Ω) ≤
λ2
2
|Df |(Ω),
where Cλ1,λ2 := min
{
λ1,
λ2
2
}
. Therefore:
‖v∗‖L1(Ω) + ‖f − u∗ − v∗‖2L2(Ω) ≤
1
Cλ1,λ2
|Df |(Ω).
The right hand side of the inequality above goes to zero as λ1, λ2 → +∞ since in this case
Cλ1,λ2 goes to infinity. Thus, as λ1, λ2 → +∞ we have the following convergences:
v∗ → f − u∗ in L2(Ω),
v∗ → 0 in L1(Ω).
By uniqueness of the limit in L1(Ω) we conclude that f − u∗ = 0 and, consequently that
iii) holds.
Using the same energy estimates above it is also possible to show that similar conver-
gence results hold whenever one of the two fidelity weights goes to zero.
Corollary 4.4.2. Let (u∗, v∗) ∈ BV(Ω)×L2(Ω) the optimal pair for (4.32) in the Gaussian-
impulse case described in Section 4.3.1. If f ∈ L2(Ω) is not identically zero, then:
(i) If λ1 is finite, then |Du∗|(Ω)→ 0 and v∗ → 0 in L1(Ω) as λ2 → 0.
(ii) If λ2 is finite, then |Du∗|(Ω)→ 0 and v∗ → f − u∗ in L2(Ω) as λ1 → 0.
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Proof. The proof is similar to the points i) and ii) of the Proposition 4.4.1. Starting
from the variational inequality (4.33) one in fact gets similar estimates as above and the
conclusion simply follows by letting the parameters go to zero.
4.4.2 Recovery of TV-L2 and TV-KL solutions
In the Gaussian-Poisson framework described in Section 4.3.2 similar results can be proved.
They rely on analogous energy estimates and, essentially, on the estimate (4.26) for the KL
fidelity term (4.22). Analogously as before, by letting the Gaussian and Poisson fidelity
weights go to infinity, solutions of TV-KL [SBMB09, LCA07] and TV-L2 [ROF92] model
can be recovered as well as the full data.
Proposition 4.4.3. Let A and B be the admissible sets in (4.24). Let (u∗, v∗) ∈ (BV(Ω)∩
A) × (L2(Ω) ∩ B) the optimal pair for (4.32) in the Gaussian-Poisson case described in
Section 4.3.2. If f ∈ L∞(Ω) is not identically zero, then the following asymptotical con-
vergences hold:
i) If λ2 is finite and f is not identically equal to one, then v
∗ → 0 in L2(Ω) as λ1 →
+∞.
ii) If λ1 is finite, then v
∗ → f − u∗ in L1(Ω) as λ2 → +∞.
iii) If additionally f ∈ BV(Ω) and is not a constant, then the pair (u∗, v∗) converges to
(f, 0) in L1(Ω)× L2(Ω) as λ1, λ2 → +∞.
Proof. Again, we start writing explicitly the variational inequality satisfied by the optimal
pair (u∗, v∗) ∈ (BV(Ω)∩A)× (L2(Ω)∩B) for Gaussian-Poisson combined noise case. This
reads:
|Du∗|(Ω) + λ1
2
‖v∗‖2L2(Ω) + λ2 DKL(f − v∗, u∗) ≤ |Du|(Ω) +
λ1
2
‖v‖2L2(Ω)
+ λ2 DKL(f − v, u), for all u ∈ (BV(Ω) ∩ A) and v ∈ (L2(Ω) ∩ B). (4.34)
For the proof of i) we choose in (4.34) u = 1Ω, the constant function identically equal to
one on Ω and v = 0. We deduce:
λ1
2
‖v∗‖2L2(Ω) ≤ λ2DKL(f, 1Ω).
Since by assumption the function f is not identically equal to one, the right hand side of
the inequality above is strictly positive and bounded as:
0 < DKL(f, 1Ω) ≤ K :=
(
‖f‖L∞(Ω)‖ log f‖L1(Ω) + ‖f‖L1(Ω)
)
<∞,
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by Ho¨lder inequality and assumptions on f . Thus, we have:
‖v∗‖2L2(Ω) ≤
2λ2
λ1
K,
which implies the convergence v∗ → 0 in L2(Ω) as λ1 → +∞.
To prove ii), we consider in (4.34) u = 0 and v = f . For such a choice we have
DKL = 0. Hence, inequality (4.34) reduces to:
λ2 DKL(f − v∗, u∗) ≤ λ1
2
‖f‖2L2(Ω),
which implies that DKL(f − v∗, u∗)→ 0 as λ2 → +∞. We now apply Corollary 4.3.4 and
deduce v∗ → f − u∗ in L1(Ω).
We can show that iii) holds by choosing v = 0 and u = f ∈ BV(Ω) with |Df |(Ω) 6= 0 by
assumption. Proceeding similarly as in 4.4.1, the convergence result follows immediately
after applying once again Corollary 4.3.4.
Corollary 4.4.4. Let A and B be the admissible sets in (4.24). Let (u∗, v∗) ∈ (BV(Ω) ∩
A) × (L2(Ω) ∩ B) the optimal pair for (4.32) in the Gaussian-Poisson case described in
Section 4.3.2. If f ∈ L∞(Ω) is not identically zero, then:
(i) If λ1 is finite and f is not identically equal to one, then |Du∗|(Ω) → 0 and v∗ → 0
in L2(Ω) as λ2 → 0.
(ii) If λ2 is finite, then |Du∗|(Ω)→ 0 and v∗ → f − u∗ in L1(Ω) as λ1 → 0.
4.5 Numerical results
In this section we report the numerical results of the solution of general mixed noise model
(TV-ICa)-(TV-ICb) (or, equivalently, (4.32)) for the two frameworks described in Sections
4.3.1 and 4.3.2.
We consider a discretised image domain Ω = {(xi, yj) : i = 1, . . . , N, j = 1, . . . ,M}
with cardinality |Ω| = NM . Similarly as in Chapter 3, standard finite difference discreti-
sation is used. In particular, forward and backward finite differences are considered for
the discretisation of the divergence and gradient operators, respectively, thus preserving
their mutual adjointness property.
For the numerical realisation of the model, we use a SemiSmooth Newton (SSN) type
algorithm combined with a primal-dual strategy. To do that, we regularise the nonsmooth
TV term by Huber-regularised using a parameter γ  1, thus having unique-gradients.
Relations with the original problem are guaranteed by Theorem 4.3.3. A more specific
discussion on the numerical aspects for solving similar TV models will be given in Section
5.5. In the following numerical realisation we did not consider any preconditioning method
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to improve upon the conditioning of the linear systems appearing after the linearisation in
the Newton step. This is an interesting improvement which could be addressed for future
research.
Our motivation for using Newton’s algorithms to solve our problem comes from recent
works on the use of second-order methods for the numerical solution of similar nons-
mooth problems arising in the context of learning approaches, see [DLRS13, CDLRS14,
CCDLR+15]. Alternatively, other numerical approaches dealing directly with the nons-
moothness of the problems such as dual algorithms [Cha04] and numerical convex solvers
such as cvx can be used.
For our numerical realisation, we use a combined stopping criterion where the algorithm
stops either when the norm of the difference between two different iterates is below a given
tolerance or when a maximum number of iterations (typically, 35) is attained.
Our numerical results show the property of our model to deal with the different noise
components in the image by means of ‘appropriate’ (i.e. statistically consistent) data fi-
delity terms. In the following we focus on the formulation (4.32) which allows to decompose
the noise into its components.
Parameter choice For our computational tests we consider different images selected
either from the Berkeley database1 in Figure 4.1 and some others we report in Figure 4.2.
For each experiment the ground truth image is corrupted with mixed noise distributions of
different intensities which are specified for each case in the following numerical tests. For
simplicity, we consider square N ×N pixel images (corresponding to a step size h = 1/N)
and fix the Huber-regularisation parameter for all the following tests to be γ = 1e5.
Figure 4.1: Some images from Berkeley database.
1https://www.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/BSDS300/html/dataset/
images.html
2Moon image: http://commons.wikimedia.org/wiki/File:FullMoon2010.jpg#/media/File:
FullMoon2010.jpg,
Brain image: http://www.oasis-brains.org/, http://meyerinst.com/confocals/tcs-spe/index.htm
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Figure 4.2: Some other images used for our experiments2.
4.5.1 Impulse-Gaussian case
We start focusing on the framework considered in Section 4.3.1 for the joint removal of
impulse and Gaussian noise. That is, we compute numerically the solution pair of the
following Huber-regularised minimisation problem
min
u,v
{
Jγ(u, v) := |Du|γ(Ω) + λ1 ‖v‖L1(Ω) +
λ2
2
‖f − u− v‖2L2(Ω)
}
. (4.35)
We observe that the L1-term in (4.35) dealing with the sparse impulse component of
the noise introduces a further non-differentiability obstacle in the design of a numerical
gradient-based optimisation method solving (4.35). Therefore, similarly as before, we
Huber-regularise this term depending a parameter γ  1 as we did for the TV term and
consider the following optimality conditions:
∂Jγ
∂u = −∇ ·
(
γ∇u
max(γ|∇u|,1)
)
− λ2(f − u− v) = 0,
∂Jγ
∂v = λ1
γ v
max(γ|v|,1) − λ2(f − u− v) = 0.
The system above can be equivalently written in primal-dual form as:
−∇ · q − λ2(f − u− v) = 0,
λ1p− λ2(f − u− v) = 0,
q =
(
γ∇u
max(γ|∇u|,1)
)
,
p = γ vmax(γ|v|,1) .
Starting from an appropriate initial guess for u0 and v0 (which for our experiments is the
136
4.5. Numerical results
noisy image and a sparse vector, respectively), the SSN iteration reads:
−∇ · δq + λ2δu + λ2δv = − (−∇ · q + λ2(f − u− v)) ,
λ1δp + λ2δu + λ2δv = − (λ1p− λ2(f − u− v)) ,
δq − γ∇δu
max(1, γ|∇u|) + χUγγ
2 ∇uT∇δu
max(1, γ|∇u|)2
q
max(1, |q|) = −q +
γ∇u
max(1, γ|∇u|) ,
δp − γ δv
max(1, γ|v|) + χVγγ
2 v δv
max(1, γ|v|)2
p
max(1, |p|) = −p+
γ v
max(1, γ|v|) ,
(4.36)
for the increments δu, δv, δq and δp and where the active sets Uγ and Vγ are defined as:
Uγ := {x ∈ Ω : γ|∇u(x)| > 1} and Vγ := {x ∈ Ω : γ|v(x)| > 1}. As in [DlR12, DLRS13,
CDLRS14, CCDLR+15], the SSN iteration above has been modified using the properties
of the solution on the final active sets Uγ and Vγ . Namely, on these sets we have that
q = ∇u|∇u| and p =
v
|v| together with q, p ≤ 1 a.e. in Ω. The standard Newton’s iteration
can then be modified accordingly, thus obtaining a positive definite Hessian matrix in each
iteration which ensures global convergence.
Figure 4.3 shows the numerical denoising results for 312× 312 pixel images corrupted
with a combination of Gaussian and impulse noise of different intensities. In all experi-
ments we observe that the noise is successfully removed from the original image and it is
decomposed in its two impulse and Gaussian components corresponding to the L1 and L2
term in (4.35), respectively. Namely, the sparse component of the noise associated to the
impulse component is extracted from the noisy image through the use of the L1 norm of
the component v, while a classical L2-fidelity is used to denoise the residual Gaussian-noisy
image. The solution pair (u∗, v∗) is computed jointly, so the noise removal process can be
thought of as an iterative process where in each iteration the impulse component of the
noise is extracted and v is updated, while the Gaussian noise component is treated with
the L2 fidelity of the residuum. The parameters λ1 and λ2 are optimised in order to obtain
the best Peak Signal to Noise Ration (PSNR). We observe that the reconstructed images
may suffer of some loss of contrast corresponding to some loss of structures encoded in
the noise components (cf. fifth column of Figure 4.3). This is a well-known drawback
of TV regularisation [Mey01] and can be improved by using higher-order imaging models
such as TV-TV2 [PS14] or TGV regularisation [BKP10, VBK13], or, in alternative, by
solving the TV problem using Bregman iteration to reduce such drawaback [OBG+05].
The application of higher-order regularisation methods for similar mixed noise models is
indeed a matter future research.
Figure 4.4 confirms numerically the convergence results of Proposition 4.4.1. The
impulse and Gaussian noise component of the model are plotted and their convergence to
zero is observed as the corresponding weighting parameter of the model goes to infinity. In
particular, this behaviour corresponds to an “asymptotical” convergence of the combined
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(a) f (b) u (c) v (d) f − v (e) f − v − u
Figure 4.3: First column: Images corrupted with zero-mean Gaussian noise and impulse
noise. Second column: Denoising result. Third column: Impulse noise component.
Fourth column: Gaussian residuum. Fifth column: Gaussian noise component.
First row: impulse noise density d = 5%, Gaussian noise variance σ2 = 0.001. Noisy
image PSNR=17.91 dB. Denoised version PSNR=29.03 dB. Parameters: λ1 = 651, λ2 =
6779.
Second row: impulse noise density d = 5%, Gaussian noise variance σ2 = 0.01. Noisy
image PSNR=16.11 dB. Denoised version PSNR=25.02 dB. Parameters: λ1 = 622, λ2 =
4201.
Third row: impulse noise density d = 10%, Gaussian noise variance σ2 = 0.005. Noisy
image PSNR=14.63 dB. Denoised version PSNR=31.43 dB. Parameters: λ1 = 523, λ2 =
5551.
Fourth row: impulse noise density d = 15%, Gaussian noise variance σ2 = 0.005. Noisy
image PSNR=12.66 dB. Denoised version PSNR=26.40 dB. Parameters λ1 = 482, λ2 =
5233.
model (4.35) to the classical TV denoising models for single noise removal (i.e. the classical
ROF model [ROF92] for the Gaussian noise case and the TV-L1 model [DAG09] for the
impulse case).
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(a) ‖f − u− v‖2L2 decay as λ2 →∞ (b) ‖v‖L1 decay as λ1 →∞
Figure 4.4: Noise components behaviour as parameters λ1, λ2 of (4.35) go to infinity.
To have more insight on the type of reconstruction obtained by letting the parameters
vary, we compare in Figure 4.5 the solutions computed for the TV-IC model (4.35) for
different values of λ1 and λ2. The noisy image considered has been corrupted by a combi-
nation of impulse (density of missing pixels d = 5%) and Gaussian noise (with zero mean
and σ2 = 0.005). For comparisons, we report the denoising results computed with stan-
dard denoising models such as TV-L1 [Nik04, DAG09], TV-L2 [ROF92] and the TV-L1-L2
combination [HL13]. For reference, we recall the reader the models mentioned:
min
u
{|Du|γ(Ω) + λ1 ‖f − u‖L1(Ω)} (TV-L1)
min
u
{
|Du|γ(Ω) + λ2
2
‖f − u‖2L2(Ω)
}
(TV-L2)
min
u
{
|Du|γ(Ω) + λ1 ‖f − u‖L1(Ω) +
λ2
2
‖f − u‖2L2(Ω)
}
(TV-L1-L2)
where, for consistency, we have also Huber-regularised the TV term as in (4.29). As
expected from Proposition 4.4.1 and verified numerically in Figure 4.4, we observe that TV-
L1 and TV-L2-type solutions can be obtained from (4.35) by considering large weighting
parameters λ2 or λ1, respectively. In these situations, we note that only one component
of the noise is smoothed, namely the one corresponding to the active (i.e. non-vanishing)
fidelity term in the model. Moreover, we observe that the computed solution of the TV-IC
model (4.35) is comparable to the one compute using the TV-L1-L2 denoising model, but
with the additional property of noise decomposition demonstrated in Figure 4.3 above.
Finally, as in iii) of Proposition 4.4.1, the noisy image f is recovered by taking large
parameters λ1 and λ2.
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(a) Noisy image (b) TV-L1 (c) TV-L2 (d) TV-L1-L2
(e) TV-IC (f) TV-IC, λ2  1 (g) TV-IC, λ1  1 (h) TV-IC λ1, λ2  1
Figure 4.5: Comparison between (TV-L1), (TV-L2), (TV-L1-L2) and TV-IC (4.35) recon-
structions.
First row: (a) noisy image corrupted with impulse noise (d = 5%) and Gaussian noise
with zero mean and variance σ2 = 0.005, PSNR=17.18 dB. (b) TV-L1 solution with
λ1 = 352, PSNR=25.53 dB. (c) TV-L
2 solution with λ2 = 2121, PSNR=20.26 dB. (d)
TV-L1-L2 solution with λ1 = 351, λ2 = 258, PSNR=25.62 dB.
Second row: (e) TV-IC solution with λ1 = 352, λ2 = 2121, PSNR=26.51 dB (f)
TV-IC solution with λ1 = 352, λ2 = 1e5, PSNR= 25.61 dB. (g) TV-IC solution with
λ1 = 1e5, λ2 = 2121, PSNR=20.13 dB. (e) TV-IC solution with λ1 = λ2 = 1e5,
PSNR=17.17 dB.
4.5.2 Gaussian-Poisson case
For the numerical solution of the Gaussian-Poisson model presented in Section 4.3.2, we
relax the unilateral constraints on u and v by adding penalty terms as follows:
min
u,v
{
Jγ(u, v) := |Du|γ(Ω) + λ1
2
‖v‖2L2(Ω)
+ λ2
ˆ
Ω
(
u− (f − v) + (f − v) log
(
f − v
u
))
dx+
η1
2
‖min(u, 0)‖2L2(Ω)
+
η2
2
‖min(f − v, 0)‖2L2(Ω)
}
. (4.37)
In the following numerical experiments, we start from initial values η01 = 10 and η
0
2 = 100
and increase them throughout the iterations. The optimality conditions for (4.37) read:
∂Jγ
∂u
= −∇ ·
(
γ∇u
max(γ|∇u|, 1)
)
+ λ2
(
1− f − v
u
)
+ η1 χIuu = 0,
∂Jγ
∂v
= λ1 v − λ2 log
(
f − v
u
)
+ η2 χIv(v − f) = 0
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where χIu and χIv are the characteristic functions of the sets Iu = {x ∈ Ω : u(x) < 0}
and Iv = {x ∈ Ω : v(x) < f(x)}.
Similarly as before, we express now the system above in primal-dual form and write
the modified SSN iteration for the increments δu, δq, δv which reads:
−∇ · δq + λ2
(
f − v
u2
)
δu +
λ2
u
δv + η1 χIu δu
= −
(
−∇ · q + λ2
(
1− f − v
u
)
+ η1 χIuu
)
,
δq − γ∇δu
max(1, γ|∇u|) + χUγγ
2 ∇uT∇δu
max(1, γ|∇u|)2
q
max(1, |q|) = −q +
γ∇u
max(1, γ|∇u|) ,
λ1 δv +
λ2
u
δu +
λ2
f − v δv + η2 χIv δv
= −
(
λ1 v − λ2 log
(
f − v
u
)
+ η2 χIv(v − f)
)
,
where, similarly to (4.36), the set Uγ is defined as Uγ := {x ∈ Ω : γ|∇u(x)| > 1}.
In Figure 4.6 we report the denoising results for the mixed Gaussian-Poisson model
solved via the SSN iteration above. At each pixel (xi, xj) of the image domain Ω, the
Poisson noise component is distributed with Poisson distribution (4.17) with parameter
uij = u(xi, xj), whereas the Gaussian noise component of the examples has zero mean and
different intensities (variance) specified in each case. Also in this case we observe that the
noise components are decomposed as expected, with the Gaussian one being distributed
over the image domain while the Poisson one depending on the intensity of the signal
itself in the different points of Ω. In other words, this means that low intensity (darker)
areas win the image will be corrupted by a smaller amount of Poisson noise than the high
intensity (brighter) regions (compare, for instance the black sky background in the moon
image or the synthetic image in the last row), whereas the Gaussian noise component is
correctly spread over the whole image domain. As above, we observe some loss of structure
in the TV reconstructed image which are encoded in the noise components.
In Figure 4.7 we compare between the reconstructions obtained using single noise TV
denoising models with L2 [ROF92] and KL [Saw11, LCA07] data fidelities, the sum of the
two data fidelities above as in [DLRS13, CCDLR+15] and the mixed data fidelity terms
derived in [JCPT12, JCPT15]. Namely, we compare our method with Huber-regularised
versions of the (TV-L2) model, with
min
u
{
|Du|γ(Ω) + λ2
ˆ
Ω
(u− f log u) dx
}
, (TV-KL)
min
u
{
|Du|γ(Ω) + λ1
2
‖f − u‖2L2(Ω) + λ2
ˆ
Ω
(u− f log u) dx
}
, (TV-L2-KL)
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(a) f (b) u (c) v (d) f − v (e) f − v − u
Figure 4.6: First column: Images corrupted with Poisson and Gaussian noise. Second
column: Denoising result. Third column: Gaussian noise component. Fourth col-
umn: Poisson residuum. Fifth column: Poisson noise component.
First row: Gaussian noise variance σ2 = 0.005. Noisy image PSNR=19.66 dB. Denoised
version PSNR=26.03 dB. Parameters: λ1 = 4289, λ2 = 5503.
Second row: Gaussian noise variance σ2 = 0.01. Noisy image PSNR=19.46 dB. Denoised
version PSNR=26.19 dB. Parameters: λ1 = 2903, λ2 = 2107.
Third row: Gaussian noise variance σ2 = 0.005. Noisy image PSNR=22.39 dB. Denoised
version PSNR=33.04 dB. Parameters: λ1 = 2105, λ2 = 1896.
Fourth row: Gaussian noise variance σ2 = 0.05. Noisy image PSNR=18.62 dB. Denoised
version PSNR=23.87 dB. Parameters: λ1 = 809, λ2 = 712.
min
u
|Du|γ(Ω)−
ˆ
Ω
log
+∞∑
n=0
une−u
n!
e−
(u−n)2
2σ2√
2piσ2
 dx
 . (TV-GP)
Such comparisons highlight another feature of the TV-IC model solved via SSN primal-dual
algorithm (4.37) in comparison with the ones listed above. Numerical algorithms solving
TV models for single or mixed Poisson noise removal often suffer of the so-called “checker-
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board effect”, i.e. single pixels become visible along the iterative reconstruction process,
cf. [BLCT+08, Saw11, SBMB09]. In our case, this is clearly visible when using (TV-KL)
and (TV-L2-KL) models, compare Figure 4.7c and Figure 4.7d. Such unpleasant artefact
appears reduced in the TV-IC reconstruction in Figure 4.7f. Note that such reconstruction
is very similar to the TV-L2 one in Figure 4.7b: this is not surprising due to the similarity
between Poisson and Gaussian noise for high intensity values in the image (i.e. brighter
areas).
(a) Noisy image (b) TV-L2 (c) TV-KL
(d) TV-L2-KL (e) TV-GP (f) TV-IC
Figure 4.7: Comparison between solutions of TV-IC model (4.6) and solutions of (TV-L2),
(TV-KL), (TV-L2-KL) and (TV-GP) models.
First row: (a) noisy image corrupted with Gaussian noise with zero mean and variance
σ2 = 0.005 and Poisson noise with parameter u, PSNR=18.81 dB. (b) TV-L2 solution
with λ1 = 1800, PSNR=22.97 dB. (c) TV-KL solution with λ2 = 1200, PSNR=21.19 dB.
Second row: (d) TV-L2-KL solution with λ1 = 520, λ2 = 1100. PSNR=22.24 dB. (e)
Solution of the TV-GP model (TV-GP) model. PSNR=19.65 dB. (f) Solution of TV-IC
model (4.37) with λ1 = 1200, λ2 = 1800, PSNR=22.52 dB.
In Figure 4.8 we report the results of the TV-IC model for large values of the parameters
λ1 and λ2 to show how the reconstruction of the noisy image changes for different choices of
the parameters. As shown in Section 4.4.2 such choices correspond to enforce the (TV-KL)
and the (TV-L2-KL), respectively.
To conclude, we finally report in the following Figure 4.9 some numerical tests on the
asymptotical behaviour of the model (4.37) as the fidelity weights go to infinity. As shown
in Proposition 4.4.3, both the TV-L2 model for Gaussian noise removal (TV-L2) (whose
solution is denoted by uTV−L2) and the TV-KL one (TV-KL) (whose solution is denoted
by uTV−KL) are recovered asymptotically under appropriate norms.
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(a) Noisy image (b) TV-IC (c) TV-IC, λ1  1 (d) TV-IC, λ2  1
Figure 4.8: Comparison between solutions of TV-IC model (4.6) for large values of the
parameters λ1 and λ2.
(a) Noisy image corrupted with Gaussian noise with zero mean and variance σ2 = 0.05
and Poisson noise, PSNR=18.62 dB. (b) TV-IC solution with λ1 = 809, λ2 = 712,
PSNR=23.87 dB. (c) TV-IC solution with large λ1, λ2 = 712, PSNR=19.83 dB. (d)
TV-IC solution with large λ2, λ1 = 809, PSNR=22.71 dB.
(a) ‖u− uTV−KL‖2L2 decay (b) ‖u− uTV−L2‖L1 decay
Figure 4.9: Convergence to single noise models as parameters λ1, λ2 of (4.37) go to infinity.
Acknowledgement. The author would like to thank Dr. Anna Jezierska, Department of
Modelling and Optimization of Dynamical Systems, Polish Academy of Science, Warsaw,
Poland for providing him with the image reported in Figure 4.7e and used for comparison.
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Chapter 5
Learning the optimal setup by
bilevel optimisation
In the previous chapters of this thesis we focused on two different aspects of the modelling
of the minimisation problem
min
u
R(u) + λ Φ(Tu, f) (5.1)
of the reconstruction of an imperfect image f . Namely, in Chapter 3 we described advan-
tages and numerical challenges in the use of higher-order regularisation terms R encoding
a priori knowledge on the reconstruction we seek. Conversely, in Chapter 4 we focused on
the appropriate choice of the data fidelity term Φ for some specific denoising applications.
Depending on the problem at hand, a tailored choice of the regulariser and of the data
fidelity is often very hard. Furthermore, the selection of the optimal balance between
the fitting of the data and the strength of the regularisation (encoded in the weighting
parameter λ) is a very challenging problem itself and often results in a trial and error-type
approach. Finally, an appropriate modelling of the forward operator T is also crucial for
the specific application considered.
In this chapter we look at (5.1) for the particular case of image denoising (thus setting
T to be the identity operator) from a different point of view. Instead of sticking with
one particular regularising term R and one particular data fidelity term Φ balanced by a
fixed parameter λ, we review and examine the mathematical contributions in the area of
learning the ingredients R, Φ and λ for the design of an optimal model. Our discussion
starts with an overview of the mathematical state-of-the-art methods dealing with this
problem and focuses next on the recent developments in the field of nonsmooth bilevel
optimisation.
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5.1 A Review of learning methods in imaging
In the literature, several approaches have been considered for the optimal design of (5.1).
All the strategies vary in their philosophy and mathematics. Nonetheless, we can identify
two main attitudes to this problem.
5.1.1 Learning from the model
One approach consists in encoding a priori information in the ingredients R,Φ, T and
λ of the model we intend to use. This reflects, for instance, in the particular choice of
the regularisation term R which, as previously discussed, shall take into account the ge-
ometrical structure of the reconstruction we seek, such as the predominance of piecewise
constant/linear regions or the presence of objects with a a priori known specific geomet-
rical shape, see [CCN07, All08a, PS14, BB13, BKV13, BBBM13], only to name a few.
Similarly, a prior knowledge on how and for which type of application the data have been
acquired, shall drive the choice of the forward operator T and of the data fidelity term
Φ which are typically chosen to be consistent with the statistics of the data, such as the
type of noise and blur, and their intensities, see, e.g., [Stu10, VSK85, BB11, HMBS10].
This is the approach we have used in the previous Chapter 3 and Chapter 4, considering
suitable tailor-made regularising terms and data fidelities for solving image inpainting and
image denoising problems. We refer the reader to these chapters for a more complete list
of references.
Despite representing a rigorous and reliable approach in terms of reconstruction guar-
antees and error and stability estimates, model-driven formulations of (5.1) shows typi-
cally little flexibility for real-world applications due to their specificity with respect to the
problems considered.
5.1.2 Learning from the data
A different approach consists in learning the ingredients of the model (5.1) a posteriori,
i.e. from the data itself. This is the case, for instance, of [HT03] where the regularisa-
tion functionals are learned from training models. Analogously, in [BTWG08, KTAK11]
constrained optimisation problems are considered in large parameter spaces and marginal-
isation techniques are used for reducing the large amount of data. Dictionary approaches
have also been used in the framework of sparse coding in [OF96, MBPS09, GSM10, PF11]
and Markov random fields have been used for learning the optimal image prior distribu-
tions in the context of Bayesian approaches in [RB05, Tap07].
Data-driven approaches aim to trim the different ingredients in (5.1) in order to best-fit
the given data, often at the price of the lack of theoretical justifications and guarantees.
In general, they do not offer insights into the structural properties of the solutions of the
selected model and stability and error estimates are typically hard to prove.
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5.1.3 Bilevel optimisation approaches in function spaces
The idea is then to consider a unified approach combining the pros of a priori model-
driven and a posteriori data-driven modelling to develop a reliable, intelligible and effective
model (5.1). One possibility to couple these two approaches is to use a bilevel optimisation
strategy where the optimal setup is determined by minimising a suitable cost functional
F assessing the quality of the candidate model computed within the setup considered by
comparison with a training set of examples serving as ground truths. In other words,
bilevel optimisation methods can be seen as semi-supervised learning methods that select
and tune adaptively the optimal modelling terms R, Φ and λ by a comparison with a given
dataset of measurements and desirable solutions.
In the inverse problem community, optimal model design via bilevel optimisation has
been considered, for instance, by Haber and Tenorio in [HT03, HHT10] as well as by
Ghattas et al. in [BTWG08, BBG+11]. In the context of variational regularisation models
like (5.1), recent contributions focused on optimal parameter learning have been considered
by Pock et al. in [KP13, CTB12, CYP15], Chung et al. [CEN14] and by Schimdt and
Roth in [SR14] for proximal mappings learning. More recent works in the area of bilevel
learning are also [RP14, ORBP15] for image segmentation and [KP15] for support vector
machines.
5.2 The General learning model
In the following we focus on the approach proposed firstly by Scho¨nlieb and De Los Reyes
in [DLRS13] for noise learning via bilevel optimisation. We report the main results and
methods used by the author of the thesis in [CDLRS14] for the design of numerical efficient
methods in the case of large datasets and in [CCDLR+15] where a review on bilevel
learning is given by the author in collaboration with Chung, De Los Reyes, Scho¨nlieb
and Valkonen. For completeness, we additionally report some recent results regarding
the optimal choice of the regularising terms in this framework reported in [DLRSV15b].
As mentioned in Section 1.1.2 of the Introduction, our discussion is set up in infinite
dimensional function spaces and the optimisation approach is consequently studied within
an optimise-then-discretise framework. Our aim is to preserve qualitative properties in
images independently of their resolution [VFC12]. Numerically, this reflects numerically
the preservation of the desirable properties of resolution and mesh-independence upon
discretisation [HS06].
We start following [DLRSV15b] where the bilevel learning problem is presented in
a general and abstract functional framework. We state under which conditions of the
variational model considered existence of solutions is guaranteed and an optimality system
can be derived. Our attention focuses on the problem of image denoising, i.e. T = Id in
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(5.1), but generalisations for non-trivial blurring operators T can be considered as well.
Given the noisy data f ∈ L2(Ω) and an abstract function space X, we look for positive
parameters α = (α1, . . . , αm) and λ = (λ1, . . . , λd) in abstract parameter sets P+α and
P+λ solving for some convex, proper, weakly∗ lower semicontinuous cost functional F :
X × P+α × P+λ → R the problem
min
α∈P+α , λ∈P+λ
F(uα,λ;α, λ) s.t. uα,λ ∈ arg min
u∈X
J(u;α, λ) (5.2a)
with
J(u;α, λ) :=
m∑
i=1
ˆ
Ω
αi(x) d|Aiu|(x) +
d∑
j=1
ˆ
Ω
λj(x)φj(u, f) dx. (5.2b)
Here, Ai, i = 1, . . . ,m are linear operators acting on u which are penalised in the total
variation norm and, as such, act as image regularisers, whereas φj , j = 1, . . . , d are data
fitting terms measuring in some sense the distance between the given data model f and
the reconstructed image u.
In order to guarantee well-posedness results, the problem (5.2) needs to be regularised.
Namely, we consider in the following both a Huber regularisation of the Radon norms
similarly as in (2.11) and (4.29) and a quadratic smoothing functional H : X → R+
defined by H(u) := 12‖∇u‖2.
Therefore, for regularising parameters 0 < ε 1 and γ  1, we consider the following
regularised problem:
min
α∈P+α , λ∈P+λ
F (uα,λ,ε,γ ;α, λ) s.t. uα,λ,ε,γ ∈ arg min
u∈X
Jε,γ(u;α, λ) (5.3a)
with
Jε,γ(u;α, λ) :=
ε
2
‖∇u‖2 +
m∑
i=1
ˆ
Ω
αi(x) d|Aiu|γ(x) +
d∑
j=1
ˆ
Ω
λj(x)φj(u, f) dx, (5.3b)
where we have denoted by |Aiu|γ the Huber-regularisation of the total variation measure
of Aiu for every i = 1, . . . ,m as defined in (4.29). For what follows, we interpret the choice
γ = ∞ as corresponding to the non-Huber-regularised version of problem (5.3), i.e. to
(5.2) with the sole addition of the elliptic term H(u) defined above.
5.2.1 Assessing the quality: the choice of the cost functional
One crucial aspect in this framework is the choice of the cost functional F appearing in
(5.2a) which, heuristically, assesses the optimality of the reconstruction computed in the
lower level problem (5.2b) with respect to exemplar training data. A classical choice for
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F is the standard L2-squared cost functional
FL2(uα,λ;α, λ) :=
1
2
‖f0 − uα,λ‖2L2(Ω), (5.4)
where f0 ∈ L2(Ω) is the training noise-free version of the given noisy image f . In the
following we will mostly make use of such cost functional, which, from an imaging point of
view, appears appropriate since minimising (5.4) corresponds to maximising the Signal to
Noise Ratio (SNR), a standard quality measure commonly used in imaging applications
defined by:
SNR(uα,λ, f0) = 20 log10
(
‖f0‖L2(Ω)
‖uα,λ − f0‖L2(Ω)
)
. (5.5)
Remark 5.2.1. Alternatively, other quality measures can be used. For instance, in
[DLRSV15b, DLRSV15a] the Huberised-L1 cost functional
FL1γ∇(uα,λ;α, λ) := ‖D(f0 − uα,λ)‖L1(Ω),γ ,
is used. Here ‖Dw‖L1(Ω),γ :=
´
Ω |Dw|γ dx and |Dw|γ is defined similarly as in (4.29).
While this choice introduces some additional difficulties in the analysis of (5.2), such as,
for instance, the derivation of ‘classical’ optimality conditions, quality assessments with
respect to FL1γ∇ show more visually pleasant results than the ones computed using FL2
when used for the estimation of the optimal regularisation parameters αi, i = 1, . . . ,m,
compare [DLRSV15b].
5.3 Learning the image model
One crucial choice in the design of the variational model (5.1) for image reconstruction
problems is the regularisation that should be imposed on the image. Typically, a model-
driven approach aims to calibrate qualitatively and quantitatively the type and amount
of smoothing needed in order to counteract the noise and blur in the data. In the math-
ematical framework (5.2) this corresponds to choose, for i = 1, . . . ,m appropriate image
regularisers Ai and the regularisation weights αi.
In our exposition we have focused in particular on TV-type regularisations. However,
we have discussed in the Introduction limits and drawbacks of such models when applied
to solve denoising and inpainting tasks and mentioned how higher-order regularisation
models can be used to counteract these issues.
5.3.1 ICTV and TGV regularisations
Among the myriad of extensions of TV-based models proposed in the literature, we re-
call here the Infimal-Convolution Total Variation (ICTV) regularisation model proposed
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by Chambolle and Lions in [CL97] and the Total Generalised Variation (TGV) model
introduced by Bredies, Kunisch and Pock in [BKP10]. In the following, we give a con-
densed account of the results presented by Scho¨nlieb, De Los Reyes and Valkonen in
[DLRSV15a, DLRSV15b] where these regularisations have been considered as special cases
of Ai operators in (5.2) and their strength, encoded in the size of the regularising param-
eters αi, has been learned by means of bilevel optimisation techniques.
The ICTV regulariser reads
ICTVα,β(u) := min
v∈W 1,1(Ω), ∇v∈BV(Ω)
α‖Du−∇v‖M(Ω;R2) + β‖D∇v‖M(Ω;R2×2). (5.6)
The TGV regulariser can be written as the following differential cascade [BV11, VBK13]
TGV2α,β(u) := min
w∈BD(Ω)
α‖Du− w‖M(Ω;R2) + β‖Ew‖M(Ω;Sym2(R2)). (5.7)
Here, the space BD(Ω) :=
{
w ∈ L1(Ω;R2) : ‖Ew‖M(Ω;R2×2) <∞
}
is the space of vector
fields of bounded deformation on Ω (see, e.g., [TS80]), E denotes the symmetrised gradient
of w (formally defined as Ew = (Dw+(Dw)>)/2) and Sym2(R2) is the space of symmetric
tensors of order 2 with arguments in R2. In both (5.6) and (5.7) the regularising terms are
weighted by the fixed scalar positive parameters α and β. Despite their similar definition,
the main difference between (5.6) and (5.7) is the fact that in general there is no guarantee
that w = ∇v for every function v. Consequently, ICTV and TGV regularisations may
differ significantly, see for instance [BBBM13]. Nonetheless, for both models, the amount
of smoothing heavily depends on the choice of the regularisation parameters (α, β) and
their choice can lead to very different results, compare Figure 5.1.
In the following we briefly report some results presented in [DLRSV15b, DLRSV15a]
for the estimation of the optimal parameters α and β for TV and TGV type reconstruction
models by bilevel optimisation. Since the thorough analysis of the learning model for the
estimation of the optimal regulariser is beyond the purpose of this chapter and the research
studies of the author of this thesis, we limit ourselves to consider the case where single-
Gaussian noise is present, i.e. P+λ = {1} and λ = 1 in the framework above. Furthermore,
we consider the regularised problem (5.3) and assess optimality using the L2-squared cost
(5.4) using a single training pair (f0, f) of noise-free and noisy image, respectively. In
other words, we are interested in finding optimal parameters (α, β) for the variational
regularisation model
uα,β ∈ arg min
u∈X
Rα,β(u) + ‖f − u‖2L2(Ω),
where f is the noisy image, R(α,β) is either TV multiplied by α (without any β), ICTVα,β
in (5.6) or TGV2α,β in (5.7). The function space X is chosen appropriately depending on
the regulariser considered.
150
5.3. Learning the image model
(a) Noisy image (b) TGV2 denoising with low α
and low β
(c) TGV2 denoising with large α
and large β
(d) TGV2 denoising with opti-
mal α and β
(e) TGV2 denoising with opti-
mal α and large β ≈ TV.
(f) TGV2 denoising with large α
and optimal β, bad TV2 be-
haviour.
Figure 5.1: The effect of the different choice of the parameters α and β in TGV2 regu-
larisation (5.7). The image has been corrupted by Gaussian noise with zero mean and
variance σ2 = 0.01.
We state in the following two results stated and proved in [DLRSV15b] on the existence
and the structural properties of optimal regularisation of the TV and TGV2 models.
These results have to be intended as follows. Having fixed one of the two regularisations
and under natural assumptions on the given training pair (f0, f), there exists a range of
regularised scenarios, i.e. regularised versions of the problem (5.2) of the form (5.3) such
that in this range an optimal pair of positive parameters (α, β) can be found. Despite
being intrinsically interesting, these results are useful also from a computational point of
view since they allow to avoid any additional box constraint on the regularising parameters
we seek. Furthermore, they do not show existence only for a particular regularised version
of (5.2) (i.e. for fixed ε and γ), but for an entire range of scenarios. This property is
desirable from a numerical point of view since such property avoids the tedious tuning of
the regularising parameters ε and γ.
We start stating the result of existence and structure of optimal regularisation in the
case of total variation regularisation. We refer the reader to [DLRSV15b, Corollary 3.1]
for its proof and more details.
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Theorem 5.3.1 (Total variation Gaussian denoising [DLRSV15b]). Suppose that the
training images f, f0 are elements in the space X = BV(Ω) ∩ L2(Ω) and that
TV(f) > TV(f0). (5.8)
Then, there exist ε¯, γ¯ > 0 such that any optimal solution αε,γ ∈ [0,∞] to the problem
min
α∈[0,∞]
1
2
‖f0 − uα,ε,γ‖2L2(Ω)
subject to
uα,ε,γ ∈ arg min
u∈BV(Ω)
(ε
2
‖∇u‖2L2(Ω;R2) + α|Du|γ(Ω) +
1
2
‖f − u‖2L2(Ω)
)
satisfies αε,γ > 0 whenever ε ∈ [0, ε¯], γ ∈ [γ¯,∞].
Assumption (5.8) means that, in terms of the total variation, the noisy training image
f should present more oscillations than the noise-free image f0, as naturally expected.
Under similar assumptions, a similar result can be proved for higher-order regularisa-
tions, like, for instance TGV2. Again, we refer the reader to [DLRSV15b, Corollary 3.2]
for more details.
Theorem 5.3.2 (TGV2 Gaussian denoising [DLRSV15b]). Suppose that the training im-
ages f, f0 are elements in the space L
2(Ω)∩BV(Ω) and that for some β > 0 the condition
TGV21,β(f) > TGV
2
1,β(f0)
is satisfied. Then, there exist ε¯, γ¯ > 0 such that any optimal solution (αε,γ , βε,γ) to the
problem
min
α,β∈[0,∞]
1
2
‖f0 − uα,ε,γ‖2L2(Ω)
subject to
(uα,ε,γ , wα,ε,γ) ∈ arg min
u∈BV(Ω)
w∈BD(Ω)
(ε
2
‖(∇u,∇w)‖2L2(Ω;R2×R2×2) + α|Du− w|γ(Ω) + β|Ew|γ(Ω)
+
1
2
‖f − u‖2L2(Ω)
)
satisfies αε,γ , βε,γ > 0 whenever ε ∈ [0, ε¯] and γ ∈ [γ¯,∞].
Furthermore, in [DLRSV15b, Theorem 3.1] the authors prove that the optimal so-
lutions of the regularised models above converge to solutions of the nonsmooth case as
the elliptic regularisation vanishes and the Huber regularisation becomes infinitely large,
which turns out to be an important property for the numerical realisation of the model.
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5.4 Learning the data model
Conversely, we focus now on the choice of the optimal data model. For this sake, we fix the
regularisation term to be TV. In (5.2), this corresponds to set m = 1, P+α = {1} and to
choose the operator Au to be Du, with d > 1. In other words, we consider a TV denoising
model featuring multiple noise distributions in the data where, for every i = 1, . . . , d, the
parameter λi weights the fitting of the reconstructed image with respect to the data model
φi. Our objective is to compute the optimal λi’s. Firstly introduced by Scho¨nlieb and De
Los Reyes in [DLRS13], this framework has been considered by the author of the thesis in
[CDLRS14].
Motivated by our original purpose of learning by examples, the general model (5.2)
is extended here to a training set of pairs of noise-free and noisy images
{
(f0k , fk)
}N
k=1
.
Mathematically, this translates in considering (5.2a) subject to a set of N nonsmooth
constraints of the type (5.2b). A L2-squared cost functional is considered and, similarly as
in (5.3), an elliptic-Huber regularised version of the lower-level problem of the form (5.3b)
is used.
In the case of scalar parameters λi’s the resulting problem reads:
min
λi≥0, i=1,...,d
1
2N
N∑
k=1
‖uλ,ε,γk − f0k‖2L2(Ω) (5.9a)
subject to the set of nonsmooth constraints:
uλ,ε,γk = arg min
u∈H10 (Ω)∩A
(ε
2
‖∇u‖2L2(Ω) + |Du|γ(Ω)
+
d∑
i=1
ˆ
Ω
λiφi(u, fk) dx
)
, k = 1, . . . , N. (5.9b)
The space A is the admissible set for the φi’s to be well defined. More details on its
choice are given later on. We refer the reader to Chapter 4 for classical choices of the data
fitting terms φi’s. We look for solutions in a subspace of the space H
1
0 (Ω), similarly as in
[HK04, DLRS13]. Alternatively, it is possible to work in the space H1(Ω) and consider
alternative boundary conditions. The positive parameters λi, i = 1, . . . , d weight the
different noise models φ’s against each other and balance the fitting of the data against the
TV regularisation. In most applications the parameters λi’s are chosen to be positive scalar
parameters, but in the literature spatially dependent parameters whose structure adapts to
the underlying structures and to the presence of inhomogeneous noise have been considered
as well, see for instance [BCRS03, ABCH08, DHRC11, FMM12, BDH13, CDLR]. If d > 1,
the model accommodates multiple noise distributions. In this case, the lower level problem
(5.9b) can be considered as an image denoising problem where no prior knowledge of the
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noise corrupting the given noisy images fk is used and the optimal noise model fitting the
data is learned directly from the training set. In the case when the noise level is known,
classical techniques for choosing the optimal parameters are based on the use of some type
of discrepancy principles [Mor66, TSC13] depending on the noise level, cross validation
[Wah77] or the L-curve [EHN96, CMRS00]. We refer the reader to the Introduction of the
thesis, where more details are given.
Assumptions on data fidelities. For the well-posedness results of the regularised
bilevel problem (5.9), we assume that the functions φi, i = 1, . . . , d are convex functions in
u, bounded from below and satisfy for every i = 1, . . . , d the following coercivity assump-
tion: ˆ
Ω
φi(u, f) dx ≥ C1‖u‖pLp(Ω) − C2, for all u ∈ Lp(Ω) ∩ A, (5.10)
where C1, C2 ≥ 0 and either p = 1 or p = 2. Standard noise models fulfil this assumption.
In particular we have:
• For the Gaussian noise model (see, e.g., [ROF92]) we have: φ(u, f) = |u − f |2.
Therefore, (5.10) is trivially fulfilled for A = L2(Ω) and p = 2.
• For the impulse noise model (see, e.g., [Nik04]), we have φ(u, f) = |u−f |. Condition
(5.10) is fulfilled for A = L1(Ω) and p = 1.
• For the Poisson impulse model (see [SBMB09]) we have φ(u, f) = u− f log u. The
admissible set is A = {u ∈ L1(Ω), log u ∈ L1(Ω)}. In particular, functions in this
space satisfy u ≥ 0 a.e. in Ω. With this choice, φ is convex in u and fulfils (5.10)
for p = 1, up to an additive constant under the (non-restrictive) assumption that
f ∈ L∞(Ω), see [Bru10]. More precisely, for u ∈ A we have:
ˆ
Ω
(u− f log(u+ C)) dx ≥ ‖u‖L1(Ω) − ‖f‖L∞(Ω) log ‖u+ C‖L1(Ω),
for C > 0, by Jensen’s inequality.
Remark 5.4.1 (Nonsmooth problem in BV(Ω)). Under the same assumptions on the
data fidelity terms φi’s, in [DLRS13, Theorem 2.2] the authors show the well-posedness
of (5.9) in the space BV(Ω) ∩ A by relaxation. In particular the TV energy is relaxed by
Huber-regularisation and no additional H1 smoothing is introduced. However, the lack of
Hilbert space structure does not guarantee the continuity of the solution map λ 7→ u(λ) as
the Huber regularisation parameter γ goes to infinity. From a numerical point of view this
is a serious drawback: derivative-based optimisation techniques solving regularised (i.e.
with unique gradient) TV problems require to converge to the solution of the nonsmooth
problem as the regularising parameter goes to infinity and this is not a priori guaranteed
without any further regularisation.
154
5.4. Learning the data model
5.4.1 Theoretical results
We focus now on the regularised lower level problem (5.9b) and state the following well-
posedness result.
Proposition 5.4.2. For every k = 1, . . . , N there exists a unique solution uλ,ε,γk of
the problem (5.9b). Moreover, the sequence of regularised solutions
(
uλ,ε,γk
)
γ
converges
strongly in H10 (Ω) to u
λ,ε
k , solution of:
uλ,εk = arg min
u∈H10 (Ω)∩A
(
ε
2
‖∇u‖2L2(Ω) + |Du|(Ω) +
d∑
i=1
ˆ
Ω
λiφi(u, fk) dx
)
, (5.11)
as γ →∞, for every k = 1, . . . , N .
Proof. For every k = 1, . . . , N the result can be proved following [DLR11, Theorem 4.2]
where maximal monotonicity and coercivity arguments are used together with standard
energy estimates.
In order to ensure the existence of the bilevel problem (5.9), we follow [DLRS13] and
add a Tikhonov-type regularisation to the cost functional in (5.9a). In particular, we
allow the parameter vector λ = (λ1, . . . , λd) to be an element of a Hilbert space X
d which
coincides with Rd+ in the case of scalar parameters. Therefore, we consider the following
modified version of the cost functional in (5.9):
F(uλ,ε,γ ;λ) := 1
2N
N∑
k=1
‖uλ,ε,γk − f0k‖2L2(Ω) +
η
2
d∑
i=1
‖λi‖2X , (5.12)
and consider the problem of determining the optimal λi ≥ 0, i = 1, . . . , d subject to
the constraints (5.9b). Note that under this choice, the parameters λi are allowed to be
spatially distributed.
Remark 5.4.3. For the following analysis, we assume η > 0. For the numerical experi-
ments, the choice η = 0 will be made in the case of scalar parameters.
We state now the following Proposition, whose proof is an immediate extension of
[DLRS13, Proposition 3.2], which ensures the desired continuity property of the solution
map.
Proposition 5.4.4 ([DLRS13, Proposition 3.2]). Let (λn = (λn1 , . . . , λnd))n a sequence
of elements in Xd weakly converging to λˆ ∈ Xd as n → ∞. Further, let us denote by
uλn,ε,γ the solution vector of (5.9b) associated to λn, i.e.:
uλn,ε,γ :=
(
uλn,ε,γ1 , . . . , u
λn,ε,γ
N
)
,
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and let uλˆ,ε,γ be defined similarly. Then we have:
uλn,ε,γ → uλˆ,ε,γ strongly in (H10 (Ω))N ,
as n→∞.
Having modified the problem as in (5.12), we now state and prove an extension of
[DLRS13, Theorem 3.3] for the multiple constrained case which ensures the existence of
the solution of the regularised bilevel problem and its convergence to the corresponding
nonsmooth solution as the Huber regularisation parameter γ goes to infinity. We stress
that the presence of the H1 smoothing enforced by the elliptic term is fundamental for
the proof of this result. However, L2-type gradient smoothings penalise sharp edges and,
as such, are not desirable in imaging application (see Section 1.3.1). In our numerical
experiments, we circumvent this issue by taking in practice ε 1.
Theorem 5.4.5. There exits an optimal solution λ = (λ1, . . . , λd) ∈ Xd of the regularised
problem
min
λ=(λ1,...,λd)∈Xd
1
2N
N∑
k=1
‖uλ,ε,γk − f0k‖2L2(Ω) +
η
2
d∑
i=1
‖λi‖2X , (5.13)
subject to (5.9b). Moreover, every weakly convergent sequence of optimal parameters(
λγ = (λγ1 , . . . , λ
γ
d)
)
γ
converges, as γ →∞., to an optimal solution λ∞ = (λ∞1 , . . . , λ∞d ) of
the nonsmooth problem
min
λ=(λ1,...,λd)∈Xd
1
2N
N∑
k=1
‖uλ,εk − f0k‖2L2(Ω) +
η
2
d∑
i=1
‖λi‖2X , (5.14)
subject to (5.11).
Proof. We follow [DLRS13, Theorem 3.3] and extend the result for the multiple con-
strained case. Given the positivity of the cost functional (5.12), let us consider a min-
imising sequence (λn)n in X
d. We deduce easily that such sequence is bounded in Xd.
Therefore, we can extract a non-relabelled sequence (λn)n weakly converging to a limit λ
in Xd. From Proposition 5.4.4 and the weakly lower semicontinuity property of the cost
functional in (L2(Ω))N , we deduce that λ is optimal.
Let now (λγ)γ be a sequence of optimal solution of (5.13) subject to (5.9b). Denoting
by uλγ ,ε,γ = (u
λγ ,ε,γ
1 , . . . , u
λγ ,ε,γ
N ) the optimal state vector, we have that optimality of λ
γ
combined with feasibility of (0, 0) ∈ (H10 (Ω))N ×Xd implies
η
2
d∑
i=1
‖λγi ‖2X ≤
1
2N
N∑
k=1
‖uλγ ,ε,γk − f0k‖2L2(Ω) +
η
2
d∑
i=1
‖λγi ‖2X = F(uλ
γ ,ε;λγ)
≤ 1
2N
N∑
k=1
‖f0k‖2L2(Ω) = F(0, 0).
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Therefore, (λγ)γ is bounded in X
d. Again, we can extract a non-relabelled subsequence
(λγ)γ weakly converging in X
d to a point λ∞ as γ → ∞. Now, let us denote by uλ∞,ε =
(uλ
∞,ε
1 , . . . , u
λ∞,ε
N ) the optimal state for the problem (5.14) subject to (5.11) associated to
λ∞ whose existence is guaranteed by Proposition 5.4.2. By triangle inequality we have:
N∑
k=1
‖uλγ ,ε,γk − uλ
∞,ε,γ
k ‖H10 (Ω) ≤
N∑
k=1
(
‖uλγ ,ε,γk − uλ
γn ,ε,γ
k ‖H10 (Ω) + ‖u
λγn ,ε,γ
k − uλ
∞,ε,γ
k ‖H10 (Ω)
)
,
for every sequence {λγn} weakly converging to λγ . The right hand side of the inequality
above goes to zero as γ →∞ by Proposition 5.4.2 and Proposition 5.4.4. Hence, we have
uλ
γ ,ε,γ → uλ∞,ε strongly in (H10 (Ω))N .
To conclude, we note that by optimality of the pair (λγ , uλ
γ ,ε,γ) for the cost functional F
(5.12) we have:
F(uλγ ,ε,γ ;λγ) ≤ F(uλ,ε,γ ;λ),
where λ is one optimal solution of (5.13) subject to (5.9b) whose existence is guaranteed
by the first part of the proof. By weak lower semicontinuity of F we can now conclude
since:
F(uλ∞,ε;λ∞) ≤ lim inf
γ→∞ F(u
λγ ,ε,γ ;λγ) ≤ lim inf
γ→∞ F(u
λ,ε,γ ;λ) = F(uλ,ε,γ ;λ) ≤ F(uλ,ε;λ)
for every uλ,ε ∈ (H10 (Ω))N and λ ∈ Xd. In other words, (uλ
∞,ε, λ∞) is an optimal solution
of (5.14) subject to (5.11).
Remark 5.4.6. In the framework presented, some ideas about sparsity regarding the se-
lection of the optimal model as a combination of as few data as possible may be applied.
This could be imposed already in the case of scalar parameters λi to select the best model
fitting the data or in the case of spatially distributed parameters λ = λ(x) to promote more
regularisation only in some specific regions of the image where the noise is stronger, see
[DHRC11, BDH13]. The use of an L1 penalisation on λ to enforce sparsity in space would
result in inequality constraints of the second-kind [DLR11] which would make harder the
derivation of the optimality system.
Remark 5.4.7. As the reader may have noticed, compared to the general models (5.2) and
(5.3), we have presented in Section 5.3 and in Section 5.4 two simplifications where either
the noise model is assumed to be known or the regularisation one intends to use is fixed.
Of course, the combination of the two models which aims to learn both the image and the
noise model (in other words, the set of parameters αi, i = 1, . . . ,m and λj , j = 1, . . . , d)
is desirable and is indeed a matter for future research.
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5.5 Numerical optimisation
From a computational point of view, finding the numerical solution of the models above is
quite challenging due to the nested bilevel minimisation structure. A standard approach
consists in characterising the optimal solutions of the problem in terms of their optimality
conditions, see Section 2.4.1. This is used a lot in practice, but appears to be hardly
applicable in our case since the nonsmooth problem (5.2) does not have in principle any
differentiability property. For this reason, we focus in the following on the regularised
version (5.3) depending on the parameters ε and γ, for which additional differentiability
properties are expected. In fact, provided that some type of differentiability (Gaˆteaux or
Fre´chet) can be proved, solutions of the regularised problems can be well characterised in
term of the adjoint states. Once this is done, an asymptotic analysis as γ ↗∞ and ε↘ 0
is needed to guarantee the convergence of the solutions of the regularised problem to the
ones of the original, nonsmooth problem.
In this section we describe how to characterise solutions of the problem (5.3) in terms
of their adjoint states. We start using the Lagrangian formalism to derive the optimality
system for the regularised problem which reads:
ε
ˆ
Ω
∇u · ∇v dx+
m∑
i=1
ˆ
Ω
αihγ(Aiu) ·Aiv dx
+
d∑
j=1
ˆ
Ω
λjφ
′
j(u, f)v dx = 0, ∀v ∈ V, (5.15a)
ε
ˆ
Ω
∇p · ∇v dx+
m∑
i=1
ˆ
Ω
αih
′
γ(Aiu)
∗Aip ·Aiv dx
+
d∑
j=1
ˆ
Ω
λjφ
′′
j (u, f)p · v dx = −F ′(u)v, ∀v ∈ V, (5.15b)
ˆ
Ω
hγ(Aiu)Aip(η − αi) dx ≥ 0, ∀η ≥ 0, i = 1, . . . ,m, (5.15c)
ˆ
Ω
φi(u, f)p(ζ − λj) dx ≥ 0, ∀ζ ≥ 0, j = 1, . . . , d. (5.15d)
Here, V is a subspace of H1(Ω) endowed with appropriate boundary conditions, p ∈ V is
the associated adjoint state and hγ is a smoother version of the derivative of the Huber
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regularisation of TV 2.11. In particular, we consider the following C1 function:
hγ(z) :=

z
|z| if γ|z| − 1 ≥ 12γ
z
|z|(1− γ2 (1− γ|z|+ 12γ )2) if γ|z| − 1 ∈ (− 12γ , 12γ )
γz if γ|z| − 1 ≤ − 12γ .
(5.16)
which enjoys the additional differentiability property required in the adjoint equation
(5.15b). We remark that the optimality system above is derived formally for the sake of
having some insight on its general structure. Depending on the specific function space,
regulariser and model considered, every step in the derivation above has to be rigorously
justified.
Remark 5.5.1. Gradient information is fundamental for the computation of the numerical
solution of the learning models considered. Typically, an easier expression of the gradient
of the reduced cost functional F (α, λ) := F(uα,λ;α, λ) is given in terms of the adjoint
equation (5.15b). In our case, we get from (5.15b):
(∇αF˜ )i =
ˆ
Ω
hγ(Aiu)Aip dx, (∇λF˜ )j =
ˆ
Ω
φ′j(u, f)p dx, (5.17)
for i = 1, . . . ,m and j = 1, . . . , d, respectively. Furthermore, in the case of scalar (i.e.
non-spatially distributed) parameters the variational inequalities (5.15c)-(5.15d) become
actually equalities. This is very important from a numerical point of view since the gradient
formulas (5.17) above can be used without any additional projection step.
5.5.1 Adjoint-based methods
In many situations the numerical solution of the optimality system (5.15) may be very
challenging to compute, due mainly to the large size of both the images considered and
of the training database (see Section (5.6) for more details). To overcome this issue, we
follow [DLRS13, CCDLR+15, DLRSV15b] and focus in the following on the application
of quasi-Newton optimisation methods based on the characterisation of the gradient of
the cost functional in terms of the adjoint states as described in the previous section. We
also refer the reader to the relevant parts in Section 2.4.2 of this thesis, where a review
on adjoint-based methods for the numerical solution of PDE constrained optimisation
problems is given.
In particular, we use the characterisation of the gradient of the reduced cost functional
given in (5.17) in terms of the adjoint state to solve the upper level problem by means
of BFGS updates (2.38) combined with an Armijo line search strategy (2.42). In the
simple case of TV regularisation, such numerical strategy guarantees the positivity of
the parameters estimated without any further projection step, whereas for more involved
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regularisation, such as TGV or ICTV extra conditions need to be added to guarantee their
positivity along the iterations, see [DLRSV15b].
An efficient solver is also required for the lower-level denoising problem at each BFGS
iteration. In our numerical experiments we use primal-dual SemiSmooth Newton (SSN)
algorithms (see Section 2.4.2). In their general form, these algorithms make use of the dual
variables qi, i = 1, . . . ,m and translate the sufficient condition (5.15a) into the system:

ε
ˆ
Ω
∇u · ∇v dx+
m∑
i=1
ˆ
Ω
qi ·Aiv · dx+
d∑
j=1
ˆ
Ω
λjφ
′
j(u, f)v dx = 0, ∀v ∈ X,
qi = αihγ(Aiu), a.e. in Ω, i = 1, . . . ,m,
where again a Huber regularisation term hγ is used. In the following numerical experiments
we consider hγ(z) =
z
max(1,γ|z|) , but smoother versions can be chosen, similarly as in (5.16).
The SSN step has the following Jacobi matrix
−ε∆ ·+∑dj=1 φ′′j (u, f) A∗1 . . . A∗m
−α1
[
R(A1u)− χ1A1u⊗A1u|A1u|3
]
A1 I 0 0
... 0
. . . 0
−αm
[
R(Amu)− χmAmu⊗Amu|Amu|3
]
Am 0 0 I

where χi(x) is the indicator function of the set {x : γ|Aiu| > 1} andR(Aiu) := min(1,γ|Aiu|)|Aiu| ,
for i = 1, . . . ,m. In our numerical implementations we will follow [HS06] and modify
systematically the matrix above replacing the terms Aiu⊗Aiu|Aiu|3 by
qi
max(|qi|,αi) ⊗
Aiu
|Aiu|2 for
every i = 1, . . .m. Such modification improves the convergence properties of the standard
SSN method and the resulting algorithm exhibits both a global and a local superlinear
convergent behaviour.
We will consider a warm start of the modified SSN solver initialising the algorithm
with the the result computed in the previous BFGS iteration. The computation of the
adjoint states needed for the evaluation of the gradient of the cost functional through
(5.17) is performed using sparse linear solvers.
Remark 5.5.2. The full optimality system of equations (5.15) may be alternatively solved
at once using efficient generalised Newton solvers. This approach has been considered, for
instance, in [KP13] and [CDLR] in a finite- and infinite-dimensional framework, respec-
tively. However, in such approaches the nonsmoothness of the regularisation terms and the
positivity constraints may require a modification of the full Newton matrix to get good con-
vergence properties through the introduction of additional feasibility steps. Furthermore,
domain decomposition methods can also be used for improving upon the efficiency of the
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method in the case of large images.
As previously specified, these approaches are considered in a optimise-then-discretise
framework. Numerically, we expect to obtain resolution independent algorithms which,
thanks to their second-order convergence properties, can compute the optimal solutions
of the model in a feasible time.
5.5.2 Optimality system
Let us consider the framework described in Section 5.4 and in particular let us focus on
the numerical optimisation of the bilevel optimisation problem (5.9) to learn the optimal
noise model. In order to derive rigorously an optimality system of the form (5.15a), the
Gaˆteaux or Fre´chet differentiability property of the solution operator S : Xd → (H10 (Ω))N
assigning to each parameter λ the corresponding solution uλ,ε,γ is required. Then, using
standard Lax-Milgram theory the following Theorem ([DLRS13, Theorem 3.3]) can be
proved.
Theorem 5.5.3 ([DLRS13, Proposition 2 and Theorem 3.2]). The solution operator S :
Xd → (H10 (Ω))N is Gaˆteaux differentiable. Moreover, if (λ, uλ,ε,γ) ∈ Xd × (H10 (Ω))N
is an optimal solution of the problem (5.13) subject to (5.9b), then there exist Lagrange
multipliers (p, µ) ∈ (H10 (Ω))N ×Xd such that the following optimality system holds:
ε
ˆ
Ω
∇uλ,ε,γk · ∇v dx+
ˆ
Ω
hγ(∇uλ,ε,γk ) · ∇v dx
+
d∑
i=1
ˆ
Ω
λi φ
′
i(u
λ,ε,γ
k , fk)v dx = 0, ∀v ∈ H10 (Ω) (5.18a)
ε
ˆ
Ω
∇pk · ∇v dx+
ˆ
Ω
h′γ(∇uλ,ε,γk )∗ ∇pk · ∇v dx
+
d∑
i=1
ˆ
Ω
λi φ
′′
i (u
λ,ε,γ
k , fk) pk v dx = −
1
N
ˆ
Ω
(uλ,ε,γk − f0k )v dx, ∀v ∈ H10 (Ω), (5.18b)
µi = η (λi, ξ − λi)X +
ˆ
Ω
∇φi(uλ,ε,γ , f) · p(ξ − λi) dx ≥ 0,
i = 1, . . . , d, ∀ξ ∈ X : ξ ≥ 0 a.e. in Ω, (5.18c)
for every k = 1, . . . , N .
Remark 5.5.4. In the case of scalar parameters (Xd = Rd+), the inequality condition
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(5.18c) becomes an equality that reads:
µi = ηλi +
ˆ
Ω
∇φi(uλ,ε,γ , f) · p dx, i = 1, . . . , d,
µi ≥ 0, λi ≥ 0, µiλi = 0, i = 1, . . . , d.
Similarly as discussed in Remark 5.5.1, the gradient of the reduced cost functional F˜ (λ) :=
F(uλ,ε,γ ;λ) can then be expressed as:
(∇λF˜ )i = ηλi +
ˆ
Ω
∇φi(uλ,ε,γ , f) · p dx, i = 1, . . . , d.
The expression above plays a fundamental role in the design of the optimisation algorithms
we are going to use to solve the problem (5.9), as discussed in Section 5.5.1.
5.5.3 Lagrangian derivation of the optimality system for TV-IC model
We now come back to the TV-IC denoising model (4.20) presented in Chapter 4 for mixed
noise statistics. Here, the choice of the optimal weighting parameters λ1 and λ2 is essential
both for an optimal decomposition of the noise into its constituting components and for
the balancing between TV regularisation and the fitting with the given data models. In
the following we formally derive the optimality system for (4.20) through Lagrangian for-
malism for the case of impulse-Gaussian infimal convolution fidelity as discussed in 4.3.1.
A similar derivation accommodating also the Gaussian-Poisson case is not straightforward
since the definition of the admissible sets A and B in (4.24) in this case poses additional
pointwise bounds on the state variables that need to be taken into account. Similarly as
above, we introduce both a Huber-regularisation of the TV term and an elliptic regular-
isation weighted by a parameter ε  1. Furthermore, for simplicity, we fix the training
database to be composed of N = 1 image only. In summary, we are considering the
following bilevel TV-IC problem:
min
λ=(λ1,λ2)≥0
1
2
‖uλ,ε,γ − f0‖2L2(Ω), (5.19a)
subject to:
(uλ,ε,γ , vλ,ε,γ) = arg min
u∈H10 (Ω),
v∈L2(Ω)
{ε
2
‖∇u‖2L2(Ω) + |Du|γ(Ω) + λ1Φ1(v) + λ2Φ2(f, v, u)
}
, (5.19b)
with
Φ1 = ‖v‖L1(Ω),γ Φ2(f, v, u) =
1
2
‖f − u− v‖2L2(Ω), (5.19c)
where ‖ ·‖L1(Ω),γ is a further Huber-type regularisation (5.16) of the L1 term associated to
the impulse noise component Φ1 used to guarantee its differentiability. Let us focus now
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on (5.19b). In correspondence with an optimal pair (u˜, v˜) we have that:
ε
ˆ
Ω
∇u˜ · ∇w dx+
ˆ
Ω
hγ(∇u˜) · ∇w dx
+ λ2
ˆ
Ω
δΦ2
δu
(f, v˜, u˜)w dx = 0 for all w ∈ H10 , (5.20a)
λ1
ˆ
Ω
Φ′1(v˜)z dx+ λ2
ˆ
Ω
δΦ2
δv
(f, v˜, u˜)z dx = 0 for all z ∈ L2(Ω). (5.20b)
Equivalently, the optimality conditions above can be expressed by the following PDEs:
−ε∆u˜−∇ · (hγ(∇u˜)) + λ2 δΦ2
δu
(f, v˜, u˜) = 0, (5.21a)
λ1Φ
′
1(v˜) + λ2
δΦ2
δv
(f, v˜, u˜) = 0 (5.21b)
where equalities hold, for instance, in the sense of distributions. We now make use of
the Lagrangian formalism presented in Section 2.4.1 and define the Lagrangian functional
associated to the problem, which reads:
L(λ1, λ2, u, v, p1, p2) := 1
2
ˆ
Ω
(u−f0)2 dx+
ˆ
Ω
(
ε∆u+∇·(hγ(∇u))−λ2 δΦ2
δu
(f, v, u)
)
p1 dx
−
ˆ
Ω
(
λ1Φ
′
1(v) + λ2
δΦ2
δv
(f, v, u)
)
p2 dx.
where the regularity of the adjoint states p1 and p2 still needs to be defined. Now, denoting
by Λ = (Λ1,Λ2), S = (S1, S2) and P the first, the second and the third pair of arguments
for L corresponding to the pair of control, state and adjoint variables, respectively, we write
the optimality conditions of the type (2.26) holding for the optimal solution (λ˜1, λ˜2, u˜, v˜)
of (5.19) in correspondence with adjoint states p1 and p2 that need to be specified. Such
conditions read:
LS(λ˜1, λ˜2, u˜, v˜, p1, p2) = 0,
LΛ(λ˜1, λ˜2, u˜, v˜, p1, p2)((α, β)T − (λ˜1, λ˜2)T ) ≥ 0, for every α, β ≥ 0. (5.22)
To make more explicit the structure of the optimality system, let us now compute formally
such derivatives in correspondence with the optimal solution:
∂L
∂S1
(λ˜1, λ˜2, u˜, v˜, p1, p2)[w1] =
ˆ
Ω
(u˜− f0)w1 dx+ ε
ˆ
Ω
∆w1p1 dx+
ˆ
Ω
h′γ(Du˜)
∗∇p1 · ∇w1 dx
− λ˜2
ˆ
Ω
δ2Φ2
δ2u
(f, v˜, u˜)p1 w1 dx− λ˜2
ˆ
Ω
δ2Φ2
δuδv
(f, v˜, u˜)p2 w1 dx = 0, ∀w1 ∈ H10 (Ω),
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∂L
∂S2
(λ˜1, λ˜2, u˜, v˜, p1, p2)[w2] = −λ˜2
ˆ
Ω
δ2Φ2
δuδv
(f, v˜, u˜)p1 w2 dx
− λ˜1
ˆ
Ω
Φ′′1(v˜)p2 w2 dx− λ˜2
ˆ
Ω
δ2Φ2
δ2v
(f, v˜, u˜)p2 w2 dx = 0, ∀w2 ∈ L2(Ω).
Or, equivalently:
ε
ˆ
Ω
∇p1 · ∇w1 dx+
ˆ
Ω
h′γ(Du˜)
∗∇p1 · ∇w1 dx− λ˜2
ˆ
Ω
δ2Φ2
δ2u
(f, v˜, u˜)p1 w1 dx (5.24a)
− λ˜2
ˆ
Ω
δ2Φ2
δuδv
(f, v˜, u˜)p2 w1 dx = −
ˆ
Ω
(u˜− f0)w1 dx, ∀w1 ∈ H10 (Ω),
λ˜2
ˆ
Ω
δ2Φ2
δuδv
(f, v˜, u˜)p1 w2 dx+ λ˜2
ˆ
Ω
δ2Φ2
δ2v
(f, v˜, u˜)p2 w2 dx (5.24b)
= −λ˜1
ˆ
Ω
Φ′′1(v˜)p2 w2 dx ∀w2 ∈ L2(Ω).
Proceeding in an analogous way for optimality condition (5.22) we have:
∂L
∂Λ1
(λ˜1, λ˜2, u˜, v˜, p1, p2)(α− λγ1) =
(ˆ
Ω
Φ′1(v˜)p2 dx
)
(λ˜1 − α) ≥ 0, (5.25a)
∂L
∂Λ2
(λ˜1, λ˜2, u˜, v˜, p1, p2)(β − λ˜2) =
(ˆ
Ω
(
δΦ2
δu
(f, v˜, u˜)p1 +
δΦ2
δv
(f, v˜, u˜)p2
)
dx
)
(λ˜2 − β) ≥ 0
for every α, β ≥ 0. Therefore, formally, in correspondence with an optimal quadruplet
(λ˜1, λ˜1, u˜, v˜) ∈ R+ × R+ ×H10 (Ω)× L2(Ω) there exist (p1, p2) ∈ H10 (Ω)× L2(Ω) such that
the optimality system (5.20)-(5.24)-(5.25) is satisfied. A rigorous justification of all the
steps above such as, for instance, the differentiability property of the solution operator is
a matter of future research.
Preliminary results for noise model selection
In the following we report some preliminary numerical experiments on the optimal noise
model selection for the TV-IC impulse+Gaussian denoising model (5.19). In particular,
we consider the case of an image corrupted only by impulse noise with a percentage
of missing pixels d = 5%, see Figure 5.2, and report in Figure 5.3 the behaviour of
the cost functional (5.19a), highlighting with a red cross the optimal selected pair of
parameters (λ˜1, λ˜2). In our numerical simulations, we are not using the optimality system
derived above. Here, we are rather interested in having a first insight on how the bilevel
approach performs in the selection of the optimal noise model in the case when no a priori
assumptions on the noise are available. Namely, in the particular case considered, we
expect our model to select optimal parameters λ˜1 and λ˜2 enforcing a TV-L
1 type model
(TV-L1) which, as previously discussed, has been shown to be suitable for this type of
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problems [Nik04, DAG09]. In Figure 5.3 we observe that the optimum is indeed achieved
in correspondence of an optimal pair (λ˜1λ˜2) which does correspond to a TV-L
1 type model,
as discussed in Section 4.4.1. In particular, such plot shows that the optimal choice of
parameters corresponds to λ˜1 = 281 and a very large λ˜2, which actually enforces a TV-L
1
model, as the Gaussian noise residuum decays to zero as λ2 → ∞, see Proposition 4.4.1.
Therefore, from this preliminary test we are inclined to think the combined model (5.19)
could be used in the framework for a blind selection of the optimal noise model best fitting
the given data.
(a) Noisy image (b) Optimal denoised version
Figure 5.2: Impulse noise TV-IC denoising with optimal parameters (λ˜1, λ˜2).
Figure 5.3: Contour plots of the functional value versus λ1 and λ2 for the problem (5.19a).
The value of the optimal parameters λ˜1 and λ˜2 for TV-IC denoising model is indicated
with a red cross. Such choice enforces the Gaussian noise component of the model to be
zero. The estimated optimal impulse parameter is λ˜1 = 281.
5.6 Robust estimation for large training sets
In many imaging applications such as Magnetic Resonance Imaging (MRI) or Positron
Emission Tomography (PET) the accuracy, i.e. the noise level of the measurements, can
be tuned by means of a database of real data. Such accuracy can depend, for instance,
on the acquisition time of the machinery used. Thus, ground truth images or reasonably
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accurate approximations f0k can be found by using the maximal accuracy possible, while
their noisy versions fk can be measured within a usual clinical setup. Such a strategy
is used already in the medical imaging community where the good quality measurements
or template shapes are used as priors in image reconstruction and image segmentation
problems. The dataset can also be simulated: even in real world applications such as MRI,
simulated databases are used to tune image retrieval systems, see for instance [MSG01].
Alternatively, we can imagine the retrieval of such a test set for a specific application using
phantoms and their noisy acquisitions. Ideally, the use of a very rich database (i.e. N  1)
would correspond to a more robust estimation of the parameters. Mathematically, this
corresponds to consider a very large set of constraints of the type (5.9b) to be solved in each
iteration of the optimisation loop. The computational solution of such an optimisation
problem renders expensive and therefore challenging due to the large-scale nature of the
problem (5.9) and due to the nonsmooth nature of each constraint.
In order to deal with such large-scale problems various approaches have been presented
in literature. They are based on the common idea of solving not all the nonlinear PDE
constraints, but just a sample of them, whose size varies according to the approach one
intends to use. In stochastic approximation (SA) methods ([RM51, Nes09]) typically a sin-
gle data point is sampled per iteration, thus producing a generally inexpensive but noisy
step. In sample or batch average approximation methods (see e.g. [BCNN11, BCNW12])
larger samples are used to compute an approximating (batch) gradient: the computation
of such steps is normally more reliable, but generally more expensive. The development of
parallel computing, however, has improved upon the computational costs of batch meth-
ods: independent computation of functions and gradients can now be performed in parallel
processors, so that the reliability of the approximation can be supported by more efficient
methods. Some other efficient algorithms have been proposed in [BB08, HCH12, PJ92]
under the name of Stochastic Average Approximation methods (SAA) and have shown
good performance.
In this section we focus on a stochastic approximation method proposed by Byrd et
al. in [BCNW12] called dynamic sample size method. The main idea of this method
is to consider an initial, small, training sample of the dictionary to start the algorithm
with and dynamically increasing its size, if needed, throughout the different steps of the
optimisation process. The criterion to decide whether or not the sample size has to be
increased is a check on the sample variance estimates on the batch gradient. The desired
trade-off between efficiency and accuracy is then obtained by starting with a small sample
and gradually increasing its size till reaching the requested level of accuracy.
The following discussion extends the work of [BCNW12] in two directions: firstly,
in [BCNW12] the linearity of the solution map is required which is not fulfilled for our
problem (5.9). We are going to show that the strategy of Byrd et al. can be modified
for nonlinear solution maps as the one we are considering. Secondly, in [BCNW12] the
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optimisation algorithm is of gradient-descent type. Using a BFGS method to solve (5.9)
we extend their approach incorporating also second order information in form of an ap-
proximation of the Hessian by evaluations of the sample gradient in the iterations of the
optimisation algorithm.
Notation. In the following, we denote the vector of scalar positive parameters we aim
to estimate by λ = (λ1, . . . , λd) ∈ Rd+. We also define by S the solution map that, for
each constraint k = 1, . . . , N of (5.9b), associates to λ and to the noisy image fk the
corresponding solution uk := u
λ,ε,γ
k so that S(λ, fk) = uk. Since we are dealing with scalar
parameters, recalling Remark 5.4.3, hereafter we set η = 0 in (5.12) and consider the
reduced cost functional F (λ) := F(uε,λ,γ ;λ) defined as
F (λ) =
1
2N
N∑
k=1
∥∥S(λ, fk)− f0k∥∥2L2(Ω) . (5.26)
We also define:
l(λ, fk) :=
∥∥S(λ, fk)− f0k∥∥2L2(Ω) , k = 1, . . . , N (5.27)
as the loss functions of the functional F defined in (5.26) for each k = 1, . . . , N . In
our case, these functions are simply the mean square error between f0k and uk, but the
following considerations may be adapted for more general (differentiable) loss functions
as well. Finally, for every sample S ⊂ {1, . . . , N} of the database, we introduce the batch
objective function defined as
FS(λ) :=
1
2|S|
∑
k∈S
l(λ, fk). (5.28)
5.6.1 Dynamic sampling
We want to solve (5.9) by using a quasi-Newton method (namely, the Broyden-Fletcher-
Goldfarb-Shanno algorithm BFGS described in Section 2.4.2) together with an Armijo
backtracking line search rule. We combine such algorithm with a modified version of the
dynamic sampling algorithm presented in [BCNW12, Section 3]. In order to compare our
algorithm with the Newton-Conjugate Gradient method presented in [BCNW12, Section
5], we highlight that in our optimisation algorithm the Hessian matrix is never computed,
but approximated efficiently by the BFGS matrix.
Heuristically, our algorithm starts by selecting from the whole dataset a sample S
whose size |S| is small compared to the original size N . In the following iterations, if
the approximation computed produces an improvement in the cost functional F , then the
sample size is kept unchanged and the optimisation process continues selecting in the next
iteration a new sample of the same size. Otherwise, if the approximation computed is not
a good one, a new, larger, sample size is selected and a new sample S of this new size is
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used to compute the new step. By starting with small sample sizes it is hoped that in the
early stages of the algorithm the solution can be computed efficiently in each iteration.
The key point in this procedure is clearly the rule that checks throughout the progression
of the algorithm, whether the approximation we are performing is good enough, i.e. the
sample size is big enough, or has to be increased. Because of this systematic check on the
quality of approximation in each step of the algorithm, such sampling strategy is called
dynamic.
We consider a condition on the batch gradient ∇FS which imposes in every stage of
the optimisation that the vector −∇FS is a descent direction for F at λ if the following
condition holds:
‖∇FS(λ)−∇F (λ)‖2 ≤ θ ‖∇FS(λ)‖2 θ ∈ [0, 1). (5.29)
Theorem 5.6.1. Let θ ∈ [0, 1). If condition (5.29) holds, then −∇FS(λ) is a descent
direction for J .
Proof. We prove the result by contradiction. Therefore, suppose that there holds
∇FS(λ)>∇F (λ) ≤ 0. (5.30)
By squaring both sides of inequality (5.29) we receive:
‖∇FS(λ)‖22 − 2 ∇FS(λ)>∇F (λ) ≤ θ2 ‖∇FS(λ)‖22,
which implies:
0 < (1− θ2)‖∇FS(λ)‖22 ≤ 2 ∇FS(λ)>∇F (λ) ≤ 0,
since θ ∈ [0, 1) and by (5.30). Hence the converse of (5.30) holds, that is −∇FS(λ) is a
descent direction.
The computation of∇F may be very expensive for applications involving large databases
and nonlinear constraints, so we rewrite (5.29) as an estimate of the variance of the ran-
dom vector ∇FS(λ). In order to do that, recalling definitions (5.27) and (5.28) we first
observe that
∇FS(λ) = 1
2|S|
∑
k∈S
∇l(λ, fk) (5.31)
We can compute (5.31) in correspondence to an optimal solution λˆ by using Remark 5.5.1
and the characterisation of ∇F given in terms of the adjoint states pk. By linearity, the
extension to the multiple-constrained case reads:
∇FS(λˆ) =
∑
k∈S
d∑
i=1
ˆ
Ω
φ′i(u, fk) pk dx (5.32)
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Thanks to this characterisation, we can now extend the dynamic sampling algorithm in
[BCNW12] to the case where the solution map S is nonlinear: by taking (5.32) into account
and following [BCNW12, Section 3] we can rewrite (5.29) as a condition on the variance
of the batch gradient that reads as follows. The expected value of the left hand side of
(5.29) we want to estimate over all possible samples S ⊂ {1, . . . , N} satisfies:
ES
(
‖∇FS(λ)−∇F (λ)‖22
)
= ‖V arS(∇FS(λ))‖1,
since ES (∇FS(λ)) = ∇F (λ). Hence, the problem boils down to estimate the d-dimensional
vector V arS(∇FS(λ)), where S is a sample chosen from N without replacement. In our
applications this means that we do not want to consider the same PDE, i.e. the same
image pair in the database more than once at each iteration of the optimisation loop.
Hence, classical statistical theory estimates V arS(∇FS(λ)) in this case as:
V arS(∇FS(λ)) = V ar(∇l(λ, fk))|S|
N − |S|
N − 1 ,
where k ∈ {1, . . . , N}. Since V ar(∇l(λ, fk)) is too expensive to compute, we approximate
its value with the sample variance:
V ark∈S(∇l(λ, fk)) = 1|S| − 1
∑
k∈S
(
∇l(λ, fk)−∇FS(λ)
)2
where the square is taken component-wise. In other words, we are considering the following
modified version of (5.29):
‖V ark∈S(∇l(λ, fk))‖1
|S|
N − |S|
N − 1 ≤ θ
2‖∇FS(λ)‖22. (5.33)
Condition (5.33) is the responsible for possible changes of the sample size in the optimisa-
tion algorithm and has to be checked in every iteration. If inequality (5.33) is not satisfied,
a larger sample Sˆ whose size satisfies the descent condition (5.33) needs to be considered.
By assuming that the change in the sample size is gradual enough such that, for any given
λ the following approximations hold:
‖V ark∈Sˆ(∇l(λ, fk))‖1 ≈ ‖V ark∈S(∇l(λ, fk))‖1,
‖∇FSˆ(λ)‖2 ≈ ‖∇FS(λ)‖2,
we see that condition (5.33) is satisfied whenever we choose |Sˆ| such that
|Sˆ| ≥
⌈
N − ‖V ark∈S(∇l(λ, fk))‖1
‖V ark∈S(∇l(λ, fk))‖1 + θ2(N − 1)‖∇FS(λ)‖22
⌉
. (5.34)
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Conditions (5.33) and (5.34) are the key points in the optimisation algorithm we are going
to present: by checking the former, one can control whether the sampling approximation
is accurate enough and if this is not the case at any stage of the algorithm, by imposing
the latter a new larger sample size is determined.
We remark that these two conditions force the direction −∇FS to be a descent di-
rection. Steepest descent methods are known to be slowly convergent. Algorithms in-
corporating information coming from the Hessian are generally more efficient. However,
normally the computation of the Hessian is very expensive, so Hessian-approximating
methods are commonly used. In [BCNW12] a Newton-CG method is employed. There,
an approximation of the Hessian matrix ∇2FS is computed only on a subsample H of S
such that |H|  |S|. As the sample S is dynamically changing, the subsample H will
change as well (with a fixed, constant ratio) and the computation of the new conjugate
gradient direction can be performed efficiently. Here, we consider the BFGS method to
compute an approximation of the Hessian because of its efficiency and low computational
costs.
Further, we use the Armijo line search (2.42). The positivity of the parameters is
always preserved along the iterations so no additional projection steps are required.
We present now the BFGS optimisation with dynamic sampling for solving (5.9): com-
pared to [BCNW12, Algorithm 5.2] we stress once more that the gain in efficiency is
obtained thanks to the use of BFGS instead of the Newton-CG sampling method.
Algorithm 1 Dynamic Sampling BFGS for solving (5.9)
1: Initialize: λ0, sample S0 with |S0|  N and model parameter θ, k = 0.
2: while BFGS not converging, k ≥ 0
3: sample |Sk| PDE constraints to solve;
4: update of the BFGS matrix;
5: compute direction dk by BFGS and steplength αk by Armijo cond. (2.42);
6: define new iterate: λk+1 = λk + αkdk;
7: if condition (5.33) then
8: maintain the sample size: |Sk+1| = |Sk|;
9: else augment Sk such that condition (5.34) is verified.
10: end
Convergence and sensitivity. In Figure 5.4 we report two graphs regarding the con-
vergence behaviour and the accuracy level of Algorithm 1. Namely, in Figure 5.4a we
represent the decreasing of the cost functional along the BFGS iterations. Because of the
sampling strategy, in the early iterations of BFGS the problem considered varies quite a
lot, thus showing oscillations. However, evolving the process the convergence appears su-
perlinear, as expected. To reduce the initial oscillations, one strategy may be, for instance,
a different initialisation of the BFGS matrix B0, which is typically chosen as the identity
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matrix. One alternative could be setting B0 to be the corresponding Hessian matrix of a
linearised version of (5.9) where the nonlinear terms have been neglected.
In Figure 5.4b we represent the sensitivity with respect to the accuracy parameter θ in
(5.33): smaller values of θ penalise larger variances on ∇FS , thus favouring larger samples.
Larger values of θ allow larger variances on ∇FS and, consequently, smaller sample sizes.
In this case, efficiency improves, but accuracy suffers, see Table 5.1.
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Figure 5.4: Left: evolution of BFGS with dynamic sampling Algorithm 1 along the it-
erations. The blue line corresponds to the initialisation B0 = Id, while the red line to
B0 = B+, where B+ is the Hessian matrix of the linearised problem computed in corre-
spondence of the initial value λ0.
Right: samples size changes in Algorithm 1 for different values of θ. For each value of θ,
the result is plotted till convergence. For this example N = 20, |S0| = 2.
θ Efficiency Difference
0.1 516 0.07%
0.3 246 4.3%
0.5 92 5.9%
0.7 68 15%
Table 5.1: As θ increases, efficiency improves as smaller samples are allowed. However, the
relative difference with the value estimated without sampling shows that accuracy suffers.
A more thorough analysis of the Algorithm proposed and further studies on its im-
provements regarding different initialisations of the B0 matrix and on an ‘adaptive’ choice
of θ for the selection of an optimal sample size balancing accuracy and efficiency are
interesting topics of future research.
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5.7 Numerical results
In this section we focus on the numerical solution of (5.9) via quasi-Newton methods (com-
pare relevant parts in Section 2.4.2) combined with the Armijo backtracking line search
rule (2.42). In particular, we consider BFGS updates of the quasi-Newton matrix as in
(2.38) only in the case when the curvature condition (2.41) is satisfied. The characteri-
sation of the gradient of the cost functional in terms of the adjoint states is given as in
Theorem 5.5.2 (see also Remark 5.5.4). The nonsmooth lower level constraints (5.9b) are
solved by SemiSmooth Newton (SSN) algorithms whose form depends on the choice and
combination of the fidelity terms φi’s in (5.9b) and which are described in detail for every
numerical experiment.
We fix the following setting:
• We consider for simplicity square images with equal number of pixels in the x and
in the y direction and approximate the differential operators by finite difference dis-
cretisation schemes with mesh step size h = 1/(number of pixels in the x-direction).
We use forward difference for the discretisation of the divergence operator and back-
ward differences for the gradient to guarantee the adjointness property in the discrete
case as well to guarantee the property (3.11). The Laplace operator is discretised
by using the usual five point formula (3.10).
• At each iteration of the outer BFGS loop, a warm start of the SSN denoising algo-
rithm is used by taking as initial iterate the denoised image computed in the previous
outer iteration of BFGS. The algorithm terminates if either the difference between
two consecutive iterates is smaller then tol = 10
−5 or if the maximum number of
iterations maxiter = 35 is reached.
• The value of the Armijo condition parameter in (2.42) is chosen to be 10−4.
• The Tikhonov regularisation parameter η is set to zero for the scalar case, whereas
is chosen to be strictly positive in the case of spatially dependent λi’s.
• In order to simplify the notation of this section, we set u := uλ,ε,γ to be the solution
of the lower-level Huber-regularised elliptic variational problem depending on the
parameter λ to optimise.
As repeatedly mention in this section, in the case of scalar parameters we observe in
our simulations that positivity is preserved along the iterations. Therefore, no additional
projection step is needed in practice in this case.
The following exposition combines the numerical results reported in De Los Reyes-
Scho¨nlieb [DLRS13] with the ones computed by the author of the thesis in [CDLRS14,
CCDLR+15]. For the sake of clarity, we did not choose to divide the following discussion
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into subsections according to original/non-original contributions. An appropriate credit
to the relevant references and contributions is given for each example reported.
5.7.1 Single noise estimation
In this section we consider the single noise distribution case, i.e. d = 1 in (5.9). As a
start, we consider the case of a singe training pair (f0, f) of noise-free and noisy version
of the same image, i.e. set N = 1 in (5.9a). In the following examples the fidelity term
φ will change according to the different assumptions on the statistics in the data, i.e. on
the noise distribution considered. In our first examples, the problem reduces to find the
optimal balance between TV regularisation and data fidelity provided the original image
is known in advance and, as such, is a bit unrealistic for applications. As motivated in
Section 5.6, in real-world applications large training sets of images are used to learn the
optimal parameters which are then used for the denoising of new images not contained in
the training set.
Gaussian noise
We start considering the problem of computing the optimal fidelity weight λ∗ for an
image corrupted by Gaussian distributed noise. In this case the data term reads φ(u, f) =
(u− f)2. The optimisation problem assumes in this case the following form:
min
λ≥0
1
2
‖u− f0‖2L2(Ω) (5.35a)
subject to the following variational inequality expressing the optimality of u:
ε
ˆ
Ω
∇u ·∇v dx+
ˆ
Ω
hγ(∇u) ·∇v dx+
ˆ
Ω
λ(u− f)v dx = 0 for all v ∈ H10 (Ω), (5.35b)
where hγ(∇u) is the Huber-type regularisation of ∇u. As discussed in Section 5.5.1,
the numerical solution of the lower-level problem is computed using a SSN algorithm.
Expressed in primal-dual form, the optimality condition (5.35b) reads: −ε∆u−∇ · q + λ (u− f) = 0,q = γ∇umax(γ|∇u|,1) .
Starting from an appropriate initial guess for u0 and q0 the SSN iteration reads −ε∆δu−∇ · δq + λδu = −(−ε∆u−∇ · q + λ (u− f))δq − γ∇δumax(1,γ|∇u|) + χUγγ2 ∇u>∇δumax(1,γ|∇u|)2 qmax(1,|q|) = −(q − γ∇umax(γ|∇u|,1)),
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for the increments δu and δq. Similarly as in the SSN system (4.36), the active set Uγ is
defined as Uγ := {x ∈ Ω : γ|∇u(x)| > 1}. Furthermore, as discussed in Section 5.5.1, the
SSN iteration is modified using the property of the solution on the final active set where
q = ∇u|∇u| and q ≤ 1 a.e. in Ω.
As example, we report the results computed in [DLRS13] regarding the estimation of
the optimal parameter λ∗ in (5.36) for a noisy image distorted by Gaussian noise with
zero mean and variance 0.02. The optimisation result is reported in Figure 5.5 and has
been obtained with the following choice of the parameter values ε = 1e− 12, γ = 100 and
h = 1/177.
Figure 5.5: Noisy (left) and optimal denoised (right) image. Noise variance: 0.02. Optimal
parameter λ∗ = 1770.9. Image from [DLRS13].
As observed by the authors in other experiments, increasing the variance of the noise
changes significantly the value of the optimal parameter λ∗ (see [DLRS13, Section 4.1]).
This can be easily explained: as the image becomes noisier less information that can be
directly obtained. In that case, the TV-regularisation term plays an increasingly important
role.
In order to assess the optimality of the λ∗ computed with respect to standard quality
measure used in imaging, such as SNR (5.5), let us consider the 80× 80 pixel bottom left
corner of the noisy image in Figure 5.5. In Figure 5.6 the values of the cost functional
and of the SNR for parameter values between 150 and 1200 are plotted. In both graphs,
the values corresponding to the computed optimal parameter λ∗ = 885.5 are shown with
a cross. As expected, the two optima agree. Here h = 1/80.
Impulse noise
Following [DLRS13, Section 4.4], we now report the results for the estimation of the
optimal fidelity weight λ∗ in the case when impulse noise is assumed in the data. The
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Figure 5.6: Plot of the cost functional value (left) and the SNR (right) vs. the parameter
λ. Parameters: the input is the 80 × 80 pixel crop of the bottom left corner of the noisy
image in Figure 5.5, h = 1/80, γ = 100, ε = 1e−12. The red cross in the plot corresponds
to the optimal λ∗ = 885.5.
appropriate data term in this case is φ(u, f) = |u− f | and the bilevel problem reads:
min
λ≥0
1
2
‖u− f0‖2L2(Ω) (5.36a)
subject to:
u = arg min
v
{
ε
2
‖∇v‖2L2 + |Dv|γ(Ω) + λ
ˆ
Ω
|v − f | dx
}
. (5.36b)
The presence of the L1 fidelity term introduces a further non-differentiability obstacle
in the lower level problem (5.36b). Therefore, similarly as in Section 4.5.1 we introduce
a further Huber regularisation for such term depending also on a parameter γ  1.
Expressed in primal-dual form, the optimality conditions for (5.36b) read:
−ε∆u−∇ · q + λp = 0,
q =
(
γ∇u
max(γ|∇u|,1)
)
,
p = γ (u−f)max(γ|u−f |,1) .
Analogously as before, the modified SSN iteration for the increments δu, δq and δp reads
in this case:
−ε∆δu −∇ · δq + λδp = − (−ε∆u−∇ · q + λp) ,
δq − γ∇δumax(1,γ|∇u|) + χUγγ2 ∇u
>∇δu
max(1,γ|∇u|)2
q
max(1,|q|) = −(q − γ∇umax(γ|∇u|,1))
δp − γδumax(1,γ|u−f |) + χSγγ2 (u−f)δumax(1,γ|u−f |)2 pmax(1,|p|) = −(p− γ(u−f)max(1,γ|u−f |)),
,
where Uγ is defined as above and, similarly, Sγ is the set Sγ = {x ∈ Ω : γ|u(x)− f(x)| > 1}.
In Figure 5.7 we report the denoising result for a noisy image with a percentage of
missing pixels d = 10%. For this numerical test ε = 1e− 10, γ = 1e4 and h = 1/201.
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Figure 5.7: Noisy image (left) and optimal denoised (right) image. Density of missing
pixels d = 10%. Optimal parameter λ∗ = 89.32.
Poisson noise
We now consider the case of images corrupted by Poisson noise. In this case an appropriate
data fidelity is the Kullback-Leibler-type fidelity φ(u, f) = u− f log u, which imposes the
additional constraint for u to be nonnegative. Numerically, we enforce this constraint by
using a standard penalty method and solve:
min
λ≥0
1
2
‖u− f0‖2L2(Ω),
subject to:
u = arg min
v
{
ε
2
‖∇v‖2L2 + |Dv|γ(Ω) + λ
ˆ
Ω
(v − f log v) dx+ ρ
2
‖min(v, 0)‖2L2
}
, (5.37)
where ρ  1 is a parameter weighting the relaxation of the positivity constraint. Again,
we write the primal-dual form of the optimality condition for (5.37) which reads : −ε∆u−∇ · q + λ (1−
f
u) + ρχT u = 0,
q = γ∇umax(γ|∇u|,1) .
(5.38)
Here, T is the active set T := {x ∈ Ω : u(x) < 0}. Similarly as before we now use the
system above to design the following modified SSN iteration for solving (5.38): −ε∆δu−∇ · δq + λ
f
u2
δu+ ρχT δu = −(−ε∆u−∇ · q + λ (1− fu) + ρχT u),
δq − γ∇δumax(1,γ|∇u|) + χUγγ2 ∇u
>∇δu
max(1,γ|∇u|)2
q
max(1,|q|) = −(q − γ∇umax(γ|∇u|,1)),
for the increments δu and δq. As above, here Uγ is the set Uγ = {x ∈ Ω : γ|∇u(x)| > 1} .
Figure 5.8 shows the optimal denoising result for the exemplary image of the planet
Saturn1 with λ∗ = 1013.76.
1Source: http://nssdc.gsfc.nasa.gov/image/planetary/saturn/saturn.jpg
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Figure 5.8: Optimal Poisson denoising: original (left), noisy (center) and optimal denoised
(right) image. Parameters: γ = 1e3, ε = 1e − 10, h = 1/128, ρ = 1e4. Optimal weight:
λ∗ = 1013.76.
Multiple constraints
In this section we present the numerical results obtained using the dynamic sampling
Algorithm 1 applied to compute the numerical solution of (5.9) for a database of large
size N  1.
As a toy example, we consider the case when the noise in the images is normally
distributed. In (5.9), this reflects in the estimation of just one parameter λ that weights
the fidelity term φ(u, fk) = (u−fk)2 in each constraint. Considering the training database{
(f0k , fk)
}
k=1,...,N
of clean and noisy images, the problem reduces to:
min
λ≥0
1
2N
N∑
k=1
∥∥uk − f0k∥∥2L2(Ω) (5.39)
where, for each k, uk is the solution of the Huber-regularised version of the PDE (5.9b):
−ε∆uk −∇ ·
(
γ∇uk
max(γ|∇uk|, 1)
)
+ λ(uk − fk) = 0, k = 1, . . . , N. (5.40)
Again, we use the characterisation of the gradient of the cost functional provided by
Theorem 5.5.2 to compute the adjoint states pk. Recalling also equations (5.31)-(5.32),
we then apply Algorithm 1 to solve the multiple constrained problem.
In the following example the noise in the images has normal distribution N (0, 0.005).
The parameter θ of the Algorithm 1, is chosen to be θ = 0.5. See Figure 5.4 and Table 5.1
for more details. Figure 5.9 shows an example of database of brain images2 together with
the optimal denoised version obtained by Algorithm 1 for single Gaussian noise estimation.
2OASIS online database: http://www.oasis-brains.org/.
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Figure 5.9: Sample of 5 images of the OASIS MRI brain database: original images (upper
row), noisy images (middle row) and denoised images with optimal parameter λ∗S = 3306.4
computed with dynamic sampling Algorithm 1 (bottom row).
Dynamic sampling: discussion. Table 5.2 shows the numerical value of the optimal
parameter λ∗ when varying the size of the dictionary. We measure the efficiency of the
algorithms used in terms of the number of nonlinear PDEs solved during the BFGS opti-
misation and we compare the efficiency of solving the bilevel problem without and with
the dynamic sampling strategy. We observe a clear improvement in efficiency when using
dynamic sampling: the number of PDEs solved in the optimisation process is very much
reduced. We note that this corresponds to an increasing number of BFGS iterations which
does not appear to be an issue as BFGS iterations are themselves very fast. For the sake
of computational efficiency, what really matters is the number of PDEs that need to be
solved in each iteration of BFGS. Moreover, thanks to modern parallel computing meth-
ods and to the decoupled nature of the constraints in each BFGS iteration, solving such
a reduced amount of PDEs makes the computational efforts very reasonable. In fact, we
note that the size of the sample is generally maintained very small in comparison to N or
just slightly increased. Computing also the relative error between the optimal parameter
computed by solving all the PDEs and the one computed with dynamic sampling method,
we note a good level of accuracy: the difference between the two values remains below 5%.
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N λ∗ λ∗S |S0| |Send| eff. eff. DS BFGS its. BFGS-DS its. diff.
10 3334.5 3427.7 2 3 140 84 7 21 2.7%
20 3437.0 3475.1 4 4 240 120 7 15 1.1%
30 3436.5 3478.2 6 6 420 180 7 15 1.2%
40 3431.5 3358.3 8 9 560 272 7 16 2.1%
50 3425.8 3306.4 10 10 700 220 7 11 3.5%
60 3426.0 3543.4 12 12 840 264 7 11 3.3%
70 3419.7 3457.7 14 14 980 336 7 12 1.1%
80 3418.1 3379.3 16 16 1120 480 7 15 < 1%
90 3416.6 3353.5 18 18 1260 648 7 18 2.3%
100 3413.6 3479.0 20 20 1400 520 7 13 1.9%
Table 5.2: N is the size of the database, λ∗ is the optimal parameter for (5.39)-(5.40)
computed by solving all the N constraints, whereas λ∗S is computed with Algorithm 1.
The initial size S0 is chosen to be |S0| = 20%N . |Send| of the sample at the end of the
optimisation algorithm. Efficiency of the algorithms is measured in terms of the number
of PDEs solved. Accuracy of the approximation is computed in terms of the difference
‖λ∗S − λ∗‖1 / ‖λ∗S‖1.
Robustness. To test the generalising power of the learning model, we report here
the results presented in [CCDLR+15] and check the robustness of our learning approach
applied to the Berkeley segmentation data set BSDS3003, see Fig. 5.10. We apply artificial
single Gaussian noise of variance σ2 = 0.01 to the images in the data set and then split it
into two halves, each of 100 images. We learned the regularisation parameter α for each
half individually, and then denoised the images of the other half with that parameter.
The results for TV regularisation with L2 cost and fidelity are in Table 5.3. As can be
seen, the parameters learned using each half, hardly differ. The average PSNR, when
denoising using the optimal parameter, learned using the same half, and the parameter
learned from the other half, also differs insignificantly. We can therefore conclude that the
bilevel learning model has good generalising power.
3Berkeley database, available online at: http://www.eecs.berkeley.edu/Research/Projects/CS/
vision/bsds/BSDS300/html/dataset/images.html
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Validation Learning α Average PSNR
1 1 0.0190 31.3679
1 2 0.0190 31.3672
2 1 0.0190 31.2619
2 2 0.0190 31.2612
Table 5.3: Cross-validated computations on the BSDS300 data set split into two halves,
both of 100 images. Total variation regularisation with L2 cost and fidelity. ‘Learning’
and ‘Validation’ indicate the halves used for learning α, and for computing the average
PSNR and SSIM, respectively. Noise variance σ = 0.01.
Figure 5.10: Noise-free and noisy versions of images from the Berkeley database. The
Gaussian noise distribution is 0 mean and variance σ2 = 0.01.
Distributed parameters
We conclude this section on single noise estimation with an example of spatially-dependent
λ reported in [CDLR] and previously considered in [DHRC11, BDH13]. There, the pa-
rameter space is chosen to be the space V = {v ∈ H1(Ω) : ∂nv|Γ = 0 on ∂Ω}. Again,
we consider a single Gaussian noise model. For this example the noisy image is distorted
non-uniformly, compare Figure 5.11: a Gaussian noise with zero mean and variance 0.04
is present on the whole image and an additional noise with variance 0.06 is added on the
area enclosed with a red line.
Since the spatially dependent parameter does not allow to get rid of the positivity
constraints in an automatic way, the optimality system is solved by means of a SSN
method combined with a Schwarz domain decomposition method. Specifically, the image
domain is decomposed first and then Newton algorithm is applied in each subdomain. The
detailed numerical performance of this approach is reported in [CDLR].
The results shown in Figure 5.11 have been obtained with the following choice of
parameters ε = 1e− 16, γ = 25 and h = 1/500. The values of λ∗ on whole image domain
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are between 100 to 400. From the right image in Figure 5.11 we can see the dependence
of the optimal parameter λ∗ on the distribution of noise. As expected, at the high-level
noise area in the input image, values of λ∗ are lower (darker area) than in the rest of the
image.
Figure 5.11: Noisy image (left), denoised image (center) and intensity of λ∗ (right). Image
from [CDLR].
5.7.2 Multiple noise estimation
In this section we focus on the case when the bilevel optimisation model is used to estimate
the optimal modelling and data fitting for images corrupted by multiple noise statistics.
Similarly as in (5.9b), we will consider a linear combination of data fidelities φ’s modelling
each one specific fitting with particular statistics on the data (i.e. Gaussian, impulse or
Poisson). The use of alternative combinations of data fidelities discussed in Chapter 4
and applied in this framework is a matter of future research. A preliminary result in this
direction is the optimality system formally derived in Section 5.5.3, but further research
needs to be done for its rigorous justification and numerical realisation.
Gaussian and impulse noise
We consider the case where a combination of Gaussian and impulse noise is present and
a training database
{
(f0k , fk)
}
of images, with k = 1, . . . , N, N  1 is considered. The
fidelity term for the impulse distributed component is φ1(u, fk) = |u − fk|, whereas, as
above, for the Gaussian noise we consider the fidelity φ2(u, fk) = (u − fk)2, for every k.
Each fidelity term is weighted by a parameter λi, i = 1, 2. Thus, we aim to solve:
min
(λ1,λ2), λi≥0
1
2N
N∑
k=1
∥∥u− f0k∥∥2L2(Ω) (5.41)
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where, for each k, uk is now the solution of the regularised PDE:
−ε∆u−∇ · q + λ1h1γ(u− fk) + λ2(u− fk) = 0,
q = γ∇umax(γ|∇u|,1) ,
p = γ (u−f)max(γ|u−f |,1) , k = 1, . . . , N,
(5.42)
where, similarly as before, we consider a Huber-regularisation of both ∇u of the |u− fk|
term (denoted by h1γ), for every k. The adjoint states are computed through the optimality
system (5.18) and then used as before for the computation of the gradient of the cost
functional. We compute our results using again the dynamic sampling Algorithm 1 to
solve (5.41)-(5.42) with the choice ε = 1e− 12, γ = 100 and θ = 0.5.
We take as example slices of the brain database shown in Figure 5.9 corrupted with
both Gaussian noise distributed as N (0, 0.005) and impulse noise with fraction of missing
pixels d = 5%, and again solve (5.9a)-(5.9b) by solving the PDE constraints all at once
and by using dynamic sampling for different N . In Table 5.4 we report the results for the
estimation of λ1 and λ2 for different values of N , thus confirming the effectiveness of the
dynamic sampling strategy also in this case. In Figure 5.12 we show the denoising result
for one image in the database of brain slices computed in correspondence with the optimal
parameters.
N λ1S λ2S |S0| |Send| eff. eff. Dyn.S. diff.
10 86.31 28.43 2 7 180 70 5.2%
20 90.61 26.96 4 6 920 180 5.3%
30 94.36 29.04 6 7 2100 314 5.6%
40 88.88 31.56 8 8 880 496 1.2%
50 88.92 29.81 10 10 2200 560 < 1%
60 89.64 28.36 12 12 1920 336 1.9%
70 86.09 28.09 14 14 2940 532 3.3%
80 87.68 29.97 16 16 3520 448 < 1%
Table 5.4: λ1S and λ2S are the optimal weights for (5.41)-(5.42) estimated with dynamic
sampling Algorithm 1. We observe again a clear improvement in efficiency (i.e. number
of PDEs solved). As above, |S0| = 20%N and θ = 0.5.
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Figure 5.12: Noise-free and noisy version of a slice of the database in Figure 5.9 and
optimal denoising result with λ∗1 = 88.92 and λ∗2 = 29.81.
Gaussian and Poisson noise
We consider now the case where a combination of Gaussian and Poisson noise is corrupting
the data for the easier case of a single image in order not to make this section too heavy. As
before, the Gaussian fidelity reads φ1(u, f) = (u−f)2, whereas a KL-type term φ2(u, f) =
(u − f log u) is used for the Poisson noise modelling. This combined model has been
considered in [DLRS13] and, although producing good results, does not seem to show
statistical consistency with the noise in the data, compare Chapter 4. We believe that a
modelling of the form 4.3.2 may be preferable, but its use in a learning context presents
some difficulties as briefly discussed in Section 5.5.3 and it is indeed a matter of future
research. The problem then consists to determine the optimal weighting (λ1, λ2) solving
the model:
min
(λ1,λ2), λi≥0
∥∥u− f0∥∥2
L2(Ω)
subject to the Huber-regularised TV constraint:
u = arg min
v
(ε
2
‖∇v‖2L2(Ω) + |Dv|γ(Ω) +
λ1
2
‖v − f‖2L2(Ω)
+ λ2
ˆ
Ω
(v − f log v) dx+ ρ
2
‖min(v, 0)‖2L2(Ω)
)
,
for the training pair (f0, f) corrupted by Gaussian and Poisson noise and where, again,
ρ  1 is a penalty parameter enforcing the positivity constraint on u. We express the
corresponding optimality condition in a primal-dual form as before: −ε∆u−∇ · q + λ1(u− f) + λ2 (1−
f
u) + ρχT u = 0,
q = γ∇umax(γ|∇u|,1) ,
(5.43)
where, as before, T is the active set T := {x ∈ Ω : u(x) < 0}. We design again a modified
SSN iteration for (5.43) and compute the optimal parameters using BFGS update based
on the computation of the gradient using adjoint information. Results are reported in
Figure 5.13. For this numerical test, the image has been corrupted with a combination
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of Poisson noise and Gaussian noise with variance 0.005 parameters have been chosen as:
ε = 1e− 10, γ = 1e4 and ρ = 1e4.
Figure 5.13: Optimal Gaussian-Poisson denoising: original (left), noisy (center) and op-
timal denoised (right) image. Parameters: γ = 1e4, ε = 1e − 10, h = 1/170, ρ = 1e4.
Optimal weights: λ∗1 = 761.3, λ∗2 = 165.1.
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Graph clustering and object
measurement in images
In this last chapter, we look at TV regularisation PDE models from a completely different
point of view. Namely, we present a TV-based model in the discrete framework of graphs
and exploit similarities between the vertices of the image graph in terms of their distinctive
characteristics (features) for the solution of the problem of image segmentation.
Classical mathematical methods for image segmentation are mainly formalised in terms
of variational problems in which the segmented image is a minimiser of an appropriate
energy. The most common image feature encoded in such energies is the magnitude of
the image gradient, detecting regions (or contours) where sharp variations of the intensity
values occur. Examples include the Mumford-Shah segmentation approach [MS89], the
snakes and geodesic active contour models [KWT88, CKS97]. Moreover, in [CV01] Chan
and Vese proposed an instance of the Mumford-Shah model for piecewise constant images
whose energy is based on the mean grey values of the image inside and outside of the
segmented region rather than the image gradient and hence does not require strong edges
for segmentation. In [CSL00] the extension to vector-valued images is considered.
The nonsmoothness of most of the segmentation energies renders their numerical min-
imisation usually difficult. In the case of the Mumford-Shah segmentation model the
numerical realisation is additionally complicated by its dependency on the image function
as well as the object contour. To overcome this, several regularisation methods and ap-
proximations have been proposed in the literature, e.g. [AT90, Bra98, BDM97, VC97].
In the context of TV-based segmentation models, the Ginzburg-Landau functional has
a particularly important role. Originally considered for the modelling of physical phe-
nomena such as phase transition and phase separation (see [BS96] for a survey on the
topics) such functional is often used in imaging for approximating the TV energy, com-
pare [ET06, Ese04, ES02], which relate to previous works by Ambrosio and Tortorelli on
diffuse interface approximation models [AT90, AT92].
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6.1 A review on classical image segmentation models
We review in this section three different approaches classically used for image segmenta-
tion problems: the Canny method for edge detection [Can86], the Mumford-Shah energy
minimisation [MS89] and the Chan-Vese model [CV01].
6.1.1 Canny edge detection
One of the first approaches for image segmentation considered by Canny in [Can86] is an
edge detection algorithm which, by reducing the amount of information in an image, can
still preserve its main structural and geometrical properties (edges) for further partitioning
of the image into regions. This algorithm is still used a lot in practice. It consists of five
steps.
(i) Denoising: pre-processing step where possible blur/noise in the image is removed
via Gaussian filtering. In the following, we use the Rudin, Osher and Fatemi TV
denoising model [ROF92].
(ii) Large magnitude gradient detection: the regions in the image where the gra-
dient has large magnitude are detected, thus potential edges are identified.
(iii) Suppression: only local maxima in the gradient image are marked as edges, while
all the other points are discarded. In this step the algorithm thin the blurred edges
detected in Step 2 in order to get sharper edges.
(iv) Double thresholding: this step refines the suppression Step 3 by using two thresh-
olding values to identify strong edges (i.e. with gradient magnitude larger than the
higher threshold), weak edges (gradient magnitude between the two thresholds) and
to discard false edges (gradient magnitude lower than the lower threshold).
(v) Edge tracking by hysteresis: false edges not connected to strong edges from the
previous step are discarded. Only the final, potential edges are maintained and the
final edge set is determined.
Despite being very easy and widely applicable, the Canny algorithm described above
is not robust with respect to noise or to the presence of texture.
6.1.2 The Mumford-Shah functional
In order to identify edges of an image, a simplified approach consists in approximating the
original image by a piecewise-regular function which presents changes in its regularity in
correspondence with its edges. By constructing such an approximation, one would in fact
construct the desired segmentation. Mumford and Shah proposed in 1989 a variational
method that relies on this simplification. Denoting by f : Ω ⊂ R2 → R the given greyscale
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image to segment, the Mumford-Shah model [MS89] aims to approximate the image f
with a piecewise-smooth function u which solves the minimisation problem
min
u,C
J (u,C) := µ Length(C) + λ
ˆ
Ω
(f(x)− u(x))2 dx+
ˆ
Ω\C
|∇u(x)|2 dx (6.1)
for positive parameters µ, λ > 0. In (6.1) the piecewise-smooth function u is allowed to
have discontinuities in correspondence with the edge set curve C. The first term of the
functional prohibits C to degenerate, the second one is a classical L2 fidelity term and
the third one ensures the differentiability of u outside C. Minimising J corresponds to
select the edge set C as the segmentation boundary. Due to the lack of differentiability
of J with respect to appropriate norms, the classical Euler-Lagrange equations approach
turns out not to be applicable. Several approximation methods have been considered in
the literature in order to deal with smoother functionals Jε, ε > 0 defined on more regular
Sobolev spaces and not depending on the edge set C, compare [AT90, Bra98, BDM97]
where also Γ-limits as ε → 0 are studied. Such smoother versions of J are used for the
numerical solution of (6.1) (see [VC97]), but very often turn out to be quite complicated
and computationally expensive. For this reason, simplified models have been considered.
The given image f may be approximated, for instance, by a function u which is piecewise
constant in each connected component of Ω \ C. In this case, the minimisation problem
reads
min
u,C
J˜ (u,C) := µ Length(C) + λ
ˆ
Ω
(f(x)− u(x))2 dx. (6.2)
In this situation, the edge set curve C needs to be necessarily the boundary of a closed set.
Namely, C is going to be composed of closed curves. From an analytical point of view,
the model (6.2) is nonconvex. Nonetheless, existence of its solution is proved in [MS89].
6.1.3 The Chan-Vese model
Another well-known model is the Chan-Vese model presented in [CV01] which can be
considered as a simplification of the the Mumford-Shah model where the image u we seek
is assumed a priori to have only two values:
u(x) =
c1, if x is inside C,c2, if x is outside C. (6.3)
In the definition above, C is the boundary of a closed set. The variational Chan-Vese
model seeks the optimal c1 and c2 (i.e. the optimal u of the form (6.3)) and contour C to
solve the following problem:
min
c1,c2,C
F(c1, c2, C) := µ Length(C) + ν Area(int(C))
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+ λ1
ˆ
int(C)
(f(x)− c1)2 dx+ λ2
ˆ
ext(C)
(f(x)− c2)2 dx (6.4)
where µ, ν, λ1, λ2 > 0. In (6.4) the first term penalises the length of C, ensuring its
regularity. The size of C is controlled by the second term which is penalising the area
in the interior of C, while the two other terms penalise the discrepancy between the
fitting of the piecewise-constant model u and the given image f in the interior/exterior
of C, respectively. Computing the local minima of (6.4) one retrieves the optimal binary
approximations u of f . Existence and regularity of solutions of (6.4) are proved using
similar results as the ones reported in [MS12] for the solution of a simplified Mumford-
Shah model. An equivalent formulation of (6.4) in terms of level sets representing C can
also be considered. Namely, one writes that C is the zero level set of a Lipschitz function
ψ(x). Then, the energy function F in (6.4) is expressed as function of ψ as
F(c1, c2, ψ) = µ
ˆ
Ω
δ(ψ(x))|∇ψ(x)| dx+ ν
ˆ
Ω
H(ψ(x)) dx
+ λ1
ˆ
Ω
(f(x)− c1)2H(ψ(x)) dx+ λ2
ˆ
Ω
(f(x)− c2)2(1−H(ψ(x))) dx, (6.5)
where H denotes the Heaviside function and δ its distributional derivative, i.e. the Dirac
mass. For numerical implementations, H and δ are generally regularised. In order to find
the minima of (6.5) an alternating strategy is used, updating c1, c2 and φ successively in
each iteration. The level set representation of C is initially constructed as
ψ(x) =
+1, if x is inside C,−1, if x is outside C.
Thus, the inside and the outside of C are distinguished by the sign of ψ. Several extensions
of the Chan-Vese model have been considered in literature. In particular, in [CSL00] the
model is extended for vector-valued data, the only difference with (6.4) being the use of
Euclidean vector norms in the integrands.
Despite being very popular and widely used in applications, the Chan-Vese model and
its extensions present intrinsic limitations. Firstly, due to the lack of uniqueness of the
model, the segmentation result is strongly dependent on the initial condition. Different
initialisations can lead to different minima, so the segmentation result may vary signifi-
cantly. This is a significant drawback in terms of automation of the method, which would
require a careful initialisation of the contour. Secondly, due to the modelling assumption
(6.3), the Chan-Vese model works well for images characterised by intensity homogeneity
since, by assumption, the intensity in each region is assumed to be constant. If this is
not the case, the evolving contour curve C may be misleadingly guided by inappropriate
image information.
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6.2 Image segmentation as graph clustering
Variational image segmentation still faces many problems in the presence of low contrast
and the absence of clear boundaries separating regions. Their main drawback is that these
methods are limited to consider image features which can be mathematically formalised in
terms, e.g., of an image gradient and encoded within a segmentation energy. In recent years
dictionary based methods have become more and more popular in the image processing
community, complementing more classical variational segmentation methods. By learning
the distinctive features of the region to be segmented from examples provided by the user,
these methods are able to segment the desired regions in the image correctly.
In the following, we consider the method proposed in [BF12, GMB+14b, GMB+14a]
for image segmentation and labelling. This approach goes beyond the standard variational
approach in two respects. Firstly, the model is set up in the purely discrete framework
of graphs. This is rather unusual for variational models where one normally considers
functionals and function spaces defined on subdomains of R2 in order to exploit properties
and tools from convex and functional analysis and calculus of variations. Secondly, the
new framework allows for more flexibility in terms of the features considered. Additional
features like texture, light intensity or others, can be considered as well without encoding
them directly in the function space or in the regularity of the functions considered. How-
ever, due to the possibly very large size of the image (nowadays of the order of megapixels
for professional cameras) and the large number of features considered, the construction of
the problem may be computationally expensive and often requires reduction techniques
[Nys29, NDRM07, FBCM04].
In previous papers (see, e.g., [SM00, SW97, GM98]) graph segmentation problems
were approached by means of the graph cut objective function. We rather follow [BF12]
and present in the following the mathematical background for the design a graph segmen-
tation approach based on the use of the Ginzburg-Landau (GL) functional. The image
segmentation problem is then rephrased as a minimisation approach on a graph defined
by appropriate features computed from the image.
6.2.1 The Ginzburg-Landau functional as approximation of TV
Several physical problems modelling phase transition and phase separation phenomena are
built around the well-known GL functional:
GL(u) :=
ε
2
ˆ
Ω
|∇u(x)|2 dx+ 1
ε
ˆ
Ω
W (u(x)) dx. (6.6)
The functional above is defined in the continuous setting. Here, Ω represents an open
subset of Rd, d = 2, 3, u : Ω → R is the density of a two-phase material and W (u) is a
double-well potential, e.g. W (u) = 14(u
2 − 1)2. The two wells ±1 of W correspond to the
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two phases of the material. The parameter ε > 0 is the spatial scale. Variational models
built around this functional are also referred to as diffuse interface models because of the
interface appearing between the two regions containing the phases (i.e. the two wells of
W ) due to the competition between the two terms of the functional (6.6). Nonetheless,
some smoothness preventing u from having jumps between the two regions is ensured by
the first regularisation term.
The use of the GL functional has become very popular in image processing due to its
connections with the TV seminorm. In [MM77a, MM77b], for instance, Γ-convergence
properties of (6.6) to the TV functional are shown. Thus, the GL functional is very
often used as a quadratic approximation of TV. Fast numerical schemes relying on these
connections have been designed for many imaging problems, thus overcoming the issues
related to nonsmooth TV minimisation [AT92, ET06, CV01]. The functional considered
often is of the form
E(u) := GL(u) + λ φ(u, u0), (6.7)
where φ(u, u0) is the fidelity term measuring the distance of the reconstructed image u to
the given image u0. Its choice depends on the applications considered, see Section 5.4 for
more details. The parameter λ > 0 determines the influence of the data fit, compared to
the regularisation. Taking the L2 gradient descent of (6.7) we get the following evolution-
ary PDE, known in the literature as the Allen-Cahn equation [AC79] with an additional
forcing term due to the fidelity φ:
∂u
∂t
= −GL′(u)− λ φ′(u) = ε∆u− 1
ε
W ′(u)− λ φ′(u, u0). (6.8)
Steady states of equation (6.8) are the stationary points of the energy E in (6.7). Note
that E is not convex so uniqueness is not guaranteed and, consequently, the long time be-
haviour for solutions of (6.8) will depend on the initial condition. The linear diffusion term
weighted by ε appearing in (6.8) allows for fast solvers using for instance the Fast Fourier
Transform (FFT) which translates the Laplace operator into a multiplication operator on
the Fourier modes.
Connections with binary segmentation In the following, we rely on the method
presented in [BF12] for high-dimensional data classification on graphs relying on the use
of the GL functional (6.7) and the corresponding gradient descent (6.8) which has been
applied to several imaging problems [GMB+14b, GMB+14a], showing good performance
and robustness. We consider the problem of binary image segmentation where we want to
partition a given image into two components where each component is a set of pixels (also
called a cluster, or a class) and represents a certain object or group of objects. Typically,
some a priori information describing the object(s) we want to extract is given and serves
as initial input for the segmentation algorithm. For image labelling, in [BF12] two images
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are taken as input: the first one has been manually segmented in two classes and the
objective is to automatically segment the second image using the information provided by
the segmentation of the first one.
6.2.2 Towards the modelling: the graph framework
We revise in the following the main ingredients of the model considered and start from a
quick review of concepts in graph theory.
We consider an image I as a collection of pixels arranged in a rectangle of size S :=
N×M , i.e. I := {x ∈ Z2 : 0 ≤ x1 ≤ N−1 and 0 ≤ x2 ≤M−1}. For each x ∈ I, we define
the image neighbourhood of x as the setN (x) := {y ∈ I : |x1 − y1| ≤ τ and |x2 − y2| ≤ τ},
with τ ∈ N fixed, i.e. N (x) contains the pixels in a (2τ + 1)× (2τ + 1) sized square cen-
tred at x. For some appropriate K ∈ N, we associate to every vertex x ∈ I a vector
z ∈ RK encoding selected characteristics of the neighbourhood N (x). These character-
istics are related to the grey or RGB intensity values as well as the texture features of
the neighbourhood. In Section 6.2.5, we will explain in more detail our feature vector
construction. The map ψ : I → RK , x 7→ z is called the feature function. With an eye
to constructing the feature vectors, it will be useful to associate a neighbourhood vector
ν(x) := (xj)j∈N (x) ∈ I(2τ+1)×(2τ+1) to each neighbourhood, such that the ordering of the
xj in ν(x) is consistent between pixels x, e.g., order the pixels from each square N (x) from
left to right and top to bottom. The specific choice of ordering is not important, as long
as it is consistent for each pixel neighbourhood.
Next, we construct a simple weighted undirected graph G = (V,E,w) whose vertices
correspond to the pixels in I and with edges whose weights depend on the feature function
ψ. Let V be a vertex set of cardinality S. To emphasize that each vertex in V corresponds
to exactly one pixel in I, we will label the vertex corresponding to x ∈ I by x as well. Let
w : V × V → R be a symmetric and nonnegative function, i.e.
w(xi, xj) = w(xj , xi), and w(xi, xj) ≥ 0, for each xi, xj ∈ V. (6.9)
We define the edge set E as the collection of all undirected edges connecting nodes xi and
xj for which w(xi, wj) > 0 [Chu97]. The function w restricted to E ⊂ V × V is then a
positive edge weight function.
In our applications we define w as
w(xi, xj) := wˆ(ψ(xi), ψ(xj)) = wˆ(zi, zj),
where wˆ : RK × RK → R is a given function and ψ is the feature function.
In operator form, the weight matrix W ∈ RS×S is the nonnegative symmetric matrix
whose elements are wi,j = w(xi, xj). In the following, we will not distinguish between the
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two functions w and wˆ and, with a little abuse of notation, we will write w(zi, zj) for
wˆ(zi, zj).
Remark 6.2.1. Weight functions express the similarities between vertices and will be used
in the following to partition V into clusters such that the sum of the edge weights between
the clusters is small. There are many different mathematical approaches to attempt this
partitioning. When formulated as a balanced cut minimisation, the problem is NP-complete
[vL07], which inspired relaxations which are more amenable to computational approaches,
many of which are closely related to spectral graph theory [SM00]. We refer the reader to
[Chu97] for a monograph on the topic. The method we use in this paper can be understood
(at least in spirit, if not technically, [vGB12, vGGOB14]) as a nonlinear extension of the
linear relaxed problems.
To solve the segmentation problem, we minimise a discrete GL functional (which is
formulated in the graph setting, instead of the continuum setting), via a gradient descent
method. In this setting the Laplacian in (6.8) will be a (negative) normalised graph
Laplacian. We will use the spectral decomposition of u with respect to the eigenfunctions
of this Laplacian and use the Nystro¨m method to quickly compute this decomposition.
Let us start introducing the graph Laplacian and graph GL functional.
The discrete operators
We now define the differential operators in the graph framework. For each vertex x, we
consider now the degree of x,
d : V → R, d(x) :=
∑
y∈V
w(x, y).
In operator form, the degree matrix D ∈ RS×S is defined as the diagonal matrix having
as elements di,i = d(xi).
A subset A of the vertex set V is connected if any two vertices in A can be connected
by a path such that all the points of the path lie in A. A finite family of sets A1, . . . , At
is called a partition of the graph if Ai ∩Aj = ∅ for i 6= j and
⋃
iAi = V .
We now have all the ingredients to define the graph Laplacian. Denoting by V the
space of all the functions V → R, the graph Laplacian is the operator L : V → V such
that:
Lu(x) =
∑
y∈V
w(x, y)(u(x)− u(y)), x ∈ V. (6.10)
We are considering a finite graph of size S, so real valued functions can be identified
as vectors in RS . We can then write the graph Laplacian in matrix form as L = D −
W . It is worth mentioning (see Remark 6.2.2 below) that this graph Laplacian is a
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positive semidefinite operator. Note that by convention the sign of the discrete Laplacian
is opposite to that of the (negative semidefinite) continuum Laplacian.
The associated quadratic form of L is
Q(u, Lu) :=
1
2
∑
x,y∈V
w(x, y) (u(x)− u(y))2 . (6.11)
The quadratic form Q can be interpreted as the energy whose optimality condition corre-
sponds to the vanishing of the graph Laplacian (6.10).
Remark 6.2.2. The operator L has S non-negative real-valued eigenvalues {λi}Si=1 which
satisfy: 0 = λ1 ≤ λ2 ≤ · · · ≤ λS. The eigenvector corresponding to λ1 is the constant
S-dimensional vector 1S, see [vL07].
The operator in (6.10) is not the only graph Laplacian appearing in the literature.
To set it apart from others, it is also referred to as the unnormalised or combinatorial
graph Laplacian. Such operator can be related to the standard continuous differential
one through nonlocal calculus [GO09a]. More precisely, the eigenvectors of L converge
to the eigenvectors of the standard Laplacian, but in the large sample size limit a proper
scaling of L is needed to guarantee stability of convergence to the continuum operator
[BF12, GMB+14a]. Hence, we consider in the following the normalisation of L given by
the symmetric graph Laplacian
Ls := D
−1/2LD−1/2 = I −D−1/2WD−1/2. (6.12)
Clearly, the matrix Ls is symmetric. Other normalisations of L are possible, like, for
instance the random walk graph Laplacian (see [Chu97, vL07, vGGOB14]).
In [SM00, Section 5] a quick review on the connections between the use of the symmet-
ric graph Laplacian (6.12) and spectral graph theory is given. Computing the eigenvalues
of the normalised symmetric Laplacian corresponds to the computation of the generalised
eigenvalues used to compute normalised graph cuts in a way that the standard graph Lapla-
cian may fail to do, compare [Chu97] . Normally, spectral clustering algorithms for binary
segmentation base the partition of a connected graph on the eigenvector corresponding
to the second eigenvalue of the normalised Laplacian, using, for example, k-means. For
further details and a comparison with other methods we refer the reader to [SM00] and to
[BF12, Section 2.3] where a detailed explanation on the importance of the normalisation
of the Laplacian is given.
We want to formulate a SemiSupervised Learning (SSL) technique to label unknown
elements of the graph considered by using a known and labelled set of vertices. A common
approach is to learn a real valued function u ∈ [−1, 1] and then threshold this output to
determine the desired class of labels. In the following we will make use of the discrete
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Ginzburg-Landau functional to do this. In particular, we will use it to determine a function
u which will be approximately equal to one on a subset and equal to minus one on the
other and which will present a transition region between the two. By thresholding such
result, we will obtain the desired binary segmentation of the graph into the two desired
classes.
Recalling (6.6) -(6.7) and (6.11), we define the discrete GL functional1 as
GLd(u) :=
ε
2
Q(u, Lsu) +
1
ε
∑
x∈V
W (u(x)) +
∑
x∈V
χ(x)
2
(u(x)− u0(x))2. (6.13)
Here u0 represents known data provided by the user and where the two classes have been
labelled with the values one and minus one. As before, W (u(x)) = 14(u
2(x) − 1)2 is the
double-well potential. The function χ : V → {0, 1} is the characteristic function of the
subset of labelled vertices Vlab ⊂ V , i.e. χ = 1 on Vlab and χ = 0 on Vunlab := V clab. Hence,
the corresponding fidelity term enforces the fitting between u and u0 in correspondence of
the the known labels on the set Vlab, while the labelling for the pixels in Vunlab is driven
by the minimisation of the first two regularising terms in (6.13).
The corresponding `2 gradient flow for (6.13) reads
∂u
∂t
= −ε Lsu− 1
ε
∑
x∈V
(u3(x)− u(x))−
∑
x∈V
χ(x)(u(x)− u0(x)). (6.14)
The idea is to design a semi-supervised learning (SSL) approach where a priori infor-
mation for the set Vlab (i.e. cluster labels) is used to label the points in the set Vunlab. The
comparison uses the weight function defined in (6.9) to build the graph by comparing the
feature vectors at each point.
Remark 6.2.3 (The choice of the weight function). As pointed out in [BF12, Section
2.5], the main criteria driving the choice of the weight function are the desired outcome
(in the case of segmentation, this reflects on the choice of an appropriate metric on a vector
space) and the computational efforts required to diagonalise the corresponding matrix W .
A common weight function is the Gaussian function
w(x, y) = exp(−‖x− y‖2/σ2), σ > 0, x, y ∈ V, (6.15)
where in our applications we choose the standard Euclidean norm. An alternative pro-
posed by Zelnik-Manor and Perona in [LP05] introduces local saling weights, thus allowing
spatial dependence of the parameter σ in (6.15) and is particularly useful in the case of
segmentation when multiple scales need to be segmented simultaneously.
1‘Discrete GL functional with a data fidelity term’ would be a more accurate name, but we opt for
brevity here.
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Several approaches to SSL using graph theory have been considered in literature. In
[CLL+05] Coifman proposes a geometric diffusion approach to learn classes based on some
spectral properties. Gilboa and Osher propose in [GO07] a similar technique with a
stiffness constraint due to an explicit forward time stepping modelled on the use of the
graph Laplacian. Explicit methods tackling the problem using TV have been considered
in [GO09a]. The approach presented here adapts fast algorithms available for the efficient
minimisation of the continuous GL functional to the minimisation of the discrete one
in (6.13) . In particular, to overcome the high computational costs, we present in the
following a splitting operator scheme and a matrix completion technique applied to our
problem.
Towards the numerical realisation. The numerical strategy we intend to use is based
on the following steps (see Section 6.2.5 for more details) :
• At each time step n∆t, n ≥ 0, consider at every point the spectral decomposition
of the numerical approximation Un = u(n∆t) with respect to the eigenvectors vk of
the operator Ls:
Un(x) =
∑
k
αkn(x)vk(x), x ∈ V, (6.16)
with coefficients αn. Similarly, use spectral decomposition in the {vk} basis for the
numerical approximation of the other nonlinear quantities appearing in (6.14).
• Having fixed the basis of eigenfunctions, the numerical approximation in the next
time step Un+1 is computed by determining the new coefficients α
k
n+1 in (6.16) for
every k.
The numerical bottlenecks of this strategy appear to be the computation of the eigen-
vectors vk of the operator Ls, which, in practice, can be computationally costly for large
and non-sparse matrices W , and the efficient computation of the numerical approximation
Un+1 given Un. To mitigate the former problem, we use the Nystro¨m extension (Sec-
tion 6.2.3), whereas we consider a convex splitting strategy for the latter (Section 6.2.4).
The numerical details and the pseudocode of the whole algorithm are presented in Section
6.2.5.
6.2.3 The Nystro¨m extension for matrix completion
Following the detailed discussion in [BF12, Section 3.2], we present here the Nystro¨m
technique for matrix completion [Nys29] used in previous works by the graph theory
community [FBCM04, BFCM02] and applied later to several imaging problems [NDRM07].
In our problem, the Nystro¨m extension is used to find an approximation of the eigenvectors
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vk of the operator Ls. We will freely switch between the representation of eigenvectors (or
eigenfunctions) as a real-valued functions on the vertex set V and as a vectors in RS .
Consider a fully connected graph with vertices V and the set of corresponding feature
vectors ψ(V ) = {zi}Si=1. A vector v is an eigenvector of the operator Ls in (6.12) with
eigenvalue λ if and only if v is an eigenvector of the operator D−1/2WD−1/2 with eigenvalue
1− λ, since
Lsv = v −D−1/2WD−1/2v = λv ⇐⇒ D−1/2WD−1/2v = (1− λ)v. (6.17)
Thus, finding the spectral decomposition of Ls boils down to diagonalise the operator
D−1/2WD−1/2. This is not obviously easier, as the matrix W , despite being nonnegative
and symmetric, may be large and non-sparse, so the computation of its spectrum may
be computationally hard. Here, however, we take advantage of the Nystro¨m extension.
Given the eigenvalue problem
find θ ∈ R and v : V → R, v 6= 0 s. t.
∑
x∈V
w(x, y) v(x) = θv(y), (6.18)
for every point y ∈ V , we approximate the sum on the left hand side of the equation above
using a standard quadrature rule where the interpolation points are chosen by randomly
selecting a subset of L points from the set V and the interpolation weights are chosen
correspondingly. The Nystro¨m extension for (6.18) then
approximates (6.18) by
L∑
i=1
w(y, xi)v(xi) ≈
∑
x∈V
w(y, x)v(x) = θv(y), (6.19)
where X := {xi}Li=1 ⊂ V is a set of randomly chosen vertices.
The set X defines a partition of V into X and Y := Xc. In (6.19) we approximate the value
v(y), for an eigenvector v of W and y ∈ Y , only knowing the values v(xi), i = 1, . . . , L,
by solving the linear problem
L∑
i=1
w(y, xi)v(xi) = θv(y). (6.20)
With this method we can approximate the values of an eigenvector v of W , corresponding
to the eigenvalue θ, in the whole set of points V using its values in the subset X and
solving the interpolated eigenvalue equation above. Generally, this is not as immediate as
it sounds since the eigenvectors of W are not known in advance. However, by choosing
y = xj , j = 1, . . . , L, in (6.20), we find an eigenvalue problem for the known matrix with
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entries w(xj , xi), which is a much smaller matrix than the full matrix W :
L∑
i=1
w(xj , xi)v(xi) = θv(xj). (6.21)
If L is small enough such that this eigenvalue problem can be solved, then θ and v(xi),
i = 1, . . . , L, can be computed, which in turn can be substituted back into (6.20) to find an
approximation to v(y), for any y ∈ V . In short, we approximate the eigenvectors in (6.18)
by extensions of the eigenvectors in (6.21), using the extension equation (6.20), and we
approximate the eigenvalues in (6.18) by the eigenvalues from (6.21). The main Nystro¨m
assumption is that these approximated eigenvectors and eigenvalues approximately diag-
onalise W . For numerical implementation and further clarification of the method, it is
useful to write it in matrix language.
Let us define first the sub matrices WXX ∈ RL × RL and WXY ∈ RL × RS−L as
WXX =

w(x1, x1) · · · w(x1, xL)
...
. . .
...
w(xL, x1) · · · w(xL, xL)
 , (6.22)
WXY =

w(x1, y1) · · · w(x1, yS−L)
...
. . .
...
w(xL, y1) · · · w(xL, yS−L)
 .
Analogous definitions hold for WY Y and WY X . Each of these matrices represents the sub
matrix having as elements the weights between the points in X, Y or between the two
sets. With this notation, the whole matrix W ∈ RS ×RS can be written in block-form as
W =
WXX WXY
WY X WY Y
 , WY X = W TXY .
Similarly, vectors v ∈ RS can be written as v = (vTX vTY )T . We focus on the spectral
decomposition of the first block of W , that is WXX . Since this matrix is symmetric,
calling ΘX the matrix ΘX = diag(θ1, . . . , θL) containing the eigenvalues of WXX , then by
the spectral theorem WXX = VXΘXV
T
X (compare with (6.21)), with VX be the orthogonal
matrix having as columns the eigenvectors of WXX . Writing (6.20) for y ∈ Y , in operator
form, we obtain VY as
VY = WY XVXΘ
−1
X .
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The approximated eigenvectors of W can then be written in matrix form as
V =
 VX
WY XVXΘ
−1
X
 . (6.23)
Now, let us observe that
VΘXV
T =
 VX
WY XVXΘ
−1
X
ΘX [V TX (WY XVXΘ−1X )T ] = (6.24)
=
VXΘXV TX WXY
WY X WY XW
−1
XXWXY
 =
WXX WXY
WY X WY XW
−1
XXWXY
 ≈W.
Therefore, Nystro¨m extension can be interpreted as the approximation W ≈ VΘXV T ,
under the approximation of WY Y given by WY Y ≈ WY XW−1XXWXY . The quality of the
approximation of the full W is quantified by the norm of the Schur complement ‖WY Y −
WY XW
−1
XXWXY ‖, see [FBCM04] for more details.
Recalling the definition of the symmetric graph Laplacian Ls given by (6.12) and
the relation between the spectral decomposition of W and the one of W in (6.17), we
observe that a normalisation step now needs to be computed for obtaining the spectral
decomposition of Ls. Defining 1L as the L-dimensional vector consisting of ones and 1S−L
analogously, we use (6.24) and start computing the nonnegative vector d = (dTXd
T
Y )
T bydX
dY
 =
WXX WXY
WY X WY XW
−1
XXWXY

 1L
1S−L
 (6.25)
=
 WXX1L +WXY 1S−L
WY X1L +WY XW
−1
XXWXY 1S−L
 . (6.26)
Therefore, the matrices WXX and WXY can be normalised simply by considering:
WˆXX = WXX ./(
√
dX ⊗
√
dX
T
) and WˆXY = WXY ./(
√
dY ⊗
√
dY
T
), (6.27)
where the division is intended element-wise and ⊗ is the standard vector tensor product.
A further step of normalisation is now needed since the approximated eigenvectors of
W , i.e. the columns of the matrix V in (6.23) may not be orthogonal. Such normalisation
may be obtained by using auxiliary unitary matrices. We refer the reader to [BF12, Section
3.2] for more details on this.
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Once these additional normalisation steps are completed, a spectral decomposition of
W in terms of its eigenvalues λˆi and the corresponding normalised eigenvectors vi, i =
1, . . . , S is obtained. Therefore, recalling (6.17), the spectral decomposition of Ls is given
in terms of the eigenvalue 1− λˆi and the same eigenvectors vi.
Remark 6.2.4. One may think of the idea of partitioning the set of vertices into several
subsets such that X = X1 ∪ . . . ∪ Xk, Xi ∩ Xj = ∅, i 6= j and using the Nystro¨m idea
to approximate the weight function starting to one of them, say X1, to compute its value
in the all others, repeatedly. Nonetheless, as observed above, the quality of the Nystro¨m
approximation is checked by computing the norm of the Schur complement for each pair
of subsets whose computation can be quite costly in principle. Moreover, in case of an
inaccurate estimation errors may propagate. Consequently, we believe that the current
one-step strategy may be preferable since it relies on one single partitioning step and,
therefore, does not propagate errors in the further approximations.
6.2.4 Convex splitting
Recalling the general introduction on splitting methods for the study of PDEs given in
Section 3.2, we focus here on convex splitting, which is used to numerically solve problems
with a general gradient flow structure of the form
∂u
∂t
= −∇VH(u) in Ω, u(x, 0) = u0(x) in Ω. (6.28)
Here, Ω ⊂ Rd is a regular domain, H is the energy functional to minimise and ∇V indicates
formally the Fre´chet derivative with respect to the metric in a Banach space V . The main
idea of convex splitting is to split the functional H into a convex and a concave part:
H(u) = H1(u)−H2(u), (6.29)
where both H1 and H2 are convex for all u. Denoting by Un the numerical approximation
of u(·, n∆t), ∆t > 0, n ≥ 0, a semi-implicit discretisation of (6.28)-(6.29) reads
Un+1 − Un = −∆t(∇VH1(Un+1)−∇VH2(Un)). (6.30)
The advantage of this method consists in treating the convex part implicitly in time and
the concave part explicitly. Typically, nonlinearities are considered in the explicit part of
the splitting and their instability is balanced by the effect of the implicit terms.
Such methods have been applied in finite element and finite difference approximations
(see, e.g., [Eyr98]). In [SB11] such approach is applied to the problem of image inpainting.
There, convex splitting is generalised to the case where the gradient flow considered does
not follow directly a variational principle, but it can be interpreted as the sum of two dif-
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ferent gradient flows with respect to two different norms. Nonetheless, an unconditionally
stable numerical method is derived.
Following [BF12, Section 3.1], the splitting choice for the discrete GL functional (6.13)
is based on the convex splitting of its continuous version with fidelity term, cf. [BEG08,
SB11], and reads
GLd,1(u) :=
ε
2
Q(u, Lsu) +
C
2
∑
x∈V
u2(x), (6.31a)
GLd,2(u) := − 1
4ε
∑
x∈V
(u2(x)− 1)2 + C
2
∑
x∈V
u2(x)−
∑
x∈V
χ(x)
2
(u(x)− u0(x))2, (6.31b)
where the constant C > 0 has to be chosen large enough such that GLd,2 is convex for u
around the wells of W . The differential operator contained in the implicit component of
the splitting, GLd,1, is the symmetric graph Laplacian, which can be diagonalised quickly
and inverted using Fourier transform methods. In [BF12, Section 3.1], more details of the
splitting are presented. The time-discretised scheme (6.30) now reads
Un+1(x)− Un(x) = −∆t (ε Ls(Un+1(x)) + CUn+1(x))
−∆t
(
−1
ε
(
U3n(x)− Un(x)
)
+ C Un(x)− χ(x) (Un(x)− U0)
)
, x ∈ V. (6.32)
Recalling the decomposition (6.16), the idea now is to use a spectral decomposition in
terms of the eigenvectors vk of Ls computed through Nystro¨m completion for all the
nonlinear quantities appearing in the scheme (6.32).
6.2.5 Numerical realisation and algorithm
We present here the pseudocode combining all the different steps described above for the
realisation of the GL minimisation. We recall that ε is the scale parameter of the GL
functional (6.13), σ is the variance used in the Gaussian similarity function (6.15), C is
the convex splitting parameter in (6.31a)-(6.31b) and L is the number of sample points in
(6.19). Regarding the choice of the parameter σ in (6.15), we observed in our numerical
experiments that larger values of the parameter allowing more diversity between pixel
features resulted in only almost negligible changes in the segmentation results. In all our
numerical experiments, we fixed the parameter σ = 15.
We will now give further details. First we randomly select L pixels from I. As described
in Section 6.2.2 we now create a vertex set V ∼= I, which we partition into a set X,
consisting of the vertices corresponding to the L randomly chosen pixels, and a set Y :=
V \X. We now compute the feature vectors of each vertex in V . If I is a grey scale image,
we can represent features by an intensity map f : V → R. If I is an RGB colour image
instead, we use a vector-valued (red, green, and blue) intensity map f : V → R3 of the
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Algorithm 2 GL-minimisation with Nystro¨m extension for image segmentation
1: Parameters: L S, σ, ε, C.
2: select L random points and build the set X ⊂ V
3: get a partition V = X ∪ Y, Y := Xc
4: determine features and edge weights of X and Y using (6.15) and build WXX , WXY
5: use Nystro¨m extension to compute WXY (6.24) and matrix V of eigenvectors of
W (6.23)
6: get normalised WˆXX and WˆXY using (6.25)-(6.27)
7: normalise V and get eigenvalues-eigenvectors of W (λˆi, vi)
8: output ← eigenvalues-eigenvectors (1− λˆi, vi) of Ls used as GL minimisation input
9: convex splitting for GL minimisation through Fourier transform methods, as de-
scribed in Section 6.2.4
10: output ← the binary segmentation.
form f(x) = (fR(x), fG(x), fB(x)). We mirror the boundary to define neighbourhoods also
on the image edges. The feature function ψ : V → RK concatenates the intensity values
in the neighbourhood of a pixel into a vector: ψ(x) := (f(ν1(x)), . . . , f(ντ˜ (x)))
T , where
ν(x) = (ν1(x), . . . , ντ˜ (x)) ∈ Rτ˜ is the neighbourhood vector of x ∈ V and τ˜ = (2τ + 1)2,
the size of the neighbourhood of x. Note that K = τ˜ if I is a grey scale image and K = 3τ˜
if I is an RGB colour image.
Additional features can be considered, such as texture, for instance. In particular, we
consider the eight MR8 filter responses [VZ05] as texture features on a grey scale image
and choose the function t : V → R8 as t(x) = (MR81(x), . . . ,MR88(x)).
MR8 filters for texture classification We use the MR8 filter bank described in
[VZ05]. The set of filters is actually composed by 38 filters, but only the maximum 8
filter responses across all the orientations are computed. Namely, the filter bank consists
of two isotropic Gaussian and Laplacian filters, one anisotropic edge filter considered at
three different scales in six different orientations and an anisotropic bar filter considered
at the same scales and orientations. Only the maximum response across orientations is
measured, thus reducing the number of filter responses from 38 to 8 (3 scales for 2 filters
plus 2 isotropic filters), see Figure 6.1.
The resulting filters are rotationally invariant and contain both isotropic and anisotropic
filters at multiple orientations. Hence, good features for all type of textures are expected to
be described by this type of texture features. Furthermore, due to the low dimensionality
of the filters, the computational costs are reduced and the clustering result is simplified,
still remaining accurate.
The feature function ψ can be defined in this case as ψ(x) := (t(ν1(x)), . . . , t(ντ˜ (x)))
T
where ν(x) and τ˜ are defined as above. Here, K = 8τ˜ . Of course, a combination of
colour and texture features can be considered as well by considering ψ defined as ψ(x) :=
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Figure 6.1: The MR8 filter bank. Image from [VZ05]
(f(ν1(x)), t(ν1(x)), . . . , f(ντ˜ (x)), t(ντ˜ (x))) for every x in V . In this case, when dealing
with RGB colour images, the dimension of the feature vector is therefore K = 11τ˜ .
Using (6.15), the matrices WXX and WXY from (6.22) can now be constructed and the
Nystro¨m extension can be performed for approximating the eigenvectors and eigenvalues of
W as described in Section 6.2.3, which are then used to compute the eigenvectors {vk} of Ls
and corresponding eigenvalues {λk}, compare (6.17). Recalling (6.16), those eigenvectors
are used as basis functions for Un, the numerical approximation of u in the n-th iteration of
the GL minimisation. Considering (6.32) and writing the nonlinear quantities appearing
in terms of {vk} similarly as in (6.16), we have
(Un(x))
3 =
∑
k
βkn(x) vk(x), χ(x) (U
n(x)− u0(x)) =
∑
k
γkn(x) vk(x), x ∈ V.
The computation of U in the next iteration reduces to finding the coefficients αkn+1 in the
expression
Un+1(x) =
∑
k
αkn+1(x)vk(x), x ∈ V,
in terms of βkn, γ
k
n and the other parameters involved, that is the scale parameter ε in
(6.13), the parameter C > 0 appearing in the splitting (6.31) and the time step ∆t. Using
(6.32), we compute αkn+1 simply as
αkn+1 = D−1k
((
1 +
∆t
ε
+ C∆t
)
αkn −
∆t
ε
βkn −∆t γkn
)
,
where the diagonal matrix Dk is defined as Dk := 1 + ∆t(ελk + C).
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6.3 The Hough transform
We address now the issue of detecting objects in an image with geometrical properties that
are a priori known. An example is the detection of lines and circles. These objects can be
identified by mapping them onto an auxiliary space where relevant geometrical properties
(such as linear alignment and roundness) are represented as peaks of specific auxiliary
functions. In this chapter, we use the Hough transform [Hou62] to detect measurement
tools (rulers, concentric circles of fixed radii) with the intent of providing quantitative,
scale-independent measurements of the region segmented by one of the techniques de-
scribed in the sections above. In this way, an absolute measurement of the region of
interest in the image is possible, independently of the scale of the image itself which could
depend, for instance, on the distance to the objective of the camera.
For our purposes, we focus on straight lines (for which the Hough transform was
originally introduced and considered [Hou62]) and circles, [DH72]. Other applications of
this transformation for more general curves exist as well. In [BMP13, MPCB15] the Hough
transform is used in the context of astronomical and medical images for specific class of
curves (Lamet and Watt curves). In [Gra14] applications to cellular mitosis are presented.
There, the Hough transform recognises the cells (as circular/elliptical objects) and tracks
them in the process of cellular division.
6.3.1 Line detection
We start from the typical slope-intercept form of a line:
y = mx+ b, m, b, x, y ∈ R. (6.33)
Traditionally, the equation above is considered as a function of points with coordinates
(x, y) satisfying equation (6.33) for fixed values of m and b. In other words, these values
identify a specific straight line in the x-y plane, cf. Figure 6.2a. Rewriting (6.33) as
b = y−mx and keeping fixed the coordinates (x, y) we obtain a new equation of a straight
line in the m-b plane, cf. Figure 6.2b,depicting the parameter space. Intersection points
of lines in the parameter space are the pair of values m′ and b′ identifying the lines in the
x-y plane where the points considered lie. In other words, straight lines intersecting in
the point (m′, b′) in the parameter space m-b correspond to points lie on the straight line
y = m′x+ b′ in the x-y plane.
Hence, if we are given a black and white image in the x-y plane, and for all coordinates
(x, y) of black locations in the image, we draw the corresponding lines in the m-b plane,
intersection points of those lines will tell us which (x, y) locations in the image lie on the
same line. Of course any two points lie on a line, thus we are specifically interested in
intersection points in the m-b plane in which many different lines intersect, indicating the
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(a) x-y-plane (b) m-q-plane
Figure 6.2: Slope-intercept form, (6.33). Images edited from [GW06].
presence of an actual black line segment in the original image.
Drawbacks of this parametrisation are the need for an unbounded parameter space to
describe near vertical lines and the impossibility to describe a vertical line. One alternative
is r the normal parametrisation which views a straight line in the x-y space as the tangent
line to a circle with radius ρ, touching the circle at angular coordinate θ, as illustrated as
in Figure 6.3a, [DH72]. In ρ-θ parameter spaces this leads to
ρ = x cos θ + y sin θ, θ ∈ [0, pi] (6.34)
The objects in the parameter space are now sinusoidal curves, but again intersection
points identify parameters for the points lying on the same straight line in the x-y plane.
Figures 6.3b and 6.3c show an exemplary binary image with two black straight lines and
the corresponding parameter space. The bright spots in the parameter space indicate a
large number of intersections, thus identifying the two lines in the original image. With
parametrisation (6.34) the Hough transform can be interpreted in terms of the Radon
transform, as detailed in [PIK92]. The Radon transform describes mathematically several
medical imaging acquisition problems (PET and CT, for example) and, as such, is widely
used in their mathematical modelling. We refer the reader to [PIK92, BMPS14] and
the references therein for a detailed variational analysis of such problems in appropriate
measurement and image spaces.
6.3.2 Circle detection
Analogously to what we did as above, when looking for circular structures in a given
image, we consider, for (x, y) ∈ R2 the parametric representation of a circle:
r2 = (x− c1)2 + (y − c2)2 (6.35)
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(a) Normal parametrisation (6.34) (b) Binary image with two lines (c) Parameter space
Figure 6.3: Normal form: image and parameter spaces.
where r > 0 is the radius of the circle and (c1, c2) ∈ R2 are the coordinates of its centre.
Every point (x, y) lying on the circle, satisfies equation (6.35) for fixed r, c1 and c2. As
before, we now consider equation (6.35) in the three-dimensional parameter space c1−c2−r
for fixed x and y. Here, the objects of interest turn out to be cone-shaped surfaces, as
shown in Figure 6.4a. Their intersection identifies the desired values of r, c1 and c2 in
equation (6.35), see Figure 6.4b. As example, we look at a slice of the parameter space
along the direction r at level ri and consider the point p1 = (x1, y1) in the plane c1− c2 on
the boundary of the circle to detect. This point is surrounded by a circle C1 with radius
ri whose interior contains all the points (c1, c2) corresponding to the coordinates of all the
centres of the circles of radius ri on which p1 can lie. The same holds for other points p2
and p3 surrounded by the circles C2 and C3, respectively. The intersection point of the
circles C1, C2 and C3 identifies the true centre coordinates of the circle C in the original
image. The accumulator array has a value of 3 in that region.
(a) Cones in 3D parameter space (b) Slice of 3D parameter space
Figure 6.4: Circular Hough transform. Images edited from [BB09].
Numerical strategy We start using the Canny method (see 6.1.1) to identify the edges
in the image. Having decided which geometrical shape we are interested in (and, as such,
its general parametric representation), the corresponding parameter space is subdivided
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into accumulator arrays (cells) whose dimension depends on the dimension of the parame-
ter space itself (2D in the case of straight lines, 3D in the case of circles). Each accumulator
array groups a range of parameter values. The accumulator array is initialised to 0 and
incremented every time an object in the parameter space passes through the cell. In this
way, one looks for the peaks over the set of accumulator arrays as they indicate a high
value of intersecting objects for a specific cell. In other words, they are indicators of
potential objects having the specific geometrical shape we are interested in.
6.3.3 Pseudocode
Numerically, dealing with the Hough transform consists in looking for peaks of the accumu-
lator arrays in the parameter space which the original image is mapped onto. For straight
lines detection we use the MATLAB routines hough, houghpeaks and houghlines: the
hough function applied to the binary edge image gives back the values of θ and ρ and the
Hough transform matrix obtained in correspondence of those values; houghpeaks look for
peaks of the accumulator arrays in the parameter space and houghlines selects from the
Hough matrix the values of θ and ρ determined by houghpeaks and identifying lines. For
circle detection, we use the MATLAB routine imfindcircles which finds the centre of
the circles in the image by considering at first candidates on the high intensity gradient
regions (i.e. on the possible boundaries of the circles) which are allowed to ‘cast votes’
in the accumulator array by counting the number of intersections of the circles with fixed
radii with the ones drawn around other points on the circumference, see Figure 6.5.
(a) Candidate pixel (b) Centre detection
Figure 6.5: The classical circular Hough transform voting pattern.
The accuracy and the number of detections for such routines can be tuned by some
parameters, such as, for instance, the maximum number of peaks one wants to consider,
objmax, or the array peak threshold, thresh, i.e. the minimum number of elements for an
accumulator array to be considered a peak. The user also has to specify an initial range of
pixel values [smin, smax] as a very rough approximation of the measurement scale. Namely,
in the case of line detection this determines a minimum/maximum spacing between lines,
whereas for circle detection this serves as a rough approximation of the range of values
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Algorithm 3 Hough transform for line and circle detection
1: Parameters: [smin, smax], α, objmax, thresh
2: preprocessing: Canny edge detection
3: compute the Hough transform of the edge image
4: set up detection accuracy depending on α and use [smin, smax] as rough initial guess
5: determine at most objmax peaks in the parameter space, thresholding using thresh
6: output ← peaks in the parameter space, corresponding to objects of interest in the
original image
for the circles’ radii. This rough approximation may be given, for example, from average
data which the user knows a priori. We explain this with some examples in Section 6.4.
Accuracy of the detection algorithm is tuned by a parameter α. In case of linear objects
this corresponds to choose the maximum number of pixels between two line segments
to consider them as one single line, whereas for circle detection this corresponds to the
circularity of an object to be considered a circle.
6.4 Applications to object measurement in images
We report in this section the numerical results obtained by the combination of the methods
presented above for the detection and quantitative measurement of objects in an image.
To avoid confusion, we will distinguish in the following between two different meanings
of scale. Namely, by image scale we intend the proportion between the real dimensions
(length, width) of objects in the image and their corresponding dimensions quantified in
pixel count. Dealing with measurement tools, we talk about measurement scale to intend
the ratio between a fixed unit of measure (mm or cm) marked the measurement tool
considered and the correspondent number of pixels on the image.
6.4.1 Male pied flycatcher’s blaze segmentation
Our first application consists in the segmentation and measurement of the white forehead
patch (blaze) for a population of male pied flycatchers (Ficedula hypoleuca). We start
from giving some biological and behavioural motivations for it, describing in detail how
the methods described in Sections 6.2 and 6.3 can be used to solve this problem.
Biological motivations
Measurement of the white forehead patch (blaze) of male pied flycatchers has been studied
with regard to sexual selection in [SMS+97]. The forehead patch is known to vary be-
tween individuals [LA92] and can be subject to both intra- [JLC13] and intersexual [PM99]
selection with female pied flycatchers from Spain preferring males with large patches.
Forehead patch size has been shown to signal male phenotypic quality through plasma ox-
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idative stress and antioxidant capacity [MVRDCn+11]. However, in all studies to date the
measurements of patches have been inconsistent and generally inaccurate. For example,
some studies have simply measured patch height [DSLS99], whereas Potti and Montalvo
[PM99] assumed the shape to be a trapezium with area equal to 0.5(B + b)H, B being
the white patch width, b the bill width and H the height of the white patch. Morales et
al. [MMM+07] measured the length and breadth of the forehead patch with callipers to
the nearest 0.01 mm and its size (mm2) was calculated as the area of a rectangle. Other
studies have measured the patches from photographs, e.g., Ja¨rvisto¨ et al [JLC13] Ruuska-
nen et al [RLN+13] and Sirkia¨ et al. [SL09] who photographed the forehead with a scale
bar included in each picture, and measured the patch as the white area in mm2 using
IMAGEJ software [AMaR04]. But none of these three papers provide methods of how the
measurement was actually achieved, e.g, whether patches were delineated or roughly esti-
mated with a simple shape. Most recently Moreno et al. [MVRDCn+11] analysed digital
photos of forehead patches with Adobe PhotoShop CS version 11.0. relating the distance
of 1 mm on the ruler to number of pixels, and used this to estimate length. Zooming
to 400% and using the paintbrush tool with 100% hardness and 25% spacing the authors
delineate the patch and measure the area of the white areas on forehead. While this is
the best measurement method to date, it still is subject to human measurement error and
subjective assessment of patch boundaries.
Outline of the method
Here, we consider a mathematically robust approach to segment the blaze and to provide an
accurate measurement of forehead patch area. We present the numerical results obtained
by applying sequentially Algorithms 2 and 3.
Our image database consists of 132 images of individuals from a particular population
of male pied flycatchers. Images are 3648× 2736 pixels and have been taken by a Canon
350D camera with Canon zoom lens EFD 18− 55 mm, see Figure 6.6. In each image one
of two types of measurement tool is present: a standard ruler or a surface on which two
concentric circles of fixed diameter (1 cm the inner one, 3 cm the outer one) are drawn. In
the following we will refer to these tools as linear and circular ruler, respectively. Here,
the measurement scale corresponds to the distance between ruler marks for linear rulers
and to the radius of the inner circles for circular rulers.
Figure 6.6 shows clearly that the scale of the images in the database may vary signifi-
cantly because of the different positioning of the camera in front of the flycatcher. In order
to study possible correlations between the dimensions (i.e. perimeter, area) of the blaze
and significant behavioural factors, the task then is to segment the blaze and detect auto-
matically the scale of the image considered to provide scale-independent measurements.
Due to the very irregular contours and the fine texture on the flycatcher’s forehead,
standard variational segmentation methods such as Canny edge detection (Section 6.1.1)
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Figure 6.6: The blaze segmentation and measurement problem: the white forehead spot
needs to be segmented and measured accurately by detecting the scale on the measurement
tool.
or Mumford-Shah models, [MS89, AT92, Bra98, BDM97], are not suitable for our task,
as preliminary tests showed. Chan-Vese (Section 6.1.3) is not suitable either, mainly
because of its dependence on the initial condition and the small scale detection limits
which in practice prevents us from an automatic and accurate segmentation of the tiny,
yet characteristic feathers composing the blaze.
On the other hand, the graph GL method exploits similarities and differences between
pixels in term of their RGB intensities and texture. In our images these similarities and
differences are very distinctive and will guide the segmentation step, with less dependence
on the image scale and the initial condition.
We divide our task into different steps:
1. For a given, unsegmented image, we detect the head of the pied flycatcher through a
comparison with a user prepared dictionary (see Figure 6.7) using GL segmentation
Algorithm 2. Further computations are restricted to the head only.
2. Starting from the reduced image, a second step similar to Step 1 is now performed
for the segmentation of the blaze, using again Algorithm 2. A dictionary of blazes
is used an extended set of features is considered.
3. A refinement step is now performed in order to reduce the outliers detected in the
process of segmentation.
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4. We use the Hough transform based Algorithm 3 to detect in the image objects with
a priori known geometrical shape (lines for linear rulers, circles for circular rulers)
for the computation of the measurement scale.
5. The final step is the measurement of the values we are interested in (i.e. the perimeter
of the blaze, its area and the width and height of the different blaze components). In
the case of linear rulers our results are given up to some error (due to the uncertainty
in the detection of the measurement scale computed as average between ruler marks
distances).
In order to establish relations with behavioural and biological data confirming or con-
tradicting the initial assumption of correlation between blaze size and higher attractiveness
conjectured in [PM99], we have implemented a user ready program for the quantitative
analysis and measurements of the size of the bird blazes which is currently used by the
Department of Zoology of the University of Cambridge. The results of this study will be
the topic of a forthcoming paper [CvGS+].
Numerical realisation
We now give an exhaustive description of all the steps described above.
Step 1: Head detection. We consider unlabelled images in the database and compare
each of them with a dictionary of previously labelled images, see Figure 6.7. The train-
ing regions (i.e. the heads) are labelled with a value 1, the background with value −1.
Unlabelled regions are initialised with value 0.
Figure 6.7: Training dictionary for head detection: the heads are manually selected by the
user and separated from the background. Then, the corresponding regions are labelled
with 1 while the background is labelled by −1.
The main computational difficulties in this step are due to size of the images consid-
ered. This may affect the performance of the algorithm as in order to apply the Nystro¨m
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completion technique described in Section 6.2.3 one has to choose an adequate number
of points whose features will approximate well the whole matrix. The larger and more
heterogeneous the image is, the larger will be the number of points needed to produce a
sensible approximation. We circumvent this issue noticing that at this stage of the algo-
rithm, we only need a rough detection of the head which will be used in the following for
the accurate segmentation step. Thus, downscaling the image to a lower resolution (in our
practice, reducing the resolution by ten times the original one) allows us to use a small
number of Nystro¨m sample points (typically 150–200) to produce an accurate result.
For this first step we use as features simply the RGB intensities and proceed as de-
scribed in Section 6.2.5. Once the head is detected, the resulting image is upscaled again to
its original resolution. The solutions computed for the images in Figure 6.6 are presented
in Figure 6.8.
Figure 6.8: Head detection from images in Figure 6.6 using dictionaries in Figure 6.7
Step 2: Blaze segmentation. We consider now the reduced image from which we
want to extract the flycatcher’s blaze. Again, a dictionary of different blazes is manually
created by the user (see Figure 6.9). Similarly as before, training regions (the blazes) are
labelled with value 1 and the black feathers in the background with value −1. As before,
unlabelled regions are initialised with value 0. At this stage, RGB intensities alone are
not enough to differentiate the blazes from the background consistently in a large number
of bird images, due to the colour difference between different blazes. For this step, an
additional feature to be considered is the texture of the blaze. For this purpose, we use
the MR8 texture features presented in [VZ05] and proceed as detailed in Section 6.2.5.
For 3 × 3 neighbourhoods, the feature vector for each pixel will be an element in R99,
see Section 6.2.5. The Ginzburg-Landau minimisation provides the segmentation results
shown in Figure 6.10.
Step 3: Segmentation refinement. This step uses very simple morphological oper-
ations in order to remove false detections obtained after Step 2. These can occur due to
the choice of colour-texture based features used to compute the feature vectors in Step 2.
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Figure 6.9: Training dictionary for blaze segmentation. As in Figure 6.8 blazes are manu-
ally selected by the user and labelled with 1, while black feathers on the background are
labelled with −1.
Figure 6.10: Blaze segmentation
For instance, when looking at Figure 6.10 (right) we observe that some bits on the left
pied flycatcher’s cheek have been detected as they exhibit similar texture properties as the
ones on the blaze. In order to prevent this, our software asks the user to confirm whether
the segmentation result provided is the expected one or if there are additional unwanted
regions detected. If that is the case, using the MATLAB routine bwconncomp we label all
the connected components segmented in the previous step, discarding among them all the
ones whose area is smaller than a fixed percentage (typically 10%) of the largest detected
component (presumably, the blaze). This works well in practice, see Figure 6.11. If the
user is not satisfied he or she can remove manually the unwanted regions. Figure 6.12
shows some blaze segmentation results after the refinement step.
Step 4: Measurement scale detection. The images in our database divide into two
groups: the first is characterised by the presence of linear rulers, whereas the second
contains circular rulers (Figure 6.6). We thus need to use the Hough transform based
Algorithm 3 to detect lines or circles, respectively. The user is then required to tell the
software which objects he or she wants to detect. In both cases, in order to avoid false
detections (such as “aligned” objects erroneously detected as lines, or circle-like objects
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(a) Before refinement (b) After refinement
Figure 6.11: Example of segmentation refinement
Figure 6.12: Segmentation results after refinement step
wrongly considered as circles, see Figure 6.13), a good candidate for a rough, sensible
approximation of the measurement scale is needed as described in Section 6.3.3. In order
to get this, we proceed as follows: after detecting the head as in Step 1, we use the option
EquivDiam of the MATLAB routine regionprops to detect the diameter of the head region
(in pixels). We then compare such measurement with pre-collected average measurements
of head diameters of male pied flycatchers of a similar population (in cm), thus obtaining
an initial approximation of the measurement scale. In the case of images containing linear
rulers, this will serve as a spacing parameter s for the algorithm. In other words, only
lines distant at least s pixels from each other will be considered. In the case of circular
rulers, the same rough approximation will serve similarly as an indication of the range of
values in which the Hough transform based MATLAB function imfindcircles will look
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for circles’ radii. For linear ruler images, the algorithm will look only for parallel lines
aligned with a prescribed direction. We set this direction as the one perpendicular to the
longest line in the image (since the expectation is, that this longest line is the edge of the
ruler). Results of this step are shown in Figure 6.14.
Figure 6.13: Shadows, blur, noise or other objects in the image may disturb the detection.
Figure 6.14: Hough transform used for detecting geometrical objects. Left: lines detection
using MATLAB routines hough, houghlines, houghpeaks. Right: circle detection using
MATLAB routines imfindcircles, viscircles.
Outliers removal for linear rulers. The scale detection step described above may
miss some lines on the ruler. This can be due to an oversmoothing in the denoising
step, to high threshold values for edge detection or also to the choice of a large spacing
parameter. Furthermore, as we can see from Figures 6.6 and 6.14, we can reasonably
assume that the ruler lies on a plane, but its bending can distort some distances between
lines. Moreover, few other false line detections can occur (like the number 11 marked on
the ruler main body in Figure 6.14). To exclude these cases, we compute the distance
(in pixels) between all the consecutive lines detected and eliminate possible outliers using
the standard interquartile range (IQR) formula [UC97] for outliers’ removal. Indicating
by Q1 and Q3 the lower quartile and the third quartile, an outlier is every element not
contained in the interval [Q1− 1.5 ∗ (Q3−Q1), Q3 + 1.5 ∗ (Q3−Q1)]. Finally, we compute
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the empirical mean, variance and standard deviation (SD) of the values within this range,
thus getting a final indication of the scale of the ruler together with an indicator of the
precision of the method.
Step 5: Measurement. Once the measurement scale has been detected, it is easy to
get all the required measurements. We are interested in the perimeter, the area of the
blaze and also in the height and width of the whole blaze component. For linear rulers, due
to the error committed in the scale detection step, these values present some uncertainty
and variability (see above). In Table 6.1 we show the results of numerical tests on a sample
of 30 images with linear rulers. For every image in the sample we compute the SD error
and report in the table the minimum, maximum, and average standard (SD) deviation
error over the single ones compute, together with the relative standard deviation (RSD)
which gives a percentage indication of the error committed.
RSD :=
σ
X¯
· 100,
where σ is the sample SD and X¯ is the sample mean of measurements. We observe a
minimum and maximum SD of 4.00 and 10.67 pixels, respectively, which, compared to
the dimension of the original image (3648 × 2736 pixels) suggests a reasonable precision.
This is confirmed by the average SD value over the sample which is found to be 6.81
pixels. In percentage, the average error over the sample is 11.99%. For circular rulers, we
observed in all our experiments that an initial approximation of the range of values for
the circle radius (see Step 4 above) results in a robust and typically outlier-free detection
of the circular ruler and consequently in an accurate measurement of its radius; the only
possible cause of variability and error is its bending.
Uncertainty in the measurements of lengths and areas is calculated with standard
formulas in propagation of errors.
SD min SD max mean SD RSD min RSD max mean RSD
4.01 pixels 10.67 pixels 6.81 pixels 6.59 % 17.36 % 11.99 %
Table 6.1: Precision of the measurement scale detection for linear rulers on a sample of
30 images.
Despite these variabilities, our method is a flexible and semi-supervised approach for
this type of problem. Further tests on the whole set of images and improvements on its
accuracy are a matter of future research. The analysis of the resulting data measure-
ments for the particular problem of flycatchers’ blaze segmentation will be the topic of the
forthcoming paper [CvGS+].
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6.4.2 Moles monitoring for melanoma staging
In this section we focus on another application of the scale detection Algorithm 3 in the
context of melanoma (skin cancer) monitoring, see Figure 6.15. Early signs of melanoma
are sudden changes in existing moles and are encoded in the mnemonic ABCD rule. They
are Asymmetry, irregular Borders, variegated Colour and Diameter 2. In the following
we focus on the D sign.
Due to their dimensions and their irregular shapes, moles are often very hard to mea-
sure. Typically, a common dermatological practice consists in positioning a ruler under
the mole and then taking a picture with a professional camera, see Figure 6.153. Sudden
changes in the evolution of the mole are then observed by comparison between different
pictures taken over time. Hence, their quantitative measurement may be an indication of
a malignant evolution.
Figure 6.15: The monitoring and measuring of moles is essential for the early diagnosis
of melanoma. Normally, due to their small size, they can be measured by juxtaposing a
small ruler with them.
In the following examples reported in Figure 6.16, we use the graph segmentation
approach described in Algorithm 2 where texture-characteristic regions are present (see
Figure 6.16a) and the Chan-Vese model (6.4) for images characterised by homogeneity
of the mole and skin regions and the regularity of mole boundaries (Figures (6.16b)-
(6.16c)). For the numerical implementation, we use the freely available online IPOL
Chan-Vese segmentation code [Get12]. Let us point out here that previous works using
variational models for accurate melanoma segmentation already exist in literature, see
[CS13, AFSEC14], but in those no measurement technique is considered.
2 Prevention: ABCD’s of Melanoma. American Melanoma Foundation, http://www.
melanomafoundation.org/prevention/abcd.htm.
3Mole images from http://www.diomedia.com/, c©Phototake RM/ ISM,
http://www.medicalprotection.org/uk/practice-matters-issue-3/skin-lesion-photography,
http://www.medicalprotection.org/uk/practice-matters-issue-3/skin-lesion-photography,
c©Chassenet/Science Photo Library
http://en.wikipedia.org/wiki/Melanoma (public domain).
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(a) (b) (c)
Figure 6.16: Moles’ detection using GL Algorithm 2 (a), the Chan-Vese model (6.4)
((b),(c)), and measurement scale detection by Hough transform (Algorithm 3).
6.4.3 Other applications: animal tracks and archaeological finds
We conclude the chapter presenting some possible other applications for the combined
segmentation and scale detection models presented above.
The first application is the identification and classification of animals living in a given
area through their soil, snow and mud footprints. Their quantitative measurement is also
interesting in the study of the age and size a of a particular animal species. As in the
problems above, such measurement very often reduces to a very inaccurate measurement
performed with a ruler placed next to the footprint image. In Figure 6.17a4 our combined
method is applied for the measurement of a white-tailed deer footprint.
As a final application, we focus on archaeology. In many archaeological finds, objects
need to be measured for comparisons and historical studies [HZK10]. Figure 6.17b shows
the application of our method to coin measurements. Due to its circular shape, for this
image a combined Hough transform method for circle and line detection has been used.
The example image is taken from [HZK10] where the authors propose a gradient threshold
based method combined with a Fourier transform approach. Despite being quite efficient
for the particular applications considered, such approach relies in practice on the good ex-
perimental setting in which the image is taken: almost noise-free images and very regular
objects with sharp boundaries (mainly coins) and homogeneous backgrounds are consid-
ered. Furthermore, results are reported only for rulers with vertical orientation and no
bending.
4Image from http://mamajoules.blogspot.co.uk/2015/01/a-naturalists-thoughts-on-animal-tracks.
html.
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(a) White-tailed deer tracks measurement (b) Coin measurement, image taken from [HZK10]
Figure 6.17: The measurement scale has been detected only in a portion of the figure for
the sake of reading clarity.
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Chapter 7
Conclusions
My PhD thesis is concerned with the design and the efficient numerical solution of Total
Variation (TV) PDE models and with their application to solve several imaging tasks. In
each of its chapters this thesis focuses on one specific ingredient of the general variational
regularisation model
min
u
TV(u) + λ Φ(u, f) (7.1)
and investigates new approaches to refine its choice in order to provide a better recon-
struction of the imperfect, observed data f . Namely, in Chapter 3 I considered two
non-standard gradient flows of the TV energy and used the resulting higher-order PDE
models derived to counteract well-known TV drawbacks evident especially in denoising
and inpainting applications. For the efficient numerical realisation of these models I used
dimensional splitting (ADI) and quasi-Newton schemes. More focus on the choice of the
appropriate data fitting term Φ is given in Chapter 4 where I discussed an infimal con-
volution combination of classical data fidelities for the particular case of image denoising
in the presence of multiple noise statistics. Again, Newton-type methods are used there
for an efficient numerical realisation of the model. In Chapter 5 I reviewed and examined
some recent contributions in the field of optimal design of imaging models by means of
nonsmooth bilevel optimisation. In particular, I focused on the use of training databases
to learn from examples the optimal noise model and the ratio λ between the fitting of the
data and the image regularisation. Again, the numerical solution of the resulting bilevel
models has been obtained by means of Newton’s methods combined with sampling strate-
gies for large databases. Finally, in Chapter 6 I described how TV models of the form
(7.1) can be effectively adapted and used also in the framework of graphs for some image
segmentation problems arising in real-world applications.
In the following I will list some interesting open problems which could be addressed
for a better understanding of the topics considered in this thesis. For the sake of clarity,
they will be presented following the order of the chapters described above.
- The results of unconditional stability observed in Chapter 3 for the AMOS scheme
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(3.42) are only empirical. We are inclined to think that this property should in
fact be guaranteed by the implicit character of the scheme, but a rigorous proof is
still missing. Due to the nonlinear nature of the model considered, linear stability
methods based on Fourier representations are not appropriate. Here, stability needs
rather to be proved by using energy estimates, similarly as in [SB11]. Addition-
ally, our efficient numerical solvers could be used for having more insights on the
structure of the solution of the (TV-H−1) and (TV-Wass) models and for a deeper
understanding of the theory of fourth-order nonlinear parabolic PDEs of this type.
- The analysis and the results reported in Chapter 4 for the TV-IC model (4.20) focus
on the particular case where TV regularisation is used for the smoothing of noise in
the data which can be expressed as a combination of two noise statistics. The use of
higher-order regularisations, such as ICTV [CL97] or TGV [BKP10] would probably
result in a more accurate noise decomposition where no structures are encoded in
the noise residuals, compare Figure 4.3. Additionally, the extension of the TV-IC
model to the case when three or more noise distributions are assumed could also
be interesting as well as the applicability of the model to data fidelities modelling
signal-dependent noise distributions [AA08].
- The bilevel optimisation approaches for learning the optimal model setup presented
in Chapter 5 naturally give room to several open questions. For instance, the case
of spatially distributed parameters λ = λ(x) would be interesting to consider in
situations where the noise is present only in some specific regions of the image, see
[DHRC11, BDH13]. Preliminary results on this are presented in [CDLR] where a H1
penalisation is considered. One alternative could be the use of an L1 penalisation
on λ to enforce sparsity in space, which would introduce several complications in
the derivation of the optimality system and would result in inequality constraints of
the second-kind [DLR11]. The use of bilevel optimisation approaches for learning
the optimal parameters for the TV-IC model (4.20) appears also to be promising for
obtaining better denoising results in the case of mixed noise statistics, as preliminary
showed in Section 5.5.3. From a numerical point of view, the dynamic sampling
Algorithm 1 could further be improved by introducing, for instance, an adaptive
selection of the accuracy parameter θ to balance the sample size selection and the
accuracy throughout the BFGS iterations.
- Finally, the graph modelling considered in 6 is a flexible and new interesting frame-
work for imaging applications. Interesting topics of research could explore new
feature functions different from colour and texture, such as illumination or HSV
intensities, for instance. Furthermore, it would also be interesting to see how the
clustering algorithm presented performs with respect to state-of-the-art algorithms
used for data predictions in the increasingly popular field of data science.
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