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Background: This paper addresses the problem of products’ terminal call rate (TCR) 
prediction during the warranty period. TCR refers to the information on the amount of 
funds to be reserved for product repairs during the warranty period. So far, various 
methods have been used to address this problem, from discrete event simulation and 
time series, to machine learning predictive models. Objectives: In this paper, we 
address the above named problem by applying deep learning models to predict 
terminal call rate. Methods/Approach: We have developed a series of deep learning 
models on a data set obtained from a manufacturer of home appliances, and we 
have analysed their quality and performance. Results: Results showed that a deep 
neural network with 6 layers and a convolutional neural network gave the best results. 
Conclusions: This paper suggests that deep learning is an approach worth exploring 
further, however, with the disadvantage being that it requires large volumes of quality 
data. 
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Introduction 
Todays' business environment is highly competitive thus, businesses need to optimize 
their costs and improve their profit and/or market share. Warranty claim control, as a 
part of quality control department, is one of the most important departments since 
servicing warranties involves additional costs to the manufacturer. If warranty 
conditions are good that usually indicates higher product quality, thus affects 
marketing of new products (Murthy & Djamaludin, 2002). Higher quality of the product 
is related with product reliability which is, in a more technical definition, “the 
probability that the product (system) will perform its intended function for a specified 
time period when operating under normal (or stated) environmental conditions” 
(Blischke & Murthy, 2000, p.18). Even though a new product is usually tested before it 
is released to the public that does not necessarily mean that it will not malfunction 
under unusual circumstances. To alleviate problems of such scenarios, information 
about warranties can be used in order to monitor, warn (Lawless, 1998) and even to 
predict future events. 
For warranty claims predictions, empirical models based on past data of products 
with experience-based correction factors are often used (Kljajič et al., 2000; Škraba et 
al., 2011; Wu et al., 2011; Dai et al., 2019). Nevertheless, many research in this field 
focuses on short-term forecasting, since reliable long-term forecasting is usually not 
possible due to the dataset they operate with. This research first extends previous 
research by providing new insight into possible machine learning models and second, 
provides additional understanding and validation on how data quality can affect 
those models. 
In this paper, we set out to develop and validate a prediction model, using deep 
learning models on a case of a production-oriented company in the field of home 
appliances. We addressed the problem of improving the product failure forecasting 
process within the warranty period in the selected company, which has been, up to 
now, done „manually“, and mainly using spreadsheets in Microsoft Excel. The 
company was aware that the existing forecasting process was time-consuming, non-
transparent and with many potential errors due to many manual data entries. As a 
result, there were discrepancies in the accuracy of the failure forecasts of individual 
products. Consequently, this means errors are being made in the reservation of funds 
to correct defects in products within the warranty period and that resulted as an 
oversupply of financial resources that cannot be used anywhere else in the company. 
Our main goal in this paper was to predict call rates 12 months into the future given 




When addressing problems that aim to forecast the future, we are talking about many 
different approaches such as time series, statistical models, simulation models and 
machine learning, more specifically predictive analytics. When using time series 
forecasting, we are collecting and analysing data from previous observations with the 
purpose of developing a model describing the underlying relationship between 
selected variables (Zhang, 2003). This kind of forecasting is convenient when there is 
little knowledge available on the underlying data. In the past researches, much effort 
has been devoted to the improvement of time series forecasting models. Kuremoto et 
al. (2014) for example proposes an improvement of multi-layer perceptron (MLP) and 
other artificial neural networks (ANNs) that had been used in time series since 1980s 
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2006). Another example of upgrading time series to predict future is with the usage of 
statistical techniques such as Autoregressive Integrated Moving Average (ARIMA) – 
(Conejo et al., 2005; De Gooijer & Hyndman, 2006; Hyndman & Khandakar, 2008). To 
achieve better results with ARIMA, many authors, used or compared machine learning 
methods to improve predictions. Zhang (2003) described the use of hybrid ARIMA and 
neural network model that could be used for forecasting the next 12 months, whereas 
Valipour et al. (2013) compared ARIMA model with the autoregressive artificial neural 
networks (ANN) with forecasting abilities of 5 years in the future. Simulation models as 
another method for prediction of future events are focusing on the exploration and 
optimization of complex systems (Nyhuis et al., 2005). They represent a fairly complex 
system in a model that can be later applied to reality and often involve different kinds 
of forecasting, such as probabilistic and mechanistic modelling (Gujral et al., 2019). 
Considering large amounts of data, many attributes and incomprehensible 
parameters, machine learning can be used to extract useful information from the 
dataset. Machine learning as such has played an important role in processing data, 
identification of data samples and in making decisions for the last couple of decades 
(Ge et al., 2017). Predictive analytics more specifically, has been used in many 
business applications such as customer relationship management, predicting crime-
fighting in law enforcement, predicting warranty problems for automobile 
manufacturers, predicting change in stock price, etc. (Chan, 2007; Maričić et al., 
2019). In the past few years, different methods for validating the reliability prediction 
model of electric products were used such as time series models and the ARIMA 
model, fuzzy methods, neural networks and expert systems (Li et al., 2010).  
The problem addressed in this paper, prediction warranty call rates using some 
initial data for each production series, was previously addressed in (Kofjač et al., 2014). 
In Kofjač et al. (2014) authors used a combined model of market absorption and 
failure process, where forecasting activity for current products was done by using 
warranty claims for the first few months of service with the purpose of anticipating the 
final numbers of warranty returns while the warranty was still active. In general, there 
were two types of data. First type was focusing on products from sales to failure, and 
the other type was from production to failure, with the consideration of the market 
absorption time. For claims prediction, the authors proposed the Markov Modulated 
Fluid Model (Zhang, 1993). The model was verified and validated on the actual data 
and authors also proposed an application of grid computing due to costs of 
prediction in means of computational power (Kofjač et al., 2014). 
In their later research Kofjač et al. (2016) proposed the use of machine learning 
methods for forecasting of terminal call rate (TCR), which is an expected maximum 
value of failed products within the warranty period (Kofjač et al., 2014). They 
investigated the impact of cumulative density function with ML models on TCR 
prediction accuracy which were modelled with exponential and logistic models. Their 
parameters were estimated with regression trees, neural networks and ensembles of 
regression trees. To evaluate goodness of fit of cumulative density functions, a 
standard error of the estimate (SEE) measure was used. The best results were achieved 
by ensembles of regression trees. Because the stance of the study was focused on 
fundamental research in the prediction of TCR with ML models, authors proposed 
future studies to improve the prediction accuracy, addressing the impact of other 
attributes, such as mean time to failure (MTTF) and the optimization of ML models, such 
as number of instances in leaves for regression trees. 
Finally, the last research on the given problem was a project PKP (Po kreativni poti 
do znanja) funded under Public Scholarship, Development, Disability and 
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prices of processing and storage capabilities and the development of new models 
and techniques, where one could build models as needed using only the most 
relevant and recent data. The project aimed to develop the prototype application 
that would provide employees from the quality management department with call 
rate predictions for the next year to support planning of the expenses. In the core of 
this prototype was a stacked model that consisted of a linear regression model a 
simple tree and a random forest regressor. As new data was extracted from the 
transactional database it was transformed and stored as a matrix of cumulative call 
rates for each month following a production of an individual series. The model would 
then be applied to the user’s demand and it would locate the most appropriate date 
range and learn all three models on the provided data, followed by a modulation 
using the implementation of techniques from the Forecasting terminal call rate with 
machine learning methods (Kofjač et al., 2016). This process was successfully 
implemented in the Guided Machine Learning for Business Users (Bourcevet et al., 
2019). Models from PKP project would then vote on future predictions for series that 
are still in the warranty period. Their contribution would be weighted based on how 
well they performed on test inputs while learning. If prediction were triggered in the 
following months, when new data was available, the model would incorporate this 
data and re-learn itself before evaluating predictions for the new time. Given more 
data with each subsequent execution, the prototype should be less volatile and prone 
to errors (Arnerić et al., 2018), but this was never empirically tested on unseen data 
since the project ended before the prototype could be fully implemented and 
integrated with the transactional database. 
This research contributes new findings based on related work, of how successful 
predictions in the field of warranty claims can be with the use of ML methods. Since 
both companies and customers can benefit from successful terminal call rate 
prediction, this research also contributes to practical aspect in terms of reserving more 
investment funds for company and getting more reliable products or faster and more 
efficient service procedures for customers. 
 
Methodology 
The proposed methodological approach is rooted in Design Science Research (DSR) 
(Hevner et al., 2004). The core of DSR represents the development cycle, in which an 
IT artefact is developed, in our case the ML predictive model. The development cycle 
is nested between the relevancy (real-life business problem), and rigor cycle, assuring 
scientific rigor by building on theory and prior knowledge. The development cycle 
follows the Cross-Industry Standard Process for data mining, CRISP-DM. The process or 
methodology of CRISP-DM is described in the six major steps: Business Understanding, 
Data Understanding, Data Preparation, Modelling, Evaluation and Deployment (Wirth 
& Hipp, 2000). 
In the first two steps, business understanding and data understanding, we have 
studied previous research results of the warranty claim predictions (Kofjač et al., 2014, 
2016). Additionally, we have made several company visits, where we acquired new 
data and gained a deeper understanding of the business problem. The basic idea of 
gaining additional insight if another dimension to the data is added (Sašek, 2017). 
The third step of the process refers to data preparation, which is usually the most 
time-consuming. Besides that, in this phase we gain new knowledge of the problem 
and data, so the first three steps are usually repeated in cycles until the desired result 
is achieved, that is the final data set.  
The data was taken from the transactional database of all the service interventions. 
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Serbia. There were specifics for each market, which we were made aware of during 
our visits to the factory (for instance, it has been noticed that in the Nordic countries 
there is a greater time between the appliance failure and the service procedure than 
in other markets). Data was of varying quality depending on the market and the time 
in which it was produced. While newer data was more consistent, there was less of a 
systematic approach to gathering data in the past, thus limiting the usefulness of the 
data. Still, almost 50 % of all service inquiries did not have the reason for failure listed 
and that was the important feature in our proposed models. Data preparation 
consisted of checking for inconsistent and missing data, which was then either 
cleaned or removed. The aim was to gain an insight into the relative number of failed 
appliances (within the first 6 months) and the reason for failure (387 unique reasons for 
failure). Next, we split the data based on the product hierarchy (product groups) and 
the country of manufacturing. The product hierarchy refers to the aggregation level 
of products, and allows us to analyse the TCR on different levels of detail (from groups 
of products to the specific product). It means that the product hierarchy PH5 has five 
identification numbers that go five levels in depth. If we take an example of kitchen 
appliances, we could say that PH1 represents kitchen appliances, PH2 cooling 
appliances, PH3 refrigerators and so on, until we can classify one product based on 
its colour.  To provide enough training samples for neural networks, which require large 
quantities of data, we prepared separate matrixes for each market and we 
fragmented products based on a few different levels of product hierarchy provided 
by the data owner. This gave us 308 fragments on 4 markets for which we had data 
available for multiple series produced in the past. In total that gave us 11852 data 
points. We constructed upper triangular matrix, which is a square matrix where all the 
entries below the main diagonal are zero that contained TCR calculations. After that, 
we were able to proceed towards model development. 
Our final model was a simple convolutional neural network with three convolutional 
layers and a fully connected layer. We were particularly interested in the performance 
of convolutional neural networks, given that we have a 2-dimensional dataset that 
has the same representation as a single-channel (grayscale) image.  A Convolutional 
Neural Network (CNN) is a Deep Learning algorithm where learnable weights and 
biases are applied on the raw input image (Ji et al., 2013). CNN was recognized as a 
useful tool when, for example, enhancing reliability of software by predicting potential 
code defects in its implementation (Li et al., 2017), extracting useful clinical 
representations from longitudinal electronic health record data by predicting risks with 
CNN (Che et al., 2017) or for predicting instability mode in power system control (Shi 
et al., 2020). 
We systematically approached hyper-parameter optimisation by running multiple 
neural networks with different configurations. We ran multiple permutations of the 
following parameters:  
 Depth and type of neural networks: up to 6 hidden layers with varying number 
of neurons in each layer, convolutional neural network; 
 Activation functions: ReLU, ELU, softmax, tanh and sigmoid function; 
 Regularization: L2 normalisation and dropout with 50 % dropout probability; 
 Learning rate: starting with 0.1 and lowering it by order of magnitude with 
different configurations. 
Using results from previous runs, we excluded some hyper-parameter configurations 
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Results 
Our goal was to predict call rates 12 months into the future given up to 6 months of 
initial data for each series. First, we briefly present the business problem and data, 
which has already been discussed in (Kljajić et al., 2000; Kofjač et al., 2014, 2016; 
Škraba et al., 2011).  
We received data in 56 different spreadsheets that varied in amount, features and 
purpose. Spreadsheets were classified in advance by the company experts for 4 
specific markets. Data was gathered from service interventions, production and sales 
data. The complete dataset contained different features that were shattered across 
spreadsheets. List of features, its explanation and data type can be found in Table 1.  
 
Table 1 
Dataset features, explanation of features and their data type 
Feature name Explanation Data type 
No_OSS Service intervention number Numeric 
Product_code Unique identifier for a specific product Numeric 
Product_description Description of a product Text 
Serial_number Serial number of a product Numeric 
Date_manuf Date of manufacturing Date 
Date_failure Date of failure Date 
Date_purch Date of purchase Date 
Date_repair Date of repair Date 
Error_location Descriptive location of the error Text 
Error_desc Description of the error Text 
YearsOf_use Number of years in use before failure Numeric 
Tech_nontech Technical or nontechnical error identifier Categorical 
Brand Brand of a product Text 
Work_order Number of work order Numeric 
Error_type Type of error Text 
Product_generation Product generation (descriptive) Text 
Main_error Description of a main error Text 
Graph_symb Manufactured material for insertion part 1 Text 
Graph_symb_2 Manufactured material for insertion part 2 Text 
Inserted_mat_ID Id of inserted material Numeric 
Inserted_mat_desc Description of inserted material Text 
Buyer Buyer of the product Numeric 
Seller Seller of the product Text 
If_subgroup Subgroup identifier Text 
Model_tag Tag of a model Text 
Ph 8-digit unique designation based on product 
hierarchy 
Numeric 
Product_name Name of the product Text 
Service Name of repairer Text 
Type_tag Tag of model type Text 
Material_kind Description of material kind Text 
Material_type Description of material type Text 
No_interventions Number of interventions on a product Numeric 
Market Market shortcode Text 
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Since data pre-processing pipelines are used to help automate machine learning 
workflows (Li, 2019), we had to rewrite them for the purpose of this new analysis.  In 
previous research a dimension in a matrix first consisted of all products produced in a 
certain month and was now changed to a reason for failure.  The result of this data 
preparation phase were matrixes, as presented in Figure 1, where the first dimension 
represents the error location and the second dimension represents the time from 
purchase to failure in months. We made a matrix for every product category in three 
different product hierarchies (PH3 – PH5) for every market. These matrixes were used 
as an input for our predictive models. Since the data in matrices on PH5 have 
duplicated values as ones on PH3 we got more data points we could use for our 
models. We used this solution to multiply training/testing instances because of the 
missing or inconsistent data. An example of the matrix with random data is 
represented in Figure 1. 
 
Figure 1 
New matrix as a result of pre-processing pipeline 
 
Source: Author’s work 
 
Upon inspection of this previously unused dimension of the data, we learned that 
there are a lot of missing values. More than 46 % of the service entries had no stated 
reason for the failure. This was varying from market to market, for example, the Serbian 
market being the worst and German being the best, which suggested that we could 
possibly extract useful data from certain markets while the model would pay less 
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Figure 2 
Frequency of error location of products (% used on y axis where OTHER is meant as a 
joined group with less than 0.5% of the data) 
 
Source: Adapted from Sašek (2017) 
 
Before using ANN, Kofjač et al. (2014) applied Markov Modulated Fluid model 
(MMFM) that achieved a prediction accuracy of 0.79 at best. Kofjač et al. (2014) also 
proposed the use of other methods such as grid computing due to the 
computationally costly prediction of MMFM. In their later research, Kofjač et al. (2016) 
used ML methods (regression tree, feedforward neural network and ensemble of 
regression trees) to estimate a real-valued variable TCR where input pattern of 
cumulative failure rates was given. The highest prediction accuracy was given when 
they used an ensemble of 100 regression trees, with the average mean absolute 
percentage error (MAPE) of 2.31%. Ensemble learning in that case provided the best 
results because of the diversity of features and that, along with non-linear 
characteristics of cumulative density function, which is used to predict TCR, was the 
reason for using ANN. In addition, since traditional forecasting models have limitations 
with considering non-linear relationships, ANNs on the other hand, can provide a 
robust alternative to model and extract unseen features and relationships. In addition, 
ANN’s do not impose any restriction on input and residual distributions. 
We generated three different models - a perceptron (which was scrapped 
immediately since it did not converge), a few variations of deep neural networks and 
a convolutional neural net. As expected, perceptron did not converge after 100 
epoch, since a single layer network is suited for solving simple linear problems, and 
not, as in our case, more complex non-linear problems. 
 Further, we optimized the neural network by adding hidden layers, adjusting the 
number of neurons at each level, applying different activation functions, and 
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it is most intuitively interpreted by human experts (or users of predictions), in the QA 
department. 
 We tested the variations from 1 to 6 hidden layers with variations of number of 
neurons at each level from 2048, 1024, 512, 256, 128, and 64. For activation function, 
the sigmoid function was used. The results of learning did not converge after 100 
epochs. In fact, the results of various deep neural networks, applying various 
combinations of layers and neurons, did not defer from the perceptron. Further 
analysis into the modelled data have shown that there are missing data because of 
the delay of the market absorption (i.e. no sale is recorded for 6 months, thus the matrix 
for months 1 to 6 are empty). To address this problem, we have cleaned out the empty 
data matrices and trained the multilayer NN again. Comparison of convergence of 
the single layer (orange coloured curve) and the multilayer layer NN (blue and purple 
coloured curves) is shown in Figure 3. It can be observed that the convergence is 
faster with the multilayer NN, but needs more time to reach the stable value (the 
multiple NN stabilizes at 900 seconds of training, while the single layer at 440 seconds). 
Our final model was a simple convolutional neural network with three convolutional 
layers and a fully connected layer. It also incorporated regularization techniques from 
previous examples. We generated three different models - a single layer perceptron 
(which was scrapped immediately since it did not converge), a few variations of deep 
neural networks and a convolutional net. We used L1 norms+ (absolute difference) to 
measure accuracy since it is most intuitively interpreted by humans that would look at 
the results (QA department in the selected company). With starting learning speed of 
0,101 and prediction accuracy from 0.3 to 0.4, depending on the series, there was no 
significant difference between a deep neural network and convolutional networks in 
terms of accuracy but the convolutional network did converge faster, which could 
mean shorter learning times with less computing resources as can be observed in 
Figure 3. It can be observed that the convergence is faster with the multilayer NN, but 
needs more time to reach the stable value (the multiple NN stabilizes at 900 seconds 
of training, while the single layer at 440 seconds). 
 
Figure 3 
Convergence of learning of single and multilayer NN (6 hidden layers) 
 
Source: Adapted from Sašek (2017) 
 
 Further, we tested how various activation functions contribute to performance 
(convergence time and accuracy). We tested Sigmoid (shown in Figure 3), ReLu, ELU, 
and tanh. The prediction accuracy had improved slightly with using ELU function 
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Figure 4 
Convergence of learning with the use of ELU function. Comparing simple (orange) 
and multilayer NN with 6 hidden layers (purple) 
 
Source: Adapted from Sašek (2017) 
 
 Figure 5 compares a simple NN, represented with orange, with a multilayer NN, in 
purple, where results indicate that the error remains the same as with simpler model 
when we used Tanh activation function. 
 Regularization is normally used to address the problem of overfitting to training 
data. In our case overfitting was not the problem, but we still wanted to test how it will 
affect the performance of the model, since the data is asymmetrical. We applied two 
methods: dropout and L2 regularization. Dropout addresses the problem of slow 
speed of large networks, which makes dealing with overfitting during training of NN 
difficult (Srivastava et al., 2014). It randomly drops units from the NN during training, 
thus preventing overfitting. L2 regularization on the other hand updates the general 
cost function by adding regularization term were the weight values are pulled towards 
zero, therefore a smaller weight matrices lead to simpler models which are easier to 
train (Phaisangittisagul, 2016). None of the regularization techniques contributed to 
performance quality, the prediction accuracy was even decreased. 
 
Figure 5 
Convergence of learning with the use of tanh function. Comparing simple (orange) 
and multilayer NN with 6 hidden layers (purple) 
 
 
Source: Adapted from Sašek (2017) 
 
  Figure 6 shows convergence of learning of the convolutional neural network (in 
red) and the fully connected neural network (in green) with 8 layers (6 hidden layers, 
input and output layer) with learning rate 0.0101. Number of neurons in hidden layers 
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Figure 6 
Convergence of learning of the convolutional neural network (in red) and fully 
connected neural network (in green) 
 
Source: Adapted from Sašek (2017) 
 
Table 2 
Number of neurons in hidden layers in fully connected neural network 
Hidden layer Number of neurons 
Hidden layer 1 2048 
Hidden layer 2 1024 
Hidden layer 3 512 
Hidden layer 4 256 
Hidden layer 5 128 
Hidden layer 6 64 
Source: Author’s work 
 
Figure 7 represents convergence of learning of convolutional neural network (in 
red) and the fully connected neural network (in green) with 8 layers (6 hidden layers, 
input and output layer). Learning rate presented on the Figure 7 was changed to 
0,101. 
 With the starting learning rate of 0.101 and MAPE from 0.3 to 0.4, depending on the 
series, there was no significant difference between a deep neural network and a 
convolutional network in terms of accuracy, but the convolutional network did 




Convergence of learning of convolutional neural network (in red) and fully connected 
neural network (in green) with higher learning rate (0.101) 
 







Business Systems Research | Vol. 11 No. 2 |2020 
During this stage, we managed to reduce the window of prediction from 36 or 60 
to 12 months while maintaining to support the business needs of the company. This 
new window of prediction enables company to gather less data for the same 




The problem of call terminal rate prediction for home appliances manufacturing was 
addressed. In our previous studies, we have tried out different approaches (hybrid 
models based on discrete and continuous simulation, time series) with little success. In 
the light of the popularity of machine learning predictive models, new insights and 
data, we set out to develop the predictive model using deep learning. We employed 
the CRISP-DM process, learning about business requirements, understanding the data 
and putting a lot of work into cleaning the data and transforming it into the right 
format for consumption by neural nets. After that, we developed a few predictive 
models based on different neural network architectures. The main limitation of our 
research was the amount and quality of data, which proved to be of issue in training 
the models. 
The results showed that the best two models, deep neural network with 6 layers and 
a convolutional neural network differed in 1% when predicting TCR at 12 months. The 
lowest error of prediction was in the range between 30 and 40%, thus being too high 
and not better than the methods company is currently using. Based on these results 
we could not conclude that deep neural networks perform better or worse than 
conventional ML methods for prediction of call rates in home appliances. What we 
could conclude is that the main factor for performance of our models was 
inconsistency and quality of our data.  
The main contribution of the paper is in the application of deep learning models on 
a real-life industry case, displaying how standardized, complete and comprehensive 
data is of great importance in leveraging any kind of predictive analytics. Previous 
research provided beneficial results for the company based on literature review, 
nevertheless, there wasn’t much research done on using deep learning for the same 
business problem. Since we had the opportunity to gather more data than previous 
researchers (Kofjač et al., 2014, 2016), therefore we could extend previous research 
by providing new models and findings on addressing terminal call rate prediction. 
Our study as well as several others (Wu et al., 2011; Ge et al., 2017; 5.
 Bourcevet et al., 2019; Dai et al., 2019) corroborate the importance of data quality 
and the data preparation process. Data quality and quantity was the biggest 
limitation of our work, since deep learning method need large datasets to train the 
models, and the models are only as good as the input data is. In the future, more effort 
should be put to quality data gathering, for researchers as well as businesses. Only with 
quality data we will be able to examine the effect of neural networks and other 
machine learning methods (Deep belief networks, LSTM networks, recursive networks, 
etc.). Furthermore, as suggested by (Bohanec et al., 2017a, 2017b), explainability and 
transparency of predictive models can contribute to better user involvement, which 
is important for quality data gathering. Not only the predictive power of the models, 
but also understanding the predictions, especially which attributes or combination of 
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