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Abstract
Multilingual training has been shown to improve acoustic mod-
eling performance by sharing and transferring knowledge in
modeling different languages. Knowledge sharing is usually
achieved by using common lower-level layers for different lan-
guages in a deep neural network. Recently, the domain ad-
versarial network was proposed to reduce domain mismatch
of training data and learn domain-invariant features. It is
thus worth exploring whether adversarial training can further
promote knowledge sharing in multilingual models. In this
work, we apply the domain adversarial network to encourage
the shared layers of a multilingual model to learn language-
invariant features. Bidirectional Long Short-Term Memory
(LSTM) recurrent neural networks (RNN) are used as build-
ing blocks. We show that shared layers learned this way con-
tain less language identification information and lead to better
performance. In an automatic speech recognition task for seven
languages, the resultant acoustic model improves the word error
rate (WER) of the multilingual model by 4% relative on aver-
age, and the monolingual models by 10%.
Index Terms: Multilingual Training, Adversarial Training,
Long Short-Term Memory, Acoustic Modeling
1. Introduction
Automatic speech recognition (ASR) has made significant
progress in recent years by using deep neural networks (DNN)
[1] for acoustic modeling. Its performance has been further im-
proved by Long Short-Term Memory (LSTM) recurrent neural
networks [2] and large-scale training [3, 4, 5, 6]. One potential
challenge in these modeling tasks is to obtain enough training
data for different languages. To tackle the resource-scarce con-
ditions, different approaches such as semi-supervised training,
unsupervised training, and multitask learning have been pro-
posed. Among them, multilingual training has received great
interest and been shown to achieve significant improvements
over monolingual models [7, 8, 9]. One benefit that multilin-
gual training brings in acoustic modeling is to share training
data from multiple languages to cover wider acoustic context.
Recently, the domain adversarial network (DAN) was de-
signed to reduce mismatch in domains by adversarially learning
domain-invariant features [10]. In a multitask learning frame-
work, an adversarial head is jointly trained with a classification
task to classify training samples into different domains. By re-
versing the gradients, the lower-level layers of the network try
to minimize the domain difference and learn domain-invariant
features. DAN has been applied to ASR for different purposes
[11, 12, 13, 14].
In this work, we propose to use domain adversarial train-
ing to promote the data sharing between different languages in
acoustic modeling. Instead of feed-forward DNNs, we use re-
current LSTMs for acoustic modeling in a context-dependent
(CD) phone state based hidden Markov model neural network
system. The proposed model contains shared LSTM layers for
feature extraction which aim to learn a common feature repre-
sentation using data from multiple languages. The output ac-
tivations of the shared layers are further used by the acoustic
modeling (AM) layers for CD state classification. Each lan-
guage has a separate AM head. A language identification (LID)
layer tries to minimize the language classification loss, but the
learned gradients are reversed to encourage shared layers to
learn language-invariant features. All layers are jointly trained
using data from multiple languages. We show that, when train-
ing with seven languages, feature learned indeed contains less
effective information for LID compared to feature learned with-
out adversarial layers. The acoustic modeling benefits from ad-
versarial learning by improving the word error rate (WER) by
4% on average compared to without adversarial training. The
improvement over monolingual models is 10%.
2. Related work
Multilingual training has been extensively studied in ASR. A
multilingual acoustic model can use a global phoneset [9, 15,
16, 17] or have per-language output layers [7, 8, 18]. In the
latter case, Heigold et al. [7] used multitask learning to train a
multilingual model for 11 Romanic languages and dialects. A
three-layer DNN is used as a shared representation for feature
learning, and multiple output layers are used for each language
for acoustic label classification. In a similar work [8], Huang
et al. trained multilingual DNN models for four languages in
the context of multitask learning and also cross-lingual train-
ing. They obtained significant WER reduction in multilingual
conditions and also demonstrated that knowledge learned from
multiple languages can be transferred to unseen languages. Our
network structure is similar to [7, 8] but adversarial layers are
added to reduce language difference in feature learning. More
recently, multilingual (or multidialect) training has been re-
searched in end-to-end models such as a joint attention and con-
nectionist temporal classification (CTC) model or Listen, At-
tend, and Spell (LAS) [19, 20, 21, 22]. These models usually
output graphemes and need to perform language identification
in joint training. It is unclear whether adversarial training can
improve learning language-invariant features.
Adversarial training receives considerable attention re-
cently. It shows remarkable ability in training generative mod-
els [23] and domain-invariant training [10]. In ASR, DAN was
used to help learning noise robust feature in multiple known and
unknown noisy environments [11]. In [12], DAN was applied
to speaker invariant training and obtained superior results over
regular speaker-independent ASR models. In another work, Sun
et al. applied DAN to unsupervised training of accented speech
recognizers and obtained uniform improvements in different di-
alects [13]. In addition, Beutel et al. uses an adversarial head to
discourage the model from learning gender sensitive informa-
tion [14].
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Figure 1: A diagram of multilingual adversarial neural net-
work. Gradients from the language identification layers are re-
versed when they are backpropagated (dashed line).
3. Multilingual adversarial training
Given supervised training samples {xli, yli}, where xli is the in-
put and yli the acoustic label, our goal is to learn a multilingual
model to estimate acoustic labels for every language. Here, the
subscript i = 1, ..., N denotes the number of training samples,
and superscript l = 1, ..., L the number of languages. As shown
in Fig. 1, different languages share the same lower feature ex-
traction layers, however at higher levels each language has their
own AM layers. Therefore, we do not merge the phone sets of
different languages. We denote the feature extraction layers as
Gf with parameters θf , and the AM layers as Gly with param-
eters θly , where l indexes the language. Since each language is
considered as a different domain, we attach LID layers to the
feature extraction layers to predict frame-level language labels.
The LID layers are denoted as Gd with parameters θd.
According to [10], the overall loss function for DAN is
L(θf , {θly}l=1,...,L, θd) =
LAM (θf , {θly}l=1,...,L)− λLLID(θf , θd) (1)
where LAM (·) is the average cross-entropy (CE) loss from CD
state classification for all languages, and LLID(·) the frame-
level CE loss for LID, and λ > 0 is the adversarial weight
which will be multiplied to the reversed gradients when it is
backpropagated from the LID layer. Note that when minimiz-
ing LAM , θly is always adjusted to minimize the AM loss, and
the error signals are backpropagated to optimize θf . On the
other hand, Gf and Gd are jointly trained with an adversarial
loss LLID , where θf is adjusted to maximize the loss, and θd
is adjusted to minimize the loss. The two play a minimax game
where Gd tries to discriminate inputs from different languages
using features generated by Gf , while Gf tries to generate fea-
tures to confuse Gd to not make the right domain classification
decision. For gradient reversal, we follow the implementation
in [10] and keep the propagation unchanged in the forward path,
and multiply the gradient by −λ during backpropagation. We
update the parameters by back propagation using stochastic gra-
dient descent:
θf ← θf − α(∂LAM
∂θf
− λ∂LLID
∂θf
) (2)
θly ← θly − α∂LAM
∂θly
(3)
θd ← θd − αλ∂LLID
∂θd
(4)
where α is the learning rate.
4. Evaluation and Comparison
4.1. Data and Training Setup
We train the models based on seven languages including En-
glish, Spanish, French, Portuguese, Italian, Russian and Dutch.
The amount of training data for different languages are given in
Table 1. Both of our training and test data contain publicly up-
loaded videos from different categories similar to [24, 6]. These
languages come from different groups including Romance, Ger-
manic, and Slavic languages. The training data are manually
segmented and transcribed yielding high-quality transcripts for
training. To obtain alignments for CE training, the data are
force-aligned by using acoustic model trained by supervised
training data (ranging from 71 to 363 hours) for each language.
The test data contain at least 5 hours of data for each language.
Note that for Dutch, we purposely use a small amount of train-
ing data, i.e. 13.5 hr, to simulate a low-resource condition. We
want to analyze how such a low-resource language can bene-
fit from multilingual and adversarial training. The inputs to the
models are 80-dimensional log-mel filterbank energy features
based on a 25-ms frames width a 10-ms frame rate. For each
language, a new state inventory consisting of 1600 CD states is
generated.
Our baseline models were monolingual models, each con-
sisting of 4 layers of bidirectional LSTMs with 200 memory
cells each direction in each layer, and trained only on the data
available for a given language. A single multilingual model,
without the LID layers [7], was trained on the data available for
the monolingual models but as a single, randomly shuffled data
set; multiple, per language, softmax “heads” follow the shared
4-layer LSTM stack trained only on the matching language data.
For multilingual adversarial training, we use 2 bidirectional
LSTM layers each with 200 memory units in each direction
as the shared layers, 2 bidirectional LSTM layers of 200 cells
each direction as AM layers for each language, and 1 bidirec-
tional LSTM layer with 128 cells each direction for LID. The
AM layers of a particular language will be updated only when
the corresponding training data is presented. In training of the
adversarial layers, we removed silence frames which does not
contain any language information. An adversarial weight (λ)
of 1 is multiplied with the reversed gradients. We have also
tried other weights and that does not significantly change the
performance. Our training is done in parallel on CPUs using
asynchronous stochastic gradient descent (ASGD) training de-
scribed in [3, 5, 4, 7]. We choose the best model to be the one
with highest frame accuracy on the development set. The frame
accuracy is calculated by uniformly sampling utterances from
different languages. For decoding, a standard 5-gram language
model is trained.
4.2. Multilingual Adversarial Training
Table 1 shows WERs of monolingual, multilingual and multi-
lingual adversarial models. For monolingual models, we note
Language Training Data (hr) WER (%) of different modelsMonolingual Multilingual Adversarial
English 363 38.6 33.0 36.9
Spanish 141 27.1 26.2 24.2
French 141 42.7 45.4 41.3
Portuguese 118 34.4 33.7 31.4
Italian 117 41.0 40.4 36.9
Russian 71 53.3 51.0 47.7
Dutch 13.5 63.1 52.5 51.7
Average 42.9 40.3 (-6%) 38.6 (-10%)
Table 1: Comparison of the WERs across monolingual, multilingual and multilingual adversarial models for each language. The
average relative WER reductions w.r.t. monolingual models are shown in parentheses.
that the relative high WERs for Russian and Dutch are due to
their insufficient training data. Multilingual training improves
WER for almost all languages except French. The improvement
for Dutch is the most, i.e. a relative 17%. The biggest improve-
ment for Dutch confirms that multilingual training benefits sig-
nificantly for low-resource languages, as observed in [8] and
[7]. The degradation for French indicates that multilingual data
introduces noise for its feature representation. However, we will
show that adversarial training improves in this condition. Over-
all, the multilingual model performs better than monolingual
models by 6% in terms of WER.
Based on the multilingual model, we observe in Table 1
that almost all languages obtain significant WER reductions af-
ter adversarial training. The WER reduction ranges from 1.5%
to 9%. The improvement for Dutch is reduced compared to the
monolingual-to-multilingual gain since it has obtained signifi-
cant gain from multilingual training. The gains brought by ad-
versarial training come from enforcing the shared layers to learn
language-invariant features, and it seems that most languages
benefit from this enhanced knowledge sharing. The degradation
of English may be due to that it already gained large improve-
ment from monolingual to multilingual training, and learning
language-invariant features reduced the benefits. The relatively
more training data from English may be responsible for the re-
gression, and one future experiment is to create more balanced
training sets across languages, for example, using data min-
ing technique in [6]. In summary, the multilingual adversarial
model performs uniformly and significantly better than mono-
lingual models for all languages, and the average WER reduc-
tion is around 10%. We will further analyze the outputs from
the shared layers to confirm whether language specific informa-
tion is attenuated in Sect. 4.3. On average, adversarial training
brings an additional relative 4% WER reduction over multilin-
gual training.
In addition to using a 2-layer bidirectional LSTM as fea-
ture extractor, we have also tried varying the complexity of
the shared layers, i.e. using a one- or three-layer LSTM. In
these scenarios, the LID layers are still attached to output of
the shared layers, and the total number of feature extractor and
AM layers remain constant to make sure models have the same
capacity. We find out that the acoustic model performs worse
when using a single layer feature extractor, the average WER
increases to 43.6%, i.e. around 13% worse than a two-layer
feature extractor. We attribute this to that it is a very early layer
in the deep structure and enforcing it to learn language invari-
ant features hurts the effectiveness of acoustic modeling. On
the other hand, when using a three-layer feature extractor, our
training converges very slowly and eventually to substantially
higher CE loss (almost doubled). This is probably because the
feature extractor is too strong compared to the adversarial lay-
ers, and forcing learning language-invariant features results in
loss of necessary phonetic information for CD state classifica-
tion.
4.3. Language Identification Performance
To confirm the effectiveness of adversarial training, it is inter-
esting to see how much language identification information still
remains in the outputs from feature extractor. In order to quan-
tify that, we trained a linear classifier using the activations from
the feature extractor for LID and the frame-level CE loss. Here
the feature extractor is fixed during training to maintain the fea-
ture representation learned during earlier training. We mea-
sure the average frame-level LID accuracies on the dev sets and
found that adversarial training produces 21.6% relative lower
average frame accuracy than multilingual training (48.8% vs
62.2%). This shows that adversarial training is effective in re-
moving LID features from the feature extractor. On the other
hand, we note that not all LID information is lost, and this is
because phonetic information preserved by AM layers is help-
ful for LID.
4.4. Per-Language Fine Tuning
In addition to adversarial training, we are curious to see whether
we can further improve the performance of each language by
fine tuning the multilingual or multilingual adversarial model
using per-language training data, similar to [8]. We thus train a
monolingual model for each language, i.e. 4-layer bidirectional
LSTM with 200 cells each direction at a layer, by initializing its
parameters from the shared and corresponding AM layers of the
multilingual (or adversarial) model. The training then continues
for all parameters until the frame accuracy does not improve.
The same learning rate is used as in monolingual training.
We find that fine-tuning for multilingual models benefits
nearly all languages. The WER improvement is around 4.5%
on average (Table 2). This means most languages benefit from
further biasing the feature representations towards its own lan-
guage while not losing shared knowledge from other languages.
We only see degradation in English and it is because fine tuning
results in loss of the shared knowledge due to its relatively large
amount of data. We confirmed this by fine tuning only the AM
layers for English and achieved a comparable WER (33.8%) as
the multilingual model.
On the other hand, we also fine tune the multilingual adver-
sarial models for each language. It is interesting to see that most
languages perform worse, which leads to 2.8% higher average
Language WER (%)Multilingual +Fine Tuning
English 33.0 36.0
Spanish 26.2 24.2
French 45.4 40.8
Portuguese 33.7 31.3
Italian 40.4 37.1
Russian 51.0 49.1
Dutch 52.5 51.5
Average 40.3 38.5 (-4.5%)
Table 2: WERs (%) of multilingual models before and after fine-
tuning.
Language WER (%)Adversarial +Fine Tuning
English 36.9 36.4
Spanish 24.2 24.8
French 41.3 41.4
Portuguese 31.4 32.3
Italian 36.9 39.9
Russian 47.7 48.9
Dutch 51.7 54.3
Average 38.6 39.7 (+2.8%)
Table 3: WERs (%) of multilingual adversarial models before
and after fine-tuning.
WER (Table 3). This may mean that the language-invariant
feature representation is sensitive to per-language fine tuning
and was partly lost. One future experiment would be to fine-
tune different layers and compare WER changes. On the other
hand, since the shared layers are initialized from the multilin-
gual adversarial model, the fine-tuned models still perform sig-
nificantly better than monolingual models.
5. Concluding Remarks
In this work we explored applying domain adversarial networks
to multilingual training. The results show that features learned
from the shared layers contain less language identification in-
formation, and encouraging the learning of language-invariant
features improves the performance of most languages. Adver-
sarial learning was applied to a 4-layer bidirectional LSTMs,
and it matters that to which hidden layer we apply the adver-
sarial learning. On average, adversarial learning improves the
WER of the multilingual model by 4% and the monolingual
model by 10%. Fine tuning significantly improves the multi-
lingual model but leads to regression for adversarial models,
which indicates language-invariant representation is sensitive
to per-language data. One interesting future work would be to
fine-tune different layers of the adversarial model to analyze the
regressions. Also, in this work the multilingual model consists
of languages from different language groups and there is no un-
seen language in testing. It would be interesting to see how
adversarial training performs for languages in the same group,
or how it generalizes to unseen languages using Babel data in
[18].
6. Acknowledgements
The authors want to thank Hagen Soltau, Shankar Kumar, and
anonymous reviewers for their useful comments and discus-
sions.
7. References
[1] G. Hinton, L. Deng, D. Yu, G. E. Dahl, A. R. Mohamed, N. Jaitly,
A. Senior, V. Vanhoucke, P. Nguyen, T. N. Sainath et al., “Deep
neural networks for acoustic modeling in speech recognition: The
shared views of four research groups,” IEEE Signal processing
magazine, vol. 29, no. 6, pp. 82–97, 2012.
[2] S. Hochreiter and J. Schmidhuber, “Long short-term memory,”
Neural computation, vol. 9, no. 8, pp. 1735–1780, 1997.
[3] H. Sak, A. Senior, and F. Beaufays, “Long short-term memory
based recurrent neural network architectures for large vocabulary
speech recognition,” arXiv preprint arXiv:1402.1128, 2014.
[4] H. Sak, O. Vinyals, G. Heigold, A. Senior, E. McDermott,
R. Monga, and M. Mao, “Sequence discriminative distributed
training of long short-term memory recurrent neural networks,”
in Fifteenth annual conference of the international speech com-
munication association, 2014.
[5] H. Sak, A. Senior, K. Rao, O. Irsoy, A. Graves, F. Beaufays,
and J. Schalkwyk, “Learning acoustic frame labeling for speech
recognition with recurrent neural networks,” in Acoustics, Speech
and Signal Processing (ICASSP), 2015 IEEE International Con-
ference on. IEEE, 2015, pp. 4280–4284.
[6] H. Soltau, H. Liao, and H. Sak, “Neural speech recognizer:
Acoustic-to-word lstm model for large vocabulary speech recog-
nition,” ArXiv e-prints, 2016, https://arxiv.org/abs/1610.09975.
[7] G. Heigold, V. Vanhoucke, A. Senior, P. Nguyen, M. Ranzato,
M. Devin, and J. Dean, “Multilingual acoustic models using dis-
tributed deep neural networks,” in Acoustics, Speech and Signal
Processing (ICASSP), 2013 IEEE International Conference on.
IEEE, 2013, pp. 8619–8623.
[8] J.-T. Huang, J. Li, D. Yu, L. Deng, and Y. Gong, “Cross-language
knowledge transfer using multilingual deep neural network with
shared hidden layers.” in ICASSP. IEEE, 2013, pp. 7304–7308.
[9] H. Lin, L. Deng, D. Yu, Y.-f. Gong, A. Acero, and C.-H. Lee,
“A study on multilingual acoustic modeling for large vocabulary
ASR,” in ICASSP. IEEE, 2009.
[10] Y. Ganin, E. Ustinova, H. Ajakan, P. Germain, H. Larochelle,
F. Laviolette, M. Marchand, and V. Lempitsky, “Domain-
adversarial training of neural networks,” The Journal of Machine
Learning Research, vol. 17, no. 1, pp. 2096–2030, 2016.
[11] Y. Shinohara, “Adversarial multi-task learning of deep neural net-
works for robust speech recognition.” in INTERSPEECH, 2016,
pp. 2369–2372.
[12] Z. Meng, J. Li, Z. Chen, Y. Zhao, V. Mazalov, Y. Gong
et al., “Speaker-invariant training via adversarial learning,” arXiv
preprint arXiv:1804.00732, 2018.
[13] S. Sun, C.-F. Yeh, M.-Y. Hwang, M. Ostendorf, and L. Xie, “Do-
main adversarial training for accented speech recognition,” arXiv
preprint arXiv:1806.02786, 2018.
[14] A. Beutel, J. Chen, Z. Zhao, and E. H. Chi, “Data decisions and
theoretical implications when adversarially learning fair represen-
tations,” arXiv preprint arXiv:1707.00075, 2017.
[15] T. Schultz and A. Waibel, “Language-independent and language-
adaptive acoustic modeling for speech recognition,” Speech Com-
munication, vol. 35, no. 1-2, pp. 31–51, 2001.
[16] T. Niesler, “Language-dependent state clustering for multilingual
acoustic modelling,” Speech Communication, vol. 49, no. 6, pp.
453–463, 2007.
[17] N. T. Vu, D. Imseng, D. Povey, P. Motlicek, T. Schultz, and
H. Bourlard, “Multilingual deep neural network based acoustic
modeling for rapid language adaptation,” in Acoustics, Speech
and Signal Processing (ICASSP), 2014 IEEE International Con-
ference on. IEEE, 2014, pp. 7639–7643.
[18] J. Cui, B. Kingsbury, B. Ramabhadran, A. Sethy, K. Audhkhasi,
X. Cui, E. Kislal, L. Mangu, M. Nussbaum-Thom, M. Picheny
et al., “Multilingual representations for low resource speech
recognition and keyword search,” in Automatic Speech Recogni-
tion and Understanding (ASRU), 2015 IEEE Workshop on. IEEE,
2015, pp. 259–266.
[19] S. Toshniwal, T. N. Sainath, R. J. Weiss, B. Li, P. Moreno, E. We-
instein, and K. Rao, “Multilingual speech recognition with a sin-
gle end-to-end model,” arXiv preprint arXiv:1711.01694, 2017.
[20] B. Li, T. N. Sainath, K. C. Sim, M. Bacchiani, E. Weinstein,
P. Nguyen, Z. Chen, Y. Wu, and K. Rao, “Multi-dialect speech
recognition with a single sequence-to-sequence model,” arXiv
preprint arXiv:1712.01541, 2017.
[21] S. Watanabe, T. Hori, and J. Hershey, “Language independent
end-to-end architecture for joint language and speech recogni-
tion,” in Proc. IEEE Workshop on Automatic Speech Recognition
and Understanding (ASRU), 2017.
[22] S. Kim and M. L. Seltzer, “Towards language-universal end-to-
end speech recognition,” arXiv preprint arXiv:1711.02207, 2017.
[23] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-
Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adver-
sarial nets,” in Advances in neural information processing sys-
tems, 2014, pp. 2672–2680.
[24] H. Liao, E. McDermott, and A. Senior, “Large scale deep neu-
ral network acoustic modeling with semi-supervised training data
for youtube video transcription,” in Automatic Speech Recognition
and Understanding (ASRU), 2013 IEEE Workshop on. IEEE,
2013, pp. 368–373.
