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Abstract
We prove that the symmetric weak GARCH limit is a geometric mean-reverting stochastic volatil-
ity process with diffusion determined by kurtosis of physical log returns; this provides an improved
fit to implied volatility surfaces. When log returns are normal the limit coincides with Nelson’s
limit. The limit is unique, unlike strong GARCH limits, because assumptions about convergence
of model parameters is unnecessary – parameter convergence is uniquely determined by time-
aggregation of the weak GARCH process.
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1 Introduction
The symmetric weak GARCH process introduced by Drost and Nijman (1993) is characterised by the absence
of parametric conditional distributions of the errors, with the familiar autoregressive equation being defined
for the best linear predictor of the residuals rather than the conditional variance. It is the only class of GARCH
process which satisfies the time-aggregation property (i.e. doubling or halving the sampling frequency doesnt
change the class, it remains a weak GARCH process). Models that do not satisfy the time-aggregation
property may not have unique limit. Nelson (1990) derived a limit of the strong symmetric normal GARCH
model as a stochastic variance process with independent Brownians. This is fundamental for limits of other
GARCH processes see Lindner (2009) for a brief overview. But, like other strong GARCH limits, Nelsons
limit is not unique because it is necessary to make assumptions about the convergence rate of the parameters,
and different assumptions lead to different limits which may be either stochastic or deterministic see Corradi
(2000). Also, because strong GARCH is not time-aggregating, the discretized version of the continuous limit
not only depends on the frequency, it may not even be a GARCH process.
Drost and Werker (1996) introduce continuous-time symmetric GARCH diffusion and jump-diffusion
processes that exhibit weak GARCH-type behaviour at all discrete frequencies, showing that their character-
isation also depends on the kurtosis of the observed discrete time data. Building on this, here we show that
the continuous limit of a symmetric weak GARCH process is a stochastic volatility model similar to Nelsons
limit but the diffusion coefficient is related to the kurtosis of the distribution of log returns. This endows the
limit of weak GARCH with an additional parameter and simulations demonstrate how this can improve the
fit to implied volatilities when calibrated in the risk-neutral measure. If log returns are normally distributed
our limit reduces to Nelsons strong GARCH diffusion. We also prove that there is no ambiguity about pa-
rameter convergence, it follows uniquely and directly from the definition of the weak GARCH process so that
the limit is unique. Therefore, within the class of weak GARCH processes, where time aggregation prevails,
knowledge of the discrete time GARCH parameters at only one frequency, and knowledge of the kurtosis,
completely determines the coefficients of the continuous GARCH process. So, in estimating a continuous
time GARCH process in the physical measure it suffices to estimate the discrete time GARCH parameters
for the available data frequency.
2 The Weak GARCH Process
Following Engle (1982) and Bollerslev (1986) the GARCH(1,1) process for a log return yt can be written
as: yt = µ + εt with E (εt+1| It) = 0, where It is the σ-algebra generated by the residual vector (εt). The
classical or strong GARCH definition states:
E
(
ε2t+1
∣∣ It) = ht, (1)
where ht is the conditional variance. Now in the symmetric version of both strong and weak GARCH, we
assume ht = ω + αε
2
t + βht−1. But in the weak GARCH process (Drost and Nijman, 1993) ht is the best
linear predictor (BLP) of the squared residuals, not the conditional variance, replacing (1) with:
E
(
εt+1ε
r
t−i
)
= 0 i ≥ 0 r = 0, 1, 2; E ((ε2t+1 − ht) εrt−i) = 0 i ≥ 0 r = 0, 1, 2.
The assumption that 0 and ht are the BLPs for the residuals and squared residuals respectively, guarantees
that the BLP of the squared residuals aggregates in time, but only for symmetric processes. For a finite
step-length ∆ we consider the ∆-step process for the residuals and the GARCH process. Time is indexed
as k∆, with k = 1, 2, . . . and we use a pre-subscript for the time step and, to be able to compare variances
1
for different step-lengths, we divide by the step-length. Thus ∆hk∆ denotes the BLP for ∆
−1
∆ε
2
k∆. Using
∆λ = ∆α+ ∆β, for i ≥ 0 and r = 0, 1, 2 the annualised weak GARCH process may be written:
∆yk∆ = ∆µ+ ∆εk∆, ∆hk∆ = ∆ω + ∆α∆
−1ε2k∆ + ∆β∆h(k−1)∆, (2)
E
(
∆ε(k+1)∆∆ε
r
(k−i)∆
)
= 0, E
((
∆−1∆ε2(k+1)∆ − ∆hk∆
)
∆ε
r
(k−i)∆
)
= 0.
The first paper that discusses the continuous limit of GARCH is that of Nelson (1990). Under the conditions:
ω = lim
∆↓0
(
∆−1∆ω
)
; α = lim
∆↓0
(
∆−1/2∆α
)
; θ = lim
∆↓0
(
∆−1 (1− ∆λ)
)
; 0 < ω,α, θ <∞
the limit will be a stochastic volatility model with independent Brownians, i.e. dSt = µStdt +
√
Vt StdB1t
with dVt = (ω − θVt) dt+
√
2αVtdB2t where Vt is the continuous-time limit of ht. On the other hand, Corradi
(2000) proves that, if we assume the following convergence rates:
ω = lim
∆↓0
(
∆−1∆ω
)
; α = lim
∆↓0
(
∆−1∆α
)
; θ = lim
∆↓0
(
∆−1 (1− ∆λ)
)
; 0 < ω,α, θ <∞
then the continuous-time limit is a deterministic variance model with the same price dynamics but with
dVt = (ω − θVt) dt. The difference between the two assumptions lies with the convergence of alpha (at rate√
∆ versus rate ∆). Which assumption is correct has been the subject of considerable debate. Here we argue
that the asssumptions of Nelson are correct, but we promote a different continuous limit because it is best
to use the time aggregating model. Without time aggregation we have a strong GARCH process for a given
frequency, but for any other frequencies the process will not be a strong GARCH process anymore.
For a weak GARCH using step-lengths ∆ and δ, δ < ∆, Drost and Nijman (1993) proved the following
relationship between the parameters:
∆ω = δω
(
1− (δλ)δ
−1∆
)
(1− δλ)−1 and ∆α = (δλ)δ
−1∆ − ∆β.
The relationship between the unconditional kurtosis coefficients, denoted ∆κ and δκ respectively, is:
∆κ = 3 + ∆
−1δ (δκ− 3) + 6 (δκ− 1)
(
δ−1∆ (1− δλ)−
(
1− δλδ−1∆
))
δα
(
1− δλ2 + δαδλ
)
(δ−1∆)2(1− δλ)2 (1− δλ2 + δα2)
. (3)
Drost and Nijman (1993) derive the following relationship between the low and high frequency parameters:
∆β
(
1 + ∆β
2
)−1
=
(
∆,δcδλ
δ−1∆ − 1
)(
∆,δc
(
1 + δλ
2δ−1∆
)
− 2
)−1
where
∆,δc =
[
δ−1∆(1− δβ)2 + 2δ−1∆
(
δ−1∆− 1) (1− δλ) (1− δλ2 + δα2) (δκ− 1)−1(1 + δλ)−1
+ 4
(
δ−1∆ (1− δλ)−
(
1− δλδ−1∆
))
δα (1− δβδλ)
(
1− δλ2
)−1 ]×
[
δα (1− δβδλ)
(
1− δλ2δ−1∆
) (
1− δλ2
)−1]−1
(4)
To derive the continuous limit of this model we are interested in the inverse relationship: expressing the high
frequency (δ-step) parameters and their limit based on the low frequency (∆-step) parameters, for δ < ∆:
δω = ∆ω
(
1− ∆λ∆−1δ
)
(1− ∆λ)−1 and δλδ−1 = ∆λ∆−1
2
Also: (
2
(
∆β
1 + ∆β2
)
− 1
)
δα (1− δβδλ)
(
1− ∆λ2
1− δλ2
)
=
=
((
∆β
1 + ∆β2
)(
1 + ∆λ
2
)− ∆λ)( ∆δ−1(1− δβ)2 + 2∆δ−1 (∆δ−1 − 1) (δκ− 1)−1
(
1−δλ
1+δλ
) (
1− δλ2 + δα2
)
+4
(
1− δλ2
)−1
δα
(
∆δ−1 (1− δλ)− (1− ∆λ)
)
(1− δβδλ)
)
(5)
and
δκ = 1+
 (2 + δ−1∆ (∆κ− 3))
(
1− ∆λ∆−1δ
)(
1− ∆λ2∆−1δ + δα2
)
((
1− ∆λ∆−1δ
) (
1− ∆λ2∆−1δ + δα2
))
+ 6δα
(
1−∆−1δ (1− ∆λ)
(
1− ∆λ∆−1δ
)−1) (
1− δβ∆λ∆−1δ
)
 .
(6)
3 Continuous Limit of Weak GARCH
The continuous time limit of an econometric model may not offer equivalence with the discrete time model.
For equivalence, it must be that the discretization of the continuous limit yields the same discrete time model
as the original. Furthermore, the discretized model must be the same for all frequencies. Clearly, this cannot
happen if the discrete model does not aggregate in time. Thus, it is only when (1) the original discrete time
model is time aggregating, and (2) the model can be discretized at any frequency in the form of the original
model, that we have an equivalence between discrete and continuous models. The first step for deriving the
continuous limit of symmetric weak GARCH is to determine the limits and convergence speeds of the param-
eters. In contrast to the strong GARCH process, where there is some freedom to choose assumptions about
parameter convergence speeds, we now find that it is not needed to make any assumption about parameter
convergence. Instead, the time-aggregation property of weak GARCH implies unique convergence speeds for
all parameters, as the following proposition shows:
Proposition 1: The convergence rates for the parameters implied by the weak GARCH model are as follows:
ω = lim
∆↓0
∆−1∆ω; α = lim
∆↓0
∆−1/2∆α; θ = lim
∆↓0
∆−1 (1− ∆λ) ; 0 < ω,α, θ <∞
Also, the unconditional kurtosis converges to κ = lim
∆↓0 ∆
κ = 3
(
1− θ−1α2)−1.
Proof: We get δλ
δ−1 = ∆λ
∆−1 , which is a constant between 0 and 1 denoted exp (−θ) with θ > 0. Thus
∆λ = exp (−θ∆) and lim
∆↓0
∆−1 (1− ∆λ) = lim
∆↓0
∆−1 (1− exp (−θ∆)) = θ.
Also δω(1− δλ)−1 = ∆ω(1− ∆λ)−1 is a positive constant denoted ωθ−1, ω > 0 and ∆ω = ωθ−1 (1− ∆λ), so
lim
∆↓0
(
∆−1∆ω
)
= ωθ−1 lim
∆↓0
∆−1 (1− exp (−θ∆)) = ω.
The formula (6) for kurtosis may now be written:
δκ = 1 +
(
∆κ− 3 + 2∆−1δ
)∆−1δ + 6
(
δ−1
(
1− ∆λ∆−1δ
)
−∆−1 (1− ∆λ)
)
∆
(
δ−1
(
1− ∆λ∆−1δ
))2 ∆,δA
−1,
3
with
∆,δA =
δαδ
−1
(
1− ∆λ2∆−1δ
)
+ δ−1δα2 − δ−1δα2
(
1− ∆λ∆−1δ
)
δ−1
(
1− ∆λ2∆−1δ
)
+ δ−1δα2
. (7)
But
lim
δ↓0
δ−1
(
1− ∆λ∆−1δ
)
= θ and lim
δ↓0
δ−1
(
1− ∆λ2∆−1δ
)
= 2θ.
Thus, using δα ↓ 0, we have
lim
δ↓0 ∆,δ
A =
(
2θ
(
lim
δ↓0
(
δ−1δα2
))−1
+ 1
)−1
.
Hence, taking the limit of (3) as δ ↓ 0 and then ∆ ↓ 0 yields κ = 3
(
1− θ−1 lim
δ↓0
(
δ−1δα2
))−1
. The limit
of the unconditional kurtosis is finite and positive, which forces 0 ≤ lim
δ↓0
δ−1δα2 < θ, so the kurtosis will be
higher than 3. To see the speed of convergence for α , we consider the limit α := lim
δ↓0
δ−wδα with α ∈ (0,∞)
with w unknown. Since lim
δ↓0
δ−1δα2 < θ, w ≥ 1/2, for y = min (w, 1) and z = min (2w, 1) we write
lim
δ↓0
δ−y (1− δλ+ δα) = lim
δ↓0
δ−y (1− δλ) + lim
δ↓0
δ−yδα ∈ (0,∞)
lim
δ↓0
δ−y
(
1− δλ2 − δα (1− δλ) + δα
)
= lim
δ↓0
δ−y
(
1− δλ2
)
+ lim
δ↓0
δ−yδα ∈ (0,∞)
lim
δ↓0
δ−z
(
1− δλ2 + δα2
)
= lim
δ↓0
δ−z
(
1− δλ2
)
+ lim
δ↓0
δ−zδα2 ∈ (0,∞)
Also, using (5) and noting that δκ 6= 1, since δα2 > 0, we can compute(
2
(
∆β
1 + ∆β2
)
− 1
)
δα
(
1− δλ2 − δα (1− δλ) + δα
)(1− ∆λ2
1− δλ2
)
.
If w > 1/2, we can multiply the above expression by δ1−w−y and then computing the limit as δ tends to zero
leads to a contradiction in terms of limits. So we must have w = 1/2 and this sets the convergence of α.
Now consider the conditional variance and the conditional kurtosis of the residuals; where the conditional
mean and skewness are equal with zero:
∆σ
2
k∆ = E
(
∆−1
(
∆ε(k+1)∆ −∆∆µk∆
)2∣∣∣∆Ik∆)
∆κk∆ = E
(
∆−2∆σ−4k∆
(
∆ε(k+1)∆ −∆∆µk∆
)4∣∣∣∆Ik∆)
where ∆Ik∆ is the σ-algebra generated by the vector (∆εk∆) . We divide by ∆ when computing the conditional
variance series so that the variance over ∆ is comparable with ∆ times the 1-step variance.
The conditional expectation of the second moment and the kurtosis must be positive, and we shall assume
that the following limits exist for k∆ ≤ t < (k + 1)∆: V (t) := lim
∆↓0 ∆
ht where ∆ht := ∆hk∆, µ (t) = µ and
κ (t) := lim
∆↓0 ∆
κt where ∆κt := ∆κk∆. Due to the symmetrical nature of the returns, we can write
E
(
∆−1∆ε2(k+1)∆
∣∣∣ Ik∆) = ∆σ2k∆. (8)
Note that ∆σ
2
k∆ − ∆hk∆ has to be different from zero, otherwise the process will be a semi-strong GARCH,
However, we assume that as the time step decreases, the difference between the conditional variance and the
4
BLP of the squared residuals converges to zero at a speed of square root of the time step, i.e. lim
∆↓0
∆−1/2
(
∆σ
2
t − ∆ht
)
=
0. In other words, the BLP of the squared residuals is close to the conditional variance process. This is the
only assumption we make and we consider that it is non-binding because as the time step decreases, the
BLP process becomes more and more informative and so it converges fast to the conditional variance, i.e.
V (t) = lim
∆↓0 ∆
σ2t where ∆σ
2
t := ∆σ
2
k∆ for k∆ ≤ t < (k + 1)∆, so that lim
∆↓0
(
∆σ
2
t − ∆ht
)
= 0 as well.
Theorem 1: The continuous time limit of the weak GARCH process defined in (2) is the following stochastic
volatility model, based on the limiting parameters given above and in Proposition 1:
dSt
St
= µdt+
√
Vt dB1t,
dVt = (ω − θVt) dt+ α
√
(κt − 1)Vt dB2t,
where B1t and B2t are independent Brownian motions.
Proof: We employ the convergence theorem for stochastic difference equations to stochastic differential
equations given by Nelson (1990). For the returns process we have:
E
(
∆−1 y(k+1)∆
∣∣ Ik∆) = µ+ E (∆−1ε(k+1)∆|Ik∆) = µ.
And, using (8) it can be shown that: E
(
∆−1 y2(k+1)∆
∣∣∣ Ik∆) = hk∆ + o (1) ,
E
(
∆−1
(
h(k+1)∆ − hk∆
)∣∣ Ik∆) = ∆−1∆ω −∆−1 (1− ∆λ)hk∆ + (∆−1/2∆α)∆−1/2 (σ2k∆ − hk∆)+ o (1)
and this converges to ω − θVt by Proposition 1. The variance of the variance component is:
E
(
∆−1
(
h(k+1)h − hk∆
)2∣∣∣ Ik∆) = ∆−1∆α2 (E ((∆σ4k∆) (∆2∆σ4k∆)−1 (ε4(k+1)∆)− h2k∆∣∣∣ Ik∆))+ o (1) .
The covariance between the returns and the changes in the variances converges as follows:
E
(
∆−1 y(k+1)∆
(
h(k+1)∆ − hk∆
)∣∣ Ik∆) = o (1) .
Therefore, the limits of the expected squared terms and cross-product derived above define the following
covariance matrix of the continuous process:
At =
(
Vt 0
0 α2 (κt − 1)V 2t
)
.
Discrete-time weak GARCH processes are characterized by (i) the existence of a long-term volatility; (ii)
mean reversion in the variance process; (iii) the variance is stochastic, i.e. it has a non-zero variance; and (iv)
the variance process is uncorrelated with the returns process, which is an implication of the symmetry of the
returns distribution, being a requirement of weak GARCH processes. All these properties are also present in
the continuous limit above; in addition, in our limit model the variance has a higher variance as compared
to the limit of Nelson (1990), which results in extra kurtosis, and can be time-varying. These properties
are intuitive and parallel the observed behaviour of implied volatilities in the risk neutral measure: see for
example, Bates (1997, 2000) and Bakshi et al. (2003). Note that the limit process reduces to the diffusion
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derived by Nelson (1990) if κ = 3, and in this case we obtain the smallest value of the volatility of the variance
process, i.e. 21/2αVt. Drost and Werker (1996) postulate that the conditional kurtosis is independent of t.
However, in our limit this is allowed to be time-varying.
Finally, we show that there is a discretization of the continuous limit under which the original GARCH
model is returned when the series of returns and variances are discretized as follows:
Discretization Scheme:
dt 7→ ∆, dStSt 7→ ∆y(k+1)∆, Vt 7→ ∆Vk∆ and dVt 7→ ∆V(k+1)∆ − ∆Vk∆. The parameter µ stays unchanged
during discretization. The rest of the parameters are discretized as: ω 7→ ∆−1∆ω, θ 7→ ∆−1 (1− ∆λ) and
α 7→ ∆−1/2∆α where we specify the parameters (∆ω,∆α,∆β) in terms of the parameters (ω, θ, α) of the
continuous model: ∆ω = ωθ
−1 (1− exp (−θ∆)) , ∆λ = exp (−θ∆) , ∆α = ∆λ− ∆β and
∆β =
1
2
∆c (1 + exp (−2θ∆))− 2 + (1− exp (−θ∆))
(
∆c
2(1− exp (−θ∆))2 − 4∆c
)1/2
∆c exp (−θ∆)− 1 (9)
where
∆c =
[
∆α2 + 2α2
(
∆− θ−1 (1− exp (−θ∆)))+ ∆2θ (θ − α2)]× [1
2
α2θ−1 (1− exp (−2θ∆))
]−1
. (10)
The unconditional kurtosis is discretized as:
∆κ = 3 + 6 (κ− 1)α2 (θ∆− (1− exp (−θ∆))) θ−2∆−2
(
α2 + 2θ
)−1
whilst the conditional kurtosis is discretized using κt → ∆κk∆ = κ (k∆) for k∆ ≤ t < (k + 1) ∆. The
Brownian motions B1 and B2 that drive the price and variance equations are discretized by assuming a time
step of length ∆, and we can express the changes in the Brownian motions at time t = k∆ as:
B1 ((k + 1) ∆)−B1 (k∆) = ∆1/2∆ξ(k+1)∆,
B2 ((k + 1) ∆)−B2 (k∆) = ∆1/2∆η(k+1)∆,
where ∆ξ(k+1)∆is a standard normal variable, ∆ξ(k+1)∆ |∆Ik∆ ∼ N (0, 1) and ∆η(k+1)∆is defined as
∆η(k+1)∆ = 2
−1/2
(
∆ξ
2
(k+1)∆ − 1
)
. (11)
Now define the normal variable ∆ε(k+1)∆ = ∆
1/2
∆V
1/2
k∆ ∆ξ(k+1)∆ and set ∆ε˜k∆ = G
−1 [F (∆εk∆)] , where F
is the normal distribution and G is the distribution for a variable ∆ε˜k∆ that has zero mean and variance
∆∆Vk∆, like ∆εk∆, but kurtosis equal to ∆κk∆. This way, the errors of the discretized model have non-zero
excess kurtosis.
Discussion: The continuous model has two independent sources of randomness yet the discrete model has
only one. That is, the discretization reduces the number of sources of randomness in the continuous model,
via (11). There is no loss of generality using this discretization since the properties of the discretized Brownian
motion (mean, variance and correlation) are maintained; ∆η(k+1)∆ is not exactly normal but it has a zero
conditional mean, a unit conditional variance and zero correlation with ∆ξ(k+1)∆. We are bound to use such
a method because, as argued by Lindner (2009, p. 482), the classic discretization does not work in this case.
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Theorem 2: Under the above discretization scheme the continuous limit in Theorem 1 returns the original
weak GARCH model (2) and the time aggregation property is preserved.
Proof: The discretization of µdt is obvious, and that for θ and ω will follow from the discretization of ω and
λ because:
ω∆ ≈ ω∆(1− exp (−θ∆))
θ∆
= ∆ω and θ∆ ≈ 1− exp (−θ∆) = 1− (∆α+ ∆β) = 1− ∆λ.
This gives: ∆ω = ωθ
−1 (1− exp (−θ∆)) and ∆λ = exp (−θ∆) . As is clear from (9) and (10), it is the
discretization of β that is most complex. From the aggregation results in Drost and Nijman (1993) we know
that the unconditional kurtosis for a given frequency ∆ may be expressed as a function of the parameters at
an arbitrary higher frequency δ as:
∆κ = 3 + ∆
−1δ (δκ− 3) + 6 (δκ− 1)
(
δ−1∆ (1− δλ)−
(
1− δλδ−1∆
))
δα
(
1− δλ2 + δαδλ
)
(δ−1∆)2(1− δλ)2 (1− δλ2 + δα2)
.
Denoting the limit of the unconditional kurtosis by κ := lim
δ↓0 δ
κ, we obtain:
∆κ = 3 + 6 (κ− 1) α
2 (θ∆− (1− exp (−θ∆)))
θ2∆2 (α2 + 2θ)
(12)
where, by Proposition 1, the limit of the unconditional kurtosis is given by κ = 3
(
1− θ−1α2)−1. From the
proof of Proposition 1, we know that for any two time steps ∆ > δ, ∆β is the solution to :
∆β
1 + ∆β2
=
∆,δcδλ
δ−1∆ − 1
∆,δc
(
1 + δλ2δ
−1∆
)− 2 (13)
where ∆,δc is given by (4). We want a discretization which ensures that (13) will hold. Taking the limits of
(4) when δ goes to 0, we define:
∆c := lim
δ↓0 ∆,δ
c =
[
∆α2 + ∆2θ
(
θ − α2)+ 2α2 (∆− θ−1 (1− exp (−θ∆)))] [1
2
θ−1α2 (1− exp (−2θ∆))
]−1
.
This means that we can discretize the continuous model by solving the following equation:
∆β
1 + ∆β2
=
∆c exp (−θ∆)− 1
∆c (1 + exp (−2θ∆))− 2 .
First, we have to make sure that this will have solutions, and then we have to show that there is a unique
solution between zero and one. Lets consider the function whose roots we want to find:
f (x) = x2 −mx+ 1, m = ∆c (1 + exp (−2θ∆))− 2
∆c exp (−θ∆)− 1 .
This has two roots x1 and x2 where x1x2 = 1 and x1 +x2 = m. If we show that m is positive, then both roots
are positive and one will be less than 1. For the existence we need that m > 2. If ∆c exp (−θ∆) > 1 then
m > 2 is equivalent to (1− exp (−θ∆))2 > 0. Thus, all we need to show is that ∆c exp (−θ∆) > 1, which
is equivalent to: 6θ∆ + 2α−2∆2θ3 + 5 exp (−θ∆) > exp (θ∆) + 2∆2θ2 + 4. Both sides of the above equation
converge to 5 when ∆→ 0, and it can be shown, using derivatives with respect to ∆, that the left hand side
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converges faster. Thus ∆c exp (−θ∆) > 1, so for any small step ∆ close enough to zero there will always be
a unique solution for ∆β between zero and one that satisfies the above equation; this solution will be:
∆β =
1
2
(
m− (m2 − 4)1/2) = ∆c (1 + exp (−2θ∆))− 2 + (1− exp (−θ∆))
(
∆c
2(1 + exp (−θ∆))2 − 4∆c
)1/2
2 (∆c exp (−θ∆)− 1) .
Also, we have that ∆α = exp (−θ∆) − ∆β . The discretization of the Brownian motions in our scheme is
obvious, whilst there is no loss of generality in assuming (11). Now, we have y(k+1)∆ = µ∆+∆ε(k+1)∆, hence
E
(
∆−1∆ε2(k+1)∆|∆Ik∆
)
= ∆Vk∆ with:
∆V(k+1)∆ = ∆ω + ∆α∆
−1
∆ε˜
2
(k+1)∆ + ∆β∆Vk∆ + ∆u(k+1)∆,
∆u(k+1)∆ = ∆α∆Vk∆
[
1− (2−1 (∆κk∆ − 1))1/2 + ((2−1 (∆κk∆ − 1))1/2 − 1)∆ξ˜2(k+1)∆]
where ∆ξ˜(k+1)∆ has an unconditional kurtosis of ∆κ(k+1)∆, which can be approximated by ∆κk∆. So far we
have considered the conditional variance; for the BLP of the squared residuals we have:
∆hk∆ = ∆Vk∆ −
k∑
j=0
∆β
j
∆u(k−j)∆.
It is easy to see that this follows a GARCH process as ∆hk∆ = ∆ω + ∆α
(
∆−1∆ε2k∆
)
+ ∆β∆h(k−1)∆. To
have a weak GARCH we have to show that ∆hk∆ is the BLP of ∆
−1
∆ε˜
2
(k+1)∆ , which requires showing that:
E
((
∆−1∆ε˜2(k+1)∆ − ∆hk∆
)
∆ε˜
r
(k−i)∆
)
= 0 for i ≥ 0, r = 0, 1, 2. Since E
((
∆V(k−j−1)∆ −∆−1∆ε˜2(k−j)∆
)
∆ε˜
r
(k−i)∆
)
=
0, this reduces to showing E
(
∆u(k−j)∆∆ε˜r(k−i)∆
)
= 0. This is satisfied for i 6= j. We now show the proof for
r = 1 and i = j: We have to show that:
E
((
∆V(k−i−1)∆ −∆−1∆ε˜2(k−i)∆
)
∆ε˜(k−i)∆
)
= 0, i ≥ 0
or
E
(
E
(
∆V(k−i−1)∆∆ε˜(k−i)∆ −∆−1∆ε˜3(k−i)∆
)
|∆I(k−i−1)∆
)
= 0, i ≥ 0,
which is clearly true. Also: E
(
∆ε˜
2
(k−i)∆
∣∣∣∆I(k−i−1)∆) = ∆∆V(k−i−1)∆, and E (∆ε˜4(k−i)∆∣∣∣∆I(k−i−1)∆) =
∆2∆V
2
(k−i−1)∆∆κ(k−i−1)∆. Thus, we have a weak GARCH specification; this means that the time aggregation
is preserved by our discretization. It is easy to see that ∆λ
∆−1 = δλ
δ−1and that ∆ω = δω
(
1− δλδ−1∆
)
(1− δλ).
We also have the relations (12) for the kurtosis and (13) for β. For the kurtosis, we need to prove (3), that
is:
(κ− 1)α2(1− δλ)2
(
1− δλ2 + δα2
)
=
(
2δ2θ2
(
α2 + 2θ
)
+ 6 (κ− 1)α2 (θδ − (1− δλ))
)
δα (1− δλ+ δαδλ) .
After some algebra, this may be written as:
δβ
1 + δβ2
=
(
δα2 + δ2θ
(
θ − α2)+ 2α2 (δ − (1− δλ) /θ)) δλ− 1/ 2α2θ−1 (1− δλ2)
(δα2 + δ2θ (θ − α2) + 2α2 (δ − (1− δλ) /θ)) (1 + δλ2)− α2θ−1 (1− δλ2) .
Since the above expression holds, we have shown that the kurtosis is time aggregating.
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4 Simulation of the Model
We simulate the continuous GARCH process 100,000 times, with 1000 steps, computing the price of a stan-
dard European option, and then finding the Black-Scholes (1973) implied volatility. Figure 1 (a) compares
the volatility skew based on Nelson′s diffusion (solid line), with those from the weak GARCH diffusion, show-
ing how different values of instantaneous kurtosis (assumed constant) can influence the shape of the implied
volatility. When the instantaneous kurtosis is time dependent, in our case κ (T − t) = 7 − 2(T − t), the
steepness of the weak GARCH skew decreases with the option maturity, as in Figure 1 (b), showing that the
GARCH limit has considerable flexibility to fit a volatility smile surface through a suitable parameterization
of the instantaneous kurtosis.
Figure 1: Comparison of volatility smiles generated by of the weak and strong GARCH diffusions: (a)T−t =
1; (b)T varies with ω = 0.0045; α = 0.1; θ = 0.05; µ = τ = r = 0; σ0 = 30%
5 Conclusions
We have presented several arguments which motivate the use of the weak rather than the strong version of
the model for deriving a weak limit, i.e. a limit in distribution. There are four problems with the strong
GARCH: First, it is not time aggregating: if we generate a GARCH process and then resample at another
frequency the result is not a GARCH process. Second, the limit of strong GARCH may only be derived
by making a specific assumption about the convergence of the parameters and different assumptions lead
to different limits; Third, any discretization of the strong GARCH diffusion is not a GARCH model. And
fourth, the variance of the variance is either zero or too small to fit the implied skew. This paper has derived
the continuous limit of the weak GARCH by conjecturing only that the difference between the GARCH
BLP process and the conditional variance converges to zero with the square root of the step-length. This
GARCH model is time aggregating and it implies the convergence rates for all parameters (no need to make
assumptions about these). Furthermore, the limit model derived is unique and a discretization that returns
the original weak GARCH model is given. The weak GARCH diffusion is a stochastic variance process with
independent Brownian motions in which the variance diffusion coefficient is related to the instantaneous
kurtosis, and the limit reduces to Nelsons GARCH diffusion when the excess kurtosis is zero.
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