Abstract: Sea shipping routes have become very crowded and this, coupled with an always increasing demand of oil based products, contributes to the increase in maritime traffic density, as a consequence pollution risks have increased. Therefore, it is important to have information systems capable of detecting and monitoring environmental endangering situations like oil spills at sea. In this paper, a Marine Information System, acting as an integrated and inter-operable monitoring tool is proposed and discussed. The discussion focuses on a system that is able to integrate different data acquired from various electronic sensors, and that is inter-operable among marine operators and ship traffic authorities. The available data on the system are all geo-referenced, and flows seamlessly through the system, where they are integrated in a consistent and usable manner. An important result of this integration is the capability to produce a collection of proactive services such as Decision Support ones, which can be used to improve the functionalities and facilities concerned in an intervention operation. Through the implementation of these services, we aim to demonstrate how an efficient environmental management system could benefit from being supported by a Marine Information System that can provide the dynamic links between different data, models and actors.
Introduction
Decision-making plays a vital and challenging role in environmental management, due to the degree of uncertainty that characterizes this task and the need to perform a trade-off between several, often conflicting, objectives (e.g., higher social costs vs. long-term environmental benefits). Environmental processes are, indeed, not easy to model due to their multi-variable and dynamic nature and the knowledge about them is still incomplete and uncertain (e.g., policy choices, social processes, economic and technical issues) [1] . Due to these factors, it is very important that every bit of knowledge about the processes, possibilities of improvement, and innovation is effectively made available and distributed among all actors involved in the process of environmental management. In this respect, the integration of knowledge derived from different and heterogeneous fields is the main and most critical point.
With respect to sea environment pollution, oil spills seriously affect marine ecosystems and cause political and scientific concerns since they have serious effects on fragile marine and coastal ecosystem [2] . Moreover, the amount of pollutant discharges and associated effects on the marine environment are important parameters in evaluating sea water quality. Consequently, there is an increased interest on both maritime safety and environmental protection. In this context, the focus on integration frameworks, intended as models for integrating different system processes into a
Architectural Design
The MIS aims at an effective and feasible detection and management of marine pollution events, by integrating a number of monitoring resources that are exploited to get useful and relevant information about the controlled sites. Each resource is one of the sensors and/or devices available in a specific scenario, collecting specific types of data that are processed by a dedicated module that can be nominally considered a subsystem of the MIS. The main task of the MIS is, then, to serve as a catalyst for integrating data, information and knowledge from various sources by means of adequate Information Technology tools. More precisely, the MIS has been conceived as a connected group of subsystems for performing data storage, data mining and analysis over data warehouses, decision-support, as well as a web-GIS portal for the access and usage of products and services released to the users of the system.
MIS Architecture
The architecture is generally conceived as a modular and flexible system, where the addition or modification of single modules does not affect the global functionality and does not require a complete structural redesign. A detailed MIS architectural design is shown in Figure 1 , where the composing units and their components are identified, along with the communication paths that exist and are needed for the MIS to work. The two-sided component composed of a Workflow manager and a Communication infrastructure can be identified as the middleware of the system. The first part, the Workflow manager, orchestrates business processes in the MIS. An internal business logic engine is included for managing complex sequences of process executions and for coping with branching in the case of connection failures.
The Workflow manager incorporates a scheduler of the event driven stream of information/requests. The Communication infrastructure covers the connectivity logic part of the MIS and manages the message based communications between the single units and services, routing and transforming the needed data and requests.
The Workflow manager is also in charge of acting as a logging facility, by keeping traces about the platform workflow and saving the performed operations into a log.
Service Unit
The Service Unit consists of a collection of interfaces for accessing external data sources and for collecting and integrating the acquired data. The Service Unit is introduced to decouple the heterogeneity of the information considered within the MIS by providing a set of modular and highly specialized services, according to the interoperability and portability philosophy underlying the MIS design. Indeed, each service is in charge of managing the specificity of the addressed data type and communication standard and of transforming the incoming data in an interoperable format for their deployment in the MIS.
In particular, each module provides a connector, which either waits for incoming requests (e.g., by means of a web service or more generally by listening on some ports) or performs queries to an external data source according to its proper communication protocol. The identified services in Figure 1 are identified with sample sensors acquiring data and sending them to the MIS platform. A particular interface is the one devoted to the acquisition of mathematical simulation of the oil-spillage spread. In principle, this could be based on the results obtained in [14] , or, if coupled with an interface for meteorological and sea surface (currents, waves...), data could be computed as part of a dedicated internal mathematical simulation module.
Operational Storage Unit
The Operational Storage Unit aims at storing and providing all the data needed by the MIS in order to identify and detect an oil spill, and managing the administration and user information. It is composed of a GIS-based database and a multimedia repository. In order to quickly satisfy the MIS requests, the unit maintains the information for few days by exploiting a scheduled procedure that checks the stored data, and deletes the least recent ones.
Knowledge Discovery Unit
The Knowledge Discovery Unit is devoted to managing the procedures related to the analysis of all the information collected and produced by the platform with the ultimate goal of gaining more insight (i.e., knowledge) in the monitored processes. With the aim of designing a pluggable architecture, the Knowledge Discovery Unit has been separated and endowed with an internal data storage unit, i.e., the data warehouse. In this way, the Knowledge Discovery Unit is not dependent from the actual implementation of other units and may be easily reconfigured in case of changes in other units or even in case of inclusion of additional units not foreseen in advance. Three components of the Knowledge discovery Unit have been identified, namely the Extract, Transform and Load (ETL) service, the Data warehouse and the Data mining service [15] . In brief, the ETL service is a component providing extract, transform and load functionalities to the Data Mining Unit. Indeed, this component is in charge of retrieving, aggregating and filtering data from heterogeneous sources and finally saving the data in the data warehouse. The data warehouse is a database optimized for Online Analytical Processing (OLAP) procedures, and it will contain the bulk of data, possibly organized in multidimensional cubes, on which data mining algorithms may work both for discovering new patterns and for extracting significant statistical parameters. Finally, the data mining service provides a library of methods and algorithms for data mining as well as suitable interfaces for accessing data in the warehouse and presenting results to the users.
Notification Unit
The Notification Unit is in charge of packing, queuing and dispatching notification to the users and to possibly external personnel, including oil spill authorities, in accordance with the specific requirements that should have been defined in advance. In Figure 1 , two notification methods have been considered, as actually implemented in the test case scenarios, namely email and text messages, though other types may be added in the future.
GUI Unit
The GUI Unit is not to be intended as a graphical interface to a Geographic Information System (GIS) (see [16] for example), but it is an integrated access point to the MIS through its components. The unit provides a set of functionalities proper to Web-GIS systems and the operations to interact with the components external to the MIS; the unit is composed by a Web map server, a Desktop GIS client and a Web portal with a Web-GIS client integrated.
The Web map server is the layer through which the user interfaces can interact with the operative data stored into GIS-based Database. Indeed, in order to lighten the workflow manager and to increase the data transfer rate, the connection between the Web map server and the Operational Storage Unit is obtained through their dedicated communication structure. It publishes data from Database using open standards and offers a set of Web-services exploited by the User interfaces for data display and editing. The Web map server has an input connection with the middleware through which geo-tagged data stored into the data warehouse will be displayed. The connection is one way because the data requests are performed exploiting the Web Portal.
Environmental Decision Support System
The Environmental Decision Support System (EDSS) is the component that constitutes the MIS intelligence and that is in charge for the detection and monitoring of oil pollutions. EDSS analyzes and combines the heterogeneous multi-source data acquired from several different sensors sources and from the different processing subsystems within the MIS itself [13] . In order to properly detect and monitor oil slicks, issue alarms and support their management, advanced risk analysis models have been developed and applied for characterizing and monitoring the observed sites. In particular, a dynamic risk map is defined for assessing the hazard of oil slicks by evaluating several risk factors through the combination of the data collected by the MIS. This map is used for planning a prioritization of the available monitoring resources in order to improve the degree of monitoring and control of specific high-risk areas. This activity is performed autonomously in a proactive way by the MIS, so to improve the knowledge and degree of information about the monitored area. In more detail, as an example, the EDSS could ask a monitoring resource to perform a specific available analysis, or to repeat it with a different frequency, or to ask for a more detailed local monitoring with available resources such as Autonomous Underwater Vehicles, or floating buoys. The design of the EDSS required understanding of the likeliness of a pollution event is determined by the risk analysis or reported by the processing results of one of the other MIS subsystems, the EDSS is in charge of drawing an optimized plan of exploitation of the monitoring resources and of the data analysis models so as to confirm the detection of the event and issue an alarm.
According to the above description, the EDSS has been organized into a three-level structure: firstly, (1) data are gathered through the Service Unit and stored into the Operational Storage Unit. Planning of their collection and retrieval is performed through requests that are orchestrated by the middleware. Then, (2) , an analysis and prediction is realized through the risk assessment models applied to the collected data, while (3) decisions are supported by defining an optimized exploitation plan of the monitoring resources available in order to confirm the detection of the event and issue an alarm. Thus, finally suggestions are supplied in order to support feasible event management and recovery interventions.
Sensors
These above-mentioned monitoring resources are none other than the various and diverse typologies of sensors, which may or may not be available in a specific scenario. A variety of data from a variety of sensors and platforms (e.g., satellite and airborne remote sensors, chemical/physical sensors, electronic noses on vessels, landers, drifters and and buoys, etc.) can be used to derive information on water quality and spread of hydrocarbons/oil slicks over large areas [17] [18] [19] . Additionally, external data such as weather station data, weather operational models and large scale hydrodynamic and wave models can be gathered from the external providers.
Space-Borne SAR Imaging and Analysis
Synthetic Aperture Radar (SAR) systems are extensively used for the identification of oil spills in the marine environment. SAR systems detect spills on the sea surface indirectly, through the modification spills cause on the wind generated short gravity-capillary waves [20] . Oil film damps such waves, which are the primary backscatter agents of the radar signals. Consequently, provided that a moderate wind field is present, an oil spill appears dark on SAR imagery in contrast to the surrounding clean sea [21] . The whole Mediterranean Sea has been granted the status of "special area" in accordance to the International Convention for the Prevention of Pollution from Ships (MARPOL 73/78) [22] . In such areas, ship oil discharges are prohibited almost totally.
Satellite SAR imagery is not only capable of oil spill detection, but also to detect ships in areas of interest. In the case of oil spill event detection, SAR images can reveal ships presence, potentially linked to the spill, triggering interventions of local inspection. Furthermore, the pollution distribution and risk is closely tied to the geographical distribution of the shipping density. Satellite SAR can reveal these patterns, giving information about shipping density as a function of ship size and season, when adequate data is collected over a certain region during sufficient time. At present, European countries have installed shore-based AIS (Automatic Identification System), giving a very complete picture of the shipping density, even though only referred to AIS-carrying vessels [23] . Satellite SAR can further complete this picture by adding information on shipping activities by smaller vessels (<300 GT) without any distance limitations from shore.
Ground Based Monitoring Technology (GBMT)
It is well understood that a key driver to minimizing oil spill damage in the marine environment is early detection and continuous monitoring of the spill during clean-up. Microwave radar, based on marine X-band radar has been proven effective in monitoring waves and currents, as well as the detection of oil on water. These radars can be installed on clean up vessels, along sensitive coastal areas or on board any type of platform. The footprint of these radars is a circle with a radius of about 3.5 km. Wind waves create ripples on the sea surface, which are detected by standard navigational radars, known as sea clutter. Underlying ocean waves modulate this sea clutter, which allows the determination of surface waves and currents. The detection of oil is accomplished by distinguishing a reduced signal return where the wind-generated capillary waves on the ocean's surface (i.e., the sea clutter) are suppressed due to the presence of oil and other pollutants that change the sea surface roughness. Wave and current measuring system can be combined with oil spill software detection systems, thus meeting the Norwegian Clean Seas Association for Operating Companies (NOFO) compliance standard for oil spill detection requirement [24] . Both technologies (wave/current monitoring and oil spill software detection) are typically based on the same radar and data capturing unit. Their integration at MIS level operationally allows not only the identification of potential oil on water slicks, but also their tracking on the basis of local wind, wave and current situation. This capability is being proved much helpful during any clean up scenario across a wide range of sea and weather conditions, including poor visibility scenarios. During vessel clean-up operations requiring slick delineation, the ability to detect oil slicks while moving provides significant benefit.
The addition of on site measured wave and current data can speed up the process to identify the movement of the slick on a small scale.
Sensitivity studies are carried out based on simulated data, defining the operational limits of nautical X-Band radar within that context [25] . Nautical X-band radar data is seen as complementary to satellite data. While satellite data covers larger areas on a course temporal grid, nautical radar covers small areas with high temporal resolution. Especially offshore leakages could be picked up easily and their size and drift direction could be monitored at all times, thus combining into the MIS two existing environmental data gathering systems with additional satellite information.
Hyperspectral Imaging and Analysis
Hyperspectral imaging is one of the latest tools in the hands of remote sensing scientists. Hyperspectral sensors were developed in order to deal with fundamental limitations of multispectral imaging, such as acquiring data in few broad (100-200 nm in width) and irregularly spaced spectral bands [26] . Using hyperspectral images, detailed spectral signatures can be extracted for the imaged objects/appearances. Research on oil spectroscopy, conducted in laboratory conditions, has shown that based on spectral signatures, information about oil spill type and thickness can be derived [27] and quantified through best-fit functions and relationships [28] .
Airborne remote sensing techniques have already become a standard tool for routine maritime pollution surveillance mainly concentrating on the detection of oil spills. Airborne oil spill remote sensing is usually performed using multi-sensor systems. Today's sensor suites for the detection of oil spills at least include a side-looking airborne radar (SLAR) for the far-range detection, and an infrared/ultraviolet (IR/UV) imaging system, such as an IR/UV line scanner, for the near-range analysis of oil spills. Furthermore, there are advanced sensors such as laser fluorosensors (LFS) or microwave radiometers (MWR) that allow measurements of oil thickness in specific thickness ranges and, with regard to laser fluorosensors, a remote classification of the involved oil. Those aircraft are routinely flown over thousands of hours per year in their respective responsibility area collecting huge amount of multispectral data from the marine environment. Although the application of airborne maritime surveillance platforms has become an international accepted standard in oil spill monitoring and an indispensable part of any modern contingency measures, there is still a substantial gap in knowledge in how to apply those systems with the same quality of information also for the detection of Hazard Noxious Substances (HNS). The main reason for this gap is that, due to the nearly endless number of different HNS that are frequently transported at sea and their different behavior in sea water, the detection of those substances by means of remote sensing techniques is much more complex than oil. One main issue to be solved, in order to make airborne systems also available for the detection of HNS, a systematic catalog of the physiochemical behavior of different types of HNS in seawater together with their optical properties with respect to hyperspectral and fluorescence data has to be assembled [29] . This catalog would form the basis for the development of algorithms for the detection, mapping and quantification of HNS in the seawater where similar to application for oil spills these results should be available in real-time. A spectral library (SL) can be built including oil-spills of various types, thickness and weathering stage, under real biophysical conditions [30, 31] . Such an SL significantly contributes not only to a very detailed detection, identification and quantification of oil-spills, but also to advanced monitoring and management of the marine environment.
Electronic Noses for Hydrocarbons and Oil Spill Detection
Electronic noses were first described in the late 1970s and the early models were demonstrated in the 1980s, particularly at the University of Warwick, UK. They are usually described as being constructed of an array of different chemical sensor devices having broad overlapping selectivity to volatile organic compounds (VOCs), where the sensor outputs are processed by some type of statistical or artificial neural network to give a smell "fingerprint". The whole system is designed to mimic mammalian olfaction and especially the capabilities of dogs, who can smell VOCs at less than part per billion (ppb) levels. Strictly speaking, traditional electronic nose technology is not analytical in the sense of accurate quantification of analytes, but rather a technique that detects changes or the appearance of a new set of VOCs in complex mixtures of volatile compounds. The approach to be taken is to screen a number of sensor types to detect VOCs associated with oil and fuel and then construct them into a sensitive array.
The sensitivity of the sensors will be one particular area of development for the project and, using doping techniques, these will be tuned to be sensitive to the hydrocarbons associated with oil. Background responses from the seawater surrounding the instrumentation is minimized by the use of hydrophobic semi-conducting polymers and types of metal oxides that operate at higher temperatures. The sampling port itself is typically custom designed to prevent water entrance. A sensor array is typically chosen for several reasons: (i) measurements are rapid-30 s to 1 min being the usual sample profile; (ii) sample is the air above the sea-no interferences by turbidity or particulates; (iii) discrimination between background VOCs and fuel/oil related VOCs is extremely clear, no oil/fuels VOCs should be present so occurrence must indicate an event; (iv) the whole system can run on battery power; (v) systems can be operated and data collected remotely; and (vi) prototype systems for similar applications (fuel and diesel in fresh water) already exist, therefore the probability of success is high and the corresponding risks are low.
E-Nose can be operative in different set-ups; as a buoy hosted sensor, the device will be put on a anchored buoy platform with all the needed interfaces for data transmissions and power supply. The goal is the simulation/test of the capability of this sensors to be remotely operated and to monitor a far area. Additionally, e-Nose deployment can also be actuated by integrating the sensor system into an Autonomous Underwater Vehicle (AUV). In this case, the engineering issues are simply to have an air inlet and exhaust that are completely watertight and which can be flushed and opened when the AUV is brought to the surface. Sampling of the surface air surrounding the AUV will be no different to a buoy mounted device and the treatment, processing and transmission of results will be identical. The data output of the sensor array is unlikely to require complex data processing and simple data logging of sensor responses can suffice to indicate an event. The continuous operation of such sensor arrays have been seen to be stable for many months up to two years, so stability should be a minor issue.
Underwater Monitoring Technology
Underwater monitoring technologies can be used for two applications: preventive action to detect possible unauthorized access to a sensitive protected area (e.g., a marine park) by adopting passive acoustic monitoring of ship traffic provided by underwater platforms (minimum environmental impact); environmental monitoring and post-accident action to detect and localize oil spillage in a confined area by using autonomous vehicles that can easily provide the ground truth to an alarm generated by analyzing satellite images. Underwater, sound is the most reliable and efficient method for detecting, classifying and track vessels in the sea. Due to the low frequency noise generated by ships, the detection range is much higher compared to standard video technologies and allows for a precise classification/identification of the targets much more difficult with radar technologies otherwise. The NATO Center for Maritime Research and Experimentations (CMRE) has developed a new technology to sample underwater sound with an extremely high signal-to-noise ratio and a large bandwidth. This technology is using the Service Oriented Architecture (SOA) electronic components (FPGA, 24 bits Sigma/delta A/D, 192 kHz IQ sampling rate), allowing the implementation on an embedded system, of dedicated signal processing algorithms to perform detection and classification of the targets, in order to reduce the data transfer rate requirements. This system is combined with a digital tetrahedronal array that allows for recording sounds generated by vessels and thus to estimate the 3D angle of arrival of the acoustic wave [32] . By having multiple underwater platforms connected on the sea-floor by optical fiber cables, it is possible to precisely track the acoustic target in the area of interest. The goal of the system is to use underwater monitoring of vessels, from small pleasure boats to large ships, in a protected area with the purpose of identifying the presence, the typology and to localize the position and the direction of the target. All of the detections are stored on a large database that contains the information of the type of vessel detected and of its position. This database can be used in case of a detection of an oil spill to provide a confirmation of the remote detection (i.e., a ship was present in that position) and in order to identify the source of the spillage (see also cross-correlation in Section 6).
Nowadays, technological developments could support a new methodology to track the emulsified petroleum in the water column during an oil spill. This methodology relies on in situ observations rapidly carried out by coordinated fleets of autonomous robotic platforms, specially designed for real-time observation of the ocean environment, complemented by remote sensing systems. Among these platforms are gliders, AUVs and autonomous surface vehicles (ASVs). Gliders are AUVs designed to observe vast areas of the interior ocean [33] . Gliders make use of their hydrodynamic shape and small fins to induce horizontal motions while controlling their buoyancy. AUVs are submarine robots able to carry out expeditionary campaigns autonomously. Their hydrodynamic shape, electrical propulsion, submarine navigation and positioning allows continuous sampling of environmental conditions. Their present main limitations are related with battery duration and the sophistication of submarine positioning and navigation. ASVs show certain advantage with respect to AUVs. ASVs can benefit from other propulsion systems than electric ones, increasing their autonomy; their navigation and communication systems are simpler than those required in AUV technology; construction costs are very low and the speeds that these platforms can reach are higher than those obtained in AUVs. ASVs can only provide information of ocean surface [34, 35] .
This technology can provide a further extension of MIS capability to a wide-area littoral network for monitoring purposes. The network is constituted by static nodes (bottom mounted systems), nodes with uncontrolled motion (drifting buoys) and nodes with controlled motion (AUVs and gliders) and complemented by remote sensors (including acoustic, aerial or space based). This creates a demand for allocating and complementing observational resources, to maximize the information content of the collected data. Compatibility between the observing capabilities of the different nodes must be found in the design of optimal sampling strategies. These sampling strategies could adapt to the evolution of the environment, considering the motion capabilities of some of the sensor nodes of the network.
Near Real-Time Risk Assessment
In the frame of environmental management processes, mainly done by using some kind of decision support system, four main activities can be identified [1, 12] :
In this section, we focus on the second item, once the hazard has been (potentially) identified, and before being able to apply some kind of reasoning in order to perform an evaluation, on the basis of previously learned experiences, a quantitative and qualitative measurements of the hazard should be performed. The main goal of risk assessment, once the risk and its sources have been identified, lies in the evaluation of the likelihood of occurrence balanced with the severity of the consequences [36] . Following this, some intelligent system can be applied in order to obtain a reduced risk and the possible adoption of measures for facing the accident/event. In our case, this is identified and described in Section 5 below, with the EDSS functionalities and the running of proactive services, which can increase the knowledge over the risk under examination.
The multidisciplinary nature of the environmental problems implies the heterogeneity of acquired data from various sources and with many different levels of precision, as well as different dependencies among them. An example of data fusion modeling, based on the use of rules in order to obtain a decision over the available data, is reported in [37] . This complex problem may be faced by using either a Model-based System, a Knowledge-based one, or Case-based one, each one using, respectively, different reasoning models, such as: model-based, rule-based, or case-based reasoning. In any case, in order to be effective and useful, risk analysis models are applied for diagnosis and prediction. In particular, the environmental data acquired by the various monitoring resources are fused by applying simulation and optimization models for site characterization and observation, in order to detect possible marine pollution events, and to interpret these data according to prediction models for understanding the situation and assess the risk.
In detail, we introduced a method for providing a near real-time risk assessment, with the goal to produce risk-related information in a geographic area of interest that can be both automatically analyzed by proactive services, and visually analyzed by the deputed authorities or stakeholders to help reduce the risks and possibly improve the efficiency of the intervention chain [38] . In order to obtain a risk evaluation, the likelihood and consequences of events are combined. Thus, the estimated risks can be compared and ranked considering the as low as reasonably practicable (ALARP) criteria of acceptability. Once the estimates have been computed, based on the acquired and collected data that have been weighted and integrated, they can be represented in an interactive dynamic risk map related to the region of interest. The overall risk assessment is obtained by composing the various risk terms. It has to be taken into account that data arrive to the system asynchronously and each piece of different information has its own frequency of updating (e.g., some like AIS data flow into the systems every minute, others like AUV reports are acquired only on specific occasions). Nevertheless, the risk assessment is performed every time a new piece of information is acquired by the MIS and the produced risk map is updated consequently with available data.
In the following, the specific risk analysis variables and their weighted computation are presented.
Risk Assessment Computation
The first variable considered is the maritime traffic density, and this based on the various pieces of information acquired and available in the MIS, among these the real-time AIS messages [39] , which gives lots of information on the vessels' typology and position. The followed approach is based on Kernel Density Estimation (KDE) [40] , where each vessel contributes to an increase of traffic-related risk Risk TR in a region R around the vessel itself that is determined by a kernel function K, which can be a Gaussian kernel, although non-isotropic kernel elongated in the direction of vessel course over the ground might be employed. Then, the Risk TR for a geographic position pos at time tm, is computed as follows:
where the sum runs over all the vessels that reported their position pos v within the time window (tm − τ, tm) of size τ, which depends also on the sensitivity needed for the system (e.g., typical value for the test case was 15 min), and w v is a weight associated to the vessel depending on its speed, course and typology. Another important variable is represented by the processing of remote sensing images, which is usually the most used mean of detection for larger oil spills. Even though this processing has a main drawback in the reduced degree of confidence each detection has, using it in a cumulative risk assessment can be a very important factor in the global estimate. Starting from a received oil spill report RS, it is related to a possible oil spill in a region R RS , with a judged degree of confidence dc RS , occurred at time tm s . We can use a binary function F RS of the region R RS , which returns 1 only for the positions internal to the region. Thus, the second variable, the remote sensing reported risk Risk RS is given as:
where the sum runs over all the received oil spill reports within the same time window (tm − τ, tm) of size τ, and Γ is a convolution kernel with Γ * F RS representing the reported region R RS spread by the convolution kernel. The kernel Γ can be designed so as to optimally control the influence area of the report, with the last term of Equation (2) representing a weight of the report in terms of age. It is high with tm close to tm s (i.e., recent reports), and decreasing for tm very different from tm s (i.e., older reports); the decay factor λ determines the velocity of this weight to become negligible. A third variable is represented by the in situ acquired and processed data. As reported in Section 3, among various sensors, AUVs and buoys can perform important local observations, yielding reports that can be treated in the same way as previous remote sensing reports, with the difference of the latter ones to be localized (i.e., considered as points) and not relative to wider regions (i.e., obviously this is valid with respect to the size of the case study scenarios). Thus, considering Equation (2) with the binary function F applied to the single point pos (i.e., thus yielding 1 for the report location), the in situ reported risk can be evaluated as follows:
where the sum runs over all in situ reports IS, dc IS is again a degree of confidence associated with the report, Γ is again a convolution kernel, and tm IS is the time when the in situ report was issued.
Once the quantitative measurements were considered, qualitative data has also been integrated into the total risk assessment as a variable. In particular, an area with an increased monitoring level (i.e., close to a number of monitoring resources) is statistically less affected by accidents, and, moreover, in case of an accident, the effects and remediation actions can be started in a more timely manner. In order to evaluate this qualitative measure, a further variable for the monitoring quality is computed as follows:
where the sum runs over all the monitoring resources M (each placed in the point pos M ), which are operational in the time window (tm − τ, tm) of size τ and W M is a weight associated to M depending on the characteristics of the monitoring resource (autonomy, mitigation power,. . . ). Γ is a convolution kernel such as a Gaussian kernel. Finally, an overall risk assessment value can be computed by integrating all the above variables (Equations (1)- (4)), taking into account that the Q M variable has a negative influence with respect to a risk increment. Thus, we can obtain a function Risk(pos, tm) defined for each point pos in the monitoring area at time tm as:
where α i (i = 1 . . . 4) are coefficients heuristically determined on the basis of the tests performed and refined also on the basis of the feedbacks received by end-users. As mentioned at the beginning, Risk(pos, tm) can be represented by means of an interactive dynamic risk map related to the specific region of interest. Following its definition, it is valued for each point in the region, but the level of detail (i.e., the pixel size of the map) can be defined at different levels for a better understanding and visualization purpose. For this reason, the region of interest has been divided by means of grids having different steps that can be viewed as different layers depending both: on the level of zoom, they are visualized, and on the associated risk value. In detail, for the test case scenarios, three different sizes were defined for the grid element (8 km, 4 km and 1 km squares), each square in the risk map has a risk value associated. In more detail, a square at the coarsest grid level in the map having a low level of risk (shown as a green one) does not need a further refinement into finest grid layers, while areas with higher risk (yellow or red squares) have an evaluation also on the finer scale grid layer (see an example of the map in Figure 2) . 
Proactive Services for Marine Monitoring
One of the main goals of the proposed MIS is the continuous environmental monitoring of an area of interest. The main issues are: (i) a proactive management of the available resources; and (ii) the provision of services for notification and alerting. Each of the services as well as the notification unit (see Figure 1) are built based on intelligent software agents that work autonomously and independently, but integrated into the MIS by means of an inner logic representing a work-flow composed of specific tasks, which it is committed to carry out. Each task follows a condition-action rule. Among the various actions that each service can provide, there is either acquisition of further data from specific sensors, or processing of new simulation or methods for risk assessment. Each service (i.e., the software agent mentioned above) retrieves at regular time intervals, which can be different ones among the others, its specific data from the repositories; moreover, it can be activated for its specific processing on demand by other services or through specific direct requests from users. As an example of these services, the simple resource management, which is in charge of controlling adaptively the sampling frequency of the in situ resources can be described: various sensors (e.g., buoys and AUVs) are battery powered with strict energy constraints, which should be taken into account for deciding sensor sampling rate and periods for data transfer. In this case, the service can perform a balance between risk status around the resource (i.e., given by the dynamic risk map) and its trends as well as the status of batteries and energy harvesting system; in case of a low risk and no increment in risk having been observed, then the sampling rate can be reduced; on the other hand, this value can be increased in a higher risk situation. A different example of a proactive service is related to mission planning for sensor based AUVs. Following the reception of an oil spill report, the analysis of the dynamic risk map and the available resources (e.g., AUVs ready for mission) are analyzed and a possible route with way-points for water sampling has been produced [38] .
Another case can be described regarding specifically the notification services. Let us make the case of reception of an oil spill report having an high confidence ratio (e.g., with an alignment with other sensors acquisitions); then, an alert is generated. Moreover, alerts can be generated also on the basis of the dynamic risk map considering both the absolute value of the risk and its trend. With the alert generation, the service composes a message including all of the information that might be useful for understanding and evaluating the alert. In particular, the location to which the alert refers, the level of severity, the observations that have triggered the event and eventual link to specific resources through the MIS web interface. The final notification is then performed through the suitable dispatcher (e.g., mail or SMS) using specific APIs.
Results
The developed Marine Information System was made available through its web interface as shown in Figure 3 : the view of the map with the possible layers in overlay, while a series of sample layers are visible in overlay (e.g., hyperspectral report, AIS data, AUVs tracks, Oil spill report, etc.), and on the right side a list of all available layers. Furthermore, tabs are available for performing simulations and a review analysis on historical data, as shown in Figure 4 . The MIS has been tested in different field tests performed in Zakynthos, Greece (hosted by the Zakynthos Marine Park) and in Elba Island, Italy (hosted by National Park of Tuscany Archipelago). Such field tests were performed in order to check all the chain from the acquisition and processing of heterogeneous data from various sensors, to the issue of proactive decision support services. As already mentioned among the various data acquired from sensors in these field tests, there have been: (1) AIS receivers, (2) airborne and space-borne image sensors and their interpretative reports regarding both oil spills and vessel detection, (3) AUVs, (4) static ad drifting buoys (see Figure 5 and discussed in detail in [41] ), (5) e-Nose mounted on board buoys and AUVs, (6) volunteer alerts and (7) hand-held spectroradiometer. Some of the external data to be processed and then acquired by the MIS, due to their intrinsic nature and also to the fact that these experiments were performed during the course of a research project, were not acquired directly in real-time during the short time of the field experiments (e.g., the SAR processed data at the time of the experiment, the airborne acquired data...). Nevertheless, those data were acquired at a later stage as off-line data and integrated so as to be able to perform historical views as mentioned above. Obviously, the real-time integration of all processed and available data is discussed in the following section and will be investigated in case this system becomes adopted as a running service by the competent authorities. Among the several tests performed, two main goals were envisaged: verifying the global storage and integration capabilities of the MIS, and its near real-time functionalities. The first part regarding the data integration was mainly tested by injection of a large amount of dummy data (both self-created and true previously acquired data) to the platform. The results, after overcoming some interoperability issues, shown that such a system has a satisfactory structure and reasonable size in order to be able to manage the amount of information needed for the case scenarios under monitoring. For the second aspect, both dummy and real acquired data were used in connection with the assistance of experienced users. As an example of dummy data, talking about AIS data, those data were meaningful NMEA (from the National Marine Electronics Association) strings representing AIS signals injected into the system and treated by the MIS as real AIS data. The methods for real-time risk assessment were run automatically at regular time intervals in order to produce risk maps (and store the information in the appropriate databases) under the control and visual inspection of the end-users. The produced dynamic maps and layers were thus considered as a meaningful and significant mean of producing information and obtain a management tool capable of focusing the attention on the areas that deserve a more accurate monitoring. Moreover, in order to test the proactive functionalities, the services in charge for that were activated with requests for data polling from various GIS-databases, i.e., all different data integrated into the MIS architecture, including the above produced risk maps, thus delivering suggestions regarding resource management and alert notifications.
In order to better describe this latter, but central aspect of the MIS, among the performed tests, dummy data were fed to the system so as to represent different scenarios. As an example, in Figure 6 , a simulation of an event of a possible oil spill detected by a sensor mounted on a mooring buoy is shown. In detail, on the left, the sensors detect some altered level of monitored substances in the water, and this event triggers a series of actions, shown on the right: the dynamic risk map is updated, and a proactive action is taken following the DSS to send notification to the authorities in charge. Such notification is sent by the specific Notification Unit through both text messages and emails containing a description of the event (different descriptions can be set depending on the different recipients), and where possible a link to the MIS web interface where the user can eventually explore and visualize further information and inquire for different data and measurements from other relevant sensors. Figure 6 . Example of the MIS interface operating: (a), the generating event detected from a sensor is processed and transmitted to the MIS; (b), the DSS generates a preliminary alert, the risk map is modified dynamically, and a warning is eventually sent to the responsible authorities. (dynamic risk map scale: each square is 1 km 2 ).
Moreover, a cross-correlation was performed among different data sources acquired in order to give a quantitative proof of the results, and also to test the efficiency and reliability of the different available information.
As an example, a comparison was performed between classified SAR images and AIS data acquired (mentioned in Section 3.1). In more detail, the geo-referenced report from SAR classification (classification performed through the SUMO software from JRC (SUMO, Joint Research Centre, EU) [42] ) has been temporally registered with the correspondent AIS data, and overlapping data on the respective layers compared for correlation. Among the different information that can be extracted and compared, the most useful is the size of the vessels, considering also that not all the vessels are compelled to emit the AIS signal, whereas larger ships like tankers are obligated. Once a synchronization is performed between the various heterogeneous data, and that a confidence interval both in terms of time and space is taken into account, the classified ship corresponds and it is positively correlated to the SAR detection; in the following Figure 7 , an example of this correlation is shown for a specific vessel; as a further confirmation, the size class (130 m detected versus 100 m actual) is acceptably close to the actual size. Furthermore, we could see that the number of vessels detected through SAR images (Figure 7a ) is greater than the ones acquired through the AIS data (Figure 7b ), but, as mentioned above, this is also due to the fact that the majority of smaller vessels are not obliged to send AIS signals. 
Discussion
This paper describes the behavior of a Marine Information System, and its outcomes were visualized and made available to experienced users such as local authorities and stakeholders in the monitoring and management of sea and coastal oil pollutions (e.g., responsible authorities). By visual inspection through the web interface, the users found the dynamic risk map to convey meaningful and significant information, which were acquired from a variety of heterogeneous sensors. Indeed, the dynamic risk map has been considered as a useful tool to better focus the attention on the areas that deserve a more accurate monitoring. The Environmental Decision Support System provide a quantitative representation of the risk factors, and most notably a proactive notification of events and suggestion useful in the intervention chain for the management of pollution situations.
The detailed architecture of the MIS has been described, along with specifications on the methods used for real-time risk estimation, and the services realized for environmental monitoring. Moreover, a screening over the potential sensors available nowadays for environmental sea monitoring has been discussed. In addition, thanks to the tests, mainly performed in the framework of FP7 Project Argomarine [43] , the MIS has demonstrated having enough modularity and flexibility to accommodate heterogeneous data and provide configurable services. A future integration of new data sources (i.e., new sensors providing data) does not pose problems since it is enough to provide a new service unit. At the same time, other proactive decision support services can be easily configured. As an example of further improvement in the system, a unit for modeling the forecast of oil-spillage spread due to weather and sea conditions, as described for example in [14] , could be included and added as a layer to the dynamic risk map. Obviously, this should come along with a service unit deputed to acquiring meteorological data, but, as explained in the paper due to the modular nature of the connected units, this will not be a structural problem. In particular, the "Mathematical simulation module" of the Service Unit (see Figure 1 ) is intended to perform this task. As often happens when aiming to provide an integrated representation, a validation of the predictive accuracy is generally hard to prove due to the lack of appropriate data for this validation [1] . This makes the MIS a suitable candidate not only for oil spills' monitoring systems, but also for more general geospatial data management for marine and maritime applications. This system has been implemented in the frame of the above-mentioned EU Project and its information made available through the web interface of the project [44] ; all acquired data have been included until provided by each single partner in the project. Unfortunately, as often happens with tools implemented specifically for a funded research project, once its lifespan is over, it becomes difficult to gather together all the partners that gave life to it and find new opportunities of funding and improving the system, as well as possible ways to exploit its results through provision of services.
Conclusions
A Marine Information System, namely ARGO-MIS, is described which acts as an integrated and inter-operable tool for the monitoring of oil-spills. A babel of heterogeneous data flow seamlessly through the system, where they are integrated with the purpose to produce a set of services, in particular proactive services such as a Decision Support. These services, can then be used by the authorities in charge of remediation operations, as an addition to the actually available resources, with the goal to improve the efficiency and the response during oil-spillages. By means of ARGO-MIS, we wanted to demonstrate that an environmental management system can be valuably improved by being supported by a MIS, which provides quick and effective links among the various aspects involved: data, models, resources, users.
