Recently, topic modeling has been widely used to discover the abstract topics in the multimedia field. Most of the existing topic models are based on the assumption of three-layer hierarchical Bayesian structure, i.e. each document is modeled as a probability distribution over topics, and each topic is a probability distribution over words. However, the assumption is not optimal. Intuitively, it's more reasonable to assume that each topic is a probability distribution over concepts, and then each concept is a probability distribution over words, i.e. adding a latent concept layer between topic layer and word layer in traditional three-layer assumption. In this paper, we verify the proposed assumption by incorporating the new assumption in two representative topic models, and obtain two novel topic models. Extensive experiments were conducted among the proposed models and corresponding baselines, and the results show that the proposed models significantly outperform Xian-Ling Mao Multimed Tools Appl (2018) 77:3455-3471 the baselines in terms of case study and perplexity, which means the new assumption is more reasonable than traditional one.
Introduction
In recent years, topic modeling is becoming more and more popular in identifying latent semantic components in the multimedia field. Lots of topic models have been proposed. The existing topic models can be divided into four categories: Unsupervised non-hierarchical topic models [1, 5, 7, 31] , Unsupervised hierarchical topic models [2, 10, 25] , and their corresponding supervised counterparts [12, 13, 21, 24] .
The basic assumption of most existing topic models is that each document is modeled as a probability distribution over topics, and each topic is directly a probability distribution over words, i.e. three-layer hierarchical Bayesian structure, shown in Fig. 1a .
However, this assumption is not optimal, because it does not consider the importance of the concepts in topics. Concepts are very important in natural language and textual semantic understanding. Concepts can also help people better understand knowledge, as psychologist Gregory Murphy wrote: "Concepts are the glue that holds our mental world together" [16] .
Intuitively, it's more reasonable that if we add a latent concept layer between topic layer and word layer in traditional three-layer assumption, i.e. a four-layer hierarchical Bayesian structure, shown in Fig. 1b . In this novel assumption, each document is considered as a probability distribution over topics, each topic is a probability distribution over concepts, and each concept is a probability distribution over words. The assumption is similar to the writing process. For example, if we want to write a article about the topic "military", we then focus on the concepts related to the topic, such as army, navy and air force. Finally, we select related words from these concepts, maybe the word tank from the concept army, the word torpedo from the concept navy, and the word fighter from the concept air force.
As we known, Latent Dirichlet Allocation (LDA) [1] is the beginning of topic modeling, and is the most important component in all kinds of topic models. If the novel assumption (a) (b) Fig. 1 a Three-layer hierarchical Bayesian structure of existing topic models; b Four-layer hierarchical Bayesian structure of conceptualization topic modeling performances better than the traditional one in LDA, it's reasonable to infer that the novel assumption is more suitable for topic modeling than the traditional one. Thus, in this paper, we first propose a novel topic model, called Conceptualization Latent Dirichlet Allocation (CLDA), which applies the novel four-layer assumption in LDA, to verify our assumption. Furthermore, we also apply the novel assumption in a supervised topic model, Labeled LDA (LLDA) [21] , to proof the novel assumption is more effective. We call this novel supervised topic model Conceptualization Labeled Latent Dirichlet Allocation (CLLDA). The distribution of each concept over words in our models can be obtained from Probase knowledge base [27] , which is a universal probabilistic taxonomy concept knowledge base. The rest of the paper is organized as follows. In Section 2, we review the related work. In Section 3, two novel topic models, CLDA and CLLDA, are proposed by using new fourlayer assumption. Extensive experiments on two real datasets are introduced in Section 4. Finally, we conclude the paper in Section 5.
Related work

Topic modeling
Topic modeling has been widely used to discover the abstract topics in the multimedia applications. Multi-modal event topic model (mmETM) [19] can capture multi-modal topics of social events and can obtain the evolutionary trends of social events and generate effective event summary details over time. Twitter-Network (TN) topic model [11] can jointly model the text and the social network in a full Bayesian nonparametric way. Dynamical causal topic model (DCTM) [6] mines activities from complex video surveillance scenes. Visual Sentiment Topic Model (VSTM) [3] can obtain the sentiments implied in Microblog images.
The existing topic models can be divided into four categories: Unsupervised nonhierarchical topic models, Unsupervised hierarchical topic models, and their corresponding supervised counterparts.
Unsupervised non-hierarchical topic models are widely studied, such as LDA [1] , Probase-LDA [30] , TCC [9] and COT [31] etc. The most famous one is Latent Dirichlet Allocation (LDA). LDA is similar to pLSA [7] , except that in LDA the topic distribution is assumed to have a Dirichlet prior. Probase-LDA [30] is a state-of-the-art knowledge-based topic model by incorporating knowledge graph embeddings into topic modeling, but it has to set the concept number artificially. However, the above models cannot capture the relation between super and sub topics. To address this problem, many models have been proposed to model the relations, such as Hierarchical LDA (HLDA) [2] , Hierarchical Dirichlet processes (HDP) [25] , Hierarchical PAM (HPAM) [15] , PIE [10] and Guided HTM [23] etc. The relations are usually in the form of a hierarchy, such as the tree or Directed Acyclic Graph (DAG).
Although unsupervised topic models are sufficiently expressive to model multiple topics per document, they are inappropriate for labeled corpora because they are unable to incorporate the observed labels into their learning procedure. Several modifications of LDA to incorporate supervision have been proposed in the literature, such as Labeled LDA [21] , Prior-LDA [22] , Partially LDA (PLDA) [20] , NTM [4] , DOLDA [12] and Labeled Phrase LDA [24] etc.
None of these non-hierarchical supervised models, however, leverage on dependency structure, such as parent-child relation, in the label space. Lots of models, such as hLLDA [18] , HSLDA [17] , SSHLLDA [13] , SHDP [32] and EHLLDA [14] , have been proposed to solve the problem.
All of these topic models are mainly based on the assumption of three-layer hierarchical Bayesian structure. However, the assumption is not optimal. Intuitively, it's more reasonable to add a latent concept layer between topic layer and word layer in traditional three-layer assumption. Different from latent concept topic model (LCTM) [8] which adds another layer of latent variables to indicate the conceptual similarity of words, our proposed assumption can combine not only the characteristics of the datasets, but also the concept knowledge base. Therefore, it is considered to be better than LCTM. In this paper, we will verify the proposed assumption by incorporating the new assumption in two representative topic models.
Concept knowledge base
It is easy for mankind to acquire the meaning of an article and extract the topics of the article, because there is a certain background conceptualized knowledge base in a brain. For example, when seeing a sentence: "Microsoft announced a project named, Microsoft Azure Information Protection"., a man will never mistake Microsoft as a person or other things, because we have known that Microsoft is a concept about software company.
However, machines cannot conceptualize what they read, which is a great challenge for machines to understand natural language. Concept knowledge base is a kind of knowledge base that uses taxonomies and ontologies to obtain concepts and extract the relationships between instances and concepts. Therefore, Concept knowledge base is a kind of tool to make machines understand nature language [28, 29] .
There are many existing concept knowledge bases, such as Probase [26, 27] , Freebase and WordNet etc. Among them, Probase is a state-of-the-art one, which contains above 5.4 million concepts that is greater than other concept knowledge bases. The main advantage of Probase is that it is the first to measure the correlation between instances and concepts with probabilities, while other concept knowledge bases use a boolean variable to represent relationships between instances and concepts. Therefore, in this paper, we use Probase API [26] to get the probability distribution of each concept over words.
Conceptualization topic modeling
In this section, we will demonstrate that how to incorporate the four-layer assumption in unsupervised and supervised topic models, to verify the effectiveness of the novel assumption. For unsupervised topic modeling, we choose LDA as the manipulating object because it is the basic component of most existing topic models. For supervised topic modeling, we choose Labeled LDA [21] because it is one of the most representative supervised models.
Conceptualization LDA
To incorporate the four-layer assumption in LDA, we propose a novel topic model, called Conceptualization LDA (CLDA). It models each document as a mixture of underlying topics. Different from existing topic models, CLDA assumes that each topic is a distribution over concepts rather than directly over words, and regards concepts as distributions over words.
In addition, as for neologisms, which are not in the dictionary of the concept knowledge base, they will be regarded as new concepts. In other words, we define these neologisms as atomic concepts. In CLDA, the distribution of a concept over words is acquired from the concept knowledge base, Probase. The graphical model of CLDA is shown in Fig. 2 .
In CLDA, each document consists of a group of words represented as w (d) = (w 1 , ..., w N d ). α is the parameter of the Dirichlet distribution of the topic prior, and θ (d) is the parameter of the multinomial distribution of the d th document. β is the parameter of the Dirichlet distribution of the concept prior, and φ k is the parameter of the multinomial distribution of the k th topic. λ is the concept distribution over words gets from Probase. m is the number of words that do not belong to any concept in the concept knowledge base, and R is the size of concept set. z d,i is the latent topic for the concept or atom concept of the i th word in the d th document. c d,i is the concept of the i th word in the d th document.
The generative process of our CLDA is summarized in Algorithm 1. The generative process can be divided into three parts. Firstly, draw the concept and atom concept distribution from Dirichlet distribution for each topic in the datasets (line 1 ∼ 2). Secondly, draw the topic distribution for each document from Dirichlet distribution (line 3 ∼ 4). Finally, to generate the word w d,i , we first select a latent topic z i (line 5 ∼ 6), and then generate a variable ξ from Bernoulli distribution, where 0 indicates the word does not belong to any concept, and 1 indicates the word w d,i belongs to some concepts in the given concept knowledge base. If ξ equals to 0, then generate a word from Mult (·|φ z i ); otherwise, generate a concept from Mult (·|φ z i ), and then select a word from the concept, which conditionally is related to the concept distribution from the knowledge base (line 7 ∼ 12).
Learning and inference
In this section, we use collapsed Gibbs sampling to estimate parameters.
Specifically, if the word w d,i belongs to some concepts in the given concept knowledge base, the sampling probability for a topic and a concept in position i in document d can be expressed as follows: And if the word w d,i does not belong to any concept in the given concept knowledge base, the sampling probability for a topic in position i in document d can be expressed as follows:
where e is the vector of concepts and atomic concepts related to the words. e denotes a concept or an atomic concept. E is the number of concepts and atomic concepts. n (·)
is the count of concepts and atomic concepts in e in topic k without z d,i . n (d) −(d,i),k is the number of tokens in e assigned to topic k in document d without z d,i , and n (d i ) −(d,i),· indicates a summation over that dimension. In (1), n (c i ) −i,k is the count of concept c i in topic k, that does not include the current assignment z (d,i) . And the conditional probability P (w d,i |c d,i ) describes the probability of word w d,i in concept c d,i , which can be obtained from Probase. In (2), n (e i ) −(d,i),k is the count of atom concept e d,i , non-concept word, in topic k, that does not include the current assignment z d,i .
Finally, the parameters can be estimated as follows:
where e denotes a concept or an atomic concept. The two equations for parameter estimation are important. We can use the topic-specific distribution φ to obtain topical abstracts for topics; meanwhile the topic distribution for each document θ can be used to discover the most relevant topics for a document and find documents with similar topics.
Conceptualization labeled LDA
The proposed four-layer Bayesian assumption can be used in most of existing topic models, and we have demonstrated that the assumption can be used in unsupervised topic model, i.e. LDA. In this section, we will further demonstrate the use of the assumption in supervised topic modeling. Labeled Latent Dirichlet Allocation (Labeled LDA) [21] which is a classical supervised topic model, will be extended by incorporating conceptualization assumption. The novel model is called Conceptualization Labeled Latent Dirichlet Allocation (CLLDA).
Labeled LDA is very similar to LDA. Different with LDA, Labeled LDA assumes that the topics of each document are restricted to its labels. The topic distribution of each document in Labeled LDA is generated from a Dirichlet distribution, whose dimensionality of the prior parameter is the same as the number of labels of each document, rather than the number of the total topics of the datasets in LDA. Thus, CLLDA is also similar to CLDA.
Specifically, in order to restrict the latent topics to the label set of each document in CLLDA, we define an indicator function I (d) (k) as follows:
If the word w d,i belongs to some concepts in the given concept knowledge base, the sampling probability for a topic and a concept in position i in document d can be expressed as follows:
And if the word w d,i does not belong to any concept in the given concept knowledge base, the sampling probability for a topic in position i in document d can be expressed as follows:
where I (d) (k) is the indicator function, and other notations have the same meaning as that in CLDA stated above.
Finally, the parameter can be estimated as follows:
the notations have the same meaning as that in CLDA stated above. 
Experiment setting
We conducted the experiments on two real datasets. One of them, called Conf, contains 2,317 full papers of four conferences (CIKM, SIGIR, SIGKDD and WWW) of three years (2011 ∼ 2013). And the other dataset named AP is a public dataset, which contains more than 106K full Associated Press news articles published in 1989. Both of the raw datasets contain more than 2 million concepts according to Probase, which is much larger than the size of vocabulary. It leads to the imbalance between concepts size and vocabulary size. Moreover, lots of concepts in Probase Concept Graph are similar to each other associated with the same word. For example, the word microsoft associates with concept company, concept software company and concept technology company, which are semantically similar. In order to address this issue, we use the concept clustering results provided by Probase, to reduce the number of concepts. Totally, it contains 4,819 concept clusters.
In the above example, all concepts about company can be represented by a concept cluster company.
The statistics of the two datasets are summarized in Table 1 . And we conduct all the experiments on a server with an Intel(R) Xeon(R) CPU E5-2683 v3 @ 2.00GHz and 125GB memory. In the rest, we will compare the proposed models with corresponding baselines in terms of case study and perplexity. For all models, we set the number of iterations in each collapsed Gibbs sampler as 1000, and set the same initial hyperparameters, where α and β both equal to 0.01.
Experiments for CLDA
In the experiments, we removed the standard stop words for both datasets, and then we further removed words that occurred less than ten times. We use three state-of-the-art topic models as baselines, i.e. Latent Dirichlet Allocation (LDA) [1] , Probase-LDA [30] and latent concept topic model (LCTM) [8] . We trained the four topic models using 80% of each dataset, and tested the models using the remaining 20% of each dataset. For each dataset, we ran each topic model with different number of topics from 10 to 100. Tables 2 and 3 show top ten words and concepts associated with 5 topics learned on Conf and AP respectively, when the topic number equals to 100. The topics learned by CLDA 1 were matched to a topic in the baselines with smallest Kullback-Leibler divergence. It is noted that the bold phrase in the third column of Tables 2 and 3 is the clustering concepts where pattern "A, ..., B; C" means "A, ..., B" is similar to "A, ..., C", and the un-bold word is the atomic concepts. From the two tables, we can see that in CLDA, a topic can be reflected by concepts, and a topic can be represented by a distribution of concepts. Both the concepts and the words can explain a specific topic. The top-n words learned by CLDA are obtained not only from the characteristics of the datasets, but also from the concept knowledge base, while neither of LDA's nor LCTM's are learned from the external database. Compared with Probase-LDA, the number of concepts in CLDA is automatically determined by the dataset without manual determination, while Probase-LDA has to set the concept number artificially. Top-n words of the topics in CLDA, LDA and Probase-LDA are generally understandable, while top-n words in LCTM are hard to understand.
Case studies
Therefore, our proposed CLDA performs better than the baselines, and thus our conceptualization method for topic modeling sounds good.
Perplexity
In this experiment, we trained both CLDA and the baselines for ten times with different number of topics varying from 10 to 100 in turn. We computed the perplexity of the proposed CLDA and the baselines, which can quantificationally measure the quality of different models. A lower perplexity score indicates better generalization performance. The perplexity can be computed as follows: Figure 3 shows the perplexity of the four models on the two datasets for different number of topics. As we can see in Fig. 3 , the perplexity curves of CLDA, LDA and Probase-LDA decrease as the number of topics increases on both of the two datasets, while LCTM's ups and downs, does not have too much law. In most cases, the perplexity value of CLDA is smaller than that of the baselines, which indicates that CLDA generally performs better than the baselines. 
Experiments for CLLDA
In this experiment, we train CLLDA and LLDA over Conf dataset. The keywords of each paper will be used as labels of the corresponding paper, and the number of labels for the whole dataset is 4760. Table 4 shows top ten words and concepts from five topics learned on Conf, where we can easily acquire the concepts under topics. From Table 4 , we can learn that concepts is very important in understanding a document. For example, in topic social media, concepts such as limitation, activity and computer function;complex function, are different aspects of the topic social media, and the words like social, user, media are related to these concepts. Therefore, from the results we know that the proposed model performances better than the baseline, which means our conceptualization method for topic modeling sounds good, and our assumption is more reasonable.
Case study
Perplexity
To compute perplexity for the two models with different number of topics, we segment documents in Conf into ten groups, and the first nine groups all contain 200 documents, while the last group contains the rest of the documents. We train CLLDA and LLDA for ten times. The first time we use the first group, the second we use the first two groups, and so on. The comparison of the two models' perplexity is shown in Fig. 4 . Since the data for training with different number of topics is different, the monotonic trend of the same curve is not comparable. Here, we only compare the perplexity values of the two curves under the same number of topics. It is apparent that CLLDA performs much better than the original LLDA.
Conclusion and future work
In this paper, we propose a novel assumption of four-layer hierarchical Bayesian structure for topic modeling, which adds a latent concept layer between topic layer and word layer in the traditional assumption. To verify the effectiveness of the novel assumption, we apply the assumption in two representative topic models (LDA and LLDA). Extensive experiments have been conducted on two real datasets. The experimental results show that the proposed assumption performances better than the traditional assumption.
In the future, we will further verify the novel four-layer assumption in more topic models over more datasets. Also, we will explore the use of the new assumption in multimedia data, such as images and videos. 
