We present an analytic, filtered-backprojection (FBP) type inversion method for bistatic synthetic aperture radar (BISAR) when the measurements have been corrupted by noise and clutter. The inversion method uses microlocal analysis in a statistical setting to design a backprojection filter that reduces the impact of noise and clutter while preserving the fidelity of the target image. We assume an isotropic single scattering model for the electromagnetic radiation that illuminates the scene of interest. We assume a priori statistical information on the target, clutter and noise. We demonstrate the performance of the algorithm and its ability to better resolve targets through numerical simulations.
INTRODUCTION
Synthetic aperture radar (SAR) uses the measurements from scattered electromagnetic waves to reconstruct an image of a scene of interest. These electromagnetic waves are transmitted from an antenna that is mounted on a satellite or aircraft.
In the specific case of bistatic SAR (BISAR) the transmitting and receiving antennas are located on separate aircraft, unlike monostatic SAR in which the antennas are co-located. 1 This adds a tactical advantage by separating the bulky and expensive transmitter from the smaller and more expendable receiver while also giving a greater resistance to counter measures developed for monostatic SAR.
2
There are many well-known algorithms in the literature that can reconstruct a SAR image when a narrow beam approximation can be used. [3] [4] [5] [6] [7] [8] This approximation is not always valid in many systems where the antenna has a large footprint and poor directivity. Examples of this can be found in foliage-penetrating radar 9, 10 where it is often necessary to use low frequency waveforms, which are difficult to focus into a narrow beam.
Recently, microlocal techniques have been used to develop new reconstruction algorithms for SAR.
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Microlocal analysis is a mathematical study of singularities and associated high frequency behavior. It involves the study of Fourier integral operators (FIOs). [15] [16] [17] [18] [19] [20] [21] [22] [23] It leads to methods and techniques for the approximate inversion of FIOs. When these techniques are applied to SAR reconstruction, the algorithms that are created correctly place visible edges in the scene at the correct location, orientation and strength. Additionally, these inversion techniques can account for nonideal imaging conditions such as non-flat topography and arbitrary flight trajectories.
It has also been shown that statistical information can be incorporated into the inversion algorithms derived from microlocal methods. 24, 25 These reconstruction schemes have the advantage of being non-iterative. There has been other work in the area of edge preserving algorithms that use statistical information as well. 26, 27 Unlike the microlocal approach, these schemes result in iterative and computationally intensive algorithms.
This work is concerned with the derivation of a method and algorithm for the reconstruction of a BISAR image when the measurements have been corrupted by noise and clutter. We assume the transmitter and receiver are on arbitrary, but known flight paths over a known and flat topography; and that the statistics of the target, clutter and noise are known a priori. We derive a noise and clutter suppression filter using microlocal techniques. This specific filter will reduce the mean squared error (MSE) of the image through finding the minimum variance estimate of the target. The numeric implementation of the algorithm will be discussed and simulation results will be shown to demonstrate its performance.
The organization of the paper is as follows. Section 2 presents the forward model, along with the statistics of scene and noise. Section 3 details the derivation of the algorithm, specifically the image formation and design of the backprojection filter. In Section 4 we present our simulation set up and results. Lastly, conclusions can be found in Section 5.
FORWARD MODEL FOR BISAR DATA
We first discuss the development of the forward model for the SAR data in ideal conditions; and next we present the statistical model with the additive noise and clutter.
Forward Model
Let ψ : R 2 → R represent the ground topography and
T represent the ground reflectivity function. We assume that the electromagnetic waves scatter on an infinitesimally small region on the surface, thus allowing T (x) to be a function of only two variables,
, s ∈ R represent the transmitter and receiver trajectories, respectively. Under the single scattering (Born) approximation the ideal received data d(s, t), can be modeled as the following:
where R T R (s, x) = |γ T (s) − x| + |x − γ R (s)| is the bistatic range, which is the total traveled distance from the transmitter to point x in the scene and from x to the receiver at γ R (s), υ is the temporal frequency, t is the fast-time variable, s is the slow-time variable and c 0 is the speed of light in free space. The term A T R is a complex amplitude function that represents the transmitted waveform, transmitter and receiver antenna beam patterns, geometrical spreading factors, etc. In the case where an isotropic antenna is transmitting a waveform, P (υ), to an isotropic receiver antenna,
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We make the assumption that for some m A , A T R satisfies the following symbol estimate
where K is any compact subset of R × R 2 , and the constant C 0 depends on the integers α, β, ρ 1 and ρ 2 . This assumption is necessary when using the method of stationary phase and makes the forward operator F , an FIO. The assumption is valid when a bandlimited waveform is transmitted and received over broadband antennas.
Statistical model for noise and clutter
In practical radar systems, the presence of noise and clutter is inevitable in received signals. In this subsection we describe our model in the presence of these unwanted components as well as discuss the statistical properties of the data.
In radar applications the scene (everything in the radar beam) is composed of two classes of objects: objects of interest which are referred to as the target and objects which are not of interest, which are referred to as clutter. Therefore, the scene reflectivity V , can be expressed as a superposition of the target reflectivity T , and clutter reflectivity C:
Additionally, in practical radar systems, additive thermal noise is inevitable. Thus, the SAR forward model including clutter and noise can be expressed as:
where n(t, s) is the additive thermal noise due to the receiver.
Without loss of generality we assume that both the noise and clutter are zero-mean processes,
, where E represents the expectation operator. The mean of the target, E[T (x)], which is represented as μ(x), is not necessarily spatially constant, however, we make the assumption that T (x) − μ(x) and C(x) are wide-sense stationary processes. The second order statistics of the target and clutter are defined as follows:
We can also represent these statistics from (5) and (6) in terms of their Fourier Transforms,
We assume that the noise function n(s, t) is statistically uncorrelated in the slow-time parameter s and stationary in fast-time component t. Thus its second order statistics can be represented as follows:
where τ = |t − t |. The noise statistic can also be represented as follows:
Lastly, we make the assumption that the target, clutter and noise are all mutually statistically independent.
IMAGE FORMATION
We first discuss the image formation process for bistatic SAR when there is no noise or clutter. We next discuss the case with noise and clutter.
Ideal image formation
To form an imageT of the target scene we use the following filtered-backprojection operator K:
We assume the filter Q T R satisfies an estimate similar to the one for A T R in (2).
The combination of the forward map F and the imaging operator K can be represented as follows:
where
For a fixed x and z we can rewrite the phase term in (12) as follows:
where,
We now employ the Stolt change of variables
Thus, (12) becomes
where η(x, z, ξ) = |∂(s, υ)/∂ξ|, the Jacobian for the change of variables in (15) .
By using the method of stationary phase we can find the main contributors to the integral, or critical points in (16) .
28 Stationary phase calculations show that the critical points z, are those that have the same bistatic range and same bistatic Doppler as x.
14 If we make the further assumption that the antenna beams are focused to one side of their trajectories we can assume that the only critical points are when z = x.
14 Thus,
In order to properly reconstruct the target T , the filter Q T R for this case must be the following:
where χ Ωz (ξ) is the characteristic function of Ω z , the set of Fourier components that the target T can be reconstructed from, and zero outside. Ω z is referred to as the data collection manifold and is determined by the flight path and frequency of the transmitted waveform. 24 It is defined as the following set:
Derivation of the Optimal Filter Q T R
For the best possible image of the scene (in the mean square sense) we would like to define a filter Q T R , so that it would yield an image that is close to the following process:
We will design the filter Q T R , so the MSE is reduced. The MSE is defined as follows:
To simplify the notation we write the expectation as an inner-product ·, · :
The cross terms in (23) disappear due to the assumption that the target, clutter and noise are mutually uncorrelated.
Note that for an integral operator G with kernel G
where the bar denotes a complex conjugate, f is a general random function and R f is its autocorrelation function. Using (27), we express J T (Q T R ) and J C (Q T R ) as follows:
We use (9) and (10) to express J N (Q) as follows:
Note that the MSE can also be further broken up into variance and bias terms,
where V(Q T R ) is the variance and B(Q T R ) is the bias. The bias term comes from J T (Q T R ), which can be expressed as
whereJ T (Q T R ) and B(Q T R ) can be expressed as the following:
and
In order to find a close form expression for the filter Q T R , there must be a trade-off between variance and bias. In essence a minimum variance estimate will be biased for this problem. 25 For this work we are concerned with reducing the MSE through finding the minimum variance estimate. Thus we drop the bias term and do not use it in our further calculations.
We use the method of stationary phase to identify the main contributions to V(Q T R ). First we substitute (7) and (8) into (33) and (29) respectivly. This results in the following phase term forJ T (Q T R ) and J C (Q T R ):
By carrying out the stationary phase analysis we can find the resultant critical points,
With our previous substitutions and stationary phase analysis we can now write the variance termsJ T (Q T R ) and J C (Q T R ) as the following:
If we make the assumption that the second order statistics are stationary, the power spectral densities for the target and clutter, S T (ξ) and S C (ξ), are defined as follows:
With the stationarity assumption, the expressions forJ T (Q T R ) and J C (Q T R ) becomẽ
If we extend the change of variables stated in (15) and stationary phase analysis to (30), the expression for
To determine the optimal filter to minimize the variance, we derive the variational derivative of V(Q) with respect to Q as follows:
The variational derivative ofJ T (Q) is
Because, S T is real, (44) becomes
We can follow the same procedure for J C (Q T R ) and J N (Q T R ) and find the following:
To find the the filter Q T R that yields the minimum variance, we combine the right hand sides of (45), (46) and (47)
If the right hand side of (48) is to be zero for all Q , then the following equation must hold
Thus,
A form that is more similar to the deterministic filter seen in (19) is the following:
NUMERICAL SIMULATIONS
In this section we present our numerical simulations along with the results to illustrate the theory as well as to demonstrate the performance of the algorithm. We first discuss our simulation set up and then our results.
Simulation set up
For the numerical simulations we made the following assumptions: first, we assumed that the earth's surface is flat, and we chose the amplitude function A T R ≡ 1. This specific amplitude function corresponds to isotropic transmitters and receivers using a delta function as the transmit waveform. The objective of our simulations is to study the performance of our reconstruction algorithm in the presence of noise and clutter as compared to the deterministic reconstruction that was presented in.
14 To do this we needed to determine the spectrum of the target which was determined by numerically correlating the target image with itself and then taking the FFT of the resultant correlation. The noise and clutter processes were generated from Gaussian white noise using a Karhunen-Loeve transform to shape their spectrums. The spectrum of the clutter was shaped using a high frequency model of the target where
For the noise process we used the following wideband noise model:
To quantify our results we use the definitions of SCR, SNR and MSE found in. 25 Definitions of SCR and SNR are as follows:
where N T and N d are the number of grid points and μ T and μ d are the mean values of the target scene and its radar data respectively. The MSE is defined as follows:
where M is the number of reconstructions andT j (x i ) is the reconstruction for the j th reconstruction of the noise and clutter processes.
Simulation results
In Figure set 2 the algorithm's performance in the case of cluttered scene where the SCR = −30 dB. The performance in the case of noisy data can be seen in Figure set 3 where the SNR = −30 dB. In both cases we can see a large increase in the quality of the image and are able to make out features of the target that were masked before. Figure 4(a) shows the MSE and variance of the reconstructed images averaged over ten realizations of clutter using our clutter suppression filter derived and the deterministic filter shown in (19) . The same is shown in Figure 4 (b) in the case of a noisy received signal with ten different realizations of noise. It is worthy of noting that at high SNR and SCR values the two different procedures yield similar results. The reason for this can be seen in the limiting case for (51) where it is equal to (19) , if S C and S N both are zero.
CONCLUSIONS
In this paper we present a filtered-backprojection scheme for BISAR when the received data are corrupted by noise and clutter. The reconstruction procedure is derived using microlocal techniques in a statistical setting. We show that through the assumption of stationarity of the second order statistics, an explicit filter minimizing the variance between the true and reconstructed scene can be derived.
We performed numerical simulations to show the effectiveness of our method in the presence of noise and clutter. These simulations show a reduction in the variance and MSE of the images as well as enhanced image quality.
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