Parallel transport on Riemannian manifolds allows one to connect tangent spaces at 12 different points in an isometric way and is therefore of importance in many contexts, such as statistics 13 on manifolds. The existing methods to compute parallel transport require either the computation 14
. The solid line is the geodesic. The green dotted line is formed by the perturbed geodesics at time t. The blue arrows are the initial vector and its approximated parallel transport at time t.
We assume that there exists a compact subset K of M such that γ([0, 1]) ⊂ K. 94 We also assume that there exists η > 0 such that injectivity radius of the manifold 95 M is strictly larger than η. 96 2.2. The key identity. The numerical scheme that we propose arises from the 97 following identity, which is mentioned in [10] . Figure 1 illustrates the principle. 98 Proposition 2.1. For all t > 0, and w ∈ T γ(0) M we have 99 (2) P 0,t (w) =
Proof. Let X(t) = P 0,t (w) be the vector field following the parallel transport By definition, the i-th normal coordinate of Exp γ(0) (t(v 0 + εw)) is t(v i 0 +εw i ). There-106 fore, the i-th coordinate of J w γ(0) (t) = ∂ ∂ε | ε=0 Exp γ(0) (t(γ(0) + εw)) is tw i . Plugging manifolds for which the approximation of the parallel transport by Jacobi field is 116 exact e.g. Euclidean space, but in the general case, one cannot expect to get a better 117 convergence rate. Indeed, we show in the next Section that this scheme for the sphere 118 S 2 has a speed of convergence exactly proportional to 1 N .
119
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2.3. Convergence rate on S 2 . In this Section, we assume that one knows the 120 geodesic path γ(t) and how to compute any Jacobi fields without numerical errors, 121 and show that the approximation due to Equation (2) where | · | is the euclidean norm on R 3 . It is straightforward to see that the parallel 127 transport of w = p × v along γ(t) has constant (θ, φ) coordinates. 128 We assume now that |v| = 1. Since w = p × v is orthogonal to v, we have 129 ∂ ∂ε ε=0 |v + εw| = 0. Therefore:
which does not depend on p. We have J w γ(t) (t) = sin(t)w. Consequently, the se-132 quence of vectors w k built by the iterative process described in Equation (4) verifies
In tangent space 134 coordinates, P 0,1 (w 0 ) = w 0 , so that the numerical error, measured in those tangent 135 space coordinates, is proportional to w 0 1 − sin(1/N )
We have:
It shows a case where the bound 1 N is reached. practical cases, these quantities also need to be computed using numerical methods.
144
Computing geodesics. In order to avoid the computation of the Christoffel sym-145 bols, we propose to integrate the first-order Hamiltonian equations to compute geo-146 desics (see [11] ). Let x(t) = (x 1 (t), . . . , x d (t)) T be the coordinates of γ(t) in a given 147 local chart, and α(t) = (α 1 (t), . . . , α d (t)) T be the coordinates of the momentum 148 g(γ(t))γ(t) ∈ T * γ(t) M in the same local chart. We have then:
This manuscript is for review purposes only. where K(x(t)), a d-by-d matrix, is the inverse of the metric g expressed in the local 151 chart. We will see that to ensure the convergence of the scheme we must use a Runge-152 Kutta scheme of order at least 2 to integrate this equation, for which the error is in
154
Computing J w γ(t) (h). The Jacobi field may be approximated with a numerical 155 differentiation from the computation of a perturbed geodesic γ ε with initial position 156 γ(t) and initial velocityγ + εw where ε is a small parameter:
where the Riemannian exponential may be computed by integration of the Hamilto-159 nian equations (5) over the time interval [t, t + h] starting at point γ(t), see Figure 2 .
160
We will also see that, in general, a choice for ε ensuring a O 1 N order of convergence
The algorithm. Let N ∈ N. We divide [0, 1] into N intervals [t k , t k+1 ], and 
169
(iii) The perturbed geodesic starting at γ k with initial tangent vectorsγ k + εw k at 170 time h, that we denote γ ε k+1 using a second-order Runge-Kutta method.
171
(iv) The estimated parallel transport before renormalization :
The new estimated parallel transport :
where α k and β k are normalization factors ensuring w(t k+1 ) g = w(t 0 ) g and 172 g(w k+1 ,γ k+1 ) = g(w 0 ,γ 0 ) : those quantitites should be conserved during the 173 transport. This comes at a small cost, and we will see in Proposition 4.2 that 174 it allows to put a uniform bound on the approximation of the transport by the 175 Jacobi field. Figure 2 illustrates the principle. A complete pseudo-code is given in appendix A.
177
It is remarkable that we can substitute the computation of the Jacobi Field with only 178 four calls to the hamiltonian equations (5) at each step, including the calls necessary to 179 compute the main geodesic. Note however that the (i) step of the algorithm requires to 180 solve a linear system, which is an operation whose cost increases with the dimension, 181 in a polynomial manner. computing two perturbed geodesics and using a central finite difference:
which is of order 2 instead of the assymetric first-order approximation proposed here.
190
This method requires 6 calls to the Hamiltonian equations, instead of 4. We will study 191 both of these in Section 6 to identify the most cost-effective method to reach a given 192 precision.
193
Remark. To ensure the conservations of both these quantities, we can either solve 194 the linear system to find α and β at step (v), or we can alternatively split w into two With the hypotheses stated in Section 2.1, if we take ε = 1 N , then we have:
. 208 We will see in the proof and in the numerical experiments that choosing ε = h 209 is a recommended choice for the size of the step in the differentiation of the per-210 turbed geodesics, that further decreasing ε has no visible effect on the accuracy of the 211 estimation and that choosing a larger ε lowers the quality of the approximation.
212
Note that our result controls the 2-norm of the error in the global system of 213 coordinates, but not directly the metric norm in the tangent space at γ(1). This 214 is due to the fact that our knowledge of the main geodesic is approximate, with a 215 residual error preventing us from using the metric g at γ(1) as a measure of the error.
216
However, studying the convergence in the global system of coordinates corresponds 217 to a relevant notion of convergence, since the error on the approximation of γ(1) is of 218 order O h 2 and the metric is smooth.
219
Before giving a proof of this theorem in Section 5, we prove some lemmas allowing 220 uniform controls on the different sources of error in the numerical scheme. In Section the radius of the exponential map at p. We consider two basis on T p M: one defined 229 from the global system of coordinates, that we note , and another made of the normal 230 coordinates (defined from the global system of coordinates Φ) centered at p, that we 231 note B Ψ p . We can therefore define Λ(p, q) as the change-of-coordinates matrix between 232 B Φ p and B Ψ p . The operators norms ||| · ||| of these matrices are bounded over K in the 233 following sense :
Proof. Let p ∈ M. We identify T p M with R n to get a norm · g(p) on R n . This 240 norm is equivalent to the 2-norm · 2 so that there exists A > 0 such that for all
. Because K is compact and g varies smoothly, there exists 242 a constant A > 0 which makes this majoration valid at any point, i.e. such that for 243 all p ∈ M, for all v ∈ R n , we have :
. 246 We note q = Exp p (v). The application Λ : (p, v) → |||Λ(p, v)||| is smooth, because 247 the change of basis matrices smoothly depend on the metric g and on the positions 248 of p and q. Moreover, Λ is defined on a compact set and hence reaches its maximum 249 L ≥ 0. Thanks to the upper bound in (7),
This lemma allows us to translate any bound on the components of a tensor in the 
A stronger version of Proposition 2.1.
From there, we can prove a 258 stronger version of Proposition 2.1. We use here the assumption that the manifold 259 has a strictly positive injectivity radius η on K.
The following identity, satisfied for any smooth vector field 265 V on M:
which will be proved in Appendix B.1 provides us with a way to compute the successive
using equation (1) and finally:
where the ∞-norms, taken over the geodesic and the compact K, are finite because 273 the curvature and its derivatives are bounded. In normal coordinates centered at γ(t),
the components of the 275 metric in the normal coordinates, we get:
To obtain an upper bound for this term which does not depend on t, we note that the 278 coefficients of the metric in the global coordinate system are bounded on K. Using 279 the Lemma 4.1, we get a bound into a bound M ≥ 0 valid on all the normal system 280 of coordinates centered at a point of the geodesic, so that:
By equivalence of the norms as seen in the lemma (4.1), and because g varies smoothly, 283 there exists N ≥ 0 such that:
where the dependence of the majoration on t has vanished, and the result stays valid
Similarly, there exists C > 0 such that :
at any point and for any h < max ( η γ(t) g , 1 − t). Gathering equations (9), (10), (11) 289 , we get that there exists a constant A ≥ 0 which does not depend on t, h or w such 290 that:
This manuscript is for review purposes only. Now using equation (8) with V = J w γ(t) and a Taylor's formula, we get :
where we noted r the remainder of the expansion. Therefore :
Now, because the parallel transport is an isometry and thanks to the equation (12): The second order term depends on the second derivative of Λ with respect to h. 321 Restricting ourselves to a compact subset, as in the Lemma 4.1, we get a uniform 322 bound on the norm of this second derivative thus getting a control on the operator 323 norm of Λ(γ(t + h), γ(t)), that we can write, for h small enough :
where B is a positive constant which does not depend on h or t. Now we get :
which is the desired result. Proof. Let k ∈ N. We build an upper bound on the error δ k+1 from δ k . We have :
where 332
•γ is the approximation of the geodesic coordinates at step k.
333
• w k = P 0,t k+1 (w) is the exact parallel transport.
334
•w k is its approximation at step k 335 •J is the approximation of the Jacobi field computed with finite difference.
336
• Jw k γ k (h) is the Jacobi field computed with the approximationsw,γ andγ. 337 We control each of these terms.
338
(1). This is the intrinsic error when using the Jacobi field. We showed in Propo-339 sition 4.2 that for h small enough :
Now, since g varies smoothly and by equivalence of the norms, there exists A > 0 342 such that :
(2). We showed in Section 4.3 below that for h small enough:
(3). This term measures the error linked to our approximate knowledge of the 347 geodesic γ. It is proved in Appendix B.2 that there exists a constant C > 0 which 348 does not depend on k or h such that :
(4). This is the difference between the analytical computation of J and its ap- Gathering equations (14), (15), (16) and (17), there exists a constant F > 0 such 361 that for all k:
Combining those inequalities for k = 1, ..., N , we obtain a geometric series whose sum 364 yields:
366
Here we see that choosing ε = h yields an optimal rate of convergence : choosing a 367 larger value deteriorates the accuracy of the scheme while choosing a lower value still 368 yields a 1 N error. Setting ε = h and recalling that h = 1 N :
Eventually, there exists G > 0 such that, for N ∈ N large enough:
It seems that choosing a lower value or ε could improve the performance, however 373 the numerical experiments showed that the accuracy of the differentiation of J seems 374 to be quickly saturated, and the other approximations become limiting. pression for the parallel transport can also be done using the explicit Christof-392 fel symbols, see [7] . If Σ 0 ∈ SPD(3) and X, W ∈ Sym(3), then :
The code for this numerical scheme can be written in a generic way and used for 395 any manifold by specifying the Hamiltonian equations and the metric. 
404
We assessed the effect of a higher order for the Runge-Kutta scheme in the in-405 tegration of geodesics. Using a fourth order method increases the accuracy of the 406 transport in both cases, by a factor 2.3 in the single geodesic case. A fourth order 407 method is twice as expensive as a second order method in terms of number of calls to 408 the Hamiltonian equations, hence in this case it is the most efficient way to reach a 409 given accuracy. 410 We also investigated the effect of enforcing the conservations of the norm and of 411 the scalar product with the velocity, as discussed in 3.2. Doing so yields an exact 412 transport for the sphere, because it is of dimension 2, and a dramatically improved 413 transport of the same order of convergence for SPD(3) (see Figure 4 ). The complexity 414 of this operation is very low, and we recommend to always use it. It can be expected 415 however that the effect of the enforcement of these conservations will lower as the 416 dimension increases, since it only fixes two components of the transported vector.
417
We also confirmed numerically that without a second-order method to integrate 418 the geodesic equations, the scheme does not converge.
419
Finally, using two geodesic to compute a central-finite difference for the Jacobi 420 Field is 1.5 times more expensive than using a single geodesic, in terms of number of 421 This manuscript is for review purposes only. Step size
Relative error (%)
One perturbed geodesic, Runge-Kutta 2 One perturbed geodesic, Runge-Kutta 4 Two perturbed geodesic, Runge-Kutta 2 Two perturbed geodesic, Runge-Kutta 4 Step size
Relative error (%)
One perturbed geodesic, Runge-Kutta 2 One perturbed geodesic, Runge-Kutta 2, without conservation One perturbed geodesic, Runge-Kutta 4 Two perturbed geodesic, Runge-Kutta 2 Two perturbed geodesic, Runge-Kutta 4 of the fanning scheme with the other Christoffel-less method : the Schild's ladder. 425 We implemented the Schild's ladder on the sphere, and compare the relative errors of 426 both schemes on a same geodesic and vector. We chose this vector to be orthogonal 427 to the velocity, since the transport with the Schild's ladder is exact if the transported 428 vector is colinear to the velocity. We use a closed form expression for the Riemannian 429 logarithm in the Schild's ladder, and closed form expressions for the geodesic. The 430 results are given in Figure 5 . The fanning scheme is 1.6 times more accurate. Step size
One perturbed geodesic, Runge-Kutta 2 Schild's ladder The constants in the speed of convergence don't differ much. Haussdorf-Campbell formula. We also showed that only four calls to the Hamiltonian 443 equations are necessary at each step to provide a satisfying approximation of the 444 transport, two of them being used to compute the main geodesic. We confirmed the 445 rate of convergence numerically, and showed empirically that ensuring the conserva- We give a pseudo-code 461 description of the numerical scheme. We note G the metric. for k = 0, . . . , (N − 1) do 469 integration of the main geodesic 470 4:
6:
perturbed geodesic equation in the direction w k 475 8:
10:
x ε
12: Then:
Proof. Let E i (0) be an orthonormal basis of T γ(0) M. Using the parallel transport 513 along γ, we get orthonormal basis E i (s) of T γ(t) M for all t. We have:
515
On the other hand: 
As previouslt, the 529 term rewrites :
This is the difference between the derivatives of two solutions of the same differential 532 equation (5) with respect to an initial parameter. More precisely, we define Π : This manuscript is for review purposes only.
Now, F i is smooth hence its derivatives are bounded over the compact set [0, η] × [0, 1] × B R n (0, L). Using the mean-value theorem, there exists B > 0 such that for all i, for all t, for all h and for all w with w 2 ≤ L:
so that there exists C > 0 such that for all t, for all h and for all w with w 2 ≤ L : 2) . We rewrite the Hamiltonian equationẋ(t) = F 1 (x(t), α(t)) andα(t) = 568 F 2 (x(t), α(t)). We note x ε , α ε 0 the solution of this equation (in the global system 569 of coordinates) with initial conditions x ε (0) = x 0 and α ε 0 = K(x 0 ) −1 (γ + εw). The 570 term (2) rewrites:
First, we develop x ε in the neighborhood of 0:
.. x ε (t)dt 574 We have, for the last term:
x ε being solution of a smooth ordinary differential equation with smoothly varying 577 initial conditions, it is smooth in time and with respect to ε. Hence, when the initial 578 conditions are within a compact, ∂ ε ... x ε is bounded, hence there exists D > 0 such that:
For the other terms: This manuscript is for review purposes only. and 583ẍ ε (0) = dK(x ε (t))α ε (t) dt
Now we focus on the approximation that we compute with the second-order Runge-585 Kutta scheme, denoting it with a tilde:
We replace F 1 and α ε 0 by their expressions:
We use a Taylor expansion for K:
So that:
The third order terms of x ε − x 0 is: Both these terms are the differences of smooth functions at points whose distance is of 596 order ε w 2 . Because those functions are smooth, and we are only interested in these 597 majorations for points in K and tangent vectors in a compact ball in the tangent space, 598 this third order term is bounded by Eh 3 ε w g where E is a positive constant which 599 does not depend on the position on the geodesic. Finally, the differences between the 600 second order terms of x ε andx ε is zero, so that : whereJ w γ(t) (h) is the numerical approximation of J w γ(t) (h) computed with two perturbed 611 geodesics and a central finite differentiation method. We consider that this approxi-612 mation is computed in the global system of coordinates. 613 The proof is similar to the one above. 
