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current	 issue	 [Cirelli	 &	 Tononi,	 2020])	 and	 perhaps	 more	 generally	 to	 the	
reorganization	of	a	memory	(Genzel,	Kroes	et	al.	2014,	Navarro-Lobato	and	Genzel	
2019).		This	special	 issue	of	 the	Philosophical	Transactions	of	 the	Royal	Society	









such	 an	 understanding,	 and	 specifically	what	makes	 offline	 processes,	 such	 as	
reactivation,	even	more	difficult	to	study	and	explore	than	other	more	traditional	
brain-behaviour	 relationships.	 Addressing	 these	 challenges	 may	 benefit	 from	






before	 or	 after	 an	 event	 (i.e.,	 event	 related	 design).	 That	 event	 could	 be	 the	
presentation	of	a	stimulus,	the	initiation,	or	the	inhibition	of	a	movement,	or	the	
encoding	 of	 a	 memory.	 Brain	 activity	 before	 or	 after	 these	 events	 has	 been	
recorded	across	many	species	from	rodents,	to	non-human	primates,	to	humans	
using	 a	 diverse	 array	 of	 techniques	 from	 single-unit	 recording	 to	 functional	
imaging	such	as,	fMRI	and	MEG/EEG.	Fortunately,	there	is	also	a	diverse	array	of	
techniques	 that	can	be	embedded	within	event-related	designs	 to	modify	brain	
activity	 with	 astonishing	 temporal	 precision.	 From	 the	 use	 of	 optogenetics	 in	
rodents	where	a	pulse	of	light	can	be	used	to	modify,	or	even	create	brain	activity,	
to	Transcranial	Magnetic	Stimulation	 (TMS)	 in	humans	where	a	 single	pulse	of	
magnetic	stimulation	can	modify	brain	activity	(Robertson,	Theoret	et	al.	2003,	
Yizhar,	 Fenno	 et	 al.	 2011).	 Together,	 these	 techniques	 provide	 complementary	
perspectives	by	measuring	 activity	 around	an	 event,	 such	 as	 the	 encoding	of	 a	
memory,	and	manipulating	that	activity	 to	determine	the	critical	 importance	of	
that	activity	for	behaviour.		
Yet,	 different	 techniques	 may	 be	 identifying,	 or	 manipulating	 different	
processes	(please	see,	in	the	current	issue	[van	der	Meer	et	al,	2020;	Tingley	et	al,	
2020;	 Schreiner	 et	 al	 2020]).	 For	 example,	 single	 unit	 recording,	 which	
predominately	measures	cell	body	firing,	could	be	identifying	a	very	different	type	
of	 reactivation,	performing	a	different	 computation	 than	 identified	by	EEG	and	
local	 field	 potentials,	 which	 predominately	 measures	 dendritic	 activity.	
Alternatively,	despite	occupying	different	biological	compartments	(cell	body	vs.	
dendrite)	the	measured	activity	could	be	different	aspects	of	the	same	biological	
process.	 Thus,	 the	 plethora	 of	 available	 techniques	 for	measuring	 reactivation	
presents	 the	 easy	 to	 state,	 but	 difficult	 to	 solve,	 problem	 of	 piecing	 together	








once	 a	 memory	 has	 been	 formed,	 and	 continue	 for	 the	 subsequent	 hours,	 or	
perhaps	days	across	different	brain	states	(wakefulness	vs.	sleep).	Across	those	














can	 take	 many	 forms;	 the	 pattern	 of	 activity,	 its	 variance,	 and	 similarity	 in	
principal	components	are	all	examples	of	the	types	of	brain	activity	comparison	
that	 have	 been	 made	 ((Klinzing,	 Niethard	 et	 al.	 2019);	 please	 also	 see	 in	 the	
current	 issue	[Tingley	et	al,	2020;	van	der	Meer	et	al	2020;	Schyns	et	al	2020];	
Figure	 1).	 All	 of	 these	 techniques	 essentially	 rely	 upon	 what	 has	 become	 the	
defining	feature	of	reactivation:	the	same	brain	activity	during	memory	formation	
being	 found	 during	 subsequent	 rest.	 However,	 this	 approach	 is	 very	 poorly	
constrained.	For	example,	the	period	of	rest	following	memory	formation	is	vast	
extending	for	hours	and	perhaps	days,	which	makes	it	possible	that	a	pattern	of	






Learning	 should	 lead	 to	 subsequent	 reactivation.	 For	 example,	 reactivation	 is	
present	 within	 the	 motor	 cortex	 of	 rodents	 following	 the	 learning	 of	 a	 skill	
memory	 (Genzel	 and	 Robertson	 2015,	 Ramanathan,	 Gulati	 et	 al.	 2015).	 Yet,	
learning	is	not	unique	in	being	able	to	induce	reactivation.	Performing	even	simple	
tasks	 can	 lead	 to	 reactivation	 (Pavlides	 and	 Winson	 1989,	 Wilson	 and	
McNaughton	 1994,	 Skaggs	 and	 McNaughton	 1996).	 Even	 in	 the	 absence	 of	 a	
specific	behaviour	or	task	to	perform,	the	structured	patterns	of	activity	present	
during	wakefulness	can	re-emerge	during	sleep	(Xu,	de	Carvalho	et	al.	2019).	It	is	
perhaps	 important	 to	 distinguish	 this	 type	 of	 reactivation,	 which	 relates	 to	
experience,	from	reactivation	that	emerges	specifically	due	to	learning	and	leads	
to	 memory	 changes,	 such	 as	 enhancement,	 stabilization	 and	 reorganization	
(Robertson	2009).		
Reactivation	 induced	 through	 learning	 may	 simply	 differ	 quantitatively	
form	that	 induced	by	experience.	For	example,	 there	may	be	more	reactivation	
events	 following	 the	 learning	 as	 opposed	 to	 the	 performance	 of	 a	 skill.	 Novel	
events,	such	as	 learning	a	new	skill,	have	been	 linked	to	 increased	 firing	 in	 the	
Ventral	Tegmental	Area	and	an	 increase	hippocampal	 reactivation	 (McNamara,	
Tejero-Cantero	et	al.	2014,	Ambrose,	Pfeiffer	et	al.	2016,	Duszkiewicz,	McNamara	
et	 al.	 2019).	However,	 there	may	also	be	qualitative	differences	between	 these	
reactivation	 events.	 For	 example,	 the	 information	 content	 of	 the	 reactivation	
events,	or	the	brain	areas	participating	in	the	reactivation	may	differ	(please	see	
in	the	current	issue	[McClelland	et	al	2020;	Liu	et	al	2020;	Tatsuno		et	al	2020]).	
Distinguishing	 between	 how	 reactivation	 is	 induced	 may	 provide	 powerful	
insights	into	how	reactivation	drives	circuits,	which	leads	to	either	a	maintenance	






arm	reaching	movements)	 the	changes	 in	 large-scale	connectivity	are	different,	
which	may	be	driven	by	different	forms	(either	qualitatively	or	quantitatively)	of	





The	 information	 encoded	 at	memory	 formation	 should	 also	 be	 present	 during	
reactivation.	Yet	very	few,	if	any,	studies	have	tested	this	aspect	of	reactivation;	
instead,	 it	 has	 largely	 been	 assumed	 that	 during	 reactivation	 the	 information	
being	 processed	 is	 somehow	 related	 to	 the	 information	 encoded	 at	 memory	
formation.	It	is	easy	to	understand	what	has	led	to	this	assumption.		
Firstly,	 such	an	 assumption	 is	 extremely	 seductive	when	 finding	 similar	
patterns	of	brain	activity	at	memory	formation	and	subsequently	offline	during	
reactivation	events.	It	seems	natural	to	assume	that	a	similar	pattern	of	activity	
should	 indicate	 that	a	similar	 type	of	 information	 is	being	processed.	However,	
just	because	an	event	such	as	memory	formation	elicits	a	spatio-temporal	pattern	
of	 neural	 activity	 does	 not	mean	 that	 every	 time	 that	 same	 or	 similar	 activity	
pattern	is	observed	then	that	memory	is	being	formed	or	processed.	This	is	similar	
to	 the	 falsie	 that	 activation	 of	 a	 specific	 brain	 area;	 for	 example,	 the	 medio-
temporal	 lobe,	 is	 always	 attributable	 to	 the	 processing	 of	 a	 specific	 type	 of	
information	 (for	 example,	 declarative	 or	 episodic	 information;	 i.e.,	 reverse	
inference	is	not	valid).		
Secondly,	 there	 are	 very	 reasonable	 pragmatic	 reasons	 for	 making	 the	
assumption	 that	 the	 same	 information	 encoded	 at	 memory	 formation	 is	 also	
processed	during	reactivation	events.	The	challenges	in	relating	a	pattern	of	brain	








particular	 type	 of	 information.	 Being	 able	 to	 do	 so	 is	 not	 simply	 essential	 for	





different	 brain	 states	 –	 the	 goal	 is	 enhanced	 over	 sleep;	 while,	 the	 action	 is	
enhanced	over	wakefulness	–	and	this	state-dependent	dissociation	may	be	due	to	
only	a	critical	subset	of	information	acquired	at	skill	formation	being	reactivated	






during	 these	 different	 states	 (Peyrache,	 Khamassi	 et	 al.	 2009,	 Battaglia,	
Borensztajn	 et	 al.	 2012,	 Genzel,	 Kroes	 et	 al.	 2014,	 Navarro-Lobato	 and	 Genzel	
2019).		
Identifying	 the	 type	 of	 information	 being	 processed	 during	 reactivation	
events	could	provide	a	mechanistic	explanation	for	the	nature	of	offline	memory	

















Spencer,	 Sunm	 et	 al.	 2006)).	 Other	 changes	 also	 occur	 to	 a	 memory	 offline	
following	its	formation.	From	the	stabilisation	of	a	memory	making	it	resistant	to	
disruption	 and	 interference	 in	 the	 hours	 after	 its	 formation,	 to	 memory	
reorganization	leading	to	the	extraction	of	common	features	(for	model	please	see	
in	the	current	issue	[McClelland	et	al,	2020]);	for	example,	the	common	meaning	












Other	 studies	 have	 sought	 to	 make	 a	 causative	 connection	 between	
reactivation	and	memory	changes.	One	approach	has	been	to	disrupt	brain	activity	













has	 shown	 that	 reactivation	 is	 critical	 for	 subsequent	 offline	 changes	 in	 a	 skill	
memory	 (Kim,	 Gulati	 et	 al.	 2019).	 Subsequent	 work	 elegantly	 showed	 that	




be	 disrupted	 but	 also	 to	 be	modified	 in	 a	multiplicity	 of	ways.	 The	 number	 of	










A	 skill	 can	be	 enhanced	 through	practice,	 and	 enhancement	 also	 occurs	
offline	where	it	is	correlated	to	reactivation	events	(Robertson,	Pascual-Leone	et	
al.	2004,	Genzel	and	Robertson	2015,	Ramanathan,	Gulati	et	al.	2015).	Equally,	a	
memory	 can	be	unstable,	 susceptible	 to	disruption	 following	 its	 formation,	but	
through	 prolonged	 practice	 it	 becomes	 stable	 and	 resistant	 to	 disruption	











2019);	 see	 also	 (Bonstrup,	 Iturrate	 et	 al.	 2019)).	 It	would	 be	 triggered	 during	
practice	 and	 subsequently	 continues	 offline	 perhaps	multiplexed	 in	with	 other	
patterns	of	neural	activity	that	are	supporting	current	behavioural	performance.	
Yet,	there	are	some	important	problems	with	this	perspective.		
The	 same	 or	 at	 least	 broadly	 similar	 circuits	 would	 be	 expected	 to	 be	
critical	for	the	acquisition	of	a	memory	and	its	subsequent	offline	processing.	After	
all,	 practice	 and	 reactivation	 during	 subsequent	 offline	 processing	 are	 being	
envisaged	as	essentially	the	same	process.	However,	while	the	hippocampus	may	
not	be	critical	for	the	formation	of	some	types	of	memory	it	is	absolutely	vital	for	










explanation	 for	reactivation	events	being	 time-compressed.	For	example,	 it	has	
been	 proposed	 that	 time-compression	 could	 enhance	 Hebbian	 plasticity	
(Sadowski,	Jones	et	al.	2016,	Matheus	Gauy,	Lengler	et	al.	2018).	





no	variation	 in	 their	song.	Highly	stereotyped	behaviours	may	be	 improved,	or	
supported	though	high-fidelity	reactivation,	which	may	depend	upon	songbirds	
not	 having	 high-frequency	 sharp	 wave	 ripples	 (SWR;	 (Rattenborg,	 Martinez-
Gonzalez	et	al.	2011).		
Yet,	 by	 contrast,	 the	 lack	 of	 fidelity	 associated	 with	 time	 compressed	
reactivation	may	allow	more	flexible	behaviours;	perhaps	due	to	the	SWR,	which	




an	 answer	 is	 dependent	 upon	 sleep,	 and	 perhaps	 reactivation	 during	 sleep.	
Another	solution	to	arriving	at	an	answer	faster,	which	some	participants	use,	is	
simply	 to	 increase	 the	speed	at	which	each	 iterative	step	 is	completed.	Both	of	

















may	 drive	 circuits,	 and	 lead	 to	 memory	 changes	 that	 are	 distinct	 and	
complementary	 to	 that	 achieved	 during	 practice.	 However,	 this	 leads	 to	












Reactivation	can	no	 longer	be	dismissed	as	 the	mere	 “echo”	of	earlier	memory	




changes	 (synaptic	 to	 myelination),	 how	 this	 alters	 function	 within	 and	 across	
circuits,	 and	 in	 turn	 changes	memory	 peformance	 remains	 poorly	 understood.	
Memory	changes	such	as	an	increase	in	skill	that	occur	during	practice	can	also	be	
driven	 by	 reactivation	 during	 subequent	 offline	 processing,	 equally,	 other	
memory	changes	are	perhaps	 the	unique	product	of	 reactivation	during	offline	
processing	 ((Robertson,	 Pascual-Leone	 et	 al.	 2004,	 Ramanathan,	 Gulati	 et	 al.	




time	 compressed).	This	diversity	may	be	due	 to	 the	 information	 content	being	
different	for	different	reactivation	episodes.	Yet,	at	present	we	lack	a	clear	means	
to	measure	the	information	contained	within	a	memory	at	its	formation,	far	less	
during	 its	 reactivation.	 Addressing	 these	 challenges	 offers	 the	 promise	 of	 a	




















the	 circle	 represents	 a	 neuron	 and	 the	 lines	 thickness	 indicates	 correlation	
strength.	(B.)	Sequence	Replay	in	which	each	line	represents	the	activity	of	one	
neuron,	thus	the	sequence	of	activity	during	the	task	(left)	can	be	found	in	a	time-
compressed	 replay	 during	 subsequent	 rest	 (right;	 for	 example,	 (Davidson,	
Kloosterman	 et	 al.	 2009).	 (C.)	 Similar	 time-compression	 can	 also	 be	 found	 in	
template	matching	techniques,	for	which	the	actual	sequence	between	neurons	is	








Figure	 2:	 Different	 oscillations	 that	 have	 been	 linked	 to	 memory	
reactivations.	(A.)	The	slow	oscillation	(SO)	–	 is	caused	by	global	on-off	states	
during	NREM	sleep	–	which	 is	 visible	on	 the	 surface	EEG	as	 a	K-complex	 (0.5-
1.5Hz).	(B.)	Slow	wave	activity	(SWA,	or	delta	waves,	1-4Hz),	which	are	due	to	
local	on-off	states	occurring	mainly	during	deep	or	slow	wave	sleep.	(C.)	The	sleep	










this	 special	 issue,	 to	 the	 Royal	 Society	 for	 supporting	 the	 earlier	 meeting	 at	
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