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STABILIZED LEAPFROG BASED LOCAL TIME-STEPPING
METHOD FOR THE WAVE EQUATION
MARCUS J. GROTE, SIMON MICHEL, AND STEFAN A. SAUTER
Abstract. Local time-stepping methods permit to overcome the severe sta-
bility constraint on explicit methods caused by local mesh refinement without
sacrificing explicitness. Recently, a leapfrog based explicit local time-stepping
(LF-LTS) method was proposed for the time integration of second-order wave
equations. Optimal convergence rates were proved for a conforming FEM dis-
cretization, albeit under a CFL stability condition where the global time-step,
∆t, depends on the smallest elements in the mesh. In general one cannot
improve upon that stability constraint, as the LF-LTS method may become
(linearly) unstable at certain discrete values of ∆t. To remove those critical
values of ∆t, we propose a slight modification of the original LF-LTS method
which nonetheless preserves its desirable properties: it is fully explicit, second-
order accurate, satisfies a three-term (leapfrog like) recurrence relation, and
conserves the energy. The new stabilized LF-LTS method also yields optimal
convergence rates for a standard conforming FE discretization, yet under a
CFL condition where ∆t no longer depends on the mesh size inside the locally
refined region.
1. Introduction
For the time integration of second-order wave equations, the leapfrog (LF)
method [27] probably remains to this day the most popular numerical method.
Based on a centered finite difference approximation of the second-order time de-
rivative, it is second-order accurate, explicit, time-reversible, symplectic and, for
linear problems, conserves (a discrete version of) the energy for all time [26]. For
the spatial discretization of partial differential equations, finite element methods
(FEM) provide a flexible approach, which easily accomodates a varying mesh size
or polynomial degree. Not only do FEM permit the use of high-order polynomials,
necessary to capture the oscillatory nature of wave phenomena and keep numerical
dispersion (“pollution error”) minimal [1], but they are also apt at locally resolving
small geometric features or material interfaces. Hence the combined FEM and LF
based numerical discretization of second-order wave equations has proved a versatile
and highly efficient approach, be it in acoustics, electromagnetics or elasticity.
Local mesh refinement, however, can cause a severe bottleneck for the LF method,
or any other standard explicit scheme, due to the stringent CFL stability condition
on the time-step imposed by the smallest element in the mesh. Even when the
locally refined region consists of a few small elements only, those elements will dic-
tate a tiny time-step throughout the entire computational domain for stability. To
overcome the crippling effect of a few small elements, without sacrificing its high
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efficiency or explicitness elsewhere, various local time integration strategies were
proposed in recent years which use smaller time-steps or an alternative method
inside the regions of local mesh refinement. Hence, inside the “coarse” part of the
mesh, where most of the elements reside, the standard LF method is used as is.
Inside the “fine” part, however, where the remaining smaller elements are located,
the time integration is either implicit or explicit.
Following the classical IMEX (implicit-explicit) approach, a first locally implicit
method for a DG discretization of Maxwell’s equations was proposed by Piperno
[36]; it combines the LF (or Størmer-Verlet) method in the coarse part with the
Crank-Nicolson (CN) method in the fine part of the mesh and was further analyzed
in Dolean et al. [18]. Independently, Verwer proposed a similar second-order CNLF
method for Maxwell’s equations [41]. From a comparison of those two schemes,
Descombes et al. “advise the use of the IMEX method from [41]” to avoid any
order reduction [14]. Hochbruck and Sturm proved optimal error estimates for the
CNLF scheme from [41] when combined with a centered or an upwind discontinuous
Galerkin (DG) FE discretization of Maxwell’s equations [29, 28]. In [6], Chabassier
and Imperiale proposed fourth-order energy-preserving IMEX schemes for the wave
equation. Here, the computational domain is divided by a fixed artificial boundary
into a coarse and fine region with a Lagrange multiplier along the interface.
Even earlier, Collino et al. proposed a LF based local time-stepping (LTS)
method for the wave equation, which also employs the explicit LF method in the fine
part yet with a smaller step-size [11, 13]; error estimates were derived in [12, 31] for
the one-dimensional wave equation. Stability of this second-order method, however,
is guaranteed by enforcing the conservation of a discrete energy which requires at
every time-step the solution of a linear system for the shared unknowns at the
interface; hence, the overall scheme is not fully explicit.
A fully explicit second-order LTS method based on Størmer-Verlet and a DG
space discretization was also proposed for Maxwell’s equations by Piperno [36],
which was rewritten in a somewhat more efficient time-staggered form by Montseny
et al. [34]. In [15], Diaz and Grote proposed LF based local time-stepping (LTS)
methods of arbitrarily high accuracy for second order wave equations. Hence, when
combined with a mass-lumped conforming [10, 9] or discontinuous Galerkin FE
discretization [24] in space, the resulting method is truly explicit and inherently
parallel. A multilevel version was later proposed [16] and successfully applied to
3D seismic wave propagation [33] and achieved high parallel efficiency on an HPC
architecture [37].
Optimal convergence rates for the LF-LTS method from [15] were recently de-
rived for a conforming FEM discretization, albeit under a CFL condition where the
global time-step ∆t in fact depends on the smallest elements in the mesh [22]. In
doing so, the inner loop over the p local LF steps of size ∆t/p was rewritten in terms
of a single global time-step ∆t, which involves Chebyshev polynomials. In general
one cannot improve upon the stability constraint on ∆t, as the LF-LTS method
may become linearly unstable at certain discrete values of ∆t. Although those
instabilities only matter in special situations and for long time simulation, they
nonetheless thwart any attempt to guarantee that the numerical solution remains
bounded for all time independently of p, that is under a CFL condition imposed by
the coarse mesh only.
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Here we propose a stabilized version of the original LF-LTS method [15], which
completely removes the potentially unstable behavior at discrete time-steps, while
preserving all the desirable properties of the original method: it is fully explicit,
proceeds by a three-term recurrence relation and conserves (a discrete version of)
the energy; hence, the (leapfrog-like) structure of the resulting algorithm remains
unchanged.
The rest of our paper is structured as follows. In Section 2, we first introduce the
notation underlying a conforming Galerkin FE discretization of the wave equation
together with mass-lumping. Next, we present the Galerkin FE formulation of the
new stabilized LF-LTS method, where the coefficients in the inner loop are replaced
by those from stabilized Chebyshev polynomials. In Section 3, we prove continuity,
symmetry and coercivity of the resulting stabilized bilinear form and introduce a
new CFL stability condition, which no longer depends on the mesh size inside the
locally refined region. Then, we derive an error equation and prove optimal error
estimates in the L2-norm. Finally, in Section 4, we illustrate the optimal stability
and convergence properties of the stabilized LF-LTS method and also compare it
to the original LF-LTS approach from [15].
We note that the idea of replacing standard Chebyshev polynomials by their sta-
bilized version for added stability is well-known in the parabolic context [40, 42].
It was also recently used to stabilize a multirate leapfrog-Chebyshev (discrete
Gautschi-type) method for semilinear or nonlinear wave equations [5] and the La-
grange multiplier based LTS approach in [7].
2. Galerkin Discretization with leapfrog Based Local Time-Stepping
2.1. The Wave Equation. Let Ω ⊂ Rd be a bounded Lipschitz domain with
boundary Γ = ∂Ω and assume there exists a partition Γ = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅,
where |ΓD| > 0. For 1 ≤ q ≤ ∞, let Lq (Ω) be the standard Lebesgue space
with norm ‖·‖Lq(Ω). For q = 2, the scalar product in L2 (Ω) is denoted by (·, ·)
and the norm by ‖·‖ := ‖·‖L2(Ω). For k ∈ N0 and 1 ≤ q ≤ ∞, let W k,p (Ω)
denote the classical Sobolev spaces equipped with the norm ‖·‖Wk,q(Ω). For q = 2,
these spaces are Hilbert spaces and denoted by Hk (Ω) := W k,2 (Ω) with scalar
product (·, ·)Hk(Ω) and norm ‖·‖Hk(Ω) := (·, ·)1/2Hk(Ω) := ‖·‖Wk,2(Ω). The space of
Sobolev functions in H1 (Ω) which vanish on the Dirichlet part of the boundary
∂Ω is denoted by H1D (Ω) :=
{
w ∈ H1 (Ω) : w|ΓD = 0
}
. For ΓD = Γ, we use the
shorthand H10 (Ω). Throughout this paper we restrict ourselves to function spaces
over the field of real numbers.
Let V ⊂ H1 (Ω) denote a closed subspace of H1 (Ω), such as V = H1 (Ω) or
V = H10 (Ω), and a : V × V → R denote a bilinear form, which is symmetric,
continuous, and coercive:
(2.1a) a (u, v) = a (v, u) ∀u, v ∈ V
and
(2.1b) |a (u, v)| ≤ Ccont ‖u‖H1(Ω) ‖v‖H1(Ω) ∀u, v ∈ V
and
(2.1c) a (u, u) ≥ ccoer ‖u‖2H1(Ω) ∀u ∈ V,
with 0 < ccoer ≤ Ccont.
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We now consider the wave equation, where, for simplicity, we restrict ourselves to
a homogeneous right-hand side: For given u0 ∈ V, v0 ∈ L2 (Ω), find u : [0, T ] → V
such that
(2.2) (u¨, w) + a (u,w) = 0 ∀w ∈ V, t > 0
with initial conditions
(2.3) u (0) = u0 and u˙ (0) = v0.
It is well known that (2.2)–(2.3) is well-posed for sufficiently regular u0 and v0
[32]. In fact, the weak solution u can be shown to be continuous in time, that is,
u ∈ C0(0, T ;V ) ∩ C1(0, T ;L2 (Ω)) – see [[32], Chapter III, Theorems 8.1 and 8.2]
for details – which implies that the initial conditions (2.3) are well-defined.
Example 2.1. The classical second-order wave equation in strong form is given by
∂2t u−∇ · (c2∇u) = 0 in Ω× (0, T ),
u = 0 on ΓD × (0, T ),
∂u
∂ν
= 0 on ΓN × (0, T ),
u|t=0 = u0 in Ω,
ut|t=0 = v0 in Ω,
(2.4)
where the velocity field c(x) satisfies 0 < cmin ≤ c(x) ≤ cmax. In this case, we have
V := H1D (Ω) and a (u, v) :=
(
c2∇u,∇u).
2.2. Galerkin Finite Element Discretization. For the semi-discretization in
space of (2.2), we shall employ the Galerkin finite element method and thus first
need to introduce some notation. For a spatial dimension d ∈ {1, 2, 3}, we assume
that the bounded Lipschitz domain Ω ⊂ Rd is an interval for d = 1, a polygonal do-
main for d = 2, and a polyhedral domain for d = 3. Now, let T := {τi : 1 ≤ i ≤ NT }
denote a conforming (i.e.: no hanging nodes), simplicial finite element mesh for Ω
with
hτ := diam τ, h := max
τ∈T
hτ
and ρτ the diameter of the largest inscribed ball in τ . Without loss of generality,
we may assume that there is fixed h0 > 0 such that
(2.5) h ≤ h0.
Clearly, the choice h0 = diamΩ is always possible. As a convention, the simplices
τ ∈ T are closed sets. The shape regularity constant γ of the mesh T is defined by
γ (T ) :=

1, d = 1,
max
τ∈T
{
hτ
ρτ
}
, d = 2, 3.
Let Pm denote the space of d-variate polynomials of maximal total degree m.
For a subset ω ⊂ Rd, we write Pm (ω) for Pm|ω. For m ∈ N, we define the standard
continuous, piecewise polynomial finite element space by
SmT :=
{
u ∈ C0 (Ω) | ∀τ ∈ T : u|τ ∈ Pm (τ)
}
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and the space of piecewise constant functions by
S0T :=
{
u ∈ L1 (Ω) | ∀τ ∈ T : u|τ ∈ P0 (τ)
}
.
Although functions in SmT are H
1-conforming, they do not satisfy any boundary
conditions.
The finite element space S, which we will use for the spatial Galerkin discretiza-
tion, may equal SmT or lie between two of the spaces S
m
T . To be more precise,
let
τˆ :=
{
x = (xi)
d
i=1 ∈ Rd≥0 :
d∑
i=1
xi ≤ 1
}
be the reference simplex and φτ : τ̂ → τ denote an affine pullback for τ ∈ T . We
assume that the space S is given by
(2.6a) S = {u ∈ V | ∀τ ∈ T : u ◦ φτ ∈ P} ,
for some fixed polynomial space P which satisfies
(2.6b) Pm (τˆ) ⊂ P ⊂ Pm′ (τˆ )
for a maximal integerm ≥ 1 and a minimal integerm′. As a consequence, SmT ∩V ⊂
S ⊂ Sm′T ∩ V obviously holds.
Then, the semi-discrete wave equation is given by: find US : [0, T ] → S such
that
(2.7a)
(
U¨S, v
)
+ a (US, v) = 0 ∀v ∈ S, t > 0.
To formulate initial conditions for US , the given data u0, v0 in (2.4) must be mapped
to the finite element space S. For any integer s with 2 ≤ s ≤ m+1, any 0 ≤ µ ≤ s,
and any real number q with 2 ≤ q ≤ ∞, we assume there exists a bounded linear
operator rS :W
s,q (Ω)→ S with the property:
(2.8)
(∑
K∈T
‖rSv − v‖qWµ,q(K)
)1/q
≤ Chs−µ ‖v‖W s,q(Ω) ∀v ∈W s,q (Ω) ∩ V,
for a constant C independent of v and h.
Once the operator rS is chosen, the initial conditions read
(2.7b) US (0) = rSu0 and U˙S (0) = rSv0
and we henceforth assume that u0, v0 ∈ H2 (Ω).
Example 2.2. Since the space dimension satisfies d ∈ {1, 2, 3}, Sobolev’s embed-
ding theorem implies H2 (Ω) →֒ C0 (Ω) so that rS can be chosen as the standard
nodal interpolant into SmT ∩ V (cf. [8, Thm. 3.1.5]). The inclusion SmT ∩ V ⊂ S
implies that rS also maps into S and from [8, Thm. 3.1.5], we conclude that (2.8)
holds.
2.3. Mass-Lumping. The basis representation of the L2 scalar product in (2.7a)
leads to a matrix, which is usually called the mass matrix. For fully explicit time
integration, it is crucial to replace this matrix by a lumped matrix, which is positive
definite, diagonal and preserves the optimal rates of convergence; it can also be
interpreted as a quadrature approximation of the local L2 scalar products (·, ·)L2(τ).
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For S, we choose a local nodal basis bz, z ∈ Σ, where Σ is a set of discrete nodal
points in Ω which serve as counting indices for the basis, such that
(2.6c) supp bz ⊂
⋃
{τ ∈ T : z ∈ τ} .
Hence, every function u ∈ S has the (unique) representation
(2.9) u =
∑
z∈Σ
uzbz, uz ∈ R
for some coefficient vector u = (uz)z∈Σ. By convention, u ∈ S and (uz)z∈Σ are
related by (2.9) whenever they appear in the same context.
Definition 2.3. Let S satisfy (2.6). The space S spanned by the basis (bz)z∈Σ is
mass-lumping admissible, if there exists a positive definite diagonal matrix DΣ =
diag [dz : z ∈ Σ] such that the scalar product
(2.10) (u, v)T :=
∑
z∈Σ
dzuzvz ∀u, v ∈ S
induces a norm on S,
(2.11) ‖u‖T := (u, u)1/2T ,
which is equivalent to the L2 (Ω)-norm: there exists a constant Ceq > 0 such that
(2.12) C−1eq ‖u‖T ≤ ‖u‖ ≤ Ceq ‖u‖T ∀u ∈ S.
In addition, we require that the mass-lumped scalar product is exact up to degree
m+m′ − 2, or more precisely, that it satisfies (cf. [9, Cond. A, after (4.2)])
(2.13) (u, v)T = (u, v) ∀u ∈ SkT , ∀v ∈ Sk
′
T , k + k
′ ≤ max {m+m′ − 2,m′ + 1} .
We also associate to the restricted bilinear form the linear operator AS : S → S
defined by
(2.14)
(
ASu, v
)
T
= a (u, v) ∀u, v ∈ S.
Remark 2.4. In the one-dimensional case d = 1, it is well known that the choice
S = SmT ∩ V is mass-lumping admissible, if Σ corresponds to the Gauss-Lobatto
quadrature points and DΣ to the resulting quadrature approximation on each in-
terval of the mesh [10].
In the two-dimensional case d = 2, the lowest order choice S = S1T ∩ V is also
mass-lumping admissible, if Σ corresponds to the set of all triangle vertices except
for those on the Dirichlet part of the boundary. Then, the lumped mass matrix can
be obtained via a quadrature scheme which employs the vertices of the triangles as
quadrature points. For m = 2 and m = 3, the space SmT ∩ V is not mass-lumping
admissible for quadrature schemes defined on single triangles. However, the space
can be enriched by certain ”bubble functions” in Sm
′
T with m
′ = m+ 1 to obtain a
finite element space S and a quadrature scheme which is mass-lumping admissible
[9]. Alternatively, for m = 2, the “hybrid” quadrature rules as in [21, Sect. 4]
can be used for the standard space SmT ∩ V provided the mesh satisfies certain
connectivity assumptions on its graph.
In the three-dimensional case d = 3, again the lowest order choice S = S1T ∩ V
is inherently mass-lumping admissible while for m = 2, 3, 4, enriched finite element
spaces introduced in [19] are mass-lumping admissible.
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Since local time-stepping methods use different time-steps in different parts of
the domain, we now partition the finite element mesh T into a quasi-uniform (or
coarse) part Tc of mesh size hc := h and a locally refined (or fine) part Tf := T \Tc
of mesh size hf := maxτ∈Tf hτ , i.e., T = Tc∪Tf and Tc∩Tf = ∅. Similarly, we define
coarse and locally refined regions of the domain1, see Fig. 1, as
Ωc := int
(⋃
τ∈Tc
τ
)
, Ωf := int
(⋃
τ∈Tf
τ
)
, Ω+f := int
(
Ωf ∪
(⋃
τ∈Tc,τ∩Ωf 6=∅
τ
))
.
Hence, Ω+f contains Ωf and all elements immediately adjacent to it. We note that
Ωf and Ωc are disjoint, while their union covers all of Ω except for the coarse/fine
interface, and that Ωc ∪ Ω+f = Ω.
We also split the degrees of freedom associated with the fine or coarse parts of
the mesh, respectively, as
Σf := Σ ∩Ωf and Σc := Σ\Σf ,
and introduce the corresponding FE subspaces
Sc := span {bz : z ∈ Σc} and Sf := span {bz : z ∈ Σf} .
Since the support of functions in Sc is contained in Ωc and the support of functions
in Sf is contained in Ω
+
f due to (2.6c), we have the direct sum decomposition: for
every u ∈ S there exist unique uc ∈ Sc and uf ∈ Sf such that
(2.15) u = uc + uf .
Hence, we can define the projections ΠSc : S → Sc and ΠSf : S → Sf by
(2.16) ΠSc u := uc and Π
S
f u := uf .
In fact, the decomposition (2.15) is orthogonal with respect to the (·, ·)T scalar
product – see Lemma 3.2 below –, which will be essential to prove sharp bounds
for the eigenvalues of our discrete bilinearform in Theorem 3.7.
With the definitions ans notations introduced above, the semi-discrete wave
equation with mass-lumping then is given by: find uS : [0, T ]→ S such that
(2.17a) (u¨S, v)T + a (uS , v) = 0 ∀v ∈ S, t > 0
with initial conditions
(2.17b) uS (0) = rSu0 and u˙S (0) = rSv0.
2.4. Stabilized LF-LTS Galerkin FE Formulation. We now present the fully
discrete space-time Galerkin FE formulation of our stabilized leapfrog based local
time-stepping LF-LTS scheme. To do so, let the (global) time-step ∆t = T/N and
u
(n)
S denote the FE approximation at time tn = n∆t. Given the numerical solution
u
(n−1)
S and u
(n)
S at times tn−1 and tn, the LF-LTS method then computes the
numerical solution u
(n+1)
S of (2.17) at tn+1 by using a smaller time-step ∆τ = ∆t/p
inside Ω+f , where p ∈ N denotes the “coarse” to “fine” time-step ratio. Clearly, if the
maximal velocity in the coarse and the fine regions differ significantly, the choice of
p should also reflect that variation and instead denote the local CFL number ratio.
For the definition of the stabilized LF-LTS method, we will employ Chebyshev
polynomials of the first kind [38], denoted by Tp, and a (small) stabilization pa-
rameter 0 ≤ ν ≤ 1. The smaller ν, the smaller the amount of stabilization added
1By int (M) we denote the open interior of a subset M ⊂ Rd.
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Figure 1. Example of a locally refined mesh for d = 2 and m = 1.
The white triangles form Ωc and the dark grey triangles form Ωf ;
Ω+f consists of both dark and light grey triangles. Vertices asso-
ciated to Σc are marked with black diamonds, red dots represent
Σf .
to the LTS method. For ν = 0, no stabilization is applied and the LTS method
reduces to the original scheme from [15, 22].
Next, let Pp,ν ∈ Pp denote the polynomial
(2.18) Pp,ν (x) := 2
1− Tp
(
δp,ν − xωp,ν
)
Tp (δp,ν)
 with
ωp,ν := 2
T ′p (δp,ν)
Tp (δp,ν)
,
δp,ν := 1 + ν/p
2,
which correspond to shifted and rescaled stabilized (aka damped) Chebyshev poly-
nomials [30]. Since Pp,ν (0) = 0 and P
′
p,ν (0) = 1, we may rewrite Pp,ν as
Pp,ν (x) = x
1− 2
p2
p−1∑
j=1
αp,νj
(
x
p2
)j
for some coefficients αp,νj . As the coefficients α
p,ν
j are never needed for the algo-
rithm, we omit an explicit representation here. We also define the reduced polyno-
mials P∆tp,ν , Q
∆t
p,ν ∈ Pp−1 by
(2.19) P∆tp,ν (x) :=
Pp,ν
(
∆t2x
)
∆t2x
and Q∆tp,ν (x) := 1− P∆tp,ν (x) .
Note that the polynomials Q∆tp,ν , P
∆t
p,ν can be applied to any linear operator which
is an endomorphism.
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Figure 2. Graphs of Pp,ν
(
p2x
)
for different p and ν = 0 (left) or
ν = 0.3 (right). Dashed lines indicate the bounds proved in Lemma
A.5.
In Fig. 2, we display the polynomials Pp,ν
(
p2x
)
for x ∈ [0, 4] and different values
of p and ν. For ν = 0, we observe that their values also lie within [0, 4], with p− 1
points of tangency at the upper or lower bounds. In contrast for ν = 0.3, the values
of Pp,ν
(
p2x
)
stay strictly inside (0, 4) for x ∈ [0, 4− ǫ], for some ǫ > 0.
Now, let ap,ν : S × S → R denote the stabilized discrete bilinear form
(2.20) ap,ν (u, v) := a
(
u−Q∆tp,ν
(
ΠSf A
S
)
u, v
) ∀u, v ∈ S
with associated (linear) operator AS,p,ν : S → S
AS,p,ν := AS
(
I −Q∆tp,ν
(
ΠSf A
S
))
= ASP∆tp,ν
(
ΠSf A
S
)
(2.21)
=
(
AS
)1/2
P∆tp,ν
((
AS
)1/2
ΠSf
(
AS
)1/2) (
AS
)1/2
.
The stabilized LF-LTS method is then defined for n ≥ 1 as
(2.22)
(
u
(n+1)
S − 2u(n)S + u(n−1)S , w
)
T
= −∆t2ap,ν
(
u
(n)
S , w
)
∀w ∈ S,
u
(0)
S = rSu0
u
(1)
S = rSu0 +∆t rSv0 −
∆t2
2
ASu0
For p = 1, the bilinear forms ap,ν and a coincide because ω1,ν = 2/δ1,ν and therefore
Q∆t1,ν(x) is identically zero; then (2.22) corresponds to the standard leapfrog scheme.
Remark 2.5. In (2.22), the term a (u0, w) in the third equation could be replaced
by ap,ν (u0, w) thereby allowing for local time-stepping already during the very first
time-step. In that case, the analysis below also applies but requires a minor change,
namely, replacing AS by AS,p,ν in (3.37) and (3.38) below. This modification nei-
ther affects the stability nor the convergence rate of the overall stabilized LF-LTS
scheme.
Given the constants
(2.23) βk :=
Tk−1 (δp,ν)
Tk+1 (δp,ν)
and βk+1/2 :=
Tk (δp,ν)
Tk+1 (δp,ν)
, 1 ≤ k ≤ p− 1,
we list the full stabilized LF-LTS algorithm. Note that βk and βk+1/2 only need to
be computed once for any particular choice of p and ν.
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Stabilized LF-LTS Galerkin FE Algorithm. Let n ≥ 1.
(1) Given u
(n−1)
S , u
(n)
S , set z
(n)
S,0 := u
(n)
S and compute w
(n)
S as
w
(n)
S = A
SΠSc z
(n)
S,0.
(2) Compute
z
(n)
S,1 = z
(n)
S,0 −
1
2
(
∆t
p
)2 (
2p2
ωp,νδp,ν
)(
w
(n)
S +A
SΠSf z
(n)
S,0
)
.
(3) For k = 1, . . . , p− 1, compute
z
(n)
S,k+1 = (1 + βk) z
(n)
S,k − βkz(n)S,k−1
−
(
∆t
p
)2(
2p2
ωp,ν
)
βk+1/2
(
w
(n)
S +A
SΠSf z
(n)
S,k
)
.
(4) Compute
u
(n+1)
S = −u(n−1)S + 2z(n)S,p.
The above algorithm is equivalent to (2.22) – see Theorem B.2 in Appendix B.
If the target space Sf of Πf is relatively small, the overall cost will be dominated
by the computation of w
(n)
S , which requires a single operation with A
SΠSc per time-
step ∆t. All further operations with ASΠSf involve only those unknowns that are
associated with Ω+f . Inside Ωc, away from the coarse/fine interface, the above
algorithm reduces to the standard LF method with time step ∆t, regardless of p or
ν.
Moreover, the above notation immediately translates into the discrete matrix-
vector-type notation previously used in (cf. [15, section 3.1]) by recognizing that
the operators AS , ΠSf correspond to the matrices A and P used there. In [15],
the diagonal matrix P , with entries equal to zero or one, identifies the unknowns
associated to the locally refined region; hence, the projection ΠSc corresponds to
the matrix I − P .
Remark 2.6. For ν = 0, the above algorithm coincides with the original LF-LTS
algorithm from [15, 22], since δp,0 = 1, and therefore βk = βk+1/2 = 1 and ωp,0 =
2p2 because T ′p(1) = p
2 [38].
Remark 2.7. If ΠSf corresponds to the identity, i.e. a smaller time-step is applied
everywhere, the above algorithm reduces to the leapfrog-Chebyshev formulation
from [20, Corollary 3] for ν = 0, which was extended to the more general case ν ≥ 0
in [5].
3. Stability and Convergence Analysis
3.1. Estimates of the Bilinearform. The time-steps ∆t and ∆τ = ∆t/p, p ∈ N,
used in Tc and Tf , respectively, are each determined by the smallest element in
either part of the mesh. Hence, the “coarse”-to-“fine” time-step ratio, p, must
satisfy
min {hτ : τ ∈ Tc}
hτ
≤ p ∀τ ∈ T .
Given the quasi-uniformity constant for the coarse mesh Tc,
Cqu,c :=
hc
min {hτ : τ ∈ Tc} ,
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the ratio between the largest and smallest elements of the mesh is thus bounded by
(3.1)
hc
hτ
≤ Cqu,cp ∀τ ∈ T .
Lemma 3.1. Let (2.5), (2.12), and (3.1) be satisfied. There exists a constant
Cinv,loc > 0, which only depends on γ (T ) and m, such that for all τ ∈ T
(3.2) ‖∇u‖L2(τ) ≤ Cinv,loch−1τ ‖u‖L2(τ) , ∀u ∈ SmT .
The global version for the coarse mesh part of T involves the quasi-uniformity
constant Cqu,c :
(3.3) ‖u‖H1(Ωc) ≤ Cinvh−1c ‖u‖T ∀u ∈ S
for Cinv := Ceq
√
h20 + C
2
qu,cC
2
inv,loc.
The global version on the entire domain is
(3.4) ‖u‖H1(Ω) ≤ Cinv
p
hc
‖u‖T ∀u ∈ S.
Proof. It is well known that the functions in SmT satisfy the inverse inequality (3.2)
(for a proof we refer, e.g., [8, (3.2.33) with m = 1, q = r = 2, l = 0, n = d.]2).
For the global version on the coarse mesh, we note that
‖∇u‖2L2(Ωc) =
∑
τ∈Tc
‖∇u‖2L2(τ) ≤ C2inv,loc
∑
τ∈Tc
h−2τ ‖u‖2L2(τ)
≤ C2inv,locC2qu,ch−2c
∑
τ∈Tc
‖u‖2L2(τ) = C2inv,locC2qu,ch−2c ‖u‖2L2(Ωc)
≤ C2eqC2inv,locC2qu,ch−2c ‖u‖2T ,
which immediately implies (3.3).
For the bound on the entire domain, we obtain from (3.1), (3.2) that
‖∇u‖2L2(Ω) ≤ C2inv,loc
∑
τ∈T
h−2τ ‖u‖2L2(τ)
≤ C
2
inv,locC
2
qu,cp
2
h2c
‖u‖2 ≤ C2eq
C2inv,locC
2
qu,cp
2
h2c
‖u‖2T .
Hence, since p ≥ 1, we conclude that
‖u‖H1(Ω) ≤ Ceq
√
1 +
C2inv,locC
2
qu,cp
2
h2c
‖u‖T ≤
p
hc
Ceq
√
h20 + C
2
inv,locC
2
qu,c ‖u‖T .

Lemma 3.2. The decomposition u = uc+uf defined in (2.15), (2.16) is orthogonal
with respect to the (·, ·)T scalar product, i.e.
(3.5)
∥∥ΠSf u∥∥2T + ∥∥ΠSc u∥∥2T = ‖u‖2T ∀u ∈ SmT .
Let (2.1b), (2.5), (2.12), and (3.1) be satisfied. For v ∈ SmT it holds∥∥ASv∥∥
T
≤ CcontCinv p
hc
‖v‖H1(Ω) ≤ CcontC2inv
(
p
hc
)2
‖v‖T .
2There is a misprint in [8] m− 1 should be replaced by m− ℓ; see also [4, (4.5.3) Lemma].
12 MARCUS J. GROTE, SIMON MICHEL, AND STEFAN A. SAUTER
The operator ΠSf is self-adjoint with respect to the (·, ·)T scalar product, positive
semi-definite, and satisfies
(3.6)
∥∥ΠSf ASv∥∥T ≤ CcontC2inv ( phc
)2
‖v‖T .
In addition, if (2.1c) holds, the operator AS satisfies the estimate
(3.7) (ASv, v)T ≥ ccoer ‖v‖2H1(Ω) ≥
ccoer
C2eq
‖v‖2T ∀v ∈ S.
Proof. Orthogonality of the decomposition and the identity in (3.5) directly follow
from definitions (2.10), (2.11) of the scalar product (·, ·)T and the corresponding
norm.
Using the definition of AS in (2.14) and (2.1b), we then conclude that∥∥ASv∥∥
T
= sup
w∈S\{0}
a (v, w)
‖w‖T
(2.1b)
≤ Ccont ‖v‖H1(Ω) sup
w∈S\{0}
‖w‖H1(Ω)
‖w‖T
.
From the inverse inequality (3.4) applied to w, we thus obtain∥∥ASv∥∥
T
≤ CcontCinv p
hc
‖v‖H1(Ω) .
Applying again (3.4), but now to v, yields the second inequality. Its combination
with (3.5) results in (3.6). Next, since(
ΠSf u, v
)
T
= (uf , vc + vf)T = (uf , vf)T =
(
u,ΠSf v
)
T
,
we conclude that ΠSf is self-adjoint. Similarly, for any u ∈ S we have(
ΠSf u, u
)
T
= (uf , uc + uf)T = (uf , uf) ≥ 0,
which implies that ΠSf is positive semi-definite.
For the lower estimate we employ (2.1c) and (2.12) to obtain
(ASu, u)T = a (u, u) ≥ ccoer ‖u‖2H1(Ω) ≥ ccoer ‖u‖2 ≥
ccoer
C2eq
‖u‖2T .

Remark 3.3. Lemma 3.1 and 3.2 hold for any m ≥ 1 with implied constant Cinv,
Cinv,loc, and Ceq. Via the inclusion S ⊂ Sm′T , these estimates carry over to the
finite element space S as in (2.6).
To derive theoratical properties about the bilinear form ap,ν , we shall assume
either of the two CFL-type stability conditions on the ratio ∆t/hc:
CcontC
2
inv
(
∆t
hc
)2
≤ (2 + ν/p2) ωp,ν
p2
,(3.8a) (
3 +
Ccont
ccoer
)
CcontC
2
inv
(
∆t
hc
)2
≤ ν
ν + 1
,(3.8b)
with δp,ν , ωp,ν as in (2.18).
Remark 3.4. From Lemma A.2 it follows that(
2 + ν/p2
)
2p2 e−ν/2 ≤ (2 + ν/p2)ωp,ν .
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Hence, the upper bound in (3.8a) is bounded below independently of p and (3.8a)
is therefore implied by the stronger condition
(3.9) CcontC
2
inv
(
∆t
hc
)2
≤ 4 e−ν/2 .
Since
ν
ν + 1
≤ 4 e−ν/2
for 0 ≤ ν ≤ 1, (3.8b) always implies (3.9) and hence (3.8a). Both (3.8a) and
(3.8b) thus correspond to p independent CFL stability conditions on ∆t, with (3.8a)
implied by (3.8b).
Theorem 3.5. Let (2.1b), (2.1c), (2.5), (2.12), and (3.1) be satisfied. Assume
that the first CFL condition (3.8a) holds. Then, the bilinear form ap,ν (·, ·) is
continuous,
|ap,ν (u, v)| ≤ Ccont ‖u‖H1(Ω) ‖v‖H1(Ω) ∀u, v ∈ S
and symmetric. Moreover, it satisfies the coercivity estimate
ap,ν (u, u) ≥ ccoer
p2
ν
(2 + ν)
2 ‖u‖2H1(Ω) ∀u ∈ S.
Proof. Continuity: If p = 1, the two bilinear forms ap,ν (·, ·) and a (·, ·) coincide
and the result trivially follows. Thus, we now assume that p ≥ 2. Let u, v ∈ S. By
definition of ap,ν and (2.21) we have
ap,ν (u, v) =
((
AS
)1/2
P∆tp,ν
((
AS
)1/2
ΠSf
(
AS
)1/2) (
AS
)1/2
u, v
)
T
.
Now, let uˇ :=
(
AS
)1/2
u and vˇ :=
(
AS
)1/2
v. By Lemma 3.2,
(
AS
)1/2
ΠSf
(
AS
)1/2
is
self-adjoint with respect to (·, ·)T and positive semi-definite, with real valued, non-
negative spectrum σ
((
AS
)1/2
ΠSf
(
AS
)1/2)
. Hence, λ ∈ σ
((
AS
)1/2
ΠSf
(
AS
)1/2)
,
if there exists wλ ∈ S \ {0} such that((
AS
)1/2
ΠSf
(
AS
)1/2
wλ, v
)
T
= λ (wλ, v)T ∀v ∈ S.
Then
(3.10) ap,ν (u, v) =
(
P∆tp,ν
((
AS
)1/2
ΠSf
(
AS
)1/2)
uˇ, vˇ
)
T
≤ ρp,ν ‖uˇ‖T ‖vˇ‖T
for
ρp,ν = sup
λ∈σ((AS)1/2ΠSf (AS)
1/2)
∣∣P∆tp,ν (λ)∣∣ .
Since by Lemma 3.2, the maximal eigenvalue λmax satisfies
λmax ≤ CcontC2inv
(
p
hc
)2
,
we conclude from CFL condition (3.8a) that
ρp,ν ≤ sup
0≤λ≤λmax
∣∣P∆tp,ν (λ)∣∣ = sup
0≤x≤∆t2λmax
∣∣∣∣Pp,ν (x)x
∣∣∣∣
(3.8a)
≤ sup
0≤x≤(1+δp,ν)ωp,ν
∣∣∣∣Pp,ν (x)x
∣∣∣∣ ≤ sup
0≤x≤2δp,νωp,ν
∣∣∣∣Pp,ν (x)x
∣∣∣∣ .
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We use Lemma A.4 to get∣∣∣∣Pp,ν (x)x
∣∣∣∣ ≤ 1 ∀x ∈ (0, 2δp,νωp,ν) .
Inserting this upper bound into (3.10) results in
ap,ν (u, v) ≤ ‖uˇ‖T ‖vˇ‖T .
Furthermore, we have
(3.11) ‖uˇ‖2T =
∥∥∥(AS)1/2 u∥∥∥2
T
=
(
ASu, u
)
T
= a (u, u) ≤ Ccont ‖u‖2H1(Ω)
and end up with the continuity estimate
ap,ν (u, v) ≤ Ccont ‖u‖H1(Ω) ‖v‖H1(Ω) .
Symmetry. Since AS and ΠSf are both self-adjoint with respect to the (·, ·)T
scalar product, the symmetry immediately follows.
Coercivity. Let u ∈ S and set again uˇ := (AS)1/2 u. Then
ap,ν (u, u) =
(
P∆tp,ν
((
AS
)1/2
ΠSf
(
AS
)1/2)
uˇ, uˇ
)
T
≥ µp,ν ‖uˇ‖2T
for
µp,ν = inf
λ∈σ((AS)1/2ΠSf (AS)
1/2)
∣∣P∆tp,ν (λ)∣∣ .
From a similar argument as for the continuity estimate, we obtain
µp,ν ≥ inf
0≤x≤(1+δp,ν)ωp,ν
∣∣∣∣Pp,ν (x)x
∣∣∣∣ .
Now, employ Lemma A.4 to obtain the lower bound
µp,ν ≥ ν
(2 + ν)2 p2
.
As in (3.11) we obtain ‖uˇ‖2T ≥ ccoer ‖u‖2H1(Ω) and, in turn,
ap,ν (u, u) =
(
P∆tp,ν
((
AS
)1/2
ΠSf
(
AS
)1/2)
uˇ, uˇ
)
T
≥ ccoer
p2
ν
(2 + ν)
2 ‖u‖2H1(Ω) .

To estimate the smallest and largest eigenvalues of the operator AS,p,ν , we first
rewrite it in block form. Hence, we first introduce some notation and let Vi be a
finite-dimensional Hilbert space with scalar product (·, ·)i and norm (·, ·)1/2i , i =
1, 2. We denote by Ii : Vi → Vi the identity operator while the identity in V1 × V2
is denoted by I. The adjoint of an operator K : Vi → Vj with respect to the scalar
product (·, ·)j is denoted by K∗ : Vj → Vi and characterized by
(Ku,w)j = (u,K
∗w)i ∀u ∈ Vi ∀w ∈ Vj .
Recall that K : Vi → Vi is self-adjoint if K = K∗ and positive definite if
(3.12) K is self-adjoint and (Ku, u)i > 0 ∀u ∈ Vi\ {0} .
If K satisfies (3.12) with “>” replaced by “≥”, K is positive semi-definite.
For any δ ∈ R, we shall write K > δI and K ≥ δI, if K − δI is positive
definite or positive semi-definite, respectively. For criteria and rules in the calculus
of positive-definite operators, we refer, e.g., to [25, § C.1].
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Next, we consider 2×2 block operators on V1×V2 and denote the induced scalar
product by
(3.13) [u, v] = (u1, v1)1 + (u2, v2)2 ∀u =
(
u1
u2
)
, v =
(
v1
v2
)
∈ V1 × V2.
Let Bi,j : Vj → Vi be bounded linear operators which form the blocks of the
operator B : V1 × V2 → V1 × V2 via
B =
[
B1,1 B1,2
B2,1 B2,2
]
.
Then, we define (formally) the Schur complement of B as
S := B1,1 −B1,2B−12,2B2,1,
which is regular if both B and B2,2 are regular [25, Remark C.63]. Then, the inverse
of B can be written as
B
−1 =
[
S
−1 −S−1B1,2B−12,2
−B−12,2B2,1S−1 B−12,2 +B−12,2B2,1S−1B1,2B−12,2
]
=
[
I1 0
−B−12,2B2,1 I2
] [
S
−1 0
0 B−12,2
] [
I1 −B1,2B−12,2
0 I2
]
.(3.14)
Using the notation introduced above, we now write the operators AS and AS,p,ν
in block form. Since S = Sc ⊕ Sf , we can define local versions of AS restricted to
either the “coarse” or “fine” subspace for s, t ∈ {c, f} by
ASs t : St → Ss,
(
ASs tut, vs
)
T
= a (ut, vs) ∀ut ∈ St, us ∈ Ss,
which yields the block operator AS : Sc × Sf → Sc × Sf ,
A
S :=
[
ASc c A
S
c f
ASf c A
S
f f
]
.
We also equip Sc × Sf with a scalar product as in (3.13):
(3.15) [u, v]T := (uc, vc)T + (uf , vf)T , u =
(
uc
uf
)
, v =
(
vc
vf
)
∈ Sc × Sf .
Since ASc f =
(
ASf c
)∗
and both ASc c and A
S
f f are self-adjoint with respect to (·, ·)T ,
AS is self-adjoint with respect to [·, ·]T . These block operators can also be written
in terms of the projections ΠSc and Π
S
f from (2.16) as
ASs t = Π
S
sA
SΠSt .
Similarly, we associate to AS,p,ν in (2.21) the block operator
(3.16) AS,p,ν :=
[
AS,p,νc c A
S,p,ν
c f
AS,p,νf c A
S,p,ν
f f
]
.
We shall now compute the blocks of AS,p,ν explicitly. First, we associate to ΠSf
the block operator
Rf :=
[
0 0
0 If f
]
,
with If f : Sf → Sf the identity and recall from (2.21) that
A
S,p,ν = AS − ASQ∆tp,ν
(
RfA
S
)
.
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For j ≥ 1, we easily verify by direct computation that(
A
S
Rf
)j
=
[
0 ASc f
(
ASf f
)j−1
0
(
ASf f
)j
]
and therefore
(3.17) AS
(
RfA
S
)j
=
(
A
S
Rf
)j
A
S =
[
ASc f
(
ASf f
)j−1
ASf c A
S
c f
(
ASf f
)j(
ASf f
)j
ASf c
(
ASf f
)j+1
]
.
From (2.19) and (3.17), we thus obtain
A
SQ∆tp,ν
(
RfA
S
)
=
2
p2
p−1∑
j=1
αp,νj
(
∆t
p
)2j
A
S
(
RfA
S
)j
=
2
p2
p−1∑
j=1
αp,νj
(
∆t
p
)2j [
ASc f
(
ASf f
)j−1
ASf c A
S
c f
(
ASf f
)j(
ASf f
)j
ASf c
(
ASf f
)j+1
]
=
[
ASc f
(
ASf f
)−1/2
0
0
(
ASf f
)1/2
] [
Q∆tp,ν
(
ASf f
)
Q∆tp,ν
(
ASf f
)
Q∆tp,ν
(
ASf f
)
Q∆tp,ν
(
ASf f
) ] [(ASf f)−1/2ASf c 0
0
(
ASf f
)1/2
]
,
which yields the explicit block representation of AS,p,ν:
(3.18)
A
S,p,ν =[
ASc c −ASc f
(
ASf f
)−1/2
Q∆tp,ν
(
ASf f
) (
ASf f
)−1/2
ASf c A
S
c fP
∆t
p,ν
(
ASf f
)
P∆tp,ν
(
ASf f
)
ASf c
(
ASf f
)1/2
P∆tp,ν
(
ASf f
) (
ASf f
)1/2
]
.
Note that both ASf f and A
S,p,ν
f f are self-adjoint and coercive because of (2.1c) and
Theorem 3.5. Since
−AS,p,νc f
(
AS,p,νf f
)−1
= −ASc fP∆tp,ν
(
ASf f
) ((
ASf f
)1/2
P∆tp,ν
(
ASf f
) (
ASf f
)1/2)−1
= −ASc f
(
ASf f
)−1
,
the LDL∗ factorization of
(
AS,p,ν
)−1 − (AS)−1 according to (3.14) is given by(
A
S,p,ν
)−1 − (AS)−1 =[
Ic c 0
− (ASf f)−1ASf c If f
](SS,p,ν)−1 − (SS)−1 0
0
(
AS,p,νf f
)−1
− (ASf f)−1
[Ic c −ASc f (ASf f)−1
0 If f
]
,
whereSS,p,ν and SS denotes the Schur complements of AS,p,ν and AS , respectively.
A simple calculation shows that SS,p,ν = SS and we end up with
(3.19)
(
A
S,p,ν
)−1 − (AS)−1 = [ 0 0
0
(
AS,p,νf f
)−1
− (ASf f)−1
]
.
Lemma 3.6. Let (2.1b), (2.1c), (2.5), (2.12), and (3.1) be satisfied. We assume
that the first part (3.8a) of the CFL condition holds. Then(((
AS,p,ν
)−1 − (AS)−1) u, v)
T
≤ ν + 1
2ν
∆t2 ‖u‖T ‖v‖T ∀u, v ∈ S.
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Proof. From (2.1c) and Theorem 3.5 we conclude that
(
AS
)−1
and
(
AS,p,ν
)−1
exist.
We use (3.19) and the above expressions for the corresponding block matrices to
obtain(((
AS,p,ν
)−1 − (AS)−1)u, v)
T
=
((
ASf f
)−1/2 ((
P∆tp,ν
(
ASf f
))−1 − I) (ASf f)−1/2 u, v)
T
≤ λf f ‖u‖T ‖v‖T ∀u, v ∈ S,
where
λf f := sup
x∈σ(ASf f)
∣∣∣∣∣1− P∆tp,ν (x)xP∆tp,ν (x)
∣∣∣∣∣ = ∆t2 sup
y∈σ(∆t2ASf f)
∣∣∣∣1− y−1Pp,ν (y)Pp,ν (y)
∣∣∣∣ .
By Lemma 3.2 and (3.8a), the maximal eigenvalue of ∆t2ASf f appearing in the
supremum can be bounded from above by
(3.20) ∆t2CcontC
2
inv
(
p
hc
)2 (3.8a)
≤ (2 + ν/p2)ωp,ν .
Hence, we may apply Lemma A.6 to obtain
λf f ≤ ν + 1
2ν
∆t2.

Starting from the block respresentation (3.18) we now estimate the extreme
eigenvalues of the stabilized LTS bilinear form ap,ν .
Theorem 3.7. Let (2.1), (2.5), (2.12), (3.1), (3.8) be satisfied. Denote by λp,ν > 0
the eigenvalues of the (symmetric and coercive) bilinear form ap,ν , i.e.
ap,ν (ηp,ν , v) = λp,ν (ηp,ν , v)T ∀v ∈ S,
with corresponding eigenfunctions ηp,ν orthonormalized w.r.t. (·, ·)T .
Then, the largest eigenvalue satisfies
(3.21) ∆t2λmaxp,ν ≤ 4−
ν
ν + 1
and the smallest eigenvalue satisfies
λminp,ν ≥
1
2
min
{
ccoer
C2eq
,
2ν
(ν + 1)∆t2
}
=: cν .
Proof. (i) Upper bound for the largest eigenvalue
First, we derive upper bounds for the individual blocks in (3.18).
Estimate of AS,p,νf f :
We have
(3.22)
((
ASf f
)1/2
P∆tp,ν
(
ASf f
) (
ASf f
)1/2
uf , uf
)
T
≤ κf f
∆t2
‖uf‖2T ,
where
κf f := sup
x∈σ(∆t2ASf f)
|Pp,ν (x)| .
We again use the bound (3.20) for the maximal eigenvalue of ∆t2ASf f and conclude
from Lemma A.5
κf f ≤ 2 (2 + ν)
1 + ν
= 4− 2ν
ν + 1
.
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This leads to (
ASf f
)1/2
P∆tp,ν
(
ASf f
) (
ASf f
)1/2 ≤ 2
∆t2
(2 + ν)
1 + ν
If f .
Estimate of AS,p,νc c = A
S
c c −ASc f
(
ASf f
)−1/2
Q∆tp,ν
(
ASf f
) (
ASf f
)−1/2
ASf c:
1) Estimate of ASc c:
By continuity of a, we have for all uc ∈ Sc(
ASc cuc, uc
)
T
=
(
ASuc, uc
)
T
≤ Ccont ‖uc‖2H1(Ω) .
From (3.3), we thus conclude that
(3.23)
(
ASc cuc, uc
)
T
≤ CcontC2invh−2c ‖uc‖2T .
2) Estimate of ASc f
(
ASf f
)−1/2
Q∆tp,ν
(
ASf f
) (
ASf f
)−1/2
ASf c:
By symmetry of ASf f with respect to (·, ·)T , we have((
ASf f
)−1/2
ASf cuc, vf
)
T
=
(
ASf cuc,
(
ASf f
)−1/2
vf
)
T
= a
(
uc,
(
ASf f
)−1/2
vf
)
≤ Ccont ‖uc‖H1(Ω)
∥∥∥(ASf f)−1/2 vf∥∥∥
H1(Ω)
(3.3)
≤ CcontCinvh−1c ‖uc‖T
∥∥∥(ASf f)−1/2 vf∥∥∥
H1(Ω)
.
Since we can bound the last term in (3.23) as
ccoer
∥∥∥(ASf f)−1/2 vf∥∥∥2
H1(Ω)
≤ a
((
ASf f
)−1/2
vf ,
(
ASf f
)−1/2
vf
)
=
(
ASf f
(
ASf f
)−1/2
vf ,
(
ASf f
)−1/2
vf
)
T
= ‖vf‖2T ,
we obtain
(3.24)
((
ASf f
)−1/2
ASf cuc, vf
)
T
≤ Ccont√
ccoer
Cinvh
−1
c ‖uc‖T ‖vf‖T .
Similarly, we derive the upper bound
(3.25)
(
ASc f
(
ASf f
)−1/2
vf , uc
)
T
≤ Ccont√
ccoer
Cinvh
−1
c ‖uc‖T ‖vf‖T .
To estimate Q∆tp,ν
(
ASf f
)
, we proceed as in (3.22) to obtain(
Q∆tp,ν
(
ASf f
)
uf , uf
)
T
= (uf , uf)T −
(
P∆tp,ν
(
ASf f
)
uf , uf
)
T
(A.8)
≤ ‖uf‖2T .(3.26)
The combination of (3.23), (3.24), (3.25), (3.26) yields the upper bound(
AS,p,νc c uc, uc
)
T
≤ CcontC2invh−2c
(
1 +
Ccont
ccoer
)
‖uc‖2T .
Estimate of AS,p,νc f :
Following a similar argument as in (3.22), we obtain(
ASc fP
∆t
p,ν
(
ASf f
)
uf , vc
)
T
= a
(
P∆tp,ν
(
ASf f
)
uf , vc
)
≤ CcontC2invh−2c
∥∥P∆tp,ν (ASf f)uf∥∥T ‖vc‖T
(A.8)
≤ CcontC2invh−2c ‖uf‖T ‖vc‖T .
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Estimate of AS,p,νf c :
As in the previous case, we conclude that(
AS,p,νf c vc, uf
)
T
≤ CcontC2invh−2c ‖uf‖T ‖vc‖T
holds.
Final estimate:
From (3.18) together with the above four estimates, we obtain using Young’s
inequality
ap,ν (u, u) =
[
A
S,p,ν
(
uc
uf
)
,
(
uc
uf
)]
T
≤ CcontC2invh−2c
(
1 +
Ccont
ccoer
)
‖uc‖2T
+ 2CcontC
2
invh
−2
c ‖uf‖T ‖uc‖T +
2
∆t2
(2 + ν)
1 + ν
‖uf‖2T
≤ CcontC2invh−2c
(
2 +
Ccont
ccoer
)
‖uc‖2T
+
(
CcontC
2
invh
−2
c +
2
∆t2
(2 + ν)
1 + ν
)
‖uf‖2T
(3.5)
≤
(
CcontC
2
inv
(
3 +
Ccont
ccoer
)
h−2c +
2
∆t2
(2 + ν)
1 + ν
)
‖u‖2T .
From this, we conclude by (3.8b) that the maximal eigenvalue λmaxp,ν satisfies
∆t2λmaxp,ν ≤ CcontC2inv
(
3 +
Ccont
ccoer
)(
∆t
hc
)2
+ 2
(2 + ν)
1 + ν
≤ 4− ν
ν + 1
.
(ii) Lower bound for the smallest eigenvalue
From the (trivial) identity,(
A
S,p,ν
)−1
=
(
A
S
)−1
+
((
A
S,p,ν
)−1 − (AS)−1) ,
combined with (3.7) and Lemma 3.6, we immediately obtain
(
A
S,p,ν
)−1 ≤ ( C2eq
ccoer
+
ν + 1
2ν
∆t2
)
I.

Corollary 3.8. Let the assumptions of Theorems 3.5 and 3.7 hold. Then the
stabilized LF-LTS method (2.22) conserves the discrete energy
(3.27) En+1/2 =
1
2
{(
u
(n+1)
S − u(n)S
∆t
,
u
(n+1)
S − u(n)S
∆t
)
T
+ ap,ν
(
u
(n+1)
S , u
(n)
S
)}
.
Proof. This follows immediately from the symmetry of the bilinear form ap,ν ,
proved in Theorem 3.5, and from the bounds on its eigenvalues, proved in The-
orem 3.7 – see e.g. [10]. 
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3.2. Error equation and estimates. To derive a priori error estimates for the
stabilized LTS/FE-Galerkin solution of (2.22), we first introduce
v
(n+1/2)
S :=
u
(n+1)
S − u(n)S
∆t
,
and rewrite (2.22) as a one-step method
(3.28)
(
v
(n+1/2)
S , q
)
T
=
(
v
(n−1/2)
S , q
)
T
−∆t ap,ν
(
u
(n)
S , q
)
∀q ∈ S,(
u
(n+1)
S , r
)
T
=
(
u
(n)
S , r
)
T
+∆t
(
v
(n+1/2)
S , r
)
T
∀r ∈ S,(
u
(0)
S , w
)
T
= (u0, w)T ∀w ∈ S,(
v
(1/2)
S , w
)
T
= (v0, w)T −
∆t
2
a (u0, w) ∀w ∈ S.
The first two equations in (3.28) correspond to the one-step iteration[
v
(n+1/2)
S
u
(n+1)
S
]
= B
[
v
(n−1/2)
S
u
(n)
S
]
, n ≥ 1
with
B :=
[
IS −∆tAS,p,ν
∆t IS IS −∆t2AS,p,ν
]
.
and AS,p,ν as in (2.21).
Next, we denote the error by
e(n+1) :=
[
e
(n+1/2)
v
e
(n+1)
u
]
:=
[
v
(
tn+1/2
)− v(n+1/2)S
u (tn+1)− u(n+1)S
]
,
where u is the solution of (2.2)-(2.3) and v the solution of the corresponding first-
order formulation: Find u, v : [0, T ]→ V such that
(v˙, w) + a (u,w) = 0 ∀w ∈ V, t > 0,
(v, w) = (u˙, w) ∀w ∈ V, t > 0,
with initial conditions u(0) = u0 and v(0) = v0.
We shall now split the error into a semi-discrete and a fully discrete contribution.
To do so, we introduce the first-order formulation of the semi-discrete problem
(2.17). Find uS , vS : [0, T ]→ S such that
(v˙S , w)T + a (uS , w) = 0
(vS , w)T = (u˙S, w)T
}
∀w ∈ S, t > 0,
uS (0) = rSu0
vS (0) = rSv0.
Hence, we may write
(3.29) e(n+1) = e
(n+1)
S + e
(n+1)
S,∆t
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with
e
(n+1)
S :=
[
e
(n+1/2)
v,S
e
(n+1)
u,S
]
:=
[
v
(
tn+1/2
)− vS (tn+1/2)
u (tn+1)− uS (tn+1)
]
,
e
(n+1)
S,∆t :=
[
e
(n+1/2)
v,S,∆t
e
(n+1)
u,S,∆t
]
:=
[
vS
(
tn+1/2
)− v(n+1/2)S
uS (tn+1)− u(n+1)S
]
.
Following similar arguments as in [22, section 3.2], we derive a recurrence relation
for e
(n+1)
S,∆t , which can be solved and eventually yields the explicit error representa-
tion [
e
(n+1/2)
v,S,∆t
e
(n+1)
u,S,∆t
]
= Bn
[
e
(1/2)
v,S,∆t
e
(1)
u,S,∆t
]
+∆t
n−1∑
ℓ=1
B
ℓ
(
σ
(n−ℓ) − σ(n−ℓ+1)
)
(3.30)
+ ∆tσ(n) −∆tBnσ(1),
where
(3.31) σ(n) =
1
∆t
 −uS (tn+1)− uS (tn)∆t + vS
(
tn+1/2
)
uS (tn) +
(
AS,p,ν
)−1 vS (tn+1/2)− vS (tn−1/2)
∆t
 .
3.2.1. Stability. The convergence analysis consists of an estimate for the stability
of the iteration operator B and a consistency estimate. We begin with the stability
analysis.
Theorem 3.9 (Stability). Let the CFL condition (3.8) be satisfied. Then the
leapfrog scheme (2.22) is stable,∥∥∥v(n+1/2)S ∥∥∥
T
+
∥∥∥u(n)S ∥∥∥
T
≤ C0
(∥∥∥v(1/2)S ∥∥∥
T
+
∥∥∥u(1)S ∥∥∥
T
)
,
where C0 is independent of n, ∆t, h, and T .
Proof. Using the eigensystem of ap,ν introduced in Theorem 3.7, the proof follows
along the same lines as the proof of [22, Theorem 15]. In the present case, however,
the eigenfunctions ηp,ν are orthonormal with respect to the scalar product (·, ·)T .

3.2.2. Error Estimates. In this section we first estimate the discrete error e
(n+1)
u,S,∆t.
Standard estimates on the semi-discrete error and the error due to mass-lumping
then lead to an estimate of the total error e
(n+1)
u .
Theorem 3.10. Assume that (2.1), (2.5), (2.8), (2.12), (3.1) and (3.8) hold and
let the solution of the semi-discrete equation (2.17) satisfy uS ∈W 5,∞
(
[0, T ] ;L2 (Ω)
)
.
Then the fully discrete solution u
(n+1)
S of (2.22) satisfies the error estimate∥∥∥e(n+1)u,S,∆t∥∥∥ ≤ C∆t2 (1 + T )M (uS)
with
M (uS) := max
2≤ℓ≤5
∥∥∂ℓtuS∥∥L∞([0,T ];L2(Ω))
and a constant C, which is independent of n, ∆t, T , h, p and uS.
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Proof. We apply the stability estimate to the second component of the error rep-
resentation (3.30). From Theorem 3.9 and (3.31) we obtain3∥∥∥e(n+1)u,S,∆t∥∥∥
T
≤ C0
∥∥∥e(1)S,∆t∥∥∥
ℓ1
+ C0∆t
n−1∑
ℓ=1
∥∥∥σ(n−ℓ) − σ(n−ℓ+1)∥∥∥
ℓ1
+ C0∆t
∥∥∥σ(1)∥∥∥
ℓ1
+∆t
∥∥∥σ(n)∥∥∥
ℓ1
.(3.32)
First, we consider the last term on the right-hand side of (3.32). If we define
ψ
(k)
S = uS (tk) +
(
AS,p,ν
)−1
u¨S (tk)
for all k ∈ {1, 3/2, 2, 5/2, . . . , n}, we obtain by a Taylor argument and Theorem 3.7,
σ
(n) =
1
∆t
[
0
ψ
(n)
S
]
+
∆t
24
RIn,
where ∥∥RIn∥∥ℓ1 ≤ (1 + 1cν
)
Mn (uS)
with cν as defined in Theorem 3.7 and
Mn (uS) := max
2≤ℓ≤5
{
max
t∈[tn−1/2,tn+2]
∥∥∂ℓtuS(t)∥∥T
}
.
Since uS = −
(
AS
)−1
u¨S (cf. (2.17)), we observe that
(3.33) ψ
(k)
S =
((
AS,p,ν
)−1 − (AS)−1) u¨S (tk) .
Thus we can apply Lemma 3.6 to estimate the norm of ψ
(k)
S and it follows
(3.34) ∆t
∥∥∥σ(n)∥∥∥
ℓ1
≤ ∆t
2
24
(
24
ν + 1
2ν
+
1
cν
+ 1
)
Mn (uS) .
Next, we investigate the summands in the second term on the right side of (3.32),
σ
(m) − σ(m+1) =
uS (tm+2)− 2uS (tm+1) + uS (tm)
∆t2
+
vS
(
tm+1/2
)− vS (tm+3/2)
∆t
uS (tm)− uS (tm+1)
∆t
− (AS,p,ν)−1(vS (tm+3/2)− 2vS (tm+1/2)+ vS (tm−1/2)
∆t2
)
 .
Again, by a Taylor argument and Theorem 3.7, we deduce for any m ≥ 1
σ
(m) − σ(m+1) =
[
0
−ψ˙(m+1/2)S
]
+
(∆t)2
24
E Im
with ∥∥E Im∥∥ℓ1 ≤ (4 + 2cν
)
Mm (uS) .
We now apply (3.33) and Lemma 3.6 to ψ˙
(m+1/2)
S which yields the estimate
(3.35)
∥∥∥σ(m) − σ(m+1)∥∥∥
ℓ1
≤ ∆t
2
24
(
12
ν + 1
ν
+
2
cν
+ 4
)
Mm (uS) .
3For a pair of functions v = (v1, v2)
⊺ ∈ S × S we use the notation ‖v‖
ℓ1
:= ‖v1‖T + ‖v2‖T .
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Inserting (3.34) and (3.35) into (3.32) leads to∥∥∥e(n+1)u,S,∆t∥∥∥
T
≤ C0
∥∥∥e(1)S,∆t∥∥∥
ℓ1
+ C0
∆t2
24
(
12
ν + 1
ν
+
2
cν
+ 4
)
∆t
n−1∑
ℓ=1
Mn−ℓ (uS)
+
∆t2
24
(
24
ν + 1
ν
+
1
cν
+ 1
)
(Mn (uS) + C0M1 (uS))
(2.12)
≤ C0
∥∥∥e(1)S,∆t∥∥∥
ℓ1
(3.36)
+
∆t2
24
Ceq
(
C0T
(
12
ν + 1
ν
+
2
cν
+ 4
)
+
(
12
ν + 1
ν
+
1
cν
+ 1
)
(1 + C0)
)
M (uS) .
To estimate the initial error e
(1)
S,∆t, we again use a Taylor argument as in [22, Proof
of Theorem 16], which leads to
(3.37)
∥∥∥uS (t1)− u(1)S ∥∥∥
T
≤ 3
2
∆t3CeqM (uS)
and
(3.38)
∥∥∥vS (t1/2)− v(1/2)S ∥∥∥
T
≤ 3
2
∆t2CeqM (uS) .
In summary, we have estimated the initial error by
(3.39)
∥∥∥e(1)S,∆t∥∥∥
ℓ1
≤ 3
2
∆t2 (1 + ∆t)CeqM (uS) .
The combination of (3.36), (3.39) and (2.12) concludes the proof. 
Theorem 3.10 can be combined with known error estimates for the semi-discrete
error e
(n+1)
S to obtain an error estimate of the total error.
Theorem 3.11. Assume that (2.1), (2.5), (2.8), (2.12), (3.1) and (3.8) hold and
that the exact solution of (2.2) satisfies u ∈ W 8,∞ ([0, T ] ;Hm+1 (Ω)). Then, the
corresponding fully discrete Galerkin FE formulation with local time-stepping (2.22)
has a unique solution u
(n+1)
S which satisfies the error estimate∥∥∥u(tn+1)− u(n+1)S ∥∥∥ ≤ C (1 + T ) (hm+1 +∆t2)Q (u)
with
Q (u) := max
2≤ℓ≤5
{(
1 + C′ℓh
m+1 (1 + T )
) ‖u‖W ℓ+3,∞([0,T ];Hm+1(Ω))}
and constants C′ℓ which are independent of n, ∆t, h, p, and the final time T .
Proof. The existence of the semi-discrete solution uS follows from [2, Theorem 3.1],
which directly implies the existence of the fully discrete stabilized LTS-Galerkin FE
solution. Next, we split the total error
e(n+1) =
(
v
(
tn+1/2
)− v(n+1/2)S , u (tn+1)− u(n+1)S )⊺
into a semi-discrete and a fully discrete contribution, as in (3.29).
Before applying Theorem 3.10 to bound the discrete error contribution, we must
ensure that the semi-discrete solution uS is sufficiently regular. In [35] the regularity
of solutions to wave equations is investigated in an abstract setting for an evolu-
tion triplet of Hilbert spaces; hence, we can apply these results to the semi-discrete
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formulation (2.17) with mass-lumping. Thus, we conclude that the semi-discrete so-
lution uS inherits the same temporal regularity from u ∈ W 8,∞
(
[0, T ] ;Hm+1 (Ω)
)
,
i.e., uS ∈ W 8,∞
(
[0, T ] ;H1 (Ω)
)
and therefore we can apply Theorem 3.10.
To estimate the remaining error
e
(n+1)
S =
[
v
(
tn+1/2
)− vS (tn+1/2)
u (tn+1)− uS (tn+1)
]
in the semi-discrete solution uS with mass-lumping, we shall apply [3, Thm. 4.1].
Hence, we now verify the assumptions stated in that Theorem. Since the space S
consists of piecewise polynomials, any ϕ ∈ S satisfies ϕ|τ ∈ Cm+1 (τ) for all τ ∈ T ,
which corresponds to condition [3, (2.4)]; note that the index k in [3, Prop. 4.1] is
denoted by m in our paper. Assumption [3, (2.5)] is equivalent to (2.8).
Next, we verify the conditions in [3, Thm. 4.1] related to the accuracy of mass-
lumping. From [9, Lem. 5.2], we conclude that for all χ, ψ ∈ S and 1 ≤ r, µ ≤ m−1
it holds
|(χ, ψ)− (χ, ψ)T | ≤ Chr+µ
(∑
τ∈T
‖χ‖2Hr+µ(τ)
)1/2(∑
τ∈T
‖w‖2Hµ(τ)
)1/2
,
which is condition [3, (3.5)] for 1 ≤ r, µ ≤ m− 1 and q = 2 (Note that Hr+µ (Ω) →֒
C0
(
Ω
)
for d ≤ 3.). For q ≥ 2, and the same range of r, µ, condition [3, (3.5)]
follows from the continuous embedding W r+µq (τ) →֒ Hr+µ (τ). Inspection of the
proof of [9, Lem. 5.2] shows that the claim also holds for r = 0 (by choosing Π̂p−1
as the zero operator in [9, (5.10)]). Finally, the choice µ = 1, 2 is always allowed
since (2.13) ensures that [9, (5.10)] holds.
Since the Galerkin operator AS is defined via the (unperturbed) bilinear form(
ASu, v
)
T
:= a (u, v), conditions [3, (3.6) and (3.7)] are automatically satisfied.
Condition [3, (3.8)] is also satisfied, because the right-hand side in (2.2) is zero,
whereas [3, (3.9)] follows from (2.12). Finally, the coercivity of the bilinear form in
[3, (3.10)] follows from (2.1c). The hypotheses on regularity [3, (4.22)] are satisfied
by assumption.
Hence, we can use [3, Theorem 4.1] to obtain
(3.40)
∥∥∂ℓt (u− uS)∥∥L∞([0,T ];L2(Ω)) ≤ Cℓhm+1 ℓ+3∑
k=ℓ
∥∥∂kt u∥∥L2([0,T ];Hm+1(Ω))
for ℓ = 0. Inspection of the proof in [3] shows that the estimate also holds for ℓ ≥ 1,
provided the right-hand side in (3.40) exists. By applying a Ho¨lder inequality to
the summands of the right-hand side in (3.40), we obtain∥∥∂kt u∥∥L2([0,T ];Hm+1(Ω)) ≤ √T ∥∥∂kt u∥∥L∞([0,T ];Hm+1(Ω)) ,
which implies for ℓ ≤ 5 that∥∥∂ℓt (u− uS)∥∥L∞([0,T ];L2(Ω)) ≤ C′ℓhm+1(1 + T ) ‖u‖W ℓ+3,∞([0,T ];Hm+1(Ω))
holds for a constant C′ℓ independent of the final time T . From Theorem 3.10, we
thus obtain∥∥∥u(tn+1)− u(n+1)S ∥∥∥ ≤ C (1 + T ) (hm+1 +∆t2)max{M (uS) , ‖u‖W 3,∞([0,T ];Hm+1(Ω))} .
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Finally, it remains to estimateM (uS) in terms of u. A triangle inequality yields∥∥∂ℓtuS∥∥L∞([0,T ];L2(Ω)) ≤ ∥∥∂ℓtu∥∥L∞([0,T ];L2(Ω)) + ∥∥∂ℓt (uS − u)∥∥L∞([0,T ];L2(Ω))
≤ Ceq
(
1 + C′ℓh
m+1 (1 + T )
) ‖u‖W ℓ+3,∞([0,T ];Hm+1(Ω)) .
Therefore, we conclude that
max
2≤ℓ≤5
∥∥∂ℓtuS∥∥L∞([0,T ];L2(Ω)) ≤ CeqQ (u)
holds, which, together with triangle inequality, leads to the assertion. 
4. Numerical results
Here we present a series of numerical examples, which illustrate the accuracy,
enhanced stability and energy conservation of the stabilized LF-LTS method from
Section 2.4. First, we apply the stabilized LF-LTS method to a smooth initial
condition and verify that it achieves the expected rate of convergence and conserves
the energy. Next, we purposely choose a critical, unstable time-step and initial
condition for the original LF-LTS method without stabilization [15] to demonstrate
that the new stabilized version nonetheless remains stable for all time.
We always consider the wave equation (2.4) in the one-dimensional unit interval
Ω = (0, 1) with homogeneous Dirichlet boundary conditions, i.e. Γ = ΓD, and
c ≡ 1. The computational domain Ω separates into a coarse part, Ωc = (0, 0.9),
and a “locally refined” part, Ωf = [0.9, 1). Inside Ωc and Ωf , we use an equidis-
tant mesh with mesh size hc or hf , respectively, with hf = hc/p, p ≥ 2. For the
spatial discretization, we always use piecewise linear H1-conforming finite elements
with mass-lumping, as described in Section 2.3. This simple setting is appropriate
to demonstrate the stability and convergence properties of the stabilized LF-LTS
method.
4.1. Convergence and energy conservation. First, we consider a smooth so-
lution of (2.4) with initial condition
(4.1)
 u0(x) = exp
(
−400
(
x− 1
2
)2)
,
v0(x) = 0.
We now apply the stabilized LF-LTS method with hc = 0.01, hf = hc/1000 in
Ωf . Hence for each global time-step ∆t, the LF-LTS method takes p = 1000 local
time-steps of size ∆t/p inside Ωf . Clearly, a value as high as p = 1000 is not
necessarily intended for practical use but merely to demonstrate the robustness of
the stabilized LF-LTS method with respect to p.
In Fig. 3, we show the exact solution at t = 2 together with the stabilized LF-
LTS numerical solution with ν = 0.01. For the sake of comparison, we also show
the numerical solution obtained with the original LF-LTS method [15] without
stabilization (ν = 0). Both numerical solutions, be it with or without stabilization,
coincide at this scale with the exact solution.
Next, we test convergence of the stabilized scheme for a varying number of local
time-steps p on a sequence of locally refined meshes. As shown in Fig. 4, the
absolute L2-error at the final time t = 2 converges as O(h2c) independently of p.
Hence, the stabilized LF-LTS method indeed achieves the optimal convergence rate
proved in Theorem 3.11.
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Figure 3. LF-LTS solutions of (2.4) at t = 2 for p = 2 (left) or
p = 1000 (right) either with (ν = 0.01, crosses) or without (ν = 0,
circles) stabilization together with the exact solution (solid line).
The dots below the x axis mark the grid points in Ωc = [0, 0.9] and
Ωf = [0.9, 1].
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Figure 4. Absolute L2-error vs. H = hc for P1 finite elements
for ν = 0.01 and p = 2, 5, 17, 1000.
In Fig. 5, we display the time evolution of the energy and relative deviation
from its constant value for hc = 1/320 and p = 2 until T = 100, that is, for over
30’000 (global) time-steps. During the entire simulation, the discrete energy En+1/2
defined in (3.27) indeed remains constant within machine precision.
Finally, we determine experimentally the maximal time-step ∆t = ∆tLFLTS(p,ν),
for which the stabilized LF-LTS scheme remains stable, or more precisely, for which
all eigenvalues of ∆t2AS,p,ν lie in (0, 4). Ideally, that time-step should essentially
be equal to the optimal time-step, ∆topt = 2/
√
λmax, for the standard leapfrog
scheme on an equidistant mesh; here λmax denotes the largest (discrete) eigenvalue
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Figure 5. Time evolution of the discrete energy En+1/2 as in
(3.27) (left) and of its relative variation
∣∣En+1/2/E1/2 − 1∣∣ (right).
Table 1. The maximal time-step ∆tLFLTS(p,ν) in percent of ∆topt
and the minimal distance from the stability limit at 1 of ∆t2λp,ν/4
for ∆t ≤ ∆tLFLTS(p,ν).
ν 0.001 0.01 0.05 0.5
∆tLFLTS(p,ν)
∆topt
99.9 % 99.7 % 98.4 % 87.6 %
min
{
1− ∆t
2
4
λp,ν
}
0.0005 0.0049 0.0239 0.1758
λ of the bilinear form a, i.e.
a(η, v) = λ (η, v)T , ∀v ∈ S,
with corresponding eigenfunction η ∈ S. As shown in Table 1, the allowed maximal
time-step only slightly decreases for small values of ν, such as ν = 0.01, where we
lose only 0.3 % over ∆topt. Even for a stabilization parameter as large as ν = 0.5,
the CFL number decreases by less than 13 %. In all cases, the critical eigenvalue
of ∆t2AS,p,ν remains strictly below 4, as shown in the last row of Table 1.
4.2. Stabilized vs. non-stabilized LTS scheme. The LF-LTS method is stable
for any particular ∆t, as long as all the discrete eigenvalues of (∆t2/4)AS,p,ν strictly
lie in (0, 4). Hence to illustrate the stabilizing effect of ν, we now study the behavior
of those eigenvalues either with (ν > 0) or without (ν = 0) stabilization for a coarse
mesh size of hc = 1/40 and a locally refined part with hf = hc/p, p = 3.
For ν = 0, the eigenvalues shown in the left column of Fig. 6 cut across the
stability threshold line at 1 only for ∆t > ∆topt ∼ hc. However, at certain discrete
values of ∆t as small as ∆tcrit = 0.5011 · ∆topt, the first potentially unstable,
critical time-step, some of the eigenvalue curves in fact are tangent to the stability
thresholds at zero or one. Those unstable, critical time-steps ∆t are isolated and
hard to detect: choose any time-step slightly smaller, or larger, and the LTS-LF
method will indeed remain perfectly stable. Still, for these particular choices of ∆t,
the LF-LTS method (with ν = 0) may become (linearly) unstable.
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Figure 6. Top: Eigenvalues of (∆t2/4)AS,p,ν vs. CFL ratio ∆t/hc
for p = 3, ν = 0 (left), ν = 0.001 (right). Middle and bottom:
Zoom on particular critical points from the top row.
In contrast for ν = 0.001, we observe in the right column of Figure 6 that all
eigenvalues remain strictly inside the open interval (0, 1). By setting ν = 0.001, we
have thus removed all potentially unstable critical time-steps present in the LF-LTS
method without stabilization.
In general, the value of the first potentially critical time-step ∆tcrit in the LF-
LTS method without stabilization depends on p. For p = 2, for instance, we have
∆tcrit = 0.7104 · hc. To purposely trigger the potentially unstable behavior of
the LF-LTS method when ν = 0, we now set the initial condition u0(x) to the
corresponding eigenfunction ηcritp,ν of ∆t
2AS,p,ν for p = 2 and ∆t = ∆tcrit. Shown
on the left of Fig. 7, we observe that ηcritp,ν is highly oscillatory.
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Figure 7. Left: Eigenfunction ηcritp,ν associated with a critical (un-
stable) time-step ∆t = ∆tcrit on a locally refined mesh. Right:
Evolution of ‖u(t, ·)‖∞ vs. time t for ν = 0 (dashed blue) and
ν = 0.01 (solid red) with dash-dotted reference line O (t).
On the right of Fig. 7, we observe that the numerical solution of the LF-LTS
method without stabilization indeed grows linearly with time until T = 1000; it
then starts to grow even faster probably due to round-off. In contrast, the stabilized
LF-LTS method with ν = 0.01 remains bounded for all time even when initialized
with the same unstable eigenmode. Hence, the stabilization has entirely removed
any potentially unstable behavior at no extra cost, while the CFL restriction on ∆t
essentially remains the same—see Table 1.
As illustrated in Fig. 7, the LF-LTS method without stabilization may become
unstable at particular discrete values of the time-steps. We now ask whether pur-
posely choosing a critically unstable time-step can prevent the LF-LTS method with
ν = 0 from achieving optimal convergence. Hence, we apply the LF-LTS method
with ν = 0 and initial condition (4.1) for a sequence of meshes of decreasing mesh
size hc while choosing on each mesh a corresponding critical time-step ∆tcrit. Even
for those somewhat extreme parameter settings, we observe in Fig. 8 that optimal
convergence of the LF-LTS (p = 2, ν = 0) method is in fact preserved on a finite
time interval.
5. Concluding remarks
We have proposed a stabilized version of the leapfrog based local time-stepping
(LF-LTS) method from [15], which removes all discrete critical time-steps where
the original method could potentially become unstable. Still, the new stabilized
LF-LTS method retains all advantages of the original scheme: it is fully explicit,
second-order accurate and based on a “leapfrog-like” three-term recurrence relation.
Thus, it is inherently parallel when combined with a standard FE discretization
with mass-lumping or a discontinuous Galerkin FE method while it also conserves
a discrete energy (3.27). Moreover, for sufficiently small stabilization ν > 0, the
CFL stability condition of the LF-LTS method remains essentially unchanged even
in the presence of local refinement.
The full stabilized LF-LTS algorithm is listed in Section 2.4. In Theorem 3.11, we
have proved optimal L2 convergence rates under a CFL condition (3.8) independent
of the “coarse”-to-“fine” mesh size ratio and the number of local time-steps p. Our
30 MARCUS J. GROTE, SIMON MICHEL, AND STEFAN A. SAUTER
10-3 10-2
H
10-4
10-3
10-2
10-1
L2
 
er
ro
r
O(H2)
 = 0
 = 0.01
 = 0.5
Figure 8. Absolute L2 error at time t = 2 vs. H = hc for ∆t =
∆tcrit on each mesh, p = 2, ν = 0, 0.01, 0.5, with dashed reference
line O (H2).
numerical experiments corroborate those convergence rates even for p as large as
one thousand and validate the conservation of energy down to machine precision.
Although we have restricted ourselves here to homogeneous wave equations for the
sake of simplicity, the new stabilized LF-LTS algorithm extends to general nonzero
forcing [23].
Appendix A. Estimates for Chebyshev Polynomials
In this appendix, we will prove some estimate for the Chebyshev polynomials of
the first kind. We recall that
(A.1) T (m)p (1) =
m−1∏
ℓ=0
(
p2 − ℓ2)
(2ℓ+ 1)
and
∥∥∥T (m)p ∥∥∥
L∞([−1,1])
= T (m)p (1) ,
where the first relation follows from [38, (1.97)] and the second one from [38, The-
orem 2.24], see also [39, Corollary 7.3.1].
Lemma A.1. Let δp,ν = 1 + ν/p
2 as in (2.18). Then
(A.2)
∥∥∥T (m)p ∥∥∥
L∞(−δp,ν ,δp,ν)
≤ p
2m eν/2
m−1∏
ℓ=0
(2ℓ+ 1)
.
For x = 1 + ε ∈ [1, δp,ν ] and p ≥ m+ 1 it holds
T (m)p (x) ≥
(
1 +
(
p2 −m2)
(2m+ 1)
ε
)
m−1∏
ℓ=0
p2 − ℓ2
2ℓ+ 1
and
(A.3) Tp (δp,ν) ≥ 1 + ν.
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Proof. For x ∈ [−1, 1], we conclude from (A.1) that∣∣∣T (m)p (x)∣∣∣ ≤ m−1∏
ℓ=0
(
p2 − ℓ2)
(2ℓ+ 1)
holds. For x ∈ (−δp,ν , δp,ν) \ [−1, 1], we employ (cf. [17, 18.5.7])
T (m)p (x) = p
p∑
k=m
(−2)k (−1)m (p+ k − 1)!
(p− k)! (2k)!
k!
(k −m)! (1− x)
k−m
.
We set x = 1 + ε for 0 < ε < ν/p2 and obtain
T (m)p (x) =
p∑
k=m
2k
k!
(k −m)! (2k)!ε
k−m
k−1∏
ℓ=0
(
p2 − ℓ2)(A.4)
≤
p∑
k=m
2k
k!
(k −m)! (2k)!
(
ν
p2
)k−m k−1∏
ℓ=0
(
p2 − ℓ2)
≤ p2m
p∑
k=m
νk−m
(k −m)!
k−1∏
ℓ=0
(2ℓ+ 1)
≤ p2m
p−m∑
k=0
νk
k!
k+m−1∏
ℓ=0
(2ℓ+ 1)
≤ p
2m
m−1∏
ℓ=0
(2ℓ+ 1)
∞∑
k=0
νk
k!
k−1∏
ℓ=0
(2ℓ+ 1)
≤ p
2m eν/2
m−1∏
ℓ=0
(2ℓ+ 1)
.
By symmetry of T
(m)
p , we conclude that the same upper bound holds for
∣∣∣T (m)p (x)∣∣∣
in the range x = −1− ε.
Next, we will obtain a lower bound for T
(m)
p (x) for x = 1+ ε and 0 < ε < ν/p2.
Note that (A.4) provides a representation with positive terms so that the truncation
of the sum after two terms (for p ≥ m+ 1) leads to
T (m)p (x) ≥ 2m
m!
(2m)!
(
1 +
(
p2 −m2)
(2m+ 1)
ε
)
m−1∏
ℓ=0
(
p2 − ℓ2)
≥
(
1 +
(
p2 −m2)
(2m+ 1)
ε
)
m−1∏
ℓ=0
p2 − ℓ2
2ℓ+ 1
.

Lemma A.2. Let p ≥ 1.
(1) Tp is monotonically increasing in [1,∞].
(2) It holds that ∥∥T ′p∥∥L∞(−δp,ν ,δp,ν) = T ′p (δp,ν) .
(3) Let ωp,ν be as in (2.18). Then,
(A.5) 2p2 e−ν/2 ≤ ωp,ν ≤ 2p2.
Proof. Part 1 and 2 follows from the fact that the sequence of Chebyshev polyno-
mials (Tp)p form a Sturm’s chain on [−1, 1].
Part 3. The estimate from above is a direct consequence of Part 1 and (A.1).
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For the lower estimate we employ
(A.6) T ′p (δp,ν) ≥ T ′p (1) = p2.
From Lemma A.1 we conclude that
(A.7) Tp (δp,ν) ≤ eν/2 .
The combination of (A.6) and (A.7) leads to the assertion. 
Remark A.3. Let it be noted that some of the estimates of the following Lemmas
A.4 and A.5 are also proven in [5]. More specifically, (A.8a) is proven in [5, Theorem
5.1, proof part (ii)] and (A.8b) and the upper bound in Lemma A.5 are implied by
[5, Theorem 5.2].
Lemma A.4. Let ν ∈ [0, 1]. It holds
sup
0≤x≤2δp,νωp,ν
∣∣∣∣Pp,ν (x)x
∣∣∣∣ ≤ 1,(A.8a)
inf
0≤x≤(1+δp,ν)ωp,ν
Pp,ν (x)
x
≥ 2ν
(2 + ν)
2
ωp,ν
≥ ν
(2 + ν)
2
p2
.(A.8b)
Proof. For p = 1, we have P1,ν(x) = x and the results are trivial. So, let p ≥ 2.
Part 1. Upper Estimate.
We have Pp,ν (0) = 0 and P
′
p,ν (0) = 1. For x > 0, a Taylor argument leads to
Pp,ν (x)
x
=
2
ωp,ν
T ′p (δp,ν − ξ)
Tp (δp,ν)
for ξ ∈
(
0,
x
ωp,ν
)
⊂ (0, 2δp,ν) .
We insert the definition for ωp,ν and obtain by Lemma A.2 that
Pp,ν (x)
x
=
T ′p (δp,ν − ξ)
T ′p (δp,ν)
∈ (−1, 1) .
Part 2. Lower Estimate.
For the estimate from below we employ
(A.9) inf
0≤x≤(2+ν/p2)ωp,ν
Pp,ν (x)
x
=
1
ωp,ν
inf
0≤y≤2+ν/p2
qp,ν (y)
for
qp,ν (y) =
2
y
(
1− Tp (δp,ν − y)
Tp (δp,ν)
)
.
We distinguish between the following cases.
Case 1. ν/p2 ≤ y ≤ 2δν,p − ν/p2.
From (A.3) we know
Tp (δp,ν) ≥ 1 + ν
and for ν/p2 ≤ y ≤ 2δν,p − ν/p2 we have δp,ν − y ∈ [−1, 1] so that
|Tp (δp,ν − y)| ≤ ‖Tp‖L∞([−1,1]) ≤ 1.
This implies
qp,ν (y) ≥
2
(
1− 11+ν
)
y
= 2
ν
y (1 + ν)
≥ 2ν
(1 + ν) (2 + ν/p2)
≥ 2ν
(2 + ν)
2 .
Case 2 y ∈ [0, ν/p2].
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We employ a Taylor argument to obtain
qp,ν (y) =
2T ′p (δp,ν)− yT ′′p (δp,ν − ξ)
Tp (δp,ν)
≥ 2T
′
p (δp,ν)
Tp (δp,ν)
− y
∣∣∣∣T ′′p (δp,ν − ξ)Tp (δp,ν)
∣∣∣∣
for 0 ≤ ξ ≤ y. The combination of (A.6) and (A.7) leads to
qp,ν (y) ≥ 2p2 e−ν/2−y
∣∣T ′′p (δp,ν − ξ)∣∣
Tp (δp,ν)
Lem. A.1≥ 2p2 e−ν/2
(
1− y p
2 eν
6
)
≥ 2p2 e−ν/2
(
1− ν e
ν
6
)
.
A rough estimation shows that
(ν + 1) e−ν/2
(
1− ν e
ν
6
)
≥ 2 e−1/2
(
1− e
6
)
≥ 1/2 ∀ 0 ≤ ν ≤ 1.
This implies
2p2 e−ν/2
(
1− ν e
ν
6
)
≥ p
2
ν + 1
and
(A.10) qp,ν (y) ≥ p
2
ν + 1
∀y ∈ [0, ν/p2] .
By comparing these two cases and employing (A.5) we end up with
Pp,ν (x)
x
≥ 2ν
(2 + ν)
2
ωp,ν
≥ ν
(2 + ν)
2
p2
.

Lemma A.5. It holds
sup
0≤x≤(2+ν/p2)ωp,ν
|Pp,ν (x)| ≤ 2 (2 + ν)
1 + ν
= 4− 2ν
1 + ν
,
inf
x∈(ccoer∆t2,(2+ν/p2)ωp,ν)
Pp,ν (x) ≥ min
{
ccoer
∆t2
(ν + 1)
,
2ν
ν + 1
}
.
Proof. Upper bound.
From (A.3) we conclude that for ν/p2 ≤ x/ωp6,ν < 2 + ν/p2 it holds
(A.11)
Tp
(
δp,ν − xωp,ν
)
Tp (δp,ν)
≤ 1
1 + ν
.
Hence,
Pp,ν (x) ≤ 2
(
1 +
1
1 + ν
)
=
2 (2 + ν)
1 + ν
and
Pp,ν (x) ≥ 2
(
1
1 + ν
− 1
)
≥ −2 ν
ν + 1
.
Hence
|Pp,ν (x)| ≤ 2 (2 + ν)
1 + ν
for ν/p2 < x/ωp6,ν < 2 + ν/p
2.
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For 0 ≤ x/ωp6,ν ≤ ν/p2, we obtain
e−ν/2
(A.2)
≤ 1
Tp (δp,ν)
Lem. A.2≤
Tp
(
δp,ν − xωp,ν
)
Tp (δp,ν)
Lem. A.2≤ Tp (δp,ν)
Tp (δp,ν)
= 1.
Hence,
Pp,ν (x) = 2
1− Tp
(
δp,ν − xωp,ν
)
Tp (δp,ν)
 ≤ 2 ∀0 ≤ x/ωp6,ν ≤ ν/p2.
Lower bound.
For ν/p2 ≤ x/ωp6,ν < 2 + ν/p2, we conclude from (A.11) that
Pp,ν (x) = 2
1− Tp
(
δp,ν − xωp,ν
)
Tp (δp,ν)
 ≥ 2(1− 1
1 + ν
)
=
2ν
ν + 1
.
For ccoer∆t
2 ≤ x/ωp,ν ≤ ν/p2, we combine (A.9) and (A.10) to get
Pp,ν (x) ≥ x
ν + 1
p2
ωp,ν
≥ ccoer∆t
2p2
ν + 1
p≥1
≥ ccoer ∆t
2
(ν + 1)
.

Lemma A.6. Let 0 ≤ ν ≤ 1. Then
sup
0<y<(2+ν/p2)ωp,ν
∣∣∣∣1− y−1Pp,ν (y)Pp,ν (y)
∣∣∣∣ ≤ ν + 12ν .
Proof. From (A.8b) we conclude that
(A.12)
Pp,ν (y)
y
≥ ν
(2 + ν)2 p2
> 0 ∀ 0 < y ≤
(
2 +
ν
p2
)
ωp,ν ,
so that
1− y−1Pp,ν (y)
Pp,ν (y)
≤ 1
Pp,ν (y)
.
On the other hand, the estimate (A.8a) implies
1− y−1Pp,ν (y) ≥ 0
and we arrive at
(A.13)
∣∣∣∣1− y−1Pp,ν (y)Pp,ν (y)
∣∣∣∣ ≤ 1Pp,ν (y) ∀ 0 < y ≤
(
2 +
ν
p2
)
ωp,ν .
For ν/p2 ≤ x/ωp6,ν < 2 + ν/p2, we conclude from (A.11) that
(A.14) Pp,ν (x) = 2
1− Tp
(
δp,ν − xωp,ν
)
Tp (δp,ν)
 ≥ 2(1− 1
1 + ν
)
=
2ν
ν + 1
.
We combine (A.13) with (A.14) to obtain∣∣∣∣1− y−1Pp,ν (y)Pp,ν (y)
∣∣∣∣ ≤ ν + 12ν .
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For 0 < y/ωp,ν < ν/p
2, a Taylor argument leads to
Pp,ν (y)
y
= 1− y
ω2p,ν
T ′′p (δp,ν − ξ)
Tp (δp,ν)
for some ξ ∈
(
0, yωp,ν
)
. The combination of (A.2), (A.3), and (A.5) leads to∣∣∣∣1− y−1Pp,ν (y)Pp,ν (y)
∣∣∣∣ = yω2p,ν
∣∣T ′′p (δp,ν − ξ)∣∣
Tp (δp,ν)Pp,ν (y)
≤ 1
ω2p,ν
p4 eν/2
3 (1 + ν)
y
Pp,ν (y)
≤ e
3ν/2
12 (1 + ν)
y
Pp,ν (y)
.
From (A.9) and (A.10) one derives
Pp,ν (y)
y
≥ 1
ωp,ν
p2
ν + 1
(A.5)
≥ 1
2 (ν + 1)
.
Thus, ∣∣∣∣1− y−1Pp,ν (y)Pp,ν (y)
∣∣∣∣ ≤ e3ν/26 .
For 0 ≤ ν ≤ 1 it holds
ν + 1
2ν
≥ e
3ν/2
6
and the assertion follows. 
Appendix B. Equivalence of the algorithm
We prove the equivalence of definition (2.22) and the algorithm in section 2.4 by
using the following recursion for P∆tp,ν , which is also noticed in [5].
Lemma B.1. Let the polynomials Pp,ν,k(x) ∈ Pk, k = 0, 1, . . . , p be defined by
(B.1)

P∆tp,ν,0(x) := 0,
P∆tp,ν,1(x) :=
2
ωp,νδp,ν
,
P∆tp,ν,k+1(x) := 2βk+1/2
(
δp,ν − ∆t
2x
ωp,ν
)
P∆tp,ν,k(x) − βkP∆tp,ν,k−1(x)
+
4
ωp,ν
βk+1/2,
with coefficients βk and βk+1/2 defined as in (2.23). Then
P∆tp,ν(x) = P
∆t
p,ν,p(x).
Proof. The result follows from straightforward computation using the standard
recursion for Chebyshev polynomials. 
Theorem B.2. Definition (2.22) and the Stabilized LF-LTS Galerkin FE algorithm
in section 2.4 are equivalent.
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Proof. Let z
(n)
S,k be defined as in the algorithm. In the following, we want to show
that
(B.2) z
(n)
S,k = u
(n)
S −
∆t2
2
ASP∆tp,ν,k
(
ΠSf A
S
)
u
(n)
S
for every k = 0, 1, . . . , p.
For k = 0, 1, this follows simply by inserting (B.1). Hence, we may deduce by
induction,
z
(n)
S,k+1 = (1 + βk) z
(n)
S,k − βkz(n)S,k−1
−
(
∆t
p
)2(
2p2
ωp,ν
)
βk+1/2
(
ASΠSc u
(n)
S +A
SΠSf z
(n)
S,k
)
= (1 + βk)u
(n)
S − (1 + βk)
∆t2
2
ASP∆tp,ν,k
(
ΠSf A
S
)
u
(n)
S − βku(n)S
+ βk
∆t2
2
ASP∆tp,ν,k−1
(
ΠSf A
S
)
u
(n)
S −
(
∆t
p
)2(
2p2
ωp,ν
)
βk+1/2A
Su
(n)
S
+
∆t2
2
(
∆t
p
)2(
2p2
ωp,ν
)
βk+1/2A
SΠSf A
SP∆tp,ν,k
(
ΠSf A
S
)
u
(n)
S .
Now observe that from the well-known recursion for Chebyshev polynomials of first
kind, Tk+1(x) = 2xTk(x)− Tk−1(x), it follows that
1 + βk = 2δp,νβk+1/2.
From this, we conclude
z
(n)
S,k+1 = u
(n)
S −
∆t2
2
AS
(
2
(
δp,νI
S − ∆t
2
ωp,ν
ΠSf A
S
)
βk+1/2P
∆t
p,ν,k
(
ΠSf A
S
)
−βkP∆tp,ν,k−1
(
ΠSf A
S
)
+
4
ωp,ν
βk+1/2I
S
)
u
(n)
S
(B.1)
= u
(n)
S −
∆t2
2
ASP∆tp,ν,k+1
(
ΠSf A
S
)
u
(n)
S .
In summary, we have proven that
u
(n+1)
S = −u(n−1)S + 2
(
u
(n)
S −
∆t2
2
ASP∆tp,ν
(
ΠSf A
S
)
u
(n)
S
)
,
which implies the assertion. 
Acknowledgements
This work was supported by the Swiss National Science Foundation.
References
1. I. M. Babusˇka and S. A. Sauter, Is the pollution effect of the FEM avoidable for the Helmholtz
equation considering high wave numbers?, SIAM J. Numer. Anal. 34 (1997), 2392–2423.
2. G. A. Baker, Error estimates for finite element methods for second order hyperbolic equations,
SIAM J. Numer. Anal. 13 (1976), no. 4, 564–576.
3. G. A. Baker and V. A. Dougalis, The effect of quadrature errors on finite element approxima-
tions for second order hyperbolic equations, SIAM J. Numer. Anal. 13 (1976), no. 4, 577–598.
4. S. C. Brenner and L. R. Scott, The Mathematical Theory Of Finite Element Methods, third
ed., vol. 15, Springer, New York, 2008.
STABILIZED LEAPFROG BASED LOCAL TIME-STEPPING 37
5. C. Carle, M. Hochbruck, and A. Sturm, On leapfrog-Chebyshev schemes, CRC 1173-Preprint
2019/19, Karlsruhe Institute of Technology, 2019.
6. J. Chabassier and S. Imperiale, Fourth-order energy-preserving locally implicit time discretiza-
tion for linear wave equations, Internat. J. Numer. Methods Engrg. 106 (2016), no. 8, 593–622.
7. , Construction and convergence analysis of conservative second order local time dis-
cretisation for wave equations based on domain decomposition, working paper or preprint,
hal-01894357v2, 2019.
8. P. G. Ciarlet, The Finite Element Method For Elliptic Problems, North-Holland, 1987.
9. G. Cohen, P. Joly, J. E. Roberts, and N. Tordjman, Higher order triangular finite elements
with mass lumping for the wave equation, SIAM J. Numer. Anal. 38 (2001), no. 6, 2047–2078.
10. G. Cohen, Higher Order Numerical Methods for Transient Wave Equations, Springer Verlag,
2002.
11. F. Collino, T. Fouquet, and P. Joly, A conservative space-time mesh refinement method for
the 1-D wave equation. I. Construction, Numer. Math. 95 (2003), no. 2, 197–221.
12. , A conservative space-time mesh refinement method for the 1-D wave equation. II.
Analysis, Numer. Math. 95 (2003), no. 2, 223–251.
13. , Conservative space-time mesh refinement methods for the FDTD solution of
Maxwell’s equations, J. Comput. Phys. 211 (2006), no. 1, 9–35.
14. S. Descombes, S. Lante´ri, and L. Moya, Locally implicit discontinuous Galerkin method for
time domain electromagnetics, J. Sci. Comp. 56 (2013), 190–218.
15. J. Diaz and M. J. Grote, Energy conserving explicit local time-stepping for second-order wave
equations, SIAM J. Sci. Comput. 31 (2009), 1985–2014.
16. , Multilevel explicit local time-stepping for second-order wave equations, Comp. Meth.
Appl. Mech. Engin. 291 (2015), 240–265.
17. NIST Digital Library of Mathematical Functions, http://dlmf.nist.gov/, Release 1.0.13 of
2016-09-16, F. W. J. Olver, A. B. Olde Daalhuis, D. W. Lozier, B. I. Schneider, R. F. Boisvert,
C. W. Clark, B. R. Miller and B. V. Saunders, eds.
18. V. Dolean, H. Fahs, L. Fezoui, and S. Lanteri, Locally implicit discontinuous Galerkin method
for time domain electromagnetics, J. Comput. Phys. 229 (2010), 512–526.
19. S. Geevers, W. A. Mulder, and J. J. W. van der Vegt, New higher-order mass-lumped tetra-
hedral elements for wave propagation modelling, SIAM J. Sci. Comput. 40 (2018), no. 5,
A2830–A2857.
20. J. C. Gilbert and P. Joly, Higher order time stepping for second order hyperbolic problems and
optimal CFL conditions, Partial Differential Equations (R. Glowinski and P. Neittaanma¨ki,
eds.), Comput. Methods Appl. Sci., vol. 16, Springer-Verlag, Dordrecht, The Netherlands,
2008, pp. 67–93.
21. I. G. Graham, W. Hackbusch, and S.A. Sauter, Hybrid Galerkin boundary elements: theory
and implementation, Numer. Math. 86 (2000), 139–172.
22. M. J. Grote, M. Mehlin, and S. A. Sauter, Convergence analysis of energy conserving explicit
local time-stepping methods for the wave equation, SIAM J. Numer. Anal. 56 (2018), no. 2,
994–1021.
23. M. J. Grote, T. Mitkova, Explicit local time-stepping methods for Maxwell’s equations, J.
Comput. Appl. Math. 234 (2010), no. 12, 3283–3302.
24. M. J. Grote, A. Schneebeli, and D. Scho¨tzau, Discontinuous Galerkin finite element method
for the wave equation, SIAM J. Numer. Anal. 44 (2006), no. 6, 2408–2431.
25. W. Hackbusch, Iterative Solution Of Large Sparse Systems Of Equations, second ed., Applied
Mathematical Sciences, vol. 95, Springer, 2016.
26. E. Hairer, C. Lubich, and G. Wanner, Geometric Numerical Integration, Springer-Verlag,
Berlin, 2002.
27. , Geometric numerical integration illustrated by the Sto¨rmer/Verlet method, Acta
Numerica 12 (2003), 399–450.
28. M. Hochbruck and A. Sturm, Upwind discontinuous Galerkin space discretization and locally
implicit time integration for linear Maxwell’s equations, Math. Comp. 88 (2019), no. 317,
1121–1153.
29. , Error analysis of a second-order locally implicit method for linear Maxwell’s equa-
tions, SIAM J. Numer. Anal. 54 (2016), no. 5, 3167–3191.
38 MARCUS J. GROTE, SIMON MICHEL, AND STEFAN A. SAUTER
30. W. Hundsdorfer and J. Verwer, Numerical solution of time-dependent advection-diffusion-
reaction equations, Springer Series in Computational Mathematics, vol. 33, Springer-Verlag,
Berlin, 2003.
31. P. Joly and J. Rodr´ıguez, An error analysis of conservative space-time mesh refinement meth-
ods for the one-dimensional wave equation, SIAM J. Numer. Anal. 43 (2005), no. 2, 825–859.
32. J. L. Lions and E. Magenes, Non-Homogeneous Boundary Value Problems and Applications,
Springer-Verlag, Berlin, 1972.
33. S. Minisini, E. Zhebel, A. Kononov, and W. A. Mulder, Local time stepping with the discon-
tinuous Galerkin method for wave propagation in 3D heterogeneous media, Geophysics 78
(2013), T67–T77.
34. E. Montseny, S. Pernet, X. Ferrie´res, and G. Cohen, Dissipative terms and local time-stepping
improvements in a spatial high order Discontinuous Galerkin scheme for the time-domain
Maxwell’s equations, J. Comput. Phys. 227 (2008), 6795–6820.
35. F. L. Mu¨ller and C. Schwab, Finite elements with mesh refinement for elastic wave propaga-
tion in polygons, Math. Meth. Appl. Sci. 39 (2016), no. 17, 5027–5042.
36. S. Piperno, Symplectic local time-stepping in non-dissipative DGTD methods applied to wave
propagation problems, M2AN Math. Model. Numer. Anal. 40 (2006), no. 5, 815–841.
37. M. Rietmann, M. J. Grote, D. Peter, and O. Schenk, Newmark local time stepping on high-
performance computing architectures, J. Comput. Phys. 334 (2017), 308–326.
38. T. J. Rivlin, The Chebyshev Polynomials, Wiley, New York, 1974.
39. S. A. Sauter and C. Schwab, Boundary Element Methods, Springer, Heidelberg, 2010.
40. J. G. Verwer, W. Hundsdorfer, and B. Sommeijer, Convergence properties of the Runge-Kutta-
Chebyshev method, Numer. Math. 57 (1990), 157–178.
41. J. G. Verwer, Component splitting for semi-discrete Maxwell equations, BIT 51 (2011), 427–
445.
42. , Explicit Runge-Kutta methods for parabolic partial differential equations, Appl. Nu-
mer. Math. 22 (1996), 359–379.
Department of Mathematics and Computer Science, University of Basel, Spiegel-
gasse 1, 4051 Basel, Switzerland
E-mail address: marcus.grote@unibas.ch
Department of Mathematics and Computer Science, University of Basel, Spiegel-
gasse 1, 4051 Basel, Switzerland
E-mail address: simon.michel@unibas.ch
Institute for Mathematics, University of Zurich, Winterthurerstrasse 190, 8057
Zurich, Switzerland
E-mail address: stas@math.uzh.ch
