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Abstract
Finding a ground state of a given Hamiltonian on a graph G = (V,E) is an important
but hard problem. One of the potential methods is to use a Markov chain Monte Carlo to
sample the Gibbs distribution whose highest peaks correspond to the ground states. In this
short paper, we investigate the stochastic cellular automata, in which all spins are updated
independently and simultaneously. We prove that (i) if the temperature is sufficiently high
and fixed, then the mixing time is at most of order log |V |, and that (ii) if the temperature
drops in time n as 1/ log n, then the limiting measure is uniformly distributed over the ground
states.
1 Introduction and the main results
There are many occasions in real life when we have to quickly choose one among extremely many
options. In addition, we want our choice to be optimal in a certain sense. Such combinatorial
optimization problems are ubiquitous and possibly quite hard to solve them fast. In particular,
NP-hard problems cannot be solved in polynomial time [5].
One approach to find an optimal solution to a given problem is to translate it into an Ising
Hamiltonian on a finite graph G = (V,E) with no multi- or self-edges (see, e.g., [12] for a list
of examples of such mappings) and find one of its ground states that corresponds to an optimal
solution. Given a system of spin-spin couplings {Jx,y}{x,y}∈E (with Jx,y = 0 if {x, y} /∈ E)
and external magnetic fields {hx}x∈V , we define the Ising Hamiltonian of a spin configuration
σ = {σx}x∈V ∈ Ω ≡ {±1}V as
H(σ) = −
∑
{x,y}∈E
Jx,yσxσy −
∑
x∈V
hxσx ≡ −1
2
∑
x,y∈V
Jx,yσxσy −
∑
x∈V
hxσx. (1.1)
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Let GS denote the set of ground states, at which the Hamiltonian attains its minimum value,
i.e.,
GS = arg min
σ
H(σ) ≡ {σ ∈ Ω : H(σ) = min
τ
H(τ )
}
. (1.2)
A standard method to find a ground state is to use a Markov chain Monte Carlo (MCMC) to
sample the Gibbs distribution piGβ ∝ e−βH at the inverse temperature β ≥ 0:
piGβ (σ) =
wGβ (σ)∑
τ w
G
β (τ )
, where wGβ (σ) = e
−βH(σ). (1.3)
Obviously, the Gibbs distribution attains its highest peaks on GS.
There are several MCMCs that can generate the Gibbs distribution as the equilibrium mea-
sure. One of them is the Glauber dynamics [7], which is defined by the transition probability
PGβ (σ, τ ) =

1
|V |
wGβ (σ
x)
wGβ (σ) + w
G
β (σ
x)
[τ = σx],
1−
∑
x∈V
PGβ (σ,σ
x) [τ = σ],
0 [otherwise],
where (σx)y =
{
σy [y 6= x],
−σy [y = x].
(1.4)
Since PGβ is aperiodic, irreducible and reversible with respect to pi
G
β , i.e., pi
G
β (σ)P
G
β (σ, τ ) =
piGβ (τ )P
G
β (τ ,σ) for all σ, τ ∈ Ω, the Gibbs distribution is the unique equilibrium distribution for
the Glauber dynamics. The transition probability PGβ (σ,σ
x) can be interpreted as choosing a
spin uniformly randomly from V and then flipping it with probability proportional to wGβ (σ
x).
Therefore, the number of spin-flips per update is at most one, which makes it inefficient. The
Swendsen-Wang algorithm [16] is a cluster-flip MC, hence potentially much faster than the
Glauber and other single spin-flip rules. However, since forming a cluster to be flipped is not
local, especially when the cluster is as large as the system size V , the average number of spin-flips
per unit time (not per update) in the Swendsen-Wang may not be so different than those single
spin-flip MCs. We have longed for MCMCs in which many spins are updated simultaneously
and less dependently on the other spins.
Notice that, by introducing the cavity fields
h˜x(σ) =
∑
y∈V
Jx,yσy + hx, (1.5)
the transition probability PGβ (σ,σ
x) can also be written as
PGβ (σ,σ
x) =
1
|V |
e−βh˜x(σ)σx
2 cosh(βh˜x(σ))
. (1.6)
In this paper, we investigate the probabilistic cellular automata, or PCA for short [3, 15].
Since the term PCA has already been long used as an abbreviation for principal component
analysis in statistics, we would rather call it as the stochastic cellular automata (SCA). It is
defined by an extended version of the Hamiltonian with the pinning parameters q = {qx}x∈V ,
which is
H˜(σ, τ ) = −1
2
∑
x,y∈V
Jx,yσxτy − 1
2
∑
x∈V
hx(σx + τx)− 1
2
∑
x∈V
qxσxτx
≡ −1
2
∑
x∈V
(
h˜x(σ) + qxσx
)
τx − 1
2
∑
x∈V
hxσx. (1.7)
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Let
wSCAβ,q (σ) =
∑
τ
e−βH˜(σ,τ )
(1.7)≡
∏
x∈V
2e
β
2
hxσx cosh
(β
2 (h˜x(σ) + qxσx)
)
, (1.8)
and define the SCA transition probability as
P SCAβ,q (σ, τ ) =
e−βH˜(σ,τ )
wSCAβ,q (σ)
(1.7)≡
∏
x∈V
e
β
2
(h˜x(σ)+qxσx)τx
2 cosh(β2 (h˜x(σ) + qxσx))
. (1.9)
Due to the rightmost expression of the product form, all spins in the system are updated inde-
pendently and simultaneously. This implies that the SCA can jump from any spin configuration
to another in just one step, potentially resulting in faster convergence to equilibrium. Since H˜
is symmetric, i.e.,
H˜(σ, τ ) = H˜(τ ,σ), H˜(σ,σ) = H(σ)− 1
2
∑
x∈V
qx, (1.10)
the middle expression in (1.9) implies that P SCAβ,q is reversible with respect to the equilibrium
distribution
piSCAβ,q (σ) =
wSCAβ,q (σ)∑
τ w
SCA
β,q (τ )
. (1.11)
Although this is not the Gibbs distribution, and therefore we cannot naively use it to search for
the ground states, the total-variation distance (cf., [1, Definition 4.1.1 & (4.1.5)])
‖piSCAβ,q − piGβ ‖TV ≡
1
2
∑
σ
|piSCAβ,q (σ)− piGβ (σ)| = 1−
∑
σ
piSCAβ,q (σ) ∧ piGβ (σ) (1.12)
tends to zero as minx qx ↑ ∞. This is the positive side of the SCA with large q. On the other
hand, since the off-diagonal entries of P SCAβ,q tends to zero as minx qx ↑ ∞, the SCA with large q
may well be much slower than expected. This is why we call q the pinning parameters.
Having in mind the use of the SCA to solely find the ground states, we investigate the SCA
with the pinning parameter q satisfying
qx ≥

∑
y∈V
|Jx,y| − 1
2
∑
y∈C
|Jx,y| [x ∈ C],
λ
2
[x /∈ C],
(1.13)
where C ⊂ V is arbitrary and λ is the largest eigenvalue of the matrix [−Jx,y]V×V . This is a
sufficient condition for H˜ to attain its minimum value on the diagonal entries, i.e.,
min
σ,τ∈Ω
H˜(σ, τ ) = min
σ∈Ω
H˜(σ,σ), arg min
σ
H˜(σ,σ)
(1.10)
= GS. (1.14)
See [13] and its supplemental document for the proof of [13, (6)]. In this paper, we prove the
following two statements:
(i) If β is sufficiently small and fixed, then the time-homogeneous SCA has a mixing time of
order log |V | (Theorem 2.2).
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(ii) If βn increases in time n as ∝ log n, then the time-inhomogeneous SCA weakly converges
to the uniform distribution piG∞ over GS (Theorem 3.2).
The former implies faster mixing than conventional single spin-flip MCs, such as the Glauber
dynamics (see Remark 2.3(i)). The latter implies applicability of the standard temperature-
cooling schedule in the simulated annealing (see Remark 3.3(i)).
We note that the above two results are in terms of the total-variation distance. To make
the distance ‖µ − ν‖TV small, the two measures µ and ν have to be very close at every spin
configuration. This may impose too strong conditions on the temperature in the SCA, as stated
above. Moreover, since ‖piSCAβ,q −piGβ ‖TV is not necessarily small for finite q, we cannot tell anything
about the excited states Ω \ GS. In other words, we may be able to use the SCA under the
condition (1.13) to find the best options in combinatorial optimization, but not the second- or
third-best options. To overcome those difficulties, we will shortly discuss a potential replacement
for the total-variation distance at the end of the paper.
2 Mixing time for the SCA
In this section, we show that the mixing in the SCA is faster than in the Glauber when the
temperature is sufficiently high. To do so, we first introduce some notions and notation.
For σ, τ ∈ Ω, we let Dσ,τ be the set of vertices at which σ and τ disagree:
Dσ,τ = {x ∈ V : σx 6= τx}. (2.1)
For a time-homogeneous Markov chain, whose t-step distribution P t converges to its equilibrium
pi, we define the mixing time as follows: given an ε ∈ [0, 1],
tmix(ε) = inf
{
t ≥ 0 : max
σ
‖P t(σ, ·)− pi‖TV ≤ ε
}
.
In particular, we denote it by tSCAmix(ε) when P = P
SCA
β,q and pi = pi
SCA
β,q . Then we define the
transportation metric ρTM between two measures on Ω as
ρTM(µ, ν) = inf
{
Eµ,ν [|DX,Y |] : (X,Y ) is a coupling of µ and ν
}
, (2.2)
where Eµ,ν is the expectation against the coupling measure Pµ,ν whose marginals are µ for X
and ν for Y , respectively. By [11, Lemma 14.3], ρTM indeed satisfies the axioms of metrics, in
particular the triangle inequality: ρTM(µ, ν) ≤ ρTM(µ, λ)+ρTM(λ, ν) holds for all measures µ, ν, λ
on Ω.
The following is a summary of [11, Theorem 14.6 & Corollary 14.7], but stated in our context.
Proposition 2.1. If there is an r ∈ (0, 1) such that ρTM(P (σ, ·), P (τ , ·)) ≤ r|Dσ,τ | for any
σ, τ ∈ Ω, then
max
σ∈Ω
‖P t(σ, ·)− pi‖TV ≤ rt max
σ,τ∈Ω
|Dσ,τ |. (2.3)
Consequently,
tmix(ε) ≤
⌈
log |V | − log ε
log(1/r)
⌉
. (2.4)
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It is crucial to find a coupling (X,Y ) in which the size of DX,Y is decreasing in average, as
stated in the hypothesis of the above proposition. Here is the main statement on the mixing
time for the SCA.
Theorem 2.2. For any non-negative q, if β is sufficiently small such that, independently of
{hx}x∈V ,
r ≡ max
x∈V
(
tanh
βqx
2
+
∑
y∈V
tanh
β|Jx,y|
2
)
< 1, (2.5)
then ρTM(P
SCA
β,q (σ, ·), P SCAβ,q (τ , ·)) ≤ r|Dσ,τ | for all σ, τ ∈ Ω, and therefore tSCAmix(ε) obeys (2.4).
Proof. It suffices to show ρTM(P
SCA
β,q (σ, ·), P SCAβ,q (τ , ·)) ≤ r for all σ, τ ∈ Ω with |Dσ,τ | = 1. If
|Dσ,τ | ≥ 2, then, by using the triangle inequality along any sequence (η0,η1, . . . ,η|Dσ,τ |) of spin
configurarions that satisfy η0 = σ, η|Dσ,τ | = τ and |Dηj−1,ηj | = 1 for all j = 1, . . . , |Dσ,τ |, we
have
ρTM
(
P SCAβ,q (σ, ·), P SCAβ,q (τ , ·)
)
≤
|Dσ,τ |∑
j=1
ρTM
(
P SCAβ,q (ηj−1, ·), P SCAβ,q (ηj , ·)
)
≤ r|Dσ,τ |. (2.6)
Suppose that Dσ,τ = {x}, i.e., τ = σx. For any σ ∈ Ω and y ∈ V , we let p(σ, y) be the
conditional SCA probability of σy → 1 given that the others are fixed (cf., (1.9)):
p(σ, y) =
e
β
2
(h˜y(σ)+qyσy)
2 cosh(β2 (h˜y(σ) + qyσy))
=
1 + tanh(β2 (h˜y(σ) + qyσy))
2
. (2.7)
Notice that p(σ, y) 6= p(σx, y) only when y = x or y ∈ Nx ≡ {v ∈ V : Jx,v 6= 0}. Using this as a
threshold function for i.i.d. uniform random variables {Uy}y∈V on [0, 1], we define the coupling
(X,Y ) of P SCAβ,q (σ, ·) and P SCAβ,q (σx, ·) as
Xy =
{
+1 [Uy ≤ p(σ, y)],
−1 [Uy > p(σ, y)],
Yy =
{
+1 [Uy ≤ p(σx, y)],
−1 [Uy > p(σx, y)].
(2.8)
Denote the measure of this coupling by Pσ,σx and its expectation by Eσ,σx . Then we obtain
Eσ,σx [|DX,Y |] = Eσ,σx
[∑
y∈V
1{Xy 6=Yy}
]
=
∑
y∈V
Pσ,σx(Xy 6= Yy) =
∑
y∈V
|p(σ, y)− p(σx, y)|
= |p(σ, x)− p(σx, x)|+
∑
y∈Nx
|p(σ, y)− p(σx, y)|, (2.9)
where, by using the rightmost expression in (2.7),
|p(σ, x)− p(σx, x)| ≤ 1
2
∣∣∣∣ tanh(βh˜x(σ)2 + βqx2
)
− tanh
(
βh˜x(σ)
2
− βqx
2
)∣∣∣∣, (2.10)
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and for y ∈ Nx,
|p(σ, y)− p(σx, y)| ≤ 1
2
∣∣∣∣ tanh(β(
∑
v 6=x Jv,yσv + hy + qyσy)
2
+
βJx,y
2
)
− tanh
(
β(
∑
v 6=x Jv,yσv + hy + qyσy)
2
− βJx,y
2
)∣∣∣∣. (2.11)
Since | tanh(a+ b)− tanh(a− b)| ≤ 2 tanh |b| for any a, b, we can conclude
ρTM
(
P SCAβ,q (σ, ·), P SCAβ,q (σx, ·)
)
≤ Eσ,σx [|DX,Y |] ≤ tanh βqx
2
+
∑
y∈Nx
tanh
β|Jx,y|
2
≤ r, (2.12)
as required.
Remark 2.3. (i) It is known that the mixing time for the Glauber dynamics (1.4) with
hx ≡ 0 is at least of order |V | in any temperature and on any graph [11, Chapter 15].
Therefore, Theorem 2.2 implies that the SCA is way faster than the Glauber, as long as
the temperature is high enough (and the GPU in your machine has as many independent
cores as possible).
(ii) It is of some interest in investigating the average number of spin-flips per update, although
it does not necessarily represent the speed of convergence to equilibrium. In [3], where qx
is set to be a common q for all x, the average number of spin-flips per update is claimed to
be of order |V |e−βq. However, this is a bit misleading, as explained now. First, we recall
(1.9). Notice that
e
β
2
(h˜x(σ)+qxσx)τx
2 cosh(β2 (h˜x(σ) + qxσx))
=
e−
β
2
(h˜x(σ)σx+qx)1{x∈Dσ,τ }
2 cosh(β2 (h˜x(σ) + qxσx))
+
e
β
2
(h˜x(σ)σx+qx)1{x∈V \Dσ,τ }
2 cosh(β2 (h˜x(σ) + qxσx))
.
(2.13)
Isolating the q-dependence, we can rewrite the first term on the right as
e−
β
2
(h˜x(σ)σx+qx)1{x∈Dσ,τ }
2 cosh(β2 (h˜x(σ) + qxσx))
=
e−
β
2
qx cosh(β2 h˜x(σ))
cosh(β2 (h˜x(σ) + qxσx))︸ ︷︷ ︸
≡ εx(σ)
e−
β
2
h˜x(σ)σx
2 cosh(β2 h˜x(σ))︸ ︷︷ ︸
≡ px(σ)
1{x∈Dσ,τ }, (2.14)
and the second term as (1− εx(σ)px(σ))1{x∈V \Dσ,τ }. As a result, we obtain
P SCAβ,q (σ, τ ) =
∏
x∈Dσ,τ
(
εx(σ)px(σ)
) ∏
y∈V \Dσ,τ
(
1− εy(σ)py(σ)
)
. (2.15)
Suppose that εx(σ) is independent of x and σ, which is of course untrue, and simply denote
it by ε = O(e−βq). Then we can rewrite P SCAβ,q (σ, τ ) as
P SCAβ,q (σ, τ ) '
∏
x∈Dσ,τ
(
εpx(σ)
) ∏
y∈V \Dσ,τ
(
(1− ε) + ε(1− py(σ)))
=
∏
x∈Dσ,τ
(
εpx(σ)
) ∑
S:Dσ,τ⊂S⊂V
(1− ε)|V \S|
∏
y∈S\Dσ,τ
(
ε
(
1− py(σ)
))
=
∑
S:Dσ,τ⊂S⊂V
ε|S|(1− ε)|V \S|
∏
x∈Dσ,τ
px(σ)
∏
y∈S\Dσ,τ
(
1− py(σ)
)
. (2.16)
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This implies that the transition from σ to τ can be seen as determining the binomial
subset Dσ,τ ⊂ S ⊂ V with parameter ε and then changing each spin at x ∈ Dσ,τ with
probability px(σ). Therefore, |V |ε could be much larger than the actual expected number
of spin-flips per update.
(iii) In fact, we can explicitly compute the average number E∗[|Dσ,X |] ≡
∑
τ |Dσ,τ |P ∗(σ, τ ) of
spin-flips per update, where X is an Ω-valued random variable whose law is P ∗(σ, ·). For
Glauber, we have
EGβ [|Dσ,X |] =
∑
x∈V
PGβ (σ,σ
x) =
1
|V |
∑
x∈V
e−βh˜x(σ)σx
2 cosh(βh˜x(σ))
=
1
|V |
∑
x∈V
1
e2βh˜x(σ)σx + 1
. (2.17)
For the SCA, on the other hand, since |Dσ,τ | =
∑
x∈V 1{σx 6=τx}, we have
ESCAβ,q [|Dσ,X |] =
∑
x∈V
∑
τ :τx 6=σx
P SCAβ,q (σ, τ ) =
∑
x∈V
e−
β
2
(h˜x(σ)σx+qx)
2 cosh(β2 (h˜x(σ)σx + qx))
=
∑
x∈V
1
eβ(h˜x(σ)σx+qx) + 1
. (2.18)
Therefore, the SCA has more spin-flips per update than the Glauber, if |V |e2βh˜x(σ)σx ≥
eβ(h˜x(σ)σx+qx) for any x ∈ V and σ ∈ Ω, which is true when the temperature is sufficiently
high such that
max
x∈V
β
2
(
qx + |hx|+
∑
y∈V
|Jx,y|
)
≤ log
√
|V |. (2.19)
Compare this with the condition (2.5), which is independent of {hx}x∈V , hence better than
(2.19) in this respect. On the other hand, the bound in (2.19) can be made large as |V |
increases, while it is always 1 in (2.5).
3 Simulated annealing for the SCA
In this section, we show that, under a logarithmic cooling schedule βt ∝ log t, the simulated
annealing for the SCA weakly converges to the uniform distribution over GS. To do so, we
introduce Dobrushin’s ergodic coefficient δ(P ) of the transition matrix [P (σ, τ )]Ω×Ω as
δ(P ) = max
σ,τ∈Ω
‖P (σ, ·)− P (τ , ·)‖TV ≡ 1−min
σ,η
∑
τ
P (σ, τ ) ∧ P (η, τ ). (3.1)
The following proposition is a summary of [1, Theorems 6.8.2 & 6.8.3], but stated in our
context.
Proposition 3.1. Let {Xn}∞n=0 be a time-inhomogenous Markov chain on Ω generated by the
transition probabilities {Pn}n∈N, i.e., Pn(σ, τ ) = P(Xn = τ |Xn−1 = σ). Let {pin}n∈N be their
respective equilibrium distributions, i.e., pin = pinPn for each n ∈ N. If
∞∑
n=1
‖pin+1 − pin‖TV <∞, (3.2)
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and if there is a strictly increasing sequence {nj}j∈N ⊂ N such that
∞∑
j=1
(
1− δ(PnjPnj+1 · · ·Pnj+1−1)
)
=∞, (3.3)
then there is a probability distribution pi on Ω such that, for any j ∈ N,
lim
n↑∞
sup
µ
‖µPj · · ·Pn − pi‖TV = 0, (3.4)
where the supremum is taken over the initial distribution on Ω.
The second assumption (3.3) is a necessary and sufficient condition for the Markov chain to
be weakly ergodic [1, Definition 6.8.1]: for any j ∈ N,
lim
n↑∞
sup
µ,ν
‖µPj · · ·Pn − νPj · · ·Pn‖TV = 0. (3.5)
On the other hand, if (3.4) holds, then the Markov chain is called strongly ergodic [1, Defini-
tion 6.8.2]. The first assumption (3.2) is to guarantee strong ergodicity from weak ergodicity, as
well as the existence of the limiting measure pi.
To apply this proposition to the SCA, it is crucial to find a cooling schedule {βt}t∈N under
which the two assumptions (3.2)–(3.3) hold, and to show that the limiting measure is the uniform
distribution piG∞ over GS. Here is the main statement on the simulated annealing for the SCA.
Theorem 3.2. Suppose that the pinning parameters q satisfy the condition (1.13). For any
non-decreasing sequence {βt}t∈N satisfying limt↑∞ βt =∞, we have
∞∑
t=1
‖piSCAβt+1,q − piSCAβt,q‖TV <∞, limt↑∞ ‖pi
SCA
βt,q − piG∞‖TV = 0. (3.6)
In particular, if we choose {βt}t∈N as
βt =
log t
Γ
, Γ =
∑
x∈V
Γx, Γx = qx + |hx|+
∑
y∈V
|Jx,y|, (3.7)
then we obtain
∞∑
t=1
(
1− δ(P SCAβt,q )
)
=∞. (3.8)
As a result, for any initial j ∈ N,
lim
t→∞ supµ
∥∥µP SCAβj ,qP SCAβj+1,q · · ·P SCAβt,q − piG∞∥∥TV = 0. (3.9)
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Proof. Since (3.9) is an immediate consequence of Proposition 3.1, (3.6) and (3.8), it remains
to show (3.6) and (3.8).
To show (3.6), we first define
µβ(σ, τ ) =
e−βH˜(σ,τ )∑
ξ,η e
−βH˜(ξ,η) ≡
e−β(H˜(σ,τ )−m)∑
ξ,η e
−β(H˜(ξ,η)−m) , (3.10)
where m = minσ,η H˜(σ,η). Since q is chosen to satisfy (1.14), we can conclude that
µβ(σ, τ ) =
e−β(H˜(σ,τ )−m)
|GS|+∑ξ,η:H˜(ξ,η)>m e−β(H˜(ξ,η)−m) −−−→β↑∞
1{σ∈GS}
|GS|︸ ︷︷ ︸
piG∞(σ)
δσ,τ . (3.11)
Summing this over τ ∈ Ω ≡ {±1}V yields the second relation in (3.6). To show the first relation
in (3.6), we note that
∂µβ(σ, τ )
∂β
=
(
Eµβ [H˜]− H˜(σ, τ )
)
µβ(σ, τ ), (3.12)
and that Eµβ [H˜] ≡
∑
σ,τ H˜(σ, τ )µβ(σ, τ ) tends to m as β ↑ ∞, due to (3.11). Therefore,
∂
∂βµβ(σ, τ ) > 0 for all β if H˜(σ, τ ) = m, while it is negative for sufficiently large β if H˜(σ, τ ) >
m. Let n ∈ N be such that, as long as β ≥ βn, (3.12) is negative for all pairs (σ, τ ) satisfying
H˜(σ, τ ) > m. As a result,
N∑
t=n
‖piSCAβt+1,q − piSCAβt,q‖TV
=
1
2
∑
σ∈GS
N∑
t=n
|piSCAβt+1,q(σ)− piSCAβt,q(σ)|+
1
2
∑
σ/∈GS
N∑
t=n
|piSCAβt+1,q(σ)− piSCAβt,q(σ)|
≤ 1
2
∑
σ∈GS
N∑
t=n
(
µβt+1(σ,σ)− µβt(σ,σ)
)
+
1
2
∑
σ∈GS
∑
τ 6=σ
N∑
t=n
(
µβt(σ, τ )− µβt+1(σ, τ )
)
+
1
2
∑
σ/∈GS
N∑
t=n
(
piSCAβt,q(σ)− piSCAβt+1,q(σ)
)
=
1
2
∑
σ∈GS
(
µβN+1(σ,σ)− µβn(σ,σ)
)
+
1
2
∑
σ∈GS
∑
τ 6=σ
(
µβn(σ, τ )− µβN+1(σ, τ )
)
+
1
2
∑
σ/∈GS
(
piSCAβn,q(σ)− piSCAβN+1,q(σ)
)
≤ 3
2
(3.13)
holds uniformly for N ≥ n. This completes the proof of (3.6).
To show (3.8), we use the following bound on P SCAβ,q , which holds uniformly in (σ, τ ):
P SCAβ,q (σ, τ )
(1.9)
=
∏
x∈V
e
β
2
(h˜x(σ)+qxσx)τx
2 cosh(β2 (h˜x(σ) + qxσx))
≥
∏
x∈V
1
1 + eβ|h˜x(σ)+qxσx|
(3.7)
≥
∏
x∈V
e−βΓx
2
=
e−βΓ
2|V |
.
(3.14)
9
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piSCAβ,q
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piSCAβ,q
Figure 1: On the left, ‖piSCAβ,q −piGβ ‖TV is small, but the ordering among spin configurations is not
preserved. On the right, ‖piSCAβ,q −piGβ ‖TV is not small, but the ordering among spin configurations
is preserved.
Then, by (3.1), we obtain
∞∑
t=1
(
1− δ(P SCAβt,q )
)
=
∞∑
t=1
min
σ,η
∑
τ
P SCAβt,q (σ, τ ) ∧ P SCAβt,q (η, τ ) ≥
∞∑
t=1
e−βtΓ, (3.15)
which diverges, as required, under the cooling schedule (3.7). This completes the proof of the
theorem.
Remark 3.3. (i) The main message of the above theorem is that, in order to find a ground
state via the SCA, it is enough for the temperature to drop not faster than 1/ log t with
a large multiplicative constant Γ. It is not trivial whether this cooling schedule (3.7) is
optimal for the SCA, whereas it is known to be optimal for the Glauber, with Γ replaced
by an appropriate constant (see [8]).
(ii) However, this may imply that we have not yet been able to make the most of the SCA’s
independent multi-spin flip rule for better cooling schedules. The use of the total-variation
distance may be one of the reasons why we have to impose such tight conditions on the
temperature; if two measures µ and ν on Ω are close in total variation, then |µ(σ)− ν(σ)|
must be small at every σ ∈ Ω. We should keep in mind that the most important thing
in combinatorial optmization is to know the ordering among spin configurations, and not
to perfectly fit piGβ by pi
SCA
β,q . For example, pi
SCA
β,q does not have to be close to pi
G
β in total
variation, as long as we can say instead that H(σ) ≤ H(τ ) (or equivalently piGβ (σ) ≥ piGβ (τ ))
whenever piSCAβ,q (σ) ≥ piSCAβ,q (τ ) (see Figure 1).
In [9], we introduced a slightly relaxed version of this notion of closeness, which is also used
in the stability analysis [4]. Given an error ratio ε ∈ (0, 1), the SCA equilibrium measure
piSCAβ,q is said to be ε-close to the target Gibbs pi
G
β in the sense of order-preservation if
piSCAβ,q (σ) ≥ piSCAβ,q (τ ) ⇒ H(σ) ≤ H(τ ) + εRH
(
⇔ piGβ (σ) ≥ piGβ (τ )e−βεRH
)
, (3.16)
where RH ≡ maxσ,τ |H(σ)−H(τ )| is the range of the Hamiltonian. By simple arithmetic
[9] (with a little care needed due to the difference in the definition of H˜), we can show that
10
piSCAβ,q is ε-close to pi
G
β if
min
x∈V
qx ≥ K¯ + 1
β
log
2|V |K¯
εRH
, where K¯ = max
x
(
|hx|+
∑
y
|Jx,y|
)
. (3.17)
Unfortunately, this is not better than (1.13), which we recall is a sufficient condition for
piSCAβ,q to attain the highest peaks over GS, and not anywhere else. Since |V |K¯/RH in (3.17)
is presumably of order 1, we can say that, if the assumption (1.13) is slightly tightened to
minx qx ≥ maxx(|hx|+
∑
y |Jx,y|)+Oε(β−1), then the SCA can be used to find not only the
best options in combinatorial optimization, but also the second- and third-best options. In
an ongoing project, we are also aiming for improving the cooling schedule under the new
notion of closeness.
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