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Abstract. We introduce a Poisson variety compatible with a cluster algebra struc-
ture and a compatible toric action on this variety. We study Poisson and topological
properties of the union of generic orbits of this toric action. In particular, we compute
the number of connected components of the union of generic toric orbits for cluster
algebras over real numbers. As a corollary we compute the number of connected
components of refined open Bruhat cells in Grassmanians G(k, n) over R.
0. Introduction
The aim of the present paper is to study Poisson structures naturally related to
cluster algebras recently introduced by Fomin and Zelevinsky in [FZ2].
Roughly speaking, a cluster algebra is defined by an n-regular tree whose vertices
correspond to n-tuples of cluster variables and edges describe birational transfor-
mations between two n-tuples of variables; the cluster algebra itself is generated by
the union of all cluster variables. Model examples of cluster algebras are coordinate
rings of double Bruhat cells (see [FZ2]). Edge transformation rules imitate simplest
(3-term) Plu¨cker relations. Given the set of transformation rules for all the edges
incident to one vertex of the tree, one can restore all the other transformation rules.
The evolution of transformation rules provides the so-called Laurent phenomenon
([FZ3]), which means the following: fix one cluster with cluster variables x1, . . . , xn
and express any other cluster variable in terms of x1, . . . , xn; then the expression
is a Laurent polynomial in x1, . . . , xn.
The first goal of this paper is to give less formal explanation for the evolution
of edge transformation rules from the Poisson point of view. Namely, we introduce
a Poisson structure compatible with the cluster algebra structure. Compatibility
simply means that the Poisson structure is homogeneously quadratic in any set of
cluster variables. Then edge transformations describe simple transvections with
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respect to the Poisson structure. In particular, the transition of transformation
rules can be simply explained as the transformation of coefficients of the Poisson
structure under a transvection.
The second goal of our paper is to extend our previous calculations of the number
of connected components in double Bruhat cells (see [SSV1, SSV2, SSVZ, GSV])
to a more general setting of geometric cluster algebras and compatible Poisson
structures. Namely, given a cluster algebra A over R we compute the number of
connected components in the union of generic symplectic leaves of any compatible
Poisson structure in a certain “large” nonsingular subset of Spec(A).
Finally, we apply the general formula to a special case of Grassmannian coordi-
nate ring.
The structure of the paper is as follows.
In the first chapter we recall a notion of (geometric) cluster algebra A, introduce
a notion of a Poisson bracket compatible with A and describe all Poisson brackets
compatible with A. Moreover, we also prove the following (partial) inverse result.
Assume that a homogeneous quadratic Poisson bracket on a rational n-dimensional
manifold is given (recall that the field of meromorphic functions on such a manifold
is a transcendental extension of the ground field, i.e. the field of rational functions
in n variables). We are looking for birational involutions preserving quadratic
homogeneity and satisfying some locality and universality properties. Then there
exists a cluster algebra compatible with the Poisson structure, such that these
birational transformations are exactly edge transitions for this cluster algebra.
In the second chapter we introduce an F∗-action compatible with the cluster
algebra A (here F is a field of characteristic 0). Compatibility of the F∗-action
means that all edge transformations of A are preserved under this action. The
union X 0 of generic orbits with respect to this F∗-action is “almost” the union
of generic symplectic leaves of a compatible Poisson structure in Spec(A). We
compute the number of connected components of X 0 for a cluster algebra over R.
Finally we apply the previous result to the case of refined open Bruhat cells
in the Grassmannian G(k, n). Namely, the famous Sklyanin Poisson-Lie bracket
on SLn(R) induces a Poisson bracket on the open Bruhat cell in G(k, n). This
Poisson bracket is compatible with the structure of a special cluster algebra, one of
whose clusters consists only of Plu¨cker coordinates. The corresponding R∗-action
determines the union of generic orbits, which is simply described as a subset of the
Grassmannian defined by inequalities Xi 6= 0, i ∈ [1, n], where Xi is the (cyclically
solid) minor containing the ith, (i+1)th, . . . , (i+k)th ( mod n) columns. We call
this subset a refined open Bruhat cell in the Grassmannian G(k, n); indeed, this
subset is an intersection of n open Bruhat cells in general position. In the last part
we compute the number of connected components of a refined open Bruhat cell in
G(k, n) over R. This number is equal to 3 · 2n−1 if k > 3 and n > 7.
The authors would like to thank S. Evans, S. Fomin, P. Foth, B. Shapiro,
A. Zelevinsky for many valuable discussions.
The first and the third authors are grateful to the Gustafsson foundation for the
financial support of their visits to KTH in the Fall 2000 and in the Spring 2001. The
second and the third authors express their gratitude to the Max Planck Institute
fu¨r Mathematik in Bonn, where the final version of this paper was prepared.
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1. Cluster algebras of geometric type and Poisson brackets
1.1. Cluster algebras of rational functions on a rational n-dimensional
manifold. Let A be an arbitrary matrix, I = {i1, . . . , im}, J = {j1, . . . , jn} be
two ordered multi-indices. We denote by A(I; J) the m× n submatrix of A whose
entries lie in the rows i1, . . . , im and columns j1, . . . , jn. Instead of A([1,m]; [1, n])
we write just A[m;n] (here and in what follows we use the notation [i, j] for a
contiguous index set {i, . . . , j}). Given a diagonal matrix D with positive integer
diagonal entries d1, . . . , dm, let Z
D
mn be the set of all m × n integer matrices Z
such that m 6 n and Z[m;m] is D-skew-symmetrizable (that is, DZ[m;m] is skew-
symmetric); clearly, ZDmn = Z
λD
mn for any positive integer λ. According to [FZ2],
any Z = (zij) ∈ Z
D
mn defines a cluster algebra of geometric type in the following
way. Let us fix a set of m cluster variables f1, . . . , fm, and a set of n −m tropic
variables fm+1, . . . , fn. For each i ∈ [1,m] we introduce a transformation Ti of
cluster variables by
(1.1) Ti(fj) = f¯j =

1
fi
( ∏
zik>0
fzikk +
∏
zik<0
f−zikk
)
for j = i
fj for j 6= i,
and the corresponding matrix transformation Z¯ = Ti(Z), called mutation, by
(1.2) z¯kl =

− zkl for (k − i)(l − i) = 0
zkl +
|zki|zil + zki|zil|
2
for (k − i)(l − i) 6= 0.
Observe that the tropic variables are not affected by Ti, and that Z¯ belongs to Z
D
mn.
Thus, one can apply transformations Ti to the new set of cluster variables (using
the new matrix), etc. The cluster algebra (of geometric type) is the subalgebra
of the field of rational functions in cluster variables f1, . . . , fm generated by the
union of all clusters; its ground ring is the ring of integer polynomials over tropic
variables. We denote this algebra by A(Z).
One can represent A(Z) with the help of an m-regular tree Tm whose edges are
labeled by the numbers 1, . . . ,m so that the m edges incident to each vertex receive
different labels. To each vertex v of Tm we assign a set of m cluster variables
fv,1, . . . , fv,m and a set of n −m tropic variables fm+1, . . . , fn. For an edge (v, v¯)
of Tm that is labeled by i ∈ [1,m], the variables f = fv and f¯ = fv¯ are related
by the transformation Ti given by (1.1). The first monomial in the right hand side
of (1.1) is sometimes denoted by M i = M iv. Transformations (1.2) then guarantee
that the second monomial is M¯ i =M iv¯.
Let us say that cluster and tropic variables together form an extended cluster.
Assume that the entries of the initial extended cluster are coordinate functions on a
rational n-dimensional manifoldMn. We thus get a realization of a cluster algebra
of geometric type as a cluster algebra of rational functions onMn. It is easy to see
that in this situation entries of any extended cluster are functionally independent.
Remark. If all entries of Z belong to the set {0,±1}, it is sometimes convenient to
represent Z by a directed graph E with vertices corresponding to the variables (both
cluster and tropic) and with edges i → j for every pair of vertices i, j, such that
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Zij = 1 (in particular, there are no edges between vertices corresponding to tropic
variables). If we assume, in addition, that the resulting graph has no nonoriented
3-cycles, then the graph that corresponds to Z¯ differs from the one that corresponds
to Z as follows. All edges through i change directions. Furthermore, for every two
vertices j, k such that edges j → i and i → k belong to the graph of Z, the graph
of Z¯ contains an edge j → k if and only if the graph of Z does not contain an edge
k → j.
1.2. τ-coordinates. For our further purposes it is convenient to consider, along
with f , another n-tuple of rational functions. In what follows this n-tuple is denoted
τ = (τ1, . . . , τn), and is related to the initial n-tuple f as follows. Let D̂ be an n×n
diagonal matrix D̂ = diag(d1, . . . , dm, 1, . . . , 1). Denote by Z
D̂
nn(Z) the set of all
n × n integer matrices Z ′ ∈ ZD̂nn such that Z
′[m;n] = Z. Fix an arbitrary matrix
Z ′ ∈ ZD̂nn(Z) and put
(1.3) τj = f
κj
j
n∏
k=1
f
z′jk
k ,
where κj is an integer, κj = 0 for 1 6 j 6 m. Given an extended cluster f , we say
that the entries of the corresponding τ form a τ -cluster.
We say that the transformation f 7→ τ is nondegenerate if
(1.4) det(Z ′ +K) 6= 0,
where K = diag(κ1, . . . ,κn). It is easy to see that if the transformation f 7→ τ is
nondegenerate and the entries of the extended cluster are functionally independent,
then so are the entries of the τ -cluster.
Lemma 1.1. A nondegenerate transformation f 7→ τ exists if and only if rankZ =
m.
Proof. The only if part is trivial. To prove the if part, assume that rankZ = m and
rankZ[m;m] = k 6 m. Then there exists a nonzero m×m minor of Z contained
in the columns j1 < j2 < · · · < jm so that jk 6 m, jk+1 > m (here j0 = 0,
jm+1 = n+ 1). Without loss of generality assume that ji = i for i ∈ [1, k]. Define
κj =

0 for j = 1, . . . ,m,
1 for j = jk+1, . . . , jm,
κ otherwise.
Let us prove that there exists an integer κ such that det(Z ′ + K) 6= 0. In-
deed, the leading coefficient of this determinant (regarded as a polynomial in κ)
is equal to the (2m − k) × (2m − k) minor contained in the rows and columns
1, 2, . . . ,m, jk+1, . . . , jm. It is easy to see that using the same elementary row and
column operations one can reduce the corresponding submatrix to the form
M =
Z1 0 00 Z2 Z3
0 Z4 Z5
 ,
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where Z1 is just Z[k; k], Z2 is an (m− k)× (m− k) matrix depending only on the
entries of Z[m;m], Z3, Z4, Z5 are (m−k)×(m−k) matrices. Moreover, Z2 = 0, since
otherwise rankZ[m;m] would exceed k, and hence detM = detZ1 detZ3 detZ4.
On the other hand, condition rankZ = m implies detZ1 detZ3 6= 0, while the
skew-symmetrizability of Z ′ implies detZ4 6= 0. Therefore, the leading coefficient
of det(Z ′ +K) is distinct from zero, and we are done. 
Let us find explicit expressions for the transformations Ti in the new coordinates
(τ, Z ′). First, we extend the rules (1.2) to all the entries of Z ′. Observe that for
any Z ′ as above, one has Z¯ ′[m;n] = Z¯. Moreover, the coordinate change f¯ 7→ τ¯
remains nondegenerate, due to Lemma 1.1 and the following proposition.
Lemma 1.2. If rankZ = m, then rank Z¯ = m.
Proof. Indeed, consider the following sequence of row and column operations with
the matrix Z ′. For any l such that z′il < 0, subtract the ith column multiplied by
z′il from the lth column. For any k such that z
′
ki > 0, add the ith row multiplied
by z′ki to the kth row. Finally, multiply the ith row and column by −1. It is easy
to see that the result of these operations is exactly Z¯ ′, and the lemma follows. 
Finally, coordinates τ are transformed as follows.
Lemma 1.3. Let i ∈ [1,m] and let τ¯j = Ti(τj) for j ∈ [1, n]. Then τ¯i = 1/τi and
τ¯j = τjψji(τi), where
ψji(ξ) =

(
1
ξ
+ 1
)−z′ji
for z′ji > 0,
(ξ + 1)−z
′
ji for z′ji < 0,
1 for z′ji = 0 and j 6= i.
Proof. Let us start from the case j = i. Since i ∈ [1,m] and z′ii = 0, we can write
τ¯i =
∏
k 6=i
f¯
z¯′ik
k =
∏
k 6=i
f
−z′ik
k =
1
τi
,
as required.
Now, let j 6= i. Then
τ¯j = f¯
κj
j f¯
z¯′ji
i
∏
k 6=i
f¯
z¯′jk
k
= f
κj
j
 ∏
z′
ik
>0
f
z′ik
k +
∏
z′
ik
<0
f
−z′ik
k
−z
′
ji
f
z′ji
i
∏
k 6=i
f
z′jk
k
∏
k 6=i
f
(|z′ji|z
′
ik+z
′
ji|z
′
ik|)/2
k
= τj
 ∏
z′
ik
>0
f
z′ik
k +
∏
z′
ik
<0
f
−z′ik
k
−z
′
ji ∏
k 6=i
f
(|z′ji|z
′
ik+z
′
ji|z
′
ik|)/2
k .
If z′ji = 0, then evidently τ¯j = τj .
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Let z′ji > 0, then
τ¯j = τj
 ∏
z′
ik
>0
f
z′ik
k +
∏
z′
ik
<0
f
−z′ik
k
−z
′
ji ∏
z′
ik
>0
f
z′jiz
′
ik
k
= τj
 ∏
z′
ik
6=0
f
−z′ik
k + 1
−z
′
ji
= τj(1/τi + 1)
−z′ji ,
as required.
Let z′ji < 0, then
τ¯j = τj
 ∏
z′
ik
>0
f
z′ik
k +
∏
z′
ik
<0
f
−z′ik
k
−z
′
ji ∏
z′
ik
<0
f
−z′jiz
′
ik
k
= τj
 ∏
z′
ik
6=0
f
z′ik
k + 1
−z
′
ji ∏
z′
ik
6=0
f
−z′ijz
′
ik
k = τj(τi + 1)
−z′ji ,
as required. 
1.3. Poisson brackets. Let ω be a Poisson bracket on an n-dimensional man-
ifold. We say that functions g1, . . . , gn are log-canonical with respect to ω if
ω(gi, gj) = ωijgigj , where ωij are integer constants. The matrix Ω = (ωij) is
called the coefficient matrix of ω (in the basis g); evidently, Ω ∈ son(Z).
Fix some Z ∈ ZDmn and consider the following question: are there any Poisson
structures on a rational n-dimensional manifold such that all clusters in the cluster
algebra A(Z) are log-canonical with respect to them?
We say that a skew-symmetrizable matrix A is reducible if there exists a per-
mutation matrix P such that PAPT is a block-diagonal matrix, and irreducible
otherwise; r(A) is defined as the maximal number of diagonal blocks in PAPT .
The partition into blocks defines an obvious equivalence relation ∼ on the rows (or
columns) of A.
Theorem 1.4. Assume that Z ∈ ZDmn and rankZ = m. Then the Poisson brackets
on a rational n-dimensional manifold for which all extended clusters in A(Z) are
log-canonical form a vector space of dimension r +
(
n−m
2
)
, where r = r(Z[m;m]).
Moreover, the coefficient matrices of these Poisson brackets in the basis τ are
characterized by the equation Ωτ [m;n] = ΛZD̂−1, where Λ = diag(λ1, . . . , λm)
with λi = λj whenever i ∼ j. In particular, if Z[m;m] is irreducible, then
Ωτ [m;n] = λZD̂−1.
Proof. Let us note first that τ -coordinates are expressed in a monomial way in
terms of initial coordinates f , and that this transformation is invertible. Therefore,
all extended clusters in A(Z) are log-canonical w.r.t. some bracket ω if and only if
so are all the corresponding τ -clusters. Denote by Ωf and by Ωτ the matrices of ω
in the bases f and τ , respectively. It is easy to see that Ωτ = (Z ′+K)Ωf (Z ′+K)T .
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Evidently, transformation Ti preserves the log-canonicity if and only if for any j 6= i,
ω(f¯i, f¯j) = ω¯ij f¯if¯j provided ω(fi, fj) = ωijfifj . Using (1.1) we get
ω(f¯i, f¯j) = ω
(
1
fi
( ∏
zik>0
fzikk +
∏
zik<0
f−zikk
)
, fj
)
=
fj
fi
∏
zik>0
fzikk
( ∑
zik>0
zikωkj − ωij
)
+
fj
fi
∏
zik<0
fzikk
(
−
∑
zik<0
zikωkj − ωij
)
,
and hence the above conditions are satisfied if and only if
∑
zik>0
zikωkj − ωij =
−
∑
zik<0
zikωkj − ωij for j 6= i. This means that
(1.7) (Z ′ +K)Ωf [m;n] = ZΩf = (∆ 0 ) ,
where ∆ is a diagonal matrix. Consequently, we get Ωτ [m;n] = ∆(Z ′[n;m])T ,
and hence ∆ZT [m;m] = Ωτ [m;m] is skew-symmetric. Therefore, ∆ = −ΛD−1
where Λ = diag(λ1, . . . , λm) with λi = λj whenever i ∼ j. It remains to notice
that Z ′ = −D̂−1Z ′
T
D̂, and therefore Z ′[n;m] = −D̂−1ZTD, and the equation
Ωτ [m;n] = ΛZD̂−1 follows. The entries ωfij for m + 1 6 i < j 6 n are free
parameters. 
1.4. Recovering cluster algebra transformations. In this section we recover
transformations (1.1), (1.2) (in their equivalent form presented in Lemma 1.3) as
unique involutive transformations of log-canonical bases satisfying certain addi-
tional restrictions.
By the definition, local data F is a family of rational functions in one variable ψw,
w = 0,±1,±2, . . . , and an additional function in one variable ϕ. For any Poisson
bracket ω and any log-canonical (with respect to ω) basis t = (t1, . . . , tn), the local
data F gives rise to n transformations Fωi defined as follows:
(i) Fωi (ti) = t¯i = ϕ(ti);
(ii) let Ω = (ωij) be the coefficient matrix of ω in the basis t, then F
ω
i (tj) = t¯j =
tjψωij (ti) for j 6= i.
We say that local data F is canonical if for any Poisson bracket ω, any log-
canonical (with respect to ω) basis t, and any index i, the set Fωi (t) is a log-canonical
basis of ω as well. Local data is called involutive if any Fωi is an involution, and is
called normalized if ψw(0) = ±1 for any integer w > 0.
We say that a polynomial P of degree p is a-reciprocal if P (0) 6= 0 and there
exists a constant c such that ξpP (a/ξ) = cP (ξ) for any ξ 6= 0.
The following result gives a complete description of normalized involutive canon-
ical local data.
Lemma 1.5. Any normalized involutive canonical local data has one of the follow-
ing forms:
(i) ϕ(ξ) = ξ and ψw(ξ) = ±1 for any integer w (trivial local data);
(ii) ϕ(ξ) = −ξ and ψw(ξ) = ±
(
P (ξ)
P (−ξ)
)w
, where P is a polynomial without
symmetric roots;
(iii) ϕ(ξ) = aξ , ψw(ξ) = awξ
cwψw1 (ξ), and ψ1(ξ) =
P (ξ)
Q(ξ) , where P and Q are
coprime a-reciprocal polynomials of degrees p and q, and the constants aw, cw, p, q
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satisfy relations a2−1 = a
−c−1 , p− q = c−1, and
aw =
{
± 1 for w > 0,
a−1−wa
−w
−1 for w < 0,
cw =
{
0 for w > 0,
− wc−1 for w < 0.
Proof. Let F be canonical local data; fix an arbitrary ω and pick any nonzero entry
ωij . Applying F
ω
i gives
ω(t¯i, t¯j) = ω(ϕ(ti), ψw(ti)tj) =
ϕ′(ti)ti
ϕ(ti)
wt¯i t¯j ,
where w = ωij . The canonicity of F yields
ϕ′(ξ)ξ
ϕ(ξ)
= c,
where cw is an integer, therefore ϕ(ξ) = aξc. Since F is involutive, we get ac+1ξc
2
=
ξ, hence either c = 1 and a = ±1, or c = −1 and a is an arbitrary nonzero constant.
Let Ω¯ = (ω¯ij) be the coefficient matrix of ω in the basis t¯. It follows immediately
from the above calculations that ω¯ij = ωij if c = 1 and ω¯ij = −ωij if c = −1.
Assume that c = 1 and a = 1. Then the involutivity of F (applied to tj)
gives ψ2w(ξ) ≡ 1 for any w, and hence ψw(ξ) = ±1, and we obtained the first case
described in the lemma.
To proceed further, consider two arbitrary indices j, k 6= i and put u = ωij ,
v = ωik. Then we get
ω(t¯j , t¯k) = ω(tjψu(ti), tkψv(ti)) =
(
ωjk + v
ψ′u(ti)ti
ψu(ti)
− u
ψ′v(ti)ti
ψv(ti)
)
t¯j t¯k,
so the canonicity of F yields
v
ψ′u(ξ)ξ
ψu(ξ)
− u
ψ′v(ξ)ξ
ψv(ξ)
= cuv
for some integer constant cuv. Integrating both sides we obtain equation ψ
v
u(ξ) =
auvξ
cuvψuv (ξ), which is valid for any u and v. In particular, taking v = 1 we get
(1.8) ψu(ξ) = auξ
cuψu1 (ξ),
where au = au1 and cu = cu1.
Let us return to the case ϕ(ξ) = −ξ. In this case the involutivity of F applied
to tj gives ψw(ξ)ψw(−ξ) ≡ 1 for any integer w. Using (1.8) we get
(−1)cwa2wξ
2cw
(
ψ1(ξ)ψ1(−ξ)
)w
≡ 1,
which immediately yields cw = 0 and aw = ±1. Let us represent the rational
function ψ1 as the ratio of two coprime polynomials P and Q. Then the above
involutivity condition gives P (ξ)P (−ξ) = Q(ξ)Q(−ξ), which means that Q(ξ) =
±P (−ξ). Therefore,
ψw(ξ) = ±
(
P (ξ)
P (−ξ)
)w
,
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and the coprimality condition translates to the nonexistence of symmetric roots of
P .
Finally, consider the case ϕ(ξ) = a/ξ. The involutivity of F applied to tj gives
ψw(ξ)ψ−w(a/ξ) ≡ 1 for any integer w. Using (1.8) we get
(1.9)
(
ψ1(a/ξ)
ψ1(ξ)
)w
= ac−wawa−wξ
cw−c−w ;
in particular, for w = −1 this can be rewritten as ψ1(ξ) = a−1ξ
c−1ψ1(a/ξ), and for
w = 1, as ψ1(a/ξ) = a−1a
c−1ξ−c−1ψ1(ξ) (since by definition, a1 = 1 and c1 = 0).
Comparing the two latter identities one immediately gets a2−1 = a
−c−1 . Besides,
plugging
ψ1(a/ξ)
ψ1(ξ)
= a−1a
c−1x−c−1
into (1.9), one gets cw − c−w = −wc−1 and awa−w = a
w
−1a
wc−1−c−w = aw−1a
−cw .
Observe that the normalization condition applied to (1.8) immediately gives cw = 0
and aw = ±1 for w > 0. Therefore, we get cw = −wc−1 and aw = a
−1
−wa
−w
−1 for
w < 0.
Finally, let us represent the rational function ψ1 as ψ1(ξ) =
P (ξ)
Q(ξ) , where P
and Q are coprime polynomials; by the normalization condition, P (0)/Q(0) = ±1.
Plugging this into (1.9) for w = 1 one gets
a−1ξ
c−1
P (a/ξ)
Q(a/ξ)
=
P (ξ)
Q(ξ)
.
Since P and Q are coprime, the above identity can only hold when they both are a-
reciprocal. Equating the degrees on both sides of the identity gives p−q = c−1. 
We say that local data F is finite if it has the following finiteness property: let
n = 2, and let ω possess a log-canonical basis t = (t1, t2) such that the corresponding
coefficient matrix has the simplest form
(
0 1
−1 0
)
; then the group generated by
Fω1 and F
ω
2 has a finite order.
Theorem 1.6. Any nontrivial finite involutive canonical local data has one of the
following forms:
(i) ϕ(ξ) = a/ξ with a 6= 0, ψw(ξ) = (±1)
waw, where aw = ±1 and aw = a−w;
(ii) ϕ(ξ) = b2/ξ with b 6= 0,
ψw(ξ) =

(±1)waw
(
ξ + b
b
)w
for w > 0,
(±1)wa−w
(
ξ + b
ξ
)w
for w < 0,
where aw = ±1 for w > 0.
Proof. Assume first that local data is of type (ii) described in Lemma 1.5. Let
us prove that the transformation of the plane (x, y) corresponding to the com-
position T = Fω2 ◦ F
ω
1 has an infinite order. Indeed, let as start from the pair
x = R1(ξ)/S1(ξ), y = R2(ξ)/S2(ξ), where Ri and Si are coprime, i = 1, 2, and
(1.10) s2 < r2 < s1 < r1
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(here and in what follows a small letter denotes the degree of the polynomial denoted
by the corresponding capital letter, e.g., s2 = degS2). Let T (x, y) = (x̂, ŷ), then
ŷ = ∓
R2P˜ (R1, S1)
S2P˜ (−R1, S1))
,
where P˜ (ξ, ζ) = ζpP (ξ/ζ). Observe that if R and S are coprime and P does not
have symmetric roots then P˜ (R,S) and P˜ (−R,S) are coprime as well. Therefore,
if ∓R̂2/Ŝ2 is the representation of ŷ as the ratio of coprime polynomials, then
r̂2 > pr1 − s2. Besides, it is easy to see that r̂2 − ŝ2 = r2 − s2 > 0. Next,
x̂ = ∓
R1P˜ (∓R̂2, Ŝ2)
S1P˜ (±R̂2, Ŝ2)
,
so if ∓R̂1/Ŝ1 is the representation of x̂ as the ratio of coprime polynomials, then
ŝ1 > pr̂2 − r1. Besides, r̂1 − ŝ1 = r1 − s1 > 0. Finally, ŝ1 − r̂2 > pr̂2 − r1 − r̂2 >
(p − 1)(pr1 − s2) − r1 > (p − 1)(pr1 − r1) − r1 = p(p − 2)r1. Therefore, relation
(1.10) is preserved under the action of T , provided p > 2. It remains to notice that
r̂2 − r2 > pr1 − s2 − r2, and hence p > 2 implies r̂2 > r2. Therefore, r2 grows
monotonically with the iterations of T , and hence T has an infinite order.
It remains to consider the case p = 1. Without loss of generality we may assume
that P (ξ) = ξ + b, where b 6= 0. The choice of the sign in the expressions for Fω1
and Fω2 leads to the following four possibilities:
T (x, y) =
(
x
−b2 + bx+ by + xy
b2 − bx+ by + xy
,−y
b+ x
b− x
)
,
T (x, y) =
(
x
b2 − bx− by − xy
b2 − bx+ by + xy
,−y
b+ x
b− x
)
,
T (x, y) =
(
x
b2 − bx+ by + xy
−b2 + bx+ by + xy
, y
b+ x
b− x
)
,
T (x, y) =
(
x
b2 − bx+ by + xy
b2 − bx− by − xy
, y
b+ x
b− x
)
.
In the first case,
T 2k(x, y) =
(
x−
4k
b2
x2y, y +
4k
b2
xy2
)
+ o((x + y)3),
in the second case,
T 2k(x, y) =
(
x, y −
4k
b
xy
)
+ o((x+ y)2),
in the third case,
T 2k(x, y) =
(
x+
4k
b
xy, y
)
+ o((x+ y)2),
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and in the fourth case,
T k(x, y) =
(
x+
2k
b
xy, y +
2k
b
xy
)
+ o((x + y)2).
Therefore, in all these cases T has an infinite order.
Assume now that local data is of type (iii) described in Lemma 1.5. Instead of
looking at T = Fω2 ◦ F
ω
1 we are going to study T̂ = σ ◦ F
ω
1 , where σ(x, y) = (y, x).
It is easy to check that T = T̂ 2, so T has a finite order if and only if T̂ has a finite
order.
Consider a pair x = R1(ξ)/S1(ξ), y = R2(ξ)/S2(ξ), where Ri and Si are coprime,
i = 1, 2, and denote T̂ (x, y) = (x̂, ŷ). Then
(x̂, ŷ) =
(
R2P˜ (R1, S1)
S2Q˜(R1, S1)S
p−q
1
,
aS1
R1
)
,
where P˜ and Q˜ are defined as before. Let R̂1/Ŝ1 and R̂2/Ŝ2 be the representations
of x̂ and ŷ as the ratios of coprime polynomials, then
r̂1 > pmax{r1, s1} − s2, r̂2 = s1,
ŝ1 > qmax{r1, s1}+ s1max{0, p− q} − r2, ŝ2 = r1.
Assume first that p > 2. Then we start from a pair (x, y) satisfying an additional
condition r1 > s2. Observe that r̂1−ŝ2 > pr1−s2−r1 > (r1−s2)+(p−2)r1 > 0, and
hence the above additional condition is preserved under the action of T̂ . Moreover,
ŝ2 = r1 > s2, which means that s2 grows monotonically with the iterations of T̂ ,
and hence T̂ has an infinite order.
Assume now that p < 2 and q > 2. Then we start from a pair (x, y) satisfying
an additional condition s1 > r2. Observe that ŝ1 − r̂2 > qs1 − r2 − s1 > (s1 −
r2) + (q − 2)s1 > 0, and hence the above additional condition is preserved under
the action of T̂ . Moreover, r̂2 = s1 > r2, which means that r2 grows monotonically
with the iterations of T̂ , and hence T̂ has an infinite order.
It remains to consider the case max{p, q} < 2, which amounts to the following
four possibilities: p = 1, q = 1; p = 1, q = 0; p = 0, q = 1; p = 0, q = 0.
Consider the first possibility, when p = 1, q = 1. Recall that by Lemma 1.5, both
P and Q are a-reciprocal. It is easy to check that a linear a-reciprocal polynomial
can be represented as c(ξ + b) with b2 = a and c 6= 0. Taking into account the
normalization condition, we can write T̂ as follows: T̂ : (x, y) 7→ (±y(x + b)/(x −
b), b2/x). Consider the transformation T˜ = T̂ 8. In a neighborhood of the point
(0, 0) T˜ can be expanded as
T˜ : (x, y) 7→
(
x−
8
b2
x2y, y +
8
b2
xy2
)
+ o((x+ y)3).
Therefore, T˜ k : (x, y) 7→ (x − 8kx2y/b2, y + 8kxy2/b2) + o((x + y)3), and hence T˜
has an infinite order.
Consider the second possibility, when p = 1, q = 0. In this case the transfor-
mation T̂ can be written as follows: T̂ : (x, y) 7→ (±y(x + b)/b, a/x) with b2 = a.
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It is easy to check that in this case indeed T̂ 5 = id. Besides, by Lemma 1.5,
c−1 = p− q = 1 and a
2
−1 = b
−2. Therefore,
ψw(ξ) =

(±1)waw
(
ξ + b
b
)w
for w > 0,
(±1)w
a−w
(
ξ + b
ξ
)w
for w < 0,
where aw = ±1 for w > 0.
Consider the third possibility, when p = 0, q = 1. In this case the transformation
T̂ can be written as follows: T̂ : (x, y) 7→ (cy/(x+ b), a/x) with b2 = a and c = ±b.
Consider the transformation T˜ = T̂ 7. In a neighborhood of the point (∞, 0) T˜ can
be expanded in local coordinates z = 1/x, y as
T˜ : (z, y) 7→
(
cz
b
−
c− b
b2
zy −
b2 − 3bc+ 3c2
b2
z2y −
b− c
b3
zy2,
by
c
+
b(c− b)
c
zy −
b2(c− b)
c
z2y −
b− 2c
c
zy2
)
+ o((z + y)3).
Therefore, T˜ can have a finite order only if c = b, in which case we get T˜ : (z, y) 7→
(z − z2y, y + zy2) + o((z + y)3). In its turn, this gives T˜ k : (z, y) 7→ (z − kz2y, y +
kzy2) + o((z + y)3), and hence T˜ has an infinite order.
Finally, consider the last possibility, when p = q = 0. In this case the transfor-
mation T̂ can be written as follows: T̂ : (x, y) 7→ (±y, a/x). It is easy to check that
in this case indeed T̂ 4 = id. Besides, by Lemma 1.5, c−1 = p− q = 0 and a
2
−1 = 1.
Therefore,
ψw(ξ) =

(±1)waw for w > 0,
(±1)w
a−w
for w < 0,
where aw = ±1 for w > 0. 
Observe that in the skew-symmetric case the transformations of type (ii) de-
scribed in Theorem 1.6 coincide up to a sign with those found in Lemma 1.3.
Indeed, in this case z′ji = −zij , and hence Lemma 1.3 gives ϕ(ξ) = 1/ξ and
ψji(ξ) = ψzij (ξ) =

(ξ + 1)zij for zij > 0,(
ξ + 1
ξ
)zij
for zij < 0.
It is easy to check that after the scaling τ 7→ bτ one gets ϕ(ξ) = b2/ξ and
ψji(ξ) = ψzij (ξ) =

(
ξ + b
b
)zij
for zij > 0,(
ξ + b
ξ
)zij
for zij < 0.
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2. The cluster manifold
In this section we construct an algebraic variety X (which we call the cluster
manifold) related to the cluster algebra A(Z). Our approach is suggested by con-
sidering coordinate rings of double Bruhat cells, which provide main examples of
cluster algebras.
2.1. Poisson brackets on the cluster manifold. It would be very natural
to define the cluster manifold as Spec(A(Z)), since Spec(A(Z)) is the maximal
manifold M satisfying the following two universal conditions:
a) all the cluster functions are regular functions on M ;
b) for any pair x1, x2 of two distinct points on M there exists a cluster function
f ∈ A(Z) such that f(x1) 6= f(x2).
However, it was shown by S. Fomin that the Markov cluster algebra defined in
[FZ2] is not finitely generated. This observation shows that Spec(A(Z)) might be
a rather complicated object. Therefore we define X as a “handy” nonsingular part
of Spec(A(Z)).
We will describe X by means of charts and transition functions. Assume that
A(Z) is given by an m-regular tree Tm (see Section 1.1). For each vertex v of Tm
we define the chart, that is, an open subset X = Xv ⊂ X by
Xv = Spec(F[fv,1, f
−1
v,1 , . . . , fv,m, f
−1
v,m, fm+1, . . . , fn])
(as before, F is a field of characteristic 0). An edge (v, v¯) of Tm labeled by a number
i ∈ [1,m] defines a transition function Xv → Xv¯ = X¯ by the equations f¯j = fj if
j 6= i, and the three-term relation f¯ifi =M
i
v +M
i
v¯, where M
i
u, u ∈ {v, v¯}, are some
monomials in f1, . . . , fn.
Note that the tree Tm is connected, hence any pair of its vertices is connected by
a unique path. Therefore, the transition map between the charts corresponding to
two arbitrary vertices can be computed as the composition of the transitions along
this path. Finally, put
X = ∪v∈TmXv.
It follows immediately from the definition that X ⊂ Spec(A(Z)). However, X
contains only such points x ∈ Spec(A(Z)) for which there exists a vertex v of Tm
whose cluster variables form a coordinate system in some neighbourhood X (x) ⊂ X
of this point.
Example. Consider a cluster algebra A1 over C given by two clusters {f1, f2, f3}
and {f¯1, f2, f3} subject to one relation: f1f¯1 = f
2
2 + f
2
3 .
In this case Spec(A1) = Spec(C[x, y, u, v]/{xy−u
2−v2 = 0}) is a singular affine
hypersurface H ⊂ C4 given by the equation xy = u2+ v2 and containing a singular
point x = y = u = v = 0. On the other hand, X = H \ {x = y = u2 + v2 = 0} is
nonsingular.
In the general case, the following proposition stems immediately from the above
definitions and Theorem 1.4.
Lemma 2.1. The cluster manifold X is a nonsingular rational manifold and pos-
sesses a Poisson bracket such that for each vertex v of Tm the corresponding ex-
tended cluster is log-canonical w.r.t. this bracket.
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Let ω be one of these Poisson brackets. Recall that a Casimir element corre-
sponding to ω is a function that is in involution with all the other functions on X .
All rational Casimir functions form a subfield FC in the field of rational functions
F(X ). The following proposition provides a complete description of FC .
Lemma 2.2. FC = F(µ1, . . . , µs), where µj has a monomial form
µj =
n∏
i=m+1
f
αji
i
for some integer αji, and s = corankω.
Proof. Fix a vertex v of Tm and consider an open subset
X0v = X
0 = {x ∈ Xv : fi(x) 6= 0, i ∈ [m+ 1, n]}
(from now on we omit in the notation the dependence of X , f and other objects on
v). Define the τ -coordinates as in Section 1.2 and note that each τi is distinct from 0
and from ∞ in X0. Therefore, τ˜i = log τi form a coordinate system in X
0, and
ω(τ˜p, τ˜q) = ω
τ
pq, where Ω
τ = (ωτpq) is the coefficient matrix of ω in the basis τ . The
Casimir functions of ω that are linear in {τ˜i} are given by the left nullspace Nl(Ω
τ )
in the following way. Since Ωτ is an integer matrix, its left nullspace contains an
integral lattice L. For any vector u = (u1, . . . , un) ∈ L, the sum
∑
i uiτ˜i is in
involution with all the coordinates τ˜j . Hence the product
∏n
i=1 τ
ui
i belongs to FC ;
moreover FC is generated by the monomials µ
u =
∏n
i=1 τ
ui
i for s distinct vectors
u ∈ L.
Let us calculate logµu = uτ˜T , where τ˜ = (τ˜1, . . . , τ˜n). Recall that by (1.3),
τ˜T = (Z ′+K)f˜T , where K is a diagonal matrix whose first m diagonal entries are
equal to zero, and f˜ = (log f1, . . . , log fn). So uτ˜
T = αf˜T , where α = u(Z ′ +K).
Further, consider the decompositions
Z ′ =
(
Z1 Z2
−ZT2 D Z4
)
, Ωτ =
(
Ω1 Ω2
−ΩT2 Ω4
)
,
where Z1 = Z
′[m;m], Ω1 = Ω
τ [m;m]. By Theorem 1.4, Z1 = Λ
−1Ω1D and Z2 =
Λ−1Ω2; moreover it is easy to check that Λ and Ω1 commute. Let u = (u
1 u2 ) and
α = (α1 α2 ) be the corresponding decompositions of u and α. Since uΩτ = 0, one
has u1Ω1− u
2ΩT2 = 0. Therefore α
1 = u1Z1− u
2ZT2 D = (u
1Ω1− u
2ΩT2 )Λ
−1D = 0,
and hence µu =
∏n
i=m+1 f
αi
i . Finally, X
0 is open and dense in X , so the above
defined rational Casimir functions can be extended to the whole X , and hence to
X . 
2.2. Toric action on the cluster algebra. Assume that an integer weight wv =
(wv,1, . . . , wv,n) is given at any vertex v of the tree Tm. Then we define a local toric
action on the cluster at v as the F⋆-action given by the formula {fv,1, . . . , fv,n} 7→
{fv,1 · t
wv,1 , . . . , fv,n · t
wv,n}. We say that local toric actions are compatible if for
any two extended clusters Cv and Cu the following diagram is commutative:
Cv −−−−→ Cu
twv
y twuy
Cv −−−−→ Cu
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In this case, local toric actions together define a global toric action on A(Z). This
toric action is said to be an extension of the above local actions.
A toric action on the cluster algebra gives rise to a well-defined F⋆-action on X .
The corresponding flow is called a toric flow.
Lemma 2.3. Let Z denote the transformation matrix at a vertex v of Tm, and let w
be an arbitrary integer weight. The local toric action at v defined by {f1, . . . , fn} 7→
{f1t
w1 , . . . , fnt
wn} can be extended to a toric action on A(Z) if and only if wT
belongs to the right nullspace Nr(Z). Moreover, if such an extension exists, then it
is unique.
Proof. Given a monomial g =
∏
j f
pj
j , we define its (weighted) degree by deg g =∑
j pjwj . It is easy to see that local toric actions are compatible if and only if
all the monomials in each relation defining the transition X → X¯ have the same
degree.
Consider an edge (v, v¯) of Tm labeled by i. Among the relations defining the
transition X → X¯ there is a three-term relation f¯ifi = M
i + M¯ i. Hence, the
compatibility condition implies degM i = deg M¯ i, which by (1.1) is equivalent to∑
zik>0
zikwk =
∑
zik<0
(−zik)wk.
The latter condition written for all the m edges incident to v gives ZwT = 0.
Therefore, condition wT ∈ Nr(Z) is necessary for the existence of global extension.
Let us find the weight w¯ that defines the local toric action at v¯ compatible with
the initial local toric action at v. First, identities f¯j = fj for j 6= i immediately
give w¯j = wj for j 6= i. Next, the three-term relation gives
w¯i =
∑
zik>0
zikwk − wi,
so the weight at v¯ is defined uniquely. It remains to prove that wT ∈ Nr(Z) implies
w¯T ∈ Nr(Z¯).
Let k 6= i, then the kth entry of Z¯w¯T is equal to
n∑
j=1
z¯kjw¯j =
∑
j 6=i
zkjwj +
1
2
∑
j 6=i
(|zki|zij + zki|zij |)wj − zki
(∑
zil>0
zilwl − wi
)
=
n∑
j=1
zkjwj = 0.
The ith entry of Z¯w¯T is equal to
n∑
j=1
z¯ijw¯j = −
∑
j 6=i
zijwj = 0,
since z¯ii = 0. Hence, w¯
T ∈ Nr(Z¯). 
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2.3. Symplectic leaves. Evidently, X is foliated into a disjoint union of sym-
plectic leaves of the Poisson brackets ω. We are interested only in generic leaves,
which means the following.
Fix some generators q1, . . . , qs of the field of rational Casimir functions FC . They
define a map Q : X → Fs, Q(x) = (q1(x), . . . , qs(x)). Let L be a symplectic leaf,
and let z = (z1, . . . , zs) = Q(L) ∈ F
s. We say that L is generic if there exist s
vector fields ui in a neighborhood of L such that
a) at every point x ∈ L, the vector ui(x) is transversal to the surface qi(x) = zi,
which means that ∇uiqi(x) 6= 0;
b) the translation along ui for a sufficiently small time t gives a diffeomorphism
between L and a close symplectic leaf Lt.
Let us denote by X 0 the open part of X given by the conditions fi 6= 0 for
i ∈ [m+ 1, n]. It is easy to see that X 0 = ∪v∈TmX
0
v .
Lemma 2.4. X 0 is foliated into a disjoint union of generic symplectic leaves of
the Poisson bracket ω.
Proof. Consider first the special case when the Poisson structure on X is nonde-
generate at the generic point, i.e., its rank equals to the dimension of the manifold.
Then we show that every point of X 0 is generic, i.e., the rank of the Poisson bracket
is maximal at each point. Note that for every point x ∈ X 0 there exists a cluster
chart Xv such that on Xv one has fv,j 6= 0 for j ∈ [1, n]. Therefore the coor-
dinates log fv,j form a local coordinate system on Xv, and the Poisson structure
written in these coordinates becomes a constant Poisson structure. If a constant
Poisson structure is nondegenerate, it is nondegenerate at each point, which proves
the statement. Moreover, note that the complement X \ X 0 consists of degenerate
symplectic leaves of smaller dimension. Hence, if the Poisson structure is symplec-
tic, i.e., nondegenerate at a generic point, then X 0 is a union of generic symplectic
leaves.
Assume now that the rank of the Poisson structure is r < n. There exist s = n−r
Casimir functions that generate the field FC . By Lemma 2.2, one can build these
Casimir functions by choosing s independent integer vectors u in the left nullspace
Nl(Ω
τ ) and by constructing the corresponding monomials µu. Observe that if
u = (u1 u2 ) ∈ Nl(Ω
τ ) and u′ = (D−1u1 u2 ), then (u′)T ∈ Nr(Z). Therefore,
by Lemma 2.3, such a u′ defines a toric flow on X . To accomplish the proof it is
enough to show that the toric flow corresponding to the vector u′ is transversal to
the level surface {y ∈ X 0 : µu(y) = µu(x)}, and that a small translation along the
trajectory of this toric flow transforms one symplectic leaf into another one.
We will first show that if x(t) is a trajectory of the toric flow corresponding to
u′ with the initial value x(1) = x and the initial velocity vector ν = dx(t)/dt|t=1 =
(u′1f1, . . . , u
′
nfn) then dµ
u(ν)/dt 6= 0. Indeed, by Lemma 2.2,
dµu(ν)/dt =
n∑
i=m+1
αi
∏n
j=m+1 f
αj
j
fi
· uifi = µ
uα2(u2)T .
Since x ∈ X 0, one has µu(x) 6= 0. To find α2(u2)T recall that by the proof of
Lemma 2.2, α2 = u1Z2 + u
2Z4 + u
2K ′, where K ′ is the submatrix of K whose
entries lie in the last n−m rows and columns. Clearly, u2Z4(u
2)T = 0, since Z4 is
skew-symmetric. Next, u1Z2(u
2)T = u1Λ−1Ω2(u
2)T = u1Λ−1ΩT1 (u
1)T = 0, since
u2ΩT2 = u
1Ω1 and Λ
−1ΩT1 is skew-symmetric. Thus, α
2(u2)T = u2K ′(u2)T 6= 0,
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since K ′ can be chosen to be a diagonal matrix with positive elements on the
diagonal, see the proof of Lemma 1.1.
Consider now another basis vector u¯ ∈ Nl(Ω
τ ) and the corresponding Casimir
function µu¯. It is easy to see that dµu¯(ν)/dt = µu¯α¯2(u2)T . Note that the latter
expression does not depend on the point x, but only on the value µu¯(x) and on
the vectors α¯ and u. Therefore the value of the derivative dµu¯/dt is the same for
all points x lying on the same symplectic leaf, and the toric flow transforms one
symplectic leaf into another one. 
In general, it is not true thatX 0 coincides with the union of all “generic” symplec-
tic leaves. A simple counterexample is provided by the cluster algebra given by two
clusters {f1, f2, f3} and {f¯1, f2, f3} subject to one relation: f¯1f1 = f
2
2 f
2
3 + 1. One
can choose the Poisson bracket on X as follows: {f1, f2} = f1f2, {f1, f3} = f1f3,
{f2, f3} = 0. Equivalently, {f¯1, f2} = −f¯1f2, {f¯1, f3} = −f¯1f3, {f2, f3} = 0.
Generic symplectic leaves of this Poisson structure are described by the equation
Af2+Bf3 = 0 where (A : B) is a homogeneous coordinate on P
1. All generic sym-
plectic leaves form P 1. In particular, two leaves (1 : 0) and (0 : 1) (correspondingly,
subsets f2 = 0, f3 6= 0, f1f¯1 = 1 and f3 = 0, f2 6= 0, f1f¯1 = 1) are generic symplectic
leaves in X . According to the definition of X 0 these leaves are not contained in X 0.
We can describe X 0 as the nonsingular locus of the toric action. The main source
of examples of cluster algebras are coordinate rings of homogeneous manifolds.
Toric actions on such cluster algebras are induced by the natural toric actions on
these manifolds.
All this suggests that X 0 is a natural geometrical object in the cluster algebra
theory, intrinsically related to the corresponding Poisson structure.
2.4. Connected components of X 0. In what follows we assume that F = R.
In this case, the first natural question concerning the topology of X 0 is to find the
number #(X 0) of connected components of X 0. To answer this question we follow
the approach developed in [SSV1, SSV2, Z].
Given a vertex v of Tm, we define an open subset S(X
0) = S(X0v ) ⊂ X
0 by
S(X0v ) = X
0
v ∪
⋃
(v,v¯)∈Tm
X0v¯ ,
where (v, v¯) ∈ Tm means that (v, v¯) is an edge of Tm.
Recall that X0 ≃ (R \ 0)n. We can decompose X0 as follows. Let Σ be the set
of all possible sequences (σ(1), . . . , σ(n)) of n signs σ(i) = ±1. For σ ∈ Σ we define
X0(σ) as the octant σ(j)fj > 0 for all j ∈ [1, n]. Two octants X
0(σ1) and X
0(σ2)
are called essentially connected if the following two conditions are fulfilled:
1) there exists i ∈ [1, n] such that σ1(i) 6= σ2(i) and σ1(j) = σ2(j) for j 6= i;
2) there exists x∗ ∈ S(X0) that belongs to the intersection of the closures of
X0(σ1) and X
0(σ2).
The second condition can be restated as follows:
2’) there exists x∗ ∈ S(X0) such that fi(x
∗) = 0, fˆi(x
∗) 6= 0, and fj(x
∗) 6= 0 for
j 6= i, where fˆ = fvˆ and (v, vˆ) is the edge of Tm labeled by i.
Lemma 2.5. Let (v, v¯) be an edge of Tm, σ1, σ2 ∈ Σ, and let the octants X
0(σ1)
and X0(σ2) be essentially connected. Then X¯
0(σ1) and X¯
0(σ2) are essentially
connected as well.
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Proof. Assume that the edge (v, v¯) is labeled by j, and consider first the case
σ1(j) 6= σ2(j). Then vˆ in condition 2’ coincides with v¯, and hence fj(x
∗)f¯j(x
∗) =
M j(x∗)+ M¯ j(x∗) = 0. Since M j and M¯ j both do not contain fj , any point x such
that fl(x) = fl(x
∗) for l 6= j, fj(x) 6= 0, f¯j(x) = 0 belongs to S(X¯
0), and hence
X¯0(σ1) and X¯
0(σ2) are essentially connected.
Assume now that σ1(i) 6= σ2(i) for some i 6= j. As before, we get M
i(x) +
M̂ i(x) = 0 for any x such that fl(x) = fl(x
∗) for l 6= i. Consider the edge (v¯, v¯)
of Tm labeled by i; by the above assumption, v¯ 6= v. Without loss of generality
assume that f¯j does not enter M¯
i
. Then by [FZ2] one has
M i + M̂ i = M̂ i
(
M i
M̂ i
+ 1
)
= M̂ i
(
M¯ i
M¯
i + 1
)∣∣∣∣
f¯j←
M0
fj
,
where M0 = M
j + M¯ j|fi=0. Therefore, for x
∗∗ such that f¯l(x
∗∗) = fl(x
∗) if
l 6= i, j, f¯j(x
∗∗) = M0(x
∗)/fj(x
∗), f¯i(x
∗∗) = 0, one has M¯ i(x∗∗) + M¯
i
(x∗∗) =
M i(x∗) + M̂ i(x∗) = 0, and hence one can choose ¯¯f i(x
∗∗) 6= 0. 
Corollary 2.6. If X0v (σ1) and X
0
v (σ2) are essentially connected, then X
0
v′(σ1) and
X0v′(σ2) are essentially connected for any vertex v
′ of Tm.
Proof. Since the tree Tm is connected, one can pick up the path connecting v and
v′. Then the corollary follows immediately from Lemma 2.5. 
Let #v denote the number of connected components in S(X
0
v ).
Theorem 2.7. The number #v does not depend on v and is equal to #(X
0).
Proof. Indeed, since S(X0v ) is dense in X
0, one has #(X 0) 6 #v. Conversely,
assume that there are points x1, x2 ∈ X
0 that are connected by a path in X 0.
Therefore their small neighborhoods are also connected in X 0, since X 0 is a topo-
logical manifold. Since X0v is dense in X
0, one can pick σ, σ′ ∈ Σ such that the
intersection of the first of the above neighborhoods with X0v (σ) and of the second
one with X0v (σ
′) are nonempty. Thus, X0v (σ) and X
0
v (σ
′) are connected in X 0.
Hence, there exist a loop γ in Tm with the initial point v, a subset v1, . . . , vp of ver-
tices of this loop, and a sequence σ1 = σ, σ2, . . . , σp+1 = σ
′ ∈ Σ such that X0vl(σl) is
essentially connected with X0vl(σl+1) for all l ∈ [1, p]. Then by Corollary 2.6 X
0
v (σl)
and X0v (σl+1) are essentially connected. Hence all X
0
v (σl) are connected with each
other in S(X0v ). In particular, X
0
v (σ) and X
0
v (σ
′) are connected in S(X0v ). This
proves the assertion. 
By virtue of Theorem 2.7, we write # instead of #v.
Let Fn2 be an n-dimensional vector space over F2 with a fixed basis {ei}. Let
Z ′ ∈ ZD̂nn(Z) be as in Section 1.2, and let η = ηv be a (skew-)symmetric bilinear
form on Fn2 , such that η(ei, ej) = diz
′
ij . Define a linear operator ti : F
n
2 → F
n
2 by
the formula ti(ξ) = ξ − η(ξ, ei)ei, and let Γ = Γv be the group generated by ti,
i ∈ [1,m].
The following lemma is a minor modification of the result presented in [Z].
Lemma 2.8. The number of connected components #v equals to the number of
Γv-orbits in F
n
2 .
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For reader’s convenience we will repeat the proof of this statement here.
Let us identify Fn2 with Σ by the following rule: a vector ξ ∈ F
n
2 corresponds to
σ ∈ Σ such that σ(i) = (−1)ξi . Abusing notation we will also write X0(ξ) instead
of X0(σ).
Lemma 2.9. Let ξ and ξ′ be two distinct vectors in Fn2 . Then the closures of X
0(ξ)
and X0(ξ′) intersect in S(X0) if and only if ξ′ = ti(ξ) for some i ∈ [1,m].
Proof. Suppose x ∈ S(X0) belongs to the intersection of the closures of X0(ξ) and
X0(ξ′). Then fl(x) = 0 whenever ξl 6= ξ
′
l. From the definition of S(X
0) we see
that there is a unique i such that ξi 6= ξ
′
i; evidently, i ∈ [1,m]. Furthermore, if
(v, v¯) is an edge of Tm labeled by i, then f¯i(x) 6= 0. Since any neighborhood of
x intersects both X0(ξ) and X0(ξ′), it follows that monomials M i and M¯ i on the
right hand side of the 3-term relation fif¯i =M
i + M¯ i must have opposite signs at
x. Therefore
ξi − ξ
′
i = 1 =
n∑
j=1
dizijξj .
Comparing this with the definition of the transvection ti, we conclude that ξ
′ =
ti(ξ), as claimed.
Conversely, suppose ξ′ = ti(ξ) 6= ξ, then
∑n
j=1 dizijξj = 1. Therefore, there
exists a point x ∈ S(X0) such that (−1)ξlfl(x) > 0 for all l 6= i, and the right hand
side of three 3-term relation vanishes at x. Then any neighborhood of x contains
points where the signs of all fl for l 6= i remain the same, while the right hand side
of the 3-term relation is positive (or negative). Thus, x belongs to the intersection
of the closures of X0(ξ) and X0(ξ′), and we are done. 
Now we are ready to complete the proof of Lemma 2.8. Let Ξ be a Γ-orbit in Fn2 ,
and let X0(Ξ) ⊂ S(X0) be the union of the closures of X0(ξ) over all ξ ∈ Ξ. Each
X0(ξ) is a copy of Rn>0, and is thus connected. Using the “if” part of Lemma 2.9,
we conclude that X0(Ξ) is connected (since the closure of a connected set and the
union of two non-disjoint connected sets are connected as well). On the other hand,
by the “only if” part of the same lemma, all the sets X0(Ξ) are pairwise disjoint.
Thus, they are the connected components of S(X0), and we are done. 
Theorem 2.7 and Lemma 2.8 imply the following theorem.
Theorem 2.10. The number of connected components #(X 0) equals the number
of Γ-orbits in Fn2 .
3. Poisson and cluster algebra structures on Grassmannians
3.1. Sklyanin bracket and factorization parameters. As we have seen from
the discussion above, one can associate a cluster algebra with any algebraic Poisson
manifold equipped with a system of rational log-canonical coordinates. A rich col-
lection of non-trivial examples of this sort is provided by the theory of Poisson-Lie
groups and Poisson homogeneous spaces. This collection includes real Grassman-
nians, which will serve as our main example.
Recall (see e.g. [ReST]) that a Lie group G equipped with a Poisson structure
is called a Poisson-Lie group if the multiplication map G × G → G is Poisson.
First, we review the definition of the Sklyanin Poisson bracket and the standard
Poisson-Lie structure on a semi-simple Lie group G.
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Let B+ and B− be two R-split opposite Borel subgroups, N and N− be their
unipotent radicals, H = B+ ∩ B− be an R-split maximal torus of G, and W =
NormG(H)/H be the Weyl group of G. For every x ∈ N−HN+, we write its
unique Gauss factorization as x = x−x0x+ and define x60 = x−x0, x>0 = x0x+.
As usual, let g, h, b±, n± be Lie algebras that correspond to G, H , B±, N±.
We denote by Φ the root system of g, by Φ+ (resp. Φ−) the set of all positive
(resp. negative) roots, and by α1, . . . , αr simple positive roots. To each αi there
corresponds the elementary reflection si ∈ W . A reduced decomposition for w ∈ W
is a factorization of w into a product w = si1 · · · sil of simple reflections, where l is
the smallest length of such a factorization. Then an integral vector i = (i1, . . . , il)
is called a reduced word that corresponds to w, while l is called the length of w and
is denoted by l(w).
We fix a Chevalley basis {eα, α ∈ Φ; hi, i ∈ [1, r]} in g. The Killing form on g
will be denoted by 〈 , 〉.
Let R ∈ End(g) be a skew-symmetric map. The Sklyanin bracket is defined by
(3.1) ω(f1, f2)(x) = 〈R(∇rf1(x)),∇rf2(x)〉 − 〈R(∇lf1(x)),∇lf2(x)〉.
Here the right and left gradients ∇r, ∇l are defined by
〈∇rf(x), ξ〉 =
d
dt
f(x exp(tξ))
∣∣∣∣
t=0
, 〈∇lf(x), ξ〉 =
d
dt
f(exp(tξ)x)
∣∣∣∣
t=0
for x ∈ G, ξ ∈ g.
If R satisfies the modified classical Yang-Baxter equation (MCYBE)
[Rξ,Rη]−R ([Rξ, η] + [ξ, Rη]) = −α[ξ, η], ξ, η ∈ g,
then the bracket (3.1) satisfies the Jacobi identity and equips G with a structure of
the Poisson-Lie group.
For any ξ ∈ g we write its unique decomposition into a sum of elements in n−, h
and n+ as
ξ = ξ− + ξ0 + ξ+.
The standard Poisson-Lie structure on G denoted by ωG corresponds to a particular
solution of MCYBE:
(3.2) R(ξ) = ξ+ − ξ−
and can be characterized as follows [HKKR, R].
For t ∈ C, denote x+i (t) = exp(teαi), x
−
i (t) = exp(te−αi). For every i ∈ [1, r]
one defines a group homomorphism (canonical inclusion) ρi from SL2 to G by
ρi
(
1 t
0 1
)
= x+i (t), ρi
(
1 0
t 1
)
= x−i (t).
Let Di be the length of the ith simple root αi. Then ωG is the unique Poisson-Lie
structure on G such that each map
(3.3) ρi : (SL2, DiωSL2)→ (G,ωG)
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is Poisson.
Symplectic leaves of ωG have been studied in [HL]. Their explicit description was
obtained in more recent works [HKKR, R, Y, KoZ], where the key role is played by
double Bruhat cells that were comprehensively studied in [FZ1]. We shall now recall
the definition of a double Bruhat cell and review the results of [HKKR, R, KoZ]
that show that each such cell is equipped with a family of log-canonical coordinates
of the kind described in the first part of this paper.
Recall that the group G has two Bruhat decompositions, with respect to B+ and
B−:
G =
⋃
u∈W
B+uB+ =
⋃
v∈W
B−vB−.
The double Bruhat cells Gu,v are defined by Gu,v = B+uB+ ∩B−vB−. According
to [FZ1], the variety Gu,v is biregularly isomorphic to a Zariski open subset of
Cr+l(u)+l(v). Furthermore, if for every pair j, k of reduced words for u and v one
defines a word i = (iν)
m
ν=1 with m = l(u)+ l(v) as an arbitrary shuffle of the words
−j and k, then the map xi : H × C
m → Gu,v defined by
(3.4) xi(h, t) = h
m∏
ν=1
x
sign(iν)
iν
(tν),
where h ∈ H and t = (t1, . . . , tm) ∈ C
m, restricts to a biregular isomorphism
between H×Cm6=0 and a Zariski open subset of G
u,v. Let us further factor h in (3.4)
into h = ρ1(diag(a1, a
−1
1 )) · · · ρr(diag(ar, a
−1
r )). Parameters a1, . . . , ar; t1, . . . , tm
are called factorization parameters. Explicit formulae for the inverse of the map
(3.4) were found in [FZ1].
The relevance of double Bruhat cells and factorization parameters in the context
of the standard Poisson-Lie structure was observed in [HKKR, R]. It turns out
that (i) for every u, v, Gu,v is a Poisson submanifold of (G,ωG), and (ii) for every
i, factorization parameters form a family of log-canonical coordinates on a Zariski
open subset of Gu,v. Both assertions can be verified via the following construction
[HKKR, R]. For i ∈ [1, r] define subgroups B±i of B± as images of resp. upper and
lower triangular subgroups of SL2 under the homomorphism ρi:
(3.5) B+i = ρi
({(
d c
0 d−1
)})
, B−i = ρi
({(
d 0
c d−1
)})
.
We can view parameters c, d 6= 0 as coordinates on B+i (resp. B
−
i ) and denote the
corresponding elements of B±i by b
±
i (c, d). In view of the Poisson property (3.3) of
the map ρi, one obtains for both B
+
i and B
−
i
(3.6) ω(d, c) = Didc.
For any u, v ∈W and the corresponding fixed i, denote
(3.7) Bi = ×
m
ν=1B
sign(iν)
iν
and define the multiplication map yi : Bi → G by
(3.8) yi(bi) =
m∏
ν=1
b
sign(iν)
iν
(cν , dν),
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where bi =
(
b
sign(i1)
i1
(c1, d1), . . . , b
sign(im)
im
(cm, dm)
)
∈ Bi. This map is clearly Pois-
son. Moreover, comparing (3.8) and (3.4), one sees that the image of the restriction
of yi to the set where all bα 6= 0 is a Zariski open subset of G
u,v that coincides with
the image of restriction of xi to H × C
m
6=0. It is not hard to see that factorization
parameters a1, . . . , ar; t1, . . . , tm are monomial functions in parameters cν , dν and
since by (3.6) the latter are log-canonical, the former are log-canonical as well.
The only drawback of the log-canonical coordinate system a1, . . . , ar; t1, . . . , tm
is that factorization parameters are rational functions on Gu,v. However, one of
the main theorems of [FZ1] gives an explicit expression for these parameters as an
invertible monomial transformation of a family of functions regular on Gu,v, the
so-called twisted generalized minors. For every i, log-canonical Poisson brackets of
functions in this family w.r.t. the standard Poisson-Lie structure were computed
explicitly in a recent paper [KoZ] and used to refine a description of symplectic
leaves of the Poisson-Lie group G. The definition and properties of generalized mi-
nors of an element x ∈ G can be found in [FZ1] and will not be reproduced here (in
the SLn case generalized minors are the minors of a matrix x). Twisted generalized
minors are generalized minors of the twist map Gu,v ∋ x 7→ x′ ∈ Gu
−1,v−1 defined
in [FZ1] as follows. For any w = si1 · · · sil ∈ W , pick a representative ŵ of w
−1 in
G given by
ŵ =
l∏
ν=1
ρil+1−ν
(
0 −1
1 0
)
and define
(3.9) x′ =
(
(ûx)−1− ûxv̂(xv̂)
−1
+
)θ
,
where θ is the involutive automorphism of G uniquely determined by
x±i (t)
θ = x∓i (t), h
θ = h−1, h ∈ H
and a−1− stands for (a−)
−1.
We conclude this section with the result that shows that a construction of [KoZ]
can be used to build another system of log-canonical regular coordinates on Gu,v
from generalized minors of x rather than its twist x′.
Theorem 3.1. The twist map (3.9) is an anti-Poisson map with respect to the
Sklyanin bracket (3.1), (3.2).
Proof. First, observe that an automorphism θ itself is an anti-Poisson map from G
to G. This can be easily seen from the θ’s action on subgroups B±i defined in (3.5).
Thus, we only need to check that the map x 7→ χu,v(x), where χu,v(x) is defined by
the expression inside the outer brackets in (3.9), is Poisson. It suffices to check this
property for elements of a Zariski open subset of Gu,v. Let Gu,v0 = G
u,v ∩N−HN+.
For x ∈ Gu,v0 ,
χu,v(x) = (ûx)
−1
− (ûx)x
−1(xv̂)(xv̂)−1+ = (ûx)>0 x
−1(xv̂)60
= (ûx60)>0x+x
−1x−(x>0v̂)60 = (ûx60)>0 x
−1
0 (x>0v̂)60.
Furthermore, fix reduced words j = (jν)
l(u)
ν=1, k = (kγ)
l(v)
γ=1 for u and v and assume
that x belongs to the image of the multiplication map yi : Bi = B−j ×Bk → G
u,v
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defined as in (3.8), (3.7), where i = (−j,k). Any element b in the preimage of x
under the map yi can be written as b = (b1, b2), where b1 ∈ B−j, b2 ∈ Bk, and hence
x = yi(b) = y−j(b1)yk(b2) = x−d1d2x+, where d1 = (y−j(b1))0, d2 = (yk(b2))0.
Therefore,
χu,v(yi(b)) = (ûx60d
−1
2 )>0(d
−1
1 x>0v̂)60 = (ûy−j(b1))>0(yk(b2)v̂)60
= χu,id(y−j(b1))χid,v(yk(b2)).
Denote j˜ = (jl(u)−ν+1)
l(u)
ν=1, k˜ = (kl(v)−γ+1)
l(v)
γ=1. It follows from the above equality
that in order to prove that the map x 7→ χu,v(x) is Poisson it is enough to show
that maps χu,id : G
u,id → Gid,u
−1
and χid,v : G
id,v → Gv
−1,id are Poisson. Both
maps can be treated in the same fashion, so we shall concentrate on the second
one.
Let x ∈ Gid,v = B+∩B−vB−, put q = il(v) and write v as v = wsq . Assume fur-
ther that x is in the image of the multiplication map Gid,w×B+q ∋ (x1, b
+
q (c, d)) 7→
x1b
+
q (c, d) ∈ G
id,v. (The map is Poisson and its image is Zariski open in Gid,v.) We
shall show that χid,v(x) = (x˜ŵ)60, where x˜ belongs to G
sq,w and the map x 7→ x˜
is Poisson. Then the statement will follow by induction on the length of v.
Observe that
xv̂ = x1
(
b+q (c, d)ŝq
)
ŵ = x1
(
b−q (d
−1, c)b+q (−d, 1)
)
ŵ
=
(
x1b
−
q (d
−1, c)
)
ŵ
(
(ŵ)−1b+q (−d, 1)ŵ
)
.
So we can define x˜ = x1b
−
q (d
−1, c) and note that l(sqw
−1) = l(w−1) + 1 implies
ŵ−1b+q (−d, 1)ŵ ∈ N+.
Thus, χid,v(x) = (x˜ŵ)60, and since, by (3.6), the map b
+
q (c, d) 7→ b
−
q (d
−1, c) is
Poisson, so is the map x 7→ x˜. This completes the proof. 
As we have seen from the discussion above, the real part of any double Bruhat cell
Gu,v can be equipped (in more than one way) with regular log-canonical coordinates
that serve as a starting point for a construction of a cluster algebra. Results of [FZ1,
FZ2, HKKR, R, Y] show that both Poisson and cluster algebra structure on Gu,v
are determined by the Lie group structure of G and are compatible in the way
described in the first part of this paper. We now turn to our main example, real
Grassmannians, to show how a structure of a Poisson homogeneous space can also
lead to a construction of a cluster algebra.
3.2. Poisson structure and log-canonical coordinates. Let P be a Lie sub-
group of a Poisson-Lie group (G,ωG). A Poisson structure on the homogeneous
space P\G is called Poisson homogeneous if the action map P\G × G → P\G is
Poisson. Conditions on P for the Sklyanin bracket (3.1) to descend to a Poisson
homogeneous structure on P\G are conveniently formulated it terms of the Manin
triple that corresponds to (G,ωG) and can be found, e.g., in [ReST]. In particular,
these conditions are satisfied for G = SLn and
P = Pk =
{(
A 0
B C
)
: A ∈ SLk, C ∈ SLn−k
}
.
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The resulting homogeneous space is the Grassmannian G(k, n).
In what follows, we will need an explicit expression of the Poisson homogeneous
brackets on G(k, n). First, consider the Sklyanin bracket (3.1), (3.2) on SLn. The
form 〈 , 〉 now coincides with the trace form:
〈A,B〉 = TrAB.
The Sklyanin bracket can be extended from SLn to the associative algebra Matn
of n× n matrices; it is given there by
(3.10) ω(f1, f2)(X) = 〈R(∇f1(X)X),∇f2(X)X〉 − 〈R(X∇f1(X)), X∇f2(X)〉,
where the gradient ∇ is defined w. r. t. the trace form. In terms of matrix elements
xij , i, j ∈ [1, n], of a matrix X ∈Matn, (3.10) looks as follows:
ω(xij , xαβ) = (sign(α− i) + sign(β − j))xiβxαj .
If X ∈ SLn admits a factorization into block-triangular matrices
X =
(
X1 0
Y ′ X2
)(
1k Y
0 1n−k
)
= V U,
then Y represents an element of the cell G0(k, n) in G(k, n) characterized by non-
vanishing of the Plu¨cker coordinate pi[1,k].
Relations between the Plu¨cker coordinates piI , I = {i1, . . . , ik : 1 6 i1 < · · · <
ik 6 n}, and minors Y
β1...βl
α1...αl = det(yαi,βj)
l
i,j=1 of Y are given by
Y β1...βlα1...αl = (−1)
kl−l(l−1)/2−(α1+···+αl)
pi([1,k]\{α1...αl})∪{β1+k...βl+k}
pi[1,k]
.
Note that, if the row index set {α1 . . . αl} in the above formula is contiguous then
the sign in the right hand side can be expressed as (−1)(k−αl)l.
It is not hard to see that the variation of Y = Y (X) is given by
δY = (1k 0 ) V
−1δXU−1
(
0
1n−k
)
,
and, therefore,
∇(f ◦ Y ) = U−1
(
0
1n−k
)
∇f (1k 0 )V
−1
and
∇(f ◦ Y )X = AdU−1
((
0
1n−k
)
∇f ( 1k 0 )
)
=
(
−Y
1n−k
)
∇f ( 1k Y ) ,
X∇(f ◦ Y ) = AdV
((
0
1n−k
)
∇f (1k 0 )
)
∈ n−.
Thus we obtain from (3.10)
ω(f1 ◦ Y, f2 ◦ Y ) =
〈(
−R(Y∇f1) −Y∇f1Y
−∇f1 R(∇f1Y )
)
,
(
−Y∇f2 −Y∇f2Y
∇f2 ∇f2Y
)〉
= 〈R(∇f1Y ),∇f2Y 〉+ 〈R(Y∇f1), Y∇f2)]〉 = ωG(n,k)(f1, f2) ◦ Y.
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In terms of matrix elements yij , this formula looks as follows:
(3.11) ω(yij , yαβ) = (sign(α− i)− sign(β − j))yiβyαj .
Next, we will introduce new coordinates on G(k, n), log-canonical w. r. t. ω. This
will require some preparation.
Let I = {i1, . . . , ir}, J = {j1, . . . , jr} be ordered multi-indices. We denote by
I(ip → α) the result of replacing ip with α in I, by I \ ip the multi-index obtained
by deleting ip from I and by (αI) the multi-index I = {α, i1, . . . , ir}. For a matrix
X , we denote XJI = detX(I; J) = det(xipjq )
r
p,q=1. Then the Laplace expansion
formula implies
(3.12)
r∑
p=1
xipβX
J
I(ip→α)
= xαβX
J
I −X
(βJ)
(αI) .
We will say that α < I (resp. α > I), if α is less than the minimal index in I
(resp., the maximal index in I is less than α). We define sign(α−I) = − sign(I−α)
to be −1, 0 or 1, if α < I, α ∈ I or α > I, resp. Otherwise, sign(α−I) is not defined.
Lemma 3.2. If sign(α − I) and sign(β − J) are defined and
(3.13) | sign(α− I)− sign(β − J)| 6 1,
then
(3.14) ω(yαβ , Y
J
I ) = − (sign(α− I)− sign(β − J)) yαβY
J
I .
Proof. It is evident from (3.11) that ω(yαβ , Y
J
I ) = 0 if α < I, β < J , or α > I,
β > J , so in these cases (3.14) holds true.
In general, one obtains from (3.11)
ω(yαβ , Y
J
I ) =
r∑
p,q=1
(−1)p+q{yαβ, y
jq
ip
}Y
J\jq
I\ip
=
r∑
p=1
sign(ip − α)yipβ
r∑
q=1
(−1)p+qyαjqY
J\jq
I\ip
−
r∑
q=1
sign(jq − β)yαjq
r∑
p=1
(−1)p+qyipβY
J\jq
I\ip
=
r∑
p=1
sign(ip − α)yipβY
J
I(ip→α)
−
r∑
q=1
sign(jq − β)yαjqY
J(jq→β)
I .
Assume that β ∈ J . Then, in the second sum above, Y
J(jq→β)
I can be nonzero
only if sign(jq − β) = 0, which implies that the sum is zero. If in addition α ∈ I,
the first sum is equal to zero as well, and thus ω(yαβ , Y
J
I ) = 0 if α ∈ I, β ∈ J ,
which is consistent with (3.14). Otherwise, by our assumptions, sign(ip − α) does
not depend on p and is equal to sign(I − α). In this case, (3.12) implies
ω(yαβ , Y
J
I ) = sign(I − α)(yαβY
J
I − Y
(βJ)
(αI) ) = sign(I − α)yαβY
J
I .
This agrees with (3.14). The remaining case α ∈ I, sign(J−β) = ±1 can be treated
in the same way. 
The following Corollary drops out immediately from Lemma 3.2 together with
the Leibnitz rule for Poisson brackets.
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Corollary 3.3. Let A = {α1, . . . , αl}, B = {β1, . . . , βl} be such that for every pair
(αp, βq), p, q ∈ [1, l], condition (3.13) is satisfied. Then
(3.15) ω(Y BA , Y
J
I ) = −
(
l∑
p=1
(sign(αp − I)− sign(βp − J))
)
Y BA Y
J
I .
For every (i, j)-entry of Y define l(i, j) = min(i− 1, n− k − j) and
(3.16) Fij = Y
j,... ,j+l(i,j)
i−l(i,j),... ,i .
It is easy to see that the change of coordinates (yij) 7→ (Fij) is a birational trans-
formation.
Proposition 3.4. Put
(3.17) tij =
Fij
Fi−1,j+1
.
Then
(3.18) ωG(n,k)(ln tij , ln tαβ) = sign(j − β)δiα − sign(i− α)δjβ .
Proof. First, we will show that coordinates Fij are log-canonical. For this one needs
to check that conditions of Corollary 3.2 are satisfied for every pair Fαβ , Fij . One
has the following seven cases to consider.
1) α 6 i, β 6 j, i+ j 6 n− k + 1;
2) α 6 i, β > j, max(α+ β, i+ j) 6 n− k + 1;
3) α 6 i, β 6 j, α+ β > n− k + 1;
4) α 6 i, β > j, min(α+ β, i+ j) > n− k + 1;
5) α 6 i, β 6 j, α+ β 6 n− k + 1 < i+ j;
6) α 6 i, β > j, α+ β 6 n− k + 1 < i+ j;
7) α 6 i, β > j, i+ j 6 n− k + 1 < α+ β.
Direct inspection shows that choosing Y BA = Fij , Y
J
I = Fαβ in case 3 and Y
B
A =
Fαβ , Y
J
I = Fij in all the remaining cases ensures that conditions of Corollary 3.3
hold true. Moreover, one can use (3.15) to compute ωG(n,k)(lnFαβ , lnFij) in each
of these cases; the answers are
1) −min(α, j − β);
2) max(α+ β, i+ j)−max(β, i+ j);
3) i−max(α, i+ j + k − n− 1));
4) min(α, i+ j + k − n− 1)−min(α+ β + k − n− 1, i+ j + k − n− 1);
5) n+ 1− j − k +max(α, i+ j + k − n− 1)−max(α+ β, i);
6) −(n+ 1− k −max(β, i+ j));
7) −min(α, i+ j + k − n− 1).
Note that formulae above remain valid if we replace all strict inequalities used to
describe cases 1 through 7 by non-strict ones. Now (3.18) can be derived from the
formulae above via the case by case verification, simplified by noticing that due to
the previous remark, for any (i, j) and (α, β), all the four quadruples (i, j), (α, β);
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(i− 1, j + 1), (α, β); (i, j), (α− 1, β + 1) and (i− 1, j + 1), (α− 1, β + 1) satisfy the
same set of conditions out of 1–7 (with inequalities relaxed). 
Denote n− k by m. If we arrange variables ln tij into a vector
(3.19) t˜ = (ln t11, . . . , ln t1m, . . . , ln tk1, . . . , ln tkm),
the coefficient matrix Ωkm of Poisson brackets (3.18) will look as follows:
(3.20) Ωkm =

Am 1m 1m · · · 1m
−1m Am 1m · · · 1m
−1m −1m Am · · · 1m
...
...
...
. . .
...
−1m −1m −1m · · · Am
 = Am ⊗ 1k − 1m ⊗Ak,
where A1 = 0 and
Am = Ω
T
1m =

0 −1 −1 · · · −1
1 0 −1 · · · −1
1 1 0 · · · −1
...
...
...
. . .
...
1 1 1 · · · 0
 .
We now proceed to compute a maximal dimension of a symplectic leaf of the
bracket (3.11).
First note that left multiplying (λ1m + A
T
m) by Cm = 1m + e1m −
∑m
i=2 ei,i−1,
where eij is a (0, 1)-matrix with a unique 1 at position (i, j), results in the following
matrix:
Bm(λ) =

λ− 1 0 0 · · · 0 λ+ 1
−λ− 1 λ− 1 0 · · · 0 0
0 −λ− 1 λ− 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −λ− 1 λ− 1
 .
Since the determinant ofBm(λ) is easily computed to be equal to (λ−1)
m+(λ+1)m,
it follows that the spectrum of Am is given by
(3.21)
(
λ+ 1
λ− 1
)m
= −1.
Next, we observe that using block row transformations similar to row transfor-
mations applied to (λ1m+A
T
m) above, one can reduce Ωkm to a matrix Bk(Am) ob-
tained fromBk(λ) by replacing λ with Am and 1 with 1m. Since (Am−1m) is invert-
ible by (3.21), we can left multiply Bk(Am) by diag((Am−1m)
−1, . . . , (Am−1m)
−1)
and conclude that the kernel of Ωkm coincides with that of the matrix
1m 0 0 · · · W
−W 1m 0 · · · 0
0 −W 1m · · · 0
...
...
...
. . .
...
0 0 0 · · · 1m
 ,
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where W = (Am + 1m)(Am − 1m)
−1. The kernel consists of vectors of the form
( v Wv . . . W k−1v )T , where v satisfies condition (W k + 1m)v = 0. In other
words, the kernel of Ωkm is parametrized by the (−1)-eigenspace of W
k. Due to
(3.21) the dimension of this eigenspace is equal to
dkm = #
{
ν ∈ C : νk = νm = −1
}
.
Moreover, it is not hard to check that
(3.22) W = (Am + 1m)(Am − 1m)
−1 = −em1 +
m∑
i=2
ei−1,i,
and therefore W k =
∑m
i=k+1 ei−k,i −
∑k
i=1 ei+m−k,i. A (−1)-eigenspace of W
k is
non-trivial if and only if there exist natural numbers p, q such that (2p − 1)k =
(2q − 1)m (we can assume (2p− 1) and (2q − 1) are co-prime). Let l = gcd(k,m),
then every non-trivial (−1)-eigenvector of W k is a linear combination of vectors
v(i) = (v(i)j)
m
j=1, i ∈ [1, l], that can be described as follows: v(i)i+αl = (−1)
α
for α = 0, . . . , ml − 1, and all the other entries of v(i) vanish. To analyze the
corresponding element ( v(i) Wv(i) . . . W k−1v(i) )
T
of the kernel of Pkm, we
represent it as a k ×m matrix
V (i) =

v(i)
Wv(i)
...
W k−1v(i)
 .
From the form of W one concludes that V (i) is a matrix of 0s and ±1s that
has a Hankel structure, i.e. its entries do not change along anti-diagonals. More
precisely,
V (i)pq =
{
(−1)α if p+ q = i+ αl,
0 otherwise
Here α changes from 0 to nl − 1. Since to each element V of the kernel of Ωkm
(represented as a k×m matrix) there corresponds a Casimir function IV of ωG(k,n)
given by IV =
∏k,m
i=1,j=1 t
Vij
ij , the observation above together with (3.17) implies that
on an open dense subset of G(k, n) the algebra of Casimir functions is generated by
monomials in
(3.23) J1 = F11, . . . , Jk = Fk1, Jk+1 = Fk2, . . . , Jn = Fkm.
In particular,
(3.24) IV (i) =
n
l
−1∏
α=0
J
(−1)α
i+αl .
Thus we have proved
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Theorem 3.5. Let l = gcd(k, n). The co-dimension of a maximal symplectic leaf
of G(k, n) is equal to 0 if kl is even or
n−k
l is even, and is equal to l otherwise. In
the latter case, a symplectic leaf via a point in general position is parametrized by
values of Casimir functions IV (i), i ∈ [1, l], defined in (3.24).
3.3. Cluster algebra structure on Grassmannians compatible with the
Poisson bracket. Our next goal is to build a cluster algebra AG(k,n) associated
with the Poisson bracket (3.11). The initial cluster consists of functions
(3.25) fij = (−1)
(k−i)(l(i,j)−1)Fij =
pi([1,k]\[i−l(i,j), i])∪[j+k,j+l(i,j)+k]
pi[1,k]
,
i ∈ [1, k], j ∈ [1, n− k]).
We designate functions f11, f21, . . . , fk1, fk2, . . . , fkm (cf. (3.23)) to serve as tropi-
cal coordinates. This choice is motivated by the last statement of Theorem 3.5 and
by the following observation: let I, J be the row and column sets of the minor that
represents one of the functions (3.23), then for any pair (α, β), α ∈ [1, k], β ∈ [1,m],
condition (3.13) is satisfied and thus, functions (3.23) have log-canonical brackets
with all coordinate functions yαβ.
Now we need to define the matrix Z that gives rise to cluster transformations
compatible with the Poisson structure. We want to choose Z in such a way that the
submatrix of Z corresponding to cluster coordinates will be skew-symmetric and
irreducible. According to (1.7) and to our choice of tropic coordinates, this means
that Z must satisfy
ZΩF = const · ( diag(P, . . . , P ) 0 )
where P =
∑m−1
i=1 ei,i+1 is a (m − 1) ×m matrix and Ω
F is the coefficient matrix
of Poisson brackets ω in the basis Fij .
Let t˜ be defined as in (3.19), and let
F˜ = (lnF11, . . . , lnF1m, . . . , lnFk1, . . . , lnFkm).
Then t˜ = JF˜T , where
J =

1m 0 · · · 0 0
−S 1m · · · 0 0
...
...
. . .
...
...
0 0 · · · −S 1m

and S =
∑m
i=2 ei−1,i. Then Ω
F = JΩkmJ
T .
Define a (k − 1)m× km block bidiagonal matrix
V =

1m −W
−1 W−1 − 1m · · · 0 0
0 1m −W
−1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1m −W
−1 W−1 − 1m
 .
Observe that P is the upper (m− 1)×m submatrix of S, and PW−1 = PST .
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Since by (3.20), (3.22),
V Ωkm = 2

1m −W
−1 0 . . . 0 0
0 1m −W
−1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1m −W
−1
 ,
we obtain
1
2
diag(P, . . . , P )V Ωkm = (diag(P, . . . , P ) 0 )J
T .
Define
Z = diag(P, . . . , P )V J =

Z0 Z1 0 . . . 0
Z−1 Z0 Z1 . . . 0
0 Z−1 Z0 . . . 0
...
...
...
. . .
...
0 0 0 . . . Z0
 ,
where Z0 = P (1m−W
−1)(1m+S), Z1 = −P (1m−W
−1), and Z−1 == −P (1m−
W−1)S. Then
ZΩF = diag(P, . . . , P )V Ωkm(J
T )−1 = 2 (diag(P, . . . , P ) 0 ) ,
as needed. Note that for x = (x11, . . . , x1,m, . . . , xk1, . . . , xk,m) one has
(Zx)ij = xi+1,j + xi,j−1 + xi−1,j+1 − xi+1,j−1 − xi,j+1 − xi−1,j .
It is easy to see that the submatrix of Z corresponding to the non-tropic coordinates
is indeed skew-symmetric and irreducible.
The matrix Z thus obtained can be conveniently represented by a directed graph
with vertices forming a rectangular k×(n−k) array and labeled by pairs of integers
(i, j), and edges (i, j) → (i, j + 1), (i + 1, j) → (i, j) and (i, j) → (i + 1, j − 1)
(cf. Fig. 1).
Fig. 1. Graph that corresponds to G(k, n)
Proposition 3.6. For every i ∈ [1, k−1] and every j ∈ [2, n−k], a cluster variable
f ′ij obtained via the cluster transformation from the initial cluster (3.25) is a regular
function on G0(k, n).
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Proof. The proof is based on Jacobi’s determinantal identity
(3.26) A
(γδJ)
(αβI)A
J
I = A
(γJ)
(αI)A
(δJ)
(βI) −A
(δJ)
(αI)A
(γJ)
(βI) .
We will consider the following cases:
(i) 1 < i < n − k + 1 − j. In this case fij = (−1)
(k−i)iY
[j,j+i−1]
[1,i] , and (3.26),
(3.25) imply
(−1)i(k+i)fi+1,j−1fi,j+1fi−1,j = Y
[j−1,j+i−1]
[1,i+1] Y
[j,j+i−2]
[1,i−1] Y
[j+1,j+i]
[1,i]
=
(
Y
[j,j+i−1]
[1,i−1]∪i+1Y
[j−1,j+i−2]
[1,i] − Y
[j−1,j+i−2]
[1,i−1]∪i+1 Y
[j,j+i−1]
[1,i]
)
Y
[j+1,j+i]
[1,i]
and
(−1)i(k+i)fi+1,jfi,j−1fi−1,j+1 = Y
[j,j+i]
[1,i+1]Y
[j+1,j+i−1]
[1,i−1] Y
[j−1,j+i−2]
[1,i]
=
(
Y
[j+1,j+i]
[1,i−1]∪i+1Y
[j,j+i−1]
[1,i] − Y
[j,j+i−1]
[1,i−1]∪i+1Y
[j+1,j+i]
[1,i]
)
Y
[j+1,j+i]
[1,i] .
Therefore,
f ′ij =
fi+1,j−1fi,j+1fi−1,j + fi+1,jfi,j−1fi−1,j+1
fij
= Y
[j+1,j+i]
[1,i−1]∪i+1Y
[j−1,j+i−2]
[1,i] − Y
[j−1,j+i−2]
[1,i−1]∪i+1 Y
[j+1,j+i]
[1,i] .
Other cases can be treated similarly. Below, we present corresponding expres-
sions for f ′ij .
(ii) n− k + 1− i < j < n− k. Then
f ′ij = Y
j−1∪[j+1,m]
[α+1,i+1] Y
[j,m]
[α−1,i−1] − Y
j−1∪[j+1,m]
[α−1,i−1] Y
[j,m]
[α+1,i+1],
where m = n− k and α = i = j = k − n.
(iii) n− k + 1− i = j < n− k. Then
f ′ij = (−1)
k−i
(
Y
[j−1,m]
[1,i+1] Y
[j+1,m−1]
[2,i−1] − Y
[j−1,m−1]
[2,i+1] Y
[j+1,m]
[1,i−1]
)
.
(iv) i = 1, j < n− k. Then f ′1j = Y
j−1,j+1
12 .
(v) i > 1, j = n− k. Then f ′1j = −Y
n−k−1,n−k
i−1,i+1 .
(vi) i = 1, j = n− k. Then f ′1,n−k = (−1)
ky2,n−k−1.
In all six cases, f ′ij is a polynomial in variables ypq, which proves the asser-
tion. 
Proposition 3.7. For every i ∈ [1, k − 1] and every j ∈ [2, n− k], the coordinate
function yij belongs to some cluster obtained from the initial one.
Proof. Letm = n−k as before, and let Y¯ be the matrix obtained from Y by deleting
the first row and the last column. Denote by F¯ij , f¯ij , i ∈ [2, k], j ∈ [1, n− k − 1],
the functions defined by (3.16), (3.25) with Y replaced by Y¯ . Define also f = (fij)
and f¯ = (f¯ij).
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Let us consider the following composition of cluster transformations:
(3.27) T = Tk−1 ◦ · · · ◦ T1,
where
Tγ = Tk−1,m−γ+1 ◦ · · · ◦ Tγ+1,m−γ+1 ◦ Tγ 2 ◦ · · · ◦ Tγ,m−γ+1
for γ = 1, . . . , k − 1. Note that every cluster transformation Tij , i = 2, . . . , k,
j = 1, . . . , n− k − 1, features in (3.27) exactly once.
We claim that
(3.28)
(Tf)ij = f¯ij , i ∈ [1, k − 1]; j = 2,m− 1,
(TZ)(ij),(αβ) = Z(ij),(αβ), i, α ∈ [1, k − 1]; j, β = 2,m− 1; j + β > 2; i+ α < 2k.
In particular, (Tf)1j = Y2,k−1, j ∈ [2,m], and (Tf)im = Yi+1,m−1, j ∈ [2,m].
Applying the same strategy to Y¯ etc., we will eventually recover all matrix entries
of Y .
To prove (3.28), it is convenient to work with graphs associated with the matrix
Z and its transformations, rather that with matrices themselves. Using the initial
graph given on Fig. 1 and using the remark at the end of S 1.1, it is not hard
to convince oneself that at the moment when Tij (considered as a part of the
composition (3.27)) is applied, the corresponding graph changes according to Fig. 2.
In the latter figure, the white circle denotes the vertex (i, j) and only the vertices
connected with (i, j) are shown. If i = 1 (resp., j = m) then vertices above (resp.
to the right of) (i, j) and edges that connect them to (i, j) should be ignored.


i+j=m+1
i+j < m+1
i+j > m+1
Fig. 2. Transformation Tij
It follows from Fig. 2 that
(i) the direction of an edge between (α, β) and (α+ 1, β − 1) changes when Tαβ
is applied and is restored when Tα+1,β−1 is applied;
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(ii) a horizontal edge between (α, β) and (α, β + 1) is erased when Tα−1,β−1 is
applied and is restored with the original direction when Tα+1,β is applied;
(iii) a vertical edge between (α, β) and (α+1, β) is erased when Tα,β+1 is applied
and is restored with the original direction when Tα−1,β+1 is applied;
(iv) an edge between (α, β + 1) and (α + 1, β − 1) is introduced when Tαβ is
applied and is erased when Tα+1,β is applied;
(v) an edge between (α − 1, β) and (α + 1, β − 1) is introduced when Tαβ is
applied and is erased when Tα,β−1 is applied.
Thus, after applying all transformations that constitute T in (3.27), one obtains
a directed graph whose upper right (k− 1)× (m− 1) part (not taking into account
edges between the vertices in the first column and the last row) coincides with that
of the initial graph on Fig. 1. This proves the second equality in (3.28).
To prove the first equality in (3.28), note that, by the definition of (3.27), a
cluster coordinate fij changes to (Tf)ij at the moment when Tij is applied and
stays unchanged afterwards. In particular, on Fig. 2, coordinates that correspond
to vertices above and to the right of (i, j) are coordinates of Tf , while coordinates
that correspond to vertices above and to the right of (i, j) are coordinates of f .
Thus, (3.28) will follow if we show that
fij f¯ij = fi+1,j−1f¯i−1,j+1 + fi,j−1f¯i+1,j , i+ j = m+ 1,
fij f¯ij = fi+1,j−1f¯i−1,j+1 + fi,j−1f¯i,j+1, i+ j < m+ 1,
fij f¯ij = fi+1,j−1f¯i−1,j+1 + fi+1,j f¯i−1,j , i+ j > m+ 1.
But referring to definitions of f and f¯ , one finds that the three equations above are
just another instances of Jacobi’s identity (3.26). The proof is complete. 
3.4. The number of connected components of refined Bruhat cells in real
Grassmannians. Consider the union of regularR∗-orbits in X 0G(k,n) corresponding
to the described above cluster algebraAG(k,n) compatible with the Sklyanin Poisson
bracket in G(k, n). Recall that by construction functions f11, . . . , fk1, fk2, . . . , fkm
serve as tropical coordinates. Moreover, any matrix element in the standard repre-
sentation of the maximal Bruhat cell in the Grassmannian enters as a cluster coor-
dinate for some cluster in AG(k,n). Therefore, X
0
G(k,n) is naturally embedded into
G(k, n) and we can consider it as the subset in G(k, n) determined by the conditions
that all tropical coordinates fik and fkl do not vanish. Tropical coordinates are all
“cyclically dense” minors among all the Plu¨cker coordinates, i.e., minors containing
all columns with indices i, i+1, . . . , i+k or i, i+1, . . . , i+l = n, 1, 2, . . . , k+i+1−n.
We call X 0G(k,n) a refined open Bruhat cell in G(k, n), since it is an intersection of
n usual open Bruhat cells in G(k, n) in general position.
A method to compute the number of connected components of X 0G(k,n) was
discussed in Section 2 of this paper. Let us recall certain notions and results
from [SSVZ].
We denote by E the graph corresponding to the matrix Z (see the remark at the
end of Section 1.1), by FE2 the vector space generated by the characteristic vectors
of the vertices of E , and by ηE the corresponding skew-symmetric bilinear form on
FE2 (in our case, ηE(ei, ej) = zij). Similarly, F
C
2 denotes a subspace of F
E
2 generated
by the vertices corresponding to cluster variables. A finite (undirected) graph is
said to be E6-compatible if it is connected and contains an induced subgraph with
34 MICHAEL GEKHTMAN, MICHAEL SHAPIRO, AND ALEK VAINSHTEIN
6 vertices isomorphic to the Dynkin graph E6. A directed graph is said to be
E6-compatible if the corresponding undirected graph obtained by replacing each
directed edge by an undirected one is E6-compatible.
Theorem 3.8 ([SSVZ, Th. 3.11]). Suppose that the induced subgraph of E spanned
by the vertices corresponding to cluster variables is E6-compatible. Then the number
of Γ-orbits in FE2 is equal to
2t · (2 + 2dim(F
C
2 ∩ker ηE)),
where t is the number of tropic variables.
Combining this theorem with Theorem 2.10 we get the following corollary.
Corollary 3.9. The number of connected components of a refined open Bruhat cell
X 0G(k,n) is equal to 3 · 2
n−1 if k > 3, n− k > 3.
Proof. Indeed, by Theorem 2.10 we know that the number of connected components
of X 0G(k,n) equals the number of orbits of Γ-orbits in F
E
2 , where the graph E is shown
on Fig. 1, and the subset C is formed by all the vertices except for the first column
and the last row. Since in the case k > 4, n > 8 the subgraph spanned by C
is evidently E6-compatible, Theorem 3.8 implies that to prove the statement it is
enough to show that FC2 ∩ ker ηE = 0; in other words, that there is no nontrivial
vector in ker ηE with vanishing tropical components.
Indeed, let us denote such a vector by h ∈ FC2 , and let δij be the i, j-th basis
vector in FE2 . Note that the condition ηE (h, δk,n−k) = 0 implies that hk−1,n−k = 0.
Further, assuming hk−1,n−k = 0 we see that the condition ηE(h, δk,n−k−1) = 0
implies hk−1,n−k−1 = 0 and so on. Since ηE(h, δkj) = 0 for any j ∈ [1,m], we
conclude that hk−1,j = 0 for any j ∈ [1, n− k]. Proceeding by induction we prove
that hij = 0 for any i ∈ [1, k] and any j ∈ [1, n − k]. Hence h = 0. Note that
t = n− 1, which accomplishes the proof of the statement. 
It is easy to notice that the number of connected components for X 0G(k,n) equals
the number of connected components for X 0G(n−k,n). Therefore, taking in account
Corollary 3.9, in order to find the number of connected components for refined open
Bruhat cells for all Grassmannians we need to consider only two remaining cases:
G(2, n) and G(3, n).
Proposition 3.10. The number of connected components of a refined open Bruhat
cell equals to (n− 1) · 2n−2 for G(2, n), n > 3, and to 3 · 2n−1 for G(3, n), n > 6.
Proof. The proof follows immediately from Lemmas 1,2 and corollary of Lemma 3
of [GSV]. Following notations of [GSV], let us denote by U the subgraph of the
graph E (for the Grassmannian G(k, n)) consisting of the first k−1 rows, and by L
the subgraph containing only the last row. The corresponding vector subspaces of
FE2 are denoted by F
U
2 and F
L
2 ; the corresponding subgroups of Γ are denoted by Γ
U
and ΓL. Lemma 1 of [GSV] states that for any G(k, n) we have 2n−k#(ΓU ) orbits
of Γ-action, where 2n−k is the number of vectors in FL2 , and #(Γ
U ) is the number
of ΓU -orbits in FU2 . Lemma 2 counts #(Γ
U ) = n − 1 for G(2, n), n > 3. Finally,
the corollary of Lemma 3 calculates #(ΓU ) = 12 for G(3, n), n > 6. Substituting
these values of #(ΓU ) into the above mentioned formula from Lemma 1 proves the
proposition. 
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