Network generation models provide an understanding of the dynamics behind the formation and evolution of different networks including social networks, technological networks and biological networks. Two important applications of these models are to study the evolution dynamics of network formation and to generate benchmark networks with known community structures. Research has been conducted in both these directions relatively independent of the other application area. This creates a disjunct between real world networks and the networks generated to study community detection algorithms.
Introduction
The world is full of connected systems represented by networks such as networks of social relationships [38] , networks of chemical reactions [40] , and networks of power grids [2] .
A network can be of tangible objects such as a network of web pages, a network of Internet routers [11] and a network of highways [17] . It is also possible to define a network with entities that are defined in abstract spaces such as a networks of friendship and human sexual relationship [6] .
The field of network analysis became popular from the late 1990's after the ground breaking discoveries of structural characteristics of small world [42] and scale free networks [3] . Since then, researchers have actively pursued the development of network generation models to mimic the creation and evolution of complex networks emerging from a variety of real world interconnected systems.
These models also provide an understanding of the many other common characteristics besides small-world and scale-free properties like assortative mixing, presence of hierarchical structures, presence of communities and likelihood of connection between similar objects. There is a substantial interest in using these synthetic networks to examine the impact of different dynamic processes on these networks like epidemic spreading [30] [25] , information diffusion [14] and influence mining [18] .
Two important application areas of these network models are in the study of evolution dynamics and in generating benchmark networks to study community detection algorithms. Evolution dynamics are important because they help us understand how real world networks attain certain structural properties.
For example, triadic closures explain the presence of high clustering coefficients, preferential attachment explains why degree distributions follow power-law. The study of community detection algorithms help us determine the quality of a community detection algorithm which in turn, helps us determine how best to select and apply an algorithm given a network.
Many real-world networks belong to different domains and their topological and structural features make these networks different from one another. A co-authorship network of collaboration inducts cliques representing a set of authors strongly connected to each other whereas a social network introduces nodes gradually as new members sign up. This suggests that the underlying mechanism through which these networks evolve,(or simply the evolution dynamics) shape the structural and topological properties of a network. Figure   1 demonstrates the results studying building blocks of two networks from different domains.
The authors diagrammatically show the differences in topological features between a coauthorship network and an air transport network.
Thus we argue that models to generate benchmark graphs should consider well known evolution dynamics to generate networks with known community structures. Since the performance of community detection algorithms vary with networks of different topological features, having a tunable model will also help us generate networks with desired structural features and thus can be used to evaluate the performance of community detection algorithm on a wide variety of structurally different networks. ing Maximum Edge Distribution [48] . A) Collaboration network of astrophysics archives (16706 nodes) [24] where an edge represents a collaboration between two authors. B) Air transportation network (1540 nodes) where edges represent a flight from one airport to another airport [35] . It is clearly visible that building components of both networks are different. Collaboration network decompose into a number of cliques which is different from the air transport network. This is due to the fact that a new instance in collaboration network may form of a clique of authors where as for air transport network, a new instance is supposed to be an airport with number of flights connecting to other airports.
One of the earlier works for generation of synthetic networks with ground truth communities is by Girvan and Newman [13] , which is commonly known as GN benchmark. Lancichinetti and Fortunato [20] identified a number of drawbacks in GN benchmark and presented a model to generate synthetic networks of different sizes with desired degree distributions and clustering. The model also provides a mechanism to generate networks with sparse or dense communities. However, it does not consider any dynamics or microscopic rules to generate networks. A number of models are available in literature to generate synthetic networks with presence of community structures based on different microscopic rules. Although networks generated by these models possess modular structures, they do not provide the mechanism to generate ground truth communities and ultimately cannot be used to produce benchmark graphs. This paper is organized as follows: In Section 2, the current work available in literature for generating benchmark graphs along with the number of models that generate synthetic networks with community structures are discussed. Section 3 describes the proposed model and its parameters whereas section 4 lays down details about the experimental setup.
Section 5 contains the results of those experiments whereas the conclusion of the paper with discussion on possible future directions is discussed in section 6.
Related Work Benchmark Graphs
There are two approaches to evaluate the performance of community detection algorithms. The first approach is to test against real-world networks with prior information about communities and the second approach is to test against synthetically generated networks with ground truth communities [26] .
Community detection algorithms which use the first approach have to rely on small networks such as Zachary's karate club [46] and the college football network [16] due to unavailability of ground truth for large networks.
Yang and Leskovec [45] studied few large networks and identified their ground truth communities based on their nodal attributes. It has been observed that real-world networks behave differently for different definitions of communities due to inherent structural differences specially when nodal attributes are used to cluster nodes as compared to structural characteristics.Hric et al. [16] found significant differences between ground truth communities and the communities identified by community detection algorithms in real-world networks.
In the second approach, the community detection algorithms are tested against synthetic networks generated by network models.
The models used for this purpose must be ca- The next subsection discusses some of these models.
The earliest and most famous work in this direction was introduced by Girvan and Newman which is known as the GN benchmark or 'four-groups' networks [13] . This model generates a network with 128 nodes divided into four groups i.e. 32 nodes are generated in each group where the average degree of each node is 16, which is close to the random graph of a similar configuration. In contrast to random graphs, the inter-cluster and intra-cluster connectivity of each node can be controlled by a parame- Random walk is used to achieve cyclic closures in order to find strong ties in the neighbourhood of a node whereas focal closure is achieved by formation of links with random nodes in network. They used a node deletion process to correspond with the scenarios in a real-world network when a person leaves a network.
Zaidi [47] discussed the role of randomness in the generation of community structures in a network. They introduced different sizes of closely connected communities by replacing nodes in a network generated by the ER model [10] . The authors found that by introducing a small order in random networks, we can generate clustered networks. However, networks generated by this approach do not have the scale-free property which is observed in many real world networks.
The model proposed by Sallaberry et al.
is similar to configuration models such as Generalize Random Graph Models as it generates a network for the given degree distribution. However, the model generates cliques for the given degree distribution and creates connections among these cliques on the basis of distances among them [36] . The model is static in the sense that a number of nodes remain constant once degree distribution is assigned to nodes.
Recently an extension of Holme and Kim's [15] was proposed by Pasta et al. [29] which is based on global random selection of a commu- As we discussed earlier, to evaluate the performance of a community detection algorithm, the knowledge regarding which node belong to which community is crucial. These models use different microscopic rules to generate networks with different topological structures but do not provide information about ground truth communities i.e. they generate networks with the presence of communities in networks but the information about nodes and the community they belong to is not preserved or generated by these models. Hence these models cannot be used as the benchmark.
On one hand, the benchmark graphs, like GN and LFR, generate networks to achieve global structural properties without considering microscopic rules. On the other hand, the models based on microscopic rules and evolu- The two major benchmark graphs used to measure performance of community detection algorithms are GN [13] and LFR [20] benchmark graphs. Nowadays larger graphs with more than 128 nodes are available which is the limitation of GN benchmark to generate graph of maximum size. However, the LFR benchmark can generate graphs of arbitrary sizes for desire structural properties. For each graph we produced by our model, graphs were generated by the LFR benchmark as well for similar structure properties such as average degree, degree distribution, and community sizes for comparison purpose.
Goodness of Community
Despite the fact that community detection is one of the widely studied problems in net- Separability: Separability defines that a community must be well separated from the rest of the network i.e. a good community must have a lower number of edges pointing to nodes outside it's community [37] . This can quantified as the ratio between number of edges inside and outside the community. Let C be the community in consideration, V as the set of nodes and E is the set of all edges, we define separability as:
Density: Another perspective used to de-fine communities is as dense components in networks. Density quantifies the fraction of edges which are part of the same community from all possible edges [12] . The more edges within a community suggests a good community -regardless of the number of edges pointing to nodes of other communities. Here n c is the number of nodes in community C.
Clustering Coefficient: Another definition of community is the components in networks in result of close binding with neighbour nodes which can be quantified as clustering coefficient [42] . A set of nodes with high clustering coefficient is a better community than a set of nodes with a low clustering coefficient.
Loyalty:
We can define loyalty of a node as the fraction of edges of a node connected to nodes of the same community. A community with disloyal nodes suggests that community has more edges to an outside community than the inside community. The loyalty of a community is the average loyalty of all nodes of the community.
The Separability and Loyalty both capture the same intuition that a community must be separated from the rest of the network but
Loyalty quantifies this in a range of 0 and 1.
This makes it easier to compare the results of two distinct sets of communities generated as a result of different community detection algorithms. In case of singleton communities when each node consists of only one node, the loyalty of each node will be 0. In the case of only one community, when each edge of each node points to the same community then the value of loyalty will be 1.
Community Detection Algorithms
The presence of community structures is First, the three basic characteristics were studied: average path length, clustering coefficient, and degree distribution of generated networks. Figure 2a shows that average path length grows logarithmically as a function of network size (N). However, average path length of network is directly proportional to the probability of triad formation P t . Figure 2b studies the impact of the probability of triad formation over average clustering coefficient of networks.
Average clustering coefficient of network grows as the value of probability of triad formation (P t ) increases. The degree distribution of generated networks follows power law for different values of the mixing parameter ( Figure   2c ). This demonstrates that generated graphs possess small-world and scale-free characteristics. The consistency with original model [29] shows that proposed modification for generating ground truth communities does not affect structural characteristics of the model. We use Modularity [27] to quantify the presence and quality of community structures Solid lines shows results on graphs generated by LFR benchmark whereas dotted line shows the results for graphs generated by BTR benchmark.
algorithms against different microscopic rules available in literature. The comparative study of quality of communities generated by benchmark graphs is another area which we intend to explore in the future.
