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Abstract
In this paper, we consider the existence of multiple solutions for a class of nonlinear Schrödinger equation with indefinite linear
part and convex-critical nonlinearities in the whole space RN .
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1. Introduction
In this paper, we consider the following nonlinear Schrödinger problem:
−u+ Vλ(x)u = a(x)|u|p−2u+K(x)|u|2∗−2u, u ∈ H 1
(
R
N
)
, (Pλ)
where N  3, 2 <p < 2∗ := 2N/(N − 2), Vλ(x) = V (x)− λ, λ ∈R, V (x) ∈ C(RN,R), a(x) and K(x) are bounded
positive continuous functions. More precisely, we assume the following hypotheses:
(A) a(x) ∈ C(RN,R+) and lim|x|→∞ a(x) = a∞ > 0.
(K1) K(x) ∈ C(RN,R+) and Km := infx∈RN K(x) > 0.
(K2) K(x) attains its maximum at 0. KM := K(0) = maxRN K(x) and there exists a positive constant α such that
K(x0)−K(x) = o(|x0 − x|α).
(V1) V (x) ∈ C(RN,R) and lim|x|→∞ V (x) = v∞ > 0.
(V2) σ(−+ V )∩ (−∞,0) = ∅ and 0 /∈ σ(−+ V ).
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(i) a(x) and K(x) can be positive constants.
(ii) Condition (V1) means that σess(− + V (x)) = [v∞,∞) and σ(− + V (x)) ∩ (−∞, v∞) = σp(− + V (x))
(see [6]), where σ(−+V (x)), σess(−+V (x)) and σp(−+V (x)) denote the spectrum, essential spectrum
and point spectrum of the Schrödinger operator −+ V acting on L2(RN), respectively. And also, from Theo-
rem 30 in [7, pp. 150], for any ε > 0, σ(−+V (x)) on (−∞, v∞ − ε) consists of a finite number of eigenvalues
with finite multiplicities.
(iii) In the case (V2), the linear part of problem (Pλ) is indefinite and 0 is in a gap of σ(−+ V (x)).
(iv) From (V1)–(V2), we can conclude that the spectrum of −+ V (x) in this paper has the following character:
(V12) λ1 < λ2  · · · λi−1 < 0 < λi = λi+1 = · · · = λi+s < λi+s+1  · · · λj  v∞, where j  2, i, s, j ∈ N,
and λk ∈ σp(−+ V (x)), k = 1, . . . , i + s.
It is easy to see that: for λj < v∞, λj ∈ σp(−+ V (x)); for λj = v∞, λj ∈ σess(−+ V (x)).
By a solution, we understand a function u ∈ H 1(RN) satisfying (Pλ) in weak sense. Obviously, u = 0 is a trivial
solution of (Pλ). We define a functional Iλ : H 1(RN) →R by
Iλ(u) = 12
∫
RN
[|∇u|2 + (V (x)− λ)u2]dx − 1
p
∫
RN
a(x)|u|p dx − 1
2∗
∫
RN
K(x)|u|2∗ dx.
We can see that Iλ ∈ C1(H 1(RN),R). Therefore solutions of (Pλ) correspond to critical points of the functional Iλ.
We denote the strong and the weak convergence in H 1(RN) by → and ⇀, respectively. Set ‖u‖1 := [
∫
RN
(|∇u|2 +
v∞u2) dx]1/2 and |u|q := {
∫
RN
|u|q dx}1/q for 1 < q < ∞. We say Iλ satisfies the Palais–Smale condition at level c
((PS)c-condition for short), if each (PS)-sequence has a convergent subsequence.
In the following we give our main result:
Theorem 1.1. Suppose (V1)–(V2), (A), (K1) and (K2) hold. Denote by η := −V (0) and ς = a(0), where η and ς are
positive constants. Then there exists a positive constant δ0 > 0 such that if λ ∈ (λi − δ0, λi) and λi − δ0 > 0, then
the problem (Pλ) has at least three nontrivial solutions with positive critical values, provided one of the following
conditions holds:
(a) N = 3, α  1 and p ∈ (4,6);
(b) N = 3, α  1, p = 4 and η or ς large enough;
(c) N = 3, α ∈ (0,1) and p > 6 − 2α;
(d) N = 3, α ∈ (0,1), p = 6 − 2α and ς large enough;
(e) N  4 and α  2;
(f) N  4, α ∈ (0,2) and p > 2(N−α)
N−2 ;
(g) N  4, α ∈ (0,2), p = 2(N−α)
N−2 and ς large enough.
Remark 1.2. Through the linking theorem due to Rabinowitz (see [18, Theorem 2.12]), under the following condi-
tions:
(i) (V1) holds;
(ii) λ ∈ (−∞, v∞) and λ /∈ σp(−+ V );
(iii) One of the following cases:
(a) N = 3, α  1 and p ∈ (4,6),
(b) N = 3, α  1, p = 4 and η or ς large enough,
(c) N = 3, α ∈ (0,1) and p > 6 − 2α,
(d) N = 3, α ∈ (0,1), p = 6 − 2α and ς large enough,
(e) N  4 and α  2,
(f) N  4, α ∈ (0,2) and p > 2(N−α)
N−2 ,
(g) N  4, α ∈ (0,2), p = 2(N−α) and ς large enough,N−2
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λ< V (x) ≡ v∞.
From now on, we always set λ ∈ (0, λi). For simplicity we assume that v∞ = 1, a∞ = 1 and KM = 1. Then
by (V12), 0 < λ< λi < v∞ = 1.
Recently, in [11], Li–Wang–Zeng considered the following problem:{−u+ V (x)u = f (x,u),
u ∈ H 1(RN ), (P1)
where V (x) ∈ C(RN,R) and infx∈RN V (x) > 0. They thought about two cases of the potential: V (x), one is periodic,
i.e., the x-dependence is periodic; the other is when V (x) has a bounded potential well in the sense that lim|x|→∞ V (x)
exists and is equal to supx∈RN V (x). In these cases the linear part of problem (P1) is positive definite, i.e., σ(− +
V (x)) > 0. Furthermore, under the following super-quadratic condition:
(SQ) lim|u|→∞ F(x,u)u2 = ∞, uniformly in x, where F(x,u) =
∫ u
0 f (x, t) dt ,
and a standard Nehari type condition they gave the existence of ground state solutions for problem (P1). But if the
linear part is indefinite, the method which appear in [11] is invalid.
Indeed, there is a large number of works have been devoted to the problem like (Pλ) with the indefinite linear part.
We refer the readers to [1–6,16,17] and references therein. Especially, in [16], Wang considered the problem (Pλ)
without the critical term, i.e., K(x) ≡ 0. He obtained the existence of multiple solutions through a Linking theorem
due to Rabinowitz (see [18, Theorem 2.12]), and a (∇)-theorem which was initiated in [13] and then developed and
applied in many situations to obtain multiplicity results, for example see [12,14], and references therein. In the present
paper, under condition (K1) we continue to use the method of [16] to study the problem (Pλ). Because the problem
contains convex and critical nonlinearities in RN , there are more difficulties to overcome.
In the present paper Lemmas 3.2 and 6.1 are crucial in our approach. In Lemma 3.2 we proof the functional Iλ
satisfies the PS condition in a certain compactness range. This range is (0,S), where
S := min
t∈[0,1]f (t) = mint∈[0,1]
{(
1
2
− 1
p
)
(tSλ,p)p/(p−2) + 1
N
[
(1 − t)S]N/2
}
.
In the above formula, S and Sλ,p are well-known Sobolev constants
S := inf
{ |∇u|22
|u|22∗
: u ∈ H 1(RN ) \ {0}
}
and
Sλ,p := inf
{∫
RN
[|∇u|2 + (1 − λ)u2]dx
|u|2p
: u ∈ H 1(RN ) \ {0}
}
.
In Lemma 6.1, for certain combined Sobolev approximating functions, which belong to H 1(RN), we show that its
value of Iλ stays in (0,S). We call combined Sobolev approximating functions the sum of two truncations of positive
radial entire functions which achieve the best constants: S and Sλ,p , respectively.
This paper is organized as follows: In Section 2, we make some preliminaries. In Section 3, we show functional Iλ
satisfies the (PS)c-condition for some c. In Sections 4 and 5, we prove that Iλ has two linking geometrical structure.
In Section 6, we give the proof of Theorem 1.1. In Appendix A, two linking theorems are given. In Appendix B, we
give the proof of lemmas of Section 4. For the readers’ convenience and the completeness of paper, some parts similar
to [16] will appear again in our paper.
2. Preliminaries
We denote by ψk the eigenfunction in H 1(RN) corresponding to the eigenvalue λk, k = 1, . . . , i + s. Set
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X2 = span{ψk, k = i, . . . , i + s},
X3 = (X1 ⊕X2)⊥. (2.1)
Then X1 ⊕X2 ⊕X3 = H 1(RN). Denote by Pl and Pl1l2 the orthogonal projections of H 1(RN) onto Xl and Xl1 ⊕Xl2 ,
respectively, where l, l1, l2 ∈ {1,2,3} and l1  l2. The quadratic form
∫
RN
[|∇u|2 + V (x)u2]dx is negative definite
on X1 and positive definite on X2 ⊕X3. Using arguments similar to those in the proof of Lemma 1.2 in [6] and noting
that 0 < λ< λi < v∞ = 1, we can define two new norms ‖ · ‖ and ‖ · ‖λ on X1 and X2 ⊕X3 by setting
‖P23u‖2 − ‖P1u‖2 =
∫
RN
[|∇u|2 + V (x)u2]dx, u ∈ H 1(RN ),
and
‖P23u‖2λ − ‖P1u‖2λ =
∫
RN
[|∇u|2 + (V (x)− λ)u2]dx, u ∈ H 1(RN ).
‖ · ‖ and ‖ · ‖λ are equivalent to ‖ · ‖0 since 0 /∈ σ(−+ V (x)) and 0 /∈ σ(−+ V (x)− λ), respectively.
It is well known that S is attained by the functions
uε(x) =
[
N(N − 2)](N−2)/4
(
ε
ε2 + |x|2
)(N−2)/2
, ∀x ∈RN, ε > 0. (2.2)
From the well-known results of [2,9,10,15], it follows that the following problem:
−u+ (1 − λ)u = up−1, u > 0 in RN,
has a unique positive solution w(x) ∈ H 1(RN) up to a translation, and such that
∫
RN
[∣∣∇w(x)∣∣2 + (1 − λ)w2(x)]dx = Sλ,p, ∣∣w(x)∣∣pp = 1,
lim|x|→∞w(x)|x|
(N−1)/2 exp
{
(1 − λ)−1/2|x|}= d1 > 0 (2.3)
and
lim|x|→∞
∣∣∇w(x)∣∣|x|(N−1)/2 exp{(1 − λ)−1/2|x|}= d2 > 0,
for some positive constants d1 and d2.
Remark 2.1. From the definition of Sλ,p , it is easy to see that Sλ,p  Sλi ,p > 0, for λ ∈ (0, λi). Sλi ,p is independent
on λ.
About S and S0,p , we give a lemma:
Lemma 2.1. Sμ  S0,p , where μ := p−22∗−2 2
∗
p
= N2 p−2p .
Proof. Hölder and Sobolev inequalities imply that
|u|p  |u|1−μ2 · |u|μ2∗  |u|1−μ2 S−μ/2|∇u|μ2  ‖u‖1−μ0 S−μ/2‖u‖μ0 = S−μ/2‖u‖0.
So |u|2p  S−μ‖u‖20. By the definition of S0,p , we have Sμ  S0,p. 
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Lemma 3.1. Suppose {un} is a (PS)c-sequence for Iλ. If c > 0, then {un} is bounded in H 1(RN).
Proof. By contradiction, let us assume that ‖un‖λ → ∞. Define wn = un/‖un‖λ, so ‖wn‖λ = 1. Then there is w in
H 1(RN) such that wn ⇀w (passing to a subsequence, if necessary).
Case (i): w = 0. By (V1), there exists a constant M > 0 such that for all n,∫
RN
[|∇wn|2 + (V (x)− λ)w2n]dx M. (3.1)
From I (un) → c, we have
1
2
∫
RN
[|∇wn|2 + (V (x)− λ)w2n]dx −
∫
RN
a(x)
p
|un|p + K(x)2∗ |un|2
∗
‖un‖2λ
dx = c + o(1)‖un‖2λ
 0.
By (3.1), we have (passing to a subsequence, if necessary)
M
2
 lim
n→∞
1
p
∫
RN
a(x)|un|p
‖un‖2λ
dx = 1
p
lim
n→∞
( ∫
RN
a(x)|wn|p dx · ‖un‖p−2λ
)
.
Since ‖un‖λ → ∞ and p > 2, we have limn→∞
∫
RN
a(x)|wn|p dx = 0. By a(x) is positive bounded and wn ⇀ w,
w = 0. A contradiction arises.
Case (ii): w = 0. We have
Iλ(un)
‖un‖2λ
= 1
2
∫
RN
[|∇wn|2 + (V (x)− λ)w2n]dx − 1‖un‖2λ
∫
RN
[
a(x)
p
|un|p + K(x)2∗ |un|
2∗
]
dx
and 〈
I ′λ(un)
‖un‖λ ,wn
〉
=
∫
RN
|∇wn|2 dx +
∫
RN
(
V (x)− λ)w2n dx −
∫
RN
[a(x)|un|p +K(x)|un|2∗ ]dx
‖un‖2λ
.
Since wn ⇀ 0 and lim|x|→∞ V (x) = 1, we obtain∫
RN
V (x)w2n dx =
∫
RN
w2n dx + o(1).
Therefore, for n large enough,
lim
n→∞
1
‖un‖2λ
∫
RN
[
a(x)
p
|un|p + K(x)2∗ |un|
2∗
]
dx = 1
2
and
lim
n→∞
1
‖un‖2λ
∫
RN
[
a(x)|un|p +K(x)|un|2∗
]
dx = 1.
Then
1
p
= lim
n→∞
1
‖un‖2λ
∫
RN
[
a(x)
p
|un|p + K(x)
p
|un|2∗
]
dx
 lim
n→∞
1
‖un‖2λ
∫
RN
[
a(x)
p
|un|p + K(x)2∗ |un|
2∗
]
dx
= 1 .
2
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So {un} is bounded. 
Lemma 3.2. Suppose the assumptions of Theorem 1.1 hold. Let {un} ⊂ H 1(RN) be a (PS)c-sequence for Iλ with
0 < c <S := min
t∈[0,1]f (t), (3.2)
where
f (t) :=
(
1
2
− 1
p
)
(tSλ,p)p/(p−2) + 1
N
[
(1 − t)S]N/2 and t ∈ [0,1],
then there exists a subsequence of {un} which converges strongly in H 1(RN).
Proof. It follows from Lemma 3.1 that {un} is bounded in H 1(RN). Going if necessary to a subsequence, we may
assume un ⇀ v. Then we have 〈I ′λ(v), v〉 = 0, i.e.,∫
RN
[|∇v|2 + (V (x)− λ)v2]dx =
∫
RN
a(x)|v|p dx +K(x)
∫
RN
|v|2∗ dx.
So
Iλ(v) = 12
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx − 1
p
∫
RN
a(x)|v|p dx − 1
2∗
∫
RN
K(x)|v|2∗ dx
=
(
1
2
− 1
p
)∫
RN
a(x)|v|p dx + 1
N
∫
RN
K(x)|v|2∗ dx
 0. (3.3)
Let vn = un − v. By Lemma 1.32 of [18], lim|x|→∞ V (x) = v∞ (= 1) and lim|x|→∞ a(x) = a∞ (= 1),∫
RN
[|∇un|2 + (V (x)− λ)u2n]dx
=
∫
RN
[|∇vn|2 + (V (x)− λ)v2n]dx +
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx + o(1)
=
∫
RN
[|∇vn|2 + (1 − λ)v2n]dx +
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx + o(1), (3.4)
∫
RN
a(x)|un|p dx =
∫
RN
|vn|p dx +
∫
RN
a(x)|v|p dx + o(1) (3.5)
and ∫
RN
K(x)|un|2∗ dx =
∫
RN
K(x)|vn|2∗ dx +
∫
RN
K(x)|v|2∗ dx + o(1). (3.6)
Then
〈
I ′λ(un), un
〉=
∫
RN
[|∇un|2 + (V (x)− λ)u2n]dx −
∫
RN
a(x)|un|p dx −
∫
RN
K(x)|un|2∗ dx
=
∫
N
[|∇vn|2 + (1 − λ)v2n]dx +
∫
N
[|∇v|2 + (V (x)− λ)v2]dx
R R
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∫
RN
|vn|p dx −
∫
RN
|v|p dx −
∫
RN
K(x)|vn|2∗ dx −
∫
RN
K(x)|v|2∗ dx + o(1).
By 〈I ′λ(v), v〉 = 0 and 〈I ′λ(un), un〉 → 0, we may therefore assume that∫
RN
[|∇vn|2 + (1 − λ)v2n]dx → b
and ∫
RN
|vn|p dx +
∫
RN
K(x)|vn|2∗ dx → b. (3.7)
We claim that b = 0 is impossible. In the following we assume that b = 0. By (3.7), we can assume that: either
limn→∞
∫
RN
K(x)|vn|2∗ dx = 0 or
∫
RN
K(x)|vn|2∗ dx = 0.
Case (i): limn→∞
∫
RN
K(x)|vn|2∗ dx = 0. By the following inequality:
|u|p  |u|1−μ2 · |u|μ2∗ ,
where μ := N2 p−2p , we obtain limn→∞
∫
RN
|vn|p dx = 0. This is a contradiction with b = 0.
Case (ii): limn→∞
∫
RN
K(x)|vn|2∗ dx = 0. We can assume that: either limn→∞
∫
RN
|vn|p dx = 0 or
limn→∞
∫
RN
|vn|p dx = 0.
(a) limn→∞
∫
RN
|vn|p dx = 0. By the definition of S,
∫
RN
[|∇vn|2 + (1 − λ)v2n]dx  S
K
(N−2)/N
M
(∫
RN
K(x)|vn|2∗ dx
)2/2∗
,
which yields b SK(2−N)/NM b(N−2)/N . Noting that KM = supx∈RN K(x) = 1, b SN/2. By (3.3)–(3.6),
Iλ(un) = 12
∫
RN
[|∇un|2 + (V (x)− λ)u2n]dx − 1p
∫
RN
a(x)|un|p dx − 12∗
∫
RN
K(x)|un|2∗ dx
= 1
2
∫
RN
[|∇vn|2 + (1 − λ)v2n]dx + 12
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx
− 1
p
∫
RN
|vn|p dx − 1
p
∫
RN
a(x)|v|p dx − 1
2∗
∫
RN
K(x)|vn|2∗ dx − 12∗
∫
RN
K(x)|v|2∗ dx + o(1)
= I (v)+ 1
2
∫
RN
[|∇vn|2 + (1 − λ)v2n]dx − 1p
∫
RN
|vn|p dx − 12∗
∫
RN
K(x)|vn|2∗ dx + o(1).
It follows from b SN/2 that
c 1
N
b 1
N
S
N/2.
(b) limn→∞
∫
RN
|vn|p dx = 0. We assume that (passing to a subsequence, if necessary) limn→∞
∫
RN
|vn|p dx = tb
and limn→∞
∫
RN
|vn|2∗ dx = (1 − t)b, where t ∈ (0,1) is a constant. Then by the definition of Sλ,p and S, we have
b Sλ,p(tb)2/p and b S
[
(1 − t)b]2/2∗ .
Thus tb (tSλ,p)p/(p−2) and (1 − t)b [(1 − t)S]N/2. Similarly to Case (i), we have
c
(
1 − 1
)
(tSλ,p)p/(p−2) + 1
[
(1 − t)S]N/2.2 p N
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cS := min
t∈[0,1]
{(
1
2
− 1
p
)
(tSλ,p)p/(p−2) + 1
N
[
(1 − t)S]N/2
}
,
which contradict with (3.2).
Combining Case (i) and Case (ii), we get b = 0.
Thus
0 ‖vn‖λ =
{∫
RN
[|∇vn|2 + (1 − λ)v2n]dx
}1/2
→ b1/2 = 0,
which gives vn → 0 in H 1(RN). We complete the proof. 
Remark 3.1. Since
S := min
t∈[0,1]f (t) := mint∈[0,1]
{(
1
2
− 1
p
)
(tSλ,p)p/(p−2) + 1
N
(
(1 − t)S)N/2
}
,
there exists a number τ0 ∈ (0,1) such that S := f (τ0).
4. Linking structure I
This section is very similar to [16, Section 2]. We only give an outline. The proof of lemmas can be founded in
Appendix B.
Set
S23(ρ) =
{
u ∈ X2 ⊕X3: ‖u‖ = ρ
}
and
T1,2(R) =
{
u ∈ X1 ⊕X2: ‖u‖ = R
}∪ {u ∈ X1: ‖u‖R},
where X1,X2 and X3 are given in (2.1).
Then we have
Lemma 4.1. Assume 0 < λ< λi . Then there exist R and ρ such that
sup Iλ
(
T1,2(R)
)
< inf Iλ
(
S23(ρ)
)
,
where 0 < ρ <R.
Lemma 4.2. Assume (V1) and (V2). Then ∃ε1 > 0 such that ∀λ ∈ (0, λi), the only critical point u of Iλ constrained
on X1 ⊕X3 such that Iλ(u) ∈ [−ε1, ε1] is the trivial one.
Lemma 4.3. Suppose (V1), (V2), λ ∈ (0, λi) and {un} in H 1(RN) is such that Iλ(un) is bounded, P2un → 0 and
P13I ′λ(un) → 0. Then {un} is bounded.
Lemma 4.4. Assume (V1), (V2) and λ ∈ (0, λi). Then ∀δ > 0, ∃ε0 > 0 such that ∀λ ∈ (λi − δ,λi) and ∀ε′, ε′′ ∈
(0, ε0), ε′ < ε′′, the condition (∇)(Iλ,X1 ⊕X3, ε′, ε′′) holds.
5. Linking structure II
In this section, we denote Br(0) by Br , where Br(0) = {x ∈ RN : |x| r}. Let X = X1 ⊕X2 and W = X3, where
X1,X2 and X3 are given in (2.1). Note X ⊕W = H 1(RN).
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ξm(x) :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 if x ∈ B1/m,
m|x| − 1 if x ∈ Am = B2/m \B1/m,
1 if x ∈ Bm \B2/m,
m+ 1 − |x| if x ∈ Dm = Bm+1 \Bm,
0 if x ∈RN \Bm+1.
Set ψmi := ξmψi and
Xm = span
{
ψmk , k = 1,2, . . . , i + s
}
,
where ψk is the eigenfunction of λk . Then similar to Lemma 3.1 in [17], we can obtain that
(i) For k ∈ {1,2, . . . , i + s},
ψmk → ψk in H 1
(
R
N
)
as m → ∞.
(ii) There exist M1,  > 0 such that for all m>M1,
max
{u∈Xm|
∫
RN
u2=1}
∫
RN
|∇u|2 + V (x)u2 dx  λi+s +  < λi+s+1  λj .
Furthermore, as Lemma 3.2 in [17] there exists a positive integer M2 such that for each m>M2,
P12(Xm) = X, dim(Xm) = i + s and H 1
(
R
N
)= Xm ⊕W.
In the rest of our paper, we suppose that m>M2.
For each m ∈N (m 3), we define two functions μm :RN →R and ηm :RN →R by
μm(x) :=
⎧⎨
⎩
1 if x ∈ B1/2m,
2 − 2m|x| if x ∈ Am = B1/m \B1/2m,
0 if x ∈RN \B1/m
and
ηm(x) :=
⎧⎨
⎩
0 if x ∈ Bm+1,
|x| −m− 1 if x ∈ Dm = Bm+2 \Bm+1,
1 if x ∈RN \Bm+2,
respectively. Then set
Um,ε(x) := μm(x) · uε(x)
and
Wm,zm(x) := ηm(x) ·wzm(x) = ηm(x) ·w(x − zm),
where zm ∈ (RN \B2m) := {x ∈RN : |x| 2m}, uε(x) and w(x) appear in (2.2) and (2.3), respectively.
By the definitions of Um,ε(x),Wm,zm(x) and Xm, we have
supp
(
Um,ε(x)
)∩ supp(v) = ∅ and supp(Wm,zm(x))∩ supp(v) = ∅,
where v ∈ Xm and ε > 0.
It is well known that the following asymptotic estimates hold as ε small enough:
|∇Um,ε|22 = SN/2 +O
(
εN−2
)
,
|Um,ε|2∗2∗ = SN/2 +O
(
εN
) (5.1)
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|Um,ε|22 =
⎧⎪⎨
⎪⎩
bε2 +O(εN−2) if N  5,
bε2| log ε| +O(ε2) if N = 4,
bε +O(ε2) if N = 3,
(5.2)
where b is a positive constant.
It follows from (K1) that there exists a positive integer M3 such that for m>M3,
KM −K(x) c|x|α a.e. x ∈ B1/m = B1/m(0).
Lemma 5.1. If mM3 and K(x) satisfies (K2), then for ε small enough∫
RN
K(x)|uε|2∗ dx = KMSN/2 +O
(
h(ε)
)
,
where
h(ε) =
⎧⎨
⎩
εα for α <N,
εN |ln ε| for α = N,
εN for α >N.
Proof. See Lemma 2 in [8]. 
Since V (0) = −η < 0 and a(0) = ς > 0, there exists a positive integer M4 such that V (x) < −η/2 < 0 and
a(x) > ς/2 for all x ∈ B2/m and m>M4. In the rest of our paper, we suppose that mM0 := max{M1,M2,M3,M4}.
Lemma 5.2. Suppose the assumptions of Theorem 1.1 hold. If λ ∈ (0, λi), then
lim sup
λ→λ−i
Iλ(Xm) = 0
and
lim sup
λ→λ−i
Iλ(X) = 0.
Proof. See Lemma 2.2 in [16]. 
Set
Zm,ε,zm = τ0Wm,zm(x)+ (1 − τ0)Um,ε(x),
where τ0 appears in Remark 3.1. Let
Qε,zm,Rm =
{
sy + tZm,ε,zm : y ∈ Xm, ‖y‖ = 1, 0 s, t R
}
.
Lemma 5.3. Suppose the assumptions of Theorem 1.1 hold. There exist δ1 > 0, ε1 > 0 and R1 > ρ such that for all
λ ∈ (λi − δ1, λi),mM0, ε ∈ (0, ε1) and zm  2m,
inf Iλ
(
S3(ρ)
)
> sup Iλ
(
∂
(
Qε,zm,R1m
))
and
inf Iλ
(
S3(ρ)
)
> c14ρ
2, (5.3)
where S3(ρ) = {v ∈ W : ‖v‖ = ρ}, ρ and c14 > 0 are independent of λ.
Proof. See Lemma 3.4 in [17] and Lemma 2.3 in [16]. 
F. Wang / J. Math. Anal. Appl. 342 (2008) 255–276 2656. The proof of Theorem 1.1
Lemma 6.1. There exists a positive constant m¯M0 such that for each m> m¯ the following holds: there exist positive
constants Rm  2m and ε0 > 0 such that if |zm|Rm and ε ∈ (0, ε0), then
Iλ(tZm,ε,zm) <S :=
(
1
2
− 1
p
)
(τ0Sλ,p)p/(p−2) + 1
N
[
(1 − τ0)S
]N/2
, for all t  0, (6.1)
provided one of the following conditions holds:
(a) N = 3, α  1 and p ∈ (4,6);
(b) N = 3, α  1, p = 4 and η or ς large enough;
(c) N = 3, α ∈ (0,1) and p > 6 − 2α;
(d) N = 3, α ∈ (0,1), p = 6 − 2α and ς large enough;
(e) N  4 and α  2;
(f) N  4, α ∈ (0,2) and p > 2(N−α)
N−2 ;
(g) N  4, α ∈ (0,2), p = 2(N−α)
N−2 and ς large enough.
Proof. By the definitions of Zm,ε,zm , Wm,zm and Um,ε , we have
Iλ(tZm,ε,zm) = Iλ
(
t
[
τ0Wm,zm + (1 − τ0)Um,ε
])
= Iλ(tτ0Wm,zm)+ Iλ
(
t (1 − τ0)Um,ε
)
.
In order to prove (6.1) it is sufficient to show that there exists a positive constant m¯M0 such that for each m> m¯
and t > 0 the following hold:
(i) There exists a positive constant Rm  2m such that if |zm|Rm, then
Iλ(tτ0Wm,zm) <
(
1
2
− 1
p
)
(τ0Sλ,p)p/(p−2).
(ii) There exists a positive constant ε0 > 0 such that if ε ∈ (0, ε0), then
Iλ
(
t (1 − τ0)Um,ε
)
<
1
N
[
(1 − τ0)S
]N/2
,
provided one of the following conditions holds:
(a) N = 3, α  1 and p ∈ (4,6);
(b) N = 3, α  1, p = 4 and η or ς large enough;
(c) N = 3, α ∈ (0,1) and p > 6 − 2α;
(d) N = 3, α ∈ (0,1), p = 6 − 2α and ς large enough;
(e) N  4 and α  2;
(f) N  4, α ∈ (0,2) and p > 2(N−α)
N−2 ;
(g) N  4, α ∈ (0,2), p = 2(N−α)
N−2 and ς large enough.
Case (i): We can find constants t2 > t1 > 0 such that for all t ∈ [0, t1] ∪ [t2,∞), m ∈ N and zm ∈ RN with
|zm| 2m,
Iλ(tτ0Wm,zm) <
(
1
2
− 1
p
)
(τ0Sλ,p)p/(p−2).
In the following we may set t ∈ [t1, t2]. By the definition of Wm,zm ,
Iλ(tτ0Wm,zm) =
t2τ 20
2
∫
N
[∣∣∇(ηmwzm)∣∣2 + (V (x)− λ)(ηmwzm)2]dx
R
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pτ
p
0
p
∫
RN
a(x)|wm,zm |p dx −
t2
∗
τ 2
∗
0
2∗
∫
RN
K(x)|wm,zm |2
∗
dx

t2τ 20
2
∫
RN
[|∇ηm|2|wzm |2 + 2ηmwzm∇wzm∇ηm + η2m|∇wzm |2]dx
+ t
2τ 20
2
∫
RN
(
V (x)− λ)η2mw2zm dx − t
pτ
p
0
p
∫
RN
a(x)η
p
mw
p
zm dx −
t2
∗
τ 2
∗
0
2∗
∫
RN
K(x)η2
∗
m w
2∗
zm
dx

t2τ 20
2
∫
RN
[|∇wzm |2 + (1 − λ)w2zm]dx − t
pτ
p
0
p
∫
RN
w
p
zm dx −
t2
∗
τ 2
∗
0
2∗
∫
RN
K(x)η2
∗
m w
2∗
zm
dx
+ t
2τ 20
2
∫
Dm
[
2w2zm + |∇wzm |2
]
dx + t
2τ 20
2
∫
RN
(
η2m − 1
)|∇wzm |2 dx
+ t
2τ 20
2
∫
RN
[
(V − λ)η2m − (1 − λ)
]
w2zm dx +
tpτ
p
0
p
∫
RN
[
1 − a(x)ηpm
]
w
p
zm dx

(
1
2
− 1
p
)
(τ0Sλ,p)p/(p−2) − t
2∗
1 τ
2∗
0
2∗
∫
RN
K(x)η2
∗
m w
2∗
zm
dx
+ t
2
2 τ
2
0
2
∫
Dm
[
2w2zm + |∇wzm |2
]
dx − t
2
1 τ
2
0
2
∫
Bm+1
|∇wzm |2 dx
+ τ
2
0 t
2
2
∫
RN
[
(V − λ)η2m − (1 − λ)
]
w2zm dx +
τ
p
0 t
p
p
∫
RN
[
1 − a(x)ηpm
]
w
p
zm dx.
By (K1) and the definitions of ηm and wzm , there exists r0 > 0 such that for every m ∈ N the following holds: there
exists R1m > 0 such that if |zm|R1m, then∫
RN
K(x)η2
∗
m w
2∗
zm
dx  r0.
It follows from the definition of wzm that wzm ⇀ 0 (|zm| → ∞) in H 1(RN). By Dm and Bm+1 are bounded domain,
for |zm| → ∞ we have∫
Dm
[
2w2zm + |∇wzm |2
]
dx → 0
and ∫
Bm+1
|∇wzm |2 dx → 0.
By
(V − λ)η2m − (1 − λ) → 0, |x| → ∞,
and
1 − a(x)ηpm → 0, |x| → ∞,
for |zm| → ∞ we have
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∫
RN
[
(V − λ)η2m − (1 − λ)
]
w2zm dx → 0
and ∫
RN
[
1 − a(x)ηpm
]
w
p
zm dx → 0.
Thus, we obtain Case (i).
Case (ii): By (5.1), (K1) and the continuity of Iλ, There exist constants εˆ > 0 and t4 > t3 > 0 such that for all
ε ∈ (0, εˆ), t ∈ [0, t3] ∪ [t4,∞) and m ∈N,
Iλ
(
t (1 − τ0)Um,ε
)
<
1
N
[
(1 − τ0)S
]N/2
.
In the following we may set t ∈ [t3, t4] and ε ∈ (0, εˆ). By the definition of Um,ε ,
Iλ
(
t (1 − τ0)Um,ε
)= t2(1 − τ0)2
2
∫
RN
[|∇Um,ε|2 + (V (x)− λ)U2m,ε]dx
− t
p(1 − τ0)p
p
∫
RN
a(x)U
p
m,ε dx − t
2∗(1 − τ0)2∗
2∗
∫
RN
K(x)U2
∗
m,ε dx
= I1 + I2 + I3,
where
I1 := t
2(1 − τ0)2
2
∫
RN
|∇Um,ε|2 dx − t
2∗(1 − τ0)2∗
2∗
∫
RN
K(x)U2
∗
m,ε dx,
I2 := t
2(1 − τ0)2
2
∫
RN
(
V (x)− λ)U2m,ε dx
and
I3 := − t
p(1 − τ0)p
p
∫
RN
a(x)U
p
m,ε dx.
By (5.1) and Lemma 5.1,
I1 = t
2
2
([
(1 − τ0)S
]N/2 +O(εN−2))− t2
∗
2∗
([
(1 − τ0)S
]N/2 +O(h(ε)))
 1
N
[
(1 − τ0)S
]N/2 +O(εβ), (6.2)
where β = min{α,N − 2}. From m>M0 and (5.2),
I2 −t3 η2
∫
RN
u2ε dx

⎧⎪⎨
⎪⎩
−b0ε2 +O(εN−2) if N  5,
−b0ε2|log ε| +O(ε2) if N = 4,
−b0ε +O(ε2) if N = 3,
(6.3)
where b0 = t3bη/2 > 0.
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B 1
2m
U
p
m,ε dx =
∫
B 1
2m
upε dx =
∫
Bε
upε dx +
∫
B 1
2m
\Bε
upε dx.
Noting that 2 <p < 2N/(N − 2),
∫
Bε
upε dx =
∫
Bε
[N(N − 2)]p(N−2)/4εp(N−2)/2
(ε2 + |x|2)p(N−2)/2 dx
 2−p(N−2)/2
[
N(N − 2)]p(N−2)/4ε−p(N−2)/2
∫
Bε
dx
= 2−p(N−2)/2[N(N − 2)]p(N−2)/4wNεN−p(N−2)/2 (6.4)
and ∫
B 1
2m
\Bε
upε dx =
∫
B 1
2m
\Bε
[N(N − 2)]p(N−2)/4εp(N−2)/2
(ε2 + |x|2)p(N−2)/2 dx
 2−p(N−2)/2
[
N(N − 2)]p(N−2)/4wNεp(N−2)/2
1
2m∫
ε
ρ−p(N−2)ρN−1 dρ
= [N(N − 2)]p(N−2)/4wNεp(N−2)/2
1
2m∫
ε
ρN−p(N−2)−1 dρ

⎧⎪⎪⎨
⎪⎪⎩
c15[N(N − 2)]p(N−2)/4wNεp(N−2)/2, p < NN−2 ,
c15[N(N − 2)]p(N−2)/4wNεp(N−2)/2|ln ε|, p = NN−2 ,
c15[N(N − 2)]p(N−2)/4wNεN−p(N−2)/2, p > NN−2 ,
(6.5)
where wN is the volume of unit ball in RN and c15 is a positive constant.
Combining (6.4) and (6.5), we obtain
I3 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−t3c16ςεp/2, 2 <p < 3
−t3c16ςε3/2|ln ε|, p = 3
−t3c16ςε3−p/2, 3 <p < 6
⎫⎪⎬
⎪⎭ N = 3,
−t3c16ςεN−p(N−2)/2, N  4,
(6.6)
where c16 is a positive constant.
Hence, by (6.2), (6.3) and (6.6) for N = 3, α  1 and p ∈ (4,6),
Iλ
(
t (1 − τ0)Um,ε
)
 1
N
[
(1 − τ0)S
]N/2 +O(ε)− b0ε − t3c16ςε3−p/2 +O(ε2). (a)
For N = 3, α  1 and p = 4,
Iλ
(
t (1 − τ0)Um,ε
)
 1
N
[
(1 − τ0)S
]N/2 +O(ε)− b0ε − t3c16ςε +O(ε2). (b)
For N = 3, α ∈ (0,1) and p > 6 − 2α,
Iλ
(
t (1 − τ0)Um,ε
)
 1
[
(1 − τ0)S
]N/2 +Cαεα − t3c16ςε3−p/2. (c)
N
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Iλ
(
t (1 − τ0)Um,ε
)
 1
N
[
(1 − τ0)S
]N/2 +Cαεα − t3c16ςε3−p/2. (d)
For N  4 and α  2,
Iλ
(
t (1 − τ0)Um,ε
)
 1
N
[
(1 − τ0)S
]N/2 +O(εβ)− t3c16ςεN−p(N−2)/2. (e)
For N  4, α ∈ (0,2) and p > 2(N−α)
N−2 ,
Iλ
(
t (1 − τ0)Um,ε
)
 1
N
[
(1 − τ0)S
]N/2 +Cαεα − t3c16ςεN−p(N−2)/2. (f)
For N  4, α ∈ (0,2) and p = 2(N−α)
N−2 ,
Iλ
(
t (1 − τ0)Um,ε
)
 1
N
[
(1 − τ0)S
]N/2 +Cαεα − t3c16ςεN−p(N−2)/2. (g)
Choosing ε small enough in (a), (c), (e) and (f); ε small enough and η or ς large enough in (b); ε small enough and ς
large enough in (d) and (g), we get
Iλ
(
t (1 − τ0)Um,ε
)
<
1
N
[
(1 − τ0)S
]N/2
. (6.7)
Thus, we obtain Case (ii).
Combining Case (i) and Case (ii), we complete the proof. 
Proof of Theorem 1.1. In order to apply Theorem A.1, we set N = S3(ρ) and M = Qε,zm,R1m , where S3(ρ) and
Q
ε,zm,R1
m appear in Lemma 5.3. Noting that λ ∈ (λi − δ1, λi), δ1 > 0,mM0, zm  2m and R1 > ρ. Take m> m¯ and
R1 >Rm, where m¯ and Rm appear in Lemma 6.1, under one of conditions: (a)–(g) we have c (see in (A.1)) belongs to
(0,S). Then by Lemma 3.2, the (PS)c-sequence {un} of Iλ has a subsequence which converges strongly in H 1(RN).
Going if necessary to a subsequence, we can assume that un → u in H 1(RN). Clearly, Iλ(u) = c and I ′λ(u) = 0. Then
Problem (Pλ) has at least one nontrivial solution u ∈ H 1(RN). From (5.3), we imply that Iλ(u) c14ρ2, where ρ > 0
and c14 > 0 are constants independent of λ.
Take δ2 > 0 and find ε0 as in Lemma 4.4. Fix 0 < ε′ < ε′′ < ε0, where we request ε′′ < c14ρ2. According to
Lemmas 5.2 and 5.3 there exists δ0 min{δ1, δ2} such that for λ ∈ (λi −δ0, λi), sup{Iλ(X)} < ε′′. Then by Lemma 4.4,
the condition (∇)(Iλ,X1 ⊕ X3, ε′, ε′′) holds. Combining Lemma 4.1, Lemma 3.2 and Theorem A.2, there are two
nontrivial solutions such that Iλ(ui) ∈ [ε′, ε′′], i = 1,2. Noting that 0 < ε′  Iλ(ui) ε′′ < c14ρ2  Iλ(u), i = 1,2.
So Theorem 1.1 is proved. 
Appendix A
Let E be a Banach space.
Theorem A.1 (Linking theorem). Let E = X ⊕ W with dimX < ∞. Let R > ρ > 0 and let z ∈ W be such that
‖z‖ = ρ. Define
M := {u = y + tz: ‖u‖R, t  0, y ∈ X},
M0 :=
{
u = y + tz: y ∈ X, ‖u‖ = R and t  0 or ‖u‖R and t = 0},
N := {u ∈ W : ‖u‖ = ρ}.
Let ϕ ∈ C1(E,R) be such that
b := infϕ > a := maxϕ.
N M0
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c := inf
h∈Γ maxu∈M ϕ
(
h(u)
)
, (A.1)
Γ := {h ∈ C(M,E): h|M0 = id},
then c is a critical value of ϕ.
Definition. Let X be a closed subspace of H , which is a Hilbert space, a, b ∈ R ∪ {−∞,+∞}. We say that a C1
function f : H →R verifies the condition (∇)(f,X,a, b) if there exists γ > 0 such that
inf
{∥∥PX∇f (u)∥∥ ∣∣ a  f (u) b, dist(u,X) γ }> 0,
where PX : H → X denotes the orthogonal projection of H onto X.
The (∇)-theorem in the following:
Theorem A.2 (Sphere–torus linking with mixed type assumptions). Let H be a Hilbert space and Xi , i = 1,2,3, be
three subspaces of H such that H = X1 ⊕X2 ⊕X3 and dimXi < ∞ for i = 1,2. Let ϕ : H →R be a C1,1 function.
Denote by Pi the orthogonal projection of H onto Xi . Let ρ,ρ′, ρ′′, ρ1 be such that ρ1 > 0,0 ρ′ < ρ < ρ′′. Assume
a′ = sup
u∈T
ϕ(u) < inf
S23(ρ)
ϕ(w) = a′′,
where
T = ∂X1⊕X2 and  =
{
u ∈ X1 ⊕X2
∣∣ ρ′  ‖P2u‖ ρ′′, ‖P1u‖ ρ1},
S23(ρ) =
{
u ∈ X2 ⊕X3
∣∣ ‖u‖ = ρ}.
Let a and b be such that a′ < a < a′′ and b > supϕ() and the assumption (∇)(ϕ,X1 ⊕ X2, a, b) holds. Finally
assume that (PS)c-condition holds at any c in [a, b]. Then ϕ has at least two critical points in ϕ−1([a, b]). If further-
more,
−∞ < inf
B23(ρ)
ϕ(w) = a1,
where B23(ρ) = {u ∈ X2 ⊕ X3 | ‖u‖ ρ}, and (PS)c-condition holds at any c ∈ [a1, a], then f has another critical
level in [a1, a].
Appendix B
B.1. Proof of Lemma 4.1
By 0 < λ< λi , for z ∈ X2 ⊕X3 we have∫
RN
[|∇z|2 + (V (x)− λ)z2]dx = ‖z‖2 − λ
λi
λi
∫
RN
z2 dx 
(
1 − λ
λi
)
‖z‖2.
Then
Iλ(z) = 12
∫
RN
[|∇z| + (V (x)− λ)z2]dx − 1
p
∫
RN
a(x)|z|p dx − 1
2∗
∫
RN
K(x)|z|2∗ dx

(
1 − λ
λi
)
‖z‖2 − c1‖z‖p − c2‖z‖2∗ ,
where c1 and c2 are positive constants. So there exists a constant ρ > 0 such that
inf Iλ
(
S23(ρ)
)
> 0.
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Iλ(w) = 12
∫
RN
[|∇w| + (V (x)− λ)w2]dx − 1
p
∫
RN
a(x)|w|p dx − 1
2∗
∫
RN
K(x)|w|2∗ dx
 (λi−1 − λ)
∫
RN
w2 dx − 1
p
∫
RN
a(x)|w|p dx
 0.
To conclude the proof it is enough to show that
lim‖v‖→∞, v∈X1⊕X2
Iλ(u) = −∞.
In fact, for v ∈ X1 ⊕X2,
Iλ(v) = 12
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx − 1
p
∫
RN
a(x)|v|p dx − 1
2∗
∫
RN
K(x)|v|2∗ dx
 (λi − λ)
2
∫
RN
v2 dx − 1
p
∫
RN
a(x)|v|p dx.
Since all norms in X1 ⊕X2 are equivalent, the results follow.
B.2. Proof of Lemma 4.2
By contradiction, let us suppose that there exist λn ∈ [0, λi] and un ∈ X1 ⊕X3\{0} such that
Iλn(un) =
1
2
∫
RN
[|∇un|2 + (V (x)− λn)u2n]dx − 1p
∫
RN
a(x)|un|p dx − 12∗
∫
RN
K(x)|un|2∗ dx → 0 (B.1)
and for all z ∈ X1 ⊕X3,∫
RN
[∇un · ∇z + V (x)unz − λnunz]dx −
∫
RN
a(x)|un|p−2unz dx −
∫
RN
K(x)|un|2∗−2unz dx = 0. (B.2)
Choose z = un in (B.2). Then by (B.1), we have(
1
2
− 1
p
)∫
RN
a(x)|un|p dx +
(
1
2
− 1
2∗
)∫
RN
K(x)|un|2∗ dx → 0 (n → ∞).
Thus ∫
RN
a(x)|un|p dx,
∫
RN
K(x)|un|2∗ dx → 0 (n → ∞). (B.3)
Choose z = wn − vn in (B.2), where vn ∈ X1 and wn ∈ X3 such that un = vn +wn. Then we get∫
RN
[|∇wn|2 + (V (x)− λn)w2n]dx −
∫
RN
[|∇vn|2 + (V (x)− λn)v2n]dx
=
∫
N
a(x)|vn +wn|p−2(vn +wn)(wn − vn) dx +
∫
N
K(x)|vn +wn|2∗−2(vn +wn)(wn − vn) dx. (B.4)
R R
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∫
RN
[|∇wn|2 + (V (x)− λn)w2n]dx −
∫
RN
[|∇vn|2 + (V (x)− λn)v2n]dx

∫
RN
[|∇wn|2 + V (x)w2n]dx − λnλi+1 λi+1
∫
RN
w2n dx −
∫
RN
[|∇vn|2 + V (x)v2n]dx
 (1 − λn/λi+1)‖wn‖2 + ‖vn‖2
 (1 − λn/λi+1)‖un‖2. (B.5)
The integrals on the right side of (B.4) can be estimated in the following way. By the Hölder and Sobolev’s inequalities,
∫
RN
a(x)|vn +wn|p−2(vn +wn)(wn − vn) dx 
∫
RN
a(x)|vn +wn|p−1|wn − vn|dx

[ ∫
RN
a(x)|un|p dx
](p−1)/p[ ∫
RN
a(x)|wn − vn|p dx
]1/p

[ ∫
RN
a(x)|un|p dx
](p−1)/p
c3‖un‖
 c4‖un‖p (B.6)
and ∫
RN
K(x)|vn +wn|2∗−2(vn +wn)(wn − vn) dx 
∫
RN
K(x)|vn +wn|2∗−1|wn − vn|dx

[ ∫
RN
K(x)|un|2∗ dx
](2∗−1)/2∗[ ∫
RN
K(x)|wn − vn|2∗ dx
]1/2∗

[ ∫
RN
K(x)|un|2∗ dx
](2∗−1)/2∗
c5‖un‖
 c6‖un‖2∗ , (B.7)
where c3, c4, c5 and c6 are positive constants. Combining (B.5), (B.6) and (B.7),
c4‖un‖p + c6‖un‖2∗ 
[ ∫
RN
a(x)|un|p dx
](p−1)/p
c3‖un‖ +
[ ∫
RN
K(x)|un|2∗ dx
](2∗−1)/2∗
c5‖un‖
 (1 − λn/λj+1)‖un‖2.
So ‖un‖ → 0 (n → ∞) since (B.3) and ‖un‖  c7 > 0 since p,2∗ > 2, where c7 is a positive constant. This is a
self-contradictory.
B.3. Proof of Lemma 4.3
By contradiction, let us assume that ‖un‖ → ∞. Define vn = un/‖un‖. Then there is u in H 1(RN) such that
vn ⇀ u (passing to a subsequence, if necessary). From the definitions of P2 and P13, we have
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P13I
′
λ(un), un
〉= 〈I ′λ(un), un〉− 〈P2I ′λ(un), un〉
= 2Iλ(un)+
(
2
p
− 1
)∫
RN
a(x)|un|p dx − 2
N
∫
RN
K(x)|un|2∗ dx
−
∫
RN
[∣∣∇(P2un)∣∣2 + (V (x)− λ)(P2un)2]dx
+
∫
RN
a(x)|un|p−2unP2un dx +
∫
RN
K(x)|un|2∗−2unP2un dx.
Then by Sobolev inequality,
〈
P13I
′
λ(un), un
〉+
(
1 − 2
p
)∫
RN
a(x)|un|p dx + 2
N
∫
RN
K(x)|un|2∗ dx
 2Iλ(un)−
∫
RN
[|∇P2un|2 + (V (x)− λ)(P2un)2]dx
+
( ∫
RN
a(x)|un|p dx
)(p−1)/p( ∫
RN
a(x)|P2un|p dx
)1/p
+
( ∫
RN
K(x)|un|2∗ dx
)(2∗−1)/2∗( ∫
RN
K(x)|P2un|2∗ dx
)1/2∗
 2Iλ(un)−
∫
RN
[|∇P2un|2 + (V (x)− λ)(P2un)2]dx
+ c8‖un‖p−1‖P2un‖ + c8‖un‖2∗−1‖P2un‖, (B.8)
where c8 is a positive constant. Using P2un → 0 and dividing by ‖un‖2∗−1, we conclude
lim
n→∞
∫
RN
K(x)|un|2∗ dx
‖un‖2∗−1 = 0.
So
lim
n→∞
∫
RN
K(x)|vn|2∗ dx · ‖un‖ = 0.
By ‖un‖ → ∞, we have limn→∞
∫
RN
K(x)|vn|2∗ dx = 0. It is easy to see that v = 0, since vn ⇀ v.
Certainly, τn = ‖un‖λ → ∞ and zn = un‖un‖λ ⇀ 0. So
Iλ(un)
τ 2n
= 1
2
∫
RN
|∇zn|2 dx + 12
∫
RN
(
V (x)− λ)z2n dx − 1p
∫
RN
|un|p dx
τ 2n
− 1
2∗
∫
RN
|un|2∗ dx
τ 2n
.
Since zn ⇀ 0 and lim|x|→∞ V (x) = v∞ = 1, we obtain∫
RN
V (x)z2n dx =
∫
RN
z2n dx + o(1).
Therefore, for n large enough,
lim
n→∞
(
1
p
∫
RN
a(x)|un|p dx
τ 2
+ 1
2∗
∫
RN
K(x)|un|2∗ dx
τ 2
)
= 1
2
.n n
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c9  lim
n→∞
∫
RN
a(x)|un|p dx
τ 2n
, lim
n→∞
∫
RN
K(x)|un|2∗ dx
τ 2n
 c10,
where c9 and c10 are positive constants. Then from (B.8), for n large enough we get
c11‖un‖2  c12 + ‖P2un‖ + c13‖un‖2(p−1)/p‖P2un‖ + c13‖un‖2(2∗−1)/2∗‖P2un‖,
where c11, c12 and c13 are positive constants. So ‖un‖ is bounded and a contradiction arises.
B.4. Proof of Lemma 4.4
By contradiction, let us suppose that ∃δ¯ > 0 such that ∀ε0 > 0 if λ ∈ (λi − δ¯, λi) and ε′, ε′′ ∈ (0, ε0), then the condi-
tion (∇)(Iλ,X1 ⊕X3, ε′, ε′′) does not hold. Take ε0 = min{ε1,S}, where ε1 andS are given in Lemma 4.2 and (3.2),
respectively. Then there exists {un}∞1 ⊂ H 1(RN) such that d(un,X1 ⊕X3) → 0, Iλ(un) ∈ [ε′, ε′′] and P13I ′λ(un) → 0.
By Lemma 4.3, {un}∞1 is a bounded sequence. So we may assume, going if necessary to a subsequence,
un ⇀ v in H 1
(
R
N
)
,
un → v in Lploc
(
R
N
)
. (B.9)
From P13I ′λ(un) → 0, we have∫
RN
[∇un∇(P13ϕ)+ (V (x)− λ)unP13ϕ]dx
=
∫
RN
a(x)|un|p−2unP13ϕ dx +
∫
RN
K(x)|un|2∗−2unP13ϕ dx + o(1)‖ϕ‖,
where ϕ ∈ H 1(RN). Furthermore, by P2un → 0 we conclude that v ∈ X1 ⊕X3. Then from (B.9) we have∫
RN
[∇v∇(P13ϕ)+ (V (x)− λ)vP13ϕ]dx =
∫
RN
a(x)|v|p−2vP13ϕ dx +
∫
RN
K(x)|v|2∗−2vP13ϕ dx.
Take ϕ = v, we get∫
RN
[|∇v|2 + (V (x)− λ)v2]dx =
∫
RN
a(x)|v|p dx +
∫
RN
K(x)|v|2∗ dx. (B.10)
Thus,
Iλ(v) = 12
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx − 1
p
∫
RN
a(x)|v|p dx − 1
2∗
∫
RN
K(x)|v|2∗ dx
=
(
1
2
− 1
p
)∫
RN
a(x)|v|p dx +
(
1
2
− 1
2∗
)∫
RN
K(x)|v|2∗ dx  0. (B.11)
Let vn = un − v. By Lemma 1.32 of [18], (V1) and (A1),∫
RN
[|∇un|2 + (V (x)− λ)u2n]dx =
∫
RN
[|∇vn|2 + (V (x)− λ)v2n]dx +
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx + o(1)
=
∫
N
[|∇vn|2 + (1 − λ)v2n]dx +
∫
N
[|∇v|2 + (V (x)− λ)v2]dx + o(1),
R R
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∫
RN
a(x)|un|p dx =
∫
RN
|vn|p dx +
∫
RN
a(x)|v|p dx + o(1)
and ∫
RN
K(x)|un|2∗ dx =
∫
RN
K(x)|vn|2∗ dx +
∫
RN
K(x)|v|2∗ dx + o(1).
Then
〈
I ′λ(un), un
〉=
∫
RN
[|∇un|2 + (V (x)− λ)u2n]dx −
∫
RN
a(x)|un|p dx −
∫
RN
K(x)|un|2∗ dx
=
∫
RN
[|∇vn|2 + (1 − λ)v2n]dx +
∫
RN
[|∇v|2 + (V (x)− λ)v2]dx
−
∫
RN
|vn|p dx −
∫
RN
a(x)|v|p dx −
∫
RN
K(x)|vn|2∗ dx −
∫
RN
K(x)|v|2∗ dx + o(1).
By (B.10) and 〈I ′λ(un), un〉 → 0, we may therefore assume that∫
RN
[|∇vn|2 + (1 − λ)v2n]dx → d
and ∫
RN
a(x)|vn|p dx +
∫
RN
K(x)|vn|2∗ dx → d,
where d > 0.
Case (i): b = 0. Similarly to the proof of Lemma (3.2), we obtain
Iλ(un)S,
which contradict with Iλ(un) < ε0 <S.
Case (ii): If b = 0, i.e., vn → 0 in H 1(RN), then Iλ(v) = limn→∞ Iλ(un) ε′′ < ε1. From (B.10) and Lemma 4.2,
v = 0. So 0 = Iλ(v) = limn→∞ Iλ(un) ε′ > 0. This is a contradiction also.
We complete the proof.
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