Surveying buildings that are damaged by natural disasters, in particular, assessment of roof damage, is challenging, and it is costly to hire loss adjusters to complete the task. Thus, to make this process more feasible, we developed an automated approach for assessing roof damage from post-loss close-range aerial images and roof outlines. The original roof area is first delineated by aligning freely available building outlines. In the next step, each roof area is decomposed into superpixels that meet conditional segmentation criteria. Then, 52 spectral and textural features are extracted to classify each superpixel as damaged or undamaged using a Random Forest algorithm. In this way, the degree of roof damage can be evaluated and the damage grade can be computed automatically. The proposed approach was evaluated in trials with two datasets that differed significantly in terms of the architecture and degree of damage. With both datasets, an assessment accuracy of about 90% was attained on the superpixel level for roughly 800 buildings.
INTRODUCTION
According to the United States National Centers for Environmental Information (NCEI) and National Oceanic and Atmospheric Administration (NOAA), 2017 was the most expensive year of losses since 1980 1 . A total of 16 weather and climate disaster events caused US$ 306.2 billion of damage that had to be covered by insurance companies. In many cases, handling insurance claims and carrying out loss adjustment is sometimes more expensive than the loss itself. A loss adjuster has to be routed through a damaged city to reach each building in a portfolio. Depending on the severity of the natural disaster, the degree of urbanization, and the development of the area, it sometimes takes weeks to locate an insured building. Then, to identify the roof damage, the loss adjuster usually has to climb onto the roof; this tends to be a bottleneck in the damage assessment of a building.
However, policyholders need to be paid as soon as possible so that they can begin repairs. Hence, insurance companies are extremely interested in (1) reducing the time-consuming steps required and (2) automating the process as much as possible to predict losses faster. In this study, we focus on the damage caused by storms such as Hurricane Irma. Close-range aerial images of the roof structures are obtained in a high-throughput manner as many buildings can be imaged in a single flight. These aerial images are then analyzed to estimate the percentage of damaged roof area. In this way, although the opinions of loss adjusters cannot be replaced completely, automated localization of roof damage simplifies the process, eliminates the need for the time-consuming and dangerous task of climbing onto roofs, and accelerates the assessment of buildings with different degrees of damage. Moreover, this approach will provide better insight into the situation and help insurance companies set priorities accordingly.
Image-based detection of damage or other anomalies is a pattern recognition problem. Here, we leverage state-of-the-art tools for the analysis of patterns and textures. We present a detailed review of relevant literature and introduce the proposed workflow for automatic estimation of roof damage. The developed method is tested on two different portfolios after Hurricane Irma; the images in the datasets are post-loss (i.e., post-event) images and are often available in high resolution. An outline of the roof area is also required; building footprints are often available from cadastral offices or freely available databases such as Open Street Map (OSM). Because of registration errors in images and non-nadir views, the outlines have to be adjusted to roof polygons as a preprocessing step in the algorithm. Next, superpixel decompo-sition of the roof area is applied to reduce the computation time required for the subsequent classification step. To perform classification, three features are considered: unfiltered image channels, filter banks, and morphological profiles. Moreover, higher-level features are also assessed to extract the straight lines and repetitive texture patterns associated with roofs. The features are collected and classified superpixel-wise using the Random Forest classifier. The only user interaction is to select training regions to define references of damaged and undamaged building parts. Finally, each superpixel is assigned to either the damaged or undamaged class. These results can be used to localize roof damage and compute the grade of damage for an entire building.
RELATED WORK
An obvious approach is to determine the amount of damage from pre-and post-loss data. Several such approaches have been proposed. Block-wise damage assessment was conducted by considering differences in the average intensities and variances of images (Zhang et al., 2002) . In another study (Tomowski et al., 2010) of a relatively small and rural region in Darfur, Sudan, four different cost functions were applied to four texture parameters; thus, in total, 16 responses were analyzed.
As machine-learning methods are implemented to integrate multiple features and identify appropriate thresholds user-determined thresholds have become less popular. Various studies have investigated morphological profiles, structural and radiometric features (Pesaresi et al., 2007) or correlation coefficients from a co-occurrence matrix (Rathje et al., 2005) . Another study (Gueguen and Hamid, 2015) also generated data with annotated geo-referenced relevant changes on the ground that is now freely available and often used as training data for semi-supervised techniques. However, all images in this dataset must be re-sampled to a uniform scale, resulting in rather low resolution. To deal with certain radiometric properties in the images that are substantially different, different approaches have been used: assessing the damage object-wise rather than pixel-wise to analyze linear segments (Huyck et al., 2005) or measure certain metrics such as the normalized differential vegetation index (NDVI) (Gamba et al., 2007) , segment properties (Im et al., 2008) , etc.
Another study (Tu et al., 2017) used pre-event satellite images only to localize the buildings, projecting the building footprints onto a high-resolution post-event image. To correlate both buildings in sa-tellite images and buildings in aerial images, the authors applied Support Vector Machines (SVMs) over the composed hue, saturation, value (HSV) indexes of the pixels and the 128 entries of the dense Scale-Invariant Feature Transform (SIFT) descriptor.
Moreover, (Fujita et al., 2017) applied Convolutional Neural Networks (CNNs) to analyze pairs of pre-and post-event color images if available or only post-event images where pre-event images were not available. The training data were annotated manually and all available images were stored within a dataset, which contained images of several buildings that were destroyed by flooding. However, it was impossible to assess the intermediate damage grades in this dataset using the proposed approach. Two important trends can be observed in (Tu et al., 2017) and (Fujita et al., 2017) : first, using recent techniques, pre-event images are not necessary and, second, these techniques rely on high-dimensional spaces of features without explicit semantic meaning. A good example of these high-dimensional feature spaces is a CNN, which represent a universal framework that provides suitable solutions to a wide class of problems, including the assessment of roof damage from aerial images as considered herein (Fujita et al., 2017; Vetrivel et al., 2017; Cooner et al., 2016) . However, CNNs crucially depend on a huge amount of training data for the affected regions, which cannot always be retrieved rapidly. Recently, significant progress has been achieved in the pixel-wise collection of results using CNNs (see (Maggiori et al., 2016) for a detailed discussion of these methods).
Many studies have shown a well-designed approach with a standard classifier can produce results similar to those obtained using CNNs (Fujita et al., 2017; Cooner et al., 2016) and emphasized the necessity of using three-dimensional (3D) features to improve the results (Vetrivel et al., 2017) . For these reasons, we will postpone the implementation of CNNs to future work and, instead, pursue an alternative strategy.
The study of (Sirmacek and Unsalan, 2009 ) is one example for approaches that rely only on postevent images and model assumptions rather than on large training datasets. The model assumption is that shadows are missing around destroyed buildings. Thus, the challenge is to distinguish between buildings with and without shadowed regions. However, this method does not recognize whether roof tiles have been blown away by the wind and shadows can often be mistaken for other objects, necessitating relatively large datasets of features. In a subsequent study (Ma and Qin, 2012) , spectral, spatial, and morphologic features were combined to achieve building-wise detection rates around 90%. Other studies (Rasika et al., 2006; Gerke and Kerle, 2011) have focused on the detection of damage from images taken at oblique angles. The previously mentioned study of (Vetrivel et al., 2017) focused on localizing damage. In this approach, the image is subdivided into superpixels, which are approximately equally-sized image segments that ideally coincide with the image edges. Around every superpixel, a patch is formed and subjected to CNN-based evaluation. At the same time, 3D features resulting from the eigenvectors of the structure tensors of different radii are calculated in a point cloud and projected onto the superpixels. Moreover, to integrate features from different modalities, a multiple-kernel-learning framework (Vetrivel et al., 2017) was investigated. Based on the findings, the authors reported that it is very difficult to differentiate some complex textures from damage without considering 3D features.
Two main conclusions can be drawn from these prior studies: First, high-resolution aerial images can be used for precise localization of roof damage and, thus, can greatly support the loss evaluation that is traditionally carried out by loss adjusters. In addition, recently developed classification techniques can be used to conduct damage assessment sufficiently using only post-event images. However, due to variation between different natural disasters, it is difficult to determine a priori which type of destruction will occur (Dell'Acqua and Gamba, 2012) . Hence, large and sophisticated pre-trained databases are of limited usefulness. To cope with this, our algorithm is designed to compensate for a small number of training examples by using a hand-tailored, purpose-based, and quickly extractable feature set.
DAMAGE DETECTION
A successful damage detection and other important components of the algorithm depend on several steps, including roof outlining supported by free geographic data, superpixel decomposition, selection of training data, and classification. The result can be transfered into a task-specific damage grading.
Generating Roof Outlines from
Building Footprints (Alignment)
The analysis process requires roof outlines enclosing the areas of interest. This outline must fit the roof outline and must not include the surrounding ground. For many cities, freely available building footprints exist, such as those from Open Street Map. However, in many cases, the building outlines do not satisfy these requirements. In the absence of precisely fitting roof outlines, freely available building outlines may be aligned to the actual roof outline as follows.
Let J denote the region of interest in an airborne RGB image, including a building and the surrounding area, and let P be the footprint of this building. We are looking for a transformation ϕ to align P with the roof of the building such that the corresponding edges of the transformed building outline P (ϕ) coincide with the roof outline in J . In our case, ϕ is a two-dimensional translation but, in general, it may be necessary to use six-or even eight-dimensional vectors to represent affine or projective transformations.
In addition, all pixels of the image patch in J are labeled as inside, outside, and border depending on their position according to P (ϕ); this label mask is denoted as M (= M (P )). Since the freely available building outlines and roofs overlap approximately, we assume that these data provide a sufficient starting point for the objective function.
The objective function achieves two purposes. First, a modification of the mutual-information function is applied to assess the dominant color, f ∈ R 3 , sampled from a 3D histogram over the color values of all pixels in J labeled as inside according to M . Second, we ensure that the norm of the image gradient is significantly higher at the border pixels than at pixels inside P (ϕ). Thus, the overall cost function can be expressed as follows:
where · is the L 1 norm, which is applied to achieve robustness with respect to outliers,· denotes Gaussian smoothing, and α = 0.5 is a balance parameter, which may be adjusted depending on the distinctiveness of f (e.g., higher for red if most buildings in the area have red roofs and lower for green and gray since these colors are typically associated with vegetation and streets, respectively). Furthermore, J f (p) = J (p) − f is computed for each channel; w f is equal to 1 inside P (ϕ) and 0 otherwise. Finally, w ∇ is equal to −1 at the border of P , ε = 0.01 inside, and 0 outside. Equation (1) can be minimized by applying the gradientfree Nelder-Mead method as in (Lagarias et al., 1998) .
Superpixels
The damage grade is derived directly from the amount of damaged roof area. To locate damaged roof patches as precisely as possible, the roof area is subdivided into small sub-areas. Each sub-area is classified as either undamaged or damaged.
A suitable choice for sub-areas is derived by a superpixel decomposition of the building mask. Superpixels (Jiang et al., 2015) are small image entities that include several image pixels and they typically group pixels of uniform color, texture, etc. Although superpixel computation can be time-consuming, the results are certainly worth the effort because the extracted features gain robustness and they are invariant to changes in the image resolution. Further, the computation of superpixels reduces the classification time since fewer entities need to be evaluated. Finally, as introduced in Sec. 3.3, high-level features can be incorporated as the use of superpixels implies that the data describe regions and neighborhood relations.
For superpixel decomposition, we follow the implementation of compact superpixels as described in (Veksler et al., 2010) , which is based on the use of Graph Cuts (Boykov et al., 2001) . This approach involves minimizing an energy function, which consists of a data term that prohibits a superpixel from leaving the area that was initially reserved for it and a smoothness term that ensures that the superpixels have compact borders. Although newer and faster methods exist, this tool was used here because the parameter settings had already been validated and the risk of under-segmentation is quite low. After segmentation, several quite fast post-processing steps are necessary: tiny superpixels are merged with their neighbors, any superpixels that lie outside of or on the border of the roof outline are removed, and topologically consistent and surjective labeling is enforced.
The key to detecting damaged roof areas lies in evaluating of a variety of properties (see Sec. 3.3) for each superpixel, which allows to classify them either as undamaged or damaged.
Features and Classification
Features summarize the properties of each superpixel, taking into account all varieties of roof types and damages such as blown-away shingles, collapsed areas, etc., and are used to differentiate between damaged and undamaged parts of a roof. The most obvious of these features are the unfiltered color channels of a red-green-blue (RGB) image and combinations thereof, such as the saturation, NDVI, and opponent gaussian color space (OGCS) (Geusebroek et al., 2001) . Here, differential morphological profiles, which are very popular in remote sensing due to their invariance under changes in the contrast and shape of a characteristic region, were applied. The MR8 filter bank (Varma and Zisserman, 2005) offers rotational invariance and facilitates the detection of edges and blobs. Entropy as an indicator for homogenity and therewith intactness of a superpixel is also evaluated. Each of these features is computed pixelwise but the obtained values are grouped to derive the mean and variance for each superpixel. The use of superpixels results in the inclusion of high-level features such as lines and recurring structures. For example, a long line on the roof indicates a proper edge, while short lines of differing orientations are characteristic of damage. Similarly, a regular texture pattern is a strong indicator of an undamaged superpixel even if the average gradient norm is high. To enhance the superpixels near long edges, straight line segments with minimum lengths of 1.5 m are computed in the image, rasterized and, finally, intersected with the superpixels. The number of line segments running through a superpixel is denoted as the lineness (Bulatov et al., 2011) . To further characterize texture properties, a modified version of the HOG (histogram of oriented gradient) features was used (Dalal and Triggs, 2005) . The gradient orientations weighted by their occurrence are collected modulo π, discretized into 0.1π steps, normalized, smoothed as in (Pohl et al., 2017) , and sorted in ascending order. Finally, the cumulative distribution is evaluated. Only the first three entries of the histogram are used to highlight the superpixels with only a few dominant gradient orientations. The three buildings in Fig. 1 show selected features and their corresponding values (alarm rates) at the superpixels. The features clearly delineate the damaged sections of the roof from the undamaged ones. In addition, the roof edges and texture salience can be detected.
Altogether 52 features were considered to determine whether the roof area covered by one superpixel is damaged or not. To make this decision, a Random Forest classifier (Breiman, 2001) with suitable training data was used. The number of trees was estimated by adding trees to the Random Forest and analyzing the out-of-bag error. It was found that from about 40 trees the error did not significantly change (less than 0.5%) with further trees. Hence, the amount of trees for the classification was limited to that number. The advantages of the Random Forest algorithm are its robustness against redundant features and its efficiency during calculations because of parallelization. The Random Forest algorithm supplies a probability for each prediction. In our case, this output corresponds to the probability that a superpixel is damaged or not damaged. Hence, a superpixel with a probability of less than 0.5 is classified as undamaged and others are classified as damaged. shown that not all feature were necessary. However, in order not to perform too many modifications in our algorithm, we relied on the robustness of the classifier with respect to the redundant and irrelevant features (Genuer et al., 2010; Warnke and Bulatov, 2017) .
Tests involving forward feature selection have

Training Data
The selection of training data is an essential step for reliable classification. Hence, it is important to include appropriate representatives of as many situations as possible in the training set, including different types of damage, such as blown-away shingles and broken roofs, as well as different types of undamaged roofs, such as solar panels, areas of sound roof material, intact pools, air conditioners, and other superstructures (as illustrated in Fig. 2) . The occlusion of roofs by trees is an ambiguous problem as it can range from branches covering the view of the roof or small branches scattered on the roof causing no damage to uprooted trees fallen on the roof and causing significant damage. As in other cases of ambiguousness, by way of precaution, it was decided to classify all regions covered by trees as damaged.
The training data must be chosen carefully for each class. For the undamaged class, as many intact roof entities as possible, such as solar panels, chimneys, air conditioners, and different kinds of roof material, should be included in the training data. For the damaged class, all types of damage should be included. It is also necessary to include heterogeneous structures with different degrees of damage and different types of roof structures. Moreover, incorrect assignments of undamaged roof areas as damaged (and vice versa) may disturb the classification.
The selection of training data is the only step in the workflow that requires user input. Here, we selected buildings that were distributed evenly across the dataset to represent a portfolio. For each building, superpixels covering wide parts of the roofs were labeled as either damaged or undamaged. As many types of structures as possible were selected from both classes to be included in the training data. The higher the inhomogeneity of roofs is (meaning roofs consisting of various materials or differing strongly in architecture), the more training data are necessary to distinguish between damage from different roof materials.
However, the training data do not have to be recreated for every dataset. In cases with similar images and roof types, the training data from different datasets may be transferable. We will consider this possibility in Sec. 4.
Damage Grading
Since the damage is localized by assigning each superpixel to one of the two classes, we are able to compute the corresponding areas of damaged and unda- maged roof. Thus, it is possible to determine the ratio between the total number of pixels in damaged superpixels and the number of pixels assigned to the roof area, which reflects the damage grade of the building. Depending on the task or for map visualization (see Fig. 3 ), these values can further be decomposed into damage categories: intact, light damage, medium damage, and heavy damage.
RESULTS AND DISCUSSION
To demonstrate the usability of the proposed algorithm, we analyzed two different datasets: D1 with a ground resolution of 7.5 cm, which comprises 421 randomly chosen buildings in the city of Rockport, Texas, with homogeneous roof structures suffering heavy damage, and D2 with a ground resolution of 15 cm (sampled up to 5 cm/px), which comprises 416 buildings in Marco Island, Florida, with inhomogeneous roof structures and less damage. Both cities were impacted by Hurricane Irma in 2017. The relatively small number of buildings enabled a qualitative comparison with a manual reference set generated by experts. Every superpixel in each data set covered approximately 0.75 × 0.75 m 2 .
Herein, we evaluated the performance and accuracy of the proposed procedure. Moreover, glass roofs represent a special case that is unique to roof damage detection in that the subjacent floor is visible in the aerial images; thus, the algorithm has to deal with both the floor and roof structure simultaneously; to test the behavior of the proposed method in this case, the pools attached to buildings in D2 were also evaluated. In addition, the superpixel-wise approach was compared with a pixel-wise approach, the transferability of the training data was investigated, and the potential for using additional classes was explored. Finally, due to unambiguous boundary values, we excluded from the evaluation all superpixels (or pixels) that share a border with the roof outline; thus, we also evaluated the results of roof boundary registration.
Accuracy
Precisely fitting roof outlines were available for these datasets and were used to evaluate the accuracy. This enabled us to avoid propagating the systematic error associated with the alignment (see Sec. 3.1).
Representative results from D1 are shown in Fig. 4 . The middle column shows the location maps of the damage resulting from the assignment of damaged or undamaged superpixels. The probability maps show the certainty of the resulting decisions: dark blue and dark red indicate classifications of undamaged and damaged roofs, respectively, with high certainty. Interestingly, the white patch of roof on the lower-left corner in the second example was correctly classified as damaged, although this patch does not differ visually from other intact white roof structures.
To assess the accuracy of the procedure, wide ranges of each building were labeled. A three-fold cross-validation was applied to all labeled examples to avoid bias due to the choice of training and testing data. The available portfolio is divided into training data and test data. Note that the partitioning in these two datasets has to be applied on a buildingwise basis; some buildings are assigned to training set others to test set. It would also be possible to use a superpixel-wise partitioning randomly chosen from each building. But this holds the danger that the classifier would likely learn samples of each damage that is present and result in non-representative good results of damage detection due to an over-fitted classifier. The validation of all 54517 labeled samples in D1 revealed a testing accuracy of 89%. The corresponding confusion matrix is given in Table 1 . Thus, it can be concluded that undamaged patches of roof can be recognized slightly better than damaged patches. The roofs in D2 are more diverse, featuring varied structures with different architectures and colors as well as elevated objects, than those in D1, which are generally homogeneous. In D2, the roofs are bordered by straight or curved lines and often include surfaces with many complex orientations. Due to this structural diversity, a larger amount of training data is required since distinguishing between roof structures and dam-age is more difficult. Examples of damage localized in D2 are shown in Fig. 5a . The threefold cross-validation (see Tab. 1) revealed an overall testing accuracy of 91% although only 76% of all damaged roof patches that are present were recognized, which is approximately 10% less than that in D1. Here, only damage to the main roofs (no glass roofs) was considered. This lower recognition rate can be attributed to the lower resolution of the images and, more importantly, the greater inhomogeneity due to differing architecture and roof colors. Moreover, less damaged regions are present in the dataset. Hence, even a lower recognition rate can lead to a high overall accuracy.
To further evaluate our method, the results should be compared with other studies, keeping in mind the different settings and databases. Another approach based on neural networks (Vetrivel et al., 2017) , the achieved overall accuracies are sligtly lower (89% or 91% referring to around 93%). However, the differences are small, even though the presented method needs less training data and no additional 3D information. Looking at methodes which only rely on pre and post event images (Thomas et al., 2014) , it can be concluded that the performance are sligtly lower. The achieved accuracies range from around 68% to 91%, but it must be noted that the evaluation was done on the building level and not superpixel-wise, which makes the comparison difficult.
Glass Roofs
Swimming pools with glass roofs were attached to several buildings in D2 and presented a challenge for the proposed approach. A glass roof provides a nadirview of the ground floor. Thus, the entity comprises both the ground floor and the structure of the glass roof. This algorithm was not designed for such simultaneous evaluation of roof and floor structures. As aspected, the rate of damage recognition was only approximately 61%. The detection of destroyed or completely missing glass structures is understandably difficult. Nevertheless, impressive results were attained in this trial: in many cases, the algorithm learned to differentiate between regular roof grids and destroyed roof grids so even damage to the glass roof could be identified in many cases as shown in Fig. 5b . The overall testing accuracy was 89%, which is comparable to that obtained without considering pools.
Comparison of Superpixel-wise and Pixel-wise Evaluation
We also tested a pixel-wise approach and compared it to the use of superpixels. The evaluation of 100 buildings in D1 required 12570000 pixels to be analyzed compared to 62600 superpixels. Thus, the number of superpixels was less than 1% of the number of pixels and greatly reduces the computational requirements. The evaluation of superpixels took only 6% of the computation time required to evaluate pixels but provided 10% better accuracy. One example of an imprecise pixel-wise result is shown in Fig. 6 . While it was initially hypothesized that a pixel-wise localization would be more effective, the lower accuracy achieved in the pixel-wise evaluation can be attributed to the loss of context and neighborhood information using a pixel-wise approach.
Multiclass Evaluation
We further analyzed the potential for multi-class evaluation in which regions were classified into several classes that were more specific than damaged and undamaged. The damaged class was divided into damaged roofs and pools (glass roofs) and additional classes, such as solar panels, shadows, and air conditioners, were used for further differentiation in the undamaged class. However, this multi-class evaluation did not affect the accuracy of the proposed method.
Alignment
To test the performance of the building outline alignment introduced in Sec. 3.1, 100 buildings in D2 were manually selected and the necessary translation para- Figure 6 : Comparison between superpixel-wise and pixel-wise evaluation often leads to a less precise result since information including neighborhoods and surroundings are omitted.
meters to align the available building outline with the roof were extracted. The algorithm was run on the same data and the resulting offsets between building outline and roof outline were compared. The initial root-mean-squared error (RMSE) was about 1.58 m and was reduced to 0.7 m by the alignment, which is close to the average size of one superpixel. Unfortunately, but understandably, the result differed for nondamaged and damaged buildings (0.62 and 0.87 m, respectively). The error in alignment can be attributed to poor fitting between the roof and the roof outline in terms of shape or size and insufficiencies in the convergence behavior of the optimization.
CONCLUSION AND FUTURE WORK
We presented a semi-automated approach for detection and localization of damaged roof patches in post-event aerial images. Images of sufficient resolution and precise outlines of the roofs are required to carry out the analysis. The roof area is divided into superpixels, which are then classified as either damaged or undamaged. In this way, the damage can be rated and localized. Providing training examples for the classifier constitutes the only interactive step in the algorithm. Because of a sophisticated choice of features, only a small number of training examples are required, in contrast to previous studies (Fujita et al., 2017) , which rely on large data banks and perform classification using feature sets of deep neuronal architectures. For future work, the hard choice of a threshold (in this case, it was set to 0.5) for classifying superpixels can be adjusted on the basis of Receiver Operated Characteristics (ROC) curves. The threshold may need to be adapted according to its surroundings. It is possible, though not probable, that an isolated superpixel remains undamaged but is surrounded by damaged superpixels. Therefore, corrections using Markov Random Fields could be useful.
Differentiating between types of roof damage is a complex challenge that should be investigated further. In this work, the detected anomalies summarize light (e.g., lost shingles) and heavy (e.g., collapsed parts of a roof) damage, with uprooted trees and branches overlapping a roof causing severe damage. However, in the current approach, collapsed roofs receive the same damage grade as those that have lost shingles. In future work, it would be useful to consider such types of damage by e.g. including 3D information and near-infrared measurements. Nevertheless, the results obtained by our procedure are extremely important for insurance companies; it enables them to make a first quick extrapolation of incurred loss and the sum insured associated with that to make the money available or to contact re-insurance companies.
Finally, even though the proposed approach was developed in the context of damage detection, the method and the provided insights of this paper were useful and could be empolyed for other related applications, such as roof analysis for installation of solar panels or roof window detection.
