studies indicate that patterns of activation from different classes of shapes (e.g., houses, bottles, shoes, faces, chairs) overlap in human ventral temporal cortex (Haxby et al., 2001; Ishai, Ungerleider, Martin, Schouten, & Haxby, 1999) . In addition, neurocomputational modeling indicates functional utilities for learning and storing partially superimposed representations (Hinton, McClelland, & Rumelhart, 1986) . The overlap between representations not only increases the efficiency of storage, but can also be used to store systematic relationships between inputs and appropriate outputs that enable the system to efficiently generalize to novel inputs (e.g., identifying a previously unseen piano as a piano; McClelland & Rumelhart, 1985) . Interestingly, though, this utility is attained at a price. In order for new categories to be learned in the system (e.g., a representation for a new gadget), trials of learning the new information must be interleaved with trials of relearning the old familiar representations (e.g., piano; McClelland, McNaughton, & O'Reilly, 1995) . Otherwise, many trials of learning the new information all at once (without the interleaved relearning of old information) can cause old representations to be irretrievably lost (McClelland et al., 1995; McCloskey & Cohen, 1989) . We hypothesize that this kind of interference may not be limited to situations of learning new object representations, but may also occur continually from the relearning of old familiar representations that occurs when we identify objects.
The results reported in this article are important for providing behavioral evidence that corroborates the neural and computational evidence for superimposed representations. Our theory (Marsolek, 2003; see also McClelland et al., 1995) is that partially superimposed representations in neocortex represent familiar visual object shapes and that these traces undergo continual adjustments. The representation of an object is strengthened after every use (i.e., after every experience of identifying that object), which entails small representational changes analogous to small weight changes that occur in a training trial in neurocomputational models (Bowers, Damian, & Havelka, 2002; Marsolek & Burgund, 1997; McClelland & Rumelhart, 1985; Rueckl, 2003; Stark & McClelland, 2000) . These weight changes may correspond to synaptic modification effects like long-term potentiation and long-term depression evidenced in human inferior and middle temporal cells (Chen et al., 1996) . The results of such changes are enhanced neuronal representation of the encoded object (Kobatake, Wang, & Tanaka, 1998; Sigala & Logothetis, 2002) . Our theory is that weight changes strengthen the preexisting representation of the identified object (e.g., piano), and this is responsible for repetition priming effects (i.e., object identification is facilitated by the recent experience of viewing that object; Bartram, 1974) . However, the same weight changes simultaneously interfere with storage of any other representations with which the primed object representation is superimposed (e.g., desk; see Figure 1 ). Strengthening the representation for one object (piano) entails weight changes that increase the likelihood that one of its features (e.g., right-front leg) will subsequently reactivate that object's representation but also decrease the likelihood that that feature will subsequently activate the representation for a different object that also contains that feature (desk). In other words, some of the changes that enhance the ability to reactivate the representation for the primed object (piano) simultaneously impair the ability to activate the representations of other objects (desk, table) that share features or representational subpatterns with the primed object (right-front leg, but note that the critical elements of representational overlap are not yet well understood).
Antipriming is our label for the hypothesized detrimental effect of previous weight changes on the subsequent identification of objects that are different from the primed objects but that have representations that are superimposed with those of the primed objects. Theoretically, the relevant objects need only be superimposed in their representations for antipriming to occur; they need not be discernibly very similar (e.g., chairs and houses are not very similar visually, yet they activate overlapping areas of ventral temporal cortex; Haxby et al., 2001; Ishai et al., 1999) . The present study provides functional evidence for visual antipriming through behavioral, neurocomputational, and neuropsychological investigations.
In our paradigm, participants first stare at a blank display while hearing and judging the names of objects (Figure 2A ). Then they see and identify a set of briefly presented objects that do not correspond with the previously heard names ( Figure 2B) ; this task provides a baseline measure of visual object identification performance (against which both priming and antipriming will be measured) that occurs following a period in which no visual object identification took place, but processing of object names did. Next participants view and judge a new set of visual objects ( Figure 2C ). Presumably, the visual representations of these objects are strengthened during this phase. Finally, participants again see and identify briefly presented objects ( Figure 2D ), but in this final phase, half of the objects are primed (i.e., they were viewed in the immediately preceding phase), and the other half are antiprimed (i.e., they are different from all previously presented objects). Note that the main difference between performance in the antiprimed condition and the baseline condition is that the period preceding antiprimed performance involves viewing of objects whereas the period preceding baseline performance involves no viewing of objects. Perceptual identification of very briefly presented objects is used in the baseline, primed, and antiprimed conditions to increase the degree to which visual processing underlies performance in those conditions. In addition, unlike in a methodologically similar study (Ratcliff & McKoon, 1996) , in this study, none of the objects was chosen to be highly visually similar. Under our conditions, priming is measured as more accurate performance in the primed condition than in the baseline condition, and antipriming is measured as less accurate performance in the antiprimed condition than in the baseline condition. Such an antipriming effect should be observed if the antiprimed test objects have representations that are superimposed with representations of the visual objects that were strengthened in the preceding phase.
ExpErimEnT 1
We first tested whether the hypothesized antipriming effect would be observed in healthy young adults. method participants. Twenty undergraduate students at the University of Minnesota participated for course credit.
materials. The experimental stimuli were 250 colored line drawings (5.4º in height), each depicting a unique familiar object, and 250 auditory recordings of the entry-level names of those objects (Jolicoeur, Gluck, & Kosslyn, 1984 ). An additional 9 drawings were used for practice. The drawings of objects were a subset of those developed for and used in a previous study of object priming (Koutstaal et al., 2001) . None of the objects was highly similar to any other object in the set. A personal computer controlled presentation of stimuli. Full counterbalancing assured that each object represented each experimental condition an equal number of times across participants.
procedure. The experiment had four phases. First, participants heard auditory recordings of the names of 50 objects while staring at a blank computer display (Figure 2A ). For each name, they judged whether they liked or disliked what it represented (considering the meanings associated with the objects, not how they sounded or looked).
Second, for the baseline measure, participants viewed 100 drawings of objects presented briefly (for 15 msec) and centered 4.3º above or below the center of the display, with presentation location pseudorandomly intermixed ( Figure 2B ). These objects were all different from the objects whose names were presented in the preceding task. For each object, participants tried to identify it and then spoke aloud an acceptable name for it as accurately and quickly as possible. Acceptable names for an object included synonyms (e.g., either "phone" or "telephone" would be acceptable for a telephone) or near-synonyms to its entry-level name (e.g., either "sofa" or "couch" would be acceptable for a sofa). Response times were measured using a voice-activated key. (Objects were presented slightly above or below the center because pilot results indicated that identification accuracy was at ceiling when objects were presented centrally.)
Third, participants viewed 50 drawings of objects presented centrally for 3 sec each ( Figure 2C ). These objects were all different from the objects that were presented in the preceding phases (either visually or as an auditory name). For each trial, participants judged whether they liked or disliked what the object represented (again considering the meanings associated with the objects, not how they sounded or looked).
Fourth, participants viewed 100 drawings of objects presented in the same manner as in the second phase ( Figure 2D ). Half of the objects that were presented above fixation and half of the objects that were presented below fixation were primed, in that they were the same as the objects presented visually in the immediately preceding phase. The other half of the objects that were presented above fixation and the other half of the objects that were presented below fixation were antiprimed, in that they were different from the visual objects presented previously (they also did not correspond with the auditory names of objects presented previously) and they were identified at a time that followed a period of viewing visual objects. For the antiprimed and primed test objects (pseudorandomly intermixed), participants tried to identify each one and then spoke aloud an acceptable name for it as accurately and quickly as possible. Response times were measured using a voice-activated key.
results and Discussion
Separate ANOVAs were conducted using identification accuracy and mean and median response times for correctly identified objects as dependent measures. In all analyses, the independent variable was test presentation condition (baseline, antiprimed, or primed).
The main effect of test presentation condition was significant in accuracy rates [F(2,38) 5 105.1, MS e 5 45.0, p , .0001; Figure 3 ]. Most important, antiprimed objects were identified less accurately (51.0%) than objects presented in the baseline condition (55.8%) [F(1,38) 5 5.12, MS e 5 45.0, p , .05, for the simple effect contrast].
Significant priming also was observed, replicating many previous studies of repetition priming for familiar objects (see, e.g., Bartram, 1974; Biederman & Cooper, 1991; Cave & Squire, 1992; Jacoby, Baker, & Brooks, 1989; Marsolek, 1999; Mitchell & Brown, 1988; Snodgrass & Feenan, 1990; Srinivas, 1993; Weldon & Roediger, 1987) ; primed objects were identified more accurately (79.7%) than objects presented in the baseline condition (55.8%) [F(1,38) 5 127.1, MS e 5 45.0, p , .0001, for the simple effect contrast]. In addition, the magnitude of the antipriming effect was significantly smaller than the magnitude of the priming effect [t(19) 5 7.32, p , .0001], which is important for comparisons with effects observed in the following neurocomputational models.
The same pattern of results was observed in the analyses of response times for correct responses, but significance was not observed in the relevant simple effects. The main effect of test presentation condition was marginally significant in mean response times [F(2,38) 5 3.14, MS e 5 5,754.6, p , .06], and significant in median response times [F(2,38) 5 3.80, MS e 5 8,696.5, p , .05]. However, the differences between antiprimed and baseline conditions (means of 1,167 msec vs. 1,139 msec, medians of 1,145 msec vs. 1,117 msec, respectively) were not significant [F(1,38) 5 1.34, p . .25, for means; F(1,38) , 1, for medians], and the differences between primed and baseline conditions (means of 1,107 msec vs. 1,139 msec, medians of 1,065 msec vs. 1,117 msec, respectively) also did not achieve significance [F(1,38) 5 1.81, p . .15, for means; F(1,38) 5 3.10, p . .08, for medians]. Most important, however, these results indicated no trade-offs between speed and accuracy of response.
nEuroCompuTATionAl moDElS
We next investigated whether extant neurocomputational models of repetition priming that utilize superimposed representations (Stark & McClelland, 2000) also exhibit antipriming of the sort observed in Experiment 1. This prediction has not been investigated previously. We examined parallel distributed processing models that are biologically inspired but simplified and relatively abstract with respect to neural details (McClelland & Rumelhart, 1985) . These are autoencoder networks with units that accept external input from the environment and internal input from weighted connections to other units during an iterative settling process with patterns of activation updated in cycles. These models can be trained to identify patterns using a biologically plausible Hebbian learning rule (Hebb, 1949) , which guides small changes in the weights on the connections in each training trial. Importantly for present purposes, these models learn and store superimposed representations. After these models are trained to identify a set of patterns, repetition priming can be simulated very successfully by applying an additional training experience for some of the previously learned patterns, which enhances subsequent identification of those patterns (Stark & McClelland, 2000) . If such models accurately simulate antipriming as well, they will . results indicating significant antipriming and priming in Experiment 1 (with young adults). mean object identification accuracy rates (6SEM ) are plotted. Antiprimed objects were identified significantly less accurately than baseline, and primed objects were identified significantly more accurately than baseline. * p , .05. ** p , .0001.
provide a concrete specification of the hypothesized origin of both effects.
method
The Hebbian rule trained models of pattern identification and priming examined by Stark and McClelland (2000) and based on previous work (McClelland & Rumelhart, 1985) were replicated and extended for this study. Ten models (simulating 10 participants) of 64 fully interconnected units were examined, with 64-element orthogonal patterns serving as proxies for different visual objects. The models first were trained to identify a set of input patterns to a level of performance that was good, but not at a ceiling level that would prohibit possible subsequent improvement. Then, their accuracy in identifying those patterns was measured to obtain a baseline level of performance (analogous to the baseline performance in Experiment 1). Next, one additional trial of training for half of the patterns was administered, followed by tests of accuracy in identifying the primed patterns (known patterns that were retrained in the preceding phase) and the antiprimed patterns (known patterns that were not included in the preceding phase of retraining other patterns).
All aspects of the procedure were the same as those of the replicated study (Stark & McClelland, 2000) with the following exceptions. First, we measured both antipriming and priming (not priming only). Second, because the behavioral experiments in our study involved identification of only familiar objects, we used a set of familiar patterns throughout the study (instead of comparing priming among familiar, pseudofamiliar, and unfamiliar patterns). Third, because the behavioral experiments in our study involved identification of very briefly presented objects and accuracy was the primary dependent variable, we set the number of settling cycles to 10 during the simulated experiment (half as many as the 20 cycles used during initial training). We measured accuracy of performance at that point (normalized dot product between the network's pattern of activation after settling and the target output for that pattern) as the dependent variable (as opposed to the number of cycles needed to achieve a particular strength of response).
results and Discussion
Replicating results from Stark and McClelland (2000) and results from other modeling studies of priming (Bowers et al., 2002; Marsolek & Burgund, 1997; Rueckl, 2003) , primed patterns were identified significantly more accurately (normalized dot product 5 .730) than baseline patterns [.695; F(1,18) 5 2,922.8, MS e 5 2E-6, p , .0001; Figure 4 ]. More important, antiprimed patterns were identified significantly less accurately (normalized dot product 5 .689) than baseline patterns [.695; F(1,18) 5 78.9, MS e 5 2E-6, p , .0001; Figure 4 ]. The main effect of test presentation status was significant [F(2,18) 5 2,321.2, MS e 5 2E-6, p , .0001]. Also, the magnitude of the antipriming effect was significantly smaller than the magnitude of the priming effect [t(9) 5 49.7, p , .0001]. These results were very similar to the behavioral results obtained in Experiment 1, as confirmed with a simple quantitative analysis. Pattern identification performance in the models was fitted to object identification accuracy in Experiment 1 with a least squares linear fit (accuracy 5 normalized dot product 3 706.85 2 435.96). The fit was extremely good (R 2 5 .999). In line with our theory, this study indicates that the weight changes that enable neurocomputational models with superimposed representations to simulate repetition priming also cause them to exhibit antipriming.
ExpErimEnT 2
We next tested whether antipriming would be observed when no primed objects were presented with the antiprimed objects during the final phase of the experiment. Such a finding would indicate that antipriming is not caused by a bias or attention toward the primed objects made at the cost of disregarding antiprimed objects. The experiment was conducted in the same manner as Experiment 1, except an additional group of 30 participants were tested, and the primed trials in the final phase of the experiment were deleted.
results and Discussion
As in Experiment 1, antiprimed objects were identified significantly less accurately (52.0%) than objects presented in the baseline condition (55.7%) [F(1,29) 5 6.47, MS e 5 31.7, p , .05; Figure 5 ]. Also as before, no effect in the analyses of response times approached significance. Thus, antipriming is not caused by a bias or attention toward primed objects made at the cost of disregarding antiprimed objects.
ExpErimEnT 3
We also tested another alternative explanation for the antipriming effect observed in the previous experiments. Because antiprimed object identification is measured at . results indicating significant antipriming and priming in neurocomputational models simulating Experiment 1. mean pattern identification accuracy (6SEM ) is plotted. Antiprimed objects were identified significantly less accurately than baseline, and primed objects were identified significantly more accurately than baseline. nDp, normalized dot product. ** p , .0001. a time that is later in the experimental session than when baseline object identification is measured, it is possible that the putative antipriming effect is due to greater participant fatigue or boredom during the final phase of our paradigm than during the earlier phase. If this were the case, poorer performance in the antiprimed condition than in the baseline condition should be observed even if the third phase of the experiment involved hearing object names instead of viewing drawings of objects. This is because roughly the same time should elapse between the second and fourth phases and roughly the same effort is required during that time, when comparing the two procedures. According to our theory, however, no difference in performance should be observed in the antiprimed condition compared with the baseline condition if the third phase of the experiment involved no viewing of drawings of objects (viewing of objects is needed for object representations to be strengthened, which causes visual antipriming). The purpose of Experiment 3 was to test these predictions. It was conducted in the same manner as Experiment 1, with an additional group of 20 participants, the only exception being that, rather than viewing drawings of objects in the third phase of the experiment, the participants instead heard the names of the objects.
results and Discussion
Unlike in Experiment 1, the main effect of test presentation condition was not significant in accuracy rates [F(2,38) 5 1.44, MS e 5 49.2, p . .20; Figure 6] .20] . Most important, in contrast with Experiment 1, antiprimed objects were identified at a rate (55.3%) that was numerically greater than objects presented in the baseline condition (53.8%), although this difference was not significant (F , 1, for the simple effect contrast). These results run counter to the hypothesis that the antipriming effects observed in the previous experiments were due to a fatigue effect. Also unlike in Experiment 1, (cross-modality) primed objects were identified at a rate (57.5%) that was not significantly greater than objects presented in the baseline condition (53.8%) [F(1,38) 5 2.86, MS e 5 49.2, p . .09, for the simple effect contrast]. The lack of significant positive priming in this experiment and the highly significant (within-modality) positive priming in Experiment 1 indicate that priming from visual object representations was largely responsible for the strong positive priming in Experiment 1. With very brief visual presentations of test objects, our paradigm is propitious for measuring only priming and antipriming that take place within the visual modality.
ExpErimEnT 4
A critical test is whether explicit or declarative memory may be responsible for the antipriming effect observed in Experiment 1. This possibility stands in contrast with our explanation that antipriming reflects small structural changes to superimposed object representations in visual 
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B a s e l i n e " A n t i p r i m e d " P r i m e d Figure 6 . results indicating no "antipriming" effect in Experiment 3 (with young adults), in which participants, instead of viewing visually presented objects, heard names of objects in the third phase of the experiment. mean object identification accuracy rates (6SEM ) are plotted. "Antiprimed" objects were not identified less accurately than baseline.
neocortex. Participants may find the object identification task difficult enough that they utilize their explicit memories for recently viewed objects to help their performance. This could impair identification of antiprimed objects because none of them is in explicit memory. Thus, we investigated whether explicit memory impaired patients with medial temporal amnesia would exhibit antipriming. method participants. Nine patients with amnesia due to bilateral medial temporal lobe lesions (followed at the Memory Disorders Research Center, Boston University School of Medicine) and 10 control participants without history of neurological illness participated in this experiment. The control participants were matched to the patients in age, education, and IQ. The patients' etiologies, demographic information, and performance on standardized tests are reported in Table 1 .
procedure. The procedure was the same as in Experiment 1, except that during the second and fourth phases of the experiment, drawings of objects were presented for 33 msec each instead of 15 msec each; pilot data indicated that the patients and the older matched control participants required longer durations than the young adults to obtain similar levels of correct identification. Also, only 9 patients could be tested (and response times for one of the patients were lost due to equipment malfunction), disallowing complete counterbalancing of stimuli in that group. Full counterbalancing of stimuli was accomplished for the 10 control participants however.
results and Discussion
The main analyses were the same as in Experiment 1 with the addition of a participant group variable, so that 2 3 3 mixed-effects repeated measures ANOVAs were performed.
The main effect of test presentation condition was significant in accuracy rates [F(2,34) 5 66.8, MS e 5 29.1, p , .001; Figure 7 ]. Most important, replicating Experiment 1, antiprimed objects were identified less accurately (33.5%) than baseline objects (40.2%) [F(1,34) 5 14.6, MS e 5 29.1, p , .01], and primed objects were identified more accurately (53.6%) than baseline objects (40.2%) [F(1,34) 5 58.6, MS e 5 29.1, p , .0001]. In addition, the main effect of group was significant [F(1,17) 5 8.03, MS e 5 483.5, p , .05]; amnesic patients were less accurate at identifying objects (33.7%) than control participants (50.2%). Finally, the interaction between group and test presentation condition was significant [F(2,34) 5 5.14, MS e 5 29.1, p , .05]; this interaction was caused by a significant difference in the magnitudes of the priming effect in patients (7.8%) versus controls (18.5%) [F(1,34) 5 . results indicating significant antipriming and priming in amnesic patients and matched control participants in Experiment 4. mean object identification accuracy rates (6SEM ) are plotted. Antiprimed objects were identified significantly less accurately than baseline, and primed objects were identified significantly more accurately than baseline, in both amnesic patients and matched control groups. * p , .01. ** p , .001.
9.87, MS e 5 29.1, p , .01], as the magnitudes of the antipriming effect did not differ for patients (8.0%) and controls (5.5%) (F , 1). It is important to note, however, that the amnesic patients still demonstrated a significant level of priming. Replicating previous studies of patients (see, e.g., Cave & Squire, 1992) , primed objects were identified more accurately (41.6%) than baseline objects (33.8%) [F(1,51) An initially surprising aspect of these results was that the magnitude of priming was smaller for the patients than for the control participants. However, priming measures with amnesic patients often are normalized (by dividing the difference between primed and unprimed performance by the unprimed measure) to control for the typically differing levels of unprimed performance. In typical studies of priming, what is labeled the unprimed condition during the test phase is what we label antiprimed in our paradigm. Thus, we calculated normalized priming scores in the typical manner [(primed 2 antiprimed performance)/ antiprimed performance] and with these scores we found no difference between priming in the patients (.81) and in the control participants (.71) [F(1,17) , 1].
Perhaps more interesting, however, is the following possible reason that the (nonnormalized) priming magnitude was reduced in patients compared with that in the control participants. The patients generally were slow in their processing, as has been reported in previous studies of amnesia (Corkin, 1984; Postle & Corkin, 1998) . In the present experiment, the patients exhibited lower accuracy and greater response times overall than did the control participants. Reduced speed and accuracy in neural systems that operate independently of the medial temporal areas that are damaged in the patients may be a secondary aspect of their performance that could be responsible for the reduced priming. According to our theory, priming for one object at test is caused mostly by the weight changes that occur after that one object is identified during visual encoding. In other words, priming for one object is caused mostly by one trial's worth of changes. By contrast, antipriming for one object at test is caused by the weight changes that occur after each of several different objects is identified during visual encoding-that is, those objects that have representations that are superimposed with the representation of the test object. In other words, antipriming for one object is caused by many trials' worth of changes. This may be important because, when neurocomputational models are challenged or damaged, they tend to retain relatively specific knowledge (like that from changes in one trial) more poorly than relatively generalized knowledge (like that from many previous accumulated changes; McClelland & Rogers, 2003) . Thus, magnitudes of priming in particular (and not the accompanying magnitudes of antipriming) may be detrimentally affected when such systems are slowed down.
To test this possibility, the networks that were used in the previous modeling study were reexamined in another simulated priming and antipriming experiment. The only difference was that the number of settling cycles per trial was set to 5 instead of 10 during pattern identification. Restricting the number of settling cycles that are allowed before measuring the response in a trial may simulate performance when secondary effects of brain damage cause slow identification. Supporting this reasoning, overall identification accuracy in the 5-cycle models (normalized dot product 5 .463) was about two thirds that of the identification accuracy in the 10-cycle models (.705), mirroring the nearly two thirds overall accuracy reduction in patients (33.7%) compared with that in the control participants (50.2%). Yet, as previously found with the 10-cycle models, primed patterns were identified significantly more accurately (.479) than baseline patterns (.456) [F(1,18) 5 7,059.1, MS e 5 3.7E-7, p , .0001], and antiprimed patterns were identified significantly less accurately (.453) than baseline patterns (.456) [F(1,18) 5 142.2, MS e 5 3.7E-7, p , .0001]. Most relevant here, the reduction in priming magnitude between 10-cycle and 5-cycle models (.035 vs. .023) was significant [t(9) 5 12.7, p , .0001], paralleling the reduced magnitude of priming in patients compared with that in the control participants.
Finally, we tested this explanation for reduced priming in the patients in the following way. Taking advantage of individual differences in patient performance, we correlated their overall identification accuracy levels with their magnitudes of priming. This correlation was significant (r 5 .68, p , .05), indicating that the less accurate the patient's responses, the lesser the magnitude of priming observed for that patient. This finding and the simulation of cognitive slowing and reduced priming in amnesic patients may be crucial for helping to effectively interpret memory effects in both patients and control participants.
Most important, the amnesic patients were significantly impaired in standard explicit memory measures (Table 1 ), yet they exhibited significant antipriming and priming. Thus, in line with our theory, intact explicit memory is not necessary for antipriming.
GEnErAl DiSCuSSion
Representations of different items of well-established knowledge may be localist/discrete or superimposed/over-lapping. This distinction has been understood for decades as fundamental, with major implications for theories of memory (see, e.g., Rumelhart & Norman, 1984) . For representations of visual object shapes in ventral neocortex, neural evidence is that representations are superimposed. Neurocomputational modeling indicates important utilities for this kind of representation, but these utilities are accompanied by certain costs. In this article, we report functional evidence for superimposed representations of visually presented objects. We report visual antipriming effects that are predictable from the hypothesized detrimental effects of using superimposed representations to store different visual object shapes and from continual adjustments of such representations with each use. By our theory, the representation of an object is strengthened via small representational changes after that object is identified, and this is responsible for repetition priming. However, those same structural changes simultaneously interfere with storage of other representations with which the strengthened representation is superimposed, and this is what causes visual antipriming. We measure priming as more accurate performance in the repetition primed condition than in our baseline condition, and we measure antipriming as less accurate performance in the antiprimed condition than in our baseline condition (within which little priming or antipriming should be measured).
We should note that our paradigm involves a novel baseline condition that differs from that used in most priming studies. Typically, primed (previously presented) and unprimed (not previously presented) objects are presented during a test phase, and priming is calculated as more effective processing of primed objects than unprimed objects. By our theory, this is a comparison between a primed condition and an antiprimed (not unprimed) condition. The baseline condition in our paradigm, obtained following a period in which participants stared at a blank display and did not view any objects, is necessary to separately measure the positive effect of priming and the negative effect of antipriming. It is worth noting that even in our paradigm, the baseline measure is not completely clean, as real-world object identification before the experiment begins may cause some degree of antipriming of the baseline objects. Nevertheless, any such (uncontrollable) antipriming in our baseline measure should work against our finding a significant antipriming effect, yet we did in fact find antipriming to be significant and reliable across experiments.
Another important aspect of our paradigm is that the task differs between the preceding phase (liking judgments) and the final phase in which antiprimed and primed performance is measured (identification of visually presented objects). Thus, any rapid learning of a particular response to a particular stimulus (Logan, 1990 ) that may occur during the preceding phase could not be responsible for any antipriming or priming. This is important because rapid response learning can underlie behavioral and neuroimaging priming effects when the tasks are the same (Dobbins, Schnyer, Verfaellie, & Schacter, 2004) . Such rapid response learning is not posited within the object identification systems that we hypothesize to underlie priming and antipriming of objects. Instead, a form of strengthening and maintaining of partially superimposed representations is posited in these systems.
purpose for priming?
Long-term repetition priming is a well-established and frequently studied aspect of human perception and memory. Forms of priming have been in evidence for over a century (Schacter, 1987) , densely amnesic patients exhibit robust priming despite very poor performance in explicit memory tasks (Warrington & Weiskrantz, 1974) , and participants who exhibit priming need not be aware that memory is exhibited in performance (Bowers & Schacter, 1990) . However, why priming exists or what purpose it may have is debatable.
One possibility is that priming does not serve a purpose per se. Instead, it may be a by-product of repeated information processing. This by-product could take the form of persisting lowered thresholds for activation of the relevant representations (Morton, 1979) , or it may reflect a bias that operates in a postperceptual decision stage of identifying objects that "can be understood simply as a byproduct of ordinary object perception and identification processes" (Rouder, Ratcliff, & McKoon, 2000, p. 13) .
Other theories have posited some functional purpose or utility for priming. A potential utility is that it may be evolutionarily adaptive to effectively reprocess recently encountered stimuli, because recently encountered stimuli may be more likely to be encountered again (Roediger, 2003; Schacter, 1994; Squire, Knowlton, & Musen, 1993) . This is reasonable but difficult if not impossible to test. In addition, priming may reflect sharpening of the representations that underlie perceptual identification (Desimone, 1996; Wiggs & Martin, 1998) . Repeated familiar objects activate a smaller number of neurons and elicit smaller magnitude neuroimaging signals than objects that have not been processed recently. Thus, activations elicited by primed objects may be more efficient than activations elicited by unprimed objects, which provides a benefit, although deriving this conclusion from the results can be debated (Henson & Rugg, 2003) . Unless the sharpening of one representation is hypothesized to detrimentally affect other representations, this theory does not explain antipriming.
Our theory posits a different purpose for priming. Priming effects are caused by structural changes in visual representations after objects are identified, enabling storage and maintenance of superimposed representations. Superimposed representations have important benefits; therefore, the structural changes that maintain them have an important purpose. In addition, our theory thus leads us to hypothesize an ongoing cycle. Strengthening one representation weakens other representations with which it is superimposed. This creates a purpose for the subsequent strengthening of a weakened representation at the next opportunity (when its object is next encountered and identified), thus starting this kind of cycle over again.
Contrasts With Bias Theory
A theory that appears on the surface to be similar to our theory posits that priming reflects a bias effect (Ratcliff & McKoon, 1996; Rouder et al., 2000) . The important theoretical differences between our theory and the bias theory are the following.
First, antipriming requires superimposed representations, since it is the negative effect of strengthening one object representation on subsequent processing of other objects with which the original object is superimposed. In contrast, in the Rouder et al. (2000) model of bias in object identification, different object shape representations are not superimposed; instead, completely separate modules are used to process the shapes of different objects.
Second, antipriming involves changes to visual shape representations. In contrast, in Rouder et al.'s (2000) model, prior encounters with stimuli do not affect shape representations, but rather postperceptual decision processing. The shape-processing module for an object has an output node that is connected to a subsequent decision node for that object. During object identification, the final activation of a decision node for an object is calculated as a ratio of its activation relative to the summed activations of the decision nodes for all other objects. Bias from an encounter with an object (e.g., a lightbulb) is implemented as a strengthening of the connection between the output node and the decision node for that object. A benefit of bias is measured when the strengthened connection causes that object (the lightbulb) to be subsequently reidentified faster than before. A cost of bias occurs only between two highly similar objects: A previous encounter with one object (a lightbulb) can reduce the final activation of the decision node for another object at test (e.g., a hot air balloon) only to the extent that the two objects are similar enough that the previously unpresented test object (the hot air balloon) activates the decision node for the previously presented object (the lightbulb). Such activation of the decision node for the previously presented object (the lightbulb) increases the summed activations of the decision nodes for the nontested objects, thereby decreasing the final activation of the previously unpresented test object's decision node (the hot air balloon), which is calculated relative to that sum. By this theory, neither the positive nor the negative effect of bias involves changes to shape representations per se, and any negative effect of bias occurs only between highly similar objects (such as a lightbulb and a hot air balloon).
Thus, an important feature of the experiments reported in this article is that none of the objects were selected to be highly visually similar to any other in the set. The antipriming effects that we observed between visually dissimilar objects are not predicted by the Rouder et al. (2000) model, which therefore should be revised to accommodate our results.
Perhaps most important, our theory can account for both our antipriming effects (with visually dissimilar objects) and the empirical evidence that Ratcliff and McKoon (1996) offer in support of their bias theory. Using highly similar visually presented objects, they found that after objects (e.g., a lightbulb) were named, object naming was faster (a benefit) for test objects that had been processed previously (the lightbulb) than for test objects that had not been processed previously and were dissimilar to the previously processed objects (e.g., a mailbox). In contrast, object naming was slower (a cost) for test objects that had not been processed previously and were very visually similar to previously processed objects (e.g., a hot air balloon presented after previous processing of a lightbulb) than for test objects that had not been processed previously and were dissimilar to the previously processed objects (e.g., a mailbox). This finding was considered to reflect a bias in the interpretation of the test stimulus in part because the processing cost approximated the processing benefit in magnitude (see also Ratcliff & McKoon, 1995 , 1997 . It is also possible, however, that the processing cost reflects a relatively strong form of antipriming caused by high levels of superimposition of representations for visually similar objects and strengthening of the representations for the primed objects.
Alternatively, the results from Ratcliff and McKoon (1996) may be due to another memory source. Because they used the same task (object naming) in both the encoding and the test sessions, rapid learning of a particular response (i.e., a name) to a particular stimulus (i.e., a shape) could have occurred during the encoding session (see Logan, 1990) , and this may have been responsible for the observed benefit and the observed cost in the test session. Our recent evidence indicates that such rapid response learning depends on the medial temporal structures that support explicit memory (Schnyer, Dobbins, Nicholls, Schacter, & Verfaellie, 2006) . Thus, the bias effects described by Ratcliff and McKoon may be due to different memory processes than those that underlie visual antipriming, which does not depend on the medial temporal structures that support explicit memory (see Experiment 4).
Conclusion
Our approach to uncovering the nature of knowledge representation and the nature of repetition priming and related memory effects involves integrating evidence from neural, functional, and computational levels of analysis. This approach is proving to be of great utility in many areas of cognitive neuroscience. The integration reported in this article converges on the conclusion that visual object representations are distributed and superimposed, not localist/discrete, and that both priming and antipriming of visual objects reflect ongoing adjustments of these superimposed representations in neocortex. 
