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Abstract
We present a new class of exponential integrators for ordinary dif-
ferential equations. They are locally exact, i.e., they preserve the
linearization of the original system at every point. Their construction
consists in modifying existing numerical schemes in order to make
them locally exact. The resulting schemes preserve all fixed points
and are A-stable. The most promising results concern the discrete gra-
dient method (modified implicit midpoint rule) where we succeeded
to preserve essential geometric properties and the final results have
a relatively simple form. In the case of one-dimensional Hamiltonian
systems numerical experiments show that our modifications can in-
crease the accuracy by several orders of magnitude. The main result
of this paper is the construction of energy-preserving locally exact
discrete gradient schemes for arbitrary multidimensional Hamiltonian
systems in canonical coordinates.
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1 Introduction
The motivation for introducing “locally exact” discretizations is quite natu-
ral. Considering a numerical scheme for a dynamical system with periodic
solutions (for instance: a nonlinear pendulum) we may ask whether the nu-
merical scheme recovers the period of small oscillations. For a fixed finite
time step the answer is usualy negative. However, many numerical scheme
(perhaps all of them) admit modifications which preserve the period of small
oscillations for a fixed (not necessarily small) time step h. An unusual feature
of our approach is that instead of taking the limit h → 0, we consider the
limit xn ≈ x¯ (where x¯ is the stable equilibrium). The next step is to consider
a linearization around any fixed x¯ (then, in order to preserve the condition
xn ≈ x¯, some evolution of x¯ is necessary). In other words, we combine
two known procedures: the approximation of nonlinear systems by linear
equations and explicit exact discretizations of linear equations with constant
coefficients. An important novelty consists in applying these procedures to a
modified numerical scheme containing free functional parameters. The case
of small oscillations was presented in [8]. More results for one-dimensional
Hamiltonian systems can be found in [9, 11] (by one-dimensional Hamilto-
nian system we mean a Hamiltonian system with one degree of freedom).
The results are very promising. It seems that a new, very accurate method
is emerging. In this paper we extend our approach on the case of multi-
dimensional canonical Hamiltonian systems. Our method works perfectly
for discrete gradient schemes. We succeeded to modify the discrete gradient
scheme in a locally exact way without spoiling its main geometric property:
the exact conservation of the energy integral. It is well known that preser-
vation of geometric properties by numerical algorithms is of considerable
advantage [15, 18].
A notion identical with our local exactness has been proposed a long time
ago [29], see also [22]. Recently, similar concept appeared under the name
of linearization-preserving preprocessing [25], see also below (section 3.2).
Our approach has also some similarities with the Mickens approach [26],
Gautschi-type methods [12, 17] and, most of all, with the exponential in-
tegrators technique [3, 16, 27]. The definition of exponential integrators is
so wide (e.g., “a numerical method which involves an exponential function
of the Jacobian”, [16]) that our numerical schemes can be considered as
special exponential integrators. In spite of some similarities and overlap-
pings, our approach differs from all methods mentioned above. In particu-
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lar, according to our best knowledge, discrete gradient schemes have never
been treated or modified in the framework of exponential integrators and/or
linearization-preserving preprocessing. Main new results of this paper consist
in constructing energy-preserving locally exact discrete gradient schemes for
arbitrary multidimensional Hamiltonian systems, see section 6.
2 Exact discretization of linear systems
We consider an ordinary differential equation (ODE) with the general so-
lution x(t) (satisfying the initial condition x(t0) = x0), and a difference
equation with the general solution xn. The difference equation is the exact
discretization of the considered ODE if xn = x(tn).
It is well known that any linear ODE with constant coefficients admits the
exact discretization in an explicit form [30], see also [1, 7, 26]. We summarize
these results as follows, compare [11] (Theorem 3.1).
Proposition 2.1. Any linear equation with constant coefficients, represented
in the matrix form by
dx
dt
= Ax + b , (2.1)
(where x = x(t) ∈ Rd, b = const ∈ Rd and A is a constant invertible real
d× d matrix) admits the exact discretization given by
xn+1 − xn = (e
hnA − 1)A−1 (Axn + b) , (2.2)
where hn = tn+1 − tn is the time step and 1 is the identity matrix.
Corollary 2.2. We may look at the exact discretization (2.3) as a modifica-
tion of the forward Euler scheme. Indeed, we can rewrite (2.2) as
∆−1n (xn+1 − xn) = Axn + b , (2.3)
where ∆n, defined by
∆n = A
−1(ehnA − 1) , (2.4)
is a matrix “perturbation” of the time step hn. Indeed, ∆n = hn1 +O(h
2
n).
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As a special case we consider the multidimensional harmonic oscillator
equation driven by a constant force:
d2x
dt2
+ Ω2x = a , (2.5)
where x = x(t) ∈ Rm and Ω is a given invertible constant m × m matrix
and a = const ∈ Rm. It is convenient to represent (2.5) as the following first
order system
x˙ = p , p˙ = −Ω2x + a . (2.6)
Proposition 2.3 ([6], Prop. 19). The exact discretization of the system (2.6)
is given by(
xn+1
pn+1
)
=
(
cosΩhn Ω
−1 sin Ωhn
−Ω sin Ωhn cosΩhn
)(
xn
pn
)
+
(
2Ω−2 sin2 Ωhn
2
a
Ω−1 sinΩhn a
)
,
(2.7)
where hn is an arbitrary variable time step.
Corollary 2.4 ([6], Prop. 20). The formulas (2.7) can be rewritten in the
following equivalent form:
δ−1n (xn+1 − xn) =
1
2
(
pn+1 + pn
)
,
δ−1n (pn+1 − pn) = −
1
2
Ω2(xn+1 + xn) + a .
(2.8)
where
δn = 2Ω
−1 tan
hnΩ
2
≡ hntanc
hnΩ
2
(2.9)
Here and below we use notation tanc(z) = z−1 tan z. It is worthwhile to
notice that tanc(z) is an even function and depends analytically on z2.
As one could expect, the exact discrete harmonic oscillator equations
preserve exactly the total energy.
Proposition 2.5 ([6], Prop. 22). If Ω is a symmetric matrix (ΩT = Ω),
then
In :=
1
2
〈pn | pn〉+
1
2
〈xn | Ω
2xn〉 − 〈xn | a〉 (2.10)
is an integral of motion (i.e., In+1 = In) of the discrete multidimensional har-
monic oscillator equations (2.8). Here the bracket denotes the scalar product
in Rm.
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Exact discretization seems to be of limited value because, in order to apply
it, we need to know the explicit solution of the considered system. However,
there exist non-trivial applications of exact discretizations. In the case of the
classical Kepler problem we succeeded in using the exact discretization of the
harmonic oscillator in two different ways, obtaining two different numerical
integrators preserving all trajectories and integrals of motion [4, 5, 6]. The
exact discretization of the harmonic oscillator equation can also be used to
in the integration of some partial differential equations by Fourier transfor-
mation [6].
3 Locally exact numerical schemes
The central topic of our paper is another fruitful direction of using exact
integrators, namely the so called locally exact discretizations [6, 9].
3.1 Motivating example
First, we recall our earlier results concerning one-dimensional Hamiltonian
systems p˙ = −V ′(x), x˙ = p, see [8, 9]. We tested the following class of
numerical integrators
xn+1 − xn
δn
=
1
2
(pn+1 + pn) .
pn+1 − pn
δn
= −
V (xn+1)− V (xn)
xn+1 − xn
,
(3.1)
where δn is a function defined by
δn =
2
ωn
tan
hnωn
2
, ωn =
√
V ′′(x¯) , (3.2)
and, in general, x¯ may depend on n. For simplicity, we formally assume
V ′′(x¯) > 0. However, in the case of non-positive V ′′(x¯) one can use the same
formula, for details and final results see [9]. The simplest choice is x¯ = x0,
where V ′(x0) = 0 (small oscillations around the stable equilibrium). In this
case δn does not depend on n. The resulting scheme, known as MOD-GR,
was first presented in [8]. In [9] we considered the case x¯ = xn (GR-LEX) and
its symmetric (time-reversible) modification x¯ = 1
2
(xn + xn+1) (GR-SLEX).
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In both cases x¯ is changed at every step. The names MOD-GR, GR-LEX,
GR-SLEX first appeared in [10, 11].
Any numerical scheme from the family defined by (3.1) and (3.2) is lo-
cally exact (or, more precisely, locally exact at x¯), which means that its
linearization at x¯ coincides with the exact discretization of the linearized
system. Indeed, the linearized system, given by p˙ = −V ′(x¯) − V ′′(x¯)ξ,
ξ˙ = p, is a particular case of (2.6) and admits the exact discretization (2.8),
(2.9), where we have to identify Ω2 = V ′′(x¯), a = −V ′(x¯). This exact dis-
cretization coincides with the linearization of (3.1), obtained by substituting
V (xn) ≈ V (x¯)+V
′(x¯)ξn+
1
2
V ′′(x¯)ξ2n, compare [9]. In this paper we are going
to present a generalization of this approach.
3.2 Local exactness
Motivated by the results of [8, 9] we propose the following definitions.
Definition 3.1. A numerical scheme xn+1 = Φ(xn, hn) for an autonomous
equation x˙ = F (x) is locally exact at x¯ if its linearization around x¯ is identical
with the exact discretization of the differential equation linearized around x¯.
The scheme MOD-GR is locally exact at a stable equilibrium only, GR-
LEX is locally exact at xn (for any n), and, finally, GR-SLEX is locally exact
at 1
2
(xn + xn+1) (for any n). In the case of implicit numerical schemes the
function Φ(xn, hn) is, of course, an implicit function.
Definition 3.2. A numerical scheme xn+1 = Φ(xn, hn) for an autonomous
equation x˙ = F (x) is locally exact if there exist a sequence x¯n such that
x¯n − xn = O(hn) and the scheme is locally exact at x¯n (for any n).
Therefore GR-LEX and GR-SLEX are locally exact. Similar concept
(“linearization-preserving” schemes) has been recently formulated in [25]
(Definition 2.1). An integrator is said to be linearization-preserving if it
is linearization preserving at all fixed points. This definition is weaker than
our Definition 3.2. All locally exact schemes are linearization-preserving
but, in general, linearization-preserving scheme has not to be locally exact in
our sense. For instance, the scheme MOD-GR (see [8, 11]) is linearization-
preserving (provided that V (x) has only one stable equilibrium) but is not
locally exact.
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3.3 Exact discretization of linearized equations
As an immediate corollary from Definition 3.2 we have that the exact dis-
cretization of the linearization of a given nonlinear system is locally exact.
We confine ourselves to autonomous systems of the form
x˙ = F (x) (3.3)
where x(t) ∈ Rd. If x is near a fixed x¯, then (3.3) can be approximated by
ξ˙ = F ′(x¯)ξ + F (x¯) (3.4)
where F ′ is the Fre´chet derivative (Jacobi matrix) of F and
ξ = x − x¯ . (3.5)
The exact discretization of the approximated equation (3.4) is given by
ξn+1 = e
hnF
′(x¯)ξn +
(
ehnF
′(x¯) − 1
)
(F ′(x¯))
−1
F (x¯) , (3.6)
provided that detF ′(x¯) 6= 0. We make this assumption here and throughout
the paper.
Corollary 3.3. The exact discretization of the linearization of x˙ = F (x)
around x¯ is given by:
xn+1 − x¯ = e
hnF
′(x¯) (xn − x¯) +
(
ehnF
′(x¯) − 1
)
(F ′(x¯))
−1
F (x¯) . (3.7)
The scheme (3.7) is locally exact.
If we put x¯ = xn into (3.7) (thus changing x¯ at each step), then ξn = 0
and we obtain:
xn+1 = xn +
(
ehnF
′(xn) − 1
)
(F ′(xn))
−1F (xn) (3.8)
This method is well known as the exponential difference equation (see [29],
formula (3.4)) or, more recently, as the exponential Euler method [27]:
xn+1 = xn + hn ϕ1(hnF
′(xn)) F (xn) , (3.9)
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where ϕ1(z) = z
−1(ez − 1) (and ϕ1(0) := 1). Another possibility, x¯ = x¯
+
n ,
where
x¯+n =
1
2
(xn+1 + xn) , (3.10)
leads to
xn+1 − xn = 2(F
′(x¯+n ))
−1 tanh
(
1
2
hnF
′(x¯+n )
)
F (x¯+n ) . (3.11)
A third natural possibility, x¯ = xn+1, yields the scheme:
xn+1 = xn +
(
1− e−hnF
′(xn+1)
)
(F ′(xn+1))
−1F (xn+1) , (3.12)
which may be rewritten in terms of ϕ1 as
xn+1 = xn + hn ϕ1(−hnF
′(xn+1)) F (xn+1) , (3.13)
Example 3.4. In the case p˙ = −V ′(x), x˙ = p, we have
F (x) =
(
p
−V ′(x)
)
, F ′(x) =
(
0 1
−V ′′(x) 0
)
, (3.14)
and the scheme (3.8) assumes the form
xn+1 = xn +
sin(hnωn)
ωn
pn −
1− cos(hnωn)
ω2n
V ′(xn) ,
pn+1 = pn cos(hnωn)−
sin(hnωn)
ωn
V ′(xn) ,
(3.15)
where ωn =
√
V ′′(xn). Global properties of this scheme are rather poor but
it can serve as a very good predictor [9].
3.4 Linear stability of locally exact integrators
Locally exact numerical schemes have excellent qualitative behavior around
all fixed points of the considered system.
Proposition 3.5. If the equation x˙ = F (x) has a fixed point at x = x¯, then
all its locally exact discretizations have a fixed point at xn = x¯, as well.
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Proof: If F (x¯) = 0, then equation (3.7) becomes
xn+1 − x¯ = e
hnF
′(x¯) (xn − x¯) . (3.16)
We require that the scheme xn+1 = Φ(xn, h) is a locally exact discretization of
F (x¯) = 0, i.e., its linearization, given by
xn+1 = Φ(x¯, h) + Φ
′(x¯, h)(xn − x¯) , (3.17)
coincides with (3.16). Hence
ehnF
′(x¯) = Φ′(x¯, h) , Φ(x¯, h) = x¯ , (3.18)
which means that x¯ is a fixed point of the system xn+1 = Φ(xn, h). ✷
Stability of numerical integrators can be roughly defined as follows: “the
numerical solution provided by a stable numerical integrator does not tend to
infinity when the exact solution is bounded” (see [3], p. 358). The integrator
which is stable when applied to linear equations is said to be linearly stable.
We may use the notion of A-stability (see, e.g., [19]): an integrator is said
to be A-stable, if discretizations of stable linear equations are stable as well
(equation x˙ = λx is stable if Reλ < 0).
Making one more assumption (quite natural, in fact) that the discretiza-
tion of a linear system is linear, we see that locally exact integrators are
linearly stable. Indeed, solutions of any locally exact discretization have the
same trajectories as corresponding exact solutions.
Corollary 3.6. Any locally exact numerical scheme is linearly stable and, in
particular, A-stable.
Some simple examples illustrating this corollary will be given in sec-
tion 4.5. In fact, much stronger result holds: a locally exact discretization
yields the best (exact) simulation of a linear equation in the neighborhood of
a fixed point. In particular, locally exact discretizations preserve any qual-
itative features of trajectories of linear equations (up to round-off errors, of
course).
Numerical experiments show that locally exact schemes are exceptionally
stable also for some simple nonlinear systems [8, 9, 11], but we have no
theoretical results concerning the stability (e.g., algebraic stability [19]) in
the nonlinear case.
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4 Locally exact modifications of popular one-
step numerical schemes
We are going to use local exactness as a criterion to select numerical schemes
of higher accuracy from a family of non-standard integrators. Our working
algorithm to derive such “locally exact modifications” of numerical integra-
tors of the form (5.2) assumes that δn depends only on x¯, p¯ (or, in more
general case, on x¯n) and hn. We usually consider only three different se-
quences x¯n, namely x¯n = xn, x¯n = xn+1 and x¯n = x
+
n ≡
1
2
(xn + xn+1). The
problem of finding the best sequence for a given numerical scheme seems to
be interesting but has not been considered yet.
In this section we apply this procedure to a number of standard numerical
methods. We do not claim that the resulting numerical schemes (sometimes
new, sometimes already known) are much better than the corresponding
schemes before the modification. Their accuracy should be considerably bet-
ter but the computing cost is surely much higher. For every scheme separately
one has to check the final outcome and to decide whether the modification
is really profitable. Numerical simulations of small oscillations around stable
fixed points and the results of [8, 9] are quite promising.
4.1 Locally exact explicit Euler scheme
The explicit Euler scheme for (3.3) is given by xn+1 = xn + hnF (xn). We
postulate the following generalization of this scheme:
xn+1 = xn + δnF (xn) (4.1)
where δn is a variable matrix which is defined by the requirement that the
linearization of (4.1) coincides with (3.6). We linearize (4.1) by substituting
(3.5) (i.e., xn + x¯ + ξn):
ξn+1 = ξn + δn (F (x¯) + F
′(x¯)ξn) (4.2)
and assume that δn depends only on x¯ and hn. Equation 4.2 is identical with
(3.6) iff
1 + δnF
′(x¯) = ehnF
′(x¯), δn =
(
ehnF
′(x¯) − 1
)
(F ′(x¯))−1 . (4.3)
Once can easily see that both equations (4.3) are equivalent provided that
F ′(x¯) is non-degenerate.
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Substituting δn from (4.3) into (4.1) we obtain a class of locally exact
modifications of the explicit Euler scheme
xn+1 = xn +
(
ehnF
′(x¯) − 1
)
(F ′(x¯))−1F (xn) . (4.4)
It seems that the choice x¯ = xn is most natural in that case (then, by the
way, (4.4) coincides with (3.8)).
Corollary 4.1. Locally exact modification of the explicit Euler scheme is
given by
xn+1 = xn +
(
ehnF
′(xn) − 1
)
(F ′(xn))
−1F (xn) (4.5)
4.2 Locally exact implicit Euler scheme
The implicit Euler scheme for (3.3) is given by xn+1 = xn + hnF (xn+1). We
postulate the following generalization of this scheme:
xn+1 = xn + δnF (xn+1) (4.6)
where δn is a variable matrix which is defined by the requirement that the
linearization of (4.6) coincides with (3.6). We linearize (4.6) by substituting
(3.5) (i.e., xn + x¯ + ξn):
ξn+1 = ξn + δn
(
F (x¯) + F ′(x¯)ξn+1
)
, (4.7)
i.e.,
(
1− δnF
′(x¯)
)
ξn+1 = ξn + δnF (x¯), which is identical with (3.6) iff(
1− δnF
′(x¯)
)
−1
= ehnF
′(x¯)
(
1− δnF
′(x¯)
)
−1
δn =
(
ehnF
′(x¯) − 1
)
(F ′(x¯))−1.
(4.8)
We easily see that δn can be computed independently from any of these two
equations. Fortunately, the result is the same:
δn =
(
1− e−hnF
′(x¯)
)
(F ′(x¯))−1 (4.9)
Substituting δn from (4.8) into (4.6) we get
xn+1 = xn +
(
1− e−hnF
′(x¯)
)
(F ′(x¯))−1F (xn+1) , (4.10)
or, in an equivalent way,
xn+1 = xn + hn ϕ1(−hnF
′(x¯)) F (xn+1) . (4.11)
In this case it is not clear what is the most natural identification. We can
choose either x¯ = xn, or x¯ = xn+1.
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Corollary 4.2. Locally exact modification of the implicit Euler scheme is
given either by
xn+1 = xn +
(
1− e−hnF
′(xn)
)
(F ′(xn))
−1F (xn+1) , (4.12)
or, by
xn+1 = xn +
(
1− e−hnF
′(xn+1)
)
(F ′(xn+1))
−1F (xn+1) . (4.13)
4.3 Locally exact implicit midpoint rule
We postulate the following extension of the implicit midpoint rule:
xn+1 − xn = δnF
(
xn+1 + xn
2
)
, (4.14)
where δn depends, as usual, on x¯ and hn. The scheme (4.14) is locally exact
for
δn = 2(F
′(x¯))−1 tanh
(
hnF
′(x¯)
2
)
, (4.15)
which will be shown, in more general framework, in section 4.6. In some
applications the Taylor series may be useful:
δn = 1−
1
12
h2n(F
′(x¯))2 +
1
120
h4n(F
′(x¯))4 + . . . (4.16)
Thus locally exact modification of the implicit midpoint rule reads
xn+1 − xn = hn
(
tanhc
hnF
′(x¯)
2
)
F
(
xn+1 + xn
2
)
(4.17)
The most natural choice of x¯ seems to be at the midpoint, x¯ = 1
2
(xn + xn+1).
However, in order to diminish the computation cost, the choice x¯ = xn can
also be considered (because then the Jacobian F ′(x¯) is evaluated outside
iteration loops).
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4.4 Locally exact trapezoidal rule
We postulate the following extension of the trapezoidal rule:
xn+1 − xn = δn
F (xn+1) + F (xn)
2
, (4.18)
Linearizing (4.18) around x¯ we get
ξn+1 − ξn = δn
(
F (x¯) + F ′(x¯)
ξn+1 + ξn
2
)
(4.19)
In section 4.6 we will show that the scheme (4.18) is locally exact for
δn = 2(F
′(x¯))−1 tanh
(
hnF
′(x¯)
2
)
. (4.20)
Thus locally exact modification of the trapezoidal rule is given by
xn+1 − xn = hn
(
tanhc
hnF
′(x¯)
2
)
F (xn+1) + F (xn)
2
. (4.21)
There are two natural choices of x¯. Either (in order to minimize the compu-
tational costs) we can take x¯ = xn, or (in order to obtain a time-reversible
scheme) we can take x¯ = 1
2
(xn + xn+1).
4.5 A-stability of locally exact modifications
In order to illustrate general results of section 3.4, we will apply four schemes
presented above to the one-dimensional linear equation x˙ = λx. The locally
exact explicit Euler scheme yields
xn+1 − xn =
(
ehnλ − 1
)
xn . (4.22)
The locally exact implicit Euler scheme yields
xn+1 − xn =
(
1− e−hnλ − 1
)
xn+1 , (4.23)
Both resulting equations are identical: xn+1 = e
hnλxn and yield the exact
discretization. The implicit midpoint and trapezoidal rules yield an identical
equation, namely
xn+1 − xn =
(
tanh
hnλ
2
)
(xn+1 + xn) . (4.24)
Computing xn+1 from (4.24) we get the exact discretization xn+1 = e
hnλxn
again. In particular, if Reλ < 0, then xn → 0 for n → ∞ (for any constant
time step hn = h = const). A-stability is evident in all these cases.
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4.6 A large class of locally exact integrators
All numerical schemes presented above are particular cases of the following
class of numerical schemes for the equation x˙ = F (x):
xn+1 − xn = δ(x¯)Ψ(xn,xn+1) . (4.25)
We assume the consistency conditions:
Ψ(x,x) = F (x) , F ′(x) = Ψ1(x,x) + Ψ2(x,x) , (4.26)
where Ψ1,Ψ2 are partial Fre´chet derivative with respect to the first and
second vector variable, respectively (thus Ψ1,Ψ2 are d×d matrices). We also
denote
Ψ¯ = Ψ(x¯, x¯) , Ψ¯1 = Ψ1(x¯, x¯) , Ψ¯2 = Ψ2(x¯, x¯) . (4.27)
Proposition 4.3. The numerical scheme (4.25), where Ψ satisfies (4.26), is
locally exact for
δ(x¯) =
(
ehnF
′(x¯) − 1
)(
F ′(x¯) + Ψ¯2
(
ehnF
′(x¯) − 1
))
−1
, (4.28)
Proof: The exact discretization of the linearization of equation x˙ = F (x) is given
by (3.6). The linearization of the scheme (4.25) (at xn = x¯) reads
ξn+1 − ξn = δ(Ψ¯1ξn + Ψ¯2ξn+1) + δΨ¯ (4.29)
where δ = δ(x¯) and we use (4.27). Identifying (4.29) with (3.6) we get a system
of two equations:
(1− δΨ¯2)
−1(1 + δΨ¯1) = e
hnF
′
, (4.30)
(1− δΨ¯2)
−1δΨ¯ =
(
ehnF
′
− 1
)
(F ′)−1F , (4.31)
where F = F (x¯) and F ′ = F ′(x¯). Equation (4.30) implies
δ
(
Ψ¯1 + Ψ¯2e
hnF
′
)
= ehnF
′
− 1 (4.32)
Eliminating Ψ¯1 from (4.32) (by virtue of (4.26)), we get
δΨ¯2
(
ehnF
′
− 1
)
+ δF ′ = ehnF
′
− 1 (4.33)
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which implies (4.31) (note that F = Ψ¯). Therefore, the local exactness imposes
only one condition for δ , namely (4.32). ✷
Expressing δ given by (4.28) in a more symmetric way, we obtain another,
equivalent, form of locally exact scheme (4.25):
xn+1−xn = hntanhc
hnF
′
2
(
1 + hn
(
Ψ¯2 − Ψ¯1
)
tanhc
hnF
′
2
)
−1
Ψ(xn,xn+1).
(4.34)
All numerical schemes presented above can be considered as particular
cases of (4.25), namely:
• explicit Euler scheme: Ψ(xn,xn+1) = F (xn) ,
• implicit Euler scheme: Ψ(xn,xn+1) = F (xn+1) ,
• implicit midpoint rule: Ψ(xn,xn+1) = F (x
+
n ) ,
• trapezoidal rule: Ψ(xn,xn+1) =
1
2
(F (xn) + F (xn+1)) .
Therefore, the proof of Proposition 4.3 is valid for all these cases.
5 Locally exact discrete gradient schemes for
one-dimensional Hamiltonian systems
The discrete gradient scheme (or modified midpoint rule) is a conservative
integrator which has been used since many years for simulating dynamics
of systems of particles [14, 21]. More recently discrete gradient methods
have been developed in the context of geometric numerical integration [23],
see [13, 20]. In particular, Quispel and his co-workers constructed numeri-
cal integrators preserving integrals of motion of a given system of ordinary
differential equations [24, 31, 32]. In this section we consider Hamiltonian
systems with one degree of freedom:
x˙ = Hp , p˙ = −Hx , (5.1)
where H = H(x, p) is a given function (sufficiently smooth), subscripts de-
note partial differentiation and the dot denotes the total derivative respect
to t. The Hamiltonian H(x, p) is an integral of motion (the energy integral).
15
In order to make this paper more self-contained, in section 5.1 we present
a locally exact symmetric discrete gradient scheme, first obtained in [11].
In section 5.2 we derive new locally exact scheme modifying the coordinate
increment discrete gradient method.
5.1 Locally exact symmetric discrete gradient scheme
Following [11], we consider a class of non-standard (compare [26]) discrete
gradient schemes for the system (5.1):
xn+1 − xn
δn
=
H(xn+1, pn+1) +H(xn, pn+1)−H(xn+1, pn)−H(xn, pn)
2(pn+1 − pn)
,
pn+1 − pn
δn
=
H(xn, pn+1) +H(xn, pn)−H(xn+1, pn+1)−H(xn+1, pn)
2(xn+1 − xn)
,
(5.2)
where δn is an arbitrary positive function of hn, xn, pn, xn+1, pn+1 etc. (the
time step is denoted by hn). The subscript n indicates that δn may depend
on the step n. The discrete system (5.2) is manifestly symmetric (time-
reversible).
Lemma 5.1. The scheme (5.2) exactly preserves the energy integral for any
δn, i.e., H(xn+1, pn+1) = H(xn, pn).
Proof: In order to obtain the energy conservation law it is enough to multiply the
first equation by 2(pn+1 − pn) and the second equation by 2(xn+1 − xn), and to
subtract resulting equations. ✷
Proposition 5.2. The discrete gradient scheme (5.2) with
δn =
2
ωn
tan
hnωn
2
, ωn =
√
HxxHpp −H2xp , (5.3)
(where ωn is evaluated at x¯, p¯) is locally exact.
Proof: We linearize (5.1), substituting x = x¯+ ξ, p = p¯+ η:
ξ˙ = Hp +Hpxξ +Hppη , η˙ = −Hx −Hxxξ −Hxpη . (5.4)
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The exact discretization of the system (5.4) is given by(
ξn+1
ηn+1
)
= ehnF
′
(
ξn
ηn
)
+
(
ehnF
′
− 1
)
(F ′)−1F , (5.5)
(compare Proposition 2.1), where
F =
(
Hp
−Hx
)
, F ′ =
(
Hxp Hpp
−Hxx −Hxp
)
. (5.6)
Then, we linearize the system (5.2) around x¯, p¯, obtaining
ξn+1 − ξn
δn
= Hp +
1
2
Hxp (ξn + ξn+1) +
1
2
Hpp (ηn + ηn+1) ,
ηn+1 − ηn
δn
= −Hx −
1
2
Hxx (ξn + ξn+1)−
1
2
Hxp (ηn + ηn+1) ,
(5.7)
where xn = x¯+ ξn, pn = p¯+ ηn and partial derivatives Hx,Hp,Hxx,Hxp and Hpp
are evaluated at x¯, p¯. The system (5.7) can be rewritten in the matrix form(
1−
1
2
δnF
′
)(
ξn+1
ηn+1
)
=
(
1 +
1
2
δnF
′
)(
ξn
ηn
)
+ δnF , (5.8)
where F and F ′ are defined by (5.6). We easily verify that
(F ′)2 = −ω2n , ω
2
n = HxxHpp −H
2
xp . (5.9)
where here (and in many other places) we omit the unit matrix (i.e., we write
ω2n instead of ω
2
nI, etc.). Comparing (5.8) and (5.5) we obtain local exactness
conditions:
ehnF
′
= (1− 12δnF
′)−1(1 + 12δnF
′) ,
(ehnF
′
− 1)(F ′)−1F = (1− 12δnF
′)−1δnF .
(5.10)
Substituting the first equation into the second one, we get an identity. Therefore,
it is enough to consider the first equation:
ehnF
′
−
1
2
δnF
′ehnF
′
= 1 +
1
2
δnF
′ =⇒ δn = 2(F
′)−1 tanh
1
2
hnF
′ .
Therefore, δn depends analytically on (F
′)2 and, by virtue of (5.9), δn is propor-
tional to the unit matrix. Hence δn is indeed a scalar function, given by
δn = 2(F
′)−1 tanh
1
2
hnF
′ =
2
ωn
tan
1
2
hnωn ,
17
which ends the proof. ✷
As usual, we may take either x¯ = x¯+n , p¯ = p¯
+
n (to keep the scheme
symmetric), or x¯ = xn, p¯ = pn (to minimize the computational cost).
We point out that the formula (5.3) implies some limitations on hn in the
case ωn ∈ R. Certainly we have to require hnωn 6= pi + 2piM (M ∈ N), or
even hnωn < pi. The last inequality is quite reasonable because it means that
hn <
1
2
Tn, where Tn = 2pi/ωn is a corresponding period, compare [9].
5.2 Locally exact coordinate increment discrete gradi-
ent scheme
In the previous section we used symmetric form of the discrete gradient. The
case of coordinate increment gradient (see [20]), although of simpler form,
turned out to be more difficult in the context of locally exact modifications.
However, we succeeded to derive such modification also in this case.
We consider the following non-standard numerical integrator for the Ha-
miltonian system (5.1):
xn+1 − xn
δn
=
H(xn+1, pn+1)−H(xn+1, pn)
pn+1 − pn
,
pn+1 − pn
δn
=
H(xn, pn)−H(xn+1, pn)
xn+1 − xn
,
(5.11)
where, similarly as in the formula (5.2), δn is an arbitrary function.
Lemma 5.3. The scheme (5.11) exactly preserves the energy integral for any
δn, i.e., H(xn+1, pn+1) = H(xn, pn).
Proof: We multiply the first equation by pn+1 − pn and the second equation by
xn+1 − xn. Then, we subtract resulting equations. ✷
Proposition 5.4. The scheme (5.11) is locally exact for δn given by
δn =
2
ωn cot
ωnhn
2
+Hxp
, ωn =
√
HxxHpp −H2xp , (5.12)
where derivatives of H are evaluated at x¯, p¯.
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Proof: Using notation from section 5.1 we linearize (5.11) around (x¯, p¯):
ξn+1 − ξn = δnHp +
1
2δnHpp(ηn + ηn+1) +Hxpξn+1 ,
ηn+1 − ηn = −δnHx −
1
2δnHxx(ξn + ξn+1)−Hxpηn ,
(5.13)
which can be rewritten as (compare (5.6)):(
1−
1
2
Hxpδn −
1
2
δnF
′
)(
ξn+1
ηn+1
)
=
(
1−
1
2
Hxpδn +
1
2
δnF
′
)(
ξn
ηn
)
+ δnF.
(5.14)
Requiring that (5.14) is identical with the exact discretization (5.5) we get:(
1−
1
2
Hxpδn −
1
2
δnF
′
)
ehnF
′
= 1−
1
2
Hxpδn +
1
2
δnF
′ ,(
1−
1
2
Hxpδn −
1
2
δnF
′
)(
ehnF
′
− 1
)
(F ′)−1F = δnF .
(5.15)
Substituting the left-hand side of the first equation into the second equation, we
get an identity. We use the first equation to compute δn:
δn = 2
(
ehnF
′
− 1
)(
(ehnF
′
+ 1)F ′ + (ehnF
′
− 1)Hxp
)
−1
, (5.16)
which reduces to
δn = 2
(
Hxp + F
′ cot
hnF
′
2
)
−1
. (5.17)
Finally, we observe that function f(z) = z cot z is even and depends analytically
on z2. Moreover, (F ′)2 = −ω2n is proportional to the unit matrix. Therefore δn is
a scalar function (which is compatible with our assumption), given by (5.12). ✷
5.3 One-dimensional separable Hamiltonian systems
As a simple example we consider the case defined by Hxp = 0, i.e,
H = T (p) + V (x) . (5.18)
In this case the coordinate increment discrete gradient becomes identical with
the symmetric discrete gradient and the scheme (5.2) reduces to
xn+1 − xn
δn
=
T (pn+1)− T (pn)
pn+1 − pn
,
pn+1 − pn
δn
= −
V (xn+1)− V (xn)
xn+1 − xn
.
(5.19)
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Local exactness yields
δn = hntanc
hnωn
2
, ωn =
√
T ′′(p¯)V ′′(q¯) . (5.20)
Separable Hamiltonians (5.18) are associated with many mechanical systems
with one degree of freedom. The case T (p) = 1
2
p2 was considered in previous
papers [8, 9, 11], where many numerical experiments were reported. Assum-
ing x¯ = xn, p¯ = pn we get a scheme called GR-LEX, while x¯ =
1
2
(xn + xn+1),
p¯ = 1
2
(pn + pn+1) yields GR-SLEX [11]. The system (5.1) is symmetric (time-
reversible). GR-SLEX preserves this property, while GR-LEX does not.
The discrete gradient schemes GR and MOD-GR are of second order.
Locally exact discrete gradient schemes have higher order: GR-LEX is of
3rd order and GR-SLEX is of 4th order, see [9]. Numerical experiments
presented in [9, 11] have shown that the accuracy of GR-LEX and GR-SLEX
is higher by several orders of magnitude when compared with the standard
discrete gradient method (while the computational cost is higher at most
several times, usually much less). Locally exact modifications turn out to be
of considerable advantage.
6 Locally exact discrete gradient schemes for
multidimensional Hamiltonian systems
This section contains main results. We extend results of section 5 construct-
ing energy-preserving locally exact discrete gradient schemes for arbitrary
multidimensional Hamiltonian systems in canonical coordinates:
x˙k =
∂H
∂pk
, p˙k = −
∂H
∂xk
. (6.1)
where k = 1, . . . , m. We obtain two different numerical schemes using either
symmetric discrete gradient or coordinate increment discrete gradient.
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6.1 Linearization of Hamiltonian systems
We denote x = (x1, . . . , xm)T , p = (p1, . . . , pm), etc. The linearization of
(6.1) around x¯, p¯ is given by:
ξ˙i = Hpi +
m∑
k=1
Hpixkξ
k +
m∑
k=1
Hpipkη
k ,
η˙i = −Hxi −
m∑
k=1
Hxipkη
k −
m∑
k=1
Hxixkξ
k ,
(6.2)
or, in a matrix notation
ξ˙ = Hp +Hpxξ +Hppη ,
η˙ = −Hx −Hxxξ −Hxpη ,
(6.3)
where derivatives of H are evaluated at x¯, p¯. Note that m×m matrices Hxx,
Hxp, Hpx, Hpp satisfy
HTpp = Hpp , H
T
xx = Hxx , H
T
xp = Hpx (6.4)
Equations (6.3) can be rewritten also as
d
dt
(
ξ
η
)
= F ′
(
ξ
η
)
+ F (6.5)
where
F =
(
Hp
−Hx
)
, F ′ =
(
Hpx Hpp
−Hxx −Hxp
)
. (6.6)
Corollary 6.1. The exact discretization of linearized Hamiltonian equations
(6.5) is given by(
ξn+1
ηn+1
)
= ehnF
′
(
ξn
ηn
)
+
(
ehnF
′
− 1
)
(F ′)−1F . (6.7)
Proof: The exact discretization of (6.5) is given by (6.7) which follows immediately
from Corollary 3.3. ✷
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6.2 Discrete gradients in the multidimensional case
Considering multidimensional Hamiltonian systems we will denote
y :=
(
x
p
)
, yn :=
(
xn
pn
)
, (6.8)
where x ∈ Rm, p ∈ Rm, y ∈ R2m, etc. In other words,
y1 = x1, y2 = x2, . . . ,ym = xm, ym+1 = p1,. . . , y2m = pm .
A discrete gradient, denoted by ∇¯H(yn, yn+1),
∇¯H =
(
∆H
∆y1
,
∆H
∆y2
, . . . ,
∆H
∆y2m
)
≡
(
∆H
∆x
,
∆H
∆p
)
(6.9)
is defined as an R2m-valued function of yn, yn+1 such that [13, 24]:
2m∑
k=1
∆H
∆yk
(
ykn+1 − y
k
n
)
= H(yn+1)−H(yn) ,
∇¯H(y,y) = (Hx, Hp) ,
(6.10)
where Hx, Hp are evaluated at y = (x,p) and we define
∇¯H(y,y) = lim
y˜→y
∇¯H(y, y˜) (6.11)
when necessary.
Discrete gradients are non-unique, compare [13, 20, 24]. Here we confine
ourselves to the simplest form of the discrete gradient, namely coordinate
increment discrete gradient [20] and to its symmetrization. The coordinate
increment discrete gradient is defined by:
∆H
∆y1
=
H(y1n+1, y
2
n, y
3
n, . . . , y
2m
n )−H(y
1
n, y
2
n, y
3
n, . . . , y
2m
n )
y1n+1 − y
1
n
,
∆H
∆y2
=
H(y1n+1, y
2
n+1, y
3
n, . . . , y
2m
n )−H(y
1
n+1, y
2
n, . . . , y
2m
n )
y2n+1 − y
2
n
,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∆H
∆y2m
=
H(y1n+1, y
2
n+1, . . . , y
2m
n+1)−H(y
1
n+1, y
2
n+1, . . . , y
2m
n )
y2mn+1 − y
2m
n
.
(6.12)
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where, to fix our attention, y is defined by (6.8). In fact, we may identify with
y any permutation of 2m components xk, pj. Thus we have (2m)! discrete
gradients of this type (in particular cases some of them may be identical).
Having any discrete gradient we can easily obtain the related symmetric
discrete gradient
∇¯sH(yn, yn+1) =
1
2
(
∇¯H(yn, yn+1) + ∇¯H(yn+1, yn)
)
. (6.13)
One can easily verify that ∇¯sH satisfies conditions (6.10) provided that they
are satisfied by ∇¯H .
6.3 Linearization of discrete gradients
In order to construct locally exact modifications we need to linearize discrete
gradients defined by (6.12) and (6.13).
Lemma 6.2. Linearization of the coordinate increment discrete gradient
(6.12) around y¯ yields
∇¯H(yn, yn+1) ≈ Hy +
1
2
(Aνn+1 +Bνn) , (6.14)
where we denoted νn = yn − y¯, and
A =


1
2
Hy1y1 0 . . . 0 0
Hy2y1
1
2
Hy2y2 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Hy2m−1y1 Hy2m−1y2 . . .
1
2
Hy2m−1y2m−1 0
Hy2my1 Hy2my2 . . . Hy2my2m−1
1
2
Hp2mp2m

 ,
B =


1
2
Hy1y1 Hy1y2 . . . Hy1y2m−1 Hy1y2m
0 1
2
Hy2y2 . . . Hy2y2m−1 Hy2y2m
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 1
2
Hy2m−1y2m−1 Hy2m−1y2m
0 0 . . . 0 1
2
Hy2my2m

 .
(6.15)
Proof: We denote yˆjn = (y1n+1, . . . , y
j
n+1, y
j+1
n , . . . , y
2m
n )
T . In particular, yˆ0n = yn
and yˆ2mn = yn+1. Expanding H(yˆ
j
n) around yˆ
j−1
n , we get
H(yˆjn) = H(yˆ
j−1
n )+Hyj(yˆ
j−1
n )(y
j
n+1−y
j
n)+
1
2
Hyjyj(yˆ
j−1
n )(y
j
n+1−y
j
n)
2+. . . (6.16)
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Hence
∆H
∆yj
=
H(yˆjn)−H(yˆ
j−1
n )
y
j
n+1 − y
j
n
= Hyj (yˆ
j−1
n )+
1
2
Hyjyj (yˆ
j−1
n )(y
j
n+1− y
j
n)+ . . . (6.17)
Then, from the definition of νn, we have
y
j
n+1 − y
j
n = ν
j
n+1 − ν
j
n ,
yˆj−1n = y¯ +
(
ν1n+1, . . . , ν
j−1
n+1, ν
j
n, . . . , ν
2m
n
)
,
(6.18)
and, taking it into account, we rewrite (6.17) as
∆H
∆yj
= Hyj(y¯)+
j−1∑
k=1
Hyjyk(y¯) ν
k
n+1+
2m∑
k=j
Hyjyk(y¯) ν
k
n+
1
2
Hyjyj (y¯)(ν
j
n+1−ν
j
n)+. . .
(6.19)
which is equivalent to (6.14), (6.15). ✷
Lemma 6.3. Linearization of the symmetric discrete gradient yields
∇¯sH(yn, yn+1) ≈ Hy +
1
2
Hyy (νn + νn+1) , (6.20)
where Hyy is the Hessian matrix of H, evaluated at y¯.
Proof: We observe that A+B = Hyy and then we use (6.13) and (6.14). ✷
6.4 Conservative properties of modified discrete gra-
dients
In the one-dimensional case the corresponding locally exact modification is
clearly energy-preserving, compare section 5.1. In the general case, conser-
vative properties are less obvious. In this section we present several useful
results.
Lemma 6.4. We assume that a 2m × 2m matrix Λ (depending on h and,
possibly, on other variables) is skew-symmetric (i.e., ΛT = −Λ) and
lim
h→0
Λ
h
= S , S =
(
0 1
−1 0
)
. (6.21)
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Then, the numerical scheme
yn+1 − yn = Λ∇¯H , (6.22)
where yn is defined by (6.8) and ∇¯H satisfies (6.10), is a consistent integrator
for (6.1) preserving the energy integral up to round-off error.
Proof: The consistency follows immediately form (6.21). The energy preservation
can be shown in the standard way. Using the standard scalar product in R2m, we
multiply both sides of (6.22) by ∇¯H
〈∇¯H | yn+1 − yn〉 = 〈∇¯H | Λ∇¯H〉 . (6.23)
By virtue of (6.10) the left-hand side equals H(yn+1) − H(yn). The right hand
side vanishes due to the skew symmetry of Λ. Hence H(yn+1) = H(yn). ✷
Lemma 6.5. We assume that 2m× 2m matrix θ is of the following form
θ =
(
δ −σ
ρ δT
)
, ρT = −ρ , σT = −σ , lim
h→0
θ
h
= 1 (6.24)
(where δ, σ, ρ are m × m matrices) and ∇¯H is (any) discrete gradient.
Then, the numerical scheme given by
yn+1 − yn = θS∇¯H (6.25)
preserves the energy integral exactly, i.e., H(xn+1, yn+1) = H(xn, yn).
Proof: We observe that θS is skew-symmetric, and then we use Lemma 6.4. ✷
We easily see that (6.25) reduces to the standard discrete gradient scheme
when we take θ = hn (i.e., θ is proportional to the unit matrix).
Lemma 6.6. If θ is of the form (6.24) and z 7→ f(z) is any analytic
function, then f(θ) is also of the form (6.24).
Proof: First, we will show that the conditions (6.24) are equivalent to
θT = S−1θS . (6.26)
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Indeed, assuming a general form of θ, e.g., θ =
(
δ −σ
ρ γ
)
we see that the con-
straint (6.26) is equivalent to γ = δT , ρT = −ρ and σT = −σ. Then the proof is
straightforward. Assuming f(z) =
∞∑
k=1
anz
n, we obtain
(
∞∑
k=1
akθ
k
)T
=
∞∑
k=1
ak
(
S−1θS
)k
= S−1
(
∞∑
k=1
akθ
k
)
S , (6.27)
i.e., f(θ)T = S−1f(θ)S. ✷
Corollary 6.7. If θT = S−1θS and f is an analytic function, then the
scheme yn+1 − yn = f(θ)S∇¯H preserves exactly the energy integral H.
6.5 Locally exact symmetric discrete gradient scheme
We begin with the symmetric case because section 5 suggests that the coordi-
nate increment discrete gradient case is more difficult. In the symmetric case
a locally exact modification is derived similarly as in the one-dimensional
case.
Proposition 6.8. The following modification of the symmetric discrete gra-
dient scheme is locally exact at y¯:
yn+1 − yn = θnS∇¯sH , (6.28)
where
θn = 2(F
′)−1 tanh
hnF
′
2
, (6.29)
and F ′, given by (6.6), is evaluated at y = y¯.
Proof: We are going to derive (6.29), assuming that θn depends on y¯ and h. By
virtue of Lemma 6.3 the linearization of (6.28) is given by
νn+1 − νn = θnS
(
Hy +
1
2
Hyy(νn+1 + νn)
)
. (6.30)
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Taking into account (6.6) we transform (6.30) into(
1−
1
2
θnF
′
)
νn+1 =
(
1 +
1
2
θnF
′
)
νn + θnF . (6.31)
The scheme (6.28) is locally exact iff (6.31) coincides with (6.7). Therefore, we
require that(
1−
1
2
θnF
′
)
ehnF
′
= 1 +
1
2
θnF
′ , (6.32)
(
1−
1
2
θnF
′
)(
ehnF
′
− 1
)
(F ′)−1F = θnF . (6.33)
From equation (6.32) we can compute θn which yields (6.29). Equation (6.33) is
automatically satisfied provided that (6.32) holds. ✷
Proposition 6.9. The numerical scheme (6.28) with θn given by (6.29) is
energy-preserving.
Proof: We have F ′ = SHyy . Therefore, (F
′)T = −HyyS = −S
−1F ′S, and, as a
consequence
((F ′)2)T = S−1(F ′)2S . (6.34)
It means that (F ′)2 has the form (6.24). The formula (6.29) expresses θn as an
analytic function of (F ′)2. Finally, we use Lemma 6.6. ✷
In the one-dimensional case (F ′)2 is proportional to the unit matrix which
essentially simplifies arguments presented in this section.
6.6 Locally exact coordinate increment discrete gradi-
ent scheme
The symmetric form of the discrete gradient leads to a simple form of the
locally exact modification. It turns out, however, that starting from the
simplest form of the discrete gradient, namely coordinate increment discrete
gradient [20], we also are able to derive the corresponding locally exact mod-
ification.
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Proposition 6.10. The following modification of the coordinate increment
discrete gradient scheme is locally exact at y¯:
yn+1 − yn = θnS∇¯H , (6.35)
where ∇¯H is given by (6.12),
θn = 2
(
SR + F ′ coth
hnF
′
2
)
−1
, (6.36)
F ′ is given by (6.6) (i.e., F ′ = SHyy), and, finally R = A−B, i.e.,
R =


0 −Hy1y2 . . . −Hy1y2m−1 −Hy1y2m
Hy2y1 0 . . . −Hy2y2m−1 −Hy2y2m
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Hy2m−1y1 Hy2m−1y2 . . . 0 Hy2m−1y2m
Hy2my1 Hy2my2 . . . Hy2my2m−1 0

 . (6.37)
F ′ and R are evaluated at y = y¯.
Proof: We are going to derive (6.36), assuming that θn depends on y¯ and h. By
virtue of Lemma 6.2 the linearization of (6.35) is given by
νn+1 − νn = θnS(Aνn+1 +Bνn) + θnSHy . (6.38)
Hence, taking into account that SHy = F ,
(1− θnSA)νn+1 = (1 + θnSB)νn + θnF . (6.39)
The scheme (6.35) is locally exact iff (6.39) coincides with (6.7). Therefore, we
require that
(1− θnSA) e
hnF
′
= 1 + θnSB , (6.40)
(1− θnSA)
(
ehnF
′
− 1
)
(F ′)−1F = θnF . (6.41)
Inserting (6.40) into (6.41) we get
θnS(B +A)(F
′)−1F = θnF , (6.42)
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which is identically satisfied by virtue of A+ B = Hyy = S
−1F ′, compare (6.15).
The remaining equation, (6.40), defines θn:
θn
(
SAehnF
′
+ SB
)
= ehnF
′
− 1 . (6.43)
In order to simplify (6.43) we introduce R = A− B (R is antisymmetric because
B = AT ). Then, taking into account SA+ SB = F ′, we get
SA =
1
2
F ′ +
1
2
SR , SB =
1
2
F ′ −
1
2
SR . (6.44)
Substituting it into (6.43) we complete the proof. ✷
Proposition 6.11. The numerical scheme (6.35) with θn given by (6.36) is
energy-preserving, i.e., H(yn+1) = H(yn).
Proof: We have
θTn = 2
(
(SR)T +
(
F ′ coth
hnF
′
2
)T)−1
= S−1θnS , (6.45)
because
(SR)T = (−R)(−S) = S−1 (SR)S (6.46)
and, by virtue of Lemma 6.6,(
F ′ coth
hnF
′
2
)T
= S−1
(
F ′ coth
hnF
′
2
)
S , (6.47)
where we took into account (6.34). Then, we use Corollary 6.7. ✷
6.7 Separable Hamiltonians. Multidimensional case
In the case of one degree of freedom the assumption Hxp = 0 simplifies final
formulas and yields the same results for both considered gradient schemes,
see section 5.3. In the multidimensional separable case, i.e.,
H(x,p) = T (p) + V (x) , (6.48)
a considerable simplification occurs only for the symmetric discrete gradient.
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Proposition 6.12. The numerical scheme
δ−1n (xn+1 − xn) = ∇¯sT (pn, pn+1)
(δTn )
−1
(
pn+1 − pn
)
= −∇¯sV (xn,xn+1)
(6.49)
preserves exactly the energy integral (for any m×m matrix δn), i.e., T (pn)+
V (xn) does not depend on n. This scheme is locally exact for
δn = 2Ω
−1
n tan
hnΩn
2
, Ω2n = Tpp(x¯, p¯)Vxx(x¯, p¯) . (6.50)
Proof: The first part of the Proposition follows directly from Lemma 6.5 (in this
case σ = ρ = 0, and δ = δn). The second part is a consequence of Proposition 6.8.
We have F = (Tp,−Vx)
T and
F ′ =
(
0 Tpp
−Vxx 0
)
, (F ′)2 = −
(
TppVxx 0
0 VxxTpp
)
, (6.51)
where all quantities are evaluated at (x¯, p¯). We denote Ω2n = TppVxx, and then
(F ′)2 = −
(
Ω2n 0
0 (ΩTn )
2
)
(6.52)
and
2(F ′)−1 tanh
hnF
′
2
=
(
hntanc
(
1
2hnΩn
)
0
0 hntanc
(
1
2hnΩ
T
n
) ) . (6.53)
We complete the proof applying Proposition 6.8, compare also Proposition 6.9. ✷
Formulas of Corollary 2.4 are strikingly similar to those given in Proposi-
tion 6.12. This is due to the fact that locally exact discretizations applied to
linear systems yield exact integrators. Indeed, the harmonic oscillator (2.6)
is a special case of (6.48) for
T (p) =
1
2
p2 , V (x) =
1
2
〈x | Ω2x〉 − 〈x | a〉 (6.54)
Then Tpp = 1 and Vxx = Ω
2. Hence ΩT = Ω and δTn = δn. Proposition 2.5 is
an obvious consequence of Proposition 6.12.
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7 Concluding remarks
We presented a new construction of very accurate numerical schemes based
on the notion of local exactness. This notion is known (although under
different names) since almost fifty years. The original application, see [29],
has been confined to the exact discretization of linearized equations, compare
section 3.3. We obtain in this way one particular locally exact integrator,
which has some advantages (e.g., it can serve as a good predictor, ([9], section
V.A) but lacks geometric properties and stability of, for instance, locally
exact discrete gradient methods [9].
Our approach has two new features. First, we modify known numerical
schemes in a locally exact way. Any numerical scheme admits at least one
(usually more) natural locally exact modification, see section 4. Second, we
try to preserve geometric properties of the original numerical scheme. This
task is not trivial. In this paper we present one successful application: lo-
cally exact modifications of discrete gradient methods for canonical Hamilton
equations. We are able to preserve exactly the energy integral and, in the
same time, increase the accuracy by many orders of magnitude. Another
advantage is a variable time step. Unlike symplectic methods (which work
mostly for the constant time step) discrete gradient methods admit con-
servative modifications with variable time step. Therefore, one may easily
implement any variable step method in order to obtain further improvement.
We devoted a lot of attention to the one-dimensional case, presenting it
independently from the general, multidimensional case. The reason is not
only pedagogical but also practical. One-dimensional case already proved to
be successful [9, 11]. The proposed modification, although more expensive
(but only by a dozen or so percents), turns out to be more accurate even
by 8 orders of magnitude in comparison to the standard discrete gradient
scheme. Therefore, in the case of one degree of freedom our modifications are
very efficient. In multidimensional cases the relative cost of our algorithm is
higher, but still we hope that our method will be of advantage. Modifications
proposed in this paper contain exponentials of variable matrices. Similar
time-consuming evaluations are characteristic for all exponential integrators
and in this context effective methods of computing matrix exponentials have
been recently developed [16, 28].
We presented locally exact modifications from a unified theoretical per-
spective. There are many possible further developments. First of all, we plan
to apply our approach to chosen multidimensional problems, testing the ac-
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curacy of locally exact schemes by numerical experiments. Then, we would
like to extend the range of applications. Throughout this paper we assumed
the autonomous case, x˙ = F (x). The extension on the non-autonomous case
can be done along lines indicated already in the Pope’s paper [29]. A separate
problem is to obtain in this case any locally exact modification with geometric
properties. Another open problem is the construction of locally exact (or, at
least, linearization-preserving) deformations of generalized discrete gradient
algorithms preserving all first integrals (see [24]). Linearization-preserving
integrators form an important subclass of locally exact schemes. It would be
worthwhile to study linearization-preserving modifications of geometric nu-
merical integrators, especially in those cases when locally exact are difficult
or impossible to construct.
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