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ENTIRE SOLUTIONS TO SEMILINEAR
NONLOCAL EQUATIONS IN R2
XAVIER ROS-OTON AND YANNICK SIRE
Abstract. We consider entire solutions to Lu = f(u) in R2, where L is a general
nonlocal operator with kernel K(y). Under certain natural assumtions on the
operator L, we show that any stable solution is a 1D solution. In particular, our
result applies to any solution u which is monotone in one direction. Compared to
other proofs of the De Giorgi type results on nonlocal equations, our method is
the first successfull attempt to use the Liouville theorem approach to get flatness
of the level sets.
Contents
1. Introduction 1
Assumptions on the kernel 2
2. Proof of the main result 4
3. A characterization of stability 7
4. Satisfying assumption (H2) 11
Acknowledgements 11
References 12
1. Introduction
This paper is concerned with the study of bounded solutions to semilinear equa-
tions
Lu = f(u) in R2 (1)
for nonlocal elliptic operators of the form
Lu(x) = PV
∫
R2
(
u(x)− u(x+ y)
)
K(y) dy. (2)
More precisely, we study the 1D symmetry of stable solutions to (1).
When L is the Laplacian −∆, the interest in this type of problems goes back to
a conjecture of de Giorgi [DG79], and several works have been devoted to study the
Allen-Cahn equation
−∆u = u− u3 in Rn.
Key words and phrases. Integro-differential equations; stable solutions, de Giorgi conjecture.
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Solutions to this problem are by now quite well understood. Indeed, in dimension
2, Ghoussoub and Hui proved that any monotone solution is 1D (see [GG98]); in
dimension 3 it has been proved by Ambrosio and Cabre´ in [AC00]. For dimensions
between 4 and 8, under a natural assumption on the limit profiles, Savin proved the
conjecture [Sav09].
On the other hand, in the last years several works have been devoted to the study
of semilinear nonlocal equations of the type
(−∆)su = f(u) in Rn.
Here, (−∆)s is the fractional Laplacian, which corresponds to K(y) = c|y|−n−2s
in (2), s ∈ (0, 1). In particular, in the paper [SV09], one of the authors and Valdinoci
proved that any bounded stable solution of the previous equation in n = 2 is one-
dimensional. Another proof of this result, established independently at the same
time, can be found also in [CS15]. This is the idea of this latter proof that we will
follow. In the papers [CC10, CC14], Cabre´ and Cinti extended this result to n = 3
for s ≥ 1
2
.
These results are all based on the extension problem for (−∆)s, which transforms
the nonlocal problem in Rn into a local one in Rn+1+ (see [CS07]). However, no result
was known for any other nonlocal operator of the form (2).
The novelty of our approach is that it does not use the so-called Caffarelli-Silvestre
extension. We have been aware, while we were writing the paper, that Cinti, Serra
and Valdinoci have another proof of our result using a quantitative stability argu-
ment (see [CSV15]).
The goal of the present paper is to establish this type of symmetry result in two
dimensions for a class of nonlocal operators of the form (2).
Assumptions on the kernel. We make the following assumptions on L:
(H1) The operator L is of the form (2), with the kernel K satisfying K ≥ 0 and
K(y) = K(−y). Moreover, K has compact support in B1
K ≡ 0 in Rn \B1,
and ∫
B1
|y|2K(y)dy ≤ C.
(H2) The operator L satisfies the following Harnack inequality : If ϕ > 0 is a
solution to Lϕ + c(x)ϕ = 0 in R2, with c(x) ∈ L∞(Rn), then
sup
B1(x0)
ϕ ≤ C inf
B1(x0)
ϕ
for any x0 ∈ R
2.
(H3) The following Ho¨lder estimate holds: If w is a bounded solution to Lw = g
in B1, with g ∈ L
∞(B1), then
‖w‖Cα(B1/2) ≤ C
(
‖g‖L∞(B1) + ‖w‖L∞(Rn))
)
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for some constants α > 0 and C. Moreover, the space HK(R
2), defined as
the closure of C∞c (R
2) under the norm
‖w‖2HK(R2) =
1
2
∫
R2
∫
R2
(
w(x)− w(x+ y)
)2
K(y) dy dx,
is compactly embedded in L2(R2).
As we will see, assumptions (H1) and (H2) are important for our purposes. The
assumption (H3) is mainly to make sure that solutions u satisfy |∇u| ∈ L∞(R2),
and to prove the equivalence between the two definitions of stability below.
As said before, we consider stable solutions. As in the classical case of local
equations, we have two equivalent definitions of stability: a variational one, and a
non-variational one. We will show in Lemma 3.1 that, thanks to (H2)-(H3), these
two definitions are equivalent.
Definition 1.1. Assume that (H2)-(H3) hold.
A bounded solution u to (1) is said to be stable if
1
2
∫
R2
∫
R2
(
ψ(x)− ψ(x+ y)
)2
K(y) dy dx ≥
∫
R2
f ′(u)ψ2
for every ψ ∈ C∞c (R
2).
Equivalently, u is said to be stable if there exists a bounded solution ϕ > 0 to
Lϕ = f ′(u)ϕ in R2
i.e. ϕ solves the linearization of the problem (1).
Our main result is the following.
Theorem 1.2. Let L be given by (2), and assume that (H1)-(H2)-(H3) hold. Let f
be a locally Lipschitz nonlinearity, and u be any bounded stable solution to (1).
Then, u is a 1D function, i.e., u(x) = w(x · a) for some a ∈ S1.
Estimates of the form (H3) have been widely studied, and are known for many
different classes of kernels; see the results of Silvestre [Sil06] and also Kassmann-
Mimica [KM08]. Still, in order to keep our results cleaner, we prefer to state our
result under the only assumptions (H1)-(H2)-(H3).
Similarly, Harnack inequalities have been widely studied and are known for dif-
ferent classes of kernels K(y); see for instance a rather general form of the Harnack
inequality in [DCKP14]. Notice that in our case, we need an Harnack inequality
with a zero order term in the equation. It has been proved when the integral oper-
ator is the pure fractional Laplacian in [CS14] and refined in [TX11]. It is by now
well known that the Harnack inequality may fail depending on the kernel K under
consideration, and a characterization of the classes of kernels for which it holds is
out of the scope of this paper. Thus, in order to keep the statements of our results
clean, we have decided to state them under the general assumptions (H1)-(H2)-(H3).
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An important example of stable solutions are monotone solutions, i.e., solutions
u for which ∂eu > 0 for some direction e. Indeed, one just has to take ϕ = ∂eu in
Definition 1.1.
As a direct consequence of Theorem 1.2, we find the following.
Corollary 1.3. Let L be given by (2), and assume that (H1)-(H2)-(H3) hold. Let
f be a locally Lipschitz nonlinearity, and u be any bounded solution to (1).
If ∂eu > 0 for some direction e, then u is a 1D function.
In the next Section we prove our main result, Theorem 1.2, and Corollary 1.3.
After this, we prove in Section 3 the equivalence between the two definitions of
stability.
2. Proof of the main result
Theorem 1.2 will follow from the following two results. The first one gives an
equation for
σ =
∂xiu
ϕ
, (3)
where u is the solution of Theorem 1.2 and ϕ > 0 is given by Definition 1.1.
Proposition 2.1. Let L, u, and ϕ be as in Theorem 1.2, and let σ be defined by (3).
Then, ∫
R2
∫
R2
η2(x)σ(x)
(
σ(x)− σ(z)
)
ϕ(x)ϕ(z)K(x − z)dx dx = 0 (4)
for all η ∈ C∞c (R
2).
The second one is the following.
Proposition 2.2. Let L, u, and ϕ be as in Theorem 1.2, and let σ be defined by (3).
Assume (4) holds for all η ∈ C∞c (R
2). Then, σ is constant.
We first prove Proposition 2.1.
Proof of Proposition 2.1. First, notice that
L(σϕ) = σLϕ + ϕLσ − I(ϕ, σ)
where
I(ϕ, σ)(x) :=
∫
R2
(
σ(x)− σ(z)
)(
ϕ(x)− ϕ(z)
)
K(x− z) dz.
On the other hand, since σϕ = ∂xiu, then
L(σϕ) = L∂xiu = f
′(u)∂xiu
Moreover, since ϕ solves Lϕ = f ′(u)ϕ, then
σLϕ = f ′(u)∂xiu.
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Hence, we end up with the equation
0 = ϕLσ − I(ϕ, σ)
= ϕ(x)
∫
R2
(
σ(x)− σ(z)
)
K(x− z) dz
−
∫
R2
(
σ(x)− σ(z)
)(
ϕ(x)− ϕ(z)
)
K(x− z) dz
=
∫
R2
(
σ(x)− σ(z)
)
ϕ(x)ϕ(z)K(x− z)dz.
Multiplying by η2(x)σ(x) and integrating in x, we find that σ satisfies (4). 
To prove Proposition 2.2, we will need the following.
Lemma 2.3. Let L, u, and ϕ be as in Theorem 1.2, and let σ = ∂xiu/ϕ.
Let R > 1, and let η ∈ C∞(R2) be such that
η ≡ 1 in BR, η ≡ 0 in R
2 \B2R, |∇η| ≤
C
R
.
Then, ∫
R2
∫
R2
(
σ(x) + σ(z)
)2(
η(x)− η(z)
)2
ϕ(x)ϕ(z)K(x − z)dx dz ≤ C
for some constant C independent of R.
Proof. Recall that, thanks to (H1), we have that K ≡ 0 in R2 \B1. Moreover,(
η(x)− η(x+ y)
)2
≤
C|y|2
R2
χB3R(x) for |y| ≤ 1.
Therefore, it suffices to bound
1
R2
∫
B3R
dx
∫
B1
dy
(
σ(x) + σ(x+ y)
)2
ϕ(x)ϕ(x+ y) |y|2K(y).
But notice that, since |∇u| ≤ C, then
|σ| =
|∇u|
ϕ
≤
C
ϕ
,
and thus (
σ(x) + σ(x+ y)
)2
≤
C
ϕ2(x)
+
C
ϕ2(x+ y)
.
This yields(
σ(x) + σ(x+ y)
)2
ϕ(x)ϕ(x+ y) ≤ C
(
ϕ(x)
ϕ(x+ y)
+
ϕ(x+ y)
ϕ(x)
)
.
Now, by the Harnack inequality (H2), we have
ϕ(x)
ϕ(x+ y)
+
ϕ(x+ y)
ϕ(x)
≤ C
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for all x ∈ R2 and y ∈ B1. Hence, we have
1
R2
∫
B3R
dx
∫
B1
dy
(
σ(x) + σ(x+ y)
)2
ϕ(x)ϕ(x+ y) |y|2K(y)
≤
C
R2
∫
B3R
dx
∫
B1
dy |y|2K(y) ≤
C
R2
|B3R| ≤ C,
and the Lemma is proved. 
We can now give the:
Proof of Proposition 2.2. First, symmetrizing (4) in x and z, we get∫
R2
∫
R2
(
η2(x)σ(x)− η2(z)σ(z)
)(
σ(x)− σ(z)
)
ϕ(x)ϕ(z)K(x− z)dz dx = 0
for all η ∈ C∞c (R
2). Thus, using that
2
(
η2(x)σ(x)−η2(z)σ(z)
)
=
(
σ(x)−σ(z)
)(
η2(x)+η2(z)
)
+
(
σ(x)+σ(z)
)(
η2(x)−η2(z)
)
,
we find the new equation
I(R) :=
∫
R2
∫
R2
(
σ(x)− σ(z)
)2(
η2(x) + η2(z)
)
ϕ(x)ϕ(z)K(x − z)dz dx
= −
∫
R2
∫
R2
(
σ2(x)− σ2(z)
)(
η2(x)− η2(z)
)
ϕ(x)ϕ(z)K(x − z)dz dx.
(5)
Let us now take η such that
η ≡ 1 in BR, η ≡ 0 in R
2 \BR,
with R > 1 is large enough. Then, using the Cauchy-Schwarz inequality and that(
η(x) + η(z)
)2
≤ 2
(
η2(x) + η2(z)
)
,
|I(R)|2 ≤
(∫ ∫
{η(x)6=η(z)}
(
σ(x)− σ(z)
)2(
η2(x) + η2(z)
)
ϕ(x)ϕ(z)K(x − z)dx dz
)
×
(∫
R2
∫
R2
(
σ(x) + σ(z)
)2(
η(x)− η(z)
)2
ϕ(x)ϕ(z)K(x− z)dx dz
)
.
(6)
Moreover, by Lemma 2.3, the last integral is bounded (uniformly in R).
This means that I(R) ≤ C, and letting R→∞,∫
R2
∫
R2
(
σ(x)− σ(z)
)2
ϕ(x)ϕ(z)K(x− z)dz dx ≤ C.
But then, letting R→∞ in (6), we have∫ ∫
{η(x)6=η(z)}
(
σ(x)− σ(z)
)2(
η2(x) + η2(z)
)
ϕ(x)ϕ(z)K(x− z)dx dz −→ 0,
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and therefore, ∫
R2
∫
R2
(
σ(x)− σ(z)
)2
ϕ(x)ϕ(z)K(x − z)dz dx = 0.
Since ϕ > 0, this means that σ is constant, and the Proposition is proved. 
Finally, we give the:
Proofs of Theorem 1.2 and Corollary 1.3. The result follows from Propositions 2.1
and 2.2. Indeed, using these results we find that any partial derivative ∂xiu satisfies
σ =
∂xiu
ϕ
= ci
for some constants c1 and c2.
This means that ∂eu ≡ 0 in R
2 for e = c2e1−c1e2, and thus u is a 1D solution. 
Remark 2.4. It is important to remark that that for monotone solutions (say in
the x2 direction), assumption (H3) is actually not needed. One just needs to take
ϕ = ∂x2u in the previous argument, in which we did not used (H3). However, this
assumption is required for the argument in the next section.
3. A characterization of stability
This section is devoted to the following lemma.
Lemma 3.1. Assume that (H2) and (H3) hold, and let u be any bounded solution
to (1). Then, the following statements are equivalent.
(i) The following inequality
1
2
∫
R2
∫
R2
(
ξ(x)− ξ(x+ y)
)2
K(y) dz dx ≥
∫
R2
f ′(u)ξ2
holds for every ξ ∈ C∞c (R
2).
(ii) There exists a bounded solution ϕ > 0 to
Lϕ = f ′(u)ϕ in R2
i.e. ϕ solves the linearization of the problem (1).
Proof. Let us first show that (ii) =⇒ (i).
Let ξ ∈ C∞c (R
2). Using ξ2/ϕ as a test function in the equation Lϕ = f ′(u)ϕ, we
find ∫
R2
f ′(u)ξ2 =
∫
R2
ξ2
ϕ
Lϕ.
Next, we use the integration by parts type formula∫
R2
v Lw =
1
2
∫
R2
B(v, w),
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where
B(v, w)(x) :=
∫
R2
∫
R2
(
v(x)− v(y)
)(
w(x)− w(y)
)
K(x− y)dy.
We find ∫
R2
f ′(u)ξ2 =
1
2
∫
R2
B
(
ϕ, ξ2/ϕ
)
.
Now, it is immediate to check that
ξ2(x)
ϕ(x)
−
ξ2(y)
ϕ(y)
=
(
ξ2(x)− ξ2(y)
) ϕ(x) + ϕ(y)
2ϕ(x)ϕ(y)
− (ϕ(x)− ϕ(y))
ξ2(x) + ξ2(y)
2ϕ(x)ϕ(y)
,
and this yields
2
∫
R2
f ′(u)ξ2 =
∫
R2
∫
R2
(
ϕ(x)− ϕ(y)
) (
ξ2(x)− ξ2(y)
) ϕ(x) + ϕ(y)
2ϕ(x)ϕ(y)
K(x− y)dx dy
−
∫
R2
∫
R2
(
ϕ(x)− ϕ(y)
)2 ξ2(x) + ξ2(y)
2ϕ(x)ϕ(y)
K(x− y)dx dy.
Let us now show that
Θ(x, y) :=
(
ϕ(x)− ϕ(y)
) (
ξ2(x)− ξ2(y)
) ϕ(x) + ϕ(y)
2ϕ(x)ϕ(y)
−
(
ϕ(x)− ϕ(y)
)2 ξ2(x) + ξ2(y)
2ϕ(x)ϕ(y)
≤
(
ξ(x)− ξ(y)
)2
.
(7)
Once this is proved, then we will have
2
∫
R2
f ′(u)ξ2 ≤
∫
R2
∫
R2
(
ξ(x)− ξ(y)
)2
K(x− y)dx dy,
and thus the result will be proved.
To establish (7), it is convenient to write Θ as
Θ(x, y) = 2
(
ϕ(x)− ϕ(y)
)(
ξ(x)− ξ(y)
) ξ(x) + ξ(y)
ϕ(x) + ϕ(y)
·
(
ϕ(x) + ϕ(y)
)2
4ϕ(x)ϕ(y)
−
(
ϕ(x)− ϕ(y)
)2
·
(
ξ(x) + ξ(y)
ϕ(x) + ϕ(y)
)2
2ξ2(x) + 2ξ2(y)(
ξ(x) + ξ(y)
)2 ·
(
ϕ(x) + ϕ(y)
)2
4ϕ(x)ϕ(y)
.
Now, using the inequality
2
(
ϕ(x)− ϕ(y)
)(
ξ(x)− ξ(y)
) ξ(x) + ξ(y)
ϕ(x) + ϕ(y)
≤
≤
(
ξ(x)− ξ(y)
)2
+
(
ϕ(x)− ϕ(y)
)2
·
(
ξ(x) + ξ(y)
ϕ(x) + ϕ(y)
)2
,
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we find
Θ(x, y) ≤
(
ξ(x)− ξ(y)
)2 (ϕ(x) + ϕ(y))2
4ϕ(x)ϕ(y)
+
+
(
ϕ(x)− ϕ(y)
)2
·
(
ξ(x) + ξ(y)
ϕ(x) + ϕ(y)
)2
·
(
ϕ(x) + ϕ(y)
)2
4ϕ(x)ϕ(y)
·
{
1−
2ξ2(x) + 2ξ2(y)(
ξ(x) + ξ(y)
)2
}
.
But since
1−
2ξ2(x) + 2ξ2(y)(
ξ(x) + ξ(y)
)2 = −
(
ξ(x)− ξ(y)
)2(
ξ(x) + ξ(y)
)2 ,
then
Θ(x, y) ≤
(
ξ(x)− ξ(y)
)2 (ϕ(x) + ϕ(y))2
4ϕ(x)ϕ(y)
−
(
ϕ(x)− ϕ(y)
)2
·
(
ξ(x)− ξ(y)
)2
4ϕ(x)ϕ(y)
=
(
ξ(x)− ξ(y)
)2
4ϕ(x)ϕ(y)
{(
ϕ(x) + ϕ(y)
)2
−
(
ϕ(x)− ϕ(y)
)2}
=
(
ξ(x)− ξ(y)
)2
.
Hence (7) is proved, and the result follows.
Let us now show that (i) =⇒ (ii). Assume (i) holds.
Let ξ be a smooth compactly supported function in R2 and consider the quadratic
form
QR(ξ) =
1
2
∫
Rn
∫
R2
(
ξ(x)− ξ(x+ y)
)2
K(y) dx dy −
∫
BR
f ′(u)ξ2 dx.
Let us define HK(R
2) as the closure of C∞c (R
2) under the norm
‖w‖HK(Rn) :=
∫
Rn
∫
Rn
(
w(x)− w(x+ y)
)2
K(y) dx dy.
Let λR be the infimum of QR among the class SR defined by
SR =
{
ξ ∈ HK(R
2) : ξ ≡ 0 in Rn\BR,
∫
BR
ξ2 = 1
}
Since the functional QR is bounded from below (since f
′(u) is bounded) and thanks
to the compactness assumption in (H3), the infimum λR is attained for a function
φR ∈ SR. Moreover, because of the stability condition (i), we have λR ≥ 0.
It is easy to see that φR ≥ 0 —since if φ is minimizer then |φ| is also a minimizer.
Thus, the function φR ≥ 0 is a solution, not identically zero, of the problem{
LφR = f
′(u)φR + λRφR, in BR,
φR = 0 in R
n\BR.
It follows from the strong maximum principle that φR > 0 in BR.
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On the other hand, for any R < R′ we have∫
BR′
φRLφR′ =
∫
BR′
φR′LφR <
∫
BR
φR′LφR.
This inequality follows from the fact that φR = 0 in BR′ \BR, and thus LφR < 0 in
that annulus. Hence, using the equations for φR and φR′ we deduce that
λR′
∫
BR
φRφR′ < λR
∫
BR
φRφR′.
Therefore, λR′ < λR for any R
′ > R. In particular, λR > 0 for all R.
Now consider the problem{
LϕR = f
′(u)ϕR, in BR,
ϕR = cR in R
2\BR.,
for cR > 0. The solution to this problem can be found by writing ψR = ϕR − cR,
which solves {
LψR = f
′(u)ψR + cRf
′(u), in BR,
ψR = 0 in R
n\BR.
It is immediate to check that the energy functional associated to this problem is
bounded from below and coercive, thanks to the inequality λR > 0.
Next we claim that ϕR > 0 in BR. To show this, we use ϕ
−
R as a test function for
the equation for ϕR. We find
1
2
∫
Rn
∫
Rn
(
ϕR(x)− ϕR(x+ y)
)(
ϕ−R(x)− ϕ
−
R(x+ y)
)
K(y) dx dy =
∫
BR
f ′(u)ϕRϕ
−
R
= −
∫
BR
f ′(u)|ϕ−R|
2.
Now, since(
ϕR(x)− ϕR(x+ y)
)(
ϕ−R(x)− ϕ
−
R(x+ y)
)
≤ −
(
ϕ−R(x)− ϕ
−
R(x+ y)
)2
,
this yields
QR(ϕ
−
R) =
1
2
∫
Rn
∫
Rn
(
ϕ−R(x)− ϕ
−
R(x+ y)
)2
K(y) dx dy −
∫
BR
f ′(u)|ϕ−R|
2 dx ≤ 0.
Since λR > 0, this means that ϕ
−
R ≡ 0, and thus ϕR ≥ 0. By the strong maximum
principle, ϕR > 0 in BR.
Finally, let us choose the constant cR > 0 so that ϕR(0) = 1. Then, by Harnack
inequality (H2) and the Ho¨lder regularity (H3), the function ψR converges to a
function ϕ > 0 in R2 and satisfying (ii). 
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4. Satisfying assumption (H2)
In this section, we comment on the validity of the Harnack inequality with a zero
order. Consider equation in (H2), i.e.
Lϕ = f ′(u)ϕ
where ϕ > 0 in R2 and L has compact support. Following the approach of [DCKP14],
the crucial part to prove the Harnack inequality we need is a logarithmic lemma.
They proved:
Lemma 4.1 ([DCKP15]). Let L be an operator of the form
Lu(x) = PV
∫
Rn
(
u(x)− u(x+ y)
)
K(x, y)dy,
with K satisfying
λ
|y|n+2s
χB1(y) ≤ K(x, y) ≤
Λ
|y|n+2s
, s ∈ (0, 1).
Let u ∈ Hs(Rn) be a weak solution of
Lu = 0 in Ω
with suitable boundary conditions in Rn \ Ω. Assume that u ≥ 0 in R2. Then for
any r > 0 and any d > 0∫
Br
∫
Br
K(x, y)
∣∣∣∣log
(
d+ u(x)
d+ u(y)
)∣∣∣∣
2
≤ Crn−2s
for some constant C.
The previous lemma is based on a test function argument multiplying the equation
by φ2/u where φ is a standard cut-off. In our case since the zero order term c(x)
is bounded, the same proof holds paying the price of an additional term in the
right hand side. However, since our kernel is compactly supported then this term is
uniformly controlled, and hence we get for this class of kernels the desired assumption
(H2).
Remark 4.2. Using the so-called Caffarelli-Silvestre extension [CS07], such an Har-
nack inequality has been proved in [CS14] and [TX11].
Acknowledgements
Y.S. is supported by the ANR grants ”HAB” and ”NONLOCAL” and the ERC
grant ”EPSILON”.
X.R. was supported by grants MTM2011-27739-C04-01 (Spain), and 2009SGR345
(Catalunya)
12 X. ROS-OTON AND Y. SIRE
References
[AC00] Luigi Ambrosio and Xavier Cabre´. Entire solutions of semilinear elliptic equations in
R
3 and a conjecture of De Giorgi. J. Amer. Math. Soc., 13(4):725–739 (electronic),
2000.
[CC10] Xavier Cabre´ and Eleonora Cinti. Energy estimates and 1-d symmandry for nonlinear
equations involving the half-laplacian. Discrande and Continuous Dynamical Systems,
28:1179–1206, 2010.
[CC14] Xavier Cabre´ and Eleonora Cinti. Sharp energy estimates for nonlinear fractional dif-
fusion equations. Calc. Var. Partial Differential Equations, 49(1-2):233–269, 2014.
[CS07] Luis Caffarelli and Luis Silvestre. An extension problem related to the fractional Lapla-
cian. Comm. Partial Differential Equations, 32(7-9):1245–1260, 2007.
[CS14] Xavier Cabre´ and Yannick Sire. Nonlinear equations for fractional Laplacians, I: Regu-
larity, maximum principles, and Hamiltonian estimates. Ann. Inst. H. Poincare´ Anal.
Non Line´aire, 31(1):23–53, 2014.
[CS15] Xavier Cabre´ and Yannick Sire. Nonlinear equations for fractional Laplacians II: Ex-
istence, uniqueness, and qualitative properties of solutions. Trans. Amer. Math. Soc.,
367(2):911–941, 2015.
[CSV15] E. Cinti, J. Serra, and E. Valdinoci. Personal communication. 2015.
[DCKP14] Agnese Di Castro, Tuomo Kuusi, and Giampiero Palatucci. Nonlocal Harnack inequal-
ities. J. Funct. Anal., 267(6):1807–1836, 2014.
[DCKP15] A. Di Castro, T. Kuusi, and G. Palattucci. Local behavior of fractional p-minimizers.
to appear Annales de l’IHP, anal. non lne´aire, 2015.
[DG79] Ennio De Giorgi. Convergence problems for functionals and operators. In Proceedings
of the International Meeting on Recent Methods in Nonlinear Analysis (Rome, 1978),
pages 131–188, Bologna, 1979. Pitagora.
[GG98] N. Ghoussoub and C. Gui. On a conjecture of De Giorgi and some related problems.
Math. Ann., 311(3):481–491, 1998.
[KM08] Carlos E. Kenig and Frank Merle. Global well-posedness, scattering and blow-up for the
energy-critical focusing non-linear wave equation. Acta Math., 201(2):147–212, 2008.
[Sav09] Ovidiu Savin. Regularity of flat level sets in phase transitions. Ann. of Math. (2),
169(1):41–78, 2009.
[Sil06] Luis Silvestre. Ho¨lder estimates for solutions of integro-differential equations like the
fractional Laplace. Indiana Univ. Math. J., 55(3):1155–1174, 2006.
[SV09] Yannick Sire and Enrico Valdinoci. Fractional Laplacian phase transitions and bound-
ary reactions: a geometric inequality and a symmetry result. J. Funct. Anal.,
256(6):1842–1864, 2009.
[TX11] Jinggang Tan and Jingang Xiong. A Harnack inequality for fractional Laplace equations
with lower order terms. Discrete Contin. Dyn. Syst., 31(3):975–983, 2011.
The University of Texas at Austin, Department of Mathematics, 2515 Speedway,
Austin, TX 78751, USA
E-mail address : ros.oton@math.utexas.edu
Universite´ Aix-Marseille, i2m, Marseille, France
E-mail address : yannick.sire@univ-amu.fr
