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Abstrakt 
 
 Tato práce se zabývá hodnocením kvality obrazu pomocí neuronových sítí. V první 
části jsou popsány dva základní způsoby hodnocení kvality obrazu. Jsou to subjektivní 
hodnocení při kterém skupina diváků sleduje obraz vyjadřuje názor na jeho kvalitu a 
objektivní hodnocení, které je založeno na výpočtu hodnot podle matematických vztahů. 
Podrobně je rozebrána objektivní metoda výpočtu SSIM indexu. V druhé části jsou popsány 
základy umělých neuronových sítí. V programu Matlab byla vytvořena neuronová síť, která 
na základě SSIM indexu simuluje subjektivní hodnocení kvality obrazu. 
 
Klíčová slova 
Hodnocení kvality obrazu, SSIM, neuronová síť, MOS  
 
 
Abstract 
 
This thesis studies the assessment of picture quality using the artificial neural network 
approach. In the first part, two main ways to evaluate the picture quality are described. It is 
the subjective assessment of picture quality, where a group of people watches the picture and 
evaluates its quality, and objective assessment which is based on mathematical relations. 
Calculation of structural similarity index (SSIM) is analyzed in detail. In the second part, the 
basis of neural networks is described.  A neural network was created in Matlab, designed to 
simulate subjective assessment scores based on the SSIM index.  
 
 
Keywords 
 
Image quality assessment, SSIM, neural networks, MOS  
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Úvod 
 
Komprimace s nízkým kompresním poměrem způsobuje ztrátu informace a tím 
nevyhnutelné zhoršení kvality přenášeného obrazu nebo obrazové sekvence po dekódování. 
Toto zhoršení musíme nějakým způsobem postihnout a zhodnotit kvalitu obrazu po provedení 
kódovacího algoritmu. Existují dva základní způsoby hodnocení kvality obrazu, a to 
subjektivní a objektivní způsob. 
 
Televizní programy jsou dělány pro lidské diváky, takže jejich subjektivní názor na 
kvalitu je nejdůležitější. Subjektivní hodnocení dekódované obrazové sekvence je celkem 
těžkopádné proti číselnému výpočtu hodnot objektivního hodnocení, je však stále často 
používané, kvůli rozporuplnosti mezi existujícími měřiči objektivní kvality a Lidským 
zrakovým systémem - Human Visual System (HVS).  
 
V 1. kapitole jsou uvedeny metody subjektivního a objektivního měření kvality 
obrazu, zvláště pak způsob výpočtu metriky Structural Similarity Indexu (SSIM). Ve 2. 
kapitole je popsána struktura umělého neuronu jako základního prvku neuronových sítí a dále 
pak popis vícevrstvých perceptronových sítí a algoritmu pro jejich učení. Ve 3. kapitole je 
příklad výpočtu SSIM indexu a dále návrh neuronové sítě pro simulaci výsledků 
subjektivních hodnocení a samotná simulace pomocí neuronových sítí vytvořených 
v programu Matlab. 
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1 Metody hodnocení kvality obrazu 
 
1.1 Subjektivní měření kvality 
 
 Subjektivní měření kvality je dáno názorem lidského diváka, který pozoruje obraz 
nebo obrazovou sekvenci na obrazovce. Vnímání kvality je ovlivňováno mnoha různými 
faktory. Kvůli těmto faktorům je velmi obtížné provést přesné a opakovatelné subjektivní 
měření kvality. Pro získání přesných výsledků subjektivních testů je proto potřeba test 
mnohokrát zopakovat s mnoha různými obrazy (či obrazovými sekvencemi) a mnoho 
různými pozorovateli, kteří budou tyto obrazy hodnotit, což je finančně i časově náročné. 
Testové postupy pro subjektivní měření kvality, včetně podobných pozorovacích podmínek 
při testech, jsou definované v ITU-R Recommendation BT.500-11 [1]. Jsou to tyto metody 
pro subjektivní hodnocení kvality obrazu: 
 
-  Metoda DSCQS (Double Stimulus Continuous Quality Scale method) 
-  Metoda DSIS (Double Stimulus Impairment Scale method) 
-  Metoda SSM (Single Stimulus Method) 
-  Metoda SCM (Stimulus Comparison Method) 
-  Metoda SSCQE (Single Stimulus Continuous Quality Evaluation) 
 
 Metoda DSCQS byla použita při vyhodnocení databáze snímků “LIVE Image Quality 
Assessment Database Release 2" [2], která je využívána v této práci. Výsledek tohoto 
subjektivního měření se pro každý snímek může vypočítat jako tzv. Mean Opinion Score 
(MOS): 
 
( )∑
=
⋅=
5
1
1
i
ipi
N
MOS , 
 
(1.1) 
                                           
kde i je stupeň poškození (viz tab.1),  p(i) je četnost stupně a N počet hodnocení daného 
snímku. Hodnocení probíhá do formuláře na stupnici, která je rozdělena podle tabulky 1.1. 
V použité databázi snímků je pak výsledek převeden na spojitou stupnici od 0 do 100, kde 0 
odpovídá nejlepší kvalitě (nekomprimované referenční obrazy) a 100 kvalitě nejhorší. 
 
 
Tab. 1.1  Stupnice hodnocení metod DSCQS a DSIS 
stupeň poškození DSCQS - kvalita DSIS - zhoršení kvality 
5 Výborná Nevnímatelné 
4 Velmi dobrá Vnímatelné, ale neruší 
3 Dobrá Vnímatelné, mírně ruší 
2 Špatná Rušivé 
1 Velmi špatná Velmi rušivé 
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1.2 Objektivní měření kvality 
 
Toto měření je založeno na výpočtu číselných hodnot podle matematických vztahů. Je 
mnohem rychlejší, jednodušší a levnější než subjektivní měření, ale zatím ho nemůže plně 
zastoupit. Je to proto, že zatím neexistuje objektivní měřící systém, který by dokázal přesně 
reprodukovat výsledky získané subjektivním hodnocením kvality obrazu. Objektivní měření 
se hojně využívá při vývoji obrazových kodérů k jejich vzájemnému srovnávání. V tomto 
případě srovnáváme jen kodéry navzájem a nevadí obtížná srovnatelnost se subjektivními 
výsledky. Srovnáváním subjektivních a objektivních metod a vytvářením norem pro měření 
kvality obrazu se zabývá Video Quality Experts Group (VQEG). 
Při objektivním hodnocení měříme většinou jasovou složku signálu, měřit můžeme i 
barevnou složku.V níže uvedených vztazích je digitální obraz reprezentován maticí M x N, 
kde M je počet sloupců a N počet řádků matice. Hodnoty  f(i,j) a f´(i,j) označují jasovou (resp. 
barevnou) hodnotu pixelu originálního obrazu a testovaného (poškozeného) obrazu,  n je 
jasová rozlišovací schopnost. Objektivní měření kvality může být založeno např. na výpočtu 
špičkového poměru signál / šum PSNR: 
 
MSE
PSNR
n 2)12(log10 −=
. 
 
(1.2) 
 
PSNR je asi nejpoužívanější objektivní měření, které je založeno na měření střední 
kvadratické chyby MSE mezi originálním a poškozeným obrázkem a je úměrné (2n-1)2 
(kvadrát nejvyšší možné hodnoty signálu v obrazu). Pro obraz s jasovou rozlišovací 
schopností 8 bitů na pixel (8 bpp) můžeme přepsat vztah (1.2) : 
 
MSE
PSNR
2
10
255log10= . 
 
(1.3) 
 
Měření PSNR trpí také množstvím omezení. Vyžaduje pro srovnání nepoškozený 
originální obraz, který nemusí být vždy dostupný. Asi nejdůležitějším omezením je to, že 
PSNR není dobře sladěno se subjektivním měřením kvality podle ITU-R 500. Používá se pro 
rychlé, přibližné objektivní měření vizuální kvality a pro srovnávací účely např. při vývoji 
kodérů. 
Objektivní měření kvality může být dále založeno na výpočtu některé z následujících 
hodnot [3]: 
  
-   Střední kvadratická chyba: 
 
∑∑
= =
−=
M
i
N
j
jifjif
MN
MSE
1 1
2)],('),([1
. 
 
(1.4) 
 
- Střední absolutní chyba: 
 
∑∑
= =
−=
M
i
N
j
jifjif
MN
MAE
1 1
),('),(1
. 
 
(1.5) 
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-    Poměr signál / šum: 
 
NMSE
MSE
SNR 10
2
10 log10log10 −==
σ
. 
 
(1.6) 
            
 -   Střední hodnota originálního obrazu: 
 
∑∑
= =
=
M
i
N
j
jif
MN 1 1
),(1µ
. 
 
(1.7) 
 
-   Rozptyl originálního obrazu: 
 
[ ]∑∑
= =
−=
M
i
N
j
jif
MN 1 1
22 ),(1 µσ
. 
 
(1.8) 
 
-    Normalizovaná střední kvadratická chyba: 
 
[ ]∑∑
= =
−==
M
i
N
j
jifjif
MN
MSENMSE
1 1
2
22 ),('),(
1
σσ
. 
 
(1.9) 
  
-    Normalizovaná absolutní chyba: 
 
( ) ( )
( )∑∑
∑∑
= =
= =
−
= M
i
N
j
M
i
N
j
jif
jifjif
NAE
1 1
1 1
,
,',
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(1.10)  
   
-     Normalizovaná korelace: 
 
( )[ ]
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= =
= =
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(1.11) 
 
-    Průměrná odchylka: 
 
( )[ ]∑∑
= =
−=
M
i
N
j
jifjif
MN
AD
1 1
),(',1 . 
 
(1.12) 
 
-    Maximální odchylka: 
 
( )),('),( jifjifMaxMD −= . (1.13) 
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1.2.1 Structural Similarity Index 
 
 SSIM index počítá kvalitu poškozeného obrazu lokálním srovnáním korelace v jasu, 
kontrastu a struktuře mezi referenčním a poškozeným obrazem a následným průměrováním 
těchto hodnot pro celý obraz. Návrh SSIM indexu byl inspirován funkcí lidského zrakového 
systému (human visual system HVS). Vzhledem k tomu, že většina obrazů je určena ke 
sledování lidským okem, použití této metriky v návrhu algoritmů pro zpracování obrazu 
automaticky bere v úvahu vlastnosti HVS.  
 
 Nejvšeobecnější tvar metriky, který se používá k měření strukturní podobnosti mezi 
dvěma obrazovými signály x a y má tvar [4], [5]: 
 
γβα y)] [s(x,  y)] [c(x, y)] [l(x, = y) SSIM(x, ⋅⋅ , (1.14) 
 
kde veličina l(x,y) srovnává jas signálů, c(x,y) srovnává kontrast signálů a s(x,y) měří 
strukturální korelaci signálů. Vypočítají se z následujících vztahů (1.15) až (1.17): 
 
1
22
12),(
C
C
yxl
yx
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++
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=
µµ
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, 
 
(1.15) 
   
2
22
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++
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(1.16) 
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xy
+
+
=
σσ
σ
. 
 
(1.17) 
 
Veličiny µx, µx jsou střední hodnoty vzorků signálů x a y, které se vypočítají podle vztahů: 
 
∑
=
=
N
i
ix xN 1
1µ ,              ∑
=
=
N
i
iy yN 1
1µ . 
 
(1.18) 
 
 
 
 
2
xσ  a 
2
yσ  jsou příslušné  rozptyly a xyσ  je vzájemná kovariance mezi signály x a y.  
 

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(1.19) 
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Blokový diagram pro výpočet metriky SSIM je na obr. 1.1 [6]. 
 
 
Obr. 1.1 Blokový diagram pro výpočet metriky SSIM 
 
 
 Konstanty C1, C2, C3 se používají pro stabilizaci metriky pro případ, že střední 
hodnoty rozptylu jsou velmi malé. Parametry α>0, β>0 a  γ>0 se používají pro nastavení 
relativní důležitosti tří složek metriky. Tyto složky jsou relativně nezávislé, což znamená, že 
např. změna jasu nebo kontrastu má malý vliv na struktury obrazu, apod. 
 
Metrika SSIM má tyto vlastnosti:: 
 
1) Symetrie:  SSIM(x,y) = SSIM(y,x). Záměna signálů nemá žádný vliv na  výslednou 
 hodnotu metriky. 
  
2) Ohraničení:  SSIM(x,y) ≤ 1.  Hodnota SSIM nemůže být nikdy vyšší než 1. Čím víc se 
 blíží k jedné, tím jsou si obrazy více podobné.  
 
3) Jednoznačné maximum: SSIM(x,y) = 1 jenom tehdy, když obrazové signály x a y jsou 
 přesně stejné. Díky tomu může měření SSIM indexu kvantitativně určit všechny 
 odlišnosti mezi vstupními signály.  
 
 Často se používá zjednodušená forma SSIM indexu, kdy položíme α = β = γ = 1  a    
C3 = C2 / 2. Pak dostáváme:  
 








++
+








++
+
=
2
22),( 22
2
1
22
1
C
C
C
C
yxSSIM
yx
xy
yx
yx
σσ
σ
µµ
µµ
. 
 
(1.21) 
 
Konstanty C1 a C2 volíme podle vztahů: 
 
C1 = (K1L)2, 
C2 = (K2L)2, 
 
(1.22) 
 
kde L je dynamický rozsah obrazových bodů (255 pro 8-bitové obrazy) a K1, K2
 
<< 1 jsou  
malé kladné konstanty. 
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 SSIM index se vypočítá pro každý obrazový bod (i,j). Kvalita celého obrazu se 
vypočítá pomocí středního SSIM indexu:  
 
∑∑=
i j
jiSSIM
M
MSSIM ),(1 , 
 
(1.23) 
 
kde M je celkový počet lokálních SSIM indexů. 
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2 Neuronové sítě 
2.1 Základní model neuronu 
 
Z neurofyziologického hlediska můžeme u nervové buňky rozlišit 4 základní části: 
 
- synapse 
- soma 
- dendrity 
- axon 
 
 Dendrity a axon neuronu jsou části uzpůsobené pro vedení vzruchů do buňky a 
z buňky. V technické analogii je představuje vedení. V základním modelu neuronu budeme 
předpokládat, že toto vedení je bezeztrátové (dokonalé).  
 Synapse představují paměťové elementy, které se učí na základě informací 
přicházejících z okolí neuronu. Mají paměťovou funkci a spojitě adaptují své hodnoty, které 
vyjadřují průchodnost pro přicházející vzruchy (signály), čímž ukládají získané zkušenosti. 
Tato hodnota (váha) může být vyjádřena reálným číslem wij. Matematicky synapse v tomto 
modelu realizuje operaci konfluence (splynutí) aktuálních vstupů do neuronu a předchozích 
zkušeností reprezentovaných hodnotami vah. Výsledné signály vycházející ze synapse pak 
postupují (přes dendrity) do somatu. 
 Soma přijímá signály ze synapsí a provádí operaci agregace, tedy sloučení 
jednotlivých signálů. Je-li výsledná hodnota této agregace vyšší než jistý práh neuronu, 
neuron se aktivuje. Při této aktivaci se na výstupu objeví signál, který je nelineární funkcí 
výsledné agregační hodnoty.   
 
 Neuron můžeme považovat za matematický procesor, do kterého vstupuje n-rozměrný 
vektor vstupních signálů 
nRx(t) ∈
 a z něhož vystupuje jediný výstupní signál 1Ry(t) ∈ . 
Činost takového matematického procesoru můžeme popsat jako zobrazení N ze vstupního 
prostoru Rn do výstupního prostoru R1:  
 
1)()(: RtyRtxN n ∈→∈
,
 
(2.1) 
 
a můžeme jej znázornit blokovým schématem podle obr.2.1. [7]. 
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Obr.2.1 Neuron jako matematický procesor 
 
 
2.1.1 Synaptické operace 
 
 Vektor synaptických vah vyjadřuje uložení zkušeností do neuronu, ovšem se 
schopností adaptace na zkušenosti nově získané prostřednictvím učení. Operace konfluence 
pak kombinací vstupního vetoru x(t) a vektoru synaptických vah w(t) přiřazuje ke každé 
složce vstupního vektoru určitou váhu odpovídající uložené zkušenosti. Můžeme ji popsat 
vztahem: 
 
(t)w (t) x (t)z iii ⋅=
 ,  i = 1, 2, …, n. (2.2) 
    
 
2.1.2 Somatické operace 
 
 První operací je agregace signálů zi(t), které vystupují ze synapse, která zobrazuje 
vektor z(t) ∈  Rn na skalární signál u(t) ∈  R1. V základním modelu můžeme operaci agregace 
nahradit operací sumace. Pak dostaneme: 
 
∑
=
⋅=
n
i
ii twtxtu
1
)()()(
.
 
 
(2.3) 
 
      
 
 Po agregaci následují operace nelineárního zobrazení s prahováním. Tyto operace 
můžeme popsat vztahem: 
 
y(t) = F[v(t)] ;  v(t) = u(t) – w0, (2.4) 
 
 
 kde w0 je prahová hodnota. Je-li hodnota veličiny u(t) nižší než hodnota prahu w0, je 
na výstupu signál odpovídající pasivnímu stavu neuronu. Při překročení prahové hodnoty pak 
s rostoucí velikostí u(t) výstupní signál monotónně roste až do určité saturované hodnoty. 
Přehled matematických funkcí, které probíhají v neuronu je v tabulce 2.1. 
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Tab.2.1 Základní matematický model neuronu 
Synaptické operace konfluence (t)w (t) x (t)z iii ⋅=
 
agregace 
∑
=
=
n
i
i tztu
1
)()(
 
prahování v(t) = u(t) – w0 
 
Somatické operace 
nelineární zobrazení 
T
tv
e
tvy )(
1
1)]([
−
+
=
 
 
 
 
 
 
2.1.3 Aktivační funkce neuronu 
 
 Neuron tedy můžeme definovat jako procesní prvek, který má N vstupů a jeden výstup 
a je charakterizován rovnicí:  
 






−= ∑
=
N
i
ii wxwFy
1
0
, 
 
(2.6) 
 
kde y je výstup neuronu pro vstupní vektor x = [x1, x2, …, xN]T a w = [w1, w2, …, wN]T je 
vektor aktuálních vah, w0 je aktuální práh neuronu a F(v(t)) je charakteristika neuronu. 
Argument této funkce v(t) se nazývá aktivace neuronu. 
 
 Jedna z nejpoužívanějších funkcí nelineárního zobrazení je sigmoidální funkce, která 
je dána vztahem: [8] 
T
tv
e
tvFtvy )(
1
1)]([)]([
−
+
==
.
 
 
(2.5) 
 
 Tato funkce je spojitá a má i spojité derivace. Parametr T umožňuje měnit strmost 
přechodu funkce v okolí nuly. Průběh funkce pro různé hodnoty parametru T je na obr.2.2. 
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Obr.2.2 Průběhy sigmoidálníní funkce při různém parametru T 
 
 
 
 
 Existuje celá řada dalších aktivačních funkcí, z nichž nejdůležitější jsou znázorněny na 
obr.2.3. Jedná se převážně o monotónní funkce, tzn., že u nich platí: 
 
y[v1(t)] ≥ y[v2(t)] pro v1 ≥ v2. (2.7) 
 
 Pro Gaussovu funkci (obr. 2.3 f) tato podmínka neplatí, a proto se její chování od 
ostatních aktivačních funkcí liší. Používá se u radiálních neuronových sítí (RBF). 
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a) sigmoidální funkce  b) hyperbolická tangenta 
 
c) lineární funkce 
 
d) omezená lineární funkce 
 
e) skoková funkce  f) gaussova funkce 
 
Obr.2.3 Aktivační funkce neuronu 
 
2.2 Perceptronové sítě 
 
2.2.1 Jednoduchý perceptron 
 
 Jednoduchý perceptron sestává z jediného výkonného prvku, který má nastavitelné 
váhové koeficienty a nastavitelný práh [7].  
 
 Perceptron s jedním výkonným prvkem umožňuje klasifikaci nanejvýš do dvou 
(lineárně separabilních) tříd. Zvětšíme-li počet výkonných prvků pracujících v perceptronu a 
zvětšíme-li i počet jeho vrstev, je možno jím klasifikovat do více tříd. Zavedeme-li fiktivní 
vstup x0 = -1, který přísluší prahu neuronu w0, můžeme rovnici (2.6) přepsat na: 
 
)(
0
∑
=
⋅=
N
i
ii xwFy , 
 
(2.8) 
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 kde x = [-1 ,x1, x2, …, xN]T je vektor vstupních signálů a w = [w0 ,w1, w2, …, wN]T je vektor 
synaptických vah. Lineární kombinace těchto vektorů dá výstup: y = WTX. Rovnice: 
 
WTX = 0, (2.9) 
 
definuje nadrovinu dělící prostor {X} na dvě části odpovídající různým třídám vstupů C1 a 
C2. Příklad rozdělení pro vztah  002211 =−+ wxwxw je na obr.2.5. 
 
 
Obr.2.4 Model jednovrstvého perceptronu 
 
  
 
Obr.2.5 Příklad lineární separability dvourozměrného prostoru {X} 
 
 
 Máme k dispozici soubor U trénovacích (učebních) vektorů X(ui), kde i = 1, 2, …, U, 
příslušejících vesměs ke třídě C1, a jiný soubor vektorů X(vi), kde i = 1, 2, …, V, 
příslušejících vesměs ke třídě C2. Sjednocení obou souborů X(ui) a X(vi) tvoří kompletní 
trénovací soubor XTr. Proces trénování uvažovaného jednoduchého perceptronu jako 
klasifikátoru představuje pak nalezení takového vektoru vah W, že obě třídy C1 a C2 jsou 
rozděleny tak, že každý nový vektor X náležející do testovaného souboru Xtest můžeme 
jednoznačně zařadit do třídy C1 nebo C2. Pak platí: 
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WTX ≥ 0 pro každý vstupní vektor X náležící do třídy C1,   
WTX < 0 pro každý vstupní vektor X náležící do třídy C2.  
 
(2.10) 
 
 
Algoritmus pro nalezení odpovídajícího vektoru vah W je pak možno formulovat takto: 
 
1) Jestliže i-tý vektor z trénovacího souboru X(ui) je správně přiřazen do třídy C1 jistým 
váhovým vektorem W a podobně jestliže i-tý vektor z trénovacího souboru X(vi) je správně 
přiřazen do třídy C2 jistým váhovým vektorem W, není prováděna žádná korekce složek 
tohoto vektoru v j-té iteraci, tedy 
 
W(j+1) = W(j), (2.11) 
 
pro WTX ≥ 0 a X náležící do C1 a  
pro WTX < 0 a X náležící do C2. 
 
2) Jestliže však i-tý vektor z trénovacího souboru X(ui) je nesprávně přiřazen do třídy C2 
jistým váhovým vektorem W a podobně jestliže i-tý vektor z trénovacího souboru X(vi) je 
nesprávně přiřazen do třídy C1 jistým váhovým vektorem W, je vektor W korigován podle 
vztahu: 
 
W(j+1) = W(j) – η(j) X(j), (2.12) 
 
pro WTX ≥ 0 a X náležící do C1 a  
pro WTX < 0 a X náležící do C2. 
 
 Parametr učení η(j) ovlivňuje proces adaptace vah při jisté iteraci j a volí se jako 
nejmenší celé číslo, pro které platí: 
 
XjWXXj TT )()( >η
. 
(2.13) 
 
 Tato volba zajistí, že každý vzor je perceptronu předkládán tak dlouho, až je 
klasifikace správná. Proces učení konverguje při postupu z libovolné výchozí pozice a sám se 
koriguje.  
 
 
 
 
2.2.2 Perceptronová síť 
 
 
 Příklad, na kterém bude vysvětlena funkce vícevrstvého perceptronu je na obr. 2.6. Síť 
má vstupní vrstvu se dvěma perceptrony (P1 a P2), jednu skrytou vrstvu taktéž se dvěma 
perceptrony (P3 a P4) a výstupní vrstvu s perceptronem jedním (P5). Na vstup perceptronů P3, 
P4 a P5 je přiveden také konstantní jednotkový signál, modelující práh jejich aktivity.  
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Obr.2.6 Příklad uspořádání třívrstvé neuronové sítě  
 
  
 Uvažujme následující algoritmus. Váhy v1, v2 a práh b3 jsou nastaveny tak, aby výstup 
z A5 byl 1, jestliže alespoň jeden z výstupních signálů z A3 a A4 má hodnotu 1. Když budou 
mít oba tyto výstupy hodnotu -1, bude i výstup z A5 roven -1. Tzn., že perceptron A5 
uskutečňuje logickou funkci OR pro výstupy z A3 a A4. Váhy a práh na vstupu A5 jsou: 
v1 = 0,5, v2 = 0,5, b3 = 0,5. 
 
 Váhy w11, w12, w21 a w22 se stanoví následujícím algoritmem. Přenosové funkce pro 
A3 až A5 jsou tyto: 
F(x) = 1  pro x ≥ 0, 
F(x) = -1  pro x ≤ 0. 
(2.14) 
 
 Počáteční hodnoty váhových koeficientů jsou nastaveny na malá náhodná čísla. Na 
vstupy A1 a A2 přivedeme postupně všechny trénovací vzory. Vstupy skryté vrstvy A1výst a 
A2výst vypočteme podle vztahů: 
A1výst = b1 + x1w11 + x2w21, 
A2výst = b2 + x1w12 + x2w22. 
(2.15) 
 
Výstupy ze skryté vrstvy jsou : 
A3výst = F(A1výst), 
A4výst = F(A2výst). 
(2.16) 
 
Pro perceptron A5 platí: 
A5vst = b3 + A3výst v1 + A4výst v2, 
A5výst = F(A5vst). 
(2.17) 
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 Jestliže výstupní chyba A*5výst – A5výst ≤ ∆A5výst, nejsou váhy adaptovány. ∆A5výst je 
povolená odchylka výstupu a  A*5výst je požadovaná hodnota výstupu. Pro A*5výst – A5výst = 1 
se váhy adaptují podle vztahů: 
)1(1 JvstJnJn Abb −+=+ η ,  
kJvstkJ
n
kJ
n xAww )1(1 −+=+ η , 
(2.18) 
 
kde J = 1,2 je pořadové číslo výkonového prvku a k = 1,2 je pořadové číslo vstupu. Index n 
udává pořadí iterace. Pro A*5výst – A5výst = -1 je provedena adaptace vah a prahů pro všechny 
skryté vrstvy, které mají kladný výstup podle vztahů: 
)1(1 JvstJnJn Abb −−+=+ η , 
kJvstkJ
n
kJ
n xAww )1(1 −−+=+ η . 
(2.19) 
 
 Trénovací proces se ukončí, jestli změny jednotlivých parametrů klesnou pod danou 
hodnotu ∆A*5výst.  
 
 
 
2.3 Metody a postupy učení neuronových sítí  
 
 Cílem procesu učení je nalezení takového souboru parametrů neuronové sítě, který 
nejlépe odpovídá předkládaným vzorům. V průběhu procesu učení jsou nastavovány 
parametry sítě tak, aby odchylka mezi požadovaným (target) a skutečným (output) výstupem 
sítě při odezvě na soubor učebních vzorů byla co nejmenší. V některých případech také 
dochází při procesu učení ke změně struktury sítě.  
Učební (trénovací)  procesy můžeme rozdělit podle různých kritérií do několika skupin, 
z nichž ty nejdůležitější jsou tyto : 
 
 podle toho, jestli dochází při učení pouze ke změně nastavitelných parametrů, nebo se 
mění celá struktura sítě, 
 podle výběru parametrů, které lze nastavit, 
 podle toho, zda jsou pro učení použity kromě vstupních i výstupní signály: 
• učení bez učitele (self-organized), 
• učení s učitelem (supervised), 
 podle výběru posloupnosti signálů při učení s učitelem, 
 podle matematické povahy použitého učebního algoritmu, 
 podle výkonnosti, rychlosti, numerické účinnosti a přesnosti učebního postupu, 
 podle struktury sítí použitelných pro daný učební postup, 
 podle toho, jestli jsou prvky sítě stejného, nebo různého typu: 
• homogenní sítě, 
• heterogenní sítě, 
 podle způsobu přenosu signálů mezi vstupy a výstupy, 
• sítě s dopředným šířením (feed-forward networks), u kterých se signál šíří 
z výstupu n-té vrstvy na vstup (n+1) vrstvy, 
• sítě zpětnovazební (feed-back networks), u kterých se signál šíří také z výstupu 
n-té vrstvy na vstup (n-i)-té vrstvy, i = 1, 2, ..., n. 
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2.3.1 Vybrané algoritmy pro trénování neuronové sítě se zpětným šířením chyb  
 (Backpropagation) 
 
 Tyto algoritmy mohou být implementovány dvěma způsoby. Prvním z nich je 
přírůstkový způsob (incremental mode), u kterého se gradient a změna vah počítá vždy, když 
se na vstupu sítě objeví další hodnoty. U druhého,  skupinového způsobu (batch mode), se 
nejprve síti ukáží všechny vstupní hodnoty a teprve pak dojde ke změně vah. [9] 
 
 
• Batch Gradient Descent – traingd 
 
 Nejednoduší implementace tohoto učebního pravidla, je upravovat váhy takovým 
směrem, ve kterém výkonová funkce klesá nejstrměji (tj. podle záporného gradientu). Jeden 
krok takového algoritmu můžeme zapsat rovnicí:  
 
krk gldx ⋅= , (2.20) 
 
kde dxk je změna vektoru vah, gk je okamžitý gradient a lr je učební rychlost. Čím je vyšší 
učební rychlost, tím vyšší je rychlost konvergence algotitmu. Pokud je však příliš vysoká, 
algoritmus se stává nestabilní. 
  
 
• Batch Gradient Descent with Momentum – traingdm 
 
 Tento algoritmus obvykle konverguje rychleji. Moment umožňuje síti ignorovat mělké 
prohlubně v povrchu chybové funkce, přes které může síť díky momentu klouzat. Změnu vah 
můžeme u tohoto algoritmu definovat takto :   
 
krkk gmcldxmcdx ⋅−⋅+⋅= − )1(1 , (2.21) 
 
kde dxk-1 je předchozí změna vah a mc je momentová konstanta. Jestliže bude momentová 
konstanta mc nastavena na hodnotu 0, změny vah se budou počítat pouze na základě 
gradientu. Jestliže bude momentová konstanta nastavena na hodnotu 1, nová změna vah bude 
rovna té minulé a gradient bude ignorován. 
 
 
• Levenberg-Marquardt backpropagation 
 
 Tento algoritmus patří mezi kvazi-Newtonovy metody, u kterých se jeden krok 
algoritmu vypočítá podle vztahu: 
kkkk gHxx ⋅−=
−
+
1
1 , 
(2.22) 
 
kde Hk je Hessiánská matice (obsahuje 2. derivace) výkonové funkce. U Levenberg-
Marquardt  algoritmu se Hessiánská matice aproximuje jako: 
 
JJH T= , (2.23) 
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a gradient se vypočítá podle vztahu: 
 
eJg T= , (2.24) 
 
kde J je Jakobiánká matice (obsahuje 1. derivace) výkonové funkce a e je vektor chyb. 
 
 
• Resilient backpropagation 
 
Zpětné šíření chyb se využívá k výpočtu derivací výkonové funkce. Pří výpočtu změny vah 
nezáleží na velikosti gradientu, ale pouze na jeho znaménku, a to podle vztahu : 
 
)(gxsigndeltaxdx ⋅= , (2.25) 
 
kde gx je gradient a deltax se nastaví podle parametru delta0 a dále se mění při každé iteraci. 
Jestliže se při další iteraci změní znaménko gradientu gx, deltax se zmenší o hodnotu 
parametru delta_dec. Když se znaménko nezmění, deltax se zvětší o hodnotu delta_inc.  
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3 Dosažné výsledky 
3.1 Příklad výpočtu SSIM indexu 
 
 Základ m-souboru pro výpočet SSIM indexu je převzat z [5] a [10]. Vstupem funkce 
jsou dva obrazy, z nichž jeden je referenční a druhý komprimovaný (img1 a img2). Jak 
vyplývá z uvedených vlastností metody SSIM (kapitola 1.2.1), na pořadí snímků nezáleží. 
Program vypočítá složky SSIM indexu, tzn. jasovou podobnost obrazů l(x,y) (proměnná 
lum_map), kontrastní podobnost c(x,y) (proměnná con_map) a strukturní podobnost s(x,y) 
(proměnná str_map) a dále výslednou mapu hodnot SSIM indexů (proměnná ssim_map). 
Každá hodnota v těchto maticích se vypočítá pro blok 8 x 8 pixelů, na které jsou rozděleny 
vstupní obrazy. Výpočet v těchto malých blocích zajistí, že algoritmus pro výpočet SSIM 
indexu bude nezávislý na rozměrech obrazů. Nakonec jsou vypočítány průměrné hodnoty 
mlum, mcon, mstr a mssim přes celé obrazy.  
 
 Na obrázku 3.1 a) a b) je zobrazen příklad obrazů, které byly využity pro výpočet 
SSIM indexu. Tyto obrazy jsou převzaty z databáze vytvořené v The University of Texas at 
Austin [2] a je pro ně známa hodnota Mean Opinion Score (MOS), která je využívána při 
učení navržené neuronové sítě. K vytvoření databáze bylo použito 29 snímků, které byly 
poškozeny pěti různými typy zkreslení: JPEG2000, JPEG, aditivní bílý gaussovský šum 
(AWGN) ve složkách RGB, Gausovo rozostření ve složkách RGB (gaussian blur) a  bitový 
tok JPEG2000 přenášený simulovaným Rayleigho kanálem s rychlým únikem (fast fading). 
Na obrázku 3.1 c), d) a e) jsou zobrazeny mapy složek SSIM indexu, který je na obrázku 3.1 
f). Pro uvedený příklad vyšla výsledná hodnota MSSIM = 0,8494.  
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a) referenční obraz  b) komprimovaný obraz (MOS=49,8) 
 
c) srovnání jasu obrazů  l(x,y)  d) srovnání kontrastu obrazů  c(x,y) 
 
e) srovnání struktury obrazů  s(x,y)  f) výsledná mapa SSIM(x,y) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 3.1 Příklad obrazu, dílčích složek a výsledné mapy SSIM indexu 
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3.2 Návrh neuronové sítě 
 
 Síť má 3 vstupy, na které jsou přivedeny dílčí ukazatele metody SSIM, l(x,y), c(x,y) a 
s(x,y),  Vzhledem k tomu, že tyto hodnoty leží ve velmi úzkém rozsahu, na vstup sítě byly 
přivedeny umocněné hodnoty dílčích ukazatelů kvality, podle vztahů: 
 
αllvstupní = , 
βccvstupní = , 
γssvstupní = . 
 
 
(3.1) 
 
Tím došlo k rozšíření jejich rozsahu a tím i k zpřesnění výpočtů. Mocniny použité pro 
jednotlivé druhy poškození jsou uvedeny v tabulce 3.1. 
 
Tab. 3.1 Mocniny pro rozšíření rozsahu vstupních dat 
poškození \ mocnina α β γ 
všechno 20 2 1 
jpeg2000 150 6 4 
jpeg 150 6 4 
AWGN 30 1 1 
gaussian blur 200 6 6 
fast fading 100 4 2 
 
 
 Požadovaný výstup sítě je hodnota Mean Opinion Score (MOS) která odpovídá 
výsledkům subjektivních testů. Pro hodnocení výkonnosti sítě byla použita střední 
kvadratická chyba mezi požadovaným a skutečným výstupem po trénování sítě v délce 2000 
epoch. Výsledky pro zvolené struktury sítí jsou v tabulce 3.2. 
 
Tab.3.2 Výběr struktury sítě 
číslo sítě 1 2 3 4 5 6 7 
počet neuronů ve vrstvách 20-20-1 20-10-1 30-30-1 20-20-10-1 30-1 60-1 5-5-1 
výkonová funkce (mse) 21,98 25,22 20,85 20,44 30,91 29,88 32,99 
 
 
  Jestliže má síť pouze jednu skrytou vrstvu (sítě číslo 5 a 6), nebo malý počet neuronů 
v těchto vrstvách (číslo 2 a 7)  je hodnota mse výrazně vyšší, než u zbývajících sítí. Sítě číslo 
3 a 4 mají vyšší počet neuronů než síť číslo jedna, hodnoty mse se však u nich liší jen 
nepatrně. Jako optimální sem proto zvolil síť číslo jedna, která obsahuje 2 skryté vrstvy po 
dvaceti neuronech s tangenciálně-sigmoidální charakteristikou a výstupní vrstvu s jedním 
lineárním neuronem. Navržená neuronová síť je na obrázku 3.2.  
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Obr. 3.2 Navržená neuronová síť 
 
 
 
3.3 Popis funkce vytvořených m-souborů  
 
3.3.1 Vytvoření vstupních dat 
 
 Pro vytvoření vstupních dat sítě jsem použil m-soubor s názvem vytvoreni_vstupu.m, 
který lze nalézt na přiloženém CD v adresáři Matlab a spouští se tímto příkazem: 
 
[input_mlum, input_mcon, input_mstr] = vytvoreni_vstupu (pocet_obr), 
 
kde vstupní parametr pocet_obr je počet párů snímků, které chceme použít. Po spuštění se 
objeví okno s názvem načtení referenčního obrázku. Po jeho načtení se objeví druhé okno 
z názvem načtení testovaného obrázku. Jakmile načteme i ten, program začne počítat hodnoty 
dílčích ukazatelů kvality metody SSIM. Po dokončení výpočtu se zobrazí v hlavním okně 
Matlabu informace o počtu již hotových párů snímků a pokud dosud nebyly vyčerpány 
všechny snímky, objeví se znova okno pro načtení referenčního obrázku. Jako výstup m-
souboru můžeme také dostat výslednou hodnotu SSIM indexu připsáním proměnné 
input_mssim do závorky mezi ostatní výstupní proměnné. Stejným způsobem můžeme dostat 
ještě výsledky čtyř objektivních metod hodnocení kvality obrazu, a to střední kvadratické 
chyby (input_mse), střední absolutní chyby (input_mae), odstup signál / šum (input_snr) a 
špičkový odstup signál / šum (input_psnr). M-soubor zároveň také zobrazuje oba vstupní 
snímky a mapy jasového, kontrastního i strukturního srovnání snímků včetně výsledné mapy 
hodnot SSIM indexu (viz obr.3.1). Po vyčerpání všech snímků se všechny výstupní proměnné 
uloží do souboru s názvem input.mat, který je tak k dispozici pro další zpracování. Rozložení 
dílčích ukazatelů kvality ssim indexu z použité databáze [2] je na obrázcích 3.3 až 3.5. 
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Obr. 3.3 Rozložení parametru mlum pro celou databázi 
 
Obr. 3.4 Rozložení parametru mcon pro celou databázi 
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Obr. 3.5 Rozložení parametru mstr pro celou databázi 
 
 Abychom zajistili dostatečný počet vstupních hodnot jak pro natrénovaní sítě, tak pro 
ověření její funkčnosti, použily jsme metodu S-násobné křížové validace (S-fold cross-
validation) [11]. U této techniky se data rozdělí do S skupin. Pak se (S-1) skupin použije na 
trénování sítě a zbývající skupina na ověření funkčnosti. Toto se provede pro všech S 
možností, jak vybrat skupinu pro ověření. Pro S = 4 je tato technika zobrazena na obrázku 3.6. 
Ověřovací skupiny jsou vyznačeny černě, trénovací skupiny bíle. Při vytváření vstupů naší 
sítě jsme použili tuto techniku pro S = 10.  
 
 
 
 
Obr. 3.6 Technika křížové validace 
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 Rozdělení databáze vstupních snímků do deseti skupin je provedeno v m-souboru 
cross_10.m, který se nachází v adresáři Matlab. Vstupem jsou dva soubory, a to input.mat, 
získaný z m-souboru  vytvoreni_vstupu.m a soubor dmos.mat, který obsahuje výsledky 
subjektivního hodnocení celé databáze. Aby rozdělení do skupin bylo pokud možno náhodné 
(ověřovací skupina by neměla obsahovat většinu snímků bez poškození), je do ověřovací 
skupiny zařazen vždy každý desátý snímek. Pro jednotlivé běhy se mění pořadí prvního 
vybraného ověřovacího snímku od 1 do 10. Tzn., že pro první běh jsou v ověřovací skupině 
snímky číslo 1, 11, 21,..., pro druhý běh snímky 2, 12, 22,..., atd.      
 
 Takto získané skupiny dat jsou dále vloženy do buňkových polí tak, že každé pole o 
třech řádcích a jednom sloupci obsahuje hodnoty input_mlum, input_mcon a input_mstr pro 
příslušný snímek.  
 
 Výstupem m-souboru cross_10.m jsou trénovací (P) a testovací (Ptest) vstupní data a 
jim odpovídající trénovací (T) a testovací (Ttest) výstupní data, každé pro 10 běhů křížové 
validace, které se uloží do soboru z názvem inputs_and_targets.mat. Tyto buňkové pole se 
pak přivádějí na vstup (respektive výstup) neuronové sítě.  
 
 
 
 
3.3.2 Trénování sítě 
 
 Trénování sítě proběhlo v grafickém rozhraní Matlabu pro neuronové sítě, které 
umožňuje importovat, vytvořit, použít a exportovat neuronové sítě a potřebná data. Rozhraní 
se spouští příkazem nntool. Pro 2 různé trénovací algoritmy a  každý typ poškození obrazu 
bylo vytrénováno 10 sítí,  pro každý běh křížové validace jedna. Příklad průběhu trénování je 
na obrázku 3.7. Po vytrénovaní se na vstup sítě přivedl testovací vstup (Ptest) a nasimuloval 
se výstup sítě. Výstupní proměnné se pak uložily do souboru. Tyto výstupní data pak slouží 
jako vstupní data m-souboru výstup.m.  
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Obr. 3.7 Průběh trénování sítě pro trénovací funkci gdm a komprimaci jpeg 
 
 
 
3.3.3 Výstupy neuronové sítě 
 
 Vyhodnocení výstupů neuronové sítě je provedeno pomocí m-souboru s názvem 
vystup.m, který nalezneme v adresáři Matlab/mat_files. Pro výběr výsledků s určitým typem 
poškození a trénovacího algoritmu zadáme na začátku m-souboru parametr “b“ podle tab. 3.3. 
   
Tab. 3.3 Zadání parametru b pro výběr výsledků 
druh poškození algoritmus b 
gdm 1 jpeg2000 
rp 2 
gdm 3 jpeg 
rp 4 
gdm 5 white noise 
rp 6 
gdm 7 gaussian blur 
rp 8 
gdm 9 fast fading 
rp 10 
gdm 11 všechny 
rp 12 
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 Po spuštění programu dojde k výpočtu střední kvadratické chyby pro trénovací 
(MSE_train) i pro testovací data z výstupu sítí a dále se pomocí funkce corr2 vypočítá 
korelační koeficient, který udává, jak moc se blíží správný a skutečný výstup sítě. Výsledky 
s určitým typem poškození a trénovacího algoritmu jsou uvedeny v tabulce 3.4. 
 
 
Tab.3.4 Střední kvadratická chyba a korelace výsledků 
algoritmus druh poškození mse_train mse_test korelace 
všechno 41,1340 42,3412 0,9595 
jpeg2k 14,7463 18,3402 0,9844 
jpeg 17,4893 19,8025 0,9831 
AWGN 5,6307 7,8990 0,9914 
gaussian blur 19,5089 29,2769 0,9671 
 
 
gdm 
fast fading 15,1246 22,9037 0,9640 
všechno 34,1396 31,9975 0,9695 
jpeg2k 6,3934 24,7064 0,9792 
jpeg 7,3629 27,8105 0,9764 
AWGN 2,9439 11,9173 0,9871 
gaussian blur 10,8894 38,9555 0,9566 
 
 
rp 
fast fading 4,6687 26,8980 0,9576 
 
 
 Na obrázcích 3.8 až 3.19 jsou v grafech vyneseny závislosti skutečných výstupů sítě 
při testování na ideálních hodnotách DMOS. V každém grafu jsou vyneseny hodnoty 
z výstupu všech deseti stejných sítí, které byly trénovány metodou křížové validace. Pokud by 
sítě byly dokonalé, ležely by všechny body na přímce, vyznačující ideální stav. Na obrázcích 
3.20 až 3.31 jsou histogramy rozložení odchylek od požadovaných hodnot. Výška 
jednotlivých sloupců histogramů udává počet odchylek, které se nacházejí v daném intervalu.  
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Obr. 3.8  Všechna poškození, algoritmus gdm 
 
Obr. 3.9 Všechna poškození, algoritmus rp 
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Obr. 3.10  Poškození jpeg2000, algoritmus gdm 
 
Obr. 3.11 Poškození jpeg2000, algoritmus rp 
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Obr. 3.12 Poškození jpeg, algoritmus gdm  
 
Obr. 3.13 Poškození jpeg, algoritmus rp 
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Obr. 3.14 Poškození AWGN, algoritmus gdm 
 
Obr. 3.15 Poškození AWGN, algoritmus rp 
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Obr. 3.16 Poškození gaussian blur, algoritmus gdm 
 
Obr. 3.17 Poškození gaussian blur, algoritmus rp 
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Obr. 3.18 Poškození fast fading, algoritmus gdm 
 
Obr. 3.19 Poškození fast fading, algoritmus rp 
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Obr. 3.20  Histogram pro všechna poškození, algoritmus gdm 
 
Obr. 3.21 Histogram pro všechna poškození, algoritmus rp 
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Obr. 3.22  Histogram pro poškození jpeg2000, algoritmus gdm  
 
Obr. 3.23 Histogram pro poškození jpeg2000, algoritmus rp 
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Obr. 3.24 Histogram pro poškození jpeg, algoritmus gdm  
 
Obr. 3.25 Histogram pro poškození jpeg, algoritmus rp 
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Obr. 3.26 Histogram pro poškození AWGN, algoritmus gdm 
 
Obr. 3.27 Histogram pro poškození AWGN, algoritmus rp 
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Obr. 3.28 Histogram pro poškození gaussian blur, algoritmus gdm 
 
Obr. 3.29 Histogram pro poškození gaussian blur, algoritmus rp 
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Obr. 3.30 Histogram pro poškození fast fading, algoritmus gdm  
 
Obr. 3.31 Histogram pro poškození fast fading, algoritmus rp 
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3.3.4 Zhodnocení  výsledků  
 
 
 Při trénování sítě všemi druhy poškozených snímků vyšel lépe algoritmus resilient 
backpropagation (rp), u kterého vyšel korelační koeficient 0,9695 oproti hodnotě 0,9595 u 
algoritmu gradientního poklesu s momentem (gdm). Jestliže se však síť trénovala zvlášť 
každým typem poškození, korelace byla lepší u algoritmu gdm. Nejlépe se síť naučila 
vyhodnocovat poškození způsobené aditivním gaussovským bílým šumem (AWGN), u 
kterého dosáhl korelační koeficient hodnoty 0,9914 a střední kvadratická chyba u testovaných 
snímků vyšla méně než 8 (průměrná odchylka méně než 3). To se dá považovat za velmi 
dobrou korelaci, vzhledem k tomu, že se pro stejně poškozený snímek mohou hodnoty DMOS 
lišit v řádu několika jednotek, v závislosti na divácích, kteří ho hodnotí. O něco hůře síť 
vyhodnocovala obě komprimace jpeg (r = 0,9831) a jpeg2000 (r = 0,9844), největší odchylky 
od cílových hodnot byly při gaussově rozostření a při přenosu kanálem s rychlým únikem.    
 
 Z průběhů grafů je patrné, že vyšší korelace dosahovaly sítě při vyšší kvalitě 
testovaných obrazů (nižší hodnotě DMOS). Při nižší kvalitě testovaných snímků docházelo u 
algoritmu gdm k „ořezání“ průběhu,  což znamená, že pokud hodnota DMOS byla vyšší než 
určitá hodnota, síť takto vysokou hodnotu nedokázala vyhodnotit. Velmi dobře patrný je tento 
jev na obr. 3.12 u komprimace jpeg. U algoritmu rp docházelo při vyšších hodnotách DMOS 
k velkému rozptylu výsledných hodnot a tudíž k poklesu korelace (dobře patrné na obr. 3.17 u 
poškození gaussovským rozostřením). 
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Závěr 
 
 Pro hodnocení kvality obrazu se používají dva základní způsoby. Subjektivní 
hodnocení, které je dáno názorem diváka a objektivní hodnocení, které je založeno na výpočtu 
pomocí přesně definovaných vztahů. Subjektivní hodnocení má vyšší vypovídací hodnotu, 
protože sledované obrazy jsou z naprosté většiny určeny právě pro diváky, tudíž jejich názor 
na sledovaný obraz je nejdůležitější. Tento druh hodnocení je však finančně i časově velmi 
nákladný, proto se stále využívá objektivní hodnocení, které je jednoduché, rychlé a levné.  
Cílem nově vyvíjených objektivních metod hodnocení kvality obrazu je většinou vytvoření 
takové metriky, která by co nejpřesněji korelovala s výsledky subjektivních testů.  
 
 V této práci je popsán postup výpočtu objektivní metody SSIM, jejíž části se používají 
jako vstupy neuronové sítě, která na základě těchto dat simuluje výsledky subjektivních testů. 
Vstupní data jsou získány z databáze, která obsahuje 5 různých druhů poškození či 
komprimace. Neuronová síť se učila vyhodnocovat jak celou databázi se všemi druhy 
zkreslení najednou, tak také zvlášť pro každý typ poškození. K učení sítě jsou použity dva 
různé algoritmy.  
 
 Z výsledků vyplývá, že navržená neuronová síť je použitelná pro objektivní měření 
kvality obrazu, a to zejména v případech, kdy chceme hodnotit obrazy s jedním druhem 
poškození. Nejvyšší korelace byla dosažena pro snímky zašuměné aditivním bílým 
gaussovským šumem AWGN u sítě, která byla učena pomocí algoritmu vyžívajícího 
gradientního poklesu s momentem, a to r = 0,9914.  
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AD – Average Difference  
AWGN – Additive White Gaussian Noise 
DMOS – Differential Mean Opinion Score  
DSCQS – Double Stimulus Continuous Quality Scale method 
DSIS – Double Stimulus Impairment Scale method 
HVS – Human Visual System 
JPEG – Joint Photographic Experts Group  
MAE – Mean Absolute Error 
MD – Maximum Difference  
MOS – Mean Opinion Score 
MPL – Multi Layer Perceptron 
MSE – Mean Square Error 
NAE – Normalized Mean Absolute Error 
NK – Normalized Correlation  
NMSE – Normalized Mean Square Error 
PSNR – Peak Signal to Noise Ratio 
SCM – Stimulus Comparison Method 
SNR – Signal to Noise Ratio 
SSCQE – Single Stimulus Continuous Quality Evaluation 
SSIM – Structural Similarity Index 
SSM – Single Stimulus Method 
 
 
 
