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a b s t r a c t
Reay’s conjecture asserts that every set of (m− 1)(d+ 1)+ k+ 1
points in general position in Rd (with 0 ≤ k ≤ d) has a partition
X1, X2, . . . , Xm such that
⋂m
i=1 convXi is at least k-dimensional.We
prove this conjecture in several cases: whenm ≤ 8 (for arbitrary d
and k), when d = 6, d = 7 and d = 8 (for arbitrary m and k), and
when k = 1 and d ≤ 24 (for arbitrarym).
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In 1966, Tverberg proved the following theorem, which is now considered as the starting point of
the study of divisibility properties of subsets of Rd.
Theorem 1.1 (Tverberg’s Theorem [1]). Let X be a set of (m− 1)(d+ 1)+ 1 points in Rd. Then, there is
a partition X1, X2, . . . , Xm of X such that
⋂m
i=1 conv Xi 6= ∅.
Any point ω belonging to
⋂m
i=1 conv Xi for such a partition will be referred to as a Tverberg point
of X . In [2], Reay asked for stronger conditions ensuring a subset X of Rd to be (m, k)-divisible, i.e., to
have a partition X1, X2, . . . , Xm such that
⋂m
i=1 conv Xi is at least k-dimensional. Calling X as usual in
general position if no d+ 1 points (or less) of X are affinely dependent, Reay formulated the following
conjecture (see [3] for other open problems).
Conjecture 1.1 (Reay’s Conjecture [2]). Any set of (m− 1)(d+ 1)+ k+ 1 points in general position in
Rd (with 0 ≤ k ≤ d) is (m, k)-divisible.
Reay’s conjecture is known to be true for k = 0 (this is Tverberg’s theorem),m ≤ 4 [4], d = 2 [5],
d = 3 [6], d = 4, 5 [7]. In this paper, we prove Reay’s conjecture for its first open cases, relative
to the number of simplices and to the dimension, namely m ≤ 8 (Theorem 7.1), d = 6, 7 and 8
E-mail address: roudneff@math.jussieu.fr.
0195-6698/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ejc.2008.12.015
1920 J.-P. Roudneff / European Journal of Combinatorics 30 (2009) 1919–1943
(Theorems 8.1–8.3). The particular case k = 1 is studied thoroughly and settled positively for all
d ≤ 24 (Theorem 6.2). We also show that, in order to prove the one-dimensional case, it suffices
to establish it when m ≤ d − 1 (Theorem 6.1). Oriented matroids play a fundamental and natural
role throughout the study, together with various tools including shellings of polytopes. Most of the
reasonings are of combinatorial nature, but some of them turn out to be discrete versions of properties
which may be interesting in itself, e.g., the continuity of the Gale transform in Theorem 4.1.
2. Divisibility properties and oriented matroids
An equivalent definition for X to be in general position is that, for any ω ∈ Rd and any E ⊆ X such
that |E| ≤ d + 1 and ω ∈ conv E, there is a unique S ⊆ E inclusion minimal with the property that
ω ∈ conv S. Such minimal subsets play a central role in the study of divisibility. In particular, they
appear in the following technical lemma, which allows induction on kwhen its conditions are fulfilled
(see Lemma 3.7 of [4] for a slightly more general statement).
Lemma 2.1 ([4]). Let ω be a point of Rd and X be a set of (m − 1)(d + 1) + k + 1 points in general
position in Rd. Suppose that there exist subsets S1, S2, . . . , Sm of X satisfying:
(i) S1, S2, . . . , Sm are pairwise disjoint;
(ii) Ω :=⋂mi=1 conv Si is at least (k− 1)-dimensional and contains ω;
(iii) S1, S2, . . . , Sm are inclusion minimal with respect to properties (i) and (ii);
(iv) affΩ and Xm+1 := X \⋃mi=1 Si are weakly separated by a hyperplane.
Then, there exist pairwise disjoint subsets Y1, Y2, . . . , Ym of Xm+1 such that
⋂m
i=1 conv (Si ∪ Yi) is at least
k-dimensional.
Let X be a finite subset ofRd and letω ∈ Rd. Any subset S of X inclusionminimal with the property
that ω ∈ conv S will be called an ω-simplex of X . For E ⊆ X , the ω-simplices S ⊆ E are precisely the
positive circuits ofAff (E∪ω)/ω,whereAff (E∪ω) denotes the oriented matroid of affine dependences
of E ∪ {ω}. Moreover, its dual M := (Aff (E ∪ ω)/ω)∗ has rank |E| − dim(aff E) and is acyclic if and
only ifω ∈ relint (conv E). In that case, theω-simplices of E are exactly the complements of the facets
ofM .
We recall that the usual notions of convexity can be defined for any rank n + 1 acyclic oriented
matroid M , and the standard terminology for convex polytopes is of course used in this context.
In particular, fj(M), resp. Fj(M), denotes the number, resp. the set, of j-faces of M, with the usual
convention that f−1(M) = fn(M) = 1, and Euler’s relation∑nj=0(−1)jfj(M) = 0 holds. As for convex
polytopes, 0-faces, 1-faces and (n − 1)-faces are called vertices, edges and facets respectively, and M
is said to be simplicial (resp. simple) if every facet ofM has n vertices (resp. every vertex is contained
into precisely n facets ofM). More generally, we will say thatM is j-simplicial (resp. j-simple) if every
j-face ofM is a simplex (resp. every (j−1)-face is contained into precisely n+1− j facets ofM). More
details about these notions can be found in [8–10].
Actually, the only acyclic oriented matroids that we will consider are those of the form
(
Aff (E ∪
ω)/ω
)∗
, where E ⊆ X affinely spans Rd. Any oriented matroid M of that type has rank n + 1, with
n = |E| − d− 1. Moreover, if E is in general position, any two distinct facets ofM have at most n− 1
points of E in common, hence M is (n − 2)-simplicial (this observation will be used intensively all
along the study).
Wenotice thatM can itself be represented asAff E˜, where E˜ spansRn. As in [7], convexity properties
of E and E˜ may be considered simultaneously, so we will avoid confusion by systematically using the
notation a˜ (resp. A˜) for the point (resp. the subset) of E˜ associated to a point a (resp. a subset A) of
E. The correspondence between the convexity properties of M (as an oriented matroid) and those
of E˜ (as a subset of Rn) is of course simply given by the tilde operator. In particular, P˜ := conv E˜
is an (n − 2)-simplicial polytope and shellings of M can be derived from the usual shellings of the
facets of P˜ . Although this representation is convenient for interpreting many of the properties of ω-
simplices, the use of oriented matroids appears to be more suitable, especially to describe changes in
the facial structure ofM when ω is moved intoΩ . Indeed, the existence of k− 1 degrees of freedom
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for ω allows us to derive combinatorial conditions from the fact thatΩ is (k− 1)-dimensional. More
precisely,we shall show in Section 4 thatmovingωmodifies the orientedmatroidM via twoparticular
transformations that will be called mergings of facets and sticking of interior points. Notice however
that the counterpart to this approach is the abandoning of the notion of positive independence in the
statements of the theorems, a notion weaker than general position but related to a prescribed point
ω, that was used in [4,7].
3. Obstructions to Reay’s conjecture
In order to prove new cases of Reay’s conjecture, we shall use the method initiated in [7]; the
conventions and notation that we now describe are common to all proofs. We proceed by induction
on m and k, the result being true for m ≤ 4 [4]; for the sake convenience, we will also assume by [7]
that d ≥ 6.
Let X be a set of (m − 1)(d + 1) + k + 1 points in general position in Rd, and let ω be a given
Tverberg point of X . Using the induction hypothesis, there exists a partition X1, X2, . . . , Xm of X such
that
⋂m
i=1 conv Xi is at least (k− 1)-dimensional and contains ω. By the Perturbation Principle stated
in [7], wemay also assume thatω is in general position in the relative interior of
⋂m
i=1 conv Xi,which
can be done by slightly moving ω. In that case, every ω-simplex contains a neighborhood of ω in⋂m
i=1 conv Xi. Extracting minimal subsets from X1, X2, . . . , Xm, we get pairwise disjoint ω-simplices
S1, S2, . . . , Sm of X such that ω ∈ Ω := ⋂mi=1 conv Si. Notice that, by general position, we have|Si| ≥ k+ 1 for all i, 1 ≤ i ≤ m.
We place ourselves in the situation where the conclusion is not immediate, i.e., for any such choice
of S1, S2, . . . , Sm, the set Ω := ⋂mi=1 conv Si is (k − 1)-dimensional, Lemma 2.1 does not apply and
|Si| ≤ d for all i. Saying that Lemma 2.1 does not apply means that
(
relint(conv Xm+1)
) ∩ affΩ 6= ∅,
which already implies that |Xm+1| ≥ d+ 2− k since dim Ω = k− 1 and ω ∈ int
(
conv (Si ∪ Xm+1)
)
for all i, 1 ≤ i ≤ m.
The case k = 1 will receive a special treatment throughout this paper. Indeed, in that case, Ω
is reduced to ω, hence ω ∈ int ( conv Xm+1) implies that there exists an (n + 1)th ω-simplex
Sm+1 ⊆ Xm+1. By the symmetry of the roles of the Si’s, we may assume that |Sm+1| ≤ d and that
ω belongs to the interior of conv
(
Si∪ (Xm+1 \Sm+1)
)
, for all i, 1 ≤ i ≤ m+1. In particular, the bound
on |Xm+1| can be strengthened to |Xm+1| ≥ d+ 2.
Let i denote a given integer such that 1 ≤ i ≤ m and let E be a subset of X such that ω ∈
int (conv E), and Si ⊆ E ⊆ Si ∪ Xm+1. Then the oriented matroidM :=
(
Aff (E ∪ω)/ω)∗, is acyclic of
rank n+1, with n = |E|−d−1, and is (n−2)-simplicial by the remarks of Section 2. The last condition
implies that any two facets ofM have at most n− 1 elements in common; moreover, Fi := E \ Si is a
facet of M by the definition of E. The preceding observations show that, in the particular case where
k = 1, the set E can even be supposed to satisfy E ⊆ Si∪ (Xm+1 \ Sm+1). Let F ′i be a facet adjacent to Fi;
then S ′i := Ei \ F ′i is anω-simplex which satisfies |Si ∪ S ′i | = d+ 2 since |Fi ∩ F ′i | = n− 1. In fact, Si and
S ′i are the only two ω-simplices included in Si ∪ S ′i . Indeed,
(
Aff (Si ∪ S ′i ∪ {ω})/ω
)∗
is a rank 2 acyclic
oriented matroid, which has precisely two vertices, namely Fi and F ′i (considered as multisets).
All of these observations can now be summarized.
Definition 3.1. Suppose again that the (k−1)-dimensional case of Reay’s conjecture has been proved
inRd for up tom−1 simplices. LetX be a set in general position inRd,with |X | = (m−1)(d+1)+k+1,
and let ω be a Tverberg point of X such that, for any pairwise disjoint ω-simplices S1, S2, . . . , Sm of X ,
we have:
(i) |Si| ≤ d for all i;
(ii) ω is in the relative interior ofΩ :=⋂mi=1 conv Si;
(iii) the dimension ofΩ is precisely (k− 1);
(iv) Lemma 2.1 does not apply.
(v) (|S1|, |S2|, . . . , |Sm|) is lexicographically maximal with respect to the preceding conditions.
Any set X together with such a (reordered) sequence (S1, S2, . . . , Sm), will be referred to as an
(m, d, k)-obstruction at ω.
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Notice that (v) is just a technical assumption which takes advantage of the symmetry of the roles
of the Si’s.
Lemma 3.1. Let X be an (m, d, k)-obstruction at ω.
(3.1.1) If k = 1, then |Xm+1| ≥ d + 2 and Xm+1 contains an ω-simplex Sm+1 such that |Sm+1| ≤ |Sm|.
Moreover, for all i, 1 ≤ i ≤ m, we have ω ∈ int conv (Si ∪ (Xm+1 \ Sm+1)) and there exists an
ω-simplex S ′i such that S
′
i ⊆ Si ∪ (Xm+1 \ Sm+1) and |Si ∪ S ′i | = d+ 2.
(3.1.2) If k ≥ 2, then |Xm+1| ≥ d + 2 − k. Moreover, for all i, 1 ≤ i ≤ m, we have ω ∈
0int conv (Si∪Xm+1) and there exists anω-simplex S ′i such that S ′i ⊆ Si∪Xm+1 and |Si∪S ′i | = d+2.
Most of the arguments used in the discussion will use the following additional terminology.
Definition 3.2. Let X be an (m, d, k)-obstruction at ω. Any subset E of Sm ∪ Xm+1 such that ω ∈
int
(
conv E
)
and |E| = d+ 1+ nwill be called an n-surrounding of ω.
Lemma 3.2. Let X be an (m, d, k)-obstruction at ω.
(3.2.1) n-surroundings of ω exist for each integer n such that 1 ≤ n ≤ |Xm+1| + |Sm| − d − 1 and, in
particular, for n = 1 and n = 2.
(3.2.2) Let E be an n-surrounding E of ω, with n ≥ 2. Then each facet F of M := (Aff (E ∪ ω)/ω)∗
satisfies |F | ≥ |E \ Sm| and M is (n− 2)-simplicial; in particular, any two distinct facets F and F ′
of M satisfy |F ∩ F ′| ≤ n− 1.
(3.2.3) Let E be an n-surrounding E of ω and x ∈ E. Then E \ x is an (n− 1)-surrounding of ω if and only
if x is a vertex of M.
Proof. • Proof of (3.2.1)
An (m, d, k)-obstruction X at ω can be constructed by enlarging Sm ∪ S ′m with n− 1 points of Xm+1,
which is possible for all n, 1 ≤ n ≤ |Xm+1| + |Sm| − d− 1 and, in particular, at least for n = 1 and
n = 2 since |Sm| ≥ k+ 1 and |Xm+1| ≥ d+ 2− k, by Lemma 3.1.• Proof of (3.2.2)
The first condition is due to the maximality of (|S1|, |S2|, . . . , |Sm|) in the lexicographic ordering;
the second one follows from general position.
• Proof of (3.2.3)
E \ x is an (n − 1)-surrounding of ω if and only if ω ∈ relint( conv (E \ x)) if and only if x is a
vertex of M := (Aff(E ∪ ω)/ω)∗. Notice that if M is represented as Aff E˜, where E˜ spans Rn, this
means that x˜ is a vertex of the n-polytope P˜ := conv E˜; moreover, the representation ofM/x as an
(n− 1)-polytope is given by the vertex-figure of x˜ in P˜ . 
Let E be an n-surrounding E of ω. Then the intersectionK of the convex hulls conv A,with A ⊆ E
andω ∈ convA (or, equivalently, of the convex hulls of theω-simplices contained in E) is a polytope of
dimension ` ≥ k−1 such thatω ∈ relintK . In fact,K coincideswith the unique cellCwhose relative
interior containsω in the d-dimensional cell-complex defined by the set of convex hulls conv A,with
A ⊆ E and |A| = d. Indeed, it is clear that C ⊆ K (this is nothing but the perturbation principle
applied to E). Conversely, for every facet C ′ of C, there is a set A ⊆ E such that C ′ ⊆ conv A and
|A| = d; it follows that ω ∈ conv E+,where E+(⊇ A) denotes the set of points of E on the same side
of aff A as ω, hence C ′ is a facet ofK.
Coming back to the interpretation in terms of oriented matroids, the complements of the facets of
M := (Aff (E∪ω)/ω)∗ are precisely theω-simplices included in E,which themselves span subspaces
ofRd. In certain circumstances, the dimension of the intersection of these subspaces can be estimated,
leading to an upper bound for dim K, hence of k. The following two lemmas will be used in Section 8
to show that certain (m, d, k)-obstructions do not exist and thus to prove Reay’s conjecture for those
parameters.
Lemma 3.3. Let E be an n-surrounding of ω and let F1, F2, . . . , Fp denote facets of M :=
(
Aff (E ∪
ω)/ω
)∗
fulfilling the following conditions:
(i) F1 and F2 are adjacent in M;
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(ii) if i ≥ 3 and |Fi \⋃i−1j=1 Fj| ≥ 2, then |Fi ∩ (⋃i−1j=1 Fj)| ≥ n.
Then the flats of Rd defined byLi :=⋂ij=1 aff (E \ Fi), 1 ≤ i ≤ p, satisfy dimLi ≤ |E \⋃ij=1 Fj|.
In particular, dim K ≤ |E \⋃pj=1 Fj|.
Proof. We vectorialize the situation by taking ω as the origin, and proceed by induction on i.
– If i = 1, then dim L1 = |E \ F1| − 1 by general position.
– If i = 2, then
dim L2 = |E \ F1| + |E \ F2| − 2− dim
(
aff (E \ F1)+ aff (E \ F2)
)
,
which reduces to dim L2 = |E \ F1|+ |E \ F2|− d− 2 because (E \ F1)∪ (E \ F2) contains d+ 2 points
of E, hence spans Rd. Since F1 and F2 are adjacent, we get dim L2 = |E \ (F1 ∪ F2)|.
– If i ≥ 3 and Fi ⊆ ⋃i−1j=1 Fj, then |E \⋃i−1j=1 Fj| = |E \⋃ij=1 Fj| and the induction hypothesis directly
applies.
– If i ≥ 3 and |Fi \⋃i−1j=1 Fj| = 1, then
dim Li = dim Li−1 + dim
(
aff (E \ Fi)
)− dim (Li−1 + aff (E \ Fi)).
We notice thatLi−1 6⊆ aff (E \ Fi), for otherwise the unique point of Fi \⋃i−1j=1 Fj would belong to
aff (E \ Fj), contradicting general position since |(E \ Fi)∪ (Fi \⋃i−1j=1 Fj)| ≤ d+ 1. We thus obtain
dim Li ≤ dim Li−1 − 1, hence dim Li ≤ |E \⋃i−1j=1 Fj| − 1 = |E \⋃ij=1 Fj| by using the induction
hypothesis.
– Suppose finally that i ≥ 3 and |Fi \⋃i−1j=1 Fj| ≥ 2. As E \ Fi ⊆ aff (E \ Fi), E \ (⋃i−1j=1 Fj) ⊆ Li−1 and
|E \ (Fi ∩ (⋃i−1j=1 Fj))| ≤ d+ 1 by (ii), we get dim (Li−1 + aff (E \ Fi)) ≥ |E \ (Fi \ (⋃i−1j=1 Fj))| − 1,
hence
dim Li ≤
∣∣∣∣∣E \ i−1⋃
j=1
Fj
∣∣∣∣∣+ |E \ Fi| −
∣∣∣∣∣E \
(
Fi ∩
i−1⋃
j=1
Fj
)∣∣∣∣∣ =
∣∣∣∣∣E \ i⋃
j=1
Fj
∣∣∣∣∣ ,
which completes the proof. 
Lemma 3.4. Let E be an n-surrounding of ω with n ≥ 3 and let G be the graph defined by M :=(
Aff (E ∪ ω)/ω)∗, i.e., whose vertices and edges are those of this oriented matroid. Let V denote the set
of vertices x which are 3-valent in M if n = 3, resp. such that M/x is simple if n ≥ 4. Suppose that the
subgraph G(V ) of G induced by V is connected, and that every facet of M has a vertex in V . Then dim K
is bounded above by the number of interior points of M.
In particular, the conclusion holds if at most n− 1 vertices of M belong to V .
Proof. We first check that the hypotheses of the lemma are satisfied when at most n − 1 vertices of
M belong to V . Let P˜ denote the n-polytope defined by conv E˜, where E˜ is a subset of Rn such that
M = Aff E˜. The graph of P˜ being n-connected by Balinski’s theorem [8], its subgraph induced by V˜ is
connected, hence G(V ) is connected. Moreover, each facet ofM having at least n + 1 vertices, one of
them necessarily belongs to V .
Next, consider the polar polytope P˜O (with respect to an origin taken in the interior of P˜). Then
the set VO of facets polar to the vertices of V is facet-connected (i.e., any two of its elements can be
connected by a chain of adjacent facets of VO) and we can order these facets in such a way that the
first elements of the list always form a facet-connected set. Since M/x is simple, the facets of VO are
simplicial (n− 1)-polytopes; taking a shelling for each of them, we can thus construct an ordering of
the set of (n−2)-faces of the elements of VO such that any (n−2)-face of the list (except the first one)
has at least (n− 2) vertices in common with the preceding ones. As these (n− 2)-faces are simplices,
each step adds at most one new vertex of P˜O to the already numbered ones. It follows that the vertices
of P˜O can be listed according to their order of appearance in the preceding construction (the first n−1
vertices being those of the first (n− 2)-face, in an arbitrary order).
1924 J.-P. Roudneff / European Journal of Combinatorics 30 (2009) 1919–1943
Coming back to the facets of P˜ by polarity and using the correspondence given by tilde operator,
we have thus found an ordering F1, F2, . . . , Fp of the facets of M which clearly satisfies Condition (i)
of Lemma 3.3. Condition (ii) is also fulfilled when n ≥ 4 since each Fi, 3 ≤ i ≤ p is adjacent to at least
n− 2 ≥ 2 facets Fj, 1 ≤ j ≤ i− 1, hence contains at least n points of⋃i−1j=1 Fj. For n = 3, the situation
is in fact easier since each 2-face of P˜O is a triangle, hence each new vertex of the list is incident to at
least two already numbered ones.
Lemma 3.3 then applies and we can conclude that dim K ≤ |E \⋃pj=1 Fj|, i.e., dim K is bounded
by the number of interior points of E. 
4. Mergings of facets and stickings of points
Let X be a given (m, d, k)-obstruction at ω and let E be an n-surrounding of ω, its associated `-
polytope still being denoted byK,with the notation introduced in Section 3.
By general position, a point x of E belongs toK if and only if everyω-simplex of E contains x, which
is also equivalent to saying that x is an interior point of
(
Aff(E ∪ ω)/ω)∗. If such a point exists, then
x 6∈ aff Ω, by general position again, and we have ` ≥ k. We also notice that the convex hull of the
points of E ∩K is a face ofK . In contrast, as E contains at least two ω-simplices, there is at least one
vertex ofK which does not belong to E.
Definition 4.1. Let ω` be a vertex ofK such that ω` 6∈ E, consider a decreasing sequence of faces of
K ending atω`, and pick pointsωj in their relative interiors. Any sequence (ω0, ω1, . . . , ω`) obtained
in that way will be called a collapsing sequence of points ofK .
For a collapsing sequence, the oriented matroids Mj :=
(
Aff(E ∪ ωj)/ωj
)∗
, 0 ≤ i ≤ `, are still
acyclic of rank n + 1. Moreover their facial structures do not depend on the the particular choices of
ωj in the relative interiors of the faces of K , by their characterization as cells given in Section 3. In
particular, ω0 can be taken to be ω.
We shall need to knowhowMj, 1 ≤ j ≤ `, is deduced fromMj−1when 1 ≤ j ≤ `. For that purpose,
we introduce the following terminology.
Definition 4.2. LetM andM ′ be two acyclic rank n+ 1 oriented matroids on the same set E. ThenM ′
is said to be obtained fromM by mergings and stickings if the following two conditions are fulfilled.
(i) each facet G ofM ′ is the union I ∪ F1 ∪ · · · ∪ Fp of p ≥ 1 facets F1, F2, . . . , Fp ofM and a (possibly
empty) set I of interior points ofM;
(ii) each (n− 2)-face ofM ′ is an (n− 2)-face ofM .
More specifically, we say that the facet I ∪ F1 ∪ · · · ∪ Fp of M ′ is the merging of F1, F2, . . . , Fp and
the sticking of the points of I . Moreover, the merging, resp. the sticking, is called proper if p ≥ 2,
resp. I 6= ∅.
With the preceding notation, I cannot belong to an (n − 2)-face of G, hence I is included in the
relative interior ofG inM ′. We also notice that, more generally, each j-faceG ofM ′ (with 0 ≤ j ≤ n−2)
is in fact a j-face ofM . Indeed, G is the intersection of the (n− 2)-faces ofM ′ containing it, hence is a
face ofM (as the intersection of (n−2)-faces ofM); any decreasing sequence of faces ofM ′ containing
G is thus a decreasing sequence of faces ofM and, sinceM andM ′ have the same rank, it follows that
G is also a j-face ofM .
Lemma 4.1. Suppose that M ′ is obtained from M by mergings and stickings and let G1 and G2 be two
distinct facets of M ′. Then, there exist facets F1 and F2 of M such that G1 ∩ G2 = F1 ∩ F2.
Proof. G1 ∩ G2 being a certain j-face ofM ′ (with 0 ≤ j ≤ n− 2), it is also a j-face ofM hence G1 ∩ G2
is the intersection of the facets ofM containing it. Two of these facets, say F1 and F2, being included in
G1 and G2 respectively, it follows that G1 ∩ G2 ⊆ F1 ∩ F2, which suffices to prove the result. 
A consequence of these properties is that the operations of merging and sticking are, in a certain
sense, stable under contraction.
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Fig. 1. Representation of mergings of facets.
Lemma 4.2. Suppose that M ′ is deduced from M by mergings and stickings and let x be a vertex of M ′
(hence of M). Then M ′/x is obtained from M/x by mergings and stickings. More precisely, for each facet
G = I ∪ F1 ∪ · · · ∪ Fp of M ′ (where F1, F2, . . . , Fp, are facets of M and I is a set of interior points), G \ x
is a facet of M ′/x obtained by merging the facets Fi \ x of M/x such that x ∈ Fi and by sticking the points
of I and those of the Fi’s such that x 6∈ Fi.
In particular, if at least one merging is proper in the construction ofM ′, then there is a vertex x of
M such thatM ′/x is obtained by at least one proper merging fromM/x.
Lemma 4.3. Let E be an n-surrounding of ω and let (ω0, ω1, . . . , ω`) be a collapsing sequence of its
associated `-polytope K . If ` ≥ 1, then each Mj, 1 ≤ j ≤ `, is deduced from Mj−1 by mergings and
stickings, at least one of which is proper.
Proof. Let G and G′ be two adjacent facets of Mj; then T := E \ G and T ′ := E \ G′ are ωj-simplices
such that |T ∪ T ′| = d + 2. By general position, we have ωj ∈ int
(
conv (T ∪ T ′)), hence also
ωj−1 ∈ int
(
conv (T ∪ T ′)). It follows that T ∪ T ′ contains at least two (and in fact exactly two)
distinct ωj−1-simplices S and S ′. Since |S ∪ S ′| ≤ |T ∪ T ′| = d + 2, we get |S ∪ S ′| = d + 2, hence
S ∪ S ′ = T ∪ T ′, from which we deduce that S and S ′ are adjacent facets ofMj−1. In particular, every
(n− 2)-face ofMj is also an (n− 2)-face ofMj−1.
Conversely, let F and F ′ be two adjacent facets of Mj−1. As the ωj−1-simplices S := E \ F and
S ′ := E \ F ′ contain ωj-simplices T and T ′ respectively, we have |T ∪ T ′| ≤ d + 2, hence T = T ′ or
T ∪ T ′ = S ∪ S ′, by general position again. E \ T and E \ T ′ are thus facets ofMj, which are either equal
or adjacent.
The preceding arguments show that every facet G of Mj writes I ∪ F1 ∪ F2 ∪ · · · ∪ Fp, where
F1, F2, . . . , Fp denote facets ofMj−1 and I is a (possibly empty) set of interior points ofMj−1. Moreover,
the existence of an ωj−1-simplex which is not an ωj-simplex implies that we have p ≥ 2 or I 6= ∅
for at least one facet G of Mj. We can thus conclude that Mj−1 is transformed into Mj by merging and
sticking operations, and that at least one of them is proper. 
We now give a geometric interpretation of the above notions, which justifies the choice of the
terminology. The oriented matroid M ′ in Definition 4.2 – if it exists – is not unique in general, but
only its facial structure will be relevant for us. In the situation we are concerned with,M andM ′ can
be represented as Aff E˜ and Aff E˜ ′ respectively, where E˜ and E˜ ′ span Rn. Lemma 4.2 implies that the
(n−2)-skeleton of P˜ ′ := conv E˜ ′ identifieswith a subcomplex of P˜ := conv E˜ via the correspondences
between E, E˜ and E˜ ′. Roughly speaking, P˜ ′ is obtained by merging certain facets of P˜ (carrying all the
points of their relative interiors) and sticking certain interior points of E˜ onto this new facet.
Fig. 1 describes the interpretation of mergings for the 3-polytope whose Schlegel diagram is given
by Fig. 1(a). On the one hand, its two bottom triangular 2-faces can be merged in order to get the
representation of Fig. 1(b); on the other hand, the merging of the three triangular 2-faces on the left
is also possible and we obtain Fig. 1(c), with a point in the relative interior of the merged 2-face.
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It turns out that mergings and stickings are discrete translations of a more general result about
the continuity of the Gale transform, which gives support to this geometric interpretation. Replacing
the sequence (ω0, ω1, . . . , ω`) by a continuous path fromω0 toω`,mergings and stickings record the
changes in the facial structure of
(
Aff (E ∪ x) /x)∗ in the continuous deformation from E˜0 to E˜` given
by Theorem 4.1 below.
Theorem 4.1 (Continuity of the Gale Transform). Let E be a spanning set of Rd of cardinality d + 1 + n
and let x be a variable point in int
(
conv E
)
. Then the oriented matroid
(
Aff (E ∪ x) /x)∗ is isomorphic to
Aff E˜(x), where E˜(x) is a spanning set of Rn whose d+ 1+ n points depend continuously on x.
Proof. Theproof follows closely the presentation, given in [8], of theGale transformand its connection
with oriented matroid duality.
We choose a numbering of the points of E ∪ x such that the first d + 1 ones span Rd and x is the
last point. Next, we linearize the problem by embedding Rd in Rd+1 in the usual way, i.e., by adding a
(d+1)th coordinate equal to 1 to every point of E∪x. Thematrix ofR(d+1)×(d+2+n) whose columns are
the coordinates of the points of E ∪ x in Rd+1 can be represented by blocks as (P | Q (x)), where P is
invertible (notice that only the last column depends on x). Then,Aff (E∪x) is also the orientedmatroid
of linear dependences of the columns of
(
P | Q (x)) and its dual is the oriented matroid of linear
dependences of the columns of any matrix A(x) of R(n+1)×(d+2+n) such that
(
P | Q (x)) × tA(x) = 0
and rank A(x) = n + 1; a suitable choice for such a matrix is A(x) := (P−1Q (x) | −In+1). In order
to represent
(
Aff(E ∪ x)/x)∗ = (Aff(E ∪ x))∗ \ x as the oriented matroid of linear dependences
of vectors, it suffices to suppress the last column of A(x). All components of the resulting matrix
B(x) of R(n+1)×(d+1+n) are clearly continuous functions of x. As
(
Aff(E ∪ x)/x)∗ is acyclic, there is a
hyperplane H(x) of Rn+1 which (strictly) separates the origin from the columns of B(x) (identified
with points ofRn+1). Moreover, the continuity of x 7−→ B(x) allows us to construct those hyperplanes
in a continuous way, too. We finally define the points of E˜(x) as the intersections of H(x) with the
half-lines generated by the columns of B(x) and identify each H(x) with Rn. Clearly, x 7−→ E˜(x) is
continuous and, for all x ∈ int ( conv E), the oriented matroid (Aff (E ∪ x) /x)∗ is isomorphic to
Aff E˜(x). 
In Section 5, we shall need additional properties of mergings.
Lemma 4.4. Let E be an n-surrounding of a point ω of Rd and let (ω0, ω1, . . . , ω`) be a collapsing
sequence of points of K . Suppose, with the above notation, that G = F1 ∪ F2 ∪ · · · ∪ Fp ∪ I is a facet
of Mj obtained by merging the facets F1, F2, . . . , Fp of Mj−1 and sticking the set I of interior points. Then,
there is a shelling of Mj−1 whose first p facets are F1, F2, . . . , Fp (in a certain order).
Proof. Joiningωj−1 toωj by a continuous path (for instance a segment), we can use the representation
given by Theorem 4.1. When F˜1, F˜2, . . . , F˜p and I˜ are about to collapse onto a hyperplane of Rn, the
first elements of E˜ visible from a point which moves on a half-line emerging from one of the F˜i’s are
those of F˜1, F˜2, . . . , F˜p in a certain order. Bruggesser andMani’s standard construction of a shelling [8]
then shows that F1 ∪ F2 ∪ · · · ∪ Fp can first be shelled in Mj−1, and that any given Fi can be taken as
the pagebreak starting element of the shelling. 
As is well known, polytopes are not extendably shellable in general, see [8]. Lemma 4.4 is thus an
indication of the existence of mergings which cannot be realized with two polytopes, either because
one of the two orientedmatroidsM orM ′ is not representable, or because their representation spaces
are not connected, i.e., transforming one polytope into the other cannot be done via a single merging.
On the other hand, two mergings may be incompatible, i.e., combining them does not necessarily
produce an oriented matroid. The following result, which generalizes Lemma 4.1, implies however
that they must satisfy special conditions.
Lemma 4.5. Let (ω0, ω1, . . . , ω`) and (ω′0, ω
′
1, . . . , ω
′
`) be two collapsing sequences of points of K such
that ω′j−1 = ωj−1. Let G = I ∪ F1 ∪ F2 ∪ · · · ∪ Fp, resp. G′ = I ′ ∪ F ′1 ∪ F ′2 ∪ · · · ∪ F ′p′ , be a facet of Mj,
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resp. of M ′j :=
(
Aff (E ∪ ω′j) /ω′j
)∗
, obtained by merging the facets F1, F2, . . . , Fp, resp. F ′1, F
′
2, . . . , F
′
p′ of
Mj−1 and sticking the points of I, resp. of I ′. Then G ∩ G′ is a (possibly empty) face of Mj−1.
Proof. Without loss of generality, we may take ωj−1 to be a point of ]ωj, ω′j[. Then ωj ∈ conv (E \ G)
and ω′j ∈ conv (E \ G′), hence ωj−1 ∈ conv
(
E \ (G ∩ G′)) and it follows that G ∩ G′ is contained into
a facet F ′′ of Mj−1. By Lemma 4.1, there exist facets F and F ′ of Mj−1 such that F ∩ F ′′ = G ∩ F ′′ and
F ′ ∩ F ′′ = G′ ∩ F ′′, hence G ∩ G′ = (F ∩ F ′′) ∩ (F ′ ∩ F ′′) is a face ofMj−1. 
5. Minimal size of the simplices in an obstruction
Most of the reasonings that we will use to prove Reay’s conjecture for particular values ofm, d and
k consist in showing that the existence of an (m, d, k)-obstruction would imply bounds on the size of
the Si’s that are incompatiblewith those parameters. Such bounds are given by the following technical
results.
Lemma 5.1. Any (m, d, k)-obstruction at ω satisfies:
(5.1.1) |Sm| ≥ 34d+ 1 if k = 1;
(5.1.2) |Sm| ≥ 34d+ 14k+ 1 if k ≥ 2.
Lemma 5.2. Any (m, d, k)-obstruction at ω satisfies:
(5.2.1) |Sm| ≥ 45d+ 1 if k = 1;
(5.2.2) |Sm| ≥ 45d+ 15k+ 1 if k = 2 or 3.
Proof of the lemmas. The aim of Lemmas 5.1 and 5.2 is to prove that Sm, hence all the Si’s, cannot
have few elements, it will be convenient to use the notation r := d + 1 − |Sm|. With this notation,
Lemma 5.1 amounts to showing that r ≤ d4 if k = 1 and r ≤ d−k4 if k ≥ 2 and Lemma 5.2 that r ≤ d5 if
k = 1 and r ≤ d−k5 if k = 2 or 3. We notice that, by general position, we already have 1 ≤ r ≤ d− k.
Let E be an n-surrounding of ω such that E ⊆ Sm ∪ Xm+1 and M denote the rank n + 1 acyclic
orientedmatroid
(
Aff (E∪ω) /ω)∗;we recall thatM is (n−2)-simplicial. Moreover, by themaximality
of (|S1|, |S2|, . . . , |Sm|), each facet ofM contains at least r + n points of E. We have already observed
that M can be represented as Aff E˜, where E˜, affinely spans Rn. In the special case n = 2, the n-
polytope P˜ is a convex q-gon of R2, all edges of which contain at least r + 2 points of E˜; it follows that
q(r + 1) ≤ d+ 3, hence r ≤ d3 since q ≥ 3.
The remainder of the proof is nothing else but a refinement of this two-dimensional argument.
Basically, we shall explore the geometric structure of n-surroundings for the first values of n, and
derive the inequality |E| ≥ (n + 1)(r + 1); this already implies r ≤ dn+1 . Taking into account
the dimension of Ω, the bound on |E| is then strengthened to |E| ≥ (n + 1)(r + 1) + k when
k ≥ 2, which shows that r ≤ d−kn+1 . Finally, as |Xm+1| ≥ d − k − 2, the preceding inequalities imply|Xm+1| ≥ r(n + 1) + 1, hence |Xm+1| + |Sm| − d − 1 = |Xm+1| − r ≥ n + 1; this guarantees the
existence of an (n + 1)-surrounding of ω included in Sm ∪ Xm+1 and allows us to iterate the process
as long as our geometric understanding of the situation is sufficient.
The proof is organized as follows: in a first step, we give a general lower bound for the cardinality of
an n-surrounding E ⊆ Sm ∪ Xm+1, and the results are then applied to the particular cases n = 2, 3, 4.
Throughout the proof, we shall use the notation introduced in Section 4. In particular, we will still
denote byK the `-polytope obtained as the intersection of the convex hulls of the ω-simplices of E,
and byMj :=
(
Aff(E∪ωj)/ωj
)∗
, 0 ≤ j ≤ `, the orientedmatroids associated to a collapsing sequence
(ω0, ω1, . . . , ω`) of points ofK . We point out that extending E to an (n + 1)-surrounding modifies
K, hence theMj’s, but we will keep the same notation at each step to avoid multiple indices.
Step 1: a general lower bound for |E|
From a very basic combinatorial point of view, a proper merging can be viewed as adding at least
r + 1 points to an existing one, whereas a proper sticking amounts to adding at least one point. A
straightforward induction then shows that
|F | ≥ (µ(F)+ 1)(r + 1)+ n− 1+ σ(F),
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where µ(F), resp. σ(F), denotes the total number of merging, resp. sticking, operations used in the
construction of the facet F of M` from the initial oriented matroid M0. Defining the total number of
mergings, resp. stickings of M` by µ := ∑F∈Fn−1(M`) µ(F), resp. σ := ∑F∈Fn−1(M`) σ(F), we have∑
F∈Fn−1(M`) |F | ≥
(
fn−1(M`)+ µ
)
(r + 1)+ (n− 1)fn−1(M`)+ σ ,which gives∑
F∈Fn−1(M`)
|F | ≥ fn−1(M`)(r + n)+ (r + 1)µ+ σ .
We notice thatµ+σ ≥ ` ≥ k− 1, and that we even haveµ+σ ≥ ` ≥ k if σ ≥ 1 (sinceM0 then has
an interior point). As r ≥ 1, it follows that (r + 1)µ+ σ ≥ k always holds when k ≥ 2, and equality
is possible only if k = 2, ` = r = µ = 1 and σ = 0, or if k = ` = σ ≥ 2 and µ = 0. We have thus
obtained:∑
F∈Fn−1(M`)
|F | ≥ fn−1(M`)(r + n)+ k∗, (1)
where k∗ = 0 if k = 1 and k∗ = k if k ≥ 2. On the other hand, a simple counting shows that∣∣∣∣∣ ⋃
F∈Fn−1(M`)
F
∣∣∣∣∣ = ∑
F∈Fn−1(M`)
|F | −
∑
x∈F0(M`)
(fn−1,x(M`)− 1),
where fn−1,x(M`) stands for the number of facets of M` containing the vertex x. Clearly, fn−1,x(M`) =
fn−2(M`/x) and it follows, via Euler’s relation inM`/x, that∣∣∣∣∣ ⋃
F∈Fn−1(M`)
F
∣∣∣∣∣ = ∑
F∈Fn−1(M`)
|F | −
∑
x∈F0(M`)
(
fn−2(M`/x)− 1
)
=
∑
F∈Fn−1(M`)
|F | −
∑
x∈F0(M`)
n−2∑
i=0
(−1)n−ifi−1(M`/x)
=
∑
F∈Fn−1(M`)
|F | −
n−2∑
i=0
(−1)n−i
∑
x∈F0(M`)
fi−1(M`/x).
AsM` is (n− 2)-simplicial, we get∣∣∣∣∣ ⋃
F∈Fn−1(M`)
F
∣∣∣∣∣ = ∑
F∈Fn−1(M`)
|F | −
n−2∑
i=0
(−1)n−i(i+ 1)fi(M`).
Combining with (1) and using Euler’s relation forM`,we finally obtain
|E| ≥ fn−1(M`)× r + k∗ −
n−1∑
i=1
(−1)n−iifi(M`)+
(
1− (1)n). (2)
Step 2: n = 2
Starting with a 2-surrounding, we get |E| ≥ f1(M`)(r + 1)+ k∗ by (2), hence
|E| ≥ 3(r + 1) when k = 1 and |E| ≥ 3(r + 1)+ k when k ≥ 2.
Step 3: n = 3
We now consider a 3-surrounding, for which (2) gives |E| ≥ f2(M`)r + k∗ − f1(M`)+ 2f2(M`)+ 2.
Using the well-known inequality f1 ≤ 3f2 − 6 for 3-polytopes, we obtain
|E| ≥ f2(M`)(r − 1)+ k∗ + 8, (3)
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hence |E| ≥ 4(r + 1)+ k∗, and we can conclude that
|E| ≥ 4(r + 1) when k = 1 and |E| ≥ 4(r + 1)+ k when k ≥ 2,
which completes the proof of Lemma 5.1.
We notice that equality requires f1 = 3f2 − 6, and also f2 = 4 if r ≥ 2 (in other words, P˜` is
a simple 3-polytope, and even a tetrahedron if r ≥ 2). In some way, the next step will generalize
these observations in dimension 4; to that aim, we shall need an additional shelling argument for
3-polytopes, which also leads to an alternative proof of (5.1.1).
Let F1, F2, . . . , Fq denote the faces ofM`which contain an arbitrary vertex x, in a certain cyclic order.
We claim that there is a (q+1)th face Fq+1 ofM` which shares atmost q vertices with F1∪F2∪· · ·∪Fq.
Indeed, such a face can be obtained as the (q + 1)th element of a shelling for which F1, F2, . . . , Fq
is a beginning sequence, see [8]. A simple counting shows that these q + 1 faces contain at least∑q+1
i=1 |Fi| − 3q + 1 points of E. In particular, we get |E| ≥ (q + 1)r + 4, hence |E| ≥ 4r + 4, with
equality if and only if q = 3.
Step 4: n = 4
Now consider a 4-surrounding E; inequality (2) becomes
|E| ≥ f3(M`)r + k∗ + f1(M`)− 2f2(M`)+ 3f3(M`). (4)
The situation turns out to be much more complicated than in Step 3 because of the signs and, above
all, the lack of convenient linear bounds relating the fi’s.
(4.a) Proof of (5.2.1)
We shall prove the more precise result that | Fr M0| ≥ 5r + 5, where Fr M0 denotes
the set of frontier points, i.e., non-interior points of M0. Let F1, F2, . . . , Fq denote the facets
of M0 containing a given edge [x, y], in a certain cyclic order. Since the 2-faces of M0/y are
the restrictions to ( Fr M0) \ y of the facets of M0 that contain y, the remarks at the end of
Step 3 imply the existence of a shelling F1, F2, . . . , Fq, Fq+1, . . . of M0 such that y ∈ Fq+1 and
|⋃q+1i=1 Fi| ≥∑q+1i=1 (|Fi| − 1)− 3q+ 2. In particular, we get | FrM0| ≥ 5r + 5 if q ≥ 4 or if r = 1
andM0 has a facet F such that |F | ≥ 6.
By (3), the facets ofM0 which contain a given vertex x contribute to at least f3,x(M0)(r−1)+9
points of FrM0, and we also get | FrM0| ≥ 5r + 5 if r ≥ 2 and f3,x(M0) ≥ 6.
Moreover, ifM0 has a tetrahedral facet F ,we can choose x ∈ F0(M0) such that x 6∈ F ; then F
and the f3,x(M0) facets containing x collect at least f3,x(M0)(r − 1)+ 9+ r points of FrM0, and
we can also conclude that | FrM0| ≥ 5r + 5 in this case.
For proving the inequality | Fr M0| ≥ 5r + 5, we are thus reduced to the situation where
M0 is 2-simple and 2-simplicial, every facet has at least 5 vertices and (if r ≥ 2), every vertex
is contained in at most 5 facets. A classical counting first shows that f1(M0) = f2(M0), and we
derive from Euler’s relation that f0(M0) = f3(M0).
– Suppose first that r ≥ 2. Then each vertex x of M0 belongs to at most 6 edges (since M0/x
is simple and has at most 5 facets), hence f1(M0) ≤ 3f0(M0) and we derive from (4) that
| FrM0| ≥ f0(M0)r . It can be shown that f0(M0) ≥ 8 by only considering the vertices ofM0 in
the shelling argument, and we can conclude that | FrM0| ≥ 5(r + 1). (An alternative method
consists in observing that, since M0 has no tetrahedral facet, we already have f3(M0) ≥ 7;
if f3(M0) = 7, then f2(M0) ≤ 17 by using the general inequality f2 ≤ 12 f0 + 14 (f 23 + f3) for
4-polytopes, see [11], hence | FrM0| ≥ 7(r + 3)− 17 ≥ 5(r + 1) by (4).)
– Now suppose that r = 1. Then each facet ofM0 is isomorphic to a bipyramid, hence f2(M0) =
3f3(M0). We are thus left with the case where the f -vector ofM0 is (9, 27, 27, 9). Let x be a
vertex of M0 which is 4-valent in some facet of M0. As M0 is 2-simple, M0/x is isomorphic
to a prism or to a cube (the only simple 3-polytopes all facets of which are triangles or
quadrilaterals, with at least one quadrilateral). Let F1 and F2 denote the two facets ofM0 such
that F1 ∩ F2 = {x}.
If M0/x is a prism, we observe that there are three distinct facets F of M0 such that
|F∩F1| = 3 and x 6∈ F and three distinct facets F ofM0 such that |F∩F2| = 3 and x 6∈ F . SinceM0
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has nine facets, five of them containing x,we can find a facet F such that |F∩F1| = |F∩F2| = 3
and x 6∈ F , which implies |F | ≥ 6: a contradiction.
If M0 is a cube, a similar reasoning shows that one of the two facets of M0 such that
|F ∩ F1| = 3 and x 6∈ F also satisfies |F ∩ F2| = 3, and we also get |F | ≥ 6.
This completes the proof of | FrM0| ≥ 5r + 5 and, in particular, of (5.2.1).
(4.b) Cases k = 2 and k = 3
We now prove that |E| ≥ 5r + 5 + k when k = 2 or k = 3. The inequality is immediate
if M` is obtained from M0 by stickings only. Indeed, M0 then has at least k interior points since
σ ≥ ` ≥ k, and we know that | FrM0| ≥ 5r + 5 by (4.a).
In what follows, we can thus assume that at least one merging is used in the construction
of M`. Let G be a facet of some Mj, 1 ≤ j ≤ `, which is obtained by the proper merging
of p ≥ 2 facets of Mj−1 and the possible sticking of interior points. By Lemma 4.4, there is a
shelling of Mj−1 whose first elements are the facets merged in G, the first one, say G1, being
that of maximum cardinality. Denoting by G2 the second facet of the shelling, we already get
|G| ≥ |G1 ∪ G2| ≥ 2r + 5. If p ≥ 3, the third facet G3 satisfies |G1 ∩ G3| ≤ 3, |G2 ∩ G3| ≤ 3
and G1 ∩ G2 ∩ G3 is a face of Mj−1, and it follows that |G| ≥ |G1 ∪ G2 ∪ G3| ≥ 3r + 5. If p = 2,
then |G| = 2r + 5, resp. |G| = 2r + 6, if and only if |G1| = |G2| = r + 4, resp. |G1| = r + 5 and
|G2| = r+4. If p ≥ 3, then |G| ≥ 2r+6 and equality requires that |G1| = |G2| = |G3| = r+4with
the preceding notation (and also r = 1). In particular, no sticking occurs during the construction
of G fromM0.
• Case k = 2
Let G be a facet of M` whose construction uses at least one merging and [x, y] be an edge
of G. By the shelling argument of (4.a), we can find facets F1, F2, . . . , Fq+1 of M` such that
F1 = G, x, y ∈ F2, F3, . . . , Fq, y ∈ Fq+1 and |⋃q+1i=1 Fi| ≥ |G| +∑q+1i=2 (|Fi| − 1) − 3q + 2. It
follows that | FrM`| ≥ 5r + 6;moreover, equality requires that |G| = 2r + 5, |Fi| = r + 4 for
all i, 2 ≤ i ≤ q+1, and also that no other facet ofM` has a point in its relative interior. These
conditions and the preceding remarks imply that σ = 0.
– IfM` has two facets G and G′, each obtained fromM0 by using at least one proper merging,
we have |G∩G′| ≤ 1 (for otherwisewe could apply the above reasoning to an edge ofG∩G′).
Then, any facet F ofM` such that F 6= G, F 6= G′ andG∩G′ ⊂ F satisfies |F∪G∪G′| ≥ 5r+8,
hence |E| ≥ 5r + 8.
– We are left with the case where ` = 1, (σ , µ) = (0, 1) and M1 is obtained by merging
precisely two facets of M0, both of cardinality r + 4; let us again denote by G the merged
facet. The polytopeK is then reduced to a segment [ω1, ω′1] and, since ` = k− 1,we have
ω′1 6∈ E.We can thus replace ω1 by ω′1 in the reasoning: M ′1 =
(
Aff(E ∪ ω′1)/ω′1
)∗
also has
a unique merged facet G′,which satisfies the same conditions as G. By Lemma 4.5, G∩ G′ is
then a (possibly improper) face ofM0.
– If |G∩G′| ≤ 2, then |E| ≥ |G∪G′∪G′′| ≥ 5r+8 by taking G′′ such that G′′ 6⊂ G and G′′ 6⊂ G′.
– If |G∩G′| ≥ 3,we remark that there is an edge [x, y] of G∩G′ such that y belongs to exactly
one of the two facetsG′1 orG
′
2, sayG
′
1, used in themerging ofG
′.Any facet F ofM1 containing
y then satisfies F ∩ G′ = F ∩ G′1. The shelling argument of (4.a) applied to [x, y] leads to the
existence of facets F1, F2, . . . , Fq+1 of M0 containing y such that F1 = G′1, F2 = G and
|⋃q+1i=1 Fi| ≥ 5r + 6, from which we deduce that |G′2 ∪⋃q+1i=1 Fi| ≥ 6r + 7 ≥ 5r + 8 since G′2
has at most four points in common with
⋃q+1
i=1 Fi.• Case k = 3
The reasoning is similar:
– IfM` has two facets G and G′, each obtained fromM0 by using at least one proper merging,
we get |E| ≥ 5r + 8 either by applying the shelling argument if |G ∩ G′| ≥ 3, or by using a
third face F such that G ∩ G′ ⊂ F otherwise. In particular, we have µ = 1, hence σ ≥ 1.
– Let G denote the unique merged facet of M`. The shelling argument used above leads to
| FrM0| ≥ 5r+ 7 since the presence of at least one sticking during the construction implies
that |G| ≥ 2r+6 or |F | ≥ r+5 for one of the facets F 6= G ofM`−1. The equality |E| = 5r+7
requiresM0 to have exactly one interior point, henceK is a 2-polytope with precisely one
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vertex in E. Then, there is an edge [ω2, ω′2] ofK such that ω′2 6∈ E and we can choose the
sequence of ωi’s so that ω1 ∈ ]ω2, ω′2[; the last transformation can thus be assumed to be
a proper merging. Replacing ω2 by ω′2 in the reasoning, we get |E| ≥ 5r + 8 by using the
same argument for G′ as in the case k = 2. 
Remark 5.1. Step 4 seems somewhat unfinished in the sense that the inequality |Sm| ≥ 45d+ 15k+ 1
has been obtained only for k = 2 and k = 3. This is mainly due to our incomplete knowledge about
f -vectors of 4-polytopes. More precisely, as (4) can also be written
|E| ≥ 5r + 5+ k∗ + (f3 − 5)(r − 2)+ 5f3 − 2f2 + f1 − 15,
the lower bound for |Sm| could be extended at least to all values of k with k ≤ d − 5 if it were true
that 5f3−2f2+ f1−15 ≥ 0 holds for every 4-polytope. However, this inequality, suggested in its dual
form in [12], is incorrect, even for 2-simple 2-simplicial 4-polytopes to which we have reduced the
study, see [13,14]. 2-simple 2-simplicial 4-polytopes probably play a central role when n = 4, similar
to that of simple 3-polytopes in Step 3. A few infinite classes of these polytopes have been discovered
recently [13] (corresponding to values of r larger than 2, so that the inequality |E| ≥ 5r + 5 + k∗ is
not contradicted yet).
Remark 5.2. In (4.b), the global approach to finding lower bounds for the number of points in a
surrounding E has been replaced by a reasoningusing shellings. Indeed,wehave considered sequences
of facets for which each facet adds new points of E to those contained in the previous ones. Shellings
have also been used in Lemma 3.4, which will be essential in the proof of Theorem 8.2 below,
and it is worth noticing that similar arguments can already be found in Theorems 7.1 and 8.1
of [7].
Itwould be interesting to know if, for every (n−2)-simplicial polytope P˜ ofRn, there always exists a
shelling F˜1, F˜2, . . . , F˜j, . . . of P˜ (or at least a numbering of its facets) such that, for all j, 2 ≤ j ≤ n+1,
we have
∑j
i=1 ci ≤ (j − 1)n − 1, where ci denotes the number of vertices common to F˜i and the
preceding ones in the ordering. Notice that the value (j−1)n−1 is the onewhich is obtainedwhen P˜ is a
simplex ofRn and j ≤ n+1. Actually, one of the key steps in the reasonings used in the present section
was, in disguised form, to prove the preceding inequality for n ≤ 4. Should the general inequality be
established, we would then easily derive |Sm| ≥ nn+1d+1 for all n ≤ d,which would lead to |Sm| > d,
hence to a proof of Reay’s conjecture.
6. Proof of Reay’s conjecture for d ≤ 24 and k = 1
The goal of this section is to establish Reay’s conjecture inRd for d ≤ 24 in the particular casewhere
k = 1. For that purpose, we first develop a method which reduces the problem to the partitions with
m ≤ d− 1 simplices.
Theorem 6.1. Let d ≥ 2 be a given integer and suppose that Reay’s conjecture holds in Rd for k = 1 and
all m ≤ d − 1, i.e., every set of (m − 1)(d + 1) + 2 points in general position in Rd with m ≤ d − 1 is
(m, 1)-divisible. Then Reay’s conjecture is true in Rd for k = 1 and all m ≥ 1.
Let X be an (m, d, 1)-obstruction at a Tverberg point ω; we shall show that a contradiction is
reached ifm ≥ d.
For all j, 1 ≤ j ≤ d, let mj be the number of simplices Si, 1 ≤ i ≤ m, such that |Si| = d + 1 − j.
Clearly, we have
∑d
j=1mj = m and
∑d
j=1(d+ 1− j)mj = (m− 1)(d+ 1)+ 2− |Xm+1|, hence
d∑
j=1
jmj = |Xm+1| + d− 1. (5)
The desired contradiction follows from the case p = 1 of the next lemma.
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Lemma 6.1. Let X be a (m, d, 1)-obstruction at ω. Then, for all p, 1 ≤ p ≤ d,
d∑
j=p
mj ≤ d− 1p (Ep)
Proof. – Consider first an index p such that mp > 0 and let i denote the smallest integer such that
|Si| = d+ 1− p.
By Lemma 3.1, there is an ω-simplex S ′i such that S
′
i ⊆ Si ∪ (Xm+1 \ Sm+1) and |Si ∪ S ′i | = d+ 2.
Let a ∈ X \ (⋃ij=1 Sj ∪ S ′i ) and Ea := Si ∪ S ′i ∪ {a}. Then S ′i ∪ {a} and Ea \ S ′i are the two edges
containing a in the acyclic rank 3 oriented matroid
(
Aff (Ea ∪ {ω}
)
/ω)∗; let b be the second vertex
of S ′i ∪{a}. The complement Ta of the other edge containing b in Ea is thus anω-simplex containing
a, which satisfies |Ta| ≤ d+ 1− p by the maximality condition on the Si’s.
Moreover, Ta ∩ S ′i = S ′i \ b is a p-element subset of the (p + 1)-element set S ′i . It follows that
there exists a subset A of X \ (⋃ij=1 Sj ∪ S ′i ) of cardinality at least
1
p+ 1
∣∣∣∣∣X \
(
i⋃
j=1
Sj ∪ S ′i
)∣∣∣∣∣ = 1p+ 1
(
d∑
j=p
(d+ 1− j)mj + |Xm+1| − d− 2
)
such that b is the same set for every a ∈ A.
Setting Tb := S ′i , we deduce that, for all x ∈ A ∪ b, we have ω ∈ conv Tx and |Tx| ≤ d+ 1− p.
Next, let us extend each Tx to a d-element setUx by adding points of Si. For distinct x, y ∈ A∪{b},
we cannot have Ux ∩ Si = Uy ∩ Si (for otherwise ω ∈ conv Ux ∩ conv Uy, with Ux 6= Uy and
|Ux ∩ Uy| = d+ 1, hence Tx and Ty would be distinct ω-simplices such that |Tx ∪ Ty| ≤ d+ 1). As
there are at least
(
p+1
2
)
possibilities to construct a set Ux from Tx and atmost
(
d+1−p
2
)
possibilities
for the (d− 1− p)-element sets Ux ∩ Si, we obtain(
p+ 1
2
)(
1
p+ 1
(
d∑
j=p
(d+ 1− j)mj + |Xm+1| − d− 2
)
+ 1
)
≤
(
d+ 1− p
2
)
,
i.e.,
p
(
(d+ 1)∑dj=pmj −∑dj=p jmj + |Xm+1| − d− 2) ≤ d2 + d− 2pd− 2p.
Using (5), this reduces to 1d+1
(
1 +∑p−1j=1 jmj) +∑dj=pmj ≤ dp . We thus get∑dj=pmj < dp and,
since the sum on the left is an integer, we can conclude that
∑d
j=pmj ≤ d−1p .
– Finally, ifmp = 0, then (Ep) follows from (Eq), where q is the smallest integer such that q > p and
mq > 0, or is trivial if no such q exists. 
Remark 6.1. By Remark 5.2, if the inequality |Sm| ≥ nn+1d+ 1 is satisfied for some n ≥ |Sm|, then we
would havem ≥ d+ 1 and this would prove Reay’s conjecture for k = 1 by Theorem 6.1.
We now proceed to the proof of the case d ≤ 24, for which it suffices to establish the following.
Theorem 6.2. Any set X of (m − 1)(d + 1) + 2 points in general position in Rd with d ≤ 24 is (m, 1)-
divisible.
Proof. Let X be an (m, d, 1)-obstruction at ω. By Lemma 5.2, we have mj = 0 for all j > d5 . When
d ≤ 24, this means thatmj = 0 for all j ≥ 5.
Summing the upper bounds
m1 +m2 +m3 +m4 ≤ d− 1, m2 +m3 +m4 ≤ d− 12 , m3 +m4 ≤
d− 1
3
,
m4 ≤ d− 14
given by Lemma 6.1 then leads tom1 + 2m2 + 3m3 + 4m4 ≤ 2512 (d− 1).
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On the other hand, we havem1 + 2m2 + 3m3 + 4m4 ≥ 2d+ 1 by (5) and Lemma 3.1.
Combining the two inequalities, we get d ≥ 39: a contradiction. 
Remark 6.2. Unfortunately, the method no longer works when d ≥ 25, roughly because of the
divergence of the harmonic series. Indeed, wemay havemj > 0 for j ≥ 5 and, again denoting by r the
largest integer such thatmr > 0, the inequality
∑r
j=1
d−1
j ≥ 2d+ 1 does not provide any information
since
∑r
j=1
1
j exceeds 2 by far too much when r ≥ 5. More specifically, when d = 25t , the sequence
(m1,m2,m3,m4,m5,m6, . . . ,md) = (12t, 5t, 2t, 2t, 3t, 0, . . . , 0) satisfies∑dj=1 jmj ≥ 2d + 1 and
(Ep), 1 ≤ p ≤ d (and even the sharper inequalities 1d+1
(
1 +∑dj=1 jmj) +∑dj=pmj ≤ dp obtained in
the proof of Lemma 6.1). This is the best we can expect with our counting arguments and, since d can
be arbitrarily large in this example, a possible generalization of Lemma 5.2 to |Sm| ≥ nn+1d + 1 for a
higher value of nwould be of no help here.
7. Proof of Reay’s conjecture form ≤ 8
The main goal of this section is the proof of the following theorem.
Theorem 7.1. Reay’s conjecture is true for m ≤ 8, i.e., any set X of (m − 1)(d + 1) + k + 1 points in
general position in Rd with m ≤ 8 is (m, k)-divisible.
Proof. Let X be an (m, d, k)-obstruction at some Tverberg point ω.
– If k = 1, then |Si| ≥ 34d+ 1 for all i, 1 ≤ i ≤ m and |Xm+1| ≥ d+ 2 by (3.1.1) and (5.1.1), hence
(m− 1)(d+ 1)+ 2 ≥ m
(
3
4
d+ 1
)
+ d+ 2,
i.e., (m− 8)d ≥ 8.
– If k ≥ 2, we have |Si| ≥ 34d + 14k + 1 for all i, 1 ≤ i ≤ m and |Xm+1| ≥ d + 2 − k by (3.1.2) and
(5.1.2), hence
(m− 1)(d+ 1)+ k+ 1 ≥ m
(
3
4
d+ 1
4
k+ 1
)
+ d+ 2− k,
i.e., (m− 8)(d− k) ≥ 8.
In each case, we get a contradiction ifm ≤ 8. 
We also notice that it is impossible to have k = d in the above reasoning. This result can in fact be
improved, since the inequalities d ≥ |Sm| ≥ 34d + 14k + 1 imply that any (m, d, k)-obstruction must
satisfy k ≤ d− 4. In other words, we have obtained:
Theorem 7.2. Let d be a given integer and suppose that Reay’s conjecture is true in Rd for all k ≤ d− 4.
Then Reay’s conjecture is true in Rd.
Similarly, Lemma 5.2 has the following consequence.
Theorem 7.3. Any set X of (m − 1)(d + 1) + k + 1 points in general position in Rd with m ≤ 10 and
k ≤ 3 is (m, k)-divisible.
Proof. Let X be an (m, d, k)-obstruction at some Tverberg point ω.
– If k = 1, then |Si| ≥ 45d+ 1 for all i, 1 ≤ i ≤ m and |Xm+1| ≥ d+ 2, hence
(m− 1)(d+ 1)+ 2 ≥ m
(
4
5
d+ 1
)
+ d+ 2,
i.e., (m− 10)d ≥ 8.
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– If k = 2 or 3,we have |Si| ≥ 45d+ 15k+ 1 for all i, 1 ≤ i ≤ m and |Xm+1| ≥ d+ 2− k, hence
(m− 1)(d+ 1)+ k+ 1 ≥ m
(
4
5
d+ 1
5
k+ 1
)
+ d+ 2− k,
i.e., (m− 10)(d− k) ≥ 8.
In each case, a contradiction is reached ifm ≤ 10. 
8. Proof of Reay’s conjecture for d = 6, d = 7 and d = 8
The goal of this section is the proof of Reay’s conjecture inR6, R7 andR8,which are the first three
open cases as far as the dimension is concerned.
Theorem 8.1. Reay’s conjecture is true inR6, i.e., any set X of 7(m−1)+k+1 points in general position
in R6 is (m, k)-divisible.
Proof. – If k = 1, Theorem 6.2 shows that Reay’s conjecture is true for all d ≤ 24 and, in particular
for d = 6.
– If k = 2 or 3, any (m, d, k)-obstruction satisfies d ≥ |Sm| ≥ 45d+ 15k+1 by (5.2.1), which is clearly
impossible when d = 6.
– As (m, 6, k)-obstructions do not exist if k = 1, 2 or 3, Reay’s conjecture is true in R6 for these
values of k, hence is true in R6 by Theorem 7.2. 
Theorem 8.2. Reay’s conjecture is true inR7, i.e., any set X of 8(m−1)+k+1 points in general position
in R7 is (m, k)-divisible.
Theorem 8.3. Reay’s conjecture is true inR8, i.e., any set X of 9(m−1)+k+1 points in general position
in R8 is (m, k)-divisible.
The proof of Theorems 8.2 and 8.3 will require a certain number of reductions and preliminary
results. By Theorems 6.2, 7.1 and 7.2, it suffices to prove that there are no (m, d, k)-obstructions at a
point ω with m ≥ 9 and (d, k) = (7, 2), (8, 2), (8, 3) or (8, 4). Assuming in what follows that such
an obstruction exists, we continue to denote byK the `-polytope associatedwith an n-surrounding E,
and byMj :=
(
Aff(E ∪ωj)/ωj
)∗
, 1 ≤ j ≤ `, the oriented matroids defined from a collapsing sequence
(ω0, ω1, . . . , ω`) of points of K . We recall that µ and σ are the number of mergings and stickings
respectively used in the construction ofM` fromM0, To avoid multiple indices, we will use the same
notation for the different values of n.
(A) Choice of the ordering of S1, S2, . . . , Sm
When (d, k) = (7, 2), (8, 2), (8, 3) or (8, 4), Lemmas 5.1 and 5.2 imply that |S1| = |S2| = · · · =
|Sm| = d, a common value which gives symmetric roles to the Si’s.
It may happen that, for some i, 1 ≤ i ≤ m, there exists a subset Ai of Si such that |Ai| ≤ 3 and
dim
(
aff (Ω∪Ai)
) ≤ |Ai|. Up to renumbering, wemay assume that the indices i forwhich this situation
occurs are the firstm′ ones (with 0 ≤ m′ ≤ m) and that |A1| ≤ |A2| ≤ · · · ≤ |Am′ | ifm′ ≥ 1. Ifm′ ≥ 3,
then aff (Ω ∪ A1 ∪ A2 ∪ A3) is a flat of dimension at most |A1| + |A2| + |A3| − 2(k− 1)which contains
at least |A1| + |A2| + |A3| points of X , hence |A1| + |A2| + |A3| − 2(k− 1) ≥ d by general position. This
implies that we have either m′ < m or |Am| ≥ 3 when d = 7, and either m′ < m or |Am| ≥ 4 when
d = 8.
Using the remarks stated at the beginning of Section 4, we have obtained.
Lemma 8.1. There exists an ordering of the ω-simplices of X such that, for every n-surrounding of ω and
any collapsing sequence of points of its associated `-polytopeK ,
(8.1.1) if d = 7 and ` ≤ 2, thenK contains at most `−1 points of E, i.e., M0 has at most `−1 interior
points;
(8.1.2) if d = 8 and ` ≤ 3, then M0 has at most `− 1 interior points.
In what follows, we assume that the numbering of the ω-simplices satisfies these conditions.
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Fig. 2. Facial structures when µ = 0.
(B) The structure of 3-surroundings
Let E be a 3-surrounding of ω; we have |E| = d + 4 with d = 7 or 8. Using standard notation [9],
let vj (resp. pj) be the number of vertices of degree j in M0 (resp. the number of 2-faces of M0 having
exactly j edges). We also denote by i the number of interior points ofM0. Easy calculations and Euler’s
relation lead to the following relations for the f -vector ofM0:
f2 =
∑
j≥3
pj; f1 =
∑
j≥3
j
2
pj; f0 = 2+
∑
j≥3
(
j
2
− 1
)
pj.
On the other hand, each triangular 2-face ofM0 has at least one point in its relative interior, hence
f0 ≤ |E| − p3 − i (6)
and equality in (6) implies that all triangular 2-faces of M0 have precisely one point in their relative
interior, and that no 2-face with j ≥ 4 edges contains such a point. Combining the preceding relations
then gives
3p3 +
∑
j≥4
(j− 2)pj ≤ 2d+ 4− 2i. (7)
The different possibilities will now be explored, depending on whether or not mergings occur in the
construction ofM`. For the sake of simplicity, only the cases which will be used in the discussion are
given.
Lemma 8.2. Let E be a 3-surrounding of ω and assume that there exists a collapsing sequence such that
no mergings are used in the construction of M`. Then M0 is simple, with exactly i = d− 4 interior points,
the cardinality of each 2-face is 4 and its facial structure is isomorphic either to a tetrahedron, to a prism
or to a cube (see Fig. 2). Moreover, the preceding conditions always hold when (d, k) = (8, 4).
Proof. – If (d, k) = (8, 4), then |E| = 4(r+1)+k, hence the equalitymust hold in (1); this requires
σ = ` = k = 4, as observed in the proof of Lemma 5.1. In particular,M0 has at least four interior
points, hence 2p3+∑j≥3(j−2)pj ≤ 12 by (7). Clearly, the only possibilities leading to a 3-polytope
are
(p3, p4, p5, p6, . . .) = (4, 0, 0, 0, . . .), (2, 4, 0, 0, . . .) or (0, 6, 0, 0, . . .),
which correspond (up to isomorphism) either to a tetrahedron, a prism or a cube, see Fig. 2. In each
case,M0 is simple, with exactly d− 4 (=4) interior points and the cardinality of every 2-face ofM0
is 4.
– If (d, k) 6= (8, 4) and µ = 0 thenK is an `-polytope with ` ≥ k, hence i ≥ `. By Lemma 8.1, this
is possible only if i ≥ ` ≥ 3 when (d, k) = (7, 2), or if i ≥ ` ≥ 4 when (d, k) = (8, 1), (8, 2) or
(8, 3). Inequality (7) then gives 2p3 +∑j≥3(j− 2)pj ≤ 12, and we obtain the same conclusion as
in the case (d, k) = (8, 4). 
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Fig. 3. The possible hemispheres when
∑
j≥4 vj = 3.
Lemma 8.3. Let E be a 3-surrounding of ω, and assume that there exists a collapsing sequence such that
at least one merging is used in the construction of M`. Then M0 has at most one interior point and three
or four vertices of degree≥ 4. More precisely:
(8.3.1) If i = 1 or d = 7, then v4 = 3 and vj = 0 for all j ≥ 5. Moreover, the facial structure of M0 is
obtained by gluing two ‘‘hemispheres’’, each being isomorphic to one of the representations given
in Fig. 3 (a) and (b).
(8.3.2) If M0 has four vertices of degree≥ 4, then i = 0, v4 = 4 and vj = 0 for all j ≥ 5.
(8.3.3) If M0 has one vertex of degree ≥ 5, then i = 0, v4 = 2, v5 = 1 and vj = 0 for all j ≥ 6.
Moreover, the facial structure of M0 is obtained by gluing two hemispheres, one of which is given
by Fig. 3 (a) or (b) and the other one by Fig. 3 (c) or (d).
Proof. IfM0 has exactly two vertices of degree≥ 4 (at least two such vertices exist by the definition
of a merging), then we have ` ≤ i by Lemma 3.4. Lemma 8.1 again implies that i ≥ ` ≥ 3 when
(d, k) = (7, 2), and i ≥ ` ≥ 4 when (d, k) = (8, 1), (8, 2) or (8, 3), hence M0 is simple as before,
and we get a contradiction.
Thuswe have
∑
j≥4 vj ≥ 3; counting the edges ofM0 then leads to 3(f0−
∑
j≥4 vj)+
∑
j≥4 jvj ≤ 2f1,
hence∑
j≥3
(6− j)pj ≥ 12+ 2
∑
j≥4
(j− 3)vj. (8)
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Combining with (7), we deduce that
1
2
∑
j≥5
(j− 4)pj ≤ d− 4− i−
∑
j≥4
(j− 3)vj. (9)
– If d = 7, then d− 4−∑j≥4(j− 3)vj ≤ 0, and it follows that
i = 0, v4 = 3, v5 = v6 = · · · = 0, p5 = p6 = · · · = 0
and 3p3 + 2p4 = 18. (10)
– If d = 8, then
i ≤ 1,
∑
j≥4
(j− 3)vj ≤ 4 and p6 = p7 = · · · = 0 (11)
and
v4 = 3, v5 = v6 = · · · = 0, p5 = p6 = · · · = 0, and
3p3 + 2p4 = 18 when i = 1. (12)
• Proof of (8.3.1)
Equality in (10) or (12) also implies equality in (6), hence every 2-face ofM0 is either a triangle
(with one point in its relative interior) or a quadrilateral (with no point in its relative interior).
Let us represent M0 by a 3-polytope P˜0; then P˜0 has three vertices x˜, y˜, z˜ of degree 4, and
the plane they span separates P˜0 into two parts P˜+0 and P˜
−
0 , which naturally define a partition
into two subsets E+ and E− of the non-interior points of E \ {x, y, z}. As at least one merging is
possible inM0, two of the vertices x, y, z, say x and y, are adjacent inM0. Let us show that x, y, z
are in fact pairwise adjacent. Suppose first that {x, z} is not included in a face of M0 (i.e., the
segment [˜x, z˜] is interior to P˜0); then the set of 3-valent vertices ofM0 is connected, henceM0 is
simple by Lemma 3.4, which is incompatible with the presence of a merging. Similarly, if {x, z}
is a diagonal of a quadrilateral 2-face F ofM0, then we can find a numbering F1, F2, . . . , Fp of the
2-faces of M0 such that F1 and F2 are adjacent and each Fj, 3 ≤ j ≤ p, has at least 3 points in
common with the preceding 2-faces in the list; applying Lemma 3.3 gives ` ≤ i, leading to a
contradiction again. Such a numbering can be constructed by listing all (the few) possible cases
for P˜0, or by using the following arguments. The set of 3-valent vertices of P˜+0 being connected,
we can first order the 2-faces F1, F2, . . . , Fq which contain a given vertex of E+ by applying the
procedure used in the proof of Lemma 3.4; since x is 4-valent and F = Fj for some j, 1 ≤ j ≤ q,
the list can be continued with the 2-face Fq+1 such that {x, y} ⊆ Fq+1 and F˜q+1 ⊆ P˜−0 ; we finally
complete the list by using P˜−0 , the procedure of Lemma 3.4 being initialized by F = Fj and Fq+1.
As x˜, y˜, z˜ are pairwise adjacent and 4-valent, it is immediate to check that the three facets of
P˜+0 containing two of them are either all triangles, or all quadrilaterals. By symmetry, the same
property holds for P˜−0 and the two possible facial structures of these two 3-polytopes are those
given by Fig. 3(a) and (b).
• Proof of (8.3.2)
If
∑
j≥4 vj ≥ 4, then v4 = 4 and vj = 0 for all j ≥ 5 by (11), hence i = 0.• Proof of (8.3.3)
Finally, if
∑
j≥5 vj ≥ 1, then v4 = 2, v5 = 1 and vj = 0 for all j ≥ 6 by (11) again, and we
also get i = 0.
Reasoning exactly as in the proof of (8.3.1), the three vertices of degree ≥ 4 are pairwise
adjacent and 3p3 + 2p4 = 20. It is then easy to check that the only possibilities are those given
by Fig. 3(c) and (d). 
(C) The structure of 4-surroundings
We first use 4-surroundings to eliminate the case where (d, k) = (8, 4).
Lemma 8.4. (m, 8, 4)-obstructions do not exist.
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Proof. Let E denote a 4-surrounding of ω and consider an arbitrary collapsing sequence of its
associated `-polytope. For every vertex x ofM0, E \ x is a 3-surrounding ofω, henceM0/x is simple by
Lemma 8.2. It follows thatM0 is 2-simple and in particular, no mergings are possible in it. We deduce
that σ ≥ k = 4 hence M0 has at least 4 interior points. This leads to a contradiction since |E| = 13
and | Fr M0| ≥ 10, as observed in Case (4.a) of the proof of Lemma 5.2. We can thus conclude that
(m, 8, 4)-obstructions do not exist. 
In what follows, we will assume that (d, k) = (7, 2), (8, 2), or (8, 3) and give, for
those parameters, a partial description of the the oriented matroids M0 associated with their 4-
surroundings.
Lemma 8.5. Let E be a 4-surrounding of ω. Then, there exist two collapsing sequences (ω0, ω1, . . . , ω`)
and (ω0, ω′1, . . . , ω
′
`) of points of K such that both M1 and M
′
1 :=
(
Aff (E ∪ω′1)/ω′1
)∗
are obtained from
M0 by using only mergings.
Proof. We first notice thatM0 has atmost d−5 interior points (since |E| = d+5 and | FrM0| ≥ 10). On
the other hand, Lemma 8.1 implies that i ≤ `−1 if ` ≤ d−5. It follows that we always have i ≤ `−1.
As a consequence, conv (E∩K) is a (possibly empty) face ofK of dimension at most `−2, hence we
can find two adjacent facets ofK which contain this face. It is thus possible to consider two collapsing
sequences (ω0, ω1, . . . , ω`) and (ω0, ω′1, . . . , ω
′
`) by takingω1 andω
′
1 in the relative interiors of those
facets. Clearly, no stickings are used in the construction ofM1, resp. ofM ′1 :=
(
Aff (E∪ω′1)/ω′1
)∗
, from
M0. 
Lemma 8.6. Let E be a 4-surrounding of ω, and suppose (for a certain collapsing sequence) that G :=
F1 ∪ F2 ∪ · · · ∪ Fp is a facet of M1 obtained by the proper merging of the facets F1, F2, . . . , Fp of M0. Then
– either p = 2, |F1| = |F2| = 5 and F1 and F2 are adjacent facets of M0;
– or p = 3, |F1| = |F2| = |F3| = 5 and F1, F2, F3 are the three facets containing a certain edge of M0.
Proof. Consider two adjacent facets Fi and Fj, 1 ≤ i, j ≤ p, inG and a vertex x of Fi\Fj; thenM0/xhas at
least two interior points (those of Fj\Fi), henceM0/x is simple and every 2-face ofM0/x has cardinality
4. It follows that for all j, 1 ≤ j ≤ p, we have |Fj| = 5. Let us choose the ordering F1, F2, . . . , Fp so
that F1 and F2 are adjacent and F1 ∩ F2 contains an edge of G inM1. If p ≥ 3, then for any j, 3 ≤ j ≤ p,
there is a vertex x of this edge which does not belong to Fj. We notice thatM1/x is deduced fromM0/x
by operations including the merging of F1 \ x and F2 \ x (and possible other 2-faces). By Lemma 8.3,
M0/x has at most one interior point, hence |Fj \ (F1 ∪ F2)| ≤ 1. This implies (since |Fj| = 5 and
|Fj ∩ (F1 ∪ F2)| ≤ 4) that |Fj \ (F1 ∪ F2)| = 1 and |Fj ∩ (F1 ∪ F2)| = 4, the last equality meaning that
F1, F2 and Fj are the three facets containing a certain edge ofM0. Using the equality |F1 ∩ F2| = 3, and
the symmetry in the roles of those facets, it follows that
– either p = 3 and F1, F2, F3 are the three facets containing a certain edge ofM0;
– or p = 4 and F1, F2, F3, F4 are the four facets containing a certain vertex ofM0.
We show that p = 4 is in fact impossible. Let x be the unique vertex of (F1∩F2∩F3)\F4; thenM1/x
is deduced fromM0/x bymerging the three 2-faces F1 \ x, F2 \ x, F3 \ x and sticking the unique point of
F4 \ (F1 ∪ F2 ∪ F3). By Lemma 8.3, the facial structure ofM0/x is given by Fig. 3(b) and this implies that
the degree of x in the facet F1 is 3. Using symmetry in the roles of the facets again, each Fi, 1 ≤ i ≤ 4,
then has three vertices of degree 3, hence these four facets are tetrahedral. As F1, F2, F3, F4 can be
merged, there is a vertex y ofM0 such that y 6∈ F1 ∪ F2 ∪ F3 ∪ F4. ThenM0/y has at least five interior
points (the four points in the relative interior of the Fi’s and the common point of F1, F2, F3, F4): this
is impossible by Lemmas 8.2 and 8.3 
Lemma 8.7. There exists a 4-surrounding of ω such that M0 has a tetrahedral facet.
Proof. As (d, k) = (7, 2), (8, 2), or (8, 3), we have |Xm+1| ≥ 7 by Lemma 3.1, hence we can find
two subsets X ′m+1 and X
′′
m+1 which are strictly separated by the hyperplane aff Sm and which satisfy|X ′m+1| = 4 and |X ′′m+1| = 1. Then E := Sm ∪ X ′m+1 ∪ X ′′m+1 is a 4-surrounding of ω such that
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T := X ′m+1 ∪ X ′′m+1 is a tetrahedral facet in M0. Indeed, T = E \ Sm is a facet of M0 and every ω-
simplex clearly contains the unique point of X ′′m+1, hence this point is interior to the tetrahedral facet
defined by the four points of Y1. 
For such a 4-surrounding, if x is a vertex of M0, then M0/x has either at least one interior point,
or a triangular 2-face (with a point in its relative interior). Moreover, the structure of 3-surroundings
described in Lemmas 8.2 and 8.3 indicates that M0/x is either simple (with d − 4 interior points) or
non-simple (with at most one interior point and at least three vertices of degree ≥ 4). When µ ≥ 1,
there is at least one vertex x ofM0 such thatM0/x is non-simple.
(D) Proof of Theorems 8.2 and 8.3
When (d, k) = (7, 2), (8, 2), or (8, 3),wemay assume by Lemma 8.7 that E is a 4-surrounding of
ω such thatM0 has a tetrahedral facet. Moreover, by Lemma 8.5, we can find two collapsing sequences
such thatM1 andM ′1 are obtained fromM0 by using only mergings, with the notation of that lemma.
Let G := F1 ∪ F2 ∪ · · · ∪ Fp (resp. G′ := F ′1 ∪ F ′2 ∪ · · · ∪ F ′p′ ) be a facet ofM1 (resp. ofM ′1), obtained as
the proper merging of the facets F1, F2, . . . , Fp (resp. F ′1, F
′
2, . . . , F
′
p′ ) of M0 with, for instance p
′ ≤ p′,
i.e., 2 ≤ p′ ≤ p ≤ 3 by Lemma 8.6.We now study the different possibilities and derive a contradiction
in each case.
Case 1: p = p′ = 2
By the preceding observations, each point x of G ∩ G′ either belongs to (F1∆F2) ∩ (F ′1∆F ′2)
(in which caseM0/x is simple), or to (F1 ∩ F2) ∩ (F ′1 ∩ F ′2) (andM0/x is non-simple).
(1.a) |G ∩ G′| = 1
As |G ∪ G′| = 12, this situation can occur only if d = 8 and E = G ∪ G′; then
any tetrahedral facet is one of the facets F1, F2, F ′1 or F
′
2 (for otherwise the point in its
relative interior would not belong to G ∪ G′). Moreover, one of these facets is actually
a tetrahedron by Lemma 8.7 and we may assume, for instance, that it is contained in G.
Let us denote by a the unique point of G ∩ G′.
• a ∈ (F1∆F2) ∩ (F ′1∆F ′2).
In this case, F1 and F2 cannot be both tetrahedral, for otherwise any contraction
M0/x with x ∈ F ′1 ∩ F ′2 would have two interior points although it is non-simple,
which is impossible by Lemma 8.3.
Let F be a facet ofM0 which is adjacent to G (i.e. to F1 or to F2), and such that a 6∈ F .
Then |F ∩ G′| = 2, hence F ∩ G′ is an edge, denoted by {x, y}, of F ′1 or F ′2, say F ′1. We
observe that F ′1 \ x and F \ x are 2-faces ofM0/xwhose intersection is {y}, henceM0/x
cannot be simple, which means that x (and for symmetry reasons y) belong to F ′1∩ F ′2.
As F1 and F2 are not both tetrahedra, there are at least four 2-faces of G which do
not contain a, hence at least four facets F satisfying the preceding conditions, and two
of them are necessarily associated to the same edge {x, y} of F ′1∩ F ′2. The degree of y in
M0/x is then at least 5, which is impossible by Lemma 8.3 sinceM0/x has an interior
point (due to the presence of a tetrahedral facet in G).
• a ∈ (F1 ∩ F2) ∩ (F ′1 ∩ F ′2).
We may assume w.l.o.g. that F1 is a tetrahedral facet, whose vertices will be
denoted by a, b, c, x,with a, b, c ∈ F1 ∩ F2. As F1 \ x is a triangular 2-face ofM0/x, the
facial structure of this rank 3 oriented matroid is either a tetrahedron of a prism, by
Lemma 8.2.
– In the case of a prism, we could find a triangular 2-face disjoint of F1 \ x in M0/x,
hence a facet F of M0 such that F1 ∩ F = {x}. This is impossible because we would
have F ∩ G = {x}, hence F would contain four points of G′.
– The facial structure of M0/x is thus a tetrahedron. Using the notation of Fig. 4, the
only facets containing x are F1, {a, b, c ′, x, x′}, {a, b′, c, x, x′} and {a′, b, c, x, x′},
where a′, b′, c ′, x′ ∈ G′ and (for instance) x′ ∈ F ′1. Notice that all of these points are
vertices of M0 since they belong to two facets. As the edge {x, x′} is contained into
precisely three 2-faces ofM0, the degree of x inM0/x′ is also 3 and the three 2-faces
ofM0/x′ containing x are {a, b, c ′, x}, {a, b′, c, x} and {a′, b, c, x}.
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Fig. 4. The facial structure ofM0/x.
If one of these 2-faceswas a triangle, then x and x′would be adjacent vertices of degree
3 in one of the facets {a, b, c ′, x, x′}, {a, b′, c, x, x′} or {a′, b, c, x, x′}: this is impossible
since those facets are bipyramids.
Thus, {a, b, c ′, x, x′}, {a, b′, c, x, x′} and {a′, b, c, x, x′}, are quadrilateral 2-faces of
M0/x′,which implies that the facial structure ofM0/x′ is isomorphic to that of a cube,
by Lemma 8.2. In particular, we have x′ ∈ F ′1 \ F ′2. The presence of a 2-face of M0/x′
disjoint from F ′1 \ x′ means that there exists a facet F of M0 such that F ′1 ∩ F = {x′},
hence F ∩ G′ = {x′}: this is impossible since we would then have |F ∩ G| = 4.
(1.b) |G ∩ G′| = 2
Set G∩ G′ := {a, b}; then {a, b} is an edge ofM0 which belongs to at least four facets.
The degree of b in M0/a is at least 4, hence M0/a (and similarly M0/b) is non-simple.
Thus, we have a, b ∈ (F1 ∩ F2) ∩ (F ′1 ∩ F ′2), which implies that the degree of b inM0/a is
in fact at least 6: this is impossible by Lemma 8.3.
(1.c) |G ∩ G′| = 3
G ∩ G′ is a 2-face of M0 that will be denoted by {a, b, c}. As |F1| = |F2| = |F ′1| =|F ′2| = 5 and |F1 ∩ F2| = |F ′1 ∩ F ′2| = 3, two of these points belong to (F1 ∩ F2)∩ (F ′1 ∩ F ′2)
and the other one to (F1∆F2) ∩ (F ′1∆F ′2), or vice versa. We may assume, w.l.o.g, that
G ∩ G′ = F1 ∩ F ′1 with a ∈ (F1 ∩ F2) ∩ (F ′1 ∩ F ′2) and c ∈ (F1 \ F2) ∩ (F ′1 \ F ′2).• a, b ∈ (F1 ∩ F2) ∩ (F ′1 ∩ F ′2)
Weobserve that the degree of b inM0/a is at least 5, hence exactly 5 by Lemma 8.3.
As F1 \ a and F2 \ a can be merged in M0/a, these two 2-faces are adjacent in M0/a
and we have (F1∩ F2)\ a = {b, x},where x is a 4-valent vertex ofM0/a and, similarly,
(F ′1 ∩ F ′2) \ a = {b, x′},where x′ is the other 4-valent vertex ofM0/a (see Fig. 5, where
only one hemisphere is represented for each of the two possible cases). Let F be the
unique facet of M0 containing the edge {a, b} and distinct from F1, F2, F ′1, F ′2; then
Fig. 5 shows that F \a is the triangular 2-face ofM0/awhose vertices are denoted b, y
and y′. By symmetry, F \ b is also triangular inM0/b and, as {a, b} is an edge of F , this
implies that F is a tetrahedral facet ofM0. Thus,M0/c has at least five interior points,
namely the two elements of F2 \ F1, the two elements of F ′2 \ F ′1 and the point which
is in the relative interior of F inM0. This is impossible by Lemma 8.2.
• b, c ∈ (F1 \ F2) ∩ (F ′1 \ F ′2)
As the four points of
(
(F1 ∩ F2) ∪ (F ′1 ∩ F ′2)
) \ a are 4-valent in M0/a, there are
no interior points in M0/a and in particular, every tetrahedral facet of M0 contains a.
Moreover, F1 (and similarly F ′1) cannot be tetrahedral since its five points are vertices
ofM0. SinceM0/b andM0/c already have four interior points (those of (F2 \ F1)∪ (F ′2 \
F ′1)), no other facet other than F
′
1, F
′
2 can be tetrahedral. Wemay assume, for instance,
that F ′2 is tetrahedral (with a point t in its relative interior).
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Fig. 5. The facial structure ofM0/a.
Fig. 6. The facial structure ofM0/x.
The points of F1 and F ′1 will be denoted by a, b, c, x, y and a, b, c, x′, y′ respectively,
the notation being chosen so that the unique facet F 6= F1, F2 of M0 containing {b, c}
is F = {b, c, x, x′, z} with z 6∈ G ∪ G′. We observe that t is an interior point of the
non-simple oriented matroidM0/x, and that {b, c} is an edge (since it is contained in
the 2-faces F1 \ x and F \ x). By Lemma 8.3, one hemisphere of the facial structure
of M0/x is given by Fig. 6, where the respective positions of b and c have been fixed
arbitrarily, by symmetry of their roles.
Fig. 6 (and the preceding remarks) show that F is a bipyramid of base {b, c, z},
hence {b, x, c, x′} is a quadrilateral 2-face ofM0/z inwhich b and c are not adjacent and
3-valent (since M0/b and M0/c are simple); moreover, t is an interior point of M0/z.
It follows from Lemmas 8.2 and 8.3 thatM0/z is simple and that its facial structure is
isomorphic to a prism or a cube.
The different possibilities are described in Fig. 7.
– In the situation of Fig. 7(a) in Fig. 7, {a, b, x′} and {a, c, x′} are intersections of facets
of M0, hence 2-faces of F ′1. As {a, b, c} and {b, c, x′} are also 2-faces of F ′1, this would
imply that F ′1 is a tetrahedral facet ofM0: impossible.
– In the case of Fig. 7(b), {b, x, z, u, x′} is a facet containing the edge {b, x′}. As M0/b
is simple, it must be adjacent to F ′1, which is possible only if u = y′; but then the
facet {c, y, z, v, x′} would contain the edge {c, x′} though not being adjacent to F ′1,
contradicting the fact thatM0/b is simple.
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Fig. 7. The facial structure ofM0/z.
– Finally, with the notation of Fig. 7(c), the preceding reasoning shows that v belongs
to F ′1, which also yields a contradiction since F
′
1 and the facet {a, b, z, v, x′} then have
four points in common.
(1.d) |G ∩ G′| ≥ 4
The condition |G∩G′| ≥ 4means thatG andG′ have a common facet, say F1. Themergings
being distinct, we can find a point x in (F1 ∩ F2) \ F ′2; thenM0/x has at least two interior
points, hence is simple. This contradicts the possibility of merging F1 \ x and F2 \ x in
M0/x.
Case 2: p = 3
We now suppose that G is obtained as the merging of three facets of M0; as |G| = 8 and
|G′| ≥ 7,we have |G ∩ G′| ≥ 2.
(2.a) |G ∩ G′| = 2
We remark that any facet F ofM0 containing the edge G∩G′ and such that F 6⊆ G and
F 6⊆ G′ has atmost four points in commonwithG∪G′: this is impossible sinceG∪G′ = E
and |F | ≥ 5.
(2.b) |G ∩ G′| = 3
Up to renumbering, wemay assume that the 2-face G∩G′ is common to F1 and F ′1 and
that one of its vertices, that we will denote by x, belongs to (F1 ∩ F2) \ F3. ThenM0/x has
one interior point and is non-simple, hence has precisely one interior point. It follows
that x belongs to F ′2 (for otherwise the points of F
′
2 \ F ′1 would also be interior in M0/x).
It is thus possible to perform inM0/x:
– the merging of the 2-faces F1 \ x and F1 \ x, together with the sticking of the unique
point of F3 \ (F1 ∪ F2);
– the merging of the 2-faces F ′i \ x, 1 ≤ i ≤ p′.
By Lemma 8.3, the two hemispheres of the facial structure of M0/x are given by
Fig. 3(a) or (b), and F1 \ x and F2 \ x are two adjacent 2-faces of M0/x, each in one
of the hemispheres. Similarly, the 2-faces F ′i \ x, 1 ≤ i ≤ p′, are pairwise adjacent,
which is incompatible with the fact that (G ∩ G′) \ x must be an edge of M0/x, see
Lemma 4.5.
(2.c) |G ∩ G′| ≥ 4
This means that G and G′ have a common facet, that can be supposed to be F1. We set
F1∩F2∩F3 := {x, y}, (F2∩F3)\F1 := {a1}, (F3∩F1)\F2 := {a2} and (F1∩F2)\F3 := {a3}.
We notice thatM0/x,M0/y andM0/ai, 1 ≤ i ≤ 3, are non-simple, hence each of them
has at most one interior point.
• If p′ = 2, then we must have x ∈ F ′2 (for otherwise the two points of F ′2 \ F ′1 would be
interior inM0/x) and, similarly, y ∈ F ′2: this is impossible since F ′2 6= F1, F2, F3.• If p′ = 3, then each of the points x, y, a1, a2, a3 must belong to at least two of the Fi’s.
Clearly, this is possible only if F1 (=F ′1) is a tetrahedral facet of M0 and F ′1, F ′2, F ′3 are
the three facets containing the edge {a2, a3} with (for instance) x ∈ F ′2 and y ∈ F ′3. In
M0/x, it is thus possible:
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– to merge the 2-faces F1 \ x, F2 \ x, F3 \ x;
– to merge F ′1 \ x and F ′2 \ x and stick the unique point of F ′3 \ (F ′1 ∪ F ′2).
AsM0/x has an interior point and F1 \x is a triangular 2-face, Lemma 8.3 shows that
F2 \ x and F3 \ x are also triangular 2-faces of M0/x (see case Fig. 3(b)). Similarly,
F2 \ y and F3 \ y are triangular inM0/y,which implies that F2 and F3 are tetrahedral
facets of M0. Denoting by a′1 the unique point of F
′
3 \ (F ′1 ∪ F ′2), M0/a′1 would have
two interior points although it is non-simple: a contradiction which completes the
proof. 
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