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Abstract
Let (X,φ) be a compact metric flow without fixed points. We will be concerned
with the entropy of flows which takes into consideration all possible reparametrizations
of the flows. In this paper, by establishing the Brin-Katok’s entropy formula for flows
without fixed points in non-ergodic case, we prove the following result: for an ergodic
φ-invariant measure µ,
hBtop(φ,Gµ(φ)) = hµ(φ1),
where Gµ(φ) is the set of generic points for µ and h
B
top(φ,Gµ(φ)) is the Bowen en-
tropy onGµ(φ). This extends the classical result of Bowen in 1973 to fixed-point free
flows. Moreover, we show that the Bowen entropy can be determined via the local
entropies of measures.
Keywords: Generic point, reparametrization balls, Brin-Katok’s formula, fixed-point free
flows, Bowen entropy
1 Introduction
Throughout the paper by a flow we mean a pair (X,φ), where (X, d) is a compact metric
space with metric d, and φ : X × R → X a continuous flow on X, that is , φt : X → X
is a homeomorphism given by φt(x) = φ(x, t) for each t ∈ R and satisfies φt ◦ φs = φs+t
for each t, s ∈ R. A Borel probability measure µ on X is called φ-invariant if for any
Borel set B, it holds µ(φt(B)) = µ(B) for all t ∈ R. It is called ergodic if any φ-invariant
Borel set has measure 0 or 1. The set of all Borel probability measures, all φ-invariant
Borel probability measures and all ergodic φ-invariant Borel probability measures onX are
denoted byM(X),Mφ(X) and Eφ(X), respectively.
The notion of entropy plays a crucial role in quantifying the degree of ”disorder” in the
systems. For a flow, it is sometimes useful to represent measure-theoretic entropy of time
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one map by the whole flow itself. However, an invariant measure for time one map is not,
in general, flow invariant and similarly, an ergodic measures for a flow is not necessarily
ergodic for time one map. Thus there exist significant non-parallel gradients between flows
and its discrete sample. There are some fruitful works devoting to investigate a proper def-
inition of the entropy of a flow. In [1], Abramov constructed Abramov entropy formula,
that is , hµ(φt) = |t|hµ(φ1) for all t ∈ R which reveals the basic relationship between
measure-theoretic entropy of time one map and measure-theoretic entropy of flows. Bowen
[3] gave the definition of topological entropy for one parameter flows on compact metric
spaces and proved that defined topological entropy of a flow is equivalent to the topologi-
cal entropy of time one map. Sun and Vergas defined both measure-theoretic entropy and
topological entropy in [14] and proved that so defined measure-theoretic entropy and topo-
logical entropy were both equal to that of time one map. Shen and Zhao [16] established the
variational principle between topological entropy and measure-theoretic entropy of a flow
and constructed the Brin-Katok’s entropy formula for a flow.
All of the above results were studied in the case of the usual Bowen ball. It was defined
by
Bt(x, ǫ, φ) = {y ∈ X : d(φsx, φsy) < ǫ,∀ 0 ≤ s ≤ t} .
However, in this paper, we consider reparametrization balls. For convenience, we review
some of the standard facts on reparametrizations. Let I be a closed interval which contains
the origin, a continuous map α : I → R is said to be a reparametrization if it is a homeomor-
phism onto its image and α(0) = 0. Define Rep(I) to be the set of all reparametrizations
on I . For a flow φ onX, given x ∈ X, t ≥ 0 and ǫ > 0, we put
B(x, t, ǫ, φ) = {y ∈ X : ∃ α ∈ Rep[0, t] s.t. d(φα(s)x, φsy) < ǫ,∀ 0 ≤ s ≤ t},
and call such set a (t, ǫ, φ)-ball or a reparametrization ball. Clearly, all the reparametriza-
tion balls are open sets. To investigate the topological entropies of mutually conjugate
expansive flows, Thomas [17] introduced the entropy for flows which raised from allow-
ing reparametrizations of orbits. Subsequently, he showed that his definition of entropy was
equivalent to Bowen’s definition for any flow without fixed points on compact metric spaces
in [18].
In recent years, reparametrization balls attract a lot of attention. In [15], following
the ideas of Katok’s entropy formula, they defined the measure-theoretic entropy of a flow
by using the reparametrization balls and showed that so defined measure-theoretic entropy
was equal to that of time one map when the measure is ergodic. Recently, Dou etc. [8]
introduced Bowen entropy for compact metric flows through reparametrization balls and
established a variational principle which generalized the result in [9]. Meanwhile, they
defined lower and upper measure-theoretic entropy for any Borel probability measure µ,
hµ(φ) =
∫
hµ(φ, x)dµ and hµ(φ) =
∫
hµ(φ, x)dµ,
where
hµ(φ, x) = lim
ǫ→0
lim inf
t→∞
−
1
t
log µ(B(x, t, ǫ, φ))
2
and
hµ(φ, x) = lim
ǫ→0
lim sup
t→∞
−
1
t
log µ(B(x, t, ǫ, φ)).
They raised a question whether hµ(φ) = hµ(φ1) and hµ(φ) = hµ(φ1) hold for every
Borel probability measure µ. Recently, we [10] established the Brin-Katok’s formula for
compact metric flows without fixed points in ergodic case, which partially gives a positive
answer to the above question. Motivated by this work, we prove the Brin-Katok’s formula
for compact metric flows without fixed points in non-ergodic case which is useful for the
proof of Theorem 1.3. Let C(X) denote the space of real-value continuous functions of
X equipped with the supremum norm. The termsMφ1(X) and Eφ1(X) represent the sets
of all φ1-invariant Borel probability measures and ergodic φ1-invariant Borel probability
measures, respectively. For µ ∈ Mφ1(X), put
Gµ = {x ∈ X : lim
n→∞
1
n
n−1∑
k=0
f(φk1x) =
∫
X
fdµ, ∀f ∈ C(X)}
be the set of generic points of µ. By Birkhoff’s Ergodic Theorem and Ergodic Decomposi-
tion Theorem, we have µ(Gµ) = 1 if µ is ergodic for φ1 and µ(Gµ) = 0 if µ is not ergodic
for φ1. Bowen [5] defined a kind of topological entropy with characteristic of dimension
type which is so-called Bowen entropy and proved the following remarkable result.
Theorem 1.1. [5] Let (X, d) be a compact metric space, φ1 : X → X be a continuous map
and µ ∈ Eφ1(X). Then
hBtop(φ1, Gµ) = hµ(φ1),
where hBtop(φ1, Gµ) is the Bowen entropy of Gµ for time-one map.
It is natural to ask: Does above the result also hold for compact metric flows without
fixed points? In this paper, by using different approach of Bowen’s original proofs for
Z-actions, we proved the following theorems:
Theorem 1.2. Let (X,φ) be a compact metric flow without fixed points. For µ ∈ Mφ(X),
if Y ⊂ X and µ(Y ) = 1, then hµ(φ1) ≤ h
B
top(φ, Y ).
Theorem 1.3. Let (X,φ) be a compact metric flow without fixed points and µ ∈ Eφ(X).
Let
Gµ(φ) = {x ∈ X : lim
t→∞
1
t
∫ t
0
f(φτx)dτ =
∫
X
fdµ, ∀f ∈ C(X)} (1)
be the set of generic points for µ, then
hBtop(φ,Gµ(φ)) = hµ(φ1).
It is worthy mentioning that since the Birkhoff’s Ergodic Theorem for flows (see [11]),
µ(Gµ(φ)) = 1 if µ ∈ Eφ(X). Gµ(φ) may be an empty set when µ is not ergodic. Then
we give a lower bound for hBtop(φ,Gµ(φ)) by Theorem 1.2. We also note that for the proof
of Theorem 1.2, we use a non-ergodic version of Brin-Katok’s entropy formula (Theorem
3
3.1) and a variational principle for Bowen entropy [8]. For the upper bound, we apply the
ideas of Pfister and Sullivan [13] to prove Theorem 1.3. The idea of proof is inspired by
Zheng and Chen [20]. Moreover, we show that the Bowen entropy can be determined by the
local entropies of measures. This result can be considered as an analogue of Billingsley’s
Theorem for the Hausdorff dimension [2]. The key to proof of Theorem 1.4 is that we need
to overcome technical difficulties arising from allowing reparametrizations of orbits.
Theorem 1.4. Let (X,φ) be a compact metric flow without fixed points. For any µ ∈
Eφ(X), E be a Borel subset of X and 0 < s <∞.
1. If hµ(x) ≤ s for all x ∈ E, then h
B
top(φ,E) ≤ s.
2. If hµ(x) ≥ s for all x ∈ E and µ(E) > 0, then h
B
top(φ,E) ≥ s.
The remainder of this paper is organized as follows. In Section 2, we introduce Bowen
entropy for flows and present basic concepts concerning the measure-theoretic entropy for
time one map. In Section 3, we prove the Brin-Katok’s entropy formula for non-ergodic
case. The proofs of Theroem 1.2, Theorem 1.3, Theorem 1.4 are given in Section 4, Section
5, Section 6, respectively.
2 Preliminaries
2.1 Bowen entropy for compact metric flows
In this subsection, we first introduce Bowen entropy for compact metric flows [8]. Let
(X,φ) be a flow and Z ⊂ X. For s ≥ 0, N ∈ N and ǫ > 0, set
MsN,ǫ(φ,Z) = inf
∑
i
exp(−sti),
where the infimum is taken over all finite or countable families of reparametrization balls
{B(xi, ti, ǫ, φ)}, xi ∈ X and ti ≥ N such that Z ⊂ ∪B(xi, ti, ǫ, φ). Then the following
limits exist:
Msǫ(φ,Z) = lim
N→∞
MsN,ǫ(φ,Z), M
s(φ,Z) = lim
ǫ→0
Msǫ(φ,Z).
The Bowen entropy hBtop(φ,Z) is defined as critical value of the parameters, whereM
s(φ,Z)
jumps from∞ to 0, i.e.,
hBtop(φ,Z) = inf{s :M
s(φ,Z) = 0}
= sup{s :Ms(φ,Z) =∞}.
Proposition 2.1. [8]
1. If Z1 ⊂ Z2 ⊂ X, then h
B
top(φ,Z1) ≤ h
B
top(φ,Z2).
2. If Zi ⊂ X for i = 1, 2, ..., then h
B
top(φ,
⋃∞
i=1 Zi) = sup
i≥1
hBtop(φ,Zi).
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2.2 Measure-theoretic entropy for time one map
In this subsection, we recall some notations and result on the measure-theoretic entropy for
time one map φ1. Note that φ1 : X → X is a continuous map on the compact metric space
X with metric d. LetMφ1(X), Eφ1(X) denote the sets of all φ1-invariant Borel probability
measures and φ1-invariant ergodic Borel probability measures, respectively. Let B(X) be
the Borel σ-algebra of X. A partition of X is a disjoint collection of elements of B(X)
whose union is X. Let P(X) denote the collection of all finite measurable partitions of X.
Given two partitions α, β of X, α is said to be finer than β (denoted by α  β) if each
element of α is contained in some element of β. Let α ∨ β = {A
⋂
B : A ∈ α,B ∈ β} .
For ξ ∈ P(X) and x ∈ X, denote by ξ(x) the element of ξ containing x, and set
ξn = ξ ∨ φ
−1
1 ξ ∨ · · · ∨ φ
−(n−1)
1 ξ. The each φ1-invariant measure µ induces a measure
preserving dynamical system (X,B(X), µ, φ1). Consider the σ-algebra Tµ = {A ∈ B(X) :
µ(A △ φ−11 A) = 0}. Let ρ : X → X/Tu := Y be the associated projection and µ =∫
Y
µydπ(y) be the decomposition of µ over Y . Such a decomposition is called the ergodic
decomposition of µ, since for each y ∈ Y , ρ−1(y) is φ1-invariant and (ρ
−1(y), φ1, µy)
is φ1-ergodic measurable dynamical system. The following is the non-ergodic version of
Shannon-McMillan-Breiman theorem [19].
Theorem 2.1. [19] Let (X,B(X), µ, φ1) be a measure preserving dynamical system. Then
for any ξ ∈ P(X) one has that for µ-a.e.x ∈ X,
lim
n→∞
−
1
n
log µ(ξn(x)) = hµy (T, ξ|ρ
−1(y)) , h(x, ξ),
where y ∈ Y such that ρ−1(y) is the ergodic component containing x and∫
X
h(x, ξ)dµ(x) = hµ(φ1, ξ).
3 Brin-Katok’s entropy formula for non-ergodic case
In this section, we will prove Brin-Katok’s entropy formula for compact metric flows. The
statement of this formula is the following.
Theorem 3.1. Let (X,φ) be a compact metric flow without fixed points. For any µ ∈
Mφ(X), then
hµ(φ) = hµ(φ) = hµ(φ1)
and for µ-a.e. x ∈ X, hµ(φ, x) = hµ(φ, x).
Theorem 3.1 can be obtained form the following Proposition 3.1 and 3.2.
Proposition 3.1. Let (X,φ) be a compact metric flow. For any µ ∈ Mφ(X), then∫
X
hµ(φ, x)dµ ≤
1
|τ |
hµ(φτ ),
for all τ ∈ R \ {0}.
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Proof. Case 1. Consider τ > 0.
Notice that
lim sup
n→∞
−
log µ(B(x, nτ, ǫ, φ))
nτ
= lim sup
t→∞
−
log µ(B(x, t, ǫ, φ))
t
.
Indeed, for t > 0, choose nt ∈ N such that ntτ ≤ t < (nt + 1)τ. Then we have
B(x, (nt + 1)τ, ǫ, φ) ⊂ B(x, t, ǫ, φ) ⊂ B(x, ntτ, ǫ, φ).
Therefore,
lim sup
t→∞
−
log µ(B(x, t, ε, φ))
t
≤ lim sup
t→∞
−
log µ(B(x, (nt + 1)τ, ε, φ))
t
≤ lim sup
t→∞
−
log µ(B(x, (nt + 1)τ, ε, φ))
ntτ
= lim sup
t→∞
−
log µ(B(x, (nt + 1)τ, ε, φ))
(nt + 1)τ
.
Then it is enough to prove the result for t = nτ, n ∈ N.
For any ǫ > 0, choose η > 0 such that d(φsx, φsy) < ǫ, ∀s ∈ [0, τ ] if d(x, y) < η. For
any x ∈ X, we define
D(x, n, η, φτ ) = {y ∈ X : d(φiτx, φiτy) < η, i = 0, 1, · · · , n− 1},
Bt(x, ǫ, φ) = {y ∈ X : d(φsx, φsy) < ǫ, ∀ 0 ≤ s ≤ t}.
Then
D(x, n, η, φτ ) ⊂ Bt(x, ǫ, φ) ⊂ B(x, t, ǫ, φ).
For a finite measurable partition β, let diam(β)=max {diam(A) : A ∈ β} . Choose a finite
measurable partition ξ of X with diam(ξ) < η2 . Then by SMB theorem, for µ-a.e. x ∈ X,∫
X
lim
n→∞
−
log µ(ξn(x))
n
dµ = hµ(φτ , ξ) ≤ hµ(φτ ),
where ξn = ξ ∨ φ
−1
τ ξ ∨ · · · ∨ φ
−(n−1)
τ ξ and ξn(x) be the element of ξn containing x. Since
ξn(x) ⊂ D(x, n, η, φτ ) ⊂ B(x, nτ, ǫ, φ),∫
X
lim
ǫ→0
lim sup
n→∞
−
log µ(B(x, nτ, ǫ, φ))
n
dµ ≤ hµ(φτ ).
It follows that ∫
X
hµ(φ, x)dµ ≤
1
τ
hµ(φτ ).
Case 2. Consider τ < 0.
Then we have −τ > 0, by Case 1, we obtain∫
X
hµ(φ, x)dµ ≤ −
1
τ
hµ(φ−τ ) = −
1
τ
hµ(φτ ) =
1
|τ |
hµ(φτ ).
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Lemma 3.2. [17] Let (X,φ) be a compact metric flow without fixed points. For any η > 0,
there exists θ > 0 such that for any x, y ∈ X, and any closed interval I containing the
orign, and any reparametrization α ∈ Rep(I), if d(φα(s)(x), φs(y)) < θ for all s ∈ I , then
it holds that
|α(s)− s| <
{
η|s|, if |s| > 1;
η, if |s| ≤ 1.
Proposition 3.2. Let (X,φ) be a compact metric flow without fixed points. For any µ ∈
Mφ(X), then ∫
X
hµ(φ, x)dµ ≥
1
|τ |
hµ(φτ ),
for all τ ∈ R \ {0}.
Proof. Fix τ > 0, without loss of generality we may assume that hµ(φτ ) > 0. For any
p > 0, we will show
p+
∫
X
hµ(φ, x)dµ ≥
1
τ
hµ(φτ ).
We choose L ∈ N such that L ≥
2 log 6 + p
pτ
. We divide the proof into the following two
cases.
Case 1. Consider τ > 0.
Similar to the above argument, we have
lim inf
t→∞
−
log µ(B(x, t, ǫ, φ))
t
= lim inf
n→∞
−
log µ(B(x, nLτ, ε, φ))
nLτ
.
Then it is sufficient to prove the case of t = nLτ, n ∈ N.
Consider the σ-algebra Aµ = {A ∈ B(X) : µ(A △ φ−LτA) = 0}. Let ρ : X →
X/Au := Y be the associated projection and µ =
∫
Y
µydπ(y) be the φLτ -ergodic de-
composition of µ. For each y ∈ Y , ρ−1(y) is φLτ -invariant and (ρ
−1(y), φLτ , µy) is a
ergodic dynamical system. Let h(y) = hµy (ρ
−1(y), φLτ ) be the measure theoretic entropy
restricted to the system (ρ−1(y), φLτ , µy). For any M > 0, set XM = ρ
−1(h−1([0,M))),
X
′
M = ρ
−1(h−1([M,∞))) and X∞ = ρ
−1(h−1(∞)). Then X = XM
⋃
X
′
M
⋃
X∞.
Therefore, we can have the following relationship which plays a crucial role in our proof.
Claim 1.
(1) For anyM > 0,∫
XM
p+ lim
ǫ→0
lim inf
n→∞
−
1
nLτ
log µ(B(x, nLτ, ǫ, φ))dµ ≥
∫
h−1([0,M)) h(y)dπ(y)
Lτ
. (2)
(2) For µ almost every x ∈ X∞,
lim
ǫ→0
lim inf
n→∞
−
1
nLτ
log µ(B(x, nLτ, ǫ, φ)) =∞. (3)
The proof of Claim 1 will be given later. Now we proceed with the proof of Proposition 3.2.
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According to Claim 1, letM tend to∞, then µ(XM
⋃
X∞) tend to 1. Hence∫
X
p+ hµ(φ, x)dµ ≥
∫
Y
hµy (φLτ , ρ
−1(y))dπ(y)
Lτ
=
hµ(φLτ )
Lτ
=
hµ(φτ )
τ
.
As p > 0 was chosen arbitrary, we conclude that∫
X
hµ(φ, x)dµ ≥
hµ(φτ )
τ
.
Case 2. Consider τ < 0. Then we have −τ > 0, by Case 1 we have∫
X
hµ(φ, x)dµ ≥ −
1
τ
hµ(φ−τ ) = −
1
τ
hµ(φτ ) =
1
|τ |
hµ(φτ ).
This completes the proof of Proposition 3.2, modulo the Claim 1.
Proof of Claim 1. If µ(XM ) = 0 and µ(X∞) = 0, then (2) and (3) hold respectively. So
we may assume that both µ(XM ) and µ(X∞) are positive.
Take K ∈ N to be sufficiently large and let γ = M
K
. For k = 0, 1, · · ·,K − 1, let
Bk = ρ
−1(h−1[kγ, (k + 1)γ)) and B∞ = X∞.
Let ξm = {Am1 , A
m
2 , · · ·, A
m
cm} be a sequence of finite measurable partitions of X such
that for eachm
1. Am1 , · · · , A
m
cm−1 are piecewise disjoint compact sets;
2. Acm = X \
cm−1⋃
i=1
Ai;
3. lim
m→∞
diam(ξm) = 0.
Then
lim
m→∞
hν(φLτ , ξ
m) = hν(X,φLτ ), for any ν ∈ MφLτ (X).
The element of
∨n−1
i=0 φ
−i
Lτξ
m which contains xwill be denoted by ξmn . By the SMB theorem,
for µ-a.e. x ∈ X,
lim
n→∞
−
1
n
log µ(ξmn (x)) , h(x, ξ
m) = hµy (φLτ , ξ
m|ρ−1(y)) = hµy(φLτ , ξ
m),
where ρ−1(y) is the ergodic component that contain x, i.e., ρ(x) = y. Hence for µ-a.e.
x ∈ X, lim
m→∞
h(x, ξm) = hµy(ρ
−1(y), φLτ ) = h(y), where y = ρ(x).
For any 0 < b < min{γ, p}, by Egorov’s theorem, we then can choose ξ = ξm for m
sufficiently large such that up to a subset of X with small µ measure (say, less than b), it
holds that h(x, ξ) > min{1
b
, h(ρ(x))− b}. Hence there exists sufficiently large N , whence
n > N , µ(Ek) > µ(Bk) − 2b for each k = 0, 1, · · ·,K − 1, and µ(E∞) > µ(B∞) − 2b,
where
Ek = {x ∈ Bk : ∀n
′
≥ n,−
1
n
log µ(ξn(x)) > kγ − 2b}
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and
E∞ = {x ∈ B∞ : ∀n
′
≥ n,−
1
n
log µ(ξn(x)) >
1
b
− 2b}
Suppose that ξ = {A1, A2, · · ·, Aq, Aq+1}. Let η0 = min{d(Ai, Aj) : 1 ≤ i 6= j ≤ q}. Fix
η ∈ (0, η0), we choose θ > 0 such that
d(φs(z), z) <
η
3
for all z ∈ X, |s| ≤ θ. By Lemma 3.2, for η =
θ
4Lτ
, we choose ǫ ∈ (0,
η
3
). For any
x ∈ X, we define
Wn :=
{
A ∈
n−1∨
i=0
φ−iLτ ξ : A ∩B(x, t, ǫ, φ) 6= ∅
}
.
Next we will estimate the numbers ofWn. Notice that
B(x, t, ǫ, φ) ⊂
⋃
A∈Wn
A.
For y ∈ A ∩B(x, t, ǫ, φ), A ∈
∨n−1
i=0 φ
−i
Lτξ, there exists α ∈ Rep([0, t]), such that
d(φα(s)x, φsy) < ǫ, 0 ≤ s ≤ t.
Fix s1 ∈ [0, t], set u := s − s1, γ(u) := α(s) − α(s1), then γ ∈ Rep([−s1, t − s1]),
satisfying
d(φγ(u)φα(s1)x, φuφs1y) < ǫ, −s1 ≤ u ≤ t− s1.
By Lemma 3.2, one obtains
|γ(u)− u| <

ε1|u| =
θ
4Lτ
|u|, if |u| > 1;
ε1 =
θ
4Lτ
<
θ
4
, if |u| ≤ 1.
For s2 ∈ [−s1, t− s1] satisfying |s1 − s2| < Lτ , we have
|(α(s1)− s1)− (α(s2)− s2)| ≤
θ
4
.
We consider the following sequence:
Sα =
{
⌊
α(kLτ) − kLτ
θ/4
⌋
}
, k = 0, 1, · · · , n− 1,
where ⌊z⌋ denotes the largest integer less or equal z. If for some A˜ ∈ Wn with A˜ 6= A,
there exists z ∈ A˜ ∩B(x, t, ǫ, φ), we can choose β ∈ Rep[0, t] such that d(φβ(s)x, φsz) <
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ǫ, 0 ≤ s ≤ t. Similarly, we can define the sequence Sβ . If Sα = Sβ , for any s ∈ [0, t], we
have
|α(s) − β(s)| ≤
∣∣∣(α(s)− s)− (α(⌊ s
Lτ
⌋Lτ
)
− ⌊
s
Lτ
⌋Lτ
)∣∣∣
+
∣∣∣(α(⌊ s
Lτ
⌋Lτ
)
− ⌊
s
Lτ
⌋Lτ
)
−
(
β
(
⌊
s
Lτ
⌋Lτ
)
− ⌊
s
Lτ
⌋Lτ
)∣∣∣
+
∣∣∣(β(s)− s)− (β(⌊ s
Lτ
⌋Lτ
)
− ⌊
s
Lτ
⌋Lτ
)∣∣∣
≤
θ
4
+
θ
4
∣∣∣∣∣
(
α
(
⌊ s
Lτ
⌋Lτ
)
− ⌊ s
Lτ
⌋Lτ
)
θ/4
−
(
β
(
⌊ s
Lτ
⌋Lτ
)
− ⌊ s
Lτ
⌋Lτ
)
θ/4
∣∣∣∣∣+ θ4
≤θ.
Moreover, for any s ∈ [0, t], we have d(φα(s)x, φβ(s)x) <
η
3
. Since for any 0 ≤ s ≤ t, one
has
d(φsy, φsz) ≤d(φsy, φα(s)x) + d(φα(s)x, φβ(s)x) + d(φβ(s)x, φsz)
≤ǫ+
η
3
+ ǫ < η.
Especially, d(φiLτy, φ
i
Lτz) ≤ η, i = 0, 1, · · · , n − 1. For any A ∈
n−1∨
i=0
φ−iLτ ξ, there exist
i0, i1, · · · , in−1 ∈ {1, 2, · · · , q + 1} such that
A = Ai0 ∩ φ
−1
Lτ (Ai2) ∩ · · ·φ
−(n−1)
Lτ (Ain−1).
By the choice of η0, for the fixed Sα, there exist at most 2
n many A′s such that A ∩
B(x, t, ǫ, φ) 6= ∅. Note that the first term of Sα is zero and two consecutive terms of it differ
at most by 1. So the number of Sα is at most 3
n−1. Hence, #Wn ≤ 6
n.
For k = 0, 1, · · ·,K − 1, let
Dk,n = {x ∈ Ek : µ(B(x, t, ǫ, φ)) > 6
2n exp(−(kγ − p)n)},
and
D∞,n = {x ∈ E∞ : µ(B(x, t, ǫ, φ)) > 6
2n exp(−(
1
b
− p)n)}.
To prove (2), we consider the case for k = 0, 1, · · · ,K − 1.
If we can prove that
∑∞
n=N µ(Dk,n) < ∞, then apply the Borel-Cantelli Lemma: for
µ-a.e. x ∈ Ek,
lim inf
n→∞
−
log µ(B(x, nLτ, ǫ, φ))
n
+
p+ 2 log 6
Lτ
≥
kγ
Lτ
.
Since L ≥
p+ 2 log 6
pτ
, we obtain that
lim inf
n→∞
−
log µ(B(x, nLτ, ǫ, φ))
n
+ p ≥
kγ
Lτ
.
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Hence
∫
XM
lim inf
n→∞
−
log µ(B(x, nLτ, ǫ, φ))
n
+ p dµ ≥
K−1∑
k=0
kγµ(Ek)
Lτ
=
K−1∑
k=0
kγµ(Bk)−
K−1∑
k=0
kγ(µ(Bk)− µ(Ek))
Lτ
≥
1
Lτ
∫
h−1([0,M))
h(y)dπ(y) −
γ +K(K − 1)γb
Lτ
.
Let b→ 0, and then let γ → 0 (by letting K tend to infinity), and we have∫
XM
p+ hµ(φ, x)dµ ≥
1
Lτ
∫
h−1([0,M))
h(y)dπ(y).
Now we estimate the measures ofDk,n. For any x ∈ Dk,n, in those 6
n atoms of
∨n−1
i=0 φ
−i
Lτξ
such thatA∩B(x, t, ǫ, φ), there exists at least one corresponding atom of
∨n−1
i=0 φ
−i
Lτ ξ whose
measure is greater than 6n exp(−(kγ − p)n). The total number of such atoms will not
exceed 6−n exp((kγ − p)n). Hence Qk,n, the total number of elements of
∨n−1
i=0 φ
−i
Lτξ that
intersect Dk,n, satisfies
Qk,n ≤ 6
n6−n exp((kγ − p)n) = exp((kγ − p)n).
Let Sk,n denote the total measure of such Qk,n elements of
∨n−1
i=0 φ
−i
Lτ ξ whose intersections
with Ek have positive measure. By the definition of Ek,
Sk,n ≤ Qk,n exp((−kγ + b)n) ≤ exp((b− p)n),
which follows that
µ(Dk,n) ≤ Sk,n ≤ exp((b− p)n).
Since b < p, we have
∑∞
n=N µ(Dk,n) ≤ ∞.
To prove (3), we need estimate the measures ofD∞,n. In the above treatment for Dk,n,
replacing kγ (resp.Dk,n, Qk,n and Sk,n) by
1
b
(resp.D∞,n, Q∞,n, and S∞,n), it also holds
that
∞∑
n=N
D∞,n <∞. Then apply the Borel-Cantelli Lemma again: for µ-a.e. x ∈ E∞,
lim inf
n→∞
−
1
nLτ
log µ(B(x, nLτ, ǫ, φ)) + p ≥
1
b
.
Let b go to 0, we conclude that for µ almost every x ∈ X∞,
lim
ǫ→0
lim inf
n→∞
−
1
nLτ
log µ(B(x, nLτ, ǫ, φ)) + p =∞.
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4 Proof of Theorem 1.2
The following theorem will be used in proving the Theorem 1.2.
Theorem 4.1. [8] Let (X,φ) be a compact metric flow without fixed points. If K is a
non-empty compact subsets of X, then
hBtop(φ,K) = sup{hµ(φ) : µ ∈ M(X), µ(K) = 1}
Proof of Theorem 1.2. Let µ ∈ Mφ(X) and Y a subset ofX with µ(Y ) = 1. Let {Yn}n∈N
be an increasing sequence of compact subsets of Y such that µ(Yn) > 1−
1
n
for each n ∈ N.
Then by Proposition 2.1,
hBtop(φ, Y ) ≥ h
B
top(φ,
⋃
n∈N
Yn) = sup
n
hBtop(φ, Yn) = lim
n→∞
hBtop(φ, Yn). (4)
Denote by µn the restriction of µ on Yn, i.e., for any µ-measurable set A ⊂ X,
µn(A) =
µ(A
⋂
Yn)
µ(Yn)
.
Joint with Theorem 4.1, we have
hBtop(φ, Yn) = sup{hν(φ) : ν ∈M(X), ν(Yn) = 1} ≥ hµn(φ). (5)
Note that
hµn(φ) =
∫
Yn
lim
ǫ→0
lim inf
t→∞
−
1
t
log µn(B(x, t, ǫ, φ))dµn
=
1
µ(Yn)
∫
Yn
lim
ǫ→0
lim inf
t→∞
−
1
t
log
µ(B(x, t, ǫ, φ) ∩ Yn)
µ(Yn)
dµ
≥
1
µ(Yn)
∫
Yn
lim
ǫ→0
lim inf
t→∞
−
1
t
log
µ(B(x, t, ǫ, φ))
µ(Yn)
dµ
=
1
µ(Yn)
∫
Yn
lim
ǫ→0
lim inf
t→∞
−
1
t
log µ(B(x, t, ǫ, φ))dµ.
By Theorem 3.1,∫
Y
lim
ǫ→0
lim inf
t→∞
−
1
t
log µ(B(x, t, ǫ, φ))dµ = hµ(φ) = hµ(φ1).
Hence
lim
n→∞
hµn(φ) ≥ hµ(φ1).
Together with (4) and (5),
hBtop(φ, Y ) ≥ hµ(φ1).
Since µ(Gµ(φ)) = 1 for µ ∈ Eφ, we have the following corollary by Theorem 1.2 .
Corollary 4.2. Let (X,φ) be a compact metric flow without fixed points and µ ∈ Eφ(X),
then hµ(φ1) ≤ h
B
top(φ,Gµ(φ)).
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5 Proof of Theorem 1.3
In this section, we will show the proof of Theorem 1.3. Corollary 4.2 gives the lower bound.
For the upper bound, we use the ideas of Pfister and Sullivan [13].
For µ ∈ Eφ(X), let {Km}m∈N be a decreasing sequence of closed convex neighbor-
hoods of µ inM(X) and set
An,m =
{
x ∈ X :
1
n
∫ n
0
δx ◦ φ−τdτ ∈ Km
}
, for m,n ∈ N.
Then for any m, N ≥ 1, Gµ(φ) ⊂
⋃
n≥N
An,m. For E ⊂ X and ǫ > 0, we say that E
is a (t, ǫ)-strongly separated set in X if for every x, y ∈ E, x 6= y and for every α, β ∈
Rep[0, t],
d(φα(s)x, φsy) > ǫ for some s ∈ [0, t]
or
d(φβ(s)y, φsx) > ǫ for some s ∈ [0, t].
Denote by Sn(An,m, ǫ) the maximal cardinality of any (n, ǫ)-strongly separated subset of
An,m.
Claim 2. It holds that
lim
ǫ→0
lim
m→∞
lim sup
n→∞
1
n
log Sn(An,m, ǫ) ≤ hµ(φ1).
Proof of the Claim 2. If not, suppose that
lim
ǫ→0
lim
m→∞
lim sup
n→∞
1
n
log Sn(An,m, ǫ) > hµ(φ1) + δ
for some δ > 0. Then there exist ǫ0 > 0 and M ∈ N such that for any 0 < ǫ < ǫ0 and any
m > M , it holds that
lim sup
n→∞
1
n
log Sn(An,m, ǫ) > hµ(φ1) + δ.
Hence, we can find a sequence {m(n)} withm(n)→∞ such that
lim sup
n→∞
1
n
log Sn(An,m(n), ǫ) ≥ hµ(φ1) + δ.
Now let En be a (n, ǫ)-strongly separated set of An,m(n) with maximal cardinality and
define
δn =
1
♯En
∑
x∈En
δx and µn =
1
n
∫ n
0
δn ◦ φ−τdτ.
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Since
1
n
∫ n
0
δx ◦ φ−τdτ ∈ Km(n), for any x ∈ En
and
µn =
1
♯En
∑
x∈En
1
n
∫ n
0
δx ◦ φ−τdτ,
µn ∈ Km(n) by the convexity of K
′
ms. Hence µn → µ as n → ∞. For the above ǫ > 0,
there exists 0 < γ < ǫ such that for any 0 ≤ s ≤ 1 and x, y ∈ X, we have d(φsx, φsy) < ǫ
whenever d(x, y) < γ. Let β be a finite Borel partition of X such that diam(β) < γ
and µ(∂β) = 0. Then each element of
∨n
i=0 φ−iβ contains at most one point in En. In
fact, for any x 6= y ∈ En, there exists s ∈ [0, n] such that d(φsx, φsy) > ǫ > γ. If s ∈
{0, 1, · · · , n}, then x, y can’t contain the same element of
∨n
i=0 φ−iβ. If ⌊s⌋ ≤ s ≤ ⌊s⌋+1,
by the choice of γ, it follows that d(φ⌊s⌋x, φ⌊s⌋y) > γ. Since diam(β) < γ, this implies that
x, y ∈ En contain the different elements of
∨n
i=0 φ−iβ. Hence Sn(An,m(n), ǫ) members of
n∨
i=0
φ−iβ each have δn-measure Sn(An,m(n), ǫ) and the others have δn-measure zero. Fix
natural numbers q, n with 1 < q < n and define a(j) by a(j) = [n+1−j
q
] for 0 ≤ j ≤ q−1.
Fix 0 ≤ j ≤ q − 1. We have
n∨
i=0
φ−iβ =
a(j)−1∨
r=0
φ−(rq+j)
q−1∨
i=0
φ−iβ ∨
∨
l∈S
φ−lβ
and S has cardinality at most 2q. Therefore
log Sn(An,m(n), ǫ) = Hδn(
n∨
i=0
φ−iβ).
Given 0 < θ < 1. Similar to the above discussion, each element of
∨n
i=0 φ−i−θβ contains
at most one point in En, then
log Sn(An,m(n), ǫ) = Hδn(
n∨
i=0
φ−i−θβ)
≤
a(j)−1∑
r=0
Hδn◦φ−θ(φ−(rq+j)(
q−1∨
i=0
φ−iβ)) +
∑
k∈S
Hδn◦φ−θ (φ−kβ)
≤
a(j)−1∑
r=0
Hδn◦φ−(θ+rq+j)(
q−1∨
i=0
φ−iβ) + 2q log #β.
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It is easily seen that∫ 1
0
logSn(An,m(n), ǫ)dθ ≤
a(j)−1∑
r=0
∫ 1
0
Hδn◦φ−(θ+rq+j)(
q−1∨
i=0
φ−iβ)dθ + 2q log#β
≤
a(j)−1∑
r=0
H∫ 1
0 δn◦φ−(θ+rq+j)dθ
(
q−1∨
i=0
φ−iβ) + 2q log #β.
The last equality follows from the concavity of the function −x log x. Sum this inequality
over j from to q − 1 , we can get
q logSn(An,m(n), ǫ) =
∫ 1
0
q logSn(An,m(n), ǫ)dθ
≤
n∑
p=0
H∫ 1
0
δn◦φ−(p+θ)dθ
(
q−1∨
i=0
φ−iβ) + 2q
2 log #β.
If we divide by n+ 1, we obtain
q
n+ 1
log Sn(An,m(n), ǫ) ≤
1
n+ 1
n∑
p=0
H∫ 1
0 δn◦φ−(p+θ)dθ
(
q−1∨
i=0
φ−iβ) +
2q2 log #β
n+ 1
≤ H
1
n+1
n∑
p=0
∫ 1
0
δn◦φ−(p+θ)dθ
(
q−1∨
i=0
φ−iβ) +
2q2 log #β
n+ 1
= H 1
n+1
∫ n
0
δn◦φ−τdτ
(
q−1∨
i=0
φ−iβ) +
2q2 log#β
n+ 1
. (6)
We know the members of
q−1∨
i=0
φ−iβ have boundaries of µ-measure zero, so lim
j→∞
µnj(B) =
µ(B) for each member B of
q−1∨
i=0
φ−iβ and lim
j→∞
Hµnj (
q−1∨
i=0
φ−iβ) = Hµ(
q−1∨
i=0
φ−iβ). There-
fore replacing n by nj in (6) and letting j go to∞, we have
lim sup
n→∞
1
n
logSn(An,m(n), ǫ) ≤
1
q
Hµ(
q−1∨
i=0
φ−iβ).
This lead to
lim sup
n→∞
1
n
log Sn(An,m(n), ǫ) ≤ hµ(φ1),
giving a contradiction.
By the Claim 2, for each δ > 0, there exists ǫ0 > 0 satisfying that for any 0 < ǫ < ǫ0,
there existsM ∈ N such that whenever m > M , it holds that
lim sup
n→∞
1
n
log Sn(An,m(n), ǫ) ≤ hµ(φ1) +
δ
2
.
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Let En,m be a (n, ǫ)-strongly separated set of An,m with maximal cardinality, according to
Lemma 1.3 of [17], it follows that
An,m ⊂
⋃
x∈En,m
B(x, n, 2ǫ, φ).
Hence for s = hµ(φ1) + 2δ, we have
MsN,2ǫ(φ,Gµ(φ)) ≤M
s
N,2ǫ(φ,
⋃
n≥N
An,m)
≤
∑
n≥N
Msn,2ǫ(φ,An,m)
≤
∑
n≥N
exp((hµ(φ1) + δ − s)n)
=
∑
n≥N
exp(−δn).
Letting n→∞, we obtain
Ms2ǫ(φ,Gµ(φ)) ≤ lim
N→∞
∑
n≥N
exp(−δn) = 0,
which implies that hBtop(φ,Gµ(φ)) ≤ hµ(φ1).
6 A Billingsley type Theorem for Bowen entropy
Lemma 6.1. [8] Let (X,φ) be a compact metric flow without fixed points. Let 0 < η < 1,
t > 1, and θ be as in Lemma 3.2. Write t˜ = (1− η)t. Then for any 0 < ǫ < θ,
1. if y ∈ B(x, t, ǫ, φ), then x ∈ B(y, t˜, ǫ, φ);
2. if y ∈ B(x, t, ǫ2 , φ), then B(x, t,
ǫ
2 , φ) ⊆ B(y, t˜, ǫ, φ).
Lemma 6.2. [8] Let (X,φ) be a compact metric flow without fixed points. For 0 < η < 1,
let θ be as Lemma 3.2. Let B = {B(x, t, r, φ)}(x,t)∈I be a family of reparametrization balls
in X with 0 < r < θ2 and t >
1
(1−η)2 . Then there exists a finite or countable subfamily
B′ = {B(x, t, r, φ)}(x,t)∈I′ (I
′ ⊂ I) of pairwise disjoint reparametrization balls in B such
that ⋃
B∈B
B ⊂
⋃
(x,t)∈I′
B(x, tˆ, 5r, φ)
where tˆ = (1− η)2t.
Now we proceed with the proof of Theorem 1.4. We follow the proof originally due to
[12].
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Proof of Theorem 1.4. (1) For 0 < η < 1, let θ > 0 be as in Lemma 3.2. Fix ǫ > 0, since
hµ(x) ≤ s for all x ∈ E, we have E =
⋃∞
k=1Ek, where
Ek =
{
x ∈ E : lim inf
t→∞
− log µ(B(x, t, r, φ))
t
< s+ ǫ for all r ∈ (0,
1
k
)
}
.
Now we fix k ≥ 1 and 0 < r < min
{
1
5k ,
θ
2
}
. For each x ∈ Ek, there exists a strictly
increasing sequence {tj(x)}
∞
j=1 such that µ(B(x, tj(x), r, φ)) ≥ e
−(s+ǫ)tj (x) for all j ≥ 1.
So, for any N ≥ 1, the set Ek is contained in the union of the sets in the family F =
{B(x, tj(x), r, φ) : x ∈ Ek, tj(x) ≥ N}. By Lemma 6.2, there exists a finite or countable
subfamily G = {B(xi, ti, r, φ)}i∈I ⊂ F consisting of disjoint balls such that
Ek ⊆
⋃
i∈I
B(xi, tˆi, 5r, φ).
where tˆi = (1 − η)
2ti ≥ (1 − η)
2N,µ(B(xi, ti(x), r, φ)) ≥ e
−(s+ǫ)ti(x) for all i ∈ I.
Therefore,
M
s+ǫ
(1−η)2
(1−η)2N,5r
(φ,Ek) ≤
∑
i∈I
e
− s+ǫ
(1−η)2
tˆi
=
∑
i∈I
e−(s+ǫ)ti ≤
∑
i∈I
µ(B(xi, ti, r, φ)) ≤ 1,
where the disjointness of {B(xi, ti, r, φ)} is used in the last inequality. It follows that
M
s+ǫ
(1−η)2
5r (φ,Ek) = lim
N→∞
M
s+ǫ
(1−η)2
(1−η)2N,5r
(φ,Ek) ≤ 1,
which implies thatM
s+ǫ
(1−η)2
5r (φ,Ek) ≤ 1 for all 0 < r <
1
5k .
Letting r → 0 yieldsM
s+ǫ
(1−η)2 (φ,Ek) < 1, hence h
B
top(φ,Ek) ≤
s+ǫ
(1−η)2
for any k ≥ 1.
Since the Bowen entropy is countable stable(see Proposition 2.1), it follows that
hBtop(φ,E) = h
B
top(φ,
∞⋃
k=1
Ek) = sup
k≥1
hBtop(φ,Ek) ≤
s+ ǫ
(1− η)2
.
Let η → 0, we have hBtop(φ,E) ≤ s+ ǫ. Therefore, h
B
top(φ,E) ≤ s as ǫ is arbitrary.
(2) For 0 < η < 1, let θ > 0 be as in Lemma 3.2. Let us first fix an ǫ > 0. For each
k ≥ 1, put
Ek =
{
x ∈ E : lim inf
t→∞
− log µ(B(x, t, r, φ))
t
> s− ǫ for all r ∈ (0,
1
k
)
}
.
Since hµ(x) ≥ s for all x ∈ E, the sequence {Ek}
∞
k=1 increases to E. So by the
continuity of the measure, we have
lim
k→∞
µ(Ek) = µ(E) > 0.
17
Then fix some k ≥ 1 with µ(Ek) >
1
2µ(E). For each N ≥ 1, put
Ek,N =
{
x ∈ Ek :
− log µ(B(x, t, r, φ))
t
> s− ǫ for all t ≥ N and r ∈ (0,
1
k
)
}
.
Since the sequence {Ek,N}
∞
N=1 increases toEk, wemay pick anN
′ ≥ 1 such that µ(Ek,N ′) >
1
2µ(Ek). WriteE
′ = Ek,N ′ and r
′ = 1
k
, then µ(E′) > 0. SinceB(x, t, r, φ) ⊆ B(x, t,
1
k
, φ)
for 0 < r ≤
1
k
, we obtain that
µ(B(x, t, r, φ)) ≤ e−(s−ǫ)t. (7)
for all x ∈ E′, 0 < r ≤ min {r′, θ} , t ≥ N ′.
Now suppose that F = {B(yi, ti,
r
2 , φ)}i≥1 be a countable or finite family so that yi ∈
X, t˜i = (1 − η)ti ≥ N
′ and
⋃
i
B(yi, ti,
r
2 , φ) ⊃ E
′. We may assume that for each i,
B(yi, ti,
r
2 , φ)
⋂
E′ 6= ∅ for all i ≥ 1, 0 < r ≤ min {r′, θ}.
For each i ≥ 1, we can choose xi ∈ E
′ ∩B(yi, ti,
r
2 , φ). By Lemma 6.1, we have
B(yi, ti,
r
2
, φ) ⊂ B(xi, t˜i, r, φ).
In combination with (7), this implies∑
i≥1
e−(1−η)ti(s−ǫ) =
∑
i≥1
e−t˜i(s−ǫ)
≥
∑
i≥1
µ(B(xi, t˜i, r, φ)) ≥
∑
i≥1
µ(B(yi, ti,
r
2
, φ)) ≥ µ(E′).
It follows thatM(1−η)(s−ǫ)(φ,E′) ≥M
(1−η)(s−ǫ)
N
1−η
, r
2
(φ,E′) ≥ µ(E′) > 0.
Therefore hBtop(φ,E
′) ≥ (1− η)(s− ǫ). Let η → 0, we then have hBtop(φ,E
′) ≥ s− ǫ.
Hence hBtop(φ,E
′) ≥ s as ǫ is arbirtary small. Hence hBtop(φ,E) ≥ s. This completes the
proof of the theorem.
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