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We construct a particular class of quantum states for a massless, minimally
coupled free scalar field which are of the form of a superposition of the vacuum
and multi-mode two-particle states. These states can exhibit local negative
energy densities. Furthermore, they can produce an arbitrarily large amount
of negative energy in a given region of space at a fixed time. This class of
states thus provides an explicit counterexample to the existence of a spatially
averaged quantum inequality in four-dimensional spacetime.
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1 Introduction
It is well known that quantum fields can produce local renormalized negative energy
densities. This is despite the fact that the classical expression for the energy density
appears to be positive definite. The negative energy density is possible because
renormalization involves an infinite subtraction, and is needed to make the stress
tensor operator well-defined. If there were no restrictions on the sorts of negative
energy densities attainable, one could have a number of bizarre possibilities, including
traversable wormholes [1, 2], faster-than-light travel [3, 4, 6] time travel [1, 2, 5], and
violations of the second law of thermodynamics [7]. Such phenomena are, at best,
rare.
Fortunately, there are known to be severe constraints on the magnitude and du-
ration of negative energy fluxes or densities, at least in the case of linear fields. These
are the quantum inequalities, which take the typical form [8, 9, 10, 11, 12, 13, 14]∫ ∞
−∞
〈: T00(x, t) :〉F (t) dt ≥ − c
td0
. (1)
Here 〈: T00(x, t) :〉 is the renormalized energy density in an arbitrary quantum state,
F (t) is a sampling function with a characteristic width t0, c is a dimensionless con-
stant, usually somewhat less than unity, and d is the dimension of spacetime. Most
of the work on quantum inequalities is for the cases of d = 2 and d = 4. More pre-
cisely, Eq. (1) is a worldline quantum inequality for an inertial observer in Minkowski
spacetime, where t is the observer’s proper time. (Recently, worldline inequalities
have been established in much greater generality in globally hyperbolic spacetimes
[15].) The physical interpretation of this constraint is that there is an inverse relation
between the magnitude of the negative energy and its duration. For example, in four
dimensions, the observer will not see the negative energy last for a time longer than
about |ρmax|− 14 , where ρmax is the maximally negative energy density seen by this
observer. This type of constraint greatly limits the macroscopic effects of negative
energy. In particular, macroscopic wormholes or “warp drive” spacetimes are severely
constrained [16, 17, 18]. Furthermore, one can use the worldline inequalities to place
some constraints on the spatial distribution of negative energy [19]. All allowed spa-
tial distributions must be such that Eq. (1) is satisfied for every inertial observer in
Minkowski spacetime.
There is a different type of constraint on the energy density, which is that the
total energy in any quantum state for a quantum field in boundary-free Minkowski
spacetime must be non-negative. Let the Hamiltonian operator be
H =
∫
dd−1x : T00(x, t) : , (2)
where the integral is taken over all space at a fixed time. The expectation value of
H in an arbitrary quantum state is non-negative:
〈H〉 ≥ 0 , (3)
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and 〈H〉 = 0 only in the vacuum state. Thus any non-vacuum state must have net
positive energy, even though there can be local regions with negative energy density.
This raises the question of whether there are spatial or spacetime quantum in-
equalities analogous to Eq. (1), but involving sampling over space or space and time.
For spacetime averages, there is an abstract existence proof for a very general class
of such inequalities in globally hyperbolic spacetimes. These include, for example,
inequalities bounding violations of the dominant energy condition [20]. However, at
present quantitative estimates for these are not known.
One can get some spacetime quantum inequalities by simply averaging the world-
line inequalities over families of worldlines with spatial weighting factors, but in at
least some cases these are known not to be sharp. For example, stronger constraints
were found in two-dimensional Minkowksi space [11, 21]. We may express these as
∫
dx dt FS(x)FT (t) 〈: T00(x, t) :〉 ≥ −B(x0, t0) . (4)
Here FS(x) is a spatial sampling function with width x0, FT (t) is a temporal sampling
function with width t0, and the bound B(x0, t0) is finite as long as at least one of
x0 and t0 is nonzero. If the sampling functions are both Lorentzian functions, then
B ∝ (x0 + t0)−2; if they are both Gaussians, then B ∝ (x20 + t20)−1. In either case, one
obtains the corresponding worldline inequality when x0 = 0, and a nontrivial bound
on the spatially sampled energy density when t0 = 0. One consequence of this is that
in two dimensions the spacetime averaged results are stronger than the temporally
averaged ones, since as t0 → 0 (for x0 > 0) one gets a finite bound.
It is natural to ask if there is a generalization of Eq. (4) to four-dimensional
spacetime, especially one which gives a nontrivial bound when the sampling is over
space only. One of us [22] has given an argument that this is not the case, and
that the spatially sampled energy density can be unbounded below. Actually, the
argument was written out there for a more generic situation, that of evolution from
a Cauchy surface in a general curved spacetime. While explicit constructions were
given in this case, they were by pseudodifferential operator techniques, and they were
not translated into more conventional quantum field-theoretic terms. Also, the details
of the more special case of a surface of constant time in Minkowski space were not
written out. So no explicit version of the argument in conventional special-relativistic
quantum field-theoretic terms has yet been given. The purpose of the present paper
is to provide such an example and to draw as many physical insights as possible from
it. In the following section, we will provide the explicit construction of a class of
quantum states for the massless, minimally coupled scalar field, with negative energy
density, as well as give the two-point function and the energy density in this class of
states. We then show that although this state satisfies Eq. (1), the spatially sampled
energy density can be arbitrarily negative. Further implications of this example are
discussed in Sect. 3. We work in units where h¯ = c = 1. (A related construction has
subsequently been used, in Ref. [23], to prove that there are no quantum inequalities
along null geodesics in four-dimensional Minkowski spacetime.)
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2 The Energy Density in a Class of Quantum States
2.1 Characterization of the State
The particular quantum states which will be used in this paper are of the form of a








where we assume that the ck1,k2’s are symmetric. Here |k1,k2〉 is a two-particle state












(Note that each of the two-particle states in Eq. (5) appears twice, since |k1,k2〉 =
|k2,k1〉; this leads to the factor of 2 in Eq. (6).) We can quantize the scalar field in























The quantum state is also characterized by a cutoff Λ, so that |k1|, |k2| < Λ.
Later, we will consider the limit in which the cutoff is removed, Λ → ∞. We will
require that the functional form of b(k1,k2) be such that the integral in Eq. (9) remain
finite in this limit.
The particular choice of b(k1,k2) which we adopt is the following:




χ0 , if |p| ≤ p0
0 , otherwise
(11)
where χ0 and p0 are arbitrary constants. (The function χ(p) is taken to have a sharp
cutoff merely for convenience; it could be made smooth without affecting our essential
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argument.) Thus our state is really a four-parameter family of states defined by the
parameters Λ, ν, χ0, and p0. We will be especially interested in the limit in which
the magnitudes of the momenta of both particles become large with p0 fixed. In this
limit, the pairs of particles have almost exactly opposite momenta.






d3p (|k||k− p|)2ν−1 , (12)
where k = k1 and p = k1 + k2. In the limit that Λ → ∞, the k-integration will




This is the condition that our quantum state be normalizable in the Λ →∞ limit.
2.2 The Two-Point Function
Now we wish to calculate the form of the two-point function for the massless scalar
field in the states we have selected. First expand the field operator in terms of mode













ei(k·x−ω t) , (15)
with ω = |k|.
We are interested in the renormalized two-point function in the state |ψ〉, defined
by
〈: ϕ(x)ϕ(x′) :〉 = 〈ψ|ϕ(x)ϕ(x′)|ψ〉 − 〈0|ϕ(x)ϕ(x′)|0〉 . (16)
It may be expressed as




′) 〈a†kak′〉+ fk(x)f ∗k′(x′) 〈a†k′ak〉
+ fk(x)fk′(x
′) 〈akak′〉+ f ∗k(x)f ∗k′(x′) 〈a†ka†k′〉
]
, (17)
where the expectation values are in the state |ψ〉.
If we evaluate this expression explicitly using the form of the quantum state in
Eq. (5) and of the mode functions in Eq. (15), and then take the infinite volume limit,
using Eq. (8), the result is






















The first term on the righthand side, which is quadratic in b, comes from the expec-
tation value in the two-particle component of |ψ〉 alone, whereas the second term,
which is linear in b, comes from a cross term involving both the vacuum and the
two-particle component. It is the latter part which will be of greater interest to us.
So long as Λ < ∞, the integrals in Eq. (18) exist and define smooth functions of
x and x′, so the two-point function has the Hadamard form. More precisely, the
ultraviolet behavior is Hadamard. The infrared falloff will be slow, on account of the
sharp cutoff in χ(p). Had we used a modified χ, falling off smoothly, we could have
arranged for rapid infrared falloff.
2.3 The Energy Density
The energy density in a given quantum state may be obtained from the renormalized









[(∂t∂t′ + ∇ · ∇
′) 〈: ϕ(x)ϕ(x′) :〉] . (19)




















where kˆ and kˆ′ are unit vectors in the directions of k and k′, respectively. Let ρ1
denote the term quadratic in b, and ρ2 denote the term linear in b.
Let us first examine the behavior of ρ2. If we use the explicit form for b given in











ωω′ (1 + kˆ · kˆ′) eip·x e−i(ω+|p−k|)t (ω|p− k|)ν− 12 .
(21)
In the limit that ω becomes large compared to p0, we can expand the product kˆ · kˆ′
as follows:
kˆ · kˆ′ = kˆ · (p− k)√
(p− k) · (p− k)
=
(
−1 + kˆ · p
ω
)[







≈ −1 + p
2 − (kˆ · p)2
2ω2
+ · · · . (22)
To leading order when ω  p0, we can write ω′ ≈ ω. If the integral for ρ2 is dominated
by values of ω large compared to p0, we have








d3p ω2(ν−1) [p2 − (kˆ · p)2] eip·x e−2iωt . (23)
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We next perform the angular integrations. If we integrate over the directions of
k with p fixed, we find ∫














dω ω2 , (25)
where c = cos θ and θ is the angle between k and p. Next we integrate over the






















2 − 2) sin(p0r)− p0r(p20r2 − 6) cos(p0r)] , (26)
where r = |x|, c′ = cosα, and α is the angle between x and p. The function f2(p0, r)
has the following behavior:
f2(p0, r) ∼
{ −(4pi/r2) p03 cos p0r , r  p0−1
(4pi/5) p50 , r  p0−1 . (27)







dω ω2ν cos(2ωt) , (28)
where q2 is a constant chosen so that the approximations made in finding the integrand
(ω  p0) are valid throughout the range of integration. Note that if t = 0 and ν ≥ − 12 ,
the integral will diverge in the Λ →∞ limit.









































If we use Eqs. (10) and (11), letting p = k1 + k and p
′ = k1 + k
′, and interchanging













d3p′ (1 + kˆ · kˆ′)
× (|p− k1|)ν |p′ − k1|)ν e−i(p−p′)·x ei[(|p−k1|)t−(|p′−k1|)t] . (32)
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If the k1-integral is dominated by values of |k1|  p0, then we can use |p− k1|ν ≈












d3p′ (1 + kˆ · kˆ′) e−i(p−p′)·x . (33)
Note that in the high k1 limit,
kˆ · kˆ′ = (p− k1) · (p
′ − k1)√
(p− k1) · (p− k1)
√
(p′ − k1) · (p′ − k1)
→ 1 . (34)











where q1 is a constant defined analogously to q2, and
f1(p0, r) ≡ (4pi)
2
r6





2/r4 cos2 (p0r) , r  p0−1
(4pi/3)2 p60 , r  p0−1
. (37)
















→ 1 , as Λ →∞ . (39)
This is possible because ρ1 and ρ2 involve different powers of χ0, stemming from the
fact that while ρ1 is quadratic in b, ρ2 is only linear in b. (We note in passing that
the choice of ν = −1/2 gives χ0 dimensions of length.)
For any value of p0, the energy density is approximately constant in space over a











where we have used the fact that Y → 1, as Λ → ∞. This allows ρ2 to dominate
ρ1, so that ρ = ρ1 + ρ2 can be made arbitrarily negative over an arbitrarily large
region. In summary, we have a normalizable state in which the local energy density
may be made arbitrarily negative at time t = 0 in a finite region of space. It should
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be pointed out that in the strict Λ → ∞ limit, our state will no longer have the
Hadamard form. However, the key point here is that we can consider a sequence of
states, each with a finite value of Λ. Therefore each state in this sequence will have
the Hadamard form. By progressively increasing the values of Λ as we vary over
the states in the sequence, we can make the energy density in our spatially sampled
region as negative as we like. In the next section, we will discuss some of the insights
which may be drawn from this example.
3 Implications and Discussion
We are now in a position to draw a number of conclusions from our example. The first
conclusion is the proof that there are no lower bounds on the spatially sampled energy
density for the massless minimally coupled scalar field in four spacetime dimensions.
To be more precise, consider the spatial average of the energy density
S(F ) =
∫
d3xF (x) 〈: T00(x, t) :〉 (41)
at time t, where F (x) is a spatial sampling function. Let r0 be the characteristic
width of this function. More generally, r0 can be the maximum width of F (x) in any
direction. If there were to be spatial quantum inequalities here, S(F ) would have to
have a lower bound when we vary over all quantum states for a given F (x). However,






which can be arbitrary. Furthermore, we can make the energy density in a region
whose size is less than λ0 arbitrarily negative. For a given sampling function F (x),
we can choose λ0 > r0, so that the energy density is approximately constant over the
region being sampled and the spatial sampling has no effect, yet the energy density
in that region is arbitrarily negative. Thus S(F ) is unbounded below. However, this
state satisfies the temporal quantum inequality, Eq. (1). One can argue from energy
conservation that physically what is happening is that there must be large fluxes of
positive energy entering the region, which damp out the negative energy sufficiently
for the temporal inequality to hold. Recall from Eqs. (21) and (32) that ρ2 oscillates
much more rapidly in time than does ρ1. Thus if ρ2 < 0 at one time, it has changed
sign a short time later. This causes the time integral of ρ2 to tend to average to zero,
and allows the worldline quantum inequalities to be satisfied.
We can gain more physical insight into the behavior of this class of states by
recalling that in the high frequency limit, the pairs of particles in the two-particle
component of the state have nearly but not exactly opposite momenta, as shown in
Fig. 1. This allows the scale for the spatial variation of ρ to be small compared to
the temporal scale, which is set by the characteristic frequency of the excited modes.
This can be seen in Eq. (23), where the spatial factor eip·x oscillates much more
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