Abstract. We present a variant of the Agrawal-Biswas algorithm, a Monte Carlo algorithm which tests the primality of an integer N by checking whether or not (x+a)
Introduction
Let N be a positive integer. There are various algorithms, each with its own features, which try to determine whether or not N is prime. For instance, the Fermat test, which depends on Fermat's little theorem, runs inÕ(log 2 N) time, but is prone to failure when N is a Carmichael number, of which there are infinitely many [2] . The Miller-Rabin test [9, 11] modifies the Fermat test and also runs inÕ(log 2 N) time. Moreover, the Miller-Rabin test has an error probability of at most 1 4 for every odd composite N [10, 11] . Under GRH, the Miller-Rabin test produces a deterministic primality test which runs inÕ(log 4 N) time [9] . Elliptic curve primality proving [7] is a method with a variant [4] which heuristically runs inÕ(log 4 N) time and produces a certificate of the primality of N of size O(log 2 N). This certificate can be verified inÕ(log 4 N) time. The Agrawal-Kayal-Saxena [AKS] algorithm [3] is the first primality test that was shown to be deterministic. The initial version of the algorithm has an asymptotic time complexity of O(log 12 N), where N is the positive integer whose primality is tested. The authors proposed another version of the algorithm which has an asymptotic time complexity ofÕ(log 10.5 N). Later, [8] demonstrated yet another variant of the AKS algorithm that runs inÕ(log 6 N) time using pseudofields.
We modify the Agrawal-Biswas primality test, upon which the AKS algorithm is based. The resulting Monte Carlo algorithm can be combined with the Miller-Rabin algorithm to yield an algorithm that runs inÕ(log c+2 N) time, for any sufficiently large N and any c > , and fails for composite N with a probability less than compare the accuracy guarantees of the Miller-Rabin algorithm and the combined algorithm from Section 6 relative to their runtimes. We use details from [8] to discuss pseudofields in Section 8 and to show that pseudofields constructed by an algorithm in [8] are fields when reduced modulo prime factors of N. In particular, these pseudofields can be used to obtain polynomials which yield the high accuracy of the combined algorithm guaranteed in Proposition 6.1.
For more on runtime analysis of algorithms for basic integer and polynomial arithmetic, see [6] .
The Agrawal-Biswas Algorithm
The Agrawal-Biswas algorithm is based on the following lemma: Proof. Let a ∈ Z/NZ × . By the binomial theorem,
Suppose that N is prime. For all i = 1, . . . , N − 1, the binomial coefficient
is divisible by N and is hence 0 in Z/NZ. Therefore,
By Fermat's little theorem, a N = a, so (x + a) N = x N + a as desired. Suppose that N is instead composite. Let p be any prime factor of N and say that p α || N. The binomial coefficient n n−p is not divisible by p α . Moreover, a is assumed to be in Z/NZ × , so (x + a) N has a nonzero x N −p term whose coefficient is
Thus, testing the primality of N is equivalent to (x + A) N = x N + a. However, testing (x + a) N = x N + a by computing the power (x + a) N is computationally infeasible. One can instead test (x + a)
) and composite otherwise. Although this test is computationally feasible and completely accurate when N is prime, it is also prone to error if N is composite.
The algorithm in [1, Section 3] chooses f randomly of degree ⌈log N⌉. If N is a composite number that is not a perfect power and whose prime factors are greater than 13, then [1, Theorem 3.2] guarantees 1 3 as an upper bound to the probability that the test fails. Difficulties in asymptotically improving this bound arise because f might be a reducible polynomial modulo a prime factor p of N.
2.1.
Modifying the Agrawal-Biswas Algorithm. Instead of letting f (x) ∈ Z/NZ[x] be randomly chosen, we let f (x) be a polynomial of sufficiently large degree and irreducible modulo prime factors p of N. Moreover, instead of checking (x + 1)
of degree less than deg f . We also check if N has small prime factors to decrease the probability that the test fails, see Proposition 3.3. 
Algorithm 1 Hi
return PRIME 10:
return COMPOSITE
12:
end if 13: end function
Accuracy Analysis of Algorithm 1
If N is prime, then Algorithm 1 always correctly determines N to be prime by Lemma 2.1. On the other hand, Algorithm 1 might incorrectly determine N to be prime when N is composite. Proposition 3.1 applies the Schwartz-Zippel lemma to bound the probability that Algorithm 1 fails. Proposition 3.1. Let p be a prime, let f (x) ∈ Z/pZ[x] be irreducible, and let g(x) ∈ Z/pZ[x] be nonzero. Let h(x) ∈ Z/pZ[x] be a polynomial chosen uniformly at random such that deg h < deg f . Then,
Proof. Since f is irreducible, the residue ring
choosing h uniformly at random corresponds to choosing an element of F p deg f uniformly at random. Furthermore, the event that g(h(x)) ≡ 0 (mod f (x)) if equivalent to the event that g(h(α)) = 0, i.e. that h(α) is a root of g. Since g has at most deg g roots and
Proposition 3.2. If N is composite, then Algorithm 1 fails with probability less than N p deg f where p is any prime factor of N for which f (x) is irreducible modulo p. In particular, if N has no prime factors less than log N as well, then Algorithm 1 fails with probability less than N log deg f N .
is a polynomial of degree less than N. Algorithm 1 fails exactly when the equivalence g(h(x)) ≡ 0 (mod f (x)) holds over Z/NZ, in which case the equivalence holds over Z/pZ. Since h(x) is chosen to be a polynomial over Z/NZ uniformly at random, its residue modulo p is a uniformly random polynomial over Z/pZ. Therefore, by Proposition 3.1, Algorithm 1 fails with probability at most deg g p deg f which is less than N p deg f . If N has no prime factors less than log N as well, then this is less than
If f (x) is irreducible modulo all prime factors of N, then we can strengthen the accuracy guarantee of Algorithm 1. Proof. Just as in Proposition 3.2, Algorithm 1 fails exactly when the equivalence g(h(x)) ≡ 0 (mod f (x)) holds over Z/NZ where g(x) = (x+1) N −(x N +1). In particular, the equivalence holds over Z/p i Z for every i. Since h(x) is chosen to be a polynomial over Z/NZ of degree less than deg f uniformly at random, the tuple
of reductions of h(x) modulo p i takes as values all tuples of polynomials over Z/p i Z of degree less than deg f with uniform probability. Just as in Proposition 3.2, the probability that the equivalence g(h(x)) ≡ 0 (mod f (x)) holds over Z/p i Z is less than N p deg f . Therefore, the probability that the equivalence holds over Z/p i Z for every i is less than N r p deg f .
Runtime Analysis of Algorithm 1
We analyze the runtime of Algorithm 1. Recall that Algorithm 1 requires a polynomial f (x) ∈ Z/NZ[x] that is irreducible modulo some prime factor of N. We will later observe in Section 8 that a deterministic algorithm by [8] either correctly declares N to be composite or produces a polynomial f (x) ∈ Z/NZ [x] that is irreducible modulo all prime factors of N
1
. Moreover, Proposition 8.10 shows that this algorithm runs inÕ(D log N) time, which is less time than the time needed to run Algorithm 1.
The Miller-Rabin Algorithm
The Miller-Rabin primality test is a Monte Carlo algorithm that always correctly determines prime numbers to be prime and may incorrectly determine composite numbers to be prime, just as the Agrawal-Biswas test does. Let s and t be nonnegative integers such that N − 1 = 2 s t with t odd. For a nonzero element a of Z/NZ, the Miller-Rabin test checks whether or not
In particular, if N is prime, then at least one of these two conditions must hold. If neither of these two conditions holds, then a is said to be a witness for the compositeness of N. if a t ≡ 1 (mod N) then 10:
return PRIME
11:
end if 12:
if a
return PRIME . [5, Theorem 2] suggests that this bound is weak for general N -if N is a uniformly random odd integer in [2 k−1 , 2 k ], then the probability that N is composite given that a is not a witness is bounded above by
We prove Lemma 5.1 to bound the probability of error for the Miller-Rabin test given the prime factorization of N. Although Lemma 5.1 in itself does not yield the 1 4 accuracy bound for semiprime N, we will still use Lemma 5.1 later in Proposition 6.1 to prove an accuracy bound for Algorithm 3, which uses both the Miller-Rabin test and the modified Agrawal-Biswas test.
Lemma 5.1. Suppose that N is an odd composite number whose prime factorization is
where the p i are distinct prime numbers and e i ≥ 0. The probability that the Miller-Rabin test fails is at most
Proof. The Miller-Rabin test always succeeds when the randomly chosen nonzero base a ∈ Z/NZ shares factors with N. Assume that a ∈ Z/NZ × . For a positive integer m, let C m denote the cyclic group of order m. Note that the multiplicative group Z/NZ × is isomorphic
and say that a corresponds to the element of C whose component in C p
and y i ∈ C p i −1 . If a is a nonwitness, then we must have a N −1 ≡ 1 (mod N),
and N − 1 share no common factors, so x i must be the identity if a is a nonwitness.
Write N − 1 = 2 s t where s and t are nonnegative integers with t odd. If a is a nonwitness,
Furthermore, since x i is 0, these conditions are equivalent to (1) ty i = 0 for every i or (2) 2 j ty i has order 2 for every i for some integer j where 0 ≤ j ≤ s − 1.
The second of these conditions is equivalent to ty i having the same order 2 j+1 for every i. In particular, ty i is an element of the 2-Sylow subgroup of C. The 2-Sylow subgroup of C is isomorphic to can have any particular order. For a randomly chosen a ∈ Z/NZ × , the probability that ty i has the same order 2 j+1 for every i is at most 1 2 r−1 ; if ty 1 has some order 2 j+1 , then each other ty i has that same order with probability at most 1 2 because t is odd. Therefore, the probability that a randomly chosen element a of Z/NZ × is a nonwitness for N is at most
We heuristically argue that a constant bound may be the tightest possible upper bound for the probability of error for general fixed odd composite numbers N. We make this argument for one class of composite numbers N. The argument can be generalized to other classes of composite numbers.
Assume that there are infinitely many odd positive integers k such that p = 2k + 1 and q = 6k + 1 are both prime. Let N = pq so that N − 1 = (2k + 1)(6k + 1) = 12k 2 + 8k + 1. Note that N − 1 = 4k(3k + 2), so expressing N − 1 = 2 s t, we have that k divides t. The multiplicative group Z/NZ × is isomorphic to
Since k divides t, the elements of Z/(2k)Z⊕Z/(6k)Z of the form (2α, 6β) where α ∈ Z/(2k)Z and β ∈ Z/(6k)Z become the identity element when multiplied by t. Thus, at least
of the elements of Z/(2k)Z ⊕ Z/(6k)Z become the identity when multiplied by t. These elements correspond to elements a of Z/NZ × such that a t ≡ 1 (mod N). Thus, at least 
N −1 via binary exponentiation takes O(log N) multiplications and each multiplication takesÕ(log N) time. Thus, the algorithm runs inÕ(log 2 N) time. Moreover, all of the randomness of the primality test comes from generating a base a ∈ Z/NZ, which takes O(log N) random bits.
The Miller-Rabin test may terminate upon computing a 2 i t where 0 ≤ i ≤ s − 1 and 2 i t is much smaller in comparison to N − 1. However, this is not always the case and in fact, there may be classes of composite odd numbers N − 1 such that the probably that the Miller-Rabin test fails is at least a constant and such that t is asymptotically comparable to N − 1. For instance, as presented in Section 5.1, let N = pq where p and q are prime of the form p = 2k + 1 and q = 6k + 1 for odd k. In this case, N − 1 = 4k(3k + 2), and since k is odd, 3k + 2 is odd, so t = k(3k + 2) = N −1 4 .
Using the Modified Agrawal-Biswas and Miller-Rabin Tests Together
Let N be odd and composite. The Miller-Rabin test's accuracy increases when N has more prime factors, especially repeated ones, by Lemma 5.1. On the other hand, the modified Agrawal-Biswas test's accuracy increases when N has larger prime factors by Proposition 3.3. We can use these two tests together to obtain an algorithm with stronger probability bounds than the probability bounds guaranteed for either test.
In particular, we will construct this algorithm by running the Miller-Rabin test multiple times and the modified Agrawal-Biswas test just once so that the time used to run the MillerRabin tests and time used to run the single modified Agrawal-Biswas test are asymptotically similar. This will keep the time for the entire test asymptotically minimal while maximizing the test's accuracy relative to its runtime. Since each Miller-Rabin test runs inÕ(log 2 N) time by Proposition 5.2 and the modified Agrawal-Biswas runs inÕ log c+2 N time by Proposition 4.1, we will invoke the Miller-Rabin test Θ(log c N) times. We specify the details of our proposed scheme of using the Miller-Rabin test and the Agrawal-Biswas test together in Algorithm 3 below. To summarize, Algorithm 3 tests the Miller-Rabin test deg f times and the modified Agrawal-Biswas test once and correctly determines N to be composite if any of these tests indicate N to be composite and, possibly incorrectly, indicates N to be prime otherwise.
Algorithm 3
1: function PrimalityTestBoth(N,f (x)) Require: N > 1, f (x) is irreducible modulo some prime factor p of N 2:
MRResult ← PrimalityTestMR(N) 4: if MRResult == COMPOSITE then by Proposition 3.3. Moreover, the randomness in the calls of the Miller-Rabin and modified Agrawal-Biswas tests are assumed to be independent, so Algorithm 3 fails with probability less than 1
We further analyze the runtime of Algorithm 3 in Proposition 6.2 below. Suppose that a Monte Carlo algorithm with input N runs in at most T (N) time and fails with probability at most ǫ(N). One can run the algorithm multiple times to increase the probability that the algorithm succeeds at least once. This is useful for the Agrawal-Biswas and Miller-Rabin primality tests because N must be composite if the tests indicate that N is composite even once. Assuming that each invocation of the algorithm is independent of the others, running the algorithm t times extends the algorithm to one which runs in at most tT (N) time and fails (for each of the t invocations) with probability at most ǫ(N) t . A slower probabilistic algorithm, which we call algorithm 1, can be advantageous over a faster one, which we call algorithm 2, if a sufficiently high degree of confidence is desired and each invocation of algorithm 1 is sufficiently more accurate than each invocation of algorithm 2. Suppose that algorithm i, for i = 1, 2 has runtime bounded above by T i (N) and failure probability bounded above by ǫ i (N). Further say that we want to run each algorithm enough times to ensure that the probability of failure is less than δ. In this case, we need to invoke algorithm i at least log δ log ǫ i (N) times 2 . The total time used in invoking algorithm i this many times is
Given that T i (N) and ǫ i (N) are tight bounds, in the sense that T i (N) and log ǫ i (N) are accurate within constant factors, and that
i.e.
it takes asymptotically less time to achieve the desired accuracy δ by repeating algorithm 2 than by repeating algorithm 1. In this sense, a probabilistic algorithm with runtime T (N) and failure probability ǫ(N) can be considered to be asymptotically accurate relative to the runtime when the fraction . Furthermore, let r be the number of distinct prime factors of N, so r = O(log N). By Proposition 4.1 and Proposition 6.1,
Moreover,
Comparing the asymptotic accuracies of the two algorithms relative to their runtimes is thus tantamount to comparing the fractions
and
Since c is a constant, M(log c+1 N) = Θ(log c N · M(log N)). Thus,
which suggests that the accuracy guaranteed for Algorithm 3 is stronger than that guaranteed for the Miller-Rabin algorithm relative to the algorithms' runtimes.
Constructing a Polynomial that is Irreducible over Z/pZ
Methods from [8, Sections 2, 3, and 8] yield a deterministic algorithm which either correctly determines N to be composite or constructs a polynomial of sufficiently high degree over Z/NZ that is irreducible over Z/pZ for each prime factor p of N. This construction is developed through the language of pseudofields, (commutative and unital) rings that have an endomorphism that resembles a power of the Frobenius automorphism of finite fields. Furthermore, the algorithm combines both [8, Algorithm 3.1] and [8, Algorithm 8.3] . The former constructs a period system for N and the latter uses the period system to construct pseudofields of small prime degree then takes the tensor product of these pseudofields. In doing so, the algorithm computes the desired polynomial.
We will show, in Proposition 8.8, that any pseudofield that the algorithm of [8] constructs is a field when reduced modulo the prime factors of N. Since a pseudofield is isomorphic to a residue ring of the form (Z/NZ[x])/(f (x)), this means that the polynomial f (x) that the algorithm computes is irreducible modulo the prime factors of N. Thus, f (x) allows us to apply the strong accuracy bounds guaranteed by Proposition 3.3 and Proposition 6.1. We will also produce, in Proposition 8.10, an asymptotic upper bound to the time it takes to construct such a pseudofield.
There are, however, a few restrictions in using these methods. One is that N must be sufficiently large, in particular greater than an effectively computable constant which [8] . In particular, the algorithm constructs f so that deg f is on the same order as D.
In Section 8.1, Section 8.2, and Section 8.3, we summarize the details from [8] about period systems, pseudofields, and Gaussian periods that we will need. 8.1. Constructing Period Systems. Definition 8.1. Let N be an integer greater than 1. A period pair for N is a pair (r, q) of integers such that
• r is a prime number not dividing N,
• q divides r − 1 and q > 1,
• the multiplicative order of N (r−1)/q modulo r equals q.
Furthermore, a period system for N is a finite set P of period pairs for N such that
and the degree of P is (r,q)∈P q, denoted deg P. , α) where A is a ring of characteristic N and α ∈ A for which there are a positive integer d, called the degree, and a ring automorphism σ, which we call an automorphism of the pseudofield, such that
Moreover, a pseudofield of characteristic N is of the form ( For each integer a that is not divisible by r, the ring (Z/NZ)[ζ r ] has an automorphism σ a which maps ζ r to ζ a r . The group of these σ a is denoted as ∆ and ∆ is isomorphic to F × r and hence is a cyclic group of order r − 1. Furthermore, the elements τ ζ r form a basis of (Z/NZ)[ζ r ] over Z/NZ.
Let q be a prime number dividing r − 1 and let ∆ q denote the subgroup {τ q : τ ∈ ∆} of ∆. Let η r,q = ρ∈∆ q ρζ r and let
. Since b is coprime to q and hence to deg f l , we have deg
in F . However, σ q/l α − α must be a unit of A and hence in F , so the above equation is a contradiction. Hence, deg f l = q, so f (x) is irreducible over Z/pZ as desired.
We now describe the runtime of [8, Algorithm 8.3] . Proposition 8.9. When given an integer N > 1, and a period system P satisfying N > deg P, [8 Since q is prime for each (r, q) ∈ P, we can bound #P as O (log D). Therefore, [8 
Conclusion
We summarize the accuracy and runtime of the modified Agrawal-Biswas primality test that uses the polynomial constructed by the algorithm in [8] . and let N > max(1, c 4 ) be an odd positive integer where c 4 is a certain effectively computable constant. There is a Monte Carlo probabilistic algorithm, which indicates N to be prime or composite, always correctly indicates N to be prime if N is prime, and falsely indicates N to be prime when N is composite with a probability at most 1 2 (r−1) log c N · N log c N −r .
Moreover, the algorithm runs in timeÕ(log c+2 N), assuming that each random bit can be generated in O(1) time, and uses O(log c+1 N) random bits. 
