A maximum likelihood algorithm is developed for estimating the recombination frequency in a segregating population (F2), between a marker gene and a locus affecting a quantitative trait as well as estimating the means and variances of the three genotypes of the quantitative trait. The maximum likelihood estimates are compared with the moment estimates of these parameters obtained from the algorithm described by Luo & Kearsey in 1989. It is concluded from computer simulation results that the maximum likelihood algorithm provides more accurate estimates and is more robust to changes in the value of the recombination frequency than the moment solutions, particularly with heterogenous variances. The difference between the genetic model considered here and by Luo & Kearsey and that by Darwasi & Weller, in 1992, is also discussed. Both methods for estimating r and gene effects become biased for high values of rand low values of heritability, but the results are better for data with complete dominance than for additive data.
Introduction
Mapping quantitative trait loci (QTL) using polymorphic marker genes has received attention in both theoretical quantitative genetic studies and plant! animal breeding practice. The main objective of the theoretical analysis involved in QTL mapping concentrates on estimating linkage between marker genes and QTL. Many researchers have addressed the problem of marker-QTL linkage in different genetic backgrounds in which the number of marker genes of QTLs vary (Jayakar, 1970; Hill, 1975; Weller, 1986; Jensen, 1989; Lander and Botstein, 1989) . In general, the problem deals with obtaining estimates of the recombination frequency between marker gene(s) and individual QTL, the expected effect and residual variation of the QTL genotypes under question. Luo & Kearsey (1989 , 1991 developed a method to estimate linkage between a marker gene and a QTL which was recently criticized by Darvasi & Weller (1992) , who demonstrated divergence of the estimates obtained from their true maximum likelihood estimates when the three QTL genotypes had different variances, even though this was beyond the scope of Luo & Kearsey (1989 , 1991 . We will discuss the problem in more detail and develop a method to derive a maximum likelihood solution to the problem.
Theoretical approach
The structure of a breeding population Consider an F2 family derived from crossing two inbred lines, one of which is homozygous for alleles M1 and Q1 of the locus of the genetic marker and the QTL respectively, and the other is homozygous for the alleles M2 and Q2. The marker alleles are assumed to be co-dominant, therefore the three genotypes at the marker locus are distinguishable. The QTL is linked to the marker with a recombination frequency of r. The means and variances of the quantitative trait among the three marker genotypes of the F2 population are as shown in Table 1 .
The analytical methods
Suppose that phenotypic values of the three QTL genotypes Q1Q1, Q1Q2 and Q2Q2 are distributed as N(1, o) , N(M2, u) and N(u3, oj) respectively, where Nu1 , o) represents a normal distribution with mean and Sample size n1 n, n, variance a. The variance can include both environmental variation and genetical variation at other loci affecting the quantitative trait but segregating independently with the marker gene. In previous papers (Luo & Kearsey, 1989 , 1991 it was assumed that the three QTL genotypes have the same variance, i.e. 'homoscedastic model'. A more general assumption that the variances of the three QTL genotypes are unequal, i.e. 'heteroscedastic model', was made by Darvasi & Weller (1992) and will he discussed later. In general, it can be easily verified that the expected means and variances of marker genotypic groups (X and S respectively) defined in Table 1 have the following forms (Luo & Kearsey, 1989): X11=(1-r)21+2r(l-r)2+r23
22'
Simultaneous equations (1) and (2) can be solved uniquely for and a respectively, into the following expressions for any r (0 r <0.5):
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Under the homoscedastic model, the estimate of a2 can he solved as
For a given sample of the F2 family, the means (X1 X1, and X27) and variances (Sfl, S17 and S22) of the marker groups are known. The statistics at the left side of equations (3) ( 14) and (18)- (20) Luo & Kearsey (1989) attempted to use the invariant property of maximum likelihood estimates (Mood et a!., 1 974) and searched the log-likelihood function (7) for just one parameter, r because the QTL genotypic means (p,) and variance (o or a2) had been determined by the value of r for a given marker group mean and variance as shown in equations (3)-(5). However, these equations are not themselves likelihood solutions but represent solutions from equating moments. These estimates will thus he termed the moment solution. With increasing sample size it is expected that the errors might decrease and the QTL means and variance might approximate to the maximum likelihood estimates. 
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The distributions of the quantitative effects for the three marker genotypes can be expressed as 2 2 g1(y) (1-r) f(y) + 2r(1 -r)f12(y)+ r f(y), (6.1) For an F2 sample with size N n1 + n2 + n3, as described in Table 1 , the log-likelihood function, based on distributions (6), are
The right side of equation (7) consists of three terms, each of which is the log-likelihood of the density function of a mixture of three normal distributions. These have the following general form g1(y; t) = P1f1(Yk) + P2f2(yk)+ P13f3(YIk) where Yik is a phenotypic value of the kth individual with the ith marker genotype (i = 1, 2, 3) and p q is the proportion of the jth subpopulation in the ith marker group, which is completely determined by r as shown in equations (4). Therefore, the maximum likelihood estimation of linkage between the QTL and marker gene could be statistically defined by solving the unknown parameter estimates T=(r, and o 0(or a2>O) It was strongly suggested by Kiefer & Wolfowitz (1956) and shown by Basford & McLachlan (1985) that under the heteroscedastic model, the log-likelihood functions of mixed distributions (8) might be unbounded and so the maximum likelihood estimates may not exist. This is because under the heteroscedastic model each sample point could generate a singularity in the likelihood function, and similarly, any pair of sample points which are sufficiently close together would generate a local maximum, as would triplets, quadruplets, etc. Maximum likelihood could therefore be inapplicable (Day, 1969; Everitt & Hand, 1981) . In the homoscedastic model considered by Luo & Kearsey (1989) , however maximum likelihood estimates always exist and are strongly consistent 6 2 (Kiefer & Wolfowitz, 1956; Redner, 1981) .
The EM algorithm proposed by Dempster et at. (6.3) (1977) can be developed to solve the problem. One problem encountered by use of the EM algorithm is its slow convergence. However, as the moment solutions of the QTL parameters provide estimates which may be close to their maximum likelihood estimates if a reasonably large sample size is considered, these estimates can be used as initial points of the iterating algorithm described below.
Description of the algorithm
In general, the EM algorithm is an iterative approach for analysing incomplete data (Dempster et at., 1977; Titterington et at., 1985; Little & Rubin, 1987) . Each of the iterations of the algorithm consists of two steps: and E (exception) step and an M (maximization) step. The use of the algorithm to find the maximum likelihood estimates of a mixture of distributions has been considered (Aitkin & Wilson, 1980; Titterington, et at., 1985; DerSimonian, 1986; McLaren et at., 1991) but not in this context. In this section we follow the main principle of the EM algorithm to develop a computational approach for obtaining the maximum likelihood estimates of equation (7) for both homoscedastic and heteroscedastic models.
Let p,7(r) represent the prior probability of the individual with the ith marker genotype having the jth QTL genotype (i and j=1, 2, 3). These are from equations (6).
The moment solutions of the QTL genotypic means and variance (12,P and â or ), together with the prior probabilities p(r), are used to initialize the following iterating algorithm.
The expectation step (E). The probability of the kth (9 \ individual with the ith marker genotype having the jth genotype is expected as
where i, j = 1, 2, 3.
The maximization step (M 2 + 2 + 3 j=1 i=1 k I depending on whether three or one variances are estimated.
In the next step, the newly estimated QTL genotypic means (,á1) and variance (ó) or â' ) are used to start the E-step of the next iteration as if they were the true estimates of these parameters. In the same way, the E and M steps are repeated iteratively following equations (10) and (11), so that a sequence of estimates of the unknown distribution parameter vector, {1 (t)}= 1, 2, will be generated. It is expected that the value of the log-likelihood function (7) will increase monotonically as the iteration is continued, i.e.
Z'M[Y;] .2M[y;tII.
It has been verified by Wu (1983) that under the homoscedastic model, the sequence {?M[y; I]},=1, 2 is bounded and the sequence will converge to its limit value, denoted by 1 (*), which are the maximum likelihood estimates.
In this process, a value of r has been used to initial the algorithm in equation (10) of the E step. For any given estimates of the QTL genotypic means and variance, the log-likelihood function (7) has been checked to be a unimodal function of r by plotting the log-likelihood function against r with hundreds of different simulations. Therefore, the maximum likelihood esimate of r can be readily searched over the interval 0 r 0.5 by use of the 'golden search' method described by Press etal. (1986) .
Simulations
In order to check the convergence of the algorithm developed in the present paper, Monte Carlo simulations were carried out to simulate genetic models of linkage between a marker gene and a QTL in the F2 population. Computer simulation of the F2 population has been described elsewhere (Luo & Kearsey, 1989) . Both homoscedastic and heteroscedastic models were The simulation data have been used to check the convergence of the algorithm described in the previous section and it was found that for a given r, the log-likelihood function (7) increased monotonically with the estimates obtained from the consecutive iterations. The convergence of the algorithm to the maximum of the log-likelihood function was confirmed by extensive grid searching over all elements of unknown parameter vector 1 on a subset of the data. The iterative searching was continued as long as the difference of the loglikelihood values between two consecutive cycles was greater than 10.
The results of the simulations were analysed by calculating the following genetic effects: (i) mean of the QTL homozygotes, â=(â +u3)/2; (ii) the additive effect, a=(121 ,u3)/2, (iii) the dominance deviation, d=(22-1â) and (iv) the residual variance within QTL genotypes (Mather & Jinks, 1982) .
Results
The results of the simulations are shown in Tables 2, 3,  4 and 5 was derived from searching the likelihood surface conditional on the sample QTL means and variances, the results were consistently unbiased.
Homoscedastic, additive model
With data simulated from a homoscedastic, additive model, L solutions provided unbiased estimates of r with the exception of the h2 =0.1. In this case P was relatively unresponsible to a change in r, with trends towards overestimation when r = 0.1, and underesti- 
Correlations
Correlations between L estimates were examined about their observed means for all models. Positive correlations (0.1-0.3) were observed between P and a, large negative correlations (-0.6 to -0.9) between a and ô. The correlation between the estimates of r derived by the L and M methods was greater than 0.6.
Discussion
Accurate estimation of the parameters involved in analysis of linkage between a marker gene and QTL has been recently emphasized by Dekkers & Dentine (1991) . The efficiency of marker-assisted selection is determined both by the amount of additive genetic variance that can be traced to the marker(s) linked with QTLs under selection and the accuracy of the marker-QTL linkage estimation (Soller, 1978) .
In general, the L method is reliable with both the homoscedastic and the heteroscedastic data generated here. The M method was unreliable with the heteroscedastic data and its accuracy is more sensitive to the 252 Z. W. LUO AND J. A. WOOLLIAMS value of r than the L method. While a larger sample would be more informative and reduce errors, this study has shown the nature of the biases that may occur and has examined the relative merits of the Land the M methods.
The most common bias for both methods lies in the underestimation of r, particularly when heritability is low: thus the methods tend to suggest that linkage is tighter than it is with a corresponding underestimate of gene effect and overestimate of residual variance. As an example, for homoscedastic, additive data when h2 =0.1 and r = 0.3, P 0.01 for 30 L estimates of the 100 simulations. Checks were carried out to ensure > 0 for all simulations because sampling errors might have been large enough to make linkage appear in the opposite phase. If so, reparameterization of the model may have reduced the bias in P and a. However, this was not found to have occurred.
Statistically, the problem, as discussed above, is equivalent to parameter estimation of a mixture of normal distributions. It has been commonly accepted that the ease of deriving solutions depends mainly on a difference between the sub-distribution means to be dissected relative to the common distribution variance (Everitt & Hand, 1981; Titterington et a!., 1985) . The power of both methods declined as h2 decreased, i.e. as the distance between the distributions to be dissected decreased relative to the residual standard deviation, although the presence and tightness of linkage between the marker and QTL makes the situation distinct from the previous studies. The dominance model improved the power of the estimation as might have been expected from the greater distinction between the mixed distributions and the ability conferred by the markers to. separate homozygotes with the increasing allele from heterozygotes.
It was shown by the simulation results that the biased estimates were usually associated with loose marker-QTL linkage. This is because the power of a linkage analysis declines rapidly when the two loci are linked with a recombination frequency larger than or equal to 0.3 (Ott, 1985; Risch, 1991; Collins & Morton, 1991) . Weller (1986) and Darvasi & Weller (1992) suggested a full-dimensional search method to derive maximum likelihood estimates of the function (7). Having taken their recently published results as an example, the value of the log-likelihood function (7) was evaluated 78,125 times in order to search the likelihood surface for the maxima, as they suggested, for just one single analysis. The program took more than 24 h to finish running on a Macintosh II computer. However, it spent only 2 mm (on average, because of the number of iterations in the EM algorithm can vary for different situations) in obtaining all the necessary results represented in the present paper for a single sample. The algorithm discussed here is clearly easier to use in practice.
In general, for both its estimation accuracy and robustness, we conclude that the algorithm described here is an improvement on the previous moment solution method of the marker-QTL linkage estimation analysis.
The FORTRAN and PASCAL source programs of the simulation and analysis programs are available to interested readers.
