A two-dimensional axisymmetric ray tracing photon Monte Carlo radiative transfer solver is developed. Like all ray tracing Monte Carlo codes, the ray tracing is performed in 3D, however, arrangements are made to take advantage of the 2D nature of the problem, to minimize computational time. The solver is designed to be tightly integrated into finite volume hypersonic flow solvers and is able to resolve the complex spectral properties of such flows to line-by-line (LBL) accuracy. The solver is then directly integrated into data parallel line relaxation (DPLR), a hypersonic flow solver, and closely coupled calculations are performed.
Introduction
High speed atmospheric entry of both manned and unmanned vehicles, or missions, which use aerobraking to manipulate vehicle trajectories, can lead to high levels of radiative heating. High temperatures develop in the shock layer, leading to chemical and thermal nonequilibrium conditions in an ionized flow. If the radiative transfer is strong enough, the internal energy of the flow can be affected. To properly model this effect, radiation must be incorporated into the flow solver. In many cases of hypersonic vehicle entries, such as Stardust [1] [2] [3] [4] (ballistic entry), or in the preliminary modeling of more complicated flows like the FIRE II experiment [5] [6] [7] [8] [9] or the upcoming crew exploration vehicle (CEV), 2D axisymmetric models are often used. In flows with normal shocks, quasi-one-dimensional approximations are usually made to model the radiation field, due to the fact that flow property gradients are much larger in the body-normal direction. Nonequilibrium air radiation (NEQAIR) [10] was originally developed to study radiative properties in nonequilibrium air conditions and has since been improved upon with the release of NEQAIR96 [11] . NEQAIR uses the quasi-steady state (QSS) approximation to calculate atomic and molecular electronic state populations. NEQAIR96 includes models for nonequilibrium emission and absorption from the N, O, C, H, He, N þ 2 , N 2 , NO, CO, CN, O 2 , C 2 , OH, and H 2 atomic and molecular systems. NEQAIR treats spectral variations using a LBL approach and contains several quasi-one-dimensional radiative transfer equation (RTE) solvers for prescribed flowfield conditions. In general, the LBL approach is too prohibitively expensive to tightly couple it with hypersonic flow solvers even if a simple 1D RTE solver is employed [2] . Both LORAN [12] and HARA [13, 14] have been developed, making use of the smeared band approximation for molecular species, to reduce the number of RTE evaluations and allow for coupled calculations. LORAN and HARA employ the so-called (1D) tangent slab approximation when solving the RTE and have been loosely coupled to flow solvers: The radiation field is updated after many CFD iterations. The modified differential approximation of Modest [15] has also been employed [16] in hypersonic flows. While the P 1 works well in the optically thick regions, accuracy breaks down in optically thin regions, and in regions with sharp gradients in optical properties, which can occur in shock layers. Hartung and Hassan [16] report differences in predicted wall flux of 20% as compared with the tangent slab model. Loose coupling can also lead to convergence problems and unnecessary CFD effort.
Solving the radiative transfer problem in hypersonic entry problems is costly primarily due to the complexity of the spectral properties. Nonequilibrium emission and absorption coefficients for atoms and molecules depend on the number density of species (n s ), ions (n þ ), and electrons (n e ), as well as translational, rotational, vibrational, and electron temperatures (T t , T r , T v , T e ). The spectral behavior of both emission and absorption coefficients (e k , j k ) of atoms and molecules is also very different. Atomic spectra are comprised of few strong bound-bound lines, as well as bound-free and free-free continuum radiation, whereas molecules contain rotation-vibration bands with many overlapping lines, similar to the combustion gases H 2 O and CO 2 . Monte Carlo ray tracing (MCRT) is an attractive solution method because it can be applied to relatively difficult problems without large increases in complexity or cost. MCRT simulations have been successfully used in combustion applications, where radiation flow coupling is also of importance. These solvers have also been combined with statistics-based particle tracking solvers [17, 18] . Recently, a particle-based MCRT solver was applied to the hypersonic entry problem, incorporating it into a direct simulation Monte Carlo flow solver [19] .
In this study, a 2D axisymmetric finite volume photon Monte Carlo (FV-PMC) solver is developed. The RTE solver is LBL accurate, making use of a recently developed efficient spectral database of Feldick and Modest [20] to efficiently calculate the emission wavelengths and absorption coefficients. The Monte Carlo solver also takes advantage of the 2D axisymmetric setup of the flow solver. While photon bundle tracing must always be done in 3D space, considerable computer time can be saved in 2D axisymmetric problems, if proper arrangements are made. This is a major focus of the present paper. The FV-PMC is closely coupled with DPLR and the coupled results are compared with uncoupled results to quantify the effect of radiation-flow coupling. The solution is also compared with LBL tangent slab solutions to quantify the error incurred when making the 1D assumption.
The Computational Method
Solutions for the Orion CEV are found assuming 2D axisymmetric flow. Free-stream parameters are taken to be at the peak heating conditions, shown in Table 1 . As a result of the high velocities, the flow experiences dissociation, ionization, and a region of thermal and chemical nonequilibrium even at peak heating conditions. DPLR [21] , a parallel multiblock finite volume Navier-Stokes computational fluid dynamics (CFD) solver developed at NASA Ames is used to simulate the flow. DPLR includes models for finite-rate reaction kinetics, ionization, and chemical and thermal nonequilibrium flows. The spacecraft boundary is modeled as a super-catalytic wall, which forces all species concentrations to freestream conditions, which represents the maximum possible chemical enthalpy at the wall. This assumption could have a significant effect on both the predicted convective and radiative transfer rates, owing to the large species gradients near the wall. The surface temperature is evaluated through the radiative equilibrium assumption, where the temperature is determined assuming that the convective heat transfer at the surface is balanced by blackbody radiation from the wall, with emittance set to 1. The outflow boundary is modeled using first order extrapolation. The grid used is shown in Fig. 1 and consists of 148 cells in the body-normal direction and 296 cells in the transverse direction. We employ the Park 1990 model [22] as our gas chemistry model. This is an 11-species and 19-reactions finite-rate air model consisting of
, and e À . This chemistry model does not contain any model for electronic state excitations. The flow is modeled using a twotemperature model, with an independent vibrational temperature. Electronic energy is neglected, and the free electron temperature is assumed by DPLR to be identical to the translational temperature. This assumption is not strictly correct, as recent direct simulation Monte Carlo simulations have shown the free electron temperature to be lower than the translational temperature, especially in the overshoot region [4] . Therefore, for radiative transfer calculations the free electron temperature is assumed to be equal to the vibrational temperature, following Feldick et al. [23] . Inviscid fluxes are computed using a modified Steger-Warming flux splitting [24] . The spatial accuracy of third order is obtained through monotone upstream-centered schemes for conservation laws extrapolation coupled with a minmod flux limiter [25] . Viscous fluxes are computed with a second-order central difference scheme. Transport properties are based on Yos' mixing rules [26] . Diffusion coefficients are modeled using the bifurcation model [27] . The dataparallel line relaxation method is employed for implicit time advancement to a steady-state solution. The flow around the CEV is assumed to be turbulent for design purposes [28] and, therefore, turbulence is modeled using the two-equation Menter-shear stress transport model with compressibility correction [29] .
Radiation Feedback
The RTE solver determines the divergence of radiative flux r Á q r for each cell, which is fed back to the right-hand side of the total energy equation within DPLR, as a source term. DPLR is a quasi-steady code, that is, the code marches in time to come to a steady solution. As the solution begins to converge the change in the flowfield from one time step to the next is small, gradually approaching zero. The RTE solver is statistical in nature and therefore will always return a slightly different solution from time step to time step. This variation can be minimized by taking a large number of rays, which can be costly. When closely coupling (updating each iteration) the RTE solver with the quasi-steady CFD code, it is desirable to have several properties; the radiation solution should not change too much between iterations, the radiation solution should be relatively smooth, and the time to calculate the radiation should be minimized. To achieve these goals, tempered averaging is used according to
where a is a relatively small parameter. At each radiation call, a new average and standard deviation are calculated following the update algorithms of West [30] . Tempered averaging ensures that the radiation solution does not change much between time steps and allows us to keep information from previous tracing steps, which came from similar flowfields. The statistical variation is reduced without having to trace too many rays at each time step. Equation (1) also assures that the importance of old solution sets diminishes as newer solutions are found (after n iterations the contribution from the first time step is a(1 À a) n ). As the flow approaches convergence, the radiation field will also come to some constant value, that is, the radiation field will "keep up" with the flowfield.
While this tempered averaging works well for flowfields which are evolving, the method can lead to convergence problems in steady flows. The standard error for a tempered average as a function of standard deviation is [31] 
where r is the standard deviation. This means that once the radiation field reaches a quasi-steady state, the solution variation will also reach a steady value. If the time-step to time-step fluctuations are still large enough to prevent the deterministic flow solver from reaching numerical convergence, drawing more samples will not lead to convergence. Once this point is reached, a general average can be used until final convergence.
Radiative Transfer Solver
The RTE for nonequilibrium hypersonic flowfields in the absence of scattering may be written as Transactions of the ASME where I k is the local spectral intensity, e k is the (nonequilibrium) emission coefficient, j k is the absorption coefficient, s is the geometric path length, andŝ is the unit vector. In the photon Monte Carlo method, the RTE is solved by tracing statistical photon bundles. Bundles are emitted in random directions at random wavelengths from random locations in each cell in the computational domain, and the sum of emitted energy carried by each bundle from a cell must conserve emission energy. So-called random number relations must be developed to obtain statistically meaningful locations, directions, and wavelengths of emitted bundles as explained in detail by Modest [32] . Random number relations for directions are straightforward [32] , and Feldick and Modest [20] have recently detailed how one can obtain efficient relationships for emission wavelengths for reentry type problems. In hypersonic flows, it is customary to treat each molecular electronic system as a separate species. For atomic species, there are bound-bound electronic transitions, in which an electron transitions to a new bound state, which is accompanied by release or capture of a photon at a specific discrete wavelength; bound-free transitions where an electron exits from its atomic orbit leading to a continuous spectrum; and free-free transitions, where a passing electron is slowed by the atomic field, again yielding a continuous spectrum. Molecular species are assumed to have only bound--bound (electronic, rotational, and vibrational) transitions. For the flows considered here, the radiative transfer is predominately atomic. The strength of bound-bound and bound-free emission is a function of the population for each electronic state in the atomic system. Sohn et al. [33] have shown that the electronic state populations can be calculated as a function of n s , n s =n s þ , F(T e , n e ), G(T e , n e ), where n s is the number density of species s, n s þ is the number density of the positive ion of species s, and F and G are the functions of T e and n e . In order to develop random number relationships for the emission wavelengths, Feldick and Modest [20] have shown that the wavelength selection in hypersonic plasmas can be efficiently calculated by considering each transition individually, using the principle of superposition to calculate a mixture emission wavelength. Emission locations must also be selected at random, and the standard Monte Carlo approach is to select photon bundles of equal energy from a subvolume following
This has strong implications for an axisymmetric code. If each photon is emitted with the same amount of energy, there will be many more photons emitted from cells away from the symmetry axis and more observed absorption events away from the axis, and-due to the axisymmetry-the local standard variation will decrease away from the axis, which can lead to wasted computer effort in the attempt to drive down the standard variation in the near-axis regions. In hypersonic flow simulations, in particular, this is a problem as the axis of symmetry is where most of the radiative transfer occurs. In order to increase the number of samples near the centerline, the energy of each bundle emitted in a given cell can be weighted. This is done by selecting the emission location on a cellby-cell basis, which also ensures a statistical sample will be taken in each cell. The number of photon bundles per cell is
where bc signifies the floor integer value and E Ã cell ¼ eA, i.e., because of the axisymmetry, the number of photons selected is based on cross-sectional area as opposed to volumes. The energy carried by each bundle in a cell must preserve total energy, so that
where E cell ¼ eV. Effectively this is weighting photon bundles by a factor of 2pr.
Within ) i.e., a random location is within the cell's cross-sectional area in the r-z plane. This implies that the radial emission location within a cell is proportional to ffiffiffiffiffi R r p . One possible drawback of this approach is that if a photon bundle emitted far away from the centerline travels near the center line, the absorbed energy of that photon bundle would be large compared to the rest of the samples, making the standard variation of the near-centerline cells large. It was found, however, that radial weighting of photon bundles provided relatively uniform solution variance in the shock layer.
Once a ray bundle is emitted from a specific location, into a specific direction with a specific energy, and at a specific wavelength, the bundle must be traced through the medium to account for the local absorption in each cell. For the axisymmetric problem, the emission location is always chosen to be in the x-z-plane and is described by
where x e and z e are the randomly selected emission coordinates. The emission direction iŝ
where h and w are the randomly selected polar and azimuthal angles, respectively. The path of a photon bundle can then be described bỹ r ¼r e þ Sŝ ¼ ðx e þ Ss x Þî þ ðSs y Þĵ þ ðz e þ Ss z Þk
where S is the distance from an emission point to an intersection point. In order to find S, proper bundle-cell face intersections must be found. Each cell in DPLR is 2D, defined by four cell corners; however, rays must be traced in 3D. Each cell face can be defined by its two end points, which are rotated about the axis of symmetry. The location of any pointr i on the surface of that plane can be described bỹ
where
and ' is the nondimensional length along the path from point 1 to point 2 of the cell face, as is shown in Fig. 2 . Equation (11) is valid for an infinite plane; however, the plane represented by a cell face is bounded by two end points and, therefore, a legitimate intersection would fall between these end points, on the line connecting them at ', where ' varies from [0, 1]. Combining Eqs. (11) through (13), the plane intersection point can be expressed as
Equating Eqs. (14) and (10) intersection between the path of the photon bundle and the face represented by the axisymmetric plane. S and ' can then be expressed as
where ' can be found by solving the quadratic equation resulting from the x and y components of Eqs. (10) and (14) . A valid intersection is one with S > 0 and 0 ' 1, meaning that the intersection point falls between the face endpoints and is in the emission direction. Once a valid intersection point is found the optical length traveled through the cell, j k S, determines the fraction of the bundle's energy that is absorbed
where j k ¼ P s j ks is the total spectral absorption coefficient of all s species. j ks can be calculated as is outlined in Sohn et al. [33] The value for S is reset after each cell-face intersection, that is, r e ! is updated to the current photon-cell intersection point. The amount of energy absorbed by the cell is tallied and the energy carried by the bundle is decreased
In order to maintain a 2D problem, the intersection point must be rotated back into the original x-z-plane, and the photon bundle direction must be adjusted to reflect this rotation back into the original plane. Figure 3 shows the initial photon direction azimuthal angle, w, and the intersection angle, u. When the line from the origin to the intersection is rotated back to the x-axis (original plane) the emission direction must be modified to continue the tracing correctly. This new photon direction azimuthal angle is w À u.
Two types of domain boundaries are allowed, diffuse gray wall or symmetry, the latter primarily for validation purposes. If a ray hits a symmetry boundary, its angle of reflection is equal to its angle of incidence.
The radiative source term is calculated as the difference between the emission and absorption for each finite volume cell (i, k)
The ray tracing process is completed for a specified number of runs and the average and standard deviation are found.
Results

Uncoupled Results.
To validate the implementation of the 2D-PMC solver, initial calculations are performed on a cylinder, with reflective outer radial wall boundaries, and cold black z-faces. Field scalar values for temperature and number density are set to be uniform in the radial direction. This makes the problem a 1D disk, allowing for comparison with the simple tangent slab solutions [34] . The flowfield values are taken from the stagnation line of a simulation of CEV [34] and are shown in Figs. 4-6. For the evaluation of radiative properties, the temperature of the free electrons is assumed to be in equilibrium with the vibrational temperature (T e ¼ T v ), following Feldick et al. [23] . The total computational time for the ideal cylinder LBL solution, evaluated at 295,000 spectral points is 718 CPU seconds, while the Monte Carlo solution evaluated with 1 million bundles requires 710 CPU seconds of computational time. As is shown in Fig. 7 , the 2D-PMC solver predicts the divergence of the radiative heat flux correctly. The divergence of the radiative flux depends upon the correct assignment of emission locations, emission directions, emission wavelengths and proper calculation of optical length (which depends on the j k ) of each ray traced through each cell. The 1D LBL total heat flux at the wall is 2.36 Â 10 6 W/m 2 , and the Monte Carlo method predicts a value of 2.34 Â 10 6 W/m 2 , with a standard deviation of 2.5 Â 10 4 W/m 2 , indicating proper performance.
The transfer equation is then solved for the 2D axisymmetric flowfield, with the flowfield determined with DPLR as outlined above. Radiative transfer is calculated again using both the tangent slab solver, and the 2D PMC, in a fully uncoupled manner, to investigate the error introduced by making the tangent slab assumption. Figures 8 and 9 show line plots at the stagnation line and at a point near the shoulder of the vehicle, where the shoulder is indicated in Fig. 1 . For the problem considered here, the tangent slab solver and the 2D-PMC solver predict similar values for r Á q r near the stagnation point. Some discrepancies arise near the shoulder, especially near the boundary layer, however, as is shown Transactions of the ASME in Fig. 9 . This indicates that the tangent slab approximation should do fairly well predicting the radiative source term for radiation feedback, especially in flows where coupling is moderate. The wall heat flux is also calculated, as shown in Fig. 10 . The tangent slab approximation predicts a heat flux of 2.36 Â 10 6 W/m 2 at the stagnation point, while the PMC predicts a heat flux of 2.15 Â 10 6 W/m 2 , with a standard error of 9.5 Â 10 3 W/m 2 . The difference in predicted wall flux is approximately 10%. This indicates that even in the stagnation region of the flow, the tangent slab approximation will not necessarily capture the correct heat flux, owing to the fact that in optically thin media (line wings, bound-free, and free-free, and molecular transitions), the tangent slab approximation will overpredict the path length of radiation in the non-normal directions and thus overpredict the heat flux at the wall. This effect will be larger in larger spacecraft, where the boundary layer is thicker. Near the shoulder of the craft the walldirected heat flux is orders of magnitude smaller than near the stagnation line, so relative errors in the tangent slab model are less important, but more pronounced. The largest standard deviations are in the boundary layer in Fig. 8 
Coupled Results
Radiation is then coupled to the CFD calculations, using the fully converged uncoupled solution as a starting point. Loose coupling has been performed for the tangent slab solution, where radiation is updated every 2000 iterations. The tangent slab solution required eight radiation iterations to converge, each iteration taking 5130 s of CPU time on eight processors for radiation, with the 16,000 CFD solutions taking 19,100 s for a total computational time of 60,100 s. For the PMC method radiation is updated every 10 iterations, with 500,000 bundles per iteration, and a time of per iteration of 95 s. 6100 radiation iterations were used, taking a total of 579,500 CPU seconds, with 61,000 CFD solutions, for 72,000 s of CFD computational time, with a total computational time of 651,500 CPU seconds on eight processors. Figures 8 and 9 show that the r Á q r is negative ahead of the shock and, while there is some reabsorption in the boundary layer, the source term everywhere else is smaller, and positive. As can be seen in Fig. 11 , radiation has little effect on the peak temperature in the overshoot region. However, temperatures in the shock layer outside of the boundary layer are decreased.
The effect of radiation coupling on wall heat transfer is small but significant for CEV. The relative importance of radiative Transactions of the ASME coupling can be assessed by calculating the radiative cooling parameter, or Goulard number [35] , C, where
C is a ratio of the approximate radiative flux leaving the domain into all directions, which is assumed to be twice the radiative energy flux hitting the vehicle surface, to take into account energy exiting to space, to the kinetic energy flux entering the shock layer. When C becomes large, the effect on flowfield chemistry and fluid dynamics is significant, and radiation coupling must be accounted for in order to estimate heat transfer and aerodynamic moments properly. For the flow considered here C ¼ 0.02 and, therefore, the effect of radiation coupling will be small to moderate. The maximum convective wall flux is at the vehicle shoulder, and is 4.39 Â 10 6 W/m 2 and 4.19 Â 10 6 for the uncoupled and coupled calculations, respectively, shown in Fig. 12 . Beyond the shoulder the wall flux drops considerably, due to the expansion fan, and the resultant drop in density and temperature. At the stagnation point, the convective flux is 2.37 Â 10 6 W/m 2 and 2.29 Â 10 6 for coupled and uncoupled calculations. The maximum radiative wall flux is at the stagnation point, and is 2.15 Â 10 6 W/m 2 and 1.77 Â 10 6 for the uncoupled and coupled calculations, respectively, shown in Fig. 12 . The effect of coupling lowers predicted convective wall heat flux by 4% and radiative flux by 18%. The net lowering of convective heating implies that the loss of radiative energy lowers the convective heat load by reducing the temperature at the edge of the boundary layer. The effect of absorption of radiative energy in the boundary layer (boundary layer heating) is much smaller than the effect of total reduction in energy due to radiation leaving the domain. The total flux at the stagnation point is predicted to be 4.52 Â 10 6 W/m 2 and 4.06 Â 10 6 for the uncoupled and coupled calculations, respectively, representing a 10% change in predicted total heat flux at the stagnation point.
Summary and Conclusions
A 2D axisymmetric ray tracing photon Monte Carlo RTE solver has been developed for integration into hypersonic body-fitted CFD solvers. Many aspects are common to most Monte Carlo solvers, although some important adaptations have been made. Photon bundles are weighted with the ratio of cell volume to cross-sectional area, to ensure that the number of photon bundles drawn per 2D cell is nearly uniform. This causes standard deviations to be nearly constant across the field, rather than having small standard deviations near the vehicle shoulder, and large standard deviations near the centerline, where radiation is most important if photons of equal energy are employed. Photon bundles are also emitted from, and their paths are rotated back into the x-z plane, to preserve the 2D nature of the solver. The solver is LBL accurate, taking advantage of a recently developed emission wavelength selection module, and is validated against idealized 1D solutions.
Most hypersonic flow problems are solved in a quasi-steady fashion, and the radiation solutions are time-averaged to take advantage of this. Initially, tempered averaging is used to reduce time-step to time-step variations and allow current time-step calculations to make the largest impact. Once quasi-convergence is reached, nonweighted averaging is used to drive the standard error toward zero. Closely coupled calculations are carried out to assess the effects of radiation-flow coupling, and very moderate radiation-flow coupling is observed. Comparison with traditional tangent slab methods shows it to predict the radiative source well. However, small departures across the boundary accumulate, so that the tangent slab approximation overpredicts heat flux at the wall by roughly 10%, even at the stagnation point. 
