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Abstract
Let D be a Noetherian domain. Then it is well known that D is atomic, i.e. every non-zero
non-unit a∈D possesses a factorization
a= u1 · : : : · un
into irreducible elements ui of D. The integer n in this equation is called the length of the
factorization. In general, elements of Noetherian domains have many (essentially) di;erent fac-
torizations.
In this article we study the non-uniqueness of factorizations in domains which are &nitely
generated Z-algebras. We investigate several arithmetical invariants (such as the catenary degree,
tame degrees and sets of lengths) which are well studied in the one-dimensional case. We prove
that these invariants behave similar in the higher-dimensional case if certain (natural) &niteness
conditions are ful&lled. As a by product of our investigations it turns out that there exists a
“transfer” homomorphism  from our domain D to a certain block monoid B of some &nite
semigroup C. We are able to show that the &niteness of all arithmetical invariants we study
carries over from B to D. Moreover, the system of sets of lengths of D coincides with that
of B.
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1. Introduction
Let D be an integral domain. A non-zero non-unit u∈D is called irreducible (or an
atom) if u = ab with a; b∈D implies that either a or b is a unit of D. D is called
atomic if every non-zero non-unit a∈D has a factorization
a= u1 · : : : · un (1)
into irreducible elements ui. The integer n is called the length of (1) and we call
LD(a) = {n | n is length of some factorization of a}
the set of lengths of a.
Clearly, D is factorial if and only if every non-zero non-unit a∈D has a uniquely de-
termined factorization (1) (up to the order of the ui and up to associates). If D is atomic
but not factorial the question of describing and classifying the occurring phenomena
of non-uniqueness of factorizations arises. A &rst measure for this non-uniqueness is
the elasticity. It is de&ned by

(D) = sup
{
sup LD(a)
min LD(a)
∣∣∣∣ 0 = a∈D \ D×
}
∈R¿1 ∪ {∞}:
(D× denotes the set of units of D.) This invariant was studied in a large number of
papers, see [1] for a survey article containing extensive bibliographies. Note that only
lengths of factorizations play a role in the de&nition of 
(D). Moreover, 
(D) does not
contain any information on the structure of LD(a) between min LD(a) and supLD(a)
for some 0 = a∈D \ D×.
In this paper we investigate factorization properties of Noetherian domains D with
integral closure D having the following &niteness properties:
(1) The divisor class group of the Krull domain D is &nite.
(2) The residue class ring D=AnnD(D=D) is &nite.
The main examples for such rings we have in mind are domains D which are &nitely
generated Z-algebras such that the divisor class groups of D and D are both &nite.
(See Section 3 for the de&nition of the divisor class group of a non-integrally closed
Noetherian domain.) Rings of this type occur naturally in Algebraic Number Theory
and Algebraic Geometry, see also Examples 3.5–3.8. We are interested in the structure
of their sets of lengths as well as in arithmetical invariants which cannot be described
by considering only lengths of factorizations: we investigate the catenary degree and
local tameness of factorizations (see De&nitions 2.2 and 2.4). These notions were
introduced in [5,10]. For a survey article see also [6]. Roughly speaking we can say
that the catenary degree of an atomic domain D is &nite if any two factorizations z and
z′ of any element 0 = a∈D\D× can be “concatenated” by a chain z=z0; z1; : : : ; zk=z′
of factorizations zi of a such that zi−1 and zi have bounded “distance” for all 16 i6 k
(see Eq. (2) in Section 2 for the precise de&nition of the distance function). The tame
degree t(a) of an element a∈D is more subtle: it controls the factorization properties
of multiples ac (where c∈D) of a and is a useful tool for studying other arithmetical
invariants (such as the catenary degree).
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Let D be a Noetherian domain which satis&es the conditions (1) and (2) above.
Then our main result (see Theorems 3.2 and 5.9) asserts that the following holds:
• D is locally tame.
• D has &nite catenary degree.
• There exists some constant M ∈N (which only depends on D) such that the set of
lengths of every element a∈D is an almost arithmetical multiprogression bounded
by M (cf. De&nition 2.7).
This result is well known if D is an order of an algebraic number &eld, see [7],
Theorem 9.3.
The paper is organized as follows: in Section 3 we introduce Z-monoids as a new
class of monoids (cf. De&nition 3.1). Then we show that the domains in question are
Z-monoids (Theorem 3.2). In Section 4 we deal with transfer homomorphisms. They
are used in Section 5 to prove that the arithmetic of a Z-monoid H can be described
by the structure of some block monoid of a &nite semigroup C. In fact, the system of
sets of lengths of a Noetherian domain satisfying the above conditions is completely
determined by this semigroup. This is very amazing in our mind. Note that the special
case of block monoids of Abelian groups is strongly connected with the theory of
Krull monoids, cf. for instance [4, Section 3]. We will also establish a close relation
between Z-monoids and monoids which already turned out to be a fruitful tool for
studying non-unique factorizations in congruence monoids of Dedekind domains (cf.
[8]). After we have pointed out this connection, our result follows from the arithmetical
investigations in [8].
In the next section we &x our notations and recall some monoid-theoretical notions
and de&nitions which are needed in the sequel (cf. for example, [7]).
2. Notation and results from factorization theory
Let N denote the set of positive integers and N0 = N ∪ {0}. For a; b∈Z we set
[a; b] = {n∈Z | a6 n6 b}. For sets A and B we write A ⊂ B if A is a subset of B
and equality may hold. We write A ( B if A ⊂ B and A = B.
Throughout this paper, a semigroup is a non-empty set together with a commutative
and associative binary operation having a neutral element. We always assume that
a subsemigroup of some semigroup C contains the neutral element of C. Let H be
a multiplicatively written semigroup. H is called a monoid if the cancellation law
holds, i.e. if ab = ac implies b = c for all a; b; c∈H . If not otherwise stated, we use
multiplicative notation for monoids. Let H be a monoid. Then H× denotes the group
of units of H , Hred = H=H× the reduced monoid, A(H) the set of atoms of H (i.e.
the set of irreducible elements of H), P(H) the set of prime elements of H and Q(H)
the quotient group of H . For a subset E ⊂ H , we denote by [E] the submonoid of H
which is generated by E. H is called atomic if H = [A(H) ∪ H×].
Let H and D be multiplicatively written semigroups. A map ’ :H → D is called a
semigroup homomorphism if ’(1)=1 and if ’(ab)=’(a)’(b) holds for all a; b∈H . If
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H and D are monoids then such a ’ is called a monoid homomorphism. Let H and D
be monoids. A monoid homomorphism ’ :H → D is called a divisor homomorphism
if ’(a)|D’(b) implies a|Hb for all a; b∈H . A submonoid H ⊂ D is called saturated
if the inclusion map is a divisor homomorphism. We call a divisor homomorphism
’ :H → D co&nal if for all d∈D there exists some h∈H such that d|D’(h). Let
’ :H → D be a divisor homomorphism. Then ’ induces a monomorphism
Q(H)=H× → Q(D)=D×
whose cokernel is called the divisor class group of ’. We denote it by C(’). Class
groups are always written additively. For each d∈Q(D) we denote by [d] = [d]C(’) ∈
C(’) the image of d under the canonical map Q(D)→ C(’).
A monoid H is a called a Krull monoid if there exists a divisor homomorphism
@ :H → F into a free monoid F such that for all d∈F there exist elements h1; : : : ; hn∈H
with d = gcd{@(h1); : : : ; @(hn)}. Such a morphism @ is called a divisor theory for H .
It is known that @ and F are unique up to isomorphism if H admits a divisor theory.
The divisor class group of @ is called the divisor class group of H and we denote it
by C(H). If D is a Krull domain then D \ {0} is a Krull monoid and the ordinary
divisor class group of D canonically coincides with C(D \ {0}). The reader is referred
to [13] for a comprehensive treatment of the theory of Krull monoids.
We also need the notion of class semigroups which is due to Geroldinger and
Halter-Koch (cf. [8], De&nition 4.3).
Denition 2.1. Let F be a monoid and H ⊂ F a submonoid. Two elements x; y∈F
are called H -equivalent (relative F) if x−1H ∩F =y−1H ∩F (equivalently, fx∈H ⇔
fy∈H for all f∈F). Obviously, H -equivalence is an equivalence relation on F
which is compatible with the semigroup operation. For x∈F we denote by [x]FH the
H -equivalence class of x and we call
C(H; F) = {[x]FH | x∈F}:
the class semigroup of H in F . As in the case of class groups we write class semigroups
additively.
Let P be a set. We denote by F(P) the free Abelian monoid generated by P. For
z =
∏
p∈P
pnp ∈F(P)
with np ∈N0 and np = 0 for almost all p∈P, let vp(z) = np denote the p-valuation
of z. We call
|z|= |z|F(P) =
∑
p∈P
vp(z)
the length of z. The distance function d :F(P)×F(P)→ N0 is de&ned by
d(z; z′) = dF(P)(z; z′) = max
{∣∣∣∣ zgcd(z; z′)
∣∣∣∣ ;
∣∣∣∣ z′gcd(z; z′)
∣∣∣∣
}
: (2)
If F is a factorial monoid, we de&ne dF(z; z′) = dFred (zF
×; z′F×) for z; z′ ∈F .
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Let H be an atomic monoid. The free Abelian monoid Z(H) =F(A(Hred)) with
basis A(Hred) is called the factorization monoid of H and
= H : Z(H)→ Hred
denotes the canonical homomorphism. We write |z|H = |z|Z(H) for the length of some
z ∈Z(H). For an element a∈H the elements of Z(a)=ZH (a)=−1(aH×) ⊂ Z(H) are
called factorizations of a. For a∈H we denote by L(a) = LH (a) = {|z|H | z ∈Z(a)} ⊂
N0 the set of lengths of a. A monoid H is called a BF-monoid (bounded factorization
monoid) if it is atomic and if L(a) is a &nite set for every a∈H . Important examples for
BF-monoids are the multiplicative monoids of Noetherian domains and Krull domains,
see [2, Proposition 2.2].
Denition 2.2. Let H be an atomic monoid and H ′ ⊂ H a subset.
(i) The tame degree t(H ′; X ) of H ′ with respect to a subset X ⊂ Z(H) is the minimum
of all N ∈N0∪{∞} with the following property: if a∈H ′, z ∈Z(a) and x∈X with
(x)|Ha, then there exists a factorization z′ ∈Z(a) with x|Z(H)z′ and d(z; z′)6N .
For x∈Z(H) we write t(H ′; x) instead of t(H ′; {x}).
(ii) H ′ is called locally tame if t(H ′;Z(a))¡∞ for every a∈H .
Remark 2.3. From [9, Proposition 3.8] it is known that an atomic monoid H is locally
tame if and only if t(H; u)¡∞ for all atoms u∈H . Note that a locally tame atomic
monoid is always a BF-monoid: Assume that H is atomic but not BF. Let a∈H
with L(a) in&nite such that n=min L(a) is minimal. Let z ∈Z(a) with |z|= n and let
u∈A(Hred) with u | z. Then the set of lengths of b = au−1 ∈H is &nite. Hence there
exists some N ∈N such that uAy for all y∈Z(a) with |y|¿N . But then t(H; u) =∞.
Denition 2.4. Let H be an atomic monoid.
(i) Let a∈H , z; z′ ∈Z(a) and N ∈N0∪{∞}. An N -chain of factorizations from z to
z′ is a &nite sequence (zi)06i6k of factorizations zi ∈Z(a) such that z= z0; z′= zk
and d(zi−1; zi)6N for all i∈ [1; k].
(ii) Let a∈H . The catenary degree c(a)∈N0∪{∞} is the minimal N ∈N0∪{∞} such
that for any two factorizations z; z′ ∈Z(a) there is an N -chain of factorizations
from z to z′.
(iii) We call
c(H) = sup{c(a) | a∈H}∈N0 ∪ {∞}
the catenary degree of H .
Denition 2.5.
(i) Let T ={t1; : : : ; tk} ⊂ Z with t1¡ · · ·¡tk be a &nite set of integers. Then we call
L(T ) = {ti − ti−1 | i∈ [2; k]}
the set of di;erences of T . (Observe that L(T ) = ∅ if and only if |T |6 1).
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(ii) Let H be a BF-monoid. We call
L(H) =
⋃
a∈H
L(L(a)) ⊂ N
the set of di;erences of H .
Remark 2.6. As an easy consequence of the last two de&nitions we get
maxL(H)6 c(H)− 2
for any BF-monoid H with L(H) = ∅. In particular, L(H) is a &nite set if c(H) is
&nite.
Denition 2.7. A &nite subset L ⊂ Z is called an
(i) arithmetical multiprogression with distance d∈N if there exist integers 0= &0¡&1
¡ · · ·¡&' = d such that
L=
'−1⋃
i=0
{m+ &i + kd | k ∈N0; m+ &i + kd6max L};
where m=min L.
(ii) almost arithmetical multiprogression bounded by M ∈N if L = L1 ∪ L∗ ∪ L2,
where L∗ is an arithmetical multiprogression with distance d6M ,L1⊂[min L∗−M;
min L∗ − 1] and L2 ⊂ [max L∗ + 1;max L∗ +M ].
(iii) We say that an atomic monoid H satis&es the structure theorem for sets of lengths
if there exists some M ∈N such that for every a∈H \H× its set of lengths L(a)
is an almost arithmetical multiprogression bounded by M . (Then clearly, L(H)
is &nite.)
3. Finitely generated domains and Z -monoids
In this section we introduce the concept of Z-monoids (De&nition 3.1). We show
that under certain &niteness assumptions on a Noetherian domain R, its multiplicative
monoid R \ {0} is a Z-monoid. In particular, we prove that domains R which are
&nitely generated Z-algebras such that the divisor class groups of R (cf. Eq. (4)) and
its integral closure R are both &nite, are Z-monoids. Then Theorem 5.9 of Section 5
implies that these domains are locally tame with &nite catenary degree. Moreover, they
satisfy the structure theorem for sets of lengths.
At the end of the section we apply this result to several examples.
Denition 3.1. Let H be a monoid. We call H a Z-monoid if there exists some factorial
monoid F ⊃ H such that H× = F× ∩H and such that the class semigroup C(H; F) is
&nite.
Next we cite Theorem 5.9 of Section 5. We apply it to &nitely generated domains
in the proof of Theorem 3.5.
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Theorem 5.9. For a Z-monoid H the following holds:
(i) H is locally tame.
(ii) H has 7nite catenary degree c(H).
(iii) H satis7es the structure theorem for set of lengths.
For an integral domain D we denote by D its integral closure and we set D•=D\{0}.
We moreover set D# = D•=D× for the reduced multiplicative monoid of D.
Theorem 3.2. Let D be a Noetherian domain whose integral closure D is a 7nite
D-module. Assume that the divisor class group of the Krull domain D is 7nite. Set
f=AnnD(D=D) and assume moreover that D=f is 7nite. Then D• is a Z-monoid.
Proof. From Theorem 23.4 of [13] we deduce the existence of a decomposition D
•
=
D
××D′, where D′ ∼= D# and D′ is a submonoid of a free monoid F ′ such that D′ ,→ F ′
is a divisor theory. Then @= (D
• → D′ ,→ F ′) is a divisor theory of D• and C(@) is
(naturally) isomorphic to the divisor class group of D. If we put F = D
× × F ′, then
D• ⊂ D• ⊂ F and we assert that C(D•; F) is &nite. Since G=Q(F)=Q(D•) ∼= C(@) is
&nite, it suOces to prove that for every g∈G, the set F ∩ g splits into &nitely many
D•-equivalence classes.
Let g∈G be given and set G=(g∩F)∪{0}, where 0∈D. Our &rst aim is to make
G into a D-module. For z ∈Q(F) we set 0z = z0 = 0 and de&ne -z: Q(F) ∪ {0} →
Q(F) ∪ {0} by -z(x) = zx. If z ∈ − g ∩ F , then z = .z′, where .∈D× and z′ ∈F ′
and we obtain zG = (zF ∩ D) ∪ {0} = @−1(z′F) ∪ {0}, which is a divisorial ideal of
D by Theorem 20.5 of [13]. Now there is a unique D-module structure on G such
that -z|G :G → zG is a D-module isomorphism. If z′ ∈ − g ∩ F is another element,
then z−1z′ ∈Q(D•) ⊂ Q(F), -z′ = -z−1z′ ◦ -z and -z−1z′ |zG : zG→ z′G is a D-module
isomorphism. Therefore the D-module structure on G is independent of the choice
of z.
Set
E= {x∈G | zx∈ f for all z ∈ (−g ∩ F) ∪ {0}}:
It is easy to see that E is a D-submodule of G. Moreover, f ⊂ AnnD(G=E), whence G=E
is a D=f-module. Since G is isomorphic to some ideal of D and since D is Noetherian,
G is a &nitely generated D-module. Therefore, G=E is a &nite D=f-module. But since
D=f is &nite, G=E is &nite, too.
Set H=D• and let x; y∈G\{0} such that x−y∈E. Then (x−y)z=xz−yz ∈ f ⊂ D
holds for all z ∈−g∩F . But this implies for all z ∈F that xz ∈H if and only if yz ∈H .
Thus [x]FH = [y]
F
H ∈C(H; F). Now the assertion of the Theorem follows since E ⊂ G
is a subgroup of &nite index and since the divisor class group C(@) of D is &nite.
Let D be a Noetherian integral domain whose integral closure D is a &nite D-module.
Let
A=AssD(D=D)
158 W. Hassler / Journal of Pure and Applied Algebra 186 (2004) 151–168
denote the set of associated primes of the D-module D=D and set
S = D\
⋃
p∈A
p
for the set of non-zero divisors of D=D. Put
P(D) = {p∈ spec(D) | ht(p) = 1 and p ∩ S = ∅}: (3)
Then the divisor class group C(D) of D (see also the De&nition after Theorem 1 in
[18]) is the divisor class group of the canonical divisor homomorphism
D# →
∐
p∈P(D)
D#p × D#S : (4)
This de&nition of the divisor class group is compatible with the usual one if D
is integrally closed. By [18] Theorem 2, C(D) can be canonically identi&ed with
the v-class group of D. From [18, Theorem 3] we get the following natural exact
sequence:
1→ D×=D× → D×S =D×S → C(D)→ C(D)→ C(DS)→ 0 (5)
Lemma 3.3. Let D be a domain which is a 7nitely generated Z-algebra. Suppose that
the divisor class group of D is 7nite. Then the following conditions are equivalent:
(i) The divisor class group of D is 7nite.
(ii) Every p∈AssD(D=D) is a maximal ideal of D.
(iii) D=D is 7nite.
(iv) D=f is 7nite, where f=AnnD(D=D).
Proof. We denote by Max(R) the set of maximal ideals of some ring R. Let S denote
as above the set of non-zero divisors of D=D. By [19, Corollary 7.2.7], D
×
is a &nitely
generated group. Hence D
×
=D× is &nitely generated, too. By [17, Theorem 2.1] we
know that the following conditions are equivalent:
• AssDS (DS=DS) ⊂ Max(DS),
• D×S =D×S is &nitely generated,
• D×S =D×S is &nite,
• DS=DS is &nite.
Hence we see that the cokernel of the natural map D
×
=D× → D×S =D×S is &nite if and
only if these conditions are satis&ed. Therefore we infer from the sequence (5) that the
divisor class group of D is &nite if and only if the above conditions hold. Clearly, we
have AssD(D=D) ⊂ Max(D) if and only if AssDS (DS=DS) ⊂ Max(DS). Furthermore,
D=D is &nite if and only if DS=DS is &nite. Hence we have proved that (i)–(iii) are
equivalent. For trivial reasons, (iv) implies (iii).
Assume now that D=D is &nite. Then D=D is a D=f-module of &nite length whose
annihilator is trivial. Therefore, D=f has &nite length, too. Hence we see that D=f is
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&nite, since we know from [3, Chapter V, Section 3.4, Corollary 1] that the residue
class &eld of every maximal ideal of D is &nite. But then D=f is also &nite.
Theorem 3.4. Let D be a domain which is a 7nitely generated Z-algebra. Suppose
that the divisor class groups of D and D are both 7nite. Then D• is a Z-monoid.
Proof. Obvious by Theorem 3.2 and Lemma 3.3.
Theorem 3.5 (Main Theorem). Let D be a domain which is 7nitely generated over
Z. Then the following holds if the divisor class groups of D and D are both 7nite:
(i) D is locally tame.
(ii) D has 7nite catenary degree c(D).
(iii) D satis7es the structure theorem for sets of lengths.
Proof. The theorem is a direct consequence of Theorem 3.4 and Theorem 5.9.
Example 3.6. Let O be an order of some algebraic number &eld K . Then O satis&es
the assumptions of Theorem 3.5, whence in particular O satis&es the structure theorem
for sets of lengths. This is well known from [7, Theorem 9.3] but our considerations
give a new proof of this fact.
Example 3.7. Let K be an algebraic number &eld and let O0 ⊂ O1 ⊂ · · · ⊂ Ol (where
l¿ 1) be an ascending chain of (not necessarily distinct) orders of K . Let X be an
indeterminate and set
D = O0 + XO1 + · · ·+ X lOl[X ]:
Then the following conditions are equivalent:
(i) The catenary degree c(D) is &nite.
(ii) The set of di;erences L(D) is &nite.
(iii) D satis&es the structure theorem for sets of lengths.
(iv) Ol is integrally closed.
Proof. Clearly, D is a &nitely generated domain with integral closure D=Ol[X ]. Hence
|C(D)|¡∞ by [3, Chapter VII, Section 1.10, Proposition 18]. From [14, Lemmas 1
and 3.3] we infer that D=AnnD(D=D) is &nite if and only if Ol is integrally closed.
Hence (iv) implies (i) and (iii) by Theorem 3.5. The implication (i)⇒ (ii) immediately
follows from Remark 2.6.
Assume now that Ol is not integrally closed. Then C(D) is in&nite by Lemma 3.3.
Denote by G0 = {[p] | p∈P(D)} ⊂ C(D) (for the de&nition of P(D) see Eq. (3)) the
set of divisor classes of D containing some prime divisor. By [16, Korollar 4] there
exists some m∈N such that
C(D) = {g1 + · · ·+ gr | gi ∈G0; r6m}: (6)
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Let S denote as above the set of non-zero divisors of the D-module D=D. Then the
restriction of the canonical divisor homomorphism
- :D• →F(P(D))× D#S
to S yields a divisor homomorphism
-|S : S →F(P(D))
whose divisor class group and set of prime divisors naturally coincide with those of D,
see [18, Remark 4 after Theorem 1]. In fact, S is a Krull monoid with divisor theory
-|S .
Hence we obtain from (6) and Theorem 1.1 of [15] that the set of di;erences L(S)
is in&nite. Since S ⊂ D• is divisor closed (i.e. for all x∈ S and y∈D•, y|x implies
y∈ S), we have LS(x) = LD(x) for every x∈ S. Hence L(D) is in&nite, too.
Example 3.8 (cf. [16], Beispiele). Let M ⊂ Zn be a reduced &nitely generated (addi-
tive) monoid such that Q(M) = Zn and let k be a &nite &eld. Let D = k[M ] be the
monoid algebra of M and let M = {x∈Zn | nx∈M for some n∈N} denote the root
closure of M . Then the integral closure of D is given by D= k[M ], see [11, Corollary
12.11]. M is a &nitely generated Krull monoid whose divisor class group is isomorphic
to the divisor class group of D, cf. [11, Theorem 16.7]. Let
C =
{∑
m∈M
5mm
∣∣∣∣∣ 5m ∈R; 5m¿ 0; 5m = 0 for almost all m
}
⊂ Rn
denote the n-dimensional cone spanned by M . By [20, Proposition], C is a polyhedral
set, i.e. C is the intersection of &nitely many closed half-spaces of Rn. By [20, Corol-
lary 1], the divisor class group of M is &nite if and only if the number of (n − 1)-
dimensional facets of C equals n. Hence C(D) is &nite if and only if C is simplicial,
i.e. C is spanned by n linear independent vectors.
Clearly, D=D is &nite if and only if M \M is &nite. Hence our main theorem applies
if C is simplicial and M \M is &nite.
Remark 3.9. Note that Lemma 3.3 implies that C is simplicial and M \M is &nite if
and only if C(D) and C(D) are both &nite. Assume that C(D) is in&nite. Then 6(D) is
in&nite by [15, Theorem 2.1]. We do not know how the arithmetical invariants behave
in Example 3.8 if C(D) is &nite but C(D) is in&nite. Since in this case D has large
gaps in its sets of lengths (again by [15], Theorem 2.1), it is our feeling that the same
should be true for D.
4. Transfer homomorphisms
We &rst recall the de&nition of transfer homomorphisms. In Lemma 4.2 we put
together some basic properties of these homomorphisms (cf. [12, Section 5]).
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Denition 4.1. Let  :D→ B be a surjective homomorphism of reduced monoids with
the following two properties:
(i) −1(1) = {1}.
(ii) If u∈D and (u) = bc, where b; c∈B, then there exist v; w∈D such that u= vw,
(v) = b and (w) = c.
Then  is called a transfer homomorphism.
Lemma 4.2. Let  :D → B be a transfer homomorphism of reduced atomic monoids
and let u∈D.
(i) u is an atom of D if and only if (u) is an atom of B.
(ii) There exists a unique surjective homomorphism  : Z(D) → Z(B) such that the
diagram
Z(D)
−−−−−→ Z(B)
D
 B

D
−−−−−→ B
is commutative.
(iii) We have (ZD(u))=ZB((u)) and LD(u)=LB((u)). In particular, the system of
sets of lengths of D equals the system of sets of lengths of B.
(iv) For all z ∈ZD(u) and w∈ZB((u)) there exists some y∈ZD(u) such that (y)=w
and d(z; y) = d((z); w).
Proof. (i) If u is an atom of D and (u) = bc for some b; c∈B, then there exist
v; w∈D such that (v)= b, (w)= c and u= vw. Thus we either have v=1 or w=1.
Hence, b= 1 or c = 1.
If (u) is an atom of B and u= vw for some v; w∈D, then (u)=(v)(w) implies
that (v) = 1 or (w) = 1. Hence we either have v= 1 or w = 1.
(ii) This is plain by (i) if we set (q) = (q) for all q∈A(D).
(iii) The inclusion (ZD(u)) ⊂ ZB((u)) follows immediately from the diagram in
(ii). Suppose now that w∈ZB((u)), say w= u1 · : : : · un, where the ui are atoms of B
and the product is performed in Z(B). Then we have (u)=B(w)= u1 · : : : · un, where
the product is now performed in B. Since  is a transfer homomorphism, there exist
u1; : : : ; un ∈D such that u= u1 · : : : · un and (ui) = ui for all i∈ [1; n]. Since the ui are
atoms of D, we see that z = u1 · : : : · un ∈ZD(u) and z = (z).
For the sets of lengths we now obtain LB((u))= {|w| |w∈ZB((u))}= {|(z)| | z ∈
ZD(u)}= {|z| |ZD(u)}= LD(u).
(iv) We may assume that z= t · u1 · : : : · um and w= (t) · v1 · : : : · vr , where t ∈Z(D),
u1; : : : ; um ∈A(D), v1; : : : ; vr ∈A(B) and {(u1); : : : ; (um)}∩{v1; : : : ; vr}=∅. Since (u1 ·
: : :·um)=B(v1)·: : :·B(vr) and since  is a transfer homomorphism, there exist elements
v1; : : : ; vr ∈D such that u1 · : : : · um= v1 · : : : · vr and (vi)= vi for all i∈ [1; r]. By (i) we
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have vi ∈A(D) for all i∈ [1; r] and if we set y= t · v1 · : : : · vr , then y∈ZD(u), (y)=w
and d(z; y) = d((z); w).
Next we study the behavior of local tame degrees and the catenary degree with
respect to transfer homomorphisms. De&nition 4.3 and Proposition 4.4 are due to
Geroldinger and Halter-Koch. For lack of a suitable reference we include a proof
of Proposition 4.4.
Denition 4.3. Let D and B be reduced atomic monoids and let 9 :D → B be a
transfer homomorphism. Let 9 :Z(D)→ Z(B) be the extension of 9 to the factorization
monoids.
(i) (a) For a∈D we denote by c(a; 9)∈N0∪{∞} the minimal N ∈N0∪{∞} having
the following property: If z; z′ ∈ZD(a) and 9(z) = 9(z′)=: z ∈Z(B), then there
exist factorizations z=z0; z1; : : : ; zk=z′ ∈ 9−1(z)∩ZD(a) such that d(zi−1; zi)6N
for all i∈ [1; k].
(b) We set
c(D; 9) = sup{c(a; 9) | a∈D}∈N0 ∪ {∞}:
(ii) (a) For a∈D and x∈Z(D) with Z(a)∩ xZ(D) = ∅ we denote by t(a; x; 9)∈N0 ∪
{∞} the minimal N ∈N0 ∪{∞} with the following property: If z ∈Z(a) with
9(z)∈ 9(x)Z(B), then there exists some z′ ∈Z(a)∩xZ(D) such that 9(z)=9(z′)
and d(z; z′)6N .
(b) For x∈Z(D) we set
t(D; x; 9) = sup{t(a; x; 9) | a∈D;Z(a) ∩ xZ(D) = ∅}∈N0 ∪ {∞}:
Proposition 4.4. Let D and B be reduced atomic monoids and let 9 :D → B be a
transfer homomorphism. Let 9 :Z(D)→ Z(B) be the extension of 9 to the factorization
monoids.
(i) (a) For every a∈D we have
c(9(a))6 c(a)6max{c(9(a)); c(a; 9)}:
(b) For the catenary degrees of D and B we have
c(B)6 c(D)6max{c(B); c(D; 9)}:
(ii) (a) For every x∈Z(D) and a∈D with Z(a)∩ xZ(D) = ∅ the following inequality
holds:
t(9(a); 9(x))6 t(a; x)6 t(9(a); 9(x)) + t(a; x; 9):
(b) For every x∈Z(D) the following inequality holds:
t(B; 9(x))6 t(D; x)6 t(B; 9(x)) + t(D; x; 9):
In particular, if t(D; u; 9)¡∞ holds for every u∈A(D) then D is locally tame if and
only if B is locally tame.
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Proof. Clearly, it suOces to show (i)(a) and (ii)(a).
(i)(a) For the proof of the &rst inequality, suppose that z; z′ ∈ZB(9(a)). Then there
exist z; z′ ∈ZD(a) such that z= 9(z) and z′= 9(z′). By de&nition, there exist factoriza-
tions z= z0; z1; : : : ; zk = z′ ∈ZD(a) such that d(zi−1; zi)6 c(a). Since d(9(zi−1); 9(zi))6
d(zi−1; zi)6 c(a), we obtain c(9(a))6 c(a).
To prove the second inequality, suppose that z; z′∈ZD(a). Since 9(z); 9(z′)∈ZB(9(a)),
there exist factorizations 9(z) = z0; z1; : : : ; zk = 9(z′)∈ZB(9(a)) such that d(zi−1; zi)6
c(9(a)) for all i∈ [1; k]. By induction on k, Lemma 4.2 implies the existence of factor-
izations z = z0; z1; : : : ; zk ∈ZD(a) such that 9(zi) = zi and d(zi−1; zi) = d(zi−1; zi) for all
i∈ [1; k]. Since 9(zk)=9(z′), there exist factorizations zk =w0; : : : ; wl= z′ ∈ZD(a) such
that d(wj−1; wj)6 c(a; 9) for all j∈ [1; l]. Therefore the inequality c(a)6max{c(9(a));
c(a; 9)} follows.
(ii) For the proof of the &rst inequality let z ∈ZB(9(a)). Then z = 9(z) for some
z ∈ZD(a) and there exists some z′ ∈ZD(a)∩xZ(D) such that d(z; z′)6 t(a; x). Then we
have 9(z′)∈ZB(9(a)) ∩ 9(x)Z(B) and d(z; 9(z′))6 d(z; z′)6 t(a; x). Hence it follows
that t(9(a); 9(x))6 t(a; x).
For the proof of the second inequality let z ∈Z(a). Then we have z=9(z)∈Z(9(a))
and ∅ = ZB(9(a)) ∩ 9(x)Z(B). Hence there exists some z′ ∈ZB(9(a)) ∩ 9(x)Z(B)
such that d(z; z′)6 t(9(a); 9(x)). By Lemma 4.2 there exists some z′ ∈ZD(a) such
that 9(z′) = z′ and d(z; z′) = d(z; z′). Since 9(z′) = z′ ∈ 9(x)Z(B), there exists some
z′′ ∈ZD(a) ∩ xZ(D) such that 9(z′′) = 9(z′) = z′ and d(z′; z′′)6 t(a; x; 9). Thus we
obtain d(z; z′′)6 d(z; z′) + d(z′; z′′)6 t(9(a); 9(x)) + t(a; x; 9). Hence it follows that
t(a; x)6 t(9(a); 9(x)) + t(a; x; 9).
Next we recall De&nition 4.13 of [8].
Denition 4.5. Let D be a monoid and a; b∈D. If b|a then !D(a; b) denotes the
smallest N ∈N0 ∪ {∞} with the following property: For all n∈N and a1; : : : ; an ∈D
with a = a1 · : : : · an there exists some subset < ⊂ [1; n] such that |<|6N and
b|∏=∈< a=. If bAa then we set !D(a; b) = 0. For a subset X ⊂ D we set !D(X; b) =
sup{!D(a; b) | a∈X }.
Remark 4.6. If b = p1 · : : : · pk is a product of k prime elements, then !D(a; b)6 k
for all a∈D.
Proposition 4.7. Let D and B be reduced atomic monoids and let 9 :D → B be a
transfer homomorphism. Then t(D; u; 9)6!(D; u) + 1 for every u∈A(D).
Proof. Let u∈A(D), a∈D with u|Da and z ∈ZD(a) with 9(u)|Z(D)9(z). We have to
show that there exists some z′ ∈ZD(a) such that u|Z(D)z′, 9(z) = 9(z′) and d(z; z′)6
!(D; u) + 1. Let z = z1 · : : : · zn with zi ∈A(D) and 9(z1) = 9(u). We distinguish two
cases:
Case 1: n6!(D; u)+1. Set t=au−1 ∈D. We consider the equation 9(z1)·: : :·9(zn)=
9(u) · 9(t) in B. Then 9(z1)= 9(u) implies 9(z2) · : : : · 9(zn)= 9(t). Since 9 is a transfer
homomorphism, there exist elements z′2; : : : ; z
′
n ∈D such that t= z′2 · : : : · z′n and such that
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9(z′i) = 9(zi) holds for all i∈ [2; n]. In particular, the z′i are irreducible elements of D.
Set z′ = u · z′2 · : : : · z′n ∈ZD(a). Then 9(z) = 9(z′) and d(z; z′)6 n6!(D; u) + 1.
Case 2: n¿!(D; u) + 1. Then there exists some set <′ ⊂ [1; n] such that |<′|6
!(D; u) and u|D
∏
'∈<′ z'. Set < = <
′ ∪ {1} and de&ne z˜ = ∏'∈< z'. Set moreover
a˜= D(z˜)∈D. Then from Case 1 it follows that there exists some z˜′ ∈ZD(a˜) such that
u|Z(D)z˜′, 9(z˜′) = 9(z˜) and such that d(z˜′; z˜)6!(D; u) + 1. Set
z′ = z˜′
∏
'∈[1; n]\<
z':
Then z′ ∈ZD(a) and 9(z′) = 9(z). For the distance between z and z′ we obtain the
estimate d(z; z′)6!(D; u) + 1.
5. The arithmetic of Z -monoids
The main goal of this section is to prove Theorem 5.9. As a by-product we show
that for every Z-monoid H there exists a transfer homomorphism to a block monoid B
of some &nite semigroup C having “nice” &niteness properties in its &bers (Theorem
5.4, Propositions 5.5 and 5.6). In particular, the system of sets of lengths of H equals
the system of sets of lengths of B.
Denition 5.1. Let C be a (additively written) semigroup, C0 ⊂ C a subsemigroup,
G ⊂ C a subgroup with C0 ∩ G = {0} and let T ⊂ C be a set. Then we call
B(T;C0; G) =
{
g
∏
t∈T
tnt ∈G ×F(T )
∣∣∣∣∣ g+
∑
t∈T
ntt ∈C0
}
⊂ G ×F(C)
the block monoid of T with respect to C0 and G.
Remark 5.2. Since C0 ∩ G = {0}, the monoid B(T;C0; G) is reduced.
Now we introduce some notation to which we will refer as to the General Assump-
tions in the sequel.
General Assumptions: Let F be a factorial monoid, H ⊂ F a submonoid with F× ∩
H = {1} (this in particular implies that H is reduced) and let P be a system of
representatives of pairwise non-associated prime elements of F . Let – :F → C(H; F)
denote the canonical homomorphism. Set C0 = –(H), G = –(F×) and T = –(P). Since
every x∈F has a unique representation x = .∏p∈P pnp with .∈F× and np = 0 for
almost all p∈P, we can de&ne a surjective homomorphism @ :F → G ×F(T ) by
.
∏
p∈P p
np → –(.)∏p∈P –(p)np . Set F∗ = G × F(T ), H∗ = @(H) ⊂ F∗ and let
 :H → H∗ be the restriction of @ to H .
Proposition 5.3. Let the notation be as in the General Assumptions.
(i) C0 is a subsemigroup and G is a subgroup of C(H; F) and C0 ∩ G = {0}.
(ii) The map –|F× :F× → G is a group isomorphism.
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Proof. (i) It is clear that C0 is a subsemigroup and G is a subgroup of C(H; F). We
&rst show that C0 ∩ G = {0}. Let c = [h]FH = [.]FH ∈C0 ∩ G, where h∈H and .∈F×.
Since . and h lie in the same class and since h · 1= h∈H , we infer that .∈H . Hence
.∈F× ∩ H = {1}, whence c is the neutral element of C.
(ii) We only have to show that –|F× :F× → G is injective. Let .; .′ ∈F× with
[.]FH = [.
′]FH . Then ..
−1 = 1∈H implies that .′.−1 ∈H . Hence .′.−1 ∈F× ∩ H = {1}.
But this yields .= .′.
Theorem 5.4. Let the notation be as in the General Assumptions. Then the following
assertions hold:
(i) H∗ = B(T;C0; G). In particular, F∗× ∩ H∗ = {1} and H∗ is reduced.
(ii) @−1(H∗) = H .
(iii)  :H → H∗ is a transfer homomorphism.
(iv) The homomorphism @ :C(H; F)→ C(H∗; F∗) de7ned by [x]FH → [@(x)]F
∗
H∗ is an
isomorphism and the diagram
C (H*, F*)
C (H, F)
F*
F
H*
H 
∗
 
_
is commutative, where –∗ :F∗ → C(H∗; F∗) denotes the canonical homomor-
phism.
Proof. (i) We note that for each class c∈C(H; F) we either have c ⊂ H or c∩H =∅.
Now (i) follows immediately.
(ii) Suppose that a= .p1 · : : : ·pn ∈@−1(H∗), where .∈F× and p1; : : : ; pn ∈P. Let
b∈H be such that @(a)=@(b), say b= Aq1 · : : : · qm, where A∈F× and q1; : : : ; qn ∈P.
Then [.][p1] · : : : · [pn] = [A][q1] · : : : · [qm] implies that [.] = [A], m = n and, after
renumbering, [pi] = [qi] for all i∈ [1; n]. Therefore we obtain [a] = [.] + [p1] + · · ·+
[pn] = [A] + [q1] + · · ·+ [qm] = [b] ⊂ H and hence a∈H .
(iii) We clearly have −1(1) = {1}. Let z ∈H and assume that (z) = bc with
b; c∈@(H). Then there exist z1; z2 ∈F such that z = z1z2 and such that @(z1) = b,
@(z2) = c. From (ii) we obtain z1; z2 ∈H . This implies the assertion.
(iv) It is suOcient to show that the canonical map C(H; F) → C(H∗; F∗) which
is given by [x]FH → [@(x)]F
∗
H∗ is well de&ned and injective. Let x; y∈F such that
[x]FH = [y]
F
H and let f
∗ ∈F∗. Assume that f∗@(x)∈H∗. We choose some f∈F with
@(f)=f∗ and obtain f∗@(x)=@(fx)∈H∗. By (ii) we see that fx∈H , whence fy
also lies in H . Therefore, we get f∗@(y) = @(fy)∈@(H) = H∗. This proves that @
is well de&ned. In order to show that [@(x)]F
∗
H∗ = [@(y)]
F∗
H∗ implies [x]
F
H = [y]
F
H for all
x; y∈F we use the same arguments as before.
Proposition 5.5. Let the assumptions be as in the General Assumptions. Then c(H; )
6 2. In particular, c(H∗)6 c(H)6max{2; c(H∗)}.
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Proof. Let  :Z(H)→ Z(H∗) denote the extension of  to the factorization monoids.
Let a∈H and z; z′ ∈Z(a) such that (z) = (z′)=: z ∈Z(H∗). We have to show that
there exists some 2-chain in ZH (a) ∩ −1(z) which concatenates z and z′. We prove
this by induction on n = |z|H = |z′|H = |z|H∗ . If n6 2 then d(z; z′)6 2 and we have
nothing else to show. Hence assume that n¿ 3. Then z= u1 · : : : · un and z′= v1 · : : : · vn
with atoms ui; vi ∈A(H). By renumbering the ui we can arrange that (ui)=(vi) holds
for all i∈ [1; n].
We &rst prove by induction on dF(u1; v1) that there exists some w∈ZH (a)∩ −1(z)
such that v1|Z(H)w and such that there exists some 2-chain in ZH (a) ∩ 
−1
(z) which
concatenates z and w. If dF(u1; v1)=0 then (u1)=(v1) implies u1=v1. Hence w := z
has the required properties. Assume now that dF(u1; v1)¿ 0 and let g be a greatest
common divisor of u1 and v1 in F . Let p∈P be a prime element with p|Fv1g−1.
Then pAFu1g−1 and there exists some p′ ∈P with p′|Fu1g−1 and [p]FH =[p′]FH . Since
p|F(u1g−1)·u2 ·: : :·un, there exists some i∈ [2; n] with p|Fui. Assume without restriction
that i= 2 and set u′1 = u1p
′−1p and u′2 = u2p
−1p′. Then u′j ∈A(H) and (u′j) = (uj)
for j∈ [1; 2]. Set y=u′1 ·u′2 ·u3 · : : : ·un ∈ZH (a)∩
−1
(z). Then dF(u′1; v1)=dF(u1; v1)−1,
whence the induction hypothesis implies that there exists some w∈ZH (a)∩−1(z) with
v1|Fw such that y and w can be concatenated by a 2-chain in ZH (a) ∩ −1(z). But
from d(y; z)6 2 the assertion follows immediately.
Now we return to our original problem. We have to show that there exists a 2-chain
concatenating z and z′. Let w∈ZH (a)∩−1(z) be some factorization such that v1|Z(H)w
and such that there exists some 2-chain concatenating z and w. By the induction hy-
pothesis there exists some 2-chain in ZH ( av1 )∩
−1
( z(v1) ) which concatenates wv
−1
1 and
z′v−11 . Hence there exists some 2-chain from w to z
′ in ZH (a) ∩ −1(z). But then z
and z′ can also be concatenated by a 2-chain in ZH (a) ∩ −1(z).
Proposition 5.6. Let the assumptions be as in the General Assumptions. Assume
moreover that C(H; F) is 7nite. Then t(H; u; )¡∞ holds for every u∈A(H). In
particular, H is locally tame if and only if H∗ is locally tame.
Proof. By [8, Lemma 4.14.3] and Remark 4.6 we have !(H; b)¡∞ for every b∈H .
Then Propositions 4.7 and 4.4 yield the desired result.
Now we recall the notion of C-monoids from [8]. By [8], Proposition 5.4, C-monoids
can be characterized as follows:
Proposition 5.7. A monoid H is a C-monoid if there exists some factorial monoid
F ⊃ H with only 7nitely many pairwise non-associated prime elements p1; : : : ; ps
such that the following conditions hold:
(i) F× ∩ H = H×.
(ii) The set {[x]FH | x∈F \ F×} ⊂ C(H; F) is 7nite.
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Note that the factorial monoid F in De&nition 3.1 does not necessarily have only a
&nite number of non-associated prime elements.
The main theorems of [8] gather the arithmetical properties of C-monoids, see [8,
Theorems 6.3.1 and 6.6].
Theorem 5.8. Let H be a C-monoid. Then the following holds:
(i) H is locally tame.
(ii) H has 7nite catenary degree c(H).
(iii) H satis7es the structure theorem for set of lengths.
Now we are ready to prove the main theorem of this section.
Theorem 5.9. Let H be a Z-monoid. Then the following holds:
(i) H is locally tame.
(ii) H has 7nite catenary degree c(H).
(iii) H satis7es the structure theorem for set of lengths.
Proof. Let the notation be as in the General assumptions. Assume moreover that
C(H; F) is &nite. By Propositions 5.6, 5.5 and Lemma 4.2(iii), it is suOcient to prove
the assertions for H∗. Since F∗ possesses only &nitely many non-associated prime
elements we see from Proposition 5.7 that H∗ is a C-monoid. Now the theorem fol-
lows from Theorem 5.8.
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