This paper shows how a class of objective functions can be incorporated into a prioritised, multi-objective optimisation problem, for which a solution can be obtained by solving a sequence of single-objective, constrained, convex programming problems. The objective functions considered in this paper typically arise in Model Predictive Control (MK) of constrained, linear systems. The framework presented in this paper can be used to design a flexible, multi-objective MPC controller that takes priorities into account during the on-line computation of the control input.
Introduction
When designing controllers, it is very difficult to express all the objectives as a single cost function. Assigning a high weight to the control of an output is not really the same as assigning it a high priority. For example, by using a single cost one cannot express objectives such as "keep output 1 near its set-point only if output 2 can be kept at its set-point". Also, sometimes a disturbance or fault occurs that makes it impossible to satisfy all control objectives simultaneously and an arbitrary trade-off is not desirable, since some control actions are preferable to others. As a result, the control objectives have to be changed to accommodate this new information. For example, it might not be possible to keep both output 1 and output 2 within given constraints. A control action that guarantees that the constraints on output 1 will be satisfied might be preferred over a control action that satisfies the constraints on output 2. A multi-objective optimisation formulation makes it possible to resolve conflicting control objectives in B systematic fashion [4, Sects. 10.1-10.21. The paper aims to describe a multi-objective framework that gives a means for optimally handing such a problem. This paper will consider the case where a number of objectives with various priorities are given. The multi-objective problem is solved via a hierarchy of single-objective optimisation problems; the most important optimisation problem Section 3 defines the type of objective functions that will be considered in this paper. The objectives considered typically arise in the control of constrained, linear systems and most of the objectives defined in [2,3,5,7,8,9, 101 can be defined in terms of the functions given in this section. As such, this paper can be interpreted as a slight generalisation of these previous approaches to prioritised, multi-objective controller design.
Section 4 shows, for each type of objective function considered in Section 3, bow each single-valued optimisation problem needs to be constrained in order to guarantee that the solution of the final single-valued optimisation problem is optimal with respect to the original, prioritised, multiobjective optimisation problem. One of the points made in Section 4 is that, provided certain convexity conditions are satisfied, the multi-objective optimisation problem can be solved using convex programming techniques. Finally, Section 5 shows, via an example, how the multi-objective framework discussed in the previous sections can be used to design a prioritised, model predictive control (MPC) scheme. Note that if a minimiser exists, then the minimum is guaranteed to be unique. Unfortunately, in contrast to optimisation problems with a single objective function, a minimiser to a multi-objective optimisation problem (as defined above) is not guaranteed to exist, hence one is forced to compromise. A commonly-used altemative definition for a minimiser is the following: Definition2 A given 8' E 0 is an efficient or Paretooptimal minimiser and f(e*) is a Pareto-optimal minimum of T 8 there does not exist a 0 E 0 and an i such that f ( e ) 5 f(e') a n d f i ( e ) < fi(e*).
In other words, a minimiser is Pareto-optimal if and only if an objective fi can be reduced only at the expense of increasing at least one of the other objectives.
Under the assumptions above, a Pareto-optimal miniiser is guaranteed to exist. However, $e minimiser and minimum are not necessarily unique. As a consequence, unless a suitably-defined order 16, Chap. 11 over the decision variables or objective functions is given, it is not easy to determine which Pareto-optimal solutions are preferred over others. Fortunately, in many applications it is more important to minimise certain objectives and a hierarchy of the objectives can be formulated. This hierarchy defines an order on the objective functions and makes it.possible to give a definition for a minimum of problem T that results in less ambiguity than the standard Pareto-optimal definition given above.
As such, it is assumed that the given objective functions can be ranked according to a hierarchy of p distinct priority levels such that the minimisation of f l ( e ) assumes the highest priority and the minimisation of f z ( 8 ) the second highest priority, etc. The problem now becomes that of finding the set of minimisers of problem T that take into account An interpretation of the above definition is that a minimiser is a lexicographic minimiser if and only if an objective fi can be reduced only at the expense of increasing at least oneofthehigher-prioritisedobjectives{f~ (.), ...,fi-I (.)).
Hence, a lexicographic minimiser is a special type of Pareto-optimal miniiser that takes into account the order of the objectives.
Fact 1 A lexicographic minimiser exists and the lexicographic minimum ofpmblem T is unique.
The above ObXNatiOn, especially the fact that the lexicographic minimum is unique, helps to make it less ambiguous in determining whether a given E 0 is optimal in some sense, than if the original Pareto-optimal definition was used.
A standard method for finding a lexicographic minimiser of problem Tis to solve a hierarchical sequence of singleobjective, constrained optimisation problems:
8' is a lexicographic minimiser of pmblem T ifand only if
Remark 1 Note that ( 5 ) is equivalent IO
e* E a r g s {fp(e) Ifj@)
Remark 2 To impmve numerical conditioning, the constraints in (4) are ofen rekzxed a little, e.g. (4) can be replaced by
Jfj(e) I f; +E, j = I , . ..,i -I}, where E > 0 is a small tolerance,
As can be seen in (3) and (4), the most important objectives are minimised before continuing to minimise the lowerprioritised objectives. The constraints in (4) ensure that the higher-prioritised objectives are equal to their optimal values.
As mentioned before, a lexicographic minimiser of problem T i s not guaranteed to be unique. However, one can derive a sufficient condition for guaranteeing that a lexicographic minimiser of problem T is unique:
Fact 3 If h(.) is strictly convex, then the lexicographic minimiser e* ofpmblem T is unique. If f l is strictly convex, is therefore sensible to ensure that the problem T has been defined such that the only strictly convex function is f p (.).
Objective Functions to be Considered
Many objectives that typically arise in the optimal control of constrained systems can be described in terms of a prioritised, multi-objective optimisation problem, such as problem T. This section suggests a few types of functions that can be used to define an appropriate set of objective functions { f l (.), . . . , f p (.)}. The functions that will be considered are based on control objectives that typically arise in the design of model predictive controllers for constrained, h e a r systems [4] . It is possible, however, to extend the discussion in this paper to a number of functions not considered here.
Let H and R be positive, semi-definite matrices and h and r he vectors of suitable dimensions. 
W l H , h ) +S(elg,R,r) +sL(eld,
where s is a non-negative scalar, is an objective function that typically arises in many model predictive control schemes with so-called "soft constraints" [4, 7] . As another example, one could define an objective in terms of where each g' : 0 + Rq. However, in order to keep things simple, only objective functions defined in terms of (11).
(13), (14) and (16) will he studied in the following sections.
.. 
Example 1 In the frameworkpresented in this paper
and the constraintfunction is defuredas In the discussion to follow, it will assumed that In the next few results, it will be shown how one can define 
then f:+l = mine,,{fi+l(e) I(e,v) E . ?+I 1.
Contrary to the case when fi (.) has the same structure as (14). even though a scalar-valued slack vector z is needed to compute f : in (30), it is not necessary to in- Recalling the comment at the end of Section 2, the above uniqueness observation implies that it is sensible to ensure that fp(.) is the only objective function defined in terms of (1 1) with a positive definite Hessian. and that
I0.")€fl
where &e) := [gj(e), . . . ,gq(e)lT.
To summarise, an algorithm for computing a lexicographic miniiser of problem I , is as follows:
Inputs: f(.):= [fi(.), ..., fp(.)lTandO.
Outputs: 8 ' E arg lexmine,e f(9). I: Let F1 := 0 x {0} and set i + 1. mically, the constraints on the input represent physical constraints that cannot be violated (also known as "hard" constraints) and constraints on the output represent performance constraints that may be violated (also known as "soft" constraints). In other words, given the current state x, a multi-objective MF'C controller that aims to minimise the above prioritised objectives, only implements the first part u i ( x ) of W ( x ) , which is given by (49) 8 ' (x) = arg texminifi (e,x), . . . , f6 ( e , X ) I r .
B E 0 6 Coneluding Remarks
This paper presented a multi-objective framework that allows one to design an MPC controller that can handle a large class of prioritised objectives and constraints in an optimal fashion. Under certain convexity assumptions, it is possible to compute the MPC control action by solving a sequence of convex programs, without having to resort to a mixedinteger approach, as in C2.3, 81.
The framework presented in this paper is more general and flexible than the parametric programming approach presented in [9, 101. The internal model, objectives and their relative priorities can be changed on-line without the need for redesigning the controller off-line. However. this increase in flexibility also demands an increase in the amount of on-line computational power that is required. It would be interesting to see whether a parametric programming equivalent of the framework in this paper can be developed, in order to decrease the amount of on-line computational power required.
