Abstract. This work concerns the issue of surface reconstruction, that is, the generation of a surface from a given cloud of data points. Our approach is based on a metaheuristic algorithm, the so-called Particle Swarm Optimization. The paper describes its application to the case of Bézier surface reconstruction, for which the problem of obtaining a suitable parameterization of the data points has to be properly addressed. A simple but illustrative example is used to discuss the performance of the proposed method. An empirical discussion about the choice of the social and cognitive parameters for the PSO algorithm is also given.
Introduction
A major challenge in Computer Graphics nowadays is that of surface reconstruction. This problem can be formulated in many different ways, depending on the given input, the kind of surface involved and other additional constraints. The most common version in the literature consists of obtaining a smooth surface that approximates a given cloud of 3D data points accurately. This issue plays an important role in real problems such as construction of car bodies, ship hulls, airplane fuselages and other free-form objects. A typical example comes from Reverse Engineering where free-form curves and surfaces are extracted from clouds of points obtained through 3D laser scanning [5, 11, 12, 17, 18] .
The usual models for surface reconstruction in Computer Aided Geometric Design (CAGD) are free-form parametric curves and surfaces, such as Bézier, Bspline and NURBS. This is also the approach followed in this paper. In particular, we consider the case of Bézier surfaces. In this case, the goal is to obtain the control points of the surface. This problem is far from being trivial: because the surface is parametric, we are confronted with the problem of obtaining a suitable parameterization of the data points. As remarked in [1] the selection of an appropriate parameterization is essential for topology reconstruction and surface fitness. Many current methods have topological problems leading to undesired surface fitting results, such as noisy self-intersecting surfaces. In general, algorithms for automated surface fitting [2, 10] require knowledge of the connectivity between sampled points prior to parametric surface fitting. This task becomes increasingly difficult if the capture of the coordinate data is unorganized or scattered. Most of the techniques used to compute connectivity require a dense data set to prevent gaps and holes, which can significantly change the topology of the generated surface.
Some recent papers have shown that the application of Artificial Intelligence (AI) techniques can achieve remarkable results regarding this parameterization problem [5, 8, 9, 11, 12, 16] . Most of these methods rely on some kind of neural networks, either standard neural networks [8] , Kohonen's SOM (Self-Organizing Maps) nets [1, 9] , or the Bernstein Basis Function (BBF) network [16] . In some cases, the network is used exclusively to order the data and create a grid of control vertices with quadrilateral topology [9] . After this preprocessing step, any standard surface reconstruction method (such as those referenced above) has to be applied. In other cases, the neural network approach is combined with partial differential equations [1] or other approaches. The generalization to functional networks is also analyzed in [5, 11, 12] . A previous paper in [7] describes the application of genetic algorithms and functional networks yielding pretty good results for both curves and surfaces.
Our strategy for tackling the problem also belongs to this group of AI techniques. In this paper we address the application of the Particle Swarm Optimization method for Bézier surface reconstruction. Particle Swarm Optimization (PSO) is a popular metaheuristic technique with biological inspiration, used in CAM (Computer-Aided Manufacturing) for dealing with optimization of milling processes [6] . The original PSO algorithm was first reported in 1995 by James Kennedy and Russell C. Eberhart in [3, 13] . In [4] some developments are presented. These authors integrate their contributions in [15] . See also [19] .
The structure of this paper is as follows: the problem of surface reconstruction is briefly described in Section 2. Then, Section 3 describes the PSO procedure in detail. A simple yet illustrative example of its application is reported in Section 4. This section also discuss the problem of the adequate choice of the social and cognitive parameters of the PSO method by following an empirical approach. The main conclusions and further remarks in Section 5 close the paper.
Surface Reconstruction Problem
The problem of surface reconstruction can be stated as follows: given a set of sample points X assumed to lie on an unknown surface U, construct a surface model S that approximates U. This problem is generally addressed by means of the least-squares approximation scheme, a classical optimization technique that (given a series of measured data) attempts to find a function (the fitness function) which closely approximates the data. The typical approach is to assume that f has a particular functional structure which depends on some parameters that need to be calculated. In this work, we consider the case of f being a Bézier parametric surface S(u, v) of degree (M, N ) whose representation is given by:
where B M i (u) and B N j (v) are the classical Bernstein polynomials and the coefficients P i,j are the surface control points. Given a set of 3D data points {D k } k=1,...,n k , we can compute, for each of the cartesian components, (x k , y k , z k ) of D k , the minimization of the sum of squared errors referred to the data points:
Coefficients
. . , N, are to be determined from the information given by the data points (
Note that performing the component-wise minimization of these errors is equivalent to minimizing the sum, over the set of data, of the Euclidean distances between data points and corresponding points given by the model in 3D space. Note that, in addition to the coefficients of the basis functions, P ij , the parameter values, (u k , v k ), k = 1, . . . , n k , associated with the data points also appear as unknowns in our formulation. Due to the fact that the blending functions B M i (u) and B N j (v) are nonlinear in u and v respectively, the least-squares minimization of the errors becomes a strongly nonlinear problem [20] , with a high number of unknowns for large sets of data points, a case that happens very often in practice.
Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a stochastic algorithm based on the evolution of populations for problem solving. PSO is a kind of swarm intelligence, a field in which systems are comprised by a collection of individuals exhibiting decentralized or collective behavior such that simple agents interact locally with one another and with their environment. Instead of a central behavior determining the evolution of the population, are these local interactions between agents which lead to the emergence of a global behavior for the swarm. A typical example of PSO is the behavior of a flock of birds when moving all together following a common tendency in their displacements. Other examples from nature include ant colonies, animal herding, and fish schooling.
In PSO the particle swarm simulates the social optimization commonly found in communities with a high degree of organization. For a given problem, some fitness function such as (2) is needed to evaluate the proposed solution. In order to get a good one, PSO methods incorporate both a global tendency for the movement of the set of individuals and local influences from neighbors [3, 13] . PSO procedures start by choosing a population (swarm) of random candidate solutions in a multidimensional space, called particles. Then they are displaced throughout their domain looking for an optimum taking into account global and local influences, the latest coming form the neighborhood of each particle. To this purpose, all particles have a position and a velocity. These particles evolve all through the hyperspace according to two essential reasoning capabilities: a memory of their own best position and knowledge of the global or their neighborhood's best. The meaning of the "best" must be understood in the context of the problem to be solved. In a minimization problem (like in this paper) that means the position with the smallest value for the target function.
The dynamics of the particle swarm is considered along successive iterations, like time instances. Each particle modifies its position P i along the iterations, keeping track of its best position in the variables domain implied in the problem. This is made by storing for each particle the coordinates P b i associated with the best solution (fitness) it has achieved so far along with the corresponding fitness value, f b i . These values account for the memory of the best particle position. In addition, members of a swarm can communicate good positions to each other, so they can adjust their own position and velocity according to this information. To this purpose, we also collect the best fitness value among all the particles in the population, f b g , and its position P b g from the initial iteration. This is a global information for modifying the position of each particle. Finally, the evolution for each particle i is given by:
where P i (k) and V i (k) are the position and the velocity of particle i at time k respectively, w is called inertia weight and decide how much the old velocity will affect the new one and coefficients α and β are constant values called learning factors, which decide the degree of affection of P b g and P b i . In particular, α is a weight that accounts for the "social" component, while β represents the "cognitive" component, accounting for the memory of an individual particle Fig. 1 . Example of surface reconstruction through particle swarm optimization: reconstructed bicubic Bézier surface and data points along the time. Two random numbers, R 1 and R 2 , with uniform distribution on [0, 1] are included to enrich the searching space. Finally, a fitness function must be given to evaluate the quality of a position. This procedure is repeated several times (thus yielding successive generations) until a termination condition is reached. Common terminating criteria are that a solution is found that satisfies a lower threshold value, or that a fixed number of generations has been reached, or that successive iterations no longer produce better results. The final PSO procedure is briefly sketched in Table 1 .
An Illustrative Example
In this section we analyze a simple yet illustrative example aimed at showing the performance of the presented method. To this purpose, we consider an input of 256 data points generated from a Bézier surface as follows: for the u's and v's of data points, we choose two groups of 8 equidistant parameter values in the intervals [0, 0.2] and [0. 8, 1] . This gives a set of 256 3D data points. Our goal is to reconstruct the surface which such points come from. To do so, we consider a bicubic Bézier surface, so the unknowns are 3 × 16 = 48 scalar coefficients (3 coordinates for each of 16 control points) and two parameter vectors for u and v (each of size 16) associated with the 256 data points. That makes a total of 80 scalar unknowns. An exact solution (i.e. with zero value error) exists for this problem. An example of reconstructed surface along with the data points is shown in Figure 1 . This example does not correspond to the best solution (note that some points do not actually lie on the surface); it is just an average solution instead. It has been attained from eqs. A critical issue in this method is the choice of the coefficients α and β accounting for the global (or social) and the local (or cognitive) influences, respectively. In order to determine their role in our approach and how their choice affects method's performance, we considered values for α and β ranging from 0.1 to 0.9 Table 2 . Executions of PSO algorithm for our Bézier surface reconstruction problem. Cases (left-right, top-bottom): α from 0.9 to 0.4 with step 0.1, β = 1 − α in all cases. with step 0.1 in the way of a convex combination, i.e., α + β = 1. This choice allows us to associate the values of the couple (α, β) with a probability, so that their interplay can be better analyzed and understood. Note that the limit values 0 and 1 for any parameter α or β automatically discards the other one so they are not considered in our study. Furthermore, in [14] some experiments for the two extreme cases, social-only model and cognitive-only model, were accomplished and the author found out that both parts are essential to the success of PSO. On the other hand, to overcome the randomness inherent in our method, we carried out 25 executions for each choice of these parameters. The 15 worst results were then removed to prevent the appearance of spurious solutions leading to local minima. The remaining 10 executions are collected in Tables 2 and 3 . Columns of these tables show the best and mean errors, the number of iterations and the computation time (in seconds) respectively. Note that the best and mean errors take extremely close (although slightly different) values, with differences of order 10 −5 in most cases. Note also that the number of iterations (and hence the computation time) varies a lot among different executions. However, larger number of iterations do not imply, in general, lower errors.
Conclusions and Future Work
In this paper we consider the problem of the reconstruction of a Bézier surface from a set of 3D data points. The major problem here is to obtain a suitable parameterization of the data points. To this aim, we propose the use of the PSO algorithm that is briefly described in this paper. The performance of this method is discussed by means of a simple example.
In general, the PSO performs well for the given problem. Errors typically fall within the interval [0.9, 2.6] in our executions, although upper (and possibly lower) values can also be obtained. This means that the present method compares well with the genetic algorithms approach reported in [7] , although the PSO seems to yield more scattered output throughout the output domain. Other remarkable feature is that the best and mean errors are very close each other for all cases, as opposed to the genetic algorithms case, where the differences are generally larger. On the other hand, there is not correlation between the number of iterations and the quality of the results. This might mean that our way of exploring the space domain of the problem is not optimal yet, and consequently there is room for further improvement. This can be achieved by a smart choice of the PSO parameters. As a first step, we performed an empirical analysis about the choice of the (α, β) parameters of the PSO (although other parameters such as the initial population and the number of neighbors for each particle are also relevant). The results show that there is no significant differences when changing the (α, β) values in the way of a convex combination, although the condition β ≥ α seems to achieve slightly better results. However, further research is still needed in order to determine the role of the parameter values at full extent.
Our future work include further analysis about the influence of the PSO parameters on the quality of the results. Some modifications of the original PSO scheme might lead to better results. Other future work is the consideration of piecewise polynomials models like B-spline or NURBS, which introduce some changes in the computational process for dealing with the knot vectors (that are other parameters to be taken into account in these models). Some ideas on how to improve globally the search process are also part of our future work.
