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ABSTRACT 
Let A be a real symmetric n X n matrix of rank k, and suppose that A = BB’ for 
some real n x m matrix B with nonnegative entries (for some m). (Such an A is called 
completely positive.) It is shown that such a B etists with m Q +k( k + 1) - N, where 
2N is the maximal number of (off-diagonal) entries which equal zero in a nonsingular 
principal submatrix of A. An example is given where the least m which works is 
(k + 1)‘/4 (k odd), k( k +2)/4 (k even). 
1. INTRODUCTION 
Let A be an n X n real symmetric matrix. Then A is caIM completely 
positive if A can be factored as BB’ for some n X m real matrix B with 
nonnegative entries for some m < 00. (Here ’ denotes transpose.) Equivalently 
A is completely positive if the real quadratic form Q = XAX’ [where x = 
(X1 .** x,)] can be expressed in the form Q = L; + . . . + LL, where 
L 1,. . . , L, are linear functions in x1,. . . , x, with nonnegative coefficients. If A 
is completely positive, then A is clearly positive semidefinite and has non- 
negative entries. However, the converse is not true in general for n > 5 (Hall 
and Newman [3]). If A is completely positive, then Hall and Newman [3] 
have shown that A has a factorization BB’ as above with m < 2” and have 
posed the question of what is the least number m which works for all 
completely positive n x n matrices A. 
We define m(n) as the least number m for which every completely 
positive symmetric n x n matrix A has a factorization A = BB’ with B a 
nonnegative n X m matrix. 
In this paper we relate the least m for which a factorization A = BB’ is 
possible to the rank of A, and as a consequence, derive the inequality 
[+(n+1)2]=Gm(n)f+n(n+1). 
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The problem of factorizing A as above can be put in a somewhat different 
context as follows (cf. Gray and Wilson [2]). Suppose A is a positive 
semidefinite real n X n matrix. We may write A = CC’ for some real n X n 
matrix C. We may write 
Cl 
c= : ) II c, 
where Ci denotes the ith row of C. Let A =(aij). Then (Ci,Cj) =(u,~), 
where ( , > denotes the standard inner product. If also A = DD’ for some 
n x m matrix D, then writing 
4 
D= : II 0, 
as above, we have 
(Di,Dj)=(Ci,Cj) (1 < i, j< n), 
and hence there exists a linear isometry 
with T(C,)= Di (i=l,..., n). Conversely, given C and a linear isometry T 
from span(C,, . . . , C,) + W, we have A = DD’ with D as above, where 
Di = T(C,). Hence A can be factored as BB’ with B an n X m matrix with 
nonnegative entries if and only if there exists a linear isometry 
T:span(C,,...,C,,)+Rm 
such that T(C,) is in the positive orthant of R” (i.e. has all its coordinates 
nonnegative), i = 1,. . . , n. Thus the problem of complete positivity can be 
equivalently formulated as follows: Given real vectors ur, . . . , u, with ( ui, uj) 
>, 0 (1 Q i, j< n), does there exist a linear isometry T: spamu,, . . . ,u,,) + R” 
such that T(u,) is in the positive orthant of R” (i = l,...,n) for some m <co, 
and, if so, what is the least such m? Our results are expressed in this context. 
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2. LOWER BOUND 
We begin by obtaining a lower bound for m(n). 
Let A,, A,,..., A,, be any vectors in R2k-’ such that 
(i) AI,..., A, are pairwise orthogonal and have length 1, 
(ii) A k+l,. . . ,A2k are pair-wise orthogonal, and 
(iii) if 1~ i < k and k + 1~ j< 2k then (Ai, Aj) = 1. 
For example, we could use the vectors A i = (a i j) given by 
1 a,,= if l<i<k and j=i, 
‘1 O if l<i<k and j*i, 
i 
1 if k+l<i<2k and j<i-1, 
aij= -i+l if k+l<i<2k-1 and j=i, 
0 if k+l<ig2k-2 and j>i+l. 
We shall show that if n < k2, then A 1,. . . ,A,, cannot be mapped into the 
positive orthant of R” by an orthogonal transformation, but that such a 
transformation does exist if n = k2. 
For the first claim we just have to show that if n < k2, then there are no 
vectors in the positive orthant of R” satisfying conditions (i), (ii) and (iii). 
Suppose there are, and let Si be the support of Ai relative to the standard 
basis of R” (that is, the set of basis members for which Ai has nonzero 
coefficient). Since the Ai all have nonnegative coefficients relative to the 
standard basis, conditions (i), (ii), and (iii) imply that 
(i’) Si n Sj = 0 for distinct i, j E (1,. . . , k}, 
(ii’) SinSi= fordistincti,jE{k+1,...,2k}, 
(iii’) SjnSj*O wheneverl<i<kandk+l<j<2k. 
Now (ii’) and (iii’) imply that each Si (1~ i < k) has at least k distinct 
elements, and then (i’) implies that the basis must contain at least k2 distinct 
elements-the required contradiction. 
To show that a suitable orthogonal transformation exists if n = k2, it is 
enough to factorize the matrix B = (( Ai, A j)) in the form CC’, where C is a 
2k X k2 matrix with nonnegative entries (the rows of C are then the images of 
the Ai). By our assumptions B is of the form 
z J 
[ 1 J D’ 
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where Z is the k x k identity matrix, J is the k X k matrix whose entries are all 
1, and D = diag(d,, . . . , dk), where di = llAk+i1)2. Notice that since A,, . . . ,A,, 
span only 2k - 1 dimensions, det B = 0 and so C:=,(l/di) = l/k. Let ci 
= m for 1~ i < k, so that c; + cl + . . * + ci = 1. Then a suitable C is 
the matrix 
c= ClZ 
c2z -** ckz 
c,‘J1 c;‘12 . . . 1 c;vk ’ 
where Z is the k X k identity matrix and .Zi s the k X k matrix whose entries are 
all 0 except in the ith row, where all the entries are 1. 
A similar construction in R2k will yield 2k + 1 vectors which require 
k(k + 1) dimensions before they can be moved into the positive orthant. Thus 
given the dimension d of the span of the given vectors, the best (lower) bound 
on the number of dimensions required is at least (d + 1)2/4 if d is odd and 
d( d + 2)/4 if d is even. 
3. UPPER BOUND 
Let s ‘(Up..., u,} be a set of vectors in R". For each linearly indepen- 
dent subset 5 of S let 
IV(T)=+({ (u,v)ET X5)u*oand(u,o)=O}l 
be the number of mutually orthogonal pairs of elements of 9. Let 
N(S)=max{ N(S)JS is a linearly independent subset of S}. 
We now state 
THEOREM. Let s ={u,,..., u,} be a set of vectors in R” which can be 
isometrically embedded in the positive orthant of R’ for some t < 03. Let 
k = dim span( S), and let N = N(S). Then S can be isometrically embedded in 
the positive orthant of R”’ where m = &k(k + 1) - N. 
Proof. Let V = span(S), and let V 1 be its orthogonal complement in 
R”. Use the Gram-Schmidt process to produce an orthonormal basis of V, and 
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extend to an orthonormal basis of R”. Let Q be the matrix of the transforma- 
tion from this basis to the standard basis. Let oi = uiQ (i = 1,. . ,n). 
k, each oi has all its coordinates after the kth zero. So we may regard 
ui as an element of Rk. Since Q is orthogonal, we may therefore assume that 
uiERk(i=l,...,?a). 
Next let T be the matrix of a linear isometry Rk -+ Rt such that uiT is in 
the positive orthant of R’ (i = 1,. . . , n).ThenTisakXtmatrixand~‘=Zk. 
Write T = (Tl . . . T,), where q denotes the ith column of T. Let 
W=span(T,T,l]i=l,...,t) 
and let d = dimW. Note that W is a subspace of the space S of k X k 
symmetric matrices, so d < d k( k + 1). 
Let (? be the convex hull of {T,TJi = l,...,t). Thus (_? = {p,T,T{+ * *. + 
p,T,T,‘lp, > 0 and Cp, = l}. Since span e = W has dimension d, [l, Theorem 6, 
p. 231 implies that given C E e, we may express C as a convex combination of 
some d + 1 generators of e. 
Now 
Z,=TT’ 
=TIT;+ ..a +T,T, 
so t-‘I, E C?. So there exist r = d + 1 elements Tj,Ti and nonnegative real 
numbers pi,. . . , p, with Cp, = 1, such that 
t-‘I, = pITilT; + . . . + p,TiT;. 
Setting Yi = fiTii, we have 
zk=YiY;+ . . . +Y,Y;, 
where T = d + 1. Since r > rank(Y,Y;,. . . , Y,.Y,!) = d, 
dependence relation 
r 
c yiYiY; = 0 
i=l 
there must be a nontrivial 
where we may suppose some yi to be positive. Then for any h we also have 
I, = (1 - Xy,)Y,Y; + . . . + (1 - Xy,)Y,YJ, 
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and if we set 
X = min{l/yjlyj> O}, 
this expresses 
z,=x,x;+ *a* +x,x;, 
where e Q d and the X,X’. are positive multiples of the original PiTi. 
The map ui + u,X, w fi ere 
x=(x, -*. q, 
gives an isometric embedding of s into the positive orthant of R”. To 
complete the proof, we now obtain an upper bound for d. 
Suppose that T=((u,,..., uh} is a linearly independent subset of S with 
N(3 ) = A? So we have N distinct equations of the form 
(u,,u,)=O (liP<9Qh). 
For each such p, 9 we have 
= u,( TIT; + - + . + T,T,‘) u; 
and each uiTj > 0. Hence 
u,TjTj’u; = 0 
for all i, and hence u,Wub = (0). 
Consider for each p, 9 with I =S p < 9 G h the linear map 
defined by 
Since u 1,. . . , u,, are linearly independent, there exists a nonsingular matrix P 
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with ui P = ei, where ei is the ith standard basis vector (i = 1,. . . , h). But then 
f,,,(Y)= e$YP’e$ Let K be the intersection of the kernels of the N f,,,‘s 
corresponding to the N orthogonality relations. We note that W c K. But the 
intersection of kernels has the same dimension as the intersection of the 
corresponding kernels when ui is replaced by e, (i = 1,. . . , h) (since the map 
S --, S which sends Y to PYP’ is a linear isomorphism). Hence 
Hence 
dimK=dimS-N. 
d=dimW<bk(k+l)-N 
and r < $k(k + 1) - N. This completes the proof. 
COROLLARY 1. Let ul,. . . , u, be as above. Then ul,. . . ,u, can be isomet- 
rically embedded in the positive orthant of R”’ where m = +k(k + 1). 
COROLLARY 2. Let A be a completely positive n x n matrix of rank k. 
Then A can be factored in the form BB’ where B i.s an n x m matrix with 
nonnegative entTies with m < 4 k( k + 1) - N, where 2N is the maximal num- 
ber of (offdiagonul) entries which equal zero in a nonsingular principal 
s&matrix of A. 
As a consequence we have the following bounds for m(n). 
COROLLARY 3. 
!jn(n+l)hm(n)> 
i 
a(n+l)” if nisodd 
+n(n+2) if niseven. 
REMARK. We note that when the theorem is applied to the example in 
Section 2, we obtain an embedding in R” where m = k2 + k, compared to the 
best possible value m = k2. 
4. AN EXAMPLE 
In this section we give another example of a positive semidefinite A with 
nonnegative entries which is not completely positive. 
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We first prove 
LEMMA. Let u1 = (l,O, 0), us = (0, l,O), us = (2,0, l), and uq = (0,2,1). 
Let T: R3 + R” be a linear isomety such that T( ui) is in the positive orthant 
of R” (i = 1,2,3,4). Then also T((O,O, 1)) is in the positive orthant of R”. 
Furthermore T((a, b, c)) is not in the positive orthant of R” unkss c 2 0. 
Proof. Suppose T(u,) = (v,,O), where vi has positive entries. Let T(u,) 
= ( w2, v2) (where the blocking is compatible with that of T( ul). Since ws has 
nonnegative entries and (T(u,), T(u,)) = (ul, uz) = 0, we have ws = 0. 
Let T(e,) = (fly .&I, where e3 = (O,O, 1). Then T(u3) = @v, + fi, fi), SO fi 
has nonnegative entries. Also T(u4)= (f,,2v, + fi), so fi has nonnegative 
entries. Hence T(e,) has nonnegative entries. However, (ui, e3) = 0, so 
(vi, fi) = 0. Hence fi = 0, since vi has positive entries. Also (us, e3) = 0, so 
(02, fi) = 0 and thus su~~(o,)nsu~~(.&) is empty [where supp(v) denotes 
the support of v]. Finally, if c < 0, then T((a, b, c)) has negative coordinates 
in positions corresponding to supp( fi). n 
In particular, the vectors (LO, 0), (0, l,O), (2,0, l), (0,2, l), (1, 1, - 2) 
cannot be isometrically embedded in the positive orthant of R* for any 
m < cc. Equivalently, the 5 X 5 positive semidefinite matrix 
0 2 1 5 0 
1 1 0 0 6 
has nonnegative entries, but it is not completely positive. 
Finally we note that no general necessary and sufficient conditions for A 
to be completely positive are known. See Markham [4] and Markham and Lau 
[5] for some special results. 
We are grateful to our colleague P. Boland for bringing this problem to OUT 
attention. We are also grateful to the referee for his helpful comments, which 
in particular led to a reduction of one in the upper bound in the theorem and 
its corollaries. 
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