Realizing the potential benefits that microorganisms could provide society hinges, in part, on scientists understanding how society at large perceives risk. Scientific understanding of microbiology has expan ded remarkably, but so too has public suspicion of scientists and of (public and private) institutions that use science. Billions of dollars have been spent to create, assess and communicate technical information about the risks of technologies, yet social science surveys have consistently shown that the public has become more, not less, concerned about the risks of modern life (Slovic, 1987 (Slovic, , 2001 . Those who develop new scientific applications and novel technologies build up significant specialized scientific know ledge and a familiarity with them. Members of the public do not generally have this same knowledge, nor a favourable disposition towards using science to manage risk. Scientific risk communication across this gap in understanding is a major challenge to deriving benefit from the application of new science in modern society, from microorganisms to nanotechnology.
Effective public communication across gaps in understanding requires all parties to understand themselves as simultaneously senders and receivers of messages. This communication should foster shared understandings of scientific knowledge, the relationship of risks to benefits, and social values such as democratic decision making. Communicating across gaps in risk perception and understanding depends heavily upon scientific experts listening to feedback from a cluster of diverse public audiences in order to understand the assumptions that shape the interpretation of messages, while simultaneously improving the quality of communication. In short, scientists and their institutions must listen to the public to understand public risk perception, and devise communication strategies to overcome this gap in risk perception and understanding. The academic disciplines of social psychology and science communication can help scientists and practitioners understand how to communicate across this risk perception divide.
Those trained in scientific expertise are predisposed toward discounting lay risk perception as subjective and emotional, in contrast to scientific risk analysis, which experts consider to be rational and value free. Critical social scientists, however, perceive the stages of risk analysis (i.e. risk assessment, management and communication) to be influenced by social values and assumptions, to varying degrees. If scientists (and institutions that use science) misunderstand how the public perceives their knowledge, technologies and institutions, well-intended policies are likely to be ineffective (Slovic, 1987) . Popular risk concerns have, in some cases, overridden expert recommendations for risk management. For example, public concerns about hazardous waste management resulted in directing the bulk of the budget of the US Environmental Protection Agency (US EPA) to that issue, when in fact hazards from indoor air pollution are considered by scientists to be more serious (Slovic, 1999) .
Most lay audiences bring the following beliefs to their intuitive risk judgments about novel microorganisms, which shape their risk perception: microbes are invisible, largely unknowable and probably dangerous (because many lay audiences presume all microbes necessarily cause human disease). Microorganisms are particularly challenging for engaging public risk perception because they are generally invisible to ordinary people. Two biological control scientists summarize these challenges in the following way: 'Despite the lack of documented serious conflicts, there is an air of pathophobia that has brought to a virtual standstill the application of the classical approach in the use of plant pathogens for weed control' (Freeman and Charudattan, 1985) . The term 'phobia' is apt in this context, for a chief obstacle to the beneficial use of microorganisms may indeed be unfounded fears on the part of the public or public agencies. Risk fears can serve as obstacles to appropriate regulation as well as to public support (Waage, 1995; Evans, 2000; Sheppard et al., 2003; Delfosse, 2005) . Transforming public phobia into appropriate public support depends not only on carefully crafted scientific communication but also on social deliberative processes grounded in democratic values. Both are critical to realizing the beneficial potential of microorganisms.
No opinion surveys of public perception of the risks and benefits of microorganisms as a broad taxonomic category exist. However, many salient lessons relevant to the use of microorganisms can be drawn from social science research investigating public views of other biological or novel technologies. From a social science perspective, these other technologies function as proxies for understanding public risk perception of microorganisms. Pioneering work in the 'social psychology of risk' addressed human perception of nuclear power and toxic chemicals (Slovic, 2001) . Those who developed communication strategies for crop biotechnologies did not consult social psychologists or risk perception experts, and they committed many fundamental mistakes in science communication (Wynne, 2001 ). These errors imposed significant costs to industry, government credibility and society at large.
To head off the polarization that accompanied the introduction of transgenic biotechnologies, funders of nanotechnology have enhanced their support for social science work (Barben et al., 2008) . This recent research has further characterized how members of the public perceive risks of novel technologies (Kahan et al., 2007) . From the perspective of critical social science, public perception of nanotechnology risks is functionally equivalent to public perception of microorganism risks. There are many significant biological and ecological differences between nanotechnology, genetically modified microbes, and 'wild-type' -not genetically modifiedmicrobes. However, few members of the lay public are able to distinguish meaningfully between these in their composition and potential risk. For example, McNeil et al. (2010) surveyed Canadians about their perception of biocontrol pest strategies; the findings suggested that those surveyed could not distinguish between a 'beneficial microbe' and biocontrol agent, and a food contaminant. The field of science communication has investigated strategies for facilitating more constructive public engagement with novel technologies (Burri, 2009) , and these contain lessons relevant to effective and appropriate risk communication.
There is no singular, homogenous public audience, any more than there is one worldview held by all scientists in all places at all times. Thus, we must speak of many scientific perspectives and a diversity of lay audiences, both in the plural, to remind us of the many perspectives, and the error of conceiving of the public in a homogenous, anonymous way. The word 'public' necessarily bundles together people holding a wide range of scientific expertise, value predispositions and social power. For example, some opinion leaders in business, universities and nongovernmental organizations, and government regulatory officials, may be considered a form of 'public' in the sense that they may be outside a specialist research community, but they are essential to mediating understandings of risk to a more general, less scientifically informed general public. Hence, understanding the diversity of views held by public audiences is essential to understanding public risk perception (Wynne, 1992; Bucchi and Neresini, 2008) .
Critical social science research addresses how scientific experts and lay publics perceive, analyse, communicate and evaluate risk, and can propose examples of social processes to overcome gaps in understandings of risk. Examples of this work can be found in the fields of social psychology of risk (Beck, 1992; Slovic, 2001) and science communication (Gregory and Miller, 1998) . These fields of social science incorporate natural science data into how human beings develop, use, perceive and communicate knowledge and risk within society. Therefore, this chapter does not specifically evaluate safety assessment and regulation of beneficial microorganisms, but rather how scientists and diverse public audiences under stand, communicate and deliberate risks and benefits. The implications will apply broadly to any use of microorganisms for societal benefit, whether for food or feed preservation, or for agricultural, environmental or health purposes.
This chapter begins by describing the ways in which diverse members of the public perceive risk, drawing heavily on social psychology of risk literature. It then examines the ways in which scientific institutions understand the public, and describes some errors in public risk communication. The chapter concludes by outlining new, more constructive approaches to fostering public engagement with novel technologies that could help realize their potential for public benefit. Greater efforts to conduct 'upstream engagement' with nanotechnology through anticipatory public dialogues (Macnaghten et al., 2005; Burri, 2009 ) are developing models for deliberating and negotiating risk perception, evaluation and judgement. These can inform scientists' understandings of public risk perception and improve the effectiveness of risk communication efforts.
How Does the Public
'Understand' Risk?
'The Risk Society' (Beck, 1992) was one of the most influential books in European social science in the late 20th century. Beck outlined the fundamental shift across industrial societies over the past five decades: from a primary concern about resource scarcity to the management and distribution of risk. He argues that the scientific and technological forces that created industrial development are themselves now evaluated by the public with their lay understanding of risk. Beck argued that debates about risk will be central in society for the indefinite future, but that diverse conceptualizations of what constitutes 'risk' are determined chiefly by social, not scientific, factors. The astonishing growth of scientific expertise (among some sectors) to create our technological society has necessarily led to divergent understandings of risk. In Becks' risk society, lay versus expert understandings of risk substantively frame public judgement on the application of science and technology. Thus, most controversies about appropriate regulation are actually predictable expressions of broader social concern about risk. Politically charged disputes over regulatory safety criteria become an expected, even routine, in the application of science and technology in the risk society (Slovic, 1999) . The standard expert conceptualization of risk is the statistical probability of an adverse event that can be objectively quantified by a risk assessment process (National Research Council, 1996) . It is usually expressed in probabilistic terms, such as 'risk = hazard × exposure' (Delfosse, 2005) . This approach fulfils the criteria of consistency and quantification. Critical social scientists reject conceptualizations of risk as pre-existing in nature, awaiting human discovery and measurement (Slovic, 1999) . Rather, risk is an abstract concept invented by human beings to help society manage uncertainties. Risk is a mental model constructed by humans. Harms, hazards and danger are real, but risk is a conceptual framework for evaluating and managing these. Critical social scientists have demonstrated both complexity of the concept of 'risk,' and the inadequacies of conventional risk communication to the public in terms that are narrowly quantitative and probabilistic (Slovic, 2001) .
The scientific method, as an abstraction, may be considered value free; however, the application of science in society through risk analysis necessarily incorporates social or cultural values (Douglas and Wildavsky, 1982) . These values may be explicit or tacit. Risk analysis has scientific components, but inevitably it has elements that are subjective and value laden, meaning that the cultural values are assumed and incorporated into the process. Value judgements are embedded in the risk model in the decisions made using it, e.g. which theory is to guide the construction of models, what context is to be considered, what elements are to be considered, what possible consequences are to be considered, and what time frame is to be considered. Social values shape the assumptions made about all of these factors, which are woven into scientific risk assessment processes. How these assumptions are communicated to the public is also value laden, and they reflect the experts' perception of the public's understanding of risk.
Recent research in cognitive psychology and neuroscience has demonstrated that human beings conceptualize risk in two fundamentally different ways (Slovic et al., 2004) . The 'analytical' system uses formal logic, probabilistic reasoning and scientific deliberation. The 'experiential' system is an intuitive, largely automatic response to perceived danger, and often inaccessible to subjective awareness. The former is slow, but the latter is much more rapid. The experiential system has resulted from human evolutionary processes that selected against those who failed to perceive environmental risks (e.g. larger predators, foul water), and may be considered the default approach to human risk perception (Slovic et al., 2004) . This second 'system' of risk perception is instinctual to human beings, and scientific training develops the skills and disposition to deploy the analytical system in its place. Social science research has consistently found that the public has a broader conceptualization of risk than experts, consistent with their perspective of the world. This public perception of risk is both qualitative and complex (Slovic, 1999) .
Non-scientists perceive risk through the lens of their own life experience and the decisions about uncertainties that they negotiate in daily life (Wynne, 1992) . Members of the public evaluate technological risks in light of the following types of social factors: dread, catastrophic potential, equity in outcome, degree of certainty, reversibility and the potential to personally choose the risk (or not). Examples of how these criteria might be manifest in public risk perception include: death from cancer is dreaded, but death from automobile accidents is less so; exposure to environmental tobacco smoke is perceived as riskier than cigarette smoking; hazardous industrial waste is perceived as more risky because it is not chosen, as opposed to toxic household products which are purchased (Slovic, 1999) .
The public develops opinions about the risks of new technology based on factors that are not included in expert risk models. For example, research into public perception of the risks of nanotechnology has demonstrated that the public holds greater concerns about personal privacy issues and equity of benefits than do scientists . Although some scientists may perceive this as irrational or unfair, this is in fact how non-experts develop their opinions. Research has consistently shown that trust is the chief criterion that most lay publics use to evaluate novel technology. A scientist may ask: does the proposed introduction of the technology represent acceptable risk? But lay publics ask: is the scientific claim trustworthy? They answer by evaluating the trustworthiness of scientists and sponsoring institutions, and their perceived motivations. There is both wisdom and error in public perceptions of risk (Slovic, 1987) . Understanding that lay members of the public develop opinions about acceptable risk based on their level of trust in scientists and their institutions is fundamental to understanding public risk perception and, thus, indirectly, is essential to successfully introducing a novel microorganism.
Early social psychology explained how social factors such as gender, race, class, political views and individual psychology shape public risk perception (Slovic, 1999) . Recent work has demonstrated the importance of world views -and the social values embedded in them -in shaping risk perception of nanotechnology (Kahan et al., 2007 ). An individualistic world view can be defined as one that prizes the autonomy of individuals and markets to operate freely from perceived collective interference. When more information about nanotechnology is provided to those with an individualistic world view, they are more likely to see it as beneficial. An egalitarian world view can be defined as one that is highly concerned with the equitable distribution of benefits (and risks) across a society. When the same risk information is provided to those with an egalitarian cultural outlook as to those with an individualistic world view, they are more likely to perceive nanotechnology as having more risks than benefits (Kahan et al., 2007) . A key implication of this finding is that providing more information about a novel technology prompts different responses, from support to fear. More information reinforces the favourable views of those with a general riskaccepting approach to life, but for those who are more likely to be risk averse, more information can augment their concerns (Kahan et al., 2007) . By understanding the diversity of world views held by the public, one can craft more appropriate and effective risk communication strategies.
The tone or affect of a scientific risk message for a public audience generally plays a greater role in shaping public response than scientific data. For example, if a risk communication bears tacit meanings of the inevitability of a government action, members of the public may react negatively to the perceived exercise of government power, not to the scientific assessment of the risk. This finding poses a fundamental challenge to public risk communication, and points to the need for strategies that are sensitive to broadly held social values. It also points to the critical importance of understanding science communication processes from the perspective of lay audiences, lest miscommunication and confusion occur. The rise of the digital media environment poses genuine challenges to public agencies gathering public comment on the proposed use of microorganisms. Novel communication strategies are requiredmore than simply posting information on a web page.
In sum, social science has demonstrated that lay public understandings of risk are more complex and instinctual -and potentially volatile -than the statistical probability of an undesirable event. Members of the public use an 'intuitive system' of perceiving and evaluating risk that differs from that of experts and scientists. Lay public risk perception is strongly shaped by social factors such as class, gender, affect and world view. These factors strongly influence differential predispositions towards the risks of novel technologies. It is inevitable that these social factors and cultural values will shape public perceptions of risk, but it is not inevitable that the debate becomes polarized or negative, or undermines the introduction of new technologies (Kahan and Rejeski, 2009 ).
How Do Scientists Understand the Public?
Expert risk communication to the public carries the potential of a perverse outcome. Expert efforts to communicate 'acceptable' risk to lay publics can backfire. Providing more scientific information about risk may increase risk fears, at least among some publics, and undermine the intended communication effort (Douglas and Wildavsky, 1982) . Effective risk communication between scientists and the public depends upon the public learning about science, but also upon scientists adopting a realistic approach to the public and its risk perception. A recent survey of American scientists found that they perceive the public to have an understanding of science that is deficient: 'While the public holds scientists in high regard, many scientists offer unfavorable, if not critical, assessments of the public's knowledge and expectations. Fully 85% see the public's lack of scientific knowledge as a major problem for science, and nearly half (49%) fault the public for having unrealistic expectations about the speed of scientific achievements' (The Pew Research Center, 2009).
Research into science communication has taken up the question of how scientists' perception of the public shapes the communication process. Critical social scientists have developed conceptual models to describe the rather constrained ways in which scientists perceive the public.
1.
The cognitive deficit model. This assumes that if only the lay public knew more about science and ceased to be in a state of knowledge deficit, a better relationship between science and the public would emerge (Gregory and Miller, 1998; Sturgis and Allum, 2004) . In this model, the shortcoming is in the public itself, and this is the reason why the potential of science is thwarted. 2. Injection of science model. Scientific knowledge is developed by experts and implanted into the bloodstream of society. Here the delivery system constrains the application of science for society (Mooney, 2010) .
The loading dock model of science and policy.
The task of scientists is to develop and deliver scientific knowledge to policy makers, and their job, in turn, is to explain what it meansand how it should be supplied -to the public. This model assumes that if policy makers did their job properly, there would be less of a regulatory bottleneck and greater public support (Cash et al., 2006) . These models do not criticize individual scientists, laboratories, discoveries or institutions. Instead, they critique the underlying assumptions that guide the actions of some scientific, political and commercial leaders and institutions who use science.
Institutions charged with advancing technological innovation can readily slip into simplistic thinking about the public and its views. Scientists' concerns about public under standing of science have, at times, been rendered as 'public appreciation for the technological products of science'. This would be based on the assumption that 'once a lay person learns about science and technology, she or he will automatically appreciate it'. The term 'public acceptance' of novel technologies carries with it the tacit message that an expert has determined that the risks are acceptable and that a choice has already been made 'for' the public (Barben, 2009 ). When scientific, industrial or government leaders use the term 'public acceptance', they assume that a technology has been proven (to their satisfaction) to be safe; therefore, the chief task is persuasion. Use of this term suggests that the public cannot rationally decide to reject a technology, or express the desire for restrictions upon it. These assumptions undermine effective communication.
These assumptions, which are embedded in the term 'public acceptance of science and technology', are also most pernicious. Efforts to mitigate, manage and communicate risk to the public -uninformed by how risk is perceived by the public -exacerbate public fears and mistrust. The failure of scientific regulatory institutions to understand that the public renders judgement based more on its perception of scientists' trustworthiness than on knowledge of science or risk, unwittingly creates public alienation from science, and this fundamental error is repeated (Irwin and Wynne, 1996) . Avoiding this error requires scientists and their institutions to revisit their assumptions about the public (Yafee, 1997; Wynne, 2001) . The position of regulatory scientists and their public agencies is key to effectively managing the communication between researchers and the public, for they are charged (in democracies) with representing the public's interest. Regulatory institutions are given tremendous responsibilities, but are highly constrained in their resources for conducting the kind of research necessary to weigh risks versus benefits regarding the proposed use of a novel microorganism. They are also highly constrained by statute, regulations and admini strative rules, both in making their decisions and in communicating to the public (Irwin et al., 1997) . Ideally, regulatory agencies should function as a bridge to foster mutual understanding by scientific researchers and society but, in practice, they often comply with the interests of elected officials or their industrial clients, or at least are perceived as acting that way by some (Wynne, 2001 ).
To address public risk perception in ways that are meaningful to the lay public requires addressing the issue of trust in and trustworthiness of scientists and their institutions (Gregory and Miller, 1998; Warner et al., 2008) . Evaluating the trustworthiness of others is something everyone can do. This poses two challenges. First, few scientific institutions think of themselves as needing to foster public trust; many resist doing so. Secondly, trust is hard to create but very easy to destroy. This is known as the Asymmetry Principle (Slovic, 1993) . The 'new media environment', with the rise of the Internet, social media and other novel communication technologies (Press and Williams, 2010) , when combined with the Asymmetry Principle, can exacerbate public mistrust of official decision making about risk, unless new communicative and deliberative strategies are implemented. In this social context, many typical communication practices used by the scientists of regulatory agency may unintentionally undermine public trust. This has the potential to block the introduction of a novel microorganism with more potential benefits than risks, but also, more broadly, to erode public confidence in regulatory agencies and their decision making on behalf of the public's interest.
Studies of public responses to nanotechnology risk communication have consistently found that public attitudes are contingent upon three elements: issue framing, evaluation of risks versus benefits and the perceived trustworthiness of the messenger (Priest, 2006; Kahan et al., 2007; Kahan and Rejeski, 2009 ). These generally apply to public risk communication regarding beneficial microorganisms. Understanding that the public holds a range of pre-existing attitudes towards novel technologies logically supports the need for a well-conceived communication strategy that presents microorganisms in the context of the benefits they are anticipated to supply, and the importance of developing messages for these diverse audiences. Risks should never be communicated to the public apart from the intended social benefits; as simple as this principle may sound, it is repeatedly disregarded by research scientists and regulatory scientists. The commonsensical recommendation to always communicate anticipated benefits with risks may be beyond the control of scientists and regulatory agencies. For example, under current rules in the USA, the benefits of a proposed biocontrol agent introduction cannot be considered by regulatory scientists; the administrative decision to award a permit for introducing a biocontrol agent can only be based on the potential risks.
From Risk Perception to Participatory Public Engagement
Many critical social scientists understand these 'risk controversies' as less about the uncertainties of natural science, and instead as challenges to democratic decision making in highly technological societies (Beck, 1992; Kleinman, 2000; Hackett et al., 2008) . As divergent understandings of risk among the public, scientific experts, regulatory agencies and policy makers have become more apparent, a host of initiatives have sprung up to try to bridge these gaps: enhanced public communication, public outreach, public consultation and public participation. In practice, these terms are often used interchangeably or without distinct meanings (Rowe and Frewer, 2005) . The initiatives generally share the assumption that the public should be engaged not as a passive audience but as responsible citizens (Whiteside, 2006) . Science communication scholars and others have advanced an alternative model, that of 'participatory public engagement'. This approach facilitates participation and mutual learning among members of the public, scientists and stakeholders with respect to the development and application of science and technology in modern society. It is usually presented as a 'dialogue' in which citizens and scientists both benefit from listening to and learning from one another, referred to as mutual learning (McCallie et al., 2009) . Participatory public engagement requires that citizens invest effort in more than merely asking questions of experts. It requires that scientists to do more than merely present their data. Such a social or co-learning process brings scientists and non-scientist citizens together to learn from one another. It requires citizens to learn about science and policy, and scientists to learn what members of the public know and do not know about science. Perhaps most importantly, it imposes the expectation on all parties of listening, respecting others' views, and openness to dialogue as a precondition for making consensus-based decisions (Kleinman et al., 2007) .
Participatory public engagement is designed to facilitate the expression of reasonable lay concerns from responsible citizens to scientists and regulatory officials with the intent of increasing the quality of deliberative decision making. Thus, it rests on the fundamental social value of democratic participation (Sclove, 1995) . Another term for this is participatory technology assessment (pTA), and recent scholarship in this area has outlined specific strategic options for creating such a process in the USA (Sclove, 2010) . The USA led the world in pTA from 1972 until the US Congress eliminated the Office of Technology Assessment in 1995. There are now more than a dozen public ministries in the European Union (EU) that use pTA approaches (Sclove, 2010) , yet there are significant national differences in efforts to democratize novel technologies (Toumey, 2006) . This chapter will use the term 'participatory public engagement', because it includes broader educational and communicative efforts, whereas pTA is a particular type of public engagement process to render a public decision about the application of one or more technologies.
Public engagement differs from public outreach or consultation in that it requires bidirectional communication between scientists, decision makers and citizens, and members of the public as a diverse audience (Rowe and Frewer, 2005; McCallie et al., 2009; Mooney, 2010) . The following provides a typology of risk communication based on information flow between participants (adapted from Rowe and Frewer, 2005 ):
1. Public communication. Information flows from (research and regulatory) experts to the public. Examples: information broadcasts, public hearings, public meetings, web page information. 2. Public consultation. At the initiative of governmental bodies, information flows from the public to scientists and decision makers. Examples: opinion poll, referendum, survey, consultation document, electronic consultation (interactive web site), focus group, study circle. 3. Participatory public engagement. Infor mation and social values are exchanged between scientific experts and citizens as representatives of the public. All parties exchange their understanding of science and its relationship to human values, and this information is transparent and made intelligible to broader public audiences. So the information flow is better understood as a negotiated dialogue through time. Examples: action planning workshop, citizen advisory panel, consensus conference, negotiated rule making, deliberative opinion poll, planning cell, town meeting (New England model) with voting.
The processes of participatory public engagement have to be structured in such a way as to allow for respectful dialogue, but also for the accountability of scientists, government and industry leaders, and citizen participants representing the broader public (Kleinman et al., 2007) . Such a dialogue requires agreed-upon ground rules, and an active facilitator to hold the members accountable to these rules.
Participatory public engagement may appear more costly than public communication and consultation. It imposes costs on citizens that participate on behalf of the broader public (Kleinman et al., 2011) . The selection of appropriate citizens is key, as is the incentive system that might reward their participation -through personal interest, civic values, or financial compensation (Kleinman et al., 2011) . However, most costly is the potential expense of scientists reevaluating their research in light of public feedback, and scientific institutions re-evaluating how they relate to diverse public perceptions, social values and attitudes. Participatory public engagement may 'slow' the deployment of individual microbial projects, but within the overall context of research and application of microbiology for social benefit, participatory approaches will be more economical. For example, if public engagement had addressed and mitigated some public fears of crop biotechnologies in Europe, how much would this have been worth? Participatory public engagement can provide structure that encourages respectful inquiry by all parties into technological development, regulation and application. This can have spillover benefits by fostering public views regarding microorganisms that recognize and value their benefits.
The design of participatory public engagement should facilitate the deliberation of responsible citizens with reasonable concerns about what constitutes 'social benefit.' Social benefit cannot be effectively defined exclusively by scientists and government officials. Bringing democratic values to bear on public deliberation of the risks of novel organisms or technologies requires scientifically informed deliberation by citizens about the potential risks and benefits (Whiteside, 2006) . This may require scientists and public agencies to explain their proposed actions differently. Participatory public engagement should be designed to filter out the expression of alarmist fears and ideologically driven obstructionism. Ideally, citizen concerns could address:
1. the assumptions that underlie the introduction of novel organisms or technologies; 2. the degree of knowledge about the broader ecological context in which these are introduced and their interaction with other organisms in the environment; 3. the distribution of social benefits and their impact on social equity; 4. the capacity of individuals to choose the technology; and 5. the time lag between the introduction, the realization of benefits and the possible unanticipated negative impacts.
Citizen participants are likely to ask these kinds of questions and, in the process, reveal their understanding of the public interest (Whiteside, 2006) . Thus, the design of a public engagement process should take these kinds of concerns into account, and recruit citizens with the skills to participate in a public deliberation. These participants should be able to articulate the public's interest in the introduction of a proposed novel microorganism with the associated safety concerns (protection of human health and the environment). This suggests that those with professional skills, as well as stakeholders of various interest groups, should be recruited so that they can agree on the basic outline of the public interest (Kleinman et al., 2007 (Kleinman et al., , 2011 . Any potential risks or benefits can best be evaluated in light of the public interest, or the common good. So scientists and their institutions may be challenged to consider both their assumptions and the potential areas of uncertainty in their proposed actions. They may also need to consider the breadth of what constitutes public interest, beyond the expressed desires of economic stakeholders, which are often quite narrow.
Scientists and regulatory institutions may also have to grapple more seriously with the social values that guide some people's resistance to novel organism and technology introductions. Participatory public engagement is designed to achieve multiple social goals through deliberative processes: to improve the quality of public input to shape scientific decision making; to foster appropriate public trust in scientific institutions; to reduce the overall costs of decision making by anticipating areas of social controversy; and to expedite the efficacy of public agency decision making.
Initiatives to foster 'upstream engagement' with nanotechnology through anticipatory public dialogues (Macnaghten et al., 2005; Burri, 2009 ) are developing models for negotiating risk perception, evaluation and judgement. These can serve as models for upstream engagement with the use of novel microorganisms. The structure of public engagement is essential to a successful initiative, and science communication scholars have advanced training in designing such efforts.
Some scientists are reluctant to speak in public because of the distorting effect of mass media (The Pew Research Center, 2009) , and the potential for messages being manipulated by activist groups (Mooney, 2010) . The most fundamental cost of participatory public engagement is the requirement to initiate a fresh approach to fostering dialogue between scientists, their institutions and members of the public. This is costly because it requires revisiting assumed knowledge about the limits of the generic public, when in fact citizen participation has the potential to actually improve the application of scientific knowledge to the needs of society. To succeed, scientists and their institutions -and citizenswould have to garner more direct benefits from participating in such public engagement processes. This would require skills beyond that typical of natural scientists, and a fresh approach to configuring professional incentives to reward their participation (see Box 22.1). Yet the 'no action' alternative in this case risks public disengagement and alienation from science and technology, and the potential rejection of applications that could provide more benefits than harm.
Conclusion: Constructing Shared Understandings of Risks and Benefits
It is inevitable that values and culture will shape public perceptions of the risks of microorganisms, but it is not inevitable that the debate become polarized or negative. Public perception of the application of microbiological applications is contingent chiefly upon the efforts made by research and regulatory scientists and their institutions to engage the public. Four decades ago, social scientists were not able to provide a robust characterization of public risk perception. The misallocation of public resources in risk communication for nuclear power and hazardous chemicals is understandable in that historical context. But scholars now know much more about divergent perceptions of risks held by experts and the public. The dramatic polarization of risk perceptions of crop biotechnology should prompt fresh efforts across scientific research and regulatory institutions to engage the public regarding microbiological applications for social benefit. The fundamental communication errors of crop biotechnology can and should be avoided. New participatory forms of public engagement, such as participatory technology assessment, can help to overcome the gaps in assumptions and knowledge of risks and benefits. These not only have the ability to improve the quality of public communication, but also to enhance democratic deliberation on the relative risks and benefits of microbiological applications. Appropriate professional incentives for scientists and their institutions will have to be configured so as to reward this form of service to society. Effective public communication across gaps in understandings of risk can foster shared understandings of scientific knowledge, risks and benefits, and social values and democratic decision making. Realizing the potential of microorganisms to provide benefits to humans and society is contingent, in part, on scientists engaging and transforming public perceptions of risk.
