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$\theta_{i}$ : $\mathbb{R}^{n}arrow \mathbb{R}(i=1,2)$ $\Omega\subseteq \mathbb{R}^{n}$
[1].
Von Neumann [6]
1960 1962 Charnes and Cooper









subject to $x\in S:=\{x|g_{1}(x)\leq 0, g_{2}(x)\leq 0\}$
$f_{i}$ : $\mathbb{R}^{n}arrow \mathbb{R}(i=1,2)$ $gj$ : $\mathbb{R}^{n}arrow \mathbb{R}(j=1,2)$ $A_{1},$ $A_{2},$ $M_{1},$ $M_{2}\in \mathbb{R}^{n\cross n}$ ,








subject to $x\in S$
$fi-\alpha f_{2},$ $g_{1},$ $g_{2}$ (13) (SQP
$)$ $fi-$
$\alpha f_{2},g_{1},$ $g_{2}$
(13) $\alpha$ $\alpha$ $fi-\alpha f_{2}$
$\alpha’\neq\alpha$
Zhang and Hayashi[4] (12) $S$ Celis-Dennid-Tapia(CDT)
$P\in \mathbb{R}^{n\cross m},$ $q\in \mathbb{R}^{m},$ $\triangle,$ $\xi,$ $\in \mathbb{R}$
$S:=\{x|\Vert x\Vert_{2}\leq\triangle,$ $\Vert P^{T}x+q\Vert_{2}\leq\xi\}$ (1.4)
Yuan[5]
$M_{1}$ $M_{2}$
$S$ (14) Zhang and
Hayashi
$M_{1},$ $M_{2}$ 1
(13) $fi-\alpha f_{2},$ $g_{1},$ $g_{2}$
(13) (13)
(3 ),
Beck and Elder [3].









hyp$f$ $:=\{(x, \beta)\in \mathbb{R}^{n+1}|\beta\leq f(x)\}$
$f$ : $\mathbb{R}^{n}arrow[-\infty, \infty]$ (a) $x$ $f(x)<\infty$ , (b) $x$
$f(x)>$ -oc, $f$ $A$
$KerA:=\{x|Ax=0\}$ (P) val(P)






$fi,$ $f_{2},$ $g_{1},$ $g_{2}$ (1.1)
(1.2) $f_{2}$
2.1. (1.2) $x\in S$ $f_{2}(x)>0$
$x\in S$ $f_{2}(x)=0$






subject to $x\in S$
Dinkelbach [8] (12) (21)
2.1. 2.
(a) $\min_{x\in S}\frac{f_{1}(x)}{f_{2}(x)}=\alpha$
(b) $\min_{x\in S}\{fi(x)-\alpha f_{2}(x)\}=0$
(2.1) (1.2)
2.1 (2.1) $0$ $\alpha$
(2.1) (1.2)
2 $\min$ inf (21) $n=1,$ $S=$
$[1, \infty],$ $fi(x)=1,$ $f_{2}(x)=x^{2}$ $\inf_{x\in}sfi(x)/f_{2}(x)=0$ $\alpha=0$ $\inf_{x\in}s\{fi(x)-\alpha f_{2}(x)\}=1$
26
22
2.1 (2.1) $0$ $\alpha$
(1.2) $\alpha$
$F$ : $\mathbb{R}arrow[-\infty, \infty)$




22. $Farrow[-\infty, \infty)$ (2.2) $F$
(a) $F$
(b) $F$ dom $F$




2.1. $h$ : $\mathbb{R}^{n}arrow[-\infty, \infty)$ $x$ dom $F$
$h(y)\leq h(x)+d^{T}(y-x)(\forall y\in \mathbb{R}^{n})$
$d$ $h$ $x$
(2.2) $F(\alpha)=fi(x)-\alpha f_{2}(x)$ $x$ $F$
2.3. $\alpha\in \mathbb{R}$ $\arg\min_{x\in S}\{fi(x)-\alpha f_{2}(x)\}\neq\emptyset$ $x_{\alpha}$ $:= \arg\min_{x\in S}\{f_{i}(x)-$
















subject to $g_{j}(z)$ $:=z^{*}M_{j}z+2\Re(p_{j}^{*}z)+q_{j}\leq 0(j=1,2)$




subject to $(\begin{array}{ll}M_{0} p_{0}p_{0}^{*} q_{0}-\mu\end{array})+\lambda_{1}(\begin{array}{ll}M_{1} p_{1}p_{1}^{*} q_{1}\end{array})+\lambda_{2}(\begin{array}{ll}M_{2} p_{2}p_{2}^{*} q_{2}\end{array})\succeq 0$ (32)




32. (3.1) (3.2) $(\overline{\lambda}_{1},\overline{\lambda}_{2},\overline{\mu})$ (3.2)
$\overline{z}$ (3.1)
$(M_{0}+\overline{\lambda}_{1}M_{1}+\overline{\lambda}_{2}M_{2})\overline{z}+p_{0}+\overline{\lambda}_{1}p_{1}+\overline{\lambda}_{2}p_{2}=0$
$g_{1}(\overline{z})\leq 0,$ $g_{2}(\overline{z})\leq 0$
$\overline{\lambda}_{1}g_{1}(\overline{z})=\overline{\lambda}_{2}g_{2}(\overline{z})=0$
32
33. (3.1) (3.2) $\overline{z}$ (3.1)
(i) $(M_{0}+\lambda_{1}M_{1}+\lambda_{2}M_{2})\overline{z}+p0+\lambda_{1P1}+\lambda_{2p_{2}}=0$





32 $M_{0}+\overline{\lambda}_{1}M_{1}+\overline{\lambda}_{2}M_{2}$ (3.1) $\overline{z}$
$\overline{z}=-(M_{0}+\lambda_{1}M_{1}+\lambda_{2}M_{2})^{-1}(p0+\lambda_{1p_{1}}+\lambda_{2p_{2})}$ $M_{0}+\lambda_{1}M_{1}+\lambda_{2}M_{2}$
$Ker(M_{0}+\lambda_{1}M_{1}+\lambda_{2}M_{2})$





subject to $x^{T}M_{j}x+2p_{j}^{T}x+q_{j}\leq 0$ $(j=1,2)$




(D) subject to $(\begin{array}{ll}M_{0} p_{0}p_{0}^{T} q_{0}-\mu\end{array})+\lambda_{1}(\begin{array}{ll}M_{1} p_{1}p_{1}^{T} q_{1}\end{array})+\lambda_{2}(\begin{array}{ll}M_{2} p_{2}p_{2}^{T} q_{2}\end{array})\succeq 0$ (3.4)





subject to $z^{T}M_{j}z+2\Re(p_{j}^{T}z)+q_{j}\leq 0$ $(j=1,2)$
(QP$\mathbb{C}$ ) (31)





34. $(QP_{R})$ (D) $(\overline{\lambda}_{1},\overline{\lambda}_{2},\overline{\mu})$ (D)
$M_{0}+\overline{\lambda}_{1}M_{1}+\overline{\lambda}_{2}M_{2}\succ 0$




Beck and Elder [3]




val $(QP_{R})=$ val(D) (QP$\mathbb{C}$ )
35 $d\geq 2$ $(QP_{R})$ $(QP_{R})$
(D)
(D)
36. $\iota\ovalbox{\tt\small REJECT}_{1},$ $\nu_{2}\geq 0$ $\nu_{1}M_{1}+\nu_{2}M_{2}\succ O$ (D)
4
Dinkelbach (12)
(2.2) $F$ : $\mathbb{R}arrow \mathbb{R}$ $F(\alpha)=0$
$k$
$\alpha_{k}$ $x^{k} \in\min_{x\in S\{fi(x)-\alpha f_{2}(x)\}}$






Step $0$ ; $\alpha_{1}\in \mathbb{R}$ $\epsilon$ $k$ $:=1$
Step 1: $x^{k}$ $F(\alpha_{k})=fi(x^{k})-\alpha_{k}f_{2}(x^{k})$
minimize $fi(x)-\alpha_{k}f_{2}(x)$ (4.1)
























Step $0$ : (41)
$maximize\lambda_{1},\lambda_{2},\mu$
$\mu$
subject to $(\begin{array}{ll}M_{0}^{k} p_{0}^{k}(p_{0}^{k})^{T} q_{0}^{k}-\mu\end{array})+\lambda_{1}$ $(M_{1}p_{1}^{T}$ $p_{1}q_{1})+\lambda$ $(\begin{array}{ll}M_{2} P2p_{2}^{T} q_{2}\end{array})\succeq 0$ (4.3)
$\lambda_{1}\geq 0,$ $\lambda_{2}\geq 0$
$\lambda_{1}^{k},$ $\lambda_{2}^{k},$ $\mu^{k}$




Step 2: (41) $x^{k}$
1 Step 1 (4.4) $x^{k}$





$\backslash$ , (1.2) (D)
(1.2) $M_{1},$ $M_{2}$
( 36 )
5.1. $\nu_{1},$ $v_{2}\geq 0$ $\nu_{1}M_{1}+\nu_{2}M_{2}\succ 0$
1 Step 1 (4.3)
SDPT3 [14] 1 Step 2 SQP
MATLAB (fmincon) 1 Step 1 (41)
1 fmincon
$A$ , ( (41) fmincon ) $B$
A,B $k$ 100
(1.2) $A_{1},$ $A_{2},$ $M_{1},$ $M_{2}\in \mathbb{R}^{n\cross n}$ ,
$b_{1},$ $b_{2}$ , $p_{1}$ , $p_{2}\in \mathbb{R}^{n}$ , $c_{1}.c_{2},$ $q_{1},$ $q_{2}\in \mathbb{R}$ $\hat{A}_{1}\in \mathbb{R}^{n\cross n}$
$(-1,1)$ $A_{1}:=(\hat{A}_{1}+\hat{A}_{1}^{T})/2$
$\hat{A}_{2}\in \mathbb{R}^{n\cross n}$ $(-1,1)$ $A_{2}:=A_{2}A_{2}^{T}$
$(-1,1)$ $\hat{N}\in \mathbb{R}^{n\cross n}$




$b_{2}:=0$ $c_{1}\in \mathbb{R}$ $(-1,1)$ $c_{2}\in \mathbb{R}$ $(0,1)$




$x$ $n$ 5 100 11
$n$ 100 $|F(\alpha)|\leq 10^{-5}$






1 $n$ 100 ( 100 )
1 ( )
B A
A 2 A B
$n$ $B$
$n$ A
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