This paper studies networks where all nodes are distributed on a unit square following a Poisson distribution with known density and a pair of nodes separated by an Euclidean distance are directly connected with probability , independent of the event that any other pair of nodes are directly connected. Here, satisfies the conditions of rotational invariance, nonincreasing monotonicity, integral boundedness, and ; further, where and is a constant. Denote the aforementioned network by . We show that as , 1) the distribution of the number of isolated nodes in converges to a Poisson distribution with mean ; 2) asymptotically almost surely (a.a.s.) there is no component in of fixed and finite order ; c) a.a.s. the number of components with an unbounded order is one. Therefore, as , the network a.a.s. contains a unique unbounded component and isolated nodes only; a sufficient and necessary condition for to be a.a.s. connected is that there is no isolated node in the network, which occurs when as . These results expand recent results obtained for connectivity of random geometric graphs from the unit disk model and the fewer results from the log-normal model to the more general and more practical random connection model.
I. INTRODUCTION
C ONNECTIVITY is one of the most fundamental properties of wireless multihop networks [2] - [4] . A network is said to be connected if there is a path between any pair of nodes.
Extensive research has been done on connectivity problems using the well-known random geometric graph and the unit disk connection model, which is usually obtained by randomly and uniformly distributing vertices in a given area and connecting any two vertices iff (if and only if) their Euclidean distance is smaller than or equal to a given threshold [3] , [5] . Significant outcomes have been obtained [2] , [3] , [6] . Manuscript Particularly, Penrose [7] , [8] and Gupta and Kumar [2] proved using different techniques that if the transmission range is set to , a random network formed by uniformly placing nodes on a unit-area disk in is asymptotically almost surely (a.a.s.) connected as iff .
[An event is said to occur almost surely if its probability equals to one; an event depending on is said to occur a.a.s. if its probability tends to one as ]. Specifically, Penrose's result is based on the fact that in the aforementioned random network as , the longest edge of the minimum spanning tree converges in probability to the minimum transmission range required for the aforementioned network to have no isolated nodes [3] , [7] , [8] . Gupta and Kumar's result is based on a key finding in continuum percolation theory [9, Ch. 6] : consider an infinite network with nodes distributed on following a Poisson distribution with density ; and suppose that a pair of nodes separated by an Euclidean distance are directly connected with probability , independent of the event that another distinct pair of nodes are directly connected. Here, satisfies the conditions of rotational invariance, nonincreasing monotonicity, and integral boundedness [9, pp. 151-152] . Denote the aforementioned network by . As , a.a.s. has only a unique infinite component and isolated nodes. The work of Gupta and Kumar is however incomplete to the extent that the aforementioned result obtained in continuum percolation theory for an infinite network cannot, counter to intuition, be directly applied to a finite (or asymptotically infinite) network on a finite (or asymptotically infinite) area in [10] . In addition to the aforementioned work based on the unit disk connection model, there is also limited work [11] , [12] dealing with the necessary condition for a random network to be connected under the log-normal shadowing connection model. Under the log-normal shadowing connection model, two nodes are directly connected if the received power at one node from the other node, whose attenuation follows the log-normal model, is greater than a given threshold. The results in [11] and [12] however rely on the assumption that the node isolation events are independent. This assumption has only been justified using simulations.
Some work also exists on the analysis of the asymptotic distribution of the number of isolated nodes [3] , [13] - [15] under the assumption of a unit disk model. In [13] , Yi et al. considered a total of nodes distributed independently and uniformly on a unit-area disk and each node may be active independently with some probability . A node is considered to be isolated if it is not directly connected to any of the active nodes. Using some complicated geometric analysis, they showed that if all nodes have a maximum transmission range for some constant , the total number of isolated nodes is asymptotically Poissonly distributed with mean . In [14] and [15] , Franceschetti and Meester derived essentially the same result using the Chen-Stein technique. A similar result can also be found in the earlier work of Penrose [3] in a continuum percolation setting.
In this paper, we consider a network where all nodes are distributed on a unit square following a Poisson distribution with known density and a pair of nodes are directly connected following a general random connection model to be rigorously defined in Section II. Denote the aforementioned network by , where denotes the set of nodes in the network. We give the sufficient and necessary condition for to be a.a.s. connected as . The results in this paper expand the aforementioned results on network connectivity to a more general random connection model, with the unit disk model and the log-normal model being two special cases, thus providing an important link that allows the expansion of other associated results on connectivity to the random connection model.
The main contributions of this paper are the following. 1) Using the Chen-Stein technique [16] , [17] , we show that the distribution of the number of isolated nodes in asymptotically converges to a Poisson distribution as . This result readily leads to a necessary condition for to be a.a.s. connected as . 2) We show that as , the number of components in of unbounded order converges to one. This result, together with the result in [10] that the number of components of finite order in asymptotically vanishes as , allows us to conclude that as , a.a.s. there are only a unique unbounded component and isolated nodes in .
3) The aforementioned results allow us to establish that the sufficient and necessary condition for to be a.a.s. connected is that there is no isolated node in the network. On that basis, we obtain the asymptotic probability that forms a connected network as and the sufficient and necessary condition for to be a.a.s. connected. The rest of this paper is organized as follows: Section II introduces the network model and problem setting; Section III establishes a necessary condition for to be a.a.s. connected; Section IV first establishes a sufficient condition for to be a.a.s. connected and on that basis, together with the results in Section III, then establishes the sufficient and necessary condition for to be a.a.s. connected; finally Section V concludes this paper.
II. NETWORK MODEL AND PROBLEM SETTING
We consider a network where all nodes are distributed on a unit square following a Poisson distribution with known density and a pair of nodes are directly connected following a random connection model, viz. a pair of nodes separated by an Euclidean distance are directly connected with probability , where , independent of the event that another pair of nodes are directly connected. Here (1) and is a constant. The reason for choosing this particular form of is that the analysis becomes nontrivial when is a constant. Other forms of can be accommodated by dropping the assumption that is constant, i.e., becomes a function of , and allowing or as . The results are rapidly attainable, and we discuss these situations separately in Sections III and IV.
The function is usually required to satisfy the following properties of monotonicity, integral boundedness, and rotational invariance [9] , [15, Ch. 6] 1 :
where represents the Euclidean norm. We refer readers to [9] , [15, Ch. 6] for detailed discussions on the random connection model.
Equations (2) 
However, we require to satisfy the more restrictive requirement that (5) The condition (5) is only slightly more restrictive than (4) in that for an arbitrarily small positive constant , . The more restrictive requirement is needed to ensure that the impact of the truncation effect on connectivity is asymptotically vanishingly small as [10] . For convenience, we also assume that has infinite support when necessary. Our results however apply to the situation when has bounded support, which forms a special case and actually makes the analysis easier.
Denote the aforementioned network by . It is obvious that under a unit disk model where for and for , corresponds to the critical transmission range for connectivity [2] . Thus, the aforementioned model incorporates the unit disk model as a special case. A similar conclusion can also be drawn for the log-normal connection model.
III. NECESSARY CONDITION FOR a.A.S. CONNECTED NETWORK
In this section, as an intermediate step to obtain the main result, we first and temporarily consider a network with the same 1 Throughout this paper, we use the nonbold symbol, e.g., , to denote a scalar and the bold symbol, e.g., , to denote a vector. 2 The following notations and definitions are used throughout the paper:
iff there exist a sufficiently large and two positive constants and such that for any , ;
iff .
node distribution and connection model as however with nodes deployed on a unit torus . Denote the network on the torus by . We show that as , the distribution of the number of isolated nodes in , denoted by , asymptotically converges to a Poisson distribution with mean . We then extend the aforementioned result to . On that basis, we obtain a necessary condition for to be a.a.s. connected as .
A. Distribution of the Number of Isolated Nodes on a Torus
In this section, we analyze the distribution of the number of isolated nodes in . The use of a toroidal rather than planar region as a tool in analyzing network properties is well known [3] . The unit torus that is commonly used in random geometric graph theory is essentially the same as a unit square except that the distance between two points on a torus is defined by their toroidal distance, instead of Euclidean distance. Thus, a pair of nodes in , located at and respectively, are directly connected with probability where denotes the toroidal distance between the two nodes. For a unit torus , the toroidal distance is given by [3, p. 13] 
In this section, whenever the difference between a torus and a square affects the parameter being discussed, we use superscript to mark the parameter in a torus, while the unmarked parameter is associated with a square.
We note the following relation between toroidal distance and Euclidean distance on a square area centered at the origin: (7) which will be used in the later analysis.
The main result of this section is given in Theorem 1.
Theorem 1:
The distribution of the number of isolated nodes in converges to a Poisson distribution with mean as . Proof: See Appendix I.
B. Distribution of the Number of Isolated Nodes on a Square
We now consider the asymptotic distribution of the number of isolated nodes in . Let be the number of isolated nodes in and be the number of isolated nodes in due to the boundary effect. Using the coupling technique, it can be readily shown that [10] . Using the aforementioned equation, Theorem 1, Lemma 2 in [10] 3 , which showed 3 Let be a network with nodes Poissonly distributed on a square with density and a pair of nodes separated by an Euclidean distance are directly connected with probability , independent of other connections. Results in [10] are derived for . By proper scaling, it is straightforward to extend the results for to . Therefore, we ignore the difference. that , and Slutsky's theorem [18] , the following result on the asymptotic distribution of can be readily obtained.
Theorem 2:
The distribution of the number of isolated nodes in converges to a Poisson distribution with mean as . Corollary 3 follows immediately from Theorem 2.
Corollary 3: As
, the probability that there is no isolated node in converges to . Now, we relax requirement that is a constant to obtain a necessary condition for to be a.a.s. connected. Specifically, consider the situation when or as . Note that the property that the network has no isolated node is an increasing property (For an arbitrary network, a particular property is termed increasing if the property is preserved when more connections (edges) are added into the network.). Using a coupling technique similar to that used in [15, Ch. 2] and with a few simple steps (omitted), the following theorem and corollary can be obtained, which form a major contribution of this paper. 
Corollary 5:
is a necessary condition for to be a.a.s. connected as .
IV. SUFFICIENT CONDITION FOR a.A.S. CONNECTED NETWORK
In this section, we continue to investigate the sufficient condition for to be a.a.s. connected. In [10] , we showed that vanishing of components of finite order in as (as shown in [9, Th. 6.3]) does not necessarily carry the conclusion that components of finite order in also vanish as , contrary perhaps to intuition. Then, we presented a result for the vanishing of components of finite order in as to fill this theoretical gap [10, Th. 4] . On the basis of the aforementioned results, we shall further demonstrate in this section that a.a.s. the number of unbounded components in is one as . A sufficient condition for to be a.a.s. connected readily follows.
In [9, Th. 6.3], it was shown that there can be at most one unbounded component in . However due to the truncation effect [10] , it appears difficult to establish such a conclusion using [9, Th. 6.3]. Indeed, differently from in which an unbounded component may exist for a finite , it can be easily shown that for any finite , , i.e., the total number of nodes in is almost surely finite. It then follows that for any finite almost surely there is no unbounded component in . In this paper, we solve the aforementioned conceptual difficulty involving use of the term "unbounded component" by considering the number of components in of order greater than , denoted by , where is an arbitrarily large positive integer. We then show that . The analytical result is summarized in the following theorem, which forms a further major contribution of this paper. Proof of the type of results in Theorem 6 usually requires some complicated geometric analysis. Particularly, the proof of Lemma 15 in Appendix II, which forms a foundation of the proof of Theorem 6, needs sophisticated geometric analysis. In this paper, we omitted the proof of Lemma 15 because the proof is exactly the same as the proof of Theorem 2, which in turn relies on some results established in [10] . We refer interested readers to the proof of Theorem 1 in [10] for techniques on handling geometric obstacles involved in analyzing the boundary effect and to the proof of Theorem 4 in [10] for techniques on handling geometric obstacles involved in analyzing the number of components in . An implication of Theorem 6 is that for an arbitrarily small positive constant , there exists large positive constants and such that for all and , . From (61) in Appendix II, it can further be concluded that for a particular positive integer and an arbitrarily small positive constant , there exists such that for all (8) The following corollary can be obtained from [10, Th. 4] and Theorem 6.
Corollary 8: As
, a.a.s. forms a connected network iff there is no isolated node in it.
Proof: Let be the total number of components in . It is clear that , where is the number of components of order . Noting that iff forms a connected network, it suffices to show that . We observe that (9) where in (9) represents the complement of the event and (9) results as a consequence of the union bound. Further note that (9) is valid for any value of and that converges to a nonzero constant as (Theorem 2). Using the aforementioned results, [10, Th. 4] which showed that , and (8), and following a few simple steps (omitted), it can be shown that for an arbitrarily small positive constant , by choosing to be sufficiently large, there exists such that for all , .
As an easy consequence of Theorem 2 and Corollary 8, the following theorem can be established.
Theorem 9: As , the probability that forms a connected network converges to . Using the aforementioned theorem and a similar analysis as that leading to Theorem 4 and Corollary 5, the following theorem on the sufficient and necessary condition for to be a.a.s. connected can be obtained. 
V. CONCLUSION AND FURTHER WORK
Following the seminal work of Penrose [3] , [5] and Gupta and Kumar [2] on the asymptotic connectivity of large-scale random networks with Poisson node distribution and under the unit disk model, there is general expectation that there is a range of connection functions for which the aforementioned results [2] , [3] , [5] obtained assuming the unit disk model can carry over. However, for quite a long time, both the asymptotic laws that the network should follow and the conditions on the connection function required for the network to be a.a.s. connected under a more general setting have been unknown. In this paper, we filled in the gaps by providing the sufficient and necessary condition for a network with nodes Poissonly distributed on a unit square and following a general random connection model to be a.a.s. connected as . The conditions on the connection function required in order for the aforementioned network to be a.a.s. connected were also provided. Therefore, the results in the paper constitute a significant advance of the earlier work by Penrose [3] , [5] and Gupta and Kumar [2] from the unit disk model to the more general random connection model and bring models addressed by theoretical research closer to reality.
However, there remain significant challenges ahead. The results in this paper rely on three main assumptions: 1) the connection function is isotropic; 2) the random events underpinning generation of a connection are independent; and 3) nodes are Poissonly distributed. We conjecture that assumption 1) is not a critical assumption, i.e., under some mild conditions, e.g., nodes are independently and randomly oriented, assumption 1) can be removed while our results are still valid. It is part of our future work plan to validate the conjecture. Our results however critically rely on assumption 2), which is not necessarily valid in some real networks due to channel correlation and interference, where the latter effect makes the connection between a pair of nodes dependent on the locations and activities of other nearby nodes. In [19] , we have done some preliminary work on network connectivity considering the impact of interference. The work essentially uses a decoupling approach to solve the challenges of connection correlation caused by interference and suggests that when some realistic constraints are considered, i.e., carrier sensing, the connectivity results will be very close to those obtained under a unit disk model. This conclusion is in contrast with that [20] obtained under an ALOHA multiple-access protocol. A more thorough investigation is yet to be done. The major obstacle in dealing with the impact of channel correlation is that there is no widely accepted model in the wireless communication community capturing the impact of channel correlation on connections. Finally, it is a logical move after our study to consider connectivity of networks with nodes following a general distribution other than Poisson. It is part of our future work plan to tackle the problem.
APPENDIX I PROOF OF THEOREM 1
Our proof relies on the use of the Chen-Stein bound [16] , [17] . We first establish some preliminary results that allow us to use the Chen-Stein bound for the analysis of number of isolated nodes in . Divide the unit torus into nonoverlapping squares each with size . Denote the square by . Define two sets of indicator random variables and with , where iff there exists exactly one node in , otherwise ; iff there is exactly one node in and that node is isolated, otherwise. Obviously, is independent of . Denote the center of by and without loss of generality we assume that when , the associated node in is at 4 . Observe that for any fixed , the values of and do not depend on the particular index on a torus. However, both the set of indices and a particular index depend on . As changes, the square associated with and also changes.
Remark 11: In this paper, we are only interested in the limiting values of various parameters associated with a subsquare as . Also because of the consideration of a torus, the value of a particular index does not affect the discussion of the associated parameters, i.e., these parameters and do not depend on . Therefore, in the following, we omit some straightforward discussions on the convergence of various parameters, e.g., , , , and , as . Without causing ambiguity, we drop the explicit dependence on in our notations for convenience. As an easy consequence of the Poisson node distribution, . Using [9, Proposition 1.3], , and the property of a torus (see also [10, Lemma 1]), it can be shown that (10) Now, consider the event , conditioned on the event that , meaning that both nodes having been placed inside and , respectively, are isolated. Following the same steps leading to (10) , it can be shown that (11) 4 In this paper, we are mainly concerned with the case that , i.e., the size of the square is vanishingly small. Therefore, the actual position of the node in the square is not important.
where the term is due to the requirement that the two nodes located inside and cannot be directly connected given that they are both isolated nodes. Observe also that . Now, using the aforementioned equation, (10) and (11), it can be established that (12) Now, we are ready to use the Chen-Stein bound to prove Theorem 1. Particularly, we will show using the Chen-Stein bound that (13) asymptotically converges to a Poisson distribution with mean as . The following theorem gives a formal statement of the Chen-Stein bound. 
The set of indices is often chosen to contain all those , other than , for which is "strongly" dependent on and the set often contains all other indices apart from for which is at most "weakly" dependent on [16] .
Remark 13:
A main challenge in using the Chen-Stein bound to prove Theorem 1 is that under the random connection model, the two events and may be correlated even when and are separated by a very large Euclidean distance. Therefore, the dependence structure is global, which significantly increases the complexity of the analysis. In comparison, in applications where the dependence structure is local, by a suitable choice of , the term can be easily made to be 0 and the evaluation of the and terms involves the computation of the first two moments of only, which can often be achieved relatively easily. An example is a random geometric network under the unit disk model. If is chosen to be a neighborhood of containing indices of all nodes whose distance to node is less than or equal to twice the transmission range, the term is easily shown to be 0. It can then be readily shown that the and terms approach 0 as the neighborhood size of a node becomes vanishingly small compared to the overall network size as [14] . However, this is certainly not the case for the random connection model.
Remark 14:
The key idea involved using the Chen-Stein bound to prove Theorem 1 is constructing a neighborhood of a node, i.e., in Theorem 2, such that 1) the size of the neighborhood becomes vanishingly small compared with as . This is required for the and terms to approach 0 as ; 2) a.a.s. the neighborhood contains all nodes that may have a direct connection with the node. This is required for the term to approach 0 as . Such a neighborhood is defined in the next paragraph.
Let and when is not within of the border of , becomes the same as where . Further define the neighborhood of an index as and define the non-neighborhood of the index as where is a small positive constant and . It can be shown that (17) Note that in Theorem 12, and has been given in (10) . Further, as an easy consequence of (13) and [10, Lemma 1] which showed that (18) . Using (10) , and (18) , it follows that
Next, we shall evaluate the , , and terms in the following three sections separately and show that all three terms converge to 0 as . A) Evaluation of the Term: It can be shown that (following the equation, detailed explanations are given)
where (17) is used in obtaining(21); (1) and (19) are used in obtaining (22); and (18) and (20) are used in obtaining (23). Therefore, . B) Evaluation of the Term: For the term, assume that is sufficiently large such that and let . Using (11) in the first step; and first using some translation and scaling operations and then using (7) in the last step, (24) shown at the bottom of the page, can be obtained.
Letting for convenience, noting that (using (7) and (3)) and that , it can further be shown following (24) that as (25)
In the following paragraphs, we will show that the righthand side of (25) converges to 0 as . Using (2) and (3), we assert that there exists a positive constant such that where and . Indeed, if is a continuous function, any positive constant with satisfies the requirement; if is a discontinuous function, e.g., a unit disk model, by choosing to be the transmission range, .
In the following discussion, we assume that is sufficiently large such that . It can be shown using (2), (3), and (7) that for ,
Let
Using some simple geometric analysis, it can be shown that 1) when , ; and 2) when , . Further, using the definition of , it can be shown that 3) when , ; and 4) when , .
For convenience, let and . Noting that , and are positive constants, independent of both and .
As a result of (26) and the aforementioned inequalities on , it follows that
For the first summand in the aforementioned equation, it can be shown that
For the second summand in (27), by choosing and using (1), it follows that As a result of (25) and the aforementioned equation . C) Evaluation of the Term:
We first obtain an analytical expression of the term in . Using the same procedure that results in (12) , it can be obtained that (for convenience, we use for and use for in the following equation)
Using (2)-(4) and (7), it can be shown that when (or equivalently ), the integrals of some higher order terms inside the exponential function in (31) satisfy Note also that for . Using the aforementioned equations and (12), it can be further shown following (31) that when (32) Equation (32) shows that the impact of those events, whose associated indicator random variables , on the event is asymptotically vanishingly small, hence can be ignored. Denote by a random set of indices containing all indices where and , i.e., the node in question is also isolated, and denote by an instance of . Define . Following the same procedure that results in (32), it can be established that (with some verbose but straightforward discussions omitted) (33) Equation (33) gives an analytical expression of the term . To solve the challenges associated with handling the absolute value term in , viz. , we further obtain an upper and a lower bound of , which allows us to remove the absolute value sign in the further analysis of .
Note that and is separated by a distance not smaller than . Using (2), a lower bound on the value inside the expectation operator in (33) is given by In the following, we will show that both terms and in (37) approach 0 as . First, it can be shown following (34) that (38) where is the expected number of isolated nodes in . In the first step of the aforementioned equation, the inequality for and is used. When , and ; therefore, is a bounded value and , which is an immediate outcome of (4). Using (19) , it then follows that Together with (20) and (36), we conclude that (39) Now, let us consider the second term ; it can be observed that (40) where in the second step, the nonincreasing property of , and the fact that is located in and is located in , therefore is used. It can be further demonstrated that the term in (40) have the following property:
For the other term in (40), choosing a positive constant and using Markov's inequality, it can be shown that . Therefore where due to (4), (41), and , for any positive constant , and due to that is a bounded value and that . Therefore As a result of (37), (39), and (46), . A combination of the analysis in sections A-C completes this proof.
APPENDIX II PROOF OF THEOREM 6
For notational convenience, we prove the result for and the result is equally valid for . The proof is based on analyzing the number of components in of order greater than some integer as . Specifically, we will show that . A direct analysis of can be difficult. In this paper, we first analyze and then use the result on to establish the desired asymptotic result on . Denote by the probability that a set of nodes at nonrandom positions , , forms a connected component where nodes are connected randomly and independently following the connection function . Denote by the probability that a node at nonrandom position is connected to at least one node in . As an easy consequence of [10, Lemma 4] , which showed that the expected number of components of order , denoted by , in is given by , it follows that (47)
In the following, we show that as , the first term in (47) converges to , and the second term in (47) after the " " sign is lower-bounded by . The conclusion then follows that converge to 1 as and . Let us consider the first term in (47) Given this result, conclusion readily follows from (49) that the first term in (47) converges to . A direct computation of the term turns out to be very difficult. To resolve the difficulty, we construct a random integer , depending on , such that on the one hand, the probability mass function (pmf) of has an analytical form that can be easily related to the term ; and on the other hand using the Chen-Stein bound we are familiar with, the pmf can be shown to converge to a Poisson distribution as . In this way, we are able to compute the aforementioned term using the intermediate random integer . In the following, we give details of the analysis.
We first construct the random integer described in the last paragraph and demonstrate its properties related to our analysis.
Consider an additional independent Poisson point process with nodes Poissonly distributed on and with density being added to . Further, nodes in are connected with nodes in following independently, i.e., a node in and a node in separated by an Euclidean distance are connected with probability , independent of any other connection.
Let be the number of nodes in that are not directly connected to any node in . It is evident that, conditioned on where and , a randomly chosen node in at location is not directly connected to any node in with probability , which is determined by its location only. It readily follows that the conditional distribution of , i.e., , is Poisson with mean [9] . As a result of the aforementioned discussion (50)
Obviously, when , . Therefore, the unconditional distribution of is given by (51) Note that as , the term in (51), which is associated with , becomes vanishingly small. Further note that as , i.e., as even the cumulative contribution to the cumulative distribution function of is negligibly small.
If we define for completeness, we can also write (51) as (52) Using (52), it can be readily shown that (53) Comparing the aforementioned equation with [10, Th. 1], the conclusion readily follows that the aforementioned value is equal to the expected number of isolated nodes in , denoted by . It then follows from [10, Th.
1] that . In fact, a stronger result that the distributions of and converge to the same Poisson distribution as can be established.
Lemma 15:
As , the distribution of converges to a Poisson distribution with mean , i.e., the total variation distance between the distribution of and a Poisson distribution with mean reduces to 0 as . Lemma 15 can be proved using exactly the same steps as those used in proving Theorem 2. Therefore, the proof is omitted.
As a result of Lemma 15, for an arbitrary set of non-negative integers, denoted by (54) Now, we are ready to continue our analysis on . Using (51)
first and then using (54), it can be shown that for any positive integer
Using the aforementioned equation, it follows from (49) that (55) This deals with the first term on the right-hand side of (47). Now, we continue with the analysis of the second term in (47). As an easy consequence of the union bound, , it can then be shown that (56) and using [10, Th. 1], it can be further shown that (57) Note that (57) can also be obtained from Jensen's inequality. Combining (47), (55), and (57), it follows that (58) where in the last step, Taylor's theorem is used, is a number depending on , and .
In Theorems 2 and [10, Th. 4], we have established, respectively, that the asymptotic distribution of the number of isolated nodes in is Poisson with mean and the number of components in of order within vanishes as . As a consequence of the aforementioned two results 
