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 形態素解析は MeCab を使用 
 出現単語頻度を集計 
 判別分析、サポートベクターマシン、単純ベイズモデルを用いて 



































































該当 最高値 サラダ油 99.0%
該当 最低値 契約 51.6%
非該当 最高値 コンサート 99.8%


















単語数 500 1000 2000 4000 8000 500 1000 2000 4000 8000 500 1000 2000 4000 8000
50 0.856 0.868 0.890 0.871 0.889 0.872 0.897 0.927 0.889 0.915 0.470 0.527 0.567 0.541 0.650
60 0.906 0.883 0.879 0.889 0.889 0.924 0.903 0.904 0.911 0.916 0.550 0.602 0.557 0.546 0.624
80 0.900 0.889 0.879 0.892 0.894 0.904 0.918 0.899 0.912 0.914 0.548 0.607 0.584 0.552 0.625
100 0.868 0.895 0.906 0.906 0.903 0.892 0.920 0.930 0.924 0.925 0.484 0.610 0.564 0.550 0.570
200 0.848 0.877 0.909 0.916 0.911 0.884 0.905 0.921 0.925 0.926 0.520 0.553 0.550 0.556 0.552
300 0.800 0.862 0.907 0.917 0.916 0.934 0.896 0.918 0.923 0.925 0.574 0.527 0.535 0.559 0.539
400 0.700 0.856 0.897 0.919 0.917 0.886 0.907 0.920 0.924 0.924 0.556 0.534 0.513 0.569 0.544
600 0.582 0.805 0.887 0.914 0.918 0.884 0.885 0.915 0.917 0.925 0.526 0.542 0.519 0.570 0.536
800 0.674 0.698 0.859 0.911 0.922 0.860 0.883 0.908 0.916 0.924 0.498 0.524 0.521 0.555 0.541
1000 0.602 0.506 0.819 0.902 0.923 0.796 0.876 0.899 0.912 0.922 0.502 0.502 0.536 0.552 0.548
50 0.854 0.877 0.908 0.904 0.901 0.866 0.901 0.931 0.931 0.929 0.518 0.491 0.472 0.609 0.640
60 0.920 0.900 0.899 0.907 0.905 0.930 0.916 0.923 0.932 0.930 0.588 0.533 0.630 0.603 0.628
80 0.892 0.916 0.902 0.915 0.909 0.910 0.919 0.918 0.935 0.930 0.564 0.588 0.601 0.564 0.569
100 0.876 0.900 0.920 0.918 0.911 0.886 0.912 0.932 0.930 0.927 0.506 0.548 0.468 0.555 0.552
200 0.838 0.877 0.917 0.926 0.918 0.882 0.894 0.919 0.930 0.929 0.534 0.522 0.515 0.540 0.556
300 0.866 0.867 0.915 0.923 0.919 0.906 0.900 0.921 0.923 0.925 0.552 0.502 0.510 0.544 0.561
400 0.674 0.870 0.911 0.921 0.920 0.868 0.903 0.918 0.923 0.923 0.540 0.561 0.497 0.537 0.563
600 0.506 0.746 0.888 0.919 0.921 0.874 0.885 0.905 0.917 0.919 0.498 0.500 0.503 0.542 0.552
800 0.618 0.673 0.856 0.917 0.924 0.878 0.877 0.902 0.909 0.919 0.542 0.504 0.498 0.527 0.549
1000 0.580 0.597 0.821 0.906 0.924 0.816 0.870 0.890 0.910 0.919 0.502 0.500 0.502 0.516 0.538
50 0.798 0.759 0.786 0.778 0.787 0.826 0.755 0.768 0.773 0.788
60 - 0.764 0.790 0.779 0.794 - 0.774 0.789 0.784 0.793
80 - 0.760 0.787 0.785 0.796 - 0.778 0.797 0.791 0.807
100 - 0.816 0.793 0.793 0.805 - 0.830 0.800 0.792 0.805
200 - - 0.815 0.803 0.810 - - 0.787 0.790 0.790
300 - - 0.848 0.805 0.816 - - 0.842 0.795 0.788
400 - - - 0.801 0.821 - - - 0.796 0.795
600 - - - 0.852 0.826 - - - 0.845 0.796
800 - - - - 0.827 - - - - 0.800
1000 - - - - 0.828 - - - - 0.821
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