. Numerical simulation of the suppression of epithermal neutron emissions 1 from the lunar regolith is presented along the vertical axis (1.0 corresponds to the 2 "reference flux", r.f., and indicates zero suppression) with increasing hydrogen 3 concentration (H in ppm). Three typical regolith compositions are shown representing 4 classical end-members: highlands, norites, and mare basalt. Specific test cases #1, 5 #2, #3 and #6 are associated with LCROSS candidate impact locations (see Table 1  6 and section 2 of supplementary on-line material) are presented in accordance with 7 Table 1 values. Cases #10 and #11 are for the NSR within Cabeus, and they are also 8 presented. 9
[2] Spatial resolution of LEND at the lunar surface 1 2 Curves for the LEND FOV in (9) (see Figure S2 ) correspond to the angular 3 dependence for the surface of the Moon and they are based on detailed numerical 4 simulations. 5 6 7 Figure S2 . Results of numerical simulation of the angular dependence of the 8 efficiency of the LEND collimated sensors (9). Left: differential curve 9 representing the fraction of counts from lunar neutrons with different impact 10 angles θ in respect to the axis of the instrument's FOV. Right: cumulative curve 11 representing the sum of counts from lunar neutrons with impact angles smaller 1 than θ. Vertical dashed lines correspond to the angle 5.6° ( 5 km radius on the 2 lunar corresponding to an LRO spacecraft altitude of 50 km). Vertical dashed-3 dotted lines correspond to the angle 11.2° ( 10 km radius on the lunar surface 4 corresponding to an LRO spacecraft of 50 km). The total neutron counting rate 5 from a "footprint" with a radius of 5 km is about 0.9 cts/s (low horizontal dotted 6 line in right curve, corresponding to a FWHM 10 km in terms of instrument 7 FOV). The total neutron counting rate from a surface "footprint" with radius of 10 8 km is about 1.8 cts/s (high horizontal dotted line in right curve). 9
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The resolution scale for these curves indeed corresponds to 10 km from an LRO 11 spacecraft altitude of 50 km (FWHM). The curves that describe the angular dependence 12 of measured neutron counts are based on pre-flight physical calibrations (see Figure S3  13 and (10)). 14 1 Figure S3 . This figure (see (10)) shows, as an example, the comparison between 2 the angular response of one particular CSETN detector in flight units FU01, 3 FU02, and that of the qualification unit in response to a calibration source of 252 Cf 4 inside a polyethylene sphere of 3.8 cm radius along with a Monte Carlo numerical 5 simulation of the expected detector response. The precision of the numerical 6 simulations was designed to be comparable to the anticipated instrument 7 measurement errors. All CSETN detectors show similar angular responses, as 8 expected. 9
In this case, the curves ( Figure S3 ) are the result of the convolution of the LEND 11 instrument point spread function and the surface brightness of the neutron source with a 12 finite size. On the basis of this convolution, the curves are broader than the original point 13 spread functions associated with the instrument. Good agreement between physical 1 measurements and numerical calibrations was confirmed by means of Monte Carlo 2 simulations (see Figure S3 ). The asymmetry of the "wings" of these curves results from 3 the asymmetry of the collimation material located around the sensors and also from the 4 asymmetry of the local background within the measurement calibration facility. During 5 LRO lunar orbital flight operations this asymmetry is appreciably different, so the pre-6 flight laboratory measurements are very relevant only to a certain degree, which is why 7 we do not believe it is reasonable to provide calibration data associated with the "wide 8
wings" that could potentially mislead the interested reader. 9
The resolution of the LEND collimator is the so-called physical resolution of the 11 instrument. In addition to this resolution, LEND measurements should be considered in 12 light of the so-called statistical resolution, which is related to the size of the surface 13 "footprint", from which variations may be reliably measured by means of a collimated 14 instrument as a function of counting statistics. In all cases the physical resolution is more 15 meaningful than the statistical resolution, which approaches that of the physical for 16
infinite counting statistics. We tested different spatial smoothing (filtering) scales in 17 producing the map shown in Table S2 presents a summary of the raw LEND measurement data for each of the 3 LCROSS candidate PSR targets (see Table 1 and Table S1 of section 2 of supplementary 4 on-line material). 5 Column (1) presents the name of each target in accordance with Table S2 and Table 1 ). 8
Column (2) Sun, when the flux of energetic particles from the Sun dominates over the flux of galactic 21 cosmic rays. Finally, two detectors within the instrument were not operated for several1 months due to a signal noise anomaly. After the reason for this anomaly was explained 1 (i.e., contamination by LRO spacecraft thruster operation products on HV boards during 2 the cold phase of the mission), the thermal regime of instrument was properly re-3 configured, and all four detectors have been returned to their operational configuration. 4
The ratio of the total sum of derived counts from all operational detectors (column (2)) 5 and corresponding total exposure time (column (3)) is the derived counting rate of the 6 instrument at each of tested PSR targets (column (4)). counting rate between a testing target and two reference areas. Local reference area is 21 defined as illuminated (non-PSR) surface at the same latitude. Absolute reference area is 22 defined as low latitude reference belt at 60° -70°. To measure the local effect, we 1 estimate average derived counting rate for the belt area at latitudes of testing target 2 (between maximal and minimal latitudes of the target) with exclusion of all PSRs within 3 the belt. The reference values of derived counting rate for such non-PSR belt are 4 presented in column (6) together with statistical error for them in column (7). Of course, 5 they are different for each testing targets because of different latitudes. The effect of local 6 contrast of testing targets is presented in column (8), as the difference between derived 7 counting rate for the non-PSR latitude belt and derived counting rate for testing target. 8
Positive value means local decrease, i.e. suppression of neutron emission at testing spot 9 in comparison with illuminated area at the same latitudes. The values from the column 10 (8) are presented in the second column of Table 1 of main text of the paper, as "local 11 neutron suppressions". Sigmas presented in the second column of Table 1 are equal (with 12 rounding) to errors of values in column (8) of the Table S2 , which are propagating errors 13 from errors presented in columns (5) and (7) of this Table.  14   15 To measure the absolute effect for the tested PSR targets, we use a single reference 16 value for all of them, which corresponds to average derived counting rate from the area of 17 southern low-latitude belt between 60° -70°. This value was found to be 5.095±0.002 18 cts/s. The absolute effect of decrease in the testing target is presented in column (9), as 19 the difference between average derived counting rate for southern low-latitude belt and 20 derived counting rate for corresponding PSR. Positive value means absolute decrease, i.e. 21 suppression of neutron emission at testing spot in comparison no-suppression surface at1 low latitudes. Resulted errors are based on error of derived counting rate of a target 1 (column and on error of the rate for the low-latitude belt. These values from the column 2 (9) are presented in the third column of Table 1 of main text of the paper, as "total effect 3 of suppression". Sigmas presented in third column of Table 1 there is no a priori information to facilitate its definition. The LEND-based map of 6 neutron emissions (Fig. 1) is spatially smoothed in order to remove the small-scale noise 7 due to local statistical fluctuations. A Gaussian filter with a sigma value of 14-km was 8 used for this smoothing (spatial filtering), and the contours for iso-neutron-suppression 9 have been determined from the smoothed map ( Figure S4 ). The average neutron counting 10 rate for the area inside each of the contours was determined from the raw instrument 11 counts, i.e., without smoothing. The difference in the neutron counting rate for the areas 12 inside the contours and the reference latitude band at 60 deg to 70 deg S is shown in 13 Figure S5 (i.e., Note that the pixels within the outer contour areas include all of the pixels 14 within the inner contours, i.e., they are not independent values). Contour # 17 15 corresponds to the most significant epithermal neutron suppression of 0.24±0.05 (see 16 case #10 in Table 1 ), in comparison with the southern latitude reference belt defined as 17 60 -70 degrees S. We adopt it as the primary boundary of NSR within Cabeus (see been selected as the outer physical boundary of the NSR because it demonstrates 5 the most significant difference between the counting rate inside the contour 6 relative to the latitude reference band. The suppression is 0.24 ± 0.05, which 7 corresponds to a statistical confidence level of about 5.3 σ. In contrast, Contour 8 # 3 has the largest absolute suppression effect of 0.342 ± 0.14, but its level of 9 statistical confidence corresponds only to 2.5 σ.
1
[6] Analysis of LEND data from measurements acquired from lunar orbit 1 2 In the LEND data reduction process we have used a multi-step approach which can be 3 roughly divided into the following procedures: (1) Analysis of the data accumulated from 4 the cruise phase and elliptical (commissioning) orbit around Moon to estimate local LRO 5 spacecraft background for different detectors and instrument configurations (spectral 6 discriminators and high voltage gains); (2) Analysis of detector spectra of neutron counts 7 for LEND sensors in different parts of the elliptical Commissioning Phase orbits to 8 distinguish the low-amplitude contribution from energetic charged particles and to select 9 an optimal set of spectral channels for higher signal amplitudes which dominate the 10 neutron-based counting rate; (3) Modeling of counting rates from the collimated sensors 11 during the commissioning phase together with data from the epithermal omni-directional 12 sensor in order to estimate the contribution of the local neutron background from the 13 LRO spacecraft and the contribution of lunar neutrons from outside of the instrument 14 FOV due to back-scattering and the small amount of transparency associated with the 15 collimator's walls; (4) Final minimization procedure to split the total counting rate in the 16 collimated detectors into lunar neutrons detected from within the surface FOV, lunar 17 neutrons which have passed through the collimator's walls, and local spacecraft 18 background on the basis of models of local background and properties of the collimator 19 derived from ground-based calibration procedures. 20
