We investigate the space-time structure of extreme precipitation in Europe over the last century, using daily rainfall data from the European Climate Assessment & Dataset (ECA&D) archive. The database includes 267 stations with records longer than 100 years. In the winter season (October to March), for each station, two classes of daily rainfall amount values are selected that, respectively, exceed the 90th and 95th percentile of daily rainfall amount over all the 100 years. For each class, and at each location, an annual time series of the frequency of exceedance and of the total precipitation, defined respectively as the number of days the rainfall threshold (90th and 95th percentiles) is exceeded and total precipitation on days when the percentile is exceeded, are developed. Space-time structure of the frequency and total precipitation time series at the different locations are then pursued using multivariate time and frequency domain methods. The identified key trends and organized spectral modes are linked to well-known climate indices, as North Atlantic Oscillation (NAO) and El Nino Southern Oscillation (ENSO). The spectra of the leading principal component of frequency of exceedance and of total precipitation have a peak with a 5-year period that is significant at the 5% level. These are also significantly correlated with ENSO series with this period. The spectrum of total rainfall is significant at the 10% level with a period of ∼8 years. This appears to be significantly correlated to the NAO index at this period. Thus, a decomposition of both secular trends and quasi-periodic behaviour in extreme daily rainfall is provided.
Introduction
In Europe, floods occurring in autumn and winter are the most common natural disaster (Hajat et al., 2005) . Extreme river floods have had devastating effects in central Europe during the last decade (Mudelsee et al., 2004) . Using a combined database of 2580 flood and landslide events in Italy, Guzzetti et al. (2005) showed that floods with human consequences are mainly caused by high-intensity as well as prolonged rainfall.
Characterizing variations in and predicting the frequency and intensity of extreme precipitation are crucial to carrying out a proper evaluation of the type, location and dimension of civil infrastructure in Europe (Frei et al., 2000; Zolina et al., 2004; Hajat et al., 2005; Lehner et al., 2006; Marchi et al., 2010; Christensen et al., 2012) . In recent years, a number of papers have discussed the possibility of an increase in the frequency of occurrence of extreme rainfall in response to the increase of global temperature (Yonetani and Gordon, 2001; Palmer and Rälsänen, 2002; Kharin et al., 2007; Bengtsson et al. 2009 ; Kundzewicz et al., 2013) . Experiments with coupled ocean-atmosphere climate models have shown an increase in the occurrence of extreme precipitation events in mid-latitudes (Hennessy et al., 1997; Cubasch et al., 2001) . Frei et al. (2006) suggested that an increase of atmospheric greenhouse gas concentrations could increase the frequency of heavy precipitation in many regions of the globe. They found that during the winter months, precipitation extremes tend to increase north of about 45 ∘ N, while there is a non-significant change or a decrease to the south. However, these projections often differ significantly across models leading to high uncertainty in the projections.
The trends found in extreme precipitation in Europe differ, depending on the regions, datasets and methodology used. (New et al., 2002; González Hidalgo et al., 2003; Mudelsee et al., 2003; Wijngaard et al., 2003; Moberg and Jones, 2005; Nastos and Zerefos, 2007; Costa and Solares, 2009; Karagiannidis et al., 2012; Zolina et al., 2012) . Most studies show secular trends in European precipitation. Karagiannidis et al. (2012) studied the trends in extreme precipitation for the period of 1958-2000, finding decreasing trends in southern Europe and increasing trends on continental Europe as a whole from September to February. Klein Tank and Könen (2003) found indices of wet extremes increasing during the period, although the spatial coherence of the trends was low. Moberg and Jones (2005) also found a significant increase in precipitation intensity over the 20th century during the winter. However, a unified analysis is lacking due to the inhomogeneity of the data. Indeed, most studies on extreme precipitation have focused on an analysis of trends for a single station time series or for a group of stations belonging to a single country, or for gridded data. Furthermore, studies have also shown that orography affects the characteristics and intensity of precipitation (Sevruk, 1997; Frei and Schär, 2001 ). The differences in the length of data, resolution and methods applied in its processing have made it challenging to build a picture of the trends for the European continent. (Klein Tank et al., 2002; Klok and Klein Tank, 2009) Here, we use the recently updated ECA dataset which may provide the most comprehensive readily accessible coverage of station data for Europe. The database includes 267 stations with records longer than 100 years.
In the winter season (October to March), for each station two classes of daily rainfall amount values are selected that exceed the 90th and 95th percentile of daily rainfall amount, respectively, over all the 100 years. For each class an annual time series is developed at each location of the frequency, and of the total precipitation, defined as the total precipitation on days when the percentile is exceeded.
Monotonic trends in the derived frequency and total precipitation for each station are identified using the Mann-Kendall (MK) test. In order to estimate the significance of the test statistic, taking into account the possibility of existence of serial correlations in data, the Block Bootstrap (BBS) method is applied.
Further, considering that low frequency climate variability due to natural sources may be present in the data, we explore frequency domain methods combined with spatial analysis techniques to assess whether there are coherent space-time climate variations that are detectable in the dataset, and whether these may have a relation to the well-known modes of climate variability such as the El Nino Southern Oscillation (ENSO) and North Atlantic Oscillation (NAO).
According to Yiou and Nogaj (2004) , heavy precipitation is associated with the positive NAO phase regime over Northern Europe, especially during the winter months. Southern Europe is believed to experience more extreme rainfall events during the negative NAO phase (Yiou and Nogaj, 2004; Hidalgo-Muñoz et al., 2011) . The period 1995-2004 was dominated by a positive NAO phase (Yiou and Nogaj, 2004 ) that could have generated more frequent extreme precipitation over Northern Europe. Given that this is towards the end of the time series, a simple trend analysis could be influenced by this persistent segment. The impact of the ENSO index on European precipitation is not as well established as that of the NAO. However, a number of existing studies conjecture that ENSO can extend its influence to the remote North Atlantic-European sector (Fraedrich and Larnder, 1993; Pozo-Vazquez et al., 2005; Brönnimann, 2007; Brönnimann et al., 2007) . Since the existence of a possible link between the North Atlantic-European climate and ENSO has important implications for seasonal forecasting in that region, the identification of such an influence from observations is also pursued.
Principal component analysis (PCA), multiple-taper method-singular value decomposition (MTM-SVD) and wavelet analysis are applied to investigate on the spatio-temporal structure of frequency and total precipitation extremes. The influence of NAO and ENSO is examined through the significance of the frequency spectra of the associated climate indices and the leading principal components (PCs) of each derived rainfall series analysed. Finally, the casual relations between ENSO and NAO climate indices and the leading PCs of extreme precipitation are explored by using a bivariate linear Granger causality test.
Data and methods

Data
Klein Tank et al. (2002) assembled long time series of daily temperature and precipitation data from European stations as part of the ECA dataset. This dataset has been updated and extended (Klok and Klein Tank, 2009 ) and now contains a total of 267 stations that have quality-controlled daily precipitation data from 1901 to 2006. Figure 1 shows the locations of stations used in the analysis. All stations were tested for homogeneity (Wijngaard et al., 2003) , and the results from this test show that 180 stations (70%) are considered to have consistent data; 26 (10%) are doubtful and 55 (20%) are suspect (i.e. did not pass the test). Having a large number of stations with homogeneous data makes the analysis proposed here more reliable. Unfortunately, most of stations are located in central Europe and Scandinavia, thus the results are dominated by characteristics related to those regions. Nonetheless, since large-scale meteorological systems determine extreme winter rainfall, some general considerations for all of Europe may be drawn.
The climate indices considered are the NAO, ENSO (Nino3.4), East Atlantic/Western Russia (EAWR), Pacific North America (PNA) and global surface temperature gradients, Equator to Pole gradient (EPG) and Ocean Land Contrast (OLC). The data used for the EPG and OLC calculations are monthly Northern Hemisphere data from the variance adjusted version of the Hadley Centre Climatic Research Unit temperature anomaly (HadCRUT), and are processed as described by Karamperidou et al. (2012) . The NAO index was obtained from the Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis data (Kalnay et al., 1996) . The Nino-3.4 index was obtained from Kaplan et al. (1998) and Reynolds et al. (2002) . The Nino3, EAWR, NAO and PNA monthly indices were downloaded from the KNMI Climate Explorer (http://climexp.knmi.nl). 
Methods
In order to investigate the space-time structure of extreme precipitation in Europe over the last century, for each of the derived precipitation series, a number of multivariate time and frequency domain methods were used. These methods are described in the following paragraphs.
Definition of statistics of extremes
As in Krishnamurthy et al.'s (2009) study, we consider, for each station and each winter season (October to March) of a generic year, two measures of extremes, frequency and total precipitation, defined, respectively, as the number of days in which the daily rainfall amount exceeds a threshold and the total precipitation on days when the threshold is exceeded.
A threshold is defined in terms of a fixed percentile of the daily rainfall amount series at the different stations, considering only days with non-zero rainfall. Thus, a time series of frequency at each location is computed as:
where t is the year, j the station, P ijt the rain on day i in year t at the location j and P * j is the rainfall threshold for station j; I() is an indicator function that takes the value 1 if the argument is true and 0 otherwise; Nd is the number of days of the winter season equal to 182. Correspondingly, the total precipitation time series is derived as
For each station, the number of non-zero precipitation events during each year was identified and the 90th (95th) percentile of this series estimated for each year. The median of these percentiles across all years was chosen as the threshold. This accounts for within year (percentiles year −1 ) and inter-annual variability (median across the percentile value) in the rainfall process.
In the past different criteria have been used to define extreme precipitation. Du et al. (2013a Du et al. ( , 2013b ) discuss several different criteria that have been proposed to define extreme precipitation. These include:
1. The absolute or arbitrary or fixed threshold method (Jones et al., 1999; Klein Tank and Können 2003; Bell et al., 2004) . 2. The standard deviation method (Henderson and Muller, 1997; Gong and Ho, 2004) , which considers events that exceed k-standard deviations from the long-term mean. 3. The percentile-based method (Xu et al., 2009; Huang et al., 2010; Kothawale et al., 2010; Li et al., 2010; Xu et al., 2011) , where the exceedance of a specified percentile of the empirical marginal distribution is used to define the event.
They indicate that while each may have some advantages and disadvantages, the percentile-based method is popular since it can be applied to a region with a heterogeneous climate. Du et al. (2013a Du et al. ( , 2013b propose to use the detrended fluctuation analysis (DFA) index of the multifractal DFA (MF-DFA) procedure (Kantelhardt et al., 2002) to obtain the long-range correlation of the variations in the time-varying data during a certain time. While this is an interesting approach it requires assuming that the time series follows a power law structure.
In our work, we have chosen to explore the time series structure of the data using spectral analysis and wavelet analysis, so that we can understand whether there are organized band limited variations in the data, and separately, we assess the monotonic trends in the series under simpler assumptions.
Trend and spatio-temporal analysis of the extreme precipitation
The well-known MK statistical test is used to identify monotonic trends following Krishnamurthy et al. (2009) . It is a rank-based test with no assumptions as to the underlying probability distribution, but it does assume independently and identically distributed random variables. The test statistic is computed based on pair wise comparison between sequential values of a series and is asymptotically normally distributed, independent of the distribution of the original series. A robust measurement of linear trend is calculated by using the nonparametric Sen's slope estimator (Sen, 1968) .
In order to estimate the significance of the test statistic, taking into account the possibility of existence of serial correlations in data, the BBS method is applied together with the MK-Sen slope procedure (Hipel and McLeod, 2005) . It is a robust and flexible technique that is as powerful as the most powerful parametric tests and requires few assumptions to be made about the data (Kundzewicz and Robson, 2004) . Önöz and Bayazit (2012) , exploring the power of BBS for a serially correlated sample, found that the rejection rate of the hypothesis of no trend approaches the nominal significance level if the block length of bootstrap samples is chosen properly. Here, we experimented with differented block lengths, ensuring that the block lengths are larger than the characteristic periods of variability of interest (corresponding to the large scale oscillation climate indices such as NAO and ENSO).
The spatial coherence of the detected trends and of common (spatio-temporal) modes of variability is explored next. Three separate approaches are used: (1) analysis of spatial correlation through the PCs of each field (90th and 95th frequency and corresponding total precipitation); (2) application of the frequency domain multiple-taper method-singular value decomposition (MTD-SVD) method and (3) application of wavelet analysis to the leading PCs of each field.
The frequency domain MTM-SVD approach ) is applied to assess the existence of low-frequency modes of large scale climate. The MTM method of spectral analysis (Thomson, 1982) relies on the assumption that climate modes are narrow band and evolve in a noise background that varies smoothly across frequency. The discrete Fourier spectrum of the time series at each individual station at a given frequency is first estimated and smoothed using K orthogonal Slepian tapers. An SVD analysis is then conducted at each Fourier frequency of a matrix with the columns representing the complex coefficients of the MTM spectrum for each of K tapers, and the rows representing each of the sites on which the MTM spectrum is computed. The resulting localized fractional variance (LFV) spectrum provides a measure of the distribution of variance across the orthogonal tapers by frequency. In this paper we used three 2 tapers for the analysis. If the spatial coherence is high across sites at a given frequency, the associated leading singular value explains a large fraction of the variance across sites. The significance levels for the null hypothesis that the size of the leading singular value is consistent with what may be expected by chance are computed by using a bootstrap method as suggested by Mann and Park (1999) . In order to confirm the findings obtained by MTM-SVD, wavelet analysis on the leading components from the PCA of each field is also carried out. MTM coherence and cross wavelet analysis are also used to verify the possible influence of well-established climate indices such as NAO, ENSO, EAWR, PNA and global temperature gradients, EPG and OLC.
Finally a bivariate linear Granger causality test (Granger, 1969 ) is applied to explore the strength of the causal relations between the climate indices found to be connected to the leading PCs of extreme precipitation from the previous analyses. Figure 2 shows the results of application of MK test to the annual series of frequency and total precipitation at each station location, for each of the time series. To check the significance levels of the calculated trends we carried out BBS with BBS of length of 5 and 10 years respectively with 1000 bootstrap samples. No appreciable differences in results were observed in the two cases. Thus, a BBS of length 5 years seems to cover any significant memory due to the influence of large scale climate modes such as NAO and/or ENSO. In evaluating the significance level of the trends for each field of data, we consider a two-tailed test for a hypothesis of no trend with a 95% interval from the BBS.
Results
Trend analysis
In Figure 2 , a plot of stations with significant positive (black circle) and negative (grey circle) trends is provided. Stations with no significant trend are indicated with a white circle. Table 1 shows that for the frequency of exceedance, at either the 90th or the 95th percentile thresholds, the number of stations with positive trends far exceeds those with negative trends. The results are similar for total precipitation. Positive trends in both frequency and amount occur mainly above 45 ∘ N and extend from Western Europe to Russia. At lower latitudes, for the few stations available in the dataset, significant negative trends for both total precipitation and frequency exceedance are evident. In Figure 3 , an example time series with a significant trend is shown. In such figure the plots with a smoothing window of 5 (dark grey), 8 (light grey) and 33 (black) years to highlight the nature of the inter-annual variability and the long-term trend are shown.
It is important to understand whether the increase in the last century, at a large number of locations, of total precipitation is due to the increasing trends in the frequency, the rainfall intensity of extreme events or both. In Table 2 , for each percentile, the number of significant and non-significant trends of rainfall intensity is shown as a function of the number of significant and non-significant trends of frequency and total precipitation. Here, intensity is defined as the ratio between the total annual precipitation exceeding the threshold and the number of such events. The same MK-BBS analysis is used for the intensity variable.
From Table 2 , the primary conclusion is that if the total precipitation trend is significant, it is very likely in all cases that the frequency trend is also significant, and a much smaller likelihood that the intensity trend is significant. Correspondingly, if the frequency trend is significant, the intensity trend is significant for a modest number of cases. Thus, we note that the trend in the total precipitation from extreme events appears to be predominantly related to changes in the frequency of extreme events exceeding the two thresholds and modestly due to changes in the average intensity of such events. The detailed results are as follows.
For the 90th percentile, we have 224 cases of which 112 are significant for frequency and total precipitation but only 46 for intensity. If the trend in frequency is not significant then only 8/112 of the intensity trends are significant, while if frequency is significant then in 38/112 cases the intensity trend is also significant. Essentially, if the frequency trend is not significant, so is the intensity trend. Thus, both frequency and intensity trends can be significant but two third of the cases are due to increased frequency trend. If the intensity trend is significant then in 82% of the cases the frequency trend was also significant, while when the intensity trend is not significant, in 42% of cases, frequency trends still are. In summary at the 90th percentile of daily rainfall, the story is dominated by an increase in event frequency than by the intensity of the typical extreme event.
For the 95th percentile the results are similar: if the frequency trend is significant intensity trend is significant in 28% of the cases and when the frequency trend is not significant the intensity trend is not significant in 92% of the cases.
When the total precipitation trend is significant, for both the values of percentiles, in more than 80% of the cases, intensity trend is also significant; however, in the cases in which the intensity trend is significant, the total precipitation trend is significant in only about 30% of these cases.
In conclusion we can affirm that the observed increasing trends in total precipitations are largely consistent with the increasing trends in frequency, and related to trends in intensity in only a minority of the cases. (black) years to highlight the nature of the inter-annual variability and the long-term trend.
Spatial coherence of the detected trends and common (spatio-temporal) modes of variability
To assess the potential spatial coherence of trends at the different locations, first, a PCA of the four fields (90th and 95th percentile frequency and total precipitation) is performed using the covariance matrix of the associated field. For each field, the first two leading PCs account for more than 30% of explained variance. The time series of PC1 for both frequency and total precipitation (not shown here for sake of brevity) shows a positive trend. The correlation pattern of the leading PC with station time series (seen in Figure 4 ) is clearest for frequency and indicates an underlying spatial structure, which extends from Western Europe to Eastern Russia. In order to confirm such underlying structure, the possible existence of common (spatio-temporal) modes of variability was investigated by MTM-SVD method.
For the MTM-SVD analysis in this study, the station time series of each field was first processed by removing the linear trend and then dividing by the standard deviation of the residuals from the trend. This normalization provides a common scaling across the station time series. In Figure 5 (a) and (b), the LFV spectra for each field is shown together with the 90 and 95% significance limits from a Monte Carlo procedure for significance testing as described by Rajagopalan et al. (1998) . For all the fields, the existence of common dominant spatio-temporal mode of variability can be seen at about 0.2 cycle year −1 , corresponding to periods of about 5 years. Furthermore in Figure 5 (b) a mode of variability of about 0.13 cycle year −1 , that is barely significant at the 90% level, is identified for both the percentiles of the total precipitation.
Wavelet analysis was also conducted on the leading components from the PCA of each field for the period 1940-2000. As for the MTM-SVD, the signals are detrended and standardized before performing the PCA. As shown in Figure 6 (a), for both the frequency fields (90 and 95 percentile), the wavelet spectrum of the leading PCA components shows the existence of significant periods ranging from 5 to 8 years, between the years 1955 and 1975 (inside the thick line in the figures). The highest power in the spectrum occurs for about the 5-year period. Figure 6 (b) shows the wavelet power spectrum of leading PCA components for total precipitation. The 8-year signal appears to be significant primarily between the years 1980 and 1995.
The results obtained by the three approaches described above show that fields of extremes (frequency and total precipitation) have spatially and temporally coherent variability suggesting a large scale underlying climate signal. Furthermore, the frequency and total precipitation of these events are modulated slightly differently for these two bands over the historical period. To our knowledge, this is the first exploration of the spatio-temporal structure of these specific precipitation extreme variables over Europe. While the results are internally consistent indicating activity in these two frequency bands from the MTM-SVD and the PCA-wavelet analysis, the underlying mechanism is not yet clear. We explore coherence between the signals identified and some well-known low frequency climate modes in the next section.
Consistency of PCs and climate indices spectra
An attempt to link the observed extreme precipitation modes of variability to the possible influence of well-established climate indices such as NAO, ENSO, EAWR, PNA and global temperature gradients, EPG and OLC (Jain et al., 1999; Knight et al., 2006; Karamperidou et al., 2012) is considered. All the series were de-trended linearly prior to analysis.
In Table 3 the significant frequencies in the MTM spectrum of NAO and ENSO and that of each field of precipitation extremes are compared for the first two PCs. All the frequencies in Table 3 refer to values above the 95% significant level as established from a red noise Monte Carlo test. From Table 3 we can see that the NAO index has high variance at a frequency centered around approximately 0.13 (cycle year −1 equivalent to about an 8-year period), while ENSO has a similar feature around 0.20 cycle year −1 (equivalent to about 5-year period). The NAO and ENSO bands that have significant variance overlap the corresponding bands in the spectrum of PC1 for 90th and 95th percentile frequency fields and for the PC2 of the total precipitation fields. To confirm and validate such findings, the wavelet power spectra for NAO and ENSO are analysed. From the wavelet spectrum in Figure 7 we see that the significant period for the NAO is equal to about 8 years, while for ENSO is about 5 years.
(a) (b) Figure 6 . Wavelet power spectrum of (a) first PCA for 90th percentile (top) and 95th percentile (bottom); (b) total precipitations 90th percentile (top) and 95th percentile (bottom). The coherence of the leading PCs with NAO and ENSO is explored through the cross wavelet spectra shown in Figures 8 and 9 . Figure 8 indicates that ENSO modulates both frequency and total precipitation around a 0.2 cycle year −1 . From Figure 9 it appears that NAO modulates frequency and total precipitation over a frequency band. In the top plot of Figure 9 (corresponding to the frequency of exceedance at the 90th percentile of daily rainfall), two significant peak of wavelet spectrum power are evident: the first one with a period centered around 8 years (0.13 cycles year −1 ) in the years from 1955 to 1975, and a second one between 1980 and 1995 with periods ranging from 5 to about 7 years. In the bottom plot of Figure 9 (corresponding to the 90th percentile of total precipitation), the only significant region of wavelet spectrum power occurs in the years from 1980 to 1995 and over a wide range of periods, from 4 to 8 years. The Cross wavelet spectrum between ENSO and NAO is shown in Figure 10 . Consistent with Figures 6(b) and 9, from Figure 10 it appears that there is significant activity in 1980-1995 across NAO and ENSO that may have determined the high power in precipitation intensity. Further research using controlled climate model experiments is needed to establish how the interaction between NAO and ENSO at these frequency bands is manifest as variability in extreme precipitation.
Granger causality
Having identified the possible NAO and ENSO influence on extreme precipitation frequency and total precipitation through frequency domain analyses, we explore the strength of the causal relations between the NAO and ENSO climate indices and the leading PCs of extreme precipitation by using a bivariate linear Granger causality test (Granger, 1969) in Table 4 . A '+' sign indicates that the climate index influences the leading PC component of extremes as established by an F-test at the 0.025 Figure 8 . Wavelet cross spectrum of ENSO and PC1 of frequency 90th percentile (top) and of ENSO and PC1 of total precipitation 90th percentile (bottom) (Morlet 6 wavelet).
significance level. The Granger causality test in Table 4 indicates that NAO influences the PC1 of frequency and PC2 of total precipitation. ENSO does not appear to have a direct influence on the leading PCs of extreme precipitation, but does influence the NAO. These results confirm the general agreement about the influence of NAO on winter precipitation pattern on large parts of Europe. Further, they show that the influence of ENSO on extreme precipitation is not direct; rather, it is via its influence on the NAO. The same procedure was applied to the other indices listed above. However, they did not show evidence for significant connections with extremes (results not shown).
Summary and discussion
There is compelling evidence for statistically significant trends for increasing frequency and total precipitation of exceedance of the 90th and 95th percentiles of daily rainfall in the October to March season over North and Western Europe, where station density (in our data) is highest. In addition, inter-annual variability in these variables appears to be organized around the 5-and 8-year periods.
The results show the existence of significant trend, during the last century, in both frequency and total precipitation of rainfall extreme events. These results agree with those for precipitation trends in the existing literature, previously cited in the introduction, for example, Karagiannidis et al. (2012), Klein Tank and Könen (2003) and Moberg and Jones (2005) .
An additional contribution of the present work in respect to those previously cited is the frequency domain analysis of the extremes and their tele-connections, which, to our knowledge, has not been carried out previously for extreme precipitation in Europe.
Multivariate methods for spectral analysis were used to identify possible signatures in the frequency and total precipitation of exceedance of the 90th and 95th percentiles of daily rainfall at approximately 5-and 8-year periods. The influence of NAO and ENSO is seen through the significance of the frequency spectra of the associated climate indices and the leading PC of each of the precipitation extreme series. The ENSO connection is prominent at a frequency of ∼0.2 cycles year −1 (5-year period). NAO influences precipitation over a band with a peak at ∼0.2 and ( at a minor level of significance) ∼0.13 cycles year −1 (8-year period). Wavelet coherence analysis confirms this assertion. The first peak seems consistent with the results of the Granger Causality test, which indicated that the influence of ENSO on rainfall extremes is not direct; rather, it is indirect, via the NAO. The second one may be attributed to the decadal component of the NAO. Lee et al. (2011) pointed out that the winter storm-track is known to be related to weather and short-term climate variability over the extra tropics of the Northern Hemisphere during the cold season and that there is considerable inter-annual to inter-decadal variability driven by tropical heating. The results found for the ENSO and NAO indices do agree with this and show a relationship increases in frequency and total precipitations of extremes. According to Rodríguez-Puebla et al. (2001) , the most influential indices for winter precipitation were the NAO and the EAWR pattern, with coherent oscillations at about 8 years between precipitation and the NAO. Haylock and Goodess (2004) found that extreme rainfall is generally not as spatially coherent as mean rainfall and suggested that the observed trend in the NAO has strongly contributed to the observed trends, but not EAWR. From the Granger causality test, as well as from the wavelet cross-spectra we see a hint that the ENSO influence on precipitation extremes over Europe may be manifest through its modulation of the NAO effects. Essentially, these relate to the modulation of the winter jet stream and the associated eddies. Consequently, we recommend that analyses of GCM-based projections of future changes in precipitation extremes consider at least the following performance metrics:
1. the ability of the model to reproduce the historical frequency and intensity of ENSO and NAO, and of their modulation of the jet stream location and strength, as well as eddy coupling; 2. the relationship between the persistence and intensity of extreme precipitation in Northern Europe, and regional atmospheric circulation patterns in the model; 3. the projected changes in ENSO, NAO and jet stream dynamics, and their implication for changes in the nature of extreme precipitation; 4. The historical trends in the frequency and intensity of the extreme daily rainfall, including their spatio-temporal structure in the models relative to the record.
The severity of extreme floods is related to the frequency and intensity of extreme daily rainfall events. Planning for non-stationary conditions and for climate change adaptation is crucial to develop a good financial risk portfolio management, and it needs to incorporate both secular variations and quasi-periodic or regime-like variations, especially when they can be identified by observable climate indicators.
