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Let S → C be a smooth projective surface with numerically trivial canonical bundle fibered onto a curve.
We prove the multiplicativity of the perverse filtration with respect to the cup product on H∗(S[n],Q) for
the natural morphism S[n] → C(n). We also prove the multiplicativity for five families of Hitchin systems
obtained in a similar way and compute the perverse numbers of the Hitchin moduli spaces. We show that
for small values of n the perverse numbers match the predictions of the numerical version of the de Cataldo-
Hausel-Migliorini P =W conjecture and of the conjecture by Hausel, Letellier and Rodriguez-Villegas.
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1. Introduction
1.1. Non-abelian Hodge theory and the P = W conjecture. Given any smooth complex projective
varietyX and any algebraic reductive groupG, there are two natural moduli spaces associated with them, the
moduli of Higgs G-bundles MD and the character varietyMB. Simpson proved that these moduli spaces are
algebraic varieties, and that they are canonically diffeomorphic to each other. The diffeomorphism induces a
canonical identification of the cohomology of these moduli spaces. The algebraicity endows the cohomology
The author was partially supported by NSF grant DMS-1301761.
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groups with mixed Hodge structures. Furthermore, the moduli of Higgs bundle carries a proper Hitchin map
to an affine space, so that the rational cohomology H∗(MD) is endowed with the Leray filtration and with
the perverse (Leray) filtration. Under the canonical isomorphism, one may compare the filtrations mentioned
above. One remarkable result is in [6], where de Cataldo, Hausel and Migliorini considered the case when
X is any curve with genus g ≥ 2 and G = GL(2,C). They proved that, via the non-abelian Hodge theorem,
the perverse filtration P on H∗(MD) for the Hitchin map equals the mixed Hodge theoretic weight filtration
W on H∗(MB); they proved that P = W. There are numerous and diverse Hitchin-type moduli spaces MD
that come with natural Hitchin-type maps h : MD → A and which have corresponding (twisted) character
varieties MB. It is implicitly conjectured in [5] and [6] that the P = W phenomenon appears whenever the
non-abelian Hodge theory holds.
Conjecture 1.1 (The P =W conjecture). Under the canonical isomorphism between the cohomology groups
predicted by non-abelian Hodge theory, the perverse filtration and the weight filtration correspond to each
other.
It had known previously that the weight filtration in mixed Hodge structure is multiplicative with respect to
the cup product, which means ∪ :WkHi ×WlHj →Wk+lHi+j . The perverse filtration is not multiplicative
in general, even for proper maps between smooth projective varieties. So one key step in [6] is to establish
that the perverse filtration is also multiplicative.
This paper is devoted to prove that for five special families of Hitchin moduli spaces, the perverse filtrations
on the rational cohomology are multiplicative with respect to the cup product. By using the same method,
we can also prove the multiplicativity of perverse filtration on the cohomology groups of Hilbert schemes of
points on elliptic K3 surfaces defined by the natural elliptic fibration.
1.2. Perverse filtration. In this section, we define the perverse filtration on the cohomology group defined
by maps between algebraic varieties. We follow the convention in [6]. We always work with varieties over
the field of complex numbers C. All cohomology groups have rational coefficients.
A sheaf F on a variety Y is constructible if there is a finite partition Y = ⊔Yi into locally closed smooth
subvarieties such that each F|Yi is a local system of Q-vector spaces. A constructible complex K on a
variety Y is a bounded complex of sheaves whose cohomology sheaves Hi(K) are all constructible. Denote by
Dbc(Y ) the derived category of constructible complexes. The perverse truncation with the middle perversity
is denoted by pτ≤p. Given K ∈ Dbc(Y ), we have a sequence of truncated complexes
· · · → pτ≤p−1K → pτ≤pK → pτ≤p+1K → · · · → K,
where pτ≤pK = 0 for p≪ 0 and pτ≤pK = K for p ≫ 0. The perverse filtration P on the hypercohomology
H∗(Y,K) is defined as
PpH
∗(Y,K) := Im {H∗(Y, pτ≤pK)→ H∗(Y,K)} .
Let f : X → Y be a proper morphism between smooth quasi-projective varieties. The defect of the semis-
mallness is defined to be r(f) := dimX ×Y X − dimX . Denote by Rf∗ the derived push-forward functor.
Then H∗(X,Q) = H∗(Y,Rf∗QX) is naturally endowed with a perverse filtration. For the purpose of this
paper, we want the perverse filtration to be of the type [0, 2r(f)], i.e. P−1 = 0 and P2r(f) = H
∗(X ;Q). To
achieve this, we define
PpH
∗(X ;Q) := PpH
∗−dimX (Y,Rf∗QX [dimX ]) .
Remark 2.1.3 of [3] shows that the perverse filtration defined above is of the type [−r(f), r(f)], so a shifting
by r(f) leads to our definition of geometric perverse filtration, which will be used throughout the paper.
Definition 1.2 ([6] 1.4.1). Let f : X → Y be a proper morphism between smooth quasi-projective varieties.
Let r(f) = dimX ×Y X − dimX be the defect of semismallness. Define the geometric perverse filtration as
PpH
d(X ;Q) := Im
{
Hd−dimX+r(f) (Y, pτ≤pRf∗QX [dimX − r(f)])→ Hd(X,Q)
}
,
where the pτ≤p is the truncation functor of the standard perverse t-structure. The filtration is of the type
[0, 2r(f)]. Let
GrPp H
d(X ;Q) := PpH
d(X ;Q)/Pp−1H
d(X ;Q).
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The perverse filtration is multiplicative with respect to the cup product if the following condition holds for
any integer p, q, i, j.
PpH
i(X ;Q) ∪ PqHj(X ;Q)→ Pp+qHi+j(X ;Q).
Definition 1.3. Let f : X → Y as before. Given a cohomology class 0 6= α ∈ H∗(X), define the perversity
of α, denoted as p(α), to be the integer such that α ∈ Pp(α)H∗(X) and α 6∈ Pp(α)−1H∗(X). By our choice of
perversity, the function p takes value in the interval [0, 2r(f)]. Define p(0) = −∞. We say that the perverse
filtration is multiplicative with respect to cup product if and only if for any two classes α, β ∈ H∗(X), one
has p(α ∪ β) ≤ p(α) + p(β).
Definition 1.4. Let f : X → Y as before. A perverse decomposition for Rf∗QX is an isomorphism in
Dbc(Y )
Rf∗QX [dimX − r(f)] ∼=
2r(f)⊕
i=0
Pi[−i],
where Pi are suitable perverse sheaves. In particular, we have
PpH
∗(X ;Q) = H
(
p⊕
i=0
Pi[−i]
)
and
GrPp H
∗(X ;Q) = H∗ (Pp[−p]) .
We will use the perversity function p for a cohomology class α ∈ H∗(X) without mentioning the map X → Y
when no confusion arises. We say the perversity of α for p(α). To simplify notation, we say the perverse
decomposition for the map f : X → Y for the perverse decomposition for Rf∗QX . We say the perverse
filtration for the map f : X → Y for the perverse filtration on the cohomology group H∗(X ;Q) defined by
the map f : X → Y .
Example 1.5. We give an example of map between varieties such that the perverse filtration is not multi-
plicative. Let f : X → Y = P3 be the blowing-up at point o. Let E ∼= P2 be the exceptional divisor. Then
r(f) = 4− 3 = 1 and we have the perverse decomposition
Rf∗QX [2] = {Qo} ⊕ {QY [3]} [−1]⊕ {Qo} [−2].
Then we have P0H
∗(X ;Q) = H∗(Qo) = QE and Gr
P
2 H
∗(X ;Q) = H∗(Qo[−2]) = QHE , where HE is the
generator of H2(E). Note that E2 = −HE in H∗(X ;Q). So p(E ∪ E) = 2 > 0 = p(E) + p(E).
Definition 1.6. Let f : X → Y be as before. A basis α1, · · · , αk of cohomology group H∗(X ;Q) is filtered
with respect to the perverse filtration if the following property holds for any 0 ≤ p ≤ 2r(f).
PpH
∗(X) = Span {αi | p(αi) ≤ p, 1 ≤ i ≤ k}.
1.3. Main Results. In this paper, we study a beautiful and classical class of Hitchin systems h :MD → A.
They are five families of moduli spaces of parabolic Higgs bundles over P1 with marked points, labeled
by the affine Dynkin diagrams A˜0, D˜4, E˜6, E˜7 and E˜8. In this setting, Theorems 4.1 and 5.1 in [10]
states that these MD are the Hilbert schemes S
[n] of n-points of five distinct smooth algebraic elliptically
fibered surfaces f : S → A1. There are, for each of the five surfaces and for each n ≥ 1, Hitchin maps
h : MD = S
[n] → An, hence a perverse filtration P on the cohomology groups H∗(MD). The construction
of Hitchin map h is analogous to the one that starts with an elliptic K3 surface f : S → P1 and yields the
natural map h : S[n] → Pn. The Main result of the paper is the multiplicativity of these perverse filtrations.
Theorem 1.7 (Theorem 5.6). For the five families of Hitchin systems defined in section 5.1, the perverse
filtration on the rational cohomology H∗(MD;Q) defined by the map h :MD → A is multiplicative.
In the proof, we develop a systematic framework to describe the perverse filtration on H∗(MD) in terms of
the one on H∗(S) defined by the map S → A1. We use the decomposition theorem of Beilinson-Bernstein-
Deligne-Gabber [1] as our main tool to decompose Rf∗QS . By using the explicit geometry, we pick a very
special basis of H∗(S) which is filtered respect to the perverse filtration, and use it to produce a filtered basis
of H∗(MD). The key step is the determination of the precise perversity of the class of the small diagonals
in the product Sn; the general bounds for these perversities are too weak for the problem, and we have to
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improve upon them by using the special geometry. The description of Lehn in [15], of the cohomology ring
of H∗(S[n]) is a key ingredient in our approach. Since MD is not compact, we prove that it is also valid for
all the moduli spaces MD we are working with.
By using similar techniques, we may also prove the multiplicativity of perverse filtration for Hilbert schemes
of projective surfaces with numerically trivial canonical bundle. In fact, one can start with any smooth
quasi-projective surfaces f : S → C fibered over a curve and obtain a map f [n] : S[n] → C(n), where C(n) is
the n-th symmetric product of C. In this case, since we don’t have explicit description of the map, we have
to use the “relative” Hodge-Riemann bilinear relations, due to de Cataldo and Migliorini [3], to “calculate”
the perverse filtration and to produce special basis for the cohomology groups which are adapted to our
problem. We have the following result.
Theorem 1.8 (Theorem 4.18). Let f : S → C be a surjective morphism from a smooth projective surface with
numerically trivial canonical bundle to a smooth projective curve. Then the perverse filtration of H∗(S[n];Q)
defined by the morphism f : S[n] → C(n) is multiplicative, namely, we have
PpH
∗(S[n];Q) ∪ Pp′H∗(S[n];Q) ⊂ Pp+p′H∗(S[n];Q).
As a byproduct of our formalism, we can prove that if there is a pair of smooth surfaces SP and SW , such that
the perverse filtration (defined by some proper map h : SP → A1) on the cohomology H∗(SP ) corresponds
naturally to the weight filtration in the mixed Hodge structure on the cohomology of H∗(SW ), then this
correspondence induces an identification between the perverse filtration on H∗(S
[n]
P ) and the weight filtration
on H∗(S
[n]
W ). This generalizes [5] Theorem 4.1.1.
There is a numerical version of the P = W conjecture, namely instead of requiring the filtrations to corre-
spond via the non-abelian Hodge theorem, one only requires the dimensions of the graded pieces to be the
same. Conjectures in [7] and [11] predict the perverse numbers and mixed Hodge numbers for the moduli of
parabolic Higgs bundles over curves with marked points and the corresponding character varieties. In our
five families of Hitchin systems, we compute the perverse filtration explicitly, and also the perverse numbers.
Theorem 1.9 (Theorem 5.11). Let f : S → A1 be the n = 1 case of the five families of Hitchin systems
defined in section 5.1. Denote the perverse numbers by pi,jn = dimGr
P
i H
j(S[n]). Let the perverse Poincare´
polynomial be Pn(q, t) =
∑
i,j p
i,j
n q
itj. Then in the A˜0 case, the generating series is
∞∑
n=0
snPn(q, t) =
∞∏
m=1
(1 + smqmt2m−1)2
(1− smqm−1t2m−2)(1 − smqm+1t2m) .
In the other four cases D˜4, E˜6, E˜7 and E˜8, the generating series are
∞∑
n=0
snPn(q, t) =
∞∏
m=1
1
(1− smqm−1t2m−2)(1 − smqmt2m)k(1− smqm+1t2m)
where k is an integer defined in Proposition 5.4.
Using the explicit description of the corresponding character varieties for n = 1 in [9], we prove the full
version of the P = W conjecture for S → A1 in each of our five cases. For n ≥ 2, little is known about the
corresponding character varieties. However, there are conjectures concerning the shape of the filtration W
on H∗(MB) in [11]. Mathematica computations show that for small n, the perverse numbers obtained in
our theorem match the conjectural mixed Hodge numbers in [11].
Acknowledgements. I am grateful to my advisor Mark de Cataldo who suggested to me this project and
explained the Hodge-theoretic interpretation of the decomposition theorem to me. I thank Dingxin Zhang
for discussion on numerous technical details. I thank Lie Fu for discussions on the diagonal in the Cartesian
product of K3 surfaces, which motivated my estimation of the perversity of diagonals. I thank Zhiwei Yun
for pointing out an inaccuracy in an earlier version of the paper. I thank Luca Migliorini, Jingchen Niu,
Carlos Simpson, Qizheng Yin and Letao Zhang for useful conversations. I would also like to thank the referee
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2. Functoriality of the perverse filtrations
In this chapter we prove that external tensor products, symmetric products and alternating products of
perverse sheaves are perverse. We also show we may describe the perverse filtrations for fn : Xn → Y n and
f (n) : X(n) → Y (n) in terms of the perverse filtration for f : X → Y . We use terms “perversity”, “perverse
decomposition”and “perverse filtration” under the convention defined in section 1.2.
2.1. External tensor product.
Proposition 2.1. Let f1 : X1 → Y1, f2 : X2 → Y2 be two proper morphisms between smooth quasi-projective
varieties. Let r(f) denote the defect of semismallness of f defined in section 1.2. Let Fi and Gj be suitable
perverse sheaves and
Rf1,∗QX1 [dimX1 − r(f1)] ∼=
2r(f1)⊕
i=0
Fi[−i],
Rf2,∗QX2 [dimX2 − r(f2)] ∼=
2r(f2)⊕
j=0
Gj [−j]
be the perverse decompositions for map f1, f2, respectively. Then
R(f1 × f2)∗QX1×X2 [dimX1 ×X2 − r(f1 × f2)] ∼=
⊕
i,j
Fi ⊠ Gj [−i− j]
is a perverse decomposition for the proper map f1×f2 : X1×X2 → Y1×Y2. In particular, for α1 ∈ H∗(X1),
α2 ∈ H∗(X2), we have p(α1 ⊗ α2) = p(α1) + p(α2), where α1 ⊗ α2 is viewed as a cohomology class in
H∗(X1 ×X2), and the perverse filtration is defined by the map f1 × f2 : X1 ×X2 → Y1 × Y2.
Proof. We first check that r(f1 × f2) = r(f1) + r(f2). In fact, by the universal property of fibered product,
we have
(X1 ×X2)×(Y1×Y2) (X1 ×X2) = (X1 ×Y1 X1)× (X2 ×Y2 X2).
So
r(f1 × f2) = dim(X1 ×X2)×(Y1×Y2) (X1 ×X2)− dimY1 × Y2
= dimX1 ×Y1 X1 + dimX2 ×Y2 X2 − dim Y1 − dimY2
= r(f1) + r(f2).
To prove the isomorphism, it suffices to note that f1, f2 and f1 × f2 are all proper, so Rf∗ = Rf!. By the
Ku¨nneth formula (see exercise II.18 of [13]), we have
R(f1 × f2)∗QX1×X2 [dimX1 + dimX2 − r(f1)− r(f2)]
= R(f1 × f2)∗QX1 ⊠QX2 [dimX1 + dimX2 − r(f1)− r(f2)]
= Rf1,∗QX1 [dimX1 − r(f1)]⊠Rf2,∗QX2 [dimX2 − r(f2)]
∼=
⊕
i,j
Fi ⊠ Gj [−i− j]
By Proposition 10.3.6 (i)(ii) of [13], the external tensor product Fi ⊠ Gj is perverse. Therefore this gives a
perverse decomposition. To check the perversity is additive with respect to tensor product is basically by
definition as follows. Let p1 = p(α1), p2 = p(α2). Recall that by definition of geometric perversity, we have
α1 ∈ H
⊕
i≤p1
Fi[−i]
 , α2 ∈ H
⊕
j≤p2
Gj [−j]

So
α1 ⊗ α2 ∈H
 ⊕
i≤p1,j≤p2
Fi ⊠ Gj [−i− j]

⊂H
 ⊕
i+j≤p1+p2
Fi ⊠ Gj [−i− j]

=Pp1+p2H
∗(X1 ×X2)
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This shows that p(α1 ⊗ α2) ≤ p(α1) + p(α2). On the other hand, p(αk) = pk means that αk 6= 0 ∈
GrPpk H
∗(Xk). So
0 6= α1 ⊗ α2 ∈ GrPp1 H∗(X1)⊗GrPp2 H∗(X2) ⊂ GrPp1+p2 H∗(X1 ×X2)
This shows that p(α1 ⊗ α2) = p(α1) + p(α2). 
Corollary 2.2. Let f : X → Y be a proper map between smooth quasi-projective varieties. Then the perverse
filtration for the product map fn : Xn → Y n can be described as
PpH
∗(Xn;Q) = Span{α1 ⊗ · · · ⊗ αn | p(α1) + · · ·+ p(αn) ≤ p},
where αi ∈ H∗(X ;Q) for i = 1, · · · , n.
2.2. Symmetric and alternating product. In this section, we give an explicit description of the Sn-
action on the n-fold external tensor product of a bounded complex, where Sn is the symmetric group of n
elements. We use the action to define the symmetric product in derived category of constructible sheaves,
and show that the symmetric product of a perverse sheaf is still perverse. Our method is similar to the one
in [17]. Let X(n) = Xn/Sn denote the n-th symmetric product of X .
Definition 2.3. LetK•i be a bounded complex of constructible sheaves on a complex quasi-projective variety
Xi, for 1 ≤ i ≤ n. Then the n-fold external tensor product ⊠ni=1K•i on
∏n
i=1Xi is defined as follows.
(1) The j-th component is
⊕
∑
ki=j
⊠
n
i=1K
ki
i .
(2) The differential is
∑n
i=1 (−1)k1+···+ki−1di on the summand ⊠ni=1Kkii , where di is induced by the
differential of Ki.
Definition 2.4. Let K•i and Xi as above. Then there is a natural Sn-action on ⊠
n
i=1K
•
i by:
σ# : ⊠ni=1K
•
i
∼−→ σ∗
(
⊠
n
i=1K
•
σ(i)
)
which is defined, for mi ∈ Kpii , by
⊠
n
i=1mi 7→ (−1)ν(σ,p)σ∗
(
⊠
n
i=1mσ(i)
)
where ν(σ, p) =
∑
i<j,σ(j)<σ(i) pipj.
Definition 2.5. Let X be a complex quasi-projective variety. Let q : Xn → X(n) be the quotient map.
For a bounded complex of constructible sheaves K on X , we define the symmetric product and alternating
product as
K(n) =
(
Rq∗K
⊠n
)Sn
K{n} =
(
Rq∗K
⊠n
)sign−Sn
where
(−)Sn = 1
n!
∑
σ∈Sn
Rq∗(σ
#)
is the symmetrizing projector and
(−)sign−Sn = 1
n!
∑
σ∈Sn
(−1)sign(σ)Rq∗(σ#)
is the alternating projector. Here we use the fact that Sn acts trivially on X
(n).
Remark 2.6. By [16] (1.1), we have the following canonical isomorphisms.
H∗(X(n),K(n)) = H∗(Xn,K⊠n)Sn =
⊕
i+j=n
SymiHeven(X,K)
⊗ j∧
Hodd(X,K)
H∗(X(n),K{n}) = H∗(Xn,K⊠n)sign−Sn =
⊕
i+j=n
i∧
Heven(X,K)
⊗
SymjHodd(X,K)
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Furthermore, we have
(K[a])(n) =
{
K(n)[na] if a is even.
K{n}[na] if a is odd.
Proposition 2.7. Let P be a perverse sheaf on X. Let q : Xn → X(n) be the quotient map. Then P(n) and
P{n} are perverse sheaves on X(n).
Proof. By Proposition 2.1, P⊠n is perverse. Since the map q : Xn → X(n) is finite, Rq∗K⊠n is perverse ([1]
Corollaire 2.2.6 (i) ). It suffices to prove that the invariant part and the alternating part under the Sn-action
are both perverse. By the definition of the projectors, we have
(Rq∗P⊠n)Sn → Rq∗P⊠n → (Rq∗P⊠n)Sn
(Rq∗P⊠n)sign−Sn → Rq∗P⊠n → (Rq∗P⊠n)sign−Sn
where both compositions are the identity. This means that (Rq∗P⊠n)Sn and (Rq∗P⊠n)sign−Sn are both
direct summands of Rq∗P⊠n in the bounded derived category of constructible sheaves. The proposition
holds due to the following lemma. 
Lemma 2.8. Let P be a perverse sheaf on X. Suppose that P = K ⊕ K ′ holds in Dbc(X), the bounded
derived category of constructible sheaves. Then K is perverse.
Proof. The cohomology sheaf satisfies HiP = HiK ⊕ HiK ′. Therefore Supp HiK ⊂ Supp HiP , and thus
dimSupp HiK ≤ dimSupp HiP ≤ −i. This proves the support condition (4.0.1’) in [1]. Noting that
P∨ = K∨ ⊕ (K ′)∨, the cosupport condition follows similarly. 
2.3. Perverse filtration of symmetric products. In this section, we show that the perverse filtration
for a symmetric product a morphism f (n) : X(n) → Y (n) is compatible with the perverse filtration of the
corresponding cartesian product fn : Xn → Y n. We also use the symmetric product and the alternating
product for perverse sheaves to give a perverse decomposition for the symmetric product of maps.
Lemma 2.9. Let X be a smooth quasi-projective variety. Let q : Xn → X(n). Let Ki ∈ Dbc(X), i = 1, · · · , n.
Then Sn acts on
K˜ =
⊕
σ∈Sn
Kσ(1) ⊠ · · ·⊠Kσ(n)
as an endomorphism. Furthermore, (Rp∗K˜)
Sn ∼= Rp∗(K1⊠ · · ·⊠Kn). More generally, let k = (k1, · · · , km)
be a m-tuple with k1 + · · ·+ km = n. Let
Sk := {σ : [n]→ [m] | |f−1(i)| = ki},
where [n] denotes the set {1, · · · , n}. Let qk : X(k1) × · · ·X(km) → X(n) be the natural map. Then Sn acts
on
K˜k :=
⊕
σ∈Sk
Kσ(1) ⊠ · · ·⊠Kσ(n),
and we have
(Rq∗K˜k)
Sn ∼= Rqk,∗(K(k1)1 ⊠ · · ·⊠K(km)m ).
Similarly, for the alternating part we have
(Rq∗K˜k)
sign-Sn ∼= Rqk,∗(K{k1}1 ⊠ · · ·⊠K{km}m ).
Proof. Note that Sn acts on K˜ by permuting the direct summands (up to sign). The invariant part of the
push-forward is determined by any one of its summands. 
Proposition 2.10. Let X be a smooth quasi-projective variety. Let q : Xn → X(n) be the natural quotient
map. Let K = ⊕mi=1Ki ∈ Dbc(X). Then we have the expansion
K(n) ∼=
⊕
k
Rqk,∗(K
(k1)
1 ⊠ · · ·⊠K(kn)n ).
and
K{n} ∼=
⊕
k
Rqk,∗(K
{k1}
1 ⊠ · · ·⊠K{kn}n ).
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Proof. By Lemma 2.9, we have
K(n) = (Rq∗K
⊠n)Sn
=
Rq∗ ⊕
1≤i1,··· ,in≤m
Ki1 ⊠ · · ·⊠Kin
Sn
=
(
Rq∗
⊕
k
K˜k
)Sn
=
⊕
k
(
Rq∗K˜k
)Sn
=
⊕
k
Rqk,∗
(
K
(k1)
1 ⊠ · · ·⊠K(km)m
)
.

Lemma 2.11. Let f : X → Y be a proper morphism between smooth quasi-projective varieties. We have
the following commutative diagram
Xn X(n)
Y n Y (n)
q
fn f(n)
q
Let K ∈ Dbc(X), then Rf (n)∗ K(n) ∼= (Rf∗K)(n).
Proof.
(Rf∗K)
(n) ∼=
(
Rq∗(Rf∗K)
⊠n
)Sn ∼= (Rq∗Rf∗K⊠n)Sn
∼=
(
Rf
(n)
∗ Rq∗K
⊠n
)Sn ∼= Rf (n)∗ (Rq∗K⊠n)Sn ∼= Rf (n)∗ K(n).

Proposition 2.12. Let f : X → Y be a proper morphism between smooth quasi-projective varieties. Let
Rf∗QX [dimX − r(f)] ∼=
2r(f)⊕
i=0
Pi[−i]
be the perverse decomposition, where Pi are perverse sheaves on Y . Then the perverse decomposition of the
map f (n) : X(n) → Y (n) is given as follows. When dimX − r(f) is even, then
Rf
(n)
∗ QX(n) [n(dimX − r(f))]
∼=
⊕
k
Rqk,∗
(
P(k0)0 ⊠ (P1[−1])(k1) ⊠ · · ·⊠ (P2r(f)[−2r(f)])(k2r(f))
)
∼=
⊕
k
Rqk,∗
(
P(k0)0 ⊠ P{k1}1 ⊠ · · ·⊠ P
(k2r(f))
2r(f)
)− 2r(f)∑
i=0
iki
 .
When dimX − r(f) is odd, then
Rf
(n)
∗ QX(n) [n(dimX − r(f))]
∼=
⊕
k
Rqk,∗
(
P{k0}0 ⊠ (P1[−1]){k1} ⊠ · · ·⊠ (P2r(f)[−2r(f)]){k2r(f)}
)
∼=
⊕
k
Rqk,∗
(
P{k0}0 ⊠ P(k1)1 ⊠ · · ·⊠ P
{k2r(f)}
2r(f)
)− 2r(f)∑
i=0
iki
 .
Proof. By the canonical isomorphism (QX)(n) = QX(n) , Remark 2.6 and Lemma 2.11, we have
Rf
(n)
∗ QX(n) [n(dimX − r(f))] =
{
(Rf∗QX [dimX − r(f)])(n) if dimX − r(f) is even.
(Rf∗QX [dimX − r(f)]){n} if dimX − r(f) is odd.
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Then we use Proposition 2.10 to obtain the isomorphism. Using Proposition 2.1, Proposition 2.7 and the
fact that the projection qk is finite, we know this isomorphism is indeed a perverse decomposition. 
Although the perverse decomposition for the symmetric product is somewhat complicated, the perverse
filtration is much simpler. It is compatible with the one for the cartesian product as one may expect. To see
this, we need the following lemma.
Lemma 2.13. Let f : X → Y be a proper morphism between smooth quasi-projective varieties. Then
pτ≤p
(
(Rf∗QX)
(n)
)
=
(
Rq∗
(
pτ≤p(Rf∗QX)
⊠n
))Sn
Proof. Note that the Sn-invariant part is a direct summand, so it commutes with the functor
pτ≤p. Fur-
thermore, the quotient map q is finite, hence Rq∗ is t-exact. 
Proposition 2.14. Let f : X → Y be a proper morphism between smooth quasi-projective varieties. Under
the isomorphism
H∗
(
X(n)
)
= (H∗(Xn))Sn ,
the perverse filtration can be identified as
PpH
∗
(
X(n)
)
= (PpH
∗(Xn))
Sn ,
where the perversity on the right side is defined for the map fn : Xn → Y n.
Proof. By Lemma 2.11 and Lemma 2.13 , we have
pτ≤pRf
(n)
∗ QX(n) =
pτ≤p(Rf∗QX)
(n)
=
(
Rq∗
pτ≤p(Rf∗QX)
⊠n
)Sn
.
After taking cohomology, we have
PpH
∗(X(n)) = H
(
Y (n), pτ≤pRf
(n)
∗ QX(n)
)
= (PpH
∗(Xn))Sn .
So the result follows. 
3. Perversity of the diagonal
We will prove a technical result about the diagonal embedding, which is true for any smooth projective
variety. The result is crucial in the proof of the multiplicativity of the perverse filtration for Hilbert schemes
of smooth projective surfaces. In fact, by using Lehn’s description of ring structure of Hilbert scheme of
surfaces with numerically trivial canonical bundle, the perversity estimation of the diagonals is equivalent
to the multiplicativity of perversity filtration for the Hilbert schemes.
3.1. Filtered basis for cohomology groups. We choose and fix a basis for the cohomology group with
the following properties, which is crucial in the perversity estimation of the diagonal embedding.
Proposition 3.1. Let f : X → Y be a morphism between projective varieties. Let k(p, d) = dimGrPp Hd(X).
There exists an Q-basis
B = {βdp,i | 0 ≤ d ≤ 2 dimX, 0 ≤ p ≤ 2r(f), 1 ≤ i ≤ k(p, d)} ⊂ H∗(X)
with the following properties:
(1) βdp,i ∈ PpHd(X). {βdp,1, · · · , βdp,k(p,d)} is a basis of GrPp Hd(X), where βdp,i is the image of βdp,i under
the natural quotient map PpH
d(X)→ GrPp Hd(X).
(2) The basis B is signed orthonormal in the following sense.
〈βdp,i, βd
′
p′,j〉 =
{
±1 d+ d′ = 2dimX, p+ p′ = 2r(f) and i = j,
0 otherwise.
where −1 can only appear when d = d′ = dimX, p = p′ = r(f) and i = j.
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In particular, if A = {αdp,i} is the dual basis of B with respect to the Poincare´ pairing, then we have
p(αdp,i) + p(β
d
p,i) = 2r(f).
To prove Proposition 3.1, we need the following two results.
Lemma 3.2 ([3] Version 1, Lemma 2.9.1). Let f : X → Y be a proper map between smooth projective
varieties. The Poincare´ paring
PpH
d(X)× Pp′H2 dimX−d(X)→ Q
is trivial for p+ p′ < 2r(f).
Proof. Denote by Dbc(Y ) the bounded derived category of constructible sheaf on Y . Let ǫ : Rf∗QX [n] →
D(Rf∗QX [n]) be the duality ismorphism. For every d, the map ǫ defines the non-degenerate Poincare´ pairing∫
X
: Hd(X)×H2 dimX−d(X)→ Q.
So to prove the pairing is trivial, it suffices to prove that the following composition is 0:
pτ≤p−r(f)Rf∗QX [n]→ Rf∗QX [n] ǫ−→ D (Rf∗QX [n])→ D(pτ≤p′−r(f)Rf∗QX [n]).
By our choice of geometric perversity, the dualizing functor D satisfies
D
(
Dbc(Y )
≤p′−r(f)
)
⊂ Dbc(Y )≥r(f)−p
′
.
By the axioms of a t-structure, Hom(Dbc(Y )
≤p−r(f), Dbc(Y )
≥r(f)−p′) = 0, since p− r(f) < r(f) − p′. So the
composition is 0. 
Lemma 3.3. The pairing induced by the Poincare´ pairing
GrPp H
d(X)×GrP2r(f)−pH2n−d(X)→ Q
is non-degenerate.
Proof. By Lemma 3.2, the pairing is well-defined. The non-degeneracy is due to Theorem 2.1.4 and Corollary
2.1.8 of [3]. 
Proof of Proposition 3.1. Denote Bdp = {β ∈ B | p(β) = p, β ∈ Hd(X)}. We construct Bdp using a Gram-
Schmidt type argument. We perform the construction inductively in the lexicographical order of pairs (p, d).
Induction base: for (p, d) ≺ (r(f), dimX), pick any basis of GrPp Hd(X), and lift them to get Bdp . For
(p, d) = (r(f), dimX), by Lemma 3.3, the self-intersection form is nondegenerate, so we may pick a basis
such that the intersection matrix is diagonal and has only ±1 on the diagonal. Denote any lift of this basis
by BdimXr(f) .
We are now going to find Bp,d = {βdp,1, · · · , βdp,k(p,d)}, assuming that all cases below (p, d) are done. To
simplify notation, we let e = 2dimX − d and q = 2r(f) − p. Note that (q, e) ≺ (p, d). By Lemma 3.2, the
pairing GrPp H
d(X)×GrPq He(X) is non-degenerate, so we may pick a basis B˜dp =
{
β˜dp,1, · · · , ˜βdp,k(p,d)
}
such
that the matrix of this bilinear pairing is the identity matrix with respect to the bases Beq and B˜
d
p . Modify
B˜dp by setting
(3.4)
 βdp,1· · ·
βdp,k(p,d)
 =
 β˜dp,1· · ·
˜βdp,k(p,d)
+ p−1∑
i=q+1
Ai
 βdi,1· · ·
βdi,k(i,d)
 ,
where the Ai are k(p, d)× k(i, d) matrices of rational numbers to be determined. The condition that the Ai
need to satisfy is slightly different when d < dimX , d > dimX and d = dimX .
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(1) d < dimX . For degree reasons, it suffices to require the orthogonality between Bdp and degree d basis
which precedes (p, d) in the lexicographical order, namely Be1 , · · · , Bep−1. If we denote the Poincare´
pairing by regular multiplication, then the condition can be written in matrix notation as βdp,1· · ·
βdp,k(p,d)
( βej,1, · · · , βej,k(j,e) ) = 0,
for j = 0, · · · , qˆ, · · · , i− 1, and βdp,1· · ·
βdp,k(p,d)
( βeq,1, · · · , βeq,k(q,e) ) = Ik(p,d),
where I denotes the identity matrix. Pluging in (3.4), we have
 β˜dp,1· · ·
˜βdp,k(p,d)
( βej,1, · · · , βej,k(j,e) )+ p−1∑
i=q+1
Ai
 βdi,1· · ·
βdi,k(i,d)
( βej,1, · · · , βej,k(j,e) ) = 0
for j = 0, · · · , qˆ, · · · , p− 1, and β˜dp,1· · ·
˜βdp,k(p,d)
( βeq,1, · · · , βeq,k(q,e) )+ p−1∑
i=q+1
Ai
 βdi,1· · ·
βdi,k(i,d)
( βeq,1, · · · , βeq,k(q,e) ) = I.
The second condition is always satisfied by q + i < 2r(f) and by Lemma 3.2. The first condition
is true when j < q for the same reason. When q ≤ j ≤ p − 1, by induction hypothesis, the first
condition is reduced to β˜dp,1· · ·
˜βdp,k(p,d)
( βej,1, · · · , βej,k(j,e) )+A2r(f)−j = 0.
This solves A2r(f)−j . Note that q+1 ≤ j ≤ p−1, so q+1 ≤ 2r(f)−j ≤ p−1 (note that p+q = 2r(f)).
That means that all Ai are determined.
(2) j > dimX . The only difference in this case is that Bep is already done, so we need one more condition
to require Bdp to be orthogonal to B
e
p. To make this work, the sum taken in (3.4) need to be from q
to p− 1 instead of from q + 1 to p− 1. The computation is similar.
(3) j = dimX . In this case B˜dimXp need to be modified to be orthogonal to itself. The condition to
be satisfied is exactly the same as j > dimX case, the result is slightly different: the matrix Aq is
different by a factor 2.
This completes the induction. In particular, the dual basis αdp,i = ±βeq,i, so p(αdp,i) + p(βeq,i) = 2r(f). 
Remark 3.5. The assumption that X and Y are smooth varieties is not necessary. In fact the construction
works for the intersection cohomology for singular varieties.
Remark 3.6. We point out an easy but important fact about B. The basis B is filtered in the sense that
PpH
∗(X) = Span {β ∈ B | p(β) ≤ p}.
By the additivity of perversities with respect to tensor products, we have the following.
Corollary 3.7. Let f : X → Y be a morphism between smooth projective varieties. Let B = {β1, · · · , βk}
be the basis of H∗(X) in Proposition 3.1. Then the set Bn defined by
Bn := {βi1 ⊗ · · · ⊗ βin | 1 ≤ i1, · · · , in ≤ k}
is a basis of H∗(Xn). Furthermore, this basis is filtered with respect to the perverse filtration induced by map
fn : Xn → Y n .
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3.2. Perversity estimation of small diagonals. In this section, we study the perversity of the small
diagonal of the cartesian self-product This estimation is crucial to prove the multiplicativity of perverse
filtration of Hilbert schemes.
Proposition 3.8. Let f : X → Y be any morphism between smooth projective varieties. The small diagonal
embedding ∆n : X → Xn induces a Gysin push-forward of cohomology
∆n,∗ : H
∗(X)→ H∗+2(n−1) dimX(X).
Suppose the perverse filtration for f : X → Y is multiplicative, i.e. for any two classes α1, α2 ∈ H∗(X), we
have p(α1 ∪ α2) ≤ p(α1) + p(α2). Then for any γ ∈ H∗(X), we have that
p(∆n,∗(γ)) ≤ p(γ) + 2(n− 1)r(f),
where the perversity on the left side is defined by the map fn : Xn → Y n and the one on the right side is
defined by f : X → Y .
We need an easy fact to prove the proposition.
Lemma 3.9. Let X be a compact smooth manifold. Let β1, · · · , βk be an additive Q-basis of H∗(X). Let
α1, · · · , αk be the dual basis with respect to the Poincare´ pairing, namely 〈αi, βj〉 = δij . Then
∆2,∗(γ) =
k∑
i=1
αi ⊗ (βi ∪ γ).
Proof. Let pr1, pr2 : X × X → X be the projection maps to the two factors. Any cohomology class
Φ ∈ H∗(X ×X) induces a correspondence
[Φ] : H∗(X) → H∗(X)
ξ 7→ pr2,∗(pr∗1(ξ) ∪ Φ).
Now the correspondence induced by left hand side is
[∆2,∗(γ)] (ξ) = pr2,∗(pr
∗
1(ξ) ∪∆2,∗(γ))
= pr2,∗(ξ ⊗ 1 ∪∆2,∗(γ))
= pr2,∗∆2,∗(∆
∗
2(ξ ⊗ 1) ∪ γ)
= ∆∗2(ξ ⊗ 1) ∪ γ
= ξ ∪ γ,
where the second equality is due to the projection formula, and the third equality uses ∆2 ◦ pr2 = id. The
correspondence on right hand side computes as[
k∑
i=1
αi ⊗ βi ∪ γ
]
(βj) =
k∑
i=1
pr2,∗(βj ∪ αi ⊗ βi ∪ γ)
= pr2,∗(βj ∪ αj ⊗ βj ∪ γ)
= βj ∪ γ.
Here we use the fact that the nontrivial push-forward takes place only when βj ∪αi is a cohomology class of
top degree, and hence in this case βj ∪ αi = 〈βj , αi〉 = δij by our choice of {αi} and {βi}. So there is only
one non-zero pairing left in the summation. Now extending by linearity, we have[
k∑
i=1
αi ⊗ βi ∪ γ
]
(ξ) = ξ ∪ γ.
So the lemma follows. 
Proof of Proposition 3.8. We use induction on n to prove the statement. Since n = 1 is trivial, we prove for
n = 2 as induction basis.
Let {βdp,i}, {αdp,i} be the basis in Proposition 3.1. Then by Lemma 3.9 we have
∆2,∗(γ) =
∑
p,d,i
αdp,i ⊗ (βdp,i ∪ γ)
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Now by Proposition 2.1, Proposition 3.1, and the hypothesis that the perverse filtration for f : X → Y is
multiplicative, we have
p(∆2,∗(α)) ≤ maxp,d,i p(αdp,i ⊗ (βdp,i ∪ γ))
≤ maxp,d,i(p(αdp,i) + p(βdp,i) + p(γ))
≤ 2r(f) + p(γ).
For general n, ∆n can be decomposed into the following two diagonal maps.
X
∆n−1−−−→ Xn−1 ∆2×Id
n−2
−−−−−−−→ Xn.
Then by induction hypothesis, we have
p(∆n,∗(γ)) ≤ p(∆n−1,∗γ) + 2r(f)
≤ p(γ) + 2(n− 2)r(f) + 2r(f)
= p(γ) + 2(n− 1)r(f).

4. Hilbert scheme of points on surfaces
In this section we produce a perverse decomposition for the Hibert schemes of points on smooth surfaces in
terms of a perverse decomposition for the fibered surface. We use Lehn’s description of the ring structure
of the cohomology of Hilbert schemes and the perversity estimation of the diagonal in self-cartesian product
to prove the multiplicativity of the perverse filtration for Hilbert schemes.
4.1. Ring structure of Hilbert scheme of K3 surfaces. In this section we recall the notation, definition
and results on the cup product on the cohomology ring of the Hilbert scheme of points on surface with
numerical trivial canonical bundle. Let S be a projective surface with numerically trivial canonical bundle.
Let A = H∗(S;Q) be the cohomology with Q coefficients. Let [n] denote the set {1, · · · , n}.
Definition 4.1 ([15] 2.1). Let I be a finite set of cardinality n. Define
AI =
 ⊕
f :[n]
∼−→I
Af(1) ⊗ · · · ⊗Af(n)
/Sn.
Remark 4.2. In fact, AI is isomorphic to A|I|. This isomorphism is canonical once an isomorphism ϕ : [n]→ I
is fixed.
Definition 4.3 ([15] 2.1). Let ϕ : I → J be a surjective map between sets. Then ϕ induces a morphism
ϕ : SJ → SI by sending (x1, · · · , x|J|) to (xϕ(1), · · · , xϕ(|I|)). Define ϕ∗ and ϕ∗ to be the push-forward and
pull-back map associated with ϕ between the cohomology groups H∗(SI) and H∗(SJ).
Remark 4.4. The pull-back map can be described explicitly as follows. First note that ϕ is a product of
diagonal embedding map: the j-th copy of S in SJ is embedded diagonally in Sf
−1(j). Pulling-back along
the diagonal embedding is exactly the definition of cup product. So if we fix isomorphism f : [n]
∼−→ I,
g : [m]
∼−→ J , we will have
ϕ˜ : [n]→ I → J → [m]
Therefore
ϕ˜∗ : An → Am
a1 ⊗ · · · ⊗ an 7→
m⊗
j=1
⋃
i∈ϕ˜−1(j)
ai
and
ϕ∗ : AI → An ϕ˜
∗
−−→ Am → AJ
It is easy to check that this is independent of choice of f and g.
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Now we define the wreath product of A and Sn, which is used to describe the cohomology of Hilbert scheme
of points on smooth surfaces. For a permutation σ ∈ Sn and a partition ν = 1a1 · · ·nan of n, we say σ is
of type ν if σ has exactly ai i-cycles. For K a subgroup of Sn, and for a K-stable subset E ⊂ [n], let K\E
denote the set of orbits for the induced action of K on E.
Definition 4.5 ([15] Lemma 2.7). For σ, τ ∈ Sn, the graph defect g(σ, τ) : 〈σ, τ〉\[n] → Q is defined by
g(σ, τ)(E) =
1
2
(|E|+ 2− |〈σ〉\E| − |〈τ〉\E| − |〈στ〉\E|).
In fact, g(σ, τ) takes value in non-negative integers.
Definition 4.6 ([15] 2.8). The wreath product of A and symmetric group Sn as follows.
A{Sn} :=
⊕
σ∈Sn
A⊗〈σ〉\[n][−2|σ|]·σ.
Sn acts on A{Sn} as follows: the action of τ ∈ Sn on [n] induces a bijection
σ : 〈σ〉\[n] → 〈τστ−1〉\[n]
x 7→ τx
for each σ and hence an isomorphism
τ˜ : A{Sn} → A{Sn}
aσ 7→ τ∗(a)τστ−1 .
Let
A[n] := (A{Sn})Sn
be the subspace of invariants.
Any inclusion H ⊂ K of subgroups of Sn induces a surjection H\[n] ։ K\[n] of set of orbits and hence
induces a pull-back map
fH,K : A⊗H\[n] → A⊗K\[n]
and a push-forward map
fK,H : A
⊗K\[n] → A⊗H\[n].
Definition 4.7 ([15] 2.12). For σ, τ ∈ Sn, define
mσ,τ : A
⊗〈σ〉\[n] ⊗A⊗〈τ〉\[n] → A⊗〈στ〉\[n]
a⊗ b 7→ f〈σ,τ〉,〈στ〉(f 〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(b)· eg(σ,τ))
where e is the Euler class of S.
Proposition 4.8 ([15] Proposition 2.13). The product A{Sn} ×A{Sn} ·−→ A{Sn} defined by
aσ· bτ := mσ,τ (a⊗ b)στ
is associative and Sn-equivariant. So it descends to a product on A
[n].
Theorem 4.9 ([15] Theorem 3.2). Let S be a smooth projective surface with numerically trivial canoni-
cal divisor. Let S[n] denote the Hilbert scheme of n points on the surface S. Then there is a canonical
isomorphism of graded rings
H∗(S;Q)[n]
∼=−→ H∗(S[n];Q).
For later use, we need a non-compact version of this theorem.
Proposition 4.10. Let S be a smooth quasi-projective surface with trivial canonical divisor. Suppose S is a
smooth projective surface which contains S as an open set with the property that the natural restriction map
H∗(S)→ H∗(S) is surjective. Then there is a canonical isomorphism of graded rings
H∗(S;Q)[n]
∼=−→ H∗(S[n];Q).
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Proof. First, we notice that Theorem 4.9 is obtained by setting canonical bundle K = 0 in the main theorem
of [14]. In our cases, by Go¨ttsche formula, H∗(S)→ H∗(S) being surjective implies H∗
(
S
[n]
)
→ H∗ (S[n])
is surjective. Therefore, the cup product in H∗
(
S[n]
)
is completely determined by the ring structure of
H∗
(
S
[n]
)
. Since S is projective but may not have trivial canonical bundle, we have to use the ring structure
described implicitly in [14]. However, after resticting to S[n], all terms involving canonical bundle KS vanish,
which is exactly the same situation as the proof in Theorem 4.9. So the theorem also works for non-compact
surface with trivial canonical bundle. 
4.2. Perverse filtration for Hilbert schemes of fibered surfaces. To descrie the perverse filtration for
Hilbert schemes of fibered surfaces, we need to introduce some notation first. Partitions of n are denoted
as ν = 1a1 · · ·nan , where ∑ni=1 iai = n. The length of a partition is denoted by l(ν) = ∑ni=1 ai. Set
Sν := Sa1 × · · · ×San . For a quasi-projective vareity X , set X(ν) := X l(ν)/Sν = X(a1) × · · · ×X(an). For
K ∈ Dbc(X), denote the multi-symmetric and multi-alternating external tensor product by
K(ν) = ⊠ni=1K
(ai) ∈ Dbc(X(ν)),
K{ν} = ⊠ni=1K
{ai} ∈ Dbc(X(ν)).
We still have
(K[a])(ν) =
{
K(ν)[l(ν)a], a is even,
K{ν}[l(ν)a], a is odd.
In fact, since the external tensor product is compatible with push-forward and perversity, all result in Section
2.3 can be generalized to the multi-symmetric or multi-alternating context.
Let f : S → C be a proper map from a smooth quasi-projective surface to a smooth quasi-projective curve.
Then we have the following diagram.
S[n]
Sl(ν) S(ν) S(n)
Cl(ν) C(ν) C(n)
π
h
/Sν
f l(ν)
r
(ν)
S
f(ν) f(n)
/Sν r
(ν)
C
To obtain a perverse decomposition for the map h, we need the following result:
Theorem 4.11 ([2] Theorem 4.1.1). Let S be a smooth quasi-projective algebraic surface. Then we have the
decomposition theorem for the Hilbert-Chow morphism.
Rπ∗QS[n][2n] ∼=
⊕
ν
Rr
(ν)
S,∗QS(ν) [2l(ν)].
The main result of this section is the following.
Proposition 4.12. Let f : S → C be a proper map from a smooth quasi-projective surface to a smooth
quasi-projective curve. Let
Rf∗QS[1] = P0 ⊕ P1[−1]⊕ P2[−2]
be a perverse decomposition, where P0,P1,P2 are perverse sheaves on C. Then a perverse decomposition of
the morphism h : S[n] → C(n) is given by:
Rh∗QS[n] [n] ∼=
⊕
ν=1a1 ···nan
Rr
(ν)
C,∗
(
(P0[0]⊕ P1[−1]⊕ P2[−2]){ν}
)
[l(ν)− n]
∼=
⊕
ν=1a1 ···nan
Rr
(ν)
C,∗
( ⊕
r+s+t=a
Rqr,s,t,∗P{r}0 ⊠ P(s)1 ⊠ P{t}2
)
[−C(r, s, t)]
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where C(r, s, t) = n− l(ν) +∑ni=1(si + 2ti), r = (r1, · · · , rn), and similarly for s and t. Here r+ s+ t = a
means that ri + si + ti = ai holds for any i, and
qr,s,t :
l(ν)∏
i=1
C(ri) × C(si) × C(ti) →
l(ν)∏
i=1
C(ai)
is induced by the natural map C(ri) × C(si) × C(ti) → C(ai).
Proof. The proof is formal.
Rh∗QS[n] [n] ∼= Rf (n)∗ Rπ∗QS[n] [n]
∼= Rf (n)∗
(⊕
ν
Rr
(ν)
S,∗QS(ν) [2l(ν)− n]
)
∼=
⊕
ν
Rf
(n)
∗ Rr
(ν)
S,∗QS(ν) [2l(ν)− n]
∼=
⊕
ν
Rr
(ν)
C,∗Rf
(ν)
∗ QS(ν) [2l(ν)− n]
∼=
⊕
ν
Rr
(ν)
C,∗ (Rf∗QS)
(ν)
[2l(ν)− n]
∼=
⊕
ν
Rr
(ν)
C,∗ (Rf∗QS[1])
{ν}
[l(ν)− n]
∼=
⊕
ν
Rr
(ν)
C,∗ (P0[0]⊕ P1[−1]⊕ P2[−2]){ν} [l(ν)− n]
∼=
⊕
ν=1a1 ···nan
Rr
(ν)
C,∗
( ⊕
r+s+t=a
Rqr,s,t,∗P{r}0 ⊠ P(s)1 ⊠ P{t}2
)
[−C(r, s, t)].
Here we use Lemma 2.11 and Proposition 2.12 and the fact that dimS − r(h) = 1 is odd. By Proposition
2.1 and Proposition 2.7 and the fact that the map qr,s,t is finite, all terms in the parenthesis are perverse.
Note that r
(ν)
C,∗ is a closed embedding, so Rr
(ν)
C,∗ is t-exact, it preserves perversity. Therefore the above gives
a perverse decomposition. 
Remark 4.13. In the Proposition 4.12, we have symmetric product for odd perversity term and alternating
products for even perversity terms. This counter-intuitive result is due to the fact that Pi[−i] are direct
summands of Rf∗QS [1] rather than Rf∗QS . See Proposition 2.12.
Corollary 4.14. Under the isomorphism
H∗
(
S[n]
)
=
⊕
ν
(
H∗(Sl(ν))
)Sν
[2l(ν)− 2n],
the perverse filtration can be identified as
PpH
∗
(
S[n]
)
=
⊕
ν
(
Pp+l(ν)−nH
∗(Sl(ν))
)Sν
[2l(ν)− 2n],
where the perversity on the right side is taken with respect to f l(ν) : Sl(ν) → Cl(ν).
Proof. By t-exactness of Rr
(ν)
C,∗ and Proposition 4.12, we have
pτ≤pRh∗QS[n][n] =
⊕
ν=1a1 ···nan
Rr
(ν)
C,∗
(
pτ≤p+l(ν)−n(Rf∗QS [1])
{ν}
)
[l(ν)− n]
=
⊕
ν=1a1 ···nan
Rr
(ν)
C,∗
(
Rq∗
pτ≤p+l(ν)−n(Rf∗QS [1])
⊠l(ν)
)sign-Sn
[l(ν)− n].
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where q is the quotient map denoted as /Sν in the previous diagram and the last isomorphism is due to
Corollary 2.13. After taking the cohomology, we have
PpH
∗(S[n])[n] = H
(
C(n), pτ≤pRh∗QS[n] [n]
)
=
⊕
ν=1a1 ···nan
H
(
C(ν),
(
Rq∗
pτ≤p+l(ν)−n(Rf∗QS [1])
⊠l(ν)
)sign-Sn)
[l(ν)− n]
=
⊕
ν=1a1 ···nan
H
(
Cl(ν), pτ≤p+l(ν)−n(Rf∗QS [1])
⊠l(ν)
)sign-Sn
[l(ν)− n]
=
⊕
ν=1a1 ···nan
(
Pp+l(ν)−nH
∗
(
Cl(ν), (Rf∗QS[1])
⊠l(ν)
))sign-Sn
[l(ν)− n]
=
⊕
ν=1a1 ···nan
(
Pp+l(ν)−nH
∗
(
Sl(ν), (QS [1])
⊠l(ν)
))sign-Sn
[l(ν)− n]
=
⊕
ν=1a1 ···nan
(
Pp+l(ν)−nH
∗
(
Sl(ν),Q⊠l(ν)S
))Sn
[2l(ν)− n]
=
⊕
ν=1a1 ···nan
(
Pp+l(ν)−nH
∗(Sl(ν))
)Sn
[2l(ν)− n].
So the result follows. 
In fact, we may define an abstract perversity function on the wreath product H∗(S){Sn} (Definition 4.6)
which is easier to handle with. We will show that after restrict to the Sn-invariant part, it is the same as
the one defined by the map S[n] → C(n).
Definition 4.15. Let f : S → C be a morphism from a smooth quasi-projective surface to a smooth quasi-
projective curve. Let B be any basis of H∗(S) which is filtered with respect to the perverse filtration for the
map f : S → C . Then we have that
B{Sn} :=

n⊗
i=1
ai⊗
j=1
αij ·σ | αij ∈ B, σ is of type 1a1 · · ·nan

is a basis of H∗(S){Sn}. We define an abstract perversity on B{Sn} as
pabs
 n⊗
i=1
ai⊗
j=1
αij ·σ
 = n∑
i=1
ai∑
j=1
p(αij) +
n∑
i=1
(i− 1)ai,
and extend by linearity in the sense that
PpH
∗(S){Sn} = Span{β ∈ B{Sn} | pabs(β) ≤ p}.
In particular, the basis is filtered with respect to the abstract perverse filtration by definition.
Proposition 4.16. The abstract perversity is invariant under the Sn-action. Furthermore, after restriction
to H∗(S[n]), it is the same as the perversity given by the morphism h : S[n] → C(n) in Corollary 4.14.
Proof. Note that Sn acts on cohomology by permuting the factors, so the abstract perversity is invariant
under Sn-action. By definition, we have
n− l(ν) =
n∑
i=1
(i− 1)ai
and
pabs
 n⊗
i=1
ai⊗
j=1
αij ·σ
 = p if and only if pabs
 n⊗
i=1
ai⊗
j=1
αij
 = p+ n− l(ν).
where ν = 1a1 · · ·nan be any partition of n. Comparing with Corollary 4.14, the abstract perversity is the
same as the geometric perversity induced by the morphism h on the basis. Note that on both sides the bases
are filtered with respect to perverse filtration, so the abstract perverse filtration coincides with the geometric
perverse filtration. 
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4.3. Multiplicativity of the perverse filtration.
Proposition 4.17. Let f : S → C be a proper surjective morphism from a smooth quasi-projective surface
to a smooth quasi-projective curve. Then the perverse filtration on H∗(S) is multiplicative.
Proof. The perverse decomposition of a proper map from a surface to curve can be found in [4] Theorem
3.2.3. Let f : S → C be a proper surjective map from a smooth surface to a smooth curve. Let fˆ : Sˆ → Cˆ be
its smooth part. Let j : Cˆ → C be the open embedding. Let Rˆi = Rifˆ∗QSˆ . Then one has a non-canonical
perverse decomposition of map f :
Rf∗QS[1] ∼=
{
j∗Rˆ
0[1]
}⊕{
j∗Rˆ
1[1]⊕⊕p∈C\CˆQnp−1p
}
[−1]
⊕
{j∗Rˆ2[1]}[−2]
where np is the number of irreducible components of fiber over p. Note that the ordinary Leray filtration
is multiplicaive, and the only difference between ordinary Leray filtration and the perverse filtration is that
the classes corresponding to ⊕p∈C\CˆQ
np−1
p are shifted from R2f∗QS [−2] to P1[−1]. Therefore, it suffices to
check cup products with these classes. Furthermore, these classes are in perversity 1, the only possibility
to violate the multiplicativity is that their cup with perversity 0 classes have perversity 2. However, they
are fundamental classes of irreducible components of special fibers, and perversity 0 classes are pull-backs
of classes on the curve. They don’t meet if the pull-back class is not the surface itself, and cupping with
fundamental class of the surface is the identity map. So in both cases, the multiplicativity is preserved. 
Theorem 4.18. Let f : S → C be a surjective morphism from a smooth projective surface with numerically
trivial canonical bundle to a smooth projective curve. Then the perverse filtration of H∗(S[n];Q) with respect
to the morphism h : S[n] → C(n) is multiplicative, namely, we have
PpH
∗(S[n];Q) ∪ Pp′H∗(S[n];Q) ⊂ Pp+p′H∗(S[n];Q)
To prove this theorem, we need the following two lemmata. In fact, they are stated with slightly more
general hypothesis so that we can also apply them in quasi-projective case in Chapter 5. We use the
notation introduced in section 4.1.
Lemma 4.19. Let f : S → C be a surjective proper morphism from a smooth quasi-projective surface to
a smooth quasi-projective curve. Then for any surjective map between sets ϕ : I ։ J , the pullback map
(Definition 4.3) ϕ∗ : H∗(S)I → H∗(S)J does not increase perversity, where the perversity is defined for the
map S|I| → C|I| and S|J| → C|J|.
Proof. Let B be any filtered basis of H∗(S) with respect to the perverse filtration for the map f : S → C.
By Corollary 3.7, the basis B|I| is filtered, so it suffices to compute the perversity of the pull-back of the
elements in B|I|. Pick an element α1 ⊗ · · · ⊗ α|I| ∈ B|I|, then
ϕ∗(α1 ⊗ · · · ⊗ α|I|) =
|J|⊗
j=1
⋃
i∈ϕ−1(j)
αi
Note that by Proposition 2.1
p
(
α1 ⊗ · · · ⊗ α|I|
)
=
|I|∑
j=1
p(αj)
where perversity on the left side is defined by map S|I| → C|I|, and the perversity on the right side is defined
by S → C. Now by Proposition 2.1 and Lemma 4.17, we have that
p
 |J|⊗
j=1
⋃
i∈ϕ−1(j)
αi
 ≤ |J|∑
j=1
∑
i∈ϕ−1(j)
p(αi) =
|I|∑
j=1
αj ,
where the perversity on the left side is defined by the map S|J| → C|J|. 
Lemma 4.20. Let f : S → C be a surjective proper morphism from a smooth quasi-projective surface to a
smooth quasi-projective curve. Suppose that we have the perversity estimation of small diagonals
p(∆n,∗(γ)) ≤ p(γ) + 2(n− 1)
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for any γ ∈ H∗(S) and small diagonal embedding ∆n : S → Sn. Then for any surjective map ϕ : I ։ J , the
push-forward map
ϕ∗ : H
∗(S)J → H∗(S)I
increases the perversity at most by 2(|I| − |J |).
Proof. Again, it suffices to prove for a basis element α1⊗ · · ·⊗α|J| ∈ B|J|. Let bj = |ϕ−1(j)|. By definition,
ϕ∗(α1 ⊗ · · · ⊗ α|J|) = ±
|J|⊗
j=1
∆bj ,∗(αj).
By the hypothesis, we have
p
± |J|⊗
j=1
∆bj ,∗(αj)
 ≤ |J|∑
j=1
p
(
∆bj ,∗(αj)
)
=
|J|∑
j=1
p(αj) + 2(bi − 1)
=
|J|∑
j=1
p(αj) + 2
|J|∑
j=1
bi − 2
|J|∑
j=1
1
=
|J|∑
j=1
p(αj) + 2(|I| − |J |),
where the perversity on the left side is defined by the map S|I| → C|I|, the perversities on the right side of
the first line is defined by the map Sbj → Cbj . 
Proof of Theorem 4.18. By Proposition 4.16, it suffices to prove that the abstract perverse filtration defined
on H∗(S;Q){Sn} is multiplicative. Furthermore, it suffices to prove the result for our filtered basis, namely
p
 n⊗
i=1
ai⊗
j=1
αij ·σ ∪
n⊗
i=1
a′i⊗
j=1
α′ij · τ

≤
n∑
i=1
ai∑
j=1
p(αij) +
n∑
i=1
(i− 1)ai
+
n∑
i=1
a′i∑
j=1
p(α′ij) +
n∑
i=1
(i− 1)a′i,
where αij and α
′
ij run over basis B obtained in Proposition 3.1. By Proposition 3.1, Corollary 3.7 and
Proposition 3.8, the hypotheses of Lemma 4.19 and Lemma 4.20 are satisfied. Note that the cup product
formula computes independently on each orbit of 〈σ, τ〉-action on [n] individually. Let E be an orbit of the
action 〈σ, τ〉 on [n], i.e. |〈σ, τ〉\E| = 1. The product is computed by
A⊗〈σ〉\E ·σ|E ⊗A⊗〈τ〉\E · τ |E → A⊗〈στ〉\E ·στ |E
a·σ|E ⊗ a′· τ |E 7→ f〈σ,τ〉,〈στ〉(f 〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′)· eg(σ,τ))·στ |E
for every E. Note that the Euler class e is of top degree, hence eg = 0 for g ≥ 2, so that it suffices to consider
the following two cases.
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(1) g(σ, τ) = 0. By Lemma 4.19 and Lemma 4.20, we have
p
(
f〈σ,τ〉,〈στ〉(f
〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′)· eg(σ,τ))·στ |E
)
= p
(
f〈σ,τ〉,〈στ〉(f
〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′))
)
+ |E| − |〈στ〉\E|
= p
(
f 〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′))
)
+ 2(|〈στ〉\E| − 1) + |E| − |〈στ〉\E|
= p(a) + p(a′) + |E|+ |〈στ〉\E| − 2
= p(a·σ)− (|E| − |〈σ〉\E|) + p(a′· τ)− (|E| − |〈τ〉\E|) + |E|+ |〈στ〉\E| − 2
= p(a·σ) + p(a′· τ) − 2g(σ, τ)
= p(a·σ) + p(a′· τ)
(2) g(σ, τ) = 1. Since e itself is already in top degree, so the only nonzero case arise for a = a′ = 1.
Then
p
(
f〈σ,τ〉,〈στ〉(f
〈σ〉,〈σ,τ〉(1)· f 〈τ〉,〈σ,τ〉(1)· eg(σ,τ))·στ |E
)
= p
(
f〈σ,τ〉,〈στ〉(e)
)
+ |E| − |〈στ〉\E|
= 2 + 2(|〈στ〉\E| − 1) + |E| − |〈στ〉\E|
= |E|+ |〈στ〉\E|
= |E| − |〈σ〉\E|+ |E| − |〈τ〉\E|
= p(1·σ) + p(1· τ)
The last but one equality is due to g(σ, τ) = 1, which means |E| = |〈σ〉\E|+ |〈τ〉\E|+ |〈στ〉\E|.

An application of the theorem is the multiplicativity of perverse filtration for the elliptic fibration of Hilbert
schemes of points on K3 surfaces.
Theorem 4.21. Let S be an elliptic K3 surface and f : S → P1 be the elliptic fibration. Then the perverse
filtration on H∗(S[n]) defined by the natural map h : S[n] → Pn is multiplicative.
4.4. The Hilbert schemes of a P =W package.
Definition 4.22. A P =W package is a 5-tuple (XP , XW , h, A,Ξ) where
(1) XP , XW , A are smooth quasi-projective varieties. h : XP → A is proper morphism. Ξ : XP → XW
is a diffeomorphism.
(2) PkH
∗(XP ) = W2kH
∗(XW ) = W2k+1H
∗(XW ) for any k. Here perverse filtration is defined for map
f , and the identity is induced by pulling-back via Ξ.
A homological P = W package (XP , XW , h, A,Φ) is the same as a P = W package except that the diffeo-
morphism Ξ is replaced by an isomorphism Φ : H∗(XW )
∼−→ H∗(XP ).
Theorem 4.23. If SP and SW are smooth surfaces and (SP , SW , h,A1,Φ) is a homological P =W package.
Then the Cartesian product (SnP , S
n
W , h
n,An,Φn), the symmetric product (S(n)P , S
(n)
W , h
(n),An,Φ(n)) and the
Hilbert scheme (S
[n]
P , S
[n]
W , h
[n],An,Φ[n]) are also homological P = W packages, where h[n] : X [n]P → X(n)P →
An and
Φ[n] : H∗
(
X
[n]
W ;Q
)
=
⊕
ν=1a1 ···nan
n⊗
i=1
H∗
(
X
(ai)
W ;Q
)
[2n− 2l(ν)]
⊕Φ(ν)−−−−→
⊕
ν=1a1 ···nan
n⊗
i=1
H∗
(
X
(ai)
P ;Q
)
[2n− 2l(ν)] = H∗
(
X
[n]
P ;Q
)
Proof. The proof is obtained by comparing the functoriality of the weight filtration for the mixed Hodge
structure and the one for the perverse filtration.
Step 1. On one hand, by the Ku¨nneth formula for mixed Hodge structures,
WwH
∗(SnW ;Q) = Span {α1 ⊗ · · · ⊗ αn | w(α1) + · · ·+w(αn) ≤ w},
where αi ∈ H∗(SW ), and the function w denotes the weight of a cohomology class. On the other hand, by
Corollary 2.2,
PpH
∗(SnP ;Q) = Span {α′1 ⊗ · · · ⊗ α′n | p(α′1) + · · ·+ p(α′n) ≤ p},
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where α′i ∈ H∗(SP ). By the hypothesis that (SP , SW , h,A1,Φ) is a homological P = W package, we have
that 2p(Φαi) = w(αi). This implies that
W2kH
∗(SnW ;Q) =W2k+1H
∗(SnW ;Q) = PkH
∗(SnP ;Q).
So (SnP , S
n
W , h
n,An,Φn) is a homological P =W package.
Step 2. On one hand, the mixed Hodge structure is functorial with respect to finite group quotient. So we
have
WwH
∗(S
(n)
W ;Q) = (WwH
∗(SnW ;Q))
Sn .
On the other hand, by Proposition 2.14, we have
PpH
∗(S
(n)
P ;Q) = (PpH
∗(SnP ;Q))
Sn .
Then result in step 1 immediately implies
W2kH
∗(S
(n)
W ;Q) =W2k+1H
∗(S
(n)
W ;Q) = PkH
∗(S
(n)
P ;Q).
So (S
(n)
P , S
(n)
W , h
(n),An,Φ(n)) is a homological P =W package.
Step 3. On one hand, Theorem 5.3.1 in [2] asserts that
H∗
(
S
[n]
W ;Q
)
(n) ∼=
⊕
ν
H∗
(
S
(ν)
W ;Q
)
[2l(ν)− 2n] (l(ν))
is an isomorphism of mixed Hodge structures, so we have
WwH
∗
(
S
[n]
W ;Q
)
=
⊕
ν
Ww+2l(ν)−2nH
∗(S
(ν)
W ;Q)[2l(ν)− 2n].
On the other hand, by Corollary 4.14, the perverse filtration for the map h[n] : S
[n]
P → An can be expressed
as
PpH
∗
(
S
[n]
P ;Q
)
=
⊕
ν
(
Ppl(ν)−nH
∗(S
l(ν)
P ;Q)
)Sν
[2l(ν)− 2n]
=
⊕
ν
Pp+l(ν)−nH
∗(S
(ν)
P ;Q)[2l(ν)− 2n]
where the perversities on the right side are taken with respect to hl(ν) : S
l(ν)
P → Al(ν) and h(ν) : S(ν)P → Al(ν)
respectively. The result in step 2 implies that
W2kH
∗(S
[n]
W ;Q) =W2k+1H
∗(S
[n]
W ;Q) = PkH
∗(S
[n]
P ;Q).
So (S
[n]
P , S
[n]
W , h
[n],An,Φ[n]) is a homological P =W package. 
5. Applications to the P =W conjecture
In this chapter, we will consider five families of Hitchin systems and the corresponding character varieties.
We will prove the multiplicativity of the perverse filtration for the Hitchin map, compute perverse numbers
and prove the full version of P =W for the n = 1 case.
5.1. Five families of Hitchin systems. We first define the five families of Hitchin systems we consider.
(1) Type A˜0(n). Consider the moduli space of degree 0 rank n parabolic Higgs bundles over an elliptic
curve (E, 0), whose Higgs field can have at worst a first order pole at 0 and the residue of the Higgs
field at 0 is nilpotent with respect to a multi-dimension {n, 1, 0} flag.
(2) Type D˜4(n). Consider the moduli space of degree 0 rank 2n parabolic Higgs bundles over a weighted
curve (P1, p1, p2, p3, p4), whose Higgs field can have at worst a first order pole at marked points and
the residues of the Higgs field are nilpotent with respect to a multi-dimension {2n, n, 0} flag for
p1, p2, p3, and a multi-dimension {2n, n, 1, 0} flag for p4.
(3) Type E˜6(n). Consider the moduli space of degree 0 rank 3n parabolic Higgs bundles over a weighted
curve (P1, p1, p2, p3), whose Higgs field can have at worst a first order pole at marked points and the
residues of the Higgs field is nilpotent with respect to a multi-dimension {3n, 2n, n, 0} flag for p1, p2
and a multi-dimension {3n, 2n, n, 1, 0} flag for p3.
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(4) Type E˜7(n). Consider the moduli space of degree 0 rank 4n parabolic Higgs bundles over a weighted
curve (P1, p1, p2, p3), whose Higgs field can have at worst a first order pole at marked points and the
residues of the Higgs field are nilpotent with respect to a multi-dimension {4n, 2n, 0} flag for p1, a
multi-dimension {4n, 3n, 2n, n, 0} flag for p2 and a multi-dimension {4n, 3n, 2n, n, 1, 0} flag for p3.
(5) Type E˜8(n). Consider the moduli space of degree 0 rank 6n parabolic Higgs bundles over a weighted
curve (P1, p1, p2, p3), whose Higgs field can have at worst a first order pole at marked points and the
residues of the Higgs field are nilpotent with respect to a multi-dimension {6n, 3n, 0} flag for p1, a
multi-dimension {6n, 4n, 2n, 0} flag for p2 and a multi-dimension {6n, 5n, 4n, 3n, 2n, n, 1, 0} flag for
p3.
The geometry of the above moduli spaces of parabolic Higgs bundles are described explicitly by the following
theorem in [10] due to Gro¨chenig.
Theorem 5.1 ([10] Theorem 4.1). We consider the moduli of parabolic Higgs bundles in n = 1 case for
any of the five families. Let Γ := {0},Z/2Z,Z/3Z,Z/4Z,Z/6Z respectively. Let MD denote the moduli of
parabolic Higgs bundles. Then MD is isomorphic to Γ-equivariant Hilbert scheme on T
∗E, which is the
crepant resolution of the quotient T ∗E/Γ.
Theorem 5.2 ([10] Theorem 5.1). Let MD(n) denote the moduli space of parabolic Higgs bundle in any of
the five families, and MD(1) is abbreviated to MD. Then we have
M
[n]
D
∼=MD(n)
The Hitchin map M
[n]
D → An factors through the Hilbert-Chow map
M
[n]
D →M (n)D → (A1)(n) = An,
where M
(n)
D → (A1)(n) is induced by MnD → (A1)n.
In parabolic non-abelian Hodge theory, the moduli of parabolic Higgs bundle is canonically diffeomorphic to
the corresponding character variety. The P =W Conjecture 1.1 asserts that under this canonical diffeomor-
phism, the weight filtration in mixed Hodge structure on the cohomology of character variety corresponds
to the perverse filtration on the cohomology of the Higgs moduli space with respect to the Hitchin map.
By the Simpson’s table on page 720 in [18], we may find the charcter varieties corresponding to our five
families of moduli of parabolic Higgs bundles. The Conjecture 1.2.1 in [11] predicts that all cohomology
class are of Hodge-Tate type and the mixed Hodge numbers depend on the multiplicities of eigenvalues of
the monodromy action around the punctures rather than the eigenvalues themself. So for our purpose, we list
the corresponding moduli description of character varieties for our five families of Hitchin systems without
mentioning the specific eigenvalues for the monodromy action.
(1) Let E be any elliptic curve. Consider GL(n,C)-representations of π1(E \ p) such that the image of
small loops around punctures are in a prescribed conjugacy class whose multiplicities of eigenvalue
are of type
(n− 1, 1).
(2) Let C = P1\{p1, · · · , p4}. Consider GL(2n,C)-representations of π1(C) such that the image of small
loops around punctures are in a prescribed conjugacy classes whose multiplicities of eigenvalue are
of type
(n, n)(n, n)(n, n)(n, n− 1, 1).
(3) Let C = P1 \ {p1, p2, p3}. Consider GL(3n,C)-representations of π1(C) such that the image of small
loops around punctures are in a prescribed conjugacy classes whose multiplicities of eigenvalue are
of type
(n, n, n)(n, n, n)(n, n, n− 1, 1).
(4) Let C = P1 \ {p1, p2, p3}. Consider GL(4n,C)-representations of π1(C) such that the image of small
loops around punctures are in a prescribed conjugacy classes whose multiplicities of eigenvalue are
of type
(2n, 2n)(n, n, n, n)(n, n, n, n− 1, 1).
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(5) Let C = P1 \ {p1, p2, p3}. Consider GL(6n,C)-representations of π1(C) such that the image of small
loops around punctures are in a prescribed conjugacy classes whose multiplicities of eigenvalue are
of type
(3n, 3n)(2n, 2n, 2n)(n, n, n, n, n, n− 1, 1).
We have the following explicit description for these character varieties for n = 1 cases.
Theorem 5.3 ([9] Theorem 6.14 and 6.19). The character varieties MB(1) above can be described explicitly
as follows.
(1) Type A˜0. C∗ × C∗.
(2) Type D˜4. Degree 3 del Pezzo surface with a triangle removed.
(3) Type E˜6. Degree 3 del Pezzo surface with a nodal P1 removed.
(4) Type E˜7. Degree 2 del Pezzo surface with a nodal P1 removed.
(5) Type E˜8. Degree 1 del Pezzo surface with a nodal P1 removed.
Furthermore, these del Pezzo surfaces can be expressed by an explicit formula in weighted projective space
away from the singularities, and the removed triangle or nodal P1 are cut out by a hyperplane section.
Contrary to the moduli of parabolic Higgs bundle case, we don’t know much about character varieties for
n > 1. Nevertheless, there are conjectures in [11] which predict the behavior of the mixed Hodge numbers
of character varieties. We will go back to this point in section 5.4.
5.2. Multiplicativity of perverse filtrations for Hitchin systems. We will use the technique we de-
veloped in previous chapters to prove the multiplicativity of the five families of Hitchin systems.
Proposition 5.4. Let h :MD → C be n = 1 cases for the five families. Then MD is smooth and has trivial
canonical bundle. The dual graph of irreducible components of the fiber over 0 is affine Dynkin diagram
A˜0, D˜4, E˜6, E˜7, E˜8, respectively. Let hˆ : h
−1C∗ → C∗ be the smooth part of the map, let j : C∗ → C, let
Rˆ1 = R1hˆ∗Q. Then a perverse decomposition of h :MD → C can be written as follows.
Rh∗QMD [1] ∼= {QC[1]}
⊕{
j∗Rˆ
1 ⊕Qk0
}
[−1]
⊕
{QC[1]}[−2]
where
k =

0 A˜0 case
4 D˜4 case
6 E˜6 case
7 E˜7 case
8 E˜8 case.
In particular, the dimension of the perverse filtration is given by
dimGrpH
d(MD,Q) =

1 p = d = 0
1 p = d = 2
2 p = d = 1, A˜0 case
k p = 1, d = 2, D˜4, E˜6, E˜7, E˜8 case
0 otherwise.
Proof. The quotient of T ∗E by Γ is computed using elementary methods. We list the type of singularities
in our five cases.
Case Singularities
A˜0 none
D˜4 4 A1
E˜6 3 A2
E˜7 1 A1, 2 A3
E˜8 1 A1, 1 A2, 1 A5
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Note that all singularities take place in the fiber over 0, so the dual graph of irreducible components match
the affine Dynkin diagram. The action of Γ on T ∗E preserves the canonical form, so the trivial canonical
bundle descends to the quotient. The minimal resolution of type A singularities is crepant, so MD has
trivial canonical bundle. The perverse decomposition is again due to Theorem 3.2.2 of [4]. Here the map
h :MD → C has connected fibers, so j∗Rˆ0 = j∗Rˆ2 = QC. The dimension of the perverse filtration will follow
if we show H∗(j∗Rˆ1) = 0 in D˜4, E˜6, E˜7, E˜8 cases. In fact, the local systems Rˆ1 can be described explicitly.
They are rank 2 representation of Z = π1(C∗) with monodromy
( −1 0
0 −1
)
,
(
0 −1
1 −1
)
,
(
0 −1
1 0
)
,(
0 −1
1 1
)
. A simple Cˇech cohomology argument shows that all cohomology group of Rˆ1 vanishes, and a
spectral sequence argument shows that j∗Rˆ
1 also vanishes. 
Although MD is non-compact, the small diagonal embedding ∆n,∗ : MD → MnD is still proper. So we have
the push-forward in Borel-Moore homology. We may still define
∆∗,n : H
∗(MD) ∼= HBM4−∗ (MD)→ HBM4−∗ (MnD) ∼= H∗+4(n−1)(MnD)
The following proposition is a counterpart of Proposition 3.8.
Proposition 5.5. Let f : MD → C be as in Proposition 5.4. In A˜0 case, the Gysin push-forward by the
small diagonal embedding ∆n,∗(γ) = 0 for any γ ∈ H∗(MD) and n > 1. In the other four cases, let Ei be
exceptional divisors of the resolution, then
∆2,∗(1) = −
k∑
i=1
[Ei]⊗ [Ei]
and ∆n,∗(γ) = 0 for any n > 2 or n = 2, γ 6= 1. In particular, the perversity estimation of diagonal in
Proposition 3.8
p(∆n,∗(γ)) ≤ p(γ) + 2(n− 1)
is still true.
Proof. Note that ∆n,∗ increases the degree by 4(n − 1), however in our cases, the top nontrivial degree for
H∗(MnD) is 2n. So when n ≥ 3, the push-forward is automatically 0. When n = 2, the only possible nonzero
term is ∆2,∗(1). In the A˜0 case, H
4(MD ×MD) is one dimensional, generated by the class [C] ⊗ [C] and
H4(MD ×MD) is generated by E ⊗ E. 〈∆2,∗(1), E ⊗ E〉MD×MD = 〈E,E〉MD = 0, so we have ∆2,∗(1) = 0.
For other four cases, according to the decomposition, we pick a basis [E1], · · · , [Ek],Σ ∈ H2(MD), where Σ
is a generic section of map f : MD → C whose perversity is 2. To write ∆2,∗(1) in terms of the basis, it
suffices to intersect it with the dual basis. The dual basis in H2(MD) is {E1, · · · , Ek, F}, where F denote
the cycle class of general fiber. Since
〈∆2,∗(1), Ei ⊗ Ej〉MD×MD = 〈Ei, Ej〉MD = −δij ,
〈∆2,∗(1), Ei ⊗ F 〉MD×MD = 〈Ei, F 〉MD = 0,
〈∆2,∗(1), F ⊗ F 〉MD×MD = 〈F, F 〉MD = 0.
We conclude that
∆2,∗(1) = −
k∑
i=1
[Ei]⊗ [Ei]

Theorem 5.6. Let f :MD → C be as in Proposition 5.4. Then the perverse filtration on H∗(M [n]D ) defined
by the map h : M
[n]
D → Cn is multiplicative .
Proof. Since MD = T˜ ∗E/Γ, we set MD = ˜E × P1/Γ. By the explicit geometry we know that the restriction
map H∗(MD) → H∗(MD) is surjective. So we can use Proposition 4.10 to compute the cup product. The
method we use is similar to the proof of Theorem 4.18. We fix filtered basis B′ as follows.
(1) Type A˜0. Let B
′ = {1, α, β, α ∪ β}, where α, β are basis of H1(MD).
(2) Type D˜4, E˜6, E˜7, E˜8. Let B
′ = {1, E1, · · · , Ek,Σ}.
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By Proposition 5.4 and Proposition 5.5, the basis B′ is filtered with respect to the perverse filtration for the
map h : MD → C and has the perverse estimation of diagonal embedding. So the hypotheses of Lemma
4.19 and Lemma 4.20 are satisfied. Now by Proposition 4.16, it suffices to prove that the abstract perverse
filtration defined on H∗(MD){Sn} is multiplicative. Furthermore, it suffices to prove the result for our
filtered basis, namely
p
 n⊗
i=1
ai⊗
j=1
αij ·σ ∪
n⊗
i=1
a′i⊗
j=1
α′ij · τ

≤
n∑
i=1
ai∑
j=1
p(αij) +
n∑
i=1
(i− 1)ai
+
n∑
i=1
a′i∑
j=1
p(α′ij) +
n∑
i=1
(i− 1)a′i,
where αij and α
′
ij run over basis B
′. Note that the cup product formula computes independently on each
orbit of 〈σ, τ〉-action on [n] individually. Let O be an orbit of the action 〈σ, τ〉 on [n], i.e. |〈σ, τ〉\O| = 1.
The product is computed by
A⊗〈σ〉\O·σ|O ⊗A⊗〈τ〉\O· τ |O → A⊗〈στ〉\O·στ |O
a·σ|O ⊗ a′· τ |O 7→ f〈σ,τ〉,〈στ〉(f 〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′)· eg(σ,τ))·στ |O
for every O. Note that the Euler class e is of top degree and MD is smooth and non-compact, so that it
suffices to consider the case when g(σ, τ) = 0. By Lemma 4.19 and Lemma 4.20, we have
p
(
f〈σ,τ〉,〈στ〉(f
〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′)· eg(σ,τ))·στ |O
)
= p
(
f〈σ,τ〉,〈στ〉(f
〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′))
)
+ |O| − |〈στ〉\O|
= p
(
f 〈σ〉,〈σ,τ〉(a)· f 〈τ〉,〈σ,τ〉(a′))
)
+ 2(|〈στ〉\O| − 1) + |O| − |〈στ〉\O|
= p(a) + p(a′) + |O|+ |〈στ〉\O| − 2
= p(a·σ)− (|O| − |〈σ〉\O|) + p(a′· τ) − (|O| − |〈τ〉\O|) + |O| + |〈στ〉\O| − 2
= p(a·σ) + p(a′· τ)− 2g(σ, τ)
= p(a·σ) + p(a′· τ)

Combining Theorem 5.6 and Theorem 5.2, we have
Theorem 5.7. For the five families of moduli space of parabolic Higgs bundles described in Theorem 5.2,
the perverse filtration defined by the Hitchin map is multiplicative.
5.3. Full version of P = W for n = 1. In this section, we prove the full version of P = W conjecture in
the n = 1 cases by using the explicit geometry of the Hitchin map.
I thank Dingxin Zhang for suggesting the following lemma to me.
Lemma 5.8. Let X be any of the del Pezzo surface in Theorem 5.3. Let i : T → X be the closed embedding
of the removed curve in Theorem 5.3 and let j : U →֒ X be its complement. Then
W2H
2(U) ∼= Im
(
H2c (U)→ H2(U)
)
.
Proof. We have a diagram where the row and the column are distinguished triangles
i∗i
!QX
Rj!QU QX i∗QT
Rj∗QU
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Taking cohomology in degree 2, we have
H2T (X)
H2c (U) H
2(X) H2(T )
H2(U)
i∗
ψ
j!
φ
i∗
j∗
By [8], Corollaire 3.2.17, the image of j∗ is precisely W2H
2(U). So it suffices to prove that Im j! + ker j
∗ =
H2(X). By exactness, this is equivalent to proving that Im i∗+ker i
∗ = H2(X). Therefore, it suffices to prove
that ψ = i∗i∗ is an isomorphism. In fact, the morphism ψ maps ξ ∈ H2T (X) ∼= H2(T ) to ξ† : H2(T ) → Q,
where ξ†(γ) =
∫
X ξ ∪ i∗(γ). This defines a symmetric bilinear form on H2(T ) defined by the intersection
number of components of T viewed in X . To show that ψ is an isomorphism, it suffices to show that this
bilinear form is nondegenerate. In the case where T is a triangle, then the intersection matrix is −1 1 11 −1 1
1 1 −1

In the case when T is a nodal P1, since it is cut out by hyperplane section away from the singularities of the
weighted projective space, so it is an ample divisor, therefore the self intersection of T is nonzero. 
Theorem 5.9. The perverse filtration for the map MD(1) → C and the mixed Hodge filtration on MB(1)
correspond.
Proof. By the spectral sequence of weight filtration of mixed Hodge structure, dimensions of graded pieces
of weight filtration is easily computed.
dimGrWw H
d(MB) =

1 w = d = 0
1 w = 4, d = 2
2 w = 2, d = 1, A˜0 case
k w = 2, d = 2, D˜4, E˜6, E˜7, E˜8 case
0 otherwise.
Compare with Proposition 5.4, numerical P =W holds for n = 1 in our five cases. To prove the full version of
the P =W conjecture, it suffices to prove that P1H
2(MD) =W2H
2(MB) in D˜4, E˜6, E˜7, E˜8 cases. (A˜0 cases
is trivially true.) By Proposition 5.4, P1H
2(MD) in four cases are all spanned by the fundamental classes
of exceptional curves of the minimal resolutions, and H2c (MD) is generated by the fundamental classes of
exceptional curves and a generic fiber of the morphism MD → C. Note that the fiber class is 0 in H2(MD),
so we have
P1H
2(MD) = Im
(
H2c (MD)→ H2(MD)
)
.
By Lemma 5.8, we have W2H
2(MB) = Im(H
2
c (MB)→ H2(MB)). This completes the proof. 
Remark 5.10. In [6], Theorem 3.2.1 asserts that the forgetful map H6g−6c (MD) → H6g−6(MD) is the zero
map, where 6g−6 is the complex dimension of the moduli space in the context. In fact, they consider moduli
space of degree 1 Higgs bundles and twisted representations, so their result does not contradict ours.
5.4. Perverse numbers and numerical P =W . In this section, we give some partial numerical evidence
for P =W Conjecture 1.1 for our five families of Hitchin fibrations. We use Proposition 4.12 and Proposition
5.4 to compute the perverse numbers GrpH
d(M
[n]
D ). Conjecture 1.2.1 in [11] which predicts that the mixed
Hodge numbers of character varieties can be computed by a combinatorial formula. We made a conjecture
that in our five families of Hitchin systems, the perverse numbers equal the conjectural mix Hodge numbers
of the corresponding character varieties. We have verified our conjecture for small n.
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Theorem 5.11. Let f : MD → C be n = 1 case of the five families. Denote perverse numbers by pi,j =
dimGriH
j(M
[n]
D ). Let perverse Poincare´ polynomial be Pn(q, t) =
∑
i,j p
i,jqitj. Then for the A˜0 case, the
generating series is
∞∑
n=0
snPn(q, t) =
∞∏
m=1
(1 + smqmt2m−1)2
(1− smqm−1t2m−2)(1 − smqm+1t2m) .
For the other four cases, the generating series are
∞∑
n=0
snPn(q, t) =
∞∏
m=1
1
(1− smqm−1t2m−2)(1 − smqmt2m)k(1− smqm+1t2m)
where k is defined in Proposition 5.4.
Proof. We prove the equalities by expanding both hand sides and identifying the corresponding terms. Since
all cases are similar, we prove the D˜4 case as an illustration of the calculations. By Proposition 4.12, Ku¨nneth
formula and MacDonald theorem, we have
H∗
(
M
[n]
D
)
[n]
= H
( ⊕
ν=1a1 ···nan
Rr
(ν)
C,∗
( ⊕
r+s+t=a
P{r}0 ⊠ P(s)1 ⊠ P{t}2
)
[−C(r, s, t)]
)
=
⊕
ν=1a1 ···nan
⊕
r+s+t=a
H
(
P{r}0 ⊠ P(s)1 ⊠ P{t}2
)
[−C(r, s, t)]
=
⊕
ν=1a1 ···nan
⊕
r+s+t=a
H
(
P{r}0
)
⊗H
(
P(s)1
)
⊗H
(
P{t}2
)
[−C(r, s, t)]
By Proposition 5.4, we have P0 = QC[1], P1 = j∗Rˆ1[1]⊕Q40, P2 = QC[1]. Note that j∗Rˆ1 has no cohomology
so that we have
H(P0) H(P1) H(P2)
dimension 1 4 1
degree −1 0 −1
Together with Proposition 2.1 and Remark 2.6, the table shows that the summand
H
(
P{r}0
)
⊗H
(
P(s)1
)
⊗H
(
P{t}2
)
[−C(r, s, t)]
is a vector space of dimension
n∏
i=1
(
si + 3
3
)
, and all cohomology classes in this summand are of cohomo-
logical degree
∑n
i=1−ri + si + ti and perversity
∑n
i=1 si + 2ti. Here we use the fact that H(P0) and H(P2)
are in odd degree, so that
H
(
P{r}0
)
=
n⊗
i=1
SymriH−1(P0) = C,
and similarly for H
(
P{t}2
)
. So
Pn(q, t) =
∑
ν=1a1 ···nan
qn−l(ν)t2n−l(ν)
n∏
i=1
∑
ri+si+ti=ai
(
si + 3
3
)
qsi+2tit−ri+si+ti
=
∑
ν=1a1 ···nan
qn−l(ν)t2n−l(ν)
n∏
i=1
t−ai
∑
ri+si+ti=ai
(
si + 3
3
)
qsi+2tit2si+2ti
=
∑
ν=1a1 ···nan
qn−l(ν)t2n−2l(ν)
n∏
i=1
∑
ri+si+ti=ai
(
si + 3
3
)
qsi+2tit2si+2ti
Therefore
∞∑
n=0
Pn(q, t) =
∞∑
n=0
∑
ν=1a1 ···nan
qn−l(ν)t2n−2l(ν)
n∏
i=1
∑
ri+si+ti=ai
(
si + 3
3
)
qsi+2tit2si+2ti
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On the other hand, to get a term in the product generating series with factor sn is equivalent to the following
data: (1) A partition ν = 1a1 · · ·nan of n, such that the factor m = i contributes (si)ai , (2) a triple (ri, si, ti)
for each i satisfying ri + si + ti = ai, such that the expansions of three parenthesis contribute (s
i)ri , (si)si
and (si)ti , respectively. So the term obtained in this way is
n∏
i=1
(
si + 3
3
)
si(ri+si+ti)q(i−1)ri+isi+(i+1)tit(2i−2)ri+2isi+2iti
=
n∏
i=1
(
si + 3
3
)
siaiq(i−1)ai+si+2tit(2i−2)ai+2si+2ti
= snqn−l(ν)t2n−2l(ν)
n∏
i=1
(
si + 3
3
)
qsi+2tit2si+2ti .
Here we use the fact that ai = ri + si + ti, n =
∑n
i=1 iai and l(ν) =
∑n
i=1 ai. By comparing with the
expansion of the additive generating series, the theorem follows. 
If we believe the P =W Conjecture, the perverse numbers of Hitchin system should equal the mixed Hodge
numbers of corresponding character varieties. In fact, the Conjecture 1.2.1 in [11] and Theorem 5.11 suggest
the following conjecture.
Conjecture 5.12. Let µ be multi-partition which encodes the parabolic data of MB(n). Let k be defined as
in Proposition 5.4. Let Hµ be defined as in section 1.1 of [11]. Then for A˜0(n) case, we have
∞∏
m=1
(1 + smqmt2m−1)2
(1− smqm−1t2m−2)(1 − smqm+1t2m) =
∞∑
n=0
(st2q)nHµ(−√q,
√
q
t
)
For the other four cases, we have
∞∏
m=1
1
(1− smqm−1t2m−2)(1− smqmt2m)k(1− smqm+1t2m) =
∞∑
n=0
(st2q)nHµ(−√q,
√
q
t
)
Remark 5.13. In fact, the conjecture for A˜0 case is the cohomological version of Conjecture 4.2.1 in [12], and
the other four cases are new. With the help of Mathematica, we prove for n ≤ 6 for D˜4 case, n ≤ 4 for E˜6
case, n ≤ 3 for E˜7 and n ≤ 2 for E˜8 case. Efforts to prove for general n so far all ended with combinatorial
difficulties. More understanding on q, t-Kostka numbers would be helpful.
References
[1] A. A. Beilinson, J. N. Bernstein, P. Deligne, Faisceaux pervers, Astrisque, vol. 100, Soc. Math. France, Paris, 1982.
[2] M. de Cataldo, L. Migliorini, The Douady space of a complex surface, Adv. in Math. 151 (2000), 283-312.
[3] M. de Cataldo, L. Migliorini, The Hodge theory of algebraic maps, Ann. Scient. Ec. Norm. Sup., 4e serie, t.38, 2005, p.
693-750.
[4] M. de Cataldo, L. Migliorini, Intersection forms, topology of algebraic maps and motivic decompositions for resolutions
of threefolds, Algebraic cycles and Motives, London Mat.Soc., Lecture Notes Series, n.343, vol.1, pp.102-137, Cambridge
University Press, Cambridge, UK, 2007.
[5] M. de Cataldo, T. Hausel, L. Migliorini, Exchange between perverse and weight filtration for the Hilbert schemes of points
of two surfaces, Journal of Singularities, vol 7 (2013), 23-38.
[6] M. de Cataldo, T. Hausel, L. Migliorini, Topology of Hitchin systems and Hodge theory of character varieties: the case
A1, Annals of Mathematics 175 (2012), 1329-1407.
[7] W. Chuang, D. Diaconescu, R. Donagi, T Pantev, Parabolic Refined Invariants and Macdonald Polynomials, Communi-
cations in Mathematical Physics, 335, 1323-1379(2015).
[8] P. Deligne, The´orie de Hodge. II. Inst. Hautes E´tudes Sci. Publ. Math. 40 (1971), pp. 5-57.
[9] P. Etingof, A. Oblomkov, E. Rains, Generalized double affine Hecke algebras of rank 1 and quantized del Pezzo surfaces,
Advances in Mathematics Volume 212, Issue 2, 10 July 2007, Pages 749-796.
[10] M. Gro¨chenig, Hilbert schemes as moduli of Higgs bundles and local systems, Int Math Res Notices (2014) 2014 (23):
6523-6575. doi: 10.1093/imrn/rnt167.
[11] T. Hausel, E. Letellier, F. Rodriguez-Villegas, Arithmetic harmonic analysis on character and quiver varieties, Duke
Mathematical Journal, Vol. 160, No. 2, 2011 DOI 10.1215/00127094-1444258.
[12] T. Hausel, E. Letellier, F. Rodriguez-Villegas, Arithmetic harmonic analysis on character and quiver varieties II, Advances
in Mathematics 234 (2013) 85-128.
[13] M. Kashiwara, P. Schapira, Sheaves on manifolds, Springer, 1990.
MULTIPLICATIVITY OF PERVERSE FILTRATION FOR HILBERT SCHEMES OF FIBERED SURFACES 29
[14] M. Lehn, Chern classes of tautological sheaves on Hilbert schemes of points on surfaces, Inventiones Mathematicae, 1999,
136(1):157-207.
[15] M. Lehn, C. Sorger, The cup product of the Hilbert scheme for K3 surfaces, Inventiones mathematicae May 2003, Volume
152, Issue 2, pp 305-329.
[16] I. G. Macdonald, Symmetric products of an algebraic curve, Topology, Vol. 1, pp. 319-343.
[17] L. Maxim, M. Saito, J. Schu¨rmann, Symmetric products of mixed Hodge modules, Journal de Mathe´matiques Pures et
Applique´es, Volume 96, Issue 5, November 2011, Pages 462-483.
[18] C.T. Simpson, Harmonic bundles on noncompact curves, Journal of the American Mathematical Society, Vol. 3, No. 3
(Jul., 1990), pp. 713-770.
