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Abstract 
 
This paper presents a Genetic Algorithms (GA) approach to search the optimized path 
for a class of transportation problems.  The formulation of the problems for suitable 
application of GA will be discussed. Exchanging genetic information in the sense of 
neighborhoods will be introduced for generation reproduction. The performance of 
the GA will be evaluated by computer simulation. The proposed algorithm use simple 
coding with population size 1 converged in reasonable optimality within several 
minutes.  
 
1. Introduction 
The optimization of Traveling Sales Problems (TSP) represent a class of 
transportation problems including sales traveling, postal delivery, bus route 
planning and ship-port traveling. In the TSP, the goal is to find the shortest 
distance between N traveling points. The number of possible route for an N city 
tour requires N! additions [6]. An exhaustive search through all possible paths is 
acceptable only when N is small.  As N increases, the number of possible path 
grows geometrically. A 20-city tour involves 2.431018 additions. Even with 1 
billion additions performed in 1 second, this would take over 1852 years. Adding 
one more city would cause the number of additions to increase by a factor of 21. 
Obviously, exhaustive search becomes impractical.  
This paper presents the application of GA approach in this class of transportation 
problem and discusses the methodologies for generation evolution. Although GA 
probably will not lead to the best solution, it can find a near optimal solution in a 
much less time (within several minutes). The rest of this paper is organized as 
follows: Section 2 describes mechanisms of GA. Section 3 introduces the use of 
GA to TSP. Section 4 presents the result of the proposed algorithms. Finally, 
section 5 concludes the paper. 
2. Genetic Algorithms 
In 1970s, Holland [5] introduced some biological evolution principles into 
optimization that is so-called genetic algorithms (GA). In 1980s, Goldberg [1] 
and Davis [4] further elaborated and developed the mechanisms of GA. Goldberg 
gave a overall description on GA. Davis made some practical suggestions for the 
mechanism of GA to improve convergence. 
 
GA is a general purpose guided random search that based on the natural selection 
principles of biological evolution to improve the potential solutions. GA includes 
random elements which help to prevent the search begin trapped in local 
minimum. These properties overcome some of the shortcomings of conventional 
optimization approaches in ill-structured problems. 
 
Being inherently parallel, GA are performed over a population of solution 
candidates. The manipulation process uses genetic operators to produce a new 
population of individuals (offspring) by manipulation the solution candidates. 
The algorithms start working by evaluating thousands of scenarios automatically 
until they find an optimal answer. The genetic algorithms bias the selection of 
chromosomes so that those with the better fitness functions tend to reproduce 
more often than those with worse evaluations. The multiple objectives are solved 
by formulating those objectives in proportion into the fitness function.  
 
Given an optimisation problem, GA first encode the parameters into solution 
candidates. In the initial phase, the population consists of randomly generated 
heterogeneous solution candidates. After all chromosomes go through evaluation 
process, an initial population will improve as parents are replaced by better and 
better children. The best individual in the final population can be a highly 
evolved solution to the problem.  
 
3. Optimization of Traveling Sales Problem with Genetic Algorithms 
3.1  Traveling Sales Problem 
The TSP is a standard problem in optimization. The objective in our study is to 
minimize the traveling distance of N cities in a 100100 square plane from (0,0). 
Figure 1 shows a 4-city tour starting from (0,0) in the 100100 square plane, 
where  indicates the city needed to be traveled. 
 Figure 1: TSP of a 100100 square plane from (0,0), where  indicates the city 
needed to be traveled. 
 
3.2  Mechanisms of GA for TSP 
Figure 2 describes the flow of the optimization of TSP by GA. GA first encodes 
the traveling cities into chromosome. The population size is 1. After the 
chromosome goes through evaluation process, a fitness value is assigned to the 
chromosome. The child is then compared with the parent. If it is fitter than the 
parent, it will replace the parent, or it will not be used. Then the parent will 
reproduce a child through neighbourhood mutation (which will be discussed in 
part v in this section). The process repeats until it reaches the maximum number 
of generations. The chromosome in the final population is a highly evolved 
solution to the problem.  
 
 
  
Figure 2: Mechanisms of the proposed algorithms. 
 
i. Coding 
In GA, the parameters to be optimized are encoded into chromosomes (Figure 2); 
and each chromosome is a solution candidate. The encoding scheme depends on 
the nature of parameters to be optimized. In this problem, each city going to be 
visited is represented by an integer. The chromosome S, is a sequence of 
integers, can be formed by encoding the list of cities in the order they are visited. 
The length of chromosome equals to N.  
 
ii. Initialization 
In this problem, we set the population size equals to 1 and the initial population 
is randomly generated.  
 
iii. Evaluation 
In the evaluation module, each chromosome is coded with the integer of the 
cities to be traveled and the traveling time is calculated. The fitness value, 
calculated according to the fitness function, which is defined by the designer, is 
assigned to the chromosome. 
 
vi. Reproduction and Generation Selection  
The reproduction module selects the alleles to be mutated. Then a new child 
chromosome is produced. The new chromosome is compared with parent 
chromosome. Elitism is used in the generation selection. If the new chromosome 
fitter than the parent, then it replaces the parent, else it will not be used. This 
avoids the loss of potential candidates by copying the best member into the 
succeeding generation.  
 
v.  Neighborhood Mutations 
Conventional crossover and mutation are the most commonly used operations [1] 
in GA to obtain offspring. However, simple crossover and mutation may lead to 
violation of the constraint of TSP, as the city to be traveled may be missed or 
duplicated. As shown in Figure 3, the crossover operation will not work. Let’s 
say, we have a 2nd crossover point. Every number in parent 1 before the 
crossover point is copied into the same position in child 1. Then, every number 
after the crossover point in parent 2 is put into child 1. The opposite is done for 
child 2.  
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Figure 3: Crossover of chromosome 
 
After the crossover operation, in Child 1, the city 1 is visited twice and city 9 is 
missed. The reproduction should preserve all the cities required in the 
chromosomes from the parents to the children.  
A different approach has therefore been adopted to the reproduction of 
chromosomes.  A neighborhood [2] is defined for the best chromosome in a 
generation and the chromosome only evolves to one of its neighbors.  Four 
immediate neighborhoods (N1, N2, N3 and N4) have been proposed and they 
define neighbors as chromosomes with cities swapped according to certain rules.    
 
 
Figure 4: N1, N2, N3 and N4 neighborhood and their corresponding mutation. 
 
1. Neighborhood 1 (N1) 
N1 is defined as each generation evolves with one of the adjacent neighbors 
of the chromosome.  N1 mutation of Figure 2 shows an example: the 2nd
allele is exchanged with the 3rd allele, its adjacent neighbor. 
 
2.  Neighborhood 2 (N2) 
N2 is a larger set of neighbors by swapping any pair of selected cities. N2 
mutation of Figure 2 shows an example: the 2nd allele is exchanged with the 
4th allele, its larger set neighbor. 
 
3. Neighboring 3 (N3) 
N3 is a more open neighborhood by swapping more than 1 pair of cities. 
N3 mutation of Figure 2 shows an example: the 2nd allele is exchanged with 
the 4th allele, its larger set neighbor. The 3rd allele is exchanged with the 8th
allele. 
 
4. Neighboring 4 (N4) 
N4 is another open neighborhood by swapping 3 or more cities (not 
necessary in pair).  An example is shown in N4 mutation of Figure 2, the 2nd
allele is exchanged with the 3rd allele, 3rd with 4th, 4th with 5th and 5th with 
2nd in turn.  
 
All neighborhoods maintain the same cities in the chromosomes throughout the 
generation evolution process while providing neighborhood spaces of various 
sizes.  As the GA search may be led to a local optimum, a more open 
neighborhood is likely to offer an exit route out of a local optimum. However, 
such neighborhood may contain some worse chromosomes, as well as the better 
ones.  The rate of convergence toward the optimum may be adversely affected as 
a result.   
 
3.2. Design of the TSP using GA 
The GA procedures are summarized as follows: 
1 Population size is 1. 
2 Integer coding is used in the chromosome of GA. 
3 Initialize the chromosome by random generator. 
4 This algorithm uses elitism in generation selection. 
5 Neighborhood (N1, N2, N3 or N4) mutation is adopted.  
6 Fitness function is the inverse of the sum of square of the traveled distance of the 
cities. 
7 The optimization is terminated when maximum generation is reached. 
 
4.  Results and discussions 
The choice of chromosomes for the initial generation plays a vital role in the 
convergence toward the optimal solution.  In order to smooth out this effect, 20 
tests have been carried out for each traffic condition with each neighborhood 
definition.  In each test, the chromosomes of the initial generation are selected 
randomly from the set of possible sequences.  The average of the minimum costs 
over the 20 tests is then calculated. All the simulation runs are performed on 
PIII-800Mz IBM compatible computer. Figure 5 and Table 1 summarizes the 
average traveling distance (of 20 tests) of 30 cities over 1000 generations for 
different neighborhood mutations. 
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Figure 5: The average traveling distance (of 20 tests) of 30 cities over 1000 
generations. 
 
Neighborhood 
mutation 
N1 N2 N3 N4 
Average 
optimized 
distance 
1142.1453   662.1430   698.5173   747.6895 
Average time 
spent 
1.45s 0.28s 0.233s 0.23s 
Table 1: Average performance for 20 trails after 1000 generations of 30 cities for 
different neighborhood mutations. 
 
From the result, all proposed algorithms converged in several seconds.  N2, N3 
and N4 is much better than N1 and N2 is marginally the best. N1 is essentially a 
local search and it is trapped at a local optimum after 150 generations. When one 
city is at one end of the chromosome, it is very difficult to shift it to the other 
with N1. N2, N3 and N4 have a similar performance as they are allowed to 
search more in a more open neighborhood. 
 
5.  Conclusions 
In this paper, the application of GA techniques on a class transportation problem 
has been investigated.  Simple crossover and mutation are not deemed to be 
appropriate for producing off-springs in this GA application.  Neighborhoods of 
chromosomes are thus defined for generation evolution. The proposed algorithm 
use simple coding with population 1 converged in reasonable optimality in the 
order of several seconds.  This algorithm can be applied to any routing and 
scheduling problems on both road and rail transportation with minimum 
modifications. 
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