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Spatial Fluorescence Cross Correlation Spectroscopy is a rarely investigated version of Fluorescence Correlation Spectroscopy, 
in which the fluorescence signals from different observation volumes are cross-correlated. In the reported experiments, two ob-
servation volumes, typically shifted by a few µm, are produced, with a Spatial Light Modulator and two adjustable pinholes. We 
illustrated the feasibility and potentiality of this technique by: i) measuring molecular flows, in the range 0.2 – 1.5 µm/ms, of so-
lutions seeded with fluorescent nanobeads or rhodamine molecules (simulating active transport phenomenons); ii) investigating 
the permeability of the phospholipidic membrane of Giant Unilamellar Vesicles versus hydrophilic or hydrophobic molecules (in 
that case the laser spots were set on both sides of the membrane). Theoretical descriptions are proposed together with a discus-
sion about Fluorescence Correlation Spectroscopy based, alternative methods. 
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1.  Introduction 
Since its invention in the early seventies [1], Fluores-
cence Correlation Spectroscopy (FCS) has been used 
mostly to measure diffusion coefficients and concentra-
tions. About ten years ago it has been extended to spatial 
cross-correlation spectroscopy (sFCCS), which is based 
on a time and spatial dual correlation. It usually implies 
two shifted laser spots, creating two separate observation 
volumes from which the fluorescence signals are de-
tected. This method can thus assess the directional trans-
port of molecules or particles between these volumes. 
One key point, when performing sFCCS, is the fabri-
cation of separate laser spots. Several techniques have 
been already used for doing this. In one of the pioneering 
experiments, based on elastic scattering of light by latex 
spheres, the two volumes were obtained with two differ-
ent Ar+ laser lines (458 and 514 nm) [2]. A few years 
later, two papers reported sFCCS under confocal geome-
try [3,4]. Interestingly enough, it has been demonstrated 
that time gated, two photon excitation, significantly low-
ers the undesired cross-talk between the two observation 
volumes [4]. However, all these experiments used polar-
izing beam splitters and/or Wollaston prisms to split and 
recombine the two, almost parallel, laser beams [3-5]. 
This made the adjustment of the separation between the 
two observation volumes not possible. Nevertheless, a 
Wollaston prism is an interesting optical component be-
cause it can be easily inserted in the illumination path of 
commercial FCS systems, providing a fixed and known 
distance between the two foci which can therefore be 
used as an external ruler [5,6]. Passive Diffractive Opti-
cal Elements (DOE) have also been used to produce 
gaussian foci of submicrometer diameter and perform 
FCS and sFCCS experiments [7,8]. However, here also 
there is some lack of flexibility, since each DOE is fabri-
cated once and for all by electron beam lithography. A 
significant improvement has been recently brought to 
spatial measurements by scanning FCS [9].  This tech-
nique has been applied with various modalities [10-12] 
and can even be extended by exploiting the time struc-
ture present in images obtained with laser scanning con-
focal microscopes [13]. Finally, on the route towards 
multiconfocal FCS we note the promising approaches us-
ing either EM-CCD camera [14], where each pixel is a 
unitary pixel, or spinning disk confocal microscopes [15], 
where up to ∼ 105 independent locations are available. 
Therefore, it appears clearly that the ideal multiconfocal 
FCS experiment would involve: i) a flexible way to ad-
dress, simultaneously, the desired laser spots at various 
locations within the biological medium; ii) a matrix of 
fast, point-like detectors. Concerning the first aspect, 
Spatial Light Modulators (SLM) became recently com-
mercially available, opening new possibilities, especially 
for optical tweezers [16], since these devices make it 
possible to control the laser illumination geometry.  
 In this paper we demonstrate the possibility of con-
trolling the illumination with a SLM, by performing 
sFCCS measurement of active flow and permeability 
through the membrane of Giant Unilameller Vesicles 
(GUV). The article is organised as follows: in the follow-
ing section 2) we present the experimental set-up with its 
main characteristics, the spatial properties of the laser 
beam after reflexion on the SLM and the corresponding 
consequences for FCS data; section 3) is mainly devoted 
to the theoretical approach of permeability measurement 
with sFCCS; the experimental results are presented in 
section 4); finally we conclude in section 5). 
2.  Experimental 
2.1 Experimental set-up  
In our experimental set-up (Fig. 1), the fibered inci-
dent laser beam of power ≅ 200 µW (488 nm, KYMA, 
Melles Griot), was firstly collimated and expanded 
(2.4×) through a telescope (lenses 1 and 2), then sent to 
the SLM device (LC-R 720, Holoeye), by means of mir-
rors 1 and 2. A λ/2 plate and a polarizer were introduced 
before the SLM to optimize the relative intensity of the 
various spots at the focus plane of the objective. Our 
SLM device (a reflective LCOS microdisplay) has 
1280×768 pixels, a pitch of 20 μm and can modulate the 
phase (encoded on 8 bits) between 0 and π. When neces-
sary, the SLM could be bypassed by tilting mirrors 1 and 
3.  
Then, the laser beam, reflected by a periscope (not 
shown) and a dichroic mirror was focused within the 
sample, through the water objective (60×, NA 1.2) of an 
inverted microscope (Olympus IX70). The fluorescence 
light was spectrally filtered, separated in two equivalent 
paths by means of a beam splitter and focused on two 
multimode fibers (core diameter 100 µm), used as point 
detectors. Note that the pairs of lenses 3, 4 and 3, 5 pro-
duce an additional 3× magnification, such that the total 
magnification was about 180×. Finally, the two single 
photon detectors (Avalanche Photodiodes, APD) were 
connected to a home made data acquisition system and 
correlator. 
We imaged various phase gratings on the SLM: eche-
lette grating, where the phase varies linearly from 0 to π 
over a period of Pxl pixels; binary grating, where ½Pxl 
pixels have no phase shift, followed by ½Pxl pixels with 
a phase shift of π (period of Pxl pixels); phase step 0-π. It 
is interesting to note that the distance d between the 0th 
and 1rst order spots of an echelette grating of period Pxl is 
the same than the distance between the two spots of or-
ders ±1 of a binary grating of period Pxl (a binary 0-π 
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grating has, theoretically, no 0th order spot, but a tiny 
spot could nevertheless be observed). 
The distance d between the centers of the laser spots 
could be varied between 9.2 μm and 0.8 μm. The longer 
distance was obtained with a binary grating of period Pxl  
= 20 pixels (corresponding to a spatial period, on the 
SLM, of 20×20μm = 400 μm) and the shorter one with a 
0-π phase step. 
For flow measurements, a piezoelectric device (Piezo-
system, Jena) has been used, the speed of which lies in 
the range 200 – 1500 µm/s. In that case a droplet of solu-
tion, seeded with a nM concentration of the molecules or 
particles of interest, was deposited on a cover slit at-
tached to the piezoelectric device.  
 
2.2 Spatial properties of the laser beam 
 
Since it is known that SLM devices introduce geomet-
rical aberrations [17], we have characterized the intensity 
profile of the laser beam with a CCD camera (Spot In-
sight B/W, Diagnostic Instruments) and its wave-front 
with a Shack-Hartmann sensor (HASO32, Imagine Op-
tics). Note that these optical devices, inserted before the 
entrance of the microscope, are not shown in the Fig. 1 
scheme. We first recorded images of the beam profile at 
various distances from the focal plane of an achromatic 
doublet (FL300, Melles Griot). Calculating the moments 
of the intensity distribution [18] and using the standard 
equations for the gaussian beam propagation [19], we 
obtained reliable values of the M2 parameters along two 
perpendicular directions, as shown in Table 1. The M2 
factor, also called the beam quality, is the ratio of the 
beam’s divergence to that of a diffraction-limited beam 
of the same waist diameter [19]. When the laser beam 
was reflected by the SLM, a blank or flat signal (i.e. no 
spatial variation of the phase shift) was addressed to it. 
Table 1 clearly indicates that geometrical aberrations 
are introduced, among which there must be, at least, as-
tigmatism. Therefore, we measured these aberrations by 
using the HASO device (Fig. 2). We quantified these ab-
errations with the Zernike polynomial expansion. Getting 
rid of the tilt parameters which are not relevant in the 
present study, we found that the next and dominant, low-
est order terms of the Zernike expansion, are the focus 
and the astigmatism coefficients [20], the values of each 
of them were of the order of 0.1 µm. The exact values 
were dependent upon the location of the laser beam on 
the LCOS micro display and upon the flatness of its sur-
face, which is mechanically deformable. Then, we inves-
tigated the possibility of correcting the distorted wave-
front by addressing spherical and astigmatism correc-
tions to the SLM [21]. However, the efficiency of this 
method was found to be quite limited because the ampli-
tude of the phase modulation of our LCOS device is λ/2, 
while the total wave-front distortion overcomes this val-
ue (see Fig. 2).  
 
2.3 Fluorescent probes and sample preparation 
  
 Experiments about permeability have been performed 
with single dye molecules, the lipophilic Rhodamine 6G 
(R6G) and the hydrophilic Sulforhodamine G (SRG), 
both from Radiant Dyes. These molecules were used 
without further purification and diluted at concentrations 
between 1 and 10 nM. In addition, to study active trans-
port, we also used fluorescent nanobeads of diameter 20 
nm (Fluospheres F-8888, Invitrogen). 
The Giant Unilameller Vesicles (GUV) used for per-
meability assessment were swollen from a lipid solution 
(DOPC) using the electroformation method [22]. They 
were prepared in sucrose solutions of concentration 270 
mM. The GUV were then diluted in glucose solutions 
(300 mM) of equal osmolalities, in order to sediment on 
the bottom of the perfusion chamber, where they could 
be observed. The concentrations of fluorophores (SRG or 
R6G) inside and outside the GUV, were adjusted so that 
the inner one matches the outer one. 
 
2.4 Properties of the FCS confocal volume 
 
It appeared interesting to evaluate the influence of the 
optical aberrations upon the FCS measurements in solu-
tion, that is upon the corresponding confocal (or observa-
tion) volume. By fitting, with the standard diffusion 
model, the autocorrelation function of the fluorescence 
signal [23], we could determine the characteristic diffu-
sion time, τD = ωr2/4D (ωr being the radius of the usual 
gaussian describing the confocal volume and D the diffu-
sion constant). Firstly, when the laser beam bypassed the 
SLM, the measured diffusion time of R6G in pure water, 
τD, was about 29 µs. This corresponded to ωr = 0.18 µm, 
assuming D = 280 µm2/s for the diffusion constant, at 
room temperature, of R6G in water [24]. Secondly, when 
the laser beam was reflected by the SLM (with a blank or 
flat signal), the diffusion time increased to about 45 µs. 
This corresponded to an increase of ωr to 0.22 µm, due 
to the aberrations introduced by the SLM reflecting the 
laser wave-front. In practice, any deformation of the 
wavefront and, henceforth of the intensity distribution at 
the focal point of the objective, corresponds to an in-
crease of the effective confocal volume, since it is the 
product of the illumination function and of the detection 
one. However, theoretically, one must make a distinction 
between: i) the focus, that changes the beam cross-
section at the focal point and that could be corrected by 
adjusting the convergence of the incident beam; ii) the 
astigmatism, that breaks the anisotropy of the confocal 
volume.  
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 It must also be noted that the viscosity of the sucrose 
(270 mM) and glucose (300 mM) solutions used for the 
permeability experiments, is significantly different from 
that of pure water [25]. As a first consequence, the corre-
sponding diffusion time increased to 52 µs for glucose (η 
= 1.16×10-3 Pa.s) and 65 µs for sucrose (η = 1.29×10-3 
Pa.s). In addition, the change of the solution refraction 
index, pure water versus sugar solutions, might have also 
corrupted the value of τD, since the refraction index 
modifies the laser focalization and fluorescence collec-
tion and, in turn, the radius, ωr, of the observation vol-
ume.  
 From a practical point of view, the enlargement of 
the confocal volumes increases their overlap. However, 
despite this phenomenon, sFCCS could be used to access 
permeability and to measure active transport, providing 
the observation volumes are farther apart than ≅ 1 µm.  
 
 
3. Theoretical background about sFCCS 
 
 Lets us consider the general definition of the sFCCS 
function, obtained by cross-correlating the fluorescence 
signals, I1(t) and I2(t), emanating from two different ob-
servation volumes, spatially shifted by Δ : 
 
 
(1) 
 
 
where δI1,2(t) = I1,2(t) - <I1,2(t)> are the deviations from 
the temporal averages of the signals. These deviations 
arise from the fluctuations of the concentration of fluo-
rescent molecules, δC, within the observation volumes, 
W1 and W2: 
                  (2) 
 
 where the constant A1,2 takes into account the laser 
intensity, the fluorescence cross-section and the overall 
fluorescence detection efficiency. The observation vol-
umes are themselves the product of an illumination func-
tion and of the detection one [26]. Without entering 
within the details, we stress the fact that the illumination 
function is controlled by the laser excitation shaped by 
means of the SLM, while the detection one corresponds 
to the pinhole adjustment.  
 To describe our experimental situation, we consider 
two shifted, but equivalent, observation volumes, de-
scribed by the same volume W and the same constant A. 
Therefore, the cross-correlation function reads: 
 
 (3) 
 
where C  is the mean value of the concentration.  
 
 
3.1 sFCCS with flow and diffusion 
 
 The two laser spots being on a line parallel to the mo-
lecular flow of speed V, the cross correlation function is 
found to be, in presence of diffusion [3]: 
 
      (4) 
 
where: ωr and τD are the same parameters as those de-
fined in section 2.4;  ωz is the elongation of the observa-
tion volume; S = ωz/ωr is the so called structure parame-
ter; N = C π3/2ωr2 ωz is the number of molecules in the 
effective observation volume; τV = Δ/V is the characteris-
tic flow time between the two observation volumes. 
 
3.2 sFCCS with permeability and diffusion  
 
 In presence of permeability, the propagator, that ap-
pears within the numerator of the above Eq. 3, contains 
two contributions. The first one, along the x direction, 
stands both for the diffusion, with constant D and for the 
permeability across the phospholipidic membrane, with 
constant P [27]; the second one stands for the diffusion 
parallel to the y, z plane [28]: 
       
(5) 
 
where the subscripts yz correspond to vectorial compo-
nents in  the y, z plane of the membrane (located at x = 
0). Using ref. [29], one can check that when the perme-
ability P goes to infinity, the corresponding one-
dimensional contribution recovers the usual free diffu-
sion expression. Inserting Eq. (5) within Eq. (3) and as-
suming (as usual) a gaussian shape for W does not lead 
to an analytical expression of the cross-correlation func-
tion. Although the corresponding numerical solution 
could be fit with a multi-parameter analytical expression, 
the latter would be painful to manipulate and discuss, so 
that we prefer to represent W by a delta function to ob-
tain a simple analytical solution: 
 
(6) 
 
 Note that the integration of W still leads to a finite 
observation volume containing the same number of 
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molecules as above mentioned, i.e. N = C π3/2ωr2 ωz. 
Using this approximation for the observation volumes 
(symmetrically shifted by ±Δ/2 on both sides of the 
membrane) and inserting it in the cross-correlation ex-
pression (Eq. 3), together with the propagator (Eq. 5), led 
to the following result: 
 
       (7) 
 
Once again, this expression contains two contributions, 
one for the permeability and one for the diffusion. It is 
interesting to compare the expression of the diffusion 
contribution (last factor of Eq. 7) with the exact expres-
sion for two-dimensional diffusion, that involves the 
term (1 + τ/τD)-1/2(1 + τ/S2τD)-1/2. One clearly sees that 
the approximation made for the observation volumes (Eq. 
6) is correct as long as the observation time, τ, is much 
larger than the diffusion time through the observation 
volume, τD. We will see in the experimental section that 
the observed features fulfil this condition, thus justifying 
the corresponding approximation. It is worthwhile to 
make a practical remark about the utilization of the Eq. 
7: since the argument of the error function is always 
positive, the approximation by excess presented in ref. 
[29] is very useful to evaluate the cross correlation func-
tion, whatever are the parameters and variable values, P, 
D, Δ and τ .  
 As a result, we present in Fig. 3 a series of cross-
correlation functions calculated with parameters consis-
tent with the experimental values: the permeability, P, is 
ranging from 10 to 103 µm/s (solid curves); D = 280 
µm2/s; Δ = 1.4 µm; ωr = 0.22 µm and S = 5. In addition, 
the limiting case of infinite permeability (dashed curves) 
is also shown. The first remark concerns the overall am-
plitude of these curves. Despite the fact that they are cal-
culated for a density that corresponds to an average of 
N=1 molecule in the observation volume (thus corre-
sponding to an auto-correlation function of amplitude 1), 
their amplitudes are much weaker than 1. This is because 
the molecules diffuse in a three-dimensional space, im-
plying that only a small fraction of them pass from one 
observation volume to the other. The second and also 
disappointing remark is that the location, in time, of the 
maximum of the correlation functions is weakly depend-
ent upon the permeability, thus preventing one to easily 
estimate the permeability by measuring this time. The 
last, but more salient, feature concerns the evolution of 
the amplitude of the cross-correlation function versus the 
permeability. One observes that when P = 1000 µm/s, 
the amplitude of the cross-correlation function is close to 
that of the asymptotic value (P = ∞, i.e. free diffusion), 
while, when P = 10 µm/s, its amplitude is negligible. The 
transition, as a function of P, towards the limiting case of 
free diffusion is governed by the value of the ratio D/Δ: 
consequently, in our case, when P is much lower than 
200 µm/s, the amplitude of the cross-correlation function 
is very weak; conversely when P is much larger than 200 
µm/s the difference with the free diffusion case becomes 
small. 
4.  Results and discussion 
4.1 Flow measurements 
 As presented in the Experimental section, we ad-
dressed various kinds of phase modulations to the SLM. 
The 0-π phase step is the phase pattern that produces the 
shortest distance between the two laser spots (0.76 µm, 
measured with a calibrated CCD camera). As compari-
son, the larger separation was obtained with a binary 
grating of period Pxl = 20 pixels, that produces two laser 
spots shifted by 9.2 µm. Varying the speed of the flow, V, 
from 0.5 to 1.5 µm/ms, we could easily observed cross 
correlation functions GCC(Δ,τ), the maxima of which be-
ing shifted towards shorter times when the speed, V, in-
creases (Fig. 4). Typically, 10 acquisitions of 30 s have 
been recorded, in order to provide averaged values and 
error bars. 
 Since the goal of the present work is to demonstrate 
that SLM makes it possible to produce laser spots (and 
henceforth observation volumes) of tuneable separations 
and to make use of it for sFCCS experiments, we have 
simply characterised the cross-correlation functions by 
the time of their maxima, τmax and did not fit the experi-
mental data to get the transport time τV (Eq. 4). One ob-
serves, in the insert of Fig.  4, a linear relation between 
τmax, and 1/V, from which one can estimate the separation 
between the two observation volumes, Δ = 0.94 µm for 
the 0-π phase step and 8.5 µm for the binary grating of 
period Pxl = 20 pixels. The difference between these dis-
tances and those measured between the corresponding la-
ser spots with the CCD camera (0.76 and 9.2 µm) is 
partly due to the fact that, when the two spots are closed, 
the two pinholes do not match exactly the two laser spots, 
in order to limit the optical cross-talk between the two 
channels. This cross-talk, sometimes called pseudo auto-
correlation [4], appears as a back-ground signal at times 
shorter than the maxima of the cross-correlation func-
tions. As a consequence, the theoretical cross-correlation 
function given by Eq. 4 does not match properly the ob-
served data when the two spots are closed to each other 
(data not shown), so that, to obtain a good fit, it would be 
necessary to introduce an autocorrelation contribution of 
adjustable weight and appropriate effective auto-
correlation time [30]. This is the reason why it was sim-
pler to characterise the cross-correlation functions by the 
time of their maxima, τmax.  
 Cross-correlation data similar to those of Fig. 4 have 
been obtained using a echelette grating. The practical dif-
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ference being that the two pinholes must, in that case, fit 
the 0th and 1rst order laser spots, rather than the laser 
spots of orders ±1. 
 We also used molecular probes (R6G) to perform 
cross-correlations (data not shown). The important fea-
ture is that, compared to fluorescent nanobeads, the am-
plitude of the signal was much weaker because, simulta-
neously to the active transport of the molecules between 
the two volumes, diffusion took place much faster. For 
instance, using the Stokes-Einstein relation, one can es-
timate the diffusion constant of the 20 nm beads to be 
about 20 µm2/s at room temperature, that is about 15 
times slower than that of R6G (280 µm2/s [24]). Conse-
quently, the diffusion time, τD, of beads through the ob-
servation volume is about 500 µs (versus about 30 µs for 
R6G), that is of the order of the transport time, τV, be-
tween the two volumes separated by a few µm, with a 
flow speed of about 1 µm/ms. This situation is favour-
able for the observation of nanobeads flow, contrarily to 
the case of fast diffusing - small molecules such as R6G: 
as a matter of fact, Eq. 4 immediately indicates that the 
amplitude of the cross-correlation function, at time τ  = 
τV  (which is close to the time of the maximum, τmax), var-
ies as ~ (τD/τV)3/2. 
4.2 Permeability assessment 
 We have assessed the permeability of GUV mem-
branes versus the hydrophilic or lipophilic nature of the 
molecules, by setting one of the spots within the GUV 
and the other one outside. These experiments have been 
performed using a echelette grating of period 60 pixels, 
optimised to produce two spots of order 0 and 1, shifted 
by Δ = 1.35±0.10 µm (other orders were almost invisi-
ble). This can be seen in Fig. 5, together with two GUV.  
 In order to provide averaged values and error bars 10 
acquisitions of 30 s have been recorded. Note that in all 
cases (see Fig. 6) we observed a relatively large value of 
the cross-correlation function at short times (< 102 µs), 
also called pseudo autocorrelation, once again due to the 
partial overlap between the two observation volumes [4]. 
This overlap depended drastically upon the distance be-
tween the two volumes. In our experiment, their separa-
tion resulted from a compromise: if the separation is 
smaller, the pseudo autocorrelation becomes too large; 
conversely, if the separation is larger, not enough mole-
cules diffuse from one volume to the other and the am-
plitude of the corresponding cross-correlation bump be-
comes too small. Note that the pulsed laser technique, 
that is sometimes used to significantly decrease the 
pseudo autocorrelation [4,6], cannot be combined with a 
SLM, since in this kind of experiment a unique incident 
laser beam is diffracted by the SLM to produce the two 
observation volumes. 
 We first considered the case of hydrophilic molecules, 
SRG, that do not pass through a lipidic bilayer. We 
clearly see in Fig. 6 that, while a bump is clearly observ-
able when both spots are set within the glucose solution, 
this correlation bump disappears as soon as the two spots 
are set on each side of the membrane. This bump corre-
sponds to the time it takes for the molecules to diffuse 
from one observation volume to the other. Note that this 
time (≅ 103 µs) is much larger that the diffusion time 
through one observation volume (τD ≅ 50 – 60 µs) thus 
validating the approximation made in the theoretical sec-
tion to calculate the cross correlation function (τ   τD). 
Taking into account the overlap between the two obser-
vation volumes as a pseudo autocorrelation contribution 
of characteristic time τac and weight p, we performed a 
fit of the sFCCS function, with D = 241 µm2/s (instead of 
280 µm2/s, because of the glucose viscosity), ωr = 0.22 
µm, S = 5 and assuming a free diffusion in the three di-
rections of the space [30]:  
 
         
 (8) 
 
One can show that the cross correlation contribution of 
this formula corresponds to the infinite permeability 
limit of Eq. 7. As can be seen in Fig. 6, this fit (solid 
curve) provides a reasonable value of the distance Δ be-
tween the two volumes: 1.16 ± 0.02 µm, compared to the 
measured spot separation (1.35 ± 0.10 µm). These two 
quantities are not expected to be the same, since the ob-
servation volumes  result from the combination of the la-
ser illumination (i.e. the spot location) and the pinhole 
detection. We believe that the overlap between the two 
volumes and the approximate expression, Eq. (8), used to 
describe the cross correlation also contribute to the dif-
ference. Let us now turn to lipophilic molecules, like 
R6G. Contrarily to SRG, lipidic bilayers are very perme-
able to these molecules, as shown in the insert of Fig. 6, 
where one does not observe any significant difference 
between the cross-correlation curves recorded with, ei-
ther the two spots embedded within the solution, or set 
across the membrane. This is because the probability to 
find lipidic molecules within the membrane is high, as 
can be easily checked with wide field fluorescence imag-
ing (data not shown). As a consequence, these molecules 
very quickly pass the membrane. This can be rationalized 
with the following equation: 
 
    P = KDL/Δx   (9) 
 
that relates the permeability, P, to the partition coeffi-
cient, K and to the diffusion constant, DL, of the mole-
cules of interest in the lipidic bilayer of thickness Δx [31]. 
The (lipids-water) partition coefficient of a given species 
is the ratio of the concentrations of this species in lipids 
and in water, at equilibrium. Assuming that the diffusion 
constants, DL, of R6G and SRG are close together, the 
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difference of their permeability is mainly dependent 
upon their partition coefficients, K. As a matter of fact, 
while K is close to 104 for R6G [32], that of SRG is 
smaller than 0.01 [33], that corresponds to a much higher 
solubility of R6G in the lipidic phase. Using the Stokes-
Einstein equation and a viscosity η within the phosphol-
ipidic bilayer of about 0.01 Pa.s [34], the diffusion con-
stant, DL, is set to 30 µm2/s. Assuming that the thickness, Δx, of the phospholipidic bilayer is 3 nm, we derived P = 
108 µm/s for R6G and P < 100 µm/s for SRG. As dis-
cussed in the theoretical section, the cross-correlation 
bump cannot be observed if the permeability if much 
lower than 200 µm/s, which is consistent with our obser-
vations for SRG (see the Fig. 6). Conversely, the perme-
ability of the membrane to R6G is so large that it does 
not modify the cross-correlation function, compared to 
its bulk value, as can be seen in the insert of Fig. 6.  
5.  Conclusion 
In this paper we have shown that a SLM device can 
be used in sFCCS experiments to measure active or pas-
sive transport. The principle consists in cross-correlating 
the intensity fluctuations coming from two nearby obser-
vation volumes, the separation of which being control-
lable by varying the parameters of the computer-
addressed phase grating.  
Thanks to sFCCS, directional transport can be mea-
sured much more easily than can be done with FCS [35]. 
The technique presented in this manuscript could be ap-
plied to flow velocity measurements in micro-scale mi-
niaturized structures in the fields of chemical analysis 
and biological sciences. Other important applications are 
the measurements of active transport in living cells, for 
instance along internal tubular network [36] and the 
measurements of flow profiles in living tissues and or-
ganisms [37]. We also want to stress the fact that our 
technique could also be used for multi-point FCS mea-
surements, i.e. without cross-correlating the photons 
streams emanating from the different laser volumes. A 
living cell being a highly inhomogeneous medium, the 
possibility to assess, by FCS, concentration and diffusion 
at different places, but simultaneously, is very promising. 
 Despite the aberrations introduced by the SLM in the 
optical path, we could easily measure flow speeds of a 
few µm/ms or less, providing the diffusion time (within 
each of the confocal volumes) is not too small compared 
to the transport time between these volumes. The advan-
tage brought by the SLM device is the possibility to op-
timise the distance between the volumes and to re-orient  
them, according to the specific geometry of the sample. 
Our approach can be compared with the one based on 
scanning FCS and recently implemented on a Laser 
Scanning Confocal Microscope [12]. The shorter dis-
tance we could achieve (0.94 µm) was limited by the 
overlap between the confocal volumes. However, shorter 
separations should be attainable if aberration corrections 
are made (which was not possible with our device, lim-
ited to 0-π phase shifts). 
 Because the permeability is an important property of 
cellular membrane, that governs exchanges between 
various domains, we also tested our instrument with 
GUV, the permeability of which varying with the more 
or less hydrophobic character of the molecules. Although 
our results are rather on a yes or not basis, we showed, 
for the first time, at a single molecule level, the influence 
of the permeability upon the sFCCS data, by comparing 
hydrophobic molecules (R6G) that do quickly pass a 
lipidic membrane and hydrophilic ones (SRG), that do 
not. One may think about applying the sFCCS technique 
to cell membranes, such as the nuclear envelope[38] or 
the membrane connecting neighbouring cells [39]. How-
ever, the average permeability of the membranes, that 
depends upon the area density of transporters (or pores) 
spanning the membrane (~50 pores / µm2), the structure 
of the pores (~10 nm in diameter and 40 nm long) and 
the size of the molecular permeant, is probably too low 
(< 100 µm/s) to be assessable by sFCCS [see e.g. 38-40]. 
In contrast, the nuclear envelope breakdown occurring 
during cell division [38] is a situation where the sFCCS 
technique should be appropriate to measure the density 
and permeability of disassembled pores. 
 The two presented experiments are to be considered 
as proofs of principle that sFCCS is doable with a SLM. 
Clearly the justification of such a technique comes from 
live cell studies, where it is highly desirable to perform 
multiplexed acquisitions, in order to measure, at the 
same time, molecular concentrations and transport prop-
erties at various locations within the cellular environ-
ment. An alternative and well established technique 
would be scanning FCS, but it is limited to the study of 
relatively slow processes when a large portion of the 
field of view has to be characterised [9-11]. For this rea-
son, the potentialities offered by EM-CCD cameras, as 
arrays of pixels, is especially interesting for sFCCS [14], 
even if, at the moment, these devices are not able to 
reach high acquisition speeds (to our knowledge, the 
maximum rate is about 500 images / s for a 128×128 
pixel area). Four years ago, it has been shown that a 2×2 
array of CMOS-Single Photon Avalanche Detector 
(SPAD) can be combined with a DOE to perform multi-
confocal FCS [41]. Therefore, the emergence, in a 
probably close future, of CMOS-SPAD cameras with 
larger number of pixels is very exciting. By combining 
such a detector with an illumination controlled by SLM, 
there is, virtually, no limit for sFCCS. 
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Table and figures 
 
Table 1  M2 measurements along horizontal (x) and vertical (y) 
directions. 
Laser beam  M2(x) M2(y) 
Non reflected by the 
SLM 
1.03 1.08 
Reflected by the 
SLM 
2.33 5.28 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
---------------------------------------------------------------------------- 
Figure 1 Experimental set-up, showing the excitation path with 
the laser shaping optics (beam expander, polarizing elements 
and SLM device) and the fluorescence path with the spectral 
filtering, additional magnification and the two independent 
channels with their adjustable pinholes (optical fibers). 
 
---------------------------------------------------------------------------- 
 
 
 
 
Figure 2 Laser wavefront, incident (a) or reflected by the SLM 
(b). Note that the amplitude, peak to peak, of the distortion in-
troduced by the SLM (b) is equal to 0.405 µm (0.295 + 0.119), 
which is larger than λ/2 = 0.244 µm. This amplitude (0.405 
µm) is also much larger than that of the distortion of the inci-
dent beam (a). 
 
---------------------------------------------------------------------------- 
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-------------------------------------------------------------------------- 
 
 
Figure 3 Calculated cross-correlation functions between two 
observation volumes shifted by 1.4 µm, assuming a diffusion 
coefficient of 280 µm2/s and an observation volume radius ωr = 
0.22 µm. The permeability constant, P, is set to 10, 102 and 103 
µm/s, in addition to the free diffusion case, i.e. P =  ∞. 
 
--------------------------------------------------------------------------- 
 
Figure 4 Cross correlation functions obtained with  two obser-
vation volumes produced with a binary grating of period Pxl = 
20 pixels on the spatial light modulator. The fluorescent entities 
are 20 nm beads and the velocity of the flow is 1.5, 1.2, 1, 0.7 
and 0.5 µm/ms. Error bars are standard errors of the mean. The 
insert shows the times, τmax, of the maxima of the cross correla-
tion functions, versus the inverse of the flow speed V, for the 
binary grating and for a 0-π phase step (cross-correlation data 
not shown). The effective distances between the observation 
volumes were deduced from linear regressions (straight lines): 
0.94 µm for the 0-π phase step and 8.5 µm for the binary grat-
ing. 
 
---------------------------------------------------------------------------- 
---------------------------------------------------------------------------- 
 
 
 
Figure 5 Wide field view of two GUVs, a few tens of µm in 
diameter, together with a pair of spots created by the SLM. 
These two spots, far apart by about Δ = 1.4 µm, can be oriented 
and placed, either within the inner or outer solution, or across 
the membrane. 
 
--------------------------------------------------------------------------- 
 
Figure 6 Cross-correlation functions obtained with SRG, by 
setting the two spots, either in the external glucose solution, or 
across the membrane of a GUV. The solid lines are the fits of 
the cross-correlation functions obtained in solution and across 
the membrane, taking into account the pseudo auto-correlation 
and the free diffusion between the two observation volumes. 
Error bars are standard errors of the mean. The insert shows, 
for comparison, the cross-correlation functions obtained with 
R6G; the two curves are closer to each others because of the 
very large permeability of the membrane for R6G. 
 
---------------------------------------------------------------------------- 
