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Re´sume´
Les travaux de cette the`se s’inscrivent dans le cadre de l’extraction de connaissances et
de la fouille de donne´es applique´e a` des bases de donne´es nume´riques ou floues afin d’extraire
des re´sume´s linguistiques sous la forme de motifs graduels exprimant des corre´lations de co-
variations des valeurs des attributs, de la forme « plus la tempe´rature augmente, plus la
pression augmente ». Notre objectif est de les contextualiser et de les enrichir en proposant
diffe´rents types de comple´ments d’information afin d’augmenter leur qualite´ et leur apporter
une meilleure interpre´tation.
Nous proposons quatre formes de nouveaux motifs : nous avons tout d’abord e´tudie´ les
motifs dits « renforce´s », qui effectuent, dans le cas de donne´es floues, une contextualisation
par inte´gration d’attributs comple´mentaires, ajoutant des clauses introduites linguistiquement
par l’expression « d’autant plus que ». Ils peuvent eˆtre illustre´s par l’exemple « plus la
tempe´rature diminue, plus le volume de l’air diminue, d’autant plus que sa densite´ augmente ».
Ce renforcement est interpre´te´ comme validite´ accrue des motifs graduels. Nous nous sommes
e´galement inte´resse´es a` la transposition de la notion de renforcement aux re`gles d’association
classiques en discutant de leurs interpre´tations possibles et nous montrons leur apport limite´.
Nous proposons ensuite de traiter le proble`me des motifs graduels contradictoires ren-
contre´ par exemple lors de l’extraction simultane´e des deux motifs « plus la tempe´rature
augmente, plus l’humidite´ augmente » et « plus la tempe´rature augmente, plus l’humidite´
diminue ». Pour ge´rer ces contradictions, nous proposons une de´finition contrainte du support
d’un motif graduel, qui, en particulier, ne de´pend pas uniquement du motif conside´re´, mais
aussi de ses contradicteurs potentiels. Nous proposons e´galement deux me´thodes d’extrac-
tion, respectivement base´es sur un filtrage a posteriori et sur l’inte´gration de la contrainte du
nouveau support dans le processus de ge´ne´ration.
Nous introduisons e´galement les motifs graduels caracte´rise´s, de´finis par l’ajout d’une
clause linguistiquement introduite par l’expression « surtout si » comme par exemple « plus la
tempe´rature diminue, plus l’humidite´ diminue, surtout si la tempe´rature varie dans [0, 10]» :
la clause additionnelle pre´cise des plages de valeurs sur lesquelles la validite´ des motifs est
accrue. Nous formalisons la qualite´ de cet enrichissement comme un compromis entre deux
contraintes impose´es a` l’intervalle identifie´, portant sur sa taille et sa validite´, ainsi qu’une
extension tenant compte de la densite´ des donne´es. Nous proposons une me´thode d’extraction
automatique base´e sur des outils de morphologie mathe´matique et la de´finition d’un filtre
approprie´.
Nous de´finissons aussi les motifs graduels acce´le´re´s, qui qualifient les corre´lations entre les
valeurs d’attributs et contextualisent les motifs graduels par l’expression linguistique « ra-
pidement », comme par exemple « plus la tempe´rature augmente, plus l’humidite´ augmente
rapidement ». Nous traduisons cet effet comme une contrainte de convexite´ que nous mo-
de´lisons comme une contrainte de covariation supple´mentaire, qui s’exprime dans le meˆme
formalisme que les contraintes d’ordre des motifs classiques. Nous proposons et e´tudions deux
me´thodes d’extraction, par filtrage a posteriori et inte´gration dans le processus de ge´ne´ration.
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Pour chacune des quatre contextualisation propose´es, nous e´tudions et formalisons la
se´mantique et l’interpre´tation souhaite´es. Nous proposons ensuite des mesures de qualite´
pour e´valuer la validite´ des motifs propose´s. Nous proposons et imple´mentons des algorithmes
efficaces d’extraction automatique des motifs qui maximisent les crite`res de qualite´ propose´s.
Enfin, nous re´alisons une e´tude expe´rimentale, a` la fois sur des donne´es jouets pour e´tudier et
analyser le comportement des approches propose´es, et sur des donne´es re´elles pour montrer la
pertinence des approches et l’inte´reˆt des motifs extraits. Les expe´rimentations re´alise´es pour
chaque approche permettent de valider l’apport des diffe´rentes formes de motifs propose´es,
ainsi que leur interpre´tation associe´e.
Mots-cle´s: Extraction de connaissances, fouille de donne´es, re´sume´s linguistiques, re`gles d’as-
sociation, motifs graduels, interpre´tabilite´, contextualisation, renforcement, caracte´risation,
motifs contradictoires, morphologie mathe´matique, acce´le´ration.
Abstract
This thesis’s works belongs to the framework of knowledge extraction and data mining
applied to numerical or fuzzy data in order to extract linguistic summaries in the form of
gradual itemsets : the latter express correlation between attribute values of the form « the
more the temperature increases, the more the pressure increases ». Our goal is to contextualize
and enrich these gradual itemsets by proposing different types of additional information so
as to increase their quality and provide a better interpretation.
We propose four types of new itemsets : first of all, reinforced gradual itemsets, in the case
of fuzzy data, perform a contextualization by integrating additional attributes linguistically
introduced by the expression « all the more ». They can be illustrated by the example «
the more the temperature decreases, the more the volume of air decreases, all the more its
density increases ». Reinforcement is interpreted as increased validity of the gradual itemset.
In addition, we study the extension of the concept of reinforcement to association rules,
discussing their possible interpretations and showing their limited contribution.
We then propose to process the contradictory itemsets that arise for example in the case
of simultaneous extraction of « the more the temperature increases, the more the humidity
increases » and « the more the temperature increases, the less the humidity decreases ». To
manage these contradictions, we define a constrained variant of the gradual itemset support,
which, in particular, does not only depend on the considered itemset, but also on its potential
contradictors. We also propose two extraction methods : the first one consists in filtering, after
all itemsets have been generated, and the second one integrates the filtering process within
the generation step.
We introduce characterized gradual itemsets, defined by adding a clause linguistically
introduced by the expression « especially if » that can be illustrated by a sentence such as
« the more the temperature decreases, the more the humidity decreases, especially if the
temperature varies in [0, 10] » : the additional clause precise value ranges on which the
validity of the itemset is increased. We formalize the quality of this enrichment as a trade-off
between two constraints imposed to identified interval, namely a high validity and a high
size, as well as an extension taking into account the data density. We propose a method to
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automatically extract characterized gradual based on appropriate mathematical morphology
tools and the definition of an appropriate filter.
We define also accelerated gradual itemsets that quantify the correlations between the
attribute values and contextualize the gradual itemset through the linguistic expression
« quickly », for example « the more the temperature increases, the more quickly the hu-
midity increases ».
We propose an interpretation as convexity constraint imposed on the relation between the
attributes composing a considered gradual itemset that we model as an additional constraint
covariation, which is expressed in the same formalism as constraints of classical gradual item-
sets. We propose and study two extraction methods, by filtering a posteriori and integrating
in the generation process.
For each of the four proposed contextualizations, we study and formalize the semantics
and desired interpretation. We then propose quality measures to evaluate the validity of the
given enriched itemset. We also propose and implement efficient algorithms for the automatic
extraction of itemsets that maximize the proposed quality criteria. Finally, we carry out
experimental studies both on artificial data, to study and analyze the behavior of the proposed
approaches, and on real data to show the relevance of the proposed approaches and the interest
of extracted enriched itemsets. The experimental results for each approach allow to validate
the contribution of the different proposed gradual itemsets and their associated interpretation.
Keywords: Knowledge extraction, data mining, linguistic summaries, association rules, grad-
ual itemsets, interpretability, contextualization, contradictory itemsets, mathematical mor-
phology, acceleration effect.
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Introduction ge´ne´rale
Contexte et motivations
Les moyens informatiques modernes permettent de produire et de stocker d’e´normes
masses de donne´es nume´riques, dans de tre`s nombreux domaines tels que la bio-informatique,
le web mining ou l’e´conomie. Ces donne´es renferment un certain nombre de connaissances
qui de´crivent des de´pendances ou des corre´lations, implicites et utiles.
La mise a` disposition de ces grandes quantite´s de donne´es met en e´vidence la difficulte´
a` les interpre´ter et a` les analyser. Ceci a favorise´ de`s le de´but des anne´es 90 l’essor d’une
nouvelle discipline scientifique appele´e Extraction de Connaissances dans les bases de donne´es,
ECD (Lubinsky, 1989; Piateski & Frawley, 1991; Han et al., 1992; Fayyad et al., 1996c) par
la communaute´ d’intelligence artificielle et Fouille de Donne´es (Anwar et al., 1992; Michalski
et al., 1992; Stonebraker et al., 1993; Holsheimer et al., 1995) par la communaute´ des bases
de donne´es. Son objectif est la proposition et la mise au point de techniques d’analyse de
donne´es pour l’extraction automatique de connaissances nouvelles, utiles et valides, a` partir
de grandes quantite´s de donne´es.
Pour re´pondre a` cet objectif, de multiples me´thodes d’extraction d’information appor-
tant des solutions adapte´es et permettant de traiter ces masses de donne´es ont vu le jour,
regroupe´es sous le terme ge´ne´rique de Fouille de Donne´es (Berry & Linoff, 2004).
La fouille de donne´es n’est qu’une e´tape d’un processus d’ECD plus large qui s’e´tend de
la pre´paration des donne´es jusqu’a` la visualisation des re´sultats. L’ECD constitue le contexte
ge´ne´ral de notre travail. Nous insistons plus particulie`rement sur l’e´tape de fouille de donne´es,
car c’est a` ce niveau que se situent nos contributions.
L’un des objectifs fre´quemment recherche´s en fouille de donne´es est la facilite´ a` interpre´ter
les connaissances extraites. Parmi les nombreux sche´mas propose´s, les re`gles d’association :
elles s’appliquent a` un ensemble de donne´es binaires qui repre´sentent la pre´sence ou l’absence
d’un item (attribut) dans une instance, ou` une instance est une donne´e repre´sente´e par une
ligne dans la base de donne´es et constitue´e d’un ensemble d’items et consistent a` e´tablir un
lien de co-occurrence des valeurs d’attributs. Elles peuvent eˆtre interpre´te´es sous forme d’im-
plication conditionnelle : la pre´sence d’un ensemble de valeurs implique la pre´sence d’autres
valeurs. Un exemple classique de l’utilite´ de ces re`gles est le panier de la me´nage`re qui de´crit
un ensemble d’achats effectue´ au supermarche´ ; les re`gles d’association permettent de de´cou-
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vrir des re´gularite´s dans l’ensemble de transactions comme par exemple : « si on ache`te du
fromage alors on ache`te du pain ».
Une re`gle d’association ne tente pas de de´crire globalement les donne´es mais de´crit un
sous-ensemble re´duit de donne´es. Agrawal et al. (1993) ont propose´ l’algorithme complet
Apriori pour extraire automatiquement ces re`gles pour de grandes quantite´s de donne´es.
L’extension des re`gles d’association a` des donne´es nume´riques a souleve´ de nombreux
proble`mes lie´s a` la fois a` leur interpre´tation et a` leur extraction automatique. On distingue
plusieurs extensions selon deux axes principaux. Le premier axe concerne le type de donne´es
conside´re´, selon qu’il s’agisse de donne´es quantitatives (valeurs d’attributs nume´riques) (Agra-
wal et al., 1996; Chan & Au, 1997; Ben Yahia & Jaoua, 2000; Kuok et al., 1998; Chen
et al., 2000; Delgado et al., 2003) ou de donne´es floues (Hong et al., 2003; Fiot et al., 2007).
Le second axe concerne le type de corrections exprime´es, selon qu’il s’agisse de corre´lations
entre les attributs ou de corre´lations entre les variations des attributs (Hu¨llermeier, 2002;
Berzal et al., 2007; Di Jorio et al., 2008; Laurent et al., 2009). Les sche´mas exprimant des
corre´lations entre les variations d’attributs re´sument des tendances globales des donne´es et
sont de´signe´s par le terme motifs graduels. Notre the`se est centre´e sur ces motifs graduels.
Ces motifs graduels ont pour but l’extraction de tendances internes, exprime´es comme
des corre´lations de covariation entre les valeurs d’attributs. Ils peuvent eˆtre illustre´s linguis-
tiquement par l’exemple de la phrase « plus la vitesse est e´leve´e et plus on freine fort » ou
de fac¸on ge´ne´rale, sche´matiquement par « plus/moins A, plus/moins B » ou` A et B sont des
attributs. Cette forme constitue une repre´sentation d’information qui re´sume et caracte´rise
l’ensemble de donne´es de manie`re globale. Elle est simple et compre´hensible, elle re´pond donc
a` l’objectif de la fouille de donne´es.
Les motifs graduels diffe`rent des re`gles d’association classiques a` la fois par le type de base
de donne´es a` partir duquel ils sont extraits et par la corre´lation qu’ils de´crivent. En effet,
d’abord les motifs graduels ne sont pas applique´s a` des donne´es binaires mais a` des donne´es
nume´riques ou floues et ils n’expriment pas une corre´lation entre items mais des corre´lations
de co-variations des valeurs d’attributs. De plus, contrairement aux re`gles d’association clas-
siques ou` la corre´lation exprime´e s’applique a` chaque objet individuellement, les corre´lations
exprime´es par les motifs graduels s’appliquent a` l’ensemble des donne´es. Ils expriment alors
une tendance globale a` travers les donne´es et une corre´lation sur les variations des attributs
en dehors du cadre de l’implication logique. Re´cemment, de nombreuses interpre´tations et ap-
proches d’extraction automatiques de ces motifs ont e´te´ propose´es (Hu¨llermeier, 2002; Berzal
et al., 2007; Molina et al., 2007; Di Jorio et al., 2008; Laurent et al., 2009).
L’objectif de la the`se est d’enrichir ces motifs graduels, pour rendre plus pre´cises et mieux
interpre´tables les informations extraites, tout en tenant compte de diffe´rents types de contex-
tualisation afin de faciliter leur interpre´tation.
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Cette the`se se place dans le cadre de la fouille de donne´es applique´e a` des bases de donne´es
nume´riques, pour l’extraction de motifs graduels exprimant des corre´lations de co-variations
des valeurs des attributs. Notre objectif est de contextualiser et d’enrichir les motifs graduels
en proposant diffe´rents types de comple´ments d’information. Les nouveaux contextes que nous
proposons apportent une pre´cision sur l’information exprime´e par le motif, qui la rend plus
vraie, compre´hensible et facilement interpre´table. Dans le cadre de notre travail, nous avons
conside´re´ les proble´matiques lie´es a` l’interpre´tation des motifs graduels. Afin de re´pondre a`
ces proble´matiques, nos contributions sont les suivantes :
Proposition de nouveaux crite`res et d’une nouvelle extension pour le renfor-
cement par un nouvel attribut : un enrichissement des motifs graduels par un nouvel
attribut a e´te´ propose´ dans le cas de donne´es floues (Bouchon-Meunier et al., 2010), afin
d’extraire un nouveau type de motifs dits motifs graduels renforce´s. Le comple´ment d’infor-
mation pre´sente´ par ce nouvel attribut permet d’associer au motif un contexte plus important
qui augmente la validite´ du motif graduel. Les motifs graduels renforce´s sont exprime´s lin-
guistiquement par une clause introduite par « d’autant plus que » (Bouchon-Meunier et al.,
2010), comme par exemple « plus on est proche du mur, plus on freine fort, d’autant plus que
la vitesse est e´leve´e ».
Nous nous inte´ressons a` l’interpre´tation de tels motifs renforce´s, a` leurs crite`res de qualite´,
ainsi qu’a` l’algorithme qui permet leur extraction : nous re´alisons une e´tude approfondie des
crite`res de qualite´ propose´s, puis nous proposons de nouveaux crite`res. Nous les e´tudions
expe´rimentalement sur des donne´es re´elles. Nous examinons e´galement la transposition de ce
type d’enrichissement et de ces crite`res de qualite´ au cas des re`gles d’association classiques.
Traitement du proble`me de motifs graduels contradictoires : bien que des al-
gorithmes d’extraction de motifs graduels tre`s efficaces aient e´te´ propose´s dans de re´cents
travaux (Di Jorio et al. 2008; 2009), ceux-ci fournissent fre´quemment des re´sultats, dans
lesquels se pose le proble`me de la contradiction. Ces algorithmes peuvent en effet ge´ne´rer des
motifs contradictoires tels que « plus A, plus B » et, simultane´ment, « plus A, moins B ».
Ces motifs graduels contradictoires nuisent a` la lisibilite´ et l’interpre´tabilite´ de la connais-
sance extraite. La connaissance utile que pre´sente chaque motif se trouve alors affaiblie. Nous
proposons une formalisation de cette notion de contradiction de ces motifs et une nouvelle
de´finition du support qui pe´nalise les motifs contradictoires en imposant des contraintes sup-
ple´mentaires de´pendant non seulement du motif conside´re´ mais aussi de ses contradicteurs
potentiels.
Caracte´risation par un intervalle de valeurs : afin d’augmenter encore la facilite´
d’interpre´tation des motifs graduels ge´ne´re´s en grand nombre, nous proposons de contex-
tualiser les motifs graduels avec une nouvelle information d’ordre se´mantique. Nous identi-
fions automatiquement des intervalles de valeurs que nous appelons « intervalles d’inte´reˆt ».
Ces intervalles sont introduits par une clause de caracte´risation exprime´e linguistiquement
par l’expression « surtout si ». Les motifs graduels caracte´rise´s peuvent eˆtre illustre´s par
l’exemple « plus on est proche du mur, plus on freine fort, surtout si la distance au mur
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est dans [0, 50]m ». Cette nouvelle clause permet d’apporter une pre´cision supple´mentaire
au motif graduel qui le rend plus vrai. Elle fournit au motif une validite´ accrue qui facilite
son interpre´tation. Nous proposons un nouveau crite`re de qualite´ pour mesurer la qualite´
de tels motifs, ainsi qu’une me´thode d’ optimisation base´e sur des outils de morphologie
mathe´matique.
Qualification et pre´cision du mode de corre´lation graduelle : nous proposons d’en-
richir la de´couverte de corre´lations entre valeurs d’attributs exprimant des de´pendances gra-
duelles, en quantifiant et pre´cisant le mode de ces de´pendances graduelles. Nous introduisons
la notion d’acce´le´ration par rapport aux autres attributs. Pour exprimer cette information,
nous introduisons l’expression linguistique « rapidement » et nous formalisons l’extraction
d’un nouveau type de motifs appele´s « motifs graduels acce´le´re´s », qui peuvent eˆtre illustre´s
par l’exemple « plus on est jeune, plus on apprend rapidement ». Nous de´finissons un nou-
veau crite`re de qualite´ pour e´valuer cette nouvelle information et proposons de le combiner
au support graduel classique afin de mieux e´valuer la qualite´ de tels motifs, ainsi qu’a` deux
algorithmes qui permettent leur extraction automatique.
Organisation du me´moire
La structure de la the`se correspond aux contributions mentionne´es ci-dessus :
Le chapitre 1 pre´sente le cadre ge´ne´ral dans lequel s’inscrivent nos travaux, en de´crivant
les travaux existants sur les re`gles d’association et leurs extensions aux donne´es nume´riques
ou floues, en se concentrant plus particulie`rement sur l’extraction de connaissances par motifs
graduels. Les chapitres 2, 3, 4 et 5 pre´sentent ensuite respectivement les diffe´rentes formes de
contextualisation que nous proposons : le chapitre 2 est de´die´ a` l’e´tude comple´mentaire de
l’enrichissement par renforcement. Le chapitre 3 s’inte´resse au proble`me des motifs graduels
contradictoires, le chapitre 4 a` la caracte´risation des motifs graduels par identification d’in-
tervalles d’inte´reˆt et le chapitre 5 a` la contextualisation des motifs graduels par des clauses
d’acce´le´ration. Tous les chapitres proposent e´galement une e´tude expe´rimentale des approches
propose´es en utilisant des donne´es re´elles.
Enfin, dans le chapitre 6, nous concluons et pre´sentons les perspectives souleve´es par notre
travail.
L’annexe A.2 pre´sente la base de donne´es artificielles et la base de donne´es re´elles me´te´o-
rologiques utilise´es pour tester les me´thodes propose´es dans chacun des chapitres.
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Introduction
L’extraction de connaissances peut prendre de multiples formes, permettant de de´livrer a`
des experts divers types de connaissances. A` cet e´gard, les re`gles d’association, leurs variantes
e´tendues plus particulie`rement et les motifs graduels sont des mode`les fre´quemment fournis
aux utilisateurs finaux.
Ces types de connaissances consistent a` mettre en e´vidence des sche´mas re´currents dans
les donne´es et re´sument les tendances internes dans un ensemble de donne´es de diverses
manie`res. Ils se distinguent par le type de corre´lation exprime´e et par la nature des donne´es
a` partir desquelles ils sont extraits. Ainsi, les motifs extraits a` partir de donne´es binaires
diffe`rent de par la se´mantique et la technique d’extraction de ceux extraits a` partir de donne´es
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quantitatives ou encore de donne´es floues. De meˆme, les motifs de´crivant une corre´lation entre
les attributs se diffe´rencient de ceux de´crivant une corre´lation entre les variations des attributs.
Dans ce qui suit, nous nous inte´ressons tout d’abord, dans la section 1.1.1, aux re`gles d’as-
sociation classiques, a` savoir les re`gles extraites a` partir de donne´es binaires et qui expriment
des corre´lations entre attributs. Cette section pre´sente l’ensemble des de´finitions pre´liminaires
aux travaux pre´sente´s dans cette the`se, ainsi que les principaux algorithmes d’extraction de
motifs sur lesquels reposent la plupart des travaux qui les suivent, notamment l’extraction de
motifs et de re`gles graduels. Nous nous focalisons ensuite, dans les sections 1.1.2 et 1.1.3 sur
les me´thodes qui prennent en compte l’aspect quantitatif des donne´es et qui s’inte´ressent a`
la recherche de covariation de valeurs en discutant le cas nume´rique et le cas flou.
Dans la deuxie`me partie de ce chapitre, nous de´taillons l’e´tat de l’art concernant les motifs
et re`gles graduels. Ces derniers s’appuient sur la notion de corre´lation entre valeurs d’attributs
et conside`rent des donne´es nume´riques ou/et floues. Nous exposons les interpre´tations qui
leur sont associe´es puis les algorithmes qui permettent leur extraction automatique. Pour
chaque interpre´tation, nous rappelons les crite`res de qualite´ propose´s pour l’e´valuation de
ces motifs et re`gles graduels. Nous comparons ensuite toutes les approches d’extraction des
motifs graduels existantes.
Notre the`se s’appuie principalement sur l’interpre´tation et l’algorithme GRITE, GRa-
dual ITemset Extraction, propose´s par Di Jorio et al. (2009). Pour cette raison, la section
entie`re (5.4.1) est de´die´e a` cette approche.
1.1 Re`gles d’association classiques
L’extraction de re`gles d’association est un domaine de l’extraction de connaissances dans
les bases de donne´es qui se de´finit comme un proce´de´ permettant de trouver des motifs
valides, utiles et compre´hensibles dans les donne´es (Fayyad et al., 1996b). Historiquement,
les re`gles d’association ont e´te´ propose´es afin de re´pondre a` la proble´matique du panier de
la me´nage`re pour une taˆche d’analyse de donne´es de supermarche´s. Par la suite, les re`gles
d’association ont e´te´ e´tendues dans plusieurs directions, comme la prise en compte des donne´es
nume´riques. Nous pre´sentons d’abord les re`gles d’association classiques extraites a` partir de
donne´es binaires dans la section 1.1.1, puis les re`gles d’association quantitatives extraites a`
partir de donne´es nume´riques dans la section 1.1.2 et enfin, les re`gles d’association floues
extraites a` partir de donne´es floues dans la section 1.1.3.
Nous ne de´taillons pas les multiples applications auxquelles les re`gles d’association et leurs
variantes ont donne´ lieu (Koperski & Han, 1995; O¨zden et al., 1998; Savasere et al., 1998).
1.1.1 Cas binaire
Cette section est consacre´e aux re`gles d’association dans le cas classique, c’est-a`-dire le
cas de donne´es binaires. Nous pre´sentons leur de´finition avant de de´crire les crite`res de qualite´
puis les algorithmes d’extraction.
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De´finitions
Le proble`me d’extraction de re`gles d’association introduit par Agrawal et al. (1993) a
pour but de de´couvrir des relations significatives entre attributs binaires (pre´sence ou absence
de l’attribut). Un exemple de re`gle d’association extraite d’une base de donne´es de ventes de
supermarche´ est « si on ache`te des ce´re´ales, alors on ache`te du lait ». Cette re`gle indique que
les clients qui ache`tent des ce´re´ales ont e´galement tendance a` acheter du lait.
De fac¸on classique, les re`gles d’association s’appliquent a` un ensemble de donne´es dites
transactionnelles : chaque transaction contient une liste d’items. Dans l’exemple des ventes
de supermarche´, les items correspondent aux produits achete´s et la transaction a` un ticket
de caisse. Cette base transactionnelle est repre´sente´e par une base de donne´es binaires ou`
les attributs correspondent aux items possibles. Ils prennent pour valeur 1 ou 0, indiquant
respectivement la pre´sence ou l’absence de cet item dans la transaction correspondante.
De´finition 1.1 (Motif-itemset). Un motif, aussi appele´ itemset, est un sous-ensemble non
vide de I ou` I repre´sente l’ensemble des items.
A` un motif M , on associe sa longueur, k, de´finie comme le nombre d’items qu’il contient.
Un motif de longueur k est note´ k−motif.
De´finition 1.2 (Re`gle d’association). Une re`gle d’association, note´eM1 →M2, est constitue´e
de deux motifs disjoints non vides lie´s par une relation de causalite´, M1 et M2 ; M1 est appele´
la pre´misse de la re`gle et M2 le conse´quent de la re`gle.
Crite`res de qualite´ des re`gles d’association
Pour extraire les re`gles d’association pertinentes, on se base sur des crite`res de qualite´
qui capturent diffe´rentes de´finitions de pertinence. Les plus classiques sont le support et la
confiance (Agrawal et al., 1993; Agrawal & Srikant, 1994), dont nous rappelons les de´finitions
ci-dessous, le tableau 1.1 pre´sente une liste plus comple`te (Lallich & Teytaud, 2004; Lenca
et al., 2004). De nombreuses e´tudes comparatives de ces crite`res, que nous ne de´taillons
pas ici, ont e´te´ mene´es (Hilderman & Hamilton, 2001 ; Lenca et al. (2003; 2004) ; Lallich &
Teytaud, 2004).
Dans la suite, en conside´rant que A est un item et M un motif et n le nombre total
de transactions dans la base, on note respectivement n(A), n(M) et n(A¯) le nombre de
transactions qui contiennent respectivement A, le nombre de celles qui contiennent tous les
attributs composant M , et le nombre de transactions qui ne contiennent pas A (A¯ repre´sente
l’absence de l’item A).
De´finition 1.3 (Support d’un motif). Le support d’un motif M est de´fini par
supp(M) =
n(M)
n
(1.1)
Le support d’un motif est donc le rapport de la cardinalite´ de l’ensemble des transactions qui
contiennent tous les items de M par la cardinalite´ de l’ensemble de toutes les transactions.
Il capture la porte´e du motif, en mesurant sa fre´quence d’occurrence.
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Nom Formule
Confiance
n(AB)
n(A)
Confiance centre´e
n(AB)
n(A)
− n(B)
Pearl n(A)|n(AB)
n(A)
− n(B)|
Piatetsky-Shapiro n× n(A)(n(AB)
n(A)
− n(B))
Loevinger
n(AB)
n(A)
− n(B)
n(B¯)
Zhang
n(AB)− n(A)n(B)
max{n(AB)n(B¯);n(B)(n(B)n(AB¯)}
Corre´lation
n(AB)− n(A)n(B)√
n(A)n(A¯)n(B)n(B¯)
Indice d’implication
√
n
n(AB¯)− n(A)n(B¯)√
n(A)n(B¯)
Lift
n(AB)
n(A)n(B)
Surprise
n(AB)− n(AB¯)
n(B)
Conviction
n(A)n(B¯)
n(AB¯)
Sebag-Schoenauer
n(AB)
n(AB¯)
Multiplicateur de cote
n(AB)n(B¯)
n(AB¯)n(B)
J-mesure n(AB) log
n(AB)
n(A)n(B)
+ n(AB¯) log
n(AB¯)
n(A)P (B¯)
Tableau 1.1 – Principales mesures de qualite´ d’une re`gle d’association A → B (Lallich &
Teytaud, 2004).
De´finition 1.4 (Support d’une re`gle). Le support d’une re`gle R = M1 →M2 est la propor-
tion de transactions contenant a` la fois la pre´misse et le conse´quent de la re`gle par rapport
au nombre total de transactions. Il est de´fini par
supp(R) = supp(M1 ∪M2) (1.2)
La mesure du support est une mesure syme´trique. Elle e´value les re`gles M1 → M2 et
M2 →M1 de manie`re e´quivalente.
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De´finition 1.5 (Confiance d’une re`gle). La confiance d’une re`gle R = M1 →M2 est de´finie
comme
conf(R) =
supp(M1 ∪M2)
supp(M1)
(1.3)
Elle indique la proportion de transactions contenant le conse´quent parmi celles qui contiennent
la pre´misse. Elle peut eˆtre interpre´te´e comme probabilite´ conditionnelle P (M2|M1) et calcule´e
a` partir des supports.
Contrairement a` la mesure de support, la mesure de confiance n’est pas syme´trique. Elle
e´value la qualite´ d’une re`gle ou` une relation de causalite´ est impose´e et elle capture sa pre´ci-
sion.
Dans notre travail, nous nous sommes restreinte aux mesures de support et de confiance
pour deux raisons principales : premie`rement, notre travail est oriente´ vers la se´mantique
et l’interpre´tabilite´ des motifs et non pas vers les mesures de qualite´ ; deuxie`mement, les
approches que nous proposons sont base´es sur les algorithmes d’extraction fonde´s sur ces
deux mesures de qualite´. Pour ces raisons, nous ne de´taillons pas les mesures donne´es dans
le tableau 1.1.
Proble`me d’extraction des re`gles d’association
Le proble`me de l’extraction des re`gles d’association consiste a` trouver, a` partir d’une base
de donne´es, l’ensemble de toutes les re`gles d’association dont le support et la confiance (ou
tout autre crite`re de qualite´ choisi par exemple parmi ceux rappele´s dans le tableau 1.1) sont
supe´rieurs a` des seuils respectivement note´s minSupp et minConf fixe´s par l’utilisateur. Pour
ce faire, le processus d’extraction des re`gles se de´roule en deux e´tapes : d’abord, les motifs
fre´quents sont extraits, c’est-a`-dire les motifs dont le support de´passe le seuil de support
minSupp, ensuite les relations de causalite´ dans ces motifs sont mises en e´vidence.
L’espace de recherche que les algorithmes doivent explorer est de taille exponentielle
suivant le nombre m d’items, puisque le nombre de motifs fre´quents potentiels est 2m. Afin
de limiter cet espace de recherche, les algorithmes se basent sur la proprie´te´ d’anti-monotonie
du support.
Proprie´te´ (anti-monotonie du support). Soit M1 et M2 deux motifs. Si M1 ⊆ M2 alors
supp(M1) ≥ supp(M2).
Cette proprie´te´ est particulie`rement importante dans les algorithmes d’extraction de mo-
tifs, puisqu’elle permet d’affirmer que si un motif M de taille k est fre´quent, alors tout motif
M1 ⊆M est aussi fre´quent, c’est-a`-dire tout sous-motif d’un motif fre´quent est fre´quent. Au
contraire, si M est non fre´quent, alors tout motif M2 ⊇M est non fre´quent, c’est-a`-dire tout
sur-motif d’un motif non fre´quent est aussi non fre´quent. Cela permet de ne pas tester ou
meˆme ge´ne´rer les sur-motifs d’un motif non fre´quent.
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Il existe deux techniques d’extraction, ge´ne´rer-et-e´laguer et diviser-pour-re´gner, pre´sen-
te´es successivement ci-dessous. Dans cette the`se, nous adoptons une approche « ge´ne´rer-et-
e´laguer » et les algorithmes que nous proposons sont base´s sur l’algorithme de ge´ne´ration
Apriori (Agrawal et al., 1996) qui est de´taille´ ci-dessous.
Extraction par la technique ge´ne´rer-et-e´laguer
Les algorithmes reposant sur cette technique parcourent en largeur l’espace de recherche
par niveau et conside`rent un ensemble de motifs d’une taille donne´e lors de chaque ite´ration.
A` chaque niveau k, un ensemble de candidats de taille k est ge´ne´re´ et les motifs fre´quents
sont retenus pour en ge´ne´rer d’autres au niveau suivant par jointure. Les supports des motifs
candidats sont calcule´s et les candidats qui ont le support infe´rieur a` minSupp sont e´lague´s.
Cet e´lagage est justifie´ par la proprie´te´ d’anti-monotonie du support.
Nous pre´sentons dans cette section l’algorithme Apriori qui a e´te´ le premier algorithme
par niveau propose´ pour l’extraction de re`gles d’association (Agrawal et al., 1996) et qui
constitue le principe sur lequel sont base´es nos approches, ainsi que quelques variantes.
Algorithme Apriori L’algorithme Apriori est pre´sente´ dans l’algorithme 1 en utilisant les
notations suivantes :
— Ck : ensemble des k-motifs candidats dont on ne connaˆıt pas encore le support ;
— Fk : ensemble des k-motifs fre´quents de taille k.
Les motifs fre´quents sont calcule´s de fac¸on ite´rative, dans l’ordre ascendant suivant leur
taille. A` chaque ite´ration, la base de donne´es est parcourue une fois et tous les motifs fre´quents
de taille k sont ge´ne´re´s.
La ligne 1 trouve tous les 1−motifs fre´quents. L’algorithme alterne ensuite la ge´ne´ration
des candidats et se´lectionne parmi eux ceux e´tant fre´quents dans les lignes 3 a` 15 : a` l’ite´ration
k, l’ensemble Fk−1 des (k− 1)− motifs fre´quents correspondant aux motifs de niveau (k− 1)
est utilise´ pour ge´ne´rer l’ensemble Ck des k−motifs candidats.
La proce´dure Apriori-Gen appele´e en ligne 4 est pre´sente´e dans l’algorithme 2. Elle prend
Fk−1 en entre´e et ge´ne`re Ck comme re´sultat. L’initialisation de Ck a` l’ensemble vide est faite
en ligne 1. Ensuite, une jointure est effectue´e entre les e´le´ments de Fk−1 (lignes 2 a` 6). Deux
motifs p et q de Fk−1 forment un motif c si et seulement s’ils ont (k − 2) attributs (dans le
pre´fixe) en commun, ce qui est exprime´ en utilisant l’ordre lexicographique 1 dans la condition
de la ligne 4 de l’algorithme Apriori-Gen. Les e´tapes suivantes (lignes 7 a` 11) assurent, apre`s
avoir ge´ne´re´ un candidat de taille k a` partir de deux (k − 1)-motifs fre´quents, que tous les
sous-ensembles du nouveau candidat sont fre´quents.
Une fois que l’ensemble Ck des motifs candidats a e´te´ calcule´, la base de transactions
est parcourue afin de calculer le support de chaque candidat. Ainsi, parmi les candidats de
1. Un ordre lexicographique est une relation d’ordre sur tk , ou` t est un ensemble totalement ordonne´ et k
un entier. La relation d’ordre est de´finie de la fac¸on suivante : (x1, x2, ..., xk) ≤ (y1, y2, ..., yk), si et seulement
s’il existe i tel que pour tout j < i, xj = yj et xi < yi.
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Algorithm 1 Apriori (DB,minSupp)
Entre´es : DB base de donne´es transactionnelle, minSupp seuil du support minimum
Sortie : F ensemble de tous les motifs fre´quents de DB
1: F1 ← {1-motif fre´quent}
2: k = 2
3: while Fk−1 6= ∅ do
4: //ge´ne´ration des candidats, voir algorithme 2
5: Ck ← Apriori−Gen(Fk−1)
6: //calcul du support des candidats
7: for t ∈ DB do
8: for all c ∈ Ck do
9: if c est contenu dans t then
10: count(c) + +
11: //incre´mentation du nombre d’occurrence de c avec le compteur count
12: end if
13: end for
14: //se´lection des motifs ve´rifiant la contrainte de support minSupp
15: Fk ← {c ∈ Ck/supp(c) = count(c)|DB| ≥ minSupp}
16: end for
17: k = k + 1
18: end while
19: F ← ⋃k Fk
Algorithm 2 Apriori-Gen (Fk − 1)
Entre´e : Fk − 1
Sortie : Ck
1: Ck = ∅
2: for all p ∈ Fk−1 do
3: for all q ∈ Fk−1 do
4: if p(1) = q(1), p(2) = q(2), ..., p(k − 2) = q(k − 2), p(k − 1) < q(k − 1) then
5: c← p ∪ q(k − 1)
6: Ck ← Ck ∪ {c}
7: end if
8: for all s ⊆ c (avec s un (k − 1)-motif) do
9: if s /∈ Fk − 1 then
10: remove c from Ck
11: end if
12: end for
13: end for
14: end for
15: Retourner Ck
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Ck, ceux qui sont contenus dans la transaction t voient leur nombre d’occurrences incre´mente´
dans la ligne 10. Par la suite, seuls ceux qui ont un support supe´rieur a` minSupp sont retenus.
Pour ge´ne´rer les re`gles d’association, on conside`re l’ensemble F des motifs fre´quents trou-
ve´s par l’algorithme 1. Pour chaque motif fre´quent M , on conside`re tous ses sous-ensembles
(tous fre´quents d’apre`s la proprie´te´ d’anti-monotonie du support). A` partir de ces sous-
ensembles fre´quents, on ge´ne`re toutes les re`gles M1 → M\M1 pour tout M1 ⊂ M telles que
leurs confiances respectives de´passent le seuil minimum de confiance.
Variantes On trouve dans la litte´rature de nombreux algorithmes base´s sur cette technique,
permettant de ge´ne´rer tous les motifs fre´quents d’une base transactionnelle. Ces algorithmes
peuvent eˆtre classe´s en trois approches principales. La premie`re consiste a` parcourir ite´ra-
tivement par niveau l’ensemble des motifs. Cette approche inclut donc l’algorithme Apriori
ainsi que, par exemple, AprioriTid (Agrawal & Srikant, 1994), Partition (Savasere et al.,
1995), Sampling (Toivonen, 1994) ou l’algorithme DHP (Direct Hashing and Pruning) pro-
pose´ par Park et al. (1995). La seconde est base´e sur l’extraction des motifs fre´quents maxi-
maux. Parmi les algorithmes les plus efficaces base´s sur cette approche, on peut citer Max-
Miner (Bayardo, 1998), Pincer-Search (Lin & Kedem, 1998), MaxClique et MaxEclat (Zaki
et al., 1997). La dernie`re est base´e sur l’extraction de motifs fre´quents ferme´s ou` un mo-
tif ferme´ est un ensemble maximal d’items communs a` un ensemble d’objets. En ce qui
concerne cette dernie`re approche, on peut citer Close citePasquier99a et A-Close (Pasquier
et al., 1999b) qui sont aussi des algorithmes par niveau, Titanic (Stumme et al., 2002) et
Charm (Zaki & Hsiao, 2002).
Extraction par la technique diviser-pour-re´gner
Les algorithmes reposant sur cette technique parcourent en profondeur l’espace de re-
cherche et divisent la base de donne´es en sous-ensembles de donne´es, puis appliquent le
processus d’extraction des motifs ferme´s (Pasquier et al., 1999c) re´cursivement sur ces sous-
ensembles. Ce processus d’extraction repose sur un e´lagage de la base de donne´es base´ essen-
tiellement sur une me´trique statistique et des heuristiques.
Le principe de cette technique est d’e´viter l’inconve´nient de la technique « ge´ne´rer-et-
e´laguer », a` savoir la ge´ne´ration d’un nombre excessif de candidats. L’exemple principal dans
cette cate´gorie est l’algorithme FP-Growth (Frequent-Pattern Growth) (Han et al., 2000)
qui construit les motifs fre´quents sans ge´ne´ration de candidats. Cet algorithme compresse
tout d’abord les motifs fre´quents repre´sente´s dans la base de donne´es a` l’aide d’une structure
compacte appele´e FP-Tree (Frequent-Pattern tree) dont les branches contiennent les associa-
tions possibles des items. Il fouille ensuite le FP-tree, ce qui permet de ge´ne´rer tous les motifs
fre´quents possibles.
La technique « diviser-pour-re´gner » a e´te´ e´galement imple´mente´e dans d’autres algo-
rithmes, comme par exemple Closet (Pei et al., 2000) inspire´ de l’algorithme FP-Growth en
utilisant la meˆme structure de donne´es. En revanche, cet algorithme est base´ sur l’approche
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d’extraction de motifs ferme´s fre´quents. Plusieurs variantes de cet algorithme ont e´te´ pro-
pose´es en gardant le meˆme principe et en apportant des ame´liorations (Wang et al., 2003;
Grahne & Zhu, 2003). Ces variantes adoptent la meˆme structure de donne´es FP-tree (Han
et al., 2000) qui permet de compresser la base de donne´es et de fusionner plusieurs transac-
tions, lorsqu’elles partagent un meˆme item.
Me´thodes d’optimisation
Les algorithmes base´s sur le principe d’Apriori souffrent de la gestion du nombre de
candidats qu’ils peuvent ge´ne´rer, surtout pour des valeurs de support relativement faibles. Des
travaux re´cents ont propose´ une se´rie d’algorithmes qui introduisent plusieurs optimisations
et structures de donne´es pour ame´liorer les performances du processus d’extraction de motifs
fre´quents. Ces algorithmes sont centre´s essentiellement sur la re´duction de la taille de l’espace
de recherche dans le but de le stocker en me´moire et de re´aliser moins d’entre´es/sorties. Ils
sont aussi focalise´s sur la minimisation du couˆt de l’e´tape de calcul du support. Parmi ceux-
ci, nous pouvons citer les me´thodes propose´es par Park et al. (1995); Brin et al. (1997b);
Zaki (1998); Gardarin et al. (1998); Bastide et al. (2000); Han et al. (2000); Bykowski et
Rigotti (2001); Bastide et al. (2002); Calders et Goethals (2002); Boulicaut et al. (2003);
Geerts et al. (2005). Dans l’objectif de limiter le nombre de candidats ge´ne´re´s, d’autres
travaux introduisent des repre´sentations condense´es pour l’extraction d’ensembles de motifs
condense´s dont la cardinalite´ est plus re´duite, mais avec le meˆme niveau de pertinence que
l’ensemble de tous les motifs fre´quents (Mannila & Toivonen, 1996). Parmi ces repre´sentations
condense´es, on peut citer les repre´sentations closes (Pasquier et al., 1999c; Stumme et al.,
2000; Pei et al., 2000; Zaki & Hsiao, 2002 ; Uno et al. 2003; 2005), les repre´sentations par
motifs maximaux (Zaki et al., 1997; Lin & Kedem, 1998 ; Lin et Kedem 1998; 1998 ; Burdick
et al., 2005), les repre´sentations par motifs non-de´rivables (Calders et Goethals 2002; 2007)
et les repre´sentations par ensembles libres (Boulicaut et al., 2003).
Les approches cite´es ci-dessus sont marque´es par leur effort algorithmique pour la re´duc-
tion du temps de calcul de l’e´tape d’extraction des motifs inte´ressants. Ils existe d’autres
approches, permettant une re´duction sans perte d’information, reposent sur un ensemble de
re´sultats issus de la the´orie de l’analyse formelle de concepts (AFC) introduite par Wille
(2009). Le principe de ces approches est tout d’abord de de´terminer l’ensemble minimal de
re`gles d’association pre´sente´es a` l’utilisateur, tout en maximisant la quantite´ d’informations
utiles ve´hicule´e ; puis de disposer d’un me´canisme d’infe´rence qui, suite a` la demande de
l’utilisateur, permet de retrouver le reste des re`gles d’association tout en de´terminant avec
exactitude leur support et leur confiance sans acce´der a` la base de donne´es (Pasquier, 2000;
Gasmi et al., 2006). Dans ce contexte, de nombreux algorithmes de fouille de re`gles d’as-
sociation base´es sur les treillis des concepts ont e´te´ propose´s, comme par exemple Touch et
Talky-G (Szathmary et al., 2009). Il faut noter que l’AFC est e´galement utilise´e dans les
repre´sentations condense´es closes des motifs cite´es ci-dessus.
Nous pouvons noter e´galement une autre gamme d’algorithmes s’appuyant sur l’archi-
tecture des processeurs multi-cœurs, qui proposent des optimisations base´es a` la fois sur la
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re´duction de la base de donne´es et sur le paralle´lisme multi-threads. A titre d’exemple, nous
pouvons citer les travaux des the`ses de Negrevergne (2011) et de Quintero Flores (2013).
Dans cette the`se, nous ne nous inte´ressons pas a` l’optimisation d’algorithmes d’extraction
de motifs fre´quents base´e d’une part sur la re´duction du nombre de motifs extraits et d’autre
part sur la re´duction du temps de leur extraction. Nous n’avons pour cette raison pas de´taille´
la palette d’algorithmes cite´s ci-dessus.
1.1.2 Cas nume´rique : re`gles d’association quantitatives
Le proble`me originel de la recherche de re`gles d’association consiste a` extraire des corre´la-
tions a` partir de donne´es binaires. Or les bases de donne´es re´elles contiennent non seulement
des variables cate´gorielles mais aussi des variables nume´riques, discre`tes ou pseudo-continues.
Les re`gles d’association classiques ne peuvent donc pas leur eˆtre applique´es directement et
ont e´te´ e´tendues aux re`gles d’association quantitatives (Agrawal & Srikant, 1994; Miller &
Yang, 1997) qui visent a` exprimer des corre´lations pour de telles donne´es.
Pour les variables cate´gorielles, chaque valeur possible est conside´re´e individuellement
comme un item dont on note la pre´sence ou l’absence. Pour les variables nume´riques, on ne
peut conside´rer chaque valeur individuelle, car son nombre d’occurrences serait trop faible.
Il est alors ne´cessaire d’effectuer une discre´tisation afin d’identifier autant d’intervalles de
valeurs qui de´finissent un attribut cate´goriel que d’items. Un item est de´fini comme un couple
constitue´ d’un attribut avec un intervalle, par exemple (aˆge, [30, 45]). Il est alors possible
de calculer la proportion de donne´es posse´dant un item pour e´valuer son support, et donc
d’appliquer des algorithmes classiques d’extraction de motifs.
Les approches propose´es pour cette extraction dans la litte´rature peuvent eˆtre classe´es
en trois cate´gories principales que nous de´taillons ci-dessous et comparons ensuite dans le
tableau 1.2, page 28. Nous commenc¸ons par les approches base´es sur une discre´tisation pre´a-
lable, puis les approches guide´es par des sche´mas de re`gles, et enfin les approches fonde´es sur
un algorithme ge´ne´tique.
Approches fonde´es sur une discre´tisation pre´alable
Parmi les me´thodes les plus standard de discre´tisation, on peut citer la discre´tisation en k
intervalles de meˆme largeur ou de meˆme fre´quence ou encore en intervalles non re´guliers qui
s’appuient sur des connaissances du domaine (Agrawal & Srikant, 1994; Lent et al., 1997;
Miller & Yang, 1997).
La difficulte´ de ces me´thodes de de´coupage re´side dans le choix du nombre d’intervalles et
dans la disponibilite´ des connaissances a priori pour les intervalles non re´guliers : en se basant
sur des intervalles trop petits, on risque d’omettre des re`gles pour insuffisance de support,
alors que si les intervalles sont trop grands, c’est par de´faut de confiance qu’on est susceptible
de les manquer.
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Approche guide´e par des sche´mas de re`gles
Cette approche propose´e par Fukuda et al. (1996a; 1996b) n’identifie pas une discre´tisa-
tion des attributs nume´riques mais extrait des intervalles particuliers, dits intervalles d’inte´reˆt,
qui satisfont des contraintes de pertinence : elle est base´e sur une optimisation de crite`res
de qualite´ mesurant cette pertinence. L’e´valuation des intervalles d’inte´reˆt candidats de´pend
de la qualite´ des re`gles qu’ils induisent selon, par exemple, le support, la confiance ou le
gain (Fukuda et al. 1996a; 1996b).
Afin de limiter le couˆt de calcul, certaines approches sont fonde´es sur des sche´mas de re`gles
restreints : un sche´ma de re`gle est une re`gle pre´sentant dans chacun de ses membres gauche
et droit des items cate´goriels aux valeurs fixe´es et des items nume´riques dont les intervalles
correspondants ne sont pas encore instancie´s (Fukuda et al. 1996a; 1996b), limitant par
exemple le nombre d’attributs nume´riques dans la pre´misse et la conclusion. Un tel sche´ma
de re`gle peut eˆtre illustre´ par l’exemple « aˆge ∈ [v1, v2] et (re´gion = sud) → (salaire =
moyen) » ou` les attributs re´gion et salaire sont instancie´s et les valeurs v1 et v2 de l’intervalle
correspondant a` l’attribut aˆge ne sont pas encore instancie´es.
Aumann et Lindell (2003) et Webb (2001) proposent une autre vision du proble`me : des
statistiques (moyenne, variance, e´cart-type, minimum etc.) sur des distributions des attributs
nume´riques sont autorise´es dans la partie droite d’une re`gle. Deux sortes de re`gles sont consi-
de´re´es : la premie`re repre´sente le cas ou` la pre´misse de la re`gle est un ensemble d’attributs
cate´goriels et son conse´quent un ensemble de statistiques sur les distributions de plusieurs
attributs nume´riques ; la deuxie`me repre´sente le cas ou` la pre´misse de la re`gle contient un seul
attribut nume´rique et son conse´quent une statistique sur la distribution d’un seul attribut
nume´rique. Ces re`gles peuvent eˆtre illustre´es par l’exemple : « re´gion = centre → salaire :
moyenne = 1200 euros » par mois. Cette approche est inte´ressante, mais elle contraint la
forme des re`gles.
Approche reposant sur un algorithme ge´ne´tique
L’optimisation est e´galement la voie choisie dans les travaux de Mata et al. (2002), qui
propose d’utiliser des algorithmes ge´ne´tiques : un individu est repre´sente´ par une liste de
couples (attribut nume´rique, disjonction d’intervalles). La qualite´ des individus est e´value´e
par une mesure permettant d’optimiser le support des motifs, tout en veillant a` ne pas retenir
les domaines entiers des attributs nume´riques et a` favoriser les motifs les plus spe´cifiques. Le
seul crite`re optimise´ dans cet algorithme est le support, ce qui limite l’applicabilite´ d’une telle
approche.
Une autre approche base´e sur l’algorithme ge´ne´tique suivant une organisation classique
a e´te´ propose´e par Nortet et al. (2006; 2013). Contrairement a` l’approche pre´ce´dente qui
optimise un seul crite`re qui pourrait eˆtre insuffisant, celle-ci cherche le meilleur intervalle
pour chaque attribut optimisant le support, la confiance, ainsi que la mesure de gain. Cette
approche est base´e e´galement sur les sche´mas de re`gles, et la discre´tisation obtenue varie
donc pour chaque sche´ma tout en de´pendant des attributs cate´goriels et nume´riques qui le
composent.
27
Chapitre 1. La fouille de motifs
Approche Discre´tisation Optimisation Limites
Discre´tisation pre´alable discre´tisation comple`te deux e´tapes • perte d’information
Sche´mas de re`gles intervalle d’inte´reˆt une seule e´tape • sche´mas de re`gles
• format tre`s limite´
Algorithme ge´ne´tique intervalle d’inte´reˆt une seule e´tape • sche´mas de re`gles
limite´ a` un intervalle
• nombreux parame`tres
Tableau 1.2 – Comparaison des trois principales cate´gories d’extraction de re`gles d’association
quantitatives
Cet algorithme contient plusieurs parame`tres a` fixer : la taille de la population, le nombre
de ge´ne´rations, les taux de mutation et de croisement. En outre, il n’est pas capable d’identifier
plusieurs intervalles pertinents.
Synthe`se
Ce paragraphe synthe´tise les travaux pre´ce´demment cite´s, classe´s selon diffe´rents crite`res
liste´s dans le tableau 1.2 et pre´sente´s ci-dessous.
— Les me´thodes effectuent-elles une discre´tisation comple`te de l’univers pour identifier les
intervalles souhaite´s ou extraient-elles seulement des intervalles d’inte´reˆt ?
— Les me´thodes utilisent-elles une optimisation en une seule e´tape ?
— La troisie`me ligne indique les limites de ces me´thodes.
Les me´thodes reposant sur une discre´tisation a priori des attributs quantitatifs optimisent
les intervalles d’inte´reˆt en deux e´tapes, dont une e´tape de pre´-discre´tisation pre´alable indui-
sant une perte d’information. Les approches base´es sur les sche´mas de re`gles permettent quant
a` elles d’optimiser les intervalles d’inte´reˆt en une seule e´tape, pendant la phase de ge´ne´ration
des motifs fre´quents, mais dans ce cas, le format des re`gles est souvent tre`s limite´. Les ap-
proches base´es sur les algorithmes ge´ne´tiques optimisent e´galement les intervalles d’inte´reˆt en
une seule e´tape. Cependant, cette e´tape d’optimisation n’est pas effectue´e pendant la phase
de ge´ne´ration des motifs fre´quents, mais pendant la phase de ge´ne´ration de re`gles. L’ensemble
de ces approches sont limite´es a` l’identification d’un seul intervalle d’inte´reˆt : elles n’utilisent
pas la disjonction d’intervalles, comme cela est le cas dans les approches base´es sur les sche´-
mas de re`gles. Elles reposent de plus sur plusieurs parame`tres, pour lesquels il n’est pas aise´
de trouver les valeurs optimales.
1.1.3 Cas flou
Alors que l’extension des re`gles d’association pre´ce´dente prend en compte des donne´es
nume´riques, une autre extension vise a` traiter des donne´es floues, c’est-a`-dire des donne´es
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dont les attributs sont des variables linguistiques associe´es a` des modalite´s floues. Conside´rons
par exemple un attribut correspondant au salaire d’un employe´. Dans le cas classique, cet
attribut est de´crit par des valeurs nume´riques. Dans le cas flou, il peut eˆtre associe´ a` trois
modalite´s floues « faible », « moyen », et « e´leve´ ». L’attribut est ensuite de´crit par ses degre´s
d’appartenance a` ces modalite´s. Un exemple d’une telle re`gle e´tendue est : « les employe´s
jeunes et de faible niveau d’e´tudes ont des salaires faibles » ou` « employe´s », « niveau
d’e´tudes » et « salaires » repre´sentent les variables linguistiques et « jeune » et « faible »
repre´sentent leurs modalite´s floues respectives.
De´finition 1.6 (Re`gle d’association floue). Une re`gle d’association floue est de la forme
ge´ne´rale M1 →M2 avec M1 = (X,A) et M2 = (Y,B) ou` X, Y sont des attributs flous et A,
B sont leurs modalite´s floues respectives.
Les re`gles d’association floues sont interpre´te´es comme une ge´ne´ralisation des re`gles d’as-
sociation applique´es a` des donne´es floues, indiquant que la pre´sence floue de M1 implique, au
sens de la logique, la pre´sence floue de M2 (Hu¨llermeier, 2001). Ainsi, la re`gle « plus on est
proche du mur, plus on freine fort » peut eˆtre conside´re´e comme l’extension floue d’une re`gle
d’association concernant la pre´sence binaire des attributs distance au mur et freinage.
Le support de la re`gle est alors calcule´ comme la somme des contributions de chaque
objet a` l’implication : une re`gle est valide si les degre´s d’appartenance aux modalite´s floues
implique´es dans la re`gle satisfont l’implication floue, pour chaque objet de la base de donne´es
individuellement.
De´finition 1.7 (Support d’une re`gle d’association floue). Formellement,
Supp(M1 →M2) =
∑
o∈D
i(M1(o),M2(o)) (1.4)
ou` i est un ope´rateur d’implication re´siduel, par exemple l’implication de Goguen de´finie
par : i(a, b) = min(1, b/a) si a 6= 0, 1 sinon.
Bosc et al. (2001) et Hu¨llermeier (2001) proposent aussi d’e´tendre le concept de de´couverte
de re`gles d’association, de fac¸on a` prendre en compte des proprie´te´s graduelles et d’exprimer
une contrainte sur les valeurs des attributs apparaissant dans la re`gle.
On peut noter que ce support ne s’applique pas a` un motif, comme dans le cas des re`gles
d’association classiques, mais a` une re`gle, d’une fac¸on asyme´trique qui permet de distinguer
M1 →M2 de M2 →M1.
Dans la litte´rature, diffe´rentes formes de re`gles graduelles sont distingue´es (Dubois &
Prade, 1992; Hu¨llermeier, 2001) suivant le type d’ope´rateur d’implication utilise´ :
— les r-implications mode´lisant les re`gles graduelles floues de la forme « plus X est A,
alors plus Y est B » ;
— les s-implications mode´lisant les re`gles floues de certitude de la forme « plus X est A,
alors plus il est certain que Y est B », par exemple, « plus on se re´veille tard, plus on
est suˆr d’eˆtre en retard ».
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Un autre type de re`gle, repre´sentant un croisement de re`gles d’association floues et de
re´sume´s linguistiques a e´te´ propose´ par Bosc et al. (2001). Il consiste a` faire reposer l’inter-
pre´tation d’une re`gle d’association floue sur un calcul de cardinalite´s floues. Le principe est le
suivant : comme dans le cas usuel, la validite´ de la re`gle (X,A)→ (Y,B) de´pend du nombre
de donne´es qui sont A d’une part et du nombre de donne´es qui sont A et B d’autre part.
La diffe´rence avec le cas usuel est qu’ici, il faut utiliser une cardinalite´ e´tendue puisque les
ensembles de donne´es conside´re´s sont de´crits par des modalite´s floues. Dans cette approche,
la validite´ est de´finie comme le degre´ de ne´cessite´ de l’e´ve´nement « Q donne´es ve´rifient la
re`gle », ou` Q de´signe un quantificateur flou tel que « la plupart » ou « tre`s peu ».
1.1.4 Autre extension : motifs se´quentiels
Les extensions pre´sente´es ci-dessus conside`rent des donne´es diffe´rentes de celles conside´re´es
dans le cas classique. Il est important de noter qu’il existe une autre extension qui conside`re le
meˆme type de donne´es que celles traite´es dans le cas classique, mais enrichies par un attribut
temporel. Il s’agit des motifs se´quentiels : l’ide´e est de fouiller non plus les corre´lations entre
sous-ensembles de motifs, mais de fouiller les ordres re´pe´titifs entre motifs.
Un motif se´quentiel est de´fini comme une liste ordonne´e et non vide de motifs (Agrawal
& Srikant, 1995). De tels motifs sont par exemple de la forme : « les clients ache`tent du pain
et du beurre, puis plus tard ils ache`tent du chocolat ».
De nombreux algorithmes efficaces ont e´te´ propose´s pour extraire de tels motifs graduels
tels que ceux propose´s dans les travaux (Agrawal & Srikant, 1995; Masseglia et al., 1998;
Zaki, 2001; Ayres et al., 2002; Pei et al., 2004; Chiu et al., 2004; Zaki & Hsiao, 2005)
1.2 Motifs graduels
Les motifs graduels constituent une variante des re`gles d’association qui permet e´galement
de traiter des donne´es nume´riques, mais recherche un type de corre´lation diffe´rent : il ne s’agit
pas de co-occurence des items mais de co-variation des valeurs des attributs.
Dans cette section, nous commenc¸ons par de´finir les notions de base que nous utilisons
dans la suite de cette the`se, dans le cas des donne´es nume´riques puis floues, comme donne´es
par Berzal et al. (2007), Hu¨llermeier (2002), Di Jorio et al. (2009) et Bouchon-Meunier
et al. (2010). Nous rappelons ensuite les diffe´rentes interpre´tations associe´es aux motifs et
re`gles graduels, ainsi que leurs me´thodes d’extraction et crite`res de qualite´ propose´s pour leur
e´valuation.
1.2.1 De´finitions et notations
Dans toute la section, on conside`re un ensemble de donne´es, note´ D, constitue´ de n objets
de´crits par m attributs.
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Id. Vitesse V Distance D Freinage F
1 91 3400 1
2 95 2200 0
3 112 2000 2
4 104 1850 3
5 82 5000 2
6 95 1200 1
7 88 1850 5
8 98 1200 4
Tableau 1.3 – Exemple d’une base de donne´es nume´riques
Cas de donne´es nume´riques
De´finition 1.8 (Item graduel). Un item graduel est de´fini comme un couple constitue´ d’un
attribut et d’une variation, note´e ∗ ∈ {≤,≥}, qui repre´sente un ope´rateur de comparaison :
un item graduel A∗ repre´sente le fait que les valeurs de l’attribut augmentent si ∗ = ≥ ou
diminuent si ∗ = ≤.
Deux types de variations pour un item I sont distingue´s :
— une variation croissante de valeurs d’attributs, c’est-a`-dire que la valeur augmente d’un
objet a` l’autre. Dans ce cas, l’item graduel est se´mantiquement identifie´ comme « plus
I est e´leve´ » ou encore « plus I augmente ».
— une variation de´croissante de valeurs d’attributs, c’est-a`-dire que la valeur diminue d’un
objet a` l’autre. Dans ce cas, l’item graduel est se´mantiquement identifie´ comme « moins
I est e´leve´ », ou « plus I est faible », ou « moins I augmente », ou encore « plus I
diminue »
Les items graduels « plus I est e´leve´ » et « moins I est e´leve´ » peuvent eˆtre note´s de
diffe´rentes manie`res. Dans certains travaux comme par exemple les travaux de Dubois et al.
(1995); Berzal et al. (2007) et Fiot et al. (2008), ils sont note´s I> et I< en utilisant les
ope´rateurs de comparaison stricts > et <, alors qu’ils sont note´s I≥ et I≤ en utilisant les
ope´rateurs de comparaison larges ≥ et ≤ dans d’autres travaux, comme par exemple les
travaux de Di Jorio et al. (2008; 2009) et de Laurent et al. (2009). Dans cette the`se, nous
utilisons les ope´rateurs de comparaison larges {≥,≤}.
Ces principes peuvent eˆtre illustre´s par l’exemple de la base de donne´es nume´riques pre´-
sente´e dans le tableau 5.4 qui de´crit n = 8 camions en mouvement selon m = 3 attributs :
leur vitesse, leur distance a` un mur et la force de freinage.
Six items graduels peuvent eˆtre conside´re´s : V ≤, V ≥, D≤, D≥, F≤ et F≥, repre´sentant
respectivement (plus la vitesse est e´leve´e), (moins la vitesse est e´leve´e), (plus la distance est
e´leve´e), (moins la distance est e´leve´e), (plus le freinage est fort) et (moins le freinage est fort).
De´finition 1.9 (Motif graduel). Un motif graduel, ou itemset graduel, note´ {(Ai, ∗i), i =
1...k} ou {A∗ii , i = 1...k}, est de´fini comme une combinaison de plusieurs items graduels et
interpre´te´ se´mantiquement comme leur conjonction.
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Par exemple M = V ≥D≤ est interpre´te´ comme « plus la vitesse est e´leve´e et moins la
distance est e´leve´e ». Ceci impose une contrainte de variation de plusieurs attributs simulta-
ne´ment.
La longueur d’un motif graduel, note´e k, est le nombre d’attributs qui y sont implique´s.
De´finition 1.10 (Re`gle graduelle). Une re`gle graduelle, note´e M1 →M2, est de´finie comme
une paire de motifs graduels (M1, M2) sur laquelle est impose´e une relation de causalite´ ; M1
est appele´ l’ante´ce´dent ou pre´misse, M2 le conse´quent.
Une re`gle graduelle e´tablit des relations de causalite´ entre les attributs et re´sume les
tendances observe´es dans l’ensemble des donne´es. Notons que c’est cette causalite´ qui fait la
diffe´rence entre une re`gle et un motif.
A partir du tableau 5.4, nous pouvons extraire la re`gle D≤ → F≥ qui est lue comme «
plus on est proche du mur alors plus on freine fort ».
Cas flou
La plupart des travaux existants sur les motifs graduels (Hu¨llermeier 2001; 2002 ; Berzal
et al., 2007 ; Di Jorio et al. 2008; 2009 ; Laurent et al., 2009) s’appliquent a` des donne´es
floues. Pour de telles donne´es, les attributs sont associe´s a` des modalite´s floues et les donne´es
sont de´crites par leurs degre´s d’appartenance a` ces modalite´s. Ainsi, dans le cas de l’exemple
des camions de´crit dans le tableau 5.4, on peut obtenir une base de donne´es floues en consi-
de´rant que la vitesse, la distance et le freinage sont associe´s a` des variables linguistiques ;la
vitesse est associe´e a` 3 modalite´s : lente, normale et e´leve´e, la distance au mur a` 2 modalite´s :
proche et loin, et le freinage a` 3 modalite´s : faible, normal et fort.
Les donne´es sont ensuite de´crites par leur degre´ d’appartenance aux modalite´s comme :
par exemple, la vitesse de l’objet 1 appartient avec un degre´ 0, 2 a` la modalite´ lente de
l’attribut vitesse, avec un degre´ 0, 3 a` la modalite´ normale et avec un degre´ 0, 5 a` la modalite´
e´leve´e.
Il faut noter qu’on peut avoir plus de deux modalite´s de degre´s d’appartenance supe´rieurs
a` 0.
En notant V (o) la valeur nume´rique de l’attribut « vitesse » de´crivant un objet o, m et M
repre´sentent respectivement la valeur minimale et maximale de´crivant l’attribut « vitesse »,
on de´finit formellement les deux fonctions d’appartenance aux modalite´s floues « e´leve´e » et
« lente » par les fonctions µe´leve´e et µlente de la manie`re suivante :
µe´leve´e(o) =

0 si V (o) = m
1 si V (o) = M
A(o)−m
M −m si m < V (o) < M
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Id. Vitesse Distance Freinage
lente normale e´leve´e proche loin faible normal fort
1 0.2 0.3 0.5 0.4 0.6 0.6 0.4 0.2
2 0.2 0.2 0.6 0.5 0.5 0.2 0.7 0.1
3 0 0.1 0.9 0.7 0.3 0 0.6 0.4
4 0 0.2 0.8 0.8 0.2 0.1 0.3 0.6
5 0.1 0.7 0.3 0.3 0.7 0.3 0.3 0.4
6 0.2 0.3 0.5 0.9 0.1 0.5 0.3 0.2
7 0 0.6 0.4 0.8 0.2 0.1 0.1 0.8
8 0.1 0.2 0.7 0.9 0.1 0 0.3 0.7
Tableau 1.4 – Exemple de base de donne´es floues
µfaible(o) =

0 si V (o) = M
1 si V (o) = m
1− V (o)−m
M −m si m < V (o) < M
Nous rappelons ci-dessous les de´finitions d’item graduel, motif graduel et re`gle graduelle
dans le cas de telles donne´es floues (Di Jorio et al., 2009; Laurent et al., 2009; Bouchon-
Meunier et al., 2010).
De´finition 1.11 (Item graduel flou). Un item graduel flou est un triplet (X,A, ∗) constitue´
d’un attribut X, une de ses modalite´s A et une variation, note´e ∗ ∈ {≥,≤}.
Un item graduel flou peut eˆtre illustre´ par l’exemple (vitesse, lente, ≥). Il est interpre´te´
comme « plus la vitesse est lente », ou plus pre´cise´ment « plus le degre´ d’appartenance de la
vitesse a` lente est e´leve´e ».
Il faut noter que les items graduels flous peuvent eˆtre repre´sente´s dans le meˆme formalisme
que les items graduels : il faut pour cela introduire un attribut pour chaque modalite´ floue,
dont les valeurs sont les degre´s d’appartenance. On peut ainsi cre´er, dans l’exemple pre´ce´dent,
trois attributs vitesseLente, vitesseNormale et vitesseEleve´e dont les valeurs sont les degre´s
d’appartenance. L’item graduel flou pre´ce´dent peut alors eˆtre e´crit vitesseLente≥.
Il est cependant important de souligner une diffe´rence se´mantique entre les deux types
d’items, que nous illustrons en conside´rant l’exemple de l’item graduel « plus la vitesse est
e´leve´e ». Dans le cas non flou il exprime une contrainte d’ordre sur tout l’univers des vitesses,
de´fini par exemple sur [0, 120]. Dans le cas flou, « e´leve´e » est associe´ a` une modalite´ floue,
par exemple de noyau [110, 120] et de support [100, 120]. Le motif graduel flou s’applique aux
degre´s d’appartenance, dans l’univers ]0, 1]. Il ne fait donc intervenir que les vitesses supe´-
rieures a` 100, restreignant les donne´es qui supportent le motif, et lui donne une interpre´tation
plus locale.
Dans la suite du document, nous utilisons la notation A≤ et A≥ pour les deux cas de
donne´es nume´riques et de donne´es floues. Pour tout o appartenant a` D, A(o) de´signe la valeur
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de l’attribut A pour l’objet o ou le degre´ d’appartenance de o a` l’attribut A qui repre´sente
l’attribut flou et la modalite´ conside´re´e dans le cas de donne´es floues.
Les notations de motifs et re`gles graduels flous sont alors identiques a` celles des donne´es
nume´riques, bien que base´es sur les items graduels flous.
Il existe e´galement une autre diffe´rence the´orique entre donne´es nume´riques et donne´es
floues : pour un motif graduel flou M = A∗jj , j = 1...k, si tous les sens de variation sont iden-
tiques, un degre´ d’appartenance au motif peut eˆtre de´fini comme M(o) = >j=1...k(Aj(o)) ou`
> de´signe une t-norme, puisque le motif est interpre´te´ comme une conjonction des items qu’il
contient. Dans le cas de donne´es nume´riques, l’agre´gation des valeurs de plusieurs attributs
implique´s dans le motif graduel est potentiellement plus proble´matique, et sa se´mantique doit
eˆtre examine´e en fonction des donne´es conside´re´es.
Il est important de noter que la gradualite´ indique´e des re`gles d’association dans le cas flou
(voir section 1.1.3) est particulie`re et diffe´rente de la gradualite´ indique´e dans cette section.
En effet, ici la gradualite´ exprime une tendance globale a` travers l’ensemble de donne´es : elle
s’applique a` un sous-ensemble d’objets de manie`re transversale. Au contraire, l’interpre´tation
de la gradualite´ de´crite dans la section 1.1.3 s’applique a` chaque objet individuellement : elle
conside`re qu’une pre´sence (floue) implique au sens flou une pre´sence (floue), et que chaque ob-
jet a une contribution individuelle avec son propre degre´ d’appartenance. Une telle gradualite´
est interpre´te´e par les diffe´rentes lignes de l’ensemble de donne´es.
Extensions se´quentielles
Certains travaux e´tendus des motifs graduels visent a` prendre en compte la notion de
temporalite´ et l’ordre des e´ve´nements dans le but d’extraire des motifs graduels flous se´quen-
tiels (Fiot et al. 2008; 2009).
Rappelons qu’un motif se´quentiel, contrairement aux re`gles d’association, de´crit la fre´-
quence de certains comportements successifs. Il est repre´sente´ par une liste de motifs ordonne´s.
L’ordre est associe´ a` une mesure du temps et la gradualite´ peut eˆtre applique´e a` deux niveaux :
— au niveau des items, ce qui traduit une co-variation dans le meˆme sens entre plusieurs
items. Par exemple, conside´rons l’attribut « salaire », un tel motif peut eˆtre illustre´ par
« le salaire augmente au cours du temps ».
— au niveau de la relation entre les motifs, ce qui introduit les notions de « puis rapi-
dement », « apre`s une pe´riode de temps tre`s courte », etc. Ainsi, la connaissance de
la forme « Quand la vitesse d’un moteur augmente fortement, apre`s une pe´riode de
temps tre`s courte, la vitesse du camion augmente le´ge`rement pour une courte pe´riode »
repre´sente un tel motif.
1.2.2 Interpre´tation comme covariation de valeurs d’attributs
Dans cette section et les suivantes, nous nous inte´ressons aux diffe´rentes interpre´tations
des motifs graduels ainsi qu’aux approches permettant leur extraction, synthe´tise´es dans le
tableau 1.5.
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Approches Principe d’extraction Type de
donne´es
Crite`res d’e´valua-
tion
Re´fe´rence
Hu¨llermeier
(2002)
Re´gression line´aire Floues Qualite´ et coeffi-
cients de re´gression
section 1.2.2,
page 34
Berzal et al.
(2007)
De´pendance graduelle
avec conside´ration des
variations des degre´s
entre deux objets
Floues Pourcentage
de couples d’ob-
jets ve´rifiant une
variation
section 1.2.3,
page 36
Laurent et al.
(2009)
Extraction de couples
concordants d’objets
respectant la gradualite´
Nume´riques τ de Kendall section 1.2.3,
page 36
Di Jorio et al.
(2008)
Heuristique base´e sur
les ensembles de conflits
section 1.3.2,
page 40
Nume´riques Cardinalite´ de la
liste maximale
d’objets respectant
la gradualite´
Di Jorio et al.
(2009)
Recherche exhaustive
base´e sur les graphes de
pre´ce´dence
section 1.3.3,
page 41
Tableau 1.5 – Approches traitant la gradualite´ : extraction de motifs/re`gles graduels.
Une premie`re approche des re`gles graduelles floues comme contrainte de covariation de
valeurs interpre`te une re`gle A→ B comme une contrainte imposant qu’une augmentation des
valeurs de l’attribut A s’accompagne d’une augmentation des valeurs de l’attribut B (Hu¨ller-
meier, 2002).
Afin d’identifier de telles re`gles, Hu¨llermeier (2002) propose d’effectuer une re´gression
line´aire des valeurs des attributs, en appliquant la me´thode des moindres carre´s aux couples
(A(o), B(o)) pour tous les objets o.
Cette de´finition et cette me´thode d’extraction s’appliquent aux paires d’attributs. L’ex-
tension propose´e de cette de´finition a` des motifs de longueur supe´rieure a` 2 conside`re le cas
de donne´es floues : l’extension exploite ce cadre de logique floue ainsi que le fait que des
motifs soient interpre´te´s comme conjonction des items qu’ils contiennent. Comme souligner
pre´ce´demment, un degre´ d’appartenance a` un motif peut eˆtre calcule´ en utilisant une t-norme,
applique´e aux degre´s d’appartenance des items du motif conside´re´. La tendance graduelle est
alors comprise comme une contrainte de covariation entre les degre´s d’appartenance agre´ge´s.
Ainsi des motifs de longueur supe´rieure a` 2 peuvent eˆtre traite´s comme des motifs de longueur
2. Il faut noter que cette approche ne s’applique que pour les donne´es floues : en effet, dans
le cas des donne´es non floues, la valeur associe´e a` un motif graduel ne peut pas eˆtre calcule´e
par agre´gation.
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Figure 1.1 – Exemple de re`gle graduelle : l’abscisse repre´sente les degre´s d’appartenance a` A
et l’ordonne´e les degre´s d’appartenance a` B
La validite´ de la re`gle est e´value´e a` partir de la qualite´ de la re´gression, mesure´e par le
coefficient de corre´lation line´aire R2, conjointement avec la pente de la droite de re´gression.
Ainsi les attributs qui ne sont pas suffisamment corre´le´s sont rejete´s, de meˆme que ceux
pour lesquels le degre´ d’appartenance de A reste constant alors que celui de B varie, ou
inversement.
Conside´rons ainsi l’exemple illustre´ sur la figure 1.1. Comme on peut le voir sur la figure
de gauche, il existe une forte corre´lation entre A et B. La pente positive de la droite de
re´gression propose en fait la tendance suivante : « plus A est e´leve´, plus B est e´leve´ » avec
un support R2 = 0.77.
1.2.3 Interpre´tation comme contrainte d’ordres induits
Principe
Alors que l’approche pre´ce´dente repose sur les valeurs nume´riques des attributs, d’autres
approches conside`rent la contrainte de covariation en terme de corre´lation d’ordres (Berzal
et al., 2007) : elles imposent que les classements des donne´es induits par chacun des attributs
intervenant dans le motif soient identiques. Ainsi, dans le cas d’un motif de taille 2, la re`gle
A≥ → B≥ est valide si ∀o, o′ ∈ D, A(o) < A(o′) implique B(o) < B(o′) ; dans le cas de re`gles
telles que la re`gle A≤ → B≥, la contrainte impose que les ordres induits soient inverse´s.
De´finition 1.12 (Ordre induit par un motif). L’ordreM induit par un motifM = {(Aj , ∗j), j =
1..k} est de´fini comme :
o M o′ ssi ∀ j ∈ [1, k] Aj(o) ∗j Aj(o′) (1.5)
Formalisation comme transposition de re`gles d’association
Berzal et al. (2007) proposent une approche d’extraction automatique de telles re`gles
graduelles, formule´e comme la de´couverte de re`gles d’association dans un ensemble de tran-
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sactions D′ de´rive´ de l’ensemble de donne´es initiales D : chaque paire d’objets dans D est
associe´e a` une transaction t dansD′, qui posse`de alors un item graduel A∗ si la paire correspon-
dante (o, o′) de D satisfait la contrainte impose´e par A∗, c’est-a`-dire si A(o)∗A(o′). Une re`gle
graduelle dans D est donc formule´e comme une re`gle d’association classique extraite de D′ et
son support est de´fini comme le support de la re`gle d’association correspondante. Avec la de´fi-
nition pre´ce´dente de la base de transactions, pour un motif graduel M = {(Aj , ∗j), j = 1..k},
ce support s’e´crit
supp(M) =
|{(o, o′)/o M o′}|
|D|(|D| − 1) (1.6)
Dans le cas des motifs classiques, le support est le quotient entre le nombre d’objets
ve´rifiant le motif par le nombre total d’objets de la base de donne´es ; dans le cas de la
gradualite´, le support est la proportion de couples d’objets de la base de donne´es ve´rifiant la
contrainte d’ordre impose´e par le motif graduel.
La construction de D′ est couˆteuse. Berzal et al. (2007) proposent une me´thode d’ap-
proximation, base´e sur la discre´tisation des valeurs d’attributs, qui ne´cessite de garder en
me´moire un tableau de taille pk ou` p repre´sente le niveau de discre´tisation et k la longueur
des motifs conside´re´s. Ainsi, la complexite´ du calcul du support d’un motif de longueur p
passe de O(n2) dans le cas de la me´thode de base (construction de D′) a` O(n + kp) dans le
cas de la me´thode d’approximation. Cependant, lorsque des motifs de taille importante sont
recherche´s, le couˆt de calcul reste e´leve´, comme le montrent Berzal et al. (2007) dans des
expe´riences effectue´es sur un ensemble de donne´es contenant seulement 6 attributs.
Berzal et al. (2007) formalisent la proprie´te´ de comple´mentarite´ du support, ce qui permet
de diviser par deux l’espace de recherche, car une moitie´ des re`gles graduelles peut eˆtre
automatiquement de´duite de l’autre moitie´. En effet, elle peut eˆtre obtenue en remplac¸ant
simplement le couple d’objets (o, o′) par (o′, o) dans l’e´quation (1.6). Cette proprie´te´ re´duit
le temps de calcul de l’approche propose´e.
Proprie´te´ (comple´mentarite´). Soit c ∈ {≤,≥} tel que c(≥) = ≤ et c(≤) = ≥, alors
supp(X,A, ∗) = supp(X,A, c(∗)).
Extension pour la prise en compte d’amplitude
Molina et al. (2007) e´tendent l’approche de Berzal et al. (2007) afin de mesurer la
force de variation d’une re`gle. Cette extension propose de prendre en compte la variation
d’amplitude entre les couples d’objets (voir discussion a` la section 1.3.4, page 43) : lors de
la construction de D′, au lieu de conside´rer de manie`re binaire que la valeur entre deux
objets augmente ou diminue, les auteurs quantifient cette variation par la diffe´rence des
valeurs. Celle-ci fournit une information indiquant dans quelle mesure les contraintes sont
satisfaites. Les re`gles d’association sont ensuite applique´es afin d’extraire des informations
de cet ensemble de donne´es. Il faut noter que les donne´es sont nume´riques et non binaires,
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ce qui ne´cessite une adaptation de l’algorithme d’extraction des re`gles d’association (Molina
et al., 2007). Une mesure adapte´e des de´pendances floues propose´e par Berzal et al. (2005)
est alors utilise´e a` la place du support utilise´ par emciteberzal rappele´ dans l’e´quation (1.6).
Formalisation comme corre´lation d’ordres
Laurent et al. (2009) conside`rent la meˆme de´finition du support que Berzal et al. (2007)
mais en donnent une interpre´tation diffe´rente. En effet, la de´finition du support de l’e´qua-
tion (1.6) est pre´sente´e dans un cadre de re`gles d’association, comme une ge´ne´ralisation du
support classique a` une base de transactions de´rive´e des donne´es initiales. Laurent et al.
(2009) l’interpre`tent dans un cadre de comparaison d’ordres multiples : en conside´rant que
chaque attribut induit un ordre sur les donne´es, ce support peut en effet eˆtre conside´re´ comme
quantifiant la ressemblance, ou le degre´ d’accord, entre ces ordres.
La notion de corre´lation d’ordres a e´te´ e´tudie´e dans le domaine des statistiques et plusieurs
mesures ont e´te´ propose´es : Laurent et al. (2009) proposent d’utiliser le τ de Kendall (Kendall
& Babington, 1939), dont la de´finition est directement lie´e a` la de´finition de support donne´e
dans l’e´quation (1.6). Ils proposent aussi d’utiliser une repre´sentation binaire efficace des
paires de donne´es suivant le principe propose´ par Di Jorio et al. (2009) : une matrice de
concordance binaire est de´finie pour chaque motif M = {A∗jj , j = 1..k} telle que la valeur
associe´e au couple (o, o′) est 1 si ∀j ∈ [1, k]Aj(o) ∗j Aj(o′), 0 sinon.
Cette repre´sentation fournit d’une part une me´thode efficace pour passer de motifs de
longueur k − 1 a` des motifs de longueur k, puisque la liste des paires d’objets ordonnables
pour eˆtre en accord avec le motif graduel de longueur k est e´quivalente a` une conjonction
logique applique´e aux matrices de concordance correspondant aux deux motifs de longueur
k − 1 conside´re´s. D’autre part, le support d’un motif est obtenu tre`s simplement, comme la
somme des e´le´ments de la matrice, divise´e par le nombre total de paires d’objets. Les auteurs
utilisent donc la mesure de support donne´e dans l’e´quation (1.6) pour e´valuer la qualite´ des
motifs graduels extraits.
Cette approche ne ne´cessite pas d’effectuer une approximation comme celle propose´e
par Berzal et al. (2007), car elle repose sur une approche par niveau qui permet d’ex-
traire les motifs graduels pertinents de longueur k + 1 a` partir de ceux obtenus au niveau k.
L’algorithme propose´ par Laurent et al. (2009) est tre`s efficace, car le calcul de support ne
ne´cessite aucune ope´ration de comptage sur l’ensemble de donne´es et il peut eˆtre de´duit des
informations du niveau pre´ce´dent. En outre, cette information peut eˆtre traite´e d’une manie`re
efficace aussi, graˆce a` la repre´sentation binaire des matrices de concordance.
1.3 Motifs graduels par identification de sous-ensembles de
donne´es compatibles
Di Jorio et al. (2008; 2009) proposent e´galement une interpre´tation en termes de corre´-
lation d’ordres. Cependant, plutoˆt que de rechercher le nombre de paires d’objets respectant
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un motif, comme propose´ par Berzal et al. (2007) ou Laurent et al. (2009), les auteurs
cherchent a` identifier des sous-ensembles de donne´es qui satisfont la contrainte d’ordre expri-
me´e par un motif donne´ et de´finissent le support de ce dernier comme le nombre maximal
de donne´es pouvant eˆtre extraites des donne´es initiales et qui satisfont sa contrainte. Un tel
sous-ensemble de donne´es compatible avec un motif M est appele´ chemin (voir de´finition 1.13
ci-dessous).
Dans ce contexte, deux approches d’extraction automatique ont e´te´ propose´es par Di Jorio
et al. (2008; 2009). La premie`re est une heuristique que nous pre´sentons brie`vement dans la
section 1.3.2. La seconde, nomme´e GRITE (GRadual ITemset Extraction), est une approche
exacte que nous de´taillons dans la section 1.3.3. Notre the`se s’appuie sur cette interpre´tation
des motifs graduels car l’algorithme GRITE identifie de plus l’ensemble des chemins complets
maximaux pour tout motif graduel valide dont nous avons besoin (voir section 1.3.3, page 41).
Aussi, une section comple`te de´die´e a` cette approche est pre´sente´e ci-dessous.
Dans cette section, nous pre´sentons tout d’abord dans la section 1.3.1 les notations ainsi
que le vocabulaire utilise´ dans la suite de ce chapitre, dans la section 1.3.2 la me´thode appro-
che´e et dans la section 1.3.3 la me´thode exacte et l’algorithme GRITE. Nous terminons, dans
la section 1.3.4, par une comparaison de toutes les approches d’extraction de motifs graduels
pre´sente´es dans ce chapitre. Cette comparaison est base´e sur la prise en compte de l’amplitude
de de´viation des objets qui ne satisfont pas la contrainte d’ordre du motif conside´re´.
1.3.1 Formalisation et de´finition de chemin
Dans cette section, nous rappelons la notion de chemin ainsi que les de´finitions ne´cessaires
a` la suite du chapitre et plus ge´ne´ralement a` l’ensemble de la the`se.
De´finition 1.13 (Chemin). Un sous-ensemble D = {o1, ..., om} ⊆ D est un chemin suppor-
tant le motif M = {(Aj , ∗j), j = 1..k} s’il existe une permutation pi telle que ∀j ∈ [1, k],∀l ∈
[1,m− 1], Aj(opil) ∗j Aj(opil+1).
De´finition 1.14 (Chemin complet). Un chemin est dit complet si aucun objet de D ne peut
lui eˆtre ajoute´ sans violer la contrainte d’ordre impose´e par M .
On note L(M) l’ensemble de chemins complets associe´s a` un motif M .
De´finition 1.15 (Chemin maximal). Un chemin maximal est un chemin complet de longueur
maximale.
On note L∗(M) l’ensemble des chemins maximaux.
De´finition 1.16 (Objets compatibles). o et o′ sont compatibles selon l’ordre induit par le
motif M si o M o′ ou o′ M o ou` M est de´fini comme dans la de´finition 1.12.
Afin d’illustrer ces notions, conside´rons la base de donne´es contenant n = 7 objets de´crits
par 2 attributs repre´sente´s graphiquement sur la figure 1.2.
39
Chapitre 1. La fouille de motifs
Figure 1.2 – Ensemble de donne´es illustrant les chemins complets et maximaux
Pour le motifM = A≥B≥ on a L(M) = {{o1, o2, o3, o4, o5}, {o1, o2, o3, o7}, {o1, o2, o6, o7}}.
En effet,{o1 M o2 M o3 M o4 M o5}, {o1 M o2 M o3 M o7} et {o1 M o2 M
o6 M o7}. Comme de plus aucun objet ne peut eˆtre ajoute´ a` aucune de ces listes sans violer
la contrainte d’ordre impose´e par M , tous les chemins de L(M) sont complets. Seul le premier
est un chemin maximal de longueur maximale, e´gale a` 5.
De´finition 1.17 (Support graduel). Le support d’un motif est de´fini comme la longueur de
ses chemins maximaux rapporte´e au nombre total d’objets. Formellement :
SG(M) =
1
|D| maxD∈L(M)|D| (1.7)
Le support repre´sente donc la proportion maximale d’objets qu’on peut ordonner selon la
contrainte d’ordre impose´e parM . Pour l’exemple illustre´ par la figure 1.2, on a SG(M) = 5/7.
De´finition 1.18 (Validite´ d’un motif graduel). M est un motif valide si SG(M) ≥ s ou` s
est un seuil fixe´ par l’utilisateur. Pour un motif graduel M , on note l’ensemble des chemins
complets valides Ls(M) = {D ∈ L(M)/|D|/|D| ≥ s}.
Dans les sections suivantes, nous pre´sentons les deux me´thodes d’extraction automatique
de motifs graduels qui exploitent la de´finition du support donne´e ci-dessus : une me´thode
heuristique (Di Jorio et al., 2008), puis une me´thode exacte qui pre´sente l’avantage de la
comple´tude (Di Jorio et al., 2009).
1.3.2 Me´thode d’extraction approche´e
Di Jorio et al. (2008) proposent, pour calculer le support d’un motif graduel, une me´thode
par niveau heuristique, base´e sur des ensembles de conflits. Un ensemble de conflits est de´fini
informellement comme les objets qui empeˆchent un nombre maximal d’autres objets d’eˆtre
ordonne´s.
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Il est de´fini formellement pour un motif de longueur 2 comme suit :
De´finition 1.19 (Ensemble de conflits). Soit M = A∗11 , A
∗2
2 un motif graduel et E un sous-
ensemble d’objets de BD ordonne´s sur A∗11 selon l’ope´rateur de comparaison ∗1 puis sur A∗22
selon l’ope´rateur de comparaison ∗2. A` chaque objet o ∈ E, un ensemble de conflit C¬ est
associe´ tel que ∀ o′ ∈ C¬, A2(o)¬ ∗2 A2(o′).
La me´thode consiste a` e´liminer a` chaque niveau les donne´es dont l’ensemble de conflits
est maximal, c’est-a`-dire qui empeˆchent le plus grand nombre de donne´es de satisfaire les
contraintes d’ordre conside´re´es et de garder une seule liste maximale d’objets ordonne´s (un
seul chemin maximal). Il s’agit d’une heuristique, car le choix d’une autre donne´e a` un niveau
peut conduire a` de meilleurs re´sultats au niveau suivant. Ce choix n’est pas une taˆche triviale,
puisqu’il influe sur les supports des motifs de longueur supe´rieure. Un objet qui satisfait le
plus de contraintes lors des futures jointures doit eˆtre choisi parmi plusieurs, car lors de la
jointure de deux listes candidates, des objets en conflit peuvent apparaˆıtre.
L’heuristique propose´e est efficace en temps, elle calcule le support dans un processus par
niveau et conside`re les motifs de taille croissante. Cette heuristique adopte une technique «
ge´ne´rer-et-e´laguer » et utilise un algorithme de ge´ne´ration base´ sur Apriori.
1.3.3 Me´thode d’extraction exacte : algorithme GRITE
L’inconve´nient majeur de la me´thode expose´e ci-dessus est qu’elle n’est pas comple`te.
En effet, l’utilisation d’une heuristique implique que, dans certains cas, le support d’un motif
graduel peut eˆtre sous-e´value´. Ainsi, si l’utilisateur fixe un seuil minimal le´ge`rement supe´rieur
au support obtenu, et si ce support n’est pas le support re´el, ce motif graduel ne sera pas
extrait. Ce phe´nome`ne s’explique par le fait qu’un choix est fait a` chaque fois que plusieurs
ensembles de conflits maximaux sont rencontre´s. Ainsi, quel que soit le choix, le support
calcule´ sera toujours infe´rieur ou e´gal au support re´el. Ce phe´nome`ne s’applique pour les
sur-motifs, et non au niveau local.
Afin de pallier le proble`me du choix des objets a` e´liminer dans la me´thode approche´e
de´crite ci-dessus, une me´thode exacte tre`s efficace, appele´e GRITE (GRadual ITemset Ex-
traction), a e´te´ propose´e par Di Jorio et al. (2009). Elle consiste a` conserver tous les choix
possibles, c’est-a`-dire tous les chemins possibles pour chaque motif graduel. Cette me´thode
est base´e sur les graphes de pre´ce´dence : les donne´es sont repre´sente´es dans un graphe dont
les arcs expriment les relations de pre´ce´dence induites par les attributs implique´s dans les
motifs conside´re´s. Un exemple illustratif pour les donne´es du tableau 5.4 est donne´ dans la
figure 1.3.
Ce graphe est repre´sente´ par sa matrice d’adjacence, sous la forme d’une matrice bi-
naire n × n : s’il existe une relation d’ordre entre un objet o et un objet o′, alors le bit
correspondant a` la ligne o et a` la colonne o′ vaut 1, et 0 sinon. Aussi, pour un motif
M = A∗11 , . . . , A
∗p
p ou` ∗j = {≥,≤} et A∗jj est un item graduel avec j ∈ [1, p]. o pre´-
ce`de o′ si ∀j ∈ [1, p], Aj(o) ≤j Aj(o′), le coefficient correspondant a` la paire d’objets (o, o′)
est 1 si ∀j ∈ [1, p], on a Aj(o) ∗j Aj(o′), il vaut 0 sinon.
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Figure 1.3 – Graphe de pre´ce´dence correspondant au motif graduel M = D≤F≥ pour les
donne´es du tableau 5.4, page 127
1 2 3 4 5 6 7 8
1 0 0 0 1 0 0 1 1
2 0 0 1 1 0 1 1 1
3 0 0 0 1 0 0 1 1
4 0 0 0 0 0 0 1 1
5 0 0 0 1 0 0 1 1
6 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0
Tableau 1.6 – Matrice de concordance du motif D≤F≥
Le support d’un motif peut ensuite eˆtre obtenu a` partir de la longueur maximale de ses
chemins.
Le principal inte´reˆt de la structure binaire re´side dans le fait qu’elle facilite l’ope´ration de
jointure. En effet, l’ensemble de toutes les solutions e´tant me´morise´, il est possible d’effectuer
une conjonction logique entre deux matrices binaires. Cela garantit la pre´servation des ordres
communs. Ainsi, cette ope´ration binaire rend l’approche propose´e tre`s efficace pour ge´ne´rer
des motifs graduels de longueur k+1 a` partir de motifs de taille k : si M3 est un motif ge´ne´re´
a` partir des motifs M1 et M2, sa matrice d’adjacence AdjM3 = AdjM1 & AdjM2 ou` & est
l’ope´ration de ET logique.
La figure 1.3 montre le graphe associe´ au motif graduel M = D≤F≥ pour les donne´es du
tableau 5.4. Dans ce graphe, deux chemins maximaux ve´rifient la contrainte d’ordre impose´e
par M : D1 = {2, 3, 4, 7} et D2 = {2, 3, 4, 8}.
Le tableau 1.6 montre la matrice binaire correspondant au motif graduel M .
Les nœuds isole´s, qui n’ont ni pe`re, ni fils, sont e´limine´s du graphe de pre´ce´dence. Dans
la matrice binaire, les nœuds isole´s sont les objets pour qui leur ligne et leur colonne sont
nulles. Ces objets sont donc supprime´s de la matrice afin de re´duire la complexite´ spatiale de
la me´moire. Ainsi, pour le motif D≤F≥, le graphe n’a aucun nœud isole´ : sa matrice n’est
donc pas re´duite.
L’algorithme GRITE (Di Jorio et al., 2009) constitue une me´thode efficace d’extraction
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de motifs valides, qui associe a` chacun l’ensemble des chemins complets maximaux sur lesquels
il s’appuie.
1.3.4 Discussion sur le roˆle de l’amplitude de de´viation
Les me´thodes d’extraction pre´sente´es dans les sections 1.2 et 5.4.1 diffe`rent par leur traite-
ment des amplitudes de de´viation par rapport aux motifs graduels conside´re´s. Ceci est illustre´
sur la figure 1.4 qui repre´sente deux ensembles de donne´es de´crits par deux attributs, pour
lesquels l’objet o2 est en contradiction avec la contrainte d’ordre impose´e par le motif A
≥B≥.
Cependant, la de´viation induite par o2 est moins importante pour l’ensemble de donne´es de
gauche, note´ D1, que pour l’ensemble de droite, note´ D2.
La de´finition de support propose´e par Di Jorio et al. (2008; 2009) constitue une diffe´rence
majeure avec les me´thodes d’extraction de motifs graduels pre´sente´es dans la section 1.2,
concernant les donne´es qui ne satisfont pas la contrainte d’ordre du motif conside´re´. En
effet, les approches base´es sur la re´gression (Hu¨llermeier, 2002), sur les re`gles d’association
classiques (Berzal et al., 2007) et sur les comparaisons d’ordres (Laurent et al., 2009),
prennent en compte l’amplitude de de´viation par rapport aux motifs graduels conside´re´s :
dans chacun des deux ensembles de donne´es D1 et D2, l’objet o2 empeˆche le motif graduel
« plus A, plus B » d’eˆtre comple`tement vrai, mais dans le deuxie`me cas, la de´viation qu’il
ame`ne est beaucoup plus haute. En d’autres termes, il repre´sente plutoˆt une exception dans
le cas de D1.
Pour la de´finition par re´gression (Hu¨llermeier, 2002), cette diffe´rence est refle´te´e par une
pente plus forte pour D1 que pour D2. Dans les approches base´es sur les re`gles d’associa-
tion (Berzal et al., 2007) et sur les comparaisons d’ordres (Laurent et al., 2009), le support
est e´galement plus faible pour D2 que pour D1 : o2 conduit a` un nombre plus important de
couples de donne´es qui ne ve´rifient pas le motif graduel, a` savoir (o2, o3), (o2, o4), (o2, o5) et
(o2, o6), alors que pour D1, seul le couple (o2, o3) contredit le motif.
L’amplitude de de´viation est e´galement prise en compte dans les travaux de Molina et al.
(2007) et cette diffe´rence est refle´te´e, non pas par les couples contredisant la contrainte d’ordre
du motif, mais par la quantification de la variation entre deux objets. Le support est e´galement
plus faible pour D2 que pour D1.
Au contraire, dans la de´finition de support propose´e par (Di Jorio et al. 2008; 2009),
D1 et D2 conduisent au meˆme support, puisqu’il suffit dans les deux cas de supprimer l’objet
o2 pour obtenir un ordre parfait suivant la contrainte d’ordre impose´e par le motif « plus A,
plus B ».
Conclusion
Dans la premie`re partie de ce chapitre, nous avons rappele´ les de´finitions pre´liminaires a` la
fouille de donne´es, lie´es aux re`gles d’association. Nous avons ensuite illustre´ diverses variantes
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Figure 1.4 – Roˆle de l’amplitude de de´viation
pour diffe´rents types de donne´es, avec des interpre´tations varie´es, en conside´rant tout d’abord
le cas binaire qui repre´sente le cas classique, puis leurs extensions aux cas nume´rique et flou.
La deuxie`me partie est centre´e sur les motifs graduels qui constituent le cadre dans lequel
cette the`se s’inscrit. Nous avons d’abord rappele´ les notions et de´finitions lie´es aux motifs
graduels et aux re`gles graduelles. Nous avons ensuite examine´ les interpre´tations et approches
propose´es pour leur extraction.
Dans les chapitres suivants, nous proposons d’enrichir ces motifs graduels, en tenant
compte de diffe´rentes formes de contextualisation : soit par rapport aux autres motifs pour
ge´rer le proble`me e´ventuel de motifs graduels contradictoires, soit par comple´ment d’infor-
mation associant aux motifs extraits une meilleure interpre´tation et un nouveau contexte qui
les rend plus vrais.
Dans la fouille de donne´es, la contrainte d’interpre´tabilite´ des connaissances quelle que
soit leur forme est primordiale. Nous proposons dans cette the`se des approches permettant de
travailler sur cette contrainte ainsi que sur la se´mantique des motifs graduels, proposant une
approche permettant de traiter le proble`me de motifs graduels contradictoires et diffe´rents
modes d’enrichissement des motifs graduels.
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Introduction
Dans ce chapitre, nous nous inte´ressons a` l’enrichissement de motifs graduels selon le
principe du renforcement propose´ par Bouchon-Meunier et al. (2010) pour des donne´es
floues, qui consiste a` ajouter une clause linguistiquement introduite par « d’autant plus que
». Ce renforcement est interpre´te´ comme une validite´ accrue, ce qui signifie que, quand les
donne´es sont restreintes a` celles satisfaisant la clause de renforcement, la validite´ du motif
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doit augmenter. Un tel motif graduel enrichi peut eˆtre illustre´ par l’exemple « plus on est
proche du mur, plus on freine fort, d’autant plus que la vitesse est e´leve´e » : les informations
sur la vitesse permettent d’enrichir par une pre´cision supple´mentaire la relation e´tablie entre
la distance par rapport au mur et le freinage. Cela fournit une interpre´tation plus riche a` la
connaissance extraite.
Ce chapitre est organise´ comme suit : dans la section 2.1, nous rappelons la de´finition du
renforcement des motifs graduels, les diffe´rentes interpre´tations envisage´es par les auteurs et
les crite`res de qualite´ des motifs graduels flous renforce´s. Dans la section 2.2, nous pre´sentons
l’e´tude comple´mentaire que nous avons re´alise´e, portant sur l’extraction de ces motifs par
filtrage, ainsi que la de´finition de nouveaux crite`res de qualite´ et leur analyse. Enfin, dans
la section 2.3, nous e´tendons notre e´tude comple´mentaire en e´tudiant la transposition de
la notion de renforcement aux re`gles d’association classiques : nous introduisons les re`gles
d’association renforce´es et nous discutons de leurs interpre´tations possibles et de l’apport.
Nous de´finissons ensuite les crite`res de qualite´ qui peuvent eˆtre utilise´s pour mesurer leur
pertinence. Enfin, nous montrons que leur apport est limite´, en e´tudiant leur validite´ par
rapport aux re`gles d’association classiques.
2.1 E´tat de l’art : enrichissement propose´ pour des donne´es
floues
Dans cette section, nous rappelons le formalisme ainsi que les diffe´rentes interpre´tations,
propose´es par Bouchon-Meunier et al. (2010), pouvant eˆtre associe´es aux motifs graduels
renforce´s, puis les crite`res de qualite´ qui mesurent leur qualite´.
2.1.1 De´finition et exemple
De´finition 2.1 (Motif graduel renforce´). Les motifs graduels flous renforce´s sont des motifs
graduels enrichis par une clause de renforcement introduite par l’expression linguistique «
d’autant plus que ». Ils sont formellement repre´sente´s sous la forme M1;M2 ou` M1 est un
motif graduel flou et M2 est un motif flou classique non graduel qui repre´sente la clause de
renforcement.
Cette dernie`re, compose´e d’attributs flous, permet d’enrichir la relation existante entre
les attributs du motif M1.
Il est important de noter que cet enrichissement est applique´ aux donne´es floues qui sont
conside´re´es de nature nume´rique par le motif graduel a` enrichir et de nature pre´sentielle floue
par la clause de renforcement, dans la mesure ou` la pre´sence de cette clause supple´mentaire
conduit a` une restriction des donne´es de´finie par la pre´sence de valeurs spe´cifiques posse´dant
la clause de renforcement.
Conside´rons par exemple les donne´es artificielles pre´sente´es dans le tableau A.3 donne´ en
annexe en page 147, illustre´es sur la figure 2.4, page 59. Les abscisses repre´sentent la modalite´
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floue « proche » associe´e a` l’attribut flou « distance de mur », les ordonne´es la modalite´ floue
« fort » associe´e a` l’attribut flou « freinage » et la taille des objets la modalite´ floue « e´leve´e »
associe´e a` l’attribut flou « vitesse ». On peut remarquer que 6 objets parmi 8, repre´sente´s
en bleu, ve´rifient le motif graduel flou « plus on est proche du mur, plus on freine fort ».
On peut observer aussi que les 2 objets qui ne ve´rifient pas le motif, repre´sente´s en rouge,
n’appartiennent pas suffisamment a` la modalite´ floue « e´leve´e » qui de´crit la « vitesse » et
leur taille est tre`s petite par rapport aux objets ve´rifiant le motif graduel. Celui-ci peut donc
eˆtre enrichi par l’information concernant la taille importante des objets qui le ve´rifient. Cela
motive l’extraction du motif graduel renforce´ « plus on est proche du mur, plus on freine fort,
d’autant plus que la vitesse est e´leve´e » : les informations sur la vitesse permettent d’enrichir
la relation e´tablie entre la distance du mur et le freinage par une pre´cision supple´mentaire.
2.1.2 Interpre´tations de motifs graduels renforce´s
Bouchon-Meunier et al. (2010) ont propose´ plusieurs interpre´tations qui peuvent eˆtre en-
visage´es pour le renforcement, selon l’interpre´tation choisie pour les motifs graduels, en consi-
de´rant principalement le cas ou` les motifs graduels sont interpre´te´s comme des contraintes de
co-variation.
Tout d’abord, la diffe´rence entre les motifs graduels renforce´s et les re`gles conjonctives de
la forme (M1 ∧M3) → M2 a e´te´ souligne´e. Avec l’exemple illustratif conside´re´, cette re`gle
serait « plus on est proche du mur et plus la vitesse est e´leve´e, alors plus on freine fort ». La
se´mantique d’une telle re`gle est diffe´rente du motif graduel renforce´ conside´re´. En effet, dans
les re`gles graduelles conjonctives, M3 joue un roˆle causal sur M2 et dans l’interpre´tation de
co-variation des motifs graduels flous, il impose une contrainte forte : il faut que les ordres
induits par les trois motifs M1, M2 et M3 soient identiques ou tre`s corre´le´s. Au contraire,
dans le cas du renforcement, la contrainte d’ordre ne concerne que les deux motifs graduels
M1 et M2. L’effet de renforcement s’applique au motif compose´ de M1 et M2 et non pas sur
M2 seul.
Interpre´tation comme contrainte sur l’intensite´ des variations
Les auteurs proposent ensuite que le renforcement puisse eˆtre compris comme une contrainte
sur l’intensite´ des variations de M2 : lorsque la relation entre M1 et M2 est e´tablie, la rela-
tion « d’autant plus que » peut eˆtre interpre´te´e comme une intensification des variations des
attributs implique´s dans M2 en fonction des valeurs de M3. En conside´rant le meˆme exemple
pre´ce´dent « plus on est proche du mur, plus on freine fort ; d’autant plus que la vitesse est
e´leve´e », cette interpre´tation signifie tout d’abord qu’une augmentation du rapprochement
au mur implique une augmentation de la force de freinage, et que, de plus, l’augmentation
est en corre´lation avec la vitesse e´leve´e.
Une formalisation de cette interpre´tation a e´te´ fournie par les auteurs comme une conjonc-
tion des deux re`gles : M1 → M2 et M3 → ∆M2 ou` ∆M2 repre´sente les variations de M2. Il
faut noter qu’ici, cette interpre´tation est associe´e aux re`gles graduelles floues et non pas aux
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motifs graduels. Cette interpre´tation nous a conduite a` de´finir la notion d’acce´le´ration des
valeurs d’attributs par rapport aux autres attributs, en exploitant la notion d’intensification,
afin d’extraire les motifs graduels acce´le´re´s pre´sente´s dans le chapitre 5.
Interpre´tation comme validite´ accrue
Une autre interpre´tation comme validite´ accrue a e´te´ propose´e et retenue par Bouchon-
Meunier et al. (2010) : elle consiste a` e´valuer l’influence du renforcement M3 sur le motif
compose´ des motifs M1 et M2, par le fait que le motif est plus satisfait lorsque les objets
conside´re´s sont ceux qui posse`dent M3 a` un degre´ e´leve´, plutoˆt que lorsque tous les objets
sont conside´re´s. Pour cette interpre´tation, le renforcement est dit pre´sentiel. Aussi, le motif
M1M2 est combine´ avec la pre´sence floue de M3, de telle sorte que sa validite´, quand on se
restreint aux objets qui posse`dent M3, doit eˆtre alors supe´rieure a` sa validite´ sur la base de
donne´es totale.
Dans la suite de ce chapitre, nous adoptons cette interpre´tation comme validite´ accrue.
Pour cette interpre´tation, l’approche d’extraction des motifs graduels par l’algorithme
GRITE (Di Jorio et al., 2009), rappele´ dans la section 1.3.3, page 41, est particulie`rement
pertinente. Il est en effet facile de mesurer une pre´sence floue renforce´e de M3 quand le motif
M1M2 est ve´rifie´, puisque la me´thode extrait explicitement les sous-ensembles de donne´es
pour lesquels le motif est ve´rifie´. Elle est utilise´e par Bouchon-Meunier et al. (2010), pour
de´finir les crite`res de qualite´ d’un motif graduel flou renforce´.
Il est important de noter que le renforcement des motifs graduels flous est applique´ a`
des donne´es floues. Ceci est impose´ par l’interpre´tation en termes de pre´sence floue qui lui
est associe´e. Par conse´quent, il n’est clairement pas possible d’appliquer le renforcement des
motifs graduels flous aux donne´es quantitatives. Cependant, ce dernier peut eˆtre pertinent
pour traiter des attributs binaires, comme par exemple « plus la population est e´leve´e, plus la
pollution est e´leve´e, d’autant plus que la ville est Paris ». Ces motifs peuvent facilement eˆtre
traite´s dans ce contexte : les degre´s d’appartenance valent 1 pour tous les objets posse´dant
l’attribut.
2.1.3 Crite`res de qualite´ des motifs graduels flous renforce´s
Dans la suite du chapitre, on utilise les notations M1 pour le motif graduel a` enrichir et
M2 pour le motif flou de la clause de renforcement.
Principe
Un motif graduel flou renforce´ M1;M2 doit eˆtre e´value´ en fonction de ses deux compo-
santes : le motif graduel flou M1 et la clause de renforcement M2. La qualite´ de la premie`re
est mesure´e par le support du motif M1 et celle de la seconde par les crite`res propose´s
par Bouchon-Meunier et al. (2010). Ces crite`res sont introduits par analogie avec les crite`res
des re`gles d’association classiques A → B ou` A et B sont des motifs classiques, en utilisant
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la mise en correspondance suivante : A repre´sente le fait de ve´rifier le motif graduel et B
de ve´rifier le renforcement. Ainsi n(AB) correspond au nombre d’objets qui posse`dent M2
et qui, de plus, peuvent eˆtre ordonne´s selon la contrainte d’ordre impose´e par M1. Ces ob-
jets ve´rifiant la contrainte d’ordre impose´e par M1 sont extraits par l’algorithme GRITE qui
fournit l’ensemble des chemins complets maximaux L∗(M) pour tout motif graduel M valide
(voir section 1.3.3, page 41).
Pour un chemin maximal D ∈ L∗(M), on note M2(D) =
∑
o∈D
M2(o) le cardinal flou de D
selon M2.
Il est primordial de noter que les crite`res de qualite´ propose´s pour e´valuer la qualite´ des
motifs graduels renforce´s sont appele´s support et confiance, mais ils sont diffe´rents de ceux
propose´s dans le cas classique. En effet, il n’y a pas d’effet de causalite´ dans les motifs graduels
renforce´s : ce sont des motifs graduels classiques enrichis par une nouvelle information, il ne
s’agit pas de re`gles.
Le crite`re de confiance est donc un crite`re supple´mentaire e´valuant la meˆme chose que le
support, c’est-a`-dire e´valuant la qualite´ d’un motif et non pas d’une re`gle.
Support renforce´
Comme dans le cas classique, les auteurs ont de´fini le support d’un motif renforce´, SR,
comme une e´valuation de sa fre´quence. Ils ont utilise´ pour cela une approche sigma-comptage,
pour mesurer le degre´ de pre´sence de M2 parmi les objets qui ve´rifient le motif graduel M1.
De´finition 2.2 (Support renforce´). Pour un motif graduel M1 et un motif graduel flou M2,
le support renforce´ de M1;M2 est de´fini comme :
SR (M1;M2) = max
D∈L∗
∑
o∈D
M2(o) = max
D∈L∗
M2(D) (2.1)
Il faut noter que la de´finition propose´e n’est pas syme´trique, en raison du roˆle spe´cifique
de M2. En outre, cette de´finition ne tient pas compte d’une covariation des degre´s d’apparte-
nance a` la clause de renforcement M2 avec le motif graduel M1 : elle utilise un sigma-comptage
sur la pre´sence de M2.
Il faut e´galement noter que cette mesure est anti-monotone par rapport a` la taille du
motif flou M2. Ainsi, si on conside`re deux motifs graduels renforce´s : Mr1 = M1;M2 et
Mr2 = M1;M3 avec M2 ⊂ M3 alors SR(Mr1) ≥ SR(Mr2). En effet, Mr1 et Mr2 sont des
motifs graduels renforce´s dont le motif graduel est le meˆme, M1, ils ont donc le meˆme ensemble
de chemins maximaux L∗. En outre, ∀o ∈ D tel que D ∈ L∗, M2(o) ≥ M3(o). En effet, Les
motifs sont interpre´te´s comme une conjonction des items qu’ils contiennent. Par conse´quent,
en notant M = M3 \M2, M3 = M2 ∪M , et ∀o,M3(o) = >(M2(o),M(o)) ≤ M2(o). Ainsi,
∀D ∈ L∗,M3(D) ≤M2(D).
Cette proprie´te´ est notamment utilise´e dans l’algorithme d’extraction de motifs graduels
renforce´s de´crit a` la fin de cette section, page 51.
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Pour e´viter de prendre en compte des objets qui ne repre´sentent pas assez M2, les auteurs
ont propose´ d’utiliser un sigma-comptage a` seuil, le seuil e´tant de´fini par l’utilisateur.
La mesure de support propose´e n’est pas normalise´e. Habituellement cette mesure varie
dans l’intervalle [0, 1], comme par exemple le support graduel. Cette absence de normalisation
pose proble`me, notamment pour montrer la validite´ accrue des motifs, qui est l’interpre´tation
associe´e au renforcement. En effet, la comparaison du support renforce´ et du support graduel
n’est pas re´alisable, puisque ces deux mesures varient sur des intervalles de valeurs diffe´rents.
Afin d’augmenter une certaine lisibilite´ des motifs renforce´s, nous proposons deux variantes
de normalisation de cette mesure d’inte´reˆt dans la section 2.2.2.
Confiance renforce´e
Le second crite`re propose´ e´value la force de l’effet de renforcement par rapport au motif
non renforce´ M1 : la confiance renforce´e consiste a` calculer le rapport entre le cardinal flou
selon M2 et le cardinal de chaque chemin maximal ve´rifiant la contrainte de classement
individuellement, et de garder le rapport ayant la valeur maximale.
De´finition 2.3 (Confiance renforce´e). Elle est de´finie formellement comme :
CR (M1;M2) = max
D∈L∗
M2(D)
|D| (2.2)
Il faut noter que, comme le support renforce´, et contrairement a` la mesure de confiance
classique, la confiance renforce´e est anti-monotone par rapport a` la taille du motifM2 (Bouchon-
Meunier et al., 2010). Cette proprie´te´ permet d’extraire directement les motifs graduels flous
renforce´s avec une confiance e´leve´e, supe´rieure a` un seuil de´fini par l’utilisateur, au lieu de
filtrer a posteriori les motifs de faible confiance apre`s leur extraction : elle permet d’extraire
efficacement les motifs graduels renforce´s d’inte´reˆt.
La confiance renforce´e, tout comme le support renforce´, posse`de la proprie´te´ de dissyme´trie
en raison du roˆle spe´cifique de M2.
Lift renforce´
Les meˆmes auteurs notent que d’autres crite`res de qualite´ classiques peuvent e´galement
eˆtre e´tendus, comme la mesure du lift (Brin et al., 1997a) : la confiance renforce´e et le support
renforce´ sont sensibles a` la fre´quence de M2 (de la meˆme manie`re que le support classique et
la confiance sont sensibles a` la fre´quence du conse´quent du motif), alors que le lift filtre´ ne
l’est pas.
De´finition 2.4 (Lift renforce´). Il est de´fini formellement comme :
LR (M1;M2) = max
D∈L∗
M2(D)
|D|
M2(D)
|D|
= max
D∈L∗
M2(D)
|D| ×
|D|
M2(D) (2.3)
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Dans le cas des re`gles d’association, le crite`re de lift permet de rejeter des re`gles d’asso-
ciation candidates telles que les attributs du conse´quent sont observe´s dans l’ensemble des
donne´es. De meˆme, le but du lift filtre´ est de rejeter des clauses de renforcement base´es sur des
modalite´s telles que ∀o,M2(o) = 1. Il compare le degre´ moyen d’appartenance a` M2 des don-
ne´es satisfaisant la contrainte d’ordre au degre´ moyen d’appartenance a` M2 dans l’ensemble
de donne´es.
2.1.4 Algorithme d’extraction des motifs graduels flous renforce´s
L’algorithme propose´ par Bouchon-Meunier et al. (2010) pour extraire les motifs graduels
flous renforce´s ope`re en deux e´tapes, en exploitant la proprie´te´ d’anti-monotonie de support
renforce´ :
1. Extraction de motifs graduels flous et de leurs chemins maximaux, en utilisant GRITE
(Di Jorio et al., 2009, voir section 1.3.3, page 41).
2. Identification des clauses de renforcement, en utilisant le meˆme principe qu’Apriori pour
ge´ne´rer des motifs de longueur croissante. Cette e´tape est scinde´e en deux sous-e´tapes :
(a) ge´ne´ration des motifs renforce´s de longueur k+ 1 a` partir des motifs renforce´s de
longueur k valides,
(b) validation des clauses de renforcement en utilisant le crite`re de qualite´ propose´
du support renforce´.
2.2 E´tude comple´mentaire des motifs graduels flous renforce´s
Dans cette section, nous approfondissons l’e´tude du renforcement re´alise´e par Bouchon-
Meunier et al. (2010). Nous discutons tout d’abord l’extraction des motifs graduels renforce´s
par filtrage et en e´tudions deux me´thodes diffe´rentes. Nous proposons ensuite de nouveaux
crite`res de qualite´ en e´tudiant leurs proprie´te´s et en les comparant aux crite`res existants. Nous
illustrons enfin leur pertinence en re´alisant des expe´rimentations sur des donne´es jouets, puis
sur des donne´es re´elles.
2.2.1 Discussion sur l’extraction par filtrage
Nous de´taillons ici l’e´quivalence indique´e par Bouchon-Meunier et al. (2010) entre deux
explications de l’interpre´tation retenue, pour e´valuer l’influence du renforcement de la pre´-
sence de M2 sur le motif graduel M1. La premie`re interpre`te que l’influence du renforcement
M2 sur le motif M1 comme le fait que le motif est mieux satisfait lorsque les objets conside´re´s
sont ceux qui posse`dent M2 plutoˆt que lorsque l’ensemble des donne´es est pris en compte.
La deuxie`me interpre`te l’influence du renforcement de M2 sur le motif M1 par le degre´ avec
lequel M2 est posse´de´ par les objets ve´rifiant le motif M1. Aussi, la premie`re conside`re une
restriction applique´e a` la base de donne´es entie`re alors que la deuxie`me l’applique au chemin
maximal. Deux me´thodes d’extraction par filtrage peuvent eˆtre distingue´es selon ces deux
explications :
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Id. proche du mur freine fort vitesse e´leve´e
1 1 0 1
2 1 1 1
3 1 1 1
4 1 1 0
5 0 0 0
6 0 1 1
7 0 1 0
8 1 1 1
Tableau 2.1 – Exemple de base de donne´es binaires
1. la premie`re consiste a` filtrer la base de donne´es selon le motif de renforcement M2,
puis a` appliquer l’algorithme d’extraction de motifs graduels flous a` la base filtre´e, pour
chaque candidat M1.
2. la seconde consiste a` extraire les motifs graduels flous de la base entie`re et filtrer direc-
tement les chemins maximaux par M2. Cette me´thode e´vite de passer deux fois par la
base de donne´es et applique le processus d’extraction une seule fois, c’est-a`-dire qu’elle
combine les deux e´tapes de la premie`re en une seule e´tape. Cela permet de re´duire la
complexite´ en termes de temps de calcul de l’extraction.
Nous illustrons ces me´thodes d’extraction en conside´rant tout d’abord le cas de donne´es
binaires, puis le cas ge´ne´ral pour le motif graduel renforce´ utilise´ comme exemple tout au
long du chapitre « plus on est proche du mur, plus on freine fort ; d’autant plus que la vitesse
est e´leve´e ». On note M1 le motif graduel « plus on est proche du mur, plus on freine fort
» et M2 la clause de renforcement « d’autant plus que la vitesse est e´leve´e ».
Cas binaire
Les donne´es binaires conside´re´es sont repre´sente´es dans le tableau 2.1 : elles conduisent
a` quatre chemins maximaux de support {1, 3, 4, 7}, {2, 3, 4, 7}, {1, 3, 4, 8} et {2, 3, 4, 8}, res-
pectivement associe´s a` un cardinal selon M2 de 2, 2, 3 et 3. Le support renforce´ est donc 3,
atteint pour les chemins {1, 3, 4, 8} et {2, 3, 4, 8}.
La figure 2.1 illustre les deux me´thodes d’extraction pre´ce´dentes : Df repre´sente la base
de donne´es filtre´e selon M2 et Dif repre´sente a` la fois le re´sultat du filtrage selon le chemin D
et selon M2. (A) et (B) correspondent aux e´tapes de la deuxie`me me´thode : (A) est l’e´tape
d’extraction des motifs graduels flous (application de l’algorithme GRITE) et (B) est l’e´tape
de filtrage des chemins maximaux ; (C) et (D) correspondent aux e´tapes de la premie`re
me´thode : (C) est le filtrage de la base de donne´es selon la pre´sence de M2 et (D) est l’e´tape
d’extraction des motifs graduels flous de cette base filtre´e (utilisation de l’algorithme GRITE).
On constate qu’au lieu de passer deux fois par la base de donne´es, ce qui augmente le
temps de calcul de l’algorithme, on peut ne passer qu’une seule fois, en filtrant directement
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D M2
1 1
2 1
3 1
4 0
5 0
6 1
7 0
8 1
D M2
2 1
3 1
4 0
8 1(A)
(C)
(D)
Df M2
1 1
2 1
3 1
6 1
8 1
\
Dif M2
2 1
3 1
8 1
\
(B)
Figure 2.1 – Extraction et filtrage des chemins maximaux.
les chemins maximaux obtenus a` partir de la premie`re phase d’extraction, comme illustre´ par
l’e´tape (B).
Cas flou
La me´thode de filtrage peut e´galement eˆtre applique´e aux donne´es floues, comme illustre´
dans la figure 2.2 qui repre´sente le meˆme exemple pour les donne´es repre´sente´es dans le
tableau 1.4, page 33 du chapitre pre´ce´dent. Elles ont e´te´ choisies de fac¸on a` donner les meˆmes
chemins maximaux que le cas binaires, respectivement associe´s aux cardinaux selon M2 valant
2.6, 2.7, 2.9 et 3. Le support renforce´ est donc de 3, a` nouveau obtenu pour le chemin maximal
{2, 3, 4, 8}.
Contrairement au cas binaire ou` les objets pour lesquels M2 = 0 sont supprime´s et ceux
pour lesquels M2 = 1 sont conserve´s, dans le cas flou, les objets contribuent avec des poids
qui constituent leur degre´ d’appartenance aux modalite´s floues.
Par analogie avec le cas binaire, on peut manipuler les degre´s d’appartenance a` la clause de
renforcement pour les objets ve´rifiant le motif graduel a` la place des 1 et des 0, correspondant
a` la fle`che en haut a` droite (B) de la figure 2.1. Ceci est illustre´ sur la figure 2.2.
2.2.2 Extension des crite`res de qualite´
Dans cette section, nous pre´sentons les extensions que nous avons propose´es concernant
les crite`res de qualite´ des motifs graduels renforce´s. Nous discutons d’abord la normalisation
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D M2
1 0.5
2 0.6
3 0.9
4 0.8
5 0.3
6 0.5
7 0.4
8 0.7
D M2
2 0.6
3 0.9
4 0.8
8 0.7
Figure 2.2 – Filtrage dans le cas flou.
du support renforce´ e´voque´e dans la section 2.1.3, qui garantit des valeurs dans l’intervalle
[0, 1] : nous proposons deux normalisations, qui conduisent a` deux nouveaux crite`res de se´-
mantiques diffe´rentes, que nous appelons respectivement support graduel renforce´, SGR, et
support graduel filtre´, SGF . Nous discutons ensuite d’une extension du risque relatif, RR.
Nos motivations concernant ces nouvelles mesures sont doubles. D’une part, nous souhai-
tons enrichir l’e´valuation de la qualite´ des motifs graduels renforce´s, puisque le nombre de
ces motifs extraits est souvent plus e´leve´ que celui des motifs graduels classiques (voir sec-
tion 3.4.1, page 59). D’autre part, nous garantissons une lisibilite´ des motifs graduels renforce´s
en conside´rant l’unique intervalle [0, 1] ou` les mesures de qualite´ varient.
Support graduel renforce´
La normalisation classique du support, dans le cas des re`gles d’association, rapporte le
nombre de co-occurrences au nombre total de donne´es dans la base de donne´es. Ceci permet
d’obtenir une mesure de qualite´ qui varie dans l’intervalle [0, 1]. Aussi, par analogie, on peut
normaliser le support renforce´ de´fini dans l’e´quation (2.1) par le nombre total d’objets |D|.
De´finition 2.5 (Support graduel renforce´). Pour un motif graduel renforce´ M = M1;M2, le
support graduel renforce´ est de´fini comme :
SGR (M) =
1
|D|maxD∈L∗M2(D) (2.4)
En plus de garantir une valeur dans l’intervalle [0, 1], cette normalisation permet de ve´rifier
que les objets conside´re´s sont suffisamment repre´sentatifs de la base de donne´es. Elle e´value
le degre´ moyen d’appartenance a` M2 sur la base de donne´es totale, D, qui est calcule´ pour
chacun des chemins maximaux, et leur maximum repre´sente le support graduel renforce´ du
motif conside´re´.
A titre d’exemple, pour le motif graduel renforce´ « plus on est proche du mur, plus on
freine fort, d’autant plus que la vitesse est e´leve´e » extrait a` partir de la base de donne´es
floues du tableau 1.4, page 33, on a SR = 3 et SGR =
3
8
= 0.375.
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La valeur de SR ne permet pas de pre´ciser a` quel degre´ les objets ve´rifiant le motif sont
repre´sentatifs de la base de donne´es selon la modalite´ floue « vitesse e´leve´e ». Au contraire,
la valeur du SGR est facilement interpre´table. Elle signifie que les objets ve´rifiant le motif
appartiennent a` la modalite´ floue « vitesse e´leve´e » avec un degre´ d’appartenance moyen de
0.375 sur la base de donne´es totale D, qui n’est donc ici pas tre`s repre´sentatif.
Support graduel filtre´
On peut e´galement conside´rer le support renforce´ comme un filtrage du support graduel
par le biais de M2 : au lieu de compter max
D∈L∗
|D| comme dans le support graduel classique
de´fini dans le chapitre 1 (e´quation (1.7)), on conside`re max
D∈L∗
M2(D) dans l’e´quation (2.1).
On peut donc proposer de normaliser en utilisant le meˆme filtre, c’est-a`-dire en remplac¸ant
le cardinal |D| par son cardinal flou selon M2.
De´finition 2.6 (Support graduel filtre´). Pour un motif graduel renforce´ M = M1;M2, le
support graduel filtre´ est de´fini comme :
SGF (M) =
1
M2(D) maxD∈L∗M2(D) (2.5)
Le support graduel filtre´ permet de mesurer a` quel degre´ les objets ve´rifiant le motif
graduel flou appartiennent a` M2. Il e´value le degre´ d’appartenance a` M2 des objets ve´rifiant
le motif M1 par rapport aux degre´s d’appartenance a` M2 des objets de la base de donne´es
totale. La valeur de cette mesure varie e´galement dans l’intervalle [0, 1]. Elle indique a` quel
point les objets conside´re´s sont suffisamment pre´sents dans la base de donne´es.
Conside´rons le meˆme exemple que pre´ce´demment, ou` M2 est la modalite´ floue « vitesse
e´leve´e » ; pour la base de donne´es illustre´e dans le tableau 1.4, page 33, on a M2(D) = 4.7 et
SGF =
3
4.7
= 0.64.
On peut souligner que, si l’on conside`re le quotient SGF/SG afin de quantifier la validite´
accrue des motifs graduels, on retrouve le crite`re du lift filtre´ LF (voir e´quation (2.3)) : celui-ci
compare en effet le support graduel avant et apre`s filtrage, et valide un motif graduel renforce´
seulement s’il a une valeur significativement supe´rieure a` 1. Il compare donc la validite´ du
motif M1 sur la base de donne´es filtre´e selon M2 a` la validite´ de la base de donne´es entie`re.
Autres crite`res de qualite´
D’autres crite`res de qualite´ classiques d’e´valuation des re`gles d’association que nous avons
de´crits dans le chapitre 1, page 20 (voir Lenca et al., 2007) peuvent e´galement eˆtre e´tendus.
On peut noter qu’il existe des mesures de qualite´ qui s’inte´ressent a` A, c’est-a`-dire a` la
pre´sence de A, telles que les mesures de support, et d’autres a` A, c’est-a`-dire a` l’absence de
A, telles que le risque relatif. Or dans le cas classique, correspondant a` des donne´es binaires,
A repre´sente la pre´sence de l’item A et A son absence.
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Dans les sous-sections ci-dessus, seules des mesures de qualite´ reposant sur la pre´sence
de A ont e´te´ pre´sente´es. Dans cette section, nous montrons que les mesures reposant sur A,
dans le cas des motifs graduels renforce´s, ne conviennent pas, en raison de la complexite´ de
la transposition de A pour le cas de motifs graduels. La de´monstration est essentiellement
concentre´e sur la mesure du risque relatif.
Le risque relatif, note´ RR, est utilise´ dans le domaine de l’e´pide´miologie et repre´sente le
rapport entre le risque de survenue d’une maladie chez les personnes expose´es au facteur de
risque et le risque chez les personnes non expose´es.
De fac¸on ge´ne´rale, pour une re`gle d’association A→ B, le RR est de´fini comme le rapport
entre la proportion de transactions qui ve´rifient B parmi celles qui ve´rifient A et la proportion
de celles qui ne ve´rifient pas A.
De´finition 2.7 (Risque relatif). Le risque relatif est de´fini comme :
RR(A→ B) =
n(AB)
n(A)
n(AB)
n(A)
=
n(AB)
n(A)
× n(A)
n(AB)
(2.6)
Il faut noter que RR est inte´ressant s’il est soit significativement supe´rieur soit signifi-
cativement infe´rieur a` 1. En effet, si le RR est supe´rieur a` 1, cela signifie que la proportion
de transactions qui ve´rifient B parmi celles qui ve´rifient A est bien supe´rieure a` celle qui
ne ve´rifient pas A. Au contraire, si le RR est infe´rieur a` 1, cela signifie que la proportion
de transactions qui ve´rifient B parmi celles qui ve´rifient A est bien infe´rieure a` celle qui ne
ve´rifient pas A.
Nous de´finissons le risque relatif renforce´, RRR, pour un motif graduel flou renforce´,
M1;M2, par analogie avec la de´finition classique de l’e´quation (2.6), en utilisant la mise en
correspondance suivante : A repre´sente le fait de ve´rifier le motif graduel M1 et A de ne le
pas ve´rifier, c’est-a`-dire M1. Ainsi n(M1) correspond au nombre d’objets qui ne peuvent pas
eˆtre ordonne´s pour ve´rifier la contrainte d’ordre impose´e par le motif M1. Cela signifie que
n(M1) = |D − ∪
D∈L∗(M1)
D|. RRR est donc le rapport entre le degre´ moyen d’appartenance a`
M2 des objets qui appartiennent a` l’un des chemins D et le degre´ moyen d’appartenance a`
M2 des objets qui n’appartiennent a` aucun D.
De´finition 2.8 (Risque relatif renforce´). Pour un motif graduel renforce´ M = M1;M2, le
risque relatif renforce´ est de´fini comme :
RRR = max
D∈L∗
M2(D)
|D| ×
|D − ∪
D∈L∗(M1)
D|
M2(D − ∪
D∈L∗(M1)
D)
(2.7)
Le RRR est important uniquement s’il est supe´rieur a` 1 car on souhaite que la pre´sence de
M2 des objets ve´rifiant le motif M1, c’est-a`-dire M2(D) soit supe´rieure a` celle des objets qui
ne ve´rifient pas le motif M1, ce qui impose que M2(D)/|D| soit supe´rieur a` M2(D−∪D)|D− ∪
D∈L∗(M1)
D| .
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Autrement dit, M2(D) doit eˆtre e´leve´ et M2(D − ∪
D∈L∗(M1)
D) faible, ce qui conduit a` une
contradiction : si le motif est ve´rifie´ par plusieurs chemins maximaux et qu’il existe un objet o,
tel que o appartient a` un chemin et pas a` un autre, alors, d’une part, la condition selon laquelle
M2(D) est suffisamment grand impose que o appartienne conside´rablement a` M2 ; d’autre
part, la condition avec laquelle M2(D − ∪D) est assez faible impose que o n’appartienne
pas conside´rablement a` M2. La satisfaction des deux conditions revient donc a` calculer la
moyenne, c’est-a`-dire a` chercher un RRR = 1. Toutefois, nous nous inte´ressons uniquement
aux cas ou` RR est strictement supe´rieur a` 1.
Ceci nous ame`ne a` exclure le crite`re RRR des crite`res de mesure de qualite´ des motifs
graduels flous renforce´s. Il en serait de meˆme pour toutes les mesures de qualite´ reposant sur
A. En effet, on peut facilement ge´ne´raliser cette constatation a` toutes les mesures reposant
sur A : dans le cas des motifs graduels renforce´s, n(A) correspond au nombre d’objets qui ne
peuvent pas eˆtre ordonne´s pour ve´rifier la contrainte d’ordre impose´e par le motif M1, ce qui
peut conduire a` une contradiction. Cette contradiction est due au fait que, sur un ensemble
de chemins maximaux, quelques objets peuvent ve´rifier A uniquement sur certains chemins,
ce qui signifie qu’ils peuvent ve´rifier A sur d’autres chemins. Nous illustrons ce principe sur
l’exemple ci-dessous en conside´rant la mesure du RRR.
Exemple Soit M1 un motif graduel obtenu a` partir d’une base de donne´es contenant 8
objets nume´rote´s de 1 a` 8 avec M1 ve´rifie´ par deux chemins maximaux D1 et D2 tels que :
D1 = {1, 3, 6, 7, 8} et D2 = {4, 3, 1, 6, 8}.
On a
M2(D −D1) = M2(2) +M2(4) +M2(5) (2.8)
M2(D2) = M2(4) +M2(3) +M2(1) +M2(6) +M2(8) (2.9)
Du fait de la contrainte selon laquelle M2(D) est e´leve´, on souhaite donc que M2(2), M2(4)
et M2(5) soient faibles dans l’e´quation (2.8). Simultane´ment, la contrainte selon laquelle
M2(D−∪D) est assez faible impose que M2(4), M2(3), M2(1), M2(6) et M2(8) soient e´leve´s
dans l’e´quation (2.9).
Ainsi M2(4) doit eˆtre faible dans l’e´quation (2.8) et e´leve´ dans l’e´quation (2.9), ce qui me`ne
a` un proble`me de contradiction. Afin de pallier ce proble`me, il faut calculer la moyenne, c’est-
a`-dire chercher RR = 1. Mais ceci ne peut pas confirmer la pertinence d’un motif (ou d’une
re`gle) puisque uniquement les cas ou` RR > 1 sont inte´ressants.
Cet exemple montre que les crite`res reposant sur A ne conviennent pas dans le cas de
motifs graduels flous renforce´s.
2.2.3 E´tude et illustration de la comple´mentarite´ de crite`res
Nous discutons l’apport des crite`res comple´mentaires propose´s dans la section pre´ce´dente
en mettant l’accent sur leur inte´reˆt individuel apporte´ dans l’e´valuation des motifs graduels
flous renforce´s. Tout d’abord, nous illustrons cela sur les exemples de donne´es artificielles
57
Chapitre 2. Renforcement par un nouvel attribut : nouveaux crite`res et extension
pre´sente´es dans les tableaux A.2 et A.3 donne´s en annexe en page 147, illustre´es sur les
figures 2.3 et 2.4, en confirmant nos propos lie´s a` l’exemple parfait de la figure 2.4. Ensuite,
pour une discussion plus e´labore´e, nous reprenons la base de donne´es jouet fournie dans le
tableau 1.4, page 33 qui contient 8 objets de´crits par 8 modalite´s floues.
Les crite`res de´finis dans les sections 2.1.3 et 2.2.2 ont chacun un inte´reˆt individuel tout
en se comple´tant entre eux. En effet, le support graduel est donne´ pour l’e´valuation des
motifs graduels flous. Le support graduel filtre´ doit eˆtre plus e´leve´ que le support graduel
pour qu’un motif graduel flou renforce´ soit valide. Le lift filtre´ compare ces deux derniers
supports et permet de confirmer la validite´ accrue du motif, qui est l’interpre´tation associe´e
au renforcement.
De´finition 2.9 (Validite´ d’un motif graduel flou renforce´). Nous appelons un motif graduel
flou renforce´ valide un motif pour lequel les quatre crite`res SG, SGF , SGR et le LF de´passent
les seuils minimaux fixe´s par l’utilisateur (pour LF , le seuil doit eˆtre supe´rieur a` 1).
Inte´reˆt du support graduel renforce´ : SGR comple`te les trois autres crite`res
Les figures 2.3 et 2.4 repre´sentent deux ensembles de donne´es de´crits par trois attributs
A, B et C, respectivement indique´s par l’abscisse, l’ordonne´e et la taille des points. Le motif
graduel M1 = A
≥B≥ est supporte´ par le chemin repre´sente´ par les points bleus. Les valeurs
des crite`res de qualite´ du motif A≥B≥;C sont donne´es dans le tableau 2.2.
Si un seuil de support graduel est fixe´ a` une valeur infe´rieure ou e´gale a` 3/4 alors dans les
deux cas le motif graduel M1 est valable puisqu’il suffit de supprimer 2 objets pour qu’une
co-variation parfaite soit obtenue.
La diffe´rence provient d’une part du fait que, dans l’exemple de la figure 2.3, les degre´s
d’appartenance a` C sont globalement beaucoup plus faibles que pour l’exemple de la figure 2.4,
et surtout, du fait que les 2 points rouges qui ne ve´rifient pas le motif M1 sont pre´cise´ment
ceux pour lesquels le degre´ d’appartenance a` C est faible dans l’exemple de la figure 2.3, alors
que ce n’est pas le cas dans l’exemple de la figure 2.4. Le support graduel filtre´ ne permet
pas de capturer cette diffe´rence et donne des valeurs proches pour les deux bases de donne´es.
Il en est de meˆme pour la mesure du lift filtre´. On est donc face a` une situation ou` les trois
mesures de qualite´ ne suffisent pas pour de´terminer dans quel cas le motif graduel renforce´
est re´ellement pertinent. Cependant, comme on peut le voir sur le tableau 2.2, le support
graduel renforce´ est discriminant et permet de distinguer les deux motifs graduels renforce´s.
Illustration a` l’aide de la base de donne´es jouet donne´es dans le tableau 1.4,
page 33
Nous illustrons maintenant de manie`re de´taille´e l’apport des crite`res de qualite´ propose´s
avec des exemples obtenus a` l’aide de la base de donne´es floues pre´sente´e dans le tableau 1.4,
page 33 du chapitre 1.
Le tableau 2.3 montre quelques motifs graduels renforce´s que l’on peut extraire de la base
de donne´es jouet en fixant le seuil minimum du support graduel a` 50%, les autres crite`res,
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Figure 2.3 – M = A≥B≥;C. Figure 2.4 – M = A≥B≥;C.
Crite`res de qualite´ Exemple de la figure 2.3 Exemple de la figure 2.4
Support graduel
6
8
= 75%
6
8
= 75%
Support graduel filtre´
0.52
0.78
= 67%
5.84
6.1
= 95%
Lift renforce´ 1.1 1.5
Support graduel renforce´
0.52
8
= 6.5%
5.84
8
= 73%
Tableau 2.2 – Comparaison des crite`res de qualite´ du motif graduel renforce´ A≥B≥;C pour
les deux exemples illustre´s dans les figures 2.3 et 2.4.
c’est-a`-dire le support graduel filtre´ et le support graduel renforce´ a` 10%. Le lift filtre´ est
mesure´ pour tous les motifs satisfaisant ces contraintes. A` chaque motif graduel renforce´,
nous avons associe´ dans le tableau 2.4 les valeurs obtenues pour les crite`res de qualite´ SG,
SGR, LF et SGF . Ces motifs sont ordonne´s par ordre de´croissant de SG.
De manie`re surprenante, avec les conditions de seuils fixe´es, le nombre de motifs graduels
renforce´s extraits est de 40, pour une base de donne´es contenant seulement 8 objets. Le
filtrage avec de telles conditions n’est donc pas pertinent. Pourtant le seuil de SG est fixe´
a` 50%, ce qui illustre un proble`me classique, se posant e´galement pour les motifs graduels,
de quantite´ de re`gles extraites. Il faudrait alors eˆtre plus exigeant avec les seuils des autres
crite`res. En effet, l’extraction de motifs graduels renforce´s risque d’augmenter e´norme´ment :
pour des donne´es de´crites par m attributs, le nombre de motifs graduels fre´quents potentiels
est, de l’ordre de 2m ; chacun pourrait eˆtre renforce´ par un nombre de clauses diffe´rent de
l’ordre de 2m−k ou` k est le nombre de modalite´s floues composant le motif a` renforcer. Au
total, le nombre de motifs graduels renforce´s fre´quents potentiels est de 2m × 2m−k. Ceci
explique l’inte´reˆt de s’appuyer sur les crite`res propose´s pour e´valuer la qualite´ des motifs
graduels renforce´s et de filtrer les motifs extraits : les seuils choisis ci-dessus peuvent eˆtre
fixe´s a` des valeurs e´leve´es ou inclure le lift filtre´.
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Id. Motifs graduels Clause de renforcement
M1 Freinage.faible≥, Vitesse.normale≥ Distance.proche
M2 Freinage.faible≥, Vitesse.normale≥ Distance.loin
M3 Freinage.faible≤, Distance.loin≥ Vitesse.lente
M4 Freinage.faible≤, Distance.loin≥ Vitesse.normale
M5 Freinage.faible≤, Distance.loin≥ Vitesse.e´leve´e
M6 Vitesse.normale≥, Distance.loin≤ Freinage.faible
M7 Freinage.normal≥, Vitesse.lente≥ Distance.loin
M8 Freinage.normal≥, Vitesse.lente≥ Distance.proche
M9 Freinage.normal≥, Vitesse.e´leve´e≥ Distance.proche
M10 Freinage.faible≥, Vitesse.lente≥ Distance.proche
Tableau 2.3 – Motifs graduels renforce´s obtenus pour la base de donne´es du tableau 1.4,
page 33.
Id. SG SGR % LR SGF %
M1 75 23 0.89 67
M2 75 53 1.06 79
M3 75 51 1.04 78
M4 62.5 24 1.17 73
M5 62.5 38 1.02 64
M6 62.5 15 1.07 67
M7 62.5 6 1.0 63
M8 62.5 51 1.25 78
M9 50 57 0.99 87
M10 50 30 1.02 89
Tableau 2.4 – Valeurs des crite`res de qualite´ des motifs du tableau 2.3.
En tenant compte de LF (parmi les motifs satisfaisant les contraintes des seuils minimaux
des autres crite`res, extraire ceux pour qui la valeur de LF est supe´rieure a` 1), nous nous
apercevons que le nombre de motifs graduels renforce´s extraits est environ re´duit de moitie´ :
22 motifs graduels renforce´s sont obtenus. Il est donc inte´ressant de tenir compte de LF dans
l’e´valuation de la qualite´ des motifs graduels renforce´s.
Comme indique´ ci-dessus, 2m est un nombre approche´ du nombre de motifs pouvant eˆtre
extraits pour des donne´es de´crites par m attributs nume´riques. Dans le cas des donne´es floues,
le nombre de motifs graduels flous fre´quents potentiels est infe´rieur a` 2m, puisqu’un motif ne
peut contenir des modalite´s floues associe´es a` un meˆme attribut flou.
Il faut noter que 2m−k est le nombre le plus e´leve´ de clauses de renforcement qui peuvent
eˆtre identifie´es. La valeur de k conside´re´e est la valeur qui induit le plus petit nombre de motifs,
compose´s de 1 ou plusieurs items apparaissant dans le motif a` enrichir, ce qui correspond a`
2k clauses a` e´carter du comptage du nombre de clauses de renforcement, c’est-a`-dire que
2k clauses ne peuvent donc pas renforcer le motif. Or, les k items peuvent apparaˆıtre dans
d’autres motifs qui ne sont pas force´ment compose´s de ces items. 2m−k est donc une valeur
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Motif graduel renforce´ SG% SGR% SGF% LF
Freinage.faible≥, Vitesse.normale≥ ; Distance.loin 75 53 79 1.06
Freinage.faible≤, Distance.loin≥ ; Vitesse.lente 75 51 78 1.04
Freinage.normal≥, Vitesse.lente≥ ; Distance.proche 62.5 51 78 1.25
Tableau 2.5 – Motifs graduels flous renforce´s valide´s pour la base de donne´es du tableau 1.4,
page 33 en fixant les seuils minimaux des crite`res de qualite´ a` 50% et LF > 1.
approche´e, car toutes les clauses ou` un des k items apparaˆıt ne peuvent pas eˆtre des clauses
de renforcement du motif compose´ des k items.
En se basant sur cette observation, on peut se demander s’il ne serait pas suffisant d’e´valuer
la qualite´ des motifs graduels renforce´s en s’appuyant uniquement sur LF . Dans les exemples
fournis dans le tableau 2.3, le motif M4 illustre le cas ou` le lift filtre´ seul ne suffit pas : bien
qu’il vaille 1.17, soit supe´rieur au seuil de 1, et que SGF et SG soient e´leve´s, SGR est tre`s
faible. Le motif M4 ne peut donc pas eˆtre conside´re´ comme valide. Il en est de meˆme pour les
motifs M7 et M6. Le lift filtre´ seul ne suffit donc pas pour e´valuer les motifs graduels flous
renforce´s.
La comparaison des motifs M7 et M8 montre l’inte´reˆt de l’utilisation du support graduel
renforce´ : ils correspondent en effet a` 2 renforcements diffe´rents d’un meˆme motif graduel.
On constate qu’ils ont des valeurs de support graduel e´gales et celles du support graduel
filtre´ et du lift filtre´ presque e´gales. Si l’on tient compte uniquement de ces valeurs, alors les
deux motifs ont la meˆme validite´ et on aboutit a` deux motifs graduels renforce´s exprimant
deux connaissances contradictoires. Toutefois, la valeur du support graduel renforce´ permet
une nouvelle fois de distinguer les deux motifs, comme pour les exemples illustre´s sur les
figures 2.3 et 2.4 : les objets ve´rifiant le motif « Freinage.normal≥, Vitesse.lente≥ » appar-
tiennent suffisamment a` la clause de renforcement « Distance.proche » mais pas suffisamment
a` la clause « Distance.loin ».
Le motif ayant un support graduel renforce´ e´leve´ est valide´ et celui ayant un support gra-
duel renforce´ faible est rejete´. On peut en conclure que le motif graduel « Freinage.normal≥,
Vitesse.lente≥ » est mieux renforce´ avec la clause « Distance.proche ». Nous avons illustre´,
avec les deux exemples pre´ce´dents, la ne´cessite´ et l’inte´reˆt d’introduire le support graduel
renforce´ pour e´valuer les motifs graduels flous renforce´s.
Si l’on souhaite eˆtre exigeant sur les contraintes des autres crite`res et que l’on fixe cette fois
tous les crite`res a` 50% et le lift filtre´ supe´rieur a` 1, alors ceci aide a` re´duire conside´rablement le
nombre de motifs graduels extraits et ne laisse que les motifs graduels renforce´s inte´ressants.
Dans le cas de la base de donne´es utilise´e dans cet exemple, seuls les 3 motifs M2, M3 et M8
sont conserve´s. Le tableau 2.5 les re´capitule.
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Synthe`se
Les nouveaux crite`res de qualite´ propose´s ame´liorent conside´rablement l’e´valuation de la
qualite´ des motifs graduels renforce´s. De plus, ces crite`res filtrent davantage les motifs extraits
et re´duisent donc leur nombre, en validant uniquement ceux qui sont pertinents. Il faut noter
que la re´duction du nombre de motifs extraits peut se re´aliser simplement par le durcissement
de la contrainte du support renforce´, sans prendre en compte les crite`res propose´s. Cela n’est
cependant pas l’objectif premier. Le but des crite`res que nous avons propose´s est de valider
les motifs extraits qui sont re´ellement inte´ressants, et le crite`re de support renforce´ seul ne
pourrait pas re´pondre a` cet objectif, meˆme en lui fixant une valeur e´leve´e.
2.2.4 E´tude expe´rimentale du temps de calcul et de l’occupation me´moire
Dans cette section, nous nous inte´ressons a` la fois au nombre de motifs extraits en fonction
des seuils minimaux utilise´s pour les crite`res de qualite´ et au couˆt de l’algorithme d’extraction
des motifs graduels flous renforce´s.
Donne´es conside´re´es
Pour illustrer le comportement de notre me´thode, nous avons effectue´ des tests sur plu-
sieurs bases de donne´es jouet.
Comme la base de donne´es illustrative utilise´e ci-dessus ne contient que 8 objets, les re´-
sultats obtenus en termes de temps et de me´moire sur cette base ne permettent pas d’affirmer
que l’approche propose´e est capable de traiter des seuils faibles des crite`res de qualite´. Pour
cette raison, nous avons effectue´ des expe´rimentations sur la base de donne´es d’UCI (Bache
& Lichman, 2013) Wine quality red que nous avons fuzzifie´e.
Celle-ci contient 1599 objets correspondant a` des vins rouges de´crits par 12 attributs
nume´riques et un degre´ de qualite´ entre 0 et 10. Chaque attribut a e´te´ remplace´ par deux
modalite´s floues faible et e´leve´e, avec des degre´s d’appartenance obtenus graˆce a` une fonction
d’appartenance trape´zo¨ıdale illustre´e par la figure 2.5 : m et M repre´sentent respectivement
la valeur minimale et maximale de´crivant l’attribut a` fuzzifier. Les degre´s d’appartenance a`
la modalite´ floue « faible » sont calcule´s avec une interpolation line´aire entre les points (m, 1)
et (M, 0) et les degre´s d’appartenance a` la modalite´ floue « e´leve´e » sont calcule´s avec une
interpolation line´aire entre les points (M, 1) et (m, 0).
En notant A(o) la valeur nume´rique de l’attribut A de´crivant un objet o, on de´finit
formellement les fonctions d’appartenance aux modalite´s floues « e´leve´e » et « faible » par
les fonctions µe´leve´e et µfaible de la manie`re suivante :
µe´leve´e(o) =

0 si A(o) = m
1 si A(o) = M
A(o)−m
M −m si m < A(o) < M
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Figure 2.5 – Repre´sentation des modalite´s floues « faible » et « e´leve´e » associe´es a` chaque
attribut nume´rique.
Configuration minSG % minSGR % minSGF % nb motifs extraits temps (min) me´moire (mo)
C1 10 10 10 12000 80 190
C2 10 20 20 710 11 110
C3 60 30 30 511 5 70
C3 65 40 40 201 2 30
Tableau 2.6 – Re´sultats obtenus pour l’expe´rimentation avec la base de donne´es Wine quality
red
µfaible(o) =

0 si A(o) = M
1 si A(o) = m
1− A(o)−m
M −m si m < A(o) < M
E´valuation des performances de la me´thode
Les expe´rimentations ont e´te´ mene´es afin de mesurer les consommations en termes de
temps et de me´moire, en fonction des seuils minimaux des crite`res de qualite´. Ces expe´rimen-
tations ont e´te´ re´alise´es sur un ordinateur Intel(R) Core(TM)2 Duo CPU E8500 3.16GHz
dote´ de 4Go de RAM.
Les re´sultats obtenus sont re´sume´s dans le tableau 2.6. Ce tableau montre, pour chaque
configuration correspondant aux seuils des crite`res minimaux utilise´s, le nombre de motifs
graduels renforce´s extraits et le temps ne´cessaire pour leur extraction et la me´moire utilise´e.
La premie`re configuration montre qu’un nombre important de motifs est extrait, bien
que la base de donne´es ne contienne pas un grand nombre d’attributs. Ce nombre de motifs
ge´ne´re´s justifie les ressources consomme´es. En effet, la ge´ne´ration d’un grand nombre de motifs
implique le stockage d’un grand nombre de matrices binaires, ce qui explique l’importance de
la me´moire consomme´e et le temps ne´cessaire pour le calcul.
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La deuxie`me configuration a la meˆme valeur de minSG que la premie`re configuration
et les autres seuils sont fixe´s a` des valeurs le´ge`rement plus e´leve´es que les pre´ce´dentes :
on constate que le nombre de motifs graduels renforce´s extraits chute conside´rablement.
Cela confirme qu’il est important d’eˆtre exigeant avec les contraintes impose´es aux crite`res
e´valuant le renforcement. Comme de´taille´ ci-dessus, le nombre de motifs graduels renforce´s est
ge´ne´ralement beaucoup plus e´leve´ que celui des motifs graduels classiques. Ceci est justifie´
par le fait qu’un motif graduel peut eˆtre renforce´ par un nombre important de clauses de
renforcement, ce nombre e´tant relatif au nombre d’attributs de la base de donne´es utilise´e.
Le temps d’extraction pour un support graduel minimal de 60% ou de 65%, et pour
minSGR et minSGF allant de 30 a` 40 est tre`s acceptable, puisqu’il varie de deux minutes
a` environ cinq minutes, pour extraire environ 500 motifs graduels renforce´s. En revanche, en
dessous de 60%, le temps d’extraction et le nombre de motifs extraits croissent conside´ra-
blement. Au-dela` des performances de calcul, on peut ainsi noter que baisser les seuils des
crite`res en dessous de 60% pour SG et en dessous de 30 pour les autres crite`res ge´ne`re trop
de motifs ; il n’est donc pas facile de les interpre´ter. De plus, baisser ces seuils ne signifie
pas pour autant que tre`s peu de motifs graduels renforce´s sont ge´ne´re´s. En effet, la base de
donne´es contient un tre`s grand nombre de motifs graduels dont le support graduel est proche
de 60%, ce qui permet de ge´ne´rer suffisamment de motifs graduels renforce´s dont le SGF et
le SGR sont proches de 40%.
2.3 Renforcement des re`gles d’association
Dans cette section, nous nous inte´ressons a` la transposition de la notion de renforcement
au cas des re`gles d’association classiques. Pour cela, nous de´finissons les re`gles d’associa-
tion renforce´es ainsi que les crite`res de qualite´ qui peuvent eˆtre utilise´s pour mesurer leur
pertinence. Nous discutons ensuite de leurs interpre´tations possibles et de l’apport de ce ren-
forcement par rapport a` une re`gle d’association classique. Nous montrons qu’il est limite´,
en e´tablissant qu’une re`gle d’association renforce´e est e´quivalente a` deux re`gles d’association
classiques.
Il est primordial de souligner que le renforcement de re`gles d’association correspond en fait
a` un renforcement de motifs : le meˆme renforcement s’applique indiffe´remment pour A→ B
et pour B → A.
2.3.1 De´finition et interpre´tation des re`gles d’association renforce´es
Une re`gle d’association renforce´e est repre´sente´e sous la forme A→ B;C. Elle se compose
d’une re`gle d’association A→ B qui exprime le lien entre les motifs A et B, et d’une clause
de renforcement C introduite par l’expression « d’autant plus que ». Ces re`gles peuvent eˆtre
illustre´es par l’exemple « si on ache`te du lait, alors on ache`te du pain, d’autant plus qu’on
ache`te du beurre ». Dans cet exemple, les informations sur l’achat du beurre permettent
d’enrichir la relation e´tablie entre les items lait et pain par une pre´cision supple´mentaire.
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Crite`res de qualite´ A→ B;C
SAR = Support d’association renforce´
n(ABC)
n
CAR = Confiance d’association renforce´e
n(ABC)
n(AB)
SAF = Support d’association filtre´
n(ABC)
n(C)
LAR = Lift d’association renforce´
n(ABC)
n(AB)
× n
n(C)
Tableau 2.7 – Crite`res de qualite´ d’une re`gle d’association renforce´e
Nous proposons d’interpre´ter l’influence du renforcement du motif C sur la re`gle A→ B de
la meˆme fac¸on que pour les motifs graduels renforce´s, par principe de validite´ accrue : la re`gle
doit eˆtre plus satisfaite lorsque les transactions conside´re´es sont les transactions posse´dant C
plutoˆt que toutes les transactions. Ainsi, dans le cas des motifs graduels (voir section 2.2.1,
page 51), C doit servir de filtrage.
2.3.2 Crite`res de qualite´ d’une re`gle d’association renforce´e
Une re`gle d’association renforce´e A → B;C est e´value´e en fonction de ses deux compo-
santes, a` savoir la re`gle d’association A→ B et son renforcement C.
En ce qui concerne les re`gles d’association, on peut utiliser les crite`res classiques rappele´s
dans la section 1.1.1, page 19.
Pour mesurer l’inte´reˆt du renforcement des re`gles d’association, nous nous basons sur les
crite`res de qualite´ de´finis pour les motifs graduels flous renforce´s dans les sections 2.1.3 et
2.2.2 et nous les transposons en utilisant la mise en correspondance suivante : e´tant donne´
M1;M2 un motif graduel renforce´ et D un chemin maximal ve´rifiant M1. M1 repre´sente la
re`gle A → B et M2 le renforcement C. Ainsi, une donne´e appartient a` D si et seulement
si elle contient a` la fois A et B, ce qui est repre´sente´ traditionnellement par n(AB), M2(D)
correspond donc au cardinal flou de l’ensemble des transactions qui contiennent a` la fois A,
B et C, soit n(ABC). M2(D) correspond au cardinal flou de l’ensemble des transactions qui
contiennent C dans toute la base de donne´es, soit n(C).
En appliquant cette correspondance aux e´quations (2.2), (2.3), (2.4) et (2.5), on obtient
alors les crite`res de qualite´ indique´s dans le tableau 2.7. Ils ont le meˆme roˆle que ceux des
motifs graduels renforce´s. Ainsi, le support filtre´ permet de mesurer a` quel point la re`gle
d’association A → B est valide quand on se restreint aux transactions qui contiennent C. Il
e´value le nombre de transactions qui contiennent A, B et C a` la fois par rapport a` la pre´sence
de C dans la base de transactions totale.
Une re`gle d’association renforce´e est valide si tous les crite`res donne´s dans le tableau 2.7
et le support de la re`gle classique sont supe´rieurs aux seuils fixe´s par l’utilisateur.
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Re`gles d’association Support Confiance Lift
R1 = A→ B ∧ C n(ABC)
n
n(ABC)
n(A)
n(ABC)
n(A)
× n
n(BC)
R2 = A ∧B → C n(ABC)
n
n(ABC)
n(AB)
n(ABC)
n(AB)
× n
n(C)
R3 = C → A ∧B n(ABC)
n
n(ABC)
n(C)
n(ABC)
n(C)
× n
n(AB)
Tableau 2.8 – Crite`res de qualite´ des trois re`gles d’association issus du motif ABC
2.3.3 Comparaison entre re`gles d’association classiques et renforce´es
Pour e´tudier l’inte´reˆt apporte´ par le renforcement des re`gles d’association, nous nous
concentrons sur les trois re`gles d’association : R1 = A → (B ∧ C), R2 = (A ∧ B) → C,
R3 = C → (A ∧ B) obtenues a` partir du meˆme motif ABC. Le but est alors d’e´tudier leurs
relations et interpre´tations, par rapport a` la re`gle d’association renforce´e A→ B;C.
Le tableau 2.8 donne les crite`res de qualite´ des re`gles R1, R2, R3.
Analyse
En comparant les crite`res de qualite´ associe´s a` la re`gle d’association renforce´e A→ B;C
et aux trois re`gles d’association R1, R2 et R3, on constate que
1. SAR = support (R1) = support(R2) = support(R3)
2. CAR = confiance(R2)
3. SAF = confiance(R3)
4. LR = lift(R2) = lift(R3)
Ainsi les crite`res de qualite´ de la re`gle d’association renforce´e sont en relation avec ceux
des deux re`gles R2 et R3. Toutefois, cela ne signifie pas qu’elles ont la meˆme validite´ : celle-ci
de´pend aussi des seuils de leurs crite`res de qualite´.
En effet, si les seuils sont e´gaux (seuils des crite`res de qualite´ des re`gles d’association
renforce´es et ceux des re`gles classiques), on peut conclure que lorsqu’une re`gle d’association
renforce´e A→ B;C est valide, alors les deux re`gles d’association R2 et R3 sont aussi valides.
La validite´ de la re`gle A→ B;C implique alors la validite´ de (R2 et R3).
Si les seuils des crite`res des re`gles d’association classiques sont infe´rieurs a` ceux des
re`gles d’association renforce´es, alors on peut obtenir les deux re`gles R2 et R3 et non la
re`gle A → B;C.
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Si au contraire les seuils des crite`res des re`gles d’association renforce´es sont infe´rieurs a`
ceux des re`gles classiques, alors on peut avoir la re`gle A→ B;C mais pas les deux re`gles R2
et R3.
Bilan
D’apre`s l’e´tude que nous avons effectue´e, on constate que, sous certaines conditions de
seuils de crite`res de qualite´, deux re`gles d’association peuvent eˆtre exprime´es par une seule
re`gle d’association renforce´e. Ainsi, nous pouvons conclure que, contrairement au cas des
motifs graduels flous ou` le renforcement est inte´ressant, il ne pre´sente pas d’apport dans le
cas des re`gles d’association. En effet, les re`gles d’association ont une se´mantique diffe´rente
de celle des motifs graduels. Le renforcement des re`gles d’association est pre´sentiel, comme
le renforcement des motifs graduels flous : l’effet de renforcement est mesure´ par la pre´sence
de C parmi les transactions ou` A et B sont pre´sents, ce qui revient a` chercher toutes les
transactions ou` A, B et C sont pre´sents, soit n(ABC). Ce dernier correspond au support de
n’importe quelle re`gle d’association compose´e de ces trois items A, B et C.
Un motif renforce´ AB;C revient en fait a` une notion de causalite´ telle qu’elle est de´finie
pour les re`gles d’association classiques.
2.4 Conclusion
Nous avons pre´sente´ dans ce chapitre l’enrichissement par renforcement, base´ sur la me´-
thode d’extraction des motifs graduels renforce´s propose´e par Bouchon-Meunier et al. (2010).
Nous avons montre´ que les re´sultats des deux approches par filtrage obtiennent les meˆmes
re´sultats. Puis, nous avons propose´ de comple´ter les propositions pre´sente´es par Bouchon-
Meunier et al. (2010), en particulier les crite`res de qualite´. Nous avons e´tudie´ leur com-
ple´mentarite´ sur diffe´rents exemples : nous avons montre´ que les re´sultats sont meilleurs,
notamment en utilisant les crite`res propose´s dans ce chapitre, au travers de la re´duction du
nombre de motifs graduels renforce´s extraits et de leur pertinence. Nous avons e´galement
imple´mente´ la me´thode et mis en œuvre un protocole expe´rimental ou` nous nous sommes
concentre´es sur les couˆts en temps de calcul et occupation me´moire de la me´thode.
A` la fin du chapitre, nous avons pose´ la question d’une possible transposition de l’en-
richissement par renforcement aux re`gles d’association, et avons ainsi propose´ des crite`res
de qualite´ associe´s ainsi qu’une nouvelle forme se´mantique de re`gles d’association, dans le
but d’apporter une nouvelle pre´cision a` ces re`gles, permettant de les interpre´ter aise´ment.
Puis, nous avons effectue´ une e´tude par comparaison entre le renforcement de ces re`gles et
des re`gles classiques. D’apre`s cette e´tude, nous avons montre´ l’existence d’une e´quivalence
entre une re`gle d’association renforce´e et deux re`gles d’association classiques, sous certaines
conditions sur les seuils minimaux des crite`res de qualite´.
Pour finir, nous avons e´voque´ dans la section 3.4.1 l’apparition des motifs graduels ren-
force´s contradictoires. Ce fait n’est pas nouveau en fouille de donne´es : il arrive re´gulie`rement
67
Chapitre 2. Renforcement par un nouvel attribut : nouveaux crite`res et extension
que les algorithmes extraient des informations contradictoires. Ce phe´nome`ne est e´tudie´ et
traite´ dans le chapitre suivant.
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Introduction
Les me´thodes d’extraction de motifs graduels peuvent ge´ne´rer des motifs contradictoires,
produisant par exemple simultane´ment les motifs « plus A, plus B » et « plus A, moins B ».
Ceux-ci nuisent a` la qualite´ et a` la lisibilite´ de l’information ainsi extraite des donne´es. Afin
de re´soudre l’ambigu¨ıte´ re´sultante, nous proposons de raffiner le crite`re de qualite´ des motifs
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graduels : le nouveau crite`re que nous introduisons, appele´ « support graduel propre global
», ne de´pend pas uniquement du motif conside´re´, mais aussi de ses contradicteurs potentiels.
Cette nouvelle mesure est contrainte et permet d’extraire des motifs graduels valides sans
ambigu¨ıte´ d’interpre´tation.
Le chapitre est organise´ de la fac¸on suivante : la section 3.1 pre´sente la de´finition des
motifs graduels contradictoires et le principe de l’approche propose´e. Dans la section 3.2, nous
illustrons et formalisons le principe de´crit dans la section 3.1. La section 3.3 pre´sente le crite`re
de qualite´ propose´ pour e´valuer la qualite´ des motifs graduels extraits et illustre son calcul sur
des exemples de diffe´rentes complexite´s. La mise en œuvre du crite`re de qualite´ propose´ pour
l’extraction des motifs graduels fre´quents est de´taille´e dans la section 3.4. Enfin, la section 3.5
pre´sente les re´sultats expe´rimentaux obtenus sur des donne´es re´elles me´te´orologiques.
Ces travaux ont e´te´ publie´s dans (Oudni et al. 2012; 2013c).
3.1 Motivation et principe
Dans les approches existantes pour l’extraction des motifs graduels, rappele´es dans le
chapitre 1, page 34, le support graduel est de´fini inde´pendamment pour chaque motif graduel :
il peut donc conduire a` l’identification simultane´e de motifs contradictoires, qui ve´rifient tous
la condition de support minimum et apparaissent comme valides. Dans cette section, nous
formalisons la de´finition de la contradiction et nous de´crivons ensuite le principe ge´ne´ral de
l’approche propose´e.
3.1.1 De´finition formelle des motifs contradictoires
De´finition 3.1 (Motifs graduels contradictoires). Deux motifs graduels I et J sont dits
contradictoires si et seulement s’ils s’e´crivent sous la forme I = MA∗ et J = MAc(∗) ou` M
est un motif graduel, A un item graduel, ∗, c(∗) ∈ {≥,≤} et c(∗) 6= ∗.
Nous introduisons la notation Ic utilise´e par la suite, qui a` un motif I associe l’ensemble
des contradicteurs.
De´finition 3.2 (Ensemble des contradicteurs). Soit I l’ensemble des motifs graduels, P(I)
l’ensemble des parties de I, la fonction Ic est de´finie comme
Ic : I → P(I)
I 7→ Ic(I) = {J ∈ I, J = MAc(∗)}, tel que I = MA∗
On peut noter qu’un motif graduel de longueur 2 posse`de un seul motif contradicteur,
c’est-a`-dire pour un motif I de longueur 2, |Ic(I)| = 1. Dans le cas ge´ne´ral, il peut exister
de multiples contradicteurs. Ainsi le motif I1 = A
≥B≥C≥ est en contradiction avec I2 =
A≥B≤C≥ a` cause de l’attribut B, mais e´galement avec I3 = A≥B≥C≤ a` cause de C.
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Avec cette de´finition, et ces notations I et J sont contradictoires si et seulement si J ∈
Ic(I).
3.1.2 Principe de la me´thode propose´e
Les figures 3.1 et 3.2 constituent des exemples de motifs contradictoires de longueur 2, I =
A≥B≥ et J = A≥B≤ : les abscisses repre´sentent les valeurs de l’attribut A et les ordonne´es
celles de B. Si le seuil de support graduel est fixe´ a` 3/8, les deux motifs I et J sont valides
dans les deux cas. Ces figures illustrent cependant deux types de contradictions que nous
proposons de distinguer :
1. Les deux motifs graduels ont pour support deux ensembles d’objets dont les intervalles
de l’item qui diffe`re, c’est-a`-dire l’item dont la variation est oppose´e, ici A, sont disjoints,
comme illustre´ sur la figure 3.1.
2. Les deux motifs graduels ont pour support deux ensembles d’objets dont les intervalles
de l’item qui diffe`re, ici A, sont joints, comme illustre´ sur la figure 3.2.
Dans le cas de la figure 3.1, la contradiction peut eˆtre ge´re´e facilement : I couvre l’intervalle
[15; 30] pour les valeurs de l’attribut A et J couvre l’intervalle [30; 40]. Il est donc possible de
distinguer deux intervalles disjoints de l’item qui diffe`re sur lesquels chaque motif est ve´rifie´,
ce qui permet de re´soudre le proble`me d’ambigu¨ıte´ entre les deux motifs contradictoires. En
effet, chacun posse`de un intervalle propre.
En revanche, dans le deuxie`me cas illustre´ sur la figure 3.2, la contradiction des motifs
graduels paraˆıt difficile a` ge´rer. En effet, le motif graduel I couvre l’intervalle [15; 38] et le
motif graduel J couvre l’intervalle [18; 40]. Ces deux intervalles ne sont pas disjoints : les
deux motifs graduels contradictoires e´tant ve´rifie´s sur la meˆme plage de valeurs, il n’est pas
possible de les diffe´rencier par leurs intervalles et le proble`me de contradiction persiste.
Il n’est donc pas souhaitable de conserver les deux motifs contradictoires dans le deuxie`me
cas. En effet, leur pre´sence simultane´e dans l’ensemble de connaissances extraites induit des
ambigu¨ıte´s dans leur interpre´tabilite´. Ce chapitre propose une nouvelle de´finition de support
qui permet de re´soudre de manie`re efficace la proble´matique des motifs graduels contradic-
toires.
L’extraction conjointe de tels motifs signifie que chacun posse`de au moins un chemin
valide qui le supporte. Nous proposons de contraindre la notion de chemin de support, afin de
re´duire la longueur des motifs et de limiter l’apparition de tels cas, en introduisant la notion
de chemin propre : ce dernier est de´fini comme un sous-chemin d’un chemin maximal, qui
induit une zone de l’espace ou d’une plage de valeurs sur laquelle un seul motif graduel est
ve´rifie´. Un tel motif est alors de´fini comme valide, uniquement si un tel chemin propre existe
avec une taille suffisante, ou` la notion de taille suffisante est de´finie par le seuil de support. Ce
chemin propre garantit l’existence d’une plage de valeurs, qui est a` la fois de taille suffisante
et propre au motif, c’est-a`-dire sur laquelle il est seul valide.
Deux cas peuvent eˆtre distingue´s. D’une part, il est possible qu’au moins l’un des supports
des deux motifs passe en dessous du seuil de support, c’est-a`-dire qu’au moins l’un des motifs
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Figure 3.1 – Motifs I = A≥B≥ et J = A≥B≤
dont les uniques chemins maximaux, repre´-
sente´s respectivement par • et +, couvrent
deux intervalles disjoints.
Figure 3.2 – Motifs I = A≥B≥ et J = A≥B≤
dont les uniques chemins maximaux, repre´-
sente´s respectivement par • et +, couvrent
deux intervalles joints.
ne soit plus valide, en raison de la de´finition restreinte de chemin propre. Il reste donc au plus
un motif valide et, par conse´quent, il n’y a plus de contradiction. D’autre part, il est possible
que les deux motifs posse`dent un chemin propre d’une taille suffisante et qu’ils aient tous deux
un support qui reste plus e´leve´ que le seuil. Ce cas peut eˆtre de´crit comme une contradiction
justifiable : chaque motif est ve´rifie´ par la plage de valeurs qui lui est associe´e exclusivement et
la caracte´risation fournie par cette information re´sout le proble`me de la contradiction. Il faut
souligner que la caracte´risation ici est de´termine´e par l’attribut lui-meˆme et non pas par un
autre attribut, comme dans l’approche par renforcement discute´e dans le chapitre pre´ce´dent.
Pour rendre un chemin maximal propre, nous proposons de supprimer les objets qui sont
responsables des chevauchements des intervalles e´voque´s ci-dessus. La question est alors de
savoir quels objets sont a` supprimer, afin d’e´liminer l’ambigu¨ıte´ entre les deux motifs, c’est-
a`-dire de de´finir des chemins qui couvrent des intervalles disjoints. La section 3.2 pre´sente la
de´finition de chemin propre respectant cette contrainte. Il reste ensuite a` de´terminer quels
motifs graduels sont a` conserver, c’est-a`-dire lesquels sont re´ellement importants. Il est donc
ne´cessaire de comparer leur qualite´. Nous re´pondons a` cette question dans la section 3.3, en
proposant un nouveau crite`re de qualite´ appele´ support graduel propre global, note´ SGPG.
3.2 De´finition du chemin propre
Cette section pre´sente la notion de chemin propre, en illustrant puis en formalisant le
principe de suppression d’objets introduit ci-dessus.
3.2.1 Exemples illustratifs
Nous proposons de contraindre la de´finition du chemin en excluant les objets ambigus qui
introduisent des contradictions avec d’autres motifs, c’est-a`-dire les objets qui sont respon-
sables de l’absence d’une plage de valeurs propres. Pour l’illustrer, conside´rons l’exemple de
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la figure 3.2 qui contient n = 8 objets et deux motifs graduels, I = A≥B≥ and J = A≥B≤.
Chacun est supporte´ par un unique chemin maximal : L(I) = {DI} = {{1, 2, 3, 6}}, repre´sente´
par les • bleus et L(J) = {DJ} = {{5, 3, 4, 7, 8}}, repre´sente´ par les + rouges.
Dans cet exemple, la suppression d’objets consiste a` e´liminer les objets ambigus 5 et 6,
responsables du chevauchement des intervalles : le chemin propre de I est restreint a` {1, 2, 3} et
celui de J a` {3, 4, 7, 8}, conduisant respectivement aux intervalles disjoints [15; 30] et [30; 40].
Le chemin propre contient donc moins d’objets que le chemin complet valide, ce qui signifie
que le support du motif diminue quand les chemins propres sont conside´re´s. Deux cas peuvent
eˆtre distingue´s : si le seuil de support est supe´rieur a` 3/8, I n’est pas conside´re´ comme valide
puisque son chemin propre est de longueur 3, et le proble`me de contradiction est donc re´solu.
Si le seuil de support est infe´rieur a` 3/8, les deux motifs I et J sont conside´re´s comme valides,
mais ils peuvent eˆtre justifie´s par leurs intervalles respectifs : la contradiction est donc re´solue
par cette contextualisation.
3.2.2 Formalisation du chemin propre
Dans cette section, nous formalisons la de´finition du chemin propre. On note Ls(I) l’en-
semble des chemins complets valides associe´s a` un motif donne´ I, L l’ensemble des chemins,
I et J deux motifs graduels contradictoires, DI et DJ leurs chemins respectifs.
Pour rendre un chemin DI propre, on le de´compose en deux sous-chemins, constitue´s,
respectivement, des objets qui pre´ce`dent et qui succe`dent (au sens du pre´-ordre induit par
le motif conside´re´, voir de´finition 1.12, page 36) aux objets de chevauchement. Ceux-ci sont
de´finis comme les objets appartenant a` l’intersection des chemins conside´re´s DI et DJ . On ne
conserve ensuite que le sous-chemin le plus long. Le chemin propre contient donc soit moins
d’objets que le chemin maximal comme dans le cas de l’exemple de la figure 3.1, soit le meˆme
nombre d’objets que le chemin maximal comme dans l’exemple de la figure 3.2.
Formellement, l’extraction du chemin propre d’un motif I est mode´lise´e par la fonction
appele´e propre qui prend en argument le chemin DI a` partir duquel le chemin propre doit
eˆtre extrait, et le chemin DJ par opposition auquel le chemin propre est extrait. Elle de´pend
de deux fonctions auxiliaires infe´rieur et supe´rieur qui renvoient, respectivement, le chemin
infe´rieur et le chemin supe´rieur de DI par opposition a` DJ .
De´finition 3.3 (Chemin propre). Pour un motif I donne´, les fonctions supe´rieurI , inf e´rieurI
et propreI sont de´finis comme :
supe´rieurI : L × L → L
(DI , DJ) 7→ D′I =

∅ si DI ∩DJ = ∅
{o ∈ DI/∀o′ ∈ DI ∩DJ , o I o′} sinon
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inf e´rieurI : L × L → L
(DI , DJ) 7→ D′I =

∅ si DI ∩DJ = ∅
{o ∈ DI/∀o′ ∈ DI ∩DJ , o I o′} sinon
Le chemin propre de DI par opposition a` DJ est alors le sous-ensemble maximal de DI qui
n’entre pas en contradiction avec DJ :
propreI : L × L → L
(DI , DJ) 7→

supe´rieurI(DI , DJ) si
|inf e´rieurI(DI , DJ)| ≤ |supe´rieurI(DI , DJ)|
inf e´rieurI(DI , DJ) sinon
Il faut noter que l’on peut calculer simultane´ment les deux re´sultats propreI(DI , DJ) et
propreJ(DJ , DI).
3.2.3 Agre´gation : chemin propre global
Le calcul du chemin propre de´fini dans la section pre´ce´dente est applique´ sur un unique
chemin. Or, le plus souvent, un motif graduel posse`de plusieurs chemins contradicteurs, et
il faut donc ge´ne´raliser la de´finition pre´ce´dente a` ce cas. Cette section est consacre´e a` cette
ge´ne´ralisation, qui repose sur l’agre´gation des chemins contradicteurs en un chemin propre
global prenant en compte l’existence de multiples chemins contradicteurs.
Ces chemins sont lie´s a` un ou plusieurs motifs contradictoires de I. Cette fonction est
illustre´e dans la section 3.3.2 sur divers cas.
De´finition 3.4 (Chemin propre global). Pour un seuil s ∈ [0, 1], la fonction propreGlobals
est de´finie comme :
propreGlobals : L → L
DI 7→ propreGlobals(DI) =
⋂
J∈ Ic(I)
DJ∈Ls(J)
propreI(DI , DJ)
(3.1)
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La fonction propreGlobals de´pend du seuil s, car on s’inte´resse uniquement aux chemins
de longueur suffisante qui pourraient conduire a` la validation des motifs contradictoires.
En effet, il est important de noter que seuls les chemins contradictoires de taille suffisante
DJ ∈ Ls(J) sont pris en compte. Les autres chemins sont conside´re´s comme peu importants
et pourraient re´duire DI de fac¸on drastique : si tous les chemins complets, y compris ceux
qui ne sont pas valides, L(J), e´taient conside´re´s, alors un nombre trop important de chemins
propres serait obtenu. L’intersection de ces derniers pourrait alors conduire a` un chemin
propre global de taille faible, pouvant ne pas ve´rifier le seuil du support minimum.
3.3 Crite`re de qualite´ : le support graduel propre global
Dans cette section, nous formalisons le crite`re de qualite´ propose´ pour e´valuer la qualite´
des motifs graduels extraits, appele´ le support graduel propre global et note´ SGPG. Nous
illustrons ensuite son calcul sur des exemples de complexite´ croissante. Puis, nous pre´sentons
l’algorithme de calcul du SGPG.
3.3.1 De´finition
De´finition 3.5 (Support graduel propre global). Pour un motif I et une valeur s ∈ [0, 1]
fixe´e, le support graduel propre global, SGPG, est de´fini comme :
SGPGs(I) =
1
|D| maxD∈L(I) |propreGlobals(D)| (3.2)
Il est e´quivalent au support graduel de´fini dans l’e´quation (1.7), page 40, mais s’appuie
sur les chemins propres globaux au lieu des chemins complets. Ainsi, le support d’un motif
ne de´pend pas seulement de lui-meˆme, mais aussi des motifs qui le contredisent.
Il est important de souligner qu’habituellement, le support graduel, SG, est calculable
uniquement a` partir des donne´es. Au contraire, le crite`re de qualite´ que nous proposons,
SGPG, de´pend de la valeur choisie pour le parame`tre s, car son calcul s’appuie sur la fonc-
tion propreGlobal qui elle-meˆme de´pend de cette valeur. Ceci implique qu’un changement
d’exigence vis-a`-vis du seuil ame`ne a` recalculer le support. De plus, le calcul de ce support
ne s’appuie pas force´ment sur les chemins maximaux, comme nous le commentons plus loin
a` la page 77.
Par exemple, le calcul du support SGPG(I) du motif graduel I = A≥B≥, illustre´ sur
la figure 3.2, de´pend de son contradicteur J = A≥B≤, plus pre´cise´ment, de son chemin
contradicteur DJ . Il vaut 3/8 = 37%, alors que son support graduel vaut 4/8 = 50%.
Un motif I est ensuite dit valide si est seulement si son SGPG est supe´rieur au seuil s
qui est le meˆme que pour le support graduel : il doit posse´der un chemin propre de longueur
suffisante par opposition a` tous ses contradicteurs simultane´ment.
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Figure 3.3 – Motif graduel, I = A≥B≥, supporte´ par le chemin DI repre´sente´ par • et avec
plusieurs chemins contradictoires, DJ1 repre´sente´ par + et DJ2 repre´sente´ par ×.
3.3.2 Exemples illustratifs
Dans ce qui suit, nous illustrons et commentons les de´finitions pre´ce´dentes avec des
exemples de complexite´ croissante. Nous illustrons et examinons :
— le cas de l’utilisation de multiples chemins contradictoires, en particulier la ne´cessite´
d’utiliser l’intersection des chemins propres dans l’e´quation (3.1) ;
— le cas de la pre´sence simultane´e de multiples chemins contradictoires et de chemins
complets valides ve´rifiant le motif conside´re´, justifiant la pre´sence du maximum dans
l’e´quation (3.2) ;
— la pre´sence de L(I) dans l’e´quation (3.2) et non L∗(I) : ceci est justifie´ par l’analyse du
cas ou` un chemin complet valide permet d’obtenir un chemin propre global de longueur
supe´rieure a` celui obtenu avec un chemin maximal.
Le cas le plus simple correspondant a` des motifs graduels de longueur 2 supporte´s par
un seul chemin maximal a e´te´ de´ja` illustre´ dans les sections pre´ce´dentes par l’exemple de la
figure 3.2, qui repre´sente le cas de re´fe´rence dans toutes les sections pre´ce´dentes.
Prise en compte de multiples chemins contradictoires
Dans le cas ge´ne´ral, il peut y avoir plusieurs chemins complets valides ge´ne´rant des contra-
dictions, comme la figure 3.3 l’illustre, pour I = A≥B≥ et J = A≥B≤ : I est supporte´ par
le seul chemin maximal DI (repre´sente´ par les • bleus), alors que J , qui le contredit, est
supporte´ par deux chemins maximaux DJ1 (repre´sente´ par les + rouges) et DJ2 (repre´sente´
par les × rouges). Deux possibilite´s peuvent eˆtre conside´re´es, conduisant a` deux chemins
propres : en calculant l’intersection de DI avec DJ1, on obtient Dg1 = propre(DI , DJ1) =
{8, 9, 10, 11, 12, 13} ; en conside´rantDJ2, on obtientDg2 = propre(DI , DJ2) = {7, 8, 9, 10, 11, 12}.
Comme indique´ dans l’e´quation (3.1), nous les combinons en calculant leur intersection, ce
qui conduit au chemin propre global Dg = {8, 9, 10, 11, 12}.
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Figure 3.4 – Motif graduel, I = A≥B≥, supporte´ par plusieurs chemins DI1, repre´sente´ par •
et DI2 repre´sente´ par ∗, et avec plusieurs chemins contradictoires, DJ1 repre´sente´ par des +
et DJ2 repre´sente´ par des ×.
L’intersection propose´e dans l’e´quation (3.1) repre´sente l’ope´rateur d’agre´gation des che-
mins propres. En effet, tous les chemins complets valides de tous les contradicteurs sont pris
en compte et chacun induit un chemin propre. Le fait que DJ1 et DJ2 soient issus d’un meˆme
contradicteur, comme dans l’exemple pre´ce´dent, ou de plusieurs contradicteurs, ne change
pas le calcul du chemin propre global.
Prise en compte de multiples chemins
Dans le cas plus ge´ne´ral, le motif a` traiter est lui-meˆme supporte´ par plusieurs chemins,
comme illustre´ sur la figure 3.4 : les deux chemins maximaux DI1 (repre´sente´ par les • bleus)
et DI2 (repre´sente´ par les ∗ bleus) supportent le motif I qui est en contradiction avec le
motif J , supporte´ par DJ1 et DJ2. Afin de calculer le chemin propre global de I, on rend
propres tous ses chemins : par opposition a` DJ1 et DJ2, DI1 conduit a` deux chemins propres
dont l’intersection DI1g = {8, 9, 10, 11, 12} repre´sente le chemin propre global qui lui est
associe´. On traite de meˆme DI2, ce qui conduit a` DI2g = {2, 3, 4, 5}. Enfin on conserve les
chemins propres globaux de longueur maximale (cf. e´quation (3.2)), ici DI1g. Le SGPG(I)
est 5/21 = 24%.
Prise en compte des chemins complets
Dans la de´finition de chemin propre global de l’e´quation (3.2), on prend en compte tous
les chemins complets L(I) et non uniquement les chemins maximaux L∗(I). En effet, il peut
exister des chemins non maximaux qui, a` l’issue du traitement qui les rend propres, sont de
longueur supe´rieure aux chemins issus des chemins maximaux.
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Figure 3.5 – Motif graduel de longueur 2, I = A≥B≥, supporte´ par un unique chemin maxi-
mal D1, repre´sente´ par des ∗ et +, et un chemin complet valide D2 repre´sente´ par des •.
3.3.3 Algorithme de calcul des chemins propres globaux
Apre`s avoir de´fini formellement le support contraint, nous conside´rons dans cette sous-
section la question de son calcul efficace. La proce´dure que nous proposons est base´e sur
le choix de l’ordre dans lequel les chemins complets sont rendus propres, qui est de´fini par
l’ordre de´croissant de longueur. De la sorte, on peut en effet de´finir un crite`re d’arreˆt efficace :
on peut cesser le traitement de`s que la longueur du chemin suivant a` traiter est infe´rieure
a` la longueur maximale du chemin propre global issu des chemins traite´s pre´ce´demment.
En effet, les chemins propres globaux que l’on pourrait obtenir par la suite auraient alors
ne´cessairement des longueurs infe´rieures et ne seraient pas conserve´s.
Il faut noter que, si l’on cherche a` identifier les motifs graduels valides et non a` calculer le
SGPG pour tous les motifs, il n’est pas ne´cessaire de conside´rer la totalite´ des chemins com-
plets. On peut en effet se restreindre aux chemins complets valides, c’est-a`-dire, formellement,
remplacer L(I) par Ls(I) dans l’e´quation (3.2). En effet, apre`s application de la fonction qui
les rend propres, les chemins de longueur infe´rieure a` s sont plus petits encore. Ils ne peuvent
donc pas constituer un support du motif par rapport au parame`tre s.
La me´thode de´crite ci-dessus est imple´mente´e par l’algorithme 3, qui prend en entre´e un
motif graduel I, l’ensemble de ses chemins complets L(I) et ses contradicteurs Ic(I), ainsi que
leurs chemins Ls(Ic(I)). Le re´sultat de cet algorithme est le support graduel propre global
du motif conside´re´, SGPG.
Il faut noter que cet algorithme peut renvoyer e´galement les chemins propres globaux
associe´s.
3.4 Mise en œuvre pour l’extraction de motifs
Dans la section pre´ce´dente, nous avons propose´ une nouvelle de´finition du support qui
permet d’e´valuer les motifs graduels contradictoires ainsi qu’un algorithme efficace pour le
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Algorithm 3 Algorithme de calcul du SGPG
Input : un motif graduel I, l’ensemble de ses chemins complets L(I) et ses contradicteurs
Ic(I), ainsi que leurs chemins Ls(Ic(I)).
Output : SGPG(I)
l∗ = 1
k = 1
Tri des D ∈ L(I) par taille de´croissante l1 > l2 > ... > lp
while k ≤ p and lk > l∗ do
for all D ∈ L(I) tel que |D| = lk do
calculer D′ = propreGlobals(D) selon l’e´quation (3.2)
l∗ ← max(l∗, |D′|)
end for
k ← k + 1
end while
SGPG = l∗
calcul de ce support. Dans cette section, nous conside´rons le proble`me d’extraction de motifs
graduels fre´quents selon la nouvelle de´finition du support : nous expliquons comment le trai-
tement des motifs contradictoires, tel que pre´sente´ dans la section 3.2, peut eˆtre applique´ a`
l’ensemble des contradictions et a` quel niveau ce traitement est applique´.
Nous proposons deux approches : la premie`re, dite par filtrage a posteriori, consiste a`
appliquer le traitement apre`s que tous les motifs ont e´te´ ge´ne´re´s, afin de supprimer les contra-
dictions a posteriori. La seconde, dite me´thode inte´gre´e, permet d’inte´grer ce traitement dans
la phase de ge´ne´ration et de l’appliquer comme un filtrage avant la ge´ne´ration des motifs du
niveau supe´rieur. Les deux approches reposent sur l’algorithme GRITE (Di Jorio et al.,
2009) qui associe aux motifs qu’il extrait leurs chemins complets valides (voir rappel dans
son principe dans la section 1.3.3, page 41).
3.4.1 Filtrage a posteriori
La premie`re approche consiste a` conside´rer l’ensemble des motifs extraits par l’algorithme
GRITE, puis a` supprimer les contradictions a posteriori graˆce aux informations extraites sur
les chemins complets valides : la me´thode consiste a` calculer les SGPG de tous les motifs
contradictoires extraits, selon l’approche de´crite dans la section 3.1. On effectue ensuite une
e´limination progressive des motifs contradictoires.
Le but de cette dernie`re est, d’une part, de garder uniquement les motifs graduels contra-
dictoires ayant un SGPG e´leve´, et d’autre part, de s’assurer que l’on n’e´limine pas de motifs
graduels de SGPG e´leve´. Ce principe permet donc d’e´liminer moins de motifs.
On pourrait en effet envisager de valider les motifs ayant un SGPG supe´rieur a` s et de
supprimer tous les autres, mais cette approche est brutale : si l’on conside`re par exemple
trois motifs contradictoires I, J et K, tels que tous les trois ont un SGPG infe´rieur a` s, la
conside´ration du seuil de SGPG conduit a` e´liminer les trois motifs de`s lors que la valeur est
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Motif SG I1 I2 I3 I4 SGPG
I1 31, 25% - 21% 25% - 15.63%
I2 21% 12.5% - - 18, 75% 12.5%
I3 21% 15.63% - - 21% 15.63%
I4 23% - 18, 75% 21% - 18, 75%
Tableau 3.1 – Supports graduels propres des quatre motifs I1, I2, I3 et I4 pour les donne´es du
tableau A.1, page 146.
en dessous du seuil. Toutefois, il se peut que le support propre de I par opposition a` J seul,
soit supe´rieur a` s : si K est e´limine´, I peut eˆtre conserve´.
Aussi nous proposons d’e´liminer les motifs progressivement, en introduisant une priorite´
de traitement base´e sur l’ordre croissant des SGPG, selon la de´marche suivante en trois
e´tapes :
— suppression du motif de SGPG minimal
— mise a` jour des SGPG des motifs restants, en ignorant, dans l’e´quation (3.2), les contra-
dicteurs qui ont e´te´ e´limine´s
— ite´ration jusqu’a` ce que tous les motifs restants ve´rifient SGPG > s
On peut noter que l’arreˆt de ces ite´rations est garanti puisqu’a` chaque ite´ration, moins
de motifs sont conserve´s et que leur SGPG croˆıt : on atteint ne´cessairement une e´tape ou` il
n’y a plus de motifs dont le SGPG est infe´rieur au seuil.
Exemple illustratif
Illustrons le de´roulement de l’approche en utilisant la base de donne´es jouet illustre´e dans
le tableau A.1 donne´ en annexe en page 145, qui contient 31 objets de´crits par 3 attributs,
A, B et C. Le seuil du support utilise´ est s = 18%.
Nous conside´rons quatre motifs graduels contradictoires : I1 = A
≥B≥C≥, I2 = A≥B≥C≤,
I3 = A
≥B≤C≥ et I4 = A≥B≤C≤ ge´ne´re´s par GRITE.
Les re´sultats sont repre´sente´s dans le tableau 3.1 : chaque ligne contient un motif. La
colonne SG repre´sente leurs supports graduels classiques respectifs. La case Mij du tableau
contient le SGPG de Ii en conside´rant Ij comme unique contradicteur, c’est-a`-dire en appli-
quant l’e´quation (3.2) et en remplac¸ant dans l’e´quation (3.1) J ∈ Ic(Ii) par J = Ij . Lorsque
deux motifs ne sont pas en contradiction, on met le caracte`re − dans la case correspondante.
Le motif I4 est valide´ directement car son SGPG est supe´rieur a` s. Il est donc retire´ des
lignes et conserve´ dans les colonnes du tableau 3.1, puisqu’il est en contradiction avec I3.
I2 ayant le SGPG minimum, infe´rieur a` s est supprime´. Apre`s mise a` jour des SGPG,
on obtient les re´sultats repre´sente´s dans le tableau 3.2.
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Motif SG I1 I3 I4 SGPG
I1 31, 25% - 25% - 25%
I3 21% 15.63% - 18, 75% 15.63%
Tableau 3.2 – Mise a` jour des SGPG
A` l’issue de ce traitement, I1 est valide´ et il n’est donc plus dans la liste des motifs a` traiter.
Pour I3, le SGPG reste infe´rieur a` s, il est donc e´limine´. Ainsi, I1 et I4 sont conserve´s.
On peut noter que si la priorite´ de traitement n’avait pas e´te´ inte´gre´e dans le filtrage a
posteriori, les trois motifs graduels I1, I2 et I3 auraient e´te´ supprime´s au lieu de deux.
Discussion sur la priorite´ de traitement
Une proble´matique importante concerne l’ordre dans lequel les motifs sont traite´s : si un
ordre ale´atoire est conside´re´, alors cela peut conduire a` la suppression de tous les motifs. Pour
cela, nous avons de´fini un crite`re de priorite´ d’ordre de traitement qui est l’ordre croissant des
SGPG pre´sente´ dans la section 3.4.1. Nous discutons ici la possibilite´ de conside´rer d’autres
crite`res et expliquons en quoi ces derniers ne constituent pas un bon choix.
D’autres crite`res peuvent en effet eˆtre envisage´s, comme la suppression par ordre croissant
— des minimums des supports graduels propres, c’est-a`-dire des minimums des valeurs
repre´sente´es dans les cases Mij pour un i donne´ dans le tableau 3.1.
— des moyennes des supports graduels propres, c’est-a`-dire des moyennes des valeurs re-
pre´sente´es dans les cases Mij pour un i donne´ dans le tableau 3.1.
— des maximums des supports graduels propres, c’est-a`-dire des maximums des valeurs
repre´sente´es dans les cases Mij pour un i donne´ dans le tableau 3.1.
— des supports graduels, SG.
Nous avons choisi et privile´gie´ le crite`re de priorite´ par ordre croissant du SGPG, car il
est le seul a` traduire l’information du chemin propre global qui de´termine la validite´ d’un
motif : le SGPG est infe´rieur ou e´gal aux quatre crite`res cite´s ci-dessus, et il est le seul crite`re
qui garantit la non contradiction des motifs graduels conserve´s. En effet, si un autre crite`re
est conside´re´ et qu’on supprime le motif ayant la valeur minimale de ce crite`re, cela ne signifie
pas qu’on a supprime´ le motif le moins pertinent et le plus ambigu, puisque tout autre crite`re
ne traduit pas l’information de chemin propre global.
3.4.2 Approche inte´gre´e
Le but de la seconde approche est d’e´viter de ge´ne´rer des motifs de longueur k + 1 qui
s’appuient sur des motifs de longueur k contradictoires, donc susceptibles d’eˆtre e´limine´s,
pour filtrer davantage en cours de ge´ne´ration. En d’autres termes, la ge´ne´ration des motifs
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du niveau k + 1 s’appuie uniquement sur les motifs du niveau k dont le SGPG ve´rifie la
condition de support minimum.
Cette information est inte´gre´e dans le processus de ge´ne´ration, plus pre´cise´ment dans la
matrice de concordance manipule´e par l’algorithme (Di Jorio et al., 2009) comme rappele´
dans le chapitre 1, page 41 : celle-ci est modifie´e pour repre´senter uniquement des chemins
propres et non l’ensemble des chemins support. Aussi, les objets qui appartiennent a` un che-
min complet valide mais qui n’appartiennent pas a` un chemin propre global sont supprime´s,
afin qu’ils ne soient pas conside´re´s comme candidats de support dans la ge´ne´ration des motifs
de niveau supe´rieur.
Il est important de noter qu’au niveau k = 2, les motifs valides sont extraits suivant
l’approche a posteriori, et qu’ensuite le principe de l’approche inte´gre´e est applique´ pour
ge´ne´rer les motifs valides de niveau supe´rieur.
Formalisation de la mise a` jour des matrices de concordance
De´finition 3.6 (Matrice de concordance propre). Soit I un motif et M sa matrice de concor-
dance. La matrice de concordance propreM ′ est initialise´e comme e´gale a`M , puis pour chaque
chemin complet valide D, en notant Dg le chemin propre global correspondant : si un objet
o appartient a` D et pas a` Dg, c’est-a`-dire si (oi ∈ D) ∧ (oi /∈ Dg) alors ∀j,Mij = Mji = 0.
Cette matrice propre est exploite´e pour ge´ne´rer les motifs de niveau supe´rieur.
Il faut noter que les composantes de la matrice correspondant a` des objets appartenant
a` un chemin complet non valide ne sont pas modifie´es, c’est-a`-dire qu’on n’apporte aucune
modification sur les autres composantes de la matrice initiale : seules les composantes corres-
pondant aux objets ambigus sont modifie´es. Ceci permet de conserver une flexibilite´ pour la
recherche de chemins lors du traitement des motifs de longueur k+1 : un chemin ve´rifiant un
motif de longueur supe´rieure qui ne s’appuie pas force´ment sur les objets du chemin propre
global du motif de longueur infe´rieure pourrait eˆtre identifie´.
Exemple illustratif
La base de donne´es utilise´e ici est la meˆme que celle utilise´e pour illustrer l’approche a
posteriori dans la section pre´ce´dente.
Toutefois, on n’illustre pas les meˆmes motifs que ceux de la section pre´ce´dente, car la mise
a` jour des matrices de concordance se fait de`s le niveau 2, pour e´viter de ge´ne´rer des motifs
contradictoires de longueur 3. Les exemples exploite´s pour cette illustration sont donc des
motifs de longueur 2. En revanche, dans l’approche a posteriori, il est ne´cessaire d’exploiter
des motifs de longueur supe´rieure a` 2 pour illustrer le cas de multiples contradicteurs.
Parmi les motifs extraits a` partir de cette base de donne´es, nous conside´rons les deux
motifs contradictoires I = A≥B≥ et J = A≥B≤. De´roulons maintenant la fonction de mise
a` jour des matrices de concordance sur celle qui correspond au motif A≥B≥, donne´e dans le
tableau 3.3. Dans le but de mieux visualiser la matrice, les 0 ne sont pas repre´sente´s.
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1 1 1 1
6 1
7 1 1 1
8 1
9 1 1 1 1 1 1 1
10 1 1 1 1 1 1 1 1 1 1 1
11 1 1
12
13 1 1 1
14 1 1 1
15 1 1 1 1
16 1 1
17 1
18 1 1 1 1 1 1
19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
20 1 1 1 1 1 1 1 1 1 1 1
21 1
22 1 1 1
23 1
24 1 1 1 1 1 1 1
25 1 1 1 1 1 1 1 1 1 1 1
26 1 1 1 1 1 1 1 1 1 1 1
27 1 1 1 1 1 1
28 1 1 1 1 1 1 1
29 1 1 1 1 1 1 1 1 1 1 1 1 1 1
30 1 1 1 1 1 1
Tableau 3.3 – Matrice de concordance correspondant au motif graduel A≥B≥.
Pour chaque chemin complet valide supportant le motif I, nous calculons le chemin propre
global qui lui correspond. Dans cet exemple, I est ve´rifie´ par quatre chemins maximaux :
DI1 = {0, 19, 4, 29, 20, 5, 15, 14, 16, 17, 12}, DI2 = {1, 19, 4, 29, 20, 5, 15, 14, 16, 17, 12}, DI3 =
{2, 19, 4, 29, 20, 5, 15, 14, 16, 17, 12} et DI4 = {3, 19, 4, 29, 20, 5, 15, 14, 16, 17, 12}. Ces quatre
chemins diffe`rent uniquement par leur premier objet, repre´sente´ respectivement en bleu, en
vert, en rouge et en en magenta dans la matrice de concordance. Les objets restants sont
repre´sente´s en bleu.
— le chemin propre global de DI1 par opposition a` DJ est D1g = {19, 4, 29, 20, 5, 15, 14,
16, 17, 12}, donc l’objet 0 est supprime´.
— le chemin propre global de DI2 par opposition a` DJ est D2g = {19, 4, 29, 20, 5, 15, 14,
16, 17, 12}, donc l’objet 1 est supprime´.
— le chemin propre global de DI3 par opposition a` DJ est D3g = {19, 4, 29, 20, 5, 15, 14,
16, 17, 12}, donc l’objet 2 est supprime´.
— le chemin propre global de DI4 par opposition a` DJ est D4g = {19, 4, 29, 20, 5, 15, 14,
16, 17, 12}, donc l’objet 3 est supprime´.
Dans cet exemple, tous les chemins conduisent au meˆme chemin propre global.
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1 1 1 1
6 1
7 1 1 1
8 1
9 1 1 1 1 1 1 1
10 1 1 1 1 1 1 1 1 1 1 1
11 1 1
12
13 1 1 1
14 1 1 1
15 1 1 1 1
16 1 1
17 1
18 1 1 1 1 1 1
19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
20 1 1 1 1 1 1 1 1 1 1 1
21 1
22 1 1 1
23 1
24 1 1 1 1 1 1 1
25 1 1 1 1 1 1 1 1 1 1 1
26 1 1 1 1 1 1 1 1 1 1 1
27 1 1 1 1 1 1
28 1 1 1 1 1 1 1
29 1 1 1 1 1 1 1 1 1 1 1 1 1 1
30 1 1 1 1 1 1
Tableau 3.4 – Mise a` jour de la matrice de concordance du motif graduel A≥B≥.
La mise a` jour de la matrice de concordance du motif I entraˆıne donc la suppression des
4 objets ambigus {0, 1, 2, 3}, ce qui conduit a` la matrice pre´sente´e dans le tableau 3.4.
De la meˆme fac¸on, ce traitement permet de mettre a` jour la matrice de concordance du
motif J .
La matrice propre posse`de un nombre de 1 infe´rieur a` celui de la matrice de de´part, car les
objets proble´matiques ont e´te´ supprime´s afin de les empeˆcher de reproduire le proble`me au
niveau supe´rieur. On remarque que suffisamment d’objets appartenant aux chemins complets
valides de I sont a` 1, ce qui va permettre de trouver un support suffisant pour des motifs de
longueur supe´rieure ou e´gale a` 3, base´s sur le motif I = A≥B≥.
Il est de plus important de noter que, pour obtenir, avec l’approche inte´gre´e, le motif
graduel de niveau 3, I1 = A
≥B≥C≥, il faut traiter e´galement les deux motifs contradictoires
de longueur 2, A≥C≥ et A≥C≤ au niveau 2 pour e´tablir leur matrice de concordance propre.
La ge´ne´ration du motif I1 est donc base´e sur des matrices de concordance propres, ce qui
conduit a` l’extraction du motif graduel I1 sans ambigu¨ıte´.
Afin de ve´rifier que le motif I1 n’entre pas en contradiction avec son contradicteur valide´ I4,
qui est e´galement un motif valide´ avec l’approche a posteriori, et que les autres motifs, I2 et
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I3 supprime´s par l’approche a posteriori, n’ont pas de chemin propre global de taille suffisante
permettant de les valider, le meˆme principe applique´ aux motifs A≥B≥ et A≥B≤ doit eˆtre
applique´ a` tous les motifs de longueur 2 sur lesquels sont base´s les motifs I2, I3 et I4. Ce long
processus n’est pas de´taille´ ici.
3.5 Re´sultats expe´rimentaux
Nous avons re´alise´ une e´tude expe´rimentale du support graduel propre global propose´,
ainsi que des deux me´thodes propose´es pour l’extraction des motifs graduels fre´quents non
contradictoires, pour comparer a` la fois les motifs extraits et les performances en termes de
temps de calcul et d’occupation me´moire.
Pour ces expe´rimentations, nous avons conside´re´ la base de donne´es re´elles me´te´orolo-
giques pre´sente´e en annexe A.1, page 145.
3.5.1 Exemples de motifs graduels extraits
Nous fixons dans ces expe´rimentations le support graduel minimum a` s = 20% pour les
deux approches propose´es.
Les re´sultats de nos expe´rimentations montrent que la contradiction est bien e´limine´e et
que seuls les motifs graduels non ambigus sont extraits. En effet comme attendu, on observe
que, soit les contradicteurs sont supprime´s, soit ils sont conserve´s mais ils sont ve´rifie´s par
des sous-ensembles d’objets qui leur sont propres et qui induisent des intervalles disjoints.
Voici quelques motifs graduels non ambigus extraits ordonne´s par ordre de´croissant de leur
SGPG.
— Plus la tempe´rature est e´leve´e, plus l’humidite´ est e´leve´e
SG = 70%, SGPG = 33%
— Plus la vitesse du vent est e´leve´e, plus la pression est e´leve´e
SG = 61.5%, SGPG = 25.2%
— Plus la tempe´rature est e´leve´e, moins la quantite´ de la pluie est e´leve´e
SG = 51%, SGPG = 23.2%
— Plus la tempe´rature est e´leve´e, plus la quantite´ de la pluie est e´leve´e
SG = 48%, SGPG = 21%
Pour les deux premiers exemples, leur contradicteurs respectifs (« plus la tempe´rature est
e´leve´e, moins l’humidite´ est e´leve´e » : SGPG = 12, 5%, « plus la vitesse du vent est e´leve´e,
moins la pression est e´leve´e » : SGPG = 10.2%) ont e´te´ supprime´s, faute d’avoir un SGPG
suffisant. Au contraire, les deux derniers motifs illustre´s annoncent deux informations contra-
dictoires, mais les deux sont valide´s car leur support graduel propre global est supe´rieur au
seuil de support minimal. Chacun a un sous-ensemble d’objets propre qui induit un inter-
valle sur lequel il est seul valide´ : le troisie`me motif est ve´rifie´ pour une quantite´ de pluie ∈
[0.13, 0.27] et le quatrie`me motif pour une quantite´ de pluie ∈ [0.27, 0.5] ; les deux intervalles
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propres sont disjoints. Ainsi, ils ne sont pas re´ellement contradictoires, mais s’appliquent a`
diffe´rents sous-ensembles de donne´es.
On peut observer une tre`s forte diminution des valeurs des supports graduels, illustre´e
par exemple sur ces quatre motifs.
3.5.2 Comparaison des deux approches d’extraction
Le tableau 3.5 quantifie les re´sultats obtenus, en indiquant le nombre de motifs ge´ne´-
re´s, contradictoires et valide´s pour chacune des deux me´thodes d’extraction propose´es ; le
tableau 3.6 de´taille le nombre de motifs valide´s selon la longueur des motifs pour les deux
approches. Il donne aussi des indications sur la longueur des motifs graduels e´carte´s par la
me´thode inte´gre´e.
Pour l’approche a posteriori, les 835 motifs ge´ne´re´s sont ceux de GRITE. Ils correspondent
a` 717 motifs posse´dant au moins un contradicteur, ainsi la proportion de motifs contradic-
toires compare´e au nombre de motifs ge´ne´re´s est de 86%. Les 118 autres motifs n’ont pas
de contradicteur et sont valides. A` la fin du processus de traitement, 546 motifs graduels
sont valide´s, c’est-a`-dire que 428 motifs correspondent a` des motifs graduels contradictoires
valide´s. Nous observons que, meˆme si la proportion des motifs contradictoires est e´leve´e, la
proportion des motifs contradictoires valide´s est aussi e´leve´e : elle est de 428/717 = 60%.
Ceci signifie beaucoup d’entre eux posse`dent en fait une plage de valeurs propres ou` ils sont
seuls ve´rifie´s.
Par construction, il n’y pas de diffe´rence entre les approches pour les motifs de longueur 2.
La proportion de suppression par rapport aux motifs contradictoires vaut 36%. En revanche,
aucune suppression n’est produite a` partir du niveau 3 avec l’approche inte´gre´e, contrairement
a` l’approche a posteriori ou` 64% des motifs de longueur supe´rieure a` 3 sont supprime´s. La
proportion de suppression totale par rapport au nombre de motifs ge´ne´re´s dans l’approche
inte´gre´e est e´gale a` 8%. Elle est donc, comme attendu, infe´rieure a` celle de l’approche a
posteriori qui est e´gale a` 35%.
Globalement, on constate que la me´thode inte´gre´e ge´ne`re le´ge`rement moins de motifs,
(11 de moins), que la me´thode a posteriori, en identifiant un sous-ensemble seulement. Cette
diffe´rence est due au fait que la me´thode inte´gre´e modifie les matrices de concordance de`s le
niveau 2 : lors de ces modifications, des objets qui appartiennent a` un chemin complet valide
au niveau infe´rieur sont supprime´s. Aussi, un chemin qui aurait pu eˆtre support d’un motif de
niveau supe´rieur ne l’est plus. Plus pre´cise´ment, le proble`me vient du choix du sous-chemin,
infe´rieur ou supe´rieur, dans le calcul des chemins propres : le choix optimal au niveau 2 ne l’est
pas ne´cessairement pour les niveaux suivants. En effet, lors du couplage avec un item graduel
supple´mentaire, il est possible que le sous-chemin rejete´ se re´ve`le pre´fe´rable au sous-chemin
choisi.
A` partir de la longueur 6, les motifs valide´s sont les meˆmes dans les deux me´thodes, ce
qui s’explique par le fait que les motifs de longueur 5 obtenus uniquement dans l’approche a
posteriori ne conduisent pas a` des motifs de longueur 6.
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] de motifs ge´ne´re´s ] de motifs contradictoires ] de motifs valide´s
A posteriori 835 717 546
Inte´gre´e 583 132 535
Tableau 3.5 – Nombre de motifs ge´ne´re´s, contradictoires et valide´s pour les deux approches.
Longueur des motifs
2 3 4 5 6 7
A posteriori 84 148 118 118 66 12
Inte´gre´e 84 144 113 116 66 12
Tableau 3.6 – Nombre de motifs valide´s par niveau pour les deux approches.
Figure 3.6 – Temps de calcul et consommation me´moire en fonction du seuil de support
minimal pour les deux approches.
Le tableau 3.7 montre le nombre de motifs extraits par les deux me´thodes pour diffe´rents
seuils de support : on observe que, comme pre´ce´demment, les me´thodes sont proches quelle
que soit la valeur de s et que c’est toujours l’approche inte´gre´e qui extrait le´ge`rement moins de
motifs. Ne´anmoins, quand on utilise un seuil de support e´leve´, les deux approches obtiennent
exactement le meˆme re´sultat.
3.5.3 E´valuation des performances
Nous avons e´galement compare´ les performances des deux approches en termes de temps
et de me´moire utilise´s. La figure 3.6 montre cette comparaison des performances en fonction
du seuil de support minimal.
On observe que la consommation de la me´moire est plus e´leve´e pour l’approche inte´gre´e :
environ 550 Mo sont utilise´s pour extraire 535 motifs, tandis que 420 Mo seulement sont
ne´cessaires pour en extraire presque le meˆme nombre avec la me´thode a posteriori. Le temps
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Seuil s (%) a posteriori inte´gre´e
20 546 535
30 437 432
40 361 359
50 137 137
60 63 63
70 3 3
80 0 0
Tableau 3.7 – Nombre de motifs valide´s pour diffe´rents seuils de support minimal.
de calcul est e´galement plus long. Cela est duˆ a` la manipulation et la modification des matrices
de concordance ainsi qu’a` leur sauvegarde a` chaque niveau d’extraction.
La me´thode inte´gre´e apparaˆıt donc comme plus couˆteuse et le´ge`rement plus se´ve`re que la
me´thode a posteriori, bien qu’elle e´vite de ge´ne´rer des contradictions.
3.6 Conclusion
Dans ce chapitre, nous avons conside´re´ le proble`me des motifs graduels contradictoires,
qui pose des difficulte´s de lisibilite´ et d’interpre´tabilite´ pour l’utilisateur. Nous avons formalise´
ces motifs contradictoires, puis nous avons propose´ d’ajouter une information supple´mentaire
qui conside`re une vision globale et non individuelle sur les motifs graduels. Ce comple´ment
d’information conduit a` une nouvelle de´finition de support plus stricte, le support graduel
propre global, modifiant l’ensemble d’objets conside´re´s comme compatibles, afin de pe´naliser
de tels motifs. Ce support ne de´pend pas uniquement du motif lui-meˆme, mais aussi des
motifs contradictoires potentiels.
Nous avons propose´ deux approches d’extraction de motifs fre´quents selon cette de´finition
de support : la premie`re ge`re le traitement inde´pendamment de la ge´ne´ration et la seconde
inte`gre le traitement dans la ge´ne´ration, afin d’e´viter de ge´ne´rer des motifs qui s’appuient sur
des motifs contradictoires.
Les deux approches propose´es extraient des motifs graduels propres, c’est-a`-dire des motifs
sans ambigu¨ıte´ : soit des motifs sans contradicteurs, soit des motifs contradictoires pour les-
quels il y a suffisamment de donne´es propres pour chacun. En effet, ces motifs s’appliquent a`
diffe´rents sous-ensembles de donne´es qui induisent des intervalles sur lesquels ils sont seuls ve´-
rifie´s. Ces motifs peuvent donc eˆtre conside´re´s comme n’e´tant pas re´ellement contradictoires,
et extraits en tant que tels.
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3.6. Conclusion
Le chapitre suivant se focalise sur une telle caracte´risation, par l’identification d’inter-
valles caracte´ristiques de chaque motif. Toutefois, celle-ci ne vise pas a` re´soudre l’ambigu¨ıte´
e´ventuelle entre motifs contradictoires, mais a` augmenter la validite´ des motifs graduels. Elle
est applique´e inde´pendamment pour chaque motif, alors que le traitement de la contradic-
tion propose´ dans ce chapitre adopte un point de vue global, qui traite simultane´ment des
ensembles de motifs contradictoires.
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Chapitre 4. Caracte´risation de motifs graduels
Introduction
L’objectif de ce chapitre est d’introduire un nouveau type d’enrichissement par une carac-
te´risation des motifs graduels. La caracte´risation est exprime´e par des clauses introduites par
l’expression linguistique « surtout si » : les motifs graduels caracte´rise´s peuvent eˆtre illustre´s
par l’exemple « plus on est proche du mur, plus on freine fort, surtout si la distance au mur
est dans [0, 50]m », ou plus ge´ne´ralement « M , surtout si J ∈ R », ou` J est un ensemble
d’attributs, appele´s attributs caracte´ristiques, appartenant au motif graduel M et R est un
ensemble d’intervalles, appele´s intervalles d’inte´reˆt, de´finis pour chaque attribut dans J . Nous
proposons d’interpre´ter les motifs graduels caracte´rise´s comme une validite´ accrue, quand les
donne´es sont restreintes aux objets satisfaisant la clause de caracte´risation.
Cette caracte´risation est donc base´e sur la restriction d’un ensemble a` un sous-ensemble
de donne´es, de meˆme que pour le renforcement introduit dans le chapitre 2. Cependant, la
restriction est de´finie ici par des contraintes d’intervalles extraits automatiquement, et non par
des modalite´s existant dans les donne´es. De plus, les motifs graduels caracte´rise´s s’appliquent
a` des donne´es nume´riques et non a` des donne´es floues.
Cette caracte´risation pre´sente e´galement un lien avec le traitement de la contradiction
de´crit dans le chapitre pre´ce´dent, mais pre´sente des diffe´rences majeures : d’abord, le traite-
ment de la contradiction est un traitement global qui s’applique simultane´ment a` un ensemble
de motifs contradictoires, alors que la caracte´risation s’applique a` un motif individuellement,
sans connaissance a priori du reste des motifs. Ensuite, l’objectif ici est d’identifier un in-
tervalle de valeurs sur lequel la validite´ du motif doit augmenter. Il diffe`re de l’objectif du
traitement de la contradiction qui vise a` garantir la non ambigu¨ıte´ des motifs graduels ex-
traits. Enfin, le traitement de la contradiction garantit un sous-ensemble d’objets propre au
motif conside´re´. Ce sous-ensemble d’objets induit un intervalle de valeurs propre, mais celui-ci
n’est pas identifie´, en raison de la difficulte´ d’identification d’attributs caracte´ristiques dans
le cas de motifs graduels de longueur supe´rieure a` 2.
Dans un premier temps, nous pre´sentons dans la section 4.1 les travaux lie´s a` la proble´-
matique de la caracte´risation, portant sur l’extraction d’intervalles d’inte´reˆt, en particulier
dans le cas d’identification de partition floues. Nous formalisons le proble`me et de´crivons
ensuite le principe de notre proposition dans la section 4.2. Nous de´taillons ensuite les e´tapes
de l’approche propose´e dans les sections 4.3 a` 4.5. Une e´tude et une analyse des parame`tres
de l’approche propose´e sont fournies a` la section 4.6. Enfin, la section 4.7 pre´sente les expe´-
rimentations re´alise´es en soulignant les points forts et les points faibles de notre approche.
Ces travaux ont e´te´ publie´s dans (Oudni et al. 2013b; 2013a).
4.1 Travaux lie´s a` l’identification d’intervalles d’inte´reˆt
D’apre`s la formulation indique´e dans l’introduction, la caracte´risation propose´e peut eˆtre
formule´e comme un proble`me d’identification d’intervalles d’inte´reˆt. Cette section pre´sente
les approches existantes, lie´es a` cette proble´matique dans des contextes diffe´rents.
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Ces intervalles d’inte´reˆt repre´sentent des valeurs nume´riques de´crivant des attributs nume´-
riques : leur identification est donc lie´e a` la discre´tisation des attributs nume´riques continus,
qui consiste a` de´couper le domaine d’un attribut nume´rique en un nombre fini d’intervalles.
Dans cette section, nous pre´sentons d’abord le principe ge´ne´ral de discre´tisation d’attri-
buts nume´riques dans le cadre de l’apprentissage supervise´. Nous de´taillons ensuite la me´-
thode de discre´tisation floue, propose´e par Marsala et Bouchon-Meunier (1996), permettant
l’identification de partitions floues. Cette me´thode est base´e sur les outils de morphologie
mathe´matique dont les principes sont pre´sente´s dans la section 4.4.1 rappelant la de´finition
de la morphologie mathe´matique.
4.1.1 Discre´tisation en apprentissage supervise´
Une partie des me´thodes d’apprentissage automatique s’applique a` des donne´es de´crites
par des attributs a` valeurs discre`tes, comme par exemple la construction d’arbres de de´cision.
Leur mise en œuvre pour des donne´es de´crites par des attributs nume´riques ne´cessite donc de
discre´tiser ces donne´es, c’est-a`-dire de de´couper leur domaine en un nombre fini d’intervalles
chacun identifie´ par un code. Son objectif est de trouver un compromis entre la qualite´ des
intervalles et leur taille. Les crite`res de type χ2 privile´gient la garantie d’une taille suffisante
des intervalles, tandis que ceux base´s sur la mesure de l’entropie privile´gient la qualite´ des
intervalles. Parmi ces me´thodes de discre´tisation, on peut citer par exemple : C4.5 (Quinlan,
1993) qui utilise le crite`re d’entropie de Shannon, CART (Breiman et al., 1984) qui utilise
l’indice de Gini, mesurant l’impurete´ des intervalles, et CHIMERGE (Kerber, 1992) qui utilise
la mesure de χ2 pour fusionner les intervalles de valeur entre eux, jusqu’a` ce qu’un certain
seuil de χ2 soit atteint.
Les mode`les a` base d’arbres de de´cision flous utilisent des me´thodes de discre´tisation
floues, qui construisent des partitions floues sur un ensemble de valeurs des attributs nume´-
riques.
Parmi celles-ci, on peut citer l’approche propose´e par Marsala et Bouchon-Meunier (1996),
base´e sur l’utilisation d’ope´rateurs de morphologie mathe´matique formalise´s a` l’aide de la
the´orie des langages formels. L’approche que nous proposons dans ce chapitre est e´galement
base´e sur ces outils de morphologie mathe´matique, c’est pourquoi nous de´taillons cette ap-
proche ci-dessous.
Parmi les me´thodes de discre´tisation, on distingue classiquement des me´thodes descen-
dantes et ascendantes (voir Boulle´ (2006) pour plus de de´tails). Les me´thodes descendantes
partent du domaine nume´rique complet a` discre´tiser et le scindent en deux re´cursivement ;
les me´thodes ascendantes partent d’intervalles e´le´mentaires mono-valeur et les fusionnent
ite´rativement, jusqu’a` ce qu’un certain seuil du crite`re d’arreˆt utilise´ soit atteint.
Il faut noter que la diffe´rence entre les me´thodes de discre´tisation pre´sente´es dans le
chapitre 1, section 1.1.2 et les me´thodes de discre´tisation en apprentissage supervise´, est que
ces dernie`res inte`grent l’information de classe afin de guider le processus pour obtenir une
discre´tisation discriminante.
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Figure 4.1 – Principe de la me´thode de discre´tisation floue propose´e par Marsala et al. (1995) :
en haut, discre´tisation des valeurs et des e´tiquettes associe´es, au centre, les noyaux identifie´s
et en bas, la partition floue.
4.1.2 Identification de partitions floues
Dans un cadre de construction d’arbre de de´cision flou, c’est-a`-dire un cadre d’apprentis-
sage supervise´, Marsala et Bouchon-Meunier (1996) proposent une approche permettant la
construction d’une partition floue sur un univers de valeurs nume´riques respectant au mieux
la re´partition des classes. Cette approche s’appuie sur les outils de la morphologie mathe´ma-
tique dont les principes sont pre´sente´s plus en de´tail dans la section 4.4.1.
Le principe ge´ne´ral de cette approche est la cre´ation de groupes de valeurs appartenant
a` une meˆme classe, tout en tole´rant certaines valeurs associe´es a` des classes diffe´rentes.
A` titre d’exemple, on peut conside´rer un attribut nume´rique E dont les valeurs de´cri-
vant une base de donne´es sont associe´es aux e´tiquettes + et − de la fac¸on suivante XE :
{(5,+), (7,+), (8,+), (13,+), (14,+), (17,−), (20,+), (21,−), (22,+), (23,+), (25,−),
(29,−), (30,−), (35,−), (36,+), (38,−), (40,+)}, comme illustre´ sur la figure 4.1.
La premie`re e´tape de la me´thode identifie les noyaux des sous-ensembles flous en appli-
quant un filtre morphologique (voir section 4.4.1, page 104) pour regrouper les zones homo-
ge`nes de la distribution des classes. Pour l’exemple de la figure 4.1, elle conduit par exemple
aux deux intervalles disjoints [5; 14] et [25; 35]. La partition floue est ensuite de´termine´e par
construction de fonctions d’appartenance trape´zo¨ıdales ayant ces noyaux.
Plus pre´cise´ment, la premie`re e´tape est base´e sur une transformation de la repre´sentation
nume´rique de l’univers continu des valeurs en une repre´sentation symbolique induisant un mot
(ensemble de caracte`res) ou` chaque symbole repre´sente une classe. Un ope´rateur de filtrage
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Figure 4.2 – Exemple de caracte´risation d’un motif graduel, conduisant a` « plus A, plus B,
surtout si A ∈ [32; 53] ».
est alors applique´ pour transformer ce mot en une se´quence de se´ries de symboles homoge`nes,
comme de´taille´ dans la section 4.4.1. Dans le cadre d’apprentissage supervise´ traitant des
ensembles de donne´es e´tiquete´s, le filtre permet de lisser l’ensemble d’apprentissage pour
de´duire une partition floue.
La me´thode que nous proposons pour extraire une caracte´risation de motifs graduels suit
des principes similaires et se place dans le meˆme cadre. La diffe´rence principale vient de ce
que l’on ne dispose pas de donne´es e´tiquete´es et qu’une transposition au type de donne´es
conside´re´ et a` l’objectif est ne´cessaire comme de´taille´ ci-dessous.
4.2 Formalisation et principe de la me´thode propose´e
Nous pre´sentons ci-dessous notre contribution fonde´e sur les outils de morphologie ma-
the´matique pour l’extraction automatique de motifs graduels caracte´rise´s. Dans un premier
temps, nous pre´sentons le principe et l’interpre´tation de la caracte´risation des motifs graduels
en l’illustrant sur un exemple. Ensuite nous pre´sentons la formalisation propose´e.
4.2.1 Motivations
La figure 4.2 repre´sente un ensemble de donne´es de´crit par deux attributs pour lesquels
le motif graduel I = A≥B≥ est supporte´ par le chemin repre´sente´ par •. Son support graduel
est 14/23 = 60%. Or, on peut observer que la co-variation entre A et B a lieu particulie`rement
dans la partie centrale du graphique, tandis que les donne´es qui ne sont pas en accord avec
le motif se trouvent surtout dans les parties ou` A prend des valeurs basses ou e´leve´es. Plus
pre´cise´ment, si les donne´es sont limite´es aux objets pour lesquels A prend des valeurs dans
l’intervalle [32; 53], graphiquement de´limite´ par les lignes verticales sur la figure 4.2, alors
le support du motif augmente a` 9/10 = 90%. Ceci motive l’extraction du motif graduel
caracte´rise´ A≥B≥ ; surtout si A ∈ [32; 53].
95
Chapitre 4. Caracte´risation de motifs graduels
Plus ge´ne´ralement, nous proposons d’interpre´ter la caracte´risation des motifs graduels
comme validite´ accrue, quand les donne´es sont restreintes aux objets satisfaisant la clause
de caracte´risation. Cependant, pour qu’elle soit informative, une telle caracte´risation ne doit
pas limiter les donne´es drastiquement : il est facile d’atteindre 100% de support, par exemple
en restreignant les donne´es a` un unique couple de points satisfaisant l’ordre induit par le
motif graduel conside´re´. Pourtant, la caracte´risation re´sultante serait trop spe´cifique et non
pertinente. Selon le meˆme principe, dans l’exemple pre´ce´dent, restreindre les donne´es a` l’in-
tervalle plus petit [32; 42] augmente le support a` 100%, mais conduit a` une caracte´risation
trop spe´cifique.
Le principe des motifs graduels caracte´rise´s est donc de trouver un compromis entre un
support e´leve´ et un nombre e´leve´ d’objets lors de la restriction des donne´es a` un sous-ensemble
de donne´es de´finie par les intervalles conside´re´s.
4.2.2 Formalisation
De´finition 4.1 (Motifs graduels caracte´rise´s). Un motif graduel caracte´rise´ est de´fini par
l’expression linguistique « I , surtout si J ∈ R », ou` I est un motif graduel, J un ensemble
d’attributs qui apparaissent dans I et R un ensemble d’intervalles.
Il faut souligner que, dans le cas d’un intervalle V associe´ a` un attribut AV tre`s e´troit,
il est pertinent de remplacer l’expression « surtout si AV est dans [min(V ),max(V )] » par
« surtout si AV e´gal a` val », ou` val est la valeur centrale de l’intervalle. La de´finition du
seuil de´finissant si un intervalle est e´troit ou non peut eˆtre donne´e par l’utilisateur, pour lui
permettre de faire des re´sume´s adapte´s a` ses besoins et pre´fe´rences.
L’ensemble d’intervalles R de´finit une re´gion qui induit une restriction D′ de l’ensemble
de donne´es D, en conside´rant uniquement les donne´es satisfaisant la contrainte de valeur
exprime´e par R.
Le principe expose´ dans la section pre´ce´dente consiste alors a` maximiser a` la fois le
support du motif conside´re´ I sur les donne´es restreintes D′, et le nombre d’objets satisfaisant
les contraintes d’ordre sur D′, c’est-a`-dire
max
R
|D′| (4.1)
max
R
SGD′(I) (4.2)
ou` SG repre´sente le support graduel rappele´ dans l’e´quation (1.7), page 40.
Un compromis doit eˆtre trouve´ entre ces deux objectifs qui peuvent eˆtre contradictoires :
en effet, une augmentation de la taille du sous-ensemble D′ peut conduire a` la diminution de la
proportion d’objets compatibles avec l’ordre induit par le motif conside´re´. Ce phe´nome`ne peut
eˆtre illustre´ avec l’exemple pre´ce´dent : l’intervalle [32; 53] satisfait l’objectif de l’e´quation (4.1),
mais il ne satisfait pas l’objectif de l’e´quation (4.2). Au contraire, l’intervalle [32; 42] satisfait
l’objectif de l’e´quation (4.2) et non celui de l’e´quation (4.1).
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De´finition 4.2 (Motif graduel caracte´rise´ valide). Un motif graduel caracte´rise´ I est dit
valide si est seulement si le motif graduel sous-jacent est valide et le re´sultat de l’e´quation (4.2)
est supe´rieur a` un seuil sc, fixe´ par l’utilisateur.
4.2.3 Principe ge´ne´ral
Afin d’identifier les motifs graduels caracte´rise´s valides, une approche na¨ıve et trop couˆ-
teuse pourrait consister a` re´aliser une discre´tisation pre´alable. Selon cette approche, on pou-
vait introduire des modalite´s binaires pour chaque clause de caracte´risation possible (valant
1 si la valeur appartient a` l’intervalle candidat, 0 sinon) sur lesquelles on pourrait appliquer
l’approche du renforcement. Cependant, cela conduit a` un grand nombre de possibilite´s et ne
permet donc pas d’identifier les modalite´s pertinentes de manie`re efficace.
Aussi, une me´thode inte´gre´e recherchant directement des intervalles associe´s est propo-
se´e. Celle-ci est base´e sur l’utilisation d’outils morphologiques mathe´matiques de´taille´s dans
la section 4.4.1 et de´compose la taˆche d’identification des attributs caracte´ristiques et de
leurs intervalles d’inte´reˆt associe´s, en conside´rant successivement chaque attribut composant
le motif graduel conside´re´ I ainsi que chaque chemin supportant I : le calcul du support
graduel restreint SGD′(I) et l’intervalle d’inte´reˆt sont base´s sur la restriction des chemins as-
socie´s a` I. Pour cela, nous identifions d’abord, pour chaque chemin, la restriction candidate :
nous proposons de passer de la repre´sentation nume´rique a` une repre´sentation symbolique
ou` chaque objet appartenant au chemin conside´re´ est repre´sente´ par des + et ou` les objets
restant sont repre´sente´s avec l’un des deux symboles {−, ◦}. Cette phase correspond a` la
phase de transcription des donne´es, de´crite dans la section 4.3. La repre´sentation symbolique
est ensuite traite´e par un filtrage morphologique, de´taille´ dans la de section 4.4. La restric-
tion que nous souhaitons identifier correspond a` la plus grande se´quence de + induite par le
processus de filtrage morphologique. Les ope´rateurs de morphologie mathe´matique refle`tent
de manie`re pertinente la recherche des meilleures restrictions et conviennent pour assurer le
compromis entre les deux e´quations (4.1) et (4.2). Une fois qu’une restriction est identifie´e
pour chaque chemin, un post-traitement est effectue´ sur les diffe´rents chemins : les restric-
tions sont combine´es pour se´lectionner les limites optimales qui correspondent aux limites de
la plus grande restriction identifie´e. Cette phase est de´taille´e dans la section 4.5.
4.3 Repre´sentation symbolique des donne´es : transcription
Cette section pre´sente le processus de passage de la repre´sentation nume´rique des donne´es
a` une repre´sentation symbolique, en de´taillant les re`gles de transcription. Elle illustre ensuite
le calcul de support graduel a` partir de cette nouvelle repre´sentation. Enfin, la dernie`re
partie de cette section prend en compte l’information de la densite´ des donne´es et pre´sente
de nouvelles re`gles de transcription permettant de conside´rer cette information.
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4.3.1 Re`gles de transcription
De´finition 4.3 (Re`gles de transcription). La transcription des donne´es de D pour un motif
graduel I, un chemin D et un attribut A pour lequel un intervalle d’inte´reˆt est recherche´, est
de´finie par le mot compose´ des symboles {+,−, ◦} tel que le ie`me caracte`re est obtenu, selon
les re`gles suivantes :
— o→ + ssi o ∈ D
— o→ − ssi (o /∈ D) ∧ (AmD ≤ A(o) ≤ AMD)
— o→ ◦ sinon
ou` AmD et AMD repre´sentent respectivement les valeurs minimale et maximale de l’attribut
A observe´es pour les objets dans D : AmD = mino∈D A(o) et AMD = maxo∈D A(o).
Le symbole ◦ code les donne´es en dehors des limites du chemin traite´ ; il est ne´cessaire
pour traiter le cas de plusieurs chemins maximaux, comme de´taille´ dans la section 4.5.1.
Les donne´es de la figure 4.2 conduisent par exemple au mot v repre´sente´ sur la partie
infe´rieure de la figure et redonne´ ci-dessous
v = + - - + - + - + + + + + - + + + + - + - + ◦ ◦
4.3.2 Calcul du support graduel a` partir de la repre´sentation symbolique
L’objectif formalise´ dans les e´quations (4.1) et (4.2) peut alors eˆtre transpose´ a` la re-
pre´sentation d’un chemin sous la forme d’un mot : la restriction de l’ensemble de donne´es
correspond a` une sous-partie du mot, et |D′| a` sa longueur. Le support restreint SGD′(I) est
de´fini par le nombre d’objets compatibles, qui sont exactement les objets du chemin ayant e´te´
transcrits comme + . On peut donc de´finir SGD′(I) comme le nombre de +, normalise´ par
le nombre total d’e´le´ments contenus dans cette sous-partie. Dans ce qui suit, pour un mot v,
on note l(v) sa longueur et NP (v) le nombre de + qu’il contient.
De´finition 4.4 (Expression symbolique du support graduel). Le support d’un motif graduel
est e´tendue a` un mot v comme :
SG(v) =
NP (v)
l(v)
(4.3)
Le support le plus e´leve´ est obtenu lorsque la sous-partie conside´re´e du mot est une
se´quence de + qui ne contient pas de symbole −, conduisant a` SGD′ = 1. La plus longue
se´quence de + identifie´e dans v, note´e S(v), a pour taille l(S(v)) et pour support SG(S(v)) =
1.
La question est alors d’e´tendre la taille d’une telle se´quence, S(v), en tole´rant quelques
symboles −, de manie`re a` augmenter la taille de l’ensemble de donne´es restreint, sans trop
de´grader la proportion des + dans la sous-partie conside´re´e. On peut, par exemple, avoir
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dans v, deux se´quences de +, s1 et s2, plus courtes que S(v), et se´pare´es seulement par
une courte se´quence de −, note´e s−. Dans ce cas, la sous-partie du mot compose´e de la
concate´nation s′ = s1s−s2 conduit a` une longue se´quence avec un nombre de + qui reste
e´leve´. Plus pre´cise´ment, l(s′) = l(s1) + l(s−) + l(s2) et SG(s′) = (l(s1) + l(s2))/l(s′).
Le compromis entre la taille et le support e´quivaut a` se demander si l’on pre´fe`re conside´rer
le sous-ensemble de donne´es correspondant a` S(v), qui maximise le support, ou plutoˆt celui
induit par s′, qui a une plus grande longueur au de´triment d’un support infe´rieur. Pour cela,
nous proposons d’exploiter les outils de morphologie mathe´matique que nous rappelons dans
la section suivante. Le support est calcule´ a` partir de la se´quence finale qui sera identifie´e par
ces outils. Cette se´quence appele´e se´quence caracte´ristique est de´finie ci-dessous.
De´finition 4.5 (Se´quence caracte´ristique). Pour un mot v′ re´sultant de l’application des
outils de morphologie mathe´matique, une se´quence caracte´ristique est de´finie comme par un
sous-mot de v′ repre´sentant la plus longue se´quence de +.
La se´quence caracte´ristique est donc la symbolique des objets appartenant a` la restriction
de l’ensemble de donne´es. L’intervalle d’inte´reˆt est de´fini par ses limites qui sont repre´sente´es
par les limites de la se´quence caracte´ristique : il s’agit des valeurs minimale et maximale de
l’attribut pris en compte.
4.3.3 Prise en compte de la densite´
Le principe ge´ne´ral de la caracte´risation illustre´e dans la section pre´ce´dente ne tient pas
compte de la densite´ des donne´es. Cette section illustre la pertinence de la prise en compte
de cette information pour la caracte´risation de fac¸on ge´ne´rale. Cet objectif est traduit par
des re`gles de transcription modifiant le´ge`rement celles introduites dans la de´finition 4.3.
Motivations
Dans le cas ge´ne´ral, il peut arriver que deux sous-ensembles de donne´es diffe`rent par leur
densite´ mais qu’ils soient de meˆme cardinalite´ et donnent le meˆme intervalle caracte´ristique,
comme illustre´ sur la figure 4.3. Les deux cas repre´sentent un sous-ensemble d’une base de
donne´es pour lequel le support est de 100% et qui conduit a` l’intervalle caracte´ristique [8, 42].
Ne´anmoins, pour le cas de droite, il semble plus satisfaisant de restreindre encore l’intervalle,
pour de´finir la clause surtout si A ∈ [26; 29] : le fait d’ignorer les deux premiers objets et
le dernier, isole´s du reste des objets, permet d’identifier une zone dense qui est en effet plus
caracte´ristique du motif.
La densite´ est mesure´e par le nombre d’objets rapporte´ a` la taille de l’intervalle, et permet
de diffe´rencier les deux intervalles caracte´ristiques.
En appliquant ce principe a` l’exemple de la figure 4.2, on conside`re l’intervalle [32; 53]
plutoˆt que [32; 65] : les trois objets repre´sente´s a` droite du chemin conside´re´ ne sont pas pris
en compte, parce qu’ils sont isole´s du reste des objets de l’intervalle [32; 65]. Le support de
cette nouvelle restriction est plus e´leve´ que celui de la restriction pre´ce´dente, qui est de 90%.
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Figure 4.3 – Deux sous-ensembles de donne´es de meˆme cardinalite´ mais de densite´ diffe´rentes,
donnant le meˆme intervalle caracte´ristique.
En revanche, cette restriction contient moins d’objets que la pre´ce´dente, ce qui signifie que
le compromis effectue´ et souhaite´ est diffe´rent du compromis pre´ce´dent.
Nous proposons d’inte´grer l’information de densite´ dans l’extraction d’une se´quence ca-
racte´ristique : nous voulons des se´quences denses, c’est-a`-dire que nous ne souhaitons pas
inte´grer les + isole´s dans une se´quence caracte´ristique. La de´finition d’un symbole « isole´ »
est lie´e a` la taille de l’e´cart qui le se´pare du symbole voisin.
L’objectif consiste alors a` trouver un compromis qui maximise a` la fois le support du
motif conside´re´ I sur D′, le nombre d’objets dans D′ et la densite´ des donne´es dans R.
Insertion et transcription des objets fictifs
Afin de prendre en compte la densite´, nous proposons de ge´ne´rer des objets fictifs, inse´re´s
entre les objets de la base initiale, afin de garantir que l’e´cart entre deux valeurs succes-
sives observe´es pour l’attribut A soit infe´rieur ou e´gal a` e, ou` e est un e´cart minimum fixe´
par l’utilisateur, appele´ e´cart de base. Les re`gles permettant de passer a` la repre´sentation
symbolique sont similaires a` celles de´crites dans la section 4.3.1, mais contiennent une re`gle
supple´mentaire qui permet de repre´senter les objets fictifs inse´re´s.
De´finition 4.6 (Re`gles de transcription avec pre´sence d’objets fictifs). Pour une base de
donne´es D′ compose´e de donne´es de D et des objets fictifs inse´re´s, un motif graduel I, un
chemin D et un attribut A pour lequel un intervalle d’inte´reˆt est recherche´, la transcription
de D′ est de´finie par le mot compose´ des symboles {+,−, ◦} tel que le ie`me caracte`re est
obtenu, selon les re`gles suivantes :
— o→ − si o est un objet fictif
— o→ + si o ∈ D
— o→ −si (o /∈ D) ∧ (AmD ≤ A(o) ≤ AMD)
— o→ ◦ sinon
ou` AmD et AMD repre´sentent respectivement les valeurs minimale et maximale de A sur D.
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Ainsi, pour les donne´es situe´es a` droite de la figure 4.3, si l’on conside`re que l’e´cart minimal
entre deux objets successifs est de 2, alors 2 objets fictifs sont inse´re´s entre le premier et le
deuxie`me objet, 8 objets fictifs sont inse´re´s entre le deuxie`me et le troisie`me objet de gauche
a` droite et 6 objets sont inse´re´s entre le dernier et l’avant dernier objet. En appliquant la
nouvelle transcription, on obtient le mot repre´sente´ ci-dessous.
v =+--+--------+++++++++++++++------+
Calcul du support d’un mot
La nouvelle de´finition du support du mot doit prendre en compte les objectifs fictifs :
rappelons que la restriction de l’ensemble de donne´es correspond a` une sous-partie du mot,
et |D′| a` sa longueur. Le support restreint d’un motif graduel (I), SGD′(I), est de´fini par
le nombre d’objets compatibles, qui sont les objets du chemin ayant e´te´ transcrits comme
+ . On peut donc de´finir le SGD′(I) comme le nombre de +, normalise´ par le nombre total
d’e´le´ments dans cette sous-partie moins le nombre d’objets fictifs inse´re´s.
De´finition 4.7 (Support d’un mot). En notant NF (v) le nombre d’objets fictifs contenus
dans le mot v, le support d’un motif graduel est e´tendu a` un mot comme :
SG(v) =
NP (v)
(l(v)−NF (v)) (4.4)
On peut noter que la formule donne´e dans l’e´quation (4.3) en constitue bien un cas
particulier quand aucun objet fictif n’est ajoute´.
4.4 Filtrage morphologique
L’objectif formule´ dans la section 4.2.2 peut eˆtre atteint en appliquant une me´thode qui
consiste a` filtrer les mots obtenus a` l’issue de la transcription, de telle sorte que les sym-
boles − isole´s n’empeˆchent pas de construire de grands ensembles de donne´es restreints. En
effet, il est alors possible d’augmenter la taille de la se´quence conside´re´e, avec une diminution
limite´e de la proportion de +. De tels effets de filtrage peuvent eˆtre obtenus par l’application
des ope´rateurs de morphologie mathe´matique approprie´s. Le principe consiste a` appliquer un
ope´rateur ϕ sur un mot v, conduisant a` v′ = ϕ(v) afin de combler l’e´cart entre les se´quences
de + dans v, tout en identifiant la plus longue se´quence de + dans v′, S(v′), et en e´valuant
la se´quence correspondante dans v, Sv′(v), avec une longueur l(S(v
′)) et un support
SG(v′) =
NP (Sv′(v))
l(Sv′(v))
Cette section a pour but de de´finir l’ope´rateur de filtrage applique´ au re´sultat du processus
de transcription pour re´pondre a` cet objectif. Tout d’abord, nous pre´sentons un rappel de
morphologie mathe´matique. Nous de´crivons ensuite l’ope´rateur propose´, ainsi que l’analyse
de ses proprie´te´s et de sa pertinence.
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(a) Dilatation (b) E´rosion
Figure 4.4 – Ope´rateurs de dilatation et d’e´rosion
4.4.1 Rappels de morphologie mathe´matique
La morphologie mathe´matique (Coster & Chermant, 1985; Serra, 1988), note´e MM dans
ce qui suit, a e´te´ largement utilise´e pour le traitement d’images et l’analyse fonctionnelle.
Son ide´e premie`re est de comparer une forme a` traiter a` une autre forme ge´ome´trique fixe´e
appele´e e´le´ment structurant. Au-dela` du traitement d’images, la morphologie mathe´matique
a apporte´ une contribution importante dans des domaines varie´s, tels que, par exemple, la
programmation de jeu de go (Bouzy, 1995) pour isoler les blocs d’e´le´ments similaires dans
un univers, ou encore pour la construction de partitions floues (Marsala & Bouchon-Meunier,
1996).
Les ope´rateurs utilise´s ici sont des transpositions des ope´rateurs classiques au cas uni-
dimensionnel, et s’appliquent a` des mots obtenus a` l’issue d’une transcription de l’univers
nume´rique.
Ope´rateurs de base : dilatation et e´rosion
Les transformations morphologiques de base sont la dilatation et l’e´rosion. La dilatation
est de´finie comme l’union avec l’e´le´ment structurant que l’on fait glisser sur l’image. Sous
l’effet de la dilatation, tous les objets « grossissent » d’une partie correspondant a` la taille de
l’e´le´ment structurant. S’il existe des trous dans les objets, c’est-a`-dire, dans le cas des images,
des « morceaux » de fond a` l’inte´rieur des objets, ils sont comble´s et si des objets sont situe´s a`
une distance moins grande que la taille de l’e´le´ment structurant, ils fusionnent. L’effet de cet
ope´rateur est illustre´ sur la figure 4.4(a) : la dilatation permet la fusion des formes proches.
De´finition 4.8 (Dilatation). Pour un espace E, un e´le´ment structurant B et une forme X,
l’ope´rateur de dilatation est de´fini comme : DiB = {x ∈ E,B(x) ∩X 6= ∅}.
L’e´rosion est l’ope´ration duale de la dilatation : sous l’effet de l’e´rosion, les objets de taille
infe´rieure a` celle de l’e´le´ment structurant disparaissent, les autres sont « ampute´s » d’une
partie correspondant a` la taille de l’e´le´ment structurant. S’il existe des « trous » dans les
objets, c’est-a`-dire des « morceaux » de fond a` l’inte´rieur des objets, ils sont accentue´s, et les
objets relie´s entre eux peuvent eˆtre se´pare´s. Cette effet est illustre´ sur la figure figure 4.4(b) :
l’e´rosion permet la suppression des petites formes.
De´finition 4.9 (E´rosion). Pour un espace E, un e´le´ment structurant B et une forme X,
l’ope´rateur d’e´rosion est de´fini comme : ErB(X) = {x ∈ E,B(x) ⊆ X}.
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(a) Ope´rateur d’ouverture (b) Ope´rateur de fermeture
Figure 4.5 – Ope´rateurs d’ouverture et de fermeture
Ope´rateurs d’ouverture et de fermeture
Ces ope´rateurs de base sont ensuite combine´s pour de´finir des ope´rateurs plus complexes.
Une ouverture est la composition d’une e´rosion suivie d’une dilatation. Elle permet la des-
truction des petites formes, relativement a` la taille de l’e´le´ment structurant. Une ouverture
permet d’adoucir les contours, coupe les isthmes e´troits, supprime les petites ıˆles et adoucit
les caps e´troits (Coster & Chermant, 1985). Cette ope´ration est illustre´e sur la figure 4.5(a) :
la forme rectangulaire est supprime´e par l’effet de cette ope´ration.
De´finition 4.10 (Ouverture). Une ouverture est de´finie comme :
OuvB = DiB ◦ ErB
Une fermeture est la composition d’une dilatation suivie d’une e´rosion. Elle permet de
fusionner les formes proches dans l’espace. L’effet d’une fermeture est de boucher les canaux
e´troits, supprimer les petits lacs et les golfes e´troits (Coster & Chermant, 1985). Cette ope´-
ration est illustre´e sur la figure 4.5(b) : les trois formes de l’espace sont fusionne´es par l’effet
de cette ope´ration.
De´finition 4.11 (Fermeture). Une fermeture est de´finie comme :
FerB = ErB ◦DiB
Le filtre alterne´
On note n un entier de´signant le nombre de fois ou` un ope´rateur morphologique est appli-
que´. Un filtre alterne´ d’ordre n est compose´ de n ouvertures successives suivies de n fermetures
successives, applique´es a` une forme de l’espace, avec le meˆme e´le´ment structurant B. Il per-
met la destruction des petites formes, en fonction de la taille de B, tout en fusionnant les
formes proches. Une grande valeur de n ne laisse que les formes de taille suffisante et e´limine
les aspe´rite´s et les vides de taille importante. Le re´sultat de l’application du filtre d’ordre 1
sur la forme X illustre´e avec les ope´rateurs pre´ce´dents est donne´ sur la figure 4.6.
De´finition 4.12 (Filtre alterne´ d’ordre n). Un filtre alterne´ d’ordre n est de´fini par :
n = 1 Filt1 = Fer1 ◦Ouv1
n > 1 Filtn = Fern ◦Ouvn ◦ Filtn−1
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Figure 4.6 – Filtre alterne´ d’ordre 1
La morphologie mathe´matique unidimensionnelle, 1DMM
Les outils de la morphologie mathe´matique, rappele´s ci-dessus, sont ge´ne´ralement appli-
que´s en traitement d’images sur des espaces a` deux dimensions. Marsala et Bouchon-Meunier
(1996) ont conside´re´ un univers unidimensionnel et ont propose´ des outils 1DMM pour ob-
tenir des effets de filtrage permettant de construire des partitions floues dans le cadre de
l’apprentissage supervise´, comme indique´ dans la section 4.1.2. Ces outils s’appliquent a` un
mot de´fini sur un vocabulaire binaire, note´ {+,−}, ou` chaque symbole est associe´ a` une classe
et ou` il existe une syme´trie entre les deux symboles. Les auteurs ont de plus introduit un
symbole particulier, note´ u, pour marquer les zones du mot modifie´es lors de l’application
des ope´rateurs. Elles sont interpre´te´es ensuite comme des se´quences incertaines, c’est-a`-dire
des se´quences ou`, apre`s le processus de filtrage d’un mot, les classes sont tre`s me´lange´es. Ces
ope´rateurs transforment donc un mot de´fini sur le vocabulaire binaire, {+,−}, en un mot de´-
fini sur un vocabulaire ternaire {+,−, u}. Un ope´rateur de filtrage s’appliquant a` un mot est
e´galement de´fini par les deux ope´rateurs d’ouverture et de fermeture, eux-meˆmes construits
a` l’aide d’ope´rateurs d’e´rosion et de dilatation.
Lorsque le filtre d’ordre n est applique´ a` un mot en utilisant un e´le´ment structurant de
taille 1 (un + ou un −), les petites se´quences de moins de 2n symboles (c’est-a`-dire infe´rieur
strictement a` 2n, sont transforme´es en se´quences incertaines (repre´sente´es par des u), et les
se´quences compose´es de meˆmes symboles se´pare´es par moins de 2n symboles diffe´rents de
ceux qu’elles contiennent, sont regroupe´es, et ainsi nomme´es se´quences certaines. Ces deux
types de se´quences sont utilise´s pour construire la partition floue associe´e a` l’attribut en
question. Les se´quences certaines correspondent aux noyaux des sous-ensembles flous de la
partition.
Nous illustrons ces principes sur l’exemple de la base d’apprentissage XE pre´sente´ dans la
section 4.1.2. L’ope´rateur de transcription remplace chaque valeur observe´e par son e´tiquette,
+ ou − et conduit au mot
v = + + + + +−+−+ +−−−−+−−
En appliquant un filtre d’ordre 1 sur le mot v = + + + + +−+−+ +−−−−+−−,
on obtient le mot
v′ = u+ + + uuuuuuu−−uuuu
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Ainsi, deux se´quences incertaines apparaissent dans le mot filtre´, ainsi qu’une se´quence
de + et une se´quence de −. Ces deux dernie`res se´quences sont utilise´es comme noyaux des
sous-ensembles flous de la partition floue.
4.4.2 Ope´rateurs propose´s
Dans le cas de la caracte´risation des motifs graduels, les mots modifie´s sont de´finis sur le
meˆme ensemble de symboles que celui des mots initiaux. Ainsi, contrairement a` l’approche
de Marsala et Bouchon-Meunier (1996), nous n’introduisons pas de nouveau symbole qui
conserve la trace des positions du mot ou` l’ope´rateur conduit a` des modifications. D’autre
part, cet ensemble est ternaire, de`s le de´but, de par le symbole ◦ qui encode les donne´es en
dehors des limites du chemin traite´. Le symbole ◦ n’est pas modifie´ par un ope´rateur conside´re´.
Une autre spe´cificite´ de la caracte´risation est l’absence de syme´trie entre le symbole + et le
symbole − : l’effet est entie`rement focalise´ sur les se´quences de +, alors que dans le cas des
partitions floues, les se´quences de − jouent des roˆles e´quivalents aux se´quences de +.
Cette section de´crit les ope´rateurs propose´s pour effectuer le filtrage souhaite´, qui consti-
tuent des transpositions des ope´rateurs classiques de´finis par la MM pour le cas unidimen-
sionnel.
L’ope´rateur d’e´rosion, note´ Er1, diminue la taille des se´quences + en remplac¸ant les +
externes par des −.
De´finition 4.13 (E´rosion). Pour tout m ≥ 0, l’ope´rateur d’e´rosion s’applique en suivant les
re`gles suivantes :
− +m+2 − −→ − − +m − −
◦ +m+1 − −→ ◦ +m − −
− +m+1 ◦ −→ − − +m ◦
avec le cas limite : − + − −→ − − − .
Les deux dernie`res lignes explicitent la spe´cificite´ du symbole ◦.
Ainsi, pour v =-+++ - - - +
Er1(v) =- - + - −−− -
Ern de´signe la combinaison de n e´rosions successives. On peut observer que l’application de
Ern transforme toutes les se´quences de + de longueur infe´rieure a` 2n, dont chaque e´le´ment
est progressivement remplace´ par −.
Re´ciproquement, l’ope´rateur de dilatation, note´e Di1, diminue les se´quences de − et de´-
veloppe les se´quences de +.
De´finition 4.14 (Dilatation). Pour tout m ≥ 0, l’ope´rateur de dilatation s’applique ensui-
vant les re`gles suivantes :
+ −m+2 + −→ + + +m + +
◦ −m+1 + −→ ◦ −m + +
+ −m+1 ◦ −→ + + −m ◦
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avec le cas limite : + − + −→ + + + .
Par exemple, pour le mot pre´ce´dent v, Di1(v) produit Di1(v) = +++++−++.
Din est la combinaison de n dilatations successives. L’application de Din transforme
toutes les se´quences de − de longueur infe´rieure a` 2n en se´quences de +.
De´finition 4.15 (Ouverture). L’ope´rateur d’ouverture est de´fini de meˆme qu’en morphologie
mathe´matique classique, c’est-a`-dire
Ouvn = Din ◦ Ern
Par exemple, avec le mot
v =--+++++- + + + -+
on a Ouv1(v) =--+++++-+++ - -
et Ouv2(v) =--+++++- - - - - -
L’effet de l’e´rosion est d’e´largir les se´quences de −. La dilatation permet de les re´duire a`
nouveau, sauf dans les re´gions ou` l’e´tape d’e´rosion a supprime´ tous les symboles +, puisqu’il
n’y a plus de symbole + a` propager. Cela signifie que, par rapport au mot initial, l’ope´rateur
d’ouverture comble les vides entre les se´quences de − se´pare´es par moins de 2n symboles +.
De´finition 4.16 (Fermeture). Re´ciproquement, l’ope´rateur de fermeture est de´fini comme
Fern = Ern ◦Din
Par exemple, a` partir du mot utilise´ dans l’exemple pre´ce´dent,
on a Fer1(v) =--++++++++++ -
et Fer2(v) =--+++++++++ - -
L’ope´rateur de fermeture comble le vide entre les se´quences de + se´pare´es par moins de
2n symboles −.
De´finition 4.17 (Filtre alterne´). Le filtre alterne´ est la combinaison re´cursive des ope´rations
d’ouverture et de fermeture :
n = 1 Filt1 = Fer1 ◦Ouv1
n > 1 Filtn = Fern ◦Ouvn ◦ Filtn−1
Pour tout n donne´, l’e´tape d’ouverture,Ouvn, supprime d’abord les se´quences de + courtes,
de longueur infe´rieure a` 2n, en comblant les vides entre les se´quences de −. Les se´quences
de + restantes, qui sont donc de longueur supe´rieure a` 2n + 1, peuvent eˆtre regroupe´es par
l’ope´rateur de fermeture si elles sont se´pare´es par moins de 2n symboles −.
De plus, le filtre alterne´ e´tant de´fini de manie`re re´cursive, ce comportement est applique´
a` la suite des filtres pre´ce´dents, Filtn−1 ◦ Filtn−2 ◦ · · · ◦ Filt1.
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Figure 4.7 – Support (abscisse) et longueur (ordonne´e) des se´quences extraites a` partir de
10 mots ale´atoires chacun repre´sente´ par une couleur et par des filtres alterne´s de Filt1 a`
Filt10 : les points note´s  repre´sentent les re´sultats du filtre et les points note´s on repre´sentent
le support des mots initiaux.
4.4.3 Proprie´te´s du filtre
Dans cette section, nous discutons des proprie´te´s des ope´rateurs propose´s, et plus particu-
lie`rement de celles qui nous permettent d’examiner les caracte´ristiques du sous-mot extrait a`
partir du mot initial. Dans un premier temps, nous pre´sentons les proprie´te´s du comportement
de compromis et d’asyme´trie du filtre, puis nous illustrons ces proprie´te´s sur des exemples.
Comportement de compromis
Il faut d’abord souligner que lorsque n augmente, le filtre alterne´ est a` la fois plus tole´rant
et plus exigeant : il permet en effet de remplacer des se´quences de − plus longues dans
des se´quences de +. Il est donc plus tole´rant aux se´quences de − dans les se´quences de
+. Ne´anmoins, pour effectuer de telles modifications, le filtre alterne´ prend uniquement des
se´quences de − entoure´es par des se´quences de + longues : il est donc plus exigeant pour
fusionner les se´quences de +. C’est la raison pour laquelle il met en œuvre un compromis
entre la longueur et la proportion de symboles +, fournissant ainsi un outil inte´ressant pour
extraire les intervalles d’inte´reˆt.
Afin d’illustrer cette proprie´te´, nous avons ge´ne´re´ de manie`re ale´atoire des mots de taille
fixe, e´gale a` 50. Chaque mot est repre´sente´ par une couleur sur la figure 4.7. Les points
repre´sente´s avec les symboles  de´crivent les re´sultats du filtre de taille n allant de 1 a` 10.
Les points repre´sente´s avec les symboles on indiquent le support des mots initiaux.
Le filtre est applique´ sur ces mots dans le but d’observer pas a` pas le comportement du
filtre. La figure 4.7 montre le support et la longueur des se´quences extraites a` partir des 10
mots conside´re´s. Deux types de mots peuvent eˆtre observe´s. Certains sont transforme´s en
mots sans se´quence de +, ce qui conduit a` un support nul et une longueur nulle. Dans ces
mots, les se´quences de + sont trop courtes et un filtre d’ordre faible doit eˆtre applique´ si on
souhaite les garder et parfois meˆme en utilisant un ordre de filtre tre`s faible, par exemple
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e´gale a` 1, ne suffit pas. Un second type de mots montre un compromis entre taille et support :
pour de faibles valeurs d’ordre du filtre, les se´quences de + sont courtes et pures (c’est-a`-dire
un support de 100%), alors que pour des ordres du filtre e´leve´s, plus de symboles − sont
efface´s, ce qui conduit a` des se´quences plus longues mais de support infe´rieur.
On peut e´galement souligner que, ge´ne´ralement, apre`s application des filtres alterne´s
Filtn, soit aucun symbole + n’apparaˆıt dans le mot obtenu, soit la se´quence de + contient
au moins 2n + 1 symboles +. Cela confe`re une garantie sur la taille des se´quences extraites
lors de l’application d’un filtre alterne´.
Proprie´te´ d’asyme´trie
D’apre`s les observations expose´es dans le paragraphe pre´ce´dent, on peut aussi pre´ciser
que la combinaison d’ouverture et de fermeture conduit a` une asyme´trie inte´ressante du filtre
Filtn. En effet, apre`s l’application de Filtn,
— les se´quences de + d’une longueur infe´rieure a` 2n sont remplace´es par des se´quences
de − ;
— les se´quences de − d’une longueur infe´rieure a` 2n et entoure´es de se´quences de + de
longueur supe´rieure a` 2n+ 1 sont remplace´es par des se´quences de +.
Dans les commentaires ci-dessous, les de´finitions de « courte » et « longue » sont donne´es
par rapport a` la valeur du filtre 2n.
Cette proprie´te´ d’asyme´trie du filtre montre que les se´quences de + courtes sont incon-
ditionnellement remplace´es par des se´quences de −, alors que le remplacement de courtes
se´quences de − impose des conditions sur la longueur des se´quences de + qui les entourent.
Cette proprie´te´ est tre`s pertinente dans le contexte de la caracte´risation de motifs graduels.
Elle se concentre sur les symboles +, et est lie´e a` l’obligation de ne pas de´grader la valeur du
support de´fini dans l’e´quation (4.3), lorsque les se´quences de + sont fusionne´es en ajoutant
quelques symboles −. En revanche, un ope´rateur de fermeture fusionne les se´quences de +
inde´pendamment de leur longueur, ce qui peut conduire a` de longues se´quences ayant un
support faible. Le filtre alterne´ permet de fusionner les se´quences de − uniquement si elles
sont entoure´es de se´quences de + plus longues.
Illustrations
Nous conside´rons tout d’abord l’exemple du pire cas pour l’ope´ration de Fern ◦ Ouvn,
c’est-a`-dire le cas ou` la se´quence obtenue a le support le plus faible : il correspond a` la
se´quence obtenue a` partir d’un mot qui contient le maximum de symboles −. Rappelons
que, pour fusionner deux se´quences de +, celles-ci doivent eˆtre se´pare´es par au maximum
2n symboles − et doivent elles-meˆmes contenir au minimum 2n+ 1 symboles +. Le pire cas
contient alors le maximum de −, 2n, et le minimum de +, 2n + 1, de chaque cote´ de la
se´quence de −. Ce mot correspond a` v = +2n+1 −2n +2n+1. La combinaison Fern ◦ Ouvn
transforme en une se´quence de + le mot initial v = +2n+1 −2n +2n+1. Sv′(v) est de longueur
6n+ 2 et a un support de (4n+ 2)/(6n+ 2). Ce dernier est donc toujours supe´rieur a` 0.66.
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Figure 4.8 – Support (abscisse) et longueur (ordonne´e) des se´quences extraites a` partir de 10
mots ale´atoires chacun repre´sente´ par une couleur, par des filtres alterne´s de Filt1 a` Filt10
et par des fermetures de Fer1 a` Fer10 : les points note´s  repre´sentent les re´sultats du filtre,
les points note´s on repre´sentent le support des mots initiaux et les points note´s • repre´sentent
les re´sultats de la fermeture applique´e aux 10 mots.
Pour une ope´ration re´duite a` une fermeture de taille n, le pire cas est obtenu pour le
v = +−2n−, qui est transforme´ en v′ = +2n+2. Il est donc de longueur 2n+2, et son support
est de 2/(2n+ 2). Le support peut donc eˆtre tre`s faible. Un tel ope´rateur peut ainsi identifier
de longues se´quences de +, mais avec des supports tre`s faibles. En revanche, un ope´rateur
de filtrage transforme le mot initial v en une se´quence de −˜ : le re´sultat du filtre est le mot
v′ = −2n+2 de longueur 2n+ 2.
Le filtre n’identifie donc pas de longues se´quences avec de tre`s faibles supports. L’utilisa-
tion du filtre alterne´ est donc justifie´e par rapport a` l’utilisation d’une simple fermeture.
A` titre illustratif, nous appliquons aux 10 mots choisis ale´atoirement, repre´sente´s sur la
figure 4.7, la fermeture de taille allant de 1 a` 10. La figure 4.8 montre les meˆmes points que
la figure 4.7, auxquels on ajoute les re´sultats de la fermeture applique´e sur ces mots, illustre´s
avec les points note´s •. Chaque couleur repre´sente donc un mot avec ses trois re´sultats : son
support initial, le support et la taille de la se´quence obtenue apre`s application d’un filtre de
taille n, et le support et la taille de la se´quence obtenue apre`s application d’une fermeture
de taille n. On peut observer que, pour les 10 mots, les se´quences obtenues a` l’issue de
l’application de l’ope´rateur de fermeture ont des tailles importantes, allant meˆme jusqu’a` la
taille maximale (50), mais avec des supports tre`s faibles par rapport a` ceux obtenus avec
application de l’ope´rateur de filtrage.
L’examen du pire des cas du filtre alterne´ est plus complexe, en raison de la de´finition
re´cursive qui peut conduire a` un support infe´rieur a` la valeur calcule´e ci-dessus. En effet,
comme Filtn(v) = Fern ◦ Ouvn ◦ Filtn−1(v), le pire cas de Fern ◦ Ouvn, c’est-a`-dire la
se´quence +2n+1 −2n +2n+1 qui conduit a` la se´quence +2n+1 peut eˆtre obtenue comme le
re´sultat de Filtn−1, c’est-a`-dire correspondre a` moins de + encore dans le mot initial : elle
peut en effet avoir e´te´ construite par fusion de sous-se´quences de +, ou par comblement, par
l’effet du filtre pre´ce´dent. Il est donc possible que moins de symboles + se re´fe`rent au mot
initial.
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Cet effet de consolidation peut eˆtre vu comme suit : la se´quence construite par Filt1 avec
le plus petit nombre de symboles + initiaux est u1 = +
3 −2 +3, de longueur 8. Ainsi, la
se´quence construite par Filt2 avec le plus petit nombre de symboles + est u2 = u1 −4 u1.
Plus ge´ne´ralement, en notant un la se´quence construite par Filtn avec le plus petit nombre
de symboles +, on a la relation re´cursive un+1 = un −2n un. Les tailles et les supports de ces
se´quences, note´es respectivement Cn et Sn, ve´rifient{
C1 = 8
Cn = 2Cn−1 + 2n
{
SNN1 = 6
SNNn = SNNn−1
{
Sn =
SNNn
Cn
La combinaison Fern ◦Ouvn transforme le mot initial en une se´quence de + a` savoir dans
le cas ge´ne´ral, en une se´quence de longueur Cn = 2Cn−1+2n et en un support Sn = SNNn2Cn−1+2n ,
qui est supe´rieur a` 0.66.
4.5 E´tape d’agre´gation
La me´thode de´crite dans les sections pre´ce´dentes pre´sente l’extraction d’une se´quence
caracte´ristique pour un chemin donne´. Or, dans le cas ge´ne´ral, un motif graduel est ve´rifie´ par
plusieurs chemins complets, qui peuvent correspondre a` plusieurs se´quences caracte´ristiques.
Cette section de´crit l’ope´rateur d’agre´gation propose´ pour combiner les re´sultats obtenus a`
partir de ces chemins, puis discute des chemins a` prendre en compte.
4.5.1 Ope´rateur propose´
Principe
Un motif graduel peut eˆtre ve´rifie´ par plusieurs chemins, chacun conduisant a` une se´quence
caracte´ristique. Par exemple, pour les donne´es repre´sente´es sur la figure 4.2, page 95, le motif
« plus A, plus B » est ve´rifie´ par deux chemins maximaux. La repre´sentation symbolique de
ces derniers conduit aux mots v1 et v2 repre´sente´s sur la figure 4.9, qui chacun a` leur tour
conduisent a` une se´quence caracte´ristique, repre´sente´e respectivement par Sv1 et Sv2 . Dans
ce cas simple, un accord e´leve´ entre les deux se´quences identifie´es est observe´, et la se´quence
caracte´ristique re´sultante, Sc, est leur intersection. En effet, dans le cadre de la caracte´risation
conside´re´e, seuls les e´le´ments les plus repre´sentatifs sont souhaite´s, ce qui justifie une fonction
d’agre´gation se´ve`re.
Fonction d’agre´gation propose´e
La fonction d’agre´gation, Agg, s’applique a` des mots de´finis sur {+,−, ◦}, ayant la meˆme
longueur, e´gale a` la somme du nombre d’objets dans le jeu de donne´es D et du nombre
d’objets fictifs ajoute´s. Elle s’applique successivement a` chaque e´le´ment du mot et fournit en
sortie un mot de´fini sur {+,∅}. Le symbole ∅ repre´sente les valeurs sur lesquelles le motif
110
4.5. E´tape d’agre´gation
v1 + - - + - + - ++++++ - +++ - + - +◦ ◦
v2 + - + - - ++++++ - +++++ - ++◦ ◦ ◦
Filt1(v1) - - - - - - - ++++++++++ - - - - ◦ ◦
Sv1
Filt1(v2) - - - - - ++++++++++++ - - - ◦ ◦ ◦
Sv2
Agg ∅∅∅∅∅∅∅++++++++++∅∅∅∅∅∅
Sc
Figure 4.9 – Agre´gation des se´quences caracte´ristiques obtenues pour plusieurs chemins.
n’est pas caracte´rise´. La fonction Agg propose´e est syme´trique et de´finie comme suit, pour
toutes les paires possibles de symboles :
Agg : {+,−, ◦}2 → {+,∅}
(s1, s2) 7→ s
s1 +++−−◦
s2 +◦−◦−◦
Agg(s1, s2) ++∅∅∅∅
Ainsi, les valeurs en dehors d’un chemin, note´es ◦, sont neutres et n’ont pas d’influence sur
les re´sultats ; les valeurs qui sont exclues du chemin sont associe´es au symbole ∅, et sont donc
exclues du re´sultat final. En effet, le symbole ∅ indique les objets transcrits en − ou en ◦, qui
correspondent aux objets neutres ou non compatibles avec le motif conside´re´. Seuls les sous-
mots compose´s de symboles + sont donc conserve´s, car la majorite´ des symboles + de ces sous-
mots correspondent aux objets compatibles transcrits en + lors du processus de transcription.
Ces symboles + repre´sentent alors les valeurs sur lesquelles le motif est caracte´rise´. Ceci est
compatible avec l’objectif de la caracte´risation : seuls les e´le´ments importants et repre´sentatifs
doivent eˆtre pris en conside´ration.
Une fois la se´quence caracte´ristique agre´ge´e, l’intervalle d’inte´reˆt de caracte´risation est
identifie´, de´fini par les valeurs nume´riques des caracte`res limites de la se´quence caracte´ris-
tique : ce sont les valeurs minimale et maximale de l’attribut conside´re´ pour la se´quence de
+ identifie´e.
4.5.2 Chemins conside´re´s
Les chemins conside´re´s pour la transcription et l’agre´gation sont les chemins maximaux
valides, c’est-a`-dire les e´le´ments de L∗s(M). En effet, la prise en compte de tous les chemins
complets L(M) pourrait ge´ne´rer trop de contre-exemples, c’est-a`-dire de symboles − qui
repre´sentent les objets non compatibles, et ainsi conduire a` un re´sultat vide. Ceci peut eˆtre
explique´ par le fait que, dans le processus de transcription, lorsqu’un chemin est transforme´
en repre´sentation symbolique, tous les objets qui ne lui appartiennent pas sont transcrits en
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1
2
3
4
5
6
7
8
Figure 4.10 – Chemin maximal (•) et chemin complet (objets nume´rote´s de 1© a` 8©) pour le
motif « plus A, plus B ».
v1 + − − + − + − + + + + − + + + + + − + − + ◦ ◦
v2 + − + − + − − − − − − − − − + + + − + + ◦ ◦ ◦
Filt1(v1) − − − − − − − + + + + + + + + + + − − − − ◦ ◦
Filt1(v2) − − − − − − − − − − − − − − + + + − − − ◦ ◦ ◦
Agg ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ + + + ∅ ∅ ∅ ∅ ∅ ∅
Figure 4.11 – Agre´gation des se´quences caracte´ristiques obtenues pour un chemin maximal
et le chemin complet repre´sente´s sur la figure 4.10.
−, meˆme si ces objets appartiennent a` un autre chemin du motif conside´re´. Ce phe´nome`ne est
illustre´ sur l’exemple de la figure 4.10, qui repre´sente les meˆmes donne´es que celles repre´sente´es
sur la figure 4.2 illustre´e dans la section 4.5.1. On conside`re v1 le mot correspondant au chemin
maximal D de cardinal 14 repre´sente´ avec • sur la figure 4.10 et v2 le mot correspondant au
chemin complet valide de cardinal 8, repre´sente´ par les objets nume´rote´s de 1 a` 8, extrait de
l’exemple de la meˆme figure.
En appliquant un filtre d’ordre 1 sur les deux mots, on obtient une se´quence de longueur 10
pour v1 et une se´quence de longueur 3 pour v2. Comme, apre`s agre´gation, les objets transcrits
en + dans le mot v1 sont transcrits en − dans v2, ils sont donc repre´sente´s par des ∅. Les
re´sultats obtenus apre`s filtrage des deux mots et le re´sultat de l’agre´gation sont pre´sente´s
dans le tableau 4.11.
Le re´sultat final est une se´quence caracte´ristique de longueur infe´rieure a` celle obtenue
avec le mot issu du chemin maximal. Cela signifie qu’une se´quence caracte´ristique de longueur
10 aurait e´te´ identifie´e si le chemin complet valide n’avait pas e´te´ conside´re´.
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4.6 Discussion sur les parame`tres de la me´thode propose´e
La me´thode propose´e est base´e sur quatre parame`tres : le seuil de support graduel utilise´
pour se´lectionner les motifs graduels fre´quents, s, le seuil de support graduel caracte´rise´ utilise´
pour se´lectionner les motifs graduels caracte´rise´s fre´quents, sc, l’ordre du filtre, n, et l’e´cart
de base e.
Nous discutons ici principalement les roˆles et relations des parame`tres sc et n : nous
e´tudions leurs valeurs optimales et discutons la ne´cessite´ de la pre´sence de ces deux parame`tres
dans l’approche. Une indication pour choisir la valeur de l’ordre du filtre n et pour fixer le
seuil de support de caracte´risation sc est ensuite fournie.
4.6.1 Roˆle individuel des parame`tres
Dans cette section, nous discutons des roˆles individuels des parame`tres cite´s ci-dessus en
nous basant sur leurs proprie´te´s.
Ordre du filtre n
L’ordre du filtre n est un parame`tre essentiel de notre me´thode. En effet, la double condi-
tion, de par sa proprie´te´ de´taille´e dans la section 4.4.3, impose´e par un filtre d’ordre n re´pond
au double objectif fixe´ dans la section 4.2.2 : un filtre d’ordre n influence le nombre de sym-
boles −, ce qui permet d’augmenter le nombre d’objets de D′ dans l’e´quation (4.1). Il influence
e´galement le nombre de symboles +, ce qui permet d’augmenter la valeur du support dans
l’e´quation (4.2) : une augmentation du nombre de − s’accompagne donc d’une augmentation
des +.
Il est important de noter que la satisfaction du double objectif ne signifie pas force´ment
l’utilisation d’un filtre d’ordre e´leve´. En effet, les se´quences de + peuvent eˆtres se´pare´es
par tre`s peu de symboles −, ce qui rend possible leur fusion en utilisant un filtre d’ordre
faible. De plus, l’application d’un filtre d’ordre tre`s e´leve´ peut eˆtre drastique, dans le sens
ou` aucune se´quence caracte´ristique ne peut eˆtre identifie´e a` l’issue de son application et
que par conse´quent aucun motif ne sera caracte´rise´. Ceci peut eˆtre explique´ par la proprie´te´
d’asyme´trie du filtre indique´e dans la section 4.4.3.
Nous en de´duisons qu’il n’existe pas de corre´lation entre le fait de maximiser les objectifs
des e´quations (4.1) et (4.2) et la valeur de l’ordre du filtre. Le choix d’une valeur optimale
de n n’est pas une taˆche triviale, c’est pourquoi des indications pour fixer cette valeur sont
fournies dans la section 4.6.2.
Roˆle de sc
E´tant donne´ que l’application d’un filtre d’ordre n induit une se´quence contenant au moins
2n+ 1 symboles + qui repre´sentent les objets compatibles (voir section 4.4.3, page 108), on
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pourrait envisager de conside´rer que le seuil de support de caracte´risation peut eˆtre fixe´
comme (2n+ 1)/|D|. Toutefois, ceci ne convient pas.
En effet, si ce parame`tre est fixe´ a` une valeur faible et qu’il repre´sente le seuil du support,
alors cela peut engendrer l’identification des se´quences caracte´ristiques tre`s courtes ayant des
supports tre`s e´leve´s, qui ne devraient pas eˆtre valides, puisque leur longueur est tre`s faible.
Mais comme le parame`tre n lui-meˆme repre´sente le seuil du support, alors le motif en question
est valide´ avec une se´quence caracte´ristique de longueur tre`s faible.
Si, au contraire, n est fixe´ a` une valeur tre`s e´leve´e et conside´re´ comme seuil de support,
alors deux types de proble`mes se pre´sentent : soit aucun motif n’est valide´ puisqu’il y a peu
de chance d’identifier des se´quences caracte´ristiques, soit des motifs sont identifie´s avec des
se´quences caracte´ristiques tre`s courtes ayant des supports e´leve´s, en particulier, dans le cas
de multiples chemins ou` la se´quence caracte´ristique finale peut devenir tre`s courte par effet
d’agre´gation.
Pour l’ensemble de ces raisons, la pre´sence de sc est ne´cessaire et n ne peut pas jouer le
roˆle de sc.
Roˆle de l’e´cart de base e
La me´thode propose´e de´pend du parame`tre e, qui de´termine le nombre d’objets fictifs
introduits, et donc le niveau de prise en compte de la densite´ : plus la valeur de e est faible,
plus la contrainte impose´e par la densite´ est importante. Si e est infe´rieur a` l’e´cart mini-
mal emin observe´ entre deux donne´es conse´cutives, aucune clause de caracte´risation ne peut
eˆtre identifie´e : les objets transcrits par des + sont tous se´pare´s par des objets fictifs trans-
crits par des −, et aucune se´quence de + n’est alors identifie´e. Si e est supe´rieur a` l’e´cart
maximal, emax, entre deux valeurs successives, aucun objet fictif n’est introduit et la densite´
n’a pas d’influence sur le re´sultat.
4.6.2 Discussion sur la relation entre les parame`tres n et sc
L’objectif dans cette section est double : il s’agit tout d’abord de souligner les facteurs
qui peuvent avoir un impact sur le choix de la valeur optimale de n, et de de´terminer ensuite
la relation qui peut exister entre n et sc.
Le parame`tre n de´pend directement de l’ensemble de donne´es utilise´. Plus pre´cise´ment,
il de´pend ne´cessairement de la longueur du chemin conside´re´. Ainsi, une premie`re indication
pour choisir la valeur de n est de ne pas fixer celui-ci a` une valeur supe´rieure ou e´gale a` la
longueur du chemin maximal conside´re´ lors de la transcription des donne´es. En effet, seul ses
objets sont transcrit en +. De plus, comme la proprie´te´ du filtre (voir section 4.4.3) pre´cise
qu’apre`s application d’un filtre d’ordre n, une se´quence ayant au moins 2n + 1 symboles +
repre´sentant les objets compatibles est obtenue, n peut eˆtre fixe´ a` une valeur plus faible que
la taille du chemin conside´re´, comme par exemple une valeur e´gale a` taille du chemin divise´e
par 2. Cependant, cette indication n’est pas pertinente pour de´terminer clairement une valeur
optimale pour n. En effet, la longueur d’un chemin peut eˆtre diffe´rente d’un motif a` un autre.
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On peut toutefois prendre en compte la longueur la plus faible des chemins de tous les motifs.
Celle-ci ne peut eˆtre estime´e dans le cas ge´ne´ral, mais elle est contrainte par la valeur du seuil
sc. On peut donc envisager une valeur infe´rieure ou e´gale a` n = |D| × sc/2.
Le parame`tre sc peut avoir un double roˆle : intervenir dans la validation des motifs ca-
racte´rise´s et de´terminer la valeur de n. Si sc est fixe´ a` une valeur faible, alors n doit avoir
une valeur plus faible que celui-ci. En effet, le sous-ensemble d’objets caracte´ristiques obtenu
a` l’issue d’un filtre d’ordre n a` partir duquel le support caracte´ristique est calcule´ contient
au moins 2n + 1 objets compatibles (voir proprie´te´s du filtre, section 4.4.3). n peut alors
eˆtre fixe´, par exemple, a` une valeur e´gale a` sc2 , ou` sc repre´sente le nombre minimum d’objets
compatibles, et non pas en pourcentage.
Si, au contraire, sc est fixe´ a` une valeur e´leve´e, alors l’ordre du filtre peut aussi eˆtre fixe´
a` une valeur e´leve´e. Cependant, pour que le filtre soit efficace, la valeur de n ne doit pas
de´passer n = |D| × sc/2. Toutefois, il est pre´fe´rable de fixer le parame`tre n a` une valeur
infe´rieure a` n = |D| × sc/2. En effet, nous n’avons pas d’information a priori sur la manie`re
dont les symboles + sont distribue´s tout au long du mot a` filtrer : on peut avoir des grandes
se´quences de + se´pare´es de petites se´quences de −, comme on peut avoir des petites se´quences
de + suivies de se´quences se´ries de −. Or, dans ce dernier cas, comme il a e´te´ de´ja` indique´
ci-dessus, un filtre d’ordre n e´leve´, e´gal par exemple a` n = |D| × sc/2, peut ne pas identifier
de se´quences caracte´ristiques, car il transforme toutes les petites se´quences de + en se´quences
de −.
4.7 Expe´rimentations et re´sultats
Nous avons effectue´ une e´tude expe´rimentale de la me´thode de caracte´risation propose´e.
L’analyse des re´sultats est base´e sur la comparaison des supports des motifs graduels avant
et apre`s caracte´risation ainsi que le nombre de motifs extraits dans chacun des cas. En
conside´rant la densite´ des donne´es, une analyse du comportement de l’approche en variant
l’e´cart de base est effectue´e. Puis une comparaison des re´sultats obtenus avec le cas ou` la
densite´ des donne´es n’est pas prise en compte est re´alise´e.
Les expe´rimentations mene´es avec exploitent les meˆmes donne´es que celles utilise´es dans
l’approche propose´e dans le chapitre 3. Ces donne´es sont de´crites en annexe A.1, page 145.
Pour ces expe´rimentations, nous fixons un seuil de support graduel minimal a` s = sc =
20% et l’ordre du filtre a` n = 4.
4.7.1 Motifs caracte´rise´s extraits
Parmi les 835 motifs extraits par GRITE, 509 sont enrichis par une clause de caracte´ri-
sation, soit plus de 60% des motifs extraits. Les motifs caracte´rise´s peuvent eˆtre illustre´s par
les exemples suivants, ayant un SGc parmi les plus e´leve´s :
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Figure 4.12 – Comparaison des supports graduels avant et apre`s caracte´risation.
— Plus la tempe´rature est e´leve´e, moins la vitesse du vent est e´leve´e, surtout si la vitesse
du vent ∈ [1, 10], SG = 36.3%, SGc = 78.6%. Les valeurs de la « vitesse du vent »
varient entre 1 et 14.8.
— Plus la pression est e´leve´e, plus la tempe´rature est e´leve´e, surtout si la tempe´ra-
ture ∈ [13, 19.2], SG = 22%, SGc = 76%. Les valeurs de la « tempe´rature » varient
entre 3.1 et 21.8.
— Moins l’humidite´ est e´leve´e, moins la tempe´rature est e´leve´e, surtout si la tempe´ra-
ture ∈ [8.1, 12.2], SG = 22.8%, SGc = 70%.
La figure 4.12 compare les supports graduels des motifs avant et apre`s caracte´risation.
Elle montre qu’apre`s caracte´risation, tous les supports graduels obtenus sont supe´rieurs a`
ceux obtenus avant caracte´risation, ce qui confirme la validite´ accrue des motifs graduels.
Le support graduel le plus e´leve´ avant caracte´risation est de 42.4%. En revanche, le support
graduel le plus e´leve´ apre`s caracte´risation est de 78.6%, ce qui est bien supe´rieur a` celui
obtenu avant caracte´risation.
4.7.2 Prise en compte de la densite´
Dans cette expe´rimentation, l’e´cart de base de chaque attribut pre´sent dans la base de
donne´es est fixe´ a` l’e´cart moyen entre deux valeurs successives pre´sentes dans la base de
donne´es.
En prenant en compte ainsi la densite´ des donne´es, 461 motifs graduels caracte´rise´s sont
extraits, ce qui correspond a` plus de 55% des motifs extraits (parmi les 835 motifs graduels),
c’est-a`-dire 48 de moins que lorsque la densite´ n’est pas prise en compte. Cela s’explique par
l’insertion des objets fictifs dans les mots transcrits et qui sont conside´re´s comme des − lors
de l’application du filtre.
Le tableau 4.1 compare les trois meilleurs motifs graduels caracte´rise´s obtenus dans la
section pre´ce´dente avec l’approche de caracte´risation sans prise en compte de la densite´,
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Motif SG %
Sans prise en compte Avec prise en compte
clause de caracte´risation SGc % clause de caracte´risation SGc %
M1 36.3 la vitesse du vent ∈ [1, 10] 78.6% la vitesse du vent ∈ [1, 7.4] 86.2
M2 22 la tempe´rature ∈ [13, 19.2] 76 la tempe´rature ∈ [13, 19.2] 76
M3 22.8 la tempe´ra-
ture ∈ [8.1, 12.2]
70 la tempe´rature [9, 11.8] 76.5
Tableau 4.1 – Comparaison des trois meilleurs motifs graduels caracte´rise´s obtenus sans et
avec prise en compte de densite´.
Tableau 4.2 – Nombre de motifs caracte´rise´s extraits en fonction de l’e´cart utilise´ e pour
l’attribut « vitesse du vent »
e emax = 0.1 0.01 0.005 emin = 0.003
# motifs 51 37 7 0
avec ceux obtenus dans cette section avec prise en compte de la densite´. Les motifs graduels
classiques correspondant a` ces motifs caracte´rise´s sont M1, M2 et M3 donne´s ci-dessous :
— M1 : plus la tempe´rature est e´leve´e, moins la vitesse du vent est e´leve´e.
— M2 : plus la pression est e´leve´e, plus la tempe´rature est e´leve´e.
— M3 : moins l’humidite´ est e´leve´e, moins la tempe´rature est e´leve´e.
La figure 4.13 compare les supports graduels des motifs et la figure 4.14 la taille des
se´quences caracte´ristiques, avec et sans prise en compte de la densite´. Les re´sultats sans prise
en compte de la densite´ sont repre´sente´s sur l’axe des abscisses et les re´sultats avec prise en
compte de la densite´ sur l’axe des ordonne´es.
On constate que la me´thode avec prise en compte de la densite´ extrait des motifs avec des
supports plus e´leve´s : le support le plus e´leve´ est de 86.2%, tandis qu’il vaut seulement 78.6%
sans prise en compte de la densite´. En revanche, les longueurs des se´quences caracte´ristiques
obtenues sont plus faibles : la se´quence la plus longue obtenue sans prise en compte de la
densite´ est de 779 contre 777 avec prise en compte de la densite´.
Re´sultats des variations de l’e´cart de base
Le tableau 4.2 montre le nombre de motifs caracte´rise´s extraits en fonction de la valeur
de e, pour l’attribut « vitesse du vent ». Ce dernier est associe´ a` des valeurs comprises entre 1
et 14.8 et son e´cart de base est e = 0.01.
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Figure 4.13 – Comparaison des supports graduels des motifs avec et sans prise en compte de
la densite´.
Comme attendu d’apre`s la discussion sur le roˆle de e de´taille´ dans la section 4.6.1, en
utilisant l’e´cart maximum, on obtient les meˆmes motifs que sans prise en compte de la densite´.
Leur nombre diminue quand e diminue. En effet, seulement 7 motifs parmi les 37 obtenus
avec e = 0.01 sont retenus. De plus, ces 7 motifs sont caracte´rise´s par des se´quences de
longueur tre`s faible et des supports e´leve´s. Ainsi, le premier exemple donne´ dans la sous-
section 4.7.1 est caracte´rise´ par un intervalle tre`s e´troit [4.6, 5] et la longueur de sa se´quence
caracte´ristique est de 57 avec un support de 100%, tandis que la longueur de la se´quence
caracte´ristique pour le meˆme motif en utilisant emax = 0.1 est de 640. En utilisant un e´cart
encore plus faible, aucun motif caracte´rise´ avec l’attribut conside´re´ n’est obtenu.
Lorsqu’on prend un e´cart supe´rieur ou e´gal a` l’e´cart maximal, l’approche extrait les meˆmes
motifs que sans prise en compte de la densite´, c’est-a`-dire les 461 motifs.
4.7.3 E´valuation des performances
En ce qui concerne la consommation en termes de temps et de me´moire, le temps d’extrac-
tion de´pend tre`s fortement du nombre d’attributs et d’objets de la base de donne´es, ainsi que
du seuil de support graduel utilise´. Les expe´rimentations montrent clairement que la phase
de caracte´risation est peu couˆteuse. Pour la base de donne´es re´elles me´te´orologiques (voir
annexe A.1, page 145), le temps d’extraction des motifs graduels caracte´rise´s est d’environ
une minute. Si on regarde le temps ne´cessaire pour, a` la fois la phase d’extraction des motifs
graduels fre´quents et la phase de caracte´risation, alors le temps d’extraction peut eˆtre long
et ne permet pas d’extraction en temps re´el. Toutefois, la phase de caracte´risation elle-meˆme
montre que le temps qu’elle ne´cessite est tre`s acceptable et beaucoup plus faible que celui
de la phase d’extraction de motifs graduels fre´quents avec l’algorithme GRITE. Plus pre´cise´-
ment, 90% du temps total ne´cessaire a` l’ extraction est utilise´ dans l’e´tape d’extraction des
motifs graduels classiques, 10% seulement est utilise´ dans l’e´tape de caracte´risation.
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Figure 4.14 – Comparaison des taille des se´quences caracte´ristiques des motifs avec et sans
prise en compte de la densite´.
4.8 Conclusion
Dans ce chapitre, nous avons propose´ une nouvelle approche permettant la caracte´risa-
tion des motifs graduels, en utilisant une clause linguistiquement introduite par l’expression
« surtout si », afin d’extraire plus d’informations re´sumant un ensemble de donne´es. Cette
approche repose sur l’identification d’intervalles d’inte´reˆt pour les attributs apparaissant dans
le motif conside´re´ et ve´rifiant une contrainte de densite´ des donne´es. La caracte´risation de
motifs graduels conduit a` une meilleure interpre´tation des motifs extraits.
Nous avons propose´ un support graduel de caracte´risation pour mesurer la pertinence
des motifs graduels caracte´rise´s base´e sur une interpre´tation comme validite´ accrue du motif.
L’approche propose´e est base´e sur les outils de morphologie mathe´matique.
La caracte´risation que nous avons propose´e extrait une information distincte de celle
extraite dans le chapitre pre´ce´dent : en effet, l’objectif de la caracte´risation est la validite´
accrue des motifs extraits, tandis que l’objectif du traitement de la contradiction est de
lever l’ambigu¨ıte´ entre motifs. De plus, la caracte´risation est locale (inde´pendante des autres
motifs) et elle se base sur l’identification d’intervalles d’inte´reˆt, alors que le traitement de la
contradiction est global (concerne un sous-ensemble de motifs) et se base sur l’identification
de sous-ensembles d’objets propres a` chacun des motifs contradictoires. Nous avons illustre´
la pertinence de l’approche avec diffe´rentes expe´rimentations sur des donne´es re´elles.
Nous de´finissons aussi les motifs graduels acce´le´re´s, qui qualifient les corre´lations entre
les valeurs d’attributs et contextualisent les motifs graduels par l’expression linguistique «
rapidement »
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Introduction
Les motifs graduels traduisent une variation des valeurs d’attributs, mais ils n’expriment
pas d’information sur la manie`re dont les valeurs des attributs varient par rapport aux autres.
Nous pre´sentons dans ce chapitre un nouveau type d’enrichissement dans le cas de donne´es
nume´riques, permettant de capturer un nouveau type d’information : la rapidite´ avec laquelle
certains attributs varient par rapport aux autres. Nous proposons d’exprimer cette infor-
mation avec l’expression linguistique rapidement, et introduisons la se´mantique des motifs
graduels acce´le´re´s. De tels motifs peuvent eˆtre illustre´s par l’exemple « plus la vitesse du
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vent augmente, plus la distance parcourue par le vent augmente rapidement » ou « plus la
tempe´rature d’un gaz augmente, plus sa pression augmente rapidement ».
Le principe de l’acce´le´ration est naturellement compris comme une augmentation de la
variation de la vitesse, qui peut eˆtre traduite comme une contrainte de convexite´ de la fonction
sous-jacente associe´e aux attributs conside´re´s. Cette contrainte peut eˆtre mode´lise´e comme
une contrainte de covariation supple´mentaire, conduisant a` la de´finition d’un nouveau crite`re
de qualite´ permettant d’e´valuer la validite´ de ces motifs graduels acce´le´re´s, que nous appelons
support graduel acce´le´re´.
Le chapitre est organise´ de la fac¸on suivante : la section 5.1 pre´sente la motivation et le
principe des motifs graduels acce´le´re´s dans le cas de motifs de longueur 2. Dans la section 5.2,
nous de´finissons le support graduel acce´le´re´ qui permet d’e´valuer la pertinence de tels motifs
candidats et illustrons son calcul sur un exemple. La section 5.3 de´taille l’algorithme qui
permet leur extraction et la section 5.4 pre´sente la ge´ne´ralisation de ces motifs a` des longueurs
supe´rieures. Enfin, la section 5.5 illustre et analyse les re´sultats expe´rimentaux obtenus sur
une base de donne´es re´elles.
Ces travaux ont e´te´ publie´s dans (Oudni et al. 2014).
5.1 Motivation et formalisation
Cette section pre´sente l’interpre´tation et le principe des motifs graduels acce´le´re´s, en
l’illustrant sur un exemple, ainsi que la formalisation propose´e.
5.1.1 Principe et interpre´tation des motifs graduels acce´le´re´s
Motivation
La figure 5.1 repre´sente deux ensembles de donne´es de meˆme cardinalite´ de´crits par deux
attributs, A en abscisse et B en ordonne´e. Ils conduisent tous les deux a` un meˆme motif
graduelM = A≥B≥ dont le support graduel est 100% dans les deux cas. Sa caracte´risation par
un intervalle donne le meˆme attribut caracte´ristique A, et le meˆme intervalle caracte´ristique,
e´gal a` l’ensemble du domaine de A, c’est-a-dire [0, 18]. Or, on peut observer que la covariation
entre A et B est diffe´rente : un effet d’acce´le´ration des valeurs de B par rapport a` celles de A
est observe´ pour l’ensemble de droite, alors qu’il n’est pas valable pour l’ensemble de gauche.
Ceci motive donc l’extraction d’un motif graduel dit acce´le´re´ dans le cas de la figure de droite
sous la forme « plus A augmente, plus B augmente rapidement ».
Il faut souligner que les motifs graduels acce´le´re´s ne sont pas syme´triques et distinguent
le cas « plus A augmente, plus B augmente rapidement » du cas « plus B augmente, plus A
augmente rapidement », alors que, dans les deux cas, le motif graduel est « plus A augmente,
plus B augmente ».
Il faut souligner e´galement que les motifs graduels acce´le´re´s s’appliquent a` des donne´es
nume´riques, et non a` des donne´es cate´gorielles ou floues.
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Figure 5.1 – Deux ensembles de donne´es, conduisant a` « plus A augmente, plus B augmente
» ou` un effet d’acce´le´ration est observe´ pour l’ensemble de droite et non pour celui de gauche.
Formulation mathe´matique et interpre´tation
Mathe´matiquement, l’effet d’acce´le´ration correspond a` une proprie´te´ de convexite´ de la
fonction qui associe les valeurs de B aux valeurs de A, imposant que son graphe soit «
tourne´ vers le haut » comme illustre´ sur la partie droite de la figure 5.1 : le segment de
droite situe´ entre deux points du graphe de la fonction se situe entie`rement au-dessus du
graphe. Une croissance convexe signifie une augmentation a` un rythme de plus en plus e´leve´
(mais pas ne´cessairement proportionnelle a` la valeur courante), qui est e´quivalent a` l’effet
d’acce´le´ration souhaite´. Pour les fonctions de´rivables, la proprie´te´ de convexite´ est e´quivalente
a` une condition sur la de´rive´e : une fonction de´rivable est convexe si et seulement si sa de´rive´e
est monotone croissante.
Comme les ensembles de donne´es a` partir desquels les motifs graduels acce´le´re´s doivent
eˆtre extraits ne donnent pas acce`s a` la fonction mathe´matique liant les valeurs de A et B,
sa de´rive´e ne peut donc eˆtre calcule´e. Par conse´quent, nous proposons de conside´rer une
discre´tisation, de´finie comme le quotient des diffe´rences successives
(
∆B
∆A
)
lorsque les donne´es
sont ordonne´es par rapport a` leurs valeurs de A. L’attribut sur lequel porte l’adverbe «
rapidement » est au nume´rateur.
Nous proposons donc d’interpre´ter l’effet de l’acce´le´ration comme une augmentation de(
∆B
∆A
)
. Il est important de noter que cette interpre´tation ne tient pas compte de la forme de
la fonction convexe : elle ne fait pas de diffe´rence par exemple entre le fait que la fonction
sous-jacente soit quadratique ou exponentielle. De plus le cas line´aire, pour lequel le quotient
est constant, est un cas limite d’augmentation.
Originalite´
La principale diffe´rence entre les motifs graduels acce´le´re´s et les enrichissements par ren-
forcement ou par caracte´risation pre´sente´s dans les chapitres 2 et 4 respectivement provient de
la nature de la clause additionnelle : pour la caracte´risation et le renforcement, la clause d’en-
richissement a une se´mantique pre´sentielle, dans la mesure ou` la pre´sence de cette contrainte
supple´mentaire conduit a` une restriction de donne´es sur laquelle la validite´ du motif doit aug-
menter. En revanche, comme discute´ plus en de´tail dans les sections suivantes, la se´mantique
123
Chapitre 5. Motifs graduels acce´le´re´s
Figure 5.2 – A≥B≥
(
∆B
∆A
)≤
avec un effet de de´ce´le´ration.
de la clause d’acce´le´ration est graduelle, c’est-a`-dire de meˆme nature que le motif graduel
conside´re´.
5.1.2 Formalisation de l’acce´le´ration
De´finition 5.1 (Motif graduel acce´le´re´). Un motif graduel acce´le´re´ de longueur 2 est de´fini
comme un triplet : A∗1B∗2
(
∆B
∆A
)∗3
, ou` A∗1B∗2 repre´sente un motif graduel, et
(
∆B
∆A
)∗3
repre´-
sente la clause d’acce´le´ration qui compare les variations de B a` celles de A.
∗1 de´termine si « plus A augmente » (∗1 = ≥) ou « plus A diminue » (∗1 = ≤), et ∗2 joue
le meˆme roˆle pour B. ∗3 de´termine si une acce´le´ration ou une de´ce´le´ration est conside´re´e :
∗3 = ≥ conduit a` « plus B augmente rapidement » et ∗3 = ≤ conduit a` « moins B augmente
rapidement » soit aussi « plus B augmente lentement ».
Notre travail est focalise´ sur l’effet d’acce´le´ration, c’est-a`-dire sur les attributs pour les-
quels les valeurs augmentent « rapidement », soit le cas ou` ∗3 = ≥. Ce cas repre´sente le cas
d’une courbe convexe. Le cas ou` ∗3 repre´sente ≤ correspond a` un effet de de´ce´le´ration, comme
illustre´ sur la figure 5.2, qui peut eˆtre de´crit comme « plus A augmente, plus B augmente
lentement ». Il faut noter que cela est e´quivalent a` « plus B diminue, plus A augmente rapi-
dement », a` savoir A≥B≥
(
∆A
∆B
)≥
. Conside´rer uniquement le cas ∗3 = ≥ n’est donc pas une
limitation.
5.2 E´valuation de l’effet d’acce´le´ration
Un motif graduel acce´le´re´ de longueur 2 MMa contient deux composantes : le motif
graduel classique M = A∗1B∗2 et la clause d’acce´le´ration Ma =
(
∆B
∆A
)∗3
. Il doit donc eˆtre
e´value´ en fonction de ces deux e´le´ments. Sa qualite´ est mesure´e a` la fois par le support graduel
classique (e´quation (1.7), page 40) et un support graduel acce´le´re´ qui mesure la qualite´ de
l’acce´le´ration, de´fini dans cette section.
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5.2.1 Pre´-ordre induit par la clause d’acce´le´ration
Le motif graduel M induit un pre´-ordre sur des objets, comme de´fini dans le chapitre 1 ;
la clause d’acce´le´ration
(
∆B
∆A
)∗3
induit e´galement un pre´-ordre note´ Ma , de´fini sur des paires
d’objets.
De´finition 5.2 (Ordre induit par la clause d’acce´le´ration). Pour tout o1, o2, o3 et o4 ∈ D
(o1, o2) Ma (o3, o4)⇔
B(o2)−B(o1)
A(o2)−A(o1) ∗3
B(o4)−B(o3)
A(o4)−A(o3) . (5.1)
ou` A(o) et B(o) repre´sentent respectivement les valeurs des attributs A et B pour l’objet o.
5.2.2 De´finition du support graduel acce´le´re´
Le support de´fini dans cette section permet d’e´valuer la validite´ de l’acce´le´ration de motifs
graduels acce´le´re´s. La qualite´ du motif graduel acce´le´re´ candidat MMa est e´leve´e s’il existe
un sous-ensemble de donne´es qui satisfait simultane´ment l’ordre induit par M et celui induit
par Ma. Par conse´quent, la qualite´ de l’acce´le´ration ne´cessite d’abord d’identifier un sous-
ensemble qui ne satisfait que M . Pour cela, l’algorithme GRITE (Di Jorio et al., 2009)
peut eˆtre utilise´ pour identifier les motifs graduels candidats ainsi que l’ensemble de leurs
chemins complets maximaux L∗(M) (voir chapitre 1, page 39).
Pour tout chemin D, le calcul du support graduel acce´le´re´ consiste alors a` identifier un
sous-ensemble de D de sorte que la contrainte
(
∆B
∆A
)∗3
soit e´galement ve´rifie´e.
Notons ϕ la fonction qui permet d’identifier le sous-ensemble d’objets de D tel que
∀o1, o2, o3 ∈ ϕ(D), o1 M o2 M o3 ⇒ (o1, o2) Ma (o2, o3)
De´finition 5.3 (Support graduel acce´le´re´). Le support graduel acce´le´re´ est de´fini comme :
SGa =
1
|D| − 1 maxD∈L∗(M)|ϕ(D)| (5.2)
ou` |D| repre´sente la taille de tout chemin complet dans L∗(M), puisque, par de´finition de
L∗(M), tous les chemins de L∗(M) ont la meˆme taille. |D| − 1 est alors la valeur maximale
possible de ϕ(D) et repre´sente donc le facteur de normalisation. En effet,
(
∆B
∆A
)
n’est pas un
motif graduel classique, car il ne posse`de pas le meˆme ensemble de de´finition : il s’applique a`
des paires d’objets.
La prise en compte des chemins complets maximaux L∗(M) et non de tous les chemins
complets L(M) dans le calcul du support graduel acce´le´re´ donne´ dans l’e´quation (5.2) est
justifie´ de la fac¸on suivante : si un motif graduel acce´le´re´ est extrait en utilisant un chemin
plus court que le chemin maximal, alors un support graduel plus faible est associe´ au motif
graduel a` enrichir et la proportion de donne´es sur lesquelles le support graduel acce´le´re´ est
calcule´ est tre`s faible, ce qui peut induire un support graduel acce´le´re´ tre`s e´leve´. Le proble`me
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(a) A≥B≥
(
∆B
∆A
)≥
avec un support graduel
e´leve´.
(b) A≥B≥
(
∆B
∆A
)≥
avec un support graduel
faible.
Figure 5.3 – Deux ensembles de donne´es pour lesquels le motif A≥B≥
(
∆B
∆A
)≥
a un SG diffe´rent
(45% a` gauche et 22% a` droite) et des SGa = 100% identiques.
qui se pose alors est le fait d’obtenir un motif acce´le´re´ ayant un support d’acce´le´ration tre`s
e´leve´ mais uniquement sur une tre`s petite proportion de donne´es. Cela peut poser des dif-
ficulte´s de lisibilite´ pour l’utilisateur. Pour reme´dier a` cela, prendre en compte uniquement
les chemins maximaux est une solution efficace, car on peut garantir que le sous-ensemble de
donne´es pouvant eˆtre conside´re´ lors du calcul du support graduel acce´le´re´ repre´sente la plus
grande proportion de donne´es ve´rifiant le motif a` enrichir et pouvant eˆtre pertinente pour
l’acce´le´ration. Si celle-ci ne permet pas d’obtenir un support d’acce´le´ration suffisant, alors
une proportion plus faible est conside´re´e comme moins satisfaisante pour valider un motif
graduel acce´le´re´.
5.2.3 Combinaison des crite`res de qualite´
La de´finition de la validite´ classique est ensuite e´tendue pour inte´grer la condition sur SGa.
De´finition 5.4 (Validite´ d’un motif graduel acce´le´re´). Un motif graduel acce´le´re´ MMa est
valide si SG ≥ s et SGa(MMa) ≥ sa ou` sa est le seuil pour le support graduel acce´le´re´ et s
le seuil de support graduel classique.
Il faut souligner que les deux supports SG et SGa sont ne´cessaires pour e´valuer la qualite´
d’un motif graduel acce´le´re´. La figure 5.3 illustre le cas de deux ensembles de donne´es condui-
sant a` un meˆme SGa = 100%, mais avec des SG diffe´rents : il vaut 45% pour l’ensemble de
gauche et 22% pour l’ensemble de droite. En effet, SGa est calcule´ par rapport a` la taille du
chemin, tandis que SG prend en compte le nombre total d’objets.
En combinant les deux composantes, une priorite´ est donne´e a` SG : pour un niveau de
SG donne´, les motifs graduels acce´le´re´s sont compare´s selon leur SGa.
5.2.4 Exemple illustratif
Nous illustrons ici le calcul du support graduel acce´le´re´ donne´ dans l’e´quation (5.2) sur
la base de donne´es de la figure 5.4 contenant n = 10 objets de´crits par 2 attributs nume´rote´s
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Id. A B
1 102 100
2 106 110
3 138 110
4 50 170
5 102 180
6 200 1090
7 400 1090
8 500 1490
9 900 1790
10 1100 1900
Figure 5.4 – Exemple illustratif
D1 A B a1 a2 ϕa1(D1) ϕa2(D1)
1 170 50 0.19 5.2 1
2 180 102 15.17 0.07 2 2
6 1090 200 1.33 0.75 6
8 1490 500 0.75 1.33 8
9 1790 900 0.55 1.82 9
10 1900 1100
Tableau 5.1 – Calcul de ϕa1(D1) et
ϕa2(D1) pour les deux motifs graduels ac-
ce´le´re´s Ma1 et Ma2 .
D2 B A a1 a2 ϕa1(D2) ϕa2(D2)
4 100 102 2.5 0.4 4
5 110 106 10.43 0.1 5 5
6 1090 200 1.33 0.75 6
8 1490 500 0.75 1.33 8
9 1790 900 0.55 1.82 9
10 1900 1100
Tableau 5.2 – Calcul de ϕa1(D2) et
ϕa2(D2) pour les deux motifs graduels ac-
ce´le´re´s Ma1 et Ma2 .
selon les valeurs de l’attribut A. On a pour le motif graduel M = A≥B≥ : L∗(M) = {D1, D2}
avec D1 = {1, 2, 6, 8, 9, 10} et D2 = {4, 5, 6, 8, 9, 10}. Ils ne diffe`rent que par les deux premiers
objets. Dans cet exemple, le seuil de support graduel acce´le´re´ est fixe´ a` 50%.
On note a1 =
∆A
∆B
et a2 =
∆B
∆A
. Les tableaux 5.1 et 5.2 donnent leurs valeurs pour chacun
des deux chemins maximaux ve´rifiant M .
On note Ma1 = A
≥B≥
(
∆A
∆B
)≥
, Ma2 = A
≥B≥
(
∆B
∆A
)≥
les deux motifs graduels ac-
ce´le´re´s candidats. ϕa1(D1), ϕa1(D2) les chemins associe´s a` Ma1 et ϕa2(D1)}, ϕa2(D2)} les
chemins associe´s a` Ma2 .
On constate que les sous-ensembles d’objets de D1 et de D2 qui ve´rifient la contrainte
d’ordre a≥1 sont de taille 2 seulement, soit SGa = 2/5 = 40%, ce qui ne permet pas de valider
le motif graduel acce´le´re´ Ma1 . Au contraire ϕa2(D1)}, ϕa2(D2)} sont tous les deux de longueur
4, soit SGa = 4/5 = 90% validant Ma2 . Ces re´sultats sont compatibles avec l’observation de
la repre´sentation graphique de la figure 5.4 : une acce´le´ration des valeurs de l’attribut B par
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rapport a` celles de A est ve´rifie´e sur le sous-ensemble d’objets {6, 8, 9, 10} commun aux deux
chemins maximaux D1 et D2.
5.3 Algorithme d’extraction
Nous de´crivons dans cette section l’approche que nous proposons pour la ge´ne´ration et la
se´lection des motifs graduels acce´le´re´s compose´s de deux attributs. Elle exploite le paradigme
ge´ne´rer-e´laguer et ope`re en deux e´tapes, applique´es au re´sultat de l’extraction des motifs
graduels par GRITE.
1. Calcul des quotients des e´carts successifs pour chaque chemin.
2. Identification des clauses d’acce´le´ration.
Le pseudo-code de la deuxie`me e´tape est pre´sente´ dans l’algorithme 4 : il prend en entre´e
l’ensemble de motifs graduels fre´quents associe´s a` leurs chemins maximaux, ainsi que le seuil
de support graduel d’acce´le´ration sa. En sortie, il renvoie les motifs graduels acce´le´re´s.
Algorithm 4 Ge´ne´ration des motifs graduels acce´le´re´s
1: Input :M ensemble de motifs graduels fre´quents, sa : seuil de support graduel acce´le´re´.
2: Output :Ma l’ensemble de motifs graduels acce´le´re´s
3: for all M = A∗1B∗2 ∈M do
4: valCourante = 0
5: for all D ∈ L∗(M) do
6: calculer a1 =
(
∆A
∆B
)
et ϕa1(D)
7: calculer a2 =
(
∆B
∆A
)
et ϕa2(D)
8: m = max(|ϕa1(D)|, |ϕa2(D)|)
9: if m > valCourante then
10: clauseAcc = argmax
{a1,a2}
(|ϕa1(D)|, |ϕa2(D)|)
11: valCourante = m
12: end if
13: end for
14: if
valCourante
|D| > sa then
15: Ma ←Ma ∪ clauseAcc≥
16: end if
17: end for
L’algorithme commence par calculer, pour chaque paire d’objets successifs appartenant
a` un chemin maximal D, les variations de l’attribut A par rapport a` B,
(
∆A
∆B
)
, et celles de
B par rapport a` A,
(
∆B
∆A
)
. Il calcule ensuite les supports graduels acce´le´re´s des deux motifs
graduels acce´le´re´s M
(
∆A
∆B
)≥
et M
(
∆B
∆A
)≥
et conserve celui ayant le support graduel acce´le´re´
le plus e´leve´ si celui-ci de´passe le seuil sa. L’ide´e sous-jacente a` ce choix est d’e´viter le conflit
qui peut survenir entre deux motifs pre´sentant un effet d’acce´le´ration de chacun des attributs
qui le composent. Conside´rons ainsi l’exemple illustre´ dans la section pre´ce´dente : si on fixe
un seuil de support graduel acce´le´re´ e´gal a` 30%, alors les deux motifs A≥B≥
(
∆A
∆B
)≥
et
A≥B≥
(
∆B
∆A
)≥
auraient e´te´ extraits simultane´ment conduisant a` une notion d’acce´le´ration
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contradictoire. Celle-ci pourrait eˆtre traite´e avec les principes propose´s dans le chapitre 3,
pour garantir un sous-ensemble d’objets propres a` chacun de ces motifs graduels acce´le´re´s.
Ce traitement est laisse´ comme perspective a` court terme et non effectue´ dans l’algo-
rithme 4 qui se´lectionne parmi les deux candidats celui qui maximise le support graduel
acce´le´re´.
5.4 Ge´ne´ralisation
5.4.1 De´finitions
La de´finition pre´ce´dente conside`re les motifs graduels compose´s de deux attributs. Dans
le cas ge´ne´ral, le motif graduel a` enrichir peut eˆtre compose´ de plusieurs attributs, de meˆme
pour la clause d’acce´le´ration.
De´finition 5.5 (Motif graduel acce´le´re´ ge´ne´ral). Un motif graduel acce´le´re´ ge´ne´ral est de la
forme M = M1M2Ma et tel que
M1 et M2 sont des motifs graduels classiques
M1 ∩M2 = ∅
Ma =
{(
∆Bm
∆An
)≥
, An ∈M1, Bm ∈M2
}
Cette de´finition ge´ne´rale pre´sente trois cas particuliers, selon la taille des motifs graduels
M1 et M2 : le cas ou` |M1| = |M2| = 1, qui correspond au cas de´taille´ pre´ce´demment ; le cas ou`
|M1| = 1 et M2 ≥ 2, et le cas ou` |M1| ≥ 2 et M2 = 1. Ces deux derniers cas sont commente´s
en de´tails dans la section 5.4.3.
Dans le cas ge´ne´ral, la de´finition ci-dessus impose que chaque attribut de M2 pre´sente un
effet d’acce´le´ration pour chacun des attributs de M1 : un tel motif graduel ge´ne´ral est valide
si et seulement si
De´finition 5.6 (Validite´ d’un motif graduel acce´le´re´ ge´ne´ral). Un motif graduel acce´le´re´ est
valide s’il existe deux sous-ensembles de donne´es D et D′ ⊂ D tels que tous les items graduels
pre´sents dans M1 et dans M2 sont ve´rifie´s sur D et
|D|
|D| > s et tous les items graduels pre´sents
dans Ma sont ve´rifie´s sur D
′ et |D
′|
|D| > sa. Formellement, ∀o1, o2, o3 ∈ D′
(o1 M1M1 o2 M1M1 o3) ⇒ ∀An ∈M1, ∀Bm ∈M2, (o1, o2) ∆Bm
∆An
(o2, o3)
Le support graduel acce´le´re´ du motif M = M1M2Ma est calcule´ avec l’e´quation (5.2),
page 125.
Linguistiquement, un tel motif est interpre´te´ comme : plus A1 augmente, ..., plus An
augmente, plus B1 augmente rapidement et ... et plus Bm augmente rapidement. Un tel
motif peut eˆtre illustre´ par les exemples comme « plus l’altitude est basse, plus il y a d’air,
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plus la pression augmente rapidement, plus la tempe´rature augmente rapidement » ou « plus
la vitesse des rafales de vent augmente, plus la vitesse du vent augmente, plus la distance
parcourue par le vent augmente rapidement, plus l’humidite´ augmente rapidement ».
5.4.2 Discussion sur la contrainte impose´e sur la clause d’acce´le´ration
La contrainte imposant que tous les items graduels de M1∪M2 doivent apparaˆıtre dans Ma
soit au nume´rateur, soit au de´nominateur, est justifie´e par le fait que, sans cette contrainte,
on peut rencontrer deux proble`mes illustre´s ci-dessous sur des cas particuliers : un proble`me
d’interpre´tation et l’existence d’une variante plus simple et meilleure qui ve´rifie la contrainte.
En effet, si on autorise le cas d’un motif de la forme A≥B≥C≥
(
∆C
∆A
)≥
(qui ne ve´rifie pas la
de´finition car il manque ∆C∆B
≥
ou ∆B∆A
≥
ou ∆A∆B
≥
), alors ce motif est traduit par la phrase « plus
A augmente, plus B augmente, plus C augmente rapidement ». Toutefois, l’enrichissement est
porte´ uniquement sur le motif graduel compose´ des attributs A et C, a` savoir que la rapidite´
d’augmentation des valeurs de l’attribut C est observe´e uniquement par rapport a` celles de A.
Or d’apre`s la phrase ci-dessus, on comprend que cette augmentation est e´galement observe´e
par rapport a` celles de B. Ce type de motif pose donc un proble`me d’interpre´tation et de
formulation linguistique.
De plus, si l’information sur la rapidite´ d’augmentation des valeurs de l’attribut C par
rapport a` celles de A est observe´e, alors elle est extraite, dans une variante simple, a` partir du
motif graduel compose´ des deux attributs, A et C, sous la forme A≥C≥
(
∆C
∆A
)≥
, traduite par
la phrase « plus A augmente, plus C augmente rapidement ». Cette formulation linguistique
est sans ambigu¨ıte´ et plus adapte´e a` l’information exprime´e. La forme A≥B≥C≥
(
∆C
∆A
)≥
est
en re´alite´ traduite par le motif graduel acce´le´re´ A≥C≥
(
∆C
∆A
)≥
et par le motif graduel classique
A≥B≥C≥ : ces deux motifs expriment toute l’information sans ambigu¨ıte´.
L’exemple pre´ce´dent montre que chaque item graduel de M1 ou M2 doit apparaˆıtre dans
la clause d’acce´le´ration. Il faut noter que celle-ci est plus contraignante encore, car elle impose
qu’il apparaˆıt en combinaison avec tous les items graduels : chaque attribut apparaissant au
nume´rateur, B, doit pre´senter un effet d’acce´le´ration pour tous les attributs A apparaissant
au de´nominateur.
Ainsi, un motif de type A≥B≥C≥D≥
(
∆A
∆C
)≥ (∆B
∆D
)≥
n’est pas autorise´ : car il manque les
items acce´le´re´s
(
∆A
∆D
)≥
et
(
∆B
∆C
)≥
. Pour cet exemple, la contrainte selon laquelle tous les items
graduels doivent apparaˆıtre soit au nume´rateur, soit au de´nominateur de la clause d’acce´le´ra-
tion est ve´rifie´e. La contrainte qui n’est cependant pas ve´rifie´e est le fait que chaque attribut
du nume´rateur doit pre´senter un effet d’acce´le´ration pour tous les attributs apparaissant au
de´nominateur : si l’attribut A acce´le`re par rapport a` l’attribut C, le motif n’exprime pas
d’acce´le´ration de A par rapport a` D et de meˆme l’attribut B acce´le`re par rapport a` l’attribut
D, mais on n’a pas d’acce´le´ration de B par rapport a` C. Un tel motif pose le meˆme proble`me
d’interpre´tation que celui de l’exemple pre´ce´dent : il n’existe pas d’expression linguistique
permettant de conserver toute l’information. Il peut toutefois eˆtre remplace´ simplement par
les deux motifs graduels acce´le´re´s A≥C≥
(
∆A
∆C
)≥
, B≥D≥
(
∆B
∆D
)≥
et le motif graduel classique
A≥B≥C≥D≥, qui expriment toute l’information sans ambigu¨ıte´.
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(a) Clause d’acce´le´ration concernant 2 attri-
buts : plus A augmente, plus B augmente ra-
pidement, plus C augmente rapidement .
(b) Clause d’acce´le´ration concernant 1 attri-
but : plus A augmente, plus C augmente, plus
B augmente rapidement.
5.4.3 Cas particuliers des motifs graduels acce´le´re´s ge´ne´ralise´s
Un motif graduel ge´ne´ral tel que |M1| = 1 et |M2| ≥ 2 Correspond au cas ou` la clause
d’acce´le´ration concerne plusieurs attributs B, dont chacun pre´sente un effet d’acce´le´ration
pour un meˆme attribut, A, qui compose M1. Autrement dit, en notant M1 = A, ∀B ∈
M2,
(
∆B
∆A
)≥
.
La clause d’acce´le´ration est donc interpre´te´e comme une augmentation de
(
∆B1
∆A
)
et . . . et
une augmentation de
(
∆B|M2|
∆A
)
sur un meˆme ensemble de donne´es.
Linguistiquement, un tel motif est interpre´te´ comme : « plus A augmente, ..., plus B1
augmente rapidement et . . . et plus Bm augmente rapidement ». Un tel motif peut par
exemple eˆtre extrait des donne´es artificielles repre´sente´es sur la figure 5.5(a), de´crites par
trois attributs A, B et C, respectivement indique´s par l’abscisse, l’ordonne´e et la taille des
points., avec M1 = A
≥ et M2 = B≥C≥, linguistiquement exprime´ comme « plus A augmente,
plus B augmente rapidement, plus C augmente rapidement ». On observe en effet son support
graduel acce´le´re´ est de 100% : un effet d’acce´le´ration des valeurs des attributs B et C par
rapport a` celles de A pour toutes les donne´es.
Un motif graduel ge´ne´ral tel que |M1| ≥ 2 et |M2| = 1 Correspond au cas ou` la clause
d’acce´le´ration concerne un seul attribut B, pour lequel un effet d’acce´le´ration est pre´sent
pour chacun des attributs composant M1. Autrement dit, M2 = B et ∀A ∈M1,
(
∆B
∆A
)≥
.
La clause d’acce´le´ration est donc interpre´te´e comme une augmentation de
(
∆B
∆A1
)
et . . . et
une augmentation de
(
∆B
∆A|M1|
)
sur un meˆme ensemble de donne´es.
Linguistiquement, un tel motif est interpre´te´ comme dans le cas d’un motif compose´ de
deux attributs : « plus A1 augmente, ..., plus An augmente, plus B augmente rapidement ».
Un tel motif peut eˆtre illustre´ par l’exemple « plus l’altitude est e´leve´e, plus il fait froid, plus
la pluie coule rapidement ».
Ce cas particulier peut eˆtre illustre´ par l’exemple du motif graduel M1M2 = A
≥B≥C≥,
en utilisant l’ensemble de donne´es de la figure 5.5(b) : la figure pre´sente ici une acce´le´ration
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des valeurs du seul attribut B par rapport aux valeurs des deux autres attributs A et C. Elle
repre´sente donc le motif graduel acce´le´re´, qui illustre ce cas particulier, « plus A augmente,
plus C augmente, plus B augmente rapidement ».
5.4.4 Formulation avec fonction convexe a` plusieurs variables
Mathe´matiquement, la notion de fonction convexe est e´galement de´finie pour les fonctions
a` plusieurs variables, et est base´e sur les proprie´te´s de leurs matrices hessiennes.
La de´finition pre´ce´dente s’interpre`te comme la convexite´ de toutes les fonctions fi, telles
que Bi = fi(A1, ..., A|M1|) de´finies sur les meˆmes univers de Ai.
Comme dans le cas des motifs graduels compose´s de deux attributs, une discre´tisation
base´e sur les donne´es conside´re´es peut eˆtre calcule´e pour le cas ge´ne´ral des motifs graduels
acce´le´re´s.
5.4.5 Me´thodes d’extraction : a posteriori et inte´gre´e
Nous pre´sentons ici l’extraction de motifs graduels acce´le´re´s compose´s de plusieurs attri-
buts. Nous proposons pour cela deux approches suivant les meˆmes principes que ceux des
approches de traitement des motifs contradictoires propose´es dans le chapitre 3, page 3.4.1.
La premie`re approche consiste a` conside´rer l’ensemble des motifs fournis par l’algorithme
GRITE, puis a` chercher les clauses d’acce´le´ration a` partir des motifs fournis :M e´tant un motif
graduel fre´quent, il s’agit de ge´ne´rer tous les motifs acce´le´re´s M1M2
∆M2
∆M1
tels que M1 ⊆ M ,
M2 ⊆ M , M1 ∩M2 = ∅ et M1 ∪M2 = M . Le but de la seconde approche est d’e´viter de
ge´ne´rer des motifs graduels de longueur k + 1 s’appuyant sur des motifs de longueur k pour
lesquels aucune clause d’acce´le´ration n’a e´te´ identifie´e, et qui peuvent donc eˆtre e´limine´s, afin
de filtrer davantage en cours de ge´ne´ration. En d’autres termes, la ge´ne´ration des motifs du
niveau k+ 1 s’appuie uniquement sur les motifs du niveau k dont le SGa ve´rifie la condition
de support minimum. Cette information est inte´gre´e dans le processus de ge´ne´ration, et plus
pre´cise´ment dans la matrice de concordance (Di Jorio et al., 2009) : celle-ci doit repre´senter
des chemins ve´rifiant les motifs graduels acce´le´re´s et non l’ensemble des chemins supports des
motifs graduels fre´quents.
Approche a posteriori : algorithme efficace pour la ge´ne´ration des clauses d’ac-
ce´le´ration
L’algorithme permettant d’extraire les motifs graduels acce´le´re´s ge´ne´ralise´s de la forme
M1M2
∆M2
∆M1
s’applique successivement a` chaque chemin maximal supportant le motif a` enri-
chir, et cherche a` identifier toutes les conjonctions entre attributs implique´s dans ce motif qui
peuvent pre´senter un effet acce´le´rateur pour le reste des attributs du motif. Nous conside´rons
donc dans ce paragraphe la question de l’identification efficace de ces clauses, afin de limiter
le couˆt de calcul des supports d’acce´le´ration. Pour cela, nous proposons une proce´dure ex-
ploitant la proprie´te´ d’anti-monotonie du support graduel acce´le´re´ par rapport a` la longueur
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des clauses d’acce´le´ration : ainsi, en notant M2 = B, si l’on sait que « M1,plus B augmente
rapidement » ne ve´rifie pas le seuil de support graduel d’acce´le´ration, alors on peut e´liminer
a priori toutes les clauses d’acce´le´ration contenant l’attribut B au nume´rateur.
La proce´dure n’envisage donc pas de ge´ne´rer toutes les clauses d’acce´le´ration compose´es
(qui contiennent au moins deux attributs) pour ensuite se´lectionner celles qui ve´rifient le seuil
de support graduel d’acce´le´ration. Si une clause d’acce´le´ration de longueur k ne ve´rifie pas
le seuil de support graduel d’acce´le´ration, alors toutes les clauses de longueur supe´rieure a` k,
contenant celles de longueur k, ne le ve´rifient pas.
Ainsi, avec cette proce´dure, si B pre´sente un effet d’acce´le´ration pour un attribut A
apparaissant dans M1 (ou pour plusieurs mais pas tous les attributs apparaissant dans M1),
alors le motif graduel acce´le´re´ « M1,plus B augmente rapidement » ne peut donc pas eˆtre
extrait, mais l’information de l’acce´le´ration de B par rapport a` A est exprime´e par le motif
graduel acce´le´re´ « plusA augmente, plusB augmente rapidement » extrait au niveau infe´rieur,
sous condition qu’il ve´rifie le seuil de support.
Approche inte´gre´e : construction de la matrice de concordance
La construction de cette matrice est base´e sur les graphes de pre´ce´dence, comme propose´
par Di Jorio et al. (2009) (voir section 1.2.3, page 38). Les donne´es sont repre´sente´es dans
un graphe dont les nœuds sont les couples d’objets successifs de la base de donne´es selon
la contrainte d’ordre du motif conside´re´, et les arcs expriment les relations de pre´ce´dence
induites par les attributs implique´s dans les motifs conside´re´s. Il faut noter que ce sont des
paires d’objets conside´re´es ici, et non des objets comme dans l’algorithme de base (Di Jorio
et al., 2009), car on s’inte´resse aux attributs graduels non classiques de la forme
(
∆B
∆A
)
.
Ces attributs ne posse`dent pas le meˆme ensemble de de´finition que les attributs graduels
classiques : mais s’appliquent a` des paires d’objets successifs.
Ce graphe est repre´sente´ par sa matrice d’adjacence, sous forme d’une matrice binaire
n(n−1)
2 : s’il existe un ordre entre le couple d’objets (o1, o2) et un couple d’objets (o2, o3),
alors le bit correspondant a` la ligne (o1, o2) et a` la colonne (o2, o3) vaut 1, et 0 sinon.
Autrement dit, pour un motif graduel acce´le´re´M = {A∗nn B∗mm ;
(
∆Bm
∆An
)≥
, n = 1..k,m = 1...p},
le coefficient correspondant a` la paire de couples d’objets ((o1, o2), (o3, o4)) vaut 1, si ∀ n ∈ [1, k],
∀m ∈ [1, p], on a

An(o1) ∗n An(o2) ∗n An(o3) ∗n An(o4)
ET
Bm(o1) ∗m Bm(o2) ∗m Bm(o3) ∗m Bm(o4)
ET(
∆Bm
∆An
)
(o1, o2) ≤
(
∆Bm
∆An
)
(o4, o3)
et vaut 0 sinon.
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Le support d’un motif graduel acce´le´re´ peut ensuite eˆtre obtenu a` partir de la longueur
maximale des chemins obtenus. Il est a` noter que cette approche ne s’inte´resse pas aux chemins
eux-meˆmes, mais uniquement a` leur longueur.
Il convient e´galement de noter que si la complexite´ spatiale de la me´moire semble impor-
tante, elle est re´duite de manie`re conside´rable par l’e´limination des nombreuses lignes et des
colonnes nulles.
La pertinence de cette approche vient, d’une part, de sa tre`s grande efficacite´ pour ge´ne´rer
des motifs graduels de longueur l+1 a` partir de motifs de taille l, et d’autre part, de sa capacite´
a` identifier tous les motifs graduels acce´le´re´s dont le support graduel acce´le´re´ de´passe le seuil
de support minimum.
En termes de performances de consommation me´moire et de temps de calcul des deux ap-
proches, nous pouvons pre´ciser, avant d’effectuer les expe´rimentations, que la consommation
de me´moire est plus e´leve´e pour l’approche inte´gre´e que pour la me´thode a posteriori. Cela
est duˆ a` la manipulation des matrices de concordance qui ont une taille plus e´leve´e que celle
des matrices de concordances manipule´es pour l’extraction des motifs graduels classiques et
leur sauvegarde a` chaque niveau d’extraction. En revanche, le temps de calcul peut eˆtre moins
long que celui de l’approche a posteriori, puisque la me´thode inte´gre´e e´vite de ge´ne´rer des
motifs qui seront ensuite e´limine´s du fait de leurs faibles supports.
La me´thode inte´gre´e apparaˆıt donc comme plus couˆteuse en termes de consommation
me´moire, mais plus rapide en termes de temps de calcul. De plus, elle peut ge´ne´rer plus de
motifs graduels acce´le´re´s que la me´thode a posteriori.
5.5 Expe´rimentations et re´sultats
Cette section de´crit les expe´riences mene´es en utilisant l’approche propose´e pour l’ex-
traction des motifs graduels acce´le´re´s sur l’ensemble de donne´es re´elles me´te´orologiques. Ces
donne´es sont les meˆmes que celles donne´es en annexe A.1, page annexe :BDExp, mais elles de´-
crivent des observations re´alise´es pendant une pe´riode diffe´rente, du 15 au 22 de´cembre 2013.
Elle contient 2164 observations.
L’analyse des re´sultats est base´e sur le nombre de motifs graduels extraits et leur qualite´.
En fixant le seuil de support a` s = 20%, 153 motifs graduels sont extraits (de longueur
maximale 3). La figure 5.5 repre´sente le support graduel acce´le´re´ de tous les motifs graduels
identifie´s. On peut observer que les motifs graduels avec SGa infe´rieur a` 20% ne sont pas
nombreux et qu’environ 30% d’entre eux ont un SGa supe´rieur a` 50%. En fixant le seuil du
support graduel acce´le´re´ a` sa = 20%, repre´sente´ par la ligne horizontale sur la figure 5.5, 130
motifs sont conside´re´s comme enrichis par une clause d’acce´le´ration, ce qui correspond a` plus
de 85%. Aucun motif graduel acce´le´re´ de longueur supe´rieure a` 2 n’a e´te´ extrait, faute d’avoir
un SGa suffisant.
Selon la combinaison des crite`res avec priorite´ discute´e dans la section 5.2.3, page 126,
le motif graduel acce´le´re´ le plus inte´ressant est alors celui correspondant au point A sur le
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graphe. Il repre´sente le motif graduel « plus la vitesse du vent augmente, plus la distance
parcourue par le vent augmente rapidement » : son SG est de 100% et son SGa est de 90%.
Il correspond a` un re´sultat attendu de la de´finition propose´e des motifs graduels acce´le´re´s : la
relation line´aire entre ces deux attributs correspond au cas limite de l’acce´le´ration, et obtient
ainsi un support acce´le´re´ e´leve´.
Les autres motifs graduels acce´le´re´s les plus inte´ressants sont alors les deux points situe´s
dans la re´gion B du graphe, qui correspondent respectivement aux motifs graduels
— plus la tempe´rature diminue, plus la pluie accumule´e augmente rapidement : SG = 100%
et SGa = 32%.
— plus l’humidite´ diminue, plus la tempe´rature augmente rapidement : SG = 94.73%,
SGa = 34%.
Les points centraux de la re´gion C dans le graphe montrent un compromis entre SG
et SGa. Ils correspondent a`
— plus la vitesse des rafales de vent augmente, plus la distance parcourue par le vent
augmente rapidement : SG = 54.9% and SGa = 51%.
— plus la vitesse des rafales de vent augmente, plus la vitesse du vent augmente rapide-
ment : SG = 57.3% et SGa = 48%.
Enfin, on peut observer que la majorite´ des motifs graduels acce´le´re´s extraits ont un
support graduel le´ge`rement au-dessus du seuil de 20%, et que beaucoup d’entre eux ont un
support graduel acce´le´re´ e´leve´. On trouve des exemples ayant un SGa e´leve´ dans la re´gion D
dans le graphe, qui comprennent
— plus l’humidite´ augmente, plus la distance parcourue par le vent augmente rapidement :
SG = 22.69% et SGa = 81%.
— plus la pression diminue, plus l’humidite´ augmente rapidement : SG = 20.93% et SGa =
88%.
— plus la tempe´rature ressentie augmente, plus la tempe´rature augmente rapidement :
SG = 22.88% et SGa = 86%.
Il est e´galement inte´ressant d’examiner un exemple sans effet d’acce´le´ration : le motif
graduel repre´sente´ par le point E correspond a`
— plus la pluie accumule´e diminue, plus la tempe´rature ressentie augmente rapidement :
SG = 94.72% et SGa = 10%.
5.6 Conclusion
Dans ce chapitre, nous avons e´tudie´ et formalise´ une nouvelle information inte´ressante qui
re´sume les donne´es : nous avons ainsi propose´ d’enrichir les motifs graduels par qualification
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Figure 5.5 – Support graduel et support graduel acce´le´re´, pour chacun des 153 motifs graduels
extraits.
du mode de de´pendance graduelle entre les valeurs d’attributs implique´s dans le motif consi-
de´re´. Pour cela, nous avons propose´ une nouvelle forme de motifs graduels que nous avons
appele´e motifs graduels acce´le´re´s.
L’extraction de ces motifs graduels acce´le´re´s repose sur l’identification d’attributs inclus
dans le motif graduel conside´re´, dont les valeurs augmentent rapidement par rapport aux
valeurs d’autres d’attributs. La contrainte est interpre´te´e en termes de convexite´ et conduit a`
la de´finition d’un crite`re de qualite´ efficace permettant de quantifier la validite´ de la nouvelle
information extraite.
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Synthe`se des travaux effectue´s
Dans le cadre de la fouille de donne´es, nous nous sommes inte´resse´es a` la contextualisa-
tion et a` l’enrichissement des motifs graduels. Notre objectif e´tait d’identifier de nouveaux
contextes apportant aux motifs graduels extraits pre´cision, meilleure validite´ et facilite´ d’in-
terpre´tation.
Pour re´pondre a` cet objectif, nous avons propose´ plusieurs approches pour lesquelles nous
avons mis en œuvre une me´thodologie en quatre e´tapes. Dans un premier temps, nous avons
e´tudie´ et formalise´ la se´mantique et l’interpre´tation souhaite´es pour les diffe´rentes formes
de motifs enrichis extraits a` partir des donne´es. Nous avons ensuite propose´ des mesures de
qualite´ pour e´valuer et quantifier la validite´ des motifs propose´s. Nous avons ensuite propose´
et imple´mente´ des algorithmes efficaces d’extraction automatique des motifs qui maximisent
les crite`res de qualite´ propose´s. Enfin, nous avons mene´ une e´tude expe´rimentale, a` la fois sur
des donne´es jouets pour e´tudier et analyser le comportement des approches propose´es, et sur
des donne´es re´elles pour montrer la pertinence des approches et l’inte´reˆt des motifs extraits.
Ces derniers permettent de valider l’apport des diffe´rentes formes de motifs propose´es, ainsi
que leur interpre´tation associe´e.
Nous avons tout d’abord mis en œuvre cette me´thodologie pour une contextualisation
des motifs par inte´gration d’attributs comple´mentaires, afin d’extraire les motifs graduels
renforce´s, pour lesquels on utilise une clause de renforcement compose´e de plusieurs attributs
flous et traduite par l’expression linguistique « d’autant plus que ». Nous avons examine´
la transposition de cette notion de renforcement au cas des re`gles d’association classiques
en discutant leurs interpre´tations possibles, en de´finissant les crite`res de qualite´ qui peuvent
eˆtre utilise´s pour mesurer leur pertinence et en e´tudiant leur inte´reˆt par rapport a` des re`gles
d’association classiques. Nous avons montre´ que l’information qu’elles apportent peut eˆtre
exprime´e par des re`gles classiques : le renforcement des re`gles d’association ne repre´sente
ainsi pas d’apport particulier, a` cause de la nature identique, qui est pre´sentielle, de la clause
de renforcement et de la re`gle d’association.
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Nous avons e´galement e´tudie´ une contextualisation par caracte´risation des motifs gra-
duels. Celle-ci conside`re des restrictions de´finies par des contraintes d’intervalles identifie´s
automatiquement, et non des modalite´s existant dans les donne´es. La caracte´risation est ex-
prime´e linguistiquement par des clauses introduites par l’expression « surtout si ». L’approche
propose´e prend en compte des contraintes de densite´, afin de mettre en e´vidence les re´gions
approprie´es du domaine qui sont fortement peuple´es. Nous avons mis en œuvre les quatre
e´tapes de la me´thodologie rappele´e ci-dessus pour cette contextualisation.
Les clauses d’enrichissement par renforcement et par caracte´risation ont toutes les deux
des se´mantiques pre´sentielles, dans la mesure ou` la pre´sence de cette information supple´men-
taire conduit a` une restriction de donne´es sur laquelle la validite´ du motif doit augmenter.
Nous avons mis en œuvre la meˆme me´thodologie dans l’ajout d’une information lie´e a`
un ensemble de motifs et non a` un unique motif. Il s’agit de conside´rer ici un point de vue
global et non individuel sur les motifs, comme cela e´tait le cas dans les approches pre´ce´dentes.
En effet, les proble`mes de la contradiction et de l’ambigu¨ıte´ de l’information extraite par un
motif graduel sont induits par un ensemble de motifs. Pour le traiter, nous avons e´te´ amene´es
a` proposer un crite`re de qualite´ contraint, qui ne de´pend pas uniquement du motif conside´re´,
mais e´galement de ses contradicteurs potentiels. La de´finition du nouveau crite`re est base´e
sur un sous-ensemble d’objets propres pour chacun des motifs contradictoires, qui constitue
un contexte propre au motif conside´re´. Ce contexte e´vite toute ambigu¨ıte´ entre motifs valide´s
et re´pond bien au proble`me de la lisibilite´ et de l’interpre´tation des motifs contradictoires.
Enfin, nous avons mis en œuvre notre me´thodologie afin de qualifier le mode de de´pendance
graduelle pouvant re´sumer un ensemble de donne´es. Cette information permet de capturer la
fac¸on dont les valeurs de certains attributs varient par rapport aux autres, et plus pre´cise´ment
de montrer l’existence d’un effet d’acce´le´ration des valeurs d’attributs. Nous avons traduit
cet effet en termes de convexite´, et propose´ l’expression linguistique « rapidement » comme
traduction de cet effet. Cette nouvelle information est extraite dans ce que nous avons appele´
les motifs graduels acce´le´re´s.
Les expe´rimentations re´alise´es sur des donne´es jouets et re´elles ont permis de mettre en
e´vidence la pertinence de ces diffe´rentes contextualisations de motifs graduels qui formalisent
des re´sume´s enrichis, extrayant des connaissances pertinentes et facilement exploitables par
l’utilisateur.
Perspectives
Les perspectives ouvertes par ces contributions sont nombreuses. Nous les organisons
ci-dessous comme suit : un premier axe de perspectives vise a` approfondir les modes d’en-
richissement propose´s, en particulier le traitement des contradictions, la caracte´risation et
l’acce´le´ration, ainsi qu’a` les combiner pour extraire des contextes plus riches encore. Un
autre axe concerne l’ame´lioration des couˆts de calcul, proble´matique centrale en fouille de
donne´es et en particulier pour l’extraction de motifs fre´quents. Une troisie`me direction de
recherche a` envisager porte sur la ge´ne´ralisation de l’exploitation de motifs graduels.
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Caracte´risation base´e sur le chemin propre global dans le cas des motifs
contradictoires
Dans ce manuscrit, nous avons propose´ une approche visant a` traiter la contradiction des
motifs graduels. Cette approche consiste a` distinguer une plage de valeurs pour chaque motif
ou` il est le seul valide. Cette contrainte nous a amene´e a` de´finir le support graduel propre
global, qui mesure la validite´ des motifs non ambigus.
Il serait inte´ressant de chercher a` exploiter l’information du chemin propre global pour la
contextualisation des motifs graduels.
En effet, il est possible d’identifier un intervalle propre a` chacun des deux motifs contra-
dictoires en deux e´tapes : la premie`re consiste a` identifier l’attribut qui caracte´rise le motif,
la seconde a` de´terminer le sous-ensemble d’objets propres qui induit un intervalle propre au
motif. Ces deux e´tapes sont applicables aux motifs graduels de longueur 2, mais deviennent
complexes pour les motifs de longueur supe´rieure a` 2.
Une telle approche de caracte´risation suit un principe essentiellement diffe´rent de la me´-
thode base´e sur des outils de morphologie mathe´matique pre´sente´e au chapitre 4 : elle adapte
en effet un point de vue global qui traite des ensembles de motifs, et non des motifs in-
dividuels. Une e´tude comparative des re´sultats expe´rimentaux respectifs est a` re´aliser pour
caracte´riser leurs proprie´te´s.
Qualification de l’acce´le´ration
Une perspective lie´e aux motifs graduels acce´le´re´s vise a` les enrichir par l’inte´gration d’une
information sur le type d’acce´le´ration, par exemple afin de distinguer leur force : il est en effet
pertinent de faire la diffe´rence entre une relation quadratique et une relation exponentielle
ou encore une relation line´aire qui correspond au cas limite de l’acce´le´ration.
Une des perspectives de nos travaux vise a` e´tudier les diffe´rents types d’acce´le´ration qu’on
peut obtenir. Cela peut se re´aliser en prenant en compte les valeurs du quotient qui permet
d’identifier l’acce´le´ration. Cette e´tape permet de filtrer la qualite´ de l’acce´le´ration de chaque
motif graduel acce´le´re´. On peut par exemple quantifier le degre´ de l’acce´le´ration avec les
expressions linguistiques « faible acce´le´ration », « acce´le´ration presque constante » ou « forte
acce´le´ration ».
Approfondissement de la caracte´risation des motifs graduels
Concernant le contexte de l’approfondissement de la contextualisation, une autre pers-
pective vise a` caracte´riser les motifs avec un nouvel attribut non implique´ dans le motif a`
caracte´riser, par exemple « plus la tempe´rature augmente, plus la pression diminue, surtout
si l’humidite´ appartient a` [50, 65] % ». Ce principe serait particulie`rement inte´ressant dans le
cas ou` les donne´es comporteraient un attribut temporel ou des attributs cate´goriels de´rive´s
de la date, comme par exemple « plus la tempe´rature augmente, plus l’accumulation de pluie
diminue, surtout en l’e´te´ ».
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Cet axe de recherche soule`ve le proble`me du temps de calcul ainsi que de l’explosion
combinatoire de l’espace de recherche a` explorer. Elle requiert le de´veloppement de me´thodes
efficaces pour e´liminer les motifs contextualise´s non pertinents de`s leur de´tection.
La principale piste de recherche lie´e a` la caracte´risation des motifs graduels concerne
l’approfondissement the´orique de la me´thode propose´e.
Une premie`re direction a` prendre vise a` e´tudier formellement les proprie´te´s du filtre et
l’effet de consolidation sur lesquels est base´e notre proposition : nous avons examine´ ces
proprie´te´s sur des cas pre´cis, et il serait inte´ressant d’e´tendre cette e´tude au cas ge´ne´ral, qui
est complexe en raison de la re´cursivite´ du filtre alterne´ propose´.
Nous avons de plus propose´ une interpre´tation des motifs graduels en tant que validite´
accrue. Nous avons montre´ expe´rimentalement que cette proprie´te´ e´tait ve´rifie´e sur des bases
de donne´es re´elles. Une perspective the´orique inte´ressante consisterait a` prouver formellement
cette proprie´te´, en tenant compte de la liaison existant entre les garanties sur le support mini-
mum et la longueur minimale des se´quences obtenues. Ces crite`res sont lie´s a` l’ordre du filtre
utilise´ et ils sont agre´ge´s implicitement par le filtre. Deux autres perspectives peuvent eˆtre
envisage´es. La premie`re consiste a` ponde´rer le roˆle de chaque crite`re lors de son agre´gation,
bien que ceci ne soit pas e´vident, puisqu’on peut s’interroger dans ce cas sur la manie`re de
ponde´rer ces crite`res. Dans l’hypothe`se ou` une ponde´ration serait trouve´e, il faudrait alors
de´terminer quelle valeur d’ordre du filtre serait optimale pour ve´rifier la pertinence de la pon-
de´ration propose´e. Une autre voie consisterait a` orienter notre me´thode vers l’optimisation
directe du double crite`re et non vers une optimisation individuelle.
Combinaison des modes de contextualisation des motifs graduels propose´s
On peut envisager diffe´rentes combinaisons des modes de contextualisation des motifs
graduels propose´s. Nous pre´sentons ici celles faisant naturellement suite aux travaux effectue´s.
Si les donne´es nume´riques sont de´crites par des modalite´s floues, on peut combiner les
deux types d’enrichissements pre´sentiels, le renforcement et la caracte´risation. On peut par
exemple combiner les clauses de renforcement avec celles de caracte´risation pour extraire des
motifs tels que « plus on est proche du mur, plus on freine fort, d’autant plus que la vitesse
est e´leve´e et surtout si la distance au mur est dans [0, 50] m ».
Une autre combinaison a` mettre en e´vidence est celle que l’on peut effectuer avec les
clauses d’acce´le´ration et le traitement de la contradiction. Cette combinaison permet de lever
l’ambigu¨ıte´ quand les effets d’acce´le´ration et de de´ce´le´ration sont pre´sents simultane´ment, en
garantissant une plage de valeurs propre pour chaque effet. Par exemple, lors de l’extraction
simultane´e des motifs « plus la tempe´rature augmente, plus l’accumulation de pluie dimi-
nue rapidement » et « plus la tempe´rature augmente, plus l’accumulation de pluie diminue
lentement », une clause de caracte´risation permettrait alors d’identifier les sous-ensembles
de donne´es ou` ces motifs sont respectivement observe´s. Ainsi, la caracte´risation de ces deux
motifs en fonction de la saison ou` chacun est observe´ : « plus la tempe´rature augmente, plus
l’accumulation de pluie diminue rapidement, en e´te´ » et « plus la tempe´rature augmente,
plus l’accumulation de pluie diminue lentement, en hiver », permet donc de lever l’ambigu¨ıte´
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de ces deux motifs et de les rendre lisibles. Nous introduisons alors un nouveau contexte
concernant une information temporelle exprimant un comportement qui se produit dans des
pe´riodes de temps spe´cifiques.
Une autre perspective vise a` combiner les diffe´rentes approches propose´es dans cette the`se.
Ceci peut eˆtre envisage´ de diffe´rentes manie`res. En effet, il serait inte´ressant d’extraire un
motif graduel enrichi a` la fois par une clause de caracte´risation et une clause d’acce´le´ration,
apre`s avoir traite´ la contradiction comme par exemple « plus la pression diminue, plus l’hu-
midite´ augmente rapidement, surtout si la pression est entre [500, 1000] hPa ». Ce type de
combinaison a l’avantage de re´sumer diffe´rentes informations d’ordre se´mantique en un seul
motif compre´hensible et lisible. Un autre avantage que peut pre´senter une telle combinaison
est de re´duire conside´rablement le nombre de motifs extraits, en particulier par la gestion
des motifs contradictoires, puisque plusieurs contraintes sont impose´es simultane´ment lors de
leur extraction. Ainsi, la combinaison peut eˆtre conside´re´e comme un mode de filtrage des
motifs graduels extraits.
Apre`s avoir de´fini une combinaison de clauses, on pourrait appliquer la meˆme me´thodo-
logie que la pre´ce´dente. On pourrait ainsi de´finir une nouvelle se´mantique, une formulation
linguistique, ainsi que des crite`res de qualite´ permettant d’e´valuer la pertinence de la combi-
naison des clauses. Il serait toutefois ne´cessaire de pre´ciser quel enrichissement s’applique a`
quoi, comme par exemple la caracte´risation de l’acce´le´ration ou du motif non acce´le´re´ avec
la conjonction des deux enrichissements. Cependant, ceci soule`ve le proble`me de la formula-
tion linguistique permettant d’exprimer les faits de fac¸on intuitive a` l’utilisateur, ainsi que le
proble`me de l’e´valuation : la question est de savoir si la combinaison est e´value´e avec tous les
crite`res de qualite´ propose´s pour les clauses combine´es ou alors s’il faut de´finir un nouveau
crite`re pouvant e´valuer la nouvelle se´mantique.
Ame´lioration des performances
Les proble`mes de stockage en me´moire et de temps ne´cessaire pour les calculs sont les
difficulte´s principales de la plupart des algorithmes de fouille de donne´es. On peut envisager
diffe´rentes pistes pour ame´liorer les performances des algorithmes que nous avons propose´s.
Une premie`re piste consiste par exemple a` inte´grer les repre´sentations condense´es dans
nos algorithmes. Celles-ci constituent une avance´e majeure dans le cadre de l’extraction de
motifs fre´quents (Mannila & Toivonen, 1996; Ayouni, 2012). Il serait inte´ressant de les e´tudier
dans le cadre de nos approches, puisque dans notre cas, l’e´tape la plus couˆteuse en termes
de temps et de me´moire est e´galement la ge´ne´ration de motifs fre´quents. Dans ce contexte,
on peut imaginer de nouveaux crite`res de qualite´ base´s sur la nouvelle repre´sentation. Une
question the´orique qui ne´cessite d’eˆtre e´tudie´e est de savoir si le meˆme principe pourrait eˆtre
adapte´ a` l’approche d’extraction de motifs graduels acce´le´re´s que nous avons propose´e, ou` un
attribut particulier est implique´.
On pourrait par exemple adapter a` nos approches l’algorithme FP-Growth (Han et al.,
2000) qui utilise une repre´sentation condense´e et e´vite les scans couˆteux de la base de don-
ne´es. Ce dernier posse`de l’avantage d’eˆtre rapide et moins couˆteux que l’algorithme Apriori
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en termes de consommation me´moire. En effet, cet algorithme apporte une solution au pro-
ble`me de la fouille de motifs fre´quents dans une grande base de donne´es en une structure
compacte. Le meˆme questionnement a` propos de l’attribut particulier implique´ dans la clause
d’acce´le´ration se pose e´galement dans ce cas-ci.
Une autre direction permettant l’optimisation en temps de nos approches vise a` profiter
de l’architecture des processeurs multi-cœurs et a` adapter par exemple les algorithmes in-
troduits re´cemment dans la litte´rature qui proposent des optimisations base´es a` la fois sur
la re´duction de la base de donne´es et sur le paralle´lisme multi-threads. C’est le cas notam-
ment des travaux de the`se de Negrevergne (2011) et de Quintero Flores (2013). Toutefois,
ces algorithmes sont puissants en ce qui concerne le temps de calcul, mais ils ne sont pas
concentre´s sur la paralle´lisation en me´moire. Il reste donc un travail de recherche a` re´aliser
sur la paralle´lisation en me´moire partage´e des algorithmes. On peut penser par exemple aux
architectures a` me´moire distribue´e partage´e. L’utilisation de ce type d’architecture me´moire
pourrait cependant engendrer un couˆt tre`s e´leve´ lors des communications.
Il serait e´galement inte´ressant d’e´tudier une formulation incre´mentale de l’extraction de
motifs graduels et de leurs variantes enrichies, et de comparer ces performances a` celles des
approches paralle`les.
Ge´ne´ralisation de l’exploitation des motifs graduels
Plusieurs the´matiques e´tudie´es dans le cadre des re`gles d’association sont tre`s inte´ressantes
en fouille de donne´es, dans le cas ge´ne´ral, comme par exemple la fouille visuelle et les re`gles
rares. Des perspectives demeurent largement ouvertes dans ces the´matiques. Les e´tendre au
contexte des motifs et re`gles graduels constituerait une perspective a` long terme.
La grande quantite´ de re´sultats a` e´valuer constitue un proble`me de la fouille de donne´es.
Leur validation par des experts demande des efforts cognitifs importants. Cette proble´matique
a engendre´ l’apparition de la fouille visuelle de donne´es, dont le but est de proposer des outils
de visualisation adapte´s s’appuyant par exemple sur diffe´rentes techniques de repre´sentation,
qu’elles soient textuelles ou base´es sur deux ou trois dimensions (Wong et al., 1999; Lehn,
2000; Blanchard et al., 2003; Ben Yahia & Mephu Nguifo, 2004; Kuntz et al., 2006;
Couturier et al., 2008). Par exemple, Kuntz et al. (2006) ont propose´ un outil ou` les re`gles
sont repre´sente´es sous forme de graphes : chaque re`gle est mode´lise´e par un arc ayant pour
origine les attributs de´crivant la pre´misse de la re`gle, et pour extre´mite´ tous les attributs
intervenant dans la re`gle. Ce graphe est oriente´ sans circuit. Leur outil est interactif et permet
de filtrer efficacement les re`gles les plus pertinentes.
L’outil de visualisation re´pond a` deux objectifs : faciliter l’interpre´tation, ce qui permet
aux experts et aux utilisateurs de mieux e´valuer les re´sultats obtenus, ou mettre en e´vi-
dence d’autres informations en utilisant les motifs extraits, permettant ainsi d’enrichir les
informations de´ja` extraites.
Ces outils visuels ont e´te´ de´veloppe´s principalement pour ge´rer la masse de re`gles d’asso-
ciation. Il serait donc inte´ressant de chercher a` adapter ces outils a` la visualisation des motifs
et re`gles graduels.
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L’adaptation des outils existants n’est cependant pas une chose aise´e. Si on opte pour
un mode de visualisation sous forme de graphe, il serait difficile de visualiser l’ensemble des
re´sultats. Il convient donc de fournir en premier lieu une vue d’ensemble des re´sultats, qui doit
permettre a` l’utilisateur d’identifier les informations importantes afin qu’il puisse de´cider ou`
commencer son analyse. Cet outil doit e´galement lui permettre d’explorer seulement certaines
parties qu’il juge pertinentes, et d’en obtenir des informations de´taille´es. En effet, il est inutile
pour l’utilisateur que tous les de´tails soient affiche´s en meˆme temps.
Cet objectif, au confluent de la fouille de donne´es et de l’interaction homme-machine, est
une perspective a` long terme.
Une seconde the´matique qui me´rite d’eˆtre e´tendue au cas des motifs graduels est la re-
cherche de motifs rares. Jusqu’a` pre´sent, les e´tudes en fouille de donne´es se sont principalement
inte´resse´es a` l’extraction de motifs fre´quents. Re´cemment, le proble`me de la recherche de mo-
tifs rares ou non fre´quents a e´te´ pose´ dans le cadre de l’extraction de re`gles d’association et
leur inte´reˆt a e´te´ mis en e´vidence pour la tache de fouille de donne´es (Maumus et al., 2005;
Szathmary et al., 2006).
Il serait donc pertinent d’e´tudier leur transposition au cas des motifs graduels, en forma-
lisant la notion de motifs graduels rares, et en prenant en compte les corre´lations rares qui
peuvent eˆtre observe´es dans un jeu de donne´es. L’identification de ces motifs peut toutefois
soulever les questions suivantes. Est-il suffisant d’identifier le comple´ment des motifs graduels
fre´quents pour identifier les motifs rares, ou est-il ne´cessaire de de´finir le support maximum
pour leur extraction ? Dans ce cas-ci, comment pouvons-nous fixer ce support maximum ?
Ces questionnements nous ame`nent donc a` e´tudier le rapport exact existant entre les motifs
graduels fre´quents et les motifs graduels rares. Caracte´riser ce rapport permettrait ainsi de
de´terminer si les motifs graduels fre´quents de´rivent des motifs graduels rares et si les motifs
graduels fre´quents permettent de calculer les motifs graduels rares.
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ADonne´es expe´rimentales
Cette annexe pre´sente les donne´es utilise´es pour les expe´rimentations re´alise´es au cours
de la the`se : la section A.1 de´crit des donne´es re´elles me´te´orologiques et la section A.2 de´crit
des donne´es artificielles utilise´es dans les chapitres 4 et 5
A.1 Donne´es re´elles
Nous avons utilise´ une base de donne´es re´elles me´te´orologiques appele´e me´te´o te´le´char-
ge´e a` partir du site http ://www.meteo-paris.com/ile-de-france/station-meteo-paris/pro : ces
donne´es proviennent de la station me´te´orologique parisienne de Saint-Germain-des-Pre´s.
La base de donne´es contient 2133 observations me´te´orologiques re´alise´es pendant huit
jours (du 23 au 30 novembre 2012), de´crites par 22 attributs nume´riques tels que la tempe´-
rature (), la pluie accumule´e (mm), l’humidite´ (%), la pression (hPa), la vitesse du vent
(km/h), la vitesse des rafales de vent (km/h) 2, la tempe´rature ressentie () ou la distance
parcoure par le vent (km).
La figure A.1 montre l’e´volution de la vitesse du vent et la figure A.2 l’e´volution de
l’humidite´ pendant 20 heures dans la pe´riode de collecte des donne´es.
Dans toute la the`se, nous traduisons l’attribut « wind run » par « la distance parcourue
par le vent ».
Re´sultats obtenus par GRITE En fixant le seuil de support graduel s = 20%, 835 motifs
graduels sont extraits par l’algorithme GRITE.
A.2 Donne´es artificielles
Les donne´es des tableaux A.2 et A.3 sont utilise´es pour illustrer les exemples des figures 2.3
et 2.4 du chapitre 2.
2. http ://en.wikipedia.org/wiki/Wind run
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Figure A.1 – E´volution de la vitesse du
vent.
Figure A.2 – E´volution de l’humidite´.
``````````````Objets
Attribut
A B C
0 6.7 0.58 0.08
1 7.5 0.5 0.36
2 5.6 0.615 0
3 8.9 0.2 0.8
4 12 10 0
5 20 11 33
6 73 15 10
7 75 10 10
8 80 12 10
9 67 9 10
10 64 5 10
11 79 5 10
12 42.7 682 215
13 42 82 215
14 40 609 175.9
15 37.7 609 201
16 42.67 682 201.6
17 42.6 682 20
18 42.7 682 201.6
19 2.6 82 20
20 12 10 0
21 20 11 33
22 73 15 10
23 75 10 10
24 80 12 10
25 67 9 10
26 64 5 9
27 64 5 9
28 4.6 68 0
29 2.7 62 20
30 20 10 30
Tableau A.1 – Base de donne´es utilise´e pour illustrer le de´roulement de la priorite´ d’ordre
de traitement dans l’approche a posteriori (section 3.4.1) et la mise a` jour des matrices de
concordances dans l’approche inte´gre´e (section 3.4.2).
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A.2. Donne´es artificielles
A B C
0.1 0.1 0.14
0.2 0.05 0.1
0.2 0.2 0.02
0.3 0.35 0.16
0.35 15 0.12
0.4 0.45 0.05
0.5 0.5 0.14
0.6 0.7 0.05
Tableau A.2 – Donne´es artificielles utilise´es pour l’exemple de la figure 2.3, page 59.
A B C
0.1 0.1 1
0.2 0.05 0.1
0.2 0.2 1
0.3 0.35 0.16
0.35 15 0.92
0.4 0.45 0.92
0.5 0.5 01
0.6 0.7 1
Tableau A.3 – Donne´es artificielles utilise´es pour l’exemple de la figure 2.4, page 59.
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