This paper proposes two techniques for fast sequential labeling such as part-of-speech (POS) tagging and text chunking. The first technique is a boosting-based algorithm that learns rules represented by combination of features. To avoid time-consuming evaluation of combination, we divide features into not used ones and used ones for learning combination. The other is a rule representation. Usual POS taggers and text chunkers decide the tag of each word by using the features generated from the word and its surrounding words. Thus similar rules, for example, that consist of the same set of words but only differ in locations from current words, are generated. We use a rule representation that enables us to merge such rules. We evaluate our methods with POS tagging and text chunking. The experimental results show that our methods show faster processing speed than taggers and chunkers without our methods while maintaining accuracy.
Introduction
Several machine learning algorithms such as Support Vector Machines (SVMs) and boosting-based learning algorithms have been applied to Natural Language Processing (NLP) problems successfully. The cases of boosting include text categorization [11] , POS tagging [5] and text chunking [7, 5] , and so on. Furthermore, parsers based on boosting-based learners have shown fast processing speed [7, 5] . However, to process large data such as WEB data and e-mails, processing speed of base technologies such as POS tagging and text chunking will be important. This paper proposes two techniques for improving processing speed of POS tagging and text chunking. The first technique is a boosting-based algorithm that learns rules. Instead of specifying combination of features manually, we specify features that are not used for the combination of features as atomic. Our boosting algorithm learns rules that consist of features or a feature from non-atomic features, and rules consisting of a feature from atomic features.
The other is a rule representation for sequential labeling such as POS tagging and text chunking. Usual POS taggers and text chunkers decide the tag of each word by using features generated from the current word and its surrounding words. Thus each word and its attributes, such as character-types, are evaluated several times in different relative locations from current word. We propose a representation that enables us to merge similar rules that consist of the same set of words and attributes that only differ in positions from current word.
The experimental results with English POS tagging and text chunking show the taggers and chunkers based on our methods show faster processing speed than without our methods while maintaining competitive accuracy.
2 Boosting-based Learner
Preliminaries
Let X be the set of examples and Y be a set of labels {−1, +1}. Let F = {f 1 , f 2 , ..., f M } be M types of features represented by strings.
Let S be a set of training samples {(x 1 , y 1 ), ..., (x m , y m )}, where each example x i ∈ X consists of features in F, which we call a feature-set, and y i ∈ Y is a class label. The goal is to induce following mapping from S:
be the number of features included in a feature-set x i , which we call the size of x i , and x i,j ∈ F (1 ≤ j ≤ |x i | ) be a feature included in x i . We call a feature-set of size k as a k-feature-set. We call x i is a subset of x j , if a feature-set x j contains all the features in a feature-set x i . We denote subsets of feature-sets as x i ⊆ x j . Then we define weak hypothesis based on the idea of the real-valued predictions and abstaining [11] . Let f be a feature-set, called a rule, c be a real number, called a confidence value, and x be an input feature-set, then a weakhypothesis for feature-sets is defined as
Boosting-based Rule Learning
We use a boosting-based algorithm that has shown fast training speed by treating a weak learner that learns several rules at each iteration [5] . The learner learns a final hypothesis F consisting of R types of rules defined as
We use a learning algorithm that generates several rules from a given training samples S = {(x i , y i )} m i=1 and weights over samples {w r,1 , ..., w r,m } as weak learner. w r,i is the weight of sample number i after selecting r − 1 types of rules, where 0<w r,i , 1 ≤ i ≤ m and 1 ≤ r ≤ R.
Given such input, the weak learner selects ν types of rules with gain:
where f is a feature-set, and Wr,y(f ) is
where [[π] ] is 1 if a proposition π holds and 0 otherwise. The weak learner selects a feature-set having the highest gain as the r-th rule, and the weak learner selects ν types of feature-sets having gain in top ν as {f r , ..., f r+ν−1 } at each iteration.
Then the boosting-based learner calculates the confidence value of each rule in the selected ν rules and updates the weight of each sample. The confidence value c r for the first rule f r in the selected ν rules is defined as ## F k : A set of k-feature-sets ## Ro : ν optimal rules (feature-sets) ## R k,ω : ω k-feature-sets for generating candidates ## selectNBest(R, n, S, Wr): Select n best rules in R ## with gain on {w i,r } m i=1 and training samples S ## FN , FA : non-atomic, atomic features procedure weak-learner(F k ,S, Wr) ## ν best feature-sets as rules
end Foreach end Foreach return weak-learner(F k+1 , S, Wr); 
log(
where ε is a value to avoid to happen that W r,+1 (f ) or W r,−1 (f ) is very small or even zero [10] . We set ε to 1. After the calculation of c r for f r , the learner updates the weight of each sample with
Then the learner adds (f r , c r ) to F as the r-th rule and its confidence value. When we calculate the confidence value c r+1 for f r+1 , we use {w r+1,1 , ..., w r+1,m } as the weights of samples. After processing all the selected rules, the learner starts the next iteration. The learner continues training until obtaining R rules.
Learning Rules
We extend a weak learner that learns several rules from a small portion of candidate rules called a bucket used in [5] . Figure 1 describes an overview of the weak learner.
At each iteration, one of the |B| types of buckets is given as an initial 1-feature-sets F 1 to the weak learner. We use W-dist that is a method to distributes features to |B|-buckets. To distribute features to buckets, W-dist calculates the weight of each feature that is defined as
. Then W-dist sorts features based on the weight of each feature, and insert each feature to one of the buckets.
The weak learner finds ν best feature-sets as rules from feature-sets that include one of the features in F 1 . The weak learner generates candidate k-feature-sets
We define two types of features, FA and FN (i.e F = FA ∪ FN ). FA and FN are a set of atomic features and a set of non-atomic features. When we generate candidate rules that consist of more than a feature, we only use nonatomic features in FN .
For example, if we use features FA = {A, B, C} and FN = {a, b, c}, we examine followings as candidates; {A},{B},{C},{a},{b}, {c}, {a, b}, {b, c} and {a, b, c}.
The gen is a function to generate combination of features. We denote f = f + f as the generation of k + 1-feature-set f that consists of a feature f and a k-feature-set f . Let ID(f ) be the integer corresponding to f , called id, and φ be 0-feature-set. Then the gen is defined as follows. log(
An overview of AdaBoost.SDFAN. The gen excludes the generation of candidates that include an atomic feature. We assign smaller integer to more infrequent features as id. If there are features having the same frequency, we assign id to each feature with lexicographic order of features as in [4] .
We also use the following pruning techniques.
• Size constraint (ζ): We examine candidates whose size is no greater than a threshold ζ.
• Upper bound of gain: The upper bound is defined as
For any feature-set f ⊆F, which contains f (i.e. f ⊆ f ), the gain(f ) is bounded under u(f ), since 0 ≤ Wr,y(f ) ≤ Wr,y(f ) for y ∈ {±1}. Thus if u(f ) is less than τ , the gain of the current optimal rule, candidates that contain f are safely pruned. Figure 2 describes an overview of our algorithm, which we call AdaBoost for a weak learner learning Several rules from Distributed Features consist of Atomic and Nonatomic (AdaBoost.SDFAN, for short). 1 
Efficient Rule Representation

A Problem of Conventional Methods
When identifying the POS tags of words and chunks of words in usual parsers, we firstly generate features from current word and its surrounding words.
Let "I am happy ." be a sequence of words. If we identify a tag of "am" with 3-word window, we use "I", "am" and "happy" as features. To distinguish words that appear different locations, we usually express words with relative locations from current word like "I:-1", "am:0" and "happy:1", where the -1, 0 and 1 after ":" are locationmarkers for relative locations. When "happy" is a current word, we have to express "am" as "am:-1". Thus similar rules that differ in relative locations are generated.
Efficient Rule Representation
We propose a rule representation, called Compressed Sequential Labeling Rule Representation (CSLR-rep, for 1 To reflect imbalance class distribution, we use the default rule defined as 1 2 log( When the converted WH in the example is applied to a word sequence "I am happy .", we can assign scores to all the three words by just checking {I:0, am:1}. The scores for "JJ", "VBP" and "PRP" are assigned to "happy", "am" and "I", respectively.
When we use the three original WHs in the example, we have to check three rules to assign scores to the words. Figure 3 shows an overview for the rule conversion. We assume each feature is divided into a location-marker and a feature-stem. A location-marker is the relative location from a current word. A feature-stem is a word or one of its attributes such as character-types without a locationmarker.
We use the relative location of a feature appeared in leftmost word in each rule as base-position (bp, for short). Then we convert each feature to a new feature that consists of its feature-stem and new location-marker. The new location-marker means a relative location from the bp. We add the value of (bp × -1) as the scoring-position of the current score.
Rule Application
We describe an overview of the application of rules represented by CSLR-rep. We consider two types of features, static-features and dynamic-features, in this application. Static-features are generated from input word sequences. Dynamic-features are dynamically generated from the tag of each word assigned with the highest score. We define W as a word window size that means using a current word and its surrounding words appearing Figure 4 shows an overview of the application. Let {wd 1 , .., wd N } be an input that consists of N (1 ≤ N ) words. Each word wd i (1 ≤ i ≤ N ) has |wd i | types of attributes. We denote j-th attribute of wd i as wd i,j . RC is a set of rules represented by CSLR-rep and RC[rc] is the set of scoring-position, class, score of rc.
The application has two stages for static-features and dynamic-features. Our algorithm firstly assigns scores with rules consisting of only Static-features to each word in the direction of beginning of sentence (BOS) to end of sentence (EOS) direction. Rs[i] keeps the status of rule applications for i-th word. If the algorithm finds a subset of rules while applying rules from i-th word, the algorithm adds the subset of rules to Rs[i]. 2 We define subsets of rules as follows: Definition 1 Subsets of rules If there exists rule in rule, scores ∈ RC that satisfies rc ⊆ rule ∧ rc = rule, we call rc is a subset of rules of RC and denote it as rc ⊂ RC Then we apply rules that include dynamic-features. All the subsets of rules are kept in Rs after examining all the Static-features, we can assign scores to words by just checking dynamic-feature of each word with Rs. When checking rules that include the dynamic-feature of i-th word we check subsets of rules of words in (i −
We use the tags of words with in ∆ in the direction of EOS.
We describe an example. Let RC ={ {I:0, am:1}, {I:0, VBP:1}, {I:0, VBP:1, JJ:2} } be a set of rules. When applying the rules to "I am happy ." with (W, ∆) = (3, 2), we check "I:0" first. "I:0" is inserted to Rs[1] because of {I:0} ⊂ RC. Then we check "am:1" with "{I:0}" in Rs [1] , and {I:0, am:1} is found. Finally we check "happy:2" with Rs [1] . We check the other words like this. After checking all the words from BOS to EOS direction, we start to check rules that include dynamic-features from EOS to BOS direction. If the dynamic-features of "am" and "happy" are VBP and JJ, we check VBP and JJ with Rs. For example, VBP is treated as "VBP:1" from the position of "I" and "VBP:0" from the position of "am". When we check "VBP:1" with "{I:0}" in Rs [1] , {I:0, VBP:1} is found and inserted to Rs [1] . Then we check "JJ:2" with "I:0" and {I:0, VBP:1} in Rs [1] . Then we check these dynamicfeatures with Rs [2] .
Unfortunately, the CSLR-rep has some drawbacks. One of the drawbacks is the increase of dynamic-features. When we convert rules that consist of more than a feature to CSLR-rep, the number of types of dynamic-features increases. Since original rule representation only handles dynamic-features within ∆, the total number of types of dynamic-features is up to "∆ × CL", where CL is the number of classes in each task. However, the total number of dynamic-features in CSLR-rep is up to " (
2 , ∆) -1) × CL " because we express each feature with the relative location from the base-position of each rule.
POS tagging and Text Chunking 4.1 English POS Tagging
We used the Penn Wall Street Journal treebank [8] . We split the treebank into training (sections 0-18), development (sections 19-21) and test (sections 22-24) as in [5] . We used the following features: · words, words that are turned into all capitalized, in a Wword window size, tags assigned to ∆ words on the right. · whether the current word has a hyphen, a number, a capital letter, the current word is all capital, all small · prefixes and suffixes of current word (up to 4) · candidate-tags of words in a W -word window We collect candidate POS tags of each word, called candidate feature, from the automatically tagged corpus provided for the shared task of English Named Entity recognition in CoNLL 2003 as in [5] . 3 4 We express these candidates with one of the following ranges decided by their frequency f q: 10 ≤ f q < 100, 100 ≤ f q < 1000 and 1000 ≤ f q.
If 'work' is annotated as NN 2000 times, we express it like "1000≤NN". If 'work' is current word, we add 1000≤NN as a candidate POS tag feature of the current word. If 'work' appears the next of the current word, we add 1000≤NN as a candidate POS tag of the next word.
Text Chunking
We used the data prepared for CoNLL-2000 shared tasks. 5 This task aims to identify 10 types of chunks, such as, NP, VP and PP, and so on. The data consists of subsets of Penn Wall Street Journal treebank: training (sections 15-18) and test (section 20). We prepared the development set from section 21 of the treebank as in [5] . We used the following features: · words and POS tags in a W -word window. · tags assigned to ∆ words on the right. · candidate-tags of words in a W -word window. We collected the followings as candidate-tags for chunking from the same corpus used in POS tagging.
• Candidate-tags expressed with frequency information as in POS tagging • The ranking of each candidate decided by frequencies in the automatically tagged data • Candidate tags of each word If we collect "work" annotated as I-NP 2000 times and as E-VP 100 times, we generate the following candidate-tags for "work"; 1000≤I-NP, 100≤E-VP<1000, rank:I-NP=1 rank:E-NP=2, candidate=I-NP and candidate=E-VP. 7 
Experiments
We tested R=200,000, |B|=1,000, ν = 10, ω=10, ζ={1,2,3} and (W, ∆)={(3,1), (5,2), (7,3)}. Table 1 shows that the number of training samples, classes, features.
We examine two types of training, "-Atomic " and " +Atomic ", in this experiment. "-Atomic " indicates training with all the features as non-atomic. " +Atomic " indicates training by using atomic features. We specify prefixes, suffixes and candidate-tags as atomic for POS tagging, and candidate-tags as atomic for text chunking.
To extend AdaBoost.SDFAN to handle multi-class problems, we used the one-vs-the-rest method. To identify proper tag sequences, we use Viterbi search. 8 Table 2 shows accuracy obtained with each rules on POS tagging and text chunking. We calculate label accuracy for 7 We converted the chunk representation in the corpus to IOE2 and we collected chunk tags of each word appearing more than 9 times. 8 We map the confidence value of each classifier into the range of 0 to 1 with sigmoid function defined as s(X) = 1/(1+exp(−βX)), where X = F (x) is a output of a classifier. We used β=5 in this experiment. We select a tag sequence which maximizes the sum of those log values by Viterbi search. Table 3 shows tagging and chunking speed. We measure the number of words processed by per second. 9 We obtain faster processing speed by using CSLR-rep-based rules traind with ζ = {1, 2} and -Atomic. These show that CSLR-rep contributes to improved processing time. When we use rules trained with ζ = 1, we can get more improvement than using rules trained with ζ = 2.
Tagging and Chunking Accuracy
Tagging and Chunking Speed
However, the performance obtained with CSLR-repbased rules trained with (ζ = 3, −Atomic) is slower than with the original rules. We guess this is caused due to the following two reasons. Our CSLR-rep reduces the number of times of rule evaluation up to 1/W . Thus CSLR-rep reduces processing time linearly. However, the number of combination of features exponentially increases. The other reason is that the number of times to generate dynamicfeatures is increased as described in the end of section 3.3.
We obtain much improvement by using atomic features with CSLR-rep. For example, processing speed obtained with the text chunker using rules (ζ = 3, W = 7, +Atomic) is about 28 times faster than the speed obtained with the chunker using rules (ζ = 3, W = 7, -Atomic ).
Related Work
We list previous best results on English POS tagging and Text chunking in Table 4 . The tagger and chunker based on AdaBoost.SDFAN show competitive F-measure with previous best results. 
POS tagging
Guided learning [12] 97.33 Boosting [5] 97.32 CRF [13] 97.40 This paper 97.34
Text Chunking LaSo [2] 94.4 Boosting [5] 94.30 CRF [13] 95.15 This paper 94.34
As for fast classification methods, techniques for converting or pruning models or rules generated by machine learning algorithms are proposed. Model conversion techniques for SVMs with polynomial kernel that converts kernel-based classifier into a simple liner classifier are proposed in [3, 6] . For AdaBoost, a pruning method for hypotheses is proposed in [9] .
Our method uses a rule conversion technique for sequential labeling problems. Although CSLR-rep can only be used in tasks that use each word as different features time and again, such as POS tagging and text, we obtain faster processing speed without loss in accuracy.
Conclusion and Future Work
We have proposed techniques for fast boosting-based POS tagging and text chunking. To reduce time-consuming rule evaluation, our method controls the generation of combination of features by specifying part of features that are not used for combination. We have also proposed a rule representation that enables us to merge similar rules. Experimental results have showed our techniques improve classification speed while maintaining accuracy.
