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Abstract 
This study explores the limiting properties of network-wide traffic flow relations under heavily congested conditions in a 
large-scale complex urban street network; these limiting conditions are emulated in the context of dynamic traffic assignment 
(DTA) experiments on an actual large network. The primary objectives are to characterize gridlock and understand its 
dynamics. This study addresses a gap in the literature with regard to the existence of exit flow and recovery period. The one-
dimensional theoretical Network Fundamental Diagram (NFD) only represents steady-state behavior and holds only when the 
inputs change slowly in time and traffic is distributed homogenously in space. Also, it does not describe the hysteretic 
behavior of the network traffic when a gridlock forms or when network recovers. Thus, a model is proposed to reproduce 
hysteresis and gridlock when homogeneity and steady-state conditions do not hold. It is conjectured that the network average 
flow can be approximated as a non-linear function of network average density and variation in link densities. The proposed 
model is calibrated for the Chicago Central Business District (CBD) network. We also show that complex urban networks 
with multiple route choices, similar to the idealized network tested previously in the literature, tend to jam at a range of 
densities that are smaller than the theoretical average network jam density. Also it is demonstrated that networks tend to 
gridlock in many different ways with different configurations. This study examines how mobility of urban street networks 
could be improved by managing vehicle accumulation and re-distributing network traffic via strategies such as demand 
management and disseminating real-time traveler information (adaptive driving). This study thus defines and explores some 
key characteristics and dynamics of urban street network gridlocks including gridlock formation, propagation, recovery, size, 
etc.  
© 2013 The Authors. Published by Elsevier Ltd. Selection and peer-review under responsibility of Delft University of 
Technology. 
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1. Introduction 
Large cities throughout both the developed and developing world are facing a growing challenge in 
satisfying their needs for mobility and accessibility. As an example, the Urban Mobility Report (2011) ranked 
Chicago as the third most congested urban area in the United States with an estimated total congestion cost of 
$8.2 billion per year. Like many established cities, the space available to travel has remained tightly constrained, 
and been subject to competition among different modes to accommodate continuing growth in demand. As a 
result, congestion grows throughout the city and instances of gridlock occur with greater frequency, especially in 
the central area during peak periods. The term gridlock usually refers to a state of the system with minimal 
throughput in which roads are severely congested and queues of vehicles prevent movement completion. In 
theory, gridlock brings traffic to a complete standstill with zero flow. Some studies refer to this state as 
“complete jam” (Daganzo, 1996; Gayah and Daganzo, 2011) or “collapse of the network” (Daganzo et al., 
2011). However, in actual systems, gridlocks eventually recover, perhaps because drivers exhibit some degree of 
adaptivity and find their way out of the gridlock by changing routes, turning back, doing unusual maneuvers 
and/or engage in inter-vehicle cooperation. 
The existence of a reproducible and well-defined relationship between network-wide average flow, average 
density, and average speed has been established in the literature (Herman and Prigogine, 1979; Mahmassani et 
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al., 1984; Mahmassani et al., 1987; Williams et al., 1987; Mahmassani and Peeta, 1993; Williams et al., 1995; 
Geroliminis and Daganzo, 2008). Such network-wide relationship has more recently been referred to as 
“Macroscopic Fundamental Diagram” (MFD) or “Network Fundamental Diagram” (NFD). Recent results from 
field experiments in Yokohama (Japan) (Geroliminis and Daganzo, 2008), Toulouse (France) (Buisson and 
Ladier, 2008), Twin Cities (MN, USA) (Geroliminis and Sun, 2011a, 2011b), Portland (OR, USA) (Saberi and 
Mahmassani, 2012), and simulated data for the San Francisco (CA, USA) (Geroliminis and Daganzo, 2008), 
Amsterdam (Netherlands) (Ji et al., 2010), and Nairobi (Kenya) (Gonzales et al., 2011) networks have revealed 
useful insights about the properties of such relationship for urban traffic. A comprehensive background review 
can be found in Saberi and Mahmassani (2012). 
Recent studies by Gonzales et al. (2011), Mazloumian et al. (2010), Geroliminis and Sun (2011a, 2011b), 
and Saberi and Mahmassani (2012, 2013) observed scatter in the network-wide flow-density relation for higher 
densities in different simulated and real networks. They related the observed scatter to variations in link densities 
and spatial inhomogeneity of congestion distribution in the network. However, they did not explain the relatively 
low densities at which the networks tend to jam or gridlock. Daganzo et al. (2011) and Gayah and Daganzo 
(2011) proposed that the network’s tendency to jam at low densities is mainly due to the instability caused by 
turning maneuvers. Gayah and Daganzo (2011) defined a symmetric two-ring system to demonstrate this 
phenomenon. They found that at high densities, the rings become unevenly congested and the flow–density 
relationship becomes more scattered. This causes an unbalanced state and therefore, the network jams at 
densities lower than the theoretical jam density of the system. A limitation of these studies, noted by the authors, 
is their consideration of “the most favorable scenario possible” for the NFD. Daganzo et al. (2011) used a 
homogenous square grid network of one-directional roads with alternating directionality and Gayah and Daganzo 
(2011) used a symmetric two-ring model with vehicles that do not have destinations and simply travel 
indefinitely in the system; this limits generalization of those findings to actual urban networks. Real networks 
include complications such as exiting flow, inherent spatial heterogeneity of origins and destinations, alternating 
cycles of loading and unloading with varying rates, and adaptive driver behavior. 
This study explores the limiting properties of network-wide traffic flow relations under heavily congested 
conditions in a large-scale complex urban street network; these limiting conditions are emulated in the context of 
dynamic network traffic simulation experiments on an actual large network. The primary objectives are to 
characterize gridlock and understand its dynamics. Using a calibrated network model of the Chicago (IL, USA) 
metropolitan area, the network-level traffic relationships are explored using simulated trajectories. With regard 
to the hysteresis phenomena in the NFD, a model is proposed to reproduce hysteresis and gridlock. The proposed 
model is calibrated for the Chicago Central Business District (CBD) network. This paper also confirms the 
existence of a linear relationship between network output (trip completion rate) and average network flow 
suggested by Geroliminis and Daganzo (2008). Also, the study examines how mobility of urban street networks 
could be improved by managing vehicle accumulation and redistributing network traffic via strategies such as 
demand management and disseminating real-time traveler information. This study thus explores some of the key 
characteristics and dynamics of urban street network gridlocks including formation, recovery, formation time, 
formation location, duration, configuration, and size. Effects of adaptive driving on the characteristics and 
properties of gridlocks are also examined. Overall, the study provides a deeper understanding of the dynamics of 
network traffic flow, gridlock phenomenon, and their characteristics in a large-scale complex urban street 
network under heavily congested conditions; this can help with developing more effective dynamic control 
strategies to mitigate congestion and improve accessibility and mobility in large cities. 
The remainder of the paper is organized as follows: Section 2 presents the theory of network traffic flow and 
proposes some modifications to take into account the hysteresis and gridlock phenomena. Section 3 describes the 
simulated network and presents some initial results of the network-wide traffic flow relationships in the Chicago 
network. Section 4 defines several characteristics of a gridlock. In section 5, gridlock dynamics are studied with 
regard to change in demand and adaptive driving. Section 6 concludes the paper and suggests some directions for 
future research. 
 
2. Theory 
 
Daganzo (2007) and Ji and Geroliminis (2012) presented dynamic aggregate models of the gridlock 
phenomenon for single-reservoir and multi-reservoir systems. Mendes et al. (2012) developed two models that 
“describe the emerging of traffic jams up to traffic gridlock on Apollonian network and the Swiss road network”. 
Moreover, some studies (Daganzo, 2007; Geroliminis and Daganzo, 2008) have suggested that, in certain 
contexts, there is a corresponding relationship between vehicle accumulation in a network n(t) and output flow 
g=G(n). Here, n(t) is defined as the total number of vehicles in a network at time t, and thus directly proportional 
to the network density, and g is defined as the rate vehicles reach their destinations, itself reflecting the overall 
network flow. Fig. 1 illustrates a theoretical exit function, relating g and n as in Daganzo (2007), where γ is the 
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maximum output flow, ߤ א ሺߤǡ ߤሻ is the optimum accumulation, v  is the maximum sustainable accumulation, 
and Z  is the jam accumulation. 
 
 
Fig. 1 A generic exit function (Daganzo, 2007). 
 
Such exit function is intended as an idealized description of the equilibrium (steady-state) behavior that 
would be expected to hold only when the inputs change slowly in time and traffic is distributed homogenously in 
space (Daganzo, 2007). If vehicle accumulation is restricted to remain below a critical value μ0, the network flow 
could, in principle, be maintained at or near its maximum level. The optimal control strategy for simple networks 
that behave in this idealized manner could thus be approximately obtained. However, real urban networks with 
strong asymmetry in demand and supply have complex features. Therefore, obtaining an optimal or near-optimal 
control strategy that maintains a stable system in an actual network would be difficult, and in some cases not 
possible, because of several reasons including but not limited to spatial heterogeneity of congestion distribution 
and feedback delay. Moreover, the exit function shown in Fig. 1 does not describe the hysteretic behavior of the 
network traffic when gridlock forms or when the network recovers. Here, we define gridlock as a state of the 
system under which traffic in the entire or a portion of the network comes to a complete standstill with zero (or 
minimal) flow. This breaks the equilibrium state and creates hysteresis as shown in Fig. 2, where ng is the 
number of vehicles trapped in the gridlock at the time when the network average flow becomes zero. At this 
time, all the vehicles in the network reach their destinations except those trapped in the gridlock. This causes the 
output flow of the network to become zero while there are still vehicles remaining in the network.  
 
 
Fig. 2 Illustration of the exit function of a network with gridlock and hysteresis. 
 
2.1. Modeling Hysteretic NFD 
 
In a gridlock situation, the number of vehicles trapped in the gridlock can grow or shrink depending on 
whether the gridlock is propagating or resolving itself (dissipating). If a gridlock eventually recovers, hysteresis 
still forms but ng will become zero. In a controlled system, hysteresis can cause instability and deviation from 
steady-state (“error”). Thus, in order to account for the existence of the hysteresis and gridlock phenomena, the 
exit function can be formulated as: 
 
݃ ൌ ܩሺ݊ሻ ൅ ܪ (1) 
 
where H represents the deviation from steady-state (error) due to the hysteretic behavior of the network. 
Obtaining a general and tractable model of hysteresis that accurately describes the behavior of the network in 
different states is needed prior to deriving corresponding control strategies. To do so, we need to know why and 
how scatter in the network exit function (or NFD) forms.  Mazloumian et al. (2010), Saberi and Mahmassani 
(2012) and Knoop and Hoogendoorn (2012) suggested that for the same value of network density (or number of 
vehicles in the network), there is a negative correlation between the network average flow and the standard 
deviation of the network density. Mazloumian et al. (2010) used simulation results from a 30x30 lattice network 
and obtained relationships between standard deviation of network density and network average flow for different 
gn
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network densities as shown in Fig. 3(a). Later in the paper, following a simulation-based approach, we provide 
further verification of Mazloumian et al.’s (2010) assertion that “for the same average density of vehicles in the 
network, … there is a wide variation of possible average network flows, potentially even ranging from free flow 
to gridlock.” We add to this argument that in theory, when a network is sufficiently large and congested, gridlock 
could form even at near zero densities. Using simulation results from a symmetric 4x4 grid network, Knoop et al. 
(2011) obtained similar results as shown in Fig. 3(b). More specifically, Knoop and Hoogendoorn (2012) 
proposed a “generalized macroscopic fundamental diagram” or “two-dimensional macroscopic fundamental 
diagram” which relates network production P to vehicle accumulation A and variation of density σ as: 
 
ܲ ൌ ܲሺܣǡ ߪሻ (2) 
 
 
                                                   (a)                                                                                (b) 
Fig. 3 Network production as a function of density variation (a) for different network densities (Mazloumian 
et al., 2010) and (b) for different network loads (Knoop et al., 2011). 
 
 
Fig. 4 Illustration of the relationship between network average flow and standard deviation of network 
density for different values of network average density for Chicago CBD sub-network. 
 
Fig. 4 verifies the existence of a relationship between average network flow and variation in density in large 
and complex networks using simulation results of the Chicago network (described in greater detail in the next 
section). The obtained results are consistent with the previous results of Mazloumian et al. (2010) and Knoop et 
al. (2011). Fig. 4 illustrates the negative correlation between network average flow and the standard deviation of 
density for different values of network density in the Chicago Central Business District (CBD) sub-network. 
Here we define the average network flow and the average network density as derived by Mahmassani et al. 
(1984) as follows: 
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where Q is the average network flow, K is the average network density, qi, ki, and li, respectively, are the 
individual average flow and density over the observation period and the length of lane-link i, i=1, …, M, where 
M denotes the total number of lane-links. 
Toward this end, the steady-state error term H in Equation 1 can be expressed as a function of n and spatial 
inhomogeneity of congestion distribution in the network. A common measure to quantify the spatial 
inhomogeneity of congestion distribution is the standard deviation of the network density as used in Mazloumian 
et al. (2010), Geroliminis and Sun (2011a), Saberi and Mahmassani (2012), and Knoop and Hoogendoorn 
(2012). Thus, Equation 1 can be re-written as:  
 
݃ ൌ ܩሺ݊ሻ ൅ ܪሺ݊ǡ ߪሻ (5) 
 
If we assume a trapezoid theoretical exit function as shown in Fig. 1, then Equation 5 can be re-written as: 
 
ܪሺ݊ǡ ߪሻ ൌ
ۖە
۔
ۖۓ ߙǤ ߪ ൅ ݊Ǥ ቆߚ െ ߛߤቇ
ߙǤ ߪ ൅ ߚǤ ݊ െ ߛ
ߙǤ ߪ ൅ ݊Ǥ ൬ߚ െ ߛ߱ െ ߤ൰ െ
ߛ
߱ െ ߤ

Ͳ ൑ ݊ ൑ ߤ
ߤ ൑ ݊ ൑ ߤ
ߤ ൑ ݊ ൑ ߱
 (6) 
 
Note that a triangular NFD is a sub-case of the trapezoid NFD and can be simply obtained from Equation 6. 
Therefore, we propose that for a given value of network density K, the average network flow Q can be 
approximated by the following relationship: 
 
ܳ ൌ ߙǤ ߪ௄ ൅ ߚ (7) 
 
where α and β are parameters to be calibrated for the desired network and given network density K. Note that the 
assumed relationship is only an approximation that appears to provide good fit to the results obtained in this 
work, but may not represent the actual form of the associated correlation under all conditions.  Further research 
will be needed to ascertain the form of such relation and the full range of factors that might influence it. Fig. 5 
shows the calibrated relationships between network average flow and standard deviation of network density for 
different values of network average density for the Chicago CBD sub-network as expressed in Equation 7. Note 
that for different network average densities, values of α and β are not constant; rather, as illustrated in Fig. 6 they 
can be estimated as a function of network average density. Therefore, Equation 7 can be re-written as 
 
ܳ ൌ ݂ሺܭሻǤ ߪ௄ ൅ ݄ሺܭሻ (8) 
 
In this case, a power function provides the best fit to the simulated data where calibrated ݂ሺܭሻ and ݄ሺܭሻ for the 
Chicago CBD sub-network are as follows: 
 
݂ሺܭሻ ൌ െ͹Ǥͷ͹ܭ଴Ǥହଵ   (9) 
݄ሺܭሻ ൌ ͳʹͳǤͶͷܭ଴Ǥଽସ (10) 
 
To validate the proposed model, the observed NFD (via simulation) of the Chicago CBD sub-network when 
demand level is 75% is plotted against the modeled NFD using Equation 8. See Fig. 7. Results demonstrate that 
the proposed model can successfully produce hysteresis and gridlock. Further research and calibration is required 
to improve the accuracy of the proposed model. 
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Fig. 5 Calibrated relationship between network average flow and standard deviation of network density for the 
Chicago CBD sub-network. 
 
 
  
Fig. 6 Estimated values of α and β as functions of network average density for the Chicago CBD sub-network. 
 
 
Fig. 7 Observed vs. Modeled NFD of Chicago Network at demand level of 75%. 
 
2.2. NFD with Exit Flow: Exploring Traffic Instability and Bifurcation 
 
One major limitation of many of the existing simulation-based studies in the literature (Mazloumian et al., 
2010; Daganzo et al., 2011; Knoop et al., 2011) is the lack of exit flow and non-existence of recovery period. As 
vehicles travel indefinitely in the system, either with or without destination, the network never recovers. If a 
network with no exit flow keeps loading as in Mazloumian et al. (2010) and Daganzo et al. (2011), it will 
eventually reach a state of gridlock and it is very unlikely to see hysteresis phenomenon. See Fig. 8 for 
examples. Hysteresis loops appear when a network is unloading or reloading (Mahmassani and Peeta, 1993; 
Gayah and Daganzo, 2011; Geroliminis and Sun, 2011a; Saberi and Mahmassani, 2012, 2013). Thus, results 
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from simulating a network with no exit flow may miss an important element in understanding network traffic 
dynamics associated with the recovery period. 
 
                                     (a)                                                                              (b) 
Fig. 8 Simulated network fundamental diagrams from (a) Daganzo et al., 2011 and (b) Mazloumian et al., 2010. 
 
In a network with exit flow, which consists of n links with the same length (no signalized intersection) and 
the same idealized triangular fundamental diagram, with jam density of kj and maximum flow of qc, the NFD 
undergoes bifurcation much earlier than it was previously thought in Mazloumian et al. (2010) and Daganzo et 
al. (2011). The illustrated shaded pentagon in Fig. 9 represents the area where a network is theoretically unstable. 
This area can be referred to as the multiple-state area. In a large network, when n→∞ the network can become 
multivalued even for near-zero densities. However, in practice since demand varies relatively slowly in time 
when the network is unloading, a metastable range of densities and flows appear in the NFD that shifts the 
bifurcation point slightly to the right and makes the multiple-state area slightly smaller. In theory, the NFD can 
begin bifurcating at a wide range of flows as follows: 
 
ͳ
݊ ݍ௖ ൑ ݍ௕ ൑ ݍ௖ 
  
(11) 
 
where qb is the bifurcation flow. Note that the general notion of bifurcation as presented by Daganzo et al. (2011) 
does not distinguish between the bifurcation when the network is loading versus recovering. Bifurcation literally 
refers to division of a system into two branches. In this paper, bifurcation refers to the beginning point of the 
multiple-state area of the NFD, regardless of the state of the system (e.g. loading or recovering). However, it is 
useful to distinguish between the bifurcation caused during the loading period versus the recovery period. When 
a network is loading, the NFD tends to bifurcate at larger densities compared to when a network is recovering. 
This phenomenon can be observed to some extent in the real-world data presented in Buisson and Ladier (2009) 
and Saberi and Mahmassani (2012, 2013) in freeway networks. 
Moreover, if a network is sufficiently large and congested, gridlock can form at a wide range of densities as 
follows:  
 
ͳ
݊ ௝݇ ൑ ݇௚ ൑
݊ െ ͳ
݊ ௝݇ 
  
(12) 
 
where kg is the network density at gridlock. Therefore, when n→∞ Equation 12 can be expressed as: 
 
Ͳ ൑ ݇௚ ൑ ௝݇   (13) 
 
which kg covers the entire range under the theoretical NFD. Therefore, for sufficiently large networks there is a 
wide variation of possible average network densities, potentially ranging from zero to network average jam 
density, that a network can gridlock. 
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Fig. 9 Unstable area of the network-wide fundamental diagram.
3. Network Simulation
As data availability from arterials is still limited, a series of simulation experiments are designed and
conducted to explore the characteristics and dynamics of gridlock phenomenon including formation, recovery,
formation time, formation location, configuration, and size. The effects of traveler information and adaptive
driving on the properties of gridlock are also examined. The results show that for the large Chicago metropolitan
area, a network-wide relationship between average flow and average density indeed exists. A similar
relationship, with a very different shape, also exists for the Chicago CBD sub-network. Hysteresis and gridlock 
phenomena are also observed. Note that results reported in this paper do not represent network traffic flow
characteristics under user equilibrium (UE) nor system optimum (SO); rather, they are from one-shot simulation 
without considering learning new routes. In this study a simulation-based dynamic traffic assignment (DTA) tool 
is used. Simulation-based DTA has gained considerable acceptance over the past years as a practical analysis
tool to evaluate a wide range of strategic and operational improvements to urban and regional transportation
networks. Developed originally for the US Federal Highway Administration as a blueprint for simulation-based 
DTA functionality, DYNASMART-P has led to the development of a new generation of dynamic network traffic 
analysis tools that are increasingly gaining a foothold in practice (Mahmassani et al., 1994). It models the
evolution of traffic flows in a traffic network resulting from the decisions of individual travelers seeking to fulfill
a chain of activities, at different locations in a network, over a given planning horizon.
3.1. Description of the network and data
In this study, we use a network model of the Chicago (IL, USA) metropolitan area to emulate large-scale
network experiments (see Fig. 10). According to the U.S. census bureau, as of July 2007, Chicago metropolitan
area has a population of 9,524,673 (U.S. Census Bureau, 2007). The simulation-assignment tool has been 
calibrated for this network using real world observations, obtained from detector data on multiple days. The
network consists, primarily, of several freeway corridors including I-90, I-94, I-55, I-80, etc. and major arterials.
The network includes parts from three states of Illinois, Wisconsin, and Indiana and is bounded by Lake
Michigan to the east. The network has 13,093 nodes, 40,443 links and 1,961 traffic analysis zones (TAZ). The 
total roadway length of the network is about 30,800 miles and the average simulated trip time is about 25
minutes. The fundamental diagram along individual road sections is approximated by calibrated single- or dual-
regime modified Greenshields models depending on being arterial or freeway. Also, a multi-phase actuated 
traffic signal setting with maximum green time (Gmax) of 72 seconds and minimum green time (Gmin) of 6 
seconds is used for all the signalized intersections as the base case.
A 5-hour morning peak period dynamic origin–destination demand is estimated for the network and used in
the experiments based on the hourly demand for the morning peak given by the Chicago Metropolitan Agency
for Planning (CMAP) based on a four step model. The estimation methodology is presented in Verbas et al.
(2011), building on the previous work of Zhou et al. (2003), and is based on a bi-level optimization. The 
objective function in this methodology is to apply the minimum modification to the historical demand (provided 
by CMAP) in order to minimize the deviation between links flow observations and estimated flows by the 
simulation. The lower level problem is traffic simulation of a given demand while the higher level problem is 
estimating dynamic demand based on the simulation results. In the higher level problem minimizing deviation 
from real observations and historical demand are considered simultaneously. Application of this methodology to 
the Chicago network is described in greater detail in Mahmassani et al. (2012).  Fig. 11 shows the simulated 
loading profile. The entire simulation time horizon is 14 hours including the 5-hour morning peak period and 9-
hour recovery time with zero loading. The recovery time is set to be sufficiently long, so we could observe
K
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dynamics of long-lasting gridlocks when the network is recovering and moving towards being cleared. During 
the loading time, a total of 4,145,413 vehicles enter the network.  
 
 
 
 
Fig. 10 Schematic illustration of the Chicago metropolitan area network and Chicago CBD sub-network. 
 
 
Fig. 11 Simulation loading profile. 
 
3.2. Network Fundamental Diagram of Chicago 
 
Fig. 12(a) shows the network-wide relationship between vehicle accumulation and trip completion rate (or 
exit function) for the entire Chicago metropolitan area network. The capacity of the network (defined as the 
maximum trip completion rate) remains roughly constant at 81,500 trips per 5 min for a wide range of 
accumulation between 365,000 to 608,000 vehicles before the network starts recovering. This suggests that there 
is an optimum range of accumulation within which the network can perform at or near its capacity, expressed as  
ߤ א ሺߤǡ ߤሻ in Daganzo (2007) and previously shown in Fig. 1. The large hysteresis formed in Fig. 12(a) is a 
result of the existence of exit flow and recovery period amplified by the sharp drop in the loading profile at 
minute 300 and formation of a gridlock. Since the simulated network is very large, when demand sharply drops 
to zero, a large portion of the network (mostly in the outer regions) quickly becomes empty while the central part 
of the network remains congested with some vehicles still moving toward their destinations and some vehicles 
trapped in the gridlock. This creates significant inhomogeneity of congestion distribution in the network with 
large variation in the network densities. Thus, a hysteresis loop forms. If the loading profile is modified so that it 
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does not produce a sharp drop in demand, a hysteresis loop still forms but with a slower pace and possibly a 
smaller size. Also, a gridlock is formed in this example. From minute 300 to minute 840 of simulation, while 
demand is zero and the network is recovering, the number of vehicles in the network decreases from 608,000 to 
166,000 vehicles. However, due to a formed gridlock, 166,096 vehicles could never reach their destinations. Fig. 
12(b) illustrates the queuing diagram of gridlock development. As can be seen, the outflow curve keeps 
diverging from the generation curve since the beginning of the simulation and never intersects back with it. Note 
that in an actual network, a gridlock will eventually recover, perhaps because drivers have some level of 
adaptivity and find their way out of the gridlock. This is not the case in general simulation. Later in the paper, we 
examine the effects of adaptive driving on gridlock formation and recovery. Results show that when a sufficient 
proportion of drivers are adaptive, gridlock will eventually recover, as tends to be the case in reality. 
 
 
                                               (a)                                                                                      (b) 
Fig. 12 (a) Network-wide relationship between vehicle accumulation in the network and trip completion rate 
(representing network accessibility) and (b) Queuing diagram of gridlock development. 
 
Geroliminis and Daganzo (2008) showed that there is a linear relationship between average network flow 
and exit rates measured by Yokohama detector data. Our simulation results confirm the existence of such 
relationship for large networks. Fig. 13 shows the linear relationship between average network flow and trip 
completion rate for the entire Chicago metropolitan network. Such relationship can be used to relate mobility and 
accessibility measures in a city. 
 
 
Fig. 13 Linear relationship between average network flow and trip completion rate for the entire Chicago 
metropolitan network 
 
Large urban networks have inherent spatial variation in origins and destinations, which creates spatial 
inhomogeneity of congestion distribution. To investigate if hysteresis and gridlock phenomena also exist in 
smaller and more homogenous networks, we now focus on the Chicago CBD sub-network. Note that the 
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reported results for the CBD sub-network are from the simulation runs performed on the entire network. To plot 
the NFDs of the CBD sub-network, we calculate the network-wide average flows and densities over the links 
included in the CBD area. 
Fig. 14 shows the NFD of the Chicago CBD and time series of average network flow and average network 
density. As can be seen in Fig. 14(a), the CBD sub-network experiences a flow breakdown at about minute 140. 
Following the breakdown, the average network density constantly increases up to minute 300 and then remains 
almost invariant until the end of the simulation. The long-lasting invariant large densities with very small flows 
suggest formation of a gridlock. The associated NFD shown in Fig. 14(b), unlike the NFD of the entire network, 
does not include a hysteresis loop because the CBD area could not recover at all because of the gridlock. The 
gridlock density is 127 vehicle/mile-lane, which is extremely high for a network-level density (see values based 
on aerial photos reported by Ardekani and Herman, 1987).   
 
                                                (a)                                                                                           (b) 
Fig. 14 (a) NFD of Chicago CBD and (b) Time series of average network flow and average network density. 
 
 
Fig. 15 Spatial evolution of gridlock (formation and propagation) over time in the CBD network. 
T = 0 min T = 120 min
T = 150 min T = 180 min
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Fig. 15 shows the spatial evolution of the gridlock (formation and propagation) over time in the Chicago 
CBD. The gridlock begins forming at about minute 120 and quickly propagates throughout the network. To 
understand if the existing gridlock is a single- or multiple-core gridlock, more detailed analysis is required. 
Fig. 16 illustrates the gridlock propagation in terms of mile-lane in the CBD sub-network over time. The 
Chicago CBD sub-network consists of total of 243 mile-lanes. After the gridlock forms, it propagates at a 
roughly constant speed of 0.92 mile-lane/minute until the minute 300 when demand diminishes. Then it begins 
recovering at a very slow speed of 0.028 mile-lane/minute. 
Another interesting observation is the empty portion of the CBD sub-network at the end of the simulation 
time when the average network flow is zero. At this time, more than 40% of the links (mile-lane) are empty 
while the rest are jammed. This variation in the spatial distribution of congestion, which reflects severe spatial 
peaking of flows that is mismatched with the capacity, is one of the main reasons associated with the inability of 
the gridlock to recover and thus, collapse of the network. To prevent a gridlock from forming, delay its 
formation, or make it recover faster, approaches may be developed to reduce this variation, or rather reduce the 
imbalance between the spatial peaking of traffic and available capacity, by redistributing traffic in the network. 
Toward this end, the questions of interest pertain to why and how gridlock forms, how it propagates in the 
network, and how it might recover. To answer these questions, we first need to quantitatively characterize 
gridlock. 
 
Fig. 16 Illustration of gridlock propagation in terms of number of jammed links in the Chicago CBD sub-network. 
 
4. Gridlock Characteristics 
 
As stated earlier, gridlock is defined as a state of the system which brings traffic of the entire or a portion of 
the network to a complete standstill with zero (or minimal) flow. Urban gridlocks can be characterized based on 
their size, configuration, formation time, formation location, etc. In this section, we introduce descriptive 
measures for quantifying the size, magnitude and impact of gridlocks, and use these measures to examine the 
properties of gridlock formation and dissipation in the entire Chicago network and the CBD sub-network.  
 
Size 
A very basic characteristic of a gridlock is its size. Gridlock size can be measured by the number of jammed 
links (in terms of mile-lane) within a gridlock that are connected to each other at least through one node. 
Jammed links that are not connected to each other do not form a single gridlock; rather, they can form multiple 
gridlocks that may eventually merge into each other and form a larger gridlock. Gridlock size can also be 
measured by the number of vehicles trapped in the gridlock at time t as ng(t). When a gridlock forms, its size can 
grow as the gridlock propagates or shrink as the gridlock dissipates, as shown earlier in Fig. 16. 
 
Configuration 
Another characteristic of a gridlock is its configuration. Here configuration refers to the arrangement of the 
jammed links in a gridlock. Gridlock configuration is not constant over time. Depending on the direction(s) that 
a gridlock is propagating or shrinking toward, its configuration may change. Gridlock configuration can be 
visualized as illustrated earlier in Fig. 15. 
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The location that a gridlock begins to form is another characteristic of a gridlock. Similar to bottlenecks on 
individual road segments, gridlocks can also form at recurrent locations on a day-to-day basis. However, 
gridlock formation location is not necessarily the same every day. Non-recurrent gridlocks may also form 
because of special events, incidents, etc. The gridlock shown in Fig. 15 begins forming at the intersection of N. 
Halsted and W. Randolph Street. Empirical observations are required to study if actual urban gridlocks form at 
the same location every time. Our simulation results suggest that gridlock formation location is not constant and 
is very sensitive to network control (e.g. signal timings) and route choice. 
 
Formation Time 
Another characteristic of a gridlock is its formation time. Similar to bottleneck activation time in individual 
freeway segments, urban network gridlocks have a formation time too. As an example, the gridlock shown in 
Fig. 15 begins forming at minute 71 (or 6:11 AM). Appropriate control strategies should delay formation time of 
a gridlock if they cannot completely prevent its formation. 
 
Halt Time 
After a gridlock forms and propagates, there is a time in which the gridlock growth halts and then it begins to 
dissipate. For example, the halt time of the gridlock shown in Fig. 16 is at minute 300. 
 
Dissipation Time 
Similar to bottleneck deactivation time on individual freeway segments, urban network gridlocks have a 
dissipation time too. For example, the shown gridlock in Fig. 15 and Fig. 16 almost never recovers. However, as 
stated earlier in the paper, gridlocks in real world will eventually recover while this is not necessarily the case in 
simulation. If the gridlock shown in Fig. 16 maintains its recovery speed, it would eventually recover after 94 
hours. 
 
Propagation Duration 
Propagation duration is the time from a gridlock forms to the time it halts. 
 
Recovery Duration 
How long does it take for a gridlock to recover? Recovery duration is another characteristic of a gridlock that can 
be calculated by subtracting the halt time from the dissipation time. 
 
Propagation Speed 
Gridlock propagation speed in urban networks is an equivalent measure to forming shockwave speed on 
freeways. Propagation speed can be measured by the number of links (in mile-lane) that jam per unit of time or 
by the number of vehicles that join the gridlock per unit of time. The gridlock discussed in the previous section 
has the average propagation speed of 0.92 mile-lane/minute as shown in Fig. 16 
 
Recovery Speed 
Gridlock recovery speed in urban networks is an equivalent measure to recovery shockwave speed on freeways. 
Similar to propagation speed, recovery speed can be measured by the number of jammed links (in mile-lane) that 
recover per unit of time or by the number of vehicles that leave the gridlock per unit of time. The gridlock 
discussed in the previous section has the average recovery speed of 0.028 mile-lane/minute as shown in Fig. 16. 
 
5. Gridlock Dynamics 
 
In this section, we explore some of the dynamics of urban street network gridlocks under different conditions. 
Effects of demand management and en-route traveler information systems are examined. 
 
5.1. Sensitivity to Demand 
 
The insensitivity of the shape of the theoretical NFD to demand is discussed in Daganzo (2007) and 
Geroliminis and Daganzo (2008). Ji et al. (2010) investigated the effect of demand on the shape of the observed 
NFD using simulation data. The theoretical NFD, when homogeneity conditions hold, is insensitive to demand. 
However, the observed NFD in a network, through simulation or empirical data, is very likely to be different 
from the theoretical NFD because homogeneity conditions do not usually hold in real networks. Therefore, the 
shape of the observed NFD in a network can change if demand changes. The sensitivity of the shape of an 
observed NFD to demand should not be confused with the insensitivity of the shape of the theoretical NFD to 
demand. 
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 To explore the effects of demand management on the shape of the observed NFD and gridlock 
characteristics, different demand levels (100%, 85%, 75%, and 50%) are simulated. Fig. 17 and Fig. 18 show the 
NFD of the entire Chicago metropolitan area network and the Chicago CBD sub-network with different demand 
levels. 
 
 
Fig. 17 NFD of the entire Chicago metropolitan area network with different demand levels. 
 
When 100% of demand is loaded, the NFD of the entire Chicago network includes a large hysteresis loop 
with a gridlock. In this case, the network density is 7.6 veh/mile-lane when average network flow is zero, which 
is significantly smaller than the theoretical network jam density. For the same level of demand in the CBD sub-
network, the network density when average network flow is zero is 127 veh/mile-lane as shown in Fig. 18. 
Therefore, we argue that for the same gridlock size, larger networks tend to jam at smaller densities while 
smaller networks tend to jam at larger densities. For the entire Chicago network, the gridlock covers only 2.5% 
of the network in terms of number of links while for the Chicago CBD sub-network, the gridlock covers 60% of 
the network. If a gridlock covers 100% of a network, the network density at gridlock is the same as the 
theoretical sub-network jam density. Also, when demand decreases, the size of the gridlock decreases. The 
gridlock size, in terms of number of vehicles trapped in the gridlock, decreases from 166,096 vehicles when 
demand is 100% to 17,874 vehicles when demand is 85%. At the end of the simulation, there is no gridlock for 
demand levels of 75% and 50%. 
With regard to the hysteresis phenomena, the illustrated NFDs provide interesting insight. The NFDs of the 
entire network as shown in Fig. 17, regardless of the demand level, include a hysteresis loop. When demand is 
100%, the hysteresis loop is large while smaller hysteresis loops form when demand is 85% or 75%. When 
demand is 50%, there is no congestion in the network to observe hysteresis. These hysteresis loops are formed 
when network is recovering. Since demand sharply drops to zero and remains zero until the end of the simulation 
time, the hysteresis loop closes (intersects with the left or uncongested branch of the NFD) at zero density and 
flow when there is no gridlock. If demand was not zero but remained low or slowly changed to zero, the 
hysteresis loop would close at a point with higher density and flow. This creates a metastable range of densities 
and flows in the NFD as discussed in section 2. For the NFDs illustrated in Fig. 18, the multiple-state area is 
clear. Distinguishing the bifurcation caused by loading versus recovering, the NFD starts bifurcating at about 
network density of 10 veh/mile-lane, while the critical density associated with the maximum flow is about 25 
veh/mile-lane. Results suggest that the bifurcation density (when loading) is smaller than the critical density. 
93 Hani S. Mahmassani et al. /  Procedia - Social and Behavioral Sciences  80 ( 2013 )  79 – 98 
Also, the figure clearly shows that the bifurcation caused during the recovery period creates multiple-states even 
at near-zero densities as theoretically discussed in section 2. 
 
Fig. 18 NFD of the Chicago CBD sub-network with different demand levels. 
 
Fig. 19 shows the gridlock evolution in terms of mile-lanes of jammed links in the CBD sub-network with 
different demand levels. When demand is 75%, a gridlock forms but fully recovers with recovery duration of 220 
minutes from the time when demand diminishes. When demand is 85%, a gridlock forms and partially recovers. 
When demand is 100%, a large gridlock forms and almost never recovers. Interestingly, all the gridlocks begin 
forming at about the same time, regardless of the demand level. Also, the propagation and recovery speeds are 
different when demand changes. The average propagation speeds are 0.92, 0.49, and 0.19 mile-lane/minute for 
demand levels of 100%, 85%, and 75%, respectively. The average recovery speed when demand is 100% is 
0.028 mile-lane/minute while the average recovery speeds when demand is 85% and 75% are roughly the same 
(0.14 mile-lane/minute) during the early stages of the recovery period. However, unlike the 100% demand case, 
the recovery speed varies in time. When demand is 85%, the recovery speed decreases to almost zero at about 
minute 540. If the recovery speed could sustain its value, the gridlock would fully recover in about 11 hours. 
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Fig. 19 Gridlock propagation with different demand levels in the Chicago CBD sub-network. 
 
Fig. 20 illustrates the spatial configuration of the gridlocks with different demand levels at minute 300 when 
demand diminishes and gridlocks are at their largest size. As can be seen, the gridlocks have very different 
configurations with some overlapping links. Their formation locations and times are not exactly the same. All 
three gridlocks mostly cover the entire North West side of the CBD. Results show that at the beginning, multiple 
small gridlocks form at different locations in the CBD. As the network keeps loading, these small and 
disconnected gridlocks grow and eventually merge into each other and create a larger gridlock. One major source 
of disruption in the CBD network traffic seems to be the spillback created in the vicinity of the on and off ramps 
of the freeway on the west side of the CBD.  
 
 
Fig. 20 Gridlock configuration with different demand levels at minute 300. 
 
5.2. Effects of Adaptive Driving 
 
Recent results from analysis of small idealized networks by Daganzo et al. (2011), Daganzo (2011), and 
Gayah and Daganzo (2011) suggest that networks are inherently unstable when density is sufficiently high. 
Therefore, the network-wide flow-density relation undergoes a bifurcation and becomes multivalued. However, 
it is conjectured that if drivers choose routes adaptively based on real-time information of prevailing traffic 
condition, the bifurcation’s critical density increases and a wider range of densities become stable. Adaptive 
driving may also reduce hysteresis and scatter (Daganzo, 2011). Daganzo et al. (2011) used a symmetric 2-bin 
model to answer this question that whether adaptive driving can eliminate or postpone the bifurcation. Using an 
idealized homogenous network where vehicles circulate indefinitely without exiting, they found that “the more 
adaptive drivers are, the greater the range of densities for which MFD is single valued.” However, this 
conjecture has not been tested in a real network consisting of asymmetric arterials and freeways with exit flows, 
various signal timings, ramp metering, stop signs, yield signs, etc. Other studies (Mahmassani and Jayakrishnan, 
1991; Mahmassani and Peeta, 1993; Jayakrishnan et al., 1994; Srinivasan and Mahmassani, 2000; Dong et al., 
2006; Fernandez et al., 2009) investigated the effects of traveler information on network performance mostly in 
terms of average trip time, total trip time, and social welfare. In this section, we investigate the effects of 
adaptive driving on the shape of the observed NFD and gridlock characteristics. 
In order to simulate adaptive driving behavior in the context of the DTA, a specific class of users is defined. 
This class of users updates its paths at each intersection based on the prevailing shortest path tree. It is designed 
to reflect real-time information of prevailing traffic condition, and is based on boundedly rational behavior 
(Mahmassani and Jayakrishnan, 1991). Two criteria are used for route choice, namely the indifference band and 
the threshold bound for switching decisions. The indifference band reflects a fraction of travel time improvement 
below which the user will not switch routes. The threshold bound reflects a time improvement below which the 
user will not switch routes. Should any of these two criteria be exceeded, the user will switch routes at the next 
intersection. 
Fig. 21 shows NFDs of Chicago CBD sub-network with different population of adaptive drivers. When the 
population of adaptive drivers is low (less than or equal to 10%), the shape of the NFD remains roughly 
unchanged. As the population of adaptive drivers increases to 20%, network density at gridlock decreases from 
about 125 vehicles/mile-lane (in the case for 0%, 5%, and 10% adaptive drivers) to 60 vehicles/mile-lane. This 
implies that the gridlock size is shrinking as the population of adaptive drivers increases. When 30% of drivers 
100% demand 85% demand 75% demand
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are adaptive, gridlock completely recovers but still a relatively large hysteresis loop forms. However, when 
100% of drivers are adaptive, scatter in the NFD and hysteresis reduces and no gridlock forms. If we consider 
the observed maximum average flow in the network as the observed capacity of the network, then we also see 
multiple capacity states. When the number of adaptive drivers is high, higher capacities were observed. Overall, 
results suggest that when the population of adaptive drivers is sufficiently large (more than 30% in this case), 
traffic tends to distribute more homogenously in the network. Thus, gridlock fully recovers or even no gridlock 
forms in some cases.  
 
 
Fig. 21 NFDs of Chicago CBD sub-network with different population of adaptive drivers. 
 
Results show that gridlocks vary in size and configuration depending on the route choices and sequence of 
permitted movements at junctions. The size of gridlock decreases when the number of adaptive drivers increases. 
Fig. 22 illustrates the configuration of two gridlocks formed in the Chicago CBD sub-network when 5% and 
20% of drivers being adaptive. The gridlock with 20% adaptive drivers was 52% smaller (in terms of number of 
jammed links) than the gridlock with 5% adaptive driver. When adaptive driving comes into play, not only the 
size of gridlock changes but also the area that gridlock covers changes. Comparing the configurations of the 
gridlocks, 34% of the jammed links in the case with 20% adaptive drivers were unique. In other words, the 
gridlock with 20% adaptive drivers is not simply a sub-set of the gridlock with 5% adaptive drivers. Rather, it is 
a gridlock with a totally different configuration and propagation dynamics. 
Fig. 23 illustrates the gridlock evolution in terms of mile-lane of the jammed links in the CBD sub-network 
with different populations of adaptive drivers. Results show that gridlocks begin forming at about the same time 
but at different locations when population of adaptive drivers changes. Also, when number of adaptive drivers in 
the network increases, gridlock propagation speed decreases while gridlock recovery speed increases. 
Table 1 provides a summary of the average gridlock propagation and recovery speeds with different 
populations of adaptive drivers up to 30%. For larger population of adaptive drivers, network did not have 
enough congestion to reveal gridlock characteristics. Nevertheless, increasing the number of adaptive drivers in 
the network not only reduces the size of the gridlock but it also increases the recovery speed and therefore, 
decreases the recovery duration. Note that when the population of adaptive drivers is low (less than or equal to 
10% in this case), the changes in the propagation and recovery speeds did not follow an explainable trend. This 
is possibly due to the low-impact interactions between the adaptive drivers and other drivers in the network. 
When the population of adaptive drivers is low, the network traffic instability does not improve because route 
changes are not sufficient to redistribute the traffic in the network. 
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                                  5% adaptive drivers                            20% adaptive drivers 
 
Fig. 22 Illustration of gridlock configurations in the Chicago CBD sub-network with 5% and 20% adaptive drivers. 
 
 
Fig. 23 Gridlock propagation with different populations of adaptive drivers in the Chicago CBD sub-network. 
 
Table 1. Gridlock average propagation and recovery speeds with different populations of adaptive drivers in the 
Chicago CBD sub-network. 
Adaptive Drivers Propagation Speed (mile-lane/min) Recovery Speed (mile-lane/min) 
0% 0.92 0.028 
10% 0.99 0.032 
20% 0.68 0.119 
30% 0.14 0.164 
 
6. Conclusion 
 
This study analyzed a calibrated model of the urban street network of Chicago consisting of both freeways 
and arterials where vehicles exit the network when reaching their destination. With regard to the hysteresis 
phenomenon in the NFD, a model is proposed to reproduce hysteresis and gridlock. It is conjectured that the 
network average flow can be approximated as a non-linear function of network average density and variation in 
link densities. The proposed model is calibrated for the Chicago Central Business District (CBD) sub-network. 
Also, we showed that complex networks with multiple route choices tend to jam at a range of densities that are 
considerably smaller than the theoretical average network jam density. It is demonstrated that networks tend to 
gridlock in many different ways with different configurations. We also observed multivaluedness for a wide 
range of densities depending on the size of the network. For the same network configuration, when we change 
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demand or somehow change the circulation patterns and route choices, for the same value of density, multiple 
values of average flow were observed. 
Moreover, network gridlock is defined as a state of the system which brings traffic of the entire or a portion 
of the network to a complete standstill with zero (or minimal) flow. Several quantifiable characteristics of 
gridlock are developed and defined. It is shown that demand management and adaptive driving affect gridlock 
size, propagation speed, and recovery speed. If we consider the observed maximum average flow in the network 
as the observed capacity of the network, then we also see multiple capacity states. Network capacity, as defined, 
highly depends on the demand, circulation patterns, and route choices.  
Overall, the study provides deeper insight into the dynamics of network traffic flow and its characteristics in 
a large-scale complex urban street network under heavily congested conditions. It also provides better 
understanding of the dynamics of gridlock and hysteresis phenomena, which can help in developing dynamic 
control strategies to mitigate congestion and improve accessibility and mobility in large cities. 
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