Ab initio techniques, mainly based on the implementation of quantum mechanics known as density functional theory, and more recently quantum Monte Carlo, have now become widely used in the investigation of the high pressure and temperature properties of materials. These techniques have been proven reliable and accurate, and as such can be considered in many cases as complementary to experiments. Here I will describe some applications of ab-initio techniques to the properties of iron under Earth's core conditions. In particular, I will focus on the description of how to obtain high pressure and high temperature properties, as these are the relevant conditions of interests for the Earth's core. Low temperature properties of solids have often been studied using the quasi-harmonic approximation, which sometimes can retain high accuracy even at temperatures not too far from the melting temperature. However, for solids at high temperature and for liquids the quasi-harmonic approximation fails, and I will describe how using the molecular dynamics technique, coupled with ab-initio calculations and the thermodynamic integration scheme, it is possible to compute the high temperature thermodynamic properties of both solids and liquids. Examples of the application of these techniques will include the calculation of many thermodynamic properties of iron and its melting curve, which can be used to to improve our understanding of the temperature of the Earth's core.
Introduction
We start the discussion by recalling the structure of the Earth, which can be broadly described in terms of three main shells. The outermost is the crust, with a thickness of only a few tens of kilometers, mainly formed by silicates. Below the crust we find the mantle, which is customarily divided in an upper mantle and a lower mantle, separated by a transition zone. The mantle makes up most of the volume of the Earth, extending to a depth of 2891 km, almost half way towards the centre, and like the crust is also mainly formed by silicates, and in particular by Mg(Fe)SiO 3 with some significant fraction of Mg(Fe)O and SiO 2 . Below the mantle we find the core, which is divided in an outer liquid core extending from 2891 to 5150 Km depths and an inner solid core below that, down to the centre of the Earth at 6346 Km depth. It is widely accepted that the core is mainly formed by iron, possibly with some 5 to 10 % of nickel, plus a fraction of unknown light impurities which reduce the developments of alternative techniques. Among these dynamical mean field theory [6] and quantum Monte Carlo [7] (QMC) are probably the most promising on a time scale of 5 to 10 years. In fact, QMC techniques have recently been applied to iron at Earth's core conditions, and I will report results on the zero temperature iron equation of state and the iron melting temperature at 330 GPa.
In the next section I will introduce the main ideas to calculate zero temperature properties of materials, and I will report on some zero temperature properties or iron. In the following section I will move to the description of standard statistical mechanics tools for the calculation of free energies needed at high temperature. This will be done by separating the low temperature regime, where solids can be described within the quasiharmonic approximation, from the high temperature regime, where the technique of thermodynamics integration is introduced to calculate free energies, both for solids and for liquids. As applications of these techniques, I will report on some high temperature high pressure properties of solid and liquid iron, including its melting curve at Earth's core conditions.
Static properties 2.1 Crystal structures and phase transitions
At zero temperature the main thermodynamic variable is the internal energy of the system E, or more generally at finite pressure p the enthalpy H = E + pV , where V is the volume of the system. The simplest possible first principles calculation one can do is the evaluation of the total energy of a system containing a certain number of atoms at fixed lattice sites. To find the most stable configuration of the atoms one simply minimises the total energy with respect to the atomic positions. This is usually done by evaluating forces, which are then used to move the atoms towards their equilibrium positions. For simple crystal structures this may not be necessary, as the positions may be constrained by symmetry. An example of this is solid iron in either its ambient conditions body-centred-cubic (bcc) crystal structure. As the pressure is increased the crystal structure of the material may change, and in fact in iron we find a transition from bcc to the hexagonal-close-packed (hcp) structure between 10 and 15 GPa [8] . The pressure at which the phase transformation occours is defined by the point where the enthalpies of the two crystal structures cross. These enthalpies can be computed using ab-initio techniques, by computing the energy E and the pressure p of the crystal as function of volume V , and then construct the enthalpy H = E + pV . By contrast with bcc, the hcp crystal structure has an additional degree of freedom, coming from the lack of a symmetry relating the hexagonal plane and the direction perpendicular to the plane. This additional degree of freedom, known as the c/a ratio, needs to be optimised for every volume V (we will return below on the issue of the optimal c/a for hcp iron at Earth's core conditions). Once this is done, an enthalpy curve can be constructed and compared with that obtained from the bcc structure. Calculations using DFT with the LDA or various generalised gradient approximations (GGA) have been performed, and it has been shown that in this particular case the LDA gives poor agreement with the experiments, even failing to predict the correct zero pressure crystal structure [9, 10, 11, 12, 13] , while the GGA known as PW91 [14] , for example, predicts the transition between 10 and 13 GPa [15] , in good agreement with the experimental value which is in the range 10-15 GPa [8] . In Fig. 1 I show a comparison of the DFT-PW91 calculated equation of state with experiments. The calculations of Ref. [15] have been adapted to contain room temperature thermal expansion (see below), and agree very well with the experimental data [16, 17] . The figure also reports recent QMC calculations [18] , which like the DFT-PW91 ones are in good agreement with the experiments.
Elastic constants
Most of what we know about the interior of our planet comes from seismology, and therefore from the elastic behaviour of the minerals inside the Earth. The theory of elasticity of crystals can be found in standard books [19] . Briefly, if a crystal is subjected to an infinitesimal stress dσ ij , with i and j running through the three Cartesian directions in space, then it will deform according to the strain matrix d ij :
The constant of proportionality between stress and strain, c ijkl is a rank-4 tensor of elastic constants. With no loss of generality we can assume dσ ij and d ij to be symmetric (dσ ij = dσ ji would imply a non-zero torque . DFT-PW91 results [15] (dotted line) and experimental data (circles [16] and open triangles [17] ) are also reported for comparison. Room temperature thermal expansion has been added to the theoretical curves. Notice the discontinuity due to the hcp-bcc phase transition in the values provided by Dewaele et al. [17] . At low pressures, calculations and experiments differ because of the magnetism, which is not taken into account in the theoretical calculations.
Reprinted from Ref. [18] . Copyright 1998 American Physical Society.
on the crystal, which would simply impose an angular acceleration and not a deformation), and therefore the elastic constant tensor is also symmetric. It is therefore possible to rewrite the rank-2 tensors dσ ij and d ij as 6 components vectors, in the Voigt notation, with the index pairs 11, 22, 33, 23, 31, and 12 represented by the six symbols 1, 2, 3, 4, 5 and 6 respectively. In this notation, the stress-strain relation appears as:
with i and j going from 1 to 6. Elastic constants are given as the coefficients C ij . The matrix C ij is symmetric, so that the maximum number of independent elastic constants of a crystal is 21. Because of crystal symmetries, the number of independent constants is usually much smaller. For example, in cubic crystals like bcc Fe there are only three elastic constants, in hcp Fe there are five. Equation 2 provides the route to the calculation of the elastic properties of materials, and it can be applied both at zero and high temperatures. At zero temperature the components of stress tensor can be calculated as (minus) the partial derivative of the internal energy with respect to the components of the strain:
Examples of zero temperature calculations of elastic constants include the DFT calculations of Stixrude and Cohen [20] on the hcp crystal structure of iron at Earth's inner core conditions, who suggested a possible mechanism based on the partial alignment of hcp crystallites to explain the seismic anisotropy of the Earth's inner core.
Finite temperature
The extension to finite temperature properties of materials may simply be obtained by substituting the internal energy E with the Helmholtz free energy F . The pressure p is obtained as (minus) the partial derivative of F with respect to volume, taken at constant temperature: If the system of interest is at sufficiently high temperature (above the Debye temperature), the nuclei can be treated as classical particles, and the expression of the Helmholtz free energy F for a system of N identical particles enclosed in a volume V , and in thermal equilibrium at temperature T is [21] :
where Λ = h/(2πM k B T ) 1/2 is the thermal wavelength, with M the mass of the particles, h the Plank's constant, β = 1/k B T , k B is the Boltzmann constant, and U (R 1 , . . . R N ; T ) the potential energy function, which depends on the positions of the N particles in the system, and possibly on temperature, in which case U is the electronic free energy.
The multidimensional integral extends over the total volume of the system V , and it is in general very difficult to calculate. In 2001 Steinle-Neumann et al. [22] modeled hcp iron using the particle in a cell technique, in which the potential energy experienced by any iron atom in the solid is approximated with an empirical potential fitted to first principle calculations, which coupled with the neglect of correlations between vibrations in different primitive cells makes it possible to integrate analytically Eq. 5. They calculated the free energy of the hcp solid as function of various strains applied to the cell at various temperatures, in the same spirit as described in the previous section, and obtained high temperature elastic constants. One of the main conclusions of their work was that at high temperature the elastic behaviour of iron is surprisingly different form the zero temperature behaviour, and in particular a large increase in the c/a parameter with temperature would result in a different prediction of partial alignment of crystals in the solid core from that inferred using zero temperature elastic constants [20] . However, subsequent calculations by Gannarelli et al. [23, 24] using the same method did not confirm the large increase of c/a in hcp iron predicted by Steinle-Neumann et al [22] . The two sets of results are displayed in Fig. 2 , which also reports some recent experimental data [25] , confirming the small increase of the c/a ratio with temperature predicted by Gannarelli et al. [24] .
In the general case where the potential energy is not an easy quantity to compute one has to resort to different methods. For example, first principles high temperature elastic constants of iron at core conditions have been calculated by Vočadlo using molecular dynamics [26] . Here the deformations required in Equation 2 were imposed on the cell much in the same way as in the zero temperature case, but the resulting stresses were calculated as averages over molecular dynamics trajectories.
Using molecular dynamics simulations it is also possible to study the properties of liquids. For example, in a liquid the atoms are free to diffuse throughout the whole volume, and this behavior can be characterized by diffusion coefficients D α , where α runs over different species in the system. These D α are straightforwardly related to the mean square displacement of the atoms through the Einstein relation [27] :
where r iα (t) is the vector position at time t of the i-th atom of species α, N α is the number of atoms of species α in the cell, and means time average over t 0 . The diffusion coefficient can also be used to obtain a rough estimate of the viscosity η of the liquid, by using the relation between the two stated by the Stokes-Einstein relation:
This technique was used by de Wijs et al. [28] to estimate the viscosity of liquid iron at Earth's core conditions. The Stokes-Einstein relation in Eq. 7 is exact for the Brownian motion of a macroscopic particle of diameter a in a liquid of viscosity η. The relation is only approximate when applied to atoms; however, if a is chosen to be the nearest neighbors distance of the atoms in the solid, Eq. 7 provide results which agree within 40% for a wide range of liquid metals. To calculate the viscosity rigorously, it is possible to use the Green-Kubo relation:
where σ xy is the off-diagonal component of the stress tensor σ αβ (α and β are Cartesian components). This relation was used in the context of first principles calculations for the first time by Alfè and Gillan [29] , who first calculated the viscosity of liquid aluminium at ambient pressure and a temperature of 1000 K, showing that the method provided results in good agreement with the experiments, and then applied the method to the calculation of the viscosity of a liquid mixture of iron and sulphur under Earth core conditions. In Fig. 3 I show the integral in Eq. 8 calculated from 0 to time t for this iron sulphur liquid mixture. In principle, this has to be computed from zero to infinity, as stated in Eq. 8, however, in this particular case there is nothing to be gained by extending the integral beyond about 0.2 ps, after which the integrand has decayed to zero and it is dominated by statistical noise. The figure also shows the computed statistical error on the integral, and from this it was possible to infer the value for the viscosity η = 9 ± 2 mPa s, in good agreement with that obtained from the diffusion coefficient via the Einstein relation 7, calculated to be η ∼ 13 mPa s in a previous paper [30] . In the next two section I will now introduce the standard techniques to obtain free energies at finite temperature from first principles calculations.
The Helmholtz free energy: low temperature and the quasi-harmonic approximation
For a solid at low temperature, the Helmholtz free energy F can be easily accessed by treating the system in the quasi-harmonic approximation. This is done by expanding the potential (free) energy function U around the equilibrium positions of the nuclei. The first term of the expansion is simply the energy of the system calculated with the ions in their equilibrium positions, E perf (V, T ) (this is a free energy at finite temperature, and therefore depends both on V and T ). If the crystal is in its minimum energy configuration the linear term of the expansion is zero, and by neglecting terms of order three and above in the atomic displacements we have that the quasi-harmonic potential is:
where u ls denotes the displacement of atom s in unit cell l, α and β are Cartesian components, and Φ lsα,l tβ is the force-constant matrix, given by the double derivative ∂ 2 U/∂u lsα ∂u l tβ evaluated with all atoms at their equilibrium positions. This force constant matrix gives the relation between the forces F ls and the displacements u l t , as can be seen by differentiating Eq. 9 and ignoring the higher-order an-harmonic terms:
Figure 3: Viscosity integral of the average stress autocorrelation function and its statistical error as a function of time for liquid Fe-S under Earth's core conditions. Reprinted from Ref. [29] . Copyright 1998 American Physical Society
Within the quasi-harmonic approximation, the potential energy function U harm completely determines the physical properties of the system, and in particular the free energy, which takes the form:
where the quasi-harmonic component of the free energy is:
with ω n the frequency of the nth vibrational mode of the crystal. In a periodic crystal, the vibrational modes can be characterised by a wave-vector k, and for each such wave-vector there are three vibrational modes for every atom in the primitive cell. If the frequency of the sth mode at wave-vector k is denoted by ω ks , then the vibrational free energy is:
The vibrational frequencies ω ks can be calculated from first principles, for example using the small displacement method [31] .
As an example of first principles calculations of phonon frequencies using the small displacement method I show in Fig. 4 the phonon dispersion relations for bcc iron under ambient conditions, compared with experimental data [32] . We see that the agreement between theory and experiments is very good almost everywhere in the Brillouin zone, with discrepancies being at worst ∼ 3%.
Phonons can also be calculated at high pressure, and as an illustration of this in Fig. 5 I show a comparison between DFT-PW91 calculations and nuclear resonant inelastic x-ray scattering (NRIXS) [33, 34] experiments, of phonon density of states of bcc and hcp iron from zero to 153 GPa [35] . The agreement between theory and experiments is good in the whole pressure region, being slightly better at high pressure.
Once the quasi-harmonic free energy is known, all the thermodynamical properties of the system can be calculated. In particular, the pressure is given by:
The last term in the equation above is the ionic component of the thermal pressure, and it is different from zero because the vibrational frequencies ω ks depend on the volume of the crystal. In fact, it is easy to see from Eq. 13 [15] and experiment respectively [32] . Reproduced from Ref. [15] . Copyright 2000 American Physical Society.
that even at zero temperature there is a finite contribution to the quasi-harmonic free energy, given by:
This zero point energy contribution to the harmonic free energy is also responsible for a contribution to the pressure. Since usually the vibrational frequencies ω ks increase with decreasing volume, these contributions are positive, and are responsible for the phenomenon of thermal expansion in solids. The dependence of E perf (V, T ) on T also means that there is an electronic contribution to the thermal pressure, which is also positive, and in some cases (i.e. iron at Earth's core conditions) can be a significant fraction of the thermal pressure, and a non-negligible fraction of the total pressure [36] .
The Helmholtz free energy: high temperature and thermodynamic integration
At high temperature an-harmonic effects in solids may start to play an important role, and the quasi-harmonic approximation may not be accurate enough. Moreover, if the system of interest is a liquid, the quasi-harmonic approximation is of no use. In this section I shall describe a method to calculate the free energy of solids and liquid in the high temperature limit, provided that the temperature is high enough that the quantum nature of the nuclei can be neglected. If this is the case, the Helmholtz free energy F is defined as in Eq. 5.
Performing the integral in Eq. 5 to calculate F is extremely difficult if the potential energy is not a simple function of the ionic positions. However, it is less difficult to calculate changes in F as some specific variables are changed in the system. For example, we have seen that by taking the derivative of F in Eq. 5 with respect to volume at constant T we obtain (minus) the pressure. Therefore, the difference of F between two volumes can be obtained by integrating the pressure p, which can be calculated using a molecular dynamics simulation. Similarly, by integrating the internal energy E one obtains differences in F/T .
It is equally possible to calculate differences in free energy between two systems having the same number of atoms N , the same volume V , but two different potential energy functions U 0 and U 1 . This can be done by introducing an intermediate potential energy function U λ such that for λ = 0; U λ = U 0 , and for λ = 1; U λ = U 1 , and such that for any value of 0 < λ < 1, U λ is a continuous and differentiable function of λ. For example, a convenient form is:
where f (λ) is an arbitrary continuous and differentiable function of λ in the interval 0 ≤ λ ≤ 1, with the property f (0) = 0 and f (1) = 1. According to Eq 5, the Helmholtz free energy of this intermediate system is:
Differentiating this with respect to λ gives:
and therefore by integrating dF λ /d λ one obtains:
This also represents the reversible work done on the system as the potential energy function is switched from U 0 to U 1 . In most cases a suitable choice for the function that mixes U 0 and U 1 is simply f (λ) = λ, and the thermodynamic formula 19 takes the simple form:
This way to calculate free energy differences between two systems is called thermodynamic integration [21] . The usefulness of the thermodynamic integration formula expressed in Eq. 19 becomes clear when one identifies U 1 with the DFT potential (free) energy function, and with U 0 some classical model potential for which the free energy is easily calculated, to be taken as a reference system. Then Eq. 19 can be used to calculate the DFT free energy of the system by evaluating the integrand U 1 − U 0 λ using FPMD simulations at a sufficiently large number of values of λ and calculating the integral numerically. Alternatively, one can adopt the dynamical method described by Watanabe and Reinhardt [37] . In this approach the parameter λ depends on time, and is slowly (adiabatically) switched from 0 to 1 during a single simulation. The switching rate has to be slow enough so that the system remains in thermodynamic equilibrium, and adiabatically transforms from the reference to the ab-initio system. The change in free energy is then given by:
where T sim is the total simulation time, λ(t) is an arbitrary function of t with the property of being continuous and differentiable for 0 ≤ t ≤ 1, λ(0) = 0 and λ(T sim ) = 1. Thermodynamic integration can be used to calculate the free energies of both solids and liquids. It is clear from Eq. 19 that the choice of the reference system is almost completely irrelevant (of course, the stability of the system cannot change as λ is switched from 0 to 1), provided that ∆F can be calculated in practice. So, if the goal is to obtain ab-initio free energies, it is essential to minimise the amount of ab-initio work in order to make the calculations feasible. This is achieved by requiring that: i) the integrand in Eq. 19 is a smooth function of λ, ii) the thermal averages U 1 − U 0 λ can be computed within the required accuracy on the time-scales accessible to FPMD and iii) the convergence of ∆F as function of the number of atoms N in the system is again achieved with N accessible to first-principles calculations. All points i),ii), and iii) could obviously be satisfied by a perfect reference system, i.e. a system which differed from the ab-initio system only by an arbitrary constant. In this trivial case the integrand Eq. 19 would be a constant, and thermal averages could be calculated on just one configuration and with cells containing an arbitrary small number of atoms. The next thing close to a constant is a slowly varying object, and this therefore provides the recipe for the choice of a good reference system, which has to be constructed in such a way that the fluctuations in U 1 − U 0 are as small as possible. If this is the case, thermal averages of U 1 − U 0 are readily calculated on short simulations. Moreover, U 1 − U 0 λ is a smooth function of λ, so a very limited number of simulations for different values of λ are needed and, finally, convergence of U 1 − U 0 λ with respect to the size of the system is also quick. In fact, if the fluctuations in U 1 − U 0 are small enough, one can simply write F 1 − F 0 U 1 − U 0 0 , with the average taken in the reference system ensemble. If this is not good enough, the next approximation is readily shown to be:
This form is particularly convenient since one only needs to sample the phase space with the reference system, and perform a number of ab-initio calculations on statistically independent configurations extracted from a long classical simulation.
Once the Helmholtz free energy of the system is known, it can be used to derive its thermodynamical properties. For example, it is possible to calculate properties on the so-called Hugoniot line, and compare the results with those obtained in shock-wave experiments. The data that emerge most directly from shock experiments consist of a relation between the pressure p H and the molar volume V H on the Hugoniot line, which is the set of thermodynamic states given by the Rankine-Hugoniot formula [38] :
where E H is the molar internal energy behind the shock front, and E 0 and V 0 are the molar internal energy and volume in the zero-pressure state ahead of the front. These experiments are particularly useful in identifying the melting transition. This is done by monitoring the speed of sound, which shows discontinuities at two characteristic pressures p s and p l , which are the points where the solid and liquid Hugoniots meet the melting curve. Below p s , the material behind the shock front is entirely solid, while above p l it is entirely liquid; between p s and p l , the material is a two-phase mixture. To illustrate an example of the quality of the DFT-PW91 predictions of the Hugoniot line I show in Fig. 6 the calculations of the p(V ) relation on the Hugoniot [39] for solid and liquid iron, compared with the experimental data obtained by Brown and McQueen [40] . We can see that the agreement between the theory and experiments is extremely good. The two theoretical curves come from raw and free energy corrected calculations (see below). In Fig. 7 I show a comparison of the calculated speed of sounds of the liquid with those obtained in the shock experiments. Again, the agreement between the two sets of data is extremely good. 
Melting
Once the free energies of solid and liquid are known, it is possible to calculate also melting properties, including the whole melting curve of iron under Earth's core conditions [36, 39, 41, 42] . It was found that a simple sum of inverse power pair-potentials of the form U IP (r) = B/r α , where r is the distance between two ions and B and α are two adjustable parameters, did an excellent job in describing the energetics of the liquid and the high temperature solid, provided B and α were appropriately adjusted. As mentioned in the previous section, an additional crucial advantage of having a good reference system is that convergence of F 1 − F 0 with respect to the size of the system is very rapid, and in fact for both solid and liquid iron it was found that already with 64-atom systems F 1 − F 0 was converged to within better than 10 meV/atom, which in turns implied melting temperature converged to better than 100 K with respect to this single technical point. The best estimate for the melting point at the inner-outer core boundary pressure of 330 GPa was T m = 6350 ± 300 K [39] , where the error quoted is the result of the combined statistical errors in the free energies of solid and liquid. Systematic errors due to the approximations of DFT are more difficult to estimate. Some empirical attempts at correcting the DFT-PW91 free energies were based on the differences between the DFT-PW91 zero temperature pressure-volume equation of state and the experimental data, resulting in the free energy corrected results reported in Figs. 6,7. Very recently, we re-addressed this problem going beyond approximated DFT, using quantum Monte Carlo techniques (see below).
At the present state of knowledge, the experimental understanding of the melting point of Fe under this conditions is still scarce, as experiments based on diamond-anvil cells (DAC) cannot reach these pressures. Moreover, even in the region of the phase space where DAC experiments are possible there is still considerable disagreement between different groups [25, 43, 44] , and between DAC and shock-wave experiments [40, 45] .
On the theoretical side, we mention also the work of Laio et al. [46] and Belonoshko et al. [47] , who performed DFT based simulations to calculate the melting curve of Fe under Earth's core conditions, although their approach was rather different from ours [36, 39, 41, 42] . Instead of calculating free energies, Laio et al. [46] and Belonoshko et al. [47] fitted a classical model potential to their first principles calculations, and then used the classical potential to compute the melting curve. To do so, they used the coexistence method, in which solid and liquid are simulated in contact in a box. This method is an alternative route to the calculation of melting curves, and therefore equivalent to the free energy approach. However, Laio et al. and Belonoshko et al. found that at the pressure of 330 GPa iron melted at 5400 and 7000 K respectively. The reason of these large differences, and the difference with our value 6350 K, are due to the quality of the classical potentials employed, and in particular to the free energy differences between these classical potentials and the DFT system. This was later investigated by us [48] , and it was shown that it is possible to assess the differences in free energies between the classical potential and the DFT one, and correct for it. In particular, it was shown that at a fixed pressure p, a first approximation of the difference T in the melting temperature between the classical potential and the ab-initio system is given by:
where S ls mod is the entropy of fusion of the model potential, T mod its melting temperature, and ∆G
, where G is the Gibbs free energy, the subscripts ab and mod indicate the ab-initio and the model system respectively, and the superscripts l and s indicate liquid and solid respectively. These differences of Gibbs free energies can be calculated using thermodynamic integration, which if the model potential is not too different fro the ab-initio one can be calculated using the perturbative approach outlined in Eq. 22 above. The relation between ∆G, evaluated at constant p, and ∆F , calculated at constant V , is readily shown to be:
where κ T is the isothermal compressibility and ∆p is the change of pressure when U mod is replaced by U ab at constant V and T . Once this corrections were applied, the results of Belonoshko et al. [47] came in perfect agreement with ours [39] . The coexistence method mentioned above is an alternative route to the calculation of melting properties, and as such delivers the same results if applied consistently. For its very nature, the method is intrinsically very expensive, because it requires simulations on systems containing large number of atoms, typically many hundreds or even thousands. For this reason, until very recently it had been only applied to calculations employing classical potentials. However, it has been recently shown that the method can in fact be applied also in the context of first principles calculations, and indeed it has been applied to the calculation of the melting temperature of iron at ICB pressure, with a result of 6390 ± 100 K [49] . The close agreement between the results obtained with the first principles coexistence and the first principles free energies support each other and confirm that the DFT melting temperature of iron at 330 GPa is in the region of 6350 K.
Recently, Sola and Alfè [50] re-addressed the problem using the quantum Monte Carlo technique. They performed thermodynamic integration between DFT and QMC exploiting Eq. 22. This was done by performing long DFT molecular dynamics simulations (using the vasp code [51] ), and then calculating QMC (using the casino code [52] ) and DFT energies on a selection of statistically independent configurations, which showed that fluctuations in energy differences between QMC and DFT are small and Eq. 22 can be used reliably (see Fig. 8 ). Then used Eq. 24 to compute a melting temperature correction of 550 ± 250 K. This correction is small, but maybe not completely negligible in terms of geophysical implications, which I will not discuss here. These results are all displayed in Fig. 9 , together with a number of experimental data.
I would like to conclude by pointing out that QMC techniques are fairly easy to parallelise, and have already be shown to scale well on tens of thousands processors. These QMC techniques are 3 or 4 order of magnitudes more expensive than conventional DFT based techniques, however, because of their favorable scaling properties, they are likely to be able to exploit very effectively the computers of the future, and in a decade or two might reach the standards of utilisations that DFT techniques have today. ) and liquid (red dots) iron, generated with DFT molecular dynamics on 64-atom systems. Red solid line and blue dashed line connect DFT energies calculated on the same set of configurations. An offset is added to the energies so that the average value of the QMC and DFT energies is the same, separately in the solid and the liquid. Bottom panel: QMC -DFT energy differences on the same configurations. The average QMC -DFT energy difference for the solid is subtracted from all points. Lines represent the average of the energy differences between QMC and DFT in the solid (line at zero energy) and the liquid. Reprinted from Ref. [50] . Copyright 2009 American Physical Society.
