Ordinary and partial differential operators with an indefinite weight function can be viewed as bounded perturbations of non-negative operators in Krein spaces. Under the assumption that 0 and ∞ are not singular critical points of the unperturbed operator it is shown that a bounded additive perturbation leads to an operator whose non-real spectrum is contained in a compact set and with definite type real spectrum outside this set. The main results are quantitative estimates for this set, which are applied to Sturm-Liouville and second order elliptic partial differential operators with indefinite weights on unbounded domains.
Introduction
We consider linear operators associated with an indefinite differential expression
where w = 0 is a real-valued, locally integrable weight function which changes its sign and ℓ is an ordinary or partial differential expression of the form
acting on a real interval or domain Ω ⊂ R n , respectively. In the first case p −1 and q are assumed to be real and (locally) integrable. In the second case a ∈ L ∞ (Ω) is real and a jk are C ∞ -coefficients such that ℓ is formally symmetric and uniformly elliptic on Ω ⊂ R n , and, additionally, the weight function w and its inverse are essentially bounded. Together with appropriate boundary conditions (if necessary) the differential expression ℓ gives rise to a selfadjoint operator T in an L 2 Hilbert space. Multiplication with 1/w leads to the corresponding indefinite differential operator
associated with L in (1.1), which is selfadjoint in a weighted L 2 Krein space. Most of the existing literature for differential operators with an indefinite weight focuses on regular or left-definite problems. The spectral properties of the operators associated to L in the case of a regular Sturm-Liouville expression ℓ were investigated in detail, we refer to [20] , the monograph [56] and the detailed references therein. Also singular left-definite Sturm-Liouville problems are well studied. Here the selfadjoint operator T associated with ℓ is uniformly positive and, hence, the corresponding indefinite differential operator A associated with L in (1.1) has real spectrum with a gap around zero, cf. e.g., [15, 16, 17, 41, 42] and [56] . In the case T ≥ 0 it is of particular interest whether the operator A is similar to a selfadjoint operator; necessary and sufficient similarity criteria can be found in, e.g., [37, 38] . The slightly more general situation where the indefinite Sturm-Liouville operator A has finitely many negative squares or is quasiuniformly positive is discussed in, e.g., [12, 14, 22] . The general non-left-definite case is more difficult, especially the situation where the essential spectrum of the selfadjoint operator T associated with ℓ is no longer contained in R + . In this case subtle problems appear, as, e.g., accumulation of non-real eigenvalues to the real axis, see [8, 11, 13, 39] . The spectral properties of indefinite elliptic partial differential operators have been investigated in, e.g., [25, 26, 27, 49, 50, 51] on bounded domains and in [9, 21] on unbounded domains.
In the non-left-definite situation the indefinite differential operator A typically possesses non-real spectrum. General perturbation results for selfadjoint operators in Krein spaces from [4, 7, 30] ensure that the non-real spectrum is contained in a compact set. To the best of our knowledge, explicit bounds on the size of this set do not exist in the literature. For singular indefinite Sturm-Liouville operators it is conjectured in [56, Remark 11.4 .1] that the lower bound of the spectrum of T is related to a bound for the non-real eigenvalues; the numerical examples contained in [11, 12] support this conjecture. It is one of our main objectives to confirm this conjecture and to provide explicit bounds on the non-real eigenvalues of indefinite Sturm-Liouville operators and indefinite elliptic partial differential operators.
For this, we develop here an abstract Krein space perturbation approach which is designed for applications to differential operators with indefinite weights. Besides bounds on the non-real spectrum, our general perturbation results Theorem 3.1 and Theorem 3.3 in Section 3 provide also quantitative estimates for intervals containing only spectrum of positive/negative type in terms of the norm of the perturbation and some resolvent integral, as well as information on the critical point ∞ of the perturbed operator. The basic idea of our approach is simple: If T is a semibounded selfadjoint operator in a Hilbert space with some negative lower bound γ, then the operator T + γ is non-negative or uniformly positive. Hence
(or, more generally, A 0 = G −1 (T + γ) with some Gram operator G connecting the Hilbert and Krein space inner product) is a non-negative operator in a Krein space and therefore the spectrum of A 0 is real. Moreover, the difference of A 0 and A is a bounded operator. In general, a bounded perturbation of A 0 may lead to unbounded non-real spectrum, but under the additional assumption that 0 and ∞ are not singular critical points of A 0 , the influence of the perturbation on the non-real spectrum can be controlled. The proofs of Theorem 3.1 and 3.3 are based on general Krein space perturbation techniques, norm estimates and local spectral theory; they are partly inspired by methods developed in [9, 48] . The abstract perturbation results from Section 3 are applied to ordinary and partial differential operators with indefinite weights in Section 4. First we investigate the singular indefinite Sturm-Liouville operator A with p = 1, a real potential q ∈ L ∞ (R) and the particularly simple weight function w(x) = sgn(x). It turns out in Theorem 4.2 that the nonreal spectrum of A is contained in the set
where −d = ess inf x∈R q(x) is assumed to be negative, and estimates on real spectral points of positive and negative type are obtained as well. Our second example is a second order uniformly elliptic operator defined on an unbounded domain Ω ⊂ R n with bounded coefficients and an essentially bounded weight function w having an essentially bounded inverse. We emphasize that the estimates for the non-real spectrum of indefinite differential operators seem to be the first ones in the mathematical literature.
Notation:
As usual, C + (C − ) denotes the open upper half-plane (the open lower halfplane, respectively), R + := (0, ∞) and R − := (−∞, 0). The compactification R ∪ {∞} of R is denoted by R, the compactification C ∪ {∞} by C. By L(H , K ) we denote the set of all bounded and everywhere defined linear operators from a Hilbert space H to a Hilbert space K . We write L(H ) for L(H , H ). For a closed, densely defined linear operator T in H we denote the spectrum and the resolvent set by σ (T ) and ρ(T ), respectively. A point λ ∈ C belongs to the approximate point spectrum σ ap (T ) of T if there exists a sequence ( f n ) in dom T with f n = 1 for n ∈ N and (T − λ ) f n → 0 as n → ∞. The essential spectrum of T is the set {λ ∈ C : A − λ is not Fredholm}.
Selfadjoint operators in Krein spaces
Let (H , [· , ·]) be a Krein space, let J be a fixed fundamental symmetry in H and denote by (· , ·) the Hilbert space scalar product induced by J, i.e. (· , ·) = [J · , ·]. The induced norm is denoted by · . For a detailed treatment of Krein spaces and operators therein we refer to the monographs [5] and [18] .
For a densely defined linear operator A in H the adjoint with respect to the Krein space inner product [·, ·] is denoted by A + . We mention that A + = JA * J, where A * denotes the adjoint of A with respect to the scalar product (· , ·).
This is equivalent to the selfadjointness of the operator JA in the Hilbert space (H , (· , ·)). The spectrum of a selfadjoint operator A in a Krein space is in general not contained in R, but its real spectral points belong to the approximate point spectrum (see, e.g., [18, Corollary VI.6 .2]),
is uniformly positive if and only if A is non-negative and 0 ∈ ρ(A).
It is well-known that the spectrum of a non-negative operator A in a Krein space (H , [· , ·]) is real. Moreover, A possesses a spectral function E A on R which is defined for all Borel sets ∆ ⊂ R whose boundary does not contain the points 0 and ∞. The corresponding spectral projection E A (∆) is bounded and [· , ·]-selfadjoint; see [3, 31, 43, 45, 46] for further details. The point 0 (∞) is called a critical point of A if for each Borel set ∆ ⊂ R with 0 ∈ ∆ (∞ ∈ ∆, respectively) such that E A (∆) is defined the inner product [· , ·] is indefinite on the subspace E A (∆)H . Moreover, if the point 0 (∞) is a critical point of A, it is called regular if there exists
respectively) holds for each ε ∈ (0, 1). Otherwise, the critical point 0 or ∞ is called singular.
In this paper we will investigate operators which are non-negative outside of some compact set K with 0 ∈ K, see Definition 2.1 below 1 . This notion is a generalization of the above concept of non-negative operators in Krein spaces and will be used in the study of additive bounded perturbations of non-negative operators in Section 3 and 4. For a set ∆ ⊂ C we denote by ∆ * the set which is obtained by reflecting ∆ in the real axis, that is, 
the operator A can be written as a diagonal operator matrix
where A 0 is a bounded selfadjoint operator in the Krein space
Relations (2.1) and (2.2) encode the non-negativity outside of the set K, which can also be seen in the following example. 
1 Definition 2.1 is slightly more general than the definition used in [10, Definition 3.1] . Contrary to the definition in [10] , a spectral projector for an operator non-negative over C \ K in the sense of Definition 2.1 corresponding to the set C \ K does, in general, not exist.
Let K r 1 be the closed disc around zero whose radius is the spectral radius r 1 of A 1 , then for a bounded open neighborhood U of K r 1 in C we set E ∞ := E 2 (R \ U ), where E 2 is the spectral function of A 2 . We obtain a decomposition of the form (2.1) and the operator A can be written as in (2.2), where A 0 and A ∞ have the properties stated in Definition 2.1. Therefore, the operator A is non-negative over C \ K r 1 .
Let A be non-negative over C \ K. Then from the representation (2.2) it is seen that for each bounded open neighborhood U of K the non-real spectrum of A is contained in U . Therefore, 
In order to characterize operators which are non-negative over C \ K in Theorem 2.6 below we recall the notions of the spectral points of positive and negative type of selfadjoint operators in Krein spaces. The following definition can be found in, e.g., [36, 44, 48] .
The set of all spectral points of positive (negative) type of A will be denoted by σ + (A) (σ − (A), respectively). A set ∆ ⊂ C is said to be of positive (negative) type with respect to A if each spectral point of A in ∆ is of positive type (negative type, respectively).
The sets σ + (A) and σ − (A) are contained in R, open in σ (A) and the non-real spectrum of A cannot accumulate to σ + (A) ∪ σ − (A). Moreover, at a spectral point λ 0 of positive or negative type the growth of the resolvent is of order one in the sense of the following definition, see also [6, 36, 48] . Definition 2.5. Let A be a selfadjoint operator in the Krein space H and assume that λ 0 ∈ R is not an accumulation point of σ (A) \ R. We say that the growth of the resolvent
holds for all λ ∈ U \ R.
Clearly, if λ 0 = ∞, Definition 2.5 can be formulated equivalently by replacing the enumerator in (2.4) by 1. Moreover, if the growth of the resolvent of A at λ 0 is of order m, then it is of order n for each n > m. The following theorem gives an equivalent characterization for non-negative operators in a neighbourhood of ∞. Theorem 2.6. Let A be a selfadjoint operator in the Krein space H and let K = K * ⊂ C be a compact set such that 0 ∈ K and C + \ K is simply connected. Then A is non-negative over C \ K if and only if the following conditions are satisfied:
(ii) The growth of the resolvent of A at ∞ is of finite order.
Proof. Let A be non-negative over C \ K. It is well-known that the growth of the resolvent of a non-negative operator in a Krein space is of finite order for all λ 0 ∈ R and that spectral points in R Conversely, assume that (i) and (ii) are satisfied. Then the operator A is definitizable over C \ K, see [36] . In particular A possesses a local spectral function E which is defined on all Borel sets ∆ ⊂ R \ K for which neither ∞ nor points of K ∩ R are boundary points. For such a set ∆ the following holds:
-selfadjoint projection and commutes with every bounded operator which commutes with the resolvent of A; [36] . Let U be a bounded open neighborhood of K in C and set E ∞ := E(R \ U ). By (a), with respect to the decomposition
and by (b) the spectrum of the operator A ∞ is real, σ (A ∞ ) ⊂ R \ U . According to (i) and (ii), the operator A ∞ is definitizable over C and thus definitizable, see [36, Theorem 4.7] . Therefore, [46 
Bounded selfadjoint perturbations of non-negative operators
In this section we prove two abstract results on additive bounded perturbations of nonnegative (and some closely connected class of) operators in Krein spaces that lead to perturbed operators which are non-negative over some neighborhood of infinity. In both cases the neighborhood is given in quantitative terms. The results will be applied in Section 4 to singular indefinite Sturm-Liouville operators and to second order elliptic operators with indefinite weights.
Two perturbation results
The following notation will be useful when formulating our main results below: For a set ∆ ⊂ R and r > 0 we define
Our first main theorem concerns bounded selfadjoint perturbations of non-negative operators in Krein spaces. 
. Then the following holds:
Moreover, in both cases ∞ is not a singular critical point of A 0 + V .
The following simple example shows that without further assumptions a bounded selfadjoint perturbation V of a non-negative or uniformly positive A 0 in (H , [· , ·]) may lead to an operator A 0 + V with unbounded non-real spectrum.
Example 3.2. Let (K , (·, ·)) be a Hilbert space and let H be an unbounded selfadjoint
and consider the operators
It is easy to see that A 0 is a non-negative operator and V is a bounded selfadjoint operator in the Krein space
Our second main result applies to operators of the form A = G −1 T , where T is a semibounded selfadjoint operator in a Hilbert space (H , (· , ·) ) and G is a selfadjoint bounded and boundedly invertible operator in the Hilbert space (H , (· , ·)). In other words, A is selfadjoint in the Krein space (H , (G·, ·)) and A+ ηG −1 is uniformly positive for suitable η. Such a situation arises, e.g., when considering elliptic differential operators with an indefinite weight function; cf. Section 4.2.
Assume furthermore that for some η > γ
holds. Then A is non-negative over C \ K r ((−r, r)), where
Moreover, ∞ is not a singular critical point of A. In what follows we describe the structure of the proofs of Theorem 3.1 (ii) and Theorem 3.3. Let E denote the spectral function of the non-negative operator A 0 . As 0 and ∞ are not singular critical points of A 0 , the spectral projections E + := E((0, ∞)) and E − := E((−∞, 0)), and the corresponding spectral subspaces
and 
Note that the operator ±A 0,± is a selfadjoint non-negative operator in the Hilbert space
Now, let V ∈ L(H ) be a bounded selfadjoint operator in the Krein space (H , [· , ·]). Then, with respect to the decomposition (3.3) it admits an operator matrix representation
where B * denotes the adjoint of B with respect to the scalar product (· , ·) ∼ . Hence, the perturbed operator A := A 0 + V is represented by
For operators as in (3.8) we show in Theorem 3.5 below that
is of positive type,
• the non-real spectrum of A is contained in
9)
• and the growth of the resolvent of A at ∞ is of order one.
Here · ∼ stands for the operator norm induced by (3.5). Then, by Theorem 2.6, the operator A is non-negative over C \ K, where K is as in (3.9) . In a final step it remains to bound the quantities
by the quantities r and τ 0 as in the statement of Theorem 3.1.
Some auxiliary statements
In this section we formulate and prove some auxiliary statements which will be used in the proofs 
is of positive type with respect to S. Proof. We set
We claim that for some r(α) > 0 and all f ∈ dom S the following implication
holds. In fact, set ε := 1−α 2 4α and let f ∈ domS with
With respect to the decomposition H = H + ⊕ H − we write f and g := (S − λ ) f as column vectors
Hence, as
i.e., the implication (3.10) holds. It follows that
Hence (ii) is proved and, as σ + (S) is real, the non-real spectrum of S satisfies
Similarly, as in the proof of (3.10), one proves that for λ ∈ C \ K ν (σ (S + )), f ∈ dom S, and for β := ν/ dist(λ , σ (S + )) < 1 the implication
holds with r(β ) > 0 as in (3.11) . This shows (iii) and σ (S) \ R ⊂ K ν (σ (S + )). Together with (3.12) we obtain (i). Assume now that S + is bounded from below and S − is bounded from above. Then the non-real spectrum of S is bounded by (i) and it remains to show that the growth of the resolvent of S is of order one at ∞. Note first that for
,
and
For λ ∈ C with | Im λ | < 2ν and dist(λ , σ (S − )) > ν + δ with some fixed δ > 0 again define the value α = ν/ dist(λ , σ (S − )). Then α ∈ (0, δ ′ ), where δ ′ = ν/(ν + δ ) ∈ (0, 1), and for f ∈ dom S we either have 14) or, by (3.10),
and hence
For λ ∈ C with | Im λ | < 2ν and dist(λ , σ (S + )) > ν + δ the estimates (3.14) and (3.15) hold in a similar form. Therefore, (3.13)-(3.15) imply that for all non-real λ ∈ C with dist(λ ,
with some C > 0 which does not depend on λ . This shows that the growth of the resolvent (S − λ ) −1 is of order one at ∞. Remark 3.6. If dist(σ (S + ), σ (S − )) ≥ 2 M , then the spectrum of S in Theorem 3.5 is real. This result can be improved in certain special cases, cf. [1] and also [2] , where sharp norm bounds on the operator angles between reducing subspaces of S and S + ⊕ S − are given. We mention here also [34, 35] for comparable results in the study of operators of Klein-Gordon type, where bounded perturbations of operators with unbounded offdiagonal entries are investigated.
The following simple example shows that the bounds on the non-real spectrum of S in Theorem 3.5 are sharp.
Example 3.7. Let H + = H − = C and S ± = ±1, M = z ∈ C and hence
Then dist(σ (S + ), σ (S − )) = 2. If |z| ≤ 1, then σ (S) = {± 1 − |z| 2 } is real; cf. Remark 3.6. If |z| > 1, then σ (S) = {±i |z| 2 − 1} and in this case the eigenvalues of S lie on the boundary of K |z| ({1}) ∩ K |z| ({−1}).
Lemma 3.8. Let T be a selfadjoint operator in the Hilbert space (H, (· , ·)
) with 0 / ∈ σ p (T ) and let E be its spectral function. If (a n ) and (b n ) are sequences in [0, ∞) such that a n ↓ 0 and b n ↑ ∞ as n → ∞, and 0 ∈ ρ(T ) if a k = 0 for some k ∈ N, then
Proof. First of all we observe that
Fubini's theorem can be applied here since on R × [a n , b n ] the integrand is bounded and the measure d(E s f , g) ⊗ dt considered as a measure in R × [a n , b n ] is finite. Hence,
Now, we apply [52, Theorem VIII.5] and observe that 2 arctan(a n T −1 ) f tends to zero and 2 arctan(b n T −1 ) f tends to
A subspace L of a Krein space (H, [· , ·]) is called uniformly positive if there exists
Here · is a Hilbert space norm on H with respect to which [· , ·] is continuous. All such norms are equivalent, see [46, Proposition I.1.2].
Lemma 3.9. Let G be a bounded and boundedly invertible selfadjoint operator in a Hilbert space (H, (· , ·)) and set [· , ·] := (G·, ·). Let L be a closed uniformly positive subspace in the Krein space (H, [· , ·]). If P (E) denotes the orthogonal projection in the Hilbert space (H, (· , ·)) (in the Krein space (H, [· , ·]), respectively) onto L, then P(G|L) is a uniformly positive selfadjoint operator in (L, (· , ·)), and its inverse is given by P(G|L)
Proof. As L is uniformly positive, for all f ∈ L we have
with some δ > 0. Thus, P(G|L) is a uniformly positive operator in (L, (· , ·)) and, in particular, 0 ∈ ρ(P(G|L)). Let g ∈ L and set f :
which proves the lemma.
Proof of Theorem 3.1
Assertion (i) in Theorem 3.1 is simple: As both A 0 and V are non-negative in the Krein space (H , [· , ·]) we have
The operator A 0 is selfadjoint in the Hilbert space (H , (· , ·) ∼ ) (cf. (3.4) and (3.5)) and, as V is bounded, ρ(A 0 + V ) is nonempty. Thus A 0 + V is a non-negative operator in (H , [· , ·]) and (i) in Theorem 3.1 is proved. Let E be the spectral function of the non-negative operator A 0 , define the projections , 0) ) and the subspaces H ± := E ± H . Then with respect to the fundamental decomposition (3.3) the operators A 0 and V have the form in (3.4) and (3.6), respectively. The fundamental symmetry J associated with the decomposition (3.3) is also given in (3.4). The inner product (· , ·) ∼ is defined as in (3.5). Moreover, A 0,± and
and (3.7) holds. We apply Lemma 3.8 to the non-negative operators ±A 0,± and obtain 16) where the strong limit is with respect to the norm · ∼ := (· , ·)
∼ . But as · ∼ and · are equivalent norms, the limit on the right hand side of (3.16) also exists with respect to the norm · , and coincides with J. The uniform boundedness principle now yields that τ 0 in (3.2) is finite and that 
First we check ν ≤ r. Denote by (· , ·) the scalar product corresponding to the Hilbert space norm · . Using the well-known fact that the spectrum of a bounded operator is always a subset of the closure of its numerical range we obtain
(3.19)
2 which shows ν ≤ r. Next we verify a ≥ −d. Denote by P ± the orthogonal projection onto H ± with respect to (· , ·). Then, according to Lemma 3.9, the operator P + (J|H + ) is selfadjoint and uniformly positive in the Hilbert space (H + , (· , ·)). Hence, the same holds for its inverse E + (J|H + ); cf. Lemma 3.9. This implies min σ (P + (J|H + )) = max σ (E + (J|H + ))
Hence, for f + ∈ H + we have
We also use
By assumption V is not non-negative in (H , [· , ·]) and hence
Therefore we finally obtain
The proof of the inequality b ≤ d is analogous and is left to the reader. This completes the proof of (ii).
As ∞ is not a singular critical point of A 0 , the last statement in Theorem 3.1 on the critical point ∞ of A 0 + V follows in both cases (i) and (ii) from Proposition 2.3 and dom A = dom(A 0 + V ).
Proof of Theorem 3.3
Let γ and η be as in Theorem 3.3. Then the operator A 0 := A+ ηG −1 is uniformly positive in the Krein space
We will show that A is non-negative over C \ K r ((−r, r) ). In particular, 0 ∈ ρ(A 0 ) is not a singular critical point of A 0 and, as τ η < ∞, the point ∞ is not a a singular critical point of A 0 , see Remark 3.4. With V := −ηG −1 we have
As in the proof of Theorem 3.1 let E be the spectral function of the operator A 0 . Then the fundamental decomposition
3) generates matrix representations of A 0 , V and the corresponding fundamental symmetry J as in (3.4) and (3.6).
The operator A 0 is selfadjoint in the Hilbert space (H , (· , ·) ∼ ), where (· , ·) ∼ is defined in (3.5) . With the help of Lemma 3.8 we obtain
This yields
Following the lines of the proof of Theorem 3.1, it suffices to show the inequalities
The first relation is proved as in (3.19) and the remaining two inequalities follow from the selfadjointness of
Hence, A is non-negative over C \ K r ((−r, r)). As dom A = dom A 0 , we conclude from Proposition 2.3 that ∞ is also not a critical point of A. This completes the proof of Theorem 3.3.
Remark 3.10. If, in addition to the assumptions in Theorem 3.3, the point 0 is neither an eigenvalue nor a singular critical point of the non-negative operator A 0 := A + γG −1 , then the operator A is non-negative over the set C \ K r ((−r, r) ), where
Indeed, under the assumptions of Theorem 3.3 for any ε > 0 the operator A + (γ + ε)G −1 is selfadjoint in some Hilbert space, and thus the resolvent set of A 0 is non-empty as A + (γ + ε)G −1 and A 0 differ just by a bounded operator. Therefore, A 0 is a non-negative operator in the Krein space (H , [· , ·]). Moreover, the point ∞ is not a singular critical point of the operator A + (γ + ε)G −1 , see Remark 3.4, and by Proposition 2.3 ∞ is not a singular critical point of A 0 . Therefore, the operator A 0 admits a matrix representation as in (3.4) and the corresponding fundamental symmetry J satisfies J ≤ τ γ (see the proof of Theorem 3.3). Then by a similar reasoning as in the proof of Theorem 3.3 we see that A is non-negative over C \ K r ((−r, r) ), where r is as in (3.20) .
Differential operators with indefinite weights
In this section we apply the results from the previous section to ordinary and partial differential operators with indefinite weights.
Indefinite Sturm-Liouville operators
We consider Sturm-Liouville differential expressions of the form
with a real-valued potential q ∈ L ∞ (R) and the indefinite weight function sgn(·). The corresponding differential operator in L 2 (R) is defined by
Here H 2 (R) stands for the usual L 2 -based second order Sobolov space. By (· , ·) and · we denote the usual scalar product and its corresponding norm in L 2 (R). Let J be the operator of multiplication with the function sgn(x). This operator is obviously selfadjoint and unitary in L 2 (R). Since the definite Sturm-Liouville operator
It is known that the operator A is non-negative over some neighborhood of ∞, but no explicit bounds on the size of this neighborhood exist in the literature. We first recall a theorem on the qualitative spectral properties of A which can be found in a slightly different form in [8, 13, 39] . For this, denote by m ± the minimum of the essential spectrum of the selfadjoint operator To the best of our knowledge explicit bounds on the non-real spectrum of indefinite Sturm-Liouville operators in terms of the potential q do not exist in the literature. One may expect that there is a relationship between the maximal magnitude of the non-real eigenvalues of A and the lower bound of the selfadjoint operator T = JA, see, e.g., the numerical examples in [12] and the conjecture in [56, Remark 11.4.1] . The following theorem confirms this conjecture and provides explicit bounds on the non-real eigenvalues of A in terms of the potential q. Here only the nontrivial case ess inf q < 0 is treated which corresponds to Theorem 3.1 (ii). 
The non-real spectrum of A is contained in
Proof. The proof of Theorem 4.2 is split into 4 parts. The first step is preparatory and connects the present problem with the abstract setting in Theorem 3.1. In the second part a Krein type resolvent formula is provided which is essential for the main estimates in the last two parts of the proof.
Preparation: The operator
is selfadjoint and non-negative in the Krein space (L 2 (R), [·, ·] ). Furthermore, we have σ (A 0 ) = R, and neither 0 nor ∞ is a singular critical point of A 0 , see [23] . Hence A 0 satisfies the assumptions in Theorem 3.1. Define V as , d) ), where
By Theorem 3.1 the operator
Therefore, we have to show τ 0 ≤ 9 (4.1) and
Krein's resolvent formula:
In the following the resolvent of A 0 will be expressed via a Krein type resolvent formula in terms of the resolvent of the diagonal operator matrix
where
Here and in the following we will denote the restrictions of a function f defined on R to
it follows that f λ = f λ holds for all λ ∈ C \ R. Let us now prove that for all f ∈ L 2 (R) and λ ∈ C \ R we have
Since σ (A 0 ) = R and B 0 is selfadjoint in the Hilbert space L 2 (R) it follows that the resolvents of A 0 and B 0 in (4.3) are defined for all λ ∈ C \ R. In particular, for λ ∈ C \ R there exists g ∈ dom B 0 such that f = (B 0 − λ )g holds. The right hand side in (4.3) has the form
and we will show that the function h belongs to dom A 0 = H 2 (R). As g ± and f λ ,± are elements of H 2 (R ± ) the same is true for h ± . Moreover, g and f λ are continuous at 0 and so is h. Hence it remains to check that h ′ is continuous at 0. For this note first that
and since f λ ,± are solutions of ∓ f ′′ ± = λ f ± , integration by parts yields
As g ∈ dom B 0 we have g ± (0) = 0 and together with f λ ,± (0) = 1 we find
Therefore we obtain for the derivatives h ′ ± on R ± of the function h from (4.4):
that is, h ′ is continuous at 0 and therefore h ∈ dom A 0 . Now a straightforward computation shows that (A 0 − λ )h = (B 0 − λ )g = f holds and hence the resolvent of A 0 is given by (4.3).
3. Proof of (4.1): Let f ∈ L 2 (R) and t > 0. Then (4.3) and
From Hilbert's inequality (see, e.g., [29] ) it follows that
and therefore we have
Denote by E 0 (E ± ) the spectral function of the operator A 0 (B ± , respectively). Moreover define J n,± :
and, in addition,
As ±B ± is non-negative, it follows that J n,± converges strongly to ±I L 2 (R ± ) when n → ∞, cf. Lemma 3.8. Moreover, by
The same estimate holds for λ ∈ C − . Now, assume that | Im λ | > 2 q ∞ = 2 V . Then V (A 0 − λ ) −1 < 1, and hence
is boundedly invertible, which proves (4.2).
Second order elliptic operators
Let Ω ⊂ R n be a domain and let ℓ be the "formally symmetric" uniformly elliptic second order differential expression
with bounded coefficients a jk ∈ C ∞ (Ω) satisfying a jk (x) = a k j (x) for all x ∈ Ω and j, k = 1, . . . , n, the function a ∈ L ∞ (Ω) is real valued and
holds for some C > 0, all ξ = (ξ 1 , . . . , ξ n ) ⊤ ∈ R n and x ∈ Ω. With the differential expression ℓ we associate the elliptic differential operator
where H 1 0 (Ω) stands for the closure of C ∞ 0 (Ω) in the Sobolev space H 1 (Ω). It is well known that T is an unbounded selfadjoint operator in the Hilbert space (L 2 (Ω), (·, ·)) with spectrum semibounded from below by ess inf a; cf. [24] .
Let w be a real valued function such that w, w −1 ∈ L ∞ (Ω) and each of the sets Ω + := x ∈ Ω : w(x) > 0 and Ω − := x ∈ Ω : w(x) < 0 has positive Lebesgue measure. We define a second order elliptic differential expression L with the indefinite weight w by
The multiplication operator G w f = w f , f ∈ L 2 (Ω), is an isomorphism in L 2 (Ω) with inverse G
(Ω), and gives rise to the Krein space inner product
The differential operator associated with L is defined as In order to illustrate Theorem 3.3 for the indefinite elliptic operator A we assume from now on that min σ ess (T ) ≤ 0 holds. This also implies that the domain Ω is unbounded as otherwise σ ess (T ) = ∅. A discussion of the cases σ ess (T ) = ∅ and min σ ess (T ) > 0 is contained in [9] , see also [26, 49] . Fix some η > 0 such that −η < min σ (T ) and define the spaces H s , s ∈ [0, 2], as the domains of the Note that H = H 0 , dom T = H 2 and the form domain of T is H 1 . The spaces H s become Hilbert spaces when they are equipped with the usual inner products, the induced topologies do not depend on the particular choice of η; cf. [40] .
The following theorem is a direct consequence of Theorem 3.3 and the considerations in [21, Theorem 2.1 (iii)] and [19] ; cf. 
Moreover, ∞ is not a singular critical point of A.
In the next corollary the special case Ω = R n is treated; cf. [9, Theorem 5.4] . From now on we assume that Ω = R n and Ω ± = {x ∈ R n : ±w(x) > 0} consist of finitely many connected components with compact smooth boundaries, and that the coefficients a jk ∈ C ∞ (R n ) and their derivatives are uniformly continuous and bounded. Note that either Ω + or Ω − is bounded. 
