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ABSTRACf 
This thesis provides detailed studies on a "Pulsed-Iet Epitaxy" (PJE) , a novel 
technology of atornic layer epitaxy (ALE) of II-V compound semiconductors based on lowｭ
pressure metalorganic vapor phase epitaxy. ALE or PIE is a fascinating growth method in 
which growth proceeds in a layer-by-layer fashion due to the inherent self-limiting growth 
mechanism. The course of research and development of PIE, the mechanism of self-limiting 
growth, and the applications to device fabrication process are described. This thesis is a review 
of the work performed at Fujitsu Laboratories Ltd. in the 8 years between 1987 and 1994. lt 
consists of nine chapters. 
Chapter 1 describes the background and purpose of this study. First , in order to clarify 
the technological importance of ALE or PIE , the limitations and disadvantages of the wellｭ
known , state-of-the-art growth techniques are discussed. Then , the principles of ALE and selfｭ
limiting growth are explained. Finally , some ALE methods reported so far are introduced and 
the inevitable problems in each method are revealed. 
In Chapter 2, fundamentals of the PJE technique are reported. First, a definition of PIE 
is given and some advantages of this novel ALE method are clarified. Then , the growth 
apparatus of PIE is described in detail. Finally , the experimental procedure in this work is 
described. 
In Chapter 3, self-lirniting growth of Il-V binary compounds using PIE is described. 
Experimental results on GaAs , GaP , InAs , and InP growth are shown in detail. For some 
materials , results are compared with hOI包ontal-type and chimney-type reactors. From these 
studies , it is discussed that how the "ALE window" , which is the range of growth conditions 
leading to self-lirniting, is affected by the reactor design. 
Chapter 4 elucidates the mechanism of the self-lirniting process. Important results on the 
in-situ analyses of surface adsorbates during PIE are shown using X-ray photoelectron 
spectroscopy. A "selective adsorption model" is proposed to explain the self-lirniting deposition 
of nonvolatile group-III atoms such as Ga and In. Finally , several experimental facts that 
suppo口 theproposed selective adsorption model are stated. 
The role of group-III precursors on the self-limiting growth mechanism is discussed in 
Chapter 5. Growth results are shown with some organometals , such as trimethylgallium 
(TMGa) , triethylgallium (TEGa) , ethyldimethylgallium (EDMGa) , triisobutylgallium (TiBGa) , 
and galliumtrichloride (GaCl). It is clearly shown that the site selectivity of Ga precursors 
between Ga and As atoms on the growth surface is important to understand the self-limiting 
growth. A useful method is proposed to evaluate the site selectivity. The self-limiting 
deposition of Ga is reviewed in terms of both Lewis acid-base reactions and of the polarization 
of precursors and the GaAs surface. 
In contrast, the adsorption and desorption of group-V atoms during PJE are discussed 
in Chapter 6. First , it is clarified that there is an unprecedented problem of the reevaporation of 
group-V atoms from the outermost growth surface during purge periods. It is shown that the 
saturated growth rate changes if the H2 purge time during PJE is not controlled accurately. 
Then , it is pointed out that GaAs growth rate increases over 1 ML/cycle if a sufficient arnount 
of AsH3 is supplied. Finally, it is explained that these problems of group-V atoms are related to 
stable surface reconstructed structures and their surface coverage of group-V atoms. 
In Chapter 7 , heteroepitaxial growth by PJE is described. First, results of the 
heteroepitaxy of binary materials are systematically reported. The effect of lattice mismatch and 
surface free energy on the self-limiting characteristic is discussed. Then , the PJE growth of 
ternary materials such as InGaAs and InGaP is shown. Some interesting phenomena are 
described: compositionallatching, phase separation and the surface segregation of In atoms , 
which occur during PJE. Moreover, the fabrication of strained-layer superlattices such as 
InGaAs/GaAs , GaAs/GaP , and InAs/lnP are reported , and the X-ray diffraction profiles 
showing the superstnlctures are shown. Finally, some key technical points in fabricating abrupt 
heterointerfaces using PJE are discussed. It is revealed that suppressing the desorption of 
group司Vatoms from the growth surface is indispensable. 
Chapter 8 describes some applications of PJE. It is explained that some features of PJE, 
such as excellent thickness uniformity and controllability , low temperature growth , high-
concentration doping , and selective epitaxy , are useful for device fabrication. As practical 
applications , results on the regrowth of highly n-type doped GaAs and InGaAs to make nonｭ
alloyed ohmic contacting layer on the processed substrates are shown. In addition , a 
PJEふ10VPEhybrid process to fabricate InGaAslInP heterojunction bipolar transistors (HBTs) 
is reported. 
Finally in Chapter 9 , this thesis is summarized and the technical and scientific 
significance of this study on PJE is clarified. Some unsolved problems in PJE are also 
considered and future possibilities for this technology are described. 
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In this chapter, we give an introduction to this thesis. We explain the background , the 
purpose and the outline of this study. First, to cl紅ify the technical significance of atornic layer 
epitaxy (ALE) or pulsed-jet epitaxy (PJE) , we review the history of growth technology for II-V 
compound semiconductors, taking the history of device development into consideration. We 
consider the lirnitations of better known techniques such as liquid-phase epitaxy (LPE) , chloride 
or hydride vapor-phase epitaxy (VPE) , metalorganic vapor-phase epitaxy (MOVPE) , and 
molecular beam epitaxy (MBE). Then, we explain the principle of ALE and "self-limiting 
growth" , the most fundamental and outstanding feature of ALE. To date , several novel growth 
methods have been proposed and demonstrated to achieve the clear self-lirniting. We explain 
these reported ALE methods and try to reveal the inevitable problems in each method. Finally, 
we describe the purpose of our study and give an outline of this thesis. 
1.2 Bαckground 
1.2.1 Historical overview 01 crystal growth technology 
The importance of growing epitaxiallayers is widely recognized in the serniconductor 
industry. Especially for III-V compound semiconductors, epitaxial growth is a key technology 
used to fabricate some high perfoロnanceelectrical and optical devices. There are several reasons 
for this. One is that the epitaxiallayer can be grown at much lower temperatures than with the 
melt growth technique. Therefore, we can obtain nearly stoichiometric, high quality II-V 
layers. The non-stoichiometric problem, which is severe for II-V compounds , is strongly 
related to the defects of the crystal and leads to the unexpected worsening of material 
characteristics. Other advantages of epitaxial growth are the capabilities of growing uniform, 
thin films and of preparing multiple layers and heterostructures. In addition , the easy control of 
impurity doping and the possibility of selective growth and the growth on non-planar substrates 
are promising. Thus, the development of epitaxial growth techniques for 11-V compounds is 
stimulated and enhanced by the need to improve the device performance or to fabricate new 
device struc回res.
Let us review the history of epitaxial growth techniques for II-V compounds. ln the 
early stages, both LPE [1] and halogen-transported VPEs [2, 3] were widely used to grow 
structures for light-emitting diodes (LEDs) , laser diodes (LDs) , Gunn diodes , field effect 
transistors (FETs) , and so on. These techniques provided the high purity epitaxiallayers for 
device researchers. Note that LPE made possible the first room-temperature continuous wave 
(CW) operation of a LD with a double heterostructure (DH) in 1970 [4]. The advantages ofLPE 
and VPE 紅esummarized as follows: 
.Advantages of LP_E: LPE needs only simple equipment and provides us with very highｭ
pur咜y epilayers of high growth rate. A wide variety of materials can be grown using the 
same app紅atus.
.Advantages of VP_E: multilayers w咜h abrupt interfaces can be grown easier than in LPE. 
Control over the thin-film thickness is also better. In addition , selective epitaxy is 
expected. 
However, after the proposal of a superlattice by Esaki et al. in 1970 [5] , research into 
quantmTI effect devices began. Since the thickness of the layer period and interface abruptness 
required for the superlattice was far beyond the control of LPE and VPE, a strong need to 
develop a new growth technology with extremely precise thickness and composition control 
arose. Here we show the disadvantages or limitat卲ns of LPE and VPE. 
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.Disadvantages of LP_E: the limitations of LPE are the poor thickness unifo口nity of the 
grown layers and the difficulty in growing multilayer structures with abrupt 匤terfaces. 
This 﨎 due to the high growth rate and the inherent meltback phenomena. Growth on 
large-area substrates is difficult, so mass production is limited. In additíon , due to the 
large distribution coefficient of aluminum (Al), it is difficult to grow alloys of high indium 
(In) composition in the case of alloys containing both Al and 10. 
.Disadvantages of VP_E: although VPE has been used to fabricate some commercial 
devices such as GaAsP LEDs and InGaAs photodetectors, it is difficult to grow Alｭ
containing materials due to the inefficient formation of AICl or A1C13 ・ Auto doping into 
the epilayer is also a severe problem because the etching of the substrate by HCI gas is 
tied with the growth reaction. It is extremely difficult, if not impossible, to grow 
superlattice structures. Altemating layers are normally obtained by physically moving the 
substrate back and forth between reactor tubes. This is not a promising method. 
The development of MBE started toward the end of the 1960s [6]. MBE was the first 
growth technique to real坥e superlattices because it had the ability to grow layers several tens 
angstroms thick [7]. Then the quantum well (QW) laser, proposed by van der Ziel et α1.， was 
realized for the fust time using MBE in 1975 [8]. In fact , the multiple QW laser [9], modulationｭ
doped structures [1 0] , and high electron-mobility transistors (HEMT) [11 , 12] were al 
successfully realized by MBE. Thus , for many years MBE was the only technique capable of 
producing perfectly abrupt interfaces and the MBE-grown novel quantum effect structures 
contributed to the drastic improvement in semiconductor devices. The advantages of MBE むe
summarized as: 
.Advanta2:es of MBE: since MBE is carried out under ultra-high vacuum (UHV) 
conditions , the purity of epitaxial layers is very high. The growth process can be 
monitored in situ by several diagnostic techniques such as reflection high-energy electron 
diffraction (RHEED) , Auger electron spectroscopy (AES) and low-energy electron 
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diffraction (LEED). Therefore, MBE iscapable of growing with extremely precise control 
over layer thickness, composition, and doping profile. 
Meanwhile, MOVPE [13] had been studied as another candidate for fabricating quantum 
structures. Initially, it was thought to be difficult to make high-purity epilayers using MOVPE 
due to the severe contamination from source gases [14, 15]. However, since Dupuis et al. 
reported the high performance room temperature operation of a GaAs QW laser using MOVPE 
in 1978 [1 6] , research into MOVPE has become active. MOVPE was established as a useful 
growth technology for making certain commercial optical devices , such as QW lasers and 
photodiodes. The advantages of MOVPE 紅eas follows: 
.Advantages of MOVPE: a major advantage of 恥10VPE is its versatility. We can grow 
various kinds of binary compounds, and ternary and quaternary alloys. It is of great 
benefit in growing phosphorus (P)ーcontainingmaterials. The suitability for large scale and 
multiple wafer production is superior. The thickness and interface abruptness is now 
controllable to within a few atomic layers. 
Up to now , both MBE and MOVPE have made impressive advances in their abililty to 
grow semiconductor layers with ultra-Iow thickness and abrupt interfaces. Thus , both 
techniques have been exclusively used to grow many sophisticated electrical and optical device 
structures. However, the general disadvantages of MBE and MOVPE are considered to be as 
follows: 
.Disadvantages of 恥1BE: the MBE apparatus is very expensive because of the need for an 
ultra-high vacuum (UHV) system and in-situ surface analytical equipment. Frequent 
shutdowns are required to replenish the source materials, and opening the UHV apparatus 
requires bake-out before returning to the growth of very high-purity materials. Another 
major problem is the difficulty in growing P-containing materials such as InP and 
GalnAsP. 
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.Disadvantages of MOVP_E: the main drawback of MOVPE is the use of large quantities of 
arsine (AsH3) and phosphine (PH3) which are toxic gases. Compared to MBE , it is 
difficult to perfo口nin-situ characterization during MOVPE. 
Although we recognize the technical importance of both MBE and MOVPE, we stil have 
to control a large number of parameters carefully during growth to obtain the necessary 
uniformity and reproducibility. In the 1980s, some researchers began to develop a novel growth 
technique offering better growth control than MBE and MOVPE. At that time , new quantum 
devices such as resonant-tunneling devices [17-19] and strained-layer QW lasers [20] strongly 
required the ultimate controllability of thickness and interface sharpness with monolayer 
precision. If we can get a novel growth technique in which the growth process proceeds 
stepwise, i.e. , monolayer by monolayer in a self-regulated fashion , we don't have to control the 
growth parameters precisely and this process leads to the ultimate uniformity within atomic 
fluctuation over a Iarge 紅白 ofthe substrate. Atomic layer epitaxy (ALE) provides this. 
1.2.2 Principle 01 ALE 
ALE was proposed by Suntola and Antson in Finland in 1974 [21 , 22]. ALE can be 
brief1y described as an epitaxial growth method where the source materials (reactants) are 
alternately supplied into the reaction chamber and onto the substrate surface. In this case, the 
growth of thin films proceeds based on the alternating chemisorption, surface reaction , and 
desorption steps of the reactants. The basic model representing the ALE process is shown in 
Fig. 1-1. First, when the gas source "AX" is injected , the reactor contains an excess of the 
reactant in the gas phase but the temperature of the substrate and the partial pressure of the gas 
"AX" 紅e adjusted so that the only one monolayer (ML) of the reactant "AX" is chemisorbed on 
the substrate "BA" (Fig. 1-1 (a). Next, the excess reactant "AX", which is in the gas phase or 
physisorbed on the surface, is purged or evacuated before dosing with the other reactant (Fig. 1 ・
1 (b ). The latter reactant "B Y" chemisorbs and reacts with the first reactant on the substrate 
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Figure ト1. Principle of atomic layer epitaxy during one cycle of gas introduction. 
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gaseous by-product "XY" is removed from the surface and the gas phase with the following 
purge duration or evacuation (Fig. ト 1 (d)). Repeating this reaction cycle leads to the controlled 
layer-by-layer growth of "AB". 
As a result , the next two m司orkinds of surface reactions occur at the gas (g)/solid (s) 
interface during the ALE of binary compounds , and these reactions lead to the monolayer-
lin?ed growth of the epitaxiallayers. 
AX(g)+(BA)n(s) → XA・(BA)n(s) 、.Eaノ? ? ?????
BY(g)+XA・(BA)n(s) → (BA)n+1 (S)+XY(g) (1-2) 
1.2.3 Self-limiting mechanism 
In the ALE process , the most important and attractive phenomenon is that the surface 
coverage by each source reactant should be virtually unity independent of the normal growth 
parameters such as reactant partial pressures , exposure times , and growth temperatures, over a 
wide range of growth conditions. When this situation occurs , a "self-limiting mechanism" is 
said to be present. This situation has also been called digital epitaxy because no control of 
analogous growth p訂ametersis required. This "self-limiting" feature is a fundamental aspect of 
ALE , from which ALE's desirable features such as ultrathin epitaxiallayers with extremely 
good uniformity , atomically abrupt heterointerfaces, and perfect selective epitaxy，むederived. 
One consequence of self-limiting growth is that the final thickness is dependent only 
upon the number of deposition cycles (or gas exposure cycles) and the lattice constant of the 
material , and can be controlled and reproduced extremely well. This is in contrast to pseudoｭ
ALE schemes which employ source switching (or modulation) but do not have a real selfｭ
limiting mechanism. Several pseudo-ALE techniques such as migration-enhanced epitaxy 
(MEE) and flow rate modulation epitaxy (FME) have been reported [23 , 24]. In these cases the 
growth rate has been adjusted to equal approximately 1 ~位/cycle. As expected with the pseudo-
ALE process, the precise control of growth conditions , i.e. the reactant partial pressures, total 
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gas flow rate, and exposure times as well as hydrodynamic considerations , is necessary to 
achieve approximately 1 ML per gas cycle. The difference is shown in Fig. 1-2 with respect to 
the partial pressure or the injected time of gallium (Ga) species for the growth of GaAs. No 
accurate control of the Ga flux is needed in ALE to achieve monolayer deposition. In contrast, 
the Ga flux must be precisely controlled in the pseudo-ALE scheme so as to realize a monolayer 
growth. 
Since the self-limiting behavior is a fundamental aspect of ALE , understanding its 
underlying mechanism is very important and necessary for the future exploitation of more useful 
growth methods. Unfortunately , a microscopic, chemically specific description has not been 
fully realized yet. At the present stage, a number of growth models have been proposed, but 
none of them can explain satisfactorily al the experimental results ever reported. 
1.2.4 Some methods for ALE 
This section will review the various reported approaches to the selιlimiting growth or Actual圃ALE
ALE of 11-V compounds, including system descriptions and typical experimental results which 
show the self-limiting growth. Here, we will describe the four kinds of methods , each based on 









hydride VPE, and MOVPE, respectively. These methods were proposed during the early stages 
of the development of ALE. Partial pressure of Ga species or 
Ga injection time per a cycle 
1.2.4.1 MOMBE-type ALE 
TheMO恥1BE-typemethod has been adapted for the growth of GaAs ALE by Nishizawa Figure 1-2. Cornparison of GaAs growth rate between pseudo-ALE and actualｭ
ALE as a function of partial pressure (injection time) of Ga-containing species. 
et al. under the name of molecular layer epitaxy (MLE) [25 , 26]. They demonstrated the clear 
self-limiting GaAs epitaxial growth for the first time. Their work strongly influenced research 
?to this field and increased the population of ALE researchers. Figure 1-3 shows a schematic of 
the Nishizawa's group's system. Their app紅atus consists of an ultra high-vacuum MBE-type 
chamber, but with a gas i吋 ection system for metalorganics and hydride sources as in an 
MOVPE system. The substrate is lamp heated. A typical gas sequence for GaAs growth consists 
(TMGa) a 4 s trimethylgallium evacuat lOn, S a 3 exposure of 20 s, AsH3 of an 
9 8 
exposure and a 3 s evacuation (20 s, 3 s, 4 s, 3 s). A plot of the thickness of the epitaxialayer Light 2 Light 1 
per cycle versus the TMGa partial pressure is shown in Fig. 1-4. A selιlimiting mechanism 
appears tobe present at 5000C and at a TMGa pressure greater than about 3xl0-6 Torr. 
The drawbacks of the MO恥侶E-type method 訂e summarized as follows: 
1) lt is difficult to apply this method to P-containing materials because the growth is 
carried out in a UHV chamber. 
2) The temperature range for realizing self-limiting is limited between 4900C and 51 OOC. AsH3 
--・-
The so-called "ALE window" seems to be n訂row.
一QMS
3) The saturated growth rate per cycle is below 1 恥1L/cycle. This will be related to the 
stable GaAs (001) surface reconstructed structure under a UHV environment. A detailed 
Ion Gauge 
explanation is given in Chapter 6. 
4) It is difficult to exchange reactants within a short time in the chamber because the gas 
Pumping System 
exchange is conducted by evacuation. This is inconvenient for suppressing the re-
evaporation problem of surface group-V atoms , as described in Chapter 6, which lead to 
the decrease in the saturated growth rate. 
Figure 1-3. Schematics of growth apparatus for molecular layer epitaxy (MLE). 
( Pa 
10-3 
1.2.4.2 MOVPE-type ALE 10-1 10-2 10-4 
Bedair et al. demonstrated the GaAs ALE in a modified atmospheric-pressure MOVPE 
system [27 , 28]. The major modifications were in the design of the reactor and susceptor. P._u = 5-6x10-5Torr 品目3
( 20"， 3"， 4・:3") . 600 ・ c
¥ 
Figure 1-5 (a) shows a schematic of their reactor. The quartz reactor has three inlets. For the 
growth of GaAs , streams of AsH3+H2 and TMGa+H2 are introduced through the separated 
inlet tubes. A large flow of H2 in the rniddle tube is designed to prevent the mixing of AsH3 and 
TMGa. The susceptor shown in Fig. 1-5 (b) is made of SiC-coated graphite and is radio-
frequency (RF) heated. It consists of a fixed and a rotating part. The substrate sits in a recess of 
the rotating part and can be positioned directly under the gas inlet tubes supplying either group-
(100) Monolayer 
一一一一一一一ブ亀一一一一ー一一一一一一一一一一一一一
・量-M ・-十九・・グ -\500 ・c ふ50 ・c
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II and group-V species. The growth is done by rotating the susceptor. Figure 1-6 shows the 
ε}
一L
thickness per cycle as a function of the TMGa flow at various growth temperatures , AsH3 1σ4 '0-5 1ﾕ6 
。
flows , and substrate orientations. From these results , they concluded that the self-limiting 
11 
growth of GaAs is achieved. 
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• Ts: 6300 C, AsH3: 52μmolJmin 
・ Ts: 450oC, AsH3: 156μmolJmin 
+ Ts: 450oC, AsH3: 410μmoνmin 
* Ts: 630oC, AsH3: 410μmol/min 
x Ts: 700o C, AsH3: 52μmol/min 
(111 )企 Ts: 630oC, AsH3: 52μmol/min 
Rotatlng 
p a r t F i x e d 
p a r t
Figure 1-5. Schematics of growth apparatus with a rotating susceptor in MOVPE. 
(a) The growth chamber and susceptor and (b) a detailed diagram of the susceptor. 
Figure 1-6.Growth thickness of GaASPer cycle versus TR4Ga now rate under 
various growth conditions.Horizontal lines show the ideal ALE growth rate for 














































The disadvantages of this method are: 
1) The reactor is complex. Therefore, it is inconvenient for growth on large scale wafers 
2) It is difficult to grow multi-layered heterostructures and combine with the conventional 
Usui et al. have reported ALE using hydride VPE [29]. A schematic of the growth 
system is shown in Fig. 1-7. It consists of two chambers , one for the group-II species and the 
zone producing GaCl. The substrate in a low temperature zone is rotated between the two 
1-8 shows the dependence of the GaAs growth thickness per cycle on the HCl partial pressure 
two chambers. 
Thus , the self-limiting growth of GaAs is achieved in this hydride VPE-type reactor. A1though 
this method has a big advantage of showing a wide "ALE window" , there are several 
chambers , being altemately exposed to the chloride species or to the pyrolysed hydride. Figure 
other for the group-V species. HCl reacts with Ga metal in one chamber in a high ternperature 
over the Ga metal. It is seen that the growth per cycle is almost constant over a wide range. 
1) Because of the complex reactor, it is inconvenient for growth on large scale wafers and 
3) It takes a long time to grow thick films due to the slow substrate transfer between the 
4) Due to the hydride VPE, the growth of Al-containing materials is difficult. Therefore, 
MOVPE growth mode. This also originates from the complex growth system. 
2) It is difficult to grow multi-Iayered heterostructures. 
the variation of growth materials is limited. 
and multiple wafers for mass production. 
disadvantages as described below: 
1.2.4.3 Hydride VPE-type ALE 
multiple wafers. 
[0 • m] 1.2.4.4 Laser-αssisted ALE 
Laser-assisted ALE has been reported by Doi et al. [30, 31]. In this technique the source Figure ト8.Dependence of GaAs growth rate on i吋ectedHCl partial pressure. 
gases , TMGa and AsH3 , are separately introduced into the growth chamber while a laser beam 




Fig. 1-9. The laser is turned on during the TMGa or AsH3 exposure time. Doi et al. reported 
that the laser irradiation is effective during the TMGa exposure period. ALE growth occurs only 
where the substrate is irradiated by the Ar+ laser beam (入=514 . 5 nm). The GaAs growth rate's 
dependence on the substrate temperature is shown in Fig. ト 10. With irradiation , the self-
limiting growth occurs at temperatures below 430oC. In contrast , there is no self-limiting 
AsH3 
TMG 
condition when the growth is conducted without laser irradiation. Laser 
The disadvantages of this method 紅e:
1) The ALE area on the substrate is too small for practical application. 
2) There are no repo口s about growing materials other than GaAs. Therefore, it seems to 





1.3 Purpose of This Study 
(b) 
Figure 1-9. Gas sequence of laser-assisted ALE. Ar laser irradiation occurs 
concu汀ently with the introduction of (a) TMGa and (b) AsH3 ・
As mentioned-above, there are stil some problems with the various ALE techniques 
proposed at the early stages. Therefore, we have proposed and developed a novel ALE 
technique, "Pulsed-jet Epitaxy" (PIE) , for the growth of II-V compound semiconductors. Our ( OC ) TEMPERATURE 






The purpose of this study can be briefly sumrnarized as follows: 
1) Clari今ingthe PIE's ability to grow several kinds of II-V compounds in a self-lirniting 
manner, including binaries, temaries and some short-period superlattices. 
2) Understanding the mechanism of the inherent self-limiting deposition of group-III and 
group-V atoms on the PIE-grown III-V compound serniconductors. 








the model. 0.1 
4) Showing the possibility of using P1E in device fabrication. 
1.7 1.6 1.5 1.4 1.3 1.2 1 . 1 
1.4 Outline of This Study 
K -1 ) 
Figure 1-10. Temperature dependence of GaAs growth rate in laser-assisted ALE. Solid circles 
refer to treatment under laser irradiation and open circles to that without laser iradiation. 




An outline of this thesis is as follows. 
ln Chapter 2, we describe the development of PJE and the experimental procedure in this 
study. First, we explain the definition of PJE and discuss some advantages of this novel ALE 
method. Then, we show growth apparatus including reactors , a gas handling system, a gas 
switching valve, and heating systems. Finally , we explain the experimental procedure such as 
thickness measurement in this work. 
ln Chapter 3, we describe the self-limiting growth of lI-V binary compounds using 
PJE. We show the detailed experimental results on GaAs , GaP, InAs , and InP growth. For 
some materials , we compare the growth reactor designs between the horizontal type and the 
chimney type. From these results , we discuss how the "ALE window" , which is a range of 
growth conditions leading to self-lirniting, is affected by the reactors. 
In Chapter 4 , the mechanism of the self-limiting process is discussed. We show the 
results of the in-situ analyses of the surface adsorbates during PJE using X-ray photoelectron 
spectroscopy (XPS). We propose a "selective adso中tion model" explaining the self-limiting 
deposition of nonvolatile group-III atoms such as Ga and In. Finally, we show several growth 
results which support the proposed selective adsorption model. 
In Chapter 5, we discuss the role of group-III precursors in the self-limiting growth 
mechanism. We deal with some organometals, such as trimethylgallium (TMGa) , triethylgallium 
(TEGa) , ethyldimethylgallium (EDMGa) , triisobutylgallium (TiBGa) , and galliumtrichloride 
(GaCl}). We show that the site selectivity of the Ga precursors between the Ga and As atoms on 
the growth surface is important in understanding the self-lirniting growth. We propose a method 
to evaluate the site selectivity. We discuss the self-lirniting deposition of Ga from the viewpoint 
of Lewis acid-base reactions and from the polarization of the precursors and GaAs surface. 
In Chapter 6, we discuss the self-limited monolayer deposition of group-V atoms on the 
growth surface. First, we deal with the unprecedented problem of the reevaporation of group-V 
atoms from the outermost growth surface during the H2 purge periods. We show that the 
saturated growth rate changes if we do not control the H2 purge time during PJE. Then , we 
point out that the GaAs growth rate increases over 1 ML/cycle if sufficient amounts of AsH3 are 
18 
supplied. We explain these problems related to the group-V atoms from the viewpoint of the 
stable surface-reconstructed structures and their surface coverage of group-V atoms. 
In Chapter 7, the heteroepitaxial growth by PJE is described. First, we systematically 
describe the results of the heteroepitaxy of binary materials. We discuss the effect of lattice 
mismatch and the surface free energy on the self-limiting characteristic. Then , we deal with the 
PJE growth of ternary materials such as InGaAs and InGaP. We describe that some interesting 
phenomena, such as compositiona1 1atching, phase separation, and the surface segregation of In 
atoms , occur during PJE. Moreover, we describe the fabrication of strained-layer superlattices 
such as InGaAs/GaAs , GaAs/GaP, and InAslInP. We show the X-ray diffraction profiles 
showing the superstructures. Final1y , we discuss technical issues in fabricating the sharp 
heterointerfaces using PJE. We reveal that it is essential to suppress the desorption of group-V 
atoms from the growth surface. 
In Chapter 8, some applications of PJE are described. We explain some features of PJE 
that are useful for device fabrication: excellent thickness uniformity and controllability , low 
tempera回re growth, high-concentration doping, and selective epitaxy. As practical applications , 
we show results of the regrowth of highly n-type doped GaAs and InGaAs to make a non-
alloyed ohmic contacting layer on the processed substrates. In addition , we explain a 
PJEfMOVPE hybrid process to fabricate InGaAs!InP heterojunction bipolar transistors (HBTs). 
Fina1ly in Chapter 9, we summarize this study and clarify the technical and scientific 
significance of this study into PJE. Then, we consider some unresolved problems in the PJE 
technique and future possibilities for this technology. 
19 
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Development of Pulsed-Jet Epitaxy 
ー--...
As mentioned in Chapter 1, there are several methods for realizing self-limiting 
growth , which is a unique characteristic of ALE, for semiconductor thin films. As a novel 
method of ALE, we have proposed and developed "Pulsed-jet epitaxy" (PJE) to grow II-V 
compound semiconductors. 
In this chapter, we first give a definition of PJE. Second, the requirements for P1E are 
described. Third, some technical advantages of P1E are clarified. Fourth, the growth apparatus 
of P1E is explained in detail. Finally, the procedure of growth experiments is described. 
2.2 Definition of P JE 
P1E can be classified as a kind of ALE. It is based on a modified low-pressure (LP) 
MOVPE and has a special reactor design as described later. Figure 2-1 illustrates the 
fundamental concept of P1E. The substrates placed on a stationary , heated susceptor are 
alternately exposed to the gas pulses containing reactants. As the precursors, organometals of 
group-II atoms and hydrides of group-V atoms are typically used. These precursors are 
carried with a Pd-diffused H2 gas into the reactor. Each gas pulse containing either a groupｭ
II or group-V precursor is separated by a H2 purge pulse to prevent the gas-phase mixing 
reaction between the two reactants. The gas pulses are generated by switching the airｭ
operated valves which wiU also be explained later. The operative growth pressure and the 
total flow rate in the reactor are kept constant during growth. These parameters, as well as the 
growth temperatures , must be optimized to suppress the excess deposition of the constituent 




a LP-MOVPE environment, we have to use a considerably faster gas stream in the reactor 
compared to the conventional MOVPE. This is the key to realizing self-limiting , and is also 
the reason for narning our method "pulsed-jet" ・
2.3 Requirements for P JE 
In the first successful attempt at applying ALE to GaAs growth, Nishizawa et al. used 
an ultra-high vacuum (UHV) growth system [1]. They used TMGa and AsH3 as sources and 
these gases were directly i叩cted into the charnber without any carrier gas. To obtain a clear 
self-limiting growth, it was considered that the pyrolysis of TMGa must be prevented prior to 
reaching the substrate surface. Since the vapor pressure of Ga atoms is low (e.g. , 1 Torr at 
13490 C) , the Ga atoms will be continuously deposited on the GaAs surface if the precursors 
are decomposed into nonvolatile Ga in the gas phase. A UHV system is of benefit to avoid 
the precracking of Ga precursors because they impinge directly on the hot substrate surface in 
a so-called "molecular beam" form. Conversely , in an MOVPE process , the precursor such as 
TMGa was thought to be decomposed perfectly into nonvolatile species such as Ga while 
diffusing through a boundary (or stagnant flow) layer formed at the vicinity of substrate 
surface [2-4]. Therefore, it seemed difficult to achieve self-limiting growth in an MOVPE 
enVlfonment. 
Despite the above-mentioned consideration , Ozeki et al. tried to realize the selfｭ
limiting growth of GaAs and AIAs in LP-MOVPE [5]. They employed a pulsed vapor-phase 
method in a chimney-type reactor. At the beginning, they observed no clear self-limiling, 
even when using TMGa and AsH3 as sources. This was probably due to the unexpected , 
excess Ga deposition on the GaAs substrate caused by the unoptimal flow conditions in the 
reactor. Later, however, they achieved clear self-limiting growth of GaAs by modifying the 
design and a汀angement of the reactor and susceptor [6]. They called the new configuration a 
百ulsed予t" reactor. "Pulsed-jet" is, however, a slightly conceptual expression, and this was 








Figure 2-1. Ilustration of basic concept of pulsed-jet epitaxy. 
Table 2-1: Comparison of available II-V binaries among various ALE techniques. 
恥1aterials
Laboratories Systems 
GaAs AIAs InAs GaP 
Nishizawa et a1. MO恥1BEin UHV Yes 
Bedair et al. MOVPE with rotating substrate Yes Yes Yes 
Usui et al. Hydride VPE Yes Yes Yes 
Doi et al. Laser-assisted MOVPE Yes 





(1) The most important feature of PJE is that the source gases are supplied toward the 
substrates as a fast gas stream from a jet nozzle with a small inner diameter. It is difficult 
to accurately evaluate the gas velocity at the substrate surface. However, we can roughly 
estimate from the dimensions of the reactor tube , the total flow rate , and the growth 
pressure, that the gas velocity is at least several tens of meters per second. Clear selfｭ
limiting is obtained with increasing gas velocity. Under this situation, the temperature of 
the i吋ected gas will not be in equilibrium with that of the heated substrates. Therefore , the 
precursors will be supplied to the substrate without thermal decomposition , as in a UHY 
system. 
(2) Attention must be paid so that vortices and turbulent flows do not occur in the reactor. 
They are usually caused by the thermal buoyancy effect from a heated susceptor and 
convection. These factors cause the gas-phase mixing reaction between group-III and 
group-Y precursors , and the self-limiting growth fails. We have to try to maintain the 
laminar flow in the reactor. 
(3) The gas-switching valves must be carefully designed. A three-way valve with a 
minimum dead space should be used. These valves should be mounted on a compact 
manifold. The pressure-balanced, ventJrun motion is highly recommended. Unless we pay 
careful attention to the structure and the arrangement of the valves, the gas-phase mixing 
reaction will inevitably occur. Furthermore , both the fast-switching speed and its 
reliability are also important factors to strictly control the surface reactions involved in the 
PJE. 
2.4 Advantages of P JE 
In this section, we clarify the distinctive features of PJE, which are superior to other 
methods for II -Y's ALE from the technical point of view. We can expect the following points 
as the advantages of PJE. 
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(1) PJE can be used to grow a larger variety of materials in a self-1imiting manner. Table 
2-1 summarizes the reported III-V binary materials that can be grown by various ALE 
methods. In particular, P1E can be used to grow phosphorus (P)-containing materials, e.g. 
InP and GaP [7 , 8]. lt is difficult to grow these materials in a UHV condition such as that 
which Nishizawa et al. employed [1] ・ P1E also offers unlimited growth of Al-containing 
materials, which is a m司orproblem with the method based on hydride VPE as employed 
by Usui et al. [9]. 
(2) In spite of the use of organometal sources in P1E, a clear self-limiting growth can be 















that the GaCl+AsH3 system, which was employed by Usui et al. , gives the se1f-limiting 600 500 400 
over a wide range of growth temperatures because the thermal stability of GaCI in the gas Growth temperature (OC) 
phase is much higher than TMGa [9]. Unlike the other methods using organometal 
sources , we can realize the se1f-limiting over a wide rage of growth temperatures with PJE. Figure 2-2. Temperature range of GaAs (00]) growth rate in various ALE methods. 
In addition, it is for the first time that c1ear self-limiting growth of GaAs was observed for 
the change of TMGa pulse durations , as shown in Fig. 2-3 [6]. These resu1ts show that 
adopting the extremely fast gas stream ("pulsed-jet") of sources is effective in avoiding the 
GaAs (001) 
= 5000C 
excess Ga atoms deposition over a monolayer coverage. Detailed explanation for the 
T9 
2 
growth experiments is presented in Chapter 3. 
(3) High quality epitaxial layers with low residual impurities can be obtained by PJE. 
Table 2-2 lists the reported electrical properties of undoped GaAs (001) layers grown by 
several ALE methods. The major problem for the ALE using metalorganic sources has 
been the unintentional carbon (C) incorporation into GaAs epitaxial layers. Carbon 
contamination yields inevitable p-type layers. We found for the first time that the careful 
With pulsed-jet 







r (Slow gas velocity) 
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2xl014 cm-3 and a mobility of 6.5x104 cm2Ns at 77 K [6, 10]. As seen in Fig. 2-4 , the 20 15 10 5 
layer also exhibited sharp emission peaks due to the free and bound excitons near its band TMGa pulse duration (5) 
gap energy but no emissions associated with the carbon acceptor, which reflects the high 
optical quality of the P1E-grown epitaxial layer [10]. This is the best result among the 
Figure 2-3. GaAs growth rate as a function of TMGa pulse duration. 
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ALE-grown GaAs ever reported. The shorter TMGa exposure time and the subsequent 
surface exposure to a sufficient AsH3 flow are important to obtain high quality materials. 
Tablc 2・2:Electrical prope口iesof GaAs epitaxiallayers prepared by various ALE methods. 
As mentioned above , PIE allows the growth to be carried out at higher growth 
*: The electrical prope口yis sensitive to growth conditions. 
This data is from the best result in our experiments. 
temperatures above 500oC. Therefore , we can use a shorter TMGa pulse to achieve a 
monolayer growth. Much higher AsH3 partial pressure in the PIE environment than that in 
a UHV case also help us obtain GaAs layers with lower C level. Thus , it is easier for PIE 
to accomplish the growth conditions leading to the epilayers of high purity. The detail 
procedure for obtaining high quality epitaxiallayers is described in Section 3.5. 
(4) Extremely uniform thickness profile of grown layers is the most pronounced feature in 
ALE process. Also in PIE, it is easy to grow epitaxial films with excellent uniforrnity due 
to the distinct self-lirniting growth behavior. Figure 2-5 shows the thickness variations of 
Carier 
Mobility (cm2Ns) Laboratories Systems concentration (cm-3) Sou.rces 
Nishizawa et al. MOMBEin UHV p: 1018 -1020 (300K) les than 10 (300K) T加lGa+ AsH3 
Bedair et al. MOVPE with rotating p: 2.8 x 1017 (77K) 290 (77K) T五1Ga+ AsH3 substrate 
Usui et al. Hydride VPE n: 6 x 1015(77K) 16,000 (77K) GaCl + AsH3 
This work (*) Pulsed-jet n: 2 x 1014 (77K) 65 ,000 (77K) TMGa+AsH3 
PIE and MOVPE-grown GaAs layers on 2-inch diameter substrates [10 , 11]. Both 
epilayers were obtained in the same growth chamber and without any rotation of the 
substrates. The thickness variation for PIE case is within 1.5% over 2-inch wafer, which is 





extremely uniform in PJE. Figure 2-6 shows the distribution of carrier concentratlOn over 
810 820 830 840 
2-inch GaAs wafer doped with selenium (Se) [12]. The electron concentratlon 1S 
normalized by 8.4xl018 cm-3. The variation is only 2% , probably within the measurement 
eπor. Thus , PIE process is not sensitive to the gas flow pattem in the reactor ・ These results 
c1early show that P1E is very useful to the practical device fabrication process. 
(5) Ideal selective growth is possible. There is no deposition on the dielectric mask such as 
Si02 ・ Figure 2-7 compares the thickness variation of GaAs epitaxiallayers from the Si02 
mask edge between PJE an MOVPE [13] ・ The thickness of PJE remains the same surface 
level , while that of MOVPE gradually decreases due to the enhanced supply of growth 
species at the mask edge. Thus , there is no so-called "edge effect" in PJE. This is 
important for a precise masking process in planar technology. The selective epltaxy lS 
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explained in detail in Chapter 8. 
(6) The growth of heterostructures and super1attices is one of the important purpose of 
ALE. However, there are few reports on the successful superlattice fabrication of high 
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Figure 2-7. Thickness variation of PJE and MOVPE-grown GaAs from Si02 edge. 
Figure 2-5. Comparison of thickness variations of GaAs epitaxial layers 
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Figure 2・ 8. A TED pattem from (110) cross-section of (InAs)4(InP)J sample. 
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structural quality. This is because the growth proces is much more complex than growing 
homoepitaxiallayers. We have succeeded in using PJE to grow sho口-period ， strained-layer 
superlattices of both (GaAs)m(GaP)n and (InAs)m(InP)n ina self-limiting manner [14 , 15]. 
Figure 2-8 is a typical transmission electron diffraction (TED) pattern for the 
(InAs)4(1nP)1 superlatice grown on a InAs (001) substrate [16]. A sharp satellite-spot pair 
can be observed around the 000 direct spot , reflecting the good periodicity of the 
superlattice. Thus, PJE is a powerful technique to make ultra-short period heterostructures. 
More detailed explanation is presented in Sections 7.4.2 and 8.3. 
These are the most attractive features of PJE which we confirmed experimentally. 
Besides these things, the following things are a1so expected as the merits of PJE. 
(7) PJE is expected to be suitable for mass production. This is because MOVPE growth 
can be easily done in the same reactor by simply changing the gas sequence so as to 
simultaneously supply the group-III and group-V sources. Such an advantage is due to the 
use of switching val ves for exchanging the gases in the reactor. In the method using a 
rotat?g susceptor, as employed by Beda?et al. [17] , a complicated machine will be 
needed to deal with multiple wafers. Compatibility with MOVPE is also difficult with this 
method. 
(8) As MOVPE becomes widespread, a huge base of technical and scientific know-how 
has accumulated. Since PJE is based on LP-恥10VPE， we can use the progre:ssive 
development of the growth machines, precursors, and the basic understanding of growth 
mechanisms related to MOVPE. 
Thus, PJE is the most flexible approach among the methods proposed for the ALE of 
II -V compounds. 
2.5 Growth Apparatusfor PJE 
32 
The growth apparatus used for PJE is basically the same as that for LP-MOVPE, as 
mentioned before. However, we have to pay some special attention to designing the growth 
system. We will explain the details of our experimental setups in four major parts. 
2.5.1 Gas handling system 
The gas handling system used in the PJE is the same as in MOVPE. Figure 2-9 shows 
the gas handling system we used. The gas pipework is made primarily of 1/8, 1/4, and 3/8 
inch stainless steel (sus 316L) , and 'VCR' or 'UJR' fittings are used to ensure the system is 
leak-tight. Commercia11y available organometals (alkyls) for group-III atoms are delivered in 
stainless-steel containers. These containers are connected by the stainless-steel inlet and out]et 
tubes , and are bathed in thermostatically-controlled baths with a high degree of precision (less 
than 0.1 OC). High-purity Pd-diffused H2 is passed through the diptube and is bubbled inside 
the container. The inner pressure of the containers is kept at constant (1520 Torr) by a 
pressure regulator. The H2 flow is accurately metered by mass flow controllers (MFC). Using 
this equipment, the a1kyls with a stable concentration are transported into the reactor with H2 
flow. As the group-V precursors , we used AsH3 and PH3 ・ These hydrides are diluted with 
pure H2 and filled in cylinders. The concentration is 10% for AsH3 and 20% for PH3 in 
cylinders. The flows of these gases are precisely controlled by MFC. 
2.5.2 Gas-switching νalves 
The role of gas-switching valves is crucial in PJE. ln Fig. 2-10, we have shown the 
schematic of the switching valves. The source gas pulses are generated by switching the 
individual pneumatic valves on-and-off. It is necessary to switch gases abruptly with a high 
precision of timing. Elimination of the mixing between group-III and group-V sources at the 
upstream of the susceptor is also strongly ne:eded. To achieve these requirements , the three-
way pneumatic valves with an extremely small dead volume were arranged on a manifold in a 
vent/run configuration [18]. The pressures in both vent and run lines were balanced to 
eliminate the spikes in the gas-phase concentration of the reactants [19]. As a valve element, 
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motion with one air actuator. Therefore , we can make a compact manifold by assembling 
these valves in a smalI stainless-steel block. The pneumatic valves are operated by feeding the 
high-pressure air into the air actuator through solenoid switches. To improve the switching 
speed and the accuracy of the pneumatic valves , the solenoid switches were connected 
directly to the air actuators without using air tubes. Such an arrangement is effective in 
reducing the decay of the switching time , because there is no pressure drop across the air tube 
conventionally used. Using our measurements of the pressure response time from upstream to 
downstream through the valves , we estimated that the switching speed of the individual 
valves was less than 100 msec. 
2.5.3 Reactors 
We used two types of reactors in our growth experiments. Both reactors were nrlade of 
the fused quartz tubes. One is the horizontal design seen in Fig. 2-12 (a) , widely usecl in the 
conventional MOVPE [20, 21]. The gas flow is parallel to the substrate surface for this 
design. The cross-sectional shape of our reactor is rectangular. The inlet portion of the reactor 
is designed to maintain a larninar flow even if the gas has expanded after entering the reactor 
[22]. The other reactor is a chimney-type reactor, or vertical upside-down reactor, as shown in 
Fig. 2-12 (b). In this reactor, the gas flows upward from the base. The advantage of this 
紅rangement is that it rninirnizes the recirculation of the gas which is caused by the buoyancy 
effects of the heatecl susceptor [23]. The cross section of the reactor tube is circular, and the 
reactor wall is cooled by flowing water. 
We compared the PJE growth between the two reactors and results are described in 
Chapter 3. We realized self-limiting growth in both reactors. However, the self-li:miting 
occurrecl over a relatively wide range of growth conditions with the chimney-type 
configuration. This might be due to the effective suppression of the thermal decomposition of 
the group-III precursors in the gas phase. Thus , the chimney reactor is better than the 
horizontal one in achieving self-lirniting growth. 
2.5.4 Heating methods 
36 
Gate valve 




















Figure 2-12. PJE reactors: (a)horizontal type, and (b) chimney type 
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As a way of heating the graphite susceptors and the substrates put on them , We 
employed radiative heating using SiC heaters and the radio-frequency (RF) induction heating 






was used for the chimney reactor in Fig. 2・ 12 (b). The substrate temperatures in the horizontal 
reactor were determined using a the口nocouple setting near the SiC heater. The relationship of 
the temperatures between the g同phite susceptor and the thermocouple was pre:viously 
calibrated using an optical pyrometer. For the chimney-type reactor, the growth temperature 
was measured by a thermocouple inserted into the graphite susceptor. In both cases , the 
growth temperature was controlled to an accuracy of 0.1 oC. 
2.6 Experimental Procedure 
2.6.1 Growth procedure 
Epitaxial growth was carried out by alternately feeding the group-III and group-V 
precursors into the reactor. Figure 2-13 represents the gas flow sequence used for II-V 
epitaxial layers. The altemating pulses of the organometals for group-III atoms and hydrides 
for group-V are separated by H2 purge pulses which prevent the mixing of the reaction gases. 
We defined one gas cycle during PJE as shown in the figure. The duration of individual gas Substrate 
pulses and the concentration of the reactants contained in the H2 carrier gas were varied to 
(a) Cleaning 
study the growth kinetics. We grew several kinds of III-V materials (GaAs , GaP , InAs , and 
InP) by repeating the gas cycles several hundred times. The precursors used in our 
experiments and several of their properties are summarized in Table 2-3. 
The total H2 flow rate in the reactor，五ota[ ， was kept at 1000 or 2000 sccm (standard 
cubic centimeters per minute). The growth pressure, Ptotal, was typical1y 15 or 20 Torr. If the 
group-III precursor is used under its vapor pressure of ν'Pgroup-lJ/ (Torr) and the H2 flow rate 
through the container is fgroup-lIl (sccm) , the mole fraction of the group-III precursors , 
mんroup -lIl， in the gas pulse is given by , 







Figure 2-13. Gas sequence of P JE. 






(e) HF dip (ηMeasurement 





(2-1) F ν'pgroup 一川 fgroup - 川mJgroψ ー Ill=1520.jfoM
t 
The partial pressure of the precursor in the reactor is calculated to be 
P ν'Pgr岬ー川 fgroup 一川




Z Similarly , we can calculate the mole fraction and the partial pressure for the group-V 
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2.6.2 Procedure for thickness measurement 





















PJE. Figure 2-14 illustrates the process of thickness measurement. After degreasing and 















the surface. The dielectric film was several thousand angstroms thick. We mainly used Si02 ・
Using conventional photolithography , a line-shaped Si02 pattern with a 500μm width was 












residue of the organic materials such as the photoresist. In most cases with PIE, the growth 
Occurs selectively on the semiconductor surfaces. Therefore, the dielectric film can be easily 
removed by dipping into HF solution after growth. The step height was measured by a stylus 





calculating the growth rate per gas cycle , the thickness was divided by the number of the 
i吋ected gas cycles. The accuracy of the thickness measurement was about 1 %. 
2.7 Summαry 
We have explained the details of pulsed-jet epitaxy, or PJE, which enables us to grow 
III-V compound semiconductor's thin films in a self-limiting manner. First, we defined PJE. 
Then , we described the requirements for PJE in terms of the growth conditions and the 
growth apparatus. Although PJE is based on LP-恥10VPE， achieving clear self-lirniting 
growth is difficult under the normal MOVPE growth conditions with conventional machines. 
We must employ a fast gas velocity to suppress the gas-phase decomposition of group-III 
precursors. We also have to pay special attention to the design of reactors and the gas 
switching valves to ensure both a laminar flow and abruptly-switched gas pulses. These are 
the key factors to attain the self-limiting growth. Comparing with other reported ALE 
methods , we have described the inherent advantages of PJE in detail. Finally, we explained 
the growth procedure and the method of thickness measurement. 
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Growth of III-V Binary Compounds 
3.1 Preliminaries 
As described in the previous chapter, the concept of PJE was first proposed and 
demonstrated by Ozeki et al. in 1987 [1]. From the beginning of their research , they used a 
chimney-type reactor and tried to grow GaAs and AIAs. In their first attempt, however, they 
didn't observe the clear self-lirniting growth. Meanwhile, they found that by both increasing 
the gas velocity and creating a larninar flow at the substrates by optimizing the arrangement 
of the susceptor in the chimney reactor , it was possible to achieve distinct self-limiting 
growth [2]. At the same time, we began to expand the range of materials we can g:row by 
developing a PJE for phosphorus (P)-containing materials. The capability of growing Pｭ
containing materials is one of the attributes of PJE. We a1so wanted to know if we could use a 
horizontal-type reactor for PJE. Thus , the first experiment for the self-limiting growth of InP 
and GaP by PJE was conducted using a horizontal reactor shown in Fig. 2-12 (a) [3 , 4]. 
Naturally , we could also grow GaAs and InAs in the same horizontal reactor. However, we 
found that the so-called "ALE window" , the range of growth conditions for self-lirniting 
growth, is na汀ower than that obtained in the chimney-type configuration. Therefore, t:he use 
of the horizonta1-type reactor was limited at the beginning of our studies. 
In this chapter, we describe the homoepitaxial growth results for II-V binary 
compounds on (001) substrates. First, we show the prelirnina:ry results obtained in the simple 
horizontal reactor. We clari今 some drawbacks leading to the narrow "ALE window" inherent 
in the horizontal-type reactor. Next, the results obtained in the chimney-type reactor are 
shown. Using this reactor, we were able to grow epitaxial1ayers of II-V compounds in a selfｭ
limiting manner over a relatively wide range of growth conditions. Then , we show the 
dependence of the growth rates for both GaAs and InP on the specific substrate orientations: 
44 
(l 11)A, (l 11)B , and (011) ・ Furthermore ， some electrical and optical properties of the PJEｭ
grown epitaxiallayers are shown. 
3.2 Structure and Properties of II-V Semiconductors 
Figure 3-1 shows a zinc-blende crystal structure of II-V compound semiconductor, 
where a
o 
is a lattice parameter of the material. In this structure , the group-III and group-V 
atoms have an average of four valence electrons per atom available for binding. lt is usually 
considered that the covalent bonds are fo口ned through tetrahedral sp3 hybrid orbitals. For 
example, for GaAs , the reaction is written as: 
Ga( 4s24p) + As( 4s24p3) → Ga(命令3)ー+As( 4s4p3)+ (3-1) 
In this consideration of cova1ent bonding, each group-V atom donates an electron to a groupｭ
II atom, so that V+ and II-ions having four va1ence electrons are formed. 
However , another explanation , based on the ionic bonding formation , is very 
important. In this consideration , the bonds are caused by the Coulomb attractive force 
between the excess positive and negati ve charges of ions. The excess charges are generated 
by the transfer of electrons from the metallic group-III atom to the nonmetallic group-V atom. 
For GaAs , the reaction pathway is shown as: 
Ga(3d104s24p) + As(3dJ04s24p3) • Ga(3d10)+3 + As(3dJ04s24p6)-3 (3-2) 
The bonds of most II-V compounds are not described by these extreme models, but 
usually have intermediate characteristics between the "covalent" and "ionic" bonds. Anyway , 




















































































































































































































































































































































































































d = -~~ for (001)，一勺~ for (011), and -; for (1 11)A, (111)B (3-3) 
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言 InP (001) 23 Torr 
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PH3 mf: 4.8 x 10・2。
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10-4 10-3 10-5 
TMln mole fraction 
1n Fig. 3-2, we show the schematic side views of the atomic arrangement of the 1I-V crystals 
toward the crystallographic orientation of (001) , (011) , (111)A and (111 )B. 1t should be noted 
that the monolayer thickness is different among the growth orientations. The monolayer 
thickness , d , is obtained as follows. 
where α。 is a lattice parameter. For instance , for GaAs, ao is 0.5653 nm. 
羽re summarize the physical properties for several binary compounds in Table 3-1. 
3.3 P JE of Binaη Compounds 
Figure 33.Dependence of InP(00 l)growth rate as a function of TMIn mole fraction.(5 , 3, 5, 20 5) 
is the gas supply mode;5s purge with H2'3s TMIn supply , 5s H2purge, and 20s PH3injection. 
3.3.1 Results in horizontal reactor 
3.3.1.11nP 
As a typical example of PJE conducted in the horizontal reactor, we explain the ? ?(」冨
growth of 1nP in detail. For the first time , we successfully achieved the self-limited 1nP 







(5, X, 5, 20 s) 
、_，
epitaxial growth using PJE [3]. At that time, litle work had been done on the ALE of 1nP. For 
experiments, we used the horizontal reactor seen in Fig. 2-12 (a). The substrates were heated 
by the SiC heater placed outside the reactor, as explained in Section 2.5.4. We employed 
trimethylindium (TM1n) and PH3 as sources. The total flow rate in the reactor was 1000 sccm 
Tg = 3500C 
were Sn-doped and Fe-doped InP (001). The rnirror etching of the substrates was done by a 
Br2-ethanol solution. We determined the growth rates according to the method described in 
Section 2.6.2. .c: ト
。
。 2 4 6 8 10 12 14 
Figure 3-3 shows the dependence of the InP (001) growth rate (expressed in units of 
TMln pulse duration (5) 
monolayers per cycle) on the TMln mole fraction. The mole fraction was varied by changing 
the vapor pressure of the TM1n in the container and the H2 flow rate through it. Since we 
didn't know the appropriate growth temperatures for the self-limiting growth of InP, we 






changed the growth temperatures over a wide range. When the growth temperature was 
6000 C , the growth thickness per cycle increased by increasing the TMln mole fraction. This 
unsaturated behavior of the growth rate was observed even at 4000C and 3750C. However, 
the growth rate remained constant over a wide range of TMln mole fractions by lowering the 
growth temperature to 350oC. Interestingly , the saturated growth rate was about 0.5 
monolayers (ML) per cycle on the (001) orientation. The plausible mechanism will be 
discussed later. 
To test whether growth proceeds in a real self-limiting manner, we have to study the 
growth rate dependence on the TMIn pulse duration in a gas cycle. The results are shown in 
Fig. 3-4. The self-limiting growth, saturated at about 0.5 ML/cycle, was clearly observed at 
350
o
C. We could not observe any distinct self-limiting above this temperature. As seen in the 
figure , the growth rate increased linearly with TMln exposure time , especially at around 
600
o
C. Thus , the growth temperature is an important p訂ameterto be controlled for achieving 
the self-limiting growth of InP. 
Based on the results in Figs. 3-3 and 3-4, we can conclude that the self-limiting 
mechanism is related to the thermal decomposition rate of TMIn in the boundary layer formed 
near the substrate surface. The pyrolysis of TMln has been investigated by several researchers 
[5 ・ 7]. Larsell and Stringfellow studied the temperature dependence of the percent 
decomposition of TMln under f10w conditions [7]. Their result seems to explain well our 
observations seen in Figs. 3-3 and 3-4. They reported the gas-phase decomposition rate 
constant for TMIn, kg, as follows: 
1n kg (s-I) = 27.57 -35.9 kcal/(mol.RT) (3-4) 
From this equation, we can calculate the average time constant for TMIn decomposition using 
the relationship τg (s) = 1/kg ・ For instance, 'tg = 4.23 s at3500C and 'tg = 1.04xl0・ 3 s at
600
o
C. The TMln's residence time at the hot zone upstream of the substrates is calcu1ated to 
be about 50 ms , considering our flow condition and the dimensions of the reactor. Cornparing 
this residence time with the time constants of TMln decomposition , it is c1ear tlhat the 
50 
pyrolysis of TMln in the vapor phase is negligible at 350oC. Contrary to this , at 600oC , most 
of the TMln mo1ecules will be decomposed in the boundary layer. Therefore , nonvolatile 
products such as atomic In will be continuously supplied on the surface while the substrate is 
exposed to the TMln gas pulse. This is why the self-limiting growth cannot be obtained at 
high growth temperatures. Thus, it is important that TMln is not decomposed completely into 
such an In atom before reaching the substrate surface. 
Figure 3-5 (a) is a Nomarski photograph of the InP surface grown by PJE at 3500C. 
The layers grown under the self-limiting condition always had smooth surfaces independent 
of the TMIn mole faction and its exposure time. However, above 350o C, the surface 
morphology depended on the TMln mole fraction and the pulse duration. In particular, the 
surface became rough when the growth rate exceeded 1 ML/cycIe, as shown in Fig. 3-5 (b). 
This is probably due to the formation of many In islands on the growth surface after excess In 
atoms were supplied from the vapor phase. This suggests that In overlayers on the InP (001) 
surface grow under the Stranski-Krastanov mode [8 ], i.e. , two-dimensional growth occurs at a 
coverage of up to 1 ML, followed by island formation , then three-dimensional growth. 
Figure 3-6 shows the dependence of the growth rate on the PH3 mole fraction at 
3500C. The growth rate remained constant at about 0.5 ML/cycle in the high-PH3 mole 
fraction region. The slight decrease in the growth rate at the low-PH3 mole fraction region is 
probably due to the decrease in the surface reaction rate between the PH3 and the surface In 
specles. 
Figure 3-7 plots the variation of the growth rate as a function of the PH3 pulse 
duration. The growth rate was clearly saturated at about 0.5 ML/cycle above PH3 pulse 
duration of 15 s. It is remarkable that the growth rate is strongly affected by the PH3 exposure 
tlme when the pulse duration is short. For example, we could observe litle InP epitaxial 
growth with a PH3 pulse duration of 0.5 s, keeping the specular surface morphology. This 
result implies that the sticking probability of TMln is very small on a P-poor surface, and that 
lt IS proportional to the number of the surface P atoms. 
51 
InP (001) 
Tg = 3500C 
1.5 
TMln mf: 1.2 x 10・4











Figure 3-6. Dependence of InP (001) growth rate on PH3 mole fraction. 
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PH3 mole fraction (x10・1)
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Figure 3 ・ 5. Nomarski micrographs of InP epilayers grown at (a) 3500C with thickness of 75 nm 
and (b) 6000C with thickncss of 120 nm. 
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Figure 3-8 shows the growth thickness of the InP epitaxiallayers versus the number of 
the supplied gas cycles. The thickness is clearly propo口ional to the number of the gas cycles 
when maintaining the rate of 0.5 ML/cycle. 
In Fig. 3-9, we compared the thickness uniformity of the epitaxial layers over the 
substrate between PJE and MOVPE. The substrate size was 20 mm by 14 mm. In growth 
using PJE, the thickness uniformity was as low as 3-4% , regardless of the non-rotation of the 
substrates. We can see that the uniformity improves when the pulse duration of TMln is long 
enough for self-limiting (see Fig. 3-4). However, the growth thickness increased along the 
flow direction for the layers grown by MOVPE. This result indicates that PJE is superior to 
。
。
MOVPE in achieving good thickness uniformity due to the self-limiting mechanism. 
600 400 200 The remaining problem for us is to clarify the reason for the saturated growtlh rate of 
Number of gas cycles 0.5 恥1L/cycle observed in PJE-grown InP. Usui et al. pointed out that the lack of the PH3 
Figure3-8.Growth thickness of Inp epitaxial layers versus the number of gas cyclesｭ
Growth was done under 15To rwith a gas sequence of (5 , 3, 5, 20 s).The mole fraction of 
TMln and PH3 was 1.2xlO-4 and 9.6xl0-2, respectively. 
cracking at the low growth temperature (3500C) is likely to be the main reason for this [9]. If 
this is true, we could observe the gradual increase in the growth rates as we increase the PH3 
mole fraction and the pulse duration. The saturation tendency in Figs. 3-6 and 3-7 cannot be 
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ML/cycle is not caused by the insufficient surface chemical reaction between the In-and P-
containing species. Another model explaining the saturation at 0.5 ML/cycle is the "steric 
hindrance effect" (or excluded volume effect) of the methylindium adsorbed on the surface 
[10, 11]. As explained in detail in the next chapter, we identified the surface adsorbates using 
X-ray photoelectron spectroscopy (XPS). Results showed that the adsorbed T1vUn was 
quickly decomposed into In atoms on the surface at 3500C [12]. Therefore, the steric 
hindrance does not occur at the growth surface. To solve this problem, we had to assume that 









。saturated at 0.5 ML [3]. Actually, it is revealed that the growth surface such as GaAs (001) is 
Position (mm) 
reconstructed in an MOVPE environment just as in a UHV [13 , 14]. The surface is not 
Figure 3-9.Comparison of thickness uniformity between PJE andMOVPE mode.The PJE was 
done at3500C and MOVPE at5000C.The left-hand side of position correspondsto the upstream 
necessarily stable when the reconstructed surfaces have a monolayer coverage of Ga or As, 
i.e. 6.3xl014 cm-2. The relationship between the self-limiting value of the ALE growth rate 





Tg = 5000C 







Very recently , the InP (001) growth surface was studied in-situ by scanning tunneling 
microscopy (STM) [16]. The observed P-terminated InP (001) surface under a UHV 
condition at around 3500C showed the (2x4)ーαphase which has a surface P coverage of 0.5 
恥1L. This is a very striking result supporting our InP growth rate of 0.5 ML/cycle. 
U nfortunately , studies into the reconstruction for InP surface under the low-pressure 
environment have not progressed yet. Here, we just comment on the importance of the surface Z恒三
O』。
reconstruction for determining the self-limiting growth rate , and the details wiI1 be discussed 
again in Chapter 6. 
10・210・3




Prior to growing GaP, we checked the PJE growth for GaAs in the horizontal reactor. 
Figure 3-10.Dependence of GaAs(001)growth rate on TMGa mole fraction.(5 , 3, 5, lOS) 
shows gas sequence;5s H2purge, 3s TMGa pulse, 5s H2, and lOS ASH3supply-AsH3 
mole fraction was 4.8x 10-2. 
We used TMGa and AsH3 as sources. The total flow rate and the growth pressure in the 
reactor were 1000 sccm and 15 Torr. The TMGa bubbler was held at 3.0oC, providing a 
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Figure 3-10 shows the dependence of the GaAs growth rate on the TMGa mole 
fraction at 500oC. This is a typical growth temperature for achieving the self-limiting growth 
reported so far [2 , 17]. We observed that the growth rate is clearly saturated at nearly 1 
ML/cycle in our horizontal reactor. 
Figure 3-11 is the growth rate as a function of the TMGa pulse duration. Again, the 
growth rate remained at 1 ML/cycle. We found , however, that the surface morphology of the 
0--。。。。
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grown layers became rougher by increasing the pulse duration. This is probably due to the 
accumulation of Ga droplets at the growth surface, and this is one of the m句or problems of 
the horizontal-type reactor. 
3.3.1.3 GaP 
Figure 3-11. Dependence of G山(∞l)gmth rate on TMGapulse duration 
The mole fraction of TMGa and AsH3was2.1 x10-3and 4.8x10ベ respectively.
As a P-containing material besides InP, we tried to grow GaP. We carried out the ALE 
of GaP for the first time, in a horizontal PJE reactor [4]. The sources we used were T乱1Gaand 














GaAs growth. To suppress the Ga droplet formation , we lowered the growth temperature to 
4850C. Growth was carried out on unintentionally-doped , n-type GaP (001) substrates. 
Figure 3-12 shows the dependence of the growth thickness per cycle (growth rate) on 
TMGa pulse duration. Growth was self-limited to 1 ML/cycle at this growth temperature. The 
mole fraction ofTMGa was 2.1xl0・3 ， and that of PH3 was 9.6x10-2. The surface morphology 
GaP (001) 
Tg = 4850C 
(5, x, 5, 20 5) 
was specular for the samples grown with pulse durations shorter than 9 s, while it was a litle 
rough at the duration of 12 s. 
As shown in Fig. 3-13 , we also observed saturated monolayer growth when PH3 pulse 
duration was varied. To investigate the growth kinetics of P1E, we compared the rate of 
saturation in GaP with that of the GaAs under the same growth conditions: the TMGa mole 
fraction and the duration were kept at 2.1x 10・ 3 and 5 s;the mole fractions of PH3 and AsH3 
were both 4.8xl0-2. lttakes longer to reach 1 ML with the corresponding hydride duration in 
。
。 2 4 6 8 10 12 14 1E. 
TMGa pulse duration (s) 
GaP than in GaAs. At 4850C , the pyrolysis of PH3 is heterogeneous [18]. The decomposit卲n 













implies that the rate of surface chemical reaction between Ga (or Ga-containing alkyls) , 
which is adsorbed on the surface, and PH3 is slower. This surface reaction consists of several 
steps , such as PH3 cracking or Ga-P bond formation. However, the rate-limiting step , which 
Tg = 4850C 
(5, 5, 5, X 5) 
causes the difference between the AsH3 and PH3 durations needed to reach the saturated 




We obtained the preliminary results of InAs growth using the horizontal reactor. As 
described in Section 3.3. 1.1, for InP , we observed the self-limiting growth at a temperature of 
as low as 350oC. With the similar growth conditions employed in InP growth , we tried to 
GaP (PH3) grow InAs by flowing AsH3 instead of PH3 ・ Undoped n-type InAs (001) was used as the 
substrate. 
2 4 6 8 10 12 14 16 
Hydride pulse duration (s) 
Figure 3-14 shows the growth rate dependence on the TMln pulse duration. 
Significantly , the growth rate of InAs was clearly self-limited at about 0.7 to 0.8 ML/cycle , 
unlike the result of InP where the rate was saturated at 0.5 ML/cycle. Note that al the growth 






-, _ . 
conditions, i.e. , growth temperature, pressure, mole fractions of TMIn and hydrides and the 
gas sequence, were the same as those used in Fig. 3-4. 
We studied how the AsH3 pulse duration affects the self-limited value of InAs. 
Results 紅e shown in Fig. 3-15. Although there is small amount of scatter among the data, the 
growth rate was not affected by the AsH3 exposure time and was self-limited at about 0.7 to 
InAs (001) 
Tg = 3500C 












Here , we briefly comment on the growth mechanism. As discussed in the PJE of InP 
(Section 3.3. 1. 1) , this fractional self-limiting growth rate of InAs is caused neither by the 
slow decomposition rate of AsH3 nor the steric hindrance of the adsorbed methylindium, 
￡言。』。
(CH3)xln (x=1 , 2, or 3) [11]. Later, we will clarify that this is strongly related to the surface 
14 12 10 8 
' 
6 4 2 
。
。
As stoichiometry or the surface reconstruction of InAs (00 1). Due to the desorption of surface 
pulse duration (s) TMln As atoms during the H2 purge duration , we observed the decrease in the growth rate. To make 
the growth rate self-limited at 1 ML/cycle , we have to shorten the H2 purge time after 
supplying AsH3・ An explanation of this phenomena is given later in Chapter 6. 
Figure 3-14. Growth ratc dependence of InAs (001) on TMln pulse duration. The growth 
pressure was 15 Torr. The mole fraction of TMln and AsH3 was 1.2xlO-4 and 4.8xlO・2 ，
respectively. Note that the purge time by H2 is5 s.
3.3.2 Some problems in horizontα1 reαctor 
As described above , we basical1y observed the self-limiting growth for InP , GaP , 2 
GaAs , and InAs in the horizontal reactor, using the trimethyl alkyls (TMGa, TMln) and InAs (001) 
Tg = 3500C 
(5, 3, 5, X 5) 
(AsH3 , PH3) as precursors. However, there are some problems in using the hydrides 
horizontal reactor. The major problems are summarized as follows: 
(1) Narrow "ALE window"~ The growth conditions for self-limiting growth are restricted. 







long TMGa pulse durations. Figure 3-16 shows the surface morphologies of GaAs 0.75 MUcycle 
epilayers grown with the TMGa pulse duration of 3 s and 9 s at500
o
C. With increasing the 






runway on the graphite susceptor at the upstream of the substrates. Since the supplied 50 40 30 20 10 
gases are heated before reaching the substrates , we can hardly avoid the excess deposition 
AsH3 pulse duration (5) of Ga on the surface. Thus , there is a limitation to the suppression of the gas-phase 
decomposition of group-III precursors in the horizontal configuration. 
Figure 3-] 5. Growth rate variation of InAs (001) on AsH3 pulse duration. 






(2) Difficulty in fast purging of reactants~ Figure 3-17 shows the dependence of the GaAs 
(001) growth rate, obtained in the horizontal-type reactor at 500oC, on the H2 purge t?e 
after TMGa supply. We observed the excess growth rate of more than 1 ML/cycle for 
purge times of under 5 s.This undesired growth behavior might be due to the gas-phase 
mixing reaction , or MOVPE-mode growth , between TMGa and AsH3 ・ In spite of the 
careful reactor design , it is difficult to eliminate the vortices perfectly near the substrates at 
the growth temperatures , probab1y caused by the buoyancy effect from the horizontal hot 
susceptor. As a result, it takes longer H2 purge time than that calculated from the flow rate 
and the reactor v01ume to purge out the reaction gases from the reactor. The s10w gas 
exchange a1so becomes a barrier, for example, in attaining the growth rate of 1 ML/cycle 
for InAs (001) [19]. The InAs growth rate will be less than 1 ML/cycle. This is not related 
to the gas-phase mixing but to the desorption of surface As atoms. We have to realize fast 
20μm gas switching with H2 from AsH3 to TMln. Shortening the pulse duration of H2 purge is 
crucial for realizing the ideal monolayer growth of InAs. Figurc 3-16. Nomarski micrographs of PJE-grown GaAs layers for TMGa duration of (a) 3 s and (b) 9 s.
3.3.3 Results in chimney reactor 
Using the reactor of the chimney configuration seen in Fig. 2-12 (b) , the above-
mentioned problems are relaxed. The advantages of this reactor are as follows: (1) since there 
GaAs (001) 
Tg = 5000C 
(5, 5, x, 10 s) 
2 
is no hot zone upstream of the substrates , the residence time at the hot zone for the group-II 
precursors becomes much smaller in this reactor. This leads to the minimum gas-phase 





with the direction of buoyancy caused by the heated susceptor. Therefore, the recirculation of 
wasted gas might be eliminated and the purging of the reactants could be accomplished in a 






H2 purge time after TMGa (s) 羽Te could dramatically expand a range of growth temperatures in which the self-
limiting growth of GaAs (001) occurred [2] ・ GaAs growth was done using TMGa and AsH3 ・Figure 3 ・ 17. Variation of GaAs growlh rate as a function of H2 purge time after TMGa. 
NOlC that thc horizontal-type reactor was used. 
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Figure 3-20. GaAs growth rate as a function of TMGa flow rate under different pulse durations. 
12 002468 
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Tg = 4000C 










Figure 3-18. Dependence of GaAs growth rate as a function of TMGa pulse duration from 460 to 550oC. 














Figure 3 ・2 1. Dependence of InAs (001) growth rate on TMln pulse time. AsH3 pulsc 











The typical mole fractions used for TMGa and AsH3 were 1 x 10・ 3 and 2.4xl0-2, respectively. 
The tota] H2 flow rate was 2000 sccm and the pressure was 20 To汀.
Figure 3-18 shows the variation of the growth rate of GaAs (001) as a function of the 
TMGa pu]se duration from 460 to 5500C [20, 21].The pulse duration of each gas , H21 TMGaJ 
H21 AsH3, was 3 s/x s/3 s/l 0 s. Although the rise time became shorter as the growth 
temperature increased , the growth rate saturated at 1 ML/cycle for al the growth 
temperatures. 
Temperature dependence of the growth rate is shown in Fig. 3 ・ 19 for a TMGa pulse 
duration of 15 s. The self-limiting was observed from 440 to 560oC. The decrease in the 
growth rate for temperatures below 4400C is related to the decrease in the decomposiltion rate 
of methylgallium, (CH3)xGa (x= 1, 2, or 3), on the growth surface. In contrast, the decrease in 
growth rate at higher growth temperatures above 5600C is probably attributed to the 
desorption of the methylgallium or surface As atoms. The range of growth temperatures 
where we observed self-limiting growth is the widest among those obtained by t:he ALE 
techniques [22, 23]. 
We also observed clear self-limiting at 1 ML/cycle after changing other growth 
parameters: the flow rates of TMGa and AsH3 , and the pulse duration of AsH3 [20, 24]. 
Figure 3-20 shows the dependence of the growth rate on the TMGa flow rate. Since the total 
flow rate in the reactor was constant, the increase in the T恥1Ga flow rate corresponds to an 
increase in the TMGa mole fraction in the gas phase. The growth rate for the TMGa pulse of 
6 s and 10 s increased quickly to 1 ML/cycle , while that for 1 s and 2 s saturated at 
submonolayer per cycle. This result means that the growth rate cannot simply be described as 
a function of the TMGa dosage, i.e. the product of the mole fraction and the pulse duration of 
TMGa. 
Thus , PJE using the chimney reactor is very useful for the self-limiting growth over a 




As described in Section 3.3. 1.4 , we observed that the lnAs (001) growth rate in the 
horizonta1 reactor was self也limited at 0.7 to 0.8 ML/cycle when the growth temperature was 
350oC. We briefly mentioned that this is due to the desorption of surface As atoms during the 
H2 purge duration after AsH3 supply. ln other words , this fractional growth rate iscaused by 
the relatively long H2 purge duration after AsH3 i吋ection. In the horizontal reactor, we 
cannot avoid using a long purge duration to avoid the vapor-phase mixing between group-III 
and group-V precursors. Therefore, the self-limited InAs growth rate inevitably fals below 1 
ML/cycle. One distinct merit of the chimney reactor is the ability to shorten the exchange 
time of the reactant gases from the reactor. 
Figure 3-21 shows the dependence of the InAs (001) growth rate on the TMIn pulse 
length at 4000C in the chimney reactor [19]. The H2 purge time after AsH3 ranged from 0.1 to 
3 s.Although the growth was self-limiting, the saturated growth rate was smaller for longer 
H2 purges. To achieve monolayer growth of InAs at 400oC, the H2 purge must be shortened 
to less than 0.1 s. 
Figure 3-22 clearly indicates the effect of As desorption from the outermost surface of 
InAs (001) ・ Even at 3650 C, the decrease in the growth rate by increasing H2 purge time after 
AsH3 was also observed , as observed in Fig. 3-22 (a) ・ While monolayer growth was achieved 
using H2 purges after AsH3 pulse less than 0.5 s, the InAs growth rate fel when the H2 purge 
was longer than 0.5 s. Note that there was no growth rate change when we changed the H2 
purge time after TMIn, as shown in Fig. 3-22 (b). 
Thus, we revealed the technical importance of using the chimney reactor to realize the 
ideal self-limiting growth for InAs (001) ・ More detailed growth results and the surface 
reaction mechanism concerτlÌng with the surface As desorption are described in Chapter 6. 
3.4 Dependence of Growth Rαte on Surface Orientations 
The surface chemical reactions which occur at the gas/solid interface are very 
lmportant in PJE. Therefore, the structures (bonding geometry) and the chemical properties of 
67 
morphologies , the substrates' surfaces will strongly affect the surface reactions , such a 
2 doping behavior, and the growth rate , as has been reported for other growth techniques [25-
InAs (001) 
29]. The crystallographic orientation dependence of the PJE growth rate provides us with not 
only information about the growth mechanism, but also helpful hints for fabricating some 
novel device structures on non-planar substrates [30]. In this section , we describe some 
preliminary results of the PJE growth studies on the substrates with various or冾ntatlOns. 
3.4.1 GaAs 
In Fig. 3-23 , we compare the dependence of the GaAs growth rate as a function of 
TMGa pulse duration for substrates of several crystallographic orientations: (001) , (011) , 
日JIJ1
Tg = 3650C 
一一j 一一一一ーーーーーーーー一
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(111 )A, and (111)B. The vertical axis of the figure is normalized with a monolayer per cycle 100 10 
because the monolayer thickness differs among orientations. The ideal monolayer thickness , H2 purge time after AsH3 
d, has a relationship with lattice constantαo. as described in Eq. (3-3). The growth was 
Figure 3-22(a). Variation in InAs growth rate as a function of H2 purge 
time after AsH3 ・
carried out at 5000C under a pressure of 20 Torr. The mole fraction of TMGa and AsH3 was 
1x10-3 and 1.25x10-2. The gas sequence, H21 TMGaI H21 AsH3 , was 0.5 sl x sl0.5 s/5 s. We 
found several novel features in this figure. 
(1) The growth rate tends to saturate with increasing TMGa pulse duration , and the 
InAs (001) 
2 
saturated va1ue differs among the substrates of different orientatlOns. 
(2) The saturated growth rate is less than 1 乱1L/cyc1e for (011), (l 11)A, and (l11)B GaAs. TMln AsH3 TMln 
(3) The self-limiting growth rate on GaAs (001) is about 1.25 ML/cycle. Tg = 3650C 
〆ー一式=x:売。_. In spite of the saturated growth rate at fractional rnonolayers , we achieved self-• • a ‘ a .---δ limiting growth on (011) , (l 11)A, and (111)B surfaces. There have been few reports so far of / 
Tg = 4000C the successful self-limiting growth of GaAs on substrates with these crystallographic 
orientations [31 , 32]. Our results clearly indicate the superiority of PJE in obtaining the self-





A perfect understanding of the growth behaviors shown in Fig. 3-23 is difficult. 
100 10 
H2 purge time after TMln (5) 
0 
0.1 
However, we have some important results which indicate the influence of surface As atoms 
on the growth kinetics. Figure 3-24 shows the growth rate dependence of GaAs (011) on the 
TMGa pulse duration at three different growth temperatures. Since the injected AsH3 mole Figure 3-22(b). Variation in InAs growth rate as a function of H2 purge 
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Figure 3 ・24. Growth rate dependence of G山 (011)on TMGapulse durationMiffereT 
temperatures. The mole fraction of TMGa and AsH3 was 1 x lO・3 and 2.4x 1 O-l , 
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Figure 3-23. GaAs growth rate on severaI surface orientations as a function of TMGa pulse duration. 
25 20 
TMGa pulse duration (s) 
15 10 5 
Figure 345.Growth rate dependence of GaAs(111)B on TMGa duration at different 
temperatures-The mole fractions and gas sequence are identical with those in fig.344. 
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fraction and the pulse duration is larger and longer than those in Fig. 3-23 , the growth rate at 
5000C is also a lit]e larger than the result in Fig. 3-23. Note that the saturated growt:h rate on 
the (011) surface is smaller at higher growth temperatures. This result implies that the surface 
As coverage just before TMGa exposure becomes smaller at higher growth temperatures and 




more easily than on (001) surface. 
Figure 3-25 shows the similar experimental results on GaAs (l11)B. Although being 




increases. In addition , the growth rate under the same TMGa pulse duration becomes larger at 
60 40 20 higher temperatures. This dependence is the opposite of that on (011) substrate. It has been 
TMln flow rate (sccm) reported that excessively adsorbed As atoms forming a trimer structure exist on As-rich 
(l11)B surface [33]. These surface As atoms deactivate the surface reactivity and suppress the 
Figure 3-26. Crystallographic orientation of InP growth rate as a function of TMln flow rate. incorporation of Ga into sublattice sites on the (111)B surface, leading to a decrease in the 
growth rate [34 , 35]. We speculate that excess As atoms exist on the AsH3-exposed (l11)B 











GaAs surface also under our PJE environment, and this leads to the suppressed reac1tion with 
TMGa. Therefore, if we increase the growth temperatures, the growth rate will becorne larger 
due to the thermal desorption of the excess As adatoms from the surface. Our PJE 誑ults on 
1.5 GaAs (l11)B qualitatively agree with the growth mechanism reported for MBE and MOVPE 
[34, 35]. 
It seems strange that the growth rate is self-limited to 1.25 ML/cycle on (001) GaAs. 
• 





We speculate that excess As atoms exist even on the As-terminated (001) surface, as reported 
[36-39]. Our hypothesis is that atleast a part of the excess As reacts with TMGa and leads to 
。
。
a growth rate of beyond 1 ML/cycle. We believe that, while the excess surface As atoms 
14 12 10 8 6 4 2 prevent the reaction with TMGa at (111)B face , the excess As might contribute to the reaction 
pulse duration (s) TMln with TMGa on (001) surface. The difference in the reaction mechanism of excess As between 
(001) and (111)B surface will be very important but litle is known at present. 
Figure 3-27. Crystallographic orientation of InP growth rate as a function of TMIn pulse duration. Thus , it is rather complicated to systematically explain GaAs growth on the substrates 






the growth kinetics and the resulting growth rate in P1E process is strongly affected by the 
adsorption and desorption of As atoms at the growth surface. In other words , we have to 
consider the surface reconstructed structure and the surface stoichiometry in order to 
understand the growth mechanism in P1E growth. Although this problem seems to be crucial 
in P1E, it has been overlooked for a long time. We consider this problem again in Chapter 6. 
3.4.2/nP 
Figure 3-26 plots the InP growth rate as a function of TMln flow rate when we 
changed the substrate orientations at 3500C under 15 Torr. The growth experiments were 
performed using the horizontal reactor. The TMln container was kept at 27.1 oC (vapor 
pressure of 3 mmHg) and the mole fraction of PH3 was 9.6xl0-2. The gas sequence, H21 
TMlnJ H21 PH3 , was 51 31 51 20 s. Similar to the results for GaAs, we observed different selfｭ
limiting behaviors for different orientations: (001) , (1 11)A, and (111)B. While the selfｭ
limiting growth rate is around 0.5 to 0.6 ML/cycle for (001) and (l 11)A, the growth rate tends 
to saturate at 1 ML/cycle on (111)B. 
Figure 3-27 shows the growth rate dependence on the TMln pulse duration for InP 
(001) , (111)A , and (111)B substrates at 350oC. We observed the self-limited deposition of 
InP at around 0.5 to 0.6 ML/cycle on (001) and (l11)A. Although the self-limiting behavior 
on (lll)B is not clear in the figure , the growth rate is larger than (001) and (111)A and there 
seems to be a plateau at around 1 ML/cycle. 
As mentioned before, Usui et al. pointed out that the submonolayer limitation of InP 
(001) growth rate will be due to the insufficient decomposition of PH3 in gas phase [9]. The 
result on InP (111 )B , however, indicates that their explanation is not appropriate. Our results 
in Figs. 3-26 and 3-27 suggest that the InP self-limited growth rate is related to the surface 
stoichiometry of PH3 exposed-surfaces , or surface reconstruction structures. 




It is necessary to obtain high quality epitaxial layers in order to apply the layers to 
practical devices. For unintentionally-doped GaAs epitaxial layers , we have investigated the 
electrical and optical properties using the conventional (van der Pauw) Hall measurement and 
photoluminescence (PL) spectroscopy. For other binary materials , however, we don't have 
systematic studies on the properties of the grown layers. In this section , we briefly describe 
the properties of the PJE-grown (001) GaAs epitaxiallayers. 
GaAs epitaxiallayers grown under the non-optimized PJE growth conditions normally 
showed p-type conductivity. The dominant residual acceptor impurity atoms were identified 
as carbon (C) judging from the emission energy of the donor-acceptor (DO-A 0) pair 
recombination in PL spectrum from epilayers [40]. Electrical and optical properties of the 
epitaxial layers were strongly affected by the growth conditions; growth temperatures , the 
mole fractions (日ow rates) , and the pulse durations for TMGa and AsH3・Ithas been clarified 
that a shorter TMGa pulse duration and sufficient AsH3 supply are necessary to grow higher 
purity GaAs epitaxial layers [21 , 40]. 
Carrier concentrations of the epitaxial layers were evaluated by the van der Pauw 
method at 77 K. We used semi-insulating (001) GaAs as substrates. The typical film 
thickness was 0.5 to 1.0μm. Figure 3-28 shows the carrier (hole) concentration as a function 
of the T恥1Ga pulse duration in the gas sequence of PJE growth at 550oC. The carrier 
concentration increases with increasing TMGa pulse length. Figure 3-29 shows the 
dependence of the carrier concentration on the AsH3 pulse duration at 550
o
C. In contrast to 
Fig. 3-28 , the carrier concentration tends to decrease with increasing AsH3 pulse length. 
High-temperature growth at around 5500C enables us to attain 1 monolayer saturat卲n 
for a short TMGa pulse duration of below 1 s.This helps us to grow high-purity GaAs layers. 
Fig. 3-30 compares 4.2 K PL spectra for epitaxiallayers under two typical growth conditions. 
Spectrum (a) is from the sample grown at 5500C with a 0.8 s TMGa pulse duration. The 
conductivity was n-type and the 77 K carrier concentration was 3x1014 cm-3. Spectrum (b) is 
from the sample grown at 5000C with a TMGa pulse of 20 s. The electrical property was pｭ
type with a hole density of 3x1018 cm-3. Although spectrum (b) shows a broad luminescence 
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Figure 3-30. PL spectra from PJE-GaAs layers; (a) 550oC , TMGa pulse of 0.8 s, 






Figure 3-28. Variation of carrier concentration with TMGa pulse duration. 
GaAs (001) 
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Figure 3-29. Variation of carrier concentration with AsH3 pulse duration. 
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to free and bound exciton peaks which reflect the high purity of the grown layer. Thus, PJE 
provides us with device-quality highly pure epitaxial GaAs layers if we choose the 
appropriate growth conditions. 
3.6 Summary 
We have shown the self-limiting growth results for several III-V binary compounds; 
(001) GaAs , GaP, InP , and InAs. We compared the experimental results between the 
horizontal reactor and the chimney reactor and found several undesired , inevitable problems 
in the horizontal configuration. We concluded that the chimney reactor is beneficial in 
achieving self-limiting over a wide rage of growth conditions , due to the fast gas switching 
with a laminar flow. We examined the crystal10graphic orientation dependence of GaAs and 
InP growth rate. In these results , we found several novel phenomena which imply the strong 
influence of surface As and P on the PJE growth kinetics. To reveal the ability in obtaining 
the device quality materials , the electrical and optical properties of PJE-grown GaAs were 
briefly described. 
78 
REFERENCES (Chap. 3) 
[1] M. Ozeki , K. Mochizuki , N. Ohtsuka, and K. Kodama , J. Vac. Sci. Technol. B5 (1987) 1184. 
[2] M. Ozeki , K. Mochizuki , N. Ohtsuka, and K. Kodama, Appl. Phys. Lett. 53 (1988) 1509. 
[3] Y. Sakuma, K. Kodama, and M. Ozeki , Jpn. J. Appl. Phys. 27 (1988) L2189. 
[4] Y. Sakuma, K. Kodama, and M. Ozeki , Appl. Phys. Lett. 56 (1990) 827. 
[5] M.G. Jacko and S.J.W. Price, Can. J. Chem. 42 (1964) 1198. 
[6] N.N. Travkin , P.K. Skachkov , I.G. Tonoyan , and B.1. Kozyrkin , J. Gen. Chem. 48 (1978) 2428. 
[7] C.A. Larsen and G.B. Stringfellow, J. Cryst. Growth 7S (1986) 247. 
[8] F. Houzay , M. Bensoussan, and F. Barthe, Surf. Sci. 168 (1986) 347. 
[9] A. Usui, H. Sunakawa, and Y. Kato , "Oyou Butsuri" (in Japanese) S9 (1990) 4l. 
[10] D.E. Aspnes, E. Colas, A.A. Studna, R. Bhat, M.A. Koza, and V.G. Keramidas , Phys. Rev. Lett. 
61 (1988) 2782. 
[1] W.G. Jeong, E.P. Menu, and P.D. Dapkus, Appl. Phys. Lett. S5 (1989) 244. 
[12] K. Kodama, M. Ozeki , Y. Sakuma, K. Mochizuki , and N. Ohtsuka, J. Cryst. Growth 99 (1990) 
535. 
[13] D.W. Kisker, P.H. Fuoss , K.L. Tokuda, G. Renaudo , S. Brennan, and J.L. Kahn , Appl. Phys. Lett. 
56 (1990) 2025. 
[14] 1. Kamiya, D.E. Aspnes , H. Tanaka, L.T. Florez, J.P. Harbison , and R. Bhat, Phys. Rev. Lett. 68 
(1992) 627. 
[15] 1.R. Creighton and B.A. Bansenauer, Thin Solid Films 225 (1993) 17. 
[16] B.X. Yang , Y. Ishikawa, T. Ozeki , and H. Hasegawa, Jpn. J. Appl. Phys. 35 (1996) 1267. 
[17] J. Nishizawa, H. Abe, and T. Kurabayashi , J. Electrochem. Soc. 132 (1985) 1197. 
[18] C.A. Larsen , N.I. Buchan , and G.B. Stringfellow, 1. Cryst. Growth 85 (1987) 148. 
[19] Y. Sakuma, M. Ozeki, and K. Nakajima, J. Cryst. Growth 130 (1993) 147. 
[20] M. Ozeki , K. Mochizuki , Y. S法uma， N. Ohtsulくa， and K. Kodama, Inst. Phys. Conf. Ser. 106 
(1990) 31. 
[21] M. Ozeki , N. Ohtsuka, Y. Sakuma, and K. Kodama, 1. Cryst. Growth 107 (1991) 102. 
[22] 1. Nishizawa, T. Kurabayashi , H. Abe, and N. Sakurai , J. Electrochem. Soc. 134 (1987) 945. 
[23] S.P. DenBaars , P.D. Dapkus , J.S. Osinski , M. Zandian , C.A. Beyler, and K.M. Dzurko, Inst. 
Phys. Conf. Ser. 96 (1989) 89. 
[24] M. Ozeki, K. Mochizuki , N. Ohtsuka, and K. Kodama, Thin Solid Films 174 (1989) 63. 
[25] W.I. Wang , J. Vac. Sci. Technol. Bl (1983) 630. 
[26] W.I. Wang, App1. Phys. Lett. 47 (1985) 826. 
[27] D.H. Reep and S.K. Ghandhi , J. Cryst. Growth 61 (1983) 449. 
[28] D.H. Reep and S.K. Ghandhi , J. Electrochem. Soc. 130 (1983) 675. 
[29] T.F. Kuech and E. Veuhoff, J. Cryst. Growth 68 (1984) 148. 
[30] H. Isshiki , Y. Aoyagi , T. Sugano, S. Iwai , and T. Meguro , Appl. Phys. Lett. 63 (1993) 1528. 
79 
[31] A. Usui and H. Sun討。wa，J pn. J. Appl. Phys. 25 (1986) L212. 
[32] J. Nishizawa, T. Kurabayashi , H. Abe, and N. S討くurai ， 1. Vac. Sci. Technol. A5 (1987) 1572. 
[33] D.K. Biegelsen, R.D. Bringans, J.E. Northrup, and L.-E. Swartz, Phys. Rev. Lett. 65 (1990) 452. 
[34] M.Y. Yen and T.W. Haas, Appl. Phys. Lett. 56 (1990) 2533. 
[35] S. Ando, S.S. Chang, and T. Fukui, J. Cryst. Growth 115 (1991) 69. 
[36] P.K. Larsen , J.H. Neave, J.F. van der Veen , P.J. Dobson , and B.A. Joyce, Phys. Rev. lB27 (1983) 
4966. 
[37] M. Sauvage-Simkin , R. Pinchaux , J. Massies, P. Claverie , N. Jedrecy , J. Bonnet, and I.K 
Robinson , Phys. Rev. Lett. 62 (1988) 563. 
[38] D.K. Biegelsen , R.D. Bringans , J.E. Northrup, and E.-L. Swartz, Phys. Rev. B41 (1990) 570l. 
[39] I. Kamiya , H. Tan叫くa， D.E. Aspnes , L.T. Florez, E. Colas , J.P. Harbison , and R. Bhat, Appl. 
Phys. Lett. 60 (1992) 1238. 
[40] K. Mochizuki , M. Ozeki , K. Kodama, and N. Ohtsuka, J. Cryst. Growth 93 (1988) 557. 
80 
CHAPTER4 
Self-Limiting Growth Mechanism 
4.1 Preliminaries 
Understanding the growth mechanism of PJE is very important from both a scientific 
and technical point of view. Clarifying the growth mechanism and having an atornistic image of 
the crystal growth process is useful for improving the conventional growth technology and for 
providing a clue to help us exploit some new growth technology. 
In this chapter, we describe the growth mechanism of PJE that has been revealed to 
date. We focus on the "self-lirniting" deposition mechanism of gallium (Ga) and indium (In) 
from TMGa and TMln. Since arsenic (As) and phosphorous (P) elements have a high vapor 
pressure at the growth temperature , it is usually considered that the deposition of group-V 
elements is automatically lirnited to 1 monolayer on the growth surface. Therefore, the selfｭ
limiting deposition of group-III elements is a key to revealing the self-limiting growth 
mechanism of PJE. Since the surface chemical reactions play an important role in PIE, we have 
to identify the chernical nature of the adsorbed species on the substrate surface, especially the 
Ga-or In-containing species. Itis well known that X-ray photoelectron spectroscopy (XPS) 
has a big advantage in the quantitative analysis of surface elements below monolayer coverage. 
To study the PJE-grown surface in situ, we fo口ned a new setup having both a growth chamber 
and an analytical chamber with XPS. Results show that the adsorbed group-II molecules such 
as TMGa and TMln are thermally decomposed into atornic Ga and In on the substrate surfaces 
under typical PJE growth conditions. Based on these observations , we propose a "selective 
adsorption model" of trimethyl sources as a new model explaining the self-lirniting growth 
mechanism. Using this model , we can reasonably explain the GaAs growth kinetics in PJE. 
Moreover, we describe some other experimental results supporting our selective adsorption 
model. 
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Figure 4-1 shows our apparatus used for the in-situ study of the adsorbates on the 
growth surface during PJE. This apparatus consists of two stainless steel chambers. One is the 
vertical growth chamber and the other is the analytical chamber equipped with XPS (.ffiOL JPS-
90SX). The two chambers were separated by a gate valve. The substrate can be transferred 
between these chambers using a magnetic transfer rod. In the growth chamber, the source gases 
were supplied downward to the substrate surface. The growth chamber can be evacuated with 












the conventional PJE growth conditions using the rotary pump. We had to caηy out XPS 
analysis under the UHV condition (less than 10-7 Torr). Therefore, prior to the transportation 
of the grown substrate to the XPS chamber, the growth chamber was evacuated with the 
turbomolecular pump after stopping the source supply. The analyzer of the XPS was a 
hemispherical type and the excitation line used was Mg Kα (1 254 eV) or Al Kα (1487 eV). 
4.2.2 Experiment 
Epitaxiallayers for in situ XPS measurements were grown in the growth chamber. We 
tried to conduct the XPS measurements on the growth surface of (001)ーoriented GaAs, InP, 
and GaP. The source gases were TMGa, TMln , AsH3 and PH3 ・ We employed growth 
conditions that allowed the growth of each material to proceed in a self-limiting manner. Details 
of growth conditions are described in a later section. We used the substrates of n-type 
conductivity to minimize the energy shift of the core level emission of photoelectrons due to 
charging up of the substrates. After growth by PJE, the substrate was cooled down and 
transferred to the XPS chamber after evacuating the growth chamber by the turbomolecular 
pump. Ittook about 12 min to start the XPS measurements after growth. We prepared and 
exarnined two kinds of surfaces after different gas procedures. One was the surface exposed to 




other was the surface exposed to T恥1Gaor TMln flow at the end of P1E and cooled down in H2 






4.2.3 Results and implications 
4.2.3.1 GaAs 
We grew GaAs epitaxiallayers at 5000C under a pressure of 20 Torr. Figure 4-2 shows 
〉-zωcω-FF
・--
the XPS spectra of the GaAs (001) surface exposed to AsH3 ambient at the end [1]. The three 
peaks 紅e the core level emissions from Ga 3d (19.2 eV) and As 3d (41.3 eV) , and a Ga LMM 
Auger emission (282.3 e V). The chemical shift of Ga 3d energy is usually used to study the 
Ga3d 
12 
chemical bond states. However, based on the calculation after the Pauling method [2] , we 280 45 35 22 
Binding energy (eV) 
290 
estimated that the chemical shift of the Ga 3d peak is very small (about 0.1 e V) between the 
atomic Ga and Ga(CH3b ・ Thischemical shift is too small to detect the nature of the adsorbates. Figure 4-2. Core level emissions and Auger spectra from PJE-grown GaAs (001) at 500oC. 
Therefore, in this study, we judged by the existence of carbon (C) 1 s emission to determine 
whether the Ga adsorbate is some kind of methyl compound, Ga(CH3)n , or atomic Ga. In this 
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the TMGa-exposed surface. 
The results of XPS measurements on the AsH3-exposed GaAs (001) surface are shown 
in Fig. 4-3 (a) [3]. The peak is from a Ga LMM Auger emission. The solid line is a Gaussian 
curve with a ful width at half maximum (FWH恥1) of 3.5 eV. The experimental result fits the 
Gaussian curve weU , indicating that the AsH3-exposed GaAs surface is free from C caused by 
methyl radicals. The results on the TMGa-exposed surface are shown in Fig. 4-3 (b). Here, the 
TMGa-exposed surface refers to the GaAs surface where we supplied a TMGa pulse at the end 
of the growth procedure. The solid line of Fig. 4-3 (b) is the same Gaussian curve as in Fig. 4-
3 (a) except for the peak height. Under the present conditions for XPS measurelnents , we 
expect that the adsorption of a monolayer Ga(CH3)n wiU result in C 1 s emission at around 285 
e V with an intensity of 2 kilocounts. This was estimated from the intensity of the Ga 3d peak 
for the AIAs sample with monolayer Ga adsorption on the top, considering the difference 匤 
0 
295 285 275 
Binding energy (eV) photoionized cross-sections of Ga 3d and C 1 s and also the dependence of XPS sensitivity on 
electron kinetic energy. The experimental results show that there is no evidence indicating the 
Figure 4-3. Ga LMM Auger spectra from AsH3 and TMGa-exposed GaAs surfaces. 
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existence of more C atoms on the TMGa-exposed GaAs surface than on the AsH3-exposed 
one. 
Lastly, we comment on similar results reported by other researchers. The XPS studies 
of surface adsorbates on (001) GaAs after exposing to TMGa were reexamined by Ohno et al. , 
Yu et al. , and Maa et al. [4-6]. They didn't observe any evidence for the surface terminated GaP (001) 





Similar measurements were done on the (001) GaP [7]. The growth temperature was 
4850C. Figure 4-4 shows the spectra of the Ga LMM Auger emission from PJE-grown GaP 








upper spectrum is from a sample exposed to a TMGa pulse at the end. Both spectra were taken 
after growing 16.4-nm-thick GaP epilayers by 60 cycles of gas pulses. As explained above, if
- PH3・exposed
TMGa-related radicals are the stable adsorbates on (001) GaP, the photoemission from C ls
should be decreased by PH3 exposure. However, there is no qualitative difference between the 
two spectra, and there is no appreciable amount of C on the growth surface even after exposure 
toTMGa. 
Thus , we conclude that the chemisorbed TMGa molecules are quickly desorbed, or 
thermally decomposed at the sticking sites with the probability determined by the growth 
295 290 285 280 275 
Binding energy (eV) 
temperature. Therefore , the stable adsorbate , which prevents TMGa from exceeding 
monolayer-limited adsorption , is atomic Ga. 
Figure 4-4. Ga LMM Auger spectra from PJE-grown GaP surfaces. 
4.2.3.3 lnP 
The XPS spectra for TMln-and PH3-exposed InP (001) are shown in Fig. 4-5 [3]. The 
InP epilayers were grown at 3500C. The three pe討(s are core level emissions of In 3dS/3 at 
444.4 eV, C ls at 285 eV, and P 2p1I2, 3/2 at 128.8 eV. Compared with the GaAs results in 
Fig.4ι-3 ， the C 1 semission waおs observed on both TMln.帽屯.
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is the difference between the upper two spectra. It does not have any structure except for a 
small dip at around 285 e V , which is due to the difference in the amount of some adsorbed 
hydrocarbons between the two surfaces. The emission at 285 e V seems to originate from the 
adsorbed hydrocarbon remaining in the vacuum chamber, as was a1so reported for the GaAs 
surface [8]. It might have a molecular structure such as (CH2)n [9] , and might be adsorbed 
during cooling and transferring the InP substrates. If In(CH3)n exists on the TMln-exposed InP 
surface, their C 1 s ernission should emerge at the 10wer binding energy side of the emission 
from (CH2)n ・ This is because the emission from In(CH3)n is expected to have a 10wer binding 
energy than that from (CH2)n, considering the carbon atom's charge of In(CH3)n and (CH2)n. 
exposed and the PH3-exposed InP growth surfaces. This strongly implies that TMln precursors 
are adsorbed by the surface P atoms and are thermally decomposed into In atoms during the 
Our resu1ts show that there is no difference in the amount of In(CH3)n between the TMln-
!守ム子一一、句制榊1
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TMln de1ivery period, just 1ike the behavior of TMGa on the GaAs and GaP surfaces. We 
conclude that the In-related adsorbates participating in the se1f-lirniting InP growth is atomic In. 







The results mentioned above shed some 1ight on the self-1irnited growth mechanism of 
lnP. The growth rate of InP (001) saturated at 0.5 ML/cycle (not at 1 ML/cycle as in GaAs and 
InP (001) C1s GaP), independent of the mole fractions and the pulse durations of TMln and PH3 [10]. One of 
the possib1e reasons for this is that the stable In-re1ated adsorbate , In(CH3)n , is too large to 
TMln-exposed 
occupy al the column-III sublattice sites on the surface. This is the so-called "steric hindrance 
effect" [11 , 12]. However, we can eliminate this assumption according to the present result. 
The real reason for the growth rate of 0.5 ML/cycle is stil not clear at present, but we speculate 
that the InP (001) may be reconstructed so that the growth surface has rninimum energy when 
the surface column-III (or V) sub1attice sites are ha1f-occupied. 
PH3・exposed
After subtraction 
4.3 Mechanism of Self-Limiting Growth 
295 285 275 
Binding energy (eV) 4.3.1 Selective αdsorption model 
Figure 4-6. C 1 s emission from TMln and PH3 exposed InP, and difference spect刊m.
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In this section we discuss the self-limiting growth mechanism of PJE. We consider the 
case of GaAs , but a similar explanation can be basicaIly applied to other binary III-V 
compounds. 
Based on the surface analysis using XPS , we concluded that the adsorbed TMGa 
molecules are decomposed into atomic Ga on the surface and that the excessively adsorbed 
TMGa wiI1 be quickly desorbed from the surface after stopping the TMGa supply. To explain 
the self-limiting GaAs growth , we have to consider that the TMGa molecules are preferentially 
adsorbed and decomposed on the surface As atoms until the surface coverage by Ga reaches 1 
monolayer (ful coverage). 
Figure 4-7 shows a growth model explaining the self-limiting deposition of Ga on the 
As-terminated GaAs surface during TMGa exposure time. We call this model a "selective 
adsorption model". In this model, we assume the dynamical equilibrium of Ga--containing 
species between the gas phase and the growth surface. Actually , during the TMGa delivery 
period, TMGa molecules are quickly repeating the adsorption and desorption many Itﾏmes at the 
surface lattice sites [13]. Self-limited Ga deposition can be attained as a consequence of the 
competition among the adsorption , decomposition , and desorption kinetics of T~v1Ga at the 
surface Ga and As sites. Here, we assume that the average residence time (or lifetime) ofTMGa 
on surface Ga atoms is short enough such that we can neglect the decomposition probability at 
the sites. In other words , TMGa molecules sticking on the surface Ga atoms quickly 
reevaporate without decomposition. Therefore, we consider the decomposition probability to be 
finite only at the As atoms because of the longer residence time of TMGa. This is effectively the 
same as allowing TMGa to be selectively adsorbed and decomposed by the surface: As atoms. 
The Ga participating in the growth comes from the TMGa which is adsorbed by the surface As 
atoms. Ga deposition stops after al the surface As atoms are covered with Ga adatoms. This 
consideration is basically the same as the well-known "Rideal-Eley川 reactionmechanism [14]. 
We thi叫(that the large difference in the TMGa residence time between on the Ga and As 
atoms is crucial for understanding the self-limiting mechanism. A plausible explanation for the 
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Figure 4-7. Selective adso中tion model. TMGa is assumed to be selectively 
adsorbed and therefore decomposed on As-terminated surface. 
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(MMÓ~) or dimethyIgallium (DMGa). 
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transfer between adsorbates and surface atoms seems to be important in chemisorption. TMGa 
is classified as a Lewis acid or electron acceptor, while AsH3 is as a Lewis base or electron 
donor [15]. Judging from the electronegativity of the constituents, a surface As atom on (001) 
GaAs, which is polar crystal , would be a good Lewis base and would interact strongly with 
TMGa in the ambient. Since the surface Ga would act as a Lewis acid , the lattice site might not 
accept TMGa. This affects the adsorption and desorption kinetics of TMGa at the surface and 
results in the large residence time difference. 
4.3.2 Comparison with other models 
In this section , we briefly describe other models that have been proposed for explaining 
the self-limiting growth of GaAs ALE, and compare with our selective adsorption model. As 
described in Chapter 1, there are several methods to realize the self-limited growtlh of GaAs. 
Researchers proposed their own growth models based on their experimental results. However, 
to date , none of these models consistently explain a1 the ALE data published so far. There is
sti1 controversy about the real picture of the self-limiting mechanism. 
4.3.2.1 Radical inhibition (site blocking) model 
Figure 4-8 shows the radical (or adsorbate) inhibition mechanism. This model was first 
proposed by Nishizawa et al. [16, 17]. Here, it is assumed that the adsorbed TMGa forms a 
stable chemisorbed layer of (mono-)methylgallium on the growth surface. This wil1 not allow 
the further adsorption and decomposition of TMGa on the growth surface, resulting in the self-
limiting. Then, the methyl radicals are desorbed in the form of CH4 or so when AsH3 are 
supplied. This model is supported by the observation of alkyl radicals on the surface using 
quadropole mass spectroscopy (QMS) combined with temperature programmed desorption 
(TPD) [18]. 
4.3.2.2 Selective decomposition model 
The selective decomposition model was proposed by Doi et al. to explain the self-limited 
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Figure 4-9. Selective decomposition mo~e1. TM.Ga d~con:posit.ion ra~e int? G? i~. much enhanced 





ﾒ : TMGa 
R 
ﾒ : MMGa, DMGa 
Rn : Methyl radical 
o :Ga 
・: As 
Figure4-10.Flux balance model.Incoming TMGa is decomposed even on Ga-terminated 
surface, but is balanced by desorption of decomposed Ga-alkyls. 
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assisted ALE using TMGa ( or TEGa) and AsH3 as sources. They observed the self-limiting 
growth of GaAs at low growth temperatures under laser irradiation. 1n Fig. 4-9 , the model is
shown schematically. The essence of this model is that the metalorganic molecule adsorbed On and 
the surface As atom is selectively decomposed into nonvolatile growth species , being assisted 
by the laser-induced photochemical process. Since the large difference in the TMGa or TEGa 
decomposition rate between the As and Ga sites is derived from the irradiation of the Ar+ laser 
on the surface , the self-limiting growth doesn't occur without laser light. Although this 
experimental fact is different from ours , the selective decomposition model is very similar to 
our selective adsorption model. In fact , it is difficult to distinguish between "selective 
decomposition" and our proposed "selective adsorption". 
4.3.2.3 Fl以 balance model 
The flux balance model , shown in Fig. 4-10, was proposed by Yu et al. 11: requires a 
balance to be kept between desorbing Ga-alkyl species and adsorbing Ga alkyls during the 
TMGa exposure [20, 21]. TMGa may be stiU adsorbed and decomposed even on the Ga-rich 
surface , i.e. the incoming flux of Ga-alkyl species is balanced by the desorbing Ga-alkyl 
species. The desorbing Ga species need not to be the same molecule which is dosed. This 
balance of adsorbing and desorbing Ga alkyls prevents deposition of more than 1 ML of Ga , 
This model is based on the overlooked result that TMGa is decomposed on the Ga-rich (001) 
GaAs surface which was prepared in the UHV condition [22, 23]. 
4.4 Rαte Equαlions for Selective Adsorption Model 
4.4.1 Themツ
Assuming the selective adsorption model , we can express the self-limﾜed Ga deposition 
process during a TMGa exposure period to the As-terminated (001) GaAs using simple rate 
equations described below. The surface coverage of adsorbed TMGa, nTMGa, and the coverage 
of atornic Ga on the surface for a unit area, nGa , can be written as: 
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dnTMGa 1 /, _ _ '¥ I 1 I 1 一一一=一(1- nTMGa -nGa) -(_-_ + ---)nTMGa 
dt !'ad τ'dc !'rs 
(4-1 ) 
dnGa 1 
-一一 = --nTMGa 
dt !'dc 
(4-2) 
Here, the τad is the adsorption time constant of TMGa, and 'tdc and 'trs are the decomposition 
time constant and the desorption time constant (i.e. , the surface residence time) of TMGa 
molecules on the As-terminated surface. We can calculate the growth rate of PJE from the nGa 
o但Jcycle) value at the end of the TMGa pulse. From Eqs. (4-1) and (4-2) , nTMGa are generally 
given by: 
nTMG日(t)= Alexpλlt+A2expλ 2t +A3 (4-3) 

















Although we can solve the accurate time dependence of nTMGa and nGa by numerical 
calculation, we adopt here a simple approximation in order to estimate the solution. We 
compare the typical value of τad with that of τrs. Based on the kinetic theory , 'tad is related to 
Hertz-Knudsen's law as: 
1 1 pTMGa 
τd-ns 右両店
(4-5) 
where ns is the total density of surface sites (ns=6.26x 1014 cm-
2 at (001) GaAs) , k isthe 
Boltzmann constant, and PTMGa and M are the partial pressure and the mass (M=114.8) of 
TMGa molecule, respectively. Equation (4-5) refers to how many times TMGa molecules strike 
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per a specific surface lattice site per second under a given PMGa and temperature T. 羽'ith OUr 
GaAs growth conditions employed in the chirnney reactor, the PTMGa (Torr) is determined by and 
the H2 flow rate through the TMGa bubbler,fTMGa (sccm) , as: 
pTMGa = 5.25 X 10-4 frMGlI (4-6) 
Therefore, iffTMGa is 30 (sccm) , then τad becomes about 3.5x 1 0-4 (s) at 5000C from Eq. (4-5). 
On the other hand， τrs is given by the Arrhenius form as: 
土=吋剥 (4-7) 
where the v isthe preexponential factor and Eds is the activation energy for TMGa desorption 
from the As-terminated GaAs (001) surface , and R is the molar gas constant (Jl.987x10-3 
kcaV(mol.K)) ・ Using the Arrhenius parameters of v=108 (s-l) and Eds=19-28 (kcal/mol) as 
reported by McCaulley et αl. [24] ， τrs is calculated to be 2 .4x10-3-8 .4x10司 1 (s) at 500oC. The 
Ers and τrs vary according to the surface coverage of T孔1Ga [22, 24]. 
Anyway, from our growth conditions, the relationship of τad << Lrs (or llrad >> 1ILr5) is 
obtained. In order to see easiJy the growth rate dependence on the growth parameters, we treat 
here the extreme approximation that the desorption of T孔1Ga is negligible. Although we cannot 
neglect the TMGa desorption process in the actual growth situation, this approximation is 
almost good under the condition of τad く<Lrs. This is because the surface As sites :江e always 
fully covered with TMGa molecules. Therefore, Eq. (4-4) becomes 
λ1=-土， λ2= 一土
τdc τad (4-8) 
We have to solve nTMGa(t) and nGa(t) under the critical conditions of 
nTMGa(t ニ 0)= 0, nGlI(t = 0) = 0 (4-9) 
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nTMGa(t →∞) = 0, nCa(t →∞) = 1 (4-10) 
The condition of Eq. (4-9) means that no TMGa molecules and Ga atoms exist on the initial Asｭ
terminated surface. The condition of Eq. (4-10) means that the Ga coverage reaches 1 ML after 
a long TMGa pulse, and that at the same time the TMGa molecules 紅e no longer adsorbed on 
the Ga-terminated GaAs surface. These are reasonable assumptions in the selective adsorption 
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and 
加(t) = ロユ叶 (4-12) 
4.4.2 Simulation of growth kinetics 
4.4.2.1 Dependence on TMGa pulse durαtion 
Now , we try to simulate the GaAs growth kinetics in PJE. As mentioned above , each 
latice site is occupied by TMGa for an average time of Lad=3.5x 10-4 (s) when a TMGa pulse is 
supplied on the As-terminated surface. If al these TMGa are decomposed and incorporated into 
the crystallattice sites, the growth rate might reach 1 ML/cycle at around the time of Lad. This is 
inconsistent with the experimental results shown in Figs. 3-11 and 3-18. This discrepancy 
implies that each TMGa does not always result in the decomposition into Ga, probably because 
the decomposition time constant is longer than the adsorption time constant, i.e. , Ldc >>τad. 
Under this condition, Eq. (4-12) becomes: 
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( 4-13) 的(t)= 1 ーはP(引
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Figure 4-11 shows nGa versus t given by Eq. (4-13). This is in good agreement with the 
dependence of the GaAs growth rate on the TMGa pulse duration shown in Figs. 3-11 and 3-
18. 
ln addition , if we measure the growth rate variation on the growth temperatures under a 
specific TMGa pulse duration , to , where the growth rate is less than 1 ML/cycle , we can 












。 according to the following relationship. 12 10 8 6 4 2 
(4-14) lnnCa(T)\向。 =JL 民 kdc(T)
Tdc(T) 
tTMGa (S) 
Figure 4-11. Simulated resu1t of PJE-GaAs growth rate (nGa) versus TMGa pu1se 
time (tTMGa) after eq. (4-13). TMGa decomposition time constant， τdc' was varied. 
Since kdc is expressed as an Arrhenius form , we can determine the activation energy , Edc , of 
TMGa decomposition into Ga atoms on the As-terminated GaAs (001) surface. In our growth 
conditions , we obtained Edc=42 kcal/mol [25 , 26]. This value is lower than those measured by 
Jacko and Price (59.5 kcaVmol) and by DenBaars et al. (58-62 kca1/mol) in the gas phase [27 , 
28]. The difference is considered to be the catalytic effect on TMGa decomposition occurring at 
the As-terminated GaAs surface. 
1.5 
4.4.2.2 Dependence on TMGa flow rate 






saturated at submonolayers with increasing TMGa flow rate under a short TMGa pulse 
duration. This behavior is shown in Fig. 3-20. Some researchers have ascribed this behavior to 
the "steric hindrance effect" of TMGa adsorbed on the surface [12] ・ However， we can explain 
the dependency using the selective adsorption model instead. For a constant TMGa pulse 
12 10 8 
11τad (S-1) 
6 4 2 
duration of to , nGa is given as: 
Figure 4-12. Simulated result of PJE-GaAs growth rate (nGa) versus TMGa f10w 
rate ぴTMGa) after eq. (4・ 15).Note that the l/'tad isproportional tofTMGa' 
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( 4.-15) 加(t= tド JJP(-2)-Jd寸三)+1
Note that 'tad is a function of fTMGa, 'tad=CifTMGa, where C is a coefficient 






































due to the relationship of 'tad >>τdc・
IncreasingfTMGa ， τad becomes smaller. In the region where 'tad << 'tdc, nGa is given by: 
(4国 17)加山)= 1 ーはP(一号)=
AsH3 TMGa TMGa 
(8) 
? ? ?Based on the above-mentioned arguments , we can draw the growth rate dependence on 
the T恥1Ga flow rate , fTMGa , as shown in Fig. 4-12. This behavior is consistent with the 
experimental results shown in Fig. 3-20. 
100 0 0.1 
Thus , using the simple rate equations assuming the selective adsorption model , we 
10 
Purge duration (s) 
could reasonably explain the growth kinetics of GaAs growth. 
Figure 4-13GaAs growth rate with two different gas sequences-Each TMGa pulse has a4s 
duration and a mole fraction of lxlOJ, sufficient for monolayer growth-ASH3was supplied 
with a mole fraction of 2.4x10-2 and the duration of 5 s in (A) and of 10 s in(B) ・ H2 purge is 
0.5 s except for t1 and t2. 
4.5 Evidences of Selective Adsorption Model 
In this section, we describe some experimental results supporting the justice of our 
selective adsorption model. We have already reported that the surface stable adsorbate on the 
As-terminated GaAs surface is bare Ga from XPS analysis. However, there stiU exists an 
ambiguity in that the TMGa-exposed surface might change , from a chemical point of view, 
during the period of cooling and transportation to the XPS chamber. The following results 
clearl y eliminate this ambiguity. 
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4.5.1 Growth by consecutiνe supply of TMGa 
To investigate the dynamics of change in the chemical state of the TMGa-exposed (001) 
GaAs surface, we studied the GaAs growth rate with the two kinds of gas introduction 
procedures [29]. In sequence (A) , TMGa and AsH3 were alternately introduced to the 
substrate. In contrast, in sequence (B) , another TMGa pulse, which has the same mole fraction 
and pulse duration as sequence (A) , was consecutively supplied after forming a perfect, self. 
limited TMGa-exposed surface by the first TMGa pulse. Then , a sufficient amount of AsH3 
was sent. 
We studied the effect of H2 purge durations after the TMGa pulse in seque:nce (A) and 
of the H2 f10wing interval between the TMGa pulses in sequence (B). The results are presented 
in Fig. 4-13. AlI experiments were done at 4850C. Although the H2 purge and the interval were 
changed over two orders of magnitude, 0.3 to 80 s insequence (A) and 0.5 to 60 s insequence 
(B), the growth rates were always 1 恥1L/cycle. The result of sequence (A) indicates that the 
reactivity with AsH3 of the Ga-containing adsorbate participating in PJE growth does not 
change , probably because the chemical nature of the Ga species is unchanged during purge 
durations, and that the desorption of the adsorbate can be neglected during at least an 80 s purge 
period. Therefore , if self-limiting is due to the stable monolayer-limited chemisorption of 
specific methylgallium, Ga(CH3)n (n= 1, 2, 3) , the carbon signal should be detectable with at 
least one-monolayer intensity in XPS measurements. However, as mentioned above, we didn't 
observe any appreciable amount of C on the TMGa-exposed surface. 
So , we can conclude that the surface adsorbate , which prevents the rnonolayerｭ
exceeding adsorption and decomposition of TMGa, must be atomic Ga. The result of sequence 
(B) is good proof that the chemical condition and self-limiting of the TMGa-exposed GaAs 
surface do not change after the first TMGa pulse is stopped. This is contrary to the results by 
Chiu where the self-limiting growth is possible only while a metastable monomethylgallium 
overlayer, which is fully decomposed to Ga in several seconds , exists on the surface [30]. In 
our case, a reasonable interpretation is that a fu l1-coverage, monolayer Ga plane has already 
formed during the first TMGa exposure, so a metallic Ga plane causes the self-limiting. 
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In addition , Maa et al. also exarnined by similar experiments using XPS measurements 
and carne to the same conclusions as us [31]. 
4.5.2 Growth by sequential supply of TEGa and TMGa 
Next, we confirmed the selective adsorption model using a sequential supply of TEGa 
and TMGa. Here , we describe the results on (001) GaP. To check the selective adsorption of 
TMGa, we grew GaP by PJE at 4850C using alternate f10ws of TEGa, TMGa, and PH3 ・ We
examined the self-limiting property by changing the order of the gas pulses of the two Ga 
sources. 
With only TEGa as a Ga source, growth was not clearly self-limiting, but depended on 
the pulse duration over a wide temperature range from 3000C to 600oC. This growth behavior 
using TEGa source is explained in detail in the next chapter. There are two possible reasons for 
the non-self-limiting property. One is the weaker site selectivity of the TEGa adsorption 
process. The average residence time of TEGa molecules on the surface Ga and on the P is not 
negligible compared with the decomposition time constant at the surface. Therefore, TEGa can 
be decomposed into Ga at any surface lattice sites. The other reason is the gas-phase pyrolysis 
at high temperatures. Figure 4-14 shows the (001) GaP growth rate as a function of the TEGa 
pulse duration at 4850C. The growth rate increased almost linearly with the TEGa pulse. At 
485 0 C, TEGa molecules are thermally decomposed [32] , so the surface adsorbate is bare Ga 
[3]. 
Anyway , we are interested in whether growth is self-limiting when the substrate, which 
has a submonolayer coverage of surface Ga, is exposed to a f10w containing a sufficient 
amount of TMGa. Table 4-1 lists the growth rates obtained for two different gas pulse 
sequences at 485 0 C , with both TEGa and TMGa as Ga sources. In sequence (A) , TEGa, 
TMGa, then PH3 were sent in order. ln sequence (B) , on the other hand , the order was TMGa, 
TEGa, then PH3 ・ Each reactant in the gas cycle was separated by 3-second H2 pulses. The 
mole fraction and the pulse duration of TMGa were kept at 2.1xl0-3 and 5 s, sufficient to 
obtain a saturated monolayer growth of (001) GaP. TEGa was supplied with a mole fraction of 
3.2xl0-5, and the duration was varied to change the amount (coverage) of the surface Ga fed 
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Figure 4-14. GaP growth rate at 4850C using TEGa and PH3 as a function of TEGa pulse 
duration. Growth was at 15 Torr. The mole fraction of TEGa and PH3 was 3.2x 1 0-5 and 
9.6xl0-2, respectively. 




Table 4-1: Comparison of GaP growth rates for two different gas sequence at 4850C. 
Growth rate (ML/cycle) TEG condition 
Figure 4-15. Thickness profiles of GaP grown with two different gas sequences in table 4・1.Sequence (B) Sequence (A) 
TMG• TEG• PH3 TEG• TMG• PH3 
Feed rate (~仕/cycle)Duration (s) 
1.4 0.4 3 
1.7 0.7 5 
1.94 0.94 7 
105 
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during the pulse (see Fig. 4-14). The PH3 exposure time was 20 s with a mole fraction of 
9.6x10-2. We found that the growth rate was significantly changed by reversing the order of 
TEGa and TMGa pulses. Growth was self-lirnited in sequence (A) , even when the TEGa pulse 
duration was varied. In sequence (B) , the growth rate was almost the sum of the rates for 
TMGa and TEGa. 
In Fig. 4-15 , we showed the typical row data of thickness profiles of the GaP epilayers 
shown in Table 4-1. The cycles of gas pulses were 366. These profiles were measured after 
removing the Si02 mask. The Si02 pattern for selective growth was also shown in the figure. 
Although the thickness profiles near the Si 02 mask is not flat due to the lateral diffusion of 
TEGa from the mask, the growth is self-lirnited in sequence (A). On the other hand , in 
sequence (B) , the growth rate is the sum of the dosage of TMGa and TEGa. 
The result of sequence (A) indicates that TMGa allows site-selective adsorption; TMGa 
molecules 紅e not adsorbed by the surface Ga atoms , but selectively stick to P atoms that are not 
covered by Ga atoms in the preceding TEGa pulse. This result just proves our selective 
adsorption model. However, as seen in sequence (B) , TEGa is not selective about adsorption 
sites. TEGa molecules can also be adsorbed and decomposed by the Ga-terminat:ed surface, 
exactly as they are on the P-terrninated surface. Self-limiting growth does not seem to be 
possible with a TEGa source. This implies another interesting aspect of PJE in that the 
molecular structures of the precursors play an important role in self-lirning growth. Details 
conceming the ligands of the Ga-alkys 紅edescribed in the next chapter. 
4.6 Summaγy 
We have explained the self-lirniting growth mechanism which is a speci白c feature of 
PJE. By examining the TMGa-exposed (or TMln-exposed) growth surface in-situ using XPS, 
we identified that the surface adsorbates causing the self-limiting are atomic Ga (or ln). 
Considering the experimental fact that TMGa (or TMln) quickly decomposes into Ga (or In) at 
the surface, we proposed a selective-adsorption model to explain the self-lirniting growth 
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process. With the rate equations based on the selective adsorption model , we showed that we 
can reasonably descri'Je the growth kinetics during GaAs PJE. 
Finally , we reported two kinds of growth experiments which strongly justify the 
selective adsorption model. One is growth using consecutive TMGa supply , and the other is the 
use of TMGa and TEGa consecutive supply. We found that the results on these growth 
experiments can be well explained by the selective adsorption model. 
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Role of Group-III Precursors 
5.1 Preliminaries 
1n the previous chapter, we explained the self-limiting growth mechanism of GaAs 
using TMGa as a Ga precursor. However, so far , we have tried using altemative Ga precursors 
for the GaAs growth in the PJE reactor. Our motivation is to expand the so-called "ALE 
window" in the growth temperatures and to find the appropriate precursors providing the 
epitaxiallayers of high purity , while stil1 maintaining the self-lirniting. Few researchers seem to
recognize that the Ga precursors play a significant role in achieving self-limitiing. From a 
technological point of view , we have not found any novel precursors showing self-limited Ga 
deposition , which are superior to TMGa. Through these studies , however, we obt.ained much 
important knowledge about the surface chernis甘y and the self-limiting mechanism. 
1n this chapter, we firstly summarize our GaAs growth experiments done in our PJE 
reactor by an altemate supply of AsH3 and Ga precursors except for TMGa. The precursors we 
studied were (C2Hs)3Ga (TEGa) , ethyldimethylgallium or (C2HS)(CH3)2Ga (ED加lGa) ， triｭ
isobutylgallium or (C4H9)3Ga (TiBGa) , and galliumtrichloride or GaCl)・ We explain the 
growth results for each Ga precursor from the viewpoint of self-1imiting and the growth 
temperature range. 
Then , we propose a method to evaluate the "site selectivity" of the Ga precursor's 
surface chemistry including adsorption , desorption , and decomposition between As and Ga 
sites at the surface. We show this "site selectivity" reflects well the degree or ability of selfｭ
limiting. By comparing experimental results using EDMGa and TEGa sources with that USIDg 
TMGa, we found that the tendency towards self-limiting is weakened as methyl grollps attached 
to a Ga atom were replaced by ethyl grollps. From these results , we consider the important role 
of ligands of the starting Ga precursors in the self-lirniting growth mechanism. 
???e,A 
At the end of this chapter, we report some novel approaches to the self-limiting growth 
of GaAs. We used the combination of TEGa and TMGa as a Ga source, where TEGa and 
TMGa were consecutively or simultaneously supplied. We also tried the consecutive supply of 
TEGa and carbon tetrachloride (CCI4) ・ Thisis the first trial in which we aim to separate the selfｭ
limiting function from the Ga depositing function of the Ga precursor; both are inherent in the 
case ofTMGa. 
5.2 Chemistry ofGα Precursors 
As described later, the self-lirniting is strongly affected by the starting molecules of Ga. 
Few researchers seem to notice this important fact [1]. The fundamental physical and chernical 
properties of each precursor are summarized in Table 2-3. However, at present , we cannot 
directly estimate the each precursor's self-limiting ability from this data. So far , the choice of 
source molecules has been quite simple. Only compounds used for other growth techniques 
such as MOVPE, GSMBE , and chloride (hydride) VPE were tried as PJE SOllrces. However, it 
is evident that some restrictions are imposed on the ALE or P1E process due to the limited kinds 
of sources. We have to emphasize a strong need to develop new sources suitable for ALE or 
PJE. 
1n this section, we provide a general description of the chernistry of Ga organometals to 
help the understanding of our experiments. Figure 5-1 shows the bonding and configurations of 
some Ga precursors. We also show the molecular structures of AsH3 and PH3 ・ Consideration
of the molecular structure is important because it is related to the thermal stability , i.e. , the 
kinetics of pyrolysis of the molecules. 1n general , the molecular structure can be understood 
from the valence bond theory of hybridized covalent bonding [2] , or the valence-shell, electronｭ
pair replllsion (VSEPR) model [3]. The incomplete electron shell of Ga atoms contalns one p 
(4p) and two s (4s2) electrons. The three covalent bonds are formed with a hybridized sp2 
bonding configuration. Thus, a planar, trigonal molecule is formed with the three ligands 
sepむated by angles of 1200 • An important point is that an unfil1ed p orbital remains after the 
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(a) TMGa (b) TEGa 
(c) TiBGa (d) GaCI3 
争勃 点冶
(e) AsH3 (f) PH3 
Figure 5 ・ 1.Molecular structures of some Ga precursors. AsH3 and PH3 are also shown. 
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three covalent bonds are formed. This unfilled p orbital1ies perpendicular to the plane of the 
molecules and makes them electron acceptors, or Lewis acids. 
The basic properties of organometals can be explむnedby considering the chemica1 bond 
between the metals and carbon. The "strength of the metal-C bond" and its "degree of polarity" 
are key factors to understanding some chemical and physical propert冾s of metalorganic 
compounds, as described below. 
(1)Ihermal stability: the bonding energy of the metal-C bond is important because it 
determines the stability of the molecule against decomposition by free-radical homolysis. In 
general, the metal-C bond strength depends both on the nature of the metals, especially on 
their electronegativity , and the size and configuration of the radicals. For example, for a 
specific radical , the meta1-C bond strength decreases in the order of Al > Ga > In. This is 
because the eletronegativities of these metals decrease in this order. On the other hand, the 
thermal stability for the compounds of a p紅ticular metal element depends largely on the 
nature of the attached organic groups , and in a number of cases the stability may be greatly 
enhanced by the substitution of more electronegative units (including halogen) [4] ・It is 
decreased as the number of carbons bonded to the central carbon is increased. The 
weakening of the C-metal bond is attributed to the delocalization of the free-radica1 electronic 
charge [4]. 
(2) Vapor pressur~: the vapor pressure varies rather systematical1y with the alkyl group. In 
principle , the vapor pressures are higher for the lighter molecules. Of course , the 
intermolecular interactions in the liquid phase also affect the vapor pressures, which makes 
quantitative predictions impossible. Generally , higher order, more branched molecules have 
weaker interactions , which enhances the vapor pressure. However, for the usual Ga alkyls 
we used , the effect of intermolecular interaction might be small. Therefore, the vapor 
pressures of the Ga alkyls decrease as their masses mcrease. 










TEGa is one of the most widely used Ga precursors in the MOVPE and GSMBE. 1
provides lower growth temperatures and epilayers with a lower carbon contamination than 
TMGa, due to the specific decomposition via the ﾟ-hydride elimination pathway [5 , 6]. 
Therefore , we expected the use of this source for PJE. 
5.3.1.1 Growth results 
0 
0 
Figure 5-2 shows the growth rate of GaAs (001) as a function of the TEGa pulse 
14 12 2 4 6 8 10 
TEGa pulse duration (s) 
duration in a gas cycle of alternate TEGa and AsH3 source supply. Although the growth 
temperature was varied from 3500C to 480oC , no self-limiting was observed. The growth rate 
Figure 5-2. Growth rate of GaAs (001) as a function of TEGa pulse duration in an alternative 
supply of TEGa and AsH3・ The mole fraction of TEGa was l.4x] 0-4 for 4800C and 450oC, and 
3.3x 10-4 for 4000C and 350oC. AsH3 mole fraction was 2.4x 1 0-2. Growth pressure was 20 Torr. 
The gas sequence was (0.3 , x, 0.3 , 10 s). 
seems to increase linearly with TEGa pulse duration. The surface morphology was mirror-like 
at a growth rate of below 1 ML/cycle. However, it became rougher when increasing the growth 
rate above 1 ML/cycle. This is probably due to agglomerates of the excess Ga atoms (or Ga 
droplets) on the surface. 
2 
Figure 5-3 shows the typical growth rate dependence on the TEGa flow rate at 450oC, 
GaAs (001) 









under several fixed TEGa pulse durations tTEGa・ Note that the growth rate tends to be saturated 
by increasing the TEGa flow rates when the pulse duration is short. However, for a longer 
TEGa exposure time of 0.8 s, the saturated value exceeded 1 1\但_jcycle， indicating there was no 
self-limiting growth using TEGa source. 
5.3.1.2 Growth model using TEGα source 
PJE requires that the deposition of Ga atoms is self-limited. To confirm that it is, some 
researchers have discussed the dependence of the growth rate on the total amount of group-Il 
。
。
molecules supplied within a gas cycle [7 , 8]. They define the amount of supplied nlolecules as 
500 400 300 200 100 the product of the flow rate and the pulse duration of group-III sources. We state here, 
TEGa flow rate (sccm) 
Figure 5-3. Growth rate of GaAs (001) as a function of TEGa flow rate in an alternative supply of 
TEGa and AsH3 ・ TEGa bath was maintained at 10C (vapor pressure of 2.5 Torr). AsH3 mole 
fraction was 2.4xl0-2. Growth pressure was 20 Torr. The gas sequence was (0.3 , tTEGa' 0.3 , 10 s). 
however, that the growth rate dependence on the flow rate of the source differs from that on the 
pulse duration of the source when growth is conducted using an alternate group-II and group-
V source gas supply. We can see this situation from Figs. 5-2 and 5-3. As shown in Fig. 5-3, 
when the pulse duration of TEGa is fixed , the Ga deposition rate per cycle saturates if the floW 
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rate of TEGa becomes sufficiently high. Some researchers seem to have made the mistake of 
judging this growth behavior as self-limiting [7-9]. We believe that the saturated behavﾎor in
Fig. 5-3 is not due to the self-1imiting of TEGa, but just to the kinetically 1imited decomposition 
of TEGa adsorbed on the surface. We call this behavior "quasi self-limiting" , hereafter. lt is 
therefore necessary for the growth rate to be independent of the source gas exposure time in 
order to confirm the true self-limiting. 
5.3.1.3 Theoη 
Next, we show the growth kinetics of GaAs growth with TEGa source using the simple 
rate equations. As described in detail in Section 5.4, we cannot apply the selective adso中tion
model to TEGa. Instead, we adopt the following two assumptions: 
(1) No site selectﾎvity: TEGa molecules are adsorbed and decomposed at both surface Ga 
and As atoms with the same probability. 
(2) Inhibition of multiple adsorption: TEGa molecules are not adsorbed on the chemisorbed 
layer of TEGa itself. 
Figure 5-4 illustrates the growth model using TEGa. Unlike the TMGa case in Section 
4 .4, the rate equations for the surface coverage of adsorbed TEGa, nTEGa, and the coverage of 
atomic Ga on the surface for a unit area, nGa, are written ぉ:
dnTECa 1 f. (1 1 '¥一一=_.& .(l-nTE吋 -1-.&+_.L l.nTECa 






where the 'tad is the adsorption time constant of TEGa, and τdc and 'trs are the decomposition 
time constant and the desorption time constant (residence time) of TEGa molecules on the 
surface. We don't distinguish the value of each time constant between Ga and As siites , and we 









Figure 5-4. Assumed Ga deposition process during TEGa exposure on As-terminated GaAs surface. 
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(5-3) nGa(t = 0) = 0 nTEG“(t = 0) = 0, 句MW6句句6
(a) 










because no TEGa and Ga exist on the initial As-terminated GaAs surface. The solutions are 
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The GaAs growth rate is related to the nGa (1\但_jcycle) given by Eq. (5-5) if the reaction 
with AsH3 completes. Figure 5-5 plots the nGa versus TEGa pulse duration of t. With 
mcreasmg t, nGa increases almost linearly. This is in good agreement with the result in Fig. 5-2. 
τdc: 2 s 
0.5 
? ? ?
Note that the slope of the nGa versus t curve becomes steeper with the decreasingτdc ， which 
corresponds to the increase in the growth temperatures (Fig. 5-5 (a). This is also in good 
14 6 4 2 
。
。agreement with the result of Fig. 5-2. On the other hand , the nGa versus t curve is 1l0t affected 
t (5) so much byτad at the large lI'tad (区 介EGa) regions (Fig. 5-5 (b)). Thus , the growth rate is 
determined by the TEGa decomposition rate on the surface. 
Figure 5-6 shows the dependence of nGa on fTEGa (民lI'tad) for various TEGa pulse 
Figure 5-5. Simulated results of GaAs growth rate (nGa) versus TEGa pulse 
duration (t). Decomposition time constant ， τdc' was changed in (a) and TEGa fced 
rate, 11てad' was changed in (b). 
durations. The growth rate tends to saturate with the increasing TEGa f10w rate. Note that the 
saturation level is beyond 1 ML/cycle when t islong. These simulated results agree well with 
our experimental results of "quasi self-limiting" behavior in Fig. 5-3. 
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Thus , several features in the GaAs growth kinetics using TEGa are simulated well by 
the simple rate equations. We can understand that the "quasi self-limiting" for a TEGa source 
must be distinguished from the real self-limiting behavior observed in the TMGa source. 
5.3.2 EDMGα 
Thus far , we have shown that the distinct self-limited growth of GaAs and GaP is 
possible using a TMGa source, but not TEGa [10, 11]. We are interested in how self-limited 
growth depends on the molecular structure of Ga-alkyls. To study the effect of organic groups 
attached to the Ga atom, we used a novel precursor of ethyldimethylgallium (EDMGa) and 
tested self-limiting [12]. 
5.3.2.1 NMR study for synthesis 
The source material was specially synthesized at Morton 1nternational, Ltd. (now CVD 
Ltd.) at our request, and this is the first report of GaAs growth using EDMGa. We measured 
proton nuclear magnetic resonance (1 H-NMR) and 13C-NMR spectra to confirm EDMGa 
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synthesis. The reagent was dissolved in CDC13 together with tetramethylsilane (TMSi) to rnark 300 
the origin of the chemica1 shift. Figure 5-7 shows NMR data for the product. We observed two 11τad (5-1) 
singlets (H-1 , H-2) , a triplet (H-4) , and a quartet (H-3) peak in lH-NMR spectrum (Fig. 5-
7(a). 1n the 13C-NMR spectrum (Fig. 5-7(b)) , four peaks were detected (C-I-C-4) and the 
Figure 5 ・6. Simulated results of GaAs growth rate (nGa) versus TEGa f10w rate 
(fTEGa)' Note that the flow rate is proportional to 1I''[ad' integrated intensity ratio of C-1 , C-2, and C-3 was 1 :2:1. 1deal EDMGa has three kinds of H 
and C atoms distinguished by their chemical configuration. 1 H-NMR should show three peaks; 
one is a singlet due to methyl groups , and the other two peaks split into three and four signals 
with the sarne energy interval caused by the interaction between CH2 and CH3 in the ethyl 
group. The 13C-NMR spectrurn should show three different peaks with an intensity ratio of 
1 :2:1. The results in Fig. 5-7 are consistent with an expected NMR spectra of EDMGa, 
although there is an extra 1 H pe叫(and a 13C peak (C-4) probably from some organic irnpurity. 
Moreover, we measured the NMR spectra of TMGa and TEGa, and found that the spectra in the 
figure are not a simple superposition of those for TMGa and TEGa. Thus, we confirmed that 
the chemica1 substance is true EDMGa and not a mixture ofTMGa and TEGa. 
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Figure 5 ・7(a). 1 H-NMR spectrum of EDMGa in CDCI3. 
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Figure 5-7(b). 13C-NMR spectrum of EDMGa in CDC13 ・
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Figure 5-8. Growth rate dependence on EDMGa pulse durations. The gas sequence, H21 
EDMGa/H21 AsH3' was 51 XJ 5/10 s. AsH3 mole fraction was 4.8xlO・2. EDMGa was fed by 
passing 40 sccm H2 through container kept at 3
0C. 
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5.3.2.2 Growth results 
Figure 5-8 shows the growth thickness of GaAs (001) per P1E cycle as a function of the 
EDMGa pulse duration , for temperatures between 3500C and 4850C. Also shown is similar data 
for T恥1Ga at 5000C for comparison. Growth occurred even at 3500C when using EDMGa, 
although growth was scarcely observed using TMGa, indicating that EDMGa has a lower 
therrnal stability than TMGa. Unlike the TMGa-AsH3 system at about 500o C, growth was not 
self-limiting from 3500C to 4850C. The surface morphology of the grown layers was always 
mirrorlike below a growth rate of 1 ML/cycle. The morphology clouded slightly above 1 
ML/cycle, probably because Ga droplets fo口ned on the Ga plane are not broken up completely 
by AsH3 exposure. The thickness uniformity was excellent over the substrate. 
1n Fig. 5-9 , we showed the thickness profiles of the epitaxial layers grown near the 
Si02 mask, in the case of TMGa, EDMGa, and TEGa, respectively. For the EDMGa result 
(Fig.5・9(b)) ， there was no enhanced growth rate at the Si02 mask edge even at 485 0 C, being 
different from the result for TEGa under the same bath temperature of 3.0oC and the H2 flow 
rate of 40 sccm (Fig. 5θ(c)). The concentration of Ga-containing species should increase near 
the Si02 mask because of the lateral diffusion of the species frorn the masked regiol1 in addition 
to the perpendicular flux from the gas phase. The lack of enhanced growth rate when using 
EDMGa irnplies that the growth was kinetically-controlled , or that the diffusion fIux from the 
Si02 mask region is negligible, probably due to the fast reevaporation of EDMGa from the 
surface because of its vapor pressure being higher than that of TEGa. 
Figure 5-10 shows the dependence of the growth rate on the H2 flow rate through the 
EDMGa bubbler. The pulse duration of EDMGa was fixed at 2 s.The growth rate increases 
rapidly up to about 1 ML/cycle, then gradually increases with a linear slope. To obtain further 
evidence that EDMGa in the cylinder is not a mixture of TMGa and TEGa , we compared the 
GaAs growth rate when using EDMGa with that obtained by simultaneously introducing TMGa 
and TEGa. If EDMGa is only a mixture of TMGa and TEGa, the growth rate by EDMGa 
should be equal to that by the TMGa and TEGa mixture when the temperature of the 
therrnostatic baths and the H2 feed rate for both TMGa and TEGa are regulated to be the same 
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Figure 5-9. Comparison of thickness profiles of GaAs epilayers among three kinds of Ga prccursors. 
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as those of EDMGa. The growth rate results are also shown in the figure. Although the 
TEGaffMGa flux ratio is only about 2x 10-2 in this condition , the growth rate gradually 
increases with the increasing TMGa and TEGa flow rate , and does not seem to saturate. This 
result is different from the TMGa case, where the growth rate under 2 s TMGa pulse duration 
saturates below 1 ML/cycle with increasing TMGa flow rate [13]. The result indicates that 
TEGa shows no self-limiting growth, and has a much higher efficiency of Ga deposition than 
TMGa. The growth rate variation with the EDMGa flow rate obviously differs from that of the 
TMGa and TEGa mixture, indicating that EDMGa isa unique compound having its own surface 3 
reaction pathway. GaAs (001) 
4850C 
bubbler: 3.0oC 
Recently Yu et al. traced our experimental results mentioned above using the numerical 
simulation of chemical reactions, assuming hypothetical compounds, Ga(CH3)m(C2H5)3-m [1]. ????&・‘a
、、
???F』2 
Their conclusion was in good agreement with ours. 
5.3.2.3 Jr，nJ7licαtions 
We have proposed that completely self-limiting growth by P1E in a TMGa-AsH3 system 
is due to the site-selective adsorption of TMGa molecules on surface As atoms and the 







TMGa+ TEGa td = 2s 
￡〉声。』。
words , the decomposition probability of TMGa on the Ga atoms is negligible because the 
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。
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residence time of TMGa on the Ga atom is so short compared to the decomposition time 
Ga-alkyl flow rate (sccm) constant. The results in Figs. 5 ・ 8 and 5-10 suggest that the site selectivity of EDMGa is 
somewhat low such that EDMGa could be adsorbed by surface Ga atoms with sufficient 
residence time to decompose and generate excess Ga atoms. Figure 5-10. Variation of GaAs growth rate as a function of EDMGa flow rate. The gas sequence 
was 0.5/ 2/ 0.5/ 5 s.AsH3 mole fraction was 2.4xlO-2. The growth condition for TMGa and 
TEGa mixture was the same as those of EDMGa. Considering the most reasonable thermal decomposition pathway of EDMGa, an ethyl 
radical would be removed in the first step because of the dissociation energy of the C2HS-Ga 
bond, which is lower than that of the CH3-Ga bond [14]. Thus, the same kinds of intermediate 
radicals , such as dimethylgallium, Ga(CH3)2, or monomethylgallium, GaCH3 , would be 
produced from EDMGa and TMGa. The fact that growth limitation occurred with TMGa, not 
by EDMGa, implies: 

















(2) Under the conditions for achieving self-limiting growth , TMGa molecules are adsorbed 
on the (001) GaAs without decomposition in the first step. 




TiBGa has been used in the conventional 恥1:0 VPE process [15J. It is reported that the 
fairly large growth rate was obtained even at a lower temperature range than the case using 
50 40 30 20 10 TEGa and TMGa, due to the lower thermal stability of TiBGa. Also, as TiBGa is Iiquid at rorn 
TiBGa pulse duration ( s ) 
temperature and has an appropriate vapor pressure (1.5 Torr at 540 C) , it is convenient for 
Figure 5-11. GaAs growth rate dependence on TiBGa pulse duration. 
GaAs (001) 
growth. Therefore, we did the PJE growth experiments with expectation of the self-limiting 
growth behavior at lower growth temperatures. 












Figure 5-11 shows the relationship between the TiBGa pulse duration and the GaAs 
growth thickness per cycle. The duration of each gas pulse was as follows: H2 purge for 3 s, a 
variable TiBGa pulse duration, H2 purge for 3 s, and AsH3 exposure for 10 s. At: the growth 
temperature of 400oC, the growth rate increased monotonously with the TiBGa pu~se duration. 
This might be due to the gas-phase pyrolysis of TiBGa in the boundary layer ne訂 the substrate 
surface. By further lowering the growth temperature to 300oC , the growth rate tended to 
saturate at 1 ML/cycle within the naηow range of TiBGa exposure time. However, the growth 
rate increased again thereafter. We believe that this observation of the narrow plateau at 1 
-0.5 
200 
ML/cycle is not due to the self-limiting of TiBGa, but is rather related to the AsH3 supply 





Figure 5-12. Temperature dependcnce of GaAs growth (etch) rate with GaC13 ・
129 128 
GaAs (001) 











GaC13 is conventionally used as the starting substance for the chemical synthesis of 
some so口s of Ga-alky 1 compounds using the Grignard reagent reactions [17]. 1t also exists ぉ
the intermediate reactant in the atmosphere of chloride VPE [18 , 19]. There are a few reports in
which GaC13 was used as the direct Ga source for the GaAs epitaxial growth [20-22]. The 
0.2 
￡言。』。
chemistry of the halogen-containing source is different from that of the alkyl compounds. The 
匇provement of the selective epitaxy and the inhibition of carbon contamﾏnation frolm the Source 
itself into the grown layers are strongly expected for GaC13 ・ Thefirst trial of GaC13 for the ALE 
source was reported by Jin et al. [23]. They successfully observed the self-limiting GaAs 
20 15 10 5 
。
。
growth at 1 恥1L/cycle using the atmospheric-pressure VPE apparatus. We also tried to Use 
GaCI3 pulse duration (s) 
GaC13 as the source in the chimney-type P1E reactor. 
Figure 5-13. Dependence of GaAs growth rate on GaCI3 pulse duration. 
5.3.4.2 Growth results 
GaC13 is solid (white crystalline substance) at room temperature and its vapor pressure 
GaAs (001) 









﨎 too smal1 to obtain an appreciable amount of growth rates. We used GaC13 packed in a 
stainless steel container. We flowed H2 carrier gas through the container kept at 50.00C under a 
vapor pressure of 1.2 Torr [24]. 
First, we studied the temperature dependence of the GaAs growth thickness per gas 
cyc1e. We alternately supplied GaC13 and AsH3 with H2 carrier gas on the (001) GaAs 




of GaCl} and AsH3 were 1.2x 10・4 and 2.4x10・2 ， respectively. The gas sequence, H2/ GaC]]1 
H2/ AsH3 , was 0.5/ 5/ 0.5/ 10 s. While we could grow GaAs epitaxial layers at a low 
temperature range of 250 to 425 0 C , the (001) substrates were etched in the gas phase at 
temperatures higher than 450oC. Note that the growth rate at the lower temperature range stays 
500 400 300 200 100 
at about 0.3 (1/3) ML/cycle. 
GaCI3 flow rate (sccm) 
Figure 5-13 shows the GaAs growth rate as a function of GaC13 pulse duration at 
350
o
C. The molc fraction of sources was the same as those in Fig. 5-12. The gas sequence for 
Figure 5 ・]4. Dependence of GaAs growth rate on GaCl3 f]ow ratc. 
open circles was 0.5/ XI 0.5/ 20 s. Although we observed clear self-limiting growth , the growth 
rate saturated at about 0.3 ML/cycle. 1n the same figure, we plotted the results uncler different 
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AsH3 supply conditions (closed circles; AsH3 5 s). The growth rates , however, don't seem to 
be limited by the AsH3 supply. 1n Fig. 5-14, the dependence of the growth rate on the GaCI3 
now rate in the reactor was shown.The gas sequence was 0.5/10/0.5/lo s.Also in this case1 
the growth rate saturated at the fractional monolayer. 
Thus , the use of GaC13 as the PJE source provides the clear self-limited growth rate at 
submonolayer level (about 0.3 ML/cycle). There are two plausible reasons for the fractional 
growth rate. One is the equilibrium between the GaAs growth and etching reactions. The other 
is the steric hindrance effect of GaC13 adsorbed on the growth surface. To identify which is the 
real one requires a great deal of work. 
5.4 Evαluαtion of "Site Selectivity" of Gα Precursors 
So far, there has been no way to judge whether the self-limiting GaAs growth can be 
attained for a specific Ga precursor unless we examine elaborately the growth rate dependence 
on the exposure time of the precursor. If we have a simple method to check the precursor's 
ability in self-lirniting , it is convenient for us because it can eliminate much of the effort 
involved in carrying out many growth experiments. 
As described in Section 4.3 , the self-limiting mechanism can be explained by the 
selective adsorption and the resultant decomposition of the precursors on the surface As atoms. 
Surface reactions generating the Ga atoms from the precursors must be strongly suppressed at 
the surface Ga atoms. 1nthis section , we propose a method to quantitatively evaluate the "site 
selectivity" of the Ga precursors in order to clarify the ability of the self-limiting property 
inherent in the precursors [12]. 
5.4.1 Theory 
We measure the site selectivity during the adso中tion ， desorption , and decomposition 
processes of the metalorganic (MO) molecules by comparing the growth rates under twO 





Growth rate: R1 (Mυc) 
Sequence(B) R 
AsH3 ~ TMGa ~MO 
Growth rate: R2 (MUc) 
F刕ure 5-15. Ilustrat卲n of two d凬ferent gas sequences to evaluate s咜e selectivity of Ga precursors. 
Closed circles show As atoms and open circles are Ga atoms produced by thermal decomposition of 
MO molecules. Shaded circles in (B) sequence represent Ga atoms by TMGa after AsH3 ・ R shows 
some ligands such as methyls and ethyls. 
Table 5・ 1: Comparison of site selectivity among T恥1Ga， EDMGa, and TEGa at 4850C. R} and R2 
are the growth rate in sequence (A) and (B), respectively. Ga-alkyI compounds were fed by 
bubbling 40 sccm H2 through containers kept at 3
0C. H2 purging took 0.5 s. 
Growth rate (ML/cycle) 




C2HS(CH3hGa 2 0.58 1.31 0.45 
(C2HS)3Ga 3 0.64 1.64 
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molecules repeat adsorption and desorption many times at the surface, and that the Ga species: 
which remains for a long time on the surface and contributes to the reaction with AsH3, is
atomic Ga, as observed for the TMGa-exposed GaAs (001) surface using XPS (see Chapter 4), 
This might also be reasonable for EDMGa and TEGa because both seem to have a lower 
thermal stability than TMGa. 1nsequence (A) , MO gas and AsH3 are alternately introduced to 
the GaAs substrate. Here , we deal with the case of a growth rate below 1 ML/cyc1e. 10 
sequence (B), the MO gas , which has the same mole fraction and pulse duration as sequence 
(A) , is supplied after forming a perfect, self-limited monolayer of Ga plane on the growth 
surface by a TMGa pu]se. A sufficient amount of AsH3 is then sent. Ga deposition by MO 
exposure starts on the As-terminated surface in sequence (A), and on the Ga-terminated surface 
in sequence (B). 
We define the Ga generation rates on each surface As and Ga atom as kAs and kGa' 
Strictly speaking, both Ga generation rates are determined by the rate of adsorption, desorption, 
and decomposition of individual MO molecules at surface lattice sites. However, we cannot 
c1arify the surface process that discriminates the Ga generation rate between the two sites. The 
absolute value of kAs and kGa should depend on growth conditions such as the 1¥10's partial 
pressure in the reactor, physical or chemical properties of molecules , or the substrate 
temperature. Hence, we cannot compare the values among different kinds of MO molecules. 
We therefore used "kcalkAs" asthe scale of site selectivity. 
Assuming that Ga atoms are arranged two-dimensionally on the As-terminated (001) 
GaAs surface due to the fast surface diffusion of Ga atoms on the Ga growth plane , the rate 
equation for the number of Ga atoms per unit area, N , is 
dN dn山一一 = 一二二 = kAs '(肋 -nCa) + kCa' nCa
dt dt (5-6) 
where ns isthe surface lattice density (6.26xl014cm-2) and nGa the surface Ga density. By 
solving Eq. (5-6) , the growth rate in sequence (A) , Rl (ML/cycle), is 
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RI =_._kA-s, -{l-exp一 (kAs-kc(/)' td}, (kca 学 kAs)kAs -kca L .. , , J 
(5-7) 
= kAs ・ td ， (kca = kAs) 
where td is the pulse duration of MO gas supplied. Contrary to this , N in sequence (B) is given 
by 
dN . 
一一一 =κCa ・ ns
dt 
The total growth rate in sequence (B) , R2 (ML/cycle) , from Eq. (5-8) , becomes 
R2 = 1 + kcα ・ td
(5-8) 
(5-9) 
From Eqs. (5-7) and (5-9) , we can determine kAs and kGa , and compare the self-limiting 
property among the different Ga-alkys by kcalkAs. 
5.4.2 Comparison of TMGa , EDMGa, and TEGa 
We evaluated the site selectivity of TMGa, EDMGa, and TEGa, according to the aboveｭ
mentioned method [12]. Table 5-1 lists the growth rates for the two gas sequences and the 
values of kGalkAs for TMGa, EDMGa, and TEGa at 4850C. The pulse duration and the mole 
fraction ofthe TMGa pulse in sequence (B) are 4 s and 1.0xl0-3, enough to make a complete 
monolayer Ga plane by self-limiting deposition. A systematic change appears to occur in the site 
selectivity among the three Ga-alkyls as methyl groups in the TMGa are replaced by ethyl 
groups. For TMGa , kGalkAs is zero under our growth conditions. We could not observe any 
detectable amount of excess Ga deposition on the Ga-terminated surface when another TMGa 
pulse impinged to the substrate. This shows that TMGa isselectively adsorbed and pyrolized on 
the surface As atoms , resulting in complete self-limiting growth. However, for TEGa, kGalkAs 
lS very close to unity , indicating almost no difference in the TEGa surface chemistry for the two 
latice sites. Therefore, the growth process is not self-limiting with TEGa. The Ga generation 
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rate ratio of 0.45 for EDMGa lies between those of TMGa and TEGa. EDMGa molecules 
hinder its adsorption and decomposition by surface Ga atoms slightly , but growth does not self. 
limit Ga deposition due to the imperfect site selectivity. This explains the growth rate variation 
when using EDMGa shown in Figs. 5-8 and 5-10. As seen from Table 5-1 , the self-limiting 
mechanism inherent in PJE is strongly affected by the kinds of Ga-alkyls used and , app訂ently ，
the three methyl groups are crucial to achieving complete growth limitation. Once al methyl 
groups are replaced by ethyl groups like TEGa , the chemistry becomes almost the same as at Ga 
and As sites. 
5.5 Elucidationfor Role of Ligands in SeがLimitingMechanism 
1n this section, first we refer to the two growth models in which the interactions of the 
gas-phase source molecules with the surface are taken into consideration. Then , based on these 
models , we try to explain the important role of ligands of the starting Ga precursors in the self. 
limiting mechanism. 
5.5.1 Crystal growth via Lewis acid and Lewis base reaction 
We can regard the GaAs growth process as Lewis acid-base reactions at the interface 
between gas phase and the surface [25]. 1n Fig. 5-16 , we showed the electron confilgurations of 
3 LGa and 33 As. Since there 紅e three valence electrons (4s24p) in N shell of Ga atom, an sp2 
hybridized orbital is formed when it reacts with three alkyl radicals. Therefore, a Ga precursor 
has an empty orbital around a Ga atom and acts as an electron acceptor (Lewis acid). For As, 
there むe five valence electrons (4s24p3) in the N shel1. So sp3 hybridization occurs on reacting 
with three H atoms , giving a tetragonal bonding configuration. As a result , AsH3 rnolecule has 
a lone pair around an As atom, acting as an electron donor (Lewis base). 
On the other hand, the chemical (covalent) bonds of GaAs are sp3 hybridized in the bulk 
crystal. At the surface, however, the dangling bonds should be formed. The energy levels of 
these dangling bonds can be estimated from the energies of the s-like and p-like atomic levels 
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Figure 5-17. Energy levels εh of sp3 dangling bonds states of GaAs. The energy is derived frorn 
that of s and p orbi tals ， εs and εP' 問spectively. The Ga dangling bond energy is above the 





from which they are derived. These energies can be compared with the conduction-band 
minimum and the valence-band maximum of the bulk GaAs. Figure 5-17 is taken fJrom Pashley 
[26]. The dangling-bond energy level of the electropositive element (Ga) is in the conduction 
band, and should therefore be empty (Lewis acid). The dangling-bond energy level for the 
electronegative element (As) is in the valence band and should be filled (Lewis base). 1n order 
to realize these conditions, electrons are transferred from the dangling bonds of Ga to the 
dangling bonds of As. 
Figure 5-18 (a) illustrates the reaction between the gas-phase Ga precursors and the 
(001) GaAs growth surface. Since the Ga precursors are electron acceptors , the attractive force 
wil1 act at the surface As atoms. 1n contrast, the force wil1 be repulsive at the surface Ga atoms 
and Ga precursors scarcely react there. 1n a similar way, the gas-phase AsH3 wilI tend to react 
with surface Ga atoms , and not with surface As (Fig. 5-18 (b)). 
5.5.2 Crystal growth νia molecular and suゆcepolarization 
We can also explain the growth process from the viewpoint of the polarization of both 
source molecules and the surface atoms. Such considerations are strongly related with the 
Lewis acid-base model described above. 1n Table 5-2 , we summarized the electronegativities of 
the typical elements [4]. Comparing the electronegativities for the elements included in the 
metalorganic compounds , Ga is usually positive with respect to carbon atoll1S or some 
hydrocarbon radicals [4]. Therefore , we can designate the molecule's polarity by indicating 
fractions of an electronic charge as Ga?+-R3?-(R: hydrocarbon ligands). This means that the 
electron cloud constituting the bond is not equidistant between the nuclei, but is shifted toward 
the C atom. 1n the same way , AsH3 is designated as Asﾕ--H3? because the electronegativity of 
As is larger than that of H atom [4]. 
Since GaAs is a polar crystal and has some ionic characteristics, polarization will occur 
between the two constituent atoms. The polarization of the surface Ga and As atoms is easily 
estimated from Table 5-2. We can express the polarity as Gaò+ーAsÕ- because As has a larger 
electronegativity than Ga. 
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Figure 5-18. GaAs growth model via Lewis acid-base reaction at gas/solid interface. NOle 





Figure 5-19. GaAs growth model via polarization of ~oleculcs and surface. Note that 




























Figure 5-19 shows the schematics of growth reactions. Just like in Fig. 5-18 , it is 
expected that the Ga precursors tend to approach surface As, and AsH3 approach surface Ga in 
order to minimize the potential energy of dipoles which are formed by adsorbing the source 
rnolecules at the surface. 
5.5.3 Role 01 ligands in seがlimiting
1t is interesting to consider the role of ligands in the self-limiting mechanism. As 
previously seen , we observed the systematic extinction of the self-limiting degree as the 
rnolecule changes from T恥1Gainto EDMGa and TEGa. This seems to be strongly related with 
the change of the precursors' interactions with the GaAs growth surface, that is to say, the 
rnutual balance among the adsorption , desorption , and decomposition is changed. 
By replacing the methyl groups in TMGa with ethyl groups , the degree of polarity for 
the corresponding carbon-Ga bond is weakened due to the lower electronegativity of the ethyl 
radical [4]. Therefore , we speculate about the effect of the molecular structure of starting 
materials on the site selectivity as follows. 
(1) The molecular polarity , as well as the size of the ligands, affects the chemical and 
physical properties of Ga-alkyl compounds. Especially, the thermal decomposition rates are 
enhanced by replacing the methylligand with ethyl because of the lower thermal stability. 
Therefore, the decomposition time constants at the surface are shortened for EDMGa and 
TEGa. 
(2) The polarity affects the potential (activation) energy for desorption with which Ga alkyls 
are trapped at the surface. Ethyl ligands will make the repulsive force between the Ga 
precursors and the surface Ga atoms weak. As a result , the residence time of the precursors 
at the surface Ga atoms might be increased. 
Due to these two factors , the probability of generating excess Ga from the precursors at 
the surface Ga atoms is increased. We think that the systematic difference in the self-limiting 
behavior among TMGa, EDMGa, and TEGa occurs from the competition between the 











EDMGa and TEGa on surface Ga are not negligible compared with their decomposition tirne 
constants, while the residence time of TMGa on the Ga is short enough to neglect the 
decomposition probability. The three methyl groups in TMGa will make a large diHerence in the 
lifetimes between the surface Ga and As atoms, leading to perfect self-limiting. 
ZH
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We can apply this consideration into the growth results of TiBGa and GaCl)・ The
electronegativity of the ligands and the thermal stability of the corresponding Ga precursors lie 
(5-10) 
in the order: 
-Cl >ーCH3 >ーC2HS> ーC4H9
。
。 250 200 
TEGa flow rate (sccm) 
150 100 50 
Therefore, the self-limiting behavior of the GaCl) source and the non-self-limiting of TiBGa 訂e
Figure 5-20. Variation of GaAs growth rate in two gas sequences; TEGa• AsH3 and 
TEGa→TMGa→AsH3 ・ TEGa flow rate was changed while the conditions of TMGa 
and AsH3 were fixed. 
reasonable. 
5.6 Novel Approaches to Self-Limiting 
2 
GaAs (001) 
T9 = 40QoC 
Supplement by TMGa 







5.6.1 TMGa plus TEGa 
We tried a new approach to using the combination of TMGa and TEGa as the Ga source 
for the growth of GaAs in PJE. We studied two kinds of gas introduction modes. One is the 
consecutive supply of TEGa and TMGa. The other is the simultaneous supply of TEGa and 
TMGa. Both experiments were done in order to develop a novel method to obtain self-limiting 
growth. 
ZHBO
』。5.6.1.1 TEGa, TMGa consecutive supply 
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The Ga deposition on the As-terminated GaAs (001) surface by the TEGa and TMGa 
20 15 10 5 consecutive supply shows interesting behavior. Figure 5-20 shows the GaAs growth rates at 
TMGa pul5e duration (5) 500
0
C under two different gas sequences: TEGa• AsH3 and TEGa→TMGa→AsH3 ・ Here，the 
Figure 5-21. Self-limiting GaAs growth as low as 4000C using supplement of Ga atoms by TMGa. 
TEGa (kept at 11 OC) flow rate was changed to v紅y the amount of deposited Ga on the surface, 
while TMGa (kept at 30C) pulse duration was fixed at 8 s and its flow rate at 30 sccm. The 
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employed TMGa dosage level (30 sccm with H2) are sufficient to reach 1 ML/cycle if TMGa 
and AsH3 are alternately supplied. The AsH3 mole fraction was 2.4xl0-2. The durations of gむ
pulses were 0.5/ 0.5/ 0.5/ 5 s for H2/ TEGaJ H2/ AsH3 and 0.5/ 0.5/ 0.5/ 8/ 0.5/ 5 s for H
2
1 
TEGaJ H2/ TMGaJ H2/ AsH3 ・ The growth rate after TEGa• AsH3 increases monotonously 
with the increasing TEGa flow rate, showing no self-limiting. 1t should be noted that the 
resultant growth rate after TEGa• TMGa• AsH3 sequence is clearly self-limited at around 1.2 
恥1L/cycle when the surface Ga coverage by the precedent TEGa pulse is below 1 ML. This 
saturated value of the GaAs growth rate over 1 恥1L/cycle is a strange result for us. However, 
we clarify that it originates from the excess As adsorption on the growth surface, and this 
phenomenon is described in detail in the next chapter. Therefore , we should interpret the above 
result to mean that the following TMGa pulse supplements the vacant Ga sites on the surface 
which remained unoccupied due to the insufficient TEGa supply. 1n contrast, TMGa didn't 
seem to be adsorbed and decomposed at al by the surface Ga atoms of a ful coverage once the 
TEGa pulse generated Ga more at than 1 ML coverage. 
The ability of supplementing the surface Ga vacancy by a TMGa pulse is useful to 
rcaIize the self-limiting behavior at ]ower growth temperatures. The main reason for preventing 
the use of a TMGa source at growth temperatures below 4500C is the slow thermal 
decomposition rate of TMGa. We grew GaAs under a TEGa and TMGa consecutive supply at
temperature as low as 400oC. Figure 5-21 shows the dependence of the growth rate on the 
TMGa pulse duration. The gas sequence consisted of H2 (0.3 s)/ TEGa (2.5 s)/ T乱1Ga (x s)/ 
H2 (0.3 s)/ AsH3 (5 s) ・ We fixed the conditions of the TEGa pulse (kept at 20oC , 80 sccm H2) 
to deposit Ga with a 0.9 ML coverage on the surface. The mole fractions of TMGa and AsH3 
were 1.1xl0-3 and 2.4x10-2. The final growth rates clearly saturated at 1.2 ML/cycle. Thus, 
this method enables us to grow self-lin1ited GaAs at low temperatures. 1t is expected that the 
carbon incorporation into the grown layers wiU be suppressed with this sequence because most 
of Ga atoms come from TEGa. We believe that this new method is technically important. 
5.6.1.2 TEGαJ TMGα simultaneous supply 
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We were interested in the GaAs growth in which the mixture of TEGa and TMGa is 
supplied as a Ga source. The growth was done using the sequence (TEGa+ TMGa)→AsH3 ・
TEGa was kept at 30C (vapor pressure of 1 mmHg) and the H2 flow rate through TEGa was 40 
sccm. Figure 5-22 shows the growth rate of GaAs (001) as a function of the pulse duration of 
the mixture at 4700C and 4850C. The gas sequence was H2 (0.5 s)/ TEGa+ TMGa (x s)/ H2 (0.5 
s)/ AsH3 (5 s). To compare the growth behavior, we also plotted the results using only TEGa 
source. In this case, the growth rate increased with the TEGa exposure time because TEGa does 
ot have a self-limiting ability. The thickness profile was not flat at the Si02 mask edge due to 
the lateral diffusion of TEGa. On the other hand, when we mixed a TMGa pulse with a TEGa 
pulse, the growth rate saturated at about 1.4 ML/cycle at 4700C and at 1.25 ML/cycle at 485 0 C , 
showing self-limiting growth. The thickness profile at the mask edge was flattened in this case. 
The discrepancy in the self-limited value between 4700C and 4850C will be due to 出eamount of 
excess surface As atoms. This is described in the next chapter. Note that the growth with the 
TEGa and TMGa mixture was more suppressed than that of only TEGa for pulse durations of 
looger than 6 s at470oC. The growth proceeds in a different manner when mixing TMGa with 
TEGa. 
Figure 5-23 shows the dependence of the growth rate on TEGa flow rate in the mixture 
ofTEGa and TMGa at 470oC. The sequence was fixed to H2 (0.5 s)/ TEGa+T恥1Ga (5 s)/ H2 
(0.5 s)/ AsH3 (5 s). The TMGa and AsH3 mole fractions were the same as those described in 
Figs. 5-21 and 5-22. We did not observe a dramatic change in the growth rate from changing 
the TEGa flow rates. However, as illustrated in the figure , we observed small threeｭ
dimensional (3D) islands on the growth surface at the large flow rate region. This phenomenon 
seems to be a runt about the growth mechanism of this special experiment. 
The growth rate versus AsH3 exposure time at 4700C was plotted in Fig. 5-24. The 
pulse duration of the TEGa+ TMGa mixture was 8 s.We found that Ga droplets appeared on the 
surface at the short exposure time region below 1 s.The surface became specular while 
increasing the AsH3 exposure time. The growth rate saturated at 1.3 to 1.4 ML/cycle. This 
result indicates that the self-limiting behavior observed in Figs. 5-22 and 5 ・23 is not ascribed to 
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Figure 5-23. Dependence of GaAs growth rate on TEGa flow rate in thc 
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Figure 5-22. Comparison of GaAs growth rate between TEGa source and 
TEGa+ TMGa mixture source. Typical thickness profile is illustrated. 
Figure 5-24. Dependence of GaAs growth rate on AsH3 exposure time in the altemate 
supply ofTEGa+TMGa mixture and AsH3 ・
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+ t t t t As commented before, the observed growth rate of over 1 ML/cyc1e might be related to the 
Ga island 
。/、-





G a _@_@_@':'O':'@':'O':'O':'@_Q_@_@':'@':'@':'O_@ 
As .-.-.-.-.-.-.-.-.-.-.-.-.-.-.-. 
excess As adsorption on the surface, as explained later in Chapter 6. 
The growth mechanism of this TEGa and TMGa mixture case is complex. Therefore, 
(b) (a) 
we can just describe the two possible models here. 
(l)Siteblocking mode1: The number of TMGa molecules in the gas phase is about several 
~ t ~ t t 
tens of times larger than that of TEGa in our growth conditions. With the static view of the 
growth surface , we can regard the surface as being always fulIy covered by adsorbed 
~s.............._.. 




TMGa. Therefore , the probability of adsorption and decomposition of minority TEGa is
lowered due to the site blocking by TMGa. 
(d) 
Figure 5-25. Expected growth scheme for novel self-limiting growth process. At the first step , 
(a) Ga is deposited more than 1 恥1L coverage. Then , (b) flowing CCl4 wil etch the excess Ga 
island selectively, leading to (c) the complete monolayer Ga plane in a self-limiting manner. 
Finally , (d) AsH3 completes the monolayer growth of GaAs. 
(c) model: The excess Ga atoms deposited by the TEGa wiU be 
recombined with the methyl radicals and reevaporated as the Ga(CH3)n (n= 1, 2 , 3). The 
swee且旦g(2) Surface 
methyl radicals are provided by the pyrolized TMGa. In other words , the methyl radicals 
suppress the formation of stable growth nuclei on the Ga plane. According to basic crystal 
growth theory, growth proceeds once the nuclei reach a critical size [27]. Considering the 
3 
reverse, cracking reaction of the Ga nuclei , the methyl radicals wilI be more effectively 
GaAs (001) 
Tg = 4000C 




recombined with Ga and reevaporated than ethyl radicals. Therefore , the probability of 
forming stable nuclei on the monolayer Ga plane wiU be much further reduced by i吋ecting
the methyl radicals. Anyway , excess Ga atoms more than 1 恥1Lmight be swept away by the 
methy 1 radicals. 
5.6.2 TEGa plus CCl4 
We tried another novel method to rea1ize the self-limited deposition of Ga. Figure 5-25 
illustrates our expected growth mechanism. In this method, we first flowed TEGa to deposit Ga 
up to more than a 1 ML coverage on the surface. Then , carbon tetrachloride (CC14) was 
20 15 10 5 
。
。
supplied with expectation of removing the excess Ga by the etching reaction. Final1y , AsH3 
CCI4 supply time (s) 
was supplied to complete monolayer GaAs growth. Generally, the excess Ga atoms wiU sit on 
the surface with a small binding energy with the Ga plane. This phenomenon is applied to the 
Figure 5-26. Variation of GaAs growth rate in sequence of TEGa→CCl4→AsH3 ・
CCl4 supply timc was changed while the conditions of TEGa and AsH3 were fixed. 
m刕ration enhanced epitaxy [28]. We can therefore expect the etching rate for the excess Ga to 
be faster than that for the plan訂 Gabonded to the As beneath. If there is large difference in the 
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etching rate between both kinds of Ga, we will be able to control the growth at 1 ML/cycle in a 
self-limiting manner. 
CCl4 is a liquid source and was supplied by bubbling H2 through the container kept at 
-150C (vapor pressure of 5 mmHg). Figure 5-26 shows the GaAs (001) growth rate as a 
function of the CC14 exposure time after TEGa pulse. We flowed TEGa kept at 11 oC with 400 
sccm H2・ The two TEGa pulse durations we employed were 4 s and 8 s, whose deposition rate 
of Ga corresponded to 1.4 ML/cycle and 2.8 ML/cycle, respectively. The H2 flow rate for CCl4 
was 20 sccm. The AsH3 mole fraction was 2 .4xl0・2. The gas sequence of H2/ TEGaJ CC1,v 
H2/ AsH3 was 0.5/ 4 (8)/ x/ 0.5/ 10 s. As seen in the figure , the growth rate gradually 
decreased with the increasing CC14 exposure time due to the etching of Ga atoms on the growth 
surface by CC14 ・ lt should be noted that the slope of the decrease in the growth rate changes at
around 1 ML/cycle. This implies that the etching rate of the excess Ga is faster. However, this 
result also suggests that the etching of the Ga plane bonded with As atoms is not perfectly 
prevented. 
This method is stil preliminary at present. An important aspect of this method is that we 
can separate the self-limiting function from the Ga-deposition function by adopting two 
different reactants. Both are so far commonly inherent in a Ga precursor such as TMGa. We 
believe that this new method to obtain the self-limiting is promising because it has the 
possibility of widening the "ALE window". By finding a reactant that can more softly etch the 
Ga atoms over a monolayer, this novel method would be complete in a technological :sense. 
5.7 Summary 
In this chapter, we have described the role of group-III precursors in the self-limiting 
growth nature of PJE. We tried using several Ga sources with AsH3 to study whether the GaAs 
growth is self司limiting. The Ga precursors we employed were TMGa, TEGa, EDMGa, TiBGa, 
and GaC13 ・ Although distinct self-limiting was observed with TMGa, results indicate that the 
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chemical ligands of Ga precursors have a significant effect on the selective adsorption and 
decomposition at the surface As atoms on the growth surface. 
We proposed a method to evaluate the site selectivity of Ga precursors at the surface 
latice sites and showed that the degree of site selectivity of precursors is in good agreement 
with the tendency toward self-limiting. We discussed the precursors' site selectivity in the 
chemical reactions at the surface in terms of Lewis acid-base reactions and the polarization of 
both source molecules and GaAs crystals. 
Lastly , we reported some novel approaches to achieving self-limiting GaAs growth. 
One method is to use TMGa and TEGa combination to deposit Ga. The other is to add CC14 
after Ga deposition with TEGa over a monolayer coverage. These approaches wiU be useful for 
attaining self-limiting at lower growth temperatures and for obtaining highly pure epiatxial 
layers over a wide range of growth conditions. 
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CHAPTER6 
Influence of Adsorption and Desorption of Group-V Atoms 
6.1 Preliminaries 
Here , we deal with some overlooked problems concerning the kinetics of group-V 
atofiS on the growth surface. So far, most studies of the PJE or ALE for II-V compounds have 
focused on the self-limited deposition of group-III atoms [1 , 2]. Little attention, however, has 
been paid to the growth conditions which lead to the formation of the monatomic surface layer 
of group-V atoms. This is based on the assumption that the deposition of arsenic (As) or 
phosphorus (P) multilayers on the growth surface is automatically inhibited so Iong as a 
sufficient amount of AsH3 or PH3 is supplied to the substrates, judging from the high vapor 
pressure of the elemental As or P at growth temperatures [1 , 3]. However, this assumption has 
not been verified yet. N 0 one seems to suspect this problem conceming the excess adsorption 
of group-V atoms on the growth surface. 
Another overlooked problem is the desorption of group-V atoms from the growth 
surface. In PJE, which is based on a low-pressure MOVPE , growth is halted after group-V or 
group-III supply by purging the source gases from the reactor with H2 flows. Any changes in 
the growth surface and the growth kinetics during these halts have previously been ignored, 
neglecting the desorption of the volatile group-V atoms from the epitaxiallayers. 
In this chapter, we first report the effect of the H2 purge duration on the growth kinetics 
in the PJE-grown InAs (001) in detail. Then , we show that the InAs growth rate decreased and 
then saturated at the submonolayer levels as we increased the post-AsH3 H2 purge time. The 
growth rate was independent of the post-TMln H2 purge time, however. Our results imply that 
As atoms are desorbed from the outermost As-terminated surface of the grown layers. We 
discuss the significance of this phenomena from both a technical and scientific point of view. 
Similar results on InP (001) 紅e briefly covered. 
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Next, we discuss the results for GaAs (001). In addition to the similar decrease in the 





















undiscovered result in that the GaAs growth rate becomes around 1.2 to 1.3 ML/cycle with a 
sufficient AsH3 supply , maintaining the self-limiting for TMGa injection. Results suggest the 
existence of the adsorbed As layer of more than 1 ML on the GaAs (001) growth surface , and 
these excess As atoms contribute to the growth beyond 1 ML/cycle. The ideal self-limiting 
growth at 1 :ML/cycle for the TMGa injection can be achieved by optimizing the reaction kinetics 
producing the surlace As layer, so as to complete just at a monolayer coverage of As. 
We speculate that the experimentally observed growth rate variations , caused by the 
adsorption and desorption of group-V atoms at the surface，訂e strongly related with the surface 
reconstruction and the surlace stoichiometry, just like those observed normally on the growth 
surlace in an ultra-high vacuum (UHV) environment. We then propose a PJE growth model 
including the several surface reconstruction and the phase transition among them. We try to 
5• 
explain our model by connecting it with the recent studies on the structures of MOVPE-grown 
II-V semiconductor surfaces using grazing incidence X-ray diffraction (GIXD) and reflectance 
difference spectroscopy (RDS). 
6.2 Role of H2 Purge in P JE Gas Sequence 
Figure 6-1 shows the typical PJE gas sequence for the growth ofIII-V compounds. We 
UOneJJuaouo~ introduce hydrides and organometals altemately to the substrates, and repeat the gas cycle many 
tImes to grow epitaxial layers. There are two H2 purge periods (denoted by 1 and 2 in the 
figure) in a gas cycle to prevent the gas-phase mixing reaction between the group-ITI and group-
V sources. It has been considered that the role of these periods is merely to flush the reactants 
from the reactor. That is , researchers had previously thought that the growth surface is not 
changed in the H2 ambient. However, this seems to have been an oversimplified view. Since 
155 
the epitaxiallayer lacks the overpressure of group-V atoms during the purge periods as well as 
the group-III supply period , there must be some chemical and structural change in the growth 
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surface. 1n particular, we have to restudy the role of these two H2 purge periods independently 
in terms of the growth kinetics. 
6.3 Growth Rate Dependence on H2 Purge Time 
1n this section , we report the results of the dependence of 1nAs and 1nP growth rates on 
InAs (001) 
H2 purge: 0.5 s 
the H2 purge periods of the II-V growth by the alternate source supply. As explained later, 
both 1nAs and 1nP have a relatively small binding energy between the anions and caltions. This 
3650C 
helps us to find and observe the kinetic change in the growth rates under the conventional 








First , we briefly explain the motivation of InAs growth by PJE. 1n the last decade, 





high-performance electronic devices due to its inherent high electron mobility resulting from 
30 25 20 15 10 5 reduced random alloy scattering [6]. Recently, the application in long-wavelength optical fiber 
pulse duration (s) TMln communication devices using strained (InAs)m(GaAs)n quantum well structures grown on 
Figure 6-2. Dependence of InAs growth rate on TMln pu]sc duration from 350 to 
4000C. AsH3 puIse was 10 s and H2 purge time after both TMln and AsH3 was 0.5 s.
GaAs has also been reported [7]. 
ALE (PJE) has been considered a powerful method for prep紅ing these atomically 
controlled short-period superlattices because we can control the growth layer-by-layer due to the 
self-limiting deposition mechanism [8, 9]. To tailor the desired materials using ALE (or PJE), 
however, several problems must be solved. One is the difference between the appropriate 
growth temperatures among the binary semiconductors. Self-limited GaAs can be grown at 440 
to 560
0
C using our PJE [10]. However, few studies have been made into 1nAs ALE, and the 
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2 the H2 purge duration. This is the first study which experimentally indicates the significance of 
6.3.1 lnAs (001) 
structures using 恥1BE and MOVPE [4, 5]. This is because this material system is suitable for 
temperatures for monolayer growth are restricted to less than 3400C [11 , 12]. Also , as we 
explained in Chapter 3, the self-limiting value of the 1nAs growth rate by PJE was at fractional 
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InAs (001) 
Tg = 4000C 









2 monolayer when we used the horizontal reactor. Techniques must therefore be developed to 
increase the range of InAs growth conditions for monolayer growth. 
The pu中ose of this section is to clarify the major factor which limits the temperature 
range of InAs monolayer growth. We describe the growth of InAs (001) by P1E at temperatures 
up to 400
o
C. The successful expansion of the growth temperature range is possible due to new 
post-AsH3 H2: 0.5 5 ロ
post-AsH3 H2: 0.1 5 。
102 
ideal self-limited monolayer growth at high growth temperatures , the purge time after forrning 
the group-V terminated surface must be accurately controlled to within a fraction of a second目





H2 purge time (s) 
crystal orientations. 
Figure 6-3. Variation of InAs growth rate at 4000C as a function of H2 purge time. 
TMln pulse duration was 5 s and that of AsH3 was 10 s. 
6.3.1.1 Experiment 
Our growth system used in this work was a chimney-type reactor shown in Fig. 2-12 
(b). The As source was 10% AsH3 diluted with H2 , and the In source was TMln kept at 27.1 oc
(TMln vapor pressure: 3.0 Torr). The f10w rates of 10% AsH3 and H2 through the TMIn 
2 
InAs (001) 






container were 480 sccm and 60 sccm throughout the experiments. Since the total f10w rate in 
the reactor was 2 slm, the mole fractions of AsH3 and TMln in the vapor were 2.4x 1 0-2 and 
5.9x10-5. The growth pressure was controlled at 15 TOIT. The substrates were LEC-grown n-
type InAs (001) , partly masked with Si02・
6.3.1.2 Kinetics during H2 purge 
post-TMln H2: 0.5 5 • 





We studied the dependence of the InAs growth rate on the TMIn exposure time, varying 
the growth temperature from 3500C to 4000C (Fig. 6-2) [13]. The H2 purge time , after both 
TMln and AsH3 pulses , was 0.5 s. The growth was self-limiting and the rise time of the 
102 10・1 100 101 
H2 purge time (s) 
growth rate decreased as the temperature increased. The growth per gas cycle saturated at an 
InAs (001) thickness of 1 ML, that is , 0.303 nm , at 3500C and 3650C. The growth rate does 
Figure 6-4. Variation of InAs growth rate at 3650C as a function of H2 purge time. 
TMln pulse duration was 20 5 and that of AsH3 was 10 s. 
findings about important aspects of the purge duration in the PJE process. That is, to achieve 
We believe that the results obtained here are also qualitatively applicable to other materials and 
159 
not , however, strictly reach 1 ML/cycle at 400oC. We previously clarified that the self-limiting 
monolayer growth proceeds by the selective reaction of gas-phase group-III (group-V) 
molecules only with the group-V (group-III) atoms on the surface [3]. Based on the simple 
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Figure 6-5. Gas sequence for growing InAs using N2 or H2 as a 
purge gas after AsH3 exposure. 
Table 6-1: Comparison of InAs growth rate using N2 for the AsH3 purge with that 
using H2 ・ TMlnpulse was 5 s and AsH3 was 10 s. The H2 purge after TMln was 0.5 s. 





InAs growth rate (恥fL/cycle)





selective adsorption model , the In atoms gradually accumulate on the As-terminated surface 
with a 1 ML coverage during a TMln pulse. The coverage of In atoms finally reaches 1 ML 
with a sufficiently long T恥1m pulse. A similar situation applies during an AsH3 supply period if 
an AsH3 pulse is i吋 ected on an In-terminated surface: the InAs growth rate saturates at 1 
ML/cycle. Therefore, we have to t叫匂 into consideration the In andJor As atoms desorption from 
the growth surface during the H2 purge period to explain the imperfect monolayer growth at 
4∞oc in the figure. 
To study the desorption of the constituent atoms from the growth surface , we studied 
the dependence of the InAs growth rate on the duration of the H2 purge after TMln and AsH3 ・
Figure 6-3 shows the results for a growth temperature of 400oC. The growth per cycle 
decreased to about 0.6 MLJcycle and then remained constant as the H2 purge time after an AsH3 
pulse increased. Monolayer growth was attained by adjusting the H2 purge time after an AsH3 
pulse to less than 0.1 s. On the contrary , the growth rate was independent of the H2 purge time 
after the TMln pulse which was varied from 0.5 to 30 s. 
At 3650 C, a decrease in the growth rate with the increasing H2 purge time after AsH3 
was also observed , as shown in Fig. 6-4. Again , the rate remained independent of the H2 purge 
time after T恥lIn. The time constant of the decrease in the growth rate, however, was longer than 
that at 400oC. The saturated value of the growth rate was about 0.7 to 0.75 恥1L/cycle.
Monolayer growth was achieved using a 0.5 s H2 purge after the AsH3 pulse. 
We conducted InAs growth experiments at 4000C using nitrogen (N2) as a purge gas 
after the AsH3 pulse, and compared the As desorption rate from the InAs (001) surface in a N2 
atmosphere with that in a H2 atmosphere. The gas sequence is shown in Fig. 6-5 and the results 
訂e summarized in Table 6-1. The carrier gas for the TMln and AsH3 and the purge gas after the 
TMln pulse were H2 ・ There was no significant difference in growth rates obtained by the N2 
and H2 purge after AsH3 pulse. These results imply that the H2 carrier gas does not play a 
major role in surface As desorption and that the As atoms are probably desorbed not in the form 
of AsHn (n=l , 2, 3), but in the form of Asx (x=1 to 4). 
6.3.1.3 Surfiαce morphologies 
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The surface morphologies of InAs layers grown at 350 and 3650C were always specular 




























however, the morphology strongly depends on the growth conditions. Photographs of InAs 
layers , grown at 4000C and observed using a Nomarski interference microscope, are shown in 
Fig. 6-6. As the H2 purge time after exposure to AsH3 increased , the surface morphology of 
the layers whose growth rates were below 1 ML/cycle became rough as shown in Fig. 6-6 (a). 
The mechanism of this surface roughening remains unc1ear. When the purge time after AsH3 is
??
shortened, however, a mirror-like morphology was obtained (Fig. 6-6 (b). When we changed 








6-6 (c). Both the surface morphology and the growth rate are affected by the purge time after 
exposure to AsH3 , and are independent of the purge time after exposure to TMIn at 400oC. 
6.3.1.4 Implicαtions 
The results in Figs. 6-3 and 6-4 indicate that growth during an PJE cyc1e islimited by 
??
the number of surface As atoms , determined by the H2 purge time after an AsH3 pulse. In Fig. 
6-7, the plausible models at the growth surface are shown. The oute口nost As atoms of InAs 








model , TMln molecules can only be decomposed by the remaining As atoms , but not on the In 
atoms exposed by surface As desorption. The decrease in the growth rate, shown in Figs. 6・3
and 6-4, is therefore consistent with the model. Thus, InAs epilayers grown with a long H2 
purge time also have a stoichiometric composition. The In-terminated surface, however, is
thermally stable and prevents the desorption of As atoms sitting beneath the top In layer. The 
??
difference in the desorption rate of As on the surface and in the bulk might be related to the 
number of covalent bonds with In atoms. Each As atom in the bulk has more chemical bonds 
with In than an As atom on the surface, so the activation energy of desorption from in the bulk 
is much larger. Shimawaki et al. studied self-limiting InAs growth with submonolayer 
coverages in a chloride-based ALE at temperatures above 3500C [14]. They st:udied the 
dependence of the InAs growth rate on the substrate orientation and observed that the rate was 
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adsorption stability of InCl at each growth surface. We speculate, however, that the surface As 
atofiS are desorbed during the 24 s interruption in growth after the AsH3 pulse in their 
experiments, and that the crystallographic dependence of the growth rate is determined by the 
stability or the number of surface As atoms. 
We noticed that the growth rates saturate at about 0 .6 恥江/cycleat 4000Cωd 0.7 to 0.75 
ML/cycle at 3650 C, as shown in Figs. 6-3 and 6-4. It has recently been reported that the GaAs 
surface grown in an MOVPE environment has reconstructed surface structures like surfaces 
grown in UHV [15 , 16]. The InAs surface grown by MBE also shows reconstructed surface 
structures , characterized by reflection high-energy electron diffraction (RHEED) and scanning 
tunneling microscopy (STM) [17-20]. We believe that the PJE-grown InAs surface also shows 
well-defined surface structures co汀esponding to the surface stoichiometry of each stage in PJE. 
Our results imply that the initial state of an As-terminated InAs surface, stable during the 
presence of sufficient AsH3 in the gas phase and in equilibrium with the ambient AsH3 , shifts 
to another stable surface structure. This is consistent with the result from the MBE experiment 
reported by Yamaguchi and Horikoshi [19]. Our data implies that the InAs surface has stable 
structures with lower (but not zero) As coverage after the AsH3 pulse. The stable surface As 
coverage after stopping the AsH3 supply may be determined mainly by growth temperatures. 
The decrease in the growth rate shown in Figs. 6-3 and 6-4 cannot be fitted to a simple 
exponential function of the purge time. These results are contrary to Kobayashi's results 
measured using a surface photoabsorption (SPA) technique, in which the As-stabilized surface 





















































《 4000C [21]. This discrepancy might be due to the difference in the growth temperatures , but 
more detailed studies are required. 
6.3.1.5 Achieνement in monolayer growth 
Figure 6-8 shows the dependence of the growth rate on the TMln pulse length at 400oC. 
The H2 purge time after AsH3 was ranged from 0.1 to 3 s.Although the growth was self-















lirnited by the duration of the H2 purge after the AsH3 pulse. To achieve the monolayer growth 
InAs (001) 
Tg = 4000C of InAs at 400
0 C, the H2 purge must be shortened after the AsH3 pulse to less than 0.1 s. 
The growth rate saturated above the 3 s TMln pulse duration, indicating that it takes 
about that long to fully cover the surface As atorns with In atoms , produced by the surface 
dynamical processes including adsorption, desorption , and the decomposition of TMln. The 
time needed for 1 ML/cycle is fairly long , compared with the time constant of As desorption 
Purge after AsH3 
0.1 s 
0.5 s 
during the H2 purge. Surface As atoms therefore have a possibility of desorption because part 





occurred during the initial p訂tof each TMln exposure period, the growth rate would not reach 。
。
￡=。』。
12 10 8 6 4 2 1 乱1L/cycle. The experimental results imply that the As desorption does not occur during the 3 s 
TMIn exposure. We speculate that the TMln , or sorne kinds of methylindium, adsorbed on the pulse duration (s) TMln 
As atoms has the sarne suppression effect on As desorption as In atoms on the surface. 
Figure 6-8. Dependence of growth rate on TMln puIse time at 400oC. The H2 purge time after 
AsH3 was varied from 0.1 to 3 s.AsH3 pulse was 10 s and H2 purge time after TMJn was 0.5 s. 
6.3.2 lnP (001) 
6.3.2.1 Experiment 
The growth experiments were carried out at 3500C in the chimney-type reactor. The InP (001) 
Tg:3500C 
mole fraction of TMln was 5.9xl0-5 and that of PH3 was 9.6xl0-2. The TMln pulse duration 
was 5 s and that of PH3 was 20 s. The growth rate of PJE-grown InP (001) was self-limited at 
0.5 ML/cycle, independent of the TMln and PH3 supply conditions with the typical duration of 
H2 purge [22]. The results showed the same behavior as observed in the horizontal reactor 













O』。 6.3.2.2ξffect of H2 purge 
We measured the variation of InP (001) growth rates at 3500C as a function of post-PH3 
0 
0.1 
and post-TMln H2 purge times (Fig. 6-9). We observed similar phenomena in InP to that in 
100 10 
InAs. The growth rate of InP decreased to about 0.4 ML/cycle, then remained constant as the 
purge time (s) ??
?
post-PH3 H2 purge time increased. Half a monolayer of growth was attained when the post-
PH3 purge tirne was shorter than about 10 s. The InP growth rate was also independent of the 
post-TMln H2 purge time at 350oC. Thus , suppression of the P desorption from the PH3-
167 
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Figure 6-9. InP growth rate as a function of H2 purge times. For the dependence of post:-TMln , 
the post-PH3 H2 purge was 0.5 s. For the dependence on post-PH3, the post-TMln H2 was 0.5 s ・
The mole fraction of TMJn was 5.9x10・5 and that of PH3 was 9.6x10-2. The pulse duration of 
TMln and PH3 was 5 s and 20 s. 
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exposed surface is important. However, we found that the distinct self-limiting growth did nOI 
occur and that the surface morphology of the InP epilayers became rough when we raised the 
Table 6-2: Approximate cong印ent sublimation temperaturcs (Tc) 
for Langmuir evaporation. 
growth temperatures to 3650C and 4000C [9]. There seems to be a factor other than surface P 
desorption that limits the temperature range of InP PJE. 
Tc (OC) Materials 
>700 AlP 




conditions, even at 4000C [13]. Some problems must exist on the InP surface. We speculate 
380 InAs that the difficulty is due to P desorption from the bulk thermally degrading the grown layers, 
since the growth temperatures are higher than the congruent evaporation temperature (3630C) of 
InP [23]. 






AsH3 : 口 60 Pa 
50 
o 33 Pa 
・ 3.3 Pa 
30 
TMGa: 6 s 
2 10 20 
AsH3 pulse duration (s) 
2 Note that the upper lirnits of growth temperatures for self-limiting growth are strongly related 
with the congruent temperatures. We believe that the group-V atoms are preferentially desorbed 
from the bulk crystal if we grow epitaxiallayers above congruent temperatures and that, as a 









Figure 6-10. Growth rate dependence on AsH3 pulse duration for various AsH3 partial pressures. 
The H2 purge times after TMGa and AsH3 pulses are both 0.5 s. 
As mentioned above, we clarified , for the first time, that PJE-grown InAs and InP have 
a basic problem of group-V desorption from the surface. In addition to the similar As 
6.3.3 Relationship between growth temperatures and congruent temperatures 
The difficulties in accomplishing InP PJE at temperatures above 3650C do not seem to 
InP 
AIAs 
[23]. The empirical maximum growth temperatures for self-lirniting growth are also shown , 
remaining on the surface. The congruent temperature of III-V compounds may be one of the 
keys to determine the critical temperatures for ideal PJE. 
6.4 As-Related Problems at GaAs (001) 
169 
previous report [22]. Clearly , self同lirniting InAs growth is attained under the same TMln flow 
desorption at GaAs (001) , we explain here the excess As adsorption problem on a GaAs (001) 
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growth surface and its inf1uence on the PJE growth [24]. 
6.4.1 Experiment 
The experimental procedure was the same as repoロed in Section 2.6. The As source 
was 10% AsH3 diluted with H2 ・ The Ga source was TMGa kept at 3.0oC (Tl¥1Ga vapor 
pressure: 79.4 Torr). The flow rates of the H2 through the T恥1Ga bubbler were kept at 30 Sccm 
throughout the experiments. The T恥1Gaflow supply was 6.9xl0-5 molJmin. The total flow rate 
in the reactor was always 2 slm and the growth pressure was kept at 2.7 kPa. 
AsH3: 
/60 Pa, 10 s 
~ 33 Pa, 5 s 











6.4.2 As adsorption 
Up until now , much attention has been paid to the self-limiting deposition of Ga atoms 
in the ALE-grown GaAs. Self-limiting growth of GaAs was usually checked by examining the 
dependence of the growth rate on the TMGa dosage level and its pulse duration in a gas cycle. 




stop automatically at just 1 ML ifthe AsH3 partial-pressure in the reactor and its exposure time 
is sufficient, due to the high vapor pressure of As atoms. To confirm the validity of this 
assumption , we restudied how the AsH3 affects the GaAs growth rate. 
Figure 6-10 shows the growth rate dependence on the AsH3 pulse duration at 500oC. 
20 15 10 5 
。
。
We grew GaAs (001) under three kinds of AsH3 partial pressures. By increasing the AsH3 
TMGa pul5e duration (5) 
pulse duration , the growth rate quickly increases up to 1 ML/cycle. The growth rate under an 
AsH3 partial pressure of 33 Pa increases faster than that under 3.3 Pa. We found that the 
Figure 6-11. Growth rate dependence on TMGa pu)se duration under various AsH3 supply conditions. 
The H2 purgc times after TMGa and AsH3 are 0.5 s. 
growth rate reached 1 ML/cycle , and thereafter increased only slightly with further AsH3 
upply. It saturated at about 1.2 to 1.3 ML/cycle. There was no significant difference in the 
saturated growth rate between AsH3 partial pressures of 33 Pa and 60 Pa. 
Figure 6-11 shows the growth rate of GaAs (001) at 5000C as a function of the TMGa 
exposure time in a gas cycle, under various AsH3 supply conditions. We found that, although it
is stiU self-limiting , the saturated value of the growth rate varies according to the amount of 
AsH3 supplied. The filled circles show the ideal behavior; the growth rate is self-lirnited to 1 
.、\:=:;
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ML/cycle. When the AsH3 pulse duration decreased to 0.3 s, the growth rate was saturated at 
submonolayers per cycle. In this case, GaAs growth is limited by the As population on the 
170 
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surface because the supplied AsH3 is not sufficient to form an As monolayer on t:he TMGみ
exposed surface. More importantly, supplying a large amount of AsH3 (33 and 60 Pa) increases 
8cω
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reported , suggests that As adsorption on GaAs (001) is not limited to monolayer coverage 
Excess As atoms seem to be adsorbed on the GaAs (00]) and react with TMGa to contribute to 
the GaAs growth exceeding 1 恥包/cycle.
As shown in Figs. 6-10 and 6-11 , the self-limited GaAs growth rate, using TMGa and 
AsH3 in our pulsed-jet reactor, apparently exceeds 1 恥任/cyclewith the sufficient AsH3 dosage 
level and long pulse duration. In Table 6-3 , we summarize the growth conditions of the typical 
ALE-related GaAs growth reported using T恥1Gaand AsH3 sources. Comparing the listed AsH3 
supply conditions, we found that most of the metalorganic-based ALE (exceptional case in 
UHV by Nishizawa et al.) was done accidentally under a short AsH3 exposure time. We 
speculate that these AsH3 supply conditions effectively saturate the growth rate at 1 ML/cycle , 
The AsH3-exposed GaAs (001) surface might be unsaturated with As atoms under the 
conditions listed in Table 6-3. 
6.4.3 As desorption 
In this section , we study the effect of the H2 purge time on the GaAs growth rate, to 
prove the existence of the excess surface As atoms [24]. Figures 6-12 (a) to (c) show the 
growth rate dependence on the post-T恥lGa and post-AsH3 H2 purge times at 500 t?580oC. In
these experiments, AsH3 was supplied for 5 s ata partial pressure of 33 Pa. The empty and 
filled circles in Fig. 6-12 (a) represent data for a 6 s TMGa pulse duration at 500oC. The growth 
rate was 1.28 ML/cycle for the shortest 0.5 s H2 purge times after both AsH3 and TMGa 
supply. As shown in the figure , the growth rate remains at around 1.21 to 1.28 ML/cyc1e, 
independent of the post-TMGa H2 purge time. The surface morphology was always very 
smooth even if the post-TMGa H2 purge time was varied. In contrast, the growth rate decreases 
with increasing post-AsH3 H2 purge times and saturates at 1 ML/cycle. Surface morphology 
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was specular for the samples grown with a short post-AsH3 H2 purge time. However, with the 








explain these growth rate results as follows. When plenty of AsH3 is supplied on the GaAs 
--q口正L..ｷ 
GaAs (001) 
Ts: 5000C (001), more than 1 ML-As atoms are adsorbed. Although the total number of adsorbed As ?????.曹‘? ?
??Hい
DE
atoms during and just after the AsH3 exposure is not cle紅， at least some of the As reacts with 











coverage remains stable at 500oC. The TMGa-exposed GaAs (001) surface is not affected by 
(a) 
the post-TMGa H2 purge time in te口ns of the growth rate. Therefore, the decrease in the growth 
30 20 10 
。
。
rate is due to the desorption of the excessively adsorbed surface As atoms. In other words , the 40 
H2 purge time (s) 
As atoms beneath the surface Ga layer 紅enot desorbed. 
2 
Note that when the TMGa exposure time was 3 s, we could not observe any decrease in 
the growth rate, as indicated by the open squ紅白 in Fig. 6-12 (a) , even if the post-AsH3 H2 
purge time was increased. The difference in the growth rate dependence on the post-AsH3 H2 
purge time between the TMGa pulse duration of 3 s and 6 s can eliminate the possible undesired 












TMGa as seen in Fig. 6-11. Therefore, although the excess As atoms must exist on the AsH3-
exposed surface for about 15 s post-AsH3 H2 purge, the GaAs growth per cyc1e is1imited to 1-40 30 20 10 
。
。
H2 purge time (s) 
ML thickness due to insufficient TMGa. 
2 
Figure 6-12 (b) shows the dependence of the growth rate on the post-AsH3 H2 purge 
time at 520oC. T恥1Gapulse duration was 3 s, which is long enough to saturate the growth rate 
due to the enhanced TMGa decomposition rate at 520oC. The growth rate decreases from 1.27 
to 1 ML/cycle with increasing post-AsH3 H2 purge times , showing the sirnilar tendency to that 
observed in Fig. 6-12 (a). There seems to be a stable surface structure with an As coverage of 1 
0 ,. 5500C GaAs (001) 
. Post TMGa 
ぶLZtf- ・1 . 13 二ミ
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We obtained striking results by raising the growth temperatures to 550 and 580oC, as 
40 30 20 10 
。
。
shown in Fig. 6-12 (c). At 550oC, the initial l.23 恥1L/cycle growth rate decreased to about 1 
H2 purge time (s) 
ML/cycle when the post-AsH3 H2 purge was 5 s and leveled off at about 1 ML/cycle from 5 to 
15 s. Then , the growth rate was saturated at around 0.76 ML/cyc1e for post-AsH3 purges of 
longer than 15 s. There are apparently two stable plateaus at 550oC. The dependence on the 
175 
Figure 6-12. Growth rate variations for post ‘ TMGa and post-AsH3 H2 purge times (a) at 
5000 C, (b) at 520oC, and (c) at 550 and 580oC. AsH3 was supplied for 5 s with a partial 
pressure of 33 Pa. The H2 purge time after AsH3 was 0.5 s for the post-TMGa H2 change, and 
after TMGa itwas 0.5 s for the post-AsH3 H2 change. 
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post-TMGa H2 purge time is also shown in the figure. In th﨎 case , the growth rate Was 
scarcely changed for a H2 purges of longer than 10 s. However, the reason for the sma]] 
discrepancy between the rate of 1.23 ML/cycle at 0.5 s purge, and the constant value of around 
1.1 ML/cycle for the H2 purge times of over 10 s, is not clear. Contrary to the result at 550ロC，
the growth rate monotonically decreased from 1.11 ML/cycle and saturated at about 0.73 
ML/cycle for the change of the post-AsH3 H2 purge time at 5800C. In the samples grown at 550 
and 5800 C, the surface morphologies were specular for the samples grown under the shortest 
0.5 s post-AsH3 H2 purge, independent of the purge time after TMGa. Increasing the purge 
time after AsH3 , however, the surface degraded. The morphological roughness was higher than 
that at 500 to 5200C. Compared with the total growth thickness (about 100 nm) , the undulation 
was sufficiently small. Therefore, the accuracy of the thickness measurement was not worse. 
As shown in Fig. 6-11 , the growth was self-limited at 1 ML/cycle at 5000C when the 
AsH3 was supplied under a partial pressure of 3.3 Pa for 1 s.Under this condition, we studied 
the dependence of the growth rate on the post-AsH3 H2 purge time. Results are indicated in 
Fig. 6-13. The results for the 2 s AsH3 exposure are also shown. Unlike the results in Fig. 6・
12 (a) , the growth rate decreased from 1 恥1L/cycle to 0.8 ML/cycle at 40 s H2 purge. The 
growth rate does not seem to reach to a steady value within the purge time studied. The surface 
morphology observed by a Nomarski microscope was specular for al the samples, implying a 
different As desorption pathway from that of Fig. 6-12 (a). 
6.5 Growth Mechαnism Considering Surface Reconstructions 
6.5.1 Surfiαce recons tructions of GaAs (001 ) 
It is weIl known that , under a UHV condition , the growth surface of GaAs (001) has a 
variety of reconstructed structures and surface stoichiometry according to the growth 
environment [25]. Especially in conventional MBE , the (2x4) or c(2x8) reconstructed surface 
structure is commonly observed as the As-rich GaAs (001) using reflection high-energy 
electron diffraction (RHEED) or low-energy electron diffraction (LEED) [26]. The atomic 
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arrangement corresponding to the (2x4)/c(2x8) diffraction in a real space was proposed by 
Chadi as a "missing-dimer row model" with 750/0 coverage of the outermost As layer [27]. It 
was proved by Pashley et al. using scanning tunneling microscopy (STM) [28 , 29]. In contrast, 
in an MOVPE environment, it was believed that there is no surface reconstruction , or if any the 
reconstruction is much different from that under UHV , due to the H2 or H adsorption on the 
surface [30]. The lack of useful surface-sensitive analytical tools has limited the information on 
growth surface structures for a long time. Recently , grazing-incidence x-ray diffraction (GIXD) 
and optical monitoring techniques such as reflectance-difference spectroscopy (RDS) and 
surface photo absorption (SPA) have shown that the GaAs (001) surface is reconstructed even 
when being static in an MOVPE environment [31-33]. Results show that the AsH3-exposed 
GaAs (001) in a MOVPE reactor normally has a c(4x4) or newly defined d(4x4) symmetry with 
an As coverage of more than 1 ML. The difference in the surface As coverage between MBE 
and MOVPE is thought to be mainly due to the As impinging rate at the surface, or, to the 
p訂tialpressure of As-containing species in the growth environment [32]. 
6.5.2 Surfiαce stoichiometric problem at GaAs (001) during ALE 
Although the surface reconstruction and the surface As stoichiometry of GaAs (001) 
change significantly with growth conditions , the growth rate observed in most of ALE reports 
so far has been self-limited to 1 ML/cycle. Some researchers pointed out that none of the wellｭ
known reconstructed surfaces of GaAs (001) are terminated with 1 ML coverage of Ga or As 
[25-29]. It is then very puzzling how an ideal monolayer-limited growth is achieved. This is the 
so-called "surface stoichiometric problem" of ALE [24 , 34, 35]. Thus , the self-limiting 
monolayer growth mechanism of ALE or PJE GaAs is stil unsolved in terms of surface 
reconstruction and related surface As stoichiometry. We try to solve this problem in this 
sectlOn. 
6.5.3 Growth model including SU1プロcereconstructions 
Based on the experimental results mentioned in Section 6.4, we stress here that the As 
adsorption and desorption at the GaAs (001) growth surface plays a very important role in 
177 
determining the self-limiting growth rate, being related to the reconstructed surface structure and 
2 
its surface stoichiometry. We propose a new PJE growth model which explains our results and 
includes the effects of surface reconstruction and related surface stoichiometry. This model will 
help us solve the surface As stoichiometric problem at the GaAs (001) discussed in the ALE or 
PJE growth mechanism. 
GaAs (001) 
Ts: 5000C 
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In this section, we consider the growth mechanism which explains the practical behavior 。
。
of the growth rates shown in Figs. 6-10 and 6-11 , taking the surface reconstruction and surface 40 30 
Post-AsH3 H2 purge time (s) 
20 10 
stoichiometry of GaAs (001) into consideration. Recently , the As-rich GaAs (001) surface was 
extensively studied using several techniques under both UHV and low-or atmospheric-pressure 
Figure 6-13. Growth rate dependence on the post-AsH3 H2 purge time at 500oC. 
The H2 purge time after TMGa was 0.5 s. AsH3 was supp1ied with 3.3 Pa for 2: s. environment. As well as the GIXD experiments [31] , RDS and SP A studies have revealed that 
the GaAs (001) surface annealed under the typical AsH3 flow rates in an MOVPE reactor 
produces a c(4x4)-like surface. This was determined by comparing the measured spectra of the 
GaAs (00 1) with the spectral database gathered and simultaneously related to RHEED pattems 
in UHV [32 , 33]. 
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Figure 6-14 is the surface phase diagram provided by Kamiya et al. from the RDS 
measurements [32]. Based on this, the AsH3 partial pressures we employed (see Fig. 6-10) are 
within the regime giving a c(4x4)/d(4x4) ーlikereconstruction. Therefore, the GaAs (001) in our 
reactor must have a c( 4x4 )-like surface if the surface is in equilibrium at 5000C after the 
sufficiently long exposure to AsH3 ・ (Hereafter， we do not distinguish between the d( 4x4) and 
the c(4x4) , and simply use the expression c(4x4).) The determination of the surface As 
coverage (8As) and the atomic arrangement corresponding to the c(4x4) surface observed in 
c(4x 4)jd(4x 4) 
UHV has been tried by several workers. 
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Three proposed surface structures representing c( 4x4) symmetry and the respective 1.20 1.40 
1000KjT 
1.00 
surface As coverage 訂eillustrated in Fig. 6-15. The common feature of the models is that the 
c(4x4) surface consists of the As monolayer and the additional As dimers chemisorbed along 
the <110> direction. From studies using angle-resolved photoemission and surface-sensitive 
core-level photoemission, Larsen et al. reported that the c( 4x4) has a range of 8 As and the 
Figure 6-14. (2x4)-c(4x4)/d(4x4) phase diagram of GaAs(OOl) as a function of substrate 
temperature and incorporation rate of As atoms. Dots , crosses , and circles represent (2x4)-like, 
c(4x4)/d(4x4)-like, and mixed structures , respectively. The solid 1ine shows the (2x4)/c(4x4) 
phase boundary by Van Hove. (see ref [32]) 
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observed c(4x4) surface is a combination of both Figs. 6-15 (a) and (b) [36]. Sauvage-Sirnkin 
et al. also observed a variable 8As in c(4x4) and reported that the actual c(4x4) is represented as 
a combination of Figs. 6-15 (b) and 6-15 (c) from the results of GIXD [37]. Biegelsen et al. 
was equal to 1.75 ML , as shown in studied the c( 4x4) surface using STM and revealed 8 A 
Fig. 6-15 (c) [38]. Sasaoka et al. , however, clarified that the substrate temperatures, where the 
excess As adsorption occurs, lead to deterrnining the favorable surface between the two extreme 
structures , as indicated in Figs. 6-15 (a) and (c) [39]. They reported that the ambiguousness of 
the 8As and of the determination of c(4x4) among the above results originates from the way of 
preparing the c(4x4) surface. They measured the surface As stoichiometry of c(4x4) using a 
precisely calibrated quadrupole mass spectrometer in temperature programmed desorption 
(TPD). They concluded that the c(4x4) has a 8As of about 1.28 ML, nearly equal to that in Fig. 
6・ 15 (a) , if the GaAs (001) is not cooled down below 3000C in the As flux. This As coverage 
agrees well with the saturated value of the growth rate in Fig. 6-10. It is reasonable, we believe, 
to assume that the GaAs (001) stabilized in the AsH3 flow in our reactor has the surface like in 
Fig. 6-15 (a). 
Looking back to Fig. 6-10 , the growth rate can be divided into two regions: a fast-
reaction region below 1 ML/cycle , which seems to reflect the AsH3 (or cracked As species) 
reaction with a Ga-terminated surface, and a slow-reaction region over 1 ML/cycle, which 
seems to reflect the AsH3 (or As species) reaction with a monolayer-adsorbed As plane to make 
c(4x4)ーlike surface. In Fig. 6-16, the plausible growth model explaining the growth rate over 1 
ML/cycle is shown. Supplying AsH3 to the initial Ga-terminated surface of Fig. 6-16 (a) 





























































coverage will produce an ideal 1 ML/cycle. Our experimental results , however, suggest that 








』園田4 AsH3 and surface monolayer As plane (Fig. 6-16 (c)) ・If a sufficient amount of TMGa is 









As monolayer, react with the impinging TMGa. The second As layer makes the 1 ML-thick 
GaAs , and the outermost excess As dimers a1so contribute to the extra growth of around 0.25 
ML (Fig. 6-16 (d). The small fluctuation in the saturated growth rates depending on the AsH3 
181 
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partial pressures (Figs. 6-10 and 6-11) is probably due to additional As adsorption on the 










、Consideration of the surface reconstruction effect on the AsH3-exposed GaA 
a150 valid in explaining the saturation value of the ALE growth rate inother works. The results 
by Nishizawa et al. , listed in Table 6-3 , can also be explained by assuming specific 
reconstruction for the As-rich surface. They performed GaAs growth by MBE in UHV , under a 
typical AsH3 pressure of 7x 10-3 Pa at 500oC. Their AsH3 dosage level was nearly at the 
boundary region of (2x4) and c(4x4) , judging from the surface phase diagram of the GaAs 
(001) shown in Fig. 6-14 [32]. We speculate that their AsH3-exposed surface might be (2x4)-ﾟ 
having a eAs of 0.75 ML and/or (2x4)-y having a eAs of 1 ML. (Detailed structures will be 
shown later.) This wiU make the growth rate saturate at about 0.8 ML/cycle. Based on the 
mechanism shown in Fig. 6-15 , we can conclude that the monolayer-limited GaAs growth is 
metastable. The growth rate of 1 恥fL/cycle is attained by controlling the kinetics of the surface 
reaction of the forming As layer. To achieve the self-limiting growth at 1 ML/cycle for the 
TMGai吋ection ， the partial pressure and the pulse duration of AsH3 must be optimized so that 
the surface As coverage becomes just 1 ML. The results from the low-pressure MOVPE 
reactor, listed in Table 6-3 , are explained by this. 
Some results are inconsistent with our model. Banse et al. and Uwai et αl. reported that 
As atoms exceeding 1 ML atthe c(4x4) surface are desorbed without reacting with TMGa or 
triethylgallium, resulting in the 1 ML/cycle [34, 40]. The reason for the discrepancy is not clear 
















































6.5.3.2 Modelfor As desorption from GaAs (001) 
Next, we explain the growth rate dependence on the post-AsH3 H2 purge time. Our 
model assumes the transition of the surface reconstruction and the stoichiometry of As-rich 







































has been observed in both MBE and MOVPE. Kamiya et al. reported that the c(4x4)/d(4x4)-like 
GaAs (001) surface which has been stabilized in an AsH3 flow , changes into As-rich (2x4) and 
Ga-rich (4x2)骨like surfaces by increasing the substrate temperatures inan AsH3-free reactor 
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[32]. The temporal evolution of the reconstruction of the GaAs (001) has also been reported in 
several works [33 , 41]. Here, we asume three m司or As-rich sllrfaces , c( 4x4) , (2x4 )-y, and 
(2x4)-ß , according to the growth conditions in Olr reactor. The c( 4x4) is ilustrated in Fig. 6-15 
(a), and (2x4 )-y and (2x4)-ﾟ are in Fig. 6-17. The (2x4 )-y phase was first proposed by Farel 
et al. [42] , and eAs was measured by TPD to be 1 ML [39] , as predicted [42]. The (2x4)-ﾟ  is a 
well-known phase having a eAs of 0.75 ML. 
The expected sllrface phase transition is summarized in the Table 6-4. This explains the 
growth rate decrease by increasing the post-AsH3 H2 purge time. The results in Figs. 6-12 (a) 
and (b) 紅eexplained by assuming that the c( 4x4 )-like surface changes into (2x4)-y phase after a 
long post-AsH3 H2 purge at 500-520oC. The cyclical growth ? thought to be done by 
supplying TMGa on the (2x4)-y As-rich surface under the long H2 purge conditions , while on 
the c(4x4) surface under short H2 purge conditions. According to the selective adsorption 
model of TMGa, the TMGa molecules react with only the sllrface As atoms [10 , 43]. The 
growth rate , therefore, is determined by the surface As poplllation when plenty of TMGa is 
supplied. The growth rate changes from abollt 1.25 ML/cycle to 1 ML/cycle , reflecting the e As 
of c(4x4) and (2x4)-y. The growth rate variation at 5500C in Fig. 6-12 (c) shows the 
intermediate state involving a new phase transition. The c( 4x4) sllrface ? thought to initially 
change into (2x4 )-y, then begin to transit into (2x4 )-ﾟ. Raising the temperature to 580oC, the 
plateau related to (2x4 )-y cannot be observed, and the surface structure seems to be stable at the 


































with the RHEED and RDS results [42 , 44]. The fact that the growth rate is limited at the 
submonolayer thickness , as shown in Fig. 6-12 (c) , strongly supports the selective adsorption 
model. This is because the TMGa does not seem to be adsorbed on the occupied Ga sites of 
0.25 ML atthe (2x4)-ﾟ surface, which appeared by the surface As deso叩tion. Becallse the time 
8cmx
百℃〈詳、{討。}
constant of the phase transition shortens at 580oC , growth at the 0.5 s post-AsH3 H2 purge 
























rate of 1.11 ML/cycle. 
An explanation for the result shown in Fig. 6-13 is difficu1t because of the lack of 
knowledge about the As-terminated surface structure at the shortest H2 purge time. Althollgh 
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the growth temperature is the same as in Fig. 6-12 (a), the surface in Fig. 6-13 seems to change 
into (2x4)-ﾟ with an As coverage of 0.75 ML. The initial As-rich surface is thought to be 
different from the As-desorbed surface anticipated as (2x4 )-y in Fig. 6-12 (a). One possible 
explanation is that the initial As-rich surface in Fig. 6-13 is thermodynamically unstable bccause 
the monolayer As is attained kinetically. 
As shown in Figs. 6-12 and 6-13 , the surface As atoms are not desorbed perfectly from 
the As-rich GaAs (001) after stopping the AsH3 pulse at 500 to 580oC, stil resulting in the 
formation of 1ess As-rich surfaces. However, Kobaぅrashi et al. and Yamauchi et al. reported that 




























an AsH3-free environment at the growth temperature [21 , 33]. Our results are inconsistent with 
theirs. The difficulty in forming the Ga-terminated surface of (4x2) symmetry on the GaAs 
(001) in a MOVPE reactor was reported by Kamiya et al. and Uwai et al. [40, 45]. They 
observed the (2x4)-like or c(4x4)/d(4x4)-like surfaces even after purging AsH3 with H2 , and 
























for the stability of the As-rich surfaces even in the AsH3-free environment cannot be asce11ained 
yet. If the background As pressure keeps the surface As atoms stable at GaAs (001) , clear self-






between T恥1Ga and As species. This contradicts our result in Fig. 6-11. To explain this 
Pむadox ， further exarnination is needed. 
6.5.3.3 Others 
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reconstruction and the relevant surface As stoichiometry into consideration. Next, we briefly 
discuss the other binary compounds. 。∞
m
? ???? ?? ?
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凶ド
(1) InAs: the InAs growth rate varies from 1 to 0.75 ML/cycle at 3650C without any surface 
degradation , as we increase the H2 purge time after AsH3 (see Fig. 6-4). Additionally , as 
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Figure 6-18. Surface phase diagram oflnAs (001). 
Table 6-5: Dependence of InAs surface reconstructions on substratc temperature. 
Reconstructi on c(4x4) - 2x3 2x4 4x2 
Temperature (口C) -330 -350 -540 
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0.75 ML/cycle is apparently stable in our growth conditions (see Figs. 3-14 and 3-15). 
Figure 6-18 shows the surface phase diagram of InAs (001) reported by Moison et al. [18]. 
Table 6-5 is the data from Toyoshima et al. showing the relationship between 
reconstructions and substrate temperatures under an AS2 pressure of 6xl014 molecules cm-2 
S-1 [46]. From Toyoshima's data, the c(4x4) phase will barely be able to exist at 3650C. The 
AsH3 partial pressure in our InAs growth condition is about 0.36 Torr. Therefore , PJE-
grown InAs surface will display (2x3) structure under the presence of AsH3 , judging from 
the 恥foison's data. If the AsH3 f10w is stopped, the phase of InAs (001) will shift to (2x4) 
from (2x3). Recent RHEED and STM studies have proved that the (2x4) phase of InAs 
(001) corresponds to a missing dimer row structure where 8As=0.75 ML [20, 47]. Our 
results of 0.75 ML/cycle are probably related with the As coverage of the (2x4) 
reconstructed surface. If the As coverage of the (2x3) InAs (001) surface is 1 ML, we can 
explain well the observed growth rate change from 1 ML/cycle to 0.75 孔1L/cycleusing the 
phase transition from (2x3) to (2x4). Further explanation is needed to clarify this 
assumpt1on. 
(2) InP: the PJE-grown InP (001) behaved differently from GaAs and InAs. The stable 
saturation value was 0. 5 恥江/cycle. We believe that the saturated growth rate is related to the 
specific surface reconstruction and its surface stoichiometry as seen in the GaAs (001). 
However, there has been no systematic study on the surface structures and their atomic 
訂rangements on InP (001). Stanley et al. reported that the MBE-grown InP (001) exhibits 
P-rich (2x4) pattern [48]. Kurpas et al. revealed the existence of P-stabilized (2x4) on the 
MOVPE-grown InP (001) at 6000C using ref1ectance anisotropy spectroscopy (RAS) , which 
is almost the same method as RDS [49]. If the (2x4) diffraction corresponds to the (2x4)-α 
phase having a surface P coverage of 0.5 ML (an analogy of the GaAs (001) surface), our 
experimental result of InP PJE will be reasonably explained by the surface reconstruction 
model. However, we have to wait further surface studies on InP in order to clearly explain 
our P1E results in terms of surface structures. 
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GaAs (111)A 
Tg = 5000C 
GSMBE, revealed the (2x4) reconstruction [50]. They a1so studied the atomic arrangement 









Purge time (s) 
orientations in PJE from the viewpoint of surface As adsorption and desorption. As described 
in Section 3.4 .1 , the GaAs growth rate under a fixed growth condition depends on the surface 
Figure 6-19. Variation of growth rate on GaAs (111)A as a 
function of post-AsH3 and post-TMGa H2 purge time. 
orientation of the substrates (Fig. 3-23). We a1so showed the dependence of the GaAs growth 
rate on the growth temperatures for some orientations. We noticed that the crystallographic 
orientation dependence is strongly related to the thermal stability of As atoms adsorbed on the 
0.5 
GaAs (011) 










Here , we consider the H2 purge time dependence on the growth rate. Figure 6-19 
shows the variation of the GaAs (111)A growth rate as a function of the post-AsH3 and post-
TMGa H2 purge times. The growth temperature was 500oC. The mole fraction of AsH3 and 
TMGa was 1.25x10・2 and lx10-3, respective1y. The gas sequence, H2!TMGaJ H2/ AsH3 , was 
0.5 (or x)1 8/ y (or 0.5)/5 s. Although the growth rate didn't change by varying the 1'ost-TMGa 
H2 purge time, the rate decreased drastically with the increasing post-AsH3 purge tirne. 
We observed a similar dependence on the GaAs (011) substrate at 500oC. lResults are 
shown in Fig. 6-20. In this case , the TMGa pu1se duration was 9 s.The growth temperature 
12 10 6 
Purge time (s) 
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Very recently , Yang et al. repo口ed that the P-stabilized InP (001) surface , prepared by 
phase, which has a surface P coverage of 0.5 ML at around 360oC. This result strongly 
supports the above-mentioned growth mode1 of PJE-grown InP. 








dependence described in Section 3.4.1 a1so supports the simi1arity of the growth behavior 
4 2 
between the (111)A and (011) faces. 
Figure 6-20. Variation of growth rate on GaAs (011) as a 
function of post-AsH3 and post-TMGa H2 purge time. 
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Converse1y , we observed the growth rate increases by increasing H2 purge time on 
一 一ーーーーーーー ....:::
AsH3-exposed GaAs (111)B (Fig. 6-21). The growth condition, the mo1e fraction , and the gas 
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pulse sequence were the same as for (l11)A. The growth behavior on (l11)B was the opposite 
to that on (111)A and (011). 
We show the ideal As-teIllﾙnated surface structures for several surface orientations in 
Fig.6・22. Considering the number of chemical bonds with which a surface As atom sticks to 
the underlying Ga atoms , an As atom on the (001) face has two bonds (Fig. 6-22 (c). On 
(lll)A and (111)B face , an surface As has one and three bonds, respectively (Fig 6-22 (a) and 
(d)). The (011) face is more complicated. There are two kinds of As sites as denoted by "A-
site" and "B-site" in the figure. The arsenic of the "B-site" has three bonds with Ga, and the As 




Post-AsH3 H2 purge time (s) 
10 
considered to be thermally unstable and the surface As density will be smallest when the 
substrate is heated under the growth condition. Since TMGa tends to react selectively with the 
Figure 6-21. Variation of growth rate on GaAs (111)B as a function of 
post-AsH3 H2 purge time. 
surface As according to the "selective adsorption model" , the growth rate on (l11)A becomes 
small. Our observation in Fig. 6-19 ref1ects this speculation. On the other hand, the As on 
(111)B is very stable. Or rather, the excessively adsorbed As atoms form trimer structures on 
the (111)B surface and this tends to inhibit the surface reaction with TMGa, leading to 
suppressed Ga incorporation into the lattice sites [51-53]. lndeed , we observed the increase in 
[110] L 
growth rates when we increased the H2 purge time after AsH3 exposure (Fig. 6-21) and we 
raised the growth temperature (Fig. 3-25). The surface deactivation, caused by the As trimers, 
(b) (011) (a) (111)A might be reUeved by purging the excess As with H2 flows , or by elevating the growth 
temperatures due to the increase in the desorption rate of surface As. On the (011) face , the As 
(d) (111)8 (c) (001) 川じ
sticking probability at the "A-site" willlimit the growth rate. Therefore , the characteristics of 
(011) are similar to those of (l11)A. Consequently, the therrnal stability of the surface As can 




??(l11)B > (001) > (l 11)A, (011) 
0: Ga atom 
G: As atom This is closely related with the observed crystallographic dependence of the GaAs growth rate 
Figure 6-22. Schcmatics of ideal As-terminated GaAs surfaces, 
neglecting reconstruction (side vicw). 
in PJE. Thus , the As adsorption and desorption process at the growth surface play an important 
role in the mechanism of PJE growth on different orientation substrates. 
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6.7 Summαry 
In this chapter, we have pointed out that the growth rate during PIE is strongly affected 
by the adsorption and desorption of group-V atoms at the surface. These things have been 
overlooked so far. First we showed the As or P desorption problem from InAs , GaAs and InP 
(001) surface, respectively. We found that , for the first time , the growth rate decreases when 
the H2 purge time after supplying hydrides (AsH3 and PH3) increases. On the contrary, the 
growth rate does not change by increasing the H2 purge time after group-llI metalorganics. This 
desorption of group-V atoms from the surface is derived from the PIE's gas sequence having a 
period without group-V overpressures. The only way to prevent the desorption of surface 
group-V atoms is to shorten the H2 purge time period. This technique is also useful for 
maintaining the specular surface morphologies. Next, we described another important 
experimental result on GaAs (001). We found that the saturated growth rate during PJE 
increases slightly up to 1.2 to 1.3 ML/cycle with a sufficient AsH3 supply. Results imply that 
adsorbed As atoms exist in excess of 1 1t1L on the growth surface, and the excess As atoms also 
react with TMGa which leads to the growth rate of 1.2 to 1.3 rvIL/cycle. 
Similar problems related to As adsorption and desorption were observed on the growth 
on GaAs substrates with other orientations: (011) , (l 11)A, and (l11)B. We showed that the 
results 訂eclosely related to the stability of surface As atoms on each growth surface. 
We discussed our experimental results in te口ns of surface reconstructed structures and 
their surface stoichiometry. We showed that the growth rate variations caused by the adsorption 
and desorption of group-V atoms are consistently explained by several surface reconstructions 
reported in an UHV environment and the phase transition among them. 
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In this chapter, we describe the heteroepitaxy of II-V compounds using PJE. Thus far, 
we have reported the successfuI self-limited homoepitaxial growth of II -V binary compounds , 
However, the ability or a technique to prepare hjgh quality heterointerfaces is highly needed for 
making some today's practical device structures. 
First, we describe the heteroepitaxy of PJE between binary compounds , where the 
thickness of the epitaxiallayer is beyond the so-called "critical thickness ".We systematically 
studied how the self-limiting behavior is affected by the lattice mismatch (or the strain) and by 
the difference in surface free energy between the substrates and epitaxiallayers. 
Next, we report the heteroepitaxy of ternary materials such as InGaP and InGaAs. In 
growing these materials by PJE mode, we faced some significant phenomena relevant to 
surface segregation of indium (In) atoms and the phase separation between In and gallium (Ga) 
compounds. To address these problems , we studied the sequences of source gas injection and 
the effect of growth temperatures. Compositionallatcrung was another novel finding. We found 
that the ternary composition of InGaAs automatically tends to be lattice-matched to InP (001) 
substrates during PJE growth. The strain energy due to the lattice mismatch seems to be 
minimjzed by the compositionallatching phenomena , Through these studies, we indicate that 
the thermodynamics strongly govem the surface reaction process during PJE , 
Then, we describe the results of fabricating several kinds of strained-layer superlattices: 
InGaAs/GaAs , GaAs/GaP and InAslInP. We show the results of structural characterization 
using X-ray diffraction (XRD). Optical properties by photolurr廿nescence (PL) are also shown 
for the strained superlattices. 
Finally , we comment on the technical points to which we have to pay attention in 
making atomically abrupt heterointerfaces using PJE. We cite the InAs/lnP system as an 
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example, and discuss the appropriate gas switching procedure for making a superlattice with a 
high structural quality. 
7.2 Binαry Materials 
In this section, the heteroepitaxy of binary compounds is reported. Our interest is in 
whether the self-limiting nature of PJE is stiU preserved for the heteroepitaxial systems ・
Generally , there exist some drawbacks at the heterointerfaces which lead to the collapse of 
layer-by-layer growth. The surface strain or dislocations due to lattice mismatch and the 
difference in surface free energy between substrates and epilayers might cause the threeｭ
dimensiona1 (3D) growth. We discuss how these factors affect the self-limiting growth manner 
in PJE. 
7.2.1 Growth results 
7.2.1.1 GaAs on lnAs 
We studied the GaAs growth on InAs (001) substrates. The mole fractions of TMGa 
and AsH3 were 2.1x10-3 and 4.8x10-2. We repeated the gas introduction cycle 177 times. The 
thickness is 50 nm if the GaAs growth proceeds with a growth rate of 1 ML/cycle. We checked 
whether the growth is self-limiting or not by changing the TMGa pulse duration in a gas cycle. 
The growth temperature was 4700C and the pressure was 15 Torr. As shown in Fig. 7-1 , we 
found that the growth was clearly self-limiting at about 1.1 to 1.2 1\位Icycle (1 1\任 corresponds
to 0.283 nm) , independent of the TMGa exposure time. The surface morphology is fairly 
smooth from observation using a Nomarski microscope. 
ス 2 ， 1.2 GaAs on lnP 
In Fig. 7-2, we show the results of GaAs growth on InP (001) at 4850C. Unlike the 
growth on InAs substrates shown in Fig. 7-1 , the GaAs growth on InP (001) didn't show clear 
self-lim?ng. It seems that the growth tends to be saturated at around 1 ML/cycle below the 
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TMGa exposure time of 5 s.However, the growth rate drastically increased after 6 s ofTMGa. GaAs/lnAs (001) 
Tg = 4700C The surface morphology of GaAs epitaxiallayers grown on InP a]so depended on the TMGa 
pulse duration. Figure 7-3 shows Nomarski micrographs of the GaAs grown layers on InP 
substrates. While the surface displayed specular characteristics with a TMGa pulse of 3 s (Fig. 
7-3 (a)) , the surface morphology became rough under a 6 s TMGa pulse (Fig. 7-3 (b)). These 
results imply that the growth mode changes from two dimensional (2D) to 3D with increasing 






7.2.1.3 GαAs 0れ GαP25 20 15 10 5 
The results on GaP (001) substrates are also shown in Fig. 7-2. Actually, GaP and InP 
TMGa exposure time (s) 
substrates were set side-by-side on the same susceptor. For GaP (001) substrates , we observed 
Figure 7-1. Dependence of GaAs growth rate on InAs (001) substrate as a function of 
TMGa pulse duration. The gas sequence of AsH3/ H2/ TMGa! H2 was 10/ 1/ x/ 1 s.
self-limited growth over a whole range of TMGa exposure times. The saturation va]ue reached 
1.2 ML/cycle , probably resulting from the excess As adsorbed on the growth surface, as 
described in the previous chapter. The surface morphology of GaAs layers was always smooth, 
as shown in Fig. 7-4. These results are different from the results on InP substrates. Thus, the 
growth behavior and the surface morphology of heteroepitaxial growth of GaAs are evidently 
Tg = 4850C changed by the substrate materials. 
7.2.1.4 GaAs on InGαP 
Next, we tried GaAs growth by PJE on In0.48GaO.52P epilayers as the In0.48GaO.52P 
layers were prepared on the GaAs (001) substrates by chloride VPE , and the thickness of the 
alloy was about 3μm. The thickness measurements of PJE-grown GaAs were made after 
removing a part of the GaAs top layers by selective wet chemical etching using 1 NH40H: 20 
2 












ML/cycle. The surface morphology was always mirror-like. 16 14 12 10 8 6 
TMGa exposure time (s) 
7.2.1.5 GαP on GαAs 
Figure 74.Dependence of GaAs growth rate on IrlP(001)and Gap (001)substrates as a 
function of TMGa pulse duration. The gas sequence of AsH3/ H2/ TMGa! H2 was 10/3/ x/ 3 s ・ We also studied the heteroepitaxy of GaP on the GaAs (001) substrates. Growth was 
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Figure 7 ・5. Dependence of GaAs growth rate on GaO.52In0.48P (001) as a function of 
TMGa pulse duration. The gas sequence of AsH3/ H2/ TMGaI H2 was 10/3/ x/ 3 s. 50μm 
Figure 7 ・ 3. Surface morphologies of GaAs cpitaxial layers grown on lnP (001); 
(a) TMGa duralion of 3 s, and (b) TMGa duration of 6 s.
3 
GaPI GaAs (001) 










TMGa pulse duration (s) 
12 10 8 6 4 2 
Figure 7-6. Dependence of GaP growth rate on GaAs (001) as a function of TMGa 











184, leading to 50 nm for a GaP growth rate of 1 ML/cycIe. The mole fractions of TMGa and 
PH3 were 2.1xl0-3 and 9.6xlO・ 2 ， respectively. Figure 7-6 shows the GaP growth rate as a 
function of TMGa exposure time. The self-limiting manner was maintained for this hetero-
system. The saturated value of about 1.1 ML/cycle was probably caused by the extra 
￡言。』。
incorporation of Ga atoms due to excess P adsorption on (001) growth surface. We didn't 
observe any degradation of the surface morphology over a whole range of growth conditions. 
7.2.1.6 GαP on lnP 
Changing the substrates to InP (001) , it was difficult to achieve the self-limited 
16 14 12 10 8 6 4 2 
。
。
heteroepitaxy of GaP at 4850C. As shown in Fig. 7-7, the growth rate tended to saturate at 
pulse duration (5) TMGa 
around 1 ML/cyc1e and then gradually increased with the increasing TMGa pulse duration. The 
surface morphology became rougher for longer TMGa exposure times. This growth behavior is
similar to the GaAs on InP (001) described previously. 
Figure 7-7. Dependence of GaP growth rate on InP (001) as a function of TMGa 
pulse duration. The gas sequence of PH31 H21 TMGaJ H2 was 10/31 xl3 s.
7.2.2 Effect of lattice mismαtch αnd surfiαce free energy 
In this section , we discuss the effect of lattice mismatch and surface free energy on the 
self-lirniting characteristic of PJE. ltis usually said that the ALE process proceeds layer by 
layer. The term "layer by layer" usually refers to the two-dimensional (2D) growth mode. In 
conventional growth methods such as MBE and MOVPE, however, the 2D growth mode 
generally changes into 3D growth after the thickness of the epilayers exceeds the so-called 
Table 7-1: CriticaI thickness of GaAs epitaxiaI layers grown on several kinds of substrates. 
"critical thickness" , where the lattice rnismatch is usually accommodated by generating the 
G駘().52In0.48P InAs InP GaP Substrate 
continuation of 2D-like growth beyond the critical thickness. 
5.652 6.058 5.869 5.451 Lattice parameter (λ) First of a11 , in considering the heteroepitaxy, it is important for us to know the critical 
00 。14 13 M.B. (ﾁ) layer thickness below which the epitaxial layers grow coherently on the lattice-rnlismatched 
substrates. Generally , there are two widely accepted models providing the critical layer 
。32 31 P.B. (λ) 00 
misfit dislocations. We are interested in whether the ALE or PJE technique really helps the 
thickness. One is the "mechanical ba1ance model" proposed by Matthews and Blakeslee [1 , 2], 
205 
and the other is the 、nergy balance model" by People and Bean [3]. If the strain-:free latice 
parameters of the epitaxiallayer and the substrate are given as ao and as, the lattice mismatch,f, 
204 
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Then , the criticallayer thickness , hc, for the single heterostructure by Matthews and Blakeslee 
(7-2) 
is given by: 
hc = !:_o(1-0.25vl.( ln全宣J
4-12，ず(1+ v) い α。 1 ~ ) 
where v isthe Poisson ratio of the epilayer. 
Contrary to this, the hc by the theory of People and Bean is given as follows: 
(7-3) 
hc ニ G0(1- v-)ln~イZ
…-32-121if2 (1+ν) .lUα。
In Table 7-1 , we have surnmarized the critical thicknesses of GaAs epitaxiallayers on 
some kinds of substrates , calculated using the Matthews and Blakeslee (M.B.) model and the 
People and Bean (P.B.) model. We can see that the thicknesses of the grown layers shown in 
the previous section are far beyond the calculated critical thicknesses. Therefore, we have to 
recognize that the lattice mismatch wilI be almost accommodated by misfit dislocaltions in our 
expenments. 
We have summarized our heteroepitaxy growth experiments in Table 7-2. We cannot 
find any significant relationship between the self-limiting growth and the degrees of latice 
mismatch. Results imply that only InP substrates are not suitable for the self-limited 
heteroepitaxy of GaAs and GaP. 
Next , we consider the effect of surface free energy. According to the basic theory of 
thin-film growth, the growth behavior of the overlayers is strongly influenced by the difference 
between the surface free energy of overlayers, Yo , and that of the substrates, Ys [4]. If Yo < 1s, 















Figure 7-8. Schematic diagram showing: (a) two-dimensional growth mode 
and (b) three-dimensional growth mode , determined by the difference in 
surface fre energy between substrate and overlayer. 
Table 7J:List of calculated surface fre energy of III-V compoundsｭ
The surface orientation is (001). 
(001) surface 
Materials 








materials tend to grow three-dimensionally on the substrates. These behaviors are determined 
so as to rninimize the total surface free energy of the system after growth (Fig. 7-8). 
The surface of crystalline materials is considered to have a surface free energy 
coπesponding to the amount of work needed to cleave the solid at a bound訂Y to form two new 
ideal surfaces. The surface free energy, "(, can be calculated by the fol1owing fo口nulaundcr the 
assumption that the bonding energies of only the nearest-neighbor atoms are considered (the 
first-order assumption) [5]: 




Here, Z is the number of nearest-neighbor atoms , n(hkl) is the number of nearest-neighbor 
atoms which would be broken when the solid is cleaved in the (hkl) plane, N(hkl) is the atomic 
density ofthe solid in the (hkl) plane , Ao is the Avogadro constant (6.02xl023) , and ? is the 
latent sublimation heat. 
ln Table 7-3 , we have summarized the calculated surface free energy of some II-V 
compounds. The surface orientation is (001) for al materials. As seen in the table , we cannot 
explain whether the system is self-limiting or not in terms of the surface free energy of the 
substrates and the epitaxiallayers. 
Thus, we cannot find any accurate factors to explain the self-limiting growth for 
heteroepitaxial systems. Our results simply imply that the InP (001) substrate surface is 
different from others. Because the Ga atoms from TMGa will be accumulated at a part of the 
surface in an early stage of the growth process , the lnP (001) surface will continuously provide 
the activated sites of adsorption and decomposition for the incident TMGa (Fig. 下9). To reveal 
the mechanism, we need to study the nature of the InP (001) surface and the initial stage of 
nuc]eation in detail from a more atomistic point of view. 
7.3 Temary Systems 
209 
In this section , we report our efforts to grow some ternary compounds using PJE. The 
growth of ternary materials is inevitably needed to make some practical device structures. So 
far , however, few studies have been reported the growth of ternary compounds using ALE. 
This seems to be mainly due to the discrepancy in the appropriate growth temperatures for the 
self-limited growth between binary materia1s. We a1so faced these growth temperature problems 
in our PJE method. From the viewpoint of growth kinetics , we have verified that the self-
limiting growth in PJE can be explained by a simple selective adsorption model for the 
homoepitaxial growth of binary II-V materials [6 , 7]. However, for ternary compounds, 
surface reaction kinetics seem to be more complicated due to the surface strain induced by latice 
mlsmatch with the substrate undemeath, and to the exchange reactions between atoms on the 
surface and subsurface layers. In particular, we found other specific problems related to the 
phase separation and compositionallatching in our temary studies [8]. 
7.3.11nGaP on GaAs 
InxGa] ・ xP is an important material because it can be lattice-matched to GaAs with the 
composition of In0.49Gao.51 P and has a direct transition of about 1.92 e V at the r point of the 
energy band. Recently , InxGal-xP has been commonly used instead of AlxGal_xAs because 
high purity epitaxial1ayers can be easily prepared in MOVPE. Here, we discuss the specific 
phenomenon , that is , the phase separation of epitaxiallayers, which we found in the growth of 
InxGal-xP by PJE. 
7.3.1.1 Growth schemes 
Table 7-4 summarizes the typical PJE growth conditions for binary compounds. The 
Ga-based materials, GaAs and GaP, exhibit self-1imiting at around 485 to 500oC. On the other 
hand, the In-based materials , InAs and InP, show self-limiting at much lower temperatures of 
around 350oC. Therefore, we have to search for an appropriate method for growing InxGal-xP 
a11oy. We tried the following two kinds of approaches: 
(1) A way to grow both InP and GaP at 485 0 C , using TMln , TMGa and PH3 ・ The gas 
210 
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Figure 7-9. Speculated ilustration of TMGa exposure period 
during early stage of GaAs growth on InP (001). 
Table 7・4:Typical PJE growth conditions for binary compounds. 
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TMln + PH3 
TMln + AsH3 
TMGa + PH3 
TMGa + AsH3 
TMAI + AsH3 
・. 
sequence is TMln → TMGa → PH3・ The H2 purge pulses are inserted after each reactant. 
The GaP growth is self-limited at this growth temperature [7]. Conversely , the growth of 
InP is not self-limited due to the thermal decomposition of TMIn in the boundary layer [9] 
We first deposit the In atoms with a fractional coverage on the GaAs (001) substrate by the 
TMln injection. Next, we flow TMGa so as to occupy the unoccupied surface group-1I 
sublattice sites by Ga, expecting the formation of monolayer of an In and Ga metal plane in a 
self-limiting manner. Then the mixed group-III surface layer reacts with PH3 ・
(2) A way to grow GaP and InP at 350oC , using TEGa, TMln and PH3 ・ The gas sequence 
is TEGa →(PH3) → TMln → PH3 ・ We cannot obtain self-limiting GaP growth using 
TEGa, while the InP is self-limited at 0.5 ML/cycle with TMln source. Therefore , the GaP 
growth must be controlled by regulating the TEGa flow rate and the length of the TEGa 
pulse. 
7.3.1.2 Phase separation αnd effect of growth temperαture 
In accordance with Scheme (1), we grew InxGa]_xP on GaAs (001). We chose a mole 
fraction and pulse duration of TMGa corresponding to a monolayer growth of GaP. The TMIn 
flow rate was changed in order to control the In content of InxGa] ・xP alloy. Figure 7-10 shows 
a typical scanning electron microscope (SEM) image of the growth surface. We observed the 
white-imaged clusters or islands on the growth surface with a smooth texture , and could not 
obtain any mirror-like morphology (Fig. 7-10 (a). The coverage of the islands increased and 
the islands became elongated as the TMln flow rate increased (Fig. 7-10 (b)). 
To study the local compositions of the grown layers , we analyzed the surface using 
microprobe Auger analysis, or scanning Auger electron microscope (SAM). The Auger spectra 
are shown in Fig. 7-11. The spectrum of Fig. 7-11 (a) is from the smooth texture of 2D growth 
mode , and the spectrum of Fig. 7-11 (b) is from the surface island. Results indicate that the 
composition of surface islands is In-rich, while the texture is Ga-rich. Thus, most of the indium 
atoms supplied on the surface do not seem to incorporate into the surface Iattice sites. Inother 
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(a) (b) 
Figure 7・ 10. SEM imagc of InGaP layers grown at 4850C; 
(a) small TMln tlow ratc and (b) largc tlow ratc. 
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Figure 7-11. Auger spectra of PJE-grown InGaP surfaces measured at: 




We quantitatively studied the local composition of the Ga-rich textures of InxGal-xP 
layers using Raman scattering measurements. The light source was Ar+ laser with a wavelength 
of 488 nm. The Raman measurement was conducted under backscattering arrangement. The 
composition was determined by the frequency of the longitudinal optical (LO) phonon of 
InxGal-xP using data obtained by Inoshita et al. [10]. Figure 7-12 shows the composition at a 
2D layer of InxGal-xP versus the TMIn flow rate during the gas sequence. Although the surface 
morphology became rougher with the increasing TMln flow rate due to the increase in the 
density of In-rich surface islands , the chemical composition of the 2D layer remained constant 
at Ino.18Gao.82P. This is an interesting result and implies that the composition of the Ga-rich , 
two-dimensional InxGal-xP layer rr廿ghtbe dete口ninedmainly by the thermodynamics. 
Lowering the growth temperature to 350oC , we found that the InxGal-xP grown layers 
had a more specular surface than those at 4850C. Figure 7-13 comp紅白 the InxGal ・xP surface 
morphologies grown under Schemes (1) and (2). We could not observe any surface islands on 
the surface at 350oC. 
Figure 7-14 shows the variation of the composition of InxGal-xP as a function of the 
TEGa pulse duration under the gas sequence of Scheme (2). The gas introduction cycle was 
177. PH3 was inserted between TEGa and the TMIn pulse in this case. The growth thickness 
was also shown in the figure. The TMln and PH3 pulses were sent to deposit InP with 0.5 
ML/cycle. The composition of the epitaxiallayers was calculated by the InxGa l-xP LO phonon 
frequency in Raman measurements. We found that we can control the Ga content by changing 
the TEGa pulse duration , clearly indicating no self-limiting for Ga deposition with TEGa. This 
implies that the immisibility problem is not severe at 350oC. 
Figure 7-15 shows the dependence of the InxGal-xP growth thickness on the TMln 
pulse duration in Scheme (2). The TEGa pulse and the flow rate was fixed to deposit Ga at 0.5 
ML/cycle on the surface. The PH3 gas was inserted between the TEGa and TMIn in Mode #A. 
The TEGa and TMln were supplied sequentially in Mode #B. Results show that In deposition 
was almost self-limited at 0.5 ML/cycle in Mode #A, and the experimental growth rate was 
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Figure 7-14. Variation of InGaP composition and the growth rate as a function of TEGa pulse 
duration under the sequence of scheme (2). The T孔lIn and TEGa was kept at 27.1 oC and O.ooC and 
the f10w rates were 60 sccm and 40 sccm , respectively. The flow rate of 20% PH3 was 480 sccm. Gas 
sequence of InP growth: H21 1乱1lnlH21 PH3 was 51 31 51 20 s and that of GaP: H21 TEGa/ H21 PH3 
was 51 201 51 20 s. 
100 
Figure 7-12. Variation of composition 01' two-dimensional GalnP layer versus TMIn flow rate. 
Thc composilion wasdctermifled from the LO phonon frequency-TMlfland TMGa was kepi at 
1350C and 3.ODe-The now rates of TMGa and 20%PH3were40 seem and 240 5ccm.The 
sequcncc of H21 TMlnl H21 TMGaI H21 PH3 was 51 31 3/5/51 10 s. 
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Figure 7-15. Dependence of InGaP growth thickness on 1Mln f10w rate in the Scheme (2). 
The source gas conditions were the same as those in fig. 7-14. The sequence of Modc #A; 
(H21 TMlnl H21 PH3)(H21 TEGa/ H21 PH3) was (51 xl 51 20 s)(51 201 51 20 s). The scquence 
of Mode #B: H21 TEGa/ H21 TMlnI H21 PH3 was 51 20/31 xl 5/20 s. 
25μm 
Figure 7-13. Nomarski micrographs 01' InGaP surt 
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deposition increased as the TM1n duration increased. The growth thickness didn't agree with 
the expected lattice-matched value. This result shows that the self-limited 1n deposition is 
coIlapsed on the partially Ga-deposited surface, while the self-1imiting is preservecl on the p_ 
terminated surface. The difference in the growth mechanism between Modes #A and #B is not 
clear at present. 
7.3.1.3 Growth model 
As mentioned above , our approach to 1nxGal-xP growth using Scheme (1) leads to the 
phase separation into a 2D Ga-rich 1no.] 8GaO.82P layer and In-rich surface islands. Considering 
the successful growth of 1nxGal-xP by conventional MOVPE, the alternate supply of 1n, Ga, 
and P atoms in our PJE causes the immisibility of 1n and Ga at 4850C. When the Ga atoms are 
suppliecl in the form of TMGa to the GaAs (001) substrate after the TM1n i吋ection ， rnost of the 
surface In atoms previously deposited will be clustered and then segregated at the surface. As a 
result, the surface is almost covered with Ga atoms two dimensionally. The surface segregation 
of In atoms has also been reported [11 , 12]. This 1n segregation process wiU be controlled by 
the thermodynarnics of surface 1n and Ga in the absence of PH3 ambient. We speculate that the 
reason for neglecting the immisibility at 3500C is that the growth proceeds under a 
nonequilibrium condition because of the low growth temperature. 
7.3.2 lnGaAs on lnP 
The importance of 1nxGal-xAs has been increasing in both optical and electrical device 
applications. Therefore, the growth of 1nxGa l-xAs with atomic dimension is also highly 
needed. Here , we focus on the effect of lattice strain on the growth kinetics of 1nxGal-xAs 
grown by PJE. 1n addition to the self-limiting growth rate , we found that the composition of 
thin InxGa]_xAs by PJE tends to be self-regulated toward InO.53Ga0.47As lattice-matched to 
1nP. We think that strain energy plays an important role in determining the composition of 
InxGal_xAs grown by PJE. Thus far , there are only a few reports about the strain effect on 
kinetics in growth from the vapor phase [13 , 14]. PJE appears to be useful in the study of 
detailed surface reaction kinetics such as the strain effect. 
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7.3.2.1 Gas sequence and experimental 
First, we tried the alternate supply of 1n, Ga and As to grow InGaAs on the InP (001) 
substrate , using the TMln, TMGa, and AsH3 as sources at 4850C. Similar to the result of 
InxGa l-xP, we observed the phase separation of the epitaxial layer into a Ga-rich , twoｭ
dimensiona] layer and ln-rich surface islands. Although the degree of the phase sep訂ation wa 
weaker than the case of InxGal-xP, we adopted another gas sequence. 
Figure 7-16 shows the sequence of gas pulses for the growth of 1nxGal-xAs epilayers. 
TMln and TMGa (or TEGa) rnixtures and AsH3 were sent cyclically , separated by 3 s H2 purge 
flows. Thus , group-lII and group-V atoms were alternately deposited layer-by-layer without 
any vapor-phase reaction. The cylinder of TM1n was kept at 13.50C (TM1n vapor pressure: 1.0 
mmHg) in the experiments for the TM1n-TMGa system and 5.50C (TM1n vapor pressure: 0.5 
mmHg) for TMln-TEGa. The cylinders of TMGa and TEGa were kept at 3.0oC (TMGa vapor 
pressure: 79.4 mmHg) and 11.0oC (TEGa vapor pressure: 2.5 mmHg). The flow rate of 100/0 
AsH3 was fixed at 480 sccm throughout experiments , and its pulse duration was 10 s for the 
TMIn-TMGa system and 20 s for the TMln-TEGa system. The total flow rate in the reactor was 
2 slm. We grew thin 1nxGal-xAs layers by repeating a gas cycle 170 times. To change the 
composition and the growth rate, we changed the pulse duration and flow rate , i.e. , the mole 
fraction of group-III metalorganics. Since the grown layers were as thin as 100 nm at most, 
Raman spectroscopy was used to deterrnine the composition of epilayers. Measurements were 
rnade in backscattering geometry using the 488-nm line of an Ar+ laser for excitation. Scattered 
light was analyzed by a double monochromator (SPEX 1403) with a resolution of 1 cm-1. We 
determined the composition from the frequency of the GaAs-like longitudinal optical (LO) 
phonon ， ωLO ， in InxGal-xAs , using the relationship of x versusωLO reported by 1noshita [10]. 
7.3.2.2 Composition latching 
(α) TMln-TMGα system 




AsH3 I TMGa 
H2 H2 
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o TMGa: 40sccm 
• TMGa: 80sccm 
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Figure 7-17. Dependence of In composition of InxGal_xAs on TMln flow rate. 
The TMGa f10w ratc was 40 sccm for open circles , and 80 sccm for solid cﾎrcles. 
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The growth temperature and pressure were 4500C and 2.0x 103 Pa. Figure 7-17 shows the 
dependence of the ln composition of the epitaxial layers on the TMln flow rate. Here, the 
metalorganics and AsH3 pulse durations are fixed at 2 s and 10 s. As the TMIn concentration in 
the vapor increased , the rate of increase of In composition in the solid was significantly reduced 
after the flow rate reached a value corresponding to x=0.53 , that is , a lattice-matched 
composition. Since the growth thickness of the samples at around x=0.53 was almost same as 
the critical thickness calculated by Matthews and Blakeslee's force balance model [1 ], the lattice 
mismatch with InP substrates will be mostly accommodated by elastic strain. The residual 
elastic strain in the epilayers can be considered to shift the frequency of the GaAs-like LO 
phonon ， ωLO ， and the composition dependence on TMln may fluctuate. If we assume lattice 
mismatch to be perfectly accommodated by elastic strain , ê , the relationship between εand the 
frequency shift ~WLo is gi ven by 
Aωw 1 ( SII+ 2S12 ュ S11-2S12ι1 
1 .KH- .1¥.s 1 . ε 
ωw 3~ SII+S12 SII+SI2 ノ
(7-5) 
where S Iand S 12 are the elastic compliance constants and KH and Ks the hydrostatic and 
shear phonon deformation potentials [15]. Data provided by Inoshita [10] shows ωLO to be 
approximately proportional to x beyond 0.3 as 
ωw(cm-1 ) = 39.8x + 251.4. (7-6) 
From Eqs. (7-5) and (7-6) , we leam the e打or in the composition , ~x ， is proportional to the 
elastic strain. Therefore, the bending dependence shown in Fig. 7-17 cannot be explained just 
by the frequency shift by strain. The composition tends to be controlled automatically by the 
composition-latching effect toward InO.53Ga0.47As, lattice-matched to InP, on the compressive 
side. 
Figure 7-18 shows the growth rate of InxGal-xAs grown by PJE as a function of the 
TMln flow rate. Here, the growth rate was plotted by dividing the growth thickness per cycle 
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Figure 7-18. InxGal_xAs growth rate as a function of TMIn tlow rate. TMGa 
tlow rate was 40 sccm. InAs and GaAs growth rate were calculated from x value. 
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Figure 7-19. Dependence of In composition of InxGal_xAs on TMGa tlow 
rate under a TMln flow rate of 20 sccm. The group-III pulse duration was 2 s.
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rates below 1 ML/cycle. The InxGal-xAs growth rate was distributed into InAs and GaAs 
components , the results also being shown in the figure. The InAs growth rate in InxGal-xAS 
increases with the TMln flow rate. The GaAs growth rate does not remain constant despite the 
fixed TMGa flow rate. This implies that the Ga incorporation rate into epilayers is affected by 
the In atom concentration on the growth surface or by surface lattice strain. 
Figure 7-19 shows the variation of the In composition of epilayers when the TMGa 
flow rate was changed under a fixed TMIn flow rate. The composition of grown layers changed 
drastically from x=1 to about 0.56 below the small TMGa flow rate of 5.0 sccm due 1to the large 
vapor pressure ratio of TMGa to TMIn. Then , the composition almost saturated at x=0.53 
despite the increase in the TMGa concentration in the gas phase , indicating that a clear 
composition latching occurs on the tensile stress side. Although the mole fraction ratio of 
TMGa in the gas phase, [TMGa]1 {[TMGa]+[TMln]} , is from 0.952 to 0.996 in the data for 
Fig. 7-19 , the composition does not become Ga-rich. This indicates that the rnechanism 
determining the composition in P1E is very different from that in MOVPE [16]. 
Figure 7-20 represents the dependence of the growth rate on the TMGa flow rate. The 
growth rate nearly saturates at 0.65 ML/cycle above the TMGa flow rate of 20 sccm , as seen in 
GaAs PIE [6]. The composition latching in Fig. 7-19 occurs when group-lII metal coverage 
during the pulse duration is fractional. 
To confirm the self-lirniting growth rate, a distinctive feature of ideal PIE, we studied 
the growth rate and the composition dependence on the group-II pulse duration. The 
composition change is plotted in Fig. 7-21 and growth rate data is given in Fig. 7-22. The 
composition of InxGal_xAs does not depend on the group-III pulse duration above 2 s.The 
composition is mainly determined by the concentration of TMIn and TMGa. As shown in Fig 
7-22 , the growth rate tends to be self-limited when TMln and TMGa flow rates are set to 
deposit InO.53Ga0 .47As , but the reason for the imperfect lirniting for the InO.53Ga0.47As is not 
clear. On the other hand , the growth rate increases linearly with the exposure time for the 
epitaxial layers lattice-mismatched with InP substrates. The surface morphology became 
rougher for this case as the pulse duration increased. The result in Fig. 7-22 indicates that the 
self回limiting growth of InxGal-xAs by PIE is very sensitive to surface conditions such as latice 
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Figure 7-21. Composition of InxGal_xAs as a function of group-III exposure time. 
Open circles are data for TMln and TMGa f10w rates of 20 and 40 sccm. Solid 
circles are for TMln and TMGa f10w rates of 50 and 80 sccm. 
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Figure 7-22. Growth rate of lnxGal_xAs as a function of group-III 
exposure time. Flow rate conditions are the same as in fig. 7-21. 
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strain and the existence of c1usters. 
(b) TMln-TEGa system 
Next , we used TEGa as a Ga source. Figure 7・23 shows the dependence of the In 
composition on the TMln flow rate. Growth was at 3500C and 2.7x 103 Pa. The slope of the 
plot apparently changes at about x=0.53. Figure 7-24 is x versus the TEGa flow rate. Apparent 
composition latching was also observed in the TMIn-TEGa system. 
(c)AES αnalysis 01 com，μsition latching 
We also investigated the composition of the InxGal-xAs layer using Auger electron 
spectroscopy (AES). In this method, we don't have to pay attention to the strain effect in 
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measured AES intensity ration of GaJ As and InJ As on the TMln flow rate. The samples were X UO!l!SOdω00ωn!pUI 
the same as those shown in Fig. 7-17. We c1early observed the composition latching at a TMln 
flow rate of 20 sccm, in good agreement with the result in Fig. 7-17. However, it was difficult 
to deterrnine the absolute value of the composition because the relative sensitive factors (RSF) 
of constituent elements were ambiguous. Anyway , we confirmed the composition latching 
phenomena using AES as well as by Raman spectroscopy 
(d) Growth model 
The composition-latching phenomenon was first reported for the liquid-phase epitaxial 
(LPE) growth of InxGal-xP on GaAs [17]. It has also been observed for the LPE growth of 
InxGal_xAs on InP [18] as well as for other alloys. Few reports exist for vapor-phase epitaxial 
techniques , such as MOVPE [13 , 14]. The fact that clear latching occurs in growth by PJE 
implies that PJE growth proceeds under situations close to thermodynamic equilibrium like 
LPE. We thi叫く thatthe degree of supersaturation in the PJE growth environment, considered to 
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because of the inherent self-limiting deposition of group-III and group-V atoms. Therefore, the 
growth rate is so low that the thermodynamic equilibrium conditions are more likely to be X UO!l!SOdω00ωn!pUI 
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Figure 7-25. Dependence of AES intensity ratio of PJE-grown 




Tc: critical temperature 
for mi沿scib削lity gap 
Ts: growth temperature 
0.5 。
X of InxGa1_xAs 
Figure 7・26. Schematics of mixing fre energy for InxGa l_xAs in the regular solution 
approximation. Bolh stabilizing (Ts < Tc) and latching effects (Ts > Tc) can be deduced 
from thcse figure. 
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established at the interface. As proposed by Stringfellow [17] , we believe that the strain energy 
of epilayers due to lattice mismatch, GMst, must be added to the excess free energy of mixing , 
GMe, and this strain energy perturbs solid composition toward lattice match to mﾍnimize the 
total free energy of the solid phase in InxGal_xAs growth by PJE. The total excess free energy 
of epilayers , GMtotal , is written as , 
GUul=GL+GU+GF (7-7) 
where ﾜMdis is the contribution of dislocation energy due to the strain-relieving mechanism 
[19]. The most important factor of the strain energy can be expressed as [20] 
G~ =σ(さ)' (7-8) 
where as isa substrate lattice parameter and .1a isthe difference in lattice parameter between the 











where C is the interface shear modulus of the epitaxiallayer, v the Poisson ratio , and V m the 
molar volume of the layer. Although the value of GMst is about 10% of the excess free energy 
of mixing of unstrained layers, the strain energy has a major effect on the solid composition as 
calculated by Stringfellow [17]. Nahory et al. and Quillec et al. also reported that latching 
should be effective in the vicinity of the miscibility gap (Fig. 7-26) , where the change of total 
free energy with composition is so small that the strain energy dominates the solid composition 
[21 , 22]. Growth temperatures under which we found latching are in the predicted region of 
composition latching for InxGa l-xAs [22]. 
In PJE , growth is dominated by reactions at the gas-solid interface. For a binary 




Figure 7-27. Models of compositional latching phenomenon. Closed circ1es are 
As atoms, open circles Ga atoms , and shaded circles In atoms-R-represents 
radicals such as methyl. 
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of TMGa at the surface governs the growth kinetics , and verified that self-limiting growth can 
be well described by simple rate equations [6]. AJso in 1nxGal_xAs, growth kinetics will be 
mainly dominated by the adsorption , desorption , and decomposition rates of TM1n and TMGa 
molecules. However, unlike in the homoepitaxial system, surface lattice strain affects growth 
kinetics , especially in the composition deterrnination of thin InxGa l-xAs layers. As shown in 
Figs. 7-18 and 7-20, composition latching occurs at growth rates below 1 ML/cycle. The 
interfacial strain energy between two-dimensional group-II1 metal islands with fractional 
coverage on the As plane and the substrate will be important. 
At present, there seem to be two possible explanations for the latching phenomenon. 
Figure 7-27 illustrates the models. One explanation is that elastic strain energy , accumulated in 
the grown layer, directly affects the rates of TM1n and TMGa adsorption , desorption , and 
decomposition at the surface so that the lattice-matched surface layer of 1nxGal-xAs alloy is 
deposited (Fig. 7-27 (a). 1n the other model (Fig. 7-27 (b)) , the number of 1n and Ga atoms 
produced by TMln and TMGa pyrolysis are not changed by strain. The metal 1n and Ga 
overlayer will be reaπanged lattice-matched to minimize the interfacial strain energy. Excess 
atoms segregated on the growth surface may form clusters on the surface, or reevaporate by 
recombining with the methyl-radicals. The latter case seems to be the same situation in Fig. 7-
27 (a). More detailed studies are required to clarify what is the real mechanism of latching , and 
the relationship between self-limited growth and lattice strain requires further examination. 
7.3.3 lnGaAs on GaAs 
7.3.3.1 Growth behαvior 
We studied the PJE growth of 1nxGal-xAs on GaAs (001) substrates. Similar to the 
growth of 1nxGal_xAs on 1nP described in the previous section , we flowed the TMGa and 
TMIn mixtures and AsH3 alternately at 4700 C, just as in Fig. 7-16. Bath temperatures ofTMGa 
and TM1n were 3.0oC (79.8 mmHg) and -11.40C (0.1 mmHg). Flow rates of H2 through 
TMGa and 10% AsH3 were 40 sccm and 480 sccm. We changed the flow rate ofTM1n in the 
group-1II pulse to change the composition of 1nxGal-xAs. The number of repeated cycles of 
source gas supply was 707. We measured the total growth thickness using DEKT AK and 
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Figure 7-29. Growth thickness of GaAs and InAs in InxGal_xAs 
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Figure 7-28. Growth thickness and the composition of InxGal_xAs grown 









































evaluated the composition of InxGal_xAs grown layers using X-ray diffraction. Figure 7-28 
shows the experimental results for the group-III (TMGa and TMln rnixture) pulse durations of 
3, 5 , and 7 s.
In Fig. 7-29 , we have separated the InxGal-xAs growth thickness into the thicknesses 
of GaAs and InAs components , as calculated from the composition data. Note that the GaAs 
growth thickness in the InxGal-xAs alloy seems to be unaffected by the TMln f10w rate. 
Judging from the GaAs growth rate under the three kinds of group-III pulse durations , the TMGa + TMln flow 









with the increasing TMln flow rate. The surface morphology , as observed by Nomarski 
microscopy , became hazy as the TMln flow rate increased. This implies that indium 
incorporation into the InxGal-xAs layer rnight be restricted to below x=0.2, probably due to the 
thermodynamic mechanism, and that the excess In might be segregated on the growth surface. 
(a) 
7.3.3.2 Growth model 
Considering the above-mentioned growth behavior, a plausible growth model can be 
deposition wil1 occur preferentially in a two-dimensional manner with a monolayer coverage by In-rich 
InGaAs island ••• 
deduced (Fig. 7-30). As the first step during the exposure of TMGa and TMln mixtures, Ga 
TMGa on the As-terminated InxGal-xAs growth surface. At the same time the In atoms wi1l 
remain on the outermost growth surface. Then, the supplied AsH3 wil1 react with the metal 
overlayer, leading to the growth of a 2D InxGal-xAs layer. In this way , the se:lf-limited InxGa1 ・xAs
monolayer Ga deposition will be maintained even in the growth of InxGal-xAs alloy. This 
phenomena might occur in order to minimize the strain energy at the interface between the (b) 
epitaxial1ayer and the GaAs substrates. We speculate that only a small amount of In atoms is 
incorporated into 2D epilayers , and that its solubility is determined by the growth ter.lperatures. 
If the amount of deposited ln is beyond the critical solubility limit, the surface In atoms will be 
clustered to form 2D or 3D islands. These In-rich clusters will not be broken perfectly during 
AsH3 supply. Therefore, there is a possibility of forming the embedded In-rich small islands 匤 
Figure 7-30. Growth model of InxGa l_xAs growth on GaAs (01). 
the In-poorer InxGal-xAs matrix. 




Therefore, more studies are needed to understand the growth mechanism of this mismatched 
system jn detail. Recently it has been reported , however, that the growth of this material system 
















































xAs quantum dots are formed in a self-organized manner. This self-organization mechanism for 
































7.4 St，-，αined-Layer Superlattices 
Quantum wel1s and superlattice structures have provided the interesting and useful 
physical phenomena applicable to new devices. Besides the superlattices using lattice-matched 
systems , it is now recognized that strained-layer superJattices of lattice-mismatched materials 
havc great potential for device applications [23]. In this section , we report our results of making 
strained-layer superJattices (SLS) using P1E. We show that P1E has an excellent control1ability 
even when fabricating very short-period strained-layer superstructures. 
7.4.1 (1.れGaAs)(GαAs)/GαAs
Many researchers have tried to grow (InAs)(GaAs) short-period SLS using MOVPE 
and MBE [24, 25]. This is because the structure is useful for several electronic and optical 
devices. We have carried out many experiments to grow (InAs)(GaAs) SLS on InP (001) 
substrates using PJE. However, to date, we have not succeeded in making goodl periodic 
structures. We think that the principal reasons for this are (i) the difference in the appropriate 
。
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growth temperatures between GaAs and InAs , where the clear self-limited PJE growth occurs, 
(sJ!un .qJe) 向!suaJul
(i) the difficulty in achieving the coherent growth due to the large lattice mismatch (about 7%) 
between GaAs and InAs, and (ii) the occurrence of the fast exchange reactions between In and 
Ga at the near surface. 
We grew (InxGal_xAs)(GaAs) SLS on GaAs (001) at 470oC, where the In content of 
InGaAs is low. GaAs was deposited in a self-limiting manner. For InxGal-xAs growth , we 
used the growth conditions described in Section 7.3.3. Figure 7-31 shows the 28-8 X-ray 
237 236 
diffraction profile for 70 cycles of (InO.174GaO.826As)S(GaAs)s SLS. We observed weak 
satellite peaks as indicated in the figure , indicating the formation of a superlattice structure. 
Since the amount of Ga deposition is self-limited to 1 ML during the InxGa l-xAs growth, a 
cycle of InO.174GaO.826As growth co汀esponds to InO.21 IGal.OAs1.21 1 (0.211 ML InAs plus 1 
ML GaAs). Therefore , the growth thickness during a cycle of InO.174Gao.826As growth should 
be 0.347 nm and the period of the grown superlattice should be 3.148 nm according to a simple 
Vegard's law calculation. On the other hand, the experimental period of the superlattice, L , can 
be determined to be 3.269 nm from the spacing of the satellite peaks according to the fo口nula:
λ L= 
sin () + I -sin e -I (7-10) 
where λis the wavelength of Cu Kαline (0.15405 nm) and the 8+1 , 8-1 are the diffraction 
angles of satellites corresponding to + 1 and -1 orders besides the strong main peak. This 
experimental superlattice period is in good agreement with the calculated one. Thus., the good 
control of (InxGal-xAs)(GaAs) SLS growth can be achieved in PJE. 
ス4.2 (InAs)(lnP)/lnAs 
In this section, we describe in detail the growth and characterization of (InAs)(lnP) 
strained-layer superlattices (SLS) on InAs (001) substrates [26]. While much attention has been 
paid to the InAs/GaAs system, the InAslInP strained-layer system also has great potential for 
electrical and optical applications [27 , 28]. (InAs)(lnP) short-period strained-layer superlattices 
were successfully grown by PJE for the first time using TMln, AsH3 and PH3 as sources. We 
tried to grow (InAs)m(lnPh (m=2-4) structures on InAs (001) substrates at 3650C. Structural 
characterization was performed using X -ray diffraction measurements and many satellite peaks 
confirming the formation of designed superstructures were detected. We clarified that selfｭ
limiting growth stilI exists at the InAslInP heterointerfaces. Results indicate that, despite the 
3.2% lattice mismatch , PJE forms the growth layer-by-Iayer from the first layer of 





Growth experiments were done in a vertical, low-pressure MOVPE system equipped 
with a chimney reactor, where reactants flow up perpendicular to the substrate surface. The In 
source used was TMln , while the As and P sources were 10% AsH3 in H2 and 20% PH3 in 
H2 ・ The bath temperature of TMln was kept at 27.1 oC (T恥l1n vapor pressure: 3.0 mmHg) 
throughout the experiments. Each reactant \\:,as sent sequentially with H2 carrier gas into the 
reactor, separated with a 0.5 s H2 purge pulse, through a computer-controlled fast-switching 
manifold. The total flow rate was 2.0 slm (standard liter per minutes) and the growth pressure 
was 15 Torr. For structural analysis of the grown superlattices, an X-ray diffractometer was 
used with Cu Kαーradiationmonochromized by a graphite crystal. 
7.4.2.2 InAs and InP homoepitaxy 
First, we studied the growth conditions contributing to the self-limiting growth of InAs 
and InP homoepitaxy. Figure 7-32 shows the InAs and InP growth rate dependence on the 
TMln pulse duration. Clear self-limited InAs growth was observed both at 3500C and 3650C. 
The InAs growth rate during a cycle of source gas exposure saturated at a 1 恥1L thickness 
(0.303 nm) , and the rise time of the growth rate decreased as the growth temperature increased, 
just as in GaAs PJE [6]. InP growth was self-limited at 3500C with a saturation value of about 
0.5 ML (0.147 nm) , as has been previously reported [9]. The surface morphology of the InP 
epilayers was rough when grown at 365 0 C, probably due to the thermal degradation of the 
layers during growth , since the growth temperature is beyond the congruent evaporation 
temperature (3630C) of InP [29]. 
ス4.2.3lnAslInP short-period superlattices 
Next , we grew (InAs)(lnP) short-period strained-layer superlattices under the growth 
conditions where the InAs homoepitaxy is self-limited. Three types of samples , (InAs)2(1nP) 1, 
(lnAs)3(InP)l and (InAs)4(1nP) 1 , were prepared at 3650C using PJE on InAs (001) substrates 
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Figure 7-33. X-ray diffraction profiles for (a) (InAsh(InP) 1, (b) (lnAs)3 (InP)j , and 
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Figure 7-32. Growth rate of PJE-grown InAs and InP as a function of TMln puIse duration. 
TMln mole fraction was 5.9xl0-5 for InAs growth and 1.2xl0-4 for InP. AsH3 pulse was 10 s 
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TMln and PH3 exposure cycle, substrates were exposed to two cycles of gas pulses 1:0 deposit 
1 ML InP. The mole fraction and pulse duration ofTMln for the InP growth was 5.9x10・5 and 
12 s, just as for InAs growth. The AsH3 exposure time was 10 s with a mole fraction of 
1. 25x10-2, and the PH3 exposure time was 15 s with a mole fraction of 4.0x10-2. The H2 
purge time for each reactant was 0.5 s. The number of superlattice periods was 120 for 
(InAs)2(InP) 1, 90 for (InAs)3(lnP)] and 72 for (InAs)4(InP) 1. Therefore , the total thickness of 
the grown layers was about 108 nm. Although the InP homoepitaxial growth posed some 
problems at 3650 C, as mentioned above, the surface morphology of (InAs)(InP) superlattices 
was good except for a crosshatched pattern. This pattern was probably due to misfit 
dislocations in the grown layers , and could be observed on the surface using a Nomarski 
microscope. The density of the crosshatched pattern decreased as the As composition increased, 
and few patterns were observed on the (InAs)4(InP) 1 surface. 
The structural quality of samples was studied by measuring the X-ray diffraction. 
Figure 7-33 shows the 8-28 X-ray diffraction profiles. Numerous diffraction satellites were 
detected, confirrr?g the fo口nation of superstructures. The angles of the satellites' peaks agree 
well with those anticipated from Bragg's law. This result indicates that the superlattices have a 
good structural quality with abrupt InAslInP heterointerfaces , and that despite the 3.2% lattice 
mismatch at each interface , we can use PJE to control the growth two-dimensionally even from 
the first layer of heterointerfaces. 
The experimental periods of superlattices and the average lattice constants of the grown 
layers are summarized in Table 7-5 , and compared to the designed values calculated under 
strained and unstrained conditions. The experimental periods were deduced from the satellite 
peaks' spacing according to the Eq. (7-10) , and the experimental average lattice parameters 
were from the angles of strong 6th, 8th, and 10th diffraction peaks shown in Fig. 7..33. Here, 
the lattice constant along the growth direction under the strained condition was calculated using 
the relationship: 
l1a Cl I ( l1a上 l




Table 7-5: List of experimental superlattice periods (L) and average latice paramcters (d) , 
compared with expected values under strained and unstrained conditions. 
Experimental 
Designed 
Structures Strained Unstrained 
L (ﾂ) d (λ) 
(InAs )2(InP) 1 9.04 5.95 
(InAs )3(InP) 1 11.80 5.97 









L(λ) d (入) L(λ) 
8.89 5.93 8.99 
11.92 5.96 12.02 











Figure 7-34. Schematics of unstrained and strained epitaxial layers 






where as is the latice parameter of the substrate , ~a is the difference in unstrained latice 
parameters between epilayer, ao, and substrate , as. ~α上 is the difference in lattice parameters 
between the deformed epitaxiallattice parameter along growth direction , ao', and as (see Fig. 7-
34). Cll and CI2 are the elastic stiffness constants for InAsxPl-x epitax?llayer and these 
values are calculated by using the values for InP and InAs , adopting Vegard's law. 
The experimental average lattice parameters are well consistent with the caIculated 











strained values , where the tetragonal distortion [30] of the grown layers due to the latice 
mismatch with InAs substrates is taken into account, rather than the expected unstrained latice 
parameters. This implies that the lattice mismatch between epilayers and substrates is 
accommodated almost elastically. The experimental periods of superlattices are nearly consistent 
with those calculated for strained cases , assuming the elastic accommodation of epilayers w?h 
InAs substrates. The small difference between the experimental and expected periods may be 
due to the lattice distortion resulting from a 3.2% mismatch between InAs and InP. Anyway , 
the superlattices are well controlled by P1E. 
To study the self-limiting growth during the fabrication of strained-layer superlattices, 
we varied the TMln pulses duration (t刊11n) for the InP growth cycle and examined the change 





。superstructures as a function of tTMln. As illustrated inset, the gas sequence employed here 
tTM1n consisted of 4 cycles of InAs growth and 2 cycles of InP growth. The periods were determined 
by the satellite pe品。， spacing in the x-ray diffraction data. The superlattice periocl seems to 
Figure 7-35. Periods of superlattices as a function ofTMln pulse duration during InP growth cycles. 
Thc periods were dctennined from the spacing between 4th and 6th satelite peaks. 
saturate with lTM1n above 10 s, resulting in a (InAs)4(InP) 1 structure. This ind?ates that the In 
deposition reaction by TMln decomposition at the surface is self-limitecl from the first layer of 
heteroepitaxy. Since the growth thickness of InP is below 1 ML for TMln pulses shorter than 
10 s, the period of the grown superlattices is shorter than the saturatecl value. The self-limit?g 
growth obtained here allows us to fabricate the desired structures without the need of prec?e 
control of the group-III sources as would be needed in MOVPE ancl MBE. 
Thus, we studied the growth conditions of InAs and InP P1E, and applied them to the 
fabrication of (InAs)(InP) short-period strainecl-Iayer superlattices. (InAs)m(InP) 1 (m=2-4) 
were successfully grown by PJE on InAs (001) substrates. The structural structures 
245 
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characterization was done by measuring the X-ray diffraction and we observed many satelite 
peaks resulting from the superstructures. We confirmed that self-limiting growth stil exists at 
the InAslInP heterointerface. These results indicate that, despite the large lattice mismlatch , PJE 
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method of fabricating structures having atomically controlled heterointerfaces. 
7.4.3 (GαP)(GαAs)IGaAs 
As reported in Section 7.2.1 , we can successfully grow GaAs/GaP and GaP/GaAs 
we successfully fabricated the short-period SLS of using PIE. Using these results , 
(GaAs)(GaP) on GaAs (001) substrates [31 , 32]. The growth was carried out at 5000C and the 
obtained results were similar to the (InAs)(InP) SLS described in the previous section. The 
structural results 紅色 however， better than those for (InAs)(InP) SLS. The results are repo口ed
in the next chapter. 
7.5 Fabricαtion ofShαrp Heterointeγfαces by PJE 
In this section , we describe the key points in fabricating the atomical1y abrupt 
hetcrointerfaces using P1E [33]. 
The fabrication of ultrafine semiconductor structures such as quantum wells, wires and 
dots strongly requires an atomic-scale 時controllable growth technique. PJE is one of the 
candidates because semiconductor materials can be prepared layer-by-layer due to the inherent 
self-limiting growth [5 , 6]. However, the present status of PJE is not adequate for making such 
(SI!Un .qJe) ﾁI!SuaIUI nanostructures. This is because our currently incomplete understanding of the PJE growth 
mechanism limits our ability to use it for making atomically controlled heterointerfaces [26, 31]. 
In PIE, which is based on low-pressure MOVPE , growth can be halted after group-V or group-
II supply by purging the source gases from the reactor with H2・ Any changes in the growth 
surface during these halts have previously been ignored. We found , however, that , especially 
on the group-V -terminated surface , the stoichiometry changes dynamically during H2 
247 
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purging due to the preferential desorption of group-V atoms from the outermost surface. This 
Table 7-6: Structural parameters of superlatticcs grown under several H2 purge conditions. For a scrics 
of changing post-AsH3 purge, post-TMln H2 purge was 0.3 s. For a series of changing post-TMIn 
purge, post-AsH3 H2 purge was 0.3 s. 
decreases the InAs and InP growth rates during gas exposure. These results were described in 
Chapter 6. Here , we show that the desorption of the outermost group-V atoms causes a 




disparity in the designed structural parameters of InAslInP short-period strained-layer 
superlattices (SLSs). Arsenic and phosphorous desorption also deteriorates the sharpness of the •• • Time 
InAs/lnP heterointerface, which we observed in an ultrathin InAslInP single quantum well 
purge duration after forming the group-V -terminated surface is very powerful. This is because 
the desorption of group-V atoms from the growth surface is prevented. 
Post-AsH3 
purge time (s) 
Superlattice periods (λ) Post-TMln purge time (s) Superlattice periods (入)
7.5.1 lnAslInP short-period superlattice 0.3 18.05 0.3 
We grew very short-period SLSs to ascertain P1E's effectiveness in mak:ing artificial 3 17.54 3 
superstructures. We reported details of the experimental conditions previously. We grew 
5 17.32 5 
(InAs)4(InP)2 SLSs on InAs (100) substrates at 380oC. S匤ce the InP growth thickness was 
expected to be 0.5 ML during one TMln and PH3 exposure cycle, we i吋ected four gas pulse 7 16.95 7 
cycles to deposit 2 MLs of InP. The number of SL periods was 60. We measured the 8-28 x-
18.05 
18.09 
ray diffraction profile of (InAs)4(InP)2 structure grown with H2 purges after TMln , AsH3 , and 
PH3 pulses of 0.3 s (Fig. 7-36). Sharp, intense diffraction peaks were observed , with the 
In Table 7-6 we have compared the structural parameters of some SLSs rnade with 
(1 00) , (500) , (700) , (ilOO) , and (1100) peはs indicating satellites , confirming the fOImation of 
superstructure. Although SLSs with much longer periods grown by other methods have been 
reported [34-36] , this is the first time, to the best of our knowledge , that the st印cture with such 
an atornic-scale period has been made artificially in this InAslInP system with a lattice rnismatch 
of about 3.2%. Thus , P1E has a superior ability to grow SLS. 
several post-AsH3 and post-TMln H2 purge times on the fabrication of InAs layers. We 
deduced the experimental periods of the SLS from the spacing between the 5th and 7th satellite 
peaks. The 18.05 入 period for the SLS with the 0.3 s post-AsH3 purge agrees wel1 with 17.99 
Å, calculated by assurning that the lattice rnismatch between the epilayer and InAs substrate is 
relaxed by generating misfit dislocations. As the post-AsH3 purge time increased, the SLS 
Figurc 7-37. Nomarski photographs of supcrlatticc surfacc mo中hoJogics. M arkcr rcprcscnts 50μm. 
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We studied the surface morphologies of the SLS grown with post-AsH3 and post-T恥l1n
••• 















purges of 5 s (Fig. 7-37). The post-AsH3 samp]e (Fig. 7-37 (a) had a rough surface , while the 
post-TMln sample (Fig. 7-37 (b)) had a surface morphology as good as the sample with a 0.3 s 















at the interface between the SLS and InAs substrate [37]. 
Experimental results indicate that suppressing desorption of the group-V atoms is 
important for fabricating SLSs with the designed structural parameters using PJE, and that the 
post-Tïv位npurge time at 3800C need not be precisely controlled. 
7.5.2 InAs/lnP single quantum well 
To measure the abruptness of InAslInP heterointerfaces grown by PJE , we grew 
ultrathin , strained InAslInP SQWs on InP (100) substrates at 5000C and measurecl their PL 
spectra. The emission energy and its full-width at half maximum (FWHM) reflect the 
compositional profile at the heterointerfaces for these SQWs. In Fig. 7-38 (a) we show the gas-
switching procedure in our growth process. To clear the difference in the procedures between 
the conventional MOVPE and ours , the gas switching procedure in MOVPE is a]so shown in 
Fig. 7-38 (b). We grew InP barriers by MOVPE and the InAs quantum well by PJE. Although 
ωε
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the PJE windows become very naπow at 500o C, we observed self-limiting deposition of In at 
TMln pulse durations of around 1 s.The source gas sequence for nominal l-ML-thick 
li i (ヨd^OW) dUI i 
InAslInP SQWs was as follows: TMln+PH3 (24 min)/ PH3 (10 s)/ H2 (0.1 s)/ TMln (1 s)/ H2 
(0.5 s)/ AsH3 (10 s)/ H2 (t])/ TMln (1 s)/ H2 (t2)/ PH3 (10 s)/ TMln+PH3 (12 min) , where t1 
。。』コ
a
and t2 were varied. The InP upper and lower barriers were 100 nm and 200 nm thick. The mole 
①① fractions of TMln and AsH3 were 2.95xl0-
5 and 1.25xlO-2. We changed the post-AsH3 and 
post-TMln H2 purge times , t1 and t2, and studiecl their effect on the PL prope口ies.
N 
Z We measured the 4.2 K PL spectra from nominal l-ML-lnAslInP SQWs, varying tl 
from 0.1 to 30 s (Fig. 7-39). We ascribecl the PL of the lowest spectrum to exciton 
recombination because of the narrow FWHM of 8 me V and the linear dependence of its 
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intensity on the excitation power. The PL emission peak shifted to higher energies and its 
intensity gradually decreased with the increasing t]. An unexplained shoulder appeared on the 
Gas switching in MOVPE 
lower energy side of the main pe討( for a longer t1. 
The wavelength of the emission peak and its FWHM changed as t 1 and t2 were changed 
(Fig. 7-40). The peak wavelength was less affected by t2 than tl , and FWHM increased with 
increasing t1 , but was steady at about 8-9 meV for the SQW with a t2of 0.1 to 30 s. 
Blue shifts in the emission peak caused by increasing t1 (Fig. 7-40) may result from the 
Time compositional change of the InAs well into InAsxP L-x alloys. The vacant sites made by the 
desorbed As are fiUed with P atoms during the next PH3 exposure. This situation is 
PH3 
schematically shown in Fig. 7-41. The relationship between the emission energy and the 
composition of InAsxPl-x well was calculated by Schneider et al. [38] , and our results are 
qualitatively consistent with theirs. The dependence of the FWHM on t L indicates that the 
InAslInP interface quality is better for short post-AsH3 purges. However, the quality does not 
seem to be affected by the H2 purge time after fo口ning an In adlayer, even though the emission 
peak is shifted toward higher energies. The FWHM of 8 me V for a 0.1 s post-AsH3 purge is 
AsH3 
the best result reported so far for nominal 1-恥1L-thickInAslInP SQWs grown by other methods 
[39-42]. This indicates that the InAslInP interface grown by PJE becomes atomically abrupt 
and that the post-AsH3 H2 purge time must be kept short to make the best use of the PJE. 
PH3 Thus, as pointed out in the previous chapter, the PJE of II-V compounds has a basic 
problem of group-V desorption because its gas sequence has a period without group-V 
overpressure. InAs and InP growth rates decreased when the H2 purge time after supplying the 
corresponding hydrides increased. These results imply that the surface stoichiometry of groupｭ





Figurc 7-38(b). Gas-switching proccdure for rnaking InAslInP SQW using MOVPE. 
and InP growth. This is due to desorption of the As and P atoms from the outermost surface. 
The decrease in the growth rate was consistent with the selective adsorption model we proposed 
previously. Ideal InAs and InP homoepitaxial growth was attained by shortening the post-AsH3 
and post-PH3 purge times. For InAs/lnP short-period SLS fabrication , the experimental SLS 
periods differed from the designed value and the surface morphology was degraded for longer 
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SQW, we found evidence that arsenic adsorbed from the InAs surface during the post..AsH3 H2 
purge. We found that PJE can produce atomically-abrupt heterointerfaces such as InAsfInP, 
with a lattice mismatch of about 3.2%. Gas switching, especially from group-V to group-III, 
must be short to m心くe an abrupt interface using PJE. 
7.6 Summαη 
In this chapter, we introduced some experimental results on heteroepitaxial growth 
using PJE. First, we described the heteroepitaxy of PJE between binary compounds , where the 
thickness of the epitaxiallayer is beyond the so-called "critical thickness". We systematicalIy 
studied how the self-limiting behavior is affected by the lattice mismatch (or the strain) and by 
the difference in surface free energy between the substrates and epitaxiallayers. 
Next, we studied the heteroepitaxy of ternary materials such as InGaP and InGaAs. 
Unlike the simple homoepitaxial growth of binary materials , we observed several novel 
phenomena: In segregation toward surface due to immisibility of In and Ga, and compositional 
latching. In addition, although it has not been confirmed yet, there seem to be severe exchange 
reactions which collapse the achievement of short periodicity of the superlattices at InAs/GaAs 
or InP/GaP heterointerfaces. These complicated phenomena wiU be derived from the surface 
strain due to the lattice mismatch between the growing uppermost epitaxial layers and 
subsurface layers. In spite of the complicated reactions at the surfaces and heterointerfaces , we 
observed the successful growth of short-period super1attices in (InAs)(InP) , (GaAs)(GaP), and 
(InxGaI-xAs)(GaAs) systellls. Thus , in some heteroepitaxial systems we showed tha.t PJE is a 
powerful method to obtain the atomically controlled heterointerfaces. 
Our understanding of the heteroepitaxy in PJE is stiU at the phenomenologica.l stage. To 
systematically understand our experimental results and their growth mechanism, we have to 
continue further study on the basic surface reactions and surface structural change including the 
strain accommodation. 
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Thus far in this thesis, we have reported the basic growth behavior for several materials 
and the related growth mechanism of PJE. One of the goals of developing such a new growth 
technique is to improve the conventional growth process for making device structures or to 
enable us to make novel device structures. Therefore, it is important to try to use the PJE in 
practical applications. Since ALE was invented by Suntola [1] , an industrial application has been 
found in the electrolurninescent panels , using the ALE of I-VI materials and dielectric films [2]. 
However, to date , its application in devices using II-V compounds grown by ALE has stiU 
been limited [3-5]. 1n this chapter, we report our attempts at applying PJE to practical device 
processes [6]. 
PJE uses a modified , low-pressure MOVPE. Therefore , it can be used in growing 
several III-V materials containing arsenic (As) and phosphorus (P). PJE is also expected to be 
suitable for mass production because MOVPE can be perfo口nedin the same reactor, by simply 
changing the supply sequence of the source gases. PJE stil has some problems to be overcome 
from the viewpoint of basic growth technology. For instance, the relatively low electrical and 
optical quality of the grown layers compared with those prepared by MOVPE or by MBE, the 
slow growth rate , and the uncertain way of growing ternary or quatem紅y materials in a self-
limiting fashion remain as unsolved problems. However, we believe it is significant to test our 
new growth technique in device processes. We aim to ascertain the possibility of applying PJE 
to device processes, or to reveal the unknown problems conceming device fabrication. 
First in this chapter, we briefly summarize the growth results of PJE. Then , we describe 
several rn句 or sets of factors applicable to device fabrication: thickness and interface 
controllability , doping and low-temperature growth, and selective epitaxy. We explain each 
factor and show typical results. To clarify PJE's ability of growing uniform epilayers , we 
259 
Table 8-1: Summary of PJE results for several III-V compound semiconductors. 
compare the thickness profile of GaAs between PJE and MOVPE. As another example, We 
show the fabrication of GaAs/GaP superlattice structures with abrupt heterointerfaces , indicating 
the excellent thickness and interface controllability of PJE. In the doping section, we show the 




temp. (OC) Sources 
500 T恥1Al + AsH3 
500 TMGa + AsH3 
500 TMGa+ PH3 
350 TMln + PH3 




where both materials were grown by PJE. For an explanation of selective epitaxy , we compare 
GaAs 
the growth behavior of GaAs between PJE and MOVPE. In the final section of this chapter, we 
transistors (HBT) where a p+-doped, thin InGaAs base layer was grown by PJE, utilizing the 
GaP describe the a few practical application of PJE. One is the use of PJE to form the low resistance 
ohmic contact layers. We show two kinds of structures for non-alloyed contacts; (i) n+- InP 0.5 
InAslInxGal_xAs/GaAs graded-composition layer and (i) n+-GaAs selective regrowth layer. 
Another practical use of PJE is the fabrication of InO.53Ga0.47AslInP heterojunction bipolar 
InAs 
high-concentration doping and low-temperature growth. 
8.2 Summary of P JE 

















grew five kinds of serniconductor materials in a self-lirnited manner, using trimethyl compounds 
of group-III atoms and hydrides (AsH3 or PH3). The large difference in the appropriate growth 
temperatures of TMGa and TMln. The self-lirniting growth rates also differ among materials. 
This is closely related to the growth mechanism for the individual materials. The saturated 
growth rate is probably determined by the stable surface reconstruction and the surface 
stoichiometry of each material in the growth environment. Detailed growth conditions and the 
f汗広ずで~
\ミーとJ
growth mechanism have been previously reported in Chapters 3 and 4 [7-11]. 。圃32 圃24 ・16 ・8 。
Position (mm) 
8.3 Elemental Factors Applicαble to Deνice Process 
Figure 8-1. Comparison of thickness variations of GaAs epitaxiallayes grown by PJE and MOVPE. 
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8.3.1 Thickness uniformity 
(GaAs)1(GaP)1 (200) 
primary features is its exceptional thickness and interface controllability. Figure 8-1 compares 
the thickness variation of GaAs epitaxial layers grown by PJE and MOVPE on 2-inch wafers 
C
コ
x 100 (400) PJE exhibits some impo口ant basic features useful in device fabrication. One of P1E's ? ?
[8]. The growth thickness was normalized with the thickness at the center of wafers. 1n this .p I (GaAs)2(GaP)2 




experiment, we perfo口nedPJE and MOVPE in the same reactor without rotating the substrates. 
TMGa and AsH3 were used as sources in both MOVPE and PJE. The wide variat:ion in the 
〉恒一
MOVPE profile probably reflects the gas flow pattem in the reactor. This is because growth is 
ω 
~ I (GaA's)3(G~P)3 
相 I ' 'v' 'v (600) 
c: I (100) 
(1200) 
x5 control1ed by the "mass-transport-limited process" in MOVPE. 1n contrast, the thickness 
thickness measurement using a stylus profilometer (DEKT AK). Thus , the inherent self-lirniting 
x 100 
variation of the PJE-grown layers was within 1.5% , which was comparable to the accuracy of 
nature of PJE enables us to grow extremely uniform epitaxiallayers automatically over most of 。 10 20 30 40 50 60 70 
28 (degrees) the substrate surface. 
8.3.2 Interfiαce controllability Figurc 8-2. X-ray difraction prot?es of (GaAs)m(GaP)n straincd-Iaycr supcrlatticcs. 
PJE can maintain self-limiting growth even in the case of some kinds of 
heterostructures. 1nAslInP and GaAs/GaP are the systems where self-limiting works wel1 at the 
strained heterointerfaces [1 2, 13]. Therefore, it is considered that we can make atornic,ùly abrupt 
ln Fig. 8-3 , we showed a (110) cross-sectional high-resolution transmission electron 
. /GaAs 
… -""GaP 
interfaces without any need for the precise control of growth. Figure 8-2 shows the X-ray 
diffraction profiles for the three kinds of GaAs/GaP short-period strained-layer superlattices. 
The samples were grown on GaAs (001) substrates at 5000C using TMGa, AsH3 , and PH3 ・
The growth conditions have been reported in detail [13]. We observed numerous satellite peaks 
The angles of the satellites agree with those calculated using Bragg's law. 
microscopy (TEM) image of (GaAs)4(GaP)2 short-period strained-layer superlattice [14]. 
Despite about a 3.6% lattice rnismatch at the intertaces between GaAs and GaP, the th昱kness of 
each layer and heterointerface were well controlled. The results in Figs. 8-2 and 8-3 indicate that 
the self-lirnited, monolayer growth is not just an average value , but that the growth is really Figurc 8-3. (110) cross-scctional TEM imagc of (GaAs)4(GaP)2 supcrlatticc. 
controlled layer-by-layer on a monatornic scale. 
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8.3.3 Band engineering 
We have already confirrned the successful fabrication of a (GaAs) 1 (GaP) 1 superlattice 
by X-ray diffraction [13] , TEM [14J , and Rarnan scattering [15]. Figure 8-4 shows the 
photolurninescence (PL) spectrum at 4.2 K obtained frorn a (GaAs) 1 (GaP) 1 superlattice grown 
on GaAs (001). We observed a strong, new e11ﾚssion at 入=700 nm, which was not observed in 
the GaAso.5PO.5 alloy and (GaAs)n(GaP)n (n~2). Detailed analyses of the optical transition of 







700 nm was seen to be the direct excitonic recombination [16 , 17]. Since the GaAso.spo.s 
ternary alloy has an indirect band structure, this result indicates that the forrnation of the 
monolayer superlattice has produced a direct band structure. The direct band gap of 
(GaAs)t (GaP)1 , if coherently grown on a GaAs (001) substrate, has been predicted by Dandrea 
et al. [18J Our result experimentally proved the theory for the first time. This is a good example 
in which the superior thickness and interface control by PJE produced the unprecedented , 
- ノ仁
exciting materials with new band structures. 
800 900 8.3.4 1ρw-temperature growth αnd high-concentration doping 
Wavelength (nm) 8.3.4.1 Se doping into GaAs 
Growth can be carried out at relatively low temperatures by PJE. Since PJE uses pure 
surface reactions , there is no need to activate gas-phase chemical reactions. The surface 
Figure 8-4. PL spectrum from a (GaAs) 1 (GaP) 1 superlattice grown on GaAs (001), measured at 4.2 K. migration of the adsorbed species , especially group-III species , might be enhanced by alternate 
supply of sources just as in migration-enhanced epitaxy (MEE) [19]. Because of these reasons , 
we can obtain smoother and superior epitaxial layers even at low growth temperatures. 
Considering the growth temperature dependence of selenium (Se) doping into GaAs , the doping 
concentration generally increases when the temperature decreases [20]. Therefore, PJE al10ws 
us to achieve high-concentration n-type doping of Se into GaAs and lower redistribution of the 
impurity atoms. Figure 8-5 shows the room temperature (300 K) electron concentration and the 
Hall mobility of Se-doped GaAs as a function of the i吋ectedH2Se mole fraction in the reactor. 
These data were measured from the Se-doped GaAs epilayers grown on the semi-insulating 
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Figure 8-5. Carrier concentration of Se-doped GaAs grown by PJE as a function ofH2Se mole fraction. 
266 
(001) GaAs substrates , using Van der Pauw's method. The gas sequence for the growth of 
GaAs was 2 s T恥1Ga， 0.5 s H2 purge, 5 s AsH3 , and 0.5 s H2 ・ The partial pressures of T恥lGa
and AsH3 in the reactor were 2.1 Pa and 64 Pa. The thickness of epitaxial1ayers was 100 nm. 
For doping, H2Se was supplied continuously throughout the growth. Itshould be noted that the 
maximum electron concentration obtained is as high as 1x1019 cm-3. Inaddition , the surface 
morphology of al the Se-doped GaAs was specular. More detailed Se doping results of PJEｭ
grown GaAs have been reported elsewhere [21]. 
8.3.4.2 Be doping into /nGαAs 
Lowering the growth temperature is very effective in doping the elements of high-vapor 
pressure, and is also effective in suppressing the solid diffusion of the dopants. In addition , the 
two-dimensional growth mode of PJE makes the surface morphology very smooth at low 
temperatures. Thus, these two features seem to be very useful for growth of extremely highly 
doped layers with good surface morphology. These features are attracti ve for making 
InO.53Ga0.47As江nP HBTs , where the growth of heavily p-type doped, thin InO.53Ga0.47As with 
good crystalline quality is a key to success. Generally the p-type dopants such as zinc (Zn) and 
Be have a serious problem in that they easily diffuse among the 11-V crystals. In spite of the 
prornising behavior of carbon (C) acceptors in GaAs due to their small diffusion coefficient and 
high-concentration doping [22-24] , its electrical activation efficiency is limited to be low , and is 
unstable in InO.53Gao.47As due to the deactivated mechanism by the incorporated hydrogen (H) 
atoms in the crystal [25 , 26]. Therefore, the lowering the growth temperature seems to be a 
unique way to reduce the redistribution and increase the doping level for acceptors in 
InO.53Ga0.47As [27]. In this section , we show the PJE growth of InO.53Ga0.47As and the Be 
doping into InO.53Gao.47As layers. The results of HBT will be reported in a later section. 
The growth kinetics of PJE-InO.53Ga0.47As and the detailed growth conditions have 
been reported previously [28 , 29]. InO.53Ga0.47As growth by PJE was done at as low as 350oC, 
using TMln , TEGa, and AsH3 ・ TMln with TEGa , and AsH3 were alternately supplied as 
shown in Fig. 8-6. As a source of Be, we used diethylberyllium (DEBe) [30]. We could not 










F?ure 8-6. Gas sequence to grow InGaAs and the Be doping tirning. 
FE 1020 f 陥As:Be
~ r- 300 K 






(A) (8) (C) (0) 
DEBe supply timing 
Figure 8-7. Carrier concentration of Be-doped InGaAs grown by PJE under 
different doping tirnings. 
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growth of InO.53Ga0.47As cannot be regarded as the real P1E. We can , however, expect the 
advantage mentioned above , similar to the real P1E with self-limiting. We believe that such a 
川quasi-P1E (ALE)" technique is technically important. 
Nishizawa et al. have carried out detailed studies on the gas sequence for impurity 
doping in GaAs grown by molecular layer epitaxy [31]. AIso in our P1E, we can select several 
doping timings. We studied the appropriate timing of DEBe i吋ection to clarify ways of making 
Be doping more efficient [29]. Figure 8-7 shows the carrier concentration of Be-doped 
InO.53GaO.47As grown by P1E for different doping timings. We found that a high carrier 
concentration was obtained, except when supplying DEBe with TMIn and TEGa. 
Be atoms occupy the group-III sublattice sites of InO.53Gao.47As crystal, so it is strange 
that Be is less efficiently incorporated during the T恥1In and TEGa exposure. This is probably 
due to the competitive adsorption process of DEBe at the growth surface. There is almost no 
difference in the carrier concentratﾎon among the other three types of doped timing. This implies 
that the Be incorporation by DEBe pyrolysis is not sensitive to the kinds of surface terminated 
atoms. We illustrated each situation of DEBe doping in Fig. 8-8. In P1E , the impurity 
incorporation would be controlled by surface adsorption , desorption , and decomposition 
kinetics of dopant sources. In timing (C) , the competitive adsorption occurs among DEBe , 
TMIn, and TEGa. The number of gas-phase TMln and TEGa molecules is much larger than that 
of DEBe. In addition , the adsorption lifetime of TMln and TEGa is expected to be longer than 
that of H2 or AsH3 ・ Therefore ， from a statistical viewpoint, the T恥un and TEGa always cover 
the surface lattice sites, so the sticking probability of DEBe on the surface will be very small. 
This is the reason for the low Be doping level at the group-III exposure period. In contrast, in 
other tirnings , the Be doping level was the same. This is because the surface lifetimes of AsH3 
and H2 will be so short that the surface lattice sites have a high probability of occupancy by 
DEBe. Therefore, the doping level will be high. 
We found that the surface mo中hology of Be doped InO.53Ga0.47As layers depended on 
the doped timing. Figure 8-9 shows the growth surfaces doped with H2 purge (timing (B)) and 
with AsH3 (timing (A)). Although the carrier concentrations were almost the same, a difference 
in surface morphology was observed. The surface became rough when the DEBe was supplied 
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Figurc 8-8. I1ustration of Bc doping by DEBc under dillcrent timings. In (A) and (B) , DEBe will stick on 
top of surface As atoms and occupy the group-III sublattice sitcs. In(C) , adsorption of DEBe will be 
supprcssed duc to thc compctition with TEGa and TMIn. Only DEBe at the vacant group-III sublattices wil 
bcIncorporated.In (D) , DEBC WIl l bc adsorbed on the surface and occupy the vacant, SUrface group-111 
latticc sitcs. Be might be rcmaincd on the group-III surfacc and bc incorporatcd after the next As supply. 
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1021 
Figure 8-]0. Hall mobilitics as a function of carrier conccntration in Be-doped lnGaAs 
grown by PJE. The result rcported for GSMBE is indicatcd by thc soJid line. 
Figurc 8-9. Surfacc morphologics of Be-doped InGaAs. 
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for H2 purge durations. We always obtained good surface morphology when the DEBe was 
supplied during the AsH3 period. The reason for this result is stil unclear. 
Figure 8-10 shows the Hall mobilities of p-type InO.53Ga0.47As as a function of the 
carrier concentration. Compared to the results in which Be was doped continuously through 
growth , relatively high mobility materials were grown by doping with an AsH3 pulse timing 
(A). The highest hole concentration we obtained was about lxl020 cm-3. The solid line indicates 
the experimental results obtained from gas-source molecular beam epitaxy (GSMBE) [27]. At 
the same carrier concentration, mobilities of epilayers grown by PIE were higher than that by 
GSMBE. Thus , PIE helps us to grow heavily doped materials with a high crystalline quality 
and smooth surface morphology at low temperatures. 
8.3.5 Selectiνe epita砂
Recently , the selective epitaxial technique has attracted much attention. This is because it
provides us with a way of fabricating low-dimensional quantum structures such as wires and 
dots [32, 33]. Selective epitaxy enables us to make buried, high-quality , fine structures without 
exposing a sample to the air or using dry etching. Previous studies of selective epitaxy focused 
on chloride VPE, MOVPE, and metalorganic molecular beam epitaxy (MOMBE) [34-36]. These 
studies considered the growth conditions necessary for selective epitaxy and the optimum 
precursors to improve the selectivity. Contrary to these studies, it has been reported that ALE or 
molecular layer epitaxy (MLE) of GaAs provides selective epitaxy and excellent thickness 
uniformity [37]. Preliminary results on GaAs growth by PIE also show that the thickness at the 
edge of Si02 mask opening is uniform, as expected from its self-limiting growth [8]. These 
attractive results might come from their peculiar gas sequence, that is , the alternate supply of 
TMGa and AsH3 ・
In this section , we show the phenomenological results on GaAs selective epitaxy by PJE 
and try to reveal the mechanism reIated to the selectivity [6, 38]. 
8.3.5.1 Nucleation on mask 
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We compared GaAs selective growth in PIE with that in MOVPE. Figure 8・ ll(a) shows 
a Nomarski micrograph of a surface grown by PIE on a GaAs (001) substrate partially masked 
with Si02・ We exposed the substrate alternately to T恥1Ga and AsH3 日ows for 354 cycles. The 
gas sequence for PIE, i.e. AsH3/ H2/ TMGa/ H2 , was 10/ 1 3/ 1 s. The flow rates of H2 
through TMGa kept at 3.0oC and 10% AsH3 were 30 sccm and 480 sccm. No deposits formed 
on the Si02 mask and a 120 nm-thick GaAs epitaxiallayer formed at the openings, indicating 
perfect selective growth. The growth rate in this experiment was 1.2 ML/cycle , which is a litle 
higher than the ideal monolayer-limited growth rate. We attribute the higher rate to excessive As 
adsorption on the (001) surface caused by the plentiful AsH3 supply. Figure 8・ 11(b) is a 
micrograph of the surface grown by MOVPE. The flow rates ofTMGa and AsH3 were 10 sccm 
and 480 sccm. The MOVPE growth was at 5000C and 20 Torr for 20 minutes. Although we 
used the same growth precursors , growth temperature , and total pressure as for PIE, we 
observed deposited particles, probably polycrystalline GaAs , on the Si02 mask surface. In 
MOVPE , increasing the growth temperature or decreasing the TMGa flow rate improved the 
selectivity. For MOVPE , the range of growth conditions suitable for selective epitaxy is 
restricted. The difference in the observed selectivity originates from the difference between the 
growth mechanisms of PIE and MOVPE. The possibility to make stable growth nuclei of GaAs 
on the Si02 mask surface might be much higher in MOVPE due to the coexistence of TMGa and 
AsH3 in the gas phase and on the mask surface. In contrast, since we supplied TMGa and AsH3 
alternately in PIE , TMGa and AsH3 紅e quickly desorbed without forming stable nuclei on the 
mask. This leads to no deposition on the Si02 mask surface. 
8.3.5.2 Growth rate enhancement at mask edge 
We compared the thickness profiles of GaAs layers grown at the mask openings by PIE 
and MOVPE under the conditions described above (Fig. 8-12). We masked the (001) GaAs 
substrates with a 500-μm-wide Si02 line along the [110] or [1-10] direction. After growth, by 
removing the Si02 mask from the surface , we measured the profiles using a DEKT AK surface 
profiler. The deposited layer was flat at the Si02 edge in the PJE-grown sampIe as expected 
(Fig. 8-12(a)). Note that the growth rate was 1.25 ML/cycle. In the MOVPE-grown sampIes, 
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(a) (b) 
Figurc 8-11. Nomarski micrograph of GaAs surface grown (a) by PJE and 
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Figure 8-12. Thickness profiles of GaAs epilayers (a) by PJE and (b) by MOVPE. PJE 
growth was done with 1060 gas cycles. Note that the growth rate was 1.25 ML/cycle. 
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however, the growth rate was enhanced at the Si02 mask edge (Fig. 8-12(b)). We attribute the 
thickness nonuniformity in MOVPE to the lateral diffusion of the growth species in the gas 
phase. 
Figure 8-13 illustrates the mechanism of MOVPE. The exclusive consumption of the 
growth reactants at the mask openings results in a concentration gradient in the lateral direction 
at and above the mask. Diffusion of the growth species toward the mask openings , ltherefore, 
enhances the growth rate at the edge because MOVPE growth is mass-transport lirnited. In 
contrast, since the surface reaction controls the growth process in PIE, the change in the 
reactants' effective concentration at the surface seldom affects the thickness of the selectively 
grown layers. 
8.3.5.3九1askpattem dependence of growth rate 
Figure 8-14 shows the surface morphology of GaAs after P1E growth, using TMGa and 
AsH3 as sources. The substrate was GaAs (001). The substrate surface was covered with 100-
nm-thick SiON, and 25 square-shaped windows were opened in the mask by photolithography. 
The self-lirnited GaAs was selectively grown in the 30μm square-shaped windows at 500oC. 
There were no deposits on the SiON dielectric mask. Perfect selective growth was 
accomplished. Figure 8-15 shows the dependence of the growth thickness on the size of the 
square windows. Unlike results reported in MOVPE [39] , where the growth thickness is 
sensitive to changes in the ratio of covered to uncovered area, the thickness of the PIE-fonned 
layer doesn't change. 
8.3.5.4 Shape of selective-grown layers 
To study the selective growth at the narrower openings in the mask, we carried out PJE 
growth of GaAs on substrates coated with Si02 about 120-nm-thick with stripes along [110] 
and [1-10]. Figure 8-16 shows scanning electron rnicroscopy (SEM) pictures of a cross-sectﾍon 
of selectively grown GaAs. We grew GaAs at 5000C by introducing TMGa and AsH3 pulses 
alternately for 880 cycles. The pulse duration of TMGa and AsH3 was 3 s and 10 s, 


















Figure 8-13. Mechanism of selective epitaxy during MOVPE. (a) The vertical and lateral difusion 
of source species, (b) the mechanism of nucleation on the mask, and (c) the shape of selective 













Figure 8-14. Nomarski micrograph of as-grown GaAs surfacc usi ng PJE. 
A part of thc substrate was covcrcd with a patterned SiON rnask. 
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Figurc 8-15. Dcpcndcnce of PJE-grown GaAs thickness on the sizc of squarc 
windows in the SiON rnask. 
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<001> 
stri pe pattern 
<110> <110> 
Figure 8-16. Cross-scctional SEM pictures of selectivcly grown GaAs by PJE. (a)(1 ・ 10) cross 
scction at an opening width of 0 .5μrn ， (b) (1 10) cross scction at a opcning widlh 01' 0.6μrn . 
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Figurc 8-17. AF恥1 imagcs of selcctivc GaAs layers. (a) A stripc toward <1-10> 
and (b) a stripe toward <110> 
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purge duration was 1 s.To observe the path of the growth front , we periodically marked the 
epilayer with Se-doped layers. The selective growth could be achieved, even in these channels 
with submicron widths. The observed growth thickness was about 300 nm. Although this value 
was almost independent of the mask opening width , the growth thicknes during a cycle of 
source gas exposure corresponded to about 1.2 ML/cycle. Our recent studies into PJE-grown 
GaAs (001) have shown that the growth rate is self-limited to about 1.2 to 1.3 ML/cycle for 
long exposure times and large partial pressures of AsH3 [40]. We clarified that this was due, not 
to the gas-phase mixing reaction between TMGa and AsH3 , but to the excess As adsorption at 
the (001) surface. 明respeculate that the saturated growth rate above 1 ML/cycle will be closely 
related to the As-rich , c(4x4) or d(4x4) reconstruction of the MOVPE-GaAs (001) surface 
revealed by grazing incidence x-ray diffraction and reflectance difference spectroscopy [41 , 42]. 
Since the growth over 1 ML/cycle is also a surface reaction , the growth rate dependence on the 
pattem size was almost negligible. 
Looking more closely at Fig. 8-16, the (1-10) cross-sectional view in Fig. 8-16 (a) 
seems to be sUITounded by (001) , {112} A, {111} A , and { 110} facets. We observed a lateral 
overgrowth of GaAs toward <110> on the Si02 layer. PJE growth proceeds, keeping a smooth 
top (001) surface even in the submicron openings. In contrast, at the (110) cross-section in Fig. 
8-16 (b) , the side wal1s of the structure were {111}B facets. The GaAs growth rate on {111}B 
facets seems to be low , judging from the smalllateral overgrowth toward <1-10> on the Si02 
mask. The top surface is not perfectly flat , and the layer is slightly thicker at the edges than in 
the center. Our growth experiments show that a H2 purge time of 1 s i long enough to eliminate 
the gas-phase mixing. The reactants' mixture causing the MOVPE-like growth is therefore 
negligible. Since the growth thickness at the center is the same as that in Fig. 8-16 (a) , the 
growth rate at the edges seems to be affected by the side wall facets. 
The difference in the geometrical shape between the < 1 0> and < 1-1 0> stri pes is 
observed in the images of atomic force microscope (AFM) as shown in Fig. 8-17. 







"Spill over" effect 
Non-growth facet? 
Figure 8・ 18. Ilustration of GaAs facets grown by PJE. 
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The probable model is illustrated in Fig. 8-18. Ga species adsorbed on {111} B facets 
will migrate toward the (00 1) surface. Then, the Ga species will contribute to the growth of the 
(001) top surface, as in the "spill over" effect in MOVPE [43]. According to the selective 
adsorption model , which explains the self-limiting growth mechanism of PIE , the 
methylgallium molecules , Ga(CH3)n (n=1-3)，訂e not adsorbed and/or decomposed at the Gaｭ
terminated surface of the (001) plane [7]. Hence , the result shows that the species migrating 
from (111)B to (001) wilI be atomic Ga. The TM Ga molecules adsorbed on the { 111 } B facets 
will quickly decompose and release atomic Ga. 
Thus , several kinds of growth facets have emerged for the selectively grown GaAs , 
although it is predicted that the conformable growth occurs in ALE. This is probably because 
growth conditions to obtain self-limited growth , such as gas sequences and appropriate growth 
temperatures , differ according to the crystal orientations. The growth rate of the non-planar 
selective epilayers is also different from the value on a planar substrate , due to the surface 
migration of growth species toward more favorable facets. Therefore, selective growth by PJE 
tom北e some low-dimensional structures requires further studies into growth mechanisms. 
8.4 Practical Application 
8.4.1 InGαAs/lnP HBT 
Making use of the low-temperature growth and high-concentration Be doping into PJEｭ
grown InGaAs , we fabricate the InO.53Ga0.47AslInP heterojunction bipolar transistor (HBT) 
structures using a novel PJE爪t10VPE hybrid growth process [6 , 44]. We show that PJE is a 
key technology used for making a high-performance HBT. 
The epitaxial layer structure for HBT is summarized in Table 8-2. In the growth 
procedure, the InP buffer layer, n+-InO.53Gao.47As subcollector, and n-InO.53Gao.47As collector 
were grown by conventional MOVPE at 600oC. Then, the growth temperature was lowered to 
3500C and a Be-doped p+-InO.53Ga0.47As base layer was grown by PJE. An undopedｭ
InO.53Ga0.47As spacer layer was grown by PJE at 350o C , or by MOVPE after raising the 
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Table 8-2: Layer structure and growth conditions for InGaAslInP HBT. growth temperature to 450oC. Finally , a Se-doped InP emitter layer and Se-doped n+-
Growth method and 




InO.53Gao.47As contact layer were grown by MOVPE at 450oC. In preliminary experiments, We 
found significant Be diffusion toward the InP emitter in a structure without an undoped-
MOVPE, 4500 C 50 Se: 5E19 InGaAs Cap InO.53Ga0.47As spacer layer using the secondary ion mass spectroscopy (SIMS) analyses. The 
MOVPE.4S00C 
MOVPE, 4S00C 
25 , 50 
50, 100 
Se:lE19, lE20 
Se:5EI7 , 2EI8 
InP 
InP 
Emitter reason for the insertion of the undoped-InO.53Gao.47As between the p+ -InO.53Gao.47As base and 
MOVPE, 4S0 0 C 
or PIE, 3S0oC 
A Undoped InGaAs Spacer 
the InP emitter is to suppress the Be diffusion. We compared ways of growing the undoped・
PJE.350oC 50-?Be:6E19, 7E19 InGaAs Base 
InO.53Ga0.47As spacer layer between PJE and MOVPE. However, we could not determine 
MOVPE.600oC 300 Undoped InGaAs Collector 
which is better for suppressing the Be diffusion into InP, because there is a trade-off between 
S ub-collector 









4500C clearly suppressed the Be diffusion. We found that shortening the growth time for the 
InP emitter by using MOVPE is more effecti ve in reducing the Be diffusion than growing InP 
by PJE at 350oC. It takes longer to grow InP by PIE, because the growth rate is 0.5 ML/cycle. 
To evaluate the effect of the spacer layer, we fabricated test structures with various 
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thicknesses of the PJE-grown , undoped-InO.53Ga0.47As spacer. The tota1 thickness of the 
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doped into the InO.53Gao.47As region with a thickness of 50-~ nm. When the p-type base 1ayer 
was 10cated adjacent to the emitter layer (企=0) ， a drastic diffusion of Be into InP was observed. 
The anomalous shape of the Be profile, similar to the previous report [45] , implies a higher 
diffusion coefficient of Be in InP than in InO.53Ga0.47As at this growth condition. In contrast, 
the diffusion was significantly reduced by the insertion of the undoped-Ino.53Ga0.47As spacer. 
As the thickness of the spacer layer increased , the degree of the Be diffusion into InP decreased. 
With ?20 nm, the redistribution of Be into InP was completely suppressed and the position of 
the p-n junction coincided with the position of the InO . 53Ga0.47As江nP heterointerface. The 
諸説
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undoped InO.53Ga0.47As spacer became a p+-Iayer due to the diffused Be during growth. As a 
300 100 200 
Depth (nm) 
。result, a Be-doped InO.53Ga0.47As with a thickness of 50 nm was formed , and the average Be-
円、d
Lμ ふEEbuSlng fabricated was HBT An cm-3 4x1019 became concentratlon 
Figure 8-19. SIMS depth profiles of Be at InGaAs base and InP emitter region in 






V CE (0.5 V/div.) 
Figurc 8-20. Common cmiller l-V characterislics of a HBT with an InGaAs 











Figure 8-21. Band diagrams of typical two approachcs to low-resistance ohmic contact to GaAs. 
Ec and Ev show the energics of conduction band edge and valence band edge , respcctivcly. Ef 
shows the position of Fcrmi energy. 
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epitaxial structure with 企=20 nm. For the device with a 5x20μm emitter, DC current gain , ß, 
was 47 , at a VCE=l.O V and 1c=50 mA (which corresponds to Jc=5xl04 Ncm2). 
We fabricated another HBT structure [46]. Here , we grew a 20-nm-thick, undoped-
1nO.53Ga0.47As spacer layer using MOVPE at 450o C, on 30-nm-thick p七1nO.53Ga0.47As doped 
at 7x 10 19 cm-3 grown by PJE. Be diffusion during growth resulted in 50-nm-thick p+-
1nO.53Ga0.47As with a peak dopant concentration of 7xl019 cm-3. The coincidence of the p-n 
junction with the 1nO.53Gao.47AslInP heterointerface was confirmed by the SIMS depth profiles. 
Figure 8-20 shows the common-emitter 1c-V CE characteristics of the fabricated HBT. The 
emitter size was 5x20μm. TheDCcuηent gain was about 30. 
Very recently , detailed results on 1no .53Ga0.47As江nP HBT, where the 50・nm-thick
1nO.53GaO.47As base layer was doped with lxl020 cm-3, was reported by Shigematsu et al. 
[47]. They used the above-mentioned PJE爪10VPE hybrid process to make an HBT and 
obtainedh of 161 GHz andfmax of 167 GHz. Their results show that the hybrid process using 
P1E and MOVPE is a promising technique for fabricating high performance 1nO.53Gao .47As江nP
HBTs. 
8.4.2 Ohmic contacting layer 
The reduction of parasitic resistance is very important to achieve the high-speed 
performance of electron devices such as metal semiconductor field effect transistors (1\伍SFETs)
and high electron mobility transistors (HEMTs). When the intrinsic switching speed is 
extremely high , the reduction of parasitic resistance has a great significance in suppressing the 
extrinsic delay time. Moreover, it is desirable to fabricate ohmic contacts with sub-mﾎcron 
dimensions as the device size decreases. However, the conventional technique using alloyed 
ohmic contacts has a poor fine-pattern capability due to the surface roughness called the "bαll­
up" phenomena. Therefore, the development of a novel non-alloyed ohmic contact with very 
low contact resistivﾜy is s廿ongly needed [48 , 49]. 
1n this section , we explain our attempts to realize the low resistance ohmic contacts to n-
type GaAs [6]. Generally , there are two ways to achieve this. One is to make the Schottky 
barrier at the metalJGaAs interface thin by heavily doping into the GaAs surface (Fig. 8-21 (a). 
287 
.Gas sequence for InXiGa1 ・XiA
TEGa AsH3 AsH3 TMln This leads to a high tunneling probability for electrons through the Schottky barrier. Another 






type GaAs. This structure was proposed by Woodall [50] and the energy band diagram is 
Composition ~"'!>.... m促耐，~~:~，:"shown in Fig. 8-21 (b). Because the surface Fermi level of InAs is pinned in the conduction 
且一一一一一_)band [50, 51] , there is no barrier at the metal/lnAs interface. ln addition , due to the 
Thickness ~-:-".. mα，_.，.，.民句、、';:';0.;-;.;.お冷持，;w;.;-;、引期間叫::;:::;::--":. Ni cycles compositionally graded InxGal-xAs layer, there are no Schottky barriers throughout the contact. 
.Growth conditions: 
An extremely low specific contact resistance of as litle as 2x10-9 Qcm2 ispredicted [50]. For 
Growth rate of GaAs and InAs per pulse: 
0.5 MUpulse 
fabricating these two kinds of structures , we used PJE. 
8.4.2.1 lnAsl/nGaAslGaAs graded layer 
Figure 8-22. Gas sequence for growing composition-gradcd InGaAs on GaAs using PJE. To make the surface layer having the compositional gradation in Fig. 8-21 (b), we used 
the PIE method. We used TMln , TEGa, and AsH3 as sources , and grew GaAs , InxGal-xAs , 










we utilized the PIE's benefits for thickness controllability, the low temperature growth and the 
high doping concentration. lt should be noted that the ohmic contacting layer can be formed in-
situ at as low as 350oC. We showed the gas sequence for growing the layer in Fig. 8-22. We 
grew an InxiGal-xiAs layer, changing a pair of gas injection cycles for InAs (mi) and GaAs (ni). 
The growth rate in a pulse of GaAs and InAs was fixed at 0.5 ML/pulse. lf we supply m InAs 
(寸
d)becomes InGaAs the of ??
???6
・L
????????averaged the pulses , GaAs n and pulses 
InO.5mGaO.5nAS(O.5m+O.5n) , or Inm/(m+n)Gan/(m+n)As. The thickness of each InxiGal-xiAs can 
GaAs 
(Substrate) 
一一骨炉Position InAs .. ー
(Surface) 
be controlled by changing the repeated cycles of N i.
Fig. 8-23 shows the scheme for growing an InAslInxGaトxAs/GaAs structure. We grew 
.A verage composition: 
(InAs: m cycles) plus (GaAs: n cycles) 
the InxGal-xAs (x=O-l) consisting of 7 steps of composition. The thickness of each 
compositionallayer was about 15 to 16 nm with Ni=18. Therefore, the total thickness of the 
InO.5mGaO.5nAs(o.5m+o.5n) epilayer was about 100 nm. The H2Se was flowed under the condition where Se was doped into 
m…静
In.-"... L n\Ganlln'\_.L n ,AS ml(m+)u f(m+) or GaAs with 9xl018 cm-3, 
.Thickness of each step: 
[0.5 ML・(m・InAs + n・GaAs)] X N(18) = 15-16 nm 
To check the formation of the compositional graded layer, we studied the depth profile 
of atomic concentrations of 1n, Ga, and As using Auger electron microscopy (AES). Ar十
sputtering, and measurements were repeated to detect the depth profile. The results are shown 
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Figure 8-25. SAM profile of In for bevel-etched sample. 
290 
in Fig. 8-24. It is obvious that we obtained the compositional graded layer with our growth 
method of PJE. A more detailed analysis was done by scanning Auger microscope (SAM) after 
the sample was bevel-etched. The angle of beveling was less than 0.10 so as to detect the 
compositional change within a 15 to 16 nm thickness. The change of In composition is shown 
in Fig. 8-25. We can observe the step-like feature of In composition in our sample. Thus , our 
scheme for growing the composition graded layer was conducted in a controlled manner. 
We evaluated the specific contact resistance of the grown layer using a transmission line 
method (TLM) [52]. The contact metal was 10 nm Tν90 nm Pt! 200 nm Au. The width of the 
contact metal was 100μm and the distance between each metaI contact was changed from 2 to 
40μm. The measured sheet resistance was 170 Q.!squares and the specific contact resistance , 
pc, was in the range 10・7 to 10-8 .ocm2. This result indicates that the PJE is a very prornising 
method for forming the compositional graded non-alloyed ohmic layer. 
8.4.2.2 GaAs selectiνe regrowth layer 
As an application of the selective growth of GaAs , we tried to regrow low-resistance 
nonalloyed ohmic contact layers on the processed substrates. The formation of the contact layer 
using selective epitaxy is an attractive way to make high-performance transistors with small gate 
lengths. The band alignment corresponding to the highly doped GaAs is shown in Fig. 8-21 (a). 
Some researchers have reported the results obtained by MOVPE and ALE [53 , 54]. To realize 
this method, a high-concentration doping and low growth temperatures むe advantageous. PJE 
has merits also in these points as previously mentioned. 
Figure 8-26 shows the structure we used to evaluate the contact resistance. The initial 
epilayer was grown by MBE on a semi-insulating GaAs (001) substrate, doped with Si to about 
10 18cm-3. Boron (B) was implanted to isolate the epilayer into several sections. Then , a 
patterned SiON film was formed on the surface using plasma deposition followed by reactive 
ion etching. The Se-doped GaAs layer with a thickness of 100 nm was selectively regrown at 
5000C by PJE. We used the growth condition giving n=lx1019 cm-3. Changing the distance L, 
between a pair of openings in the SiON mask from 5 to 20μm， we measured the specific 
contact resistance, pc , based on the TLM. We used evaporated AuGe/Au as the contact metal. A 
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AuGe/Au PJE-regrown GaAs 
Semi-insulating GaAs (001) 
B-implanted region 
(for isolation) 
Figure 8-26. Sample structure for evaluating specific contact resistance, Pc-The Se-doped GaAs 
was selectively regrown by PJE on a pattemed n-GaAs layer. 
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specific contact resistance of as low as 2x 10-6 Qcm2 was obtained from TLM measurements 
without any thermal treatment. This value is quite promising for application in the conventional 
MESFETs. 
8.5 Summary 
We have reported three major factors of PJE in terms of the application to device 
processes. First, we showed the significant thickness uniformity and interface controllability of 
PJE. We grew a GaAs epitaxia11ayer with excel1ent uniformity within 1.5% on a 2-inch wafer. 
We successfully grew InAslInP and GaAs/GaP short-period strained-layer superlattices which 
we could barely fabricate using other growth techniques. Second , making use of the low-
temperature growth and heavy doping for PJE-grown Ino.53Ga0 .47As , we made the 
InO.53Ga0 .47As江nP HBT structures by a novel PJE爪10VPE hybrid growth process. The 
performance of the fabricated HBT was fairly good , implying the possibility of a practical use 
for this new process. Finally , the selectively grown GaAs showed good results in PJE. We 
didn't observe any undesired deposits on the mask surface. The uniform growth occurred even 
at the narrow openings with submicron width. Moreover, we formed a nonalloyed contact layer 
using the selective regrowth of GaAs. The measured specific contact resistivity was low enough 
to be of use in a conventional MESFET. Through these studies , we found that the PJE is useful 
for some specia1 applications in device fabrication. 
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Since the mid-1980s , there has been a trend toward the development of novel methods 
of growing II-V compound semiconductors in an atomically controlled fashion. Atomic layer 
epitaxy (ALE) is one of the candidates because it enables us to grow epitaxiallayers in a selfｭ
limiting manner. We developed the pulsed-jet epitaxy (PJE) technique, which is an ALE variant, 
by modifying the low-pressure metalorganic vapor phase epitaxy (MOVPE). In this thesis , 1 
have summarized our works on the PIE growth of II-V compounds in te口ns of botb growth 
technology and the growth mechanism. The conclusions in each chapter are as follows. 
In Chapter 1, the background and the purpose of our study were explained. First, to 
clarify the technological importance of ALE or PIE , the limitations and disadvantages of the 
well known previous techniques such as liquid-phase epitaxy , chloride or hydride vapor-phase 
epitaxy, MOVPE, and molecular beam epitaxy were discussed. Then, the principles of ALE and 
the self-limiting growth were revealed. To date , several methods have been proposed and 
demonstrated to achieve the clear self-limiting growth. 1 explained these reported ALE methods 
加drevealed the inevitable problems in each method. 
In Chapter 2, the fundamentals of PIE was reported. After explaining the PJE 
definition , the requirements for the distinct self-limiting were described in terms of the growth 
conditions and the growth apparatus. Although PJE is based on 恥10VPE， achieving clear selfｭ
limiting growth is difficult under the normal MOVPE growth conditions with conventional 
machines. It was clarified that the adopting of a fast gas stream in the reactor is indispensable 
for the self-limiting because it suppresses the gas-phase decomposition of group-III precursors. 
Special attention has to be paid to the design of reactors and the gas switching valves to ensure 
the larninar flow and to make the abruptly-switched gas pulses. 1 revealed that there exist some 
inherent advantages in P1E compared with other reported rnethods of ALE. 
In Chapter 3, first , the results on the self-limiting homoepitaxial growth were shown for 
several II -V binary compounds: (001)ーoriented GaAs , GaP, InP, and InAs. The experimental 
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results were compared between the horizontal reactor and the chimney reactor. 1 found several 
undesired , inevitable problems leading to the narrow "ALE window" in the horizontal 
configuration. Conversely , it was clarified that the chimney reactor is beneficial to achieving 
self-limiting over a wide rage of growth conditions due to the fast gas switching with laminar 
flow. Then , 1 showed the crystallographic dependence of the growth rates for GaAs and InP. In 
these results , it was shown that there exist several novel phenomena which imply the strong 
influence of surface As and P on the PJE growth kinetics. Furthermore , some electrical and 
optical prope口ies of the PJE-grown GaAs epitaxiallayers were shown. 1t was clarified that PJE 
allows us to grow high purity epitaxiallayers under optimum growth conditions. 
In Chapter 4, 1 explむnedthe self-limiting growth mechanism. ln-situ examination on the 
TMGa-exposed (or TMln-exposed) growth surface using XPS revealed that the surface 
adsorbates causing the self-limiting are atomic Ga (or In). From the XPS experiments , a 
"selective-adsorption model" was deduced to explain the self-limiting growth process. With the 
rate equations based on the selective adsorption model , it was shown that GaAs growth kinetics 
can be well described. Furthermore, 1 reported growth experiments which strongly support the 
justice of the selective adsorption rnodel. 
In Chapter 5, the role of group-III precursors in the self-lirniting growth was explained. 
As the Ga precursors , 1 employed TMGa, TEGa , EDMGa, TiBGa, and GaC13 and studied 
whether the growth is self-limiting. Although clear self-limiting was observed only with TMGa 
source , 1 found that the chemical ligands of Ga precursors have a significant effect on the 
selective adsorption and decomposition at the surface As atoms on the growth surface. A 
method to evaluate the site selectivity of Ga precursors at the surface lattice sites was proposed 
and it was shown that the degree of site selectivity of precursors is in good agreement with the 
tendency toward the self-limiting. The precursors' site selectivity in the chernical reactions at the 
surface was discussed from the viewpoint of the Lewis acid-base reaction and the polarization 
of both source molecules and GaAs crystal. Lastly, some novel approaches to achieving the 
self-limiting GaAs growth was reported. One is the use of TMGa and TEGa combination to 
deposit Ga. The other is the method to add CC14 after Ga deposition with TEGa over a 
monolayer coverage. 1 showed that these approaches have the possibility of attaining the sel[-
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limiting at lower growth temperatures and in obtaining highly pure epitaxiallayers over a wide 
range of growth conditions. 
In Chapter 6, it was clarified that the growth rate during PJE is strongly affected by the 
adsorption and desorption of group-V atoms at the surface. First, the As or P desorption 
problem from InAs, GaAs and InP (001) surface was shown. It was found that, for the first 
time, the growth rate decreases when the H2 purge time after supplying hydrides (AsH3 and 
PH3) increases. Conversely, the growth rate did not change by increasing the H2 purge time 
after group-III metalorganics. This desorption of group-V atoms from the surface is derived 
from the PJE's gas sequence having a period without group-V overpressures. It was clarified 
that the only way to prevent the desorption of surface group-V atorns is to shorten the H2 purge 
time period. Next, another important experimental fact was reported on GaAs (001) that the 
saturated growth rate during PJE slightly increases up to 1.2-1.3 ML/cycle with a sufficient 
AsH3 supply. Results imply that adsorbed As atorns in excess of 1 ML exist on the growth 
surface and these also react with TMGa which leads to the growth rate of 1.2-1.3 M[L/cycle. 
Similar problems related to As adsorption and desorption were observed on the substrates of 
other orientations: (011) , (l 11)A, and (111)B GaAs. The experimental results were explained in 
te口ns of sur[ace reconstructed structures and their surface stoichiometry. It was shown that the 
growth rate variations caused by the adsorption and desorption of group-V atoms are 
consistently explained by several reported surface reconstructions in an u1tra-high vacuum 
(UHV) environment and the phase transition among them. 
In Chapter 7 , some experimental results on heteroepitaxial growth using PJE were 
shown. First, the heteroepitaxy of PJE between binary compounds were examined, where the 
thickness of epitaxial layer was beyond the so-called "critical thickness". 1 systematically 
tudied how the self-l?iting behavior is affected by the lattice misrnatch and by the difference in 
surface free energy between the substrates and epitaxial layers. Next, the heteroepitaxy of 
temary materials , such as InGaP and InGaAs , were studied. Unlike the simple homoepitaxial 
growth of binary materials , several novel phenomena were observed: In segregation toward 
surface due to immisibility of In and Ga, and compositional latching. These conlplicated 
phenomena seem to be deri ved from the surface strain due to the lattice mismatch between the 
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epitaxial layers and substrates. In spite of the complicated reactions at the surfaces and 
heterointerfaces , 1 succeeded in the growth of short-period superlattices for (InAs)(InP) , 
(GaAs)(GaP) , and (lnxGal-xAs)(GaAs) systems. Thus, it was shown that P1E is a powerful 
method of obtaining atomically controlled heterointerfaces. 
In Chapter 8, some applications of PJE to device processes were reported. First, the 
results on the significant thickness uniformity and interface controllability of PJE were shown. 1 
was able to grow a GaAs epitaxial layer with excellent uniformity within 1.5% on a 2-inch 
wafer. 1 successfully grew InAslInP and GaAs/GaP short-period strained-layer superlattice~、
with good reproducibility. Second, making use of the low-temperature growth and heavy 
doping for PJE-grown InO.53Ga0 .47As, InO.53Ga0.47AslInP heterojunction bipolar transistor 
(HBT) structures were grown by a novel PJE/MOVPE hybrid growth process. The 
performance of the fabricated HBT was fairly good , implying the possibility of a practical use 
for this new process. Finally , the selectively grown GaAs showed good results in PJE. Any 
undesired deposits were not observed on the mask surface. The uniform growth occurred even 
at the narrow openings with submicron width. Moreover, a nonalloyed contact layer was grown 
using the selective regrowth of GaAs. The measured specific contact resistivity was low enough 
to be of use in a conventional metal-semiconductor field effect transistor (MESFET). Through 
these results, it was shown that the P1E has some advantages in applying to the practical device 
fabrication. 
Next, I'd like to consider some remaining problems. Solving these problems is 
important in rnaking the PJE (or ALE) technique practical for use in the near future , as well as 
from a scientific viewpoint. 1 comment on the four items. 
(1) From the technical point of view, it is essentially important to research and develop 
several kinds of new group-III precursors which provide the self-limited deposition. At 
present, there are severe problems of the narrow ALE window in the growth temperature 
range, of obtaining high pure epitaxiallayers, and of the long gas sequence per cycle leading 
to a slow growth rate. If we eliminate the limitation of precursor variations, these bottlenecks 
wiU be less severe. Developing a growth technique to achieve self-limiting, which is based 
on the novel principle, is a1so an important subject to study. 
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(2) There is no guiding principle for the way to grow ternary or quaternary materials in a 
self-limiting manner. As described in the text, the segregation , islanding , and exchange 
reactions at interfaces are sometimes observed. A deep understanding of the mechanism of 
these phenomena is needed to establish the distinct se1f-limiting process for the alloy 
systems. 
(3) The saturated growth thickness per cycle is related to the surface reconstructed s1:ructures 
and the surface stoichiometry. As a result , 1 believe that the self-limited growth rate does not 
always become 1 MUcyc1e. Therefore, the control of structures of substrate's surfac:e isa1so 
very important. An exarnination of the surface atomic structures , for examp1e using scanning 
tunneling microscopy, will he1p us understand the se1f-limiting in more detail. Moreover, 
there is lit1e information on the active surface reaction sites and the function of surface steps 
and kinks for the self-limiting growth at present. Research into these areas wilI a1so be 
necessary. 
(4) More basic studies are needed to understand the self-1imiting process and the surface 
chemical reaction more deeply. One is the study of the interaction between precursors and 
surface atoms , for examp1e, using time resolved mass spectroscopy. The ana1yses on the 
residence time of molecules at the surface , their decomposition time constant and the 
products wilI elucidate the surface chemical reactions. The other is the study of the dynarnical 
process of adsorbed atoms at the growth surface. It is interesting to know how the surface 
rnigration process of adatoms affects the self-limiting reactions. 
1 believe that studies into the above items will unveil the growth mechanism and he1p us develop 
the se1f-limiting process. 
At the end of this thesis , I'd like to comment on the prospects for the future applications 
of the self-limiting process. As shown in the text, it is easy to control the thickness of the fi1ms 
even at extremely thin levels due to the self-regulated nature of the process. This enables us to 
grow the comp1icated structures needed for advanced electronic and optoelectronic applications 
such as heterojunction devices. A few examples using II-V semiconductors were shown in this 
thesis. ln addition to the rnatrices , the doping process can be accurately controlled in a selfｭ
limiting manner. There is a possibility of controlling the occupied lattice sites by the dopant 
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atoms if the adsorption of dopants occurs in a manner showing well-defined surface 
reconstruction. One of the promising applications is for the meta1-oxide-semiconductor (MOS) 
FET. To improve the characteristics of the MOSFET with small dimensions , it is essential to 
make highly-doped , u1tra-shallow source/drain junctions. The random distribution of the 
dopants at the channel region is a1so a severe problem in a short-gate MOS structure, because it 
leads to the collapse of the reproducibility in transistor characteristics. ALE or PJE could 
possibly offer a breakthrough in making the source/drain junctions and in controlling the 
potential fluctuation for carriers induced by the random dopant distribution. Another application 
is in mu1ti1ayered structures, such as Bragg reflectors for surface emitting optica1 devices. 
Multi1ayered X-ray mirrors are also a good target. In these structures , the extremely accurate 
fi1m thicknesses and their periodicity is a key to the high reflectivity. Moreover, the ALE or PJE 
technique will be app1icable to depositing some kinds of ultrathin insulating films such as Si02, 
Si3N4, and Ah03 ・ Thesematerials are indispensable not only for high-performance capacitors 
but to the tunneling barriers of superconducting devices or recent sing1e electron devices. ALE 
(PJE) will he1p us make these films with high uniformity and reproducibility. 
Thus , there seem to be a lot of fields where the self-1imiting process should be used. To 
make the ALE (PJE) applications real in the 21st century , we have to continue to expand the 
variety of the materials and develop appropriate growth techniques for them. 
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