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Abstract 
The mechanical behaviour of granular materials depends on the characteristics of its par-
ticles. Typically, we treat granular materials as a continuum and its particulate nature is 
not explicitly considered. A new approach is needed to establish index parameters which 
link the particle characteristics to the macro-scale response. The overall research aim 
is to relate the micro-mechanical properties of the particles with the overall mechanical 
response of the material. Both the mechanical and geometrical properties of the particles 
are considered. 
A new approach for the shape analysis of granular materials is proposed, and com-
parisons with classical methods are given. The proposed approach is based on the usage 
of modern techniques including microscopy and interferometry. 
Two new apparatuses were designed and commissioned to measure particle strength 
and contact stiffness and interparticle friction 
In uniaxial compression tests, artificial and natural particles showed similar behaviour 
during loading and unloading. An initial displacement level has been identified for parti-
cles in compression. Before this displacement is achieved, the response is plastic because 
of the yielding of the asperities. Beyond this plastic displacement the particles behave 
elastically until the final brittle collapse (crushing). Numerical simulations of the uniaxial 
compression test have been performed and a new contact model has been proposed. 
The roughness of artificial particles has been controlled by etching, milling and inter-
ferometry. It was found that friction increases dramatically when the relative humidity 
is greater than 45%. 
In a series of triaxial tests, shape and roughness have been found to affect the me-
chanical response of specimens of glass beads in terms of compressibility, stiffness and 
strength. There is more "stick and slip" for smooth particle specimens. 
In the last part of the thesis a general discussion is reported and the main findings 
of the project are highlighted. Finally, some recommendations for further developments 
are given. 
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Nomenclature 
a 	ratio between real and nominal area of contact 
a, 	inverse of the slope of the regression of the vertical loads in the friction apparatus 
at 	frictional coefficient for interparticle friction 
ar,. ratio between RR and (L + I)/2 
distance between two adjacent abscissae in a roughness profile 
/3* 	correlation distance i.e. descriptor of wave length 
f3o 	radius of the area of contact of all the asperities in the GT model 
approaching distance at contact i.e. compliance when a load is applied 
Sh 	horizontal displacements 
OR,,,, class interval of roundness in a reference chart 
E 	strain 
free surface energy i.e. work to create unit area of new surface or of fracture 
A 	reference step in fractal analysis of a profile 
cv 	frequency of a signal, or angle between two forces W in Jaeger experiment 
Cr, 	average Fourier amplitude spectra of order n for a set of particles 
d 	mean size of a particle 
F 	average value of force 
u„,,2 deformation of two surfaces (1,2) at a given point inside the area of contact 
platen-particle friction angle 
angle of shearing resistance in terms of effective stress 
ck, 	angle of interparticle friction 
Op 	true friction angle at the point of contact 
Omob platen-particle mobilized friction angle 
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WGW 
WWA 
Pn 
angle of friction at the axis of a pulley 
angle of shearing reasistance at constant volume 
plane of greatest stability 
angle of dilatancy 
state parameter proposed by Been and Jefferies (1985) 
plasiticity index in GW model 
plasiticity index in WA model 
moment of order n of the surface respect the mean height of the profile 
o for i = 1, 2,3 : major, intermediate, and minor principal total stress 
o for i = 1, 2, 3 : major, intermediate, and minor principal effective stress 
a 	short notation for RMS, or total stress 
a* 	standard deviation of the peaks relative to CLA 
o principal stress when fracture occurs 
at 	principal stress when crushing occurs 
co 	characteristic stress in Weibull analysis 
°c0 	characteristic stress related to fracture of an asperitie 
afo 	characteristic stress related to the maximum value of the applied force 
0-11 strength of a particle extrapolated for d = 1mm 
o-ii 	stress tensor 
• shearing resistance 
polar angle 
0, 	orientation of the Cauchy plane on which air  is calculated 
V1,2 
0 
fon 
(
fit 
values of Poisson coefficient of two particles in contact 
mean value in normal distribution 
regularity 
phase angle of order n in a Fourier series 
area of contact of an asperitie in the GT model 
standard deviation angle of the slope of a profile at step du 
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symbol indicating the normalization or the default value of a variable 
A 	projected area 
a 	radius of the circular Hertzian contact, or semi-length of a fracture in mode I 
A' 	cross area of the torn track in Bowden and Tabor formulation (1945) 
A, 	area of contact, or area inside a convex hull 
ai 	area of contact of an asperitie in the GT model 
An 	nominal area of contact 
A, 	real area of contact when compared to the nominal area of contact 
Anf 	Fourier amplitude spectra component on the reference direction of On 
AR 	aspect ratio 
asp 	actual surface of the particle 
B 	prefix of notation of breakage 
b 	severity of size effect on the particle strength after Lee (1992) 
Brif Fourier amplitude spectra component normal to the reference direction of On 
C 	circularity 
C(0) autocorrelation function descriptive of texture 
ek 	ratio between shearing force and axial force in Griffith's model 
Cr, 	Fourier amplitude spectra of order n 
cp 	constant of the pulley 
CW2D degree of circularity 
CLA center-line average 
d 	diameter, or size 
(LI; istantaneous increment of plastic volumetric strain 
d53 	istantaneous increment of plastic deviatoric strain 
do , m modelling parameters proposed by Li and Dafalias (2000) 
dl 	maximum principal diameter of a particle 
d2 	intermediate principal diameter of a particle 
d3 	minimum principal diameter of a particle 
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d A 	equivalent area diameter 
D f 	fractal descriptor 
d F 	Feret diameter 
d f 	degree of filling 
di, 	step distance along a profile 
dv 	equivalent volume diameter 
d09 	minimum surface separation in the GT model 
diameter of the minor circumscribed circle 
D F1D fractal dimension of a profile 
D F2D fractal dimension of a surface 
d,„,“ r largest Feret diameter 
d,„ smallest Feret diameter 
D,„,, fractal dimension of a geometrical entity of order n 
dcrit size of a particle at the comminution limit 
d LF 	Feret diameter perpendicular to the smallest Feret diameter 
mean size of fragments 
DC111 ductile contact model 
dS2 	element of surface in the GT model 
e 	void ratio 
E* 	realtive Young modulus at a given Hertzian contact 
e2 	log N (A21 K2 ) at the first generation of self-similar surface in Archard model 
-E1,2 values of Young modulus of two particles in contact 
F 	force 
f (y) Gaussian distribution of profile heights versus distance y from a point on it 
frequency 
GT 	model proposed by Greenwood and Tripp (1967) 
GW model proposed by Greenwood and Williamson (1966) 
H 	hardness i.e. maximum value of the indentation pressure 
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h 	elevation above a reference line 
Hb 	bulk hardness 
Hs 	surface hardness 
hT 	height of the cube in the Turcotte's model (1986) 
I 	intermediate axis of the smallest circumscribable cuboid 
I/L elongation 
ID 	relative density 
1-G• 	grading size index 
dilatancy index proposed by Bolton (1986) 
IMR indirect method for roundness 
IR irregularity 
J2 	second invariant of the stress deviator tensor 
JKR model proposed by Johnson, Kendall and Roberts (1971) 
Irwin's stress intensity factor 
Km 	normal stiffness 
K t 	sliding stiffness 
Kl 	Hertz's ratio between the area of contact and N 213 
K2 	Archard's ratio between the area of contact and Nee  
kr 	factor of remoulding and associated energy loss in Rowe's dilatancy formulation 
Kz, 	platen-particle normal stiffness 
k y 	failure stress in pure shear 
K„ 	limit at which the ratio AC/N tends when new self-similar surfaces ar generated 
L 	longh axis of the smallest circumscribable cuboid 
M 	slope of the critical state line in the p', q plane 
m 	shape parameter of the Weibull distribution 
M(d) mass of fragments with size smaller than d 
M, N adimensional micromecanical parameters proposed by Chandler (1985) 
ma 	number of asperities per unit area 
26 
mi 	index number of a point of the outline in Fourier-complex method 
Mp 	number of a point describing an outline in Fourier-complex method 
M9e 	measure of a geometrical entity 
N normal load 
n 	harmonic order or number of outline bumps described by a Fourier series 
AT, 	Coordination number (i.e. number of contacts of a given particle) 
N1 	normal compressive load at failure 
N1 	equal flatness and elongation at equal intercept sphericity 
N3 	attractive force in the JKR model 
nea 	advisable number of endpoints for an irregular outline of searched roundness 
P perimeter of the projected area 
p 	pressure 
mean effective stress 
P(h) cumulative distribution of the function p(z) for a given elevation h 
p(z) probability that the height of point of a profile is between z and z dz 
p(z)' normalization of p(z) by RMS 
Po 	maximum value of Hertzian pressure 
Pc 	probability that a cell splits in eight fragments in theTurcotte's model 
Pr 	grain perimeter average square deviation from a circle of equal area 
P, (V) survival probability of a particle of volume V 
Pp 	ploughing term in Bowden and Tabor formulation (1945) 
q 	deviatoric stress = 	— o-3 
R 	relative radius of two surfaces in contact 
r 	radius of curvature 
Ro 	radius of the maximum inscribed circle 
Ra 	radius of curvature of the asperities 
r, 	generic radius 
Rp 	harmonic amplitude 
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Rw 	degree of roundness 
Rof 	average radius of the outline 
R1 ,2 radii of curvature at a given Hertzian contact 
r„ 	radii of reference circles used for evaluating roundness 
RH 	relative humidity 
RMS root-mean-square deviation 
RR 	any advisabe radius of curvature for calculating roundness 
S short axis of the smallest circumscribable cuboid 
s 	adesive shear strength in the Bowden and Tabor formulation (1945) 
S// flatness 
Su 	center-line average roughness 
Sp 	height of the highest peak along a profile 
Sq 	root-mean-square deviation of the profile elevation relative to CLA 
St 	maximum profile depth 
Su surface 
Sy 	depth of the lowest valley along a profile 
Su 	shearing term in Bowden and Tabor formulation (1945) 
SIK 	intercept sphericity 
S„,, Krumbein's sphericity 
SKS 	2D sphericity in the reference chart after Krumbein and Sloss (1963) 
Siv2D degree of sphericity 
SW3D degree of true sphericity ( Wadell's klf) 
su„ 	standard size of silhouettes used as reference shapes 
SCC smallest circumscribable cuboid 
ses 	surface area of a sphere of the same volume as the particle 
SO 	solidity i.e. measure of the overall concavity of a silouette 
T 	tangential load 
U energy 
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U 	uniformity coefficient of a grading distribution 
u 	mean separation at the contact of the two surfaces in the GT model 
u(l) complex function describing an outline in Fourier-complex method 
Ue 	elastic energy 
ue 	elastic energy per unit volume 
U., 	surface energy 
Ury 	surface energy of a fracture in mode I of length a 
✓ volume 
Vo 	reference volume of a particle in Weibull analysis 
Ve 	volume of the minimum circumscribed sphere 
VP 	volume of a particle 
TV 	load in an indentation model and on Jaeger discs 
w 	compliance in GT model, or tip size of Kendall's sample after compression 
W(w) power of a signal at a given frequencie w 
w. 	plastic compliance in GW model 
WA model proposed by Whitehouse and Archard (1970) 
Y 	bulk yielding pressure at a given contact 
z 	elevation of a point relative to a reference level 
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Chapter 1 
INTRODUCTION 
1.1 Background 
Granular materials include soils and artificial substances constituted by particles not 
finer than powder grains, thus the lower limit of their grading is roughly litm. Sand is 
the most typical granular material. It results from the erosion of rocks and is globally 
widespread throughout alluvial lands, deserts, and the seabed. Engineers frequently face 
natural sands in their work. Improvements in the understanding of the relationship 
between the nature of particles and the overall response of natural sands are necessary 
for fundamental geotechnical applications (e.g. design of piled foundations, filters of large 
dams, pavements). 
The mechanical behaviour of sand and other granular materials depends on the char-
acteristics of its particles. Typically we treat granular materials as a continuum and their 
particulate nature is not explicitly considered. Recent studies on the particulate mechan-
ics of sand have focused on the behaviour of such soils at effective pressures higher than 
1MPa. Although the response of sand to these conditions is of significance in some par-
ticular applications, such as oil-well stability and driven piles, in most of its applications 
the stresses involved are considerably lower. While there has been significant progress in 
recent years in understanding the impact of particle crushing on the response at high 
stress, less is known about the influence of particle characteristics on the mechanics of 
sand in the pressure range below 1MPa. 
This research is intended to fill this gap in the current knowledge. Both conventional 
and newly devised procedures have been used to characterise the geometrical and me-
chanical properties of granular materials. In particular, a micromechanical approach has 
been developed capable of characteriziing a granular material's response at the particle 
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level and relating this information to the macroscopic behaviour of an assembly of grains. 
1.2 Thesis Outline 
Following the introduction to the research given in this chapter, a literature survey is 
presented in Chapter 2. The review synthesises the current knowledge of the properties 
of granular materials under five headings: 
a) shape 
b) contact 
c) particle compression 
d) inter-particle friction 
f) overall response. 
The first four topics relate to micro-mechanics and the last to macroscopic behaviour. 
The research methodology and results that are then reported also follow this pattern. 
In Chapter 3, techniques for characterizing the shape of natural and artificial particles 
are evaluated. Chapter 4 is aimed to give a first characterization of the kind of contact 
of the particles considered in the research and a simulation of the compression of an 
irregular particle is proposed. This pre-assestment has been useful to direct and plan 
the experimental task. In Chapter 5, particle response under uniaxial compression is 
experimentally investigated in terms of strength and stiffness. In Chapter 6, experiments 
investigating inter-particle shearing are described, and the influence of particle properties 
on friction is discussed. Chapter 7 includes a database summarising the microscopic 
properties of the materials tested and reports a number of experiments exploring their 
corresponding macro-mechanical properties. 
Finally, Chapter 8 summarizes the major findings of the study and provides an overall 
conclusion and some recommendations for further research. 
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Chapter 2 
LITERATURE SURVEY 
2.1 Introduction 
The first four sections of this chapter deal with a literature survey of previous studies 
of the micromechanics of granular materials. The last section is focused on a review of 
other work on the macroscopic behaviour. 
2.2 Description of shape 
As highlighted by ISO (2006) there are different methods and definitions for the descrip-
tive and quantitative representation of particle shape. Barret (1980) clarified that "shape 
is taken to include every aspect of external morphology" and that the three independent 
aspects of shape are: form, roundness and surface texture. The adjective "independent" 
is important because it indicates the possibility of variation of each of these parameters 
without affecting the other two parameters. In his work Barret summarizes a number of 
different definitions of form and roundness proposed in literature. Barret's paper does 
not include any review of methods for measuring surface texture. 
Barret's concept of "independence" and his definitions of the three aspects of shape 
have been adopted by ISO (2006). In this standard, the definitions of form, roundness, 
and surface texture given by Barret are considered as features of a 2D projection of a 
particle. Form is meant as a property representative of the geometrical proportions of 
the particle and is also represented in terms of sphericity, which measures the degree of 
similarity between a particle and a sphere. Roundness reflects the shape of the particle 
at the scale of its asperities. Surface texture is the roughness, that is superimposed on 
both corners and edges between corners. ISO (2006) proposes criteria for the effective 
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evaluation of shape description methods and criteria for defining shape descriptors as 
follows. 
Criteria for the evaluation of shape description methods: 
- accessibility: ease of computation considering memory and computational time; 
- scope: the property of shape that the method aims to describe (e.g. roundness); 
- uniqueness: one-to-one mapping (i.e. unique link) between shape and descriptor; 
- stability and sensitivity: quality of the description with regard to small changes in 
shape. 
Criteria for shape descriptors: 
- rotation and reflection invariance: consistency to changes of shape orientation; 
- scale invariance: invariability for identical shapes of different size; 
- independence: discarding one descriptor the others do not need to be recalculated; 
- parsimony: thriftiness in the number of terms used to describe a shape. 
In order to identify definitions and criteria that are both useful and robust in per-
forming shape analyses of granular particles, these ISO requirements have been applied 
here to a selection of methods for shape quantification documented in literature. 
2.2.1 Size and form 
Particle size is a basic property used to characterise granular materials in engineering 
applications. Furthermore, definitions of representative sizes are important in describing 
the 3D geometry of a given particle (Endoh, 2006). So, although it is not strictly a 
feature of shape, a discussion of size is an appropriate place to begin the consideration 
of morphological descriptions of particles. 
If soil particles are dropped onto a horizontal plane, after scattering, they generally 
will lie with their smallest dimension perpendicular to that plane (Fig. 2.1). This ori-
entation corresponds to the position of lowest potential energy of the particle on that 
plane, which was named by Feda (1982) the plain of greatest stability. The particle in 
Fig. 2.1 was generated using Matlab, it lies on the x — y plane (H) and is enclosed by its 
smallest circumscribable cuboid (SCC) also lying on II. The geometry of the SCC used 
here was defined as in Blott and Pye (2008). 
Figs. 2.1 (a) and (b) are two axonometric views of the particle inscribed in the SCC. 
These two views are from the top (a) and from the bottom (b). Referring to Fig. 2.1 (b), 
the simplest "kinematically consistent" geometric contact between the particle and H is 
a triangular set of points, which, by definition, are the vertices of a triangle containing 
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Figure 2.1: The concept of smallest circumscribed cuboid SCC 
the vertical projection of the centre of gravity of the particle. The term "kinematically 
consistent" is used here to describe a stable particle position under the action of its 
self weight. This concept is generally ignored in the literature, but, as will be shown 
in Chapter 4, it is of great relevance in the interpretation of the results of uniaxial 
compression tests on a single particle. 
Figs. 2.1 (c), (d), and (e) are the three main projections of the particle. The dimen-
sions of the three orthogonal axes of SCC are designated the Long (L), Intermediate (I) 
and Short (S) axis. These do not specify the particle uniquely, since an infinite number 
of differently shaped particles could be described within the same cuboid. However, for 
a given particle there can be only one cuboid. A simple rule for defining the geometry of 
this cuboid is given in Section 3.3.1 of this dissertation. None of the three cuboid axes 
necessarily coincides with either the maximum or minimum diameter of the particle. 
Similarly, the centre of the cuboid does not represent the centre of gravity of the particle, 
nor do the points of contact between the particle and the opposite faces of the cuboid lie 
on a straight line that is parallel to an edge. However, in spite of these constraints, the 
dimensions L, I and S are a useful representation of particle size, and the axes of the 
corresponding cuboid are employed in the description of particle shape. 
ISO (2006) defines some important shape descriptors of a 2D projection of a 3D par-
ticle. While a full review of all these descriptors is beyond the scope of this dissertation, 
a short list, including definitions of the descriptors relevant to the current research, is 
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given in the following discussion. 
Equivalent volume diameter dv = (6V/7)1/3 is the diameter of a sphere having the 
same volume V as a particle. 
Equivalent area diameter d A = (4A/n)1/2  is the diameter of a sphere having the same 
projection area A as a particle. 
Feret diameter d F : is the distance between two parallel tangents to the particle 
outline (Fig. 2.2). 
Figure 2.2: Definition of Feret diameters d F , d Fmas , d F ,,„ 
The Feret diameters d F max and dF min are respectively the largest and the smallest 
values of d F for a given outline. 
Aspect Ratio is the ratio: 
d F  max 
	 (2.1) 
Irregularity is the ratio between the diameter of the maximum inscribed circle and 
the diameter of the minimum circumscribed circle: 
I R = cli max (2.2) 
do min 
Circularity is an evaluation of the degree to which a projected section of area A and 
perimeter P is similar to a circle: 
C 
47rA 
P2  
(2.3) 
Solidity is a measure of the overall concavity of a projected section with a convex hull 
of area Ac, i.e. the minimum convex envelope containing the area A < Ae: 
SO 
	
(2.4) 
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In terms of form, the classification proposed by Zingg (1935) (Fig. 2.3) is very neat and 
straightforward, although for natural particles the resulting diagram is overpopulated in 
sectors I, II, and IV, i.e. for values of SO- and //L higher than 2/3. 
Disc 
(Oblate) 
I 
Spheroid 
II 
Blade 
III 
= 
Roller 
(Prolate) 
Iv 
2/3 
flatness S// = d3 / d2 
Figure 2.3: Classification of form, after Zingg (1935) 
The two ratios S// and I /L are independent shape descriptors respectively measuring 
flatness and elongation, as suggested by Blott and Pye (2008). The usage of the two 
descriptors introduced by Zingg was a substantial improvement over Wentworth (1922), 
who had proposed the definition of a flatness index for describing beach pebbles as the 
normalization [(L + I)/(2S)] i.e. the ratio of the average of the two larger principal 
diameters (L, I) to the minor one (3). In fact, this flatness index gives a non unique 
value, so, for example, it would describe both a disc and a rod with the same number (-+ 
oo). It is therefore evident that the description of the overall form of a 3D particle needs 
at least two independent parameters. Sneed and Folk (1958) claimed that blade-shaped 
particles were over-represented in Zingg's diagram and proposed the triangular plot in 
Fig. 2.4. 
For a given set of sizes (L, I, S) this triangular diagram can be easily drawn using 
the spreadsheet method presented by Graham and Midgley (2000). They argue that the 
Sneed & Folk diagram is the most appropriate method for unbiased presentation of par-
ticle shape data. However, in agreement with Blott and Pye (2008), the writer feels that 
Zingg's plot is conceptually neater in considering two independent properties of shape 
(flatness and elongation). Furthermore the extreme values of these two parameters coin-
cide with four simple ideal shapes (Disc, Spheroid, Blade, Roller), that can conveniently 
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a greater settling velocity than any other shape with the same volume and density. Hence, 
he suggested that the behaviour of a particle in suspension could be characterized by the 
ratio of the surface area of a sphere of the same volume as the particle (ses), to the actual 
surface area of the particle (asp). He called this ratio the degree of true sphericity, and 
used the symbol W. Here the symbol Sw3D is also used, i.e.: 
ses 
degree of true sphericity W = Sw3D = asp 
(2.5) 
Wadell (1932) clarified also that while sphericity is a 3D property, roundness is only 
measurable in a given plane. He suggested that a corner may be defined as any single 
part of the projected outline of a particle which has a radius of curvature r less than 
or equal to the radius R0 of the maximum circle inscribed within the given projected 
outline. So, he considered the ratio r/Ro as descriptor of the roundness of the surface 
at a given point with respect to the current projection. Wadell considered that for a 
sphere, any section of the surface has the maximum value of roundness (equal to 1), and 
any increase of its radius of curvature in a given point (e.g. during an erosion process) 
results inevitably in the generation of new corners of smaller radii of curvature. 
Figure 2.5: Illustration of the conception "roundness" , afterWadell, 1932 
The concept of roundness is clear from Fig. 2.5, where cross-sections through a 
cylindrical particle in three different stages of wearing are considered. In stage a the 
particle has two fresh sharp corners at its axial extremities. In stage b the extremities 
have reached the maximum degree of roundness and their radii of curvature equal the 
radius of the maximum inscribed circle. If the particle experiences further erosion at the 
extremities, a geometry like c can be generated, and, despite the increase of the radii of 
curvature of the ends, the overall roundness of the particle decreases as new corners are 
generated. 
Wadell defined the degree of roundness of a particle on a given plane as the arithmetic 
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Figure 2.4: Redraw of the triangular plot for form classification, after Sneed and Folk 
(1958) 
be taken as reference solids for describing natural and artificial particles. In addition, if 
the same population of particles is represented in both diagrams, when the distribution 
is uniform in Zingg's plot, the corresponding distribution tends to be overcrowded in the 
Sneed and Folks plot, with a concentration of data near the right lower corner of the 
triangular diagram. 
This means that, for a material with a large number of blade- and roller-like particles 
equally distributed across zones III and IV of Zingg's plot, there will be a high concen-
tration near the right lower corner. Hence, it is impossible to distinguish blade- from 
roller-like particles in the triangular diagram. In contrast, however, when a particular 
shape distribution is uniform and identifiable in the triangular diagram it is still distin-
guishable in the Zingg's diagram (even though the uniformly distributed points in the 
triangular diagram will correspond to sparser data near the S// axis of Zingg's diagram). 
Specific examples are given in Blott and Pye (2008). 
2.2.2 Sphericity and Roundness 
In the early 1930s Wadell, in his work on problems of sedimentation and erosion of gravel 
particles, proposed a seminal and systematic approach to shape analysis. Wadell (1932) 
pointed out that the sphere has the greatest ratio of volume to surface area and, therefore, 
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mean of the roundness of the individual corners in that plane. This descriptor, Rw , is 
defined as: 
N 
r, 
degree of roundness = Rw = 
	
(2.6) 
were N is the number of corners of radius ra , with 0 < r, < Ro. There are some drawbacks 
in the quantitative application of this method. Firstly, in Eq. 2.6 only the convex corners 
of the outline are considered. Secondly, the minimum value of r, is 0 . In reality along 
an irregular outline the number of corners increases and the mean radius of curvature 
decreases if the image magnification is increased. This means that the same particle 
can appear rather smooth to the naked eye but would have a low roundness if observed 
using a magnification lens. Thus, in contrast to sphericity, Wadell's roundness is a scale-
dependent parameter. To overcome this problem Wadell (1932) adopted a nominal, but 
not exactly defined, standard size of 70 mm, adjusting the dimensions of the particles by 
means of "camera lucida" (i.e. a screen projection). A reference chart is given in Fig. 
2.6. 
Figure 2.6: Reference shape descriptors of sand grain outlines (For each geometry the 
values given are Roundness)   Sphericity after Wadell (1932) 
In the upper row of Fig. 2.6, roundness decreases monotonically from left to right 
between 0.65 and 0.23, while sphericity is almost constant (0.83 — 0.82). In the lower 
row the roundness varies considerably, between 0.88 and 0.13, and sphericity decreases 
steadily from 0.97 to 0.58 moving from the left to the right. 
Responding to questions raised by Wentworth in the same journal, Wadell (1933) 
proposed that the total roundness of a solid may be described by three measures of 
roundness in the three principal planes parallel to L, I, S. He also suggested that, gener- 
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ally, the projection on the (L, I) plane was the most relevant for a single 2D measure of 
the overall 3D roundness of a quartz particle. This proposal was based on the assump-
tion that the general mechanical features of an irregular grain of quartz are weaker in the 
direction of the minor axis (S) and therefore more prone to local fracturing and chipping 
in the principal plane (L, I). In the same discussion Wadell (1933) introduced another 
2D descriptor, that he named the degree of circularity. Here and in the following text 
this parameter has been identified as Cw2D: 
degree of circularity CW2D = c 
	2 V7i-A 	 (2.7) 
where c is the circumference of the circle of the same projected area A of the particle 
and P is the actual perimeter of the particle. We can see that Cw2D = 	(Eq. 2.3). 
Wadell (1933) pointed out also that, in principle, this 2D parameter is not related to 
roundness, because, for example, a dodecagon has a value of CW2D = 0.988, which is a 
value approaching that of a circle, but the same shape has a roundness of 0 because its 
corners are infinitely small. Responding to Wentworth's question about the method used 
for evaluating in the reference chart (Fig. 2.6), he clarified two important points: 
• the reference outlines had been obtained as projections of particles lying on their 
plane II (i.e. the plane of maximum stability as defined above), a microscope a 
camera lucida an a polar planimeter were used for retrieving the data; 
• the values of sphericity in Fig. 2.6 had been evaluated in 2D, as equal to a parameter 
he called degree of sphericity, here named SW2D 
degree of sphericity SW2D = 
2,VA/r 
de min - dc min 
(2.8) 
where d is the diameter of the circle with an area A equal to the area of the projection 
on the plane (L, I) and dcmin is the diameter of the minor circumscribed circle. Wadell 
(1933) claimed that SW2D  gave a maximum error of 5% if compared with values of Sw3D 
deduced by more precise methods, the procedure of which is not illustrated in the paper. 
The degree of sphericity does not give a unique matching between sphericity and the 
descriptor if the outline is concave in some its segments (i.e. solidity less than one). So 
it is possible that the values of Sw20 given in Eq. 2.6 may be approximate where some 
concave outlines are also considered. On the other hand, he claimed that any errors 
arising when Eq. 2.8 is used do not exceed one class interval (i.e. 0.05). Cw2D and Sw2D 
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are proportional by means of the number 7rdc „,i ,,/P, which varies in the range 0.0 — 1.0. 
The sensitivity of these two descriptors to changes of shape is presented in Section 3.4.1 
of this dissertation. 
In a later article Wadell (1935) compared the values of the degree of true sphericity 
(Eq. 2.5) and of the degree of sphericity (Eq. 2.8) for some reference shapes. He 
considered a sphere, a cube, and three parallelopipeds with flatness (S/I) varying in the 
range 0.15 to 0.50. He showed that, for all the shapes with a flatness ratio greater than 
0.25 (i.e. 0.25 < S/I < 1.00), the absolute scatter ISw3D — Sw2D I was in the range 
0.01 — 0.08, and that the same scatter increased dramatically, up to 0.27, for flatter 
shapes (i.e. S/I < 0.25). 
Finally, Wadell (1935) clarified the method he used for the evaluation of roundness 
in the chart of Fig. 2.6. He showed an example in which all the measurements had been 
done on fine quartz particles passing at the 0.500m,m, sieve and retained on the 0.061mm 
sieve. All the particle silhouettes were magnified by means of a camera lucida to the 
standard size sty, = 70mm, that he defined as the average diameter of the projected 
image (i.e. the ratio of magnification was roughly in the range 150 to 1000). The radii 
of the asperities projected by means of the camera lucida were evaluated using reference 
circles of radii r„ in the range 0.5 to 50mm. Curvatures corresponding to magnified radii 
less than lmm were considered beyond the accuracy of the method and were all assumed 
to have radii of the value of 0.5mm. This detail is important because, although no rule 
was given by Wadell on this aspect, it allows to establish a criterion for measurement 
consistent with the reference chart in Fig. 2.6. In fact, it seems important to propose 
here that if, for instance, roundness measurements are made with a modern microscope 
on an outline with principal axes L, I, the selected radii of curvature RR of the asperities 
considered should obey the relation: 
(L +I)  
RR = a, 2 
(2.9) 
where only a„ (i.e. r„/s„„) values in the range 0.01 to 0.70 should be accounted for. 
However, an estimation of the number of asperities requiring consideration was made by 
Wadell (1935) in the same paper. He concluded that, 70% of the particles of a typical 
class of fine quartz sand he worked with (St. Peter sandstone retained at the sieve of 
0.125mm), were found with only six corners along the perimeter of the projected section 
considered (i.e. the section parallel to the L, I plane) and only one grain had twelve. 
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Rittenhouse (1943) proposed a visual method consisting of two steps. Firstly, the 
operator is advised to check his capability in estimating Sw2D  by predicting the values of 
this parameter for eighteen grains of known Sw2D , the outlines of which, were displayed 
in a reference chart. After comparing the results with the actual values of Sw2D given 
by the author only in the text (but not displayed in the chart), and after checking that 
the errors made were of the order of a few percent, the operator could perform the 
actual measurements for his sample using a more complete chart including 135 different 
reference outlines. By this method 5w2D values were determinable at rate of one or two 
per minute. 
In order to simplify the calculation of W as proposed by Wadell (1932) in Eq. 2.5, 
Krumbein (1941) suggested that the Degree of True Sphericity may be stated as: 
ill 	SK3D = ( 32-) 3 = r/6) 4min  
3 	dv  
(7r/6) dLin (-4C min 
(2.10) 
were SK3D is the name given here for Krumbein's sphericity, Vp is the volume of the 
particle and V, is the volume of the minimum circumscribed sphere. In principle, Eq.2.10 
is more straightforward to apply than Eq. 2.5, because the parameters Vp and dcinir, of 
any irregular particle are much easier to measure than its surface. However, SK3D can 
not be considered an exact alternative to measuring IP and generally W differs from SK3D. 
The parameter SK3D suffers also from a lack of uniqueness. In fact the consequence of 
Krumbein's proposal for ‘If is that all the irregular particles of a given volume Vp (i.e. of a 
given dv ) and minimum intercept diameter &min have the same value of true sphericity, 
which of course is not true. On the other hand, for instance, the value of true sphericity 
of a cube is 0.806, when Eq. 2.5 is used, and 0.716 if Eq. 2.10 is considered. Krumbein 
(1941) also presents a Zingg plot (Fig. 2.7, where S/I = c/b and 	= bla) in which 
the particle was considered to be a scalene ellipsoid of volume Vp = (7r/6)L x I x S, and 
since VC = (7r- /6).0, by substituting into Eq. 2.10, he obtained an expression for the 
sphericity of these ideal particles, which he named intercept sphericity: 
intercept sphericity = SIK = 
(/ LX2S 3 = 	 i 2 3 	(2.11) 
So, in Zingg's plot (Fig. 2.7) the parameter SIK is a family of hyperbolae with asymp-
totes on Zingg's axes //L = 0 and S/I = 0. In Zingg's diagram, lines corresponding to 
equal flatness and elongation NI (S/I = NI and 	= N1 ) intercept each other and 
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Figure 2.7: Relation of Intercept Sphericity to Zingg's classification, after Krumbein and 
Sloss (1963) 
the hyperbolae (Eq. 2.11) of same parameter SIK  = NI at the same point along the 1/1 
slope line. 
Although not fitting the original concept of true sphericity, the intercept sphericity 
formulation has the merit of showing how different forms may have the same value of 
sphericity. For instance, as Krumbein and Sloss (1963) concluded: "the 0.5 line sweeps 
through disk, blade and roller classes" (Fig. 2.7). On the other hand, this lack of 
uniqueness seems more dependant on the above mentioned simplification introduced in 
the definitions of Sk3D and Sik than on a real feature of a 3D shape. 
For estimating the roundness of pebbles, Krumbein (1941) proposed that they should 
be compared with standard images, the roundness of which he had determined according 
to Wadell's Eq. 2.6, and the paper contains a reference chart for roundness, defined on the 
basis of Wadell's method, applied to ten sets of nine outlines each, with a class interval 
ARw = 0.1. Powers (1953) claimed that the visual method proposed by Krumbein (1941) 
was slow and that the roundness class intervals were too small to allow an easy decision 
on the value to assign. So, he proposed a new chart, with 'six classes of roundness, in 
which two classes of sphericity were considered. 
Krumbein and Sloss (1963) introduced another chart destined for a great impact in the 
forthcoming studies on shape. Using class intervals of 0.2, they put values of sphericity 
SKS and roundness RKS respectively as the rows and columns of a matrix of reference 
projected sections of sand grains, shown in Fig. 2.8. 
They did not give any explicit description of the procedure they followed to prepare 
this chart and develop the estimations of the descriptors, even though they reported 
that sphericity SKS was "related to the proportion between length and breadth" of the 
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Figure 2.8: Visual estimation of roundness and sphericity of sand grains, after Krumbein 
and Sloss (1963) 
projected sections and roundness RKs to the curvature of their outlines. Therefore, their 
evaluation of sphericity has been simply based on the value of the Irregularity (Eq. 2.2), 
as recently considered by Cho et al. (2006). 
Cho et al. (2006) proposed to average the values of roundness and sphericity obtained 
using the reference chart from Krumbein and Sloss (1963) in order to get a new parameter 
they called regularity p: 
roundness + sphericity RKS + SKS 
P= 	  2 	 2 (2.12) 
For the sphericity SKs they provided a new 3D definition, stating that it could be quan-
tified as the diameter of the maximum inscribed sphere relative to the diameter of the 
minimum circumscribed sphere. Hence, in 2D, this parameter corresponds to I R (Eq.2.2). 
The advantage of this method is the repeatability of the estimation even with inexpe-
rienced operators. However, a classification using regularity combines two independent 
aspects of forms (i.e. roundness and sphericity) and this simplification may not be 
useful when one wants to look at the separate influence of these two aspects. 
Ehrlich and Weinberg (1970) proposed a mathematical descriptive technique that is 
sensitive to irregular shapes. This method estimates the polar function of the radius of 
the outline of the projected section by a Fourier series: 
00 
R (0) = Rof  + 	cos(n9 — /972) 	 (2.13) 
n=1 
Where 0 is the polar angle measured from an arbitrary reference line, when the pole is 
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coincident with the centroid of the surface, Rof is the average radius of the outline, n 
is the harmonic order, Rn is the harmonic amplitude and 79,„ is the phase angle. The 
n = 0 harmonic is a centred circle with an area equal to the total area of the projected 
section. The nth harmonic is a closed line with n bumps. At least 2n points must be 
known using n harmonics. Hence, the higher the number of harmonic desired the higher 
the given outline resolution must be. For a convenient calculation procedure Eq. 2.13 is 
transformed into the following: 
	
00 	 00 
R (0) = R0 + 	An f  cos n0 + 	B„ f sin n0 
	
(2.14) 
n=1 	 n=1 
with Anf  = Rn cos On and Bnf = Rn sin On . If the radius is a linear function of 0, then, 
by substitution, the following expressions of the Fourier coefficients hold: 
[(Ri±i — Ri ) (cos nOil_i — cos n9,) 
 + 
Ri+ i sin n0j+i — Ri sin nO i  (2.15) 
(0i+i — 0 j) n2 	 n 
L D  
[ v-L3 +1 
7r 	
— Ri ) (sin n0.141 — sin n0) 	R j+1  cos nOf+i — Ri cos n0 j  1 
( 0 +1 — 0 i) n2 j=1 
A C„ " amplitude spectra" is then defined for a series truncated at a value n: 
Bn = (2.16) 
Cn = 	+ B7i1 	 (2.17) 
As pointed out by Ehrlich and Weinberg (1970), in order for Eq. 2.13 to be defined, 
each radius must intersect only one peripheral point. For this reason they developed 
a computer program rejecting points which cause more than one intersection. They 
suggested that generally this limitation does not influence significantly the results for 
natural particles, because the occurrence of projected re-entrant outlines is relatively rare 
for grains of common sands. Some examples are given in terms of calculated outlines and 
of mean values Cn of three samples of natural sand (New England Beach, Michigan Esker, 
Ottawa sandstone). Each sample was constituted of several tens of particles. The plot 
of the function log Cn , versus the number n of harmonic considered is reproduced in Fig. 
2.9. In the plot, C„ = 1 for n = 0 and Cn = 0 for n co, and the function C0 is shown 
to be monotonically decreasing for n > 2. The plot shows also that truncating the series 
at the n = 10 harmonic, the residual mean amplitude varies in the range 0.005 — 0.020. 
The current and residual mean amplitudes are greater for more complex outlines. 
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Figure 2.9: Mean amplitude spectra of three quartz sand, after Ehrlich and Weinberg 
(1970) 
For a regular sand such as Ottawa sandstone (which is of a "St. Peter Type" i.e. 
similar to the quartz sand used by Wadell in his reference measures), a value of Ci.o = 
0.005 is found. Thus, they suggested that ten harmonics should be sufficient to represent 
the features normally requested in shape analysis of natural grains and that the higher 
orders carried little additional information. Finally, a roughness coefficient Pr is defined 
as the average square deviation of the grain perimeter from a circle of equal area (i.e. 
the n = 0 harmonic): 
2 
/3,2 = R2 (0) — R 0)2 = 1 	
2r 
127r R2 (0) dB — [27r 
/2n/27r R (9) (19] 	(2.18) 
0 
By substitution this becomes: 
(2.19) 
So, Ehrlich & Weinberg's roughness coefficient is defined as the square root of half the 
sum of the squared Fourier coefficients. Clearly, this descriptor can not be considered as 
a proper measure of roughness, which is the deviation from the average outline at a very 
small scale, as shown in the next section. In fact, it seems intended as an overall indicator 
of the irregularity of the surface. However, Ehrlich and Weinberg (1970) suggest that 
it is convenient to consider a modified roughness coefficient, spanning a desired range of 
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harmonics rather than all of them: 
(2.20) 
If accurately chosen, this descriptor might be a measure of the features of an outline at a 
certain scale level related to a range j 	k of selected harmonics. However, the limitation 
of this procedure is the unpredictability of the relationship between topographic features 
(sphericity, angularity, and roughness) and the chosen range j —> k. 
In his review of shape analysis, Clark (1981) reported what he called the Fourier-
Complex method, were the outline is considered as a complex function u(l) generated by 
a point moving around the boundary: 
u(l) = x(l) + iy(l) 	 (2.21) 
were 1 is the arc length along the outline and x and y are the coordinates of the point. 
The two terms of the right side of the Eq. (2.21) can be expressed in terms of Fourier 
series, as in Bowman et al. (2001): 
xm + 2:yr, = 
N 
T 
n=-1+1 
( An f i B f ) [cos ( 27Mmni ) + i sin 27nmi 	(2.22) Mr 
where Mp is the number of points describing the outline, mi is the index number of a 
point of the outline, N is the total number of descriptors, and 77 the descriptor number. 
As for the polar method, the magnitude of the descriptor coefficient is given by Eq. 2.17. 
As suggested by Bowman et al. (2001), the Fourier-Complex method requires 10 — 15 
descriptors in order for the outline of complex particles to be defined, i.e. the convergence 
of the employed mathematical function is not significantly differently estimated from 
that suggested by Ehrlich and Weinberg (1970) using their polar method. However, the 
Fourier-Complex method does not suffer from the re-entrant outline problem and does 
not require the accurate location of the centroid of the outline. 
Fonseca and O'Sullivan (2008) showed the results of an interesting sensitivity analysis 
on some simple shapes dealing either with geometrical figures or outlines of natural 
particles. They utilized the Fourier-Complex method to re-create the particle geometry 
and found dramatic changes in the results by increasing the number of descriptors beyond 
a certain value. For the square, they pointed out that the given outline remains quite 
47 
similar to the parent circle until 125 Fourier descriptors are used. If the number of 
descriptors is increased only to 128. the given outline reproduces rather exactly the 
desidered square perimeter. They explained this considering that the corners of the 
square demand a high order of Fourier coefficients to be properly described. 
2.2.3 Roughness 
As proposed by Bhushan (2001) "a surface is composed of a large number of length 
scales of roughness that are superimposed on each other" . He suggested that, since any 
natural surface has a multi-scale nature, the definitions of roughness parameters depend 
chiefly on the resolution of the roughness measuring device. Hence, they are not uniquely 
definable for any surface. Actually, roughness is a scale-dependent parameter, which also 
depends on the dimensions of the zone of the surface we are interested in. Therefore, 
there are two important consequences: 
- roughness should be characterized in such a way that all the scales of interest are 
detected or, at least, it should be specified which range of scales has been considered; 
- it is necessary to quantify the multi-scale nature of the roughness. 
However, another fundamental feature of some natural surfaces helps us in evaluating 
their roughness. For instance, the roughness of the profile in Fig. 2.10 appears quite 
similar at different scales. 
Figure 2.10: Self-similarity of a surface profile, after Bhushan (2001) 
This property was studied by Richardson (1961) who showed that some natural pro-
files are self similar over a broad range of scales. He proposed to represent the relationship 
between the length A of the reference step of the measurement and the length of the pro-
file P(A) as a set of points in a log-log plot. He found that the slope of the line fitting 
his experimental data was fairly constant for A varying over a broad range of scales and 
he defined this slope as (1 — DFID )/1, where DF1D  represents the fractal dimension of the 
profile (i.e. in 1D). 
Moreover, as in the work of Friel and Pande (1993), if a self-similar surface Su(A2) is 
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measured with a reference step of area A2 and the results are plotted in a log-log graph 
a corresponding relationship works. In fact, in this case the slope of the best-fit line is 
defined as (2 — 2DF2D )/2, were DF2D represents the fractal dimension of the surface in 
2D. 
Summing up, the fractal dimension of a self similar profile obeys the equation: 
log P(A) = (1 — DF,,, ) log. + log b 	 (2.23) 
Meanwhile the fractal dimension of a self-similar surface is given by: 
log Su (A2) = 0.5(2 — DF2D ) log(A2) + log b 	 (2.24) 
Hence, the general expression of a self-similar geometric entity is: 
log Mge (An) = n-1(n — DF,„ ) log(An) + log b 	 (2.25) 
where Mg, is the measure of the geometrical entity (i.e. the length P of a profile, or the 
area S of a surface), n is the number of dimensions of the geometrical entity (i.e. n = 1 
or 2 respectively in case of a line or a surface). From Eq. 2.25 the general expression of 
the fractal dimension of a self-similar geometric entity can be derived as the slope of the 
line [log Mge (A') , log (An)] , where : 
D nI , = '11 X (slope) + n 	 (2.26) 
with n the number of dimensions of the considered geometrical entity (i.e. 1 or 2) and 
"slope" the gradient of the line [log Mg,(An), log(An)]. The value of slope varies in the 
range 0 — 1/n. So, by substituting these values into Eq. 2.26, it is clear that the 
fractal dimension DF D obeys the relation 1 < DFiD < 2, in the case of a profile, and 
2 < DF2D < 3 if the geometrical entity is a surface. The smallest values of these ranges 
describe a perfectly smooth shape, while the highest correspond to extremely irregular 
topographies. The smaller the gradient, the more irregular the surface. Smooth lines or 
surfaces are represented by horizontal lines in the log /1/ge (An), log(An) plane. The second 
term on the right side of Eq. 2.25 is the value of intercept on the vertical axis log(An) = 0 
in the log — log plot. A perfectly smooth shape corresponds to the line log Mge = log b 
(i.e. a horizontal line in the log-log plot). Hence b is the Euclidean measure of a smooth 
shape, which is not dependent on the value of the reference step entity An. 
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instrument field of view (mm) resolution (m) source 
comb profilometer 100 5 x 10-5  Seidel and Haberfield (1995) 
stylus 32 2 x 10-7  Thomas (1999) 
optical interferometer 0.1 x 0.1 5 x 10-9  Fogale-Nanotech (2005) 
atomic force microscope < 0.1 x 0.1 1 x 10-11  Mate (2008) 
Table 2.1: Features of instruments for measuring roughness 
ISO (2006) considers the fractal dimension DF = DF1D as a particle roughness de-
scriptor and states that the evaluation of this parameter needs the geometrical data to be 
first normalized by dividing by the maximum Feret diameter, Eq. (2.2), and the upper 
limit for the step size has to be chosen as A = 0.34„,. These two requirements seem 
poorly related in the procedure proposed . Actually, if a set of outlines of different dF max 
are considered, and if the size-normalization is preliminarily performed on each outline, a 
unique measurable size is obtained, in which the derived asperities correspond to asper-
ities of different size in the parent outlines. So, for instance, the descriptor DF1D  might 
represent the roughness of a small parent outline and the angularity of a large parent 
outline. On the other hand, the fact that ISO takes DF as a descriptor of roughness of 
natural particles is consistent with evidence from the literature, where no reference has 
been found on fractal aspects of sand outlines at the scales of form or angularity. 
The fractal framework, as introduced by Richardson (1961) and developed by Man-
delbrot (1982) is an elegant way of treating the description of self-similar surfaces. Un-
fortunately, these surfaces are not so frequent in nature, and when a self-similarity is 
recognized it generally works only over a rather limited range of scales. Thus, it is im-
portant to define other criteria to evaluate roughness. Again, a convenient definition 
of the descriptor depends on the apparatuses available to capture the requested shape 
aspect. 
In Table 2.1 the features of some techniques for measuring roughness are listed. For 
each device the typical field of view and resolution are given. Resolution is intended here 
as the lowest repeatable measure of the difference of the elevation of two adjacent points 
of the same profile, so the higher the resolution the lower the number describing it. 
In the comb profilometer each metal tooth can slide through a comb frame in order to 
adjust its position when the device is gently brought into contact with a rough surface. 
The roughness is captured by recording the sequence of the deformed teeth. The reso-
lution depends on the size of the teeth and their gap. Barton and Choubey (1977) used 
it for measuring the roughness of reference profiles of rock joints over a standard length 
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of 100mm. The resolution of this device has been estimated here on the basis of the 
data presented by Seidel and Haberfield (1995). Working on unspecified magnifications 
of the reference profiles from Barton and Choubey (1977), they evaluated a minimum 
standard deviation angle (( d = 14°) of the slope of the reference profiles between adjacent 
points at the lowest unbiased distance (du = 0.2mm). It is interesting to note that the 
resolution obtained is 0.2 x tan 14° = 0.05mm. Actually this value is roughly the half of 
the resolution of the unaided human eye at a reading distance (Verma, 2007), and also 
half the resolution of a map accurately printed on paper (Stadler and Lechthaler, 2006). 
So, it means that probably the estimation of Seidel and Haberfield (1995) was carried 
out on a two times magnified reference profiles. On the other hand, the estimation of 
roughness from printed outlines is not necessarily a less precise task than working with 
images displayed by modern electronic devices. The average output pixel size of a normal 
digital screen is actually between 0.2mm x 0.2mm and 0.4mm x 0.4mm. So, comparing 
to the 2D printing resolution (0.1mm x 0.1mm), the screen resolution is at least four 
times lower than the resolution of a printed map. 
The stylus works as gramophone, where a sharp probe traverses several mm over a 
surface and relates its asperities to a signal. The resolution of the device depends on 
the size of the probe-tip and on the precision of the transducers used to process the 
signal. The tip size is a constraint in penetrating narrow valleys of the surface and 
since this size is generally in the order of 10p,m, it is unlikely that a normal stylus could 
measure asperities smaller than lOpm. However, Thomas (1999) describes some highly 
precise techniques of calibration for accurate styli, covering a range of roughness down 
to 0.15pm and allowing up to eight repetitions of the same reference measurement along 
a whole path of 32mm. Both the comb profilometer and the stylus can be used for 2D or 
for 3D measurement, although the 3D measurement require more complicate equipment 
and processing procedure. 
The optical interferometer is the only non-contact technique mentioned in Table 2.1. 
This device will be better described in Chapter 3 of this thesis. It works in 3D, and 
for each 3D image any desired 2D section can normally be obtained. Compared to the 
profilometer and the stylus, the size of the field detectable by optical interferometry. 
is very small (down to about 100pm x 100pm) and so the resolution is much higher. 
The resolution is inversely proportional to the range of the measured heights. Several 
commercial manuals (Fogale-Nanotech, 2005) report values of resolutions, in an ideal 
condition, up to 0.1nm, but the reflectivity of the surface, its cleanness, and roughness 
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1 
S = 
pL 
L 	
z2 dx (2.28) 
are always a constraint so that, in the end, the resolution drops to 5 — 10nm. 
In terms of numerical values, roughness measurements can give two classes of param- 
eters, respectively defined by Thomas (1999) as: 
- extreme value parameters 
- average parameters. 
For simplicity these parameters are considered here for a 2D profile; the analogous 
definitions for a 3D topography will be given in Chapter 3. The extreme value parameters 
just give an idea of some features of the surface but not about its actual topography. One 
of these parameters is the maximum roughness depth St (over a certain length L or area 
A), which is the difference in height between the highest and the lowest points along the 
sample considered . In order to give better information about a rough surface, St can be 
replaced by Sp and St„ respectively the height of the highest peak and the depth of the 
lowest trough measured from the mean line of the profile of the sample. 
The average parameters are statistical descriptors of a topography. The most straight-
forward among these is the centre-line average (CLA) roughness: 
1 L  
S a = — 	I ZI dx 
0 
(2.27) 
where z is the elevation of a point of the profile relative to the mean height. A more 
informative average parameter is the root-mean-square deviation of z(x) about the mean 
height. This parameter is also designated as RMS, or simply as o- in the literature, and 
is: 
Compared to Sa , Sq is better able to discern profiles with different characteristics, because 
its z2 term is more affected than z by high peaks or deep valleys. For instance, in contrast 
to Sq, the same values of 8, can equally describe a profile with few coarse irregularities or 
another one with more frequent but smaller asperities. However, sometimes a relationship 
can be found between these two average parameters. Bhushan (2001) reports that for a 
sinusoidal profile Sq = 7:-Sa/2/ 	= 1.11Sa, while for a Gaussian distribution of surface 
heights Sq = Sa N/7/2) = 1.25Sa. As will be shown in Chapter 3 of this thesis, the 
repeatability of typical values of the ratio Sq /Sa for a given type of surface has also 
been found during the current research. The conclusion of this work also suggests that 
Sq /Sa might be a descriptor of a particular shape or at least an index to confirm the 
tophographical similarity between two surfaces. 
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Despite its better informative nature in comparison with Sa , Sq is still unable to 
discriminate between simple profiles of equal extreme values (Sp and Sy) but with different 
frequencies and shapes of the asperities. This limitation of Sq is clear from a simple 
example given by Mate (2008) (Fig. 2.11). 
Figure 2.11: Profiles with same value of Rq , after Mate (2008) 
This example suggests that Sa and Sq contain no information about the spatial vari-
ation of the profile (texture). Moreover, unlike the extreme-values parameters, Sa and 
Sq do not define any particular amplitude of the textural variation in any point of the 
surface. Despite this limitation, the advantage of the average parameters (Sa and Sq ) is 
the parsimony of the description, which can be conveniently combined with the measure-
ment of some extreme-values parameters (St or Sa and Sq ) for an adequate topographical 
description. On the other hand, if one wants to gain an alternative analytical descrip-
tion using just extreme-values parameters, a multitude of data should be handled for 
accurately describing a whole profile. 
Techniques for improving the statistical approach deal with the distribution of heights 
on the considered surface. So, seeking parsimony, instead of defining the function z(x) 
in each point x, it is convenient to consider the probability p(z) that along a profile a 
height is found in the range between z and z dz. In a graph the function p(z) for a 
given piece of irregular surface (natural or artificial), is a bell-shaped curve, as in Fig. 
2.12. 
The probability that a height will be below some level h, i.e. the cumulative distri-
bution of the function p(z), can be found by means of the integral: 
P(h) = f p(z)dz 	 (2.29) 
The cumulative distribution has also an important physical meaning since it gives the 
fraction of the rough surface that is in contact with an ideal flat surface when the latter 
is pushed against the rough surface down to an elevation h. 
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Figure 2.12: Construction of the profiles of the height distribution p(z) and cumulative 
height distribution P(z), after Thomas (1999) 
The given distribution p(z) can be even better characterized with the moment of n 
order of the surface defined by Eq. 2.29 calculated with respect the mean height of the 
profile: co 
pr„, f znp(z)dz (2.30) 
where n > 2, because pi is always zero, since z is the elevation of a point of the profile 
relative to the mean height of the profile. The second moment p2 coincides with the 
variance of the function p(z) and describes the range of dispersion of the values of p(z) 
from its mean. The second moment p2 has the disadvantage of square length units 
that are different from the units of z and p(z), so the square of the variance is usually 
considered. It is easy to note that \p2  , i.e. the standard deviation of the distribution 
p(z), is equal to Rli S or Sq as defined above in Eq. 2.28. 
The third and forth central moments (p3, p4 ) are respectively named skewness and 
kurtosis. The skewness is an odd moment and so can give information about the asym-
metry of the distribution (i.e. the predominance of peaks when positive or valleys when 
negative). The kurtosis is related to the overall shape of the distribution. Thomas (1999) 
claimed that these two central moments do not have a great utility despite their diffusion 
in much commercial software. 
Greenwood and Williamson (1966) suggested that "for many surfaces the height dis-
tribution is Gaussian to a very good approximation" and so they used the equation: 
f (Y) = 
 
„2 exp 2 (2.31) 
r 
This equation is identical in form to the equation of the standard normal distribution but 
it has a different physical meaning. En fact, although not totally clarified by Greenwood 
and Williamson (1966) it was obtained by simplifying and normalizing the well known 
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Figure 2.13: Sensitivity of normal distribution function to the standard deviation with 
the distance z normalized by Sq 
normal distribution function: 
p(z) = 	
1 	
exp--12-2, ( z- x)2 
a-N/27r 
(2.32) 
Although not given in the paper, to get Eq. 2.31 from Eq. 2.32 they followed three 
steps. Firstly they assumed a value x equal to zero, then they normalized z by a (i.e. 
y = z I o- ), finally they also normalized p(z) multiplying both the terms of Eq. 2.32 by 
a (i.e. f(y) = p(z)a). The first step of the procedure described (x = 0) requires that 
the peak of the standard distribution curve be on the line of average elevation, i.e. the 
height distribution of the surface should be fairly symmetrical around the average level. 
Of course, this feature can not be true for all surfaces. For instance, it is inconsistent 
for worn or eroded surfaces derived from surfaces which obeyed a symmetrical Gaussian 
distribution when they were in a previously fresh state. In these cases, such surfaces can 
present a significant negative skewness. However, the great advantage of this procedure 
consists in the mathematically much easier tractability of Eq. 2.31. As one can easily see 
analysing the second term of Eq. 2.32, the function p(z) has dimensions of a number (a 
number less than one, i.e. the frequency of an event) divided by a distance (i.e. a 
In Fig. 2.13 the results after the second step of the above procedure are given and the 
effect of a on the shape of the Gaussian curves is shown. In the graph the height z has 
been normalized by a (i.e. Sq ). In fact, for it,- 0, Eq. 2.32 can be written in the form: 
P(z)1 = 	
1
exp-°.5( ''c7)2 
	
(2.33) 
So, for instance, at a height of +Sq (i.e. z/Sq = 1), the surface described by the standard 
normal distribution (a = 1) has a frequency of points of its profile of 25%, but this 
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percentage is double or half respectively for a = 0.5 or 2.0. In fact, as one can see from 
Eq. 2.33, the frequency of points at a certain normalized height is inversely proportional 
to the roughness. This inconvenience is overcome by a second normalization (multiplying 
by a), that finally gives Eq. 2.31. So, a unique non-dimensional function was used to 
characterize all the possible roughness Sq of a surface, this curve corresponds to the curve 
of parameter a = 1 in Fig. 2.13. 
In their model, which in the following text will be indicated as the GW model, Green-
wood and Williamson (1966) called a summit the highest point on a piece of surface, 
while a peak is the relative highest point on a piece of profile.. On the shoulder of a 
summit of height z, infinite profiles can be considered, each one with a peak of height 
zp < z5. On the basis of some experimental measurement they showed that the height 
distribution of the peaks is more nearly Gaussian than is the overall profile. On the 
other hand, their determination of peaks appears rather approximate since they worked 
on height measurements of three consecutive points with a single sampling interval and 
assuming a constant radius of curvature Ra for all the asperities that are distributed with 
a density ma per unit area. 
The framework proposed by Greenwood and Williamson (1966) explores also the 
response of a rough contact to the application of a load and leads to an important 
criterion for predicting if the deformation under an initial load is elastic or plastic. This 
method, that actually is the second part of the GW model, considers a standard deviation 
a* of the peaks and is analysed in the next section. 
Greenwood and Tripp (1967) went on using the standard normal distribution function 
(Eq. 2.31) for describing the contact between a rough plane and a smooth sphere. The 
details of this model, named the GT model and mainly relate to the mechanics of the 
contact between two particles, will be given Section 2.3.2. 
Whitehouse and Archard (1970) argued that even if all surface heights follow a normal 
distribution, this kind of distribution does not necessarily apply to peaks or summits. 
They claimed that the hypothesis of the same curvature of all the asperities and their 
geometrical measurement using the three point analysis as in Greenwood and Williamson 
(1966) had severely limited the information obtained from the surface profile. As we will 
see, the distribution of the asperities governs the behaviour of a contact, so the assessment 
of Whitehouse and Archard (1970) was of basic relevance. They proposed a new model, 
indicated in the following text as the WA model. This model considers that for a full 
statistical description of a rough surface, the normal distribution function (Eq. 2.31) has 
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to be coupled with an autocorrelation function. This function is aimed at a description 
of the sequence of the peaks along a profile and can roughly be considered as a random 
waveform related to the texture of the surface. This waveform is visible at a scale broader 
than that of a single asperity and is constituted by a series of single events. Each event 
contains a peak. 
Using the symbols of Fig. 2.14 they started with a theoretical definition of the auto-
correlation function: 
1IL 
L 
C(0) = lirn I y(x)y(x 13)dx 
—>Do L 	r , 
2 — 
(2.34) 
201tra 
Figure 2.14: Magnitude of the RM S (= o. ) value of the height distribution and of the 
correlation distance 3* for a given profile, after Whitehouse and Archard (1970) 
In Eq. 2.34, /3 is the distance between two adjacent abscissae, and L, although not 
given in the paper, is intended to be the horizontal projection of a generic sector of the 
infinite profile with its median point at the origin of the axes x, y. As with Greenwood and 
Williamson (1966) they worked by hypothesizing mathematical profiles and comparing 
them with profiles really measured. 
A convenient assumption had to be made for describing C(/3) in terms of decay 
distance of the event, so they assumed the expression: 
C(/3) = exp(--i@ ) 
	
(2.35) 
were /3* was called the correlation distance and is defined as the distance at which the 
C(0) has declined to 10% of its amplitude. Substituting the value 0.10 in Eq. 2.35 the 
value NO* = 2.3 is found (Fig. 2.15). 
In the example of Fig. 2.14 the value )3 = 2.3/3* can be seen to be roughly one fourth 
of the period of two separate events. For modelling the shape of the average profile meant 
to represent the texture, by analogy with the physics of energy signals, they defined as 
W(Lt.7) the function that describes the relative power contributions at various frequencies 
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Figure 2.15: Autocrrelation function and power spectral density in the WA model, after 
Whitehouse and Archard (1970) 
W = —1 r W(w)dc,..) 	 (2.36) 27r 
They used a Fourier transform relation between C(13) and the power spectral density 
function P(w) of a random waveform, that is: 
C(0) = 	W(w) exp(iw0)dw 	 (2.37) 
They did not provided any detail about this equation but a clear demonstration of the 
equivalence between Eqs. 2.34 and 2.37 is given in Stremler (1982). In Fig. 2.15 White-
house and Archard (1970) reported the value of the power spectral density versus the 
frequencies w expressed as the inverse of 0*. This plot shows that the main component 
of the surface profile (i.e. yielding more than the half the whole power of the signal) 
corresponds to a band of low frequencies w < 1/0*. The physical meaning of this finding 
is that the distribution of the peaks of a rough profile is not related to roughness but 
to another morphological feature that superimposes asperities of different scales of sizes 
(a feature that we could call texture even though the authors do not use this term). 
This is the great merit of the WA model, and it is interesting to note that it introduces 
the question of the multi-scale similarity even before the fractal analysis framework was 
applied to surface analysis (Greenwood and Wu, 2001). 
As concluded by Whitehouse and Archard (1970), the WA model is completely de-
fined by two parameters: a, the standard deviation of height distribution, and 0*, the 
correlation distance; meanwhile the GW model is specified by three parameters: a*, R, 
of a given signal f (t). This function is known as the power spectral density function, and 
has units of power per Hz and its integral over all frequencies (—oo < w < oo) gives the 
power in f (t): 
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and m. Comparing the two models it results that: a* a a , R 13*2 /o- , m a 1/0*2, hence 
multiplying these relations term by term one gets: 
o-* Rm, = const 	 (2.38) 
Therefore, if the GW model is used the three parameters should obey the above equation. 
2.2.4 Summary 
The main points of this section can be summarized as follows. 
1. Form (sphericity), roundness and surface texture (roughness) are three independent 
aspects of shape. 
2. Sphericity is a 3D property, while roundness and roughness are usually defined for 
a projected section of a particle. Among these three parameters only sphericity is 
scale-independent. 
3. There are several established methods in literature dealing with sphericity and 
roundness, some of these have been of great impact and can be implemented using 
image analysis (e.g. Wadell definitions). Often different methods present different 
definitions of the same shape parameter (e.g. Wadell sphericity and Krumbein and 
Sloss sphericity). 
4. Regularity defined by Cho et al. (2006) is a repeatable simple method of visual 
estimation of shape. 
5. The Gaussian distribution can represent the distribution of heights of a rough 
profile, but for a complete description of its topography at a greater scale (texture) 
an autocorrelation function has to be also considered. 
2.3 Contact 
When a force is transmitted between two solid bodies the stress and deformations around 
their point of contact are largely dependent on the geometry of the surfaces of the bodies. 
Johnson (1985) distinguishes between conforming and non-conforming contacts. 
In conforming contacts (e.g. flat slider bearings) the surfaces of the two bodies "fit" 
exactly without any initial deformation. Non-conforming contacts occur when two bodies 
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have dissimilar profiles. A non-conforming contact can be generated respectively in a 
single point (e.g. ball bearings) or along a line (e.g. roller bearings). In the latter case, 
if the two roller bearings are rotated 90°, the contact is again on a single point. Hence, 
for a line contact to happen, the profiles of the surfaces must be conforming along the 
contact and non-conforming in the perpendicular direction. 
In the case of non-conforming surfaces, the stress is concentrated near the contact 
and is not greatly influenced by the shape of the bodies out of the contact area. The 
concentration of stress and the non-conformity of the surfaces promote relevant localized 
strains around the contact even when light loads are applied. 
The way in which two bodies are in contact largely influences their mechanical re-
sponse when a force is transmitted between them. Two particles of the same hard 
material would undergo plastic displacement with a low apparent stiffness in the case of 
non-conforming contact, but experience elastic deformations with high stiffness if their 
surfaces are conforming in the contact area. 
2.3.1 Non-conforming smooth surfaces 
Hertz's analysis of stress is still an up-to-date approach for studying the elastic response 
of a non-conforming smooth contact under normal loads. A complete review of this 
theory, including several elegant implementations of the original model, was given by 
Johnson (1985). Here only the simple case of an axi-symmetric contact of two solids of 
revolution in contact through an area of radius a is considered. The axes of revolution 
of the two surfaces are coincident and centred within the area of contact, where the local 
radii of the surfaces are R1, and R2  (= R1,2) • 
At the scale of contact, this model is geometrically equivalent to the simpler scheme 
of two spheres of radii R1,2 touching each other. Nevertheless, it is more general and 
useful if one wants to simulate the roughness of a natural surface. The Young's modulus 
and the Poisson's ratio of the two solids are respectively (El, E2) and (v1,  v2). 
If the Cartesian reference system is taken with the z axis normal to the plane of 
contact, the equations of the two surfaces in the zone of contact can be written as 
z12 = ± [1/(2R12)] (x2 + y2).So the separation between the two surfaces obeys the 
equation: z1 — z2 = 0.5(R1  + R2 )(.r2 + y2)/(R1  R2), which can be written in a simpler 
way: h = 0.5R(x2 + y2), where the relative curvature 1/R = (1/Ri + 1/R2) has been 
considered. 
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The assumptions made by Hertz for developing his theory are as follows. 
(i) The surfaces are non-conforming (a << R1, 2) and continuous. 
(ii) The strains in the zones of the bodies far from the contact are small (a << R1,2).  
(iii) Each solid is regarded as a half space (a < R1,2). 
(iv) There is no friction at the contact. 
One can see that the first three hypotheses involve the same assumption, i.e. the size 
a of contact is extremely small compared with the size of the solids R1,2. The fourth 
property means that the surfaces cannot sustain any shear stress. Since, for assumption 
(ii), Hertz's theory does not consider the contribution of the elastic deformation of the 
solid bodies far from the contact, the approaching distance of the solids can be taken as 
the sum of the deformation of the two surfaces along the z axis, i.e. 6 = 61 + 62 (Fig. 
2.16). 
Figure 2.16: Hertz's model, after Johnson (1985) 
If the above hypothesis applies, to find the distribution of pressure when the two solids 
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are pushed one against the other, two conditions of compatibility must be satisfied: 
Ttzi Ttz2 = 6 — 0.5(x2 y2 )/ R 
	
for x2 + y2 < a2 	 (2.39) 
U zi + Tcz2 > 6 — 0.5(x2 + y2 )//i 
	
for x2 + y2 > a2 	 (2.40) 
Where the meaning of 'U zi +7/7z2 is shown in Fig. 2.16. With a similar procedure John-
son (1985) neatly derived the more general equation for the two surfaces with non-
axisimmetric curvature. These results are not considered here for conciseness. To satisfy 
Eq. (2.39) Hertz proposed the hemispherical distribution of pressure: 
P = Po {1 — [ria]2}1/2 
	
(2.41) 
As in Johnson (1985) it can be shown that this distribution gives the normal displace-
ment in the area of contact: Uzi,2 (r) = 7rPo(1  — v2)/ [4E1,2a(2a2 — r2)], where (r < a). 
Since the pressure on the second surface is equal to the pressure on the first, by substi-
tuting the values of Tizi,2 (r) in Eq. 2.39, it follows that: 
7rPo(2a2 — r2)/(4aE*) = S — (1/2R)r2 	 (2.42) 
where E* is the relative Young modulus, defined by: 
1 	1 -- 	1— v2  1 
E* 	Ei 
H_  E2 (2.43) 
From Eq. (2.42), we can easily obtain, respectively, the radius a of the contact circle, 
the mutual approach of the centres of the spheres 5, and the total load N in terms of 
pressure distribution: 
	
a = rpoR/2E* 	 (2.44) 
= 7rapo /2E* 	 (2.45) 
N = I Q p(r)27rrdr = —
2 
po7a2 	 (2.46) 
This last equation shows that the maximum pressure po is 3/2 times the mean pressure 
NA7ra2), and allows, by substitution, to simplify Eqs. 2.44 and 2.45 as follows: 
a = (3NR/4E*) 	3 (2.47) 
62 
8 = (9N2/16RE*2) 1 or 8 = R(7p0/2E*)2 or 6 = a2 R 	(2.48) 
Then, from Eqs. 2.46 and 2.47: 
:3N (6NE.2 1/3 
Po = 27a2 	71-3R2 
(2.49) 
Summing up, Eqs. 2.47, 2.48, and 2.49, describe the fundamental features of Hertz's 
model, which are as follows. 
1. The area of contact increases at a slower rate than the load. 
2. The stiffness (i.e. dN do) increases with the load. 
3. The contact stress depends on the relative geometry and the elastic parameters of 
the two surfaces. Hence, for two bodies of given materials, and for a given normal 
contact force N, the stress distribution at contact depends only on the rate at 
which the relative distance between the bodies increases, before loading, in the 
range 0 < r < a. That means, for instance, that the contact between two solids 
constituted by the materials A and B has the same response regardless of whatever 
they are two spherical shapes of radius RA and RB or a plane (RA --> oo) against 
a spherical shape of radius MB = 1/(1/R1 + 1/ R2)• 
Johnson (1985) showed that the maximum shear stress occurs along the axis of sym-
metry z at a depth of 0.48a and, for a material with v = 0.3 and a yield stress Y, is 
Ti = a !az — gri = 0.31po. Thus, by the Tresca criterion, the maximum contact pressure 
at the onset of yielding is poy ^ 1.60Y. Hence, from Eq. 2.49 the load to initiate yield 
in the zone of the contact is: 
ir3R2 
NI-1y = 0.68Y3  E*2 (2.50) 
The consequence of this equation on the contact mechanics of granular materials will be 
shown in Chapter 5. 
2.3.2 Non-conforming rough surfaces 
Experimental results on the onset of plastic flow of metals by indentation are given 
in Tabor (1951). He described some results obtained by Moore (1948), consisting of 
profilometer records of a grooved copper surface deformed by a hard cylinder (Fig. 2.17) 
and pointed out that the asperities flow plastically until their area is sufficient to support 
the applied load. 
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Figure 2.17: Profilometer records of a grooved metal surface deformed by a hard cylinder 
at: (a) light, (b) heavier, and (c) very heavy loads, after Moore (1948) 
The bulk-flow of the material grows with the load and is restricted by the surrounding 
elastic material. At the macroscopic scale, full plastic flow was found under a yield 
pressure of roughly 3Y, where Y is the yield stress of the bulk of the metal, but the yield 
stress of the asperities is general larger, since they work-hardened more than the bulk of 
the solid. 
He found that there was a residual roughness also under full bulk plastic flow and 
that the actual area of contact did not grow beyond the value of roughly 50% of the 
gross area. On the basis of these findings he concluded that hardness measurements do 
not depend appreciably on the surface roughness. For instance, he found that by using 
etched balls it was possible to obtain reliable measurements of the bulk deformation of 
the metal. 
Working with a spherical indenter on flat specimens of metal he confirmed that, 
for an ideal plastic material (i.e. that has been so highly worked that is incapable of 
further work-hardening), the maximum pressure H was 2.66 — 3.00 times the value of 
the bulk yield stress Y and he found that the deformation was elastic until the mean 
pressure reaches the value py = 1.1Y. Comparing this experimental value with the 
theoretical expression of poy = 1.6Y introduced above (Johnson, 1985) another proof of 
the consistency of Hertz's formula is given (i.e. poy/py = 1.6Y/1.1Y ^ 1.5, as predicted 
by Eq. 2.46). So, the hardness H can be related legitimately to the maximum Hertzian 
pressure by the ratio: 
voy/fr = 1.6Y/2.66Y = 0.60 	 (2.51) 
However, although consistent with classical failure criteria for perfectly plastic ma-
terials (i.e. for materials in which the onset of yielding is not dependent on the first 
invariant of stress), the experimental findings for plastic flow in metals do not seem to be 
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straightforwardly applicable to non-metal or natural materials. Marsh (1963) discussed 
this deficiency and showed that the value H/Y 3 given by Tabor's indentation hardness 
theory drops to 1.5 for typical glass and to 1 for silica glass. 
Archard (1957) extended Hertz' theory to the case of an ideal rough surface in contact 
with a smooth plane. He modified the basic Hertz model by superimposing upon the 
smooth surface S1, of radius of curvature R1, spherical protuberances of radius R2 << R1, 
evenly distributed with a number rn, per unit area. In this way he obtained an ideal 
rough surface S2. 
For the simple case of contact between the smooth surface of radius R and the plane, 
he related the area of contact Al = Ira? to the load N squaring Eq. 2.47 and multiplying 
it by 7r: 
3R 	 2 
A1 = ra2 = 7r (-4E
) 2 	Aru (2.52) 
Then he showed that considering S2. in turn generated by S1  as described above, a new 
relation is obtained: 
	
A2 = K2Ne2 	 (2.53) 
where A2 is the real area of contact of the rough surface 82, e2 = 8/9 (< 2/3), and 
K2 a (k2 , K1 , in); k2 corresponds to the Hertzian ratio /a2 of the single protuberance, 
where e2 is the load supported by the area of contact a2. Archard repeated the process 
five times, always superimposing a generation of smaller protuberances on the previous 
geometry. He found that the exponent ei(i=2_6) of the load steadily increases tending to 
one (2/3, 8/9, ...1). Hence, for a rough surface approaching the condition of a flat surface 
after n superimposition of protuberances, he claimed that the total area of contact was 
directly proportional to the load: 
A, = Kr,N 	 (2.54) 
He showed that, if the asperities were uniformly distributed, the higher the order of the 
generation the closer the proportionality between the number of contacts and the load 
and the less the influence of the load on the size of the single contacts. As pointed out by 
Greenwood and Wu (2001), what Archard (1957) considered was a fractal surface drawn 
two decades before the term was invented. However, the determination of 	is not easy 
since it depends on measurements of several cumbersome parameters. 
In their GT model, Greenwood and Tripp (1967) considered the elastic contact be-
tween a smooth sphere of radius R and a rough plane. For an asperity of height z, the 
distance between the mean plane of the rough plane surface and the smooth sphere is said 
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to be u (Fig. 2.18). They called this distance separation and considered the probability 
of contact of one asperity of height z for a given separation u: 
Do 
prob(2 > u) = f p(z)dz (2.55) 
 
mean plane,,tiv,./rk 
Figure 2.18: Height of asperity z and separation u of the surfaces in GT model 
where p(z) is the probability density function of the distribution of the asperities. 
The tips of the asperities are assumed to be spherically shaped, with the same radius 
00. When the normal load N acts at the contact, the asperities are supposed to deform 
elastically, according to Hertz's law. The area of contact cui and the corresponding local 
force ei acting at the contact between the sphere and one asperity of the plane are given 
respectively by the relations: 
ai = 7 )30 w 
4 	0 5 ei = —3 E*00 .  w2 (2.56) 
Where w = z — u is the compliance, which is the approaching distance of points far 
from the surfaces. Despite their dimensional correctness, Eqs. 2.56 seem to be slightly 
inconsistent, although acceptable for r < 0. In fact, in the first, the protuberance is 
equivalent to a wedge with horizontal cross-section ri3 x w. While, in the second, Hertz's 
formula is applied to an asperity of radius /3. So, the first describes an asperity that offers 
an area of contact growing linearly when the compliance increases, while the second is 
related to an area that varies with w depending on the Hertzian law. The estimated 
values of the contact area and of the force at the contact are: 
ai = I 71-0(z — u)p(z)dz 	ei= f —
4 
E*0°-5( z — u)p(z)dz 
3  
(2.57) 
If m is the density of the asperities and dQ is the element of the surface which has a 
separation u from the smooth sphere, it is possible to write analogously the expressions 
of the expected number of contacts dn, the real area of contact de, and the load dN 
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occurring within da They are respectively: 
do = mdS2 J p(z)dz 	= rrn,0 dctf (z — u)p(z)dz 	 (2.58) 
dN =
3 
 E* dS2 ifu0° 	u)2 p(z)dz — u) 	 (2.59) 
Greenwood and Tripp (1967) assumed that the heights were distributed according to 
a normal distribution function, and so expressed the probability density function p(z) 
with Eq. 2.32. The separation u was related to the radial distance r from the point of 
minimum separation d00 (i.e. in the centre of the contact) assuming u = dog -Fr2/2R. This 
equation, although not clarified, describes the upper surface of Fig. 2.18 as a paraboloid 
obsculating the sphere of the model, but it appears correct only when r << R (as 
expected in this model). In this case, although not specified in the paper, it gives the 
same value as the less treatable function u = dog + R — (R2  — r2A.5 ) 	, properly related to 
a sphere. 
Before the numerical integration of Eq. 2.58 and 2.59, the dimensionless variables 
w*, u*, r*, and p* were introduced, normalizing, respectively, the displacement, w, and 
the separation, u, by the roughness, cr, the radial distance, r, by 1/2Ro-, and the pressure, 
p, by (E* /o/8R). A dimensionless total load N* was also defined by means of the 
normalization: 
N* 	N (0.50- E* V-2Ro- ) 	 (2.60) 
An iterative loop was set up for recalculating the pressure distribution after which an 
elastic deformation of the macroscopic surface would be found. The solution was defined 
after checking the consistency between the displacement and the pressure distribution. 
The results of the GT model are presented by the authors in a set of plots. The main 
finding is that pressures at low loads are much lower than Hertzian, and the apparent 
area of contact is very much larger; at high loads the pressure distribution tends to the 
Hertzian response. Furthermore, the effect of roughness was found to be more dominant 
at low loads; in this initial range of N, the smoother the surface the closer the simulation's 
predictions to the Hertzian results. They concluded that a given rough surface follows the 
Hertzian behaviour if it is in the state that the separation of the two bodies in the zone 
of contact increases rapidly with the distance and they found that this feature always 
occurs if the load is increased beyond a threshold corresponding to a value of N* = 200. 
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Although hardly treatable for routine analysis, the GT model has the great merit of 
quantifying the contact response taking into account the main features of a rough surface. 
The results presented give an insight into the understanding of the mechanics of contact 
of rough surfaces and are of great use for the interpretation of the micro-compression 
tests, as will be shown in Chapter 5. 
Testing glass spheres by compression, Kendall (1969) found that at low loads the 
contact areas between the samples were much larger than those given by Hertz and 
tended towards a finite value when unloaded. He also found that at high loads the areas 
of contact approached the values predicted by Hertz. On the basis of the mechanical 
experiments carried out by Kendall and described in the next section, Johnson et al. 
(1971) proposed a new model of contact, denoted as the JKR model in the following 
text. They claimed that, in the case of contact of convex surfaces, a finite contact radius 
is produced under zero external load by attractive forces and, at the same time, the new 
area of contact corresponds to a loss of surface energy Us = —70-y, where 7 is the free 
surface energy of the bodies, which is the work required to create a unit area of a new 
surface. 
The application of this concept here is not so obvious as it is in fracture mechanics, 
where the perception of a mechanical work to break the intimate bonding within a solid 
is a more straightforward image. Nevertheless, they considered that the attractive force 
N3 must balance roughly the gradient of the lost energy U., in respect of the compliance 
w, so they stated Ns = —dUsldw and, using Eq. 2.48 (i.e. (5 = a2 /R) they got: 
7R7 	 (2.61) 
This force is very small. For instance, considering a value of y = 0.6N/m, typical 
of glass as in Ernsberger (1972), the attractive force acting through the contact of two 
equal spheres having a radius of 2cm results in roughly 2g. The attractive force Ns (Eq. 
2.61) does not depend on the Young modulus of the material but only on the relative 
curvature of the non-conforming surfaces. So, at low loads, the JKR model predicts a 
sensible deviation from the Hertzian behaviour only in the case of materials with low 
values of Young's modulus, i.e. when a minimal force N, can produce a significant 
compliance. 
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2.3.3 Indentation models 
Williamson and Hunt (1972) checked if Moore's results on the persistency of roughness 
under high compression (Fig. 2.17) might depend on copper's work hardening property. 
They repeated the experiment using indium, a soft self-annealing metal that does not 
work harden, and controlled the roughness by blasting with glass beads. They also 
explored the influence of the shear stress on the tip of the asperities, repeating the 
experiments with lubricated surfaces. In both cases the controlled roughness persisted, 
so they concluded that work-hardening or lubrication were not necessary to explain the 
persistency of roughness. 
Working with aluminium, gold and copper they also explored whatever the ratio 
a = Ar /Ar, between the actual and nominal area of contact was affected by the bulk 
hardness. Interestingly, they noted that the superficial hardness, controlled by annealing 
before blasting with beads, promoted work hardening only near the surface of contact 
and caused a significant decrease of a irrespective of the metal. For a non pre-annealed 
surface they confirmed Moore's results of a = Ar /A7, 0.5. Whereas the three metals 
exhibited values of a 0.3 after the annealing-blasting technique. They concluded that 
the degree of contact was dependant on the relative yield strength of the surface layer 
and the bulk. and not on their absolute yield values. They also confirmed that in fully 
plastic indentation the mean pressure was always about three times the yield stress as 
suggested by Tabor (1951). 
Pullen and Williamson (1972) managed to load a metal surface keeping constant the 
bulk volume underneath the area of contact. They used a steel jack-encased aluminium 
specimen, the free surface of which had been roughened by means of the same technique 
used by Williamson and Hunt (1972). A load was applied on the specimen using a hard 
steel piston with a smooth base, exactly fitting the jack section in area. In this case the 
compliance between the piston and sample was equal to the decrease of the separation, 
i.e. the average level of the rough aluminium surface. From an energy balance they 
derived the equation: 
W* = W/(A,P) = a/(1 a) 	 (2.62) 
where they normalized the load W by Anp, with A T, the nominal area and p the mean 
pressure on the real area of contact Ar = aAri . Although this equation predicts the 
annihilating of the roughness (a = 1) for an infinite value of the load, they showed 
that it fits the experimental data well in the range 0.5 < W* < 2, whereas the classical 
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Figure 2.19: Cooperative roughness: (a) slip lines and dead metal regions; (b) persistence 
of smaller scale roughness within the dead metal regions, after Childs (1977) 
theoretical model based on a Gaussian distribution of the asperities was unacceptable 
because it predicted a = 1 for W* = 1. Considering, within their theory, the experiments 
carried out by Williamson and Hunt (1972) they showed that W* = Hb /H5 , with Hb and 
H5 respectively the bulk and the surface hardness. Hence they obtained: 
a = Hb/(Hb + 	 (2.63) 
They claimed that the lowest a values obtained by Williamson and Hunt (1972) occurred 
after the blasting had roughly doubled the hardness of the annealed aluminium, which 
meant a = 1/(1 + 2) ^ 0.3. 
Insight into the role of roughness on the compressive state of two surfaces in contact 
was given by Childs (1977). Working with a cylindrical indenter he found that for metals 
the ratio between the actual and nominal area of contact can exceed the value of 0.5 
suggested by Tabor (1951) and Williamson and Hunt (1972). He validated experimentally 
a slip-line model which depicted the plastic flow of flattened asperities similar to the case 
of a shallow foundation. He argued that for a < 0.5 the plastic flows of two close 
asperities were almost independent of each other, thus the pressure on the real area of 
contact was roughly equal to the hardness of the surface. While, for a > 0.5 a sort of 
cooperative-strength started between the close asperities, because of the interaction of 
two close plastic fields, which resulted in a reciprocal confinement effect (Fig. 2.19 a). 
Hence, he claimed that the maximum real contact pressure did not exceed 1.2 times the 
hardness of the rough surface, even for the extremely high value a = 0.8. He proposed 
that smaller scales of roughness did not affect the response because their dead zones 
within the slip-line fields were contained within the dead zone of the larger roughness 
(Fig. 2.19 b). Finally, he found a certain amount of recovered roughness after unloading 
due to the elastic deformation beneath the asperities. 
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2.3.4 Elastic conforming rough surfaces 
The GW model presented by Greenwood and Williamson (1966) is not restricted to the 
statistical description of a rough surface. In fact the outcomes of this model may be 
applied to the prediction of the deformation of the plane face of a rough body when it is 
pushed against a harder flat surface. 
Using the results of Tabor's experiments, they determined the typical value of the 
elastic displacement of an asperity of radius f3  at the onset of yielding by substituting 
Eq. 2.51 in Eq. 2.48: 
wp = 0.890(H/E*)2 /3(H/E*)2 	 (2.64) 
They went on to assume an exponential distribution of peaks of the same radius /3: 
so f(y) = exp—Y, with y = z/u* and a* the RM S value of peak height distribution. 
This function is mathematically more treatable than the normal distribution. On the 
other hand, they claimed that the two distributions were both in agreement with their 
experimental results. Similarly to Eq. 2.58, they predicted that the total contact area 
that becomes plastic is: 
oc 
Ap = o- A f 	O(y — h) f (y)dy 
h+uq; 
(2.65) 
were A is the nominal area of contact, and, as defined above, h = u/ o-* and m is the 
number of asperities per unit area. The second term of the lower limit of integration wp* 
is the plastic compliance normalized by a*. From Eq. 2.64, they got wp* = O(H/E*)2 / a*. 
This parameter is not convenient, as it decreases when roughness increases, so they 
substituted: 
klicw = (4)-1/2 = ( E*/ 11 )\/0-*/ i3 
	
(2.66) 
They called WGiv the plasticity index. This parameter combines the material and to-
pographic properties of the solids in contact and is independent of the load and the 
third parameter of the GW model, which, as given above, is the density of the asperities 
m. The values of the plasticity index vary in the range (0 — oo). Since cf*/0 < 1, for 
0 < 111cw < 1 the average contact pressure does not exceed the hardness, and the be-
haviour of the contact is predominantly elastic. According to Mate (2008), a full elastic 
response occurs for 0 < Alicw < 0.6. For Wcw > 1 the asperities experience plastic 
deformation. The definition of WGV/ is consistent with the expected contact behaviour, 
since it states that the stiffer the material for a given hardness, or the rougher it surfaces, 
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the higher the proneness to plastic behaviour. 
Whitehouse and Archard (1970) showed that, using the WA model, and the associated 
parameters a and j3* defined above, a plasticity index kliw A =111Gw could be calculated 
for a random profile: 
TWA = 0.3(E* IH)(a113* ) 
	
(2.67) 
Comparing Eqs. 2.66 and 2.67 the relationship between the parameter of the two 
models GW and WA is clear: 
Cl 2 	10a* 0*2 
	
(2.68) 
As discussed by Poon (1990), the GW model, suggested by Greenwood and Williamson 
(1966), and other stochastic approaches derived from it, have a number of shortcomings, 
which can be summarized as follows. 
1. A number of assumptions about the probability distribution and the sizes of the 
asperities is required. 
2. The deformed shape of the surface out of the zone of contact is not predicted. 
3. Discrete contact spots are assumed to deform independently of one another. 
This last assumption is generally valid for a contact between two rough nominally 
flat surfaces where the contact spots are well separated, but is hardly applicable to cases 
of non-conforming contacts. 
Greenwood and Wu (2001) highlighted that in the GW model the statistical descrip-
tion of a peak is inadequate. In fact a peak had been intended by Greenwood and 
Williamson (1966) as a point higher than its neighbours when a given sampling interval 
was used. Thus, their simple description of peaks does not give information about the 
number or shape of the asperities, the profile of which coincides with the average eleva-
tion of a series of peaks. For a more reliable description, they proposed a fractal approach 
and showed measurements of asperity curvature versus asperity length in a log—log plot. 
A straight line is distinguishable for two orders of magnitude of the asperity length and 
so a fractal dimension emerges. They acknowledged that this outcome seems to be in 
agreement with Archard's concept of roughness. 
2.3.5 Summary 
The main points of this section can be summarized as follows. 
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1. The mechanical response of a contact when a normal load N is applied depends by 
its geometry. In case of non-conforming contact the stress can be high also for low 
value of N. 
2. Hertz's model predicts the behaviour of non-conforming contacts over a broad range 
of load. When N increases, the maximum Hertzian nominal pressure can increase 
up to the hardness H. The ratio between H and the bulk yield stress Y is roughly 
3 for metal but it can drop to values around 1.5 in case of non-metal e.g. silica 
glass. 
3. Compared to the GT model, at low values of N, Hertz's theory underestimates 
the value of the apparent area of contact between two rough surfaces. A similar 
conclusion is found by the JK R model. To evaluate this threshold of N, the GT 
model suggests the value 200 of the normalized parameter N*. 
4. The roughness at contact persists also under high values of N. The ratio between 
the real and the nominal area of contact varies roughly between 0.5 and 0.8. A 
certain amount of recovered roughness appears after unloading because of the elastic 
deformation beneath the asperities. 
5. The plasticity index defined within the GW model predicts if the behaviour of a 
contact between a flat hard surface and a rough softer body will be elastic or not, 
independently of the value of N and depending on the mechanical properties of the 
bodies in contact (E*, H) and the geometrical distribution and curvature (a*, 0) of 
the peaks of the rough body. 
2.4 Particle compression 
The mechanical response of a particle under compression depends on its strength and 
stiffness. As for any piece of material, also for particles, strength is the ability to sustain 
loads. The failure of a particle under compression is generally found to be brittle and 
takes place as breakage or crushing. As generally considered, breakage is a phenomenon 
occurring at a macro-scale level, when changes of stress produce variations in the grain 
size distribution. Crushing is a more specific term usually related to the tensile strength 
of a given grain and happens by fast creation or propagation of a fracture within the 
particle. 
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Breakage involves any level of failure of the particles, spanning between ductile inden-
tation or chipping of asperities and bulk fracture. Crushing is more meant as catastrophic 
collapse of a particle or a number of particles. In Table 2.2 a list of papers dealing with 
particle strength is presented. 
Author (year) 
	
Topic 
Griffith (1924) 
Irwin (1957) 
Shand (1965) 
Hiramatsu and Oka (1966) 
Jaeger (1967) 
Marsal (1969) 
Lange (1973) 
Kendall (1978b) 
Datta et al. (1979) 
Hardin (1985) 
Turcotte (1986) 
Sandra and Sammis (1991) 
Coop and Lee (1993) 
Lee and Coop (1995) 
Scavia (1996) 
McDowell et al. (1996) 
McDowell and Bolton (1998) 
Nakata et al. (1999) 
McDowell and Daniell (2001) 
McDowell and Harireche (2002) 
Cheng et al. (2003) 
Cheng et al. (2004) 
McDowell (2005) 
Lobo-Guerrero and Vallejo (2005) 
Tarantino and Hyde (2005) 
Nakata (2006) 
Yasufuku (2006) 
Marketos and Bolton (2007) 
Bolton et al. (2008) 
fracture of brittle material 
fracture of plastic material 
Griffith's method for characterizing the glass strength 
tensile strength of irregular particles 
failure in tensile conditions 
relationship between crushing load and grain properties 
relationship between strength and fracture energy 
comminution limit of a particle 
crushing of calcareous sands in shearing 
measurement of particle breakage 
fractal fragmentation 
fractal fragmentation 
breakage during isotropic compression 
breakage at critical state 
fracture energy and particle size, fractal approach 
modelling fractal crushing for granular materials 
fractal fragmentation and normal compression line 
breakage in triaxial tests 
fractal dimension and grading during compression 
discrete element model (DEM) of a crushable particle 
DEM of isotropic compression and triaxial tests 
DEM of crushable soils and estimation of yield surface 
normal compression line based on fractal crushing 
DEM simulation of direct shear test using sugar 
work dissipation in shearing crushable aggregates 
DEM of isotropic compression of crushable soil 
crushing and shearing sand using rough steel surfaces 
statistical analysis of DEM simulation 
DEM of crushable soils: fragmentation ratio 
Table 2.2: Papers dealing with particle strength 
Although usually treated as rigid bodies, particles are constituted by elastic materi-
als. Furthermore, they have convex geometries and so interact through small zones of 
contact, where the stresses are generally large if compared to the overall stress. Hence, 
despite the little experimental evidence in the literature, the stiffness at the grain scale 
significantly affects the mechanical response of a grain assembly even at minimal values 
of the applied overall stress. Compared to contact and particle strength characterization, 
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micro-stiffness evaluation is more than a trivial task and its understanding offers insight 
into the mechanical response of granular materials. 
2.4.1 Fracture 
If a plate of a perfectly linear elastic material with Young's modulus E is stretched by a 
tensile stress a applied at its two opposite edges, some elastic energy Ue is stored in it. 
The amount tte of stored energy per unit volume is equal to the area under the straight 
line plotted in Fig. 2.20 (a). Hence, the elastic energy change per unit volume due to a 
change of stress a is given by the equation: 
a2 
Ue = —  
2E 
(2.69) 
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Figure 2.20: (a) Linear elastic energy per unit volume and (b) simple fracture model 
If the plate is gripped at the edges (E = 0), and a fracture, shaped as a flat ellipse with 
maximum diameter of length 2a, is inserted in the plate, as in Fig. 2.20 (b), the normal 
stress along the surface of the fracture drops to zero (a = 0). We do not know what 
exactly the new stress distribution around the fracture is and so we can not estimate the 
drop in stored energy due to the insertion of the fracture. Janssen et al. (2004) made 
a crude simplifying assumption, which is that the principal stresses drop to zero within 
a circle-shaped area of radius a around the fracture, while they are unchanged outside 
the circle. Such approach is not adequate and can only provide a very rough estimation 
of the elastic energy change U: due to the insertion of the fracture of size 2a in a platen 
of unitary thickness: U: = —7a2a2/(2E). Actually, this approximate formulation does 
not account for the high non-linearity of the stress field near the tips of the fracture. 
However, as in Anderson (2005) arid also recognized by Janssen et al. (2004), Griffith 
75 
Ue = 2U: E 	(2.70) 
7ra2 a2 
(1924) used a stress analysis developed by Inglis (1913) and assumed a value of elastic 
energy change: 
In the Cartesian plane (2a, Ue ), this function is a parabola monotonically decreasing with 
the fracture breadth 2a (Fig. 2.21). Then Griffith considered the amount of energy one 
has to put in the system to create a fracture, which, by definition, is equal to the product 
of the fracture surface energy 'y by the area of the fracture created. Since the perimeter 
of the flat ellipse measures roughly 9a, we have: 
= 4a7 	 (2.71) 
Surface energy added to the system Uy = 4 a y 
\Surface energy change introducing the crack U = Ue + Uy 
2a 
\ Elastic energy change Ue = —na 2 a2/E 
Figure 2.21: Energy changes varying with the breadth of a crack in loaded plate 
In the plane (2a, UT ) this is a straight line of slope 2•7 and the overall change in 
the energy of the gripped plate after the insertion of a flat elliptical fracture, is U = 
(fa + U. = —7ra2o-2/E + 4ary. In the plane (2a, U) this is a non-monotonic function, given 
by the sum of two monotonic functions. The fracture is stable until when the change of 
energy provided for creating it is higher than the energy lost in relaxation (AU > 0). 
For values of 2a so great that AU < 0 the phenomenon is unstable and the crack grows 
catastrophically until the plate splits. At this point the excess energy (fey — (le is entirely 
provided by the relaxation work and is mainly dissipated by kinetic energy within an 
accelerating process. 
Griffith's idea was to find the condition of instability of the fracture giving zero for the 
first derivative of the function U(2a). The condition dU / d(2a) = 0, solved with respect 
to the stress gives: 
, U 
(2.72) 
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This is the so-called Griffith's criterion, where o is the maximum, or critical, stress 
supportable by the plate when it contains a closed crack of length 2a, or an open crack 
of length a (mode I in Fig. 2.22). This solution is given for plane stress, when the plate 
is prone to necking before gripping. For plane strain E is replaced by E/(1 — v2). 
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Figure 2.22: Irwin's three modes of fracture, after Janssen et al. (2004) 
Griffith verified his theory by working with glass fibres with artificially opened cracks. 
Irwin (1957) claimed that this model was not adequate for plastic materials such as metals 
and proposed that the energy balance should also include the amount of plastic work 
that occurs near the tips of the fracture, where the strains are beyond the yield point. 
Furthermore, he proposed two other modes of fracture, as in Fig. 2.22. On the basis 
of experiments and numerical computations he found that for metals the relationship 
o-c-Va = const still worked, but the surface energy 7  predicted by Griffith's theory was 
generally unrealistically high. Irwin therefore expressed the mean principal stress at 
failure (i.e. the critical stress) and the stress tensor at a small distance from the crack 
tip, respectively as: 
o-, = EG' = 	 
era 	 ,27rr f (0) 
Cf •  (2.73) 
where G = 27 + Gp, with G p the plastic work per unit area of crack growth, K a stress 
intensity factor depending on the mode of the fracture (I, II, III in Fig. 2.22), and 
ft.; (0) is a geometry function depending on the orientation 0, of the Cauchy plane on 
which the tensor is calculated. The introduction of G and K allowed the description of 
a fracture as a growing process, overcoming the limitation of the instantaneous failure 
predicted by Griffith's criterion. 
In the short review provided here some simple basic elements of fracture mechanics 
have only been treated. More rigorous and advanced formulations can be found in specific 
books as in Eshelby (2006). 
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It)) (c) 
Figure 2.23: ( I ) Limit tensile field and ( II ) locus of maximum tensile stress in a marble 
disc compressed along two diametral directions, after Jaeger (1967) 
2.4.2 Crushing 
The strength of a grain of sand is not easy to define or measure. Few papers among 
those published (Table 2.2) explore the strength of a particle using fracture theories. 
A certain effort to establish a framework incorporating fracture and strength models 
was made up to the end of the last century, e.g. Lange (1973), Kendall (1978b) and 
Scavia (1996). More recently, a straightforward approach has been taken, by which the 
particle is assumed to be a solid failing under a tensile condition when compressed by 
two external forces. This perception relies upon the explosive nature of failure observed 
when compressing grains of quartz sand or artificial hard particles made, for instance, of 
glass or zirconium. 
Jaeger (1967) explored the failure of rocks under tensile conditions. He worked with 
discs of Carrara marble compressed diametrically in two planes enclosing an angle w, as 
in Fig. 2.23 (a). He recorded the lines of fracture by coating the surface of the discs after 
failure with a penetrating dye and compared his results with the values of the stresses 
determined analytically using the hypothesis of forces W per unit length of the disc 
thickness t and distributed over sector angles of 15°. 
He verified that, for w = 90°, both the principal stresses are compressive in the core 
of the sample (Fig. 2.23 b) and only a shallow tensile field is present. He determined 
also that for w = 60° (Fig. 2.23 c) the limiting tensile field is at the centre of the disc. 
Jaeger concluded that if a disc of radius r is compressed by four forces W with w < 60° 
the strength of the particle depends on the tensile strength and is acceptably described 
by the usual Brazilian formula, which is valid for two diametral forces, or w ^ 0°: 
o- f = 2W/irr 	 (2.74) 
The normalized theoretical results showing the variation of the maximum tensile stress 
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w 0 30° 45° 60° 90° 
ror f /W 0.622 0.452 0.253 0.112 0.039 
rift 0 0 0 0.5 0.85 
Table 2.3: Values and position of the maximum tensile stress in the system of Fig.2.23 
and its location versus the parameter w and the generic radius ri are shown in Table 2.3. 
Jaeger repeated these experiments for the case of three forces and found that in this 
condition the discs again split in tension if the two closer forces W were acting over 
a sector angle larger than 120°. Finally he pointed out that his data on the tensile 
strength of diametrically compressed spheres of radius r agreed very well with the stress 
distribution calculated by Hiramatsu and Oka (1966) who had found: 
= 0.225W/r2 	 (2.75) 
Jaeger's conclusions have recently been restated by Lobo-Guerrero and Vallejo (2005) 
who proposed a 2D particle crushing criterion in which "only particles with a coordi-
nation number equal to or smaller than 3 are able to be broken" (coordination number 
AT, =number of contacts). 
Lange (1973) found a good agreement between Griffith's criterion (Eq. 2.72) and 
some tests he performed controlling the strength of artificial specimens of hot-pressed 
Si3 N4 prepared with different powders and weakened by ad-hoc fractures. In fact, he 
checked that the flexural strength ratio between the strongest and the weakest materials 
was about 2 and the ratio between their fracture energies was around 4, in agreement 
with Eq.2.72. He also proved that the reason for the high fracture energy of the strong 
materials was the grain morphology and that the fracture energy was the most important 
factor controlling the strength of the specimens. 
Kendall (1978b) investigated the comminution limit. He showed that compressive fail-
ure of a particle occurs by ductile yielding if its size is smaller than a value d„it depending 
on the mechanical properties of the material. Using artificial samples of polystyrene, a 
material with a very high fracture energy (-y = 960N/m) and a rather small yield stress 
(Y = 801\4Pa) compared to its Young's modulus (E = 2800MPa), he managed to work 
with a specimen size larger than lmm. 
He applied Griffith's criterion to the geometry of the specimen in Fig. 2.24 and 
obtained 2ck F/b = V2E-y,with ck the ratio between the shearing force increasing an 
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opened fracture in Griffith's model and the axial force F. Although not explained in 
the paper, ck was probably calculated with a simple force decomposition for the given 
specimen geometry: ck = V-3(d—w)/(2d), where w is the width of the tip of the specimen 
after plastic deformation had occurred under the compression of the rigid platen. So he 
obtained: 
F 	1 	(2E7d)  °*5  
7) 	1 — wlb 	3 ) 
Then he considered that for the width w one can write: 
(2.76) 
F = Ybw 	 (2.77) 
and substituting Eq. 2.77 in Eq. 2.76 he obtained: 
1( F )2 F  _ + (2) =oV2- 
Yd b 	b + ( 3 ) 
(2.78) 
He then plotted this equation as in Fig. 2.24. For polystyrene he assumed a value of 
fracture energy of 7 = 960N/m. The curve obtained fits the experimental data and 
confirms that if the size is reduced to a critical ratio: 
dcrit 
32ER 
(2.79) 3y2 
 
the ratio F/b rises sharply to the yielding value dY. For d < dcrit no cracking is possible 
and failure occurs always by gross yielding. For his polystyrene specimens he found the 
value d„it = 4.48mm, as compared to the experimental value of 3.6mm. 
For calcium carbonate, Kendall's theory predicts a comminution limit of roughly 
1pm. As he highlighted, this value is consistent with the average size of 0.8µm for the 
same material after prolonged milling, and is not far from results of compression tests 
by other researchers, who observed plastic yielding, as opposed to cracking, in calcium 
carbonate particles about 4µm in size. Kendall also addressed an instructive example for 
glass, the ductility of which can be found at a micro-scale by creating shallow cuts that 
were sufficiently small to prevent cracking. Using very fine tools he was able to produce 
ductile machining swarf cutting glass to a depth of 0.5p,m, as compared with a value of 
0.9µm from Eq. 2.79. 
Marsal (1967a) developed a broad investigation of the mechanical properties of rockfill 
samples, and set up an apparatus for measuring the strength of gravels. Three particles 
were placed at the apex of an equilateral triangle between two plates. The upper plate was 
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Figure 2.24: Specimen (redrawn) and results of Kendall's experiments on the comminu-
tion limit, after Kendall (1969) 
allowed to rotate around a pivot (Fig. 2.25). Three dial gauges were used for recording 
the deformations. The crushing strength of the first particle experiencing crushing was 
defined as the total load at failure divided by the smaller number of contact points on 
either of the plates. 
Figure 2.25: Crushing apparatus for gravels, after Marsal (1967a) 
Lee (1992) used a simpler point-load set-up and crushed single coarse sand and gravel 
particles between two highly polished platens. He defined the particle strength as: 
f 
N1  
d2 
(2.80) 
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were N1 was the load at failure and 3 the average value between the maximum and 
minimum diameters (d1 and d3 ) of the particle, measured using a pair of callipers. All 
the particles tested had a > 1mm. Plotting his experimental data (d, o- f ) in a log-log 
diagram, he found that they lay roughly on straight lines, the slope and intercepts of 
which depended on the type of particle considered. He therefore stated that: 
N1 
—d
2 = fid
b 
 (2.81) 
where o- fi is the strength of a particle extrapolated for the unit value of d and b is a 
number < 1, which describes the severity of size effect on the strength. He characterized 
particles of Leighton Buzzard sand LBSL (1.2mm< d < 3.2mm), oolitic limestone OOLL 
(5mm< d < 50mm), and carboniferous limestone CLL (5mm< d < 30mm), in terms 
of Wadell's roundness Rw and sphericity Sw2D. Using respectively the reference charts 
proposed by Krumbein (1941) and Rittenhouse (1943), he found for LBSL, Rw = 0.5-0.6 
and Sw2D = 0.83 — 0.87; for OOLL , Rw = 0.2 and Sw2D = 0.73 — 0.75; while CLL was 
described with Rw = 0.3 and Sw2D = 0.7. For LBSL it was found that Q fi = 31.7MPa 
and b = —0.36. For CLL values of o- fi = 29.2MPa and b = —0.42 were obtained. For 
OOLL he found the similar value b = —0.34 but he measured a value of o- f1 that was 
relatively small, equal to 4.3MPa. 
Lee claimed that the values of b found revealed an influence of the size on strength 
that was less important than that predicted by Griffith's theory (b = —0.5). It seems 
that this statement should be reconsidered. In fact, Lee's samples were natural particles 
that had experienced a natural selection due to fragmentation and following erosion. 
Consequently, the behaviour of such particles, could be intermediate between that of a 
perfect material exempt from cracks at any size (so that b = 0, and c f. is constant with 
d in the log — log plot) and that of an ideal fractal material, where the flaw length is 
proportional to the mean size d (b = —0.5). Actually Lee's b values vary between —0.42 
and —0.36, and this range, as expected, is contained in the broader interval between —0.5 
and 0.0. Another interesting result of Lee's experiments is that the smaller the mean size 
of the different class of particles (LBSL and CLL ) the further the behaviour is from that 
of the ideal fractal material. This trend suggests the existence of the comminution limit. 
On the other hand, a limitation of Lee's method seems to be the definition of d, which 
does not account for the intermediate diameter d2. He did not clarify if the average he 
used was an arithmetic or a geometric one. These limitations probably did not affect 
his results because he worked with fairly spherical particles (Sw2D > 0.7), but it is 
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believed that serious bias could occur if one explored the strength of more elongated 
particles (SW2D < 0.7) adopting such a definition of size. In fact, for SW2D < 0.7, the 
characterization using the smaller diameter d3 would be still dominant but the role of 
the intermediate diameter d2 , which does not seem to be included in Lee's average, is 
relevant compared to d1. In fact, for elongated particles, the section more prone to tensile 
splitting is the minor principal one, i.e. the section defined by the diameters d3 and d2. 
Furthermore, despite the declared intent of defining a splitting tensile strength using 
the Brazilian formula, he used the rather different Eq. 2.80. Actually, the two formulae 
are not related to the same quantities because the Brazilian formula is: a), = Pf 1(7rtRe ) 
with t and R, the thickness and the radius of the disc shaped specimen. Thus, in the 
ideal case of a disc with t = 2Re = d, Lee's tensile strength is 7/2 	1.6 times the 
Brazilian tensile strength. 
Finally it should be highlighted that the weakest material tested by Lee was the oolitic 
limestone OOLL , that he described as an angular material (Rw = 0.3). Lee does not 
present the compression curves front his experiments, but it seems reasonable that this 
low strength could have been estimated as a consequence of local failures of some sharp 
asperities of the particles tested. 
Turcotte (1986) pointed out that fragments of rock produced by weathering, ex-
plosions and impact often have a number-size distribution that satisfies the condition 
N 	d-D, so for these materials a fractal dimension D can be defined. He considered a 
size frequency distribution obeying the Weibull (1951) formulation: 
M(d) 	 d  
= 1 	exp 
MT [ (dmean J 
(2.82) 
where M(d) is the cumulative mass of fragments with a size smaller than d, MT is the total 
mass and dmean the mean size of the fragments. For d < dmean this distribution reduces 
to the power law relation M(d)//l/.12, = ) eani• He showed that this distribution 
has a fractal dimension D = 3 — a. For three classes of aggregates he plotted in a log-
log diagram the number of fragments N with size greater than d. For each material, 
the points (d, N) were found to be aligned on the same line and the slope of this line 
corresponds to the fractal dimension D. 
He also proposed an ideal model of fragmentation, starting with a cube of size hT , from 
which eight equal cubes of sizes hT /2 were generated. Then, in a further fragmentation 
level, only one of these eight cubes was similarly fragmented into eight cubes of sizes hT /4, 
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and so forth. He showed that if the probability pc that a cell will fragment into eight 
elements is the same at all orders, the resulting aggregate will have a fractal distribution 
of dimension D f = In 8p,/ In 2. He went on to consider that at a certain level the 
fragmentation of a cell could happen in a fragile way, depending on the position of 
generated fragile cells and proved that fragile materials are expected to have a smaller 
fractal dimension. Meanwhile, natural crushable aggregates tend to a fractal dimension 
of 2.5. 
Scavia (1996) measured the fracture energy of sandstone and marble specimens. He 
worked with the same marble from Carrara as was used by Jaeger (1967) in his experi-
ments on tensile strength. He claimed that, for small sized specimens (roughly < 80mm), 
the observed rock fracture surfaces were self-similar fractal entities, i.e. their irregularities 
were seen to display the same characteristics regardless of the scale of observation. So, 
he described the irregularity of a fracture surface using a fractal dimension. The greater 
the irregularity, the higher the fractal dimension. He considered that the fracture energy 
is defined as the ratio -y =- AU-r/A between the work DUB, necessary to open a crack and 
the area of the opened fracture. He showed that the variation in fracture energy with 
the size of the specimen obeys a fractal law revealing increasing disorder within a critical 
size. Beyond this size the variation of y with a further increase in size was not significant. 
It seems clear at this point that Kendall's and Scavia's critical sizes can be seen 
respectively to be the lower and higher extremes of the range over which the trend 
(d, o - 1 ) proposed by Lee (1992) for the relationship between d and a f applies; with the 
conceptual difference that Kendall's comminution limit defines the impossibility of further 
fragmentation, while Scavia's critical point gives the size beyond which the strength is no 
longer affected by the size. The amplitude of this range should be an inherent property 
of a given type of particles. 
McDowell and Bolton (1998) reconsidered the experiments of Lee (1992) and explained 
statistically the straight pattern of the lines he obtained in the log - log plot of the values 
of the strength of particles against their mean size. Using Weibull's theory they expressed 
the survival probability Ps(V) of a particle of volume V experiencing a tensile stress o-: 
Ps(V ) = exp [-1-70-7 (-670 ) 1 	 (2.83) 
where 170 is defined, by Eq. 2.83, as the reference volume of a particle that has a survival 
probability of: 
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o d 3 —> ao a do (2.85) 
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Figure 2.26: Sensitivity of Weibull distribution of strength for a particle of volume Vo 
varying m; replot from McDowell and Bolton (1998) with the addition of the case m = 4 
Ps(V)) = exp [— 
0.
0 mi 	 (2.84) 
This function is plotted in Fig. (Fig. 2.26). 
In turn, ao is a characteristic stress defined as the amount of tensile stress a sup-
ported by 37% of the particles in the volume Vb. In fact, for a = ao Eq. 2.84, gives: 
exp(—ao/o-o )m = exp —1 = 0.37. The exponent m is the shape parameter of the Weibull 
distribution, or Weibull modulus, arid is related to the uniformity of the tensile strength 
within the given population of particles. High values of m 	10) are typical of artificial 
homogeneous materials, but for soils values of m between 5 and 10 are expected. For 
m < 5 the variability in strength increases dramatically (Fig. 2.26). From Eq. 2.83, a 
particle of volume V has a surviving probability of 0.37 if: 
In a Weibull distribution ao is roughly equal to the mean tensile stress of the failing 
particles of size do. So, from Eq. 2.85, the expected relationship between the mean stress 
and the particle size is linear in a log-log plot. Hence the exponent —31ra corresponds 
to Lee's parameter b. Since 5 < m < 10 it turns out that Eq. 2.85 predicts —0.60 < 
b < —0.30, which is in agreement with Lee's results for quartz sand and limestone gravel 
(-0.42 < b < —0.36). 
Interestingly McDowell and Bolton (1998) went on to consider that, if Eq. 2.84 
applies, the rate of particle fracture with increasing stress dP f Ida is a maximum at 
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a = ao. Thus, at a macroscopic level, ao must correspond roughly to the yield stress 
in normal compression, and the lower the Weibull modulus the lower the maximum 
rate of fracture at yield and the less pronounced the yield. This is also consistent with 
experimental evidence comparing compression plots of carbonate sands with the sharper 
yield of a quartz sand. For the post-yield hardening along the normal compression line 
they pointed out that, decreasing the void ratio, the coordination number N, (number of 
contacts per particle) in the aggregates increases. According to Jaeger (1967), the tensile 
stress is suppressed when more forces are acting on the surface of the same particle. 
Finally they referred to Scavia (1996) and McDowell (1997), and showed that, for the 
majority of granular soils, the fractal dimension D a-. 2.5 results in the linearity of the 
normal compression line in the (e : log a') plane. 
Nakata et al. (1999) carried out 240 crushing tests on Aio sand, a beach sand from 
Japan, constituted of quartz and feldspar grains of the size 0.84-2.0mm, roundness 0.7 
and sphericity roughly 0.65. The latter parameter has been estimated here using Eq. 2.11 
since they did not give any data on sphericity but described this sand with elongation 
0.73 	I/L) and flatness 0.48 	S/I). Compared to Lee's particles, their sand grains 
were therefore more rounded and less spherical but similar in terms of regularity. 
Equal number of tests were performed on quartz and feldspar particles and the charac-
teristic stress ao and the Weibull modulus were calculated for each mineral. The feldspar 
grains were found to be weaker than the quartz. They calculated the strength of the par-
ticle with Eq. 2.80, where they defined d as the initial distance between the platens at 
the start of the crushing test. Two characteristic stresses were distinguished, respectively 
related to the fracture of an asperity (ago),  and at the maximum value of the applied 
force (o-f0). For quartz the strength variation with particle size showed agreement with 
Weibull's prediction, and m was in the range 4 — 6 for ad) and 1 — 2 for afo. This result 
confirms the influence of internal self-similar faults on strength, which governs o-co more 
than a10 . The feldspar data did not fit the same trend and only a slight effect of size 
on strength was found. Isotropic compression and shear tests were also performed on 
the same two materials, a simple method for estimating the interparticle forces during 
these element tests was introduced and the changes in terms of damage and breakage 
experienced by the particles were described. 
McDowell (2001) pointed out that the application by Nakata et al. of Weibull's 
statistics on asperity breakage was not adequate, because this theory assumes bulk failure. 
He also claimed that their estimation of interparticle force had crudely considered that 
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the macroscopic stress was equally shared among the particles and was unable to consider 
that at high stresses the largest grains are protected by the smaller closer grains generated 
by fracture. 
Several papers published after 2001 (Table 2.2) investigate particle strength using 
DEM. Cheng et al. (2003) simulated a particle by bonding, in tension and shear, frictional 
spheres of a uniform size, with a hexagonal close packing. A pair of springs at the 
point of bonding simulated the tensile and tangential stiffness. Coulomb's law was used 
to relate the shear and normal forces at incipient sliding between two spheres. The 
modelled particles underwent compression between flat platens in displacement controlled 
simulation. In this way they investigated initial rotation and slippage of the agglomerate, 
breakage of the asperities, and bulk crushing. For each event the number of broken 
bonds was recorded. Performing a Weibull analysis on a set of 20 agglomerates a shape 
parameter of the distribution of the probability of survival against the normalized tensile 
stress m = 3 was found. They also carried out DEM simulation of isotropic and triaxial 
compression providing insight into the nature of the normal compression line in terms of 
hardening due to the generation of fines. 
2.4.3 Breakage 
Marsal (1967a) defined a particle breakage index: 
BM = 
	Apdn, 	 (2.86) 
n=1 
where Apd„ is the positive variation in percentage by weight of soil retained on the 
nth sieve, when the gradings Gb and Ga , before and after a triaxial test are compared. 
Negative variations are not considered. Marsal (1967b) pointed out that particles that 
break during a triaxial test generate two main fractions, one made of grains two or three 
times smaller than the parent particles and another portion composed of comminuted 
grains yielded at their edges. 
Hardin (1985) suggested that the breakage potential Bp of a soil particle increases 
with its size. He considered only particles of size d > 0.074mm relevant to breakage and 
so defined: 
Bp = 
J 
bpdf 
	
(2.87) 
where by = loglo(d in mm/0.074mm) and f is the fraction of the material finer than 
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d. Thus, the total breakage Bt experienced during a mechanical process was defined in 
terms of variation of Bp, a quantity that corresponds to the area enclosed by the two 
gradings curves Gb and G„,, for d> 0.074mm. Finally, he normalized Bt with respect to 
Bp and obtained the relative breakage Br. 
A review of the breakage parameters described above and a comparison with other 
methods is given in Lade et al. (1996). For granular materials with a uniform grading Lee 
(1992) proposed a simpler breakage index, which equals the increase in the percentage 
of soil passing a particular sieve. Coop and Lee (1993) showed that Hardin's relative 
breakage Br is a unique function of the mean effective stress p' on the isotropic normal 
compression line and the critical state line. 
Muir Wood (2006) pointed out that soils with a broad grading, such as glacial tills, 
tend to have a fractal grading tendency. This occurs during compression or shearing, 
when the grading of a soil evolves roughly at an equal value of maximum size dn,a„, 
and with breakage of coarser particles and consecutive generations of fines that fill pro-
gressively smaller and smaller voids, in a self-similar process at all scales. Muir Wood 
therefore proposed a grading size index IG , with values in the range 0-1, defined as the 
ratio between the area under the current grading and the area under the fractal limit 
grading. 
At the micro-level, in DEM simulation of the uniaxial compression of agglomerate 
spheres, Nakata (2006) and Bolton et al. (2008) used a fragmentation index defined as 
the ratio between the number of balls in the split agglomerate and the number of balls 
in the parent agglomerate. 
2.4.4 Stiffness 
Stiffness at grain-scale level is the scalar quantity equal to the value of the force gener-
ated at a contact when a unit deformation is applied on it. Depending on the imposed 
deformation, a normal or a tangential stiffness can be defined. 
Normal stiffness 
The normal stiffness Km at a given interparticle normal force level N and normal dis-
placement w is defined in terms of the tangent modulus by the ratio: 
Km = K tn = dNId8 	 (2.88) 
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The simplest normal stillness model is linear elastic. In such cases, Eq. 2.88 reduces 
to Kn. = N/5 = const. This simple relation is commonly used in discrete element 
models such as Itasca (2002). This code also considers a normal stiffness as resulting 
from combining in series the different values of stiffness Kn of two surfaces A and B in 
contact: 
KnKn Kns 	
K T ± 
A B 	 (2.89) 
Cundall and Hart (1992) distinguish hard contacts and soft contacts. In the case of a hard 
contact Kr, 	oo and no surface deformation of the two bodies occurs. So, the relative 
movements can happen only in shearing and opening. They suggested that the hard 
contact model can be appropriate in cases of dynamic studies of colliding particles, where 
the dynamic component can be simulated by instantaneous exchanges of momentum 
regardless the elastic energy storage in each particle. For granular materials under static 
loading, Cundall and Hart (1992) observed that more appropriate contact models should 
not use a linear stiffness but a relationship derived from Hertzian theory. 
On the other hand, the more advanced usage of Hertzian stiffness could also be inad-
equate for non-conforming contacts at low stress levels. In fact Kendall (1969) repeated 
Hertz's experiments measuring the area of contact between equal convex lenses respec-
tively of radius 4cm, 15cm and 100c,n, using optical interferences. The results have been 
plotted in the graph of Fig. 2.27. 
0 	lens radius 100cm 
15cm 
4cm 
	Hertz predictions 
Figure 2.27: Results of the optical studies of contact performed by Kendall; redrawn 
from Kendall (1969) 
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Kendall did not measure the approaching distance between the two lenses but was 
able to gauge the contact diameter 2a at many values of the interparticle force N and 
for different contact geometries. It is evident from Fig. 2.27 that the experimental 
results closely fit the Hertzian prediction of the contact diameter for medium and high 
values of the load N, but the measured contact diameter exceeds the Hertzian prediction 
at low values of load. Kendall concluded that this discrepancy was not explainable by 
experimental errors, but did not give a specific reason for this scatter, and it therefore 
seems that for glass spheres Hertzian theory overestimates the actual stiffness at low 
loads. On the basis of the results of Fig. 2.27, Johnson et al. (1971) developed the JKR 
model described in the previous section. 
The value of the non-linear normal stiffness according to Johnson (1985) can be 
derived in terms of a secant modulus from the first of the three Eqs. 2.48. Considering 
the relation between the Young's modulus and the shear modulus E = 2G(1+ v) and in 
the case of equal spheres (i.e. E* = 0.5E/(1 — v2) and R* = R/2) the equation reduces 
to: 
2G N/TR  
3(1 — 
Kn. 	 (2.90) 
which coincides with the expression of the contact normal secant stiffness used in their 
manual by Itasca (2002). In the same manual, some simple rules are proposed for the 
stiffness between a sphere and a wall, but in this case some discrepancies have been found 
between the proposed formulation and experimental findings of the current research. 
A review of advanced constitutive models for contacts is given in O'Sullivan (2008). 
These models consider linear or non-linear elasto-plastic behaviour. In plastic models 
there is an increase in stiffness at unloading and reloading, and yielding at reloading 
occurs at the maximum value of force reached during the first loading. Subsequent 
hardening is considered to have a constant stiffness equal to the virgin stiffness before 
the unloading. The related patterns are therefore similar to the compression diagrams 
(e, lnp') for granular materials, even though the stiffness is generally constant along the 
virgin line (5, N). The independency of stiffness from the load is not in agreement with 
experimental data gathered by the writer, as will be shown in Chapter 5. 
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Sliding stiffness 
The sliding stiffness is defined as the ratio between the differential dT of the tangential 
component of the interparticle force and the differential dri of the shear displacement: 
Kt = dT /dry 	 (2.91) 
Mindlin and Deresiewicz (1953) gave the simplified expression of Kt: 
Kt = 2 [3G2(1 — v)R] .1\T
1 
2 — v 
(2.92) 
where the sliding stiffness is a function of the instantaneous normal force N but is inde-
pendent of the shear displacement. (n this formulation Kt is definable only for values of 
the tangential load T < N tan Op , where cbt, is the angle of interparticle friction. 
2.4.5 Summary 
The main points of this section can be summarized as follows. 
1. Breakage is a phenomenon occurring at a macro scale level, when changes of stress 
produce variations in the grain size distribution. Crushing is a specific term usually 
related to the tensile strength of a given particle. 
2. Fracture mechanics can be applied for understanding the main factors governing 
the tensile strength of a given particle containing a crack, which are the direction of 
the stress field in respect of the crack plane, the size of the crack, and the Young's 
modulus and the free surface energy of the material. 
3. The effect of the boundary conditions is also important in assessing the probability 
of tensile failure of a particle. In 2D, for regular geometries, crushing can happen 
only for a coordination number equal or smaller than 3. 
4. The linear trend between the crushing strength and the particle mean size in the 
log-log plane holds only in a given range of particle size. The lower extreme is the 
Kendall comminution limit. The higher extreme can be related to the size beyond 
which the overall aspects of the fractured surfaces of a particle does not change any 
more (extreme order). 
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5. The above linear trend can be explained using Weibull's statistical model. The 
maximum slope of the Weibull distribution of strength within a mass of particles 
occurs for a value of crushing strength that can be related with the yield stress of 
the mass of particles in normal compression. 
6. At low values of load the behaviour of a particle in compression is mainly governed 
by its stiffness. Advanced stiffness models account for the Hertzian non linear-
ity, but the deviation from the Hertzian behaviour at low loads has not received 
particular attention, despite some evidence in literature (e. g. JKR model). 
2.5 Friction 
Amontons (1699) explicitly presented the two laws of friction to the French Royal Academy 
of Sciences, but they were not accepted until their reproposition to the Academy by 
Coulomb (1785). They are: 
1. the tangential force T at the interface of area A of two sliding bodies is directly 
proportional to the normal force N; 
2. the force T is independent of A. 
Reynolds (1886) demonstrated the capability of fluids in keeping separated two sliding 
solid surfaces and proved that in such a condition T is largely dependent on the viscosity 
of the fluid. Raleigh (1918) pointed out that water had antilubricant effects on glass 
surfaces. 
Terzaghi (1925) confirmed the same effect of water on quartz. He also stated that 
unlubricated surfaces shear at a tangential force equal to the product of the real contact 
area (A, < A) and the shear strength of the bond formed at molecular contact between 
the two surfaces. 
Hardy and Bircumshaw (1925) showed that Amontons' laws applied for any boundary-
lubricated surface or for any non-conforming pair of surfaces. Caquot (1934) introduced 
the idea that a relationship holds between the shearing resistance of a granular assembly 
and the inter-particle friction angle of the parent material 64 = arctan(T/N). 
In the last decades, experiments on friction have been carried out using several types 
of mechanical apparatuses, and working with different types of surfaces. It seems appro-
priate here to classify these experiments on the basis of the overall topographical features 
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of the tested surfaces at the grain scale (1,um < d < 2mm). Thus, one can distinguish: 
conforming surfaces (sliding of a plane on a plane), semi-conforming surfaces (sliding 
convex particles on a plane) or non-conforming surfaces (sliding a convex particle on a 
convex particle). 
Some data at a micro-scale are also available from experiments performed using AFM 
(atomic force microscope). In these cases the above classification is not proposed because 
the sliding distances covered by these tests is very small compared to the topographical 
features of a particle, since it generally occurs at the scale of roughness. 
2.5.1 Conforming surfaces 
Working with metals, Bowden and Tabor (1945) confirmed Terzaghi's theory and claimed 
that even highly polished surfaces were rough at the microscopic scale. So they pointed 
out that when two surfaces are placed together, they will be supported on the tops of 
their irregularities, the breadth of which is within molecular range. They deduced that 
even at light loads the local pressure exceeds the yield stress and the summits of the 
irregularities flow plastically until their cross-section is sufficient to enable them to carry 
the applied load. They went on to state that: "Beyond this region of intense pressure 
there will be local elastic deformation of the solids. Except under the highest loads, there 
will be partial breakdown of the surface films and true metal to metal contact occurs; 
this is particularly true if there are some slight movements as if the surfaces are sliding". 
Then, they proposed to consider the frictional force T as given by: 
T = S p, + = Ar s + Alp Ar s 	 (2.93) 
where Sp, defined as the shearing term, is the product of the real area of contact Ar and 
the shear strength s of the metal and P,1 , named the ploughing term, represents the force 
required to drag the mobilized material. They expressed PA as the product of the cross-
sectioned area of the "torn track" A' and the stress p necessary to sustain the plastic 
flow. Bowden and Tabor (1945) did not describe the nature of this stress (i.e. shearing 
or normal stress or the direction relative to the shearing direction). Moreover, the writer 
feels that the definition of s is not clear, since it seems hard to believe that the tangential 
strength at the interface of two bodies could always be equal to the maximum shear 
stress achievable in the intact body of the solid. This consideration is independent of the 
extension of Von Mises or Tresca failure criteria to the material composing a granular 
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mass, but is related to the experimentally observed cold welding of metals (Moore, 1948), 
which could not be extended to any kind of hard non-metallic material. Bowden and 
Tabor (1958) went on to suggest than. Pp was generally negligible compared to Sp and this 
gave (Eq. 2.93) as the definition of the coefficient of friction /./ = T/N ^ Ar slAr H = s/H, 
with H the hardness (Greenwood and Wu, 2001). 
Hence, Bowden and Tabor (1945;) confirmed Terzaghi's conclusion that the coefficient 
of friction depended on the ratio between two intrinsic properties of the materials in 
contact (i.e. /2 = s/H) and this finding was assumed as the reason why it could be equal 
for soft or hard materials. They argued that since the frictional force T was essentially 
due to the shearing of junctions intimately in contact under the normal load N, any kind 
of contamination of the surfaces reduces the friction. 
They found that, for crystalline solids such as quartz, the friction coefficient was 
independent of the load and speed. In the case of rough solid surfaces of area An , 
lubricated by a substance with shear strength si , and with partial breakdown of the 
lubricating film, (area of real contact of the solids Ar = cxAn), they re-wrote Eq. 2.93 in 
the more general form: 
T = An,[as (1 — a)si ] 	 (2.94) 
The pioneering investigations of Bowden and Tabor (1945) have a pitfall. In fact, al-
though Amontons' first law states simply the experimental evidence for a constant ratio 
T/N, Bowden and Tabor agreed Terzaghi's "adhesive theory" of friction and stated that 
the ratio TIA, was also constant (Eq. 2.93). But, excluding a few studies on metals, 
the latter statement lacks general experimental evidence and just relies on the postulate 
that any kind of asperity responds plastically to the contact load. 
On the other hand, combining Amontons' first law with the "adhesive theory", one 
obtains the rule TINI(TIA,)= Ar /AT =constant. In the forthcoming literature, with the 
exception of several cases (Kragelskii, 1965; Pugh, 1973; Adams et al., 1987; Greenwood 
and Wu, 2001; Jones et al., 2004) the "adhesive theory" is generally acknowledged and so 
Amontons' laws have been explained on the basis of the existence of a linear relationship 
between area Ar and load N (Archard, 1957; Lambe and Whitman, 1979; Mitchell and 
Soga, 2005; Baumberger and Caroli, 2006). This shortcoming has been an obstacle in 
the understanding of the friction of non-conforming or semi-conforming surfaces where 
Hertz's theory predicts that the area of contact increases less than linearly with load. 
Actually, Hertz's relation Ar =oc N213 would give results in agreement with Amontons' 
first law if a shear resistance function s =cc N1/3 is accepted, in fact in this case the 
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following relation holds: 
T = 3,47. a N 1/ 3N 2 / 3 a N 	 (2.95) 
That would mean postulating a link between the normal load and the shear strength of the 
interface, which is less pronounced than the "adhesive theory" (s = TIAT. =a N°) and 
including a slight influence of a frictional effect at a microscopic level (s = T/Ar =a N'). 
In fact, it is 0 < 1/3 < 1 	. 
2.5.2 Semi-conforming surfaces 
As it has been shown in the previous section, Archard (1957) demonstrated that, at the 
contact between two semi-conforming rough surfaces with self-similar protuberances of 
different order obeying the Hertz law, the real area of contact tends to grow proportionally 
with the load, so, he claimed that for these surfaces the adhesive theory could explain 
Amontons' laws. 
Horn and Deere (1962) conducted an extensive investigation performing friction tests 
on calcite, quartz, feldspar, biotite, muscovite, phlogopite and other minerals. They used 
a slider of three particles pulled across a plane surface of the same material. In the case of 
calcite, quartz, and feldspar the three particles were shaped as hemispherical "buttons" . 
The biotite, muscovite, phlogopite and other micaceous particles had flat sliding surfaces. 
Importantly, they considered four different, well-defined, surface conditions: oven-
dried, oven-dried/air-equilibrated, saturated/air-equilibrated and saturated conditions. 
The oven dried condition included several hours at 105° and testing at a relative humidity 
RH < 7%. The oven-dried/air-equilibrated condition differed from the former in the 
testing humidity that ranged between 17% and 97%. The saturated/air-equilibrated 
specimens were saturated in tap water and then dried for several days at the ambient 
relative humidity 30% < RI-I < 40%. Finally the saturated tests were performed with 
the shearing surfaces covered by at least 1/16" of distilled water. The surfaces were 
generally cleaned using reagent grade acetone. The speed of shearing was rather high, 
between 1 and 6 m/h. 
They found pronounced stick and slip behaviour for saturated quartz and a smoother 
behaviour for oven-dried conditions. Water acted as an antilubricant when applied to 
surfaces of three-dimensional crystal structures, i.e. quartz, feldspar and calcite, but 
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resulted in lubricating properties for lattice (two-dimensional) crystal structures like bi-
otite. The average values of the coefficient of friction p were respectively lidg = 0.13 and 
p„,q = 0.51 for oven-dried/air equilibrated and saturated polished quartz specimens. 
Using a strong etching solution of ammonium bifluoride and water, Home and Deere 
found that repeating the same experiments on surfaces etched for 30 minutes, the value of 
the coefficient of friction increased by 20-30%. After etching, they obtained, respectively, 
Pdq(e) = 0.51 and pwq(e) = 0.66. They did not explain this phenomenon on the basis 
of roughness, but claimed that the etched surfaces had an altered superficial material 
removed, and, thereby, raw quartz material became exposed. 
Figure 2.28: Sensitivity of p to RH for lattice (Muscovite) and crystal structures (Quartz), 
after Horn and Deere (1962) 
The ambient relative humidity was also found to be a governing factor, but with 
opposite effects for oven-dried/air-equilibrated material with two or three dimensional 
crystal structures (Fig. 2.28). For Muscovite, a steady decrease of p, in the range 0.42 —
0.28 was found for 5% < RH < 100%, while for quartz the variation of RH did not 
affect the p values up to 40%, but caused a dramatic increase of the same parameter 
for p > 40%. For quartz, the increase in friction due to saturation was found to be less 
significant in the case of roughened surfaces. The increase in the sliding speed did not 
appear to influence the value of p for glass, but caused a significant increase in the same 
parameter in the case of phlogopite-mica, irrespective of the ambient humidity. 
Discussing the results of direct shear tests, they claimed that for a natural quartz 
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sand, such as Ottawa sand, the antilubricant effect of the water does not apply because 
of the roughness of its grains. On the other hand, for a micaceous material, the decreasing 
friction passing from a dry to saturated condition was consistent with a similar drop in 
the value of tangy' in the shear tests. 
However, Horn and Deere (1962) did not explain why direct shear tests on the granular 
materials used gave a value of strength, in saturated drained conditions, significantly 
lower that the values of the same parameter in dry conditions. In addition, there were 
some limitations of their investigation because of the high speeds used in the friction 
tests and the lack of full non-conformity of their specimens (i.e. the use of "buttons" 
sliding on planes), the sizes of which they did not specify. 
A relationship between size of a particle d and friction angle Op = arctan p was given 
by Rowe (1962), who measured T and N during the sliding of quartz particles on a 
quartz block using a direct shear apparatus (Fig. 2.29). He concluded that the angle of 
friction was dependent on the interparticle load, which he calculated roughly by dividing 
N by the number of particles touching the block, in the ideal condition of a cubic array 
(N/d2 ). This assumption is fairly acceptable, as will be shown later in this dissertation. 
However he did not account for the shape of the natural particles he used. He did not 
discuss this matter but it is possible that the finer particles were more irregular than the 
coarser and so shape could have been a more important feature than size in governing 
the interparticle strength. 
Figure 2.29: Rowe's experiments on the friction of quartz particles, after Rowe (1962) 
Furthermore, the recorded force 71(6'h) for a displacement Sh was expressed as T d8h 1d8h , 
i.e. the instantaneous work done in the track cL5h. This instantaneous work was not only 
dependent on the energy dissipation at the surface of the block but also on the energy 
consumed by the particles in rolling and sliding inside the upper box. It is believed that 
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another more reliable measurement 0(d) would have been obtained if the particles of 
the upper box had been restrained from relative movements (e.g. by gluing them). 
On an experimental basis, Adams et al. (1987) proposed the shearing resistance T = 
T I Ac at the contact of two glass spheres to be dependent on the real contact pressure p. 
So, they added a frictional component at p (frictional coefficient x real contact pressure) 
to the shear strength s of the adhesive model: 
S cet p 	 (2.96) 
Then, adopting the model from Archard (1957), they assumed (Eq. 2.54) Ar = KnN. 
Hence, they expressed the frictional force at the contact: 
T = Kii (s + at p)N 	 (2.97) 
This equation describes the so-called Adhesive Friction Model (Mullier et al., 1991) and 
allows the definition of a coefficient of friction IL = K71(8 at p), which seems to be a 
substantial improvement on the application of the adhesive model to non-metal materials. 
It contains parameters of clear significance which are not easy to measure, and is only 
valid for fractal surfaces where Archard's hypothesis applies. 
However, the writer believes that the proposition of a more general model of friction 
would be straightforward if the postulate A, a N were dismissed. In fact, in this case, 
Eq. 2.97 takes the more general form, in terms of forces on the area of contact: 
T = (s + at — )24ir 	T = sAr  + 	T = sA, + tan 0;° N 
	
(2.98) 
or, in term of a macroscopic true stress (which is different from the effective stress): 
T/Ar = s + tan 0; 	Tr = S Cf r tan 0; 	 (2.99) 
Hence, the shearing force at the grain scale could then be reconciled with the Mohr-
Coulomb framework, since in Eq. 2.99 the parameters s and 0; are respectively the 
adhesive strength and the true friction angle at the point of contact. 
2.5.3 Non-conforming surfaces 
Skinner (1969) presented values of coefficient of friction p at the interparticle contacts 
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of glass ballotini. He used a specially developed friction apparatus (Fig. 2.30) and 
performed his tests after preparing dry or flooded samples. However, he did not specify 
his procedures, or define his coefficient of friction. 
Figure 2.30: Inter-particle friction apparatus, after Skinner (1975) 
He claimed that it was possible to increase p by a factor between 3.5 and 30 simply 
by flooding the dry specimen. He Found similar changes for shearing the ballotini on 
plate glass. He also tested dry steel and lead shot spheres. In all the experiments the 
size of the particles varied between 1 and 3.2mm and the values of p increased when the 
normal load increased from 5.7g to 190g (Fig. 2.31 a). 
He also performed shear box tests on the 1mm size ballotini and found roughly equal 
shear behaviour for dry and flooded ballotini, except for the stick and slip which was only 
significant for the flooded samples. He therefore disagreed with the results of Caquot 
(1934), Bishop (1954), Horne (1969) (shown in Fig. 2.31 b) as well as other researchers 
(Skempton, 1961; Rowe, 1962). 
Using a qualitative energy-kinematic argument, he explained the equal values of the 
angle of shearing resistance at constant volume q = c for dry and flooded ballotini. 
He suggested that the values of energy dissipated respectively in dry and flooded tests 
were roughly the same, but for low values of interparticle friction, the relative movement 
of the particles was mainly in sliding, while at a high values, significant rolling of the 
particles occurred. 
Skinner (1975) presented the same results of the experiments described above, without 
providing any further detail. The lack of information about sample preparation and 
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Figure 2.31: Results of friction and shearimg tests on beads, after Skinner (1969) 
testing procedures does not allow a complete assessment to be made of his friction tests, 
but the scatter of the measured values of friction on dry and flooded samples is unusually 
huge. Moreover, extremely low values of p, = 0.03 were recorded at the smallest value 
of contact force 2g. However, if the data had a reliability of roughly +15%, the device 
he used for measuring the interparticle shearing force should have had an exceptional 
resolution (i.e. 0.15 x 0.03 x 2 = 0.01g), which he did not highlight. 
In his M.Sc dissertation Barton (1972), described a large number of interparticle 
friction tests he carried out on artificial and natural granular materials, with an apparatus 
designed by Rowe and his co-workers at Manchester University (Fig. 2.32). 
Barton accurately described his techniques of samples preparation and his test pro-
cedures. He then established his metl-todology for data acquisition on a clear mechanical 
basis and discussed the results and limitations of the conducted experiments. 
The loads were recorded by means of load cells giving an output signal with a res-
olution of 0.05g, but he explained that other factors caused an overall lower resolution 
in recording the loads. LVDTs with an accuracy of ±0.04i.tm and +0.25µm were used 
for measuring the vertical and the horizontal displacements. He worked with artificial 
spheres of glass, steel, bronze and with natural particles of quartz and feldspar. The size 
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Figure 2.32: Artificial particles cemented to their podia in an interparticle friction appa-
ratus used at Manchester University, after Barton (1972) 
of the particles was in the range 3 -- 4m,m. The normal load varied between 0.1N and 
0.6N, and the length of the shearing displacement covered distances of 50 — 500µm. 
He found Ott to be dependent on surface conditions. Interestingly, he noted that Op  
values recorded within a series of tests, when similar conditions were expected to apply, 
showed less deviation than those captured over different test series, when the amount of 
surface contamination could differ. The value he obtained for glass did not agree with 
Skinner's results. For dry ballotini, he measured values of cbt, in the range (6 — 8)°, while 
for flooded ballotini he found an average value of 15° with a standard deviation of ±3°. 
He suggested that Skinner's dry glass surfaces were in fact contaminated and that the 
lubrication action of the contaminator had been destroyed by the water used in preparing 
the flooded particles. 
A useful synthesis and discussion of Barton's experiments is in Procter and Barton 
(1974). They agreed with the comment made by Bromwell (1966) on the decreasing 
cleaning efficiency with increased surface roughness of glass and highlighted that smooth 
dry ballotini have the greatest variation in surface chemistry. Finally, they explained that 
it may be misleading to compare the mechanical behaviour at the macroscopic scale with 
cb values of a single point of contact, unless when the particles in both the experiments 
are saturated and rough, hence having consistent surface conditions, as perhaps generally 
occurs in soils. 
Mullier et al. (1991) measured the normal and tangential forces and surface displace-
ments. during sliding contact between two particles or against a flat surface. The loads 
were recorded by means of piezo transducers with an accuracy of lg at low loads. They 
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processed their results for smooth acetate cellulose spheres considering the mechanics of 
the Adhesive Friction Model (Eq. 2.97) and Hertzian behaviour (A, cc N213 ). Despite 
the significant scatter in the data they estimated a value of adhesive strength s =8MPa. 
They pointed out that this value compared well with values in the literature. The eval-
uation of at was not provided. 
2.5.4 Micro-surfaces 
The mechanical apparatuses described above are used with length of translation usually 
comparable to the size of medium-coarse sand and fine gravel (i.e. 0.2 — 6mm). With 
the Atomic Force Microscope (AFM) the normal and shearing load and the associated 
displacement can be measured along transverses down to the scale of several pm. As 
explained before, for these surfaces a classification by conformity is not provided here, 
because the writer believes that the governing shape feature of a granular particle in 
measuring friction at the scales considered (roughly 10-100pm) is not the sphericity or 
angularity but just its roughness. 
An AFM used for measuring friction works by means of a cantilever holding the 
particle at its tip. When the particle is dragged on a surface, the displacements. of the 
tip of the cantilever are recorded by means of a laser. The calibration of the cantilever 
allows for the laser signal to be converted into the corresponding forces. 
Jones et al. (2004) provided a review of the principles and techniques of measurements 
by AFM. Relying on the small scale of analysis, they used the Adhesive Friction Model 
considering the test as involving a single smooth elastic spherical contact. With this 
assumption the cumbersome a-priori determination of Archard's parameter is avoided 
and Eq. 2.97 reduces to: 
T = 71-6 (3NRRE*)2/3 aN 	 (2.100) 
where the equivalent radius R and the equivalent Young's modulus E* are known, the 
normal load N and the tangential load T are recorded by the AFM, while the adhesive 
strength s and the frictional coefficient at are determinable by means of curve fitting the 
data as in a usual direct shear test. 
They also proposed the more general formula: 
T = adhesion + k(load)" 	 (2.101) 
where, although not specified, the physical units of "adhesion" and k must account for 
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Figure 2.33: Frictional behaviour of contacts of different size and roughness (adapted 
from Jones et al. (2004)) 
dimensional consistency with the force T and the load index n. They pointed out that 
for n 	1 Eq. 2.101 reduces to the JKR model presented above (Fig. 2.33a). This is 
the case when the applied load includes a term given by Eq. 2.61. They went on to 
show that in the case of rough contact Eq. 2.101 can describe a frictional behaviour if 
n = 1 and K is equal to the coefficient of friction it (Fig. 2.33b). The latter pattern is 
equivalent to that described by Eq. 2.98 if Friction and cohesion are respectively taken 
as the shearing force T and its adhesive component sAr. Interestingly, they introduce 
the concept of a tensile force (called tensile strength in Fig. 2.33) that is mobilized at the 
grain scale when two particles are detached in pure extension. However, it seems that 
Eq. 2.101 should be reconsidered in term of stress, in which case the intercepts on the y 
and x axis would be representative of the inherent property of the contact, i.e. adhesion 
s and tensile strength ts, which can be related to the coefficient of interparticle friction 
tt whenever the Mohr-Coulomb criterion is found applicable. 
The concept of the tensile strength of the contact introduced by Jones et al. (2004) 
applies for silts or powders at low mean stress, when the adhesive component was found 
to be significant. They claimed also that sliding damage is probably not relevant for small 
particles (d < 10,um,) and at very low loads, but could be significant when particles of a 
large size undergo bulk shear. Finally they gave some interesting technical details, and 
presented several experimental results. In particular, the uncertainties in interparticle 
friction tests using AFM are discussed and the problems of the interaction between the 
calibration of the cantilever and any attached particle are considered. They believe that 
it is doubtful whatever the friction forces can be determined to a better accuracy than 
±30%. They tested the inter-particle contacts of several artificial materials, and found 
an unusual scatter of results when using glass ballotini with sizes of 6pm and 35gm. For 
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these particles, values of the friction between 20° and 30° were recorded. The best fit 
curves in the plane (N, T) were convex upward, and so Amontons' first law did not apply. 
Stick and slip was also a constraint at all levels of ambient humidity, which was always 
recorded to be between 30% and 50%. 
2.5.5 Summary 
The main points of this section can be summarized as follows. 
1. The applicability of the "adhesive theory" appears doubtful in case of contacts be-
tween non conforming, hard rough surfaces, typical of sand grains, and the linear 
relationship between normal load and shearing force not necessarily can be ex-
plained postulating the direct proportionality between the normal load N and the 
real area of contact A. 
2. Coefficient of friction for quartz is highly dependent on the ambient humidity and 
appeared to be higher in water submerged condition. 
3. For quartz, roughness and water tend to cancel the lubricating effect of microscopic 
contamination of the surface in contact. Smooth dry ballotini have the greatest 
variation in surface chemistry, which seriously affects friction values. 
4. For coarse sand size materials the precision achievable using ad-hoc mechanical 
apparatuses is not necessarily lower than the resolution of modern devices suitable 
for studies on frictional powders (e.g. AFM). 
2.6 Overall response 
Together with state parameters, fabric, and load conditions, the inherent properties of 
particles have been found to be responsible for the mechanical behaviour of a granular 
material at a macroscopic level. In this section, some results of fundamental studies on 
this topic are reviewed, distinguishing between effects on shear strength and effects on 
stiffness. 
2.6.1 Shear strength 
The concept of dilatancy was introduced by Reynolds (1886) who showed that dense sands 
expand at failure whereas loose sands contract. Taylor (1948) considered the shearing 
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strength of sands to consist of two components, which he called the internal frictional 
resistance and interlocking. He envisaged the frictional resistance as the overall effect of 
rolling and sliding friction, and interlocking as a phenomenon occurring in dense sand and 
causing volumetric expansion in shear. He explained that such expansion was resisted 
by the applied normal pressure and 3o additional energy must be supplied in some way 
to sustain shearing in the presence of interlocking. He went on to state that the Mohr 
theory was not invalidated by the occurrence of interlocking. In fact he suggested that 
"the Mohr envelopes merely have larger ordinates and steeper slopes for dense than for 
loose soils". Roscoe et al. (1958) showed that for a given granular material, at a given 
normal pressure, an angle of critical shear resistance is attained at a single final porosity 
whatever the initial porosity of the sample. 
Beginning in the 1960s, several models for describing the shearing behaviour of granu-
lar materials have been proposed. Most of them treat the particles as frictional, perfectly 
rigid bodies that are eventually breakable. Less attention was given to the influence of 
the stiffness of the particles either in terms of bulk elasticity and surface damage. 
Rigid particles 
Taylor's approach to dilatancy was not completely accepted by Rowe (1962). He claimed 
that different straight envelopes at failure could be drawn for each state of packing 
and so concluded that the uncritical use of the Mohr-Coulomb criterion can lead to an 
apparent cohesion for sands. Then he suggested that in a mass of irregular particles 
undergoing triaxial shear under a de viatoric stress q =Ql — o-3 the instantaneous unit 
volume expansion dV' IV is related to the instantaneous increments of axial strain El  by 
means of the equation: 
, 
= (1 + —di/li 	2
) tan2(45 + —1  Ic7.01,) o-31 	V E  
(2.102) 
were kr is a coefficient increasing in the range between 1 and 7/2 with the degree of 
remoulding of the material and asso3iated energy loss. The higher the dilatancy the 
lower kr . 
Following two others papers published several years before (Home, 1965, 965a), Horne 
(1969) concluded a fundamental work on the mechanical response of granular materials. 
He argued that a post-peak decrease of stress ratio o-Vo-'3 of an initially dense assembly 
is due to a decrease in its anisotropy promoted by continuing dilation. 
105 
Wroth and Bassett (1965) introduced the concept of the state parameter in the devel-
opment of a stress-strain relation for sand. A state parameter W. for sands was defined 
by Been and Jefferies (1985). They proposed considering the critical state line, which 
they called the steady state line, as a reference line, and defined Ts as the difference 
between the initial void ratio and the corresponding void ratio at the same mean effec-
tive stress [(a' + Q2 + o-3)/3] on the steady state line. The convenience of this parameter 
in quantifying the engineering behaviour of a sand relies on its feature of incorporating 
information on both density and stress. However, it is incapable of accounting for the 
matrix structure (Mitchell and Soga. 2005). 
Bolton (1986) argued that dilatancy in plane strain cloud be simply treated using the 
saw-blades model, where the angle of dilatancy b  is represented by the angle between the 
dip of the saw and the shearing direction. So, he expressed the angle of shearing resistance 
as 0' = O'„ + 0. Then he introduced a correction factor for the best fit between this 
equation and the equation given by Rowe (1962) for the 2D condition, which he wrote 
in the form: 
dE t, 
—7- (—, ) (1 — 
0-3 	cr3 cv 	aE1  
So he proposed the following expression for plane strain dilatancy: 
(2.103) 
= 	0.80 	 (2.104) 
He went on to propose, on an experimental basis, a relative dilatancy index /R as a 
function of the relative density ID := (emax e)/(emax emirs) and the mean effective 
stress p' (i.e. Ii ): 
= 1-D(10 — lnp') — 1 	 (2.105) 
where p' holds units of [kN/m2 ]. Then, he presented the correlation for plane strain in 
the form: 
0:nax = 	+ 0•80max = 	+ 51R 	 (2.106) 
While, for triaxial strain he determined: 
95. = Ycv + 3/R 
	 (2.107) 
The application of both Eqs. 2.106, 2.107 was found to be restricted to the range 0 < 
IR < 4 which covers a wide range of practical applications. The general applicability of 
Eqs. 2.106 and 2.107 was discussed by Shanz and Vermeer (1996) who claimed that the 
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critical state angles in plane strain and triaxial strain might give results roughly equal 
for some soils, as they found for Houston sand. 
Li and Dafalias (2000) highlighted that a general expression for state-dependent di-
latancy should account for the external variable represented by the stress ratio q/p' and 
also for internal variables e, Q, and C, where Q and C are collective terms other than 
void ratio e, related respectively to the evolving tensor of anisotropy and intrinsic ma-
terial constants. They proposed a formulation in the case of an isotropic state in which 
they found the use of the state parameter kIf s convenient (Been and Jefferies, 1985). As 
an intrinsic material constant they considered the slope M of the critical state line in the 
plot (p , q). Their proposed correlation was: 
de 
P 
, 
° dilatancy d = d = d (emws — 
 
(2.108) 
 
where do and m are two positive modelling parameters. It can be seen that when m = 0 
and do = M Eq. 2.108 reduces to a particular case representing the Cam-Clay dilatancy 
d = M — qlpt• 
Deformable particles 
Chandler (1985) found that the normality rule of the plastic flow predicted by the associ-
ated plasticity theories derived from Drucker's postulate (such as the Cam-Clay model) 
was not adequate for an assembly of grains. In fact, he recognized that Drucker's postu-
late is not applicable to materials such as granular masses where energy is dissipated by 
friction during shearing. Starting from an energy balance between instantaneous varia-
tions of work done, elastic energy and dissipation energy, he derived a general function 
in which the irrecoverable strain rates were divided into those respectively resulting from 
permanent deformation of the grains (D) and rearrangement of the grains (R). 
The dilatancy appears as a parameter influencing the energy input independently of 
the dissipation function. This latter function incorporates the micromechanical properties 
of the material. In the case of deformation without rearrangement, the behaviour is 
frictionless and not dilatative, and the dissipation function accounts for two material 
constants with dimensions of stress describing the severity of the energy loss for grain 
distortion. Unlike Roscoe and Burland (1968), his dissipation function is not a function 
of pressure. Actually, because of the violation of Drucker's postulate, the Modified Cam-
Clay model appears inadequate if used for a frictional material, in particular at low 
107 
a 
Figure 2.34: Yield surfaces and flow vectors in a model accounting for rearrangements 
and distortion of single grains, after Chandler (1985) 
ratios of pressure to shear stress. In the case of rearrangement without grain distortion 
the dissipation function is frictional and stress dependent but the particles are rigid. 
In the same paper, Chandler (1985) presents some examples of results of his model 
for three classes of behaviour (Fig. 2.34): pure rearrangement (N = 0, M = 0.6), pure 
grain distortion without rearrangement (N = 0.6, M = 0) and an intermediate condition 
(N = Al = 0.2). It appears that the model can not predict the flow vectors at the corners 
of the yield surfaces. Then, as in any model, an experimental calibration is needed for 
assessing the shape of the yield surface (Coop, 1990). The great advantage is the mathe-
matical tractability of the proposed function and the possibility of incorporating damage 
and rearrangement, which is a fundamental option for an insight into the mechanical 
behaviour of granular systems. 
2.6.2 Stiffness 
Particle rearrangement and singles grain distortion are clearly relevant components of 
the volumetric response during the application of any state of stress. On the other hand, 
the experimental measurement of these two components is still a unsolved problem. In 
the last decades, the influence of particle characteristics on overall response has been 
studied in terms of grain strength (Coop, 1990; McDowell and Bolton, 1998; Nakata 
et al., 1999; Lobo-Guerrero and Vallejo, 2005), the effect of the grain damage on the 
overall stiffness has not received an equal attention. On the other hand, the relationships 
between granular mass stiffness, state parameters, and stress path have been studied for 
a long time (Jovicic and Coop, 1997; McDowell and Bolton, 1998; Muir Wood, 2006) and 
more recently also the effect of shape has been investigated (Cho et al., 2006). 
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Figure 2.35: Influence of particle characterisitcs on the volumetric strain at a constant 
imposed deviatoric stress, after Bowman and Soga (2003) 
Bowman and Soga (2003) discussed some results of triaxial tests performed on Leighton 
Buzzard sand (LBS), Montpellier Sand (MP), and glass beads (GB). They consolidated 
the samples and then applied a deviatoric stress under drained condition. Finally they 
imposed creep stages of 21 hours under a high stress ratio. 
The variation of volumetric strain with the logarithm of the time (Fig. 2.35) shows 
that the contractant phase for a natural sand is much more significant than for glass 
beads. They also plotted thin lines by which they estimated respectively a component 
of rearrangement (in dilation) and another one (in contraction) related to grain damage 
including breakage, asperity yielding and void flattening. Summing up these two compo-
nents, the overall strain path is obtained. They suggested that the component of creep 
due to grain damage is expected to be higher under isotropic conditions whereas creep 
under anisotropic stresses promotes rearrangement. 
2.6.3 Summary 
The main points of this section can be summarized as follows. 
1. The overall response of a granular mass is usually modelled considering particles as 
rigid bodies eventually breakable. These theories regard the angle of shear strength 
01 as the sum of the angle of shear strength at constant volume (i.e. at critical state) 
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dc,„ plus the angle of dilatancy 0, the latter depending on the state condition of the 
mass (i.e. void ratio, degree of anisotropy, stress ratio q/p'). 
2. The influence of Op on 01 have been considered starting from Taylor (1948) but a 
relation between these two parameters have not been agreed up to now. 
3. If the effect of deformability of the single grains on the overall response is considered 
different results from classical models (i.e. Cam-Clay model) are obtained in term 
of yield stress, in particular for low values of the applied mean effective stress. 
4. The effect of grain asperity yield seems also to be relevant in terms of stiffness and 
the influence of particle breakage and asperity yield on volumetric creep under high 
stress ratio has been experimentally proved. 
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Chapter 3 
DESCRIPTION OF SHAPE 
3.1 Introduction 
A quantitative evaluation of grain shape is necessary in order to define parameters that 
can be inferred as index properties of a particulate material. With improvements both in 
image acquisition techniques and in image analysis algorithms, it is hoped that a quanti-
tative description of particle geometry can be used to develop a classification framework 
for granular material. This tool would be analogous to the classical methods of clay 
classification proposed by Atterberg at the beginning of the last century and standard-
ized later by Casagrande (1932). However, in contrast to the case of clay, in which 
the Atterberg limits are also pseudo-representative of the particle mineralogy, this pro-
posed framework would consider geometric characterization only. Actually, for a defined 
grading, stress-history, porosity and water content, Atterberg's limits are indicators of 
important engineering properties of clays, such as permeability, shear strength and com-
pressibility (Mitchell, 1993). In contrast, the estimation of the engineering behaviour 
of granular materials cannot be based solely on mere shape description of particles ever 
when the gradation, stress-history, porosity and water content and fabric of the particular 
soil are also known. This is because the mechanical properties, i.e. friction, resistance 
and deformability of single particles, as well as fabric, influence in different ways the 
permeability, shear strength and compressibility of granular materials. 
3.2 Tools 
Shape analyses of natural and artificial particles of the size of coarse sand was carried 
out using both manual devices and optical instruments (Table 3.1). The manual devices 
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technique / instrument 
dry sieving 
micrometer 
microscope 
Mastersizer 
size & shape analyser 
interferometer 
type of measurements 
manual 
manual 
white light 
laser beam 
laser beam 
white light 
d range (pm) 
75 - 4000 
80 - 3000 
10 - 7000 
0.4 - 900 
10 - 3410 
10 - 100 
feature of shape measured 
size 
size 
size, sphericity, angularity 
size 
size, sphericity, angularity 
roughness 
Table 3.1: Features of the tools used for the shape analysis of granular particles 
are straightforward but time consuming. Moreover, they generally interfere with the 
measured object and bias can affect the obtained data. 
In contrast, optical instruments do not cause any mechanical disturbance to the mea-
sured object and allow the retrieval of a large number of measurements in a short time. 
The raw data are usually processed by software incorporated in the instrument. On 
the other hand, this category of tool suffers from limitations on the size and features 
of the processed particles. For example, in case of natural sand, the level of reflectivity 
of the surface is a constraint for white light type of measurements. Additionally, they 
work with commercial prepackaged software, the performances and limitations of which 
are not always clear. A careful calibration is therefore necessary, as well as comparing 
different outputs from different apparatuses and manual devices. 
For both the techniques (manual and optical), assessments of the reliability of the 
measurements have to be made, and particular limitations have to be understood and 
quantified in order to get consistent data. In Table 3.1 the main features of the tech-
niques of measurements employed within this research are summarized. In the following 
paragraphs the principal features of the tools employed in the present research are ex-
amined with the aim of defining a shape characterization method for coarse sand sized 
particles. 
3.2.1 Sieving 
Sieving was performed in dry conditions on samples of material of at least 200g, using 
sieve meshes in the range of 75-4000µm. The fraction retained on each sieve was weighed 
with the precision of 0.02g, and the cumulative distribution of the percentage passing 
was determined according to the usual standards (e.g. BS-410). 
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Figure 3.1: Micrometer for measuring sizes of coarse particles 
3.2.2 Micrometer 
A digital micrometer Mitutoyo IP54 (Fig. 3.1) with a repeatability of 1-2pm, was used 
to measure the diameter d F,,„ of spheroidal particles in the range 0.8-3mm. The particle 
was allowed to roll on a soft flat plastic foam surface under the gentle thrust of one of the 
two flat tips (Fig.3.1) of the micrometer. In this way the lying position of the particle 
was not governed by the plane of maximum stability and records of different diameters 
of the same particle were obtained randomly. 
The device also incorporates a data-logger linkable to a P.C.. However, if a micrometer 
is used, a default point load is transmitted to the particle during the measurement, thus 
an assessment on the damage experienced by the particle during the measurement should 
be made. By means of a digital balance with the precision of 0.01N, the writer measured 
that, in standard conditions, the used digital micrometer transmits a point load of 1.9-
2.1N, roughly 2N. Therefore, the particle has to be hard enough to carry without damage 
the puncturing load of a micrometer. For regular quartz sand or artificial glass beads 
of 0.8-3mm in size, a point load of 2N can cause a contraction of up to roughly lOpm, 
with deviation in the order of magnitude of 1% of the size of the particles. Hence, the 
precision of the micrometer for measuring the sizes of particles less hard than quartz may 
be doubtful. Furthermore, this technique cannot be applied for very irregular particles, 
which always tend to lie according to the position of maximum stability, despite the usage 
of the flat plastic foam surface. 
3.2.3 Microscope 
A Zeiss optical microscope was used in the reflected light mode. Objectives with magnifi-
cation in the range 2.5 — 10 were coupled with an eye-piece with an optical ratio of 10, so 
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the overall magnification of the device varied between 25 and 100. In this way, particles 
of the maximum size in the range, respectively of 7 — 1.7mm can be fully displayed in the 
field of view of the device. This device incorporates extended focus and 3D view options. 
Therefore, after a reliable calibration, it is possible to estimate the value of the shortest 
diameter d3 with a precision in the range 1-5pm. The data can be processed by using 
the "Axioscope" software equipping the microscope (Carl-Zeiss-Microlmaging, 2007). 
3.2.4 Mastersizer 
In the current research two types of mastersizer were used, respectively manufactured by 
Malvern (U.K.) and Beckman Coulter (U.S.A.). The former (Malvern, 2000) can capture 
sizes between 0.02pm and 2000pm, whereas the latter (Coulter, 1994) can only measure 
sizes between 0.4-900,um. 
The Mastersizer measures the size of the particles by means of laser diffraction. The 
beam of the laser passes through a water suspension in which 1-5g of the sample has 
been gently dispersed to get a standard obscuration 	10%), and is captured by a 
Fourier lens, focused on a plane where a grid of detectors is located. To avoid sample 
precipitation, different systems are adopted in the two apparatuses. In the Malvern some 
rotating blades keep the emulsion agitated, whereas in the Coulter a mechanical vibration 
of appropriate frequency is transmitted to the suspension. In the case of thin particles, 
a liquid detergent can also be used to promote dispersion and to restrain the tendency 
of the grains to aggregate. The Malvern is also equipped with a feeder for testing dry 
powder. 
The laser rays are diffracted by the particles and the amount of diffraction is related 
to the mean particle size. The Fourier lens is able to deflect the diffracted light on a grid 
of detectors. The amount of deflection depends on the angle of diffraction created by the 
interference between the light and the particles, regardless of the position at which the 
diffracted light strikes the lens. In turn, the angle of diffraction is affected by the size 
of the particle. A software (Coulter, 1994) processes the data and gives the cumulative 
distribution of size of ideal spheres equivalent to the actual particles in terms of volume. 
3.2.5 Size & shape analyser 
In the QicPic apparatus (Sympatec, 2008) granular particles falling under gravity pass 
through a laser beam which scans a certain vertical area. A camera records a sequence 
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of images (frames) of the outline of the particles. Because of the high speed of the image 
capturing, the same particle is usually depicted in different positions throughout several 
subsequent frames. This device can provide the cumulative distributions of size and 
shape descriptors of a granular mass. The range of measurements is within 50 — 3410pm 
for particles falling under gravity, but a module for working with water-dispersion allows 
measurements in the range 10 — 50µm. 
The measured shape descriptors are the aspect ratio AR (Eq. 2.1), the QicPic spheric-
ity S Q and the QicPic convexity C Q. The latter is equal to the ISO solidity (Eq. 2.4): 
A C Q = SO = A, 
(3.1) 
with A and A, the actual and the convex hull area respectively. To understand 
certain differences between QicPic results and corresponding data using other techniques, 
it is important to notice that SQ is equal to the degree of circularity SW2D (Eq. 2.7), 
proposed by Wadell (1933), which, for an outline of perimeter P, corresponds to the 
square root of the ISO circularity C (Eq. 2.3), i.e.: 
SQ SW2D CO.5 = 
2 —\777—ril (3.2) 
  
Thus, Eq. 3.2 means that the sensitivity of QicPic sphericity to changes of circularity 
(or true sphericity) decreases as circularity (or true sphericity) increases. Fig.3.2 shows 
that there is an inherit difference between S Q and C (or 'Ti), which depends only on 
the definitions of these descriptors. This difference is a maximum (100%) for the less 
spherical particles generally present in new debris (i.e. having C = 0.25), is considerably 
lower (30%) for the most irregular sand and gravels ( C 	0.60) and approaches zero 
for a spherical particle (C = 1), as will be shown in Chapter 5. These features have to 
be borne in mind when analysing and comparing the values of sphericity retrieved with 
different techniques. 
3.2.6 Interferometer 
The interferometer is used to measure the roughness of a surface and works on the 
principle of optical interferometry (Fig.3.3). A beam splitter divides the light beams 
originating from a white light source into two half beams. These two half beams are 
reflected respectively by a reference mirror and by the rough surface under consideration. 
After having covered different lengths, the two reflected beams are captured by a CCD 
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Figure 3.3: Schematic diagram of an optical interferometer 
camera (i.e. a camera which is designed to convert optical brightness into electrical 
amplitude signals). The intensity of light measured on one pixel of the camera varies 
according to the function of the wave-interference corresponding to the difference of 
length between the paths of the two beams. 
The surface under examination is positioned on an automatic stage, capable of nano-
metric movements in the vertical z direction. This stage is moved by means of a software-
controlled motor, in order to scan the vertical position of the points of the surface with a 
resolution of the order of nm. Depending on the reflectivity of the surface, after multiple 
measurements, the actual resolution of the apparatus was found to be in the order of 
lOnm for most of the particles. 
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The roughness has been characterized in terms of the root mean square deviation, 
RMS, of the heights hij  of the surface from the average level plane in the field of view 
considered. The values of RMS f , relative to a "flattened roughness", were also measured. 
For determining RMS/ the deviation of the rough surface is referred to a variable mean 
plane, defined over a discrete mesh, for each consecutive standard size sm of shape motifs, 
so that the heights hi; are only related to the deviation due to roughness and are not 
affected by the shape of the surface at a larger scale (Boulanger, 1992), which would be 
intermediate between roughness and angularity (i.e. waviness or texture, as this feature 
will be called in the following text). Both Saf , which is the flattened function of the 
centre-line average Sa (Eq. 2.27), and RMS f are dependent on the size of the shape 
motif. 
0 	0 	0 B, ballotini 1.370mm: 	 field of view x • y = (158.5pm) (120.1p.m) 
C, crome steel ball bearing 1.587mm: field of view x • y = (127.5pm) ( 96.3m) 
Figure 3.4: Sensitivity of flattened roughness to changes of sm and choice of the default 
value sm* (x + y)/8 
In Fig. 3.4 the results of a parametric exercise on two different materials (B and C) 
are summarized. Particle B was a glass ballotini with a mean geometrical size dmean = 
1.370mm, while particle C was a chrome-steel ball bearing with dmean = 1.587mm. In 
both cases the roughness of the flattened surface was measured for different values of 
sm. The field of view, defined as the product of breadth (x) and width (y) of the 
interferometry image, differed in the two cases. The difference arose because for particle 
B, an objective lens with a magnification of 40x was used, while for particle C the 
lens used had a magnification of 50 x . It is evident that in both the cases the rate of 
change of RMS f with sm increases when sm decreases. On the other hand, the values 
of sm close to or larger than the half the image size (x or y), do not give any accurate 
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data. In fact, the discretization process described above needs a certain minimum level 
of refinement, so a condition for a shape motif might be sm < + y)/4. In summary, a 
default value sm = sm* is definable as a threshold beyond which the calculated RMS f 
is almost constant and approximately equal to the RMS f obtained for sm = (x + y)/4. 
ARMS f can be considered to be equal to the standard deviation of the values of RMS f 
for repeated measures on different points of the surfaces considered, and it was obtained 
RMS f = 10nm for particles B and C. The value of sm* used by the software is 
sm* = (x + y)/8. This value corresponds to the dashed line in Fig.3.4 and fulfils the 
criterion suggested above. So, the results in the following text have always been retrieved 
for this default value (sm=28 or 34pm, respectively for the 50x or 40x objective lens), 
unless otherwise specified. 
A more dramatic sensitivity is shown by RMS f to changes in size of the field of view. 
In Fig.3.5 the results of another exercise are shown. It has been conducted on the same 
ballotini considered in Fig.3.4, repeating the measurements for several values of the field 
of view. Within this process, the edge length of the measured area has been gradually 
shortened keeping the ratio between the breadth and the height of the image equal to the 
ratio of the largest image retrieved by the interferometer (i.e. in the full screen default 
option: x/y = 1.3). 
As expected, focusing on the same specimen, the values of both the un-flattened 
(RAI S, Sa ) and flattened (RMS f , Saf ) descriptors reduce for decreasing values of the 
mean size [0.5(x + y)] of the considered image, but the flattened parameters are slightly 
more stable compared to the un-flattened, with exception of values of mean size of the 
field of view between 40pm and 65pm. The variation of the values of flattened parameters, 
and RMS f in particular, is still considerable (roughly 100%) if the largest field of view 
is compared with the smallest. 
It is clear from the exercise described above that ever the flattened roughness is unable 
to describe the roughness unless the value of the considered field of view is specified. 
However, it has to be mentioned that the software equipping the interferometer used 
(Fogale-Nanotech, 2005) has a tool-box aimed to evaluating the Fourier transform relation 
between the autocorrelation function C(i3) and the power spectral density function P(w) 
introduced in Chapter 2 (Whitehouse and Archard, 1970). Although this implementation 
is beyond the scope of this project, the development of such a technique seems to be 
advisable in future. In fact, the determination of the autocorrelation function would be 
useful to obtain a description of texture, and also for a scale-independent description of 
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Figure 3.5: Sensitivity of roughness measurements to changes of the size of the sample 
roughness. 
A final general topic on this device is related to the calibration of the interferometer. 
The manufacturer (Fogale-Nanotech, 2005) suggests several techniques that can be used 
to work on some geometrical shapes of reference specimens supplied with the appara-
tus. In the present research, these techniques have been coupled with a crude approach 
proposed here, which has the advantage of being under the user's control. 
The arithmetical mean size dmean of a crome-steel ball bearing of nominal size 3/32" 
was measured using a micrometer and a value of 2.35mm, was obtained. The interfer-
ometry image of this particle was captured as in Fig. 3.6 and the values of the height 
and the half-width of the circular segment retrieved by interferometer were, respectively, 
f = 2.05mm and c = 63.5mm. 
From the section sketched in Fig. 3.7 it can be shown that: 
c2 	
2 f 
d e = (3.3) 
This equation allows us to calculate the diameter dc of the sphere from the local values 
(c, f) describing the curvature of the apex zone. In this case, a de value of 1.97mm was 
obtained, which is in reasonable agreement with the measured mean diameter (dmean = 
2.35mm). Repeating the procedure for other smooth spherical particles it was found 
that the the scatter between the de and dmean is always less than 20% (Fig. 3.7). This 
scatter is acceptable, since, for most surfaces, it corresponds to the dispersion of repeated 
measurements of RiliS f . It depends on the limitations of the white light technique, pixel 
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Figure 3.6: Interferometric view of a crome-steel ball bearing dmean = 2.35mm (nominal 
size 3/32" ) 
discretization, visual estimation of the distances c and f and adequate sphericity of 
the reference surface. Interestingly, the software supplied with the device used (Fogale-
Nanotech, 2005) also gives a value of the average radius of curvature of the surface in the 
considered field of view and this value always resulted in the range de/2 — dmean/2. It has 
to be considered that an incorrect setting in the optical parameters of the interferometer 
leads to errors in the order of magnitude in the range of, at least, (50 — 100)%. Hence, 
the proposed criterion seems to be acceptable as a straightforward method to check the 
proper setting of the device. 
3.3 	Selection of shape characterization method 
The literature survey in Chapter 2 and some points in the previous section (3.2), dealing 
with features and limitations of the tools currently available for shape analysis of granular 
particles, have already raised some issues regarding the selection of the method for the 
geometrical characterization of these materials. Several techniques have been proposed 
to describe the topographical properties of particles of coarse sand. Some of them are 
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Figure 3.7: Geometrical variables and results comparing the actual mean size dmean  and 
the expected one o/c from an interferometric section of a spherical surface 
interesting as a scientific exercise and also elegant in their mathematical formulation 
(e.g. the use of Fourier series for describing irregular outlines at different scales). Some 
others introduce useful hints for measuring specific aspects of form (e.g. Wadell's true 
sphericity), or give a practical aid for a fast shape description (e.g. the Rittenhouse 
visual method). However, none of the existing techniques seems to be satisfactory for 
a description of shape that could lead to a reliable correlation with the engineering 
properties of a granular mass, which is one of the objectives of the present research. 
The research presented here leads to the conclusion that in a suitable method of shape 
characterization of irregular particles the number of descriptors should be limited to 5, 
which corresponds to the number of basic parameters respectively measuring the three 
independent features of shape (sphericity, roundness, and roughness) plus two additional 
parameters. 
These additional parameters are, respectively, meant to quantify the scale at which 
roundness is measured and to fulfil the description of roughness. The latter requirement 
might be to specify the correlation distance 0* for the WA model (Eq. 2.35) or, more 
practically, the shape motif sm used in extracting the flattened roughness RMS f . As 
will be shown in the following sections, these two additional parameters do not generally 
increase the complexity of the shape characterization. In fact, they can be taken to be 
constant in most practical applications and their values can be related to characteristic 
parameters of the considered granular mass (e.g. mean size of the particles from sieving, 
mechanical properties of the constitutive material, mean normal force at contact). 
For natural or artificial particles of the same material, the roughness was generally 
found to vary in the range 20-50%. In most cases, an average value approximating in 
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this range is acceptable for this descriptor, when the overall constraints due to the device 
limitations and natural variability are considered. To achieve this level of precision, only 
few measurements of roughness are generally necessary on the same mass of grains (5-10 
measurements). 
In contrast, in the case of a uniform aggregate, a good statistical description of a 
granular mass ought to have at least two of the three basic parameters (sphericity and 
roundness) measured on a considerable number of particles. The number of data points 
required to quantify each parameter corresponds to the threshold beyond which the dis-
tribution of the obtained values is not affected any more by the number of measurements 
made. 
The statistical aspect of the analysis of sphericity and roundness imposes a straight-
forward and fast method of estimation of these descriptors. Actually, for a given mass of 
particles, there is a need to retrieve a significant number of data points in a reasonable 
amount of time, and possibly avoiding tedious manual repetition of the same operations. 
The QicPic apparatus fulfils the requirement of fast automatic measurements of spheric-
ity of a great number of particles, but it is not able to capture roundness. The traditional 
method of reference charts can give fast information on sphericity and roundness, but 
suffers from subjectivity, since it can only provide a rough estimation of these parame-
ters, the accuracy of which depends on the skills of the operator and is typically 10-20%. 
However, an integration between the different approaches seems to be possible and this 
will be proposed in the following section. 
3.3.1 Defining the smallest circumscribable cuboid 
The concept of the smallest circumscribable cuboid (SCC) in shape analysis has been 
previously introduced in the literature survey. Since the minimum axis of the SCC 
is always coaxial to the vertical direction, the three principal planes of the SCC are, 
respectively, one horizontal and two vertical. The first principal plane is the horizontal 
one, while the second and third principal plane are, respectively, the vertical planes 
parallel to the longest and shortest edge of the SCC. The principal SCC axis at the 
intersection of the first and the third principal planes is the intermediate axis. Its size 
is roughly equal to dF„,in and thus the sieving size of a particle, i.e. the sieve mesh size 
the particle would move through. The particle size distribution obtained using sieving is 
a globally accepted means of characterizing a sand for engineering applications, such as 
drained response, liquefaction, susceptibility to flow transportation, and internal erosion 
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under a hydraulic gradient. 
In shape analysis, the concept of the SCC is rather important, because it allows us 
to relate each particle to a characteristic 2D outline (with principal diameters d1 and 
d2 ), which is roughly that seen in the microscope view. We will also call this particular 
projected section the first principal section, distinct from the other principal projected 
sections that we will call the second and third principal sections (respectively with diam-
eters d1 1 id, and d2 1 d3). 
The determination of the SCC for a particle is simplified by the fact that, by defini-
tion, d3 is a variable independent of the diameters d1, d2. The following procedure can 
be used in the determination. 
• As defined above, the elevation of the apex of a particle naturally lying on a hori-
zontal flat datum surface gives d3 of the SCC. So the problem of defining the SCC 
is actually reduced to two separate independent tasks: the estimation of d3 and the 
evaluation of the minimum circumscribed rectangle of the outline in microscopic 
view. 
• To define the position of the principal axis of the SCC a vertical view of the particle 
at an adequate magnification is necessary. For particles in the range of fine gravel 
- coarse sand, the best option normally available is an optical microscope. If this 
option is not available it is possible to estimate d3 by means of a magnifying glass. 
• An outline of the level of magnification indicated above, gives the values of d1 and 
d2 by means of the construction of the smallest circumscribed rectangle (also called 
the SCR in the following text). For irregular particles, the exact construction 
of the SCR is not straightforward and Yu et al. (2006) claim that the analytical 
solution is intractable. However, working on natural particles of quartz sand, and 
performing image analysis on the reference card proposed by Krumbein and Sloss 
(1963), it has been found that the SCR has a principal axis, of length d1, generally 
normal to the direction of d F  m in . This conclusion coincides with the advice of Blott 
and Pye (2008). The proposed rule has also a physical meaning that is analogous 
to the concept of the plane of maximum stability. Consider a particle free to move 
on the plane of maximum stability am, and located between two vertical detached 
parallel walls. If we now consider one wall approaching the particle, after the first 
contact with this moving wall, the particle starts to slide horizontally on at least 
three points of contact, A, B, and C, within the plane arms, and to rotate around 
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a vertical moving axis. When the distance between the two walls reaches the 
minimum value dF„Ii„, the particle will have at least one point of contact with one 
wall, and at least two points of contact with the other wall. The position reached 
will be the most stable, and the two vertically coplanar points of contacts will lie on 
one of the two largest vertical faces of the SCC, i.e. the distance between the two 
walls will coincide with d2 and d2 equals d F min. Actually, this physical explanation 
of the construction of the SCC, gives at least seven contacts on the faces of the 
SCC, as in Figure 2.1. 
3.4 Sphericity 
Sphericity is a 3D property, generally described by the degree of true sphericity W (Eq. 
2.5), (Wadell, 1932). However, the determination of ‘11 for an irregular particle is practi-
cally impossible. Thus, pseudo-3D techniques are often used. For instance, 2D measure-
ments of the mean circularity Cmean  of significant projected sections of the same particle 
is a method commonly used to evaluate sphericity (Blott and Pye, 2008). 
3.4.1 Pseudo-3D techniques 
Seeking a straightforward and effective method to quantify sphericity, it is intuitive that 
a simple evaluation of the circularity of the projection of the first principal section C12 
(i.e. the outline in microscope view) can be a good descriptor of 3D sphericity, if the 
particle is not too flat and if the elongation is not very pronounced. For this reason a 
2D estimation of the sphericity of a set of ballotini using an optical microscope can be 
considered a reliable technique. 
In order to quantify the limitations of this pseudo-3D technique, an analytical study 
has been carried out by considering a scalene ellipsoid with axes d1  > d2 > d3. This ge-
ometry was also considered by Krumbein and Sloss (1963). For this geometrical element, 
the true sphericity W can be calculated, which can be compared with the circularity C12 
and the mean circularity C,,„„. A sensitivity analysis has been carried out using 15 
ellipsoids, with different values of flatness d3/d2 and elongation d2 /di , as represented in 
Fig. 3.8. 
For a scalene ellipsoid there is not an exact equation giving its surface area. However, 
in agreement with Kingston et al. (2008), it has been considered that the expression pro-
vided by Thomosen (2004) is sufficiently accurate. Using this formulation, the analytical 
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Figure 3.8: Aspect ratios of the considered ellipsoids in Zingg's diagram (d1  > d2 > d3) 
expression for the true sphericity of the scalene ellipsoid was obtained: 
2 	(di d2)]..6 	(d
1 
d3)1.6
1  
= (d1d2d3) 	
(d2d3)3..6 	1.6 
(3.4) 
Each ellipsoid was rotated n times around each of its principal axes. The inclination 
a in the plane of rotation varied from 0 to 7r/2 in increments of 7r/2n. Taking n=10, 
each ellipsoid generated 11 x 3 = 33 ellipses on a reference plane of projection, and the 
mean circularity of each ellipsoid was extracted as an arithmetical average of the values 
of circularity of the 33 projected ellipses. 
For each ellipse the circularity Cti, was calculated. The subscript j indicates the axis 
the parent ellipsoid was revolved around to generate the ellipses (1=major, 2=interme-
diate, 3=minor). The subscript i gives the value of the angle of rotation a = i7r/2n. The 
value of mean circularity Crnean of each ellipsoid is: 
For each of the projected ellipses, the value of the principal diameter dp depending on 
a was determined according to the scheme illustrated in Fig. 3.9. In this case the ellipsoid 
is revolved around its minor principal axis, so that the inclination of the major principal 
axis to the direction of the orthogonal projection on the given plane of projection is equal 
to a. 
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Figure 3.9: Conjugate diameters and normal projection of an ellipse giving a dimension 
d p. 
From geometrical considerations, for any ellipse of diameter d a conjugate diameter 
dc exists, so that d2 + d = d? + 4 and the tangents at the intercept of dc with the ellipse 
outline will be parallel to the diameter d. If /3 is taken as the smaller angle between the 
major principal axis and the dc diameter, the following relationships hold: 
1 0.5 
13 = arct an ( 
4 
di
?  ) 	dc = [ 	(d1d2)2 	di, = de sin() (3.6) tan a 1_ (dcos2 0 + di sine 13) i 
The sphericity and circularity values obtained in this study are shown in Fig. 3.10. For 
spheroidal-shaped ellipsoids (values of flatness d3/d2 and elongation d2 /di > 2/3 ), the 
values of Cii,,a„ approach the values of true sphericity ill and also the circularity captured 
in a microscope view (i.e. C12) differs no more than 0.05 from W. For ellipsoids with a 
flatness ratio = 1/3 the similarity between Cmean  and ilf still applies with a maximum 
deviation '-`,' 0.05. But the microscope view circularity (C12 ) differs considerably from 
ill, unless the ellipsoids are blade shaped (d2/diand d3 /d2 '_-_-' 1/3). In this last case, the 
difference between C12 and ill < 0.10. For rod-like ellipsoids (d2/d1 Lj 1/3, d3/d2 c-=-2 1) 
the estimation of sphericity using circularity in a microscope view can cause a bias of 
around 0.10. 
The Cmean  method is the technique used by fast image analysers including the QicPic 
apparatus. This method is also adopted in the qualitative estimation of the sphericity 
of coarse sand or gravels using a reference chart, provided the particle is accurately ma- 
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Figure 3.10: Sensitivity of sphericity and circularity of a scalene ellipsoid varying its 
aspect ratio 
nipulated to gain different projections of its shape. It is intuitive that moving randomly 
a 3D rod-like shape in front of a point of view, as in the Glean  method, the probabil-
ity of accurately capturing the projection of the minor (third) principal section is very 
low. But, in the case of rods, this means not accounting for the projections of largest 
sphericity (with d2 c-=-2 d3), which, in fact, results in the bias of underestimating the mean 
sphericity. 
Hence, the main findings of this analysis are: firstly, that the 2D values of C12 de-
scribing outlines of spheroidal (d3/d2 = d2 /di = 1) or blades-like (d3/d2 = d2/di = 1/3) 
ellipsoidal particles, provide an accurate approximation of 3D sphericity and similar 
agreement holds when d3/d2 = d2/d1  = 2/3. Secondly, the C„,„„ method always appears 
adequate for any ellipsoidal particle, with the exception of the rod-like shapes (d3/d2 = 1, 
d2 /d1 1/3), the sphericity of which is considerably underestimated by r -Tnean• 
The applicability of the analytical results to real grains with more angular geometries 
was considered working with particles made from crushed pasta (linguine). During man-
ufacturer the pasta is extruded, consequently these artificial particles have a constant 
third principal section, which is elliptically-shaped (Fig.3.11). To create the particles 
they were firstly broken by hand and then confined in a thick piece of fabric and sheared 
manually against a flat hard surface. Then, they were ground within a ceramic mortar 
and a pestle until an average elongation ratio around 1 could be visually estimated. Fi-
nally, the crushed pasta was sieved, so that only particles in the size range 1.18mm to 
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Figure 3.11: Third principal section of crushed extruded pasta (linguine) captured by Ax-
ioscope40 optical microscope (A=1.908mm2 , P=5.335mm, d 2=2.162rnm, d3=1.125mm) 
2.00mm were retrieved. 
Detailed analysis of nine representative particles was made using an optical microscope 
AxioScope40 with image analysis software Carl-Zeiss-Microlmaging (2007). For the first 
principal section (the microscope view) of each particle, the area A, the perimeter P and 
the values of the dimensions d1, d2 , dcmin , dcnia), were measured. The values of A, P, 
d2 , d3 for the third principal section (Fig.3.11) were achieved by rotating each particle 
vertically by 90° and confining it with small lateral supports. The values of d2 and 
d3 of other particles were also checked using a micrometer and were found to be very 
repeatable, with a standard deviation of about 1%. 
The measurements obtained were used to calculate the true sphericity Ili, the 2D form 
descriptors SKS12  and and C12 (where the subscripts 1 and 2 indicate parameters referred 
to the microscope view), and the pseudo 3D form descriptors C12mean, S K Smean and SQ . 
The descriptor of sphericity SKs used here is that proposed by Cho et al. (2006) in their 
definition of regularity (Eq. 2.12) which equals the ISO irregularity IR (Eq. 2.2 i.e. 
dimax/dumn)• SKSmean and SQ were calculated as the arithmetical mean of the values for 
particle views in the 1 i 2, 2 i 3 and 3 i 1 planes. 
The variations on each of these descriptors with the calculated values for IP are shown 
in Fig. 3.12. It can be observed that the SQ values achieve the best approximation to the 
true sphericity. In fact the SQ parameter always overvalues the true sphericity, but by 
less than 0.10. The C12 are relatively close to the W values but the trend is not consistent, 
as sometimes C12 < kIf and sometimes C12 > . The Cmcan values are always less than 
111 and their deviation is slightly greater than for the SQ values, being up to 0.12. Finally, 
neither SKs12  nor SKsra„n provides a good approximation to W. 
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Figure 3.12: Scatter of 2D and pseudo3D sphericity and circularity parameters with 3D 
true sphericity for crushed elliptical extruded pasta 
Fig. 3.12 shows also that, for the particles considered (flatness = 0.50, i.e. d3/d2 
1.1/2.2) the values of the 2D sphericity C12 describe kIf better than the less straightforward 
pseudo-3D parameter Cm ean  in agreement with results in Fig. 3.10 and with Wadell 
(1935), who suggested that outlines on the plane 1 i 2, described by the 2D parameter 
"degree of sphericity" (Eq. 2.8) are often enough for 3D quantification of sphericity. 
Although of the data set was limited, the nine particles selected for detailed analysis 
were representative of a statistically significant number of particles. However, in the 
analysis discussed here, the nine samples were consistent in terms of flatness (almost 
the same extruded cross-section 2 i 1), hence the variation of sphericity through the 
considered set was dependent on only one parameter (i.e. elongation). There are many 
examples in the literature of theories being proposed on the basis of limited numbers of 
data points for homogenous population in which the studied feature is one parameter 
dependant. For example, Weibull (1951) considered only ten yield strength values of a 
given steel in the work he presented proposing his statistical distribution function. 
In Fig. 3.13 the cumulative distribution of true sphericity kli and circularity C12 do 
not differ largely, and the inconsistent deviation through the set is in agreement with the 
observation from Fig. 3.12 that C12 will be greater or less than ill). Additionally, and 
importantly, the distribution of SQ retrieved by the detailed analysis is relatively close 
the statistical distribution SQS determined using the QicPic on a much larger number of 
particles of the same type, involving 620 images, and this confirms the acceptability of 
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Figure 3.13: Estimation of statistical distribution of form parameters for crushed elliptical 
extruded pasta and shifting of QicPic results from the true sphericity distribution 
the criterion used for simulating QicPic measurements in the detailed analysis. 
However, again in agreement with Fig. 3.12, a consistent overvaluation, of around 
0.10, was found in the values (SQS — kIJ), or (SQ — T), but a slightly more similar shape 
of the distribution among the curves SQS SQ , and T was found compared to the case 
of C12 and T. The difference (T — SQS ) at 50% of the measured values is around 0.08. 
This difference is to be expected on the basis of Fig. 3.2, i.e. the definition of SQ (Eq. 
3.2) adopted in QicPic software (Sympatec, 2008) and considering that circularity C is 
a 2D parameter corresponding to the 3D true sphericity. Actually, considering from Fig. 
3.13 that the value of k1 50 was 0.77, the value derived from W50 and comparable to SQS  
would be V0.77 = 0.88, so the expected shift is 0.88 — 0.77 = 0.11, which is close to the 
measured shift of 0.08. This conclusion confirms the consistency of QicPic measurements 
with the results of the detailed analysis. 
3.4.2 Spherical particles 
The results of the exercise shown above (Fig.3.12) could discredit the utility of SKs as a 
descriptor of shape. Actually, as will shown in this paragraph, this parameter, recently 
proposed by Cho et al. (2006), appears robust and effective. For instance, it is useful 
in characterizing the sphericity of well rounded particles like ballotini with the size of 
coarse sand. In this case, true sphericity T is not sensitive to changes of aspect ratio 
in the range 0.90 — 1.00, while the QicPic tends to underestimate sphericity. The latter 
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Figure 3.14: Results of a parametric study of the sphericity of soda-lime glass ballotini 
of two different nominal sizes: a) large ballotini 2.5-3.0mm; b) small ballotini 1.0-1.4mm 
limitation depends on the influence of non-spherical powder in the tested batch. Such a 
bias is due to the effect of the pixels on the edge of the binary image of the silhouettes 
captured by the QicPic camera. Therefore, it increases with the smoothness of the 
particle and decreases with its size. This constraint can be minimized if the results are 
filtered by excluding from the the statistical evaluation of SQ all the particles smaller 
than a reasonable diameter. 
Fig. 3.14 shows the results of a parametric study on the glass ballotini used in the 
present research, which are uniform assemblies of quasi-spheres (uniformity coefficient U 
= d6o/d10  > 0.90) of two different nominal sizes: a) 2.5-3.0mm; b) 1.0-1.4mm. 
A total number of 112 ballotini was examined: 8 large ballotini, 84 small as supplied 
and 21 small roughened. For each particle four randomly oriented manual measurements 
were taken using a micrometer and rolling the particle on a plastic foam pad as explained 
above. Thus, a total number of 448 measurements were taken, only 32 of which were 
related to the large ballotini. More small ballotini were considered as this is the material 
mainly tested in the mechanical apparatuses throughout the present research (this kind 
of measurement was done to characterize the shape of the particles before the tests). The 
retrieved data were processed to generate scalene ellipsoids with diameters (d1, d2 , d3). 
Excel spread-sheets were used, in which the following operations were carried out: 
1. The maximum and minimum values of the four dimensions measured were taken 
respectively as d1  and d3. 
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0.90); the intermediate diameter is assumed to be the average of the other two principal 
diameters 
2. One of the two intermediate measurements (i.e. 	d1, d3), which was closer to the 
average value a  (d1 + d3) was taken as d2 and the other value was discarded. 
3. The values of W and SKs were calculated. ill was calculated using Eq. 3.4, while 
the value of SK s, in case of any ellipsoid, coincides with the aspect ratio (SKs = 
AR = d3 /d1 ). 
As is shown by Fig. 3.14, the value of true sphericity 1If varied only in the minimal 
interval 0.99-1.00 for all the 112 particles considered and no significant difference could be 
found between the various particles, i.e.: a) large ballotini as supplied, b') small ballotini 
as supplied, and b") small ballotini roughened-milled. Hence, the cumulative distribution 
of IP was the same for the three cases. 
In contrast, a consistent sensitivity was found for the sphericity SK s, which enabled 
the description of the slightly different sphericity between large and small ballotini and 
the effect of milling in deteriorating the almost spherical shape of fresh small ballotini. 
The dramatically different response of lIf and SKs for a significant variation of the aspect 
ratio, between 0.9 and 1, of a quasi-spherical particle can be understood plotting Eq. 3.4 
versus SKs = AR = d3/d1 and hypothesizing, for instance, a value of d2 = a (d1 + d3), 
as seems reasonable for the given sets of particles. Results of this procedure are given in 
Fig. 3.15. 
As highlighted above, compared to direct micrometric measurements, the QicPic does 
not give adequate output for the cases considered here (0.95 < AR < 1.00). However, 
the sensitivity of the QicPic response is almost equal to that of the micrometric mea- 
132 
surements (i.e. the rates of the QicPic cumulative distribution are similar to the rates of 
the corresponding micrometric cumulative distribution) and the shifting of the curves is 
similar for the cases a) and b), since it corresponds to an apparent consistent underesti-
mation of sphericity of around 0.05 and 0.07 respectively in the case of Fig. 3.14a and 
Fig. 3.14b. The QicPic results are in agreement with the micrometric measurements in 
finding that the sphericity of the large ballotini is lower than the sphericity of the small 
ballotini. 
On the other hand, as it will be confirmed later, the QicPic deviation from W in 
evaluating sphericity is again low (< 0.05) for natural particles with the size of coarse 
sand, in which the presence of a slight irregularity (AR < 0.9) also affects sphericity 
much more than the bias of the pixels at the edge of the captured silhouettes. In this 
case the consistency between W and C can be restored using Eq. 3.2, plotted in Fig. 3.2. 
3.4.3 Irregular particles 
Accordingly with Cho et al. (2006), using a reference chart such as that proposed by 
Krumbein and Sloss (1963), and looking carefully at different projections of the same 
particle, a skilled operator can estimate sphericity with a precision roughly equal to 
the class interval (0.2) of the chart (Fig.2.8). However, in case of coarse sand, if a 
calliper and a magnification lens are used, and if the particle is manipulated with a pair 
of tweezers on a plastic foam surface, the operator can estimate with a good level of 
accuracy the aspect ratio of the particle. As will be shown later, the determination of 
AR enables an improvement in the estimation of sphericity of a predominantly convex 
particle, reducing the approximation error to about 0.1. But, also in this more favourable 
case, the visual estimation of the sphericity of one outline is about two times less precise 
than the corresponding evaluation carried out by a modern shape analyser on thousands 
of outlines at the same time. 
Despite this discrepancy, the accurate use of an accepted reference chart seems to be 
advisable when single natural particles with the size of coarse sand (1 — 2mm) have to 
be characterized before undergoing micro-mechanical tests like uniaxial compression or 
inter-particle friction. In fact, the shape analyser (e.g. QicPic) is not able to describe 
a single 3D shape. This is because when one particle falls through the available field of 
view, it is not generally scanned through its three principal projections. Furthermore, it 
is not easy to recover a given particle after the measurement. Hence, the only resource 
commonly available would be image analysis using an optical microscope. However, 
133 
	publication 	objective 	reference chart considered 
Author (year) Author (year) 
Ftossard (1979) 
Alshibili and Alsaleh (2004) 
Santamarina and Cho (2004) 
Masad et al. (2005) 
Vallejo (1995) 
Alsaleh et al. (2006) 
Cho et al. (2006) 
Barret (1980) 
Masad et al. (2005) 
Blott and Pye (2008) 
comparative study 
comparative study 
comparative study 
comparative study 
comparative study 
comparative study 
38 types of real grains 
pebbles 
comparative study 
gravel 
Krumbein and Sloss (1963) 
Powers (1953) 
Krumbein and Sloss (1963) 
Rittenhouse (1943), Krumbein (1941) 
Rittenhouse (1943), Krumbein (1941) 
Powers (1953) 
Krumbein and Sloss (1963) 
Krumbein (1941) 
Rittenhouse (1943), Krumbein (1941), 
Wadell (1932) 
Table 3.2: Use of reference charts in the literature 
this involves a much more time consuming procedure than the fast estimation using a 
reference chart. Moreover, as shown above (Fig. 3.10, Fig. 3.12), the approximation in 
estimating 3D sphericity from a microscope view of a natural particle (outline dl i d2 ) 
could be significant, with errors of around 0.1. 
Another advantage in using a well established reference chart for the shape description 
of a single particle depends on the possibility of directly matching characterization values 
with data published in the literature (Table 3.2). The reference chart selected for the 
present study (Krumbein and Sloss, 1963) has been extensively used in recent decades 
and allows the estimation of sphericity and roundness at the same time. On the other 
hand, other classical charts are limited to sphericity (Wadell, 1932; Rittenhouse, 1943) 
or to roundness (Krumbein, 1941). The chart presented by Powers (1953) is detailed in 
terms of roundness, but includes only two cases of sphericity, so it is not suitable for the 
method proposed here, which is aimed of discerning at least 4 class intervals of sphericity. 
For an accurate use of the Krumbein and Sloss chart, and for controlling the approx-
imation of the results to within 0.1 of the actual circularity C, a detailed validation of 
this chart has been carried out in two stages. In the first stage, the images of the 20 
reference outlines have been acquired in grey scale, directly reducing by 50% the chart 
from the original book. Then, for each reduced image, a detailed analysis was conducted 
using the optical microscope Zeiss Axioscope40 in reflected light. The initial reduction 
was because the sizes of the original outlines were larger than the maximum field of 
view of the microscope. The magnification of the eye-piece and the objective lenses was 
respectively 20 and 2.5, leading to an overall magnification of 50. Using the Axiovi-
sion image analysis software equipping the microscope (Carl-Zeiss-Microlmaging, 2007) 
and following the procedure of the SCC method, the significant geometrical data were 
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Figure 3.16: Detailed image analysis of reference outlines from Krumbein and Sloss 
(1963); (a) roundness=sphericiy=0.3, (b) roundness=0.5, sphericiy=0.7 
determined for each outline. In Fig. 3.16 the examples for the two reference outlines 
(roundness sphericity)=(0.3 0.3) and (roundness sphericity)-=-(0.5 0.7) are given. For 
each silhouette, the perimeter, the area, and the values of dun„ , denim, dF min, and dLF  
have been retrieved; dLF is the value of the Feret diameter perpendicular to the smallest 
Feret diameter dp,  min and is intended as the length of the particle ISO (2006). On the 
basis of these measured parameters, the values of the aspect ratio AR', sphericity SKs 
(Cho et al., 2006) and circularity C have been determined for each outline. Seeking con-
sistency with the SCC method described above, the value of the aspect ratio considered 
here is given by the ratio dF min/dLF, which corresponds to the elongation d2 /d1 , hence 
AR' is slightly different from the definition of AR given by Eq. (2.1). However, the 
difference between AR and AR' is rather small in all the reference outlines (0 — 5%) 
and dLF seems to be a parameter more straightforward to determine than dF max and 
more able to represent the length of the particle, as it coincides with the major principal 
diameter d1. In the following text we will assume AR = AR'. The results are shown in 
Table 3.3. 
In the second stage, the same original image of the reference chart (Fig.2.8) was 
scanned at a scale 1/1  and than analysed by means of Matlab in order to retrieve the 
values of A, P, and C for each one of the twenty outlines. The software for solving this 
exercise has been written by the author implementing a tool-box available in mathworks 
(2007) and is listed in Appendix A. The software includes the conversion of the grey 
image into a binary image using a grey-level threshold criterion and returns the graph 
in Fig. 3.17. The obtained values of MatLab circularity has reported in the last column 
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Krumbein&Sloss optical microscope (2.5x20/2 magnification original chart) MatLab 
descriptors 
roun- sphe- 
area 
A 
outline 
P 
diameter 
climax 	dcmin 
distance 
d Fmax 	d Fmin, 
output descriptors 
AR SKs 	C 	C 
dness ricity (um?) (Am) (Am) (Am) (Am) (µm) % % % 
0.1 0.3 4190047 9528 4203 1552 3953 1797 45.5 36.9 58.0 60 
0.1 0.5 4758952 9550 4887 1923 3871 2135 55.2 47.1 65.6 70 
0.1 0.7 7816388 11034 4222 2461 4192 2734 65.2 58.3 80.7 80 
0.1 0.9 14237651 14332 4965 3728 4961 3755 75.7 75.1 87.1 84 
0.3 0.3 4163325 9005 3972 1575 3945 1692 42.9 39.6 64.5 68 
0.3 0.5 5946231 9684 3918 2026 3890 2162 55.6 51.7 79.7 79 
0.3 0.7 6572554 10350 4009 2417 4036 2784 69.0 60.3 77.1 78 
0.3 0.9 10122005 12286 4178 3089 3633 3590 98.8 73.9 84.3 83 
0.5 0.3 4958611 9540 3950 1482 3889 1586 40.8 37.5 68.5 71 
0.5 0.5 5847584 9802 3859 1837 3845 2054 53.4 47.6 76.5 74 
0.5 0.7 8029195 10893 4085 2528 3857 2796 72.5 61.9 85.0 86 
0.5 0.9 10919594 12336 4376 3249 4358 3492 80.1 74.3 90.2 86 
0.7 0.3 4899927 9811 4379 1463 4357 1473 33.8 33.4 64.0 66 
0.7 0.5 5211186 9043 3606 2102 3592 2144 59.7 58.3 80.1 78 
0.7 0.7 8447110 11339 4275 2413 4242 2560 60.3 56.4 82.6 80 
0.7 0.9 11396324 12462 4302 3321 3890 3597 92.5 77.2 92.2 90 
0.9 0.3 5081438 9382 3831 1643 3817 1678 44.0 42.9 72.5 74 
0.9 0.5 6619505 9943 4041 2101 4042 2134 52.8 52.0 84.1 81 
0.9 0.7 8167253 10631 3935 2601 3881 2668 68.7 66.1 90.8 87 - 
0.9 0.9 11830083 12387 4395 3264 4391 3362 76.6 74.3 96.9 93 
Table 3.3: Validation of the reference chart by Krumbein and Sloss (1963) using an 
optical microscope and MatLab 
of Table 3.3. Hence, a direct comparison with the corresponding values of circularity, 
retrieved in stage 1 by means of optical microscopy, can be made. 
The agreement between the two sets of results (the last two columns in Table3.3) 
is extremely good, despite limitations due to the different degrees of magnification to 
obtain the raw image and although the pixel resolution constraint affects the MatLab 
determination more significantly than the measurements by optical microscopy. For this 
last reason, the nominal value of the validated C is assumed here to be coincident with 
the circularity from optical microscopy. However, the exercise confirms that MatLab is 
a good tool for image analysis. 
On the other hand, a careful check between the size of the particle, the degree of 
magnification of the raw outline, and the size of the pixel in a MatLab image has to be 
made, in order to avoid bias depending on the artificial angularity introduced by pixels. 
In the case of outlines with very sharp corners (e.g. crushed glass) very accurate results 
for C can be achieved if the retrieved image has an average size dmean at least of 50 
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Figure 3.17: Values of circularity obtained by image analysis with MatLab for the vali-
dation of the reference chart in Fig.2.8, proposed by Krumbein and Sloss (1963) 
times the size of the pixel 	0.2mm). If the outline is free of sharp corners a lower 
limit dmear,l(pixel size) can be accepted. Actually, as mentioned before, the exercise 
shown above has been carried out on the basis of a raw image that was a 1/1 scale good 
photocopy of the original picture from the book by Krumbein and Sloss (1963), i.e. with 
very neat outlines having dmean 5 — 6mm. Thus in the current study the dmean/(pixel 
size) ratio was 25 and the results differed from detailed optical analysis by less than 5%. 
The results of the validation analysis have been plotted in Fig. 3.18. Each plot is 
relative to outlines with equal reference roundness and this parameter steadily increases 
throughout the two rows of plots, so the minimum value of reference roundness (0.1) 
is relative to the plot at the top, left, while the maximum value (0.9) is for the lower 
plot at the right. Each plot represents variations of reference sphericity, aspect ratio 
AR and sphericity SKS (y axis), when the circularity (x axis) varies between 0.5 and 1. 
In the following text the reference outlines are indicated with two numbers in brackets, 
corresponding respectively to the reference roundness and the reference sphericity. 
It can be seen that only the outline (0.5, 0.9) has a reference sphericity fairly equal to 
the circularity C, while for the outlines (0.1, 0.9) and (0.7, 0.9) the scatter is not larger 
than 0.05. In all the other cases the deviation between the reference sphericity and C is 
significant and increases consistently for decreasing values of circularity. 
Hence, compared to C, the reference sphericity results in an exaggeration of the 
description of form. This feature does not affect the applicability of the selected reference 
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Figure 3.18: Results of the image analysis developed on the reference chart proposed by 
Krumbein and Sloss (1963) 
chart. On the contrary, it helps the visual discrimination between different classes of 
sphericity. When the mean rate of change of the reference sphericity with the circularity 
is more than 2, it means that if we estimate with a level of confidence of 0.2 the reference 
sphericity, the approximation in the evaluation of C is within 0.1. 
As has been clarified for the descriptor SQ (which conversely underestimates variations 
of C, Fig. 3.2), it is always possible to link C with the sphericity retrieved from the 
reference chart, if a table of equivalent values (e.g. Table 3.3) or the correlation patterns 
between the two parameters (e.g. Fig. 3.18) are available. The important matter is the 
specification of the descriptor used, which enables us to carry out a proper correlation 
with any other desired descriptor. 
On the other hand, it is clear that some outlines are not accurately described by 
the considered reference chart. The worst case is the outline (0.3, 0.5). In fact, moving 
from (0.3, 0.5) to (0.3, 0.7) a slight decrease of C (from 0.79 to 0.78) for a significant 
increase of reference sphericity (from 0.5 to 0.7) occurs. Of course, this defect affects 
the applicability of the reference chart, but it has to be considered that, using it, one 
has to chose an ideal location of a given particle looking at all the reference outlines, 
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and it turns out that the outlines located around the (0.3, 0.5) show consistent values of 
descriptors. 
In the sensitivity analysis shown above the aspect ratio AR and sphericity SKS have 
been considered in order to verify if they have a straight correspondence with the reference 
sphericity. In fact, Krumbein and Sloss (1963) did not define their reference sphericity 
and only stated that it "is related to the proportion between length and breadth of the 
images". The descriptor SKS  was proposed by Cho et al. (2006) who assumed that the 
sphericity in the reference chart by Krumbein and Sloss (1963) was described by the 
irregularity IR (= SKS ) (i.e. dimax/d,in)•  It is evident from Fig.3.18 that neither AR 
nor IR (= SKS ) corresponds to the reference sphericity. Interestingly, it turns out that 
the more straightforward aspect ratio AR approximates to the reference sphericity better 
than the irregularity. The reason for this is that all the reference outlines have rather 
convex geometries, so AR suffices for a description of convex sphericity. In a more general 
case, i.e. if also different concave outlines were considered, IR (= SKS ) would be a good 
descriptor of sphericity, whereas AR would be inadequate. 
Presenting another exercise to give evidence of this last point would be worthless, 
because the understanding of this concept is immediate if we compare, for instance, a 
crescent moon geometry with a half moon geometry. These silhouettes have the same AR 
but different IR. When the crescent moon waxes into the half moon, its IR increases 
accordingly with the increasing sphericity (e.g. expressed in terms of circularity C), 
while AR is steady at 0.50. Hence, concavity is not described by AR but is uniquely 
and effectively related to IR, i.e. the parameter SKS proposed by Cho et al. (2006). 
For instance, the usage of the latter parameter is very helpful for some carbonate sands 
such as Dogs' Bay sand, whose microscopic view often includes several half moon-like 
silhouettes. These are highly statically unstable shapes, which is important to describe 
and relate effectively to the breakability of the whole granular mass. 
In Fig. 3.19 the correlations between reference sphericity and circularity C are pre-
sented. The lines have been retrieved by back-substituting the data of the thick solid 
lines of Fig. 3.18 i.e. the relationships between reference sphericity and circularity for 
the different classes of roundness considered in the reference chart. The main parameters 
of the regression lines in Fig. 3.19 are shown in Fig. 3.20. 
The data in Fig. 3.20 can be employed to relate the form descriptors retrieved from 
the Krumbein and Sloss chart to the ISO circularity C of a given irregular particle. For 
instance, if a roundness 0.1 and a sphericity 0.6 have been estimated using the reference 
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reproduced in Fig.3.19 
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0.3 0.3 
chart, the diagram on the top row, left, has to be used (reference roundness = 0.1) and 
the value of ISO circularity is then: C = (0.6 + 0.67)476 = 0.72. 
3.5 Roundness 
The degree of roundness Rw defined by Wadell (1933) (Eq. 2.6), or the roundness 
RKs defined by Krumbein and Sloss (1963) are equivalent. In contrast to the case 
of sphericity, which is a 3D property describable with a 3D parameter (i.e. Wadell's 
true sphericity 41), there is not any single-descriptor-formulation of 3D roundness (or 
angularity) of an irregular surface. In fact, in current practice, roundness is always 
referred to a projected outline. This limitation does not affect the consistency of the 
description of an irregular form in terms of the two main parameters introduced so far 
(sphericity, roundness) because, as has been shown in the previous section, the sphericity 
is also calculated in a quasi-3D manner, i.e. averaging values of 2D parameters between 
different projections of the same particle. 
However, a basic difference between sphericity and roundness is that roundness is a 
scale dependent parameter. For the same angular outlines, we can get infinite values of its 
roundness depending on two unrelated factors, which are, respectively, (a) the resolution 
in estimating the sharpness of the tips of the asperities and (b) the smallest radius of 
curvature we use to inscribe the smallest circle at the edges of the asperities. 
3.5.1 Convex and regular outlines 
Seeking simplicity we can assume that the above mentioned factors (a) and (b) are 
governed by an unique parameter /DT , as shown in the example of Fig. 3.21, which has 
been drawn for a regular hexagon. Hence, the degree of indetermination of roundness of 
a given outline decreases from the second to the first order, and tv, represents, at the 
same time, a resolution distance of view and the distance between the ideal sharpest tip 
of an asperity defining an angle 13 and the tangent point between the outline and the 
circle we use to approximate the local curvature. In a more general way we will also call 
wr the tangent distance. For a value of iv, = 0 the value of roundness is always zero 
(Rxs = 0). 
From Fig.3.21 we can see that the roundness of a convex regular polygon is given by: 
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Figure 3.21: Scheme and parameters to calculate roundness of regular-convex outlines 
Rk RKS = 
n 
2r,  
i=1 di max 	2w, tan(13/2) 
di max 
(3.7) 
were n > 3 is the number of the asperities, which is related to ,3 by means of the equation: 
13 = ir(n — 2)/n 	 (3.8) 
For a convex regular polygon the values climax and dcmin  are linked by the expression: 
dcmin (sin g) 
di max = sin(7r — 7r /n — 0/2) 
substituting Eq. (3.9) and Eq. (3.8) in Eq. (3.7) and simplifying we get: 
(3.9) 
Rics =  	 (3.10) dcmin sin(7/n) 
where the distance of resolution wr is a function of the distance z between the estimated 
apex and the ideal sharpest tip of the asperity: 
1 
	 tan(7/n)-1 	 (3.11) 
tor 	sin(ir/n) 
We could also hypothesise that z corresponds to a chipping distance that is constant 
for all the asperities of the regular convex polygon, and consequently the tangent distance 
wr will correspond to a half breadth of erosion. From Eq. 3.11 we can see that for 	co 
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Figure 3.22: Results of sensitivity analysis on the shape of regular outlines 
the ratio z/wr 	0. Using Eq. 3.10 it is possible to evaluate the sensitivity of roundness 
for n -5- 3. The results of this analysis have been plotted in Fig. 3.22, where a value 
of wridcriiin = 0.018 has been initially considered for a set of outlines in which the 
values of dcmin  and wy. are respectively equal to 10mm and 0.18mm. The value of the 
smallest radius of curvature occurs for n = 3 and is equal to 0.10mm, so RKS = 0.042. 
When n increases, and the values of dc min  and wr are kept constant, the radius of the 
asperities rises up to a maximum value that equals the values of dcmin/2. At this point, 
the maximum value of roundness R = 1 is reached and the outline is a perfect circle 
despite the finite value of n. In the given example the limiting condition when R = 1 is 
reached for nmax = 88. The roundness varies almost linearly when n increases starting 
from 3 (Eq. 3.10), so, the concavity of the sensitivity curve in the semi-log plot of Fig. 
3.22 is upward (thick solid line) within the considered range 3 n 88. 
Throughout the same simulated process of progressive smoothing of the asperities, the 
sensitivity of sphericity is markedly different. In fact this descriptor approaches rapidly 
1 when n increases starting from 3 and then tends asymptotically to 1. In the plot of 
Fig.3.22 the values of Sw2(= SQ), C, and SKS for the dodecagon (n=12) are respectively 
equal to 0.99, 0.98, and 0.97. Again, SKS , i.e. the interpretation of Krumbein & Sloss 
sphericity given by Cho et al. (2006), is the most effective in describing very smooth and 
regular particles. 
If we now repeat the same exercise increasing the value of wt. from 0.18mm to 0.70mm, 
and keeping all the other parameters constant, the dashed lines in Fig. 3.22 are derived. 
Compared to the former family of outlines (solid lines), the latter would correspond to 
chipped particles, in which the half-size of the erosion Wr at the tips of the asperities 
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exceeds the resolution distance assumed for the former family. The roundness curve and 
the sphericity curves of the chipped particles have the same shape as the corresponding 
curves determined for the sharp particles, but a substantial rise in roundness and slight 
increases in all the sphericity descriptors are observed. 
As expected, passing from the sharp to the chipped state, the value of nmax drops 
dramatically (from 88 to 11). In this simulation, a particle with six asperities distin-
guishable at the scale of roundness (Eq. 2.9), which is very common in quartz sand as 
suggested by Wadell (1935), has its roundness RKS increased four times (from 0.07 to 
0.28) when the size of erosion (2 x wr) increases from 3.6% to 14% of the size (de min) of 
the particle. 
3.5.2 Irregular outlines 
For an irregular outline Eq. 3.7 and Eq. 3.8 do not hold, and the determination of 
RKS would imply the measurements of all the angles f3i of the corners of a given outline. 
In contrast with the simpler Eq. 3.9, no relationship can be also stated between the 
diameter of the internal maximum inscribed circle (di max) and the external minimum 
circumscribed circle (de min). 
Moreover, the surface of any natural particle is not smooth, and a criterion has to 
be set to define the average outline we have to consider in order to get the position and 
the angles of significant corners (e.g. point B in Fig. 3.23). This problem implies also 
the assessment of the amplitude of the interval at which single points of the projection 
of the real outline have to be considered in order to get the waviness profile. In fact, 
no topographic features at the scale of roughness or waviness should be considered in 
evaluating the roundness. Bearing in mind what was previously discussed, the value of 
the correlation distance )(3*, i.e. roughly the shape motif distance sm, seems to be the 
best amplitude to adopt for defining the actual outline. 
Another question, which is linked to the pattern of the average outline, regards the 
minimum circle that has to be considered to retrieve the local relative curvature rt /Ro, 
i.e. the contribution that the ith corner, at any ideal apex B (Fig. 3.23), gives to the 
overall value of roundness (Eq. 2.6). The ideal apex B is the point that belongs to two 
adjacent straight segments of the same average outline and not necessarily is contained 
by the actual outline, thus B is a point of discontinuity in which the first derivative of 
the projected outline on the plane of projection is not defined. 
Here the same paradox found for regular polygons rises: the more we look in detail to 
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Figure 3.24: Examples of calculations of roundness of outlines of sand grains (dF nii„(a) > 
0.125mm and dF min(b) > 0.061mm), magnified by camera lucida up to a size of 
dcmin(a) = D, = 118mm and demin(b) = D, = 96mm, after Wadell (1935) 
the actual outline, the less significant is the result. In fact, if the length of the segments 
in which the average outline has been divided to fit the actual outline (or if the radii of 
the enclosed circles) tends to 0, the roundness is always zero, irrespective of the actual 
shape, and so any description of angularity could be obtained. 
Wadell (1932) did not consider these scale-related aspects of roundness. He presented 
some examples (Fig. 3.24) that are very useful to clarify how to consider the values 
of r, (Eq. 2.6), in case of irregular particles with quasi-angular (3.24a) or rounded 
(3.24b) outlines. For the given examples, he did not provide the values of Rw but it is 
straightforward to calculate that these values are 0.30 and 0.76 respectively for the two 
outlines (a) and (b), and both these values are consistent with the estimation (of RKs) 
we can make using the reference chart (Fig. 2.8) of Krumbein and Sloss (1963). 
As specified in Chapter 2, the only criterion Wadell used for drawing his osculating 
circles (i.e. circles which are tangent the outline and have the same curvature of the 
145 
outline at the points of tangency) was that he always used circles with a radius r, 
RR = 1mm (Eq. 2.9) on images magnified by camera lucida up to a constant reference 
mean size (0.5L 0.51) = 70mm, irrespective of their real size. If a smaller circle was 
necessary in order to estimate the local roundness of the magnified outlines, he always 
assumed a value of radius r, = 0.5mm. This criterion leads to a value RR 	1% of the 
mean size of the magnified image, to be consistent with Wadell's exercises. 
However, Wadell's silhouettes were smooth and his circles could always nicely resolve 
the outline along extended convex pieces of it (Fig. 3.24 a), i.e. where the local radius 
of curvature was rather constant and smaller than d, max/2. On the other hand, as we 
will see later in this section, modern tools retrieve the outlines of angular coarse-sand 
size particles with greater resolution, and the edges of the particles, given within binary 
images, appear as neat irregular lines, where the endpoints are the projected asperities 
of the actual surface (Fig. 3.23). 
The implementation of the average outline has to be coupled with a criterion for 
determining the local radius of curvature r, (Fig. 3.23). A circle is a 2nd order curve, 
and a infinity of circles can be defined in a plane, with a degree of indetermination equal 
to 3, i.e. three conditions have to be given to determine its equation, in which three 
coefficients are in fact unknown. 
A circle can be determined by a imposing a constraint that it passes through three 
given points or through two given points one of which is also a tangent point along a given 
straight line. If the centre is known there are still infinite possible circles and the value of 
the radius or the position of one point of its circumference suffice for its determination. 
No one of the these conditions holds for the determination of the local roundness of a 
plane segmented outline, called here polyline. We have only two conditions, i.e. the 
tangency to the two segments of the average outline defining the corner (of ideal apex 
B) in which the circle has to be enclosed. The third condition can be chosen between 
two alternatives: (I) the radius of the circle sought or (II) one of the points of tangency 
to the given outline. Condition (I) is impossible, because the radius r, is what we are 
looking for (to get a consistent quantification of the local roundness), hence condition 
(II) is the option to chose. 
The point of tangency can be easily defined in terms of the tangent distance wr. For 
an irregular outline, segmented as in Fig. 3.23, the tangent distance has an interesting 
property. In fact, when defined a-priori as a unique scale-parameter, it enables the 
insertion of osculant circles of radii r, to be related consistently to the local discontinuity 
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of the average line (i.e. the angle of deviation 3i occurring at the i th endpoint, e.g. point 
B in Fig. 3.23). This relation is expressed by the equation: 
	
w,./ tan(ir/4 — /312) 	 (3.12) 
Thus, if along a polyline the tangent distance tv7. is kept as a constant parameter, 
than the i th circle osculant a corner Bi has a radius ri which is monotonically decreasing 
when the deviation Ni  increases. For 0 < Oi < 360°, ri varies in the range oo — 0. But, in 
any case, as suggested by Wadell (1935), Eq. 2.6 accounts only for values ri 	di max /2 
(i.e. no osculant circle can be larger than the maximum inscribed circle). 
A criterion for selecting an appropriate value of wr should be consistent with the level 
of resolution claimed by Wadell (1935) for his reference outlines, which corresponds to a 
radius rmin of the smallest considered osculant circle roughly equal to 1% of the average 
size sins of the outline magnified in his case by a camera lucida. The value of wr can be 
considered roughly equal to rmin , if description of asperities with deviations of up to 
90° are to be considered. 
On the other hand, analysing an image captured by a digital camera, the smallest 
value considerable for 7/),„ is the unbiased distance in terms of pixels. This distance can be 
considered to be around 5 times the pixel size (Lj 0.2mm). Hence, a value of wr = 1mm 
as true screen-distance of the magnified image is advisable for the accurate description 
of the asperities. If the image is captured by a digital camera when the record of the 
optical magnification is n times the original image, the ratio between wr and the average 
size of the magnified digital image is 
wr /sw, = 1/ [(L + I)/2] n 	 (3.13) 
where the original image (with sizes L and I expressed in mm) has been assumed fully 
captured by the objective (i.e. the diameter of view is almost equal the mean size of the 
outline). The most frequent optical magnification working with a microscope on grains 
of coarse sand and fine gravel is 50 (eye-piece x objective-lens= 20 x 2.5) , in this case the 
objective can capture an outline of average size (L + 1)/2 ga'. 5mm and the ratio wr /s,,, is 
equal to 1/(5 x 50) 0.005 = 0.5%. So it can be concluded that the resolution achievable 
with the modern image analysis on coarse grained particles is double the resolution (1%) 
achieved by Wadell with the camera-lucida system. 
Importantly, the smallest segment considered throughout an average polyline accu- 
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rately drawn is approximately 2w,.. This criterion suggests that the endpoints of a poly-
line interpolating the actual outline should be at a distance in the range 2/50 — 50/50 =-
0.01 — 1 of the average size of the magnified image, with a most frequent value in the 
order of 10% if a cumulative logarithmic distribution is supposed. So, for the projection 
of a quasi-spherical particle, the advisable number of endpoints results in the order of 
7rd/0.1d 	30. 
For an irregular outline (i.e. with SQ 0.9), from the definition of SQ (Eq. 3.2), the 
advisable number of endpoints nea should be given by: 
7r 
nea = 	 0.1SQ 
(3.14) 
Hence, for a natural sand (i.e. SQ=0.75-1, Fig. 3.2), the number of advisable end-
points spans the range 30 — 45, while for debris (i.e. SQ=0.50-1, Fig. 3.2) a number 
of endpoints of up to 65 can be convenient to recognize the roundness of fresh, sharply 
angular debris (i.e. 	0.50 for new debris, Fig. 3.2). Particular assessments have 
to be done in case of great irregularity (e.g. concavity with sharp re-entrances) or for 
tiny particles. 
Actually the limitation due to the pixel size affects dramatically the retrievability of 
roundness values. It must be noticed that the important factor is the original optical 
magnification, which is exempt from pixel bias but becomes pixel biased as soon it has 
been captured by a digital camera. Subsequent magnifications of the image, result in 
a magnification of the original pixels, and so the accuracy of the measurement cannot 
increase further. 
When the outline is drawn manually the number of endpoints can be slightly lower 
depending on the ability of the operator in selecting the most representative endpoints. 
Moreover, this technique can be useful to interpolate when the original optical magnifi-
cation was low and the pixel-bias is problematic. This technique is especially useful for 
post-processing images of grains in contact within a sand specimen, when the automatic 
option of segmentation incorporated into a commercial software is unable to recognize 
the pattern of the outlines at the contact. 
An example is given in Fig. 3.25, where two outlines of ideal angular gravel-sized 
particles in contact have been drawn using Auotcad (Autodesk, 2005). In Fig. 3.25 the 
pixel size and the magnification are respectively 0.2mm and 8, hence the value of wr at 
the scale of the original image is 	= 0.2 x 5/8 = 0.12mm. The results of the image 
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= 4.404 mm 
Figure 3.25: Calculation of roundness of irregular outlines in contact using AutoCad 
analysis are listed in Table 3.4. 
For clarity, Fig. 3.25 does not display the convex hull of the two outlines (i.e. the 
minimum circumscribed polygons), but the related outputs are given in Table 3.4. Convex 
hull patterns are relevant for the determination of the solidity SO of concave particles 
(Eq. 2.4). The detailed roundness analysis using Autocad or other similar commercial 
software is easy and fast to perform. Using simple spread-sheets several shape descriptors 
including Wadell's roundness can be calculated in few minutes for each outline. The 
method has the advantage of being totally under the control of the operator. Moreover, 
cases of high concavity or unusual angularity can be solved very easily. The zoom option 
enables the operator to prepare the average polyline quickly, avoiding the insertion of 
useless endpoints along straight portions of the outline and refining the estimations of 
local roundness in the significant points. The image captured by the optical microscope 
can be directly imported in Autocad to avoid pixel-bias. Finally, the processed images can 
be recorded with all the retrieved details and this allows post-checking of the operations 
in terms of precision and consistency. 
The implementation of Wadell's method within an appropriate software is not an 
easy task and is beyond the objective of the present research. However, for any code to 
be written the main problem is the subroutine for the determination of the maximum 
inscribed circle when it is not tangent to the outline (D'Errico, 2004). This feature occurs 
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particle A 
area (mm2 ) 
convex hull (mm2 ) 
perimeter (mm) 
10.281 
11.352 
12.401 
13.636 
15.297 
15.633 
solidity SO-QicPic convexity 0.91 0.89 
AR 0.75 0.72 
Wadell & ISO circularity C 0.84 0.72 
sphericity SKs 0.64 0.56 
QicPic sphericity S Q  0.92 0.85 
average outline endpoints 23 25 
circles at the corners 11 13 
1.403 0.262 	0.280 0.382 0.164 0.174 	0.177 0.230 
inscribed radius ri (mm) 0.536 0.836 	0.876 0.975 0.238 0.208 	0.26 0.28 
1.032 1.096 	1.311 0.285 0.498 0.364 	0.327 0.443 
Wadell roundness RW2D=RKS 0.580 0.180 
indirect roundness R.Ks 0.523 0.103 
Table 3.4: Results of the image analysis of the outlines in Fig.3.25 
in concave particles because of the conflict between the maximum inscribed circle and 
the tips of sharp re-entrances . 
A code for determining Wadell's roundness was presented by Chan (2007) and it gives 
good results in case of convex outlines. The advantage of such a software is the time 
required for the whole process but is requiring a sensitivity analysis in order to determine 
consistent values of roundness for a given type of particle. 
Using his code, Chan (2007) validated the reference chart of Krumbein and Sloss 
(1963) and found that the output roundness value was affected significantly by the number 
of endpoints he used. On the basis of the scatter of the results versus the number of 
endpoints, he suggested evaluating the roundness using a number of endpoints in the 
range 30-50 per outline. He did not specify any criterion to assess the optimum number 
of endpoints but claimed that the higher the number, the higher was the precision of the 
measurement. 
3.5.3 An indirect method for quantifying roundness 
A new method to quantify roundness of irregular particles is proposed here. We have 
seen that AR can be related to the sphericity SKs in the Krumbein and Sloss reference 
chart. It is also clear that there is a relation between the value of circularity C and the 
regularity p as defined by Cho et al. (2006). 
Considering the Krumbein and Sloss chart, if we compare the patterns of variation of 
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Figure 3.26: Correlations between shape descriptors for the indirect method of determin-
ing roundness when results from microscope image analysis are considered; for (C : p) 
based on MatLab data cfr. Eq.3.27 
C (Fig.3.17) and p (i.e. 0.5RKs+0.5Sxs in Fig. 2.8) we can see that both the parameters 
increase, moving from the lower-left corner to the upper-right corner. Using the data in 
Table 3.3, retrieved with the detailed analysis using the optical microscope, (which are 
slightly more precise than the pixel-sensitive MatLab data), the values (SKs, AR) and 
(p, C) have been plotted (Fig. 3.26). 
AR is here the mean value of the aspect ratio for each class of sphericity (SKs = 0.3, 
0.5, 0.7, 0.9), determined averaging the sets of the values available for the five class of 
roundness (RK s = 0.1, 0.3, 0.5, 0.7, 0.9). Analogously, C is the mean value of circularity 
determined averaging the (1-4) values available for each class of regularity (p = 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9). 
For the method to be applied the values of AR = d2 /di and C = 47A/P2 of a given 
outline are required. Then, from the regression in Fig. 3.26, the values of SKs and p are 
retrieved. Finally, the value of the roundness RKs is determined using the definition of 
regularity (p = 0.5RK s + 0.5SKs),  hence: 
RKs = 2P — SKS 	 (3.15) 
The ability of the proposed indirect method to recognize the roundness of sand parti- 
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	reference chart 	indirect method 
RKS 	SKS 	p 	RKS 	'ARKS' 
Chan (2007) 
RKS 	'ARKS' 
0.1 	0.3 	0.2 	-0.060 0.160 0.430 (0.330) 
0.1 	0.5 	0.3 	0.095 0.005 0.540 (0.440) 
0.1 	0.7 	0.4 	0.535 (0.435) 0.430 (0.330) 
0.1 	0.9 	0.8 	0.635 (0.535) 0.430 (0.330) 
0.3 	0.3 	0.3 	0.227 0.073 0.520 (0.220) 
0.3 	0.5 	0.4 	0.632 (0.332) 0.430 0.130 
0.3 	0.7 	0.5 	0.344 0.044 0.390 0.090 
0.3 	0.9 	0.6 	0.200 0.100 0.480 0.180 
0.3 	0.3 	0.3 	0.409 0.091 0.610 0.110 
0.5 	0.5 	0.5 	0.540 0.040 0.510 0.010 
0.5 	0.7 	0.6 	0.600 0.100 0.580 0.080 
0.5 	0.9 	0.7 	0.690 0.190 0.500 0.000 
0.7 	0.3 	0.5 	0.334 (0.366) 0.600 0.100 
0.7 	0.5 	0.6 	0.590 0.110 0.590 0.110 
0.7 	0.7 	0.7 	0.676 0.024 0.620 0.080 
0.7 	0.9 	0.8 	0.595 0.105 0.580 0.120 
0.9 	0.3 	0.6 	0.521 (0.379) 0.720 0.180 
0.9 	0.5 	0.7 	0.843 0.057 0.680 (0.220) 
0.9 	0.7 	0.8 	0.876 0.024 0.660 (0.240) 
0.9 	0.9 	0.9 	1.000 0.100 0.620 (0.280) 
average absolute scatter 0.16 0.18 
(number of deviations>0.20) 5 8 
standard deviation 0.16 0.12 
Table 3.5: Roughness values by the indirect method and by Chan (2007) compared to 
the values in the considered reference chart 
cies has been checked against the results provided by Chan (2007) for the same reference 
chart considered here. The results are shown in Table 3.5. 
The results from Chan are for his most accurate case, which is that based on the 
analysis of outlines with 75 endpoints. Compared to the data of the reference chart, 
the two methods have similar scatter in the output values of roundness. The values 
in brackets correspond to absolute scatter exceeding the interval of roundness in the 
reference chart (0.20). There have been found only five out of twenty of these deviations 
using the indirect method, and six out of twenty if the data of Chan (2007) are considered. 
The average scatter from the reference data is almost equal for both the methods, but is 
slightly better for the indirect method (i.e. 0.16 with the indirect method and 0.18 using 
Chan's outputs). The number of deviations exceeding two class intervals (i.e. 0.2) in the 
reference size is smaller for the indirect method (respectively 5 and 8 large dispersions 
in the indirect method and in Chan's outputs). The standard deviation of the scatter 
registered using the indirect method was 0.16 which is comparable with Chan's output 
values, where a smaller value of 0.12 was determined. The standard deviation applying 
the indirect method to the results obtained from the MatLab code of the writer reduces 
to 0.14, even though the quality of the detailed optical-microscope-analysis of the present 
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exercise is higher because it does not suffer from pixel-constraint as the MatLab outputs 
do. 
It is very important to clarify that the deviations in Table 3.5 do not necessarily 
depend on the possible limitations of the two methods. In fact, the scatter can be also 
due to the inconsistency of some values in the reference chart. For instance, the value (in 
brackets) given in Table 3.5 for the reference values 0.3, 0.5, i.e.(0.332), is related to a 
biased outline that has been recognized in the reference chart by means of the sensitivity 
analysis of circularity presented above (Fig. 3.18). 
However, the indirect method can be applied only for values of aspect ratio AR = 
d 2/d i and circularity C related to the considered reference chart. Outside of this field of 
values the proposed interpolation does not hold. Hence, it is important to recognize the 
size and the location of this field of applicability in the (AR, C) plane. The outlines with 
patterns that fit the reference profiles after Krumbein and Sloss (1963) have sphericity, 
roundness, and regularity in the following ranges: 
0.3 	SKS 	0.9 (3.16) 
0.1 	RKs 	0.9 (3.17) 
0.2 	p s 0.9 (3.18) 
As in Fig. 3.26, the regression functions for aspect ratio and circularity are: 
AR = 0.709SKs + 0.196 (3.19) 
C = 0.520p + 0.501 (3.20) 
Using Eq. 3.20 and Eq. 3.19, p and SKs can been expressed, respectively, in terms of C 
and AR: 
C — 0.501 	 AR- 0.196 
P  SKS = 	 0.520 0.709 
(3.21) 
By substituting these two equations into the two relationships 3.17 and 3.18, and sim-
plifying, the first four limitations of the field of applicability of the proposed method are 
retrieved as follows: 
AR ?„ 0.409 
	
AR 0.834 	 (3.22) 
C > 0.605 
	
C s 0.969 	 (3.23) 
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Figure 3.27: Limits of applicability of the indirect method for roundness (75% of the 
reference outlines fit all four conditions of applicability). 
These conditions correspond to the vertical and horizontal dashed lines in Fig. 3.27. If 
Eq. 3.15 is now substituted in relationship 3.18, the following relations hold: 
2p — SKS 0.1 
	
2p — SKS 0.9 	 (3.24) 
Finally, by substituting Eqs. 3.21 in the conditions 3.24, and simplifying, the following 
relationships are obtained: 
C 	0.455 + 0.367AR 	 (3.25) 
C < 0.663 + 0.367AR 	 (3.26) 
Relationships 3.25 and 3.26 make conditions 3.23 redundant (Fig. 3.27). Hence, the 
number of linear functions (AR, C) that bound the field of applicability reduces to four, 
as represented in Fig. 3.27. 
In the diagram of Fig.3.27 the positions of the 20 Krumbein and Sloss reference 
outlines are represented as solid circular symbols. The dispersion of 5 outlines (25%) 
outside the field of applicability is due to the interpolation process carried out to retrieve 
the regression lines in Fig. 3.27, where the points considered represent average values for 
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different classes of shape descriptors. 
It must be noticed that the procedure showed above was repeated on the basis of 
MatLab measurements of circularity of the Krumbein and Sloss outlines. In this case, in 
lieu of Eq. 3.20, the following correlation holds: 
C = 0.552p + 0.417 '="f- 0.55p + 0.40 	 (3.27) 
and, in lieu of the inequalities 3.23, the following limitations for C apply: 
C ?, 0.63 
	
C 0.91 	 (3.28) 
Actually, regression parameters and limits of applicability of the indirect method are 
not universal and vary more or less from the values proposed here depending on the 
shape similarity between the aggregates of the given mass and the particles considered in 
preparing the reference chart. So, any type of unusual natural or artificial granular mass 
requires, in principle, a specific set of regression parameters and limit of applicability. 
This set of parameters can identify a particular family of outlines even though infinite 
values of roundness can be measured in the same family. 
These specific sets of data can be used as index properties of a given family of shapes 
and can be retrieved following consistently the indirect method framework, working on 
ad hoc reference charts. In these charts the number of reference particles and their shape 
has to be chosen by a skilled operator, and should be representative of all the forms 
featured in the given family. The single measures of roundness should be done using 
the detailed optical analysis helped by software for pattern recognition (e.g. MatLab, 
Autocad+Excel). 
3.5.4 Analysis of a few grains 
In such cases the indirect method should be coupled with several detailed measurements 
(optical analysis helped by software for pattern recognition as above). An example is 
given for the outlines A and B, the roundness of which was calculated using Autocad 
(Fig. 3.25, Table 3.4). The position of these outlines in the admissibility chart is shown 
in Fig. 3.27 by the two open symbols. The values of roundness were retrieved also using 
the indirect method and are displayed at the bottom of Table 3.4. Interestingly, the 
deviation of the indirect method is higher for the particle B, the shape of which falls 
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on the lower border line of the dominion defined for the reference chart presented by 
Krumbein and Sloss (1963). The approximation is good in both the cases, being less 
than one interval of class limit in the reference chart. 
3.5.5 Analysis of a mass of grains 
Roundness is a statistical feature of a mass of grains and, compared to sphericity, its 
variability within the same natural sand or gravel is always significantly larger. Extreme 
values of roundness are normally considered 0.1 and 1, while the range of sphericity is only 
between 0.5 and 1.0 (Rittenhouse, 1943; Blott and Pye, 2008). A rough estimate of the 
ratio between the characteristic number of class intervals RKSren SKSnt of the descriptors 
RKS, SK s, can be derived by examining the reference charts proposed by sedimentologists 
in recent decades. For the chart considered here we have ARKsIASKs = 5/4 = 1.25, but 
this number increases up to 6/2 = 3 in Powers (1953). In addition, sensitivity analysis 
on roundness show that, using different methods, the standard deviation of the measured 
values of this parameter can rarely be lower than 0.1, and it tends to increase with the 
angularity and convexity of the sample. As in the case of the determination of the liquid 
limit of a clay, which describes its plasticity, the challenge in determining a consistent 
value of RKs increases dramatically moving to the lower limit range. Peculiarly, the 
numbers defining the practical impossibility of identifying samples with values lower 
than a certain threshold are rather similar in both the cases and vary around 0.1. 
In summary, it is seems that the size of the class intervals and the relative limit values 
stated in the old reference charts are still adequate, and the expected level of confidence 
is in the order of the size of this interval. However, if a cumulative distribution of 
roundness of a granular mass is captured using some rapid procedure (e.g. an automatic 
shape analyser) it is expected that the effect of the limited level of confidence on a single 
measurement would be sharply reduced. The increased confidence is due to statistical 
compensation between opposite deviations. Using the same techniques with an increasing 
amount of particles, progressively smaller values of the overall deviation of the cumulative 
distribution are expected. 
It is believed that, if the indirect method is statistically applied, a significant number 
of violations of the field of applicability can be tolerated. On the other hand, the field 
of applicability should be only slightly exceeded and only values of retrieved roundness 
in the range —0.15 < RKs < 0.1 could be accepted for corrections. If the number of 
corrections does not exceed the 50% of the population, it is advisable to approximate 
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Figure 3.28: Values of roughness RKs determined applying the indirect method to QicPic 
outputs, the regression parameters of the reference chart obtained by microscopic image 
analysis have been applyied 
the value of roundness to 0.1. If the deviation from the field of applicability (RKS  < 
-0.15 or -0.15 c RKS(> 50%) < 1), the indirect method has to be supported by 
other detailed measurements. Finally, it has been tested that the proposed indirect 
method is not suitable for particle which concavity is described by values of solidity 
SO (e.g. QicPic convexity) < 0.90. In these cases the amount of the correction tends 
to exceed the maximum advised value of 0.10 - (-0.15) = 0.25. However, in such 
cases the proposed framework might be extended, adding another correlation capable 
of accounting for convexity. The task would be possible, because convexity is another 
parameter retrieved by QicPic for each scanned projection. 
An example of a challenging application of the indirect method is given in Fig. 3.28 
where silhouettes of crushed ballotini, passing at the 1400,am sieve and retained at the 
1000p,m sieve are considered. Starting from the top row to the lowest row, the silhouettes 
are placed in order according to the sequence of the images scanned by the QicPic laser 
while the particles fell through the disperser. 
The values of circularity C displayed in Fig.3.28 have been calculated squaring the 
corresponding value of SQ provided by QicPic (i.e. C = S,2 , see Eq. 3.2). The values 
157 
of sphericity SKs and regularity p have been retrieved respectively from Eq. 3.19 and 
Eq. 3.20, in which the slope and the intercepts of the regression lines calculated for the 
reference chart after Krumbein and Sloss (1963) have been used. 
The value of RKs is determined using Eq. 3.15. The scatter of RKs from the best 
value determinable depends on the suitability of the regression that has been considered 
for a given mass of grains. Despite some biased values given in the chart assumed here 
(Fig. 2.8), it seems clear that, compared to other reference charts, the range of shapes 
referable to the set of outlines displayed in this card is larger. It spans well beyond the 
features of charts for quartz sands (Wadell, 1932) or gravel particles (Blott and Pye, 
2008). In addition, this reference chart is not related only to roundness, as in Krumbein 
(1941), where all the silhouettes have similar aspect ratios, and it does not account only 
for sphericity, as in Rittenhouse (1943), where all the outlines have comparable roundness. 
Using such single-parameter charts the indirect method cannot be applied. In fact the 
method needs three consistent sets of variables defined in 3D space, i.e. (RKs, SKS, AR), 
or (RKS, SKS, p) , (RICS7 SKSI C) in order to be applied. But the great advantage of the 
considered reference chart (i.e. the Krumbein and Sloss) is also because of the neat 
definitions of the silhouettes in the original print (Fig. 2.8). Such a feature is not found 
in other reference charts, were the reference particles are drawn in grey scale, and details 
of the asperities of the surfaces, that are not useful for the description of the edges, are 
included (e.g. Powers (1953)). 
The example of Fig. 3.28 shows 50% of the values of the more angular particles 
corrected to 0.1 and it is quite a challenging application of the indirect method when 
the correlation parameters of the reference chart in Fig. 2.8 are used. A re-calibration 
of the method using a reference chart for such angular particles would lead to a better 
approximation. Despite this outcome the results of the exercise are encouraging when it 
can be noted that: 
1. The adjustment 0.1 required were not large. In fact, excluding the 14th outline, 
which had a value of RKS = —0.13 before correction, all the other 9 corrections 
were related to values of roundness larger than —0.06, this value being relative to 
the 7th outline. Also visually, particles 14 and 7 are, respectively, the first and the 
second most concave and angular outlines. 
2. The solidity SO (convexity given by QicPic) was always between 0.90 and 0.98 
not including outlines 7 and 14, which had respectively the lowest (0.893) and the 
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second lowest value of SO (0.899). These results are consistent with the large 
amount of correction required for this two outlines. 
3. The more angular outlines are related to the same particle, differently rotated but 
showing almost the same highly irregular projection. Thus, there is consistency 
between estimates the smallest values of roundness. 
4. Also the other outlines with similar values of roundness (in the range 0.1 — 0.4) are 
projections of the same side of a particle differently rotated, i.e. there is consistency 
between the values of roundness > 0.1. 
5. Using the reference chart (Fig. 2.8), the writer performed a visual estimation of 
the roundness of the 20 particles. A mean value of RKS = 0.25 was obtained, 
with a standard deviation of the single measurement equal to 0.18. These values 
are comparable to the mean value RKS = 0.19 of the QicPic outputs, which had a 
standard deviation of 0.12. The detailed values of the visual measurements are not 
given here but can repeated by anyone after a brief induction according with the 
procedure suggested by Rittenhouse (1943) and mentioned in the previous chapter 
of this dissertation. 
The described image analysis on crushed ballotini was validated using the MatLab 
code listed in Appendix A. The unframed outlines from the QicPic Gallery were retrieved 
and the file was saved on a PC using a .bmp extension. The image was read and stored 
using the Matlab function imread. Then the image was converted to a binary one (Fig. 
3.29a). Afterwards, a noise-clearing process was performed and all the objects containing 
less than a given number of pixels were removed. In this case a threshold of 40 pixels 
was used. All the holes inside an outline were then filled and the area and the perimeter 
of each outline were calculated. Finally the shape descriptor SQ was determined from 
Eq. 3.2 and the results are displayed in Fig. 3.29b. 
The agreement between the QicPic (Fig. 3.28) and MatLab (Fig 3.29) outputs was 
extremely good. In fact, for the given mass of particles, all the data retrieved from QicPic 
underestimate by small amounts and consistently the corresponding values of C given by 
Matlab. The average scatter was only 0.03 and the standard deviation 0.0076. 
159 
 # %it 
• • • 
40 
(a) (b) 
Figure 3.29: Binary image (a) of crushed ballotini as in Fig.3.28, and (b) output to 
validate QicPic results by means of MatLab; squared values of QicPic sphericity, in (b), 
are consistent with values of C in Fig3.28 
3.5.6 Quasi-spherical particles 
As for sphericity, also roundness measurements of quasi-spherical particles have been 
found to be a delicate issue and the approximation of a real surface to an ellipsoid is 
a helpful task. The defined technique has been implemented during some attempts of 
defining consistent and sound criteria for measuring Wadell's roundness of glass ballotini. 
The problem reduces to averaging Wadell's roundness of the three ellipses corresponding 
to the outlines of a scalene ellipsoid on the principal planes i i j , with the indexes i 
and j varying between 1 and 3. Accounting for the symmetry of any ellipse, Wadell's 
roundness of this outline is given by the smallest radius of curvature along the profile 
divided by the half-length of its minor axis. The largest radius of curvature has not be 
accounted for because it corresponds to a circle which is not inscribable in the ellipse. 
The smallest radius of curvature rii can be expressed using the meridian radius of the 
geoid at zero azimuth (Clynch, 2002): 
r = 2d
i 
	 (3.29) 
with i and j respectively related to the major and the minor radii of the geoid. Following 
the above procedure, Wadell's roundness of the scalene ellipsoid is: 
R.rcs = 
1 (27-12 + 27-13 , 27-23) 
— - —  3 d2 d3 d3 
(3.30) 
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Figure 3.30: Statistical features of roundness of the ballotini mentioned in Fig.3.14 
By substituting Eq. 3.29 in Eq. 3.30 and simplifying we get: 
4 + d2d3 + dic13 
RKS = 3d1d2 (3.31) 
This formula tells us that for a sphere (i.e. d1 = d2 = d3) RKS = 1 and shows that 
for the scalene ellipsoid roundness increases with the aspect ratio (i.e. with sphericity) 
when the intermediate axis is kept constant. 
The particles taken into consideration for these measurements were the same of those 
characterized in terms of sphericity in Fig. 3.14. The roundness of each particle was 
calculated using Eq. 3.31 and the cumulative distribution for the three sets of particles 
was determined. The results of these analyses are shown in Fig. 3.30. 
Similarly to the description of sphericity shown in Fig. 3.14, it has been found that 
the small ballotini were more rounded than the larger. The reduction of the irregularity 
of the small ballotini due to milling has been minimal. This means that by milling we 
can control roughness without affecting roundness. As we will see, this aspect is relevant 
for the consistency of the mechanical experiments at a macro-scale, since roundness and 
roughness might both influence the shear strength. 
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3.6 Roughness 
As in the case of roundness, roughness is also a scale related parameter. Depending on 
the relevant aspects of this feature, discussed in Section 3.2.6, a criterion to define the 
scale of the measurements of roughness has to be set out. This criterion has to be robust 
enough to allow consistent measurements on all the surfaces considered in a given set of 
samples. 
In the current research, values of roughness were used for characterizing non-conforming 
contacts between artificial or natural particles of the size of coarse sand. Thus, a reference 
mean size of a representative field of view should vary in the range: 
(N/H)°,..e5f < [0.5(x + y)]ref < dp, min/10 	 (3.32) 
Where H is the mean hardness of the particles considered (generally glass or quartz), and 
N is the mean normal force considered in experiments affected by roughness (e.g. uniaxial 
compression, friction). The number 10 was adopted as divider of al, min to consider that 
features of roughness are here defined to be those at a scale factor of 1/100 the sieving size 
of the particle and have to be measured throughout a field of view of mean size around 
1/10 the diameter. The present research deals with artificial or natural materials, the 
hardness of which varies between'1-Y- 1500MPa (Kendall, 1969), in case of glass, and 
9000MPa (Grabko et al., 2002), in case of quartz. By substituting the values N = 1N, 
H = 1500 — 9000MPa and dF min = 2mm, the range of (10 — 25) — 200pm is retrieved. 
Hence, the above calculated range has been consistently adopted and a field of view of 
mean size of 110pm has been considered, unless alternative specified. The ratio x/y has 
been kept around 1.3. This value seems appropriate, since it corresponds to the inverse 
of the aspect ratio (AR 	0.75) of the majority of the natural particles considered in 
this research. The selected values correspond to the full field of view of the optical 
interferometer (Fogale-Nanotech, 2005) using a Leica lens with magnification x 50. The 
outcome of a consistent application of this the method is the variability of the green area, 
i.e. the region undefined in the output provided by the interferometer. For this reason, 
several retrieved images were discarded, and only images with a percentage of green area 
lower than about 10% of the field of view were accepted. 
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3.7 Method chosen for image analyses 
The results of the studies shown in this chapter enable the definition of a specific method 
for the description of shape of coarse grained materials. 
Sphericity can be captured using optical microscopy or an automatic shape anal-
yser such as the QicPic. The outputs of the different systems of measurement should 
be compared and related to Wadell's sphericity using the relationships that link differ-
ent decscriptors according to their definitions and the sensitivity analysis shown in this 
chapter. For highly spherical particles all the main descriptors used were found to be 
unsuitable for a sensible characterization because of a lack of sensitivity for AR?-0.90. 
Only the parameter SKS as defined by Cho et al. (2006) was found to be useful for such 
spherical forms. For AR0.95 values of direct measurements using a digital micrometer 
are recommended. 
For spheroidal or blade-like ellipsoidal particles 3D sphericity can be measured using 
the simple microscopic view. The mean value of circularity Cmean  as used by auto-
matic shape analysers such as the QicPic, always appears to be adequate for describing 
sphericity with the exception of rod-like shapes, the sphericity of which is considerably 
underestimated by C, ean • 
Roundness is a scale dependent parameter and different methods are required ac-
cording to the overall features of the particle. The new indirect method proposed here 
can be applied using regression parameters (Fig. 3.26) that can be retrieved by image 
analysis of the reference chart proposed by Krumbein and Sloss (1963). In the case of 
particles with greater concavity or angularity the regression parameters would have to 
be accurately determined for the given material, on the basis of specific reference charts. 
These reference charts can be prepared by means of detailed image analysis using optical 
microscopy, Matlab and other software, such as Autocad and Excel. 
The roughness of natural quartz particles or of artificial particles (glass, zirconium, 
chrome-steel spheres) can be measured using optical interferometry. Any measurement of 
roughness is useless if the amplitude of the field of view and the steps used for flattening 
the surface, or removing the texture waviness are not specified. These scale factors must 
be related to the surface of contact if the value of the roughness is aimed to explain 
phenomena like inter-particle stiffness or friction. 
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3.8 Findings and conclusions 
Modern tools allow the description of the topography of coarse-grained particles. Aware-
ness in discerning the meaning of single descriptors of shape is an important skill to 
perform a useful characterization of the surface of the particles of any granular mass. 
For sphericity and roundness, the level of confidence using such a modern tools is not 
higher than the scale interval of existing reference charts proposed by sedimentologists 
and other researchers several decades ago. The advantage of modern tools is the great 
speed of processing. In case of automatic shape analysers, the aspect ratio, sphericity 
and convexity of thousands of particles can be evaluated in a few minutes. The new 
indirect method proposed here exploits these fast processes of shape analysis, giving 
values of roundness that are consistent with the analytical method proposed by Wadell 
and adopted by several researchers in proposing the reference charts widely used to date. 
The indirect method could be improved in the future by defining also specific regression 
techniques to account for convexity. 
The importance of scale effects on roughness measurements has been highlighted on 
the basis of sensitivity analysis. Optical interferometry is a convenient technique, but 
either the lack or an excess of reflectivity of irregular surfaces can always be a limitation. 
Representative data can be obtained repeating the same type of measurement on a set of 
homogeneous surfaces, such as in applications on artificial particles of simple geometry. 
164 
Chapter 4 
CONTACT: A PRELIMINARY ANALYSIS 
4.1 Introduction 
Particles interact via contact and non-contact forces. However, the non-contact forces 
(e.g. van der Waals and electrostatic forces) need only be considered for particles with 
the size of powders (Zhu et al., 2007). Consequently contact interactions and resulting 
forces dominate response for the range of particles considered within the scope of this 
research. 
The response at any contact depends on the shape and the mechanical properties of 
the two particles which to it belongs. The proposal of a model for contact is one of the 
aims of this dissertation, and will be addressed in the next chapter on the basis of uniaxial 
micro-compression experiments carried out during the present research. However, the 
design of an apparatus for the uniaxial compression of coarse sand sized particles needs 
insight into predicting and recognizing the mechanical behaviour of the samples tested. 
In this chapter, the contact response of an irregular particle of simple geometry, axially 
compressed between two hard smooth platens, is considered. 
The stages listed in Table 4.1 are a schematic classification of phenomena observed 
compressing a grain of coarse sand. These stages (a-e) may overlap partially or even 
entirely, depending on the features of the particle and its load history. For instance, 
fragmentation or crushing is often followed by a new stage of elastic response, in which 
the mechanical behaviour might be different from that before crushing, depending on 
the features of the new particle in terms of surviving geometry, or weakening due to the 
creation of internal faults. 
This chapter examines these stages analytically, considering a simplified, angular, 
particle geometry. The bulk of the particle is homogeneous and the load is displacement 
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stage 	phenomenon 	 observed effects 
a 	initial rotation rigid body motion 
b 	damage 	chipping or yielding of the asperities 
c 	elastic response 	volumetric strain of the bulk 
d 	fragmentation 	failure and lost of parts of the bulk 
e 	crushing catastrophic collapse 
Table 4.1: Micro-mechanical features of different stages during an uniaxial compression 
test of a grain of coarse sand 
controlled and increases monotonically at a constant rate. 
Section 4.2 introduces the phenomenon of initial rotation and discusses the kinematics 
using a simplified, quasi 2D model. Then, in Section 4.3, the study is extended to three 
dimensions, by simulating a compression test in a 3D static approach. Finally, Section 
4.4 discusses the implications of these analyses. 
4.2 Initial rotation 
Fig. 4.1 illustrates an irregular particle being compressed between two hard smooth 
horizontal platens. In order to simulate the experimental procedure of a compression 
test, the contact with the upper platen is assumed to occur after the particle was allowed 
to lie on its plane of maximum stability. Therefore, the two platens coincide with the two 
horizontal faces of the SCC of the given particle (i.e. the smallest circumscribed cuboid, 
as defined in Section 2.2.1), while no lateral contacts exist. Hence, at the initial stage of 
compression, the coordination number of the particle is N, = 4 (i.e. three contacts of the 
irregular surface of the particle occur with the lower platen and one with the upper). 
At this stage, the projection G' (Fig. 4.1) of the centre of gravity of the particle falls 
always inside the base-triangle CDE, (G'ECDE), the vertices of which coincide with the 
three points of contact with the lower platen. If also the vertical projection A' of the 
upper point of contact A falls inside the base-triangle CDE, (A'ECDE), the particle will 
have a stable reaction when the upper platen starts to push down on contact A (i.e. no 
rotation will be observed). In this case three vertical forces Ft (i = 1 — 3) will occur as 
reactions on the lower platen through the three points of contact C, D, and E (Fig. 4.1). 
However, even if the initial stability criterion is met (G'ECDE), if the points A' and, 
for instance, E lie on the opposite sides of the edge CD (A' .CDE), a rotation of the 
particle around an axis through C and D will occur as soon A is pushed down by the 
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Figure 4.1: Compression of an irregular particle 
upper platen. Schematically we can assume that this rotation develops until when the 
second highest point of the particle (B) comes into contact with the upper platen. For 
this condition to apply, the point A' and the projection B' of the point B must lie on the 
opposite sides of the rotation axis (CD) when the rotation is complete. 
For the second, unstable scenario considered here, the nature of the early part of the 
inter-platen compression of an irregular particle experiencing initial rotation (A'CDE) 
implies three consecutively different values of Nc. In fact, the initial coordination number 
= 4 reduces to 3 during the initial rotation, and afterwards increases again to 4 at the 
end of the rotation. At this final stage, only two points of contact with the lower platen 
(C and D), and two points of contact (A and B) with the upper platen occur. Starting 
from this situation, the full compression of the bulk can develop because the particle is 
clamped between two lines (i.e. C-D and A-B). These lines do not meet in 3D space. 
They lie on the parallel planes defined by the loading platens and are both intersected 
by the vertical line of action of the compressive load. The coordination number remains 
4, up to the point at which either fragmentation or crushing produces significant changes 
of the shape of the particle. 
The way in which, even a schematic description of contact-response, such as that 
described above occurs, depends on several geometric and mechanic parameters of the 
system considered, i.e. the shape of the particle, the coefficient of friction between the 
platen and particle, stiffness, crushing strength and the Weibull modulus of the material 
tested. These aspects, will be analysed in the simulation developed in Section 4.3 of this 
chapter. However, before of this analysis is developed, a straightforward criterion for the 
assessment of the proneness of a given particle to initial rotation (stage A in Table 4.1), 
167 
Fh=F,/ tanao F,tan5b  
F,»WG 
(b) 
Figure 4.2: Rotation of a particle at the beginning of axial compression 
and the evaluation of the related displacement, can be proposed. 
The scheme in Fig. 4.1 is further simplified in Fig. 4.2. In this figure, two lateral views 
of an irregular particle, before (a), and after (b), the initial rotation, are shown. The 
particle considered is a hexahedron composed of two triangular pyramids, also known 
as triangular dypiramid (Fig. 4.3), which is the simplest solid having all its vertices 
coinciding with the five points (A-E in Figs. 4.1, 4.2 and 4.3) governing the kinematics 
we wish to simulate. If A'ctCDE, the points A and B fall on the opposite sides of the 
vertical plane passing through the line CD, thus B is a second highest point, which will 
eventually stop the initial rotation. The components of the maximum displacement ö 
of the apex A on the vertical plane can be related, respectively, to the minor diameter 
d3 of the particle, the initial eccentricity of the apex e, and the angle 13 = ao — w (Fig. 
4.2a). The angle 3, in turn, corresponds to the roundness of the particle at the corner 
considered (A). In fact, using Eq. 3.7, the relation RK S = 2W rta71(1 / 2) I di max holds. 
The value of d3 assumed here is larger than the smallest possible vertical diameter 
d F  min v = cr3 -=- d3 — Sv . However, if we consistently derive the three principal diameters of 
the particle using the method of the SCC introduced in Chapter 2, we have to conclude 
that, in this case, d3 does not coincide with dF min v.  Actually, the difference d3  — dF  min v 
av characterizes the proneness to initial rotation of the particle, which occurs only if 
d3  — dF min v > 0. From an examination of Fig. 4.2 we have: 
by = d3(1 — sin 0/ sin ao) 
	
(4.1) 
h = d3(COS I sin ao — 1/ tan ao) 
	
(4.2) 
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Figure 4.3: 3D view of a triangular dipyramid 
where: 
ao = arctan(d3/e) 	 (4.3) 
The value of the angle of friction 0,,,,b, mobilized during the compression, obeys the 
relationship: 
Fh arctan — knob = arctan(e/d3 ) 	 (4.4) Ft, 
where 0 is the friction angle between the platen and particle. Hence, for any combination 
of a particle and a platen, a characteristic ratio, representing the lower limit for the 
occurrence of initial rotational instability, is given by the relationship: 
eld 3 =-- tan 	 (4.5) 
For e/d 3 < tan 0 any rotation during the test is restrained by the particle-platen friction. 
In this case, in spite of the progressive reduction of the inter-platen distance, and the 
favourable kinematic condition (e > 0 and w > 0) rotation does not occur, and all the 
contacts stick frictionally against the platens. On the contrary, if e./d3 > tan 0 and 
w > 0, the particle is not compressed at all during its rotational rearrangement between 
the platens. 
It is possible for rotation with the mobilization of a significant compressive force to 
occur. In fact, in all cases of e/d3 < tan 0 (i.e. a stage of initial compression with 
the asperities sticking frictionally against the platens), the value of a, which is initially 
larger than (7r/2 — 0), reduces steadily and significantly. This reduction is because of 
damage to the asperities, the lateral stiffness of the apparatus, and axial and tangential 
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strains in the bulk of the particle. During this multi-featured process, if a reduces to 
the value (7r/2 — 0), rotation starts abruptly, and it can also be dramatically fast if a 
considerable amount of elastic energy has been stored in the particle-machine system 
during the previous sticking stage (e/d3 < tan 0). 
If we now consider the extreme case of eld3 = (e/d3 ),, we can express Eq. 4.1 as: 
Sy 
[1 	sin 13  
d3 	L 	sin(7r/2 — 0) 
This function has been plotted in Fig. 4.4, for values of 50° < < 90°, where five 
values of 0, in the range 5° — 25° with a class interval of 5°, have been considered. If 
the value of 0 is known, for a given value of friction 0 a range of possible normalized 
displacements (60 /d3) exists, and the largest value within this range corresponds to an 
initial rotation occurring with the maximum value of at) (e/d3 = tan 0). In this latter 
case, the angle of friction between the platen and the particle would be fully mobilized 
from the onset of the rotation. For a given value of 0, the points to the left of the 
corresponding limit line, represent rotations occurring without any mobilization of com-
pressive force. Intermediate conditions (i.e. eld3 < tan q5) are represented by points near 
the corresponding limit line, but on the right side of it. 
In the upper x axis of Fig.4.4, the values of regularity p corresponding to values of /3 
on the lower axis are given. The correlation (p, /3) is approximate and here has only been 
visually estimated using the reference chart of Krumbein and Sloss (1963) as implemented 
by Cho et al. (2006). 
Fig. 4.4 tells us that, for the same value of angularity (0), the smoother the contact, 
the higher the value of maximum possible rotation (i.e. ov /d3). Whereas, for the same 
magnitude of expected rearrangement, the greater the regularity the lower the frictional 
threshold that allows the initial rotation. 
In the case of coarse sand sized particles, stronger relationships between 13 and p can 
be derived applying the quantitative methods of image analysis shown in the previous 
chapter, and using QicPic output coupled with the new indirect method for measuring 
roundness, proposed in Section 3.4.3. For the application discussed here, the QicPic 
data give an important insight, as it allows a statistically consistent image analysis of 
outlines, which can be representative of the lateral views considered here (Fig. 4.2), while 
the microscope view, which is a projection of the d1 i d2 plane, would not suffice for a 
consistent description of the parameters d3, 0 and p. 
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Figure 4.4: Relationship between maximum vertical displacement 8, and regularity of a 
particle experiencing initial rotation when axially compressed, and a comparison with a 
real case (gravel particle with d3 = 4.43mm, d2 = 5.74mm, d1 = 7.85mm, geometrical 
mean diameter of the vertical section d = 5.11mm, and p = 0.35) 
In order to validate the relationship proposed in Eq. 4.6 and Fig. 4.4, an irregular 
particle of silica gravel, with a vertical size (d3) of 5.11mm, was tested in the uniaxial 
compression apparatus that will be described in Chapter 5. The test was recorded by a 
Kodak DX 6340 camera, with the addition of a magnification lens clamped to a retort 
stand, while the data-logger of the apparatus recorded the vertical displacement and the 
axial force. Frames of the recorded movie are given in Fig. 4.5. 
By examining this figure, we can infer the following points (a-d). 
a) Although the particle lies on its plane of maximum stability, its apex A has its vertical 
projection falling outside its base-triangle (i.e. CDE in Fig. 4.1). Therefore, 
at this initial stage, the coordination number is 4 (Nci'"=3 and NcuPP"=1 are 
respectively the coordination numbers of the lower and upper contacts). Then, the 
approaching upper platen mobilizes the friction at the contact A and the rotation 
starts (e/d3 < tan 0). 
b) The particle is rotating. The apex A is sheared against the upper platen (a —> 7/2-0) 
and, after a displacement Sp, a peak of the force pattern is recorded at 55µm. 
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Figure 4.5: Initial rotation of the gravel particle which Fig.4.4 refers to, during a uniaxial 
compression test (a-d) conducted up to full compression of the bulk (e), crushing, and 
subsequent fragmentation (f) (initial roundness 0.3, sphericity 0.6, regularity 0.35) 
At this point the particle-platen friction angle is fully mobilized (Orn„b = 0 and 
= 7r/2 — 0). For 5 > 6, the rotation increases sharply and the axial force 
reduces. During this stage Nc is presumably 3. 
c) This stage starts at 5„ = 829 + 5,, after the rapid movement of the particle has been 
completed (in the last part of the movement, for 170 < 6 < 370pm, the force 
abruptly dropped to zero because of a sharp final rotation, with a < 7r/2 — 0). For 
37047n (8 = 5„), the point B comes into contact with the upper platen, and 
the coordination number increases to at least 4. The full compression of the bulk 
starts and develops up to the crushing value of 750N. 
d) In this last stage, starting from 880pm, the portion of particle surviving the main 
crushing experiences a progressive final fragmentation. Interestingly, the gradients 
of the sections of the load-displacement curve of the survived geometries in between 
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successive failures are equal to that for the parent grain during the first compression 
of the bulk (i.e. before the value of 750N was reached). This equality is consistent 
with the fractal similarity framework (McDowell and Bolton, 1998), as will be 
clarified in Section 4.3.6. 
The analysis shown above introduces the concept of an anisotropic response to a 
uniaxial micro-compression test. The level of anisotropy is related to the increase of tan-
gential forces at the contacts, when only a normal load N is supplied by the compression 
apparatus. The anisotropic response is governed by the direction of the applied axial load 
compared to the geometry of the particle. In the simple 2D scheme considered here, this 
feature is described by the unique parameter (3. In fact, because of the platen-particle 
friction, the normal load N produces an axial force Fa acting on a line delimiting the 
amplitude of 0 on one side (Fig.4.2a), while the other side of 0 is dependent on the value 
of ce, which in turns accounts for the potential overall rotation. In spite of this simpli-
fication, the proposed analysis clarifies how shear forces (i.e. Fh in Fig. 4.2a) can arise 
at the contacts during a uniaxial compression test. It is intuitive that the occurrence of 
shear forces coupled with normal forces at the contacts promotes the fragmentation of 
the particle or the chipping of the loaded asperities, with dramatic consequences for the 
nature of the micro-mechanical response. 
It is useful to recognize a situation where a uniaxial compression test can be affected 
by the initial rotation of the grain. For instance, if we consider the value cbmin = 10°, as 
suggested by Bardet (1998), as the lower limit of the range of possible angles of friction 
between a glass particle and a steel plate, Fig. 4.4 predicts that initial rotation cannot 
occur if the regularity p of the particles is higher than 0.55, Interestingly, this result 
agrees very well with the visual identification of the same threshold in Fig. 4.6. In this 
graph, the reference silhouettes proposed by Krumbein and Sloss (1963) have been sorted 
according to the classification of regularity given by Cho et al. (2006). Using Fig. 4.6, it 
seems reasonable to predict a rotational self-rearrangement of the grain during uniaxial 
compression if its outline (on the d1 i d2 plane) is like one of the silhouettes in the left 
column of the figure, whereas a significantly higher stability is expected if the shape is 
more similar to a silhouette in the right column. In addition, it is significant that, during 
the present research, the value p -= 0.55 was also found as a threshold for natural quartz 
particles obeying a Weibull distribution in uniaxial compression, as will be discussed in 
Chapter 5. 
However, the criterion presented suffers from some empiricism in relating ;3 and p. 
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behaviour under uniaxial compression 
Figure 4.6: Visualization of the threshold (p = 0.55) of the predicted potential instabilty 
to initial rotation, using the reference silouettes in the chart proposed by Krumbein and 
Sloss (1963), as classified in term of regularity according with Cho et al. (2006) 
Moreover, it does not give any quantitative prediction of the nature of the contact re-
sponse in terms of the load-displacement curve. For instance, this basic analytical model 
is unable to predict the influence of friction (i.e. roughness) on the values of displace-
ment and on the force mobilized at the contact during the rearrangement of the particle 
between the platens. For a deeper understanding of the influence of shape, stiffness and 
friction on the response of the contact, and for a quantitative prediction of the load-
displacement curve, the mechanical simulation described in the following section has 
been carried out. 
4.3 Simulation of the compression of an irregular 
particle 
In the model presented here the inter-platen contact geometry of Fig. 4.2 (ABCDE) 
has been considered more accurately. To run the simulation, the MatLab code listed in 
Appendix B was created. The flow chart of this code is given in Fig. 4.7. 
4.3.1 Input and output data 
The geometry of the dypiramid is described here by a 2D array mi3 (i = 1 —5, j = 1— 3), 
carrying all the coordinates of the vertices of the hexahedron in 3D space (x, y, z), as 
follows: 
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= 	K(a) 
new value of displacement 
in Fi =104 
C
input geometry and 
me chanic al p aram eters 
calculate the number n,. of displacement-steps and size the output-matrix 
vertical force at step 1: =Poi and reactions at the base of the contacts F„ (j=1, 2, 3) 
yes 
no 
intercepts between contact sides a, b, c and the orthogonal line through the 
apex, finding the turning direction & current inclinations a & w of the particle 
components of the reactions on the points of contacts 
displacement at zero load up to ce =0 
stored 
data 
11 	
(print the output-matrix and plot result!) 
Figure 4.7: Flow-chart of the code (Appendix B) to simulate a micro-compression test 
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M11 m12 m13 	XA YA ZA 
M21 m22 M23 	XC Yc zc 
M31 m32 M33 	XD YD ZD 
M41 m42 m43 	XE yE ZE 
M51 m52 M53_ 	_XB YB ZB 
The flatness ratio S/1- (i.e. d3/d2) is a further geometrical parameter required to define 
the actual form of the particle. The mechanical parameters characterizing the system 
are: the grain-platen angle of friction 0, the axial normal stiffness of the particle Km, 
the crushing strength of the nominal size d = 1mm, and the slope b (Lee, 1992) of 
the regression line of the mean crushing strength against the nominal size d (which 
corresponds to the Weibull modulus, by means of the relation m = —3/b, as given in 
Section 2.4.2). The nominal size d is assumed here as the geometrical mean of the 
intermediate and minor principal axes d = \/d2d3. Finally, three last input parameters 
account for the experimental procedure (i.e. the displacement dependency nature of 
the test). They are, respectively, the approach speed of the platens, the scanning time 
interval To of the data logger, the overall time of observation Tt . 
On the basis of the geometrical input, the 3D model of the hexahedron is generated 
and the lay-out of the initial five points of contact in the (x, y) plane is given. For 
computational simplicity the origin of the reference system (x, y, z) is chosen at point 
A'. An example is shown in Fig. 4.8, which is related to the following geometry of the 
vertices: 
0 0 5 
—4 2 0 
—2 0 0 (4.8) 
—1 5 0 
—4 3 4 
The lay-out on Fig. 4.8 is helpful because it allows a straightforward prediction of the 
susceptibility to initial rotation and the related kinetics. For instance, in this example, it 
is clear that the uniaxial compression of the particle having a contact geometry described 
by Matrix 4.8 might lead to an initial rotation of the particle around an axis lying on 
the longest edge of the base-triangle depicted in Fig. 4.8 (as clarified above, the rotation 
occurs only if the angle of friction mobilized at A, i.e. Omob = 7r/2 — ao, equals the 
platen-particle angle of friction 0). 
An output of the geometrical model is also represented in a 3D view in Fig. 4.9 for 
(4.7) 
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Figure 4.8: MatLab lay-out of significant data for the simulation of the rotation of a 
particle during the first stage of compression: the three initial points of contact with the 
base platen (vertices of the triangle), the apex A (+), the second highest point B (o) 
the example considered here (i.e. the geometry described by Matrix 4.8). It is important 
to clarify that, with exception of the segment AB, which approximates the slope of the 
upper surface of the particle enclosing the angle w, all the other edges of the dypiramid 
are not necessarily representative of the surface of the particle. Thus, the orientation 
of the edge (AB) accounts for the amount of possible rotation, whereas the other sets 
of segments govern the static values of the contact forces, and the rotational kinematics 
that can arise during the first stage of compression. The actual geometry of the particle, 
is considered by means of its principal diameters d3 = zA and d2 = zA/(S/I), which affect 
the response of the grain in terms of tensile stress for a given value of the compressive 
force. 
To store the output data, which are in terms of forces and displacements, a matrix 
c of size nT x 12 is preliminarily declared, where nr = Tt /To is the number of steps of 
compression requested in the final output, while the number of columns is equal to the 
number of parameters requested for the description of each step of compression. Hence, 
c is expressed in the form: 
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Figure 4.9: MatLab generation of the dipyramid defining the irregular particle having 
the lay-out shown Fig.4.8 
C11 • • el 12 
Gil 
Cnr i 
eil2 
en,12_ 
(4.9) 
The ith row holds the 12 values at the current step i, which, respectively, in column 
order, are as follows. 
-From the first to the tenth column, values of: time, displacement, overall axial 
force, vertical reactions at the contacts (C, D, and E), components along x and y of the 
horizontal force H at point A, angle w of available rotation and mobilized friction angle 
mob • 
-In the eleventh and the twelfth columns, the values of the displacement and the force 
at the second stage of rotation are given (i.e. when the full compression of the bulk 
occurs). At this stage, the rearrangement of the particle between the platens has been 
completed, two vertices are in contact with the upper platen, and each contact reacts 
with forces parallel to the axial load (i.e. H = 0). Hence, all the terms ci7 , cis, and cm  
are equal to zero, starting from the first step (i.e. row) with w = 0. 
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4.3.2 Basic procedure 
Referring to Figure 4.7, the initial step in the analysis, after sizing the output-matrix, 
is the calculation of the vertical force experienced by the grain when the first increment 
of displacement (51 = OS occurs. This calculation is done assuming that A'ECDE. The 
points of contact C, D, E are numbered 1,2,3 respectively. At any stage, in comparison 
with the surface forces applied during compression, the self weight of the particle is 
insignificant. 
The initial force at the top boundary is given by F1 = K"S1 and the three vertical 
reactions F1j at the contacts (j = 1, 2, 3) are calculated from equilibrium of the statically 
determinate system. If the angle w is equal to zero, the process is repeated for the next 
value (Si = 82 _1 + A8, (i 2), up to the condition at which the catastrophic failure of the 
particle occurs. However, if at any step Si a value w > 0 is found, the following condition 
is checked: 
3 
IFii 	= 0 	 (4.10) 
j=1 
	j=1 
If this equation is satisfied, the coordination number with the lower platen is 3 and 
no rotation occurs (i.e. A'ECDE). If not, it means that A'OCDE and the coordination 
number reduces to 2. In this case, the direction of the plane of rotation has to be 
determined to work out the values of the contact forces. The plane of rotation must 
contain the point A and is perpendicular to the edge of the base-triangle which lies in 
between point A' and the vertex of the base-triangle opposite to it. There is only one 
side of the base-triangle, for a given position of A', which obeys his condition. In the 
given example (Fig. 4.10a) the axis of rotation coincides with c and the relation do > dc 
holds . 
In other words, to determine which side of CDE acts as axis of rotation, the position 
of the projection point A' relative to the edges of CDE must be considered. To assess 
whatever a given edge, say c, of CDE will be the axis of rotation, firstly the perpendicular 
distance of A' to that edge (dc ) is calculated. Then a line parallel to c that passes through 
A' is constructed (denoted c' in Fig. 4.10a). The perpendicular distance between that 
line and the point C is determined (dc). If 	> dc then the segment DE (side c) is the 
axis of rotation. 
Referring to Fig. 4.10b, it is possible for projection of A onto the line passing through 
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Figure 4.10: Geometrical conditions defining the axis of rotation 
D and E (A") to lie outside the closed segment [DE]. In this case the segment DE will 
not define the axis of rotation. Where this occurs, the axis of rotation will be orthogonal 
to the line connecting A' and the vertex closest to A", in the scenario presented in Fig. 
4.10b, the axis of rotation will be orthogonal to A'D. 
Therefore, at each step i in which Eq. 4.10 does not hold, the condition dj , > di  
(.1 = C, D, E while j = c, d, e) is checked by the software, for each pair of indices J 
and j. The value of di is determined as distance between point A' and the straight line 
passing through the points (J — 1) and (J + 1) in the Cartesian plane. Hence: 
A + 	A + j31  d3 = 
(j? jD°.5  
(4.11) 
where x A and yA are the coordinates of A' in the (x, y) plane, and ji, :72, and j3 are 
the coefficients of the equation describing the straight line passing through the points 
(.1 — 1) and (J + 1), in the general form jix H-j2y j3 = 0. Once the rotation axis has 
been determined, a further condition is checked, in order to confirm that one axis as the 
correct one. 
In the example given in Fig. 4.10a this condition reduces to DA" + A" E = DE, and, 
more generally, is (J — 1)A" + A" (J + 1) 	If this condition holds, the position of the 
rotation axis is confirmed, otherwise it is not. 
In the latter case, the rotation plain has its vertical projection passing through A' and 
one of the two points (J — 1) or (J + 1), which has the smaller distance from the point 
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A" . For this mechanism, the coordination number with the lower platen reduces to 1 
and the selected vertex J* carries all the vertical force supplied by the loading machine, 
coupled with a horizontal component (e/d3 	tan 0). 
A" lies on the axis of rotation (Fig. 4.10a,b), therefore the slope of the line AA" gives 
the current value of the angle a, which in turns gives the value of the mobilized angle of 
friction mob = (7r/2 — a). Thus, all the vertical and horizontal components of the force 
at the contact can be determined, and stored in the output matrix for the step 	= Si . 
The condition 0 — 	> 0 is then checked. If — mob > 0 holds, i.e. a > 7r/2 — q5, the 
asperities are still stuck on the platens, and particle is able to carry further load, without 
requiring any rearrangement, but only through an increase in strain. 
4.3.3 Kinematic degradation of stiffness 
The value of the overall force applied by the apparatus at each step i accounts for the 
platen-particle normal stiffness K„, which is the system stiffness in the vertical direction 
(i.e. normal to the approaching platens). It is convenient to express K„ with the 
equation: 
K„ = K„(a) 	 (4.12) 
where e is a coefficient < 1, equal to the ratio between the overall vertical stiffness, at 
6 = 0, and the normal stiffness of the bulk Kn = Ki ,0 : 
Kvv0  
= 
Kn  
(4.13) 
As will be shown in Section 4.3.6, the stiffness ratio accounts for the effect of the size of 
the strain field within the particle on the overall displacement and is also dependent on 
the shearing distortions associated with the full mobilization of the friction between the 
platen and the particle. The function K„ (a) is related to the normal stiffness Kn of the 
particle. In fact, the relation Kv (ce) = Kn holds only for a = 7/2, when the compression 
occurs without mobilization of a shear force. In all the other cases, the stiffness in the 
vertical direction is affected by a. The lower a, the lower Kv(a) for a given Kn (K„ = 0 
for a = 0, regardless the value of Kn). The function 	(a) can be determined by the 
scheme in Fig. 4.11, where the increment of vertical force AFv , recorded by the apparatus 
at step i, is represented. The value of the axial strain at step i, when the inter-platen 
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= OF, tan omob= AFv tan(n/2—a) 
Fa 
upper platen at t (i.1) 
upper platen at ti 
AP,/ 
A ,v 
LE—J 
C = D 	lower platen 
Figure 4.11: Forces and displacements related to the vertical stiffness Kv, during the 
rotation of the particle 
distance is reduced by Agiv, must obey the relationship: 
AS,„ = AFa /Kn = AT'," (Kn sin cx) 	 (4.14) 
The value of the vertical displacement, in terms of stiffness along the vertical direction, 
is: 
A(5i, = AF,/K, 	 (4.15) 
By substituting the expression A8ia = Agz, sin a (see Fig. 4.11) into Eq. 4.14, and 
solving it for Siv , we have: 
Obiv = AFv/(Kn sine a) 
	
(4.16) 
Finally, by equating the second terms of Eq. 4.15 and Eq. 4.16 and dividing by AFv, 
the function Kv = Kv(cE) is defined: 
K, = Kn sin2 a 	 (4.17) 
As expected, this equation means that during the stage of incipient rotation the 
platen-particle normal stiffness decrease severely with a, dropping from the value Kn 
(a = 7/2) to the minimum value Kmn ir, = Kn sin2(n-/2 — cb) = Kn cos' 0. Hence, Eq. 4.17 
describes the kinetic degradation of stiffness occurring in the first stage of compression 
of an irregular particle prone to initial rotation. The overall drop of the normal stiffness, 
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Figure 4.12: Influence of platen-particle friction on the compressive stiffness K, 
leading to the rotation of the particle, can be described by the ratio of kinetic degradation: 
AKv 	K„ — Kv min Kn — Kmin 
K, K„ 	Kr, 1 — cos2 cb = sine q1 	(4.18) 
We can infer that for any particle in a condition of incipient rotation, a kinetic degra-
dation of stiffness occurs in the first stage of compression, if no sliding at the contact 
develops. In principle, the overall amount of this degradation is not dependent on the 
shape of the particle (i.e. a), but is uniquely related to the platen-particle friction. Eq. 
4.18 is plotted in Fig. 4.12. The first derivative of this function is zero for 0 = 0 and 
increases, at a decreasing rate, up to 45°, where the function sine 0 tends to be linear, 
creating a point of inflection (i.e. a zero value of the second derivative). This pattern 
results in slight degradation of Ku for contacts between very smooth steel platens and 
hard materials such as glass or quartz (as mentioned above, in this case, we can assume 
L)- 10°) and leads to progressively higher values of degradation if rougher platen-particle 
contacts are considered. A reasonable range seems to be 0.05 < AK,/K„ < 0.25, which 
implies an increase of five times the value of the overall degradation when the angle of 
friction spans its typical range, up to values of around 30°. 
The concept of kinetic degradation is confirmed by the experimental patterns of the 
displacement-load curve (8, N) of an irregular particle. By comparing, in Fig. 4.5, the 
stages a-b with the stages c-d, we see that, in the initial loading stage, the curvature of 
the line (6, N) is concave downward in several of its segments (e.g. the maximum-relative 
value of N at b = (5p = 55/.tm is approached at steadily decreasing values of stiffness Ku). 
In contrast, an initial increase of stiffness in the first stage, and then a rather steady 
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stiffness at higher loads, are consistent (Hertzian) features of the full compression of the 
bulk. The latter case can be inferred examining the stages (c-d) (Fig. 4.5), where the 
curve (8, N) has an increasing slope at low loads, and then tends to be constant, up to 
crushing or fragmentation. 
Kinetic degradation is a significant concept for the understanding of the initial re-
sponse of an irregular particle under compression. However, as has been shown above, the 
influence of this aspect in real tests is small if the value of 5  is in the range 10° — 15°, as 
it is expected to occur for most natural grains compressed between hard smooth platens. 
4.3.4 Displacements at zero loads 
A practically instantaneous rotation of the particle occurs when the condition — mob = 0 
occurs. The code prepared to simulate the compression test (Fig. 4.7) runs a further 
subroutine, and a displacement at zero load is recorded, up to the step at which the 
condition w = 0 holds (i.e. second highest point of the irregular particle comes into 
contact with the upper platen). During this stage (0 — 0,nob = 0 and w 	0) the load 
is steadily reduced to zero, because no friction can be mobilized at the apex A when 
< 7/2 — 0. 
4.3.5 Full compression 
At the first step with w = 0, the compressive force Fi still equals zero, and the displace-
ment is denoted 8o (Fig. 4.7). But, starting from the next step, new values of compressive 
force are determined, accounting for a new displacement 8, and the normal stiffness of 
the particle Kn. At this stage, the model does not predict any shear force at the contacts, 
and the vertical reactions of all the contacts are statically determinated. In fact, the two 
vertical planes containing, respectively, the upper and the lower pairs of contact forces, 
intersect each other along a line that contains the axial overall force N applied by the 
apparatus. Hence, Km = K„, as in the case of a = 0 and e = 1. 
During this stage, the compressive force increases at a constant rate Kr' up to the final 
crushing. The code presented does not account for the observed increase of stiffness in 
the first stage of the full compression (i.e. the Hertzian pattern) and a constant stiffness 
of the bulk is assumed. However, the results of a study of the non-linear response of the 
particle under low compressive loads will be addressed in the following chapter of this 
dissertation. 
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The tensile stress due to the compressive load was calculated as in previous research 
(Lee, 1992; McDowell and Bolton, 1998) using a quasi-Brazilian formula (N/d2 ). How-
ever, the nominal area of the particle undergoing the tensile stress was not hypothesized 
as the square of a nominal size of the particle (e.g. d2 in Eq. 2.80), but as the product of 
the current inter-platen distance (i.e. d3 — 8„ in Fig. 4.2) and the principal intermediate 
diameter d2, which is assumed equal to the constant product d3 /(S/I). This approxi-
mation excludes, in principle, any Poisson's effect during the bulk compression (v = 0), 
but accounts for the real flatness of the particle, and the reducing value of the vertical 
diameter. 
4.3.6 Evaluation of stiffness 
Stiffness, Km, is a size-dependent parameter. For a given solid, with Young's modulus 
E, undergoing normal compression at unconfined lateral strain, infinite values of stiffness 
Kn are possible, depending on the length of the specimen in the direction of the principal 
strain. If the specimen is a particle with diameters d1, d2, d3, compressed by a force F, 
in the direction of d3, the relationship between Kn and E is: 
F
(73 = 	 = EE3 = 
r, 
--J 
dl d2 	 a3 
by substituting Kn = FI5 in Eq. 4.19 we have: 
Ed1d2  __ 	 
d3 
(4.19) 
(4.20) 
Assuming that, for any elongated particle (i.e. for d1 > d2), the extension of the com-
pressive field beyond the vertical cylinder with radius 0.5d2 (coaxial with the force F) is 
rather limited, we can write: 
Ed2  
Kn ^ 	= Ed/(S/I) 
a3 
(4.21) 
where d= d2 is the sieving size of the particle, and S// is the flatness (i.e. d3/d2). Hence, 
for particles constituted by the same material (E = const.), and having similar flatness 
(S/I = const.), the bulk stiffness Kn is directly proportional to the sieving size d. 
Equation 4.21 allows us to consider the sieving size d as unique parameter charac-
terizing the normal stiffness of grains with similar flatness and same parent material. 
However, if we wish to derive a similar relationship that could account for the initial 
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response (0mob < 0), Eq. 4.21 is not directly applicable. 
In fact, it is intuitive that, compared to the situation of the full bulk compression 
(Fig. 4.5f), the pre-rotation stage (Omob < (1), Fig. 4.5e) is rather different in terms of 
stress distribution within the particle. The former stage implies a rather uniform stress 
(Hiramatsu and Oka, 1966), whereas, in the latter the stress distribution is highly non-
uniform. It also intuitive that the higher the angularity at the loaded contacts, or the 
non-conformity (Johnson, 1985) of the contacts, the higher the stress inhomogeneity at 
low values of contact force. The parameter e = Kvvo/Kn  introduced above accounts 
for this inhomogeneity, and the higher the angularity the lower the value of e. The 
latter parameter is also dependent on the shearing distortion between the platen and 
the particle when tangential forces mobilize the friction at their interface. A general 
expression of e can be proposed as follow: 
= eres 	 (4.22) 
were the term er can be considered only affected by the non conformity and the related 
stress inhomogeneity, while es accounts for the shearing distortion at the interface . Both 
the factors er and es vary in the range 0 —1, and, the smaller they are, the more dramatic 
is the influence of the phenomenon that they describe on the overall stiffness I for a 
given Kn. 
It is convenient to consider separately to the two factors er and es. Firstly, we consider 
the ideal case of infinite tangential stiffness at the contact (es = 1, i.e. e = er ). In such 
a case, let us to consider the self similarity of a shape of a grain of sand and its products 
generated by crushing and fragmentation (McDowell and Bolton, 1998). If we assume 
that this property holds over a wide range, between the size 	0.1m) of a sample of rock 
(Scavia, 1996) and the micron-size comminution limit (Kendall, 1969), an interesting 
prediction arises when Eq. 4.13 and Eq. 4.21 are compared. 
The right hand side of Eq. 4.13 is the ratio between the initial overall stiffness in 
compression and the bulk stiffness of the same grain. In principle, the former stiffness 
accounts only of the deformations of the surface of the particle induced by a strain field, 
of nominal size do, confined near the few points of contact, whereas the latter has to 
be related to the full mobilization of the strain field within the particle. The size of 
this larger strain field is of the order of magnitude of the sieving size d of the particle 
(Hiramatsu and Oka, 1966). 
In summary, if homogeneity and self-similarity hold, Eq. 4.21 gives the values of the 
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initial overall stiffness Kin,0 keeping, respectively, the same values of E and S/I used to 
evaluate kn. In this case, S/I represents the form of the asperity near the contact, and 
the value of S should account for the depth of the significant strain filed (i.e. the strain 
field affecting displacement). If these conditions are fulfilled, Eq. 4.22 reduces to: 
do 
d 
(4.23) 
Which, of course, is an approximate equation, mainly because of the ambiguity in 
evaluating do. However, Eq. 4.23 allows us to estimate values of er. which must be of the 
order of magnitude of the ratio between the size of the asperity (at the scale of roundness 
or angularity) and the size of the particle. Working with grains of coarse quartz sand, 
Wadell (1935) considered a value of 0.007d as the lower limit of the range of the size of 
asperities related to angularity (see Section 2.2.2). In addition, bearing in mind that the 
phenomenon under consideration deals with particles within a reduced range of regularity 
(p = 0.20 — 0.55, Fig. 4.4), we can estimate that the upper limit of this ratio must be 
between one and two orders of magnitude greater than the minimum value. Depending 
on these considerations, a range of predicted values of &T can be proposed as: 
0.01 < er < 0.5 	 (4.24) 
In conclusion, if there is a perfect frictional stick at the interface, the initial platen-particle 
stiffness K„ should be roughly between 100 and 2 times smaller than the normal stiffness 
Kn of the contact, when the bulk-compression occurs of an irregular fine gravel or coarse 
sand sized particle. In such a case, the value of the ratio e = 	= K„IKn is roughly 
equal to the local roundness of the contact (i.e. 2--=' do/d). 
We consider now a particle with infinitely stiff asperities (G = 1), but prone to initial 
rotation. In such a case initial sliding (es < 1) occurs at the interface between the platen 
and the particle, during the mobilization of cb, and the consequences on the overall initial 
stiffness Km, can be significant. During the initial compression there is not storage of 
elastic energy in the particle, since a can reduce while 8,a = 0 (Fig. 4.11), and all the 
energy supplied by the apparatus is dissipated in frictional work. As we will see, a value 
of es can be estimated if a value = emeasured  is experimentally measured and Eq. 4.23 
holds. In fact, from Eqs. 4.22 and 4.23, we have: 
= demeasured/d0 
	 (4.25) 
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4.3.7 Results of the simulation and sensitivity analysis 
The Matlab code introduced above has been used to simulate the results of the uniaxial 
compression test shown in Fig. 4.5. The diameters of the particle are as in Fig. 4.4. The 
geometry considered of the points of contact is given by the following matrix: 
0 
—4 
0 
0 
4.43 
0 
—0.5 —2 0 (4.26) 
—0.5 2 0 
—3 0.4 4.05 
The flatness was assumed to be 0.8. A characteristic stress cro = 105N/mm2, and a 
Weibull modulus 4.3 (i.e. b=0.7) were determined to fit the crushing resistance for the 
given value d = 5.11mm. The value of the inter-platen approach speed was lmicron/sec. 
The time of observation was 0.15h, and the time-step 3s. Values of K1 = 5000N/mm, 
= 0.01, and cb = 12° gave the results represented as open points in Fig. 4.13. In the 
same plots, for comparison, the experimental data are represented as full points. 
According to Eq. 4.21, the assumed value of K m corresponds to a Young's modulus 
of the bulk equal to 5 x 0.8/5.74 = 0.7GPa. This value is close to the lowest limit of 
the range (1 — 50)GPa suggested by Jaeger (1979) for small rock samples. However, the 
constant rate of the simulated compression curve accounts for the four small collapses, 
recorded at about 0.4, 0.45, 0.5, 0.53mm, during the full compression of the bulk (Fig. 
4.13b). 
Additionally, assuming the particle to be a sphere with a diameter a = 5.11mm (Fig. 
4.4), and using Hertz's theory, a value of E equal to 15GPa was estimated (Fig. 4.14), 
which is 20 times the value of the Young's modulus evaluated by using the proposed Eq. 
4.21. This discrepancy is expectable, because Hertz's theory holds for N, = 2. Hence 
it is not adequate to simulate the compression of the bulk, after the arrangement of the 
irregular particle between the two platens, when the coordination number is much higher 
than two (N, 4) and the relative geometry particle-platens is more favourable to carry 
the compressive load. 
In Fig. 4.13a, the real data of the test during the initial rotation, and corresponding 
results given by the model are compared. The model is not able to predict all the 
variations of the recorded force in the range 0-0.17mm. However, a sharp fall in the 
compressive force (between 3.7N and 0), is given by the model, when the displacement 
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189 
simulation cb 
(°) 
Kr' 
(N/mm) 
e zB  
(mm) 
Fig. 
number 
observation 
n. description 
0 actual model 12 5000 0.01 4.05 4.13 acceptable 
1 
2 
3 
4 
sensitivity 
analysis 
14 5000 0.01 4.05 4.15 6P overestimated 
12 10000 0.01 4.05 4.15 1st peak & stiffness overestimated 
12 5000 0.1 4.05 4.15 1st peak highly overestimated 
12 5000 0.01 4.10 4.15 6 underestimated 
Table 4.2: Key-parameters in the simulations of the initial rotation of an irregular particle 
undergone to uniaxial compression 
reaches the value 6 = 0.065mm, whereas, the real peak at the observed rotation attained 
a value of 3.9N for 8 = 0.058mm. The concavity of the compression curve given by the 
model is directed downward and is small, as expected. In fact, according to the plot 
in Fig. 4.12, the ratio of kinetic degradation is only 5% for the value of platen-particle 
friction cb = 12°, which fits optimally the experimental data. 
All the values assumed in the simulation were determined after an accurate sensitivity 
analysis, using different values of the key-parameters 0, Kn,e, zB , with zB the altitude 
of the the second point of contact B (measured from the lower platen, where the origin 
of the reference system lies). A key parameter is intended here as a variable describing 
a property of the particle, which affects considerably the results of the simulation when 
its value spans within its expected range. The values of these key-parameters are given 
in Tab. 4.2. In Fig. 4.15 some results of the sensitivity analysis are given. 
For the given particle (Fig. 4.5), the angularity of the point of contact can be described 
by a local roundness around 0.2. Hence, the value of es must be e/er = 0.01/0.2 = 0.05. 
In conclusion, in the case considered, the stiffness ratio e is mainly governed by the 
tangential stiffness (i.e. by es), and the effect of sliding of the contact (related to es ) 
during the mobilization of 0, is four time greater (0.2/0.05) than the effect of the non 
conformity (related to er). 
The proposed model accounts only for the global stiffness ratio e and does not implies 
any detail about er and es. However, in the real test, er and es can change at every step 
of the inter-platen approaching distance, and their combination can lead to softening or 
steady values of the force N around the peak at 15 = 8P. 
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4.4 Findings and conclusions 
In this Chapter, the results of a preliminary study of the response of the contacts of 
an irregular particle to uniaxial load, monotonically applied in a simulated compressive 
apparatus, have been shown. A model of simple geometry has been considered in two 
related approaches. In both cases the theoretical study as been related to the results of 
a compression test performed on an irregular grain of fine silica gravel. 
A first approach considered the particle as a rigid body, in two dimensions, prone to 
rotate under the effects of the initial compression. In this case, only a kinetic-frictional 
mechanism has been considered. It was recognized that the initial rigid body motion is 
affected by the regularity of the particle and the friction at the contact. Depending on the 
interaction between these two features (friction and regularity) different kinds of response 
are possible (e.g. rotation with frictional shearing of the contact, rotation without any 
significant reaction of the contacts, and rotation inhibited by frictional stick). 
The main results of this 2D simulation are that, for a given value of contact friction, 
a particle can sustain a load, during its initial rotation, only if its regularity is higher 
than, but also close to, a certain threshold. During this stage the compressive energy 
supplied by the apparatus is dissipated in frictional work at the sliding contacts. Little 
elastic energy is stored in the particle at this stage and softening patterns of the loading 
displacement curve can easily be derived. If the regularity is lower than this threshold, 
the rearrangement occurs without any mobilization of significant force at the contacts. 
If, compared to the threshold, the regularity is too high, rearrangement does not occur, 
because of the frictional stick. Depending on the assumption of a rigid block, this model 
is not able to predict the range over which frictional sliding will occur. 
A second approach was developed by means of a 3D simulation of the same block 
using a quasi-static, elastic approach. Using a Matlab code prepared for this purpose, 
the features of the 3D rearrangement of the grain during the first rotation were simulated. 
A normal stiffness Kn describes the response of the particle after the rotation. An initial 
stiffness K„ was also introduced to approximate the load-displacement curve when the 
particle approaches rotational instability, and these stiffnesses were shown to be related 
each other. In fact, by means of simple elastic relationships, the local roundness, equal to 
the ratio between the size of the asperities (at the scale of angularity) and the sieving size 
of the particle, was recognized as the factor of linear proportionality between Kn. and K„. 
The effect of the sliding at the contact interface before the rotation has been considered. 
The concept of kinetic degradation of the initial stiffness K„ was also introduced, and 
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its relationship with the friction at the contact was found. A sensitivity analysis was 
developed, and the experimental results were fitted by means of calibration of some of 
the parameters that were recognized as the most dominant for the simulated response. 
The results of this preliminary study on the mechanics of contacts of irregular par-
ticles allow an understanding of some basic requirements for the design of the uniaxial 
compression apparatus that will be introduced in the next chapter. In addition, some 
outcomes of the study presented in this chapter aided the definition of a non rotational 
experimental programme, and gave some hints for a critical interpretation of the results. 
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Chapter 5 
PARTICLE COMPRESSION 
5.1 Introduction 
The method proposed in Chapter 3 to describe the shape of a grain of sand, and the 
outcomes of Chapter 4 relating to the response of an irregular particle to an axial load, 
provided insight into the experimental study of particle compression. Findings from 
both previous chapters will be used here to relate particle characteristics to mechanical 
response when an axial load is applied. 
Using a custom made apparatus, compression tests on natural and artificial particles 
were performed as described in this chapter. Section 5.2 discusses the load levels that were 
applied in the experiments. Section 5.3 highlights the importance of considering the pre-
failure compressive response of particles. In Section 5.4 the particles tested in the micro 
and macro experiments of the current research are described and characterized. The 
features of the custom-made compression apparatus are shown and explained in Section 
5.5 and data obtained from the experimental study on natural particles are reported and 
analysed in Section 5.6. In Section 5.7 the results of the compression tests on artificial 
particles are presented. Finally, using the outcomes of the experimental analysis, a new 
mechanical model for particle contacts is proposed in Section 5.8. 
5.2 Significant load 
In a cubic lattice of spheres of equal diameter d, subjected to a normal pressure p' at its 
boundary, the forces at the contacts between the spheres are directed normally, and are 
equal to F = p'd2. The volumetric density of the aggregate is r/6, and the coordination 
number of each particle not in contact with a boundary is Arc = 6. Using a face centre 
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isotropic 	DEM using 2000 particles (Barreto Gonzalez, 2009) 	cubic scatter 
pressure coordination 	max 	highest force 	mean standard lattice 
number 	force 	0.1% frequency 	force deviation force 
p' (kPa) 	N, 	Fmax(N) 	F0.1(N) 	F(N) AF(N) F(N) F I F 
100 3.94 5.69 1 0.12 0.24 0.14 0.85 
400 3.94 7.11 4 0.49 0.75 0.58 0.85 
Table 5.1: Forces at the contacts of glass ballotini 1-1.4mm 
cubic lattice, Rowe (1962) implicitly proposed such an approach in stating his theory 
of the dependency of inter-particle friction on the sizes of uniform spherical aggregates. 
Despite its simplicity, this model gives an approximation to the mean value of the inter-
particle load for a given normal pressure applied at the boundary of the aggregate. 
To explore the validity of this approximation, let us consider some artificial particles, 
used in the present research, consisting of glass ballotini of a nominal diameter in the 
range 1-1.4mm. We can approximate these particles to be equal weightless spheres with 
a diameter of 1.2mm. If we assume that their fabric obeys a cubic-lattice geometry, than 
a value of contact force F = 0.144N is found when a normal pressure p' = 0.1MPa is 
applied at the boundary. In this ideal scheme, if the normal pressure p' is increased, the 
contact force increases proportionally. Thus, for p' = 0.4MPa a value of F = 0.576N is 
found. 
Using DEM, Barreto Gonzalez (2009) simulated the case of isotropic compression of a 
cubic assembly of 2000 ballotini, randomly generated with sizes in the range 1— 1.4mm, 
and dry pluviated within a boundary of cubic geometry. The results obtained by such a 
simulation were processed for the current study in terms of histograms of the frequency 
of the contact force. The results are shown in Fig. 5.1 for two values of normal pressure, 
(a) p' = 100kPa and (b) p' = 400kPa . 
A comparison between the DEM results (Fig.5.1) and the data obtained by the ap-
proximate approach using the cubic lattice fabric is given in Table 5.1. From Fig. 5.1 
we can infer that in the DEM model the higher loads result from concentration at a 
few contacts, and that there is a long tail in the distribution of the contact force, drop-
ping from the maximum to the minimum load, with a large number of particles actually 
experiencing no load at all. 
It appears that the higher the isotropic pressure, the longer the tail of the load 
distribution. In both the cases considered the value of the mean force F given by the 
DEM model is not far from the value F, which is slightly overestimated by the simpler 
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Figure 5.1: Statistical representation of results obtained by Barreto Gonzalez (2009) 
performing a DEM simulation with 2000 glass ballotini 1-1.4mm. 
cubic lattice scheme (F I F = 0.85 irrespective of p', see Table 5.1). The largest value of 
the force Fmax , given by the DEM model, corresponds to extremely low frequency values, 
which are probably not significant and might be affected by numerical approximation. 
Thus, it seems more appropriate to consider a nominal highest value of force F0.1  at 0.1% 
frequency. In contrast to Fma„, which appears to be rather insensitive to changes of p', 
the dependency of F0.1  on the isotropic pressure seems to be almost linear in the range 
explored. From Table 5.1, we can see that the value of the nominal highest force at a 
contact varies between 1 and 4, when p' increases from 100 to 400kPa. 
In most engineering applications, the mean effective stress is less than 500KPa. Hence, 
we can conclude that, for an aggregate of coarse sand sized particles, the value of the 
contact forces of engineering interest must be in the order of magnitude of 0 — 5N. This 
finding has been taken into account in the micro-experimental tasks carried out within 
the present research (i.e. particle compression and inter-particle friction) and apparatuses 
and mode of application of the loads were designed accordingly. 
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5.3 Investigating micro-plasticity 
The uniaxial micro-compression tests mentioned in the literature have mainly focused 
on the investigation of the crushing strength (McDowell and Bolton, 1998; Nakata et al., 
1999; Lobo-Guerrero and Vallejo, 2005). In these studies, compression was carried out up 
to the final abrupt failure of the particle. As suggested by Bolton et al. (2008), crushing 
is a important phenomenon, which significantly affects the overall mechanical behaviour 
when a high stress is experienced by an aggregate (e.g. penetrometer testing, pile driving, 
end bearing resistance, and high earth or rockfill dams) or in the case of weak-grained 
soils (e.g. decomposed granites, carbonate sands, and volcanic ashes). However, as we 
will see in this chapter, in the case of coarse sands sized particles of usual strength, 
crushing occurs at values of the contact force that are significantly higher (10 — 100N) 
than the values of normal engineering interest estimated above (0 — 5N). Thus, the plastic 
component of the overall strain, experienced by this type of granular aggregate under 
a usual change in stress, is mainly governed by the particle rearrangement, and, to a 
certain extent, it also depends on the deformation of the single particle, as in the model 
proposed by Chandler (1985). 
On the other hand, the plan of the micro-compression tests in the present research 
was devolved to investigate the entire nature of the deformation experienced by a particle 
when it is axially loaded (Table 4.1). Hence, both crushing tests and loading-unloading 
compression tests were programmed. The crushing tests were also useful to check the 
consistency of the experimental results with data from the literature, and to determine the 
characteristic stress and the Weibull modulus of a given material. However the loading-
unloading tests were mainly orientated to investigate the plastic behaviour of the particle. 
During the loading-unloading tests, the amount of the maximum compressive force was 
kept safely lower than the crushing load, the amount of which was predicted for the 
relevant size of the tested material using the framework introduced by McDowell and 
Bolton (1998). 
5.4 Materials 
Natural and artificial particles, with a sufficiently regular geometry to restrict initial 
rotation (see Chapter 4), were used. All the materials were accurately characterized in 
terms of particle shape. In some cases, elements of shape analysis were repeated after 
the test, in order to check the amount of changes which occurred during the experiment. 
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Figure 5.2: Grading of Toyoura sand obtained using different techniques 
The characterization was carried out by means of a new integrated approach, based on 
the interactive usage of the techniques presented in Chapter 3. Within this section, the 
results of this characterization, for natural and artificial materials, are given. 
5.4.1 Sands: characterization of the tests and further findings 
A preliminary objective of the characterization was the statistical representation of the 
main descriptors of size and shape for different types of sand. Other granular aggregates 
usually considered in similar experimental studies were also taken into consideration. 
The results of this task relied largely on the output of the QicPic apparatus, which, as 
we will see, was found to be sufficiently accurate for measurements on fine-coarse sands 
of uniform grading. 
i. Size 
An initial check on the reliability of the QicPic for granular soils of well defined, uniform, 
grading was carried out by repeating several kinds of tests. Different techniques, including 
hand sieving and the mastersizer analyser, were used. In Fig. 5.2 the comparisons of the 
results obtained for Toyoura sand are given. 
The agreement between the QicPic and hand sieving was very good, and only a 
minimal scatter of the sieving size d F min is found for the extreme values of the finer and 
coarser particles. Most likely, this scatter is due to the limited number of the different 
sizes of the meshes used in the hand sieving. The mastersizer seems to overestimate 
the size of coarser particles, but this could also have depended on the different meaning 
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Figure 5.3: Grains of LBSA viewed by means of Axioskop40 optical microscope 
between the parameter dv , measured by the mastersizer, and the sieving size dF ,,i„, 
captured with the other two techniques. In fact it is evident that, for any kind of convex 
and irregular grain, the relation dv > dF min holds. 
Granular samples of Leighton Buzzard sand, fractions A, B, D, E, were characterized. 
In the following text these material are also, respectively, indicated with the abbreviations 
LBSA, LBSB, LBSD and LBSE, while the term LBS is used to designate their parent 
material. The samples examined were provided by Dr.Standing (2006), who had obtained 
them by courtesy of the University of Cambridge. Such a supply resulted in a great 
advantage, for two reasons: 
1. it was possible to compare some experimental results of this research with corre-
sponding data on the same material (LBSA-LBSE) obtained by several researchers 
(Lee, 1992; McDowell and Bolton, 1998); 
2. a sensitivity analysis on a set of aggregates of the same nature, but of different 
sizes, could be developed. 
In Fig. 5.3 views of three particles of LBSA are shown. The images were captured by 
Axioskop40 optical microscope using reflected light and the extended focus option. The 
latter feature is enabled by the software Carl-Zeiss-Microlmaging (2007) with which a 
series of images at several values of the distance between the stage and the objective are 
taken, and the best in-focus sectors of the different images are extracted and integrated. 
The gradings of the four different fractions (A, B, D, E) are shown in Fig. 5.4 and were 
obtained using the QicPic. In all the measurements the number of outlines measured by 
the QicPic was always larger than 1000. Further grading analysis on these materials was 
not carried out because of the limited amount of the available material and considering 
that the material processed by the. QicPic apparatus can not be recovered after the 
measurement. In fact, after being scanned, the aggregates are sucked into the QicPic 
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Figure 5.4: Gradings of Leighton Buzzard sand (fractions A, B, D, E) obtained using 
QicPic 
aspirator and disposed of in a bag that is contaminated by other materials, produced 
from previous tests. 
For LBSA, which was the only natural soil used either in compressive or frictional 
experiments throughout the present research, four repeated grading measurements were 
done. The four grading curves (Fig. 5.4) are almost coincident for d < d20, but they 
tend to show a slight scatter in the data at the coarser end of the distribution, with 
the maximum size varying between 2.2 and 2.9mm in the four batches tested. A similar 
scatter was not found for the other cases B, D and E, when repeated measurements on the 
same fraction gave almost the same curve. This discrepancy, between the small scatter 
for fraction A and the higher repeatability for the finer fractions, could depend on an 
higher proneness of fraction A to segregation of the coarser aggregates as a proportion 
of the number of particles used in each testing batch. 
The gradings of the four fractions (A, B, D, E) are almost parallel in the semi-log 
diagram. Hence, the uniformity coefficient of the grading distribution U is much the 
same for all the four fractions. The uniformity of these aggregates is high (around 1.3) 
and, as expected, none of the gradings in Fig. 5.4 exhibits a fractal distribution, typical 
of well-graded granular assemblies. In fact, according to McDowell and Daniell (2001), 
the fractal dimension of an aggregate is given by: 
D 	= 	
percentage2 of finer ) 
lo 	dF min 2  1 m 	 / gio 3 — log  
percentagel of finer 	 aF  min 1 
	 (5.1) 
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where the subscripts 2 and 1 indicate, respectively, two points along the grading curve 
obeying the relation dF min 2 > dF min 1. Actually, a negative value of 131  is found for the 
curves in Fig. 5.4, whereas a fractal grading is expected to have a value of D f in the 
range 2.0 — 2.5. 
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Figure 5.5: Statistics of shape descripitors of grains of Leighton Buzzard sand of different 
fractions 
ii. Form (sphericity) and Shape (roundness) 
Using a new technique, the indirect method for roundness (/MR), introduced in Chapter 
3, was applied on a statistical basis to the four supplied fractions of LBS. For each 
fraction, 1000 outlines were considered, and the values of aspect ratio AR, sphericity SQ , 
and convexity CQ, (i.e. the ISO solidity SO, Eq. 3.1) were recorded for each outline. 
Then, the values retrieved for each outline were processed according to the following 
steps. 
1. The value of SQ was squared (Eq. 3.2) and the ISO circularity C was obtained. 
2. The values of regularity p and SKS were calculated using Eq. 3.21. 
3. The value of RKS was determined from Eq. 3.15. 
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4. Setting appropriate values of bin limits, the frequency histograms and the cumula-
tive distribution plots for each batch of data were determined. 
The results of this analysis are shown in Fig. 5.5 in terms of cumulative distribution 
curves. The main findings relate to the two shape descriptors SKs and RKs. Firstly, we 
can see that, with the exception of LBSD, the cumulative distribution of the sphericity 
SKs of all the fractions of LBS are almost coincident. This means that the three (intrin-
sically non fractal but rather uniform) granular mass A, B, and E are statistically similar 
in terms of form. More precisely, we can infer that equal percentages of outlines within 
the fractions. A,B,C are always less spherical than an unique value following a common 
distribution curve. This property suggests that the examined fractions of LBS might be 
obtained by sieve-selection of classes of aggregates originally mixed in a unique fractal 
assembly of well-graded material. 
Secondly, we can see that for roundness RKs an analogous similarity does not apply, 
but the finer the grading the smoother the particles. However, this conclusion could be 
affected by the bias due to the size of the pixels in the binary images analysed. In fact, 
the results of the analysis developed in Section 3.4.2 for the direct evaluation of roundness 
can be applied to the indirect method, since both use image analysis of outlines. Hence, 
it turns that the minimum number of endpoints for an appropriate description of an 
outline of LBSE should be: 
107r 
(number of endpoints)LasE  	
V LJLBSE 
(5.2) 
The distribution of C is rather uniform (Fig. 5.5) for all the fractions of LBS examined 
and for fraction E a representative value CLBSE = 0.8 can be considered. By substituting 
this value in Eq. 5.2, a minimum advisable number of 50 endpoints is found for LBSE. 
If we consider now an ideal average length of 2w, (Section 3.4.2) as the distance between 
two adjacent endpoints, and remembering that the length of wr should be 	5 times 
the pixel size, a minimum number of 50 x 2 x 5 = 500 pixels should be considered for 
an accurate description of an outline of LBSE. However, the number of pixels given by 
QicPic along an outline of LBSE rarely exceeds the value of two hundred. A similar 
negative conclusion is found if such a check is repeated for LBSD, whereas, for fractions 
A and B, the requirement of the minimum number of pixels for capturing roundness 
applies. These checks suggest that evaluations of roundness made on QicPic silhouettes 
smaller than 200/tm (i.e. 	the value of d50 of LBSD) are probably not reliable. 
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On the other hand, it is interesting to note that, passing from fraction A to B (and 
also to finer fractions, assuming the data is not biased by pixelation, the trend of the 
roundness distribution is as expected. In the absence of knowledge of the processes 
involved in the sand particle generation, it seems likely that finer fractions could have 
experienced higher levels of smoothing processes as a consequence of geological erosion 
or artificial fragmentation by milling. Moreover, the quasi-equality of the distribution 
curves of roundness respectively related to D and E is some evidence of an influence of 
pixel effects that is not significant. There is therefore a roundness limit when the effort 
in natural erosion, or artificial milling, is progressively increased. This phenomenon was 
also observed working with artificial particles (as we will see in the next Section 5.4.3). 
Despite the limitations mentioned above, Fig.5.5 shows the effectiveness of the indirect 
method for quantifying roundness (/MR) introduced in Chapter 3. As suggested in 
Sections 3.4.3-3.4.5, this new method enables us to take a quantitative approach that 
objectively links results of image analysis with a suitable reference chart. The suitability 
of the chart of Krumbein and Sloss (1963) when LAIR is applied to natural sands is also 
confirmed by the following analysis. 
Detailed analysis of shape of coarse sand. In Fig. 5.6 a and b, the first 20 outlines 
processed by QicPic for two batches of LBSA and LBSE are displayed. In the case of 
coarse or medium sand of uniform grading, the batch of the first 20 silhouettes has been 
found generally representative of the main shape features of the aggregates. In fact, at 
least 5 different particles are included within the first 20 scanned silhouettes and for each 
particle 2-4 different outlines are generally given. 
The representativeness of this elementary batch is supported by the results in Tab. 
5.2, where the mean value and the standard deviation of C, determined by QicPic on the 
whole batch of 1000 outlines, is compared with the corresponding output when only the 
elementary batch is considered. For the elementary batch the results using MatLab are 
also given. 
As we can see the agreement of the results is very good, with the exception of the 
value given by MatLab for the mean circularity of the elementary batch of LBSE, which 
exceeds by 7% the value given by QicPic. This scatter could depend on the pixel bias. 
In Fig. 5.6 b and c, the values of mean roundness (RSK ) and sphericity (SKS ), and the 
standard deviation of the values of RSK and SKS over 1000 outlines of the two fractions 
LBSA and LBSE have been represented on the Krumbein and Sloss chart. The values 
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Figure 5.6: Results of the indirect method for roundness applied to the analysis of 
Leighton Buzzard sand: locations of mean values of sphericity and roundness and corre-
sponding standard deviations (dashed lines) on the reference chart 
of RsK and SKs are the coordinates of the open point on the reference chart, while 
the standard deviation corresponds to the distance between the imposed point and the 
dashed lines. The similarity of form between the particles of the two fractions is reflected 
by the simple translation of the dashed quadrangle along a line of roughly equal sphericity 
in the reference chart, and the translation results from the smoothing effect discussed 
above. 
The sensitivity of IAIR versus significant changes in form and shape of aggregates of 
a granular mass has been confirmed by repeating the analysis introduced above for other 
sands frequently used in experimental soil mechanics. In Fig. 5.7 the results obtained 
for a batch of 962 outlines of Dogs Bay sand are shown. 
In this case, the extremely low convexity of the outlines examined would require a 
reference chart including this particular geometry, whereas the Krumbein and Sloss chart 
refers to much less concave silhouettes. This discrepancy is the cause of a great number 
of corrections introduced in the statistical analysis (56%) for values of RKS which were 
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Figure 5.7: Results of the indirect method for roundness applied to the analysis of Dogs 
Bay sand 
negative and so were adjusted to be zero, as suggested in Section 3.4.5. Another source 
of difficulty for these measurements was the persistent overlapping of some silhouettes, 
even after some attempts of filtering the captured batch by the rejection of outlines with 
convexity lower than a refined threshold (e.g. the first two silhouettes in Fig. 5.7). 
However, despite these limitations, the output given by IMR seems to be confirmed by 
the visual comparison between 18 out of the 20 silhouettes of the elementary batch and 
the reference chart considered here. 
Comparative outputs of the indirect method for roundness. A stronger proof 
of the sensitivity of IMR was obtained working with a broader range of soils. In Table 
5.3 all the considered natural aggregates are listed (eleven types of quartz sand, one 
type of carbonate sand and one type of fine gravel) and the results of the measurements 
conducted using the method proposed in Chapter 3 are shown. 
LBS 16/30 is the Leighton Buzzard sand normally used in the soil mechanics teaching 
Material 	 values of ISO circularity C 
Leighton QicPic 	 MatLab 
Buzzard 	using 1000 outlines using first 20 outlines using first 20 outlines 
sand 	mean st. deviation mean st. deviation mean st. deviation 
fraction A 0.78 0.05 0.757 0.06 0.756 0.06 
fraction E 0.82 0.04 0.821 0.05 0.881 0.05 
Table 5.2: Representability of first 20 outlines captured by QicPic when a batch of 
uniform, coarse, granular mass is examined 
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Soil zone d50 
(mm) d60/d10 mean st.dv. mean st.dv. 
SKS 
mean 	st.dv. 
RKS 
mean 	st.dv. RKS <0 
pixel 
bias 
LBSA U.K. 1.50 1.35 0.78 0.05 0.53 0.10 0.74 0.16 0.33 0.14 2 no 
LBSB U.K. 0.86 1.30 0.79 0.05 0.56 0.09 0.75 0.14 0.38 0.13 1 no 
LBSD U.K. 0.21 1.30 0.79 0.06 0.56 0.11 0.66 0.16 0.45 0.12 0 ? 
LBSE u.K. 0.11 1.25 0.82 0.04 0.61 0.08 0.75 0.13 0.46 0.11 0 yes 
LBS 16/30 u.K. 0.80 1.31 0.81 0.04 0.59 0.07 0.76 0.15 0.43 0.09 0 no 
Dogs Bay U.K. 0.80 1.60 0.62 0.11 0.24 0.21 0.56 0.21 0.08 0.12 56 no 
Ham River u.K. 0.11 1.44 0.79 0.07 0.56 0.14 0.74 0.16 0.39 0.22 6 yes 
Hime gravel Japan 2.10 1.38 0.80 0.04 0.57 0.08 0.74 0.14 0.40 0.12 0 no 
Toyoura Japan 0.23 1.33 0.79 0.04 0.55 0.08 0.72 0.14 0.39 0.11 10 ? 
Monterey USA 0.52 1.56 0.78 0.06 0.54 0.11 0.74 0.16 0.35 0.13 2 no 
Ottawa USA 0.22 1.60 0.81 0.05 0.60 0.09 0.75 0.15 0.44 0.11 0 ? 
( 0.27 2.2 0.50 0.60 0.40 ) 
Hostun France 0.38 1.54 0.76 0.06 0.49 0.11 0.70 0.16 0.28 0.14 4 no 
Ticino Italy 0.55 1.71 0.76 0.06 0.50 0.12 0.72 0.16 0.31 0.13 4 no 
( 0.58 1.5 0.60 0.80 0.40 ) 
Table 5.3: Size and shape descriptors of typical natural sands and fine gravel (for com-
parison, allined between brakets, two sets of data from literature were introduced, see 
text for references) 
laboratory at Imperial College. Data not related to British sands (the last six rows 
in Table 5.3) comes from measurements on samples of soils provided by Dr.Nishimura 
(2007), who had been presented them by Prof. Tatsuoka, of the University of Tokyo . 
The image analysis was conducted on 1000 outlines of each type of soil, with the 
exception of Dogs Bay sand, LBS 16/30, and Hime gravel, when, respectively, only 962, 
500 and 160 outlines were analysed. The accuracy of the values obtained for the shape 
descriptors of aggregates with d50 smaller than 200pm is almost certainly affected by bias 
due to pixel resolution. Whereas, if d50 is in the range 200/tm - 300,um the effectiveness 
of the pixel influence is uncertain and, for d50 > 300pm, the bias is less than the precision 
of the measurement. 
Particles with RKS < 0.40 were found to be in need of correction of the roundness 
values, according to the criterion introduced in Section 3.4.5 (i.e. in such cases, since 
some outlines within the considered batch had values of RKS in the range between -0.1 
and 0, the value of RKS was approximated to 0). With the exception of the case of Dogs 
Bay sand, analysed above (on which corrections to 56% of the original values of RKS were 
made), the percentage of outlines in need of correction varied between 0 and 10% for all 
the batches considered. In no case did the uncorrected value of RKS turn out to be less 
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than —0.1. Only in the worst case of Dogs Bay sand which had an RKSuncorrected = —0.09, 
and a corrected RKS = 0.08, was the scatter between the uncorrected and the corrected 
values of roundness in the order of magnitude of one class interval in the reference chart, 
for all the other corrected cases the scatter was not significant 	0.01). 
With the main purpose of providing a database that can be compared with data 
from the literature, Table 5.3 includes aggregates frequently used in experimental re-
search on granular soils. However, little data appears to be available for the shape 
descriptors of these granular materials. In fact, during the last decades, researchers 
have usually described the shape of the aggregates according to qualitative nominal cat-
egories (Powers, 1953; Herle and Gudehus, 1999; Kingston et al., 2008). Alternatively, 
other researchers have original quantitative methods that are not linked with any general 
framework (Frossard, 1979; Vallejo, 1995; Bowman and Soga, 2003; Masad et al., 2005; 
Xu and Sun, 2005; Alsaleh et al., 2006). Cho et al. (2006) presented a data-base for 
granular materials where the parameters p, SKs,and RKS are given also for Ottawa sand 
and Ticino sand. In Table 5.3, these values are reported in brackets for comparison. Cho 
et al. (2006) worked with a Leica MZ6 stereomicroscope and visually compared their 
samples with the reference outlines of Krumbein and Sloss (1963). For Ottawa sand they 
post-processed some data from Sukumaran and Ashmawy (2001). 
The consistency between the samples considered by Cho et al. (2006) and the particles 
used in the current research is confirmed by the acceptable scatter in the corresponding 
values of the size descriptors d50 and U in Table 5.3. The level of precision of the 
output in the database of Cho et al. (2006) is equal to one class interval of the reference 
chart, whereas the IIVIR might give an approximation near the second decimal unit of 
the shape descriptors (i.e. one tenth of a class interval). However, the real level of 
precision of the latter method is probably in between a half and 10% of a class interval 
of the reference chart. The accuracy of the output depends on the approximation in 
the regression function (Eq. 3.19 and Eq. 3.20), and if a digital image is considered, 
also on the level of bias related to the pixel and grain sizes. Despite these limitations, 
the agreement between the two methods seems to be good, and the scatters of all the 
descriptors is within a class interval (0.1) except for the sphericity of Ottawa sand, where 
the divergence between the two determinations was 0.15. 
On the other hand, the advantage of the quantitative method for roundness, intro-
duced in Chapter 3 and statistically implemented here for the characterization of the 
particles undergoing mechanical tests, relies on its objectivity and straightforward ap- 
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plication to any assembly of coarse sand sized aggregates. This feature is highlighted at 
the present stage, because of the importance of linking the mechanical tests to a reliable 
method for characterizing the shape of the particles tested with an acceptable precision 
and repeatability. 
This principle is also considered in Chapter 7, but its importance is confirmed in 
the literature. For instance, Herle and Gudehus (1999) presented experimental results 
on seven types of quartz sand, including the statistical size descriptors d50 and U, emax  
and en„,,, and the values of the critical angle of shearing resistance w  determined on 
the basis of the evaluation of the angle of repose or from triaxial or direct shear tests. 
Among the seven types of quartz sand, the values of these parameters for Hostun sand 
and Toyoura sand were given, and the statistical size descriptors of the samples con-
sidered were very close to the parameters measured in the current study for these two 
soils (Table 5.3). However, the values of roundness in the table provided by Herle and 
Gudehus (1999) were determined in accordance with the criterion suggested by Youd 
(1972) and ASTM (1990), which qualitatively considers seven classes of roundness: very 
angular, angular, angular/subangular, subangular, subrounded, rounded, well rounded. 
This implementation did not enable them to give a detailed description of roundness. In 
fact, only three classes of roundness were used for the seven different kinds of sand, and 
both Hostun and Toyoura sands were classified as "subangular". Actually, for both the 
soils they had found equal values of emax and emir , , which did not help in discriminating 
their roundnesses using their method. On the other hand, the value of r/i„ provided by 
them for Toyoura sand was smaller than the corresponding value for Hostun sand. In 
fact, the qYci, value of the former was 30.4° from the angle of repose and 30.9° from shear 
tests, whereas for the latter a value of 32° was determined, whichever test was considered. 
Interestingly, although is not predictable if the qualitative method for roundness 
adopted by Herle and Gudehus (1999) is used, their indication of the higher shear re-
sistance of Hostun sand, compared to Toyoura sand, is consistent with the result of the 
shape analysis shown in Table 5.3, where Hostun sand is quantified as the most angular 
within the eleven quartz sands analysed in the current study. This result is an example of 
the advantage in using numerical descriptors for shape on a statistical basis. Moreover, it 
encourages further research to refine the implementation of IMR and to relate the data 
in Table 5.3 with values of macro-mechanical parameters measured on representative 
samples of each type of soil. 
208 
n. 
Material 
description 
RKS 
min 	max 
SKS 
min 	max min max 
1 quartz sand and gravel 0.2 0.6 0.5 0.9 0.4 0.7 
2 selected quartz river and dune sand(1) 0.5 0.8 0.5 0.9 0.5 0.9 
3 carbonate sand and crushed gravel 0.1 0.3 0.5 0.7 0.3 0.6 
4 beach and river pebbles(2) 0.5 0.8 0.3 0.9 0.4 0.9 
5 debris and artificial particles 0.1 0.9 0.3 0.9 0.2 0.9 
Table 5.4: Typical ranges for roundness sphericity and regularity of granular aggregates. 
(1) Youd, 1972; Cho et al., 2006; Rouse, 2008. (2) Barret, 1980 
Typical values. Table 5.3 provides insight into the quantification of the order of mag-
nitude of Wadell-Krumbein descriptors for the shape of coarse sand particles. Actually, 
we can infer now that, for these materials, the actual range of variation of SKS and 
RKS is significantly lower than the theoretical range (Table 5.4). For natural sediments, 
the utility of the reference chart beyond the threshold Rics = 0.6 seems to be mainly 
restricted to beach and river pebbles, whereas values of RKs up to 0.8 were suggested 
by Barret (1980), and a few high values of roundness RKS = 0.6 - 0.8 can be found in 
literature for quartz river and dune sands from the USA (Table 5.4), such as Nevada, 
Margaret river, Badger and Ottawa 20/30 - 20/70 - F110 sands. However, these high 
values of roundness (0.6-0.8) are not always in agreement between different sources. Fi-
nally, it is evident that the form and shape of artificial particles (e.g. ballotini, fibres) 
and debris (e.g. fragmented rocks or crushed tiles) may be described by any point of the 
reference chart. In Table 5.4 values of typical ranges for descriptors of materials n.1,3,5 
have been found by the writer, while the other values, referred to materials 2 and 4, have 
been obtained from the literature. 
iii. Roughness 
The low reflectivity of natural sand surfaces was a constraint in the optical interferometry 
of quartz sand particles. The percentage of acceptable images captured by the interfer-
ometer was rather low, although the repeatability of a measurement on the same image 
of acceptable quality was generally verified with a dispersion not greater than 20% in 
the values of flattened roughness RMS f recorded by the apparatus (Fogale-Nanotech, 
2005). However, in all cases, the images were consistently biased by a significant por-
tion of unrecorded values (the green, or darker, area in Fig. 5.8). Even for acceptable 
images, the values obtained was affected by overestimation of the actual roughness. The 
acceptability of an image was assessed by the visual evaluation of the percentage of the 
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Figure 5.8: Interferometry image of the apex of a grain of LBSA: a) raw image, b) 
extraction of shape, c) extraction of rougness RA/S f (the results of the measurement are 
shown in Table 5.5) 
raw 	 extracted features 
image 	 shape 	 roughness 
Sa 	RMS Rx Ry R,, d3 L' 2R,0 local RKs 
	Sa f RM Sf 
tLIri tim gm mm mm mm RKSX RKSy  
3.730 5.130 0.26 0.17 0.21 	1.1 	0.47 0.31 0.587 1.260 
Table 5.5: Measurements of roughness on a grain of LBSA by means of optical interfer-
ometry 
unmeasured field compared to the gross area, and only images with such a percentage 
smaller than 30 were accepted. 
Using a shape motif s f = 28pm, the values of RMS f for LBSA varied between 0.3 
and 1.5 pm. In Fig. 5.8 and Table 5.5 the results of the measurements on a grain of 
LBSA are shown. The process of extracting the average shape (Fig. 5.8b) and roughness 
(Fig. 5.8c), for a given value of s f , includes the evaluation of the radii of curvature Rx 
and Ry of the average surface, in both directions of the image, x and y respectively. The 
software (Fogale-Nanotech, 2005) gives also the value of the mean radius of curvature at 
the apex considered, indicated as Rm, in Table 5.5. 
Considering the rather convex nature of a particle of LBSA, we can approximate the 
value of Ro (the radius of the maximum inscribed sphere in the particle) to the value of 
the minor principal diameter d3. By means of a digital caliper a value d3 = 1.10mm was 
repeatedly measured on the particle considered. Hence, the local roundness describing 
the overall shape of the apex (Fig. 5.8b) was 0.47 and 0.31, respectively in the x and 
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y directions. This result is consistent either with the values in Table 5.3 or the overall 
visual shape of the particle that lay on the interferometer stage with its d1 axis directed 
along the x axis. This consistency could not apply in case of local irregularities and 
re-entrances that can be found even in grains that are predominantly convex in shape. 
(Fig. 5.3c). However, the local values of roundness at the highest apex of a grain when 
it lies on its H plane (as it is on the stage of the interferometer) are not representative 
of the roundness of an irregular particle, which, might for example be more angular in 
different points of its surface, as generally occurs at the intersection between the major 
principal axis d1 and the surface of the particle. 
In Fig.5.8c the flattened roughness of the surface is represented. Interestingly, we can 
see that the centre line average roughness Sa is about 3.7itm, while the value of Rmsf is 
around 1.3pm. These values are of the same order of magnitude as those found by Kendall 
(1978b) for the size of ductile cuts on glass in his experiments on the comminution limit 
(Section 2.4.3). However, accounting for the bias affecting the image in Fig. 5.8 and even 
other similar outputs on the same material, the value of Rmsf to characterize LBSA was 
taken equal to 0.3pm. 
5.4.2 Artificial particles 
One of the purposes of the present research was the improvement of our understanding 
of the effect of shape and roughness on the mechanical behaviour of a granular material. 
This task has been carried out by working with artificial particles of controlled regularity 
and roughness. 
Basic experiments on the influence of roughness on the mechanical response were 
carried out in terms of uniaxial compression of single particles of spherical shape, called 
ballotini, either in their smooth original state or after increasing the roughness using 
different techniques. In these tests, only the size and the roughness of the ballotini were 
controlled. As we will see in the next two chapters, these materials were also subjected 
to inter-particle friction tests and conventional macroscale soil mechanics tests. In these 
macroscale tests, artificial particles of controlled shape and roughness, produced by the 
manual crushing of glass ballotini, and also roughened in some cases, were also tested. 
In Table 5.6 a summary is given of the artificial particles considered in this research. 
Only materials n. 1, 2, 3 and 10 underwent uniaxial compression tests. However, in 
this section, the shape characterization of all the artificial particles considered is given. 
In fact, analogously to the case of natural grains, it seems better to check, at one stage, 
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material 	size 	shape 	roughness 	 status 
ballotini 	n. 	large small spherical irregular smooth 	rough as supplied crushed etched milled 
alkaline 
glass 
1 
2 
3 • 
4 • 
5 
6 —› 
7 -> 
crome 
steel 9 
zirconium 10 
Table 5.6: Features of the artificial particles tested 
the sensitivity of the method of characterization adopted, by comparing the values of the 
same parameters as obtained for different materials but from the same technique. 
5.4.3 Soda lime glass ballotini 
Two classes of uniform soda lime (i.e. alkaline) glass ballotini were used. The composition 
of these particles is the same of that normally used for window-glass, and resembles nat-
ural quartz in terms of mechanical response. All the ballotini were provided by Sigmund 
Lindner GmbH, with the nominal properties in Table 5.7. The cumulative distributions 
of the sizes of these aggregates are shown in Fig. 5.9. In the following text these two 
materials will be also named, respectively, the "large" and "small" ballotini. 
material 	 soda lime glass (SL) 
density 25.7 kN/m3  
Young's Modulus 	77 GPa 
abrasion after 9h grinding 30% loss of weight 
hardness 	 ?..-6 (according to Mohs) 
small size 1.0-1.4mm 
large size 	 2.5-3.0mm 
Table 5.7: Nominal properties of glass ballotini used in the experiments 
i. Size 
We can see that the size ranges indicated by the producer fit well with the results in Fig. 
5.9. Only a slight overestimation of the nominal size was found for the minimum size 
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Figure 5.9: Grading of the alkaline glass ballotini used in the experiments 
of the small ballotini, since the mass finer than 1mm was significantly larger than zero, 
and always around 5%. Moreover, it is clear that there is a good agreement between the 
results from the different techniques employed to capture the size distributions of these 
aggregates. 
For small ballotini, the number of particles tested in the mastersizer and in the QicPic 
was determined by dividing the weight of the sample by the average weight of the single 
particle, which was evaluated by weighing an elementary batch of 20 ballotini. This 
last check allowed confirmation of the accuracy of the nominal density by calculating 
an average volume of a single particle for the nominal size of 1.2mm. The number of 
large ballotini tested by the QicPic apparatus was determined by dividing the number of 
outlines measured by QicPic by three, assuming that were about three captured outlines 
for each particle when using the dry-feeder. Finally, micrometry measurements on small 
and large ballotini are also considered (Fig. 5.9). 
The definition of the diameters considered in the distribution plots in Fig. 5.9 de-
pends on the technique used for the measurements. In fact, working, respectively, with 
the QicPic, the mastersizer and the micrometer, values of dF ,7 „„, dv , and d2 were consid-
ered. In the case of spherical particles, the value of d2 (i.e. the intermediate diameter 
captured with the technique discussed in Section 3.3.2) is consistent with dFmin• The 
slight discrepancy of dv, which is the only available diameter for the mastersizer, can be 
tolerated because it does not cause any significant bias in comparison with the precision 
of the measurement. 
The number of particles used for the automatic measurements of small and large 
ballotini (i.e. by means of QicPic and the mastersizer) was determined after a sensitiv-
ity analysis, and 1000 was found to be the order of magnitude of the number of small 
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ballotini beyond which the result of the measurement did not change significantly what-
ever apparatus was used. For large ballotini, the minimum number of particles for a 
repeatable result was of the order of 100. 
A similar sensitivity analysis was not conducted for the manual measurements by 
means of micrometer. However, we can see that a cumulative distribution captured using 
only 8 large ballotini is in good agreement with the corresponding data for another batch 
of 14 particles of the same material and with the results obtained from the QicPic and 
mastersizer, whereas the same agreement holds for the small ballotini when the cumula-
tive distribution of the micrometer measurements was obtained using 70 particles. Hence, 
the numerical ratio of corresponding thresholds might be similar (1000/15010/8==' 8). 
The estimation given above means that a 3D micrometric determination of the inter-
mediate diameter (constituted of four elementary measurements, see Section 3.3.2) gives 
about 8 times more information than a single 2D automatic outline. Or we can say that 
an elementary 3D micrometric measurement carries the same amount of size information 
given by two 2D automatic outlines, when both these (2D and 3D) measurements are 
randomly done. 
On the other hand, the times for performing respectively the two kinds of measure-
ments are not comparable. The speed achievable in the micrometric determination of d3  
for a spherical particle is independent of its size, and a skilled operator can process 1 par-
ticle per minute, thus 1/15 elementary datum per second can be obtained. In contrast, 
using the QicPic or mastersizer, even in the more demanding case of large ballotini (the 
testing time generally increases with the size, if accuracy in avoiding overlapping of parti-
cles is desidered), 30 outlines per second can be analysed. In conclusion, also accounting 
for the more informative level of the micrometric 3D measurement claimed above, the 
QicPic or the mastersizer are always at least 200 times faster (i.e. 30 x 15/2 = 225) than 
the micrometer in capturing the size distribution of the ballotini. 
ii. Form (sphericity) and shape (roundness) 
Summing up, the benefit of the automatic measurements over the manual micrometry 
seems to be certain if the grading distribution of spherical, coarse sand size particles is 
looked for. However, in the comparative study reported in Section 3.3.2, the limitations 
of the automatic measurements of shape (i.e. SQ ) done by QicPic on uniform sub-
spherical particles have been discussed. In that comparative study, the form and shape 
of a spherical particle were found to be more effectively captured by the descriptors SKs 
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and RKS when 3D measurements by means of a micrometer are carried out. 
Cumulative distributions of SKS and RKS for small and large ballotini are shown 
respectively in Fig. 3.14 and Fig. 3.30. However, for the purpose of the shape character-
ization of these particles it seems more useful to refer to Table 5.8, where the statistical 
features of the descriptors of small and large ballotini are summarized and compared to 
the values obtained during the attempts to control their roughness by milling. 
material n. in 
Table 
5.6 
n. of 
particles 
checked 
size (mm) shape 
descriptor nominal measured 
min-max min max mean st.dv min max mean st.dv. symbol 
large as 
supplied 
1 8 2.4-3.0 2.554 2.851 2.694 0.116 0.931 0.986 0.963 0.021 SKS 
0.954 0.991 0.976 0.014 RKS 
small as 
supplied 
2 70 1.0-1.4 0.920 1.152 1.360 0.122 0.940 1.000 0.983 0.012 SKS 
0.960 1.000 0.988 0.008 RKS 
small 
milled 
4 34 1.0-1.4 0.992 
(?) 
1.341 1.202 0.092 0.952 0.995 0.982 0.012 SKS 
0.968 0.997 0.988 0.009 RKS 
Table 5.8: Statistical data of form and shape of glass ballotini obtained by micrometry 
For spherical particles, such as the ballotini considered here, the value of SKS in 
Table 5.8 is equal to the aspect ratio in the plane 1 1 3, while the roundness is given by 
Eq. 3.31. As mentioned in Chapter 3, the values of sphericity and roundness of small 
ballotini were found to be slightly higher than corresponding values for large ballotini. 
During the milling process, the mean size of the small milled ballotini decreased from 
1.36 to 1.20mm (Table 5.8). The minimum size of small milled ballotini were a bit larger 
than the corresponding value in a fresh condition, but it was determined on a sample of 
only 34 particles, whereas the determination for the fresh condition relies on a set of 70 
particles. This discrepancy confirms 70 as the minimum advisable number of particles 
for capturing the size distribution of this type of aggregate (Fig. 5.9). 
iii. Roughened ballotini 
Large and small ballotini of controlled roughness were subjected to micro-compression 
experiments. Three methods to control the roughness of the particles were considered: air 
jetting, sand-steel milling and etching. In each case, a series of preliminary experiments 
was completed to optimize the roughening technique, and were carried out using mainly 
large ballotini, repeating only a few experiments and measurements on the small ballotini. 
In fact, because of the smaller surface curvature of the large ballotini, their roughness 
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could be easily and accurately investigated by interferometry over an area of sufficient 
extension, whereas the greater surface curvature of the smaller particles was a constraint 
on the maximum horizontal extent of the image captured by the interferometer. 
Acceptable interferometry images of the large ballotini could be obtained using the full 
screen option of the Fogale-Nanotech (2005), i.e. a field of view (width x height) of about 
125 x 95µm, when an objective magnification 50x was set. In contrast, the roughness of 
the small ballotini could always been measured over a limited field of view, e.g. sizing 
the image within 75,tim x 75p,m, with the objective magnification 40x. However, the 
quality of the images of small ballotini given by the interferometer was near the threshold 
of acceptability defined above (max unmeasured area less than 30% of the gross image), 
and some images had to be discarded. Moreover, the state of cleanness of the particle, 
and the gas bubbles, always trapped in the solified pasta of a soda lime glass (Pilon and 
Viskanta, 2003), dramatically affected the measurements on the small ballotini. Their non 
uniform roughness, combined with the narrower field of view was a limitation in respect 
of the representativeness of the medium value of roughness recorded by the software. 
Cleaning the as supplied ballotini. The as supplied ballotini could be affected by 
films of oil or other contaminants on their surface. Hence, in order to get consistent 
results, they were always cleaned before undergoing optical measurements or mechanical 
tests. Typically optical measurements were carried out on single particles, and, in such 
cases, a single ballotini was cleaned using a cotton swab wetted with butanone, rolled 
on a clean cotton handkerchief, and handled only by means of gentle use of clean sharp 
tweezers. When a large number of particles had to be cleaned (e.g. to prepare samples 
for triaxial tests) the following technique was adopted. 
1) 250g of ballotini were put in a beaker. 
2) The beaker was filled with butanone to submerge the ballotini. 
3) The assembly in the beaker was agitated for one minute using a flexible inox 
spatula. 
4) Then the ballotini were rinsed for 5 minutes under tap water. Butanone that 
evaporated from the cleaning liquid was steadily sucked out from the working space by 
an efficient air-extractor, in order to avoid any inhalation, throughout stages 2, 3 and 4. 
5) Afterwards the ballotini were rinsed under deionised water for about 1 minute 
through a sieve with openings of 600µm. 
6) The ballotini were oven dried for 12 hours at 105°C without fan assisted circulation, 
and cooled at room temperature for at least 3 hours. 
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Using a shape motif sm=28pm, the flattened roughness RMS f of ballotini as provided 
varied between 50pm and 100pm, with an average value of about 80pm and a standard 
deviation of 15pm, whatever the size of the particle. A typical set of outputs, obtained 
for large ballotini by optical microscopy and interferometry, is shown in Fig. C.1. 
Air-powder jetting. An abrasive unit (S.S. WhiteTM Model-K), was used to roughen 
some grams of large ballotini. This technique produces abrasion of a hard surface by 
means of the impact of air carrying some blasting powder (aluminium oxide particles, 
size 10 — 50pm), propelled at very high speed through a nozzle. After 30s and 1 minute 
of jetting, values of RMS f around 70pm and 180pm were measured (Fig. C.2). After 
30s, the increase in roughness was not significant, but become relevant after 1 minute. 
This technique was judged unsuitable in terms of the uniformity of the treatment and 
the processing speed to create a mass of roughened aggregate. 
Sand-steel milling. In this technique, glass jars with a volume of 700cm3 each, were 
filled with 250g of as provided ballotini. 250g of quartz sand LBS 16/30 (Table 5.3) and 
fifteen 10mm steel spheres were than added to each. When small ballotini were milled, 
LBS 16/30 sand was replaced by the more angular Toyoura sand (Table 5.3). The two 
beakers were clamped to a horizontal axis actuated by an electric motor, and were rotated 
with a frequency of 57 revolutions per minute, for 24 hours. After about 5 processes, the 
jars needed to be replaced, because of the initiation of fractures on their walls due to the 
impact of the steel balls. 
The glass jars were easy to clean, and the material generated by the slight erosion 
of their walls was not judged a source of contamination because of its similarity to the 
material eroded from the ballotini during milling. However, only fresh, clean, sand was 
used each time and then the ballotini were separated from the sand and steel spheres by 
dry sieving. Finally, the ballotini were rinsed under tap water for 5min, oven-dried for 
6-12h, and cooled at room temperature for at least 5h. After a single treatment of 24h, 
the milling sand used was disposed of. 
Fig. C.3 shows the increase in roughness of the large ballotini by milling. The 
increase of roughness was significant and, after 24h, the value of R.71/SF increased to 
about 300pm. Hence, when compared to the mean value of the fresh ballotini, there was 
a three-fold increase in roughness. However, the apparent efficiency of such a method 
dropped significantly for the small ballotini (Fig. C.4), the RMSF of which did not 
increase more than two-fold. 
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Actually, the ratio between the final and the initial roughness of the particle in Fig. 
C.4b, must be in the interval 187/100 — 187/50 = 1.9 — 3.7. The actual value of this 
ratio depends on the initial roughness of the apex focused in Fig. C.4b, which could 
not be captured. Therefore, the initial nominal roughness RMSF = 80pm has been 
considered. It is the average of the values of flattened roughness measured on different 
pieces of virgin surfaces, and the value RMSF = 66pm in Fig. C.4a is only a typical 
value of a single measurement, and is not related to the same apex of Fig. C.4b. 
To better understand the phenomena related to the milling technique used here, an 
energy balance was carried out. 
Free and milling surface energy relation. The total energy Ept supplied during 
a milling process of duration Tm is the sum of the amounts of the elementary potential 
energy ,AUi recovered per spinning cycle: 
n= f Trn 
Ept = 	DUZ = 	M sb Alms)AHTinfr 	 (5.3) 
i=1 
where: 
q is the gravitational acceleration, 
M9b , M sb and Mms are the masses of ballotini, steel balls and milling sand, respectively, 
AH the rise of the centre of masses of the whole system in a half spin, 
fr the frequency (number of revolutions per unit of time). 
For the cylindrical beakers used, the value of OH is roughly given by: 
OH = hb(1 — d f ) 
	
(5.4) 
where hb is the height of the beaker and c/1  its degree of filling, varying in the range 
0 < d f < 1. For d1  = 1 	AH = 0, and no potential energy increase, or milling work, 
occurs because of kinetic constraints. For d1  = 0 	OH = AHnia„ = hb, and the lack of 
mass reduces the potential energy increase and the milling work to zero. A value of the 
degree of filling of 0.5 was assumed for the milling technique described above. 
The energy absorbed by the mass of ballotini during the time 0 < t < Tm can be 
taken as: 
E  Epb(t) = 
M9b 
±PtA( s)  bit +1- gbitims = frt x hb(1 — d f )Wgb 	 (5.5) 
with Wgb the overall weight of the ballotini aggregate. The energy Epb(t) is respectively 
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spent in the production of kinetic energy Mgbv2/2 (with v the average maximum speed 
reached by the flow of aggregates in the beaker), and turbulent, dissipative work, which 
in turn is the sum of frictional work Epbf (t) and gross fracture energy Epbm(t). The 
former resulting in the production of heat and the latter in the creation of new surfaces 
of the milled particles. Hence, the following relation applies: 
Epb(t) = M gbV 2 12 Epb f (t) Epbm(t) 	 (5.6) 
The kinetic energy Aigbv2/2 and the frictional work Epbf (t) are not easy to evaluate. 
Therefore a dissipation factor 77 has been introduced to relate the energy absorbed by 
the mass of ballotini at time t to the corresponding gross fracture energy: 
Epb(t)/n = Epbm(t) = 7,8S(t) 	 (5.7) 
Where 2'm is the milling surface energy, and 0 < SS(t) < AS is the new surface of 
ballotini created after a milling duration 0 < t < Trn. The value of the dissipation 
factor can vary in a broad range, but it is certainly a large number, considering that the 
largest amount of mechanical dissipation in this technique must be due to the kinetic and 
frictional features of the granular flow in the spinning beaker. However, for the particles 
considered, the smallest term of the right side of Eq. 5.6 is the gross fracture energy. 
We can infer this by replacing the granular mixture in the beaker with an equal volume 
(350g) of water and checking that a considerable effort has still to be made to sustain the 
spinning of such a frictionless and unbreakable element, although the spinning mass has 
been reduced by about 70%, i.e. = 100 x 350/(250 + 250). Therefore, the energy spent 
on creating a new surface of ballotini is expected to be minimal in the global energy 
balance, probably lower than 10% of the whole energy supplied, and, as we will see, the 
order of magnitude of ri must be in the range (10 — 100). 
By equating Eq. 5.5 and Eq. 5.7, we can write: 
-ysigSS(t) = f r t X hb(1 — df)Wgb/r1 	 (5.8) 
Eq. 5.8 tells us that the overall increase of surface during the milling time 8S(t) is 
equal for small and large ballotini (i.e. it is independent of the size), and, for the same 
amount of energy supply, is only related to the fracture surface energy of the glass and 
the dissipation factor. 
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On the other hand, smaller ballotini have a larger total initial area So than the same 
mass of larger ballotini. Hence, the smaller the size, the smaller the ratio bS(t)/S0 for 
a given milling time. This explains the apparent decay of efficiency of the system when 
the size of the treated material is reduced. 
We can consider now the elementary surface of a rough particle as proportional to the 
square of its flattened roughness. Doing this, we approximate the actual real elementary 
surface over an area (5x x by of the projected surface of the particle (on the average i.e. 
flattened plane) to a pyramid of height RMS f and base (5x x by. Hence, the ratio between 
the real surface of the ballotini, at any stage of milling, and the real surface So of the as 
provided ballotini can be expressed as: 
So + 8S(t) 	RMS ft 2  
S0 	Rit/iSf o 
(5.9) 
Where the values of the flattened roughness, respectively, RMS fo of the as provided 
ballotini, and RMS ft , at the t time of the milling process, are experimentally known 
variables. Thus, the right term of Eq. 5.9 is equal to a measurable dimensionless number 
r f (t) > 1, recordable during the milling process, and the following relation: 
88(t) = [r f (t) — 1] So 	 (5.10) 
applies. The as provided ballotini have an extremely low value of RMS fo. Hence, for the 
purpose of the present analysis, these particles, in their fresh state, can be considered 
as smooth spheres. This statement has also been proven by the sensitivity analysis 
mentioned later in this section. Therefore, we have: 
so = 6147b / (dm I L ) eanr-b, (5.11) 
where dmean  is the average diameter the considered ballotini (2.70mm and 1.20mm respec-
tively for large and small ballotini) and itb is the value of their density (i.e. 25.7kN/m,3 , 
Table 5.7). By substituting the value of 85(t) given by Eq. 5.8 in Eq. 5.10 and accounting 
for Eq. 5.11, the following equation holds: 
Erb(t) 
n'Ym [6Wb/(dmeariltb)] 	r f (t) 	1  
(5.12) 
where only the variables 77 and rym are unknown, the others being experimentally mea-
surable. 
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Time-dependency of milling surface energy. In contrast to the fracture surface 
energy, which is a property of the material, the milling surface energy defined by Eq. 5.12 
is not constant during the milling process and it increases with the milling time. During 
milling, the work supplied to the system to balance the gross fracture energy, is not only 
entirely spent in increasing the roughness in accordance with a grinding process, but is 
also dissipated in term of chipping of the new asperities created by the grinding process 
itself. 
In consequence, Eq. 5.9 is strictly valid only in the very early stages of milling, when 
the fine grains of angular sand randomly erode the surface of the material, creating a 
sequence of sharp protrusions (Figs. C.3a,b), and the milling process is basically due to 
grinding. As we can infer by the example of Fig. C.3, in a more advanced state of the 
milling process, the roughness of the ballotini loses its pyramidal nature, because of the 
chipping of the highest asperities, and becomes unstable under the effect of the milling 
mass. Thus, a stage of chipping allows the surface to recover a more compact and resistant 
shape, but, at the same time, also grinding continues (Figs. C.3c,d). At this mature stage 
the model of the pyramidal roughness is incorrect and Eq. 5.12 does not apply, unless we 
consider a time-dependent milling surface energy, as has been proposed above on the basis 
of experimental evidence. However, if Eq. 5.12 is used, the experimental determination 
of -y„, is not possible without a realistic assessment of the fracture surface energy -y f .  
In turn, -yf  is related to the free surface energy -y, the latter being related to the work 
supplied for breaking the material at an atomic level, whereas the former, which is much 
larger, accounts for the energy input in the system at a molecular scale. 
A sensitivity analysis was carried out to evaluate the effect of the energy dissipated 
by friction on the values of the milling surface energy, and the experimental data for 1, 
5, 18, 24h (Fig. C.3), were processed as in Fig. 5.10. Values of 77 respectively equal to 
10 and 100 were assumed as extreme cases. 
Linear interpolation of the values of -yrn(n, t) gave the patterns of the function: 
= 'Yf sig 	ct 	 (5.13) 
that describes the increase in milling energy with time. The intercept of this function 
gives the amount of energy requested at the initial time St 	0 just for producing the 
first grinding of the sharp sand particles on the virgin surface of the glass, at a stage 
when chipping is not occurring. In these conditions the pyramidal mode for the rising 
221 
400 milling 
surface 
energy 
300 
Ym 
(1\j/m) 200  
--- 0  11=  10 
— • 11= 50 
— • 11=100 
R2 -0.98 
CPS 
0 
7st, c t 
C 
(N/mh) 
(Min)t 4.5 9.0  
7f slg 
100 
44.8 
0.29 
0.15 
10 	15 	20 
	
25 
milling time t (h) 
Figure 5.10: Effect of the dissipation factor 77 on the evaluation of fracture surface energy 
-y fsig of soda lime glass ballotini 
roughness applies and the intercept of the linear regression must give the values of the 
fracture surface energy of the material for different values of ii. 
However, as its uniaxial compression strength, the free (7 fsig ) and the fracture (-y8/9 ) 
surface energies of the glass are not easy to determine because of its peculiarly high 
instability when a fracture is initiated in it (Gordon, 1976). Some values of free surface 
energy y f and fracture surface energy -y for different materials are listed in Table 5.9. 
For the fractal framework implemented by Scavia (1996), y depends on the depth of the 
fracture created (size in Table 5.9), whereas -yf is an intrinsic property of the material. 
Shand (1965) was able to measure the energy spent on the brittle creation of mi-
croscopic flaws on the surface of lime soda glass, but the depth and the length of these 
flaws was respectively 354m and 250pm. He reported a value 7f819=  0.25N/m. Recently 
Le Bourhis (2008) suggested for -y fsig the range of 0.4 — 1N/m. 
Holloway (1968) highlighted that at a microscopic scale plastic flow exists in glass even 
at room temperature and observed that in cases of light scratching producing intersecting 
furrows the first furrow appears to have been filled up by material displaced from the 
second. At such a scale he suggested a value 7 = 4N/m. He did not describe the nature of 
the glass he used in his experiments. Finally, for glass, Gordon (1976) suggested the value 
7 = 6N/m. Summing up we can see that the average value of 5N/m can be considered 
to characterize the fracture energy of glass. 
From Fig. 5.10, we can see that if the energy spent in milling the ballotini is the 
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element 
soda lime glass 
soda lime glass 
borosilicate glass 
glass 
glass 
glass 
fused quartz 
water 
steel 
silicon nitride (Si3N4) 
Carrara marble 
Carrara marble 
sandstone 
Fointainebleau sandstone 
polystirene 
polystirene 
teak wood  
	
energy (N/m) size (mm) 	 reference 
fracture 'y 
0.035 	 Shand (1965) 
Le Bourhis (2008) 
Le Bourhis (2008) 
6 	 Gordon (1976) 
3.5-5 Wiederhorn (1968) 
4 	 Holloway (1968) 
3.7 Chelidze et al. (1994) 
0.073 	 Mate (2008) 
1 	105-106 
	
Gordon (1976) 
43 Lange (1973) 
60 	0.48 X 50=24 	 Scavia (1996) 
35 Chelidze et al. (1994) 
150 	0.48 X 50=24 	 Scavia (1996) 
7-27 Chelidze et al. (1994) 
960 	 Kendall (1978b) 
1000 3 	Tattersall and Tappin (1966) 
6 x 106 
	
3 	Tattersall and Tappin (1966) 
surface 
free ryf  
0.25 
0.4-1 
0.63 
1.0 
Table 5.9: Typical values of different types of surface energies 
1% of the whole energy provided to the milling system (i.e. n = 100), a typical value 
=- 5N/m is confirmed by the proposed analysis. 
The analysis developed above provided two findings that seem to be of interest for 
the milling technique: 
1. roughness does not increase linearly with time and an optimum time can be as-
sessed; 
2. the greater amount of the milling energy is spent in frictional work associated with 
the granular flow, and only 1% of the mechanical energy provided is used in the 
creation of new surfaces. 
In spite of the high dissipation, point 2 is the strength of the milling technique, if 
we desire to control roughness in a manner similar to a natural phenomenon, when the 
surface of a sedimentary grain is gradually changed, over an enormous amount of time, by 
the gentle erosion associated with great dissipation of mechanical energy (e.g. hydraulic 
or aeolian drag and impact). 
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iv. Etched ballotini 
The roughness of large ballotini was also controlled by etching them in a solution of 
hydrofluoric acid (H2F) diluted in water at 4 different concentrations (1, 2, 10, 40%). Four 
immersion periods were used, respectively 20s, lmin, 10min, lh, 3h. After intense rinsing 
under tap water, oven drying, and cooling at room temperature, the etched ballotini were 
examined using optical microscopy and interferometry. The results obtained by these 
techniques are shown in Fig. C.5, where the main visual outputs are arranged according 
to a matrix in which the rows correspond to the concentrations and the columns to the 
immersion periods. The values of roughness obtained by interferometry have been plotted 
in Fig. 5.11. 
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Figure 5.11: Results of the measurements of roughness of large ballotini, etched using 
hydrofluoric acid 
In comparison with rotational milling, the etching technique allowed the roughness 
of the ballotini to be increased to higher levels. For instance, after lh of immersion in a 
solution of H2F at 10%, the flattened roughness RMS f reached values around 1300nm, 
i.e. more than four times the values of flattened roughness measured on large ballotini 
224 
after 24h of rotational milling. The limitations of etching are discussed in Section 5.7.3. 
v. Crushed ballotini 
In order to obtain an artificial aggregate of the same nature and size as the small ballotini, 
but being highly angular the large ballotini were crushed by hand in a ceramic mortar 
(Fig. 5.12). 220g of large ballotini was ground under water, during 12 stages of 5 minutes 
each. At the end of each stage the fragmented mass was sieved under water and: 
a) the fraction with sieving size d2 coarser than 1.4mm was reintroduced in the mortar, 
b) the fraction passing 1.4mm and retained at 1.0mm was separated, 
c) the fraction passing 1mm, and retained at 0.063mm, was reintroduced in the mortar, 
d) the fraction finer than 0.063mm was discarded. 
Hence, after each stage, only fraction b) could been accepted as part of the required 
sample of crushed ballotini of the desired size. However, the recycling of fraction c) and 
the extraction of fraction d) from the mass undergoing pestling improved the subsequent 
production of fraction b). In fact, the mass of fraction b) was minimal at first and 
increased gradually stage by stage. However, in the penultimate and in last stages, the 
residual amount (a) of particles coarser than 1.4mm was low and the production of new 
fraction c) dropped to under 5g per stage, so it was more convenient to start another 
process with fresh large ballotini. Using this method, an amount of about 80g of crushed 
ballotini of 1-1-4mm size could be produced in two hours (12 stages of 5 minutes plus 
one hour as overall time spent for sieving under water). At the end of the 12th stage, 30 
and 70g were roughly the masses of the fractions a) and c). Therefore, about 40g was 
washed out as finer than 0.063mm. When a new process was started, the 30g of residual 
fraction a) could be recycled as a constituent of the initial mass of 220g. In this case 
a similar production of 80g of crushed ballotini could be obtained by about stage 10 of 
pestling. 
The process was time-consuming, particularly because of the water required to prevent 
glass powder inhalation. It took at least 3hours to produce a sample with a diameter of 
38mm for a triaxial test. However, other alternative processes (e.g. mechanical milling) 
were attempted, but were found to be inadequate. The procedure to follow for the 
production of such an aggregate was defined and optimized by the writer after several 
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Figure 5.12: Crushed ballotini (parent aggregate: large ballotini 2.5<d2<3.0mm) 
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Figure 5.13: QicPic output for the gradings of crushed ballotini 1 — 1.4mm and the finer 
particles generated during the pestling process and retained at the 0.063mm sieve 
attempts, and the same procedure was used during the experimental project developed 
by Chan (2007). 
Figs. 5.12a-b show optical microscope images of crushed ballotini, respectively within 
the fraction 1 < d2 < 1.4mm and 300pm < d2 < 425mm. The shapes of both sizes 
particle were very similar. However, both the fractions have rather uniform, highly 
angular, non-fractal (i.e. D f <1 by Eq. 5.1), size distributions. The size distribution of 
the whole mass of pestled particles c) in the above list (fraction 0.063 — 1.0mm) was also 
found to be non-fractal. The size distributions for fractions b) and c) are illustrated in 
Fig. 5.13. 
The visual perception of the similarity between two classes of fragmented ballotini 
(Figs. 5.12a-b) was confirmed by the numerical values of roundness and sphericity (Table 
5.10), obtained by applying IMR (Section 3.4.3) to the same batches of QicPic outlines 
used for the size analysis (Fig. 5.13). 
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fraction sphericity SKs roundness RKs percentage of uncorrected number 
drain dmax mean standard mean standard corrections mean of outlines 
(mm) (mm) values deviation values deviation (%) roundness measured 
1.000 1.400 0.64 0.16 0.19 0.13 13 0.18 1000 
0.063 1.000 0.58 0.20 0.20 0.16 22 0.16 1000 
Table 5.10: Values of shape descriptors of crushed ballotini 
The difference of the mean roundness of the two fractions (Table 5.10) is in the 
order of the precision of the measurements (i.e. 0.01). The values of mean sphericity 
differed by less than one class interval (i.e. 0.10). The relatively small values of standard 
deviation reflect the uniformity and self similarity within each fraction. The percentage 
of corrections required for values of roundness in the interval between —0.1 and 0.0 is 
acceptable, causing a consistent variation in the mean roundness of less than half a class 
interval (i.e. 0.05). Summing up, the image analysis confirmed the similarity of the grains 
of the two aggregates. This conclusion implies that if all the components of the material 
fragmented by pestling are considered, its grading distribution must obey the model 
introduced by Turcotte (1986), who proved that a cube generating fragments of 8 similar 
cubic particles, and so on, generation by generation, produces a fractal distribution with 
dimension D1 = 2.0 (whereas, for natural less fragile particles, values of Df = 2.5 are 
expected, the theoretical upper bound of D1 being 3.0). 
The experimental proof of the latter prediction was obtained by checking the grading 
of the ballotini crushed with a different technique. 100g of large ballotini were pestled for 
1 hour in the ceramic mortar under water. At the end of the process the sample was oven 
dried and, after the evaporation of the water, the whole fragmented material, including 
the finest glass powder produced, was recovered and sieved according to BS/ISO 3310. 
The grading curve obtained is plotted in Fig. 5.14 and compared with the original 
uniform distribution of the large ballotini. A fractal dimension of 2.2 was obtained for 
the crushed distribution and this confirmed the fractal property of whole mass of crushed 
ballotini. The experiment described above proves that the dashed curve in Fig. 5.13 is 
not fractal because of the lack of the finest particles, washed out at each stage, during 
the extraction of the fraction 1-1.4mm. 
5.4.4 Other types of ballotini 
Other types of ballotini were also used during the current research: crome-steel ballotini 
and zirconium ballotini. In Table 5.11 some features of these two materials are listed. 
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Figure 5.14: Fractal property of an aggregate produced by intense fragmentation of soda 
lime glass large ballotini 
These data correspond to the nominal values given by the producers. Crome-steel bal-
lotini were mainly used to verify the reliability of the prototype apparatus for friction 
presented in the next chapter, whereas zirconium ballotini were used in the experimen-
tal programme of particle compression. The steel ballotini are ball bearings produced 
by Thomson Precision Ball Company, LCC. (U.S.A.) in the size of 3/32" (2381pm) and 
1/16"(1588µm) and were also used by O'Sullivan (2002). The zirconium ballotini were 
provided by Sigmund Lindner GmbH. 
material 
other denomination 
density 
Young's Modulus 
abrasion after 9h grinding 
hardness 
hardness 
small size 
large size 
crome-steel 
AISI E 52100 
78.1 kN/m3  
210 GPa 
64 (Rockwell C) 
848 (Vickers) 
1.59mm 
2.38mm 
zirconium 
yttrium stabilised 
30.0 kN/m3  
85 GPa 
2.7% loss of weight 
7 (according to Mohs) 
1.0-1.2mm 
Table 5.11: Properties of crome-steel and zirconium ballotini 
5.5 Custom-made compression apparatus 
Uniaxial compression of natural and artificial particles was carried out using a new 
custom-made apparatus, the features of which are shown in Fig. 5.15 and Table 5.12. 
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Figure 5.15: Particle compression apparatus 
operative condition 
upper platen 
lower platen 
lower platen movement direction 
platens approaching speed 
lower platen max. excursion 
data logger software 
LVDTs 	number 
repeatability 
excursion 
max. voltage 
conversion ratio 
calibration 
load cell A: capacity 
precision 
machine-cell stiffness 
calibration 
load cell B: capacity 
precision 
machine-cell stiffness 
calibration 
displacement control 
fixed 
power-driven 
up/down 
1-15 mm/h 
50 mm 
Triax 
3 
fpm 
10 mm 
7.5 Volt 
0.4, 0.4, 1.2 Volt/mm 
micrometric caliper 
4.50kN 
0.1N 
1.7N/pm 
Budenberg apparatus 
70N 
0.01N 
0.5N/pan 
standard weights 0.01-60N 
Table 5.12: Features of the particle compression apparatus 
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Some of the features of this machine were specified following the results of the theo-
retical study described in Chapter 4. For instance, the introduction of a smooth contact 
between the lower platen and the load cell, is aimed at limiting tangential forces at the 
contact between irregular particle and the platens. In such a case, the particle can rotate 
at the beginning of the compression, while the lower platen experiences a small transla-
tion. This translation would be promoted by the low value of friction along the smooth 
metal contact, typically smaller than the value of friction between the particle and the 
platen. Limited tangential forces at the contact improve the consistency of the compres-
sive experiments, because shear between the platen and the particle would cause damage 
to the asperities. The three LVDTs allow accurate measurements of the inter-platen 
distance, even in the case of a slight rotation of the lower plate, when the particle is not 
well centred. 
Two load cells were used, labelled A and B in Table 5.12. Load cell A is a normal 
load cell for triaxial apparatus, whereas load cell B is a special load cell, custom designed 
and manufactured by Mr. Steve Ackerley (2008) for the current study. Details on this 
load cell will be given in the next chapter, since it is similar to other load cells made by 
Mr. Ackerley (2007) to equip an apparatus used for measuring inter-particle friction. 
5.5.1 Recording the displacement-load curve 
The experimental data gave values of load and displacement. The displacement values 
included data on the motion of the platen prior to engagement of the contact. Con-
sequently, to plot the load-displacement data for the particle response, an estimate of 
the displacement S7.1  at which the particle starts to react to the compressive load was 
required. A precision of at least +0.1N is needed to capture the initial response when 
the crushing load is larger than 10N. The use of load cell A (Table 5.12) fulfilled this 
criterion and at the same time it is stiff enough to capture a possible softening stage 
when the asperities exhibit ductile yielding. However, to estimate the displacement Sri 
with a precision in the range of 1-10µm, the precision of load cell A was insufficient, and 
load cell B in Table 5.12 had to be used. In this latter case the apparatus set up for 
the current research was not expected to capture softening of the contacts because of the 
limited stiffness of the load cell. The needs of a relatively high stiffness of the apparatus 
to capture softening can be deduced from a consideration of energy. After the yielding 
strength is reached, a possible ductile failure can be captured only if the post yielding 
energy absorbed by the particle (light+dark grey areas in Fig. 5.16) is larger than the 
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Figure 5.16: Brittle failure when the particle unloading stiffness KZ is higher than the 
apparatus stiffness K;71.„ and softening captured if KZ <KZ 
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Figure 5.17: a) Main features affecting the stiffness of the compressive machine, b) 
estimation of the cell-machine stiffness using the load cell A and a low value of inter-
platen speed 
energy released by the machine in expansion (dark grey area in Fig. 5.16). 
5.5.2 The stiffness of the machine 
When the apparatus compresses a right cylindrical specimen, the specimen undergoes 
axial contraction, whereas a more complex type of deformation occurs in the apparatus. 
In the compressing machine, pistons, arms and platens, aligned on the axis of the spec-
imen, experience compression, while in the frame there is a flexural and tensile state of 
stress. This is shown in Fig. 5.17a, where the specimen has been imagined of zero height, 
i.e. the two platens are in contact. 
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Because of the geometrical features of the machine (cross-sectional areas Af , Aa and 
the moments of inertia Jf, Ja), the overall extension of the frame under the load N 
is insignificant compared to the contraction (5a of the pistons, arms and platens, the 
global stiffness of which we will call K. Hence, we can say that, approximately, the 
stiffness of the machine coincides with the overall stiffness 10: of its compressed elements: 
Kan = NI8a . If a load cell of stiffness Kr is inserted within the series of the elements 
compressed (Fig. 5.17a), the overall axial contraction (5, under the load N increases to 
the value: 
6.„= (5a + 5/ 	 (5.14) 
where 6 is the contraction of the load cell. By expressing displacement of the load cell-
machine system in terms of force and stiffness, an expression for the machine stiffness is 
obtained as follows: 
N N N 	 1 1 = — 	 = 11( R , + , Ki , d. K r (5.15) 
This equation shows how the stiffness of the system is dramatically affected by the 
stiffness of the load cell, which is expected to be more than ten times lower than the 
stiffness of the compressed elements (i.e. 	< Kan/10). The measurements of the 
independent stiffness Kra' and Kr are not of interest for the current research, however, 
the value of the overall stiffness KZ is needed and was estimated as follows. 
1) The machine was set up with clean empty platens, compression commenced, and 
the approaching distance and the time were recorded using the three LVDTs (Fig. 5.15). 
2) After the initial contact of the two platens, a series of compression and extension 
cycles was applied, keeping the absolute value of the speed of the piston constant (Fig. 
5.17a) and maintaining the two platens in contact (N > 0). 
3) The data retrieved by the experiment were processed. Firstly, the average ap-
proaching speed va was determined (grey dots in Fig. 5.17b) for the stage where a value 
of N = 0 was steadily recorded. Secondly, considering that, in the displacement control 
option, the machine is able to compress at an almost constant speed of the piston up 
to its maximum capacity, the correlation between the measurements A, Ni) and (ti , 
was retrieved (i.e. 8, = ti/va). 
4) The value of Km was determined as the average slope of the loading stages in the 
(8, N) plane. 
Working with an approach speed va of 5.2mm/h, a value Km = 1.5N/pm was deter- 
232 
-o 1000 
800 
600 
400 
200 
2000 - 
1800 - 
1600 
1 1400 
1200 
a) 
0 
0 
average speed' 
— 25.5mmlh 
• B 
100 	200 	300 	400 	500 	600 	 0 	0.1 	0.2 	0.3 	0.4 	0.5 
time tp (s) load cell-machine contraction 8 (mm) 
b) 
100 	2000 	- 
80 ..i 	1800 	- 
60 g 	1600 	- 
40 '—' 	'i 1400 
020 s...8 	.., 12 .. 
-= 
100  - 0  ,
-20 E 	'c0 800 
-40 i 	600 
-60 r; 	400 
-80 V. 200 
100 0 1 
Figure 5.18: Estimation of KZ using the load cell A and a high value of inter-platen 
speed 
mined for the load cell A (Fig. 5.17b). lc, was found to be almost insensitive to va, and, 
for va, = 25.5mm/h, Km increased to only 1.8N/ttm (Fig. 5.18). Hence, an average value 
Krrin=1.7N/pm was assumed to characterize the machine-load cell stiffness. However, 
these measurements are somewhat approximate, and the non-linearity and hysteresis in 
Fig. 5.18b are also affected by the fact that the average speed of the three LVDTs do 
not drop instantaneously to zero when the platens get into contact (Fig. 5.18a A-B). 
This feature is due to a lack of precision in centring the lower platen on its smooth sup-
port, and the same bias is also the reason for the minimal decrease of approaching speed 
between points B and C in Fig. 5.18a. 
The load cell is out of the displacement field measured by the LVDTs (Fig. 5.15), 
hence the precision of the LVDTs measurement is unaffected by the non-linear response 
of the load cell (Fig. 5.18b). While the non-linear response may affect the capability 
of the apparatus to control the inter-platen speed, any resulting error is not considered 
significant here. 
The same procedure was repeated for load cell B, and similar patterns were obtained. 
In (Fig. 5.19) the values of stiffness versus the applied load N varying in the range 
0 — 70N are plotted. An average value .1-c17 = 0.55 2-=' 0.5N/pm was found. 
5.5.3 Precision 
Any instrumental measurement involves error. Accuracy, precision and resolution are 
important features of any measurement and are precisely defined and analysed in the 
literature. A clear explanation of these features can be found in Dunnicliff and Green 
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Figure 5.19: Stiffness Km of the apparatus working with the load cell B 
(1993). 
The precision of the two load cells (A and B) is meant here the intercept of the 
unloading curve (5, N) of a cyclic load test. This value was higher than the resolution 
of the output values of the load cells and it was found to be fairly independent from 
the maximum value of force Nmax reached during the loading stage and equal to the 
fluctuation of the measured load about the zero point, when the platens are detached. 
5.5.4 Calibration 
The results of the calibrations of load cells A and B and of the three LVDTs are shown 
in the figures of Appendix D. Load cell A was calibrated for normal loads in the range 
0-1300N using the Bundenberg machine (Fig. D.1). Load cell B was adopted for the 
refinement of experiments on the normal stiffness of coarse sand size particles under 
low loads (1-5N). It was carefully calibrated for normal loads in the range 0-4N (Fig. 
D.2), using a series of small reference brass weights. Weights of 1, 2, 5, 10, 10, 20, 50, 100 
and 200g were gradually added and removed by the lower platen, with loading-unloading 
cycles at load values of 0, 0.010, 0.029, 0.078, 0.177, 0.275, 0.471, 0.961, 1.942 and 3.904N 
was created. 
Both the load cells had a linear load-displacement response, and the hysteresis was 
not higher than the precision (Fig. D.1, Fig. D.2). The reliability of the calibration of 
the two load cells was also checked by varying the values of the applied loads. 
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Figure 5.20: Initial contraction of the two load cells used in the compression apparatus 
The load cells were found to drift over time. Hence, many checks and some repetitions 
of calibrations were necessary to keep the scatter of different measurements within the 
precision of the system. 
For calibrating the LVDTs, a Mitutoyo micrometer head, working in a range of 0 — 
50mm with divisions of 5tim was mounted in a rig. The response of an LVDT is linear 
only within a certain range of measured displacements. For the three LVDTs used the 
linear range was found to be around 15mm and its median point corresponded to 0 
Volts (Fig. D.3). The position at which the LVDTs were mounted on the fixed arm of 
the compression apparatus optimized the working range around the median point of the 
linear response, to achieve the best precision in the data logging. 
5.5.5 Relationship between stiffness and precision 
In Fig. 5.20 the stiffness Km and the precision pN of the apparatus using the two load 
cells A and B are plotted. The slopes of the straight lines that pass through the origin of 
the graph and a point representing a given load cell, LC, is equal to the ratio between the 
precision, as defined in Section 5.5.3, and the stiffness of the apparatus using LC. This 
ratio, which has dimension of a length, is equal to the overall contraction experienced by 
the apparatus and LC in series under the smallest load measurable by LC. An ideal LC of 
zero stiffness causes the overall stiffness 1(74.,, to be zero and, since also its precision must 
be zero, it is represented by the origin of the (KZ, rN ) axes. Despite its lower stiffness, 
the initial contraction using load cell B is three times lower than the initial contraction 
using load cell A. That means that the improvement in precision passing from A to B was 
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greater than the loss in stiffness. The slope of the straight regression line through the 
origin can be taken to be the initial contraction that discriminates the relative quality 
of LC within the set considered. In fact, when a LC is represented by a point which is 
respectively below or above the regression line, the LC performs better or worse than the 
average in terms of elastic energy E„i stored during the initial contraction. Assuming a 
constant value of the overall stiffness at low displacements, we can write: 
E„i = K",ir2N /2 	 (5.16) 
The higher the E„i value the poorer the measurement in terms of accurately capturing 
ductility during the initial stages of compression. High values of E„, promote fragile 
fracture of the asperities, whereas low values of E„, allow ductility during the initial 
damage of the surface to be captured. For the load cells A and B, respectively, Eq. 5.16 
gives values of E„, equal to 3.0Nnm and 0.1Nnm. However, E„i is a rough and incomplete 
index of the performance of a given cell. In fact, according to Fig. 5.16, the relationship 
between the overall stiffness and the stiffness of the asperities is also relevant and removes 
the influence of the Eesi  from the performance of LC at low displacements. In conclusion, 
it seems that an appropriate stage of calibration and stiffness measurements is of great 
relevance for assessing the best way of capturing experimental results of compressive tests 
and to define the limit of applicability of a given LC. 
5.6 	The compression of grains of sand 
Grains of quartz sand were subjected to axial compression in the custom made apparatus 
(Fig. 5.15). Particles of LBSA and LBSB were used initially. These particles are generally 
rather regular. Their response under inter-platen compression was predicted to be non-
rotational (Section 4.5), since their regularity p is generally larger than 0.55 (Fig. 4.4, 
Fig. 4.6). For such particles a simpler interpretation of the experimental data is allowed, 
which was an advantage for the first experiments. Additionally, as highlighted in Section 
5.4.1, the results of the experiments on these soils could be compared with findings 
of previous studies, available in the literature. However, three particular criteria were 
adopted: 
-the definition of the tensile stress o- induced by the axial compression, 
-the definition of the size of the particle considered for the evaluation of a, 
-the method for the shape description of a single particle. 
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5.6.1 Tensile stress 
Lee (1992) proposed that the maximum tensile stress a induced in a particle of size 
d by an axial compressive load N has been generally estimated to be a = N/d2 , and 
the particle strength is defined by Eq. 2.80. This formulation resembles the Brazilian 
splitting tensile strength, but, as shown in Section 2.4.2, Lee's equation overestimates by 
about 60%, i.e. (100 x 7/2)%, the value of a when a cylindrical piece of rock (Ma, 2005), 
of thickness d, axially compressed along its diameter of equal length d, is borough to 
failure. Considering the single curvature of a disc and the double curvature of a particle, 
we can infer that Lee was correct in the direction of his approximation. In fact, under a 
compressive load applied across the diameter of a thick disc, the stresses are almost in 
2D, and only one principal stress is in tension. Whereas, in a sub-spherical particle of 
the same size, a more severe 3D state of stress is experienced, with two tensile principal 
stresses, hence the second invariant of the stress deviator tensor J2 can attain the failure 
stress in pure shear ky (von Mises, 1913) at a lower compressive load. In other words, if a 
diametrically loaded disc splits under a load equal to that applied on a convex particle of 
the same size, the tensile strength of the former must be lower than the tensile strength 
of the latter. 
However, as in Jaeger (1967), Hiramatsu and Oka (1966) determined an equation for 
a which is valid for the splitting strength of a sphere (Eq. 2.75). If we write (Eq. 2.75) 
in terms of d, we have: 
1  = 0.225N/(d 2/4 ) = 0.9N/d2 	 (5.17) 
Consistently, this equation gives a value of a which is in the range between the 
Brazilian strength and Lee's value (i.e. 2/7r < 0.9 < 1). The advantage in using Eq. 5.17 
is that in a natural axially compressed particle, a 3D stress field generally holds, and the 
approximation of the sphere seems to be more adequate than simplifying the Brazilian 
formula on the safe side. 
During the current research, the evaluation of a, was carried out using Eq. 2.75. 
Therefore, regular grains of LBS (p 0.4) were approximated to be spheres with equiv-
alent volume. Compared to Eq. 5.17 Lee's Eq. 2.80 overestimates the stress by 11% (i.e. 
100 x 0.1/0.9)%. 
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5.6.2 Size of the particle 
The size of a particle subject to uniaxial compression was defined to be the geometrical 
average of the sizes of the smallest principal section of the SCC (i.e. the diameters d2, d3). 
The value of the longest diameter was not considered because it seemed reasonable that 
the resistance of an irregular particle in the compressive apparatus is mostly controlled 
by the size of its smaller vertical section. Using the technique proposed in Section 3.3.2, 
at points 1 and 2 related to "Spherical particles", the values of d1, d2, d3 were obtained, 
and the size of the particle was determined as: 
d = 
✓d2d3 	 (5.18) 
This definition of particle size differs from others that have been used in the literature 
for quantifying particle diameters in compression tests. For example, Nakata (2006), took 
d to be the inter-platen distance d3 at the beginning of the test, and, as suggested by 
McDowell (2001), this technique allows refinement of evaluation of particle strength if 
the inter-platen distance at failure of the particle is considered. However, this approach 
does not account for the flatness d3/d2 of the particle, whereas it seems unlikely that a 
blade and a roller, with the same value of d3, could have the same crushing strength. 
5.6.3 Shape evaluation before compression: regularity and as-
pect ratio 
Before the cyclic loading and crushing tests, the sand grains were described using a fast, 
approximate, method, based on the visual estimation of their regularity p (Cho et al., 
2006). To confirm the reliability of this method, the regularity of 15 silica gravel parti-
cles was independently estimated by the writer and another operator (De Lutio, 2008). 
The former had practised visual estimation during several months of previous research 
and carried out the analysis in a time of about 15minutes, the latter was inexperienced 
and was requested to perform the analysis in about 10 minutes. Therefore, a prudent 
estimation of the level of confidence of the method could be inferred. Both the com-
parative exercises were done using the same reproduction of the reference chart, and a 
2x main magnification lens with 4x inserted bifocal. In Fig. 5.21a, 2D views of five of 
such particles, with the corresponding values of p estimated by the writer, are shown. 
The measurements made by the two operators are compared in Fig. 5.21b. Interest-
ingly, we can see that the scatter of the results of the comparative study tends to zero 
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Figure 5.21: Comparative estimation of regularity 
for extreme values of irregularity (0.3, 0.9), when it is easier to agree, respectively, on 
the high angularity of an asymmetrical particle or on the smooth profile of a spheroidal 
grain. For intermediate values of regularity the agreement was poorer, because of greater 
subjectivity in the measurement. 
As well as quantifying regularity, the description of shape relied also on the values of 
aspect ratio given by the 3D measurements of d1, d2, d3 according with the SCC concept 
(Section 2.2.1). The measurements were made using a digital caliper and moving the 
particle gently with a pair of sharp tweezers and a spatula. The caliper can resolve lObtm 
and was used on particles of smallest size of roughly lmm, so the precision was about 1%, 
which sufficed for the purposes of these measurements. However, in the case of smaller 
particles other techniques should be used, such as optical microscopy. 
The regularity of the particle was estimated visually using the reference chart im-
plemented by Cho et al. (2006). Using the same chart a visual estimation of roundness 
and sphericity was also attempted. The precision of this procedure was probably limited 
within one class interval. 
5.6.4 Implementation of shape characterization by the indirect 
method for roundness 
The values of the four diameters d1, d2, d3, d4 (measured using the approach in Section 
3.3.2) for each grain are listed in the table reproduced in Fig. 5.22 in increasing order 
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of size d = (d2d3)°-5. In the list of Fig. 5.22, the relative values of the parameters RKS7 
SKs , p, visually estimated before the tests, are also shown. To check the accuracy of the 
visual estimation of the shape descriptors (Rics, SKs), IMR method was applied. 
For each grain, the value of AR = d3/d1 was calculated and by substituting this value 
in Eq. 3.19 the value of SKs was determined and compared with the corresponding value 
obtained by the initial visual estimation. The SKs values typically varied by between 0 
and 0.25, but, in three cases the variation was about 0.35. 
Therefore, in contrast to the estimation of p, which can be carried out with a level 
of confidence in the range 0-0.1(Fig. 5.21), the values of sphericity visually estimated by 
the writer and listed in Fig.5.22 are inaccurate, and poor if compared with the level of 
precision (0.1, i.e. one class interval) claimed in literature for well trained operators (Rit-
tenhouse, 1943; Cho et al., 2006). The bias in the visual estimation of SKs is consistent 
with the scatter of the range of the 24 measurements (Fig. 5.22), when the sphericity 
values obtained by visual estimation (0.3-0.9) are compared with sphericity calculated 
by applying LAIR to the values of aspect ratio given by QicPic (0.3-1.0). However, a 
quantitative evaluation of the sphericity of these grains of LBS can be made by applying 
IMR to the values of AR retrieved using the caliper (d1, d2, d3, d4). 
The values processed as in Fig. 5.22 also include another correction, to mitigate the 
bias of the visual estimation of regularity. In agreement with Cho et al. (2006), this 
parameter is much easier to estimate than the single descriptors RKS,  SKs, but a cer-
tain bias must affect an undefined number of data among the results obtained here. In 
Fig. 5.23 the ranges of variation of regularity, obtained either by visual estimations or 
by processing with IMR the QicPic data, are shown and a correlation between visu-
ally estimated and QicPic post-processed parameters is proposed. The concept of the 
correction proposed relies on the acknowledged property of consistency within a given 
visually ranked set, in spite of the lack of quantitative precision in terms of absolute 
values assigned. If this feature holds, one-to-one correspondence as in Fig. 5.23 applies. 
The unbiased values of SKs and p gave the values of Rks , derived as 2p — SKs, and 
are listed in Fig. 5.22. Interestingly we can see that: 
-the values of Rk s derived by the detailed analysis proposed here vary in the same 
range of the statistical distributions of roundness in Fig. 5.5 and Fig. 5.24 for different 
types of LBS; 
-the detailed analysis was able to capture the slight difference of roundness between 
fractions A and B of LBS and the less angular LBS16/30, with dispersion that is smaller 
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1 	29066S7 LBS16/30 	Y 	0.98 0.80 0.66 0.89 0.73 0.67 0.3 0.9 0.6 0.53 0.67 0.30 0.50 0.60 0.00 0.23 0.23 45.65 LU4 	NR 
2 	1405655 LBSB 	W/G 0.97 0.84 0.75 0.88 0.79 0.77 0.7 0.7 0.7 0.36 0.81 0.15 0.63 0.59 0.11 0.34 0.11 39.02 L 	NR 
3 61010S2 LBSB 	T 	0.88 0.82 0.80 0.80 0.81 0.91 0.4 0.7 0.6 0.04 0.95 0.15 0.63 0.49 0.06 0.36 0.25 43.92 0.5 S L 	NR 
4 2906656 L13516/30 	Y 	1.38 0.85 0.81 1.36 0.83 0.59 0.2 0.7 0.5 0.50 0.55 0.30 0.50 0.53 0.08 0.30 0.15 47.10 2.4 	LU5 	R 
5 14056S9 LBSB 	G 	1.27 0.88 0.85 0.87 0.86 0.67 0.7 0.7 0.7 0.51 0.67 0.15 0.63 0.59 0.11 0.19 0.03 46.96 1.7 S L 	NB. 
6 2906651 LBS16/30 	Y 	1.64 1.11 0.76 1.56 0.92 0.46 0.5 0.3 0.4 0.62 0.38 0.30 0.50 0.50 0.10 0.12 0.08 25.47 LU I Na 
7 1405658 LBSB 	0 	1.05 0.94 0.92 0.93 0.93 0.88 0.5 0.6 0.6 0.03 0.96 0.15 0.63 0.49 0.06 0.47 0.36 50.15 L. 	NB.  
8 	1405656 LBSR 	0 	1.03 1.01 1.00 1.02 1.00 0.97 0.7 0.6 0,7 0.16 0.95 0.15 0.63 0.56 0.09 0.54 0.35 34.91 S L 	NR 
9 6101051 L13513 	T 	1.30 1.09 0.94 1.21 1.01 0.72 0.7 0.9 0,8 0.56 0.74 0.15 0.63 0.65 0.15 0.14 0.16 20.20 8,4 S L 	NR 
10 2906655 L13516/30 	Y 	1.12 1.05 1.01 	1.03 1.03 0.90 0.8 0.7 0.8 0.40 0.95 0.30 0.50 0.68 0.08 0.40 0.25 20.47 LU4 NR 
11 	1405657 LBSB 	0 	1.37 1.15 0.95 1.13 1.05 0.69 0.5 0.7 0.6 0.35 0.70 0.15 0.63 0.53 0,08 0.15 0.00 25.85 L 	NR 
12 	1405654 LBSA 	B 	1.98 1.48 1.02 1.55 1.23 0.52 0.5 0.3 0.4 0.35 0.45 0.15 0.63 0.40 0.00 0.15 0.15 8.92 13.7 	L 	R 
13 	1305652 LBSA 	Y 	2.22 1.41 1.22 1.46 1.31 0.55 0.9 0.6 0,8 0,74 0.50 0.15 0.63 0.62 0.13 0.16 0.10 47.91 10.8 H L 	NR 
14 	1407654 LBSA 	Yin 	3.88 1.62 1.44 1.48 1.53 0.37 0.6 0.5 0.6 0.74 0.25 0.15 0.63 0.49 0.06 0.14 0.25 26.45 L 	R 
15 1407652 LBSA 	Y 	3.04 1.59 1.57 1.58 1.58 0.52 0.4 0.6 0.5 0.47 0.45 0.15 0.63 0.46 0.04 0.07 0.15 44.8 L 	NR 
16 1407659 LBSA 	W 	3.14 1.85 1.48 2.52 1,65 0.47 (1.4 0.6 0.5 0.54 0.39 0.15 0.63 0.46 0.04 0.14 0.21 14.28 36.1 	L 	R 
17 1407656 LBSA 	Y 	2.59 2.12 1.32 1.33 1.67 0.51 0.8 0.6 0.7 0.73 0.44 0.15 0.63 0.59 0.11 0.07 0.16 16.99 7.9 S L 	NR 
IS 14076S5 LBSA 	BIY 2.62 1.73 1.67 1.72 1.70 0.64 0.8 0.6 0.7 0.55 0.62 0.15 0.63 0.59' 0.11 0.25 0.02 24.09 0.4 II L 	24R 
19 1407658 LBSA 	Y 	238 2.01 1.84 1.93 1.92 0.77 0.2 0.6 0.4 0.0 0.81 0.15 0.63 0.40 0.00 0.21 0.21 18.97 33.7 	L 	R 
20 1407650 LBSA 	W 	2.66 2.21 1.76 1.99 1.97 0.66 0.6 0.6 0.6 0.39 0.66 0.15 0,63 033 0.08 0.21 0.06 30.29 L 	NR 
21 	1407657 LBSA 	B 	2.97 1.98 1.97 1.98 1.97 0.66 0.7 0.4 0,6 0.33 0.66 0.15 0.63 0.49 0.06 037 0.26 15.4 21.1 	1. 	R 
22 14076S3 LBSA 	1  	2.30 2.25 2.03 2.28 2.14 0.88 0.9 0.7 0.8 0.35 0.95 0.15 0.63 0.65 0.15 0.55 0.25 23.84 7.0 S L 	NR 
23 	14076S1 LBSA 	Y. 	2.37 2.25 2.08 2.13 2.16 0.88 0.8 0.6 0.7 0.23 0.95 0.15 0.63 0.59 0.11 0.58 0.35 23.26 8.0 	I.. 	R 
B: black, G: grey, T: transparent, Y: yellow, W: white 	1.34 
BIY: brown-yellow, H: hardening 5: softening 	0.73 
L: load, LU2: load.unload 2 times before fatal loading 2.16 
R: N 	non-rotational R: rotational 	 0.48 
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Figure 5.23: Correction of visual regularity 
than one class interval (0.1). 
Summing up, the values of AR determined, respectively, using QicPic (dF,i,,/dpn,„s) 
and the calipers (d3 /di ) are consistent. The former tool is able to capture the statistical 
distribution of shape decriptors of a multitude of grains, whereas the latter can be used 
for detailed 3D measurements of a single particle. 
We can see that the method proposed here for the characterization of the particles 
which underwent compression tests relies on objective detailed measurement, except for 
the estimation of regularity, which is affected by approximation within one class interval 
(0.1). If this residual subjectivity is not desidered, the value of p can be derived using 
IMR (by Eq. 3.20), and evaluating circularity of representative outlines of the particle 
using the Matlab code listed in Appendix A. However, the latter approach would imply 
to choose a more complex option for the easier and less variable parameter to estimate 
(p), and a much simpler method, involving only four micrometric measurements, for the 
more sensitive parameter describing the 3D form of the grain (SKS ). Such a procedure, 
could probably not allow a substantial improvement. 
A more balanced and valuable option would be to replace the systematic check by 
caliper and reference chart by equipping the compressive apparatus with a camera able to 
capture 3 images of the x, y, z projection of the particle lying on the lower platen, before 
the test. The availability of these 3 images would allow a less time consuming usage of 
IMR, which would rely on more consistent values of AR and C. The determination of the 
latter could be done after the test, by means of image analysis and MatLab. 
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Figure 5.24: Shape descriptors of LBS16/30 
5.6.5 Strength 
The results of the compression tests carried out on grains of LBS are shown in the list 
of Fig. 5.22. The displacement-load plots of the tests are reproduced in Appendix E. 
Using the processing technique introduced by Lee (1992) and adopted by McDowell and 
Bolton (1998), the severity of the effect of the size d on the strength a f was captured by 
a power regression analysis of the values (d, a f ). The results are shown in Fig. 5.25. 
The data for LBSA is too heterogeneous and has too narrow a size range to provide 
a valuable correlation (Fig.5.25a). Additionally, the black coloured grains were found to 
be mostly weaker than the LBSA particles of other colours (see Fig. 5.22). 
As suggested by Wilkinson (2008), the LBSA aggregate considered here is constituted 
by quartz minerals, where the black particles may be flint, the other differently coloured 
grains of the same assembly having more stable chemical bonds. For the latter, a typical 
hexagonal structure of quartz (SiO2) was envisaged by Fenton (2009), who described the 
black particles as a chert of haematite rich microcristalline quartz. These statements 
were later confirmed by SEM images using a Neoscope (2009) (Fig. 5.26). 
If the two black grains are neglected, a rough regression can be attempted as in 
Fig.5.25b. Despite the lack of comparable information on the coefficients of correlation 
in Lee's data, it seems that the strength of this correlation is still poor (R2 = 0.17). 
Moreover the intercept a fi (i.e. the strength of the particle extrapolated for d = 1mm) 
is not consistent with data from the literature. 
However, if the results for LBSB and LSBA are considered within a unique set, 
including also the data from the black grains, the plot in Fig. 5.25c is obtained, and 
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Figure 5.25: Estimation of decrease in strength with increasing size for grains of LBS 
Figure 5.26: SEM images of a brown-yellow (B/Y) and a black (B) grain of LBSA 
(different reflectivity of the two surfaces needed different voltages) 
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the correlation of the regression improves (R2 = 0.22). In such a case, a value of Up = 
31.3MPa is retrieved and this value is consistent with the intercept 31.7MPa, which was 
found by Lee (1992) for grains of LBS with size between 1.1mm and 3.1mm. 
If such a population is further increased by the inclusion of the results of the tests 
performed on grains of LBS16/30, the plot in Fig. 5.25d is obtained. In this case the 
data obtained show another slight increase in correlability (R2 = 0.26), even though the 
intercept a11 does not vary significantly. A similar value of intercept all = 32MPa can 
be estimated in a plot presented by Nakata (2006), where values of particle strength of 
an unspecified type of silica sand, with d in the range 0.26 — 1.5mm, are shown. 
These experiments show also that, despite the differences in roundness, (Table 5.3), 
the strengths of the grains of LBS16/30 (RKS = 0.43) and LBSA-B (RKS = 0.33 — 0.38) 
had a similar correlation with the size. Hence, there is evidence that for quartz particles 
the ultimate splitting strength is not significantly affected by roundness. 
While the intercept stress of the regression line in the log-log plot of the values (d, 
a1 ) was consistent with published data, the slope b of the regression differed. According 
to Lee's formulation, the slope of the regression line represents the severity effect of the 
size on the strength. 
The diameter d of the quartz particles considered here (Fig. 5.22) is intermediate 
between the size of the coarser particles used by Lee and the size of the particles described 
by Nakata, who was able to crush the grains of his fine silica sand see above down to a 
minimum size of dmin = 0.26mm. In Table 5.13 the parameters describing the severity of 
the effect of the size of the particles on their strength are given. In this table the rows are 
ordered for increasing mean size (dmean)  of each set of data (i.e. 1, 2, 3). In Fig. 5.27 the 
values of b, m and dmean are plotted. It is clear that the rate of decay of strength versus 
mean size calculated for each group of tests increases when the mean size increases. 
source size (mm) b m 
n. reference min max mean amplitude 
1 Nakata (2006) 0.26 1.50 0.88 1.24 -0.79 3.8 
2 present research 0.73 2.16 1.32 1.43 -0.62 4.8 
3 Lee (1992) 1.10 3.10 2.10 2.00 -0.36 8.4 
Table 5.13: Descriptors of the severity of size on the compressive strength of quartz 
particles 
The Weibull modulus was found to increase monotonically by more than a factor of 
two over the range size of the three sets of experiments. This result suggests that the 
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Figure 5.27: Size dependancy of the Weibull modulus 
size severity effect on the particle strength is size dependent, which would contradict the 
fractal framework. More experiments should be done to explore this issue. At the present 
stage we can only infer that the severity effect of the size on the strength reduces for 
increasing size and the behaviour of the particles in the set including 1, 2 and 3 obeys 
a multifractal law, by which the severity of the size effect on the particle strength is 
not constant (i.e. fractal) but varies monotonically with the size (i.e. for each size a 
correspondent severity index can be defined, which applies only within a limited range, 
in a "multifractal" manner). 
This conclusion would be not in contrast with some of the data in the literature. A 
synthesis of findings of theories developed by several researchers is represented in Fig. 
5.28. Scavia (1996) showed that for a piece of rock the fracture energy -y tends to a 
minimum when the rate of decay of lnd : In ry  approaches the slope of an asymptote of 
slope a y  = Df - 2 (Fig. 5.28). At a macro-scale the effect of the geometry of internal 
bonding and micro-flaws is negligible and the structure of the material can be defined 
in a state of extreme order. At this scale, size effects on the strength do not apply. 
The comminution limit introduced by Kendall (1978b) must be on the right side of 
the minimum point of fractal dimension D 1, as the former is supposed with a value of d 
roughly 10000 times the latter (Fig. 5.28). Hence, during a process of rock fragmentation 
in the range between the treshold of extreme order and the comminution limit, the model 
(Turcotte, 1986) of the cubic cell indefinitely generating 8 sub-cubic cells is not always 
obeyed, although its applicability increases with the degree of fragmentation. 
A consequence of the above consideration would be the straightforward reconciliation 
among the sets of experiments 1, 2 and 3 (Table 5.13) and the possibility of a multifractal 
behaviour, the pattern of which would be represented by the rate of changes of Weibull 
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Figure 5.28: Quasi fractal behaviour of natural particles 
modulus versus size. It could be that a second parameter might be coupled to m to 
characterize the fragmentation process. 
i. Fracture energy 
The fracture energy -y (Eq. 2.71) of grains of LBS was estimated assuming that failure 
occurs according to Griffith's mode I and the amplitude a of the semi-elliptical crack 
at failure is equal to the initial mean radius of the particle in the plane experiencing 
the maximum tensile stress (d2 1 d3). This hypothesis is approximate but is consistent 
with results of Cai and Kaiser (2004) who described Brazilian failure to be a tension 
crack growing from the core of the specimen to the opposite points of contact with the 
compressive platen, which are attained by the crack at the final collapse. However, this 
hypothesis is unable to account for final failure reached after progressive partial splitting, 
which often has been observed during the experiments (Appendix E). By substituting 
the value a = d/2 = 0.5(d3d2)°' in Eq. 2.72 and deducing -y with respect to d the 
approximate equation holds: 
= 71-a2f \/d3d2 /(4E) 	 (5.19) 
This equation gives the value of the fracture energy 'y of a particle with compressive 
strength o f , size d, and with Young's modulus of the bulk E. By fitting with Hertzian 
curves to the compressive diagrams (8, N) in Appendix E, consistent values of E 
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70000MPa were determined for all the 23 tests carried out on grains of LBS (set 2 in 
Table 5.13). The same value of E was assumed for tests of the sets 1 and 3 and the 
corresponding values of -y are listed in Table 5.14. Hardly ever did the fracture energy 
show dependency on the size within the sets 1, 2, and 3 (Fig. 5.29a,b). However, 
if the regression proposed by Scavia (1996) is adopted (Fig. 5.29c), an approximate 
correlation with data he presented for decimetric samples of sandstone seems to apply 
and a multifractal pattern is recognizable. 
set number reference size (mm) y  (N/m) WE (N/m) Tjf 
1 Nakata (2006) 0.25 17.0 
0.63 13.6 
2 current 0.73 17.5 276.3 16.3 
research 0.79 20.7 200.5 14.8 
0.81 21.4 240.1 13.7 
0.83 6.7 296.0 14.3 
0.86 6.1 354.5 16.6 
0.92 26.2 167.1 25.0 
0.93 13.7 230.5 38.1 
0.93 4.6 314.8 12.0 
1.00 4.8 177.7 12.9 
1.01 7.8 114.3 24.7 
1.03 1.1 83.0 17.1 
1.05 33.8 176.1 22.5 
1.23 12.0 36.3 331 
1.31 35.6 600.8 17.8 
1.53 3.8 270.9 22.6 
1.58 5.4 824.1 23.2 
1.65 11.1 107.9 28.5 
1.67 7.8 192.3 35.5 
1.70 20.3 210.7 19.0 
1.92 5.3 169.5 21.8 
1.97 13.6 392.6 19.3 
1.97 13.1 100.9 19.2 
2.14 22.7 201.8 14.8 
2.16 29.9 192.3 14.6 
3 Lee (1992) 1.10 11.1 
2.00 11.9 
3.10 14.1 
Table 5.14: Fracture energy and specific elastic work for grains of LBS 
The significant dispersion in the values of -y determined using Griffith's formula and 
their insensitivity to the grain size might be due, either to a variable state of faults 
within the bulk of each particle or to an effect of shape. The effect of faults seems to 
be the more probable, since the influence of shape have been excluded before, because 
of the insensitivity of the strength decay with size varying the roundness (Fig. 5.25c,d). 
However, further considerations of energy give insight into this issue, as follows. 
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Figure 5.29: Trends of the fracture energy of grains of LBS versus the size when a narrow 
range of micro-mechanical tests (a, b) or a correlation with macro-mechanical tests of 
similar material (c) are considered 
ii. Specific elastic work 
The external elastic work done on the particle in the Hertzian regime is: 
Cif 
WH = 
	
N(d)d5 	 (5.20) 
13 
This work expression does not include either the work spent in friction between the 
platen and the particle in case of rotation of the particle, or the plastic work spent 
creating permanent distortions at contacts or within the bulk. The function N(6) is 
obtained by solving Eq. 2.48 for N: 
N = —
4
1=1(15E*(0 
3 
(5.21) 
By substituting Eq. 5.21 into Eq. 5.20 and integrating Eq. 5.21 over the interval 0 — 8/  
we have: 
8 0 
WH = 37
5 
 •
5  E*51 
.. 
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(5.22) 
00 1 3
,__ 
 2 3 4 d (mm) 	 0 1 2 	4 d (mm) 
c) sets 1, 2, 3 + 13 data for sandstone d> 30 mm after Scavia, 1996 
Y (N/111) 
200 	number of data points used = 42 
(three points set 2 and 1 point set 3 with y > 100N/m and d < 3.1mm not considered) 
•y (Niro) 
200 
160 
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80 
40 
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Dy= — 0.32 (non fractal) 200 
Y1=11.94N/m 160 
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ms = 9.31 N/mm 
ns = -0.56 mm 
number of data points used = 29 
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Then, solving for 5 Eq. 5.21 and by substituting the value into Eq. 5.22 the following 
expression relating WH to N holds: 
5 
3 
WH 
8 
15 (4R1/
3N
5E*2/5 ) 
(5.23) 
Dividing the external elastic work 1/I7H by the area over which particle splitting occurs, 
the specific elastic work wH is obtained: 
WH = 
32 	( 	3N 	) -a5 
157(12 4R1/5E*2/5 ) 
(5.24) 
In contrast to the expression for the fracture energy 7 (Eq. 5.19), which relies on 
Griffith's framework, the specific elastic work W H , derived here (Eq. 5.24) on the basis of 
Hertz's theory, accounts for more easily determinable and more detailed variables involved 
in the fracture process. In fact, whereas the former formulation (Eq. 5.19) requires the 
value of the tensile stress to be solved, and this stress is not easy to determine for a 
natural particle, the latter (Eq. 5.24) depends on the normal load N, the value of which 
can be measured straightforwardly. Additionally, Eq. 5.24 also depends on the relative 
radius R at the contact and this is an improvement in terms of mechanical analysis. For 
instance, we can see that, in comparison to the relative Young modulus E*, the relative 
radius R plays a minor role in the capacity of the particle in storing elastic energy under 
a given compressive load. The flatter the contact, the lower the stored energy for the 
same load attained, i.e. the higher the stiffness. But if R doubles (Eq. 5.24) the stored 
energy reduces by only 20%, whereas a similar increase in E causes the stored energy to 
drop by 36%. 
The average relative curvature 1/R of the contacts between the particle and the platen 
can be related to the roundness of the particle, which by definition describes the average 
angularity of that part of the surface of the particle that is convex enough to have its 
profile obsculated by a circle inscribable within it. Zones of higher curvature lie generally 
at the extremities of the major principal axis d1, whereas the contacts considered here 
fall in proximity to the minor principal axis d3. However, the platen is flat, hence, 
at any point of platen-particle contact, the particle must exhibit a convexity roughly 
describable with an intermediate value of its roundness. Therefore, unless more detailed 
250 
measurements are done, the following relation seems to be the most appropriate: 
1 	1 	1 	1 	2 
R 	Ri + R2 Ri Ricsdimas 
(5.25) 
Eq. 5.25 can also be used to quantify the average curvature of a mass of grains char-
acterized with a given value of RKs. In fact, within a uniform aggregate of irregular 
particles, any contact involves two surfaces of different curvature and the probability pc, 
of contact between their zones of highest convexity may be considered as the product of 
the probability of two independent events: 
Pcc = Pclni X Pc2ni 
	 (5.26) 
were pcini with j = 1, 2 is the probability that the particle j has its most convex zone 
oriented as in the actual contact. For instance, if we discretize class of 3D iso-orientation 
within a solid angle of one steradian we have peint = Pc2ni = 1/(47r) = 0.08 and a value 
pc, = 0.006 is obtained. The same conclusion holds if we would estimate the probability 
of contact between two almost flat parts of surfaces. Hence, a contact between two piece 
of surfaces of average curvature may be considered as a characteristic feature of a whole 
aggregate randomly oriented and the following equation holds (for isotropic media): 
1 	4 
R RKsdimax 
(5.27) 
In the case of an anisotropic structure Eq. 5.27 does not apply and different considerations 
must be made as in the example of Fig. 5.30 where two different assemblies of a set of 
36 ellipsoids are considered. In this case Eq. 5.27 is applicable to the case of Fig. 5.30a 
and the unique value of R obtained for the randomly oriented assembly is intermediate 
between the values of equivalent radii affecting the Hertzian compressibility of the iso-
oriented assembly in the vertical (R„) and horizontal (R,) directions.The value of Rics  
can be estimated using IMR (Fig.5.31). 
For natural predominantly convex particle (SO > 0.90), the value of dimax can be 
assumed to be 90% of the sieving size, i.e. dimax 	0.9d3. As in Fig 5.31 this approach 
enables a determination of R which differs by less than 10% from a more detailed mea-
surement of the average roundness at the points of contact. Such an approach seems to 
be advisable when the measurement of the size is made using a caliper. However, for 
practical applications (i.e. when the value of d3 relies on the sieving size) the approxima- 
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d1 = 1.17 mm d, = 0.84 mm d, = 0.61 mm 
AR = 0.52 	[d3/dl ] 
S„ = 0.46 	[(AR-0.196)/0.709] 
p 	= 0.6 	[Matlab or visual from Cho et al. 2006] 
R, = 0.74 	[2p -SAS] 
d = 0.72 	[(d,d2 )° 
dmiax=0.55 mm [0.9d3] 
R = R, =0.20 mm [R„ d,I2] a (1/4) E = 0.183mm 
platen 
platen 
Particle geometry: 
d,= 2.70mm; d2= d3= 1.35mm; 	d,„,,,,= d321d1= 0.68mm (see Eq.3.26); Rm.= 0.67 (see Eq.3.28) 
a) 	randomly oriented (2D isotropy) 
	 b) 	iso-oriented (2D anisotropy) 
1/R=2x2/(RK.dm.) = 4.42mm-1 
	 1/R,=-2x2/dimax= 2.96mm-1 1/R4=2x2/dimin= 5.88mm-1  
R= 0.23mm 	 Ry= 0.34mm 	 Rh = 0.17mm 
Figure 5.30: Sensitivity of the relative radius of curvature in a lattice of 36 equal ellipsoids 
varying their arrangement 
Figure 5.31: Evaluation of the relative radius of curvature R for the Hertzian analysis of 
a compression test of an irregular convex particle 
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tion introduced above is comparable with the accuracy of the method, hence a straight 
equivalence between dimax and the sieving size d3 seems to be advisable for any clearly 
convex particle (SO > 0.95), hence: 
1 	4 ti (5.28) 
R RKsd3 
Using the method described above, the specific elastic work wH was calculated for 
all the compression tests performed in the current study and the results are listed in 
Table 5.14. In Fig. 5.32 the values (d,-y,wH ) are related. Despite the poor correlation 
between size and fracture energy, a relationship between elastic work and fracture energy 
is recognisable with either a linear or a fractal pattern, the latter (R2 = 0.86) slightly 
stronger than the former (R2 = 0.82). As expected, the inequality -y << wH holds. 
wH quantifies the overall elastic work expended in compression normalized by the area of 
fracture. This work is entirely released by the particle in any unloading stages (Appendix 
E). However, at failure the elastic work is abruptly released as fracture energy, kinetic 
energy and other minor entropic perturbations like sound. Kinetic energy is dominant 
in brittle fracture, hence the slope of the curve (-y, wH ) must be an index of brittleness. 
The strong inequality 1/ << wH derived by the tests of the LBS grains proves that in the 
compression stage the elastic strains, and therefore the stresses, within the bulk of the 
particles occur mainly in compression and angular distortion (shearing) as pointed out 
in the literature (Kendall, 1978a; Malan et al., 1994). 
iii. Strength distribution 
The strength distribution of the particles of LBS tested during the present research 
has been determined for the four sets of data (Fig. 5.25). The results of this analysis 
are shown in Fig. 5.33 in terms of variation of % weaker particles with the strength. 
The effect of the weakness of two black grains of LBSA within the limited population 
of 12 samples considered is significant. The characteristic stress a-0 corresponding to a 
survivability of 33% (McDowell and Bolton, 1998) increases from 18MPa (Fig. 5.33a) to 
23.5MPa (Fig. 5.33b). Despite the limited number of tests performed on such a fraction, 
the characteristic stress of LBSA determined in Fig. 5.33b is equal to the value indicated 
by McDowell and Bolton (1998) on the basis of experiments performed by Lee (1992). 
Referring to Eq. 5.17, the values of uo in Fig. 5.33 must be divided by 0.9 to be compared 
with Lee's results. Therefore, for LBSA a value of 23.5/0.9=26.1MPa is obtained, which 
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Figure 5.32: Low ratio fracture energy - specific elastic work in brittle fracture of LBS 
is equal to the value of 26MPa quoted by McDowell and Bolton (1998). The value of cro 
does not change significantly if the distribution of larger, but less homogeneous, groups 
of tests are considered (Fig. 5.33c,d). 
For each case in Fig. 5.33 the Weibull distribution has been fitted using the values of 
the Weibull modulus m determined using the Lee's exponent b values in Fig. 5.25 and the 
relation m = —3/b (Section 2.4.2). Compared to the actual data the Weibull distribution 
has a short tail for low levels of survivability and this feature increases with m. Hence the 
less the variability in strength the more conservative the Weibull model appears to be. 
Considering that this statistical model was originally defined and than largely adopted in 
the industry for predictions of mechanical performance of manufactured items (Weibull, 
1951), the observed conservativeness appears reasonable. For instance, such a framework 
can be applied to check the proneness to internal erosion of a chimney drain of a large 
dam when the values of cro and m of the constituent gravel are given. However, if the 
problem is for example the design of a milling plant, the short tail tends to overestimate 
the amount of fines produced, which can result in an inadequate prediction of the power 
required. 
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iv. Particular features of the compressive tests 
Initial rotation. As listed in Fig.5.22, two thirds (18 out of 24) of the compressive 
tests were non rotational. A clear case of initial rotation (at a load of about 10N) is 
Test 23 (Fig. E.12b). The prediction made by the dypiramid model (Chapter 4) on the 
threshold of regularity between rotational and non-rotational compression applied in all 
cases, with the exception of 6 tests out 23 (Fig. 5.34). From the data listed in Fig. 5.22 
some statistics on the occurrence of rotational test can be gathered. These results are 
given in Table 5.15. 
Cyclic loading. 
The four tests on LBS16/30 included the application of 1-5 cycles of loading and un-
loading (see list in Fig. 5.22 and Appendix E). This type of test was not performed on 
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LBSA-B, where, to be consistent with Lee, only monotonic loading up to gross failure was 
applied. Cyclic loading tests require an initial estimation of the maximum load which 
can be applied without inducing gross failure. This prediction was made on an empirical 
basis, accounting for the particle size. 
In Tests 1 (Fig. E.1) and 4 (Fig. E.3a) a reduction of hysteresis was observed for 
increasing number of cycles. A phenomenon of fatigue was observed in Test 6 (Fig. 
E.4a) when the stiffness decreased abruptly during the second loading and the yield 
point coincided with the maximum values of 8 and N reached during the first loading. In 
test 10 (Fig. E.6a) the hysteresis increased because of the ductile yielding of an asperity 
during the third loading under a force of 4N. 
Softening. The relatively high stiffness of the machine-load cell system allowed a soft-
ening (i.e. a significant decrease from the Hertzian stiffness) to be identified during the 
Tests 3 (Fig. E.2a), 5 (Fig. E.3b), 9 (Fig. E.5b), 17 (Fig. E.9b), 21 (Fig. E.11b). Such 
non rotational (17 tests) 	 rotational (6 tests) 
d (mm) 
p 
load (N) 
mean min max mode st.dv. biased mean min max mode st.dv. biased 
1.27 0.73 2.16 0.49 1.52 0.83 1.97 0.43 
0.57 0.46 0.68 0.59 0.06 6 0.52 0.40 0.60 0.50 0.07 0 
18.17 2.0 36.1 14.84 
Table 5.15: Statistics on the occurrence of rotational tests for selected grains of LBS 
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a phenomenon implied a softening stage of the recorded curves (8, N) during the first 
loading of the particle at level of load in the range 0.5 — 21N. 
Hardening. During the Tests 13 (Fig. E.7b) and 18 (Fig. E.10a), regular grains of 
LBSA (p > 0.7) experienced hardening under load of 0.4 — 10N, when the slope of the 
curve (6, N) was decreased steadily by about 0.01mm of vertical displacement. After 
such a ductile stage the stiffness started again to increase in a Hertzian manner. 
Initial plastic displacement In the first compressive stage of the tests a ductile 
response was generally observed. The records show a small value of the load (1-5N) and 
slow rate of increase up to a displacement 6p, named the initial plastic displacement in 
the following text. For S > 82) the rate of increase of the load against the displacement 
follows a Hertzian pattern. After unloading, an irrecoverable displacement is generally 
observed, the amount of which is near the value of 813 . Such a phenomenon is frequently 
associated with softening at low contact forces in non rotational tests, but a clear case 
of a dramatic initial plastic displacement at relatively higher loads (7N) is Tests 22 (Fig. 
E.12a). 
5.7 Artificial Particles 
Compression of artificial particles allowed further understanding of inter-particle con-
tacts. Experiments on particles of controlled roughness were performed by compressing 
ballotini between the platens of the apparatus (Fig. 5.15). Additional tests were carried 
out by compressing two particles against each other. These tests gave insight into the 
mechanics of the inter-particle contact, and enabled repeatable measurements of rough-
ness, before and after the test, with a confidence of ±5ktm in centring the point of contact 
in the interferometer. A simple cell, called confining cell, was manufactured for this pur-
pose. It is constituted of a brass cylinder with a vertical hole through it. It is able to 
keep the particles aligned when they are clamped at the tips of two mounts that can slide 
effortless inside itself (Fig. 5.35). 
Prior to clamping the ballotini in the mount, the four particle diameters were mea-
sured using the caliper and this allows consistent shape evaluation of this spheroidal 
geometry (Section3.3.2). Then the mount was temporarily inserted on a small brass 
podium, which is vertically aligned with the centre of a magnification lens fixed to a re-
tort stand. Using the lens, a drop of superglue was accurately located inside the hole at 
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Figure 5.35: Confining cell used for interparticle tests mounted in the compression ap-
paratus 
the tip of the mount. Afterwards, the excess of superglue was gently removed by touching 
the tip of the mount with some paper. Then, using a pair of clean sharp tweezers, and 
looking through the magnification lens, the ballotini was dropped in the hole at the tip 
of the mount, releasing it from a height of about 5mm. Finally, the mount was kept in 
the oven for 15miutes and then cooled at room temperature before the test. 
Dropping the ballotini in the hole required some training. Compared to the 2.5-5mm 
ballotini, which behave rather normally after impact, 1-1.4 ballotini experience attractive 
and repulsive Van der Wal forces, and when dropped to a flat hard surface, they scatter, 
tumbling everywhere. 
5.7.1 Large ballotini 
Large as provided ballotini were loaded and unloaded (Fig. 5.36). After unloading a 
certain amount of hysteresis is generally observed, but the irrecoverable displacement 
is consistently equal to an initial plastic displacement 67). The Young's modulus E of 
the bulk was estimated by back fitting the loading curve with the Hertzian curve. The 
properties derived from such experiments are listed in Table 5.16. 
Although the mean value of E was equal to the value given by the provider (77GPa), 
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Figure 5.36: Results of cyclic compression tests on large ballotini. 
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the scatter of the values obtained within the set was significant, with the ratio st.dv./mean 
=0.40. Moreover, the value of the initial plastic displacement obtained with such exper-
iments may have been inaccurate, because of the low precision of the load cell A (Table 
5.12). As we will see, similar experiments on small ballotini, conducted with the more 
precise load cell B, gave more repeatable values of E = 70000MPa, and this value was 
assumed to be reference value for glass and natural quartz, since it fits well also the 
compression tests on natural quartz grains. 
Failure 
In Fig. 5.37 the results of compression tests on large ballotini, taken to failure, are 
shown. Two sets of data are considered. The first group of data includes results of six 
inter-platen tests (single particle, solid symbols), whereas the second group is related to 
results of seven inter-particle tests (particle-particle, void symbols) performed with the 
confining cell (Fig. 5.35) and the procedure described above. For each test, the value 
of a nominal tensile stress at failure u f (Eq. 5.17) and the value of a plastic flow ratio 
p f are shown. This ratio p f is defined here as the size of the plastic area of contact di, 
at failure normalized by the size dH of the Hertzian area of contact under the same load 
N = N f . Despite the more favourable boundary condition constituted by the supporting 
edge of the hole, which tends to increase the compressive strength (Jaeger, 1967), the 
inter-particle tests gave lower a-1  values than the inter-platen (single particle) tests. This 
suggests that the strength depends upon the relative curvature at contact. The value of 
dp is given by 
Hb the hardness of the bulk, the value of which is expected to be around 1.5GPa near 
the surface, at microscopic level (Kendall, 1969) (here this superficial hardness is named 
simply hardness H), but which is not easy to predict at the scale of the particle (Hitzschke, 
2008). For the size of the elastic area of contact, from (Eq. 2.47) we have: 
dH = 2a = 2 (3N f RI4E*)3 	 (5.30) 
Plastic displacement (pm) 	Young modulus (GPa) 
mean min max st.dv. mean min max st.dv. 
7 3 12 4 75 50 150 30 
Table 5.16: Statistics of parameters affecting the initial deformation and the bulk elastic 
response of large ballotini during nine test - set 220506 
0.5 
dp 
- 
4N1 )  (5.29) 
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The plastic flow ratio quantifies the growth of plastic flow beyond the elastic response. 
It is equal to 1 at the onset of plastic deformation and increases with the size of the area 
of contact up to the level at which bulk failure occurs. From Eqs. 5.29 and 5.30 we have: 
N ( 4E* 
Pf 	NbrHb 3R ) 	
(5.31) 
Taking the Young's modulus of the steel platen and the glass ballotini to be 200GPa 
and 70GPa respectively, a value of E* = 54GPa was determined. Then, assuming Hb -Lj-
H = 1.5GPa, the values of p f were determined using Eq. 5.31 and plotted in Fig. 5.37. 
Fig. 5.37 shows how, varying the size, the relative curvature 1/R (i.e. the degree 
of non-conformity) affects the strength and the plastic flow ratio. The former is higher 
for more conforming contacts and a decay with increasing size is observed whatever the 
conformity, whereas the latter is rather constant. Hence p f is size and shape independent 
and is only function of the intrinsic properties of the bulk, varying more with the hardness 
than with the Young modulus. Therefore, this parameter seems to be more appropriate 
than the nominal tensile stress as a failure criterion for an assembly of irregular and 
heterogeneous particles. 
In contrast to the cases of single particle compression, when explosive failure (i.e. 
crushing) occurred, for the two particle compression tests there was significant pre-failure 
plastic flow of the bulk and failure mainly occurring in shear (Fig. 5.38). This finding 
confirms the study of Kendall (1978a), who highlighted that particles can experience more 
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complex failure than simple crushing. Similar failure was recently also considered in the 
DEM study proposed by Bolton et al. (2008) who included shear as possible mechanism 
of particle breakage. 
As observed in one LBS cyclic test (Fig. E.4a), re-loading curves in Fig. 5.38 show 
a slight yielding when lower load prior to failure is overcome (i.e. the Hertzian upward 
concavity is inverted downward). The final failure happened after six cycles of loading, 
and was brittle. These experiments were useful for the study on failure but did not 
provide clear data for the understanding of the initial stiffness of the artificial particles 
considered. 
5.7.2 Small ballotini 
The Hertzian response of small as supplied ballotini was investigated in single particle 
compression tests, using the load cell B. A typical response is shown in Fig. 5.39. Fig. 
5.39a presents the data for the entire test, up to the maximum applied load of 80N, 
while there is higher resolution in Fig. 5.39b, where only data at loads less than 10N are 
presented. To fit the experimental data the Hertzian curve was shifted by 2.6µm. Details 
of this exercise are provided in Section 5.7.3. 
5.7.3 Initial displacement and Hertzian transition 
Large ballotini with a roughness controlled by etching (Fig. C.5) were subjected to single 
particle compression tests. The results of such tests, carried out using load cell B, are 
given in Figs. E.13 - E.15. As in Fig. 5.39, each test is represented by two plots with 
different resolution. 
As in the case of smooth ballotini (Fig. 5.39), but more markedly, tests on etched 
large ballotini show an initial stage when the stiffness of the contact does not obey 
Hertzian contact mechanics. A similar pre-Hertzian behaviour, observed by Kendall 
(1969) (Section 2.3.2), led to the development of the JKR model by Johnson et al. 
(1971). Greenwood and Tripp (1967) found that a pre-Hertzian behaviour occurs also for 
non-conforming contacts between rough hard materials. They proposed the GT model, 
in which the Hertzian relationship was proved to apply only after a threshold load NGT 
had been reached at a displacement SGT . This threshold can be found by substituting 
the dimensionless value N* = 200 in Eq. 2.60, hence: 
NGT ^ 100RMSfE* V2R x RMSf 	 (5.32) 
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The RMS f value considered in each test was estimated from data on similar particles 
which had been subjected to the same immersion time and H2F concentration (Fig. 5.11). 
An effort index was defined to represent the amount of etching as the product of the acid 
concentration and the time of immersion, normalized by the minimum immersion time 
of 1 minute. For each test, the value of E* was determined by fitting the experimental 
data in the Hertzian range to Eq. 5.21. With the exception of a sample of highly etched 
ballotini, whose effort index was twice that of the largest effort index of the other samples 
within the set, the agreement between the values of NGT predicted and measured was 
good (Fig. 5.40a). The loading curve for this sample is plotted in Fig. E.15b. In 
Fig. 5.40 the measured and predicted values of NGT are plotted. In the same graph the 
corresponding values for LBSA-B are presented. For these irregular particles the value 
of R in Eq. 5.32 must be determined using Eq. 5.25. We can see that also in this case 
the agreement between measurements and predictions is good. 
The response of the contact between zero displacement and the displacement SGT  at 
which the threshold load NGT occurs, can be characterized to be plastic-ductile. During 
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the initial stage the particle experiences plastic flow under constant contact pressure py  
acting on a growing real area of contact Ac. In such a transition the mean pressure at 
contact p increases according with the rate at which the real area of contact A, tends 
to the nominal area of contact An (Section 2.3.3). For a purely plastic regime, the real 
area of contact increases linearly with the load, at a rate given by the yield stress of the 
asperities py. According to Childs (1977) the py value does not exceed 1.2H, whereas 
the maximum value of the ratio a = Ac/An is around 0.8. Hence, when the plastic flow 
occurs, the following relationship holds: 
Acpy/A. = 1.2Ha 1.2 x 0.8H = H 	 (5.33) 
However, the analysis carried out on results of interferometry and friction test on balls 
bearing (Section 6.4.3) shows that for work hardening materials the indentation model 
proposed by Tabor (1951) holds. Hence for metals an advisable evaluation of T) is given 
by the following relationship: 
= Acpy/A7, Ha/3 	 (5.34) 
where a varies between 0.3 and 1.0 when the force of contact increases. 
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While the plastic response is occurring locally at the contact point, the bulk of the 
particle deforms little and predominantly elastically. Assuming that the hypothesis of 
Hertzian theory applies (i. e. the strains far from the contact are small, cfr. Section 
2.3.1) we can predict that there is a displacement 87, at which the theoretical elastic 
pressure given by Hertzian theory attains the value of p. Beyond that value of 623 the 
pressure p and the nominal area of contact must increase according with Hertzian theory 
(Fig. 5.41a). Therefore, the plastic displacement at the end of the plastic flow ( (529 ) must 
be equal to the Hertzian displacement under the same mean pressure at contact. Thus, 
by substituting Eq. 5.33 into the second form of Eq. 2.48, and taking for po = 1.5p (Eq. 
2.46), we have: 
A 	9R7r 2 H ) 2 
16 	E* ) 
For irregular natural particles R is taken from Eq. 5.25. By, normalizing Eq. 5.35, by R: 
(5p 	972 ( H ,\ 2 
R — 16 E* 
(5.36) 
For work hardening material, using the ratio H/p y = 3 (Tabor, 1951) and a = 0.5 
(Childs, 1977), the correspondent relationship is: 
6p 	972 (0.5py )2 972 ( 0.5H)  2 72 ( H )2 
R 	16 	E* ) 	16 3E* } 	64 E'') 
(5.37) 
If proper values of H/E* are considered, glass ballotini experience values of initial plas-
tic displacement that are five times larger than correspondent values obtainable for 
spheroidal particles of a work hardening metal. However, for a given assembly of ir-
regular natural particles with constant values of H and E*, a significant initial plastic 
displacement at each mechanical contact (i.e. any contact transmitting force) exists. As 
in Fig. 5.41b, this displacement attains his maximum value 6p for 0 < N < NGT. If 
H and E* are constant throughout the assembly, it depends only on the relative radius 
of contact. The more the conformity the higher the plastic displacement. However, for 
the same conformity, the plastic displacement increases dramatically with the surface 
hardness (H) and the bulk compressibility (1/E*). 
For all the tests considered in Fig. 5.40 the corresponding values of 623 were calcu-
lated and compared with the values of 82, measured fitting the Hertzian curve with the 
experimental data (Fig.s E.13 - E.17). The results of this analysis are shown in Fig. 
5.40b. 
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tween two hard particles. b) Sketch of the initial compressive behaviour of a particle 
The correlation between values of 8p measured and predicted is good for all the nine 
tests, with the exception of one sample of LBSA (Fig. E.16) and the same sample of 
highly etched ballotini considered before. However, the underestimation of the value of 
by for the latter confirms of the validity of Eq. 5.35. In fact, according with Denisenko 
et al. (1976) the etching increases the hardness of alkaline glass. Hence, the assumption 
about the invariability of H within the set of etched samples is probably inadequate and 
the hardness of such a highly etched ballotini (effort index 120) must be significantly 
higher than the hardness of the other ballotini (effort indexes t  60). If higher value of 
H is used in Eq. 5.35 the estimated 6.23 value would increase. 
The values of NGT and Op for LBSA were calculated considering respectively the values 
of roundness RKS as derived from the visual estimation using the Krumbein and Sloss 
chart or the values adjusted on the basis of the aspect ratio AR (see Tests n.9, 17 and 
22 listed in Fig. 5.22). We can see that the precision of the determination of NGT is 
practically independent on the correction of RKS. Only a correction of the value of RKs 
larger than 20% of the original visual value of RKS affects significantly the precision of 
the predictions of O. Although these conclusions are based only on a few data, they 
suggest that values of roundness estimated visually with an approximation of about one 
class interval of the reference chart (i.e. 0.1) suffice for the evaluation of the descriptors 
NGT and ap with a precision in the range of confidence of the method. 
In case of contact between irregular particles, the value of R in Eqs. 5.32 and 5.36 can 
be estimated using Eq. 5.28. Therefore the initial plastic displacement at the contacts 
of an assembly of sand grains of roundness RKS, sieving size d3, hardness H and Young 
modulus E* is given by: 
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Figure 5.42: Effects of the precision in the estimation of roundness on the evaulations of 
descriptors of the initial plasticity of grains of LBSA 
9RKsd372  
SP 	64 	E* 
(5.38) 
and the associated initial plastic strain is: 
S 
E = 	= 9RKS 72 
 H 2 
(5.39) 
	
P 	d3 	64 	E* ) 
and, in general, when apy H, the product apy must be considered in lieu of H, hence: 
Sp 
E = 	= R (-
37rce
)
2 
(PLY 	 (5.40) P d3 KS 8 E*  
Therefore, the initial plastic strain is size independent and, for a given parent material, 
at constant a, is only affected by the roundness. However, a reflects the ductility of the 
asperities and the initial roughness, as it represents the ratio between the real area of 
contact Ai. and the nominal area An at vanishing of the initial ductility of the contact. 
However, also the roughness is expected to influence the initial response. In fact the 
value of RMS f affects NGT (Eq. 5.32) and, for given values of 8,, R and E* a unique 
value of SGT  is determined (Fig. 5.41b). 
For glass, the plastic strain e, corresponds to the deformation at which A, An, this 
occurs when the plastic flow tends to cancel out the roughness. Table 5.17 shows that, 
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1.2 0.8 70 1.0 
1.2 0.8 70 0.4 
1/3 0.5 210 1 
0.10 
0.22 
0.02 
Young's 
Hardness H 	 modulus E R KS 	p 
material 	GPa 	 reference H CY GPa 	- (%) 
soda lime glass ballotini 	1.5 	Kendall (1969), Shmidt and Hopfe (1978) 
quartz sand 	9.0 	 Grabko et al. (2002) 
steel balls 	8.5 	 Tabor (1951) 
Table 5.17: Values of initial plastic strain 
the mechanical contacts of alkaline glass ballotini experience erasure of the roughness at 
a level of plastic strain which is about 2 times smaller than the correspondent values for 
irregular quartz particles. The same factor of discrepancy increases to 10 for steel balls, 
and in this case the persistence of roughness under increasing load is much higher. In fact 
in a work hardening material the initial plasticity of the roughness vanishes at a = 0.5 
and approaches 0.8 only in condition of full plastic flow of the loaded surface. 
5.7.4 Zirconium ballotini 
Compression tests using the more precise load cell A were also performed on zirconium 
ballotini provided by Sigmund Lindner GmbH, type ZY, nominal size 1-1.2mm. For this 
material the provider indicates a Young's modulus of 210GPa and a Mohs index of hard-
ness 8, which corresponds to a Vickers hardness of about 1500 i.e. H -'1--:_ 15000MPa. The 
roughness of this material could not be captured by white light interferometry because 
of the high curvature and reflectivity of its white surface. 
A typical compression curve is shown in Fig. E.18. The plastic displacement value 
may, in theory, be estimated by fitting the Hertzian curve to the data, but a clear decay of 
normal stiffness was observed starting from a contact displacement of 16,um, under a load 
of about 60N. This peculiarity was observed in all the 8 tests carried out on this type of 
ballotini and is probably due to indentation even if the load reached (100N) was near the 
value of the yield load of the load cell B which is equal to 120N (Chapter 6). However, the 
platen used in the apparatus are made of hard coated steel, the surface hardness of which 
should not be higher than 5000MPa, i.e. only one third of the hardness of the particles 
tested. Therefore the measured values of plastic displacement are underestimated because 
of indentation with the platen and the first part of the compression curve is therefore 
far from Hertzian. The evaluation of the Young modulus was also underestimated and 
the parameter NGT was not determinable. However, this set of experiments clarified the 
influence of indentation on the inter-platen compressive response. 
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It is evident that a slight effect might apply also for the results of compression tests 
on LBS, whereas the tests on ballotini must be unaffected. Actually, the hardness of 
quartz is between the hardness of zirconium and the hardness of the steel of the platen 
while the hardness of the latter is higher than the hardness of the alkaline glass. This 
consideration would justify why the ratio Sppredicted/Spmeasured (Fig. 5.40b) is more 
disperse for LBS and why for glass ballotini the same ratio is near unity. However, if 
an effect due to the ductility of the platens occurs for LBS, it is evident that, in nature, 
similar hard grains in contact can experience an initial plastic displacement even larger 
than the value determined with the fitting technique proposed here. 
5.8 Normal stiffness in the ductile contact model 
For a natural coarse quartz sand such as LBS, the threshold load NGT (Fig. 5.40) 
varies in the range 15-30N. Such values are larger than the forces of engineering interest 
estimated in Section 5.1 (1-5N). Hence the behaviour of a mechanical contact is generally 
pre-Hertzian and is greatly affected by initial plasticity. 
In principle, two convex particles brought into contact experience plastic flow at a 
minimal load because the real area of contact can be assumed to be equal to zero. Hence 
there is a relative displacement at contact occurring at zero load and the initial stiffness 
of a non-conforming contact can be taken equal to zero (Fig. 5.43): 
(aN 
=o 
as ).5-=0 
(5.41) 
However, at the point S = SGT  the stiffness of the function describing the pre-Hertzian 
transition must coincide with the Hertzian stiffness, hence, using Eq. 2.48: 
( 	
4 	a 
—w) 	= iRIL5E*-0V. — p ) 2 = 2E* [R(SGT  — Sp)i 
.5 
° 
5=5GT 
(5.42) 
The simplest curve (S, N) fitting such conditions is given by the power law function 
Nrip = ajb , where the unknown parameters a and b must verify simultaneously Eq. 5.42 
and the other equation: 
NGT ar5bGT 	 (5.43) 
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Figure 5.43: Functions describing the pre-Hertzian transition 
By substituting and simplifying we obtain that a = NGT6_b and 
b = 2E* [R(8GT  — jp)1°.58c2-N 	 (5.44) 
Therefore, the equations describing the pre-Hertzian transition and the associated normal 
stiffness in the range 0 < N < NGT are: 
Nup = NGT 8GT ob 	 (5.45) 
Knp = 
NGTS-I4, b-1 b6  (5.46) 
The value of the load Np that corresponds to the plastic displacement 8, can be obtained 
by substituting the expression of Hertzian radius of contact a Eq. 2.47 in the equation 
Np = 7a2H: 
9R273113  
N= 	 
P 	16E*2 
(5.47) 
The value of the initial normal stiffness Kno secant at 8 = Sp is equal to the ratio between 
Eq. 5.47 and Eq. 5.35, hence we have: 
KT, = 7rH R 	 (5.48) 
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Hardness: 
glass 
LBS 
1.5 
9.0 
GPa 
GPa 
Young's 
modulus 
E*  
MPa 
relative 
radius 
R 
mm 
flattened 
roughness 
RMSf  
urn 
measured 
62) 	NGT 
/.Lm 	N 
predicted 
Sp 	NGT 
Prn 
secant stiffness 
for 0<.5<(5p 
Kno 
Nairn material size state 
small fresh 54012 0.261 0.080 2.6 4.5 2.66 4.3 2.9 
large fresh 68512 1.430 0.080 11.0 3.81 8.3 6.7 
large fresh 89286 1.240 0.080 3.0 1.94 10.1 5.8 
large fresh 54012 1.255 0.080 2.5 5.37 6.1 5.9 
large fresh 38957 1.355 0.080 8.0 11.15 4.6 6.4 
large fresh 55147 1.355 0.080 4.0 5.57 6.5 6.4 
alkaline large fresh 44935 1,305 0.080 3.5 8.07 5.2 6.1 
glass large fresh 44935 1.300 0.080 12.0 8.04 5.2 6.1 
ballotini large fresh 44935 1.175 0.080 5.0 7.27 4.9 5.5 
large fresh 52861 1.290 0.080 10.0 5.77 6.1 6.1 
large etched 56818 1.229 0.472 3.3 100.0 4.75 91.3 5.8 
large etched 73925 1.395 0.391 8.0 100.0 3.19 95.5 6.6 
large etched 41667 1.443 0.489 6.8 70.0 10.38 76.5 6.8 
large etched 41667 1.310 0.900 7.0 150.0 9.43 182.1 6.2 
large etched 54012 1.245 0.655 24.5 200.0 5.33 142.8 5.9 
B fresh 54012 0.237 0.300 27.0 16.0 36.51 19.3 1.1 
LBS A fresh 54012 0.434 0.300 35.5 22.0 66.84 26.1 2.0 
A fresh 54012 0.320 0.300 45.7 32.0 49.28 22.4 1.5 
Table 5.18: Measurements and predictions on the initial ductility in compression 
and, in general, if apy differs from H (e.g. for work hardening metals), we have: 
= rap
Y 
 R= 7r-A, p
Y R 
	
(5.49) 
This equation shows that the stiffness of the contact during the initial ductile response 
increases with the yield stress of material, the conformity of the contact and the smooth-
ness of the two surfaces as represented by the ratio a = Ac/AR . In Table 5.18 a synthesis 
of predicted and measured parameters describing the initial ductility of some particles 
subjected to normal compression test is reported and the correspondent value of the 
secant stiffness is given. 
We can see that, despite their much higher hardness, particles of LBS are softer than 
ballotini and it is evident how this feature depends on the relative radius R of the contact. 
Moreover, for the same material and shape (glass ballotini) gravel sized particles have 
their secant stiffness doubled compared to the stiffneSs.of coarse sand sized particles. In 
the following text the model described above (Eqs. 5.35-5.49) is called the ductile contact 
model (DC111) 
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5.9 Findings and conclusions 
In the present chapter the IMR method introduced in Chapter 3 was implemented to 
characterize natural particles. To verify the sensitivity of the IMR to different shapes, 
several natural sands were analysed and some results were compared with data available 
in the literature. 
The techniques used to control the roughness of the particles were presented and 
discussed. Etching was convenient for creating a large increase in roughness but it also 
affected the mechanical properties of the bulk, such as the Young modulus and the 
Hardness. Dramatic variations in the values of the former were found by fitting the 
experimental curves (8 : N) with the Hertzian curve, while the effects of the latter 
would explain the scatter in the initial compressive response of ballotini which had been 
subjected to different etching efforts. Milling allows a safer and more consistent control 
of roughness, although its effectiveness in increasing roughness is less than etching. 
Measurements of roughness and size respectively done during the milling process and 
fragmentation of large ballotini gave insight into the understanding of the properties of 
the fracture energy of glass and the fractal distribution of its crushed particles. The 
fracture energy was found to increase with the size of the fractured area and a tendency 
for the free surface energy to decrease for decreasing size is envisaged from the results 
obtained. 
The features of a new custom made compression apparatus were shown and the re-
sults of the calibration of two load cells of different precision and the associated values of 
stiffness were given. Using a small cell with two mounts sliding in it, inter-particle com-
pression tests of large ballotini were carried out up to failure, which generally happened 
in shearing. Such a mechanism contrasts with the explosive type of failure generally 
observed for the same particles in the inter-platen compressive tests. These experiments 
confirm the results in the literature and highlight the influence of the coordination num-
ber on the compressive response (Jaeger, 1967). 
During compression the elastic energy stored by the particle was found to be 20-40 
times larger than the fracture energy consumed in Griffith's mode I, which is generally 
supposed to be experienced by the particle at gross splitting failure. Such a high ratio 
must be an indicator of a large amount of work spent to create internal distortion as 
opposed to tensile strain, and justifies the occurrence of gross failure in shear, compression 
or buckling. The pseudo-Brazilian formula, which quantifies the maximum tensile stress 
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in an inter-platen test can not be applied consistently to the case of the inter-particle 
test, when the non-conformity of the contact (1/R) is high and can give also incorrect 
values because of the influence of shearing at failure. To overcome this drawback, a new 
failure criterion was introduced, which simply relies on the evaluation of a plastic flow 
ratio, which accounts for the level of non-conformity of the contact and the mechanical 
properties of the particles. 
Compressive tests on natural particles confirmed the influence of the initial rotation 
of irregular particles on the initial response and the threshold p = 0.55 proposed in 
Chapter 4 was generally verified. The stiffness of the apparatus enabled the observation 
of softening at different stages of loading. Using cyclic loading, phenomena such hysteresis 
and fatigue were observed. The severity of the size effect on the strength was found to 
be multifractal. Using such an approach the Weibull modulus of the samples tested fit 
well the properties of other sets of samples studied by other researchers. The Weibull 
distribution of strength was found to be conservative in terms of the maximum stress 
carried by the strongest particles and this feature increased with the representativeness 
of the considered population. 
A pre-Hertzian behaviour was found during the initial compression of artificial and 
natural hard particles. Yielding of the asperities and the associated topological features 
in terms of roughness and roundness were found to be the governing factors of this 
phenomenon. The DCM model for stiffness at low loads was proposed. The initial 
ductility at the grain scale appeared relevant considering that, for coarse sand, the initial 
plastic transition involves contact forces in the range of engineering interest (0-5N). 
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Chapter 6 
INTER-PARTICLE FRICTION 
6.1 Introduction 
The dependence of friction on properties of the particles, such as roughness, Young's mod-
ulus and hardness, has rarely been analysed in previous studies, even though attention 
has been given in literature for the influence of the parent material and the environmen-
tal conditions at contact (e.g. dry or wet surfaces), either in case of particles sheared 
one against another (Skinner, 1969; Barton, 1972; Procter and Barton, 1974) or when a 
particle is rubbed on a flat block of the same material (Bowden and Tabor, 1945; Horn 
and Deere, 1962; Bromwell, 1966; Dickey, 1966). However, the understanding of these 
studies is complicated, because of the interaction of several parameters governing the 
frictional behaviour. Moreover, measuring the friction between two natural particles is 
not straightforward, as the non-conformity of their contact makes difficult the evaluation 
of the normal force. For this reason the majority of previous studies on inter-particle 
friction are focused on contacts between convex particles and flat surfaces, when the 
contact force lies on a plane normal to the flat surface. 
Modern devices such as AFM can measure inter-particle friction of grains with sizes 
in the range between powder and fine sand. For instance, Jones (2003) reports results 
of friction tests performed by means of AFM on artificial particles, the sizes of which 
varied between 0.04-0.20mm. However, as pointed out by Tyrrel and Cleaver (2001) 
and Jones et al. (2004), calibration errors of these devices can affect the precision of the 
measurements by 30% or more of the real value. Other drawbacks of such techniques are 
their cost, the need of complex calibrations and the difficulty of the sample preparation. 
An object of the current research was to design and develop a robust apparatus, 
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capable to measure the friction between particles having the size of coarse sand (0.2-
2.0mm). The requirements for this machine were: 
a) simplicity of sample preparation, 
b) reliability of the calibration and repeatability of the measurements on reference sur-
faces of controlled minimal roughness, 
c) repeatability of shearing on the same particles and the possibility of performing image 
analysis of the sheared track of the two particles before and after the test, 
d) the possibility of shearing the two particles at the current room humidity or sub-
merged in a given fluid, 
e) low cost of components and easy maintenance. 
To fulfill the requirements listed above, a new mechanically based friction apparatus 
was designed and developed. In the next section the features of this device are shown. 
In Section 6.3 the results of friction tests are presented and analysed. The main findings 
of the experimental work are summarized in Section 6.4. 
6.2 Friction apparatus 
Two drawings of the design of the new friction apparatus are reproduced in Fig. 6.1. They 
are respectively the plan lay-out (upper) and the lateral view ortogonal to the direction 
of shearing (lower). Made of brass and stainless steel, all the mechanical components 
of the apparatus were machined in the workshop of the Soil Laboratory of the Imperial 
College. The milling machine used has a digital positioning read-out with a tolerance of 
1" x10-3 (25pm). 
In order to be sheared consistently, both the particles are glued at the tip of small 
brass holders (see Chapter 5, Fig. 5.35), also named mounts in the forthcoming text, 
which are aligned vertically at the centre of a cubical steel frame of adequate size and 
stiffness (Fig. 6.1). The lower holder fits into a little well at the centre of a fixed podium 
(Fig. 6.2c), while the upper holder is mounted in the brass collar of a light aluminium 
sled (Fig. 6.2a,c). 
The movement of the sled is guided by two pairs of stainless steel wires, of the 
diameter of 0.45mm. The wires are coplanar and ortogonal to the direction of travel 
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Figure 6.1: Inter-particle friction apparatus (numbers have units of mm if not specified) 
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1 	suspended sled 
2 	leading pulley 
3 	trailing pulley 
4-5 	pillars for fixed points of the constraining 
6-7 	pulley of the constraint wires 
8 	stepping motor 
9-10 load cells 
11 	stiffening arm of the leading wire 
wires 
	
2 	dead load of the constraining wire 4-6 
13 	dead load of the trailing wire 
14 	LVDT for vertical displacement 
15 	LVDT for horizontal displacement 
16 damper 
17-18 marks on the mounts 90° to the shear direction 
19 	screw fixing the lower mount 
20 cables 
Figure 6.2: Friction apparatus (a), shearing two ballotini d =1.0-1.4mm (b) and two ball 
bearings d =2.38mm (c), the rig for the calibration of the load cells (d). 
(Fig. 6.1). In this way the upper particle is only free to move in a vertical plane and can 
not skate around the side of the lower one. The pair of constraining wires are fixed to two 
solid brass pillars (Fig. 6.2a). On the other side of the sled the constraining wires are 
tensioned by dead weights hanging over two brass pulleys. The diameters of the pulley 
allow the steel wires to work in the elastic regime under the imposed dead loads. The 
length of the constraining wires (35cm) is sufficient to minimize the resistance in the 
shearing direction and the sled can move in a straight line without any significant force 
throughout the required shearing track, the length of which is less than 3mm. 
The sled is moved by a leading wire connected to a stepping motor. The reaction 
to the leading wire is provided by a trailing wire, tensioned with a third dead weight 
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hanging over a pulley. The difference between the readings of the load cells (LC) in the 
leading and trailing wires provides the value of the net horizontal force _Fi.(6). The value 
of the horizontal force due to the inter-particle shear is then: 
Fh(6) = Ft(S) + AFh(6) 	 (6.1) 
with AFh(6) << Fi (6) being a calibrated function that depends on the geometry of the 
constraining wires and the load applied on them. When the apexes of the two spherical 
particles come into contact, if they are aligned along the vertical at the centre of the 
apparatus (S = 0), the horizontal force Fii(S) gives the real inter-particle friction. At this 
stage AFh(8) vanishes because the constraining wires are aligned. 
During shearing the value of the vertical component of the inter-particle force Fv(z) 
is given by the equation: 
Fv(z) = Fv (zo ) + AF,(z) 	 (6.2) 
where Fv (zo) is the vertical load, also named Fo, acting on the contact at S = 0 and 
AF,(z) << Fv(zo ) is another calibrated function, which equals zero for z = zo, when 
all the wires are co-planar with the lower surface of the sled. This position is called 
the reference position, and Fv (zo) is called the reference vertical force. To increase the 
vertical load, a light tray (a plate of aluminium with a lattice of holes drilled through it) 
can be hung on the sled by means of four small brass rods and a set of weights can be 
added at the centre of the tray. 
The measurements are sent to a PC running a data logger. Two free-armature LVDTs, 
logged onto the PC, are used for measuring the horizontal and vertical displacements of 
the sled. Two sensors, also logged onto the PC, allow the continuous monitoring of 
temperature and relative humidity. The apparatus is equipped with a perspex chamber, 
open at the top (1" diameter, 0.5" in height) that, filled with a given liquid, allows 
measurements of friction of submerged contacts. In the current research only de-ionized 
water was used as filling liquid. Two versions of the apparatus were made, respectively 
labelled Mark A and Mark B in Table 6.1. 
In a first stage (Mark A) this device was built for a vertical reference force Ft,0 = 
2.27N, with two load cells capable of resolving only 8g. Then, the apparatus was modified 
with a lightened sled to reduce Ft,0 to about 0.93N, and two new load cells with a 
repeatability of 2g were used. The stiffness of the load cells was also changed, being 
respectively 20 and 70 N/mm (including the stiffness of their joints with the wires). 
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reference vertical distance 	 77.88 mm 
diameter of the pulleys 50.8 mm 
weight of the sled, collar and upper holder 	191.0 g 
reference vertical force 	 2.27 N 
Mark A load cell repeatability 8 g 
load cell-joint stiffness ( 	) 	 20 N/mm 
largest initial offset 	 0.5 N 
vertical alignment accuracy 	 30 itm 
standard deviation ratio on reference surface 	0.50 
reference vertical distance 	 89.21 mm 
diameter of the pulleys 72.72 mm 
weight of the sled, collar and upper holder 	78.30 g 
Mark B reference vertical force 	 0.93 N 
load cell repeatability 2 
load cell-joint stiffness 	 70 N/mm 
largest initial offset 0.1 N 
vertical alignment accuracy 	 5 tml 
standard deviation ratio on reference surface 	0.15 
Table 6.1: Features of the friction apparatus 
So, in the second generation of the apparatus (Mark B) the performances in terms of 
resolution of the shearing force improved of 3-4 times and relatively low normal loads 
could be used, and the level of confidence in measuring the coefficient of friction on 
reference smooth convex particles (crome-steel ball bearings) increased accordingly. The 
standard deviation ratio of the measurements on such surfaces was 0.50 for the first 
prototype and 0.15 in the modified version. The speed of shearing was generally in the 
range 140-200pm/h. 
6.2.1 Set-up of a test 
To set up a test, the sled has to be placed in its reference position. For this purpose, a 
set of special tools, including a stainless steel needle, which is called here witness, and 
two reference brass pillars were used. The witness has the same diameter of the mounts 
of the particles, it is machined with sharp edges and fits the collar of the sled and the 
well in the lower podium with a maximum gap of only 50,am (4.71mm is the internal 
diameters of the collar and the well and 4.66mm is the diameter of the witness). The 
witness is long enough to cover the height between the top of the sled and the lower 
brass beam. The reference pillars are cylindrical with a diameter of 19mm. They were 
manufactured with a precision of 10ium. If the pillars are inserted between the sled and 
the lower brass beam supporting the lower podium, and the witness is allowed to drop 
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by gravity through the collar of the sled down to the bottom of the well of the lower 
podium, than the sled lays in its reference position. The steps to run a test are given in 
the following section. 
i. Procedure indications. 
1) With the sled in any position along the travel path, the pillars and the witness are 
carefully inserted. The witness is confined by the collar of the sled and has its tip lying on 
the upper edge of the lower podium. Using the stepping motor, the sled is dragged at an 
intermediate speed (<20mm/h) by the leading wire and slides on the top of the pillars up 
to a point at which the witness drops by gravity into the well. When the witness drops, 
the motor is turned off promptly. At this point the sled is centred and its collar and the 
lower podium are aligned with a precision of 5itm. This value was achieved in Mark B 
apparatus. In the Mark A apparatus, where a thinner smooth edged brass witness was 
used, the largest error of verticality was 30,um. 
2) At this step the witness, first, and the pillars, after, are carefully removed and 
the sled remains suspended by the wires and aligned with the centre of the apparatus. 
This location of the suspended sled is named the neutral position. In this condition 
the readings of the two load cells must differ by less than a reference value, which is 
named (Table 6.1) the largest initial offset. This value has been taken to be about 5 
times the load cell repeatability. If this requirement is verified, the apparatus is in a 
standard condition and the two load cells are reset to zero. If not, the apparatus is out of 
order. An unacceptable distance of the load cell readings can occur because of: internal 
failure (e.g. yield of a joint between the wire and pulley), operator error (e.g. delay in 
turning off the motor when the witness drops in the well), accidental events (e.g. hitting 
the apparatus), anomalous temperature conditions (e.g. failure of the air conditioning, 
excess of heat on one of the two load cells, etc..). An unacceptable offset can generally be 
amended easily, by leaving the sled in the neutral position for a time ranging from some 
minutes to one hour, and repeating several times the alignment of the sled in the reference 
position. The reliability of the apparatus may be checked afterwards, by measuring the 
friction angle of reference particles, having repeatable values of friction (crome still balls 
bearings, cbi, = 4° — 7°). When these values of friction are not found, other remedies 
have to be considered (e.g. rewiring the device, calibration of the load cells and checking 
of the reliability of the measurements of the vertical load). To carry out these checks 
with the required accuracy, allowing also for creep of the freshly replaced tensioned metal 
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components (e.g. wires, joints) an overall time of at least one week has to be allocated. 
However, in a cases of minor deviations from the standard condition, after several checks 
confirming the restored offset of the two load cells, the pillars are re-inserted carefully 
and the test can be carried out. 
3) If required, the supporting tray and additional loads are hung on the sled. 
4) The mounts holding the two particles are released vertically in the hole of the collar 
of the sled. The lower mount is introduced first, allowing it to drop by gravity into its 
position in the well. After fixing it by means of a screw (Fig. 6.2c) the upper mount 
is inserted and fixed to the collar of the sled. While fixing the upper mount the sled 
is gently hold by two fingers against its supporting pillars, to avoid extra stress on the 
wires. Then the pillars are removed, the two particles come into mechanical contact and 
if they are spherical, the central points of their surfaces must be aligned vertically, and 
are subject to a vertical force equal to Fv(zo), the amount of which is measured with the 
calibration technique given in Section 6.2.4. 
5) To start the test the sled is than moved backwards, with the reference pillars 
inserted. At this stage the sled is dragged by the trailing wire which is tensioned by the 
dead load, while the stepping motor releases the leading wire. During this stage, in the 
case of regular convex geometries, the two particles are not in contact any more, because 
the sled slides at the largest elevation zo on the top of the pillars. After the sled has 
covered a certain track backwards (0.1-0.8mm) the motor is turned off and the pillars 
are carefully removed. At this point the sled is pushed down by gravity and the point 
of contact between the particles is again established at a level lower than zo, while the 
vertical force transmitted by the sled is slightly smaller than Fv(zo ). This because of the 
tensile support given by the wires when the sled is lower than its reference position (Eq. 
6.2). This use of the reference pillars as a sliding support of the sled is to protect the 
particles from any surface damage before the actual test is performed. 
6) The test is started by switching on the motor in the forward direction, at the 
desidered speed. In general the duration of one test is in the range 1-12 hours, according 
to the chosen speed and length of the track. 
7) An automatic switch stops the test after that the whole length of the track has 
been covered. 
8) The sample is removed and the sled is positioned in the reference position. If the 
offset of the load cells is less than the largest initial offset the test is accepted. 
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6.2.2 Friction between the pulleys and their axles 
The estimation of the friction between the pulleys and their axles was important to allow 
the validation of the calibration of the apparatus using a static analysis. This estimation 
was made using the two arrangements in Fig. 6.3. In the arrangement a) only one pulley 
was used and the horizontally of its axle of rotation was checked using an air bubble level. 
In the arrangement b), using a caliper and optical collimation (0.1mm precision), two 
pulleys were aligned in the same vertical plane, with their centres on the same horizontal 
line. The axles of the pulleys were clamped between vices and a length of soft wood, 
the reaction to the vices was provided by the lower edge of a solid table (Fig. 6.3). At 
the beginning of the tests the pulleys were in equilibrium under the action of dead loads 
13/4 acting on the two ends of a wire hanging on the pulleys. A 0.45mm stainless steel 
wire was used as in the friction apparatus. The pulleys were made of brass and had a 
diameter of 2" , while their stainless steel axles had a diameter of 3.16mm. The dead load 
W1  was 2513g, equal to the weight of the holder fixed at the end of the wire ( 2`-- ' 245g) 
plus 51b of additional load. This weight approximated with a scatter of only 0.3% the 
dead load tighting the trailing wire in the apparatus Mark A apparatus. 
After 30 min, in which a first stage of creep in the system was allowed, one of the two 
loads W1  was gently increased using a set of reference weights in the range (1 — 200g), 
and the additional weight ATV = W2 - W1 causing the incipient movement of the pulleys 
was recorded. The experiment was repeated several times for both arrangements a) and 
b) (Fig. 6.3), inducing alternately clockwise or anticlockwise movements of the pulleys. 
The value of the coefficient of friction of the axle of a pulley in the two arrangements 
a) and b) can be derived using the schemes in Fig. 6.4 and solving the corresponding 
equations for rotational static equilibrium around the axles of the pulleys. In the case of 
one pulley (a) we have: 
r p W2 - 	rp OW 
	
111 	ra 13/4 + W2 	7-, 213/4 + OW 
and for two pulleys (b): 
rp 	W2 — 	 AW 
[12 = 
Ta 2 [WI (w1 +2 w2)  21 0.5 	ra 2  r 1.(W1 ATV)2 	2 W1 2 AW  ) 21 0.5  
From Eq.s 6.3, 6.4 we can see that, for a given dead load W1, the loss of force in the 
(6.3) 
(6.4) 
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rp  a) 
w , 
0.5 (WiFFV2 ) 0.5 (W1-FW2 ) 
Figure 6.3: Arrangements to measure the friction between the brass pulleys and their 
stainless steel axles (ra = 1mm) 
Figure 6.4: Determination of the angle of friction between the pulleys and their axles 
wire due to the friction between the pulley and its axis depends on the ratio: 
ra 
cp = 12—
r p 
(6.5) 
This ratio is named here the constant of the pulley c p. A relationship between c p and 
the external loads W2 — W1 is derived from Eq. 6.3: W2 = W1(1 + c p )/(1 — c p ). A 
similar relationship holds in the case of two pulleys. The parameter cp characterizes the 
mechanics of the pulley, and is zero for an ideal pulley of infinite efficiency (OW —p 0) 
whatever its friction (p) and 1 for a pulley of zero efficiency (OW 	oo) whatever its 
geometry (ra/rp). We can see also that equal reductions of µ or rp/ra produce equal 
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Setting W1 
g 
pulley 
tested 
induced 
rotation(1)  
AW 
g 
W2 
g 
ia 
1 aw 48 2561 0.149 8.5 
1 aw 47 2560 0.146 8.3 
a one pulley 2513 1 cw 44 2557 0.137 7.8 
2 aw 60 2573 0.187 10.6 
2 cw 37 2550 0.115 6.6 
aw 98 2611 0.212 12.0 
b two pulleys 2513 1-2 cw 97 2610 0.211 11.9 
aw 49 2562 0.106 6.1 
(1) aw: anticlockwise, cw: clockwise 
Table 6.2: Data to evaluate friction between the pulleys and their axles 
increases in the efficiency of the pulley. The friction of the material can not be changed 
and techniques such as repeated smoothing or lubrication were excluded because of lack 
of consistency both in space and time. Therefore, as a high efficiency was desidered, it 
was preferred to minimize the ratio ra /rp. However, the reduction of ra below a certain 
value was not feasible because this would affect the stiffness of the machine, whereas 
an excessive value of rP would make the rotational inertia of the pulleys unacceptable. 
Accounting also for these reasons, the development of the apparatus from Mark A to Mark 
B included the manufacture of six brass pulleys of acceptable larger diameter (Table 6.1). 
Results of the rotational experiments on the pulleys in arrangement a) are listed in 
Table 6.2. More dispersed values of friction was found in case of two pulleys, because 
of the difficulty in guaranteeing the co-planarity of the two pulleys. However, average 
values of p equal to 0.147 and 0.158, corresponding to values of the angle of friction 
cb = 8.4° and 9.0°, were obtained for the arrangement a) and a)+b) respectively, and 
this difference was insignificant for the purposes of this exercise, as will shown soon. 
Therefore, a unique value of angle of friction Op = 9° was considered to characterize the 
contact between the brass pulleys and their stainless steel axles. 
6.2.3 Diameter of the wires 
For a material of given yield stress cry and Young's Modulus E, the diameter d of a wire 
used in the apparatus has to satisfy two conditions. The first is the admissibility of 
the stress, which determines the smallest value required for the diameter of the pulleys. 
The second is the admissibility of the stiffness which determines the smallest diameter 
possible for the wires. The highest value of the stress in the wire occurs in the throat of 
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mark wire free dead pulley maximum 
of size length weight size stress 
the d L free Wd dp amax wire 
apparatus mm mm N mm MPa 
0.16 1000 24.65 50.80 1885 
A 0.45 1000 24.65 50.80 1999 
- 0.45 160 24.65 72.72 1447 
B 0.45 160 11.37 72.72 1363 
safety factor 	axial 
for yielding 	stiffness 
F y 	Kw 
- N/mm 
	
0.80 	4 
0.75 33 
1.04 	209 
1.10 	209 
Yield stress 1500 MPa 
Young's modulus 210000 MPa 
Stiffness desidered >150 N/mm 
Table 6.3: Results of static analysis to determine the size of the stainless steel wires 
the pulley and is: 
Ed 4Wd  
Amax wire = dp + d 7d2 	 (6.6) 
where the ratio dl(d p+ d) is the component of the maximum strain due to the curvature 
of the pulley and Wd is the dead load acting on the wire. The stiffness of the wire is 
independent of the pulley as the length of the wire does not change with the curvature 
of the pulley. Therefore, if L free is the length of the segment of the leading wire in which 
the strain is allowed, we have: 
E7-d 2 (4L free) 1 
	
(6.7) 
The wires considered are made of stainless steel with the diameter of 0.16mm or 
0.45mm. In Table 6.3 several values obtained for the development of the apparatus are 
summarized. 
The condition "stiffness desidered" (last row of the Table 6.3) is discussed in Sec-
tion 6.2.5. The wires of the Mark A apparatus, when dismantled, showed a permanent 
deformation due to the curvature of the pulley. This was also responsible for a decay 
of axial stiffness of the moving wire when a yielded piece of it leaves the throat of the 
pulley and was deformed along the straight direction. Better performance was achieved 
in apparatus Mark B. 
6.2.4 Vertical loads 
The inclusion of a load cell to record the vertical component of the inter-particle force 
was not convenient. In fact it was not possible to find, or make, a load cell capable to 
measure such a load at the requested level of precision (1 — 2g), that would be insensitive 
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to the shearing force. However, if a specific calibration is done, the apparatus described 
here can be regarded as a load cell in itself. 
In the reference position, the sled, linked to the 5 co-planar wires, is always acting on 
the inter-particle contact with a vertical load Fv(zo) which is independent of the tensile 
forces in the wires and is given by its own weight, plus some additional loads, which are 
induced by the masses of the following components: wires connecting the sled with the 
frame, load cells suspended to the leading and trailing wires, armature of the vertical 
LVDT acting on the top of the sled (Fig. 6.2). The value of the function Fv(z) (Eq. 6.2) 
was determined with the following method. 
i. Experimental calibration 
A digital balance with the resolution of 0.5g was placed on the wooded shelf (Fig. 6.1) 
of the apparatus, as shown in Fig. 6.5. The additional tray (see Section 6.2.1) was 
linked to the sled by means of the 4 screw rods (Fig. 6.5), and a batch of paper sheets 
was interposed between the plate of the balance and the additional tray. Therefore, the 
elevation of the sled z and the corresponded value of F„ could be accurately controlled 
by changing the number of sheets within the batch, and recording F„ and z by means of 
the balance and the vertical LVDT. Each sheet had the thickness of about 100µm and 
the repeatability of the reading of the vertical LVDT for the same batch was within 2itm. 
For each value of thickness of the batch of paper, the balance was reset after raising the 
additional tray from the batch of paper. Changes of thickness or distortion in the batch, 
induced by the room humidity did not affect the precision of this calibration because of 
the simultaneous readings of F„ and z. 
The results of one of these experiments are shown in Table 6.4, where the data ob-
tained from the LVDT and the balance are listed in the rows 2-9. The relative displace-
ment Az is equal to the difference between the reading of the LVDT at a given elevation 
and the reading of the LVDT when the sled is at the reference position. The data in 
columns E (i.e. AF„) and B (i.e. Az) of Table 6.4 are plotted respectively as x and y in 
Fig. 6.6. In this plot the intercept of the regression line on the AF, axis gives the value 
of the additional vertical force acting on the sled in the reference position. The inverse 
of the slope of the regression line corresponds to the rate at which the additional vertical 
force changes when the sled moves vertically. Depending on the features of the appa-
ratus, a vertical movement of the suspended sled within the range of the measurements 
during the inter-particle test (2:2 0.1mm) produces a variation AF.„(z) of about 0.02N. 
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Figure 6.5: Calibration of the vertical load 
Legend: 
1 digital balance, resolution 0.2g 
2 ligth tray with 4 rods screwed to the sled 
3 batch of paper sheets 
4 LVDT for vertical displacements 
5 pillar of a constraining wire 
6 leading pulley 
in the friction apparatus - Mark A 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
A 	 B=A-A0 
vertical LVDT 	relative displacement 
reading Az 
mm 	 mm 
C 
balance 
reading 
g 
D 
total vertical 
force 
N 
E=Di(i=1_g)-D10 
additional force 
AF„ 
N 
(2.298) 0.000 (123.7) (1.210) (0.14) 
4.264 	 1.966 172.5 1.692 0.623 
3.958 1.660 164.5 1.613 0.544 
3.198 	 0.900 145.5 1.427 0.358 
2.887 0.589 138.0 1.353 0.284 
2.575 	 0.277 130.5 1.280 0.211 
2.062 -0.236 117.5 1.152 0.083 
1.747 	 -0.551 110.5 1.084 0.015 
1.659 -0.639 108.0 1.059 -0.010 
weight sled-I-holder-I-2 rods+armature LVDT4 109.0 1.069 
weight 2 rods-Farmature LVDT4 30.5 0.279 
weight sled+collar+upper holder = Ws  78.5 0.789 
vertical force with 2 rods 1.21 
vertical force without 2 rods 0.93 
Table 6.4: Data for the calibration of the vertical loads in the friction apparatus, number 
in brackets corresponds to the intercept (0.14, 0) in Fig.6.6 
If not corrected, this value can affect only the measurements of high values of friction. 
For instance, only with 1..t > 1 we would have AFh = µAF,,(z) = 0.02, and this value 
equals the repeatability in the reading of the horizontal load using load cell B (Table 
6.1). For a given set of dead loads tightening the wires of the apparatus, the slope a,. of 
the regression line in Fig. 6.6 is affected by the weight of the sled. A heavy sled tends 
to increase the wire tension for a given value of Az. The lighter the sled the higher ctr. 
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Therefore, a light sled is preferable if we want to minimize the change of vertical force 
on the point of contact of two convex particles during shearing. 
Az = 4.14 AF,- 0.59 
R2 = 1.00 
L 
> 
0.2 	03 	0.4 	05 	0.6 	 1.0 
ti 
rz 
G 
.= -5 F,.(zo)-W, 
7.; 4 
additional vertical force AFB,. (N) 
Figure 6.6: Determination of the additional vertical force at the reference elevation and 
regression .z(OFF) for dead loads on the wires =21b 
During the development of the Mark B of the apparatus, the aluminium sled and its 
brass collar were progressively lightened by machining their surfaces. The self weight of 
this set, including the upper holder, was reduced from 191.5g to 96.2g (Fig. 6.7) and 
then to 78.5g. The influence of the weight of the sled on the vertical load is given in Fig. 
6.8, where the results of six calibrations in terms of Fv(zo ), Az are plotted. 
b) 
  
Figure 6.7: a) Sled, collar and upper holder; b) Load cell. In setting (B) the sled was 
lightened to 78.5g and the load cell weighted 36g after the insertion of a stiffening plate 
ii. Static analysis 
The results of the calibration for vertical load were checked by statics using the scheme 
of Fig. 6.9. If the values of the deflections of the load cells have to be determined, the 
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Figure 6.8: Stability of the vertical load during vertical movements of the sled for different 
values of the reference vertical force (Mark B) 
solution can be found by numerical iteration, introducing, at each step, an estimated 
value of the angle a and finding the compatible value of /3 assuming that the joints 
between the load cell and the wires lie on the same horizontal plane: 
= arctan [Li (tan a)/L2] 	 (6.8) 
Then, by considering the rotational equilibrium of the pulley, the value of T1 can be 
expressed as a function of the dead load Wd, the non-dimensional constant of the pulley 
c p (Eq. 6.5) and the angle a, respectively, as follows: 
Lr 2 	2 	 (ep2 sin a + 1) cP  sin a(c sin a + 2) — c4 + 2c2 ] 0.5 — T1  = VI7d P P 	P  e2 _ 1 (6.9) 
while, for T2 and R p , we have respectively: 
T2 = T1 cos a/ cos /3 
	
R p = (T1 — WO/cp 	 (6.10) 
Then the condition: 
= Ti sin a + 712 sin l3 	 (6.11) 
is checked, where I47, is the actual weight of the load cell (36g) and the right side of 
the equation is expressed by the variables given by Eq.s 6.8, 6.9, 6.10. If Eq.6.11 is not 
satisfied, a new value of a is attempted. The convergence is fast, and the value of a for 
which Eq. 6.11 holds was found after a few iterations using a simple Excel spreadsheet. 
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	 T2 
L01 
Load cell 
L02 
if We 
reference elevation 
1 of 2 reference removable pillars - > 
T1 	 T2 
	
—____B. 4-------- 
Tisina 4, 	 ,s, 	T2sin13 
T,cosa 	 T2cosf3 
L1 	L0 	 L2 
Figure 6.9: Scheme for the static check of the calibration of the vertical loads 
angle of friction pulley-axle 
tan0P 
radius of the axle 
radius of the pulley 
characteristic parameter of the pulley 
length pulley-load cell 
length load cell-sled 
length of the load cell 
distance of centre of gravity load cell-trailing wire joint 
holder weight 
additional loads 
dead load on the leading wire 
weight of the load cell 
inclination of the trailing wire 
inclination of the leading wire 
tensile force on the trailing wire 
tensile force on the leading wire 
force on the pulley axis 
difference between calculated and actual load cell weight 
vertical force due to the weight of the load cell 
wire diameter 
length of the constraining wires 
unit weight of the steel 
influence length of the constraining wire 
spare length of the wires beyond the joints 
theoretical vertical force increment on the sled 
weight of the sled with collar and upper holder 
reference force by numerical iteration 
closed form solution for reference force 
measured reference force  
9 deg (5p  
0.16 A 
1.58 mm ra 
36.36 mm rp 
0.00677 - Cp  
26 mm L1 
117 mm L2 
76.8 mm Lo 
40 mm L01 
252.5 g Wh 
2 Lb Wa 
11.373 N Wd 
36 g We  
1.47 deg a 
0.33 deg 0 
11.2637 N T1 
11.2602 N T2 
16.21 N Rp 
0.00 N Avv, 
0.128 N AF„,' 
0.45 mm dw 
719.6 mm Iwc 
8.100 gcm-3 7 steel 
989.4 mm Iwci 
80 mm I .7- 
0.16 N AFt, 
0.789 N vv, 
0.95 N Fv(z0) 
0.94 N 73 
0.93 N 
Table 6.5: Static validation of the calibration of the vertical load 
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AF,; = 2T2 sin )3 = 2W, 	  
L1 + L01 + L02 + L2 
Li + Loi (6.12) 
0.4 - 
035 - ca. 
40-411-40---41- 
03 
0 
	
30 	 60 	 90 
Op (0) 
Figure 6.10: Influence of the friction of the axes of the pulleys on the deflection of the 
load cell 
The value of AN, was found to be independent of the angle of friction Op between the 
pulley and its axle. An example of the data and results of this analysis is given in Table 
6.5. 
The precision of the iterative method presented above is affected by the assumption of 
the horizontality of the load cell during the deformation of the system. A more accurate 
value of the additional load induced by the weight of the sled was obtained by deriving a 
closed form expression, by considering the system in Fig. 6.9 as equivalent to a horizontal 
beam AB of length L1 + L01 + L02 + L2, simply supported at its extremes (A,B) and 
vertically loaded by a force 1/17, acting at a distance L1 +L01 from A. In this case we have: 
The value of L01 was determined geometrically, accounting for the irregular shape of 
the load cells (Fig. 6.1, Fig. 6.7b) and is 	40mm. By substituting the values of Table 
6.5 into Eq. 6.12, the value AF,' = 0.94N is obtained. This value differs by +0.01N from 
the values obtained numerically and experimentally. 
Eq. 6.12 confirms that the vertical load AF,' transferred by the apparatus on the 
inter-particle contact is not dependent on Op. Hence, during the test the apparatus is 
able to transfer to the point of contact a vertical load that depends only on the elevation 
of the sled whatever the friction of the pulleys. This conclusion is significant in assessing 
the consistency of the device proposed here, where it is clear that the state of lubrication 
of the axle of the pulley may vary significantly over time. 
Finally, the iterative method based on Eq. 6.8 showed also that, when the dead load 
TV,/ is applied, the value of the deflection of the load cell is not affected significantly by 
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the friction of the axles of the pulleys. Fig. 6.10 shows that if the coefficient of friction 
increases form 0 to oo the inclination of the wire linking the load cell with the sled varies 
only between 0.33° and 0.35°. 
6.2.5 Stiffness of the friction apparatus 
The frame of the apparatus is made of rectangular steel tubes. The transversal stiffness 
(Kt) of the apparatus affects its capability in fixing the shearing direction on a unique 
vertical plane. The stiffness along the shear direction, named here the main stiffness (K), 
affects the frictional response. Accurate data are obtained only if the two stiffness Kt 
and K are sufficiently high. 
i. Transversal stiffness 
This stiffness is provided by the two couples of constraining wires of length Lc„, = 
334.8mm, which acts as a bipendulum allowing the movement of the sled only in one 
unique vertical plane and constraining its rotation around the vertical axle. Its value is 
Kt = 2E7d21(4Lev,) = 200N/mm. When two irregular particles are sheared the inclina-
tion of the contact above the horizontal level can have two different ortogonal components 
that are called here the shearing slope a and the transverse slope at. The shearing slope 
corresponds to the slope of the track in the vertical plane of shearing. If the transverse 
slope differs from zero, a constraining force Ft is required to sustain the shearing on the 
desidered vertical plane, whatever the friction. Where 
Ft = Fv tan at 	 (6.13) 
For grains of quartz sand, optical interferometry gave values of at up to 45° along 
the track. In this case the required confining force will equal the vertical load and the 
deviation from the vertical plane will be (5t = 1/200 = 0.005mm, when a vertical load 
of 1N is applied. This value of deviation equals the error of alignment of the machine 
(5µm), hence a value of Kt = 200N/mm is considered a minimum requirement. 
Because of the flexibility of the wires in the transverse direction of the apparatus (the 
ratio between the length of one of the 4 wires and its diameter equals 750), significant 
damping was never observed when the leading and trailing wires were detached from the 
sled and the latter was clamped only to the constraint wires and free to oscillate around 
its neutral point. In Mark B the frequency observed for this oscillation was in the order 
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of 10 cycles/s, and the amplitude took one minute to drop from 10mm to 1mm. The 
time of dissipation of the oscillations to a given residual amplitude is an indicator of the 
overall stiffness of the apparatus. Shorter times of dissipation are indicators of weakness 
in the system or significant resistance on the pulleys of the constraining wires. 
ii. Main stiffness 
A steady shearing regime can be expected for an elastic apparatus if the two surfaces 
in contact are smooth and at least one of them is flat, whatever the main stiffness K. 
However, if differences between static and dynamic friction are considered, or phenomena 
at the scale of roughness are supposed, stick and slip may occur and the motion is not 
steady (Baumberger and Caroli, 2006). However, for what we are concerned here, two 
simplified schemes in Fig. 6.11 are considered. 
Fig 6.11a-b shows a sphere sheared over a plane within an elastic apparatus. The 
stiffness of the apparatus is represented by a spring of stiffness K and initial length Lo. 
In Fig 6.11c-f the same apparatus shears two equal spheres. In both the cases the speed 
of the right extremity of the spring is constant and no difference exists between the static 
and dynamic coefficient of friction. In case a-b the point of contact on the sphere is fixed 
Figure 6.11: Elastic instability shearing convex particles 
\i4- 
during shearing but infinite new points of contacts are created on the lower surface at 
the same time, and the tangential force T is constant. In case c-f, the points of contact 
on the two spheres changes continuously during shearing, and the tangential force T is 
also variable. 
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F, (5 
< 90 
Figure 6.12: Shear forces and frictional response along a non-conforming contact 
In the first case (Fig 6.11a-b), at the beginning of the motion, the elastic energy Ua 
is stored in the apparatus and is never released: 
F2 
Ua 	v 1-1,2  2K 
(6.14) 
In fact, the shear continues with a steady elastic deformation of the spring, equal to 
If two spheres are sheared, the horizontal force reaches the maximum value when 
the upper sphere starts to move (Fig 6.11c) and it drops during shearing, as controlled 
by the gradient of the dilative component of the displacement asylah. The amount of 
elastic energy stored in the spring depends on the value a = ao of the initial obliquity of 
the shearing force Fh , with respect to the tangential force T at the contact. For a given 
direction of shear (90° in the apparatus proposed here) sliding is allowed only if (Fig. 
6.12): 
a < 90° — 04 	 (6.15) 
and an infinite value of Fh is required for a = 90° — 04. From static considerations on 
the forces in Fig. 6.12 we can see that during the test, the ratio between the horizontal 
force Fh applied by the apparatus and the vertical load Fi, is: 
Fh 	cos a + sin a 
F„ 	cos a — sin a 
(6.16) 
This ratio tends to infinity for cos a 	tan 04 sin a (i.e. a -4 90° — 04). The energy 
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Figure 6.13: Force ratio shearing two equal spheres 
stored in the apparatus up to the initiation of the inter-particle sliding is: 
Ua = 
Fv 	 cos ao + sin ao 
2K 	cos ao — it sin ao 
2 
(6.17) 
The equations above describe the dramatic influence of the non-conformity of the contact 
on the frictional stability of the system considered. For instance, if two spheres of a size 
of 2mm have to be sheared and their angle of inter-particle friction Om = 45° equals 
the initial obliquity chosen (i.e. initial horizontal distance between the centres of the 
two particles = lmm), an initial infinite elastic energy is stored in the system. In this 
case the apparatus has a locked inter-particle contact, followed by a violent detachment 
of one particle, which occurred when the elastic tension exceeded the strength of the 
glue bonding the particle to its mount (Fig 6.11c). The machine designed was able to 
experience this phenomenon because of the adequate transverse stiffness of the apparatus, 
which, as mentioned before, restraining the upper particle from skating around the lower. 
In Fig. 6.13 the function Fh /F,(µ, a) is plotted. The lines in Fig. 6.13 describe the 
frictional response of the two spheres for different values of their frictional coefficient 
within an elastic apparatus of adequate stiffness. A normalized stiffness K*, named 
stiffness ratio, is defined as the ratio between the stiffness required K and the ratio Fuld: 
K* = Kd 
Ft, 
(6.18) 
From Fig. 6.14 we can see that the case of Fig. 6.11c-f would occur if two spheres, 
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having Op == 30°, are sheared at an initial obliquity a() = 49°, when the conditions of the 
test (given by d, K, Fu ) correspond to a value of stiffness ratio K* = K6" = 6.5. In fact, 
the slope of the thick dashed line in Fig. 6.14 is the stiffness ratio K6" of the equivalent 
spring in Fig. 6.11c-f. 
If minor entropic losses (sound, heat) are ignored, the shaded area is equal to the 
kinetic energy dissipated by the upper ball when it jumps abruptly from the initial 
position to the contractive side of the track, as depicted in Fig. 6.11d-f. In this case, when 
the sliding is achieved there are unstable positions of the upper particle on the dilative 
side of the track, and, for any contact lying on this side, the available frictional+dilative 
resistance Fh (c5h) is lower than the current elastic force acting in the spring for b = (5h . 
Therefore, the dilative displacement is accompanied by an acceleration with components 
a8uat2 and 38 /ate. This acceleration acts on the whole travelling mass of the sled 
(Ws / g) and tends to release the tensile force of the spring T with its component ag/at2, 
whereas the vertical component is opposite to the vertical force F„ applied by the sled 
(Fig. 6.11d). When the centres of the two particles are aligned, the force in the spring 
Fh and the normal force at the contact N tend to zero, together with the frictional 
component T (Fig. 6.111). Then, as soon as the displacement becomes contractive, the 
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spring starts to react against the momentum of the travelling mass (Fig. 6.11f) and 
eventually the contact is again temporarily locked between the compression of the spring 
and the reaction of the lower particle, but with an inversion of the shear force (Fig. 
6.11f). 
If the phenomenon of the apex jump occurs, a significant inaccuracy affects the read-
ings of the apparatus, and the friction in the reference position (apex-apex of the spheres) 
can not be determined. In the example of Fig. 6.14, accurate data can only be obtained if 
the initial obliquity is reduced from 49° to 30° (x/d=0.5). In this case the available stiff-
ness factor K1  of the machine approximately equals the current stiffness of the contact 
and stable shearing occurs, whereas the stiffness required for a quasi-static test (i.e. un-
affected by kinetic energy) with ao = 49° would be six times larger (KiK = 40). However, 
the poorer stiffness ratio Kt; would also be adequate for a longer track, if two smooth 
spheres were sheared (Op = 2° in Fig. 6.14). 
The current stiffness ratio demanded for a quasi-static friction test is given by the first 
derivative of the equation relating the force ratio Fh /F.„ to the distance ratio x = x/d, 
with x the horizontal distance of the two spheres of diameter d. Hence by substituting 
a with arcsin(Y) in Eq. 6.16 and differentiating with respect of Y, we have: 
K* = a(FhIF,) = 	 µ2 +1  
cr 	(1 — y2)312 _ 2y[t( 1 --f 2) :172/12(1 	7;2)1/2 
(6.19) 
which is defined only for x < sin(90 — Op). Eq. 6.19 is represented by the set of solid 
lines plotted in Fig. 6.15. The actual current stiffness corresponding to K* is: 
K = 
F
v 	 ,u2 +1  
d (1— x2 /d2 )3/ 2 —2x1.1(1_ x2 /d2)/d+ x2112(1_ x21d2)1121d2 (6.20) 
However, a certain point on the dilatative track exists beyond which the current slope 
of the curve Fh/F,(x/d) no longer represents the value of the stiffness ratio K* required 
to start a quasi-static test for the given value of obliquity (e.g. lq in Fig. 6.14). This 
point is found by the condition of tangency of the curve Fhl Fz,(xld) with a straight line 
passing through the origin of the (Fh /F„ — x/d) plane. If the test is started beyond 
this point, the value of K* is the slope of the straight line passing through the origin of 
the (Fh/F„., — x/d) plane and the current point on the curve FhlFy(xld). Therefore, if 
the test starts at zero obliquity and accurate friction data are required, an apparatus of 
infinite stiffness should be used. Violation of this rule implies that when the test starts 
with the contact too close to the apex for a given stiffness of the apparatus, the ideal 
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Figure 6.15: Lowest values of elastic stiffness shearing two spheres without kinetic effects 
spring is stretched too much to follow with accuracy the drop of the shear force on the 
contractive side of the track, where the rate of decay of Fh/F, is faster than in dilation, 
(see contraflexure at zero obliquity in Fig. 6.13). This new condition for K* is given by: 
K* = 
Fh d 	+ tan(arcsin 
F, x x — µx tan(arcsin T) 
(6.21) 
Eq. 6.21 is represented by the set of dashed lines in Fig. 6.15. We can see that an 
initial obliquity ao of 18°-27° can optimize the effectiveness of the apparatus in respect 
of the requested stiffness. We call the optimal value of initial obliquity the value of initial 
obliquity ao = aopt that allows to shear two spheres of a given friction using the smallest 
possible value of stiffness. The function K*(aapt ) corresponds to the chain-dotted curve 
in the semi-log diagram of Fig. 6.16. This curve is the locus of points of interception 
between curves of equal friction by Eq. 6.19 and Eq. 6.21. Hence, by substituting in 
Eq. 6.21 the value of µ given by Eq. 6.19, the function K* (a0pt) = K*(a) (the subscripts 
are omitted for brevity) is obtained: 
K* cos3 a+ 
cos' a [K* sin a — tan ce] [K* sine a cos cx — 1i [K* sin a — tan a] 2
= 1 
1/(2K* sin ce) ± tan ce 	 [ 1 ± K* sin ce tan cx]2 
(6.22) 
which can be expressed in terms of x by substituting a with arcsin x. Eqs. 6.18, 6.19, 
6.21 and 6.22 hold also if the two spheres have different diameters d1, d2. In this case we 
have x = sin a(di + d2)/2 and x = Y(d1 + d2)/2. For two frictional spheres the optimal 
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Figure 6.16: Optimal obliquity for different values of interparticle friction 
obliquity is always less than 27°, whatever their size, and this maximum value holds for 
61,g'-2- 20° (Fig. 6.16). 
In fact, for smoother or rougher spheres the best mobilization of the stiffness of an 
elastic apparatus occurs for less steep initial contact. However, for Om varying in the 
range 5°-30°, values of cxopt are always larger than 15°. The values of initial obliquity of a 
set of accurate tests carried out during the present research in the same range of friction 
(5°-30°) are given in Fig. 6.17. The most consistent measurements were obtained for 
= 0.4 (a 25°). The agreement between this figure and the value of optimal obliquity 
obtained with the theoretical analysis is extremely good. 
iii. Overall stiffness of the apparatus 
To ensure minimal kinetic bias for reasonable lengths of the track, the stiffness ratio K* 
desidered for the friction apparatus has been assumed to be larger than 10 (Fig. 6.16). 
The apparatus is designed to shear particles of a minimum size of 0.5mm (for achieving 
values of 0.2mm further modification is required) under a maximum vertical force of 
1.5N, hence its desidered main stiffness Km' should be at least 30N/mm. 
As in the compression apparatus, also in the friction apparatus the load cell is in 
series with the other components carrying the load. However, in contrast with the com-
pression apparatus where the loaded area of these components is much greater than the 
corresponding area of the load cell (Section 5.5.2), in the friction apparatus the principal 
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component carrying the load is the wire, which is characterized by a relatively small 
cross-sectional area. Therefore, whilst in the compression apparatus the stiffness of the 
machine is roughly equal to the stiffness of the load cell (Eq. 5.15), the overall stiffness 
of the friction apparatus is mainly affected by the length of the wire. 
The diameter of the wire used in the friction apparatus is 0.45mm and cannot be in-
creased unless larger pulleys are used, but this would introduce other problems described 
in Section 6.2.2. In general, only the leading wire governs the main stiffness, as no elas-
tic energy is stored in the trailing wire, which runs at constant load Wd. However, the 
overall stiffness of the system including trailing wire-LC 9 is also important when kinetic 
effects occur or near the end of the test when high values of the contractive rate are 
experienced. At these stages, when the shearing component at the contact can become 
negative, fluctuations of load on the trailing components may occur. 
The stiffness of the leading wire, having Young's modulus E 	210GPa, cross- 
sectional area A = 0.16mm2 and length Lf,„ 1000mm, is KZ = AE/L f„, = 33.4 
30N/mm. As this value is equal to the overall stiffness desidered (KZ=30N/mm), a 
load cell of infinite stiffness (Eq. 5.15) should be used in the apparatus to guarantee 
protection against kinetic effects. Alternatively, the solution could be to shorten the de-
formable length (free length L fr„) of the leading wire. To perform this operation, a rigid 
rod of brass was introduced vertically, by clumping its extremities to the leading wire, 
respectively near the stepping motor and the leading pulley (Fig. 6.18a). Consequently, 
the values of L free  dropped from 1000mm to 160mm and the stiffness Kw increased from 
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Figure 6.18: Set-up of a load cell and LVDTs in the friction apparatus and arrangements 
(a, b, and c) made for Mark B to increase the main stiffness 
30 to 209 L' 200N/mm. 
In contrast with the pulleys of the constraining wires, which are adjacent to the 
pillars, the leading pulley has a distance from its support which is lap/2 = 32mm. For 
this flexural length the additional stiffness is: 
K; = 48EJI1a3 p = 0.75E7411a3 p = 188 190N/m,m 	(6.23) 
In conclusion, considering all stiffnesses analysed, the required stiffness of the load 
cell is now (Eq. 5.15): 
= 	Ky p"(KiTil,K; — IcK; — KZ)-1 = 43 40N/rnm, 	(6.24) 
iv. Stiffness of the load cells 
In Fig. 6.18 the position of the load cell along the leading wire (LC 10), in the Mark B 
of the apparatus, is represented. The other load cell (LC 9) works symmetrically on the 
trailing wire. The LVDT (LVDT 4) recording the vertical component of the displacement 
z is positioned on the tip of the upper mount, whereas the LVDT (LVDT 2) measuring 
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Figure 6.19: An arrangement for the calibration of the load cells after the insertion of the 
aluminium stiffening plate (a, b); improvement of stiffeness changing from simple joint 
(c) to screwed joint (d) 
the horizontal displacement has its armature pushed by the sled during shear. Although 
this system allows routine checks, the deformability of the two load cells LC9 and LC10 
was measured several times (Fig. 6.19a). Initially, the load was increased using reference 
weights of lg-200g added to the dead load, which was supported by a 0.45mm diameter 
wire with a length of about 50cm (Fig. 6.19a). During the final experiments larger 
increment of stress were used (0.51b) and the length of the wire was reduced to 15cm 
(Kn = 220N/mm). The displacement was measured with a resolution of 1iim by means 
of LVDT 2 positioned on the top of the holder of the dead loads (Fig. 6.19b). Typical 
patterns of the response of the load cells 9 and 10 with the first type of joint (Fig. 6.19c) 
are shown in the first column of the set of plots of Fig. 6.20. 
Values of stiffness K = 10 — 40N/mm were measured for the two load cells, including 
the effect of the wire supporting the dead load. These results were poor and, after an 
accurate check of the system, points of yielding in bending were found in the wires near 
the joints (example in Fig. 6.19c). This defect occurred where the wire was fastened to 
this joint, which we call a simple joint. Therefore, a more precise and consistent joint 
was designed for both the load cells (Fig. 6.21). In this joint, named a screwed joint, 
the wire is clamped coaxially to the load cell, between a small brass plate and a furrow 
machined in a flat central section of the joint (Fig. 6.21) with a breadth not larger than 
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the diameter of the wire and a depth of about one half the breadth (i.e. S--- 250p,m). The 
plate is tightened by a 2mm diameter screw. This joints allows an accurate alignment of 
the wire, the extremity of which is inserted into the joint itself, whereas, in the simple 
joint, the wire had to be bent manually in order to be hooked through the hole of the 
joint (Fig. 6.21). 
After this improvement, the stiffness of the two load cells (equipped with the new 
joints) was checked again. In the second column of Fig. 6.20 some results of these tests 
are shown. A dramatic increase of stiffness was observed. However, a large variance of 
the overall stiffness of the LC+wire (K) was observed between 9.14 and 13,59N, with 
values of K varying in the range 36-342N/mm. These data are dispersed, and the mean 
value measured was Kav=140N/mm. A decay of stiffness was observed between 13.59N 
and 15.81N, probably related to creep in shearing between the wire and the clamping 
plate of the screwed joint under the largest load. In order to assess safely the effectiveness 
of the LC against kinetic effects, a reference value of stiffness should account stronger of 
the lowest values observed. Therefore, a reference value K=35N/mm was considered for 
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Figure 6.21: Simple and screwed joint (the latter with its eccentric screw platen) respec-
tively used in the Mark A and Mark B of the apparatus 
the stiffness of LC+wire. Then, using the relation: 
— 1)-1 	 (6.25) 
the value Kr, = 42N/mm was obtained for the LCs. This value just fitted the requirement 
(Eq. 6.24). However, despite the insertion of the screwed joint, the loading cycles of the 
LC did not show a consistent repeatability (Fig. 6.20, second column). Therefore, a 
stiffening aluminium plate 3mm thick (Fig. 6.18) was inserted to make rigid the flexural 
sides of the load cells which were not equipped with strain gauges. This plate was 
machined a bit longer than the straight internal edge of the LC. Therefore it can apply 
shear forces at the contacts between its edges and the rounded corner of the LC, and 
any interaction at the interface between the stiffening plate and the flexural component 
of the LC is excluded. The results of these experiments are shown in the third column 
of Fig. 6.18. The overall stiffness LC+wire (K) increased in the smallest values, and the 
dispersed high values which had been recorded without the stiffening plate were no longer 
observed. The overall behaviour during loading-unloading cycles was more consistent. 
However, this discrepancy might have also occurred as result of creep at the wire-LC 
joint, which might have taken place greaterly during the first experiments, when the LCs 
were not reinforced. However, the values of stiffness K=51-73N/mm were observed in 
the required range of loads (13.9 - 15.81N), and the safe reference value K=50N/mm was 
assumed. Finally, using Eq. 6.25, the stiffness of the load cell (reinforced with the plate) 
equalled 65N/mm. 
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v. Check using statics 
For a better understanding and checking of the contribution of the load cell to the 
deformation of the system, a static analysis was carried out. The frame of the load 
cell has a degree of static indeterminacy of three. However, by symmetry, no rotation 
can occur at the extremities of its bending platens under the imposed load. Therefore, the 
analysis was carried out using the scheme in Fig. 6.22. The data from this check, based 
on the equation of Fig. 6.22, are listed in Table 6.6, where the mechanical properties 
of the aluminium have been taken from reference data in literature. In this table, the 
results for the similar Load Cell B of the compressive apparatus (Chapter 5) are also 
listed. In fact, all these load cells can work either in extension or compression, with 
about the same level of resolution 	1g). However, LCB was machined with a larger 
thickness of its flexural parts, which made it stiffer than LC9 and LC10. 
For LC9 and LC10 without reinforcement (named "normal" in Table 6.6) the value 
of the stiffness K,st determined by statics is intermediate between the extreme values ob-
tained with the experiments. However, the latter are too disperse to attempt an accurate 
comparison. In contrast, the value of stiffness determined from statics for LCB exceeds 
the experimental value of a significant amount (67%). This difference can be explained 
(Section 5.5.2) remembering that the reference value of stiffness assumed for this load cell 
does not account for the deformations of other components of the compression machine. 
Moreover, a more refined comparison between experiments and static analysis could be 
done if a more specific characterization of the aluminium alloy used to make these LCs 
were be available. Despite these concerns, this static analysis elucidated the influence of 
the thickness of the flexural components of LC on its stiffness, and confirmed that the 
LCs used work in a range of load that is far from yielding and the fatigue strength. 
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LCs 9 and 10 
friction apparatus 
with screwed joint 
normal 	stiffened 
LC B 
corn-
pressive 
apparatus 
1 
12.9 
N 
mm 
0.80 1.25 mm 
12.3 mm 
68 GPa 
110 MPa 
0.55 2.10 mm4 
0.0021 0.0005 mm 
2.235 0.915 MPa 
1.7 
30 70 N 
50 120 N 
241 921 N/mm 
36 	51 N/mm 
342 	165 N/mm 
35 	50 550 N/mm 
42 	65 
force Ho on the load cell 
width of the rectangular bending section 
thickness of the bending rectangular section 
length L of the aluminium beam 
Young's modulus, Brislee (1913) 
bending stress of fatigue, Soyama et al. (2002) 
moment of inertia of the bending section 
displacement 6/2 at the extreme of one beam 
maximum principal stress in the beam 
safety factor F assumed against fatigue strength 
capacity of the load cell with safety factor F=1.7 
maximum load at yield of fatigue strength 
determined by statics 1-(5t 
min. stiffness Kmin (LC+wire) at 9.14-13.59N 
max. stiffness Kmax (LC+wire) at 9.14-13.59N 
reference K (LC+wire) after experiments 
stiffness of LC Km 
Table 6.6: Static check of the stiffness of LC in the settings B of the compressive and 
friction apparatuses 
6.2.6 Hysteresis and calibration for horizontal loads 
Tested under ideal conditions, on the table of the laboratory, with a vertical load applied 
cyclically in extension varying between 11.37N and 15.18N, the load cells did not exhibit 
hysteresis at the resolution of lg. An example of this check is shown in Fig. 6.23. The 
initial load of 11.37N was equal to the dead load on the trailing wire. The maximum 
actual load applied (15.18N) corresponds to an increment of force of 3.81N, which is higher 
than the maximum load expected on the load cell working in the friction apparatus. 
However this load was chosen to verify the robustness of the load cells in the case of 
accidental forces on the wires. The slope of the 1/1 line was fitted with a scatter of 0.1% 
and the intercepts were never larger than 0.5g. 
The calibrations were repeated many times. This operation can also be done with 
the apparatus rotated of 90° and dismantling only the connection between the sled and 
the constraining wires (Fig. 6.24). 
In this case the load IV is directly applied on the holder of the dead load of the trailing 
wire, while the load cells are vertically aligned with the sled. When this technique is used, 
there is an offset equal to 1.12N (weight sled+load cell). However, this offset does not 
affect the result of the calibration, as the responses of the load cells are linear over a 
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Figure 6.23: Check of the hysteresis of LC9 and LC10 within their working range in the 
friction apparatus. 
much larger range than 1.12N (Fig. 6.23). 
Actually, the results obtained were the same when the load cells were dismantled and 
calibrated on the table of the laboratory, either in series (without sled included, e.g. Fig. 
6.2d) or "one to one" (i.e. independently). The latter solution, apparently more precise 
than the former, has a drawback. In this case, the calibrations are not contemporaneous 
and the load cells were found to be sensitive to changes of relative humidity RH (Fig. 
6.25). 
Hence, unless the environment is kept at constant humidity, the option of calibrating 
independently should not be used, as the rate of deviation of the readings at constant 
load is of the order of 1.5g/h, when RH varies at a rate of 0.03% per hour. This value was 
obtained for the Mark A apparatus, with the sled suspended in its neutral position over 
a time of 42 hours. The readings of the two load cells had contemporaneous fluctuations, 
which delayed by about 14 hours compared to similar changes of RH. The variation of 
the difference of readings between LC10 and LC9 over time was always less then 0.04N, 
while the same difference was never larger than 0.02N within a the scanning interval 
of lmin. This last parameter can be assumed as the resolution of the load cell in the 
Mark A apparatus. However, the resolution equalled the repeatability only for Mark B 
apparatus and it was about 2g (Table 6.1), whereas in the Mark A the repeatability was 
about four times the resolution (i.e. 8g). The repeatability is taken as the maximum 
scatter of values of Fh measured by the LCs when the neutral position of the sled is reset 
for 10 times at time intervals of 2min. 
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Figure 6.24: Calibration of the load cells with the apparatus rotated (Mark A) 
The results of a calibration of LC9 and 10 for Mark B are shown in Appendix D, Fig. 
D.4. This calibration was found to be stable within the level of repeatability (2g) even 
after many tens of tests were completed over a period of several months. In Appendix 
D the results of the calibrations of the LVDT2 and 4 are also shown. In fact, two of the 
three LVDTs used in the compression apparatus were also used in the friction apparatus 
and repeated calibrations did not show significant variations. 
6.2.7 Routine checks on the reliability of the LCs and calibra-
tion function for horizontal loads 
The effect of the constraining wires on the sled can be used for a precise and fast check 
of the reliability of the measurements given by the load cells. To run this test the sled 
is firstly centred using the witness with the removable pillars inserted, and the reading 
of 6 = 60 given by LVDT2 (Fig. 6.18) is recorded. Then the pillars are removed and the 
sled lies suspended in its neutral position, the readings of LC9 and 10 are checked and 
if they differ by less than 0.1N they are reset (Section 6.2.1). After, the sled is moved 
backwards by 1-1.5mm and the armature of LVDT2 is gently put into contact with the 
sled (Fig. 6.18). Finally, a fast run of the sled is performed, pulling the sled forward 
up to 1-1.5mm beyond the neutral point. The speed used is 100-150mm/h, about 1000 
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Figure 6.25: Sensitivity of LC 9 and 10 to humidity (Mark A) 
times the speed of a normal test. During the tests the readings of LC9, LC10 and LVDT2 
are recorded and the data are plotted as in the example of Fig. 6.26a. Then, using the 
recorded data, two checks are performed. 
Firstly, the abscissa (5* of the intercept of the line interpolating the data points with 
the line AFh = 0 is determined (Fig. 6.26a). If the apparatus is working properly the 
difference lb* — JoI should be smaller than 50pm . Then the slope of the interpolating line 
AFh /AS is determined and this value should differ from a characteristic value by less than 
0.002N/mm. This characteristic value depends only on the length L„, of the constraining 
wires and the dead loads applied on them. For a given machine, it is determined by 
statics, according to the scheme in Fig. 6.26b, where the lay-out of the forces exerted on 
the sled by the constraining wires are shown. In the example given, a characteristic value 
of 0.135N/mm was determined and the difference with the experimental rate AFh/AS 
was only 0.001N/mm. When a test is performed and the calibrated function is needed 
for Eq. 6.1 we have: 
AFh(8) = 0.135 S (N) 	[units are (N/mm) for 0.135 and (mm) for 8] 	(6.26) 
in which the regression line intercept (e.g. 0.174 in Fig.6.26a) is not accounted for because 
the origin of the plane (AFh , AS) has be conveniently translated to the neutral position 
of the sled (8 = So = 6* = 0 in Fig. 6.26a) and AS = 6. The function AFh(b) is plotted 
in the semi-log diagram of Fig. 6.27. 
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Figure 6.26: Fast check of the releability of the two load cells 
Figure 6.27: Influence of the displacement on the horizontal force (Mark B) 
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During the movement of the sled, the constancy of the values of the forces given by the 
dead loads Wd is guaranteed by the pulleys and the perpendicularity between the direction 
of travel and the direction pulleys-fixed pillars. Moreover, the value of a is always small 
enough to avoid any significant transverse movement (St of the sled induced by the constant 
length of the wires clamped between the sled and the fixed pillars (6.26b). In fact, for 
a shearing track of total length &Su., we have: 8t = Lw [1 — cos arctan(A8max/2Lw)] 
and in cases of long tracks, e.g. Abmax = 3mm, the value of 8t is only 3/..cm, which is less 
than the deviation (5/..tm) that would be experienced by the upper particle in case of a 
transverse slope at = 45° (Section 6.2.5). 
6.2.8 Irregular particles 
When two irregular particles are sheared in the friction apparatus, the point of zero 
dilatancy (i.e. the point at which the upper particle reaches the highest elevation along 
its track) can occur at a horizontal displacement not coinciding with the abscissa of the 
neutral position of the sled. In this case the calibration function can differ from zero when 
the dilatancy reduces to zero and the difference of the load cells readings at the apex 
of the track does not coincide with the shearing force because of the lack of alinement 
of the constraining wires. To process the data, the readings of the displacement 80 and 
elevation z0 at the reference position must be recorded as soon as the alignment of the 
sled (by means of the witness) has been done. Therefore, the value 05 to use in Eq. 
6.26 equals the difference 8 — 80, with 8 the current displacement. The initial records of 
80 and z0 are not necessary in case of a spherical particle, when the coordinates at the 
reference position and at zero dilatancy can be considered coincident. 
6.2.9 Note on the design of the friction apparatus 
The exercises showed in this section prove that the geometry of the custom made ap-
paratus and the features of its mechanical components (pulleys, wires, sled, load cells, 
weights) are not arbitrary, but depend on mechanical principles that can not be violated 
without limiting the efficiency of the system. However, useful improvements could be 
make. For instance, a further lightening of the sled is possible, but this should be done 
keeping its lower surface flat where the tips of the reference pillars have to slide easily. 
LC 9 and 10 could be remade with different thicknesses of their beams (e.g. lmm for the 
beams with strain gauges and 2mm for the others). 
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Other improvements could be done to improve the accuracy the apparatus for use 
with irregular particles, cancelling the error due to the transverse slope. However, this 
important development is beyond the scope of the current research. 
6.3 Inter-particle shearing tests 
The experimental work was aimed to study the influence that topographical parameters 
such as radius of curvature of the surface of the contact R and flattened roughness RiliS f 
have on friction when the mechanical parameters (Young's modulus E, hardness H) are 
kept constant. The observations of how the environmental conditions affect friction was 
another concern, and the two principal factors analysed being the state of saturation of 
the contact and the relative humidity during "dry" tests. 
6.3.1 Sample preparation and shape measurement 
To obtain consistent results avoiding the errors due to the variability of the surface 
chemistry (Barton, 1972), the particle were systematically cleaned with butanone before 
the tests. This cleaning technique is described in Section 5.4.3. Among the different 
methods to control roughness, also presented in Section 5.4.3, milling was preferred. 
Milled alkaline glass ballotini had their roughness increased less than similar particles 
subjected to etching. However, a more uniform change in roughness was obtained by 
milling. In fact, such a technique did not affect texture (or waviness) such as happened 
after medium to strong etching efforts. Moreover, etching induced variations in the 
mechanical properties of the particles such as Young's modulus and hardness, and this 
effect was useful to investigate the behaviour of ballotini under normal compression, 
but would have made the analysis of the results obtained for the inter-particle friction 
uncertain. 
6.3.2 Overview of the experiments 
Working with the materials listed in Table 6.7, a total number of 130 tests has been 
completed. In the table twelve groups of tests have been classified, depending on the 
materials used and the conditions during shearing. The purpose of these tests was to 
provide data for the characterization of the artificial particles subjected to the macro-
mechanical tests presented in Chapter 7. 
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average size 
range of 
the particles 
(mm) 
flattened 
roughness 
RMSf 
(Jim) 
number 
of 
tests 
completed 
typical value 
of the angle of 
inter-particle 
friction 0 	(°) g 
0.99-1.27 0.1 37 9 
1.06-1.36 0.1 5 6 
1.08-1.35 0.1 5 19 
2.50-3.00 0.1 19 10 
2.50-2.80 0.1 8 28 
1.13-1.33 0.15-0.20 28 19 
1.09-1.28 0.2-1.3 3 33 
1.51 1 24 
1.17 1 5 
1.59 0.05 7 5 
2.38 0.05 22 7 
2.00 0.3 1 20 
2.00 0.3 1 15 
n. material 
	
1 	small ballotini as supplied dry mark B 
2 	small ballotini as supplied submerged mark B 
small ballotini as supplied submerged mark A 
3 	large ballotini as supplied dry 
4 	large ballotini as supplied submerged 
5 	small ballotini dry milled 
6 	small ballotini etched submerged 
7 large ballotini crushed submerged 
8 	zirconium ballotini as supplied dry 
9 	small chrome steel ball bearings as supplied dry 
10 	large chrome steel ball bearings as supplied dry 
11 Leighton Buzzard Sand A dry 
12 Leighton Buzzard Sand A submerged 
Table 6.7: Particles subjected to interparticle friction test 
Tests on natural samples have been reduced to minimum and were only aimed to 
asses the performance of the apparatus when irregular particles are sheared. In fact, a 
sign of reliability of a friction apparatus is its capability in providing different results 
when different materials are tested (Barton, 1972). Actually, in the current Mark B, 
the apparatus gives very accurate measurements only if spherical particles are used. In 
this case, the shear is always constrained along a meridian plane with an accuracy of 
5,1.1,m and the error due to the transverse slope is much less than the resolution provided 
particles of minimum size of 500//m are tested. In the case of irregular particles such an 
error may occur, but can be minimized if the two grains are oriented with their main 
morphological features coplanar with the track of shear. However, this can only be done 
accurately for coarse convex particles of lower angularity, when the magnifying glass 
equipping the apparatus suffices. 
6.3.3 Determination of the current value of inter-particle fric-
tion during shearing 
During the test the data are recorded at a given scanning time by the software Triax 
(Toll, 1993). To process the data the following operations are carried out. 
1) The value of the additional vertical force AF,(Az) is determined using the regres-
sion obtained for a given mark of the apparatus (Fig. 6.6) with Az = z — z0 , which is 
the difference between the current value of the vertical elevation and the value of the 
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elevation in the reference position. The vertical component of the external force Fu (z) 
acting on the point of contact is determined using Eq. 6.2. 
2) The values of the additional horizontal force 1Fh(A6) and the horizontal com-
ponent of the external force Fh(6) are determined analogously using Eq. 6.1 and the 
regression of the horizontal load (Fig. 6.26) obtained for a given mark of the apparatus. 
3) The current obliquity is calculated as a = arctan(Az/A6). 
4) The values of N = N 	Fh, a) and p, are determined by solving the simultaneous 
equations of equilibrium on the shearing plane (Fig. 6.12): 
Fv = N cos a — Nµ sin a 	 (6.27) 
Fh = N sin a — Nit cos a 	 (6.28) 
the solution of which is: 
N = (F, cos a + Fh sin a) 
Fz, sin a — Fh cos a 
=  	(6.29) F, cos a + Fh sin a 
All the operations (1-4) can be carried out by retrieving the raw data from the Triax 
software and processing them by means of an Excel spreadsheet. In Fig. 6.28 an example 
is given. The grey line giving the vertical displacement corresponds to the trajectory of 
the upper particle during the test and the related radius of curvature equals the average 
diameter of the two spheroidal particles. The variation of IL during the test is real. In fact 
it was not found working with particles of the same size and friction but made of chrome 
steel (Fig. F.9). However, results of other experiments during the current research can 
only be explained by the influence of the humidity and the level of the load upon the 
smooth surface of the alkaline glass ballotini as supplied. 
6.4 Results 
The results of the 130 friction tests completed during the current research are listed in 
Figs. 6.29, 6.30, 6.31. Typical plots of the outputs obtained are reproduced in Appendix 
F. Average values of the angle of inter-particulate friction OA obtained for each granular 
material are listed in Table 6.7. 
The data listed in Figs. 6.29, 6.30, 6.31 include some statistical parameters. The 
averages and standard deviations are calculated in terms of coefficient of friction and 
corresponding values in degrees are also given. The standard deviation ratio (st.dev.ratio) 
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0.6 
vertical 
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g 0.4 
normal Contact farce, N 
inter-particle coefficient of friction, 
0.2 
0.0 
st.dev.ratio = 
Pmean 
E(Pi Pmean)2 
n — 1 
1 
(6.30) 
0 0 	0.2 	0.4 	0.6 	0.8 	1.0 	12 
horizontal displacement Oh (mm) 
Figure 6.28: Typical results of a friction test on two small ballotini as supplied dry 
dmean =1.06mm 
is: 
with n the number of the test available for a given group. The parameter st.dev.ratio 
was considered an indicator of the homogeneity of the surfaces tested and the consis-
tency of the environmental conditions. However, if an aggregate can be assumed as a 
reference material (i.e. having a constant inter-particle friction in a given environment), 
the st.dev.ratio of sets of measurements taken on it is used here as a descriptor of the 
repeatability of an apparatus. 
Fresh, clean chrome steel balls (supplied by Thomson LLC - material E52100) exhibit 
values of friction relatively unaffected by humidity and values of RiliS f equal to about 
70nm were measured on samples of their surfaces of the size of 130 x 100/./m2 (Section 
3.2.6). Moreover, consistent data for the friction of the same material or similar alloys 
are available in the literature (O'Sullivan, 2006; Tung and Gao, 2003). Therefore these 
artificial particles have been considered as reference materials of the current research. 
Measuring its friction, values of st.dev.ratio respectively equal to 0.50 and 0.15 were 
found for the Mark A and Mark B of the apparatus. A similar discrepancy holds if 
the number of tests considered in group A is randomly reduced to 5, i.e. equal to the 
number of samples in setting B. In fact, during the current research, the number of test 
to characterize a material was generally taken as large as needed to obtain stable values 
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Figure 6.29: Results of interparticle friction test (Table 1/3) 
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particle size 
vertical 
load friction num 
Mark -ber of 
tests 
note mm Fvo (N) 0°) Ez 
n. material dm„., mean st. 
dev. 
values mean taken st. values mean 
dev. 
st. 
dev. 
st.dev. 
ratio 
3.00 
3.00 
2.70 
large 	2.60 2.78 0.19 
8.70 
11.50 
3.15 
3.15 
11.00 
9.00 
22.50 
16.70 18,4 not con 8 - 
0.19 
0.16 
0.41 
0.30 0,33 0.14 0.42 A 7 
RH was 
not 
3 
ballotini 	2.85 
as 	2.50 
supplied 2.80 
3.15 
2.35 
2.35 
18.00 
29.90 
19.70 
0.32 
0.58 
0.36 
recorded 
dry 	2.69 
2.60 
2.75 
2.68 
2.68 0.06 
0.93 
0.93 
0.93 
0.93 
17.64 
7.68 
4,89 
9.39 
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0.13 
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0.17 
0,18 0.10 0.57 B 4 
4 
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sub 2.52 2.80 -merged 2,77 
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2.27 
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0.56 
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1.18 
1.18 
1.14 
1.14 
0.93 
0.93 
0,93 
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Figure 6.30: Results of interparticle friction test (Table 2/3) 
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particle size 
vertical 
load friction 
Mark 
num 
-ber 
of 
tests 
note mm Fv0 (N) 41$,C) 
n, material dmean  mean st. 
dev. 
values mean taken 	st. values mean 
dev. 
st. 
dev. 
st dev. 
ratio 
6 
small 	128 
ballotini 	1.20 	1.19 
etched 	1.09 
0.10 
2.27 
2.27 
2.27 
33.80 
35.10 
28.80 
32.6 33 	5 
0.67 
0.70 
0.55 
0.64 0.08 0.13 A 3 
7 
crushed 
ballotini 1.51 sub- 
merged 1.51 2.27 23.80 
23.8 24 
0.44 0.44 A 1 
8 zirconia 	1.17 	1.17 0.95 5.40 5.4 5 0.09 0.09 B 1 
9 
1.59 
small 	1.59 
chrome 	1.59 
str,e1_1 59 1 59 0 00 
	
4.92 	27.00 
7.92 	26.00 
7.20 	0.00 
3 15_15_80 15 9 not con- 11 
0.51 
0.49 
0.00 
0 2R n 27 0 14 0 71 A 7 
poor 
stdev. 
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Figure 6.31: Results of interparticle friction test (Table 3/3) 
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Figure 6.32: Values of friction on large submerged ballotini having their roughness con-
trolled by etching (Mark A) 
of limean  and the corresponded st.dev. 
6.4.1 Effect of roughness 
Initially, the influence of roughness on friction was investigated testing etched large bal-
lotini with the apparatus in the Mark A. The results are plotted in Fig. 6.32. However, 
this technique was abandoned after noting that a strong etching effort tended to modify 
the texture of the surface of the glass, as the process created a multitude of craters on 
the particle surface, the features of which were at a scale lying between the scales of 
roughness and overall size of the particle. A decay of friction values was observed for 
values of roughness higher than 1pm. The apparatus in Mark A was also used to measure 
the friction of small etched ballotini, submerged, and values of 01, in the range 29°-35° 
were obtained. Using the apparatus in Mark B, and working with milled small ballotini, 
sheared either in dry or submerged conditions, a vaster and more repeatable data set 
was collected. In each case, following the first test and the interferometry of the sheared 
area, the upper mount was rotated by 90° (Fig. 6.33) and the test was repeated to 
examine the effect of any plastic damage due to the first shearing. Measurements on 
smooth ballotini as supplied showed a small increase of 04 , however a decreased value of 
0 was generally observed for the milled ballotini. 
The results are represented in Fig. 6.34. Between the first and the second shearing 
the inter-particle friction of milled ballotini varied generally within the +20%, whereas no 
significant variation of friction occurred between the first and second shearing of smooth 
particles . Therefore the wide scatter of 0 must be a feature of the behaviour of the 
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Figure 6.33: View through the magnifying glass of the apparatus of two small ballotini 
as provided, positioned with an initial obliquity of 12.4°  
milled particles. However, an overall significant increase of the coefficient of friction with 
the roughness was observed. 
6.4.2 Effect of humidity 
In Fig. 6.35 the variation of the coefficient of friction for small ballotini as supplied 
with the room humidity during the test is shown. The influence of the humidity upon 
these particles was even stronger than the influence exerted on the same material by 
the roughening process when the milling technique was used. For relative humidities 
higher than 45% a sharp increase of friction was observed, and this threshold is near the 
limit of 40% proposed by Horn and Deere (1962) after they sheared particles of quartz 
on a flat surface of the same material. At first, this similar behaviour between quartz 
and glass might argue against relating the frictional influence of the humidity to the 
amorphous structure of the alkaline glass, which differs from the crystalline structure of 
quartz. However, two analyses were carried out as an attempt of understanding better 
the experimental results. 
Accordingly to Liu (2009), an effort might be done to understand how the viscosity 
of the water affects the measurements of friction when coarse sand size particles tested 
in a humid environment. The need to inferring the dependency of the frictional response 
from the increase of the inter-particle force exerted from the menisci of unsaturated 
rough contacts was highlighted by Matuttis (2009). An attempt to fulfilling these agreed 
demands of clarification was done. In the next two paragraphs the results of this study 
are respectively shown. 
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Figure 6.34: Results of interparticle friction tests on small dry ballotini 
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Figure 6.35: Influence of humidity on friction of dry small ballotini as supplied - Mark B 
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i. Influence of viscosity 
Water is a Newtonian fluid, where, by definition the ratio between the shear stress 7 and 
the strain rate av/Oz is constant and equal to the dynamic viscosity A. Newtonian fluids 
have their viscosity sensitive only to pressure and temperature, but in water the effect of 
pressure at a given temperature is quite small (Home and Johnson, 1966) and A can be 
assumed to be 10-9MPas. 
In Fig. 6.36a a contact at the scale of roughness is represented. A frictionless surface 
of given roughness is sheared at constant velocity against a fiat plane, and a layer of 
water of density p is trapped in between. The shear stress is T = AaVIOZ. The Reynolds 
number is Re = pv(RMS f )IA and the flow is laminar, following Poiseuille's law when 
Re < 10. Hence, if for instance RMS f is lILm, then the laminar regime would give a 
value of 17 .`.' 10m/s. This value is much larger than the speed of shearing used in the 
friction apparatus 	0.14mm/h). Therefore, during the tests, any liquid stratum free to 
flow in between the contact (interlayer) is always sheared in a laminar regime. If laminar 
flow applies, than the distribution of the velocity within the interlayer is as in Fig. 6.36a 
and the gradient of the velocity in direction normal to the contact a v/az is constant and 
is given by: 
av/az = 
RMS f  
The viscous shear stress at any point of the interlayer is: 
(6.31) 
Au 
T 	 
RAISf 
 
(6.32) 
We can see that infinite viscous shear stress is achieved when RMS f reduces to zero. In 
principle, it must be that a smooth wet contact is affected by frictional viscosity much 
more than a rough contact sheared at the same velocity v (7, << T s , Fig. 6.36a). From 
the experiments and the model of ductile contact proposed in Chapter 5 we can infer 
that when a load N is applied of the order of 1-4N, the artificial particles considered here 
are in their pre-Hertzian regime. Therefore, the real area of contact is always A, = N/Y, 
with Y the yield stress. 
The nominal area of contact, over which the load is transmitted through the tip of 
the asperities, is Are = A,Ice (Eq. 2.63). Assuming (Childs, 1977) a value of hardness 
H = Y/1.2 and a = 0.8 the value A„ N/H is obtained. For glass we can assume 
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Figure 6.36: Insensitivity of the tangential force due to the viscosity of the interlayer 
fluid to changes of the roughness of the contact 
H = 1500MPa (Kendall, 1969). From Eq. 6.32 the value of the shear force T is: 
with cv a coefficient > 1 accounting for the ratio between the actual velocity of intermit-
tent shear when stick and slip occurs and the nominal velocity. Then, normalizing by N, 
the obtained ratio is defined as the coefficient of friction of the interlayer: 
Ta 	Ave, 
N H(RMSf) 
(6.34) 
This ratio can be regarded as an independent component of the overall coefficient of 
friction p, of a wet contact: 
T Aver TA jigs [1.), = 	H(RMSf) N N 
(6.35) 
From the data of Fig. 6.35 we can roughly equate the value of pA to the difference 
between the average values of p respectively measured at RH values larger (µ„,,t ) and 
lower (pdry ) than the threshold of 45%. Hence, a value µt  0.2 can be assumed for the 
small ballotini as provided. 
If two clean ballotini are sheared at low room humidity, the roughness RMS f pro-
trudes from the surface of the interlayer and the wet scheme of Fig. 6.36a does not apply. 
In this case /ix = 0 and it = [to. However, a threshold value of RH might exist by which 
324 
two smooth surfaces can be sheared with a thin interlayer of water. Moreover, as in 
the experiments carried out, the increase of the overall µ should be sharp because the 
thinnest effective interlayer formed is that causing the highest values of µA while ,u,cb is 
constant. 
In case of the small ballotini as supplied, assuming H = 1500MPa, the size of the 
nominal area of contact under N = 0.93N is: 
VA„ = VNIH = 103 00.93/1500 = 25,am 	 (6.36) 
and the RMS f observed over a sample of these particles, having an average size four times 
the value of An and with a shape motif roughly equal to An , is about 50nm. For this 
value of thickness of the interlayer Eq. 6.34 gives the minimal value ,a ), = 1.56 x 10-3 if 
an average value c„ = 3 is estimated from the experimental records. Compared to the 
experimental value IL II r- 	= liwet Airy = 0.2, the value obtained for µA is negligible. 
However, during shearing significant deformations of the asperities occur and the free 
layer of water condensed on the surface of the glass must be squashed by the solid bodies 
undergoing compression and shearing at one time. James (2000) showed that glass is 
a non-porous material and that the thinner layer not adsorbed and free to flow on its 
surface has a thickness of 0.57 c-s-=' 0.5nm, while the adsorbed layer has a thickness of only 
0.3nm. Asperities of the ballotini, having a height of 100nm and experiencing plastic 
flow in shearing, must easily break such a thin interlayer and the adsorbed layer of water 
might be abraded during shearing. A 3D resolution of 0.5nm is beyond the capability 
of the interferometer and the optical microscope used in the current research, but some 
2D images available from the microscope show effects of the abrasion of the glass after 
shearing in a submerged condition (Fig. 6.37a,b). Considering the load applied (0.93N) 
and the average size of the ballotini (1.27mm), the size of the area of contact (hardly 
perceptible by the reproduction in Fig. 6.37b) seems to be of the order of 200µm (Fig. 
6.37c). This value is one order of magnitude larger than either the Hertzian area (20pm) 
or the value given by the ductile model (254m) for H=1500MPa. 
Abrasion can produce a viscous two-phase medium, constituted by water and nano-
metric fragments of glass. The variable positions of the points of contact when two non-
conforming surfaces are sheared would also promote this phenomenon. This abraded 
debris, must be denser if the shearing is not submerged. In fact, the free water would be 
able to dilute the debris or minimize some entropic loss, as heat, which in "dry" shear 
are expected to increase the evaporation and the viscosity of the debris. 
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Figure 6.37: Microscope view of upper particle glued in the hole of the mount, before 
(a) and after (b) submerged shearing of two small ballotini as provided, dmean=1.27mm, 
under a vertical load of 2.27N; the border of the damaged area is highlighted (b') - test 
070711B1 - 	3.3°- Mark A 
If the thickness of the interlayer is assumed to be equal to 0.3nm and if we consider 
the viscosity of the debris as a parameter that is variable over a broad range, the curve 
in Fig 6.36b is obtained by the formulation provided above. Considering the extreme 
assumption made on the thickness of the interlayer, it seems hard to believe that the 
viscosity of the interlayer can be the only cause of the observed value of pi . In fact, even 
hypothesizing that in a dry environment the wetted debris would have the maximum 
viscosity given by Karmakar and Kushwaha (2006) for a clay loam soil (Fig. 6.36b), 
such a value could provide only one third of the observed friction. However, if a smaller 
hardness affected the surface of the wet glass, the increase of the nominal area would be 
a source of larger friction of a viscous interlayer sheared in the Poiseuillian regime. 
ii. Influence of water menisci 
Another explanation of the difference r./ r wet — Pdry may lie within the effect of the water 
menisci between two particles in a wet environment. Crassous et al. (1999), Baumberger 
and Caroli (2006), Mate (2008) developed extensive studies on this topic. A simple 
analysis is proposed here using the evidences of the experiments completed during the 
current research. 
When two ballotini are sheared in a humid atmosphere, the normal force applied by 
the apparatus is increased by the meniscus force Lme„ at their contact. Lmer, is given by: 
Lmen = 47R-y f 	 (6.37) 
were 1/R is the relative curvature of the two particles and -y1  the free surface energy of 
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Figure 6.38: Comparison between measured and predicted values of friction and contact 
area using decayed values of hardness for the wetted surfaces of alkaline glass ballotini 
the water (Chapter 5) equal to 0.073N/m. If we account for all the possible menisci of 
condensed water on the tip of the asperities in contact the value TL  > Lmen is found. This 
additional normal force is given by TL = NH -1Da-247Ra-y f , with Da and Ra respectively 
the distance between peaks Da and their radius of curvature Ra. The number of the 
asperities is na = 	 Hence, similarly to Eq. 6.34, the value of the interlayer 
friction coefficient due to water menisci is: 
-2 = 	— 	
TL 
= 	= H --1  Da 47Ra'y f  (6.38) 
Using the reference value of roughness RMS1  = 50nm, and average values Da = 50nm 
and Ra =20nm the log-log diagram in Fig. 6.38 was obtained. The difference between the 
data from the friction tests (a wet — Pdry 	0.2, -VAT, 	25µm) and the values obtained 
from Eqs. 6.36 and 6.38 is significant if the reference value H=1500MPa is used to 
characterize the surface of the wet glass within a layer, thinner than 100nm. 
However, the experimental results match the results of the model proposed if a dras-
tic decay of the surface hardness is assumed within the same layer. This phenomenon 
might be due to chemical effects of the humidity on the surface layer of the glass. In 
fact the reference value H=1500MPa was derived with mechanical compression causing 
displacements or fractures of the size of at least 1000nm, ten times larger than the depth 
of the layer considered in the model proposed above. 
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iii. Final remarks on the effects of humidity 
In previous studies the effect of the humidity on the surface hardness of alkaline glass has 
not been agreed. For instance, Tsuruta and Viohi (1996) suggested that light-exposed 
specimens of commercial glass become harder with time in dry conditions, but De Moor 
and Verbeek (1998) claimed that in a humid atmosphere the surface hardness of glass 
ionomer cements generally increases. On the other hand, we have seen here (Figs. 6.36 
and 6.38)that lower values of surface hardness of wet glass promote an increase in inter-
particle friction of alkaline glass ballotini whatever the mechanical explanation of the 
phenomenon. It would be possible that the two mechanisms proposed could work at 
the same time, in such a case a lower decay of hardness even restricted to the first 
molecular stratum of the glass (30nm thick), would suffice to produce a given difference 
of friction between wet and dry environment. Moreover, the effect would be dramatic 
and unpredicted by simple summation of results from the two simple exercises proposed. 
In fact the problem is non linear and the superposition principle does not applies. 
Alkaline (or soda-lime glass) is well known for its self-cleaning properties when wetted 
(for this reason it is used for window or optical lenses). On a horizontal surface of it a 
drop of water lies with a low contact angle. Water is generally attracted by glass and 
humidity tends to condensate on its surface more than in case of other materials. This 
propriety of glass ballotini, is opposite to the hydrophobic tendency of natural quartz, 
which paradoxically is the most common constituent of the soil we are aimed to study 
doing experiments on alkaline glass. In fact, even though conducted at relatively highest 
speed of shearing (lm/h compared to 1.4 x 10-3m/h in the current research), and with 
higher conformity of the involved quartz surfaces (particles against plane), which would 
both promote the viscose response, the experiments of Horn and Deere (1962) show an 
increase of p, with RH much more gradual than the correspondent pattern for glass 
ballotini, and actually hardly recognizable as correspondent to the threshold of 40% 
claimed by them. 
If ignored, the described discrepancy between quartz and common glass ballotini can 
be source of great bias. Eqs. 6.34 and 6.38 can contribute to process experimental data 
on friction when the experiments are carried out on hydrophilic surface at different values 
of RH. 
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Figure 6.39: Microscope view of the upper particle as supplied (left) and after the third 
dry shearing (centre) of a two large chrome steel ball bearings; interforemetry after the 
third shearing (right) can be compared with the interferometry of the virgin surface in 
Fig. 3.6 
6.4.3 Frictional damage 
Important features of the frictional damage can inferred by working with particles made 
of steel. Chrome steel ball bearings (CSBB) are very smooth, and a typical value of Om 
= 7° was obtained for these particles both large or small, in both the Mark A and Mark 
B apparatuses. Large CSBB gave even lower lower values (q54 = 4 — 7°) when the more 
precise setting B was used. 
In Fig. 6.39 some records of repeated shearing using the Mark A apparatus are 
given. The microscope image at the centre of the figure shows two parallel scratches 
from the first two shearings. The third shearing was performed at about 30° change of 
direction and it crossed the previous two scratches around the apex of the particle. The 
interferometry image on the right of Fig. 6.39 is restricted to the zone of the apex of the 
particle and has dimensions of 120 x 100/./m2. Furrows due to plastic flow are evident. At 
the time of the test, the technique (Fig. 6.33) for the consistent orientation of the images 
with respect of the direction of shearing was not defined. In fact, in Fig. 6.39, a clockwise 
45° rotation of the interferometry image has to be considered to find consistency with 
the microscope view of the damaged surface, at the centre of the figure. 
In spite of the limited vertical load, the plastic flow at the contact was easily reached 
because of the severe non-conformity of the contact. It increased with the number of 
shearings. and the friction angle which was measured in a monotonic sequence from 7.4° 
to 31.1° (Fig. 6.40). The three shearings. were conducted at a speed of 2.4mm/h. 
Work hardening might be claimed to explain the increase of friction when the second 
track was carried out at 25pm from the first track. However, when the third shearing 
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Figure 6.40: Results of repeated shearing of two chrome steel ball bearings d=2.4mm -
(Fig. 6.39) - Mark A 
started, the stiffness of the friction apparatus responded consistently with the previous 
shearing and a slightly larger horizontal force Fh mobilized all the frictional resistance of 
the virgin surfaces at a slightly larger value of initial obliquity (right plot in Fig. 6.40). 
At 10 gm of horizontal displacement 6h, the expected monotonic decrease of Fh(6h ) 
started, but for 6h = 150 pm the direction of shearing crossed the previous one and the 
upper ball collapsed in the furrow of the second shearing. Then, a ploughing started 
accompanied by an increase of dilatancy. The friction apparatus does not work as the 
stilus of a profilometer and the grey lines in Fig. 6.40 represent the current elevation of 
the upper particle as it is described by the dilative or contractive motion, whereas the 
detail of the asperities of the real profile might be recorded only if the upper particle 
was very small compared to the resolution desidered. However, the vertical displacement 
curve of the third shearing shows the sign of the furrow at 6.1, = 300 - 350 µm. 
Comparing the microscope and interferometry images with the shearing records its is 
evident that a large plastic flow accompanied the increase of the friction to a value of 31°. 
When the dilatancy vanished, and even later, the upper particle was dragged as a plough 
and could not rescue a more convenient elevation on the surface of the lower particle. 
This ploughing effect is clearly related to the nature of the test, which is a displacement 
controlled test under a constant vertical load. 
An analysis of the results of the tests is listed in Table 6.8. Both the Hertzian model 
and the ductile contact models presented in Chapter 5 were applied to simulate the 
friction test during the first and the third shearing. To describe the mechanics of the 
shearing contact, the axes z and x in Fig. 6.36 were included in a current 3D Cartesian 
system, having its origin at the moving point of contact. 
A quasi static normal stress az was determined respectively as the mean contact 
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first shearing 	 third shearing 
chrome steel balls bearing 3/32 
material E52100 
friction 	model 	friction 	model 
test Hertz ductile test Hertz ductile 
normal load 	 N 	Fv0 	2.36 	 3.43 
shearing force N 	Fh0 	0.31 2.07 
diameter 	 mm 	d 2.38 	 - 	2.38 
radius mm 	d/2 	1.19 - 	1.19 
Young's modulus (standard for E52100) 	GPa 	E 	210 	 210 
Poisson's ratio 	 V 0.3 0.2 
hardness (standard for E52100) 	 GPa 	H 	8.5 	 8.5 
hardness index Rocwell C 	 RC 64 64 
yielding strength (0.85(71 for RC=64) 	GPa 	Cf y 	2.9 	 2.9 
final surface permanent deformation 	Inn 	(5s 0.2 0.3 
ratio H/yield strees for steel (Tabor '51) H/Y 	3 	 3 
initial real/nom.contact area (Childs'77) 	 a 	0.50 - 	0.50 
real/nom.contact area at yield (Childs'77) a 	0.80 	 0.80 
Arn2  
Arn 
JLm 
1LLm 
MPa 
MPa 
MPa 
MPa 
MPa 
MPa 
MPa 
area of contact 
size of the indentation 
initial plastic displ. of one surface 
final displacement on one surface 
displacement after unloading 
mean contact pressure 
calculated stress 	0 
equivalent von Mises stress 
deviation from equiv. von Mises stress 
a 
a-0.5 
ci.515p 
0.5(5 
(5f  
p 
ax  
z  
zx 
Txy 
gv 
loot l- cr,  
	
1372 	1281 
37 	32 
0 	0.249 
0.367 	0.616 
0 	0.249 
1720 	2267 
1720 	2267 
1498 	1975 
1720 	2267 
223 	294 
195 	256 
559 	737 
1760 1862 
42 39 
0 0.249 
0.471 0.720 
0 0.249 
1948 2267 
1948 2267 
942 1096 
1948 2267 
1175 1367 
568 661 
2475 2879 
14.7 -1.6 
Table 6.8: Analysis of friction tests on chrome steel balls bearing 
stress using the Hertz model or the ductile contact model. The Hertz model gives az = 
[6NE*2 /(73 //2)]1/3 /1.5 whereas the ductile model predicts az  = F„lAn=Fvol [(FolPy)I 
= apy. Assuming a frictional behaviour within the plastic material and plane strains oc-
curring in the shearing direction the normal stresses ay and a-x were approximated to 
az (1 — sin 04) and az respectively. The shearing stress at contact is 'T zx = a, tan cbt, 
whereas the tangential stresses Ty, is zero because no shearing component exists in the 
vertical direction, while Txy 	aPy tan Ow Accordingly with the results provided by 
Childs (1977) for work hardening materials the initial value of a = 0.5 was increased up 
to 0.8 for the full plastic flow condition. 
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The value of the equivalent von Mises stress at the point of contact is: 
3 	1 
— 	— ay)2 + (0-y — az)2 + (0- z — ax )2 ± 6(Ty2, + 72zx + 72y) 
(6.39) 
and by substitution we have: 
o-,„ = apy 	— 2ko + Ic(2, + 3 tan2 01,(k6 + 1) 	 (6.40) 
were py = H/3 and ko = 1 — sin Ow If the same analysis was conducted in respect of 
the largest contact stress in the Hertz model the value of 	would not vary significantly, 
because in Eq. 6.39 the increase in the value of crz would be cancelled by the decreased 
value of rxy , which would have been taken zero by symmetry. 
Hence, the condition of plastic flow is governed by the hardness H and by the fric-
tion angle Ow In contrast with the Hertz model, which does not consider any ini-
tial plasticity, the ductile model (Eq. 5.37) predicts a plastic displacement at contact 
971-2R [(pylE)(AcolAno)i2  /16, with Aco/Ano = 0.5. This value of Ac/AT is less than 
the correspondent ratio (0.8) found for non work hardening materials such glass ballotini 
or quartz sand (Table 5.17). 
The results of the compared analysis are listed in Table 6.8. The size of the indentation 
predicted by the two methods is roughly equal the width of the furrow at the third 
shearing (40pm) but overestimates the damage for the first shearing. 
The equivalent ductile model a, gives values which are in greater agreement with the 
expected resistance of the material and is able to capture the final plastic deformation 
along the sheared surface. A value of final deformation of about 0.25pm is expected using 
the ductile model and a value of 0.3pm was measured (Fig. 6.41). However, the elastic 
component of the ductile model is provided by the Hertzian theory. This means that 
inaccuracy of the latter are entirely reflected on the former. For high compressive load 
Dintwa et al. (2008) claimed a systematic underestimation of the compressive Hertzian 
force when compared to their numerical simulation, but this concern probably does not 
apply here because of the light normal load considered. 
Another example of frictional damage is given in Fig. 6.42. The shearing was per-
formed in submerged condition at a speed of 2mm/h, roughly 15 times the normal speed 
used in the other tests (see Appendix F). A certain amount of plastic damage was ob-
served at the end of the test. Results are in Fig. 6.43. 
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Figure 6.41: Evaluation of the plastic deformation of the surface after the third shearing 
Figure 6.42: Interferometry of a surface of upper particle before (left) and after (right) 
shearing a two small ballotini submerged under a vertical load of 2.27N (test 070711B2 
- 	= 16.7°- setting A) 
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Figure 6.43: Results of the test 070711B2 (1VIark A) 
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Figure 6.44: Submerged shearing of two grains of LBSA dmean=2mm, max dilatancy 
occurred at 0.52mm (2nd image from the left), with 00 = 16.6° 
Figure 6.45: Results of friction test on two grains of LBSA, dmean=2mm, vertical load 
2.35N, speed of shearing 2mm/h 
6.4.4 Natural Particles 
Two grains of Leighton Buzzard sand, fraction A (LBSA) were sheared in dry and sub-
merged conditions. The particles were rather regular. In Fig. 6.44 a set of photos during 
shearing under water is given. The results of the tests are in Fig. 6.45. The friction 
was slightly higher in the second test, when a dry shearing was performed. Although not 
investigated, an influence or any damage due to the first shearing seems to be unlikely. 
We can see that convex corners along the dilative tracks correspond to sharp increases of 
horizontal force, the sharper the increase, the higher the stiffness of the apparatus and 
the safer the protection by kinetic effects in the following path. 
6.5 Findings and conclusions 
This chapter describes the features and the operation of a new apparatus for measure-
ments of inter-particle friction of coarse sand sized particles. The apparatus calibration 
is based solely on mechanical principles and can always be checked by undoubtable static 
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analysis. Rules for the acceptance of unbiased tests are given. The importance of an ac-
curate use of the apparatus, considering the dramatic effect of the stiffness of the system 
on the quality of the results was highlighted and the occurrence of kinetic effects was 
analysed on the basis of a mechanical model. 
The results of 130 friction tests predominantly on artificial particles, were given and a 
characterization of these materials was provided. The effect of the roughness on friction 
was studied using milled alkaline glass ballotini. However, the effect of the room humidity 
during the tests caused comparable variation of friction upon the same material tested 
as supplied. 
Results of a mechanical investigation on the effect of the viscosity and micro-menisci 
showed that the sensitivity of the alkaline glass to humidity is explainable on the basis of 
the hydrophilic nature of this material. Indirect mechanical evaluation of the hardness 
of the glass showed that the surface of this material, in its wet state, is very soft when 
the induced deformations are in the order of the tens of nanometers. 
The damage effects of friction on ball bearings have been investigated. The results 
of this exercise show the importance of considering the ductile initial response within 
the same framework proposed for the normal compression. Hertzian theory was found to 
underestimate the stress and the deviation increased with the applied load. 
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Chapter 7 
OVERALL RESPONSE 
7.1 Introduction 
It is useful to recall prior theoretical and numerical studies of the influence of surface 
roughness and friction on the mechanical response of granular materials. Home (1969) 
gave formal proof of the stress-dilatancy equation introduced by Rowe (1962) and showed 
how dilation influences the initial anisotropy observed in a triaxial test when rotund, 
rigid, smooth particles just start to move relative to each other, under an imposed devi-
atoric stress. Using a mathematical model, he found that the shear softening in triaxial 
compression is not dependent on the formation of slip lines but on the destruction of 
anisotropy due to dilation. He also pointed out that, when the assembly ultimately 
deforms at constant volume, a unique relationship between the angle of inter-particle 
friction 01, and the angle of shearing resistance Div  applies. 
Using an integrated theoretical and experimental approach applied to biaxial com-
pression tests, Mogami and Imai (1969) came to a similar conclusion, but proposed the 
existence of slip lines, the extent of which they related to the inter-particle friction and 
the sizes of the aggregates. By means of DEM simulations, Thornton (2000), Cui and 
O'Sullivan (2006) showed that the inter-particle friction can influence the response of 
granular materials in shearing. 
Despite these theoretical analyses linking inter-particle friction to overall response, the 
experimental evidence of the influence of the surface roughness or inter-particle friction 
on the overall shear characteristics of a granular material are still not well established. 
For instance, controlling the roughness of uniform steel spheres by means of rusting under 
water erosion, and after triaxial tests, Haruyama (1969) found that roughness affected 
the shear strength significantly. There is, however, a lack of additional data to confirm 
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this finding. 
The current study considers the response of glass ballotini with controlled roughness 
and shape. These experiments have highlighted the influence of the texture on the ini-
tial density of the specimens and how this feature tends to cancel the demand of more 
frictional work by a rough surface. The same series of tests, coupled with results of com-
pression tests on single particles of controlled roughness, have also confirmed the proposal 
that the internal properties of the particles, such as Young modulus and hardness, are 
the factors dominating the persistence of roughness under a shearing load. 
This chapter describes the results of these physical experiments. In Section 7.2 some 
oedometer tests on ballotini are presented. In Section 7.3, a set of triaxial compression 
tests conducted on the same material is described and analysed. A summary table giving 
the characteristics of the materials considered as well as the overall response observed is 
provided in Section 7.4. Finally, in Section 7.5 the conclusions of the macro-experimental 
work are drawn. 
It is important to recognize that the macro-mechanical experiments carried out by 
the writer were supplemented by additional tests performed by MEng and MSc students 
working in consultation with the writer (Kwan, 2007; Chan, 2007; Wu, 2008; Wong, 
2008). 
7.2 Oedometer test 
In the current research 3 types of ballotini were considered; as supplied ballotini, etched 
ballotini and crushed ballotini (Section 5.4.3). Each of these materials was subject to 
oedometer tests at the room humidity. The etched ballotini were produced by submerging 
the as supplied ballotini in a water solution of hydrofluoric acid at 10% concentration 
for 1 hour. After this process, the roughness, RMSf, of the particles was in the range of 
0.9-1.2pm. 
The size of the three types of particle used was between 1.0 and 1.4mm. The specimens 
were prepared by air pluviating the ballotini into a 38mm oedometer ring from a funnel 
and the sample was vibrated to increase its density, where necessary. Typical oedometer 
test data are shown in Fig. 7.1, and include the results of a first set of experiments carried 
out by Kwan (2007), on ballotini as supplied or etched, and Chan (2007), on crushed 
ballotini. These tests were conducted under a vertical stress which varied between 0.001 
and 20MPa (Fig. 7.1). 
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Figure 7.1: Results of oedometer tests; the test with highest vertical stress of 44MPa was 
carried out by the author, other tests were conducted by Kwan (2007) on as suppled or 
etched ballotini, and by Chan (2007) on crushed ballotini 
In contrast to tests on the crushed ballotini, where a well defined normal compression 
line (NCL) was reached, the yield of the as supplied or etched ballotini was less evident. 
To estimate the position of the NCL of the as supplied ballotini, the writer performed 
additional tests achieving a maximum vertical stress of 44MPa, and the results of a typical 
compression test are shown in Fig. 7.1. Higher stress values could not be achieved in 
the available apparatus. Between 22 and 44 MPa the NCL was reached, and particle 
crushing was audible soon after the application of the load increment. 
On unloading, the behaviour was always very stiff, with permanent strain being more 
pronounced when the yield had been passed and significant particle breakage had occurred 
along the NCL (McDowell and Bolton, 1998; Coop and Lee, 1993). From Fig. 7.1 we 
can see that the initial shape influences the range of initial densities of the samples, with 
a larger range for the crushed than for the spherical ballotini. The NCL of spherical 
ballotini is steeper than that for the crushed angular particles. The likely convergence 
of the two NCLs of same type of particle having different roundnesses may reflect a 
progressive similarity in particle shape as crushing develops. 
The effect of roughness can be inferred by comparing the compression curves of the 
as supplied and etched ballotini for tests that do not pass yield. The response of two 
samples of ballotini, one as supplied and one etched, with specific volume close 1.6 is 
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included in Fig. 7.1. Both the samples were loaded to 3MPa of vertical stress, and a 
larger plastic strain was observed on unloading the roughened ballotini. In contrast, no 
difference was observed comparing angular and angular-etched ballotini for compression 
tests that passed the yield point. 
Two limitations must be recognized in this data set. Firstly the etching technique may 
have produced changes in the hardness of the soda-lime glass, as discussed in Chapter 
5. Secondly, the variation in the humidity in the laboratory may have produced changes 
in the effective surface hardness of the glass. In Chapter 6 detailed considerations of the 
surface hardness effects on glass are included. 
Additional, limited, oedometer tests were also performed on saturated samples. One 
test on a saturated sample of crushed ballotini showed that the submerged condition in 
water has no influence on the compression behaviour. The influence of water on smooth 
ballotini at low loads was not investigated. 
7.3 Triaxial test 
In Table 7.1 the list of the triaxial tests completed on the ballotini is given. Four tests with 
an initial isotropic pressure of 50kPa were performed by the writer, all the remaining tests, 
with u3 values between 50kPa and 600kPa, were executed by MEng and MSc students, 
as discussed above. The tests were carried out using the same particles types, that were 
considered in the oedometer tests. However, roughened samples subjected to triaxial test 
were produced by milling, as the etching technique was found to influence the values of 
the Young' modulus and hardness of the glass ballotini in an inconsistent way (Section 
5.7.3). The triaxial specimens were of 38mm diameter and about 76mm length. When 
roughened ballotini were used these had been milled for 18-24 hours. 
7.3.1 Equipment 
All the triaxial tests were carried out using a Bishop and Wesley triaxial cell (Fig. 7.2). 
A description of this apparatus can be found in Qadimi (2005). For each test, a Venturi 
system provided suction to keep the membrane in complete contact with the internal 
surface of the mold during pluviation, and to sustain the shape of the sample after 
dismantling the mold and during the positioning of the suction cup and the filling of the 
load cell. 
Two small inclinometers were used to measure the local axial strains on the triaxial 
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soda-lime 
glass ballotini 
sample condition isotropic 
pressure 
p'. (kPa) 
end of the test 
state values 
test 
oper- 
ator(1)  
at cell 
humidity 
subm- 
erged as supplied 	milled crushed Vf qf (kPa) p'  (kPa) 
o o 600 1.750 768 850 Kw 
o o 400 1.810 564 571 Kw 
o 0 100 1.640 125 142 Wo 
o 0 250 1.620 297 349 wo 
o 0 250 1.640 280 343 wo 
o o 400 1.600 402 533 wo 
o o 600 1.660 633 811 wo 
o 0 50 1.664 72 74 Wu 
o 0 100 1.653 130 143 Wu 
o 0 50 1.654 60 70 Ca 
o 0 50 1.670 61 70 Ca 
o 0 50 1.645 47 66 Ca 
o o 100 1.750 388 213 Ch 
o o 600 1.530 1582 1127 Ch 
o o 200 1.700 588 396 ch 
o 0 100 1.650 120 140 wo 
o 0 450 1.650 424 541 wo 
o 0 450 1.620 425 542 wo 
o o 600 1.630 665 793 wo 
o 0 50 1.672 64 71 wu 
o 0 100 1.679 129 141 wu 
o 0 300 1.597 344 415 Wu 
o 0 50 1.695 65 71 Ca 
(1)Kw: Kwan (2007), Wo: Wong (2008), Wu: Wu (2008), Ca: writer, current research (May '08), Ch: Chan (2007) 
Table 7.1: Results of triaxial tests 
specimens (Ackerley et al., 1987). The radial strains were also measured using an LVDT 
mounted in a deformable frame. Both the axial and radial strain transducers were glued 
to the membrane of the sample. In saturated conditions the volumetric strain of the 
sample was measured using a volume gauge. The resulting data were compared to the 
measurements of the local axial and radial strain transducers and correction of raw data 
of stress and strain accounting for the deformations of the sample could be made. The 
volume gauge measurements were found to give more robust and consistent records and 
provided data up to the end of each test, while the glued connection between the local 
transducers and the membrane rarely held when the axial strains increased beyond 25%. 
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Figure 7.2: A smaple of ballotini as supplied after the isotropic compression 
r 
ballotini 
ballotini 
1 
loose ballotini 1-1.4mm —*-e0=0.60 repeatable 
rough ballotini 1-1.4mm —>e0=0.62 repeatable 
Figure 7.3: Air pluviation of glass ballotini to create a sample for a triaxial test 
7.3.2 Sample preparation 
Air pluviation was generally used to prepare the samples. Attempts at light compaction 
did not lead to consistent values of initial porosity and resulted in dense samples, in which 
even at low strain levels, the frictional component due to the roughness of the sample 
was almost entirely suppressed by large dilation. Very loose samples produced metastable 
fabrics and did not give consistent results particularly in case of tests conducted at the 
cell humidity. The presence of menisci at the particle contacts may result in a metastable 
fabric for the nominally dry specimens. 
For the samples prepared for tests conducted at initial isotropic pressure of 50kPa, 
and for the majority of the tests conducted in 2008, the technique of air pluviation 
illustrated in Fig. 7.3 was used. For each deposition step only the throat of the metal 
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funnel was filled. During the first filling, the throat was kept in contact with the surface 
of lower porous stone. Then it was risen gently and the ballotini were deposited without 
excessive impact or agitation. The pluviation continued filling always the throat when its 
toe was in contact with the upper surface of the ballotini. Typically no compaction was 
carried out, however, a slight tapping on the external surface of the mold was applied at 
the end of the pluviation if the surface of the last stratum was 1 or 2 mm higher than 
the expected. If accurately carried out, and for room humidities in the normal range 
(RH = 0.30 — 0.60), this technique allows to prepare samples of 1-1.4mm ballotini which 
fill the mould (30mm diameter x 76mm height) with initial void ratio equal respectively 
to 0.60 ± 0.02 in case of smooth surface, or 0.62 + 0.01 when the roughness have been 
increased by milling up to values RiliS f = 0.3 — 0.5pm. 
7.3.3 Results 
The end of the test stress and volumetric states are given in Table 7.1. For the tests 
conducted at the cell humidity, or in a pseudo-dry manner, the accuracy in the determi-
nation of the volumetric strain was limited. In fact, the data obtained by the local and 
radial strain transducers were not precise at high strains limiting clear identification of 
the critical state volume of the sample. Despite these concerns, two of these tests are 
included for consideration here. 
As illustrated in Fig. 7.4, tests conducted at the relatively low confining pressure 
of 50kPa gave evidence of a slight tendency for both the peak and the final strength to 
increase with the initial sample density. However, it seems that each sample was still 
tending towards a critical state at the end of shearing (Fig. '7.4). In fact, a typical feature 
of these tests was the ability of the granular masses tested to support a fairly constant 
stress ratio even though a slight dilation was still occurring at the largest strains produced 
with the used apparatuses. Accepting that this constant stress ratio is assumed to be 
close to the critical state value, the tests in Fig. 7.4 show the influence of the roughness on 
the critical shearing resistance. Comparing the smooth and rough ballotini, the increase 
in roughness cancelled the effect of the higher initial porosity on the dilatancy. The 
milled sample had an initial void ratio of 0.629 but it experienced twice the volumetric 
dilation of the loosest sample of smooth ballotini. 
As noted by Wu (2008), stick-slip behaviour was rarely observed in rough samples at 
pre-peak stress level, whereas it was a typical feature in the tests on smooth ballotini, 
whatever the stress. This conclusion confirms the analysis of Section 6.2.5 on the stability 
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Figure 7.4: Variations of streesss and volumetric strain increasing the axial strain at 
50kPa confining stress 
of a rough contact in an elastic system. In absence of plastic dissipation due to yielding 
of rough asperities, smooth particles store significant amount of elastic energy when 
compressed, and they can slip over each the other if the rotation of particles can not 
occur at a given shear rate. Using the definition given in Section 5.7.3, Eq. 5.40, we 
can say that the lower the plastic strain E p CC p/E2 under the initial load, the lower 
the stored energy at a given shear rate and the greater the observed stick and slip. 
Interestingly, using bifurcation analysis, Shi et al. (2000) found that the same ratio 
governs the localization of shear bands in a granular mass. They claimed that the lower 
the ratio py2 /E2 the higher the inhomogeneity in the shear strain within the assembly. 
The consistency of the two studies can be recognized if stick and slip is considered as an 
element of inhomogeneity of the shear strain. 
If the increase of the inter-particle friction is achieved decreasing the intrinsic ratio 
of contact plasticity 141E2 , the rotational frustration increases because of the increase 
of friction, and this could produce a great stick and slip effect, but at the same time 
the capability of the system to storing elastic energy decreases, and stick and slip is not 
sustained. This two competitive effects are typical of alkaline glass esperiencing decay of 
surface harness and increase of friction when wetted (Chapter 6, Section 6.4.2). In fact, 
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for this material stick and slip behaviour was always observed in a "dry" triaxial test 
whatever the real humidity in the cell and the measured shearing resistance. This is the 
reason why is very hard, to replicate DEM simulation using real "dry" experiments on 
samples of glass ballotini at non controlled room humidity. 
The milling technique allowed the friction to be increased without producing signifi-
cant increment of surface hardness. The same was not achieved in roughening by etching. 
No stick and slip type behaviour was observed in samples of rough spheres, while it was 
obvious in the case of smooth surfaces. 
The end of test states, shown in Fig. 7.5, confirm the significant influence of the 
roundness on the critical resistance. The behaviour of as supplied ballotini during shear-
ing in a triaxial cell without water, but in presence of an unknown humidity, was more 
complex. The ideal condition of a real "dry" test never could be realized, and the tri-
axial tests were affected by the sensitivity of the inter-particle friction in respect of the 
humidity. The micro-friction experiments indicated that an increase in the relative hu-
midity exceeding 45% can affect the value of Om more significantly than severe roughening 
by milling glass with fine quartz sand. In contrast with the micro-friction experiments, 
during the triaxial test, the humidity of the shearing surfaces was not measured. The 
test results included in Fig. 7.5 must correspond to values of cell humidity higher than 
45%. These two data points were included in Fig. 7.5 to show how could be relevant the 
humidity on the inter-particle friction and in turn on the shearing resistance at constant 
volume. 
In Fig. 7.6 the v : imp' data at the end of the tests define the critical state lines, CLS, 
that are curved for low values of final mean effective pressure, as in the case of sands. It 
must be noted that the position and shape of the CLS, when defined, appear consistent 
with the position of the NCL obtained by the oedometer. To draw in the v : imp' plane 
the two NCL obtained by the oedometer, the value of k0=0.51 experimentally determined 
by Barreto Gonzalez (2009) on as supplied ballotini was adopted, and a value k0=0.42 
was assumed for crushed ballotini from 1 — sink'.  
7.3.4 Spinning bowl test 
A simple new test was introduced to estimate the value of the angle of shearing resistance 
at constant volume. A steel bowl indented downwards at the centre of its basis was filled 
with five hundred grams of ballotini. Than by hand it was quickly spun on a flat rigid 
surface. The centrifugal force caused the ballotini to be moved outward against the wall 
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Figure 7.5: Deviatoric stress and mean effective stress at the end of the test 
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Figure 7.6: Mean effective stress and unit volume at the end of the test - ordinate values 
of the two points "as supplied - cell humidity" are indicative, all the other points represent 
tests in saturated condition 
of the bowl. Than the bowl was left free to spin under its own rotational inertia. 
At this point the speed started to decrease and the ballotini started to slide down 
towards the centre of the bowl. At the end of the avalance the value of the average 
slope of the granular mass was estimated using a divider and a ruler (Fig. 7.7). By 
means of the divider, the average values of the inclined length of the slope, L,, and the 
diameters of the crest of the slope, De , and of the empty circle at the centre of the bowl, 
Di, are measured. The value of the angle of shearing resistance was then estimated using 
the relationship 	= arccos [(De — Di)1(2L,)]. The largest average inclination ces max 
reached by the slope during the test is as max = arctan [w2 (Di + 2De )1(6g)].., with w the 
angular velocity, g the acceleration of gravity and all geometrical variables related to the 
dynamic state. 
The accuracy of the test depends on the ratio crs max /ci cv . If this ratio is too large, the 
avalance includes dynamic effects in sliding and the determination tends to be underes-
timated. Bias can occur also when the granular mass is larger or smaller than an ideal 
amount, which depends on the size of the bowl. The test gave average values of 21°-23° 
for the as supplied ballotini and 25°-27° for the milled ballotini. 
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V 
14 05 2008 
Figure 7.7: Preparation of milled ballotini for a bowl test (a) and bowl at the end of the 
test (b) 
The same test was repeated by Wong (2008) who used a slightly larger bowl with more 
incline walls, filled with 700g of ballotini. She found higher mean values of O'c„ equal to 
25° and 28° for smooth an rough ballotini respectively. The discrepancy between the 
two tests in not necessarily related to the rough technique of the test, but would imply 
the needs of a more precise standard for the procedure, which could account for the 
favourable 3D effect of the inward conical sliding, which induces larger bias for smaller 
values of the ratio Del Di. Calibrations against more precise laboratory tests would also 
help. However, the determined values must overestimate the value of 0',„ roughly of the 
same amount of the underestimation done with stability test based on outward conical 
sliding. Finally, a defect of the test is clearly the dishomogeneity of the centrifugal force 
within the mass, this depend again on the ratio Del Di . 
7.4 Characteristics of all the considered materials 
The main data obtained by the experiments performed during the current research are 
given in Table. 7.2. Details regarding the particle scale parameters cited are given in 
Chapters 5 and 6. 
From the table we can see that hard smooth particles tend to have their interparticle 
friction angle controlled by the roughness irrespective of their real bulk properties. Similar 
values of Op, in the range of 5°-9° were measured on glass ballotini and chrome steel balls 
of similar roughness, in the order of 0.1p,m. However, when the roughness of the ballotini 
was increased, the value of q5 p increased. This trend holds between the fresh state of 
the surface and the surface roughened with two different techniques up to values of 
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dry 1.0 
RHvar 1 
subm. 1.4 
dry 2.5 
RHvar I 
subm. 3.0 
dry 1.0 
RHvar 
subm. 1.4 
dry 1.1 
RHvar I 
subm. 1.4 
2.5 
RHvar 
3.0 
dry 1.0 
small 
ballotini 
as suppl. 
large 
ballotini 
as suppl. 
small 
ballotini 
milled 
small 
ballotini 
etched 
large 
ballotini 
etched 
0.94 
1 
0.98 
0.93 
I 
0.99 
0.95 
1.00 
large 
ballotini 	RHvar 	I 	0.6 
crushed 	subm. 	1.5 
zirconium 	dry 	1.2 
SCSB(1) 	dry 	1.6 	1.0 
LCSB 	dry 	2.4 	1.0 
LBSA 	dry 	2 	0.7 
LBSA 	subm. 	2 	0.7 
description 
of the 
size 
range 
flat- 
tened 
inter- 
particle 
cost.vol. 
angle of 
material of the sphe- roun- rough friction Young's yield Ac/ shearing 
and grain ricity dness -ness angle modulus hardness stress An resistance 
environmental 
condition 
d 
(mm) 
SKS 
- 
RKs RMSf 
([Lm) 
OA 
( 	) 
E 
GPa 
H 
GPa 
py  
GPa 
a Oct, 
( 0 ) 
0.96 
t 
0.99 
0.1 
0.1 
0.1 
9 
10-30 
6-15 
70 
70 
70 
1.5 1.9 0.8 
21 
24 
21 
0.95 0.1 10 75 
I 0.1 10-30 75 1.5 1.9 0.8 
0.99 0.1 28 75 
0.97 0.2 
19 
1.00 0.3 22 
0.2 
I 33 
1.3 
0.5 50 
1.0 110 
0.2 24 
35 
5 
1.0 
1.0 
0.1 
0.1 
5 
7 
210 
210 
8.3 
8.3 
2.8 
2.8  
0.5 
8 :g 
08 
0.3 0.3 20 70 9 11 0.8 
0.3 0.3 15 70 9 11 0.8 
(1) SCSB: small chrome steel balls; LCSB: large crome steel balls; LBSA: Leighton Buzzard sand 
Table 7.2: Data on the granular materials considered in the current research 
RA/S f 1,am. When the roughness was increased ten times the values of 04 varied in 
the range of 5°-35° degree. Using only the milling technique the roughness was increased 
only three times but the values of 	still increased significantly and varied in the range 
of 5°-30° degree. 
A smaller variation was found in the values of the angle of shearing resistance at 
constant volume 0',„ when the values of OA were increased by milling. In fact the variation 
was only in the order of one degree and this value was obtained in submerged condition 
and at low confining pressure using low values of initial density. 
The effect of roundness on the critical state resistance was found to be dominant. 
Tests on ballotini gave values of 	increased between 20° and 35° when the roundness 
decreased from 1 to 0.2. 
The analysis of the micro-tests using the ductile contact model confirmed that the 
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soda-lime glass constituent the ballotini is a relatively soft at its surface, and the persis-
tence of the roughness in this material when loaded was also confirmed. In fact, a value 
of ratio between the real contact area A, and the nominal contact area An equal to 0.8 
can be proposed as reference value not sensible to the variation of the contact force. For 
work hardening material, as found in literature, the persistence of roughness under the 
load still holds but there are variation of the asperities as indirect measures on chrome 
steel ball bearings gave values of the ratio Ac/An variable in the range 0.5-0.8 when the 
load was increased. 
7.5 Findings and conclusions 
This Chapter presents the results of the macro-mechanical experiments carried out during 
the current research. The tests in the oedometer apparatus confirmed that the plastic 
response in compression increases when roundness decreases. The particle roughness 
influenced the compressibility in the initial stages of loading and always before the yield. 
Triaxial tests showed that roundness influences the shearing resistance significantly, 
but also gave insight into the understanding of the effect of the roughness. It was found 
that only low values of confining pressure and loose samples allow the initial roughness to 
contribute to the resistance of the granular mass. However, as in the micro-experiments 
in compression (Chapter 5) and shearing (Chapter 6), the macro-experiments presented 
in this chapter emphasized the inconveniences in working with soda-lime glass ballotini. 
In the so called "dry test" measuring accurately the current volume of the sample was 
difficult. More precise measurements were done for saturated tests using a volume gauge. 
However, the data obtained show that, compared to saturated test, samples sheared at 
the humidity of the cell tends to develop more shearing resistance at peak and at the 
end of the test, nearly the condition of critical state. This trend is consistent with the 
results of experiments on inter-particle friction presented in Chapter 5, which show a 
great increase of frictional resistance with the humidity of the environment. Moreover, 
the amount of this increase exceed the corresponding increment produced by controlling 
the roughness by milling. 
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Chapter 8 
CONCLUSIONS 
8.1 Summary 
This dissertation has described an experimental study on the influence of the charac-
teristics of individual particles on the overall mechanical response of coarse sand sized 
granular materials. The particle characteristics considered here can be classified as be-
ing geometrical (e.g. overall shape, surface topology) or mechanical (i.e. strength and 
stiffness of the bulk material). 
Considering firstly the geometrical characterization, the shape analyses were con-
ducted using modern techniques including optical microscopy, interferometry and shape 
analyser. The applicability of each of these tools to characterize particles was critically 
considered. The relationship between different shape proposed in earlier research was 
analysed. Well established reference charts, whose use may be subjective, can be coupled 
with modern technologies to achieve objective measurements. A new indirect method 
(IMR) was introduced to quantify the roundness of coarse sand sized particles. The IMR 
exploits the fast process of the shape analysis performed by means of modern tools. It 
gives values of roundness that are consistent with the analytical method proposed by 
Wadell and adopted by several researchers in proposing the reference charts widely used 
to date. New criteria were proposed to decide at what scale roundness and roughness 
should be measured for characterization of a granular soil. 
The study of particle compression included a theoretical investigation of the mechan-
ical response of an irregular particle compressed between two hard platens. Interpreta-
tion of physical single particle compression tests should consider that irregular particles 
may rotate upon initial loading. The susceptibility to rotation depends on the shape of 
the particle and friction at the particle-platen interface. The observed initial stiffness 
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was shown to degrade kinematically, depending on the geometry of the surface and the 
particle-platen friction. The roundness was recognized as a factor of proportionality be-
tween the normal stiffness of the particle and the initial stiffness of the contact. Using 
a MatLab code prepared for this purpose, the features of the 3D rearrangement of the 
grain during the first rotation were simulated and a sensitivity analysis was developed. 
Experimental results were fitted by means of calibration of the most dominant parame-
ters. This study proved the unavoidability of the shear at contacts of irregular particles 
whatever the increment of macroscopic stress. 
Physical particle uniaxial compression tests were completed using a custom made ap-
paratus. Both artificial spherical particles with controlled roughness and natural irregular 
particles whose shape was characterized were tested. These experiments included single 
particle (inter-platens) and two particles (inter-particles) tests. The pseudo-Brazilian 
formula, which is generally used to estimate the tensile stress, was found inconsistent 
in the case of inter-particles tests, when the non-conformity of the contact is high and 
the influence of shearing at failure appears to be dominant. To overcome this drawback 
a new failure criterion was proposed. It relies on the evaluation of a plastic flow ratio, 
which relates the load at failure with geometrical and mechanical properties of the par-
ticles. Compressive tests on natural irregular particles confirmed the influence of the 
initial rotation on the initial response. The threshold of regularity beyond which the 
initial rotation occurred was in agreement with the theoretical prediction. The stiffness 
of the apparatus enabled the observation of softening during the displacement controlled 
compression tests. During cyclic loading, phenomena such hysteresis and fatigue were 
observed. The severity of the size effect on the strength was found to be multifractal. 
After comparing the results of the present research with other data provided in the liter-
ature, a monotonic variation of the Weibull modulus versus the mean size of the particles 
of a given set was recognized. The larger the mean size of the considered set of particles, 
the larger the Weibull modulus and therefore the more uniform the tensile strength of 
the particles. The Weibull distribution of strength was found to be conservative in terms 
of maximum stress carried by the strongest particle. 
At low compressive loads, the inter-particle response was found non-Hertzian and 
plastic yielding occurs with associated maximum plastic displacement. Using Hertzian 
theory and prior research on the micro-indentation of rough surfaces, an expression for the 
plastic displacement at the contact of non-conforming surfaces was derived. This plastic 
displacement depends on the geometrical and mechanical properties of the particles. 
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The relevant geometrical properties are the size of the particle and its roundness at 
the contact, while the mechanical properties are the Young's modulus and the surface 
hardness. Surface hardness depends on the yield stress of the asperities and the ratio 
between real and nominal area of contact between two rough surfaces. A new model for 
contact was proposed and an expression for the stiffness of the contact under low loads 
was found. This study may contribute to a better understanding of the behaviour of 
granular materials subjected to overall stress levels within the range of many geotechnical 
applications (0-1MPa). At this stress levels the deformation of individual grains appears 
to be predominantly governed by the ductile behaviour of the asperities. These findings 
will inform future DEM with parameters of mechanical significance, measurable by means 
of physical tests. 
A new friction apparatus for coarse sand was designed, fabricated and used to charac-
terize coarse sand sized particles. The machine calibration was discussed and a procedure 
to check its precision was proposed. The apparatus functions on the basis of mechanical 
principles and its calibration can be validated using statics. A new technique to charac-
terize and pluviate by gravity single coarse sand sized particles and bounding them to the 
mounts of the apparatus was introduced. Rules for the acceptance of unbiased tests are 
given. Using a new micro-cell filled with liquid, friction tests on truly submerged sam-
ples can be completed, whereas previous studies report results on "wet" samples without 
specifying the technique or the real amount of saturation. 
For glass ballotini of roughness in the range of 0.1-0.3,am, it was found that the room 
humidity can have influence on friction greater than roughness. In contrast with data 
from previous studies, water was not found to act as an "antilubricant". When data 
from "very dry" tests (RH<40%) were compared with data from submerged tests, no 
significant difference in the results was found. A mechanical investigation on the effect 
of the viscosity and micro-menisci on the contact response showed that the sensitivity of 
the alkaline glass to humidity arises because of the hydrophilic nature of this material. 
Mechanical evaluations showed that the micro-menisci induced by the humidity of the 
environment affect the frictional resistance of glass. Experiments on chrome steel balls 
showed that the ductile contact model can explain the influence between the amount of 
damage of the surface and the frictional resistance. It was found that hard smooth parti-
cles tend to have their inter-particle friction angle controlled by the roundness irrespective 
of their real bulk properties. 
The overall response of granular masses of controlled roundness and roughness was 
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investigated. For the range of geometries considered, the influence of the roundness on 
the shearing resistance was larger than the influence of roughness. However, assemblies of 
spherical particles showed less compressibility in the oedometer than angular particles of 
the same material, and their yield and following normal compression occurred at higher 
loads. This results confirm that in a loose state irregular particles tend to rearrange more 
than spherical particles. It was found that only low values of confining pressure and loose 
samples allow the initial roughness to contribute to the resistance of the granular mass. 
A new simple test was introduced to estimate the value of the angle of shearing resistance 
at constant volume and the results were discussed and compared to the values obtained 
from the triaxial tests. 
8.2 Recommendations for further study 
The proposed indirect method for measuring roundness (IMR) could be improved using 
new reference charts that could also account for shapes of convex particles. For these 
particles, specific regressions between the aspect ratio and the sphericity and between 
circularity and regularity may be defined by considering, as additional parameters, the 
values of convexity, which are given by shape analysers like the QicPic. 
The compression apparatus could be equipped with two ortogonal cameras that record 
changes to the profile of the asperities during the compression test. This would provide 
data on the changes in conformity at contact points during compression and on the 
increase of stiffness due to the increase of the relative radius. Such data could improve 
contact models. 
The friction apparatus could be improved to overcome the problem of the transversal 
slope that currently does not allow reliable testing on irregular particles smaller than 
2mm. 
"Dry" macroscale laboratory triaxial test on the overall response with accurate mea-
surements of the volumetric strain are required. Such tests should include accurate 
measurements of humidity within the cell. Soda-lime (alkaline) glass ballotini are not a 
good sand analogue material, their use should be replaced by fused quartz ballotini or 
some other spherical particles. Steel balls could be a viable alternative because it is easy 
to control their roughness by rusting in water. 
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Appendix A 
Image analysis of circularity 
clear 
%This is a file to calculate the shape factor 4pi A/(13^2) 
%developed from the matlab's image processing toolbox demo: 
%"identifying round objects" 
%Ignazio Cavarretta 
%October 2007 
%Step 1:Readimage 
%Read the image from the graphic file and store it as matlab function 
RGB = imread('slosschart.jpg'); 
%show the image 
imtool(RGB); 
%Step 2: Binaryimageconversion 
%Convert the image to a binary one 
I = rgb2gray(RGB); 
bw = im2bw(I); 
%Step 3: Removethenoise 
%Remove pixels not belonging to the objects of interest. 
%remove all object containing fewer than 40 pixels 
bw = bwareaopen(bw,40); 
% fill a gap in the pen's cap 
se = strel('disk',1); 
bw = imclose(bw,se); 
% fill any holes, so that regionprops can be used to estimate 
% the area enclosed by each of the boundaries 
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bw = imfill(bw,'holes'); 
%Step 4:Findtheboundaries 
%Concentrate only on the exterior boundaries. 
%Option 'noholes' will accelerate the processing by preventing 
%bwboundaries from searching for inner contours. 
[B,L] = bwboundaries(bw,'noholes'); 
% Display the label matrix and draw each boundary 
imshow(label2rgb(L, @jet, [.5 .5 .5])) 
hold on 
for k = 1:length(B) 
boundary = B{k}; 
plot(boundary(:,2), boundary(:,1), 'w', 'LineWidth', 2) 
end 
%Step 5: Whichobjectsareround? 
%Estimate each object's area and perimeter. 
%Use these results to form a simple 
%metric indicating the roundness of an object: 
%metric = 4*pi*area/perimeter-2. 
%This metric is equal to one only for a circle 
%and it is less than one for any other shape. 
%The discrimination process can be controlled 
%by setting an appropriate threshold. 
%In this example use a threshold of 0.94 so that 
%only the pills will be classified as round. 
%Use regionprops to obtain estimates of the area for all of the objects. 
%Notice that the label matrix returned by bwboundaries can 
%be reused by regionprops. 
stats = regionprops(L,'Area','Centroid'); 
threshold = 0.94; 
% loop over the boundaries 
for k = 1:length(B) 
% obtain (X,Y) boundary coordinates corresponding to label 'k' 
boundary = B{k}; 
% compute a simple estimate of the object's perimeter 
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delta_sq = diff(boundary).^2; 
perimeter = sum(sqrqsum(delta_sq,2))); 
% obtain the area calculation corresponding to label 'k' 
area = stats(k).Area; 
% compute the shape parameter 
metric = 4*pi*area/perimeter"2; 
% display the results 
metric string = sprintf('%2.2f',metric); 
% mark objects above the threshold with a black circle 
if metric > threshold 
centroid = stats(k).Centroid; 
plot(centroid(1),centroid(2),'ko'); 
end 
text (boundary (1,2)-35,boundary(1,1) +13,metric_string, 
'FontSize',12,TontWeightVbold'); 
end 
title(['Checking the Krumbein and Sloss chart (1963) with circularity 4piA/P"2']); 
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Appendix B 
Uniaxial compression simulation 
%Simulation of an uniaxial compression test on a grain of sand 
%Created by Ignazio Cavarretta, August 2008 
%Forces on asperities of a particle during an uniaxial compression test 
%an irregular grain in a laboratory compression apparatus is considered. 
%The 3D coordiantes of the apex A, and of the second highest point B, and of 
%the three points of contact C, D, and E on the lower plate (referred to 
%axis x,y,z, with vertical z axis passing through the apex) are entered as 
%a matrix of size 5x3; where the coordinate of the points A,B,C,D are 
%specified respectively in first, fifth, second, third, and fourth rows. 
%Enter the coordinates in anticlock wise. 
clear all 
m=load('vertices-simul.dat'); 
disp([m]) 
%consider the minor axis di3=0 througtout the initial rotation stage 
di3=0; 
%checking the altitude compatibility of B 
if (m(5,3)>m(1,3)) 
disp('geometrically impossible elevation of B, reduce the point B z ordinate!') 
stop 
end 
%draw the lay-out 
figure1=figure; 
x=[m(2,1);m(3,1);m(4,1);m(2,1)1; 
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y=[m(2,2);m(3,2);m(4,2);m(2,2)1; 
z=[m(2,3);m(3,3);m(4,3);m(2,3)]; 
plot(x,y,m(5,1),m(5,2),'ko',m(1,1),m(1,2),'r+') 
axis([-10 10 -10 10]); 
xlabel('x'); 
ylabel('y'); 
title('Lay-out of the 3 base-points, of the apex (cross) and of the lower superior point 
(circle)') 
figure2=figure; 
Tes = delaunayn(m); 
myhexahedron=tetramesh(Tes,m); 
set(myhexahedron,'facecolor','m') 
xlabel('x'); 
ylabel('y'); 
zlabel('z'); 
title('3D view of the hexahedron representative of the given irregular particle') 
% input parameters 
d3d2=input('flatness ratio d3/d2='); 
fi=input('angle of friction grain-platens= '); 
SO=input('input the axial stiffness of the particle (N/mm)= '); 
fSO=input('fraction of SO when asperities are loaded (N/mm)='); 
ZO=input('input crushing strength for nominal size do of 1mm (e.g. 30N/mm-2)= '); 
b=input('input the absolute slope of the line ZO(log(dn))(e.g. 0.7)= '); 
VO=input('input the speed of the approaching platens (mm/h)= '); 
TO=input('input the scanning time (s)= '); 
maxtime=input('max time of observation (h)= '); 
nr=maxtime*3600/T0; 
c=zeros(nr,12); 
% columns of c 
% column 1 - time 
% column 2 - displacement 
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% column 3 - force FO on the load cell 
% column 4 - Fl vertical force on the contact 1 at the base of the particle 
% column 5 - F2 vertical force on the contact 2 at the base of the particle 
% column 6 - F3 vertical force on the contact 3 at the base of the particle 
% column 7 - x component Hx of the horizontal force on the platen 
% column 8 - y component Hy of the horizontal force on the platen 
% column 9 - angle w of current available rotation 
% column 10 - current value of mobilized friction angle fi platen-particle 
for i=1:nr; 
c(i,1)=i; 
c(i,2)=V0*c(i,1)*T0/3600; 
c(i,3)=c(i,2)*S0; 
if c(i,2)< m(1,3); 
FO=c(i,3); 
F1-=-F0*((m(1,1)-m(4,1))*(m(3,2)-m(4,2))-(m(3,1)-m(4,1))*(m(1,2)-m(4,2)))/ 
((m(2,1)-m(4,1))*(m(3,2)-m(4,2))-(m(3,1)-m(4,1))*(m(2,2)-m(4,2))); 
F2=((m(1,2)-m(4,2))*F0-(m(2,2)-m(4,2))*F1)/(m(3,2)-m(4,2)); 
F3=F0-F1-F2; 
if (F1>0 & F2>0 & F3>0) 
disp('no horizontal component, and no initial rotation can be developed') 
elseif (abs(F1)-Pabs(F2)-Pabs(F3)>F1±F2H-F3) 
%ELIMINATE NEGATIVE FORCES OF REACTION 
%calculate the distance in plan between the apex and the line c through points 1 and 2 
%coefficients a, b, c of the equation of the stright line through points 1 and 2 
a12=m(2,2)-m(3,2); 
bl2=m(3,1)-m(2,1); 
cl2=--m(3,2)*(m(3,1)-m(2,1))+(m(3,1)*(m(3,2)-m(2,2))); 
%calculate the distance in plan between the apex and the line c 
dc=abs(c12)/(a12-2+b12-2)-0.5; 
%calculate the distance in plan between the lower superior point and the 
%line parallel to c and passing through the apex 
1c=abs(a12*m(5,1)+b12*m(5,2))/(a12-2+b12-2)".5; 
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%inclination (vert./horiz.) of the upper surface in the turning direction 
%and potential tilting 
alfac=(m(1,3)-m(5,3))/1c; 
%calculate the distance between the points 1 and 2, i.e. extremes of the line c 
d12=((m(2,1)-m(3,1))^2+(m(2,2)-m(3,2))^2)^0.5; 
%calculate the coordinate of the intersection Ic between the line on the distance dc and the 
line c 
if (b12==0) 
xc=m(2,1); 
yc=0; 
else 
xc=-a12*c12/(a12-2-Eb12-2); 
yc=(a12-2*c12/b12/(a12 -2-kb12^2)- (c12/b12)); 
end 
%calculate the distances dIcl and dIc2 between the intersection Ic and the point 1 and 2 
respectively 
dIc1=((xc-m(2,1))'2+(yc-m(2,2))^2)".5; 
dIc2=((xc-m(3,1))-2+(yc-m(3,2))^2)- .5; 
%calculate the distance in plan between the apex and the line b through points 1 and 3 
%coefficients a, b, c of the equation of the stright line through points 1 and 3 
a13=m(2,2)-m(4,2); 
b13=m(4,1)-m(2,1); 
c13=-m(4,2)*(m(4,1)-m(2,1))+(m(4,1)*(m(4,2)-m(2,2))); 
%calculate the distance in plan between the apex and the line b 
db=-abs(c13)/(a13-2-Pb13^2)^0.5; 
%calculate the distance in plan between the lower superior point and the 
%line parallel to b and passing through the apex 
lb=abs(a13*m(5,1)+b13*m(5,2))/(a13^2±b13-2)^.5; 
%inclination (vert./horiz.) of the upper surface in the turning direction 
%and potential tilting 
alfab—(m(1,3)-m(5,3))/lc; 
%calculate the distance between the points 1 and 3, i.e. extremes of the line b 
d13=((m(4,1)-m(2,1))^2+(m(4,2)-m(2,2))-2)-0.5; 
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%calculate the coordinate of the intersection Ib between the line on the distance db and 
the line b 
if (b13==0) 
xb=m(2,1); 
yb=-0; 
else 
xb=-a13*c13/(a13^2±b13"2); 
yb,(a13^2*c13/b13/(a13"2-1-b13"2)-(c13/b13)); 
end 
%calculate the distances dIbl and dIb3 between the intersection Ib and the point 1 and 3 
respectively 
dIbl=((xb-m(3,1))"2±(yb-m(3,2))"2)".5; 
dIb3=((xb-m(4,1)) ^2±(yb-m(4,2)) " 2) ^ .5; 
%calculate the distance in plan between the apex and the line a through points 2 and 3 
%coefficients a, b, c of the equation of the stright line through points 2 and 3 
a23=m(3,2)-m(4,2); 
b23=m(4,1)-m(3,1); 
c23=-m(4,2)*(m(4,1)-m(3,1))+(m(4,1)*(m(4,2)-m(3,2))); 
%calculate the distance da in plan between the apex and the line a 
da=abs(c23)/(a23"2+b23^2)^0.5; 
%calculate the distance in plan between the lower superior point and the 
%line parallel to a and passing through the apex 
la=abs(a23*m(5,1)+b23*m(5,2))/(a23^2+b23"2)^.5; 
%inclination (vert./horiz.) of the upper surface in the turning direction 
%and potential tilting 
alfaa=(m(1,3)-m(5,3))/la; 
%calculate the distance between the points 2 and 3, i.e. extremes of the line a 
d23-=-((m(4,1)-m(3,1))^2+(m(4,2)-m(3,2))"2)^0.5; 
%calculate the coordinate of the intersection la between the line on the distance da and the 
line a 
if (b23==0) 
xa=m(3,1); 
ya=0; 
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else 
xa.-a23*c23/(a23^2+623"2); 
ya.(a23"2*c23/b23/(a23^2+b23"2)-(c23/b23)); 
end 
%calculate the distances dIa2 and dIa3 between the intersection Ia and the point 2 and 3 
respectively 
dIa2=((xa-m(3,1))^2±(ya-m(3,2))^2)^.5; 
dIa3=axa-m(4,1))^2±(ya-m(4,2))"2)".5; 
%edges and lateral planes inclinations 
%inclined and horizontal distance 3-0 and respective inclinations on the plane xy and the 
three axes 
id30.(m(4,1)^2-Fm(4,2)"2-1-m(1,3)^2)^.5; 
d3=(m(4,1)^2+m(4,2)"2)".5; 
alfa3=acos(d3/id30); 
gamma30z=acos((m(1,3)-c(i,2))/id30); 
gamma30y=acosaabs(m(4,2))+.0000001)/d3); 
gamma30x=acos((abs(m(4,1))+.0000001)/d3); 
%inclined and horizontal distance 2-0 and respective inclinations on the plane xy and the 
three axes 
id20=-(m(3,1)"2-Fm(3,2)"2±m(1,3)"2)^.5; 
d2=(m(3,1)^2±m(3,2)"2)".5; 
alfa2=acos(d2/id20); 
gamma20z=acos((m(1,3)-c(i,2)) /id20); 
gamma20y=acos((abs(m(3,2))+.0000001)/d2); 
gamma20x=acos((abs(m(3,1))+.0000001)/d2); 
%inclined and horizontal distance 1-0 and respective inclinations on the plane xy and the 
three axes 
id10=(m(2,1)^2±m(2,2)^2±m(1,3)^2)^.5; 
d1=(m(2,1)^2±m(2,2)"2)".5; 
alfal=acos(dl/id10); 
gammal0z=acos((m(1,3)-c(i,2))/id10); 
gammalOy=acos((abs(m(2,2))+.0000001)/d1); 
gammal0x=acos((abs(m(2,1))+.0000001)/d1); 
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%inclined distance Ia-0 and respective inclinations on the three axes 
ida0=-(m(1,3)"2±xe2H-ya"2)".5; 
gammaaz=acos((m(1,3)-c(i,2))/ida0); 
gammaay=acos((abs(ya)+.0000001)/da); 
gammaax=acos((abs(xa)+.0000001)/da); 
%inclined distance I13-0 and respective inclinations on the three axes 
idb0=(m(1,3)"2+xb"2-Fyb"2)^.5; 
gammabz=acosam(1,3)-c(i,2))/idb0); 
gammaby=acos((abs(ya)+.0000001)/db); 
gammabx=acos((abs(xa)+.0000001)/db); 
%inclined distance Ic-0 and respective inclinations on the three axes 
idc0=((m(1,3)-c(i,2))^2±xc^2±37C2)^.5; 
gammacz=acos(m(1,3)/idc0); 
gammacy=acos((abs(yc)±.0000001)/dc); 
gammacx=acos((abs(xc)±.0000001)/dc); 
%Angle w of current available rotation 
%actual distance between points 0 and 4 
id04=(((m(5,1)-m(1,1))^21-(m(5,2)-m(1,2))"2)+((m(5,3)-m(1,3)-Fc(i,2))"2))".5; 
%horizontal distance between points 0 and 4 
hd04=(((m(5,1)-m(1,1))"2+(m(5,2)-m(1,2))^2))".5; 
w=acos(hd04/id04); 
c(i,9)=w*180/pi; 
if c(i,2)>(m(1,3)-m(5,3)) 
c(i,9)=0; 
end 
%FORCES ON THE SIDE a 
%total force F3 and mobilized friction for incipient turning along the plane z-P3 
if (F1<0 & d23<dIa2-FdIa3 & dIa3<dIa2) 
F1=0; 
F2=0; 
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F3z=fSO*F0*(sin(pi/2-gamma30z)) -2; 
%frictional components along x,y 
F3x=F3z*tan(gamma30z)*cos(gamma30x); 
F3y=F3z*tan(gamma30z)*cos(gamma30y); 
c(i,7)=F3x; 
c(i,8)=F3y; 
%total force and mobilized friction 
F3=(F3x^2d-F3y^2+F3z'2)".5; 
c(i,6)=F3z; 
c(i,3)=F3z; 
fimob-=gamma30z*180/pi; 
c(i,10)=fimob; 
if (fimob>fi) 
legend=('initial rotation in z3 plane at load zero'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=0; 
c(i,6)=0; 
c(i,7)=0; 
c(i,8)=0; 
c(i,10)=0; 
end 
%total force F2 and mobilized friction for incipient turning along the plane z-P2 
elseif(F1<0 & d23<dIa2+dIa3 & dIa2<dIa3) 
F1=0; 
F2z=fSO*F0*(sin(pi/2-gamma20z)) -2; 
F3=0; 
%frictional components along x,y 
F2x=F2z*tan(gamma20z) *cos (gamma20x); 
F2y=F2z*tan(gamma20z) *cos(gamma20y); 
c(i,7)=F2x; 
c(i,8)=F2y; 
%total force and mobilized friction 
F2=-(F2x-2+F2y-2+F2z^2)-.5; 
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c(i,5)=F2z; 
c(i,3)=F2z; 
fimob=gamma20z*180/pi; 
c(i,10)=fimob; 
if (fimob>fi) 
legend=('initial rotation in z2 plane at load zero'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=-0; 
c(i,6)=0; 
c(i,7)=0; 
c(i,8)=0; 
c(i,10)=0; 
end 
%total forces F2 and F3 and mobilized friction for incipient turning around the line 2-3 
elseif(F1<O) 
F1=0; 
c(i,3)=f80*F0*(sin(pi/2-gammaaz))"2; 
%calculate the vertical forces on the point 2 and 3 
F2=FO*dIa3*(sin(gammaaz))"2/(dIa2+dIa3); 
F3=FO*dIa2*(sin(gammaaz))^2/(dIa2+dIa3); 
c(i,5)=F2; 
c(i,6)=F3; 
c(i,7)=c(i,3)*tan(gammaaz)*(m(4,2)-m(3,2))/d23; 
c(i,8)=c(i,3)*tan(gammaaz)*(m(4,1)-m(3,1))/d23; 
fimob=gammaaz*180/pi; 
c(i,10)=fimob; 
if (fimob>fi) 
legend=('initial rotation around the edge a'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=0; 
c(i,6)=0; 
c(i,7)=0; 
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c(i,8)=0; 
c(i,10)=0; 
end 
end 
% FORCES ON THE SIDE b 
% 	  
%total force F3 and mobilized friction for incipient turning along the plane z-P3 
if (F2<0 & d13<dIbl+dIb3 & dIb3<dIbl) 
F1=0; 
F2=0; 
F3z=fSO*F0*(sin(pi/2-gamma30z))"2; 
%frictional components along x,y 
F3x=F3z*tan(gamma30z) *cos(gamma30x); 
F3y=F3z*tan(gamma30z) *cos(gamma30y); 
c(i,7)=F3x; 
c(i,8)=F3y; 
%total force and mobilized friction 
F3=(F3x"2±F3y^2H-F3z"2)^.5; 
c(i,6)=F3z; 
c(i,3)=F3z; 
fimob-=gamma30z*180/pi; 
c(i,10)=fimob; 
if (fimob>fi) 
legend=('initial rotation in z3 plane at load zero'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=0; 
46)=0; 
c(i,7)=0; 
c(i,8)=0; 
c(i,10)=0; 
end 
%total force Fl and mobilized friction for incipient turning along the plane z-P1 
366 
elseif(F2<0 & d13<dIbl+dIb3 & dIbl<dIb3) 
Flz=fSO*F0*(sin(pi/2-gammal0z))^2; 
F2=0; 
F3=0; 
%frictional components along x,y 
Flx=Flz *tan(gammal0z) *cos(gammal0x); 
Fly=Flz*tan(gammal0z)*cos(gammalOy); 
c(i,7)=Flx; 
c(i,8)=Fly; 
%total force and mobilized friction 
F1=(Flx"2-1-Fly^2+Flz"2)".5; 
c(i,5)=Flz; 
c(i,3)=Flz; 
fimob=gammal0z*180/pi; 
c(i,10)=fimob; 
if (fimob>fi); 
legend=('initial rotation in zl plane at load zero'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=0; 
c(i,6)=0; 
c(i,7)=0; 
c(i,8)=0; 
c(i,10)=0; 
end 
%total forces Fl and F3 and mobilized friction for incipient turning around the line 1-3 
elseif(F2<0) 
F2=0; 
c(i,3)=fSO*F0*(sin(pi/2-gammabz))^2; 
%calculate the vertical forces on the point 1 and 3 
F1=F0*dIa3*(sin(gammabz))^2/(dIal+dIa3); 
F3=F0*dIal*(sin(gammabz))^2/(dIal+dIa3); 
c(i,4)=F1; 
c(i,6)=F3; 
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c(i,7)=c(i,3)*tan(gammabz)*(m(4,2)-m(2,2))/d13; 
c(i,8).--c(0)*tan(gammabz)*(m(4,1)-m(2,1))/d13; 
fimob=gammabz*180/pi; 
c(i,10)=fimob; 
if (fimob>fi) 
legend=('initial rotation around the edge b'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=0; 
c(i,6)=0; 
c(i,7)=0; 
c(i,8)=0; 
c(i,10)=0; 
end 
end 
% 	  
% FORCES ON THE SIDE c 
% 	  
%total force Fl and mobilized friction for incipient turning along the plane z-P1 
if (F3<0 & d12<dIc1H-dIc2 & dIcl<dIc2) 
Flz=fSO*F0*(sin(pi/2-gammal0z)) -2; 
F2=-0; 
F3=0; 
%frictional components along x,y 
Flx=Flz*tan(gammal0z)*cos(gammal0x); 
Fly=Flz*tan(gamma1Oz) *cos(gammalOy); 
c(i,7)=Flx; 
c(i,8)=Fly; 
%total force and mobilized friction 
F1=(Flx-2+Fly-2H-Flz-2) -.5; 
c(i,5)=Flz; 
c(i,3)=Flz; 
fimob=gamma10z*180/pi; 
c(i,10)=fimob; 
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if (fimob>fi) 
legend=('initial rotation in zl plane at load zero'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=0; 
c(i,6)=0; 
c(i,7)=0; 
c(i,8)=0; 
c(i,10)=0; 
end 
%total force F2 and mobilized friction for incipient turning along the plane z-P2 
elseif(F3<0 & d12<dIc2+dIc3 & dIc2<dIcl) 
F1-=0; 
F2z=fSO*F0*(sin(pi/2-gamma20z)) -2; 
F3=0; 
%frictional components along x,y 
F2x=F2z*tan(gamma20z)*cos(gamma20x); 
F2y=F2z*tan(gamma20z) *cos(gamma20y); 
c(i,7)=F2x; 
c(i,8)=F2y; 
%total force and mobilized friction 
F2-=(F2x-2+F2y-2+F2z-2)".5; 
c(i,5)=F2z; 
c(i,3)=F2z; 
fimob=gamma20z*180/pi; 
c(i,10)=fimob; 
if (fimob>fi) 
legend=('initial rotation in z2 plane at load zero'); 
c(i,3)=0; 
c(i,4)=0; 
c(i,5)=0; 
c(i,6)=0; 
c(i,7)=0; 
c(i,8)=0; 
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c(i,10)=0; 
end 
%total forces F2 and F3 and mobilized friction for incipient turning around the line 1-2 
elseif(F3<0) 
F3=0; 
c(i,3)=fSO*F0*(sin(pi/2-gammacz))"2; 
%calculate the vertical forces on the point 2 and 3 
F1=F0*dIc2*(sin(gammacz))^2/(dIcl+dIc2); 
F2=F0*dIc1*(sin(gammacz))^2/(dIcl+dIc2); 
c(i,4)=F1; 
c(i,5)=F2; 
c(i,3)=F1+F2; 
fimob=gammacz*180/pi; 
c(i,10)=fimob; 
if (fimob>fi) 
legend=('initial rotation around the edge c'); 
c(i,3)---0; 
c(i,4)=0; 
c(i,5)=0; 
c(i,6)=0; 
c(i,7)=0; 
c(i,8)=0; 
c(i,10)=0; 
end 
end 
% SECOND FINAL PEAK 
% 	  
if c(i,9)==0 & di3==0 
di3=m(1,3)-c(i,2); 
delta0=c(i,2); 
elseif c(i,9)==0 & di3>0 
newdisplacement,(V0*c(i,1)*T0/3600)-delta0; 
c(i,11)=delta0; 
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c(i,12)=newdisplacement; 
FO-=-newdisplacement*SO; 
c(i,3)=FO; 
di3=m(5,3)- c(i,12) 
Z=FO/(di3*d13/d3d2); 
if Z>Z0*(di3*di3/d3d2)".5"(-b) 
c(i,3)=0; 
end 
end 
end 
dlmwrite('output.dat',c); 
disp([c]) 
elseif c(i,2)> m(1,3) 
disp('PLATENS IN CONTACT: END OF THE TEST!!') 
clear 
end 
end 
disp(Z0); 
disp(Z); 
%plotting the results 
figure3=figure: 
fig_title=title('simulation of uniaxial compression test on an irregular particle'); 
fig_xaxis=xlabel('displacement (mm)');fig_yaxis=ylabel('force (N)'); 
for i=1:nr; 
x=[c(i,2)]; 
Y=[0,3)]; 
hold on 
plot(x,y,'ok','MarkerEdgeColorVk','MarkerFaceColorVw','MarkerSize',5); 
end 
ndata = load('actualcompressiondata.dat', 'actual-loads'); 
for r=1:377; 
x=[ndata(r,1)]; 
y=[ndata(r,2)]; 
hold on 
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plot(x,y,'*kVMarkerEdgeColorVKVMarkerFaceColorVKVMarkerSize',5); 
end 
hold off; 
disp(legend) 
372 
Appendix C 
Data by microscope and interferometer 
    
S„ = 581 nm 
RMS = 706 nm 
Rx 	= 1.05 mm 
sm = 28 p.m 
S'af = 47 nm 
RMSf = 83 nm 
4 
2000 pm 
    
Figure C.1: Large ballotini as provided 
a) 1/2 min air jetting 
= 533 nm 
RMS = 654 nm 
= 1.09 mm 
sm = 28 gm 
S1  = 37 nm 
RMSr 	69 nm 
1 min air jetting 
.5„ 	= 606 nm 
RMS = 805 nm 
= 1.01 mm 
sin = 28 
S . = 78 nm 
RMS = 178 nm 
Figure C.2: Roughness profiles of large ballotini after different efforts of air jetting 
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a) 1 h milling 
Sa = 504 nm 
RMS = 619 nm 
Rx 	= 1.22 mm 
sm = 28 gm 
Sal = 114 nm 
RMSf = 168 nm 
b) 5h milling 
Sa = 574 nm 
RMS = 732 nm 
Rx 	= 1.18 mm 
sm = 28 gm 
Saf = 199 nm 
RMSf = 270 nm 
c) 18 h milling 
Sa = 715 nm 
RMS = 894 nm 
k 	= 0.95 mm 
sm = 28 gm 
Saf = 209 nm 
RMSf = 281 nm 
d) 24 h milling 
Sa = 566 nm 
RMS = 738 nm 
Rx 	= 1.95 mm 
sm = 28 gm 
Sat = 226 nm 
RMS f = 308 nm 
Figure C.3: Large ballotini milled for different times 
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a) as supplied 
SQ 	= 477 nm 
RMS = 595 nm 
Rx 	= 0.53 mm 
sm = 19 um 
Saf  = 40 nm 
RMSf = 66 nm 
b) 24h milling 
Sa = 509 nm 
RMS = 592 nm 
Rx 	= 0.51 mm 
sm = 19 um 
Sai 	= 118 nm 
RAISf = 187 nm 
Figure C.4: Small ballotini before and after having been milled for 24h 
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