An acyclic edge coloring of a graph G is a proper edge coloring such that no bichromatic cycles are produced. The acyclic chromatic index a ′ (G) of G is the smallest integer k such that G has an acyclic edge coloring using k colors. It was conjectured that a ′ (G) ≤ ∆ + 2 for any simple graph G with maximum degree ∆. In this paper, we prove that if G is a planar graph, then a ′ (G) ≤ ∆ + 7. This improves a result by Basavaraju et al. [Acyclic edge-coloring of planar graphs, SIAM J. Discrete Math., 25 (2011), pp. 463-478], which says that every planar graph G satisfies a ′ (G) ≤ ∆ + 12.
Introduction
Only simple graphs are considered in this paper. Let G be a graph with vertex set V (G) and edge set E(G). A proper edge k-coloring is a mapping c : E(G) → {1, 2, . . . , k} such that any two adjacent edges receive different colors. The chromatic index χ ′ (G) of G is the smallest integer k such that G is edge k-colorable. A proper edge k-coloring c of G is called acyclic if there are no bichromatic cycles in G, i.e., the union of any two color classes induces a subgraph of G that is a forest. The acyclic chromatic index of G, denoted by a ′ (G), is the smallest integer k such that G is acyclically edge k-colorable.
Let ∆(G) (∆ for short) denote the maximum degree of a graph G and g(G) denote the girth of G, i.e., the length of a shortest cycle in G. By Vizing's Theorem [23] , ∆ ≤ χ ′ (G) ≤ ∆ + 1. Thus, it is obvious that a ′ (G) ≥ χ ′ (G) ≥ ∆. Fiamčik [8] , and later Alon, Sudakov and Zaks [1] , made independently the following conjecture:
Conjecture 1 For any graph G, a ′ (G) ≤ ∆ + 2.
Using probabilistic method, Alon, McDiarmid and Reed [2] proved that a ′ (G) ≤ 64∆
for any graph G. Molloy and Reed [14] improved this bound to that a ′ (G) ≤ 16∆. Alon, Sudakov and Zaks [1] proved that there is a constant c such that a ′ (G) ≤ ∆ + 2 for a graph G whenever g(G) ≥ c∆ log ∆. They also confirmed Conjecture 1 for almost all ∆-regular graphs. Něsetřil and Wormald [15] gave an improvement to this result by showing that a ′ (G) ≤ ∆ + 1 for a random ∆-regular graph G. The acyclic edge coloring of some special classes of graphs was also considered, including subcubic graphs [4, 16] , graphs with maximum degree 4 [12] , outerplanar graphs [11, 13] , series-parallel graphs [10, 21] , and planar graphs [3, 7, 9, 17, 18, 20, 22] .
Suppose that G is a planar graph. Fiedorowicz et al. [6] proved that a ′ (G) ≤ 2∆ + 29
and Hou et al. [10] proved that a ′ (G) ≤ max{2∆ − 2, ∆ + 22}. The currently best known upper bound on the acyclic chromatic index of a planar graph G is that a ′ (G) ≤ ∆ + 12 by
Basavaraju et al. [5] . In this paper, we will improve this result by replacing 12 by 7.
Before showing the main result, we need to introduce some definitions and notations. Given a graph G, let d G (v) (or simply d(v)) denote the degree of a vertex v in G. A vertex of degree k (at least k, at most k) is called a k-vertex (k + -vertex, k − -vertex). For k ≥ 1, let n k (v) (n k + (v), n k − (v)) denote the number of k-vertices (k + -vertices, k − -vertices) adjacent to a vertex v in G. Let δ(G) denote the minimum degree of G.
A plane graph is a particular drawing in the Euclidean plane of a certain planar graph. For a plane graph H, we denote its face set by F (H) and the degree of a face f ∈ F (H) is denoted by d H (f ) (or simply d(f )). Similarly, we can define a k-face, a k + -face, and a k − -face. Furthermore, for f ∈ F (H), we use b(f ) to denote the boundary walk of f and write f = [u 1 u 2 . . . u n ] if u 1 , u 2 , . . . , u n are the vertices on b(f ) enumerated in some order, where u i may be identical to u j for some i, j ∈ {1, 2, . . . , n} when G contains cut vertices.
A structural lemma
In this section, we establish a structural lemma, which plays an important role in the proof of the main result in Section 3.
Lemma 1 Let G be a 2-connected planar graph with ∆ ≥ 5. Then G contains one of the following configurations (A 1 )-(A 4 ), as shown in Fig. 1 :
(A 2 ) A vertex u with n 2 (u) ≥ 1 and
we use x i to denote the neighbor of u i different from u. Then at least one of the following cases holds:
(A 3 ) A 3-vertex u is adjacent to a vertex v such that one of the following holds:
). Then at least one of the following cases holds: Remarks. In Fig. 1 , vertices marked solid points have no edges of G incident to them other than those shown, whereas the other vertices have edges connected to other vertices of G not in the configuration.
Proof. Assume to the contrary that G contains none of the configurations (A 1 )-(A 4 ). Since G is 2-connected, it follows that δ(G) ≥ 2. Let G ′ be the graph obtained by removing all the 2-vertices of G and H is a component of G ′ . Then H is a connected planar graph and for any vertex v ∈ V (H), v is of degree at least 3 in G.
In what follows, we assume that H is embedded in the plane.
vertices) lying on the boundary of a face f ∈ F (H) is denoted by n k (f ) (n k + (f )). Similarly, let m k (v) denote the number of k-faces incident to v in H, and let δ(f ) denote the minimum degree of vertices on b(f ).
Since G contains no (A 1 ), there is no 9 − -vertex adjacent to a 2-vertex, i.e., if u is a vertex with 3
2 ), every 10 + -vertex u is adjacent to at most (d(u) − 9) 2-vertices, which implies that if d(u) ≥ 10 and n 2 (u)
Proof. It is easy to see that (c) holds trivially. To prove (a), assume that H contains a 2
Let v be a vertex of degree at least 10 in G and uv ∈ E(G). Since uv ∈ E(H), n
Since G contains no (A 4.1 ), we have n 11 + (u) = 3 and n ′ 10 + (u) = 3 by Claim 5. Otherwise, n 8 + (u) = 4 and n
Proof. Since G contains neither (A 1 ) nor (A 3.1 ), n 3 − (u) = 0. Since G contains no (A 4.2 ), we have n 10 + (u) = 3 and n ′ 10 + (u) = 3 by Claim 5. ✷ To derive a contradiction, we make use of the discharging method. First, by Euler's formula |V (H)| − |E(H)| + |F (H)| = 2 and the relation
2|E(H)|, we can derive the following identity.
(
Next, we define an initial weight function w by w(u) = 2d H (u) − 6 for u ∈ V (H) and w(f ) = d(f ) − 6 for f ∈ F (H). It follows from (1) that the total sum of weights is equal to −12. In what follows, we will define some discharging rules and redistribute weights accordingly. Once the discharging is finished, a new weight function w ′ is produced. However, the total sum of weights is kept fixed when the discharging is in process. Nevertheless, we can show that w ′ (x) ≥ 0 for all x ∈ V (H) ∪ F (H). This leads to the following obvious
w(x) = −12 < 0 and hence demonstrates that no such counterexample can exist. A 3-face f is called bad if f is incident to a 3-vertex, i.e., δ(f ) = 3.
Let y be a vertex in H and
. Let τ (y → f ) denote the amount of weight transferred from y to f according to the following defined discharging rules:
. Otherwise, n 4 (y) = 0, we carry out the following subrules:
Thus it suffice to suppose that δ(f ) ≥ 5, or δ(f ) = 4 and each 4-vertex v in b(f ) having n 7 − (v) = 1. Assume that δ(f ) = 4 with d H (v) = 4 and
It is easy to see that n 4 (u) ≥ 1. By (R1), (R2) and (R4), v sends 4 5 to f , u sends 4 5 to f , and s sends 1 to f . Hence,
. Assume
to f and
This implies that δ(f ) ≥ 5 and n 5 (f ) = 5. Then by (R2), each vertices in b(f ) gives at least 1 2 to f and
= 0 by (R2). Otherwise, n 4 (v) = 0. Let w 1 , w 2 , . . . , w 5 be the neighbors of v in a cyclic order. We need to consider three subcases:
This leads to the following three possibilities:
. By symmetry, we may assume that
), (4 × 11 12
)} = 4 − max{3 9 10 , 4} = 0.
)} = 4 − max{3 19 20 , 4} = 0.
(1.3) Assume that n 5 (v) = 1 and
) = 0. If one of w 2 and w 5 is of degree 7 in H, then by (R2),
. Otherwise, n 6 (v) = 2 and
to the face whose boundary contains w 5 , v, w 1 . It
if d H (w 3 ) = 6. Otherwise, n 8 + (v) ≥ 1 and we need to consider the following subcases by symmetry.
• = 0 by (R4). Otherwise, n 3 (v) ≥ 1 and v is incident to some bad 3-faces. Since G contains no (A 3.3 ), there is no 3-vertex w such that the faces f 1 , f 2 which is incident to v, w, are both 3-faces. By the previous discussion, we may assume that . If n 4 (w 1 ) = n 4 (w 2 ) = 0, then By (R4), . ✷
Acyclic chromatic indices
In this section, we discuss the acyclic chromatic indices of planar graphs. The proof of the main result requires the following lemmas.
Assume that c is a partial acyclic edge k-coloring of a graph G using the color set C = {1, 2, . . . , k}. For a vertex v ∈ V (G), we use C(v) to denote the set of colors assigned to edges incident to v under c. If the edges of a cycle are alternatively colored with colors i and j, then we call such cycle an (i, j)-cycle. If the edges of a path ux . . . v are alternatively colored with colors i and j, then we call such path an (i, j) (u,v) -path. , j) (u,v k+1 ) -path in G with c(uv 1 ) = i, j ∈ C(u) and w ∈ V (P ), then there is no (i, j) (u,w) -path in G.
Proof
Proof. (1, a) (w,u 1 ) -path for some color a ∈ C\(C(u) ∪ C(v)), we color uv with a. Otherwise, assume that H contains a (1, i) (w,u 1 ) -path for any i ∈ C\(C(u) ∪ C(v)). This implies that d(u) = 9 and C(w) = C(u 1 ) = (C\C(v)) ∪ {1} = C\{2, 3, 4, 5, 6, 7, 8}. First, we recolor vw with 2. Similarly to the previous argument, we may assume that H contains a (2, i) (u 2 ,w) -path for any i ∈ C\(C(u) ∪ C(v)) and C(u 2 ) = C\{1, 3, 4, 5, 6, 7, 8}. So we switch the colors of uu 1 and uu 2 , then color uv with 9. Clearly, no bichromatic cycles are produced in G under the constructed coloring by the previous assumption.
(A 2 ) There is a vertex u with n 2 (u) ≥ 1 and
Let w be the neighbor of v different from u. 
Without loss of generality, assume that c(uu i
, then we color uv with a color in C\(C(u) ∪ C(v)). Otherwise, assume that c(vw) ∈ C(u) and H contains a (c(vw), i) (u,w) -path for any i ∈ C\C(u), (C\C(u)) ⊆ C(w). If c(vw) = c(uu i ) ∈ S 8 − , we color uv with a color in (C\C(u))\C(u i ). Otherwise, c(vw) ∈ C(u)\S 8 − . Further, we may assume that S 8 − ⊆ C(w). Otherwise, we recolor vw with a color in (S 8 − )\C(w) and reduce the proof to the case in which c(vw) ∈ S 8 − . So we assume that:
Without loss of generality, we assume that d(u 9 ) = 8. By ( * 2.1 ), we assume that d(u i ) ≥ 9, i = 1, 2, · · · , 8, c(vw) = 1 and C(w) = C\{2, 3, . . . , 8}. Further, we assume that H contains a (1, i) (u 1 ,w) -path for any i ∈ C\C(u). If H contains no (i, j) (u i ,w) -path for some j ∈ C\C(u) and some i ∈ {2, 3, · · · , 8}, we recolor vw with i and color uv with j. Otherwise, we may assume that: ( * 2.2 ) For any i ∈ {1, 2, · · · , 8} and j ∈ C\C(u), H contains an (i, j) (u i ,w) -path and (C\C(u)) ⊆ C(u i ).
Assume that H contains no (i, 9) (u i ,w) -path for some color i ∈ {1, 2, . . . , 8}. Let C(u 9 ) = {9, a 1 , a 2 , . . . , a 7 }. If {a 1 , a 2 , . . . , a 7 } ∩ S 2 = ∅, then we recolor uu 9 with a color in C\(C(u) ∪ C(u 9 )). Otherwise, assume that {a 1 , a 2 , . . . , a 7 } ∩ S 2 = ∅. Let I = {i|i ∈ {10, . . . , d(u) − 1} such that c(uu i ) ∈ {a 1 , a 2 , . . . , a 7 }}. Then we recolor uu 9 with a color in C\(C(u) ∪ C(u 9 ) ∪ {C(u i )|i ∈ I}), vw with i if i = 1 and color uv with 9. So we may assume that: ( * 2.3 ) H contains a (i, 9) (u i ,w) -path for any i ∈ {1, 2, . . . , 8}.
Assume that H contains no (i, j) (u i ,w) -path for some i ∈ {1, 2, . . . , 8} and some j = c(uu j ) ∈ S 2 . Let C(u j ) = {j, a}. If a ∈ S 2 ∪ {9}, we recolor uu j with a color in C\(C(u) ∪ C(u j )); If a = {c(uu k )} ∈ S 2 ∪ {9}, we recolor uu j with a color in C\(C(u) ∪ C(u j ) ∪ C(u k )). Recolor vw with i if i = 1 and color uv with j. So we may assume that: ( * 2.4 ) H contains an (i, j) (u i ,w) -path for any i ∈ {1, 2, . . . , 8} and any j ∈ S 2 . By ( * 2.2 ), ( * 2.3 ), and ( * 2.4 ), we may assume that: ( * 2.5 ) For any j ∈ C\{1, 2, . . . , 8}, H contains an (i, j) (u i ,w) -path, and C(u i )\ {i} = C(w) \{c(vw)} = C\ {1, 2, . . . , 8}, i = 1, 2, . . . , 8.
Claim 8
There exist i 0 , j 0 ∈ {1, 2, . . . , 8} such that H contains neither an (i 0 , 9) (u j 0 ,u 9 ) -path nor a (j 0 , 9) (u i 0 ,u 9 ) -path.
Proof. Since d(u 9 ) = 8, {1, 2, . . . , 8}\C(u 9 ) = ∅. Assume that 1 ∈ C(u 9 ). If H contains no (2, 9) (u 1 ,u 9 ) -path, {i 0 , j 0 } = {1, 2}. If H contains no (3, 9) (u 1 ,u 9 ) -path, {i 0 , j 0 } = {1, 3}.
Otherwise, H contains a (2, 9) (u 1 ,u 9 ) -path and a (3, 9) (u 1 ,u 9 ) -path. It follows that H contains neither a (2, 9) (u 3 ,u 9 ) -path nor a (3, 9) (u 2 ,u 9 ) -path, thus {i 0 , j 0 } = {2, 3}. ✷ By symmetry, assume that {i 0 , j 0 } = {1, 2}. We switch the colors of uu 1 and uu 2 . If no bichromatic cycles are produced, we color uv with some color in C\C(u) and we are done. Otherwise, by the previous assumption, it is easy to conclude that the bichromatic cycle in G must be a (1, i) (u 2 ,u i ) -cycle or a (2, j) (u 1 ,u j ) -cycle for some i, j ∈ S 2 . Let
If |T 1 | ≥ 2k, k ≥ 1, assuming that u i 1 , u i 2 ∈ T 1 , then we switch the colors of uu i 1 and uu i 2 , so that G contains neither (1, i 1 ) (u 2 ,u i 1 ) -cycle nor (1, i 2 ) (u 2 ,u i 2 ) -cycle, and no other new bichromatic cycles are produced. Since min{|T 1 |, |T 2 |} ≥ 1, we assume that |T 1 | = 1, |T 2 | ≤ 1. Without loss of generality, assume that u 10 ∈ T 1 , c(u 10 x 10 ) = 1, and 10 ∈ C(x 10 ).
Since d(x 10 ) ≤ ∆, (C\{2})\C(x 10 ) = ∅, assume that p ∈ (C\{2})\C(x 10 ) and recolor
, recolor uu 10 with a color j 1 ∈ (C\C(u))\C(u i ) and let S
If |T 2 | = 0, then we color uv with 10. Otherwise, |T 2 | = 1, u 11 ∈ T 2 and c(u 11 x 11 ) = 11. Since d(x 11 ) ≤ ∆, (C\{1})\C(x 11 ) = ∅, assume that q ∈ (C\{1})\C(x 5 ) and recolor u 11 x 11 with q. If q ∈ (C\C ′ (u)) ∪ {3, 4, . . . , 8}, then let
2 ∪ {9}, we recolor uu 11 with a color j 2 ∈ (C\C ′ (u))\C(u i ) and C ′′ (u) = (C ′ (u)\{11}) ∪ {j 2 }. Then, we color uv with a color in C\C ′′ (u).
(A 3 ) There is a 3-vertex u adjacent to a vertex v such that one of (A 3.1 )-(A 3.3 ) holds:
Then H is a planar graph and ∆(H) ≥ ∆ − 1 ≥ 4. By the induction assumption or Lemma 2, H has an acyclic edge (∆ + 7)-coloring c using
If, for any i ∈ C(u) ∩ C(v), H contains no (i, j) (u,v) -path for some j ∈ C\(C(u) ∪ C(v)), then we can color uv with j. Otherwise, we assume that:
Next we need to consider the following two subcases.
, and c(uu
We recolor uu 1 with 3, vv 1 with 2, and color uv with 1. Clearly, no bichromatic cycles are produced in G under the constructed coloring.
. We recolor uu 2 with a 1 and color uv with 2.
Assume that c(vv i ) = i, i ∈ {1, 2, . . . , 7}\{2}, and c(vu 2 ) = 8, c(vv 2 ) = 9. By ( * 3.1 ), C\ (2, 3, . . . , 9) ⊆ C(u 1 ). Since d(u 1 ) ≤ ∆, |{2, 3, . . . , 9} ∩ C(u 1 )| ≤ 1. If 8 ∈ C(u 1 ), we recolor uu 1 with 8 and no bichromatic cycle is produced since 2 ∈ C(v), then the proof is similar to the case c(vu 2 ) = c(uu
If there exists a 2 ∈ (C\(C(u) ∪ C(v)))\C(u 2 ), we recolor uu 2 with a 2 and color uv with 2. Otherwise, C(u 2 ) = (C\(C(u) ∪ C(v))) ∪ {2, 8}. Then, we recolor uu 2 with 1, uu 1 with 3 and color uv with 2.
Assume that c(vv i ) = i, i ∈ {1, 2, . . . , 7}\{1}, and c(vu 2 ) = 8, c(vv 1 ) = 9. By ( * 3.1 ),
Then, we recolor uu 1 with a color in C\(C(u 1 ) ∪ {2, 8}) and color uv with 1. |{3, 4 , . . . , 7, 9, 10}∩ C(u 1 )| ≤ 1, and |{3, 4, . . . , 7, 9, 10}∩ C(u 2 )| ≤ 1. Thus, there exists a 3 ∈ {3, 4, . . . , 7, 9, 10}\ (C(u 1 ) ∪ C(u 2 )). Then, we recolor uu 2 with a 3 and color uv with 2. 
. If 9 ∈ C(u 1 ), we recolor u 1 u with 9 and the proof is similar to (3.3.1). Otherwise, 9 ∈ C(u 1 ).
, recolor uu 2 with a 4 and color uv with 2. By ( * 3.1 ) and Lemma 3,  no bichromatic cycles are produced. Otherwise, (C\C(u) ∪ C(v)) ⊆ C(u 2 ) and there exists a 5 ∈ {3, 4, . . . , 7, 10}\C(u 2 ). Then, we recolor uu 2 with a 5 and color uv with 2.
If there exists a 6 ∈ C\(C(u) ∪ C(v) ∪ C(u i 0 )) for some i 0 ∈ {1, 2}, then we recolor uu i 0 with a 6 and reduce the proof to the Case I. Otherwise, we assume that:
Note that in (A 3.1 ) and (A 3.2 ), C\(C(u)∪C(v)∪C(u 2 )) = ∅. So we assume that d(v) = 10, n 5 − (v) ≥ 5 and uu i , vu i ∈ E(G), i = 1, 2. Further, assume that C(v) = {1, 2, . . . , 9} and c(vv i ) = i, i = {1, 2, . . . , 9}\{2, 8}.
• c(vu 1 ) = 8, c(vv 2 ) = 2.
Without loss of generality, assume that j = 1 and k = 2 (Otherwise, we can recolor uu 1 with j, uu 2 with k if {j, k} = {1, 2} and the proof is similar.
Clearly, no bichromatic cycles are produced and C(u) ∩ C(v) = {j, k}.) By ( * 3.1 ), for any j ∈ C\(C(u) ∪ C(v)), H contains an (i, j) (u,v) -path for some color i ∈ {1, 2}. Hence, ∆ = 10, C(u 1 ) = {1, 10, 11, 12, 13} and C(u 2 ) = {2, 14, 15, 16, 17}. Then, switch the colors of uu 1 and uu 2 , and color uv with 10. By ( * 3.1 ) and Lemma 3, no bichromatic cycles are produced.
• c(vu 1 ) = 2, c(vv 2 ) = 8.
. . , 9})∪{2, 9}. We recolor uu 2 with 8 and the proof is similar to the case c(vu 1 ) = 8 and c(uu 2 ) = 2.
Let u 1 , u 2 , . . . , u d(u)−1 = v be the other neighbors of u. Let H = G − uv. Then H is a planar graph and ∆(H) ≥ ∆ − 1 ≥ 4. By the induction assumption or Lemma 2, H has an acyclic edge (∆ + 7)-coloring c using the color set C = {1, 2, . . . , ∆ + 7} with c(uu i ) = i,
then we can color uv with j. Otherwise, we assume that:
Next we need to consider the following four subcases.
By ( * 4.1 ), we only need to consider two cases:
By ( * 4.1 ), we can assume that C(u 1 ) = C(w 1 ) = (C\{1, 2, . . . , 8}) ∪ {1}. Then, we recolor uu 1 with 7, vw 1 with 2 and color uv with 1. Since 7, 8 ∈ C(w 1 ) and 1 ∈ C(u 1 ), no bichromatic cycles are produced.
Otherwise,
and
To complete the proof, we introduce a few symbols as defined in [5] . A multiset is a generalized set where a member can appear multiple times. If an element x appears t times in the multiset S, then we say that the multiplicity of x in S is t, and write mult S (x) = t. The cardinality of a finite multiset S, denoted by S , is defined as S = x∈S multS(x) = t.
Let S 1 and S 2 be two multisets. The join of S 1 and S 2 , denoted S 1 S 2 , is a multiset that have all the members of S 1 as well as S 2 . For x ∈ S 1 S 2 , mult S 1 S 2 (x) = mult S 1 (x)+mult S 2 (x). Clearly, S 1 S 2 = S 1 + S 2 .
Moreover, we define
Clearly,
Proof.
If not, then there exists x ∈ C\(C(u)∪C(v)) such that multS v (x) = 1 and x ∈ C(w 1 ).
Obviously, x ∈ C 1 by ( * 4.1 ) and the (1, x) (u,v) -path cannot pass through w 2 . We recolor vw 2 with x. Since multS v (x) = 1, x ∈ C(w i ), i = 1 and no bichromatic cycles are produced. Then, we reduce the proof to the Case
And for any i ∈ T 1 , (2, i) (u 2 ,w 2 ) -path cannot path through w 1 , while for any j ∈ T 2 , (1, j) (u 1 ,w 1 ) -path cannot pass through w 2 . Further, by Claim 9,
Proof. If not, then there are at least two colors x 1 , x 2 ∈ C(u)\S v . First, remove the colors of vw 1 and vw 2 , then color vw 1 with x 1 , vw 2 with x 2 , i.e., c(vw 1 ) = x 1 , c(vw 2 ) = x 2 . Since x 1 , x 2 ∈ S v , no bichromatic cycles are produced. Without loss of generality, we assume that Proof. If not, (C(v)\{1, 2}) ∩ C(w i 0 ) = ∅ for some i 0 ∈ {1, 2}, then we recolor vw i 0 with a color in T i 0 and reduce the proof to the Case 1. ✷ Recall that |C\(C(u) ∪ C(v))| ≥ ∆. It follows that |T i | ≥ 2 for any i ∈ {1, 2}. with β 1 and color uv with α 1 . Similarly, k = 2. Otherwise, k ∈ C(u)\{1, 2}. Without loss of generality, assume that k = 3. If H contains no (3, β 1 ) (u,w 2 ) -path, we recolor vw 2 with 3 and color uv with β 1 . Otherwise, recolor vw 3 with 3, vw 2 with α 1 and color uv with β 1 . By ( * 4.1 ) and Lemma 3, no bichromatic cycles are produced. Clearly, there exists j 0 ∈ {α 1 , α 2 , β 1 , β 2 } such that mult Sv (j 0 ) = 2 and assume that j 0 = α 1 ∈ T ′ 2 . Since T 2 ⊆ C(w 1 ), we can assume that α 1 ∈ C(w 3 )\C(w 4 ). If H contains no (6, α 1 ) (w 2 ,w 3 ) -path, then recolor vw 2 with α 1 and reduce the proof to the Case 1. By ( * 4.1 ) and Lemma 3, no bichromatic cycles are produced.
Otherwise, we assume that: ( * 4.2 ) 6 ∈ C(w 2 ) and H contains a (6, α 1 ) (w 2 ,w 3 ) -path, which cannot pass through w 4 .
Claim 12
(a) If |T 
