Accuracy and Reliability Improvement of Wide-Area Power Grid Monitoring by Zhan, Lingwei
University of Tennessee, Knoxville
Trace: Tennessee Research and Creative
Exchange
Doctoral Dissertations Graduate School
8-2015
Accuracy and Reliability Improvement of Wide-
Area Power Grid Monitoring
Lingwei Zhan
University of Tennessee - Knoxville, lzhan@vols.utk.edu
This Dissertation is brought to you for free and open access by the Graduate School at Trace: Tennessee Research and Creative Exchange. It has been
accepted for inclusion in Doctoral Dissertations by an authorized administrator of Trace: Tennessee Research and Creative Exchange. For more
information, please contact trace@utk.edu.
Recommended Citation
Zhan, Lingwei, "Accuracy and Reliability Improvement of Wide-Area Power Grid Monitoring. " PhD diss., University of Tennessee,
2015.
https://trace.tennessee.edu/utk_graddiss/3523
To the Graduate Council:
I am submitting herewith a dissertation written by Lingwei Zhan entitled "Accuracy and Reliability
Improvement of Wide-Area Power Grid Monitoring." I have examined the final electronic copy of this
dissertation for form and content and recommend that it be accepted in partial fulfillment of the
requirements for the degree of Doctor of Philosophy, with a major in Electrical Engineering.
Yilu Liu, Major Professor
We have read this dissertation and recommend its acceptance:
Hairong Qi, Wei Gao, Chien-fei Chen
Accepted for the Council:
Dixie L. Thompson
Vice Provost and Dean of the Graduate School
(Original signatures are on file with official student records.)
  
 
Accuracy and Reliability Improvement of Wide-Area Power Grid 
Monitoring 
  
 
 
A Dissertation Presented for the 
Doctor of Philosophy 
Degree 
The University of Tennessee, Knoxville 
 
 
 
Lingwei Zhan 
August 2015  
 ii 
 
 
 
 
 
Copyright © 2015 by Lingwei Zhan 
All rights reserved. 
  
 iii 
 
ACKNOWLEDGEMENTS 
I would like to express my deepest gratitude to my advisor, Dr. Yilu Liu for her patient 
guidance and constant encouragement in my research and personal life throughout the past four 
years in United States. I would also like to thank Dr. Hairong Qi, Dr. Wei Gao, and Dr. Chien-fei 
Chen for serving on my committee. I appreciate their suggestions and comments on my research 
projects. 
Then, many thanks to all those graduated and current Power IT Laboratory colleagues, for 
their consistent friendships and valuable suggestions. I am greatly appreciative of the help and 
friendship from Dr. Yong Liu, Dr. Ye Zhang, Gefei Kou, Jiahui Guo, Yin Lei, Dao Zhou, Jidong 
Chai, Wenxuan Yao, Jiecheng Zhao, Haoyang Lu, Hesen Liu, Jerel Culliss, and Hao Liu. I could 
not have the memorable time during the past four years in Knoxville without your friendship. 
I also would like to thank Dr. Shengyou Gao from Tsinghua University, Dr. Jianyang Zhao 
from Huaiyin Institute of Technology, Allen Goldstein and Gerard Stenbakken from National 
Institute of Standards and Technology, Erik Johannessen from UrsaNav, Inc., Joe Campione from 
Southern Marketing Associates Inc., Mike Geggatt from Symmetricom, and Gordon Hoops from 
Candura Instruments. I could not finish the research without your help. 
Last but not least I would like to express my deepest love to my family: my father Yingke 
Zhan, my mother Baoli Shi, and my fiancée Dan Su, for their endless love and support. 
How time flies! I will cherish the four years life in the University of Tennessee as one of my 
best memories. 
  
 iv 
 
ABSTRACT 
Phasor Measurement Unit (PMU) is one of the key elements of wide area measurement systems 
(WAMS) in advanced power system monitoring, protection, and control applications. Frequency 
Disturbance Recorder (FDR) developed by the Power IT Laboratory at the University of Tennessee, 
is a low-cost and single-phase PMU used at the distribution level.  
Traditional PMUs use GPS as the only timing source.  They will stop working when GPS signal 
is lost or unstable. Two alternative GPS independent timing sources including eLoran and Chip 
Scale Atomic Clock were tested for long-term reliability and short-term accuracy to study the 
application of the two methods in synchrophasor measurement area. 
Phasor measurement accuracy is of great concern for power grid researchers and operators. The 
hardware and software measurement algorithm of the FDRs were analyzed to study the error 
sources. The hardware of the FDRs was upgraded based on the analysis to improve measurement 
accuracy. Further, two different phasor measurement algorithms that are based on discrete Fourier 
Transform (DFT) and signal model will be introduced, respectively. The aim is to improve the 
phasor measurement accuracy under different steady-state and dynamic conditions as well as in a 
real power grid environment at the distribution level. Moreover, to better evaluate the measurement 
accuracy of PMUs, a PMU testing system was built. A calibration method that can compensate the 
time delay of the PMU testing system was proposed, and the testing results were compared to 
NIST to verify the accuracy of the PMU testing system after calibration.  
At last, a concept of “Universal Grid Analyzer” (UGA) was proposed and a prototype was built. 
The UGA has improved phasor measurement accuracy thanks to the proposed adaptive high-
accuracy synchronous sampling algorithm and high-precision ADC. Meanwhile, the UGA can also 
function as a synchronized power quality analyzer that has harmonics measurement, voltage sag 
and swell detection functions. Moreover, the noise analysis function of the UGA that can help the 
analysis of phasor measurement accuracy in a real power grid environment was developed.  
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Chapter 1 FNET System Architecture 
1.1 Frequency Monitoring Network 
Development of the synchronized phasor measurement technique originally began less than 
twenty years ago. Synchronized phasor measurement is one of the key elements of wide area 
measurement systems (WAMS) in advanced power system monitoring, protection, and control 
applications. Synchrophasor measurements can provide a unique capability to monitor system 
dynamics in wide area and in real-time, as well as the possibility of controlling and protecting the 
electric power system. GPS time-synchronized phasor measurements were introduced in the mid-
1980’s, and the first prototype Phasor Measurement Unit (PMU) was developed by a research team 
at Virginia Tech in 1988 [1]. As a member of the PMU family, the Frequency Monitoring Network 
(FNET) developed by the Power IT Laboratory at the University of Tennessee, Knoxville is a low-
cost, GPS-synchronized wide-area power system voltage, angle and frequency measurement 
network [2]-[4]. As the synchronized single-phase measurement device of FNET, the Frequency 
Disturbance Recorder (FDR) uses one phase at the distribution level (120 V electrical outlets) to 
measure voltage amplitude, phase angle, and frequency. The measurement data are then 
transmitted via the Internet to the FNET servers. Thus far there are about 200 FDRs installed in 
the United States and about 50 FDRs installed worldwide.  Figure 1.1 shows the map of FDRs 
location in North America, and Figure 1.2 shows the world map of FDRs [5].  
 
Figure 1.1  Map of FDRs location in North America 
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Figure 1.2 World map of FDRs 
1.2 Frequency Disturbance Recorders 
The first generation of FDRs was built in 2003 based on the work in [6], and FDRs are now in 
its second generation as shown in Figure 1.3. The FDR framework is shown in Figure 1.4. An FDR 
mainly consists of a current type voltage transducer, a low pass anti-aliasing filter, an analog to 
digital converter (ADC), a digital signal processor (DSP), a microcontroller unit (MCU), a GPS 
receiver, and a network module. The voltage transducer converts the input voltage signal to current 
signal, and then converts the current signal to a low voltage signal by an operational amplifier (op-
amp). The low pass filter has 200 Hz cutoff frequency, and filters the high frequency noise and 
harmonics. The ADC is started by the pulse per second (PPS) signal from GPS receiver once at 
the beginning of every second. The ADC samples and converts the analog signal into a digital 
signal and transmits the digital signal to the DSP. The DSP is used to compute the magnitude, 
angle, and frequency of the input signal. Then the measurement data are transmitted to MCU, time 
stamped by GPS, and sent out to FNET servers through the Ethernet transceiver by TCP/IP 
protocol. 
Timing synchronization of the measurement data is important for FDRs. A GPS receiver is used 
in FDRs to provide PPS to control the conversion of ADC at the beginning of every second and 
time stamp the measurement data. Generally the PPS error of the GPS receiver is less than 100 ns, 
which will cause less than 0.0022 degree angle error for 60Hz power grid, and 0.0018 degree angle 
error for 50Hz power grid. 
The DSP of the FDR is the core of the device, and it is used to compute the magnitude, angle, 
and frequency of the input signal at the distribution level. Discrete Fourier Transform (DFT) is 
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one of the common algorithms used in synchrophasor measurement area, and it is adopted as the 
basic framework of the FDR algorithm. The angle and frequency error of the FDRs is less than 
0.02 degree and 0.0005Hz respectively under ideal 60Hz signal condition. In order to improve the 
phase angle and frequency measurement accuracy under off-nominal frequency conditions, Qps-
DFT method proposed by Tao [7] is used to improve the phase angle measurement accuracy, and 
resampling method [6] is used to improve the frequency measurement accuracy. 
 
Figure 1.3  Frequency Disturbance Recorder 
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Figure 1.4  Framework of Frequency Disturbance Recorders 
1.3 FNET applications 
FNET group has developed several non-real-time and real-time applications [8]-[24]. The 
FNET system defines applications that use the data in the memory cache as real-time applications 
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and those that use any other saved data in database as non-real-time applications. The FNET 
applications mainly include: Event trigger, Oscillation trigger, Event location detection, 
Oscillation modal analysis, Event visualization, Web service, and event alerts. The overall 
architecture of FNET data center is shown in Figure 1.5 [3]. 
 
Figure 1.5 Architecture of FNET data center 
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Chapter 2 Alternative/Backup Timing Source for PMUs/FDRs  
2.1 Background and motivation 
Availability of global positioning system (GPS) provides the possibility of wide-area 
deployment of PMUs and FDRs in power system. The reliability of the measurement data is critical 
to PMU applications, but reliability of measurement data could be easily degraded by 
unavailability or instability of GPS signal. Since GPS is the only timing source for PMUs and 
FDRs so far, and they will stop working when GPS signal is lost or unstable. Therefore, it is 
necessary to study GPS alternative/backup timing source for PMUs and FDRs. Two timing sources 
including eLoran timing system and Chip Scale Atomic Clock (CSAC) were studied to verify the 
accuracy and reliability of the two alternative/backup timing sources. 
2.2 eLoran timing system testing on FDRs 
Working with our industry partner UrsaNav, Inc. that provides eLoran timing technology, we 
are able to demonstrate that eLoran timing technology can provide accurate and reliable timing for 
FDRs by integrating eLoran. 
2.2.1 Introduction of eLoran timing system 
The eLoran is an alternative high-power, low frequency, ground wave based system which can 
provide UTC timing and PPS [25]. The structure of eLoran system is shown in Figure 2.1. The 
core eLoran system consists of modernized control centers, transmitting stations, and monitoring 
sites, and some of the components in this system are shown in Figure 2.2. eLoran transmission is 
synchronized to the source of Coordinated Universal Time (UTC), wholly independent of Global 
Navigation Satellite System (GNSS). The UTC timing traceability of eLoran is less than 50ns that 
can comply with the timing accuracy requirement of IEEE PMU Standard C37.118.1-2011 [26] 
and C37.118.1a-2014 [27]. 
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Figure 2.1 Structure of eLoran system 
   
 (a). Timing and control center (b). Transmitter station 
   
 (c). Transmitter tower (d).  Antenna 
Figure 2.2 Components of eLoran system 
2.2.2 System setup  
M12 Oncore GPS receiver module is used in the second generation of FDR (GenII-FDR). The 
interface between the M12 and the PCB board of FDR includes PPS signal and UTC time. In order 
to apply eLoran system in FDRs, M12 was removed from an FDR, and instead a UN-152A Ursa 
Mitigator manufactured by UrsaNav was connected to the PCB board of an FDR as the interface 
between eLoran system and the FDR. The UN-152A is a timing receiver that uses the latest version 
of UrsaNav’s Mitigator™ series Low Frequency (LF) receivers. The UN-152A provides precise 
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time, frequency, and data channel demodulation from Loran-C or eLoran systems. It features a 
serial port, a GPIO port and both 1PPS and 10MHz inputs and outputs [28]. 
  
 
Figure 2.3  UN-152A 
 
2.2.3 Testing results 
In order to assess the timing performance of eLoran system, two FDRs are used. Timing of one 
FDR is provided by GPS, called “GPS-FDR”, and timing of another FDR is provided by eLoran 
system, called “eLoran-FDR”. Figure 2.4 and Figure 2.5 show the system testing block and 
experimental setup, respectively. Since PPS accuracy is critical to synchronized measurement 
accuracy, the PPS performance of GPS and eLoran was evaluated during a three-day testing from 
Apr. 2nd to 4th, 2013. In this test, a Cesium clock that has very high stability to 1x10-7 parts per 
million (ppm) was used as the standard timing source for the comparison, and both PPS signals of 
GPS-FDR and eLoran-FDR were compared to PPS of the Cesium clock.  
 
GPS-FDR
   
GPS
 
 
1 PPS
  
TIC#1 
   
   
 
 
PC
CESIUM eLoran-FDR UN-152A
 
TIC#2 
1 PPS
eLoran
1 PPS 1 PPS
FNET 
Server
FDR data FDR data
 
Figure 2.4 System testing block 
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Figure 2.5 Experimental setup 
PPS errors measured by high-precision time interval counters (TIC) are shown in Figure 2.6 
and Figure 2.7. Figure 2.6 shows the testing results during the first two days. Both PPS errors of 
M12 and UN-152A are less than 75ns, and both of them can comply with the PMU Standard. 
However, if we look into the timing stability of the two PPS errors in short time at second level, 
the timing stability of UN-152A is less than 10ns while the timing stability of M12 is about 50ns. 
Moreover, due to the instability of GPS and natural environments at 00:00 on Apr. 4th, the 
maximum PPS error of M12 exceeds 1 us as shown in Figure 2.7 (a). In fact, the GPS signal was 
lost during this time. In contrast, Figure 2.7 (b) shows that the timing of eLoran was not affected 
during the same time period since eLoran is a GPS independent method. At last, it should be noted 
that eLoran is a ground-based technology, human activity and natural environments could affect 
the PPS accuracy. According to Figure 2.6 (b) and Figure 2.7 (b) it can be observed that the period 
of the PPS errors of eLoran is about one day, where it shows some room for improvement. 
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                     (a). PPS error of M12                                        (b). PPS error of eLoran UN-152A 
Figure 2.6 PPS errors of M12 and eLoran UN-152A in two days 
                        
                     (a). PPS error of M12  (b). PPS error of eLoran UN-152A 
Figure 2.7 PPS errors of M12 and eLoran UN-152A in three days 
In addition to PPS accuracy, the measurement data of GPS-FDR and eLoran-FDR including 
frequency and angle are sent to FNET server for measurement accuracy comparison. Both short 
term accuracy and long term stability were assessed as shown in Figure 2.8 and Figure 2.9. Figure 
2.8 (a) shows that the angles of the two FDRs are very close to each other, and Figure 2.8 (b) 
shows that the angle difference between the two FDRs is less than 0.001 radian. Figure 2.9 (a) 
shows that the frequency of the two FDRs are also very close to each other, and Figure 2.9 (b) 
shows that the frequency difference between the two FDRs. The frequency difference is less than 
1 mHz. Note that both the angle and frequency differences are within the range of FDRs’ accuracy, 
so the true angle and frequency difference caused by different timing sources can be ignored. 
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In conclusion, eLoran, as an alternative GPS independent ground-based time synchronized 
method, has been implemented on FDRs, and eLoran shows its timing accuracy and reliability for 
synchrophasor measurement. 
 
(a). Angle of GPS-FDR and eLoran-FDR  
  
(b). Angle difference between GPS-FDR and eLoran-FDR 
Figure 2.8  Angle measurement of GPS-FDR and eLoran-FDR 
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(a).  Frequency of GPS-FDR and eLoran-FDR 
  
(b). Frequency difference between GPS-FDR and eLoran-FDR 
Figure 2.9  Frequency measurement of GPS-FDR and eLoran-FDR 
2.3 Chip Scale Atomic Clock (CSAC) testing on FDRs 
2.3.1 Introduction of CSAC [29] 
As shown in Figure 2.10, the Symmetricom model SA.45s is the world’s first commercially 
available, smallest, lowest power Chip-Scale Atomic Clock (CSAC). CSAC SA. 45s shown in 
Figure 2.10 provides highly accurate and stable timing while achieving reduced size and weight 
(<17 cm3 volume, 35g weight), and low power consumption (<120mW), and this enables CSAC 
in portable, battery-powered applications. The CSAC is a passive atomic clock, incorporating the 
interrogation technique of Coherent Population Trapping (CPT) and operating on the D1 optical 
resonance of atomic cesium. It has 10 MHZ CMOS-compatible output, 1 PPS output, and 1 PPS 
input for synchronization. The aging is less than 3.0e-10/month, and the short term stability (Allen 
Deviation) of 2.5e-10 @TAU is equal to 1 second.  
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Figure 2.10 CSAC SA 45.s 
Figure 2.11 shows typical instability (Allan Deviation) of the CSAC, along with the noise floor 
of the phase meter, and it also shows the instabilities of typical reference timing sources, GPS and 
a high-performance cesium beam frequency standard [30]. It can be seen that for averaging times 
less than 5000 seconds, CSAC is better than GPS. 
2.3.2 System setup 
The setup of the testing system is shown in Figure 2.12. CSAC SA. 45s is used to provide PPS 
signal instead of the GPS receiver M12 to FDRs to study the accuracy of CSAC for synchrophasor 
measurement.  Since CSAC itself does not have a timing start point, GPS is used to discipline the 
CSAC, which means the PPS signal of GPS is used to align the PPS signal of CSAC. The time 
constant of CSAC is configured to 3000 seconds, and it means GPS will discipline CSAC once 
every 3000 seconds. 
2.3.3 Testing results 
In order to test the performance of CSAC on FDRs, three scenarios were tested. 
1)  Short-term timing accuracy of CSAC on FDRs  
2)  Discipline failure of CSAC by GPS 
3)  Long-term timing drift of CSAC 
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Figure 2.11 Typical instability (Allan Deviation) of CSAC,  
Phase meter, GPS, and cesium beam frequency standard 
   
 (a). CSAC-FDR experimental setup  (b). CSAC-FDR setup block 
Figure 2.12 Setup of CSAC testing on FDRs 
The first test is to verify whether CSAC is able to provide accurate timing for FDRs. Two FDRs 
are set up in laboratory. Timing of one FDR is provided by GPS, called “GPS-FDR”, and timing 
of the other FDR is provided by CSAC, called “CSAC-FDR”. The two FDRs were connected to 
Doble F6150 that can generate stable and accurate 60 Hz signal. The angle and frequency errors 
of the two FDRs are shown in Figure 2.13 and Figure 2.14, respectively. We can see that the angle 
and frequency errors of the two FDRs are less than 0.02 degree and 0.5 mHz, respectively.  The 
STD of angle and frequency errors are summarized in Table 2.1. In brief, the angle and frequency 
errors of the two FDRs are very close to each other, which means CSAC can provide accurate 
timing for FDRs in short-term. 
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Figure 2.13 Angle errors of GPS-FDR and CSAC-FDR 
 
Figure 2.14 Frequency errors of GPS-FDR and CSAC-FDR 
Table 2.1 STD of angle and frequency errors of GPS-FDR and CSAC-FDR 
Measurement GPS-FDR CSAC-FDR 
Angle 0.0041 0.0046 
Frequency 1.45e-4 1.42e-4 
 
 
The second test is to test the response of FDRs if GPS is not able to discipline CSAC 
successfully. First CSAC is disciplined by GPS, and then CSAC is disconnected from GPS. CSAC 
will require the PPS signal from GPS every 3000 seconds, however CSAC cannot be disciplined 
again by GPS since GPS is disconnected from CSAC. Figure 2.15 shows the response of the FDR 
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in 4000 seconds. We can see that the angle error of CSAC-FDR starts to drift after 3000 seconds, 
which is expected because CSAC cannot be disciplined by GPS. However, the drift is very small 
and is negligible for synchropahsor measurement.  
 
Figure 2.15  Failure of discipline 
The last test is to study the timing drift of CSAC in long-term. One interesting question is that 
if GPS is lost for one day, how much angle error will be caused by CSAC? In order to answer this 
question, the timing drift of CSAC is tested, and the test procedure is shown in Figure 2.16. First, 
CSAC is disciplined using highly accurate XLi-GPS, then CSAC is disconnected from XLi-GPS 
once it is disciplined successfully. Then the PPS from CSAC and GPS are connected to an 
oscilloscope, and the time difference between the rising edge of the two PPS signals is measured 
along with time. The timing drift of CSAC in 24 hours is shown in Figure 2.17.  We can see that 
the timing drift of CSAC increases linearly with time, and it drifts about 890 ns in 24 hours. 890 
ns causes 0.0192 degree angle error for 60 Hz power grid, and 0.016 degree angle error for 50 Hz 
power grid, and they are very small for both 60 Hz and 50 Hz power grid. In conclusion, CSAC 
can provide accurate timing for PMUs when CSAC operates without GPS in one day. 
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 (c) 
Figure 2.16 Timing drift test of CSAC 
 
Figure 2.17 Timing drift of CSAC in 24 hours 
2.3.4 Conclusion 
CSAC was successfully implemented on FDRs. The following conclusions can be drawn: 
1) CSAC can be used as a good GPS backup signal for some critical applications in 
synchrophasor measurement area. 
2) Because CSAC itself does not have a timing start point, it requires an external timing source 
such as a GPS receiver for disciplining. 
3) If CSAC cannot be disciplined by an external timing source, timing drift of CSAC is about 
0.9 us per day, which is good enough for synchrophasor measurement in one day. 
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Chapter 3 Accuracy Analysis and Improvement of FDRs 
FDR, as a whole measurement device, the error sources generally can be divided into two 
categories, hardware and algorithm. Since the FDR algorithm does not incur estimation error under 
60 Hz condition, the estimation errors of FDRs under this condition are mainly caused by the 
hardware. As a result, this condition can be used to analyze the estimation errors caused by the 
hardware. Then according to the analysis, the FDR is upgraded to reduce the estimation errors, 
and the new FDR will be compared to Generation-II FDR to show the phase angle and frequency 
estimation accuracy improvement. 
Additionally, the measurement accuracy of the FDR algorithm is also evaluated under different 
steady-state and dynamic conditions according to the IEEE PMU Standard to study the 
measurement errors cause by the algorithm. 
3.1 Analysis of the hardware error sources 
3.1.1 Errors caused by PPS 
Ideally the time difference between two PPS signals is exactly 1 second, however the exact 1 
second time difference cannot be guaranteed in practical applications. According to the analysis 
from eLoran system testing, the PPS error of M12 is within +/- 100 ns. In current generation FDR, 
the PPS signal is used to start ADC once at the beginning of each second to sample the first data 
in one second, so the accuracy of PPS will affect the measurement accuracy. Assuming the PPS 
error is 𝑇𝑃𝑃𝑆 ns, the angle estimation error caused by PPS is 
 𝐴𝑛𝑔𝐸𝑟𝑟𝑜𝑟𝑃𝑃𝑆 =
𝑇𝑃𝑃𝑆 × 10
−9
𝑇𝑛𝑜𝑚
360 
(3.1) 
where 𝑇𝑛𝑜𝑚 is the period of the power grid signals. Assuming the PPS error is 100 ns and power 
grid frequency is 60Hz, then the angle error caused by PPS is 
𝐴𝑛𝑔𝐸𝑟𝑟𝑜𝑟𝑃𝑃𝑆 =
100 × 10−9
1/60
360 = 0.0022 (degree) 
We can see the angle error caused by 100 ns PPS error is only about 0.0022 degree. 
According to operating principle and measurement algorithm of FDR, the PPS error will only 
affect the time to sample the data in one second, and it will not affect the time interval between 
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two adjacent samples. As a result, all the measurement angles in each second will have the same 
dc offset error computed by (3.1). Assuming the frequency of the input signal is constant, and since 
the frequency is the derivative of angle and the angle errors during one second is constant, PPS 
error will not induce frequency estimation error, which can be represented as 
 𝐹𝑟𝑒𝑞_𝐸𝑟𝑟𝑜𝑟𝑃𝑃𝑆 =
d(𝐴𝑛𝑔_𝐸𝑟𝑟𝑜𝑟𝑃𝑃𝑆)
2π𝑑𝑡
= 0 (Hz) 
(3.2) 
We can see that the PPS will cause angle estimation error, but not frequency estimation error if 
the system frequency is in steady-state. However, the system frequency cannot be always in 
steady-state. For example, if the frequency of the power grid ramps at a rate of 1Hz/s, the frequency 
estimation error caused by the PPS error is 
𝐹𝑟𝑒𝑞_𝐸𝑟𝑟𝑜𝑟𝑃𝑃𝑆 =
100 × 10−9
1
× 1 (Hz) = 0.1 (μHz) 
The 1 μHz error can be ignored in power system application. 
In brief, compared to the frequency, the angle measurement error is more sensitive to the PPS 
error. However, the angle error caused by the PPS error is still quite small. This can also be 
concluded from the CSAC testing, in which CSAC has much better PPS accuracy, but there are 
no angle error difference between GPS-FDR and CSAC-FDR. 
3.1.2 Errors caused by Analog to Digital Converter (ADC) 
The ADC in current generation FDRs is a 14-bit ADC, and the input voltage range is -10 V to 
10 V. For the sake of safety, 120 V signal is converted to 15.6 V (peak to peak) signal as the input 
signal of the ADC.  
According to the datasheet of AD7865 used in FDRs, the INL is about 1.5 LSB. As a result, the 
maximum data conversion error caused by ADC is 
𝐶𝑜𝑛𝑣_𝐸𝑟𝑟𝑜𝑟𝐴𝐷𝐶 = ±1.5
20
214
(𝑉) = ±3.66 (mV) 
In order to estimate how much are the angle and frequency estimation errors caused by the 
ADC, a noise that is randomly distributed between -3.66 mV to 3.66 mV is added to a 15.6 V 
signal. Figure 3.1 shows the angle and frequency errors in simulation, and Figure 3.2 shows the 
measurement errors of angle and frequency of FDR under filed test. In addition, the STD of angle 
and frequency errors is shown in Table 3.1. 
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Based on the 1.5 LSB assumption, we can see that the angel and frequency estimation errors 
caused by ADC will account for about 50% of the angle and frequency measurement errors in the 
field test. This demonstrated that it is necessary to upgrade the ADC in next-generation FDRs. 
        
 (a). Angle error caused by ADC (b) Frequency error caused by ADC 
Figure 3.1  Emulation of angle and frequency errors caused by ADC 
         
 (a). Angle error under filed test (b). Frequency error under field test 
Figure 3.2 Angle and frequency errors of FDR under field test 
Table 3.1 STD of angle and frequency error in simulation and field test 
Measurement Simulation Field test 
Angle 0.0020 0.0046 
Frequency 0.0841 0.1465 
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3.2 Improvement of FDRs 
3.2.1 Hardware improvement of FDRs 
Since the ADC will introduce a part of the estimation errors, so a high-precision 16-bit ADC is 
used in the new FDR. In the new FDR, Analog Devices AD7663 is used. Based on the Pulsarcore, 
the AD7663 is a bipolar 16-bit, 250 kSPS, charge redistribution SAR Analog-to-Digital Converter 
that operates from a single 5 V power supply [31]. It contains a high-speed 16-bit sampling ADC, 
a resistor input scalar that allows various input ranges, an internal conversion clock, error 
correction circuits, and both serial and parallel system interface ports. It has maximum +/- 3LSB 
INL (+/- 0.0046% of full scale).  
In order to improve the performance of AD7663, instead of using internal voltage reference, an 
external voltage reference AD780 is used as the voltage reference for AD7663. The AD780 is an 
ultrahigh precision band gap reference voltage that provides a 2.5 V or 3.0 V output from inputs 
between 4.0 V and 36 V [32]. Low initial error and temperature drift combined with low output 
noise and the ability to drive any value of capacitance make the AD780 the ideal choice for 
enhancing the performance of high resolution ADCs and DACs, and for any general-purpose 
precision reference application. A 6-1/2 high-precision Multimeter is used to measure the voltage 
stability of AD780, the voltage STD of AD780 is less than 5 uV, which is accurate enough for 
ADC. 
 In addition, DSP model TMS320C6713 is chose as the new computation platform instead of 
TMS320C2407. In contrast to TMS320LF2407 that is a 16-bit fixed point DSP and has 30-MIPS 
performance, TMS320C6713 is a 32-bit floating-point digital signal process and has maximum 
300-MIPS [33]. The new DSP has higher MIPs that will increase the computation speed; the float-
point feature will enhance the dynamic range and precision for the FDR algorithm. 
At last, the new FDR also adopts better operational amplifiers, better voltage regulator, 
integrated EMI filter, and a 50 MHz oscillator instead of 15 MHz crystal. The hardware upgrade 
will contribute to the estimation accuracy improvement of FDRs, and it will be verified in 3.3. 
3.2.2 Digital averaging filter  
Since the input power grid signal contains noise and the hardware of FDRs also induces noise 
to the input signal, it is necessary to study the method to filter noise. Generally a typical band-pass 
finite impulse response (FIR) filter can be used to filter the noise, however the impulse response 
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time and group delay time of such a filter will increase both dynamic response time and the 
measurement latency. For example, an 8𝑇0 (𝑇0: period of fundamental frequency cycle) window 
symmetrical Type I FIR filter has an 8𝑇0 response time (0.1333 s) and a 4𝑇0 group delay (0.0667 
s), which will affect the application of synchrophasor measurements in real-time protection and 
control. In addition, to reduce the effect of the filter on measurement accuracy under off-nominal 
frequency condition, the center-frequency of the filter has to be adaptively tuned to the power grid 
frequency. However, this is very challenging since the frequency is the measurement output and it 
cannot be measured accurately. 
Instead of an FIR band-pass filter, an oversampling method is utilized to reduce the noise. First, 
the input signal is oversampled by 𝑁𝑠 times to 𝑁𝑠𝑓𝑠𝑎𝑚𝑝 sampling rate. Then the input signal is 
decimated by a factor of 𝑁𝑠 by averaging 𝑁𝑠 samples. As a result, the decimated signal can be 
obtained by 
 𝐴𝑣𝑔(𝑖) =
∑ 𝑆𝑎(𝑗)
𝑖×𝑁𝑠+(𝑁𝑠−1)/2
𝑖×𝑁𝑠−(𝑁𝑠−1)/2
𝑁𝑠
 (𝑖 ≥ 0) (3.3) 
where 𝐴𝑣𝑔(𝑖) is the sample data of decimated signal, and 𝑆𝑎(𝑗) is the sample data of input signal. 
𝐴𝑣𝑔(𝑖) is calculated by averaging 𝑁𝑠 samples from 𝑆𝑎(𝑖 × 𝑁𝑠 − (𝑁𝑠 − 1)/2) to𝑆𝑎(𝑖 × 𝑁𝑠 +
(𝑁𝑠 − 1)/2), so the sampling rate of the decimated signal is still 𝑓𝑠𝑎𝑚𝑝. The illustration of the 
filter is shown in Figure 3.3. The averaging process is robust since it does not rely on the frequency 
of input signal. Actually, it may improve the robustness of the measurement algorithm since it 
smooths the input signal. 
Since there are 𝑁𝑠 samples in one averaging window, the window length of the filter is  
 𝑇𝐴𝑣𝑔 = (𝑁𝑠 − 1) 
1
𝑁𝑠 × 𝑓𝑠𝑎𝑚𝑝
 (3.4) 
The response time of the averaging filter is 𝑇𝐴𝑣𝑔, and the group delay is 𝑇𝐴𝑣𝑔/2. For example, 
if  𝑓𝑠𝑎𝑚𝑝 = 1440 and 𝑁𝑠 = 31, the response time of the filter is about 0.67 ms, and group delay 
is about 0.336 ms. They can be negligible in synchrophasor measurement applications.  
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Figure 3.3 Digital averaging filter 
Generally, the noise can be better filtered with the increase of 𝑁𝑠 . However, a larger 𝑁𝑠 
requires a higher sampling rate, which increases the hardware computation burden. As a result, a 
balance needs to be struck between filter performance and hardware burden. Based on the FDR 
algorithm, different 𝑁𝑠 are tested to obtain a suitable number of averaging points (𝑁𝑠), and STD 
of frequency errors are show in Figure 3.4.  We can see that that 15-points averaging can limit the 
STD to 0.1 × 10−4 , which is good enough for noise reduction.  
 
Figure 3.4 STD of frequency estimation errors with respect to 𝑁𝑠 
0 100 200 300 400 500 600
0
1
2
3
x 10
-4
Number of averaging points
S
T
D
N=1
N=7
N=63
N=31
N=15
N=127 N=255 N=511
 23 
 
Besides we verify the effect of averaging filter on noise reduction, we need to verify the 
averaging filter does not affect the angle and frequency estimation accuracy under noise free 
condition. The averaging filter is assessed under frequency range and frequency ramp condition to 
evaluate the effect of the averaging filter on estimation accuracy. FDR algorithm is used as the 
algorithm to test the averaging filter. The algorithm with filter is called “Avg-FDR Algorithm”, 
the algorithm without filter is called “FDR Algorithm”. Figure 3.5 and Figure 3.6 show the angle 
and frequency measurement errors of the two algorithms under frequency range and frequency 
ramp condition, and we can see that the estimation results of the two algorithms are very close to 
each other. This demonstrates that the averaging filter does not affect the estimation accuracy 
under both steady-state and dynamic conditions for noise free signal.  
  
 (a). Angle error  (b). Frequency error 
Figure 3.5 Averaging filter test under frequency range condition without noise 
  
 (a). Angle error  (b). Frequency error 
Figure 3.6 Averaging filter test under frequency ramp condition without noise 
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Figure 3.7 and Figure 3.8 show the angle and frequency measurement errors of the two 
algorithms under noise condition. We can see that the digital averaging filter can greatly reduce 
the measurement errors under different conditions.  
   
  (a). Angle error  (b). Frequency error 
Figure 3.7 Averaging filter test under frequency range condition with noise 
 
  (a). Angle error  (b). Frequency error 
Figure 3.8 Averaging filter test under frequency ramp condition with noise 
3.3 Testing of new FDR 
In this section, the new FDR is tested under different frequency condition to verify the accuracy 
improvement. In contrast, the estimation accuracy of GenII-FDR is compared to the new FDR.  
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The angle and frequency errors of the GenII-FDR and new FDR under 60 Hz test are shown in 
Figure 3.9 and Figure 3.10. The errors under 59.5 Hz condition are shown in Figure 3.11 and 
Figure 3.12. The STD of the angle and frequency errors are summarized in Table 3.2. 
 
 (a). Angle error of GenII-FDR (b). Angle error of new-FDR 
Figure 3.9 Angle errors of GenII-FDR and new FDR under 60Hz test 
 
 (a). Frequency error of GenII-FDR  (b). Frequency error of new-FDR 
Figure 3.10 Frequency errors of GenII-FDR and new-FDR under 60Hz test 
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 (a). Angle error of GenII-FDR (b). Angle error of new-FDR 
Figure 3.11 Angle errors of GenII-FDR and new-FDR under 59.5 Hz test 
  
                 (a). Frequency error of GenII-FDR                (b). Frequency error of new-FDR 
Figure 3.12 Frequency errors of GenII-FDR and new-FDR under 59.5 Hz test 
Table 3.2 STD of angle and frequency errors of GenII-FDR and new-FDR 
Measurement 
60 Hz 59.5 Hz 
GenII-FDR New-FDR GenII-FDR New-FDR 
Angle 0.0046 0.0029 0.0065 0.0044 
Frequency  0.1465 0.0158 0.1193 0.0312 
 
 
From the testing results under 60Hz condition, the angle error is reduced from 0.015 degree to 
0.003 degree, and the frequency error is reduced from about 0.4 mHz to 0.06 mHz. The new-FDR 
improve the angle and frequency estimation accuracy almost by one order of magnitude. The new 
FDR also has improved estimation accuracy under off-nominal frequency condition. So we can 
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conclude that the upgrade of the hardware contribute to the estimation accuracy improvement for 
both angle and frequency.  
3.4 Introduction of FDR algorithm 
Besides the hardware error sources, the measurement algorithm will also cause measurement 
errors, particularly under off-nominal frequency conditions. In the following part, the FDR 
measurement algorithm is introduced first, and then the measurement accuracy of the FDR 
algorithm will be assessed under different steady-state and dynamic conditions. 
3.4.1 Frequency estimation algorithm of FDRs 
A sinusoidal signal of a known frequency 𝑓 is described by its magnitude Xm  and angular 
position ∅ with respect to an arbitrary time reference 
 𝑋(𝑡) = √2𝑋𝑚 cos(2𝜋𝑓𝑡 + ∅) (3.5) 
The phasor representation of 𝑋(𝑡) is given by 
 𝑋(𝑡) = 𝑋𝑚∠∅ (3.6) 
The magnitude of the phasor is the root mean square (rms) value of the signal, and the frequency 
does not appear in the phasor representation; but it determines the phasor angle. 
DFT is a one of the common algorithms for phasor estimation. Assuming there are N samples 
{𝑥𝑘}, 𝑘 ∈ [1, 𝑁]  per cycle of fundamental frequency, the phasor of fundamental frequency 
component by classic DFT is 
 𝑋1̅̅ ̅ =
1
√2
(
2
𝑁
∑𝑥𝑘
𝑁
𝑘=1
cos (
2𝜋
𝑁
𝑘) − 𝑗
2
𝑁
∑𝑥𝑘
𝑁
𝑘=1
sin (
2𝜋
𝑁
𝑘)) (3.7) 
Denoting 
2
𝑁
∑ 𝑥𝑘
𝑁
𝑘=1 cos (
2𝜋
𝑁
𝑘)   by 𝑋𝑐
(1)
 and 
2
𝑁
∑ 𝑥𝑘
𝑁
𝑘=1 sin (
2𝜋
𝑁
𝑘)   by 𝑋𝑠
(1)
 and using the 
recursive DFT method derived in [6], each successive phasor is calculated as follows: 
 {
𝑋𝑐
(𝑘+1)
= 𝑋𝑐
(𝑘)
+
2
𝑁
(𝑥𝑘+1 − 𝑥𝑘+1−𝑁) cos(
2𝜋
𝑁
𝑘)
𝑋𝑠
(𝑘+1)
= 𝑋𝑠
(𝑘)
+
2
𝑁
(𝑥𝑘+1 − 𝑥𝑘+1−𝑁) sin(
2𝜋
𝑁
𝑘)
 (3.8) 
Thus, a new phasor is calculated for every new sample data after initialization, and the first 
sample data is removed. The angle of k-th phasor is given by:  
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 𝜑(𝑘) = 𝑡𝑎𝑛−1
−𝑋𝑠
(𝑘)
𝑋𝑐
(𝑘)
 (3.9) 
Assuming phasor angle varies as a quadratic polynomial function with respect to the samples. 
Therefore, 
 𝜑(𝑘) = 𝑎0 + 𝑎1𝑘 + 𝑎2𝑘
2 (3.10) 
Consider M angles are obtained from recursive DFT, and the relationship between angles and 
the coefficients of the polynomial is: 
 
{
 
 
 
 
𝜑(1) = 𝑎0 + 𝑎11 + 𝑎21
2
𝜑(2) = 𝑎0 + 𝑎12 + 𝑎222.
.
.
𝜑(𝑀) = 𝑎0 + 𝑎1𝑀+ 𝑎2𝑀2
 (3.11) 
Rewrite (3.11) in a matrix form: 
 
[
 
 
 
 
 
𝜑(1)
𝜑(2)
.
.
.
𝜑(𝑀)]
 
 
 
 
 
=
[
 
 
 
 
 
1     
1     
.     
.     
.     
1     
1     
2     
.     
.     
.     
𝑀     
12
22
.
.
.
𝑀2]
 
 
 
 
 
[
𝑎0
𝑎1
𝑎2
] (3.12) 
Or, 
 ∅ = 𝑿𝒂 (3.13) 
The coefficients in matrix 𝒂 can be estimated by least squares fitting method: 
 𝒂 = [𝑿𝑻𝑿]−𝟏𝑿𝑻∅ (3.14) 
Then, the frequency deviation of the input signal from the nominal frequency can be calculated 
by 
 ∆𝑓 ≈
1
2𝜋
𝑁𝑓0(𝑎1 + 2𝑎2𝑁𝑓0𝑡) (3.15) 
where 𝑡  determines which instant inside the estimation window the computed frequency 
correspond to. The frequency estimated by (3.15) is already rather accurate. However, in order to 
improve the accuracy under off-nominal frequency condition, resampling method that resampling 
the waveform with the estimated frequency is used in FDRs [6]. In brief, since DFT method is 
accurate when there are integer samples per cycle, resampling method is used to interpolate and 
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reconstruct the input signal to make there are approximately integer samples per cycle, then the 
frequency is estimated again using the new data [35]. 
With the resampling method, the final frequency can be computed by 
 𝑓𝐹𝑖𝑛𝑎𝑙 = 𝑓0 + ∆𝑓 + ∆𝑓
′ (3.16) 
where ∆𝑓′ is the frequency deviation estimated using the resampled data. 
3.4.2 Angle estimation algorithm of FDRs [7]  
If the signal is sampled N times per cycle of the 𝑓0  waveform, the sample is 
 𝑥𝑘 = √2𝑋 cos(
2(𝑓0 + ∆𝑓)𝑘𝜋
𝑓0𝑁
+ 𝜑) (3.17) 
The DFT of {𝑥𝑘}  for the data window between k=0 and k=N-1 can be calculated as [7] 
 𝑋 = 𝑃𝑒𝑗𝜑 + 𝑄𝑒−𝑗𝜑 (3.18) 
where 
{
 
 
 
 
 
 
𝑃 = √2𝑋
sin (
𝜋∆𝑓
𝑓0
)
𝑁𝑠𝑖𝑛(
𝜋∆𝑓
𝑁𝑓 )
𝑒
𝑗(
(𝑁−1)𝜋∆𝑓
𝑁𝑓0
)
𝑄 = √2𝑋
sin (
𝜋∆𝑓
𝑓0
)
𝑁𝑠𝑖𝑛(
𝜋(2𝑓0+∆𝑓
𝑁𝑓 )
𝑒
−𝑗(
(𝑁−1)𝜋(2𝑓0+∆𝑓)
𝑁𝑓0
)
 
In this equation, φ is the angle of the input signal. If ∆f is close to 0, which means the system 
frequency is close to 60Hz, we have 
 X = √2X𝑒𝑗𝜑 (3.19) 
Then the angle can be easily estimated by 
 𝜑 = arctan (
𝐼𝑚𝑎𝑔(𝑋)
𝑅𝑒𝑎𝑙(𝑋)
) (3.20) 
However, when the system frequency deviates from 60Hz, Q is not equal to 0, then the angle 
φ could not be estimated accurately. The error arise when the angle is still estimated using (3.20). 
According to the analysis in [7], the angle error under off-nominal frequency condition can be 
represented as 
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𝑒 ≈
∆𝑓
2𝑓0 + ∆𝑓
sin (2𝜑 +
(𝑁 − 1)2𝜋(𝑓0 + ∆𝑓)
𝑁𝑓0
)
=
𝑄
𝑃
sin(2𝜑 +
(𝑁 − 1)2𝜋(𝑓0 + ∆𝑓)
𝑁𝑓0
) 
(3.21) 
It can be seen that the magnitude of error is 
𝑄
𝑃
 and directly proportional to ∆𝑓. If ∆𝑓 is equal to 
0, 𝑄 is equal to 0 and error is equal to 0. In GenII-FDR, in order to improve the angle estimation 
accuracy under off-nominal frequency condition, Qps-DFT method is used [7]. The Qps-DFT 
method imitates three-phase data using single-phase input and it can reduce the error from 
 𝑒 ≈
∆𝑓
2𝑓0 + ∆𝑓
sin (2𝜑 +
(𝑁 − 1)2𝜋(𝑓0 + ∆𝑓)
𝑁𝑓0
) (3.22) 
 to 
 𝑒𝑄𝑝𝑠 ≈
2√3𝜋∆𝑓
9𝑓0
∆𝑓
2𝑓0 + ∆𝑓
sin (2𝜑 +
(𝑁 − 1)2𝜋(𝑓0 + ∆𝑓)
𝑁𝑓0
) (3.23) 
 
The attenuation effect of the error is 
2√3𝜋∆𝑓
9𝑓0
. 
As a result, the angle estimation accuracy can be improved by modifying the DFT algorithm. 
In the following part, the FDR algorithm will be tested under different steady-state and dynamic 
conditions according to the IEEE PMU Standard [26], [27]. However, the tests are not limited by 
the Standard. The tests also include the harmonic distortion test when the fundamental frequency 
deviates from the nominal frequency, and noise test. 
3.5 Testing of FDR algorithm 
3.5.1 Frequency range test 
The test signal is s(t) = 1cos (2𝜋𝑓𝑡), and 𝑓 increases from 55 Hz to 65 Hz at a step of 1Hz, the 
angle and frequency errors are shown in Figure 3.13. The maximum angle error is about 0.053 
degree, and the maximum frequency error is about 1.8 mHz.  Both the frequency and angle 
accuracy of FDR algorithm is good under frequency range condition. 
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 (a). Angle error  (b). Frequency error 
Figure 3.13 Frequency range test of FDR algorithm 
3.5.2 Harmonic distortion test 
The test signal of FDR algorithm under harmonic distortion test is  
s(t) = 1 cos(2𝜋60𝑡) + 𝐻𝑎𝑟𝑀𝑎𝑔(𝑖) cos(2𝜋𝑖60𝑡), 𝑖 ∈ [2, … , 50] 
𝐻𝑎𝑟𝑀𝑎𝑔(𝑖)  is the actual magnitude of the i-th order harmonic component. Assuming the 
magnitude of i-th order harmonics of input signal is 0.1, since a RC analog filter is used to filter 
the higher order harmonics in FDRs, the actual magnitude of i-th order harmonic component for 
FDR algorithm is 
 𝐻𝑎𝑟𝑀𝑎𝑔(𝑖) = 0.1 ∗
1
√12+(2𝜋𝑖60𝑅𝐶)2
  
where R is equal to 860 Ω, and C is equal to 1 uF. 
The angle and frequency errors under this condition are shown in Figure 3.14. It can be seen 
that the harmonics will not result in estimation errors for both angle and frequency. In brief, the 
FDR algorithm is immune to harmonics when the power grid frequency is equal to 60Hz. However, 
it should be noted that the fundamental frequency of power grid signal deviates from 60Hz in most 
of time, so this test is not enough to test the effect of harmonic distortion on measurement accuracy. 
In next test, the fundamental frequency is not equal to nominal value.  
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 (a). Angle error  (b). Frequency error 
Figure 3.14 harmonic distortion test 
3.5.3 Harmonic distortion test under off-nominal frequency condition 
The test signal under this test is  
s(t) = 1 cos(2𝜋𝑓𝑡) + 𝐻𝑎𝑟𝑀𝑎𝑔(𝑖) cos(2𝜋𝑖𝑓𝑡) 
Note that this test is not required in PMU Standard, however the test signal in this test exists in 
a real power grid. In this test, different fundamental frequencies are tested including 59 Hz, 59.5 
Hz, 59.95 Hz, 60.05 Hz, 60.5 Hz, and 61 Hz. The angle and frequency errors of FDR algorithm 
under different fundamental frequency conditions are shown from Figure 3.15 to Figure 3.20, 
respectively. 
We can see under 59.0 fundamental frequency condition, the angle estimation errors are mainly 
caused by 22nd to 26th, 48th and 50th harmonics, and frequency estimation errors are mainly caused 
by 48th and 50th harmonics. Both the angle and frequency estimation errors are not negligible since 
the angle error is larger than 0.5 degree, and frequency error is about 15 mHz. 
Under 59.5 Hz fundamental frequency condition, the angle estimation errors are mainly caused 
by 23rd, 25th, and 47th to 50th order harmonics, and frequency estimation errors are mainly caused 
by 23th and 25th harmonics. Although the fundamental frequency is closer to 60 Hz compared to 
59.0 Hz, the angle and frequency errors are even larger. 
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Under 59.95 Hz fundamental frequency condition, both the angle and frequency errors are 
mainly caused by 23th, 25th, 47th and 49th order harmonics. Note that the errors do not decrease 
although the fundamental frequency is very close to 60 Hz. 
 
 (a). Angle error  (b). Frequency error 
Figure 3.15 Harmonic distortion test under 59.0 Hz condition 
 
 (a). Angle error  (b). Frequency error  
Figure 3.16 Harmonic distortion test under 59.5 Hz condition 
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 (a). Angle error  (b). Frequency error  
Figure 3.17 Harmonic distortion test under 59.95 Hz condition 
 
 (a). Angle error  (b). Frequency error  
Figure 3.18 Harmonic distortion test under 60.05 Hz condition 
Under 60.05 Hz fundamental frequency condition, the errors are very similar to the errors under 
59.95 Hz fundamental frequency condition. Both the angle and frequency errors are mainly caused 
by 23th, 25th, 47th and 49th order harmonics, and they are not negligible. 
Under 60.5 Hz fundamental frequency condition, the angle errors are mainly caused by 23th, 
25th, and 46th to 49th order harmonics, and the frequency errors are mainly caused by 23th and 25th 
order harmonics.  
Under 61 Hz fundamental frequency condition, the angle and frequency estimation errors are 
mainly caused by 22nd to 25th, 46th and 48th order harmonics. Although the errors are less than the 
errors under other fundamental frequency conditions, they are still rather large. 
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The errors under different order of harmonics are added together and shown in Table 3.3. Note 
that if there are multiple harmonics existing at the same time, the total angle and frequency errors 
should be smaller than the number shown in the Table since the errors caused by different order 
of harmonics could cancel with each other. 
 
 (a). Angle error  (b). Frequency error  
Figure 3.19 Harmonic distortion test under 60.5 Hz condition 
 
 (a). Angle error  (b). Frequency error  
Figure 3.20 Harmonic distortion test under 61 Hz condition 
Table 3.3 Additions of angle and frequency errors under 10% harmonic distortion condition 
Input frequency 59 59.5 59.95 60.05 60.5 61 
Angle (degree) 3.9795 3.4979 2.4522 2.4546 3.5172 4.0174 
Frequency (Hz) 0.057 0.074 0.053 0.053 0.083 0.055 
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The errors under 1% harmonies condition are shown in Table 3.4. 
Table 3.4 Additions of angle and frequency errors under 1% harmonic distortion condition 
Input frequency 59 59.5 59.95 60.05 60.5 61 
Angle (degree) 0.8901 0.5895 0.2694 0.2696 0.5911 0.8947 
Frequency (Hz) 0.008 0.008 0.005 0.005 0.009 0.008 
 
 
According to the test, we can see that the FDR algorithm is not immune to harmonics when the 
fundamental frequency deviates from nominal frequency, although the resampling method can 
help reduce the estimation errors. More importantly, the errors increase dramatically when the 
order of the harmonics is close to 25th or 50th order of harmonic components. The reason is that 
the frequency of those harmonic components are close to integer times of the sampling rate, which 
is 1440 Hz/s. From the single processing point of view, those harmonic components will be 
converted to quasi-dc components after the sampling. As a result, the quasi-dc components cause 
large estimation errors. 
3.5.4 Frequency ramp test 
The reference signal is s(t) = 1 cos(2𝜋(59.5 + 0.5𝑡)𝑡), in which the frequency ramps from 
59.5 Hz to 60.5 Hz at a rate of 1Hz/s. The testing results are shown in Figure 3.21, and it can be 
seen that the frequency estimation error is less than 1 mHz. The angle error is interesting, and we 
can see the angle error has a dc component that is about 0.12 degree. Unfortunately, the dc offset 
error is unwanted and it is not easy to compensate. 
3.5.5 Magnitude modulation test 
The reference signal is s(t) = (1 + 𝑘𝑚 cos(2𝜋𝑓𝑚𝑡)) ∗ cos (2𝜋60𝑡), where 𝑘𝑚 is modulation 
index, and 𝑓𝑚 is modulation frequency. 𝑘𝑚 is equal to 0.1 in this test, and 𝑓𝑚increases from 1 to 5 
Hz at a step of 1Hz. The testing results are shown in Figure 3.22, we can see the FDR algorithm 
has good accuracy under this condition. The maximum angle error is about 0.025 degree, and the 
maximum frequency error is about 0.6 mHz. 
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 (a). Angle error  (b). Frequency error  
Figure 3.21 Frequency ramp test 
 
 (a). Angle error  (b). Frequency error  
Figure 3.22 Magnitude modulation test 
3.5.6 Phase modulation test 
The reference signal is 𝑠(𝑡) = 1cos (2𝜋60𝑡 + 𝑘𝑎 cos(2𝜋𝑓𝑎𝑡 − 𝜋)), where 𝑘𝑎  is modulation 
index, and 𝑓𝑎 is modulation frequency.  𝑘𝑎 is equal to 0.1, and 𝑓𝑎 increases from 1 to 5 Hz at a step 
of 1Hz in this test. The testing results are shown in Figure 3.23. Compared to magnitude 
modulation test, the angle and frequency errors under this condition are much larger. The 
maximum angle error is about 1.6 degree, and the maximum frequency error is about 120 mHz 
when the modulation frequency is 5 Hz. Considering 5 Hz modulation frequency is not very 
common in large-scale power grid and most of modulation frequencies are less than 2 Hz. The 
FDR algorithm under 2 Hz modulation frequency has 0.3 degree angle error and 8 mHz frequency 
error, which are still rather large.    
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 (a). Angle error  (b). Frequency error  
Figure 3.23 Phase modulation test 
3.6 Conclusion 
In this chapter, the error sources of FDRs including GPS and ADC were analyzed. According 
to the discussion, the hardware of the FDRs was upgraded to achieve better sampling accuracy by 
using a 16-bit ADC instead of 14-bit ADC. Additionally, the effect of the noise on estimation 
accuracy was analyzed, and a digital averaging filter was proposed to filter the noise in the power 
grid signal. The test shows that the effect of noise on frequency and angle estimation error can be 
greatly reduced by the digital filter. 
Next, the angle and frequency estimation accuracy of the FDR algorithm were evaluated under 
different steady-state and dynamic conditions following PMU Standard including frequency range 
condition, harmonic distortion condition, frequency ramp condition, magnitude modulation, and 
phase modulation condition. In addition, harmonic distortion under off-nominal frequency 
condition, which is beyond the PMU Standard is also tested on FDR algorithm. We can draw the 
following conclusions based on the tests: 
1) The FDR algorithm has good accuracy under frequency range, harmonics under nominal 
frequency condition, and magnitude modulation conditions.  
2) Under 1Hz/s frequency ramp condition, the frequency estimation is rather accurate, but 
there is dc offset error for angle, and it is not easy to compensate.  
3) For harmonic distortion under off-nominal frequency condition, 
a) Overall, the FDR algorithm is not immune to the harmonics, and the errors increase with 
the increase of magnitude of harmonics. 
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b)  The FDR algorithm is especially sensitive to the harmonics of order around 25i (i=1, 
2,…) due to aliasing issue. 
4) Under phase modulation condition, the FDR algorithm performs well if the modulation 
frequency is less than 1 Hz, and the estimation errors increase dramatically with the increase 
of modulation frequency, so it is necessary to reduce the estimation errors under this 
condition.   
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Chapter 4 A New DFT-based Angle and Frequency Estimation 
Algorithm 
According to the analysis in Chapter 3, the FDR algorithm is not accurate enough under some 
conditions.A new method to estimate phase angle and frequency at distribution level under both 
steady state and dynamic conditions is presented in this chapter. The discrete Fourier transform 
(DFT)-based method is widely used for phasor and frequency estimation thanks to its low 
computational burden. However, errors arise when the power system is operating at the following 
conditions: 
1) Off-nominal frequency condition: the fundamental frequency deviates from nominal 
frequency (60 Hz for U.S. power grid). 
2) Harmonic distortion condition when the fundamental frequency deviates from nominal 
frequency. 
3) Dynamic conditions: frequency ramp, magnitude modulation, and phase modulation.  
In this chapter, the distortion of the power grid signals at the distribution level will be analyzed 
in frequency domain first. Then, based on the distortion analysis, Phasor estimation model in the 
PMU Standard [26] is employed to study the effect of the distortion on phasor measurement 
accuracy.  Next, to improve phasor measurement accuracy at the distribution level, a new phasor 
estimation algorithm that is based on the phasor model in the Standard is proposed. Moreover, the 
proposed algorithm will be assessed under various tests in the PMU Standard to verify its 
performance.  
4.1 Distortion analysis of power grid signals at the distribution level 
4.1.1 Distortion of power grid signals at the distribution level 
IEEE PMU Standards (C37.118.1-2011, C37.118.1a-2014) have been used for PMU design and 
testing, and different steady-state and dynamic tests are required in the Standard [26], [27]. 
However the PMU standard is for transmission level power systems, so the application of PMU 
standard at the distribution level must be examined closely.  
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In order to study this, the power grid waveforms at the distribution level are collected. Figure 
4.1 shows the power spectral density of a real power grid waveform collected at the distribution 
level and an ideal power grid waveform, respectively. We can see that both the waveforms have 
the fundamental frequency component, which is close to 60 Hz. However for the real power grid 
waveform, it is distorted by harmonics as expected. More importantly, the real power waveform 
is also distorted by noise.  
 
Figure 4.1 Power spectral density of a real and an ideal power grid waveform 
4.1.2 Noise and harmonics analysis 
A 16-bit angle-to-digital converter (ADC), which theoretically has 98.08 dB signal to noise 
(SNR), is used to collect power grid signals at the distribution level with 61.44 kHz/s sampling 
rate. Considering the power grid frequency may deviate from nominal frequency, the modified 
periodogram method is adopted to calculate power spectral density (PSD) of the power grid signal. 
The equation used to calculate PSD is 
 𝑃𝑥𝑥 (
𝑘
𝑁
) =
1
𝑁
|∑ ℎ(𝑛)𝑥(𝑛)𝑒−𝑗2𝜋𝑛𝑘/𝑁
𝑁−1
𝑁=0
|
2
,    𝑘 = 0, 1, … ,𝑁 − 1 (4.1) 
where 𝑃𝑥𝑥 (
𝑘
𝑁
) is the power of the signal component at bin 
𝑘
𝑁
;  𝑁 is the window size of the modified 
periodogram method; 𝑥(𝑛) is the sample of the power grid signal; ℎ(𝑛) is the coefficient of the 
window, and Kaiser window where 𝛽 = 38 is used. ℎ(𝑛) can be computed by 
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 ℎ(𝑛) ≜
{
 
 
 
 
𝐼0
(
 𝛽√1 − (
𝑛
𝑁
2
)
2
)
 
𝐼0(𝛽)
 , −
𝑁 − 1
2
≤ 𝑛 ≤
𝑁 − 1
2
0                               
 (4.2) 
where  𝐼0 is the zeroth order Modified Bessel function of the first kind. The frequency resolution 
of the modified periodogram is 𝑓𝑠/𝑁. 
  Figure 4.2 (a) shows the PSD of the measured signal from 0 Hz to 3 kHz. The power of 
fundamental frequency component is normalized to 0 dB; then, the power of other frequency 
components becomes negative in dB. We can see that the measured signal contains harmonics as 
expected. More importantly, the measured signal also contains noise. The signal-to-noise ratio of 
the power grid signal is defined by 
 𝑆𝑁𝑅 =
𝑃𝑠𝑖𝑔𝑛𝑎𝑙
𝑃𝑛𝑜𝑖𝑠𝑒
 (4.3) 
where 𝑃𝑠𝑖𝑔𝑛𝑎𝑙 is the power of the fundamental frequency component in the measured signal, and 
𝑃𝑛𝑜𝑖𝑠𝑒  is the power of the noise, which includes all the frequency components except the 
fundamental frequency component and harmonic components. According to the definition, the 
SNR of the measured signal can be calculated, which is 62.4 dB. 
    
                                          (a). Measured signal                               (b) Measured signal and artificial signal 
Figure 4.2 PSD of measured signal and artificial signal 
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To further verify the estimation accuracy of SNR, an artificial signal consisting of a 0 dB 
fundamental frequency component, a 62.4 dB noise, and the same amount of harmonics as the 
measured signal is generated. Figure 4.2 (b) shows the PSD of the artificial signal and the measured 
signal together, and we can see that the PSD of the two signals match each other. This verified the 
estimation accuracy of the measured signal’s SNR. 
According to the PSD analysis of the measured power grid signal at the distribution level, we 
can see that this signal contains noise and harmonics. However, the PMU Standard has no 
requirements under noise condition. Additionally, although the Standard has harmonic distortion 
test, it assumes that the fundamental frequency is equal to nominal frequency, which is not true for 
practical applications. Therefore, to measure the phasor at the distribution level accurately, 
considering only the test conditions in the PMU Standard is not enough.  
4.1.3 Distribution probability of frequency of U.S. power grid  
Using the frequency measurement data collected by FDRs deployed in the U.S. power grid, the 
distribution probabilities of frequency of the US power grid from 2005-2013 are plotted for the 
Eastern Interconnection (EI) and the Western Interconnection (WECC) in Figure 4.3 [34]. It shows 
that the power system frequency is mainly distributed from 59.95 Hz to 60.05 Hz. Since the 
fundamental frequency deviates from 60 Hz in most of the time, frequency of the harmonic 
components is not equal to integer multiples of 60, but integer multiples of this frequency range. 
  
                                        (a) EI              (b) WECC 
Figure 4.3 Frequency probability distribution for EI and WECC, 2005 to 2013 
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4.1.4 Summary 
Based on the analysis, we can see that the power grid signals at the distribution level are 
distorted by both harmonics and noise, and the fundamental frequency deviates from nominal 
value in most of the time. Unfortunately, the PMU Standard has no requirements for the 
measurement accuracy when the power grid waveforms are distorted by noise. As a result, it could 
lead to unexpected phasor measurement errors due to noise.  
Additionally, although PMU Standard has requirement for harmonic distortion test, but it 
assumes that the fundamental frequency is equal to 50/60Hz, which is not true for practical 
applications. Moreover, only one order of harmonic component is required in the PMU Standard. 
In contrast, the real power grid waveforms are distorted by multiple harmonic components. 
Therefore, to better evaluate the measurement accuracy of a PMU algorithm in a real power grid 
environment, the measurement accuracy needs to be tested under multiple harmonic components 
condition. In next section, the phasor model in the PMU Standard will be evaluated under those 
conditions [26]. 
4.2 Testing of phasor model in the PMU Standard  
4.2.1 Phasor model in the PMU Standard 
The phasor model for M-class PMUs described in Annex C in PMU Standard [26] is used for 
testing, which is given by 
 𝑋(𝑖) =
√2
𝐺𝑎𝑖𝑛
× ∑ 𝑥(𝑖+𝑘) ×𝑊(𝑘)
𝑁
2
𝑘=−
𝑁
2
× 𝑒𝑥𝑝 (−𝑗(𝑖 + 𝑘)∆𝑡𝜔0 (4.4) 
where 𝑊(𝑘) is the coefficient of the low-pass filter and can be calculated by the following equation, 
 𝑊(𝑘) =
𝑠𝑖𝑛 (2𝜋 ×
2𝐹𝑟
𝐹𝑠
× 𝑘)
2𝜋 ×
2𝐹𝑟
𝐹𝑠
× 𝑘
× ℎ(𝑘) (4.5) 
The number samples for phasor estimation, which is N, and the low pass filter 𝑊(𝑘) is different 
for different reporting rates. Therefore, the measurement accuracy under different reporting rates 
need to be tested. 
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4.2.2 Noise test 
Figure 4.4 (a) shows the angle errors under different noise level conditions. The horizontal axis 
represents the reporting rates, and the vertical axis represents the angle error in degree. We can see 
that the errors increase with the increase of noise level. The maximum angle error is 0.15 degree 
under 50dB noise condition. Additionally, we can see that the errors increase with the increase of 
reporting rate. The errors are much lower for low reporting rates. However, if we see Table 4.1, 
which shows the response time and number of fundamental cycles for phasor estimation under 
different reporting rate Fps, we can see that response time is much higher for low reporting rate. 
Taking 10Hz reporting rate as an example, the phasor estimation window is about 60.6 cycles, 
which is longer than 1 second, and the response time is about 0.7 second. Therefore, we can see 
that the measurement accuracy under noise condition is at the expense of response time. Figure 
4.4 (b) shows the magnitude errors, and we can draw the same conclusion. The maximum 
magnitude error is about 0.3% under 50 dB noise condition. 
Table 4.1 Response time and estimation windows for different reporting rates 
Fps 10 12 15 20 30 60 120 
Response 
time 
0.7s 0.58 0.47 0.35 0.23 0.12 0.06 
No. of cycles 60.6 51.1 41.4 31.4 19.2 10.3 4.4 
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(a). Angle error 
 
(b). Magnitude error 
Figure 4.4 Noise rejection test of PMU phasor model in the Standard 
In order to explain this, we need to look into the phasor estimation equation (4.4), 𝑊(𝑘) is the 
low-pass filter, and it is different for different reporting rates. Figure 4.5 shows the frequency 
response of 𝑊(𝑘)  for different reporting rates. We can see that they are different for different 
reporting rates, particularly in the low frequency range, which is usually called “main lobe”. As 
shown in Figure 4.5 (b), the main lobe width increase with the increase of reporting rate. From the 
signal processing point of view, higher main lobe width means less reduction of noise. This is the 
reason that the noise rejection performance is worse with the increase of reporting rate. 
Besides the low-pass filter used in the PMU Standard, other windows are also tested and 
compared with the low-pass filter window used in equation (4.4). Figure 4.6 shows the angle and 
magnitude errors for different types of filter windows under 60dB noise condition, it is interesting 
that the filter window in the PMU Standard has worst noise rejection performance, and the 
rectangular window has the best noise rejection performance. The reason can also be explained by 
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looking into the frequency response of different windows, which is shown in Figure 4.7. We can 
see that the rectangular window has narrowest main lobe width, and the filter window in the PMU 
Standard has widest main lobe width. As a result, rectangular window has best noise rejection 
performance, and the filter window in the PMU Standard has worst noise rejection performance. 
 
 (a). Frequency response 
 
 (b). Main lobe 
Figure 4.5 Frequency response of 𝑊(𝑘) 
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(a). Angle error 
 
(b). Magnitude error 
Figure 4.6 Filter window in the PMU Standard v.s. other windows 
 
Figure 4.7 Frequency response of different filters 
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4.2.3 Harmonic distortion test 
Besides the noise test, the effect of harmonics on measurement accuracy was also studied. The 
harmonic distortion test is different from the harmonic distortion test in the PMU Standard in terms 
of:  
1) Fundamental frequency is not equal to nominal frequency; 
2) Multiple harmonic components are added, not only individual harmonic component; 
3) Harmonics levels are determined by field measurements. 
Figure 4.8 shows the angle and magnitude errors. First, we can see that the errors increase with 
the increase of order of harmonics. The maximum angle and magnitude error is about 0.15 degree 
and 0.3%, respectively. Additionally, we can see that the errors are close to each other for different 
reporting rates. 
 
(a). Angle error 
 
(b). Magnitude error 
Figure 4.8 Harmonic distortion test 
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The results can also be explained by looking into the frequency response of the low-pass filters. 
Since we are concerned about harmonics rejection performance now, we need look into the 
frequency response in high frequency range, which is called “side lobe”. As shown in Figure 4.9, 
we can see that filter for different reporting rates have similar side lobe shape. This can explain 
that the errors for different reporting rate are close to each other. Moreover, the attenuation of one 
filter to different harmonic component is close to each other, so the errors increase with the 
increase of order of harmonics. 
 
Figure 4.9 Frequency response of the filters in the PMU Standard 
4.2.4 Summary 
According to the analysis, real power grid waveforms are distorted by noise and harmonics. 
However, the PMU Standard does not have accuracy requirement under noise condition, and it 
leads to the worse noise rejection performance of the phasor model in the PMU Standard. This can 
also be concluded from the comparison between the filter in the PMU Standard and other filters. 
Therefore, the measurement accuracy of phasor model in the Standard under noise condition needs 
to be further improved. Moreover, for the harmonic distortion test, we can also see the effect of 
harmonics on the measurement accuracy cannot be ignored, and further error mitigation method is 
necessary to improve the harmonics rejection performance. In the following section, a new DFT 
based phasor estimation method is presented and tested in different conditions to verify it 
performance. 
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4.3 Avg_Avg2Comp DFT algorithm 
4.3.1 Introduction and background 
The DFT-based method is one of the most common algorithms for phasor and frequency 
estimation. The classic DFT-based synchrophasor measurement algorithm has a low 
computational burden, but the accuracy of this method degrades at the presence of frequency 
offsets and under dynamic conditions such as phase modulation [36]-[38]. Alternative DFT-based 
methods have been proposed to improve the measurement accuracy under steady-state and 
dynamic conditions [7], [39]-[44]. The quasipositive-sequence DFT (Qps-DFT) method, utilized 
by FDRs, synthesizes virtual abc three-phase data using one-phase data to improve accuracy under 
off-nominal frequency condition [7]. An adaptive complex band-pass filter derived from the 
exponentially modulated filter bank theory has been proposed for wide frequency range 
measurement [39], [40]. A finite-difference equation of multiple one-cycle DFTs for estimating 
the first- and second-order derivatives of the phasor to reduce the error under modulation 
conditions has also been proposed [41]. Accuracy analysis of different methods including Finite 
Impulse Response (FIR) band-pass filtering, extended Kalman filtering, and DFT demodulation 
with FIR low pass smoothing has been discussed [42]. Aside from DFT-based methods, some 
dynamic signal models have been proposed to improve the accuracy under dynamic conditions 
[45]-[47]. According to the analysis in [48], [49], the algorithm in [47] outperforms those presented 
in [45]-[46] under dynamic conditions. However, the performance of signal model-based methods 
have not been well assessed under noise or harmonic conditions and where they have shown some 
room for improvement in the area of synchrophasor measurement. 
 It should be noted that previous algorithms focused on the synchrophasor measurement at the 
transmission level rather than the distribution level. The signals at the distribution level generally 
contain more noise and harmonics, and are generally single phase. Therefore, as discussed in 4.2, 
the IEEE PMU Standard cannot be easily applied to the distribution level synchrophasor 
measurements. Since the Standard does not have a measurement accuracy requirement under noise 
condition, and this could be a challenge for synchrophasor measurement algorithms because 
improvement of noise rejection performance of synchrophasor measurement algorithms is 
generally at the expense of worse dynamic performance. The Qps-DFT algorithm [7] is used to 
estimate phasor and frequency of single phase signals in FDRs at the distribution level. However, 
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the Qps-DFT algorithm assumes the power grid signal is a steady-state signal, so its accuracy has 
not been well discussed under different dynamic conditions specified in the PMU Standard.  
Therefore it is necessary to develop a synchrophasor measurement algorithm that is suitable for 
use at the distribution level. Based on the noise and harmonics analysis results and the PMU 
Standard, a new DFT-based algorithm is proposed to estimate phase and frequency under noise, 
harmonics, and other conditions in the PMU Standard. The proposed algorithm is then compared 
to the Qps-DFT algorithm following different test conditions. The measurement accuracy of the 
proposed synchrophasor measurement algorithm will not only be assessed according to the PMU 
Standard, but also under noise and harmonic conditions in the presence of frequency offsets. 
4.3.2 Proposed phase and frequency measurement algorithm 
NOMENCLATURE 
𝒇𝟎   Nominal power system frequency (in hertz) 
𝒇   Actual power system frequency (in hertz) 
𝑻𝟎   Nominal frequency cycle (𝑻𝟎 = 𝟏/𝒇𝟎) 
𝒇𝒔𝒂𝒎𝒑              Sampling rate 
𝑵𝒔    Oversampling ratio of averaging filter 
The flowchart of the proposed algorithm is shown Figure 4.10. The proposed algorithm consists 
of six modules: Noise Reduction Module (NRM); Phase Estimation Module (PEM); Even 
Multiples of Fundamental Frequency Error Reduction Module (EFFERM); Odd Multiples of 
Fundamental Frequency Error Reduction Module (OFFERM); Phase Modulation Error Reduction 
Module (PMERM); and Frequency Estimation Module (FEM). 
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Figure 4.10 Flowchart of Avg_Avg2Comp DFT algorithm 
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Since NRM, EFFERM, and OFFERM use an averaging method to reduce the errors, and 
PMERM uses the coefficient of a polynomial function to compensate phase errors, the proposed 
algorithm is called “Avg_Avg2Comp DFT”. 
A. NRM 
The NRM employs the digital averaging filter presented in 3.2.2. The filter can reduce the noise 
while it does not affect the measurement accuracy under noise free condition. 
B. PEM 
The basic phase estimation model for M-class PMUs, as described in Annex C in PMU Standard, 
is used in PEM and is given in Annex C.2 in the PMU Standard [26], 
 𝑋(𝑖) =
√2
∑ 𝑊(𝑘)
𝑁/2
𝑘=−𝑁/2
× ∑ 𝑥(𝑖+𝑘) ×𝑊(𝑘)
𝑁
2
𝑘=−
𝑁
2
× 𝑒𝑥𝑝 (−𝑗(𝑖 + 𝑘)∆𝑡𝜔0) (4.6) 
where 𝑥(𝑖) is the sample of the waveform at time = 𝑖∆𝑡;  𝑒𝑥𝑝 (−𝑗(𝑖 + 𝑘)∆𝑡𝜔0) is Euler’s equation; 
and 𝑊(𝑘) are the low-pass filter coefficients and can be calculated by the equation (C.7) in the 
Standard [26]. 
The low-pass filter in (4.6) can improve phasor estimation accuracy under off-nominal 
frequency condition by increasing the main lobe width of the DFT window, and can reject out-of-
band signals more effectively by lowering the side lobe levels. However, the improvement is at 
the expense of longer latency and worse estimation accuracy under noise and nominal-frequency 
conditions. The input signal in this model is convolved with quadrature waveforms at nominal 
frequency 𝑓0 . The ideal output of (4.6) is a fundamental phasor, which has a magnitude 
proportional to the voltage, and a phase angle, which rotates at a rate of 2𝜋(𝑓 − 𝑓0) .  Since the 
power grid signals always contain harmonics and may contain dynamic components when the 
power grid suffers events, this model has two problems. First, the output of (4.6) not only contains 
a wanted phasor component that rotates at a rate of 2𝜋(𝑓 − 𝑓0), but also contains an unwanted 
phasor component that rotates a rate of 2𝜋(𝑓 + 𝑓0) for the fundamental frequency component, 
2𝜋(𝑖𝑓 − 𝑓0) and 2𝜋(𝑖𝑓 + 𝑓0) components for i-th order of harmonic component [50]. For example, 
the phase angle of an artificial signal that has a 59.5 Hz fundamental frequency component and 
the same amount of harmonics as the measured signal in Figure 4.2 is calculated by (4.6). Figure 
4.11 (a) shows the phase angle estimation errors and Figure 4.11(b) shows the frequency spectrum 
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of the errors. We can see the frequencies of the main errors are close to 60 Hz, 120 Hz, 180Hz, 
240 Hz, etc. As a result, the main errors can be divided into two categories: even multiples of 
fundamental frequency errors with a frequency close or equal to 2𝑖𝑓0 (𝑖 = 1, 2, … , ); odd multiples 
of fundamental frequency errors with a frequency close or equal to (2𝑖 + 1)𝑓0 (𝑖 = 0,1, 2, … , ).  
Second, the power grid signals may contain dynamic components such as phase modulation. 
Figure 4.12 (a) and (b) show the angle errors under 5 Hz modulation condition in time domain and 
frequency domain, respectively. According to Figure 4.12(b), we can see two errors. The 
frequency of one error is 5 Hz, which is equal to modulation frequency. The frequency of the other 
error is close to 120 Hz because the fundamental frequency deviates from 60 Hz under phase 
modulation condition. 
     
                       (a). Angle error in time domain                          (b). Angle error in frequency domain 
Figure 4.11 Angle errors under off-nominal frequency and harmonic conditions 
            
                (a). Angle error in time domain                          (b). Angle error in frequency domain 
Figure 4.12 Angle errors under phase modulation condition 
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Based on the analysis, the main errors are divided into three groups according to the frequency 
of the errors. 
1) Even multiples of fundamental frequency errors: The frequency of the errors is close or equal 
to 2𝑖𝑓0,  𝑖 = 1, 2, … 
2) Odd multiples of fundamental frequency errors: The frequency of the errors is close or equal 
to (2𝑖 + 1)𝑓0,  𝑖 = 0, 1, 2, …. 
3) Low frequency errors: Under phase modulation condition, the frequency of the main errors is 
equal to modulation frequency. 
The first two errors can be reduced by increasing the main lobe width of the DFT window [51], 
but is at the expense of worse noise rejection. To reduce the two errors, the ideal low-pass filter 
should have notches at corresponding frequencies and have a flat top response from 0 to |𝑓 − 𝑓0| 
Hz. However, it is impossible to implement such a filter because 𝑓 cannot be estimated precisely. 
Some adaptive filters have been proposed to adjust the filter coefficients using 𝑓as the feedback 
for filter coefficient calculations [39], [52], [53], and some commercialized PMUs have tried to 
implement adaptive filters. Although the adaptive filter offers a good performance under off-
nominal frequency condition, the algorithm complexity is high since the filter coefficients need to 
be calculated in real time. More importantly, the adaptive filters have been rarely tested under 
various dynamic conditions such as frequency ramp and amplitude/phase modulation. As revealed 
in the NIST PMU Inter Laboratory Comparison (ILC) project, a commercial PMU was tested 
under frequency ramp condition, and the adaptive filter caused frequency oscillation [54]. 
Additionally, the effect of adaptive filters on the third type of errors was rarely discussed. 
Therefore, the robustness and accuracy of adaptive filters under dynamic conditions needs further 
assessment. 
Instead of the adaptive filters method, the three errors are reduced by EFFERM, OFFERM, and 
PMERM, respectively. The basic idea is to reduce the first two errors by applying digital filters to 
a series of angles calculated by PEM, then to reduce the third type of errors by PMERM. 
C. EFFERM 
EFFERM is used to reduce the first errors. Assuming angle measurement error is 𝛿(𝑡). Since 
the frequency of the errors is close or equal to 2𝑖𝑓0, 𝑖 = 1, 2, …, so we have 
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{
 
 𝛿(𝑡) ≅ 𝛿(𝑡 +
1
2𝑖𝑓0
)
𝛿(𝑡) ≅ −𝛿(𝑡 +
1
4𝑖𝑓0
)
 (4.7) 
In practical implementation, the angles have to be calculated in discrete domain. Because the 
minimum frequency of the angle errors is about 2𝑓0, the minimum angle estimation rate should be 
4𝑓0 in order to apply any filter to reduce the errors. In the proposed algorithm, 8𝑓0 angle estimation 
rate is used to achieve better filter performance. As a result, the angles are calculated as follows: 
 𝜑(𝑘) = 𝑃𝐸𝑀(
T0
8
(𝑘 − 1),
T0
8
(𝑘 − 1) + 2T0) (4.8) 
where 𝜑(𝑘) is the kth angle estimated by the PEM module. The first angle  𝜑(1) is estimated using 
the first two fundamental frequency cycle data [0, 2T0], and the following angles are estimated by 
sliding the PEM window by 1/8 fundamental frequency cycle (T0/8). Assuming the estimation 
error of  𝜑(𝑘) is 𝛿(𝑘) and the true value of 𝜑(𝑘) is ∅(𝑘), then we obtain 
 𝜑(𝑘) = ∅(𝑘) + 𝛿(𝑘) (4.9) 
A series of angles 𝜑(𝑘) is used to approximate ∅(𝑘), 
 ∅̃(𝑘) =∑𝐸𝑖𝜑 (𝑖 + (𝑘 −
𝑁1
2
))
𝑁1
𝑖=1
, 𝑘 ≥
𝑁1
2
  (4.10) 
where 𝑁1 is the number of angles used for estimating ∅(𝑘) and  𝐸𝑖 is the coefficient of the filter. 
The derivation of the filter coefficients is presented in Appendix A. Since the minimum frequency 
of the errors is close or equal to 2𝑓0 and the angle estimation rate is 8𝑓0, 𝑁1 is equal to 12 if a three 
cycle-filter is used to estimate ∅(𝑘). 
The frequency response of the filter is shown in Figure 4.13. We see the filter has notches at 
2𝑖𝑓0 Hz, which means that the errors at these frequencies can be greatly reduced. The filter is 
actually a flat top window filter since the window is a partially negative-valued window as 
indicated in Appendix A. This type of filter is beneficial for measuring phasor since the wanted 
signal components are in low-frequency range, and the unwanted signal components are in high 
frequency range and close to the even multiples of fundamental frequency. 
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Figure 4.13 Frequency response of EFFERM filter 
Note that the filter does not have notches at 8𝑖𝑓0, 𝑖 ≥ 1. The reason is that the angle estimation 
sliding window is T0/8, which means that angles are “sampled” from the continuous angles at a 
rate of  8𝑓0 Hz. According to Nyquist-Shannon sampling theorem, if the frequency of the errors is 
integer multiples of 8𝑓0 , then the errors are transferred to DC component. As a result, the 
magnitude response of the filter at  8𝑖𝑓0 is 0 dB. That is the reason why the angle measurement 
errors of the proposed algorithm under 7th and 9th harmonic condition are more obvious than other 
harmonic conditions as shown in Figure 4.18. However, the errors are still very small and less than 
Qps-DFT algorithm. 
D. OFFERM 
Figure 4.13 shows that the filter in EFFERM has good attenuation at 2𝑖𝑓0 Hz, but does not have 
enough attenuation at (2𝑖+1)𝑓0  Hz. Therefore, OFFERM is designed to reduce those  (2𝑖+1)𝑓0 
Hz errors in the output angles from EFFERM. We assume 
 ∅̃(𝑘) =∑𝐸𝑖𝜑 (𝑖 + (𝑘 −
𝑁1
2
))
𝑁1
𝑖=1
, 𝑘 ≥
𝑁1
2
  (4.11) 
where 𝜀(𝑘) is the error of ∅̃(𝑘). For sake of simplicity, assuming ∅̃(𝑘) does not have the first type 
of errors and the frequency of the errors is close or equal to (2𝑖+1)𝑓0, we obtain 
 𝜀(𝑘) ≅ −𝜀(𝑘 + 4) ≅ 𝜀(𝑘 + 8) (4.12) 
As a result, the error of  ∅̃(𝑘 + 4)  can be further reduced by using  ∅̃(𝑘) , ∅̃(𝑘 + 4) , and 
∅̃(𝑘 + 8) 
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 ∅̃2(𝑘 + 4) =∑𝐹𝑖∅̃(𝑘 + 4𝑖)
2
𝑖=0
, 𝑘 ≥
𝑁1
2
𝑘 (4.13) 
where ∅̃2(𝑘 + 4) is a further estimation of ∅(𝑘 + 4) and 𝐹𝑖 is the coefficient of the filter, which 
is derived in Appendix A. 
The frequency response of the filter is shown in Figure 4.14, and we can see the filter has 
notches at (2𝑖+1)𝑓0 Hz, which means that those errors can be reduced by this filter. 
 
 
Figure 4.14 Frequency response of OFFERM filter 
E. PMERM 
Figure 4.15 shows the output angles ∅̃2(𝑘 + 4) from OFFERM and the true angle ∅(𝑘 + 4) 
under phase modulation condition. The differences between ∅̃2(𝑘 + 4)  and ∅(𝑘 + 4)  are the 
measurement errors and they are shown in Figure 4.15(b). We can see that the errors are in phase 
with ∅̃2(𝑘 + 4) and this provides a way to compensate for the errors by using measured angles. 
Since the low frequency modulation signal can be approximated by a quadratic polynomial in a 
short time, and the second order coefficient of the polynomial indicates the curvature of the 
modulated signal, so should there be a relationship between the angle errors and the coefficient. 
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(a). Estimated angle ∅̃2(𝑘 + 4) and true angle ∅(𝑘 + 4) 
   
                   (b). Angle error                                                                               (c). 𝜑𝐽𝑀2 
Figure 4.15 Illustration of angle error under phase modulation condition 
 To verify this, 𝜑(𝑡 − 𝑇0), 𝜑(𝑡), and 𝜑(𝑡 + 𝑇0) are fitted to a quadratic polynomial, giving us 
 {
𝜑(𝑡 − 𝑇0) = 𝜑𝐽𝑀0 + 𝜑𝐽𝑀1(𝑡 − 𝑇0) + 𝜑𝐽𝑀2(𝑡 − 𝑇0)
2
𝜑(𝑡) = 𝜑𝐽𝑀0 + 𝜑𝐽𝑀1𝑡 + 𝜑𝐽𝑀2𝑡
2
𝜑(𝑡 + 𝑇0) = 𝜑𝐽𝑀0 + 𝜑𝐽𝑀1(𝑡 + 𝑇0) + 𝜑𝐽𝑀2(𝑡 + 𝑇0)
2
 (4.14) 
where 𝜑𝐽0, 𝜑𝐽𝑀1, and 𝜑𝐽𝑀2 are the coefficient of the quadratic polynomial. 𝜑𝐽𝑀2 is the second-
order coefficient and can be calculated using the least square method. As a result, 
 𝜑𝐽𝑀2 =
𝜑(𝑡 − 𝑇0) − 𝜑(𝑡) + 𝜑(𝑡 + 𝑇0)
2
 (4.15) 
𝜑𝐽𝑀2  is shown in Figure 4.15(c). We see that the angle errors are in phase with 𝜑𝐽𝑀2 . 
Meanwhile, the ratio of the angle errors to 𝜑𝐽𝑀2 under different modulation frequencies M𝐹 and 
the modulation index M𝐼 is calculated and summarized in Table 4.2. 
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Table 4.2 Ratio of the errors to 𝜑𝐽𝑀2 
𝑀𝐹   
M𝐼 
0.5 1 2 3 4 5 
0.01 0.4118 0.4120 0.4128 0.4187 0.4296 0.4481 
0.02 0.4118 0.4120 0.4128 0.4187 0.4296 0.4480 
0.04 0.4118 0.4120 0.4128 0.4188 0.4297 0.4480 
0.06 0.4118 0.4120 0.4129 0.4188 0.4298 0.4479 
0.08 0.4118 0.4120 0.4129 0.4188 0.4299 0.4479 
0.1 0.4118 0.4120 0.4129 0.4188 0.4299 0.4478 
 
 
We can see the ratios are almost constant under different conditions and this indicates that the 
angle errors can be compensated with 𝜑𝑀𝐽2 multiplied by a ratio 𝛂. 0.4478 is used as the ratio, 
which is the value under 5 Hz modulation frequency and 0.1 modulation index. Then the angles 
can be compensated by 
 ∅̃3(𝑘 + 4) = ∅̃2(𝑘 + 4) − 0.4478𝜑𝑀𝐽2, 𝑘 ≥
𝑁1
2
   (4.16) 
where ∅̃3(𝑘 + 4) are the output angles from PMERM. 
Note that under off-nominal frequency condition, 𝜑𝑀𝐽2  should be equal to zero since 
modulation does not exist. However, since the angles from PEM are used to estimate 𝜑𝑀𝐽2, and 
those angles have errors under off-nominal frequency condition, 𝜑𝑀𝐽2 is not exactly equal to zero, 
which will increase the angle and frequency measurement errors under off-nominal frequency 
condition. To solve this problem, as shown in Figure 4.10, the frequency measurement result is 
used as a feedback to enable or disable PMERM. According to the PMU Standard C37.118.1-2011, 
the frequency of the power grid signal under phase modulation condition is within [𝑓0 − 0.2, 𝑓0 +
0.2]. To leave a margin, when the frequency is within [𝑓0 − 1, 𝑓0 + 1], PMERM is enabled to 
reduce the estimation errors under phase modulation condition. Otherwise it is disabled to improve 
the measurement accuracy under off-nominal frequency condition.  
F. FEM 
Since frequency is the derivative of angle, the output angles from PMERM are fitted to a 
quadratic polynomial to estimate frequency, which is given by 
 𝜃(𝑡) = 𝜑𝐹0 + 𝜑𝐹1𝑡 + 𝜑𝐹2𝑡
2 (4.17) 
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Then the frequency at 𝑡 = 0 can be calculated by 
 𝑓 =
𝜑𝐹1
2𝜋
 (4.18) 
The number of angles used to fit the quadratic polynomial is a tradeoff between measurement 
accuracy under noise condition and measurement accuracy under dynamic conditions like phase 
modulation. Generally, more angles will result in better measurement accuracy under noise 
condition because a longer estimation window can help reduce the noise. However, a longer 
estimation window will decrease the measurement accuracy under phase modulation condition. 
Figure 4.16 shows the relationship between the frequency estimation errors and the number of 
angles used for the frequency estimation under noise condition, and under phase modulation 
condition, respectively. The reference signal under noise condition is a 60 Hz signal distorted by 
60 dB noise, and the reference signal under phase modulation condition is given by 
 𝑠(𝑡) = 1cos (2𝜋𝑓0𝑡 + 𝑘𝑎 cos(2𝜋𝑓𝑎𝑡 − 𝜋)) (4.19) 
where 𝑘𝑎 is the modulation index, and 𝑓𝑎 is the modulation frequency. 𝑘𝑎 is equal to 0.1 and 𝑓𝑎 is 
equal to 5. 
 
Figure 4.16 Frequency measurement errors relative to number of angles used for frequency 
estimation 
According to Figure 4.16, we can see that when the number of angles is seven, the frequency 
measurement errors under the two conditions are close to each other. As a result, seven angles are 
determined in this module to strike a balance between the measurement accuracy under the two 
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conditions. Then, according to Figure 4.10, if seven angles are used, the total number of angles 
calculated by PEM is 26. 
Next, 𝜑𝐹1can be estimated by 
 𝜑𝐹1 =∑𝑎𝑖∅̃3(𝑘 + 4)
7
𝑖=1
, 𝑘 ≥
𝑁1
2
 (4.20) 
where 𝑎𝑖  is the coefficient. Assuming 𝑓𝑠𝑎𝑚𝑝 = 1.44 kHz/s, then using the least square fitting 
method to estimate the coefficient. We can obtain: 𝑎1 = −51.4286 , 𝑎2 = −34.2857 , 𝑎3 =
−17.1429, 𝑎4 = 0, 𝑎5 = 17.1429, 𝑎6 = 34.2857, 𝑎7 = 51.4286. 
The final frequency can be calculated by substituting (4.20) in to (4.18). 
4.3.3 Discussion of algorithm complexity 
The number multiplications and additions within the proposed algorithm is used to assess its 
complexity. Assuming 𝑓𝑠𝑎𝑚𝑝=1.44 kHz/s, 𝑁𝑠 = 31, then number of multiplications and additions 
are shown in Table 4.3. 
Table 4.3 Number of multiplications and additions within the proposed algorithm 
Module Number of 
multiplications 
Number of 
additions 
NRM 123 3690 
PEM 2496 1222 
EFFERM 180 165 
OFFERM 14 14 
PMERM 14 21 
FEM 7 6 
Total 2834 5118 
 
 
Depending on the reporting rate 𝐹𝑟 of phase angle and frequency measurements per second, the 
total number of multiplications and additions in one second is 2834 × 𝐹𝑟  and 5118 × 𝐹𝑟 , 
respectively. Most digital signal processors (DSP) have a hardware multiplier, so they can execute 
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multiplication and accumulation in a single cycle. For example, a Texas Instruments floating-point 
digital signal processor TMS320C6713 with 200 MHz clock rate has two multipliers (Floating and 
Fixed-Point) and a pipeline architecture. It can deliver up to 1200 million float-point operations 
per second (MFLOPS) meaning that the number of full word-size float point multiplication 
operations that can be performed per second is 1200 million. Assuming the phase angle and 
frequency reporting rate is 120 Hz/s, which is the highest rate in PMUs, then the number of 
multiplications and additions in one second is about 0.34 million and 0.61 million, respectively. 
Compared to the 1200 million MFLOPS of the DSP, the algorithm complexity of the proposed 
algorithm is very low. Figure 4.17 shows the distribution of multiplications and additions in 
different modules. We can see that NRM, EFFERM, OFFERM, PMERM, and FEM account for 
only about 12% percent of total multiplications. As for additions, since some ADC has 
oversampling function like AD7606 from Analog Devices, Inc, the number of additions can be 
greatly reduced by implementing NRM on ADC. 
        
                        (a). Multiplications distribution                                   (b). Additions distribution 
Figure 4.17 Distribution of multiplications and additions in different modules 
4.4 Angle and frequency measurement accuracy assessment 
Results in this section refer to simulations performed in a MATLAB® environment. Software 
routines have been implemented to generate reference signals and to estimate angle and frequency 
using the Avg_Avg2Comp DFT algorithm and the Qps-DFT algorithm. To analyze the results in 
detail, every algorithm has been implemented in a “sliding window” approach (an overlapping 
computation window), continuously shifting the phasor and frequency estimation window by a 
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single sample. The angle measurement errors are converted to total vector error (TVE) used in the 
PMU Standard. Because this paper does not introduce the magnitude estimation and phase angle 
error has a greater effect on TVE compared to magnitude error, thus the magnitude error is 
assumed to be zero for TVE calculation. As a result, the TVE calculated in the following tests is 
called “approximate TVE (aTVE)”. Table 4.4 shows all the testing conditions and measurement 
errors of the two algorithms compared to the measurement accuracy requirement under 120Hz 
reporting rate in the PMU Standard. “NA” is used in the column “PMU Standard C37.118.1 (a)” 
if the corresponding test does not exist in the Standard. 
4.4.1 Noise distortion test 
According to the PSD analysis of the power grid signals at distribution level, the SNR is about 
60 dB. Therefore, a 60 Hz signal distorted with 60dB noise is used as the reference signal to test 
the measurement accuracy of the two algorithms.  As shown in Table 4.4, we can see that the angle 
accuracy of Avg_Avg2Comp DFT is better than the Qps-DFT algorithm. The frequency 
measurement errors of the two algorithms are close to each other. Since the PMU Standard has no 
TVE or frequency measurement accuracy requirement under noise condition. Using the 1% TVE 
and 5m Hz accuracy requirement under frequency range test as a reference, the estimation errors 
of the proposed algorithm are much less than the maximum errors allowed, particularly for angle 
measurement accuracy. 
4.4.2 Harmonic distortion test 
In PMUs and FDRs, a low-pass filter is used before the analog-to-digital (ADC) for anti-
aliasing and harmonics reduction. The two algorithms adopts the same low-pass filter for a fair 
comparison. The filter is fourth-order Butterworth filter and the cutoff frequency is 300 Hz. 
Different from the harmonic test in the PMU Standard, where only 𝑖 × 𝑓0 (𝑖 ≥ 2, 𝑓0 =  60) Hz 
harmonics is considered, the proposed algorithm is tested under different fundamental frequency 
conditions as shown in Table 4.4. 10% (20 dB), each harmonics up to 50th is added to the 
fundamental frequency signal for the test. We can see that both algorithms have a very good 
measurement accuracy under 60 Hz condition. The advantage of the proposed algorithm can be 
seen under off-nominal frequency condition. For example, the testing results under 59.5Hz 
fundamental frequency condition are shown in Figure 4.18. We see that the proposed algorithm 
has better measurement accuracy under most harmonic conditions. 
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Table 4.4 Testing of the proposed algorithm compared to Qps-DFT algorithm 
Test Reference signal 
Qps-DFT algorithm Avg_Avg2Comp DFT algorithm 
PMU Standard 
C37.118.1(a)  
Angle error in 
degree/aTVE 
Frequency error 
in mHz 
Angle error in 
degree/aTVE 
Frequency error 
in mHz 
TVE 
Frequency in 
mHz 
Noise 1cos (2𝜋𝑓0𝑡)+ 60dB noise 0.033/0.06% 1.1 0.005/0.009% 1.3 NA NA 
Frequency range 
1cos (2𝜋𝑓𝑡) 
55 ≤ 𝑓 ≤ 65 
0.05/0.09% 1.8 0.04/0.07% 0.25 1% 5 
Harmonics 
cos (2𝜋59.5𝑡) + 0.1 cos(2𝜋𝑖59.5𝑡) 
2 ≤ 𝑖 ≤ 50 
0.023/0.04% 0.528 0.004/0.007% 0.315 NA NA 
cos (2𝜋60𝑡) + 0.1 cos(2𝜋𝑖60𝑡) 
2 ≤ 𝑖 ≤ 50 
6.1×10−13/0% 7.1×10−12 0.003/0.005% 2.8×10−11 1% 25 
cos (2𝜋60.5𝑡) + 0.1 cos(2𝜋𝑖60.5𝑡) 
2 ≤ 𝑖 ≤ 50 
0.025/0.04% 0.485 0.003/0.005% 0.184 NA NA 
Frequency ramp 
1cos(2𝜋(55 + 0.5𝑡)𝑡) 
0 ≤ 𝑡 ≤ 10 
0.19/0.33% 7.4 0.022/0.04% 0.268 1% 10 
Magnitude 
modulation 
(1 + 0.1 cos(2𝜋𝑓𝑚𝑡)) ∗ cos (2𝜋𝑓0𝑡) 
𝑓𝑚 = 1,2,3,4,5 
0.026/0.05% 0.38 3.6×10−3/0.006% 0.35 3% 300 
Phase modulation 
1cos (2𝜋𝑓0𝑡 + 0.1 cos(2𝜋𝑓𝑎𝑡 − 𝜋)) 
𝑓𝑎 = 1,2,3,4,5 
1.58/2.76% 116 2×10−3/0.004% 1.5 3% 300 
Artificial signal 
1cos (2𝜋59.95𝑡)+∑ 𝑣ℎ
50
𝑖=2 cos (2𝜋 × 𝑖 ×
59.95𝑡 + 𝜃(𝑖))+60dB noise 
0.04 1.27 0.005 1.49 NA NA 
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(a). Angle error (b).  Frequency error 
Figure 4.18 Harmonic distortion test under 59.5 Hz 
4.4.3 Frequency ramp test 
Under the frequency ramp test, we see that the angle and frequency measurement errors of the 
new algorithm are much less than the Qps-DFT algorithm. The frequency measurement error of 
Qps-DFT algorithm is close to accuracy requirement limit. In contrast, the maximum frequency 
measurement error of the proposed algorithm is only 0.268 mHz, which is much less than the 10 
mHz requirement.  
4.4.4 Magnitude modulation test 
Compared to Qps-DFT algorithm, the proposed algorithm also has better measurement 
accuracy, particularly for angle measurement.  Note that the aTVE of the new algorithm is 0.006% 
and frequency measurement error is about 0.35 mHz, which far exceeds the PMU Standard. 
4.4.5 Phase modulation test 
The angle and frequency errors of Qps-DFT are very large and cannot comply with the PMU 
Standard. In contrast, thanks to PMERM, both the angle and frequency measurement accuracy are 
greatly improved. A 0.004% aTVE, 1.5 mHz frequency measurement error far exceeds the PMU 
Standard, which is 3% TVE and 300 mHz. 
4.4.6 Artificial signal test 
In this test, an artificial signal is generated as follows: 
1cos (2𝜋59.95𝑡)+∑ 𝑣𝑖
50
𝑖=2 cos (2𝜋 × 𝑖 × 59.95𝑡 + 𝜃(𝑖))+60dB noise 
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where the fundamental frequency is 59.95 Hz; 𝑣𝑖 is the magnitude of i-th order harmonics; 𝜃(𝑖) is 
angle of i-th order harmonics. 𝑣𝑖  is obtained from the PSD analysis of power grid signal at 
distribution level as shown in Figure 4.2. 60dB noise is added to the artificial signal. As shown in 
Table 4.4, the proposed algorithm has much higher angle measurement accuracy. As for the 
frequency measurement errors, we see that both of the algorithms have high measurement accuracy, 
even though the proposed algorithm is a little worse than the Qps-DFT algorithm. Note that since 
the artificial signal emulates the noise and harmonics in a real power grid environment, this test 
can verify that effectiveness of the tested algorithms in a real power grid environment. 
4.5 Conclusion 
In this chapter, the power grid signals at the distribution level were collected. By analyzing the 
data using modified periodogram method, we can conclude that the power grid signals at the 
distribution level are mainly distorted by noise and harmonics. The phasor model in the PMU 
Standard was used to evaluate the effect of noise and harmonics on the phasor measurement 
accuracy. As a result, we can find both the noise and harmonics can cause large phasor 
measurement errors. To improve the phasor measurement algorithm under those conditions, a new 
DFT based phasor estimation algorithm suitable for distribution level measurement was proposed 
in this chapter. The algorithm consists of six modules: NRM; PEM; EFFERM; OFFERM; 
PMERM; and FEM. NRM can filter the noise and improve the measurement accuracy under noise 
distortion condition.  EFFERM and OFFERM can reduce the measurement errors when the power 
grid signal contains harmonics and deviates from nominal frequency. PMERM can greatly 
improve the measurement accuracy under phase modulation condition.  The proposed algorithm 
has been tested under noise conditions, harmonic conditions, and different steady-state and 
dynamic conditions required in the PMU Standard. The testing results demonstrated that the 
proposed algorithm has high measurement accuracy and far exceeds the PMU Standard. Beyond 
the PMU Standard, the parameters of the new algorithm are optimized using the power grid signal 
sampled at the distribution level to achieve high measurement accuracy in a real power grid 
environment. The algorithm complexity is also discussed. Since the coefficient of all the filters is 
constant and can be calculated offline, the algorithm complexity is low and can be implemented 
on a modern digital signal processor.  
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Chapter 5 Dynamic Phasor Model for Synchrophasor Measurement  
5.1 Introduction 
Both the FDR algorithm and Avg_Avg2Comp DFT algorithm are based on DFT. With a better 
understanding of power grid waveforms, another synchrophasor measurement method that are 
gaining more attention is the signal model based phasor measurement method. In this chapter, a 
signal model based synchrophasor measurement method is presented, and the performance of this 
method will be tested under different conditions and compared to FDR algorithm.  
Aside from DFT-based methods, some dynamic signal models have been proposed to improve 
the accuracy under dynamic conditions [45]-[47]. A dynamic phasor model is proposed in [45], 
the dynamic phasor can be estimated by least squares Taylor expansion Fourier (LS-TF) method 
or weighted least squares Taylor expansion Fourier (WLS-TF) method [47]. However, because 
these methods assume the input signal is a band-pass signal, the methods under harmonics 
condition are not accurate, and cannot comply with the PMU Standard under harmonic conditions. 
In this chapter, based on the WLS-TF method in [47], the dynamic model is extended to include 
harmonics. The extended dynamic model will improve phasor estimation accuracy. The improved 
method will be compared with the FDR algorithm under different scenarios according but not 
limited to PMU Standard. 
5.2 Extended dynamic phasor model   
A narrowband band-pass signal model is assumed in the WLS-TF method [47], which is 
 𝑠(𝑡) = 𝑎(𝑡) 𝑐𝑜𝑠(2𝜋𝑓0𝑡 + 𝜑(𝑡)) (5.1) 
As for the angle estimation, the accuracy is high when the input signal can be represented by 
the signal model. However, the waveforms of power system are distorted by harmonics, which 
will cause estimation error. This error is particularly produced by 2nd order harmonic due to its 
minimal spectral distance from the fundamental frequency component. In order to improve the 
estimation accuracy under harmonic condition, harmonic signal model can be added to the signal 
model. The effect of harmonics distortion on angle estimation will be assessed first to determine 
the highest order of harmonic component that needs to be added to the fundamental frequency 
signal model. 
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The reference signals for this test is 
 𝑠(𝑡) = 1 𝑐𝑜𝑠(2𝜋𝑓0𝑡) + 0.1 𝑐𝑜𝑠(2𝜋𝑀𝑓0𝑡) (5.2) 
where 𝑓0 is the fundamental frequency, and 𝑀 is the order of  harmonic. 10% harmonics is added 
to the fundamental frequency signal. 
Table 5.1 shows the angle errors in degree regard to different harmonic orders under different 
fundamental frequency conditions. 
Table 5.1 Angle errors under different order of harmonics 
M 
Angle error (degree) 
𝒇𝟎 = 𝟔𝟎 𝒇𝟎 = 𝟓𝟗. 𝟓 
2  6.99×10-2 7.19×10-2 
3 1.20×10-3 9.67×10-4 
4 1.66×10-4 1.22×10-4 
5 3.79×10-5 3.23×10-5 
6 1.49×10-5 1.19×10-5 
7 5.82×10-6 5.04×10-6 
8 2.52×10-6 2.80×10-6 
9 9.08×10-7 1.66×10-6 
10 3.85×10-7 1.01×10-6 
 
 
According to Table 5.1, the effect of harmonics on angle estimation decreases as the order of 
harmonics increase.  First, we can see that the angle errors under 59.5 Hz and 60 Hz fundamental 
frequency condition are close to each other. This feature is favorable compared to DFT based 
method, in which the angle error is close to zero but increase dramatically when the frequency 
deviates from 60Hz. More importantly, the effect of harmonics on angle estimation accuracy is 
negligible when the order is greater than 3. As a result, the dynamic phasor is extended to include 
2nd and 3rd order harmonics to improve the estimation accuracy under harmonics condition, and 
the new signal model including 2nd and 3rd order harmonic can be represented as 
 𝑠(𝑡) = 𝐴0(𝑡) 𝑐𝑜𝑠(2𝜋𝑓0𝑡 + 𝜑0(𝑡)) +∑𝐴𝑖(𝑡) 𝑐𝑜𝑠(2𝜋𝑖𝑓0𝑡 + 𝜑𝑖(𝑡))
3
𝑖=2
 (5.3) 
It can be rewritten in terms of complex exponential function as 
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𝑠(𝑡) =
1
2
(𝑃(𝑡)𝑒𝑗2𝜋𝑓0𝑡 + ?̅?(𝑡)𝑒−𝑗2𝜋𝑓0𝑡)
+∑
1
2
(𝑄𝑖(𝑡)𝑒
𝑗2𝜋𝑖𝑓0𝑡 + 𝑄?̅?(𝑡)𝑒
−𝑗2𝜋𝑖𝑓0𝑡)
3
i=2
 
(5.4) 
where 𝑃(𝑡) = 𝐴0(𝑡)𝑒
𝑗𝜑0(𝑡), 𝑄𝑖(𝑡) = 𝐴𝑖(𝑡)𝑒
𝑗𝜑𝑖(𝑡) ; 𝑓0 is the nominal frequency; P̅(t) and 𝑄?̅?  are 
complex conjugates of P(t) and 𝑄𝑖(t), respectively. 
Using quadratic polynomial to approximate𝑃(𝑡), and linear polynomial to approximate 𝑄𝑖(t) 
 {
𝑃(𝑡) ≈ 𝑝0 + 𝑝1𝑡 + 𝑝2𝑡
2
𝑄𝑖(𝑡) ≈ 𝑞𝑖0 + 𝑞𝑖1𝑡
 (5.5) 
The quadratic polynomial can improve the accuracy of the model under off-nominal frequency 
condition and dynamic condition, especially for phase modulation condition. The linear 
polynomial can improve the model accuracy under harmonic condition when the power grid 
frequency deviates from nominal frequency. 
5.3 Angle and frequency estimator 
5.3.1 Angle estimation 
The angle of the input signal is 𝜑0(𝑡) which is included in 𝑃(𝑡), and if the purpose is to estimate 
the angle at 𝑡 = 0, then we can obtain the angle by 
 𝜑0(𝑡)|𝑡=0 = ∠𝑝0 (5.6) 
So the angle can be estimated through 𝑝0. 
In order to estimate 𝑝0, WLS fitting method is used. Assuming (2𝑁ℎ + 1) samples are used for 
angle estimation, and these samples are fitted to the signal model, then we have 
 𝐒 = 𝐁𝐌 (5.7) 
where 
𝐒 = [𝑠(−𝑁ℎ), … , 𝑠(0),… , 𝑠(𝑁ℎ)]′ 
s(j) (j = −𝑁ℎ, … , 𝑁ℎ) is the value of jth sample. 
𝑴 = [𝑝2̅̅ ̅,  𝑝1̅̅̅,  𝑝0̅̅ ̅, 𝑞21̅̅ ̅̅ ,  𝑞20̅̅ ̅̅ ,  𝑞31̅̅ ̅̅ ,  𝑞30̅̅ ̅̅ , 𝑞30, 𝑞31,  𝑞20, 𝑞21, 𝑝0, 𝑝1, 𝑝2  ]′ 
M is a matrix constructed with the coefficients of the quadratic polynomial and linear 
polynomial 
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B corresponds to the relationship between 𝐒 and 𝑴. 
𝑴 = (𝑴𝟏,𝑴𝟐,𝑴𝟑,𝑴𝟒,𝑴𝟓,𝑴𝟔) 
𝑴𝟏 =
(
 
 
 
 
 
 
(−𝑁ℎ)
2𝑒𝑗𝑁ℎ𝜔1
…
(−𝑛)2𝑒𝑗𝑛𝜔1
…
0
…
(𝑛)2𝑒−𝑗𝑛𝜔1
…
(𝑁ℎ)
2𝑒−𝑗𝑁ℎ𝜔1
(−𝑁ℎ)
1𝑒𝑗𝑁ℎ𝜔1
…
(−𝑛)1𝑒𝑗𝑛𝜔1
…
0
…
(𝑛)1𝑒−𝑗𝑛𝜔1
…
(𝑁ℎ)
1𝑒−𝑗𝑁ℎ𝜔1
(−𝑁ℎ)
0𝑒𝑗𝑁ℎ𝜔1
…
(−𝑛)0𝑒𝑗𝑛𝜔1
…
1
…
(𝑛)0𝑒−𝑗𝑛𝜔1
…
(𝑁ℎ)
0𝑒−𝑗𝑁ℎ𝜔1)
 
 
 
 
 
 
   𝑴𝟔 =
(
 
 
 
 
 
 
  (−𝑁ℎ)
0𝑒−𝑗𝑁ℎ𝜔1
…
(−𝑛)0𝑒−𝑗𝑛𝜔1
…
1
…
(𝑛)0𝑒𝑗𝑛𝜔1
…
(𝑁ℎ)
0𝑒𝑗𝑁ℎ𝜔1
(−𝑁ℎ)
1𝑒−𝑗𝑁ℎ𝜔1
…
(−𝑛)1𝑒−𝑗𝑛𝜔1
…
0
…
(𝑛)1𝑒𝑗𝑛𝜔1
…
(𝑁ℎ)
1𝑒𝑗𝑁ℎ𝜔1
(−𝑁ℎ)
2𝑒−𝑗𝑁ℎ𝜔1
…
(−𝑛)2𝑒−𝑗𝑛𝜔1
…
0
…
(𝑛)2𝑒𝑗𝑛𝜔1
…
(𝑁ℎ)
2𝑒𝑗𝑁ℎ𝜔1 )
 
 
 
 
 
 
 
𝑴𝟐 =
(
 
 
 
 
 
 
(−𝑁ℎ)
1𝑒𝑗𝑁ℎ2𝜔1
…
(−𝑛)1𝑒𝑗𝑛2𝜔1
…
0
…
(𝑛)1𝑒−𝑗𝑛2𝜔1
…
(𝑁ℎ)
1𝑒−𝑗𝑁ℎ2𝜔1
(−𝑁ℎ)
0𝑒𝑗𝑁ℎ2𝜔1
…
(−𝑛)0𝑒𝑗𝑛2𝜔1
…
1
…
(𝑛)0𝑒−𝑗𝑛2𝜔1
…
(𝑁ℎ)
0𝑒−𝑗𝑁ℎ2𝜔1)
 
 
 
 
 
 
   𝑴𝟓 =
(
 
 
 
 
 
 
  (−𝑁ℎ)
0𝑒−𝑗𝑁ℎ2𝜔1
…
(−𝑛)0𝑒−𝑗𝑛2𝜔1
…
1
…
(𝑛)0𝑒𝑗𝑛2𝜔1
…
(𝑁ℎ)
0𝑒𝑗𝑁ℎ2𝜔1
(−𝑁ℎ)
1𝑒−𝑗𝑁ℎ2𝜔1
…
(−𝑛)1𝑒−𝑗𝑛2𝜔1
…
0
…
(𝑛)1𝑒𝑗𝑛2𝜔1
…
(𝑁ℎ)
1𝑒𝑗𝑁ℎ3𝜔1 )
 
 
 
 
 
 
 
𝑴𝟐 =
(
 
 
 
 
 
 
(−𝑁ℎ)
1𝑒𝑗𝑁ℎ3𝜔1
…
(−𝑛)1𝑒𝑗𝑛3𝜔1
…
0
…
(𝑛)1𝑒−𝑗𝑛3𝜔1
…
(𝑁ℎ)
1𝑒−𝑗𝑁ℎ3𝜔1
(−𝑁ℎ)
0𝑒𝑗𝑁ℎ3𝜔1
…
(−𝑛)0𝑒𝑗𝑛3𝜔1
…
1
…
(𝑛)0𝑒−𝑗𝑛3𝜔1
…
(𝑁ℎ)
0𝑒−𝑗𝑁ℎ3𝜔1)
 
 
 
 
 
 
   𝑴𝟓 =
(
 
 
 
 
 
 
  (−𝑁ℎ)
0𝑒−𝑗𝑁ℎ3𝜔1
…
(−𝑛)0𝑒−𝑗𝑛3𝜔1
…
1
…
(𝑛)0𝑒𝑗𝑛3𝜔1
…
(𝑁ℎ)
0𝑒𝑗𝑁ℎ23𝜔1
(−𝑁ℎ)
1𝑒−𝑗𝑁ℎ3𝜔1
…
(−𝑛)1𝑒−𝑗𝑛3𝜔1
…
0
…
(𝑛)1𝑒𝑗𝑛3𝜔1
…
(𝑁ℎ)
1𝑒𝑗𝑁ℎ23𝜔1 )
 
 
 
 
 
 
 
where 𝜔1 = 2𝜋𝑓0. 
The best estimate of 𝐌 in WLS sense is given by 
 ?̂?𝑊𝐿𝑆 = (𝐁
′𝑾′𝑾𝐁)−1𝐁′𝐖′𝑾𝐒 (5.8) 
 where 𝑾 is weights of the window, and hanning widow is used in this method. 
Once  ?̂?𝑊𝐿𝑆 is estimated in WLS sense, angle can be computed through 𝑝0. 
5.3.2 Frequency estimation 
Since the frequency is the derivative of angle, a sequence of angles are used to estimate the 
frequency. The angles can be represented by a quadratic polynomial 
 𝜑(𝑖) = 𝜑𝐹0 +𝜑𝐹1 (𝑖 −
(𝑁 + 1)
2
) + 𝜑𝐹2 (𝑖 −
(𝑁 + 1)
2
)
2
 (5.9) 
where N is the number of angles used to estimate frequency, 9 angles are in this method. 
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Least squares fitting method is used to estimate the coefficients of the quadratic polynomial, 
and we can obtain 
 𝝋𝒄𝒐𝒆𝒇 = (𝑴𝒇
′𝑴𝒇)
−𝟏
𝑴𝒇
′𝝋 (5.10) 
where  𝜑𝑐𝑜𝑒𝑓 = [𝜑𝐹0, 𝜑𝐹1, 𝜑𝐹2 ]′. 
𝑀𝑓 is a 9 × 3 matrix, and  
 𝑀𝑓(𝑖, 𝑗) =  (𝑖 −
(𝑁+1)
2
)(𝑗−1) (𝑖 = 1,… ,𝑁, 𝑗 = 1, 2, 3)   
𝜑 = [𝜑(1), … , 𝜑(𝑁)]′   
The frequency at t = 0 can be computed by 
 𝑓𝐹(𝑖)|𝑖=0 = 
𝑓0𝑁𝑠
2𝜋𝑀𝑠𝑎𝑚𝑝
𝜑(𝑖)′|𝑖=0 =
𝑓0𝑁𝑠
2𝜋𝑀𝑠𝑎𝑚𝑝
𝜑𝐹1 (5.11) 
𝑁𝑠 is the number of samples per fundamental cycle, and 𝑁𝑠 is equal to 24 in this method. 𝑀𝑠𝑎𝑚𝑝 
is the number of samples slid by angle estimation window. In order to eliminate the effect of odd 
order harmonics on frequency estimation, a 1/2 fundamental cycle shift is used in the method, so 
𝑀𝑠𝑎𝑚𝑝 is equal to 12. Note that the number of samples slid between windows is very important 
for frequency estimation under harmonics condition. A 1/2 fundamental cycle shift will not cause 
frequency estimation error under odd order harmonics condition since the frequency of the angle 
error caused by kth odd order harmonic satisfies 
 𝑓𝑜ℎ = (𝑘 − 1)𝑓0  (𝑘 = 3, 5, … )  (5.12) 
where 𝑓𝑜ℎ is the frequency of the angle error. 
A 1/2 fundamental cycle window shift can assure 
 𝛿(1) = 𝛿(2) = ⋯ = 𝛿(𝑀) (5.13) 
where 𝛿(𝑖) is the estimation error of 𝜑(𝑖). 
It is worth noticing that the equivalent errors will not incur frequency estimation error using a 
quadratic polynomial since frequency is the derivative of angle. 
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5.4 Angle and frequency performance assessment 
In order to improve the noise rejection performance of the new algorithm, the digital averaging 
filter is used for the new algorithm. The testing conditions for the algorithm assessment are similar 
as 4.4, and FDR algorithm is used for comparison.  
5.4.1 Noise distortion test 
50 dB noisy signal is generated under different fundamental frequency conditions, and the angle 
and frequency errors are shown in Figure 5.1 and Figure 5.2. We can see both the angle and 
frequency estimation accuracy are improved by the new algorithm. 
 
 (a). Angle error  (b). Frequency error 
Figure 5.1 Noise test under 59 Hz condition 
 
 (a). Angle error  (b). Frequency error 
Figure 5.2 Noise test under 60 Hz condition 
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5.4.2 Frequency range test 
As shown the testing results in Figure 5.3, the new algorithm has very good performance under 
a wide frequency range. 
   
 (a). Angle error       (b). Frequency error 
Figure 5.3 Frequency range test 
5.4.3 Harmonic distortion test 
As shown in Figure 5.4, the angle measurement of the new algorithm is not immune to 
harmonics, however the angle errors are very small which are less than 0.005 degree.  
   
 (a). Angle error  (b). Frequency error 
Figure 5.4  Harmonics test under 60 Hz fundamental frequency condition 
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5.4.4 Harmonic distortion test under off-nominal frequency condition 
The testing results of FDR algorithm and new algorithm are shown from Figure 5.5 to Figure 
5.10. We can see that the new algorithm has good angle and frequency estimation accuracy under 
different fundamental frequency conditions. In brief, the angle error of the new algorithm is less 
than 0.1 degree and frequency error is less than 5 mHz. Note that the real power grid signals do 
not have so much harmonic in the simulation, the angle and frequency errors under field condition 
are less than this number. 
 
 (a). Angle error  (b). Frequency error 
Figure 5.5  Harmonics test under 59 Hz fundamental frequency condition 
   
 (a). Angle error  (b). Frequency error 
Figure 5.6 Harmonics test under 59.5Hz fundamental frequency condition 
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 (a). Angle error  (b). Frequency error 
Figure 5.7 Harmonics test under 59.95Hz fundamental frequency condition 
   
 (a). Angle error  (b). Frequency error 
Figure 5.8 Harmonics test under 60.05Hz fundamental frequency condition 
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 (a). Angle error  (b). Frequency error 
Figure 5.9 Harmonics test under 60.5Hz fundamental frequency condition 
 
 (a). Angle error  (b). Frequency error 
Figure 5.10 Harmonics test under 61 Hz fundamental frequency condition 
5.4.5 Frequency ramp test 
Thanks to the dynamic model, the new algorithm has very good accuracy under frequency ramp 
condition as shown in Figure 5.11 and Figure 5.12. The test signal is s(t) = 1 cos(2𝜋(59.5 +
0.5𝑡)𝑡) and s(t) = 1 cos(2𝜋(60.5 − 0.5𝑡)𝑡), 0 ≤ 𝑡 ≤ 1, respectively. 
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 (a). Angle error  (b). Frequency error 
Figure 5.11 Frequency ramp test  
 
 (a). Angle error  (b). Frequency error 
Figure 5.12 Frequency ramp test  
5.4.6 Magnitude modulation test 
As for magnitude modulation test, both the FDR algorithm and new algorithm perform well 
under this condition, and the new algorithm shows better accuracy under this condition.  
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 (a). Angle error  (b). Frequency error 
Figure 5.13 Magnitude modulation test 
5.4.7 Phase modulation test 
As for phase modulation test, the angle measurement of the new algorithm is rather accurate 
compared to FDR algorithm. The frequency accuracy of the new algorithm is about one order of 
magnitude better than FDR algorithm. Note that the frequency accuracy can be improved further 
by reducing the number of angles for frequency estimation or increasing the order of the 
polynomial in (5.9) . However, the frequency accuracy improvement under phase modulation 
condition is at the expense of worse noise rejection performance, so there is a tradeoff for 
frequency accuracy between noise condition and phase modulation condition. 
 
 (a). Angle error  (b). Frequency error 
Figure 5.14 Phase modulation test 
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5.4.8 Composite signal test 
The reference test signal is: 
𝑠(𝑡) = (1 + 0.1 cos(2𝜋2𝑡)) ∗ cos (2𝜋59.5𝑡 + 0.1 cos(2𝜋2𝑡 − 𝜋))+0.1cos (2𝜋 ∗ 2 ∗
59.5𝑡)+ 0.1cos (2𝜋 ∗ 3 ∗ 59.5𝑓𝑡)+50 dB noise 
We can see the new algorithm also has good performance under this condition, especially for 
angle accuracy. 
 
 (a). Angle error  (b). Frequency error 
Figure 5.15 Composite signal test 
5.4.9 Real data test 
In this test, the real data sampled from 120 V distribution level is used for algorithm testing. 
Since there is no true reference for error analysis, the angle difference between the algorithms is 
plotted in Figure 5.16 (a), and the frequency of the two algorithms are plotted in Figure 5.16 (b). 
We can see the maximum angle difference is about 0.3 degree. As for frequency comparison, since 
the signal frequency is close to 60 Hz, both the algorithms have high accuracy and the results of 
the two algorithms almost match each other. 
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 (a). Angle difference  (b). Frequency 
Figure 5.16 Real data test 
5.5 Conclusion 
In this chapter, based on the WLS-TF method, an extended phasor model suitable for power 
grid synchrophasor measurement is proposed. The new algorithm has high angle estimation 
accuracy under all testing conditions and improved frequency estimation accuracy compared to 
FDR algorithm. Different testing conditions following the PMU Standard, harmonic test under off-
nominal frequency condition, and real data test demonstrated that the new algorithm is a promising 
method for angle and frequency estimation at distribution level. 
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Chapter 6 PMU Testing and Calibration of PMU/FDR Testing 
System 
6.1 Introduction of PMU testing system 
As a part of synchrophasor measurement improvement, it is important to build an accurate 
PMU/FDR testing system. UTK and ORNL, as a participating laboratory of PMU metrological 
interlaboratory comparison (PMU ILC) initiated by National Institution of Standard and 
Technology (NIST), built a PMU testing system. The testing system consists of a computer, Power 
System Simulator (PSS), GPS antenna, and PMU under test. The overall structure of the testing 
system is shown in Figure 6.1. 
PC: Errors analysis
  Test control 
GPS
COMTRADE file
Internet (C37.118-2)
PMU under test 
PSS
 
Figure 6.1 Overall structure of PMU testing system 
Doble F6150 is used as the PSS. Doble is synchronized to GPS and controlled by software 
Transwin to generate accurate three-phase voltage and three phase current signals for PMU under 
test. 
On the computer, there are four software: 
1) Matlab: Generate reference testing signal for PMU in COMTRADE file format. 
2) Transwin: Import COMTRADE file and generate reference signals for PMU under test. 
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3) Open PDC: Receive PMU measurement data in C37.118.2-2011 data format. 
4) Error analysis software: calculate the errors of the PMU measurement data. 
More than 600 tests have been tested on a commercial PMU at the UTK/ORNL: 
1) Preliminary test including different nominal frequency (50Hz/60Hz), and different 
reporting rate. 
2) Steady-state compliance test including signal frequency range, signal magnitude 
(voltage/current), harmonic distortion, and out-of-band interference. 
3)  Dynamic compliance test including amplitude modulation, phase modulation, frequency 
ramp, and step change in phase/magnitude. 
6.2 Calibration of PMU testing system 
The PMU testing results at UTK/ORNL are compared to the testing results at NIST. Figure 6.2 
shows the total vector error (TVE), phase angle error, and frequency error of the PMU under 
frequency range test. The green curves represents the testing result at UTK/ORNL, and the blue 
curves represents the testing results at NIST.  We can see that the testing results at UTK/ORNL 
are not consistent with the testing results at NIST for both TVE and phase angle. 
The testing results under frequency ramp test are summarized in Table 6.1. It can also be seen 
that the testing results at UTK/ORNL are inconsistent with those at NIST including TVE, phase 
angle error, and frequency error. It should be noted that the PMU under test in this Chapter is 
not traceably calibrated and all the data from NIST is unofficial, and the data is only for 
research purpose. 
Table 6.1 PMU error under frequency ramp test 
 TVE (%) Maximum angle error 
(degree) 
Maximum frequency error 
(Hz) 
UTK/ORNL 0.3275 0.4906 0.0513 
NIST 0.2462 0.2487 0.0456 
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(a). TVE 
 
 (b). Phase angle error  
 
(c). Frequency error 
Figure 6.2 PMU error under frequency range test 
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Since frequency errors at UTK/ORNL and NIST are close to each other but the TVE and phase 
angle errors are different under frequency range test, it is reasonable to assume the signal generated 
by Doble is delayed. This assumption can explain why the frequency errors at UTK/ORNL and 
NIST under frequency range test are close because frequency is the derivate of the angle and time 
delay of Doble will only cause a dc offset error for angle under frequency range condition. 
However, the frequency estimation will be affected by the time delayed signal under frequency 
ramp condition because frequency is a function of time under this condition, so we can see that the 
frequency errors at UTK/ORNL are different from those at NIST. 
To verify the hypothesis, assuming the ideal signal generated by Doble under frequency range 
test is 
 𝑆𝑖𝑔𝑖𝑑𝑒𝑎𝑙 = 𝐴𝑐𝑜𝑠(2𝜋𝑓𝑡 + 𝜃) (6.1) 
Because of time delay caused by Doble, the actual signal generated by Doble is 
 𝑆𝑖𝑔𝑎𝑐𝑡𝑢𝑎𝑙 = 𝐴𝑐𝑜𝑠(2𝜋𝑓(𝑡 − 𝑡𝑑) − 𝜃𝑑 + 𝜃) (6.2) 
Then, the angle error caused by Doble is 
 𝐴𝑛𝑔𝐸 = 𝑆𝑖𝑔𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑆𝑖𝑔𝑖𝑑𝑒𝑎𝑙 = −2𝜋𝑓𝑡𝑑 − 𝜃𝑑  (6.3) 
As a result, all the time dependent measurement data will be affected by the time delay of the 
signal. The time delay of Doble will result in inaccurate phasor error and TVE analysis under all 
the testing conditions, and inaccurate frequency errors analysis under some dynamic conditions 
including frequency ramp and phase modulation conditions. Since the errors caused by time delay 
is large, 𝑡𝑑 and 𝜃d must be known and compensated to improve the accuracy of the PMU testing 
system. 
As indicated in (6.3), the angle error caused by Doble is a function of the signal frequency, 𝑡𝑑, 
and 𝜃𝑑 , so if we know the signal frequency and the angle error caused by Doble under some 
different frequency conditions, it is possible to calculate 𝑡𝑑 and 𝜃𝑑. Figure 6.3 shows the angle 
errors of the PMU under frequency range test (55Hz to 65 Hz) at UTK/ORNL and NIST, 
respectively. Ang3 and Ang1 are the angle errors of the PMU under 55 Hz condition at 
UTK/ORNL and NIST, respectively, we can have 
 𝐴𝑛𝑔3 − 𝐴𝑛𝑔1 = −2𝜋55𝑡𝑑 − 𝜃𝑑  (6.4) 
Similarly, under 65 Hz condition, we have 
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 𝐴𝑛𝑔4 − 𝐴𝑛𝑔2 = −2𝜋65𝑡𝑑 − 𝜃𝑑  (6.5) 
Then 𝑡𝑑 and 𝜃𝑑 can be computed by 
 {
𝑡𝑑_𝑐𝑎𝑙 =
(𝐴𝑛𝑔3 − 𝐴𝑛𝑔1) − (𝐴𝑛𝑔4 − 𝐴𝑛𝑔2)
2𝜋10
𝜃𝑑_𝑐𝑎𝑙 = −
65(𝐴𝑛𝑔3 − 𝐴𝑛𝑔1) − 55(𝐴𝑛𝑔4 − 𝐴𝑛𝑔2)
10
 (6.6) 
The computed 𝑡𝑑_𝑐𝑎𝑙 and 𝜃𝑑_𝑐𝑎𝑙 are compensated in the signal generated in Doble. As a result, 
the signal generated by Doble has no time delay. In the following section, the testing results of 
UTK/ORNL will be compared to the results of NIST to verify the performance of the calibration 
method.  
 
Figure 6.3 Angles for PSS calibration 
6.3 Testing results 
The PMU was tested again using the compensated signal, and the testing results are shown from 
Figure 6.4 to Figure 6.6. Figure 6.4 shows the testing results under frequency range test, the 
maximum TVE difference between UTK/ORNL and NIST is less than 0.02%, the angle difference 
is less than 0.02 degree, and the frequency difference is less than 0.0015 Hz. 
Figure 6.5 shows the testing results under phase modulation condition, and the modulation 
index is 0.1 and the phase modulation varies from 0.1 Hz to 4.9 Hz. The maximum TVE difference, 
maximum angle error difference, and frequency error difference are less than 0.015%, 0.015 
degree, and 0.002 Hz. The differences are small so that they can be ignored. 
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(a). TVE 
  
(b). Phase angle error 
 
(c). Frequency error 
Figure 6.4 Frequency range test 
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(a). TVE 
 
(b). Phase angle error 
 
 
(c). Frequency error 
Figure 6.5 Phase modulation test 
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Figure 6.6 shows the testing results under magnitude modulation condition, and the modulation 
index is 0.1 and the magnitude modulation frequency varies from 0.1 Hz to 4.9 Hz. The maximum 
TVE difference, maximum angle error difference, frequency error difference are less than 0.025%, 
0.025 degree, and 0.001 Hz. The testing results at UTK/ORNL and NIST are very close to each 
other. 
Table 6.2 shows the testing results under frequency ramp test, and the frequency ramps from 
55 Hz to 65 Hz at a rate of 1Hz/s. Compared to Table 6.1, we can see the testing results are 
UTK/ORNL are much closer to the testing results at NIST. 
Table 6.2 Frequency ramp test 
 TVE (%) 
Maximum angle 
error (degree) 
Maximum frequency 
error (Hz) 
NIST 0.2462 0.2487 0.0456 
UTK/ORNL 0.2450 0.2407 0.0459 
In conclusion, the time delay compensation method proposed in this chapter can greatly 
improve the accuracy of the signal generated by Doble. The PMU testing results under both steady-
state and dynamic conditions are compared to the testing results at NIST to verify the capability 
of PMU testing system. 
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(a). TVE 
 
(b). Phase angle error 
 
(c). Frequency error 
Figure 6.6 Magnitude modulation test 
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6.4  Performance of the PMU under test 
In this section, the measurement accuracy of the PMU under test is shown. It should be noted 
again that the PMU under test is not traceably calibrated.  
NOMENCLATURE 
𝐓𝐕𝐄 : Total vector error 
MaxTVE_VX(X = A, B, C, +): Maximum voltage TVE of phase A, B, C, and positive sequence 
MaxTVE_IX(X = A, B, C, +): Maximum current TVE of phase A, B, C, and positive sequence 
Min_FE: Minimum frequency errors 
Max_FE: Maximum frequency errors 
Min_RFE: Minimum rate of change of frequency errors 
Min_RFE: Minimum rate of change of frequency errors 
Note: The red curves represents the error limits according to IEEE PMU Standard. 
6.4.1 Frequency range test 
Figure 6.7 shows the measurement accuracy under frequency range test. We can see the PMU 
can meet the TVE requirement. However, the frequency and rate of change of frequency 
measurements do not comply with the Standard. The maximum frequency error is 0.04 Hz, and 
the maximum ROCOF error is 2.31 Hz/s. They are much higher than Standard requirements. 
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                 (a). Voltage TVE                                                    (b). Current TVE  
 
                        (c). Frequency error                                             (d). ROCOF error 
Figure 6.7 Frequency range test 
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6.4.2 Harmonic distortion test 
Figure 6.8 shows the measurement accuracy under harmonic distortion test. We can see the 
PMU can meet the all the requirements in the Standard. It should be noted that in this test, the 
fundamental frequency is equal to 60Hz, and the frequencies of all the harmonic components are 
integer multiples of 60. 
 
 
                            (a). Voltage TVE                                                    (b). Current TVE 
  
(c). Frequency error                                             (d). ROCOF error 
Figure 6.8 Harmonic distortion test 
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6.4.3 Out of band interference test 
Figure 6.9 to Figure 6.11 shows the measurement errors under out-of-band interference test. 
We can see under the tests, the TVE can comply with the Standard. However, the frequency, and 
particularly ROCOF failed to pass the Standard. 
 
   
(a). Voltage TVE                                                    (b). Current TVE 
 
   
(c). Frequency error                                             (d). ROCOF error 
Figure 6.9 Out of band interference test under 57 Hz. 
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(a). Voltage TVE                                                    (b). Current TVE 
              
(c). Frequency error                                             (d). ROCOF error 
Figure 6.10 Out of band interference test under 60 Hz. 
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(a). Voltage TVE                                                    (b). Current TVE 
    
(c). Frequency error                                             (d). ROCOF error 
Figure 6.11 Out of band interference test under 61.5 Hz. 
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6.4.4 Magnitude modulation test 
Figure 6.12 shows the measurement errors under magnitude modulation test. We can see that 
the PMU under test can pass the standard easily with a large margin. 
 
      
(a). Voltage TVE                                                    (b). Current TVE 
            
(c). Frequency error                                             (d). ROCOF error 
Figure 6.12 Magnitude modulation test 
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6.4.5 Phase modulation test 
Figure 6.13 shows the measurement errors under phase modulation test. We can see that the 
voltage TVE and current TVE can pass the Standard. The frequency and ROCOF errors increase 
dramatically with the increase of modulation frequency, and they can pass the Standard but with a 
little margin.   
 
 
  
(a). Voltage TVE                                       (b). Current TVE 
       
(c). Frequency error                                             (d). ROCOF error 
Figure 6.13 Phase modulation test 
6.4.6 Summary 
C37.118.1-2011 compliance of the PMU under test is shown in Table 6.3 and Table 6.4. The 
nominal frequency is 60 Hz and the reporting rate is 60Hz. In the tables, P means pass the PMU 
Standard, F means fail to pass the PMU Standard, and M means the magnitude percentage of the 
voltage or current signal. We can see that the PMU under test could pass the TVE requirement in 
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most conditions. However, the FE and REF of the PMU under test failed in several conditions 
including frequency range test, magnitude modulation, out-of-band test, and frequency ramp test. 
In fact, the PMU Standard C37.118.1-2011 is too strict for PMU vendors to pass, an amendment 
version of PMU Standard, which is C37.118.1a-2014 was published in 2014. In the amendment 
[27], the measurement accuracy requirement for frequency and ROCOF was reduced. 
Table 6.3 PMU Standard compliance of PMU under steady-state condition 
Steady State Test 
Frequency range test Signal magnitude test 
Harmonic 
distortion test 
Out of band test 
TVE FE RFE TVE FE RFE TVE FE RFE TVE FE RFE 
V P 
Δf≤1.4: P 
Δf>1.4: F 
F 
V P 
M=10%: F  F 
V P 
P P 
V P 
F F 
I P I P I P I P 
Table 6.4 PMU Standard compliance of PMU under dynamic condition 
Dynamic State Test 
Amplitude modulation test 
Phase modulation 
test 
Frequency ramp test Step test 
TVE FE RFE TVE FE RFE TVE FE RFE RT DT OS 
V P 
P P 
V P 
P P 
V P 
F F P P P 
I P I P I P 
 
6.5 Conclusion 
In this chapter, the PMU testing system in UTK/ONRL was introduced. Collaborating with 
NIST, a PMU was tested in the laboratory. The testing results are compared with the results from 
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NIST. Based on the comparison results, a calibration was proposed to calibrate the PMU testing 
system in UTK/ORNL. The new testing results demonstrated that the calibration method can 
effectively calibrate the PMU testing system in UTK/ORNL. 
The measurement accuracy of the PMU under test was evaluated by the PMU testing system in 
UTK/ORNL. The testing results show that the current PMU Standard is very hard to pass, 
particularly for frequency and ROCOF measurement. In the latest PMU Standard C37.118.1a-
2014, which is an amendment to C37.118.1-2011, the measurement accuracy requirements are 
decreased. 
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Chapter 7 Development of Universal Grid Analyzers 
7.1 Introduction 
To better understand the power grid dynamics and power quality at the distribution level, a 
concept of “Universal Grid Analyzers (UGA)” was proposed. The UGA is a real-time, highly 
accurate, and GPS synchronized power grid monitoring device used at distribution level. They can 
function as a power quality analyzer by performing harmonics measurement, voltage sag and swell 
detection. They can also be used as a FDR at the distribution level. Moreover, as discussed in 
Chapter 4, the noise can cause phasor estimation errors, and this is not discussed in the PMU 
Standard. Therefore, to better understand the noise of power grid signals at the distribution level, 
the noise analysis function is developed for the UGA to analyze the power grid signals at 
distribution level. This function can provide important information for analyzing true 
synchrophasor measurement errors at the distribution level.  
In this chapter, the hardware architecture of the UGA is introduced first. The adaptive 
synchronous sampling architecture is presented in 7.2.  The software architecture and algorithm 
are introduced in 7.3. The UGA data format and server is presented in 7.4. Experimental results 
are shown and discussed in 7.5. At last, a method that can further verify the effect of noise on 
measurement accuracy is introduced in 7.6. 
A photo of the prototype UGA is shown in Figure 7.1. The hardware of the prototype UGA is 
based on the new FDR, but with new software. It mainly consists of a power module, a data 
acquisition module, a GPS receiver, a digital signal processor (DSP), An ARM microprocessor, 
An Ethernet transceiver, and an LCD.  Figure 7.2 shows the hardware architecture of the UGA. 
The voltage transducer takes an analog voltage signal from a 120V wall outlet and converts it to 
ADC acceptable voltage level. The anti-aliasing filter eliminates the high frequency components, 
and the analog to digital converter (ADC) transforms the analog signal to digital data. The DSP is 
used to provide synchronous sampling conversion signal that is synchronized to coordinated 
universal time (UTC) for ADC. All the measurement functions are also implemented on the DSP. 
The measurement data from the DSP are transmitted to the ARM through Serial Peripheral 
Interface (SPI), and then they are time stamped by the ARM. The data are then transmitted to the 
Ethernet receiver and sent to UGA server via the Internet. 
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Figure 7.1 A photo of the prototype UGA 
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Figure 7.2 Flowchart of the UGA 
7.2 Adaptive synchronous sampling architecture 
Synchrophasor measurement is one of UGA’s core functions, and highly accurate synchronous 
sampling is at the heart of the hardware and crucial to phasor measurement accuracy. Different 
synchronous sampling methods have been proposed [55]-[57]; Phase-locked loop (PLL) is one of 
the common methods. In order to achieve PLL, an extra chip such as an FPGA or CPLD is usually 
required, and it is difficult to change sampling frequency in real-time. In the UGA, a method is 
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proposed to achieve accurate and flexible synchronous sampling based on existing hardware of the 
UGA without adding extra hardware devices.  
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Figure 7.3 Adaptive synchronous sampling architecture 
Figure 7.4 Illustration of synchronous sampling 
Figure 7.3 shows the hardware architecture of the method. The proposed synchronous sampling 
method only uses a pulse per second (PPS) signal from the GPS receiver, a 50 MHz oscillator, and 
a DSP. The PPS signal is used to initiate an analog to digital conversion through the conversion 
start pin (CNVST) of the ADC at the beginning of each second; this ensures that the time of first 
sample in each second is aligned to PPS. From the second sample to last sample in one second, the 
CNVST of ADC is generated by the interrupt of a timer in DSP. Since the time of the first sample 
is aligned to the PPS signal, synchronous sampling can be achieved by controlling the time interval 
1st sample
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between two consecutive samples as shown in Figure 7.4. The time interval can be controlled by 
modifying the value of Period Register (PR) of the timer, 
 ∆𝑡𝑖−1 =
𝑁𝑖
𝑓𝑜𝑠𝑐
, 𝑖 = 2,… , 𝐹𝑠 (7.1) 
where ∆𝑡𝑖−1 is the time interval between (i-1)th and ith samples. 𝑁𝑖 is the value of PR, 𝑓𝑜𝑠𝑐 is the 
estimated clock frequency of the oscillator, 𝐹𝑠 is the number of samples in one second.  
In practical implementation, the clock frequency of the oscillator is not a constant number and 
may vary with temperature, and value of PR must be an integer. As a result, actual sampling rate 
is probably not exactly equal to the ideal sampling rate 𝐹𝑠. For example, if a 50 MHz oscillator is 
used in the UGA, and the actual frequency of this oscillator is about 49999454 Hz. If a sampling 
rate of 5.76 kHz is required, then the value of PR is 
 𝑁𝑃𝑅 =
𝑓𝑜𝑠𝑐
𝐹𝑠
=
49999454
5760
≈ 8680.46076389 (7.2) 
Note that the ideal period register value 𝑁𝑃𝑅 is not an integer, and using either 8680 or 8681 
will cause sampling error. If 8680 is used, the sampling error of 𝑖𝑡ℎ sample in one second is 
 𝑇𝑒𝑖 =
𝑁𝑃𝑅 − 8680
𝑓𝑜𝑠𝑐
× (𝑖 − 1) =
0.46076389
49999454
× (𝑖 − 1), i ≤ 𝑛 ≤ 5760 (7.3) 
The sampling error of the last sample of one second is 
 𝑇𝑒5760 =
0.4607638
49999454
× 5759 ≈ 53.07 (μs) (7.4) 
The angle error caused by 53.07 µs error for 60Hz power system is 53.07 × 10−6 × 360 ×
60° = 1.1463°, which exceeds the 1% TVE requirement in the PMU Standard. 
In order to achieve accurate sampling frequency, it is first important to accurately measure the 
oscillator frequency 𝑓𝑜𝑠𝑐. In the proposed method,  𝑓𝑜𝑠𝑐 is monitored in real-time using PPS signal 
and a counter in the DSP as shown in Figure 7.3. The counter is triggered by the rising edge of one 
PPS signal, and stopped by the rising edge of a following PPS signal. Assuming the time between 
two consecutive PPS signals is one second, then the value of the counter is equal to oscillator 
frequency. Note that as the oscillator frequency is monitored and updated every second, the 
temperature sensitivity of the oscillator will not affect the sampling accuracy. 
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More importantly, ideally 𝑁𝑃𝑅 is probably not an integer. Although 𝑁𝑖  must be an integer at 
every sample point, the average value of 𝑁𝑖 in one second can be a non-integer by alternating two 
consecutive integers at a certain proportion. Assuming 𝑁𝐿 is the nearest integer towards minus 
infinity of 𝑁𝑃𝑅, and 𝑁𝐻 is the nearest integer towards infinity of 𝑁𝑃𝑅, which is 8680 and 8681, 
respectively, in the UGA. For each sample in one second, either 𝑁𝐿 or 𝑁𝐻 is used as the value of 
PR. The criteria to select 𝑁𝐿 or 𝑁𝐻 is 
𝑁𝑖 =
{
 
 
 
 
 
 
 
 
𝑁𝐿         (𝑖𝑓 |∑(𝑁𝑘)
𝑖−1
𝑘=2
+ 𝑁𝐿 − (𝑖−1)𝑁𝑃𝑅| < |∑(𝑁𝑘)
𝑖−1
𝑘=2
+ 𝑁𝐻 − (𝑖 − 1)𝑁𝑃𝑅|)
𝑁𝐻         (𝑖𝑓 |∑(𝑁𝑘)
𝑖−1
𝑘=2
+ 𝑁𝐿 − (𝑖 − 1)𝑁𝑃𝑅| ≥ |∑(𝑁𝑘)
𝑖−1
𝑘=2
+ 𝑁𝐻 − (𝑖 − 1)𝑁𝑃𝑅|)
𝑟𝑜𝑢𝑛𝑑 (
𝑓𝑜𝑠𝑐
𝐹𝑠
)                                                                                                       , 𝑖 = 2
  , 𝑖 ≥ 3 (7.5) 
where 𝑁𝑖  is the actual value of PR for 𝑖𝑡ℎ sample in one second. 𝑟𝑜𝑢𝑛𝑑 (
𝑓𝑜𝑠𝑐
𝐹𝑠
) rounds 
𝑓𝑜𝑠𝑐
𝐹𝑠
 to 
nearest integer for the second sample in one second. From the third sample to last sample in one 
second, the value of PR is selected by comparing |∑ (𝑁𝑘)
𝑖−1
𝑖=2 + 𝑁𝐿 − (𝑖−1)𝑁𝑃𝑅| with |∑ (𝑁𝑘)
𝑖−1
𝑖=2 +
𝑁𝐻 − (𝑖 − 1)𝑁𝑃𝑅|. The criteria can insure that maximum sampling error of all the samples in one 
second is less than  1 2𝑓𝑜𝑠𝑐⁄ . Figure 7.5 (a) shows the first twenty  𝑁𝑖 in one second, we can see 
that the 𝑁𝑖 alternates between 8680 and 8681. Figure 7.5 (b) shows the sampling errors of all the 
samples in one second, and it can be seen that sampling error does not accumulate over time, and 
the maximum sampling error is less than 1 2𝑓𝑜𝑠𝑐⁄ ≈ 10 (𝑛𝑠). The angle error caused by 10 ns error 
is only 10 × 10−9 × 360 × 60° ≈ 0.0002°. 
Another factor that affects the accuracy of synchronous sampling is signal to noise ratio (SNR) 
of the sampling circuit. In the prototype UGA, a 16-bit SAR ADC with ultrahigh precision bandgap 
voltage reference is used instead of a 14-bit ADC with internal voltage reference that is used in 
FDRs. The SNR of the sampling circuit can be improved from 78 dB to 90 dB theoretically. 
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                                 (a). 𝑁𝑖                                      (b). Sampling errors in one second 
Figure 7.5 𝑁𝑖 and sampling errors 
7.3 Software architecture and algorithms of the UGA 
The embedded microprocessors of the UGA consist of an ARM and a DSP.  Basically, the 
ARM receives the measurement results from the DSP, parses timing information from the GPS 
receiver, wraps the measurements and time stamps, and then sends the data to the Ethernet 
transceiver. The DSP is mainly used for measurement and synchronous sampling. The ARM and 
DSP program flowcharts are shown in Figure 7.6 and Figure 7.7, respectively. 
The 𝑚𝑎𝑖𝑛 () loop of ARM program starts with initializing the variables and peripherals before 
repeating the infinite loop that checks the status of the 𝐻𝑎𝑣𝑒𝑁𝑒𝑤𝐷𝑎𝑡𝑎𝐹𝑙𝑔 variable, which is set 
to true by the SPI interrupt upon the arrival of a new measurement data transmitted from the DSP. 
There is another infinite loop to wait the recovery of the GPS signal. When the 
𝐻𝑎𝑣𝑒𝑁𝑒𝑤𝐷𝑎𝑡𝑎𝐹𝑙𝑔 variable is refreshed by the SPI interrupt service routine (ISR) and 
𝐺𝑃𝑆_𝑆𝑡𝑎𝑡𝑢𝑠 is set to be ready, the ARM program generates the newest data package. Then, the 
packet is sent to the Ethernet transceiver, which is the module to send the data to the UGA server 
via the Internet.  
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SPI Interrupt Read new data  from DSP 
 HaveNewDataFlg = 
TRUE;
PPS Interrupt Determine GPS status
 GPS_Status;
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geography information
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Figure 7.6 ARM program flowchart of the UGA 
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Figure 7.7 DSP program flowchart of the UGA 
There are two major parts of the DSP program, the ISR and the main function, respectively. 
The PPS & timer interrupt routine generates sampling conversion signal CNVST for the ADC. 
The ADC interrupt transmits sample data to a data queue with one second data size in the DSP, 
and 𝑆𝑎𝑚𝑝𝑙𝑒_𝑃𝑡𝑟 is a pointer that points to the newest sample. DSP resets  𝑆𝑎𝑚𝑝𝑙𝑒_𝑃𝑡𝑟 to 0 at the 
beginning of each second. The 𝑚𝑎𝑖𝑛()  loop runs continuously, and executes different 
measurement function by comparing 𝑆𝑎𝑚𝑝𝑙𝑒_𝑃𝑡𝑟 with two constants: 𝐶𝑜𝑛𝑠𝑡_𝑆𝑉 and 𝐶𝑜𝑛𝑠𝑡_𝑁𝐻. 
The program will execute synchrophasor measurement, voltage sag and swell detection functions 
when 𝑆𝑎𝑚𝑝𝑙𝑒_𝑃𝑡𝑟 is equal to constant 𝐶𝑜𝑛𝑠𝑡_𝑆𝑉, and noise analysis and harmonics measurement 
functions when 𝑆𝑎𝑚𝑝𝑙𝑒_𝑃𝑡𝑟  is equal to constant 𝐶𝑜𝑛𝑠𝑡_𝑁𝐻 . In the UGA, synchrophasor 
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measurement and voltage sag and swell detection functions are executed once every 0.1 second, 
so 
 Const_SV = 0.1𝑓𝑠 × 𝑖       , 𝑖 = 0,… , 9 (7.6) 
Noise analysis and harmonics measurement functions are executed once every second, so 
 Const_NH = 0.5𝑓𝑠 (7.7) 
The two functions are executed at 0.5 second of each second.  
A. Noise analysis and harmonics measurement 
As the noise and harmonics analysis method presented in 4.1, the modified periodogram method 
is adopted to calculate power spectral density (PSD) of the power grid signal in frequency domain 
and implemented in DSP. The equation used to calculate PSD is 
 𝑃𝑥𝑥 (
𝑘
𝑁
) =
1
𝑁
|∑ ℎ(𝑛)𝑥(𝑛)𝑒−𝑗2𝜋𝑛𝑘/𝑁
𝑁−1
𝑁=0
|
2
,    𝑘 = 0, 1, … ,𝑁 − 1 (7.8) 
  
In the UGA, 0.5 second data is used as the window size, so 𝑁 is equal to 𝑓𝑠/2 and the frequency 
resolution is 2 Hz. As a result, the 𝑖𝑡ℎ order of harmonics can be obtained by substituting  𝑘 with 
(30𝑖 + 1) in (7.8). 
B. Voltage sag/swell detection 
The voltage sag and swell is defined in IEC 61000-4-30 [58], In the UGA, the method 
recommended in the Standard is adopted to detect voltage sag and swell. The RMS of voltage 
signal is calculated every half fundamental frequency cycle, which is represented by 
 𝑈𝑅𝑀𝑆 = √
1
𝑁𝑅𝑀𝑆
∑ 𝑥𝑖2
𝑁𝑅𝑀𝑆
𝑖=1
 (7.9) 
where 𝑁𝑅𝑀𝑆 is the number of samples used for RMS calculation, and it is equal to half of number 
of samples in per fundamental frequency cycle. The sliding window of RMS calculation is also 
equal to 𝑁𝑅𝑀𝑆. As a result, the RMS of voltage signal is calculated 120 times for 60Hz grid. Flags 
are used to indicate the occurrence of voltage sag or swell. Each voltage sag and swell flag is one 
byte. The first two bits are starting bits, and they are equal to 11, the following six bits indicate the 
status of voltage sag and swell. 0 means that no voltage sag or swell occurs, and 1 means voltage 
sag or swell occurs. Figure 7.8 shows an example of the flags for six cycles of data. The nominal 
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voltage is 120V. The voltage sag threshold is 110V, and the voltage swell threshold is 130V. When 
the voltage is less than 110V, the voltage sag flag is 1, otherwise it is 0. When the voltage is greater 
than 130V, the voltage swell flag is 1, otherwise it is 0. As shown in Figure 7.8, the voltage sag 
flag is 0xfc, 0xc0, and the voltage swell flag is 0xc0, 0xcf. 
 
Figure 7.8 Flag of voltage sag and swell. 
7.4 UGA data format and UGA server 
7.4.1 UGA data format 
The UGA data is transmitted from UGA to UGA server through Ethernet. The data rate is 10Hz 
per second. Figure 7.9 shows an example of the UGA data in one second. The data frame is divided 
into five segments. The first segment is the Unit ID, which is “1” in the example; The second 
segment is the time information. For example, 101414 190717 1 means 19:07:17.1, Oct. 14, 2014. 
The third segment represents the synchrophasor results, and the four columns in this segment 
represent first frequency, second frequency, voltage magnitude, and voltage phase angle, 
respectively. The fourth segment includes the harmonics and THD. The first eight data frames of 
one second data include 3rd, 5th, 7th, 9th, 11th, 13th, 15th order of harmonics, and THD respectively. 
The last two samples are reserved. As shown in Figure 7.9, the 3rd, 5th, 7th, 9th, 11th, 13th, and 15th 
order of harmonics is 0.42%, 1.45%, 0.22%, 0.06%, 0.23%, 0.04%, and the THD is 1.56%. The 
fifth segment is the voltage sag and swell flags. The first two columns are voltage sag flags, and 
the last two columns are voltage swell flags. Since there are six cycles in per 0.1 second and voltage 
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magnitude is calculated 12 times in this period, two bytes are needed to indicate the status of 
voltage sag and swell, respectively in per 0.1 second. 
 
Figure 7.9 UGA data format 
7.4.2 UGA server 
In order to test the communication of prototype UGA, a UGA server was developed using 
Python. The server parses the UGA data in real-time and save the data in txt file. Figure 7.9 shows 
an example of the UGA data in txt file. The python code is given in Appendix B. 
7.5 Testing of prototype UGA 
A prototype UGA was built and tested in Power IT Laboratory. The test includes synchrophasor 
measurement accuracy, noise analysis, voltage sag/swell, and harmonics measurement. 
7.5.1 Synchrophasor measurement accuracy 
The accuracy of the proposed synchronous sampling method was analyzed in 7.2. Since the 
accuracy of synchronous sampling affects synchrophasor measurement accuracy, the angle and 
frequency measurement errors using the adaptive synchronous sampling method and manual-
calibration synchronous sampling method [34] are compared. In order to compare the results in 
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detail, the angle and frequency is calculated at a rate of sampling rate, which means that the 
reporting rate of the angle and frequency is equal to sampling rate. In this test, the sampling rate 
is 1440 Hz/s. The testing results are shown in Figure 7.10. Table 7.1 summarizes the standard 
deviation (STD) and maximum errors. 
 
           
                                (a). Angle errors                                        (b). Frequency errors 
Figure 7.10 Comparison of manual calibration and adaptive synchronous sampling method  
According to the results shown in Figure 7.10 and Table 7.1, we can see that the adaptive 
synchronous sampling method and new sampling circuit greatly reduced the measurement errors. 
More importantly, obvious frequency and angle error spikes occur once every second for manual 
calibration method due to accumulated sampling errors in one second. In contrast, the adaptive 
synchronous sampling method can greatly reduce the spikes. 
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Table 7.1 Comparison of manual calibration and adaptive synchronous sampling method 
Device under test 
Angle errors (degree) 
Frequency errors 
(mHz) 
STD MAX STD MAX 
Manual calibration 0.0378 0.0937 1E-3 4.94 
Adaptive synchronous 
sampling method 
0.0012 0.0049 2.8E-5 0.15 
 
Furthermore, the UGA is compared to a commercial PMU. Since the commercial PMU cannot 
output the results at a rate equal to sampling rate, 10 Hz reporting rate is used for comparison. 
Figure 7.11 shows the measurement errors of the UGA and PMU, we can see that the measurement 
accuracy of the UGA outperforms the PMU, though the UGA uses only single phase signal for 
calculation and PMU normally uses three phase signals. Note that for the commercial PMU under 
test, we can still see the frequency and angle spike at the end of each second while the spikes are 
much smaller in the UGA. 
     
                   (a). Angle errors                                            b). Frequency errors 
Figure 7.11 Angle and frequency errors of the UGA and PMU 
The requirement of maximum frequency measurement errors is 5 mHz in the PMU Standard. 
The frequency measurement errors due to the hardware and synchronous sampling of UGA are 
much lower than the requirement.  In addition, the PMU Standard does not have an angle 
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measurement accuracy requirement, and TVE is used instead for phasor measurement accuracy. 
The corresponding TVE error caused by 0.0049 degree angle error of the UGA is 
 𝑇𝑉𝐸 = √
(cos 0.0049 − 1)2 + (sin0.0049)2
1
≈ 0.0086% (7.10) 
Compared to the 1% TVE requirement in the PMU Standard, the TVE error of the UGA is very 
low. Thus, the hardware platform of the UGA provides the potential to develop a highly accurate 
synchrophasor measurement device that far exceeds the accuracy requirements in the PMU 
Standard in the future. 
7.5.2 Noise analysis  
The UGA was connected to a 120V outlet in the laboratory to analyze power grid signals at 
distribution level.  
Figure 7.12 (a) shows PSD of the power grid signal, and we can see that the power grid signal 
contains noise as well as 60 Hz components and harmonic components. To study the effect of 
noise and harmonics on measurement accuracy, the noise and harmonics of the power grid signal 
are calculated by the noise analysis function, then the same amount of noise and harmonics are 
used to generate an artificial signal with known fundamental frequency component, which is 
 𝑆𝑖𝑔 = 𝐴0 cos(2𝜋𝑓0 + 𝜑0) + ∑ 𝐴𝑖 cos(2𝜋𝑖𝑓0 + 𝜑𝑖)
𝑁
𝑖=2 + 𝜔(𝑡)  (7.11) 
where 𝐴0 cos(2𝜋𝑓0 + 𝜑0)  is the fundamental frequency component. 𝐴0 , 𝑓0 , and 𝜑0  are 
predetermined parameters.  𝐴𝑖 cos(2𝜋𝑖𝑓0 + 𝜑𝑖) is the 𝑖𝑡ℎ-order harmonic component, and 𝜔(𝑡) is 
the noise of the power grid signal.  𝐴𝑖 and 𝜔(𝑡) are obtained by noise analysis function, and phase 
angle 𝜑𝑖  is a random number between 0 to 2𝜋. In order to verify that the artificial signal can 
represent the original power grid signal, the PSD of the artificial signal is compared to the PSD of 
the original power grid signal, and results are shown in Figure 7.12 (b). We can see that the PSD 
of the artificial signal can match the original power grid signal well. Then, the frequency and angle 
of the artificial signal are estimated by the UGA’s synchrophasor measurement algorithm. Since 
the frequency and angle of the artificial signal are known parameters, it is easy to calculate the 
frequency and angle estimation errors, and the errors are shown in Figure 7.13. We can see that 
the angle and frequency measurement errors of the UGA in the field application are about 0.01 
degree and 0.4 mHz, respectively. 
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 (a). PSD of power grid signal  (b). PSD of power grid signal and artificial signal 
Figure 7.12 PSD of power grid signal 
 
 (a). Angle errors (b). Frequency errors 
Figure 7.13 Synchrophasor measurement errors in field application 
7.5.3 Harmonics measurement 
Harmonics are computed by the noise analysis function as well. Generally, it is challenging to 
measure the harmonics accurately when the power grid frequency deviates from nominal 
frequency (50Hz or 60Hz) due to spectrum leakage of   DFT. Figure 7.14 shows the maximum 
harmonics measurement errors of 2nd to 15th order of harmonics when power grid frequency varies 
from 59.9 Hz to 60.1 Hz. We can see that the harmonics measurement errors of the UGA increase 
as harmonics order increases, and maximum error is about 0.7%, which is good enough for 
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practical applications. However, it should be noticed that some error compensation method is 
necessary if higher order harmonics need to be measured as the estimation errors increase 
exponentially with the increase of harmonics order.  
 
Figure 7.14 Harmonics measurement errors of the UGA 
7.5.4 Voltage sag and swell detection 
The Agilent power AC source is used to test the voltage sag and swell function. Figure 7.15 
shows the voltage sag test results. In Figure 7.15 (a), the voltage was changed from 121 V to 111V, 
we can see that the voltage sag flags changed from 0xc0 to 0xff, which indicated the occurrence 
of voltage sag. Figure 7.15 (b) shows the flags when the voltage was changed from 111V to 121V, 
and we can see that the flags changed from 0xff to 0xc0. Similarly, Figure 7.16 shows the voltage 
swell test. 
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(a). Voltage changes from 121V to 111V 
 
(b). Voltage changes from 111V to 121V 
Figure 7.15 Voltage sag test 
 
(a). Voltage changes from 121V to 131V 
 
(b). Voltage changes from 131V to 121V 
Figure 7.16 Voltage swell test 
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7.6 Verification of the effect of noise on measurement accuracy 
Taking the advantage of the UGA, the characteristics of the power grid voltage signals at 
distribution level can be studied, and the distortions can be extracted and used to study the 
measurement errors of synchrophasor at distribution level as discussed in 7.5.2. However, in 
practical applications, since there are no reference values for error analysis, it is difficult to verify 
the credibility of the measurement errors analysis results. In this section, an approach is proposed 
to measure the credibility of the measurement errors analysis results. The flowchart of the approach 
to evaluate the measurement errors analysis results is shown in Figure 7.17. 
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Figure 7.17 Flowchart of measurement errors evaluation 
Power grid voltage signals at distribution level are sampled by the UGA, and modified 
periodogram is used to calculate the harmonics ʋh and noise ʋn of the voltage signal through 
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power spectral density analysis. Meanwhile, the frequency of the voltage signal is estimated by 
the synchrophasor algorithm under test, named as 𝑓0 in Figure 7.17. As a result, an artificial signal 
is generated with the estimated frequency 𝑓0, harmonics ʋh, and noise ʋn, which is represented by 
the below equation 
 𝑆𝑖𝑔𝐴 = cos(2𝜋𝑓0𝑡) + ʋh + ʋn + ʋn′ (7.12) 
where 𝑆𝑖𝑔𝐴 is the artificial signal, cos(2𝜋𝑓0𝑡) is the fundamental frequency component of the 
artificial signal, ʋh is the harmonic components of the measured signal which has up to 48th order 
of harmonics, ʋn is the noise of the measured signal in dB, ʋn′ is the noise compensated by the 
noise adjustment block and will be explained later in this section. 
Then the artificial signal is processed by two different ways. One of the ways is to process the 
signal by the synchrophasor measurement algorithm directly, and the phase angle ∅𝑎  can be 
estimated. The other way is to filter the signal by a narrow-band digital band-pass filter, which can 
greatly reduce the noise and harmonics. Then the filtered signal is processed by the synchrophasor 
measurement algorithm. As a result, phase angle, which is called ∅𝑎𝑓 can be estimated. Since the 
digital filter mainly functions as a filter to reduce the harmonics and noise, the angle difference 
between ∅𝑎 and  ∅𝑎𝑓 is mainly caused by the noise and harmonics in the artificial signal.  
Similarly, the phase angle of the measured power grid signal is estimated by the synchrophasor 
measurement algorithm. As a result, phase angle ∅𝑚𝑓 and ∅𝑚 are obtained as shown in Figure 
7.17.  
Then the below equation is used to evaluate the difference between the artificial signal and 
measured signal, 
 𝛼 = 𝑠𝑡𝑑(∅𝑚 − ∅𝑚𝑓) − 𝑠𝑡𝑑(∅𝑎 − ∅𝑎𝑓) (7.13) 
where 𝑠𝑡𝑑(∅𝑚 − ∅𝑚𝑓) represents the standard deviation of (∅𝑚 − ∅𝑚𝑓), and 𝑠𝑡𝑑(∅𝑎 − ∅𝑎𝑓) 
represents the standard deviation of (∅𝑎 − ∅𝑎𝑓). 
Figure 7.18 shows the STD of angle difference regard to noise level. We can see that the STD 
has a linear relationship with noise. Therefore, if the artificial signal is the same as the measured 
power grid signal, then the 𝛼 should be equal to 0. However, it is not possible to duplicate the 
measured signal exactly using a simple mathematical function. In this method,  𝛼 is used as an 
index to represent the difference between measured voltage signal and the artificial signal in term 
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of noise. According to Figure 7.18, a positive 𝛼 indicates that the artificial signal has less noise 
than the measure signal, and a negative 𝛼 indicates that the artificial signal has more noise than 
the measured signal. Therefore 𝛼 can be used to adjust the amount of noise compensated for the 
generation of the artificial signal, which is  ʋn′ in Figure 7.17. 𝛼 can approach to zero after several 
times of iterations, then we can claim the “equivalent noise” of the measured voltage signal is 
(ʋn + ʋn′). 
 
Figure 7.18 STD of angle difference 
As a result, the difference between ʋn and (ʋn + ʋn′) can be used an index to evaluate the 
accuracy of artificial signal, which is 
 𝛾 =
ʋn′
ʋn
 (7.14) 
where ʋn is the noise of the measured signal calculated by “Power spectral density Analysis” in 
Figure 7.17, ʋn′ is the noise obtained from the “noise adjustment” block.  
The credibility of the proposed analysis method in 7.5.2 increases as 𝛾 approaches to zero. If 𝛾 
is zero, it means the method is perfect. Figure 7.19 shows the experimental result. In this test, the 
estimated SNR of the measured signal is 70dB, and the noise that make 𝛼 to be zero is equal to 
65dB. Therefore 𝛾 is equal to 
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The test shows that “equivalent noise” of the measured signal is 65dB, which is quite close to 
the 70 dB SNR estimated by the noise analysis function of the UGA.  
 
Figure 7.19 Experimental verification 
Since the artificial signal model assumes that the measured power grid signal only consists of 
constant fundamental frequency component, white noise and harmonics, the reason that ʋn′ is not 
equal to zero can be explained by: 
1) Because the true frequency of the measured power grid signal is unknown, an averaged and 
constant frequency value 𝑓0 is used. However, the true frequency of the measured signal 
varies with time. 
2) The noise used for generating the artificial signal is white noise. However, according to 
“Power spectral density Analysis” of the measured signal, the color of the noise of the 
measured signal is not white. There is more noise at lower frequency range. 
3) Since the frequency of the measured signal varies with time, the frequency of the harmonic 
components will also vary.  
4) The distortion of the measured signal may contain not only harmonics and noise, there may 
be some other interferences that cannot be observed by the power spectral density analysis 
method. 
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7.7 Conclusion 
In this chapter, a concept of UGA that is a GPS time synchronized and real-time power grid 
monitoring device was proposed and a prototype was built in laboratory. A new synchronous 
sampling method was proposed and implemented in the UGA, and experimental results verified 
that the proposed method and new hardware can achieve high sampling accuracy, which far 
exceeds the IEEE PMU Standard. This feature can provide a potential to develop a highly accurate 
synchrophasor measurement device based on the UGA platform. Meanwhile, the UGA can also 
function as a power quality analyzer. It has harmonics measurement, voltage sag and swell 
detection function. Additionally, the noise analysis function of the UGA can analyze the power 
grid signal in frequency domain; hence the UGA can help analyze synchrophasor measurement 
errors in a real power grid environment. This function is also expected to provide guidance for 
designing a digital filer to improve synchrophasor measurement accuracy further in the future. 
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Chapter 8 Conclusions and Future Works 
8.1 Conclusions 
This dissertation covered a wide variety of research topics in the area of wide-area power grid 
monitoring, including timing reliability and measurement accuracy improvement of synchrophasor 
measurement, PMU testing system, as well as the development of a Universal Grid Analyzer that 
can function as a phasor measurement device as well as a power quality analyzer. 
At the very beginning, this dissertation studied two alternative timing sources for PMUs and 
FDRs including eLoran and chip scale atomic clock (CSAC). Experimental results demonstrated 
that eLoran can provide accurate and reliable timing signal for PMUs and FDRs. Additionally, the 
testing of CSAC on FDRs demonstrated that CSAC can be a good backup for GPS for at least 24 
hours. The integration of CSAC into GPS receiver is expected to improve the timing reliability of 
PMUs and FDRs. 
Next, the measurement errors of FDRs were analyzed in terms of both hardware and 
measurement algorithm. Hardware error sources including GPS and ADC were analyzed. The 
ADC of the new FDR was upgraded with a 16-bit ADC to improve phasor measurement accuracy. 
Next, the measurement algorithm of the FDRs was evaluated under various steady-state and 
dynamic conditions according to the PMU Standard. The testing results revealed that the FDR 
measurement algorithm has some room for improvement under harmonic conditions at the 
presence of frequency offset, dynamic conditions as well as noise condition for phase angle 
measurement. 
 Therefore, two new phasor estimation algorithms were proposed to improve the phasor 
measurement accuracy. The first algorithm is based on phasor estimation model in the PMU 
Standard. The algorithm consists of six modules to measure the phasor and frequency accurately 
under various conditions in the PMU Standard as well as real power grid condition at the 
distribution level. The second algorithm is a signal model based method. The algorithm models 
the different reference signals in the PMU Standard, and the testing results verified that the 
algorithm has good measurement accuracy compared to the FDR algorithm. 
After that, the PMU testing system at UKT/ORNL was introduced. It was found that the time 
delay of the signal generated by PSS caused the errors of the PMU testing system. As a result, a 
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calibration method was proposed in this dissertation to compensate the delay. The new testing 
results can match the results from NIST, and therefore verified the performance of the proposed 
calibration method. Additionally, according to the testing results, the current PMU Standard is too 
strict for current commercial PMU to pass, particularly for frequency and ROCOF measurements.  
At last, the development of a prototype UGA was presented. Taking advantage of the proposed 
adaptive synchronous sampling method and high-precision ADC, experimental results 
demonstrated that the prototype UGA has better measurement accuracy compared to GenII-FDR 
and commercial PMUs. The UGA also has power quality analyzer’s functions including harmonics 
measurement, voltage sag and swell detection. Moreover, the noise analysis function of the 
prototype UGA allows the analysis of phasor measurement errors in a real power grid environment. 
Further, a method that can verify the analysis results of measurement errors was presented at the 
end.         
8.2 Future works 
Potential further work may include: 
1) For the timing reliability of PMUs and FDRs. The eLoran system needs to be tested in a 
longer time to demonstrate its reliability compared to GPS. For CSAC, how to coordinate 
the operation between GPS and CSAC is desirable since CSAC still drifts with time.  
2) As for phasor measurement accuracy improvement, better understanding of the noise 
pattern and fundamental frequency variation pattern can contribute to the development of 
a more practical phasor measurement algorithm. 
3) For the Universal Grid Analyzer part, more measurement functions such as voltage flicker 
can be developed for better characterizing the power grid quality. Moreover, the phasor 
measurement accuracy is expected to be further improved by increasing sampling rate and 
applying more advanced digital filters. The analysis of phasor estimation errors at the 
distribution level can be further improved by considering colorful noise and variable 
frequency of the fundamental frequency and harmonic components. 
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Appendix A 
A. Derivation of filter coefficient 𝐸𝑖 in  (4.10) 
Since 𝑁1 is equal to 12, the first angle estimated by (9) is ∅̃(6). To calculate ∅̃(6), 𝜑(𝑖)  (𝑖 =
1, … , 12) are divided into four angle groups (𝑚 =1, 2, 3, 4) as shown in Fig. A1, then linear 
interpolation is used to estimate ∅(6)in each angle group, and the linear function is given by 
 𝜑(𝑖) = 𝛾𝑗0 + 𝛾𝑗1𝑄, 𝑗 = 1, 2, 3, 4  (A.1) 
φ(1)   φ(5)   φ(9)
φ(2)   φ(6)   φ(10)
φ(3)   φ(7)   φ(11)
φ(4)   φ(8)   φ(12)
φ1(6)   
φ2(6) 
φ3(6)  
φ4(6)  
Average
(6) 
Linear 
interpolation
1
2
3
4
 
Fig. A1 Illustration of ∅̃(6) estimation using 𝜑(1) to 𝜑(12) 
where j represents the j-th angle group, j=1, 2, 3, 4; 𝛾𝑗0 and 𝛾𝑗1is the coefficient of the linear 
function; For the three angles in each angle group,  𝑄 is equal to -1, 0, 1, respectively. Then we 
have 
 [
𝜑(𝑗)
𝜑(𝑗 + 4)
𝜑(𝑗 + 8)
] = [
1 −1
1 0
1 1
] [
𝛾𝑗0
𝛾𝑗1
] ,   𝑗 = 1, 2, 3, 4 (A.2) 
The estimation of 𝛾𝑖0 and 𝛾𝑖1 in least square terms is  
 [
𝛾𝑗0
𝛾𝑗1
] = ([
1 −1
1 0
1 1
]
′
[
1 −1
1 0
1 1
])−1 [
1 −1
1 0
1 1
]
′
[
𝜑(𝑗)
𝜑(𝑗 + 4)
𝜑(𝑗 + 8)
] (A.3) 
Then we obtain, 
 {
𝛾𝑗0 =
(𝜑(𝑗)+𝜑(𝑗+4)+𝜑(𝑗+8))
3
𝛾𝑗1 =
−𝜑(𝑗)+𝜑(𝑗+8)
2
, 𝑗 = 1, 2, 3, 4 (A.4) 
Then ∅(6) can be estimated as follows 
 𝜑𝑗(6) = 𝛾𝑗0 + 𝛾𝑗1 (
1
2
−
𝑗
4
) , 𝑗 = 1, 2, 3, 4 (A.5) 
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Next, 𝜑𝑗(6) (𝑗 = 1, 2, 3, 4) are averaged to estimate ∅(6) further,  
 ∅̃(6) =
∑ 𝜑𝑗(6)
4
𝑗=1
4
= 
∑ 𝑟𝑗0
4
𝑗=1 +∑ 𝑟𝑗1(
1
2
−
𝑗
4
)4𝑗=1
4
 (A.6) 
Substitute (A.4) to (A.6), we can obtain the coefficient of the filter in (9), 
 𝐸𝑖 = {−
1
24
,
1
12
,
5
24
,
8
24
,
1
12
,
1
12
,
1
12
,
1
12
,
5
24
,
1
12
, −
1
24
, −
4
24
}  (A.7) 
 
B. Derivation of filter coefficient 𝐹𝑖 in  (4.13) 
Similar as derivation of filter coefficient 𝐸𝑖, ∅̃(𝑘),  ∅̃(𝑘 + 4), ∅̃(𝑘 + 8) are interpolated by a 
linear function,  
 [
∅̃(𝑘)
∅̃(𝑘 + 4)
∅̃(𝑘 + 8)
] = [
1 −1
1 0
1 1
] [
𝛽𝑘0
𝛽𝑘1
] (B.1) 
where 𝛽𝑘0 and 𝛽𝑘1is the coefficient of the linear function. 
Meanwhile,∅(𝑘), ∅(𝑘 + 4), and∅(𝑘 + 8) can also be interpolated  by linear function,  
 [
∅(𝑘)
∅(𝑘 + 4)
∅(𝑘 + 8)
] = [
1 −1
1 0
1 1
] [
𝛽𝑘0
𝛽𝑘1
] (B.2) 
The estimation of 𝛽𝑘0 and 𝛽𝑘0 in least square terms is, 
 𝛽𝑘0 =
(∅̃(𝑘)+∅̃(𝑘+4)+∅̃(𝑘+8))
3
 (B.3) 
 𝛽𝑘0 =
(∅(𝑘)+∅(𝑘+4)+∅(𝑘+8))
3
 (B.4) 
Assuming angles vary linearly with time, we have 
 𝛽𝑘0 =
(∅(𝑘)+∅(𝑘+4)+∅(𝑘+8))
3
= ∅(𝑘 + 4) (B.5) 
 𝛽𝑘0 − 𝛽𝑘0 =
(∅̃(𝑘)+∅̃(𝑘+4)+∅̃(𝑘+8))
3
− ∅(𝑘 + 4) (B.6) 
According to (B.3), (B.4), and (4.11), we obtain 
 𝛽𝑘0 − 𝛽𝑘0 =
(∅̃(𝑘)+∅̃(𝑘+4)+∅̃(𝑘+8))
3
−
(∅(𝑘)+∅(𝑘+4)+∅(𝑘+8))
3
=
𝜀(𝑘)+𝜀(𝑘+4)+𝜀(𝑘+8)
3
       (B.7) 
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According to  (4.12), and assuming the frequency of the errors is equal to (2𝑖 + 1)𝑓0, we further 
obtain 
 𝛽𝑘0 − 𝛽𝑘0 =
𝜀(𝑘)+𝜀(𝑘+4)+𝜀(𝑘+8)
3
= −
𝜀(𝑘+4)
3
= −
∅̃(𝑘+4)−∅(𝑘+4)
3
  (B.8) 
Solving simultaneous (B.6) and (B.8), we obtain 
 
(∅̃(𝑘)+∅̃(𝑘+4)+∅̃(𝑘+8))
3
− ∅(𝑘 + 4) = −
∅̃(𝑘+4)−∅(𝑘+4)
3
 (B.9) 
Then, we obtain, 
 ∅(𝑘 + 4) =
∅̃(𝑘)+2∅̃(𝑘+4)+∅̃(𝑘+8)
4
 (B.10) 
As a result, the coefficient 𝐹𝑖 in (4.13) is   
 𝐹𝑖 = {
1
4
,
2
4
,
1
4
} (B.11) 
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Appendix B 
#server program to receive UGA data 
import socket 
import sys 
 
HOST = None 
 
# UGA port 
PORT = 9999 
 
s = None 
 
for res in socket.getaddrinfo(HOST, PORT, socket.AF_UNSPEC, 
                              socket.SOCK_STREAM, 0, socket.AI_PASSIVE): 
 
    af, socktype, proto, canonname, sa = res 
 
    try: 
        s = socket.socket(af, socktype, proto) 
    except socket.error as msg: 
        s = None 
        continue 
    try: 
        s.bind(sa) 
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        s.listen(1) 
    except socket.error as msg: 
        s.close() 
        s = None 
        continue 
 
    break 
 
if s is None: 
    print 'could not open socket' 
    sys.exit(1) 
 
conn, addr = s.accept() 
print 'Connected by', addr 
 
build = False 
 
frame = '' 
n = 0 
nmax = 30 
 
file_obj=open('UGA_data.txt','w') 
while n < nmax: 
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    data = conn.recv(80) 
    print data 
    if not data: break 
  
    ba = bytearray(data) 
    for loop, byte in enumerate(ba): 
        if byte == 0: 
            print frame 
            file_obj.write(frame) 
            file_obj.write('\n') 
            sys.stdout.flush() 
        elif byte == 1: 
            frame = '' 
        else: 
            if byte >191 & byte<256: 
                 frame=frame+hex(ord(data[loop])) 
                 frame=frame+' ' 
            else: 
                frame += data[loop] 
    n += 1 
conn.close() 
s.close() 
 
file_obj.close() 
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