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MOTIVATION
• There exists many conventional ways of construct-
ing indices in attempt to quantify a country’s
socio-economic health as an alternative measure to
Gross Domestic Product (GDP) [3] [2].
• But none to our knowledge so far that uses amodel-
based approach to reflect the notion of ‘health’ be-
ing inherently latent [1].
• Most existing indices only give us a point estimate
where our approach gives a credible interval to ac-
count for its uncertainty.
• Causal modeling will allow us to disentangle the
causes and effects embedded in the factors influ-
encing health and the metrics.
METHODS
To quantify socio-economic health, we integrate
two novel methods as introduced below:
LATENT HEALTH FACTOR INDEX (LHFI) [1]
The LHFI approach models health as a latent pa-
rameter (not measurable), driven by covariates,
and metrics are indicators of health. For exam-
ple, the Body Mass Index (BMI) computed from
metrics should be a reflection of your underlying
health conditions, but not a direct measurement
of your health.
A Bayesian hierarchical framework handles
the LHFI modeling with latent structure:
BAYESIAN PROPENSITY SCORE ANALYSIS
(BPSA) [5]
Among many causal inference methods for non-
experimental data, propensity score analysis
(stratification, matching and covariate adjust-
ment) has been widely used to address selection
bias [4]. However, there has been limited research
that models the uncertainty in the propensity
scores [5].
McCandless et. al. (2009) do so by extending the







indep.∼ N(a0j + pi1jHi, σ2yj ) Hi ∼ N(βXi + ξ




logit(z(Ci, γ)) = γTCi
z(Ci, γ) = Pr[Xi = 1|Ci, γ]
where i = 1, . . . , n (number of countries)
j = 1, . . . , J (number of metrics)
pi1j = 1 for all j




[0, 0] if 0 < Zi < q1
[1, 0] if q1 ≤ Zi < 1
Priors
a0j ∼ N(0, 100)
σ2yj ∼ Inverse-Gamma(0.1, 0.1)








σ2H ∼ Inverse-Gamma(0.1, 0.1)
γ ∼ N(0, 100)
Full conditionals for all parameters except γ have
been derived from conjugate priors for the pa-
rameters. A Metropolis-Hastings algorithm has
been used to estimate γ.
DATA
We utilise data on 29 OECD countries [2]. The cur-
rent chosen set of metrics (Y), binary treatment
variable (X) and covariates (C) are:
Y - Life expectancy
- Life satisfaction
- Household net adjusted disposable income
- Total unemployment rate (% of labour force)
X - Mandatory maternity leave indicator
(above/below median)
C - Population size (in millions)
- Population density
- Education Index
- % of women in parliament seats
- GDP per capita
RESULTS & DIAGNOSTICS
The results are obtained by applying Markov chain Monte Carlo (MCMC).
Fig 1: Ranking of latent health for OECD countries
with 90% credible intervals
−5.11 −2.44 −0.456 1.31 2.25 3.32
Fig 2: Latent health on the map [7]
Fig 3: ‘Low’ X vs. ‘High’ X within subclasses of est. propensity score
ONGOING & FURTHER RESEARCH
1. Pearl’s causal approach - Another possible approach we
could investigate is extending the structural causal model by
Pearl et al. (2016) [6] with Bayesian methods.
Based on the causal diagram above, we could compute the
counterfactual of our latent health score (what would our
health score be), had we increased the number of mandatory
maternity leave days.
The subsequent set of structural equations is:
C = µc + c
X = βxC + x
H = βH1X + βH2C + H
Y = piH + Y
2. To model pi1j to have a Dirichlet prior that will allow
us to identify the weight of each metrics in driving the
health.
3. We will allow for dependence among the metrics and
possibly incorporate additional parameters to account
for underlying spatial [8] and temporal correlation.
4. The BPSA approach here is done using stratification
and we may try other propensity score methods like
formal matching within the BPSA approach.
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