Abstract. Let O(U) denote the algebra of holomorphic functions on an open subset U ⊂ C n and Z ⊂ O(U) its finite-dimensional vector subspace. By the theory of least space of de Boor and Ron, there exists a projection T b from the local ring O n,b onto the space Z b of germs of elements of Z at b. At general b ∈ U its kernel is an ideal and induces a structure of an Artinian algebra on Z b . In particular, it holds at points where k-th jets of elements of Z form a vector bundle for each k ≤ dim C Z b − 1. Using T b we define the Taylor projector of order d on an embedded curve X ⊂ C m at a general point a ∈ X, generalising results of Bos and Calvi. It is a retraction of O X,a onto the set of the polynomial functions on X a of degree up to d. For an embedded manifold X ⊂ C m , we introduce a set of higher order tangents following Bos and Calvi and show a zeroestimate for a system of generators of the maximal ideal of C{t − b} at general b ∈ X. It means that X is embedded in C n in not very highly transcendental manner at a general point. 
Introduction
The motivation of this paper is applications of least spaces of de Boor and Ron and generalisation of the theory of Bos and Calvi on Taylor projector on a plane algebraic curve. In particular, the main problem is to clarify the nature of "singularities of an affine embedding of a manifold" found by Bos and Calvi in the plane curve case.
First we introduce the least operator of de Boor and Ron. It is a simple and useful way to construct a dual space of a vector space of holomorphic functions. Let U be an open subset of an affine space C n and let O n (U) denote the ring of holomorphic functions on U. Take f (t) ∈ O n (U) (t := (t 1 , . . . , t n )) and b := (b 1 , . . . , b n ) ∈ U. The least part f b ↓ of f at b means the non-zero homogeneous part of the lowest degree of the power series expansion of f with respect to the coordinates t ′ := t − b centred at b. Replacing the variable by the corresponding Greek letter, f b ↓ may be considered as an element of C [τ] . For example be a local parametrisation of X, which means the germ of a left inverse of a local chart of manifold X at a. In this paper, we express an analytic mapping germ by the upper case of a bold Greek letter and the algebra homomorphism induced by it is denoted by the lower case of the corresponding letter as
denote the vector subspace of all the pull-backs of elements of C [x] d by Φ. Following Bos and Calvi, we introduce a special set D In the case of a plane algebraic curve, Bos and Calvi [BC 2 ] prove that T ϕ,d a is independent of the choice of ϕ if and only if the kernel of this projector is an ideal and that this condition actually holds at all but finite points on X, using the Wronskian. Bos and Calvi [BC 2 ] give the name "Taylorian property" to the independence of T Projectors T with the property that Ker T are ideals play a major role in the interpolation theory since Birkhoff [Bi] . Equivalence of (1) and (2) is clearly stated in Marinari-Mö11er-Mora, [MMM] and de Boor-Ron [BR 2 ]. Let us call a point a ∈ X D-invariant of degree d if it satisfies the condition (1) (or (2)) above for any ϕ and D-invariant of degree ∞ if it is D-invariant of degree d for any d ∈ N. The existence of the analytically open subset U with properties (1) follows from Theorem 4.2. We remark that the theorem above implies that the set of points which are not D-invariant of degree ∞ are contained in a countable union of thin analytic subsets of X, a set of first category in Baire's sense with Lebesgue measure 0 in X.
The set of Bos-Calvi tangents gives an information on simplicity of embedding
its estimate as a function of d is called a zero estimates of Φ. It is related to transcendence of the embedding of X ⊂ C m at a. Historically, estimate of zero is fundamental in transcendental number theory. It is given for exponential polynomials, for some number theoretic functions or solutions of some good system of differential equations so far. Here we show that D-invariance of degree ∞ implies an effective zero-estimate for a set of quite general holomorphic functions, but only at general points. Let
denote the Hilbert function of the smallest algebraic subset (the Zariski closure) X a of C m that contains a representative of the germ X a . We have the following estimates.
That is, the transcendency of an embedding X ⊂ C m of complex manifold is not very high excepting points of a set expressed as a countable union of thin analytic subsets, even if X is quite general. This estimate has both merits and demerits in comparison with the zero-estimate obtained as a corollary of Gabrielov's multiplicity-estimate [Ga] of Noetherian functions on an integral manifold of a Noetherian vector field.
All results remain valid also for the real analytic category. We do not treat the multi-point interpolation problem as [BC 1 ] in this paper.
Least space
Here we recall the least space of a vector space of holomorphic functions at a point. It is the graded space associated to the maximal-ideal-adic filtration. We use the term "least space" and the simple symbol ↓ of de Boor and Ron [BR 1 ], [BR 2 ] in interpolation theory.
Let
O n,b := C{t − b} = C{t 1 − b 1 , . . . , t n − b n } denote the local algebra of convergent power series centred at b :
and it satisfies the following conditions:
We define the least space of O n,b by
An element contained in a single component
This least operator is not a linear map. We call
, the linear span of the least parts of the elements of O n,b . The original definition of the least part f b ↓ of f by de Boor and Ron is the non-zero homogeneous part of f of the smallest degree in the power series expansion of f with respect to some affine coordinate system. This homogeneous part is a coordinate expression of f b ↓ defined above (see §8). Let us adopt the multi-exponent expression:
Since we consider elements of O n,b ↓ as belong to dual space of O n,b in the later sections, we express them by polynomials in Greek variables as:
is a natural operation as a consequence of the property
the linear span of { f b ↓: f ∈ Z b } and call this the least space of Z b . We know the following (which will be strengthened to Theorem 5.4). 
Therefore no point of the simultaneous vanishing locus of the elements of Z has D-invariant Z b ↓. The converse does not holds as we will see in Example 7.7.
Jet spaces and multivariate Wronskians
Let Z be a vector space of holomorphic functions on an open subset U ⊂ C n . The k-th jets of the elements of Z at a point of U form a vector space. If we gather such vector spaces only at good points of U, we get a vector bundle. The theorem of Walker on Wronskian gives the least set of candidates of fibre coordinates for general Z.
Let O n denote the sheaf of germs of holomorphic functions on C n . We call the sheaf of germs of holomorphic sections of a holomorphic vector bundle the associated sheaf and express it by the script style of the same letter expressing the bundle. The correspondence of vector bundles on U to the associated sheaves defines a bijective mapping of the set of isomorphism classes of vector bundles of rank r over U onto the set of isomorphism classes of locally free analytic sheaves (sheaves of O U -modules, O U = O n | U ) of rank r over U (see e.g. [PR] , Proposition 3.3). In the below, note that the parenthesised b means the values or the sets of the values at b (bundle fibre, e.g. R k (b)), while b in subscript style means the germs or the sets of the germs at b ∈ U (stalk, sheaf fibre, e.g. L 
Proof. This is obvious from the ordinary Taylor formula: (n,k) , N(n, k) := n + k k denote the k-th jet space of holomorphic functions on U, the holomorphic vector bundle of k-th jets of holomorphic functions defined on open subsets of U. Its coordinates are denoted by
The coordinates u ν (|ν| ≤ k) are called the fibre coordinates corresponding to the ν-th derivative.
This is a section of the jet space J k (O U ) over V. The normalising factor 1/ν! of the ν-th fibre coordinate works in the calculation of prolongation below.
If Z is a finite-dimensional vector subspace of O n (U), the evaluation of the jet extension at b ∈ U defines the mapping
denote its image. Then we have the natural commutative Diagram 1 of linear mappings of vector spaces. Here, the horizontal mappings are projections defined by forgetting the coordinates
corresponding to the highest order derivatives. The total image b∈U (b, R k (b)) is not an analytic subset of J k (O U ) nor even a closed subset in general. We say the complement in U of a closed analytic subset of U analytically open in U. Let us put
Suppose that U is connected. Since the points of U k are characterised by the full rank condition of certain matrices with holomorphic elements, U k is a non-empty analytically open subset. Putting
we have a holomorphic vector sub-bundle
Definition 3.2. We call a point of U k a bundle point of the k-th jet space of Z.
Now we recall Walker's theorem on multivariate Wronskians. It allows us to write out a finite system of PDEs explicitly whose solution space is a given finite-dimensional vector subspace Z ⊂ O n (U) and it enables us to state the subsequent arguments efficiently. (
Here ≤ implies the order obtained as the product of the usual order ≤ of N 0 . 
does not vanish identically. The set Y m is minimal among the sets with this property.
We need the following immediate consequence of this theorem. 
where y = y(t) ∈ O n (U) denotes the unknown function. 
become homogeneous linear partial differential operators which annihilates the functions of Z on V.
Definition 4.1. Take a local section
by t i , we have
where e i := (δ 1i , δ 2i , . . . , δ ni ) denotes the i-th unit vector. Hence α
ν expresses the derivative by t i . Thus we have proved that
These are called the first prolongations of ϕ.
Theorem 4.2. Let O n (U) be the algebra of holomorphic functions on a connected open subset U ⊂ C n , Z its finite-dimensional vector subspace and U bdl Z ⊂ U the set of bundle points of all the jet spaces of Z (Definition 3.6). Then the least space Z
Proof. The canonical projections
are constant rank homomorphisms on U bdl Z and they induce the inclusion i k : Ker Σ k −→ Ker Π k of locally free analytic sheaves by the following diagram:
where the monomial τ ν stands for the base of the fibre corresponding to coordinate u ν . We may write τ ν as (d t)
Take f (t, τ) ∈ Ker Σ k and any defining equation
Here, since |ν| ≤ k − 1 implies u ν ( j k f ) = 0, the third equality follows. The last equality, because of the first prolongations stated above. This
By Corollary 3.5, there exists k ∈ N 0 such that a system of linear PDEs of order k + 1 is sufficient to select the sections of Z, namely Z is defined by L k . We may call the sheaf L k for such k is the defining system of PDEs of order k for Z. Since Corollary 3.5 assures the existence of k ≤ m − 1, L m−1 is a defining system of Z.
Sesquilinear forms and weak topologies
Here we recall the standard sesquilinear form on the product C[τ] × C{t} of the space of polynomials and the convergent power series algebra. The restriction of this sesquilinear form to products of a finite dimensional subspace Z ⊂ C{t} and its least space Z b ↓⊂ C[τ] is proved to be non-degenerate by de Boor-Ron [BR 1 ], [BR 2 ]. Although most of the assertions on sesquilinear forms below are seemingly obvious, we decide the notation and certify their validity through the definite statements on bilinear forms in Bourbaki [Bo 1 ].
Let us define a complex bilinear form
Thus the monomial τ ν can be identified with the signed higher order derivative (−1) |ν| δ (ν) b of the Dirac delta function supported at b ∈ C m . The sign (−1) |ν| here originates from partial integral in the Schwartz distribution theory [Sc] , II,3;35. Now let u denote the complex conjugations:
The sesquilinear form
The weak topology of C[τ] with respect to B n,b is the coarsest topology such that the linear functionals
Similarly the weak topology of O n,b with respect to B n,b is the coarsest topology such that the linear functionals
. By these topologies, C[τ] and O n,b become topological vector spaces. If L is a vector subspace of C[τ], its annihilator space (orthogonal space) with respect to B n,b is denoted by L ⊤ :
Similarly, if K is a vector subspace of O n,b , its annihilator space with respect to B n,b is denoted by K ⊤ :
These are vector subspaces. We adopt the abbreviation 
These are also vector subspaces. We adopt the abbreviation
Defining s | f , s p| in a similar way as b || f , b p|| , we have
Since u is an involution (i.e. u • u is the identity) and commute with the operations ⊥ and ⊤ , we have the following.
Proposition 5.1. The weak topologies on C[τ] (resp. O n,b ) with respect to B n,b and S
By the first assertion, we have no need to refer to forms B n,b and S n,b for weak topologies. Now we can deduce a few properties on the space of annihilators with respect to the sesquilinear forms from those with respect to bilinear forms (Bourbaki [Bo 1 
We can easily prove the following. 
Remark 5.5. A change of affine coordinates of C n amounts to change of the matrix expressing the form from real diagonal to Hermitian but the weak topology remains unchanged. Proof. The second assertion is obvious from the direct calculations:
where ≥ denotes the product order of the order of the set of integers. The proof of the first inequality is quite similar.
Continuity of homomorphisms of analytic algebras
Her we recall a few topological properties of the homomorphisms of analytic algebras. The main reference is Grauert-Remmert [GR] .
An algebra isomorphic to a factor algebra of a convergent power series algebra by a proper ideal is called (local) analytic algebra. Take an analytic algebra A := O n,b /I. This is a local C-algebra in the sense it has a unique maximal ideal m A , which consists of the residue classes of elements of m n,b , and A is a vector space over the subalgebra C ⊂ A such that the canonical homomorphism Proof. It is easy to see that the projective topology and the weak topology coincide on a regular analytic algebra O n,b . The projective topology on A is proved to coincide with the topology of quotient of O n,b by Grauert-Remmert [GR] , Satz II.1.3. Since the ideal I ⊂ O n,b is closed with respect to the projective topology by [GR] , Satz II.1.2, it is closed also with respect to the weak topology and we have 
and t ϕ is weakly continuous (Bourbaki [Bo 2 ], 2, §6, n • 4). We define the adjoint
where u denotes the complex conjugation. It is weakly continuous and satisfies
Remark 7.1. The adjoint mapping s ϕ of holomorphic mapping ϕ of regular analytic algebras is nothing but the push-forward of derivatives of Dirac delta (a distribution with one point support {a}, see Schwartz [Sc] , XXXV). Its concrete forms are given by multivariate versions of Faà di Bruno formula (see e.g. [LP] , [Ma] ). Note that the image of a homogeneous element by s ϕ is not always homogeneous. • 1, which proves (1). The first equality of (2) follows from the fact that the sesquilinear form S n,b is non-degenerate. Since Z b ↓ is finitedimensional, it is weakly closed and Z b ↓= (Z b ↓) ⊥ n ⊥ n . Then the first equality implies the second. If f ∈ Z b and p ∈ Z b ↓, we have
Since S n,b is non-degenerate, this implies (3). It is obvious that (3) implies (4). (
The condition (2) is the property of an ideal projector of Birkhoff [Bi] (see de Boor-Shekhtman [BS] for terminology). Equivalence of (1) and (2) 
Proof. Suppose that
by Lemma 5.6. This implies that
Taking the weak closure, this hold for g ∈ O n,b , which implies that (Z b ↓)
⊥ n is an ideal of O n,b . This can not be the unit ideal by the retraction property in Proposition 7.3, which completes the proof of (1) =⇒ (2). In a similar way, we see that, if (
Since every homogeneous part of Z b ↓ is finite-dimensional and belongs to Z b ↓, we see that Z b ↓ is weakly closed. Then we have (Z b ↓)
⊥ n ⊥ n = Z b ↓ and (2) =⇒ (1) follows. Remark 7.6. Under the condition (2) we can endow a structure of a C-algebra to the vector subspace Z b such that the linear mapping T Z,b : O n,b −→ Z b is a factor epimorphism of a Calgebra (see [BC 2 ], Corollary 3.6). This algebra has the same dimension as Z b over C. If it is finite-dimensional, it is a local analytic algebra of Krull dimension 0. It is Artinian in the sense that it satisfies the descending chain condition of ideals (cf. [Mat] ). Thus we have associated to each point of U bdl Z an Artinian local algebras. Since all the elements of the maximal ideal are nilpotent, Z b is not a subalgebra of O n,a in general.
Example 7.7. We show a common example. Let us take the vector space
Its jets are expressed in Diagram 3. For example, the bottom of the diagram implies j 3 (t 3 ) = (b 3 , 0, 3b 2 , 0, 3b, 1) at (a, b). Then we have On the subset U bdl Z , we see that the least spaces are Z (s, t) ↓= Span(1, σ, τ, στ, τ 2 ) and the spaces of annihilators of Z (s, t) ↓ with respect to the sesquilinear form S 2,(s, t) are the ideal
The factor Artinian algebras by them are all isomorphic on this set. On the thin subset {(a, b) : a 0, b = 0}, the spaces of annihilators of Z (a,0) ↓ with respect to S 2,(a,0) are the ideals
The factor Artinian algebras by them are different from those on U bdl Z . We will see this example again in Example 11.4.
Intrinsic treatment of the least space
Here we show intrinsic treatment of the least space, D-invariance property and introduce the Artinian algebra associated to a D-invariant point.
Let M be an n-dimensional complex manifold and ϕ a local parametrisation around b ∈ M with ϕ(0) = b. Let s be the local coordinates for ϕ, then ( f • Φ) 0 )↓ is expressed as a homogeneous polynomial in σ. By the definition of the least part, if ψ is another local parametrisation of M around b with local coordinates t, we have 
where the tensor product is taken over C. (1) Letj The homomorphism sj θ is nothing but the homomorphism corresponding to the transformation defined by the linear part of θ.
the isomorphism of the algebras defined by substitution of τ by J
Proof. The assertions of (1) are already explained above. Let us consider the following implications:
and (Z 
Furthermore we have the following. (1) If ϕ is an epimorphism, ψ is an isomorphism. (2) If Q is D-invariant, so is s ϕ(Q) and ψ is a homomorphism of Artinian algebras. (3) If ϕ is an epimorphism and Q is D-invariant, then ψ is an isomorphism of Artinian algebras.
Proof. To prove that ψ exists and it is a monomorphism, we have only to prove the equality (
is also so and s ϕ(Q) is D-invariant again by Theorem 7.5. The assertion ψ is an algebra homomorphism is now obvious. The algebra
, 4, §1, n • 5 Proposition 5 and Corollary 5.1. The assertion (3) follows from (1) and (2).
Higher order tangents of Bos and Calvi
Following the method of Bos-Calvi, we introduce a set D
X,a of higher order tangents of complex analytic submanifold X of an open subset Ω ⊂ C m at a ∈ X. It is not an intrinsic object associated to X a as a germ of a complex space but it reflects the properties of the embedding germ X a ⊂ C m a . It is also dependent upon the choice of the local parametrisation ϕ of X a in general. It is a dual space of the space P d (X a ) of the polynomial functions of degrees at most d. We will often skip the adjective "higher order" for tangents.
Let X a be the germ of a regular complex submanifold X of an open subset Ω ⊂ C m at a. The algebra O X,a of germs of holomorphic functions on a neighbourhood (in X) of a at a is the factor algebra of O m,a = C{x} (x := (x 1 , . . . , x m )) by the ideal I a of convergent power series vanishing on the germ X a : O X,a O m,a /I a . Hence O X,a is an analytic local algebra. Let π : O m,a −→ O X,a denotes the factor epimorphism. By the assumption that X is a submanifold, there is an isomorphism
Then we have the epimorphism
This is just the epimorphism defined by the pullback by the germ of embedding
denote the ring of germs of polynomial function on X a . It is easy to see the following.
Lemma 9.1. We have the algebra isomorphism
By the general property of the transposed mapping of a surjective homomorphism, t ϕ is injective and hence s ϕ is also so. The image D Proof. The first equality follows from the following implications.
denote the vector space of polynomial functions on X at a of degree at most d.
is different from the vector space P d (X a ). The canonical mapping
denote the vector space of polynomials of degrees at most d. If we put
using a local parametrisation Φ, we have an increasing sequence of finite-dimensional vector subspaces
Then we have a sequence
by Theorem 5.4.
Definition 9.4. Let us put
We call the elements of D
X,a Bos-Calvi tangents of X a of dual degree d.
X,a has a degree higher than d as we will see in the examples below. This is a simple consequence of Dirichlet's box principle. 
Then we have the following.
(1) The isomorphism θ induces that of
. (2) If b is a bundle points of all the jet spaces of C[Φ]
d , it is the same for
Proof. The isomorphism θ associated to Θ restricts to an isomorphism
through the isomorphisms to the subspace P d (X) ⊂ O X,a (by Lemma 9.1). As stated after Definition 3.6, the bundle property is preserved by a coordinate transformation.
To prove (3), take the adjoint isomorphism
denote the inclusions. Since the projectors s ι and s ι ′ are retractions (Proposition 7.3, (4)), the
b ↓ are the identities. Thus we have Diagram 5 (the dash arrow is our special assumption ( * )), whose commutativity implies that
X,a is very sensitive to a change of the local parametrisation. Let us consider the surface X ⊂ C 3 defined by x 3 = x 2 2 . Take two global parametrisations:
ψ :
This is a simple linear transformation of local coordinates:
1 defined in §3 are constant:
for any b ∈ R 2 . This means that all points are bundle points of all the jet spaces of
1 has also the bundle property everywhere by Lemma 9.5. Let us put σ i := s i,b ↓, τ i := t i,b ↓, ξ i := x i,a ↓ and η i := y i,a ↓. The least spaces of the pullbacks of polynomials of degree at most 1 with respect to them are
2 ), and they are D-invariant (which is also a consequence of Theorem 4.2) everywhere. The pushforwards of them are: X,a at a = Φ(s 1 , s 2 ) = Ψ(t 1 , t 2 ) ∈ X are different.
Taylor projector
Now we can introduce the Taylor projector of degree d using Bos-Calvi tangents defined in the previous section. In general, this projector depends upon the local parametrisation.
Assume the same as in the previous section for a ∈ X ⊂ C m and its local parametrisation 
X,a , where ⊥ X (resp. ⊥ m ) denotes the space of annihilators with respect to S 
Example 10.2 ], Example 4.2). Let X ⊂ C 2 be the plane curve defined by y − x 2 − x 6 = 0. Take two local parametrisations of X at 0:
Then, putting σ := s b ↓, τ := t b ↓, we have
These lack the degree 5 term and are not D-invariant. We can confirm that
This means that two different local parametrisation sometimes yield different Taylor projectors and that our Taylor projector does not necessarily coincide with the ordinary Taylor projector.
Definition 10.3. Let us put
This is independent of the parametrisation Φ.
Proposition 10.4. We have
Proof. Since Φ generates m n,b , all t 1 , . . . , t n appear in the linear terms of C [Φ] 1 . Hence all terms
By the inequality λ Φ (d) ≥ d, we have the following formal error bound for our ϕ-Taylor
where κ : P d (X a ) −→ O X,a denotes the inclusion. This formal error bound is equal to or smaller than that of the ordinary Taylor polynomial T * d
The author does not know whether
D-invariance and the associated Artinian algebra
In the case of plane algebraic curves, Bos-Calvi [BC 1 ], [BC 2 ] proved that the Taylor projector of degree d is well-defined at a general point. We cannot do so in a higher-dimensional manifold X embedded in C m . We prove a little weaker assertion for this general case: there exists a unique structure of Artinian algebra up to isomorphism on P d (X a ) for a general point of a ∈ X such that the ϕ-Taylor projector is an algebra homomorphism. By the definition of the least operator in §2, θ induces an algebra isomorphismj θ of C[τ] determined only by the Jacobian matrix of J θ of θ evaluated at b. Explicitly,j θ is the algebra isomorphism obtained by substituting τ by J θ τ, a linear transformation of variables in the polynomial algebra. A linear transformation of variables preserves the property of D-invariance of a set of polynomials. ( Proof. Note that the condition of bundle point is independent of the local parametrisation (Lemma 9.5). The equivalence (1) ⇐⇒ (2) is proved in Theorem 8.1. Since an image or an inverse image of an ideal by a ring epimorphism is an ideal, the equivalences (2) ⇐⇒ (3) holds. The equivalence (1)⇐⇒(4) follows from Theorem 8.2. The last assertion on a bundle point follows from Theorem 8.1.
Example 11.4. Let us take the global parametrisation Φ := (s, t, t 2 + st 2 , t 3 ) of the surface
1 coincides with Z in Example 7.7. All points of the form (a, 0) (a −1) are D-invariant of degree 1 but they are not bundle points of 1-jets of C[Φ]
1 .
Bos and Calvi proves that D-invariance (gap-free property) is equivalent to the condition that the ϕ-Taylor projector is independent of the local parametrisation for plane algebraic curves ([BC 2 ], Theorem 3.4, 4.10). Unfortunately this can not be generalised. Taylorian property fails in the most simple 2-dimensional example as follows.
Example 11.5. Let us recall the surface X ⊂ C 3 defined by x 3 = x 2 2 in Example 9.6. We have seen that the local parametrisation ψ is obtained by a linear transformation but the set of BosCalvi tangents of order 1 are different:
Then the kernel (D a (h) = 0. Now take another local parametrisation Ψ = Φ 1 (t ′ + t ′2 ), . . . , Φ n (t ′ + t ′2 ) .
The function ψ(h) is expressed as
We use the name "transcendency index" because of the equivalence (1) ⇐⇒ (4). Seemingly α(Φ) is near to the excess number of algebraically independent generators of m n,b contained in Φ but it is known that it is not necessarily an integer in transcendence theory (cf. This is just the space of solutions of the differential equation
By the elementary theory of ordinary differential equations, for any a ∈ C, there exists a unique solution f with Let X a denote the Zariski closure of X a in C m , namely the smallest algebraic set that includes some representative of the germ X a (germs are always taken with respect to the Euclidean topology). Then the Hilbert function of X a is defined by
X,a = 0 (cf. Definition 9.4). This is known to coincide with a polynomial of degree dim X a − 1 in d for sufficiently large d. 
Hence, if a is D-invariant of degree ∞, we have an estimate of the transcendency index:
for some polynomials P i j . This Ψ is the set of the mapping components of the embedding onto the graph X ⊂ C m+n of the Noetherian chain {Φ 1 , . . . , Φ m }. Then we have
