where q = [q,] denotes an n-element column vector of quantities for the commodities, p = [pi] ' is the n-component vector of marginal budget shares, and y = [yilt is a vector of elements to be interpreted as minimum required quantities. The parameters piand yi are estimated with the restrictions 0 < pi, < 1, 2pi = 1, and (4 -y) > 0 . Maximizing this utility function subject to the budget constraint yields a system of demand functions wherep = [pi] is an n-element vector of commodity prices, m is money income, and p denotes an n x n diagonal matrix, with nonzero elements given by the vectorp (Stone) . These demand functions are homogeneous of degree zero in prices and income, satisfy the addingup criterion, and have a matrix of substitution terms that is symmetric and negative semidefinite (Yoshihara, p. 263) .
Expenditure equations corresponding to the demand system (2) take the form According to equation (3), the consumer may be viewed as purchasing minimum required quantities of each commodity, yi. At current market prices these quantities cost $p;yj. The remainder of the available income (m -Tp;yj) is then distributed over the commodities in fixed proportions, pi. Hence, ?pjyj and (m -Tp;yj) can be considered as "subsistence" and ' 'supernumerary" incomes, respectively . 2 The income (qi), own price (eii), and cross price elasticities (eij) can be calculated directly from equation (3). Expressions for the income and price elasticities, along with other information for comparing this and the demand systems to follow, are contained in table 1. With wi = piqi/m and pi > 0, all income elasticities are positive. For the own price elasticities, the conditions 0 < pi < 1 and qi -yi > 0 insure that the calculated values will be negative. Cross price elasticities are given by the expression eij = -pi/(pjyi/piqi). Clearly all are negative, unless some of the y l s are negative. Thus, both inferiority and complementarity are excluded, a consequence of the directly additive utility function.
Houthakker has derived a related demand
This interpretation holds when y , is positive, a restriction not implicit in the specification of the system. Amer. J . Agr. Econ. system using the indirect utility function. The indirect utility function specifies the maximum utility level for a given set of prices and a particular income where ai and bi are parameters with ai < 0, Cai = -1, and -1 < b, < 0. Explicit solutions for the demand functions can be obtained by differentiating equation (4) with respect to prices and income and applying Roy's identity. Equations in the resultant demand system are of the form These demand functions are also homogeneous of degree zero in income and all prices, and satisfy the Engel aggregation and Slutsky symmetry conditions (Yoshihara, p. 264) . Own price, cross price and income elasticities are easily obtained from equation (5) and shown in table l . Since -1 < bi < 0, q i $ 1 according to whether bi $ 7 bjwj. From the related expression forihe own price elasticities observe that with -1 < bi < 0 and wi > 0 they are bounded by minus one and zero. The cross price elasticities are obtained as e,, = bjwj and negative for admissable values of bj. The cross price elasticities depend only on the commodity for which the price is changing.
A Demand System Specified Directly. The relative price version of the Rotterdam model Theil and Barten proposed is as follows (Barten 1964 (Barten , 1968 (Barten , 1969 (Barten , 1977 and Theil 1967, 1971 ):3 where w*it = 1/2(wit+ wit-l), bij = Apipjpulm, pi = pi(aqilam), the A's denote changes between years and finally, A is the marginal utility of income, and piiis the ijth element of the inverse of the Hessian matrix identified with 
State Adjustment - As shown in table 1, the income elasticities are given by ratios pilwi and thus restricted to be positive. Also, the commodity group is income elastic or inelastic, depending upon the inequality, pi $ wi. The own price elasticity expression can take both positive and negative Amer. J . Agr. Econ. dsit/dt, and ai is a constant depreciation rate, normally taken to be positive.
For empirical implementation, the unobservable variable sit is eliminated by combining equations (8) and (9). After differentiation of the resulting expression with respect to time and using the discrete approximation Si = sitsit-, and sit = %(sit+ sit-,) and suppressing the commodity subscripts (i) for the parameters, the model is values. The cross price elasticity is eij = ( b , i~~~ -wjpi)wi. These expressions for the price elasticities can be simplified; that is, eii = 4qi -qiwi(1 + 4qi) and eij = -qiwj (1 + +qj), in the case of additive preferences (i.e., for bii = 4qi). From the simplified expressions it follows that eij $ 0, according to Iqiwj4ql $ lqiwjl. For example, if Iqiwjl > Iqjwj4qil, then eij< 0 and the cross price elasticity reflects the income effect rather than the substitution effect of the price change.
Dynamic Demand Systems
The first of the two "dynamic" systems reviewed is the state adjustment model of Houthakker and Tay10r.~ The state adjustment model at time t can be expressed as where qit is the (rate of) demand, m is the rate of income, pit is the relative price, sit is the stock of the commodity and may be viewed either as a physical stock (in case of durable goods) or psychological stock of habits (in case of habit-forming goods), and Oi, a i , Ki, and vi are the underlying structural parameters. According to the interpretation of the model, ai> 0 for habit-forming goods and < 0 for durable goods. It is further assumed that where Si denotes the rate of change in stock, 'Intertemporal demand systems developed by Phlips (1974) and Lluch (1974) are recent attempts at specifying more completely dynamic demand models. or in more convenient form,
The A's along with the condition Ai2Ai5 = Ai3Ai4can be solved for unique values of the underlying structural parameters. The short-run derivatives of consumption with respect to income and price are given by K~ and vi, respectively. Long-run derivatives are obtained by assuming Si as shown in equation (9) equal to zero, implying that the stock adjustment has reached an equilibrium state. Substitution of the resulting expression into equation (8) gives
For ai # ai, the long-run derivatives of consumption with respect to income and price are given by coefficients of mt and pit, respectively. Expressions for elasticities based on these coefficients of the long-and short-run forms of the demand functions are shown in table 1. The second dynamic model to be applied is due Phlips (1972) . It is a dynamic version of the linear expenditure system and can be developed Substitution of equation (13) for y in equation (1) and maximization of the utility function subject to the budget constraint yields short-run demand functions of the form Again, the corresponding long-run demand equations are derived on the assumption S = 0. Using this result equation (14) becomes
Pit where and Here, y*i is the long-run counterpart of the short-run parameter, O i , y*, > Oi when ai > 0, i.e., commodity i is habit forming, and y*i < Oi when ai < 0, i.e., commodity i is durable; and finally, p*i is the long-run marginal budget share satisfying the condition C y * i = 1.
From equations (14) and (15) the short-run and long-run demand elasticities can be derived (table 1) . For this purpose, in the shortrun it is assumed asitlam, = 0. The expressions are of the same form as those obtained for the static linear expenditure system. However, the estimated values for the parameters are different, owing to the added structure provided by the dynamic adjustment mechanism. Finally, for empirical work, the unobservable state variables sit are eliminated and the data are differenced to approximate instantaneous time rates of change. Making these adjustments in equation (14), the demand system becomes
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Structural coefficients for the dynamic linear expenditure system can be unambiguously calculated from the estimated regression coefficients for equation (17) . Table 1 includes information on the utility function assumed (where appropriate), the functional form of the demand equation, an indication of whether or not the constraints imposed by the classical theory are satisfied, and the number of parameters to be estimated. Thus, it is a reference for evaluating alternative empirical demand systems. Of course, there are advantages and disadvantages to each approach. The important point is that each has certain theoretical and empirical implications which should be reflected in interpreting the applied results.
A Synthesis

Estimation Methods
For empirical implementation, normal, additive error terms were included in the specifications for the linear expenditure and indirect addilog demand systems. These error terms were assumed to have zero means, contemporaneous variance-covariance matrix n , and to be intertemporally uncorrelated. Due to the adding-up criterion, the variance-covariance matrix is singular. When no autocorrelation exists, this singularity problem can be handled by arbitrarily deleting an equation from the system (Berndt and Savin). The resulting system has a positive definite contemporaneous variance-covariance matrix of full rank (Parks, Carlevaro and Sadoulet) function. These changes are assumed to be independent of income and prices. If it is assumed that this source of randomness is confined to the linear term in a quadratic approximation of the underlying utility function, then the stochastic component of consumption can be taken as an additive term in the demand functions. When this term is added along with the properties which derived from the assump tions implied by the model, an iterative leastsquares procedure can be employed to approximate the optimal estimators.
The dynamic linear expenditure system and state adjustment model are modified to include additive error terms with the usual properties required for application of ordinary least squares. For the dynamic linear expenditure system, an iterative procedure (method D) suggested by Houthakker and Taylor (p. 202 ) is used. Initial values for At are selected and ordinary least squares is applied to estimate the remaining parameters. Then, from the estimates of the coefficients obtained in step one, a new set of values for At is obtained by making the calculation shown in Phlips (1974, p. 192) . The process continues until the budget constraint is approximately satisfied for each time period. The state adjustment model was estimated using a non-linear least squares procedure under the aforementioned restrictions, AizAi, = Ai3Ai4.
Data Sources and Commodity Groupings
Time-series ) data on annual personal consumption expenditures and prices are used in estimating the parameters required for the demand systems to be studied. Personal consumption expenditure data for major commodity groups and services are based on official estimates of Statistics Canada. The other data required, implicit price indexes (1971 = 100) for the commodity groups, are also available from the same source. The price indexes are derived by dividing expenditure in current dollars by expenditure in constant dollars and are called implicit deflators. That is, the weights of the various components in the commodity groups shift with the changing composition of commodities or services over time. Finally, the population data used to obtain the per capita variables required for the analysis are for the mid-year (June 1) and available from Statistics Canada.
For the linear expenditure and the indirect Amer. J . Agr. Econ.
addilog systems, the expenditure data (pitqit) is per capita current dollar personal expenditure on the ith commodity. The price series (pit)are implicit and indexed (1971 = 100). Income ( m )is measured, using the per capita total personal expenditure in current dollars. In the Rotterdam model a simple procedure was used to obtain the observations on the dependent variables. First, logarithms of the total quantities demanded were calculated, using lnqit = ln(pitqit) -Inpit. Next, the logarithm in midyear population was subtracted from the logarithm of quantity for each year, to obtain per capita quantity demanded. Finally, first differences were calculated and then multiplied by the average expenditure proportions. The income (total expenditure) variable in the Rotterdam model is derived as a sum of the values for the dependent variables.
In the state adjustment model, the quantity data (qit)are per capita constant (1971) dollar expenditures on the ith commodity. The price series are relative and obtained by dividing expenditure in current dollars by expenditure in constant dollars for each commodity group, and by deflating the results by the implicit price index for total personal expenditure on consumer goods and services. The income variable (m,)is the total personal expenditure in constant dollars per capita. Finally, in the case of the dynamic linear expenditure system, the quantity data are in constant dollars. The price series (pit)are implicit, and income (m,)is total expenditure in current dollars per capita.
The major application of the demand systems models is to consumer expenditures aggregated into four groups: durable goods, semi-durable goods, nondurable goods, and services. These groups are mutually exclusive, account for the total expenditures of consumers, and follow principles of classification used by Statistics Canada. For comparison, two static systems and the double log model are applied for nine commodity groups. The classification in this case is by function and not type of good and again follows the classification system used by Statistics Canada.
Results
The major results for the models estimated using four commodity groups are reported first for the static systems and then for the dynamic systems.
Static Systems: Basic Parameter Estimates
Estimates of the parameters for the three static systems are presented in table 2. Refemng first to those for the Rotterdam model, all the values for the coefficients are more than twice their estimated standard errors. The parameter estimates are also consistent with the qualitative restrictions implied by the behavioral assumptions and model structure. The estimated income flexibility coefficient (4) is equal to -0.77. This implies that the marginal utility of income decreases by 1.30% in response to a 1% increase in income. The value is similar to the one (-1.55) reported by Powell (1965) . Furthermore, this value (-1.30) lies between Frisch's (p. 189) money flexibility of -2 for the median part of the population and -0.7 for the better-off part of the population. For the linear expenditure system, the estimated marginal budget shares are all positive, significantly different from zero on a statistical basis, and sum to 1. The estimated yi's represent minimal consumption levels for the various commodities and, as expected, are positive and range from 333.60 for nondurable goods to 10.32 for durable goods. Finally, the basic parameter estimates for the indirect addilog system appear to be as reliably estimated as those for the other systems shown in table 2. Additionally, the results are consistent with a priori reasoning. That is, all the estimates of the hi's are negative and lie within the interval (-1, 0). Likewise, all of the estimates of ci = aibi are positive, as expected, and sum to 1.
For the three systems, variations in the estimated marginal budget shares are not substantial. Specifically, the results suggest that the budget shares for durables, semidurables, nondurables, and services are near .20, .lo, .25, and .45, respectively. The stability of these parameters across systems specifications and estimation methods is encouraging for the appropriateness of commodity groupings, the separability assumptions, and more generally, the robustness of the results.
Static Systems: Elasticities
Income elasticities, direct price elasticities (compensated and uncompensated), and expenditure shares for the Rotterdam, linear expenditure, and indirect addilog systems are presented in table 3. All the income elasticities are positive, ranging from 1.69 for durables estimated from the Rotterdam model to .58 for sernidurables for the linear expenditure model, indicating that the commodity groups are not inferior. This result is not surprising given the level of aggregation in the commodity groupings. The durable goods and services groups have estimated income elasticities which are greater than one. This implies that the commodities they contain include lux- uries; that is, goods for which expenditures increase more than proportionately with income. Alternatively, the semidurable and nondurable commodity groups have estimated elasticities which are less than one. This implies that the commodities of which they are composed are largely necessities. Consumption of such items tends to remain relatively stable irrespective of income levels. Differences among the estimates obtained using the three systems are in some cases sizable. Generally, the estimates from the linear expenditure and indirect addilog systems compare more closely. The Rotterdam model produces notably higher income elasticity estimates for the durable goods and semidurable goods groups and a lower estimate for the services group. For example, in the case of durable goods, the income elasticity estimate for the Rotterdam model is 1.69, as contrasted with values of 1.34 and 1.40 for the linear expenditure and indirect addilog models, respectively.
The compensated price elasticity estimates are substantially lower than the uncompensated estimates. Generally, durable goods and services groups have price elasticities closer to -1. For durable goods, the range in uncompensated price elasticity estimates is from - -.69 for the Rotterdam system. Aside from this result, the estimates from the three systems are rather similar. Price elasticities from the Rotterdam model are, in general, the highest. In fact, the one exception is for services in the linear expenditure system. The lowest price elasticity estimates are for the indirect addilog system.
Dynamic Systems: Basic Parameter Estimates
Estimates of the basic parameters for the state adjustment model are reported in table 4. Most of the parameter estimates are statistically significant at the 5% level. A priori restrictions on these basic parameter estimates, following from the structural model, are minimal. However, all of the A, estimates, the parameter on qt-,, are positive and in the unit interval. The parameter estimates on Ap,, (A,), are negative, as expected, with the sign determined by the price coefficient v in the structural model equation (8). Finally, the parameter estimates on the income terms AZ and A, are positive. Thus income levels and increments to income are positively related to consumption levels for the four aggregated commodity groups.
Results for the basic parameters of the dynamic linear expenditure system are shown in table 5. All regression coefficients are significantly different from zero at the 5% level, and all of the estimated coefficients have correct signs according to a priori reasoning. In general, the results for the basic parameters are quite favorable when compared with the theory and previous results for the United States (Phlips , 1974) . 
Dynamic Systems: Structural Parameters and Elasticities
Estimates of the structural parameters and elasticities for the state adjustment model are presented in table 6. There are two negative and two positive stock coefficients. This means that durable and semidurable goods with values for a, less than zero are subject to inventory adjustment, while nondurables and services having at's with positive signs are subject to habit formation. In each of the cases the results seem plausible. Estimated values for the ails indicate rates of deterioration of from .10 for sernidurables to .81 for nondurables. The estimated values for these structural parameters imply that habits in the case of nondurables and services deteriorate at faster rates than durable and semidurable goods depreciate. For each of the commodity groups, the short-run income coefficient K ( is positive and the short-run price coefficient vi negative.
For durable and semidurable goods the short-run income elasticity exceeds the longrun income elasticity. The converse is true for the short-and long-run elasticities for the nondurable goods and services commodity groups. This result is consistent with the Houthakker and Taylor rationalizations for inventory adjustment and habit formation. The direct price elasticities of demand have the anticipated negative signs and, as expected, price elasticities for the durable goods commodity groups are higher.
An examination of the structural coefficients for the dynamic linear expenditure system in table 7 reveals that all estimated depreciation rates 6:s are positive. In addition, they are plausible in magnitude, with larger values for nondurables (.90) and services (.87) than for durables (.30) and semidurables (.10). The higher depreciation rates for the nondurable and service groups reflect a lack of a strong persistence of habits. For durable goods, the rate of .30 implies that they are more than 90% depreciated by the end of seven years.
All of the estimated F(S are positive, indicating a decreasing marginal utility for each commodity. Two of the commodity groups, durables and semidurables, have negative a(s indicating inventory adjustments. The remaining two commodity groups, nondurables and services, have positive estimated values for the a ( s and thus are subject to habit formation. In every case the "autonomous necessary consumption level" Oi is positive, with larger values for the semidurables and nondurable~ than for durable~ and services commodity groups. The adjustment coefficients pi are between zero and one in every case, indicating a partial adjustment mechanism for the state variables.
Estimated short-and long-run income elasticities are all positive. For the durables and sernidurables commodity groups, the shortrun income elasticities (3.13 and 1.11, respec- tively) are larger than the long-run income elasticities (1.09 and .71, respectively). The situation for the nondurables and services commodity groups is reversed, indicating habit formation. This effect is pronounced in the case of the services group, where the longand short-run elasticities estimates are 1.33 and .60, respectively. All the price elasticities have negative signs, with the compensated ones being the smaller. The uncompensated price elasticity estimates for durables (-1.44) and semidurables (-.671) are larger than those obtained from the state adjustment model. Lastly, in computing estimates, during the final iteration, the marginal utility of income, A, declined in a continuous fashion with time. Because real income, in general, increased over the time period, this result corroborates the apparent reasonable estimates of the other structural parameters for the model.
The results in tables 6 and 7 can be compared with those in table 3. The income elasticity for the durable goods commodity group in the static systems is about 1.4. This lies between the short-and long-run estimates of the income elasticity in the dynamic models, i.e., 1.4 to 3.3 for the state adjustment model and 1.1 to 3.1 for the dynamic linear expenditure system. Estimated short-and long-run income elasticities for the semidurable goods group are, if at all, only slightly higher for the dynamic than for static systems.
The price elasticity estimates from the static models are more comparable to those generated from the state adjustment model than the dynamic linear expenditure system. This could be because the latter provides added structure pi. Generally, the results demonstrate that the adjustment, habit, and inventory features of the dynamic models have more plausibly captured the behavior of cons u m e r~.Ṽalues of short-and long-run, comb Additional estimates allowing for serial correlation (Berndt and Savin) in the errors for the static systems were computed. Generally, the model with autocorrelated errors produced structural parameter estimates which were more variable but elasticities implied similar to the ones presented for the static systems. Apparently persistence in consumption patterns is best accommodated by allowing for it in the systematic portion of demand models. 
Evaluation
In addition to the comparisons made in the previous section, the results are evaluated relative to those obtained from another commodity grouping and other studies, as well as by the forecasting potential of the models. The alternative grouping of commodities is more disaggregated. The available estimates of price and income elasticities provide a basis for evaluating the applied implications of different data bases, estimation methods, demand systems, and commodity groups. Finally, the forecasts within and outside of the sample period are made using the two dynamic models. These two dynamic models were selected for the forecasting exercise because the structural parameter estimates and elasticities reviewed in the previous section compared favorably to those from the static systems.
Nine Commodity Groups
Price and income elasticity estimates obtained by applying two of the static demand systems and the double log model to the Canadian data aggregated to nine commodity groups are contained in table 8. ' The same exercise was attempted for the indirect addilog and dynamic demand systems. Unfortunately, the solutions were erratic or the models failed to converge, suggesting problems of multicollinearity or with the capacity of our computer programs for larger models. The double log estimates obtained without forcing the income elasticities to one are included to provide a contrast with the more theoretically consistent Rotterdam and linear expenditure systems.
Comparative comments are confined to the Rotterdam and linear expenditure systems. 
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In examining table 8, attention is first drawn to the pattern of the estimated income elasticities. These results show that as for the four commodity groups, all income commodities are positive. For the Rotterdam and linear expenditure systems, commodity groups with an income elasticity less than unity are food, tobacco and alcoholic beverages, clothing, and personal goods and services. Consumption of these goods should tend to remain more stable for differing income levels. The results for food, in particular, are worth noting, because Engel's law concerning the decreasing share of expenditures on food with income increases is confirmed. Income elasticity estimates for housing and furniture are close to one. These commodity groups may, therefore, be viewed as luxuries, albeit moderate ones. The highest estimated income elasticities were obtained for transportation and recreation. As subsequently shown, for transportation this result is different than that obtained for the United States. Also, recall that for the commodity groups, transportation and recreation are highly influenced by durable goods purchases, a type of consumption behavior not especially well modeled by the static assumptions which underlie the results presented in table 8.
In comparing the Rotterdam model income elasticities to those of the linear expenditure model, some differences are observed. For example, income elasticities for food, clothing, furniture, and transportation are slightly lower for the linear expenditure system than in the Rotterdam model. Income elasticities for tobacco and alcoholic beverages and drugs and sundries are almost identical in both models. This is in contrast to the results from the four-commodity case which showed the Rotterdam estimates with one exception uniformly higher.
Examination of the direct uncompensated price elasticity estimates in table 8 shows that all have the expected negative sign. Also, with five exceptions, the estimates have magnitudes which indicate an inelastic price response. The exception in the case of linear expenditure system is the recreation and entertainment commodity group where the required consumption level y was estimated as negative. For the Rotterdam model the estimated uncompensated price elasticities are 1.00 for transportation and communication and 1.09for recreation and entertainment. The larger differences between the uncompensated price elasticity estimates for the Rotterdam and linear expenditure models are for the fur-Estimates From Other Studies niture, furnishings, household equipment and operations, and the personal goods and ser-Comparisons of the estimates for the four and vices groups. nine commodity cases to those from other Generally, the estimates from the nine studies must be made with caution since the commodity groups appear supportive of the latter involve different models, data bases, esresults and associated observations made for timation methods, and commodity groups. the application of the static models to the four Results of the studies, however, can be evalucommodity groups. The static models even at ated in relation to their implications for policy lower levels of disaggregation do not produce purposes. For the present evaluation, results results which are as satisfactory for commod-for income and price elasticities from several ity groups made up of durable goods, as do the studies using Canadian and United States data dynamic models. For example, in the cases of have been assembled in table 9. (Other studies the furniture, furnishings, household equip using Canadian data include Carlevaro, ment and operation group and the transporta-Goldberger and Gameltsos, Oksanen and tion group, the income and price elasticities Spencer, and Schweitzer.) The table includes obtained show comparatively large differences a citation and information on the country, the between the Rotterdam and linear expenditure time period of application, the demand system system estimates and those for durable goods employed, the commodity groups, and the obtained when the dynamic models were elasticity estimates. applied for four commodity groups. Although
The comparisons afforded by the informathe overlap in classes is not complete, the tion in tables 3, 6, 7, 8, and 9 are obviously stability of the estimates between the dynamic numerous. The income elasticity estimates for systems and their discrepancies between the food from the present analysis and among the static models would suggest some improve-other studies are quite similar. Food is income ment resulted from the more flexible struc-inelastic with a coefficient in the range .31 to tures.
.64. In the four commodity group models, food ----------- The semidurables in the four commodity group models have somewhat higher income elasticities than those reported for clothing. This is true even of the state adjustment and dynamic linear expenditure models, which suggest a range of .7 to 1.2 for short-and long-run income elasticities for semi-durables.
For both shelter and transportation, the estimates from the present analysis are in general agreement with those in table 9. Our results and those in table 9 show a systematic difference between the United States and Canada in income elasticity for transportation. This may be due to subsidies in the United States and the excise tax in Canada. On a more general level, the durable goods group estimates in table 9 and our own estimates for this commodity group indicate a similar income elasticity. Again, the flexibility of the dynamic models is suggested by the fact that the income elasticity estimates for durables in tables 6 and 7 bound most of those reported in table 9.
Price elasticity estimates seem to be roughly similar for food, clothing, and durable goods. This is especially true of those estimates obtained from the linear expenditure system and the indirect addilog models. In the case of durable goods, elasticities estimated from the Amer. J . Agr. Econ. static models lie between those for durable goods from the two dynamic models. Finally, for shelter, the own price elasticities differ from those in table 9. However, the source of the difference appears due more to the variable results obtained in other studies than as a systematic effect in our data or models.
Forecasting Performance
As a last evaluative exercise, the forecasts from the two dynamic models are examined. Data for estimating the models were for . The outside sample data used (1973, 1974) are revised series obtained from Statistics Canada, and the revisions were substantial for the services group. These revised values were used without adjustment for simulating the model, perhaps causing some discrepancy. The model was not reestimated since the revised data series is presently not of sufficient length.
Forecasts or simulations were calculated using actual revised initial values of the lagged endogenous variables. Simulated values were used after the models were initialized at the first period, and there was no calibration to insure better fits. Most of the turning points were properly reflected, and there were few major discrepancies in the levels of the actual and simulated expenditures. These observations are borne out in table 10, which contains the root mean square error (absolute and percentage) for the models in and outside the sample period. Generally, the within and outside sample period results suggest the same conclusions. The dynamic linear expenditure system produces the better fit. Errors are largest for services and smallest for nondurable goods outside the sample period, but largest for durables within the sample period. The former discrepancy could be caused by the revisions in the data series. 
Conclusion
Generally, there is a substantial degree of similarity between the estimates obtained in this analysis. even between static and dynamic models. The static models, except for the double log, produced estimates which had similar implications and compared favorably with those summarized from other studies when the latter were themselves not erratic. Of the two dynamic models, the linear expenditure system performed better by comparison to results from other studies and on the basis of the within and outside sample simulations. This improved performance is possibly a result of the more flexible adjustment mechanism that the linear expenditure system incorporates. Generally, the plausible adjustment implications and the estimated long-run price effects compared to those for the static models provide an empirical impetus for attempting to extend models of the structure of consumer behavior to more dynamic settings.
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