Phase transition and critical phenomenon are investigated in the two-dimensional traffic flow numerically and analytically. The one-dimensional lattice hydrodynamic model of traffic is extended to the twodimensional traffic flow in which there are two types of cars ͑northbound and eastbound cars͒. It is shown that the phase transition among the freely moving phase, the coexisting phase, and the uniformly congested phase occurs below the critical point. Above the critical point, no phase transition occurs. The value a c of the critical point decreases as increasing fraction c of the eastbound cars for cр0.5. The linear stability theory is applied. The neutral stability lines are found. The time-dependent Ginzburg-Landau ͑TDGL͒ equation is derived by the use of nonlinear analysis. The phase separation lines, the spinodal lines, and the critical point are calculated from the TDGL equation. ͓S1063-651X͑99͒00405-5͔
I. INTRODUCTION
Recently, traffic problems have attracted considerable attention ͓1-3͔. One-dimensional traffic flow has been investigated by the use of a variety of models ͓4-27͔. The jamming transitions between the freely moving traffic and the jammed traffic have been found in the following onedimensional traffic models: the Nagel-Schreckenberg ͑cellu-lar automaton͒ model ͓7͔, the car following ͑dynamic͒ models ͓6͔, and the hydrodynamic model ͓19͔. The transitions have properties very similar to the conventional phase transitions and critical phenomena. In the car following model of the one-dimensional traffic flow, the jamming transition has been described in terms of thermodynamic terminology of phase transitions and critical phenomena ͓28͔. The thermodynamic potential describing the jamming transitions has been found by the analytical method.
On the other hand, two-dimensional traffic flow has been investigated by the use of the cellular automation models ͓29-35͔. Biham, Middelton, and Levine ͓29͔ have proposed a two-dimensional traffic cellular automaton model ͑BML model͒ for a network of city roads on a square lattice. There are two types of cars in the model: one type of cars ͑east-bound cars͒ is able to move only in the positive x direction and the other type of cars ͑northbound cars͒ only in the positive y direction. They have found that a phase transition from a freely moving phase to a perfectly jammed phase occurs with increasing car density. The two-dimensional cellular automaton model has been extended to traffic problems with two-level crossing ͓30͔, direction changing ͓31͔, and car accidents. The cellular automaton models have been analyzed by the use of the mean-field theory ͓30,34͔.
One-dimensional traffic flow problems have been investigated extensively by the use of various models, but twodimensional problems have been studied only with use of the cellular automaton model. Until now, the two-dimensional traffic flow problems have seldom been investigated by the hydrodynamic model and the car following model. The hydrodynamic and car following models have the merit that the linear stability analysis and the nonlinear analysis can be applied.
In this paper, we present a lattice hydrodynamic model for two-dimensional traffic flow. We study numerically and analytically the two-dimensional traffic behavior in the lattice hydrodynamic model. We show that the phase transition occurs among the freely moving phase, the coexisting phase, and the uniformly congested phase. We apply the linear stability theory and nonlinear analysis to the lattice hydrodynamic model. We derive the time-dependent GinzburgLandau equation. We calculate the phase separation lines, the spinodal lines, and the critical point. We compare the analytical result with the simulation result.
II. LATTICE HYDRODYNAMIC MODEL
We present a lattice hydrodynamic model for twodimensional traffic flow. For simplicity, we consider only two types of cars, similar to the BML model ͓29͔: one type of cars ͑eastbound cars͒ moves only in the positive x direction and the other type of cars ͑northbound cars͒ moves only in the positive y direction. The continuity equation relates the local density of eastbound cars ͑northbound cars͒ to the local average speed. The speed and density of eastbound cars ͑northbound cars͒ are denoted, respectively, by u(x,y,t) ͓(x,y,t)͔ and x (x,y,t) ͓ y (x,y,t)͔. The continuity equations of the eastbound and northbound cars are given, respectively, by
‫ץ‬ t y ͑ x,y,t ͒ϩ‫ץ‬ y y ͑ x,y,t ͒͑ x,y,t ͒ϭ0, ͑2͒
where ‫ץ‬ t ϭ‫ץ/ץ‬t, ‫ץ‬ x ϭ‫ץ/ץ‬x, and ‫ץ‬ y ϭ‫ץ/ץ‬y. We assume that the traffic current is adjusted by the optimal current with a delay time. The traffic currents of eastbound and northbound cars are given, respectively, by
where c is the fraction of eastbound cars, 0 is the total average density, (x,y,t)͓ϭ x (x,y,t)ϩ y (x,y,t)͔ is the local density, x 0 is the average headway of eastbound cars, and y 0 is the average headway of northbound cars. Equations ͑3͒ and ͑4͒ are the evolution equations in the place of the Navier-Stokes equation. The function V" (x,y,t) … is called the optimal velocity. The delay time allows for the time lag that it takes the traffic current to reach the optimal current when the traffic flow is varying. The idea is that traffic currents x (x,y,t)u(x,y,t) and y (x,y,t)(x,y,t) at position ͑x,y͒ at time t are adjusted by the optimal currents c 0 V"(xϩx 0 ,y,tϪ)… at position (xϩx 0 ,y) and (1 Ϫc) 0 V"(x,yϩy 0 ,tϪ)… at position (x,yϩy 0 ) at time t Ϫ. This is similar to the idea of the one-dimensional car following model analyzed by Newell ͓4͔ and Whitham ͓5͔.
In the limit of cϭ0 or 1, the above two-dimensional hydrodynamic model reduces to the one-dimensional hydrodynamic model ͓36͔. In the one-dimensional hydrodynamic model, it has been proved that the jamming transition occurs.
We transform the hydrodynamic model to the lattice model. The time and space derivatives are replaced by the following differences:
We choose 1/(c 0 ) and 1/͓(1Ϫc) 0 ͔ for x 0 and y 0 where 1/(c 0 ) and 1/͓(1Ϫc) 0 ͔ are the average headways of the eastbound and northbound cars. We consider the twodimensional traffic flow on the square lattice with the horizontal and vertical spacings: 1/(c 0 ) and 1/͓(1Ϫc) 0 ͔. The lattice hydrodynamic model is described by the following difference equations:
for the eastbound cars, and
for the northbound cars, where x, j,m (t) and y, j,m (t) are the local densities of eastbound and northbound cars on site ͑j,m͒ at time t.
In the limit of cϭ0 or 1, the two-dimensional lattice hydrodynamic model reduces to the one-dimensional lattice hydrodynamic model ͓36͔.
The optimal velocity function is given by
where c is the inverse of the safety distance ͓25,28͔. This function has the turning point ͑inflection point͒ at j,m (t) ϭ 0 ϭ c . Generally, it is necessary that the optimal velocity function has the following properties: it is a monotonically decreasing function, it has an upper bound ͑maximal velocity͒, and it has a turning point at the safety distance. By inserting Eqs. ͑9͒ and ͑11͒ into Eqs. ͑8͒ and ͑10͒, respectively, and adding Eq. ͑8͒ to Eq. ͑10͒, one obtains the density equation
where j,m (t)ϭ x, j,m (t)ϩ y, j,m (t).
In the limit of cϭ0 or 1, Eq. ͑13͒ reduces to the density equation of the one-dimensional traffic flow.
III. SIMULATION
We carry out a simulation to study numerically the traffic behaviors in the two-dimensional lattice hydrodynamic model. We derive numerically the phase separation lines ͑co-existing curves͒. We compare the simulation result with the analytical result in Sec. V. A priori it cannot be assumed that the lattice hydrodynamic model yields a jamming transition similar to the cellular automata. Therefore, simulation is carried out to validate two points. ͑1͒ First it has to be shown that the model is capable of describing two-dimensional traffic dynamics and the jamming transition indeed occurs. ͑2͒ Next the applicability of the nonlinear analysis has to be proved.
We set as the unit time step. The boundary is periodic. Initially, the density is assumed to be distributed uniformly over space:
) at time tϭ1 are set as 0.1 and 0.3 where L is the system size. We study the traffic patterns for various values of delay time. As a result, three types of traffic flow have to be distinguished: ͑1͒ a freely moving phase, ͑2͒ a coexisting phase in which jams appear, and ͑3͒ a uniformly congested phase. In Fig. 1 , the time evolutions of traffic patterns are shown when the disturbance at the center is added to the uniform initial state ( 0 ϭ0.2), where the sensitivity a ͑the inverse of the delay time͒ is 1.0 and the system size is 140 ϫ140. The regions with higher density than 0.2 are indicated by the gray color. The gray regions represent the jammed traffic. The patterns ͑a͒ and ͑b͒ indicate the time evolutions of traffic patterns for cϭ0.5 and 0.2. At early stage, jams occur within a small region. In time, the jams spread to the whole system. For cϭ0.5 in which the density of eastbound cars equals the density of northbound cars, the jams propa-gate backward. The traffic jams are formed with the diagonally striped patterns. For cϭ0.2 in which the density of the eastbound cars is less than the density of the northbound cars, the traffic pattern of jams exhibits the complex structure but the jams propagate backward approximately in the diagonal direction. Figure 2 shows the time evolutions of traffic patterns on the single-horizontal road at yϭ40 for the same initial condition as Fig. 1 . The patterns ͑a͒ and ͑b͒ indicate the time evolutions for cϭ0.5 and 0.2. The jammed regions indicated by the gray propagate backward. Figure 3 shows the density profiles obtained at tϭ6000 on the singlehorizontal road at yϭ40 for the same initial condition as Fig.  2 . The profiles ͑a͒ and ͑b͒ indicate those for cϭ0.5 and 0.2. The regions of density higher than 0.2 represent the traffic jams and propagate backward. The jams are the density waves. The density waves have the symmetric kink-antikink form after sufficiently long time. After sufficiently long time, the shapes of density waves do not change with time for c ϭ0.5 but do change for cϭ0.2. Figure 4 shows the plots of density difference (t)Ϫ(t Ϫ1) versus density (t) at a site of the system for t ϭ6000-10 000 for aϭ1.0: ͑a͒ cϭ0.5 and ͑b͒ cϭ0.2. The plots ͑a͒ and ͑b͒ correspond, respectively, to the traffic flows ͑a͒ and ͑b͒ in Fig. 3 . The pattern ͑a͒ in Fig. 3 exhibits the limit cycle ͑a single closed curve͒ in the plot of Fig. 4 . It corresponds to the periodic traffic behavior. The pattern ͑b͒ in Fig. 3 exhibits the dispersed plots around a closed loop. It corresponds to the irregular traffic behavior. The points on the right and left ends represent, respectively, the states within the traffic jams and within the freely moving phase. In any case considering long-time evolution, only two distinct densities survive for the coexisting phase, depending on the sensitivity ͑the inverse of the delay time͒ and the fraction c. Each density is the density of the transition points on the coexisting curve. Figure 5 shows the plots of densities at the transition points versus sensitivity a. The circles, triangles, and diamonds indicate the simulation results, respectively, for cϭ0.1, 0.2, and 0.5. The solid lines represent the analytical results in Sec. V. The simulation results are consistent with the analytical results. The phase separation line decreases as increasing fraction c for cр0.5. The apex of each curve indicates the critical point. Above the critical point, no traffic jams occur. Figure 6 shows the plot of the critical point versus fraction c. The circular points indicate the simulation result. The solid line indicates the analytical result in Sec. V. The simulation result agrees with the analytical result.
IV. LINEAR STABILITY ANALYSIS
We apply the linear stability method to Eq. ͑13͒. We consider the stability of the uniform traffic flow. The uniform traffic flow is defined by such a state as a traffic flow with constant density 0 , constant x-directional velocity V( 0 ), and constant y-directional velocity V( 0 ). Equation ͑13͒ has the solution of the uniform steady state: j,m ͑ t ͒ϭ 0 , u j,m ͑ t ͒ϭV͑ 0 ͒, and j,m ͑ t ͒ϭV͑ 0 ͒. ͑14͒
Let y j,m (t) be a small deviation from the uniform steadystate flow: j,m (t)ϭ 0 ϩy j,m (t). Then, the linear equation is obtained from Eq. ͑13͒,
where VЈ ( Since the density wave propagates in both negative x and y directions with equivalent propagation velocity, we expand y j,m (t) as follows: y j,m (t)ϰexp͕ik(jϩm)ϩzt͖. The following equation of z is derived:
where VЈϭVЈ( 0 ). By expanding z with z 1 (ik)ϩz 2 (ik) 2 ϩ¯, the first-order and second-order terms of ik are obtained,
If z 2 is a negative value, the uniform steady-state flow becomes unstable for long-wavelength modes. When z 2 is a positive value, the uniform flow is stable. One obtains the neutral stability condition
For small disturbances of long wavelengths, the uniform traffic flow is unstable if
The derivative VЈ of optimal velocity has the minimal value at turning point 0 ϭ c . If
2 ͖͔, the uniform flow is always stable irrespective of density. We find that there is a critical point at ϭ c and ϭ c . When cϭ0 or 1, the critical point and the neutral stability line are consistent with those in the one-dimensional traffic model ͓36͔. The dotted lines in Fig. 7 show the neutral stability lines for cϭ0.0, 0.1, 0.2, 0.3, and 0.5. The apex of each curve indicates the critical point. Above each curve, the two-dimensional traffic flow is stable and the density wave ͑traffic jam͒ does not appear. Below each curve, the traffic flow is unstable and the density wave appears. As fraction c increases (cϽ0.5), the critical points and the neutral stability curves decrease.
V. TDGL EQUATION
We now consider the traffic behavior of long-wavelength modes on coarse-grained scales. The simplest way to describe the behavior of long-wavelength modes is the longwave expansion. We consider the slowly varying behavior at long wavelengths near the critical point ( c , c ). We extract slow scales for space variables j,m, and time variable t ͓28,37͔. For 0ϽӶ1, we therefore define the slow variables X and T:
Xϭ͑ jϩmϩbt͒ and Tϭ 3 t, ͑20͒
where b is a constant determined later. Here we consider the density wave propagating in the diagonal direction. The diagonally propagating density wave is observed in our simulation. We set the density as
By expanding Eq. ͑13͒ to the fifth order of with the use of Eqs. ͑20͒ and ͑21͒, one obtains the following nonlinear partial differential equations:
Here we used the expansions shown in the Appendix.
By taking bϭϪg c 2 VЈ( c ), the second-order term of is eliminated from Eq. ͑22͒. We consider the neighborhood of the critical point c :
where By transforming variables X and T to variables xϭ Ϫ1 X and tϭ Ϫ3 T, and taking S(x,t)ϭR(X,T), Eq. ͑24͒ is rewritten as follows:
By adding term g(Ϫ c 2 VЈ)(/ c Ϫ1)‫ץ‬ x S on both left and right sides of Eq. ͑25͒ and performing the transformation t 1 ϭt and x 1 ϭxϩg(Ϫ c 2 VЈ)(/ c Ϫ1)t in Eq. ͑25͒, one obtains
We define the thermodynamic potential
By rewriting Eq. ͑26͒ with Eq. ͑27͒, one obtains the timedependent Ginzburg-Landau ͑TDGL͒ equation:
where (S) is given by Eq. ͑27͒. The TDGL equation ͑28͒ has two steady-state solutions in addition to a trivial solution Sϭ0: the one is the uniform solution
and the other is the kink solution
where x 1 0 is a constant. Equation ͑30͒ represents the coexisting phase which consists of a low density phase ͑freely moving phase͒ and a high density phase ͑congested phase͒.
One can obtain the coexisting curve, the spinodal line, and the critical point by differentiating thermodynamic potential ͑27͒ with order parameter S. Figure 7 shows the phase diagram in the (,a) plane where c ϭ0.2, Ϫ c 2 VЈϭ1, and c 6 Vٞϭ2. Each solid curve indicates the coexisting curve given by Eq. ͑32͒. Each dotted line indicates the spinodal line given by Eq. ͑34͒. The apex of each curve indicates the critical point. In the region within the coexisting curve, the freely moving phase coexists with the congested phase. The intermediate regions between the coexisting curve and the spinodal line represent the metastable regions.
Generally, the jamming transition is the first-order phase transition below the critical point. The metastability observed in the traffic flow model corresponds to the spinodal decomposition in the conventional first-order phase transition.
VI. MKdV EQUATION
We derive the modified Korteweg-de Vries equation ͑MKdV͒ equation from Eq. ͑13͒. We show the connection between the MKdV equation and the TDGL equation. Similarly to the derivation of the TDGL equation, we consider the slowly varying behavior at long wavelengths near the critical point. We extract slow scales for space variables j,m, and time t. We obtain Eq. ͑22͒. 
͑38͒
One obtains the regularized equation
If we ignore the O() term in Eq. ͑39͒, it is just the MKdV equation with a kink solution as the desired solution, R 0 Ј͑X,TЈ͒ϭͱp tanhͱp/2͑XϪpTЈ͒.
͑40͒
Next, assuming that RЈ(X,TЈ)ϭR 0 Ј(X,TЈ)ϩR 1 Ј(X,TЈ), we take into account the O() correction. In order to determine the selected value of the propagation velocity p for the kink solution ͑40͒, it is necessary to satisfy the solvability condition The solution ͑43͒ agrees with the solution ͑30͒ obtained from the TDGL equation. The kink solution represents the coexisting phase which consists of the freely moving phase ͑with low density͒ and the congested phase ͑with high density͒. The traffic jam seems to be static from the point of view of the backward moving frame with the jam propagation velocity. Thus, the jamming transition can be described by both the TDGL equation with a nontraveling solution and the MKdV equation with a propagating solution.
VII. SUMMARY
We have proposed a lattice hydrodynamic model for twodimensional traffic flow. We have investigated the jamming transition between the freely moving phase and the jammed phase numerically and analytically. In the numerical simulation, we have shown that the jamming transition occurs with increasing density. We have found that there is a critical point. The critical point decreases as increasing fraction of the eastbound cars.
We have applied the linear stability theory and nonlinear analysis to two-dimensional traffic flow. We have found that the jamming transition is described by the time-dependent Ginzburg-Landau equation. The phase separation lines, the spinodal lines, and the critical point are calculated by the use of the thermodynamic potential. The critical point, the spinodal lines, and the phase separation lines are definitely different from those of one-dimensional traffic flow.
APPENDIX
In this appendix, we present the expansions of each term in Eq. ͑13͒ to fifth order of ,
