We study the tapping dynamics of a one dimensional Ising model with symmetric kinetic constraints. We define and test the variant of the Edwards hypothesis that one may built a thermodynamics of the steady state by using a flat measure over the metastable states with several quantities fixed. Various types of tapping are compared and the accuracy of this measure becomes quickly excellent when the number of quantities increases, independently of the way the system is excited.
Introduction
The physical properties of granular materials have been extensively studied during the last decades because of their wide presence in industry and their interest in fundamental statistical mechanics. In particular, since the compaction experiments of the Chicago group [1] , there have been many attempts to understand the mechanism of compaction of dense powders under weak tapping and their steady state behavior. In these systems, energy is completely dissipated after each tap and the thermal fluctuations are negligible compared to the gravitational energies involved. Such a system evolves from one blocked state to another due to the external driving without obvious detailed balance and the usual tools of statistical mechanics have to be generalized. Edwards and coworkers made the assumption that in this context it is possible to build a "thermodynamics" by using a flat measure over the blocked states in the steady state, the main ingredient being that all blocked, or metastable, configurations have equivalent basins of attraction [2] . It seems to be a rather hard task to define and compute the entropy of blocked states of an assembly of grains in a box [3] . Hence the Edwards measure has been recently put to the test on a wide variety of simple models. It was found in the three dimensional Kob-Andersen [4] and Tetris models [4, 5] that the flatness assumption is good for dense systems, and also in the context of partly analytically tractable one dimensional models [6, 7] . Recent simulations on three dimensional sheared packing of spheres [8] have applied the Edwards measure to a realistic model and opened the possibility to test Edwards' hypothesis experimentally. Moreover, a tapping mechanism has been introduced in association with spin glass models and the Edwards measure revealed to be very efficient in describing phase transitions in the steady state [9] . As the Edwards measure seemed to give very good results on the thermodynamics of the tapped Ising chain [6] , it also has been tested on one dimensional kinetically constrained models [10] . Variants of these models had been studied to test the Stillinger and Weber idea [11, 12] : the issue is to decompose the space of configurations into valleys, to project each valley on its minimum (called inherent structure) and to reduce the dynamics of the system to a dynamics on inherent structures. Ising models with kinetic constraints allow to test this decomposition in the following way [12] : two models differ only in the constraints of the dynamics and share the same local energy minima. As the low temperature dynamics are different, the dynamics cannot be reduced to a simple sampling of inherent structures. For the same reason, the Edwards measure was expected to fail. Berg et al. [10] submitted these models to two kinds of tapping, which they called "thermal" and "random" and found that the Edwards measure seems to fail when the energy is not low enough. Moreover, they argued that the validity of the flatness assumption depends on the tapping mechanism, that is to say the way energy is injected in the system. In this paper, we show how the naive Edwards measure can be generalized to build the thermodynamics of the asymptotic regime and that the validity of this measure is independent of the tapping mechanism.
The model
The model we shall consider in this paper is the symmetrically constrained Ising model (SCIM). Particles are deposed on a one dimensional lattice. At each site i is associated its occupation number n i = 0, 1. In the usual formulation of the model, the total energy is − i n i and the dynamics is constrained: in any single move algorithm, a particle can be added or removed on a site only if at least one of the neighboring sites is empty. This constraint drastically slows down the dynamics and the system undergoes a dynamical glassy transition [13] . It has been recently shown that a naive application of the Edwards measure is inefficient to describe the thermodynamics of the steady state of the SCIM submitted to tapping [10] . The system was submitted to two types of tapping: (i) "random": occupation of each site is changed with probability p ∈ [0, 1/2];
(ii) "thermal": one Monte Carlo step is done, with Metropolis probability p(n i → 1 − n i ) = (1 − n i−1 n i+1 ) min(1, e −β∆E ).
In between taps, the system undergoes a zero temperature dynamics respecting the kinetic constraints, that is particles are added in empty sites with at least one empty neighbor, until the system becomes blocked in a metastable state. In order to clarify the behavior of these non-constrained models, we define a more natural energy:
With this definition the lowest contribution is given by sites surrounded by occupied sites and the highest one is given by non isolated empty sites. The advantage of the definition (1) is that the corresponding zero temperature dynamics is precisely the one with kinetic constraints described above. The average occupation of the sites will be called "density":
It will be useful in the following to define a domain as a sequence of occupied sites surrounded by empty sites at both ends. The tapping (ii) contains the kinetic constraints in addition to the thermal condition.
As it would be interesting to study separately the influence of these ingredients of tapping, we define four tapping mechanisms, depending whether the kinetic constraints are respected and whether the tapping is random:
(RU) "Random Unconstrained": occupation of each site is changed with probability p ∈ [0, 1]. Notice that there is no reversal symmetry as in ±1 Ising spin systems, so p can be greater than half;
(RC) "Random Constrained": one Monte Carlo step is done during which the occupation of each chosen site is changed randomly with probability p ∈ [0, 1] if it has an empty neighboring site;
(TU) "Thermal Unconstrained": one Monte-Carlo step is done with Metropolis probability p(n i → 1 − n i ) = min(1, e N ∆ρ /T ρ );
In the two latter cases, we use ρ instead of E in order to keep comparison with the results of Berg et al. [10] (so (RU) corresponds to (i) and (TC) corresponds to (ii)). Systems of sizes N = 10 5 and N = 10 6 have been simulated during 10 6 taps in the steady state regime and several quantities of interest have been recorded:
• the energy E and the density ρ;
• the distribution of the domain sizes P (l) = P robability(size = l);
• the fluctuations of E and ρ:
The generalized Edwards measure
Edwards' hypothesis applied in the present context consists in assuming that the external forcing is in balance with the dissipation so that in the steady state the measure is flat over the blocked states. In addition, if some quantities are conserved on average the measure must be restricted to the manifolds where these quantities are constant.
Other quantities, which are not conserved, fluctuate around a value which maximizes the Edwards entropy. The original idea of Edwards and coworkers [2] was that an assembly of grains in a gently vibrated box is fully characterized by its density (or volume "V"), which is the only quantity to fix on average in the steady state. In that way they introduced through a Lagrange multiplier a "compactivity":
However there is no evidence that only one quantity as the density (or the energy for spin systems) has a non zero Lagrange multiplier and, as already mentioned [10] , at least two quantities should be fixed in average in order to describe the steady state with a flat measure. Let us then build a generalized Edwards measure and imagine a granular like system submitted to external forcing whose effect is to go from a blocked configuration to another. Let us assume that the balance between forcing and relaxation is such that in the asymptotic stationary regime exactly m quantities X k (k = 1, · · · , m) are conserved on average. We introduce corresponding Lagrange multipliers β k and compute the grand canonical partition function:
where S({X k }) is the entropy of the blocked configurations restricted to that of given {X k }. In the limit of a large volume or number of particles, the integrand is sharply
The Lagrange multipliers are given as in usual statistical mechanics by:
and the average of X k is:
The fluctuations and cross correlations between the X k can be computed by expanding around the maximum:
The correlations are then
Testing the generalized measure
In order to test the Edwards measure and its generalization, we have calculated the same quantities as that measured in the tapping simulations by fixing one, two or three quantities:
• the density ρ only;
• the density and the energy per site E;
• the density, the energy per site and the probability α = P (l ≥ 3) that a domain has length greater than 3.
We have chosen to fix these three quantities, but the choice is arbitrary. There may be as many possible choices of three quantities to fix as combinations of macroscopic quantities. A necessary condition is that they give an extensive contribution to the entropy as far as their values in the steady state are concerned. The choice above is just a natural one which fulfills this condition.
Fixing one quantity
The entropy of metastable states per site is:
and the distribution of domain lengths is exponential:
Fixing two quantities
and the distribution of domain lengths is exponential only for l ≥ 2:
If one maximizes the entropy with respect to E, then E = − (1−2ρ) 2 ρ and the calculations with only ρ fixed is recovered.
Fixing three quantities
The entropy of metastable states per site is
and the distribution of domain lengths is exponential only for l ≥ 3:
Here again, the value of α which maximizes the entropy is α = (ρ−1−E)(ρ+E) 2ρ−1 and with this value the calculations with ρ and E fixed are recovered.
Comparing with numerics
In order to test the flat measure with one, two or three quantities fixed, we have recorded in the steady state the values of E, ρ and α = P (l ≥ 3), and put these values into (10) and (11), (12) and (13), (14) and (15), depending whether one, two or three constraints are involved. Finally, the resulting values of the average fluctuations or domain lengths distributions have been compared. In Fig. 1 and Fig. 2 , the computation of the fluctuations of the density are displayed. As explained in the next section, different kinds of tapping cover different energy and density ranges, so we can test the Edwards measure on a wide range of energies or densities. As it is already known [10] , if only ρ is fixed, this measure works only at high density. We have verified that the measure with only E fixed works only at low energy too. Fixing both ρ and E gives quite good results, but there is still a difference between the tapping simulations and the value expected from the Edwards measure. The distribution of domain lengths obtained with (TC) with T ρ = 1.3 is shown in Fig. 3 and with (RU) with p = 0.4 in Fig. 4 . The non exponential behavior at very small length scales indicates that we have to fix at least two quantities on average. The distribution computed from the flat measure agrees well with the one measured in the tapping simulations, except in the high tapping regime, where the energy is high and the density is low. Finally, it appears that the measure computed at three fixed quantities (ρ,E,α) works very well for all energies and densities obtained by tapping. In such models, where energy is injected in the system by external forcing, there is no conservation law to insure that any given quantity must be fixed on average as a result of the equilibration between the internal relaxation into metastable states and the external driving. For the random unconstrained tapping (RU), it is possible to compute analytically the entropy (as a function of the density) that the systems reaches dynamically for a tapping strength p = 1/2 [14] and to show explicitly that the Edwards measure with only ρ fixed is not exact for high tapping amplitudes. It would be rather interesting to carry out the computation of this dynamical entropy as a function of the above three fixed quantities in order to see whether the measure becomes more accurate when the number of fixed quantities is increased.
Comparing different tapping mechanisms
It has been recently argued that the tapping mechanisms (i) and (ii) have to be opposed in the sense that in the latter case the system in the asymptotic regime is very near the ground state in the limit of very low tapping, whereas it is very far away from it in the former case. It was stated in [10] that the fact that, in "thermal" tapping, adding a particle is preferred to removing it, allows the system to lower its energy much more and that Edwards measure is much more accurate in this case. However, if we compare the four mechanisms introduced in this paper, it is possible to know whether the thermal nature or the kinetic constraints in the tapping is important as far as the accuracy of the Edwards measure is concerned. Figure 4 : Distribution of the domain lengths obtained with (RU) for p = 0.4. The numerical computation in the steady state (a) is indistinguishable of the analytical calculation using the Edwards measure when three quantities are fixed (b) and starts to differs from it when two (c) or one (d) only are fixed.
By looking at the observable measured in the four mechanisms, it appears that the only quantitatively important difference is the range of densities obtained: without kinetic constraints in the tapping, the density never goes above 3/4. Then depending on whether or not the kinetic constraints are respected during the taps, the thermal or random nature of the tap is principally irrelevant, even if the values of some measured quantities are slightly different for a given steady state density. This is not surprising if we look at the possibility to fix several quantities. Indeed, if for instance the density and the energy are fixed, the entropy as a function of the tapping intensity is a path on a two dimensional surface, which depends on the tapping mechanism. As the energy is injected in the system in two different manners, the Lagrange multipliers are not expected to be the same for the same value of the density. Such differences in the density fluctuations have been found in granular compaction experiments. Indeed, it has been remarked [15] that the amplitude of the fluctuations is of the order of 0.1% of the volume fraction for a sheared packing and 0.8% for a vertically vibrated packing. Unfortunately the packing fractions reached in the steady state on the reversible curve are not in the same ranges, so it is not possible to conclude about the validity of the Edwards measure with packing fraction fixed only. Anyway, one can try to imagine how the Edwards measure can be put to the test experimentally. Let us assume that a given average packing fraction φ of the same grains can be obtained by several ways of forcing, like shear and vibration, for instance. If the amplitude of the fluctuations of the packing fraction differ for different kinds of excitation, the jammed configurations whose average packing fraction equals φ cannot be explored in a flat manner. The case of the SCIM studied in this paper indicates that it may not be possible to conclude if the amplitude of the fluctuations does not depend on the type of forcing. Indeed, at high enough density, tapping mechanisms (RC) and (TC), which are different, seems to give the same density fluctuations at the precision of the numerics whereas the most simple Edwards measure does not work. But this coincidence may be explained, as if the steady state density ρ is high enough both mechanisms are in fact very close. We can still hope that this problem can be avoided in experiments. Let us focus now on the kinetic constraints during the taps. When the taps are unconstrained, domains of size bigger than the average length l are unstable. If for instance particles are removed inside a given domain of large size, there will surely remain several smaller domains after the next zero temperature evolution. This leads to the following phenomenological argument to compute the higher density reached in the limit p → 0. When p is very near zero, for an homogeneous system of finite but large size, we can focus on three consecutive domains of size l , and suppose that there is during a tap at most one change occurring in the central one or at the frontier. The average density is given by ρ = l /( l + 1) and its variation after one tap (e.g. in the next metastable state) is:
where p(a) = 1 l + 1 (17)
and p(a),p(b) and p(c) are the probability of the contributions to the variation of the density displayed on Fig. 5 . Gathering these three terms gives:
Here, because any empty site is shared by two domains in a metastable state, we do not add a particle in the empty site at the left of the central domain to avoid redundancies and then the denominator in Eq. (18) is just the number of possible moves. This gives ρ = 3/4 in the large time limit, even if the system is prepared in a high density state. On the contrary, if the dynamics is constrained, the zero tapping limit corresponds to moving domain walls and then slowly eliminating small domains as in the zero temperature evolution of the one dimensional Ising model [16] . Hence, the mean length of the domain walls growths until it is of the order of the size of the system, and the density approaches very slowly the maximum value possible. Figure 5 : Contributions to the variation of the density when one particle is added or removed at each tap (black particle). Here l = 6. The arrows indicate the possible choices which give the same density in the final configuration. The left sequences represent a piece of the configuration before the tap and the right represent all the next possible metastable configurations reached after the tap and the following zero temperature dynamics.
The partial conclusion is that the main relevant difference between the four tapping mechanisms studied here is whether or not the excitation respects the kinetic constraints. Even though, the Edwards measure seems to require fixing more quantities in the unconstrained cases (RU) and (TU), but this is surely due to the range of densities accessible. In this model, the density ρ is a rather useful parameter, since it changes monotonously with the tapping intensity and the entropy is positive in a wide range of ρ. So in the context of the SCIM, we can conclude that the Edwards measure gives a very good approximation in the dense regime, but must be refined when the density is decreased, by fixing several quantities, and this is independent of the way the system is excited during the taps.
Conclusion
In this paper, we have addressed the possibility of describing the asymptotic regime of a symmetrically constrained model by using a flat measure with several quantities fixed. In the high density region, the knowledge of the mean length of domains was enough to give a qualitative description of global quantities, like the fluctuations of ρ. But whatever the density, degrees of freedom corresponding to shorter length scales must be fixed in order to compute with accuracy all the quantities of interest. Even if the introduction of three Lagrange multiplier, seems enough to describe the asymptotic long time regime, we can imagine that the exact description is better approach when we increase the number of fixed quantities. Then, it is possible that in all contexts where the Edwards measure works well in the high density regime, the approximation could be improved by fixing more quantities, but there remains an open question: how many quantities have to be fixed in order to characterize exactly the steady state? As already mentioned, different tapping mechanisms can lead to different values of the average fluctuations of the density for the same asymptotic average density. This remark could offer a possibility to test this scenario in an experiment of vibration of grains.
