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Conjecture. Various cases of the Factorial Conjecture are proved.
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1. Introduction
The notion of a Mathieu subspace was introduced by coauthor Wenhua Zhao in [7], inspired by
a conjecture of Olivier Mathieu (see [3]), which was shown by Mathieu to imply the famed Jacobian
Conjecture. The third author then formulated the Image Conjecture (Conjecture 2.1) upon noticing the
resemblance of Mathieu’s conjecture with his own Vanishing Conjecture, which he had shown to be
equivalent to the Jacobian Conjecture (see [6]). He proved that the Image Conjecture, for characteris-
tic zero, implies the Vanishing Conjecture. This connection makes the Image Conjecture a matter of
intrigue. The reader is referred to [1] for more details on this story.
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212 A. van den Essen et al. / Journal of Algebra 340 (2011) 211–224We begin by deﬁning a Mathieu subspace. Let k be a ﬁeld and A a commutative k-algebra. Consider
the following two conditions relating to a k-vector subspace M of A and an element f of A:
f m ∈M for allm 1, (M1)
and
for any g ∈ A, we have f mg ∈M form  0. (M2)
We will refer to these conditions by their labels (M1) and (M2) throughout this paper.
Deﬁnition 1.1. A sub-k-vector space M of A is called a Mathieu subspace if, for all f ∈ A, (M1) im-
plies (M2).
It is not diﬃcult to verify that in the deﬁnition of Mathieu subspace the condition (M1) can be
replaced by
f m ∈M for allm  0, (M1′)
and although (M1) appeared in the original deﬁnition of Mathieu subspace given in [7], the authors
have of late been stating the deﬁnition using (M1′), for the purpose of comparison with the deﬁnition
of an ideal. A proof of the equivalence of the two deﬁnitions has been given in Proposition 2.1 of [9].
We list some basic facts about Mathieu subspaces, which we leave to the reader to verify:
(1) A and {0} are Mathieu subspaces.
(2) If M is a Mathieu subspace and 1 ∈M, then M= A.
(3) Any ideal in A is a Mathieu subspace.
(4) The sum M+N of two Mathieu subspaces is not necessarily a Mathieu subspace. (Hint: Use basic
facts 2 and 3. Or, see Example 4.12 in [7].)
In the next section we will state the Image Conjecture, for which the notion of a Mathieu subspace
is needed, and prove some special cases. Before we proceed, one more deﬁnition is in order.
Deﬁnition 1.2. For any ring A and variables z1, . . . , zn , let L : A[z1, . . . , zn] → A be the A-linear map
deﬁned by L(zi) = i! (meaning L(z11 · · · znn ) = 1! · · ·n!).
Many of the results surrounding the conjecture involve this curious map L, which will be at the
heart of the Factorial Conjecture, introduced and discussed in Section 4.
2. The Image Conjecture
The Image Conjecture, formulated by the third author in [8],2 goes as follows:
Conjecture 2.1 (Image Conjecture). Let k be a ﬁeld and A be a k-algebra, and let B = A[z1, . . . , zn] be the
polynomial ring in n variables over A. For a1, . . . ,an ∈ A a regular sequence, the image of the A-linear map
Bn → B deﬁned byD= (∂z1 − a1, . . . , ∂zn − an) is a Mathieu subspace in B.
2 The formulation in [8] assumes A is a Q-algebra; however it is more general in its assumption about D. See Conjecture 1.3
in [8].
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most interested, though, in the case when k has characteristic zero, from which the Jacobian Conjec-
ture would follow. For the characteristic zero case we have only a partial result for n = 1 (Theorem 2.8
below); beyond that the Image Conjecture remains a mystery.
Theorem 2.2. Let A be an Fp-algebra, and let B = A[z1, . . . , zn] be the polynomial ring in n variables over A.
For a1, . . . ,an ∈ A a regular sequence, the image of the A-linear map Bn → B deﬁned by D = (∂z1 − a1,
. . . , ∂zn − an) is a Mathieu subspace in B.
Remark 2.3. The theorem fails if we drop the hypothesis that a1, . . . ,an forms a regular sequence.
This can be seen in the case n = 1, A = Fp (or any ﬁeld of characteristic p), and a1 = 0. In that case
1 = ∂zz ∈ ImD, but zp−1 /∈ ImD, so ImD is not a Mathieu subspace by item (2) in the Introduction.
(This is Example 2.7 in [8].)
Before proving Theorem 2.2 we need some preliminary results, the ﬁrst of which is a well-known
fact about regular sequences.
Lemma 2.4. Let A be a ring and let a1, . . . ,an be a regular sequence A. If g1, . . . , gn ∈ A are such that∑n
i=0 ai gi = 0, then for each pair (i, j) with 1  i, j  n and i = j there exists an element gij ∈ A such
that gi j = −g ji for each pair and gi =∑ j =i gi ja j .
Proof. This follows from the exactness of the Koszul complex for the sequence (a1, . . . ,an) (see [4],
§18.D). 
For the rest of this section A, B , a1, . . . ,an , and D will be as in Theorem 2.2, and a will denote
the ideal Aa1 + · · · + Aan of A. We will write zr for the monomial zr11 · · · zrnn . For the very next result
A does not need to be an Fp-algebra.
Lemma 2.5. Let g ∈ B = A[z] be of degree d, with gd its degree d homogeneous summand. If g ∈ ImD, then
all coeﬃcients of gd belong to the ideal a.
Proof. Being in the image of D, g has the form
g =
n∑
i=1
(∂zi − ai)hi (1)
for some h1, . . . ,hn ∈ B . For 1  i  n and any integer m  0 we will denote by hi,m the degree m
homogeneous summand of hi . Let e be the maximum of the degrees of h1, . . . ,hn . Since deg g = d,
it is clear from (1) that not all of h1, . . . ,hn can have degree strictly less than d, so we have e  d.
If e = d it follows from (1) that gd = −∑ni=1 aihi,d , and hence that all its coeﬃcients belong to a, and
we are done.
If e > d then it follows from (1) that
∑n
i=1 aihi,e = 0. We appeal to Lemma 2.4, replacing A with B
(which is innocent, since a1, . . . ,an is a regular sequence in B as well), which asserts the existence
of polynomials pij,e ∈ B , for i = j, such that pij,e = −p ji,e and hi,e =∑ j =i pi j,ea j . Since each hi,e is
homogeneous of degree e, we can replace pij,e by its degree e homogeneous summand and assume
pij,e homogeneous of degree e as well.
More generally, we claim that for m  d + 1 we have, for each pair i, j with i = j, a polynomial
pij,m , homogeneous of degree m and 0 if m > e, such that pij,m = −p ji,m and
hi,m =
∑
j =i
(pij,ma j − ∂z j pi j,m+1). (2)
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Suppose inductively that the polynomials have been found for larger values of m. Reading Eq. (1) in
degree m gives
0 =
n∑
i=1
(∂zi hi,m+1 − aihi,m) (3)
=
n∑
i=1
(
∂zi
(∑
j =i
(pij,m+1a j − ∂z j pi j,m+2)
)
− aihi,m
)
=
n∑
i=1
(
∂zi
(∑
j =i
pi j,m+1a j
)
− aihi,m
)
−
∑
i = j
∂zi∂z j pi j,m+2
=
n∑
i=1
(
∂zi
(∑
j =i
pi j,m+1a j
)
− aihi,m
)
(since ∂zi∂z j pi j,m+2 = −∂z j∂zi p ji,m+2)
= −
n∑
i=1
ai
(
hi,m +
∑
j =i
∂z j pi j,m+1
)
(this uses pij,m+1 = −p ji,m+1). (4)
From this equation, Lemma 2.4 provides polynomials pij,m ∈ B with pij,m = −p ji,m such that hi,m +∑
j =i ∂z j pi j,m+1 =
∑
j =i pi j,ma j , which, solving for hi,m , yields (2).
Finally, we complete the proof by reading (1) in degree d, which gives gd as the right side of (3)
with m = d, and hence (following the same reasoning) gd is equal to (4), with m = d. This shows the
coeﬃcients of gd lie in a. 
We now will need to assume that A is an Fp-algebra.
Corollary 2.6. Let f =∑ cr zr ∈ B with cr ∈ A. If f p ∈ ImD, then cpr ∈ a for all r.
Proof. The proof will be by induction on the number d of nonzero homogeneous summands of f .
Write f = f1 + · · · + fd where f i are nonzero homogeneous summands with deg f i < deg f j when
i < j. Then f p = f p1 +· · ·+ f pd , and since f p ∈ ImD Lemma 2.5 says that all coeﬃcients of f pd belong
to a, and this proves the case d = 1. In any case f pd is the sum of monomials of the form cai zpr
with c ∈ A, r = (r1, . . . , rn), r1 +· · ·+ rd = deg fd . Since cai zpr = (∂i −ai)(−czrp) ∈ ImD, it follows that
f pd ∈ ImD, so f p − f pd = f p1 + · · · + f pd−1 ∈ ImD, and the proof is complete by induction. 
Lemma 2.7. For all r = (r1, . . . , rn) we have api zr ∈ ImD.
Proof. Since ∂ pi = 0 on B , we have (−ai)pzr = (∂i − ai)p zr ∈ ImD. 
With these facts the proof of Theorem 2.2 follows quickly.
Proof of Theorem 2.2. We will show, more strongly, that if f ∈ B with f p ∈ ImD, then for any g ∈ B
we have f mg ∈ ImD when m p2. Let f =∑ cr zr be such that f p ∈ ImD. By Corollary 2.6 we have
cpr ∈ a, hence cp
2
r ∈ Aap1 + · · · + Aapn , for all r. Since f p
2 =∑ cp2r zp2r , it follows that for every g ∈ B all
coeﬃcients of f mg belong to Aap1 + · · · + Aapn if m p2. Therefore f mg ∈ ImD by Lemma 2.7. 
For characteristic zero, the Image Conjecture is not even completely solved in the case n = 1.
However, the theorem below solves a weak version of this case. Here z represents only one variable.
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image ofD= ∂z − a is a Mathieu subspace in B = A[z].
Remark 2.9. The proof of this theorem will appeal to a result from Section 4, namely Theorem 4.9,
which says that if f ∈ C[z] (z representing one variable) and L( f m) = 0 for all m  0, then f = 0.
An easy use of the Lefschetz principle shows that the same holds replacing C by an arbitrary ﬁeld of
characteristic zero.
In the case where a is a unit in A it can be shown rather easily that ImD= B , hence is a Mathieu
subspace. Just note that ∂z −a has the inverse map (∂z −a)−1 = [−a(1−a−1∂z)]−1 = −a−1∑∞i=0 a−i∂ iz ,
which makes sense because ∂z is locally nilpotent.
Therefore we make some preparations in the case a is not a unit, in which case I =⋂∞i=1 Aai = A.
For c ∈ A − I there exists a unique integer m 0 such that c ∈ Aam − Aam+1. Setting m = ∞ if c ∈ I ,
we call m the a-order of c and denote it by va(c). Since a is a non-unit in B as well, va extends to
elements of B which do not lie in
⋂∞
i=1 Bai . It is clear that if an element f of B is of the form czi ,
then va( f ) = va(c).
In the following proposition D is as in Theorem 2.8. Here A can be any commutative ring, not
necessarily a Q-algebra.
Proposition 2.10. Let a ∈ A be a non-zero-divisor. Let f = b0 + b1z + · · · + bdzd ∈ A[z].
(i) If f ∈ ImD, then bd ≡ 0 mod a and
d!bd + (d − 1)!bd−1a + (d − 2)!bd−2a2 + · · · + b0ad ≡ 0 mod ad+1. (5)
(ii) Conversely, let A be either a Q-algebra or an Fp-algebra such that d < p. If f satisﬁes (5), then f ∈ ImD.
Proof. For (i) we can assume bd = 0. If d = 0 the two statements coincide and are easy to prove.
Assume d 1 and g ∈ ImD, so that f = (∂z−a)(c0+c1z+· · ·+cdzd). (Note that the polynomial on the
inside must have the same degree as that of f , since a is not a zero-divisor.) In particular bd = −acd ,
establishing the ﬁrst assertion of (i), and therefore f − (∂z − a)(cdzd) = b0 + · · · + bd−2zd−2 + (bd−1 −
dcd)zd−1 ∈ ImD. By induction on d we have (d − 1)!(bd−1 − dcd) + (d − 2)!bd−2a + · · · + b0ad−1 ≡ 0
mod ad . Multiplying by a and using bd = −acd gives (5).
For (ii), note that the hypothesis and (5) imply that bd = −acd for some cd ∈ A. If d = 0 all is clear.
If d 1 we again have f − (∂z − a)(cdzd) = b0 + · · · + bd−2zd−2 + (bd−1 − dcd)zd−1, so f ∈ ImD if and
only if b0 + · · · + bd−2zd−2 + (bd−1 − dcd)zd−1 ∈ ImD. By induction it suﬃces to show (d− 1)!(bd−1 −
dcd) + (d − 2)!bd−2a + · · · + b0ad−1 ≡ 0 mod ad , or equivalently (since a is a non-zero-divisor), that
(d − 1)!(bd−1a − dacd) + (d − 2)!bd−2a2 + · · · + b0ad ≡ 0 mod ad+1. Since acd = −bd , this is precisely
the hypothesis. 
Now we return to our assumption that A is a Q-algebra.
Lemma 2.11. An element of B of the form czi lies in the image ofD if and only if va(c) i + 1.
Proof. This is immediate from Proposition 2.10. 
Corollary 2.12. Let f = c0 + c1z+ · · ·+ cdzd ∈ B. If va(ci) i + 1 for 0 i  d, then for each g ∈ B we have
g f m ∈ ImD for m  0.
Proof. Let N = deg g and let m N + 1. Note that each term cz j in f m satisﬁes va(c) j +m. Hence
each term cz j of g f m satisﬁes va(c) j+m−N  j+1. By Lemma 2.11 each term of g f m , and hence
g f m itself, lies in ImD. 
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va(ct) t + 1. Let f˜ = f − ct zt . If f m ∈ ImD for some m 1, then f˜ m ∈ ImD.
Proof. Writing f˜ m = f m +h one easily sees that the terms of h satisfy the hypothesis of Lemma 2.11,
and so we have h ∈ ImD. Since f m ∈ ImD, it follows that f˜ m ∈ ImD. 
Proof of Theorem 2.8. Let f = c0 + c1z+ · · · + cdzd ∈ B be such that f m ∈ ImD for all m 1. We will
show that va(ci) i + 1 for 0 i  d, which implies ImD is a Mathieu subspace by virtue of Corol-
lary 2.12.
Suppose, to the contrary, that va(ci)  i for some i. Let t be the maximum of the numbers
i − va(ci), which, by our assumption is non-negative. Let h = at f . Then for each term czi of h
we have va(ci)  i, and equality holds for at least one i. Clearly hm ∈ ImD for all m  1. Us-
ing Lemma 2.13 to remove the terms for which equality does not hold, we arrive at a polynomial
f = c0 + c1z + · · · + cdzd ∈ B with f m ∈ ImD for all m  1 having the property that va(ci) = i when
ci = 0. We have ci = aibi with bi ∈ A, and when bi = 0 we have bi /∈ Aa. Letting p =∑bi zi we then
have f = p(az).
For any g(z) ∈ B , if g has degree  N for some integer N  0, it follows from Proposition 2.10 that
g(az) ∈ ImD if and only if aNL(g) ≡ 0 mod aN+1 (L as in Deﬁnition 1.2). Noting that f m = pm(az)
and deg pm  md we thereby conclude amdL(pm) ≡ 0 mod amd+1 for all m  1. Since a is not a
zero-divisor, we get L(pm) ≡ 0 mod a for all m  1. Let s be the smallest of all i such that bi = 0.
Then bs /∈ Aa. We are assuming Aa is a radical ideal, hence it is the intersection of the prime ideals
containing it. Therefore there is a prime ideal P in A containing Aa but not containing bs . Letting p¯
be the image of p in k[z] where k is the fraction ﬁeld of A/P, we have p¯ = 0 and L(p¯m) = 0. But this
contradicts Theorem 4.9 (see Remark 2.9). 
3. Speciﬁc version of the Image Conjecture relevant to the Vanishing and Jacobian Conjectures
The following speciﬁc version of the Image Conjecture, from [8], is of special interest. For this we
let ξ = (ξ1, . . . , ξn) and z = (z1, . . . , zn) be two sets of commuting indeterminates, and we consider
the commuting operators Di = ξi − ∂zi , 1 i  n, on the polynomial ring A = C[ξ, z]. We consider the
map D= (D1, . . . ,Dn) : An → A.
Conjecture 3.1 (Special Image Conjecture). The image ofD is a Mathieu subspace.
In [8] it is shown that the above conjecture implies the Jacobian Conjecture.3 More speciﬁcally, it
is shown that:
Theorem 3.2. (See [8], Theorem 3.7.) The following two statements are equivalent:
(1) For any f ∈ C[ξ, z] of the form (ξ21 + · · · + ξ2n )P with P ∈ C[z] and P is homogeneous of degree four,
then f m ∈ ImD for all m 1 implies that, for each g ∈ C[z], f mg ∈ ImD for all m  0.
(2) The Jacobian Conjecture holds in all dimensions n 1.
We now give a realization of the image of D that is established in [8]. Let E be the C-linear map
from C[ξ, z] to C[z] deﬁned by sending a monomial ξα11 · · · ξαnn zβ11 · · · zβnn to ∂α1z1 · · ·∂αnzn zβ11 · · · zβnn . Then:
Theorem 3.3. (See [8], Theorem 3.1.) ImD= KerE.
This obviously makes it much easier to determine whether an element lies in ImD, as E is easy
to apply.
3 One has to prove the conjecture for all n 1, which then implies the Jacobian Conjecture for all n 1.
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ﬁrst noting that, by Theorem 3.3, condition (M1) coincides with
E
(
f m
)= 0 for allm 1
in this context.
We deﬁne a multi-grading on the polynomial ring C[ξ, z] by setting the multi-degree of a mono-
mial ξ i11 · · · ξ inn z j11 · · · z jnn to be ( j1 − i1, . . . , jn − in). We also have the ordinary grading on C[ξ, z] by
which ξ1, . . . , ξn each have degree −1 and z1, . . . , zn each have degree 1. The motivation for these
choices is the map E, which preserves z1, . . . , zn but converts ξ1, . . . , ξn to operators which lower de-
gree by one. In the discussion below, “multi-degree” refers to the former; “degree” refers to the latter.
With C[z] viewed as a subring of A = C[ξ, z], these gradings restrict to give a multi-grading and a
grading on C[z]. Note that the map E : A → C[z] preserves both the multi-degree and the degree of
a monomial.
(1) Condition (M2) is satisﬁed if it holds whenever g is a monomial in A.
(2) We can write any f ∈ A as a sum of terms of the form zr11 · · · zrnn Q where Q has multi-degree
(0, . . . ,0), and (r1, . . . , rn) ∈ Zn . These terms are just the multi-homogeneous summands of f .
Any Q (ξ, z) of multi-degree (0, . . . ,0) can be written in the form q(U1, . . . ,Un) where Ui = ξi zi
for i = 1, . . . ,n.
(3) If f is multi-homogeneous of multi-degree (r1, . . . , rn), in other words if f has the form
zr11 · · · zrnn q(U1, . . . ,Un), then:
(a) If r1, . . . , rn  0 then E( f ) = czr11 · · · zrnn for some c ∈ C (since E preserves multi-degree).
(b) If ri < 0 for some i then E( f ) = 0.
Note that if (b) holds for f then it holds for f m for any m 1, hence (M1) holds for f . Moreover
it’s easy to see that, for any g ∈ A, (b) holds for all multi-homogeneous terms of f mg , for m  0,
so (M2) holds for f as well.
(4) For any f ∈ A, let N f be the convex polyhedron (Newton polyhedron) in Rn determined by the
ﬁnite set of points (r1, . . . , rn) which are multi-degrees of the nonzero terms z
r1
1 · · · zrnn q(U ) (as
above) appearing in f .
(5) Note that if f ∈ A is such that there exists i such that the multi-degree of all multi-homogeneous
summands of f have negative i-coordinate, then again we have E( f m) = 0 for all m  1 and
E( f mg) = 0 for all g ∈ A, m  0, hence f satisﬁes (M1) and (M2). This condition simply says that
N f lies in the half space {(x1, . . . , xn) ∈ Rn | xi < 0}.
(6) More generally, if there exists a hyperplane H ⊂ Rn through the origin such that the strictly
positive n-tant {(x1, . . . , xn) ∈ Rn | x1, . . . , xn > 0} and N f lie strictly on opposite sides of H ,
then E( f m) = 0 for all m  1 and L( f mg) = 0 for all g ∈ A, m  0, hence f satisﬁes (M1)
and (M2). This can be seen as follows: There is a nonzero vector v = (v1, . . . , vn) ∈ Rn such that
v1, . . . , vn  0 and such that H = {x ∈ Rn | (x · v) = 0} (usual inner product). Then (v · r) < 0 for
all r ∈ N f . It follows that for all terms zs11 · · · zsnn q(U1, . . . ,Un) of f m , where m 1, we must have
(v · s) < 0, where s = (s1, . . . , sn) (in other words all points on the Newton polyhedron of f m
lies below H). Therefore we must have si < 0 for some i, from which it follows that E( f m) = 0.
Similarly, if g ∈ A then for suﬃciently large m, all points in the Newton polyhedron of f mg are
below H , so that E( f mg) = 0.
(7) If f ∈ A and N f has an extremal point (r1, . . . , rn) corresponding to the term zrq(U ) =
zr11 · · · zrnn q(U1, . . . ,Un), then the point (mr1, . . . ,mrn) lies on the Newton polyhedron of f m (aris-
ing from the term zmrq(U )m = zmr11 · · · zmrnn q(U1, . . . ,Un)m), and in fact is an extremal point. Thus
if f satisﬁes (M1), so does the multi-homogeneous summand zrq(U ).
(8) We suspect that it cannot happen that a nonzero multi-homogeneous element zrq(U ) with
r1, . . . , rn  0 satisﬁes (M1). If this suspicion is true, then by the last item, the Newton poly-
hedron of an f ∈ A satisfying (M1) cannot have an extremal point in the closed positive n-tant
{(x1, . . . , xn) ∈ Rn | x1, . . . , xn  0}.
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f = zr11 · · · zrnn q(U1, . . . ,Un) satisﬁes (M1), i.e., E( f m) = 0 for all m 1, then so does ξ r11 · · · ξ rnn f =
Ur11 · · ·Urnn q(U ), which has multi-degree (0, . . . ,0). Thus we need to show that if h ∈ C[U1, . . . ,Un]
and if E(hm) = 0 for all m 1, then h = 0. This will be Conjecture 4.2 below.
Recall that Ui = ξi zi . One sees that for a monomial U  = U 11 · · ·U nn we have E(U ) = ! =
1! · · ·n!. Thus the map E restricted to C[U1, . . . ,Un] is precisely the map L of Deﬁnition 1.2. In the
conjectures below U = (U1, . . . ,Un) can be taken to be any system of variables (forgetting ξ and z
for the moment), and L : C[U1, . . . ,Un] → C the C-linear map sending U  to !.
4. The Factorial Conjecture
It follows from the discussion of the preceding section that the following assertion, which draws
interest merely by virtue of its simplicity, is necessary for the Image Conjecture to hold.
Conjecture 4.1. The kernel of L : C[U1, . . . ,Un] → C is a Mathieu subspace.
As per items (8) and (9) above, we propose the stronger assertion, which we dub the Factorial
Conjecture:
Conjecture 4.2 (Factorial Conjecture). Let f ∈ C[U1, . . . ,Un] be such that L( f m) = 0 for all m  1. Then
f = 0.
As seen above, this conjecture would imply that the Newton polyhedron of any f ∈ A = C[ξ, z]
satisfying (M1) has no extremal points in the closed positive n-tant.
The Factorial Conjecture looks innocent on ﬁrst glance; one would think it is either easy to prove
or else a counterexample should be ﬁndable. However no proof or counterexample has yet been
given. The authors believe it to be true and will devote quite a bit of effort below in showing that
the condition L( f m) = 0 for all m  1 implies f = 0 in various situations. In this case we say “the
Factorial Conjecture holds for f ”.
As a ﬁrst observation, let us note that the Factorial Conjecture holds for f = cM where c ∈ C and
M is a monomial in C[U ], since the condition L( f ) = 0 obviously implies c = 0. More strongly we
have:
Proposition 4.3. The Factorial Conjecture holds for f ∈ C[U1, . . . ,Un] of the form c1M1 + c2M2 , where
M1,M2 are monomials and c1, c2 ∈ C. More strongly, L( f ) =L( f 2) = 0 implies f = 0 in this case.
The proof will involve the following observation.
Remark 4.4. The one-variable formula
∫∞
0 U
ke−U dU = k! (easily proved inductively using integration
by parts) leads to the multi-variable formula
∫
Dn
Uke−U dU = k!
where Uk = Uk11 · · ·Uknn and k! = k1! · · ·kn!, dU = dU1 · · ·dUn , and Dn is the non-negative n-tant U1 
0, . . . ,Un  0 in Rn . It follows that for f ∈ C[U1, . . . ,Un], L( f ) can be realized as
L( f ) =
∫
D
f (U )e−U dU (6)
n
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Letting 〈 , 〉 be the Hermitian inner product deﬁned on C[U ] by
〈 f , g〉 =
∫
Dn
f (U )g(U )e−U dU (7)
we note that this restricts to a positive deﬁnite form on R[U ], and that L( f 2) = 〈 f , f 〉, which must
be strictly positive if f ∈ R[U ] and f = 0.
Proof of Proposition 4.3. We have L( f ) = c1L1 + c2L2 = 0 with L1, L2 ∈ Z − {0}, so c2 = −c1L1/L2
and f = c1h where h = M1 − (L1/L2)M2 ∈ Q[U ]−{0}. From Remark 4.4 we have 0 =L( f 2) = 〈 f , f 〉 =
c1c¯1〈h,h〉, which shows c1 = 0, since 〈h,h〉 > 0. By symmetry we have c2 = 0, so f = 0. 
Now we make two remarks that will be important in several of the proofs that follow.4 The ﬁrst
remark shows that to prove the Factorial Conjecture we may assume f has coeﬃcients which are
algebraic numbers.
Remark 4.5 (Algebraic reduction). Given a collection of monomials M1, . . . ,Md ∈ C[U ] (where U rep-
resents U1, . . . ,Un), we consider whether there exists f = 0 of the form ∑di=1 ciMi which satisfy
L( f m) = 0 for all m  1. Thinking of c1, . . . , cd as indeterminates, we note that L( f m) is a homo-
geneous polynomial of degree m in Z[c1, . . . , cd]. By the Nullstellensatz, the existence of a nonzero
solution is equivalent to saying the polynomials L( f m) generate a homogeneous ideal in Q[c1, . . . , cd]
whose radical is strictly contained in the ideal generated by the indeterminates c1, . . . , cd , which, in
turn, is equivalent to the existence of a nonzero solution over Q, the algebraic closure of Q. Similarly,
if f has the form h +∑di=1 ciMi where h is a nonzero polynomial in Q[U ] not involving the mono-
mials M1, . . . ,Md , then consider the ideal generated by the (non-homogeneous) polynomials L( f m)
in Q[c1, . . . , cd]. The existence of a solution over C is equivalent to saying this ideal is not all of
Q[c1, . . . , cd], which is equivalent to the existence of a solution over Q.
Remark 4.6 (Extension of primes). Given any c1, . . . , cd ∈ Q, the ring Q[c1, . . . , cd] has a ring extension
O in Q which is integral over Z[1/], for some  ∈ Z, and we can take O to be a Dedekind ring
(replacing O by its integral closure). Hence for all but ﬁnitely many primes p ∈ Z (speciﬁcally, those
primes not dividing ), pZ extends to a prime ideal of O, or, equivalently, O has a (not necessarily
unique) valuation vp which has positive value at p. We will say “vp is a valuation lying over p”. For
k ∈ Z it will then be the case that vp(k) > 0 if and only if p divides k in Z.
Proposition 4.7. The Factorial Conjecture holds for f ∈ C[U1, . . . ,Un] having the form f = Mh where M is a
monomial and h has nonzero constant term.
Proof. Suppose such an f has the property L( f m) = 0 for m 1. We can assume the constant term
of h is 1, and that h = 1 Then f = M + c1M1 + · · · + cdMd where M1, . . . ,Md are monomials properly
divisible by M . For any prime p ∈ Z we have
f p = Mp +
d∑
i=1
cpi M
p
i + p
∑
j
g j(c1, . . . , cd)N j (8)
where, for each j, g j(c1, . . . , cd) ∈ Z[c1, . . . , cd] and N j is a monomial divisible by Mp . Write M = Uα,
M1 = Uα1 , . . . ,Md = Uαd , and N j = Uβ j . Applying L to (8) yields
4 It should be acknowledged that the technique of making reductions using these ideas is due to Mitya Boyarchenko.
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(
f p
)= (pα)! + d∑
i=1
cpi (pαi)! + p
∑
j
g j(c1, . . . , cd)β j ! = 0. (9)
We make two observations: Since M properly divides Mi , we have α < αi , so (pα)! divides (pαi)!
in Z and moreover, p divides (pαi)!/(pα)! in Z. Secondly, since Mp divides N j , (pα)! divides (pβ j)!
in Z. Dividing (9) by (pα)!, we get
1+
d∑
i=1
cpi
(pαi)!
(pα)! + p
∑
j
g j(c1, . . . , cd)
β j !
(pα)! = 0,
which shows that p divides 1 in Z[c1, . . . , cd]. However, only ﬁnitely many primes can be units in
Z[c1, . . . , cd], so choosing p to avoid this ﬁnite set brings us to a contradiction. 
Proposition 4.7 has these two immediate consequences:
Proposition 4.8. The Factorial Conjecture holds for f ∈ C[U1, . . . ,Un] having nonzero constant term.
Proof. Apply Proposition 4.7 with M = 1. 
Theorem 4.9. The Factorial Conjecture holds for n = 1.
Proof. Any nonzero polynomial in one variable has the form f = Mh of Proposition 4.7. 
The following says something a little different from Proposition 4.7.
Proposition 4.10. The Factorial Conjecture holds for f ∈ C[U1, . . . ,Un] of the form cM0 +∑di=1 ciMi where
M0 = Uk11 · · ·Uknn with k1  1 and k1  ki for i = 2, . . . ,n, c, c1, . . . , cd ∈ C with c = 0, and M1, . . . ,Md are
monomials each divisible by Uk1+11 .
Proof. Assume such an f has the property L( f m) = 0 for m  1. We may assume c = 1 and that
c1, . . . , cd ∈ Q, by Remark 4.5. Choose a Dedekind overring O of Z[c1, . . . , cd] as in Remark 4.6. Writing
f m =
(
M0 +
d∑
i=1
ciMi
)m
=
∑
i0+i1+···+id=m
(
m
i0, i1, . . . , id
)
ci11 · · · cidd Mi00 Mi11 · · ·Midd
= Mm0 +
m∑
i=1
∑
i1+···+id=i
m!
(m − i)!i1! · · · id! c
i1
1 · · · cidd Mm−i0 Mi11 · · ·Midd ,
we have
0 =L( f m)=L(Mm0 )+
m∑
i=1
∑
i1+···+id=i
m!
(m − i)!i1! · · · id! c
i1
1 · · · cidd L
(
Mm−i0 M
i1
1 · · ·Midd
)
. (10)
Let us note that, by our assumption about M0, mk1 + 1 does not divide L(Mm0 ) in Z if mk1 + 1
is prime. Also, by our assumptions about M1, . . . ,Md , mk1 + 1 does divide each of the terms
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i1
1 · · ·Midd ) appearing in (10). Using Dirichlet’s prime number theorem5 we can select a
prime number p of the form mk1 + 1 for which O has a valuation vp over p. Viewing (10) as an
equation in O, we see that vp takes on positive values at each summand L(M
m−i
0 M
i1
1 · · ·Midd ). For the
ﬁrst term, however, we have L(Mm0 ) = k1! · · ·kn!, which is not divisible by p in Z by our assumption,
and hence vp(L(Mm0 )) = 0. This gives a contradiction, since the sum is 0. 
Proposition 4.11. The Factorial Conjecture holds for f ∈ C[U1, . . . ,Un] a power of a linear homogeneous
form.
Proof. We have f = gr where g =∑ni=1 ciUi . We concern ourselves with g for a moment. For m > 0
an integer we have gm =∑i1+···+in=m ( mi1,...,in)ci11 · · · cinn U i11 · · ·U inn . Thus L(gm) =∑i1+···+in=m m!i1!···im! ci11
· · · cinn i1! · · · im! = m!
∑
i1+···+in=m c
i1
1 · · · cinn . Let us denote by hm the polynomial
∑
i1+···+in=m c
i1
1 · · · cinn ,
viewing c1, . . . , cn as indeterminates for the moment.
The polynomials h1,h2, . . . ∈ C[c1, . . . , cn] are related to the elementary symmetric polynomials
s1, . . . , sn (where sm =∑1i1<···<imn ci1 · · · cim ) in the following way: Let T be an indeterminate, and
set S(T ) =∏ni=1(1− ci T ) = 1− s1T + s2T 2 − · · · + (−1)nsnTn . In C[c1, . . . , cn][[T ]] we have S(T )−1 =∏n
i=1 1(1−ci T ) =
∏n
i=1(1 + ci T + c2i T 2 + · · ·) = 1 + h1T + h2T 2 + · · · , and we let P (T ) be the latter
power series. Now we specialize to c1, . . . , cn ∈ C and view S(T ) and P (T ) as elements of C[T ],
C[[T ]], respectively.
Returning to f = gr , we see that our hypotheses L( f m) = 0 for m 1 says that hmr = 0 for m 1.
By Theorem 4.13, we must have S(T ) = 1, i.e., s1, . . . , sn vanish at (c1, . . . , cn). It is well known (and
easily seen) that the only zero of s1, . . . , sn is (0, . . . ,0), so we must have g = 0. 
Remark 4.12. In the case where f itself is a linear form one can easily see from the proof that, more
strongly, L( f ) =L( f 2) = · · · =L( f n) = 0 implies f = 0.
Theorem4.13 (N. Mohan Kumar). Let S(T ) ∈ C[T ]with constant term 1, and let P (T ) = 1+a1T +a2T 2+· · ·
be it’s multiplicative inverse in the power series ring C[[T ]]. If there exists an integer r > 0 such that amr = 0
for all m 1, then S(T ) = 1.
Proof. We note that C[[T ]] is a free module over B = C[[T r]] with basis {1, T , . . . , T r−1}, and that
C[T ] is free over A = C[T r] with the same basis. Accordingly, we write P (T ) = B0 + B1T + · · · +
Br−1T r−1 and S(T ) = A0 + A1T + · · · + Ar−1T r−1 with B0, . . . , Br−1 ∈ B , and A0, . . . , Ar−1 ∈ A. Our
assumption about P (T ) clearly shows B0 = 1, since the constant term is the only power of T r that
has nonzero coeﬃcient. Now we tensor C[T ] and C[[T ]] with the rational function ﬁeld K = C(T r),
which is the ﬁeld of fractions of A. This gives the containment C[T ] ⊗A K ⊂ C[[T ]] ⊗A K . The ﬁrst
ring is the ﬁeld C(T ) (since T is algebraic over C(T r)), which is free over K = C(T r) with basis
{1, T , . . . , T r−1}; the second ring is the ﬁeld of Laurent power series ring C[[T ]][T−1], which is free
with the same basis over L = C[[T r]] ⊗A K = C[[T r]][T−r], which is the ﬁeld of Laurent power series
in T r . So we have:
S(T ) = A0 + A1T + · · · + Ar−1T r−1 1+ B1T + · · · + Br−1T r−1 = P (T )∈ ∈
A ⊕ AT ⊕ · · · ⊕ AT r−1 ⊂ B ⊕ BT ⊕ · · · ⊕ BT r−1⊂ ⊂
C(T ) = K ⊕ K T ⊕ · · · ⊕ K T r−1 ⊂ L ⊕ LT ⊕ · · · ⊕ LT r−1
5 Which asserts that for any two positive coprime integers a and b, there are inﬁnitely many primes of the form a + nb,
where n 0. See Theorem 66 and Corollary 4.1 in [2].
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that B1, . . . , Br−1 lie in K = C(T r). Let Q ∈ C[T r] be a common denominator for B1, . . . , Br−1 as
rational functions in T r . Then
Q = Q P (T )S(T ) = (Q + Q B1T + · · · + Q Br−1T r−1)S(T ).
Since Q , Q B1, . . . , Q Br−1 all lie in C[T r] there is no cancellation amongst summands of Q + Q B1T +
· · · + Q Br−1T r−1. Hence its degree is at least the degree of Q . This shows the degree of S(T ) is zero,
i.e., S(T ) = 1, as desired. 
We have not succeeded in proving that the Factorial Conjecture holds for more general homoge-
neous polynomials, except in a few situations given below.
Proposition 4.14. The Factorial Conjecture holds for f ∈ C[U1,U2] a quadratic homogeneous form in two
variables.
Proof. Writing f = c20U21 + c11U1U2 + c02U22 we have
f m =
∑
i+ j+k=m
m!
i! j!k! c
i
20c
j
11c
k
02U
2i+ j
1 U
j+2k
2
so that
L
(
f m
)= ∑
i+ j+k=m
m!
i! j!k! c
i
20c
j
11c
k
02(2i + j)!( j + 2k)!
=
∑
0i+km
m!
i!(m − i − k)!k! c
i
20c
k
02c
m−i−k
11 (m + i − k)!(m − i + k)! = 0. (11)
Let M be the sum of the terms in above where k = i, i.e.,
M =
∑
02im
m!
(i!)2(m − 2i)! (m!)
2(c20c02)
icm−2i11 .
By the integrality reduction (Remark 4.5) we can assume c20, c11, c02 lie in a ring O which is Dedekind
and integral over Z[1/] for some  ∈ Z,  = 0. Let p = 2r+1 ∈ Z be an odd prime which corresponds
to a valuation in O, and consider the above equations with m = 2r. Let us note that p divides all of
the summands of (11) except those comprised by M , i.e., those for which k = i (for if, say, i > k, then
p | (m + i − k)!). Thus we have L( f m) ≡ M mod p. From Lemma 4.15 below we get
0 ≡ M ≡
r∑
i=0
(
r
i
)
c2r−2i11 (−4c20c02)i =
(
c211 − 4c20c02
)r
mod p.
Hence p divides (c211 − 4c20c02)r in O. This shows that d = c211 − 4c20c02 has a positive valuation for
inﬁnitely many valuations of O, which shows that d = 0. Since d is the discriminant of f , we conclude
that f is the square of a linear form in C[U1,U2], so we are in the situation of Proposition 4.11, and
the proof is complete, modulo the lemma below. 
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(m!)3
(i!)2(m − 2i)! ≡
(
r
i
)
(−4)i mod p
for 0 i  r.
Proof. We have m! ≡ −1 mod p by Wilson’s Theorem,6 so it remains to prove that
i!(2r − 2i)! r!
(r − i)! (−4)
i ≡ −1 mod p. (12)
To see this, we begin with the expression on the left:
i!(2r − 2i)! r!
(r − i)! (−4)
i = i!(2r − 2i)!r(r − 1) · · · (r − i + 1)2i(−2)i
= i!(2r − 2i)!2r(2r − 2) · · · (2r − 2i + 2)(−2)i
= i!(2r)!
(2r − 1)(2r − 3) · · · (2r − 2i + 1) (−2)
i
= i!(p − 1)!
(p − 2)(p − 4) · · · (p − 2i) (−2)
i
≡ i!(−1)
(−2)(−4) · · · (−2i) (−2)
i
(going mod p and again appealing to Wilson’s Theorem)
≡ i!(−1)
(i!)(−2)i (−2)
i ≡ −1. 
Proposition 4.16. The Factorial Conjecture holds for f ∈ C[U1, . . . ,Un] of the form c1Ud1 +· · ·+ cnUdn where
d 1.
Proof. The case d = 1 is covered in Proposition 4.11, so we assume d  2 and each of c1, . . . , cn is
nonzero. Here we only need to assume that L( f m) = 0 for m  0. We consider the powers f nm of f :
f nm =
∑
k1+···+kn=nm
(nm)!
k1! · · ·kn!c
k1
1 · · · cknn Uk1d1 · · ·Ukndn ,
which yields
L
(
f nm
)= ∑
k1+···+kn=nm
(nm)!
k1! · · ·kn! c
k1
1 · · · cknn (k1d)! · · · (knd)!
= (nm)!
∑
k1+···+kn=nm
(k1d)!
k1! · · ·
(knd)!
kn! c
k1
1 · · · cknn . (13)
6 Wilson’s Theorem: An integer n > 1 is prime if and only if (n − 1)! ≡ −1 mod n. See [5] for a very nice survey on this.
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we have ki > m for some i (since
∑
ki = nm), and we now examine one of these other summands.
Without loss of generality, suppose k1 >m and write
(k1d)!
k1! =
k1d
k1
(k1d − 1) · · · (k1d − d + 1) (k1 − 1)d
k1 − 1 (k1d − d − 1) · · ·
(2d + 1)2d
2
(2d − 1) · · · (d + 1)1d
d
(d − 1) · · ·1.
From this one easily sees that (k1d)!k1! is an integer divisible by p = (m + 1)d − 1, which, by Dirichlet’s
prime number theorem, is prime for inﬁnitely many values of m. As in previous arguments, we apply
the algebraic reduction (Remark 4.5) and let O be the Dedekind ring chosen as in Remark 4.6. For all
but ﬁnitely many such p, O has a valuation vp lying over p. The above observation shows then shows
that vp is positive at all the terms of (13) except the special term, and since L( f nm) = 0 it must be
positive at the special term as well. Since p = (m + 1)d − 1 does not divide (k1d)!k1! · · ·
(knd)!
kn ! when
k1 = · · · = kn =m, we must have vp(cm1 · · · cmn ) = 0, and since this holds for inﬁnitely many valuations
of O, we conclude cm1 · · · cmn = 0. Therefore ci = 0 for some i, contradicting our assumption. 
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