Policy gradient methods in reinforcement learning update policy parameters by taking steps in the direction of an estimated gradient of policy value. In this paper, we consider the statistically efficient estimation of policy gradients from off-policy data, where the estimation is particularly non-trivial. We derive the asymptotic lower bound on the feasible meansquared error in both Markov and non-Markov decision processes and show that existing estimators fail to achieve it in general settings. We propose a meta-algorithm that achieves the lower bound without any parametric assumptions and exhibits a unique 3-way double robustness property. We discuss how to estimate nuisances that the algorithm relies on. Finally, we establish guarantees on the rate at which we approach a stationary point when we take steps in the direction of our new estimated policy gradient.
Introduction
Learning sequential decision policies from observational off-policy data is an important problem in settings where exploration is limited and simulation is unreliable. A key application is reinforcement learning (RL) for healthcare (Gottesman et al., 2019) . In such settings, data is limited and it is crucial to use the available data efficiently. Recent advances in off-policy evaluation (Kallus and Uehara, 2019a,b) have shown how efficiently leveraging problem structure, such as Markovianness, can significantly improve off-policy evaluation and tackle such sticky issues as the curse of horizon (Liu et al., 2018) . An important next step is to translate these successes in off-policy evaluation to off-policy learning. In this paper we tackle this question by studying the efficient estimation of the policy gradient from off-policy data and the implications of this for learning via estimated-policy-gradient ascent.
Policy gradient algorithms (Sutton and Barto, 2018, Chapter 13 ) enable one to effectively learn complex, flexible policies in potentially non-tabular, non-parametric settings and are therefore very popular in both on-policy and off-policy RL. We begin by describing the problem and our contributions, before reviewing the literature in Section 1.2. Table 1 : Comparison of off-policy policy gradient estimators. Here, f = Θ(g) means 0 < lim inf f /g ≤ lim sup f /g < ∞ (not to be confused with the policy parameter space Θ). In the second row, nuisances must be estimated at n −1/2rates, and in the rows below it, nuisances may be estimated at slow nonparametric rates. Consider a (H + 1)-long Markov decision process (MDP), with states s t ∈ S t , actions a t ∈ A t , rewards r t ∈ R, initial state distribution p 0 (s 0 ), transition distributions p t (s t+1 | s t , a t ), and reward distribution p t (r t | s t , a t ), for t = 0, . . . , H. A policy (π t (a t | s t )) t≤H induces a distribution over trajectories T = (s 0 , a 0 , r 0 , . . . , s T , a H , r H , s H+1 ):
. Given a class of policies π θ t (a t | s t ) parametrized by θ ∈ Θ ∈ R D , we seek the parameters with greatest average reward, defined as J(θ) = E p π θ H t=0 r t .
(Policy Value)
A generic approach is to repeatedly move θ in the direction of the policy gradient (PG), defined as
For example, in the on-policy setting, we can generate trajectories from π θ , T (1) , . . . , T (n) ∼ p π θ , and the (GPOMDP variant of the) REINFORCE algorithm (Baxter and Bartlett, 2001) advances in the direction of the stochastic gradient
In the off-policy setting, however, we cannot generate trajectories from any given policy and, instead our data consists only of trajectory observations from one fixed policy, T (1) , . . . , T (n) ∼ p π b , (Off-policy data)
where π b is known as the behavior policy. With this data,Ẑ on-policy (θ) is no longer a stochastic gradient (i.e., it is biased and inconsistent) and we must seek other ways to estimate Z(θ) in order to make policy gradient updates.
This paper addresses the efficient estimation of Z(θ) from off-policy data and its use in off-policy policy learning. Specifically, our contributions are:
(Section 2) We calculate the asymptotic lower bound on the minimal-feasible mean square error in estimating the policy gradient, which is of order O(H 4 /n). In addition, we demonstrate that existing off-policy policy gradient approaches fail to achieve this bound and may even have exponential dependence on the horizon.
(Section 3.1) We propose a meta-algorithm called Efficient Off-Policy Policy Gradient (EOPPG) that achieves this bound without any parametric assumptions. In addition, we prove it enjoys a unique 3-way double robustness property.
(Section 3.3) We show how to estimate the nuisance functions needed for our meta-algorithm by introducing the concepts of Bellman equations for the gradient of q-function and stationary distributions.
(Section 4) We establish guarantees for the rate at which we approach a stationary point when we take steps in the direction of our new estimated policy gradient. Based on efficiency results for our gradient estimator, we can prove the regret's horizon dependence is H 2 .
Notation and definitions
We define the following variables (note the implicit dependence on θ):
Note that all of the above are simply functions of the trajectory, T , and θ. To make this explicit, we sometimes write, for example, q t = q t (s t , a t ) and refer to q t as a function. Similarly, when we estimate this function byq t we also refer tô q t as the random variable gotten by evaluating it on the trajectory,q t (s t , a t ).
We write a b to mean that there exists a universal constant C such that a ≤ Cb. We let · 2 denote the Euclidean vector norm and · op denote the matrix operator norm.
All expectations, variances, and probabilities without subscripts are understood to be with respect to p π b . Given a vector-valued function of trajectory, f , we define its L 2 norm as f 2
Further, given trajectory data, T (1) , . . . , T (n) , we define the empirical expectation as
MDP and NMDP. Throughout this paper, we focus on the MDP setting where the trajectory distribution p π is given by Eq.
(1). For completeness, we also consider relaxing the Markov assumption, yielding a non-Markov decision process (NMDP), where the trajectory distribution p π (T ) is
where H at is (s 0 , a 0 , · · · , a t ) and H st is (s 0 , a 0 , · · · , s t ).
Assumptions. Throughout we assume that ∀t ≤ H:
1.2 Related literature
Off-policy policy gradients
A standard approach to dealing with off-policy data is to correct the policy gradient equation using importance sampling (IS) using the cumulative density ratios, ν 0:t (see, e.g., Papini et al., 2018, Appendix A; Hanna and Stone, 2018) . This allows us to rewrite the policy gradient Z(θ) as an expectation over p π b and then estimate it using an equivalent empirical expectation. The off-policy version of the classic REINFORCE algorithm (Williams, 1992 ) recognizes
(recall that E is understood as E p π b ) and uses the estimated policy gradient given by replacing E with E n . (Similarly, if ν 0:H is unknown it can be estimated and plugged-in.) The GPOMDP variant (Baxter and Bartlett, 2001 ) refines this by
whose empirical version (E n ) has less variance and is therefore preferred. A further refinement is given by a step-wise IS (Precup et al., 2000) as in Deisenroth et al. (2013) :
Following Degris et al. (2012) , replace ν 0:t withν t in Eq. (4) to reduce variance, but this is an approximation that incurs non-vanishing bias.
By exchanging the order of summation in Eq. (4) and recognizing q t = E H j=t ν t+1:j r j | s t , a t , we obtain a policy gradient in terms of the q-function (Sutton et al., 1998) ,
The off-policy policy gradient (Off-PAC) of Degris et al. (2012) is obtained by replacing ν 0:t withν t in Eq. (5), estimating q t byq t and plugging it in, and taking the empirical expectation. Replacing ν 0:t withν t is intended to reduce variance but it is an approximation that ignores the state distribution mismatch (essentially, µ t ) and incurs non-vanishing bias. Since it amounts to a reweighting and the unconstrained optimal policy remains optimal on any input distribution, in the tabular and fully unconstrained case considered in Degris et al. (2012) , we may still converge. But this fails in the general non-parametric, non-tabular setting. We therefore focus only on consistent estimates of Z(θ) in this paper (which requires zero or vanishing bias).
Many of the existing off-policy RL algorithms including DDPG (Silver et al., 2014) and Off-PAC with emphatic weightings (Imani et al., 2018 ) also use the above trick, i.e., ignoring the state distribution mismatch. Various recent work deals with this problem (Dai et al., 2019; Liu et al., 2019; Tosatto et al., 2020) . These, however, both assume the existence of a stationary distribution and are not efficient. We do not assume the existence of a stationary distribution since many RL problems have a finite horizon and/or do not have a stationary distribution. Moreover, our gradient estimates are efficient in that they achieve the MSE lower bound among all regular estimators.
Other literatue
Online off-policy PG. Online policy gradients have shown marked success in the last few years (Schulman et al., 2015) . Various work has investigated incorporating offline information into online policy gradients (Gu et al., 2017; Metelli et al., 2018) . Compared with this setting, our setting is completely off-policy with no opportunity of collecting new data from arbitrary policies, as considered in, e.g., Athey and Wager (2017) ; Kallus (2018) ; Kallus and Zhou (2018) ; Swaminathan and Joachims (2015) Variance reduction in PG. Variance reduction has been a central topic for PG (Greensmith et al., 2004; Schulman et al., 2016; Tang and Abbeel, 2010; Wu et al., 2018) . These papers generally consider a given class of estimators given by an explicit formula (such as given by all possible baselines) and show that some estimator is optimal among the class. In our work, the class of estimators among which we are optimal is all regular estimators, which both extremely general and also provides minimax bounds in any vanishing neighborhood of p π b (van der Vaart, 1998, Thm. 25.21) .
Off-policy evaluation (OPE). OPE is the problem of estimating J(θ) for a given θ from off-policy data.
Step-wise IS (Precup et al., 2000) and direct estimation of q-functions are two common approaches for OPE. However, the former is known to suffer from the high variance and the latter from model misspecification. To alleviate this, the doubly robust estimate combines the two; however, the asymptotic MSE still explodes exponentially in the horizon like Ω(C H 1 H 2 /n) (Jiang and Li, 2016; Thomas and Brunskill, 2016) . Kallus and Uehara (2019a) show that the efficiency bound in the MDP case is actually polynomial in H and give an estimator achieving it, which combines marginalized IS (Xie et al., 2019) and q-modeling using cross-fold estimation. This achieves MSE O(C 2 H 2 /n). Kallus and Uehara (2019b) further study efficient OPE in the infinite horizon MDP setting with non-iid batch data.
Efficiency Bound for Estimating Z(θ)
Our target estimand is Z(θ) so a natural question is what is the least-possible error we can achieve in estimating it. In parametric models, the Cramér-Rao bound lower bounds the variance of all unbiased estimators and, due to Hájek (1970) , also the asymptotic MSE of all (regular) estimators. Our model, however, is nonparametric as it consists of all MDP distributions, i.e., any choice for p 0 (s 0 ), p t (r t | s t , a t ), p t (r t | s t , a t ), and π t (a t | s t ) in Eq. (1). Semiparametric theory gives an answer to this question. We first informally state the key efficiency bound result from semiparametric theory in terms of our own model, which is all MDP distributions, and our estimand, which is Z(θ). For additional detail, see Appendix B; Tsiatis (2006) ; van der Vaart (1998).
Theorem 1 (Informal description of van der Vaart (1998), Theorem 25.20) . There exists a function ξ MDP (T ; p π b ) such that for any MDP distribution p π b and any regular estimatorẐ(θ),
Here, var[ξ MDP ] is called the efficiency bound (note it is a covariance matrix ). A regular estimator is any whose limiting distribution is insensitive to small changes of order O(1/ √ n) to p π b that keep it an MDP distribution (see van der Vaart, 1998, Chapter 8.5 ). So the above provides a lower bound on the variance of all regular estimators, which is a very general class. It is so general that the bound also applies to all estimators at all in a local asymptotic minimax sense (see van der Vaart, 1998, Theorem 25.21) .
Technically, we actually needed to prove that ξ MDP exists in Theorem 1. The following result does so and derives it explicitly. The one after does the same in the NMDP model. (Note that, while usually the EIF refers to a function with 0 mean, instead we let the EIF have mean Z(θ) everywhere as it simplifies the presentation. Since adding a constant does not change the variance, Theorem 1 is unchanged.)
Theorem 2. The EIF of Z(θ) under MDP, ξ MDP , exists and is equal to
are actually functions of all of H aj and not just of (s j , a j ) as in MDP case in Theorem 2.) And, in particular,
Formulae for var[ξ MDP ] and var[ξ NMDP ] are given in Appendix C. Theorem 3 showed var[ξ NMDP ] is at most exponential; we next show it is also at least exponential.
3 c. Theorems 3 and 4 show that the curse of horizon is generally unavoidable in NMDP since the lower bound in is at least exponential in horizon. On the other hand, Theorem 2 shows there is a possibility we can avoid the curse of horizon in MDP in the sense that the lower bound is at most polynomial in horizon; we show we can achieve this bound in Section 3.
First, we show that REINFORCE (which is regular under NMDP) necessarily suffers from the curse of horizon.
, which is no smaller than the MSE of REINFORCE Eq.
(2) and GOMDP-REINFROCE Eq. (3). (Equation references refer to the estimate given by replacing E with E n .)
Algorithm 1 Efficient Off-Policy Policy Gradient
Take a K-fold random partition (I k ) K k=1 of the observation indices {1, . . . , n} such that the size of each fold, |I k |, is within 1 of n/K.
Using only L k as data, construct nuisance estimatorsq
Construct an intermediate estimate:
Then, the operator norm of the variance of step-wise REINFORCE is lower bounded by cC 2H 3 /n.
Efficient Policy Gradient Estimation
In this section we develop an estimator, EOPPG, for Z(θ) achieving the lower bound in Theorem 2 under weak nonparametric rate assumptions.
The Meta-Algorithm
Having derived the EIF of Z(θ) under MDP in Theorem 2, we use a metaalgorithm based on estimating the unknown functions (aka nuisances) µ j , d q j , q j , d µ j and plugging them into ξ MDP , as described in Algorithm 1. In particular, we use a cross-fitting technique (Chernozhukov et al., 2018; van der Vaart, 1998) . We refer to this as a meta-algorithm as it relies on given nuisances estimators: we show to construct these in Section 3.3. Note Eq. (6) in Algorithm 1 is computed simply by taking an integral over a j (or, sum, for finite actions) with respect to the known measure (or, mass function) π θ j (a j | s j ). We next prove that EOPPG achieves the efficiency bound under MDP and enjoys a 3-way double robustness (see Fig. 1 ). We require the following about our nuisance estimators, which arises from the boundedness assumed in Section 1.1. Figure 1 : Doubly robust and efficient structure of EOPPG. Every circle represents the event that the corresponding nuisance is well-specified. The cyan-shaded region represents the event thatẐ EOPPG (θ) is consistent. The red-shaded region represents the event thatẐ EOPPG (θ) is efficient (when nuisances are consistently estimated non-parametrically at slow rates).
An important feature of Theorem 7 is that the required nuisance convergence rates are nonparametric (slower than n −1/2 ) and no metric entropy condition (e.g., Donsker) is needed. This allow many types of flexible machine-learning estimators to be used.
Importantly, we experience no variance inflation due to plugging-in estimates instead of true nuisances. While usually we can expect inflation due to nuisance variance (e.g., PG Eq. (5) generally has MSE worse than Θ(n −1/2 ) if we use an estimateq with a nonparametric rate), we avoid this due to the special doubly robust structure of ξ MDP .
To establish this structure -the key step of the proof -we show that
where Bias k,j 2 μ
After establishing this key result, Eq. (7), Theorem 7 follows by showing that the bias term is o p (n −1/2 ) and CLT. We also obtain the following from Eq. (7) via LLN.
That is, as long as (a)μ,d µ are correct, (b)q,d q are correct, or (c)μ,q are correct, EOPPG is still consistent. The reason the estimator is not consistent when onlyd q ,d µ are correct is becaused v is constructed using bothq,d q (see Eq. (6)).
Special Cases
Example 1 (On-policy case). If π b = π θ , then
In the on-policy case, Cheng et al. (2019) ; Huang and Jiang (2019) propose estimators equivalent to estimating q, d q and plugging into the above equation for ξ NMDP . Using our results (establishing the efficiency bound and that ξ NMDP is the EIF under NMDP) these estimators can then be shown to be efficient for NMDP (either under a Donsker condition or using cross-fitting instead of their in-sample estimation). These are not efficient under MDP, however, and ξ MDP will still have lower variance. However, in the on-policy case, C 1 = 1, so the curse of horizon does not affect ξ NMDP and since it requires fewer nuisances it might be preferable.
Example 2 (Stationary infinite-horizon case). Suppose the MDP transition and reward probabilities and the behavior and target policy (π θ ) are all stationary (i.e., time invariant so that π = π t , g = g t , p t = p, etc.). Suppose moreover that, as H → ∞ the Markov chain on the variables {(s t , a t , r t ) : t = 0, 1, . . . } is ergodic under either the behavior or target policy. Consider estimating the derivative of the long-run average reward Z ∞ (θ) = lim H→∞ Z(θ)/H. By taking the limit of ξ MDP /H as H → ∞, we obtain
where (s, a, r, s , a ) are distributed as the stationary distribution of (s t , a t , r t , s t+1 , a t+1 ) under the behavior policy, µ(s, a) is the ratio of stationary distributions of (s t , a t ) under the target and behavior policies, q(s, a) and v(s) are the long-run average q-and v-functions under the target policy, and d µ , d q , d v are the derivatives with respect to θ.
It can be shown that under appropriate conditions, ξ ∞ MDP is in fact the EIF for Z ∞ (θ) if our data were iid observations of (s, a, r, s , a ) from the stationary distribution under the behavior policy. If our data consists, as it does, of n observations of (H + 1)-long trajectories, then we can instead construct the estimator
where the nuisances µ, d µ , q, d q are appropriately estimated in a cross-fold manner as in Algorithm 1. Following similar arguments as in Kallus and Uehara (2019b) , which study infinite-horizon OPE, one can show that this extension of EOPPG maintains its efficiency and 3-way robustness guarantees as long as our data satisfies appropriate mixing conditions (which ensures it appropriately approximates observing draws from the stationary distribution). Fleshing out these details is beyond the scope of this paper.
Example 3 (Logged bandit case). If H = 0 (one decision point), then ξ MDP = ξ NMDP are both equal tõ
We can construct an estimator by cross-fold estimation of q 0 (note the last expectation is just an integral over π θ (a | s) for a given s). While policy gradients are used in the logged bandit case in the counterfactual learning community (e.g. Swaminathan and Joachims, 2015 , which use the gradientν 0 r 0 g 0 ), as far as we know, no one uses this efficient estimator for the gradient even in the logged bandit case.
Example 4. By Theorem 8, each of the following is a new policy gradient estimator that is consistent given consistent estimates of its respective nuisances:
where the inner expectation is only over a j ∼ π θ (a j | s j ).
Estimation of Nuisance Functions
We next explain how to estimate the nuisances d µ j and d q j . The estimation of q j is covered by Chen and Jiang (2019) ; Munos and Szepesvári (2008) and the estimation of µ j by Kallus and Uehara (2019a); Xie et al. (2019) .
Monte-Carlo approach. First we explain a Monte-Carlo way to estimate d q j , d µ j . We use the following theorem.
Theorem 9 (Monte Carlo representations of d µ j , d q j ).
Based on this result, we can simply learn d q j , d µ j using any regression algorithm. Specifically, we construct the response variables y
, and we regress these on (a
. For example, we can use empirical risk minimization:
and similarly ford µ j . Examples for F include RKHS norm balls, an expanding subspace of L 2 (i.e., a sieve), and neural networks. Rates for such estimators can, for example, be derived from Bartlett et al. (2005) ; Wainwright (2019) .
A careful reader might wonder whether estimating nuisances in this way causes the final EOPPG estimator to suffer from the curse of horizon, since ν 0:j can be exponentially growing in j. However, as long as we have suitable nonparametric rates (in n) for the nuisances as in Theorem 7, the asymptotic MSE ofẐ EOPPG (θ) does not depend on the estimation error of the nuisances. These errors only appear in higher-order (in n) terms and therefore vanish. This is still an important concern in finite samples, which is why we next present an alternative nuisance estimation approach.
Recursive approach. Next, we explain a recursive way to estimate d q j , d µ j . This relies on the following result.
Theorem 10 (Bellman equations of d q j , d µ j ).
This is derived by differentiating the Bellman equations:
Following Theorem 10, we propose the recursive Algorithms 2 and 3 that estimate d q j using backwards recursion and d µ j using forward recursion. Remark 1. Morimura et al. (2010) discussed a way to estimate the gradient of the stationary distribution in an on-policy setting. In comparison, our setting is off-policy.
Remark 2. We have directly estimated d µ j . Another way is using d µ j =ν j ∇ θμj + µ j g j and estimating ∇ θμj recursively based on a Bellman equation for ∇μ j , derived in a similar way to that for d µ j in Theorem 10.
Algorithm 2 Estimation of d q j (Recursive way)
Algorithm 4 Off-policy projected gradient ascent Input: An initial point θ 1 ∈ Θ and step size schedule α t for t = 1, 2, · · · dõ θ t+1 = θ t + α tẐ EOPPG (θ t ) θ t+1 = Proj Θ (θ t+1 ) end for 4 Off-policy Optimization with EOPPG Next, we discuss how to use the EOPPG estimator presented in Section 3 for offpolicy optimization using projected gradient ascent and the resulting guarantees. The algorithm is given in Algorithm 4.
Then, by defining an error B t =Ẑ EOPPG (θ t ) − Z(θ t ), we have the following theorem.
Theorem 11. Assume the function J(θ) is differentiable and M -smooth in
Theorem 11 gives a bound on the average derivative. That is, if we letθ be chosen at random from {θ t } T t=1 with weights α t , then via Markov's inequality,
So as long as we can bound the error term t α t B t 2 2 /T , we have thatθ becomes a near-stationary point.
This error term comes from the noise of the EOPPG estimator. A heuristic calculation based on Theorem 7 that ignores the fact that θ t is actually random would suggest
To establish this formally, we recognize that θ t is a random variable and bound the uniform deviation of EOPPG over all θ ∈ Θ. We then obtain the following high probability bound on the cumulative errors.
Theorem 12 (Bound for cumulative errors). Suppose the assumptions of Theorem 7 hold, that θ → ξ MDP,j is almost surely differentiable with derivatives bounded by L for j ∈ {1, · · · , D}, where ξ MDP,j is a j-th component of ξ MDP , and that Θ is compact with diameter Υ.
Then, for any δ, there exists N δ such that ∀n ≥ N δ , we have that, with probability at least 1 − δ, This shows that, by letting T = n β (β > 1) be sufficiently large, we can obtain Z(θ) = O p (H 4 C 2 log(n)/n) forθ chosen at random from {θ t } T t=1 as above. Note that if we had used other policy gradient estimators such as (step-wise) REINFORCE, PG as in Eq. (5), or off-policy variants of the estimators of Cheng et al. (2019) ; Huang and Jiang (2019) , then the term C H 1 would have appeared in the bound and the curse of horizon would have meant that our learned policies would not be near-stationary for long-horizon problems.
Remark 3. Many much more sophisticated gradient-based optimization methods equipped with our EOPPG gradient estimator can be used in place of the vanilla projected gradient ascent in Algorithm 4. We refer the reader to Jain and Kar (2017) for a review of non-convex optimization methods.
The concave case. The previous results study the guarantees of Algorithm 4 in terms of convergence to a stationary point, which is the standard form of analysis for non-convex optimization. If we additionally assume that J(θ) is a concave function then we can see how the efficiency of EOPPG translates to convergence to an optimal solution in terms of the regret compared to the optimal policy. In this case we setθ = 1 Theorem 13 (Regret bound). Suppose the assumptions of Theorem 12 hold, that J(θ) is a concave function, and that Θ is convex. For a suitable choice of α t we have that, for any δ, there exists N δ such that ∀n ≥ N δ , we have that, with probability at least 1 − δ,
Here, the first term is the optimization error if we knew the true gradient Z(θ). The second term is the approximation error due to the error in our estimated gradientẐ EOPPG (θ). When we set T = n β (β > 1), the final regret bound is
The regret's horizon dependence is H 2 . This is a crucial result since the regret with polyomial horizon dependence is a desired result in RL (Jiang and Agarwal, 2018) . Again, if we had used other policy gradient methods, then an exponential dependence via C H 1 would appear. Moreover, the regret depends on C 2 , which corresponds to a concentrability coefficient (Antos et al., 2008) .
Remark 4. Recent work studies the global convergence of online-PG algorithms without concavity Bhandari and Russo, 2019) . This may be applicable here, but our setting is completely off-policy and therefore different and requiring future work. Notably, the above focus on optimization rather than PG variance reduction. In a truly off-policy setting, the available data is limited and statistical efficiency is crucial and is our focus here.
Remark 5 (Comparison with other results for off-policy policy learning). In the logged bandit case (H = 0), the regret bound of off-policy learning via exhaustive search (non-convex) optimization is O p ( τ (Π) log(1/δ)/n), where τ (Π) represents the complexity of the hypothesis class (Foster and Syrgkanis, 2019; Zhou et al., 2018) . In this bandit case, the nuisance functions of the EIF do not depend on the policy itself, making this analysis tractable. However, for our RL problem (H > 0), nuisance functions depend on the policy; thus, these techniques do not extend directly. Nie et al. (2019) do extend these types of regret results to an RL problem but where the problem has a special when-to-treat structure, not the general MDP case.
Experiments
We conducted an experiment in a simple environment to confirm the theoretical guarantees of the proposed estimator. More extensive experimentation remains future work. The setting is as follows. Set S t = R, A t = R, s 0 = 0. Then, set the transition dynamics as s t = a t−1 − s t−1 , the reward as r t = −s 2 t , the behavior policy as π b t (a | s) = N (0.8s, 0.2 2 ), the policy class as N (θs, 0.2 2 ), and horizon as H = 50. Then, θ * = 1 with optimal value J * = −1.96, obtained by analytical Log Regret with 95% CI Figure 3 : Comparison of regret after gradient ascent calculation. We compare REINFORCE (Eq. (4)), PG (Eq. (5)), and EOPPG with K = 2. Nuisances functions q, µ, d q , d µ are estimated by polynomial sieve regressions (Chen, 2007) . Additionally, to investigate 3-way double robustness, we consider corrupting the nuisance models by adding noise N (0, 1); we consider thus corrupting (q, d q ), (µ, d µ ), or (d µ , d q ). First, in Fig. 2 , we compare the MSE of these gradient estimators at θ = 1.0 using 100 replications of the experiment for each of n = 800, 1600, 3200, 6400. As can be seen, the performance of EOPPG is superior to existing estimators in terms of MSE, validating our efficiency results. We can also see that the EOPPG with misspecified models still converges, validating our 3-way double robustness results.
Second, in in Fig. 3 , we apply a gradient ascent as in Algorithm 4 with α t = 0.15 and T = 40. We compare the regret of the final policy, i.e., J(θ * ) − J(θ 40 ), using 60 replications of the experiment for each of n = 200, 400, 800, 1600. Notice that the lines decrease roughly as 1/ √ n but because of the large differences in values, the lines only appear somewhat flat. This shows that the efficiency and 3-way double robustness translate to good regret performance, as predicted by our policy learning analysis.
Conclusions
We established an MSE efficiency bound of order O(H 4 /n) for estimating a policy gradient in an MDP in an off-policy manner. We proposed an estimator, EOPPG, that achieves the bound, enjoys 3-way double robustness, and leads to regret dependence of order H 2 / √ n when used for policy learning. Notably, this is much smaller than other approaches, which incur exponential-in-H errors.
This paper is only a first step toward efficient and effective off-policy policy gradients in MDPs. Remaining questions include how to estimate d q , d µ in a large-scale environments, the performance of more practical implementations that alternate in updating θ and nuisance estimates with only one gradient update, and extending our theory to the deterministic policy class as in Silver et al. (2014) . History up to a t , (s 0 , a 0 , ·, s t , a t ) (Rewards are excluded) H st History up to s t , (s 0 , a 0 , ·, s t ) (Rewards are excluded) T at History up to a t , (s 0 , a 0 , r 0 , ·, a t ) (Rewards are included) T st History up to s t , (s 0 , a 0 , r 0 , ·, s t , a t ) (Rewards are included)
A Notation
Expectation is taken w.r.t policy π E n [·]
Empirical approximation J(θ)
Value of π Z(θ)
Ratio of marginal distribution at t d ν t (s, a), d µ t (s, a) ∇µ t (s, a), ∇µ t (s, a d q t (s, a), d v t (s) ∇q t (s, a), ∇v t (s, a) ⊗g gg g t Score function of the policy: ∇ log π θ t (a t | s t ) Here, we summarize a general framework to obtain efficiency bounds and efficient influence functions for various quantities of interest under NMDP or MDP, which we then use in order to derive these for the policy gradient case. First, we present the framework in generality. Then, we show how to use this framework to re-derive the efficiency bounds and efficient influence functions for OPE of Kallus and Uehara (2019a) , who derived it for the first time but from scratch. Our proofs for our policy gradient case in the subsequent sections use the observations from this section.
B.1 General Conditioning Framework

B.1.1 General Semiparametric Inference
Consider observing n iid observations O i ∼ P from some distribution P . We are interested in the estimand R(P ) where the unknown P is assumed to live in some (nonparametric) model P ∈ M and R : M → R D . Estimators of this estimand are functions of the data,R =R (O (1) , . . . , O (n) ). Regular estimators are, roughly speaking, those for which the distribution of √ n(R−R(P )) converges to a limiting distribution in a locally uniform sense in M (van der Vaart, 1998, Chapter 25) . Under certain differentiability conditions on R(·), the efficiency bound is the smallest asymptotic MSE (the second moment of the distributional limit of √ n(R − R(P ))) among all regular estimatorsR (van der Vaart, 1998, Theorem 25.20) , which also lower bounds the limit infimum of nE[(R − R(P )) 2 ] via Fatou's lemma. The efficiency bound even lower bounds the limit infimum of the MSE of any estimator in a local asymptotic minimax sense (van der Vaart, 1998, Theorem 25.21) . In particular, the efficiency bound is given by var P [φ * (O)] for some function φ * (O).
Asymptotically linear estimatorsR are ones for which there exists a function φ(O) such thatR = E n φ + o p (n −1/2 ), Eφ = R(P ). 3 The function φ is known as the influence function ofR. Clearly, the asymptotic MSE ofR is var P [φ(O)]. Thus, an asymptotic linear estimator would be efficient if its influence function were φ * , which is called the efficient influence function. In fact, under the same differentiability conditions on R(·), efficient (regular) estimators are exactly those with the influence function φ * (van der Vaart, 1998, Theorem 25.23) . Under certain regularity, the set of influence functions (minus R(P )) is equal to the set of pathwise derivatives of R(·) at P , and the function φ * is exactly given by that with minimal L 2 norm among this set (Bickel et al., 1993; Klaassen, 1987) . Thus, φ * can be gotten by a projection of any influence function, which is a generic recipe for deriving the efficient influence function and the efficiency bound.
B.1.2 A Conditioning Framework for Nonparametric Factorable Models
We now summarize how additional graphical structure on the variable O can further simplify the above recipe for deriving the efficient influence function in a particular class of models, which includes the MDP and NMDP models. 
Consider the nonparametric model of all distributions that satisfy this factorization
Then, a standard result (see Robins, 2003, van der Laan and Rose, 2018, §A.7) is that, given any φ that is a valid influence function for R(P ) in M, the efficient influence function for R(P ) is given by
This arises due to the above-mentioned projection interpretation of the efficient influence function. Now, suppose that the estimand only depends on a particular part of the factorization:
for some index set J 0 ⊆ [J]. That is, R(Q) is only a function of Q J0 = (Q j ) j∈J0 and is independent of Q J C 0 = (Q j ) j / ∈J0 . Consider the model where we assume that P j is known for every j / ∈ J 0 ,
Then, as long as R(·) satisfies Eq. (9), its efficient influence function under M and M 0 must be the same (similarly for the efficiency bound).
Combining the above observations, we have that if (a) our model satisfies the nonparametric factorization as in Eq. (8) and (b) our estimand only depends on some subset J 0 of the factorization as in Eq. (9), then given any φ that is a valid influence function for R(P ) in M 0 , the efficient influence function for R(P ) under M is in fact also just given by
B.2 Application to Off-Policy RL
In off-policy RL, our data are observations of trajectories T = (s 0 , a 0 , r 0 , . . . , s T , a H , r H , s H+1 ) generated by the behavior policy. Here T stands for a single observation (above O in the general case) and s t , a t , r t are individual components (above O j in the general case). Moreover, in the MDP model, the data-generating distribution satisfies a factorization like Eq. (8):
Finally, we have that off-policy quantities such as the policy value and policy gradient for π θ are independent of the behavior policy, that is, satisfy Eq. (9) where J C 0 corresponds to the π b t (a t | s t ) part in the factorization above. Here, the model M 0 would correspond to the model where the behavior policy is known (and indeed the efficiency bound is independent of whether it is known or not).
Similarly, in the NMDP model we have an alternative factorization, where each node's parent set is much larger:
Again, off-policy quantities of interest are independent of of the behavior policy. These observations imply that in order to derive the efficient influence function (and hence the efficiency bound) for any appropriate off-policy quantity, we simply need to identify one valid influence function in M 0 and then compute Eq. (10). This is exactly the approach we take in our proofs for the policy gradient.
Before proceeding to our proofs, which for the first time derive the efficiency bounds for off-policy gradients, as an illustrative case we first show how we can use this framework to derive the efficient influence functions and efficiency bounds for J(θ) under MDP and NMDP, which was first derived by Kallus and Uehara (2019a) .
Example 5 (Off-policy evaluation in MDP). First we derive the efficient influence function. Under the model M 0 where the behavior policy is known we know that J(θ) = E H t=0 ν 0:t r t and thereforeĴ(θ) = E n H t=0 ν 0:t r t is a consistent linear estimator for J(θ). Hence, φ(T ) = H t=0 ν 0:t r t must be a valid influence function. Plugging into the right-hand side of Eq. (10), we obtain:
And therefore the efficient influence function is
The efficiency bound is given by its variance. This matches Kallus and Uehara (2019a) .
Part 2: calculating the variance. Next, we calculate the variance of the efficient influence function using a law of total variance:
From the third line to the fourth line, we have used the following Bellman equations:
Next, note that d µ j (s, a) = µ j (s, a)∇ log p π θ j (s, a). Therefore, the variance is written as
Remark 6 (More specific presentation of the variance). Note that by covariance formula, the above efficiency bound is equal to
Part 3: a simple bound for the variance.
Consider the on-policy case when µ t = 1. Then, from (12), the efficiency bound of Z(θ) under MDP is
Since this is the lower bound regarding asymptotic MSE among regular estimators of Z(θ), it is smaller than the variance of 
Here, from the first line to the second line, we use the fact that the covariance across the time is zero: cov p π θ [g k (s k | a k ), g j (s j | a j )] = 0, (k = j), since when k < j cov p π θ [g k (s k | a k ), g j (s j | a j )] = E p π θ [g k g j ] − E p π θ [g k ]E p π θ [g j ] = E p π θ [g k E p π θ [g j | s j , a j ]] = 0.
Therefore, the quantity (13) is also bounded by RHS of (14). Let us go back to the general off-policy case. For any functions k(s t , a t ) taking a real number, by importance sampling, we have E p π b [µ 2 t (s t , a t )k(s t , a t )] = E p π θ [µ t (s t , a t )k(s t , a t )] ≤ E p π θ [k(s t , a t )]C 2 , since µ t is upper bounded by C 2 . Therefore, noting the difference of (12) Proof of Theorem 3. We omit the proof of the first and second parts since it is almost the same as Theorem 3, where we simply replace µ t (s t , a t ), q t (s t , a t ), d q t (s t , a t ), d µ t (s t , a t ) with ν 0:t (H at ), q t (H at ), d q t (H at ), d ν t (H at ). Then, based on (11), the efficient influence function of Z(θ) under NMDP is
The efficiency bound of Z(θ) under NMDP is
where ∇ log p π θ k (H a k ) = k j=0 g j (H aj ). Again, consider the on-policy case where ν 0:t = 1. Then, the above is equal to
Again, this quantity is bounded by RHS of (14). Go back to the general off-policy case. For any functions k(s t , a t ) taking a real number, by importance sampling, we have E p π b [ν 2 t (s t , a t )k(s t , a t )] = E p π θ [ν 0:t (s t , a t )k(s t , a t )] ≤ E p π θ [k(s t , a t )]C t 1 , noting ν 0:t ≤ C t 1 . Therefore, noting the difference of (12) and (13), the term var[ξ MDP ] op is upper-bounded by
The first line to the second line is proved by conditional Jensen's inequality. In the same way, by defining q k,i as a i-th component of q k , (α3,α4) ).
Finally, combining everything, we have 0.5E U1 [ξ MDP (T ;q (1) ,μ (1) ,d q(1) ,d µ(1) )] + 0.5E U2 [ξ MDP (T ;q (2) ,μ (2) ,d q(2) ,d µ (2) Finally, CLT concludes the proof.
Proof of Theorem 8. For the simplicity of the notation, we prove the case where K = 2. Recall that the influence function of ξ MDP is ξ MDP (T ; q, µ, d q , d µ ) = H j=0 {d µ j (s j , a j )r j − µ j (s j , a j )d q j (s j , a j ) − d µ j (s j , a j )q j (s j , a j )
+ µ j−1 (s j−1 , a j−1 )E[d q j (s j , a j )|s j ] + d µ j−1 (s j−1 , a j−1 )E[q j (s j , a j )|s j ]}.
Here, µ = {µ j }, q = {q j }, d q = {d q j }, d µ = {d µ j }. Then, the estimator Z EOPPG (θ) is 0.5E U1 [ξ MDP (T ;q (1) ,μ (1) ,d q(1) ,d µ(1) )] + 0.5E U2 [ξ MDP (T ;q (2) ,μ (2) ,d q(2) ,d µ(2) )].
Then, we have 
