Abstract. Partial words are sequences of characters from an alphabet in which some positions may be marked with a "hole" symbol, . We can create a -substitution mapping this symbol to a subset of the alphabet, so that applying such a substitution to a partial word results in a set of full words (ones without holes). This setup allows us to compress regular languages into smaller partial languages. Deterministic finite automata for such partial languages, referred to as -DFAs, employ a limited nondeterminism that can allow them to have lower state complexity than the minimal DFAs for the corresponding full languages. Our paper focuses on algorithms for the construction of minimal partial languages, associated with some -substitution, as well as approximation algorithms for the construction of minimal -DFAs.
Introduction
Words over some finite alphabet Σ are sequences of characters from Σ and the set of all such sequences is denoted by Σ * (we also refer to elements of Σ * as full words). The empty word ε is the unique sequence of length zero. A language over Σ is a subset of Σ * . The regular languages are those that can be recognized by finite automata. A deterministic finite automaton, or DFA, is a tuple M = (Q, Σ, δ, s, F ): a set of states, an input alphabet, a transition function δ : Q × Σ → Q, a start state, and a set of accept or final states. The machine M accepts w if and only if the state reached from s after reading w is in F . In a DFA, δ is defined for all state-symbol pairs, so there is exactly one computation for any word. In contrast, a non-deterministic finite automaton, or NFA, is a tuple N = (Q, Σ, Δ, s, F ), where Δ :
Q is the transition function that maps state-symbol pairs to zero or more states, and consequently may have zero or more computations on a given word. Additionally, N accepts a word w if any computation on w ends in an accept state. Two automata are equivalent if they recognize the same language, so every NFA has an equivalent DFA. In general, This material is based upon work supported by the National Science Foundation under Grant No. DMS-1060775.
NFAs allow for a more compact representation of a given language. The state complexity of an automaton with state set Q is |Q|. If a given NFA has state complexity n, the smallest equivalent DFA may require as many as 2 n states. Partial words over Σ are sequences of characters from Σ = Σ ∪ { }, where / ∈ Σ is a "hole" symbol representing an "undefined" position. A partial language over Σ is a subset of Σ * , the set of all partial words over Σ. A partial language, subset of Σ * , is associated with a full language, subset of Σ * , through a -substitution σ :
A -substitution, then, maps a partial language to a full language and is completely defined by σ( ); e.g., if σ( ) = {a, b} and L = { a, b c} then σ(L) = {aa, ba, bac, bbc}. By reversing this process, we can compress full languages into partial languages. We can easily extend regular languages to regular partial languages as the subsets of Σ * that are regular when treating as a character in the input alphabet. We can recognize them using partial word DFAs, introduced by Dassow et al. [4] . A -DFA M σ = (Q, Σ , δ, s, F ), associated with some σ, is defined as a DFA that recognizes a partial language L, but that is also associated with the full language σ(L). Balkanski et al. [1] proved that given a -DFA with state complexity n associated with some σ and recognizing L, the smallest DFA recognizing σ(L) may require as many as 2 n − 1 states. Given classes of automata A, B and a finite automaton A from A, the problem A → B-Minimization asks for an automaton B from B that has the lowest state complexity possible while maintaining L(A) = L(B), i.e., the language that A accepts is the language that B accepts. We will abbreviate A → A-Minimization by A-Minimization. Now, let DFA, NFA, and -DFA be the class of all DFAs, NFAs, and -DFAs, respectively. It is known that DFA-Minimization can be done in O(n log n) time [7] , where n is the number of states in the input DFA, and that DFA → NFA-Minimization is PSPACE -complete [8] . Looking atDFAs as DFAs over the extended alphabet Σ makes the minimization step easy ( -DFAs are DFAs, so -DFA-Minimization is DFA-Minimization), and in general, A → -DFA-Minimization and -DFA → A-Minimization are not defined because -DFAs accept partial languages (not full languages). We thus define a slightly different problem for -DFAs: given a DFA M , Minimal--DFA asks for the smallest -DFA (over all possible -substitutions) associated with L(M ). Using the methods from Björklund and Martens [2], it is a simple exercise to show that Minimal--DFA is NP-hard, so we discuss an approach to approximating minimal -DFAs. Note also that Holzer et al. [6] have recently further studied the computational complexity of partial word automata problems and have shown that many problems are PSPACE -complete, among them is Minimal--DFA.
The contents of our paper are as follows: In Section 2, we set our notation and introduce the σ-minimal partial languages given a -substitution σ. In Section 3, we approximate minimal finite partial languages, associated with a -substitution σ, by describing our Minlang algorithm. We then prove that running Minlang a polynomial number of times in the size of the input with our Redundancy
