Abstract : In this paper, optimization of diesel engine control parameters using a modified multi-objective particle swarm optimization (MOPSO) method is considered. This problem is formulized as a multi-objective optimization problem involving three optimization objectives: brake specific fuel consumption (BSFC), exhaust gas emission, and soot. A modified MOPSO is proposed with integration of particle swarm optimization (PSO) and a crossover approach. Several benchmark functions are tested, and results reveal that the modified MOPSO is more efficient than the typical MOPSO. Engine control parameter optimization with an extended PSO and the modified MOPSO is simulated, respectively. It proved the potential of the modified MOPSO for the engine control parameter optimization problem.
Introduction
Automobiles are essential to our daily life. They greatly facilitate people's life, but cause serious issues accordingly, such as air pollution, energy crisis, and traffic jam problems. Under such circumstances, more and more severe exhaust emission limitations and traffic regulations have been established. Therefore, development of engines with low pollution burdens is a tendency in the future automobile industry. Our research focuses on the minimization of brake specific fuel consumption (BSFC), NOx, and smoke opacity in a diesel engine with multiple injections, which is a typical multi-objective optimization problem.
Many approaches have been applied to multi-objective optimization problems. The basic method is the Weighted-Sum Approach (WSA) which is to scale objectives into a single fitness function with weights, and then employ Sequential Quadratic Programming (SQP), pattern search etc. However, this method has difficulty to find non-dominated solutions with a non-convex Pareto front. In order to deal with this problem, Haimes et al. [1] proposed the -constraint method. Over the years, Pareto optimal and non-dominated solutions were considered, and multi-objective evolutionary algorithms (MOEAs) have been developed, such as Elitist Non-dominated Sorting Genetic Algorithms (NSGA-II) and the Pareto archived evolution strategy (PAES) proposed by Knowles and Corne [2] . In recent years, the particle swarm optimization (PSO) method has been successfully applied in different areas since its advent, and it has been demonstrated that PSO is a faster and cheaper approach compared with other methods.
PSO is a population-based global optimization method, which was proposed by Kennedy and Eberhart [3] . PSO is based on a simple simulation of bird flocking [4] . The search points are known as particles, particles' position and velocity with certain dimensions are updated at each iteration. A particle regulates its velocity according to the best position from its own experience and the global best position of all particles [5] , [6] . During the past years, PSO has been applied to various optimization problems, such as data classification, decision support, etc. PSO also has been used in multi-objective problems. However, another more effective approach is multi-objective particle swarm optimization (MOPSO), which involves Pareto dominance and Pareto optimization.
In this paper, modifications on the typical MOPSO algorithm are proposed, which integrate PSO and the crossover method. Convergence of the modified MOPSO is proved better than that of the typical MOPSO. The modified MOPSO for optimization of the diesel engine control parameter problem is presented, and simulation results with two and three objectives are evaluated, respectively. This paper is organized as follows. Section 2 describes an engine parameter optimization problem and also presents formulas of optimization objectives: BSFC, NOx, and smoke opacity, which are derived from experimental a data using a regression method. Section 3 firstly introduces an extended PSO method [5] , and then explains definitions of Pareto optimal, non-dominated solution, and a typical MOPSO algorithm. Section 4 proposes a modified MOPSO method, and benchmark functions are applied to test performances of the modified MOPSO. Section 5 presents simulation results of the extended PSO and the modified MOPSO. Discussions are also given in the end of Section 5. Finally, conclusions are summarized in Section 6.
Overview of Diesel Engine Optimization System
To increase fuel utilization and decrease exhaust emission, diesel engine control optimization on model based control is proposed. In model based control system, engine conditions are directly calculated by models. It results in a time benefit and improves the accuracy in comparison with conventional maps. The control system is explained in Fig. 1 . Combustion JCMSI 0005/10/0305-0315 c 2010 SICE model calculates optimization objectives, and sends these values to optimization model as inputs. Optimization model is applied to find optimal control parameters which are fed back to combustion model. Combustion model could be applied to calculate many engine indices, BSFC, gas emission, pressure, etc. A statistical regression model is applied, and only the BSFC, NOx, and smoke opacity are taken as optimization objectives in this paper. These objectives are formulated from groups of experiment data. Experiments with multiple injections were performed on a diesel engine test bench (in Fig. 2 ) whose specifications are listed in Table 1 . The multiple injections include two pilot injections and main injection, as shown in Fig. 3 .
The explanation of optimization objectives is listed as Table 2, and engine control parameters are set as Table 3 .
Based on experiment data, optimization objectives are formulated using linear regression approach, expressed as, 3 Smoke opacity % Pilot2 injection timing deg.ATDC x 3 Main injection timing deg.ATDC x 4 Injection pressure Mpa x 5 Intake O2 ratio % x 6 Intake manifold pressure Kpa 
where, i = 1, 2, 3, and j = 1, 2, · · · , 6. Coefficients for each objective are listed as The difference between predicted results of BSFC, NOx, smoke opacity, and experiment data was evaluated using correlation coefficient (see Figs. 4 , 5, and 6). It can be regarded that these formulas can effectively estimate the objectives.
Particle Swarm Optimization and Multi-Objective
Particle Swarm Optimization
Extended Particle Swarm Optimization
PSO is a swarm intelligence based algorithm to find a solution for an optimization problem in a search space, or to model and predict social behavior in the presence of objectives. It has been found that PSO is simple to implement and has few parameters to be adjusted compared with Genetic Algorithms (GAs). Typical PSO involves two positions: one is a particle's personal best position achieved up to the current iteration, which is named pbest. The other is the global best position of all particles so far, which is called gbest.
In recent years, new modified PSO algorithms have been developed, such as the distribution vector PSO (DVPSO), the crossing over PSO (COPSO), etc. Fitness function of this optimization problem was tested with different PSO algorithms, and the extended PSO has been proved to be able to provide stable optimization results [5] .
As for the extended PSO, pbest, gbest and the best position of neighbor particles lbest are introduced. The lbest is selected based on a ring topology.
The velocity update function is well known as [4] , [5] , 
where, constriction factor:
It ensures the convergence of PSO algorithm.
Particle position is updated as,
where, i is the particle number. j is the particle dimension number. t is the iteration number. v(t) i, j is the velocity of i th particle in j th dimension at t th iteration. x(t) i, j is the position of i th particle in j th dimension at t th iteration. r 1 , r 2 , and r 3 are random number within [0, 1] . c 1 , c 2 , and c 3 are learning factors, and c 1 = 3.1, c 2 = 0.5, and c 3 = 0.5 in our simulation.
The extended PSO program flowchart is explained as Fig. 7 .
Pareto Optimization
Multi-objective optimization problem is usually defined as [7] , 
Min f
where,
In most cases, objective functions conflict with each other, and the unique optimal solution with all objectives optimized to the maximum extent cannot be found. However, a set of non-dominated solutions can be obtained, which is defined as, one or several objective functions cannot be further optimized, without deterioration of other objectives.
As for the non-dominated solution x * ∈ R n , another solution x ∈ R n that meets the following requirements cannot be found.
(2) At least, one objective f j , fitness value f j (x) is better than f j (x * ). The congregation of non-dominated solutions is defined as X * . Pareto front is a set of points which are determined by
Multi-objective problems usually involve with more than one competing objective. A possible approach is to generate a set of non-dominated solutions. All solutions are feasible optimal solutions, which provide us a wide choice.
Multi-Objective Particle Swarm Optimization
As for MOPSO algorithm, the non-dominated solution is introduced, which is a feasible solution; at least one of whose objective values is better than the corresponding objective of all the other feasible solutions. From many non-dominated solutions, the best compromise solution according to different requirements could be selected [8] .
Velocity update function is expressed as [9] , [10] 
where, gbest(r) is selected from non-dominated solutions so far. 
A typical MOPSO algorithm proposed by Coello Coello [11] is illustrated as Fig. 8 .
Modified Multi-Objective Particle Swarm Optimization 4.1 Modified Multi-Objective Particle Swarm Optimization
In this paper, improvements on the typical MOPSO are proposed, which integrates PSO and crossover. PSO is applied with several objectives scaling into a fitness function with different weightings. gbest particle yields a non-dominated solution, therefore it is supposed to run PSO multiple times, and treat gbest particles as the first particles for MOPSO. Besides, crossover between two non-dominated solutions in each iteration is possible to accelerate Pareto front convergence. The computing steps of the modified MOPSO are shown as Fig. 9 .
In order to keep a diversity of the gbest particles, fitness functions for PSO are defined with different weightings each repetition. Considering two optimization objectives, fitness function is defined as,
where, a i = i× 1 N particle , i = 1, 2, · · · , N particle is the number of repetitions, N particle is the number of particles for MOPSO. Twopoint crossover is introduced into the modified MOPSO.
Simulation Results of Benchmark Test Functions
All simulation experiments were realized using MATLAB, and performed on a PC with an Intel(R) Core(TM)2 Quad CPU, 2.66 GHz, and 2.00 GB RAM.
The modified MOPSO was applied to optimize several test functions, and simulation results were compared with that obtained using the typical MOPSO. The repository capacity for both MOPSO algorithms was set to 100. Particle population was set to 100. And 49 hypercubes were generated based on the space of Pareto front so far.
Test function 1:
After 100 iterations, 100 non-dominated solutions were obtained using the modified MOPSO and the typical MOPSO. Figure 10 shows the distribution of Pareto fronts. Rings (•) show results of the modified MOPSO, and asterisks ( * ) illustrate Pareto front found by the typical MOPSO.
Test function 2:
After 100 iterations, 53 non-dominated solutions were obtained by the modified MOPSO, and distribution of Pareto front is shown in Fig. 11 . 47 non-dominated solutions were found using the typical MOPSO, and the asterisks ( * ) in Fig. 11 show the corresponding Pareto front.
Test function 3: 
After 100 iterations, 45 non-dominated solutions were obtained by the modified MOPSO, and distribution of Pareto front is shown in Fig. 12 . 71 non-dominated solutions were found using the typical MOPSO, asterisks ( * ) in Fig. 12 show the Pareto front.
Test function 4:
BSFC and NOx were considered as test functions, f 1 and f 2 . In this simulation, 200 non-dominated solutions could be stored in repository. 76 particles were initialized. After 100 iterations, Pareto fronts were produced, as shown in Fig. 13 . 200 non-dominated solutions were found by the modified MOPSO, and 90 non-dominated solutions were obtained using the typical MOPSO.
It is proved that convergence performance of the modified MOPSO is better than that of the typical MOPSO with the same iterations. Pareto front produced by the modified MOPSO is superior to that found by the typical MOPSO. 
Optimization Results and Discussion
Optimal BSFC, NOx, and smoke opacity are calculated based on current optimal condition (No. base in Table 8 ) using formulas in Section 2, as Table 5 . 
Optimization Results of the Extended PSO
Three optimization objectives are adjusted to a single fitness function, which is defined as,
where, Y 1 , Y 2 , and Y 3 are normalized values of the y 1 , y 2 , and y 3 (see Eq. (1)). A simulation using the extended PSO is cited. 76 particles were initialized, 100 iterations were run, and an optimal control solution was found. The computing time was 0.22 s. Convergence of the global best fitness value is shown in Fig. 14 .
The simulated optimal control parameters and objectives are listed in Tables 6 and 7 .
Simulation with the extended PSO was repeated 10 times, and 10 optimal solutions were obtained, listed in Table 8 . No. base is the current optimal parameters, No. 1 ∼ No. 10 are optimal solutions from simulations.
These optimal solutions were validated in an engine test bench, and experiment results based on No. 1 ∼ No. 10 optimal conditions were compared with the current optimal values. Improvements on BSFC, NOx, and smoke opacity are Intake manifold pressure (Kpa) 103 96.9 96.9 102.9 96.9 101.6 100.7 96.9 105.9 100.1 96.9
Fig. 14 Fitness function convergence (Extended PSO). 4 Injection pressure (Mpa) 64.99 x 5 Intake O2 ratio (%) 13.96 x 6 Intake manifold pressure (Kpa) 96.90 Table 7 Corresponding engine optimal objectives (Extended PSO). 
Optimization Results of Modified MOPSO with Two
Optimization Objectives In previous study, it was revealed that optimal result produced by the extended PSO method cannot ensure improvement on all objectives, in each time. As a result, MOPSO was applied. Besides, prediction value of optimal NOx is a minus in Table 7 , which is not appropriate. Therefore, the formula of NOx (y 2 ) is improved as a quadratic expression,
where, a j , b j , and c are coefficients, listed as Table 9 . The optimization problem is summarized as a multi-objective optimization problem without restriction,
where, f 1 (x) = y 1 , f 2 (x) = y 2 , and f 3 (x) = y 3 . The current optimal NOx in Table 5 becomes 0.19, calculated by modified NOx formula (y 2 ).
Two objectives: BSFC and NOx were considered firstly. 76 particles were used. 49 hypercubes were generated in Pareto front space. Two MOPSO algorithms were run different iterations, 10 iterations for the modified MOPSO, and 50 iterations for the typical MOPSO. Repository capacity for nondominated solutions was set to 100.
After iterations, 100 non-dominated solutions were found using both MOPSO algorithms. Pareto fronts are distributed as Fig. 18 . Simulation time was 4.2 s using the modified MOPSO and 10.5 s using the typical MOPSO. It is found that convergence of the modified MOPSO is at least 2.5 times faster than that of the typical MOPSO. Besides, it is also shown that Pareto front produced by the modified MOPSO is distributed in a larger range, which means better diversity of non-dominated solutions. Pareto front is composed of 100 set of points, defined by ( f 1 (x * i ), f 2 (x * i )), x * i is non-dominated solution. Among these points, both objectives better than the current optimal values could be found, according to inequality (15).
It is found that 59 non-dominated solutions obtained by the modified MOPSO and 55 non-dominated solutions found by the typical MOPSO are better than the current optimal values. For each non-dominated solution, objectives can be improved to different extent.
In practice, a compromise solution should be selected according to requirements. For example, automotive makers are inclined to lower BSFC, but without increasing exhaust emission. For fulfilling such requirements, two compromise solutions are selected based on both algorithms as Tables 10-13. Comparing optimal results, it is revealed that the compromise solution found by the modified MOPSO is superior to that selected by the typical MOPSO, since it has a smaller BSFC value. Besides, Pareto front produced by the modified MOPSO covers a wider range.
Optimization Results of Modified MOPSO with Three Objectives
BSFC, NOx, and smoke opacity were involved in this case, which made the problem more sophisticated than the former 4 Injection pressure (Mpa) 64.24 x 5 Intake O2 ratio (%) 14.50 x 6 Intake manifold pressure (Kpa) 96.89 Table 11 Corresponding engine optimal objectives (modified MOPSO). 4 Injection pressure (Mpa) 63.02 x 5 Intake O2 ratio (%) 14.18 x 6 Intake manifold pressure (Kpa) 96.94 case. 100 gbest particles produced by PSO were used as original particles, and 64 hypercubes were generated. The modified MOPSO was run 50 iterations, and 100 non-dominated solutions were found. The simulation time was 29 s. Figure 19 shows 100 non-dominated solutions in Pareto front after 50 iterations. The distribution illustrates relationship among BSFC, NOx, and smoke opacity. The Pareto front is determined by (
i is non-dominated solution. Based on inequality (16), the points that three objectives are better than the current optimal values could be found. In this simulation, 15 non-dominated solutions better than the current optimal parameters can be selected. Fig. 19 Simulation result with three objectives using modified MOPSO.
In practical applications, one solution should be determined, which would satisfy different goals to some extent. A compromise solution meeting the following requirements is selected as Tables 14 and 15, (1) Each objective is better than the current optimal value, defined as inequality (16), ( 2) The BSFC would be minimized to the utmost extent. 4 Injection pressure (Mpa) 64.47 x 5 Intake O2 ratio (%) 14.63 x 6 Intake manifold pressure (Kpa) 96.89 
Discussion
a. PSO and MOPSO were programmed with MATLAB. PSO is relatively timesaving compared with MOPSO, therefore one of PSO algorithm, an extended PSO was used in optimization of engine control parameters firstly. Results were validated in an engine test bench, and it was revealed certain effectiveness of PSO method for this optimization problem.
b. With PSO method, one optimal solution is obtained in each simulation. However, the optimal solution does not ensure optimal objectives simultaneously each time. In order to deal with this problem, MOPSO approach was applied. A group of optimal solutions could be found each time. Besides, the Pareto front determined by these optimal solutions covers a wide range. Therefore, a compromise solution fulfilling requirements could be selected in theory.
c. The modified MOPSO was proved better than the typical MOPSO, in convergence speed and diversity of non-dominated solutions. Pareto front produced by the modified MOPSO after 10 iterations is better than that found by the typical MOPSO after 50 iterations. And convergence of the modified MOPSO is at least 2.5 times faster than that of the typical MOPSO.
d. Statistical regression model was applied in this paper. For a precise model based control, a physical model would be applied in this engine optimization problem.
Conclusion
In this paper, a modified MOPSO algorithm was proposed, which improved the convergence of the Pareto front and the diversity of non-dominated solutions. Diesel engine control optimization was formulized as a multi-objective optimization problem, with three optimization objectives, BSFC, NOx, and smoke opacity. An extended PSO and the modified MOPSO approach were applied to solve this problem respectively. Optimal solutions obtained by the extended PSO method had been validated in an engine test bench. MOPSO with two and three objectives were considered and simulated. Compromise solutions were cited as examples. These simulation results revealed the potential of the modified MOPSO for the engine optimization problem. In the future, optimal results of the modified MOPSO would be validated in the engine test bench.
