Multiple regression with correlated predictor variables is relevant to a broad range of problems in the physical, chemical, and engineering sciences. Chemometricians, in particular, have made heavy use of principal components regression and related procedures for predicting a response variable from a large number of highly correlated predictors. In this paper we develop a general theory that guides us in choosing principal components that yield very good estimates of regression coefficients. Our numerical results suggest that the theory also can be used to improve partial least squares regression estimators and regression estimators based on rotated principal components. Our methods also provide insight about the subspace of the predictor matrix that explains the response best.
INTRODUCTION
It is well known that the ordinary least squares regression coefficient estimator may perform poorly when there are near multicollinearities in the matrix of predictor variables. The variance of the components of the ordinary least squares estimator become inflated when one or more eigenvalues of the matrix of predictor variables are close to zero. This results in an estimate that may have low probability of being close to the true value of the vector of regression coefficients ¡ . There are a wealth of proposals in the statistics literature for combating this problem. Principal components regression seems quite an appealing approach (and is quite popular in chemometrics) because it involves choosing a subset of the principal components of . In the process, one hopes to eliminate multicollinearities and produce a more reliable prediction of the response.
As an added benefit, the selected subset of the principal components often gives insight about the subspace of the column space of that explains the response well.
One popular method in principal components regression is to use the principal components corresponding to the ¢ largest eigenvalues. See, for example, Frank and Friedman (1993) . The problem with this approach is that the magnitude of the eigenvalue depends on only and has nothing to do with the response variable. Hence it is possible that principal components important in relating to the response are excluded because they may have small eigenvalues. See Jollife (1982) for several real-life examples. Conversely, the approach may include principal components that are unrelated to the response. Consequently the method does not generally pick the most parsimonious model for the column space of that explains the response well.
An alternative approach is to use the principal components that have the highest correlations with the response, which makes intuitive sense. However, there are criticisms. See for example Mason and Gunst (1985) and Almoy (1996) . In particular, Almoy's numerical studies showed that this alternative approach worked slightly worse than using the components with the largest eigenvalues in the prediction context. Our paper focuses on the related but slightly different goal of estimating ¡ well. Frank and Friedman (1993) Blaker (1993) . However, the problem is that Oman's estimator gives an answer in the¨-dimensional subspace spanned by the first¨principal components of £ (where¨must be prespecified) or the full column space of £ . It seems undesirable to restrict only to two different dimensions and not allow the data to choose between various dimensions of £ , not to mention the difficulty in prespecifying an appropriate¨.
In Section 2 of this paper we focus on a procedure that uses the data to choose¨principal components where © and is the rank of £ . In particular, by minimizing the mean squared error, we derive a general theory that guides us in choosing the "components". The "components" referred to are either principal components, varimax rotation of principal components, or partial least squares components. See
Sections 3, 4 and 5, respectively. The estimators studied are listed in Sections 6. Section 7 contains the analysis of a data set on national men's track records.
The simulation study in Section 8 recommends a method 1(h) based on a data-dependent choice of principal components. This estimator provides valuable insight about the linear subspace of £ that explains the response well. It also has the lowest simulated total mean squared error, much better in particular than the principal components regression estimator discussed in the second paragraph of this introduction. 
GENERAL DEVELOPMENT
will be no larger than the variance of the corresponding component of the least squares estimator.
To balance the virtue of lower variance with the cost of higher bias, we seek the set £ that will yield the estimator with the lowest total mean squared error; i.e., we wish to find
is minimized. MSE as defined in (2) is the trace of the MSE matrix
. A variety of other performance measures based on the MSE matrix can be used to judge the quality of an estimator. We choose to consider MSE as defined in (2) because it is intuitively appealing to find the estimator that will minimize the expected squared Euclidean distance of the estimator from the estimand.
Note that the first term on the right hand side of (2) 
Using the identity
, we obtain that the second term on the right hand side of (2) is equal to
where
. By (3) and (4), minimizing
with respect to £ . The work of this section establishes the following result. 
denotes the cardinality of the set . We will show, however, that computation is greatly simplified for the special case of principal components regression. Although we have presented this algorithm as an iterative procedure, we have adopted the convention of stopping the algorithm after a single iteration for the analysis of an example in Section 7 and the simulations in Section 8. Our experience with the algorithm suggests that there is little to be gained beyond a single iteration. In the vast majority of the cases considered, the procedure converged immediately after the initial estimate was changed, i.e., on rotated principal components, and regression on partial least squares components, respectively. 
APPLICATION TO PRINCIPAL COMPONENTS REGRESSION
We can use Theorem 1 in Section 2 to determine the set of principal components that corresponds to the principal components regression estimator of v with minimum total mean square error. 
for z and when £ z
. Equation (5) simplifies to 
. On the other hand, when Ã . The iterative algorithm described in Section 2 can be used to approximate the minimum-MSE PCR estimator.
Step 1 simplifies to
The performance of the procedure for a variety of starting values is investigated in the example of Section 7
and in the simulations of Section 8.
The procedure in step 1 does not account for the error in estimating
À . An alternative procedure can be based on tests of the hypotheses 
Ä ÍÔ ½
. This leads to a procedure denoted 1(h) in Section 6, which is the recommended procedure of this paper. Note that this procedure selects the principal components having the highest absolute sample correlation with¸because
. One of the contributions of this paper is to provide a specific way of choosing the threshold on the absolute correlation so that the resultant regression estimator works well.
A procedure similar to 1(h) that results in the inclusion of more components deletes the 
is rejected. This procedure, labeled 1(i) in Section 6, appears to behave much like the OLSR estimator for the simulation settings we considered. See the example in Section 7 and the simulations in Section 8.
Relationship to Previous Work. Several papers have been written on the topic of selecting components for principal components regression. The texts by Jackson (1991) and Jollife (1986) provide discussions of selection procedures and a road map to relevant literature. We conclude this section by citing a few papers that are closely related to Corollary 1 and the proposed iterative estimation procedure. Marquardt (1970) , Gunst and Mason (1977) , and Hill, Fomby, and Johnson (1977) show that the principal components regression estimator that uses the first à principal components will have lower mean square error than the least squares estimator when
By computing the difference between the MSE of the least squares estimator and the MSE of the more general PCR estimator that allows the use of any subset of principal components, Belinfante and Coxe (1986) show that the MSE of the PCR estimator will be minimized by deleting components for which
. This is equivalent to Corollary 1. Belinfante and Coxe (1986) A common practice closely related to the procedure of Belinfante and Coxe (1986) is to delete components whose ¡ -statistics are not statistically significant at a pre-specified level. Mason and Gunst (1985) caution that the This problem may be somewhat alleviated by the use of the relatively low critical value (i.e., 1.0) advocated by Belinfante and Coxe (1986) . However, Belinfante and Coxe's procedure, labeled 1(c) in Section 6, appears to include too many components based on the simulations in Section 8.
APPLICATION TO REGRESSION ON ROTATED COMPONENTS
Although principal components have many nice properties, a given component is often difficult to interpret as a linear combination of the original predictor variables. Many methods of rotating components to improve their interpretability have been proposed. The varimax rotation -due to Kaiser (1958 Kaiser ( , 1959 is the most well known of the orthogonal rotation methods. Chapter 8 of Jackson (1991) contains a brief description of varimax along with several other rotation methods and relevant references.
In this section, we consider the problem of selecting the best subset of orthogonally transformed components for use in regression. By "best" we mean the set of transformed components that will yield the estimator of £ with lowest MSE. We are not attempting to find the transformation of the components that will yield the best estimator of £ . Rather, given a set of orthogonally transformed components, we seek the subset of the transformed components that corresponds to an estimator of £ with minimum MSE among all estimators that are based on the projection of ¤ onto a subspace spanned by a subset of the transformed components. Such a problem is of interest to a researcher who wishes to both (i) study the relationship between the response variable and a particular set of interpretable components and (ii) to accurately estimate the regression coefficients for the original variables using the set of interpretable components. It is possible that the best estimator based on the transformed components will have lower MSE than the best estimator based on the original components, but this is not necessarily the case.
Recall that the sample principal components, scaled to unit length, are the columns of 
& # ' )
.
In practice, we must rely on the algorithm of Section 2 to provide a low-MSE estimator based on the projection of Y onto the space spanned by a set of orthogonally transformed components. The example in Section 7 and the Simulations of Section 8 examine the performance of such an estimator when the principal components are subjected to the varimax transformation.
APPLICATION TO PARTIAL LEAST SQUARES REGRESSION
Partial least squares regression (PLSR) is a method that has been developed and used primarily by chemometricians for predicting a response variable (or vector) from an often large number of multicollinear predictor variables. Although the main focus of PLSR has been on the prediction of the response variable, the method can be used to produce an estimate of I with low MSE. squares components is more complex. Helland (1988) shows the equivalence of two popular partial least squares algorithms and provides a third algorithm that can be used to compute a PLSR estimate of . Denham (1995) provides guidance on implementing these algorithms in FORTRAN, Matlab, and Splus. We have used a variation on the orthogonal scores code provided by Denham (1995) to determine ® C s° s ± r ± s ± j° ® ³ ² with Splus.
INVESTIGATED METHODS FOR ESTIMATINGŚ
imulation studies that compare a variety of biased regression methods for estimating´are common in the statistics literature. Some examples include Dempster, Schatzoff, and Wermuth (1977) , Gunst and Mason (1977) , and Frank and Friedman (1993) . All these papers consider OLSR, one or more variants of PCR, and one or more variants of ridge regression. The latter paper examines the performance of PLSR as well. Section 8 of our paper describes a simulation study of methods for estimating´that are motivated by Theorem 1. The primary goal of the simulation study is to obtain some measure of the usefulness of Theorem 1 for selecting components (principal, rotated, or PLS) that yield estimators of´with low MSE.
We will focus on the ability of the selection criteria described in Sections 3, 4, and 5 to improve upon a variety of initial estimates of´. The methods that we will consider in the simulations of Section 8 and the example of Section 7 are described as follows.
1. PCR Estimators. The estimators produced by methods 1(j) and 2(c) are optimal estimators in the sense of Corollaries 1 and 2. Methods 1(j), 2(c), and 3(e) cannot be used in practice because the true value of ò will be unknown.
These estimators have been included in the simulation study to gauge the impact of using imperfect starting values in the algorithm.
AN EXAMPLE
We examine data on national men's track records for 55 countries in 8 events using data from Johnson and Wichern (1998) . The events considered include the 100m, 200m, 400m, 800m, 1500m, 5000m, and 10,000m races along with the marathon (42,195m) . For the sake of illustration, we treat the record marathon performance as the response variable and focus on estimating the multiple regression coefficient for each record in a shorter event. We converted all records to speeds in meters per second for this analysis. Table 2 are the correct standard error estimates for the PCR estimator that uses only the first two principal components. Methods 1(b) and 1(d)-1(h) happen to coincide with this estimator for this data set. These may be viewed as the correct standard error estimates in a conditional sense. Similar statements apply to the connection between the standard error estimates in the third row of Table 2 and the estimator produced by method 2(b).
The coefficients of the linear combinations used to form the first two principal components; the 1st, 2nd, and 7th rotated components; and the first two PLS components are provided in Table 3 . The first principal component is roughly proportional to an average of the record speeds and can be viewed as an overall measure of the strength of a country's track program. The second component is a somewhat crude contrast between the shorter and longer events with heaviest weights on the extremes. The strength of a country's sprint speed records over its long distance speed records increases as the value of the second principal component increases. When marathon record speed is regressed on these two components, we see a significant positive coefficient for the first principal component and a significant negative coefficient for the second principal component, as would be expected.
The components rotated with the varimax procedure tend to place substantial weights on fewer of the predictor variables. The first component is approximately proportional to the average of 5,000m and 10,000m record speeds. The second component is much like the second principal component with a little more emphasis on the short sprints. The seventh component is essentially a contrast between 5,000m record speed and 10,000m record speed, with positive values suggesting that a country is stronger at the longer distance. When marathon record speed is regressed against the 1st, 2nd, and 7th rotated components, the signs of the coefficients are positive, negative, and positive, respectively, as would be expected.
Methods 3(c) and 3(d) use the first two PLS components to estimate ú . The coefficients of the linear combinations that provide these components are found in the last two lines of Table 3 . These PLS components are more difficult to interpret than the principal components or the rotated principal components in this example. The regression coefficients are both positive when û is regressed against these two components.
Methods 1(c) uses the 1st, 2nd, 6th, and 7th principal components. In this case, the method is a compromises between OLSR and the other PCR estimators that use only the first two principal components. By using the last two principal components, the estimator has less bias at a cost of greater variability. The same general comments apply to estimator produced using method 3(b). This PLSR estimator uses the first four PLS components rather than only the first two components utilized by the other PLSR estimators. Examination of Table 1 shows that these estimators are more similar to the OLSR estimator than the other PCR and PLSR estimators for this example.
A SIMULATION STUDY
A simulation study was conducted to investigate the effectiveness of the proposed estimators at reducing MSE. We have made no attempt to find the "best" biased regression estimator. There are several useful methods -including all ridge regression procedures -that are not considered in the simulation study. We focus only on the estimators of the form ü ú ý that are described in Section 6. The main goal of the study is to determine if the component selection methods suggested by Theorem 1 and its corollaries can be used to reduce MSE. We also examine how well methods perform when true values of ú and þ are used to select components by including methods 1(j), 2(c), and 3(e) in the study, even though these are not estimators.
The simulation study was conducted as a completely randomized design with three factors: the matrix of predictor variables, the true value of 
. Signal to noise ratio, defined by Table 4 . Analogous results for the varimax and PLSR estimators are provided in Table 5 . For each of the 32 simulation settings, the OLSR estimator along with the other estimators discussed in Section 6 were ranked according to their empirical MSE values with lowest ranks corresponding to lowest empirical MSE. The median of the 32 ranks for each method is given in the last line of Tables 4 and 5 .
DISCUSSION
The OLSR estimator performed quite poorly in the simulation study of Section 8. This comes as no surprise because the simulation was designed to study the behavior of the estimators when OLSR estimation is expected to be deficient. The OLSR estimator was strongest relative to the other estimators when signal to noise ratio was high and the true value of
. The median rank for the OLSR estimator was worst (15.5) among the 16 procedures ranked. The OLSR estimator ranked last for half of the 32 simulation settings.
Method 1(c), the PCR estimator that uses algorithm of Section 2 with the OLSR estimate as a starting value, exhibited lower MSE than the OLSR estimator for all simulation settings except for those in which signal to noise ratio was 2.0 and Although the algorithm of Section 2 does tend to reduce the empirical MSE of the OLSR estimator for the majority of the situations we examined, the improvement at any particular simulation setting is seldom dramatic. The same can be said for the use of the algorithm with other starting values. It is interesting, however, to note that the algorithm seems to reduce the MSE of the estimator supplying the starting value, regardless of which estimator is used to provide the starting value. For example, method 1(e) had lower empirical MSE than 1(d) for 29 of the 32 simulation settings. Method 1(g) had lower empirical MSE than 1(f) for 26 of the 32 settings. Method 3(d) outperformed 3(c) for 30 of the 32 settings. The value of the algorithm of Section 2 can also be seen by comparing the median ranks for the estimators that use the algorithm to the median ranks of the estimators used as starting values for the algorithm. Each estimator that uses the algorithm of Section 2 earned a better median rank than the estimator used to produce its starting value.
The PLSR estimator with the cross-validated PLSR estimate as a starting value had the best median rank among the estimators that utilize the algorithm of Section 2. The two PCR estimators that used cross validation to produce starting values -1(e) and 1(g) -had the next best median ranks, with 1(e) performing slightly better than 1(g). This group of estimators -3(d), 1(e), and 1(g) -performed substantially better than the estimators that used the OLSR estimate as a starting value for many of the simulation settings.
Methods 1(b) and 1(h) exhibited the most dramatic drops in MSE among the procedures that can be used in practice. Method 1(h), in particular, was impressive with empirical MSE values sometimes less than a third the empirical MSE of method 1(b) and less than a tenth the MSE of the OLSR estimator. For 28 of the 32 simulation settings, method 1(h) had the lowest empirical MSE among methods that did not use the true parameter values. Method 1(h) was occasionally the worst among all estimators, but this occurred in situations when all estimators had relatively low MSE. Overall method 1(h) looks to be the best method among those considered for the analysis of the simulation data. Judging by the performance of the estimators that use the algorithm of Section 2, an estimator that uses the algorithm with an estimate from method 1(h)
as the starting value might have slightly lower MSE that method 1(h).
Methods 1(j), 2(c), and 3(e) used the algorithm of Section 2 with the true value of e as a starting value.
The empirical MSE values were always extremely low for estimators 1(j) and 3(e). Both methods earned the best median rank of 2.0. The empirical MSE of method 2(c) was generally higher than the empirical MSE of either method 1(j) or 3(e). For the majority of the simulation settings the varimax estimator 2(c) estimated f by the zero for all 100 randomly generated data sets. This often led to values of empirical MSE that were lower than empirical MSE values for the OLSR estimator and the other methods that used the data to select components. The empirical MSE values reported in Table 4 and 5 clearly show that none of the estimators that use data to select components approach the performance of the minimum-MSE PCR estimator 1(j).
Method 1(h) comes the closest to matching the ideal, but even this method has empirical MSE values that are often an order of magnitude higher than the empirical MSE attained by the optimal estimator. 
CONCLUSION

