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ABSTRACT
THE USE OF A FACTORY SIMULATION 
TO EVALUATE A FLEXIBLE CONTROL STRUCTURE 
FOR INTEGRATED MANUFACTURING
Ling Ling Pan 
Old Dominion University, 1993 
Co-Directors: Dr. Laurence D. Richards 
Dr. Derya A. Jacobs
Once a control structure for an integrated manufacturing 
system is decided upon, manufacturing activities are limited 
by that structure. A flexible control structure is presented 
as an approach for accommodating a variety of manufacturing 
activities, without being limited to a single control 
structure. A flexible control structure is one that allows 
multiple types of control structure in the manufacturing 
process. For example, both hierarchical and non-hierarchical 
structures may be used in a flexible structure. The 
properties of a flexible control structure are discussed from 
the point of view of graph theory.
Control structures for automated manufacturing are 
difficult to evaluate without actually setting up a pilot 
production system. Since this is often not possible for 
reasons of expense or equipment availability, it would be 
advantageous to be able to simulate alternative control 
structures for their various characteristics. In this 
research, flexible control is demonstrated with a factory
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
simulation of an automated on-line/post-process inspection 
system. Factory simulations present special problems when 
used for evaluation purposes. An approach to using a factory 
simulation is developed, and alternative control structures 
are evaluated with respect to their fault tolerance 
characteristics. The results of this research indicate that 
flexible control may be cost effective when a large variety of 
manufacturing activities must be accommodated, but further 
research is needed to confirm precisely how wide a range and 
what types of activities would justify this approach.
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CHAPTER 1 
INTRODUCTION
A Computer Integrated Manufacturing (CIM) environment 
consists of the integration and automation of product 
information flow from a product's conception through design, 
production, inspection, marketing, shipment, and support. 
Automation, as an important aspect of CIM, is the application 
of mechanical, electronic, and computer-based systems to 
accomplish the processing, assembly, material handling, and 
inspection that are performed on the product. Inspection is 
a quality control operation that involves the checking of 
parts, assemblies, or products for conformance to certain 
criteria generally specified by a design engineering 
department [1].
Automated on-line/post-process inspection implies that 
the measurement or gaging procedure is accomplished 
automatically and immediately following the production 
process. Even though it follows the production process, it is 
still considered an on-line method because it is integrated 
with the manufacturing workstation, and the results of the 
inspection can immediately influence the production operation
1
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[2]. If the inspection system is structured flexibly, it 
directly enhances the integration of manufacturing activities.
There have been many kinds of control structures utilized 
in automated/integrated manufacturing environments [3, 4, 5, 
6, 7]. Traditionally, once a control structure is decided 
upon, certain manufacturing activities are limited by that 
structure. And, this limitation can no longer be tolerated in 
the multi-product manufacturing systems of the future. 
Therefore, a flexible control structure has been proposed and 
studied in this research. With flexible control, multi­
product manufacturing can be carried out because a flexible 
structure allows different structures to be applied, such as 
both hierarchical and non-hierarchical structures.
Following an overview of traditional control structures, 
the concept of a flexible control structure is introduced, and 
its properties are discussed from the point of view of graph 
theory. In this research, an inspection system, called RCV 
(Robot, Computer, Vision), is presented as an example of the 
flexible control application. The inspection system consists 
of a PUMA 762 Robot Arm, an IBM 7552 Industrial Computer, and 
an IRI D256 Machine Vision system (see Appendix A). The RCV 
system configuration provides a multiple task environment. The 
amount of integrated equipment in the system is expandable, 
and the structure of the system is flexible.
The application is simulated with a functional language 
supported by the IBM PlantWorks software. This kind of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
simulation is a factory simulation. Five different control 
structures are tested with the RCV inspection system:
1. Central control,
2. Sequential control with computer,
3. Sequential control with no computer,
4. Hierarchical control, and
5. Flexible control.
Another aspect of this study will be to evaluate the 
alternative control structures with respect to their fault 
tolerance characteristics.
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CHAPTER 2 
LITERATURE REVIEW
In 1989, the U.S. Air Force's San Antonio Air Logistics 
Center [4] (Kelly AFB, San Antonio), established a new 
integrated blade inspection system (IBIS) for jet engine 
turbine and compressor blades, which included two infrared 
inspection modules (IRIM) and automated fluorescent penetrant 
inspection modules to detect cracks and other abnormalities in 
the surfaces of used blades. The IBIS is designed as a 
central control structure. A single operator controls all 
IBIS functions, loading and unloading parts onto the system's 
conveyor, and monitoring the entire operation from a central 
console. The advantage of the IBIS is that it integrates 
different inspections within the blade production cycle so 
that the defects can be found and corrected as early as 
possible. For example, an IRIM inspection is added at the 
point of the drilling cell in the blade production cycle. The 
misdrilled or dogged blades are able to be identified. The 
necessary repairs can be made before additional processing 
such as coating or grinding takes place. The result is a 
substantial reduction in unnecessary labor, rework and scrap.
4
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However, if something is wrong with the central control, all 
of the controlled functions and controlled activities stop.
The J. Lynmar Mfg. Co. (Masontown, PA) [5] developed an 
integrated robotics/vision automated handling system for 
flywheel processing. There are three sequential workstations 
in this process, a lathing station, a drilling and tapping 
station, and a balancing station. Each station has one robot 
to perform loading and unloading work. There is a conveyor 
between each workstation. The vision system provides accurate 
part offset information to the robots. Not only does the 
system locate and orient parts for automatic loading in the 
machine centers, but use of the system has also resulted in 
reduced fixturing requirements and minimized tool changeover 
when processing different parts. Because all three robots are 
controlled by the vision system, and because the vision system 
works with each robot in a sequential order, this 
configuration results in excessive process times, resource 
utilization, and troubleshooting.
Examples of inspecting system configurations are also 
found at the research level. A hierarchical structure has 
been implemented at the University of Missouri-Rolla for 
their flexible Automated Assembly Cell. However, they have 
concluded that their configuration is not suitable for large 
scale manufacturing [8]. Albert Jones and Abdol Saleh 
propose a decentralized control architecture composed of 
multi-level and multi-layered components [3]. Since the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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multi-level and multi-layered design requires information to 
flow through many interfaces, the system response is slow.
Nils R. Sandell, et al.'s survey [9] indicates that there 
is a trend toward decentralized decision making, distributed 
computation, and hierarchical control for economic and 
possibly reliability reasons. However, this trend for large 
scale systems does not "mesh" with the centralized 
methodologies and procedures associated with control theory. 
The following are additional examples of various control 
schemes.
Texas Instruments' HARM missile plant in Lewisville, 
Texas [11], uses a combination of robotics and vision systems 
to control a picking up process. First, a robot picks up a 
component, and then a vision system gets the robot to verify 
precisely that it was picking up the component in the proper 
position. On the other hand [11], those "highly engineered 
vision systems locate, orient and identify parts, and download 
that information through the system, to the robot controller. 
The robot's gripper can then be correctly positioned at the 
time of part pick up."
The B&S manufacturing engineering staff and the systems 
engineering group of ASEA Robotics (New Berlin, WI) [11] have 
developed a multiprocess robot cell. This production cell 
combines robot vision, material handling and deburring 
operations in a sequential order. The IVR 2500 robot vision 
with an IRB L6/2 robot is used to identify and properly locate
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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incoming parts from a conveyor. The 64-level gray-scale 
vision system processes each "scene". The part is placed on 
the conveyor and proceeds to downstream operations. The robot 
proceeds to designated areas after locating, identifying, and 
picking up the part from the conveyor.
The Honeywell Production Technology Laboratory [12] has 
developed an integrated robot/machine vision station to 
automate the first pass inspection of solder joints on a 
sequentially controlled Honeywell product line. A computer 
image processor directs a PUMA 560 robot to position the 
circuit board in front of a TV camera. Then, the image 
processor takes a "snapshot" of the board area, inspects each 
solder joint in the scene individually and accumulates flaw 
data. After that, the image processor downloads the flaw data 
to a microprocessor while the robot sets the board down. The 
microprocessor processes the data and then prints out the 
inspection results for the board as the image processor 
inspects the next board.
One agricultural equipment manufacturer [13] prefers to 
automate the measurement process so that an operator does not 
have to monitor the process. This manufacturer uses a DEC PDP 
11/23 as a central translator between the various controls 
involved. Controlled by the central translator, the gantry 
robot loads parts for machining, then brings the parts to a 
coordinate measuring robot for measurement. Once a part has 
been measured, it goes right into inventory if it is good.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Otherwise, the gantry robot dumps the bad part in a tub. The 
programmable controller keeps track of which of the machines 
the parts come from.
General Motors [14] uses the vision system to track 
trends in specific data points or relationships between 
specific data points on a relative basis by correlating 
absolute car body dimensional information. This information 
is provided by the coordinate measuring machine. The vision 
systems and the coordinate measuring machine complement each 
other. General Motors also plans to use the vision system to 
load, automatically, data from the process control to a 
personal computer for the purpose of process improvement 
analysis. Therefore, the computer is controlled by the vision 
system while the vision system and the coordinate measuring 
machine are controlling each other.
Zheng and his colleagues [15], from Tsinghua University 
in China, use an acoustic emission (AE) sensor as a central 
monitor. In the machine center, the AE signal distinguishes 
various kinds of cutting-tool breakage for turning, milling, 
drilling, and boring operations on CNC lathes.
In a review of the available literature to date, two 
approaches, hierarchical and heterarchical, have been proposed 
to control activities within a CIM environment [ 3, 9 ].
Whatever a control structure is, it is fixed. However, at the 
CIM supported shop floor, activities may need to be 
controlled differently to reach different manufacturing goals.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9
In the design of the system, a question must be asked: which 
control structure can meet the needs of various manufacturing 
activities?
In this dissertation, a flexible control structure is 
proposed and designed for an integrated manufacturing 
environment. This design combines different control 
structures: sequential, central, and hierarchical. Thus, the 
control is flexible. The inspection system (RCV) at Old 
Dominion University's Automated Manufacturing Laboratory was 
used as the subject for the design of a factory simulation 
experiment. The RCV inspection system constitutes an 
integrated manufacturing environment; thus, the control 
structures can play their roles within the environment. The 
objectives of this research are discussed in Chapter 3, and a 
descriptive model is presented in Chapter 4. The factory 
simulation of the RCV system and the research design will be 
described in Chapter 5. Chapter 6 will present the results of 
the evaluation of control structures using the research 
design.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 3 
THE RESEARCH PROBLEM
Statement of the Problem
Results of the literature review indicate a need for a 
control structure to meet the requirements of various 
manufacturing activities in an integrated environment. Such 
a control structure should be flexible, i.e., one that can be 
changed in accordance with the variety and types of tasking 
required.
For example, for a system which is used primarily to 
monitor manufacturing output, a central control structure is 
reasonable. An industrial computer can be considered as a 
central controller. By analyzing a defective part reported 
from the vision system, the computer may trace causes to 
certain processes and send the diagnostic results to the 
operator. If a manufacturing activity is assembling a product 
which needs a critical operational order, the acceptable 
control structure would probably be sequential. Sometimes, 
different types of production, involving different products or 
different batch sizes, may need selective controls depending 
on the criteria. These criteria could include time 
limitations and manufacturing specifications, as well as
10
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management strategies. If the number of the RCV system 
components is increased, a change in the control structure 
will be more complicated.
A flexible control structure is introduced in this study. 
The concept of the flexible structure is to allow different 
control structures to apply according to the manufacturing 
activities required. The concept of flexible control in 
relation to the RCV system example will become apparent in the 
simulation discussion.
If a hierarchical, sequential, or central control 
structure is needed at different times and under different 
circumstances, then the flexible structure can adapt by 
selecting one of these traditional control structures, i.e., 
the flexible control structure allows different control 
structures to be applied. Since the IRI D256 vision system, 
the PUMA 762 robot, and the IBM 7552 industrial computer all 
have their own microprocessors, they are internally controlled 
machines. This provides an opportunity for each component of 
the RCV system to control or to be controlled. The goals of 
a flexible control structure include:
1. To increase the flexibility of a manufacturing 
system,
2. To increase real time control abilities by 
permitting manufacturing activities to obtain the 
right control structures at the right time,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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3. To make efficient use of the system resources 
(equipments, materials, etc.) by accommodating 
parallel processing of activities, and
4. To reduce overall manufacturing times through a 
reduction of communication and memory requirements, 
which occurs when the right control structure is 
applied to the right manufacturing activities.
Research Obiactives
The objectives of this study are:
1. To develop a mathematical model for a new control 
structure, flexible control, for an integrated 
manufactur ing environment,
2. To demonstrate the different control structures in 
an integrated manufacturing environment with a 
factory simulation, and
3. To evaluate the flexible control structure and the 
other control structures with respect to their 
fault tolerance characteristics.
One way to describe the flexible control structure is to 
explore the mathematical properties of the structure. 
Therefore, in Chapter 4, a mathematical model is developed 
using basic graph theory. When the flexible control structure 
is graphically described, it is possible to compare it with
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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the other control structures. The efficiencies of different 
control structures can be evaluated by measuring the time that 
the RCV system takes to inspect each part under the different 
controls. The effectiveness of the control structures can 
also be evaluated with respect to their fault tolerance 
characteristics. Control structures for automated
manufacturing are difficult to evaluate without actually 
setting up a pilot production system. The methodology, here, 
is to use a factory simulation to establish an integrated 
real-time inspection system. Factory simulations present 
special problems when used for evaluation purposes. Chapters 
5 and 6 present an approach for using a factory simulation to 
evaluate and compare alternative control structures.
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CHAPTER 4
A MATHEMATICAL MODEL FOR FLEXIBLE CONTROL
By Aho's definition [35], a graph G = (V, E) consists of
a finite, non-empty set of vertices V and a set of edges E.
Each e E E is an ordered pair (v;, Vj) where v; and Vj are in V.
A path from vt to vn in a graph is a sequence of edges of the 
form (vlf v2), (v2, v3) ... (v^, vn).
Control structures can be described using graphs and 
subgraphs. Each vertex of a graph represents a control point 
(or working unit) of the control structure. Each edge of a 
graph represents a connection between two control points in 
the control structure. For example, the graph in Figure 1 
describes the flexible control structure for the RCV system. 
The vertices represent the control points: ROBARM (robot arm), 
CONVIN, CONVOUT (for the same conveyor), FEEDER (feeder), GATE 
(gate), IC (industrial computer), ARTIC (ARTIC card), VISION 
(vision system) . The edge between the vertices of VISION and 
GATE represents the communication between the two control 
points of vision system and gate. In Figure 1, whenever an 
edge exists between two vertices, data and signals can be 
transmitted between those points. For instance, the fact that
14








Figure 1. Flexible Control Graph.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
16
ARTIC data can be transmitted to ROBARM is represented by the 
edge of (ARTIC, ROBARM) .
When a control structure is represented by a graph, 
subcontrol structures appear as subgraphs. A sub-graph which 
corresponds to a subcontrol structure is called a unique sub­
graph. For the RCV inspection system, the graph of the 
flexible control structure contains unique sub-graphs in the 
form of a line, a tree, and a star. In the RCV system, the 
unique sub-control structures are sequential control with no 
computer, sequential control with computer, hierarchical 
control, and central control.
Definition
A control structure is flexible if and only if:
1. The control structure includes more than two unique 
sub-control structures, and,
2. The control structure has an ability to switch from 
one sub-control to another sub-control as required.
Properties
If the following symbols are defined, then the RCV 
flexible control structure can be described in terms of a 
graph as follows:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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F=(VP/ Ef) The graph for the flexible control
structure, where VF={ROBARM, CONVIN, CONVOUT, 
FEEDER, GATE, IC, ARTIC, VISION} and EF = 
{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17 }, where 
1=(CONVIN, FEEDER), 2=(FEEDER,VISION), 
3= (VISION, ARTIC) , 4= (ARTIC,GATE) , 5= (GATE,CONVOUT) , 
6= (VISION, ROBARM), 7= (ROBARM, REJECTBIN) , 
8 = ( I C ,ROBARM) , 9 = ( F E E D E R , CONVIN),
1 0 = ( A R T I C ,R O B A R M ) , 11=(V I S I O N ,G A T E ),
12=(IC,CONVIN), 13=(IC,FEEDER), 14=(IC,ROBARM),
15=(IC,VISION), 16=(IC,ARTIC), and 17=(IC,GATE).
Further, the subcontrol structures will be represented by 
subgraphs as detailed below.
G0= (Vqq, Eqq) Unique sub-graph for sequential control
with no computer component within the flexible 
control structure, where VG0={ CONVIN, CONVOUT, 
FEEDER, VISION, GATE, ROBARM, REJECTBIN} and 
Eao={l, 2,11,5,6,7}. The primary command routes 
start at CONVIN and proceed through 1, 2, and
either 11, 5 or 6, 7.
G,= (Vg„Eg1) Unique sub-graph for sequential control with
computer within the flexible control structure, 
where VG1={CONVIN, CONVOUT, FEEDER, VISION, ARTIC,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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GATE, ROBARM, REJECTBIN} and Eoi={l,2,3,4,5,6, 7 ,10} . 
The primary command routes start at CONVIN and 
proceed through 1, 2, 3, and either 4, 5 or 10, 7.
G2=(VG2,E02) —  -Unique sub-graph for hierarchical control 
within the flexible control structure; the set V® 
is the same as Voi and E02={3,4,5,7,8,9,10}. The 
primary command routes start at VISION and proceed 
through 8, 9, and either 3, 4, 5 or 3, 10, 7.
3̂“ (VG3, Eq,) -Unique sub-graph for central control within 
the flexible control structure; V03 is the same as 
the set Vqi with the addition of the IC vertex and 
Eq3={5,7,12,13,14,15,16,17} • The primary command
routes start at the central controller IC and 
proceed through 12, 13, 15, and either 17, 5 or 
14, 7.
The systems ability to select a particular subcontrol scheme 
to be active and the ability to change this selection is 
represented by the function a.
a(t) Function for switching to one unique subset of
the sub-graphs to another one. For example, if A 
is the set of subcontrol structures required by the 
manufacturing process at time t the o(t) will be
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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equal to A. In this research, the switching 
function is implemented in the following way at 
times ti (i=0, 1, 2, or 3) and
cr (ti) = { GL mod 3 }.
This function is invoked whenever the RCV system 
has finished the inspections for one batch of parts 
and prior to starting the inspections for a new 
batch of parts.
Therefore, the flexible Control Structure for the RCV system 
may be represented by the Six tuple = <F, G„, G,, G2, G3, a>. 
This indicates which subcontrol structures are available 
within the RCV system and the particular switching function.
Property 1: The flexible control structure in the RCV system 
(Figure 1) has distinct but overlapping subcontrol structures.
For example, the structures of sequential control with 
computer Gt and hierarchical control G2 are distinct, Em is not 
the same as Emi but overlapping, the edges of 3, 4, 5, 7, and 
10 belong to both EC1 and E^.
Property 2: The graph F can be considered as a unique sub­
graph of a larger graph.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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For example, graph F becomes a unique sub-graph of a 
larger graph, G, if graph G describes a manufacturing control 
structure that includes part processing subcontrol structure, 
part assembly subcontrol structure, and part inspection 
subcontrol structure and the inspection control structure is 
for the RCV inspection system. Property 2 indicates that a 
flexible control structure can be designed as a subcontrol 
structure of a larger control structure.
Property 3: Evaluating the switching function c(t;) corresponds 
to switching from subcontrol structure G; to subcontrol 
structure a(ti).
Property 3 explains that with the switch function, the 
unique subcontrol structures are selectable within a flexible 
control structure.
It is understood that if one has different configurations 
for the control scheme the flexible control structure is 
different. Properties 1 and 2, which correspond to the first 
part of the flexible control structure definition, provide a 
static description, and property 3, which corresponds to the 
second part of the definition, provides a dynamic description 
for any flexible control scheme.
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CHAPTER 5 
RESEARCH METHODOLOGY
The flexible control structure proposed here is designed 
for a real-time manufacturing operation, e.g., inspection, 
that imposes a strict requirement on the system process time. 
The RCV system supports the execution of real-time inspection 
and ensures that the requirements of process time (or working 
time) are met. This is referred to as a real-time system. 
However, the control structures for the RCV inspection system 
are difficult to evaluate without actually setting up a pilot 
production inspection system. Thus, a factory simulation is 
used as a tool which can help assess the differences between 
control structures by subjecting each to a variety of 
conditions. The variety of conditions are captured in the 
variety of fault tolerance treatments used in the research 
design.
Design of the Simulation
The factory simulation design is discussed in detail in 
the following sections.
21
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Simulation Goals
The purpose of the study is to evaluate the flexible 
control structure and other alternative control structures 
with respect to their fault tolerance characteristics. Since 
any control structure can be represented as a graph, according 
to the definition of the flexible control structure and 
property 1 mentioned in Chapter 4, the flexible control 
structure should be considered as one of the alternative 
control structures. In order to evaluate the flexible control 
structure with respect to the others, two goals of the factory 
simulation need to be achieved:
1. To apply different control structures to the 
integrated RCV inspection system, and
2. To test the fault tolerance of the RCV system with 
the different control structures.
When the two goals are met, the first will show the validity 
of each control scheme for the RCV inspection system in an 
integrated manufacturing environment. The second will provide 
a comparison of the control structures with respect to their 
fault tolerance characteristics.
Input Data and Initial Conditions
The input data include the part sizes that are randomly 
generated in an uniform distribution, and batch sizes.
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In this study, the RCV system inspects one dimension of a 
manufactured object. For purposes of the simulation the 
specification for this dimension is 10 cm, with a tolerance of 
±0.0568. Hence, if the randomly generated part size falls 
within the range of
10-0.0568 < part size < 10+0.0568
then the inspection result is PASS; otherwise it is FAIL.
Inspection System
The components of the RCV inspection system include a 
conveyor, feeder, sensor, camera, vision machine, gate, robot, 
PC and industrial computer. The feeder adds parts to the 
conveyor at some specified rate. The conveyor and the robot 
do the material handling work. After inspection, a good part 
continues along the conveyor through the gate, and a bad part 
is picked up by the robot. At the vision station, a sensor 
detects an arriving part; a camera takes a snapshot; then, the 
vision machine processes the part image information. The part 
sizes are generated from a Random Size Generator. The primary 
function of the computer is to analyze and report the quality 
results; but, sometimes, the computer can also perform a 
control function. Personal computers (PCs) are used for the 
central, sequential, and hierarchical control structures. An 
industrial computer (IC) is applied to the flexible structure.
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The inputs for simulation include batch size and part 
specification; the outputs of the simulation contain the 
inspection results in the form of a "PASS" or "FAIL" message, 
the number of total inspected parts, the number of good parts, 
the number of bad parts, percentages of passed and failed 
parts, and types of manufacturing operations. Different 
control procedures correspond to the different control 
structures.
RCV System with Different Control Structures
To reach the goal of applying different control 
structures to the RCV system, the following control procedures 
are needed.
Central Control
In the central control structure, all the components,
i.e., robot, conveyor, vision machine, etc., are controlled by 
a personal computer (Figure 2). The conveyor is ordered to 
deliver the parts provided from the feeder to the vision 
machine and carry the "PASS" inspection parts away. Through 
the computer, the vision machine sends the messages of "PASS" 
to the gate and "FAIL" to the robot after its inspection. The 
gate opens to allow the good parts through. The robot picks 
up the "FAIL" inspection parts from the vision workstation and 
unloads them to the reject bin. For the details of the 
algorithm, refer to the LLP:CENTC program list in Appendix B.







Figure 2. Central Control Structure.
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For simulation purposes, the following information is provided 
as input: batch size and inspection specification. The
outputs obtained are: inspection result, part inspection time, 
and batch inspection time. The operations performed include: 
inspecting and material handling.
Sequential Control with Computer
The components in the sequential control system interact 
with each other in a successive order (Figure 3) . The 
conveyor delivers the parts fed by the feeder to the vision 
machine. The vision machine, after its inspection, sends the 
message of "PASS" or "FAIL" to the computer. The computer 
interprets the "FAIL" message and sends an instruction to the 
robot to pick up the bad part from the vision workstation and 
unload it to the reject bin. However, the good parts remain 
on the conveyor and go through the gate. Refer to the 
LLP:SEQC program in Appendix B.
Similar to the central control scheme, the inputs are 
batch size and inspection specification. The outputs are 
inspection result, part inspection time, and batch inspection 
time. And, the operations are inspecting and material 
handling.
Sequential Control without Computer
Another sequential control structure, but without a 
computer (Figure 4) , has similar features to the sequential
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Figure 3. Sequential Control with Computer.




Figure 4. Sequential Control with no Computer.
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control structure described above. Program LLP:SEQVR is 
listed in Appendix B. The input and output data and the 
operations are the same as those for the sequential control 
with computer.
Hierarchical Control
The components of the hierarchical control scheme are 
organized in a tree structure (Figure 5). The vision system 
sensor initiates a command to the feeder to drop a part onto 
the conveyor. After finishing the inspection, the vision 
machine sends the "PASS" or "FAIL" messages to the computer. 
The computer, then, asks the gate to open for the good parts 
to pass through and instructs the robot to pick up the failed 
parts from the vision workstation and unload them to the 
reject bin. The program LLP:HYRC is in Appendix B. Again, 
the inputs are batch size and inspection specification; the 
outputs are inspection result, part inspection time, and batch 
inspection time; and the operations include inspecting and 
material handling.
Flexible Control
The flexible control structure is a combination of the 
central, sequential (two types of sequential control mentioned 
above), and hierarchical control structures (Figure 6) . It is 
important to recognize that a PC is used in the control 
structures mentioned in the above cases. In the flexible







Figure 5. Hierarchical Control Structure.







Figure 6. Flexible Control Structure.
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control structure, an industrial computer is employed. The 
industrial computer allows IBM's Real-time Interface Co­
processor (ARTIC) to be installed. With this ARTIC card, the 
principle of flexible control can be applied.
Within the flexible control structure, the industrial 
computer acts as a central controller when central control is 
required, and the ARTIC card plays the PC role when the 
sequential and hierarchical controls are needed. When 
sequential control without the industrial computer and ARTIC 
card is the appropriate control structure, the computer and 
the ARTIC card become available to perform other manufacturing 
operations. When this occurs, the flexible control structure 
permits a form of multi-tasking environment.
For flexible control, the inputs include the control 
structure requirement in addition to batch size and inspection 
specification. The outputs include inspection result, part 
inspection time, batch inspection time, manufacturing 
activities, and information on the current control structure. 
The last two outputs do not appear in any other control 
scheme. The operations in the flexible control structure are 
not only inspecting and material handling, but also data 
processing and assembling (see Appendix A) .
Fault Tolerance
According to Anderson and Lee [46] and Merenbloom [47], 
fault tolerance implies the capability of a system to remain
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functional even when faults develop. To meet the second goal 
of testing the fault tolerance of the RCV system with the 
different control structures, a fault tolerance design is 
needed.
First, faults are defined as either component faults or 
communication faults. They are recognized as faults when the 
component function times or the communication times exceed 
certain time constraints for individual part inspection. For 
example, a component fault, such as a sensor fault, occurs 
when the sensor function time exceeds a given time constraint 
(limitation) . In a real situation, the time delay may be 
caused by the wrong position of the sensor. A similar concept 
can be applied to the communication faults. For instance, the 
communication between the vision machine and the robot arm 
takes a certain amount of time. If the communication time is 
greater than a specified requirement, a communication fault is 
detected. One practical case could occur when the robot 
receives an improper instruction from the vision machine, 
which delays the feedback time.
Second, the fault tolerance testing should be able to 
generate the fault (called Fault Generator), detect the fault, 
access the fault, and correct the fault. Four fault cases for 
each control structure are used as treatments in this study:
1. The RCV system has no fault (NF),
2. The RCV system has one component fault (CPF), such
as a conveyor fault,
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3. The RCV system has one communication fault (CMF), 
such as a "starting system" fault, and
4. The RCV system has one component fault and one 
communication fault (CPMF), such as a conveyor 
fault and a "starting system" fault.
One could also assume other fault cases, such as more than one 
component fault, more than one communication fault, or
different combinations of more than one component and one 
communication fault.
Fault Generator
From the fault classification, two fault generators are 
developed for the fault tolerance simulation. One is called 
Component Fault Generator and another one is called
Communication Fault Generator. The principle of generating 
faults is to measure the actual simulated component function 
time or communication time, and then add a sensitive ot (for 
example, ot=l second) to the component time or the
communication time. If the sum of the two times is greater
than the relative time constraint, then a component fault or 
communication fault occurs. Since the RCV system includes 10 
components and 28 types of communications, the possible 
component faults are 10 and the possible communication faults 
are 28. For the list of faults, please refer to Appendix B.
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Fault Monitor
The RCV system efficient working time is defined as the 
sum of system component function times and communication 
times. If the system efficient working time is greater than 
some time limit, an alarm is sounded and fault detection is 
started.
Fault Tolerance Program
Fault detection. Timing checks are applied for fault 
detection. If the specification of a component includes 
timing constraints on the provision of service, then a timing 
check can determine whether the operation of the component 
meets those constraints or not. If the constraints are not 
met, then the timing check can raise a "time out exception" to 
indicate a component fault. Timing checks are usually 
sufficient to reveal the presence of faults in a system. 
Similarly, if the specification of a connection between two 
components includes timing constraints on the provision of 
service, then a timing check can determine whether the 
communication between the components meet those constraints or 
not. If the constraints are not met then the timing check can 
raise a "time out exception" to indicate a communication 
fault.
Fault assessment. The fault access program continues to 
search for the exact location of the fault, such as a fault in 
the robarm or in the communication between feeder and sensor.
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After this search is completed successfully, the detected 
fault is recorded and reported in a printout and video 
display. The number of faults is also counted.
Fault recovery. A Reset technique is employed as fault 
recovery in the simulation. When a Reset of the system is 
invoked, the initial states are recovered.
Fault treatment. From step 2, the fault can be located. 
Then, the system repair should be in function. It is assumed 
here that system repair does not involve making repairs 
internally to a suspect component. The technique for system 
repair will be based on the dynamic and spontaneous 
reconfiguring of the RCV system by restarting the current 
control procedure. Having dealt with the faults in the system 
by locating the faults responsible and effecting appropriate 
repair, the RCV system returns to its normal operation again.
Output Data Analysis and Hypothesis Testing
Having inspected one part, the RCV system generates a 
report of system working times and inspection results. 
Analysis of the inspection results can provide insights on 
quality control. However, this analysis is not a major aspect 
of our research. In this research, the analysis of system 
working times is of central concern and is discussed in 
detail. With this analysis, the alternative control 
structures can be evaluated with respect of their fault 
tolerance characteristics. The fault tolerance of the
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different control structures is measured by taking the mean of 
the RCV system working times for different fault cases. For 
example, if the RCV system with one component fault is 
operating under the central control structure, then the mean 
of the system working times for inspecting ten parts 
characterizes the fault tolerance of the RCV system with the 
central control scheme.
By analyzing the system working times using the method of 
one-way Analysis of Variance (ANOVA), the following hypothesis 
can be tested:
Hypothesis: There are no significant differences in the fault 
tolerance characteristics of the RCV inspection system under 
different control schemes.
Next, if the hypothesis is not true, i.e., there are 
significant differences between the control structures, then 
the degree of fault tolerance of the different control 
structures can be evaluated by Duncan's multiple-range test.
In summary, the ANOVA method can test whether there are 
any differences between the structures, and Duncan's multiple- 
range test can then rank the control structures with respect 
to their fault tolerance characteristics. Within the domain 
of mean system working times (see Table 1), the hypothesis can 
be tested with an F value, where
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F = (Between Structure Variance) / (Within Structure Variance) 
In terms of Table 1, between is between different columns and 
within is within one column. If the variation between the 
structures is large compared to the variation within the 
structures, the obtained F ratio will be greater than 1 and 
the hypothesis should be rejected. That is, the alternative 
control structures would not be equivalent. If the hypothesis 
is true, the F statistic will be equal to 1.00 on the average.
Table 1. Mean System Times.
CONTROL STRUCTURES
FAULT
CASES MEAN SYSTEM TIME
The variable of control structure is independent and the 
variable of mean system time is dependent. The values of 
control structure can be sequential control without computer, 
sequential control with computer, hierarchical control, 
central control, and the four sub-control structures of the 
flexible control scheme. For each control structure, there 
are four mean system working times, one for each of the four 
fault cases. The fault cases are: no fault (NF), one
component fault (CPF) , one communication fault (CMF), and both 
a component fault and a communication fault (CPMF).
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With one control structure, the RCV system has four 
system working times corresponding to the four fault cases. 
Regression analysis is used to discover the closeness of the 
system working times between "no fault" and "with some fault" 
(such as a component fault, a communication fault, or a 
component fault and a communication fault) for each control 
structure. The measure of closeness is the standard error 
(stder). The smaller the standard error, the closer the 
system working times with no fault are to the system working 
times with a fault.
Simulation Features
In this research, the measures of system performance are 
defined relative to the interval of simulation time during 
which a specified activity occurs. For example:
1. The system working (processing) time interval is 
measured by the total of the component function 
times and the communication times for an individual 
part inspection. The component function time or 
the communication time is defined as the time 
interval between the start of the function or the 
communication and the end of the function or 
communication.
2. Time delay intervals are inserted to represent 
real-world manufacturing conditions. For example,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
40
when the sensor detects an arriving part, if two 
seconds are needed for the detection, the time 
delay interval, 2 seconds, is added into the sensor 
function time. A similar principle is applied to 
the communication case. For instance, if the 
communication between the computer and the robot 
requires a one second delay, the time delay 
interval, 1 second, is added into the communication 
time.
3. The concept of component or communication faults is 
based on the determination of whether the component 
function time intervals or communication time 
intervals exceed certain time constraints.
It is important to point out that this type of factory 
simulation is not intended for mathematical modeling purposes. 
The output system times are influenced by computer runtimes, 
not strictly by model times, and thus serve only as estimates 
of the true characteristics of the system being modeled. The 
factory simulation used had to be adapted to analytically 
evaluate the performance of the real-time RCV system with 
different control structures with respect to their fault 
tolerance characteristics. Altogether, 37 I/O points, 94 
working variables/records, 77 programs (or chains), 8 reports, 
and 3 screen display designs have been developed for the
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simulation. The descriptive graph of each control structure 
was used to help set up the control procedures.
Simulation Tool; PlantWorks 2.0
IBM PlantWorks, released in 1992, was selected as the 
simulation tool. This is a software package which provides a 
functional language for simulation programming. This 
application package, supported by the OS/2 operating system, 
runs on the industrial computer (IBM model 7561). The 
features of PlantWorks are (as listed in the manual) :
1. Store and manipulate data values,
2. Communicate with input and output devices,
3. Control manufacturing operations,
4. Dynamically represent information on displays,
5. Produce and manage alarms,
6. Generate reports,
7. Maintain a history of information, and
8. Provide C++ language environment.
The algorithms for the various controls— central, 
sequential, hierarchical, and flexible— are developed using 
PlantWorks features.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
42
Simulation Tasks
The simulation model is developed using IBM's PlantWorks 
functional language. Part size data are generated by a 
program called Random Generator (Appendix B). This data is 
then used as the basis for the inspection operation for the 10 
cm object manufactured. If the part exceeds a given tolerance 
(such as 0.0568), then the inspection result is "FAIL", 
otherwise it is "PASS". The inspection program is in Appendix 
B.
With the RCV simulation system, a user is able to perform 
the following tasks (Figure 7):
1. Input the type of product to be inspected.
2. Input the batch size (1000 is defined as the 
maximum size).
3. Select the control structures. There are five 
options:
a. Sequential control with PC,
b. Sequential control without PC,
c. Central control,
d. Hierarchical control, and
e. Flexible control.
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Figure 7. RCV Inspection System Simulation.
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If the flexible control structure is selected, 
in accordance with property 3 discussed in 
Chapter 4, four cases can be considered:
a. Sequential control with R and V 
(the robot and the vision 
system).
b. Switching from sequential
control with R and V to the 
sequential control with R, V, 
and ARTIC (ARTIC card).
c. Switching to hierarchical 
control with R, V, and ARTIC.
d. Switching to central control 
with IC, R, and V.
All the switches can be either automatic or manual. 
Here, the control structure is changed 
automatically when a batch of parts have been 
completely inspected. When the control involves 
the ARTIC card, the ARTIC card symbol and its
connections to the R and V will change color or
blink on the simulation screen, in order to show 
that the ARTIC card is processing and 
communicating.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
45
4. Initiate or terminate the RCV inspection system 
with the different control structures. The aim of 
this task is to start or terminate the RCV system 
when one of the control structures is selected. 
Different equipments can be key factors to the 
different control schemes. For example, the 
conveyor is the initiating equipment for the 
sequential control scheme. The PC (or the 
industrial computer) is the critical equipment in 
the central control scheme. And, the sensor is the 
root equipment in the hierarchical control scheme.
5. Inspect the products. For simulation runs under 
all control structures the RCV system is used for
the part inspection. The feeder drops the part
onto the conveyor. The conveyor delivers the part 
to the vision station. The sensor and the camera 
of the vision system flash on and off to obtain the 
part size image data. Then, the vision machine 
processes the data and prepares the inspection 
result. This result may or may not be sent to the 
PC or the industrial computer, depending on the 
control structure used. If the "FAIL" message is 
sent from the vision machine, PC, or the industrial 
computer to the robot, the robot will pick up the
bad part from the conveyor and unload it into the
reject bin. By the same principle, the gate will
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open and allow the good part to continue to move 
along the conveyor when the inspection result is 
"PASS”.
6. Obtain the quality control report. The system 
allows the user to display a statistical report on 
the following items:
a. Total parts inspected,
b. Total parts passed,
c. Percentage of passed parts,
d. Total parts failed, and
e. Percentage of failed parts.
7. Monitor the part inspection time and the batch size 
inspection time. A special function and program 
have been developed to keep track of the time spent 
on single part inspection and on batch inspection 
in order to compare the effectiveness of different 
control structures. The user can then make a 
decision on a satisfactory control structure by 
comparing the time tests.
8. Secure the simulation. A blue button, called 
"display base", is designed for securing the 
simulation procedure. If this button is selected, 
the animation simulation of the RCV system is 
hidden by the PlantWorks base screen.
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9. Select type of fault. By simulating fault 
tolerance, the time behavior of the RCV system 
under different control structures can be 
evaluated. Users can test the RCV system with the 
different control structures by introducing 
component faults (CPF) or/and communication faults 
(CMF). There are two buttons called "component 
fault generator" and "communication fault 
generator" designed for this purpose.
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CHAPTER 6 
EVALUATION OF THE CONTROL STRUCTURES
In this chapter, an evaluation of the central, sequential 
(with computer and without computer), hierarchical, and 
flexible control structures is presented. The evaluation 
focuses primarily on the fault tolerance characteristics of 
the RCV system under the different control structures. Other 
features of the control structures are also examined.
Evaluation of Fault Tolerance
From the data on RCV system working times, the 
alternative control structures can be evaluated with respect 
to their fault tolerance characteristics.
System Data
For each control structure, the fault tolerance 
simulation generates two types of data about system working 
time (see Appendix D) . One is the system working time with no 
faults (NF) introduced and the other one is with faults 
introduced. To generate data on a range of faults, three 
fault cases were used: 1) one component fault (CPF, e.g., the 
conveyor), 2) one communication fault (CMF, e.g., the
48
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communication for the system start), and 3) one component and 
one communication fault (CPMF, e.g., the conveyor and the 
communication for the system start).
Sampling Technique
For each control structure, four kinds of simulation run 
on the batch size of 200 parts were completed (see Appendix 
D) . Each run is related to a particular fault case. Since 
there are four fault cases and eight control structures (four 
traditional control structures and four flexible sub-control 
structures), altogether there were 32 runs.
Part numbers 96 to 105 (10 out of 200 parts), were
selected as the sample by the Judgement Sampling Technique 
[49, 50]. This sample selection was necessary because the 
PlantWorks software would not allow use of the same parts and
part order in a given batch. The ten units serve as
representatives of the part population since the RCV system 
working times for the ten parts are assumed to be stabilized 
in the middle of the run. These emulation software anomalies 
can and did produce inconsistencies in the system working time 
data during simulation.
Data Analysis Methods
In order to evaluate the alternative control structures 
with respect to their fault tolerance characteristics, two 
analyses were involved: analysis of the closeness of the
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system working times with a fault to the system working times 
with no fault and analysis of the effectiveness of the RCV 
system fault tolerance corresponding to the different control 
structures.
Since the mean of the system working times for different 
fault cases is important to the analyses, the table of mean 
system working times for the ten part inspections is provided 
in Table 2.




seqvr centc seqvrf hyrfc
seqc hyrc seqfc centfc
NF 23.2 16.6 70.1 31.0 37.6 32.4 83.5 124.4
CPF 15.6 11.9 84.5 29.5 48.8 39.4 87.2 471.1
CMF 20.4 17.7 67.3 33.2 45.2 60.4 80.1 147.4
CPMF 15.6 11.6 67.9 35.92 36.4 35.2 72.7 108.5
Ideally, the system working time should be constant. 
Thus, linear regression is adopted to calculate a mean and 
standard error. The regression line should be a horizontal 
line. The closeness of the RCV system working times is 
measured by the Standard Error of system time estimation (see 
Appendix D) with the QuattroPro software tool [36]. The
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standard errors of system working times are summarized in 
Table 3. The apparent inconsistencies in Table 2 for the mean 
system time for fault and no fault cases are attributed to the 
batch specification difficulties discussed earlier. These 
inconsistencies do not detract from the methodology discussed 
herein.
Table 3. Standard Error of System Time.
NF VS
Control Structures
seqvr centc seqvrf hyrfc
seqc hyrc seqfc centfc
CPF 6.8 4.3 16.6 4.3 15.2 9.8 11.5 180
CMF 6.1 10.2 9.33 6.3 9.03 9.9 31.9 10.7
CPMF 1.2 0.85 7.2 8.7 5.68 3.3 63.6 32.0
seqvr--- sequential control with no computer,
seqc---- sequential control with computer,
centc--- central control,
hyrc---- hierarchical control.
seqvrf--sequential control with no computer,




CPF----- one component fault,
CMF----- one communication fault,
CPMF---- one component and one communication fault.
In this table, each column corresponds to different control 
structures, and each row relates to different fault cases.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Each numerical value in the table represents a standard error. 
If one takes the system working times with no fault as a 
normal system working time and the system working time with a 
fault (one component fault, one communication fault, or one 
component and one communication fault) as an abnormal system 
working time, the estimated standard error of the RCV system 
working times represents the deviation of the abnormal system 
working times from the normal system working times. For 
instance, "6.8H in the first cell is a standard error between 
the normal system working time (system time with no fault) and 
the abnormal system working time (system time with one 
component fault) when the RCV system is under the sequential 
control without computer. In the fourth column, the RCV 
system is operating with the hierarchical control structure 
and the standard error of the system working times between the 
cases of no fault and one component fault is 4.3, the error 
between the cases of no fault and one communication fault is 
6.3, and the error between the cases of no fault and one 
component fault and one communication fault is 8.7. 
Differences between the error values can be attributed to the 
nature of the control structures and/or the characteristics of 
the faults.
All the standard errors in the given table are the 
deviations between the normal system times and the abnormal 
system times. The smaller the standard error values, the 
closer the system working times with a fault are to those with
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no fault. According to Francis [37], graphics, "that can show 
whether the structure fits well, can suggest how it might be 
changed to fit better and can make us qualitatively aware of 
the behavior of the data as a whole" (p.27) The figures 
(Figure 8, 9, 10, 11, 12, 13, 14, 15) depicting system working 
time and part number provide such a graphic. As an example, 
in Figure 11, RCV with Hierarchical Control, the piecewise 
line with "B" represents the system working times taken with 
no faults. Similar to the other cases, the piecewise line 
with "+" is for system working times taken with one component 
fault. The piecewise line with "*" is for system times with 
one communication fault. And, the piecewise line with "□"is 
for system working times taken with one component and one 
communication fault. In each graph, some point(s) deviate 
substantially from the average or norm. The explanation for 
this deviation is that when a part fails the inspection and is 
picked up by the robot arm, the system working times will be 
longer than when the part passes the inspection (refer to 
Chapter 5 on the control procedures).
The fault tolerance effectiveness of the RCV system with 
the different control structures was studied through two 
steps: 1) testing the hypothesis to see if there was any
significant difference between the control structures with 
respect to their fault tolerance characteristics, and 2)
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Figure 8. RCV with Sequential Control (no computer).
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Figure 9. RCV with Sequential Control (with computer).
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Figure 10. RCV with central Control.
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Figure 11. RCV with Hierarchical Control.
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Figure 12. RCV with Flexible Sub-Sequential Control 
(no computer).
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Figure 13. RCV with Flexible Sub-Sequential Control 
(with computer)
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Figure 15. RCV with Flexible Sub-Central Control.
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discovering the different levels of effectiveness in the fault 
tolerance among the control structures when the hypothesis was 
not true. The first step was carried out with a one-way 
Analysis of Variance (ANOVA). The second step was 
accomplished using Duncan's multiple-range test [51, 52]. 
These analyses were performed with a program developed in SAS 
[52, 53, 54].
The means of the system working times for the eight 
control structures with respect to their fault tolerance
characteristics are listed in Table 4. As a result (see 
Tables 5, 6, and 7.), the F value is 4.38 and the probability 
of obtaining a value this large by chance is 0.0029. In Table 
6, the F value and probability value are of primary interest. 
Therefore, the hypothesis is rejected since F=4.38 is greater 
than 1. It is concluded that with the different control 
structures, the fault tolerance effectiveness of the RCV 
system is not equivalent for all control structures. In 
another words, there is a significant difference between the 
control structures with respect to their fault tolerance
characteristics. Furthermore, the Duncan multiple range test 
(p=0.05) shows that in fault tolerance, the effectiveness of 
the RCV system with the flexible sub-central control structure 
is significantly less than for the other seven control
structures (see Table 7).
Whether the other seven control structures are
significantly different from each other or not was tested
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Table 4. Mean System Times for Eight Control Structures.
CONTROL STRUCTURE SYSTEM TIME
1) Flexible Sub-Central Control 212.85
2) Flexible Sub-Hierarchical Control 80.91
3) Central Control 72.45
4) Flexible Sub-Sequential Control 41.93
with No Computer
5) Flexible Sub-Sequential Control 41.85 
with Computer
6) Hierarchical Control 32.41
7) Sequential Control 18.71
with No Computer
8) Sequential Control 14.45
with Computer
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Table 5. Mean System Times with Fault Tolerance Cases
(for eight control structures).
CASES OBS STRUCTURES SYSTEM TIME
NF 1 seqvr 23.153
CPF 2 seqvr 15.622
CMF 3 seqvr 20.404
CPMF 4 seqvr 15.647
NF 5 seqc 16.624
CPF 6 seqc 11.854
CMF 7 seqc 17.739
CPMF 8 seqc 11.593
NF 9 centc 70.073
CPF 10 centc 84.485
CMF 11 centc 67.310
CPMF 12 centc 67.937
NF 13 hyrc 31.042
CPF 14 hyrc 29.488
CMF 15 hyrc 33.185
CPMF 16 hyrc 35.920
NF 17 seqvrf 37.645
CPF 18 seqvrf 48.436
CMF 19 seqvrf 45.199
CPMF 20 seqvrf 36.422
NF 21 seqfc 32.390
CPF 22 seqfc 39.409
CMF 23 seqfc 60.379
CPMF 24 seqfc 35.218
NF 25 hyrfc 83.546
CPF 26 hyrfc 87.235
CMF 27 hyrfc 80.143
CPMF 28 hyrfc 72.723
NF 29 centfc 124.381
CPF 30 centfc 471.114
CMF 31 centfc 147.408
CPMF 32 centfc 108.506
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Table 6. Results of Analysis of Variance (for eight
control structures).




F Value Pr > F
Model 7 115981.01 16568.717 4.38 0.0029




R-Sguare C.V. Root MSE SYST Mean
0.561189 95.38599 61.47120 64.444688
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Table 7. ANOVA and Duncan Data Analysis Results (for
eight control structures).
Note:
Duncan Grouping Mean N STRUCTURES
A 212.85 4 centfc
B 80.91 4 hyrfc
B 72.45 4 centc
B 41.93 4 seqvrf
B 41.85 4 seqfc
B 32.41 4 hyrc
B 18.71 4 seqvr
B 14.45 4 seqc
Means with the same letter are not significantly 
different.
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further with the same method discussed above (see Tables 8, 9, 
and 10). This time, the F value is 53.99 and the probability 
of obtaining a value this large by chance is 0.0001. 
Therefore, there is also a significant difference between the 
remaining seven control structures with respect to their fault 
tolerance characteristics since the F=53.99 is greater than 1. 
Furthermore, the Duncan multiple range test (p=0.05) shows 
that in fault tolerance, the effectiveness of the RCV system 
with the flexible sub-hierarchical and central control 
structures is significantly less than for the other five 
control structures (see Table 10). However, for the other 
five control structures, the effectiveness of the RCV system 
with the flexible sub-sequential control (without computer), 
flexible sub-sequential control (with computer), and 
hierarchical control structures is significantly less than for 
the sequential control (without computer) and the sequential 
control (with computer) structures.
Therefore, in this research, the RCV system with flexible 
sub-central control structure had significantly lower fault 
tolerance than the other seven structures did. For the 
remaining seven control structures, sequential control with 
and without computer exhibited the best; hierarchical control 
and flexible sequential control with and without computer the 
next best; and central control and flexible hierarchical 
control the least effective fault tolerance. In each table,
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Table 8. Mean System Times with Fault Tolerance Cases
(for seven control structures).
CASES OBS STRUCTURES SYSTEM TIME
NF 1 seqvr 23.153
CPF 2 seqvr 15.622
CMF 3 seqvr 20.404
CPMF 4 seqvr 15.647
NF 5 seqc 16.624
CPF 6 seqc 11.854
CMF 7 seqc 17.739
CPMF 8 seqc 11.593
NF 9 centc 70.073
CPF 10 centc 84.485
CMF 11 centc 67.310
CPMF 12 centc 67.937
NF 13 hyrc 31.042
CPF 14 hyrc 29.488
CMF 15 hyrc 33.185
CPMF 16 hyrc 35.920
NF 17 seqvrf 37.645
CPF 18 seqvrf 48.436
CMF 19 seqvrf 45.199
CPMF 20 seqvrf 36.422
NF 21 seqfc 32.390
CPF 22 seqfc 39.409
CMF 23 seqfc 60.379
CPMF 24 seqfc 35.218
NF 25 hyrfc 83.546
CPF 26 hyrfc 87.235
CMF 27 hyrfc 80.143
CPMF 28 hyrfc 72.723
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
69
Table 9. Results of Analysis of Variance (for seven
control structures).




F Value Pr > F
Model 6 15296.197 2549.3666 53.99 0.0001




R-Square C.V. Root MSE SYST Mean
0.939119 15.89064 6.871687 43.243607
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Table 10. ANOVA and Duncan Data Analysis Results (for
seven control structures).
Duncan Grouping Mean N STRUCTURE
A 80.912 4 hyrfc
A 72.451 4 centc
B 41.926 4 seqvrf
B 41.849 4 seqfc
B 32.409 4 hyrc
C 18.707 4 seqvr
C 14.453 4 seqc
Note: Means with the same letter are not significantly
different.
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the variable of SYST is the mean system times for each fault 
case.
The flexible control scheme did not improve the fault 
tolerance of the RCV system because the complexity of the 
structure and, in particular, the control switching process, 
increased the time consumption. However, the flexible control 
scheme may be significant to the integrated manufacturing 
environment because its subcontrol structures can be 
interchanged to accommodate different manufacturing processes 
at different times. Similarly, flexible control may be cost 
effective when a large variety of manufacturing activities 
need to be coordinated simultaneously. Under these 
circumstances, the fault tolerance of the flexible control 
scheme could be expected to exceed that of the other 
structures. Special features of flexible control are not 
possessed by the other control schemes. The features of the 
control structures are discussed next.
Evaluation of Features
Two features of the control structures for the RCV system 
are worth examining: system operability and system
expandability.
System operability is defined as the number of ways to 
execute one operation. The number of ways is decided by 
Larsson's counting technique [61]: "If a first operation can 
be performed in any of nt ways and a second operation can then
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be performed in any of rij ways, both operations can be 
performed (the second immediately following the first) in nt*n2 
ways." (p.43)
The RCV inspection system consists of four major 
operations: initiating the system, processing the part image 
data, handling the good parts, and handling the bad parts. 
Referring to the earlier structure figures, the results can be 
derived in Table of Number of Ways to Perform Operations 
(Table 11). The flexible control structure has a higher 
number of ways to execute the four operations than do the 
other control schemes.
System expandability is defined as the number of 
additional components which can be added to the system. This 
feature is examined for the following two cases:
1. Adding a component to the existing system. If a 
control structure permits this "adding", then the 
system expandability is "1", otherwise it is "0". 
The results of Case 1 show that all five control 
structures allow expansion by one additional 
component. This is made possible by utilizing one 
of the two free communication ports offered by the 
vision system.
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2. Adding a maximum number of components to the
existing system. The results for Case 2 show that 
each traditional control structure has a maximum 
system expandability of two components. The 
maximum expandability for the flexible control 
structure is 31. This is possible because the 
vision system has two extra ports (total four 
ports), and the industrial computer allows four
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ARTIC cards to be installed. Each ARTIC card has 
eight communication ports. Since three ports of 
one ARTIC card are connected to the R, V, and 
IC, the system expandability is 2+(4x8-3) =31. 
Thus, the table for system expandability is 
established.
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CHAPTER 7 
CONCLUSION AND FUTURE RESEARCH
Conclusion
The flexible control theory proposed and studied in this 
research has been examined by employing a factory simulation 
of an RCV inspection system. With the factory simulation 
approach developed in this research, a flexible control 
structure and alternative control structures have been 
evaluated with respect to their fault tolerance 
characteristics.
In the research, a mathematical model of the flexible 
control structure has been defined, and its properties have 
been derived. Properties 1 and 2, which correspond to the 
first part of the flexible control structure definition, 
provide a static description, and property 3, which 
corresponds to the second part of the definition, provides a 
dynamic description for any flexible control scheme.
Because the PlantWorks software anomalies can and did 
produce seemingly inconsistent results in the system working 
time during simulation, statistical inference cannot be drawn 
as to the efficiency of fault tolerance for different control 
structures. Within the constraints of the data analyzed, it
75
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is believed that the flexible control structure is as 
effective as the central or hierarchical control structures in 
the RCV system with respect to fault tolerance, with the 
exception of the flexible sub-central control structure which 
is not as effective. Examination of control structure 
features indicates that if the RCV system is managed by the 
flexible control structure, the RCV system possesses 
operability and expandability characteristics that the 
alternative control structures do not.
It is concluded that the proposed flexible control 
structure may be useful in integrated manufacturing design, 
particularly when a large variety of manufacturing activities 
must be accommodated (see Appendix A). This research has 
contributed to the mathematical models for description of 
manufacturing control schemes and to the evaluation methods 
required for assessment of integrated manufacturing control 
structures. The idea of flexible control structure appears to 
be significant in integrated manufacturing and automated 
production system design. Considering the results reported 
from this research, factory simulations can effectively 
contribute to additional studies in manufacturing efficiency. 
Further research is needed to confirm precisely how wide a 
range and what types of activities would justify this 
approach.
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Future Research
Does the flexible control structure have real potential 
for meeting the needs of many types of manufacturing 
activities? Given the theoretical description and both 
analytical and simulation results discussed here, the answer 
is more "yes'1 than "no". Even though the RCV system with 
flexible control is theoretically sound and appears to be 
quite practical, some future research is suggested to address 
the following: 1) from property 1 mentioned in Chapter 4, how 
to obtain an optimal design of the flexible control structure 
from time, cost, and reliability points of view, 2) how to 
simulate a system with flexible control to solve a variety of 
manufacturing problems, 3) how to implement an uniform 
interface between each pair of integrated components, 4) how 
to make a flexible control scheme intelligent enough to switch 
to different control structures in order to address different 
problems, and 5) how to manage an efficient coordination among 
the elements of an integrated system in order to execute 
multiple tasks simultaneously.
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The configuration of the RCV system is such that there is 
a communication link between each pair of integrated 
components. In this system, an IBM 7552 COMPUTER, an IRI D256 
VISION MACHINE, and a PUMA 762 ROBOT can control each other or 
be controlled by each other. The three pieces of hardware 
pieces are integrated as a team in real-time situations.
The hardware link between the robot and the vision 
machine cannot be implemented if the robot is already 
physically connected to the industrial computer. This is 
because the robot does not possess multiple ports to connect 
more than one of the integrated equipments. The link between 
the robot and the vision machine is achieved by an IBM Real­
time Interface Co-processor (ARTIC) card which is installed in 
the industrial computer [62].
The RCV system can be configured in the context of a 
flexible control structure by employing an IBM Real-time 
Interface Co-Processor (ARTIC) card. The ARTIC card has two 
SEQUENTIAL-232 compatible serial interface ports available. 
The ARTIC card also has its own co-processor so that it may 
process its own information.
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The ARTIC card in the IBM 7552 Industrial Computer is a 
communication bridge from the IRI D256 Vision System to the 
PUMA 762 Robot. Within the Industrial Computer, the CPU is 
also able to communicate with the ARTIC card. The industrial 
computer, the robotics arm, and the vision system are 
integrated in this way so that they can work as a team within 
a flexible control structure in real-time situations. The 
control structure can be flexible because there are always 
communication paths to support whatever fixed control 
structure (hierarchical, network, or sequential) is needed The 
industrial computer provides a common linguistic environment 
through which all three systems can communicate. The features 
of the RCV inspection system when operated by the flexible 
control structure include:
Flexibility
In real time situations, the structure of the system will 
be changed dynamically. For example, when all of the 
integrated components connected to the industrial computer are 
allowed to communicate with the industrial computer, the 
structure of the system is a central control structure. When 
both the robot and the vision machine are under the industrial 
computer's control, the structure is hierarchical.
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Automated Inspection Process
Once the integrated system has been developed, it could 
be used to do the quality inspection automatically. For 
example, the vision machine examines parts and then sends the 
information to the robot. The robot will allocate the good 
parts or bad parts to the respective places with the 
information provided by the vision system. Next, the robot 
feeds back a "done" message to the vision machine. The 
configuration of the integration should also allow the IBM 
7552 computer to interrupt the communication between the PUMA 
Robot and the IRI D256 Vision Machine for certain reasons. 
Thus, the computer can also communicate with the robot and the 
vision machine.
Multiple Task Environment
The structure allows the robot, industrial computer, and 
vision machine to perform their jobs simultaneously since the 
configuration allows each workstation to be independent from 
the others. For instance, the robot arm can be a material 
handler, the industrial computer a data processor, and the 
vision machine an image processor.
If the robot arm and the industrial computer are used 
together, they can do the assembly work, material handling, 
and storage. If the robot is associated with the machine 
vision system and ARTIC card, the inspection task can be 
carried out automatically, which is an original intent for the
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system. If we use both the industrial computer and the vision 
machine, we may analyze the defective image data and make 
decisions about production process control. It is important 
to point out that the tasks can be executed either 
simultaneously or sequentially.
Expandability of the System
The reasons that the system is expandable are that the 
ARTIC card can be expanded to eight I/O ports and the vision 
machine to four I/O ports. This allows for significant 
expansion with small modifications to the programs. For 
example, a computer controlled conveyer, a computer-aided 
design system, and a different kind of robot, etc., are all, 
potentially, additional components.
Hence, this configuration can be expanded to include all 
of the necessary components to perform the physical activities 
related to the production processes that take place in a 
factory. And, the system will become an automated production 
system including all manufacturing processes, assembly 
operations, material handling tasks, and inspections that are 
performed on the product. This automated production system 
offers a future opportunity for computer integrated 
manufacturing (CIM) that portends the pervasive use of 
computers for designing products, planning production, 
controlling operations, and performing the various business 
related functions needed by a manufacturing firm.
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Comparing flexible control to the traditional controls, 
the following conclusions are derived:
1. Flexibility is superior.
2. The average time of operation is similar.
3. System expandability is greatly increased and 
multiple tsk performance is possible.
4. Interchangeability of manufacturing activities is 
enhanced.
However, switching to different control structures in the 
flexible control scheme may involve a tradeoff with operating 
time for some applications. Three points can be made:
1. The integrated RCV inspection system with the 
flexible control structure is a new application of 
integrated manufacturing,
2. The mathematical model for the flexible control 
structure offers a descriptive approach for 
studying manufacturing control schemes, and
3. The fault tolerance test with a factory simulation 
provides a methodology for exploring alternative 
control structures with respect to their fault 
tolerance characteristics.





The algorithms for the different control procedures are:
1. Central Control
2. Sequential Control with Computer




The algorithm of switching control operation, a, is shown 
as the following. The language used is a functional language 
from IBM PlantWorks:
1. CHNSTART
2. CASETEST CASE NUMBER
IF CASE_ NUMBER = 1, THEN CHNTRIG LLP:SEQVR
IF CASE_ NUMBER = 2, THEN CHNTRIG LLP:SEQFC
IF CASE_ NUMBER = 3, THEN CHNTRIG LLP:CENTFC
IF CASE_ NUMBER = 4, THEN CHNTRIG LLP:HYRFC
3. END
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Within the flexible control procedure, the a is decided by the 
case number. It can be switched from one sub-control 
structure to another by indicating the case number. There are 
many ways to design a. This will depend on the particular 
requirements.
Inspection
The detailed inspection algorithm written by the 
functional language is:
1. CHNSTART
2. RANDOM = RAND(l)
3. LLP:SIZE1 = 10. + (RANDOM/500000.)
4. LLP:SIZE2 = 10.
5. DIF = | LLP:SIZE1.VALUE-LLP:SIZE2.VALUE |





Component Fault Generator LLP: CPFTG. The Component Fault 
Generator produces faults in the following components, 
depending on the particular control structure in use:












The first seven components are used in all control structures. 
A PC is used in the hierarchical and central control 
structures. An IC and ARTIC card are needed in the flexible 
control structure.
Communication Fault Generator LLP:CMFTG. The
Communication Fault Generator produces faults in the links 
between components (labeled from 1 to 28), which vary from one 
control structure to another.







































easel: Seqvrf is same as seqvr.
case2: Segfc is similar to segc except that PC
is replaced by ARTIC. 
case3: Hyrfc is similar to hyrc except that PC
is replaced by ARTIC.
Thus, for case2 and case3 communication links (8),














By using both component and communication fault generators, 
different combinations of faults can be produced.
Calculate Time Interval (LLP: INTV). Each component 
function time and each communication time are calculated by 
getting a pair of begin and end times. This happens after 
each part inspection.
Fault Monitor (LLPsFAULTM). Under real-time conditions, 
the monitor checks whether the system time is out of the 
specified time constraint or not. If YES, the monitor sounds 
an alarm, triggers the fault accessors, and sends a warning 
message to the video display. Otherwise, it keeps patrolling.
Fault Accessors (LLP:FAULTACS). The fault accessors 
search for and locate the fault(s), then trigger the fault 
treater to fix it. The location of the fault is found by 
comparing each component function time and communication time 
with their corresponding constraints. For those constraints
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not satisfied, a FALSE flag is given. Otherwise, they are in 
the TRUE status.
Fault Treater (LLP:FAULTREA). The treater resets the 
fault component function time and/or the fault communication 
time. Then, it finds out under which control structure the 
RCV system generated the fault (s) and re-configures the 
control structure by retriggering the control program. 
Finally, the treater sends a message of ”RCV System Back to 
Normal” to the screen.
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APPENDIX C 
PREPARATION FOR USING THE RCV SOFTWARE
Before using the RCV software, one must: 1) Login to the 
OS/2 operating system and then the IBM PlantWorks system, 2) 
Select RUNTIME icon then select RUNTIME MONITOR item, 3) 
Choose SELECT DISPLAY at DISPLAY icon, and 4) Input the 
display name: LLP:HOME when the dialogue box shows up. After 
finishing the above four steps, the display called "RCV 
Inspection System Simulation" appears. Now, you are ready to 
use the RCV simulation package.
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APPENDIX D 
SIMULATION AND DATA ANALYSIS RESULTS
Under each control structure, the RCV system inspects 200 
parts. The average runtime for each batch was one hour and
fifteen minutes. Altogether, 32 batch runs were completed for
eight control structures under four cases of NF, CPF, CMF, and 
CPMF. There are three types of report.
1. After each part inspection, the RCV System Report 
is automatically generated. From this report, the 
details of real-time information on the system 
component status and communication status can be 
understood.
2. After each batch inspection, the System Time Report 
is automatically generated. This report lists the 
RCV system times for each part inspection, along
with the real-time control structure name and the
batch size. It is necessary to point: out that in 
this report, some part numbers have much higher 
system time values; this occurs when the robot arm 
is in function.
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3. After each batch inspection, a Statistical Report 
can be generated. This report provides the real­
time information on:
a. Total inspected parts,
b. Total passed parts and percentage,
c. Total failed parts and percentage,
d. Each control structure status, and
e. total inspection time (in seconds).
Reports 1 and 2 are useful in the fault tolerance 
analysis and Reports 2 and 3 are useful in evaluating the RCV 
inspection system behavior.




RCV SYSTEM TIME WITH SEQVR
MEAN
SYST W/NF SYST W/CPF SYST W/CMF
96 17.41 13.86 12.82
97 26.10 10.94 16.34
98 38.72 11.00 19.60
99 13.97 13.04 20.57
100 20.18 15.53 16.01
101 17.18 11.75 22.50
102 26.22 13.66 21.16
103 42.75 16.22 40.82
104 13.75 34.15 17.72
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MEAN 16.62 11.85 17.74 11.59
SYST W/NF SYST W/CPF SYST W/CMF
96 13.16 10.75 36.21
97 15.12 17.63 15.72
98 12.87 14.51 10.65
99 20.85 5.56 10.60
100 31.79 10.67 15.63
101 14.22 15.66 10.66
102 14.53 14.00 15.88
103 17.30 14.07 12.85
104 12.43 10.63 13.64








Std Err of Coef. 0.242719383
Constant 
Std Err of Y Est 
R Squared









Std Err of Coef. 0.575159107
Constant 
Std Err of Y Est 
R Squared









Std Err of Coef. 0.048173335
Constant 
Std Err of Y Est 
R Squared
No. of Observations 
Degrees of Freedom
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RCV SYSTEM TIME WITH CENTC
PART NO. SYST W/NF SYST W/CPF SYST W/CMF SYSTW/CPMF
96 56.17 109.80 81.84 63.00
97 69.09 79.57 77.76 77.70
98 68.62 101.69 77.70 55.73
99 64.28 71.86 57.55 57.38
100 69.63 68.17 71.85 71.94
101 66.64 70.87 76.83 70.06
102 85.95 69.55 57.14 71.29
103 67.61 79.12 55.75 74.36
104 75.29 87.06 56.35 65.66
105 77.45 107.16 60.33 71.34
70.07 84.49 67.31 67.85
NF-CPF Regression Output:
Constant 
Std Err of Y Est 
R Squared













Std Err of Y Est 
R Squared













Std Err of Y Est 
R Squared








Std Err of Coef.
0.308606338
0.298435497
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MEAN 31.04 29.49 33.19 35.82
SYST W/NF SYST W/CPF SYST W/CMF
96 23.99 26.45 33.50
97 28.84 31.20 30.70
98 32.73 27.99 30.40
99 23.20 26.91 30.62
100 33.94 35.06 30.51
101 31.83 37.33 31.65
102 23.81 28.61 27.55
103 31.18 29.56 30.73
104 40.03 27.56 32.66








Std Err of Coef. 0.225795687
Constant











Std Err of Coef. 0.331166836
Constant











Std Err of Coef. 0.45745782
Constant
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RCV SYSTEM TIME WITH FLXC SEQVRF
PART NO. SYST W/NF SYST W/CPF SYST W/CMF SYST W/CPMF
96 30.18 30.46 45.52 36.04
97 40.67 38.81 35.55 33.73
98 37.46 67.20 39.87 37.47
99 36.00 56.61 35.46 31.41
100 35.70 36.50 36.56 34.40
101 63.43 67.31 35.75 33.62
102 40.07 35.45 48.41 32.78
103 30.24 63.83 63.00 34.00
104 12.34 52.09 66.12 56.80
105 50.36 36.10 45.75 33.97







X Coeff icient(s) 0.127102254
Std Err of Coef. 0.383230838
Constant











Std Err of Coef. 0.225862323
Constant











Std Err of Coef. 0.142109169
Constant
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RCV SYSTEM TIME WITH FLXC SEQFC











MEAN 32.39 39.41 60.38 35.22
96 33.26 42.16 51.43
97 37.77 52.50 62.10
98 31.04 32.26 58.54
99 30.67 36.40 65.50
100 35.40 31.26 52.54
101 31.88 33.40 45.62
102 25.53 56.87 84.73
103 28.30 29.62 57.77
104 33.53 43.22 65.30








Std Err of Coef. 0.869747195
Constant 
Std Err of Y Est 
R Squared









Std Err of Coef. 0.880165071
Constant 
Std Err of Y Est 
R Squared









Std Err of Coef. 0.297776121
Constant 
Std Err of Y Est 
R Squared
No. of Observations 
Degrees of Freedom
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RCV SYSTEM TIME WITH FLXC HYRFC
PART NO. SYST W/NF SYST W/CPF SYST W/CMF SYST W/CPMF
96 126.80 102.72 70.64 96.12
97 77.18 72.00 70.54 70.02
98 79.60 80.17 71.76 76.23
99 80.23 75.64 73.50 69.47
100 53.27 82.20 176.37 64.90
101 91.77 82.13 72.82 54.52
102 70.17 81.20 57.21 114.99
103 78.88 103.00 62.70 67.76
104 77.26 80.54 70.36 57.67
105 100.30 112.75 75.53 55.55
83.55 87.24 80.14 72.72
NF-CPF Regression Output:
Constant




















Std Err of Coef. 0.542992512
Constant
















Std Err of Coef.
0.109787704
0.344088668
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RCV SYSTEM TIME WITH FLXC CENTFC 
PART NO. SYST W/NF SYST W/CPF SYST W/CMF SYST W/CPMF
96 104.90 670.02 140.88 77.29
97 110.24 235.80 162.41 104.90
98 162.76 566.77 150.75 119.65
99 129.66 216.87 161.55 170.27
100 136.45 665.36 134.23 162.87
101 106.06 545.11 143.51 106.59
102 104.56 635.02 138.62 67.42
103 102.43 370.50 138.73 77.01
104 115.40 402.71 138.16 81.60
105 171.35 402.98 165.24 117.46
124.38 471.11 147.41 108.51
NF-CPF Regression Output:
Constant



































Std Err of Coef. 0.422706565
Constant
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