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Abstract
In this paper we study a fast deconvolution technique for the image restoration problem of the Large Binocular Telescope (LBT)
interferometer. Since LBT provides several blurred and noisy images of the same object, it requires the use of multiple-image
deconvolution methods in order to produce a unique image with high resolution. Hence the restoration process is basically a linear
ill-posed problem, with overdetermined system and data corrupted by several components of noise.
Here the preconditioned conjugate gradient method is used to obtain regularized reconstructions within few iterations. In particular,
we study the effectiveness of some preconditioners which have been previously proposed for discrete ill-posed problems. These
preconditioners can be considered as regularizing tools since they are able to increase the speed of convergence without amplifying
the reconstruction from components with high noise. A wide set of numerical tests will conﬁrm the useful properties of the technique.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The Large Binocular Telescope (LBT) is an interferometric telescope which provides high resolution astronomical
images. The interferometry process is obtained by means of two pupils placed on a common mount which can be
rotated on its own center [20]. The orientation of the mount, called the center-to-center baseline, has a fundamental
role in the process of image formation, since the diffraction-limited resolution is higher in the direction of the baseline
than in the orthogonal direction [2,9].
With the aim of obtaining a high resolution over all the directions, that is, in order to get a good coverage of the u–v
spatial frequency plane [3], it is necessary to rotate the system and to perform a number of observations corresponding
to different orientations of the baseline. The image reconstruction problem of LBT is then the following one: after
acquiring different images of the same part of the vault of heaven, we have to restore the (unique) original signal. This
way, a high-resolution image of the astronomical target is extracted from a set of blurred and noisy interferometric
observations. This problem is usually referred as multiple-image deblurring.
The LBT multiple-images deblurring is a linear ill-posed problem, and the corresponding discrete linear system has
ill-determined rank. Since LBT is a ground telescope, many sources of noise degrade the image formation. The quality
of the images depends on a wide range of factors, mainly due to variations of the sky conditions. In addition, since
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the interferometric image formation is located in the infrared frequencies, the image formation process is corrupted
by some thermal emissions, usually denoted as background [9]. The reconstruction procedures need regularizing
techniques which allow us to ﬁlter out the components of data corrupted by these sources of noise. Moreover, the
LBT has a partial adaptive optics apparatus, whose purpose is to correct from the atmosphere turbulence effects on
each pupil. The adaptive optics is based on a feedback control system, which needs a very fast computation. On these
grounds, in summary the LBT multiple-image deblurring problem has to be solved by fast and regularizing algorithms.
In this paper, we propose and compare some preconditioned conjugate gradient (PCG) iterations for the real problem
of the LBT multiple-image deblurring. We show that fast convergence speed and high noise ﬁltering can be achieved
only if preconditioners have suitable regularization properties. In particular, we study some already known “regularized”
versions [19,13] of the optimal and superoptimal preconditioners [4,26], showing that these preconditioners reduce
strongly the number of iterations without amplifying the components related to the noise on the data. With respect to
the previous literature, where such basic regularization preconditioners were introduced in simpliﬁed settings, here we
extend the arguments to the 2D and multiple-objects case. A numerical simulation of the technique, based on some test
data suitably made for the LBT model by the AirY group [8], represents a ﬁrst attempt to deal with a real application.
We will show that the ﬁrst family of preconditioners, that is, the ﬁltered optimal preconditioners, gives the best
results, but unfortunately it requires a very accurate and difﬁcult spectral analysis of the noise on the data. On the
other hand, the second family, related to the superoptimal one, is more robust and reliable, since it is less sensitive
with respect to inaccurate estimates of the components with noise. This way, although the technique we propose in this
paper does not involve directly the adaptive optics, the second family could be useful also for that feed-back control
system, since it provides fast restorations with sufﬁciently high accuracy and reliability.
The outline is as follows. In Section 2 we introduce the multiple-images formation process of LBT and the recon-
struction inverse problem. In Section 3, we show the PCG method for LBT. The generalization of the regularized
optimal and superoptimal preconditioners to the LBT model is given in Sections 4 and 5, respectively. Section 6 is
devoted to a wide set of numerical tests and in Section 7 some ﬁnal comments end the paper.
2. The Large Binocular Telescope (LBT) model
The multiple-image formation process of the LBT model can be represented by a set of integral operators. Any
operator corresponds to a particular orientation of the center-to-center baseline of the telescope.
We assume that the telescope acquires P ∈ N interferometric images gj (j = 1, . . . , P ) of the same object fo from
P different baseline orientations. In ﬁrst analysis, the mathematical model which describes the formation of the j th
image is the following Fredholm integral operator of ﬁrst kind [17,1]
gj (x, y) =
∫
R2
K˜j (x, y, , ) fo(, ) d d + bj (x, y) + sj (x, y), (1)
where gj : R2 → R is the j th interferometric observed image, fo : R2 → R is the true (unknown) target image,
K˜j : R4 → R is the integral kernel of the operator (PSF) associated with the j th acquisition, bj : R2 → R is the
j th background due to the thermal emission, and sj : R2 → R is the j th additive noise [2]. Here we consider a
shift-invariant PSF, that is, the kernel K˜j depends only on the relative positions between the points (x, y) and (, ).
If we consider K˜j (x, y, , ) =Kj (x − , y − ), whereKj : R2 → R is the space-invariant kernel, then image
formation operator (1) reduces to a simple convolution operator.
The image reconstruction problem is the inverse of the formation process: given the P interferometric observations
gj (j = 1, . . . , P ), we have to recover a suitable approximation of the true image fo.
In the discrete setting, for the sake of simplifying the notation, we deal with square N ×N images. The discretization
of (1) gives rise to a simple matrix operator as follows. Given a generic image r , we consider the related column-ordered
vector r, which is the block vector r = (r0, r1, . . . , rN−1)t such that rk = (r(0, k), r(1, k), . . . , r(N − 1, k))t is the
kth column of the N × N image r . On these grounds, let fo, gj , sj , and bj be the column-ordered vectors of the
corresponding discrete quantities of (1), for j = 1, . . . , P .
In an analogous way, we deﬁne the column-ordered matrix Aj of the integral operator (1) as follows. Let K˜j
(m, n, p, q), for m, n, p, q =0, . . . , N −1, denote the discretization of the kernel of the j th operator, and let K˜j (m, n)
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be the N × N matrix such that (K˜j (m, n))(p, q) = K˜j (m, p, n, q). The discrete operator Aj is the N × N block
matrix with N × N matrix blocks such that its (r, s)th block [Aj ]r,s is the matrix K˜j (r, s). Thus, the discretization of
(1) gives rise to the following matrix operator:
gj = Aj fo + sj + bj . (2)
If the kernel K˜j is space-invariant, the discrete column-ordered formulation leads to Toeplitz matrices [16]. Indeed,
since (K˜j (m, n))(p, q)= K˜j (m, p, n, q)=Kj (m− n, p − q)= (Kj (m− n))(p − q), then Aj is an N2 ×N2 block
Toeplitz with Toeplitz blocks matrix (BTTB). The matrix Aj has the following 2-level block Toeplitz structure
Aj =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Kj(0) Kj (−1) . . . Kj (−N + 2) Kj (−N + 1)
Kj (1) Kj (0) Kj (−1) . . . Kj (−N + 2)
... Kj (1) Kj (0)
. . .
...
Kj (N − 2) . . . . . . . . . Kj (−1)
Kj (N − 1) Kj (N − 2) . . . Kj (1) Kj (0)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where every block Kj(l) is again a Toeplitz matrix whose ﬁrst column and ﬁrst rows are, respectively, ([Kj(l)](0),
[Kj(l)](1), . . . , [Kj(l)](N − 1))t and ([Kj(l)](0), [Kj(l)](−1), . . . , [Kj(l)](−N + 1)).
The pointwise element (r2, s2) of the (r1, s1) matrix block is
[Aj ]r,s = (Kj (r1 − s1))(r2 − s2),
where r = (r1, r2) and s = (s1, s2) are two index vectors with r1, r2, s1, s2 ∈ {1, . . . , N} [16].
Under these notations, the entire formation process can be compactly represented. Let A be the PN2 × N2 global
PSF matrix deﬁned as follows:
A = (A1,A2, . . . ,AP )T,
where now the symbol T denotes the transposition with respect to the block structure only. Similarly, let the PN2
column vectors g = (g1, g2, . . . , gP )T, s = (s1, s2, . . . , sP )T, and b = (b1,b2, . . . ,bP )T be, respectively, the global
image vector, the global error vector, and the global background vector. We collect all the equations (2) for j =1, . . . , P
into the following PN2 × N2 linear system
g = Afo + s + b.
This overdetermined system is solved by the least-squares problem
arg min
f
‖Af − g‖2, (3)
which gives rise to the N2 × N2 normal equation
A∗Af = A∗g, (4)
where A∗ denotes the adjoint operator of A, that is, its conjugate transpose. We notice that the latter equation can be
simply written as follows:
P∑
j=1
A∗jAj f =
P∑
j=1
A∗jgj , (5)
which represents the discrete characterization of the LBT multiple-image reconstruction problem.
Since the continuous Fredholm operator (1) is ill-posed [1], the least-squares matrix A∗A of the discrete formulation
has ill-determined rank. The normal equation (4) must be solved by using special techniques that are able to ﬁnd
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solutions which are not sensitive to the noise on the data, namely regularization algorithms [12,1]. In particular, in the
next section we introduce the (preconditioned) conjugate gradient method which is known to belong to the class of
iterative regularization algorithms for ill-posed problems.
3. The preconditioned conjugate gradient method for LBT
The conjugate gradient (CG) algorithm is a widely used iterative method for linear systems. One of the most
interesting features of this method is the regularizing property of its iterations [23,24,18]. Basically, the ﬁrst iterations
recover the solution from components with low noise (i.e., low frequencies), while components highly corrupted by
noise (i.e., high frequencies) affect the restoration process in the subsequent iterations only. The convergence speed of
the CG method depends on the distribution of the singular values of the system matrix, and the convergence is fast if the
singular values of the system are well clustered around a point away from zero. In order to speed up the convergence,
the linear system (4) is usually preconditioned, so that the speed is related to the singular values of the preconditioned
matrix [6].
For the LBT model, let the N2 × N2 invertible matrix C be the preconditioner. The preconditioned least-squares
problem reads as follows:
arg min
y
‖AC−1y − g‖2,
where the unknown is the N2 column-ordered vector y, related to the solution f of (3) by f = C−1y. Even though the
analytical solution f is equivalent to the one of (3), the CG method applied to the preconditioned system leads to a
convergence whose speed depends on the spectrum of C−∗A∗AC−1 (see e.g. [6]).
The PCG algorithm for the LBT problem (4) can be written as follows. According to (3), let f (0) be an arbitrary initial
approximation, possibly null, of the solution of the LBT system (4) and let f (i) denote the ith iteration of the method.
Let the initial guess deﬁned as follows:
r(0) = g − Af (0),
p(0) = C−∗A∗r(0),
s(0) = p(0),
0 = ‖s(0)‖22,
and compute, for i = 0, 1, 2, . . . ,
q(i) = AC−1p(i),
i = i‖q(i)‖22
,
f (i+1) = f (i) + iC−1p(i),
r(i+1) = r(i) − iqi ,
s(i+1) = C−∗A∗r(i+1),
i+1 = ‖s(i+1)‖22,
i =
i+1
i
,
p(i+1) = s(i+1) + ip(i),
until a (pre-speciﬁed) stopping rule is satisﬁed.
Notice that each solution f (i+1) may be explicitly computed at the end of the iterations only.
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As already remarked, the matrix C−∗A∗AC−1 has to cluster away from zero its singular values in order to speed
up the convergence. More simply, we search for a preconditioner C such that C∗C is a suitable approximation of the
system matrix A∗A. It is important that the preconditioner involves low computational costs. In the Toeplitz case,
the preconditioners usually belong to trigonometric matrix algebras, such as, circulant, Tau, Hartley spaces, where
diagonalization and matrix-vector product cost O(N2 logN) for an N2 × N2 matrix [6].
Unfortunately, in the LBT multiple-image restoration problem, preconditioning techniques may give rise to poor
regularization features. Indeed, it is known that the PCG method may provide totally unsatisfactory results when
applied to discrete ill-posed problems, since the high convergence speed causes high noise ampliﬁcation just at the
ﬁrst iterations. In order to regularize the iterations of the PCG, the preconditioner C∗C must approximate the system
matrix A∗A in the subspace of the components less sensitive to data errors, that is, in the so-called signal space [19].
On the other hand, C∗C should be able to ﬁlter out the noise of the data, usually related to eigenspace of A∗A with the
smallest eigenvalues, usually called noise space.
In the next two sections, we test two classes of circulant preconditioners for the LBT ill-posed linear system (4). The
ﬁrst one is a slight modiﬁcation of the ﬁrst regularized optimal preconditioner developed in [19]; the second one is the
generalization of the ﬁltering superoptimal preconditioner developed in [13].
4. The ﬁltered optimal preconditioners for LBT
We consider the trigonometric matrix algebra C of the N × N block circulant with N × N circulant blocks ma-
trices (BCCB), which is diagonalizable within O(N2 logN) operations by 2D-FFT [21]. The aim is to generalize the
deﬁnition of the Chan optimal preconditioner [4] to the LBT linear system (4), where the N2 × N2 system matrix is
A∗A =∑Pj=1 A∗jAj . A very similar approach was ﬁrst proposed in [5] for a 2D least-square problem with Tikhonov
regularization.
According to Chan [4], the optimal circulant preconditioner Gj ∈ C of the N2 ×N2 BTTB matrix Aj , is the N2 ×N2
BCCB matrix such that
Gj = arg min
X∈C
‖Aj − X‖F, (6)
where ‖ • ‖F is the Frobenius norm. This minimization problem (6) can be solved by using an explicit formula, that
gives the entries of Gj by means of Cèsaro weighted averages of the elements of Aj . In particular, we denote the
ﬁrst block-column of the preconditioner Gj by the block-vector (Gj (0),Gj (1), . . . ,Gj (N − 1))T, where any block
Gj(l) is the circulant matrix whose ﬁrst column is Gj(l) = ([Gj(l)](0), [Gj(l)](1), . . . , [Gj(l)](N − 1))t . By direct
algebraic computations [4], it can be shown that
Gj(k) = N − k
N
G˜j (k) + k
N
G˜j (k − N), 0k <N ,
where any G˜j (s), for (−N + 1)s(N − 1), is the circulant matrix such that
[G˜j (s)](l) = N − l
N
[Aj(s)](l) + l
N
[Aj(s)](l − N), 0 l <N .
As already mentioned, the eigenvalues of N2 × N2 BCCB matrices can be computed within O(N2 logN) operations
by 2D-FFT. In particular, if j = diag(1;j , 2;j , . . . , N2;j ) denotes the diagonal matrix of the N2 eigenvalues of Gj ,
we can write
Gj = F ∗jF ,
where F = F1 ⊗ F1 is the N2 × N2 unitary 2D Fourier matrix, computed by the Kronecker product ⊗ of two unitary
N × N 1D Fourier matrices F1. The circulant optimal preconditioner for LBT is deﬁned straightforwardly.
Deﬁnition 1. Let Gj ∈ C for j = 1, . . . , P , denote the BCCB optimal preconditioner (6) of the matrix Aj which
corresponds to the j th blurring operator of the LBT model (1). The circulant optimal preconditioner G ∈ C for the
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PN2 × N2 LBT system matrix A is the N2 × N2 BCCB matrix such that
G∗G =
P∑
j=1
G∗jGj . (7)
Since both Gj and G∗j belong to the same algebra C, it is simple to show that
G = F ∗
⎛
⎝ P∑
j=1
∗jj
⎞
⎠
1/2
F = F ∗
⎛
⎝ P∑
j=1
diag(|1;j |2, |2;j |2, . . . , |N2;j |2)
⎞
⎠
1/2
F
= F ∗
⎛
⎜⎝diag
⎛
⎜⎝
⎛
⎝ P∑
j=1
|1;j |2
⎞
⎠
1/2
,
⎛
⎝ P∑
j=1
|2;j |2
⎞
⎠
1/2
, . . . ,
⎛
⎝ P∑
j=1
|N2;j |2
⎞
⎠
1/2
⎞
⎟⎠
⎞
⎟⎠F .
In the case of well-conditioned matrices, PCG with circulant optimal preconditioner is widely used since it provides
fast and accurate solutions (see the references of [6]). Unfortunately, this preconditioner does not give good results in
the case of matrices with ill-determined rank arising in inverse problems [19]. In particular, the same happens for the
global preconditioner G, as the numerical tests of Section 6 will conﬁrm. Our aim is to modify the “unregularized”
preconditioner G by means of spectral ﬁltering, in order to improve its regularization features and reduce the negative
effects of the noise in the restoration process. Following the ﬁrst idea of Hanke et al. [19], let Us and U denote,
respectively, the signal space and the noise space related to the operator A, with respect to the noisy data g. Here we
develop a N2 × N2 preconditioner G˜ ∈ C such that
G˜−∗A∗AG˜−1 ≈ I in Us ,
and
G˜−∗A∗AG˜−1 ≈ −1A∗A in U.
The factor −1 represents the maximum ampliﬁcation value of the preconditioner in the noise space U, where  is
approximately the smallest eigenvalue of A∗A in the signal space. The preconditioner G˜ should give higher stability
then the ﬁrst proposal by [19], where  ≡ 1. Indeed, the factor −1 avoids hard jumps of discontinuity, passing from
Us toU (see further information related to 1D setting in [14,15]). The modiﬁed preconditioner G˜ acts mainly inUs ,
so that the convergence speed of the CG method is high in this “good” space only.
For the computation of G˜, we ﬁlter all the circulant optimal preconditioners Gj associated with the corresponding
transferring matrices Aj . More precisely, after ﬁxing a threshold j for the j th operator Aj , we deﬁne the j -regularized
N2 × N2 BCCB optimal preconditioner Gj,j ∈ C of the j th operator Aj as follows
Gj,j = F ∗j,j F . (8)
Here the diagonal elements of the diagonal matrix j,j = diag(1;j ;j , . . . , N2;j ;j ) which collects the eigenvalues
of Gj,j are
r;j ;j =
{
r;j if r;j > j ,
j if r;j j ,
for r = 1, . . . , N2, (9)
where, as before, r;j are the eigenvalues of the preconditioner Gj . Notice that the eigenvalues of Gj,j are a ﬁltered
version of the eigenvalues of Gj . Now, the global preconditioner can be deﬁned as follows.
Deﬁnition 2. Let = (1, 2, . . . , P ) denote the vector which collects all the threshold values of the preconditioners
Gj,j , for j = 1 . . . P . The -regularized optimal preconditioner G ∈ C for the PN2 × N2 LBT system matrix A, is
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the N2 × N2 BCCB matrix such that
G∗G =
P∑
j=1
G∗j,j Gj,j . (10)
Again, we have that G = F ∗
(∑P
j=1 ∗j,jj,j
)1/2
F . This preconditioner guarantees a control on each noise space
associated with any different acquired image gj . This is very useful for LBT, because there may be very different levels
of noise in correspondence of different observations, due to a varying state of the sky. It is worth noting that the idea
of choosing different truncation parameters j for computing the regularized preconditioners was ﬁrst introduced in
[22] for a problem of single image restoration. In that paper, the authors propose a space-varying restoration based on
image segmentation: the image is segmented into non-overlapping regions, and, for each region, a particular truncation
parameter is chosen according to the “local” amount of activity, that is, to the signal and noise subspaces of the region.
This way, the level of restoration can vary according to the ﬁltering properties of the preconditioner in the various regions
of the image. That approach can be compared with the one of the present paper, since each segment can be identiﬁed
with a different acquired image gj , which is a non-overlapping portion of the full “single data” g = (g1, g2, . . . , gP )T.
We remark that it is important to obtain a good estimation of the threshold levels 1, 2, . . . , P for all the ﬁlters (9). In
our tests, we adopt the strategy ﬁrstly proposed in [19]. In particular, we look for information about the extension of the
signal subspace of any (“unregularized”) preconditioner Gj , by analyzing the spectral distribution of the correspondent
noisy data gj . Indeed, with the help of the Fourier spectral decomposition of gj , it is possible to estimate the components
of Gj which belong to the noise space, since the smallest Fourier harmonics of gj , approximately of constant size,
are only due to noise effects. The spectral decompositions of both gj and Gj give the threshold value j for the
corresponding preconditioner matrix Gj ;j . By repeating the procedure for any j = 1, . . . , P , we obtain the vector
= (1, 2, . . . , P ) for the -regularized optimal preconditioner G ∈ C of Deﬁnition 2. In Section 6, we report some
numerical tests and we explain the strategy explicitly, providing useful information about particular implementation
problems.
5. The circulant ﬁltering superoptimal preconditioners for LBT
In this section we study a ﬁrst generalization of the Tyrtyshnikov [26] superoptimal preconditioner for the LBT
image restoration problem. In [11], Di Benedetto and Serra Capizzano have shown that, under suitable assumptions, the
circulant superoptimal approximation gives rise to good ﬁltering capabilities since the two matrices behave dissimilarly
in the noise space. Basically, in the signal space the superoptimal preconditioner is a good approximation of the system
matrix, and, in the noise space, the eigenvalues of the system matrix become inﬁnitesimal while the eigenvalues of
the superoptimal preconditioner stay bounded away from zero. This is a very useful property for discrete ill-posed
problems, since the corresponding resolution by PCG method is fast in the signal space and slow in the noise space. It
should be stressed that this behavior is really uncommon with other widely used preconditioners, such as the Strang
natural and the Chan optimal ones, which approximate the system matrix all over its spectrum.
In order to extend and control these regularizing effects, in [13] we introduced the ﬁltering superoptimal approxi-
mation of a system matrix T , deﬁned as the matrix P ∈M such that
P = arg min
X∈M
‖X−1T − C‖F,
where M denotes a matrix algebra and the matrix C ∈ M is a ﬁxed spectral ﬁlter. Basically, the ﬁlter C must
approximate the null operator in the noise space and the identity matrix in the signal space. The main feature is
that the preconditioner P speeds up the convergence of the CG method only in the signal space, leaving unchanged,
or even reducing, the speed of convergence in the noise space. Notice that the ﬁltering superoptimal approximation
is a generalization of the Tyrtyshnikov superoptimal one, having the latter one the identity matrix I in the place of the
ﬁlter C.
In [13] a particular circulant ﬁlter C leads to a family of preconditioners for the 1D case, that have been called
circulant ﬁltering superoptimal preconditioners (CFSO). Here we extend the deﬁnition of CFSO preconditioners to the
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2D and multiple-image case of LBT. With notations similar to the previous section, let C be the matrix algebra of the
N2 ×N2 BCCB matrices. According to [13], the k-stage CFSO preconditioner Hk;j ∈ C associated to Aj , for k ∈ N,
is the N2 × N2 BCCB matrix such that
Hk;j = arg min
X∈C
‖X−1Aj − Dk;j‖F, (11)
where the “ﬁlter” matrix Dk;j ∈ C is the following
Dk;j =
{ I k = 0,
GjH−1k−1;j k > 0,
and Gj is the circulant optimal preconditioner (6) of Aj . The k-stage CFSO preconditioner Hk;j ∈ C has the following
explicit representation
Hk;j = (P(A∗jAj ))k+1(P(A∗j ))−(2k+1),
where P(B) ∈ C denotes the N2 ×N2 circulant optimal preconditioner P(B)= arg minX∈C‖B−X‖F of the previous
section (that is, P(Aj ) = Gj ). Thanks to the latter formula, if Aj is Hermitian we can extend the family to real values
k − 1 [14], by considering H−1;j ≡ P(A∗j ) = P(Aj ) = Gj . Recalling (8), since Hk;j ∈ C we have that
Hk;j = F ∗k;jF , (12)
where k;j is the diagonal matrix composed by the N2 eigenvalues of Hk;j . Although A∗jAj is generally not a
Toeplitz matrix, by means of a decomposition into 2-level circulant and skew-circulant matrices, any N2 × N2 CFSO
preconditioner Hk;j ∈ C is computed within O(N2 logN) operations as well as the optimal one (6). A sketch of the
algorithm for the computation of the 2D superoptimal preconditioner can be found in [10], which extends to the CFSO
family straightforwardly.
The deﬁnition of k-stage CFSO preconditioner Hk ∈ C for the global matrix A∗A is the following.
Deﬁnition 3. Let Hk;j ∈ C, for j =1, . . . , P , and k−1, denote the k-stage CFSO preconditioner (11) of the matrix
Aj corresponding to the j th PSF. The k-stage CFSO preconditioner Hk ∈ C for the global matrix A, is the N2 × N2
BCCB matrix such that
H∗kHk =
P∑
j=1
H∗k;jHk;j . (13)
By virtue of (12), we can write Hk = F ∗
(∑P
j=1 ∗k;jk;j
)1/2
F .
The CFSO family of preconditioners leads to good results for discrete ill-posed linear systems, as shown for 1D
setting in [13]. The parameter k of the family plays the role of regularization parameter. Large values of k provide
high noise ﬁltering and low convergence speed, while, on the contrary, small values give fast reconstructions and large
noise ampliﬁcation. The choice of the parameter is brieﬂy discussed in the next numerical section, where we test and
compare both the families (10) and (13).
6. Numerical results
In this section, some numerical experiments allows us to study the properties of the PCG method with -regularized
optimal preconditioners (10) and k-stage CFSO preconditioners (13). The numerical code has been implemented in
IDL 5.4 (Interactive Data Language) and performed on a IBM PC, with ﬂoating-point precision of 10−8.
In all the examples, the “true” test image fo to recover is a 128 × 128 image of the galaxy NGC 1288 (see Fig. 1
(a)). The LBT interferometric PSFs, corresponding to different orientations of the baseline, are numerically estimated
by means of cosine-modulated Airy functions, as explained in [9]. Two of these interferometric PSFs, corresponding
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Fig. 1. Original and reconstructed images.
Fig. 2. Point spread functions and related blurred and noisy images.
to the 0◦ and the 135◦ orientations of the baseline, are shown in Fig. 2(a1–a2). The test image fo and the IDL routines
for generating the PSFs and adding the noise have been provided by the AirY Group [8].
According to (1) and (2), any LBT observed image gj is formed by the convolution between the true image and the
j th correspondent PSF. In particular, the values of gj are given by the sum of the number of detected photoelectrons
due to the radiation of both the convolution Aj fo and the background bj , with the addition of the noise sj . Using the
routines from the AirY package, for any j = 1, . . . , P , both Aj , fo and bj are simulated by realizations of independent
Poisson processes (whose sum is also a Poisson process), while sj is the realization of a Gaussian process with zero
mean (white noise) [2]. The relative noise ‖gj − Aj fo‖2/‖Aj fo‖2 on the data gj is about 2%, or equivalently, the
signal-to-noise ratio is about 34, for all the P input images. Two examples of blurred and noisy images, related to
the PSF of Fig. 2(a1–a2), are shown in Fig. 2(b1–b2). For a deep analysis of this model (PSF and error components),
see [9].
We consider three different multiple-image deconvolution problems (4), corresponding to P = 4, 6 and 8 acquired
images. In order to cover as much u–v frequencies as possible [3], the orientations of the baseline are uniformly
equispaced by (	/P ) radians. The accuracy of the results is measured by the relative restoration errors RREi =
‖f (i) − fo‖2/‖fo‖2, where f (i) is the restored image at the ith PCG iteration.
The CG method is ﬁrst tested with no preconditioning techniques. In this case, the relative restoration errors RREi
have a minimum, by virtue of the so-called “semi-convergence” [1], as shown by dotted line of Fig. 4 (CG best recon-
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Fig. 3. Choice of the truncation level j : modulus of the Fourier components of Gj in decreasing order (dot-dashed line) and related modulus of the
Fourier components of the image gj .
struction with RREi =0.0538 at iteration 19). This reﬂects the regularization property of the CG method: in the ﬁrst 19
iterations, the CG method gives better and better reconstructions; in the subsequent ones, the components of the data re-
lated to the noise start to dominate the restoration process, and the reconstruction gets worse. This best CG reconstructed
image is shown in Fig. 1(b). Compared with other regularizing methods [2], the image has approximatively the same
quality.
The following step of our study is to increase the speed of convergence by preconditioning. Firstly, the simple optimal
preconditioner (7) has been tested. As already explained in Section 4, this preconditioner does not lead to good results,
since it inherits the ill-posedness of the system matrix A∗A. The best PCG reconstruction with optimal preconditioner
is shown in Fig. 1(c), and it is completely wrong. Since the optimal preconditioner does not provide any regularization
feature, the noise ampliﬁcation is very high, and dominates totally the restoration process. It is quite evident that we
must use preconditioners with regularization effectiveness, such as, for instance, the two families of Deﬁnitions 2
and 3.
Concerning the -regularized optimal preconditioner G, for any PSF Aj we have to ﬁnd the threshold value j of
(9), which discriminates between signal and noise spaces. As brieﬂy stated, we adopt the strategy proposed in [19]:
the aim is to estimate the Fourier components of the image gj where the noise dominates on the signal. The Fourier
spectral components of the (“unregularized”) preconditioner Gj is associated with the estimated noise space, and often
this procedure provide a sufﬁciently good truncation parameter j . We summarize the procedure for a single j (that
is, for the j th image), by the following three steps:
(I) Collect in decreasing order the N2 Fourier components (by 2D-FFT) of the optimal operator Gj .
(II) With respect to the same ordering of (I ), look at the N2 Fourier components of the N × N image gj and choose
the ﬁrst index, say r , such that all the following harmonics have approximately small widths of constant size.
(III) The width of the rth Fourier components of Gj is the truncation parameter j for the ﬁltered optimal preconditioner
Gj,j .
A graphic example of the three steps, for a ﬁxed j , is given in Fig. 3. Here a possible choice of the noise subspace
U corresponds to all the frequencies above the 2500th, and the truncation level j is about 0.01. However, it is really
important to remark that the procedure is not simple to be applied. Indeed, there is a large set of “reasonable” indices
where the Fourier components of gj start to be approximately constant, which unfortunately gives rise to very different
truncation parameters j . In the ﬁgure, the value j =0.1, which has given the best restoration, is plotted. It corresponds
to a noise subspace generated by all the frequencies above the 1000th.
In order to ﬁnd the threshold vector , we have to repeat the three previous steps for any Gj with j = 1, . . . , P . For
the sake of simplicity, in this test all the images gj are affected by the same level of noise, and thus all the P values j
are chosen equal.
Concerning the preconditioners of the second family (13), some CFSO preconditioners Hk , with different values of
the regularization parameter k, have been used.
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Table 1
CG vs PCG with G and Hk preconditioners
P No Prec. G j ≡ 0.1 Hk k = 0
Iter. i RREi Iter. i RREi Iter. i RREi
4 19 0.0538 10 0.0541 6 0.0643
6 26 0.0468 13 0.0473 8 0.0550
8 26 0.0453 14 0.0458 8 0.0539
0.14
0.12
0.10
0.08
0.06
0.04
0 10 20 30
No Prec.
Opt. Prec. (best cut)
CFSO k=0
Fig. 4. Behavior of the convergence for the best preconditioners G and Hk with P = 8 images.
As brieﬂy mentioned, the higher the value of k is, the higher the ﬁltering of the noise space will be [13]. We
test the CFSO with k = − 12 , 0, 1 and 2. We recall that for k = −1 we have that the CFSO preconditioner H−1 is
the (“unregularized”) optimal circulant one G of Eq. (7) which, as previously shown, does not work at all. In our
experiments, the value k = − 12 still gives bad results, since it yet provides low regularization capabilities. The best
results have been attained by using preconditioners with parameter k close to zero, that is, close to the Tyrtyshnikov
one. Furthermore, the values k = 1 and k = 2 give a too high spectral ﬁltering, which leads to slow convergence and
poor reconstructions.
In Table 1, the best results obtained by CG (no preconditioner) and PCG with the two families of preconditioners
G and Hk are compared. We report the results related to the best choices of  and k. Fig. 4 shows the corresponding
convergence histories, that is, the relative restoration errors RREi vs. the iterations i, for P = 8.
Table 1 and Fig. 4 show that the best -regularized optimal preconditioner G gives better reconstructions than the
best k-stage CFSO preconditioner Hk . However Hk can be useful in order to obtain a fast convergence, since its use
allows us to reach the minimum in a very few iterations. PCG with G needs about a half of the iteration of (the
non-preconditioned) CG; PCG with Hk needs about a third of the iteration of CG.
As we did expect, the number P of different observations gives rise to different levels of accuracy: in Table 1 the
relative restoration error RREi decreases when the number of images increases. The computational cost goes up linearly
if a higher number P of images is used, by virtue of (5).
In Figs. 5 and 6, we show the best restored LBT images obtained by using the two PCG methods with P = 4, 6 and
8 acquisitions; these reconstructions correspond to the results of Table 1. The solution obtained by 8 input images is
better in both cases, especially for the resolution of the little stars along the arms of the spiral (cf. the little details of
the restored images).
The regularization parameter plays a very important role in the PCG restoration process, since it represents the
compromise between convergence speed and noise ﬁltering. Wrong choices of the parameter  for the preconditioner
G of (10), and wrong choices of the parameter k for the preconditioner Hk of (13), lead either to bad solutions or to
low convergence speed.
The PCG method with -regularized optimal preconditioners G gives bad solutions when the noise space is under-
estimated. If j is smaller than the optimal value, then the components related to the noise are not sufﬁciently ﬁltered
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Fig. 5. Best reconstructions with -regularized optimal preconditioner G, with j ≡ 0.1.
Fig. 6. Best reconstructions with CFSO preconditioner Hk with k = 0.
out. On the other hand, the PCG yields low convergence speed when j is too large. In this case, the PCG method gives
about the same results, in terms of convergence speed, as the usual (non-preconditioned) CG method. The convergence
history of too small j (j = 0.01, j = 0.025) and too large j (j = 1.25) for P = 4, are shown in Fig. 7, where the
best choice (j = 0.1) is compared.
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Tau-j = 1.25
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Tau-j = 0.025
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Fig. 7. Behavior of the convergence for different truncation levels  of G.
Table 2
Relative restoration errors and number of iterations for the -regularized optimal preconditioners G, with P = 4 images
j Iter. i RREi
0 1 > 1
0.0001 10 0.4405
0.001 9 0.1663
0.01 12 0.0741
0.025 9 0.0585
0.05 9 0.0549
0.1 10 0.0541
0.25 13 0.0539
1.25 19 0.0538
∞ 19 0.0538
No Prec. 19 0.0538
Table 3
Relative restoration errors and number of iterations for the k-stage CFSO preconditioners Hk
k 4 Images 6 Images 8 Images
Iter. i RREi Iter. i RREi Iter. i RREi
− 12 17 > 1 17 > 1 19 > 1
0 6 0.06439 8 0.05508 8 0.05392
1 9 0.06351 10 0.06202 10 0.06268
2 30 0.06046 26 0.05617 32 0.05717
Table 2 and Fig. 9 show the results of the -regularized optimal preconditioners in the case of P = 4 observations.
For several truncation levels j , we show the best relative errors and the respective number of iterations. The numerical
results corroborate that PCG is fast (few iterations) for small values of j , but it does not provides regularizing features
(the reconstructed images on the top of Fig. 9 are severely corrupted by artifacts due to low noise ﬁltering). On the
contrary, for large values of j , PCG is slow but provide good regularizing effectiveness (the reconstructed image is
approximatively the same as we could obtain without preconditioning techniques, see the last row of Fig. 9). The value
j ≡ 0.1 seems to be a good compromise between speed up and noise ﬁltering.
Regarding the k-stage CFSO preconditioners Hk , we have that for small values of the regularization parameter k
(approximatively between −1 and −0.5) the results are generally unsatisfactory, since the regularization effects are
weak (recall that H−1 is the “unregularized” optimal preconditioner G). On the other hand, for large values of k (that
is, greater than 1) the convergence speed is low. In our case, the relative restoration errors is always greater than 1
for k = − 12 (see the ﬁrst row of Table 3), while low convergence speed is obtained for k = 1 and k = 2 (see again
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CFSO k=0
Fig. 8. Behavior of the convergence for different stages k of Hk (6 images).
j ≡ 0.1 ; i = 10
No Precond. ; i = 19 True Image
j ≡ 0 ; i = 1
j ≡ 0.01 ; i = 12
j ≡ ∞ ; i = 19
j ≡ 0.25 ; i = 13 j ≡ 1.25 ; i = 19
j ≡ 0.025 ; i = 9 j ≡ 0.05 ; i = 9
j ≡ 10−3 ; i = 9j ≡ 10−4 ; i = 10
Fig. 9. Best PCG and number of iterations for different truncation levels  for the -regularized optimal preconditioners G, with P =4 input images.
Table 3). Fig. 8 shows the convergence history, for P =6 images, which conﬁrms such a behavior. Fig. 10 reports some
restored images, for k = 0, 1, 2 and P = 4, 6, 8, which correspond to the numerical values of Table 3 (also compare
Figs. 9 and 10, related to the two different families of preconditioners). As we can observe, for k = 0 the details of the
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k = 0 ; i = 6 k = 1 ; i = 9 k = 2 ; i = 30
k = 2 ; i = 26k = 1 ; i = 10k = 0 ; i = 8
k = 0 ; i = 8 k = 1 ; i = 10 k = 2 ; i = 32
No Precond. ; i = 19 True Image
Fig. 10. Best PCG and number of iterations for different k-stages of the CFSO preconditioners Hk .
arms are better solved, while for k = 1 the center of the galaxy with high light intensity is better. This conﬁrms again
the regularizing behavior of the CFSO family. For small values of k, the restoration is done by using more frequencies’
components than for large ones, and the restoration recovers small details. On the other hand, these components are
affected by noise, and the zone with low details are better restored by large values of k, such as k = 1.
7. Concluding remarks
In this paper we have studied two preconditioning techniques for LBT multiple-image deblurring by CG method.
Since the problem is ill-posed, the preconditioners must be endowed with regularization effectiveness. The family of
circulant ﬁltered optimal preconditioners [19] and the family of circulant ﬁltering superoptimal (CFSO) preconditioners
[13], have been tested and compared. Both of the two families have been extended to the multiple-image and multilevel-
case of LBT model, and both require the same O(N2 logN) numerical complexity, when the image size is N2 × N2.
The best result has been obtained by using -regularized optimal preconditioners. It has been shown that these
preconditioners give very good reconstructions with a number of iterations which is approximately one half of those
required without preconditioner. However, the choice of the threshold regularization parameters  is a difﬁcult task:
we have shown that the strategy which involves the spectral analysis of the noise space, ﬁrst introduced in [19], is not
simple to be applied.
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On the other hand, the CFSO preconditioners have given good reconstructions too, although a bit worse than the
previous ones. In such a case, the CFSO preconditioner with regularization parameter k = 0 exhibits a level of ﬁltering
which has been very satisfactory. Although the best CFSOs result is not as good as the best one by -regularized optimal
preconditioners, the CFSO preconditioner with a (ﬁxed) ﬁltering level can be used in order to have a fast reconstruction.
In a certain sense, the CFSO preconditioner yields an “automatic” regularization effectiveness, since it does not need
the difﬁcult spectral analysis which is necessary with the -regularized optimal preconditioners.
We remark that, if a good spectral analysis for the choice of the parameter  can be performed, then the -regularized
optimal preconditioner is better, since its use leads to the smallest relative restoration error. On the contrary, if we
need to build a fast preconditioner, we can consider the k-stage CFSO preconditioner, with a value of k which can
be ﬁxed, in ﬁrst attempt, equal to zero. For instance, a fast reconstruction is required by the problem of detecting the
atmospheric turbulence for the adaptive optics, in order to compensate the degradation due to atmospheric effects [7].
We can summarize that
• the -regularized optimal preconditioners give the best results but are more expensive and less robust, while
• the CFSO preconditioners give a bit worse results, but in this latter case the choice of the regularization parameter
is simpliﬁed, since these preconditioners are not too much sensitive with respect to inaccurate choices.
Future works will be addressed to the development of “automatic” methods which attempt to stop the iterations
sufﬁciently close to the best one, on the grounds of estimates of the ill-conditioned subspace based on the different
eigenvalues’distribution of the optimal and superoptimal approximations. The study of deconvolution problems deﬁned
on arbitrary multidimensional domains will be considered too (see e.g. [25]), in order to extend the range of applications
of the proposed regularizing techniques.
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