Abstract. In this contribution, we study the problem of prior selection arising in Bayesian inference. There is an extensive literature on the construction of non informative priors and the subject seems far from a definite solution [1]. Here we revisit this subject with differential geometry tools and propose to construct the prior in a Bayesian decision theoretic framework. We show how the construction of a prior by projection is the best way to take into account the restriction to a particular family of parametric models. For instance, we apply this procedure to the curved parametric families where the ignorance is directly expressed by the relative geometry of the restricted model in the wider model containing it.
INTRODUCTION
Experimental science can be modeled as a learning machine mapping the inputs . Then the role of statistical learning become trying to find a joint distribution ¥ § ¦ 5 $ belonging in general to the whole set of probability distributions and to exploit the maximum of relevant information to provide some desired predictions. In this paper, we suppose that we are given some training data and some information about the mapping which consists in a model and how this expression reflects the relationship between a restricted model and the closer set of ignorance containing it are the main objectives of this paper. We show the prior expression depends on the chosen geometry (subjective choice) of the set of probability measures. We show that the entropic prior [Rodriguez ¤ h g i g p ¤ , [2] ] and the conjugate prior of exponential families are special cases related to special geometries.
In section I, we review briefly some concepts of Bayesian geometrical statistical learning and the role of differential geometry. In section II, we develop the basics of prior selection in a Bayesian decision perspective and we discuss the effect of model restriction both from non parametric to parametric modelization and from parametric family to a curved family. In section III, we study the particular case of q -flat families where previous results have explicit formula. In section IV, we come across the case of q -flat families mixture. In section V, we apply these results to a couple of learning examples, the mixture of multivariate Gaussian classification and blind source separation. We end with a conclusion and indicate some future scopes.
I. STATISTICAL GEOMETRIC LEARNING I.1r Mass and Geometry
The statistical learning consists in constructing a learning rule The geometry can be defined by the 
Therefore, the optimal rule F h e is the minimizer of the generalization error:
The coherence of Bayesian learning is shown in , [4, 5] ] and means that the optimal estimator F ¥ e can be computed pointwise as a function of $ and we don't need a general expression of the optimal estimator
By variational calculation, the solution of (1) is straightforward and gives:
The above solution is exactly the gravity center of the set 
I.3r Restricted Model
In practical situations, we restrict the space of decisions to a subset ¥ is also constrained to be in 
II. PRIOR SELECTION
The present section is the main contribution of this paper. We address here the problem of prior selection in a Bayesian decision framework. By prior selection, we mean how to construct a prior @ ¦ ¥ respecting the following rule: Exploit the prior knowledge without adding irrelevant information. We note that this represents a trade off between some desirable behaviour and uniformity of the prior. We want to insist here, that the prior selection must be performed before collecting the data $ , otherwise the coherence of the Bayesian rule is broken down.
In a decision framework, the desirable behaviour can be stated as follows: Before collecting the training data, provide a reference distribution ¥ 1 Ê as a decision. The reference distribution can be provided by an expert or by our previous experience. Now, we have the inverse problem of the statistical learning. Before, the a posteriori distribution (mass) is fixed and we have to find the optimal decision (barycentre). Now, the optimal decision ¥ Ë Ê (barycentre) is fixed and we have to find the optimal repartition e f ¦ ¥ according to the uniformity constraint. In order to have the usual notions of integration and derivation, we assume that our objective is to find the prior on the parametric model
. The cost function can be constructed as a weighted sum of the generalization error of the reference prior and the divergence of the prior from the Jeffreys prior (The square root of the determinant of the Fisher information [6] 
where m Ò is the confidence degree in the reference distribution ¥ 1 Ê and Ø Ô the uniformity degree. Considered independently, these two coefficients are not significant. However, their ratio is relevant in the following. The cost (4) can be rewritten as:
is the generalisation error of a fixed learning rule F Ê
. By variational calculation, we obtain the solution of the minimization of the function (4):
We note that if is essentially for computational reasons. However, the reference distribution is a prior decision and does not depend on a post processing after collecting the data. Therefore, the reference distribution ¥ Ê can be located in the whole space of probability measures. We can also have either a discrete set of
or a continuous set of reference distributions (a region or the whole set of probability distributions) with a probability measure
in the discrete case. We show in the following that the prior solution e has the same form as (5).
1.
is located outside the model
in the expression (4) can be decomposed according to the generalized Pythagore relation [Amari et al. 2000 [7] ]:
. The equivalent of the non parametric reference distribution is its
projection onto the parametric model
7
.
Giving the prior solution:
, the cost function (4) becomes:
If we define the
, the solution e of the minimization of (6) is: 
, the cost function is transformed to:
In the same way, we define the
, the solution e of the minimization of (7) is:
is the mass centre of
The equivalent reference distribution of a continum reference region is the
The above results show that whatever the choice of the reference distribution is, the resulting prior has the same form with a certain (non arbitrary) reference prior belonging to the model
. The existence of many reference distributions (or even a continuous set) indicates implicitly the existence of hyperparameter and the resulting solution shows that this hyperparameter is integrated and at the same time optimized if the a priori average (the barycentre) is considered as an optimization operation.
III.
-FLAT FAMILIES
In this section we study the particular case of q -flat families. 
optimal estimates in flat families
As indicated in section II, the q optimal estimate is the q projection of
which is the minimizer of the functional
. We see that, in general, the divergence as a function of the parameters | %
has not a simple expression. However, with q -flat manifolds, we obtain an explicit solution. Noting that:
the solution is:
This means that the q optimal estimate is the a posteriori expectation of the q affine coordinates. Since the only degree of freedom of the affine coordinates is the affine transformation, this estimate is invariant under affine reparameterization.
Noting also that:~i 
is the equivalent reference distribution in the manifold
7
. When we assume that 
IV. MIXTURE OF -FLAT FAMILIES AND SINGULARITIES
The mixture of distributions has attracted a great attention in that it gives a wider exploration of the probability distributions space based on a simple parametric manifold. For instance, by the mixture of Gaussians (which belongs to a -flat family) we can approach any probability distribution in total variation norm. In this section, we study the general case of the mixture of q flat families. The space can be defined as: . Therefore, the divergence will be considered between complete data distributions: 
Consequently, in the special case of
, we have the following simple formula:
Singularities with mixture families
It is known that in learning the parameters of Gaussian mixture densities [Snoussi 2001 ] the maximum likelihood fails because of the degeneracy of the likelihood function to infinity when certain variances go to zero or certain covariance matrices approach the boundary of singularity. In [Snoussi 2001 , [9] ], there is an analysis of the occurrence of this situation in the multivariate Gaussian mixture case. In this section, we give a general condition leading to this problem of degeneracy occurring in the learning within the mixture of . A singularity of p means that the determinant of this matrix is zero. Therefore, it is interesting to study the behaviour of the dual divergence at the boundary of singularity and we will show in an example that the dual divergences may have different behaviour as the distribution ¥ approaches the boundary of singularity.
To illustrate such behaviour, we take a Gaussian family 
The corresponding Fisher information are:
The canonical divergence has the following expression:
where and are the potentials given by:
We see that the degeneracy occurs when the variance u goes to zero. A detailed study of how this degeneracy occurs in the Gaussian mixture case is in [Snoussi 2001, [9] ] and is reviewed in the example of the next section. Here we focus on the difference of behaviour of the two canonical divergences 
Following the complete data procedure:
The resulting prior is factorized and separated into independent priors on the components of the Gaussian mixture. Combining expressions of (9), (10), (11) and ( 12) with a polynomial term leading to a Gamma prior for the variance. We note the presence of the parameter R % in the power term.
This kind of behaviour pushes us to use the prior in that it is able to eliminate the degeneracy of the likelihood function.
V. EXAMPLES
In this section we develop the q prior in learning problems: Multivariate Gaussian mixture and blind source separation and segmentation.
V.1r Multivariate Gaussian mixture
The multivariate Gaussian mixture distribution of
where R u , n ³ u
and o Î u are the weight, mean and covariance of the cluster l . This can be interpreted as an incomplete data problem where the missing data are the labels
of the clusters. Therefore, the mixture (13) is considered as a marginalization over
where is the set of the unknown means and covariances. Our objective is the prediction of the future observations given the trained data 
± %
, s is the number of observations. In fact, we mean the number of virtual observations as the construction of the prior precedes the real observations. We have: is an inverse Wishart function of the covariances. This leads to a difference of the behaviour of these functions on the boundary of singularity (the set of singular matrices).
V.2r Source separation
The second example deals with the source separation problem. The observations . In the following, we suppose that the sources are statistically independent and that each source is modeled by a mixture of univariate Gaussians, so . We begin by the computation of the Fisher information matrix which is common to the both geometries. 
