When the C * -algebra and the W * -algebra generated by a semicircular system are viewed from the viewpoints of noncommutative topology and noncommutative probability theory, we may consider the C * -algebra as a certain kind of a "noncommutative cubic space" and the W * -algebra as a "noncommutative cubic measure space." In this paper we introduce the Sobolev spaces W p n associated with the W * -algebra generated by a semicircular system, and the C ∞ algebra S is defined as the projective limit of W p n . The Schwartz distribution space is then defined as the dual space of S and the Fourier representation theorem is obtained for Schwartz distributions. We furthermore discuss vector fields on the C ∞ algebra S. Appendix treats the K-theory of the noncommutative cubic space.
centered semicircular elements, then any orthonormal system of V becomes a semicircular system. This fact is easily proved by the use of the free cumulant (see also [14, Proposition 2.1] ) and it is the free probability analog of the wellknown fact on Gaussian systems and Gaussian spaces in classical probability theory. Assume now that M is generated by {s i : i ∈ I}. Then,
where denotes the W * -free product, L( · ) is the group von Neumann algebra, F N is the free group of N generators (N ≡ card I) and δ e , · δ e is the tracial vector state defined by the vector δ e supported on the group unit e. Throughout the paper isomorphisms (of algebras, topological linear spaces or probability spaces) are denoted by the same symbol ∼ =. From now on we assume that M = W * ({s i : i ∈ I}) ∼ = L(F N ). Let A be the C * -algebra generated by the set {1} ∪ {s i : i ∈ I}; then by the reduced C * -free product version of (1) Also, the algebra A may be regarded as the algebra of all continuous functions on the "noncommutative topological support" in N [−2, 2] of the "noncommutative measure" τ q, and on the other hand M may be regarded as the algebra of all bounded measurable functions on N [−2, 2] with respect to τ q. In this paper we always write h 2 h 1 to mean the composition of a map h 2 after a map h 1 . In this paper we construct the noncommutative Sobolev spaces, the C ∞ algebra and the space of Schwartz distributions on the "noncommutative cubic space" mentioned above. They have a certain aspect of the noncommutative geometry. They are also regarded as some ingredients of the "free Malliavin calculus"; indeed our constructions are the free probabilistic analog of those in Malliavin calculus (see [9] and [10] ). The paper is organized as follows. Section 2 is for preliminaries from free probability theory. In Section 3 we introduce the Sobolev spaces W p n inside the noncommutative L p -spaces and the C ∞ algebra S as the projective limit of the spaces W p n . It is shown that the abstractly constructed algebra S actually a subalgebra of the C * -algebra A.
Some results in Section 3 are proved in Section 4, and for this sake we introduce the weak derivation of the free group factor. In Section 5 the space of Schwartz distributions is constructed as the dual space of the C ∞ algebra S and their
Fourier representations are given. Finally in Section 6 we discuss vector fields on the free group factor, but our discussions there are not complete for our real motivation of this research. In addition, the K-theory of the noncommutative cubic space N [−2, 2] is examined in the appendix to the paper.
§2. Preliminaries
Let P be the * -subalgebra algebraically generated by {1} ∪ {s i : i ∈ I}; then P ∼ = C X i : i ∈ I because the free product by a faithful state is just the closure of the algebraic free product. Here C X i : i ∈ I is the noncommutative polynomial ring over indeterminates X i (i ∈ I), and s i and X i are associated under the above isomorphism. For n ∈ N 0 (≡ N ∪ {0}) let T n (X) be the nth Chebyshev polynomial of the second kind; T n (X)'s are determined by the recursion formula T n+1 (X) = XT n (X) − T n−1 (X) (n ∈ N) with T 0 (X) = 1, T 1 (X) = X, and they are the complete orthogonal polynomials for the standard semicircular distribution.
Definition 2.1.
For l ∈ N 0 , m k ∈ N and j k ∈ I (1 ≤ k ≤ l) with j 1 = j 2 = · · · = j l , define
and T ∅ ≡ 1 (for l = 0) by convention. We call T i 1 i 2 ···i n (n ∈ N 0 , i 1 , i 2 , . . . , i n ∈ I) noncommutative Chebyshev polynomials.
The set of all noncommutative Chebyshev polynomials T i 1 i 2 ···i n is clearly a linear basis for P, and moreover they form an orthonormal basis for L 2 (M, τ ) (see [2, Proposition 2.7] and also the next paragraph). We call x = ∞ n=0
When the Fourier expansion is referred to, we always consider it in L 2 (M, τ ) norm, i.e.,
. . , i n ∈ I}, the linear span, for n ∈ N 0 , which are of course mutually orthogonal. Define the linear operator L on We next explain Voiculescu's free functor and reintroduce the OrnsteinUhlenbeck semigroup mentioned above in terms of this functor. Let H R be a real Hilbert space with dimension N ≡ card I and inner product · , · R . Let H ≡ H R ⊗ R C be its complexification Hilbert space whose inner product is x ⊗ R a, y ⊗ R b ≡ x, y R (ab) for x, y ∈ H R and a, b ∈ C. In this paper an inner product is assumed to be linear in the second variable. Let F(H R ) be the full Fock space over H, i.e.,
F(H
, where Φ is the vacuum vector and ⊕, ⊗ are Hilbert space direct sum and Hilbert space tensor product. For f ∈ H define the creation operator a * (f ) by
Let s(f ) be the selfadjoint operator a * (f ) + a(f ) = 2Re a * (f ), and for any orthonormal basis
is a faithful normal tracial state on M and {s(e i ) : i ∈ I} is a semicircular system with respect toτ . So M is isomorphic to M by the isomorphism π given by π(s i ) = s(e i ) (i ∈ I), which will be sometimes used in the proofs below. Furthermore, thanks to the cyclicity of Φ for M,
This says that, for each
are all equivalent. But in fact, due to the duality of noncommutative 
Then F(T ) is obviously a contraction with F(1) = 1, and
It is known (see [2] ) that, for the general contraction T , Γ(T )| M becomes a trace-preserving, unital, normal and completely positive map from M into M 1 . We write just Γ(T ) for the above Γ(T )| M in the sequel. The functor from the category of (H R , T ), real Hilbert spaces with contractions, to the category of ( M, Γ(T )), free group factors with trace-preserving unital complete positive maps, is socalled Voiculescu's free functor, and it is the free probabilistic analog of the classical Gaussian functor. For T (t) = exp (−t)1 (t ≥ 0) on H R , Γ(T (t)) is isomorphic to the Ornstein-Uhlenbeck semigroup via the isomorphism π, as easily checked on the noncommutative Chebyshev polynomials. So the OrnsteinUhlenbeck semigroup is a σ-weakly continuous semigroup of τ -preserving, unital, normal and completely positive maps on M. For a finite ordered set of noncommutative Chebyshev polynomials A pair partition is presented by drawing the edges connecting paired vertices as follows:
The meaning of the word "non-crossing" is obvious from this presentation. The above is a unique non-crossing pair partition of the diagram associated with (T 123 , T 322 , T 21 ). 
which is the same recursion formula as that for Chebyshev polynomials. So the claim is proved.
Step 2. Second, we prove the assertion of the lemma when 
and the associated diagram is (2)
By
Step 1,
Note that each inner product in the above expression is either 0 or 1, and it is 1 if and only if
Hence it suffices to make a bijective correspondence between the set of noncrossing pair partitions of the diagram (2) and the set of terms a (1) . Looking M factors of X from the right to the left we recursively define functions
as follows:
otherwise.
, and
is nonnegative for all k and it has a peak (since h(M ) = 0 due to the assumption XΦ = Φ). Let k be the far right peak point so that
due to the definition of h i 's, and the kth factor must be a * (e i ). Then the k + 1st factor must be a(e i ) because otherwise XΦ = 0. This shows that the kth and the k + 1st vertices of (2) have the same label (counted from the right to the left) and these vertices belong to different blocks (say, jth and j + 1st blocks). So we make a pair of these two vertices. Since a(e i )a * (e i ) = 1, we have X Φ = Φ for the shorter
Now the above procedure can be again applied to this new term so that we can choose two neighboring factors of X having the same label and belonging to different blocks. This process can be repeated until all the factors are removed, and a pair partition of the vertices of (2) is obtained in this way. It is obvious from the procedure that the pair partition constructed is non-crossing. Next, we consider the process reverse to the above. Let a non-crossing pair partition of the diagram (2) be given. Define a product 
Since the pair partition is non-crossing, there is a pair consisting of neighboring vertices with the same label i. Hence a k+1 = a(e i ) and
Removing the kth and the k + 1st vertices we have a non-crossing pair partition of the shortened diagram, and the product corresponding to the new pair partition is
Moreover, it is immediate to see that the two maps given by the above procedures are the inverse of each other.
Step 3. For a general ( (2)) ), . . .
where p is the number of noncommutative Chebyshev polynomials and
is equal to the number of non-crossing pair partitions of B. So it remains to show that any non-crossing pair partition of B is also that of A, the converse being trivially true. Assume that two vertices paired by a non-crossing pair partition of B belong to the same block of A. From the non-crossingness we can choose such two neighboring vertices between the above two vertices. Then, by the construction of B, the two vertices cannot have the same label. This is a contradiction, and the proof is completed.
Remarks 2.5.
(1) The above lemma extends the known formula for τ (
, which is the case where all noncommutative Chebyshev polynomials are the first T 1 . In fact, the condition on blocks is irrelevant in this case.
(2) The assertion similar to Lemma 2.4 in classical probability is known (see [5] ), where the non-crossing condition must be dropped.
(3) Lemma 2.4 is also used to prove the already mentioned fact that the set
In fact, for n, m ∈ N and i 1 , . . . , i n , j 1 , . . . , j m ∈ I,
which is nonzero (in fact, equal to 1) if and only if n = m and 
In fact, assume that there is a non-crossing pair partition of the diagram associated with In this section we construct the Sobolev spaces W p n (1 < p < ∞, n ∈ N 0 ) and the C ∞ algebra S. We begin by introducing the Sobolev norms. For
Definition 3.1.
for the convenience of the proofs bellow.
Definition 3.2.
For every
For each 1 < p ≤ ∞ and n ∈ N 0 ,
Thus, the Sobolev norm and the modified one are equivalent, so we can use the modified Sobolev norm in proving continuity property, etc. 
n is a Hilbert space with the following inner product
and the norm
on P, we can extend the identity map on P as
Then the next proposition holds.
Theorem 3.4.
For each 1 < p < p < ∞ and 0 ≤ n < n , the maps ι The proof of the theorem will be presented in the next section. In the rest of this section (also in Sections 5 and 6) we consider the abstract Sobolev spaces as subspaces of L 1 (M, τ ). We now get the following commutative diagram. The commutativity is obvious from the fact that all the maps ι n p ,p (p < p ) and ι p n ,n (n < n ) are the closures of the identity map on P. In the following the symbol is used to mean continuous imbedding.
Definition 3.5.
For each n ∈ N 0 let W ∩ n be the projective limit of the Sobolev spaces W p n (1 < p < ∞) (see the following diagram). Let S denote the projective limit of W ∩ n (n ∈ N 0 ) (see the following diagram). We call S the C ∞ algebra or the rapidly decreasing function algebra. The justification of the terms "algebra" and "rapidly decreasing" are clarified below.
Then we have the next theorem. 
sum Fourier expansion). We estimate
In the above, the second inequality is implied by Proposition 2.2 and the third is due to the Cauchy-Schwarz inequality.
We have the free analog of the Sobolev inclusion theorem. A is a * -algebraic homomorphism will be proved in the proof of Theorem 3.6, which is in the next section.
Note that the proof of Theorem 3.7 shows a stronger result as follows: Let x = ∞ i=0 x i be the Fourier expansion of x ∈ L 2 (M, τ ). The inequality (5) with n = 0 and n = 4 shows that if x W 2 4 < ∞, then the Fourier expansion x = ∞ i=0 x i is an absolutely convergent series with respect to C * -norm, i.e., 
: n ∈ N 0 }, respectively. The latter two norm families are equivalent by Theorem 3.7.
Corollary 3.10.
The C ∞ algebra S is not nuclear.
Proof. By the above corollary the Fréchet topology on S is defined by the norms · W 2 n (n ∈ N 0 ) of Hilbert type. We say that a countable family { · n : n ∈ N} of Hilbert type seminorms on a linear space E has property A if it satisfies the condition that for any n ∈ N there exists n ∈ N such that the identity map on E is a Hilbert-Schmidt operator from (E, · n ) to (E, · n ). A locally convex and metrizable linear topological space defined by a countable family of Hilbert type seminorms is said to be nuclear if the family of seminorms has property A (see [13, Definition 50 .1]). Note that if a seminorm family { · 1,n : n ∈ N} has the property A, then any other equivalent countable seminorm family { · 2,m : m ∈ N} satisfies property A. In fact, for any m ∈ N there are n, n , m ∈ N such that · 2,m ≤ C 1 · 1,n ≤ HS · 1,n ≤ C 2 · 2,m for some C 1 , C 2 > 0, where ≤ HS means that the identity map is a HilbertSchmidt class operator. So, it suffices to show that for any n > n, · W 2 n is never stronger than · W 2 n in the Hilbert-Schmidt sense, i.e., ι 2 n ,n is not a Hilbert-Schmidt operator.
The vectors
. . , i k ∈ I) form a countable complete orthogonal set of the space W 2 n for each n ∈ N 0 because they are a complete orthogonal eigenvectors for the Laplacian L. Let N (≡ card I) be finite (the case of N being infinite is easier). Since
is not a Hilbert Schmidt operator.
We note that when N is finite and n > n, the above ι 2 n ,n is compact at least because
In this section we introduce the notion of weak derivation, and by making use of it we prove Theorems 3.4 and 3.6 stated in the previous section.
LetĨ be a copy of I and
which is regarded as an M bimodule naturally defined by the inclusion M ⊂ M (2) . In the same way as before define L (2) , S (2) , P (2) , τ (2) , etc. associated with M (2) . Also, let i + N denote the element ofĨ corresponding to i ∈ I (regardless of N ≡ card I being finite or not).
Definition 4.1. We define the weak derivation
Note that the derivation D is well defined by the Leipniz rule because P is isomorphic to the noncommutative polynomial ring. We here use the full Fock space construction. Let H R be a real Hilbert space with dim H R = N ≡ cardI. Consider the one-parameter orthogonal group on H R ⊕ H R defined by the following 2 × 2 matrix form:
Then Γ(O(t)) (t ∈ R) is a σ-weakly continuous one-parameter action on
where ⊕ alg , ⊗ alg mean algebraic direct sum and algebraic tensor product and A is represented in the 2 × 2 matrix form
is an injective homomorphism. Now we obtain
DηΓ(J)π 1 | P because both sides of this equality are derivations and
where
explained in Section 2. An easy calculation gives
so that we get the next lemma.
Lemma 4.2.
For every n ∈ N and i 1 , i 2 , . . . , i n ∈ I,
for n ∈ N 0 and i 1 , . . . , i n ∈ I (2) .
Lemma 4.3.
If x ∈ P and y ∈ P (2) , then
Proof. We may assume that x = T i 1 i 2 ···i n and y = T j 1 j 2 ···j m where n, m ∈  N 0 , i 1 , . . . , i n ∈ I and j 1 , . . . , j m ∈ I (2) . But the desired equality for this case is directly checked by Lemma 4.2 and the definition of D dual .
Based on the familiar duality between the spaces L p (M, τ ) and L q (M, τ ) where 1 < p < ∞ and q = p p−1 , we get the next corollary since P (2) is dense in (2) ).
Corollary 4.4. The operators D and D dual are closable as operators from
For any α ∈ R the operator L α on P is naturally defined as mentioned in Section 3, and its kernel is P 0 = C1. The next corollary is also an easy consequence of the Lemma 4.2.
Corollary 4.5.
For every x ∈ P and α ∈ R,
Proof. Direct computations using Lemma 4.2 give the above equalities
. . , i n ∈ I).
It is easy to see that DL (2) ) norms. Hence we have an isometry (2) ). Furthermore, we can see that DL (2) ). This can be proved by the same technique as in Pisier [11] in classical probability, and in fact the next proposition as well as Lemma 4.2 above was given in [8] in the setting of more general Fock spaces. Note that N ≡ card I < ∞ was assumed in [8] , but the cardinality of I is irrelevant to the proposition in the case of free probability. (2) ) norms.
is bounded above and below with respect to
L p (M, τ ) and L p (M (2) , τ
More precisely, there exist constants
The following three corollaries are easy consequences of the above proposition.
Corollary 4.7.
For (2) ) on P, where means the equivalence of two norms.
Proof. For n ∈ N and x ∈ P, by Corollary 4.5 and Proposition 4.6 we have
The proof of the inverse inequality is similar.
Corollary 4.8.
D extends to a continuous operator from S to S (2) .
Corollary 4.9.
On P the norm
Proof. This is immediate since (2) ) . (2) . In the same way as above we recursively define
, and so on. Now, an induction argument proves the following proposition.
Proposition 4.10.
Proof. By Corollary 4.5 and Proposition 4.6 repeatedly applied to D (1) ,
, the first assertion is seen as follows:
. . .
The latter assertion is obvious because Corollary 4.4 says that
We denote by
For the second claim, it suffices to prove that for every 0 < p < ∞ there exists a constant C n,p such that xy
for all x, y ∈ P. We estimate
In the above, J⊂{1,2,...,n} is the summation over all subsets J of {1, 2, . . . , n}, J c ≡ {1, 2, . . . , n} \ J and
The first and last inequalities in the above follow from Proposition 4.10, and the third one is due to Lemma 4.11. Now, the * -operation and the multiplication on P can be canonically extended on W ∩ n by continuity so that W ∩ n and also S become Fréchet * -algebras. Finally, it is easily verified (see the proof of Theorem 3.7) that the * -operation and the multiplication on W ∩ n where n ≥ 4 are equal to those of the C * -algebra A, that is, the inclusion W ∩ n A for n ≥ 4 is a * -algebraic homomorphism. The same is true for S too, and the proof of Corollary 3.8 is also completed.
§5. Schwartz Distribution Space
The C ∞ algebra S constructed in Section 3 may be regarded as the free analog of the rapidly decreasing C ∞ function algebra. So it is natural to introduce Schwartz distributions in free probability as continuous linear functionals on S.
Definition 5.1. Let S denote the dual space of S, i.e., the space of all continuous linear functionals on S equipped with weak* topology. We call S the Schwartz distribution space.
For each 1 < p < ∞ and n ∈ N 0 , the dual space of W p n is denoted by W q −n with q = p p−1 , which we are going to formulate as the Sobolev space with minus index. In the following we use the symbol ( · ) to mean the dual of a space or a map. Let 
and 0 ≤ n < n . Since ι n p ,p and ι p n ,n have dense ranges, the dual mapsι
−n are injective, and we haveι
Thus, we obtain the following commuting diagram:
Due to Theorem 3.7 (and Definition 3.5) we see that S is the inductive limit space of S, · W 2 n that is the inductive limit of W 2 −n as n → ∞. The duality for noncommutative L p spaces says that the Banach spaces
By combining the diagrams (4) and (6) 
In the above diagram, for each n ∈ N let W ∪ −n be the inductive limit space of W p −n (1 < p < ∞), then S is the inductive limit of W ∪ −n (n ∈ N). We may and do regard S, A and M as subspaces of S as described in the above diagram.
Then it is easy to see that H 2 n is a Hilbert space with the inner product
and it is naturally isomorphic to W 2 n . For instance, when n < 0, the isomorphism W 
is a subspace of H 2 n , so we denote its inclusion map by κ n ,n . On the other hand, the inclusion map of W 2 n W 2 n in the diagram (7) is denoted by ι n ,n . Then, κ n ,n : H 
Now, it is straightforward to verify the next representation theorem for S and S based on the facts explained so far; we omit the detailed proof.
Theorem 5.2.
The Schwartz distribution space S is represented as the subspace of K consisting of all slowly increasing sequences, i.e., x = (x 0 , x 1 , . . . ,
On the other hand, the C ∞ algebra S is represented as the subspace of K consisting of all rapidly decreeing sequences, i.e., y = (
Under these representations, the duality is given by 
Let S I be the direct product of S over I which is a linear space. For any k = (k i ) i∈I ∈ S I the derivation δ k on S with dom δ k = P is uniquely well defined by the condition δ k (s i ) = k i (i ∈ I), because P is isomorphic to the noncommutative polynomial ring C X i : i ∈ I . Then, it is obvious that δ k is * -derivation if and only if k = (k i ) i∈I ∈ (S sa ) I ⊂ S I , where S sa is the real linear space consisting of selfadjoint elements of S. We denote by D denote the linear span of T i 1 i 2 ···i n ∈ S (2) for n ∈ N 0 and i 1 , . . . , i n ∈ I (2) such that i j ∈Ĩ (a copy of I) and i k ∈ I (k = j) for some 1 ≤ j ≤ n. Then D becomes a P subbimodule of S (2) . Let B be an algebra, N u a B bimodule and 
Due to the universality definition, a universal differential bimodule for a given algebra is unique up to isomorphism. For P let N P be the algebraic direct sum alg, i∈I (P ⊗ P), a P bimodule, and define the derivation δ P : P → N P by
Then (N P , δ P ) is the universal differential bimodule for P being isomorphic to the noncommutative polynomial ring. Proof. The elements T i 1 i 2 ···i n ⊗ T j 1 j 2 ···j l where n, l ∈ N 0 and i 1 , i 2 , . . . , i n , j 1 , j 2 , . . . , j l ∈ I form a linear basis of P ⊗ P. For each i ∈ I define the linear map
and consider m ≡ i∈I m i : N P → D. Then it is immediate to see that i∈I m i is an injective P bimodule map from N P onto D. Since
we have mδ P = D.
Thank to the above lemma, for any k = (k i ) i∈I ∈ S I there exists a unique 
We call the derivation δ k : P → D defined as above a C ∞ vector field because it is a differential operator of the first order with C ∞ coefficients. The linear space of all C ∞ vector fields can be identified with the linear space S I .
In the next theorem, we find a necessary and sufficient condition for a C ∞ vector field δ k to have divergence zero, that is, for the τ -preservation of δ k in the sense that τ (δ k (x)) = 0 for all x ∈ P. The condition is presented as a simple cocyclic condition for the Fourier coefficients of the vector field. Note that the same is obtained in [15, Corollary 7.6 ] but our derivation is more direct than that in [15] . 
Then, τ (δ k (x)) = 0 holds for all x ∈ P if and only if the conditions
are satisfied for all n ∈ N and i 1 , i 2 , . . . , i n ∈ I.
Proof. Sufficiency. Assume the cocyclic conditions stated above. We may prove that τ δ k (s j 1 s j 2 · · · s j l ) = 0 for all l ∈ N and j 1 , j 2 , . . . , j l ∈ I because the set {1} ∪ {s
Hence, by the norm convergence of Fourier expansions (as noted after Corollary 3.8) we compute
by assumption. Finally, notice that every non-crossing pair partition of one of the diagrams associated with the terms in (8) is counted just once in the above computation. Summing up zeros over all choices of 1
Necessity. Assume that there exist i 1 , i 2 , . . . , i n such that
. . , i n be one of such strings with least n. Then, from the above proof of sufficiency we see that
Although it cannot be proved at the moment, we expect that, for any C ∞ vector field δ k , the bimodule map m k : D → S is continuous when D is equipped with S (2) topology and S with S topology. If this is the case, then any C ∞ vector field δ k is continuous on S thanks to δ k = m k D, and so the (continuous) dual map (δ k ) is defined on the space S of Schwartz distributions. Furthermore, in this situation, the next proposition says that any τ -preserving C ∞ vector field δ k is continuous with respect to S topology and it has the closure defined on the whole space S .
Proposition 6.3.
If a C ∞ vector field δ k is τ -preserving and continu-
Consequently, δ k is continuous with respect to S topology and δ k S is defined on the whole space S of Schwartz distributions
Proof. First, we prove that −(δ k ) | P = δ k | P . To do so, we may prove that −(δ k ) (T i 1 i 2 ···i n ) = δ k (T i 1 i 2 ···i n ) for all n ∈ N and i 1 , i 2 , . . . , i n ∈ I. For every l ∈ N and j 1 , j 2 , . . . , j l ∈ I, using the derivation formula and the τ -preservation, we get
Hence we have −(δ k ) | P = δ k | P . Since P is dense in S, this implies that −(δ k ) | S = δ k S so that δ k is continuous with respect to S topology. The last assertion is obvious because P is dense in S by Theorem 5.2.
Finally, we would like to mention that our final goal would be attained by analyzing the actions on the free group factors by the pseudo-differential technique from the PDE theory in contrast to the traditional method ( [3] and [12] ). This viewpoint looks most attractive to the author and is the reason why we have constructed the free analog of the Schwartz distribution space. §7. Appendix: Noncommutative Cubic Space
We here discuss a bit C * -algebras that appeared in this paper. By symmetry it is enough to prove the first assertion. For each i ∈ I let ψ i (t) (t ∈ [0, 1]) be a homotopy map connecting ψ 2,i ψ 1,i and id B 1,i so that ψ i (0) = ψ 2,i ψ 1,i and ψ i (1) = id B 1,i . Then, by construction we have u,i∈I ψ i (0) = u,i∈I (ψ 2,i ψ 1,i ) = u,i∈I ψ 2,i u,i∈I ψ 1,i and u,i∈I ψ i (1) = u,i∈I id B 1,i = id u,i∈I B 1,i . So it suffices to show the point-norm-continuity of the one-parameter unital homomorphisms u,i∈I ψ i (t) : u,i∈I B 1,i → u,i∈I B 1,i . But this is immediately verified by applying to elements in the algebraic free product of B 1,i , a dense subalgebra of u,i∈I B 1,i . 
