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Abstract
A novel procedure for segmenting a set of scattered 3-
D data obtained from a head and shoulders multiview se-
quence is presented. The procedure consists of two steps.
In the ﬁrst step, two ellipses corresponding to the head and
the body of the person are identiﬁed based on ellipse ﬁtting
of the outline of the person in each image. The ﬁtting is
based on a fast direct least squares method using the con-
straint that forces a general conic to be an ellipse. In order
to achieve head/body segmentation, a K-means algorithm
is used to minimise the ﬁtting error between the points and
the two ellipsoids. In the second step, a 3-D ellipsoid model
corresponding to the head of the person is identiﬁed using
an extension of the above method. Robustness and outlier
removal can be achieved if 3-D ellipsoid model estimation
technique is used in conjunction with the Median of Least
Squares (MedLS) technique, which minimises the median of
the errors corresponding to each 3-D point. An interesting
application of the proposed method is the combination of
the 3-D ellipsoid model with a generic face model which is
adapted to the face images to provide information only for
the high-detail front part of the head, while the 3-D ellip-
soid is used for the back of the head, which is usually not
visible.
1. Introduction
Estimation of the position, shape and motion of the head
from image sequences has been the focus of a signiﬁcant
amount of recent research [11, 8, 1].
In [11], a face segmentationandidentiﬁcationalgorithm,
utilising the elliptical structure of the human head is pre-
sented. An ellipse is ﬁtted to a properly preprocessed edge
map, in order to mark the boundary between the head and
the background regions. A similar approach is used in [2],
where a 2-D ellipse is ﬁtted onto binary edge data and post-
processingtechniquesareusedtoeliminatedetectionerrors.
However, such approaches work well only with when the
backgroundis homogeneousand lightly to moderatelyclut-
tered.
n [8], a technique is proposed for facial detection and
coding. The detection of the face, as well as the facial
features (eyes, nose, mouth, etc) is based on a parametric
image model obtained using a Karhunen-Lo` eve decompo-
sition. The detected face image is then normalised by pre-
processing, aiming to align the detected facial features with
those of a standard model and also to compensate light-
ing and contrast variations. The normalised image is then
coded by projecting it (by inner product) to a set of “eigen-
faces” [13, 14], i.e. a subset of the eigenvectors obtained
using a large database of normalised face images. If only a
small number of “primary” eigenfaces are used, this tech-
nique results to successful face detection and coding using
extremely low bitrates. Furthermore, the resulting face rep-
resentations may additionally be used for face recognition
applications.
In [1], a 3-D ellipsoidal model is used for robust track-
ing of the rigid motion of the human head from a video
sequence. This approach is based on the interpretation of
the optical ﬂow in terms of 3-D motion of the model. The
method is seen to be robust to large head movements and
to provide better results than those obtained using a sim-
pler planar head model. Initialisation is based on predicting
the shape of the ellipsoid from the positions of the face fea-
tures (eyes, nose, mouth) which were previously estimated
as in [8]. In [17], a hybrid system is presented using visual
and sound cues for face localisation. The system exploits
mainly luminance and motion information for locating and
tracking the head edges from videoconferencing image se-
quences.
In the present paper we shall assume a typical video-
conferencing scene, with one person in front of the cam-
eras. The initial set of 3-D points may be produced using
depth estimation from stereoscopic or multiple views, pro-
vided that the camera geometry and calibration parameters
are known.
Furthermore, we assume that the outline of the person is
available using some preprocessing technique. In the test
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easily available since the background is homogeneous. A
K-means algorithm, which is able to identify ellipses in the
image, was then used for simultaneous ellipse ﬁtting and
segmentation of the outline. Speciﬁcally, a least squares
ﬁt of the data on a conic is performed, using an additional
constraint, forcing the conic to be an ellipse. The algorithm
is applied to estimate two ellipses, each corresponding to
the head and body of the person.
The basic ellipse ﬁtting technique was also extended to
the three dimensional case. This 3-D ellipsoid ﬁtting tech-
nique was applied so as to estimate 3-D ellipsoids for the
head of a person. Speciﬁcally, 3-D points that are projected
inside each of the estimated ellipses in the previous step are
used to estimate the 3-D ellipsoid model.
Because of its high computational efﬁciency, this tech-
nique can be used for fast tracking of the head and body po-
sition and orientation. Since the segmentation of the nodes
is only performed at the ﬁrst time instant, only the estima-
tion of the 3-D ellipsoid from the available data points has
to be determined at subsequent instants.
Finally, an interesting application of the proposed
method is the combination of the 3-D ellipsoid model with
a generic face model which is adapted to the face images
to provide information only for the high-detail front part of
the head, while the 3-D ellipsoid is used for the back of the
head, which is usually not visible.
2. Estimating the initial set of 3-D points
In order to estimate the initial 3-D point set, a multiocu-
lar system with
N fully calibrated views is assumed. Each
camera
c
k
;
k
=
1
;
:
:
:
;
N is modeled using a pinhole cam-
era model based on perspective projection and we assume
that accurate calibration information is available.
A number of methods have been developed for depth es-
timationin stereoscopic[16, 15] andmultiview[6, 4] image
sequences.
In this paper, we use the depth estimation and from
trinocular image sequences developed in the ACTS 092
PANORAMA project. More speciﬁcally, depth is estimated
froma fully calibrated trinocularimage pair using the depth
estimation algorithm in [4]. Furthermore, a reliability value
is also estimated for depth estimate. A set of 3-D points
where depth estimation with high reliability is then identi-
ﬁed by selecting the 3-D points whose reliability exceeds a
certain threshold.
3. Approximation of a 3-D data set using an 3-
D Ellipsoid Model
In [5], a new efﬁcient method was presented for ﬁtting
ellipsestoscattered2-Ddata. Themethodisbasedonﬁtting
the general equation of a conic to the given data, subject to
a constraint which forces the conic to be an ellipse. In this
paper, we develop an segmentation and estimation scheme
using this technique in a K-means algorithm. Furthermore,
we extend this technique for 3-D data, so that it can be used
for approximating a general set of 3-D points using a 3-D
ellipsoid.
The general equation of a conic in the
N-D space is:
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where
A is a symmetric matrix. In order for this general
conic to be an ellipsoid in
N-dimensions, the matrix
A
must be either positive or negative deﬁnite. As a result, the
problem of ﬁtting an ellipsoid into N data points
x
i can be
solved by minimising the sum of squares of the “algebraic
distances”
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subject to the constraint that
A is either positive or negative
deﬁnite. In general, this constrained problem is very difﬁ-
cult to solve since the Kuhn-Tucker conditions [9] do not
guarantee a solution [5].
For the 2-D case, a direct solution to the problem was
presented in [5]. The equation of the 2-D conic is
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Usingthe aboveconstraint,the followingconstrainedﬁtting
problem is formulated [5]:
Problem 1 Minimise
E
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]
T. This problem can be
directly solved using a Lagrange multiplier, providing the
following solution:
a is the generalised eigenvector of
D
T
D
a
=
￿
C
a (5)
corresponding to the smallest positive eigenvalue.
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is positive, thus a unique eigenvector
a
s is always found
using the above method, which is non-iterativeand thus ex-
tremely efﬁcient.
Eventhoughthis approachis noteasily extendedinto the
general
N-D problem, a generalisation suitable for the 3-D
case will now be formulated. The equation of a 3-D conic
is:
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where
a
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x are 10-dimensionalvectors, can be written in the
form of eq. (1), where
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ThefollowingLemmaprovidestheconstraintforcingagen-
eral 3-D conic to be an ellipsoid.
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Assuming that
U is positive deﬁnite,
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Theﬁrst conditionofLemma1is verysimilar tothe con-
straint
4
a
c
￿
b
2
>
0 used in the 2-D case. Therefore, we
can setup the problem of minimising the error
E,a sb e f o r e
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The solution is again obtained by solving Problem 1 us-
ing eq. (5) with the new
C of (8). However, in this case,
after obtaining the solution, we have to check whether the
second condition of Lemma 1 is satisﬁed. If we select the
sign of the solution eigenvector so that
a
+
c
>
0, then the
second condition is simpliﬁed to
d
e
t
(
A
)
>
0.
4. Ellipse estimation and segmentation using
K-means algorithm
A signiﬁcant advantage of the method described in the
previous Section is its low computational requirements.
This feature may be exploited by designing an algorithm
for simultaneous ellipse estimation and segmentation of a
set of 2-D points into ellipses.
A simple algorithm that can be used for this purpose is a
modiﬁed K-means algorithm, which is described below. In
this version, we consider an algorithm using
K
=
2 ,w h i c h
is suitable for identifying the head and the body of a person
from the person’s outline in one of the available views.
i. Initialisation: Divide the available points into
K=2
sets, based on subsidiary information (e.g. relative po-
sition of head and body).
ii. Fit an ellipseto eachset, usingtheproceduredescribed
in the previous Section.
iii. Reassign each point to the ellipse for which the dis-
tance
F
2
(
a
;
x
i
) in eq. (3) between the point
x
i and
the ellipsoid is minimised. Points with distances larger
than a given threshold are not assigned to any set.
iv. Endoftheestimationprocedureif the changeinthe es-
timated ellipsoid parameters is below a threshold else
return to step ii.
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Median of Least Squares
When the initial 3-D point estimates are noisy, or con-
tain outliers (e.g. points from the neck or the body of the
person), the above method result to erroneous estimates of
the 3-D ellipsoid parameters. Robustness can be achieved
byusing the MedLStechniquewhich minimisesthe median
of the errorscorrespondingto each 3-D point. Furthermore,
this scheme allows the integration of the tests for the valid-
ity of the conditions forcing the estimated conic forms to
be 3-D ellipsoids. More precisely, the procedure consists of
the following steps:
1. Set
E
m
i
n to a large number. Randomly select a set of
N 3-D points from the initial 3-D point set. For these
points:
2. Estimate the ellipsoid parameters
A
;
b
;
c. If the result-
ing conic is not an ellipsoid, discard the solution and
return to Step 1.
3. Compute the Median of the Least Squares Fitting Er-
ror (
E
M
e
d
L
S) for each of point in the initial 3-D
point set, using the estimated ellipsoid parameters. If
E
M
e
d
L
S
<
E
m
i
n,s e t
E
m
i
n
=
E
M
e
d
L
S and the cor-
responding parameters as the optimal parameters.
4. Iterate Steps 1-3 until
E
m
i
n is below a threshold or a
maximum number of iterations is reached.
6 Combining 3-D Face Models with the 3-D
Ellipsoid
Another important application of the proposed methods
is to combine a generic face model with a 3-D ellipsoid
model estimated using the method described in Section 3.
Various methods for adapting generic 3-D face models to
face images have been proposed [12, 7, 3, 10]. In this pa-
per, we have used the face adaptation method proposed in
[10], where a generic 3D face model is transformed in a
way that it adapts to the characteristics of an actual face ob-
served in its front and proﬁle image views. Assuming that a
set of feature points have been detected on both views, the
adaptation procedure initialises with a rigid transformation
of the model aiming to minimise the distances of the 3D
model feature nodes from the calculated 3D coordinates of
the 2D feature points. Then, a non-rigid transformation en-
sures that the feature nodes are displaced optimally close to
their exact calculated positions, dragging their neighbours
in a way that does not deform the facial model in an unnat-
ural way. In theory, any 3D model of the human face may
be used. In practice however, the closer the characteristics
of the model are to the characteristics of the image (e.g.
model of female face for a female face) the fewer feature
points will be needed for accurate adaptation.
The estimated 3-D ellipsoid is then used to approximate
the back of the head, while the adapted generic 3-D wire-
frame provides information for the high-detail front part of
the head. In order to identify the part of the ellipsoid that
corresponds to the back of the head, a check is performed
as to whether the line that connects each node with the el-
lipsoid center intersects with any triangle of the wireframe
corresponding to the front(face) wireframe. If so, the cor-
responding node is removed from the ellipsoid wireframe.
Furthermore, each triangle in the ellipsoid wireframe con-
taining this node is also removed.
At this stage, two wireframe models corresponding to
the front and the back part of the head have been gener-
ated. Since these parts are not connected, an algorithm was
developed to automatically connect them. This is achieved
by adding additionaltriangles between the list of nodes that
deﬁne the largest wireframe boundary in each wireframe
model. The largest wireframe boundary is simply the set
of nodes corresponding to the largest path that can be de-
ﬁned using wireframe edges (edges belonging to only one
triangle).
7. Experimental Results
Results were obtainedusing the 3-viewsequence“Ludo-
3” 1. The set of initial 3-D points is illustrated in Figure 1
(a triangulation was performed for display purposes). The
approximationof the outline of the person with two ellipses
corresponding to the head and the body area is shown in
Figure 2. In this case a very simple initialisation was used:
points lying higher (lower) than the mean height of the out-
line are attributed to the head (body) region. Convergence
is achieved within a small number of iterations, typically 3,
as shown in Figure 3, each requiring less than 0.5 sec at an
SGI R4400 workstation. Then, the nodes of the 3-D wire-
frame of the head that are projected inside the head outline
areusedtoestimatea 3-Dellipsoidmodelforthehead. This
model is illustrated in Figure 4.
Table1showstheimprovementattheperformanceofthe
proposed 3-D estimation technique when the MedLS tech-
nique is used to achieve robustness to noise. The compari-
son criterion used was the value of a ﬁtting ratio
r deﬁned
as follows:
r
=
C
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e
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where
C
i
n
t
e
r
s
e
c
t
i
o
n,
C
u
n
i
o
n are the number of pixels be-
longing to the intersection and the union respectively of the
head area (deﬁned manually after sketching the head con-
tour) and the estimated ellipse obtained by projecting the
1This sequence was provided by THOMPSONBROADCASTSYSTEMS
for the the ACTS 092 project PANORAMA.
0-7695-0643-7/00 $10.00  2000 IEEE Figure 1. The initial 3-D wireframe
Figure 2. The outline of the person (left view)
and the two estimated ellipses using the K-
means algorithm
3-D ellipsoid on the image plane. Larger values of the ra-
tio
r
2
(
0
;
1
] indicate better approximation of the head area
with the ellipsoid. All methods were applied to 10 consec-
utive frames from the “Ludo” sequence (left view), and the
averageﬁtting ratio was calculatedandis presentedin Table
1.
Two views of generated head models produced when
combining a generic face model with the estimated 3-D el-
lipsoid model, as described in Section 6, are presented in
Figures 5(a-b)(front and rear view respectively).
8. Conclusions
An efﬁcient technique to segment the head and body
parts obtained from a head and shoulders multiview se-
quence and to estimate a 3-D ellipsoid model correspond-
ing to the head was presented. A coarse approximation of
an initial wireframe requiring minimal bitrate was thus ob-
tained. Robustness and outlier removal was achieved by
augmenting the above basic methods with either the Me-
0.005
0.010
0.015
1 2 3 4 5
E
r
r
o
r
 
E
Iterations
Figure 3. Convergence of mean error E
Figure 4. Estimated 3-D ellipsoid model su-
perimposed on the head of “Ludo” (left view)
dian of Least Squares (MedLS) technique which minimises
the median of the errors corresponding to each 3-D point.
Also, an application of the proposed method for combining
of the 3-D ellipsoid model with a generic face model which
is adapted to the face images was examined.
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Method ﬁtting ratio
r
One-step 3-D parameter estimation 0.881
MedLS 0.901
Table 1. Improvement of ﬁtting ratio
r when
using the MedLS robust estimation tech-
nique.
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