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Available online 9 May 2016AbstractAutonomous Underwater Vehicles (AUVs) generally work in complex marine environments. Any fault in AUVs may cause significant losses.
Thus, system reliability and automatic fault diagnosis are important. To address the actuator failure of AUVs, a fault diagnosis method based on
the Gaussian particle filter is proposed in this study. Six free-space motion equation mathematical models are established in accordance with the
actuator configuration of AUVs. The value of the control (moment) loss parameter is adopted on the basis of these models to represent un-
derwater vehicle malfunction, and an actuator failure model is established. An improved Gaussian particle filtering algorithm is proposed and is
used to estimate the AUV failure model and motion state. Bayes algorithm is employed to perform robot fault detection. The sliding window
method is adopted for fault magnitude estimation. The feasibility and validity of the proposed method are verified through simulation exper-
iments and experimental data.
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Autonomous Underwater Vehicles (AUVs) have been
increasingly applied globally for scientific exploration, marine
development, and underwater engineering, among other appli-
cations (Mai et al., 2014; Gafurov and Klochkov, 2015). Given
future expansion prospects in marine development and maritime
research, AUVs are vital in obtaining underwater information and
for precision strikes and asymmetric intelligence warfare. Un-
derwater vehicle technology has also become a hot research topic
worldwide (Mai et al., 2014; Gafurov and Klochkov, 2015).
AUVs usually implement various tasks in complex marine
environments, but the occurrence of faults may cause significant
losses. Therefore, an intelligent robot that can deal with emer-
gencies is required, that is, it should be able to perform auto-
matic fault diagnosis and have fault-tolerant control abilities.* Corresponding author.
E-mail address: sunys2000@126.com (Y.-s. Sun).
Peer review under responsibility of Society of Naval Architects of Korea.
http://dx.doi.org/10.1016/j.ijnaoe.2016.03.003
2092-6782/Copyright © 2016 Society of Naval Architects of Korea. Production and
ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).The autonomous fault diagnosis and fault-tolerant control
ability of AUVs are important to guarantee the autonomy,
reliability, and adaptability of AUVs in the ocean. AUV fault
diagnosis objects include sensors, actuators, and control sys-
tems. The normal function of an AUV is the foundation for its
ability to complete tasks. The thruster of an AUV is the driving
force actuator; the AUV is unpredictable and dangerous if a
fault occurs and is not diagnosed or treated promptly. During a
serious case, an AUV cannot complete missions and tasks
properly, thereby leading to disastrous consequences.
Frank, a German professor who is an international fault
diagnosis authority, categorized fault diagnosis methods into
three: analytical model based, signal processing based, and
knowledge based (Frank, 1990). The analytical model-based
method is the earliest and most systematic fault diagnosis
method; this method can further analyze the natural dynamic
characteristics of a system and is conducive to real-time di-
agnostics, fault location and separation, and early fault diag-
nosis. Matko et al. (2012) presented an implementation ofhosting by Elsevier B.V. This is an open access article under the CC BY-NC-
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simulated open-water navigation task of two types of AUV.
Yuan et al. (2011) used reduced-order Kalman filter to esti-
mate the fault size of an actuator online; this filter can be
applied in fault tolerant control. AUV is a strong nonlinear
system; the use of the Gaussian particle filter is this system can
solve this kind of problem (Hutt and Dearden, 2003;
Sadeghzadeh Nokhodberiz and Poshtan, 2014) and avoid
shortcomings, such as general filter particle degradation and
sample impoverishment (Schmal and Cheng, 2015).
Compared with the Extended Kalman Filter (EKF) and UKF,
the Gaussian particle filter has better treatment effects in
solving nonlinear problems (Freitas et al., 2004), and this filter
can handle non-Gaussian noise problems (Yafe et al., 2014).
Hutter and Dearden (2003) attempted to employ the Gaussian
particle filter to diagnose faults online.
This study uses an improved Gaussian particle filter to estimate
AUV fault model parameters and motion state. It uses modified
Bayesian algorithms to detect faults. The thruster fault diagnosis
method, which uses a sliding window to estimate the magnitude,
is also employed. Simulation and sea trial experimental data are
used to verify the accuracy and feasibility of this method.
2. AUV platform and mathematical modeling2.1. Brief introduction to the AUV platformZS-AUV is equipped with various acoustic detection sen-
sors. And it can perform different underwater exploration
tasks. The dimensions and specifications of the AUV are
shown in Table 1.
The implementing agent of ZS-AUV adopts the thruster
method and is equipped with eight thrusters. In accordance
with the force functions, the thrusters can be grouped into
four: horizontal main thruster, vertical plain main thruster,
vertical thruster, and lateral thruster; each group comprises
two thrusters. The AUV thruster configuration is shown inTable 1
Dimensions and specifications of AUV.
Length 5.6 m
Breadth 1.0 m
Depth 1.8 m
Weight 2.5 t
Operation depth 300 m
Gravity center Xg ¼ 0.094 m
Zg ¼ 0.023 m
Buoyancy center Xb ¼ 0.093 m
Zb ¼ 0.035 m
Inertia moment Ix ¼ 542 m4
Iy ¼ 7580 m4
Iz ¼ 7620 m4
Maximum speed 5.5 knot
Propulsion 8 brushless DC thrusters
Sensors RDI DVL
Gyrocompass
Depth sensor
OS VxWorks 5.5
CPU Intel Pentium 3Figs. 1 and 2. The main horizontal thruster adopts a catheter
thruster, in which the maximum thrust of the main thruster is
100 kgf, the maximum reverse thrust is 37 kgf, and the
maximum input power is 5 kW; the longitudinal axis of the
thruster and that of the vehicle form a 13 angle. The
maximum thrust of the vertical main thruster is 25 kgf, the
maximum reverse thrust is 14.5 kgf, the maximum input
power is 1 kW, and the longitudinal axis of the thruster and
that of the vehicle form a 26 angle. Vertical and lateral
thrusters all use channel thrusters (one at each end, with a
symmetrical layout), where the largest positive thrust is
10 kgf, the maximum reverse thrust is 10 kgf, and the
maximum input power is 500 W. The thrust of the channel
thruster reduces considerably as the AUV longitudinal forward
speed increases. In this case, the AUV closes four channel
thrusters during rapid sailing to save energy. This study in-
vestigates fault diagnosis for the four main thrusters.
T1 and T2 in Fig. 2 are the main horizontal thrusters of the
AUV, T3 and T4 are the main vertical thrusters, T5 and T6 are
the lateral thrusters, and T7 and T8 are the vertical thrusters.2.2. AUV mathematical modelingThe controller design and establishment of the fault diag-
nosis system require an accurate mathematical model, and the
complexity directly affects control quality and fault diagnosis.
An overly complex mathematical model results in complicated
control and fault diagnosis systems, thereby making con-
struction unfeasible and possibly resulting in overall perfor-
mance degradation. However, a simple mathematical model
cannot reflect the motion characteristics of the system and may
degenerate control and fault diagnosis.
The following hydrodynamic equation for an AUV is
established:
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where
M e the inertia coefficient matrix of the system, which can
meet M ¼ MRB þ MA  0;
MRB e the inertia matrix of the carrier, which can meet
MRB ¼ MTRB > 0 and _MRB ¼ 0;
MA e the added mass coefficient matrix, which meets
MA ¼ MTA > 0;
Cð v.Þ e the Coriolis force coefficient matrix, which meets
CAð v.Þ ¼ CTAð v.Þ;
Dð v.Þ e the viscous hydrodynamic coefficient matrix,
which meets Dð v.Þ> 0⇔ x.Dð v.Þ x.T ;c x.s0;
t e the control input vector;
g0 e the static load vector, which is set as 0 to facilitate the
study; and.
gðh.Þ e the restoring force/torque vector.
According to the actuator configuration and small rolling size,
the AUV mainly uses eight thrusters to lift up and down, slide,
Fig. 1. AUV actuator arrangement.
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motion model and fault diagnosis can be described approxi-
mately through the following six degrees-of-freedom equations.
The hydrodynamic coefficients of AUV are difficult to obtain by
using the identification method because of the configuration of
sensors and the restricted experimental condition. Therefore, we
calculated these coefficients by using empirical formulas.
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where X, Y, Z, K, M, and N represent the forces generated by
the AUV actuator (torque) on various degrees of freedom,
including gravity and buoyancy propeller thrust, hydrody-
namic fluid movement, and environmental force caused by the
underwater vehicle; m refers to the total drainage volume mass
Fig. 2. AUV actuator arrangement. (The horizontal moving surface is on the left, while the vertical moving surface is on the right.).
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hull coordinate system; Ix, Iy, Iz are the moments of inertia of
the AUV weight on the hull coordinate system and axis,
respectively; and u, v, w, p, q, r are the longitudinal, lateral,
vertical, longitudinal angle, and rotary angular velocities of
the AUV hull coordinate system, respectively.
_u, _v, _w, _p, _q, and _r are the accelerated speeds of the cor-
responding degrees under the AUV hull coordinate system;
X _u;Xuu; Y _v; Yv are the first- or second-order derivatives of the
hydrodynamic hull, which can be obtained through theoretical
calculation, constrained model test, identification, and
approximate estimation.
We can obtain yaw hydrodynamic coefficients from the
identified experiment data by using least squares method. The
hydrodynamic coefficients of other DOF are difficult to obtain
by using the identification method because of the configuration
of sensors and the restricted experimental condition. We calcu-
lated these coefficients on the basis of superposition principle
and equivalent value principle by using empirical formulas and
maps. The hydrodynamic coefficients are shown in Table 2.Table 2
Non-dimensional hydrodynamic.
Hydrodynamic Value Hydrodynamic Value
Y 0_v 8.154e-2 Y 0v 2.184e-1
Y 0_r 8.09e-3 Y 0r 1.59e-2
N 0_v 3.876e-3 N 0v 6.45e-3
N 0_r 1.68e-3 N 0r 4.12e-3
Y 0vjvj 0.2635 N
0
vjvj 6.99e-3
Y 0rjrj 0.2331 N
0
rjrj 7.01e-3
Y 0vjrj 0.2837 N 0vjrj 8.13e-3
Z 0q 0.01145 Z
0
_q 6.40e-3
M0q 0.03189 M0_q 2.08e-3
K 0p 2.3e-4 K
0
_p 1.26e-4The hydrodynamic Eq. (1) and the AUV state differential
equation are combined:8><>:
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Assuming that all the speeds and positions of an AUV can
be measured by using a sensor, the measured value can berepresented by y. Combining the differential Eq. (7) obtains
the state equation of the AUV motion system8>>><>>>:
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Evidently, the AUV system is a strong nonlinear system
that can be represented by the following simplified formula:(
_x¼ f.ðxÞ þ dþBt
y¼ hðxÞ ð10Þ
where f
!
is a 12-line matrix function,
f
.ðxÞ ¼ ½M1*½Cð v.Þ v. Dð v.Þ v.þ gðh.Þ; Jðh.Þwhere the
roll angle is set as 0 because this angle is uncontrollable.
x e the vector that comprises 12 controllable motion state
variables x ¼ (u, v, w, p, q, r, x, y, z, 4, q, j)T;
te the control input t¼[X, Y, Z, K, M, N]T;
Be the input matrix B ¼ [M1;0];
d e the interference term, which includes the static load;
and.
y e the value measured by the sensor.
Eq. (9) shows the mathematical model to study the motion
and fault diagnosis of AUVs.
3. Basic principle of the Gaussian particle filter and the
improved algorithm
The basic idea of the Gaussian particle filter is to assume
that the posterior probability density function of the estimated
quantity of state is similar to multi-Gaussian distribution;
particle filter technology is adopted to obtain relevant pa-
rameters and the Gaussian distribution filtering result. The
Gaussian particle filter has certain advantages for the strongly
nonlinear system of AUVs. However, particle degradation has
been restricting the application of the particle filtering algo-
rithm, which is usually solved through the design importance
density function and resample. The standard particle filter
algorithm adopts the resampling technique, but excessive
247Y.-s. Sun et al. / International Journal of Naval Architecture and Ocean Engineering 8 (2016) 243e251particle resample leads to particle exhaustion easily. Gaussian
particle filtering is a non-resampling particle filtering algo-
rithm that can avoid these problems.3.1. Basic principle of gaussian particle filteringThe density of the Gaussian random variable x can be
expressed as
N

x;m;
X
¼ ð2pÞm=2
			X			1=2
 exp
 
 ðx mÞT
X1
ðx mÞ=2
!
Where x is the dimensional vector of m, m is the average value
of x, and
P
is the covariance matrix of x.
Assuming that the posterior probability distribution at t 1 is
pðxt1jyt1Þ ¼ N

xt1;mt1;
X
t1

where mt1 and
P
t1 are the mean and covariance of the
posterior probability distribution obtained after acquiring the
measured value yt1 at moment t  1.
The Gaussian particle filtering algorithm can be used to
obtain the posterior probability distribution at time t through
the following steps (Han et al., 2010):
(1) Forecast update. The particle set of the posterior probability
distribution p(xt1jyt1) at the moment of t  1
fxit1;wit1g(i ¼ 1,2,…n, n are particle numbers, the sample
set fxit1;wit1g at moment t, and the mean mt and covari-
ance bSt of the prior probability distribution can be obtained
according to the state transition equation pðxk
		xit1Þ.
(2) Measurement update. Measurement update involves modifying
the prior probability distribution according to the measured
values. The particle set fxitgði ¼ 1; 2;/nÞ is sampled from
the importance density function q(xtjy0:t), and the likelihood
probability pðyt
		xitÞ and prior probability pðxit		xit1Þ are
calculated. The weight expression is then given by
witfw
i
t1
p

yt
		xitNxit;mt;St
q

xit
		y0:t ð11Þ
Thus, the posterior probability distribution p(xtjyt), mean
value mt of this distribution, and variance
P
t can be repre-
sented with the particle set fxit;witgði ¼ 1; 2;/nÞ.3.2. Gaussian particle filter searchThe importance density function is usually taken as the
prior probability density function p(xtjxt1) to simplify the
calculation in the general Gaussian particle filter. Therefore,
measurement update does not require resampling, but directly
uses particles with prior distribution to calculate the likelihoodprobability pðyt
		xitÞ as weights of importance. Given that the
current measured value is not considered, the sample extracted
from the importance density function deviates from the sample
extracted from the posterior probability density function, and
the deviation is particularly large at the end or at the peak of
the priori probability density function in the likelihood func-
tion. UKF is generally used in the prediction update to update
the particle set to consider the effect of the measured value,
that is, the UKF algorithm is adopted to forecast the updated
value of the individual particle fxit;wit1gði ¼ 1; 2;/nÞ, rather
than simply using the state transition equation to update (in the
case where only few particles exist).
Given that UKF possesses nonlinear characteristics, the prior
probability distribution of a new particle set is closer to the
posterior probability distribution. Another method is the use of
the UKF algorithm to directly obtain the posterior probability
density function as an importance density function, and then the
particle set fxitgði ¼ 1; 2;/nÞ can be sampled from the impor-
tance density function for the measurement update. The former
method is adopted in this study, and the specific algorithm is
given according to the reference (Schmal and Cheng, 2015).
4. AUV actuator fault diagnosis4.1. Actuator fault modelThe AUV motion system is a strongly nonlinear system that
can be expressed as f(t,x,U). The motion state can be partly
measured by a sensor and can be represented by h(t,x). The
investigated AUV motion nonlinear system can be expressed as
~x¼ f ðt;x;UÞ
y¼ hðt;xÞ ð12Þ
where f(t,x,U) contains six degrees-of-freedom dynamic
equations and the equation of the AUV motion;
x ¼ (u,v,w,p,q,r,x,y,z,4,q,j) represents the motion state of the
AUV; U ¼ (X,Y,Z,K,M,N ) refers to the control role of the
AUV; and y is the measured value.
Given the actuator fault, the control (torque) value of the
carrier is lost compared with the output value of the controller;
assuming that the amount of loss is DU, DU þ U is used to
substitute U in Eq. (11), and the fault diagnosis model of the
actuator is obtained. The discretization of the fault diagnosis
model is expressed as
xkþ1 ¼ f ðk;xk;DUk þUkÞ
ykþ1 ¼ hðkþ 1;xkþ1Þ ð13Þ4.2. Reconstruction of filterIn accordance with the fault diagnosis model, the following
filter is established.
~xkþ1 ¼ f ðk; ~xk;DUk þUk þ vkÞ
~ykþ1 ¼ hðkþ 1; ~xkþ1Þ þ nkþ1 ð14Þ
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Actuator fault diagnosis is the estimated DUk value. Nor-
mally, the mean value of DUk is 0 (Herold et al., 2012), and
DUk reflects changes in the controller value when fault occurs.
DUk is used as a parameter and is combined with the state for
joint estimation. The augmented state vector of the system can
be expressed as
c¼ ðu;v;w;p;q; r; x; y; z;4;q;j;DX;DY ;DZ;DK;DM;DNÞ
The filter equation can be changed into the following form:
~xkþ1 ¼ f ðk; ~ck;UkÞ þ vk
~ykþ1 ¼ hðkþ 1; ~ckþ1Þ þ nkþ1 ð15Þ4.3. Thruster fault diagnosis method based on the
Gaussian particle filter(1) Initialization. The initial expanded state value
c0 ¼ (u0,v0,r0,DX0,DY0,DN0) and covariance value P0 are
given, and the particle set fci0; 1=Ngði ¼ 1; 2;/nÞ is
sampled from the Gaussian distribution N(c;c0,P0) v is the
white Gaussian noise of covariance Q, and n is the white
Gaussian noise of covariance R.
(2) Time update. The dynamic system of the UKF algorithm is
adopted to update the particles, and in the particle set
fcik1gði ¼ 1; 2;/nÞ of the posterior probability distri-
bution, the dynamic system of the UKF algorithm is
adopted to update the particles. In the particle set
fcik1gði ¼ 1; 2;/nÞ of the posterior probability distri-
bution, the set of particles fcikgði ¼ 1; 2;/nÞ is updated,
which means prior probability distribution, and the priori
mean value of state m and covariance
P
k is calculated.
(3) Measurement update. Given that the prior probability
density function is adopted as the importance density
function, an updated set of particles is directly used as the
sampling source of the particle set from the importance
density function. The weight of importance wik of the
particles takes the likelihood probability density.p

yk
		xikzNyk;ykjk1;Pykjk1
i i
P
iMoreover, the normalized weight wk ¼ wk= wk, and the
posterior mean mk and covariance
P
k affected by the
measured value yk are calculated.
(4) Fault detection and fault degree estimation. The modified
Bayes (MB) algorithm is adopted to process the estimated
value of DUk and detect the occurrence of fault in an
actuator. The sliding time window method is used to
process the fault amplitude (Silveira et al., 2009) of DU
_
k
after a fault occurs.
4.4. Fault detection and degree estimation methodThe MB algorithm is adopted to detect actuator faults.
When the actuator is working properly, the average loss ofcontrol force (moment) is DU ¼ 0, covariance U is the
selected noise, and DU  NðDU;PÞ. DU_ðkÞ refers to the
estimated value of DU(k), P is the covariance. The calculation
expression is
DU
_ðkÞ ¼ 1
L1
XL1
j¼1
DU
_ðk jÞ ð16Þ
where L1 is the length of the time window. The characteristic
values can be expressed as
dDUðkÞ ¼ S1ðkÞ
P
 ln

S2ðkÞ
P

 1 ð17Þ
where,
S1ðkÞ ¼ 1
L1  1
XL1
j¼1
h
DU
_ðk jÞ DU
i2
ð18Þ
S2ðkÞ ¼ 1
L1  1
XL1
j¼1
h
DU
_ðk jÞ DUðkÞ
i2
ð19Þ
The occurrence of fault is determined as follows: fault
occurs when dDU(k)>b, but failure does not occur when
dDU(k) < b. Here, b refers to the threshold value, and
different b values are set for various systems and inspection
variables.
During failure detection and taking the sliding time window
length L2 and threshold ε, the fault amplitude can be calculated
through the following if all DU
_ðkÞ in the time window is			DU_ðkÞ DU_ðk 1Þ			< ε ð20Þ
The amplitude of the fault is.
A¼ 1
L2
X
DU
_ðkÞ DU ð21Þ
where L2 and ε are obtained according to several simulation
experiments. A large ε can obtain an early fault magnitude,
whereas a small ε may cause failure in magnitude estimation
(Zhu et al., 2009).
5. Simulation and experimental verification5.1. Simulation model and parameter settingThe ZS-AUV research object in this study is equipped with
pairs of vertical and horizontal thrusters and four main
thrusters at the end of the stern. The AUV hydrodynamic
parameters can be substituted into the actuator fault model (4)
to obtain the simulation model, and then each degree-of-
freedom control force (moment) is changed to simulate a
fault, as shown in Table 3. In the table, Fx and Fy represent the
vertical and horizontal thrusts, respectively, and N is the bow
moment. Fault is detected by estimating the change, and the
thruster layout and usage condition are combined to locate the
fault (only the horizontal movement simulation is presented
Table 3
Control values.
t/s Fx/N Fy/N N (N m)
0e75 1000 200 800
75e100 Decrease by 5 N/s Decrease by 1 N/s Decrease by 4 N/s
100e150 1000 200 800
150e300 500 50 600
(a) Longitudinal velocity.
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0 vector, and the initial value of covariance P0 is set as the
identity matrix.
Process noise covariance
Q¼ diag16 106;81 108;64 108;10 1011;49
 106;10 108;10 105;10 105;10 105;10
 107;10 107;10 1011;25;16;25;10
 109;25;25
Measurement of noise covariance
R¼ diag10 106;10 107;10 107;10 1011;10
 109;10 108;10 105;10 105;10 107;10
 107;10 107;10 1011
When the particle number is N ¼ 10, the total elapsed time
is 68 s, and the average time is 0.11 s.-500
5.2. Analysis of simulation results0 50 100 150 200 250 300
-600
Times(s)
(b) Longitudinal thrust loss value.
0 50 100 150 200 250 300
0
2
4
6
8
10
12
14
Times(s)
(c) Thrust (torque) loss value. 
Fig. 3. Simulation results in the longitudinal direction.Fig. 3 shows the simulation results of the fault diagnosis
algorithm in the longitudinal degree of freedom. The figure
shows that u is the longitudinal velocity, and DFx is the lon-
gitudinal thrust loss. Fig. 3(a) shows that the filter can track
the longitudinal velocity of the system, a difference exists
between the estimated filter and the longitudinal velocity
inferred from the model after 150 s, and the longitudinal speed
is reduced; this finding indicates that the longitudinal thrust
applied on the surface decreases (simulating the condition in
still water). Fig. 3(b) shows that the filtering wave increases
rapidly after 150 s, thereby indicating that the longitudinal
thrust provided by the actuator for the system is less than the
required thrust of the controller, which can preliminarily
determine the actuator fault related to the vertical thrust. A
75e100 s proportion adjustment process is set to eliminate the
effect on the judgment in the adjustment process. Simulation
results show that the longitudinal speed has no residual error
[see Fig. 3(a)], the estimated filter thrust loss value is
approximately zero [see Fig. 3(b)], and the fault diagnosis is
not affected in the adjustment and control processes.
Fig. 3(c) shows the estimated thrust (moment) plane based
on the modified Bayesian algorithm. The algorithm time win-
dow length is L1 ¼ 10, and the threshold is b ¼ 500. The
program determines that actuator fault occurs at 152 s, that is,
the fault is detected in 4 cycles after setting the fault time (each
cycle is 0.5 s). The amplitude estimation algorithm (time win-
dow length L2 ¼ 40) is then adopted, and the estimated vertical
thrust losses at 192 s DFx ¼ 533.0 N (threshold ε ¼ 4); theestimated horizontal thrust losses at 182 s DFy ¼ 272.9 N
(threshold ε ¼ 2); and the estimated yawing moment loss value
at 250 s DN ¼ 491.5 Nm (threshold ε ¼ 2). In practical ap-
plications, the underwater vehicle layout and the current
Fig. 4. Estimation and calculation values of related extended states.
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the actuator or should be further determined.5.3. Experimental data validationThe real fault data of the AUV with two m/s of speed
control are chosen for verification. In Fig. 4(a), the estimated
value of the filtering wave has no significant difference from
the fault-free estimation before 150 s; the longitudinal speed
decreases after 150 s, while the longitudinal velocity calcu-
lated by the model increases rapidly; this increase is the
combined effect of the actuator fault and controller adjust-
ment. In Fig. 4(b) and (c), the estimated value of the control
action increases at 150 s, which leaves the mean value of 0.
The improved Bayesian algorithm is adopted to detect the
fault, the data window length is L1 ¼ 10, the threshold b is set
as 1000 and 500, and the actuator fault is detected at 172 s.
Given the length restrictions of sea trial experimental data, the
fault magnitude cannot be estimated.
The AUV moves at a constant speed and initially meets
the thrust requirement of vertical velocity in speed control.
Given the portside main thruster fault, the speed decreases
and the thruster moves portside direction, and the controller
generates a greater vertical thrust and starboard bow
moment. Therefore, the loss in vertical thrust is negative,
whereas the loss in the bow torque is positive. According to
Fig. 4(b) and (c), fault occurs in the portside main thruster;
this occurrence is in accordance with the actual fault set in
sea conditions.
6. Conclusion
Simulation tests and actual experimental data indicate that
the improved Gaussian particle filter method effectively af-
fects AUV thruster fault diagnosis and that this method can
detect fault and estimate fault magnitude quickly. This method
affects real-time fault diagnosis positively and can be feasibly
applied in fault diagnosis for AUVs. With focus on the
working mode and thrust allocation status of AUVs, future
research should include an investigation into actuator fault
localization and separation.
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