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 1 
1. Einleitung 
In den letzten Jahrzehnten zeichnete sich zusehends ab, wie sich die meisten 
Märkte von Verkäufer- zu Käufermärkten wandelten.1 Konnten die Anbieter Mitte 
des letzten Jahrhunderts den Preis noch nahezu nach Belieben festlegen, so wird er 
heute zu großen Teilen durch den Nachfrager diktiert. Die Gründe sind schnell zu 
finden. War früher der vorhandene Bedarf kaum zu decken, führte die 
kontinuierliche Einführung moderner und effizienter Produktionsmethoden sowie das 
Anwachsen der Anzahl konkurrierender Anbieter durch globale 
Beschaffungsnetzwerke zu einem Überangebot. Der Preis steht vielen Unternehmen 
heute daher kaum mehr als Instrument zur Erhöhung des Gewinns zur Verfügung, 
sondern wird vom Markt diktiert. Um unter solchen Bedingungen wettbewerbsfähig 
zu bleiben, wurde es nötig, der Ermittlung, Beobachtung und Reduzierung von 
Kosten einen immer größeren Stellenwert einzuräumen. Einer der zahlreichen 
betroffenen Bereiche ist die Produktion.  
In der Produktion sollen Kosten unter anderem dadurch vermieden werden, dass 
durch schnelle Auslieferung die Lagerhaltungskosten reduziert und durch hohe 
Termintreue Konventionalstrafen vermieden werden. Die in den letzten Jahren 
aufgekommene Just-in-Time- bzw. Just-In-Sequence-Produktion hat die Ansprüche 
an die Termintreue für Lieferanten dabei nochmals erhöht, da eine verfrühte 
Fertigstellung zu einer Erhöhung der Lagerhaltungskosten führt. Innerhalb der 
Produktionsplanung und -steuerung übernimmt die Reihenfolgeplanung eine 
wichtige Aufgabe bei der Reduzierung oben genannter Kosten. Im Rahmen der 
Reihenfolgeplanung wird die Entscheidung getroffen, in welcher Reihenfolge die 
einzelnen Arbeitsschritte vorliegender Aufträge an den Bearbeitungsstationen 
durchgeführt werden. Es ist daher nicht verwunderlich, dass in den letzten 
Jahrzehnten zahlreiche Veröffentlichungen zur Reihenfolgeplanung gemacht worden 
sind. 
Da Reihenfolgeplanungsprobleme schwer lösbar sind, lassen sich optimale 
Lösungsverfahren nur für sehr kleine oder stark vereinfachte Probleminstanzen 
finden. Die Lösung großer, realitätsnaher Probleme ist in angemessener Zeit selbst 
mit modernen Computern unmöglich. Aus diesem Grund ist eine Vielzahl von 
                                                 
1 Vgl. PICOT/REICHWALD/WIGAND (2001), S.2-4. 
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Heuristiken entwickelt worden, die zumindest gute Ergebnisse erzielen. Eine der 
ältesten und am weitesten verbreiteten Heuristiken ist die Verwendung von 
Prioritätsregeln. Diese legen auf Basis verschiedener Kenngrößen, die sich z.B. auf 
den Auftrag oder die Situation im Produktionssystem beziehen können, die Priorität 
jedes Auftrags fest. Wird eine Maschine frei, so wird aus den wartenden Aufträgen 
derjenige gewählt, der die höchste Priorität besitzt. 
Vor allem in den letzten Jahren wurden zunehmend komplexere Heuristikansätze 
auf Reihenfolgeplanungsprobleme übertragen. So lassen sich heute u.a. genetische 
Algorithmen, neuronale Netze, Simulated Annealing, Tabu Search und die Shifted 
Bottleneck Procedure unter den Verfahren finden.2 Im Gegensatz zu Prioritätsregeln 
sind die meisten dieser Heuristiken nicht für jede Problemstellung anwendbar. 
Obwohl in der Literatur immer wieder herausgestellt wurde, dass diese Heuristiken 
bessere Ergebnisse erzielen können, sind Prioritätsregeln noch immer das in der 
Praxis am häufigsten anzutreffende Steuerungsinstrument für die 
Reihenfolgeplanung.3 Dies liegt vermutlich an der leichten Implementierbarkeit 
sowie dem intuitiv verständlichen Wirkungsmechanismus, der für den Entscheider 
leicht nachzuvollziehen ist.4 Außerdem ist auch die benötigte Rechenleistung 
erheblich geringer als bei vielen anderen Heuristiken. Mit den leistungsfähigen 
Computern, die heute zur Verfügung stehen, spielt das zwar keine so große Rolle 
mehr, die Ansprüche an die Entscheidungsgeschwindigkeit sind gleichzeitig aber 
stark gestiegen. Eine Realtime-Entscheidung über die Bearbeitungsreihenfolge ist 
heute unverzichtbar. Auch ist zu beachten, dass die Lösungsqualität vieler 
Heuristiken mit steigendem Ausmaß stochastischer Störeinflüsse stärker abnimmt, 
                                                 
2 Eine umfangreiche Übersicht und Gegenüberstellung findet sich in ZÄPFEL/BRAUNE/BÖGL (2010), S. 159-
235; JAIN/MEERAN (1998) und PINEDO (1995), S. 142-166.  
3 Vgl. hierzu und im Folgenden BARUA et al. (2005), S. 793-794 und BLAZEWICZ et al. (1996), S. 290. Viele 
der in Kapitel 3 angeführten Heuristiken wurden experimentell mit Prioritätsregeln verglichen und haben dabei 
bessere Ergebnisse erzielt. Einschränkend ist allerdings festzustellen, dass bei diesen Vergleichen nicht unbedingt 
die für die Erreichung der jeweiligen Zielsetzung beste bekannte Prioritätsregel herangezogen wurde. 
Darstellungen der Diskrepanzen zwischen Theorie und Praxis finden sich in u.a. in 
MCKAY/SAFAYENI/BUZACOTT (1988), MCKAY/BUZACOTT/SAFAYENI (1989), WIERS (1997) und 
SMITH et al. (1986). 
4 In WIERS (1997), S. 149-150 wird ausgeführt, dass Entscheider, so sie wissen, dass ein Verfahren 
möglicherweise keine optimalen Ergebnisse erzeugen kann, dem Trugschluss erliegen, sie könnten bessere 
Ergebnisse erzielen. Gerade in diesen Fällen wird die Akzeptanz des Verfahrens dadurch gestärkt, dass es der 
Planer verstehen und nachvollziehen kann, indem es eine ausreichende Transparenz aufweist. Demnach ist es 
möglich, dass der Entscheider aus verfügbaren Heuristiken nicht die beste sondern die verständlichste auswählt. 
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als die bei Prioritätsregelsteuerung und durch Prioritätsregeln daher in manchen 
Situationen gleich gute Ergebnisse erzielt werden können.5 
Es stellt sich die Frage, wie theoretische Erkenntnisse genutzt werden können, 
Verfahren zu entwickeln, die auch in der Praxis Anwendung finden. Diese Arbeit 
beschreitet den Weg, den Ansatz der Prioritätsregeln aufzugreifen und ihn so zu 
erweitern, dass die Lösungsqualität ohne größere Erhöhung von Rechenzeit und 
Verlust von Verständlichkeit gesteigert werden kann. Um dies zu erreichen, wird an 
einem Schwachpunkt der Prioritätsregeln angesetzt. Diese treffen nur partielle 
Entscheidungen und beziehen mögliche zukünftige Ereignisse nicht mit ein. 
Während bei anderen Heuristiken unterschiedliche Arten der Voraussicht zu finden 
sind, wird darauf im Rahmen der Anwendung von Prioritätsregeln meist verzichtet. 
In dieser Arbeit sollen daher verschiedene Arten der Voraussicht ausführlich 
vorgestellt und erörtert werden. Anschließend werden sie im Rahmen des Konzepts 
der Prioritätsregeln implementiert und experimentell auf ihre Wirksamkeit hin 
überprüft. Da sie bisher nur teilweise kombiniert eingesetzt wurden, sollen auch 
Kompatibilität und Wechselwirkungen untersucht werden. 
In Kapitel 2 werden die Grundlagen der Reihenfolgeplanung erläutert. Nach einer 
Darstellung der Problemstellung und möglicher Modellausgestaltungen wird eine 
Reihe von Zielsetzungen vorgestellt und erläutert. Schließlich wird ein Überblick 
über die wichtigsten Heuristiken zur Lösung des stochastisch dynamischen 
Reihenfolgeplanungsproblems gegeben. Der Schwerpunkt liegt dabei auf den 
Prioritätsregeln, die den zugrunde liegenden Ansatz dieser Arbeit darstellen. 
Auf die Voraussicht wird in Kapitel 3 ausführlich eingegangen. Es werden 
verschiedene Formen vorgestellt, die in der Literatur in Verbindung mit 
unterschiedlichen Heuristiken Anwendung finden. Ebenfalls werden die Ergebnisse 
beurteilt, die in den jeweiligen Arbeiten beschrieben werden. Vor allem ist von 
großem Interesse, inwieweit sich diese verallgemeinern lassen. Da dieses Thema 
bisher in der Literatur noch keine umfassende Untersuchung erfahren hat, wird dieser 
Überblick ausführlich durchgeführt, um als Grundlage späterer Betrachtungen dienen 
zu können. 
Kapitel 4 stellt anschließend dar, wie diese Voraussichtsvarianten im Rahmen der 
Verwendung von Prioritätsregeln Anwendung finden können. Dabei werden vor 
allem Wege aufgezeigt, in Kapitel 3 festgestellte Defizite bisheriger Verfahren zu 
                                                 
5 Vgl. SABUNCUOGLU/BAYIZ (2000), S. 578; SABUNCUOGLU/KARABUK (1999), S. 272-280 und 
LAWRENCE/SEWELL (1997), S.80. 
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umgehen und Ansätze zu entwickeln, die je nach Bedarf modular untersucht und 
eingesetzt werden können. Außerdem werden für benötigte Informationen über 
zukünftige Systemzustände entwickelte Schätzverfahren dargestellt. 
Das dieser Arbeit zugrunde liegende Simulationsmodell wird in Kapitel 5 
dargestellt. Außerdem findet eine Beschreibung der herangezogenen statistischen 
Auswertungsverfahren statt. Dabei wird insbesondere auf die 
Anwendungsvoraussetzungen und die Konsequenzen ihrer Nichteinhaltung 
eingegangen. Zudem werden die daraus abzuleitenden Anforderungen an die 
durchzuführenden Experimente erörtert.  
Die Überprüfung der in Kapitel 4 beschriebenen Mechanismenimplementierungen 
findet in Kapitel 6 auf ihre Wirksamkeit hin statt. Dabei wird zunächst die 
Genauigkeit der entwickelten Schätzverfahren für benötigte Informationen über 
zukünftige Systemzustände überprüft. Anschließend findet eine experimentelle 
Untersuchung der einzelnen Voraussichtsmechanismen statt. Die Untersuchung der 
Wechselwirkungen dieser Mechanismen findet schließlich in Form von spezifischen 
Fragestellungen statt, die nicht mithilfe eines Mechanismus allein beantwortet 
werden können. 
In Kapitel 7 findet sich abschließend eine Zusammenfassung der wesentlichen 
Ergebnisse der vorliegenden Arbeit. 
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2. Grundlagen der Reihenfolgeplanung 
Produktionssysteme in der Praxis stellen sich zumeist als äußerst komplex dar. 
Um die allgemeine Wirksamkeit unterschiedlicher Steuerungskonzepte und 
-mechanismen zu untersuchen, ist daher ein hoher Grad an Abstraktion und 
Idealisierung notwendig.6 Abschnitt 2.1 dieser Arbeit stellt für die 
Reihenfolgeplanung allgemein gebräuchliche Modelle und deren Variationen dar. 
Außerdem wird auf das Modell eingegangen, das in dieser Arbeit Anwendung findet. 
Die wichtigsten im Rahmen dieses Modells zu betrachtenden Zielsetzungen werden 
in Abschnitt 2.2 dargestellt. Abschnitt 2.3 geht auf die rechnerischen Anforderungen 
zur Lösung dieser Probleme ein und Abschnitt 2.4 beschäftigt sich mit der besonders 
anspruchsvollen Teilmenge der stochastisch dynamischen Probleme. Die Lösung 
Letzterer wird in Abschnitt 2.5 betrachtet. 
2.1 Allgemeine Problemformulierung 
2.1.1 Grundmodell 
Häufig stellen sich bei der Betrachtung von realen Systemen, wie z.B. 
Produktionssystemen, Fragen, die durch Experimentieren mit dem realen System 
nicht unter akzeptablen Kosten zu beantworten sind. Soll z.B. eine Fabrikhalle 
erweitert werden, um Lieferengpässe zu beseitigen, ist es nicht sinnvoll, 
verschiedene Alternativen zu errichten und nach einer Testphase niederzureißen, um 
für die nächste zu testende Alternative Platz zu schaffen. In solchen Fällen bietet sich 
das Experimentieren mit Modellen an. Im Bereich des Operations Research wird 
heute fast ausschließlich auf mathematische Modelle zurückgegriffen.7 Bei der 
Erstellung von Modellen befindet man sich im Spannungsfeld zwischen sehr 
detaillierten Modellen, die es gestatten, sehr präzise Fragen zu beantworten und stark 
abstrahierenden, einfachen Modellen, die verallgemeinerbare Aussagen zulassen und 
eher die Gewinnung eines grundsätzlichen Verständnisses unterstützen. In der 
wissenschaftlichen Auseinandersetzung mit Fragen der Reihenfolgeplanung finden 
sich daher fast ausschließlich stark abstrahierende Modelle. Die meisten 
                                                 
6 Vgl. SCHMIDT (2001), Kapitel 2, S. 3. 
7 Vgl. LAW/KELTON (2000), S. 4-5. 
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Produktionssystemmodelle werden auf zwei Objekttypen reduziert: 
Bearbeitungsstationen und Aufträge. 
Eine Bearbeitungsstation stellt eine beliebige Einrichtung dar, durch die 
Bearbeitungsvorgänge (Operationen) an den Aufträgen durchgeführt werden. Eine 
genaue Spezifizierung findet meist nicht statt, um das Modell möglichst universell 
einsetzbar zu halten. So kann eine Bearbeitungsstation u.a. eine Maschine in einer 
Fabrik, ein Geldautomat in einer Bank, ein Operationssaal in einem Krankenhaus 
oder ein Callcenter-Mitarbeiter sein. Um ein mathematisches Modell formulieren zu 
können, müssen weitere Annahmen gemacht machen. Die Grundannahmen bzgl. der 
Bearbeitungsstationen, die auch dem Modell dieser Arbeit zugrunde liegen, werden 
in Tabelle 1 dargestellt.8 
Wie die Bearbeitungsstationen können auch die Aufträge vielgestaltig sein. 
Analog zu obigen Beispielen kann es sich bei einem Auftrag um ein zu bearbeitendes 
Werkstück, den Abhebungsvorgang eines Bankkunden, die Operation eines Patienten 
oder die Beratung eines Kunden handeln. Auch für einen Auftrag müssen generelle 
Annahmen getroffen werden, die sich in Tabelle 2 finden.9  
Je nach Fragestellung ist es nötig, einzelne dieser Grundannahmen zu 
modifizieren, aufzuheben oder genauer zu spezifizieren. Abschnitt 2.1.2.1 geht näher 
auf mögliche Abweichungen von diesen Annahmen ein und Abschnitt 2.1.2.2 
spezifiziert das in dieser Arbeit herangezogene Modell detaillierter. 
 
                                                 
8 Vgl. CONWAY/MAXWELL/MILLER (1967), S. 4-6, mit Erweiterungen aus BLAZEWICZ et al. (1996), S.58; 
SEELBACH (1975), S. 16-18 und HAUPT (1989), S. 3-4 sowie die dort jeweils aufgeführten Nachweise. 
9 Vgl. CONWAY/MAXWELL/MILLER (1967), S. 4-6. 
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B.1 Jede Bearbeitungsstation bearbeitet zu jedem Zeitpunkt höchstens einen 
Auftrag. 
B.2 Ein begonnener Bearbeitungsvorgang kann nicht für einen anderen 
Bearbeitungsvorgang unterbrochen werden. 
B.3 Jede Bearbeitungsstation kann nur einen bestimmten Operationstyp 
ausführen. Eine gegebene Operation kann daher nur auf einer 
bestimmten Bearbeitungsstation durchgeführt werden. 
B.4 Bearbeitungsstationen können temporär aufgrund von Störungen nicht 
zur Verfügung stehen. Bei Eintritt der Störung wird ein evtl. gerade 
durchgeführter Bearbeitungsvorgang unterbrochen und nach Behebung 
der Störung fortgesetzt. Die Ausfalldauern beinhalten alle durch die 
Störung auftretenden Verzögerungen wie Wartezeiten auf die 
Reparatur, Reparaturzeiten und zusätzliche Rüstzeiten. Von Störungen 
abgesehen, stehen Bearbeitungsstationen kontinuierlich zur Verfügung. 
B.5 Bearbeitungsstationen sind die einzigen beschränkenden Ressourcen.  
B.6 Die Bearbeitungszeiten (die Dauer, die eine bestimmte Operation eines 
bestimmten Auftrags auf der entsprechenden Maschine in Anspruch 
nimmt) beinhalten technologisch bestimmte Zeiten, wie reine 
Fertigungszeiten sowie Rüstzeiten, und sind reihenfolgeunabhängig. 
B.7 Transportzeiten von Aufträgen zwischen den Bearbeitungsstationen 
werden nicht berücksichtigt. 
B.8 Die Auftragspuffer vor den Bearbeitungsstationen haben eine 
unbegrenzte Kapazität. 
Tabelle 1 - Grundsätzliche Modellannahmen über Bearbeitungsstationen 
 
A.1 Jeder Auftrag wird zu jedem Zeitpunkt von höchstens einer 
Bearbeitungsstation bearbeitet. 
A.2 Jeder Auftrag setzt sich aus einer beliebigen Anzahl von 
Bearbeitungsvorgängen zusammen, deren Reihenfolge fest vorgegeben 
ist und nicht geändert werden kann. Die Bearbeitungsvorgänge sind 
linear geordnet, d.h. jeder Vorgang hat maximal einen direkten 
Vorgänger und Nachfolger. 
Tabelle 2 - Grundsätzliche Modellannahmen über Aufträge 
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2.1.2 Mögliche Ausgestaltungen und Erweiterungen 
2.1.2.1 Mögliche Modifikationen der Grundannahmen 
Im Folgenden soll dargestellt werden, welche Abwandlungen der Annahmen aus 
Tabelle 1 und Tabelle 2 nötig sein können, um bestimmte Sachverhalte real 
existierender Produktionssysteme abbilden zu können. Die umfassende Aufstellung 
dient der Erhöhung der praktischen Anwendbarkeit des in dieser Arbeit zugrunde 
gelegten Modells bei Bedarf. 
 
Anmerkung zu B.1: 
Die Annahme B.1 geht davon aus, dass jede Bearbeitungsstation aus genau einer 
Maschine besteht.10 Genauso ist es aber auch möglich, dass eine Bearbeitungsstation 
zwei oder mehr parallele Maschinen umfasst.11 Dies erweitert das 
Maschinenbelegungsproblem um eine weitere Fragestellung. So ist zu entscheiden, 
ob für alle Maschinen die gleiche Belegungsstrategie angewendet wird, oder eine 
Maschine z.B. ausschließlich Aufträge hoher Priorität bearbeitet. Wenn nicht alle 
dieser parallelen Maschinen identisch sind, müssen zudem noch 
Maschinenspezifikationen berücksichtigt werden. Im Rahmen dieser Arbeit sollen 
nur Bearbeitungsstationen mit genau einer Maschine betrachtet werden, weshalb die 
Begriffe Bearbeitungsstation und Maschine im Folgenden als synonym betrachtet 
werden. 
 
Anmerkung zu B.2: 
Grundsätzlich ist es möglich, Unterbrechungen der Bearbeitung zuzulassen, wobei 
zwischen zwei Varianten zu unterscheiden ist.12 Ist die Unterbrechung mit keinerlei 
Kosten verbunden und kann die Bearbeitung später an genau dieser Stelle fortgesetzt 
werden, vereinfacht sich das Modell erheblich. So wird z.B. Voraussicht im Sinne 
des Wartens auf einen eiligen Auftrag überflüssig.13 Neben dieser eher 
unrealistischen Variante besteht auch die Möglichkeit, dass ein unterbrochener 
Auftrag von vorn begonnen werden muss oder dass die Fortsetzung mit zusätzlichen 
Kosten verbunden ist.  
                                                 
10 Die Bezeichnung Maschine soll im Folgenden verwendet werden, ohne damit die allgemeine Übertragbarkeit 
des Modells auf andere Bereiche als die Produktion einzuschränken. 
11 Vgl. PINEDO (2005), S. 22. 
12 Vgl. hierzu und im Folgenden JOHNSON/MONTGOMERY (1974), S. 348. 
13 Vgl. Abschnitt 3.2. 
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Anmerkung zu B.3: 
Um bestimmte real existierende Produktionssysteme abbilden zu können, ist es 
nötig, die Einschränkung aufzuheben, dass jede Maschine nur einen bestimmen 
Operationstyp durchführen kann.14 Stellt man sich z.B. eine menschliche 
Arbeitskraft, oder einen modernen Roboter vor, so findet man schnell Beispiele für 
Bearbeitungsstationen, die unterschiedliche Bearbeitungsvorgänge ausführen 
können. Die einzelnen Aufträge können dann auf alternativen Routen fertiggestellt 
werden. Zu unterscheiden ist dann, ob es eine Entscheidungsregel gibt, die bestimmt, 
vor welcher Maschine ein Auftrag sich in die Warteschlange einreiht, oder ob er in 
allen relevanten Warteschlangen Berücksichtigung findet, bis er schließlich von einer 
Maschine bearbeitet wird.15 
 
Anmerkung zu B.4: 
In den meisten Arbeiten wird diese Annahme nicht getroffen, sondern von 
störungsfreiem Betrieb ausgegangen.16 Im Hinblick auf die Realität und die 
Möglichkeiten, die Voraussicht im Rahmen der Störungsprädiktion bietet, findet eine 
Berücksichtigung in dieser Arbeit statt. 
 
Anmerkung zu B.5: 
Grundsätzlich ist es möglich, eine beliebig große Zahl an beschränkenden 
Ressourcen zu betrachten. Die Übersichtlichkeit und Lösbarkeit nimmt dabei aber 
erheblich ab, weshalb eine Ausweitung meist nur auf zwei beschränkende 
Ressourcen durchgeführt wird. Man spricht in diesem Fall von einem Dual Resource 
Constrained (DRC) System. Typisch für die zweite Ressource neben den Maschinen 
sind Arbeitskräfte17 oder Transportsysteme18. Die hohe Komplexität dieser Modelle 
hat dazu geführt, dass für Reihenfolgeplanung nur die einfachsten Prioritätsregeln 
herangezogen wurden.19 Eine umfassende Untersuchung von Voraussicht erscheint 
                                                 
14 Vgl. ALLEN (1963), S. 255-256. 
15 Vgl. KIRAN/SMITH (1984), S. 89. 
16 Vgl. u.a. CONWAY/MAXWELL/MILLER (1967), S. 5; FRENCH (1982), S. 9 und SEELBACH (1975), S. 
11. 
17 Eine Übersicht findet sich in BLACKSTONE/PHILLIPS/HOGG (1982), S. 39 und HAUPT (1989), S. 12-13. 
18 Vgl. BLAZEWICZ et al. (1996), S. 389-398. 
19 Vgl. BLACKSTONE/PHILLIPS/HOGG (1982), S. 39. 
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in diesem Umfeld nicht sinnvoll, bevor sie unter nur einer beschränkenden Ressource 
durchgeführt wurde. 
 
Anmerkung zu B.6: 
Vor allem in der chemischen Industrie gibt es eine Reihe von 
Produktionsprozessen, bei denen reihenfolgeabhängige Rüstzeiten, z.B. für die 
Reinigung der Apparaturen, auftreten.20 Diese spielen eine so zentrale Rolle, dass die 
Annahme reihenfolgeunabhängiger Bearbeitungszeiten zu unbrauchbaren 
Ergebnissen führen würde. Auf die Abbildung dieser Spezialfälle soll in der 
vorliegenden Arbeit verzichtet werden. 
 
Anmerkung zu B.7: 
Es ist denkbar, dass das Modell derart erweitert wird, dass Transportzeiten in 
Abhängigkeit der Quell- und Zielmaschine oder in Abhängigkeit dieser Maschinen 
sowie des zu transportierenden Auftrags eingeführt werden. Diese Erweiterung ist in 
sehr wenigen Arbeiten anzutreffen.21 Da Transportzeiten im Gegensatz zu Rüstzeiten 
in den meisten Fällen keinen Einfluss auf die Auswahlentscheidung eines Auftrags 
haben, wird auf ihre Betrachtung im Rahmen dieser Arbeit verzichtet. 
 
Anmerkung zu B.8: 
Mit Blick auf reale Produktionssysteme erscheint die Annahme unbegrenzter 
Zwischenlagerkapazitäten unrealistisch. Zu bedenken ist allerdings, dass eine 
Beschränkung nur dann relevant ist, wenn der Bedarf an Zwischenlagerkapazität die 
vorliegende Grenze überschreitet. Denkbar sind zwei Varianten beschränkter 
Zwischenlagerkapazität. Unter No-Wait-Modellen versteht man solche, bei denen 
überhaupt kein Puffer zur Verfügung steht.22 Reale Modelle dieser Ausgestaltung 
finden sich z.B. in der Stahlverarbeitung, wo das flüssige Metall sofort verarbeitet 
werden muss, bevor es wieder kalt wird.23 Bei der zweiten Variante steht ein 
                                                 
20 Vgl. BAKER (1974), S. 94-106. 
21 Zu diesen Ausnahmen gehören BRUCKER (2004), S. 288 und JACKSON (1957), S. 287-295. 
22 Vgl. u.a. HALL/SRISKANDARAJAH (1996), S. 510-512; GRAHAM et al. (1979), S. 316-317; BLAZEWICZ 
et al. (1996), S. 267-269 und PINEDO (1995), S. 12. 
23 Vgl. PINEDO (1995), S. 12. 
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Zwischenlager zur Verfügung, ist aber beschränkt.24 Beide Varianten führen zu dem 
Problem, dass die Auswahlentscheidung an den einzelnen Maschinen nicht mehr 
unabhängig voneinander getroffen werden kann. Sobald ein Zwischenlager voll ist, 
kann kein Auftrag mehr die Bearbeitung verlassen, der die zugehörige Maschine als 
nächstes benötigen würde. In Abhängigkeit von der Modellkonfiguration kann es 
dadurch zu Verklemmungen (Deadlocks) kommen.25 Dies wirft grundsätzlich 
interessante Fragestellungen für die Anwendung von Voraussicht auf, erhöht jedoch 
die Komplexität deutlich. Daher erscheint es sinnvoller, in der vorliegenden Arbeit 
die generellen Eigenschaften der Voraussichtsanwendung zu untersuchen und diese 
Betrachtung auszugliedern. 
 
Anmerkung zu A.1: 
Die parallele Bearbeitung eines Auftrags auf mehreren Maschinen ist z.B. dann 
vorstellbar, wenn es sich beim Auftrag nicht um ein einzelnes Werkstück, sondern 
um ein ganzes Los gleicher Werkstücke handelt. Dann könnten die ersten 
Werkstücke bereits auf der nächsten Maschine bearbeitet werden, auch wenn das Los 
auf der aktuellen Maschine noch gar nicht fertiggestellt ist.26 Da die parallele 
Bearbeitung für die, in der vorliegenden Arbeit im Mittelpunkt stehende, 
grundlegende Untersuchung der Voraussicht keine wesentlichen Fragestellungen 
bietet, wird auf diese Alternative in der vorliegenden Arbeit verzichtet. 
 
Anmerkung zu A.2: 
Ist die Reihenfolge der einzelnen Bearbeitungsvorgänge nicht vorgegeben, spricht 
man vom Open Shop.27 Die Routen der Aufträge müssen in diesem Fall also 
zusätzlich im Rahmen der Planungsaufgabe bestimmt werden. Bei der Verwendung 
von Prioritätsregeln sind also weitere Regeln notwendig, die jeweils die Maschine 
für die nächste Operation auswählen. Um eine zu große Auffächerung der 
Problemstellung zu verhindern, sollen Open Shops daher in dieser Arbeit nicht 
betrachtet werden. Gleiches gilt für sog. Assembly Shops, wo die durchzuführenden 
                                                 
24 Vgl. u.a. BLAZEWICZ et al. (1996), S. 118-123; PINEDO (2005), S. 115-140; PERKINS/KUMAR (1989), S. 
139-148 und NASO/TURCHIANO (2004), S. 2497-2520. Eine Übersicht über eine Reihe von Arbeiten und 
deren Modelle findet sich auch in PAPADOPOULOS/HEAVY (1996), S. 1-27. 
25 Vgl. HOSACK/MAHMOODI/T.MOSIER (2003), S. 2991-3006 m.w.N. 
26 Vgl. HOLLOWAY/NELSON (1975), S. 16-20 und GIFFLER/THOMPSON (1960), S. 499-500.  
27 Vgl. BLAZEWICZ et al. (1996), S. 269-271; GRAHAM et al. (1979), S. 311-313 und PINEDO (1995), S. 118-
125. 
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Operationen, nicht wie in Annahme A.2 gefordert linear, sondern in Form eines 
Baums angeordnet sind.28 Da alle Vorgängeroperationen eines durchzuführenden 
Arbeitsschritts hier möglichst zum gleichen Zeitpunkt beendet sein sollten, bieten 
sich eine Reihe von Anwendungsmöglichkeiten für Voraussicht. Gleichzeitig steht 
die erhöhte Komplexität und Spezialisierung der nötigen Verfahren aber dem 
Bestreben der vorliegenden Arbeit entgegen, grundsätzliche Aussagen zur 
Anwendung von Voraussicht zu machen. Daher sollten Assembly Shops in 
nachfolgenden Arbeiten in Bezug auf Voraussichtsanwendung untersucht werden. 
2.1.2.2 Detaillierte Ausgestaltung des Modells und sich daraus ergebende 
Modellklassifikation 
Im Rahmen der beschriebenen Grundannahmen müssen noch weitere 
Spezifikationen vorgenommen werden, um ein Modell vollständig klassifizieren und 
einen geeigneten Lösungsalgorithmus wählen zu können. 
Eine erste wichtige Unterscheidung kann anhand der Ankunft von Aufträgen 
gemacht werden. Liegen alle Aufträge zu Beginn der Planungsperiode vor und 
befindet sich das Produktionssystem in einem leeren, einsatzbereiten Zustand, spricht 
man von statischen Problemen.29 Im Gegensatz dazu handelt es sich um ein 
dynamisches Problem, wenn mindestens ein Auftrag erst zu einem späteren 
Zeitpunkt verfügbar ist und eingeplant werden kann. Diese Arbeit beschäftigt sich 
nur mit den realistischeren und komplexeren dynamischen Modellen. 
Eine weitere Unterscheidung kann gemacht werden, indem man betrachtet, in 
welcher Art und Weise Ankunfts-, Bearbeitungs- und Ausfallzeiten bestimmt 
werden. Stehen alle von Beginn an betragsmäßig fest, spricht man von 
deterministischen Problemen.30 Werden die Größen hingegen durch Zufallszahlen 
ausgedrückt, von denen höchstens die Verteilungsfunktion und ihre Parameter 
bekannt sind, handelt es sich um ein stochastisches Modell. Diese Arbeit beschäftigt 
sich nur mit stochastischen Modellen, die der Wirklichkeit eher entsprechen. Da 
einige in der Literatur anzutreffende Voraussichtsmechanismen nur in 
                                                 
28 Vgl. z.B. CONWAY/MAXWELL/MILLER (1967), S. 243-247. 
29 Vgl. zur Unterscheidung von statischen und dynamischen Problemen CONWAY/MAXWELL/MILLER 
(1967), S. 7; ASHOUR (1972), S. 10; BAKER (1974), S. 6; SEELBACH (1975), S. 16 und FRENCH (1982), S. 
16. 
30 Vgl. zur Unterscheidung von deterministischen und stochastischen Modellen FRENCH (1982), S. 15-16 und S. 
202-204. 
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deterministischer Umgebung untersucht wurden, müssen diese entsprechend für die 
anspruchsvolleren stochastischen Modelle erweitert werden. 
Annahme A.2 macht nur eine Aussage darüber, dass die Maschinenfolge jedes 
Auftrags von Beginn an feststeht, nicht jedoch darüber, wie sich die 
Maschinenfolgen der einzelnen Aufträge zueinander verhalten. Haben alle Aufträge 
die gleiche Maschinenfolge, so spricht man von einem Flow Shop (Reihenfertigung) 
im Gegensatz zum Job Shop (Werkstattfertigung), bei dem sich die Maschinenfolgen 
aller Aufträge nicht entsprechen.31 In der Realität ist es eher nicht zu erwarten, dass 
eine Produktionseinrichtung Aufträge bearbeitet, die alle völlig voneinander 
unabhängige Maschinenfolgen aufweisen, weshalb in dieser Arbeit ein modifizierter 
Job Shop untersucht werden soll. Es wird davon ausgegangen, dass jeder Auftrag 
einem Auftragstypen zugeordnet werden kann.32 Alle Aufträge eines Typs zeichnen 
sich durch die gleiche Maschinenfolge aus. Flow Shops werden in der vorliegenden 
Arbeit nicht betrachtet. 
Bezüglich der Maschinenfolge ist weiterhin von Interesse, wie oft jede einzelne 
Maschine darin auftauchen kann. Die Varianten genau einmal33, höchstens einmal34 
und beliebig oft35 sind dabei denkbar. Wenn nicht jede Maschine genau einmal 
durchlaufen werden muss und Auftragstypen Anwendung finden, hat dies i.d.R. zur 
Folge, dass die einzelnen Maschinen unterschiedlich stark ausgelastet werden.36 Die 
dadurch auftretenden Engpassmaschinen machen eine Anwendung von Voraussicht 
besonders interessant, da eine Fehlentscheidung in Bezug auf eine dieser Maschinen 
weitaus größeren Einfluss auf das Gesamtergebnis hat und diese Fehlentscheidung 
daher schon im Vorfeld vermieden werden sollte.37 
Für die Betrachtung der Lösungsverfahren ist außerdem interessant, auf das 
Durchsuchen welches Lösungsraums sie sich beschränken. Grundsätzlich sind 
unendlich viele Lösungen zulässig, da man in jeden Ablaufplan beliebig lange 
                                                 
31 Vgl. SEELBACH (1975), S. 15;  
32 Auftragstypen wurden mit dem Ziel realistischerer Modellannahmen z.B. in BRIZUELA/SANNOMIYA 
(2000), S. 4174-4180 verwendet. 
33 Vgl. FRENCH (1982), S. 8. 
34 Vgl. SEELBACH (1975), S. 17. 
35 Vgl. BAKER (1974), S. 178. 
36 Vgl. Abschnitt 5.2.4. 
37 Im Rahmen des Abschnitts 3.4.3 wird Reihe von Veröffentlichungen dargestellt, die sich spezifisch mit der 
hohen Relevanz von Engpässen und einer engpassorientierten Steuerung befassen. 
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Leerzeiten vor der Durchführung eines Bearbeitungsvorgangs einfügen kann.38 Dass 
dies aus Wirtschaftlichkeitsgründen nicht sinnvoll sein kann, ist schnell einsichtig, 
weshalb die Lösungssuche auf eine Teilmenge des gesamten Lösungsraums 
beschränkt werden kann. Man spricht von semi-aktiven Ablaufplänen, wenn unter 
Beibehaltung der Auftragsfolge jeder Maschine und Einhaltung aller Restriktionen 
kein Bearbeitungsvorgang früher begonnen werden kann. Alle zur Minimierung 
einer regulären Zielgröße optimalen Ablaufpläne müssen dieser Teilmenge 
angehören. Weiter reduzieren kann man den zu untersuchenden Lösungsraum auf die 
aktiven Ablaufpläne, indem man auch die Änderung von Auftragsreihenfolgen 
zulässt, solange durch den früheren Bearbeitungsbeginn eines Auftrags auf einer 
Maschine kein Bearbeitungsschritt eines anderen Auftrags später begonnen werden 
muss. Diese Teilmenge der semi-aktiven Ablaufpläne ist die kleinste, für die noch 
sichergestellt ist, dass sie alle optimalen Lösungen erhält.39 Da diese Teilmenge aber 
noch immer sehr groß ist, beschränken sich einige Verfahren darauf, nur die sog. 
verzögerungsfreien (non-delay) Ablaufpläne zu betrachten. Diese gestatten es nicht, 
dass sich eine Maschine im Leerlauf befindet, während mindestens ein Auftrag zur 
Verfügung steht, der auf ihr bearbeitet werden könnte. Diese Teilmenge der aktiven 
Ablaufpläne muss nicht mehr zwangsläufig alle oder überhaupt eine optimale 
Lösung enthalten. Die Verwendung von Prioritätsregeln führt grundsätzlich zu einer 
Beschränkung auf verzögerungsfreie Ablaufpläne.40 Im Rahmen dieser Arbeit soll 
durch geeignete Maßnahmen eine Erweiterung auf aktive Ablaufpläne das Auffinden 
besserer Lösungen möglich machen.41 
2.2 Zielsetzungen bei der Reihenfolgeplanung 
Wie bei fast allen Entscheidungen in einem Unternehmen, stehen auch bei der 
Reihenfolgeplanung ökonomische Fragestellungen im Vordergrund. Da alle 
                                                 
38 Vgl. hierzu und im Folgenden BAKER (1974), S. 183-187. 
39 Unter Einschränkung der Problemstellung ist es möglich, auch kleinere Mengen von Ablaufplänen zu finden, 
die noch alle optimalen enthalten. So definieren CHU und PORTMAN in CHU/PORTMANN (1992), S. 408 die 
Menge der T-aktiven Ablaufpläne, die bei Betrachtung eines deterministisch dynamischen 1-Maschinen-
Problems alle Ablaufpläne enthält, die die minimale Summe der Auftragsverspätung aufweisen und eine 
Teilmenge der aktiven Ablaufpläne ist. Auch AKTURK und OZDEMIR definieren in AKTURK/OZDEMIR 
(2001), S. 395-401 eine dominante Teilmenge der aktiven Ablaufpläne für dieses Problem. 
40 Davon abweichende Prioritätsregelverfahren, die sich nicht auf verzögerungsfreie Ablaufpläne beschränken, 
werden in Abschnitt 3.2.3 dargestellt. 
41 Das entwickelte Verfahren wird in Abschnitt 4.1 beschrieben. 
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Erlöseinflussgrößen, wie z.B. Absatzmengen, Preise und Qualität, Ergebnisse 
anderer Entscheidungsprozesse sind, kann die Reihenfolgeplanung nur über die 
Kostensenkung zu einem höheren Gewinn beitragen. Gefunden werden sollte also 
der kostenminimale Ablaufplan. Dennoch ist die Anzahl von Arbeiten, die sich mit 
kostenorientierten Zielsetzungen auseinandersetzen, eher gering.42 Dies liegt an der 
Tatsache, dass die entstehenden Kosten schwer quantifizierbar und meist zu 
unternehmensspezifisch ausgestaltet sind, um eine allgemeingültige Aussage zu 
machen.43 Aus diesem Grund werden für die Bewertung von Ablaufplänen in der 
Regel zeitorientierte Kriterien herangezogen. In einer Reihe von Arbeiten wird 
kritisch untersucht, inwieweit diese ein ausreichend gutes Substitut für 
kostenorientierte Zielsetzungen darstellen.44 Ohne auf diese Diskussion näher 
einzugehen, werden in dieser Arbeit lediglich zeitorientierte Zielsetzungen 
herangezogen. Zum einen soll es sich vor allem um eine theoretische Erörterung 
handeln, die im Rahmen von Prioritätsregeln die Verwendung von Voraussicht 
untersucht. Da zumindest ein generell gleichgerichteter Zusammenhang zwischen 
den verwendeten Zeitgrößen und den entsprechenden Kostengrößen nicht bestritten 
wird, behalten die generellen Ergebnisse ihre Aussagekraft, auch wenn sich die 
Vorteilhaftigkeit einzelner Prioritätsregeln evtl. ändert. Der andere Grund ist die 
Gewährleistung von Vergleichbarkeit mit den Ergebnissen anderer Arbeiten. Da 
zeitorientierte Zielsetzungen den wesentlich größeren Anteil ausmachen, sind 
Ergebnisse so leichter übertragbar. 
Zeitorientierte Zielsetzungen werden in drei Gruppen, nämlich 
durchlaufzeitorientierte, belegungszeit- bzw. kapazitätsorientierte und 
terminorientierte Zielsetzungen unterteilt.45 Im Rahmen der hier untersuchten 
stochastisch dynamischen Reihenfolgeplanung sind belegungszeit- bzw. 
kapazitätsorientierte Zielsetzung nicht sinnvoll, da die Wahl eines Ablaufplans 
keinen Einfluss auf sie hat.46 Da die Anzahl der verbleibenden Zielsetzungen noch 
                                                 
42 Beispiele für kostenorientierte Reihenfolgeplanung sind STEFENELLI (2000) und PAULIK (1984). 
43 Vgl. BLACKSTONE/PHILLIPS/HOGG (1982), S. 28. 
44 Vgl. SEELBACH (1975), S. 32-39 und SIEGEL (1974), S. 27-49. In JONES (1973), S. 293-307 wird anhand 
eines theoretischen Beispiels aufgezeigt, wie sich die bestgeeignete Prioritätsregel in Abhängigkeit von der 
vorliegenden Kostenstruktur ändern kann. 
45 Vgl. HOLTHAUS (1996), S. 8. 
46 Vgl. CONWAY/MAXWELL/MILLER (1967), S. 14. 
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immer groß ist und manche von ihnen auch durch gleiche Ablaufpläne optimiert 
werden, soll in der vorliegenden Arbeit nur eine Auswahl untersucht werden.47 
Zur Formalisierung ist es nötig, eine Reihe von Bezeichnern zu deklarieren, die 
Tabelle 3 zu entnehmen sind.48 
 
Bezeichner Beschreibung 
N  Anzahl der Aufträge [-] 
i  Index des Auftrags [-], { }1, ,i N∈ …  
ir  Ankunftszeitpunkt des Auftrags i [ZE] 
id  Fertigstellungstermin des i-ten Auftrags [ZE] 
ic  Fertigstellungszeitpunkt des i-ten Auftrags [ZE] 
iF  Durchlaufzeit des Auftrags i [ZE], i i iF c r= −  
iL  Terminabweichung des Auftrags i [ZE], i i iL c d= −  
iT  Terminüberschreitung des Auftrags i [ZE], { }max 0,i i iT c d= −  
Tabelle 3 - Deklaration der für die Zielsetzungen der Ablaufplanung notwendigen Bezeichner 
Sich daraus ergebend, finden sich die in dieser Arbeit betrachteten Zielsetzungen 
in Tabelle 4. Die sich an der Durchlaufzeit (DLZ) orientierenden Zielsetzungen ((1) - 
(3)) entsprechen in etwa einer Betrachtung der Kapitalbindungskosten, da lange 
DLZen mit hohen Zwischenlagerbeständen einhergehen.49 Außerdem ist vorstellbar, 
dass eine regelmäßig frühe Auslieferung die Kundenzufriedenheit erhöht oder als 
Verkaufsargument herangezogen werden kann. Die terminorientierten Zielsetzungen 
((4) – (8)) dienen vor allem der Vermeidung von Konventionalstrafen und 
Kundenverärgerung. Mittelwerte ((1) und (4)) basieren auf der Annahme, dass sich 
die Kosten proportional zur Zielgröße verhalten.50 Die Minimierung des Mittelwerts 
führt dann zur Minimierung der gesamten Kosten dieser Art. Geht man davon aus, 
                                                 
47 Eine umfangreiche Sammlung von Zielsetzungen findet sich in HOLTHAUS (1996), S. 8-14 und 
BEENHAKKER (1963), S. 16-17. 
48 In der Literatur sind eine Reihe abweichender Variablenbezeichnungen zu finden, vor allem bei frühen 
Arbeiten. Bei der aktuell gebräuchlichen Schreibweise wird oft Bezug auf GRAHAM et al. (1979), S.288-291 
genommen. 
49 Vgl. CONWAY/MAXWELL/MILLER (1967), S. 15-20. 
50 Diese und die nachfolgenden Überlegungen besitzen Gültigkeit, da im betrachteten Modell keine Gewichtung 
der Aufträge vorgenommen wird. Verursachen die einzelnen Aufträge unterschiedliche Kosten pro Zeiteinheit, so 
gilt die Aussage nur für die korrespondierenden gewichteten Zielgrößen. 
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 dass vor allem extrem lange Zeitspannen hohe Kosten verursachen, ist es sinnvoll, 
die Maxima ((2) und (5)) zu betrachten. Innerhalb eines Unternehmens handelt es 
sich bei der Produktion um alles andere als einen isolierten Bereich. So bestehen 
starke terminliche Abhängigkeiten mit Beschaffung und Distribution. Um das Risiko 
bei der Terminierung von Beschaffungs- und Auslieferungsvorgängen abschätzen zu 
können, ist es daher von Interesse, wie genau der Fertigstellungszeitpunkt geschätzt 
werden kann. Die Standardabweichung ((3) und (6)) kann hier als Maß für die 
Unsicherheit der Planung dienen. Auch können beide Zielgrößen helfen, ein 
mögliches Unternehmensziel umzusetzen, eine möglichst gleiche und somit als fair 
empfundene Behandlung aller Kunden zu erreichen.51 Es sind z.B. 
Konventionalstrafenmodalitäten denkbar, in denen es keine Rolle spielt, um wie 
viele Zeiteinheiten der Fertigstellungstermin überschritten wird, sondern die 
Tatsache der Überschreitung bereits ausreicht. In diesem Fall ist es sinnvoll, den 
Anteil verspäteter Aufträge (7) zu minimieren. Gerade im Zeitalter starker 
Verzahnung der Lieferantenketten ist die mittlere absolute Terminabweichung (8) 
von hohem Interesse. So führt z.B. eine Just-In-Time (JIT) Lieferverpflichtung dazu, 
dass bei verfrühter Fertigstellung das Endprodukt bis zur endgültigen Auslieferung 
eingelagert werden muss.52 Damit würden nicht nur Kosten bei Verspätung, sondern 
auch bei verfrühter Fertigstellung entstehen.53 Es ist anzunehmen, dass sich nicht 
beide Kosten mit dem gleichen Faktor proportional zur zeitlichen Abweichung vom 
vorgegebenen Liefertermin verhalten. Der Einfachheit halber soll dies hier dennoch 
durch die Formulierung der Zielgröße (8) angenommen werden.54 Am Prinzip ändert 
eine ungleiche Gewichtung nichts. Es würde lediglich ein größeres Interesse an der 
Vermeidung von Zeitabweichung in eine der beiden Richtungen bestehen. Die 
Vereinigung von zwei entgegengesetzt gerichteten Zielsetzungen macht es allerdings 
besonders schwierig, Probleme dieser Art zu lösen. Das hat dazu geführt, dass diese 
                                                 
51 Vgl. MERTEN/MULLER (1972), S. 518 und EILON/CHOWDHURY (1977), S. 567. 
52 Vgl. hierzu und im Folgenden FRY/ARMSTRONG/BLACKSTONE (1987), S. 445 und HASSIN/SHANI 
(2005), S. 683. 
53 Zu beachten ist, dass es sich bei der mittleren absoluten Terminabweichung nicht um eine reguläre Zielsetzung 
handelt. Wie CONWAY/MAXWELL/MILLER (1967), S.12 darstellen, ist diese nur gegeben, wenn sich die 
Zielgröße nur dann erhöhen kann, wenn c.p. wenigstens die Durchlaufzeit eines Auftrags steigt. Eine Erhöhung 
der mittleren absoluten Terminabweichung kann aber auch auftreten, wenn die Bearbeitung eines Auftrags c.p. 
noch früher vor seinem Fertigstellungstermin beendet wird. 
54 Außerdem haben FRY, ARMSTRONG und BLACKSTONE in FRY/ARMSTRONG/BLACKSTONE (1987), 
S. 449 festgestellt, dass die jeweilige Gewichtung keine Auswirkung auf die Leistungsfähigkeit des dort 
eingesetzten Algorithmus hatte. 
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Zielsetzung selten betrachtet wird und sich die wenigen Arbeiten zumeist mit 
einfachen Modellausgestaltungen und Lösungsalgorithmen beschäftigen.55 Gerade 
diese Zielsetzung macht aber eine frühe Abschätzung des Fertigstellungszeitpunkts 
besonders wichtig und stellt damit einen Erfolg versprechenden Anwendungsbereich 
für den Einsatz von Voraussicht dar. 
 
Zu minimierende Zielgröße Zielfunktion 
mittlere Durchlaufzeit (DLZ) 
1
1 N
i
i
F F
N =
= ∑  [ZE] 
maximale DLZ { }max max 1, ,iF F i N= =   [ZE] 
Standardabweichung der DLZ ( )2
1
1 N
F i
i
F F
N
σ
=
= −∑  [ZE] 
mittlere Terminüberschreitung (TÜ) 
1
1 N
i
i
T T
N =
= ∑  [ZE] 
maximale TÜ { }max max 1, ,iT T i N= =   [ZE] 
Standardabweichung der TÜ ( )2
1
1 N
T i
i
T T
N
σ
=
= −∑  [ZE] 
Anteil terminüberschreitender Aufträge { }1 , 0i
T
i i N T
N
θ
≤ ≤ >
=  [-] 
mittlere absolute Terminabweichung  
1
1
=
= ∑
N
i
i
AL L
N
 [ZE] 
Tabelle 4 - In der vorliegenden Arbeit verfolgte Zielsetzungen 
2.3 Komplexität von Reihenfolgeplanungsproblemen 
Ein zulässiger Ablaufplan stellt dann eine optimale Lösung für eine Instanz eines 
Problems dar, wenn es keinen anderen Ablaufplan gibt, der für die gewählte 
Zielsetzung einen besseren Zielgrößenwert erreicht.56 Bei dynamisch stochastischen 
Problemstellungen führt allerdings die Tatsache, dass zu den meisten 
Entscheidungszeitpunkten gar nicht alle Informationen vorliegen, dazu, dass es kein 
Lösungsverfahren geben kann, das eine optimale Lösung am Ende des 
                                                 
55 Ein Überblick findet sich in BAKER/SCUDDER (1990), S. 22-36. 
56 Vgl. MENSCH (1968), S. 40. 
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Planungszeitraums garantiert. Auch wenn zum jeweiligen Zeitpunkt eine optimale 
Teillösung erzeugt wird, kann sich zum nächsten Entscheidungszeitpunkt 
herausstellen, dass aufgrund neuer Informationen eine andere Teillösung letztendlich 
zu besseren Ergebnissen geführt hätte. Aufgrund des Mangels an Informationen über 
zukünftige Ereignisse kann es zur Lösung von stochastisch dynamischen 
Ablaufplanungsproblemen also nur heuristische Verfahren geben, die durch eine 
zeitliche Dekomposition das Gesamtproblem in statische Teilprobleme zerlegen.57 
Selbst diese Teilprobleme sind aber bis auf wenige sehr einfache Varianten als 
NP-schwer einzustufen.58 Das heißt, dass bisher kein Algorithmus gefunden wurde, 
dessen Anzahl nötiger Rechenschritte zur Lösung des Problems nicht exponentiell 
zur Größe der Probleminstanz ansteigt. Daher werden diese Teilprobleme in den 
meisten Fällen ebenfalls durch eine Heuristik gelöst werden müssen. Gerade bei 
Problemen praxisrelevanter Größenordnungen ist eine optimale Lösung selbst der 
Teilprobleme nicht möglich.59 Auf die Beschreibung von exakten Lösungsverfahren 
wird hier aus diesem Grund mit Verweis auf die umfangreich verfügbare Literatur 
verzichtet.60 Vielmehr soll in Abschnitt 2.4 eine Verdeutlichung der 
Herausforderungen stochastisch dynamischer Problemstellungen erfolgen, an die 
sich schließlich unter 2.5 eine Zusammenfassung der wichtigsten Lösungsverfahren 
für dieses Umfeld anschließt. 
                                                 
57 Vgl. RAMAN/TALBOT (1993), S.197. Neben der immer notwendigen zeitlichen Dekomposition ist eine 
zusätzliche Dekomposition z.B. nach Maschinen möglich, um die Teilprobleme noch weiter zu verkleinern und 
damit schneller lösbar zu machen. Einen klassischen Fall stellt die Anwendung vieler Prioritätsregeln dar, die nur 
auf Informationen über die aktuell betrachtete Maschine und die in ihrer Warteschlange befindlichen Aufträge 
zurückgreifen. Eine umfangreiche Übersicht zum Thema Dekomposition findet sich in OVACIK/UZSOY (1997), 
S. 31-46. 
58 Eine umfangreiche Sammlung von Problemstellungen und deren Lösungskomplexität findet sich in 
GAREY/JOHNSON (1979), S. 236-244. 
59 In PANWALKAR/DUDEK/SMITH (1973) wird festgestellt, dass bereits damals nur 19% der 
Reihenfolgeplanungsprobleme der Praxis klein genug waren, sie optimal zu lösen. Mit der gewachsenen 
Komplexität heutiger Produktionsprozesse sind die Planungsprobleme noch deutlich anspruchsvoller geworden. 
60 Einen guten Einstieg bieten u.a. CONWAY/MAXWELL/MILLER (1967), PINEDO (1995), BRUCKER 
(2004) und BLAZEWICZ et al. (1996). 
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2.4 Charakterisierung von stochastisch dynamischen 
Problemstellungen 
2.4.1 Stochastisch dynamische Probleme in der Literatur  
Als Mitte der fünfziger Jahre des letzten Jahrhunderts eine große, noch immer 
anhaltende Welle an Forschungsarbeiten zur Ablaufplanung einsetzte, beschäftigten 
sich die meisten dieser Arbeiten mit statisch deterministischen Modellen. Bis auf 
wenige Ausnahmen61 begann die Behandlung von stochastisch dynamischen 
Problemen erst Mitte der achtziger Jahre. Bereits 1967 wiesen CONWAY 
MAXWELL und MILLER in ihrem noch heute viel zitierten Werk darauf hin, dass 
die statisch deterministischen Annahmen zum theoretischen Job Shop zwar dazu 
führen, dass nützliche generelle Einsichten in die Reaktionsweisen von Job Shops 
gewonnen werden können, eine Lösung realistischer Probleme damit aber i.d.R. 
nicht möglich ist.62 Ein zumindest teilweises Zuwenden zu den stochastisch 
dynamischen Problemen brachte erst eine Reihe von Veröffentlichungen, die Theorie 
und Praxis gegenüberstellten. Diese gingen anfangs noch von der Theorie aus und 
versuchten Eigenschaften theoretischer Modelle in der Realität wieder zu finden.63 
Erst Mitte der achtziger Jahre beginnend, erschienen eine Reihe von 
Veröffentlichungen, die deutlich auf die Diskrepanzen zwischen Theorie und Realität 
hinwiesen.64 Sie zeigten auf, dass die zahlreichen Forschungsarbeiten wenig Einfluss 
auf die praktische Arbeit in den Produktionsstätten hatten und nannten als einen der 
wichtigen Gründe den statisch deterministischen Ansatz, der die Theorie dominierte. 
MCKAY et al. berichteten von Produktionsplanern, die theoretisch gute Ansätze 
nicht einsetzen konnten, da ein erstellter Ablaufplan bereits bei Ankunft im 
Fertigungsbereich überholt gewesen wäre.65 Die vergleichenden Veröffentlichungen 
forderten, dass die akademische Welt handeln müsse, um diese Lücke zu schließen 
                                                 
61 Vgl. z.B. PINEDO/ROSS (1980), GLAZEBROOK (1981), PINEDO (1983) und HO/CASSANDRAS (1983). 
62 Vgl. CONWAY/MAXWELL/MILLER (1967), S. 2-3. 
63 PANWALKAR/DUDEK/SMITH (1973) und SMITH et al. (1986) geben die Ergebnisse von Umfragen über 
die Ausgestaltung von Produktionsstätten, u.a. bezüglich Typ, Maschinenanzahl, Auftragsanzahl, Zielsetzungen 
und Rüstzeiten, wieder. 
64 Vgl. SEN/GUPTA (1984), S. 74; BECKER (1985), 85-93; MCKAY/SAFAYENI/BUZACOTT (1988), S. 84-
90; TOBIN/MERCER/KINGSMAN (1988), S. 46-59; MCKAY/BUZACOTT/SAFAYENI (1989), S. 171-189; 
BUXEY (1989), S. 17-31; PARUNAK (1992), S. 241-259; PINEDO (1992), S.2145-2151; WIERS (1997), 145-
153 und MCKAY/WIERS (1999), 241-255. 
65 Vgl. MCKAY/BUZACOTT/SAFAYENI (1989), S. 173. 
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und so ist zu beobachten, dass in den letzten fünfzehn Jahren des letzten Jahrhunderts 
die Zahl der Arbeiten im stochastisch dynamischen Bereich stetig zunahm und sich 
in den letzten Jahren auf relativ hohem Niveau stabilisiert hat.66 Während in den 
ersten dieser Veröffentlichungen nur das Grundmodell durch Einführung 
unterschiedlicher zufälliger Ereignisse erweitert wurde, erschien in den letzten 
Jahren eine Reihe von Abhandlungen, die sich explizit und ausführlich mit der 
Lösung von Problemen unter Unsicherheit auseinandersetzen. Auf diese wird im 
folgenden Abschnitt näher eingegangen. 
2.4.2 Formen der Unsicherheit in Produktionssystemmodellen 
Bei der Lösung von stochastisch dynamischen Problemen stellt die Unsicherheit 
einzelner Größen das eigentliche Problem dar, da ein deterministisch dynamisches 
Problem durch Einfügung einer Frühester-Bearbeitungsbeginn-Nebenbedingung pro 
Auftrag wie ein deterministisch statisches Problem behandelt werden kann. Sind 
einzelne Größen zum Zeitpunkt der Planerstellung noch nicht oder nur teilweise 
bekannt, führt dies hingegen zur Notwenigkeit grundlegend anderer 
Lösungsverfahren. 
Bei Betrachtung der relevanten Veröffentlichungen wird offensichtlich, dass 
einheitliche Annahmen zur Ausgestaltung von Unsicherheit nicht gegeben sind. Dies 
ist wahrscheinlich auf die große Vielfalt der realen Produktionssysteme 
zurückzuführen, die sich auch durch unterschiedliche Störeinflüsse auszeichnen. Für 
die realistische Ausgestaltung von Modellen wäre eine detaillierte Erhebung der 
Variabilität in der Realität wünschenswert. Beispielhaft für die zahlreichen, der 
Unsicherheit unterliegenden Bedingungen in realen Systemen nennen MCKAY et 
al.67:  
 
- Umgebungsbedingungen, wie Temperatur- und Luftfeuchtigkeits-
schwankungen, die zu Qualitätsminderungen führen 
- Saisonale Schwankungen, wie Produktnachfrage und Arbeitskräftemangel 
aufgrund des ersten Tages der Fischfangsaison 
                                                 
66 Dennoch stellen HALSALL/MUHLEMANN/PRICE (1994) fest, dass 1986-1990 mehr theoretisch als 
praktisch orientierte Veröffentlichungen gemacht wurden, was bei Betrachtung der aktuellen Veröffentlichungen 
auch heute noch zutrifft. 
67 Vgl. MCKAY/BUZACOTT/SAFAYENI (1989), S. 174. 
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- Transportbedingungen, wie LKW-Gesetze, Wochentage, Tageszeiten, 
Stadtfahrerlaubnisse 
- Rohmaterialschwankungen in Qualität und Quantität 
- Ausbildungsanforderungen an Arbeiter je nach zu verrichtender Tätigkeit 
- Belegschaftseigenschaften, wie Gewerkschaftszugehörigkeit, baldiger 
Ruhestand, Krankheits- und Drogenprobleme 
- Arbeitsleistung, z.B. verzögernde Arbeiter an Donnerstagen und Freitagen, 
um Wochenendüberstunden zu gewährleisten. 
 
Eine direkte, realitätsnahe Implementierung dieser Beispiele ist jedoch nicht 
möglich, da eine Quantifizierung durch MCKAY et al. nicht erfolgte. Das Fehlen 
von quantitativen Erhebungen real vorliegender Unsicherheiten ist vermutlich auf die 
schwierige Messung und den Wunsch der Unternehmen nach Wahrung von 
Betriebsgeheimnissen zurückzuführen.  
Betrachtet man die theoretischen Arbeiten, so zeichnen sich diese durch ein 
breites Spektrum an verschiedenen Unsicherheiten aus, deren Auswahl meist nicht 
näher begründet wird. Am häufigsten werden stochastische Zwischenankunftszeiten 
und Maschinenstörungen angenommen. Eine beispielhafte Aufstellung verwendeter 
Unsicherheiten findet sich in Tabelle 5, wobei bei der Zusammenstellung nicht 
Vollständigkeit, sondern eine Darstellung der Vielfalt im Vordergrund steht. 
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ABUMAIZAR/ 
SVESTKA (1997) x    x x x x             
ALOULOU (2002) x       x             
ALOULOU/ 
PORTMANN (2003) x    x                
ARZI/IAROSLAVITZ 
(1999) x x x                  
AYTUG/KOEHLER/ 
SNOWDON (1994) x x  x        x         
BAGGIO/WAINER/ 
ELLIS (2004)  x  x     x            
BALASUBRAMA-
NIAN/GROSSMANN 
(2003) 
   x       x          
BARUA et al. (2005) x     x       x        
BEAN/HALL (1985) x                    
BELZ/MERTENS 
(1994) x    x x               
BRANDIMARTE/ 
RIGODANZA/ 
ROERO (2000) 
                x    
CHURCH/UZSOY 
(1992) x             x       
FANG/XI (1997) x               x     
JAIN/ELMARAGHY 
(1997) x    x x               
KIM/KIM (1994) x     x               
LEE/LEUNG/YU 
(2006) x                    
LI/SHYU/ADIGA 
(1993) x   x x x      x    x     
LI/RUAN/YANG 
(2004)    x      x     x      
PETKOV/MARANAS 
(1997)          x           
SAND et al. (2000)          x           
SUBRAMANIAM/ 
RAHEJA/REDDY 
(2005) 
x x  x x x x     x  x   x x x x 
SZELKE/KERR 
(1994) x x  x        x  x       
WONG/LEUNG/ 
MAK et al. (2006) x x                   
YAMAMOTO/NOF 
(1985) x                    
Tabelle 5 - Beispiele für Zufallsvariablen, die in stochastisch dynamischen Modellen Anwendung finden 
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Die Fülle an verschiedenen Ausprägungen untersuchter Unsicherheit macht 
deutlich, dass an dieser Stelle erheblicher Bedarf an einer strukturierten Aufarbeitung 
der Thematik besteht, die bisher nur teilweise erfolgte. MCKAY et al. haben eine 
Unterteilung in vollkommen unerwartete Ereignisse (z.B. ein LKW-Unfall), 
bekannte Unsicherheit (z.B. Zwischenausfallzeitenverteilungen der Maschinen) und 
Zukunftsabschätzungen des Planers vorgenommen und geben auf Basis dieser 
Einteilung Handlungsempfehlungen.68 GAN und WIRTH unterteilen Informationen 
ähnlich, jedoch unabhängig davon, ob sie durch ein Computersystem oder einen 
menschlichen Planer ausgewertet und verwendet werden.69 Unerwartete 
Informationen sind zu Beginn der Planungsphase nicht verfügbar. Unsichere bzw. 
unvollständige Informationen sind der Tatsache, nicht aber ihrer Größenordnung 
nach bekannt und werden in moderat bzw. sehr unsicher unterteilt. Die dritte 
Informationengruppe umfasst die deterministischen und fast sicheren Informationen, 
deren Variation keinen Einfluss auf die Güte des Ablaufplans hat. Auch GAN und 
WIRTH schlagen auf Basis ihrer Unterteilung unterschiedliche Scheduling-Konzepte 
vor. 
Eine andere Klassifikation schlagen AYTUG et al. mit 3 Schlüsseldimensionen 
vor.70 Die erste Dimension, der Auslöser, besteht aus einem Objekt und einem 
Zustand, wie z.B. einer Maschine, die gerade ausgefallen ist. Die 
Umgebungssituation wird in der zweiten Dimension Kontext abgebildet und kann die 
Ausprägungen kontextfrei oder kontextsensitiv haben. Eine kontextsensitive 
Unsicherheit liegt z.B. dann vor, wenn sie je nach Uhrzeit des Eintretens 
unterschiedliche Auswirkungen hat. Die dritte Dimension schließlich ist die 
Auswirkung der Unsicherheit, die sich aus Komponenten wie Zeit, Material, 
Qualität, Abhängigkeiten und Kontext zusammensetzen kann. 
SUBRAMANIAM et al. verwenden in ihrer Arbeit 17 verschiedene Formen der 
Unsicherheit, die sich nach Implementierungsgesichtspunkten in 4 Gruppen 
unterteilen, für die sie jeweils eine Ablaufplanreparaturaktion vorschlagen.71 
BHARADWAJ, VINZE und SEN unterteilen Unsicherheit danach, in welchem von 
fünf Bereichen sie auftritt.72 Bei diesen Bereichen handelt es sich um 
                                                 
68 Vgl. MCKAY/BUZACOTT/SAFAYENI (1989), S. 178-181. 
69 Vgl. hierzu und im Folgenden GAN/WIRTH (2005), S. 2114-2115. 
70 Vgl. hierzu und im Folgenden AYTUG et al. (2005), S. 92-93. 
71 Vgl. SUBRAMANIAM/RAHEJA/REDDY (2005), S. 7-13. 
72 Vgl. hierzu und im Folgenden BHARADWAJ/VINZE/SEN (1993), S. 576-577. 
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Unternehmensziele, physikalische Restriktionen, kausale Restriktionen, 
Ressourcenverfügbarkeitsrestriktionen und Präferenzrestriktionen. 
Diese fünf Strukturierungsvorschläge geben aber nur unzureichende 
Anhaltpunkte, wie praxistaugliche Verfahren für die Ablaufplanung zu entwickeln 
sind. Vor allem, da die meisten Forschungsarbeiten die in der Praxis vorherrschende 
Unsicherheit und Komplexität unterschätzen73, wäre es wünschenswert, genauere 
und quantifizierte Informationen über ihr Vorliegen in einem breiten Querschnitt 
realer Produktionsstätten als Grundlage heranziehen zu können. Diese Erkenntnisse 
würden es ermöglichen, eine Reihe von realitätsnahen Benchmark-Problemen zu 
entwickeln, die eine Vergleichbarkeit verschiedener experimenteller Untersuchungen 
deutlich erhöhen würden. Eine derartige Feldstudie liegt allerdings außerhalb des 
Rahmens der vorliegenden Arbeit. Mit Blick auf das Ausmaß der beschriebenen 
Unsicherheit soll im folgenden Abschnitt eine Darstellung möglicher 
Schedulingkonzepte erfolgen, um das Umfeld abzustecken, in dem sich die 
vorliegende Arbeit bewegt. 
2.5 Heuristische Lösungsverfahren stochastisch 
dynamischer Probleme  
2.5.1 Klassifikation der Lösungskonzepte 
In den letzten Jahrzehnten wurde eine Vielzahl sehr unterschiedlicher 
Lösungsansätze aus verschiedenen Forschungsfeldern wie dem Operations Research 
und der Artificial Intelligence veröffentlicht. Ein strukturierter Vergleich macht 
somit eine Klassifikation der einzelnen Ansätze in gleiche Grundkonzepte 
unabdingbar. In den letzten Jahren ist eine Reihe von Klassifikationen veröffentlicht 
worden, die meist eine ähnliche Unterteilung vornehmen, wie sie in Tabelle 6 
dargestellt ist.74 
                                                 
73 Vgl. WIERS (1997), S. 146. 
74 Vgl. SURESH/CHAUDHURI (1993), S. 54-55; BHARADWAJ/VINZE/SEN (1993), S. 577-578; 
VIEIRA/HERRMANN/LIN (2003), S. 43-44; HERROELEN/LEUS (2005), S. 291-292; BIDOT (2005), S. 37-53 
und AYTUG et al. (2005), 94-103. 
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Bezeichnung Beschreibung des Scheduling-Konzepts 
predictive Ablaufplanung, die den deterministischen Fall unterstellt und einmalig einen Ablaufplan erstellt 
reactive Verzicht auf das Erstellen eines Ablaufplans und Entscheidungsfindung zum spätestmöglichen Zeitpunkt 
predictive-
reactive 
Erstellung eines deterministischen Ablaufplans und Korrektur bei 
Abweichung bzw. in regelmäßigen Abständen 
proactive Erstellung eines Ablaufplanes, der möglichst robust gegenüber zufälligen Störeinflüssen ist 
Tabelle 6 - Übliche Unterteilung der Scheduling-Konzepte 
Für die genaue Unterscheidung der zahlreichen Verfahren ist dieses Schema 
allerdings nur bedingt geeignet. VIEIRA et al. haben eine Klassifikation 
vorgeschlagen, die deutlich detaillierter ist. 75 Allerdings eignet sich diese eher dazu, 
die verschiedenen Lösungsverfahren zu beschreiben, als generelle Lösungskonzepte 
voneinander abzugrenzen. Die auf Basis des Schemas von VIEIRA et al. entwickelte 
Klassifikation der verschiedenen Lösungskonzepte ist in Tabelle 7 dargestellt. 
Dabei wird unterschieden, auf welchem Weg ein Ausgangsablaufplan erstellt wird 
und wie die Anpassung stattfindet. In den einzelnen Feldern finden sich Beispiele für 
das jeweilige Grundkonzept. Wird kein Ablaufplan erzeugt, sondern dynamisch 
entschieden, handelt es sich um reaktive Ansätze. Bei der Erstellung eines 
Ausgangsablaufplans ist zu unterscheiden, ob seine Robustheit ein Teil der 
Zielsetzung ist. Die Neuberechnung kann periodisch, bei Auftreten eines 
Störereignisses oder als Mischung aus beidem durchgeführt werden. Dabei ist zu 
unterscheiden, ob der Ablaufplan komplett neu erzeugt wird oder ob nur eine 
Reparatur des alten Plans durchgeführt wird. Während eine komplette Neuerstellung 
im Regelfall zu besseren Zielgrößenwerten führen wird, kann die Reparatur eines 
Ablaufplans aufgrund von deutlich kürzeren Rechendauern und weniger 
Schwankungen bei Bearbeitungsstart- und Fertigstellungszeitpunkten vorteilhaft 
sein. 
 
                                                 
75 Vgl. VIEIRA/HERRMANN/LIN (2003), S. 44. 
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Prioritätsregeln (PR) 
Control-Theoretic 
Kanban 
Aversion Dynamics 
Fuzzy-PR 
Artificial Intelligence 
            
Nominal 
Schedules 
(predictive) 
# % * 
Match-up Scheduling 
Right-Shift Rescheduling 
% 
* % * 
Robust 
Schedules 
(proactive) 
# % * 1) 
Match-up Scheduling 
Right-Shift Rescheduling 
% 
* 
1) % 
* 
1) 
         
* Beliebiges Optimierungsverfahren oder Heuristik für deterministische Problemstellungen 
(Genetische Algorithmen, Tabu Search, Shifting Bottleneck Heuristic, u.a.), Fuzzy Scheduling, 
Artificial Intelligence, Stochastic Programming, u.a. 
% Beliebiges anderes Repair/Rescheduling-Verfahren 
# Hierarchische Ansätze, bei denen ein Ablaufplan nur Richtlinie für Prioritäten der Aufträge ist, 
aber nicht genau eingehalten werden muss. Wenn nicht alle Auftragsdaten bereits zu Beginn 
vorliegen, ist auch hier (selteneres) Rescheduling nötig. 
1) z.B. auch Verfahren, die erneut robust Schedules erzeugen 
Tabelle 7 - Klassifikationsschema für Lösungskonzepte stochastisch dynamischer Scheduling-Probleme 
2.5.2 Vergleich der Lösungskonzepte 
Bei der Vielzahl an sehr unterschiedlichen Lösungskonzepten und -verfahren 
stellt sich die Frage nach dem besten bisher verfügbaren. Diese ist allerdings nur 
schwer, wenn nicht sogar überhaupt nicht zu beantworten. Das Hauptproblem ist 
dabei die fehlende Vergleichbarkeit.76 An dieser mangelt es vor allem, da im 
Gegensatz zur deterministischen Fragestellung keine allgemein anerkannten 
Benchmark-Probleme verfügbar sind.77 Außerdem fanden in der Vergangenheit 
selten Vergleiche zwischen Ansätzen verschiedener Forschungsbereiche wie 
Operations Research und Artificial Intelligence statt, die mehr oder weniger isoliert 
voneinander forschten und ihre Ergebnisse veröffentlichten.78 
                                                 
76 Vgl. BIDOT (2005), S. 35. Selbst in Bezug auf Prioritätsregeln, einen kleinen Teilbereich der untersuchten 
Heuristiken, kommt es immer wieder zu widersprüchlichen Vorteilhaftigkeitsfeststellungen aufgrund 
verschiedener Modell- und Regelparametrisierung, wie schon BAKER in BAKER (1984b), S. 1095-1096 
feststellte. Auch eine Betrachtung neuerer Veröffentlichungen zeigt noch immer ein ähnlich uneinheitliches Bild. 
77 Bekannte deterministische Benchmark-Probleme finden sich z.B. in FISHER/THOMPSON (1963), S. 225-251 
und TAILLARD (1993), S. 278-285. Eine Auflistung weiterer findet sich in APPLEGATE/COOK (1991), S.152. 
78 Vgl. WIERS (1997), S. 145. 
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Fast jede veröffentlichte Studie basiert auf anderen Annahmen und 
Modellausgestaltungen. Die Vorteilhaftigkeit einzelner Verfahren ist allerdings stark 
von diesen Rahmenbedingungen abhängig. Als eine sehr wichtige Größe wird dabei 
das Maß an Unsicherheit gesehen. Es wird oft vorgeschlagen, bei nicht vorhandener 
Unsicherheit oder solcher sehr geringem Ausmaßes prediktive, bei mittlerer 
Unsicherheit prediktiv-reaktive oder robuste und bei hoher Unsicherheit reaktive 
Verfahren einzusetzen.79 Eine genaue Quantifizierung der Unsicherheit wird 
allerdings in der entsprechenden Literatur selten vorgenommen. Ausnahmen stellen 
modell- und problemspezifische Empfehlungen dar, deren Verallgemeinerung aber 
kaum möglich ist.80 Da in der Praxis i.d.R. deutliche Unsicherheit vorliegt, erscheint 
eine Betrachtung und Verbesserung reaktiver Ansätze sinnvoll, bis aufgezeigt 
werden kann, dass auch andere Verfahren unter realen Bedingungen noch 
ausreichend gute Ergebnisse erzielen können.81 
Obwohl Ansätze aus dem Bereich der Artificial Intelligence anfänglich als 
erfolgversprechender als die des Operations Research erachtet wurden, stießen auch 
sie bald an ihre Grenzen und hatten mit ähnlichen Problemen zu kämpfen.82 Da beide 
Bereiche für stochastisch dynamische Problemstellungen keine eindeutig besser 
geeigneten Lösungsverfahren hervorgebracht haben, erscheint es sinnvoll, dem 
wesentlich einfacher zu implementierenden Verfahren der Prioritätsregeln weiterhin 
                                                 
79 Vgl. GAN/WIRTH (2005), S. 2114-2115; LAWRENCE/SEWELL (1997), S. 80-81; 
SABUNCUOGLU/KARABUK (1999), S. 272-281 und BYEON/WU/STORER (1998), S. 311. 
80 WU/BYEON/STORER (1999) untersuchen z.B. vier verschiedene Verteilungsfunktionen von stochastischen 
Bearbeitungszeiten. Für jede machen sie auf Basis der Höhe eines die Schwankungsbreite vorgebenden 
Parameters Empfehlungen, ob ein vorgegebenes prediktives, reaktives oder prediktiv-reaktives Verfahren 
angewandt werden sollte. Die Übertragbarkeit der Empfehlung auf andere Probleme ist aber nur gegeben, wenn 
die für die stochastischen Bearbeitungszeiten angenommenen Verteilungsfunktionen denen in anderen 
Fragestellungen ausreichend ähneln. 
81 Die deutliche in der Praxis vorliegende Unsicherheit wird in WIERS (1997), S. 146-149 m.w.N. und 
MCKAY/WIERS (1999), S. 248 dargestellt. 
82 Vgl. WIERS (1997), S. 147-148. 
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Augenmerk zu schenken.83 Des Weiteren weisen Prioritätsregeln im Gegensatz zu 
den meisten anderen Verfahren so gut wie keinen Adaptionsbedarf für das 
spezifische System auf, in dem sie eingesetzt werden sollen. Auch stellt die evtl. 
Notwendigkeit eines Eingriffs durch den menschlichen Planer kein Problem dar, da 
nur die jeweilige Maschinenbelegungsentscheidung betroffen ist. Ein vollständig 
erzeugter Ablaufplan würde durch das Eingreifen evtl. hinfällig werden, wodurch ein 
Rescheduling erforderlich wird. Gerade die zeitnahe Möglichkeit eines derartigen 
Eingriffs wird aber bei realen stochastisch dynamischen Problemen als wichtig 
erachtet.84 
Auch wenn der in der vorliegenden Arbeit gewählte Ansatz der Prioritätsregeln 
somit seine Berechtigung hat, stellt sich die Frage, wie eine Prüfung seiner 
Effektivität durchgeführt werden kann. Die experimentellen Studien zum Test von 
Lösungsverfahren für stochastisch dynamische Probleme vergleichen die erzielten 
Ergebnisse zumeist mit denen, die unter Verwendung einfacher und üblicher 
Prioritätsregeln erreicht werden. Auch wenn die Auswahl der Regeln und 
Modellannahmen sehr unterschiedlich ist, erscheint es doch sinnvoll, in dieser Arbeit 
übliche Prioritätsregeln ebenfalls als Vergleichsgröße heranzuziehen. Dadurch ist es 
zumindest bedingt möglich, die Verbesserung, die man durch Hinzuziehen von 
Voraussicht erzielt, mit der Verbesserung zu vergleichen, die andere Verfahren 
gegenüber Prioritätsregeln erreichen. Bei diesem Vergleich ist allerdings zu 
beachten, dass in der vorliegenden Arbeit aufgrund der getroffenen, realitätsnäheren 
Annahmen, wie z.B. dem möglichen Auftreten von Störungen und Engpässen, z.T. 
eine höhere Unsicherheit vorliegt, als in den Modellen, die zumeist in anderen 
Arbeiten angenommen werden.85 Da reaktive Verfahren bei hoher Unsicherheit als 
vorteilhaft beschrieben werden, ist zu erwarten, dass alternative Verfahren bei 
                                                 
83 WIERS (1997) stellt z.B. fest, dass trotz des erheblichen Forschungsaufwands nur die wenigsten AI-Konzepte 
wirklich praktische Anwendung fanden. Auch KEMPPAINEN (2005) sieht das Potential von Prioritätsregeln 
noch nicht erschöpft und führte eine aktuelle und umfangreiche Studie durch. KUTANOGLU/SABUNCUOGLU 
(2001) zeigen, dass im stochastischen Umfeld selbst die periodische Auswahl der jeweils besten Prioritätsregel 
und die iterative Optimierung ihrer Parameter nicht unbedingt zu besseren Ergebnissen führt, als die Wahl der im 
Mittel für dieses Problem am besten geeigneten Regel und ihrer Parameter. Auf die evtl. Unbrauchbarkeit von 
prediktiven Verfahren im stochastischen Umfeld weißt auch BARUA et al. (2005), S. 794 hin. Zu dem Schluss, 
dass bei stärkeren stochastischen Schwankungen reaktive Verfahren keine schlechteren Ergebnisse erzielen, 
kommen auch SABUNCUOGLU/BAYIZ (2000), S. 578; SABUNCUOGLU/KARABUK (1999), S. 272-280 und 
LAWRENCE/SEWELL (1997), S.80. 
84 Vgl. MCKAY/SAFAYENI/BUZACOTT (1988), S. 85 und WIERS (1997), S. 147-149 m.w.N. 
85 Vgl. Abschnitt 2.1.2. 
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vorliegender Modellausgestaltung relativ zu Prioritätsregeln schlechtere Ergebnisse 
erzielen werden als bei der, bei der sie ursprünglich getestet wurden. Mit dem Ziel 
der Erleichterung der Anwendung in realen Systemen und der Gewinnung 
grundlegender theoretischer Erkenntnisse über den Einsatz von Voraussicht, dienen 
Prioritätsregeln als Grundlage der Reihenfolgeplanung in der vorliegenden Arbeit. 
Sie werden im folgenden Abschnitt ausführlich beschrieben. 
2.5.3 Prioritätsregeln als Lösungsverfahren stochastisch 
dynamischer Problemstellungen 
Bei der Verwendung von Prioritätsregeln handelt es sich um eine der ersten 
Heuristiken, die in der Ablaufplanung Anwendung fanden. Während optimale, 
polynomiale Lösungsverfahren in den 1950er Jahren für spezielle, stark 
eingeschränkte Probleme86 gefunden wurden, gab es bereits eine Reihe von Arbeiten, 
die sich mit Prioritätsregeln im Rahmen von Job Shops beschäftigten.87 Besondere 
Beachtung fand die Arbeit von GIFFLER und THOMPSON.88 Neben der Tatsache, 
dass ein Algorithmus vorgestellt wurde, der sämtliche aktiven Ablaufpläne erzeugen 
kann, wird die Variante dieses Algorithmus, die nur einen Ablaufplan zufällig 
auswählt, als gemeinsame Grundlage der heutigen Prioritätsregeln gesehen.89 Zu 
beachten ist dabei aber, dass im Gegensatz zur sonst üblichen Verwendung von 
Prioritätsregeln der Lösungsraum weiterhin der der aktiven Ablaufpläne ist und keine 
Beschränkung auf die verzögerungsfreien Ablaufpläne stattfindet. Eine Adaption des 
Algorithmus zur Erzeugung von Non-Delay-Ablaufplänen beschreibt BAKER.90 
Seit den 1950er Jahren wurde bis heute kontinuierlich eine Vielzahl von Arbeiten 
zu Prioritätsregeln veröffentlicht. Darunter sind auch eine Reihe guter Übersichten 
und Aufstellungen wichtiger Prioritätsregeln zu finden.91 Zur Klassifizierung dieser 
Regeln wurden verschiedene Alternativen vorgeschlagen, die sich zumeist am 
                                                 
86 Vgl. JOHNSON (1954), S. 61-68; JACKSON (1956), S. 201-203; AKERS (1956), S. 244-245; BELLMAN 
(1956), S. 172-185. 
87 Vgl. JACKSON (1957), S. 287-295; SMITH (1956), S. 59-66; ROWE/JACKSON (1956), S. 116-121 und 
NELSON (1955), S. 1-34. Eine Übersicht früher Arbeiten findet sich in SISSON (1959), S. 17-18. 
88 Vgl. GIFFLER/THOMPSON (1960). 
89 Vgl. BLAZEWICZ et al. (1996), S. 290. 
90 Vgl. BAKER (1974), S. 191. 
91 Vgl. PANWALKAR/ISKANDER (1977), S. 45-61; BLACKSTONE/PHILLIPS/HOGG (1982), S. 27-45; 
HAUPT (1989), S. 3-16; RAMASESH (1990), S. 43-57; BHASKARAN/PINEDO (1992), S. 2182-2198; 
SURESH/CHAUDHURI (1993), S. 53-63; CHANG/SUEYOSHI/SULLIVAN (1996), S. 631-642.  
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Aufbau der jeweiligen Regel orientieren.92 Wie bereits eingangs erläutert, ist es Ziel 
der vorliegenden Arbeit, die gute Implementierbarkeit der Lösungsheuristiken in 
Modellen und realen Produktionssystemen zu gewährleisten. Aus diesem Grund wird 
ein Klassifikationsschema eingeführt, das bekannte Schemata modifiziert und Fragen 
der Implementierung in den Mittelpunkt stellt. Ziel ist es, das gleiche 
Klassifikationsschema auch auf ein vorliegendes Modell bzw. reale 
Produktionssysteme anzuwenden, um damit erkennen zu können, welche 
Prioritätsregeln in diesem Umfeld überhaupt eingesetzt werden können und für 
welche erst eine Erweiterung der verfügbaren Datenbasis vorgenommen werden 
müsste.93 Eine Prioritätsregel bzw. ein Modell wird dann in folgender Weise 
beschrieben: 
 
(zeitliche Dekomposition/räumliche Dekomposition/Datenquellen/Datenerhebung) 
 
Die jeweils möglichen Ausprägungen dieser vier Merkmale sind in Tabelle 8 
dargestellt. Für die Erläuterung dieser Charakterisierungskriterien wird beispielhaft 
das Modell herangezogen, die Bedeutung ist aber beim realen Produktionssystem 
und bei Prioritätsregeln entsprechend. Grundlage der beispielhaften Darstellung ist 
ein stochastisch dynamisches Werkstattfertigungsproblem. Angegeben wird eine 
Merkmalsausprägung mit dem in Tabelle 8 zugeordneten Buchstaben. Ein Modell, 
das eine Eigenschaft mit einem Großbuchstaben besitzt, gestattet auch die 
Anwendung von Prioritätsregeln, die in der jeweiligen Kategorie mit dem 
zugehörigen Kleinbuchstaben aufgeführt ist. Umgekehrtes gilt nicht. 
 
                                                 
92 Vgl. PANWALKAR/ISKANDER (1977), S. 45-47; HAUPT (1989), S. 6-8; RAMASESH (1990), S. 47-48; 
VEPSALAINEN (1984), S. 15-18 und HAUPT/SCHILLING (1993), S. 611-612. 
93 Z.B. berichten DEMIRKOL, UZSOY und OVACIK in DEMIRKOL/UZSOY/OVACIK (1995), S. 200, dass 
einige Prioritätsregeln in dem Produktionssystem aufgrund fehlender Daten nicht einsetzbar sind. Auch 
KUTANOGLU und SABUNCUOGLU gehen in KUTANOGLU/SABUNCUOGLU (1999), S. 182 auf die evtl. 
beschränkte Anwendbarkeit einzelner Prioritätsregeln in Abhängigkeit der zur Verfügung stehenden 
Informationen ein. VEPSALAINEN merkt in VEPSALAINEN (1984), S. 88 ebenfalls an, dass der von ihm 
vorgestellte Lösungsalgorithmus zusätzliche Daten erforderlich macht. 
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Dekomposition 
zeitliche Dekomposition räumliche Dekomposition 
Z: bei Freiwerden einer Maschine R: keine (ganzes System) 
z: bei Eintritt eines Auftrags in eine 
Warteschlange 
r: vollständig in Maschinen 
(-gruppen) 
    
Datenbasis 
Datenquellen Datenerhebung 
A: Ankunftszeitpunkte C: aktuelle Daten (geschätzt) 
P: Bearbeitungszeiten c: aktuelle Daten (exakt) 
D: Fertigstellungstermine H: historische Daten (geschätzt) 
K: Kosten/Wertschöpfungen h: historische Daten (exakt) 
Q: Warteschlangenlängen/ 
Arbeitsvorräte 
F: zukünftige Daten (geschätzt) 
W: Wartezeiten f: zukünftige Daten (exakt) 
Tabelle 8 - Klassifikationskriterien für Produktionssysteme, Modelle und Prioritätsregeln 
Unter 2.3 wurde bereits dargestellt, warum stochastisch dynamische Probleme nur 
durch Dekomposition lösbar sind. Die Frage ist nun, wie diese durchgeführt wird. 
Für die zeitliche Dekomposition ist der naheliegendste Zeitpunkt zur Lösung eines 
Teilproblems, wenn ein neuer Auftrag zur Bearbeitung auf einer Maschine 
ausgewählt werden muss (Z).94 Wenn sich die Priorität der vor einer Maschine 
wartenden Aufträge im Zeitablauf nicht ändert, kann die Rechenzeit reduziert 
werden, wenn die Dekomposition zum Zeitpunkt des Eintritts eines neuen Auftrags 
in eine Warteschlange durchgeführt wird (z). Dadurch entstehen gleich viele oder 
weniger nicht schwerer lösbare Probleme, da es nicht mehr Eintritts- als 
Bearbeitungsstartzeitpunkte geben kann, wenn das Modell stationär sein soll.95 
Entscheidender ist allerdings, dass es zu diesem Zeitpunkt ausreichend ist, die 
Priorität des bekannten, neu eintreffenden Auftrags zu berechnen, während die 
                                                 
94 Vgl. zum Thema der zeitlichen Dekomposition durch Prioritätsregeln OVACIK/UZSOY (1997), S. 34. 
95 Treffen an einer Maschine kontinuierlich häufiger Aufträge ein, als Aufträge zur Bearbeitung die 
Warteschlange verlassen, so tritt kein stationärer Zustand ein und die Warteschlangenlänge wächst gegen 
unendlich. Weniger Ankunfts- als Austrittszeitpunkte liegen in einer Warteschlange vor, wenn z.B. zwei Aufträge 
gleichzeitig ankommen. 
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anderen Aufträge unbeachtet bleiben können.96 Zusätzlich ist der Rechenaufwand 
zum Einsortieren eines neuen Auftrags in eine bereits sortierte Warteschlange 
geringer als der des vollständigen Sortierens einer Warteschlange.97 
Neben der zeitlichen Dekomposition kann auch eine räumliche durchgeführt 
werden. Wird jede Maschine getrennt betrachtet (r), so ist keinerlei Datenaustausch 
zwischen den einzelnen Maschinen notwendig, wodurch die 
Implementierungsanforderungen deutlich sinken. Gerade bei realen 
Produktionssystemen kann ein Datenaustausch zwischen allen Maschinen (R) 
aufwendig sein, wenn z.B. die einzelnen Maschinen(-gruppen) räumlich getrennt 
sind oder die Produktion ohne Computerunterstützung stattfindet, was einen 
automatisierten Datenaustausch erschwert. Aufgrund der nicht einheitlichen Routen 
der Aufträge in einem Job Shop ist keine andere Zerlegung des Gesamtsystems in 
Teilsysteme möglich, selbst wenn z.B. nur Informationen von der jeweils nächsten 
zu durchlaufenden Maschine benötigt würden. 
Für die Bestimmung der Priorität eines Auftrags werden in allen Fällen bis auf die 
zufällige Festlegung Informationen benötigt. Tabelle 8 listet diese Datenquellen auf, 
die entweder allein oder in beliebiger Form kombiniert herangezogen werden 
können. Neben dem Inhalt der herangezogenen Daten ist auch der Zeitpunkt von 
Interesse, für den sie Geltung haben. Aktuelle Daten beziehen sich auf den Zeitpunkt 
der Prioritätswertsberechnung, während sich historische Daten auf davor liegende 
Zeitpunkte beziehen und zukünftige Daten auf spätere. Auch hier besteht die 
Möglichkeit, Variablen zu kombinieren, die auf unterschiedliche Zeitpunkte Bezug 
nehmen, wobei i.d.R. mit jedem Zeitpunkt zusätzliche 
Implementierungsanforderungen entstehen. Zu unterscheiden ist auch, in welcher 
Form die Daten erhoben werden. Gerade in realen Produktionssystemen werden oft 
keine exakten Werte vorliegen, sondern nur geschätzte Größen. Der deterministische 
Fall, in dem die exakte Größe bekannt ist, kann als Spezialfall der Schätzung 
dargestellt werden, bei dem die Wahrscheinlichkeit der Abweichung vom Mittelwert 
gleich null ist. Da außerdem die Implementierung z.B. einer Software-Lösung zur 
Schätzung zukünftiger Größen bereits ab der ersten Variable notwendig wird, ist für 
                                                 
96 Dies setzt, wie eingangs dargestellt, voraus, dass sich die Priorität des Auftrags im Zeitablauf nicht ändert. Zum 
Zeitpunkt des Freiwerdens der betreffenden Maschine könnten die Prioritätswerte der neu angekommenen 
Aufträge nur berechnet werden, wenn eine Liste dieser geführt wird. Bei Ankunft können sie jedoch berechnet 
werden, bevor die Aufträge in die Warteschlange einsortiert werden. 
97 In CORMEN et al. (2001), S. 123-195 findet sich eine ausführliche Darstellung von Sortieralgorithmen, ihrer 
zugrunde liegenden Operationen und Komplexität. 
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jede der drei Datengruppen jeweils die Variante der geschätzten Daten zu wählen, 
wenn dies für mindestens eine Variable notwendig ist. 
Abschließend soll noch ein Beispiel die Anwendung des Klassifikationsschemas 
illustrieren. Es sei ein Modell der Form (Z/r/APDKQ/c) geben. Betrachtet werden 
sollen nun zwei einfache Prioritätsregeln. Die SPT-Regel gibt dem Auftrag in einer 
Warteschlange die höchste Priorität, der die kürzeste Bearbeitungszeit der nächsten 
durchzuführenden Operation aufweist. Die Klassifikation dieser Regel ist (z/r/P/c). 
Die höchste Priorität durch die NINQ-Regel erhält der Auftrag, der nach der 
Bearbeitung auf der aktuellen Maschine auf der Maschine bearbeitet werden muss, 
die aktuell die kürzeste Warteschlange aufweist. NINQ ist mit (Z/R/Q/c) zu 
beschreiben. Während das Modell alle Anforderungen für die Anwendung der SPT-
Regel erfüllt, kann die NINQ-Regel aufgrund des mangelnden Datenaustauschs 
zwischen den Maschinen nicht angewendet werden. 
Prioritätsregeln weisen eine einfache Funktionsweise auf. Jedem in einer 
Warteschlange vor einer Maschine wartenden Auftrag wird anhand einer 
vorgegebenen Funktion eine Priorität zugewiesen. Wird die Maschine frei, beginnt 
diese sofort mit der Bearbeitung des Auftrags mit der höchsten Priorität. Die große 
Anzahl an Veröffentlichungen zum Thema der Prioritätsregeln zeigt allerdings, dass 
diese Einfachheit trügerisch ist. Das Hauptproblem besteht darin, dass keine 
Prioritätsregel gefunden wurde, die gleichzeitig für alle üblicherweise verfolgten 
Zielsetzungen das beste Ergebnis oder auch nur gute Resultate erzielt.98 Zusätzlich 
ist die Vorteilhaftigkeit einer Prioritätsregel in den meisten Fällen von der Situation 
im Produktionssystem, wie z.B. dem Auslastungsgrad und den 
Terminvergabemodalitäten, abhängig. So ist selbst für eine einzelne verfolgte 
Zielsetzung nicht gegeben, dass eine Prioritätsregel existiert, die unter allen 
Einsatzbedingungen bessere Ergebnisse erzielt als andere Prioritätsregeln.99  
Festgestellt wurde allerdings eine gewisse Verwandtschaft von Regeln, die sich 
auf die gleiche Datenbasis beziehen. So führen z.B. Prioritätsregeln, die auf 
Bearbeitungszeiten basieren, tendenziell zu kurzen mittleren Durchlaufzeiten und 
guter Termineinhaltung in stark ausgelasteten Systemen, während Regeln, die auf 
Fertigstellungstermine aufbauen, bei terminorientierten Zielsetzungen in schwächer 
                                                 
98 Vgl. z.B. CHANG/SUEYOSHI/SULLIVAN (1996), S. 631 und HOLTHAUS/RAJENDRAN (2000), S. 171. 
99 In KEMPPAINEN (2005), S. 58-59 findet sich eine Übersicht über die in diversen Arbeiten festgestellten 
Einflussfaktoren auf die Vorteilhaftigkeit einzelner Prioritätsregeln. 
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ausgelasteten Systemen gute Ergebnisse erzielen.100 Diese Tatsache macht die 
vorgestellte Klassifizierung für die Auswahl einer geeigneten Prioritätsregel 
zusätzlich interessant, da sie erste Rückschlüsse auf erfolgversprechende 
Einsatzbereiche zulässt. 
                                                 
100 Vgl. z.B. HOLTHAUS/RAJENDRAN (1997a), S. 87-89. 
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3. Voraussicht im Rahmen der 
Ablaufplanung 
3.1 Einführung in die Voraussicht im Umfeld der 
Ablaufplanung 
Gerade mit Blick auf die praktische Anwendung der Ablaufplanung zeigt sich, 
dass Voraussicht einen großen Beitrag leisten kann, die Zielerreichungsgradeinbußen 
aufgrund eines stochastischen Umfelds in Grenzen zu halten und Voraussicht somit 
verstärkt Anwendung finden sollte.101 Die Notwendigkeit von Voraussicht stellt auch 
VEPSALAINEN umfangreich dar und klassifiziert eine Reihe von Ansätzen anhand 
der Eigenschaften Reichweite und Detail der herangezogenen Informationen sowie 
Ausmaß des Informationsfeedbacks.102 Trotz der festgestellten Wichtigkeit von 
Voraussicht zeigt die Betrachtung der relevanten Literatur, dass bisher keine 
gesamtheitliche Untersuchung dieses Themenkomplexes stattgefunden hat. Vielmehr 
sind jeweils nur Teilbereiche des Themas Voraussicht Haupt- oder oft sogar 
Nebenaspekt unterschiedlicher Veröffentlichungen. Aus diesem Grund soll Kapitel 3 
der vorliegenden Arbeit die einzelnen Forschungsbereiche zusammenführen, um 
Grundlage einer gemeinsamen Betrachtung zu schaffen. Zu diesem Zweck erfolgt 
eine umfassende Zusammenstellung der wichtigsten Verfahren der Ablaufplanung, 
die Voraussicht heranziehen. Die Übersicht soll sowohl als Grundlage der in 
Abschnitt 4 beschriebenen Voraussichtsmechanismen dienen als auch der 
Forschungsgemeinschaft einen fundierten Ausgangspunkt für die weitere 
Untersuchung von Voraussicht bieten.  
                                                 
101 Vgl. z.B. MCKAY/WIERS (1999), S. 251, KIMEMIA/GERSHWIN (1983), S. 354. 
102 Vgl. VEPSALAINEN (1984), insbesondere die Übersichten auf Seite 3 und 88. In Bezug auf Reichweite und 
Detailgrad der herangezogenen Informationen spricht er von lokalen Daten, wenn nur Daten der aktuell 
betrachteten Maschine sowie der vor ihr wartenden Aufträge herangezogen werden. Indirekt globale Daten 
stammen auch von anderen Maschinen, sind aber nur in aggregierter Form, wie Verteilungsfunktionen verfügbar, 
wohingegen direkt globale Daten die tatsächliche vorliegende Situation im System wiedergeben. Sein zweites 
Kriterium unterscheidet beobachtete Werte und direkt sowie iterativ mit Performance Feedback geschätzte, 
zukünftige Werte. Das iterative Verfahren birgt vor allem den Vorteil, dass es berücksichtigt, dass die geschätzten 
Kennzahlen selbst einen Einfluss auf den Ablaufplan und somit den zu schätzenden Wert haben. Festzuhalten ist 
allerdings, dass nicht alle durch VEPSALAINEN als vorausschauend eingestuften Verfahren auch der 
Voraussicht, wie sie in folgenden Abschnitten dieser Arbeit definiert ist, zuzuordnen sind. 
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Die einzelnen Voraussichtsmechanismen werden nach gemeinsamen 
Eigenschaften in fünf Klassen eingeteilt.103 Klasse I enthält Mechanismen, die auf 
Inserted Idleness, im Folgenden auch erzwungene Wartezeiten genannt, basieren. 
Diese Verfahren veranlassen, dass eine Maschine auf die zukünftige Ankunft eines 
Auftrags wartet, obwohl sie einen anderen bereits vorliegenden Auftrag bearbeiten 
könnte. Eine genaue Darstellung findet in Abschnitt 3.2 statt. Auch Verfahren der 
Klasse II fügen zusätzliche Leerzeiten in den Ablaufplan ein. Sie haben allerdings 
den Zweck, Robustheit gegenüber zukünftig erwarteten Störungen zu erzeugen und 
werden in Abschnitt 3.3 beschrieben. Im darauf folgenden Abschnitt 3.4 werden 
Voraussichtsmechanismen der Klasse III dargestellt. Sie umfassen Verfahren, die 
Aufträge bei der Maschinenbelegung bevorzugen, deren weitere Auftragsroute durch 
unterdurchschnittliche stark ausgelastete Maschinen gekennzeichnet ist. Dabei ist 
nach dem Zweck dieser Bevorzugung zu unterscheiden. In der Klasse IIIa werden 
Verfahren zusammengefasst, die die erwartete frühere Fertigstellung dieser Aufträge 
zum Ziel haben. Die Ansätze der Klasse IIIb hingegen bezwecken die Vermeidung 
von ungewollten zukünftigen Leerzeiten der schwach ausgelasteten Maschinen. In 
Abschnitt 3.5 werden Voraussichtsmechanismen der Klasse IV vorgestellt, die 
gemeinsam haben, dass sie bei der Maschinenbelegung in die Entscheidung 
einbeziehen, welche Konsequenzen dieser Entscheidung für die verfolgte Zielsetzung 
zu erwarten sind. Die Klasse V umfasst Verfahren der vorausschauenden 
Auftragsfreigabe. Diese sind nicht direkt der Ablaufplanung zuzuordnen, es wird in 
Abschnitt 3.6 neben ihrer Darstellung daher auf den Nutzen ihrer Inkorporation 
eingegangen. 
Aus den in Kapitel 3 zusammengetragenen Erkenntnissen abgeleitet, werden in 
Kapitel 4 Voraussichtsmechanismen entwickelt, die auf Basis des aktuellen Stands 
der Forschung der gemeinsamen Untersuchung der einzelnen Voraussichtsvarianten 
dienen sollen. 
                                                 
103 Die Zusammenfassung nach Eigenschaften ist für die vorliegende Arbeit zweckmäßiger als eine, wie sie durch 
VEPSALAINEN (1984) vorgenommen wird. Sie gestattet es, Mechanismen zu entwickeln, die stellvertretend für 
ihre Klasse im Rahmen einer prioritätsregelgesteuerten Produktion experimentell untersucht werden können. 
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3.2 Voraussicht der Klasse I: Erzwungene Wartezeiten 
(Inserted Idleness) 
3.2.1 Grundlagen erzwungener Wartezeiten 
Bereits früh nach den ersten Veröffentlichungen zur Ablaufplanung in den 1950er 
Jahren beschäftigt sich die Forschung mit dieser Form der Voraussicht, die in der 
englischsprachigen Literatur meist als Inserted Idleness bezeichnet wird. In 
Abschnitt 2.1.2.2 wird dargelegt, dass Prioritätsregeln sich normalerweise auf den 
Lösungsraum der verzögerungsfreien Ablaufpläne beschränken und damit nicht 
unbedingt alle oder überhaupt eine optimale Lösung finden können.104 Nur für 
wenige spezielle Problemstellungen reicht es aus, verzögerungsfreie Ablaufpläne zu 
betrachten, wenn man optimale Lösungen finden will. So beweisen CONWAY et al. 
z.B., dass im Ein-Maschinen-Fall bei simultanem Vorliegen aller Aufträge und einer 
regulären105 Zielfunktion die Betrachtung der verzögerungsfreien Ablaufpläne 
ausreichend ist.106 Für den Großteil der Fragestellungen, vor allem der 
praxisrelevanten, gilt aber, dass die Menge der aktiven Ablaufpläne die kleinste 
Lösungsmenge ist, die alle optimalen Pläne enthält. 
Einen umfangreichen Einblick in die Veröffentlichungen zum Thema Inserted 
Idleness bis in die Mitte der 90er Jahre hinein gewähren KANET und 
SRIDHARAN.107 Neben einem Literaturüberblick entwickeln sie auch eine 
Klassifikation von Ablaufplanungsproblemen, bei denen Inserted Idleness zur 
Zielfunktionswertverbesserung führen kann. Grundlage hierfür sind drei jeweils 
dichotom definierte Eigenschaften von Ablaufplanungsproblemen. Die Anzahl der 
Maschinen kann eine oder mehr als eine betragen, die Zielfunktion ist regulär oder 
nicht-regulär und alle Aufträge können die gleichen oder verschiedene 
Ankunftszeitpunkte aufweisen. In Abbildung 1 werden die Problemgruppen, die sich 
                                                 
104 Eine Ausnahme stellt der Algorithmus von GIFFLER und THOMPSON dar, der als Urform der 
Prioritätsregeln gesehen wird, aber aktive Ablaufpläne erzeugt. Eine Darstellung des Algorithmus findet sich in 
GIFFLER/THOMPSON (1960). 
105 U.a. in CONWAY/MAXWELL/MILLER (1967), S. 12 werden reguläre Zielfunktionen als zu minimierende 
Zielfunktionen beschrieben, die als Funktion in Abhängigkeit der Fertigstellungszeitpunkte aller Aufträge nur 
dann zunehmen, wenn mindestens einer der Fertigstellungszeitpunkte sich nach hinten verschiebt. 
106 Vgl. CONWAY/MAXWELL/MILLER (1967), S. 24. Vgl. dazu auch BAKER (1974), S. 13-14. 
107 Vgl. hierzu und im Folgenden KANET/SRIDHARAN (2000). 
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aus Kombination dieser Eigenschaften ergeben, grafisch dargestellt.108 Nur die 
schraffierte Fläche in der Mitte beinhaltet Problemstellungen, bei denen eine 
Betrachtung von Inserted Idleness überflüssig ist und die dadurch gekennzeichnet 
sind, dass im 1-Maschinen-Fall bei gleichen Auftragsankunftszeiten eine reguläre 
Zielgröße minimiert werden soll.109 In den übrigen sieben Teilgruppen, die durch 
eine andere Kombination der Merkmalsausprägungen der Problemeigenschaften 
entstehen, können Verbesserungen durch die Berücksichtigung von Inserted Idleness 
erzielt werden. 
 
Probleme mit
regulären
Zielfunktionen
Probleme
mit identischen 
Auftragsankunfts-
zeitpunkten
1-Maschinen-Probleme
Alle Ablauf-
planungsprobleme
 
Abbildung 1 - Ablaufplanungsprobleme, bei denen Inserted Idleness zu Zielfunktionswertverbesserungen führen kann 
Außerdem beschäftigen sich KANET und SRIDHARAN mit der Frage, welche 
Zeitspanne ein Algorithmus für Inserted Idleness in Betracht ziehen muss, um die 
Erzeugung aktiver Ablaufpläne zu garantieren, den zu durchsuchenden Lösungsraum 
aber zu minimieren. Dafür zeigen sie, dass eine Maschine zum Zeitpunkt t nicht 
länger als das Intervall [t, min{ri´ + pi}) mit ri´ = max {t, ri} für alle i Aufträge leer 
stehen sollte. Sonst könnte immer der frühestmögliche fertigstellbare Auftrag, 
unabhängig davon, ob er bereits vor der Maschine wartet oder erst noch ankommen 
wird, in dieser Leerzeit bearbeitet werden, ohne andere Aufträge zu verzögern. 
                                                 
108 Vgl. KANET/SRIDHARAN (2000), S. 105. 
109 Vgl. hierzu auch CONWAY/MAXWELL/MILLER (1967), S. 24. 
 40 
Daraus lässt sich aber noch nicht ableiten, welche bereits wartenden und noch 
ankommenden Aufträge für die Auswahlentscheidung berücksichtigt werden 
müssen. Diese Frage ist beim Einsatz von Prioritätsregeln von Interesse, da aufgrund 
der dezentralen Entscheidung an den jeweiligen Maschinen Informationen über die 
relevanten noch ankommenden Aufträge bekannt gemacht werden müssen. Mit 
einem einfachen Beispiel lässt sich zeigen, dass es nicht ausreichend ist, Aufträge zu 
betrachtet, die bereits verfügbar sind oder innerhalb des Intervalls [t, min{ri´+pi}) die 
Maschine erreichen werden. 
 
Auftragsindex 
i 
Ankunftszeitpunkt 
ri 
Bearbeitungszeit 
pi 
Fertigstellungstermin 
di 
1 0 5 11 
2 1 2 7 
3 4 1 5 
Tabelle 9 - Beispielaufträge eines 1-Maschinen-Problems 
Es sei ein 1-Maschinen-Problem mit drei Aufträgen betrachtet, deren Daten in 
Tabelle 9 zu finden sind. Soll nun zum Zeitpunkt t = 0 die Auswahlentscheidung 
getroffen werden, so muss nach KANET und SRIDHARAN die einzufügende 
Leerzeit einen Wert aus dem Intervall [0, 3) ZE annehmen. Innerhalb dieser 
Zeitspanne sind nur die Aufträge 1 und 2 zur Bearbeitung auf der Maschine 
verfügbar. Ist die Zielsetzung z.B. die Minimierung der Summe der Verspätungen, so 
spielt es keine Rolle, welcher der beiden Aufträge zuerst bearbeitet wird, da beide in 
jedem Fall rechtzeitig fertiggestellt werden. Je nach gewähltem Auswahlkriterium ist 
es möglich, und aus der Sicht zum Zeitpunkt t auch nicht falsch, dass Auftrag 1 
zuerst begonnen wird. Zum Zeitpunkt t = 4 trifft schließlich Auftrag 3 ein. Durch 
seine Nichtberücksichtigung tritt eine Gesamtverspätung von zwei Zeiteinheiten auf, 
die nicht mehr vermeidbar ist. Um dies zu verhindern, hätten die Informationen über 
alle Aufträge herangezogen werden müssen, die die Maschine vor der 
spätestmöglichen Fertigstellung eines Auftrags erreichen, dessen Bearbeitung vor 
dem Zeitpunkt t + min{ri´ + pi} begonnen werden kann. 
Trotz der beschränkten Insterted-Idleness-Zeitspanne, die maximal betrachtet 
werden muss, kann in Extremfällen daher die Berücksichtigung eines Vielfachen der 
in der Warteschlange verfügbaren Aufträge notwendig sein, um sicherzustellen, dass 
optimale Ablaufpläne gefunden werden können. Aus diesem Grund ist im folgenden 
Abschnitt zu klären, ob eine Teilmenge der aktiven Ablaufpläne, die jedoch größer 
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als die der Non-Delay-Ablaufpläne ist, zur Erzielung annähernd optimaler 
Ablaufpläne ausreicht. 
3.2.2 Untersuchungen zu Voraussetzungen der Vorteilhaftigkeit von 
erzwungenen Wartezeiten 
Eine grundlegende Beschäftigung mit der Vorteilhaftigkeit von Inserted Idleness 
liegt mit der Studie von HOLLOWAY und NELSON vor.110 Im Rahmen von 
Problemstellungen mit stochastischen Bearbeitungszeiten testen sie eine Heuristik, 
die einen vollständigen, aktiven Ablaufplan erzeugt. Letzterer wird auch genutzt, für 
die einzelnen Aufträge Prioritäten auf den jeweiligen Maschinen festzulegen, um auf 
dieser Grundlage dezentral die Maschinenbelegungsentscheidung zum Zeitpunkt des 
Freiwerdens der Maschinen durchzuführen. Auf diesem Weg können die aktiven 
Arbeitspläne in verzögerungsfreie umgewandelt werden. Beim Vergleich der beiden 
Verfahren stellen HOLLOWAY und NELSON fest, dass die relative 
Vorteilhaftigkeit der Ausgangsheuristik und der mit ihr erzeugten aktiven 
Ablaufpläne mit zunehmender Varianz der Bearbeitungszeiten abnimmt und 
schließlich der verzögerungsfreie Ansatz vorteilhaft wird. 
Einen weiteren Vergleich von verzögerungsfreien Ablaufplänen mit denen unter 
Verwendung von Inserted Idleness beschreibt KANET.111 Im Gegensatz zu anderen 
Arbeiten steht hier der Vergleich der gesamten Lösungsräume im Vordergrund. Um 
dies rechnerisch durchführen zu können, beschränkt sich KANET auf den 
1-Maschinen-Fall mit nur zehn Aufträgen. Zur Untersuchung erstellt er 270 zufällige 
Problemausprägungen, wobei er die Parameter Auslastungsgrad, 
Terminmultiplikator112 und Terminvariabilität113 variiert. In diesem Rahmen kann 
KANET eine Reihe von Erkenntnissen gewinnen. So stellt er z.B. fest, dass für eine 
Probleminstanz durchschnittlich elfmal so viele Ablaufpläne mit Inserted Idleness als 
verzögerungsfreie existieren. Im Durchschnitt führen die verzögerungsfreien zu 
niedrigeren Terminüberschreitungen, die mit Inserted Idleness aber häufiger zum 
                                                 
110 Vgl. HOLLOWAY/NELSON (1974), S. 1264-1275. 
111 Vgl. hierzu und im Folgenden KANET (1986), S. 99-105. 
112 Der Terminmultiplikator ist der Faktor, mit dem die Bearbeitungszeit eines Auftrags multipliziert wird, um die 
erlaubte Zeitspanne zwischen Ankunftszeitpunkt und Fertigstellungstermin zu berechnen. Welcher Faktor zu 
einem schwierig einhaltbaren Termin führt, ist stark vom zugrunde liegenden Modell abhängig. 
113 Die Terminvariabilität gibt an, wie stark sich der Terminmultiplikator zwischen den einzelnen Aufträgen 
unterscheidet. 
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Ablaufplan mit der minimalen Terminüberschreitung. Abbildung 2 zeigt die von 
KANET beobachtete approximative Häufigkeitsverteilung der erreichten 
Terminüberschreitungen und illustriert diesen Zusammenhang.114 ND steht für non-
delay und TD für tactically delayed, was der Verwendung von Inserted Idleness 
entspricht. Für die vorliegende Arbeit lässt sich daraus schließen, dass es sinnvoll ist, 
Inserted Idleness zu betrachten, die Auswahl geeigneter einzufügender Leerzeiten 
aber gezielt geschehen muss, um wirklich eine Verbesserung zu erzielen.115 Dass 
erzwungene Wartezeiten vorteilhaft sein können, beweisen MAO und KINCAID für 
die Minimierung der Summe der Durchlaufzeiten im deterministisch dynamischen 1-
Maschinen-Fall.116 Sie zeigen, dass die theoretische Worst-Case-Performance-
Ratio117 nach GAREY und JOHNSON mit Inserted Idleness ca. 67% besser ist, als 
wenn die Prioritätsregel SPT allein verwendet wird.118 KANET stellt außerdem fest, 
dass Auslastungsgrad und Terminvariabilität wenig Einfluss auf die Vorteilhaftigkeit 
von Inserted Idleness haben.119 Anders verhält es sich mit dem Terminmultiplikator. 
Nimmt dieser höhere Werte an, können durch Inserted Idleness größere 
Verbesserungen erzielt werden. 
                                                 
114 Vgl. KANET (1986), S. 105. 
115 Auch in KUTANOGLU/WU (1998), S. 14-16 wird festgestellt, dass verzögerungsfreie Ablaufpläne zur 
besseren Zielerreichung führen können. In Abhängigkeit vom zugrunde liegenden Algorithmus führt die 
Beschränkung auf verzögerungsfreie Ablaufpläne z.T. zu signifikant niedrigeren mittleren gewichteten 
Terminüberschreitungen als die Verwendung aktiver Ablaufpläne. 
116 Vgl. hierzu und im Folgenden MAO/KINCAID (1994), S. 1041-1050. 
117 Vgl. GAREY/JOHNSON (1979), S. 123-137 für eine Darstellung der Worst-Case-Performance-Ratio. 
118 Die Worst-Case-Performance-Ratio macht aber keine Aussage über die generelle Zielerreichung. So stellt 
CONWAY in CONWAY (1964), S. 37-38 fest, dass Inserted Idleness in Kombination mit der SPT-Regel in den 
von ihm untersuchten Problemstellungen zur Erhöhung der Warteschlangenlängen und des Work Content führt. 
Auch wenn CONWAY dazu keine Angabe macht, ist zu vermuten, dass die deutlich längeren Warteschlangen 
mit längeren Durchlaufzeiten einhergehen. 
119 Vgl. hierzu und im Folgenden KANET (1986), S. 99-105. 
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Abbildung 2 - Approximative Häufigkeitsverteilung der mithilfe verschiedener Ablaufpläne erreichten 
Terminüberschreitungen 
In der Arbeit von STORER et al. steht ebenfalls weniger die Zielsetzung und der 
angewandte Algorithmus im Vordergrund, als vielmehr der zu durchsuchende 
Lösungsraum.120 Auf Grundlage des Algorithmus von GIFFLER und 
THOMPSON121 werden zwei Heuristiken vorgeschlagen, deren Lösungsraum eine 
Teilmenge der aktiven Ablaufpläne darstellt, die alle verzögerungsfreien Ablaufpläne 
enthält. Die Größe des Lösungsraums wird über den Parameter δ (δ ∈ [0, 1]) 
gesteuert, wobei bei δ = 0 nur verzögerungsfreie und bei δ = 1 alle aktiven 
Ablaufpläne berücksichtigt werden. Erreicht wird dies, indem über δ gesteuert wird, 
welche Aufträge bei einer Maschinenbelegungsentscheidung berücksichtigt werden. 
Ausgangpunkt ist der frühestmögliche Zeitpunkt, zu dem die Bearbeitung eines 
Auftrags durch die betrachtete Maschine begonnen werden kann. Berücksichtigt 
werden nur diejenigen Aufträge, die zur Bearbeitung spätestens zu diesem Zeitpunkt 
zuzüglich der mit δ multiplizierten Zeitspanne zwischen diesem Zeitpunkt und dem 
frühestmöglichen Zeitpunkt der Beendigung einer Operation verfügbar sind. 
STORER et al. entscheiden, dass δ in Höhe von maximal 0,1 ausreichend hoch ist.122 
Sie beschränken die Suche also auf einen Lösungsraum, der deutlich kleiner ist, als 
der aller aktiven Ablaufpläne. 
                                                 
120 Vgl. hierzu und im Folgenden STORER/WU/VACCARI (1992). 
121 Vgl. GIFFLER/THOMPSON (1960). 
122 Vgl. STORER/WU/VACCARI (1992), S. 1501. 
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Den Ansatz von STORER et al. aufgreifend, beschäftigen sich BIERWIRTH und 
MATTFELD näher mit der Wahl eines guten Wertes für δ.123 Sie führen zu diesem 
Zweck umfangreiche Experimente durch, bei denen alle δ ∈ {0, 0,1, 0,2, …, 0,9, 1} 
untersucht werden. Zugrunde gelegt wird ein 6-Maschinen-Job-Shop, für den 
mithilfe von genetischen Algorithmen ein Ablaufplan für zehn bis 60 Aufträge 
erstellt werden soll. Der für die Berechnung der mittleren Zwischenankunftszeit 
vorgegebene Auslastungsgrad beträgt 0,5 bis 1. BIERWIRTH und MATTFELD 
stellen fest, dass δ mit steigender Auftragsanzahl und steigendem Auslastungsgrad 
zur Minimierung von F  kleiner gewählt werden sollte. Im Mittel erzielen sie mit 
δ = 0,5 gute Ergebnisse.124 Dieses Resultat ist mit den entgegengesetzt gerichteten 
Wirkungen der Ausweitung des Lösungsraums zu begründen. Grundsätzlich führt 
diese Ausweitung dazu, dass evtl. ausgeschlossene optimale oder fast optimale 
Ablaufpläne wieder erzeugt werden können. Genetische Algorithmen konvergieren 
allerdings bei größeren Lösungsräumen deutlich später gegen optimale oder sehr 
gute Lösungen.125 Wenn die Problemstellungen größer werden, führt das somit evtl. 
zu einem Abbruch, bevor eine gute Lösung gefunden ist. So zeigen sie zusätzlich 
auch auf, dass die Anzahl benötigter Generationen mit steigendem δ 
überproportional zunimmt. Der Vergleich zum Ergebnis von STORER et al. zeigt 
auf, dass die Größe des zu wählenden Lösungsraums auch problem- und 
lösungsverfahrenspezifisch ist. 
Mit den Fragen, wann Inserted Idleness sinnvollerweise eingesetzt werden sollte 
und wie groß der Unterschied in der Lösungsqualität zwischen dem bestmöglichen 
verzögerungsfreien und einem optimalen Ablaufplan ist, beschäftigten sich 
SRIDHARAN und ZHOU.126 Als Grundlage für ihre Untersuchung ziehen sie den 
deterministisch dynamischen 1-Maschinenfall mit dem Ziel der Minimierung der 
Summe der Terminüberschreitungen heran. Die experimentelle Untersuchung basiert 
                                                 
123 Vgl. hierzu und im Folgenden BIERWIRTH/MATTFELD (1999). Außerdem wird der Ansatz in 
BRANKE/MATTFELD (2000) wieder aufgegriffen. Einen ähnlichen Weg gehen auch 
GONÇALVES/MAGALHÃES MENDES/RESENDE (2005), indem sie mithilfe von genetischen Algorithmen 
Ablaufpläne erzeugen, die sie als parametrisierte aktive Ablaufpläne bezeichnen. Diese stellen eine Teilmenge 
der aktiven Ablaufpläne dar und enthalten mindestens alle verzögerungsfreien Ablaufpläne. 
124 Auch GONÇALVES/MAGALHÃES MENDES/RESENDE (2005) erzielen mit ihren parametrisierten aktiven 
Ablaufplänen bessere Zykluszeiten als mit dem Lösungsraum der aktiven bzw. verzögerungsfreien Ablaufpläne. 
125 NORMAN und BEAN stellen hingegen in NORMAN/BEAN (1995) einen genetischen Algorithmus vor, der 
sogar den Lösungsraum der semi-aktiven Ablaufpläne durchsucht und bei Problemstellungen mit mehreren 
hundert Aufträgen und umfangreicheren Nebenbedingungen keine Konvergenzprobleme aufweist. 
126 Vgl. hierzu und im Folgenden SRIDHARAN/ZHOU (1996a). 
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auf 540 zufällig erzeugten 20- und 30-Auftragsproblemen, denen unterschiedliche 
Auslastungsgrade, Terminmultiplikatoren und Terminvariabilitäten zugrunde liegen. 
Die Probleme sind klein gewählt, um sie in möglichst vielen Fällen mithilfe eines 
Branch-and-Bound-Verfahrens optimal lösen zu können. Auf Basis dieser Lösungen 
können Aussagen über die Notwendigkeit bzw. Vorteilhaftigkeit der Verwendung 
von Inserted Idleness gemacht werden. So stellen SRIDHARAN und ZHOU z.B. 
fest, dass von den 367 gefundenen optimalen Lösungen 67 (18,3%) erzwungene 
Leerzeiten enthielten. Der Anteil steigt mit zunehmender Terminvariabilität und ist 
nahezu unabhängig vom Terminmultiplikator. Mit steigendem Auslastungsgrad 
nimmt der Anteil der Inserted Idleness enthaltenden optimalen Ablaufpläne ab. 
Dabei ist allerdings auch zu beobachten, dass die Differenz der mittleren Verspätung 
zwischen dem besten verzögerungsfreien und dem optimalen Ablaufplan mit 
steigendem Auslastungsgrad und steigender Terminvariabilität deutlich zunimmt. 
Zusammenfassend empfehlen SRIDHARAN und ZHOU den Einsatz von Inserted 
Idleness vor allem bei niedrigem Auslastungsgrad (in ihrem Fall von 75%) und hoher 
Terminvariabilität. 
Mit Petri-Netzen verwendet OSKARSSON einen anderen Ansatz, in dessen 
Rahmen er auch Inserted Idleness untersucht.127 Dabei setzt er verschiedene 
Evaluationsfunktionen und Algorithmen ein, für deren genaue Ausgestaltung auf 
seine Arbeit verwiesen sei. Die Überprüfung führt er anhand relativ kleiner, 
bekannter deterministischer Probleme durch.128 Interessant an seiner Arbeit ist, dass 
er jede Heuristik mit einem Voraussichtszeitraum π von 0 ZE bis 10 ZE sowie ∞ ZE 
testet, wobei generell nur ganzzahlige Zeiten in seiner Arbeit Anwendung finden.  π 
gibt somit an, wie viele Zeiteinheiten eine Maschine maximal auf einen Auftrag 
warten darf, wenn bearbeitbare Aufträge vorhanden sind. Als Zielfunktion werden 
Zykluszeit bzw. Summe der Konventionalstrafen für Verspätungen herangezogen. 
Für jedes  π und jedes Verfahren wird das erreichte Ergebnis und, falls bekannt, die 
optimale Zielgröße angegeben. Eine optimale Lösung wird bereits bei  π gleich 0 bis 
3 ZE gefunden. OSKARSSON macht keine Aussage darüber, es lässt sich aber durch 
eine stichprobenartige Betrachtung optimaler Lösungen für die herangezogenen 
Probleme zeigen, dass bei diesen  π-Werten ein großer Teil der optimalen Lösungen 
                                                 
127 Vgl. hierzu und im Folgenden OSKARSSON (1999). 
128 Z.B. greift er auf die Benchmark-Probleme von FISHER und THOMPSON aus FISHER/THOMPSON (1963) 
zurück. 
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ausgeschlossen wird.129 Gleichzeitig ist anhand der Ergebnisse von OSKARSSON 
aber zu beobachten, dass bei sehr groß werdenden  π-Werten in Abhängigkeit vom 
gewählten Algorithmus eine Verschlechterung des Zielfunktionswerts eintreten kann. 
Auch dieser Ansatz zeigt somit auf, dass es vorteilhaft sein kann, den Lösungsraum 
der aktiven Ablaufpläne nicht vollständig heranzuziehen. Die Einschränkung muss 
aber so geschehen, dass nicht zu viele optimale oder gute Zielgrößenwerte 
erreichende Ablaufpläne ausgeschlossen werden. 
Eine der wenigen Arbeiten, die Inserted Idleness im Rahmen einer nicht 
terminorientierten Zielsetzung einsetzt, stammt von RIFKIN aus dem Jahr 1992 und 
beschäftigt sich mit der Minimierung der mittleren Wartezeit.130 Herangezogen wird 
ein stochastisch dynamisches 1-Maschinen-Modell als Grundlage für vergleichende 
Experimente zwischen mehreren Non-Delay-Prioritätsregeln und der Verknüpfung 
der SPT-Regel mit Inserted Idleness. Vor allem bei großen Unterschieden in der 
Bearbeitungszeit der einzelnen Aufträge ist eine deutliche Verkürzung der mittleren 
Wartezeit durch Verwendung von Inserted Idleness zu beobachten. Unter 
Berücksichtigung der als bekannt angenommenen Bearbeitungszeiten zeigt dies, dass 
auch die mittlere Durchlaufzeit durch Inserted Idleness erfolgreich verringert werden 
kann. 
3.2.3 Prioritätsregelbasierende Verfahren mit erzwungenen 
Wartezeiten 
Im Rahmen von Inserted Idleness wird versucht, ausgehend von einem 
verzögerungsfreien Ablaufplan, durch effizientes Einfügen von Leerzeiten aktive 
Ablaufpläne zu finden, die in Bezug auf die verfolgte Zielsetzung eine Verbesserung 
gegenüber dem Ausgangsablaufplan darstellen. Pionierarbeiten in diesem Bereich 
entstanden bereits in den 1960er Jahren auf Basis von Prioritätsregeln. Während 
FISHER und THOMPSON zwar Inserted Idleness verwenden, sie aber nicht auf ihre 
Wirkung untersuchen, legen CONWAY, MAXWELL und MILLER die 
theoretischen Grundlagen der erzwungenen Wartezeit im Rahmen von verschiedenen 
Modellkonstellationen dar.131 Eine experimentelle Untersuchung der 
                                                 
129 Mithilfe des Scheduling Tools Lekin der Leonard N. Stern School of Business der New York University 
gefundene optimale Lösungen weisen z.T. eingefügte Leerzeiten auf, die den angegebenen l-Wert um das zwei- 
bis dreifache übersteigen. 
130 Vgl. hierzu und im Folgenden RIFKIN (1992). 
131 Vgl. FISHER/THOMPSON (1963), S. 225-251 bzw. CONWAY/MAXWELL/MILLER (1967). 
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Vorteilhaftigkeit liegt von CARROLL sowie GERE vor.132 Beide verwenden eine 
Heuristik, die als Grundlage Prioritätsregeln heranzieht und vor Beginn der 
Bearbeitung eines neuen, wartenden Auftrags prüft, ob vor dessen Fertigstellung ein 
eiliger Auftrag eintreffen wird, der bevorzugt bearbeitet werden sollte. In diesem Fall 
würde die Entscheidung nach Prioritätsregel ignoriert werden und die Maschine leer 
stehen, bis der eilige Auftrag eintrifft. Beide berücksichtigen aber auch, dass die 
eingefügte Wartezeit genutzt werden kann, um einen Auftrag zu bearbeiten, der vor 
Eintreffen des eiligen Auftrags fertiggestellt ist. Die Ausgestaltung beider 
Mechanismen wird aber in den beiden Arbeiten unterschiedlich durchgeführt. 
GERE verwendet die einfachere der beiden Heuristiken auf Basis von vorwiegend 
schlupfbasierenden Prioritätsregeln.133 Um zu entscheiden, ob auf einen kritischen 
Auftrag gewartet werden soll, vergleicht die Heuristik den nach Prioritätsregel 
ausgewählten Auftrag mit dem später eintreffenden kritischen Auftrag, der den 
kleinsten Prioritätswert hat.134 Für den ursprünglich eingeplanten Auftrag wird der 
Prioritätswert neu berechnet, als würde dieser Auftrag nun nach dem kritischen 
bearbeitet. Ist der Prioritätswert weiterhin positiv (wäre er bereits zuvor negativ 
gewesen, hätte die Heuristik gar keine Inserted Idleness erst zugelassen) und 
mindestens doppelt so groß wie der des kritischen Auftrags, wird auf Letzteren 
gewartet und eine entsprechende Leerzeit eingefügt.135 Die Leerzeit wird zur 
Bearbeitung des längstmöglichen Auftrags aus der Warteschlange genutzt, der den 
Beginn der Bearbeitung des kritischen Auftrags nicht verzögert. 
In der Arbeit von CARROLL werden grundsätzlich Kostenfunktionen auf Basis 
der Verspätung des jeweiligen Auftrags herangezogen. Bei der Bestimmung des 
nächsten zu bearbeitenden Auftrags werden nicht nur alle bereits vor dieser 
Maschine wartenden Aufträge berücksichtigt, sondern auch alle demnächst 
eintreffenden, die bereits verspätet sind, also einen negativen Schlupf haben.136 
                                                 
132 Vgl. hierzu und im Folgenden CARROLL (1965); GERE (1962), S. 80-81 und GERE (1966). 
133 Vgl. GERE (1962), S. 65-66 bzw. GERE (1966), S. 173 für eine Auflistung der verwendeten Prioritätsregeln. 
Unter Schlupf versteht man die Zeitspanne, die übrig bleibt, wenn man vom vorgegebenen Fertigstellungstermin 
den aktuellen Zeitpunkt und die für den Auftrag noch benötigte Bearbeitungszeit abzieht. 
134 Ein kritischer Auftrag wird in GERE (1962), S. 75 als Auftrag definiert, dessen Schlupf einen vorzugebenden 
Grenzwert unterschreitet. 
135 Entsprechend wendet GERE diesen Ansatz auch nur im Zusammenhang mit schlupfbasierenden Regeln an 
und verzichtet auf ihn, wenn er z.B. SPT als Prioritätsregel wählt. Dadurch wird die Einsetzbarkeit seines 
Ansatzes im Vergleich zu anderen deutlich geschmälert. 
136 Unter demnächst eintreffend wird verstanden, dass sie sich aktuell in Bearbeitung befinden und der nächste 
Fertigungsschritt auf der gerade betrachteten Maschine stattfindet. 
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Dieser Mechanismus wird allerdings außer Kraft gesetzt, wenn die Warteschlange 
eine kritische Länge von n Aufträgen überschreitet.137 Ansonsten wird für alle 
wartenden und kritischen Aufträge das Verhältnis der Verspätungskostenrate geteilt 
durch die Summe aus Bearbeitungszeit und Zeitspanne bis zum Eintreffen in der 
Warteschlange berechnet. Wenn der Auftrag mit der höchsten Rate zu den wartenden 
gehört, wird seine Bearbeitung regulär begonnen. Ansonsten werden die totalen 
Verspätungskosten für die Fälle berechnet, in denen die Maschine auf den 
entsprechenden Auftrag wartet bzw. die Bearbeitung des bereits vorliegenden 
Auftrags mit der höchsten Priorität sofort beginnt. Dabei wird miteinbezogen, dass 
die Wartezeit evtl. durch das Einfügen eines Auftrags genutzt werden kann. Dafür 
werden alle wartenden Aufträge berücksichtigt, deren Bearbeitungszeit kürzer ist als 
die Zeitspanne bis zum Eintreffen des kritischen Auftrags. Es wird der Auftrag 
gewählt, der unter ihnen die größte berechnete Kosten/Bearbeitungszeit-Rate 
aufweist. Auf Basis der totalen Verspätungskosten wird entschieden, welche der 
beiden Bearbeitungsoptionen gewählt wird. 
Beide Arbeiten haben zum Ergebnis, dass die Verwendung von Inserted Idleness 
zu einer signifikanten Verbesserung im Vergleich zur Steuerung ausschließlich mit 
den betrachteten Prioritätsregeln führt. Unterschiedlich ist allerdings die Stärke der 
Verbesserung. GERE stellt fest, dass die Verwendung von erzwungenen Wartezeiten 
einen stärkeren Einfluss auf die Zielgröße hat, als die Auswahl einer Prioritätsregel, 
wohingegen CARROLL die Stärke der Einflüsse genau anders herum ordnet.138 Aus 
heutiger Sicht lässt sich diese Beobachtung möglicherweise auf die große Leistung 
CARROLs bei der Entwicklung der COVERT-Regel zurückführen. Noch heute wird 
sie als eine der besten angesehen, wenn terminorientierte Zielsetzungen betrachtet 
werden.139 Außerdem beinhaltet die COVERT-Regel bereits eine Form von 
Voraussicht, indem sie die erwartete Wartezeit jedes Auftrags bis zur Fertigstellung 
und damit die Verspätung selbst abschätzt.140 Da die Zielwertverbesserung, die man 
mit leistungsfähigeren Heuristiken erzielen kann, nach oben beschränkt ist, sei es 
allein durch die Optimallösung, besteht die Möglichkeit, dass die COVERT-Regel 
                                                 
137 Die kritische Länge n wird als Untersuchungsparameter angenommen. 
138 Da der Vergleich beider Arbeiten kein abschließendes Urteil gestattet, wird im Rahmen der experimentellen 
Untersuchung von Inserted Idleness in Abschnitt 6.3 noch einmal auf diese Fragestellung eingegangen. 
139 Vgl. HOLTHAUS/RAJENDRAN (1997a), S. 90. 
140 Vgl. für eine genaue Darstellung der COVERT-Regel CARROLL (1965), S. 74-78. Aufgrund ihrer 
Wirkungsweise ist sie den Voraussichtsmechanismen der Klasse IV zuzuordnen und wird in Abschnitt 3.5.3 
näher betrachtet. 
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der Inserted Idleness bereits einen Teil des Potentials vorweggenommen hat, vor 
allem, da sie auch auf die Möglichkeit der Voraussicht zurückgreift. Da es sich hier 
um unterschiedliche Arten der Voraussicht handelt, bestätigt sich das Ziel der 
vorliegenden Arbeit, Wechselwirkungen systematisch zu untersuchen. 
Mit Bottleneck Dynamics (BD) stellen MORTON und PENTICO ein 
approximatives Verfahren vor, in dessen Rahmen Inserted Idleness Anwendung 
findet.141 Grundsätzlich entspricht dieses Verfahren der Erweiterung der ATC-Regel, 
die den Voraussichtsmechanismen der Klasse IV angehört, um einen 
Voraussichtsmechanismus der Klasse III, weshalb die grundsätzliche Funktionsweise 
in Abschnitt 3.4.3 und 3.5.3 näher beschrieben wird. Übertragen auf die in der 
vorliegenden Arbeit verwendete Notation, wird der Ausgangsprioritätswert ( )ijZ t  
zur Berücksichtigung von Inserted Idleness wie in Gleichung (3.2.1) dargestellt, 
modifiziert.142 
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Für die Auswahlentscheidung werden alle Aufträge berücksichtigt, deren 
Bearbeitung auf der zu belegenden Maschine im Intervall [t, t+pmin] begonnen 
werden kann. pmin entspricht der kürzesten Bearbeitungszeit eines Auftrags, der sich 
zum aktuellen Zeitpunkt in der Warteschlange der Maschine m befindet. Gleichung 
(3.2.1) ergibt sich durch Approximation der Kostendifferenz beim Reihenfolgetausch 
von zwei für die nächste Bearbeitung in Betracht kommenden Aufträgen.143 1ijc t− −  
entspricht dem Zeitraum, den die Maschine m warten müsste, bis der gewählte 
Auftrag bearbeitet werden kann. Er wird geteilt durch die mittlere Bearbeitungszeit 
( )
( )
a i jq
p t  der Aufträge, die aktuell um die Bearbeitung durch die betrachtete 
Maschine konkurrieren.144 B ist ein konstanter Korrekturfaktor, für den MORTON 
                                                 
141 Vgl. hierzu und im Folgenden MORTON/PENTICO (1993), S. 163-169. 
142 Es ist zu beachten, dass bei Bottleneck Dynamics im Gegensatz zur vorliegenden Arbeit der Auftrag mit dem 
größten Prioritätswert ausgewählt wird. Die in der vorliegenden Arbeit herangezogenen Prioritätsregeln und die 
ihnen zugrunde liegende Prioritätswertfunktion werden in Abschnitt 5.2.5 dargestellt. 
143 Vgl. MORTON/PENTICO (1993), S. 164-165. 
144 Die betrachtete Maschine ist das j-te Element der Maschinenfolge q des Auftrags i, der dem Auftragstyp a(i) 
zugeordnet ist. 
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und PENTICO experimentell den Wert B = 1,3 + ρm, als gute Approximation 
ermittelt haben.145 Die Modifikation des Prioritätswerts hat insgesamt zur Folge, dass 
die Priorität eines später ankommenden Auftrags mit steigender 
Maschinenauslastung, länger werdender nötiger Wartezeit und geringerer 
durchschnittlicher Bearbeitungsdauer der bereits wartenden Aufträge abnimmt, weil 
in diesen Fällen die Opportunitätskosten des Wartens steigen. Zur Wirksamkeit 
dieser Inserted-Idleness-Variante werden über die theoretische Vorteilhaftigkeit 
hinaus keine Aussagen gemacht. KUTANOGLU und SABUNCUOGLU beschreiben 
jedoch eine umfangreiche experimentelle Studie einfacher und komplexer 
Prioritätsregeln, in deren Rahmen sie auch die Wirkung von Inserted Idleness in 
Kombination mit Bottleneck Dynamics untersuchen.146 Interessant an dieser Studie 
für die vorliegende Arbeit ist vor allem, dass auch Experimente mit ungleich 
ausgelasteten Maschinen eines Job Shops durchgeführt werden. Die Experimente 
zeigen, dass Inserted Idleness zu Verbesserungen von 1,4% bis 16,8% der 
gewichteten Terminüberschreitung im Vergleich zur entsprechenden 
verzögerungsfreien BD-Heuristik führt. Die Verbesserungen fallen stärker aus, wenn 
eine oder mehrere Engpassmaschinen vorliegen.147 Mit zunehmender 
Systemauslastung und kleiner werdendem Terminmultiplikator nimmt die 
prozentuale Verbesserung allerdings ab, was auch den Beobachtungen der anderen 
hier vorgestellten Arbeiten entspricht. Offen bleibt die Wirkungsüberprüfung im 
Zusammenspiel mit anderen Prioritätsregeln, worauf KUTANOGLU und 
SABUNCUOGLU verzichtet haben. Da sie feststellen, dass neben BD auch 
W(CR+SPT) und COVERT gute Ergebnisse erzielen, stellt sich die Frage, ob z.B. 
diese Regeln durch eine Inserted-Idleness-Erweiterung BD dominieren würden. 
                                                 
145 ρm ist der mittlere Auslastungsgrad der betrachteten Maschine. Da MORTON und PENTICO auf das 
Bestimmungsverfahren nicht näher eingehen und sich auf ein spezifisches 1-Maschinen-Problem beschränken, 
sollte diese Parametrisierung für ein anderes Modell neu durchgeführt werden. 
146 Vgl. hierzu und im Folgenden KUTANOGLU/SABUNCUOGLU (1999). 
147 Nicht klar ist die genaue Kausalität. In KUTANOGLU/SABUNCUOGLU (1999), S. 174 wird ausgeführt, 
dass bei Vorliegen von einem oder mehreren Engpässen aufgrund der gemachten Modellannahmen die 
Auslastung des Gesamtsystems sinkt. Gleichzeitig stellen KUTANOGLU und SABUNCUOGLU in 
KUTANOGLU/SABUNCUOGLU (1999), S. 177 fest, dass ein niedrigerer Auslastungsgrad zu größeren 
Verbesserungen durch das Zulassen von Inserted Idleness führt. Die größere bei Vorliegen von Engpässen 
erzielbare Verbesserung durch Inserted Idleness kann demnach vollständig oder teilweise auf die gesunkene 
Systemauslastung zurückzuführen sein. 
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CHIANG und FU entwickeln 2004 einen Ansatz, mit Prioritätsregeln aktive 
Ablaufpläne zu erzeugen, der einen anderen Weg geht.148 Sie verzichten 
vollkommen auf die Abschätzung, wann ein eiliger Auftrag ankommen wird und 
arbeiten stattdessen mit virtuellen Unterbrechungen. Zusätzlich zu den üblichen 
Auswahlentscheidungen der Maschinenbelegung wird eine weitere bei Eintreffen 
eines neuen Auftrags an einer Maschine durchgeführt. Hat der eintreffende Auftrag 
eine höhere Priorität, so wird der aktuell in Bearbeitung befindliche Auftrag 
abgebrochen und der eingetroffene begonnen. Der abgebrochene muss zu einem 
späteren Zeitpunkt von vorn begonnen werden. Angenommen wird allerdings, dass 
diese Unterbrechung nicht wirklich durchgeführt wird, sondern dass die Maschine 
bis zum Eintreffen des eiligen Auftrags leer steht, also nur eine virtuelle 
Unterbrechung vorliegt. Dies ist nur möglich, da CHIANG und FU Prioritätsregeln 
nicht zur Realtime-Entscheidung verwenden, sondern mit ihnen einen Ablaufplan 
erzeugen, der erst nach vollständiger Erstellung realisiert wird. Dies hat zwar den 
Vorteil, dass die z.T. schwierige Schätzung zukünftiger Ankunftszeitpunkte entfällt, 
dafür wird aber die eigentliche Stärke aufgegeben, dass Prioritätsregeln dynamisch 
auf stochastische Ereignisse reagieren können, da sie eben keinen Ablaufplan 
erstellen. Zur Erstellung von deterministischen Ablaufplänen gibt es aber, wie in 
Abschnitt 2.5.2 ausgeführt, besser geeignete Verfahren. Dennoch hat der Ansatz 
auch einen interessanten Aspekt, wenn er zu Testzwecken eingesetzt wird. Will man 
z.B. ein möglichst gutes Verfahren finden, die zukünftigen Ankünfte von eiligen 
Aufträgen zu schätzen, so kann die virtuelle Unterbrechung als Benchmark-
Verfahren herangezogen werden, da sie immer die tatsächlich eingetretenen 
Ankunftszeitpunkte heranzieht. Problematisch an dieser Einsatzmöglichkeit ist 
allerdings die Einschränkung bei der Wahl der zugrunde liegenden Prioritätsregel. 
CHIANG und FU verwenden die von ihnen speziell für die virtuelle Unterbrechung 
entwickelte ECR-Regel, die durch die Gegenüberstellung der verbleibenden 
Gesamtbearbeitungszeit und des Schlupfes die Konsequenzen der virtuellen 
Unterbrechung beurteilt. So gelingt es ihnen, den mittleren Anteil verspäteter 
Aufträge unter Verwendung der ECR durch zusätzliche Verwendung der virtuellen 
Unterbrechung bei jeder untersuchten Problemstellung zu verringern. Bei anderen 
Prioritätsregeln, wie z.B. SPT, resultieren in ihrem Experiment durch das Zulassen 
von virtuellen Unterbrechungen Verschlechterungen dieser Zielgrößenwerte. Um 
                                                 
148 Vgl. hierzu und im Folgenden CHIANG/FU (2004). 
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eine einheitliche Verwendung von virtuellen Unterbrechungen mit jeder beliebigen 
Prioritätsregel zu ermöglichen, sollte daher versucht werden, diesen 
Vergleichsprozess aus der Prioritätsregel auszugliedern. 
3.2.4 Andere Verfahren mit erzwungenen Wartezeiten 
Neben der Verwendung von Prioritätsregeln gestatten auch andere Verfahren, die 
nicht zwingend der Klasse der reaktiven angehören müssen, den Einsatz von 
erzwungener Wartezeit. Diese werden im Folgenden dargestellt. Über eine Übersicht 
der bereits untersuchten und damit auch der noch offenen Fragestellungen hinaus, 
gestattet diese Betrachtung weitere Erkenntnisse, die für die Anwendung von 
Inserted Idleness in Kombination mit Prioritätsregeln von Nutzen sein können. 
Einen Spezialfall der Inserted Idleness betrachten FRY, ARMSTRONG und 
BLACKSTONE im Rahmen eines statischen 1-Maschinen-Problems.149 Dort ist das 
Einfügung von Leerzeiten sinnvoll, da sie eine nicht-reguläre Zielgröße, nämlich die 
gewichtete absolute Terminabweichung, betrachten. Für diesen Spezialfall 
beschreiben sie einen Algorithmus, der auf Basis eines linearen Programms das 
optimale Einfügen von Leerzeiten mit geringem Rechenaufwand gestattet. Da er 
voraussetzt, dass der Fertigstellungszeitpunkt jedes Auftrags genau berechenbar ist, 
lässt er sich im stochastisch dynamischen Fall nicht direkt anwenden. Eine Adaption 
für diese Problemstellung könnte nur in Form einer approximativen Variante 
durchgeführt werden. Ebenfalls für den 1-Maschinen-Fall bewiesen CHENG und 
KAHLBACHER, dass zur Minimierung einer Zielfunktion, die Kosten für 
Terminüberschreitungen und verfrühte Fertigstellungen berücksichtigt, das Einfügen 
von Leerzeiten zwischen zwei Aufträgen bei einem gemeinsamen 
Fertigstellungstermin nicht sinnvoll ist und somit nur die Position vor dem ersten 
Auftrag diesbezüglich geprüft werden muss.150 Übertragen auf die allgemeinere 
Problemstellung der vorliegenden Arbeit und die in Tabelle 4 aufgeführten 
Zielsetzungen, ist zu überprüfen, ob sich empirisch ein ähnlicher Zusammenhang 
zwischen Inserted Idleness und der vorausschauenden Auftragsfreigabe aufzeigen 
lässt.151 
                                                 
149 Vgl. hierzu und im Folgenden FRY/ARMSTRONG/BLACKSTONE (1987). 
150 Vgl. CHENG/KAHLBACHER (1991), S. 717-718. 
151 Die experimentelle Betrachtung beider Voraussichtsmechanismen in Wechselwirkung wird in Abschnitt 6.8.3 
betrachtet. 
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Mit der Minimierung der Summe der gewichteten absoluten Terminabweichungen 
im stochastisch dynamischen 1-Maschinen-Fall beschäftigen sich 
NANDKEOLYAR, AHMED und SUNDARARAGHAVAN.152 Im Rahmen eines 
dreistufigen Verfahrens zur Erstellung eines Ablaufplans setzen sie u.a. zwei 
verschiedene Varianten von Inserted Idleness ein.153 Die Position der Leerzeiten im 
Ablaufplan wird mithilfe von Platzhaltern bestimmt, die durch die verschiedenen 
untersuchten Heuristiken zur Ablaufplanbestimmung wie Aufträge behandelt 
werden. Sogenannte Phantom Jobs stehen stellvertretend für Aufträge, deren Ankunft 
vor der Fertigstellung des ersten Auftrags in der Auftragsfolge erwartet wird. Ihre 
Anzahl entspricht der erwarteten Anzahl der bis zu diesem Zeitpunkt ankommenden 
Aufträge. Ihre anderen Merkmale, wie z.B. die Bearbeitungszeit pi, werden als 
Durchschnitt der Merkmalsausprägungen aller realen Aufträge festgelegt. Zusätzlich 
oder alternativ dazu können Dummy Jobs eingesetzt werden. Diese weisen eine 
Bearbeitungszeit pi von 1 ZE, einen Fertigstellungstermin von di = 0 und 
Terminabweichungskosten in Höhe von null auf.154 Sie werden an eine 
Ausgangssequenz der Aufträge angefügt und mithilfe eines iterativen 
Tauschverfahrens in der Sequenz positioniert. Ein Tausch von zwei benachbarten 
Aufträgen wird durchgeführt, wenn er die Summe der gewichteten absoluten 
Terminabweichungen reduziert. Im Rahmen einer experimentellen Studie stellen 
NANDKEOLYAR et al. fest, dass bei niedriger Auslastung (40% bzw. 60%) durch 
Einsatz von Phantom Jobs eine Zielgrößenverschlechterung auftritt, bei hoher 
Auslastung (80% und 90%) jedoch eine signifikante Verbesserung. 
NANDKEOLYAR et al. räumen ein, dass die Verschlechterung bedingt durch das 
von ihnen gewählte Experimentdesign wahrscheinlich auf den gleichzeitig 
stattfindenden Einsatz von Dummy Jobs zurückzuführen ist.155 Deren 
zielgrößenverschlechternde Wirkung führen sie darauf zurück, dass ihre Anzahl auf 
50 fixiert ist und dass bei niedriger Systemauslastung deutlich mehr Phantom Jobs 
notwendig wären. Diese würden jedoch zu einem Rechenaufwand führen, dessen 
Größenordnung den Einsatz von Dummy Jobs nicht mehr rechtfertigen würde. 
Außerdem zeigen NANDKEOLYAR et al. anhand ihrer Experimente, dass andere 
                                                 
152 Vgl. hierzu und im Folgenden NANDKEOLYAR/AHMED/SUNDARARAGHAVAN (1993), S. 1453-1466. 
153 Auf die Wiedergabe der unterschiedlichen zugrunde liegenden und alternativen Heuristiken, die in den drei 
Planungsstufen Anwendung finden, wird hier verzichtet.  
154 Da in NANDKEOLYAR/AHMED/SUNDARARAGHAVAN (1993) nur ganzzahlige Ankunftszeitpunkte und 
Bearbeitungszeiten betrachtet werden, entspricht eins der minimal möglichen Zeitspanne größer null. 
155 Vgl. NANDKEOLYAR/AHMED/SUNDARARAGHAVAN (1993), S. 1461. 
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Systemparameter wie Terminverschiedenheit sowie Verschiedenheit von Strafe und 
Bearbeitungszeit kaum einen Einfluss auf die Vorteilhaftigkeit des Einsatzes von 
Phantom und Dummy Jobs haben. Für die vorliegende Arbeit von Interesse ist auch 
die Tatsache, dass ein Einfügen von Leerzeiten, rein auf Basis geschätzter 
Auftragsankünfte, bereits zu Verbesserungen führt. In einem Job Shop verfügt man 
über deutlich mehr Informationen, da der größte Teil der Aufträge nicht neu ins 
System eingespeist wird, sondern von einer Maschine zur nächsten weitergeleitet 
wird und damit weitgehend bekannt ist. Da die Verwendung von 
Auftragsplatzhaltern sich grundsätzlich gut zum Transfer von Informationen in 
einem dezentralen Prioritätsregel-Steuerungssystem eignet, wird der Ansatz der 
Phantom Jobs in Abschnitt 4.1 aufgegriffen. Die von NANDKEOLYAR et al. 
eingesetzten Dummy Jobs bieten sich hingegen nicht an. Ohne das Ziel der 
Erstellung eines vollständigen Ablaufplans erscheint der Einsatz von 
vorausschauender Auftragsfreigabe zur Minimierung von AL  in einem stochastisch 
dynamischen Job Shop vorteilhafter.156 
Ein weiteres Verfahren mit Inserted Idleness zur Lösung stochastisch 
dynamischer Problemstellungen entwickeln GOLENKO-GINZBURG und 
GONIK.157 Sie überprüfen die Wirksamkeit von erzwungenen Wartezeiten basierend 
auf der Heuristik von GOLENKO-GINZBURG, KESLER und LANDSMAN unter 
Annahme nur der Verteilungsfunktion nach bekannter Bearbeitungszeiten.158 Die 
Grundheuristik basiert auf dem Vergleich der termintreuen 
Fertigstellungswahrscheinlichkeiten zweier Aufträge.159 Es werden die beiden 
Situationen verglichen, in denen je ein Auftrag zuerst und der andere danach 
bearbeitet wird. Der jeweilige Sieger wird paarweise mit dem nächsten Auftrag 
verglichen, bis alle Aufträge untersucht wurden und nur einer verbleibt, dessen 
Bearbeitung dann begonnen wird. Die Voraussicht wird nun derart hinzugezogen, 
                                                 
156 Im Sinne der Minimierung der Kapitalbindung erscheint es ratsamer, einen Auftrag bei erwarteter verfrühter 
Fertigstellung später freizugeben, als ein fast fertiggestelltes Produkt im Produktionsbereich einzulagern. Auch 
bieten die zusätzlichen Informationen von Dummy Jobs, die sich nicht am Kopf der Warteschlange befinden, 
keinen Mehrnutzen für die Prioritätsregelentscheidung. Die verfügbaren Erkenntnisse aus dem Bereich der 
vorausschauenden Auftragsfreigabe werden in Abschnitt 3.6 zusammengefasst. Das in der vorliegenden Arbeit 
Anwendung findende Verfahren wird in Abschnitt 4.5 dargestellt. Schließlich wird in Abschnitt 6.8.3 explizit der 
Frage der Minimierung der mittleren absoluten Terminabweichung im Rahmen eines Experiments nachgegangen. 
157 Vgl. hierzu und im Folgenden GOLENKO-GINZBURG/GONIK (1997). 
158 Eine Beschreibung dieser Heuristik findet sich in GOLENKO-GINZBURG/KESLER/LANDSMAN (1995). 
159 Damit ist diese Heuristik der Voraussicht zur Abschätzung der Zielfunktionswerte im Fall einer getroffenen 
Auswahlentscheidung zuzuordnen und wird entsprechend in Abschnitt 3.5 näher besprochen. 
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dass geschätzt wird, wann dieser Auftrag fertiggestellt sein wird und welche 
Aufträge derzeit auf anderen Maschinen bearbeitet werden und wahrscheinlich 
vorher an der relevanten Maschine eintreffen werden. Unter Schätzung des 
Eintreffenszeitpunkts werden diese Aufträge dann auch mit dem ursprünglich 
ausgewählten verglichen. Gewinnt auch nur einer dieser Aufträge, bleibt die 
Maschine leer, bis ein neuer Auftrag bei ihr eintrifft, woraufhin der 
Auswahlmechanismus auf Basis der neuen Informationslage erneut beginnt. 
Überprüft wird die Wirksamkeit im Rahmen von statisch stochastischen Job-Shop-
Problemen mit acht Maschinen und 16 Aufträgen. Es werden drei verschiedene 
Verteilungsfunktionen mit normal-, gleich- bzw. exponentialverteilten 
Bearbeitungszeiten herangezogen. Inserted Idleness führt nur unter Annahme der 
Normal- und Gleichverteilung zu signifikanten Verbesserungen und steigert die 
Termintreuerate um ca. 2,5-3,5%. Bei der Überlegung, ob erzwungene Wartezeiten 
eingesetzt werden sollten, ist somit auch die genaue Verteilungsfunktion des 
Störeinflusses zu berücksichtigen. 
3.2.5 Zusammenfassende Beurteilung 
Zusammenfassend lässt sich feststellen, dass Inserted Idleness unumstritten zur 
Verbesserung der Zielerreichung genutzt werden kann. Allerdings ist die 
Vorteilhaftigkeit des Einsatzes im Einzelfall zu prüfen, da sie von vielen Faktoren 
wie den Maschinenauslastungen, der eingesetzten Grundheuristik, der maximal 
gestatteten Wartezeit und evtl. vorliegenden stochastischen Einflüssen abhängt. 
Bisher liegt jedoch noch keine umfassende Experimentstudie vor, die 
unterschiedliche Faktoren miteinbezieht. Auch beschränken sich die meisten 
vorliegenden Untersuchungen auf terminorientierte Zielsetzungen, obwohl schnell 
Beispiele gefunden werden können, in denen auch durchlaufzeitorientierte 
Zielgrößen durch Inserted Idleness gesenkt werden können.160 Der Vergleich 
unterschiedlicher Entscheidungsregeln, ob und auf welchen noch ankommenden 
                                                 
160 Betrachtet sei z.B. die mittlere DLZ und ein 3-Maschinen-Problem, bei dem zum Zeitpunkt t vor Maschine 1 
und 2 jeweils fünf Aufträge warten. Maschine 3 befindet sich im Leerlauf und weist keine Aufträge in ihrer 
Warteschlange auf. Nimmt man nun weiter an, dass alle Aufträge vor Maschine 1 für den nächsten Arbeitsschritt 
Maschine 2 benötigen, aber auf Maschine 2 gerade ein Auftrag bearbeitet wird, der danach Maschine 1 erreicht, 
bevor er auf Maschine 3 bearbeitet werden muss. In diesem Fall ist es wahrscheinlich, dass ein Warten auf diesen 
Auftrag eine Verkürzung der mittleren Durchlaufzeit zur Folge hätte, da der Auftrag nach Verlassen von 
Maschine 1 sofort auf Maschine 3 bearbeitet werden könnte. Alle anderen Aufträge würden ohnehin nur in eine 
weitere Warteschlange vor Maschine 2 überführt werden. 
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Auftrag gewartet werden soll, wurde bisher ebenso wenig durchgeführt. In Abschnitt 
4.1 wird ein Inserted-Idleness-Mechanismus vorgestellt, der dies gestattet und der in 
der vorliegenden Arbeit Anwendung findet. Eine Darstellung der experimentellen 
Untersuchung seiner Wirkung findet sich in Abschnitt 6.3. Zu beachten ist allerdings, 
dass im Rahmen der Verbesserung von nicht-regulären Zielsetzungen in dieser 
Arbeit manche der beschriebenen Inserted-Idleness-Funktionen von der 
vorausschauenden Auftragsfreigabe übernommen werden. Diese wird in Abschnitt 
3.6 dargestellt und in Abschnitt 6.8.3 wird explizit der Frage der bestmöglichen 
Minimierung von AL  nachgegangen. 
3.3 Voraussicht der Klasse II: Eingefügte Leerzeiten zur 
Erhöhung der Planungssicherheit 
3.3.1 Grundlagen der Antizipierung von stochastischen 
Störeinflüssen 
Wie in Abschnitt 2.3 bereits dargelegt, lassen sich stochastisch dynamische 
Probleme nur durch zeitliche Dekomposition lösen. So stellt z.B. das Auftreten einer 
Störung einen Zeitpunkt dar, zu dem ein neues deterministisch statisches 
Teilproblem gelöst werden muss. Dieses unterscheidet sich vom Vorgängerproblem 
darin, dass die entsprechende Maschine für einen bestimmten Zeitraum zu Beginn 
nicht zur Verfügung steht, was zu deutlichen Änderungen im Ablaufplan führen 
kann. Diese Änderungen haben aber zur Folge, dass evtl. Materialbestellungen und 
Lieferzeitpunkte neu terminiert werden müssen, was zu organisatorischen und 
rechtlichen Problemen führen kann.161 Da in der Praxis meist gewisse 
Grundinformationen, wie z.B. geschätzte Verteilungsfunktionen des Zeitraums 
zwischen zwei Störungen bzw. der Behebungsdauer der Störungen, über die Ausfälle 
einer Maschine vorliegen, stellt sich daher die Frage, ob und wie man diese 
antizipieren sollte. In Abschnitt 3.3.2 wird näher darauf eingegangen, wie ein 
Ablaufplan aussieht, der möglichst unempfindlich gegenüber stochastischen 
Störeinflüssen ist. Da die Erstellung von robusten Ablaufplänen, wie in Tabelle 7162 
zu erkennen, dem Ansatz der Verwendung von Prioritätsregeln widerspricht, wird in 
                                                 
161 Vgl. u.a. WU/STORER/CHANG (1993), S. 1-2 und LEON/WU/STORER (1994a), S. 32. 
162 Vgl. Abschnitt 2.5.1. 
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der anschließenden Beurteilung in Abschnitt 3.3.4 auch darauf eingegangen, wie die 
gewonnenen Erkenntnisse im Rahmen der vorliegenden Arbeit Anwendung finden 
können. 
3.3.2 Robustheit von Ablaufplänen 
Betrachtet man die verschiedenen Ansätze, die sich mit der Robustheit von 
Ablaufplänen beschäftigen, wird ein vorherrschendes Problem sofort 
augenscheinlich, nämlich das Nichtvorhandensein einer einheitlichen Definition. 
Auch wenn gewisse Grundströmungen auszumachen sind, so unterscheidet sich die 
präzise Ausformulierung doch in fast allen vorliegenden Arbeiten. KOUVELIS und 
YU bieten in ihrer umfangreichen Arbeit zur Robustheit eine gute und allgemein 
gehaltene Definition, unter der man einen Großteil der detaillierteren Definitionen 
zusammenfassen kann.163 Ihre Definition basiert auf der Annahme von Szenarien164, 
die durch Ausprägungen einer festgelegten Anzahl von Parametern beschrieben 
werden und auf der Menge aller zulässigen Entscheidungen165, aus denen eine durch 
den Entscheider zu wählen ist. Die absolut robuste Entscheidung ist dann diejenige, 
die die maximalen Gesamtkosten der Entscheidung über alle Szenarien hinweg 
minimiert. Sie bildet damit eine risikoaverse Haltung ab und versucht den 
schlimmstmöglichen Ausgang bestmöglich zu gestalten. Von der Entscheidung mit 
robuster Abweichung sprechen KOUVELIS und YU dann, wenn eine Entscheidung 
auch im für sie schlimmstmöglichen Szenario zur geringsten absoluten 
Kostenabweichung von den minimal im jeweiligen Szenario durch eine zulässige 
Entscheidung erreichbaren Kosten führt. Die relativ robuste Entscheidung liegt vor, 
wenn diese Entscheidung die entsprechende relative Abweichung vom Optimum 
minimiert. 
Aufgrund der Tatsache, dass im Rahmen von Ablaufplanungsproblemen 
prohibitiv viele Szenarien und zulässige Entscheidungen vorliegen können, sind im 
                                                 
163 Vgl. hierzu und im Folgenden KOUVELIS/YU (1997), S. 8-11. 
164 Die Annahme von Szenarien stellt für die vorliegende Arbeit keine Einschränkung der Aussagekraft der 
Definition dar, da vorstellbar ist, unendlich viele Szenarien einzuführen, wodurch eine Abbildung der 
vorliegenden stochastischen Einflüsse möglich wäre. Eine optimale Lösung des Problems ist damit zwar nicht 
mehr möglich, die Definition soll in der vorliegenden Arbeit aber ohnehin nur der Darlegung des grundsätzlichen 
Sachverhalts dienen, die in der vorliegenden und anderen Arbeiten die Grundlage der heuristischen Lösung 
spezifischer Problemstellungen darstellt. 
165 KOUVELIS und YU beschränken sich in ihrer Arbeit nicht auf die Ablaufplanung, weshalb im vorliegenden 
Fall eine Entscheidung als vollständiger Ablaufplan zu verstehen ist. 
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jeweiligen Fall diese Robustheitsmaße nicht als Abweichung vom Optimum 
formulierbar. Vielmehr wird versucht, eine Kennzahl zu finden, unter deren 
Berücksichtigung ein Ablaufplan erstellt werden kann, der auch im Falle des Eintritts 
eines unvorteilhaften Szenarios noch eine gute Zielerreichung aufweist. Wie diese 
Kennzahl im Einzelfall aussieht und diese Verfahren ablaufen, wird im folgenden 
Abschnitt aufgezeigt. Neben einem verallgemeinerten Ablauf wird auch eine Reihe 
von typischen Beispielen angeführt. 
3.3.3 Verfahren zur Erzeugung von robusten Ablaufplänen  
Die meisten Verfahren wurden für kleine Probleme mit wenigen Aufträgen unter 
Annahme nur einer Maschine166 oder eines Job Shops167 entwickelt. I.d.R. werden 
die Minimierung der Zykluszeit168, der Summe der Durchlaufzeiten169, der Summe 
bzw. des Mittelwerts der gewichteten Terminüberschreitung170 aber auch der 
maximalen Terminabweichung171 betrachtet. Die Modellierung von Unsicherheit 
findet in Form von stochastischen Maschinenausfällen172 oder stochastichen 
Bearbeitungszeiten173 statt. Die in diesem Rahmen zur Erzeugung von robusten 
Ablaufplänen vorgeschlagenen Verfahren weisen i.d.R. eine Folge von vier Schritten 
auf, in deren Ausgestaltung sie sich jedoch z.T. deutlich unterscheiden. Diese 
Schritte lauten: 
 
(1) Definition des Robustheitsmaßes 
(2) Aufstellen eines Ablaufplans 
(3) Ausführen des Ablaufplans 
(4) Evaluierung des Ablaufplans 
 
                                                 
166 Vgl. WU/STORER/CHANG (1993) und DANIELS/KOUVELIS (1995). 
167 Vgl. LEON/WU/STORER (1994a), LEON/WU/STORER (1994b), MEHTA/UZSOY (1998), 
WU/BYEON/STORER (1999), SINGER (2000) und KUTANOGLU/WU (2004). Selten, wie in 
KOUVELIS/DANIELS/VAIRAKTARAKIS (2000) werden auch Flow Shops betrachtet. 
168 Vgl. LEON/WU/STORER (1994a), LEON/WU/STORER (1994b) und WU/STORER/CHANG (1993). 
169 Vgl. DANIELS/KOUVELIS (1995). 
170 Vgl. WU/BYEON/STORER (1999), SINGER (2000) und KUTANOGLU/WU (2004). 
171 Vgl. MEHTA/UZSOY (1998). 
172 Vgl. LEON/WU/STORER (1994a), LEON/WU/STORER (1994b), WU/STORER/CHANG (1993) und  
MEHTA/UZSOY (1998). 
173 Vgl. DANIELS/KOUVELIS (1995), WU/BYEON/STORER (1999), SINGER (2000) und 
KUTANOGLU/WU (2004). 
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Wie in Abschnitt 3.3.2 dargestellt, gibt es keine einheitliche Definition von 
Robustheit und so unterscheiden sich auch die für Schritt (1) herangezogenen 
Robustheitsmaße deutlich. Die erste Gruppe berücksichtigt, wie stark sich der 
Ablaufplan in Bezug auf die Startzeitpunkte der Operationen oder die Auftragsfolgen 
auf den Maschinen ändert.174 Die Änderung der verfolgten Zielsetzung aufgrund der 
stochastischen Einflüsse bildet die Grundlage für die zweite Gruppe. Zu 
unterscheiden ist, die Zielgrößenwerte welcher Ablaufpläne verglichen werden. Der 
Referenzablaufplan kann der deterministische nach stochastischem Einfluss und evtl. 
Rescheduling aber auch der nachträglich erstellte optimale unter Berücksichtigung 
aller eingangs nicht bekannten Einflüsse sein.175 Ebenfalls möglich ist die Definition 
von Robustheit im Sinne der Worst-Case-Performance. In diesem Fall wird versucht, 
die maximal in einem der betrachteten Szenarien auftretende relative bzw. absolute 
Zielgrößenverschlechterung zu minimieren.176 
Auch im Schritt (2) gibt es drei verschiedene Ansätze. Die Verfahren, die dem 
ersten zuzurechnen sind, berücksichtigen das Robustheitsmaß zusätzlich zur 
eigentlichen Zielgröße in der Zielfunktion, wenn sie mit einem geeigneten Verfahren 
einen Ablaufplan erstellen.177 Einen Spezialfall dieser Gruppe stellt das Verfahren 
von SINGER dar, der zur Erhöhung der Robustheit alle Bearbeitungszeiten um einen 
von der Produktionsstufe abhängigen Faktor verlängert und den Ablaufplan unter 
ausschließlicher Minimierung der ursprünglichen Zielgröße aufstellt.178 Die zweite 
Gruppe umfasst Verfahren, die deterministische Ablaufpläne mithilfe eines 
geeigneten Algorithmus erstellt und nachträglich mit einem anderen Verfahren die 
                                                 
174 WU/STORER/CHANG (1993) verwenden beide Robustheitsmaße, MEHTA/UZSOY (1998) nur das auf Basis 
der Startzeitpunkte. 
175 Bezug auf den deterministischen Ablaufplan zur Bestimmung der Robustheit nehmen LEON/WU/STORER 
(1994a). Bedingt durch den eingesetzten Algorithmus wird auch der erwartete Zielgrößenwert in das 
Robustheitsmaß einbezogen, da sonst das Einfügen umfangreicher Leerzeiten jeden Ablaufplan auf Kosten der 
Zielerreichung vollständig robust gegenüber Änderungen der Zielgröße machen würde. SINGER (2000) hingegen 
ermittelt die Robustheit im Vergleich mit dem rückwirkend als optimal zu erachtenden Ablaufplan. 
176 Vgl. DANIELS/KOUVELIS (1995). 
177 LEON/WU/STORER (1994a) setzen einen genetischen Algorithmus ein und WU/STORER/CHANG (1993) 
das Verfahren nach CARLIER (1982). In LEON/WU/STORER (1994b) kommt ein spieltheoretischer Ansatz zur 
Anwendung. 
178 Mithilfe von theoretischen Überlegungen und experimenteller Bestimmung ermittelt SINGER in SINGER 
(2000), dass die Robustheit erhöht werden kann, wenn ein pro Produktionsstufe um 0,05 steigender 
Verlängerungsfaktor angewandt wird. D.h. die Bearbeitungszeit der ersten Operation eines Auftrags wird mit 
1,05 multipliziert, die der zweiten mit 1,10, usw. Auf Basis dieser fiktiven Bearbeitungszeiten wird mithilfe des 
Shifting-Bottleneck-Verfahrens nach PINEDO/SINGER (1999) ein Ablaufplan erstellt. 
 60 
Robustheit durch Modifikation des Ablaufplans erhöht. Eine Möglichkeit ist, vor 
jeder Operation die Leerzeit einzufügen, die dem Erwartungswert der Störungsdauer 
während ihrer Bearbeitung entspricht.179 Alternativ kann auch mithilfe eines lokalen 
Verbesserungsverfahrens durch iterativen Tausch von zwei in der Auftragsfolge 
einer Maschine aufeinanderfolgenden Aufträgen der Robustheitswert des 
Ablaufplans erhöht werden.180 Der dritte Ansatz, der zur Durchführung von Schritt 
(2) Anwendung finden kann, ist die nur partielle Festlegung der Präzedenzordnung 
der Operationen. Mithilfe geeigneter Verfahren werden die für eine gute 
Zielerreichung wesentlichen Präzedenzbedingungen fixiert und müssen bei der 
Ablaufplanung eingehalten werden. Die übrigen werden durch den Einsatz von 
Prioritätsregeln erst bei der endgültigen Maschinenbelegung festgelegt.181 Es ist auch 
möglich, mit dem Ausgangsalgorithmus zusätzlich Prioritätswerte für die 
Maschinenbelegung zu generieren.182 
In Schritt (3), der Ausführung des Ablaufplans, sind i.d.R. noch immer 
Anpassungen notwendig, da auch ein robuster Ablaufplan aufgrund von 
stochastischen Einflüssen unzulässig werden kann. Zumeist dient Right-Shift-
Rescheduling, also das in der Zeit nach hinten Verschieben jeder Operation, bis sie 
wieder zulässig ist, dazu, einen Ablaufplan wieder zulässig zu machen.183 Ein 
Vergleich mit elaborierteren Ablaufplanreparaturverfahren zeigt, dass Letztere eine 
bessere Zielerreichung ermöglichen.184 Ebenfalls Handlungsbedarf in Schritt (3) 
                                                 
179 Vgl. MEHTA/UZSOY (1998), die einen Ablaufplan mithilfe des Shifting-Bottleneck-Verfahrens nach 
ADAMS/BALAS/ZAWACK (1988) und BALAS/LENSTRA/VAZACOPOULOS (1995) erstellen, in den sie 
störungsrepräsentierende Leerzeit einfügen. Optional verwenden sie zusätzlich noch ein lineares Programm, das 
unter Beibehaltung der Auftragsfolgen und Beschränkung der Zielgrößenverschlechterung versucht, die 
Robustheit weiter zu erhöhen.  
180 Vgl. DANIELS/KOUVELIS (1995). 
181 WU/BYEON/STORER (1999) wenden ein Branch-and-Bound-Verfahren an, um eine Präzedenzordnung 
zwischen undominierten Teilablaufplänen herzustellen. KUTANOGLU/WU (2004) nutzen die Lagrange 
Relaxation eines linearen Programms, um eine Rangordnung herzustellen. Beide verwenden die ATC-Regel, um 
die offenen Reihefolgeentscheidungen zu treffen. Diese Prioritätsregel wird in VEPSALAINEN/MORTON 
(1987) ausführlich beschrieben. 
182 Vgl. KUTANOGLU/WU (2004) auf Basis der Grundlagen aus KUTANOGLU/WU (1998) und ROUNDY et 
al. (1991). Mithilfe der Lagrange Relaxation eines linearen Programms wird eine Rangordnung hergestellt. Eine 
strenge Rangordnung zwischen zwei Aufträgen muss bei Ausführung des Ablaufplans eingehalten werden, 
wohingegen eine schwache nur als Prioritätswert genutzt wird. Wenn im zweiten Fall der Auftrag mit der 
höheren Priorität noch nicht verfügbar ist, kann die Bearbeitung des anderen begonnen werden. 
183 Vgl. u.a. LEON/WU/STORER (1994a), MEHTA/UZSOY (1998) und WU/BYEON/STORER (1999). 
184 Vgl. LEON/WU/STORER (1994b), die Right-Shift-Rescheduling, Total Rescheduling und das AOC*-
Verfahren einsetzen, welches spieltheoriebasierend ist und in WU/LEON (1994) genau beschrieben wird. 
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besteht, wenn kein vollständiger Ablaufplan erstellt worden ist. Existiert z.B. ein 
Auftrag, der gemäß der strengen Rangordnung noch vor einem Teil der wartenden 
Aufträge ausgeführt werden muss, so wird er vor diesen Aufträgen auf der Maschine 
eingeplant, unabhängig davon, ob er die Maschine bereits erreicht hat. Existiert kein 
anderer zu diesem Zeitpunkt ausführbarer Auftrag, muss die Maschine auf den 
Auftrag warten, was der Anwendung von Inserted Idleness entspricht. Stehen nur 
noch Aufträge zur Auswahl, für die keine strenge Rangordnung besteht, entscheidet 
eine Prioritätsregel über die Belegung der Maschine.185 
Schließlich wird in Schritt (4) bewertet, wie erfolgreich der Einsatz des robusten 
Ablaufplans war. Auch hier sind unterschiedliche Bewertungskriterien anzutreffen, 
die auf dem Vergleich des robusten Ablaufplans mit verschiedenen 
Referenzablaufplänen basieren. Als Benchmark für den robusten Ablaufplan können 
z.B. der prediktive186 mit störungsbedingt notwendig gewordenem Rescheduling, der 
reaktive187 mithilfe einer Prioritätsregel erstellte oder der optimale188 unter Annahme 
vollständiger Informationen herangezogen werden. Letzter stellt die i.d.R. nicht 
erreichbare theoretisch beste Lösung dar. Es ist festzustellen, dass bei sehr geringen 
stochastischen Einflüssen der deterministische Ablaufplan den geringsten 
Zielgrößenwert aufweist, da die Absicherung gegenüber Störungen des robusten 
Ablaufplans zu Lasten der Zielgröße erreicht wird.189 Für diese Problemstellung 
                                                 
185 WU/BYEON/STORER (1999) und KUTANOGLU/WU (2004) setzen zu diesem Zweck die ATC-Regel ein, 
die in VEPSALAINEN/MORTON (1987) beschrieben wird. Grundsätzlich ist es aber möglich, jede beliebige 
Prioritätsregel zu verwenden. 
186 Diese Benchmark findet z.B. in LEON/WU/STORER (1994a) und  WU/BYEON/STORER (1999) 
Anwendung. 
187 Auf diesen Vergleich wird z.B. in KUTANOGLU/WU (2004) zurückgegriffen. Interessant an dieser Studie ist 
auch, dass sowohl das robuste Verfahren PFSL als auch die reaktive ATC-Prioritätsregel in zwei Varianten, 
nämlich aktiv und non-delay, untersucht werden. Dabei stellen KUTANOGLU und WU fest, dass PFSL besser in 
der aktiven Form Anwendung finden sollte und ATC in der non-delay Version. 
188 Wie z.B. in DANIELS/KOUVELIS (1995), SINGER (2000) und KUTANOGLU/WU (2004). Problematisch 
an dieser Vorgehensweise ist, dass sie nur einsetzbar ist, wenn sich überhaupt eine optimale Lösung bestimmen 
lässt. Entsprechend ist ihre Anwendung auf kleine Problemstellungen beschränkt. 
189 Vgl. LEON/WU/STORER (1994a). MEHTA/UZSOY (1998) wenden hingegen ein Optimierungsverfahren 
des Ablaufplans mithilfe eines linearen Programms an. Dieses Verfahren macht es möglich, die Robustheit eines 
Ablaufplans zu erhöhen, ohne die Zielgröße zu verschlechtern. Einschränkend ist jedoch festzustellen, dass die 
von ihnen verfolgte Zielsetzung der Minimierung von Lmax dies leichter ermöglicht als die Verwendung der 
meisten anderen Zielgrößen. In diesem Fall ist es ausreichend, die Verspätung des kritischen, Lmax-
verursachenden Auftrags nicht zu erhöhen und dafür zu sorgen, dass auch kein anderer Auftrag einen höheren 
Wert aufweist. Unter Einhaltung dieser Bedingungen bietet sich eine Vielzahl von Ablaufplanänderungen, die die 
Robustheit erhöht. 
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wäre sie aber nicht notwendig gewesen, weil selbst der deterministische Ablauf mit 
geringen Änderungen ausgeführt werden kann. Bei stark ausgeprägten stochastischen 
Einflüssen hingegen ist festzustellen, dass auch die Verwendung eines robusten 
anstatt eines deterministischen Ablaufplans größere Anpassungen nicht verhindern 
kann und reaktiv eingesetzte Prioritätsregeln die beste Zielerreichung aufweisen.190 
Neben der Zielgrößenänderung aufgrund des stochastischen Einflusses kann es auch 
von Interesse sein, die Ablaufplanänderung anhand der Startzeitenverschiebungen 
und Sequenzänderungen zu vergleichen.191 
3.3.4 Zusammenfassende Beurteilung 
Der Überblick des Abschnitts 3.3.3 über die verschiedenen Varianten des 
Einsatzes robuster Ablaufpläne zeigt auf, dass eine einheitliche Definition und ein 
einheitliches Robustheitsmaß fehlen. Gemein ist diesen Ansätzen nur, dass sie auf 
der Risikoaversion des Planers basieren. Sie streben eine Absicherung des 
Zielfunktionswerts gegen besonders schlechte Ergebnisse an und nehmen dafür 
Einbußen beim bestmöglich erreichbaren Zielgrößenwert in Kauf. Auf diesem Weg 
können in einem stochastischen Umfeld bessere Ergebnisse als auf Basis eines 
deterministischen Ablaufplans erzeugt werden. Bei zu starken stochastischen 
Störeinflüssen sind aber reaktive Verfahren dennoch besser geeignet. Da in der 
vorliegenden Arbeit Prioritätsregeln Anwendung finden und diese die Zielfunktion 
im Normalfall nicht explizit berücksichtigen, stellt sich die Frage, in welcher Form 
die gewonnenen Erkenntnisse Einzug in die Steuerungsmechanismen finden können. 
Unter den in Abschnitt 3.3.3 beschriebenen Vorgehensweisen zur Erhöhung der 
Robustheit sind zwei zu finden, die einen bestehenden Ablaufplan robuster machen 
sollen. So werden entweder Leerzeiten in den Ablaufplan eingefügt, um Störungen 
zu antizipieren oder Auftragsfolgen geändert, wenn dadurch der Robustheitswert 
verbessert werden kann. Auch wenn mithilfe von Prioritätsregeln normalerweise kein 
vollständiger Ablaufplan erstellt wird, können in der Auftragsfolge benachbarte 
Aufträge durch Änderung des Prioritätswerts getauscht werden. Wie die Erweiterung 
von Prioritätsregeln zu diesem Zweck umgesetzt werden kann, wird in Abschnitt 4.2 
ausgeführt. Das Einfügen von Leerzeiten stellt eine schwierigere Aufgabe dar, wenn 
kein Ablaufplan erzeugt wird. Es ist nicht sinnvoll, die Bearbeitung von Aufträgen 
                                                 
190 Vgl. WU/BYEON/STORER (1999). 
191 Vgl. MEHTA/UZSOY (1998). 
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wie bei Inserted Idleness auszusetzen, sobald das Eintreten einer Störung erwartet 
wird. Ebenfalls in Abschnitt 4.2 wird ein Weg dargestellt, wie die Informationen 
über in Zukunft erwartete Störungen dennoch verfügbar gemacht und zur 
Maschinenbelegung genutzt werden können. 
3.4 Voraussicht der Klasse III: Bevorzugung von 
Aufträgen, die auf ihrer Route schwach ausgelastete 
Maschinen benötigen 
3.4.1 Grundlagen der Bevorzugung von Aufträgen, die auf ihrer 
Route schwach ausgelastete Maschinen benötigen 
Will man die erwartete Auslastung der Maschinen eines Produktionssystems für 
die Bestimmung der Auftragsprioritäten heranziehen, so lassen sich dafür 
grundsätzlich zwei Ansätze erkennen, die sich in ihrer Sichtweise unterscheiden. Aus 
Auftragssicht lässt sich die Herangehensweise leicht an einem 3-Maschinen-Fall 
verdeutlichen.192 Es sei angenommen, dass jeder Auftrag zuerst Maschine eins und 
danach entweder Maschine zwei oder drei durchlaufen muss, und dass die 
Maschinenfolgen bereits bei Eintreffen des Auftrags festgelegt sind. Hat sich nun 
z.B. vor Maschine zwei eine lange Warteschlange gebildet, während vor Maschine 
drei kein Auftrag wartet, erscheint es in den meisten Fällen sinnvoll, aus der 
Warteschlange vor Maschine eins einen Auftrag zu wählen, der als nächstes 
Maschine drei benötigt. Dort kann dieser sofort bzw. nach Fertigstellung des aktuell 
in Bearbeitung befindlichen Auftrags bearbeitet werden, wohingegen vor Maschine 
zwei mit langen Wartezeiten zu rechnen ist.193 So könnte eine Reduktion der 
mittleren Wartezeit eines Auftrags erreicht werden. In einem größeren Job Shop ist 
diese Fragestellung dadurch erschwert, dass aufgrund der vielfältigen Auftragsrouten 
die einzelnen Maschinen Aufträge von unterschiedlichen Maschinen zugeführt 
bekommen. Dadurch können schneller Änderungen im Arbeitsvorrat einer Maschine 
                                                 
192 Der Ansatz aus Auftragssicht wird in Abschnitt 3.4.2 näher beleuchtet. 
193 WINCKLER beschäftigt sich in WINCKLER (1993), S. 190-197 mit genau dieser Fragestellung und zeigt, 
dass sich sowohl bei permanent als auch temporär unterschiedlich ausgelasteten Nachfolgemaschinen durch 
diesen Ansatz Verringerungen der Wartezeit erzielen lassen. Er geht dabei auch näher auf die Wirkung von 
Mischungsverhältnis der Auftragstypen und verschiedenen Grenzwerten zwischen hoher und schwacher 
Auslastung ein. 
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eintreten und die Auswahlentscheidungen können nicht isoliert betrachtet werden, 
wie im Fall der Beispielmaschine eins. 
Der zweite Ansatz der Voraussichtsklasse III verfolgt das gleiche Ziel, Aufträge 
zu bevorzugen, die im nächsten Bearbeitungsschritt schwach ausgelastete Maschinen 
benötigen, der Unterschied ist allerdings in der Begründung zu finden.194 Grundlage 
dieses Ansatzes ist die Warteschlangentheorie, aus der sich ableiten lässt, dass es 
nicht praktikabel ist, ein Produktionssystem mit einer Auslastung im stationären 
Zustand von mehr als 95% zu betreiben.195 Dies hat einerseits zur Folge, dass 
Leerzeiten der Maschinen unabdingbar auftreten müssen. Auf der anderen Seite ist 
die Summe der Leerzeiten nach oben beschränkt, da das System sonst nicht mehr 
stationär wäre. Die zu beantwortende Frage ist folglich, wo die auftretenden 
Leerzeiten am besten im Ablaufplan positioniert werden sollten. Eine eingetretene 
Leerzeit stellt dabei verlorene Flexibilität bei der Nutzung der verfügbaren 
Maschinenkapazität dar, wohingegen eine Leerzeit, die erst in der Zukunft eintreten 
wird, mit einer gewissen Wahrscheinlichkeit (die mit der Entfernung vom aktuellen 
Zeitpunkt zunimmt) noch für einen neu eintreffenden Auftrag genutzt werden 
kann.196 Außerdem führt eine lange Leerzeit i.d.R. dazu, dass später eine lange 
Belegtzeit der Maschine eintreten wird. Lange Belegtzeiten gehen aber meist mit 
langen Warteschlangen und somit langen Wartezeiten der betroffenen Aufträge 
einher. Es ist deshalb anzustreben, vermeidbare Leerzeiten nicht eintreten zu lassen 
und für spätere Zeitpunkte zu erhalten, in denen sie nicht vermeidbar sind. Aus 
Maschinensicht betrachtet, sollten also einer Maschine dann zusätzliche Aufträge 
zugeführt werden, wenn Gefahr besteht, dass der Maschine demnächst keine 
Aufträge mehr zur Bearbeitung zur Verfügung stehen. Dies kann im zugrunde 
liegenden Modell dadurch erreicht werden, dass Aufträge bei der 
Maschinenbelegung bevorzugt werden, die im nächsten Fertigungsschritt eine 
Maschine mit geringem Arbeitsvorrat, auch als Work Content (WC) bezeichnet, 
benötigen. Ganz generell lässt sich formulieren, dass das Ziel sein sollte, sowohl über 
alle Maschinen hinweg als auch im Zeitablauf, einen möglichst gleichmäßigen Work 
Content vor jeder Maschine zu erreichen, da sich relativ einfach zeigen lässt, dass die 
                                                 
194 Je nach genauer Ausgestaltung wird dieser Ansatz oft als Workload Balancing bzw. Starvation Avoidance 
bezeichnet. Eine genauere Betrachtung findet in Abschnitt 3.4.3 statt. 
195 Vgl. KISTNER (1989), S. 263. 
196 Vgl. u.a. BIERWIRTH et al. (1995), BIERWIRTH/MATTFELD (1999), BRANKE/MATTFELD (2000), 
BRANKE/MATTFELD (2005) und SNOEK (2001). 
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mittlere Wartezeit überproportional mit der Ungleichverteilung des Work Contents 
steigt.197 
3.4.2 Verfahren der Voraussichtsklasse IIIa: 
Auftragsbeschleunigung durch Wartezeitreduktion 
Ein einfacher Ansatz, den Grundgedanken der Voraussicht der Klasse III 
umzusetzen, ist die Verwendung der Prioritätsregeln WINQ (Work in next Queue) 
und NINQ (Number of Jobs in next Queue).198 Beide berücksichtigen ausschließlich 
Informationen über Arbeitsvorrat bzw. Länge der Warteschlange der Maschine, die 
in der Maschinenfolge eines Auftrags der aktuellen folgt. Diese Beschränkung führt 
dazu, dass beide bei der Erreichung gebräuchlicher Zielsetzungen keine 
konkurrenzfähigen Ergebnisse erzielen.199 Eine Ausweitung der herangezogenen 
Kennzahlen kann durch die Integration von WINQ und NINQ in zusammengesetzte 
Prioritätsregeln erreicht werden, wodurch die Zielerreichung deutlich verbessert 
werden kann.200 Um die Effektivität dieser einfachen Voraussichtsvariante mit der 
von komplexeren vergleichen zu können, wird die PT+WINQ-Prioritätsregel in der 
                                                 
197 Als einfaches Beispiel sei ein Zwei-Maschinen-System betrachtet, in dem beide Maschinen parallel Aufträge 
bearbeiten. Werden jeder der beiden im Leerlauf befindlichen Maschinen nun zwei Aufträge zugeführt, die je 1 
ZE Bearbeitungszeit aufweisen, so beträgt die mittlere Wartezeit über alle Aufträge 0,5 ZE. Bei einer 3:1-
Verteilung auf die Maschinen beträgt c.p. die mittlere Wartezeit bereits 0,75 ZE und bei einer 4:0-Verteilung 
sogar 1,5 ZE. Gleiches lässt sich auch für die zeitliche Verteilung zeigen. SHIMOYASHIRO, ISODA und 
AWANE zeigen in SHIMOYASHIRO/ISODA/AWANE (1984), S. 598 anhand eines realen 
Produktionssystems, dass die Produktivität ab einem bestimmten Punkt durch die Zuführung weiterer 
Aufträge nicht mehr gesteigert werden kann, sondern nur durch Glättung des Arbeitsvolumens der 
Warteschlangen vor den einzelnen Maschinen. 
198 WINQ und NINQ finden bereits in frühen Arbeiten wie CONWAY (1964) und CONWAY (1965b) 
Anwendung. Beide Regeln sind nicht eindeutig der Gruppe IIIa oder IIIb zuzuordnen, da sie mit beiden zugrunde 
liegenden Zielen eingesetzt werden können. 
199 Vgl. u.a. HOLTHAUS/RAJENDRAN (1997a), S. 93-98; HOLTHAUS (1999), S. 144-160; 
FRY/PHILIPOOM/MARKLAND (1988), S. 1200-1222 und PHILIPOOM/FRY (1990), S. 901-905. Für einen 
speziellen Job Shop, in dem neben der Maschinenkapazität auch die Werkzeugkapazität beschränkt ist, zeigen 
GARGEYA/DEANE (1999) ebenfalls, dass NINQ und NIANQ zu keiner überzeugenden Zielereichung führen. 
NIANQ zieht dabei zur Berechnung des Prioritätswerts nicht nur die Warteschlange der Nachfolgemaschine, 
sondern alle Warteschlangen vor Maschinen auf der restlichen Route eines Auftrags heran. In 
GARGEYA/DEANE (1999) wird NINQ als LNJQNM und NIANQ als LNJQAM bezeichnet. 
200 Vgl. CONWAY (1964), S. 28-37; CONWAY (1965b), S. 126-127; HOLTHAUS/RAJENDRAN (1997a), S. 
93-98 und HOLTHAUS (1999), S. 144-160. 
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vorliegenden Arbeit als eine der zur Steuerung eingesetzten Prioritätsregeln 
herangezogen.201 
Neben anderen prioritätsregelbasierenden Steuerungsmechanismen untersucht 
VEPSALAINEN in seiner Arbeit eine Erweiterung der AU-Regel um einen 
Voraussichtsmechanismus der Klasse IIIa.202 Ausgangspunkt ist der AU-
Prioritätswert ( )ijZ t , der über den Parameter c > 0 gewichtet mithilfe von Next 
Machine Probing (NMP) zum endgültigen Prioritätswert, wie in Gleichung (3.4.1) 
dargestellt, erweitert wird.203 
 
 ( ) ( ) ( ), 1, 1i j
qNMP
ij ij i jZ t Z t c Z t t++= + ⋅∆ + ∆  (3.4.1) 
 
Für NMP wird die Differenz aus der in Δt ZE erwarteten Priorität des betrachteten 
Auftrags i und der durchschnittlichen erwarteten Priorität aller Aufträge auf der 
nächsten Maschine qi,j+1 in der Maschinenfolge qi dieses Auftrags gebildet.204 
Dadurch wird erreicht, dass Aufträge, für die auf der Nachfolgemaschine eine 
überdurchschnittlich hohe Priorität erwartet wird, an der aktuellen bevorzugt 
behandelt werden. Zu beachten ist, dass diese Vorgehensweise Aufträge hoher 
Priorität zwar beschleunigt, dabei aber keine Rücksicht auf die Anzahl der 
zurückzustellenden Aufträge nimmt. So kann es passieren, dass die Beschleunigung 
eiliger Aufträge so stark zu einer Verzögerung anderer Aufträge führt, dass diese 
ebenfalls eilig werden und zu Lasten anderer Aufträge bevorzugt werden müssen, bis 
                                                 
201 Die PT+WINQ-Regel wird in CONWAY (1964), CONWAY (1965b) und HOLTHAUS/RAJENDRAN 
(1997a) beschrieben und experimentell untersucht. Alle in der vorliegenden Arbeit betrachteten Prioritätsregeln 
sind in Tabelle 22 dargestellt. 
202 Vgl. hierzu und im Folgenden VEPSALAINEN (1984). Die zugrunde liegende AU-Prioritätsregel, in vielen 
Arbeiten ATC-Regel genannt, wird zudem in VEPSALAINEN (1984) und VEPSALAINEN/MORTON (1987) 
mit der WCoverT-Regel verglichen, die einem ähnlichen Prinzip folgt. Grundlagen der AU-Regel im 1-
Maschinen-Fall finden sich auch in MORTON/RACHAMADUGU (1982), wo sie noch als Apparent Priority 
(AP) bezeichnet wird. Eine spezielle Adaption, die ATCS-Regel, wird in LEE/BHASKARAN/PINEDO (1997) 
behandelt und ist für den Spezialfall der reihenfolgeabhängigen Rüstzeiten konzipiert. Die AU-Regel selbst 
gehört den Mechanismen der Klasse IV an und wird in Abschnitt 3.5.3 näher beschrieben. 
203 Vgl. VEPSALAINEN (1984), S. 79. Die Funktion ist zwecks besserer Vergleichbarkeit mit den Ansätzen der 
vorliegenden Arbeit angepasst und auf Verwendung der entsprechenden Bezeichner umgestellt. 
204 Die Schätzung der Warteschlangenlängen und mittleren Prioritätswerte wird, wie in VEPSALAINEN (1984) 
auf S. 80 beschrieben, durch Vorwärtssimulation erreicht. Nicht genauer wird der Zeitraum Δt spezifiziert. 
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letztendlich die Termineinhaltung insgesamt schlechter wird.205 Bei der 
experimentellen Überprüfung der Wirksamkeit von NMP konnte keine systematische 
Verbesserung der gewichteten Terminüberschreitung und des Anteils 
terminüberschreitender Aufträge festgestellt werden.206 Dies mag auch an der 
Ausgestaltung der Experimente liegen, da VEPSALAINEN auf eine Ein- und 
Ausschwingphase mit der Begründung, unterschiedliche Systemzustände abdecken 
zu wollen, verzichtet. So kann die Verzerrung der Ergebnisse zur 
Nichtnachweisbarkeit von Unterschieden geführt haben.207 Ein weiterer Grund 
könnte aber in der Regel selbst liegen. Die AU-Regel bevorzugt Aufträge mit 
geringem Schlupf, also tendenziell Aufträge, für die lange Wartezeiten erwartet 
werden. Das Next-Machine-Probing bevorzugt hingegen genau die Aufträge, die 
zumindest vor der nächsten Maschine möglichst kurze Wartezeiten aufweisen. Die 
additive Verknüpfung kann daher dazu geführt haben, dass sich die Einzeleffekte 
gegenseitig aufheben. Um solche Wechselwirkungseffekte besser untersuchen zu 
können, erscheint es sinnvoll, nicht die spezifischen Modifikationen einer einzelnen 
Prioritätsregel durchzuführen, sondern die zu untersuchenden 
Voraussichtsmechanismen modular und frei kombinierbar auszugestalten. 
Ähnlich der NMP-Erweiterung entwerfen auch RAGHU und RAJENDRAN eine 
Prioritätsregel, die die erwartete Priorität in der Warteschlange der 
Nachfolgemaschine berücksichtigt.208 Die Prioritätsregel, die sie selbst noch unter 
der Bezeichnung NEW beschreiben, wird meist als RR-Regel bezeichnet und besteht 
aus drei Komponenten. Ausgangspunkt ist die Beobachtung, dass bei starker 
Auslastung die SPT-Regel zu guten Ergebnissen führt und bei schwacher 
                                                 
205 Mit dieser Fragestellung setzen sich HOTTENSTEIN (1969) und HOTTENSTEIN (1970) auseinander. Dort 
wird beobachtet, dass die zusätzliche Beschleunigung eiliger Aufträge kontraproduktiv sein kann und die 
Einhaltung der Termine sogar verschlechtert. In Abschnitt 4.3.2 wird bei der Entwicklung geeigneter 
Voraussichtsmechanismen noch einmal auf diese Fragestellung eingegangen. 
206 Vgl. VEPSALAINEN (1984), S. 83. CONWAY, MAXWELL und MILLER war es mit der von ihnen in 
CONWAY/MAXWELL/MILLER (1967), S. 234-238 vorgestellten Dynamic Composite Rule zumindest 
gelungen, geringe Verbesserungen durch ihre Variante von Next Machine Probing zu erzielen. Sie urteilen aber, 
dass die Verbesserung nicht den erhöhten Informationsbeschaffungsaufwand rechtfertigt. 
207 Anforderungen an die in einem Experiment zu erhebende Stichprobe werden in Abschnitt 5.3.2 beschrieben. 
208 Vgl. hierzu und im Folgenden RAGHU/RAJENDRAN (1993). Experimentelle Vergleiche dieser Regel mit 
anderen Prioritätsregeln finden sich in HOLTHAUS/RAJENDRAN (1997a), HOLTHAUS (1997), 
HOLTHAUS/RAJENDRAN (1997b), HOLTHAUS (1999), HOLTHAUS/RAJENDRAN (2000) und 
RAJENDRAN/HOLTHAUS (1999). 
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terminbasierende Prioritätsregeln besser geeignet sind.209 Aus diesem Grund führen 
sie eine dynamische Gewichtung der Operationsbearbeitungszeit Pij und des Schlupf-
Restbearbeitungszeit-Verhältnisses anhand der Maschinenauslastung ρm bis zum 
Zeitpunkt t ein.210 Die dritte Komponente schließlich entspricht dem Next Machine 
Probing und ist den Voraussichtsmechanismen der Klasse IIIa zuzuordnen. Mit ihr 
wird die geschätzte Wartezeit ( ), 1, 1i j
Z
i jW t++  vor der Nachfolgemaschine berücksichtigt, 
indem die Bearbeitungszeiten aller Aufträge summiert werden, die bei erwartetem 
möglichen Bearbeitungsbeginn des betrachteten Auftrags eine höhere Priorität 
aufweisen. 
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Die experimentelle Überprüfung der Wirksamkeit der RR-Regel zeigt, dass sie 
sowohl in Bezug auf die Minimierung der mittleren Durchlaufzeit und der mittleren 
Verspätung als auch der mittleren quadrierten Verspätung sehr gute Ergebnisse 
erzielt.211 Da keine getrennte Untersuchung der ( ), 1, 1i j
Z
i jW t++ -Komponente existiert, 
lässt sich nicht abschließend sagen, welchen Anteil sie an der erfolgreichen 
Reduktion dieser Zielgrößen hat. Hier zeigt sich erneut, dass für eine allgemeine 
Untersuchung von Voraussichtsmechanismen ein modularer Ansatz einen 
potentiellen Erkenntnisgewinn im Vergleich zu spezifischen Ansätzen verspricht. 
                                                 
209 Vgl. RAGHU/RAJENDRAN (1993), S. 304 m.w.N. 
210 Dadurch, dass der Auslastungsgrad immer für den Zeitraum [0, t] berechnet wird, ist zu erwarten, dass sich ab 
einem bestimmten Punkt ein relativ konstanter Wert einstellen wird, der dem mittleren Auslastungsgrad der 
Maschine entspricht. Interessant wäre zu sehen, ob ein gleitender Durchschnitt bzw. exponentielle Glättung zu 
einer genaueren Berücksichtigung der aktuellen Maschinenauslastung und damit evtl. zu besseren Ergebnissen 
führen würde. 
211 In späteren Studien wie RAJENDRAN/HOLTHAUS (1999), HOLTHAUS/RAJENDRAN (2000) kann diese 
Verbesserung nicht bestätigt werden, da die mittlere Durchlaufzeit nur teilweise im Vergleich zur Anwendung 
der SPT-Regel verkürzt wird. In HOLTHAUS/RAJENDRAN (1997a), HOLTHAUS (1997), HOLTHAUS 
(1999) ist bezüglich dieser Zielgröße außerdem PT+WINQ in jeglicher untersuchten Konstellation die 
erfolgreichste Prioritätsregel. In HOLTHAUS/RAJENDRAN (2000) kann 2PT+WINQ+NPT sogar noch etwas 
kürzere mittlere Durchlaufzeiten erzielen. 
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Im Rahmen des Modells einer Halbleiterfertigung entwickeln HUNG und CHEN 
eine Prioritätsregel, die dem Auftrag die höchste Priorität gibt, der die geringste 
geschätzte mittlere Operationsdurchlaufzeit bzw. -wartezeit aufweist.212 Für die 
Schätzung der Wartezeiten ziehen sie zwei verschiedene Verfahren heran. Das erste 
ist Vorwärtssimulation, d.h. es wird auf Basis des Systemzustands zum Zeitpunkt der 
Maschinenbelegung eine Simulation soweit in die Zukunft durchgeführt, dass die 
benötigten Wartezeiten bestimmt und zur Berechnung der Prioritätswerte 
herangezogen werden können. Das zweite Verfahren mit dem Namen Queue 
Prediction basiert auf Erkenntnissen aus der Warteschlangentheorie. Für zukünftige 
Zeitscheiben wird geschätzt, welcher Arbeitsvorrat für die einzelnen Maschinen zu 
erwarten ist, um mithilfe einer auf Basis von historischen Daten ermittelten 
Arbeitsvorrat-Wartezeitkurve die Wartezeit zu schätzen. HUNG und CHEN 
untersuchen für die beiden Verfahren auch, für wie viele Operationen in die Zukunft 
die Wartezeit bestimmt werden muss und stellen fest, dass vier die bestgeeignete 
Anzahl ist. Außerdem erzielen sie bessere Ergebnisse unter Verwendung der 
Operationsdurchlaufzeit und nicht der Operationswartezeit, also bei zusätzlicher 
Berücksichtigung der deterministischen Bearbeitungszeiten. Mithilfe von 
Experimenten zeigen HUNG und CHEN, dass die Prioritätsregel auf Basis von 
Vorwärtssimulation bei gegebener Maschinenauslastung kürzere mittlere 
Durchlaufzeiten erzielt als Prioritätsregeln auf Basis einfacherer Schätzung wie 
WINQ, NINQ und als die Regel auf Basis von Queue Prediction. Jedoch wurden die 
besten Ergebnisse zumeist mit SRPT gefolgt von EDD erreicht. 
Einen ähnlichen Ansatz stellt die Prioritätsregel Shortest Remaining Flow Time 
(SRFT) von HUNG und CHANG dar.213 Um dem Auftrag mit der geringsten 
erwarteten Restdurchlaufzeit bis zur Fertigstellung die höchste Priorität geben zu 
können, schätzen sie die zukünftigen Wartezeiten mit zwei verschiedenen Verfahren. 
Das erste Verfahren setzt Exponential Smoothing ein, um für jede Maschine auf 
Basis der zuvor eingetretenen Wartezeiten zukünftige zu schätzen. Empirical 
Queueing, das zweite Verfahren, stellt eine Weiterentwicklung von Queue Prediction 
dar, indem die Wartezeit iterativ verbessert wird.214 Im Rahmen der von ihnen 
durchgeführten Experimente können HUNG und CHANG jedoch mit SRFT auf 
                                                 
212 Vgl. hierzu und im Folgenden HUNG/CHEN (1998), S. 714-722. 
213 Vgl. hierzu und im Folgenden HUNG/CHANG (2002). 
214 Eine genaue Beschreibung findet sich in HUNG/CHANG (1999). 
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Basis beider Schätzmethoden keine geringeren mittleren Durchlaufzeiten erzielen als 
mit SRPT. 
3.4.3 Verfahren der Voraussichtsklasse IIIb: Workload Balancing 
und Starvation Avoidance 
Auf der ATC-Prioritätsregel215 basierend, ist das Verfahren Bottleneck Dynamics 
(BD), das KUTANOGLU und SABUNCUOGLU beschreiben.216 Es verbindet 
mehrere Voraussichtsvarianten, die unterschiedlichen Klassen zuzuordnen sind.217 
Der Unterschied zwischen ATC und BD ist im Divisor der Prioritätswertfunktion zu 
finden, die für BD in Gleichung (3.4.3) wiedergegeben wird.218 
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Werden bei ATC die Kosten der sofortigen Bearbeitung eines Auftrags im Divisor 
mit pij approximiert, finden bei BD verschiedene Ressourcenpreisfunktionen 
Anwendung, von denen eine der Voraussichtsklasse IIIb zuzuordnen ist und im 
Folgenden beschrieben wird. Ein Bestandteil dieser Ressourcenpreisfunktion sind die 
Aktivitätskosten aller Aufträge, die sich zum Zeitpunkt t in der Warteschlange Qm 
der Maschine m befinden. Die Aktivitätskosten von Auftrag i berechnen sich als 
seine mit wi gewichtete Dringlichkeitsfunktion Uij(t).219  
                                                 
215 Die ATC-Prioritätsregel entspricht der in Abschnitt 3.4.2 dargestellten AU-Regel. Die in der vorliegenden 
Arbeit verwendete Version ist Tabelle 22 in Abschnitt 5.2.5 zu entnehmen. 
216 Vgl. hierzu und im Folgenden KUTANOGLU/SABUNCUOGLU (1999). Für eine umfangreiche Darstellung 
der Entwicklungsgeschichte und Eigenschaft von Bottleneck Dynamics sei ebenfalls auf die Arbeiten MORTON 
et al. (1988), MORTON/PENTICO (1993), LAWRENCE/MORTON (1993) und 
MORTON/NARAYAN/RAMNATH (1995) verwiesen. 
217 In Abschnitt 3.2.3 wird der Inserted-Idleness-Anteil dargestellt und in Abschnitt 3.5.3 wird auf die ATC-Regel 
selbst eingegangen, die den Voraussichtsmechanismen der Klasse IV zuzuordnen ist. In MORTON et al. (1988) 
wird zusätzlich eine vorausschauende Auftragsfreigabe in das als SCHED-STAR-System bezeichnete Verfahren 
integriert, das einen Vorgänger von Bottleneck-Dynamics darstellt. Auf diesen Ansatz wird in Abschnitt 3.6.4 
eingegangen. 
218 Die in der vorliegenden Arbeit herangezogene nicht gewichtete ATC-Prioritätswertfunktion ist Tabelle 22 in 
Abschnitt 5.2.5 zu entnehmen. 
219 Die Aktivitätskosten finden sich bereits in der ATC- Prioritätswertfunktion wieder. 
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Zusätzlich werden in der Ressourcenpreisfunktion Rm(t) die aktuelle 
Warteschlangenlänge Nm(t) der betrachteten Maschine m, sowie ihr 
durchschnittlicher Auslastungsgrad ρm und die mittleren Aktivitätskosten (wU)avg 
berücksichtigt. 
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Damit wird erreicht, dass Maschinen mit kurzen Warteschlangen und weniger 
dringlichen wartenden Aufträgen günstiger sind und ihnen somit tendenziell 
bevorzugt Aufträge zugeführt werden. Auch sind Engpassmaschinen durch die 
Berücksichtigung der langfristigen Auslastung teurer als im Mittel schwach 
ausgelastete Maschinen. Die Wirksamkeit von Bottleneck Dynamics untersuchen 
KUTANOGLU und SABUNCUOGLU im Rahmen eines Job Shops durch Vergleich 
mit bekannten Prioritätsregeln in Bezug auf die mittlere gewichtete Verspätung. Sie 
ziehen sowohl Job Shops heran, in denen alle Maschinen im Mittel gleich ausgelastet 
sind, als auch solche, die mindestens einen systematischen Engpass aufweisen. Sie 
stellen fest, dass ATC, W(CR+SPT)220 und COVERT221 besser geeignet sind, die 
gewichtete Terminüberschreitung zu reduzieren. In Hinblick auf ATC heißt das, dass 
die Verwendung der auslastungsbasierenden Ressourcenpreisfunktion Rm(t) die 
Zielerreichung verschlechtert. Obwohl zusätzliche Informationen herangezogen 
werden, kann die angestrebte vorausschauende Steuerung der Arbeitsvorräte der 
einzelnen Maschinen nicht zielgrößenverbessernd eingesetzt werden.222 
KUTANOGLU und SABUNCUOGLU schlagen vor, effektivere 
Ressourcenpreisfunktionen zu entwickeln. Sie empfehlen auch, genauere 
Schätzmethoden für die zukünftige Wartezeit der Aufträge vor den einzelnen 
                                                 
220 Eine Darstellung dieser Prioritätsregel findet sich in ANDERSON/NYIRENDA (1990). 
221 Eine Darstellung dieser Prioritätsregel findet sich in CARROLL (1965). 
222 KUTANOGLU und SABUNCUOGLU weisen allerdings auf das entgegengesetzte Ergebnis in 
LAWRENCE/MORTON (1993), S.177 hin. Dort wird ein ähnliches Verfahren zur Projektablaufplanung 
eingesetzt. 
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Maschinen zu entwickeln, da diese eine präzisere Bestimmung der Dringlichkeit 
jedes Auftrags gestatten.223 Für den Fall der ungleichen Auslastung zeigen sie, dass 
zur Minimierung der gewichteten Terminüberschreitung der Divisor der 
Prioritätswertfunktion nicht wie bei ATC die Dauer der aktuellen Operation eines 
Auftrags sein sollte, sondern die Dauer der Operation, die auf der Engpassmaschine 
ausgeführt wird. 
Speziell für die Produktion integrierter Schaltkreise entwickeln GLASSEY und 
RESENDE ein Verfahren, das auch auf andere Systeme übertragen werden kann.224 
Grundlage für ihr Modell ist die Annahme, dass eine Engpassmaschine vorliegt, die 
im Zuge des Herstellungsprozesses von jedem Auftrag wiederholt in Anspruch 
genommen wird. Die Vermeidung eines Stillstands dieser Engpassmaschine nimmt 
somit eine zentrale Stellung in der Ablaufplanung ein, da dieser Stillstand zumeist zu 
Produktionseinbußen führt. Mit diesem Ziel entwickeln GLASSEY und RESSENDE 
ein Verfahren, das sie Starvation Avoidance (SA) nennen und das aus einer 
Prioritätsregel und vorausschauender Auftragsfreigabe besteht.225 Die Prioritätsregel 
besteht, wie in Gleichung (3.4.6) angegeben, aus zwei Bestandteilen, deren aktuelles 
Gewicht mithilfe einer Funktion γ in Abhängigkeit vom Verhältnis des 
Sicherheitsbestands226 und des virtuellen Arbeitsvorrats227 der Engpassmaschine 
                                                 
223 Die in KUTANOGLU/SABUNCUOGLU (1999), S. 170 beschriebene und der Arbeit zugrunde liegende 
Methode besteht aus zwei Schritten. Auf Basis historischer Daten wird mithilfe von linearer Regression vor der 
BD-Anwendung ein Wartezeitmultiplikator geschätzt. Zum Schätzen der Restwartezeit eines Auftrags wird die 
Summe der verbleibenden Bearbeitungszeiten, multipliziert mit dem Wartezeitfaktor, gebildet. Es werden keine 
weiteren Informationen über den Auftrag oder die einzelnen Maschinen herangezogen. 
224 Vlg. hierzu und im Folgenden GLASSEY/RESENDE (1988b). Weiterführende Darstellungen finden sich auch 
in GLASSEY/RESENDE (1988a), GLASSEY/PETRAKIAN (1989), LOZINSKI/GLASSEY (1988) und 
RESENDE (1987). In dieser Arbeit wird eine Maschine als dauerhafter Engpass angenommen. Zur Übertragung 
auf andere Problemstellungen können z.B. die Verfahren von GARGEYA und DEANE in GARGEYA/DEANE 
(1999) oder von CHEN et al. in CHEN et al. (2004) angewandt werden, die für jeden Planungszeitraum Engpässe 
neu bestimmen. 
225 Die angewandte vorausschauende Auftragsfreigabe hat das Ziel, Aufträge dann freizugeben, wenn ansonsten 
ein Stillstand der Engpassmaschine droht. Sie wird in Abschnitt 3.6.4 näher betrachtet. 
226 Über den Parameter Sicherheitsbestand kann der Planer steuern, welche Kombination von mittlerer 
Verspätung und Systemdurchsatz realisiert werden soll, da beide Zielgrößen im Konflikt zueinander stehen. Ein 
hoher Sicherheitsbestand führt zu hohem Durchsatz und großen mittleren Verspätungen, ein niedriger 
entsprechend zu umgekehrtem. 
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bestimmt wird. γ konvergiert für große virtuelle Arbeitsvorräte gegen null und für 
sehr geringe gegen eins. Daneben wesentlich für die Priorität des Auftrags i ist ni, die 
nächste Operation in seiner Maschinenfolge, die durch die Engpassmaschine 
durchgeführt werden muss. Beide Teilprioritätswerte werden normiert, indem sie 
durch den jeweils maximal erreichbaren Wert geteilt werden. Die Normierungen 
werden durch []norm gekennzeichnet. 
 
 ( ) ( )
( )
11 1
a i
i
i
m
in
ij ik n
k j norm ik
k j norm
p
Z t p
p
γ γ −
=
=
    
= − + −    
      
    
∑
∑
 (3.4.6) 
 
Durch die dynamische Gewichtung der Prioritätsregelanteile führt eine relativ 
lange Engpasswarteschlange zur Anwendung der SRPT-Regel228 an allen 
Maschinen. Läuft die Engpassmaschine allerdings Gefahr, bald keine zu 
bearbeitenden Aufträge mehr verfügbar zu haben, ist γ nahezu 1 und an den 
Nichtengpassmaschinen werden die Aufträge bevorzugt, die die Engpassmaschine 
bald erreichen und dort viel zum Arbeitsvorrat beitragen. Mit einer experimentellen 
Überprüfung der Wirksamkeit zeigen GLASSEY und RESENDE auf, dass die SA-
Prioritätsregel zu Verbesserungen der mittleren Terminüberschreitung bei 
gegebenem Systemdurchsatz im Vergleich zu den Regeln FIFO, SPT und SRPT 
führt. Insgesamt erzielen sie die besten Ergebnisse durch SA-Freigabe kombiniert 
mit der SA-Prioritätsregel.229 Auch stellen sie fest, dass der erreichbare Vorteil mit 
Erschwernissen bei der Lead-Time-Schätzung, z.B. aufgrund von größerer 
Variabilität im System oder später in der Maschinenfolge befindlicher 
Engpassmaschine, abnimmt. Dies bestätigt erneut die Wichtigkeit einer genauen 
Schätzung zukünftiger Wartezeiten. 
                                                                                                                                          
227 Grundlage für den virtuellen Arbeitsvorrat bildet die Summe der Bearbeitungszeiten der vor der 
Engpassmaschine wartenden Aufträge. Zusätzlich werden die Bearbeitungszeiten der Aufträge berücksichtigt, die 
innerhalb des Zeitraums am Engpass eintreffen, der der Dauer entspricht, die ein neu freigegebener Auftrag bis 
zur ersten Ankunft am Engpass benötigen würde. Genauere Erläuterungen dazu finden sich in 
GLASSEY/RESENDE (1988b), S. 39. 
228 SRPT steht für Shortest Remaining Procession Time, also die Summe der Bearbeitungszeiten der noch nicht 
durchgeführten Operationen von Auftrag i. Wie in Gleichung (3.4.6) zu sehen, entspricht diese dem linken 
Bestandteil der Prioritätswertfunktion. 
229 Ob der Vorteil gegenüber anderen Steuerungsverfahren signifikant ist, geben GLASSEY und RESENDE nicht 
an. Den Anteil der SA-Freigabe an der Verbesserung ermitteln sie als größer als den der SA-Prioritätsregel. 
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Einen Mechanismus, der unabhängig von der angewandten Prioritätsregel 
eingesetzt werden kann, entwickelt HOLTHAUS mit der vorausschauenden 
Auftragsnachfrage (VANF).230 Der Mechanismus greift in die Steuerung ein, sobald 
der Arbeitsvorrat231 einer Maschine eine festgelegte Arbeitsvorratsschranke (AVS) 
erreicht oder unterschreitet. So soll ein möglicher Stillstand der Maschine verhindert 
werden. Die betroffene Maschine initiiert ein Auftragsnachfrageverfahren, das allen 
anderen Maschinen einen Auftragsbedarf meldet. Alle Maschinen, die nicht ohnehin 
schon eine VANF-Auftragsanweisung ausführen, überprüfen, ob sich in ihrer 
Warteschlange Aufträge befinden, die im nächsten Bearbeitungsschritt die betroffene 
Maschine benötigen und melden diese an die nachfragende Maschine. Letztere wählt 
den Auftrag aus, der frühestmöglich nach vollständiger Bearbeitung des 
Arbeitsvorrats eintreffen würde.232 Haben alle angebotenen Aufträge einen früheren 
Ankunftszeitpunkt, wird aus ihnen der Auftrag mit dem spätesten Ankunftszeitpunkt 
gewählt. Die nachfragende Maschine schickt dann der entsprechenden Maschine eine 
Bearbeitungsanweisung für den gewählten Auftrag und den anderen Maschinen die 
Information, dass sie keine Aufträge vorziehen müssen. Die Bearbeitungsanweisung 
wird ausgeführt, sobald die Maschine frei wird. Zusätzlich werden verschiedene 
Mechanismen genutzt, die Konsequenzen für die zukünftigen Arbeitsvorräte der 
einzelnen Maschinen, die aufgrund einer aktuell vorliegenden Maschinenstörung zu 
erwarten sind, abzuschwächen. So können Maschinen, die gerade einer Störung 
unterliegen, keine Auftragsnachfrage einleiten und von ihnen können auch keine 
Aufträge nachgefragt werden. Außerdem verhindert der Mechanismus ARVTg, dass 
Aufträge zur Bearbeitung ausgewählt werden, die innerhalb der nächsten g 
Produktionsschritte eine aktuell ausgefallene Maschine benötigen und deren Ankunft 
an dieser Maschine vor dem Instandsetzungszeitpunkt zu erwarten wäre.233 Im 
Rahmen umfangreicher Experimente zeigt HOLTHAUS, dass sich für eine Vielzahl 
von Modellparameterkonstellationen signifikante Verbesserungen der untersuchten 
                                                 
230 Vgl. hierzu und im Folgenden HOLTHAUS (1996). Vertiefte Informationen zu Teilaspekten finden sich auch 
in HOLTHAUS/ZIEGLER (1997a) und  HOLTHAUS/ZIEGLER (1997b). 
231 Der Arbeitsvorrat setzt sich zusammen aus der Summe der Bearbeitungszeiten der wartenden Aufträge und 
der Restbearbeitungszeit des aktuell in Bearbeitung befindlichen Auftrags. 
232 Bei Gleichstand wird zufällig entschieden. Sollte gar kein Auftrag angeboten werden können, startet die 
initiierende Maschine nach einer vorgegebenen Zeitspanne eine erneute Nachfrage. 
233 Warten vor einer Maschine nur durch ARVTg zurückgestellte Aufträge, so wird aus diesen dennoch auf Basis 
der anzuwendenden Prioritätsregel ein Auftrag zur Bearbeitung ausgewählt. 
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Zielgrößen F , Fmax, θT, T  und Tmax durch den Einsatz von VANF erzielen lassen.234 
Mit ARVTg können zwar sowohl allein als auch in Kombination mit VANF 
Verbesserungen erzielt werden, diese sind aber in den meisten Fällen gering und 
nicht signifikant. HOLTHAUS zeigt auch auf, dass bei Einsatz von VANF i.d.R. 
experimentell eine bestgeeignete AVS bestimmt werden kann. Eine zunehmende 
Über- bzw. Unterschreitung dieser AVS führt zu mit dem Schätzfehler steigenden 
Zielgrößenwerten. Die Höhe der bestgeeigneten AVS ist von einer Vielzahl von 
Faktoren wie der zu minimierenden Zielgröße, der eingesetzten Prioritätsregel und 
dem Systemauslastungsgrad abhängig. Generell steigen die durch VANF erzielbaren 
Verbesserungen mit dem Auslastungsgrad des Produktionssystems. Eine Stärke des 
Ansatzes von HOLTHAUS ist die Ausgestaltung als eigenständiger 
Steuerungsmechanismus, der unabhängig von der gewählten Prioritätsregel 
eingesetzt werden kann.235 Gleichzeitig wird aber im Gegensatz zu vorangehend 
beschriebenen Verfahren bei der Beschleunigung von einzelnen Aufträgen deren 
Priorität oder das Ausmaß der Unterschreitung der AVS der nachfragenden 
Maschine nicht berücksichtigt.236  
Spezifisch mit der Vermeidung früher Leerzeiten beschäftigen sich BRANKE und 
MATTFELD.237 Dafür betrachten sie stochastisch dynamische Job-Shop-Probleme, 
die sie mithilfe der in Abschnitt 2.3 dargestellten zeitlichen Dekomposition zum 
Zeitpunkt des Eintreffens eines neuen Auftrags in aufeinander folgende statisch 
deterministische Probleme überführen. Das Aufstellen des neuen Ablaufplans kann 
mit jedem geeigneten Verfahren durchgeführt werden, da BRANKE und 
MATTFELD lediglich eine Modifikation der Zielfunktion anwenden. Zusätzlich zur 
auf das Intervall [0, 1] normierten mittleren Terminüberschreitung ΩˆT  des 
Ablaufplans Ω wird ein ebenso normierter Flexibilitätsterm in Form einer 
                                                 
234 Die Stärke der erzielbaren Verbesserung ist jedoch von den jeweiligen Ausprägungen der Modell- und 
Steuerungsparameter abhängig, wie z.B. Systemauslastungsgrad, eingesetzte Prioritätsregel und AVS. In einer 
Reihe von Fällen treten auch Zielgrößenverschlechterungen auf. Die mit der jeweils bestgeeigneten 
Prioritätsregel erreichten Zielgrößenwerte können nur im Fall von F  und T durch Einsatz von VANF noch 
einmal signifikant verbessert werden. 
235 Vor allem in Hinblick auf die in der vorliegenden Arbeit angestrebte isolierte Untersuchung der Wirkung von 
Voraussicht gestattet diese Vorgehensweise eine bessere Zuordnung der Einzeleffekte auf die betrachtete 
Zielgröße. 
236 Ein Ziel bei der Entwicklung eines Mechanismus zur Integration dieses Voraussichtsansatzes in die 
Prioritätsregelsteuerung ist in Abschnitt 4.3.3 daher, beide Aspekte zu berücksichtigen. 
237 Vgl. hierzu und im Folgenden BRANKE/MATTFELD (2005). Verwiesen sei auch auf die zugrunde liegende 
Arbeit BRANKE/MATTFELD (2000). 
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Bestrafungsfunktion kˆP , der maximal ε ZE in der Zukunft eintretenden Leerzeiten 
verwendet.238 Die Gewichtung beider Terme durch η , für das 0 1≤ ≤η  gilt, führt zur 
zu minimierenden Zielfunktion f Ω, die Gleichung (3.4.7) zu entnehmen ist. 
 
 ( ) ˆ ˆ1Ω Ω Ω= − +f T Pα α  (3.4.7) 
 
Zur experimentellen Überprüfung der Wirksamkeit wurden Biased Random 
Sampling239 (BRS) und ein Genetischer Algorithmus (GA) ausgewählt.240 Bei 
geeigneter Wahl von η und ε können BRANKE und MATTFELD durch die 
Erweiterung der Zielfunktion um den Flexibilitätsterm die mittlere 
Terminüberschreitung bei BRS-Anwendung um 14-15% und bei GA-Ablaufplanung 
um 10-12% senken. ε sollte sieben- bis zehnmal die mittlere Zwischenankunftszeit 
betragen, und für η ist 0,375 ein gut geeigneter Wert. Es ist jedoch festzustellen, dass 
die Bestrafung früher Leerzeiten mit steigendem Auslastungsgrad leicht zunehmen 
sollte, also ein größeres η vorteilhaft ist. Eine Untersuchung der bestgeeigneten 
Bestrafungsfunktion zeigt, dass das Verfahren relativ insensitiv auf die Wahl der 
Funktion reagiert, solange sie monoton fallend im Zeitablauf ist.241 Ebenfalls 
aufschlussreich sind die durchgeführten Experimente zur Integration von Inserted 
Idleness in den genetischen Algorithmus.242 BRANKE und MATTFELD zeigen, 
dass die durch Inserted Idleness erzielten Verbesserungen der mittleren 
Terminüberschreitung sogar größer ausfallen, wenn durch η > 0 an sich eine 
Bestrafung früher Leerzeiten stattfindet. Dies bestätigt wiederum den in Abschnitt 
                                                 
238 Für die Normierung werden jeweils alle erzeugten und zu vergleichenden Ablaufpläne herangezogen. Da eine 
Bestrafung sehr spät eintretender Leerzeiten aufgrund ihrer geringen Realisationswahrscheinlichkeit nicht 
sinnvoll erscheint, schlagen BRANKE und MATTFELD einen Voraussichtshorizont ε vor, der angibt, wie viele 
Zeiteinheiten in die Zukunft Leerzeiten bestraft werden sollen. 
239 Bei BRS werden Prioritätsregeln derart verwendet, dass der jeweils nächste zu bearbeitende Auftrag nicht auf 
Basis des absoluten Prioritätswerts gewählt wird, sondern die Auswahlwahrscheinlichkeit jedes Auftrags sich 
proportional zu seinem Prioritätswert verhält. BRANKE und MATTFELD ziehen die Prioritätsregeln SPT, 
S/OPN und COVERT heran und erzeugen auf diesem Weg für jedes deterministische Teilproblem pro 
Prioritätsregel 16.666 zufällige Aufpläne, aus denen der mit minimalem f Ω-Wert gewählt wird. 
240 Beide Verfahren eignen sich besonders gut, weil sie ohne Modifikation bereits mehrere zur Normalisierung 
der Zielfunktionswertbestandteile nötige Lösungen erzeugen. 
241 Zum gleichen Schluss kommt auch SNOEK in SNOEK (2001), der mithilfe eines iterativen Verfahrens, die 
Bestrafungsfunktion abschnittsweise linear bestimmt. Die dadurch erzielbare Verbesserung ist aber relativ gering. 
BRANKE und MATTFELD empfehlen eine einfache lineare Bestrafungsfunktion. 
242 Vgl. Abschnitt 3.2 für eine ausführliche Darstellung von Inserted Idleness. 
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3.2 dargestellten Zusammenhang, dass erzwungene Leerzeiten nicht automatisch zu 
Zielgrößenverbesserungen führen, sondern jeweils genau überprüft werden muss, ob 
der erwartete Nutzen die erwarteten Opportunitätskosten des Maschinenstillstands 
übersteigt. Außerdem zeigt dieses Experiment, dass sich beide Voraussichtsarten 
nicht widersprechen und gleichzeitig eingesetzt werden können. 
3.4.4 Zusammenfassende Beurteilung 
Innerhalb der Voraussichtsklasse III ist festzustellen, dass wenige Verfahren die 
Reduzierung der erwarteten Wartezeiten zum Ziel haben und somit der Klasse IIIa 
angehören. Auch ist bei diesen Steuerungsverfahren festzustellen, dass der 
Voraussichtseinsatz entweder keinen Vorteil erzeugt, oder aufgrund der 
Ausgestaltung der gesamten Steuerung nicht bestimmbar ist, welcher Anteil der 
Zielgrößenverbesserung auf Voraussicht zurückzuführen ist und ob dieser überhaupt 
vorliegt. Auch bei Ansätzen der Voraussichtsklasse IIIb ist z.T. festzustellen, dass 
eine eigenständige Betrachtung des Voraussichtsanteils nicht immer möglich ist. Bei 
der Entwicklung eines getrennten, dem Steuerungsverfahren zuschaltbaren 
Voraussichtsmoduls erscheint es aber sinnvoll, die Priorität einzelner Aufträge und 
den Arbeitsvorrat der Maschinen zumindest teilweise zu berücksichtigen. Unter den 
Ansätzen der Voraussichtsklasse IIIb sind einige zu finden, die eine signifikante 
Reduktion verschiedener Zielgrößen ermöglichen. Als wichtige Voraussetzungen 
dafür sind eine präzise Lead-Time-Schätzung, eine effektive 
Ressourcenpreisfunktion und eine Konzentration auf zeitlich besonders naheliegende 
Maschinestillstände sowie die Engpassmaschinen festzustellen. Auch sollte das 
Verfahren dynamisch diese Engpässe selbst erkennen, damit es in verschiedenen 
Produktionssystemen, wie z.B. den in der vorliegenden Arbeit herangezogenen Job 
Shop, eingesetzt werden kann. Mit der Entwicklung eines Verfahrens zur 
Beschleunigung schnell fertigstellbarer Aufträge beschäftigt sich Abschnitt 4.3.2 und 
auf die Umsetzung einer Ressourcenpreisfunktion in Form eines Prioritätsfaktors 
wird in Abschnitt 4.3.3 eingegangen. Ein Schätzverfahren für zukünftige Wartezeiten 
wird in Abschnitt 4.6 vorgestellt. 
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3.5 Voraussicht der Klasse IV: Abschätzung der 
Auswirkung der Auftragsauswahlentscheidung auf die 
Zielgröße (Performance Prediction) 
3.5.1 Grundlagen von Performance Prediction 
Der Abschnitt 3.5 beschäftigt sich mit Ansätzen, die beim Treffen einer 
Maschinenbelegungsentscheidung zum Zeitpunkt t bereits abschätzen, welche 
Auswirkung diese Entscheidung auf die zu optimierende Zielgröße haben wird. 
Diese Verfahren der Voraussichtsklasse IV werden als Performance Prediction 
zusammengefasst und basieren i.d.R. auf der Schätzung der erwarteten 
Fertigstellungszeitpunkte einer zu definierenden Gruppe von Aufträgen. Da alle 
durchlaufzeit- und terminorientierten Zielgrößen Funktionen in Abhängigkeit des 
Fertigstellungszeitpunkts sind, kann so der Beitrag jedes Auftrags zur 
Gesamtzielerreichung geschätzt werden.243 Wie auch schon im Rahmen einer Reihe 
von Mechanismen der Klasse III beschrieben, nimmt bei bekannten 
Bearbeitungszeiten somit die Schätzung zukünftiger Wartezeiten eine zentrale Rolle 
ein. In Abschnitt 3.5.2 wird daher die Terminvergabe, ein der Ablaufplanung 
vorgeschalteter Bereich, betrachtet, für den eine Reihe von 
Wartezeitenschätzverfahren entwickelt wurden. Anschließend werden in Abschnitt 
3.5.3 Voraussichtsverfahren der Klasse IV betrachtet, die eine 
Durchlaufzeitschätzung heranziehen, die auf Kennzahlen basiert. Die Verfahren des 
Abschnitts 3.5.4 hingegen schätzen, ausgehend vom aktuellen Systemzustand, den 
erwarteten Systemzustand durch Vorwärtssimulation. Schließlich stellt Abschnitt 
3.5.5 Verfahren dar, die versuchen, die Durchlaufzeit durch Dekomposition des 
Gesamtsystems zu schätzen, worauf in 3.5.6 eine Zusammenfassung der gewonnenen 
Erkenntnisse folgt. 
3.5.2 Durchlaufzeitschätzung im Rahmen der Terminvergabe 
Aufgrund der hohen Relevanz präziser Wartezeitenschätzung vor allem für die 
Voraussichtsmechanismen der Klasse IV soll diese vor den einzelnen 
Voraussichtsverfahren näher betrachtet werden. Ein Großteil der Schätzverfahren 
                                                 
243 Vgl. dazu die Ausführungen des Abschnitts 2.2. 
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wurde für die Festlegung der Auftragstermine entwickelt.244 Um eine hohe 
Termintreue erreichen zu können, ist es wichtig, realistische und erreichbare Termine 
festzulegen, für deren Berechnung die erwartete Durchlaufzeit präzise geschätzt 
werden muss. Im Folgenden werden diese Terminvergabeverfahren betrachtet, um 
die Erkenntnisse für die Entwicklung eines geeigneten Wartezeitschätzverfahrens 
heranzuziehen.245 
Bei der Festlegung von Fertigstellungsterminen geht man je nach Marktmacht und 
Unternehmenspolitik davon aus, dass diese entweder durch den Kunden, durch einen 
Entscheidungsträger außerhalb der Ablaufplanung oder durch den Planer bestimmt 
werden. In ersterem Fall wird es in der Regel zu einem für die Ablaufplanung mehr 
oder weniger arbiträren Wert kommen, was in den meisten Modellen durch das 
Random-Verfahren (RND), also zufällige Terminvergabe, abgebildet wird. Eine 
durch die Unternehmensleitung bestimmte Firmenpolitik kann z.B. vorsehen, dass 
grundsätzlich alle Aufträge innerhalb einer festen Zeitspanne ausgeliefert werden 
sollen. In der Literatur ist diese Terminvergabemethode als Constant (CON) bekannt 
und schließt nicht aus, dass zuvor eine Schätzung der mittleren Durchlaufzeit 
stattfindet, um realistisch erreichbare Termine zu vergeben. Die einfachste Art der 
Schätzung stellt die Verwendung des historischen Mittelwerts der Durchlaufzeit dar. 
Da die Einzeldurchlaufzeiten der Aufträge i.d.R. relativ großen Schwankungen 
unterliegen, wird die CON-Methode für den Großteil der Aufträge zu deutlichen 
Schätzfehlern führen. Die Berücksichtigung spezifischer Eigenschaften eines 
Auftrags kann hingegen durch die Regeln Total Work (TWK) und Number of 
Operations (NOP) erfolgen, die die Gesamtbearbeitungszeit beziehungsweise die 
Anzahl der Operationen eines Auftrags für die DLZ-Schätzung heranziehen.246 Dies 
geschieht durch Multiplikation des entsprechenden Werts mit einer Konstanten, die 
die Eigenschaften des zugrunde liegenden Fertigungssystems abbilden soll und daher 
                                                 
244 Um die Anwendbarkeit in der vorliegenden Arbeit zu gewährleisten, beschränken sich die nachfolgend 
betrachteten Ansätze und Verfahren auf solche, die für Job Shops konzipiert sind. Eine Reihe von Verfahren 
existiert auch für den 1-Maschinen-Fall. Diese sind jedoch schwerlich auf Job Shops übertragbar. 
245 Vgl. für die folgenden Darstellungen die Übersicht über typische Terminvergabemethoden in 
RAGATZ/MABERT (1984a), S. 685-695; CHENG/GUPTA (1989), S. 156-166; GORDON/PROTH/CHU 
(2002), S. 117-132 und KESKINOCAK/TAYUR (2004), S.503-523. Eine tabellarische Zusammenstellung einer 
Reihe von Verfahren und deren Quellen findet sich auch in KEMPPAINEN (2005), S. 75. 
246 Diese Terminvergaberegeln werden z.B. in CONWAY (1965a), EILON/CHOWDHURY (1976), WEEKS 
(1979), KANET/HAYYA (1982), BAKER (1984b) und ADAM et al. (1993) dargestellt und untersucht. 
VIG/DOOLEY (1991) kombiniert beide zu einer Terminvergaberegel, die sowohl die Gesamtbearbeitungszeit 
eines Auftrags als auch seine Operationenanzahl berücksichtigt. 
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für das System spezifisch bestimmt werden muss. Da die DLZ eines Auftrags aber 
nicht nur durch seine Beschaffenheit sondern auch durch die aktuelle 
Systemauslastung beeinflusst wird, stellt die Annahme eines konstanten Faktors nach 
wie vor eine starke Vereinfachung der Schätzung dar.247 Aus diesem Grund werden 
Terminvergaberegeln wie Jobs in System (JIS) und Jobs in Queue (JIQ) eingesetzt, 
die zusätzlich zur Gesamtbearbeitungszeit eines Auftrags auch die Anzahl aller 
Aufträge im System bzw. in den Warteschlangenlängen vor den Maschinen, die der 
Auftrag durchlaufen muss, berücksichtigen.248 
Der Vorteil der vorgestellten DLZ-Schätzverfahren ist, dass Sie relativ einfach 
durchführbar sind und durch beliebige Kombinationen weiter verfeinert werden 
können. Festzuhalten ist allerdings der Nachteil, dass sie alle parametrisiert werden 
müssen, um eine bestmögliche Schätzung zu erhalten. Für die Parametrisierung 
existieren vier verschiedene Verfahren. Das erste schätzt die Parameter auf Basis von 
historischen Daten mithilfe geeigneter Regressionsmodelle.249 Der Vorteil dieses 
Ansatzes ist, dass er eine Aussage über die Stärke des Einflusses der einzelnen 
Bestandteile einer Terminvergaberegel zulässt. Dem steht allerdings der Nachteil 
gegenüber, dass die Parameterschätzung statisch ist und somit das zugrunde liegende 
System auf Änderungen hin überwacht werden muss. Treten diese ein, muss eine 
neue Parameterschätzung durchgeführt werden, was bei relativ volatilen Systemen zu 
einem hohen Überwachungs- und Berechnungsaufwand führen kann. 
                                                 
247 U.a. VIG/DOOLEY (1991) und BERTRAND (1983b) weisen einen signifikanten Einfluss der aktuellen 
Systemauslastung auf die Höhe der Durchlaufzeit nach. SABUNCUOGLU/COMLEKCI (2002) zeigt auch, dass 
TWK durch die Beschränkung auf auftragsbezogene Daten zu deutlich schlechteren DLZ-Schätzungen führt, 
wenn das System stochastischen Maschinenausfällen unterliegt. 
248 Vgl. RAGATZ/MABERT (1984a), S. 691-692 für eine Übersicht und EILON/CHOWDHURY (1976), S. 225-
226 für eine Darstellung der JIQ-Regel, die dort als Regel Nummer (4) bezeichnet wird sowie WEEKS (1979), S. 
366-367 für eine Beschreibung der JIS-Regel, die dort die Nummer (7) trägt. 
249 Vgl. z.B. WEEKS/FRYER (1977), VIG/DOOLEY (1991), VIG/DOOLEY (1993), VERAL (2001), 
ÖZTÜRK/KAYALIGIL/ÖZDEMIREL (2006), RAGATZ/MABERT (1984b), SABUNCUOGLU/COMLEKCI 
(2002), RUBEN/MAHMOODI (2000), GEE/SMITH (1993) und LIAO/LIN (1998). GEE/SMITH (1993) und 
LIAO/LIN (1998) erzielen weitere Verbesserungen, indem sie die Parameter mit einem iterativen Verfahren 
berechnen. Durch Regression bestimmte Parameter werden genutzt, in einem Simulationslauf neue 
Fertigstellungstermine zu bestimmen. Die Ergebnisse dieses Laufes werden für die genauere Bestimmung der 
Parameter mithilfe der nächsten Regression genutzt. Das Verfahren wird solange wiederholt, bis keine 
Verbesserungen mehr erzielt werden können. 
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Die zweite Verfahrensgruppe greift auf analytisch gewonnene Zusammenhänge 
aus der Warteschlangentheorie zurück, wie z.B. das Gesetz von Little250, das den 
Zusammenhang zwischen der Anzahl der Aufträge im System, der mittleren 
Zwischenankunftszeit und der mittleren Durchlaufzeit beschreibt.251 Vorteil dieser 
Verfahren ist der fundierte Hintergrund, wodurch sie nicht allein auf empirischen 
Daten basieren, sondern die systematischen Zusammenhänge aufgreifen und 
strukturiert nutzbar machen. Großer Nachteil sind allerdings die rigorosen 
Anforderungen, die die Warteschlangentheorie an die Modellausgestaltung stellt. 
Neben spezifischen, meist exponentiellen, Verteilungsfunktionen für 
Zwischenankunfts- und Bearbeitungszeiten wird in den meisten Fällen auch die 
Prioritätsregel FIFO zur Auswahl des nächsten Auftrags aus der Warteschlange 
zwingend vorausgesetzt. Daher beschränken sich Verfahren dieser Gruppe meist auf 
die Anwendung in einfachen Modellen oder müssen mit anderen Verfahren 
kombiniert werden. 
Die dritte DLZ-Schätzverfahrensgruppe verwendet Performance-Feedback, um 
dynamisch die Schätzgenauigkeit auf möglichst hohem Niveau zu halten.252 Dieses 
Performance Feedback findet in der Form statt, dass bei Fertigstellung eines Auftrags 
überprüft wird, ob seine Durchlaufzeit über- oder unterschätzt wurde. In ersterem 
Fall werden die Parameter der DLZ-Schätzung so verändert, dass zukünftig geringere 
Zeiten geschätzt werden und in Letzterem so, dass sich die weiteren zu schätzenden 
Durchlaufzeiten verlängern.253 Der Vorteil ist, dass zwar grundsätzliche 
Zusammenhänge im System bekannt sein müssen, das Verfahren sich aber 
dynamisch z.B. an Änderungen der mittleren Auslastung einzelner oder aller 
Maschinen anpasst. Dabei muss das Verfahren aber so ausgestalten werden, dass die 
                                                 
250 Vgl. LITTLE (1961), S. 383-387. Als Grundlage derartiger Verfahren können auch die in HILLIER et al. 
(1981) dargestellten analytischen Zusammenhänge zwischen den einzelnen Größen in verschiedenen 
Warteschlangenmodellen herangezogen werden. 
251 Zu diesen Ansätzen sind z.B. die Verfahren aus SAINIS (1975), ADAM et al. (1993), 
SHANTHIKUMAR/SUMITA (1988), ENNS (1993), ENNS (1994), ENNS (1995), ENNS (1998), 
WEIN/CHEVALIER (1992), BAYKASOĞLU/GÖÇKEN/UNUTMAZ (2008), CHENG/JIANG (1998), 
VIG/DOOLEY (1993), HUNG/CHANG (1999) und BUZACOTT/SHANTHIKUMAR (1993), S. 338-340 zu 
zählen.  
252 Beispiele für diesen Ansatz sind ADAM et al. (1993), ENNS (1994), ENNS (1995), ENNS (1998), 
BOOKBINDER/NOOR (1985), BAYKASOĞLU/GÖÇKEN/UNUTMAZ (2008), 
SABUNCUOGLU/COMLEKCI (2002), CHIU/CHANG/CHIU (2003) und VIG/DOOLEY (1991). 
253 Beim Ansatz von CHIU/CHANG/CHIU (2003) wird die Schätzung auf Basis von Case Based Reasoning 
(CBR) durchgeführt. Es wird auf bereits vorliegende Daten von fertiggestellten Aufträgen zurückgegriffen, um 
die DLZ eines ankommenden Auftrags zu schätzen. 
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geschätzten Wartezeiten nicht um die mittleren eintretenden oszillieren. Außerdem 
sollten die grundsätzlichen Zusammenhänge bekannt sein, um eine Anpassung des 
entsprechenden Parameters durchführen zu können, der für die Abweichungen der 
eingetretenen Wartezeiten verantwortlich ist. Daher ist dieser Ansatz in Kombination 
mit dem zweiten, auf der Warteschlangentheorie basierenden, besonders 
interessant.254 
Der vierte Ansatz versucht, die zukünftige Maschinenauslastung und die daraus 
resultierenden Wartezeiten der im System befindlichen Aufträge mithilfe eines in 
Zeitscheiben eingeteilten Planungszeitraums zu schätzen.255 Im ersten Schritt wird 
für jede Maschine die Kapazität pro Zeitscheibe ermittelt, um dann die Aufträge der 
Reihe nach einzuplanen. Jeder Auftrag wird vorwärts, der Maschinenfolge 
entsprechend, auf den einzelnen Maschinen eingeplant. Ist in der gewünschten 
Zeitscheibe noch ausreichend Kapazität verfügbar, wird er dort eingeplant. Falls 
nicht, wird er so viele Zeitscheiben in die Zukunft verschoben, bis ausreichend 
Kapazität vorhanden ist. Daraus kann geschätzt werden, welche Zeitscheibe der 
entsprechenden Maschine für die Nachfolgeoperation die frühestmögliche ist, um das 
Verfahren für diese Operation zu wiederholen, bis alle Operationen des Auftrags 
eingeplant sind und damit der Fertigstellungszeitpunkt geschätzt werden kann. Die so 
geschätzten Durchlaufzeiten können schließlich zur Festlegung des 
Fertigstellungstermins neben anderen Komponenten herangezogen werden.256 An 
diesem Verfahren ist als vorteilhaft zu bewerten, dass es nicht ausschließlich die 
hohe Autokorrelation der Systemzustände ausnutzt, wie es die anderen Verfahren 
tun. Anstatt den aktuellen Systemzustand zur Wartezeitschätzung heranzuziehen, 
werden die zukünftigen Systemzustände geschätzt. Gleichzeitig ist dieses Verfahren 
aber sehr rechenaufwendig und aufgrund der sequenziellen Einplanung der Aufträge 
nicht prioritätsregelunabhängig. Implizit wird automatisch die FIFO-Regel 
unterstellt, weil ein Vorziehen eines später eingeplanten Auftrags ansonsten dazu 
führen würde, dass alle bereits eingeplanten Aufträge ab dieser Maschine neu 
eingeplant werden müssten. Daher führt die Verwendung einer anderen 
Prioritätsregel bei der eigentlichen Ablaufplanung automatisch zu Fehlern in der 
Schätzung. 
                                                 
254 Z.B. ADAM et al. (1993), ENNS (1994), ENNS (1995) und ENNS (1998) kombinieren beide Ansätze. 
255 Vgl. z.B. ADAM/SURKIS (1977), BERTRAND (1983a) und BERTRAND (1983b). 
256 BERTRAND (1983b) greift bei seinem Terminfestsetzungsverfahren z.B. auf die Gesamtbearbeitungszeit, die 
Anzahl der Operationen und eine nach diesem Verfahren bestimmte dynamische Komponente zurück. 
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Welcher dieser vier Ansätze die besten Schätzungen ermöglicht, ist aus den 
einzelnen Arbeiten nicht ableitbar, da sie keine Vergleiche anstellen und auch zu 
unterschiedlich ausgestaltet sind, um die Ergebnisse über die Arbeiten hinweg zu 
vergleichen. So ist nur generell festzustellen, dass es die Schätzqualität erhöht, wenn 
sowohl auftragsbezogene als auch systembezogene257 Informationen berücksichtigt 
werden, wobei aktuelle Daten zu genaueren Schätzungen führen als 
Durchschnittswerte.258 HUNG und LEACHMAN zeigen im Rahmen ihrer 
Untersuchung jedoch, dass es für eine gute Wartezeitschätzung ausreichend ist, für 
die Wartezeiten vor schwach ausgelasteten Maschinen nur Durchschnittswerte 
heranzuziehen, da durch Verzicht auf eine exakte Schätzung die Rechenzeit deutlich 
verkürzt werden kann und nur geringe Einbußen in der Zielverbesserung zu 
beobachten sind.259 
Eine Reihe von Arbeiten versucht darüber hinaus festzustellen, welche 
Kennzahlen sich gut für die Schätzung der DLZ eignen.260 Am häufigsten wird die 
Anzahl der Aufträge bzw. die Summe ihrer Bearbeitungszeiten genannt, die sich bei 
Eintreffen eines Auftrags in den Warteschlangen auf der Route dieses Auftrags 
durchs System befinden.261 Neben der Summe der Bearbeitungszeiten eines Auftrags 
oder der Anzahl seiner Operationen wird auch der potentielle Workload der 
                                                 
257 Schon LITTLE zeigt in LITTLE (1961), dass die Auslastung der Maschinen einen signifikanten Einfluss auf 
die Durchlaufzeit hat. ADAM et al. zeigen in ADAM et al. (1993) aber, dass z.B. auch die Komplexität des 
Produktionssystems ein wesentlicher Faktor für die zu erwartenden Durchlaufzeiten ist und in VIG/DOOLEY 
(1991) wird gezeigt, dass die Schätzgenauigkeit auch davon abhängt, ob alle Maschinen gleich oder 
unterschiedlich ausgelastet sind. 
258 Vgl. KESKINOCAK/TAYUR (2004), S. 510, wo dargestellt wird, dass die höhere Genauigkeit bei der 
Schätzung einer einzelnen Auftragsdurchlaufzeit mithilfe von aktuellen Systemzustandsdaten zu einer 
Abweichung zwischen mittlerer geschätzter und mittlerer eingetretener Durchlaufzeit führen kann. Bei einer 
Schätzung auf Basis von Mittelwerten ist dies i.d.R. nicht der Fall solange keine systematische Änderung der 
Systemeigenschaften eintritt. 
259 Vgl. HUNG/LEACHMAN (1996), S. 266-267. Durch die Beschränkung der Schätzung auf zehn von dreißig 
Maschinen können sie den Rechenbedarf um 80% senken, während die Schätzwerte lediglich um 0,5% 
abweichen.  
260 Vgl. RAGATZ/MABERT (1984b), CHANG (1994), CHANG (1997), SABUNCUOGLU/COMLEKCI 
(2002), ÖZTÜRK/KAYALIGIL/ÖZDEMIREL (2006) und ALPAY/YÜZÜGÜLLÜ (2006).  
261 Als wichtigste Einflussgrößen werden diese Kennzahlen in CHANG (1994), CHANG (1997), so nicht die 
SPT-Regel angewandt wird, und in ALPAY/YÜZÜGÜLLÜ (2006) genannt.  
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Maschinen auf der Route angeführt.262 Alle Arbeiten, die die Verwendung 
unterschiedlicher Prioritätsregeln in Verbindung mit Durchlaufzeitschätzverfahren 
untersuchen, stellen fest, dass die Wahl einer Prioritätsregel zu Unterschieden in den 
zu wählenden Parametern und der Schätzgenauigkeit führt.263 Dennoch gibt es kein 
Schätzverfahren, das auch die Prioritätsregel explizit bei der Schätzung 
berücksichtigt. Für die vorliegende Arbeit ist es daher notwendig, zu überprüfen, auf 
welchem Weg eine derartige Berücksichtigung erfolgen kann, da ein praxistaugliches 
Verfahren die Flexibilität besitzen sollte, mit der Prioritätsregel anwendbar zu sein, 
die für das entsprechende System am erfolgversprechendsten scheint. Für die Praxis 
ebenfalls relevant ist, dass die Ungleichheit der Auslastung der einzelnen Maschinen 
einen Einfluss auf die Genauigkeit der DLZ-Schätzung hat.264 Dabei zeigt sich in 
allen Untersuchungen, dass die Schätzgenauigkeit mit zunehmender Ungleichheit der 
mittleren Auslastung der einzelnen Maschinen abnimmt. RUBEN und MAHMOODI 
untersuchen zusätzlich die Auswirkung der Position eines Engpasses im System und 
kommen zu dem Schluss, dass sich ein Engpass früh in der Maschinenfolge weniger 
negativ auf die DLZ-Schätzgenauigkeit auswirkt als einer, der erst kurz vor 
Fertigstellung des Auftrags durchlaufen wird.265 
                                                 
262 Vgl. ÖZTÜRK/KAYALIGIL/ÖZDEMIREL (2006) und SABUNCUOGLU/COMLEKCI (2002), wo der 
potentielle Workload einer Maschine als die Summe der Bearbeitungszeiten aller Operationen anzusehen ist, die 
auf der entsprechenden Maschine durchgeführt werden müssen, unabhängig davon, ob der zugehörige Auftrag 
bereits vor der betreffenden Maschine wartet. 
263 Vgl. EILON/HODGSON (1967), EILON/CHOWDHURY (1976) und RAGATZ/MABERT (1984b). Auch 
die Ergebnisse aus VIG/DOOLEY (1993), S. 71-72 bestätigen diese Unterschiede. VIG und DOOLEY stellen 
mehrere alternative Regressionsmodelle zur Schätzung der Durchlaufzeit auf und legen dabei verschiedene 
Prioritätsregeln zur Steuerung sowie gleiche als auch ungleiche Maschinenauslastung zugrunde. Der 
Erklärungsgehalt in Form des R2-Werts des Modells variiert deutlich in Abhängigkeit der betrachteten 
Konstellation. Zum einen ist zu erkennen, dass die höchsten R2-Werte immer bei MOD- gefolgt von FIFO- und 
schließlich SPT-Steuerung erreicht werden. Außerdem ist der Erklärungsgehalt der Schätzmodelle jeweils bei 
gleich ausgelasteten Maschinen höher, als wenn Engpässe vorliegen. 
264 Vgl. hierzu und im Folgenden RAMAN/TALBOT/RACHAMADUGU (1989), VIG/DOOLEY (1991), 
VIG/DOOLEY (1993), RUBEN/MAHMOODI (2000), VERAL (2001) und SABUNCUOGLU/COMLEKCI 
(2002).  
265 Vgl. RUBEN/MAHMOODI (2000). Dies lässt sich damit erklären, dass die Wartezeit vor der 
Engpassmaschine einen großen Anteil an der Gesamtdurchlaufzeit ausmacht und die Unsicherheit über die 
erwartete Situation in der Warteschlange der betroffenen Maschine steigt, je weiter die Schätzung in die Zukunft 
erfolgen muss. 
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Eine weitere wichtige Fragestellung ist die der Bestimmung von 
Fertigstellungsterminen einzelner Operationen.266 BAKER empfiehlt, den Zeitraum 
vom Eintreffen des Auftrags bis zum Fertigstellungstermin proportional zu den 
Operationsbearbeitungszeiten dieses Auftrags zu verteilen, um die Operationstermine 
zu berechnen.267 RAMAN, TALBOT und RACHAMADUGU hingegen kommen in 
ihrer Studie zu dem Schluss, dass die Art der Aufteilung dieses Zeitraums zwecks 
Operationsterminbestimmung keine signifikante Rolle spielt.268 GEE und SMITH 
empfehlen, nicht zuerst den Auftragsfertigstellungstermin zu bestimmen und diesen 
als Grundlage für die Bestimmung der Operationstermine zu verwenden, sondern 
umgekehrt vorzugehen.269 Die Schätzung der Wartezeit für einzelne Operationen ist 
für die vorliegende Arbeit von Interesse, da sie ermöglicht zu bestimmen, zu 
welchem Zeitpunkt ein Auftrag eine spezifische Maschine erreichen wird. Diese 
Information wird insbesondere für die Voraussichtsmechanismen der Klasse III 
benötigt. In Abschnitt 4.6 wird ein entwickeltes Verfahren beschrieben, dass unter 
Einbeziehung der in Abschnitt 3.5.2 zusammengefassten Ergebnisse eine 
Wartezeitschätzung für jeden Bearbeitungsschritt und eine Schätzung des 
resultierenden Fertigstellungszeitpunkts unter Berücksichtigung der angewandten 
Prioritätsregel ermöglicht. 
3.5.3 Performance Prediction anhand von Kennzahlen 
Bei den Prioritätsregeln COVERT (Cost over Time) und AU (Apparent Urgency), 
die auch ATC (Apparent Tardiness Cost) genannt wird, handelt es sich um zwei 
bekannte Ansätze, die Voraussicht der Klasse IV bei der Ablaufplanung nutzen.270 
                                                 
266 Unabhängig von der Relevanz für die Wartezeitschätzung spielt die Festlegung von Operationsterminen auch 
eine Rolle für die Ablaufplanung. KANET/HAYYA (1982) zeigen, dass Prioritätsregeln, die Operationstermine 
heranziehen, ihrem jeweiligen auftragsterminbasierenden Pendant überlegen sind. 
267 Vgl. BAKER (1984b), S. 1099-1103. Diese Untersuchung führt er allerdings nur unter Verwendung der ODD-
Regel mit dem Ziel der Minimierung der mittleren Verspätung durch. 
268 Vgl. RAMAN/TALBOT/RACHAMADUGU (1989). 
269 Vgl. GEE/SMITH (1993). GEE und SMITH zeigen auf, wie durch diese Vorgehensweise eine genauere 
Schätzung der Operationsdurchlaufzeiten und eine Reduktion verschiedener betrachteter terminorientierter 
Zielsetzungen möglich ist. 
270 Eine ausführliche Beschreibung der COVERT-Regel findet sich in CARROLL (1965). Die AU-Regel wird in 
VEPSALAINEN (1984) und VEPSALAINEN/MORTON (1987) ausführlich vorgestellt und mit COVERT 
verglichen. Im Folgenden wird Bezug auf VEPSALAINEN (1984) genommen. Es sei auch auf die Abschnitte 
3.2.3, 3.4.2, 3.4.3, 3.5.4 und 3.6.4 dieser Arbeit verwiesen, wo Erweiterungen der ATC-Regel um andere 
Voraussichtsmechanismen dargestellt werden. 
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Beide Regeln sind für die Zielsetzung der Minimierung der mittleren 
Terminüberschreitung bzw. mittleren gewichteten Terminüberschreitung konzipiert. 
Sie berücksichtigen den geschätzten Beitrag des Auftrags zur Zielgröße bereits bei 
der Maschinenbelegungsentscheidung. Bei terminorientierten Zielsetzungen erzielen 
beide Prioritätsregeln häufig sehr gute Ergebnisse.271 Die grundsätzliche 
Prioritätswertfunktion beider Prioritätsregeln ist Gleichung (3.5.1) zu entnehmen, in 
der wi das vorgegebene Auftragsgewicht ist. Es wird jeweils eine Kennzahl ei zur 
Approximation der erwarteten Kosten der Terminüberschreitung verwendet. Dieser 
wird Bearbeitungszeit pij der aktuellen Operation j des Auftrags i gegenübergestellt. 
pij ist als Opportunitätskosten der Bearbeitung zu interpretieren, da dies die 
Zeitspanne ist, die alle Aufträge warten müssen, wenn Auftrag i bearbeitet wird. 
Somit wird der Auftrag für die nächste Bearbeitung gewählt, der approximativ den 
größten Verspätungsvermeidungsnutzen im Verhältnis zu den bei anderen Aufträgen 
verursachten Verspätungskosten aufweist. 
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Beide Regeln unterscheiden sich in der Bestimmung von ei, die für die ATC-
Regel in Gleichung (3.5.2) zu finden ist.272 Daraus resultiert ein unterschiedlicher 
Verlauf der Prioritätswerte zwischen dem Wert null für Aufträge, bei denen keine 
Verspätung zu erwarten ist, und wi/pij für Aufträge, bei denen eine pünktliche 
Fertigstellung unmöglich (COVERT) bzw. nicht zu erwarten ist (ATC).273 
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271 Vgl. u.a. VEPSALAINEN (1984), S. 67-69; VEPSALAINEN/MORTON (1987), S. 1042-1046; 
RUSSELL/DAR-EL/TAYLOR III (1987), S. 1526-1538; CHEN/LIN (1999), S. 2949-2955; 
RAJENDRAN/HOLTHAUS (1999), S. 162-169 und KANET/LI (2004), S. 267-273. Da diese experimentellen 
Studien unterschiedliche Aussagen darüber machen, welche Prioritätsregel vorzuziehen ist, kann diese Frage 
nicht abschließend beantwortet werden. 
272 Im Folgenden wird die Funktionsweise beider Regeln nur anhand der ATC-Regel erklärt. Tabelle 22 in 
Abschnitt 5.2.5 gibt jedoch die für die Nutzung in der vorliegenden Arbeit angepassten Prioritätswertfunktionen 
beider Prioritätsregeln wieder. 
273 Vgl. VEPSALAINEN/MORTON (1987), S. 1038-1039, insbesondere die grafische Darstellung auf Seite 
1038. 
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In ei findet eine Berücksichtigung des noch verfügbaren Schlupfs statt, der im 
Gegensatz zur sonst üblichen Definition um die erwartete Wartezeit vor den weiteren 
zu durchlaufenden Maschinen iW ′  reduziert wird und dadurch eine Abschätzung 
gestattet, ob der Auftrag rechtzeitig fertiggestellt werden wird.274
ijq
L p⋅  stellt die 
Schlupflänge dar, ab der eine Verspätung nicht mehr mit ausreichend hoher 
Wahrscheinlichkeit ausgeschlossen werden kann.275 Sie setzt sich zusammen aus 
dem Look-Ahead-Parameter L und der mittleren Bearbeitungszeit der aktuellen 
Operationen aller sich mit Auftrag i in der gleichen Warteschlange befindenden 
Aufträge. In der Grundform der ATC-Regel wird für L ein konstanter Wert 
festgelegt. VEPSALAINEN schlägt aber auch ein Verfahren vor, bei dem sowohl L 
als auch iW ′  dynamisch an die aktuelle System- und Maschinenauslastung angepasst 
werden, kann auf diesem Weg jedoch keine systematischen Verbesserungen der 
mittleren Terminüberschreitung und des Anteils terminüberschreitender Aufträge 
erzielen.276 Beide Prioritätsregeln zeigen eine Möglichkeit auf, mithilfe von ei die 
Konsequenz der Maschinenbelegungsentscheidung auf die Zielgröße abzuschätzen. 
Jedoch bestehen die Einschränkungen, dass die Grundprioritätsregel immer WSPT 
ist und immer die Minimierung der mittleren Terminüberschreitung im Mittelpunkt 
steht.277 
Ausgangspunkt für die ATC-Regel ist der paarweise Vergleich zweier Aufträge 
und die Verwendung der daraus folgenden Erkenntnisse zur Entwicklung eines 
Prioritätswerts als Sortierkriterium aller wartenden Aufträge.278 GOLENKO-
GINZBURG und GONIK verwenden einen ähnlichen Ansatz zur Maximierung der 
mittleren Wahrscheinlichkeit der termintreuen Fertigstellung bei Vorliegen von 
                                                 
274 Zur Schätzung der Wartezeit kann ein beliebiges Verfahren, wie eines der in Abschnitt 3.5.2 vorgestellten, 
Anwendung finden. Der Vergleich verschiedener Schätzverfahren im Rahmen der Ablaufplanung mit COVERT 
und ATC findet sich in VEPSALAINEN (1984), S. 61-65; RUSSELL/DAR-EL/TAYLOR III (1987), S. 1527-
1529 und KEMPPAINEN (2005), S. 124-129. 
275 Besser zu erkennen ist dieser Zusammenhang an der linearen Grundvariante, die in VEPSALAINEN (1984), 
S. 18 als Gleichung (2.6) vorgestellt wird. In dieser ist der Prioritätswert eines Auftrags tatsächlich null, wenn 
sein Schlupf größer oder gleich dem Look-Ahead-Parameter ist. In der experimentellen Überprüfung hat sich die 
exponentielle Variante allerdings als wirksamer erwiesen. 
276 Vgl. VEPSALAINEN (1984), S. 78-83 für die Beschreibung des Verfahrens und S. 81-85 für die Auswertung 
der experimentellen Ergebnisse. 
277 Bei der WSPT-Regel wird der Prioritätswert als Zij(t) = wi / pij berechnet. Das entspricht Gleichung (3.5.1), in 
der zusätzlich ei berücksichtigt wird. 
278 Vgl. VEPSALAINEN/MORTON (1987), S. 1039. 
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stochastischen Bearbeitungszeiten.279 Sobald eine Maschine frei wird und 
mindestens zwei Aufträge auf die Bearbeitung durch sie warten, wird das 
Vergleichsverfahren mit zwei der Aufträge gestartet. In einem ersten Schritt werden 
für beide Aufträge jeweils die Wahrscheinlichkeiten der rechtzeitigen Fertigstellung 
berechnet unter der Annahme, dass Auftrag eins bzw. Auftrag zwei zuerst bearbeitet 
wird und danach sofort der jeweils andere Auftrag.280 Aus den beiden Szenarien wird 
dasjenige gewählt, das die größere Summe der termintreuen 
Fertigstellungswahrscheinlichkeiten aufweist oder in dem die minimale termintreue 
Fertigstellungswahrscheinlichkeit eines Auftrags höher ist.281 Der Auftrag, der auf 
Basis dieses Vergleichs als erstes bearbeitet werden sollte, wird schließlich mit 
einem weiteren wartenden Auftrag aus dieser Warteschlange verglichen, usw. bis nur 
noch ein Auftrag übrig ist, mit dessen Bearbeitung dann begonnen wird. In einer 
späteren Arbeit erweitern GOLENKO-GINZBURG und GONIK diesen Ansatz noch 
um Inserted Idleness, wie bereits in Abschnitt 3.2 dargestellt.282 Da sie in ihrer 
experimentellen Überprüfung nur die verschiedenen Varianten gegenüberstellen und 
keine alternativen Vergleichsverfahren heranziehen, lässt sich nicht beantworten, ob 
ein direkter Vergleich vorteilhaft gegenüber der Berechnung eines Prioritätswerts ist. 
KANET und ZHOU stellen ein anderes Verfahren vor, das den 
Fertigstellungszeitpunkt aller Aufträge schätzt, um die Konsequenzen einer 
Maschinenbelegungsentscheidung für die Zielgröße im 1-Maschinen-Fall beurteilen 
zu können.283 Das Grundverfahren MEANP geht dabei in zwei Schritten vor, die für 
jeden Auftrag ausgeführt werden. Im ersten Schritt wird angenommen, dass Auftrag i 
als nächstes bearbeitet wird und entsprechend zum Zeitpunkt ci = t + pi fertiggestellt 
ist. Ist Y die Summe der Bearbeitungszeiten aller anderen wartenden Aufträge h, so 
kann deren Fertigstellungszeitpunkt nach Gleichung (3.5.3) bestimmt werden. 
 
                                                 
279 Vgl. hierzu und im Folgenden GOLENKO-GINZBURG/KESLER/LANDSMAN (1995), S. 185-195. 
280 Um auf relativ einfache Verteilungsfunktionen zurückgreifen zu können, wird dabei unterstellt, dass die 
Bearbeitungszeiten normalverteilt sind und dass für die weiteren Bearbeitungsschritte keine Wartezeit mehr 
anfällt. Die genaue Berechnung findet sich in GOLENKO-GINZBURG/KESLER/LANDSMAN (1995), S. 189. 
281 In GOLENKO-GINZBURG/KESLER/LANDSMAN (1995) auf S. 190 wird auch noch eine dritte 
Vergleichsmöglichkeit erläutert, die vom Entscheider die Spezifizierung von Mindest- und 
Wunschwahrscheinlichkeiten verlangt und schließlich nicht für die Verwendung empfohlen wird, da diese 
zusätzlichen Anforderungen zu keiner Verbesserung der Ergebnisse führen. 
282 Vgl. GOLENKO-GINZBURG/GONIK (1997), S. 13-22 und Abschnitt 3.2. 
283 Vgl. hierzu und im Folgenden KANET/ZHOU (1993), S. 2-14. 
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Mithilfe der so geschätzten Fertigstellungszeitpunkte kann im zweiten Schritt für 
jeden Auftrag i der Zielfunktionswert auf Basis aller vorliegenden Aufträge 
berechnet werden. Schließlich erhält der Auftrag i die höchste Priorität, der zum 
besten Zielfunktionswert führt. Experimentell vergleichen KANET und ZHOU 
dieses Verfahren mit den Prioritätsregeln FIFO, SPT, ODD, COVERT, MODD 
sowie ATC und stellen dabei die signifikant kleinsten Werte für mittlere Verspätung 
und den Anteil terminüberschreitender Aufträge fest, wenn die MEANP-Regel 
angewandt wird.284 Außerdem überprüfen sie, inwieweit diese Ergebnisse durch 
präzisere Schätzungen der Fertigstellungszeitpunkte noch verbessert werden können. 
Dafür entwickeln sie das Verfahren TPERM, das unter der Annahme der Auswahl 
von Auftrag i die Fertigstellungszeitpunkte der restlichen Aufträge bei jeder 
möglichen Reihenfolgepermutation ermittelt. Die höchste Priorität erhält derjenige 
Auftrag, der unter Verwendung der besten Reihenfolgepermutation der übrigen 
Aufträge den niedrigsten Zielfunktionswert aufweist.285 Im Vergleich zu MEANP 
erzielt TPERM 4,5-9% signifikant kürzere mittlere Verspätungen und einen 10,9-
21,4% signifikant niedrigeren Anteil verspäteter Aufträge. Obwohl mit beiden 
Verfahren signifikante Verbesserungen der betrachteten Zielgrößen im Rahmen von 
1-Maschinen-Problemen erzielt werden können, birgt die Übertragung auf Job-Shop-
Probleme zwei Schwierigkeiten. Zum einen müsste ein anderes Schätzverfahren für 
die Fertigstellungszeitpunkte eingesetzt werden, für das ein größerer Schätzfehler 
aufgrund der deutlich höheren Schwierigkeit in einem Job Shop zu erwarten ist. 
Außerdem ist vor allem bei Anwendung von TPERM mit einem prohibitiv hohen 
Rechenaufwand zu rechnen. 
                                                 
284 SRIDHARAN und ZHOU adaptieren in SRIDHARAN/ZHOU (1996b), S. 292-301 das Verfahren für die 
Zielsetzung der Minimierung der gewichteten Verspätung und gewichteten Verfrühung, indem sie die 
Kostenfunktion entsprechend modifizieren und zusätzlich Inserted Idleness zulassen. Auch sie konnten 
experimentell die Überlegenheit des Ansatzes im Vergleich zu nicht vorausschauenden Prioritätsregeln 
feststellen. 
285 Dies kann zu erheblichen Rechenzeiten führen, da bei n wartenden Aufträgen nach Einplanung von Auftrag j 
noch (n-1)! Permutationen existieren. Daher werden bei n ≥ 10 Aufträgen nicht alle, sondern nur 9! zufällig 
ausgewählte Permutationen herangezogen. Da zukünftig eintreffende Aufträge zum Zeitpunkt der Berechnung 
noch nicht bekannt sind, können sie bei diesen Berechnungen nicht berücksichtigt werden. Dadurch wird dieses 
Verfahren ohnehin zu einer Heuristik, die keine Optimalitätsgarantie gestattet, selbst wenn keine zufällige 
Auswahl stattfindet. 
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CHANG stellt ein Verfahren vor, mit dem jede beliebige Prioritätsregel um eine 
Abschätzung der potentiell eintretenden Terminüberschreitung und deren 
Verhinderung erweitert werden kann.286 Dafür schätzt er die noch zu erwartende 
Wartezeit eines Auftrags auf seiner restlichen Route und stuft diesen Auftrag als 
kritisch ein, wenn diese Wartezeit den dreifachen Schlupf dieses Auftrags 
überschreitet. Liegen in einer Warteschlange kritische Aufträge vor, wird aus ihnen 
mithilfe der SPT-Regel derjenige gewählt, der als nächstes bearbeitet werden soll. 
Ansonsten wird die Maschinenbelegung anhand der grundsätzlich anzuwendenden 
Prioritätsregel durchgeführt. Die Schätzung der Wartezeit findet mithilfe eines 
zweistufigen Verfahrens statt. Zunächst wird in einem Vorexperiment für jede 
Prioritätsregel mithilfe einer ANOVA der wichtigste Einflussfaktor auf die Wartezeit 
bestimmt.287 Im eigentlichen Experiment wird die Wartezeit als Vielfaches des 
gewählten Faktors bestimmt. Der Multiplikator wird fortlaufend mithilfe von 
Exponential Smoothing aus dem Quotienten aus eingetretener Wartezeit jedes 
fertiggestellten Auftrags und dem erklärenden Faktor berechnet.288 Der gleichen 
Systematik folgend untersucht CHANG auch die Schätzung auf Basis mehrerer 
Einflussfaktoren und deren Interaktioneffekte, stellt aber fest, dass der Nutzen eines 
zusätzlichen erklärenden Faktors deutlich abnimmt und in manchen Fällen sogar 
negativ ist. Insgesamt kann er mit seinem Verfahren die mittlere 
Terminüberschreitung und den Anteil terminüberschreitender Aufträge in vielen 
Fällen um mehr als 40% senken. Mit seinem Ansatz entwickelt CHANG eine 
Voraussichtserweiterung, die mit einer beliebigen Prioritätsregel eingesetzt werden 
kann. Allerdings erfordert diese Erweiterung Kenntnisse des Planers, welche 
Einflussfaktoren bei der jeweiligen Regel für die Wartezeit relevant sein könnten, um 
den einflussstärksten Faktor experimentell bestimmen zu können. Außerdem 
                                                 
286 Vgl. hierzu und im Folgenden CHANG (1997). Weitere Grundlagen seiner Arbeit finden sich auch in 
CHANG (1994). 
287 Eine umfangreiche Betrachtung möglicher Einflussfaktoren auf die Wartezeit findet sich in CHANG (1994). 
Anzumerken ist, dass CHANG, wie in CHANG (1997), S. 654 beschrieben, nicht die Kennzahlenwerte selbst 
verwendet. Stattdessen greift er auf ein dichotomes Merkmal zurück, indem er einem überdurchschnittlichen 
Kennzahlenwert „hoch“ zuweist und einem unterdurchschnittlichen „niedrig“. Gründe für diese Vorgehensweise 
werden nicht angegeben. CHANG ermittelt auf diesem Weg als stärkste Einflussfaktoren bei Verwendung von 
FIFO, SLACK, CR und ODD die Summe der Bearbeitungszeiten der Aufträge, die sich zum Ankunftszeitpunkt 
des Auftrags i in den Warteschlangen der zu durchlaufenden Maschinen befinden. Für die Wartezeit unter 
Verwendung der SPT-Regel hat die Summe der Bearbeitungszeiten aller Operationen von Auftrag i den größten 
Einfluss. 
288 Für den Wert von α verwendet CHANG in allen Experimenten 0,01. 
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beschränkt sich CHANG auf lediglich zwei zu verbessernde Zielgrößen und macht 
keine Aussagen über die Wirkung auf andere Zielgrößen. 
3.5.4 Performance Prediction mithilfe von Vorwärtssimulation 
Vorwärtssimulation findet im Rahmen der Ablaufplanung derart statt, dass zu 
einem zu spezifizierenden Zeitpunkt ein Teilproblem an ein i.d.R. einfacheres 
Lösungsverfahren übergeben wird und die Ergebnisse aus diesem Teilproblem in 
geeigneter Form in Ausgangslösungsverfahren Berücksichtigung finden. Hinzu 
kommt die Tatsache, dass bei stochastischen Einflüssen andere Realisierungen der 
Zufallsvariablen für die Vorwärtssimulation herangezogen werden sollten.289 Bei der 
Vorwärtssimulation wird somit bewusst eine schlechtere Lösungsqualität in Kauf 
genommen, um mit geringem Rechenaufwand benötigte Informationen für das 
zugrunde liegende Verfahren zu erzeugen. Während die Vorwärtssimulation zumeist 
mithilfe von Prioritätsregeln durchgeführt wird, können sich sowohl das 
Ausgangsverfahren als auch die verwendeten Informationen von Ansatz zu Ansatz 
unterscheiden. 
LU, RAMASWANY und KUMAR entwickeln zwei Prioritätsregeln, die auf 
Basis von Wartezeitschätzungen die Zielerreichung schätzen und verbessern 
sollen.290 Gleichung (3.5.4) gibt FSMCT zur Minimierung von F  und Gleichung 
(3.5.5) FSVCT zur Minimierung Fσ  wieder.
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289 Diese Vorgehensweise erscheint in Hinblick auf die Anwendung in realen Systemen sinnvoll, wo die 
eintretenden stochastischen Einflüsse zuvor auch nicht bekannt sind. Basiert die Vorwärtssimulation auf den 
gleichen Ausprägungen der Zufallsvariablen, so wird das Lösungsverfahren eine Lösungsqualität erzielen, die im 
praktischen Einsatz nicht erreichbar ist. Aus den im Folgenden beschriebenen Ansätzen geht nicht immer hervor, 
ob auf die gleichen oder abweichenden Ausprägungen der Zufallszahlen zurückgegriffen wird. 
290 Vgl. LU/RAMASWANY/KUMAR (1994), S. 374-388. 
291 FSMCT steht für Fluctuation Smoothing Policy for Mean Cycle Time und FSVCT für Fluctuation Smoothing 
Policy for Variance of Cycle Time. Die Herleitung beider Prioritätsregeln wird ausführlich in 
LU/RAMASWANY/KUMAR (1994), S. 375-377 dargestellt. 
 92 
Die Wartezeitschätzung erfolgt durch Vorwärtssimulation mit zehn Iterationen, 
bei denen jeweils die in der vorangegangenen Iteration aufgetretenen Wartezeiten 
bzw. 0 ZE in der ersten Iteration zur Berechnung der Prioritätswerte herangezogen 
werden. Dieser Vorgang wird zwanzigmal mit verschiedenen Zufallszahlenströmen 
wiederholt und die letztendlich zu verwendenden Wartezeiten werden als 
Durchschnitt der jeweils besten Iteration aller zwanzig Wiederholungen gebildet. 
LU, RAMASWANY und KUMAR geben an, dass mithilfe von FSMCT die mittlere 
Wartezeit um 22,4% im Vergleich zur FIFO-Anwendung gesenkt werden kann. Die 
mittlere Standardabweichung der Durchlaufzeit lässt sich durch FSVCT um 52,0% 
reduzieren. 
Im Rahmen der bereits beschriebenen COVERT- und ATC-Prioritätsregel nutzt 
VEPSALAINEN ebenfalls Vorwärtssimulation mit maximal zehn Iterationen, um die 
Wartezeitenschätzung schrittweise zu verbessern.292 Allerdings verzichtet er auf die 
Durchführung unabhängiger Replikationen. Durch die präzisere Schätzung der 
Wartezeit kann er die mittlere gewichtete Terminüberschreitung und den Anteil 
terminüberschreitender Aufträge in den meisten Fällen im Vergleich zur jeweiligen 
Ausgangsprioritätsregel verbessern.293 
WU und WYSK nutzen die Vorwärtssimulation z.B., um aus einem 
Prioritätsregelpool die erfolgversprechendste Regel für den nächsten 
Planungszeitraum von Δt Zeiteinheiten zu wählen.294 Der entsprechende Zeitraum 
wird unter Verwendung aller vorausgewählten Prioritätsregeln simuliert und die 
Regel mit der besten Zielerreichung findet schließlich für die eigentliche 
Maschinenbelegung Anwendung. Jeweils nach Ablauf des Zeitraums findet eine 
neue Bestimmung der zu wählenden Prioritätsregel statt. Als Benchmark ziehen WU 
und WYSK die Prioritätsregel heran, die, durchgehend eingesetzt, die besten 
Zielgrößenwerte erzielt. Mit dieser Vorgehensweise können sie signifikant niedrigere 
mittlere Durchlaufzeiten und mittlere Verspätungen nachweisen, wenn dt das 
Dreifache der mittleren Gesamtbearbeitungszeit eines Auftrags beträgt. Bei 
kleinerem oder größerem Δt sind die Verbesserungen nicht signifikant, was darauf 
zurückzuführen ist, dass bei zu kleinem Δt keine genaue Bestimmung stattfinden 
                                                 
292 Vgl. hierzu und im Folgenden VEPSALAINEN (1984), S. 64-65 und Abschnitt 3.5.3 der vorliegenden Arbeit. 
293 Das herangezogene Vergleichsverfahren entspricht TWK, bei dem es sich, wie in Abschnitt 3.5.2 dargestellt, 
meist nicht um das beste Schätzverfahren handelt. Daher ist nicht feststellbar, ob die eingesetzte 
Vorwärtssimulation einem kennzahlenbasierenden Verfahren generell überlegen ist.  
294 Vgl. hierzu und im Folgenden WU/WYSK (1989), S. 1603-1623. 
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kann und bei zu großem Δt Systemschwankungen herausgemittelt werden sowie die 
Anpassung zu langsam und schwerfällig stattfindet. 
ITOH, HUANG und ENKAWA setzen Vorwärtssimulation im Rahmen der 
heuristischen Lösung von statisch deterministischen Job-Shop-Problemen mit einem 
Branch and Bound ähnlichen Verfahren ein.295 Grundlage ist ein Suchbaum, dessen 
Knoten Konflikte zwischen auf einer Maschine durchzuführenden Operationen 
repräsentieren und dessen Kanten jeweils die Wahl einer dieser Operationen 
darstellen. Ausgehend von einem Konflikt werden in einem ersten Schritt alle direkt 
nachfolgenden Konflikte bestimmt. Im zweiten Schritt werden ausgehend von allen 
Nachfolgekonflikten per Vorwärtssimulation vollständige Ablaufpläne mithilfe einer 
vorher zu bestimmenden Prioritätsregel ermittelt. Für die nächste Iteration wird der 
Knoten gewählt, der zum Ablaufplan mit der besten Zielerreichung führt. Diese 
Schritte werden wiederholt, bis ein vollständiger Ablaufplan ausgewählt ist. 
Experimentell wurde dieses Verfahren mit den Prioritätsregeln LA-SLACK, 
CR+SPT, SPT und MOD sowie einem Branch and Bound basierenden Verfahren296 
verglichen. Sowohl mittlere Durchlaufzeiten als auch mittlere Verspätungen können 
durch das voraussichtsbasierende Verfahren signifikant gesenkt werden. Weiterhin 
stellen ITOH, HUANG und ENKAWA fest, dass die Wahl der für die 
Vorwärtssimulation eingesetzten Prioritätsregel von entscheidender Rolle ist und in 
den untersuchten Problemstellungen erweist sich LA-SLACK als die erfolgreichste.  
IWAMURA et al. nutzen Vorwärtssimulation zur Abschätzung der Auswirkung 
einer Auswahlentscheidung auf die Zielgröße im Rahmen eines Holonic 
Manufacturing Systems (HSM).297 In diesem treffen Ressourcen und Aufträge als 
Holons durch autonome Verhandlung eine gemeinsame Auswahlentscheidung. Um 
den zukünftigen Systemzustand abschätzen zu können, führen die Holons eine 
Vorwärtssimulation des Gesamtsystems durch und beziehen die 
Zustandsinformationen bei ihren Verhandlungen mit ein. Aufgrund der hohen 
Komplexität dieses Verfahrens können IWAMURA et al. nur sehr kleine 
Testprobleme lösen. Für eine detaillierte Darstellung ihres Verfahrens sei auf die 
entsprechende Arbeit verwiesen.298 
                                                 
295 Vgl. hierzu und im Folgenden ITOH/HUANG/ENKAWA (1993), S. 2215-2234. 
296 Sie greifen dafür auf das Verfahren aus SEN/GUPTA (1983) und SEN/RAISZADEH/DILEEPAN (1988) 
zurück. 
297 Vgl. hierzu und im Folgenden IWAMURA et al. (2006), S. 3657-3675. 
298 Eine ausführliche Darstellung findet sich in IWAMURA et al. (2006), S. 3657-3675. 
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3.5.5 Performance Prediction mithilfe von Dekomposition 
Die Verfahren der Abschnitte 3.5.3 und 3.5.4 zeichnen sich dadurch aus, dass 
mithilfe eines zumeist schrittweisen Schätzverfahrens der Beitrag jedes Auftrags zur 
Zielerreichung im Gesamtproblem geschätzt wird. Im Folgenden werden Ansätze der 
alternativen Vorgehensweise beschrieben, nämlich der Zerlegung des 
Gesamtproblems in Teilprobleme mit Teilzielgrößen, um den Teilzielgrößenbeitrag 
genauer bestimmen zu können. 
Im Rahmen des Entscheidungsunterstützungssystems Micro-Boss erstellt SADEH 
mithilfe eines von ihm als mikroopportunistisch bezeichneten Ansatzes Ablaufpläne 
für deterministische Job-Shop-Probleme.299 Zu Minimieren ist eine Zielfunktion, die 
sowohl die gewichteten Terminüberschreitungs- als auch die gewichteten 
Lagerkosten berücksichtigt.300 Im ersten Schritt ermittelt Micro-Boss die 
frühestmöglichen Startzeitpunkte sowie die spätestmöglichen 
Fertigstellungszeitpunkte aller Operationen. Mithilfe des ebenfalls berechneten 
kostenminimalen Startzeitpunkts sowie der Mehrkosten in Abhängigkeit vom 
Startzeitpunkt wird schließlich eine individuelle Nachfragekurve dieser Operation für 
die entsprechende Maschine berechnet.301 Durch Aggregation dieser individuellen 
Kurven werden dann Nachfragekurven für jede Maschine im Zeitablauf erstellt. Im 
zweiten Schritt wählt Micro-Boss mithilfe dieser Kurven den derzeit kritischen 
Engpass, der durch den höchsten Nachfragewert über alle Maschinen zu allen 
Zeitpunkten gekennzeichnet ist. Aus den am Engpass konkurrierenden Aufträgen 
wird derjenige gewählt, der den größten Beitrag zum Engpass leistet und dort 
eingeplant, wo er die geringsten erwarteten Kosten verursacht. Die Restriktionen 
werden daraufhin aktualisiert, um dieser Reservierung Rechnung zu tragen, bevor 
Micro-Boss erneut mit Schritt eins fortfährt. Sollte an einer Stelle eine Reservierung 
unmöglich geworden sein, so findet ein Backtracking statt, das solange 
Reservierungen wieder frei gibt, bis die unmögliche Reservierung wieder zulässig 
wird und das Verfahren fortgesetzt werden kann. Ziel des Verfahrens ist es, zuerst 
die kritischsten Konflikte zu lösen und jeweils derjenigen Operation den Vorzug zu 
                                                 
299 Vgl. hierzu und im Folgenden SADEH (1994). Detaillierte Informationen zu einer Vorgängerversion finden 
sich auch in SADEH (1991). 
300 Eine genaue Beschreibung der Kostenfunktion findet sich SADEH (1994), S. 105-106. 
301 Vgl. SADEH (1994), S.111-114 mit einem grafischen Beispiel auf Seite 114 für Details. Vereinfachend lässt 
sich sagen, dass der Nachfragewert außerhalb des zulässigen Bearbeitungszeitraums null ist, ein Maximum beim 
optimalen Startzeitpunkt erreicht wird und dass die Steigung von den Mehrkosten abhängt, die durch die 
Abweichung vom kostenminimalen Zeitpunkt entstehen. 
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geben, die die Gesamtzielgröße am wenigsten verschlechtert. Es ist ebenfalls im 
stochastischen Umfeld einsetzbar, indem bei Auftreten einer Unzulässigkeit des 
Ablaufplans, z.B. aufgrund einer Störung oder der Ankunft eines neuen Auftrags, die 
Reservierungen gelöscht werden, die zu dieser Unzulässigkeit führen und dann das 
Verfahren wie nach einem Backtracking angewandt wird. Im Vergleich mit den 
Prioritätsregeln WSPT, EDD, S/RPT, WCOVERT und ATC, die in Kombination mit 
den Freigabestrategien IM-REL (Immediate Release) und AQT302 eingesetzt werden, 
erzielt Micro-Boss eine Verbesserung von ca. 20% der aufgetretenen Kosten. Auch 
im Vergleich mit anderen aggregierten, opportunistischen Verfahren kann Micro-
Boss eine Kostenreduktion erzielen, die nicht genau quantifiziert wird. 
Ein auf Dekomposition basierender dezentraler Ansatz stammt von DEWAN und 
JOSHI dar.303 Ausgangspunkt ist ein lineares Programm (LP) zur Erstellung eines 
vollständigen Ablaufplans für den gesamten Planungszeitraum unter der Annahme, 
dass die vorliegenden Daten deterministisch sind. Durch Lagrange Relaxation 
werden Teil-LPs für alle Maschinen und Aufträge erzeugt, die über Ressourcenpreise 
für jede Maschine an jedem Zeitpunkt verbunden sind. Jede Maschine und jeder 
Auftrag wird bei diesem Ansatz durch einen Agenten repräsentiert, der mit anderen 
Agenten in Auktionen interagiert. Sobald eine Maschine verfügbar wird, schreibt sie 
eine Auktion aus, in der Aufträge auf Bearbeitungszeiträume bieten können, wobei 
im ersten Auktionsdurchgang Maschinenpreise von null angenommen werden. Auf 
Basis der vorgegebenen Zielfunktion des Gesamtproblems errechnet jeder 
Auftragsagent mithilfe des ihm zugeordneten LPs seinen kostenminimalen 
Bearbeitungszeitraum für jede Operation und bietet auf diesen bei der 
entsprechenden Maschine. Der zugeordnete Maschinenagent vergleicht alle 
Anfragen und versucht seinerseits, seinen Gewinn zu maximieren, indem er ermittelt, 
welche Zeiträume von mehreren Aufträgen nachgefragt werden und erhöht je nach 
Umfang der Nachfrage die Maschinenpreise für diese Zeiträume. Die 
Auftragsagenten können nun unter Berücksichtigung der neuen Preise erneut bieten, 
wobei der Kostenminimierungsansatz dazu führt, dass einige Aufträge andere 
                                                 
302 Die Average Queue Time Release Policy (AQT) wird in MORTON et al. (1988) näher beschrieben und 
schätzt die Wartezeit eines Auftrags, um ihn freizugeben, sobald seine erwartete Fertigstellung dem 
Fertigstellungstermin entspricht. 
303 Vgl. hierzu und im Folgenden DEWAN/JOSHI (2002), wo der Ansatz im Rahmen eines Job Shops dargestellt 
wird. In DEWAN/JOSHI (2000) findet sich eine detaillierte Erläuterung des Verfahrens unter den vereinfachten 
Annahmen eines 1-Maschinen-Problems, das als Ausgangspunkt für die Anwendung im Job Shop herangezogen 
wird. 
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Bearbeitungszeiträume bevorzugen werden, um Kosten zu sparen. Es werden so 
viele Auktionsrunden durchgeführt, bis der Maschinenagent die Auktion beendet, 
weil er entweder seinen Gewinn nicht weiter maximieren kann oder eine 
vorgegebene Maximalrundenzahl erreicht wurde. Gewinner ist der Auftrag mit dem 
frühesten gewünschten Startzeitpunkt. Liegt dieser Startzeitpunkt allerdings mehr 
Zeiteinheiten in der Zukunft als durch eine vorgegebene Grenze gestattet, so erhält 
kein Auftrag den Zuschlag und die nächste Auktion wird nach Ablauf einer 
festzulegenden Anzahl Zeiteinheiten erneut initiiert. Das Verfahren wird dezentral 
durchgeführt und es werden keinerlei Informationen aus dem restlichen 
Produktionssystem benötigt. Ein Maschinenagent verfolgt durch seine 
Gewinnmaximierung das Ziel, möglichst hohe Preise zu erheben, was dazu führt, 
dass Aufträge mit geringem Nutzen der Bearbeitung zu stark nachgefragten 
Zeitpunkten auf andere ausweichen werden. Der Maschinenagent setzt also eine 
gleichmäßiger verteilte Bearbeitungszeitnachfrage durch, ein Vorgehen, das der 
Voraussicht der Klasse IIIb zuzuordnen ist. Der Auftragsagent hingegen versucht 
seine Kosten in Abhängigkeit von der Zielfunktion zu minimieren, was eine 
Verfolgung der in diesem Abschnitt beschriebenen Voraussicht der Klasse IV 
gleichkommt. Für die experimentelle Überprüfung ziehen DEWAN und JOSHI zehn 
Job-Shop-Probleme mit zehn bis 15 Aufträgen und drei bis fünf Maschinen heran, 
die sie mit dem beschriebenen Verfahren und einer Reihe bekannter Prioritätsregeln 
lösen. Als Zielfunktionen werden die Minimierung der quadrierten 
Terminabweichung, der gewichteten absoluten Terminabweichung und der 
gewichteten Terminüberschreitung herangezogen. Der niedrigste Zielgrößenwert 
einer Prioritätsregel liegt zwischen 0% und 116% über dem, den das vorgestellte 
Verfahren erzielt.304  
3.5.6 Zusammenfassende Beurteilung 
Die Abschnitte 3.5.3 bis 3.5.5 zeigen drei unterschiedliche Vorgehensweisen auf, 
wie der erwartete Zielerreichungsbeitrag eines Auftrags bei der Maschinenbelegung 
berücksichtigt werden kann. Vorwärtssimulation ist ein universelles Hilfsmittel, das 
                                                 
304 Anzumerken ist allerdings, dass es sich bei den herangezogenen Prioritätsregeln FCFS, SPT, WSPT, LPT, 
WLPT, EDD und Slack nicht um Regeln handelt, die für die Problemstellung empfohlen werden. Außerdem 
erzeugen sie non-delay Ablaufpläne, während das Verfahren von DEWAN und JOSHI eingefügte Leerzeiten 
zulässt. Bei allen betrachteten Zielsetzungen, außer der Minimierung der gewichteten Terminüberschreitung, 
kann allein dies bei Prioritätsregeln schon zu nicht vermeidbaren verfrühten Fertigstellungen führen. 
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in sehr unterschiedlichen Verfahren Anwendung finden kann, die Zielerreichung zu 
schätzen. Zu bedenken ist allerdings, dass es zumeist mit einer höheren Rechenzeit 
einhergeht als kennzahlenbasierende Schätzverfahren. HUNG und CHANG 
vergleichen je ein Durchlaufzeitschätzverfahren dieser beiden Gruppen und stellen 
fest, dass das kennzahlenbasierende nur ein Sechzigstel der Rechenzeit in Anspruch 
nimmt, aber keine signifikanten Unterschiede bei der Schätzgenauigkeit festzustellen 
sind.305 Hinzu kommt noch, dass Vorwärtssimulation die Erstellung eines adäquaten 
Modells erfordert, was im praktischen Einsatz höhere Anforderungen an den Planer 
stellt als die Erhebung geeigneter Kennzahlen. Die Schätzung auf Basis von 
Kennzahlen ist i.d.R. auch mit Software möglich, die dem Planer zur Verfügung 
steht, während eine geeignete Simulationsumgebung oft nicht verfügbar sein wird. 
Auch die Dekompositionsverfahren weisen i.d.R. einen höheren Rechenbedarf als 
kennzahlenbasierende auf, was sich darin niederschlägt, dass sie nur zur Lösung 
kleiner Probleminstanzen herangezogen werden. Außerdem sind sie zumeist 
spezifisch für eine gewählte Zielsetzung konzipiert und nicht immer direkt auf 
andere übertragbar.306 Kennzahlenbasierende Verfahren bieten somit den 
vielseitigsten und am einfachsten zu implementierenden Ansatz, ohne 
notwendigerweise eine schlechtere Schätzgenauigkeit aufzuweisen und werden daher 
für die vorliegende Arbeit herangezogen. 
Für eine präzise kennzahlenbasierende Schätzung der Fertigstellungszeitpunkte 
aller Aufträge sollten neben auftragsbezogenen Daten auch systembezogene Daten 
herangezogen werden. Grundsätzlich scheinen Regressionsmodelle zur Schätzung 
geeignet, vor allem, wenn sie bekannte Zusammenhänge im System aufgreifen. Da 
diese jedoch von Natur aus statisch sind, ist eine Dynamisierung durch Feedback 
empfehlenswert. Auch sollte die angewandte Prioritätsregel bei der Schätzung der 
Wartezeiten berücksichtigt werden. Ein neu entwickeltes Schätzverfahren, das diese 
Ansatzpunkte aufgreift, wird in Abschnitt 4.6 dargestellt. Wie die geschätzten 
Wartezeiten zur Berücksichtigung des Auftragsbeitrags zur Gesamtzielgröße 
berücksichtigt werden können, wird in Abschnitt 4.4 beschrieben. 
                                                 
305 Vgl. HUNG/CHANG (1999), S.820. 
306 In ZEESTRATEN (1990) wird z.B. ein Verfahren zur Minimierung der Zykluszeit beschrieben. Es nutzt die 
Eigenschaft der Zykluszeit, auf dem Fertigstellungstermin eines einzigen Auftrags zu basieren. Für die 
Zielgrößenverbesserungen sind somit nur die jeweils zykluszeitkritischen Operationen relevant. Verfolgt man 
hingegen z.B. die Minimierung der mittleren Durchlaufzeit, ist eine derartige Einschränkung nicht möglich. 
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3.6 Voraussicht der Klasse V: Vorausschauende 
Auftragsfreigabe 
3.6.1 Grundlagen der Auftragsfreigabe 
Die Auftragsfreigabe ist eine Planungsaufgabe, die nicht der Ablaufplanung 
zuzuordnen, sondern ihr vorgeschaltet ist. Dennoch hat sie hohe Relevanz für die 
Ablaufplanung, da Letztere nur Aufträge berücksichtigen kann, die sich bereits im 
Produktionssystem befinden.307 Grundsätzlich ist eine simultane Lösung beider 
Fragestellungen wünschenswert, aber zumeist höchstens bei Anwendung 
heuristischer Verfahren in angemessener Zeit realisierbar. Da sich die vorliegende 
Arbeit primär mit der Ablaufplanung beschäftigt, sollen Verfahren der 
Auftragsfreigabe vor allem daraufhin betrachtet werden, ob sie auch durch eine 
Erweiterung der vorgestellten Methoden der Ablaufplanung erreicht werden und so 
mit geringem Mehraufwand in die Steuerung integriert werden können.308 Dies hat 
auch den Vorteil eines in sich geschlossenen Lösungsverfahrens. Die Darstellung des 
Abschnitts 3.6 erhebt daher keinen Anspruch auf Vollständigkeit, sondern versucht 
vielmehr Möglichkeiten dieser Integration aufzuzeigen. Für einen möglichst 
vollständigen Überblick sei auf eine Reihe von Arbeiten verwiesen, die die 
verschiedenen Ansätze und Verfahren im Bereich der Auftragsfreigabe darstellen.309 
                                                 
307 WEIN und CHEVALIER zeigen in WEIN/CHEVALIER (1992) für ihr Modell, dass durch eine geeignete 
Auftragsfreigabe größere Verbesserungen erzielt werden können, als durch eine gute Ablaufplanung während 
RAGATZ und MABERT in RAGATZ/MABERT (1988) Entgegengesetztes feststellen. In BAKER (1984a), S. 
109 zeigt BAKER, dass das Zurückhalten von Aufträgen auch negative Effekte auf die Lösungsqualität haben 
kann, da die Ablaufplanung Teilen der vorhandenen Auswahlmöglichkeiten beraubt wird. Den Auswahlkriterien 
für erst später freizugebende Aufträge ist demnach eine große Bedeutung beizumessen. 
308 Die in Abschnitt 3.6.4 vorgestellten Verfahren betrachten gleichzeitig die Ablaufplanung, Auftragsfreigabe 
und andere Planungsentscheidungen, wodurch sie Möglichkeiten einer Integration aufzeigen. Dort liegt zumeist 
der Schwerpunkt aber auf der Auftragsfreigabe und die einzelnen Planungsentscheidungen fußen nicht auf den 
gleichen Grundkonzepten, sondern sind eine Zusammenstellung von Einzelansätzen. 
309 Vgl. u.a. MELNYK/RAGATZ (1988), RAGATZ/MABERT (1988), WISNER (1995), 
CIGOLINI/PERONA/PORTIOLI (1998), SABUNCUOGLU/KARAPINAR (1999), NANDI (2000), 
KEMPPAINEN (2005), STEVENSON/HENDRY (2006) und GENTILE (2008). Klassifikationen für Verfahren 
der Auftragsfreigabe finden sich in MELNYK/RAGATZ (1989) und BERGAMASCHI et al. (1997) und ein 
umfangreicher experimenteller Vergleich in SABUNCUOGLU/KARAPINAR (1999). Einen Einstieg in die 
Thematik bietet auch die detaillierte Darstellung und Gegenüberstellung ausgewählter Verfahren in LÖDDING 
(2005), 295-440. 
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Die grundsätzlich einfachste Art der Auftragsfreigabe ist diejenige bei Eingang 
des Auftrags. Bei stochastisch dynamischen Problemen wird diese Ankunft meist in 
Anlehnung an empirische Beobachtungen durch einen Poisson-Prozess dargestellt.310 
Mithilfe der Warteschlangentheorie lässt sich zeigen, dass in einem stationären 
System die mittlere Durchlaufzeit mit der mittleren Anzahl von Aufträgen im System 
steigt. Indem man also Aufträge zurückhält, die noch nicht unbedingt bearbeitet 
werden müssen, ist es möglich, die anderen Aufträge schneller fertigzustellen.311 Die 
Frage, welche Aufträge wie lange nicht freigegeben werden sollten, ist allerdings 
nicht immer einfach zu beantworten.312 Auch ist festzustellen, dass die 
Vorteilhaftigkeit einer von der sofortigen Auftragsfreigabe abweichenden Freigabe 
immer wieder diskutiert wird und keine einhellige Meinung vorliegt.313 
Betrachtet man die grundsätzlichen Überlegungen und die vorliegenden Ansätze 
zur Auftragsfreigabe, so ist festzustellen, dass sie auf den gleichen Grundideen wie 
die Voraussichtsklassen III und IV fußen. Entsprechend wird in Abschnitt 3.6.3 ein 
Überblick über Freigabeansätze gegeben, die die gleichen Ziele wie die vorgestellten 
Voraussichtsmechanismen der Klasse III verfolgen, während sich in Abschnitt 3.6.4 
Mechanismen finden, deren Ziel es ist, bestimmte Zielgrößenwerte, meist 
terminorientierte, zu verbessern, was der Voraussichtsklasse IV entspricht. Daneben 
                                                 
310 Mit der Qualität der Approximation durch die Exponentialverteilung beschäftigt sich ALBIN in ALBIN 
(1982). 
311 Anzumerken ist allerdings, dass in einem M/M/1-System, auf dem die Warteschlangentheorie fußt, das 
Zurückhalten von Aufträgen zu keinerlei Unterschieden in Ablaufplan und Ergebnis führt, wie KANET in 
KANET (1988), S. 48-49 zeigt. Lediglich der Anteil der Wartezeit, der auf den Freigabepuffer bzw. die 
Maschinenwarteschlange entfällt, verschiebt sich. Auf komplexere Systeme und die Betrachtung anderer 
Zielsetzungen lässt sich diese Aussage allerdings nicht ohne weiteres erweitern. 
312 Ein simpler Ansatz im Rahmen der Minimierung der mittleren Verspätung wäre z.B. einen Auftrag so lange 
nicht freizugeben, wie man mit relativ hoher Sicherheit davon ausgehen kann, dass er rechtzeitig fertiggestellt 
wird. Während dabei die Hauptschwierigkeit ist, die DLZ eines Auftrags möglichst genau zu schätzen, stellt sich 
z.B. im Rahmen der Minimierung der mittleren DLZ schon die Frage, ob man überhaupt Aufträge zurückhalten 
sollte. 
313 Neben vielen Arbeiten, die die positive Wirkung der verzögerten Auftragsfreigabe attestieren, seien unter 
anderem auch die kritischen Auseinandersetzungen von BERTRAND (1983a), BERTRAND (1983b), BAKER 
(1984a), KANET (1988), LAND/GAALMAN (1998) und MAHMOODI/DOOLEY/STARR (1990) zu nennen. 
Eine Zusammenfassung der Diskussion findet sich auch in SALEGNA/PARK (1996), S. 91-92, 
CIGOLINI/PERONA/PORTIOLI (1998) S. 2933-2935 und NANDI (2000), S. 30-32. Experimentell beschäftigen 
sich auch SABUNCUOGLU und KARAPINA in SABUNCUOGLU/KARAPINAR (1999), S. 265-270 mit der 
Untersuchung dieser gegensätzlichen Aussagen und dem Einfluss bestimmter Modellspezifikationen auf die 
Vorteilhaftigkeit. Generell ist festzustellen, dass ein Teil der unterschiedlichen Ergebnisse darauf zurückzuführen 
ist, dass die Durchlaufzeit nicht einheitlich definiert wird, d.h., dass z.B. die Wartezeit im Freigabepool nicht 
immer berücksichtigt wird.  
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existieren integrative Verfahren, die zum einen beide Sichtweisen gleichzeitig 
verfolgen aber zum anderen auch versuchen, Wechselwirkungen der Freigabe mit 
anderen Planungsentscheidungen, wie der Ablaufplanung, zu berücksichtigen. Diese 
Ansätze werden in Abschnitt 3.6.4 betrachtet, worauf in Abschnitt 3.6.5 eine 
zusammenfassende Beurteilung folgt. 
3.6.2 Auftragsfreigabe unter Anwendung der Prinzipien der 
Voraussichtsklasse III 
In Abschnitt 3.4.1 wurde dargelegt, dass die Bevorzugung von Aufträgen mit 
schwach ausgelasteten Maschinen auf der restlichen Route sowohl aus Auftragssicht 
als auch aus Maschinensicht erfolgen kann. Die gebräuchlichen 
auslastungsberücksichtigenden Auftragsfreigabemechanismen sind jedoch 
ausschließlich auf die Steuerung der Auslastung einzelner oder aller Maschinen 
ausgerichtet und daher dem Ansatz der Voraussichtsklasse IIIb zuzuordnen. 
Grundsätzlich lässt sich zuerst unterscheiden, in welcher Weise das Arbeitsvolumen 
in der Warteschlage vor der jeweiligen Maschine gesteuert werden soll. Ansätze der 
Starvation Avoidance versuchen zu verhindern, dass eine relativ kurze 
Warteschlange oder ein Leerlauf eintritt, indem sie die Freigabe vornehmen, sobald 
eine bestimmte Arbeitsvorratsgrenze unterschritten wird.314 Auf der anderen Seite ist 
es auch möglich, grundsätzlich alle Aufträge freizugeben, es sei denn, eine 
vorgegebene Arbeitsvorratsgrenze würde durch die Freigabe eines Auftrags 
überschritten werden.315 In diesem Fall spricht man zumeist von Overload 
Prevention. Es ist auch möglich, beide Grenzwerte miteinander zu kombinieren oder 
einen bestimmten Mittelwert anzustreben. Diese Gruppe lässt sich unter dem Begriff 
Load Smoothing bzw. Load Balancing zusammenfassen. Hier wird versucht, eine 
möglichst gleichmäßige Verteilung der Arbeitvorräte im Zeitablauf und/oder über 
                                                 
314 Freigabemechanismen mit diesem Ansatz finden sich z.B. in GLASSEY/RESENDE (1988a), 
GLASSEY/RESENDE (1988b), MELNYK/RAGATZ (1989), RODERICK/PHILLIPS/HOGG (1992), 
DESSOUKY/LEACHMAN (1994), FREDENDALL/MELNYK (1995), SABUNCUOGLU/KARAPINAR 
(2000), CHAN/HUMBREYS/LU (2001), QI/SIVAKUMAR (2006), QI/SIVAKUMAR/GERSHWIN (2008), 
SIVAKUMAR/QI/HIDAYAT (2008). 
315 Diese Vorgehensweise findet sich z.B. in den Ansätzen in KETTNER/BECHTE (1981), BAKER (1984a), 
WIENDAHL (1987), BECHTE (1988), KANET (1988), RAGATZ/MABERT (1988), HENDRY/KINGSMAN 
(1991), PHILIPOOM/MALHOTRA/JENSEN (1993), BECHTE (1994), KIM/BOBROWSKI (1995), 
CIGOLINI/PERONA/PORTIOLI (1998), SABUNCUOGLU/KARAPINAR (1999), CHAN/HUMBREYS/LU 
(2001) und GENTILE (2008) wieder. 
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alle Maschinen hinweg zu erreichen.316 Ein zweites Kriterium zur Einteilung dieser 
Verfahren ist die Frage, wie die Arbeitsvolumina welcher Maschinen gesteuert 
werden sollen. Dabei sind vier verschiedene Varianten anzutreffen, nämlich die der 
Steuerung des aggregierten Arbeitsvorrats des gesamten Systems317 oder der 
individuellen Arbeitsvorräte jeder einzelnen Maschine318, der Engpassmaschinen319 
oder der Gateway-Maschinen320. 
Die Frage nach der besten Kombination dieser beiden Ausgestaltungsparameter 
lässt sich anhand der veröffentlichten Studien nicht abschließend klären, da nach wie 
vor eine Reihe widersprüchlicher Ergebnisse vorliegt und wenige Arbeiten 
umfangreiche Vergleiche durchführen. Die meiste Kritik wird an der Verwendung 
von Obergrenzen für den Workload geübt. KANET führt aus, dass diese starren 
Obergrenzen insofern problematisch sind, als dass sie zu unnötigen Leerzeiten führen 
können.321 So kann es vorkommen, dass eine Maschine ihre Workload-Grenze 
erreicht hat, während andere sich gerade im Leerlauf befinden. Wenn nun aber alle 
im Freigabepool befindlichen Aufträge die ausgelastete Maschine benötigen, so wird 
die für die anderen Maschinen nötige Freigabe durch diese blockiert und es kommt 
zu unnötigen Leerzeiten. Diese Situation kann auch eintreten, wenn das aggregierte 
Systemarbeitsvolumen oder das Engpassarbeitsvolumen betrachtet wird, nur dass sie 
bei Ersterem seltener eintreten wird und bei Letzterem bewusst in Kauf genommen 
wird. Auf diese Leerzeiten führt KANET das Phänomen zurück, dass entgegen der 
                                                 
316 Verfolgt wird dieser Ansatz z.B. in BERTRAND (1983a), SHIMOYASHIRO/ISODA/AWANE (1984), 
WEIN (1988), MELNYK/RAGATZ/FREDENDALL (1991), SPEARMAN/WOODRUFF/HOPP (1990) und 
RODERICK/PHILLIPS/HOGG (1992). 
317 Diese Variante findet z.B. in MELNYK/RAGATZ (1989), QI/SIVAKUMAR (2006), 
QI/SIVAKUMAR/GERSHWIN (2008) und SIVAKUMAR/QI/HIDAYAT (2008) Anwendung. 
318 Z.B. JENDRALSKI (1978), KETTNER/BECHTE (1981), WIENDAHL (1987), BECHTE (1988), 
PHILIPOOM/MALHOTRA/JENSEN (1993) und BECHTE (1994) berücksichtigen individuelle 
Maschinenarbeitsvorräte. 
319 Wie im Einzelnen festzustellen ist, welche Maschinen einen Engpass im System darstellen, hängt vom 
jeweiligen Ansatz ab. Generell ist festzuhalten, dass Engpassmaschinen jene Maschinen darstellen, die einen 
wesentlichen Einfluss auf die Leistung des Gesamtsystems haben. Beispielhaft seien für diesen Ansatz 
GLASSEY/RESENDE (1988a), GLASSEY/RESENDE (1988b), WEIN (1988), RODERICK/PHILLIPS/HOGG 
(1992) and DESSOUKY/LEACHMAN (1994) zu nennen. 
320 Unter Gateway-Maschinen versteht man solche Maschinen, die sich bei mindestens einem Auftrag an der 
ersten Stelle der Maschinenfolge befinden, wie z.B. in KANET (1988), S.51 dargestellt. 
321 Vgl. hierzu und im Folgenden KANET (1988), S. 44-58. 
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Erwartung322 trotz geringer Warteschlangenlängen die Durchlaufzeit steigt, da die 
Verkürzung der Wartezeiten vor den Maschinen durch die Verlängerung der 
Wartezeit im Freigabepool überkompensiert wird. Da auch die experimentellen 
Studien immer wieder zu unterschiedlichen Ergebnissen bzgl. der Vorteilhaftigkeit 
der Freigabeverfahren kommen, beschäftigten sich CIGOLINI und PORTIOLI näher 
mit den Gründen dieser Unterschiede.323 Sie führen u.a. mithilfe eines 
experimentellen Vergleichs dreier bekannter Freigabeverfahren einen Großteil der 
widersprüchlichen Ergebnisse darauf zurück, dass viele dieser Verfahren stark vom 
Ausmaß der stochastischen Schwankungen im System und anderen 
Systemparametern abhängen. Außerdem empfehlen sie, nicht komplette 
Freigabekonzepte miteinander zu vergleichen, sondern nur einzelne Charakteristiken 
der Auftragsfreigabe.324 Es ergeben sich also zwei Anforderungen an ein 
Freigabeverfahren, die auch in der vorliegenden Arbeit berücksichtigt werden. So 
sollte es zum einen robust gegenüber stochastischen Störeinflüssen sein, was durch 
Integration von Voraussicht erreicht werden kann. Zum zweiten ist eine Isolation der 
einzelnen Charakteristika empfehlenswert, wofür in der vorliegenden Arbeit auf 
einen modularen Ansatz zurückgegriffen wird. 
3.6.3 Auftragsfreigabe unter Anwendung der Prinzipien der 
Voraussichtsklasse IV 
Grundlage der in diesem Abschnitt aufgeführten Freigabeverfahren ist die 
Schätzung des erwarteten Fertigstellungszeitpunkts jedes Auftrags, wie bereits in 
Abschnitt 3.5 im Rahmen der Voraussichtsklasse IV vorgestellt. Entsprechend lassen 
sich die Schätzverfahren, die in Abschnitt 3.5.2 zur Terminvergabe vorgestellt 
wurden, bei der Freigabe wiederfinden. In einer Reihe von Arbeiten anzutreffen ist 
die Schätzung auf Basis von Kennzahlen, wie z.B. eine Entsprechung der Total-
Work-Content-Methode aus Abschnitt 3.5.2.325 Ein Auftrag wird schließlich so lange 
nicht freigegeben, wie sein erwarteter Fertigstellungszeitpunkt vor dem 
                                                 
322 Z.B. in WIENDAHL (1987), S. 206-208 wird der allgemein anerkennte Zusammenhang dargestellt, dass 
Wartezeiten durch Reduktion des Arbeitsvorrats gesenkt werden können. Auf die Problematik unnötiger 
Leerzeiten wird dort nicht eingegangen. 
323 Vgl. hierzu und im Folgenden CIGOLINI/PERONA/PORTIOLI (1998). 
324 Die möglichen Charakteristiken und die jeweils anzutreffenden Ausprägungen werden ausführlich in 
BERGAMASCHI et al. (1997), S. 405-413 dargestellt. 
325 Vgl. z.B. RAGATZ/MABERT (1988), AHMED/FISHER (1992), BECHTE (1994), 
SABUNCUOGLU/KARAPINAR (1999) und SABUNCUOGLU/KARAPINAR (2000). 
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Fertigstellungstermin liegt. Sollte keine zeitkontinuierliche Freigabe stattfinden, so 
muss ein Auftrag freigegeben werden, wenn bei Freigabe zum nächstmöglichen 
Freigabezeitpunkt bereits eine verspätete Fertigstellung erwartet wird. 
Eine Alternative ist die ebenfalls in Abschnitt 3.5.2 vorgestellte Verwendung von 
Zeitscheiben, die in zwei verschiedenen Varianten anzutreffen ist.326 Vom Forward 
Finite Loading spricht man, wenn ausgehend von der ersten Operation eines Auftrags 
nach seiner Maschinenfolge alle Operationen eingeplant werden. Dies entspricht dem 
Zeitscheibenverfahren, das in Abschnitt 3.5.2 zur Schätzung der Durchlaufzeit des 
Auftrags beschrieben wurde. Ist der so geschätzte Fertigstellungszeitpunkt größer 
oder gleich dem Fertigstellungstermin, so wird der Auftrag freigegeben. Falls nicht, 
wird das Verfahren zu einem späteren Zeitpunkt wiederholt. Beim Backward Finite 
Loading wird das Verfahren in umgekehrter Operationsreihenfolge, also beginnend 
mit der letzten Operation eines Auftrags, durchgeführt. Ergebnis der Schätzung ist 
der Freigabezeitpunkt, der zu einer erwarteten Fertigstellung zum gewünschten 
Termin führt. Liegt der geschätzte Freigabezeitpunkt vor dem aktuellen Zeitpunkt 
oder bei periodischer Freigabe vor dem nächsten möglichen Freigabezeitpunkt, so 
wird der Auftrag freigegeben. Anderenfalls wird er erst zum errechneten Zeitpunkt 
oder dem entsprechend davor liegenden periodischen Freigabezeitpunkt der für die 
erste Operation zuständigen Maschine zugeführt. 
Wie die beiden Finite-Loading-Verfahren bereits zeigen, ist es möglich, die 
Freigabeansätze aus Abschnitt 3.6.2 mit denjenigen dieses Abschnitts zu 
kombinieren. In der Regel erfolgt dies in der Form, dass die Schätzung des 
Freigabezeitpunkts zur Priorisierung der Aufträge verwendet wird, indem die 
Aufträge im Freigabepool nach aufsteigendem Freigabetermin sortiert werden.327 
Dann erfolgt die Einplanung bis zur vollständigen Ausschöpfung der verfügbaren 
Kapazität in dieser Reihenfolge. In machen Varianten wird die Menge der 
Freigabekandidaten noch auf solche Aufträge beschränkt, deren gewünschter 
                                                 
326 Vgl. z.B. RAGATZ/MABERT (1988), BOBROWSKI (1989), AHMED/FISHER (1992) und 
KIM/BOBROWSKI (1995). 
327 Vgl. z.B. BECHTE (1980), KETTNER/BECHTE (1981), WIENDAHL (1987), BECHTE (1988), 
RAGATZ/MABERT (1988), BECHTE (1994) und SABUNCUOGLU/KARAPINAR (1999). Eine Übersicht 
über eine Reihe dieser Arbeiten und ihrer praktischen Anwendungen sowie Erweiterungen findet sich in 
BREITHAUPT//NYHUIS (2002). 
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Freigabezeitpunkt höchstens eine vorgegebene Anzahl von Zeiteinheiten in der 
Zukunft liegt.328 
Einen anderen Ansatz, die zu minimierende Zielgröße bei der Bestimmung des 
Freigabezeitpunkts zu berücksichtigen, verfolgen HUNG und LEACHMAN.329 Sie 
wenden ein iteratives Verfahren an, bei dem die Freigabezeitpunkte mithilfe eines 
linearen Programms bestimmt werden, dass die Zielerreichung auf Basis der 
erwarteten Fertigstellungszeitpunkte berücksichtigt. Die Fertigstellungszeitpunkte 
werden mithilfe von Vorwärtssimulation auf Basis der berechneten 
Freigabezeitpunkte bestimmt und dienen als Grundlage für das lineare Programm der 
nächsten Iteration.  
3.6.4 Gesamtheitliche Konzepte unter Einbeziehung der 
Auftragsfreigabe 
Die einfachsten Konzepte, die Auftragsfreigabe und Ablaufplanung 
zusammenführen, erreichen dies, indem sie entweder den Grundgedanken einer 
Prioritätsregel auf die Freigabe ausweiten oder eine Prioritätsregel so ausgestalten, 
dass sie die Auftragsfreigabe unterstützt. Der SCHED-STAR-Ansatz führt die 
Maschinenbelegung auf Basis eines Prioritätswerts durch, der demjenigen auf Basis 
der ATC-Prioritätsregel ähnlich ist.330 Die Auftragsfreigabe wird derart 
durchgeführt, dass Aufträge zurückgehalten werden, bis ihr auf gleicher Weise 
berechneter Prioritätswert einen vorgegeben Grenzwert überschreitet. Über die 
Vorteilhaftigkeit dieser Vorgehensweise kann keine Aussage gemacht werden, da 
Freigabe- und Maschinenbelegungsverfahren nicht getrennt untersucht werden. Im 
Gegensatz dazu steht der Starvation-Avoidance-Ansatz, dessen Ausgangspunkt ein 
Freigabeverfahren ist, das dem System immer dann einen neuen Auftrag zuführt, 
wenn sonst Gefahr besteht, dass es zu einem Leerlauf der Engpassmaschine 
kommt.331 Um sicherzustellen, dass dieser neue Auftrag die Engpassmaschine 
rechtzeitig erreicht, wird der Freigabemechanismus durch eine Prioritätsregel 
ergänzt. Wenn der Engpass ausreichend über Arbeitsvorrat verfügt, findet an allen 
                                                 
328 Vgl. z.B. BECHTE (1980), KETTNER/BECHTE (1981), WIENDAHL (1987), BECHTE (1988), und 
BECHTE (1994). 
329 Vgl. hierzu und im Folgenden HUNG/LEACHMAN (1996). 
330 Vgl. hierzu und im Folgenden MORTON et al. (1988). Eine Darstellung der ATC-Regel findet sich in 
Abschnitt 3.5.3 der vorliegenden Arbeit. 
331 Vgl. hierzu und im Folgenden GLASSEY/RESENDE (1988b). 
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Maschinen die SRPT-Regel-Anwendung, die bei abnehmendem Arbeitsvorrat 
zunehmend durch eine SA-Regel ersetzt wird, die Aufträge bevorzugt, die die 
Engpassmaschine schnell erreichen können.332 
Daneben existieren auch Ansätze, die die einzelnen Aufgaben der 
Produktionsdurchführungsplanung und Materialflusssteuerung nicht isoliert, sondern 
als geschlossenes System interdependenter Entscheidungsprozesse betrachten. Ein 
bekannter Ansatz dieser Gruppe ist Workload Control (WLC).333 Er hat das Ziel, die 
Arbeitvorräte, die sich für die einzelnen Maschinen im System befinden, so zu 
steuern, dass sie nicht zu hoch werden und somit kurze und gut vorhersagbare 
Durchlaufzeiten sowie eine hohe Termintreue gewährleistet werden können. Das 
Gesamtkonzept beinhaltet vier Einzelentscheidungen, die sequenziell aufeinander 
folgen. Als erstes entscheidet die Order Acceptance darüber, ob ein Auftrag 
überhaupt angenommen oder abgelehnt werden soll und berücksichtigt dabei die 
Kosten der jeweiligen Entscheidung in Anbetracht der Tatsache, dass die Ablehnung 
einzelner Aufträge die Wahrscheinlichkeit verspäteter Aufträge senkt. Für 
angenommene Aufträge wird im zweiten Schritt mithilfe eines geeigneten 
Verfahrens der Fertigstellungstermin mit dem Kunden fixiert, was in den meisten 
Fällen auf Basis einer Durchlaufzeitschätzung geschieht. Im nächsten Schritt wird 
über die Auftragsfreigabe und damit den Fertigungsbeginn entschieden, wobei beim 
WLC die Nichtüberschreitung von vorgegebenen Arbeitsvolumina im Mittelpunkt 
steht. Die freigegebenen Aufträge in den Maschinenwarteschlangen werden 
schließlich im vierten Schritt, der Reihenfolgeplanung, mithilfe von Prioritätsregeln 
für die Bearbeitung eingeplant. Die verschiedenen Veröffentlichungen zu diesem 
Ansatz beschäftigen sich entweder mit einem Teil dieser vier Mechanismen334 oder 
mit Fragen der Implementierung in realen Systemen335. Für einen verwandten Ansatz 
existiert zudem eine umfangreiche Studie, bei der für jede der vier Fragestellungen 
                                                 
332 Eine Ausführung zu dieser Prioritätsregel findet sich auch in Abschnitt 3.4.3, da sie auf dem 
Voraussichtsansatz der Klasse IIIb basiert. 
333 Für einen guten Überblick über den Ansatz und die dazu veröffentlichte Literatur ist STEVENSON/HENDRY 
(2006) zu empfehlen. Die Entstehungsgeschichte und Details zu den einzelnen betrachteten Teilbereichen sowie 
die Abgrenzung zu ähnlichen Konzepten finden sich auch in LAND/GAALMAN (1996). Als Grundlage wird oft 
auch die an der Technischen Universität Hannover entstandene Dissertation JENDRALSKI (1978) genannt. 
334 Vgl. u.a. BERTRAND (1983a), KINGSMAN/TATSIOPOULOS/HENDRY (1989), HENDRY/WONG 
(1994), HENDRY/KINGSMAN/CHEUNG (1998), LAND/GAALMAN (1998), KINGSMAN (2000), 
OOSTERMAN/LAND/GAALMAN (2000), HASKOSE/KINGSMAN/WORTHINGTON (2004), LAND (2004) 
und LAND (2006). 
335 Vgl. u.a. STEVENSON (2006) und HENDRY et al. (2008). 
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jeweils unterschiedliche Heuristiken hergezogen werden.336 Die bisherigen WLC-
Untersuchungen haben jedoch eine Reihe von Einschränkungen gemeinsam. So 
betrachten sie für die vier Teilfragen jeweils nur eine kleine Auswahl von meist 
außerhalb des WLC-Ansatzes entwickelten Heuristiken, die oft nicht zu den besten 
bekannten Lösungsverfahren für diese Teilfragestellungen gehören. Auch findet 
meist keine Abstimmung zwischen den Lösungsverfahren der Teilfragen statt. 
Vielmehr werden nur Wechselwirkungen zwischen den unabhängigen 
Steuerungsaufgaben ermittelt. Außerdem wird festgestellt, dass durch eine simultane 
Berücksichtigung der Teilfragestellungen eine Verbesserung der Zielerreichung 
möglich ist.337 Die Wechselwirkungen einzelner Steuerungsparameter innerhalb 
eines Teilaspekts sind jedoch schon hoch komplex und schwer vorhersagbar.338 
Daher erscheint es sinnvoll, ähnlich wie bei SCHED-STAR und Starvation 
Avoidance, das gleiche vorausschauende Grundkonzept soweit wie möglich auf alle 
Fragestellungen anzuwenden. Wenn ähnliche Wirkungsweisen eines Ansatzes bei 
mehreren Fragestellungen aufgezeigt werden können, lässt sich die Komplexität der 
Wechselwirkungen weiter reduzieren. Sinnvoll wäre jedoch eine Verallgemeinerung, 
sodass im Gegensatz zu den beiden genannten Verfahren je nach verfolgter 
Zielsetzung unterschiedliche Voraussichtsansätze Anwendung finden können. 
3.6.5 Zusammenfassende Beurteilung 
In Abschnitt 3.6 werden die Parallelen in den Ansätzen der Ablaufplanung und 
der Auftragsfreigabe dargestellt. Dabei ist festzustellen, dass nicht alle in der 
vorliegenden Arbeit aufgezeigten Voraussichtsmechanismen auch für die 
Auftragsfreigabe eingesetzt werden. Dies gilt z.B. für die auftragsorientierte 
Voraussicht der Klasse IIIa und auch für die Berücksichtigung der Erreichung 
einzelner, nicht nur terminorientierter Zielgrößen. Durch eine Anwendung der 
gleichen Mechanismen für beide Fragestellungen könnte ein einheitliches 
Steuerungskonzept entwickelt werden, das auf der gleichen Datenbasis fußt. So 
bietet z.B. der Freigabepool eine Reihe von Informationen über bald im 
Produktionssystem zu bearbeitende Aufträge, die z.B. im Rahmen von Inserted 
                                                 
336 Vgl. u.a. MOREIRA/ALVES (2005a), MOREIRA/ALVES (2005b), MOREIRA/ALVES (2006), MOREIRA 
(2007), SOUSA/MOREIRA (2007), MOREIRA/ALVES (2008) und MOREIRA/ALVES (2009). 
337 Vgl. MOREIRA/ALVES (2009), S. 2817-2818. 
338 LAND untersucht in LAND (2006) detailliert die Auswirkung der Parametrisierung der Auftragsfreigabe und 
stellt bereits bei dieser Teilfragestellung komplexe Zusammenhänge fest.  
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Idleness genutzt werden können. Umgekehrt findet bisher selten eine 
Berücksichtigung von Maschinenstörungen bei der Auftragsfreigabe statt.339 Diese 
Beispiele zeigen, dass für eine Integration der Auftragsfreigabe in die Ablaufplanung 
eine Reihe von Fragen noch nicht untersucht wurde. Auf Basis der bisher 
gewonnenen Erkenntnisse lassen sich dennoch einige Eigenschaften für das für die 
vorliegende Arbeit zu entwickelnde Freigabeverfahren ableiten. So scheint es 
sinnvoll, auf starre Workload-Obergrenzen zu verzichten, um ungewollte Leerzeiten 
aufgrund nicht freigegebener Aufträge ausschließen zu können. Ein flexibleres 
Work-Load-Balancing-Konzept, dass sich auch mithilfe anderer durch Voraussicht 
gewonnener Informationen erweitern lässt, erscheint vorteilhafter. Zur Untersuchung 
der Einzeleffekte sollte zudem der Empfehlung von CIGOLINI, PERONA und 
PORTIOLI folgend, ein modularer Ansatz gewählt werden.340 In Abschnitt 4.5 
werden Möglichkeiten vorgestellt, wie diese Anforderung durch Erweiterung der 
Voraussichtsmechanismen auf die Auftragsfreigabe erreicht werden kann. Auf 
diesem Weg ist es auch möglich, eine kontinuierliche Behandlung der einzelnen 
Aufträge auf Basis der gleichen Kriterien zu gewährleisten.  
                                                 
339 In MOREIRA (2007) wird untersucht, welche Auswirkung Maschinenstörungen auf die Vorteilhaftigkeit der 
Freigabemechanismen haben. Es wird jedoch nicht versucht, Störungen bei der Freigabeentscheidung zu 
antizipieren. 
340 Vgl. CIGOLINI/PERONA/PORTIOLI (1998). 
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4. Erweiterung von Prioritätsregeln um 
Voraussicht 
4.1 Voraussichtsmechanismen der Klasse I 
In Abschnitt 3.2 werden ausführlich unterschiedliche Verfahren vorgestellt, die 
durch die Verwendung von Inserted Idleness versuchen, die Zielerreichung in der 
Ablaufplanung zu verbessern. Zumeist wird dies derart umgesetzt, dass ein 
grundlegendes Steuerungsverfahren eingesetzt wird, dessen Entscheidung durch ein 
spezielles Inserted-Idleness-Verfahren überschrieben werden kann. Letzteres 
entscheidet, ob abweichend von der regulären Entscheidung statt des Beginns der 
Auftragsbearbeitung die Maschine im Leerlauf belassen werden soll. Nachteil dieser 
Herangehensweise ist, dass beide Entscheidungsprozesse mehr oder weniger isoliert 
voneinander stattfinden und bestenfalls für eine spezifische Problemstellung 
aufeinander abgestimmt werden können. Es liegt jedoch keine allgemeine Methodik 
vor, die als Erweiterung einer beliebigen Prioritätsregel verstanden werden kann. Die 
vorliegende Arbeit beschreitet daher einen anderen Weg. Anstatt zwei getrennte 
Entscheidungsphasen für die Maschinenbelegung durchzuführen, werden 
ausreichend Informationen zur Verfügung gestellt, sodass die eingesetzte 
Prioritätsregel auch zukünftig ankommende Aufträge berücksichtigen kann. Damit 
die Reihenfolgeplanung weiterhin dezentral durchgeführt werden kann, findet diese 
Informationsbereitstellung mithilfe von Dummyaufträgen statt. Jede Maschine hat 
die Möglichkeit, für Aufträge, die sich in ihrer Warteschlange befinden oder gerade 
von ihr bearbeitet werden, einen Dummyauftrag zu erzeugen, der die gleiche 
Charakteristik wie der zugrunde liegende Auftrag aufweist. Diese Dummyaufträge 
werden dann als Platzhalter für den später folgenden realen Auftrag an die 
Nachfolgemaschine in der Maschinenfolge des Auftrags gesandt. Dort werden sie 
gemeinsam mit anderen realen und Dummyaufträgen in die Warteschlange 
eingereiht, aus der dann mithilfe einer Prioritätsregel ein Auftrag zur Bearbeitung 
ausgewählt werden kann, sobald die Maschine verfügbar wird. Für die genaue 
Ausgestaltung dieses Verfahrens sind die folgenden Fragen zu beantworten, die 
denen entsprechen, die auch im Rahmen der in Abschnitt 3.2 beschriebenen 
Verfahren berücksichtigt werden müssen: 
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II.1 Für welche Aufträge werden Dummyaufträge erzeugt? 
II.2 Welche Auftragsdaten müssen bei Übertragung auf den Dummyauftrag 
modifiziert werden? 
II.3 Wie wird bestimmt, welcher Dummyauftrag einen Auftrag repräsentiert, 
der eilig genug ist, dass die Maschine trotz verfügbarem realen Auftrags 
auf den Eilauftrag wartet? 
II.4 Wie groß ist die maximale Zeitspanne, die eine Maschine auf einen 
Eilauftrag wartet und wie kann die Wartezeit genutzt werden? 
 
Zu Ausgestaltungsfrage II.1: 
Diese Frage entspricht im Wesentlichen der nach der Größe des Lösungsraums, 
mit der sich eine Reihe von Arbeiten beschäftigen, die in Abschnitt 3.2 ausführlich 
dargestellt und erörtert wurden. In diesem Zusammenhang ist als erstes festzustellen, 
dass das hier vorgestellte Verfahren selbst bei der Anwendung auf statisch 
deterministische Probleme nicht in der Lage ist, alle aktiven Ablaufpläne zu erstellen 
und somit ggf. auch eine optimale Lösung nicht finden kann. Dies liegt daran, dass 
immer nur Dummyaufträge für die direkt nachfolgende Maschine erzeugt werden. Es 
sei als Beispiel ein extrem eiliger Auftrag angenommen, der auf jeder Maschine im 
Verhältnis zu den anderen Aufträgen extrem kurze Bearbeitungszeiten aufweist. Für 
die optimale Lösung könnte es dann z.B. nötig sein, dass die dritte Maschine der 
Maschinenfolge auf die Ankunft dieses Auftrags wartet. Aufgrund der extrem kurzen 
Bearbeitungszeiten ist der Auftrag zum Zeitpunkt, an dem diese Entscheidung 
getroffen werden muss, aber evtl. noch nicht einmal an der zweiten Maschine 
eingetroffen. Dann ist durch Maschine zwei noch kein Dummy erzeugt worden, der 
die Maschine drei veranlassen könnte, zu warten. Behoben werden könnte dieses 
Problem z.B. durch Dummykaskaden, indem Dummies selbst neue Dummies 
erzeugen. Dies würde allerdings die Rechenzeit erheblich erhöhen, da die 
Dummyanzahl ein Vielfaches der Auftragsanzahl betragen würde und für jede 
Maschinenbelegungsentscheidung alle Aufträge und Dummies betrachtet werden 
müssten. 
Zusätzlich würde diese Vorgehensweise die Unsicherheitsproblematik 
verschärfen, die im Rahmen der Dummyverwendung auftritt. Zur Erläuterung dieser 
Problematik sei angenommen, dass für jeden Auftrag im System exakt ein 
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Dummyauftrag erzeugt wird und zur jeweiligen Nachfolgemaschine gesandt wird. 
Unter der Annahme, dass keine Störungen eintreten, ist festzustellen, dass nur für die 
aktuell in Bearbeitung befindlichen Aufträge genau gesagt werden kann, wann diese 
an der Nachfolgemaschine eintreffen werden. Für alle anderen Aufträge ist zu 
beachten, dass sich die Prioritäten im Zeitablauf ändern können, was zu einer 
Umsortierung führen würde. Außerdem können neue Aufträge eintreffen, die vor 
bereits wartenden Aufträgen in der Warteschlange eingefügt werden. Beides hat zur 
Folge, dass sich die erwarteten Ankunftszeiten an der Nachfolgemaschine ändern, 
was wiederum zwei Konsequenzen hat. Zum einen kann bereits eine Wartezeit auf 
Basis eines Dummyauftrags initiiert worden sein, der nach Berücksichtigung der 
veränderten Ankunftszeit nicht mehr zum Auslösen der Wartezeit geführt hätte. 
Diese Wartezeit wäre für die produktive Nutzung verloren. Auch ist es möglich, dass 
ein Auftrag erst durch die gestiegene Priorität früh genug ankommt, dass auf ihn 
gewartet werden sollte, die betroffene Maschine aber bereits die Bearbeitung eines 
anderen Auftrags begonnen hat. Zum anderen ist nicht außer Acht zu lassen, dass es 
sich um ein dezentrales Entscheidungssystem handelt. Bei jeder Änderung von 
Auftragsdaten, wie z.B. der erwarteten Ankunftszeiten an der Nachfolgemaschine, 
müssen somit neue Dummies erzeugt werden. Außerdem ist ein Austauschprozess in 
der Warteschlange der Nachfolgemaschine notwendig, um den alten Dummyauftrag 
zu finden und durch den neuen zu ersetzen. Auch dies würde den Rechenaufwand 
deutlich erhöhen. 
Betrachtet man die in Abschnitt 3.2.2 zusammengefassten Erkenntnisse, so zeigen 
diese auf, dass es i.d.R. ausreichend ist, eine Teilmenge der aktiven Ablaufpläne zu 
betrachten um mit deutlich geringerem Rechenaufwand sehr gute Lösungen zu 
erhalten. Außerdem ist im Normalfall die Wahrscheinlichkeit sehr gering, dass es 
vorteilhaft ist, auf einen Auftrag zu warten, der sich z.B. an dritter Position in der 
Warteschlange der Vorgängermaschine befindet und erst entsprechend weit in der 
Zukunft an der wartenden Maschine ankommen wird. 
Diese Zusammenhänge berücksichtigend, werden in der vorliegenden Arbeit nur 
Dummies für Aufträge erzeugt, deren Bearbeitung durch eine Maschine gerade 
begonnen wird und die sich noch nicht im letzten Bearbeitungsschritt befinden. 
Diese Dummies werden dann an die jeweilige Nachfolgemaschine übermittelt und 
entfernt, sobald der zugrunde liegende reale Auftrag eintrifft. 
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Zu Ausgestaltungsfrage II.2: 
Sobald eine Maschine auf einen eiligen Auftrag wartet, hat dies zur Folge, dass 
sich die Bearbeitung bereits wartender und evtl. in der Zukunft ankommender 
Aufträge verzögert. Wenn eine Prioritätsregel reguläre Aufträge und Dummyaufträge 
in gleicher Form behandeln soll, müssen an den Daten des Dummyauftrags 
Modifikationen vorgenommen werden, um diesem Umstand Rechnung zu tragen. 
Eine Maßnahme ist, dass als Ankunftszeit an der entsprechenden Maschine nicht wie 
bei einem regulären Auftrag die tatsächliche Ankunftszeit des Dummies, sondern die 
erwartete Ankunftszeit des zugrunde liegenden Auftrags vermerkt wird. Auf diese 
wird z.B. bei Verwendung der FIFO-Regel zurückgegriffen. 
Außerdem muss die Operationsbearbeitungszeit angepasst werden, die ebenfalls 
in vielen Prioritätsregeln Anwendung findet. Die SPT-Regel sortiert Aufträge z.B. 
nach nicht absteigender Bearbeitungszeit, was in vielen Fällen zu minimalen oder 
zumindest sehr geringen mittleren Wartezeiten aller Aufträge führt. An dieser Stelle 
wird auch die notwendige Modifikation deutlich, da alle anderen Aufträge nicht nur 
warten müssen, bis ein Auftrag bearbeitet wurde, sondern auch, bis er überhaupt zur 
Bearbeitung verfügbar ist. Dementsprechend wird die Bearbeitungszeit eines 
Dummyauftrags im Vergleich zum zugrunde liegenden Auftrag um die Zeitspanne 
verlängert, die wahrscheinlich vergehen wird, bis er die betrachtete Maschine 
erreicht. Dies berücksichtigt allerdings noch nicht, dass die mittlere Wartezeit stärker 
steigen wird, wenn mehr Aufträge von der zusätzlichen Wartezeit betroffen sind. 
Deswegen findet eine weitere Verlängerung der Bearbeitungszeit durch 
Multiplikation mit der Wartschlangenlänge und einem Faktor statt, der noch 
experimentell zu bestimmen ist. Dieser legt die Stärke der Berücksichtigung der 
Verzögerung anderer Aufträge fest. 
Die Verlängerung um den gleichen Betrag wird für alle Operationstermine und 
den Auftragsfertigstellungstermin durchgeführt, damit auch für terminorientierte 
Prioritätsregeln die Wartekosten der anderen Aufträge berücksichtigt werden 
können.341 Beiden Erhöhungen ist allerdings gemein, dass sie sich im Zeitablauf 
verändern, weshalb die Dummybearbeitungszeit und Dummytermine bei Freiwerden 
                                                 
341 Für die in Tabelle 22 dargestellten Regeln, die in der vorliegenden Arbeit Anwendung finden, bedeutet dies, 
dass nur die FIFO-Regel den gleichen Prioritätswert für den Dummyauftrag und den zugrunde liegenden Auftrag 
aufweist. Inserted Idleness auf Basis eines Prioritätswerts ist im Rahmen der FIFO-Prioritätsregel aber ohnehin 
nicht sinnvoll. Für andere, in dieser Untersuchung nicht herangezogene Regeln, können evtl. weitere 
Modifikationen notwendig sein. 
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der Maschine, also dem Zeitpunkt, an dem der Prioritätswert relevant ist, jeweils auf 
Basis der verbleibenden Wartezeit sowie der aktuellen Wartschlangenlänge neu 
berechnet werden. 
Außerdem wird beim Dummyauftrag die Summe der bereits eingetretenen 
Bearbeitungszeiten an allen schon durchgeführten Operationen um die 
Bearbeitungszeit erhöht, die nötig ist, die aktuelle Operation am zugrunde liegenden 
Auftrag durchzuführen. Diese Kennzahl wird ebenso für manche 
Prioritätsbestimmungen benötigt, wie die geschätzten Fertigstellungszeitpunkte der 
einzelnen Operationen eines Auftrags. Bei Erzeugung des Dummies werden diese 
Zeitpunkte für die noch ausstehenden Operationen neu geschätzt. Da die Bearbeitung 
des zugrunde liegenden Auftrags zu diesem Zeitpunkt beginnt, wird für die 
Schätzung angenommen, dass der Auftrag nach der als zu diesem Zeitpunkt bekannt 
angenommenen Bearbeitungszeit die Nachfolgemaschine erreicht. Für den 
entsprechenden Zeitpunkt wird das in Abschnitt 4.6 beschriebene Schätzverfahren 
durchgeführt. Da die Auftragsdummydaten somit auf der aktuelleren Schätzung 
basieren, kann es auch bei den Fertigstellungsterminen zu Unterschieden im 
Vergleich zum zugrunde liegenden Auftrag kommen. Alle anderen Daten werden 
vollständig und unmodifiziert übernommen. 
 
Zu Ausgestaltungsfrage II.3: 
Durch die beschriebene Erzeugung von Dummyaufträgen und die dargestellte 
Modifikation ihrer Daten wird erreicht, dass kein zweistufiges Verfahren mehr 
notwendig ist, um darüber zu entscheiden, ob auf einen Auftrag gewartet werden 
soll. Für alle regulären Aufträge und Dummyaufträge wird aber auf Basis der ggf. 
modifizierten Daten ein Prioritätswert berechnet, der zusätzlich noch um die in den 
folgenden Abschnitten beschriebenen Voraussichtsberücksichtigungen erweitert 
werden kann. Dadurch wird es unnötig, ein Kriterium festzulegen, anhand dessen 
bestimmt wird, ob ein Auftrag eilig ist und deswegen auf ihn gewartet werden sollte. 
Befindet sich ein Dummyauftrag am Kopf der Warteschlange, weil er die höchste 
Priorität aufweist, so ist er eilig und die Maschine wartet auf seine Ankunft. 
 
Zu Ausgestaltungsfrage II.4: 
Andere Ansätze, die Inserted Idleness anwenden, legen fest, wie lange eine 
Maschine maximal auf einen Auftrag warten darf. Wie in Abschnitt 3.2 beschrieben, 
kann dies z.B. die kürzeste in der entsprechenden Warteschlange anzutreffende 
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Operationsbearbeitungszeit sein. Außerdem wird festgelegt, wie die Wartezeit evtl. 
genutzt werden soll, wie z.B. durch die Bearbeitung des Auftrags mit der kürzesten 
Bearbeitungszeit. Diese Vorgehensweise hat, wie in Abschnitt 3.2 aufgezeigt, zur 
Folge, dass z.T. optimale Lösungen gar nicht mehr erzielt werden können. Außerdem 
wird z.T. der Auftrag mit der kürzesten Bearbeitungszeit ausgewählt, obwohl evtl. 
ein anderer mit höherer Priorität auch in der Wartezeit hätte bearbeitet werden 
können. Um diese Probleme zu umgehen, wird keine maximale Wartezeit festgelegt, 
sondern nur bestimmt, wie lange es noch dauern wird, bis der eilige Auftrag die 
Maschine wahrscheinlich erreichen wird. Im nächsten Schritt wird die 
Warteschlange ein zweites Mal durchsucht. Aus den Aufträgen, die vor Ankunft des 
eiligen Auftrags bearbeitet werden können, wird derjenige ausgewählt, der bereits in 
der Warteschlange vorliegt und der die höchste Priorität aufweist. Dadurch wird die 
eigentliche Systematik nicht durchbrochen und sowohl die Prioritätsregel als auch 
die evtl. im Einsatz befindlichen Voraussichtsmechanismen finden weiterhin 
Anwendung. Auch ist es möglich, dass mehrere Aufträge in der Wartezeit bearbeitet 
werden, da nach der Beendigung der ersten eingefügten Operation der 
Auswahlprozess erneut angestoßen wird. Befindet sich derselbe Auftragsdummy 
noch immer am Kopf der Warteschlange, wird erneut versucht, die Restwartezeit für 
die Bearbeitung eines weiteren Auftrags zu nutzen. Befindet sich bei einer dieser 
Maschinenbelegungsentscheidungen kein Auftrag in der Warteschlange, der 
rechtzeitig fertiggestellt werden kann, so wird die Maschine in einen Wartezustand 
versetzt. Dieser Wartezustand endet automatisch bei Eintreffen eines beliebigen 
neuen Auftrags, der eine erneute Auswahlentscheidung auslöst. Diese kann entweder 
zum Start der Bearbeitung eines Auftrags oder zum erneuten Auslösen des 
Wartezustands führen. Dadurch wird sichergestellt, dass die Maschine nicht 
zwangsläufig auf einen Eilauftrag warten muss, sondern bei neuer Informationslage 
auch eine dann vorteilhaftere Entscheidung getroffen werden kann. 
In Abschnitt 6.3 wird die Wirkung unterschiedlicher Werte für den 
Warteschlangenlängenmultiplikator zur Berechnung der Bearbeitungszeiten und 
Fertigstellungstermine von Dummyaufträgen experimentell untersucht. Auch wird 
auf die Interaktionseffekte mit der Wahl der angewendeten Prioritätsregel sowie den 
vorliegenden Systemparametern eingegangen. Schließlich wird in Abschnitt 6.8 die 
Anwendung von Inserted Idleness in Kombination mit anderen 
Voraussichtsmechanismen untersucht.  
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4.2 Voraussichtsmechanismen der Klasse II 
Der Begriff der Erhöhung der Planungssicherheit zeigt bereits das Dilemma bei 
der Umsetzung dieser Art der Voraussicht im Rahmen der Anwendung von 
Prioritätsregeln auf. Sie setzt nämlich erst einmal voraus, dass überhaupt ein 
Ablaufplan erzeugt wird, wofür Prioritätsregeln grundsätzlich geeignet sind. Sie 
verlieren aber ihre eigentliche Stärke, keinen Ablaufplan erstellen zu müssen, 
sondern immer auf aktuelle Information zugreifen zu können, indem eine 
Maschinenbelegungsentscheidung im spätestmöglichen Moment getroffen wird. Zur 
Erstellung vollständiger Ablaufpläne für die statisch deterministischen Teilprobleme 
gibt es zudem besser geeignete Verfahren. Um die Wechselwirkung der Vertreter 
aller Voraussichtsklassen im Rahmen der Prioritätsregelsteuerung untersuchen zu 
können, muss ein Weg gefunden werden, auch die Verfahren der Klasse II in einem 
reaktiven Ansatz abzubilden. 
Robustheit eines Ablaufplans wird mit den in Abschnitt 3.3 vorgestellten 
Verfahren im Normalfall erreicht, indem versucht wird, das Eintreten zukünftiger 
stochastischer Ereignisse zu prognostizieren und anschließend zu antizipieren. Die 
Antizipierung erfolgt, indem dafür gesorgt wird, dass zum erwarteten 
Eintrittszeitpunkt des Ereignisses nach Abzug der entstehenden Kapazitätseinbußen 
noch immer ausreichend Produktionskapazität für die zu bearbeitenden Aufträge 
vorhanden ist. Oft wird dies erreicht, indem in den Ablaufplan Leerzeiten eingefügt 
werden, die dafür bestimmt sind, die Kapazitätsreduzierung vorwegzunehmen. Bei 
Nichteintreten des stochastischen Ereignisses können die Leerzeiten produktiv 
genutzt werden. Auch wenn im Rahmen der Anwendung von Prioritätsregeln keine 
explizite Berücksichtigung der Kapazität stattfindet, so wird zumindest implizit 
durch Steuerung des Arbeitsvorrats (Work Contents) einer Maschine versucht, 
Kapazität und Arbeitsvolumen in Balance zu halten.342 Ausgehend von diesen 
Überlegungen wird in der vorliegenden Arbeit versucht, Robustheit dadurch zu 
erreichen, dass der erwartete Work Content um die Kapazitätsinanspruchnahme 
durch Störungen erhöht wird. Die erwarteten Work Contents können dann als 
Datenbasis für Steuerungsmechanismen herangezogen werden. 
                                                 
342 Selbst die einfache WINQ-Prioritätsregel z.B. bevorzugt immer den Auftrag, der im nächsten 
Bearbeitungsschritt die Maschine mit dem geringsten Arbeitsvolumen benötigt und sorgt somit dafür, dass 
Maschinen mit sehr großem Arbeitsvolumen keine weiteren Aufträge zugeführt werden, solange es Alternativen 
dazu gibt. Liegen gleiche Kapazitäten aller Maschinen vor, wird so indirekt auch eine gleichmäßige Auslastung 
erzielt. 
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Da in der vorliegenden Arbeit nur der Ausfall von Maschinen und nicht das 
Auftreten von stochastischen Bearbeitungszeiten betrachtet wird, soll die technische 
Umsetzung am Beispiel dieser Störungen erläutert werden, obwohl das Verfahren 
auch auf andere stochastische Einflüsse erweitert werden könnte.343 Für die 
Umsetzung ist es zuerst notwendig, empirische Daten über das Auftreten von 
Störungen zu sammeln. Um den Erhebungs- und Speicherungsaufwand gering zu 
halten, findet eine Beschränkung auf die mittlere Dauer der Störungen und den 
mittleren Zeitraum zwischen zwei Störungen für jede einzelne Maschine statt. Beide 
Kennzahlen werden immer bei Ende der Störung einer Maschine erhoben, indem der 
Mittelwert für den gesamten bisherigen Simulationszeitraum ermittelt wird. Da die 
Maschinenausfälle im vorliegenden Modell als unabhängig von der Auslastung des 
Systems angenommen werden, wird auf eine Einschwingphase verzichtet, genauso 
wie auf die Möglichkeit der Reaktion auf eine systematische Änderung der zugrunde 
liegenden Verteilungsfunktionen. Letzteres könnte durch gleitende Durchschnitte 
oder Exponential Smoothing relativ einfach erreicht werden, da sich aber am Prinzip 
nichts ändert, wird unterstellt, dass mittlere Dauer und Häufigkeit der Störungen 
konstant sind. Bis zum Eintreten der ersten Störung einer Maschine wird davon 
ausgegangen, dass diese Maschine keinen Störungen unterliegt und dass 
entsprechend auch keine Störungsantizipierung stattfindet. Dadurch kann der 
Voraussichtsmechanismus dezentral für jede Maschine initiiert werden, wenn nur 
einzelne Maschinen überhaupt von Störungen betroffen sind. 
Die so erhobenen Daten können genutzt werden, den Work Content anzupassen, 
sodass er die Zeitspannen enthält, in denen die Maschine wahrscheinlich aufgrund 
von Störungen nicht produktiv nutzbar sein wird. Dies geschieht wiederum durch 
Erzeugung von Dummyaufträgen, in diesem Fall Störungsdummies, die die 
erzeugende Maschine niemals verlassen, sondern bei Eintritt der zugehörigen 
Störung direkt gelöscht werden. Es werden für jede Maschine genau so viele 
Störungsdummies erzeugt, wie auf Basis der aktuellen Daten Störungen in dem 
Zeitraum erwartet werden, der zur Bearbeitung aller in der Warteschlange 
befindlichen Aufträge notwendig ist. Die Bearbeitungsdauer dieser Dummies 
entspricht genau der Zeit, die eine Störung im Mittel dauert. Das Verhältnis aus 
realem Work Content zu Störungsdummy-Work-Content entspricht für jede 
Maschine demnach dem Verhältnis der bisher eingetreten Zeitspanne, die die 
                                                 
343 Für stochastische Bearbeitungszeiten z.B. erscheint es sinnvoll, zunächst die Quellen der Unsicherheit zu 
untersuchen, um für jede Situation die nötigen Kapazitätssicherheitsreserven bestimmen zu können.  
 116 
Maschine keiner Störung unterlag zur Summe aller Störungszeitspannen. Eine 
Abweichung tritt in zweierlei Form auf. Erstens kann nach der letzten erwarteten 
Störung noch Rest-Work-Content vorliegen, der die mittlere Zeitspanne zwischen 
zwei Störungen unterschreitet und somit wahrscheinlich abgearbeitet sein wird, 
bevor die nächste Störung eintritt. Außerdem muss berücksichtigt werden, dass zum 
Zeitpunkt der Bestimmung schon ein Teil der mittleren Zeitspanne zwischen zwei 
Störungen vergangen sein kann und dieser Zeitraum ebenfalls berücksichtigt werden 
muss. 
Immer wenn sich der Work Content einer Warteschlange ändert, wird die korrekte 
Anzahl der Störungsdummies neu bestimmt und sollte die aktuelle Anzahl davon 
abweichen, werden entweder neue Dummies erzeugt oder überschüssige gelöscht. 
Nach der Bestimmung der Priorität aller Aufträge, was im Normalfall direkt vor 
einer Maschinenbelegung geschieht, werden vor dieser Entscheidung auch die 
Prioritäten der Störungsdummies und ihre Bearbeitungszeit bestimmt.344 Die 
Prioritätswerte werden so festgelegt, dass sie jeweils minimal kleiner sind als der 
Prioritätswert des Auftrags, der wahrscheinlich nicht mehr vor Eintritt der 
entsprechenden Störung beendet werden kann. Es handelt sich also um den Auftrag, 
dessen Bearbeitungszeit die Summe der Bearbeitungszeiten aller Aufträge nach der 
zuletzt eingeplanten Störung die mittlere Zeitspanne zwischen zwei Störungen 
überschreiten lässt. Die Störung wird somit vor demjenigen Auftrag in die 
Warteschlange eingefügt, während dessen Bearbeitung sie wahrscheinlich eintreten 
wird. So werden Modellgrundannahmen B.2 und B.4 berücksichtigt und es wird 
erreicht, dass der Fertigstellungszeitpunkt dieses und der folgenden Aufträge sich um 
die mittlere Störungsdauer nach hinten verschiebt.345 
Von besonderer Wichtigkeit ist dabei die Positionierung des ersten 
Störungsdummies in der Warteschlange, also desjenigen Dummies, der die früheste 
erwartete Störung repräsentiert. Diese entscheidet unter Berücksichtigung der 
                                                 
344 Die aktualisierte Bearbeitungszeit entspricht dann der zu diesem Zeitpunkt vorliegenden mittleren 
Störungsdauer. 
345 Vgl. Tabelle 1 und Tabelle 2 in Abschnitt 2.1.1 für alle Modellannahmen. Zu beachten ist, dass Annahme B.2 
eigentlich die Bearbeitungsunterbrechung durch eine Störung zulässt, in der Planungsentscheidung 
Störungsdummies aber wie Auftragsdummies behandelt werden und somit Aufträge repräsentieren. Deswegen 
findet hier die Annahme B.2 Anwendung und der Störungsdummy wird vor dem betroffenen Auftrag eingeplant. 
Tritt die Störung genau zum erwarteten Zeitpunkt ein, so wird die Auftragsbearbeitung für die Dauer der Störung 
unterbrochen und danach fortgesetzt. Das erwartete und das eingetretene Bearbeitungsende dieser Operation 
fallen somit wieder zusammen. 
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mittleren Zwischenstörungszeit auch über die Position aller übrigen 
Störungsdummies. Dafür wird zunächst berücksichtigt, dass die Maschine evtl. 
gerade noch mit der Bearbeitung eines Auftrags beschäftigt ist. Die restliche 
Zeitspanne der aktuellen Bearbeitung wird auf jeden Fall vergehen, bevor die 
Maschine neu belegt werden kann und muss somit bei der Summation der 
Bearbeitungszeiten als erstes berücksichtigt werden. Außerdem muss die mit der 
kumulierten Bearbeitungszeit zu vergleichende mittlere Zwischenstörzeit für die 
Bestimmung der Position des ersten Auftrags modifiziert werden. Von dieser Dauer 
wird der Zeitraum abgezogen, der seit Ende der zuletzt eingetretenen Störung 
vergangen ist. Sinkt die Zwischenstörzeit dadurch unter 0 ZE, so wird sie als 0 ZE 
angenommen. Durch diese Modifikation kann es vorkommen, dass sich letztendlich 
ein Störungsdummy am Kopf der Warteschlange befindet, ein sehr langer 
störungsfreier Betrieb bis zum aktuellen Zeitpunkt jedoch nicht zu einer Anhäufung 
von Störungsdummies führt. Liegt an der Maschine aktuell eine Störung vor, so wird 
die mittlere Zwischenstörzeit stattdessen um die Zeitspanne erhöht, die noch 
vergehen wird, bis die Störung behoben ist, damit die Zwischenstörzeit erst ab Ende 
der Störung gerechnet wird. 
Neben dieser informativen Aufgabe, die nur in Kombination mit anderen 
Verfahren Wirkung zeigt, können die Störungsdummies auch direkt genutzt werden. 
Es sei z.B. angenommen, dass die Nachfolgemaschine auf der Route eines Auftrags 
mit niedriger Priorität kurz davor steht, keine Aufträge mehr zur Bearbeitung zur 
Verfügung zu haben. Gleichzeitig ist in naher Zukunft mit einer Störung der 
Maschine zu rechnen, in deren Warteschlange sich der Auftrag befindet. Unter 
diesen Rahmenbedingungen kann es sinnvoll sein, diesen dringlichen Auftrag 
bevorzugt zu behandeln, damit er möglichst noch vor Eintreten der Störung die 
Maschine verlassen kann und somit zur Verhinderung des Leerlaufs der 
Nachfolgemaschine beiträgt. Die Umsetzung dieser Vorgehensweise erfolgt anhand 
der Position des ersten Störungsdummies in der Warteschlange.346 Befindet sich 
dieser am Kopf der Warteschlange, so ist damit zu rechnen, dass die 
                                                 
346 Für die vorliegende Arbeit wird ein einfacher Ansatz zur Umsetzung gewählt, um grundlegende Erkenntnisse 
zu erzielen. Die modulare Ausgestaltung der in dieser Arbeit herangezogenen Mechanismen bietet jedoch die 
Möglichkeit, in späteren Arbeiten eine detaillierte Untersuchung mit verschiedenen Ausgestaltungsvarianten 
durchzuführen. 
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Wahrscheinlichkeit einer bald eintretenden Störung überdurchschnittlich hoch ist.347 
Im Gegensatz zu dem in Abschnitt 4.1 beschriebenen Verfahren ist es in diesem 
Moment nicht sinnvoll, die Maschine in einen Leerlauf zu versetzen und auf das 
Eintreten der Störung zu warten. Stattdessen wird die Prioritätsbestimmung so 
umgestellt, dass besonders wichtige Aufträge entgegen der eigentlichen 
Prioritätsregel bevorzugt ausgewählt werden. Dafür wird allen regulären Aufträgen 
der Grundprioritätswert eins zugewiesen, sodass nur die in den nachfolgenden 
Abschnitten beschriebenen Voraussichtsmechanismen, die verschiedene 
Wichtigkeitsaspekte abbilden, über die Priorisierung der Aufträge entscheiden. Allen 
Auftragsdummies wird ein ausreichend hoher Prioritätswert zugewiesen, damit diese 
nicht den Kopf der Warteschlange erreichen können. Grund für diese Behandlung ist 
die Tatsache, dass, wie in Abschnitt 4.1 beschrieben, die Kosten des Wartens in den 
beschriebenen Kennzahlen eingepreist sind, die normalerweise zur Berechnung des 
Prioritätswerts herangezogen werden. Setzt man diesen Mechanismus durch die 
Gleichsetzung der Grundprioritätswerte außer Kraft, so führt dies zur Bevorzugung 
von Auftragsdummies im Vergleich zu regulären Aufträgen, sobald sich ein 
Störungsdummy am Warteschlangekopf befindet. Dies wäre weder gewünscht noch 
vorteilhaft. 
Die Berücksichtigung des Störungsdummy-Work-Contents findet insbesondere im 
Voraussichtsmechanismus statt, der in Abschnitt 4.3.3 beschrieben wird. Die 
Steuerungsmechanismen, die über die Priorität der Aufträge entscheiden, wenn sich 
ein Störungsdummy am Kopf der Warteschlange befindet, werden in den 
Abschnitten 4.3 und 4.4 beschrieben. In der vorliegenden Arbeit greift kein 
Verfahren auf die Position der weiteren Störungsdummies zurück. Dem Planer 
gestatten sie jedoch bei Inspektion der Warteschlange ein präziseres Bild vom 
aktuellen Arbeitsvorrat und den potentiellen Fertigstellungsterminen der einzelnen 
Aufträge. Für zukünftige Untersuchungen wäre zudem von Interesse, ob diese 
Information genutzt und zu einer Verbesserung der Lösungsqualität herangezogen 
werden kann. Die Abschnitte 6.4 und 6.8.2 beschäftigen sich mit der experimentellen 
Überprüfung der Wirksamkeit der beiden Mechanismen der Voraussichtsklasse II. Es 
                                                 
347 Dies stellt eine starke Vereinfachung dar, da das Erreichen der mittleren Zeitspanne zwischen zwei Störungen 
je nach Verteilungsfunktion der zugrunde liegenden Zufallsvariable sehr unterschiedliche 
Wahrscheinlichkeitswerte für das Eintreten einer Störung vor der Beendigung der nächsten Operation zur Folge 
haben kann. 
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wird insbesondere auf die Wirkung des in Kombination eingesetzten 
Voraussichtsverfahrens eingegangen. 
4.3 Voraussichtsmechanismen der Klasse III 
4.3.1 Grundlagen der Prioritätswertanpassung mithilfe von 
Sigmoidfunktionen 
Wie schon bei den Voraussichtsmechanismen aus den Abschnitten 4.1 und 4.2 ist 
es auch bei den im Folgenden dargestellten Mechanismen das Ziel, die Umsetzung 
der theoretischen Grundlagen innerhalb der Systematik der Verwendung von 
Prioritätsregeln durchzuführen. Es sollen Informationen über die Warteschlangen auf 
der restlichen Route eines Auftrags zusätzlich zu einer beliebig gewählten 
Prioritätsregel berücksichtigt werden können. In Abschnitt 3.6 werden die Parallelen 
zwischen diesem Grundgedanken der Voraussicht im Rahmen der Ablaufplanung 
und der Auftragsfreigabe dargestellt. Gleichzeitig wird auf eine Problematik 
hingewiesen, die in einer Reihe von Arbeiten für die Auftragsfreigabe festgestellt 
werden konnte. Es wird dargestellt, dass es problematisch sein kann, Aufträge nicht 
mehr freizugeben, sobald die aktuelle Arbeitslast einer Maschine eine vorgegebene 
Grenze überschreitet, da dann evtl. für andere Maschinen dringend benötigter 
Arbeitsvorrat im Freigabepool warten muss. Zerlegt man einen Job Shop durch 
Dekomposition in eine Reihe von 1-Maschinen-Problemen, wird deutlich, dass die 
Nichtberücksichtigung eines Auftrags in einer Warteschlange bei der 
Bearbeitungsauswahl dem Zurückhalten im Freigabepool ähnelt, weshalb mit 
vergleichbaren Konsequenzen zu rechnen ist. Da nach wie vor umstritten ist, welches 
Ausmaß das Problem fester Schranken annimmt, soll in dieser Arbeit auf die 
Verwendung dieser starren Grenzwerte verzichtet werden. Außerdem birgt der im 
Folgenden dargestellte Ansatz den Vorteil, eine Über- und Unterversorgung von 
Maschinen mit Aufträgen simultan zu berücksichtigen. Mit Engpasssituationen kann 
er ebenso umgehen und ist in der Lage, sich selbständig auf systematische 
Änderungen dieser Engpässe einzustellen. 
Eine der Hauptanforderungen an die Umsetzung aller Voraussichtsmechanismen 
ist, dass sie beliebig miteinander kombinierbar sein müssen. So wird sichergestellt, 
dass eine Untersuchung der Wechselwirkung möglich ist und dass sie im 
Praxiseinsatz so zusammengestellt werden können, wie sie im jeweiligen System zur 
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besten Zielerreichung führen. Diese Kombinierbarkeit wird in der vorliegenden 
Arbeit dadurch erreicht, dass Ausgangpunkt der Auftragspriorität immer die 
Grundpriorität auf Basis der jeweils angewandten Prioritätsregel ist, die durch 
Multiplikation mit unterschiedlichen Faktoren modifiziert wird. Wenn für jede 
Voraussichtsvariante ein Multiplikator eingesetzt wird, so ist zu gewährleisten, dass 
die Einzelwirkung eines Multiplikators die der Prioritätsregel oder der anderen 
Voraussichtsvarianten nicht grundsätzlich dominiert. Die Multiplikatoren müssen 
also so ausgestaltet sein, dass sie trotz unterschiedlicher Datengrundlagen 
Ausprägungen aus demselben beschränkten Wertebereich aufweisen. Außerdem 
sollte ein Multiplikator den neutralen Wert eins annehmen, wenn aufgrund einer 
Voraussichtsvariante weder eine Bevorzugung noch eine Benachteiligung des 
entsprechenden Auftrags wünschenswert ist. Um Verzerrungen zu verhindern, ist 
zudem eine stetige Zuordnung der jeweiligen Kennzahl zu einem Multiplikator 
wünschenswert. 
Um diese Anforderungen zu erfüllen, kommen zur Transformation der jeweils 
relevanten Kennzahl in der vorliegenden Arbeit Sigmoidfunktionen zum Einsatz. 
Dafür bietet sich insbesondere eine einfache algebraische Sigmoidfunktion an, wie 
sie in Gleichung (4.3.1) dargestellt wird, die eine praktikable Handhabbarkeit 
gewährleistet.348 
 
 ( )
2
1 xf x
L x
= +
+
 (4.3.1) 
 
Für die unabhängige Variable x ist die für die jeweilige Art der Voraussicht 
relevante Kennzahl einzusetzen. Durch den konstanten Lageparameter L > 0 kann die 
Wirkungsstärke gesteuert werden. Abbildung 3 zeigt exemplarisch, wie eine 
Sigmoidfunktion verläuft, wenn für x die Abweichung einer Kennzahl K vom Wert 
fünf angenommen wird und der Lageparameter L fünf beträgt. 
 
                                                 
348 Andere Sigmoidfunktionen, wie die logistische Funktion, der Arkustangens, der Tangens Hyperbolicus, die 
Gaußsche Fehlerfunktion, die Verteilungsfunktion der Normalverteilung und andere Verteilungsfunktionen sind 
für den hier gegebenen Zweck problematisch in der Anwendung und Parametrisierung. So ist z.B. die 
Verteilungsfunktion der Normalverteilung nicht durch eine geschlossene Funktion darstellbar. 
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Abbildung 3 - Exemplarischer Verlauf einer Sigmoidfunktion 
An diesem Beispiel lassen sich gut die Eigenschaften dieser Sigmoidfunktion 
erkennen. Dafür ist zunächst festzuhalten, dass für die vorliegende Arbeit alle 
Prioritätsregeln, wie in Tabelle 22 zu erkennen, so formuliert werden, dass die 
Priorität eines Auftrags mit fallendem Prioritätswert steigt. Der Auftrag mit dem 
kleinsten Prioritätswert wird somit als nächstes bearbeitet. Vor der 
Maschinenbelegungsentscheidung wird der dafür relevante Prioritätswert durch 
Multiplikation dieses Grundprioritätswerts mit dem Wert einer oder mehrerer 
Sigmoidfunktionen ermittelt. Der Verlauf der in Gleichung (4.3.1) dargestellten 
Sigmoidfunktion lässt sich so beschreiben, dass der Funktionswert für sehr kleine x-
Werte gegen null konvergiert und für sehr große gegen zwei. Bei K = 5 ergibt sich 
für x der Wert null und für f(x) der Wert eins, was bedeutet, dass in diesem Fall keine 
Modifikation des Prioritätswerts stattfindet. Wenn K z.B. den Work Content der 
jeweiligen Nachfolgemaschine darstellt, der für die Priorisierung berücksichtigt 
werden soll, und 5 ZE der angestrebte Wert ist, so lässt sich die Funktionsweise des 
Multiplikators gut erkennen. Weist die Nachfolgemaschine einen Work Content 
kleiner 5 ZE auf, so erhöht dies die Priorität des betroffenen Auftrags, wohingegen 
eine Überschreitung des angestrebten Work Contents zu einer Reduzierung führt. 
Beträgt der aktuelle Work Content genau 5 ZE, findet keine Prioritätsveränderung 
statt. Ebenfalls ist zu erkennen, dass eine leer stehende Nachfolgemaschine eine sehr 
starke Prioritätserhöhung verursacht, während Work Contents von 50 ZE und 100 ZE 
nahezu gleich behandelt werden. Dies ist insofern wünschenswert, als dass Leerlauf 
dringend zu vermeiden ist und dass eine deutliche Überlastung einzelner Maschinen 
in ihrer Wirkung begrenzt werden sollte, um Probleme ähnlich derer bei festen 
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Grenzen zu vermeiden.349 Offensichtlich werden an dieser Stelle allerdings auch 
zwei Problematiken. In anderen als dem beispielhaft dargestellten Fall könnte es 
unerwünscht sein, dass die Sigmoidfunktion punktsymmetrisch zum Wendepunkt ist. 
Wird der Zielwert um einen Betrag unterschritten, der zu einer Halbierung des 
Prioritätswerts führt, verursacht die Überschreitung des Zielwerts in gleicher Höhe 
nur eine Erhöhung des Prioritätswerts um 50%. Wird ein Grundprioritätswert mit 
beiden Faktoren multipliziert, so führt dies daher nicht zu einer Neutralisierung der 
Effekte, sondern zu einer Reduktion des Prioritätswerts um 25%. Es ist jedoch zu 
erwarten, dass diese Problematik sich nicht nachteilig auswirkt, da die 
Verteilungsfunktionen der zugrunde liegenden Kennzahlen in der Regel nach unten 
beschränkt und nach oben offen sind sowie keine symmetrische Verteilung um den 
Mittelwert aufweisen.350 Ein weiteres Problem tritt auf, wenn eine Prioritätsregel 
sowohl positive als auch negative Prioritätswerte hervorbringen kann. In diesem Fall 
führt der gleiche Faktor z.B. bei einem negativen Ausgangsprioritätswert zur 
Erhöhung und bei einem positiven zur Senkung des endgültigen Prioritätswerts. Bei 
einem Ursprungsprioritätswert von null findet keinerlei Diskriminierung anhand der 
Faktoren mehr statt. Deshalb wird bei negativem Prioritätswert der Kehrwert des 
Sigmoidfunktionswerts als Faktor angewandt und ein Ursprungsprioritätswert von 
null auf 0,00001 erhöht. Letzteres führt in der Regel nach wie vor zu 
Endprioritätswerten nahe null, gestattet es aber, Aufträge mit gemeinsamer 
Ausgangspriorität von null anhand der voraussichtsbasierten Faktoren zu 
priorisieren. 
Diese einfache algebraische Sigmoidfunktion findet in allen, in den folgenden 
Kapiteln beschriebenen, Mechanismen Anwendung. Um eine übersichtliche 
Darstellungsform auch bei komplexeren Funktionsargumenten für x zu 
gewährleisten, findet im Folgenden eine Vereinfachung der Schreibweise hier 
verwendeter Sigmoidfunktionen, wie in Gleichung (4.3.2) dargestellt, statt. 
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349 Würde der Work Content z.B. linear berücksichtigt, so hätte dies zur Folge, dass eine außergewöhnlich lange 
Warteschlange dazu führen würde, dass die Priorität aller Aufträge, auf deren Restroute diese Maschine liegt, so 
stark sinken würde, dass diese Aufträge, solange Alternativen verfügbar sind, faktisch nie bearbeitet werden 
würden. Dies wiederum könnte Leerstände vor anderen dadurch unterversorgten Maschinen verursachen. 
350 Betrachtet man z.B. den Work Content einer Maschine, kann dieser nicht unter den Wert null fallen, nach 
oben ist er hingegen theoretisch nicht beschränkt. Die übliche Verteilung ist zudem rechtsschief. 
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4.3.2 Bevorzugung von schnell fertigstellbaren Aufträgen 
In Abschnitt 3.4.2 wird ausgeführt, dass es in bestimmten Konstellationen 
vorteilhaft sein kann, Aufträge zu bevorzugen, für die vor den nächsten 
Bearbeitungsschritten kurze Wartezeiten zu erwarten sind. Dafür müssen jedoch 
andere Aufträge zurückgestellt werden. Wenn für die zurückgestellten Aufträge vor 
deren Nachfolgemaschine ohnehin mit langen Wartezeiten zu rechnen ist, besteht die 
Möglichkeit, dass sich ihre Gesamtdurchlaufzeit nicht verlängert, sondern nur anders 
auf die einzelnen Maschinen verteilt. Da die bisherigen Arbeiten keine klare Aussage 
zulassen, welche Aufträge bedenkenlos zurückgestellt werden können, muss die 
Beschleunigung einzelner Aufträge mit Bedacht geschehen, um zu verhindern, dass 
eine Reihe anderer Aufträge dadurch so stark benachteiligt wird, dass der gesamte 
Zielerreichungsgrad sinkt. 
Im Folgenden werden zwei verschiedene Kennzahlen dargestellt, die als 
Grundlage für die Beschleunigung von schnell fertigstellbaren Aufträgen dienen 
können. Für die erste werden die für Auftrag i noch zu erwartenden 
Operationswartezeiten ( ), , 1,...,′ ′ = +ik ik iW t t k j m  geschätzt, um sie dem Durchschnitt 
über die geschätzte mittlere Operationswartezeit vor allen Maschinen 
( ), , 1,...,′ ′ =m ikW t t m M  gegenüber zu stellen.351 Dabei ist t der Zeitpunkt der 
Prioritätsbestimmung, also der Wartezeitschätzung. ′ikt , nach Gleichung (4.3.4), ist 
der Zeitpunkt, für den die jeweilige Wartezeit geschätzt wird, also der Zeitpunkt, zu 
dem die Ankunft des Auftrags i an der Maschine erwartetet wird, die seine k-te 
Operation ausführt. Als Kennzahl für die Sigmoidfunktion zur Berechnung des 
Prioritätsfaktors ( )WijF t  dient die relative Abweichung der geschätzten 
Auftragswartezeit von der geschätzten mittleren Wartezeit, wie in Gleichung (4.3.3) 
dargestellt. 
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351 Die genaue Durchführung dieser Schätzung wird in Abschnitt 4.6 beschrieben. Für die mittlere 
Operationswartezeit wird ein theoretischer Auftrag angenommen, der sich exakt in der Mitte der zu erwartenden 
Warteschlange befindet und für den die Wartezeit geschätzt wird. 
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Alternativ dazu können die Work Contents ( ), , 1, 2,...,′ ′ =m ikY t t m M aller 
Maschinen zu den Zeitpunkten , 1,...,′ = +ik it k j m  geschätzt werden. Dem 
geschätzten mittleren Work Content vor den von einem Auftrag noch zu 
durchlaufenden Maschinen , 1,...,ik iq k j m= +  wird dem geschätzten mittleren 
Gesamt-Work-Content gegenübergestellt, wie in Gleichung (4.3.5) dargestellt. 
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Da sich die Frage, welche Größe besser geeignet ist, nicht ohne weiteres 
beantworten lässt, sollen zunächst die theoretischen Unterschiede betrachtet 
werden.352 Die Verwendung der Wartezeiten wird zu einer deutlich stärkeren 
Bevorzugung der schnell fertigstellbaren Aufträge führen, da bei der Beschleunigung 
einzelner Aufträge keinerlei Rücksicht auf andere Aufträge im System genommen 
wird. Wenn ein Auftrag z.B. nur aufgrund einer sehr hohen Priorität durch alle 
Maschinen früh bearbeitet wird, führt die Anwendung dieser Voraussicht zu einer 
deutlichen Beschleunigung. Sollte der Auftrag aber gleichzeitig Maschinen mit 
vielen wartenden Aufträgen benötigen, so führt dies dazu, dass alle diese Aufträge 
länger auf ihre Bearbeitung warten müssen. Die Beschleunigung eines Auftrags führt 
dann zur Verlangsamung vieler anderer Aufträge. So könnte z.B. die mittlere 
Durchlaufzeit im Durchschnitt durch die Vorgehensweise steigen. Zu beachten ist 
allerdings, dass die Über- bzw. Unterschreitung der mittleren Wartezeit zwei Gründe 
haben kann. Zum einen kann bei mittlerem Work Content eine unter- bzw. 
überdurchschnittliche Priorität vorliegen. Andererseits ist es auch möglich, dass der 
Auftrag bei durchschnittlicher Priorität Maschinen benötigt, die gerade über- bzw. 
unterdurchschnittlich viel Work Content aufweisen. Zudem werden alle noch 
ausstehenden Wartezeiten geschätzt, wodurch bei voneinander unabhängigen 
Prioritätswerten die mittlere Operationswartezeit nicht mehr so stark vom Mittelwert 
                                                 
352 Ein experimenteller Vergleich wird im Rahmen des Abschnitts 6.5.1 durchgeführt. 
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abweichen wird. Dieses Verdrängungsproblem ist somit auf einen Teil der 
Maschinenbelegungsentscheidungen beschränkt. 
Durch Verwendung der zweiten Kennzahl, der erwarteten Work Contents, lässt 
sich die Problematik besser verhindern, da implizit die Verdrängung anderer 
Aufträge berücksichtigt wird. Gleichzeitig findet aber eine geringere Beschleunigung 
der Aufträge statt, die zügig das System verlassen könnten, weshalb mit insgesamt 
etwas längeren Warteschlangen zu rechnen ist. Welche Variante letztendlich bei den 
unterschiedlichen Zielgrößen zu besseren Ergebnissen führt, ist zu prüfen. Um eine 
flexible Anwendung beider Varianten zu gewährleisten, findet die Sigmoidfunktion 
zur Beschleunigung schnell fertigstellbarer Aufträge auf Basis einer 
Linearkombination der beiden vorgestellten Varianten Anwendung. Sie wird in 
Gleichung (4.3.6) dargestellt. 
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Die experimentellen Untersuchungen zur Bestimmung des optimalen θW-Werts 
und zur generellen Überprüfung der Vorteilhaftigkeit dieses 
Voraussichtmechanismus finden sich in Abschnitt 6.5.1. Interessant an dieser 
Untersuchung ist vor allem, dass es sich um die Art der Voraussicht handelt, die in 
den bisherigen Arbeiten am seltensten gute Ergebnisse erzeugte und relativ wenig 
untersucht wurde. 
4.3.3 Workload Balancing und Starvation Avoidance 
In Abschnitt 3.4.3 wird ausführlich dargelegt, warum vermeidbare 
Maschinenleerläufe und ungleiche Maschinenarbeitsvolumina sowohl über alle 
Maschinen hinweg als auch im Zeitablauf verhindert werden sollten. In vielen 
Arbeiten wird angenommen, dass alle Maschinen im langfristigen Mittel gleich stark 
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ausgelastet sind, was die direkte Umsetzung dieses Ziels gestattet. Geht man nun 
aber vom realistischeren Fall aus, dass die einzelnen Maschinen selbst im stationären 
Zustand unterschiedlich stark nachgefragt werden, so würde der Versuch, eine 
Gleichverteilung der Arbeitsvolumina zu erreichen, darin münden, dass es zu 
ungewollten und ungerechtfertigten Bevorzugungen der schwach ausgelasteten 
Maschinen zu Lasten der Engpassmaschinen kommt. Um diese Problematik zu 
verhindern, wird daher eine Auslastung angestrebt, die dem natürlichen Verhältnis 
im stationären Zustand entspricht, indem für jede Maschine versucht wird, ihren 
aktuellen Work Content so weit wie möglich nahe an ihrem mittleren Work Content 
zu halten.353 Die Verwendung der absoluten Unter- bzw. Überschreitung des 
mittleren Work Contents durch den aktuellen Work Content hat zudem bei Vorliegen 
von Engpässen einen weiteren Vorteil. So führt der Leerlauf einer Engpassmaschine 
zu einer stärkeren Bevorzugung dieser Maschine, als dies bei Leerlauf einer im 
Mittel schwach ausgelasteten Maschine der Fall ist, da bei größerem mittleren Work 
Content eine höhere betragsmäßige Unterschreitung resultiert. Gleichermaßen führt 
ein Work Content, der 100% über dem Mittel liegt, bei einer Engpassmaschine zu 
einer stärkeren Benachteiligung, da die absolute Überschreitung deutlich höher ist. 
Diese Herangehensweise führt dazu, dass die gleiche relative Abweichung vom 
Work-Content-Mittelwert bei Engpassmaschinen zu einem stärkeren Eingreifen in 
die Priorisierung führt als bei den anderen Maschinen. Dies geht mit den in Abschnitt 
3.4.3 beschriebenen Bestrebungen einher, das Hauptaugenmerk auf die Steuerung 
der Engpassmaschine zu legen. 
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Gleichung (4.3.7) zeigt die genaue Ausgestaltung des Faktors für eine Maschine 
m, der im Gegensatz zum Multiplikator aus Abschnitt 4.3.2 zwei Lageparameter 
aufweist. Lageparameter LA1 skaliert die Differenz des aktuellen Work Contents 
( )mY t  der Maschine m und des mittleren Work Contents ( )mY t  dieser Maschine so, 
dass der Effekt die gewünschte Stärke erreicht und muss experimentell bestimmt 
                                                 
353 Die mittleren Work Contents werden dafür fortlaufend auf Basis der eingetretenen Work Contents ermittelt, 
was mit einer gewissen Verzögerung zur Berücksichtigung einer geänderten stationären Maschinenauslastung 
führt. 
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werden. Im Rahmen der meisten Arbeiten wird nur berücksichtigt, wie dringend 
gerade ein Auftrag zur Verhinderung von Leerläufen benötigt wird, nicht aber, 
welche Konsequenzen die Beschleunigung eines Auftrags auf das Restsystem hat. 
Stellt man sich z.B. den Fall vor, dass im ganzen System nur ein einziger Auftrag 
vorliegt, der für eine Operation eine im Leerlauf befindliche Maschine benötigt, so 
kann dieser zwar bevorzugt durch das System zu dieser Maschine geleitet werden, 
jedoch wird dies den Leerlauf nur für kurze Zeit unterbrechen. Gleichzeitig müssen 
eine ganze Reihe von Aufträgen für diesen Vorgang zurückgestellt werden und 
können erst später fertiggestellt werden. Auf der anderen Seite besteht die 
Möglichkeit, dass für die Maschine überdurchschnittlich viele Aufträge im System 
zur Verfügung stehen, die evtl. in Zukunft zu einer Überlastung der betroffenen 
Maschine führen können. Zwecks zeitlicher Glättung der Arbeitsvorräte sollten diese 
zügig abgebaut werden, wenn die entsprechende Maschine gerade einen geringen 
Arbeitsvorrat aufweist. Aus diesem Grund wird das Arbeitsvolumenpotential ( )SmY t  
ermittelt, also der Work Content, der sich für eine Maschine bereits im System 
befindet, diese aber noch nicht erreicht hat. Dieser potentielle Work Content ( )SmY t  
wird schließlich noch auf eine Maschine normiert, da sich die einzelnen Maschinen 
an unterschiedlichen mittleren Positionen mq  in den Maschinenfolgen befinden 
können und das Arbeitsvolumen pro Maschine eine bessere Vergleichbarkeit 
gestattet.354 Der Lageparameter LA2 ist, wie in Gleichung (4.3.8) dargestellt, so 
ausgestaltet, dass er bei einem überdurchschnittlich hohen potentiellen Work Content 
die Bevorzugung aktuell schwach ausgelasteter Maschinen verstärkt und die 
Benachteiligung stark ausgelasteter Maschinen verringert. Für ein 
unterdurchschnittliches Arbeitsvolumenpotential gilt entsprechend Umgekehrtes. 
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354 Die unterschiedlichen mittleren Positionen treten aufgrund der Annahme von Auftragstypen auf, deren 
Umsetzung in Abschnitt 5.2.2 dargestellt wird. 
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Für den Spezialfall einer reinen Gateway-Maschine, also einer Maschine, die in 
jeder Maschinenfolge an erster Position zu finden ist, kann kein potentieller Work 
Content vorliegen und es wird LA2 = 1, also keine Korrektur, angenommen. Der 
zweite Spezialfall, dass zwar theoretisch Arbeitsvolumenpotential vorliegend könnte, 
derzeit aber nicht vorhanden ist, wird durch die Hilfsvariable ( )ˆ SmY t  abgedeckt. 
Dieser wird ein Wert größer null zugewiesen, sollte ( )SmY t  null betragen und sonst 
der Wert von ( )SmY t . Dadurch wird gewährleistet, dass keine Division durch null 
eintreten kann und dass noch eine Diskriminierung anhand der mittleren 
Arbeitsvolumina stattfindet. Dabei ist darauf zu achten, dass der festzulegende Wert 
kleiner als ein sehr geringes mögliches Arbeitsvolumen ist, um keine Verzerrungen 
zu verursachen. In der vorliegenden Arbeit gilt ( ) ( ){ }ˆ max , 0,0001=S Sm mY t Y t . 
Aufgrund dieses Minimalwerts und der großen möglichen Schwankungen des 
vorliegenden Maschinen-Work-Contents kann LA2 Werte annehmen, die sehr groß 
bzw. nahe null sind. Um zu verhindern, dass der Verlauf der Sigmoidfunktion zu 
stark von diesem Lageparameter abhängt und überdurchschnittlich viele Faktorwerte 
nahe null und zwei auftreten, wird die LA2-Funktion, wie Gleichung (4.3.7) zu 
entnehmen, mithilfe einer Wurzelfunktion transformiert.355  
Zur Verdeutlichung, wie sich die beiden Lageparameter und der mittlere Work 
Content der Maschine auf den Verlauf der zugehörigen Sigmoidfunktion in 
Abhängigkeit vom aktuellen Work Content auswirken, sind in Abbildung 4 sechs 
grafische Beispiele dargestellt. Die Zahlenbeispiele sind unabhängig vom in der 
vorliegenden Arbeit verwendeten Modell rein zu Illustrationszwecken gewählt 
worden. Damit die Zusammenhänge deutlich durch einen steileren Kurvenverlauf zu 
erkennen sind, wird der Lageparameter LA2 zudem mit seinem ursprünglichen Wert 
angewendet, ohne auf die Anpassung mithilfe der Wurzelfunktion zurückzugreifen. 
Die interessierende Sigmoidfunktion ist in dieser Abbildung in schwarz dargestellt. 
Zur besseren Beurteilung dienen zudem in grün eine Gerade durch den Ursprung und 
den Wendepunkt sowie in rot die jeweils gleiche Sigmoidfunktion allerdings mit 
LA2 = 1. Beispiel 1 und 2 stellen den Fall dar, dass der potentielle Maschinen-Work-
                                                 
355 Der Wurzelexponent von 100 wurde durch Betrachtung der Verteilungsfunktion von LA2, ( )AmF t  sowie 
kleinere Experimente bestimmt. Im Rahmen des in der vorliegenden Arbeit betrachteten Modells kann so eine 
gute Anpassung erzielt werden, in anderen Systemen ist ein abweichender Wurzelexponent evtl. vorzuziehen. In 
den meisten Fällen sollte eine Änderung aber nicht zwingend notwendig sein, da über den zu bestimmenden 
Lageparameter LA1 ohnehin eine Anpassung stattfindet. 
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Content dem historischen Mittel entspricht, diesbezüglich demnach keine Korrektur 
durchgeführt werden muss, also LA2 = 1 gilt. Das dritte Beispiel illustriert den Fall, 
dass unterdurchschnittlich viel potentieller Work Content vorliegt und zeigt deutlich, 
dass die daraus folgende korrigierte schwarze Kurve überall bis auf den Punkt der 
neutralen Behandlung, wenn der aktuelle Work Content dem mittleren entspricht, 
oberhalb der unkorrigierten Kurve liegt. D.h., diese Maschine wird außer in diesem 
Punkt immer geringer mit Aufträgen versorgt, als sie es ohne Korrektur geworden 
wäre. Der entgegengesetzte Fall wird in Beispiel 4 dargestellt. 
Ein Spezialfall wird in Beispiel 5 dargestellt, der lediglich von mathematischer 
Relevanz für Gleichung (4.3.8) ist. Es zeigt den Kurvenverlauf, wenn keinerlei 
Arbeitsvolumenpotential vorliegt. Da in diesem Fall auch kein Auftrag vorliegt, für 
den der Faktor berechnet werden müsste, hat er keine praktische Relevanz. Das 
sechste Beispiel zeigt schließlich zu Vergleichszwecken den Kurvenverlauf für eine 
im stationären Zustand etwas schwächer ausgelastete Maschine, die 
dementsprechend einen geringeren mittleren Work Content aufweist. 
Die bisherige Darstellung des Faktors bezieht sich nur auf jeweils eine Maschine 
auf der Route eines Auftrags. Für die Bestimmung des Multiplikators für den 
Prioritätswert sind aber alle Maschinen auf der Restroute relevant. Das Ausmaß 
dieser Relevanz nimmt allerdings mit der Entfernung der betrachteten Maschinen 
von der aktuellen ab, da mit jedem weiteren Produktionsschritt mehr Zeit vergeht, bis 
der Auftrag diese Maschine erreichen wird. Entsprechend wird die 
Wahrscheinlichkeit, dass die Situation an der betrachteten Maschine bei Eintreffen 
des Auftrags noch derjenigen bei Berechnung des Faktors entspricht, immer 
geringer. Um dem Rechnung zu tragen, wird der Gesamtfaktor mithilfe des 
gewogenen Mittels der Einzel-Work-Content-Abweichungen berechnet. Das 
Gewicht nimmt, wie in Gleichung (4.3.9) dargestellt, mit zunehmender Entfernung in 
Produktionsstufen ab.356 Gleichung (4.3.9) gibt den Faktor in der Form wieder, in der 
er zur Modifikation der Prioritätswerte Anwendung findet. Für den Fall, dass der 
Auftrag, für den der Prioritätsfaktor berechnet wird, sich bereits in der 
Warteschlange der Maschine für seine letzte Operation befindet, gilt ( ) 1AijF t = . 
 
                                                 
356 Frühere Experimente mit anders konzipierten Prioritätsfaktoren zeigen eine Vorteilhaftigkeit dieser 
Vorgehensweise auf, wie in SCHUBERT (2005), S. 31-32 dargestellt wird. 
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Abbildung 4 - Beispiele für den Verlauf der Sigmoidfunktion zur Berücksichtigung des Work Contents einer Maschine 
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Der Abnahmeparameter ω für das Gewicht in Abhängigkeit von der Distanz in 
Produktionsschritten muss experimentell bestimmt werden. Auf die Bestimmung des 
optimalen LA1-Werts und die generelle Überprüfung der Vorteilhaftigkeit dieses 
Voraussichtsmechanismus wird in Abschnitt 6.5.2 eingegangen. Durch eine 
geeignete Parametrisierung soll erreicht werden, dass im Gegensatz zu anderen 
Verfahren nicht situationsbedingt entweder eine Entscheidung nach Prioritätsregel, 
Work-Load-Balancing- oder Starvation-Avoidance-Mechanismus getroffen wird. 
Vielmehr sollen alle Information gemeinsam genutzt werden, um eine ausgewogene 
Entscheidung zu treffen, die den Auftrag wählt, der unter Berücksichtigung aller drei 
Ziele die beste Wahl darstellt. 
4.4 Voraussichtsmechanismen der Klasse IV 
4.4.1 Berücksichtigung der Dringlichkeit eines Auftrags 
Wie bereits in Abschnitt 3.4 und 4.3 ausgeführt, steht hinter der Voraussicht der 
Klasse III der Gedanke, dass ein gleichmäßiger Work Content vor den Maschinen 
sowohl im Zeitablauf als auch über die Maschinen hinweg im Mittel zu geringeren 
Durchlaufzeiten führt. In stochastisch dynamischen Problemstellungen werden 
allerdings in der Regel durchlaufzeit- und terminorientierte Zielsetzungen untersucht, 
da beide von praktischer Bedeutung sind. Die Voraussichtsklassen I-III lassen jedoch 
Informationen über den Fertigstellungstermin eines Auftrags nahezu vollständig 
außer Acht. Daher soll Abschnitt 4.4.1 einen Weg aufzeigen, wie bei der 
Auswahlentscheidung unabhängig von der Prioritätsregel das Bestreben nach 
termintreuer Auftragsfertigstellung berücksichtigt werden kann, ohne explizit eine 
einzelne terminorientierte Zielsetzung zu verfolgen. 
Grundlage für diese Berücksichtigung ist ein Dringlichkeitsfaktor, der ebenfalls in 
Form einer Sigmoidfunktion Eingang in die Priorisierung der Aufträge findet. Die 
Frage ist, über welche Kennzahl sich die Dringlichkeit eines Auftrags am besten 
ausdrücken lässt. Eine mögliche Variante ist der Schlupf eines Auftrags, der in einer 
Reihe von Prioritätsregeln Anwendung findet. Problematisch an dieser 
 132 
Vorgehensweise ist, dass ein Auftrag lange Zeit als nicht dringlich eingestuft sein 
kann, weil er bei durchschnittlichen Wartezeiten an den ersten Maschinen der 
Maschinenfolge bearbeitet wird. Kommt es dann zu einer größeren Verzögerung an 
einer Maschine, steigt zwar die Dringlichkeit, evtl. besteht dann aber keine 
Möglichkeit mehr, diesen Auftrag so weit zu beschleunigen, dass er noch rechtzeitig 
fertiggestellt werden könnte. Evtl. hätte dies aber vor der Verzögerung bereits an den 
frühen Maschinen in der Maschinenfolge erreicht werden können. Eine Möglichkeit 
ist eine präzise, regelmäßig wiederholte Schätzung der Wartezeit vor den 
nachfolgenden Maschinen und die Berücksichtigung dieser bei der 
Schlupfberechnung. Alternativ kann eine Absicherung dadurch erreicht werden, dass 
der Operationsschlupf anstatt des Auftragsschlupfs herangezogen wird. Dies stiftet 
aber nur dann einen zusätzlichen Nutzen, wenn die Aufteilung der insgesamt für die 
Bearbeitung des Auftrags zu Verfügung stehenden Zeit bedarfsgerecht auf die 
einzelnen Maschinen durchgeführt wird. Auf diese Problemstellung wurde 
ausführlich in Abschnitt 3.5.2 eingegangen. Dort wurde auch dargestellt, dass viele 
der bekannten Verfahren jedoch relativ ungenaue Schätzungen durchführen und vor 
allem die angewandte Prioritätsregel nicht berücksichtigen. In Abschnitt 4.6.3 wird 
daher ein neues Verfahren zur Bestimmung der Operationstermine beschrieben, mit 
dessen Hilfe für jede Operation ein realistischer Termin bestimmt werden kann. 
Auf Basis dieser Operationstermine kann ein Operationsschlupf herangezogen 
werden, der die aktuelle Dringlichkeit in Bezug auf den erwarteten 
Produktionsfortschritt im Vergleich zum eingetretenen Fortschritt wiedergibt. Der 
Schlupf einer Operation lässt jedoch keine Diskriminierung eines geringfügig und 
eines deutlich verspäteten Auftrags zu, da beide einen Schlupf von null aufweisen. 
So kann es vorkommen, dass an einer Maschine zulasten der Nachfolgemaschinen 
eine sehr große Verspätung auftritt, die sich nicht in einer erhöhten Dringlichkeit 
niederschlägt. Um dieses Problem zu umgehen, erscheint es sinnvoller, anstatt des 
erwarteten Operationsschlupfs die erwartete Operationsterminabweichung 
( )ij ij ijL t t p d= + −  unter der Annahme eines sofortigen Bearbeitungsbeginns 
heranzuziehen. Auch diese Betrachtung gestattet noch nicht eine bestmögliche 
Verhinderung der Verzögerung eines Auftrags zu Lasten nachfolgender Maschinen. 
Angenommen, ein Auftrag verlässt eine Maschine mit einer Verspätung von 10 ZE, 
so müsste bei zehn Nachfolgemaschinen jede von ihnen nur 1 ZE aufholen, während 
eine einzelne Nachfolgemaschine die komplette Verspätung aufzuholen hätte. 
Andersherum betrachtet gilt auch, dass eine Operationsbeendigung 10 ZE vor dem 
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Operationstermin weniger leicht zu einer Zurückstellung des Auftrags führen sollte, 
wenn noch zehn Nachfolgemaschinen zu durchlaufen sind, als wenn nur noch eine 
einzige folgt. Im ersten Fall kann es relativ leicht eintreten, dass eine dieser zehn 
Maschinen den Schlupf aufbrauchen wird, wohingegen im zweiten Fall der Schlupf 
nur für evtl. Verzögerungen an der letzten Maschine ausreichen muss. Um dies zu 
berücksichtigen, wird die Operationsterminabweichung wie in Gleichungen (4.4.1) 
dargestellt, durch die Anzahl der noch zu durchlaufenden, inkl. der aktuellen, 
Maschinen geteilt. Die aktuelle Maschine muss berücksichtigt werden, da auch sie 
den Schlupf verbrauchen oder die Verspätung aufholen kann. Besonders deutlich 
wird dies anhand der letzten Maschine der Maschinenfolge, wo ein Restschlupf 
tatsächlich genau für die nicht sofortige Bearbeitung und die damit verbundene 
Wartezeit des Auftrags zur Verfügung steht. 
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 (4.4.1) 
 
Auch für diese Sigmoidfunktion muss der Lageparameter LD experimentell 
bestimmt werden. Interessant scheint dieser Faktor insbesondere in Kombination mit 
Prioritätsregeln, die keine Terminberücksichtigung beinhalten und entsprechend in 
diesem Bereich oft schlechtere Ergebnisse erzielen. Die experimentelle Betrachtung 
dieses Prioritätsfaktors findet in Abschnitt 6.6.1 statt. 
4.4.2 Berücksichtigung des Auftragsbeitrags zu einzelnen Zielgrößen 
Alle bisherigen Voraussichtsmechanismen gestatten nur eine relativ 
undifferenzierte Berücksichtigung von durchlaufzeit- oder terminorientierten 
Zielsetzungen. In der praktischen Anwendung kann es aber durchaus vorkommen, 
dass die Unternehmenspolitik besonderes Augenmerk auf eine oder wenige 
ausgewählte Zielgrößen legt. Daher stellt sich die Frage, wie explizit die 
Verbesserung einzelner Zielgrößen erreicht werden kann. In Abschnitt 3.5.1 wird 
dargelegt, dass durchlaufzeit- und terminorientierte Zielgrößen Funktionen in 
Abhängigkeit von den Fertigstellungszeitpunkten alle Aufträge sind. Lässt sich der 
Fertigstellungszeitpunkt eines Auftrags in Abhängigkeit seines nächsten 
Operationsbearbeitungsbeginns ausreichend genau bestimmen, so ist es möglich, für 
jeden Auftrag in einer Warteschlange zu schätzen, welche Konsequenz eine 
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bestimmte Bearbeitungsreihenfolge auf seinen Beitrag zur Gesamtzielgröße hat. 
Können Warteschlangen länger werden, so besteht allerdings die Gefahr, dass selbst 
bei einfachsten Schätzmethoden aufgrund der großen Anzahl von 
Reihenfolgepermutationen die Berechnung prohibitiv viel Zeit in Anspruch nimmt. 
Daher wird für jeden Auftrag in der Warteschlange der betrachteten Maschine m 
getrennt bestimmt, welche Zielgrößendifferenz ( )pijZ t∆  erwartet wird, wenn der 
Beginn einer Auftragsoperation statt zum aktuellen Zeitpunkt erst mp  ZE später 
stattfindet. Da mp  die mittlere historische Bearbeitungszeit durch Maschine m ist, 
gibt die Differenz in etwa an, welche Zielgrößenänderung eintreten wird, wenn der 
Auftrag nicht sofort, sondern erst als zweiter bearbeitet wird. Man kann diese 
Differenz daher als Nutzen des sofortigen Bearbeitungsbeginns dieses Auftrags 
interpretieren. Zu beachten ist, dass der Nutzen auch null oder sogar negativ sein 
kann. Betrachtet man z.B. einen Auftrag, dessen Fertigstellung weit vor dem Termin 
erwartet wird, so ist es bei Verfolgung des Ziels der Minimierung der absoluten 
Terminabweichung nachteilig, den Auftrag sofort zu bearbeiten. 
Dem Nutzen gegenüberzustellen sind die Kosten der sofortigen Bearbeitung, die 
abhängig sind von der Operationsbearbeitungszeit des jeweiligen Auftrags, da diese 
der Zeitraum ist, den alle anderen Aufträge warten müssen, wenn die Bearbeitung 
dieses Auftrags sofort zum Zeitpunkt t begonnen wird. Das Verhältnis von Nutzen 
und Kosten dient schließlich, wie in Gleichung (4.4.2) dargestellt, als Argument der 
entsprechenden Sigmoidfunktion.357 
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Sowohl aus logischen als auch aus praktischen Gründen ist es hier sinnvoller, den 
Lageparameter LZ als Multiplikator der Operationsbearbeitungszeit einzusetzen. Es 
wurde bereits dargestellt, dass sich die Kosten des sofortigen Bearbeitungsbeginns 
aus der Verzögerung der anderen Aufträge ergeben, was ein Vielfaches der 
Operationsbearbeitungszeit für die Kosten nahe legt. Außerdem kann der 
                                                 
357 Auf diesem Weg werden zwei Verallgemeinerungen im Vergleich zu den in Abschnitt 3.5.3 dargestellten 
Prioritätsregeln ATC und MCOVERT erreicht. Zum einen kann jede beliebige Zielgröße berücksichtigt werden 
und zum anderen kann dieser Faktor beliebig mit einer geeigneten Prioritätsregel und anderen Prioritätsfaktoren 
kombiniert werden. 
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Lageparameter LZ so auch gleichzeitig der Skalierung der sehr unterschiedlichen 
Wertebereiche von ( )∆ mpijZ t  dienen, die stark von der zugrunde liegenden Zielgröße 
abhängen. 
Da nicht für alle Zielgrößen ( )∆ mpijZ t  trivial ermittelbar ist, stellen Tabelle 10 und 
Tabelle 11 für die in der vorliegenden Arbeit untersuchten Zielsetzungen dar, wie die 
Prioritätsfaktoren berechnet werden.358 Da Sigmoidfunktionen in der vorliegenden 
Arbeit explizit gewählt werden, um eine beliebige Kombination der einzelnen 
Voraussichtskomponenten zu gestatten, besteht natürlich auch hier die Möglichkeit, 
mehr als nur eine Zielsetzung gleichzeitig zu betrachten. Dann ist aber zu beachten, 
dass dies ungewollte Auswirkungen auf die Wirkungsstärke haben kann. Werden 
z.B. zwei terminorientierte Zielsetzungen und eine durchlaufzeitorientierte 
betrachtet, so kann sich die hohe Korrelation der beiden terminorientierten 
Zielsetzungen negativ auswirken. Da beide Faktoren höchstwahrscheinlich implizit 
auch die jeweils andere Zielgröße verbessern, ist zu erwarten, dass diese beiden 
Zielsetzungen jeweils stärker berücksichtigt werden als die einzelne 
durchlaufzeitorientierte. Dieser Problematik ist über eine geeignete Festlegung der 
Lageparameter entgegenzuwirken. Die Untersuchungen der einzelnen 
Prioritätsfaktoren werden im Rahmen des Abschnitts 6.6.2 beschrieben, während in 
Abschnitt 6.8 mehrere Experimente dargestellt werden, die sich mit einer 
Kombination aus verschiedenen Faktoren beschäftigen. 
 
                                                 
358 Vgl. Abschnitt 2.2 für eine genaue Beschreibung der Zielsetzungen. 
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zu berücksichtigende 
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mit:   
ijq
p : durchschnittliche Bearbeitungszeit der bisherigen Aufträge auf der 
Maschine, die die aktuelle (j-te) Operation des Auftrags i ausführt 
( )0iF t′ : geschätzte DLZ des Auftrags i, unter der Annahme, dass die aktuelle (j-te) 
Operationsbearbeitung sofort begonnen wird 
( )′ qijpiF t : geschätzte DLZ des Auftrags i, unter der Annahme, dass die aktuelle (j-te) Operationsbearbeitung erst nach 
ijq
p  ZE begonnen wird 
sowie den Bezeichnern aus Tabelle 3 und Tabelle 4 
Tabelle 10 - Prioritätsfaktoren zur Berücksichtigung der Zielgrößenbeiträge zur mittleren DLZ, maximalen DLZ, 
Standardabweichung der DLZ, mittleren TÜ und maximalen TÜ 
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zu berücksichtigende 
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mit:   
ijq
p : durchschnittliche Bearbeitungszeit der bisherigen Aufträge auf der 
Maschine, die die aktuelle (j-te) Operation des Auftrags i ausführt 
( )0iF t′ : geschätzte DLZ des Auftrags i, unter der Annahme, dass die aktuelle (j-te) 
Operationsbearbeitung sofort begonnen wird 
( )′ qijpiF t : geschätzte DLZ des Auftrags i, unter der Annahme, dass die aktuelle (j-te) Operationsbearbeitung erst nach 
ijq
p  ZE begonnen wird 
sowie den Bezeichnern aus Tabelle 3 und Tabelle 4 
Tabelle 11 - Prioritätsfaktoren zur Berücksichtigung der Zielgrößenbeiträge zur Standardabweichung der TÜ, zum 
Anteil terminüberschreitender Aufträge und zur mittleren absoluten Terminabweichung 
4.5 Voraussichtsmechanismen der Klasse V 
In Abschnitt 3.6 werden ausführlich die Parallelen zwischen Ablaufplanung und 
Auftragsfreigabe dargestellt. Beide verfolgen im Wesentlichen die gleichen Ziele, 
dennoch kommen in den wenigsten Fällen in sich geschlossene Verfahren zum 
Einsatz, die die gleichen Ansätze für beide Entscheidungsprozesse anwenden. Selbst 
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in den Fällen, in denen Wechselwirkungen zwischen Auftragsfreigabe und 
Ablaufplanung untersucht werden, geschieht dies in der Form, dass voneinander 
unabhängige Methodiken nur auf Interdependenzen durchleuchtet, nicht aber 
aufeinander abgestimmt werden. Dadurch besteht die Möglichkeit, dass es nach der 
Freigabe zu einem Entscheidungskonzeptbruch kommt, da ab diesem Moment 
andere Kriterien herangezogen werden. Außerdem findet oft eine isolierte 
Datenerhebung und -verarbeitung beider Entscheidungsschritte statt. Schließlich ist 
auch noch auf das durch CIGOLINI, PERONA und PORTIOLI festgestellte Problem 
hinzuweisen, dass Freigabemechanismen oft aus einem Bündel von 
Einzelwirkungsmechanismen bestehen, die zur Verbesserung der Untersuchbarkeit 
modular aufgebaut werden sollten, um ein besseres Bild über die Einzelwirkungen 
erzielen zu können.359 
Im Folgenden soll aufgezeigt werden, wie Voraussicht in das Freigabeverfahren 
integriert werden kann und wie gleichzeitig die dargestellten Problematiken 
ausgeräumt werden können. Grundkonzept ist die direkte Ausweitung der in den 
Abschnitten 4.1 bis 4.4 vorgestellten Voraussichtsmechanismen auf die Freigabe. 
Um dies zu erreichen, wird ein Freigabepool eingeführt, der alle neu ankommenden 
Aufträge bis zur Freigabe aufnimmt und, soweit dies möglich ist, wie eine Maschine 
agiert, um die Anwendbarkeit der beschriebenen Mechanismen zu gewährleisten. 
Dies bedeutet im Speziellen, dass er Auftragsdummies zur Nachfolgemaschine 
voraussendet und die vorgestellten Voraussichtsfaktoren in Form der jeweiligen 
Sigmoidfunktionen zur Priorisierung der auf Freigabe wartenden Aufträge einsetzt. 
Damit diese Mechanismen trotz der andersartigen Arbeitsweise des Freigabepools im 
Vergleich zu einer regulären Maschine anwendbar bleiben, ohne dass es parallele 
Module gleicher Art für Freigabe und Ablaufplanung geben muss, ist es notwendig, 
einige Daten so zu transformieren, dass ein konsistentes Ergebnis von den Modulen 
zurückgegeben wird, egal, ob Daten für eine Maschine oder den Freigabepool 
verarbeitet werden. Einzige Ausnahme für den Modifikationsbedarf stellt die 
Berücksichtigung von Störungen (Voraussichtsklasse II) dar, da diese nur die 
Datengrundlage für andere Voraussichtsmechanismen modifiziert und der 
Freigabepool selbst keinen Störungen unterliegt. 
Die Erzeugung von Auftragsdummies, um Inserted Idleness an den 
Nachfolgemaschinen zu gestatten, stellt grundsätzlich keine Schwierigkeit dar. 
                                                 
359 Vgl. CIGOLINI/PERONA/PORTIOLI (1998). 
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Sobald ein Auftrag den Freigabepool erreicht, aber keine sofortige Freigabe erfolgt, 
wird ein Auftragsdummy, wie auch durch jede reguläre Maschine, erzeugt und zur 
Nachfolgemaschine gesandt. Problematisch ist hier einzig, dass der Zeitpunkt, an 
dem der reale, zugrunde liegende Auftrag die betreffende Maschine erreicht, deutlich 
schwerer zu schätzen ist. Wird ein Dummy bei Bearbeitungsbeginn durch eine 
Maschine erzeugt, so wird der Basisauftrag die Nachfolgemaschine nach Ablauf der 
bekannten Bearbeitungszeit erreichen, es sei denn, dass an der ihn bearbeitenden 
Maschine zuvor eine Störung auftritt.360 Erreicht ein Auftrag den Freigabepool, so 
gibt es zwei Handlungsalternativen. Wird er sofort freigegeben, so besteht keine 
Veranlassung, für ihn noch einen Dummyauftrag zu erzeugen. Erfüllt er hingegen 
noch nicht die nötigen Freigabevoraussetzungen, so verbleibt er so lange im 
Freigabepool, bis die Voraussetzungen erfüllt sind. Wann dies geschehen wird, lässt 
sich zu diesem Zeitpunkt aber aufgrund der komplexen Wechselwirkungen der 
Voraussichtsmechanismen nicht genau sagen. Da ein Auftragsdummy aber nur mit 
einer geschätzten Ankunftszeit des Basisauftrags an der Nachfolgemaschine 
nutzenstiftend eingesetzt werden kann, wird die erwartete Verweildauer im 
Freigabepool über eine wesentliche Kennzahl für die Bestimmung der 
Freigabepriorität geschätzt. In Abschnitt 4.6.3 wird darauf eingegangen, wie für 
jeden Auftrag bei Ankunft auf Basis des extern vorgegebenen Fertigstellungstermins 
Operationsfertigstellungstermine bestimmt werden. Im Rahmen dieser Berechnungen 
wird auch ein Freigabetermin bestimmt, der sowohl dem Ankunftszeitpunkt im 
System entsprechen als auch vor oder nach ihm liegen kann. Da es sich hierbei um 
eine der wichtigsten Größen für die Freigabe handelt, die bereits eine Reihe von 
vorausschauenden Schätzungen beinhaltet, wird angenommen, dass tatsächlich eine 
Freigabe zum Zeitpunkt des Freigabetermins stattfindet. Die Verweildauer im 
Freigabepool, die der Bearbeitungszeit an einer regulären Maschine entspricht, wird 
als Zeitraum zwischen Auftragsankunft und Freigabetermin angenommen, so der 
Freigabetermin größer als der Ankunftszeitpunkt ist und ansonsten als null. Der 
Ankunftszeitpunkt an der Nachfolgemaschine wird also als Freigabetermin bzw. dem 
aktuellen Zeitpunkt entsprechend angenommen. 
                                                 
360 Selbst bei stochastischen Bearbeitungszeiten ließe sich in Abhängigkeit vom Ausmaß der Variabilität noch 
relativ gut voraussagen, wann dieser Zeitpunkt wahrscheinlich sein wird. Da in der vorliegenden Arbeit 
Transportzeiten nicht berücksichtigt werden, entspricht der Zeitpunkt des Bearbeitungsendes auf einer Maschine 
dem Ankunftszeitpunkt an der Nachfolgemaschine. Eine Berücksichtigung von Transportzeiten wäre ebenfalls 
möglich. 
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Für die Entscheidung über die Freigabe eines Auftrags finden schließlich die 
Voraussichtsmechanismen der Klasse III und IV Anwendung. Da es keine explizite 
Freigabepriorität für die einzelnen Aufträge gibt, wird für alle Aufträge i.d.R. eine 
Grundpriorität von 0 1iZ =  angenommen. Wie bei der 
Maschinenbelegungsentscheidung bei Freiwerden einer Maschine wird die Priorität 
durch Multiplikation mit einer beliebigen Kombination von Prioritätsfaktoren in 
Form von Sigmoidfunktionen modifiziert. An dieser Stelle sei in Erinnerung gerufen, 
dass ein Sigmoidfunktionswert von eins in Bezug auf die jeweilige 
Voraussichtskennzahl als eine Neutralität bezüglich der Auswahlentscheidung zu 
interpretieren ist. Ein Wert kleiner eins spricht aus Faktorensicht für die Auswahl, 
ein Wert größer eins dagegen. Analog kann der modifizierte Prioritätswert nach 
Multiplikation mit allen gewählten Faktoren auch interpretiert werden. Ist der 
Endwert kleiner eins, so sprechen insgesamt, durch die Lageparameter gewichtet, 
mehr Gründe für die Freigabe als dagegen und der Auftrag wird freigegeben. 
Gleiches gilt für eine Priorität gleich eins, da in diesem Moment zwar Indifferenz 
bzgl. der Freigabe vorliegt, die nächste Überprüfung aber evtl. schon zu einer 
verspäteten Freigabe führt. Zu überprüfen ist allerdings noch, ob eine bestmögliche 
Freigabe durch 0 1iZ =  erreicht werden kann. Durch die mannigfaltigen 
Wechselwirkungen und die in Abschnitt 4.3.1 beschriebenen Verzerrungen kann es 
sein, dass für eine effektive Freigabesteuerung eine Korrektur durch eine von eins 
abweichende Grundpriorität sinnvoller ist. Die bestgeeignete Grundpriorität ist daher 
experimentell zu bestimmen. 
Eine weitere Anpassung muss bei der Berechnung der Gesamtwartezeit eines 
Auftrags vorgenommen werden. Hierfür wird zu der Zeit, die ein Auftrag auf den 
Beginn von Bearbeitungen und Instandsetzungen von ausgefallenen Maschinen 
wartet, die Zeit addiert, die dieser Auftrag im Freigabepool verbringt. Entsprechend 
ist der Zeitraum von Auftragsankunft bis zu seiner Freigabe Bestandteil der 
Auftragsdurchlaufzeit. 
Auch die Berechnung des potentiellen Work Contents muss angepasst werden. 
Dieser beinhaltet alle zukünftigen Bearbeitungszeiten, die an der jeweiligen 
Maschine für bereits bekannte Aufträge, die diese Maschine jedoch noch nicht 
erreicht haben, anfallen werden. Bisher werden dafür Aufträge berücksichtigt, die 
gerade durch eine Maschine auf der Route des Auftrags zur betrachteten Maschine 
bearbeitet werden oder auf die Bearbeitung warten. Hinzukommen jetzt die 
zukünftigen Bearbeitungszeiten der Aufträge im Freigabepool. Dabei ist zu beachten, 
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dass für manche Berechnungen der potentielle Work Content nach Distanz zur 
betrachteten Maschine aufgeteilt wird. Die Distanz wird in Produktionsschritten 
gemessen. D.h. potentieller Work Content, der sich an der direkten 
Vorgängermaschine befindet, hat die Distanz eins, potentieller Work Content an 
deren Vorgängermaschine die Distanz zwei, usw. Da der Freigabepool wie eine 
gesonderte Maschine behandelt wird, beträgt seine Distanz zur betrachteten 
Maschine die Distanz der ersten Maschine der jeweiligen Maschinenfolge plus eins. 
Diese Handhabung ist insofern ein Kompromiss, als dass die Verteilungsfunktionen 
der Verweildauer im Freigabepool und bei einer Maschine i.d.R. sehr unterschiedlich 
sein werden. Geht man von sehr kurzen mittleren Verweildauern im Freigabepool 
aus, wäre es möglicherweise sinnvoll, diesem die gleiche Distanz wie diejenige der 
ersten Maschine in der jeweiligen Maschinenfolge zuzuordnen.361 Geht man 
hingegen von sehr langen Poolverweildauern aus, könnte eine um z.B. zwei erhöhte 
Distanz zur besseren Beschreibung der Situation führen. Eine Distanzerhöhung von 
eins in Bezug auf die erste Maschine in der jeweiligen Maschinenfolge scheint daher 
insofern vertretbar, als dass sie in der Logik des Konzepts bleibt und verhindert, dass 
die optimale Distanz für jedes Freigabeverfahren und jede Systemkonfiguration neu 
bestimmt werden muss. 
Ein weiteres Problem stellt das Freigabeverfahren auf Basis der 
Voraussichtsklasse IIIa dar. Es versucht u.a. eine möglichst gleichmäßige 
Maschinenauslastung im Zeitablauf zu erzielen. Zu Beginn eines Simulationslaufs ist 
das System allerdings noch leer, weshalb, wie in Abschnitt 5.1.3.2 noch zu 
beschreiben ist, eine Einschwingphase der eigentlichen Datenerhebungsphase 
vorausgeht. Wenn der Freigabemechanismus aber nur Aufträge freigibt, die den 
Work Content der von ihnen benötigten Maschinen nicht über den Mittelwert hinaus 
erhöhen, kann ein sich selbst erhaltendes System eintreten, in dem keine Aufträge 
freigegeben werden.362 Um derartige Probleme zu umgehen, findet während der 
ersten Hälfte der Einschwingphase immer eine sofortige Freigabe statt, während 
                                                 
361 Festzuhalten ist allerdings, dass eine Fehlzuordnung dann nur sehr kurz bestehen würde, da der Auftrag bereits 
nach kurzer Zeitspanne der ersten Maschine zugeführt wird und die Bearbeitungszeiten, jeweils den potentiellen 
Work Contents entsprechend, der Distanz zu dieser Maschine zugeordnet werden. Es werden also i.d.R. zu jedem 
Zeitpunkt nur wenige Aufträge vorliegen, deren Distanz der potentiellen Work Contents die Zeitspanne bis zum 
Erreichen der jeweiligen Maschine überschätzt. 
362 Da auch die Prioritätsbestimmung für die Auftragsfreigabe durch Kombination verschiedener 
Prioritätsfaktoren geschehen kann, ist es möglich, diese Problematik durch gleichzeitige Anwendung eines 
terminorientierten Faktors zu umgehen. 
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Systemdaten ermittelt werden. Es hat sich experimentell gezeigt, dass so gleichzeitig 
eine reibungslose Freigabe und eine unverfälschte Datenerhebung gewährleistet 
werden können. Da aus der Einschwingphase ohnehin keine Daten in die 
auszuwertenden Stichproben eingehen, ist es vertretbar, dass während dieser 
Zeitspanne teilweise das zu untersuchende Verfahren keine Anwendung finden.363 
Eine letzte Ausgestaltungsfrage ist diejenige nach den Zeitpunkten, zu denen eine 
Freigabe potentiell möglich ist. Da die meisten Kennzahlen, auf denen die Freigabe 
beruht, sich zeitkontinuierlich verändern, wäre es vorteilhaft, wenn auch die Freigabe 
zeitkontinuierlich stattfinden würde. Die Neuschätzung, vor allem der erwarteten 
Durchlaufzeiten der Aufträge im Pool, kann aber je nach Verfahren rechenaufwendig 
sein, was bei einer großen Anzahl von Aufträgen zu deutlich erhöhten Rechenzeiten 
führt. Da es möglich sein soll, dass ein eiliger Auftrag sofort beim Eintreffen 
freigegeben werden kann, ist die Minimalanforderung an die 
Überprüfungshäufigkeit, dass das Freigabeverfahren durch Ankunft eines neuen 
Auftrags im Freigabepool angestoßen wird.364 Da die Auftragsankunft einem 
stochastischen Prozess unterliegt, kann es dann aber passieren, dass eine lange Zeit 
keine Überprüfung stattfindet, was wiederum zu deutlichen Verspätungen führen 
kann. Daher ist zusätzlich eine Maximaldauer Ft∆  zu spezifizieren, die maximal 
nach einer Überprüfung auf Freigabe vergehen darf, bist eine erneute 
Freigabekontrolle stattfinden muss. Diese Dauer hat einen Einfluss auf die 
Zielerreichung, da Aufträge evtl. zu lange zurückgehalten werden, sowie auf die 
benötigte Rechenzeit zur Durchführung eines Simulationslaufs. 
Für viele der Voraussichtsmechanismen ist die Bearbeitungszeit eines Auftrags 
durch die aktuelle Maschine eine wesentliche Kennzahl, die allerdings im 
Freigabepool ebenso wenig existiert wie eine mittlere Bearbeitungszeit aller Aufträge 
durch diese Maschine. Da die mittlere Bearbeitungszeit zumeist dazu dient, 
abzuschätzen, wie lange ein Auftrag warten muss, bis die nächste Auswahl eines 
Auftrags für die Bearbeitung stattfindet, wird Ft∆  als Substitut für nicht existente 
Freigabepoolbearbeitungszeiten verwendet. Auch hier können gewisse 
Ungenauigkeiten auftreten, die im Rahmen eines stochastisch dynamischen Models 
aber wahrscheinlich nicht ins Gewicht fallen und die Anpassung entspricht durch 
                                                 
363 Vgl. Abschnitt 5.3.2 für eine Darstellung der Grundlagen einer Einschwingphase. 
364 Aufgrund der Interdependenzen der einzelnen Aufträge, z.B. über die potentiellen Work Contents, erscheint es 
ratsam, zu diesem Zeitpunkt die Freigabe aller Aufträge im Pool zu überprüfen. 
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diese Herangehensweise der bisher beschriebenen Logik. Um einen guten 
Kompromiss zwischen Rechenzeit und Zielerreichung zu erlangen und die 
Behandlung von Freigabepool und Maschinenwarteschlangen möglichst ähnlich zu 
gestalten, wird Ft∆  im Rahmen der vorliegenden Arbeit mit 10 ZE verwendet. Dies 
entspricht der mittleren Operationsbearbeitungszeit im Rahmen der in dieser Arbeit 
durchgeführten Experimente. 
Die auch für die Auftragsfreigabe herangezogenen Verfahren zur Schätzung der 
Work Contents und Wartezeiten werden in Abschnitt 4.6.1 bzw. 4.6.2 beschrieben. 
Daran anschließend stellt Abschnitt 4.6.3 dar, wie die Bestimmung der 
Operationstermine erfolgt. In diesem Rahmen wird auch auf die Bestimmung des 
Freigabetermins eingegangen. Die Beschreibung der experimentellen 
Wirksamkeitsüberprüfung der vorausschauenden Auftragsfreigabe findet im Rahmen 
des Abschnitts 6.7 statt. 
4.6 Schätzung von zukünftigen Work Contents und 
Wartezeiten 
4.6.1 Schätzung zukünftiger Work Contents 
4.6.1.1 Grundsätzliche Überlegungen zu einem geeigneten Schätzmodell 
Die Darstellung der entwickelten Voraussichtsmechanismen zeigt auf, dass eine 
essentielle Voraussetzung für ihre erfolgreiche Anwendung eine präzise Schätzung 
zukünftiger Work Contents und Wartezeiten darstellt. Im Folgenden wird ein 
Verfahren zur Schätzung der Arbeitsvorräte beschrieben, worauf in Abschnitt 4.6.2 
ein Schätzverfahren für zukünftige Wartezeiten folgt, das auf die geschätzten 
Arbeitsvorräte zurückgreift. 
Die Schätzung der zukünftigen Work Contents soll möglichst universell für 
unterschiedliche Problemstellungen einsetzbar sein, damit sie überall dort 
durchgeführt werden kann, wo es möglich ist, Prioritätsregeln einzusetzen. 
Außerdem sollte der Planer in der Lage sein, Anpassungen am Schätzverfahren 
vornehmen zu können, wenn die Schätzgenauigkeit aufgrund von geänderten 
Systemeigenschaften abnimmt. Daher ist es angebracht, ein traditionelles und in 
diversen Statistikpaketen verbreitetes Verfahren, nämlich das der linearen 
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Regression, zu wählen.365 Die Regressionsanalyse gestattet einerseits die Aufklärung 
von vermuteten Wirkungszusammenhängen und andererseits die Prognose 
zukünftiger Werte. Außerdem ist sie trotz ihrer relativ starren Anforderungen an die 
zu erfüllenden Voraussetzungen robust gegenüber teilweiser Nichterfüllung der 
Voraussetzungen.366 Der geringe Rechenaufwand, der zum Bestimmen eines 
Regressionsmodells notwendig ist, gestattet darüber hinaus auch die regelmäßige 
Neuparametrisierung während des laufenden Betriebs. Die große Bekanntheit und 
Nachvollziehbarkeit des Verfahrens lässt zusätzlich auf eine hohe Akzeptanz in der 
praktischen Anwendung hoffen. 
4.6.1.2 Theoretische Überlegungen zu Variablen, die den zukünftigen Work 
Content erklären 
Für den Aussagegehalt eines Regressionsmodells ist es unerlässlich, Over- und 
Underfitting, also die Berücksichtigung irrelevanter bzw. das Weglassen wichtiger, 
die Streuung erklärender Regressoren, soweit wie möglich zu vermeiden.367 Beides 
kann aufgrund von in realen Systemen häufig auftretender Multikollinearität zu 
Fehlzuordnungen einzelner Wirkungszusammenhänge führen.368 Daher sollten den 
Ausgangspunkt für die Aufstellung eines Regressionsmodells immer sachlogische 
Überlegungen bilden, die versuchen, alle beobacht- und quantifizierbaren 
Einflussgrößen auf die zu schätzende Variable zu berücksichtigen.369 Anhand von 
statistischen Testverfahren sind aus diesen die geeigneten auszuwählen, um das 
Regressionsmodell aufzustellen. Im Folgenden werden die theoretischen 
Überlegungen zu den zu erwartenden Einflussgrößen dargestellt, bevor sie in 
Abschnitt 4.6.1.4 überprüft werden. Ausgangspunkt ist das Ziel der Schätzung des 
Work Contents in der Warteschlange einer ausgewählten Maschine an einem frei 
bestimmbaren in der Zukunft liegenden Zeitpunkt. Alle erklärenden Variablen sind 
Kennzahlen, die das System zum Zeitpunkt der Schätzung beschreiben. Es ist davon 
                                                 
365 Darstellungen des Verfahrens der linearen Regression finden sich in den meisten Standardwerken der Statistik 
und ausführlich z.B. in FAHRMEIR/KNEIB/LANG (2007), URBAN/MAYERL (2011) und GRAYBILL/IYER 
(1994). 
366 Vgl. BACKHAUS et al. (2008), S. 91. 
367 Vgl. hierzu und im Folgenden BACKHAUS et al. (2008), S. 84. 
368 Liegt Multikollinearität vor, so heißt dies, dass eine hohe Korrelation zwischen zwei oder mehr erklärenden 
Variablen besteht. Die Folge ist eine ungenaue Schätzung der Regressionskoeffizienten, da die Änderung der 
abhängigen Variable nicht mehr eindeutig auf die Änderung einer erklärenden Variable zurückgeführt werden 
kann. 
369 Vgl. BACKHAUS et al. (2008), S. 106. 
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auszugehen, dass die Regressionskoeffizienten eine Abhängigkeit vom 
Schätzhorizont aufweisen werden.  
 
Work Content der Maschine 
Bedenkt man, dass der zukünftige Work Content ausgehend vom aktuellen 
dadurch entsteht, dass manche Aufträge zur Bearbeitung die betrachtete 
Warteschlange verlassen und andere, entweder neu das System betretend oder die 
Bearbeitung durch andere Maschinen verlassend, diese Warteschlange erreichen, 
liegt nahe, dass der Work Content einer hohen Autokorrelation unterliegt. Dies gilt 
vor allem für nicht weit entfernte Schätzhorizonte, bei denen, limitiert durch 
auftretende Bearbeitungszeiten und Zwischenankunftszeiten, nur in wenigen 
Ausnahmefällen deutliche Ab- und Zugänge in der Warteschlange zu erwarten 
sind.370 
 
Potentielle Work Contents gruppiert nach Distanz 
Der Großteil der eine Maschine in nächster Zukunft erreichenden Aufträge ist 
bekannt, außer für eine evtl. vorliegende einheitliche Gateway-Maschine aller 
Aufträge. Bei Anwendung der vorausschauenden Auftragsfreigabe können zudem 
noch nicht freigegebene Aufträge zusätzlich berücksichtigt werden. Es ist darüber 
hinaus davon auszugehen, dass ein Auftrag, der sich an der direkten 
Vorgängermaschine der betrachteten Maschine befindet, Letztere im Mittel eher 
erreichen wird als ein Auftrag, der noch mehrere Produktionsschritte entfernt ist.371 
Begrenzt wird das Vorrücken der Aufträge zum nächsten Produktionsschritt durch 
die Kapazität der jeweiligen Maschine. Teile dieser Kapazitäten werden zudem durch 
Konkurrenzaufträge gebunden, die die Maschine, für die eine Work-Content-
Schätzung durchgeführt werden soll, nicht oder nicht mehr benötigen werden. 
Aufgrund dieser begrenzten Vorwärtsbewegung der Aufträge und somit der 
potentiellen Arbeitsvorräte erscheint es nicht ausreichend, die aggregierten 
                                                 
370 Besonders große Abgänge treten nur auf, wenn Aufträge mit sehr langen Bearbeitungszeiten die Warteschlage 
zur Bearbeitung verlassen. Für das Auftreten großer Zugänge kann entweder das Eintreffen von Aufträgen mit 
langen Bearbeitungszeiten oder das Eintreffen von durchschnittlichen Aufträgen in gehäufter Zahl verantwortlich 
sein. 
371 Je nach Prioritätsregel ist dieser Zusammenhang unterschiedlich stark ausgeprägt. Wendet man FIFO an, so 
sollte dieser Zusammenhang klarer beobachtbar sein als z.B. unter Verwendung der SPT-Regel, bei der einzelne 
Aufträge relativ häufig andere überholen. 
 146 
potentiellen Work Contents unter Verzicht auf die Berücksichtigung der Distanz in 
Produktionsschritten heranzuziehen.372 
 
Gesamter System-Work-Content 
Liegt ein bestimmter potentieller Work Content im System vor, so konkurriert er 
mit dem übrigen Work Content um die Kapazität der Maschinen. Ein steigender 
System-Work-Content hat c.p. somit zur Folge, dass der potentielle Work Content 
einer Maschine diese später erreichen wird. Vor allem bei kurzfristigen Schätzungen 
ist zudem zu erwarten, dass ein Teil dieser Konkurrenzbeziehung auch zwischen 
Work Contents geringer und hoher Distanz zu beobachten sein wird. Es ist also zu 
erwarten, dass der zu schätzende Regressionskoeffizient des gesamten System-Work-
Contents ein negatives Vorzeichen aufweisen wird. Für die potentiellen Work 
Contents vor allem großer Distanz sind unterschiedliche Vorzeichen in Abhängigkeit 
vom Schätzhorizont zu erwarten. Diese Zusammenhänge lassen außerdem darauf 
schließen, dass zwischen dem System-Work-Content und anderen work-content-
basierenden Größen eine Korrelation zu bestimmenden Ausmaßes vorliegen wird. 
Dabei ist insbesondere zu prüfen, ob daraus für das Regressionsmodell das Problem 
der Multikollinearität folgt. 
 
Maschinenrestbearbeitungszeit 
Für den späteren Einsatz des geschätzten Work Contents ist es sinnvoll, den 
reinen Arbeitsvorrat der Warteschlange zu schätzen und die Restbearbeitungszeit 
(RBZ) des aktuellen Auftrags getrennt zu betrachten.373 Die aktuelle 
Restbearbeitungszeit hat aber dennoch einen Einfluss auf den zukünftigen Work 
Content einer Maschine, da die Bearbeitung beendet werden muss, bevor mit der 
Abarbeitung der Warteschlange begonnen werden kann. Es ist allerdings auch zu 
                                                 
372 Aggregiert findet der potentielle Work Load z.B. in WIENDAHL (1987), GEE/SMITH (1993), 
SABUNCUOGLU/COMLEKCI (2002) und ÖZTÜRK/KAYALIGIL/ÖZDEMIREL (2006) Anwendung. Z.T. 
findet eine vereinfachte Berücksichtigung der Distanz statt, indem Aufträge nur mit einem Teil ihrer 
Bearbeitungszeit berücksichtigt werden. Die Reduktion findet in Abhängigkeit von der Wahrscheinlichkeit statt, 
mit der der jeweilige Auftrag die betrachtete Maschine zum Zeitpunkt, für den der Work Content geschätzt wird, 
erreicht. 
373 Soll der geschätzte Work Content z.B. wie in Abschnitt 4.6.2 genutzt werden, die Wartezeit eines Auftrags zu 
schätzen, ist die Trennung zwischen Arbeitsvorrat und Restbearbeitungszeit notwendig, wenn erwartet wird, dass 
der Auftrag die höchste Priorität in der Warteschlange aufweisen wird. Dann wird er zwar vor allen anderen 
Aufträgen bearbeitet, muss aber auf jeden Fall noch warten, bis die aktuelle Bearbeitung durch diese Maschine 
beendet ist. 
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erwarten, dass dieser Einfluss mit zunehmendem Schätzhorizont stark abnimmt und 
ohnehin deutlich schwächer ausfällt, als der Einfluss des Maschinen-Work-Contents. 
 
Verteilung des potentiellen Work Contents 
Die Betrachtung des potentiellen Work Contents und des gesamten System-Work-
Contents zielt letztendlich darauf ab, die Wahrscheinlichkeit zu approximieren, dass 
im System befindliche Aufträge die betrachtete Maschine im Zeitraum zwischen 
Schätzzeitpunkt und Schätzhorizont erreichen. Dafür spielt auch die Verteilung des 
potentiellen Work Contents auf die einzelnen Maschinen eine Rolle. Es sei 
beispielhaft das Arbeitsvolumenpotential der Distanz eins betrachtet. Liegt es in 
Form mehrerer Aufträge vollständig in der Warteschlange einer einzigen Maschine 
vor, so ist die Wahrscheinlichkeit relativ hoch, dass dort einer dieser Aufträge für die 
nächste Bearbeitung ausgewählt wird und nach der Bearbeitung der betrachteten 
Maschine zugeführt wird. Verteilt sich das gleiche Arbeitsvolumenpotential auf neun 
Maschinen, so sinkt zwar c.p. für jede einzelne Maschine die 
Auswahlwahrscheinlichkeit, gleichzeitig erhöht sich aber die Anzahl der Maschinen, 
die potentiell einen der relevanten Aufträge auswählen können. D.h. durch die 
Kapazitätsbeschränkung der Maschinen führt eine Verteilung auf mehr Maschinen zu 
einer Erhöhung der Streuung der Zufallsvariable, die den Auftragszufluss der 
betrachteten Maschine beschreibt. Damit steigt auch das Risiko, dass es zu 
plötzlichen unerwarteten Engpässen aufgrund der Tatsache kommt, dass viele 
Maschinen gleichzeitig Aufträge an die betrachtete Maschine abgeben und der Work 
Content dieser Maschine somit sprunghaft ansteigt.374 Als erklärende Variablen 
dienen für den potentiellen Work Content jeder einzelnen Distanz die Anzahl der 
Maschinen, auf die er sich verteilt. 
 
Quadrierter Maschinen-Work-Content 
Die Autokorrelation des Work Contents einer Maschine ist dadurch beschränkt, 
dass der aktuelle Arbeitsvorrat einer Maschine nur solange Einfluss auf den 
zukünftigen hat, bis es zum Maschinenstillstand aufgrund mangelnder Aufträge 
                                                 
374 Die Betrachtung der Verläufe des Maschinen-Work-Contents im Rahmen eines Experiments bestätigt dies. Es 
lässt sich beobachten, dass plötzliche Spitzen dann auftreten, wenn eine Vielzahl von Maschinen zufällig nahezu 
gleichzeitig Aufträge an diese Maschine abgeben. Dies ist nicht möglich, wenn das Arbeitsvolumenpotential der 
Distanz eins nur auf wenige Maschinen verteilt vorliegt. Gleiches ist für jeden Übergang des potentiellen Work 
Contents von einer Distanz in die nächstkürzere zu beobachten. 
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kommt. Insbesondere für weit entfernte Schätzhorizonte steigt der Erklärungsgehalt 
des aktuellen Work Contents demnach mit seiner Höhe, da mit ihr die erwartete 
Zeitspanne bis zum nächsten Stillstand steigt. Da eine lineare Abhängigkeit des 
zukünftigen Work Contents vom aktuellen diese Einflusszunahme in Abhängigkeit 
von der Höhe schlecht abbildet, ist zu überprüfen, ob dies mithilfe des quadrierten 
aktuellen Arbeitsvorrats als zusätzliche erklärende Variable besser gelingt. Auch hier 
ist allerdings wieder explizit auf das Vorliegen von Multikollinearität zu achten und 
evtl. nur den linearen oder den quadrierten aktuellen Work Content ins Schätzmodell 
aufzunehmen. Für diesen Fall sollte im Rahmen der Modellbildung festgestellt 
werden, welche der beiden Varianten den größeren Erklärungsgehalt aufweist. Für 
die potentiellen Work Contents aller Distanzen wird ebenfalls die quadrierte Variante 
zusätzlich zur linearen untersucht. 
 
Work Content der Dummyaufträge 
In den Abschnitten 4.1 und 4.5 wurde dargestellt, dass für jeden Auftrag, der auf 
einer Maschine bearbeitet wird, sowie jeden Auftrag im Freigabepool ein 
Dummyauftrag in die Warteschlange der Nachfolgemaschine gesandt werden kann. 
Über Inserted Idleness hinaus können diese auch zur Generierung weiterer 
Informationen für die Schätzung von zukünftigen Work Contents genutzt werden, da 
sie präzise Aussagen über bald ankommende Aufträge zulassen. Somit ist zu 
erwarten, dass die Berücksichtigung von Auftragsdummies gerade bei kurzfristigen 
Schätzungen eine deutliche Erhöhung der Schätzgenauigkeit mit sich bringt. Zu 
beachten ist aber, dass diese Dummyaufträge Aufträge repräsentieren, die einen 
Beitrag zum potentiellen Work Content der Distanz eins liefern. Das Aufstellen eines 
Regressionsmodells unter Aufteilung der erklärenden Work Contents stellt technisch 
kein Problem dar. Der Einsatz von Dummyaufträgen ist aber nicht zwingend 
notwendig und der Planer kann sich, evtl. nur vorübergehend, dagegen entscheiden. 
Das Regressionsmodell erzeugt dann jedoch falsche Schätzergebnisse, weil es darauf 
basiert, dass vor allem die sehr kurzfristigen Schätzungen zu einem großen Teil 
durch Berücksichtigung des Auftragsdummyarbeitsvolumens erfolgen. Daher ist es 
notwendig, zwei getrennte Regressionsmodelle in Abhängigkeit vom Einsatz der 
Auftragsdummies aufzustellen. 
Im eher mittel- bis langfristigen Bereich ist zu erwarten, dass die 
Berücksichtigung von Störungsdummies eine Erhöhung der Anpassungsgenauigkeit 
des Schätzmodells zulässt. Da Störungsdummies nur auf ausfallgefährdeten 
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Maschinen überhaupt erzeugt werden, dort aber auch tatsächlich ein langsamerer 
Abbau der Work Contents eintreten wird, müssen keine zwei unterschiedlichen 
Modelle in Abhängigkeit vom Einsatz dieser Dummyart aufgestellt werden. 
Aufgrund der Tatsache, dass die beiden verschiedenen Dummyauftragstypen auf 
Schätzungen für unterschiedliche Horizonte am stärksten wirken, erscheint es 
sinnvoll, die Arbeitsvorräte beider Gruppen durch zwei getrennte Variablen zu 
berücksichtigen. 
  
Mittlerer Work Content der Maschine 
Für sehr weit in die Zukunft reichende Schätzungen sind immer weniger 
Informationen über evtl. dann in der Warteschlange vorliegende Aufträge verfügbar. 
Daher wird zusehends auf Mittelwerte zurückzugreifen sein. Grundsätzlich dient der 
konstante Term des Regressionsmodells diesem Zweck. Dieser ist jedoch weder in 
der Lage, die vorliegende Systemauslastung noch die evtl. unterschiedliche mittlere 
Auslastung der einzelnen Maschinen abzubilden. Aus diesem Grund wird der 
mittlere Work Content der betrachteten Maschine als zusätzlicher Regressor 
herangezogen. Es ist zu erwarten, dass er bei Schätzungen für nahe liegende 
Schätzhorizonte keine große Rolle spielen wird und dass er einen hohen 
Zusammenhang mit der Konstante des Regressionsmodells aufweisen wird. 
4.6.1.3 Experimentbeschreibung und Überprüfung der Einhaltung der 
Regressionsvoraussetzungen 
Bei der Bestimmung des für die Schätzung des zukünftigen Work Contents in der 
vorliegenden Arbeit anzuwendenden Regressionsmodells wird in zwei Schritten 
vorgegangen. Im ersten Schritt wird auf Basis eines experimentell gewonnenen 
Datensatzes bestimmt, inwieweit die Anwendungsvoraussetzungen der 
Regressionsanalyse erfüllt sind und welche der in Abschnitt 4.6.1.2 dargestellten 
Regressoren in das Modell aufgenommen werden sollen. Im zweiten Schritt werden 
die gewonnenen Erkenntnisse genutzt, das im weiteren Verlauf einzusetzende 
Modell aufzustellen. Dieses wird auf Basis eines zweiten experimentell gewonnenen 
Datensatzes bestimmt und in Abschnitt 4.6.1.5 beschrieben. 
Soll das Regressionsmodell für die Anwendung in einem realen System 
aufgestellt werden, so müssen die relevanten Daten in repräsentativen 
Systemzuständen erhoben werden. Im Folgenden werden daher Steuerungs- und 
Systemparameter angenommen, wie sie auch in den Experimenten zur Überprüfung 
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der Wirksamkeit der Voraussichtsmechanismen Anwendung finden.375 Mit dem Ziel, 
ein Regressionsmodell für alle Parameterausprägungen zu erzeugen, werden 
möglichst viele dieser Ausprägungen in die Stichprobe eingezogen. Ist im Voraus 
bekannt, welche Parameterwerte auftreten werden, so empfiehlt es sich, nur diese bei 
der Aufstellung des Modells zu berücksichtigen, da so eine höhere 
Anpassungsgenauigkeit zu erwarten ist. Für das Experiment werden alle sechs 
Prioritätsregeln aus Tabelle 22 zur Steuerung herangezogen. Außerdem finden aus 
Tabelle 21 die Auslastungsgrade 0,90(g) Anwendung, also eine gleiche Auslastung 
aller Maschinen in Höhe von 90% und 0,95(u), d.h. das Vorliegen mindestens einer 
Engpassmaschine mit einer Auslastung von 95% und einer mittleren 
Maschinenauslastung von 78%.376 Es werden beide in Tabelle 20 dargestellten 
Störungsvarianten berücksichtigt, nämlich dass entweder keine Maschine 
störungsbedingt ausfallen kann oder alle. Bei fünf durchgeführten unabhängigen 
Replikationen folgen daraus 120 Simulationsläufe.377 Innerhalb des Zeitraums 
37.500 ZE bis 70.000 ZE werden alle 10 ZE die Arbeitsvorräte aller Maschinen und 
die Werte sämtlicher erklärenden Variablen erhoben.378 
Die experimentell erhobenen Daten dienen der Aufstellung mehrerer 
Regressionsmodelle für jeweils einen Schätzhorizont. Für den Schätzhorizont von 
700 ZE bedeutet dies z.B., dass die für den Zeitpunkt t erhobenen Werte der 
erklärenden Variablen genutzt werden, den Work Content einer Maschine zum 
                                                 
375 An dieser Stelle soll lediglich angenommen werden, dass die zum Aufstellen des Regressionsmodells 
herangezogenen Daten repräsentativ für Zustände des Systems sind, in dem das Schätzmodell Anwendung finden 
soll. Auch wird davon ausgegangen, dass bei der Erhebung alle Anforderungen, die sich aus der Anwendung der 
Regressionsanalyse ergeben, erfüllt werden. In Kapitel 5 wird ausführlich auf das in der vorliegenden Arbeit 
herangezogene Modell eingegangen. Ebenso findet eine detaillierte Betrachtung der Anforderungen an die 
Durchführung von Simulationsexperimenten und die Erhebung der Stichprobendaten statt. In Abschnitt 4.6 soll 
vorerst nur die Entwicklung des Schätzmodells unter Annahme der Einhaltung dieser Anforderungen dargestellt 
werden. 
376 Vgl. Abschnitt 5.2.4 für eine ausführliche Darstellung dieser beiden Varianten und insbesondere der 
Generierung von Problemen mit Engpassmaschinen. 
377 In Abschnitt 5.3.3 wird ausführlich auf die Durchführung unabhängiger Replikationen sowie die Bestimmung 
des notwendigen Stichprobenumfangs eingegangen. Zur Bestimmung des Regressionsmodells werden weniger 
unabhängige Simulationsläufe durchgeführt, da pro Lauf nicht nur ein Stichprobendatensatz erhoben wird. Für 
die Regression ist es notwendig, Daten zu möglichst vielen verschiedenen Zeitpunkten zu erheben, um feststellen 
zu können, welchen Einfluss die erklärenden Variablen zu einem Zeitpunkt auf die abhängige Variable zu einem 
späteren Zeitpunkt haben. 
378 Der Zeitraum ist so gewählt, dass er bei jedem der Simulationsläufe immer nach der in Abschnitt 5.3.2 
beschriebenen Einschwingphase und vor Laufende liegt. 
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Zeitpunkt t + 700 ZE zu schätzen.379 Das Aufstellen eines getrennten Modells für 
jeden Schätzhorizont erscheint notwendig, weil zu erwarten ist, dass die einzelnen 
Regressoren bei verschiedenen Schätzhorizonten einen unterschiedlich starken 
Einfluss und unterschiedliche Koeffizienten aufweisen. Die betrachteten 
Schätzhorizonte sind 0, 10, 50, 100, 150, 200, 250, 350, 450, 550, 700, 850, 1.000, 
1.250, 1.500 und 12.500 ZE.380 Auswahlgründe für diese Werte sind zum einen die 
beobachteten Werte von ungefähr 700 ZE für die mittlere und ungefähr 1.250 ZE für 
die maximale Durchlaufzeit eines Auftrags sowie ca. 10 ZE für die mittlere 
Operationsbearbeitungszeit, ca. 11 ZE für die mittlere Zwischenankunftszeit und eine 
mittlere Warteschlangenlänge von 5 Aufträgen. Zum anderen ist der zunehmende 
Abstand der Schätzhorizonte darin zu suchen, dass nähere Schätzhorizonte deutlich 
häufiger auftreten381 und dass bei weit entfernten Schätzhorizonten ohnehin keine so 
große Genauigkeit erzielbar ist, als dass eine ähnlich feine Abstufung wie bei 
kurzfristigen Schätzungen lohnenswert erscheint. 
Bevor die Regressionsmodelle zur Schätzung zukünftiger Work Contents 
eingesetzt werden können, muss die Einhaltung der Anwendungsvoraussetzungen für 
die Regressionsanalyse geprüft werden.382 Im Folgenden werden die Ergebnisse 
dieser Prüfung für die einzelnen Voraussetzungen beschrieben. 
Zur Überprüfung der Linearität der zu erklärenden Zusammenhänge wurden die 
Streudiagramme herangezogen, die den partiellen Zusammenhang zwischen dem 
Regressanden und jeweils einem Regressor wiedergeben. Sie zeigen auf, dass die 
Anforderung der Linearität nur für eine Gruppe von Regressoren nicht gegeben ist. 
                                                 
379 Dies hat zur Folge, dass die Stichprobe nicht vollständig genutzt werden kann, weil z.B. für die erklärenden 
Variablen von Zeitpunkt 69990 kein zu schätzender Work Content 700 ZE später erhoben wird. 
380 Um für alle Schätzhorizonte einen gleich großen Stichprobenumfang zu erhalten, werden die Werte der 
erklärenden Variablen nur aus dem Erhebungszeitraum 37.500 bis 57.500 genutzt. Nach Bereinigung der 
Stichprobe um die übrigen Datensätze stehen bei Berücksichtigung der Daten für alle zehn Maschinen insgesamt 
ca. 2,4 Mio. Datensätze je Regressionsmodell für die Schätzung zur Verfügung. 
381 Die Voraussichtsmechanismen, die auf die Schätzung von Work Contents zurückgreifen, werden zumeist 
genutzt, die Prioritäten eines Auftrags zu modifizieren. Die Schätzung findet also i.d.R. im Rahmen der 
Prioritätsbestimmung statt, wenn dieser Auftrag sich in der Warteschlange vor einer Maschine auf seiner Route 
befindet. Geschätzt werden die Work Contents bei erwarteter Auftragsankunft an den betreffenden Maschinen auf 
der restlichen Route, die mit fortschreitendem Bearbeitungsprozess an diesem Auftrag immer kürzer wird. Eine 
kürzere Restroute geht demnach i.d.R. mit weniger weit entfernten Schätzhorizonten einher, weshalb weit 
entfernte Schätzhorizonte nur in frühen Bearbeitungsstadien auftreten, kurze jedoch immer. 
382 Die Anwendungsvoraussetzungen und deren Überprüfung werden u.a. in BACKHAUS et al. (2008), S. 79-90; 
FAHRMEIR/KNEIB/LANG (2007), S.64-72; HAIR et al. (1998), S. 172-176 und 
RAWLINGS/PANTULA/DICKEY (1998), S. 325-483 dargestellt. 
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Im Fall der quadrierten Arbeitsvolumina hängt der zu schätzende Work Content 
vielmehr logarithmisch vom Regressanden ab. Die Transformation durch 
Quadrierung führt also zu einer Verschlechterung der Anpassungsgüte. Am 
Streudiagramm der zugehörigen Residuen zeigt sich daher auch, dass bei hohen 
quadrierten Arbeitsvolumina tendenziell eine deutliche Überschätzung des 
zukünftigen Work Contents der Maschine auftritt. Die Streudiagramme für die 
anderen Regressoren offenbaren zwar, dass der vorliegende Zusammenhang 
tatsächlich als linear angenommen werden kann, allerdings vor allem bei weit 
entfernten Schätzhorizonten relativ schwach ausgeprägt ist, da z.T. eine erhebliche 
unsystematische Streuung vorliegt. 
Auch zwei weitere formale Anforderungen an die Residuen scheinen 
weitestgehend erfüllt zu sein. Ihr Erwartungswert beträgt null und auch scheint 
Homoskedastizität weitgehend vorhanden zu sein. Anzumerken ist aber, dass die 
Beurteilung evtl. vorliegender Heteroskedastizität durch Betrachtung der 
Streudiagramme und Anwendung z.B. des Goldfeld-Quandt-Tests383 dadurch 
erschwert wird, dass die meisten involvierten Variablen eine Begrenzung auf Werte 
größer oder gleich null und eine rechtsschiefe Verteilung der Ausprägungen 
aufweisen. 
Schließlich müssen die Residuen auch auf Autokorrelation getestet werden. 
Sowohl der Durbin-Watson-Test als auch die grafische Beurteilung auf Basis der 
Autocorrelation Function (ACF) und der Partial Autocorrelation Function (PACF) 
zeigen auf, dass Autokorrelation vorliegt.384 Diese nimmt mit Erhöhung des 
Schätzhorizonts zu, was zunächst kontraintuitiv erscheint, da der Work Content einer 
Maschine vor allem kurzfristig hoch autokorreliert ist. Die Residuen entstehen 
jedoch durch Fehlschätzung, da zwischen dem aktuellen Zeitpunkt und dem 
Zeitpunkt, für den geschätzt werden soll, stochastische Ereignisse eintreten, die sich 
durch die erklärenden Variablen nicht abbilden lassen. Je weiter der Schätzhorizont 
in der Zukunft liegt, desto weiter kann sich die Fehlschätzung vom korrekten Wert 
entfernen und desto länger dauert es, bis sich die stochastischen Ereignisse in den 
erklärenden Variablen niederschlagen und der entsprechende Störeinfluss seine 
                                                 
383 Vgl. GOLDFELD/QUANDT (1965), S. 539-547 und GREENE (2003), S. 223. 
384 Eine Beschreibung des Durbin-Watson-Tests findet sich in DURBIN/WATSON (1950) und 
DURBIN/WATSON (1951) sowie in BACKHAUS et al. (2008), S. 87 und FAHRMEIR/KNEIB/LANG (2007), 
S. 141-142. Eine Erläuterung der ACF und der PACF sowie deren Berechnung finden sich in 
FAHRMEIR/KNEIB/LANG (2007), S. 137-140. 
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Wirkung verliert. Entsprechend ist bei weit entfernten Schätzhorizonten die 
Autokorrelation der Residuen höher. Das Vorliegen von Autokorrelation führt zu 
einem Verlust an Genauigkeit bei der Bestimmung des Standardfehlers und der 
Konfidenzintervalle der Regressionskoeffizienten und somit bei den 
Signifikanztests.385 Alternative Verfahren sind jedoch auch nicht unproblematisch. 
Eine Verwendung von Generalized Least Squares (GLS) anstatt von Ordinary Least 
Squares (OLS) ermöglichst zwar eine Schätzung der Parameter auch bei Vorliegen 
von Autokorrelation, setzt aber eine Schätzung der Korrelationsmatrix voraus.386 
Dieses ist jedoch ein schwieriges Schätzproblem und eine ungenaue Schätzung führt 
zu weniger präzisen Koeffizientenwerten als die Anwendung der OLS-Methode. 
Auch die multivariate Zeitreihenanalyse kann zwar bei vorliegender Autokorrelation 
angewandt werden, bringt jedoch andere Probleme mit sich.387 Die Aufstellung des 
Modells ist deutlich aufwendiger und erheblich mehr Parameter müssen geschätzt 
werden. Außerdem stehen zahlreiche unterschiedliche Modelle zur Verfügung, 
wodurch es für einen evtl. nicht speziell ausgebildeten Planer noch schwieriger wird, 
das geeignete zu wählen. Dies gilt vor allem, weil multivariate Zeitreihenmodelle 
relativ sensitiv auf Missspezifikation reagieren. In der vorliegenden Arbeit werden 
evtl. Ungenauigkeiten bei der Koeffizientenschätzung aufgrund von Autokorrelation 
der Residuen daher in Kauf genommen. Dadurch kann eine Abschätzung der 
Mindestverbesserung unter Anwendung eines einfachen Verfahrens durchgeführt 
werden. Aufgrund des modularen Aufbaus des Steuerungssystems kann der Planer 
jederzeit ein anderes oder verbessertes Verfahren zur Schätzung zukünftiger Work 
Contents einsetzen, ohne an den Voraussichtsmechanismen etwas ändern zu müssen. 
Ebenfalls ist das Regressionsmodell noch auf Vorliegen von Multikollinearität zu 
prüfen. Wie bereits in Abschnitt 4.6.1.2 ausgeführt, ist im vorliegenden Modell evtl. 
mit dieser hohen Korrelation zwischen Regressoren zu rechnen, da einige der 
Regressoren auf unterschiedlichen Teilmengen des gesamten Work Contents 
basieren. Dennoch ist festzustellen, dass der Variance Inflation Factor (VIF) für 
keine erklärende Variable den empfohlenen Grenzwert von zehn überschreitet.388 
Eine genauere Untersuchung der Quellen der Multikollinearität zeigt auf, dass sie 
                                                 
385 Vgl. RAWLINGS/PANTULA/DICKEY (1998), S. 329 und BACKHAUS et al. (2008), S. 87. 
386 Vergleiche hierzu und im Folgenden RAWLINGS/PANTULA/DICKEY (1998), S. 330. 
387 Vgl. hierzu und im Folgenden CHATFIELD (2004), S. 241-253. 
388 Vgl. für eine genauere Darstellung des VIF NETER/WASSERMAN/KUTNER (1990), S. 407-411 und für die 
Empfehlung der Annahme vorliegender Multikollinearität bei VIF-Werten größer 10 u.a. GRAYBILL/IYER 
(1994), S. 398 und HAIR et al. (1998), S193. 
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zum größten Teil auf die direkte Korrelation eines realen oder potentiellen Work 
Contents und der zugehörigen quadrierten Größe zurückzuführen ist. Das bestätigt 
sich, wenn man zum Modell ohne quadrierte Größen für einen dieser Work Contents 
zusätzlich den quadrierten Wert aufnimmt. Dann sind die einzigen erhöhten VIFs die 
des quadrierten und des zugehörigen einfachen Work Contents. Außerdem kommt es 
nur beim zugehörigen einfachen Wert zu einer deutlichen Änderung des 
Regressionskoeffizients, was verdeutlicht, dass Änderungen des Regressandenwerts 
nicht mehr genau einer dieser beiden Größen zugeordnet werden können. 
Als letztes ist noch festzustellen, dass eine Normalverteilung der Störgröße 
näherungsweise gegeben ist, was allerdings ohnehin nur Relevanz für die 
Testverfahren hat, die aufgrund der Stichprobengrößen bereits relativ sichere 
Ergebnisse liefern. Grundsätzlich scheint das Regressionsmodell also adäquat zu 
sein. Aufgrund der oben dargestellten kritischen Punkte und der evtl. anhand der 
Testergebnisse nicht feststellbaren Probleme ist eine Überprüfung auf Basis der 
zugrunde liegenden theoretischen Überlegung aber unverzichtbar, um eine 
endgültige Entscheidung treffen zu können. 
4.6.1.4 Auswahl geeigneter Regressoren 
Neben der Erfüllung der formalen Anwendungsvoraussetzungen der 
Regressionsanalyse muss auch die Signifikanz der Schätzer bestimmt und die 
Vereinbarkeit der Ergebnisse mit den theoretischen Überlegungen überprüft 
werden.389 Zunächst ist festzustellen, dass sowohl das Gesamtmodell als auch, bis 
auf sehr wenige Ausnahmen, alle Regressoren bei einem Signifikanzniveau von 
α = 0,01 für jeden Schätzhorizont einen signifikanten Erklärungsgehalt aufweisen.390 
Allerdings ist auch festzustellen, dass das Bestimmtheitsmaß R2 deutlich mit 
steigendem Schätzhorizont sinkt.391 Im Bereich sehr kurzer Schätzhorizonte sind 
                                                 
389 Vgl. BACKHAUS et al. (2008), S. 106. 
390 Ausnahmen treten nur vereinzelt und unsystematisch für die quadrierten potentiellen Arbeitsvolumina, meist 
bei größeren Schätzhorizonten, und bei der Restbearbeitungszeit im Modell für den Schätzhorizont 12.500 ZE 
auf. Da für die Schätzhorizonte zwischen den gewählten Stützpunkten die Regressionskoeffizienten mithilfe von 
linearer Interpolation bestimmt werden sollen, müssen nicht signifikante erklärende Variablen entweder aus den 
Modellen für alle Schätzhorizonte entfernt oder immer verwendet werden. 
391 Dies war aufgrund der komplexen Zusammenhänge in einem Job Shop und der Vielzahl der stochastischen 
Größen im System zu erwarten. Es ist davon auszugehen, dass es nicht möglich ist, eine langfristige Schätzung 
hoher Qualität zu erzielen. Durch das aufgestellte Regressionsmodell sind die Bestimmtheitsmaße z.T. jedoch 
dreimal so hoch wie bei einer Schätzung rein auf Basis der aktuellen Work Contents der Maschine, wie sie in den 
meisten anderen Ansätzen vorgenommen wird. 
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Bestimmtheitsmaße nahe eins keine Seltenheit. Sobald der Schätzhorizont die 
maximal beobachtete Durchlaufzeit übersteigt, kann es in manchen Fällen zu Werten 
kommen, die 0,1 nur geringfügig überschreiten.392 
Für die Überprüfung der Übereinstimmung des Modells mit den theoretischen 
Überlegungen ist es sinnvoll, die einzelnen Regressionskoeffizienten in 
Abhängigkeit vom Schätzhorizont zu betrachten.393 In Abschnitt 4.6.1.3 wurde 
dargestellt, dass ein Großteil der Verletzungen der Anwendungsvoraussetzung der 
Regressionsanalyse auf die Verwendung der verschiedenen quadrierten 
Arbeitsvolumen zurückzuführen ist. Aus diesem Grund werden im Folgenden zu 
Vergleichszwecken das vollständige Modell mit allen in Abschnitt 4.6.1.2 
dargestellten Regressoren und ein vereinfachtes Modell unter Ausschluss der 
quadrierten realen und potentiellen Work Contents betrachtet. In beiden Modellen 
lässt sich für alle Regressoren feststellen, dass eine systematische Abhängigkeit der 
Koeffizienten vom Schätzhorizont besteht, die nachfolgend für alle erklärenden 
Variablen näher betrachtet wird. Wird nicht explizit eines der beiden Modelle 
angegeben, so bezieht sich die Beschreibung auf das vollständige Modell. 
Für den Horizont von 0 ZE hat der aktuelle Work Content der betrachteten 
Maschine erwartungsgemäß einen Koeffizienten von eins und alle anderen 
Regressoren von null, da der geschätzte Wert genau dem aktuellen entspricht.394 Der 
Regressionskoeffizient des aktuellen Maschinen-Work-Contents sinkt mit 
steigendem Horizont streng monoton, was den theoretischen Überlegungen 
entspricht. Einzig unerwartet ist, dass er im vollständigen Modell ab einem 
Schätzhorizont größer 1.000 ZE negativ wird. Dies lässt sich dadurch erklären, dass 
der quadrierte Maschinen-Work-Content mit steigendem Horizont den einfachen 
Maschinen-Work-Content zusehends als erklärende Variable verdrängt, da der 
                                                 
392 In BACKHAUS et al. (2008), S. 94 wird dargelegt, dass dies in manchen Fällen durchaus akzeptabel sein 
kann. Auch ist nicht zu vergessen, dass hier Schätzungen für einen Zeitpunkt durchgeführt werden, über den so 
gut wie keine Informationen vorliegen, da alle zum Schätzzeitpunkt vorliegenden Aufträge das System dann 
bereits wieder verlassen haben. Da die Schätzung für Zeitpunkte durchgeführt werden soll, an denen Aufträge 
bestimmte Maschinen erreichen werden, ist außerdem nicht mit häufig vorkommenden Schätzungen für so weit 
entfernte Schätzhorizonte zu rechnen. 
393 Für die im Rahmen dieses Abschnitts betrachteten Schätzmodelle wird auf eine grafische Wiedergabe der 
Regressionskoeffizienten in Abhängigkeit vom Schätzhorizont verzichtet. Es sei aber auf Abbildung 5 des 
Abschnitts 4.6.1.5 verwiesen, die für das endgültige Modell diesen Zusammenhang illustriert und dabei die 
deutliche und systematische Abhängigkeit aufzeigt. 
394 Dieses Regressionsmodell ist an sich trivial, wird aber für die Interpolation der Regressionskoeffizienten bei 
Schätzhorizonten benötigt, die kleiner als der nächstkleinste experimentell untersuchte Horizont von 10 ZE sind. 
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quadrierte Wert für weit in die Zukunft gerichtete Schätzungen einen geringfügig 
höheren Erklärungsgehalt aufweist. Wie bereits beschrieben, führt der quadrierte 
Maschinen-Work-Content jedoch tendenziell zu einer Überschätzung des 
zukünftigen Work Contents, die durch Berücksichtigung des einfachen Maschinen-
Work-Contents mit negativen Koeffizienten kompensiert wird. Interessant ist, dass 
im vereinfachten Modell der Regressionskoeffizient des Maschinen-Work-Contents 
selbst bei einem Schätzhorizont von 1.500 ZE, der also die maximale Durchlaufzeit 
übersteigt, noch immer einen Wert von ca. 0,42 aufweist. Auch der Beta-Wert395, der 
die Stärke des Regressoreneinflusses aufzeigt, weist darauf hin, dass der Maschinen-
Work-Content im vereinfachten Modell außer bei einem Schätzhorizont von 12.500 
ZE der mit Abstand einflussreichste Regressor ist, was die hohe Autokorrelation des 
Work Contents veranschaulicht. 
Auch für die potentiellen Work Contents der verschiedenen Distanzen stimmen 
die Verläufe in Abhängigkeit vom Schätzhorizont mit den theoretischen 
Überlegungen überein. Den größten Regressionskoeffizienten weisen sie im 
vollständigen Modell jeweils auf, wenn der Schätzhorizont etwas mehr als die 
jeweilige Distanz in Produktionsschritten multipliziert mit der durchschnittlichen 
Maschinendurchlaufzeit beträgt.396 Vom Ursprung bis zum Maximum fällt der 
Regressionskoeffizient mit steigendem Schätzhorizont zunächst, außer bei den 
potentiellen Work Contents der Distanz eins und zwei, um zwischen Minimum und 
Maximum stark anzusteigen. Der erneute Abfall nach dem Maximum verläuft 
                                                 
395 Vgl. BACKHAUS et al. (2008), S. 66 für grundlegende Erläuterungen zum Beta-Wert. 
396 Im einfachen Modell ist ein ähnlicher Verlauf zu beobachten, mit dem Unterschied, dass die Maxima bei dem 
Schätzhorizont zu finden sind, der der doppelten Distanz multipliziert mit der mittleren Maschinendurchlaufzeit 
entspricht. Außerdem weisen die Regressionskoeffizienten bei nahen Schätzhorizonten niedrigere und bei weit 
entfernten Horizonten höhere Werte auf. Grund hierfür ist, dass die beschriebene Kompensation der 
Fehlschätzung bei Einsatz der quadrierten Arbeitsvolumen durch die einfachen Arbeitsvolumina nur im 
vollständigen Modell notwendig ist. 
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deutlich weniger steil.397 Der über alle Schätzhorizonte erreichte maximale 
Regressionskoeffizient und der maximale Beta-Wert sinken zudem mit steigender 
Distanz des Work Contents.398 
Auch der System-Work-Content, der unabhängig vom Schätzhorizont zu den drei 
einflussstärksten Regressoren gehört, verhält sich den theoretischen Überlegungen 
entsprechend. Der Regressionskoeffizient weist durchgehend ein negatives 
Vorzeichen auf und nimmt mit steigendem Schätzhorizont zunächst in dem Maß 
absolut größere Werte an, in dem der zukünftige Work Content nicht mehr vorrangig 
durch Autokorrelation bestimmt wird. Nach einem Minimum bei einem 
Schätzhorizont von ca. 350 ZE konvergiert der Regressionskoeffizient schließlich 
gegen null, da aktuelle Systemdaten bei weit entfernten Schätzhorizonten wenig 
Erklärungsgehalt für den zukünftigen Work Content aufweisen. 
Die Restbearbeitungszeit des aktuell in Bearbeitung befindlichen Auftrags weist 
erwartungsgemäß für kurze Schätzhorizonte hohe Regressionskoeffizienten auf, die 
dann streng monoton fallend gegen null konvergieren. Einzig für die Schätzhorizonte 
von 0, 10 und 50 ZE ist ein unerwarteter Verlauf zu beobachten, da die 
Regressionskoeffizienten von null steigend bis zum Maximum bei 50 ZE stark 
zunehmen anstatt abzunehmen. Dies ist damit zu erklären, dass die 
Restbearbeitungszeit z.T. nicht vollständig wirksam wird, da es bei einem 
                                                 
397 Der Gesamtverlauf der Regressionskoeffizienten geht mit den theoretischen Grundlagen einher und lässt sich 
auf Basis von vier Teileffekten erklären. Zum einen steigt der Anteil der potentiellen Work Contents, der 
Wirkung auf den zukünftigen Work Content hat, mit dem Schätzhorizont, da immer mehr zugehörige Aufträge 
die betrachtete Maschine erreichen können. Gleichzeitig nimmt der Schätzhorizont, zu dem der größte Teil des 
Work Contents einer Distanz die Maschine erreichen wird, mit zunehmender Höhe dieser Distanz zu. 
Gegenläufig verhält es sich mit den übrigen beiden Effekten, die zu sinkenden Regressionskoeffizienten mit 
steigendem Schätzhorizont führen. So führt die mit dem Schätzhorizont zunehmende Überschätzung durch die 
quadrierten potentiellen Work Contents zu kleineren z.T. negativen Regressionskoeffizienten der einfachen Work 
Contents, durch die diese Fehlschätzung kompensiert wird. Schließlich ist noch festzustellen, dass die aktuell 
vorliegenden potentiellen Work Contents bei weit entfernten Schätzhorizonten immer weniger zur Erklärung des 
zukünftigen Arbeitsvorrats der betrachteten Maschinen beitragen und die Regressionskoeffizienten entsprechend 
gegen null konvergieren. 
398 Der niedrigere Beta-Wert lässt sich zum einen dadurch erklären, dass das mittlere Arbeitsvolumenpotential 
i.d.R. monoton mit der Distanz sinkt, da der potentielle Work Content einer Distanz immer aus dem Work 
Content der nächstgrößeren Distanz und dem Arbeitsvolumen der in dieser Distanz neu ankommenden Aufträge 
entsteht. Ein mit der Distanz steigendes mittleres Arbeitsvolumenpotential kann in seltenen Fällen aufgrund einer 
längeren mittleren Verweildauer auf der niedrigeren Distanzstufe entstehen. Außerdem haben weit entfernte 
potentielle Work Contents einen geringeren Einfluss, weil der Ankunftszeitpunkt schwerer vorhersagbar ist. 
Durch den größeren Bereich möglicher Ankunftszeitpunkte ist für jeden einzelnen die Wahrscheinlichkeit 
niedriger, was sich in einem kleineren Regressionskoeffizienten und Beta-Wert niederschlägt. 
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Schätzhorizont von 10 ZE z.B. keinen Unterschied macht, ob die 
Restbearbeitungszeit 10 oder 100 ZE beträgt. Erst ab einem Schätzhorizont von mehr 
als 50 ZE überkompensiert der generell abnehmende Einfluss die wenigen evtl. dann 
noch den Schätzhorizont übersteigenden Restbearbeitungszeiten, die erst bei weiter 
entfernten Schätzhorizonten Einfluss auf den zu schätzenden Work Content haben. 
Die Berücksichtigung der Verteilung der potentiellen Work Contents weist zwar 
einen signifikanten Erklärungsgehalt auf, die durch sie erreichte Verbesserung des 
Bestimmtheitsmaßes des Gesamtmodells ist jedoch kaum bemerkbar. Es ist 
anzunehmen, dass die geringe Wirkung darauf zurückzuführen ist, dass diese 
Kennzahl nur eine Aussage darüber macht, ob ein plötzliches Ansteigen des Work 
Contents möglich ist, nicht jedoch darüber, ob dieses Ereignis auch wahrscheinlich 
ist. Aufgrund der Tatsache, dass es sich gleichzeitig um den Regressor mit dem mit 
Abstand höchsten Berechnungsaufwand handelt, ist seine weitere Berücksichtigung 
nicht zu empfehlen. 
Die quadrierten vorliegenden und potentiellen Work Contents wurden in diesem 
Abschnitt bereits mehrfach vor allem durch den Vergleich des vollständigen und des 
einfachen Modells betrachtet. Stellt man die Erklärungsgehalte beider 
Variablengruppen gegenüber, so weisen die einfachen Variablen bei nahen 
Schätzhorizonten höhere Erklärungsgehalte auf und die quadrierten bei weit 
entfernten Schätzhorizonten. Daher kommt es auch im vollständigen Modell mit 
zunehmendem Schätzhorizont zu einer Einflussverschiebung zugunsten der 
quadrierten Größen. Außerdem führt die vorliegende Multikollinearität zwischen 
jeweils einer einfachen und der mit ihr korrespondierenden quadrierten Variable 
dazu, dass ein Teil des Erklärungsgehalts einer der beiden Variablen nur zu Lasten 
der anderen erzielt werden kann. Die Multikollinearität und aus ihr resultierende 
Fehlzuordnungen der Wirkungszusammenhänge führen auch dazu, dass im 
vollständigen Modell einige systematische Abhängigkeiten vom Schätzhorizont nicht 
mehr klar beobachtbar sind. Aufgrund der Tatsache, dass die quadrierten Work 
Contents zusätzlich keinen linearen Zusammenhang mit dem Regressanden 
aufweisen, erscheint es ratsam, auf den z.T. geringen zusätzlichen Erklärungsanteil 
dieser Regressoren zu verzichten und nur jeweils die einfachen Variablen zu 
betrachten. 
Erwartungsgemäß weisen die Verläufe der Koeffizienten beider Dummytypen 
sehr unterschiedliche Charakteristiken auf. Die Regressionskoeffizienten der 
Störungsdummies steigen von Werten nahe null kontinuierlich mit dem 
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Schätzhorizont an, weisen mit 0,879 aber nur bei einen Horizont von 12.500 ZE 
einen Wert größer 0,175 auf. Außerdem ist festzustellen, dass der Beta-Wert 
ebenfalls nur bei diesem Horizont auf eine wichtige Einflussgröße schließen lässt. 
Gleiches bestätigt sich auch durch Betrachtung eines Alternativmodells ohne 
Berücksichtigung des Arbeitsvolumens der Störungsdummies. Außer beim Modell 
für den am weitesten entfernten Schätzhorizont sinkt der R2-Wert durch das 
Weglassen dieses Regressors um maximal 0,01. Auffällig ist, dass bei 
Nichtberücksichtigung des Störungsdummyarbeitsvolumens in allen 
Regressionsmodellen die Konstanten und die Koeffizienten des mittleren Maschinen-
Work-Contents deutlichen Abweichungen unterliegen. Das lässt darauf schließen, 
dass der Erklärungsanteil des Störungsdummyvolumens am zukünftigen Work 
Content auch weitestgehend durch den durchschnittlichen Maschinen-Work-Content 
erreicht werden kann. Dies liegt daran, dass bei Vorgabe eines maximalen 
Maschineauslastungsgrads für das Gesamtsystem den von der Störung betroffenen 
Maschinen weniger Aufträge zugeführt werden.399 Insgesamt erscheint es sinnvoll, 
das Volumen der Störungsdummies nicht zu berücksichtigen. 
Die Regressionskoeffizienten des Auftragsdummyarbeitsvolumens folgen einem 
ähnlichen Verlauf wie die Restbearbeitungszeitkoeffizienten, nur dass erstere bei 
jedem Schätzhorizont größere Werte annehmen. Das Maximum erreichen sie bei 
einem Horizont von 50 ZE und nähern sich mit steigendem Schätzhorizont 
zunehmend an. Auch die Beta-Werte der beiden Regressoren folgen diesem 
Kurvenverlauf mit ungefähr gleicher Stärke. Das Arbeitsvolumen der 
Auftragsdummies hat bei längeren Schätzhorizonten jedoch einen stärkeren Einfluss 
auf den Regressanden. Interessant sind auch die Wechselwirkungen mit den anderen 
Regressoren. Die Verwendung des Auftragsdummyvolumens reduziert 
erwartungsgemäß den Einfluss der potentiellen Work Contents der Distanz eins 
deutlich, da es eine Teilmenge dieses Work Contents ist. Entsprechend sinkt auch der 
Regressionskoeffizient des Work Contents der Distanz eins um bis zu 54%. Der 
Verlauf des Koeffizienten des aktuellen Maschinen-Work-Contents ist nahezu 
unverändert und die Konstante weist durchweg betragsmäßig größere negative Werte 
auf. Alle anderen Koeffizienten verlaufen oberhalb der Koeffizienten im Modell 
ohne Berücksichtigung des Auftragsdummyvolumens. Insgesamt führt die 
Berücksichtigung des Auftragsdummyvolumens also nicht nur zu einer Aufteilung 
                                                 
399 Vgl. Abschnitt 5.2.4. 
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des potentiellen Work Contents der Distanz eins in zwei unterschiedlich schnell 
wirksam werdende Teilgruppen. Zusätzlich erhöht sie auch die absoluten Werte aller 
anderen Regressionskoeffizienten. Diese Effekte nehmen mit zunehmendem 
Schätzhorizont jedoch erwartungsgemäß ab, da das Auftragsdummyvolumen an 
Einfluss verliert. Der Beitrag zum R2-Wert fällt relativ gering aber deutlich stärker 
als durch Berücksichtigung der Störungsdummies aus. Die Berücksichtigung 
erscheint also insgesamt lohnenswert. In Abschnitt 4.6.1.2 wurde beschrieben, dass 
das Einbeziehen des Arbeitsvolumens der Störungsdummies im Regressionsmodell 
zu Schätzfehlern führt, wenn keine Störungsdummies erzeugt werden, weil sich der 
Planer entscheidet, die entsprechenden Verfahren nicht einzusetzen. Um dieses 
Problem zu umgehen, müssen Auftragsdummies immer erzeugt werden, auch wenn 
sie für keine weiteren Mechanismen genutzt werden. Da der Rechenaufwand relativ 
gering ist, rechtfertigt der Gewinn an Informationen die Berücksichtigung im 
Regressionsmodell. 
4.6.1.5 Spezifikation eines geeigneten Schätzmodells auf Basis der theoretischen 
und empirischen Erkenntnisse 
Aus den gewonnenen Erkenntnissen muss ein Regressionsmodell entwickelt 
werden, das zur Schätzung zukünftiger Work Contents zu beliebigen in der Zukunft 
liegenden Zeitpunkten eingesetzt werden soll. Die Höhe der einzelnen 
Regressionskoeffizienten hängt jedoch wie gezeigt vom Schätzhorizont ab. Die 
verschiedenen Regressionsmodelle für alle betrachteten Schätzhorizonte dienen 
daher nur als Grundlage für das Modell, dass zur Schätzung für einen spezifischen 
Schätzhorizont eingesetzt wird. Die Regressionskoeffizienten bei dieser Schätzung 
werden durch lineare Interpolation aus den Regressionskoeffizienten gewonnen, die 
in den Modellen vorliegen, die für den nächstkleineren und nächstgrößeren 
Schätzhorizont aufgestellt sind. Die Koeffizienten der einzelnen Regressionsmodelle 
dienen somit der Bestimmung von Stützpunkten für abschnittsweise linear definierte 
Funktionen der Regressionskoeffizienten in Abhängigkeit vom Schätzhorizont.400 Es 
wurde bereits darauf hingewiesen, dass es sinnvoll erscheint, die in Abschnitt 4.6.1.2 
vorgestellten Regressoren, bis auf das Arbeitsvolumen der Störungsdummies, die 
Verteilung des Arbeitsvolumenpotentials auf die einzelnen Maschinen und die 
quadrierten realen und potentiellen Work Contents, zur Anwendung zu bringen.  
                                                 
400 Von einer Reihe getesteter Kurvenanpassungsverfahren lässt sich mithilfe einer abschnittsweise linear 
definierten Funktion die größte  Anpassungsgüte erzielen. 
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Zum Aufstellen der endgültigen Regressionsmodelle wird eine weitere Stichprobe 
herangezogen, die auf gleiche Weise, jedoch unter Verwendung anderer 
Zufallszahlenströme, gewonnen wird. Auf Basis der Erkenntnisse aus den 
ursprünglichen Modellen wird zusätzlich der Schätzhorizont 30 ZE eingefügt, 
wodurch die interpolierte Schätzfunktion in Abhängigkeit vom Schätzhorizont eine 
deutlich bessere Anpassungsgüte erreicht. Des Weiteren zeigt sich in 
Vorexperimenten, dass die Anwendung der nur auf zwei Auslastungssituationen 
basierenden Schätzfunktionen aus Abschnitt 4.6.1.3 nur mit deutlichen 
Schätzqualitätseinbußen durchführbar ist. Daher werden für das neue Experiment zur 
endgültigen Bestimmung der Regressionsmodelle auch die über alle Maschinen 
gleichen Auslastungsgrade von 0,8 und 0,95 herangezogen.401 
Bei der bisherigen Untersuchung unberücksichtigt blieb die Tatsache, dass die 
Regressionsmodelle geschätzte Work Contents kleiner 0 ZE erzeugen können. Da 
negative Work Contents nicht auftreten können, werden negative Schätzwerte durch 
den Wert 0 ZE ersetzt. Diese nachträgliche Modifikation hätte aufgrund der 
Ordinary-Least-Squares Methode bei linearer Regression allerdings zur Folge, dass 
die Anpassungsgüte niedriger ist, als sie sein könnte. Durch die Minimierung der 
Abweichungsquadrate werden die einzelnen mithilfe eines Regressionsmodells 
geschätzten Work Contents zumeist deutlich näher am durchschnittlichen Work 
Content liegen als die eintretenden Work Contents. Dadurch, dass ein negativer 
geschätzter Work Content immer mindestens den Wert als Fehler aufweist, den er 0 
ZE unterschreitet, wird dieser Effekt noch verstärkt. Aus diesem Grund wird die 
Beschränkung des geschätzten Work Contents auf positive Werte bereits bei der 
Bestimmung des Regressionsmodells berücksichtigt. Dies geschieht, indem 
nichtlineare Modelle als Maximum von 0 ZE und der Schätzfunktion der oben 
spezifizierten linearen Modelle bestimmt werden.402 Die Überprüfung der 
Anwendungsvoraussetzung und der Übereinstimmung mit den theoretischen 
                                                 
401 Somit dienen alle Auslastungsgrade, die auch in den Experimenten zur Überprüfung der Wirksamkeit der 
Voraussichtsmechanismen herangezogen werden, als Grundlage für die Bestimmung des Regressionsmodells zur 
Schätzung des zukünftigen Work Contents. Nähere Informationen zu den einzelnen Auslastungsgraden finden 
sich in Abschnitt 5.2.4. Für die Bestimmung des Regressionsmodells in anderen Systemen sollte die Stichprobe 
immer unter Bedingungen erhoben werden, die denen möglichst gut entsprechen, unter denen die Work-Content-
Schätzung durchgeführt werden sollen. 
402 Das nichtlineare Regressionsmodell wird in SPSS mit der Levenberg-Marquardt-Methode geschätzt. 
Beschreibungen dieses Verfahrens und seiner Grundlagen finden sich in MORÉ (1978), MARQUARDT (1963) 
und LEVENBERG (1944). Um Startwerte zu erlangen, wird zunächst das lineare Modell ohne Beschränkung auf 
positive Werte aufgestellt, um aus diesem die Regressionskoeffizienten heranzuziehen. 
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Überlegungen führt wiederum zu den gleichen Ergebnissen wie beim ursprünglichen 
Modell. In Tabelle 12 finden sich die berechneten Regressionskoeffizienten für alle 
Stützpunkte. 
Zusätzlich wird ein Stützpunkt für 250.000 ZE eingeführt, der außerhalb des 
Simulationszeitraums liegt. Dieser verwendet die gleichen Koeffizienten wie der 
Stützpunkt bei 12.500 ZE und dient dazu, dass die Schätzfunktion definiert ist, selbst 
wenn in seltenen Fällen sehr weit in die Zukunft reichende Schätzungen auftreten.403 
Für eine übersichtliche Darstellung der Zusammenhänge gibt Abbildung 5 außerdem 
den linear interpolierten Verlauf der Regressionskoeffizienten in Abhängigkeit vom 
Schätzhorizont wieder.404 Diese Grafiken zeigen nochmals deutlich die 
systematische Abhängigkeit der Koeffizienten vom Schätzhorizont auf, was die 
sachlogische Richtigkeit des Modells untermauert. 
Um die Abhängigkeit der Schätzfunktion von der gewählten Prioritätsregel 
untersuchen zu können, wird der vollständige Ergebnisdatensatz zusätzlich nach 
Prioritätsregeln aufgeteilt und für jede Prioritätsregel nach oben beschriebener 
Vorgehensweise ein getrenntes Modell mit individuell spezifizierten Parametern 
erstellt. Die jeweiligen Regressionskoeffizienten sind Tabelle 13 bis Tabelle 18 zu 
entnehmen. In Abschnitt 6.1.1 ist im Rahmen der experimentellen Überprüfung der 
Work-Content-Schätzung auch zu klären, ob ein allgemeines Modell gemeinsam für 
alle Prioritätsregeln ausreicht oder ob eine Anpassung an die Prioritätsregel 
notwendig ist. 
                                                 
403 Die gleichen Koeffizienten wie bei einer Schätzung über 12.500 ZE werden verwendet, da das sehr seltene 
Eintreten einer solchen Schätzung den großen Datenerhebungsaufwand für eine ohnehin relativ ungenaue 
Schätzung bei einem Schätzhorizont von 250.000 ZE nicht rechtfertigt. 
404 Die Darstellung beschränkt sich auf Schätzhorizonte, die 1.500 ZE nicht überschreiten, damit der Verlauf des 
wesentlichen, häufig bei Schätzungen relevanten, Bereichs deutlich zu erkennen ist. 
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Schätzhorizont in ZE 0 10 30 50 100 150 
Konstante 0,00000 -12,04894 -19,91780 -22,89463 -27,01355 -29,71283 
Maschinen-WC 1,00000 1,00023 0,99876 0,99631 0,98486 0,96903 
System-WC 0,00000 -0,00024 -0,00140 -0,00256 -0,00480 -0,00629 
Restbearbeitungszeit 0,00000 0,57950 0,86904 0,89018 0,85773 0,82347 
Auftragsdummyvol. 0,00000 0,59058 0,86004 0,87437 0,81868 0,77095 
mittl. Maschinen-WC 0,00000 0,00191 0,00610 0,01114 0,02491 0,03996 
pot. WC der Distanz 1 0,00000 0,01114 0,04355 0,06929 0,11292 0,14113 
pot. WC der Distanz 2 0,00000 0,00145 0,01794 0,03621 0,06915 0,09171 
pot. WC der Distanz 3 0,00000 -0,00085 0,00003 0,00727 0,02986 0,04984 
pot. WC der Distanz 4 0,00000 -0,00299 -0,01094 -0,01601 -0,01689 -0,01355 
pot. WC der Distanz 5 0,00000 -0,00170 -0,00922 -0,01626 -0,02442 -0,02564 
pot. WC der Distanz 6 0,00000 -0,00171 -0,00855 -0,01646 -0,03222 -0,04108 
pot. WC der Distanz 7 0,00000 -0,00095 -0,00478 -0,01003 -0,02302 -0,03263 
pot. WC der Distanz 8 0,00000 0,00043 -0,00174 -0,00465 -0,01297 -0,01984 
pot. WC der Distanz 9 0,00000 0,00016 -0,00069 -0,00298 -0,01256 -0,02444 
       
Schätzhorizont in ZE 200 250 350 450 550 700 
Konstante -31,26878 -31,90340 -30,32343 -25,63013 -19,06057 -11,81802 
Maschinen-WC 0,95059 0,93050 0,88744 0,84399 0,80362 0,75277 
System-WC -0,00724 -0,00785 -0,00828 -0,00826 -0,00799 -0,00705 
Restbearbeitungszeit 0,77677 0,72588 0,59344 0,45139 0,30287 0,14752 
Auftragsdummyvol. 0,72817 0,68505 0,59872 0,50520 0,40941 0,30206 
mittl. Maschinen-WC 0,05570 0,07174 0,10196 0,12659 0,14347 0,16280 
pot. WC der Distanz 1 0,16009 0,17230 0,18066 0,17461 0,16174 0,14198 
pot. WC der Distanz 2 0,10831 0,11955 0,12987 0,12958 0,12328 0,11303 
pot. WC der Distanz 3 0,06766 0,08401 0,11100 0,12766 0,13652 0,14201 
pot. WC der Distanz 4 -0,00905 -0,00334 0,00845 0,02153 0,02914 0,03704 
pot. WC der Distanz 5 -0,02430 -0,02076 -0,00831 0,00616 0,01877 0,03219 
pot. WC der Distanz 6 -0,04752 -0,05186 -0,05406 -0,04886 -0,03867 -0,02252 
pot. WC der Distanz 7 -0,04005 -0,04636 -0,05451 -0,05503 -0,04998 -0,03950 
pot. WC der Distanz 8 -0,02424 -0,02660 -0,02694 -0,02405 -0,01730 -0,00398 
pot. WC der Distanz 9 -0,03566 -0,04621 -0,06491 -0,08051 -0,08827 -0,09218 
       
Schätzhorizont in ZE 850 1.000 1.250 1.500 12.500 250.000 
Konstante -8,60008 -6,79223 -5,05325 -3,84301 6,77259 6,77259 
Maschinen-WC 0,71064 0,67323 0,61905 0,57476 0,11964 0,11964 
System-WC -0,00561 -0,00406 -0,00135 0,00104 0,01922 0,01922 
Restbearbeitungszeit 0,06671 0,01276 -0,03395 -0,05842 0,05939 0,05939 
Auftragsdummyvol. 0,24614 0,20478 0,16489 0,14127 0,06507 0,06507 
mittl. Maschinen-WC 0,18219 0,20190 0,23211 0,25765 0,54661 0,54661 
pot. WC der Distanz 1 0,12764 0,11411 0,09358 0,07902 0,06701 0,06701 
pot. WC der Distanz 2 0,10567 0,10048 0,09162 0,08648 -0,01062 -0,01062 
pot. WC der Distanz 3 0,14733 0,15241 0,15632 0,15460 0,21592 0,21592 
pot. WC der Distanz 4 0,04306 0,04836 0,05694 0,05973 0,02113 0,02113 
pot. WC der Distanz 5 0,04067 0,04909 0,06001 0,06318 0,03373 0,03373 
pot. WC der Distanz 6 -0,01295 -0,00761 -0,00147 0,00422 0,14362 0,14362 
pot. WC der Distanz 7 -0,03214 -0,02639 -0,02022 -0,01543 -0,02284 -0,02284 
pot. WC der Distanz 8 0,00734 0,01448 0,02524 0,03890 -0,01074 -0,01074 
pot. WC der Distanz 9 -0,09263 -0,09161 -0,08629 -0,07747 0,05773 0,05773 
Tabelle 12 - Regressionskoeffizienten des prioritätsregelübergreifenden Work-Content-Schätzmodells für alle 
Schätzhorizontstützpunkte 
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Abbildung 5 - Regressionskoeffizienten des Work-Content-Schätzmodells in Abhängigkeit vom Schätzhorizont 
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Schätzhorizont in ZE 0 10 30 50 100 150 
Konstante 0,00000 -11,69446 -18,82567 -21,27588 -24,42396 -27,01382 
Maschinen-WC 1,00000 0,99991 1,00329 1,00705 1,01255 1,01424 
System-WC 0,00000 -0,00090 -0,00590 -0,01154 -0,02485 -0,03637 
Restbearbeitungszeit 0,00000 0,57415 0,85492 0,87431 0,83113 0,79783 
Auftragsdummyvol. 0,00000 0,58135 0,82185 0,81750 0,72149 0,63429 
mittl. Maschinen-WC 0,00000 0,00351 0,00706 0,01024 0,01824 0,02653 
pot. WC der Distanz 1 0,00000 0,01051 0,05587 0,10199 0,19598 0,26554 
pot. WC der Distanz 2 0,00000 0,00164 0,01597 0,03561 0,09005 0,14230 
pot. WC der Distanz 3 0,00000 -0,00012 0,00191 0,00609 0,02315 0,04419 
pot. WC der Distanz 4 0,00000 -0,00225 -0,00575 -0,00915 -0,01457 -0,01333 
pot. WC der Distanz 5 0,00000 -0,00058 -0,00364 -0,00674 -0,01360 -0,01908 
pot. WC der Distanz 6 0,00000 -0,00102 -0,00195 -0,00314 -0,00701 -0,00983 
pot. WC der Distanz 7 0,00000 0,00005 0,00089 0,00209 0,00530 0,00848 
pot. WC der Distanz 8 0,00000 0,00137 0,00069 -0,00035 -0,00633 -0,01340 
pot. WC der Distanz 9 0,00000 -0,00263 -0,01076 -0,01962 -0,04129 -0,06291 
       
Schätzhorizont in ZE 200 250 350 450 550 700 
Konstante -29,14478 -31,06514 -34,97620 -37,37488 -38,61451 -37,49874 
Maschinen-WC 1,01350 1,01138 1,00313 0,98883 0,97027 0,93630 
System-WC -0,04654 -0,05585 -0,07111 -0,08222 -0,09033 -0,09785 
Restbearbeitungszeit 0,74521 0,70286 0,64268 0,57607 0,52094 0,39089 
Auftragsdummyvol. 0,56395 0,50268 0,41162 0,34778 0,29367 0,24674 
mittl. Maschinen-WC 0,03558 0,04462 0,06394 0,08201 0,09939 0,12110 
pot. WC der Distanz 1 0,31862 0,35953 0,41301 0,43863 0,44626 0,43863 
pot. WC der Distanz 2 0,18951 0,23277 0,30512 0,35484 0,38641 0,41131 
pot. WC der Distanz 3 0,06779 0,09322 0,14396 0,19195 0,23608 0,28297 
pot. WC der Distanz 4 -0,00729 0,00282 0,02537 0,05132 0,07765 0,11103 
pot. WC der Distanz 5 -0,02085 -0,01970 -0,00847 0,00889 0,03222 0,06916 
pot. WC der Distanz 6 -0,01279 -0,01477 -0,01839 -0,01513 -0,00575 0,01403 
pot. WC der Distanz 7 0,00963 0,01119 0,01540 0,02111 0,02631 0,04081 
pot. WC der Distanz 8 -0,02041 -0,02707 -0,03642 -0,04453 -0,04831 -0,04448 
pot. WC der Distanz 9 -0,08074 -0,09802 -0,13030 -0,16025 -0,19053 -0,22737 
       
Schätzhorizont in ZE 850 1.000 1.250 1.500 12.500 250.000 
Konstante -34,76730 -29,22848 -17,96933 -10,07859 1,58626 1,58626 
Maschinen-WC 0,89692 0,85142 0,77299 0,70482 0,13961 0,13961 
System-WC -0,10027 -0,09772 -0,08547 -0,07104 0,01264 0,01264 
Restbearbeitungszeit 0,29334 0,17437 -0,01358 -0,11339 0,04774 0,04774 
Auftragsdummyvol. 0,21754 0,15115 0,10255 0,07884 0,01831 0,01831 
mittl. Maschinen-WC 0,13852 0,15347 0,16638 0,17178 0,40001 0,40001 
pot. WC der Distanz 1 0,41732 0,38170 0,31170 0,25412 0,09992 0,09992 
pot. WC der Distanz 2 0,41439 0,39678 0,34673 0,30573 0,00902 0,00902 
pot. WC der Distanz 3 0,31109 0,32114 0,31103 0,28714 0,34519 0,34519 
pot. WC der Distanz 4 0,13844 0,15809 0,16591 0,15174 0,00386 0,00386 
pot. WC der Distanz 5 0,10654 0,14038 0,16412 0,16741 0,12625 0,12625 
pot. WC der Distanz 6 0,03149 0,05087 0,07172 0,07895 0,12468 0,12468 
pot. WC der Distanz 7 0,04909 0,05248 0,06407 0,07480 0,03433 0,03433 
pot. WC der Distanz 8 -0,03287 -0,02152 -0,01055 0,01566 -0,07791 -0,07791 
pot. WC der Distanz 9 -0,25770 -0,25755 -0,21517 -0,19499 0,02240 0,02240 
Tabelle 13 - Regressionskoeffizienten des Work-Content-Schätzmodells für alle Schätzhorizontstützpunkte bei 
Beschränkung auf die FIFO-Regel 
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Schätzhorizont in ZE 0 10 30 50 100 150 
Konstante 0,00000 -12,85604 -22,88961 -27,60459 -35,51742 -41,68605 
Maschinen-WC 1,00000 1,00412 1,00863 1,01033 1,00694 0,99773 
System-WC 0,00000 -0,00120 -0,00629 -0,01114 -0,02009 -0,02597 
Restbearbeitungszeit 0,00000 0,58623 0,88250 0,89924 0,86443 0,84850 
Auftragsdummyvol. 0,00000 0,57737 0,76740 0,70087 0,53741 0,45425 
mittl. Maschinen-WC 0,00000 -0,00146 -0,00204 -0,00018 0,00785 0,01959 
pot. WC der Distanz 1 0,00000 0,05087 0,18342 0,26552 0,36521 0,41605 
pot. WC der Distanz 2 0,00000 0,01467 0,11879 0,21246 0,32689 0,37733 
pot. WC der Distanz 3 0,00000 -0,00119 0,02566 0,09098 0,22504 0,29801 
pot. WC der Distanz 4 0,00000 -0,00537 -0,01230 0,00819 0,12200 0,19939 
pot. WC der Distanz 5 0,00000 -0,00673 -0,02144 -0,02412 0,05340 0,14837 
pot. WC der Distanz 6 0,00000 -0,00262 -0,01601 -0,03118 -0,02485 0,03058 
pot. WC der Distanz 7 0,00000 -0,00492 -0,01820 -0,03458 -0,06138 -0,03810 
pot. WC der Distanz 8 0,00000 -0,00463 -0,02568 -0,04241 -0,07358 -0,07011 
pot. WC der Distanz 9 0,00000 0,00654 0,00583 -0,00783 -0,05069 -0,07882 
       
Schätzhorizont in ZE 200 250 350 450 550 700 
Konstante -46,32674 -49,89521 -54,05097 -55,81234 -54,37257 -49,66946 
Maschinen-WC 0,98548 0,97181 0,94178 0,91100 0,87954 0,83325 
System-WC -0,02971 -0,03213 -0,03450 -0,03514 -0,03480 -0,03283 
Restbearbeitungszeit 0,83184 0,82167 0,79526 0,76896 0,70715 0,64366 
Auftragsdummyvol. 0,39671 0,34335 0,26634 0,21780 0,17530 0,12889 
mittl. Maschinen-WC 0,03325 0,04723 0,07497 0,10120 0,12465 0,15203 
pot. WC der Distanz 1 0,44989 0,47484 0,50272 0,50879 0,50152 0,47441 
pot. WC der Distanz 2 0,40291 0,41937 0,43424 0,44203 0,43329 0,40635 
pot. WC der Distanz 3 0,34705 0,38262 0,42662 0,45520 0,47173 0,46920 
pot. WC der Distanz 4 0,24775 0,27860 0,32158 0,35065 0,35780 0,36364 
pot. WC der Distanz 5 0,20978 0,25500 0,31100 0,33658 0,34454 0,33614 
pot. WC der Distanz 6 0,07385 0,10574 0,13831 0,15774 0,17801 0,20410 
pot. WC der Distanz 7 -0,00422 0,01891 0,05122 0,06935 0,08465 0,09836 
pot. WC der Distanz 8 -0,03856 -0,00743 0,04052 0,07075 0,10312 0,14388 
pot. WC der Distanz 9 -0,07587 -0,05694 -0,01535 0,00310 0,01853 0,02960 
       
Schätzhorizont in ZE 850 1.000 1.250 1.500 12.500 250.000 
Konstante -42,38522 -36,51353 -27,53435 -20,46686 2,47566 2,47566 
Maschinen-WC 0,78787 0,74881 0,69228 0,64775 0,15406 0,15406 
System-WC -0,02934 -0,02664 -0,02225 -0,01780 -0,00585 -0,00585 
Restbearbeitungszeit 0,53413 0,42694 0,29018 0,18740 0,07711 0,07711 
Auftragsdummyvol. 0,09088 0,06383 0,03027 0,00436 -0,20012 -0,20012 
mittl. Maschinen-WC 0,17310 0,19120 0,21795 0,23749 0,60073 0,60073 
pot. WC der Distanz 1 0,42863 0,38412 0,31408 0,26671 0,32333 0,32333 
pot. WC der Distanz 2 0,38236 0,36699 0,33094 0,29685 0,13837 0,13837 
pot. WC der Distanz 3 0,45147 0,44862 0,43977 0,39888 0,38673 0,38673 
pot. WC der Distanz 4 0,34760 0,33555 0,32163 0,30730 0,22620 0,22620 
pot. WC der Distanz 5 0,31460 0,30769 0,29725 0,28186 0,04530 0,04530 
pot. WC der Distanz 6 0,21187 0,21436 0,18235 0,17532 0,17309 0,17309 
pot. WC der Distanz 7 0,08942 0,09050 0,08120 0,05837 0,25373 0,25373 
pot. WC der Distanz 8 0,17013 0,16368 0,15535 0,14313 0,00201 0,00201 
pot. WC der Distanz 9 0,04819 0,06768 0,11138 0,12253 0,71018 0,71018 
Tabelle 14 - Regressionskoeffizienten des Work-Content-Schätzmodells für alle Schätzhorizontstützpunkte bei Beschränkung 
auf die SPT-Regel 
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Schätzhorizont in ZE 0 10 30 50 100 150 
Konstante 0,00000 -11,96966 -18,80980 -20,47041 -22,49001 -23,65183 
Maschinen-WC 1,00000 0,99645 0,98659 0,97792 0,95647 0,93346 
System-WC 0,00000 -0,00041 -0,00303 -0,00616 -0,01336 -0,01939 
Restbearbeitungszeit 0,00000 0,58402 0,84743 0,83385 0,77578 0,71558 
Auftragsdummyvol. 0,00000 0,58054 0,79944 0,76601 0,65299 0,57623 
mittl. Maschinen-WC 0,00000 0,00304 0,00711 0,01155 0,02281 0,03657 
pot. WC der Distanz 1 0,00000 0,01228 0,04484 0,07078 0,11644 0,15055 
pot. WC der Distanz 2 0,00000 0,00198 0,02702 0,05480 0,10450 0,13500 
pot. WC der Distanz 3 0,00000 0,00185 0,01275 0,03185 0,08223 0,12230 
pot. WC der Distanz 4 0,00000 -0,00171 -0,00205 0,00141 0,02184 0,04651 
pot. WC der Distanz 5 0,00000 0,00037 0,00182 0,00526 0,02472 0,05207 
pot. WC der Distanz 6 0,00000 -0,00097 0,00096 0,00242 0,00825 0,01760 
pot. WC der Distanz 7 0,00000 0,00007 0,00113 0,00153 0,00565 0,01373 
pot. WC der Distanz 8 0,00000 0,00118 0,00183 0,00166 -0,00119 0,00188 
pot. WC der Distanz 9 0,00000 -0,00084 0,00081 0,00116 -0,00032 -0,00547 
       
Schätzhorizont in ZE 200 250 350 450 550 700 
Konstante -24,17686 -24,31391 -23,60024 -21,97041 -20,21828 -16,80394 
Maschinen-WC 0,90964 0,88550 0,83809 0,79264 0,75228 0,69744 
System-WC -0,02427 -0,02826 -0,03340 -0,03612 -0,03766 -0,03804 
Restbearbeitungszeit 0,66002 0,61824 0,51137 0,43336 0,36742 0,26969 
Auftragsdummyvol. 0,50948 0,44333 0,34335 0,24442 0,17175 0,08226 
mittl. Maschinen-WC 0,05122 0,06672 0,09696 0,12494 0,14687 0,17188 
pot. WC der Distanz 1 0,17818 0,20145 0,23645 0,26108 0,27894 0,29489 
pot. WC der Distanz 2 0,15525 0,16758 0,17878 0,18038 0,18057 0,17541 
pot. WC der Distanz 3 0,15073 0,17363 0,20395 0,22282 0,23704 0,24741 
pot. WC der Distanz 4 0,06912 0,08872 0,11677 0,13592 0,14534 0,15496 
pot. WC der Distanz 5 0,07992 0,10486 0,14635 0,17656 0,19912 0,22120 
pot. WC der Distanz 6 0,03058 0,04455 0,06683 0,08040 0,09247 0,10602 
pot. WC der Distanz 7 0,02228 0,03047 0,04839 0,06188 0,07310 0,08746 
pot. WC der Distanz 8 0,00834 0,02022 0,03550 0,04876 0,05751 0,06865 
pot. WC der Distanz 9 -0,00840 -0,01182 -0,01791 -0,03052 -0,03821 -0,05346 
       
Schätzhorizont in ZE 850 1.000 1.250 1.500 12.500 250.000 
Konstante -13,96374 -11,52554 -8,53125 -6,69459 6,30116 6,30116 
Maschinen-WC 0,65023 0,61119 0,55421 0,50784 0,10715 0,10715 
System-WC -0,03702 -0,03517 -0,03128 -0,02761 0,00867 0,00867 
Restbearbeitungszeit 0,18166 0,10922 0,01917 -0,00681 -0,00917 -0,00917 
Auftragsdummyvol. 0,00828 -0,04528 -0,10648 -0,13137 -0,01960 -0,01960 
mittl. Maschinen-WC 0,19219 0,20744 0,23167 0,25218 0,54676 0,54676 
pot. WC der Distanz 1 0,30347 0,30257 0,29763 0,28994 0,12487 0,12487 
pot. WC der Distanz 2 0,16690 0,15841 0,14209 0,12633 0,04110 0,04110 
pot. WC der Distanz 3 0,25426 0,25522 0,25044 0,24834 0,13243 0,13243 
pot. WC der Distanz 4 0,16222 0,17113 0,18002 0,18342 0,14533 0,14533 
pot. WC der Distanz 5 0,23186 0,24078 0,24790 0,23647 0,05845 0,05845 
pot. WC der Distanz 6 0,11482 0,11931 0,13594 0,15498 0,15199 0,15199 
pot. WC der Distanz 7 0,09370 0,09227 0,07917 0,08140 0,17037 0,17037 
pot. WC der Distanz 8 0,08122 0,08654 0,07864 0,07248 0,12081 0,12081 
pot. WC der Distanz 9 -0,06679 -0,07484 -0,07570 -0,07163 -0,07395 -0,07395 
Tabelle 15 - Regressionskoeffizienten des Work-Content-Schätzmodells für alle Schätzhorizontstützpunkte bei Beschränkung 
auf die PT+WINQ-Regel 
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Schätzhorizont in ZE 0 10 30 50 100 150 
Konstante 0,00000 -11,41831 -17,44481 -18,50761 -16,75932 -13,41483 
Maschinen-WC 1,00000 0,99969 1,00123 1,00215 0,99663 0,98429 
System-WC 0,00000 -0,00166 -0,00855 -0,01603 -0,03385 -0,04908 
Restbearbeitungszeit 0,00000 0,57980 0,88028 0,91334 0,86507 0,79916 
Auftragsdummyvol. 0,00000 0,57443 0,84843 0,87905 0,80792 0,71894 
mittl. Maschinen-WC 0,00000 0,00398 0,00486 0,00562 0,01223 0,02164 
pot. WC der Distanz 1 0,00000 0,01040 0,04594 0,07921 0,14603 0,19546 
pot. WC der Distanz 2 0,00000 0,00276 0,02045 0,04159 0,08934 0,12777 
pot. WC der Distanz 3 0,00000 0,00134 0,00865 0,01950 0,05150 0,08169 
pot. WC der Distanz 4 0,00000 -0,00058 0,00110 0,00425 0,01727 0,03172 
pot. WC der Distanz 5 0,00000 0,00113 0,00440 0,00801 0,01845 0,03100 
pot. WC der Distanz 6 0,00000 0,00064 0,00269 0,00463 0,00940 0,01582 
pot. WC der Distanz 7 0,00000 0,00058 0,00440 0,00842 0,01717 0,02334 
pot. WC der Distanz 8 0,00000 0,00194 0,00786 0,01441 0,03062 0,04471 
pot. WC der Distanz 9 0,00000 0,00142 0,00680 0,01207 0,02220 0,02839 
       
Schätzhorizont in ZE 200 250 350 450 550 700 
Konstante -9,38206 -5,65594 0,52195 4,88889 8,20383 12,13912 
Maschinen-WC 0,96813 0,95003 0,90976 0,86912 0,82945 0,77191 
System-WC -0,06198 -0,07222 -0,08623 -0,09450 -0,09878 -0,10022 
Restbearbeitungszeit 0,71336 0,62721 0,47444 0,37985 0,29755 0,19017 
Auftragsdummyvol. 0,62761 0,54717 0,42784 0,33619 0,26503 0,17904 
mittl. Maschinen-WC 0,03418 0,04674 0,07363 0,09852 0,12093 0,15180 
pot. WC der Distanz 1 0,23224 0,25972 0,29280 0,30853 0,31212 0,30349 
pot. WC der Distanz 2 0,15821 0,18122 0,21101 0,22763 0,23708 0,24086 
pot. WC der Distanz 3 0,10944 0,13283 0,16825 0,19246 0,21057 0,22722 
pot. WC der Distanz 4 0,04566 0,05787 0,07605 0,08935 0,09773 0,10597 
pot. WC der Distanz 5 0,04385 0,05674 0,08161 0,10174 0,11715 0,13351 
pot. WC der Distanz 6 0,02261 0,02913 0,04317 0,05513 0,06432 0,07326 
pot. WC der Distanz 7 0,02871 0,03271 0,03678 0,04347 0,04964 0,05644 
pot. WC der Distanz 8 0,05709 0,06807 0,08617 0,09866 0,10881 0,12172 
pot. WC der Distanz 9 0,03103 0,03164 0,02842 0,02369 0,01916 0,01676 
       
Schätzhorizont in ZE 850 1.000 1.250 1.500 12.500 250.000 
Konstante 14,86553 16,76073 18,47675 19,19438 14,80291 14,80291 
Maschinen-WC 0,71907 0,67000 0,59879 0,54275 0,10987 0,10987 
System-WC -0,09814 -0,09407 -0,08538 -0,07804 -0,01653 -0,01653 
Restbearbeitungszeit 0,10215 0,03496 0,00029 -0,01229 0,08408 0,08408 
Auftragsdummyvol. 0,11853 0,07545 0,02011 -0,01699 0,01476 0,01476 
mittl. Maschinen-WC 0,17776 0,20023 0,23095 0,25488 0,48984 0,48984 
pot. WC der Distanz 1 0,28908 0,27238 0,24267 0,22355 0,11839 0,11839 
pot. WC der Distanz 2 0,23788 0,23175 0,21864 0,20873 0,07984 0,07984 
pot. WC der Distanz 3 0,23396 0,23679 0,23226 0,22726 0,22401 0,22401 
pot. WC der Distanz 4 0,11299 0,11332 0,11484 0,11532 0,04378 0,04378 
pot. WC der Distanz 5 0,14267 0,14860 0,15130 0,14868 0,08850 0,08850 
pot. WC der Distanz 6 0,07615 0,07733 0,07600 0,07184 0,24828 0,24828 
pot. WC der Distanz 7 0,06391 0,07077 0,07352 0,06922 -0,02318 -0,02318 
pot. WC der Distanz 8 0,12750 0,13110 0,13370 0,13907 0,03949 0,03949 
pot. WC der Distanz 9 0,01710 0,01377 0,01670 0,02486 0,06327 0,06327 
Tabelle 16 - Regressionskoeffizienten des Work-Content-Schätzmodells für alle Schätzhorizontstützpunkte bei Beschränkung 
auf die ODD-Regel 
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Schätzhorizont in ZE 0 10 30 50 100 150 
Konstante 0,00000 -12,01352 -19,75501 -22,64006 -25,39658 -26,52138 
Maschinen-WC 1,00000 1,00123 1,00416 1,00574 1,00083 0,98903 
System-WC 0,00000 -0,00137 -0,00747 -0,01383 -0,02812 -0,03970 
Restbearbeitungszeit 0,00000 0,57409 0,87134 0,89811 0,83444 0,77047 
Auftragsdummyvol. 0,00000 0,58564 0,83887 0,84162 0,73699 0,63791 
mittl. Maschinen-WC 0,00000 0,00196 0,00221 0,00339 0,00945 0,01896 
pot. WC der Distanz 1 0,00000 0,01640 0,06844 0,11368 0,20131 0,26231 
pot. WC der Distanz 2 0,00000 0,00440 0,03550 0,06977 0,13649 0,18572 
pot. WC der Distanz 3 0,00000 0,00183 0,01438 0,03422 0,08617 0,12857 
pot. WC der Distanz 4 0,00000 -0,00042 0,00212 0,00853 0,03423 0,06024 
pot. WC der Distanz 5 0,00000 0,00035 0,00345 0,00769 0,02560 0,04779 
pot. WC der Distanz 6 0,00000 0,00003 0,00098 0,00125 0,00480 0,01230 
pot. WC der Distanz 7 0,00000 0,00110 0,00607 0,01003 0,01956 0,02940 
pot. WC der Distanz 8 0,00000 0,00252 0,00984 0,01710 0,03381 0,05063 
pot. WC der Distanz 9 0,00000 0,00175 0,00985 0,01739 0,02936 0,03503 
       
Schätzhorizont in ZE 200 250 350 450 550 700 
Konstante -27,25240 -27,99176 -28,02470 -26,60531 -23,97845 -18,84442 
Maschinen-WC 0,97387 0,95725 0,91994 0,88065 0,84153 0,78335 
System-WC -0,04903 -0,05680 -0,06857 -0,07671 -0,08213 -0,08576 
Restbearbeitungszeit 0,71669 0,67392 0,58782 0,49638 0,40596 0,28308 
Auftragsdummyvol. 0,56007 0,50351 0,39652 0,30898 0,23422 0,14323 
mittl. Maschinen-WC 0,03096 0,04428 0,07257 0,09972 0,12495 0,16107 
pot. WC der Distanz 1 0,30774 0,34327 0,38834 0,40952 0,41353 0,39322 
pot. WC der Distanz 2 0,22311 0,25256 0,29216 0,31403 0,32567 0,32830 
pot. WC der Distanz 3 0,16399 0,19570 0,24901 0,28931 0,31874 0,34224 
pot. WC der Distanz 4 0,08341 0,10411 0,13850 0,16741 0,18774 0,20735 
pot. WC der Distanz 5 0,06866 0,08766 0,12157 0,15200 0,17410 0,19769 
pot. WC der Distanz 6 0,02101 0,02929 0,04721 0,06608 0,08463 0,11384 
pot. WC der Distanz 7 0,03943 0,04962 0,06861 0,08512 0,10063 0,11609 
pot. WC der Distanz 8 0,06588 0,08047 0,10810 0,13400 0,16044 0,19692 
pot. WC der Distanz 9 0,03675 0,03689 0,03567 0,03018 0,02656 0,02426 
       
Schätzhorizont in ZE 850 1.000 1.250 1.500 12.500 250.000 
Konstante -13,55598 -8,67655 -2,83035 0,48895 8,20718 8,20718 
Maschinen-WC 0,72796 0,67674 0,60304 0,54782 0,13275 0,13275 
System-WC -0,08419 -0,07953 -0,06744 -0,05590 0,00743 0,00743 
Restbearbeitungszeit 0,17810 0,08991 -0,00444 -0,05780 0,07802 0,07802 
Auftragsdummyvol. 0,08792 0,04186 0,00615 -0,01024 0,01390 0,01390 
mittl. Maschinen-WC 0,19162 0,21749 0,25111 0,27541 0,50192 0,50192 
pot. WC der Distanz 1 0,36006 0,32224 0,25948 0,21016 0,08465 0,08465 
pot. WC der Distanz 2 0,31387 0,29439 0,25327 0,22365 -0,01455 -0,01455 
pot. WC der Distanz 3 0,34632 0,34099 0,31386 0,28118 0,22418 0,22418 
pot. WC der Distanz 4 0,21518 0,21639 0,20855 0,19748 0,07814 0,07814 
pot. WC der Distanz 5 0,20817 0,21139 0,20528 0,18708 0,08160 0,08160 
pot. WC der Distanz 6 0,13163 0,13537 0,12422 0,11324 0,18157 0,18157 
pot. WC der Distanz 7 0,12512 0,12565 0,12036 0,11339 -0,02964 -0,02964 
pot. WC der Distanz 8 0,21975 0,23237 0,24147 0,24712 0,10278 0,10278 
pot. WC der Distanz 9 0,02830 0,03025 0,02944 0,02686 0,09036 0,09036 
Tabelle 17 - Regressionskoeffizienten des Work-Content-Schätzmodells für alle Schätzhorizontstützpunkte bei Beschränkung 
auf die MCOVERT-Regel 
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Schätzhorizont in ZE 0 10 30 50 100 150 
Konstante 0,00000 -12,85457 -24,85242 -32,25300 -46,82691 -59,43893 
Maschinen-WC 1,00000 1,00286 1,00921 1,01441 1,02105 1,02261 
System-WC 0,00000 -0,00075 -0,00409 -0,00763 -0,01515 -0,02098 
Restbearbeitungszeit 0,00000 0,58132 0,87446 0,89358 0,85839 0,83128 
Auftragsdummyvol. 0,00000 0,57472 0,79096 0,75246 0,60359 0,50250 
mittl. Maschinen-WC 0,00000 -0,00041 0,00168 0,00543 0,01529 0,02509 
pot. WC der Distanz 1 0,00000 0,02993 0,12418 0,20321 0,33842 0,42587 
pot. WC der Distanz 2 0,00000 0,00919 0,06995 0,13567 0,25908 0,34568 
pot. WC der Distanz 3 0,00000 -0,00003 0,01431 0,04699 0,13918 0,21811 
pot. WC der Distanz 4 0,00000 -0,00260 -0,00737 -0,00159 0,05018 0,11354 
pot. WC der Distanz 5 0,00000 -0,00231 -0,00816 -0,01128 0,01153 0,05572 
pot. WC der Distanz 6 0,00000 -0,00156 -0,00786 -0,01585 -0,02776 -0,01757 
pot. WC der Distanz 7 0,00000 -0,00263 -0,00669 -0,01254 -0,02644 -0,02864 
pot. WC der Distanz 8 0,00000 -0,00001 -0,00613 -0,01360 -0,03371 -0,05358 
pot. WC der Distanz 9 0,00000 -0,00022 -0,01250 -0,02931 -0,07685 -0,12538 
       
Schätzhorizont in ZE 200 250 350 450 550 700 
Konstante -70,54671 -80,05918 -95,39523 -105,94268 -111,23874 -110,02163 
Maschinen-WC 1,02066 1,01626 1,00155 0,98177 0,95653 0,91199 
System-WC -0,02568 -0,02951 -0,03491 -0,03831 -0,03946 -0,03827 
Restbearbeitungszeit 0,79867 0,76099 0,69279 0,64420 0,58040 0,46844 
Auftragsdummyvol. 0,43476 0,37731 0,30966 0,26730 0,24902 0,19683 
mittl. Maschinen-WC 0,03609 0,04717 0,07129 0,09551 0,11980 0,15057 
pot. WC der Distanz 1 0,48588 0,52775 0,57640 0,59287 0,58262 0,54756 
pot. WC der Distanz 2 0,41079 0,45686 0,50806 0,53587 0,54002 0,51743 
pot. WC der Distanz 3 0,28567 0,34384 0,42949 0,47975 0,50389 0,51011 
pot. WC der Distanz 4 0,17546 0,23365 0,32925 0,39400 0,42630 0,44282 
pot. WC der Distanz 5 0,10640 0,16315 0,26711 0,34868 0,39457 0,39812 
pot. WC der Distanz 6 0,00072 0,02696 0,10189 0,18492 0,25743 0,31630 
pot. WC der Distanz 7 -0,01972 -0,00782 0,02730 0,08091 0,13921 0,20345 
pot. WC der Distanz 8 -0,05813 -0,05638 -0,03818 -0,00311 0,05068 0,15622 
pot. WC der Distanz 9 -0,16312 -0,19132 -0,21083 -0,21410 -0,18343 -0,13610 
       
Schätzhorizont in ZE 850 1.000 1.250 1.500 12.500 250.000 
Konstante -101,70966 -88,78345 -66,65370 -48,70010 0,77171 0,77171 
Maschinen-WC 0,86259 0,81073 0,73072 0,66875 0,15321 0,15321 
System-WC -0,03474 -0,03009 -0,02170 -0,01506 0,00613 0,00613 
Restbearbeitungszeit 0,34653 0,21805 0,05326 -0,06609 0,08404 0,08404 
Auftragsdummyvol. 0,16025 0,10793 0,06832 0,03273 -0,05586 -0,05586 
mittl. Maschinen-WC 0,17664 0,19878 0,22447 0,24051 0,57258 0,57258 
pot. WC der Distanz 1 0,50471 0,44806 0,34535 0,26876 0,20700 0,20700 
pot. WC der Distanz 2 0,48536 0,44825 0,38595 0,33040 0,06100 0,06100 
pot. WC der Distanz 3 0,49269 0,47108 0,43163 0,38844 0,36794 0,36794 
pot. WC der Distanz 4 0,42316 0,39174 0,34417 0,28922 0,06918 0,06918 
pot. WC der Distanz 5 0,36978 0,33887 0,29492 0,27037 0,05438 0,05438 
pot. WC der Distanz 6 0,32147 0,29465 0,23263 0,19058 0,08519 0,08519 
pot. WC der Distanz 7 0,22861 0,22731 0,17627 0,14044 0,06386 0,06386 
pot. WC der Distanz 8 0,21265 0,20646 0,17219 0,15141 -0,07418 -0,07418 
pot. WC der Distanz 9 -0,09517 -0,04948 -0,01947 -0,01732 0,39437 0,39437 
Tabelle 18 - Regressionskoeffizienten des Work-Content-Schätzmodells für alle Schätzhorizontstützpunkte bei Beschränkung 
auf die ATC-Regel 
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4.6.2 Schätzung zukünftiger Wartezeiten 
4.6.2.1 Grundsätzliche Überlegungen zu einem geeigneten Schätzmodell 
Die Grundlage für die Entwicklung eines Schätzverfahrens für Warte- bzw. 
Durchlaufzeiten finden sich in Abschnitt 3.5.2, der die verfügbaren Erkenntnisse 
zusammenfasst. Zumeist wird empfohlen, sowohl auftrags- als auch systembezogene 
Daten heranzuziehen, die möglichst nicht nur als historische Durchschnitte vorliegen, 
sondern den aktuellen Zustand beschreiben. Für das Schätzmodell sollte auf bekannte 
und systematische Zusammenhänge zwischen den erklärenden Variablen und der 
Warte- bzw. Durchlaufzeit zurückgegriffen werden, wobei Abweichungen und 
Änderungen im Zeitablauf durch dynamisches Feedback ausgeglichen werden 
können. Neben diesen Darstellungen wird in Abschnitt 3.5.2 das Defizit der 
bisherigen Schätzverfahren dargelegt, dass bekannt ist, dass die eingesetzte 
Prioritätsregel einen starken Einfluss auf die individuelle Auftragswartezeit hat, 
jedoch keine Berücksichtigung in bisherigen Verfahren stattfindet. Grundsätzlich 
erscheint es sinnvoll, die Wartezeiten und damit auch die Durchlaufzeiten für jede 
Maschine auf der Route des Auftrags getrennt zu schätzen, um die jeweilige 
Situation an der Maschine berücksichtigen zu können. Im Folgenden wird daher 
zunächst ein Wartezeitschätzverfahren für den 1-Maschinen-Fall entwickelt. 
Betrachtet man die Informationen, die nötig wären, die Wartezeit eines Auftrags 
vor einer Maschine m exakt zu berechnen, so lassen sich daraus Schlüsse für ein 
geeignetes Schätzverfahren ziehen. Kennt man die (Rest-)Bearbeitungszeiten aller 
Aufträge, die bearbeitet werden, während sich ein Auftrag in der Warteschlange von 
Maschine m befindet, so entspricht ihre Summe der Wartezeit dieses Auftrags. In 
einem stochastisch dynamischen System ist es in der Regel jedoch unmöglich, genau 
diese Aufträge im Voraus zu kennen. Wie in Abschnitt 4.6.1 dargestellt, lässt sich 
aber zumindest das gesamte Arbeitsvolumen schätzen, das sich zum Zeitpunkt der 
Ankunft in der Warteschlange der Maschine befindet. Der Prioritätswert des 
Auftrags kann selbst für den in der Zukunft liegenden Zeitpunkt, an dem der Auftrag 
die entsprechende Warteschlange betritt, i.d.R. einfach geschätzt werden.405 Um die 
erwartete Position des betrachteten Auftrags in der zukünftigen Warteschlange 
                                                 
405 Viele der Kennzahlen, auf deren Basis Prioritätswerte berechnet werden, wie z.B. Bearbeitungszeiten und 
Fertigstellungstermine, sind ohnehin statisch. Für t kann problemlos der zukünftige Zeitpunkt anstatt des 
aktuellen verwendet werden und somit sind es vor allem Work Contents und Warteschlangenlängen, für die 
Werte geschätzt werden müssen.  
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prognostizieren zu können, ist es zusätzlich notwendig, die Priorität der anderen 
Aufträge in der Warteschlange zu approximieren, worauf in Abschnitt 4.6.2.2 näher 
eingegangen wird. Außerdem besteht bei dynamischen Problemstellungen die 
Möglichkeit, dass vor dem betrachteten Auftrag noch andere Aufträge zur 
Bearbeitung ausgewählt werden, die sich zum Zeitpunkt seiner Ankunft noch gar 
nicht in der Wartschlange befinden. Diese zusätzliche Verzögerung wird in Abschnitt 
4.6.2.3 betrachtet. Wie diese Wartezeiten vor einzelnen Maschinen dafür genutzt 
werden können, (Rest-)Durchlaufzeiten von Aufträgen in Job Shops zu schätzen, 
wird in Abschnitt 4.6.2.5 dargestellt. 
4.6.2.2 Operationswartezeitschätzung für statische Probleme 
In Abschnitt 3.5.2 findet sich eine umfangreiche Darstellung verschiedener 
Ansätze, mit denen versucht wird, die erwartete Durchlaufzeit eines Auftrags 
möglichst genau zu schätzen. Dargestellt werden auch Studien, die sich mit den 
wesentlichen Einflussgrößen auf die Durchlaufzeit beschäftigen. Wie bereits 
ausgeführt, ziehen die verfügbaren Verfahren Auftragsdaten wie Bearbeitungszeiten, 
nicht aber den Prioritätswert auf Basis der eingesetzten Prioritätsregel heran. Manche 
Verfahren berücksichtigen zusätzlich die Systemauslastung z.B. in Form des 
aktuellen System-Work-Contents oder des Work Contents in den Warteschlangen 
vor den Maschinen auf der Route des betrachteten Auftrags. Wie in Abschnitt 4.6.1 
dargestellt, bietet die Verwendung des aktuellen Work Contents einer Maschine aber 
nur eine unzureichend genaue Abschätzung des zukünftigen Arbeitsvolumens und 
sollte durch das dort beschriebene Verfahren ersetzt werden.406 Darauf aufbauend ist 
noch zu berücksichtigen, welcher Anteil des bei Eintreffen eines Auftrags an einer 
Maschine vorliegenden Work Contents zu Wartezeiten für diesen Auftrag führt. 
Dafür sei im ersten Schritt eine bekannte Warteschlange angenommen, die im oberen 
Bereich von Abbildung 6 beispielhaft dargestellt wird. In diesem Beispiel liegen 
zehn Aufträge vor, die von links nach rechts nach absteigender Priorität geordnet 
sind und deren Bearbeitungszeit durch die Länge des jeweiligen Balkens dargestellt 
wird. Die gesamte Bearbeitungszeit beträgt 40 ZE und die kumulierte 
Bearbeitungszeit bei sequenzieller Bearbeitung bis zur Fertigstellung eines Auftrags 
kann auf der Abszisse abgelesen werden. 
                                                 
406 Beide Verfahren werden in Abschnitt 6.1.1 experimentell miteinander verglichen, wo auf die 
Genauigkeitsunterschiede im Detail eingegangen wird, 
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Dieselben kumulierten Bearbeitungszeiten werden auch im unteren Teil von 
Abbildung 6 dargestellt und über ihnen sind die Prioritätswerte der jeweiligen 
Aufträge abgetragen.407 Jeder durch ein schwarzes Kreuz dargestellte Punkt gibt 
somit den erwarteten Fertigstellungszeitpunkt des zugehörigen Auftrags aus dem 
oberen Abbildungsteil wieder. Andersherum gelesen, lässt sich eine Aussage über 
die Wartezeit eines einzelnen zusätzlichen Auftrags machen. Diese ist anhand des 
                                                 
407 In der vorliegenden Arbeit werden alle Prioritätsregeln derart formuliert, dass der Auftrag mit dem kleinsten 
Prioritätswert die höchste Priorität aufweist. Es sei auch angemerkt, dass für einen Teil der zeitabhängigen 
Prioritätsregeln, wie z.B. AT, FIFO, LIFO, EDD und ODD, eine Anpassung des Prioritätswerts notwendig ist. 
Betrachtet man z.B. die FIFO-Regel, bei der der Prioritätswert der Ankunftszeitpunkt in der Warteschlange der 
betreffenden Maschine ist, so wird klar, dass die einzelnen Prioritätswerte im Zeitablauf steigen und somit 
zwischen zwei unterschiedlichen Zeitpunkten nicht vergleichbar sind. Aus diesem Grund findet bei den 
betroffenen Prioritätsregeln eine Korrektur derart statt, dass der Zeitpunkt, für den die Auftragspriorität bestimmt 
wird, vom Prioritätswert abgezogen wird. Dies gilt sowohl für die Bestimmung der Prioritätswert-Wartezeit-
Funktion als auch für die Nutzung selbiger zur Schätzung der Wartezeit. Ansonsten findet der reguläre 
Prioritätswert Anwendung. 
 
Abbildung 6 - Beispiel für den Zusammenhang zwischen Auftragspriorität und kumulierter Bearbeitungszeit 
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Punkts bestimmbar, der gerade noch einen kleineren Prioritätswert repräsentiert, als 
der des neu ankommenden Auftrags und dessen zugehörige kumulierte 
Bearbeitungszeit der Wartezeit des neuen Auftrags entspricht. 
Zur Abschätzung der Wartezeit eines in der Zukunft ankommenden Auftrags wird 
nun eine Funktion gesucht, die die Wartezeit vor einer Maschine m in Abhängigkeit 
vom Prioritätswert dieses Auftrags wiedergibt. Unter der Annahme, dass die 
Verteilung der Auftragsprioritäten und Bearbeitungszeiten in Abbildung 6 
repräsentativ ist, stellt die gestrichelte schwarze Linie eine solche abschnittweise 
linear definierte Funktion dar.408 Sie dient dem Zweck, jedem möglichen reellen 
Prioritätswert eine Wartezeit zuzuordnen, hat bei Verfolgung des Ziels einer 
kontinuierlichen Anpassung an die realen Zusammenhänge zwischen beiden Größen 
jedoch zwei Nachteile. Erstens weist sie in Anbetracht evtl. häufig nötiger 
Aktualisierungen und einer großen Anzahl von Maschinen und Aufträgen in den 
Warteschlangen eine große Menge zu speichernder Daten auf. Zweitens ist zu 
erwarten, dass die Funktion nur in ihrer Form, nicht jedoch in der genauen Lage und 
Anzahl ihrer Stützpunkte im Zeitablauf konstant sein wird. Aus diesem Grund 
erscheint es sinnvoll, die Prioritätswert-Wartezeit-Funktion zum Zweck der 
effizienten Speicherung und Nutzung zur Schätzung weiter zu vereinfachen. Mit dem 
Ziel einer festen und möglichst geringen Anzahl von Stützpunkten sind verschiedene 
Vereinfachungen der Prioritätswert-Wartezeit-Funktion möglich. Es zeigt sich, dass 
eine gute Anpassung erzielt werden kann, wenn die Quartile der kumulierten 
Bearbeitungszeit für die Wahl der Stützpunkte herangezogen werden.409 Zur 
Bestimmung der Stützpunkte der vereinfachten abschnittweise linear definierten 
Funktion dienen dann die Aufträge, deren kumulierte Bearbeitungszeiten jeweils das 
Vielfache des Viertels der Summe der aktuell vorliegenden Bearbeitungszeiten 
gerade noch unterschreiten, während die kumulierten Bearbeitungszeiten des jeweils 
                                                 
408 Die lineare Interpolation zwischen den Auftragspunkten ist besser geeignet als eine Stufenfunktion, da zu 
berücksichtigen ist, dass im Beispiel nur eine repräsentative Warteschlange herangezogen wird. Der 
Kurvenverlauf entspricht durch Interpolation mehr dem Verlauf auf Basis von Mittelwerten der Daten einer 
Vielzahl repräsentativer Warteschlangen und eignet sich daher besser für das im Folgenden dargestellte 
Verfahren. 
409 Die alternativ getestete Verwendung der Quartile der Prioritätswertverteilung oder der Anzahl der Aufträge 
führt in der Mehrzahl der Fälle zu höheren quadrierten Abweichungen der vereinfachten Prioritätswert-
Wartezeitfunktion von der vollständigen. Die Zerlegung der Funktion in vier Abschnitte erzielt bei den zumeist 
nicht-linearen Ausgangsfunktionen eine gute Anpassung, da zu wenige Abschnitte zu sehr Linearität unterstellen 
und zu viele eine Reihe von erhobenen Daten unbrauchbar werden lassen, da kurze Warteschlangen dann zu nicht 
repräsentativen Kurvenverläufen führen können. 
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nächsten Auftrags größer oder gleich dem entsprechenden Grenzwert sind. Für das 
angeführte Beispiel wird die vereinfachte Funktion mit ihren Stützpunkten in 
Abbildung 6 im unteren Bereich in grün dargestellt. 
Um dauerhaft eine möglichst hohe Schätzgenauigkeit zu erreichen, findet die 
Bestimmung der Prioritätswert-Wartezeit-Funktion kontinuierlich im laufenden 
Experiment bzw. bei laufendem realen Betrieb statt.410 Mithilfe von Exponential 
Smoothing werden die Stützpunkte fortlaufend aktualisiert, wenn ein neuer Auftrag 
die Warteschlange der Maschine erreicht. Um Verzerrungen zu vermeiden, wird die 
Aktualisierung an drei Bedingungen geknüpft. Zum einen muss die Warteschlange 
eine vorgegebene Mindestlänge aufweisen, da bei sehr kurzen Warteschlangen die 
Verteilung der Prioritätswerte oft mehr oder weniger zufällig ist und nicht 
zwangsläufig repräsentativ. Zusätzlich muss ein vorgegebener Mindestzeitraum seit 
der letzten Erhebung verstrichen sein, da die Ankunft vieler Aufträge in kurzer Zeit 
zumeist mit langen Warteschlangen einhergeht. Die in dieser Situation häufige 
Aktualisierung würde sonst bei Verwendung von Exponential Smoothing zu einer 
stärkeren Gewichtung der Struktur dieser langen Wartschlangen in der 
Schätzfunktion führen, wodurch die Wartezeiten überschätzt werden würden. 
Schließlich gilt es noch zu vermeiden, dass besonders stark vom Mittelwert 
abweichende Auftragsprioritäten zu deutlichen Verschiebungen des exponentiell 
geglätteten Werts führen. Die mittlere geschätzte Wartezeit würde ohne diese 
Korrektur der Prioritätswert-Wartezeit-Funktion zwar der auftretenden mittleren 
Wartezeit mehr entsprechen, jedoch mit einer stärkeren Überschätzung bei einem 
sehr großen Anteil der Aufträge einhergehen.411 Deswegen wird die Aktualisierung 
eines Stützpunkts nur mit Aufträgen durchgeführt, deren absolute 
Prioritätswertabweichung vom exponentiell geglätteten Wert weniger als das 
zehnfache des geglätteten Werts beträgt.412 
                                                 
410 Dadurch entfällt eine ansonsten notwendige vorhergehende Parametrisierung. Auch passt sich das 
Schätzverfahren so selbständig an evtl. Änderungen des Prioritätswerts-Wartezeit-Zusammenhangs an, der vor 
allem bei Einsatz in realen Systemen, z.B. durch eine Änderung der Prioritätswertverteilung, entstehen kann. 
411 Diese Vorgehensweise hat zur Folge, dass bei Operationen mit extremen Prioritätswerten größere Schätzfehler 
auftreten. Mit Hinblick auf den Verwendungszweck der Schätzdaten ist es jedoch erstrebenswerter, eine präzisere 
Schätzung für den größten Teil der Aufträge zu erlangen und dafür bei wenigen Ausnahmeaufträgen 
Verschlechterungen bei der Schätzqualität in Kauf zu nehmen. 
412 Diese Ausnahmeregel ist in der nachfolgend beschriebenen Initialisierungsphase außer Kraft, da in dieser 
aufgrund noch weniger vorliegender Werte das Zulassen großer Schwankungen des exponentiell geglätteten 
Mittelwerts für den Anpassungsprozess notwendig sind. 
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Damit die Stützpunkte trotz unterschiedlicher Warteschlangenlängen und Work 
Contents zu den verschiedenen Zeitpunkten vergleichbar bleiben, wird zudem nicht 
die kumulierte Bearbeitungszeit, sondern der Anteil der kumulierten 
Bearbeitungszeit am gesamten Maschinen-Work-Content herangezogen.413 Im 
Rahmen von Vorexperimenten zeigte sich eine stabile aber anpassungsfähige 
Prioritätswert-Wartezeit-Funktion für Maschine m bei einem Glättungsfaktor αm von 
0,01, einer Mindestwarteschlangenlänge von fünf Aufträgen und einem zeitlichen 
Mindestabstand von 100 ZE zwischen zwei Aktualisierungen. Da ohne 
vorhergehende Parametrisierung die Bestimmung einer repräsentativen 
Prioritätswert-Wartezeit-Funktion mit Exponential Smoothing eine lange 
Anpassungsphase benötigen würde, bedarf es außerdem einer 
Initialisierungsphase.414 Um ein schnelles Erreichen einer aussagekräftigen 
Prioritätswert-Wartezeit-Funktion zu ermöglichen, wird der αm-Wert zu Beginn auf 1 
gesetzt und nach jeder erfolgten Aktualisierung der Stützpunkte durch 1,25 geteilt. 
Sobald er 0,01 unterschreitet, endet die Initialisierungsphase und αm wird konstant 
mit 0,01 verwendet. Experimentell zeigt sich, dass so ein schnelles Einstellen 
realistischer Werte vollzogen werden kann und eine gute Schätzfunktion bereits vor 
Ende der Einschwingphase vorliegt.415 
Soll auf Basis der so bestimmten Funktion schließlich die Wartezeit geschätzt 
werden, müssen zuerst Work Content und Auftragspriorität für den erwarteten 
Zeitpunkt des Eintreffens des Auftrags an der entsprechenden Maschine geschätzt 
werden. Die Auftragspriorität dient als Argument der Prioritätswert-Wartezeit-
Funktion, deren Ergebnis mit dem geschätzten Maschinen-Work-Content 
                                                 
413 Der erste Stützpunkt, der durch den Auftrag mit der höchsten Priorität gegeben ist, wird somit einen 
Anteilswert von etwas mehr als null aufweisen und der fünfte Stützpunkt genau den Wert eins. 
414 Bevor der erste Auftrag eine Warteschlange zwecks Aktualisierung der Stützpunkte erreichen kann, werden zu 
seiner Durchlaufzeitschätzung eben diese Stützpunkte bereits benötigt, weshalb dennoch eine Festlegung von 
Startwerten stattfinden muss. Ohne Kenntnis der später für den Einsatz bestimmten Prioritätsregel kann dies 
jedoch nur mehr oder weniger arbiträr stattfinden. Für jeden Stützpunkt g, g = 1,2,...,5 wird der zugehörige 
Prioritätswert auf 5(g-3) und der Anteil der kumulierten Bearbeitungszeit am Work Content auf 0,25(g-1) 
festgesetzt. 
415 Genauere Informationen zur Einschwingphase, ihrer Bedeutung und ihrer Ausgestaltung finden sich in 
Abschnitt 5.3.2. Über die Nutzung in der Einschwingphase hinaus, hat der Planer die Möglichkeit, mithilfe dieser 
Initialisierung des Schätzverfahrens, auf systematische Änderungen z.B. der Prioritätswertverteilung zu reagieren. 
Liegen ihm Informationen vor, die darauf hindeuten, dass die Prioritätswert-Wartezeit-Funktion nicht mehr 
repräsentativ ist, kann er die Anpassung durch eine erneute Initialisierung beschleunigen, indem er den αm-Wert 
erhöht. Je nachdem, wie stark die Abweichung ist, sollte dafür ein Wert zwischen 1 und 0,01 gewählt werden. 
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multipliziert wird, um die erwartete Wartezeit zu bestimmen. Ist die geschätzte 
Priorität kleiner als die des ersten Stützpunkts, so wird erwartet, dass der Auftrag am 
Kopf der Warteschlange eingeordnet wird und keine Wartezeit durch bereits 
wartende Aufträge eintritt. Ist sie, egal in welchem Ausmaß, höher als die des letzten 
Stützpunkts, so entspricht die Wartezeit der Summe der Bearbeitungszeiten aller 
wartenden Aufträge. 
4.6.2.3 Operationswartezeitschätzung für dynamische Probleme 
Das Schätzverfahren aus Abschnitt 4.6.2.2 unterstellt implizit, dass entweder nach 
Ankunft des betrachteten Auftrags keine neuen Aufträge die Warteschlange 
erreichen bis die Bearbeitung dieses Auftrags beginnt, oder dass zumindest nur neue 
Aufträge eintreffen, die in der Warteschlange hinter diesem Auftrag eingeordnet 
werden. Ersteres entspricht einem statischen Modell und Letzteres der Anwendung 
z.B. der FIFO-Prioritätsregel. Entgegen der impliziten Annahmen besteht außerdem 
die Möglichkeit bei entsprechenden dynamischen Prioritätsregeln, dass sich die 
Prioritäten so ändern, dass es zu einer Umsortierung in der Warteschlange und somit 
zu Wartezeitenänderungen kommt. Da der Ausschluss aller drei Fälle zu 
einschränkend für den praktischen Einsatz des Verfahrens wäre, muss berücksichtigt 
werden, dass es zu zusätzlichen Verzögerungen aufgrund von überholenden 
Aufträgen kommt.416 Das Ausmaß dieser Verzögerungen hängt jedoch stark von der 
angewandten Prioritätsregel ab, was deutlich am beispielhaften Vergleich von FIFO 
und LIFO zu sehen ist. Im ersten Fall wird kein neuer Auftrag vor dem betrachteten 
eingeordnet, im zweiten jeder. Entsprechend kommt es unter Anwendung der LIFO-
Regel zu deutlich höheren Verzögerungen. 
Es erscheint sinnvoll, diese prioritätsregelspezifische Korrektur der Wartezeiten 
selbstanpassend bei laufendem Betrieb vorzunehmen, um eine Reaktionsfähigkeit auf 
Systemänderungen gewährleisten zu können und auf eine vorgeschaltete, 
individuelle Parametrisierung verzichten zu können. Aus diesem Grund wird die 
Verzögerungsschätzung mithilfe von dynamischem Feedback durchgeführt. Immer 
wenn die Bearbeitung eines Auftrags endet, wird ermittelt, ob bei der zum Zeitpunkt 
                                                 
416 Theoretisch ist es möglich, dass es aufgrund des dritten Falls zu Wartezeitverkürzungen kommt, wenn die 
Priorität des betrachteten Auftrags steigt. Da die Schätzfunktion die mittlere Wartezeit in Abhängigkeit von der 
Auftragspriorität abbildet und die Beschleunigung eines Auftrags zur Verzögerung eines anderen führt, ist unter 
Einbeziehung der anderen beiden Fälle im Mittel nicht mit Beschleunigungen zu rechnen. Auch bei den 
experimentellen Untersuchungen traten diese im Mittel über die Aufträge nicht ein. Daher wird im weiteren 
Verlauf nur von Verzögerungen gesprochen. 
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des Eintritts in die Warteschlange durchgeführten Wartezeitschätzung eine Über- 
oder Unterschätzung aufgetreten ist und eine entsprechende Korrektur für zukünftige 
Schätzungen durchgeführt. Im Detail ist das Verfahren so ausgestaltet, dass für jeden 
ankommenden Auftrag zusätzlich zur geschätzten Wartezeit auch die statische 
Wartezeit gespeichert wird, die nach dem Verfahren aus Abschnitt 4.6.2.2 ermittelt 
wird. Außerdem wird vermerkt, in welchem durch die Stützpunkte gegebenen 
Abschnitt der Prioritätswert-Wartezeit-Funktion die Priorität des Auftrags bei 
Ankunft fällt. Bei Beendigung der Bearbeitung des Auftrags durch die betrachtete 
Maschine wird ermittelt, wie viel Wartezeit tatsächlich eingetreten ist und um 
welchen Faktor sie größer ist als die statische Wartezeit nach Abschnitt 4.6.2.2. Der 
Wartezeitverlängerungsfaktor wird für den zugehörigen Funktionsabschnitt 
daraufhin ebenfalls mithilfe von Exponential Smoothing aktualisiert. 
Vor der ersten Aktualisierung durch erhobene Auftragsdaten werden die Faktoren 
für jeden Abschnitt s, s = 1(1)6 der abschnittsweise linear definierten Funktion mit 
dem Wert 1 + 0,2(s -1) initialisiert. Dies stellt in Ermangelung von Kenntnissen über 
das tatsächliche Ausmaß erwarteter Verzögerungen zwar arbiträre Startwerte dar, die 
aber für die betrachteten Prioritätsregeln, wie sich in Vorexperimenten zeigte, 
adäquat sind.417 Auch hier ist eine Initialisierungsphase vonnöten, die innerhalb der 
Einschwingphase zur Bestimmung guter Wartezeitverlängerungsfaktoren führen soll. 
In den durchgeführten Vorexperimenten hat sich gezeigt, dass für eine präzise 
Wartezeitschätzung geeignetere Verlängerungsfaktoren bestimmt werden können, 
wenn dem der Aktualisierung dienende Wert ein geringeres Gewicht eingeräumt 
wird als bei den Stützpunkten der statischen Prioritätswert-Wartezeit-Funktion. 
Außerdem ist es vorteilhaft, wenn mit steigender Zahl der berücksichtigten Werte 
eine Fixierung der Verlängerungsfaktoren vorgenommen wird. 
In Gleichung (4.6.1) wird die Umsetzung dieser Initialisierung für den 
Wartezeitverlängerungsfaktor , ,
V
m s oF  des Funktionsabschnitts s dargestellt, wobei der 
aktuelle αm-Wert vom Exponential Smoothing der Prioritätswert-Wartezeit-
Funktions-Stützpunkte übernommen wird und somit von 1 auf 0,01 sinkt. Beim 
Vergleich der eingetretenen Wartezeit emow  der o-ten auf Maschine m ausgeführten 
Operation mit dem zugehörigen ursprünglichen Schätzwert ohne Verlängerung ′smow  
                                                 
417 Sechs Abschnitte ergeben sich durch die vier Abschnitte zwischen den Stützpunkten zuzüglich der Bereiche 
vor dem ersten und hinter dem letzten Stützpunkt, die dem Fall entsprechen, dass erwartet wird, dass ein Auftrag 
am Anfang oder Ende der Warteschlange einzuordnen ist. 
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wird der jeweilige Wert auf eins gesetzt, sollte er kleiner eins sein. Durch diese 
Vorgehensweise können ungewollte deutliche Änderungen des exponentiell 
geglätteten Werts vermieden werden. Diese würden ansonsten entstehen, da bei sehr 
kurzen Wartezeiten trotz geringem absoluten Unterschied beider Werte große 
prozentuale Abweichungen auftreten können, die bei Berücksichtigung in den 
Verlängerungsfaktoren später zu Fehlschätzungen führen würden. 
Die zusätzliche, die Schätzqualität verbessernde, Reduktion der 
Schwankungsbreite eines Verlängerungsfaktors um seinen Mittelwert wird durch die 
Senkung des αm-Werts in Abhängigkeit von der Anzahl der für den 
Funktionsabschnitt s bereits berücksichtigten Aufträge BmsN  erreicht. So kann ein 
ausreichend stabiler Faktor erzielt werden, der bei Bedarf neu angepasst werden 
kann, indem BmsN  auf null zurückgesetzt wird.
418 Durch die plausiblen Initialwerte 
für die Faktoren in Höhe von ( )1 0,2 1s+ −  erwies es sich in den Vorexperimenten 
außerdem als vorteilhaft, keine αm-Wert größer 0,75 anzuwenden. 
 
 
{ }
{ }, ,
, , 1
max 1,
min 0,75;
max 1,1
7,5
max 0,25;1
1
7,5
−
 
 
 = ⋅ 
′+ 
  
 
 
 + − ⋅ 
+ 
  
e
moV m
m s o sB
moms
Vm
m s oB
ms
w
F
wN
F
N
α
α
 (4.6.1) 
 
Ein weiteres Problem stellt dar, dass es in Einzelfällen zu deutlichen 
Fehlschätzungen der Wartezeit kommen kann und diese einen entsprechenden 
großen Einfluss auf den exponentiell geglätteten Mittelwert haben.419 Ihre 
Berücksichtigung würde dazu führen, dass zwar die mittlere Abweichung der 
eingetretenen Werte von den geschätzten Werten niedriger ist, dafür aber eine große 
Zahl von Aufträgen der systematischen Unter- bzw. Überschätzung unterliegen. Aus 
                                                 
418 Im vorliegenden Simulationsmodell ist dies nicht notwendig, da ein stationäres System ohne Änderungen der 
Systemparameter unterstellt wird. Für den praktischen Einsatz, wo diese Annahme nicht unbedingt gelten muss, 
kann sich eine regelmäßige Neubestimmung hingegen für eine hohe Schätzgenauigkeit als notwendig erweisen. 
419 Diese Schätzfehler können z.B. aufgrund besonders langer Störungen oder bei entsprechenden Prioritätsregeln 
einer ungewöhnlich großen Anzahl überholender Aufträge eintreten. 
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diesem Grund werden für die Aktualisierung nur Aufträge herangezogen, für die 
0,1 10′ ′⋅ < < ⋅s e smo mo mow w w  gilt. 
Neben der eigentlichen Aufgabe der Erweiterung der statischen Wartezeiten um 
zusätzliche Wartezeiten aufgrund überholender Aufträge ist der Vorteil der 
Verlängerungsfaktoren, dass sie automatisch zu einer Berücksichtigung von 
Störungen420 führen, die sich in längeren Wartezeiten niederschlagen und zusätzlich 
evtl. vorliegende systematische Schätzfehler im statischen Schätzmodell 
ausgleichen.421 
Die Schätzung der Wartezeit erfolgt schließlich auf die gleiche Weise, wie im 
statischen Fall nach Abschnitt 4.6.2.2 nur mit dem Unterschied, dass der statische 
Wert noch mit dem Wartezeitverlängerungsfaktor des entsprechenden 
Funktionsabschnitts multipliziert wird. Die sich daraus ergebende Prioritätswert-
Wartezeit-Funktion wird für das Beispiel aus Abbildung 6 in Abbildung 7 grafisch 
dargestellt. In grün wird die ursprüngliche Funktion für den statischen Fall 
wiedergegeben und in braun die durch die Wartezeitverlängerungsfaktoren erweiterte 
Funktion für den dynamischen Fall. 
In der Grafik ist auch zu erkennen, dass für die meisten Prioritätsregeln erwartet 
wird, dass die Wartezeitverlängerungsfaktoren mit größer werdendem 
Funktionsabschnitt zunehmen.422 Das ist darin begründet, dass alle neu 
ankommenden Aufträge, die einen Auftrag im ersten Segment überholen, dies 
automatisch auch mit allen im zweiten Segment tun, da die Aufträge dort eine noch 
niedrigere Priorität aufweisen. Gleichzeitig kommen aber neue Aufträge hinzu, deren 
Priorität nicht hoch genug ist, einen Auftrag des ersten Segments zu überholen, wohl 
                                                 
420 Da sie für jede Maschine getrennt ermittelt werden, stellt es auch kein Problem dar, wenn die Maschinen 
unterschiedlich stark von störungsbedingten Ausfällen betroffen sind. 
421 U.a. in ENNS (1995), S. 1300-1304; VIG/DOOLEY (1991), S. 1368; VIG/DOOLEY (1993), S. 68; ADAM et 
al. (1993), S. 222-224 und BAYKASOĞLU/GÖÇKEN/UNUTMAZ (2008), S. 38 wird auf die Beurteilung von 
Durchlaufzeitschätzungen in Bezug auf Unverzerrtheit und Präzision eingegangen. Die Unverzerrtheit macht eine 
Aussage über systematische Über- bzw. Unterschätzung der Durchlaufzeit durch das Verfahren, während die 
Präzision das Ausmaß der Streuung der Schätzfehler aufzeigt. Durch das dynamische Feedback bei der 
Bestimmung der Verlängerungsfaktoren wird ein evtl. im Rahmen des Wartezeitschätzverfahrens auftretender 
systematischer Schätzfehler ausgeglichen, d.h. eine evtl. Verzerrung reduziert. Dies verbessert i.d.R. auch die 
Präzision, gemessen als quadrierte Abweichung der Schätzwerte von den eingetretenen Werten. Die individuelle 
Schätzgenauigkeit der einzelnen Aufträge wird also erhöht. 
422 Die Erwartungen bestätigen sich bei der experimentellen Nutzung der Wartezeitverlängerungsfaktoren, die 
immer streng monoton mit dem Funktionsabschnitt steigen. 
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aber eines des zweiten. Entsprechend weisen Aufträge des letzten Segments die 
größten Verzögerungen durch Überholungen auf. 
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Abbildung 7 - Beispiel des Verlaufs einer Prioritätswert-Wartezeit-Funktion 
4.6.2.4 Berücksichtigung von Restbearbeitungszeiten bei der Schätzung von 
Operationswartezeiten 
Die in Abschnitt 4.6.2.2 und 4.6.2.3 beschriebenen Wartezeitschätzverfahren 
gehen davon aus, dass die betrachtete Maschine bei Eintreffen des entsprechenden 
Auftrags leer steht und sofort mit der Bearbeitung eines Auftrags der Warteschlange 
beginnen kann. Soll die Schätzung für einen beliebigen in der Zukunft liegenden 
Zeitpunkt durchgeführt werden, so ist in der Regel davon auszugehen, dass die 
entsprechende Maschine noch mit der Bearbeitung eines Auftrags beschäftigt ist. Die 
zu schätzende Wartezeit verlängert sich in diesem Fall um die Restbearbeitungszeit 
des Auftrags, der die Maschine noch belegt. Wird die Wartezeit für einen Auftrag 
geschätzt, der die entsprechende Maschine zum Zeitpunkt der Schätzung erreicht, ist 
die Restbearbeitungszeit bekannt und kann zur geschätzten Wartezeit addiert 
werden.423 Für in der Zukunft liegende Zeitpunkte ist die Restbearbeitungszeit nur 
                                                 
423 Dieser Fall tritt z.B. auf, wenn bei Beendigung einer Operation die Wartezeit des Auftrags vor der 
Nachfolgemaschine geschätzt wird, was in der vorliegenden Arbeit im Rahmen der Aktualisierung der erwarteten 
Restdurchlaufzeit immer zu diesem Zeitpunkt geschieht. Das vollständige Verfahren wird in Abschnitt 4.6.2.5 
beschrieben. 
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schwer schätzbar, da ihre Bestimmung Informationen über Bearbeitungsbeginn und 
-dauer des dann die Maschine belegenden Auftrags erfordert. Wäre es möglich, diese 
Daten ohne prohibitiv hohen Rechenaufwand zu bestimmen, würde die gesamte 
Schätzfunktion überflüssig werden, da dann auch Operationswartezeiten berechnet 
werden könnten. In Ermangelung dieser Möglichkeit erfolgt die Approximation 
zukünftiger Restbearbeitungszeiten durch die halbe bis dahin an der entsprechenden 
Maschine aufgetretene mittlere Operationsbearbeitungszeit. Grundsätzlich ist 
dadurch eine zufriedenstellende Approximation zu erwarten, es gilt aber noch, eine 
Ausnahme zu betrachten. Unter der Bedingung, dass eine Maschine an einem 
bestimmten Zeitpunkt eine leere Warteschlange aufweist, können zwei verschiedene 
Fälle vorliegen. Der erste Fall entspricht dem allgemeinen Fall, in dem die Maschine 
die restliche Bearbeitung eines Auftrags ausführt, dessen Restbearbeitungszeit 
ebenfalls mit der halben mittleren Operationsbearbeitungszeit approximiert werden 
kann. Im zweiten Fall jedoch steht sie tatsächlich leer und somit fällt keine 
Restbearbeitungszeit an. Die Bestimmung der Wahrscheinlichkeit beider Fälle oder 
gar die Abschätzung, welcher der beiden Fälle an einem zukünftigen Zeitpunkt 
vorliegen wird, ist jedoch relativ komplex. So wären dafür u.a. der 
Maschinenauslastungsgrad und die Verteilung der Zwischenankunftszeiten zu 
berücksichtigen, weshalb eine Entscheidungsregel nur modell- und 
problemspezifisch sein könnte. In der vorliegenden Arbeit sollen daher exemplarisch 
die beiden Extremfälle untersucht werden. Beim ersten findet immer eine 
Berücksichtigung der halben mittleren Operationsbearbeitungszeit statt. Die zweite 
Variante ist, dass bei geschätztem Work Content in Höhe von 0 ZE angenommen 
wird, dass keine Restbearbeitungszeit auftritt. Es ist zu erwarten, dass die zweite 
Variante dazu führt, dass für mehr Operation die exakt richtige Durchlaufzeit 
geschätzt wird, dafür aber auch eine Reihe von Aufträgen einen etwas höheren 
Schätzfehler aufweist. Auf den experimentellen Vergleich beider Varianten wird in 
Abschnitt 6.1.2 eingegangen. 
4.6.2.5 Auftragsdurchlaufzeitschätzung auf Basis der 
Operationsdurchlaufzeitschätzung 
Im Rahmen eines iterativen Verfahrens ist es mithilfe der in Abschnitt 4.6.1 und 
4.6.2 beschriebenen Verfahren möglich, die (Rest-)Durchlaufzeit eines Auftrags zu 
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schätzen. Immer bei Verlassen einer Maschine bzw. des Freigabepools424 werden 
alle Durchlaufzeiten für die auf der (Rest-)Route liegenden Maschinen geschätzt. 
Ausgehend von der sicheren Information, dass der Auftrag die direkte 
Nachfolgemaschine zum aktuellen Zeitpunkt t erreichen wird, können für die 
Nachfolgemaschine Work Content, Auftragspriorität und schließlich Wartezeit des 
Auftrags geschätzt werden.425 Unter Berücksichtigung der erwarteten 
Bearbeitungszeit lässt sich somit der Zeitpunkt bestimmen, zu dem erwartet wird, 
dass der Auftrag diese Maschine verlässt und die nächste Maschine in der 
Maschinenfolge erreicht. Für letztere Maschine kann in gleicher Weise für diesen 
Zeitpunkt erneut die erwartete Operationsdurchlaufzeit berechnet werden. Dieses 
Verfahren wird solange wiederholt, bis für alle Maschinen auf der Route von der 
aktuellen Maschine bis zur Fertigstellung des Auftrags alle 
Operationsdurchlaufzeiten und somit auch die Gesamtdurchlaufzeit bestimmt sind. 
Die zugehörigen aktualisierten geschätzten Operationsfertigstellungszeitpunkte 
werden in den Auftragsdaten gespeichert, damit alle Steuerungsmechanismen bei 
Bedarf auf sie zurückgreifen können.426 Die nächste Aktualisierung findet bei 
Verlassen der nächsten Maschine statt. Zur Schätzung der Auftragspriorität werden 
z.T. Informationen über Work Contents und Wartezeiten benötigt, die ebenfalls 
mithilfe des vorgestellten Verfahrens für die benötigten Zeitpunkte bestimmt werden. 
In Abschnitt 3.5.2 wurde dargestellt, dass es nur zu relativ geringen Einbußen in 
der Schätzgenauigkeit kommt, wenn für schwach ausgelastete Maschinen keine 
explizite Schätzung durchgeführt wird, sondern stattdessen Mittelwerte Anwendung 
finden. In der vorliegenden Arbeit wird von dieser Vereinfachung jedoch kein 
Gebrauch gemacht, da das vorgestellte Verfahren eine Schätzung mit 
vernachlässigbarem Rechenaufwand ermöglicht und somit keinen Verzicht auf 
verfügbare Informationen rechtfertigt. Zudem muss bei vollständiger Schätzung nicht 
                                                 
424 Wenn auf die vorausschauende Auftragsfreigabe verzichtet wird, durchläuft ein ankommender Auftrag 
dennoch den Freigabepool, jedoch ohne sich dort aufzuhalten. 
425 Sollten im Rahmen eines anderen als des hier verwendeten Modells Transportzeiten anfallen, so lassen sich 
diese berücksichtigen, indem der erwartete Ankunftszeitpunkt entsprechend nach hinten verschoben wird. 
426 Auf diesem Weg wird gewährleistet, dass die Steuerung dezentral durchgeführt werden kann. Auch unterstützt 
die Vorgehensweise den modularen Ansatz des in dieser Arbeit entwickelten Steuerungskonzepts, bei dem Ziel 
ist, alle Module getrennt voneinander austauschen zu können. Über diese gespeicherten Daten hinaus besteht die 
Möglichkeit, dass Module für spezifische Szenarien eine erneute Schätzung durchführen, deren Ergebnisse direkt 
für einen Entscheidungsprozess genutzt werden, ohne die im Auftrag gespeicherten Daten zu überschreiben. Als 
Beispiel sei die Bestimmung der Prioritätsfaktoren zur Berücksichtigung des Beitrags eines Auftrags zur 
gesamten Zielerreichung nach Abschnitt 4.4.2 angeführt. 
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kontinuierlich überprüft werden, ob sich im Zeitablauf die 
Maschinenauslastungsgrade ändern und andere Maschinen den Engpass im System 
darstellen. Diese Änderung hätte zur Folge, dass für Maschinen mit gestiegenem 
Auslastungsgrad die Vereinfachung evtl. nicht mehr gerechtfertigt ist. 
4.6.3 Bestimmung der Operationstermine auf Basis der 
Wartezeitschätzung 
Neben geschätzten Operationsdurchlaufzeiten bzw. -wartezeiten greifen manche 
Prioritätsregeln und Voraussichtsmechanismen u.a. auf Operationstermine zurück. 
Wie in Abschnitt 3.5.2 dargestellt, ist die realistische Bestimmung der 
Operationstermine eine wichtige Grundlage für die effektive terminorientierte 
Steuerung. Da mit dem in Abschnitt 4.6.2.5 vorgestellten Verfahren ohne größeren 
Rechenaufwand die Operationsdurchlaufzeiten iterativ geschätzt werden können, 
liegt es nahe, diese Informationen zur Festlegung der Operationstermine 
heranzuziehen. In der vorliegenden Arbeit wird davon ausgegangen, dass der 
Fertigstellungstermin für den gesamten Auftrag exogen gegeben ist, da dieser mit 
dem Kunden ausgehandelt wurde. Die nur intern relevanten Operationstermine 
hingegen sollten so bestimmt werden, dass sie realistisch eingehalten werden können 
und zu einer termintreuen Fertigstellung führen.427 Daher werden die 
Operationstermine so festgelegt, dass sie den, mithilfe des in Abschnitt 4.6.2.5 
vorgestellten Verfahrens, geschätzten Zeitpunkten entsprechen, an denen der Auftrag 
die entsprechenden Maschinen wahrscheinlich verlassen wird. Dieses Verfahren wird 
im Folgenden mit WZS bezeichnet.428 
Da der letztendlich einzuhaltende Termin extern vorgegeben ist, müssen die 
Operationstermine mithilfe von zwei verschiedenen Verfahren modifiziert werden. 
Im Fall der sofortigen Auftragsfreigabe wird erreicht, dass der letzte 
Operationstermin dem Auftragstermin entspricht, indem die für die einzelnen 
Operationen zur Verfügung stehenden Zeiträume um einen einheitlichen Faktor 
gestaucht bzw. gestreckt werden. Dieser Faktor wird ermittelt, indem der Zeitraum 
zwischen Auftragsankunft und Auftragstermin durch die geschätzte 
Auftragsdurchlaufzeit geteilt wird.  
                                                 
427 Vgl. Abschnitt 3.5.2. 
428 WZS steht für Operationsterminvergabe mithilfe von Wartezeitenschätzungen. 
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Das zweite Verfahren findet Anwendung, wenn auf die Auftragsfreigabe 
zurückgegriffen wird. Geht man davon aus, dass der Auftrag nicht sofort freigeben 
wird, so führt ein Verweilen im Freigabepool automatisch dazu, dass für die erste 
Operation zu wenig Zeit zur Verfügung steht. Da eines der wichtigsten 
Freigabekriterien der Freigabetermin ist, werden alle Operationstermine um den 
Zeitraum verschoben, der zwischen exogenem Auftragsfertigstellungstermin und 
geschätztem Auftragsfertigstellungszeitpunkt liegt. Dadurch entspricht die 
Zeitspanne zwischen Freigabe und Fertigstellungstermin der erwarteten 
Durchlaufzeit und die zusätzliche Zeit steht für das Verweilen im Freigabepool zur 
Verfügung. Sind dadurch große Verschiebungen der Operationstermine nötig, kann 
es zu Ungenauigkeiten bei den Schätzungen kommen, da die geschätzten 
Wartezeiten jeweils von den Ankunftszeitpunkten des Auftrags an den einzelnen 
Maschinen abhängen. Sollte eine höhere Genauigkeit gewünscht werden, kann 
iterativ ausgehend vom so festgelegten Freigabezeitpunkt erneut die erwartete 
Durchlaufzeit bestimmt werden, um die einzelnen Termine zu korrigieren. Dies kann 
so lange wiederholt werden, bis der Korrekturbedarf eine vorgegebene 
Toleranzgrenze unterschreitet. In der vorliegenden Arbeit wird darauf verzichtet, und 
es findet eine Beschränkung auf das grundsätzliche Verfahren statt. Zu beachten ist, 
dass es durch die Verschiebung vorkommen kann, dass mindestens der 
Freigabetermin, evtl. aber auch die Termine der ersten Operationen, vor dem 
Ankunftszeitpunkt des Auftrags liegen. Dies führt zu einer hohen Dringlichkeit des 
Auftrags, die zu einer bevorzugten Freigabe und, bei Anwendung der entsprechenden 
Mechanismen, bevorzugten Behandlung in den Warteschlangen führt, um evtl. die 
erwartete Verspätung zu verhindern. 
Zu Vergleichszwecken werden vier gebräuchliche Verfahren herangezogen, die 
Operationstermine zu bestimmen. Für die ersten drei Verfahren ist zu unterscheiden, 
ob eine sofortige Freigabe stattfindet oder nicht. Bei sofortiger Freigabe ergibt sich 
der auf die Operationen zu verteilende Zeitraum aus der Zeitspanne zwischen dem 
exogenen Fertigstellungstermin und dem Ankunftszeitpunkt im System. Bei 
Anwendung der Auftragsfreigabe wird die mittlere bis zu diesem Zeitpunkt 
eingetretene Durchlaufzeit429 herangezogen. Dadurch führt die oben beschriebene 
                                                 
429 Sollte die Summe der Bearbeitungszeiten aller Operationen eines Auftrags die mittlere bis zu diesem 
Zeitpunkt eingetrete Durchlaufzeit überschreiten, so wird diese Summe stattdessen als zu verteilende Zeitspanne 
verwandt. Dadurch soll, vor allem in der Einschwingphase, verhindert werden, dass eine Termineinhaltung 
unmöglich ist. 
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Operationsterminverschiebung zu einer späteren Freigabe, wenn für einen Auftrag 
mehr Zeit zur Verfügung steht als im Mittel für die Fertigstellung eines Auftrags 
benötigt wird. Die in Abhängigkeit vom Freigabeverfahren bestimmte Zeitspanne 
kann auf drei verschiedene Arten auf die einzelnen Operationen verteilt werden. Die 
einfachste Methode (als UNIF bezeichnet) ist die gleichmäßige Verteilung auf alle 
Operationen. Als zweites Verfahren steht die Verteilung nach Anteil der 
Operationsbearbeitungszeit an der Auftragsgesamtbearbeitungszeit (OBZ) zur 
Verfügung. Die dritte Variante (MWC) schließlich fußt auf der Berechnung des 
aktuellen Gesamt-Work-Contents aller Maschinen auf der Route des Auftrags und 
verteilt die Zeitspanne danach, welchen Anteil die Work Contents der einzelnen 
Maschinen daran haben. Zu diesen Work Contents wird jeweils auch die 
Operationsbearbeitungszeit des betrachteten Auftrags gezählt, um zu verhindern, 
dass eine gerade leer stehende Maschine keinen Anteil an der Gesamtdurchlaufzeit 
zugewiesen bekommt. Das vierte Verfahren (HWZ) schließlich verteilt nicht die 
oben beschriebene Zeitspanne, sondern bestimmt jeden Operationstermin ausgehend 
vom Termin der Vorgängeroperation bzw. dem Ankunftszeitpunkt im System bei der 
ersten Operation. Zu diesem Zeitpunkt wird die historisch vor der jeweiligen 
Maschine aufgetretene Wartezeit und die Bearbeitungszeit des Auftrags durch diese 
Maschine addiert, um die Operationstermine zu bestimmen. 
Auch bei den vier Vergleichsverfahren findet die gleiche oben beschriebene 
Streckung/Stauchung bzw. Verschiebung der Operationstermine statt, damit der 
Termin der letzten Operation immer dem Auftragstermin entspricht. Die 
Operationstermine werden einmalig bei Ankunft eines Auftrags im System bestimmt 
und im Gegensatz zu den geschätzten Operationsfertigstellungszeitpunkten nicht 
aktualisiert. 
4.7 Zusammenfassung der Vorgehensweise bei der 
Anwendung der Voraussichtsmechanismen 
In den vorangegangen Abschnitten des Kapitels 4 wurden die Hintergründe und 
Berechnungsgrundlagen verschiedener Voraussichtsmechanismen dargestellt, die der 
Erweiterung der prioritätsregelgesteuerten Reihenfolgeplanung dienen. Die 
Vorgehensweise soll hier noch einmal zusammenfassend dargestellt werden. 
Immer wenn entschieden werden muss, welche Aufträge aus dem Freigabepool 
zur ersten Maschine gesandt werden sollen, oder welcher der wartenden Aufträge 
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von einer Maschine bei Freiwerden als nächstes bearbeitet werden soll, müssen die 
Prioritätswerte auf Basis der aktuellen Daten neu berechnet werden. Dafür werden 
zuerst die Grundprioritäten Zij(t) der aktuellen Operation j jedes Auftrags i, der sich 
in der entsprechenden Warteschlange befindet, mithilfe der gewählten Prioritätsregel 
bestimmt. Die Freigabegrundpriorität hingegen liegt als konstanter Wert vor.430 Für 
die meisten Prioritätsfaktoren stehen die notwendigen Daten bereits durch 
fortlaufende Erhebung oder in den Auftragsdaten gespeichert zur Verfügung. Nur für 
die Berücksichtigung des Beitrags eines Auftrags zur gesamten Zielerreichung, wie 
in Abschnitt 4.4.2 dargestellt, muss eine aktuelle Schätzung der Restdurchlaufzeiten 
stattfinden. Diese wird zweimal durchgeführt und zwar für den einen Fall, dass der 
jeweilige Auftrag sofort bearbeitet bzw. freigegeben wird und für den anderen, dass 
Bearbeitung bzw. Freigabe verzögert werden.431 Daraufhin werden alle durch den 
Planer ausgewählten Prioritätsfaktoren berechnet und die nicht gewählten auf den 
Wert eins gesetzt, um nach Gleichung (4.7.1) einen Gesamtfaktor Fij(t) für die j-te 
Operation des Auftrags i zum Zeitpunkt t zu berechnen.432 
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Mithilfe dieses Faktors und der Grundpriorität Zij(t) lässt sich der endgültige 
Prioritätswert ( )VijZ t  nach Gleichung (4.7.2) bestimmen, der für die gerade 
durchzuführende Auswahlentscheidung herangezogen wird.433 Freigegeben werden 
                                                 
430 Eine Auflistung der in der vorliegenden Arbeit für die Ablaufplanung herangezogenen Prioritätsregeln findet 
sich in Tabelle 22. 
431 Wie Abschnitt 4.4.2 bzw. 4.5 detailliert dargestellt, entspricht die Verzögerungszeitspanne bei der 
Maschinenbelegung der mittleren bisher an der entsprechenden Maschine eingetretenen Bearbeitungszeit. Bei der 
Auftragsfreigabe entspricht sie der Zeitspanne, die maximal zwischen zwei Freigabeüberprüfungen liegt, in der 
vorliegenden Arbeit also 10 ZE  
432 Vgl. Abschnitt 4.3 und 4.4 für die Details zur Berechnung der Einzelfaktoren. 
433 Vgl. hierzu auch die detaillierten Ausführungen in Abschnitt 4.3.1. 
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alle Aufträge, deren Prioritätswert eins nicht überschreitet und für die Belegung einer 
Maschine wird der Auftrag mit dem kleinsten Prioritätswert ausgewählt. 
Bei der Auflaufplanung sind im Gegensatz zur Auftragsfreigabe zusätzlich 
weitere Voraussichtsmechanismen zu berücksichtigen. Ist das Einfügen von 
Leerzeiten, wie in Abschnitt 4.1 beschrieben, zugelassen, so wird danach geprüft, ob 
sich ein Dummyauftrag am Kopf der Warteschlange befindet. Sollte dieser Fall 
vorliegen, so wird überprüft, ob ein Auftrag zur Nutzung der Wartezeit verfügbar ist, 
oder ob die Maschine in den Wartezustand versetzt wird. Wird das in Abschnitt 4.2 
dargestellte Verfahren der Reaktion auf Störungsdummies am Kopf der 
Warteschlange verwendet, so wird überprüft, ob ein solcher Störungsdummy 
vorliegt. Liegt er am Kopf der Warteschlange vor, werden alle Auftragsprioritäten 
Zij(t) auf den Wert eins gesetzt, um die oben beschriebene Prozedur, beginnend mit 
der Bestimmung der Prioritätsfaktoren, erneut durchzuführen.434 Schließlich wird 
wiederum der Auftrag mit der höchsten Priorität, also dem kleinsten Prioritätswert, 
gewählt. 
                                                 
434 Dummyaufträge erhalten eine so hohe Priorität, dass sie nach Modifikation durch die Faktoren nicht am Kopf 
der Warteschlangen vorliegen. 
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5. Grundlagen der experimentellen 
Untersuchung 
5.1 Verwendete Simulationsumgebung 
In Abschnitt 2.1.1 wurde bereits auf die Vorteilhaftigkeit der mathematischen 
Modellierung im Vergleich zu Experimenten mit realen Systemen und physischen 
Modellen eingegangen. Aufgrund der Komplexität des dieser Arbeit zugrunde 
liegenden Modells ist für die Implementierung ein spezifisches Simulationssystem 
einer allgemeinen Programmiersprache vorzuziehen. Es stellt bereits eine Reihe von 
Sprachkonstrukten zur Verfügung, die z.B. auf die Modellierung von 
Produktionssystemen zugeschnitten sind. Für die vorliegende Arbeit wurde 
Simplex3, ein größtenteils textbasiertes Simulationssystem hoher Flexibilität 
ausgewählt.435 Für die grundsätzliche Modellierung stellt es die 
Modellspezifikationssprache Simplex-MDL zur Verfügung, die bei Bedarf im 
Rahmen einer offenen C-Schnittstelle erweitert werden kann. Grundlegende Befehle 
zur Beschreibung von Warteschlangenmodellen und auf sie anwendbare Operationen 
werden bereits durch Simplex-MDL zur Verfügung gestellt. 
Einen weiteren Vorteil stellt die Unterstützung des modularen Konzepts dar, 
dessen Vorteilhaftigkeit bei der Darstellung der Voraussichtsmechanismen 
beschrieben wurde. Simplex3 bietet die Möglichkeit, das Modell in einzelne 
Basiskomponenten zu zerlegen, die spezifizierte Schnittstellen aufweisen. Durch 
High-Level-Komponenten werden sie miteinander verbunden, indem die 
Schnittstellen der einzelnen Komponenten miteinander verknüpft werden. 
Bewegliche Objekte, wie Werkstücke und Fahrzeuge, werden durch mobile 
Komponenten abgebildet, die sich an beliebigen spezifizierten Standorten, wie 
Warteschlangen, aufhalten und selbst einen Standort für andere mobile 
Komponenten darstellen können. Wesentlich für die Umsetzung des modularen 
Konzepts ist die beliebige Austauschbarkeit einzelner Komponenten, solange ihre 
Schnittstellen nach wie vor den Spezifikationen in den High-Level-Komponenten 
entsprechen. Somit können Teile des Modells, wie gewünscht, unabhängig vom 
                                                 
435 Eine detaillierte Beschreibung des Systems findet sich in SCHMIDT (2001), Kapitel 1, S. 1-15. 
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Gesamtmodell erweitert oder verbessert werden, ohne die Funktionsfähigkeit anderer 
Modellbestandteile zu beeinträchtigen oder dort einen Anpassungsbedarf zu 
verursachen. 
Das Experimentieren mit dem Modell wird in Simplex3 durch die 
Experimentbeschreibungssprache Simplex-EDL unterstützt, die eine automatisierte 
und systematische Durchführung einer großen Zahl von Experimenten gestattet. 
Außerdem bietet Simplex3 auch einfache grafische Darstellungs- und statistische 
Auswertungsmöglichkeiten. Die in der vorliegenden Arbeit zu beantwortenden 
Fragestellungen erfordern jedoch zumeist spezifische statische Testverfahren, 
weshalb i.d.R. SPSS zur Auswertung der Daten herangezogen wird.  
5.2 Implementiertes Simulationsmodell 
5.2.1 Aufbau des Simulationsmodells 
In Abschnitt 2.1.1 wurde das zugrunde liegende Job-Shop-Modell und in 
Abschnitt 2.1.2 seine detailliertere Ausgestaltung dargestellt. Die Umsetzung dieser 
Annahmen in ein geeignetes Simulationsmodell erfordert jedoch noch eine Reihe 
weiterer Spezifikationen, vor allem um die Ergebnisse aussagekräftig im Kontext 
anderer Experimentergebnisse sehen zu können. Aufgrund der Komplexität der 
Zusammenhänge können Detailentscheidungen in Teilbereichen weitreichende 
Konsequenzen für das gesamte Modell und die mit ihm zu erzielenden Ergebnisse 
haben. Bevor in den nächsten Abschnitten auf diese Spezifikation eingegangen wird, 
soll ein kurzer Überblick über die modulare Implementierung des Simplex3-Modells 
gegeben werden. Eine grafische Darstellung dieser findet sich in Abbildung 8. 
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Abbildung 8 - Grafische Darstellung des Simulationsmodells 
In der Quelle werden einem stochastischen Prozess folgend neue Aufträge erstellt, 
initialisiert und ggf. im Freigabepool zurückgehalten. Die Basiskomponente 
Transport sorgt für den Transfer der Aufträge zwischen allen Standorten und die 
Erhebung der potentiellen Work Contents, weshalb im Fall der Anwendung der 
Auftragsfreigabe die Aufträge durch das Transportsystem dem in der 
Basiskomponente Quelle befindlichen Freigabepool zugeführt werden. Die 
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Basiskomponente Station ist als Klasse definiert, der alle zehn436 für alle 
Experimente herangezogenen und gleich ausgestalteten Maschinen angehören.437 
Jede Maschine führt maximal eine Operation des Auftrags aus und übergibt den 
Auftrag schließlich wieder dem Transportsystem. Nach Beendigung der letzten 
Operation überführt dieses den Auftrag zur Senke, wo alle Daten des Auftrags 
ausgelesen werden, um die entsprechenden Statistiken zu führen, bevor der Auftrag 
das System verlässt. Die Steuerung ist eine, dem menschlichen Planer entsprechende, 
übergeordnete Instanz, die die in den einzelnen Maschinen anzuwendenden 
Steuerungsmechanismen vorgibt. Die zehn Elemente der Klasse der mobilen 
Komponente Maschine dienen einzig als Lose für jede Maschine bei der zufälligen 
Bestimmung von Maschinenfolgen im Rahmen der Simulationslaufinitialisierung. 
In den Prozeduren werden wiederkehrende Berechnungen durchgeführt, damit sie 
zentral für alle darauf zugreifenden Komponenten ausgetauscht werden können. 
Priorität enthält die Gleichungen zur Berechnung der Prioritäten nach den 
ausgewählten Prioritätsregeln, kann aber um beliebig viele zusätzlich erweitert 
werden. Faktor dient der Berechnung des Gesamtvoraussichtsfaktors Fij(t) nach 
Abschnitt 4.7 auf Basis der ausgewählten Einzelfaktoren, wofür die Prozedur 
Sigmoid die Werte mittels der in Gleichung (4.3.2) beschriebenen Sigmoidfunktion 
transformiert. FTEst, WZEst und WCEst dienen der Schätzung von 
Restdurchlaufzeiten, Wartezeiten bzw. Work Contents, wie ausführlich in Abschnitt 
4.6 dargestellt. Neben den beschriebenen Verknüpfungen der Auftragsrouten und 
Prozeduraufrufen werden durch die grauen, durchbrochenen Linien 
Datenverbindungen dargestellt, über die einzelne Komponenten auf Informationen 
aus anderen zugreifen können. 
Die nächsten Abschnitte legen dar, wie in diesen Komponenten die noch nötigen 
Detailfestlegungen stattfinden, die für die Einordnung der Experimentergebnisse 
notwendig sind. 
                                                 
436 Generell wird auf die Untersuchungen von BAKER und DZIELINSKI aus BAKER/DZIELINSKI (1960) 
sowie NANOT (1963) zurückgehend davon ausgegangen, dass die Anzahl der Maschinen keinen wesentlichen 
Einfluss auf die Zielerreichung hat. Daher wird in der vorliegenden Arbeit mit zehn Maschinen eine 
Modellausgestaltung gewählt, die oft in Untersuchungen anzutreffen ist und die als ausreichend angesehen wird, 
aussagekräftige Ergebnisse zu erzielen. 
437 Mehr Informationen zur Verwendung der Klassen von Basiskomponenten sind in SCHMIDT (2001), Kapitel 
6, S. 8-14 zu finden. 
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5.2.2 Festlegung der Auftragstypen, Maschinenfolgen und 
Fertigstellungstermine 
In Abschnitt 2.1.2.2 wurde bereits darauf hingewiesen, dass in der vorliegenden 
Arbeit ein modifizierter Job Shop Anwendung findet, der sich dadurch auszeichnet, 
dass Aufträge nach gleichen Maschinenfolgen zu Auftragstypen zusammengefasst 
werden. Die Anzahl der Auftragstypen A beträgt in jedem Experiment zehn und jeder 
Typ a wird zu Beginn des Simulationslaufs initialisiert. Zuerst wird für jeden 
Auftragstyp die Länge der Maschinenfolge ma festgelegt, die zumeist der Anzahl der 
Maschinen M entspricht, aber, wie in Abschnitt 5.2.4 dargestellt, z.T. auch kürzer 
gewählt wird. Danach wird für jeden Auftragstyp a eine zufällige Maschinenfolge qa 
festgelegt, in der jede Maschine m maximal einmal vorkommt.438 Außerdem wird für 
jede Operation k des Auftragstyps a eine mittlere Bearbeitungszeit akp  festgelegt, 
die danach als Grundlage der Operationsbearbeitungszeiten aller Aufträge 
herangezogen wird. Für jeden Auftragstyp wird die Summe der mittleren 
Operationsbearbeitungszeiten zusätzlich für die Festsetzung des exogenen 
Auftragstermins herangezogen. Die für die Fertigstellung verfügbare Zeitspanne 
entspricht jeweils dem Produkt aus dieser Summe und dem Terminmultiplikator va. 
Wird während des Simulationslaufs ein neuer Auftrag i erzeugt, so findet zuerst 
eine zufällige Bestimmung seines Typs a(i) statt, wobei jeder Auftragstyp die gleiche 
Auswahlwahrscheinlichkeit aufweist.439 Die Maschinenfolge qa(i) des Auftrags i ist 
durch seinen Typ a(i) vorgegeben und die Operationsbearbeitungszeiten pik werden 
mithilfe von exponentialverteilten Zufallsvariablen bestimmt, deren Mittelwerte 
( )a i kp  ebenfalls jeweils durch den Auftragstyp vorgegeben sind. Der für die 
Fertigung als exogen festgelegt angenommene Fertigstellungstermin di des Auftrags i 
wird unter Berücksichtigung des Auftragsankunftszeitpunkts ri nach Gleichung 
(5.1.1) bestimmt. 
                                                 
438 Für die Erzeugung sämtlicher Zufallszahlen wird auf den internen Zufallszahlengenerator von Simplex3 
zurückgegriffen, der in SCHMIDT (2001), Kapitel 7, S. 16-17 und SCHMIDT (1996), S. 39-42 näher erläutert 
wird. In der vorliegenden Arbeit findet der lineare Kongruenzgenerator mit wachsender Periodenlänge 
Anwendung. Für jede Zufallszahl wird ein getrennter Zufallszahlenstrom erzeugt, um eine Unabhängigkeit der 
Problemstellung von den Steuerungsentscheidungen zu gewährleisten. Dies ermöglicht die Umsetzung der 
Reduktion der nicht erklärten Streuung im Rahmen der Durchführung unabhängiger Replikationen wie sie in 
Abschnitt 5.3.3 dargestellt wird. 
439 Die Indizes a und a(i) sind gleichbedeutend, mit dem Unterschied, dass a Anwendung findet, wenn allgemeine 
Eigenschaften des Auftragstyps beschrieben werden und a(i), wenn Eigenschaften des Auftragstyps eines 
spezifischen Auftrags i betrachtet werden. 
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Hier finden die zuvor für jeden Auftragstyp bestimmten mittleren zulässigen 
Durchlaufzeiten als Mittelwert und gefünftelt als Standardabweichung einer 
Normalverteilung zur Bestimmung der spezifischen Termine di Anwendung. 
Für die ab Abschnitt 6.1 beschriebenen Experimente wird nur der in Tabelle 19 
dargestellte Ausschnitt der möglichen Auftragsterminvergabealternativen 
herangezogen, um die Komplexität für die Auswertung nicht zu groß werden zu 
lassen und eine ausreichende Vergleichbarkeit mit anderen Arbeiten zu erzielen. Die 
drei Alternativen werden im Folgenden vereinfachend als Terminmultiplikator TM6, 
TM8 bzw. TM10 bezeichnet. 
 
Bezeichnung Beschreibung der Terminvergabealternative 
TM6 
 
Der auftragstypenspezifische Terminmultiplikator va wird für alle 
Auftragstypen fix mit dem Wert sechs angenommen. Der 
Auftragstermin wird nach Gleichung (5.1.1) bestimmt. Im Mittel 
ergeben sich dadurch schwer einhaltbare Termine. 
TM8 
Der auftragstypenspezifische Terminmultiplikator va wird für alle 
Auftragstypen fix mit dem Wert acht angenommen. Der 
Auftragstermin wird nach Gleichung (5.1.1) bestimmt. Im Mittel 
ergeben sich dadurch durchschnittlich schwer einhaltbare Termine. 
Diese Alternative findet zumeist Anwendung, wenn in der 
Fragestellung eines Experiments nicht berücksichtigt werden muss, 
wie schwierig Termine einzuhalten sind. 
TM10 
Der auftragstypenspezifische Terminmultiplikator va wird für alle 
Auftragstypen fix mit dem Wert zehn angenommen. Der 
Auftragstermin wird nach Gleichung (5.1.1) bestimmt. Im Mittel 
ergeben sich dadurch leicht einhaltbare Termine. 
Tabelle 19 - Für die Experimente herangezogene Auftragsterminvergabealternativen 
Schließlich werden zuletzt noch die Operationstermine, wie in Abschnitt 4.6.3 
beschrieben, festgelegt und die Operationsfertigstellungstermine nach dem Verfahren 
aus Abschnitt 4.6.2.5 geschätzt, bevor der Auftrag in den Freigabepool überstellt 
wird, wo er evtl. bis zur Freigabe verweilen muss. 
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5.2.3 Berücksichtigung von Störungen 
Die Modellannahme B.4 aus Abschnitt 2.1.1 zeigte bereits auf, dass Maschinen 
im System Störungen unterliegen können. Noch nichts gesagt wurde allerdings über 
deren Ausgestaltung und Wirkung. Das implementierte Modell gestattet, dass nur ein 
Teil der Maschinen Störungen unterliegt und dass diese an den Maschinen 
unterschiedlich stark ausgeprägt sind. Welche der Maschinen von Störungen 
betroffen sein können, kann zufällig oder nach Vorgaben bestimmt werden. Für die 
betroffene Maschinen m wird dann festgelegt, wie groß die mittlere Dauer zwischen 
zwei Störungen 1 mα  ist und wie lange eine Störung im Mittel dauert, was durch 
1 mβ  ausgedrückt wird. Beide Größen werden als Mittelwerte der entsprechenden 
exponentialverteilten Zufallsgrößen zur Bestimmung der eintretenden Störungen 
herangezogen. 
Grundsätzlich wäre es interessant, im Rahmen der durchzuführenden Experimente 
auch ungleiche und somit realitätsnähere Störungsausgestaltungen an den einzelnen 
Maschinen zu untersuchen. Wie in Abschnitt 5.2.4 aber noch ausgeführt werden 
wird, führen unterschiedliche Ausfallraten der Maschinen zu unterschiedlichen 
Maschinenauslastungsgraden und letztendlich einem niedrigeren 
Systemauslastungsgrad. Somit entsteht die Schwierigkeit, bestimmte auftretende 
Effekte dem Vorliegen von Störungen oder der Höhe des Auslastungsgrads 
zuzuordnen. Da für eine genaue Bestimmung dieser Effekte ein deutlich höherer 
Experimentumfang notwendig wäre, werden in der vorliegenden Arbeit immer 
gleiche Störungsgrade aller Maschinen angenommen. Erreicht wird dies, indem 
1 1000mα =  und 1 100mβ =  gleich für jede Maschine m festgelegt werden. Auf die 
Untersuchung unterschiedlich langer mittlerer Störungen und unterschiedlicher 
Störungsgrade wird verzichtet, grundsätzliche Erkenntnisse zu dieser Fragestellung 
beschreibt aber HOLTHAUS im Rahmen des Vergleichs verschiedener 
Prioritätsregeln.440 Tabelle 20 sind die beiden Alternativen zu entnehmen, die in den 
Experimenten herangezogen werden, die im Rahmen der vorliegenden Arbeit 
durchgeführt werden. 
 
                                                 
440 Vgl. HOLTHAUS (1999), S. 137-162. Da in der vorliegenden Arbeit aufgrund der großen 
Experimentumfänge nur eine Störungskonstellation herangezogen werden kann, wird eine nach Maßstab der 
Untersuchung von HOLTHAUS gravierende Störung gewählt, um möglichst deutliche Unterschiede zum 
störungsfreien Betrieb aufzuzeigen. 
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Bezeichnung Beschreibung der Störungsvariante 
S0 Keine der Maschinen unterliegt Störungen. 
S100/1000 
Alle Maschinen weisen die gleichen mittleren Störungsdauern mit 
1 100mβ =  ZE und die gleichen mittleren Zeitspannen zwischen 
zwei Störungen in Höhe von 1 1000mα = ZE auf. 
Tabelle 20 - Für die Experimente herangezogene Störungsvarianten 
Fällt ein Störungsbeginn in eine Leerlaufphase der betroffenen Maschine, so kann 
diese Maschine keine neue Bearbeitung beginnen, bis die Störung behoben ist, selbst 
wenn zwischenzeitlich neue Aufträge eintreffen. Tritt die Störung hingegen ein, 
während gerade ein Auftrag bearbeitet wird, so wird die Bearbeitung bis zur 
Störungsbehebung unterbrochen. Danach wird die Bearbeitung an der Stelle 
fortgesetzt, wo sie durch die Störung unterbrochen wurde. Evtl. notwendige 
Zeiträume zur Wiederaufnahme der Bearbeitung neben der Störungsbehebung sind in 
der Störungsdauer enthalten. 
5.2.4 Untersuchte Systemauslastungen und Bestimmung der 
mittleren Zwischenankunftszeit  
Da die zu untersuchenden Problemstellungen stochastisch dynamischer Natur 
sind, wird das Modell so ausgestaltet, dass Aufträge zu unbekannten Zeitpunkten neu 
im System eintreffen. Dieser Vorgang wird mithilfe eines Poisson-Prozesses441 
abgebildet, d.h. die Zeitspannen zwischen zwei Auftragsankünften sind 
exponentialverteilt. Für die genaue Spezifikation der entsprechenden Zufallsvariable 
muss ein Mittelwert 1 λ  vorgegeben werden. Im Rahmen eines M/M/1-Modells442, 
oder zumindest eines Modells mit gleich ausgelasteten Maschinen, lässt sich diese 
Größe relativ leicht bei bekannter mittlerer Bearbeitungsdauer 1 µ  durch Vorgabe 
eines angestrebten Systemauslastungsgrads ρ mithilfe des Zusammenhangs ρ λ µ=  
bestimmen.443 Der Planer gibt i.d.R. den Auslastungsgrad vor, der im Spannungsfeld 
                                                 
441 Vgl. KLEINROCK (1975), S. 60-65. 
442 Vgl. KLEINROCK (1975), S. 73-74 und 94-99 sowie KLEINROCK (1976), S. 10-13 für eine Darstellung des 
M/M/1-Systems. Es umfasst nur eine Maschine und die einzelnen Auftragsbearbeitungszeiten sind voneinander 
unabhängig und gehorchen der gleichen Exponentialverteilung. Beide Eigenschaften treffen auch auf die 
Zwischenankunftszeiten zu. 
443 Vgl. HILLIER/LIEBERMAN (1997), S. 507-508. 
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zwischen kurzen Durchlaufzeiten und produktiver Nutzung teurer Ressourcen den 
besten Kompromiss darstellt.444 Durch das Auftreten von Störungen und vor allem 
die unterschiedliche Auslastung der einzelnen Maschinen ist diese einfache 
Betrachtung nicht mehr möglich und die Gleichung zur Bestimmung der mittleren 
Zwischenankunftszeit muss zu (5.1.2) erweitert werden. 
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Grundlage bildet die Überlegung, dass ein Modell nur stationär ist, wenn jede 
einzelne Maschine m stationär ist. Um dies zu gewährleisten, sollte keine Maschine, 
genau wie das gesamte System, einen Auslastungsgrad über ρ = 0,95 aufweisen.445 
Anstatt eines Systemauslastungsgrads ρ ist also der maximale 
Maschinenauslastungsgrad ρmax vorzugeben. Nach Gleichung (5.1.2) kann unter 
Berücksichtigung der in den vorangegangenen Abschnitten dargestellten mittleren 
Bearbeitungszeiten und Störungsdaten die mittlere Zwischenankunftszeit max1 λ  
bestimmt werden, die dazu führt, dass keine Maschine im stationären Zustand einen 
Auslastungsgrand größer ρmax aufweist. So kann mit ausreichender Sicherheit 
gewährleistet werden, dass innerhalb des Beobachtungszeitraums keiner Maschine 
mehr Aufträge zugeführt werden, als diese bearbeiten kann. Daraus ergibt sich 
schließlich der Systemauslastungsgrad als mittlerer Maschinenauslastungsgrad ρ  
nach Gleichung (5.1.3). Weisen alle Maschinen einen gleichen Auslastungsgrad in 
                                                 
444 Wie in z.B. KLEINROCK (1975), S. 96-99 darstellt, steigt die Zeit, die zur Fertigstellung eines Auftrags 
benötigt wird, überproportional mit dem Auslastungsgrad, was wiederum einen deutlichen Einfluss auf die 
Zielgrößen hat, die i.d.R. vom Fertigstellungszeitpunkt der Aufträge abhängen. Sehr kurze Durchlaufzeiten sind 
der Warteschlangentheorie entsprechend nur mit einer niedrigen Produktivität zu erreichen. Welcher 
Auslastungsgrad am besten geeignet oder unter realen Rahmenbedingungen durchsetzbar ist, lässt sich nicht 
generalisieren, weshalb in den meisten experimentellen Studien, wie auch der vorliegenden, Untersuchungen bei 
verschiedenen Auslastungsgraden durchgeführt werden. Im realen Betrieb kann der Planer den Auslastungsgrad 
dadurch steuern, dass er entweder Aufträge ablehnt und somit die mittlere Zwischenankunftszeit erhöht oder die 
mittlere Bearbeitungszeit durch leistungsfähigere Maschinen senkt bzw. die Kapazitäten durch weitere 
Maschinen ausweitet. Durch geeignete Maßnahmen des Vertriebs können evtl. auch zusätzliche Aufträge 
akquiriert werden, um die Auslastung zu erhöhen. 
445 Vgl. KISTNER (1989), S. 263. 
 198 
Höhe von ρmax auf, so ergibt sich maxρ ρ ρ= = , die mittlere Zwischenankunftszeit 
kann also immer mithilfe Gleichung (5.1.2) und der Vorgabe von ρmax bestimmt 
werden, ohne Kenntnis über die Ungleichheit der Maschinenauslastungsgrade zu 
haben. 
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Betrachtet man ungleich ausgelastete Maschinen, ist zudem von Interesse, wie 
man diese Ungleichheit messen und beschreiben kann, um Experimentergebnisse 
vergleichbar zu machen. Es bietet sich an, die Streuung der Auslastungsgrade aller 
Maschinen anhand der Standardabweichung nach Gleichung (5.1.4) zu bestimmen. 
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Die Ungleichheit der Maschinenauslastung, gemessen als σρ, kann nicht direkt 
gesteuert werden, sondern ergibt sich indirekt durch das Zusammenspiel 
verschiedener Steuerungsgrößen. Den wichtigsten Einfluss haben die 
Maschinenfolgenlängen in Kombination mit der Anzahl der Auftragstypen. 
Tendenziell steigt σρ mit steigender Anzahl in den einzelnen Maschinenfolgen nicht 
berücksichtigter Maschinen, sinkender Anzahl der Auftragstypen und steigender 
Ungleichheit des Anteils der Aufträge jedes Typs am Gesamtauftragsvolumen. 
Befinden sich alle Maschinen in den Maschinenfolgen jedes einzelnen Auftragstyps, 
ist von einer relativ gleichmäßigen Auslastung auszugehen. Wird in jeder 
Maschinenfolge jedoch eine zufällig bestimmte Maschine ausgelassen, so sind diese 
Maschinen tendenziell geringer ausgelastet. Eine große Anzahl von Auftragstypen 
führt aber im Normalfall dazu, dass alle Maschinen ungefähr gleich oft ausgelassen 
werden, solange jeder Auftragstyp gleich häufig auftaucht. Eine generelle Aussage 
kann jedoch nicht gemacht werden, da sich die Einzeleffekte gegenseitig ausgleichen 
können. Außerdem können Unterschiede der mittleren Operationsbearbeitungszeiten 
sowie unterschiedlich starke Störungsanfälligkeit der Maschinen zu einem höheren 
σρ führen. 
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Neben den Gründen ungleich ausgelasteter Maschinen ist auch ihre Wirkung von 
Interesse. Grundsätzlich lässt sich erst einmal feststellen, dass bei vorgegebenem 
ρmax eine ungleiche Auslastung immer mit einer geringeren mittleren 
Maschinenauslastung ρ  einhergeht als eine gleiche Auslastung.446 Vergleicht man 
allerdings bei identischem ρ  ein System mit gleich ausgelasteten Maschinen mit 
einem, in dem ein 0ρσ >  vorliegt, so resultieren in Letzterem, wie in Abschnitt 3.4.1 
dargestellt, längere Durchlaufzeiten. Bei der Verfolgung des Ziels der Minimierung 
regulärer Zielgrößen geht dies i.d.R. mit einer Verschlechterung der Zielerreichung 
einher.447  
Für die Experimente der vorliegenden Arbeit werden die vier in Tabelle 21 
zusammengefassten, Systemauslastungen herangezogen. Die ersten drei sind durch 
Maschinenfolgenlängen von zehn und eine mittlere Operationsbearbeitungszeit in 
Höhe von 10 ZE über alle Auftragstypen hinweg gekennzeichnet. Die mittlere 
Zwischenankunftszeit wird so bestimmt, dass die mittleren 
Maschinenauslastungsgrade und somit der jeweilige mittlere Systemauslastungsgrad 
0,8, 0,9 bzw. 0,95 betragen. Zusätzlich wird ein Fall betrachtet, der sich durch 
ungleiche Maschinenauslastungen bei einer mittleren Operationsbearbeitungszeit von 
ebenfalls 10 ZE auszeichnet. Jeweils zwei der zehn Auftragstypen haben die 
Maschinenfolgenlänge zehn, neun, acht, sieben und sechs. ρmax wird mit 0,95 
vorgegeben und die mittlere Operationsbearbeitungszeit weiterhin mit 10 ZE, was im 
Mittel zu einer Systemauslastung von 0,79ρ =  führt. 
Im Folgenden werden die in Tabelle 21 dargestellten Alternativen vereinfachend 
als Systemauslastung 0,80(g), 0,90(g), 0,95(g) bzw. 0,95(u) bezeichnet. Wird von 
einer steigenden Systemauslastung gesprochen, so umfasst dies eine Zunahme von 
ρ  und σρ. Auf evtl. unterschiedliche Wirkung des Anstiegs beider Kennzahlen wird 
bei Auftreten gesondert eingegangen.  
 
                                                 
446 Zu erklären ist dies damit, dass eine ungleiche Maschinenauslastung nur erreicht werden kann, wenn die 
Auslastung mindestens einer Maschine ρmax unterschreitet, wodurch automatisch der Mittelwert sinkt. 
447 In SCHUBERT (2005), S. 43-44 werden in einem umfangreichen Experiment Systeme verschieden hoher ρ - 
und σρ-Werte miteinander verglichen. In den untersuchten Fällen lässt sich feststellen, dass die Zielerreichung im 
Mittel in Systemen mit gleicher Auslastung ungefähr der in Systemen mit ungleicher Maschinenauslastung 
entspricht, deren Systemauslastungsgrad um die Hälfte des vorliegenden σρ-Werts niedriger ist. 
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Bezeichnung Beschreibung der Systemauslastungsalternative 
0,80(g) 
Alle Maschinen weisen die gleiche mittlere Maschinenauslastung in 
Höhe von 0,8ρ =  auf. Es handelt sich um eine schwache 
Systemauslastung. Aufgrund der stochastischen Problemstellung 
beträgt σρ im Mittel mit 0,011 etwas mehr als null. 
0,90(g) 
Alle Maschinen weisen die gleiche mittlere Maschinenauslastung in 
Höhe von 0,9ρ =  auf. Es handelt sich um eine mittlere 
Systemauslastung. Aufgrund der stochastischen Problemstellung 
beträgt σρ im Mittel mit 0,012 etwas mehr als null. 
0,95(g) 
Alle Maschinen weisen die gleiche mittlere Maschinenauslastung in 
Höhe von 0,95ρ =  auf. Es handelt sich um eine starke 
Systemauslastung. Aufgrund der stochastischen Problemstellung 
beträgt σρ im Mittel mit 0,013 etwas mehr als null. 
0,95(u) 
Alle Maschinen weisen unterschiedlich hohe Auslastungsgrade auf, 
der maximal auftretende Auslastungsgrad beträgt 0,95maxρ = . 
Dadurch ergibt sich ein mittlerer Maschinenauslastungsgrad von ca. 
0,79ρ = . Durch die unterschiedlichen Maschinenauslastungen 
ergibt sich im Mittel ein σρ -Wert in Höhe von 0,117. 
Tabelle 21 - Für die Experimente herangezogene Systemauslastungsalternativen 
5.2.5 Ausgewählte Prioritätsregeln 
In Abschnitt 2.5.3 wurden die Grundlagen der Reihenfolgeplanung mithilfe von 
Prioritätsregeln erläutert sowie auf umfangreiche Arbeiten verwiesen, die 
Übersichten über bisher entwickelte Regeln bieten. Es wurde darauf hingewiesen, 
dass eine Vielzahl verschiedener Regeln existieren und dass bisher keine Regel 
gefunden wurde, die unabhängig von der verfolgten Zielsetzung und der 
untersuchten Modellausgestaltung gute Ergebnisse liefert oder sogar alle anderen 
Regeln dominiert.448 Aus diesem Grund erfordert die Untersuchung von Voraussicht 
im Rahmen von prioritätsregelgesteuerter Reihenfolgeplanung die Betrachtung 
unterschiedlicher Regeln. Um den Umfang der Experimente auf einem praktikablen 
Niveau zu halten, ist jedoch eine Beschränkung auf eine Auswahl notwendig. Die 
Selektion geschieht auf Basis einer Reihe von Kriterien. Grundsätzlich werden vor 
allem Regeln betrachtet, die sich in der jüngeren Literatur finden, da diese sich 
entweder im Laufe der Jahre durchgesetzt haben oder Weiterentwicklungen älterer 
Regeln darstellen. Außerdem wird bei der Auswahl berücksichtigt, dass möglichst 
                                                 
448 Vgl. u.a. BLACKSTONE/PHILLIPS/HOGG (1982), S. 28. 
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Regeln unterschiedlicher Klassen und Eigenschaften ausgewählt werden, die 
stellvertretend für eine Familie von Prioritätsregeln betrachtet werden können. 
Schließlich wird auch die Qualität der erzielten Lösungen berücksichtigt, indem die 
Ergebnisse anderer Studien und eine Reihe von Vorexperimenten mit dem 
vorgestellten Modell herangezogen werden. Ein letzter Gesichtspunkt ist der 
Schwerpunkt der vorliegenden Arbeit, weshalb Prioritätsregeln, die bereits auf 
Voraussicht zurückgreifen, besondere Berücksichtigung finden. In Tabelle 22 
werden die ausgewählten Prioritätsregeln mit ihrer Berechnungsgrundlage des 
Prioritätswerts Zij(t) für die j-te Operation des i-ten Auftrags zum Zeitpunkt t 
dargestellt. Zu beachten ist, dass die Notation an die vorliegende Arbeit angepasst ist 
und dass alle Prioritätsregeln so umformuliert sind, dass die Warteschlangen nach 
aufsteigendem Prioritätswert sortiert werden können. Zusätzlich zu den in Kapitel 5 
bereits beschriebenen Bezeichnern sind dafür eine Reihe weiterer notwendig. Bei der 
j-ten Operation handelt es sich um diejenige, auf deren Ausführung Auftrag i zum 
Zeitpunkt t wartet. Für eine beliebige Operation k des Auftrags i stellt pik die 
Bearbeitungszeit, cik den Fertigstellungszeitpunkt und dik den Fertigstellungstermin 
dar. Auf Basis der Maschinenfolge qa des Auftragstyps a ist qa(i),k die Maschine, auf 
der die k-te Operation des i-ten Auftrags ausgeführt wird. Ym(t) stellt den Work 
Content der Maschine m dar und Nm(t) die Anzahl der in ihrer Warteschlange 
befindlichen Aufträge. Darüber hinaus ist der Schlupf si des Auftrags i relevant, der 
nach Gleichung (5.1.5) berechnet wird und die Zeitspanne angibt, die von t 
ausgehend nach Abzug der noch notwendigen Bearbeitungszeiten bis zum 
Fertigstellungstermin verbleibt. 
 
 
( )a im
i i ik
k j
s d t p
=
= − − ∑  (5.1.5) 
 
Nach dem in Abschnitt 4.6.2.5 beschriebenen Verfahren muss für manche 
Prioritätsregeln zudem die bis zur Auftragsfertigstellung verbleibende Wartezeit 
( )iW t′  geschätzt werden. Dies geschieht iterativ, wie in Gleichung (5.1.6) dargestellt 
auf Basis der Operationswartezeiten ( ),ik kW t t′ ′  aller nach j folgenden Operationen k. 
ikt′  ist, wie in Gleichung (5.1.7) dargestellt, der Zeitpunkt, zu dem die Ankunft des 
Auftrags i in der Warteschlange der Maschine erwartet wird, die seine k-te Operation 
durchführt. 
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In Tabelle 22 wird unter den Namen der Prioritätsregeln zudem in grau ihre 
Klassifikation nach dem Schema der Tabelle 8 aus Abschnitt 2.5.3 angegeben. Die 
FIFO-Regel dient als Benchmark, da sie, wie auch an der Klassifikation zu erkennen, 
eine der einfachsten Regeln darstellt und häufig Anwendung findet.449 Das 
prominenteste Mitglied der Familie der bearbeitungszeitbasierenden Prioritätsregeln 
ist SPT.450 Trotz ihrer Einfachheit führt diese Regel zu sehr guten mittleren 
Durchlaufzeiten und Terminüberschreitungen sowie einem geringen Anteil 
verspäteter Aufträge. Gleichzeitig ist jedoch meist eine große Streuung der 
Auftragsdurchlaufzeiten und sehr große maximale Durchlaufzeiten und 
Terminüberschreitung die Konsequenz ihrer Anwendung. Als Beispiel der 
terminorientierten Prioritätsregeln dient mit ODD, die einfachste Form der 
Operationsterminberücksichtigung, die zumeinst bessere Ergebnisse erzielt als die 
Auftragsterminberücksichtigung mithilfe von EDD.451 Die Regel führt zu einer guten 
Termineinhaltung und relativ geringen Durchlaufzeit- und 
Terminüberschreitungsschwankungen und -maximalwerten. Zu beachten ist, dass 
diese Regel in Abhängigkeit von der Bestimmungsmethode der Operationstermine 
unterschiedlich gute Ergebnisse erzielen kann.452 PT+WINQ stellt eine sehr einfache 
Erweiterung einer bearbeitungszeitorientierten Prioritätsregel um Voraussicht dar 
und zeigt ähnliche Eigenschaften wie die SPT-Regel, nur in abgeschwächter Form. 
 
                                                 
449 Vgl. HAUPT (1989), S. 8. 
450 Vgl. hierzu und im Folgenden BLACKSTONE/PHILLIPS/HOGG (1982), S. 32-35, wo die Regel als SI-Regel 
bezeichnet wird. 
451 Vgl. u.a. BAKER (1984b), S. 1099-1103 und KANET/HAYYA (1982), S. 155-163. 
452 Vgl. die Darstellungen des Abschnitts 3.5.2. 
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Prioritätsregel Prioritätswertfunktion  
FIFO (1) 
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ODD (2) 
(z/r/D/c) 
( )ij ijZ t d=  
MCOVERT 
(3) 
(Z/R/PDW/cF) 
( ) iij
ij
eZ t
p
= − , mit 
( ) 0
0
0
i i i i i
i i i
i i
W s W if s W
e if s W
s if s
′ ′ ′− ≤ <
 ′= ≥
− <
 
 
Bei mehreren Aufträgen mit gleicher minimaler Priorität wird der 
gewählt, bei dem ijp  minimal ist. 
ATC (4) 
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=  
In der Spalte Prioritätsregel gibt die Zahl hinter der Bezeichnung die Quelle an, aus der die Regel bezogen wurde: 
(1) BLACKSTONE/PHILIPPS/HOGG (1982), S. 41-43; (2) HAUPT (1989), S. 7; (3) HOLTHAUS/RAJENDRAN (1997a), S. 
89-90; (4) VEPSALAINEN (1984), S. 78-80 und VEPSALAINEN/MORTON (1987), S. 1042 in Bezug auf die Fixierung des 
Look-Ahead-Parameters auf den Wert 3.Die ausgewählten Prioritätsregeln finden darüber hinaus in zahlreichen anderen 
Studien, z.T. leicht verändert, Anwendung. 
Tabelle 22 - Für die Experimente herangezogene Prioritätsregeln 
MCOVERT453 und ATC sind zwei der bekanntesten komplexen Regeln, die 
Informationen in Bezug auf Bearbeitungszeiten, Termine und erwartete Wartezeiten 
verbinden.454 Wie bereits in Kapitel 3 dargestellt, finden sie zudem häufig bei der 
                                                 
453 MCOVERT ist eine Variation der bekannten COVERT-Regel, die auf CARROLL (1965) zurückgeht, welche 
in HOLTHAUS/RAJENDRAN (1997a) empfohlen wird, um Verzerrung bei negativem Schlupf zu verhindern. 
454 Vgl. hierzu und im Folgenden u.a. VEPSALAINEN/MORTON (1987), JENSEN/PHILIPOOM/MALHOTRA 
(1995) und HOLTHAUS/RAJENDRAN (2000). 
 204 
Untersuchung verschiedener Voraussichtsvarianten Anwendung. Sie sind bekannt 
dafür, eine gute Termineinhaltung und eine geringe Streuung der Durchlaufzeiten 
und Terminüberschreitungen zu erzielen. 
5.3 Ausgestaltung der Experimente 
5.3.1 Grundsätzliche Überlegungen zur Experimentplanung 
Ziel der Durchführung von Experimenten ist es, Aussagen über Eigenschaften des 
zugrunde liegenden Modells von ausreichender statistischer Genauigkeit machen zu 
können. Grundsätzlich lässt sich die Aussagekraft der Experimentergebnisse durch 
eine Vergrößerung des Experimentumfangs steigern, was jedoch immer mit einer 
Erhöhung der notwendigen Rechenzeit einhergeht. Ziel einer guten 
Experimentplanung ist es daher, mit möglichst geringem Aufwand die angestrebte 
statistische Genauigkeit zu erzielen. Um dieses Ziel zu erreichen, gilt es zum einen, 
die Experimente so auszugestalten, dass sie zu unverzerrten Ergebnissen führen, wie 
in Abschnitt 5.3.2 dargelegt wird. Zum anderen wird in Abschnitt 5.3.3 bestimmt, in 
welchem Umfang diese Experimente durchgeführt werden müssen. Die 
anzuwendenden statistischen Testverfahren, ihre Anwendungsvoraussetzungen und 
deren Einhaltung werden schließlich in Abschnitt 5.4 dargestellt. Darüber hinaus 
umfasst die Experimentplanung die Identifikation der wesentlichen Fragestellungen. 
In Kapitel 6 wird im Rahmen der Experimentbeschreibung dargestellt, wie aus der 
Vielzahl von Kombinationsmöglichkeiten der in Kapitel 4 entwickelten 
Voraussichtsmechanismen die von besonderer Relevanz identifiziert werden können. 
5.3.2 Generierung unverzerrter Stichproben 
Verzerrung der experimentell erhobenen Stichproben treten auf, wenn 
nichtrepräsentative Zustände des zugrunde liegenden Modells in die Betrachtung 
einbezogen wurden. Da die Eigenschaften eines repräsentativen Zustands zu Beginn 
eines Experiments i.d.R. nicht bekannt sind, wird bei der Untersuchung von Job 
Shops bei Simulationsstart stattdessen meist ein leeres System angenommen. Dies ist 
auf jeden Fall ein zulässiger, jedoch nicht der stationäre Zustand, der sich über 
längere Zeit betrachtet, im Mittel einstellen wird. Bis zum Erreichen des stationären 
Zustands ist also mit verfälschten, nichtrepräsentativen Daten zu rechnen. Daher 
wird eine Einschwingphase definiert, in der das Modell unter den üblichen 
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Bedingungen ausgeführt wird, ohne dass Daten erhoben werden und ab deren Ende 
mit dem Vorliegen von unverzerrten Werten zu rechnen ist. Außerdem ist eine 
Ausschwingphase zur Vermeidung von weiteren Verzerrungen ratsam. Wird die 
Auftragsdatenerhebung anhand fertiggestellter Aufträge zu einem festgelegten 
Zeitpunkt abrupt beendet, so befindet sich zu diesem Zeitpunkt i.d.R. noch eine 
Reihe von Aufträgen im System, die bereits eine hohe Verweildauer haben, während 
im gleichen Zeitraum eingetroffene, schnell fertiggestellte Aufträge das System 
bereits verlassen haben. Die Nichtberücksichtigung dieser langsamen Aufträge 
würde zu einer Unterschätzung z.B. der mittleren Durchlaufzeit führen. Daher wird 
die Ausschwingphase derart implementiert, dass die Statistikdaten nur für die 
Aufträge erhoben werden, deren fortlaufend vergebene Auftragsnummer kleiner als 
eine vorgegebene Grenze ist. Dies führt dazu, dass Aufträge höherer Nummern 
ignoriert werden, obwohl die Datenerhebung noch stattfindet. Der Simulationslauf 
endet unabhängig vom Zeitpunkt sofort, sobald alle statistikrelevanten Aufträge 
fertiggestellt sind.455 Die Länge der Ausschwingphase muss mit dieser 
Vorgehensweise somit nicht explizit bestimmt werden. 
Zur Bestimmung der Länge der Einschwingphase gibt es eine Reihe von 
Heuristiken, von denen sich keine durchgesetzt hat.456 In der vorliegenden Arbeit 
wird auf ein Verfahren nach WELCH zurückgegriffen, welches die Länge der 
Einschwingphase auf grafischem Weg bestimmt.457 Grundsätzlich werden die 
betrachteten Auftragszielgrößenwerte über den fortlaufenden Auftragsnummern 
abgetragen, um beurteilen zu können, ab welchem Auftrag der leere Systemzustand 
zu Simulationsbeginn keine Rolle mehr spielt und die Zielfunktionswerte unverzerrt 
um den stationären Mittelwert schwanken. Da das Einschwingen je nach 
Zufallszahlenstrom unterschiedlich schnell eintreten kann, werden mehrere 
unabhängige Simulationsläufe durchgeführt und für jede Auftragsnummer 
Mittelwerte der Zielfunktionswerte über die Läufe gebildet. Die Mittelwerte 
enthalten noch immer kurzfristige Schwankung um den Trend, welcher dazu dient, 
die Einschwingphase zu identifizieren. Um den Trend zu isolieren, wird noch ein 
gleitender Durchschnitt über diese Mittelwerte gebildet. Eine fast vollständige 
Glättung wie im Beispiel von LAW und KELTON kann mit den Simulationsdaten 
                                                 
455 Vgl. BLACKSTONE/PHILLIPS/HOGG (1982), S. 31. 
456 In vielen Veröffentlichungen wird keine Angabe zur Vorgehensweise bei der Bestimmung der Länge der 
Einschwingphase gemacht, sondern lediglich die Anzahl der nicht berücksichtigten Aufträge angegeben. 
457 Eine ausführliche Darstellung findet sich in LAW/KELTON (2000), S. 520-525. 
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des in der vorliegenden Arbeit verwendeten Modells nicht erreicht werden. Mit 100 
Läufen und einem gleitenden Durchschnitt der Länge 50 ist die nötige Länge der 
Einschwingphase dennoch gut bestimmbar.458 Abbildung 9 zeigt am Beispiel der 
Durchlaufzeit unter Verwendung der FIFO-Regel, wie die Auftragszielgrößenwerte 
zu Beginn der Simulationsläufe im Mittel deutlich steigen, bis sie schließlich ab 
ungefähr dem 3.500sten Auftrag nur noch unsystematisch um einen Mittelwert 
schwanken. Zur Untermauerung dieser Feststellung werden zusätzlich in blau die 
mittlere Durchlaufzeit über alle Aufträge und in rot die über alle Aufträge ab dem 
4.001sten eingetragen.459 Außerdem wird in grau noch ein Korridor von ±115 ZE 
(ca. 6% der mittleren Durchlaufzeit im Erhebungszeitraum, also ab dem 4.000sten 
Auftrag) um den Mittelwert nach der Einschwingphase verzeichnet, um die 
Begrenzung der Schwankung im stationären Zustand einschätzen zu können. Hier 
zeigt sich auch die Auswirkung der Verzerrung. Der geschätzte Mittelwert ohne 
Einschwingphase ist um ca. 166 ZE (9%) niedriger als der des eingeschwungenen 
Systems. 
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Abbildung 9 - Grafik zur Bestimmung der Länge der Einschwingphase nach Welch 
                                                 
458 In LAW/KELTON (2000), S. 521-522 wird vorgeschlagen, mit fünf bis zehn Replikationen zu beginnen und 
die Anzahl iterativ um weitere fünf bis zehn Replikationen zu erhöhen. Da das dort herangezogene Modell 
scheinbar deutlich geringeren stochastischen Schwankungen unterliegt, reichen zehn Replikationen aus, 
wohingegen für das in der vorliegenden Arbeit herangezogene Modell selbst bei 100 Replikationen keine 
vollständige Glättung erzielt werden kann.  
459 Die Einschwingphase wird zur Sicherheit mit 4000 Aufträgen etwas länger angesetzt als die beobachteten 
nötigen 3500 Aufträge, da auch LAW und KELTON in LAW/KELTON (2000), S. 522 empfehlen, sie besser zu 
lang als zu kurz zu wählen. Einziger Nachteil ist die zusätzlich erhöhte Rechenzeit. 
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Auf Basis dieser Ergebnisse werden für die Auswertungen aller für diese Arbeit 
durchgeführten Experimente nur die Daten der Aufträge 4001 bis 9000 
berücksichtigt.  
5.3.3 Bestimmung des notwendigen Stichprobenumfangs 
Für die meisten klassischen statistischen Testverfahren ist neben der 
Unverzerrtheit der Stichprobe auch Voraussetzung, dass die den 
Beobachtungswerten zugrunde liegenden Zufallsvariablen unabhängig und identisch 
verteilt sind. Gerade die Unabhängigkeit stellt bei einem hoch autokorrelierten 
System wie dem Job Shop allerdings ein großes Problem dar, weshalb vor allem zur 
Schätzung von Mittelwerten der Zufallsvariablen im stationären Zustand eine Reihe 
von speziellen Verfahren entwickelten wurde.460 Da nur wenige dieser Verfahren 
eine Stichprobe unabhängiger Beobachtungswerte erzeugen, wurde eines von ihnen, 
das der unabhängigen Wiederholungen (Replikationen), für die vorliegende Arbeit 
gewählt. Es ermöglicht die Anwendung auch anderer Testverfahren über die 
Schätzung der Mittelwerte hinaus. Für jeden Beobachtungswert wird ein 
eigenständiger Simulationslauf zugrunde gelegt, der auf einem eigenen 
Zufallszahlenstrom basiert, wodurch er unabhängig von den anderen 
Beobachtungswerten ist aber dennoch der gleichen Verteilung folgt. Sollen zwei oder 
mehr Alternativen miteinander verglichen werden, so werden für jede Alternative die 
gleiche Anzahl von Wiederholungen durchgeführt und zur Reduktion der unerklärten 
Streuung die jeweils gleichen Zufallszahlenströme für jede Alternative zugrunde 
gelegt.461 Da eine größere Anzahl von Replikationen, also ein größerer 
Stichprobenumfang, die Aussagekraft der anzuwendenden Testverfahren steigert, 
stellt sich die Frage, wie viele Replikationen durchgeführt werden sollten.462 Als 
Maß für die Aussagekraft eines Tests wird meist die Macht (Trennschärfe bzw. 
Power) eines Tests herangezogen, die die Wahrscheinlichkeit angibt, dass kein 
β-Fehler gemacht wird. Von diesem spricht man, wenn ein Effekt nicht erkannt wird, 
obwohl er vorliegt.463 Die Trennschärfe eines Tests gibt somit die 
Wahrscheinlichkeit an, dass dieser Test einen zu belegenden Effekt bei 
                                                 
460 Vgl. z.B. LAW/KELTON (1984) für einen Überblick. 
461 Vgl. FISHMAN (2001), S. 142-149. 
462 In HAIR et al. (1998), S. 10-13 wird dargestellt, wie der Stichprobenumfang neben anderen Größen Einfluss 
auf die Aussagkraft hat und wie man ihn grundsätzlich auf Basis der angestrebten Genauigkeit bestimmen kann. 
463 Vgl. FAHRMEIR et al. (2007), S. 424. 
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vorgegebenem Signifikanzniveau α als signifikant ausweist, so er vorliegt.464 Die 
Macht eines Tests hängt davon ab, welche Wahrscheinlichkeit eines α-Fehlers, also 
des fälschlichen Nachweises eines Effekts, der eigentlich nicht vorhanden ist, 
toleriert werden soll, wie stark der aufzudeckende Effekt465 ist und welchen Umfang 
die Stichprobe hat.466 Die Frage ist also, welcher Stichprobenumfang n unter 
Vorgabe maximal tolerierbarer Wahrscheinlichkeiten für α- und β-Fehler notwendig 
ist, einen Effekt einer bestimmten erwarteten Stärke Δ aufzudecken. In Abhängigkeit 
vom jeweils herangezogenen Test lässt sich dieser nötige Stichprobenumfang 
abschätzen, was Gleichung (5.1.8) am Beispiel des Vergleichs zweier Mittelwerte 
mithilfe des paarweisen t-Test illustriert.467 Dieser greift auf (1-γ)-Quantile der t-
Verteilung mit df Freiheitsgraden tdf,γ zurück. 
 
 ( )
2 2
1, 2 1,2 n nn t tα β
σ
− −= +∆
 (5.1.8) 
 
Die Betrachtung von Gleichung (5.1.8) zeigt eine Reihe von Schwierigkeiten bei 
der Bestimmung der notwendigen Replikationenanzahl auf, die es zu überwinden 
gilt. Zum einen ist in Bezug auf die Grundgesamtheiten weder die Varianz σ2 noch 
der Mittelwert Δ der Differenzen der Beobachtungswerte beider Gruppen, dessen 
signifikante Abweichung von null es zu beweisen gilt, bekannt. σ2 lässt sich aus der 
zu erhebenden Stichprobe schätzen und Δ wird in der Regel als gerade noch 
                                                 
464 Vgl. HAIR et al. (1998), S. 11. 
465 COHEN weist in COHEN (1987), S. 8 darauf hin, dass bei der Durchführung der Experimente und der 
Datenerhebung versucht werden sollte, jegliche Quelle an Variabilität auszuschalten, deren Einfluss nicht im 
Experiment untersucht werden soll, um den Effekt relativ zur Gesamtstreuung so gut erkennbar wie möglich zu 
machen. Die Berücksichtigung von Ein- und Ausschwingphase nach Abschnitt 5.3.2 sowie gleicher 
Zufallszahlenströme für die einzelnen Replikationen je zu untersuchender Alternative dient somit c.p. der 
Erhöhung der Trennschärfe eines Tests. 
466 Vgl. COHEN (1987), COHEN (1992a) und COHEN (1992b) für ausführliche Darstellungen dieser 
Zusammenhänge. 
467 Vgl. DUPONT/PLUMMER (1990), S. 120. Da in der vorliegenden Arbeit die nachzuweisenden Effekte i.d.R. 
in Form von Mittelwertsunterschieden vorliegen, stellt Gleichung (5.1.8) einen guten Ausgangspunkt für die 
Bestimmung des notwendigen Stichprobenumfangs dar. 
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nachweisbarer Unterschied durch Experimentator vorgeben.468 Weiterhin ist 
problematisch, dass diese Bestimmung nur für den Vergleich zweier Mittelwerte gilt 
und n auch nur für die jeweils betrachtete Konstellation Gültigkeit besitzt. 
Theoretisch müsste für jedes einzelne Experiment die Anzahl nötiger Replikationen 
gezielt bestimmt werden. Dies hätte allerdings zur Folge, dass ein erheblicher 
Rechenaufwand entstehen würde, die Signifikanzaussagen der einzelnen Tests nicht 
mehr direkt vergleichbar wären und evtl. das Bestreben nach signifikanten 
Effektnachweisen zu so großen Stichproben führt, dass nahezu jeder, auch eigentlich 
unbedeutende Effekt, nachgewiesen werden würde.469 Um diese Probleme zu 
umgehen, wird für die vorliegende Arbeit einmalig eine Replikationenanzahl unter 
konservativer Betrachtung des paarweisen Vergleichs zweier Mittelwerte bestimmt. 
Das letzte Problem in Bezug auf Gleichung (5.1.8) ist, dass n sich auf beiden Seiten 
der Gleichung befindet, weshalb Dupont die Anwendung eines iterativen Verfahrens 
vorschlägt, jedoch keines explizit anführt. Ein mögliches iteratives Verfahren liefern 
LAW und KELTON, jedoch ohne Berücksichtigung der angestrebten Trennschärfe 
des Experiments.470 Auf die vorliegende Fragestellung übertragen, ist ihre 
grundsätzliche Vorgehensweise die Annahme einer Startanzahl von Replikationen 
und die Berechnung der maximal erkennbaren Differenz Δ auf Basis der 
vorgegebenen α- und β-Werte. Überschreitet Δ eine vorgegebene Höchstgrenze, 
werden weitere Replikationen durchgeführt, bis den Vorgaben entsprechend kleine 
Effekte aufgezeigt werden können. Der besseren Übertrag- und Vergleichbarkeit 
wegen betrachten sie nicht die absolute Abweichung, sondern die relative in Bezug 
auf den Mittelwert. Ein entsprechendes Verfahren lässt sich durch Umstellung der 
Gleichung (5.1.8) für den oben dargestellten paarweisen t-Test gewinnen. Gleichung 
                                                 
468 Die Festsetzung eines geeigneten Δ setzt ein tiefgehendes Verständnis der zu untersuchenden Zusammenhänge 
und evtl. die Durchführung von Vorabexperimenten von geringerem Umfang voraus. Grundsätzlich ist es 
wünschenswert, schwache, nicht offensichtliche Effekte aufzuzeigen, eine zu niedrige Festlegung von Δ kann 
aber dazu führen, dass die Durchführung eines Experiments aufgrund des großen notwendigen 
Stichprobenumfangs unmöglich wird. Ist der real vorliegende Effekt in diesem Fall größer als der noch 
aufzuspürende, so hätte er mit einem durchführbaren Experiment kleineren Umfangs nachgewiesen werden 
können. 
469 Wie unter anderem HAIR et al. (1998), S. 11-12 ausführt, steigt die Power eines Tests mit zunehmendem 
Stichprobenumfang, weshalb ein Nachweis kleinerer Effekte möglich wird. Dies gilt auch für theoretisch 
vorliegende, praktisch aber aufgrund der geringen Stärke irrelevante Effekte. 
470 Vgl. LAW/KELTON (2000), S. 511-515. Das Verfahren ist darauf ausgelegt, den Mittelwert einer Verteilung 
mit ausreichend hoher Genauigkeit zu schätzen und nicht zwei Mittelwerte zu vergleichen. Die weiteren 
Erläuterungen werden im Sprachgebrauch für den Vergleich zweier Mittelwerte angepasst, für den das Verfahren 
modifiziert werden soll. 
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(5.1.9) bestimmt die relative Differenz der geschätzten Mittelwerte auf Basis des 
festgelegten α und β sowie der aus der Stichprobe des Umfangs n geschätzten 
Standardabweichung s in Bezug auf den größeren der beiden zu vergleichenden 
Stichprobenmittelwerte ( )1X n  und ( )2X n . 
 
 
( )
( ) ( ){ }
1, 2 1,
1 2max ,
n n
rel
s t t
n
X n X n
α β− −+
∆ =  (5.1.9) 
 
Zu interpretieren ist Gleichung (5.1.9) derart, dass Δrel die prozentuale 
Mindestunterschreitung des größeren Grundgesamtheitsmittelwerts durch den 
kleineren angibt, die notwendig ist, damit der Test einen signifikanten 
Mittelwertunterschied aufzeigt, wenn die Wahrscheinlichkeit einer fälschlichen 
Feststellung maximal α betragen soll und ein tatsächlich vorliegender Unterschied 
von mindestens Δrel mit einer Wahrscheinlichkeit von 1 – β gefunden werden soll. 
Ausgehend von diesen Überlegungen lässt sich die notwendige 
Replikationenanzahl für die Auswertung der vorliegenden Arbeit bestimmen. Um 
einen möglichst vollständigen Überblick zu erlangen, wurden für jede der in der 
vorliegenden Arbeit untersuchten Prioritätsregel aus Tabelle 22 jeweils 100 
Replikationen durchgeführt. 471 Getrennt nach Prioritätsregeln wurden die Δrel-Werte 
in Abhängigkeit von der Anzahl der Iteration für jede der in Tabelle 4 beschriebenen 
Zielgrößen bestimmt. Dabei fanden α = 0,05 und β = 0,20 Anwendung, was üblichen 
Werten entspricht und der unterschiedlichen Schwere des α- und β-Fehlers gerecht 
wird.472 Die Ergebnisse werden in Abbildung 10 bis Abbildung 13 dargestellt, wobei 
die ersten beiden Abbildungen unterstellen, dass ein Δrel von maximal 0,1 angestrebt 
wird und die letzten beiden das Ziel Δrel ≤ 0,15. Abbildung 10 und Abbildung 12 
zeigen das Worst-Case-Szenario auf, indem für jede Zielgröße und 
Replikationenanzahl das größte bei einem Vergleich zweier Prioritätsregeln 
                                                 
471 Das Experiment wurde unter Berücksichtigung von Systemauslastung 0,95(g) und Terminmultiplikator TM8 
durchgeführt. Die Operationstermine wurden durch gleichmäßige Verteilung der verfügbaren Zeit auf alle 
Operationen bestimmt. Um verzerrungsfreie Daten zugrunde legen zu können, wurden die Ein- und 
Ausschwingphase nach Abschnitt 5.3.2 bereits berücksichtigt. Es fanden keinerlei Voraussichtsmechanismen 
Anwendung. 
472 Vgl. COHEN (1992a), S. 100. 
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aufgetretene Δrel wiedergegeben wird.473 Die anderen beiden Abbildungen 
illustrieren den durchschnittlichen Fall, indem der mittlere Δrel-Wert über alle 15 
Vergleiche je Replikationsanzahl für jede Zielgröße wiedergegeben wird.474 Neben 
den Δrel-Werten für jede Zielgröße werden in den Grafiken in gelb ebenfalls die Δrel-
Zielbereiche angegeben sowie der Anteil aller Δrel-Werte, die bei entsprechender 
Replikationenanzahl innhalb dieses Bereichs liegen. Dieser durch die schwarzen 
Balken dargestellte Wert gibt an, für welchen Anteil der 120 Vergleiche pro 
Replikation Werte kleiner 0,1 bzw. 0,15 festgestelten wurden.475 
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Abbildung 10 - Maximale Δrel-Werte in Abhängigkeit von der Replikationenanzahl bei angestrebtem Δrel ≤ 0,1 
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Abbildung 11 - Mittlere Δrel-Werte in Abhängigkeit von der Replikationenanzahl bei angestrebtem Δrel ≤ 0,1 
                                                 
473 Auf die Darstellung von Δrel-Werten größer als 0,5 wird verzichtet, da der Nachweis nur derart starker 
Abweichung die Durchführung der Experimente nicht rechtfertigt. 
474 Die 15 Vergleiche kommen zustande, da die Zielgrößenwerte unter Verwendung der sechs Prioritätsregeln 
miteinander verglichen werden, was 15 verschiedene Paarungen zur Folge hat. 
475 Da jeder der 15 Vergleiche aufgrund der Prioritätsregelkombinationen für acht verschiedene Zielgrößen 
durchgeführt wird, ist die Gesamtzahl pro Replikationenanzahl 120. 
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Abbildung 12 - Maximale Δrel-Werte in Abhängigkeit von der Replikationenanzahl bei angestrebtem Δrel ≤ 0,15 
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Abbildung 13 - Mittlere Δrel-Werte in Abhängigkeit von der Replikationenanzahl bei angestrebtem Δrel ≤ 0,15 
Die Betrachtung des Worst-Case-Szenarios zeigt, dass es nur unter prohibitiv 
hohem Rechenaufwand möglich ist, für alle Zielfunktionen zu gewährleisten, dass 
Mittelwertunterschiede von 15% oder gar 10% aufgezeigt werden können. Strebt 
man an, dass 10%ige Unterschreitungen des größeren Wertes in 90% der 120 
untersuchten Konstellation aufgespürt werden, sind bereits 60 Replikationen 
notwendig. Für 15%ige Unterschreitungen sind c.p. immerhin noch 32 
Wiederholungen notwendig. 
Um eine genauere Aussage über die Anzahl notwendiger Replikationen machen 
zu können, ist ein Blick auf die Quellen des hohen Anteils an Überschreitungen der 
vorgegebenen Δrel-Grenze sinnvoll. Betrachtet man die Durchführung von 35 
Replikationen und einen angestrebten Grenzwert der relativen Abweichung von 
Δrel ≤ 0,10, so entfallen 14 der Überschreitungen auf Vergleiche des Mittelwerts von 
Tmax, zehn von Fmax und je eine auf die von σF, σT und θT. Bei jeder dieser Zielgrößen 
ist es der Mittelwertvergleich zwischen der Verwendung der FIFO- und ODD-Regel, 
der einen stärkeren Effekt zur ausreichenden Sicherstellung signifikanter 
Unterschiede benötigen würde. Da beide Regeln bei gleichverteilten 
Operationsterminen und gleich ausgelasteten Maschinen ähnlich arbeiten, liegt der 
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Schluss nahe, dass beide im untersuchten Modell ähnliche Charakteristiken 
aufweisen und daher auch zu schwer unterscheidbaren Ergebnissen führen. Dass bei 
Tmax und Fmax generell schwer unterscheidbare Mittelwerte vorliegen, hat die Ursache 
darin, dass sich bei beiden Zielfunktionen der Zielgrößenwert auf einen einzigen 
Auftrag stützt. Geringe Änderungen in den Zufallszahlenströmen können danach zu 
deutlichen Änderungen in der Zielgröße führen, was die nicht erklärte Streuung im 
Schätzmodell deutlich erhöht. Um realistisch auffindbare Mittelwertunterschiede 
aufzuspüren, werden für die folgenden Experimente 40 Replikationen, sowie 
α = 0,05 und β = 0,20 herangezogen, wodurch die Mittelwertunterschiede von 
mindestens 10% des größeren Mittelwerts mit ausreichender Sicherheit erkannt 
werden können. 476 
5.4 Statistische Auswertungen der Experimente 
Eng verbunden mit den Fragen zur Erhebung der Daten ist die Auswahl des 
geeigneten statistischen Testverfahrens zur Überprüfung der Hypothese, die im 
Mittelpunkt des jeweiligen Experiments steht. Eines der in den Sozialwissenschaften 
der letzten 60 Jahre am meisten zur Hypothesenprüfung bei Experimenten 
angewandten Testverfahren ist die Varianzanalyse.477 Der Grund für die weite 
Verbreitung ist in der Vielseitigkeit zu suchen, mit der die Varianzanalyse eingesetzt 
werden kann, den Einfluss nominalskalierter und metrischer unabhängiger Variablen 
(Faktoren) auf eine abhängige metrische Variable zu beurteilen.478 Auch basiert sie 
auf einer konzeptionell einfachen Technik, diese Zusammenhänge aufzudecken und 
darüber hinaus sowohl signifikante Wechselwirkungen der unabhängigen Variablen 
als auch Einflussstärken zu bestimmen.479 Damit deckt die ANOVA (Analysis of 
Variance), wie die Varianzanalyse auch genannt wird, die meisten der in der 
                                                 
476 Obwohl auf Basis der in Abbildung 10 bis Abbildung 13 dargstellten Zusammenhänge und Berücksichtigung 
der Besonderheiten aufgrund der einzelnen Prioritätsregeln und Zielsetzungen 35 Replikationen ausreichend 
wären, werden 40 durchzuführende Replikationen festgelegt. So soll mit größerer Sicherheit gewährleistet 
werden, dass bei Anwendung verschiedener Testverfahren ein ausreichend großer Stichprobenumfang vorliegt. 
477 Vgl. u.a. ESCHWEILER/EVANSCHITZKY/WOISETSCHLÄGER (2007), S. 546; RASCH et al. (2010), S. 1 
und SAHAI/AGEEL (2000), S. 1. 
478 Vgl. FROMM (2010), S. 12. FROMM (2010), S.16 bietet zusätzlich in Tabelle 1 eine Übersicht der 
verschiedenen Varianten der Varianzanalyse. 
479 Vgl. SAHAI/AGEEL (2000), S. IX. 
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vorliegenden Arbeit zu beantwortenden Fragestellungen ab und soll in Grundzügen 
beschrieben sowie auf ihre Eignung hin überprüft werden.480 
Genau wie das in Abschnitt 4.6.1 herangezogene Regressionsmodell basiert die 
Varianzanalyse auf dem Allgemeinen Linearen Modell, aus dem sich die 
Anwendungsvoraussetzungen M1-M3 ergeben, die im Folgenden für die 
einfaktorielle ANOVA mit nur einer erklärenden Variable wiedergegeben werden.481 
 
M1 Die Modellgleichung ij j ijY eµ α= + + , mit i = 1(1)na, j = 1(1)a und na 
Beobachtungswerten der a nach Faktorstufen482 gebildeten Gruppen, beinhaltet 
alle Variationsquellen, denen die Beobachtungswerte Yij unterliegen. μ gibt 
dabei den geschätzten Mittelwert der abhängigen Variable in der 
Grundgesamtheit an und αj die Abweichung von diesem, die auf den Einfluss 
der Faktorstufe j zurückzuführen ist. Die durch den Faktoreinfluss nicht 
erklärte Abweichung wird im Störterm eij berücksichtigt. 
M2 Das Experiment berücksichtigt alle Faktorstufen von Interesse. 
M3 Der Störterm eij ist unabhängig von anderen eij, innerhalb der 
Faktorstufengruppe j normalverteilt mit dem Mittelwert 0
je
µ =  und der über 
die Gruppen hinweg homogenen Varianz 2eσ . 
 
Zusätzlich bestehen folgende z.T. mit M1-M3 überlappende Anforderungen F1-
F4, die die Anwendung des F-Tests legitimieren, der durchgeführt werden muss, um 
mithilfe der ANOVA signifikante Einflüsse eines Faktors feststellen zu können.483 
                                                 
480 Für eine ausführliche Darstellung sei z.B. auf BORTZ (2005), S. 243-438; SAHAI/AGEEL (2000); 
CHRISTENSEN (1996); GLASER (1978) und IVERSEN/NORPOTH (1976) verwiesen. Insbesondere auf die 
Beschreibung des zugrunde liegenden mathematischen Modells wird in der vorliegenden Arbeit aufgrund der 
Verfügbarkeit in den meisten statistischen Standardwerken weitestgehend verzichtet. Vielmehr liegt der 
Schwerpunkt auf der Überprüfung der Einhaltung der Anwendungsvoraussetzungen, da diese für den jeweiligen 
Anwendungsfall durchzuführen ist. 
481 Vgl. z.B. KIRK (1995), S. 97; LINDMAN (1992), S. 13-15; SAHAI/AGEEL (2000), S. 11-14 und COBB 
(1998), S. 42-45. Das Allgemeine Lineare Modell mit seinen Annahmen und darauf aufbauend die 
Varianzanalyse werden ausführlich in MOOSBRUGGER/KLUTKY (1987) und HORTON (1978) dargestellt. 
Eine Erweiterung auf den mehrfaktoriellen Fall mit mehreren erklärenden Variablen wird in den genannten 
Werken ebenfalls beschrieben und ist relativ einfach durchzuführen. 
482 Bei den Fakturstufen handelt sich es sich um die Ausprägungen des Faktors, die Gegenstand der 
experimentellen Untersuchung sind. 
483 Vgl. z.B. KIRK (1995), S. 97; BORTZ (2005), S. 284-286; LINDMAN (1992), S. 13-15; SAHAI/AGEEL 
(2000), S. 11-14 und COBB (1998), S. 42-45. 
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F1 Die Stichprobe wird aus einer normalverteilten Grundgesamtheit gezogen. 
F2 Die Stichprobe wird zufällig aus der Grundgesamtheit gezogen bzw. die 
Versuchseinheiten werden zufällig der einer Faktorstufe j zugehörigen Gruppe 
zugeordnet. 
F3 Dividend und Divisor der F-verteilten Prüfgröße484 sind stochastisch 
unabhängig. 
F4 Dividend und Divisor der F-verteilten Prüfgröße sind Schätzer für die gleiche 
Grundgesamtheitsvarianz 2eσ . 
 
Grundsätzlich ist festzustellen, dass reale Daten so gut wie nie alle gestellten 
Forderungen vollständig erfüllen.485 Zu klären ist also, inwieweit die vorliegenden 
Daten die Anforderungen zumindest ausreichend erfüllen bzw. was die 
Konsequenzen der teilweisen Nichterfüllung sind. Die in der vorliegenden Arbeit 
auszuwertenden Experimentdaten erfüllen einen Großteil der Forderungen M1-M3 
und F1-F4, z.T. schon durch eine geeignete Durchführung und Planung der 
Experimente.486 Im Folgenden wird auf die Anwendungsvoraussetzungen 
eingegangen, deren Einhaltung als nicht gegeben zu erachten ist. Dabei werden 
insbesondere die Konsequenzen und mögliche Handlungsalternativen dargestellt. 
Als erstes seien die Normalverteilungsannahmen der Residuen (M3) und in der 
Grundgesamtheit (F1) betrachtet. Diese sind gleichbedeutend, da die Residuen 
gemäß der Definition des linearen Modells aus (M1) die einzige Variationsquelle 
innerhalb einer Gruppe j in der Grundgesamtheit darstellen.487 Die Überprüfung der 
Normalverteilungsannahme der Gruppenstichproben mithilfe des Kolmogorov-
Smirnov-Lilliefors-488 und Shapiro-Wilk-Tests489 bei einem Signifikanzniveau von 
0,05α =  führt zur Feststellung, dass nicht in allen Fällen von einer 
Normalverteilung auszugehen ist. Diese Verletzung der Annahmen ist allerdings 
vertretbar, da sich gezeigt hat, dass die Varianzanalyse diesbezüglich sehr robust ist 
und lediglich mit geringen Abweichungen der real eintretenden Signifikanz und 
                                                 
484 Eine kurze Herleitung und Beschreibung der Prüfgröße findet sich u.a. in FAHRMEIR et al. (2007), S. 522-
525. Sie ergibt sich als Verhältnis der Streuung zwischen den faktorstufenbasierenden Gruppen und der Streuung 
innerhalb dieser Gruppen.  
485 Vgl. z.B. KIRK (1995), S. 97 und COCHRAN/COX (1992), S. 91. 
486 Vgl. KIRK (1995), S. 97-103 m.w.N.  
487 Vgl. KIRK (1995), S. 99. 
488 Vgl. LILLIEFORS (1967), S. 399-402. 
489 Vgl. SHAPIRO/WILK (1965), S. 591-611. 
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Trennschärfe reagiert, solange die Gruppenbesetzung möglichst gleichmäßig 
geschieht.490 Aufgrund der in Abschnitt 5.3.3 beschriebenen Vorgehensweise sind 
alle Gruppen automatisch exakt gleich besetzt und auch ein empfohlener, 
ausreichend großer Stichprobenumfang wird eingehalten.491 
Die zweite wesentliche Voraussetzung ist die Varianzhomogenität der Störterme 
über alle Gruppen hinweg (M3 und F4). Eine Überprüfung mithilfe des Levene-
Tests492 zeigt auf, dass diese nicht gegeben ist, was zu erwarten war, da vor allem die 
Wahl der Prioritätsregel zu unterschiedlich stark schwankenden Zielfunktionswerten 
führt. Es wird davon ausgegangen, dass Varianzheterogenität größere Abweichungen 
der vorliegenden α- und β-Fehler-Wahrscheinlichkeiten von ihren Nominalwerten 
zur Folge hat als die Verletzung der Normalverteilungsannahme.493 Besonders stark 
ist der negative Einfluss bei ungleichgroßen Gruppenstichproben und auch die 
Vergrößerung des Stichprobenumfangs bietet dann nur wenig Schutz.494 Eine der 
theoretisch verfügbaren Transformationen ist im vorliegenden Fall nicht geeignet, da 
kein Zusammengang zwischen Mittelwert und Varianz besteht.495 Da alternative 
Verfahren496, die nicht auf Varianzhomogenität angewiesen sind, primär für einfache 
Fragestellungen zur Verfügung stehen, die für die vorliegende Arbeit nicht 
ausreichend sind, findet trotz Annahmenverletzung die ANOVA Anwendung.497 
Dies erleichtert den Vergleich mit anderen Studien, die ebenfalls zumeist die 
Varianzanalyse heranziehen und somit leichter der vorliegenden Arbeit 
gegenübergestellt werden können. Um dennoch ausreichend sichere Ergebnisse 
erzielen zu können, werden in der vorliegenden Arbeit eine Reihe von Maßnahmen 
ergriffen. 
                                                 
490 Vgl. z.B. SAHAI/AGEEL (2000), S. 85-86; KIRK (1995), S. 99 und BROOTA (1989), S. 46. 
491 Vgl. KIRK (1995), S. 99 m.w.N. 
492 Vgl. LEVENE (1960), S. 278-292 und SAHAI/AGEEL (2000), S. 107. 
493 Vgl z.B. BORTZ (2005), S. 287; COCHRAN/COX (1992), S. 91; BROOTA (1989), S. 46 und KIRK (1995), 
S. 99-100 m.w.N. 
494 Vgl. z.B. SAHAI/AGEEL (2000), S. 86-88; DEAN/VOSS (1999), S. 111; KIRK (1995), S. 100 und GLASER 
(1978), S. 165. 
495 Vgl. DEAN/VOSS (1999), S. 112. 
496 Vgl. z.B. KIRK (1995), S. 100-103 und COOMBS/ALGINA/OLTMAN (1996), S. 151-156. 
497 U.a. COCHRAN/COX (1992), S. 91; BORTZ (2005), S. 287; DEAN/VOSS (1999), S. 111 und 
SAHAI/AGEEL (2000), S. 86-88 bestätigen, dass auf die Varianzanalyse als Auswertungsinstrument aufgrund 
der Annahmenverletzung nicht verzichtet werden muss, dass der Anwender sich nur bewusst sein muss, dass α- 
und β-Fehler in ihrer Höhe von den Angaben abweichen können. 
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Soweit die Anwendungsvoraussetzungen erfüllt sind, also vor allem nur ein 
Faktor untersucht wird, werden zusätzlich zur ANOVA die Tests nach Welch498 und 
Brown-Forsythe499 durchgeführt, die keine Varianzhomogenität erfordern. Sollten sie 
abweichende Ergebnisse zur ANOVA aufweisen, so werden diese bei der 
Experimentauswertung zusätzlich angegeben. Um abschätzen zu können, in welcher 
Größenordnung der bei Anwendung der ANOVA eingetretene α-Fehler liegt, ist es 
ratsam, den Signifikanzwert (auch p-Wert genannt) des jeweiligen Tests anzugeben, 
anstatt nur auszusagen, dass ein Einfluss bei einem Signifikanzniveau von 5% 
vorliegt oder nicht.500 Nutzbar ist auch die Beobachtung, dass eine Verletzung der 
Annahmen zumeist weniger zu einer Abweichung des α-Fehlers, als vielmehr zu 
einer Reduzierung der Trennschärfe eines Tests führt.501 Sollte ein Test also einen 
Effekt aufzeigen, wird dieser wahrscheinlich auch vorliegen, kann er dies nicht, 
besteht allerdings Unsicherheit, ob dies auf ein Nichtvorliegen oder 
Annahmenverletzungen zurückzuführen ist. In der vorliegenden Arbeit wird daher 
versucht, die Nominaltrennschärfe möglichst groß zu halten. Abschnitt 5.3.3 zeigte 
bereits auf, dass ein im Vergleich zu anderen Untersuchungen relativ großer 
Stichprobenumfang gewählt wurde. Eine zusätzliche Maßnahme ist die Verwendung 
eines Randomized Block Designs.502 Das bedeutet vereinfacht gesagt, dass 
Einflussgrößen auf die abhängige Variable im Modell berücksichtigt werden, obwohl 
sie eigentlich kein Untersuchungsgegenstand sind. Im vorliegenden Fall bedeutet 
dies, dass die Probleminstanzen, die sich durch jeweils einen spezifischen 
Zufallszahlenstrom ergeben, als Faktor in das Modell aufgenommen werden. 
Dadurch wird ein Teil der Streuung aus dem Störterm in die durch die 
Probleminstanz erklärte Streuung überführt, wodurch für die anderen Faktoren das 
Verhältnis von erklärter zu nicht erklärter Streuung größer wird und der Einfluss 
dieses Faktors leichter nachweisbar wird. 
Die bisher vorgestellten Tests gestatten es nur, festzustellen, ob mindestens eine 
der Faktorausprägungen einen Gruppenmittelwert zur Folge hat, der von den anderen 
signifikant abweicht. Darüber hinaus ist es aber von Interesse, festzustellen, welche 
Faktorausprägungen, wie z.B. Steuerungsverfahren, sich voneinander unterscheiden 
                                                 
498 Vgl. WELCH (1951), S. 330-336. 
499 Vgl. BROWN/FORSYTHE (1974), S. 364-367. 
500 Vgl. COCHRAN/COX (1992), S. 91. 
501 Vgl. WILCOX (1995), S. 52 und 58 und KIRK (1995), S. 99. 
502 Vgl. hierzu und im Folgenden z.B. SAHAI/AGEEL (2000), S. 488-495; KIRK (1995), S. 251-318; 
COCHRAN/COX (1992), S. 106-117 und BROOTA (1989), S. 97-113. 
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und welche zu besserer Zielerreichung führen als andere. Zu diesem Zweck existiert 
eine Reihe von multiplen Vergleichstests, die Aufschluss über eben diese 
Zusammenhänge geben.503 Für diese gelten größtenteils die gleichen Annahmen wie 
für die ANOVA selbst, jedoch wurde eine Reihe von Verfahren entwickelt, die 
speziell für den Einsatz bei heterogenen Varianzen, wie sie hier vorliegen, entwickelt 
wurden.504 Von diesen wird vor allem der Games-Howell-Test als leistungsstärkster 
empfohlen.505 Diese Tests können allerdings nur im Rahmen der einfaktoriellen 
ANOVA angewandt werden, weshalb zusätzlich ein multipler Vergleichstest 
gefunden werden muss, der eingesetzt werden kann, wenn mehr als ein Faktor 
betrachtet wird und der dann immer noch möglichst kleine α- und β-Fehler-
Wahrscheinlichkeiten garantiert.506 Sinnvoll erscheint, die Suche auf die 
schrittweisen Verfahren zu beschränken, da diese im Vergleich zu den Verfahren, die 
die Vergleiche in einem Schritt durchführen, eine höhere Trennschärfe erzielen.507 
Der bekannte Student-Newman-Keuls- und der Duncan-Test sind nicht geeignet, da 
bei ihnen keine Begrenzung des α-Fehlers des gesamten multiplen Vergleichstests, 
sondern nur der Einzelvergleiche stattfindet.508 Das Ryan-Einot-Gabriel-Welch-
Verfahren hingegen nimmt diese Begrenzung vor und wird generell aufgrund seiner 
guten Ergebnisse empfohlen.509 Es liegt auf Basis zweier verschiedener 
Teststatistiken vor, von denen für die vorliegende Arbeit die F-Statistik gewählt 
wird, da sie weniger störanfällig für Annahmenverletzungen ist sowie eine höhere 
Trennschärfe ermöglicht.510 Dieses Verfahren wird kurz als REGWF-Test 
bezeichnet. Multiple Vergleichstests sind nur geeignet, Haupteffekte der 
Einflussfaktoren zu untersuchen, nicht jedoch Interaktionseffekte zwischen ihnen. 
                                                 
503 Vgl. z.B. KIRK (1995), S. 113-163 und LINDMAN (1992), S. 47-91 für eine umfangreiche Übersicht. Eine 
detaillierte Erläuterung der Grundlagen und Vorgehensweisen wie auch eine Beschreibung geläufiger Tests findet 
sich in TOOTHAKER (1993), KLOCKARS/SAX (1986) und HSU (1996). 
504 Vgl. KIRK (1995), S. 146-148. In TOOTHAKER (1993), S. 64-66 wird ausgeführt, warum die 
Nichtnormalität im Gegensatz zur Varianzheterogenität generell kein großes Problem darstellt. 
505 Vgl. GAMES/HOWELL (1976), S. 113-125; KIRK (1995), S. 148; TOOTHAKER (1993), S. 62-64 und 
KLOCKARS/SAX (1986), S. 80. 
506 TOOTHAKER (1993), S. 61 führt aus, dass bei gleichen Gruppengrößen vertretbare Abweichungen der α-
Fehlerwahrscheinlichkeiten auftreten. Die Anwendung eines entsprechenden Tests scheint bei ausreichender 
Aufmerksamkeit in Bezug auf diese Problematik daher vertretbar. 
507 Vgl. TOOTHAKER (1993), S. 31-41 und HSU (1996), S.125. LUDBROOK (1998), S. 1032-1037 beschreibt 
diese Zusammenhänge anhand ausgewählter Beispiele. 
508 Vgl. TOOTHAKER (1993), S. 35-37 und 45-46; KIRK (1995), S. 156 sowie LINDMAN (1992), S. 82-84. 
509 Vgl. HSU (1996), S. 128-129; TOOTHAKER (1993), S. 53, 56 und 57 sowie KIRK (1995), S. 150-154. 
510 Vgl. LINDMAN (1992), S. 87-88 und KIRK (1995), S. 125. 
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Eine Möglichkeit ist, die Vergleichstests für einen Faktor getrennt nach den 
Faktorstufen der anderen Faktoren durchzuführen.511 Zu beachten ist dann allerdings, 
dass die Wahrscheinlichkeit eines α-Fehlers für jede einzelne Faktorstufe getrennt 
gilt und für den gesamten Test entsprechend höher ausfällt.512 Das Randomized 
Block Design gestattet zudem einen Weg, den Effekt einer erklärenden Variable zu 
isolieren. Aufgrund der gleichen Zufallszahlenströme sind die gleichen 
Probleminstanzen mithilfe aller Steuerungsalternativen zu lösen. Daher ist es 
möglich, die Differenz der Zielgrößen zu bilden, die aufgrund zweier zu 
vergleichenden Steuerungsalternativen bei der Lösung der gleichen Probleminstanz 
resultiert. Die Stichprobe dieser Differenzen enthält in der vorliegenden Arbeit die 
Zielgrößenunterschiede, die sich ergeben, wenn anstatt der Steuerung allein mithilfe 
einer Prioritätsregel eine Erweiterung durch eine zu untersuchende 
Voraussichtsvariante erfolgt. Dies gestattet zu untersuchen, wie sich dieser 
Unterschied verhält, wenn ein Merkmal des zugrunde liegenden Systems, wie z.B. 
die Auslastung, variiert wird. Eine Betrachtung der ursprünglichen Stichprobe würde 
dies nur schwerlich gestatten, weil die Zielgrößenwerte in Abhängigkeit von der 
Systemauslastung immer auch den direkten Effekt dieser enthalten. Für die 
Untersuchung der Voraussichtsvarianten ist aber vor allem interessant, wie sich ihre 
Wirkung in Abhängigkeit von einem anderen Einflussfaktor ändert. 
Zusammenfassend lässt sich die Vorgehensweise bei der Auswertung der 
nachfolgenden Experimente derart beschreiben, dass grundsätzlich zunächst eine 
ANOVA mit F-Test durchgeführt wird und der REGWF-Test dazu dient, die 
Mittelwertunterschiede aufgrund der Faktorstufen aufzuklären. In diesem Fall ist zu 
beachten, dass die realen α- und β-Fehler-Wahrscheinlichkeiten über den 
ausgewiesenen liegen können. In Fällen, die die Anwendung gestatten, wird die 
ANOVA mit F-, Welch- und Brown- Forsythe-Test durchgeführt. Gleiches gilt für 
den Vergleich der Gruppenmittelwerte je Faktorstufen mithilfe des Games-Howell-
Verfahrens. Sollten dabei vom F- und REGWF-Test abweichende Ergebnisse 
auftreten, werden diese ausgewiesen. Sind zur Beantwortung einzelner 
Fragestellungen andere Testverfahren notwendig, so werden diese im Rahmen der 
jeweiligen Experimentauswertung beschrieben. Soweit keine andere Aussage 
                                                 
511 Vgl. HOLTHAUS (1996), S. 117-119. 
512 Vgl. TOOTHAKER (1993), S. 69, wo auch ausgeführt wird, dass dies dennoch die üblicherweise angewandte 
Vorgehensweise ist. 
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gemacht wird, liegt allen Tests ein Signifikanzniveau von α = 0,05 zugrunde, auf das 
sich die jeweils gemachten Signifikanzaussagen beziehen. 
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6. Experimentelle Untersuchung der 
Voraussichtsmechanismen 
Eine Bertrachtung der in Kapitel 4 vorgestellten Voraussichtsmechanismen macht 
schnell deutlich, dass es nicht möglich ist, die Parameter sämtlicher Verfahren mit all 
ihren Wechselwirkungen zu untersuchen. Zunächst einmal werden in Abschnitt 6.1 
das entwicklte Schätzverfahren für zukünftige Work Contents und das für zukünftige 
Wartezeiten auf ihre Genauigkeit hin überprüft. Das grundlegende Experiment bei 
ausschließlicher Prioritätsregelsteuerung, dass als Benchmark für die Erweiterungen 
mit Voraussichtsmechanismen dient, wird in Abschnitt 6.2 vorgestellt. In den 
Abschnitten 6.3 bis 6.7 folgt die Untersuchung der einzelnen 
Voraussichtsmechanismen vorerst getrennt betrachtet, bevor in Abschnitt 6.8 auf 
Basis von Vorüberlegungen ausgewählte Wechselwirkungen untersucht werden. 
Durch die Beschränkung der Untersuchung auf eine Auswahl möglicher 
Wechselwirkungen wird versucht, aussagekräftige Ergebnisse in annehmbarer Zeit 
zu erlangen. Dies ist notwendig, da zur Durchführung eines einzelnen 
Simulationslaufs im Mittel zwei bis vier Minuten benötigt werden und jeweils 
zahlreiche Läufe durchzuführen sind. 
6.1 Experimentelle Untersuchung der Genauigkeit der 
zugrunde liegenden Schätzverfahren 
6.1.1 Experimentelle Untersuchung der Schätzung von Work 
Contents 
6.1.1.1 Experimentbeschreibung und grundlegende Auswertung 
Bevor beginnend mit Abschnitt 6.3 die Wirksamkeit der in Kapitel 4 vorgestellten 
Voraussichtsmechanismen näher untersucht wird, ist es angebracht, die zugrunde 
liegenden Schätzverfahren für zukünftige Work Contents und Durchlaufzeiten auf 
ihre Genauigkeit hin zu überprüfen. In Bezug auf den zukünftigen Work Content ist 
festzustellen, dass in der Literatur für Job Shops kein gebräuchliches Schätzverfahren 
anzutreffen ist. Vielmehr greifen die in den vorangegangenen Kapiteln dargestellten 
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Verfahren auf den aktuellen Work Content zurück. Die Schätzung findet somit 
ausschließlich auf Basis der hohen vorliegenden Autokorrelation des 
Arbeitsvolumens in einer Warteschlange statt. In Abschnitt 4.6.1 wurde dargestellt, 
dass der aktuelle Work Content tatsächlich, außer bei einem sehr weit entfernten 
Schätzhorizont, den mit Abstand größten Erklärungsgehalt für den zukünftigen Work 
Content aufweist. 
Nach dieser theoretischen Betrachtung soll die Effektivität des Schätzmodells 
auch experimentell überprüft werden, wobei die Verwendung des aktuellen 
Maschinen-Work-Contents in Ermangelung anderer Alternativen abermals als 
Benchmark herangezogen wird. Zur Erhebung der Stichprobe wurde ein Experiment 
mit den in Abschnitt 5.3 festgelegten Eigenschaften durchgeführt, nur, dass 
zusätzlich zu den Auftragsdaten auch Daten der Work-Content-Schätzung 
festgehalten wurden. Nach Ablauf der Einschwingphase wurde dafür für jede 
Maschine und einen zufälligen, in der Zukunft liegenden Zeitpunkt der Work 
Content mithilfe des in Abschnitt 4.6.1 beschriebenen Verfahrens geschätzt, das im 
folgenden als WC-REG bezeichnet wird. Bei Erreichen dieses Zeitpunkts wurde 
schließlich der geschätzte Wert mit dem eingetretenen verglichen. Außerdem wurde 
ein Vergleich mit dem Work Content zum Zeitpunkt der Schätzung durchgeführt, um 
einen Benchmark-Wert zu generieren. Die Verwendung des aktuellen Work Contents 
als Schätzwert für alle zukünftigen wird im Folgenden als WC-AK bezeichnet. 
Außerdem wurde zu diesem Zeitpunkt erneut eine derartige Schätzung mit 
zufälligem Horizont ausgelöst, sodass bis zum Ende des Simulationslaufs für jede 
Maschine eine Reihe von Schätzergebnissen unterschiedlicher Schätzhorizonte 
vorlag. 
Um eine breite Datenbasis für die Überprüfung zu erzielen, wurden alle sechs 
Prioritätsregeln aus Tabelle 22 in Kombination mit den vier Systemauslastungen aus 
Tabelle 21 und den zwei Störungsvarianten aus Tabelle 20 betrachten. Für die 
Bestimmung der Auftragstermine wurde der Terminmultiplikator TM8 
angewandt.513 Um zu überprüfen, welche Konsequenzen die in Abschnitt 4.6.1.5 
dargestellte Verallgemeinerung der Schätzfunktion über alle Prioritätsregeln hinweg 
hat, wurde einmal die allgemeine dargestellte Schätzfunktion (WC-REGa) 
angewandt und einmal die für die jeweilige Prioritätsregel speziell parametrisierte 
                                                 
513 Die genaue Funktionsweise des Terminmultiplikators wird in Abschnitt 5.2.2 erläutert. 
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(WC-REGs).514 Die getesteten Schätzhorizonte wurden zufällig aus dem Intervall 
(0;10000] gezogen, was bei den durchgeführten 5 Replikationen zu einem 
Stichprobenumfang von 889.187 Erhebungswerten führte.515  
Für einen ersten Überblick über die Experimentergebnisse sind in Tabelle 23 für 
die drei Schätzverfahren die wichtigsten Kennzahlen in Form von Mittelwerten und 
deren 95%-Konfidenzintervallen516 (KIs) zusammengefasst. 
 
Kennzahl Mittelwert 95%-Konfidenzintervall des Mittelwerts 
Maschinen-Work-Content Mittelwert in ZE 107,04222 [106,68577; 107,39866] 
WC-AK 
geschätzter WC in ZE 107,26307 [106,90690; 107,61925] 
Abweichung vom 
eingetretenen WC in ZE 
0,22086 [-0,06992; 0,51163] 
absolute Abweichung vom 
eingetretenen WC in ZE 
83,98028 
 
[83,74773; 84,21283] 
WC-REGa 
(allgemein) 
geschätzter WC in ZE 109,55425 [109,17281; 109,93569] 
Abweichung vom 
eingetretenen WC in ZE 
2,58393 [2,23448; 2,93339] 
absolute Abweichung vom 
eingetretenen WC in ZE 
74,98153 [74,71025; 75,25281] 
WC-REGs 
(speziell für die jeweilige 
Prioritätsregel) 
geschätzter WC in ZE 108,15026 [107,75995; 108,54057] 
Abweichung vom 
eingetretenen WC in ZE 
1,03616 [0,68971; 1,38261] 
absolute Abweichung vom 
eingetretenen WC in ZE 
73,80490 [73,53476; 74,07504] 
Verbesserung durch 
WC-REGa im Vergleich zu 
WC-AK 
Differenz der absoluten 
Schätzfehler in ZE 
8,94456 [8,77494; 9,11418] 
Prozentuale Verbesserung 10,65767% [10,49667%; 10,81741%] 
Verbesserung durch 
WC-REGs im Vergleich zu 
WC-AK 
Differenz der absoluten 
Schätzfehler in ZE 
10,22956 [10,05023; 10,40890] 
Prozentuale Verbesserung 12,17306% [12,00666%; 12,33815%] 
Aufgrund der Interdependenzen zwischen Work-Content-Schätzung und Reihenfolgeplanung liegen je 
nach WC-REG-Schätzfunktion leicht unterschiedliche Work Contents vor. Die der mittlere 
Maschinen-Work-Content sowie die WC-AK-Schätzwerte werden auf Basis des gesamten 
Datensatzes ausgewiesen, die WC-REG-Kennzahlen auf Basis der jeweiligen Hälfte des Datensatzes. 
Die Abweichungen und Verbesserungen beziehen sich jeweils auf die korrespondierenden Größen aus 
dem zugehörigen Teildatensatz. 
Tabelle 23 - Vergleich von WC-REG und WC-AK auf Basis ausgewählter Kennzahlen und deren 
95%-Konfidenzintervallen 
                                                 
514 Die Stützpunkte der Schätzfunktion WC-REGa sind Tabelle 12 zu entnehmen, die prioritätsregelabhängigen 
Stützpunkte von WC-REGs Tabelle 13 bis Tabelle 18. 
515 Im Rahmen dieses Experiments sind 5 Replikationen ausreichend, weil Daten von allen Maschinen mit z.T. 
großen zeitlichen Abständen erhoben werden. Die Einzelwerte sind daher insgesamt stochastisch unabhängig. 
Zudem führt der ohnehin große Stichprobenumfang zu einem deutlich höheren Rechenbedarf bei Erhebung und 
Auswertung als bei den in Abschnitt 5.3 beschriebenen Experimenten. 
516 Nach BORTZ (2005), S. 105 ist das 95%-Konfidenzintervall derjenige Bereich eines Merkmals, in dem sich 
95% aller möglichen Grundgesamtheitsparameter befinden, die den beobachteten Stichprobenkennwert erzeugt 
haben können. 
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Grundsätzlich festzustellen ist, dass durch Einsatz von WC-REGa 
Verbesserungen von durchschnittlich ca. 10,7% und durch WC-REGs von ungefähr 
12,2% im Vergleich zu WC-AK erzielt werden können. Beide Verbesserungen sowie 
die zusätzliche Verbesserung von ca. 1,5 Prozentpunkten durch spezifische 
Berücksichtigung der Prioritätsregeln sind bei α = 0,05 signifikant.517 In Anbetracht 
der umfangreichen für die Aufstellung des Schätzmodells herangezogenen Daten 
erscheinen sie zwar relativ gering, schon in Abschnitt 4.6.1.4 wurde jedoch der große 
Erklärungsanteil des aktuellen Work Contents bei kurzen Schätzdistanzen aufgezeigt. 
In diesem Bereich war zu erwarten, dass die beiden WC-REG-Varianten nur wenig 
Verbesserung in Vergleich zu WC-AK erzielen können. 
Zur Gewinnung detaillierterer Erkenntnisse über die Unterschiede zwischen den 
Schätzfunktionen WC-REGa und WC-REGs im Vergleich zu WC-AK dienen 
zunächst drei ANOVAs mit unterschiedlichen abhängigen Variablen. Diese 
Regressanden sind der absolute Fehler der WC-AK-Schätzung, der absolute Fehler 
der WC-REG-Schätzung und die Differenz dieser beiden Werte. Betrachtet werden 
jeweils die Faktoren Schätzfunktion518, Maschinenauslastungsgradbereich, 
Prioritätsregel, Schätzdistanzbereich und Störungsvariante. Da, wie in Abschnitt 5.4 
dargestellt, für eine ANOVA gleiche Zellenbesetzungen wünschenswert sind, 
werden die beobachteten Schätzdistanzen und Maschinenauslastungsgrade so in 
zwanzig bzw. vier Bereiche geteilt, dass alle Bereiche jeweils annähernd gleich viele 
Beobachtungswerte umfassen. Die anderen Faktoren finden in den eingangs 
beschriebenen Ausprägungen Anwendung. Die ANOVAs zeigen auf, dass fast alle 
Faktoren einen signifikanten direkten Einfluss auf die jeweiligen abhängigen 
Variablen haben und dies auch für eine Reihe von Interaktionseffekten gilt, wie in 
Tabelle 24 dargestellt.519 Einzige Ausnahme ist der nichtsignifikante Einfluss der 
Schätzfunktionswahl und der Interaktionseffekte mit ihr auf den absoluten WC-AK-
                                                 
517 Für die Überprüfung der Mittelwertunterschiede wird der paarweise t-Test herangezogen, der der ANOVA mit 
Randomized Block Design im Fall von nur einem Faktor mit zwei Ausprägungen entspricht. Er wird z.B. in 
BEHNKE/BEHNKE (2006), S. 338-343; BORTZ (2005), S. 143-147 und CHRISTENSEN (1996), S. 86-89 
beschrieben. Die Tests weisen jeweils Signifikanzwerte in Höhe von null auf. Daher stellt auch die Durchführung 
von drei t-Tests kein Problem für die Einhaltung des Signifikanzniveaus des gesamten Tests dar. 
518 Für den Faktor Schätzfunktion werden die Ausprägungen WC-REGa und WC-REGs untersucht. 
519 Aufgrund der bereits hohen Anzahl unabhängiger Variablen ist es nicht möglich, ein Block-Design für die 
Auswertung anzuwenden. Der große Stichprobenumfang gestattet aber dennoch klare Signifikanzaussagen. 
Nimmt man ein Signifikanzniveau von α = 0,05 an, so sind alle Einflussfaktoren signifikant, deren 
Signifikanzwert 0,05 nicht überschreitet. 
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Schätzfehler, der erwartungsgemäß auftritt, da die Schätzfunktion nur indirekt durch 
 
Unabhängige Variablen der Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in 
Abhängigkeit von der abhängigen Variable 
absoluter WC-
AK-Schätzfehler 
absoluter WC-
REG-
Schätzfehler 
Differenz der 
absoluten 
Schätzfehler 
Gesamtmodell 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 
Prioritätsregel 0,00000 0,00000 0,00000 
Schätzfunktion 0,54588 0,00000 0,00000 
Schätzdistanz 0,00000 0,00000 0,00000 
Maschinenauslastungsgrad 0,00000 0,00000 0,00000 
Störungen 0,00000 0,00000 0,00000 
Prioritätsregel * Schätzfunktion 0,89085 0,00000 0,00000 
Prioritätsregel * Schätzdistanz 0,00000 0,00000 0,00000 
Prioritätsregel * Maschinenauslastungsgrad 0,00000 0,00000 0,00000 
Prioritätsregel * Störungen 0,00000 0,00000 0,00000 
Schätzfunktion * Schätzdistanz 1,00000 0,02099 0,00000 
Schätzfunktion * Maschinenauslastungsgrad 0,96747 0,00015 0,00000 
Schätzfunktion * Störungen 0,84948 0,14029 0,08788 
Schätzdistanz * Maschinenauslastungsgrad 0,00000 0,00000 0,00000 
Schätzdistanz * Störungen 0,00000 0,00000 0,00000 
Maschinenauslastungsgrad * Störungen 0,00000 0,00000 0,00000 
Prioritätsregel * Schätzfunktion * Schätzdistanz 1,00000 1,00000 0,58293 
Prioritätsregel * Schätzfunktion * 
Maschinenauslastungsgrad 0,99884 0,00997 0,00000 
Prioritätsregel * Schätzfunktion * Störungen 0,99534 0,00000 0,00000 
Prioritätsregel * Schätzdistanz * 
Maschinenauslastungsgrad 0,00000 0,00000 0,00000 
Prioritätsregel * Schätzdistanz * Störungen 0,00000 0,00000 0,00000 
Prioritätsregel * Maschinenauslastungsgrad * 
Störungen 0,00000 0,00000 0,00002 
Schätzfunktion * Schätzdistanz * 
Maschinenauslastungsgrad 1,00000 1,00000 0,99997 
Schätzfunktion * Schätzdistanz * Störungen 1,00000 0,99975 0,99633 
Schätzfunktion * Maschinenauslastungsgrad * 
Störungen 0,97573 0,72839 0,71403 
Schätzdistanz * Maschinenauslastungsgrad * 
Störungen 0,00000 0,00000 0,00000 
Prioritätsregel * Schätzfunktion * Schätzdistanz 
* Maschinenauslastungsgrad 1,00000 1,00000 1,00000 
Prioritätsregel * Schätzfunktion * Schätzdistanz 
* Störungen 1,00000 1,00000 1,00000 
Prioritätsregel * Schätzfunktion * 
Maschinenauslastungsgrad * Störungen 0,99999 0,73987 0,24290 
Prioritätsregel * Schätzdistanz * 
Maschinenauslastungsgrad * Störungen 0,00000 0,00517 0,00000 
Schätzfunktion * Schätzdistanz * 
Maschinenauslastungsgrad * Störungen 1,00000 1,00000 1,00000 
Prioritätsregel * Schätzfunktion * Schätzdistanz 
* Maschinenauslastungsgrad * Störungen 1,00000 1,00000 1,00000 
Tabelle 24 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für den absoluten WC-AK- und WC-REG-
Schätzfehler sowie die Differenz beider 
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eine Änderung der auftretenden Work Contents einen Einfluss hat.520 Ansonsten 
weisen alle drei ANOVAs die gleichen signifikanten Einflussfaktoren für die 
jeweilige abhängige Variable aus. In Tabelle 24 werden Interaktionseffekte zwischen 
Faktoren durch ein „*“ gekennzeichnet und alle Effekte, deren Signifikanzwert 0,05 
überschreitet, sind rot ausgewiesen. Im Folgenden wird eine Auswahl der 
signifikanten und interessierenden Faktoren näher betrachtet. 
6.1.1.2 Untersuchung der Einflussfaktoren auf die Genauigkeit der Work-
Content-Schätzung 
Als erster Faktor soll der Schätzfunktionstyp näher betrachtet werden, da am Ende 
der Auswertungen dieses Abschnitts die Entscheidung stehen muss, ob die 
allgemeine Schätzfunktion ausreicht oder eine Individualisierung für jede 
Prioritätsregel durchgeführt werden sollte. Um feststellen zu können, ob andere 
Faktoren einen Einfluss auf diese Entscheidung haben, wird die zu wählende 
Schätzfunktion in Interaktion mit den anderen Faktoren betrachtet. Wie bereits in 
Tabelle 23 und den zugehörigen Ausführungen beschrieben, tritt bei Anwendung von 
WC-REGs ein signifikant kleinerer absoluter Schätzfehler als bei WC-REGa auf, 
was durch den REGWF-Test bestätigt wird. Für eine Aufklärung der Herkunft dieser 
zusätzlichen Verbesserung werden in Abbildung 14 die 95%-Konfidenzintervalle der 
Differenzen der absoluten Schätzfehler zwischen WC-AK und dem jeweiligen WC-
REG-Verfahren in Abhängigkeit vom Schätzdistanzbereich dargestellt. 
 
                                                 
520 Der Einfluss der Schätzfunktion auf den Work Content entsteht dadurch, dass manche Prioritätsregeln den 
geschätzten Work Content zur Berechnung der Prioritätswerte heranziehen und deren Änderungen zu geringfügig 
abweichenden Work-Content-Verteilungen führen. 
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Abbildung 14 - 95%-KIs für die Mittelwerte der Differenz der absoluten Schätzfehler zwischen WC-AK- und 
WC-REG-Schätzung in Abhängigkeit von WC-REG-Schätzfunktion und Schätzdistanzbereich 
Deutlich wird in dieser Grafik noch einmal der zunehmende Vorteil von 
WC-REG im Vergleich zu WC-AK bei steigender Schätzdistanz aufgrund des 
abnehmenden Einflusses des aktuellen Maschinen-Work-Contents. Außerdem zeigt 
ein t-Test bei 0,05α =  signifikante Verbesserung durch Parametrisierung getrennt 
für jede Prioritätsregel in den Schätzdistanzintervallen (0; 1324) und [1465; 1781) 
auf.521 Die größte absolute Verbesserung der Schätzfehlerreduzierung im Vergleich 
zu WC-AK in Höhe von 3,22211 ZE konnte im Schätzdistanzbereich [527; 668) und 
die beste relative in Höhe von 78,126% im Bereich [393; 527) erzielt werden. Bei 
kürzeren Distanzen ist der aktuelle Maschinen-Work-Content nahezu alleiniger 
Einflussfaktor und bei längeren spielen aufgrund der allgemein erschwerten 
Bedingungen die spezifischen Prioritätsregeln keine ausschlaggebende Rolle mehr, 
sondern vielmehr der mittlere Work Content dieser Maschine. Daher nähert sich die 
Schätzqualität beider WC-REG-Funktionen in diesen Bereichen an. Weitere 
Aufschlüsse über diese Zusammenhänge gewährt Abbildung 15, in der die mittlere 
Differenz der absoluten Schätzfehler von WC-AK und WC-REG relativ zum 
absoluten WC-AK-Schätzfehler dargestellt wird.522 
                                                 
521 Im Schätzdistanzbereich (0; 1324) sind sämtliche Signifikanzwerte kleiner 0,013, im Bereich [1324; 1465)  
mit 0,080 nur geringfügig größer 0,05, im Bereich [1465; 1781) gleich 0,010, im Bereich [1781; 2180) gleich 
0,119 und im höchsten Bereich [2180;10000] schließlich größer 0,315. 
522 Da die relative Verbesserung durch WC-REG in den Fällen nicht berechnet werden kann, wenn der WC-AK-
Schätzfehler null beträgt, wird für die Berechnung nicht der individuelle absolute WC-AK-Schätzfehler sondern 
der mittlere des jeweiligen Schätzdistanzbereich und der jeweiligen Schätzfunktion herangezogen. 
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Abbildung 15 - 95%-KIs für die Mittelwerte der Differenz der absoluten Schätzfehler zwischen WC-AK- und 
WC-REG-Schätzung relativ zum absoluten WC-AK-Schätzfehler in Abhängigkeit von WC-REG-Schätzfunktion und 
Schätzdistanzbereich 
Da der absolute WC-AK-Schätzfehler von durchschnittlich ca. 22 ZE im ersten 
Schätzdistanzbereich auf ca. 124 ZE im Mittel des letzten steigt, sind die eher 
geringen absoluten Vorteile von WC-REG bei kurzen Schätzdistanzen relativ 
gesehen als deutliche Steigerung der Genauigkeit zu beurteilen. Erst durch die 
Betrachtung der relativen Vorteile offenbart Abbildung 15 die Stärken von 
WC-REG. Im Bereich kurzfristiger Schätzungen gewinnt das Verfahren an 
Genauigkeit, indem es relativ präzise Informationen wie Restbearbeitungszeit (RBZ) 
und Auftragsdummy-Arbeitsvolumen heranzieht, die allerdings mit zunehmendem 
Schätzhorizont an Bedeutung verlieren. Bei weit in die Zukunft reichenden 
Schätzungen hingegen können drastische Schätzfehler deutlich besser vermieden 
werden, indem nicht nur der, ggf. gerade nichtrepräsentative, aktuelle Maschinen-
Work-Content herangezogen wird, sondern auch dessen historischer Mittelwert. Dies 
erklärt auch die Vorteile von WC-REGs gegenüber WC-REGa im eher kurz bis 
mittelfristigen Schätzdistanzbereich. Diese können zunehmend nicht mehr realisiert 
werden, wenn die Schätzung vor allem auf Mittelwerten und nicht mehr auf den 
spezifischen Systemzuständen basiert, die WC-REGs präziser zu nutzen weiß. 
Abbildung 16 zeigt eine der Quellen der höheren Schätzgenauigkeit von 
WC-REGs auf. Da das Regressionsmodell bei perfekter Anpassung dazu führt, dass 
der Mittelwert der zu schätzenden Größe in der zugrunde liegenden Stichprobe dem 
mittleren geschätzten Wert entspricht, beträgt die mittlere Abweichung null. Da sich 
aber die Work Contents unter Anwendung unterschiedlicher Prioritätsregeln c.p. 
nicht in ihrer mittleren Höhe entsprechen müssen, kommt es durch eine gemeinsame 
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Schätzfunktion für manche Prioritätsregeln zu systematischen Über- bzw. 
Unterschätzungen, die auf der linken Seite der Grafik deutlich zu erkennen sind. 
Verwendet man getrennte Schätzfunktionen, so unterscheiden sich die mittleren 
Abweichungen für alle Prioritätsregeln, wie auf der rechten Seite der Abbildung 16 
zu sehen, nur in wenigen Schätzdistanzbereichen signifikant von null. Auch Games-
Howell- und REGWF-Test bestätigen dies, indem sie ohne Berücksichtigung der 
Schätzdistanz bei WC-REGa nur für FIFO und ODD keine signifikanten 
Unterschiede der mittleren Schätzabweichung in Abhängigkeit von der 
Prioritätsregel nachweisen können. Bei WC-REGs hingegen sind die meisten 
Schätzfehlermittelwerte zwischen den verschiedenen Prioritätsregeln in vielen Fällen 
nicht signifikant zu unterscheiden. Auch die Spannweite zwischen stärkster Über- 
und Unterschätzung ist bei WC-REGa deutlich größer. Bei Anwendung der SPT-
Regel wird der Work Content im Mittel um 7,57433 ZE unter- und bei FIFO um 
12,10182 ZE überschätzt. Wird WC-REGs eingesetzt, so tritt die stärkste mittlere 
Unterschätzung in Höhe von 1,53625 ZE bei FIFO-Steuerung auf und die größte 
mittlere Überschätzung von 2,71412 ZE bei SPT. 
 
 
Abbildung 16 - 95%-KIs für die Mittelwerte der Abweichung des WC-REG-Schätzwerts vom eingetretenen Work 
Content in Abhängigkeit von WC-REG-Schätzfunktion und Schätzdistanzbereich 
Gleichzeitig hilft Abbildung 16 die Anomalie aufzuklären, dass es bei SPT- und 
z.T. ATC-Anwendung bei großen Schätzdistanzen vorkommen kann, dass mithilfe 
der allgemeinen Schätzfunktion bessere Ergebnisse erzielt werden. Diese höhere 
Genauigkeit von WC-REGa tritt vor allem bei Vorliegen von Störungen auf und ist 
teils sogar signifikant. Zieht man die Ergebnisse aus Tabelle 23 hinzu, so ist 
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festzustellen, dass beide WC-REG-Alternativen im Mittel dazu neigen, den Work 
Content zu überschätzen. Dieser Schätzfehler wird bei Anwendung von WC-REGa 
durch den gegenläufigen Fehler der WC-Unterschätzung bei SPT- und ATC-
Anwendung aufgehoben. Eine Verbesserung der Schätzfunktion, die die generelle 
Überschätzung verhindert, hätte somit auch zur Folge, dass selbst bei diesen beiden 
Prioritätsregeln WC-REGs immer bessere Ergebnisse erzielt. Für die vorliegende 
Arbeit wird jedoch auf eine weitere Verbesserung der Schätzfunktion verzichtet, da 
vor allem generelle Zusammenhänge dargestellt werden sollen. Da WC-REGs im 
Mittel bessere Ergebnisse erzielt und der zusätzliche Aufwand relativ gering ist, der 
durch das Aufteilen des Datensatzes und die Aufstellung getrennter 
Regressionsmodelle entsteht, ist zu empfehlen, immer WC-REGs anstatt WC-REGa 
anzuwenden. Für die weitere Durchführung der Experimente erscheint diese 
Vorgehensweise zudem realitätsnäher, da der Planer i.d.R. eine genaue Vorstellung 
von der einzusetzenden Prioritätsregel hat und deshalb nicht auf eine 
Verallgemeinerung zurückgreifen muss. Daher wird für die folgenden Experimente 
ab Abschnitt 6.1.2 immer WC-REGs angewandt und der Einfachheit halber nur noch 
als WC-REG bezeichnet. 
Zum Abschluss des Vergleichs von WC-REGs und WC-AK muss noch die 
Abhängigkeit von den beiden verbleibenden Einflussfaktoren betrachtet werden. 
Dafür stellt Abbildung 17 die 95%-Konfidenzintervalle der mittleren Differenz der 
absoluten Schätzfehler beider Verfahren in Abhängigkeit von Prioritätsregel, 
Maschinenauslastungsgradbereich und Störungsvariante dar. Deutlich zu erkennen 
ist, dass WC-REGs grundsätzlich mit steigendem Auslastungsgrad seinen Vorteil 
gegenüber WC-AK signifikant ausbaut.523 Die mittleren Verbesserungen des 
absoluten Schätzfehlers durch WC-REGs im Vergleich zu WC-AK betragen in den 
vier Auslastungsbereichsgruppen geordnet nach aufsteigender Auslastung 4,17019 
ZE (5,363%), 8,95349 ZE (10,936%), 12,87268 ZE (14,715%) bzw. 14,92172 
(16,189%). Gleiches gilt, wenn die jeweilige Maschine dem Auftreten von Störungen 
unterliegt, was die Reduktion des mittleren absoluten Schätzfehlers durch 
WC-REGs-Einsatz von 8,57321 ZE (16,792%) auf 11,62057 ZE (12,507%) 
zumindest in absoluten Werten erhöht. Hier gehen die steigenden Vorteile allerdings 
                                                 
523 Dies gilt für die dargestellten absoluten sowie für die prozentualen Verbesserungen. Beide steigen bei jeder 
Konstellation von Prioritätsregel und Störungsausprägung in den meisten Fällen signifikant mit dem 
Maschinenauslastungsgrad. Abweichend sind vor allem die Mittelwertunterschiede zwischen den beiden 
höchsten Maschinenauslastungsgradgruppen bei Vorliegen von Störungen nicht signifikant unterscheidbar. 
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mit breiteren Konfidenzintervallen einher, die eine Zunahme der Streuung der 
Schätzabweichung aufzeigen. 
Außerdem gibt Abbildung 17 Aufschluss über den Vorteil von WC-REGs 
gegenüber WC-AK in Abhängigkeit von der eingesetzten Prioritätsregel. 
Grundsätzlich festzustellen ist, dass die beschriebene allgemeine Abhängigkeit dieses 
Vorteils von Maschinenauslastungsgrad und Störungsvariante bei Anwendung jeder 
Prioritätsregel gilt. Die einzige Ausnahme liegt vor, wenn bei Anwendung der ATC-
Regel und dem Vorliegen von Störungen der Maschinenauslastungsgrad von der 
dritten in die höchste Gruppe steigt. Der dann sinkende Vorteil ist aber als nicht 
signifikant einzustufen. Oftmals signifikante Unterschiede der mittleren absoluten 
Schätzgenauigkeitsverbesserungen durch WC-REGs liegen jedoch c.p. im Vergleich 
zwischen den Prioritätsregeln vor. Außerdem sind bei Anwendung der einzelnen 
Prioritätsregeln zumeist signifikant unterschiedliche Änderungen der mittleren 
absoluten Schätzgenauigkeit aufgrund der Variation des 
Maschinenauslastungsbereich bzw. der Störungsvariante zu beobachten. Die ODD-
Regel führt z.B. dazu, dass bei störungsfreiem Betrieb und niedrigen 
Auslastungsgraden nur sehr geringe Verbesserungen erzielt werden können, die 
zusätzliche Verbesserung bei steigendem Auslastungsgrad jedoch deutlich stärker 
ausfällt als bei den meisten anderen Prioritätsregeln. Die SPT-Regel führt bei 
störungsfreiem Betrieb zu einer genau umgekehrten Entwicklung mit im Vergleich 
zu anderen Prioritätsregeln relativ starker Verbesserung bei niedriger Auslastung und 
deutlich geringerer bei hoher. 
 
 
Abbildung 17 - 95%-KIs für die Mittelwerte der Differenz zwischen WC-AK- und WC-REG-Schätzfehler in 
Abhängigkeit von Prioritätsregel, Maschinenauslastungsgrad und Störungsvariante 
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6.1.1.3 Zusammenfassende Beurteilung 
Zusammenfassend lässt sich feststellen, dass es unabhängig vom betrachteten 
Systemzustand und Schätzhorizont im Mittel immer besser ist, WC-REG anstatt 
WC-AK zur Schätzung zukünftiger Work Contents einzusetzen. Die 
Berücksichtigung zusätzlicher Informationen gestattet signifikant geringere 
Schätzfehler bei für den praktischen Einsatz unerheblich höherem Rechenaufwand 
des Work-Content-Schätzverfahrens. Auch zeigt sich, dass dieser Vorteil deutlich 
zunimmt, sobald andere Faktoren als der aktuelle Arbeitsvorrat an Einfluss 
gewinnen, also wenn c.p. für einen weiter in der Zukunft liegenden Zeitpunkt, bei 
höheren Auslastungsgraden oder bei Vorliegen von Störungen geschätzt werden soll. 
Das individuelle Aufstellen der Regressionsmodelle für jede einzelne Prioritätsregel 
führt zu einer weiteren signifikanten Reduktion der mittleren absoluten Schätzfehler. 
Selbst bei Nichtverfügbarkeit von Informationen über die angewandte Prioritätsregel 
lassen sich mit WC-REGa aber bereits deutliche Verbesserungen erzielen, was 
aufzeigt, dass WC-REG durchaus robust gegenüber Fehlparametrisierungen ist. 
WC-REG stellt somit ein einfaches und dennoch effektives Schätzverfahren 
zukünftiger Work Contents dar, das auch außerhalb der in der vorliegenden Arbeit 
entwickelten Voraussichtsmechanismen erfolgversprechend eingesetzt werden kann. 
Gleichzeitig bleibt aber festzustellen, dass die komplexen Strukturen und 
stochastischen Einflüsse in Job Shops der hier untersuchten Art eine große 
Herausforderung für Schätzverfahren darstellen und auch das signifikant bessere 
WC-REG noch deutlichen Schätzfehlern unterliegt. 
6.1.2 Experimentelle Untersuchung der Schätzung von 
Durchlaufzeiten 
6.1.2.1 Experimentbeschreibung und Wahl der geeigneten 
Restbearbeitungszeitberücksichtigung 
Im zweiten Schritt soll experimentell überprüft werden, wie genau die Schätzung 
der Operationsdurchlaufzeit (ODLZ) nach Abschnitt 4.6.2 auf Basis der Work-
Content-Schätzung ist. Zu diesem Zweck werden im Rahmen eines Experiments für 
jeden ankommenden Auftrag die Operationsdurchlaufzeiten geschätzt und zur 
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Berechnung der Operationstermine herangezogen.524 Bei Fertigstellung des Auftrags 
wird für jeden zehnten Auftrag verglichen, welche Durchlaufzeit für die jeweiligen 
Operationen veranschlagt war und welche tatsächlich eingetreten ist.525 Durch die 
Vorgehensweise kann die Genauigkeit verschiedener Verfahren in Abhängigkeit von 
der Anzahl der Produktionsschritte, die in die Zukunft geschätzt wird, verglichen 
werden. 
Herangezogenen werden die Verfahren aus Abschnitt 4.6.3, insbesondere das in 
Abschnitt 4.6.2 vorgestellte Schätzverfahren (WZS). Die in Abschnitt 4.6.2.4 
aufgeworfene Frage nach der Berücksichtigung der Restbearbeitungszeit (RBZ), falls 
ein Work Content in Höhe von 0 ZE geschätzt wird, soll für das vorliegende Modell 
dadurch beantwortet werden, dass beide Alternativen untersucht und verglichen 
werden. Das bedeutet, dass in der Variante WZSreg eine Restbearbeitungszeit wie in 
allen anderen Fällen in Höhe der halben mittleren bis zu diesem Zeitpunkt an der 
entsprechenden Maschine eingetretenen Operationsbearbeitungszeit angenommen 
wird. Variante WZS0 geht in dem Fall, dass eine leere Wartschlange geschätzt wird, 
von einer Restbearbeitungszeit in Höhe von 0 ZE aus. Als Benchmark für WZS 
dienen gebräuchliche Verfahren, die in Abschnitt 4.6.3 beschrieben wurden. Die 
meisten von ihnen verteilen die mittlere bis zum Zeitpunkt der Schätzung 
eingetretene Auftragsdurchlaufzeit auf die Operationen des betrachteten Auftrags. 
Die Verteilung findet gleichmäßig (UNIF), nach dem Anteil der 
Operationsbearbeitungszeit an der gesamten Auftragsbearbeitungszeit (OBZ) bzw. 
nach Anteil des Work Contents der jeweils benötigten Maschinen am gesamten 
Work Content aller zu durchlaufenden Maschinen (MWC) statt. Das fünfte 
Verfahren schließlich addiert zu den jeweiligen Operationsbearbeitungszeiten die 
mittleren historischen vor der jeweiligen Maschine aufgetretenen Wartezeiten 
(HWZ). Damit berücksichtigt die Auswahl auch die in Abschnitt 3.4.2 
zusammengetragenen Erkenntnisse zur Schätzung von Operationsdurchlaufzeiten 
und zur Vergabe von Operationsterminen. 
                                                 
524 Dies geschieht grundsätzlich nach dem in Abschnitt 4.6.3 beschriebenen Verfahren, d.h. iterativ wird für jede 
Maschine auf der Auftragsroute die Wartezeit geschätzt, aus der zzgl. der Bearbeitungszeit der jeweilige 
Operationstermin berechnet wird. Für die Vergleichsverfahren wird jeweils die mittlere bis zu diesem Zeitpunkt 
eingetretene Durchlaufzeit als auf die Operationen zu verteilende Zeitspanne herangezogen. Abweichend von der 
üblichen Anwendung findet jedoch keine Streckung oder Stauchung bzw. Verschiebung der Operationstermine 
statt. Jeder Operationstermin entspricht somit dem geschätzten Fertigstellungszeitpunkt dieser Operation. 
525 Durch die Beschränkung auf jeden zehnten Auftrag wird der Einfluss der Autokorrelation reduziert und der 
Stichprobenumfang auf eine mit SPSS besser auswertbare Größe gebracht. 
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Diese fünf Verfahren werden im Rahmen derselben Kombination 
unterschiedlicher Modellausprägung wie beim Experiment in Abschnitt 6.1.1 
verglichen. Dies bedeutet, dass die Wechselwirkungen mit allen sechs 
Prioritätsregeln in Kombination mit den Systemauslastungen 0,80(g), 0,90(g), 
0,95(g) und 0,95(u) und den Störungsvarianten S0 und S100/1000 untersucht 
werden.526 Als Terminvergabealternative wird nur TM8 berücksichtigt.527 Zur 
Erhebung der Stichprobe mussten bei zehn Replikationen insgesamt 2.880 
Simulationsläufe durchgeführt werden.528 Daraus resultierte ein Datensatz bestehend 
aus 13.678.032 Operationsdurchlaufzeitschätzungen auf Basis von 1.440.000 
Auftrags- und Systemdatenkonstellationen. Aus diesem Gesamtdatensatz wird derart 
eine Zufallsstichprobe gezogen, dass eine annähernd gleiche Zellenbesetzung für die 
ANOVA mit ca. 50 Elementen pro Zelle vorliegt, und somit die Anforderungen von 
Abschnitt 5.3.3 und 5.4 erfüllt sind.529 Die Auswertungen, für die der vollständige 
Datensatz herangezogen werden muss, um eine ausreichende Glättung zu erlangen, 
sind gesondert ausgewiesen. 
Bevor die fünf Schätzverfahren verglichen werden können, muss geprüft werden, 
welche Variante der Restbearbeitungszeitberücksichtigung für das WZS-Verfahren 
zu wählen ist. Für eine erste Einschätzung gibt Abbildung 18 die Histogramme der 
Abweichung der geschätzten von den eingetretenen Operationsdurchlaufzeiten beider 
Varianten wieder.530 Positive Werte ergeben sich bei einer Überschätzung und 
negative bei einer Unterschätzung. Die Darstellung wird auf Schätzfehler aus dem 
Intervall [-50; 50] ZE beschränkt, da für größere Fehler kaum wahrnehmbare 
Unterschiede in der Häufigkeit vorliegen. Außerdem werden nur die Schätzungen für 
                                                 
526 Eine genaue Erläuterung dieser Faktorstufen findet sich in den Abschnitten 5.2.3 bis 5.2.5. 
527 Die verschiedenen Terminvergabealternativen werden in Abschnitt 5.2.2 dargestellt. 
528 Da pro Replikation Daten von 500 Aufträgen betrachtet werden, ist der Stichprobenumfang nach Maßstäben 
des Abschnitts 5.3.3 ausreichend groß, obwohl keine 40 Replikationen zugrunde liegen.  
529 Für die meisten Zellen entspricht das 1% des gesamten Stichprobenumfangs. Da bei ungleicher Auslastung die 
Schätzdistanzen von mehr als sechs Produktionsschritten seltener vorliegen, ist hier, je nach Distanz, eine 
Stichprobe von bis zu 5% notwendig. Der gesamte Stichprobenumfang nach der Zufallsziehung beträgt 120.000 
Elemente. Es ist zu beachten, dass durch die zufällige Ziehung keine Blockbildung im Rahmen der ANOVA 
mehr möglich ist. Die zufällige Eliminierung von Beobachtungswerten ändert aber nichts an der Erfüllung der 
grundsätzlichen Anwendungsvoraussetzungen der ANOVA. 
530 Die Histogramme basieren auf der vollständigen Stichprobe, um eine ausreichende Glättung für die genaue 
Beurteilung der Effekte zu erreichen. 
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den zweiten Produktionsschritt berücksichtigt, so die Charakteristik der 
Schätzfehlerverteilung am deutlichsten aufgezeigt werden kann.531 
 
 
Abbildung 18 - Ausschnitt von -50 bis 50 ZE der Histogramme des WZS-Schätzfehlers bei einer Schätzdistanz von zwei 
Produktionsschritten in Abhängigkeit von der WZS-Variante 
In dieser Abbildung zu erkennen, sind zwei Abweichungen von einer 
wünschenswerten symmetrischen Fehlerverteilung um die Abszisse. Zum einen führt 
die rechtsschiefe Verteilung der zu schätzenden Operationsdurchlaufzeit zu einer 
linksschiefen Verteilung der Schätzfehler. Trotz der in Abschnitt 4.6.2.3 
vorgestellten Maßnahmen, ausreißerbedingte Verzerrungen der Schätzfunktion zu 
verhindern, führen die deutlich stärkeren, wenn auch selteneren, Unterschätzungen 
der Operationsdurchlaufzeit dazu, dass die Verteilungsfunktion der Schätzfehler ein 
Maximum bei 5 bis 6 ZE anstatt bei 0 ZE aufweist.532 Dies gilt allerdings nur für die 
Schätzungen bei einem erwarteten Work Content der Warteschlange größer 0 ZE, in 
welchem Fall sich beide Verfahrensvarianten entsprechen. Unterschiede treten auf, 
wenn ein Work Content von 0 ZE geschätzt wird. Die Annahme bei WZS0, dass 
dann die Restbearbeitungszeit ebenfalls 0 ZE beträgt, führt, wie auf der linken Seite 
dargestellt, dazu, dass eine ganze Reihe fehlerfreier Schätzungen erzielt werden 
kann, gleichzeitig aber zusätzliche Unterschätzungen auftreten, da die letztendlich 
vorliegende RBZ auch größer null sein kann. Wird die Restbearbeitungszeit jedoch, 
                                                 
531 Bei einer Schätzdistanz von einem Produktionsschritt erzielen beide Verfahren dieselben Ergebnisse. Bei 
weiter entfernten Schätzhorizonten ist die Charakteristik der Verteilung aufgrund der abnehmenden 
Schätzgenauigkeit nicht mehr so deutlich zu beobachten. 
532 Abbildung 19 und Abbildung 20 verdeutlichen ebenfalls, wie in Abschnitt 6.1.2.2 noch ausgeführt wird, diese 
asymmetrische Verteilung, die bei allen Schätzverfahren, wenn auch in unterschiedlichem Ausmaß, auftritt. 
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wie rechts für WZSreg dargestellt, immer als die halbe mittlere bis zu diesem 
Zeitpunkt eingetretene Operationsbearbeitungszeit angenommen, so findet in allen 
Fällen, wo die eingetretene RBZ 0 ZE beträgt, eine Überschätzung um die 
approximierte RBZ statt. Da dem durchgeführten Experiment eine vorgegebene 
mittlere Operationsbearbeitungszeit 10 ZE zugrunde liegt, ist eine Häufung von 
Überschätzungen in Höhe von ca. 5 ZE zu beobachten. 
Diese Betrachtung von Abbildung 18 scheint eher auf eine Vorteilhaftigkeit der 
WZSreg-Variante auf der linken Seite hinzudeuten, eine genauere Auswertung der 
Daten offenbart aber ein weniger klares Bild. So sind sowohl der Median als auch 
der Mittelwert der absoluten Schätzfehler bei Variante WZS0 mit 19,06689 ZE bzw. 
64,66309 ZE niedriger als bei Variante WZSreg, wo sie 20,18758 ZE bzw. 65,10452 
ZE betragen. Auch der Bereich zwischen unterem und oberem Quartil der 
Schätzfehler liegt bei Variante WZS0 mit dem Intervall [-18,43362; 19,69100] enger 
um einen angestrebten Schätzfehler von 0 ZE als bei Variante WZSreg, wo der 
Bereich mit [-20,19369; 20,18758] größer ausfällt. Gibt man einen absoluten 
Schätzfehler vor, den möglichst viele Schätzungen nicht überschreiten sollten, so ist 
Variante WZS0 vorteilhaft, solange dieser Grenzwert kleiner als 6,5 ZE ist. Bei 
beiden Varianten weisen ca. 28,5% aller Operationsdurchlaufzeitschätzungen einen 
Schätzfehler von weniger als 6,5 ZE auf. Wird ein niedrigerer Grenzwert 
vorgegeben, so ist der Anteil der ihn einhaltenden Schätzungen bei Variante WZS0 
größer als bei WZSreg. Bei einem Grenzwert größer 6,5 ZE verhält es sich 
umgekehrt. Es ist also eine Frage der Präferenz des Planers, welche Variante bei 
gegebenem Modell gewählt werden sollte. In der vorliegenden Arbeit wird Variante 
WZSreg aus mehreren Gründen gewählt. Sie wendet eine einheitliche Schätzfunktion 
unabhängig vom geschätzten Work Content an und erzeugt eine strukturbruchfreie, 
eingipflige Verteilung der Schätzfehler. Außerdem liegen der mittlere Schätzfehler 
und der mittlere absolute Schätzfehler näher bei 0 ZE. Da in den hier durchgeführten 
Experimenten die mittlere Operationsbearbeitungszeit 10 ZE beträgt, erscheint dies 
ein guter Grenzwert für den absoluten Schätzfehler, da er bedeutet, dass es 
tolerierbar ist, wenn der Auftrag im Mittel nur einen Auftrag früher bzw. später als 
erwartet aus der Warteschlange zur Bearbeitung überführt wird. Mithilfe von 
Variante WZSreg überschreitet ein größerer Anteil in Höhe von 38,13774% der 
Schätzungen diesen Grenzwert nicht, bei Variante WZS sind es 36,30433%. Im 
weiteren Verlauf der folgenden Abschnitte wird für den Vergleich der 
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Schätzverfahren nur WZS in der WZSreg-Variante herangezogen. Gleiches gilt für 
alle darauf folgenden Experimente. 
6.1.2.2 Experimenteller Vergleich der Durchlaufzeitschätzverfahren 
Für eine erste Beurteilung der Schätzqualität stellt Tabelle 25 die mittleren 
absoluten Operationsdurchlaufzeitschätzfehler in Abhängigkeit vom Schätzverfahren 
und der angewandten Prioritätsregel dar. Eine Unterteilung nach 
Produktionsschritten findet nicht statt, d.h. langfristige und kurzfristige Schätzungen 
werden gemeinsam betrachtet. Um diese Werte in Relation setzen zu können, wird 
zum einen in der letzten Zeile die mittlere Operationsdurchlaufzeit bei Anwendung 
der jeweiligen Prioritätsregel angeführt. Zum zweiten gibt die zweite Zeile jedes 
Schätzverfahrens an, um wie viel Prozent der bei seinem Einsatz in Kombination mit 
der jeweiligen Prioritätsregel aufgetretene mittlere absolute Schätzfehler den 
mittleren absoluten Schätzfehler des bei dieser Prioritätsregel besten Verfahrens 
übersteigt. Der Blick auf Tabelle 25 offenbart bereits zwei Verbesserungen, die 
durch die Verwendung des WZS-Verfahrens erzielt werden können. Zum einen sind 
die absoluten Schätzfehler der anderen Verfahren ja nach angewandter Prioritätsregel 
deutlich zwischen 24,60% und 127,52% bzw. im Mittel 52,16% höher. Dies schlägt 
sich auch im nicht in Tabelle 25 dargestellten Median der absoluten Schätzfehler 
nieder, der im Mittel bei den anderen Verfahren mit 49,567 ZE um 159,96% höher 
ist als bei WZS mit 19,067 ZE. Deutlich wird der große Vorteil von WZS bei der 
sehr genauen Schätzung eines großen Teils der Aufträge, wenn man bedenkt, dass 
38,14% der Operationsdurchlaufzeitschätzungen maximal eine mittlere 
Operationsbearbeitungszeit, also 10 ZE abweichen. Bei den anderen Verfahren gilt 
dies im Mittel nur für 14,71% der Schätzungen. Zum anderen wird die Abhängigkeit 
der Vorteilhaftigkeit von der gewählten Prioritätsregel reduziert, da alle anderen 
Schätzverfahren sehr unterschiedlich präzise Schätzungen in Kombination mit den 
verschiedenen Regeln aufweisen. Dies ist z.T. darin zu begründen, dass die 
Schätzverfahren nur dann bessere Ergebnisse erzielen, wenn sie auf den gleichen 
Kennzahlen, wie z.B. der Operationsbearbeitungszeit, basieren, wie die 
Prioritätsregel, die angewandt wird.533 Das WZS-Verfahren erreicht durch die 
                                                 
533 So ist z.B. zu beobachten, dass OBZ das zweitgenauste Schätzverfahren bei Anwendung der SPT-Regel ist. 
Dadurch, dass OBZ die Operationsbearbeitungszeit als Grundlage für die Schätzung heranzieht, entspricht dies 
implizit der Berücksichtigung des SPT-basierenden Prioritätswerts. Analog führt MWC zu den zweitbesten 
Schätzergebnissen bei Anwendung der FIFO-Regel, bei der neue Aufträge immer am Ende der Warteschlange 
eingereiht werden und ihre Wartezeit somit vom bereits vorliegenden Work Content abhängt.  
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explizite Berücksichtigung der Prioritätsregel eine Schätzqualität, die weniger von 
der jeweils eingesetzten Prioritätsregel abhängt. 
 
Operations-DLZ-
Schätzverfahren 
Prioritätsregel (PR) Mittel über 
PRen FIFO SPT PT+WINQ ODD MCOVERT ATC 
UNIF 
mittl. abs. 
Schätzfehler 134,770 65,608 94,621 125,641 115,050 97,522 105,536 
Abw. vom PR-
Bestwert 86,90% 65,45% 36,17% 87,41% 53,68% 50,86% 63,29% 
OBZ 
mittl. abs. 
Schätzfehler 164,063 56,543 93,001 102,735 106,467 87,116 101,654 
Abw. vom PR-
Bestwert 127,52% 42,59% 33,84% 53,25% 42,22% 34,76% 57,28% 
HWZ 
mittl. abs. 
Schätzfehler 126,085 60,284 88,994 118,079 107,168 91,973 98,762 
Abw. vom PR-
Bestwert 74,86% 52,02% 28,07% 76,13% 43,15% 42,28% 52,80% 
MWC 
mittl. abs. 
Schätzfehler 89,845 70,371 95,351 86,089 98,676 84,312 87,440 
Abw. vom PR-
Bestwert 24,60% 77,46% 37,22% 28,42% 31,81% 30,42% 35,29% 
WZS 
mittl. abs. 
Schätzfehler 72,108 39,655 69,489 67,039 74,863 64,644 64,633 
Abw. vom PR-
Bestwert 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
Mittelwert über 
Schätzverfahren 117,374 58,492 88,291 99,911 100,445 85,113 91,605 
Vergleich: mittlere 
Operations-DLZ 165,795 57,364 82,956 132,976 99,883 86,461 104,240 
Tabelle 25 - Mittlerer absoluter Operationsdurchlaufzeitschätzfehler in ZE sowie prozentuale Schätzfehlererhöhung im 
Vergleich zum jeweils niedrigsten Schätzfehler in Abhängigkeit vom Schätzverfahren und der eingesetzten 
Prioritätsregel 
Um detailliertere Aussagen auch zur Signifikanz der Effekte machen zu können, 
wird eine fünffaktorielle ANOVA mit den in Abschnitt 6.1.2.1 beschriebenen 
unabhängigen Variablen Prioritätsregel, Systemauslastung, Störungsvariante, 
Operationsdurchlaufzeitschätzverfahren und Distanz der Schätzung in 
Produktionsschritten durchgeführt.534 Wie in Tabelle 26 zu sehen, weist das 
Gesamtmodell einen Signifikanzwert nahe null auf, genau wie fast alle direkten 
Effekte der unabhängigen Variablen allein und die meisten Interaktionseffekte.535 
Die Effekte mit Signifikanzwerten größer 0,05 sind nach den in 5.1.3.4 
beschriebenen Zusammenhängen als unsicher bzw. nicht vorliegend zu betrachten. 
An dieser Stelle ist bereits die interessante, nicht unbedingt zu erwartende 
                                                 
534 Für die ANOVA sowie die folgenden Untersuchungen wird, soweit nicht anders angegeben, die zufällige 
Teilstichprobe herangezogen, deren Beschreibung in Abschnitt 6.1.2.1 zu finden ist. 
535 Wiederum werden Interaktionseffekte zwischen Faktoren durch ein „*“ ausgewiesen und Effekte, deren 
Signifikanzwert 0,05 überschreiten, rot dargestellt. 
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Feststellung zu machen, dass die Schätzdistanz nur in Kombination mit wenigen 
anderen unabhängigen Variablen einen signifikanten Einfluss auf die Schätzqualität 
hat. Generell ist nicht festzustellen, dass eine geringe Schätzdistanz automatisch zu 
einer höheren Genauigkeit führt. Die für den Einsatz der Schätzverfahren 
wesentlichen signifikanten Effekte sollen im Folgenden, auch mithilfe von REGWF-
Tests, näher betrachtet werden. Zur anschaulicheren Darstellung werden die 
Ergebnisse der Interaktionseffektuntersuchung primär in grafischer Form dargestellt, 
lassen sich aber analog auch anhand der entsprechenden Testergebnisse zeigen. 
 
Unabhängige Variablen der ANOVA (Variationsquellen) ANOVA-Signifikanzwert der Variationsquellen 
Gesamtmodell 0,00000 
Konstanter Term 0,00000 
Systemauslastung 0,00000 
Prioritätsregel 0,00000 
Schätzverfahren 0,00000 
Störungen 0,00000 
Schätzdistanz 0,07431 
Systemauslastung * Prioritätsregel 0,00000 
Systemauslastung * Schätzverfahren 0,00000 
Systemauslastung * Störungen 0,00000 
Systemauslastung * Schätzdistanz 0,25687 
Prioritätsregel * Schätzverfahren 0,00000 
Prioritätsregel * Störungen 0,00000 
Prioritätsregel * Schätzdistanz 0,00000 
Schätzverfahren * Störungen 0,00000 
Schätzverfahren * Schätzdistanz 0,00000 
Störungen * Schätzdistanz 0,39775 
Systemauslastung * Prioritätsregel * Schätzverfahren 0,00000 
Systemauslastung * Prioritätsregel * Störungen 0,00007 
Systemauslastung * Prioritätsregel * Schätzdistanz 0,00000 
Systemauslastung * Schätzverfahren * Störungen 0,57618 
Systemauslastung * Schätzverfahren * Schätzdistanz 0,77421 
Systemauslastung * Störungen * Schätzdistanz 0,08787 
Prioritätsregel * Schätzverfahren * Störungen 0,00000 
Prioritätsregel * Schätzverfahren * Schätzdistanz 0,03831 
Prioritätsregel * Störungen * Schätzdistanz 0,00000 
Schätzverfahren * Störungen * Schätzdistanz 0,20197 
Systemauslastung * Prioritätsregel * Schätzverfahren * Störungen 0,44679 
Systemauslastung * Prioritätsregel * Schätzverfahren * Schätzdistanz 0,04805 
Systemauslastung * Prioritätsregel * Störungen * Schätzdistanz 0,01977 
Systemauslastung * Schätzverfahren * Störungen * Schätzdistanz 0,76973 
Prioritätsregel * Schätzverfahren * Störungen * Schätzdistanz 0,57732 
Systemauslastung * Prioritätsregel * Schätzverfahren * Störungen * 
Schätzdistanz 
0,51563 
Tabelle 26 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für den absoluten Fehler der 
Operationsdurchlaufzeitschätzung 
In Tabelle 25 werden in der letzten Spalte die mittleren absoluten Schätzfehler in 
Abhängigkeit vom Schätzverfahren angegeben. Mithilfe des REGWF-Tests lässt sich 
nachweisen, dass WZS die signifikant geringsten mittleren absoluten Fehler 
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aufweist, während diese sich bei den anderen Verfahren außer unter Anwendung von 
MWC, dem zweitbesten Verfahren, nicht signifikant voneinander unterscheiden.536 
Für eine bessere Einschätzung der Wirkungsweise der einzelnen Verfahren ist aber 
darüber hinaus auch von Interesse, wie die Schätzfehler verteilt sind. Die in 
Abbildung 19 dargestellten Boxplots zeigen auf, dass unabhängig vom Verfahren die 
Interquartilsabstände der Schätzungsabweichungen relativ schmal sind und die 
Ausreißer vor allem im Bereich der Unterschätzung sehr große Werte annehmen 
können.537 Eine genaue Berechnung der Schätzungsabweichungs-Quartile zeigt, dass 
der Bereich zwischen unterem und oberem immer den Nullwert beinhaltet und der 
Median unabhängig vom Schätzverfahren größer Null ist. Die mittleren 
Schätzungsabweichungen hingegen sind für alle Schätzverfahren kleiner Null, zeigen 
also im Mittel eine Unterschätzung auf. Grundsätzlich steht also unabhängig vom 
Verfahren ein großer Anteil leichter Überschätzungen einer geringeren Zahl 
deutlicher Unterschätzungen gegenüber.538 
 
 
Abbildung 19 - Boxplots der Abweichung der geschätzten von der eingetretenen Operationsdurchlaufzeit in 
Abhängigkeit vom Schätzverfahren 
                                                 
536 Die Signifikanzaussage basiert ebenfalls auf der Untersuchung des durch Zufallsstichprobe reduzierten 
Datensatzes. Führt man den Test auf Grundlage der vollständigen Stichprobe durch, so unterscheiden sich alle 
mittleren absoluten Schätzfehler in Abhängigkeit vom Schätzverfahren signifikant voneinander. Das lässt darauf 
schließen, dass Unterschiede zwischen OBZ, HWZ und UNIF zwar vorliegen, aber sehr schwach ausgeprägt sind. 
537 Eine Beschreibung von Boxplots und dem Interquartilsabstand findet sich in FAHRMEIR et al. (2007), S. 64-
69. 
538 Dies ist auch einleuchtend, da alle Schätzverfahren in der einen oder anderen Form auf Mittelwerte 
vergangener Aufträge zurückgreifen und daher kaum in der Lage sind, extreme Verzögerungen eines Auftrags zu 
antizipieren. Gleichzeitig ist die Überschätzung einer Operationsdurchlaufzeit dadurch beschränkt, dass die 
eintretende Zeitspanne mindestens 0 ZE betragen muss. 
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Da Abbildung 19 aufgrund der großen Streubreite der Ausreißer sehr wenig 
Details über den Bereich zwischen unterem und oberem Quartil und die Gründe der 
geringeren absoluten Schätzfehler der WZS-Schätzungen erkennen lässt, werden in 
Abbildung 20 die Histogramme der Schätzfehler in Abhängigkeit vom 
Schätzverfahren dargestellt. Um den zentralen Bereich besser beurteilen zu können, 
wird vom Histogramm nur das Intervall [-150 ZE; 150 ZE] wiedergegeben. 
 
 
Abbildung 20 - Ausschnitt von -150 bis 150 ZE der Histogramme der Abweichung der geschätzten von der eingetretenen 
Operationsdurchlaufzeit in Abhängigkeit vom Schätzverfahren 
Diese Darstellung offenbart eine weitere Schwäche der Verfahren UNIF und 
HWZ. Wünschenswert ist es, dass der Großteil der Aufträge Schätzfehler aufweist, 
die sich symmetrisch auf einen möglichst kleinen Bereich um 0 ZE verteilen, wobei 
das Maximum der Häufigkeitsverteilung bei 0 ZE liegen sollte. Diese beiden 
Verfahren weisen jedoch eine flache Verteilungsfunktion mit einem Gipfel auf, der 
bei einem Fehler von deutlich mehr als 0 ZE liegt. Beim OBZ-Verfahren wird zwar 
das Maximum der Fehlerhäufigkeitsverteilung bei 0 ZE erreicht, die Verteilung ist 
jedoch auch relativ breitgipflig. Einzig WZS und MWC führen zu einer relativ 
schmalgipfligen Fehlerhäufigkeitsverteilung mit einem Modalwert nahe 0 ZE. Die 
starke Häufung von WZS-Schätzfehler in Höhe von ca. +5 ZE wurde bereits 
ausführlich in Abschnitt 6.1.2.1 erörtert. 
6.1.2.3 Untersuchung der Einflussfaktoren auf die Genauigkeit der 
Durchlaufzeitschätzung 
In Bezug auf die Interaktionseffekte ist festzustellen, dass alle zwischen 
Durchlaufzeitschätzverfahren und jeweils einer weiteren unabhängigen Variable als 
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signifikant ausgewiesen werden können.539 Zunächst soll die Interaktion zwischen 
Durchlaufzeitschätzverfahren und vorgegebener Systemauslastung betrachtet 
werden. Abbildung 21 zeigt auf, dass WZS und MWC weniger an Schätzqualität bei 
steigendem Auslastungsgrad einbüßen.540 WZS erzielt unabhängig vom 
Auslastungsgrad die signifikant niedrigsten absoluten Schätzfehler und weist die 
geringste Abhängigkeit von der Systemauslastung auf. Außerdem zeigt Abbildung 
21, dass eine Betrachtung von ungleich ausgelasteten Maschinen auch in 
theoretischen Arbeiten unerlässlich ist. Erst dieser Fall offenbart die 
Unzulänglichkeiten der Verfahren, die die Maschinenauslastung nicht 
berücksichtigen, nämlich UNIF und OBZ. Beiden gelingt es nicht wie den anderen 
Schätzverfahren, den im Vergleich zu 0,90(g) geringeren mittleren System-Work-
Content zumindest teilweise für eine Verbesserung der Schätzqualität zu nutzen, weil 
sie eine Berücksichtigung der Maschinenauslastung weder explizit noch implizit 
vorsehen. 
 
 
Abbildung 21 - 95%-KIs für die Mittelwerte der absoluten Schätzfehler in Abhängigkeit von Schätzverfahren und 
Systemauslastung 
Grundsätzlich ist festzustellen, dass der mittlere absolute Schätzfehler bei 
Auftreten von Störungen deutlich steigt und sich über alle Verfahren hinweg im 
Mittel von 55,747 ZE auf 127,459 ZE mehr als verdoppelt. Die Auswirkungen sind 
                                                 
539 Vgl. Tabelle 26, die bei einem Signifikanzniveau von α = 0,05 diese Interaktionseffekte als signifikant 
ausweist. 
540 Zusätzlich zu den 95% Konfidenzintervallen werden hier und in den folgenden Grafiken Verbindungslinien 
zwischen den Mittelwerten angezeigt. Diese dienen der leichteren Identifikation der Interaktioneffekte. 
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allerdings unterschiedlich stark bei den einzelnen Schätzverfahren. Mit einem um 
49,447 ZE höheren mittleren absoluten Schätzfehler ist das WZS-Verfahren am 
wenigsten von den durch die Störungen erschwerten Schätzbedingungen betroffen. 
Bei allen anderen Verfahren steigt der mittlere absolute Schätzfehler um 67,490 bis 
82,301 ZE. Entsprechendes gilt auch für den Schätzfehlermedian, der sich durch 
Störungen bei WZS um 12,728 ZE erhöht und bei den anderen Verfahren im Mittel 
um 42,710 ZE. Der Anteil der absoluten Schätzfehler in Höhe von maximal 10 ZE 
sinkt durch Störungen bei WZS um 23,35% auf noch immer 0,3310 und bei den 
anderen Verfahren im Mittel um 48,90% auf 0,0995. WZS zeigt sich also deutlich 
robuster gegenüber Störungen als die anderen Verfahren. HWZ weist nicht nur die 
größte Fehlersteigerung durch Auftreten von Störungen auf, sondern ist auch das 
einzige Verfahren, das in der Rangfolge nach absteigender Schätzqualität vom dritten 
auf den vierten Platz sinkt. Bezieht man als dritte unabhängige Variable die 
Systemauslastung mit ein, so ist festzustellen, dass dieser Rangverlust bei den 
gleichmäßigen Auslastungen sogar noch größer auf Rang fünf ist, HWZ sich dafür 
im Fall der unterschiedlichen Maschinenauslastungen auf Rang drei halten kann.541 
Von besonderem Interesse sind die Interaktionen zwischen Schätzmethode und 
Prioritätsregel sowie Schätzmethode und Schätzdistanz, die beide in Abbildung 22 
dargestellt werden.542 Dort werden zusätzlich zu den 95%-Konfidenzintervallen der 
mittleren absoluten Schätzfehler in blau auch die der Mediane der absoluten 
Schätzfehler dargestellt. Letztere sind vor allem daher interessant, da es in der 
praktischen Anwendung erstrebenswert sein kann, bei gleichem Mittelwert lieber 
viele Durchlaufzeiten sehr akkurat zu schätzen und wenige deutliche Fehler zu 
haben, als überall eine mittlere Abweichung. Außerdem ist der Median der robustere 
Lageparameter, der nicht durch Ausreißer verzerrt wird. Zusätzlich gestattet die 
Gegenüberstellung von Mittelwert und Median weitere Erkenntnisse über die 
Verteilung der Schätzfehler. 
                                                 
541 Liegen im stationären Zustand unterschiedlich stark ausgelastete Maschinen vor, so schlägt sich dies in den 
historisch vor ihnen beobachteten Wartezeiten nieder. Dadurch ist HWZ in dieser Situation besser zur Schätzung 
von Operationsdurchlaufzeiten geeignet als UNIF und OBZ, die keine maschinenbezogenen Daten heranziehen. 
542 Abbildung 22 basiert auf dem vollständigen Datensatz, da die größere Glättung eine bessere Beurteilung der 
Effekte gestattet. Zu beachten ist entsprechend aber, dass Rückschlüsse auf die Signifikanz der Unterschiede 
zweier Mittelwerte zwar gelten, die nachgewiesenen Effekte aber sehr klein sein können. Insbesondere können 
aus dem Vergleich der Breite der Konfidenzintervalle mit anderen Abbildungen dieses Abschnitts keine Schlüsse 
gezogen werden. Für eine Darstellung dieser Zusammenhänge sei auf Abschnitt 5.3.3 und die dort genannten 
Veröffentlichungen verwiesen. 
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Um die Interaktionseffekte zwischen Distanz des Schätzhorizonts in 
Produktionsschritten und Schätzverfahren besser beurteilen zu können, 
veranschaulicht zusätzlich Abbildung 23 die 95%-Konfidenzintervalle des mittleren 
absoluten Schätzfehlers aggregiert über alle Prioritätsregeln.543 Beide Grafiken 
zeigen deutlich auf, dass die Qualität der Schätzung mithilfe der einzelnen Verfahren 
eine unterschiedliche Abhängigkeit vom Schätzhorizont aufweist. WZS und HWZ, 
die beide auf die Schätzung von Maschinen-Work-Contents zurückgreifen, erzielen 
damit im kurzfristigen Bereich einen deutlichen Vorteil, der Aufgrund der in 
Abschnitt 4.6.1 und 6.1.1 beschriebenen geringer werdenden WC-Schätzgenauigkeit 
mit steigender Schätzdistanz abnimmt. 
Die grafisch mithilfe des vollständigen Datensatzes feststellbaren Unterschiede 
der mittleren absoluten Schätzfehler finden Bestätigung in den Ergebnissen der 
REGWF-Tests, die die Unterschiede als signifikant ausweisen, die in den Grafiken 
anhand nicht überlappender Konfidenzintervalle zu erkennen sind. Die in Abschnitt 
6.1.2.1 beschriebene Zufallsstichprobe hingegen gestattet nur die Aufdeckung 
vereinzelter signifikanter Unterschiede. Die Wechselwirkungen zwischen 
Schätzverfahren und Schätzdistanz sind also im Vergleich zu den starken 
stochastischen Einflüssen zwar vorhanden, jedoch von geringerer Stärke. 
                                                 
543 Abbildung 23 basiert genau wie Abbildung 22 auf dem vollständigen Datensatz. Es gelten die gleichen 
Gründe und Konsequenzen. 
 245 
 
Abbildung 22 - 95%-KIs für die Mittelwerte und Mediane der mittleren absoluten Schätzfehler in Abhängigkeit von 
Schätzverfahren, Prioritätsregel und Schätzdistanz in Produktionsschritten 
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Abbildung 23 - 95%-KIs für die Mittelwerte der mittleren absoluten Schätzfehler in Abhängigkeit von Schätzverfahren 
und Schätzdistanz 
Zur Untersuchung der Interaktionseffekte zwischen Schätzverfahren und 
Prioritätsregel wird zusätzlich zur Abbildung 22 in Abbildung 24 eine Aggregation 
über die Distanzen vorgenommen. Abweichend von den bisherigen Darstellungen 
werden nicht die Mittelwerte und Konfidenzintervalle der absoluten Schätzfehler 
wiedergegeben. Stattdessen ist der mittlere absolute Schätzfehler in Relation zur 
mittleren Operationsdurchlaufzeit des jeweiligen Simulationslaufs Grundlage dieser 
Abbildung. Auf diesem Weg wird berücksichtigt, dass bei Anwendung der 
verschiedenen Prioritätsregeln, wie Tabelle 25 zu entnehmen, sich stark 
unterscheidende mittlere Operationsdurchlaufzeiten auftreten. Längere 
Durchlaufzeiten führen c.p. zu einer Erhöhung der Schätzfehler, allein schon da für 
weiter in der Zukunft liegende Zeitpunkte geschätzt werden muss. Vergleicht man 
die Schätzverfahren miteinander, so ist festzustellen, dass die Schätzfehler 
unterschiedlich stark von der angewandten Prioritätsregel abhängen. Der jeweilige 
REGWF-Test weist bei gegebenem Schätzverfahren unterschiedlich viele 
signifikante Unterschiede zwischen den Mittelwerten der relativen Schätzfehler 
aufgrund einer angewandten Prioritätsregel nach.544 Bei Anwendung des OBZ-
Verfahrens führen alle Prioritätsregeln zu nicht signifikant unterscheidbaren 
mittleren relativen Schätzfehlern. WZS und HWZ führen dazu, dass zwei signifikant 
                                                 
544 Diese REGWF-Tests basieren ebenfalls auf dem Datensatz mit dem reduzierten Stichprobenumfang. Damit 
soll vermieden werden, dass auch sehr kleine Effekte als signifikant ausgewiesen werden und somit die 
Gegenüberstellung mit anderen Vergleichen in dieser Arbeit inkonsistent wird. Die gleichen Tests auf Basis der 
gesamten Stichproben führten bei allen Schätzverfahren nur vereinzelt zu sich nicht signifikant unterscheidenden 
mittleren relativen Fehlern in Abhängigkeit von der Prioritätsregel. 
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unterscheidbare Gruppen auftreten. Die eine beinhaltet die Mittelwerte unter 
Anwendung von FIFO und ODD, die andere unter Anwendung der restlichen 
Prioritätsregeln. UNIF und MWC führen zu drei sich z.T. überschneidenden 
Gruppen.545 Die in Abbildung 24 gut zu erkennende stärkste Abhängigkeit von der 
Prioritätsregel weist das MWC-Schätzverfahren auf. Dies liegt daran, dass sich die 
Berücksichtigung des Maschinen-Work-Contents sehr gut eignet, die Durchlaufzeit 
zu schätzen, die bei Prioritätsregeln auftritt, bei denen neu ankommende Aufträge 
wie bei FIFO und ODD zumeist relativ weit hinten in der Warteschlange eingeordnet 
werden. Die SPT- und abgeschwächt die PT+WINQ-Regel hingegen, die oftmals 
neue Aufträge auch weit vorn einordnen, führen dazu, dass das MWC-Verfahren 
ungeeignet wird. Hier zeigt sich die Stärke von WZS, das neben dem Work Content 
auch die Prioritätswerte berücksichtigt und damit in beiden Fällen sehr gute 
Ergebnisse erzielt. Abbildung 24 zeigt allerdings auch die Grenzen von WZS, dass 
bei schwerer schätzbaren Prioritätswerten wie unter Verwendung von MCOVERT, 
PT+WINQ und ATC signifikant höhere relative Schätzfehler als bei den anderen 
Prioritätsregeln aufweist.546 Auf Abbildung 22 zurückkommend, zeigt sich auch, 
dass wie bei MCOVERT die Berücksichtigung von Terminen dazu führen kann, dass 
Schätzfehler mit der Schätzdistanz sinken. Eine Betrachtung der Interaktionseffekte 
zwischen Schätzverfahren, Prioritätsregel, Schätzdistanz und Auslastungsgrad lässt 
Rückschlüsse auf Hintergründe für ein solches Verhalten zu. Vor allem bei hohen 
Systemauslastungsgraden kann es zu häufigen Zurückstellungen von Aufträgen in 
einem frühen Stadium der Produktion kommen, wodurch deutliche Unterschätzungen 
entstehen. Wird der Auftrag schließlich eilig, ist seine Operationsdurchlaufzeit 
wieder genauer schätzbar, weil er weit vorn in den Warteschlangen eingeordnet wird, 
damit jedoch wieder zu Verzögerung neu angekommen Aufträge führt. Auch hier 
zeigt sich in Abbildung 22 der Vorteil der Prioritätswertberücksichtigung wie bei 
WZS, die diese Verzerrungen deutlich abmildert. 
                                                 
545 Bei UNIF umfassen die drei Gruppen nicht signifikant unterscheidbarer Mittelwerte die Faktorstufen FIFO 
und ODD, ODD und PT+WINQ sowie PT+WINQ, MCOVERT, ATC und SPT. Bei MWC-Anwendung handelt 
es sich um die Gruppen FIFO und ODD, MCOVERT, ATC und PT+WINQ sowie PT+WINQ und SPT. 
546 Obwohl MCOVERT- und ATC-Regel verwandt sind, lassen sich für Letztere zukünftige Prioritätswerte in 
vielen Fällen einfacher schätzen, was aus den in Tabelle 22 angegebenen Berechungsweisen ableitbar ist. 
Während sich bei ATC bei aufgebrauchtem globalen Schlupf der Prioritätswert nur noch aus der bekannten 
Operationsbearbeitungszeit ergibt, wird bei MCOVERT der lokale Schlupf erst später verbraucht und selbst dann 
fließt bei der modifizierten, hier herangezogenen Variante der negative Schlupf noch ein. Zur Berechnung des 
zukünftigen Prioritätswerts müssen demnach bei MCOVERT oft mehr Kennzahlen geschätzt werden, die 
stochastischen Einflüssen unterliegen als bei ATC. 
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Abbildung 24 - 95%-KIs für die Mittelwerte der mittleren absoluten Schätzfehler in Relation zur 
Operationsdurchlaufzeit in Abhängigkeit von Schätzverfahren und Prioritätsregel 
Auch die einzelnen hier beispielhaft untersuchten Prioritätsregeln offenbaren eine 
Reihe wichtiger Erkenntnisse über das Zusammenspiel von Prioritätsregel und 
Operationsdurchlaufzeitschätzverfahren. Die FIFO- und ODD-Regel zeigen zum 
einen, dass bei einfach schätzbarer Reihenfolge enorme Vorteile durch die 
Berücksichtigung des Work Contents wie durch WZS und MWC erzielt werden 
können. Da beide Regeln bei FIFO-Steuerung ex- bzw. implizit die gleiche 
Prioritäten neu ankommender Aufträge und damit die gleiche Positionen in der 
Warteschlange berücksichtigen, schlägt sich in der Schätzgenauigkeit der zusätzliche 
Vorteil von WZS nieder, das nicht einfach den aktuellen Work Content heran zieht, 
sondern den zukünftigen schätzt und außerdem die Restbearbeitungszeit 
berücksichtigt. In Tabelle 25 ist zu erkennen, dass bei FIFO-Steuerung die 
Nichtberücksichtigung dieser Informationen bereits zu 24,60% höheren absoluten 
Schätzfehlern führt, wenn MWC anstatt von WZS eingesetzt wird. 
Zu erklären sind noch die beiden Ausreißer, die aus Abbildung 22 hervorgehen. 
Der erste tritt bei SPT-Steuerung und WZS-Schätzung im Rahmen der Schätzung für 
den ersten Produktionsschritt auf. Der Median des absoluten Schätzfehlers beträgt 
hier nur 2,1 ZE, während er bei allen Schätzdistanzen einen Wert von ca. 7 ZE 
annimmt. Dieser Ausreißer ist auf die Restbearbeitungszeit zurückzuführen. Bei 
Auftragsankunft ist diese für die erste Operation bekannt und bei sehr kleinen 
Operationsbearbeitungszeiten ist zusätzlich zu erwarten, dass dieser Auftrag an der 
Spitze der Warteschlange eingeordnet werden wird. Viele Operationsdurchlaufzeiten 
können in diesen Fällen somit exakt geschätzt werden, wohingegen für alle 
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Nachfolgeoperationen nur die mittlere Restbearbeitungszeit für einen am 
Warteschlangenkopf erwarteten Auftrag herangezogen werden kann. 
Die deutlich geringeren absoluten Schätzfehler für Operationsdurchlaufzeiten der 
Distanz zehn unter Verwendung der PT+WINQ-Regel sind auf die abweichende 
Priorität der letzten Operation zurückzuführen. Da es für diese keine 
Nachfolgeoperation gibt, beschränkt sich der Prioritätswert auf die 
Operationsbearbeitungszeit. Dadurch haben die letzten Operationen im Mittel 
deutlich höhere Prioritäten und damit auch eine niedrigere und leichter zu schätzende 
Operationsdurchlaufzeit. Für das WZS-Verfahren kommt zusätzlich hinzu, dass 
dieses explizit die Priorität berücksichtigt und damit voraussieht, dass diese Aufträge 
im vorderen Bereich der Warteschlange sein und eine kurze Operationsdurchlaufzeit 
aufweisen werden. Derartige Anomalien bei der Bestimmung des Prioritätswerts 
oder der Schätzung der Operationsdurchlaufzeiten sollten auch beim Einsatz anderer 
als der hier exemplarisch untersuchten Prioritätsregeln nicht außer Acht gelassen 
werden, um sich bei Rückgriff auf die geschätzten Operationsdurchlaufzeiten evtl. 
Probleme bewusst zu sein. 
6.1.2.4 Zusammenfassende Beurteilung der Durchlaufzeitschätzverfahren 
In den vorangegangenen Abschnitten wurde ausführlich untersucht und 
dargestellt, wie sich die verschiedenen Schätzverfahren in der Anwendung verhalten. 
Der Umfang dieser Betrachtung trägt der Tatsache Rechnung, dass die Schätzung 
von Operationsdurchlaufzeiten sowohl in dieser Arbeit als auch in einer Vielzahl 
anderer Fragestellungen eine entscheidende Rolle spielt. Es wurde gezeigt, dass 
WZS universell im Rahmen üblicher Modellausgestaltungen eingesetzt werden kann 
und zu deutlichen Verbesserungen der Schätzgenauigkeit im Vergleich zu den 
üblichen Verfahren führt. Im Rahmen der untersuchten Fragestellung stellt WZS die 
dominante Operationsterminvergabemethode dar. Dennoch ist empfehlenswert, sich 
genau mit der jeweils vorliegenden Situation auseinanderzusetzen, da eine Vielzahl 
von Faktoren einen Einfluss auf die Schätzgenauigkeit von WZS wie auch die von 
anderen Verfahren hat. Auch wenn aufgrund der starken stochastischen Einflüsse 
und komplexen Ströme der Aufträge im System noch immer ein deutlicher 
Schätzfehler vorliegt, bleibt festzuhalten, dass mit relativ geringem Rechenaufwand 
eine deutliche Verbesserung der Genauigkeit erzielt werden kann. Die Stärke von 
WZS liegt darin, dass sowohl die geschätzten Maschinen-Work-Contents als auch 
geschätzte Auftragsprioritäten berücksichtigt werden. Außerdem kann eine relativ 
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hohe Unabhängigkeit der Qualität der Operationsdurchlaufzeitschätzung von 
Einflussgrößen wie Prioritätsregel, der Verteilung der Maschinenauslastungen im 
System und dem Vorliegen von Störungen erreicht werden. 
6.1.2.5 Vergleich der Schätzverfahren bei der Nutzung zur Festlegung der 
Operationstermine 
In Abschnitt 3.5.2 wurde die Bestimmung von Auftrags- und Operationsterminen 
ausführlich dargestellt. Da mit WZS ein neues Verfahren zur Festlegung bereitsteht, 
sollen die fünf in Abschnitt 4.6.3 dargestellten Verfahren verglichen werden. Dafür 
wird die ODD-Regel herangezogen. Die Operationstermine werden mit WZS, UNIF, 
OBZ, MWC und HMZ bestimmt. Der Auftragstermin wird wiederum extern 
vorgegeben, und zwar, indem die Terminmultiplikatoren547 TM6 und TM10 
Anwendung finden. Für Maschinenauslastungen werden die vier Varianten 0,80(g), 
0,90(g), 0,95(g) und 0,95(u) betrachtet. Störungen liegen in Form der Varianten S0 
und S100/1000 vor, die in Abschnitt 5.2.3 beschrieben wurden. Bei 40 Replikationen 
folgen daraus 3.200 durchzuführende Einzelläufe. Untersucht wird der Einfluss der 
Festlegung der Operationstermine mithilfe der fünf Verfahren auf die acht in Tabelle 
4 beschriebenen Zielsetzungen. 
Die Betrachtung der in Tabelle 27 wiedergegebenen Signifikanzwerte, die 
mithilfe von jeweils einer ANOVA für jede der acht zu minimierenden Zielgrößen 
zeigen auch, dass das gesamte Modell als auch ein großer Teil der Effekte einen 
signifikanten Erklärungsgehalt aufweisen. Alle direkten Effekte der unabhängigen 
Variablen sind signifikant und bis auf σF und σT unterliegen alle Zielsetzungen einer 
signifikanten Abhängigkeit von allen Interaktionseffekten zwischen zwei 
unabhängigen Variablen. Eine signifikante Abhängigkeit von sämtlichen 
Interaktionseffekten besteht bei α = 0,05 nur für T , Tθ  und AL , während bei den 
übrigen Zielsetzungen nicht alle Interaktionseffekte zwischen drei oder allen vier 
unabhängigen Variablen signifikant ausgewiesen werden können. Auffällig ist auch, 
dass vor allem Interaktionseffekte mit dem Verfahren zur Bestimmung der 
Operationstermine oftmals nicht signifikant sind. 
 
                                                 
547 Die genaue Funktionsweise des Terminmultiplikators wird in Abschnitt 5.2.2 erläutert. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
OT 0,00000 0,00000 0,00122 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
OT * Ausl 0,00000 0,00000 0,92989 0,00000 0,00000 0,91039 0,00000 0,00000 
OT * St 0,00000 0,00000 0,02518 0,00000 0,00000 0,00037 0,00000 0,00000 
OT * TM 0,00000 0,00160 0,94460 0,00458 0,00992 0,07689 0,00000 0,00299 
Ausl * St 0,00000 0,00000 0,01088 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * TM 0,00000 0,00000 0,16078 0,00000 0,00000 0,00000 0,00000 0,00000 
St * TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00002 0,00000 0,00000 
OT * Ausl * St 0,01405 0,10461 0,86164 0,00002 0,29752 0,00067 0,00000 0,00000 
OT * Ausl * TM 0,02256 0,61230 1,00000 0,00216 0,29621 0,98126 0,00000 0,00005 
OT * St * TM 0,23703 0,59290 0,99314 0,00800 0,24969 0,86747 0,00069 0,00004 
Ausl * St * TM 0,00142 0,00790 0,06433 0,00000 0,00155 0,00000 0,00000 0,00000 
OT * Ausl * St * 
TM 0,58181 0,60930 0,98345 0,00354 0,71896 0,00951 0,00000 0,00000 
  Abkürzungen: 
  OT: Operationsterminvergabemethode 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
TM: Terminmultiplikator 
St: Störungsvariante 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 27 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung der Operationsterminvergabemethode 
Vergleicht man die in Tabelle 28 wiedergegebenen Zielgrößenmittelwerte unter 
Verwendung der fünf Verfahren, so werden aggregiert über die anderen 
Untersuchungsparameter mithilfe von OBZ immer die besten Ergebnisse erreicht. 
Diese Vorteilhaftigkeit ist in der Regel signifikant außer bei der Minimierung von σF, 
wo keinerlei signifikante Mittelwertunterschiede zwischen den Verfahren vorliegen 
und σT, bei dem keine signifikanten Unterschiede bei den drei besten Verfahren 
OBZ, WZS und HWZ feststellbar sind. WZS stellt für die meisten Zielsetzungen die 
zweitbeste Methode dar, führt aber zu keinen signifikanten Verbesserungen im 
Vergleich zur drittbesten HWZ und z.T. auch nicht im Vergleich zu den restlichen 
Methoden zur Bestimmung der Operationstermine. Die schlechteste Zielerreichung 
weist immer MWC auf. In Bezug auf die Interaktionseffekte sind nur wenige 
systematische Abhängigkeiten zu beobachten. Einzig im Vergleich von HWZ und 
WZS zeigt sich, dass ersteres Verfahren eher bei 0,80(g) und 0,95(u) vorteilhaft ist 
und WZS bei gleicher Maschinenauslastung in Höhe von 0,9 bzw. 0,95. 
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Operations-
termin-
vergabe-
methode 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
OBZ 1147,728 2241,373 299,314 515,230 1234,696 199,416 0,59041 642,421 
WZS 1313,028 2409,055 305,959 647,028 1393,809 214,219 0,66280 740,719 
HWZ 1324,378 2405,379 304,171 655,971 1392,100 217,527 0,68011 747,254 
UNIF 1348,154 2435,760 305,917 671,968 1424,595 222,655 0,69871 755,471 
MWC 1395,299 2496,757 311,715 711,294 1475,009 227,944 0,72248 786,980 
Tabelle 28 - Mittlere Zielgrößenwerte in Abhängigkeit von der Operationsterminvergabemethode 
Mit diesen Ergebnissen bestätigt sich die Empfehlung von BAKER, der zu einer 
Verteilung der verfügbaren Zeitspanne mit OBZ auf die Operationsdurchlaufzeiten 
rät.548 Auch sind sie ein Indiz für die Richtigkeit der Empfehlung von GEE und 
SMITH, die Auftragstermine auf Basis geschätzter Operationstermine zu bestimmen 
und nicht umgekehrt.549 Obwohl, wie in Abschnitt 3.5.2 ausgeführt und in Abschnitt 
6.1.2.2 anhand von WZS nachgewiesen, zusätzliche Informationen zu deutlich 
genaueren Schätzungen der Durchlaufzeiten führen, schlagen sich diese Vorteile 
nicht in einer besseren Zielerreichung nieder, wenn es einen extern vorgegebenen 
Termin einzuhalten gilt. Wenn der Auftragstermin nicht durch den Planer 
beeinflussbar ist, kann WZS zwar dazu dienen, den Fertigstellungszeitpunkt genauer 
zu prognostizieren, OBZ führt aber dazu, dass mit der ODD-Regel die betrachteten 
Zielgrößen besser erreicht werden können. Dies ist vermutlich darauf 
zurückzuführen, dass ODD zum einen den Termin berücksichtigt, auf der anderen 
Seite aber durch OBZ auch eine Operationsbearbeitungszeitkomponente erhält, die 
es gestattet, teilweise die Vorteile der SPT zu nutzen. Vom Planer festgelegte 
Auftragstermine, die nicht Thema dieser Arbeit sind, könnten evtl. WZS zum 
vorzuziehenden Verfahren machen. Für eine endgültige Klärung dieser 
Zusammenhänge wäre eine Reihe von Experimenten notwendig, die nicht in die 
Fragestellung der vorliegenden Arbeit fallen. 
In den Experimenten der folgenden Abschnitte wird die Festlegung der 
Operationstermine mithilfe des zweitbesten Verfahrens WZS durchgeführt. So soll 
eine konsistente Schätzung der Operationsdurchlaufzeiten bei der Festlegung der 
Operationstermine und darauf folgend bei der Ermittlung der erwarteten 
Fertigstellungszeitpunkte garantiert werden. Dies widerspricht nicht dem Anspruch 
auf Austauschbarkeit der Module, da im praktischen Einsatz jedes beliebige 
Verfahren zum Einsatz gebracht werden kann. In der vorliegenden Arbeit dient WZS 
                                                 
548 Vgl. BAKER (1984b) und Abschnitt 3.5.2. 
549 Vgl. GEE/SMITH (1993) und Abschnitt 3.5.2. 
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am besten der Untersuchung der Wirkungsweise von Voraussichtserweiterungen, da 
evtl. Störeinflüsse aufgrund von Unterschieden bei Operationsterminvergabe und 
Fertigstellungsterminschätzung nicht berücksichtigt werden müssen. 
6.2 Steuerung ausschließlich auf Basis von Prioritätsregeln 
Im Abschnitt 5.2 wurde dargelegt, wie das System ausgestaltet ist, das zur 
experimentellen Untersuchung der Wirksamkeit der in Kapitel 4 vorgestellten 
Voraussichtsmechanismen herangezogen wird. Dabei handelt es sich um eine 
mögliche Festlegung einzelner Größen, die in realen Systemen oder anderen 
Modellen gänzlich andere Werte annehmen können. Dies hat zur Folge, dass, wenn 
z.B. allein die mittlere Operationsbearbeitungszeit nicht, wie in der vorliegenden 
Arbeit angenommen 10 ZE, sondern z.B. 15 ZE beträgt, die absoluten zu 
minimierenden Zielgrößenwerte gänzlich andere Werte annehmen. Aus diesem 
Grund wird in den folgenden Abschnitten weitgehend darauf verzichtet, absolute 
Werte wiederzugeben. Vielmehr wird auf die prozentualen Änderungen zu den 
Referenzzielgrößenwerten eingegangen, die zustande kommen, wenn die Steuerung 
ohne die Erweiterung durch Voraussicht, ausschließlich durch eine der 
Prioritätsregeln aus Tabelle 22 stattfindet. Als absoluter Bezugspunkt der ab 
Abschnitt 6.3 folgenden Experimente dient ein Vorexperiment, in dem die 
Reihenfolgeplanung allein mit Prioritätsregeln stattfindet. Es werden alle in 
Abschnitt 5.2 dargestellten Systemausgestaltungsvarianten berücksichtigt, um für 
jedes Experiment die korrespondierenden Referenzwerte zur Verfügung zu haben. In 
diesem Experiment findet demnach jeweils eine der sechs Prioritätsregeln aus 
Tabelle 22 Anwendung. Es werden alle vier Systemauslastungen aus Tabelle 21 in 
Kombinationen mit beiden Störungsvarianten aus Tabelle 20 und den drei 
Terminmultiplikatoren aus Tabelle 19 untersucht. Bei jeweils 40 unabhängigen 
Replikationen folgt daraus ein Experimentumfang von 5.760 Einzelläufen. In Tabelle 
29 werden die mittleren Werte der acht in Tabelle 4 beschriebenen Zielgrößen für 
den Terminmultiplikator TM6 wiedergegeben, in Tabelle 30 für TM8 und schließlich 
in Tabelle 31 für TM10. In den Tabellen ist jeweils durch einen grünen 
Zellenuntergrund der minimale mittlere Zielgrößenwert gekennzeichnet, der durch 
eine der sechs Prioritätsregeln für eine Systemkonstellation, gekennzeichnet durch 
eine bestimmte Ausprägung von Systemauslastung, Störungsvariante und 
Terminmultiplikator, erreicht wird. 
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 Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 
S0
 
0,80(g) 495,60 1198,35 157,23 39,49 739,03 86,82 0,2879 183,13 
0,90(g) 983,25 1968,34 279,17 397,60 1516,14 281,29 0,8938 411,70 
0,95(g) 1867,23 3056,41 376,05 1267,63 2573,36 394,86 0,9985 1267,77 
0,95(u) 655,83 1516,39 249,77 223,18 1088,98 210,61 0,6884 270,34 
S1
00
/1
00
0 0,80(g) 1118,86 2667,13 376,42 530,00 2175,72 378,07 0,9170 540,89 
0,90(g) 2218,34 4105,57 536,28 1618,64 3595,45 549,55 0,9994 1618,69 
0,95(g) 3836,72 6097,90 638,81 3236,96 5567,54 650,25 1,0000 3236,96 
0,95(u) 1411,50 3124,24 489,96 936,34 2665,24 473,26 0,9622 941,00 
SP
T 
S0
 
0,80(g) 275,10 2755,54 157,52 10,49 2166,18 74,87 0,0499 345,62 
0,90(g) 382,94 7558,29 376,07 60,87 6991,44 299,84 0,1343 338,55 
0,95(g) 536,90 18967,93 870,29 178,31 18379,74 806,60 0,2098 419,47 
0,95(u) 272,65 12424,78 443,10 52,06 11908,72 397,25 0,0896 311,29 
S1
00
/1
00
0 0,80(g) 534,23 6249,85 460,99 131,38 5666,68 375,73 0,2999 328,28 
0,90(g) 760,70 12407,79 870,65 312,79 11826,38 803,98 0,4206 464,63 
0,95(g) 1060,35 29113,92 1654,97 589,39 28506,51 1603,47 0,4948 718,19 
0,95(u) 529,14 19227,59 828,46 208,50 18713,55 773,65 0,3225 367,68 
PT
+W
IN
Q
 S0
 
0,80(g) 308,74 2127,85 156,39 11,80 1553,80 66,30 0,0699 314,62 
0,90(g) 516,97 4963,69 361,56 102,65 4357,09 279,37 0,2872 288,08 
0,95(g) 868,21 10178,38 773,34 369,31 9551,01 719,02 0,5436 470,16 
0,95(u) 344,20 9263,89 401,10 76,20 8808,92 344,07 0,1763 288,02 
S1
00
/1
00
0 0,80(g) 625,63 5417,70 453,70 172,84 4813,14 376,22 0,4066 319,81 
0,90(g) 1097,52 9536,66 881,91 561,69 8941,20 840,01 0,6900 625,61 
0,95(g) 1878,58 17211,73 1645,88 1305,66 16626,39 1626,58 0,8550 1332,48 
0,95(u) 702,84 13872,29 797,76 328,49 13405,57 745,35 0,4927 433,97 
O
D
D
 
S0
 
0,80(g) 425,60 1022,11 148,31 2,98 201,08 14,07 0,0648 180,12 
0,90(g) 736,87 1429,40 195,36 156,97 643,55 138,15 0,7936 176,81 
0,95(g) 1476,14 2288,61 259,93 876,44 1509,71 237,32 0,9990 876,49 
0,95(u) 541,12 1313,56 205,44 114,93 583,39 122,36 0,5764 168,55 
S1
00
/1
00
0 0,80(g) 1022,95 2175,94 307,19 429,48 1491,54 284,96 0,9383 435,76 
0,90(g) 2016,97 3305,27 384,03 1417,21 2594,69 371,36 1,0000 1417,21 
0,95(g) 3333,89 4671,21 430,03 2734,14 3958,15 416,19 1,0000 2734,14 
0,95(u) 1309,92 2646,36 387,35 832,06 2017,01 359,76 0,9793 834,01 
M
C
O
V
ER
T S0
 
0,80(g) 368,72 1003,56 173,91 3,47 199,94 11,92 0,1679 237,98 
0,90(g) 652,41 1644,81 177,09 78,85 971,46 93,70 0,8465 105,05 
0,95(g) 989,58 3461,94 285,68 390,61 2840,40 257,86 0,9931 391,39 
0,95(u) 483,81 1676,21 203,89 71,20 1120,95 98,19 0,6655 138,41 
S1
00
/1
00
0 0,80(g) 808,74 2717,34 264,13 222,74 2067,24 223,29 0,9067 236,49 
0,90(g) 1231,74 4750,98 413,61 632,13 4108,58 396,73 0,9984 632,28 
0,95(g) 1771,01 6960,20 652,71 1171,26 6304,55 641,55 1,0000 1171,26 
0,95(u) 881,16 4208,68 376,16 405,84 3700,97 340,38 0,9667 410,34 
A
TC
 
S0
 
0,80(g) 444,97 1768,02 144,43 2,53 1158,71 27,67 0,0313 159,83 
0,90(g) 607,22 7052,04 288,48 55,98 6467,62 247,46 0,3000 104,48 
0,95(g) 749,54 18793,22 793,00 179,87 18202,40 776,89 0,4256 209,96 
0,95(u) 447,60 9751,61 336,48 40,88 9254,30 286,91 0,1996 113,98 
S1
00
/1
00
0 0,80(g) 703,07 5837,03 369,38 139,03 5223,87 337,01 0,4987 174,74 
0,90(g) 900,06 12405,93 790,32 320,39 11822,44 776,69 0,6195 340,47 
0,95(g) 1170,17 29699,00 1585,41 589,87 29115,49 1575,57 0,6584 609,32 
0,95(u) 661,55 18722,08 757,22 213,08 18200,91 733,81 0,5060 244,41 
Tabelle 29 - Mittlere Zielgrößenwerte ohne Anwendung von Voraussicht in Abhängigkeit von Prioritätsregel, 
Systemauslastung und Störungsvariante bei Terminmultiplikator TM6  
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Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 
S0
 
0,80(g) 495,60 1198,35 157,23 10,94 636,27 46,04 0,0916 325,95 
0,90(g) 983,25 1968,34 279,17 241,16 1395,43 250,56 0,7061 298,73 
0,95(g) 1867,23 3056,41 376,05 1068,83 2438,66 406,54 0,9908 1070,09 
0,95(u) 655,83 1516,39 249,77 135,76 985,00 172,80 0,4843 255,45 
S1
00
/1
00
0 0,80(g) 1118,86 2667,13 376,42 364,15 2038,31 351,69 0,7700 409,11 
0,90(g) 2218,34 4105,57 536,28 1419,22 3446,29 558,61 0,9958 1419,76 
0,95(g) 3836,72 6097,90 638,81 3037,05 5413,05 659,03 1,0000 3037,05 
0,95(u) 1411,50 3124,24 489,96 787,32 2537,04 462,89 0,9101 802,89 
SP
T 
S0
 
0,80(g) 275,10 2755,54 157,52 5,11 1971,46 55,64 0,0201 534,79 
0,90(g) 382,94 7558,29 376,07 42,71 6805,40 269,17 0,0746 502,15 
0,95(g) 536,90 18967,93 870,29 147,04 18184,35 772,96 0,1353 556,86 
0,95(u) 272,65 12424,78 443,10 42,44 11737,77 380,38 0,0520 451,98 
S1
00
/1
00
0 0,80(g) 534,23 6249,85 460,99 88,31 5477,32 331,50 0,1799 442,06 
0,90(g) 760,70 12407,79 870,65 246,66 11637,29 758,91 0,2905 532,29 
0,95(g) 1060,35 29113,92 1654,97 508,06 28304,58 1563,80 0,3664 755,43 
0,95(u) 529,14 19227,59 828,46 169,09 18542,93 744,87 0,2153 448,80 
PT
+W
IN
Q
 S0
 
0,80(g) 308,74 2127,85 156,39 4,75 1370,13 44,28 0,0249 500,43 
0,90(g) 516,97 4963,69 361,56 63,38 4158,28 234,14 0,1605 409,46 
0,95(g) 868,21 10178,38 773,34 282,02 9345,43 670,86 0,3863 495,49 
0,95(u) 344,20 9263,89 401,10 56,86 8657,95 320,29 0,1064 409,26 
S1
00
/1
00
0 0,80(g) 625,63 5417,70 453,70 112,86 4615,24 325,86 0,2518 399,75 
0,90(g) 1097,52 9536,66 881,91 443,99 8743,78 794,37 0,5367 590,14 
0,95(g) 1878,58 17211,73 1645,88 1147,71 16434,03 1597,65 0,7536 1216,52 
0,95(u) 702,84 13872,29 797,76 264,48 13252,70 710,60 0,3609 465,88 
O
D
D
 
S0
 
0,80(g) 447,13 1196,46 181,04 0,21 83,44 2,27 0,0048 352,96 
0,90(g) 724,94 1512,85 216,14 33,32 390,97 63,90 0,3172 141,37 
0,95(g) 1292,40 2201,87 269,73 495,69 1106,45 222,02 0,9681 498,64 
0,95(u) 538,77 1427,76 227,04 41,32 395,83 70,07 0,3000 183,63 
S1
00
/1
00
0 0,80(g) 973,29 2175,39 306,26 216,87 1232,67 231,86 0,7143 260,11 
0,90(g) 1957,66 3288,72 392,02 1158,07 2314,51 369,23 0,9989 1158,15 
0,95(g) 3263,63 4666,79 437,76 2463,97 3699,80 414,77 1,0000 2463,97 
0,95(u) 1267,29 2716,50 392,21 637,61 1813,04 340,62 0,9217 647,68 
M
C
O
V
ER
T S0
 
0,80(g) 308,33 1224,04 163,62 0,31 84,99 2,80 0,0217 491,97 
0,90(g) 708,56 1513,67 244,10 22,88 470,13 40,54 0,6003 136,87 
0,95(g) 1043,96 2959,07 260,54 249,16 2080,51 196,92 0,9746 254,03 
0,95(u) 481,84 1538,17 245,00 30,19 670,60 55,53 0,4310 218,30 
S1
00
/1
00
0 0,80(g) 849,69 2475,90 287,11 118,04 1638,22 168,23 0,7252 186,06 
0,90(g) 1314,78 4529,94 393,98 516,04 3656,18 361,15 0,9926 516,97 
0,95(g) 1879,82 6981,75 631,39 1080,15 6092,26 610,70 1,0000 1080,15 
0,95(u) 941,89 3939,95 372,29 319,04 3264,52 302,46 0,9165 335,95 
A
TC
 
S0
 
0,80(g) 507,33 1325,98 179,84 0,25 351,01 5,35 0,0029 292,85 
0,90(g) 741,19 5860,37 263,11 31,08 5035,28 174,72 0,1758 120,63 
0,95(g) 894,49 17520,91 692,53 138,13 16709,33 663,95 0,3282 181,43 
0,95(u) 531,62 7273,13 300,94 24,81 6570,20 197,00 0,1194 157,76 
S1
00
/1
00
0 0,80(g) 818,81 5636,50 332,17 89,01 4808,23 262,12 0,3603 158,87 
0,90(g) 1019,90 12042,70 719,49 249,86 11271,20 694,83 0,5217 279,49 
0,95(g) 1275,29 28863,01 1514,76 501,79 28069,48 1500,11 0,5778 527,95 
0,95(u) 763,78 17232,70 687,50 169,21 16562,35 646,88 0,4246 214,39 
Tabelle 30 - Mittlere Zielgrößenwerte ohne Anwendung von Voraussicht in Abhängigkeit von Prioritätsregel, 
Systemauslastung und Störungsvariante bei Terminmultiplikator TM8 
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Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 
S0
 
0,80(g) 495,60 1198,35 157,23 3,16 542,91 24,28 0,0281 510,31 
0,90(g) 983,25 1968,34 279,17 131,93 1285,07 200,45 0,4709 280,20 
0,95(g) 1867,23 3056,41 376,05 873,35 2311,49 415,35 0,9683 879,06 
0,95(u) 655,83 1516,39 249,77 79,08 896,96 133,97 0,3173 302,03 
S1
00
/1
00
0 0,80(g) 1118,86 2667,13 376,42 235,04 1909,42 305,10 0,5843 350,80 
0,90(g) 2218,34 4105,57 536,28 1221,40 3302,22 567,03 0,9851 1224,05 
0,95(g) 3836,72 6097,90 638,81 2837,13 5270,45 670,13 1,0000 2837,13 
0,95(u) 1411,50 3124,24 489,96 649,74 2416,85 445,06 0,8342 687,67 
SP
T 
S0
 
0,80(g) 275,10 2755,54 157,52 2,81 1782,48 42,54 0,0093 730,10 
0,90(g) 382,94 7558,29 376,07 31,97 6623,31 243,56 0,0473 680,58 
0,95(g) 536,90 18967,93 870,29 125,76 17990,79 741,74 0,0967 714,21 
0,95(u) 272,65 12424,78 443,10 36,34 11566,82 365,41 0,0356 599,72 
S1
00
/1
00
0 0,80(g) 534,23 6249,85 460,99 62,37 5291,47 293,34 0,1131 590,10 
0,90(g) 760,70 12407,79 870,65 200,59 11448,19 714,78 0,2089 640,06 
0,95(g) 1060,35 29113,92 1654,97 446,93 28102,65 1522,20 0,2827 833,08 
0,95(u) 529,14 19227,59 828,46 142,39 18372,31 717,88 0,1523 555,33 
PT
+W
IN
Q
 S0
 
0,80(g) 308,74 2127,85 156,39 2,15 1194,25 30,60 0,0104 695,15 
0,90(g) 516,97 4963,69 361,56 41,16 3964,97 196,70 0,0959 564,93 
0,95(g) 868,21 10178,38 773,34 220,03 9144,47 621,84 0,2814 571,43 
0,95(u) 344,20 9263,89 401,10 44,76 8506,98 299,93 0,0711 545,01 
S1
00
/1
00
0 0,80(g) 625,63 5417,70 453,70 76,13 4419,71 280,89 0,1600 526,21 
0,90(g) 1097,52 9536,66 881,91 353,74 8546,36 742,63 0,4174 609,55 
0,95(g) 1878,58 17211,73 1645,88 1010,33 16242,90 1558,40 0,6575 1141,68 
0,95(u) 702,84 13872,29 797,76 217,84 13099,83 676,05 0,2702 532,54 
O
D
D
 
S0
 
0,80(g) 460,63 1390,77 206,17 0,01 21,72 0,22 0,0005 538,98 
0,90(g) 761,89 1678,97 255,12 6,06 231,87 21,48 0,0856 249,81 
0,95(g) 1214,33 2198,56 277,95 236,11 794,86 173,15 0,8396 257,49 
0,95(u) 550,34 1605,23 258,87 13,08 265,27 34,29 0,1211 275,51 
S1
00
/1
00
0 0,80(g) 954,98 2195,81 319,42 93,69 1011,56 157,90 0,4140 231,99 
0,90(g) 1837,39 3235,18 400,90 839,10 1993,74 363,74 0,9878 840,40 
0,95(g) 3142,97 4646,12 458,83 2143,38 3386,03 424,57 1,0000 2143,38 
0,95(u) 1222,48 2741,80 400,44 456,81 1596,78 307,97 0,8047 490,83 
M
C
O
V
ER
T S0
 
0,80(g) 285,57 1375,34 152,40 0,06 55,73 1,10 0,0048 714,14 
0,90(g) 684,82 1700,75 336,67 6,57 234,62 16,53 0,3129 327,91 
0,95(g) 1083,31 2501,56 264,03 110,04 1340,56 118,89 0,9138 136,35 
0,95(u) 451,53 1634,71 274,88 10,37 350,89 24,81 0,2426 368,90 
S1
00
/1
00
0 0,80(g) 858,12 2325,58 350,40 55,19 1183,36 111,73 0,4918 251,86 
0,90(g) 1372,62 4166,44 371,91 377,65 3111,50 311,64 0,9750 382,25 
0,95(g) 1975,05 6826,74 606,92 975,46 5741,61 572,87 1,0000 975,47 
0,95(u) 991,84 3714,27 383,82 240,49 2806,97 258,49 0,8344 288,83 
A
TC
 
S0
 
0,80(g) 561,31 1427,98 217,45 0,01 47,35 0,61 0,0002 438,31 
0,90(g) 861,09 4910,98 273,29 15,85 3861,43 121,17 0,0877 170,20 
0,95(g) 1052,63 15350,80 626,20 112,48 14333,84 578,92 0,2666 171,92 
0,95(u) 599,12 5577,49 302,56 14,66 4707,95 130,09 0,0683 229,89 
S1
00
/1
00
0 0,80(g) 927,40 4955,05 323,11 54,84 3896,43 194,66 0,2465 181,86 
0,90(g) 1155,55 11608,71 656,44 197,38 10631,73 615,52 0,4433 238,79 
0,95(g) 1400,31 29521,85 1435,96 432,64 28508,94 1414,52 0,5142 464,56 
0,95(u) 869,39 16132,54 633,54 135,11 15301,00 567,00 0,3558 200,53 
Tabelle 31 - Mittlere Zielgrößenwerte ohne Anwendung von Voraussicht in Abhängigkeit von Prioritätsregel, 
Systemauslastung und Störungsvariante bei Terminmultiplikator TM10 
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6.3 Experimentelle Untersuchung der 
Voraussichtsmechanismen der Klasse I 
6.3.1 Experimentbeschreibung und grundlegende Auswertung 
In Abschnitt 4.1 wurde ausgeführt, dass im Vergleich zu anderen Inserted-
Idleness-Ansätzen das Verfahren in der vorliegenden Arbeit relativ wenige zu 
spezifizierende Parameter aufweist. So ist grundsätzlich zu bestimmen, ob es 
überhaupt vorteilhaft ist, Leerzeiten in der beschriebenen Form einzufügen. 
Außerdem wurde dargestellt, dass das Warten auf einen Auftrag dazu führt, dass 
andere Aufträge länger in der Warteschlange verweilen müssen, was 
Berücksichtigung in der Reduzierung der Dummyauftragspriorität in Abhängigkeit 
von der zusätzlichen Wartezeit und der Warteschlangenlänge findet. Zu überprüfen 
ist also, mit welchem Faktor (im Folgenden als II-Multiplikator bezeichnet) das 
Produkt Kennzahlen aus beiden in die Prioritätsberechnung einbezogen werden 
sollte.550 Durch den starken Einfluss auf die Auswahl eines als eilig einzustufenden 
Auftrags ist zu erwarten, dass die gewählte Prioritätsregel von hoher Relevanz für die 
Effektivität von Inserted Idleness ist. Der Systemauslastungsgrad hat aufgrund der 
jeweils verfügbaren Leerzeiten und resultierenden Warteschlangenlängen ebenfalls 
einen zu erwartenden Einfluss. Daneben ist damit zu rechnen, dass aufgrund von 
terminorientierten Zielsetzungen und Prioritätsregeln der Terminmultiplikator va(i) 
relevant ist. Für das Experiment werden alle sechs Prioritätsregeln aus Tabelle 22 
herangezogen sowie die Terminmultiplikatoren TM6 und TM10.551 Die 
Operationstermine werden, wie in Abschnitt 4.6.3 und 6.1.2.5 beschrieben, mithilfe 
des WZS-Verfahrens bestimmt. Für den Auslastungsgrad werden wiederum die 
Varianten 0,80(g), 0,90(g), 0,95(g) und 0,95(u) untersucht.552 Störungen werden 
zunächst nicht berücksichtigt, es findet also nur Störungsvariante S0 Anwendung.553 
Für die zu untersuchenden II-Multiplikatoren wurden in kleineren Vorexperimenten 
drei Ausprägungen bestimmt, die häufig zu guten Ergebnissen führten, nämlich fünf, 
25 und 50, die als offensive, moderate und restriktive Leerzeiteneinfügepolitik 
interpretiert werden können. Für das Experiment müssen bei 40 unabhängigen 
                                                 
550 Eine detaillierte Darstellung des Verfahrens findet sich in Abschnitt 4.1. 
551 Diese werden in Tabelle 19 in Abschnitt 5.2.2 bzgl. ihrer Wirkungsweise beschrieben. 
552 Vgl. Tabelle 21 sowie die zugehörigen Erläuterungen des Abschnitts 5.2.4. 
553 Eine Übersicht der Alternativen findet sich in Tabelle 20 in Abschnitt 5.2.3. 
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Replikationen jeder Probleminstanz insgesamt 7.680 Einzelläufe durchgeführt 
werden. 
Bevor die Wirkung der einzelnen Faktoren untersucht werden darf, muss mithilfe 
von Varianzanalysen erst einmal bestimmt werden, welche dieser Einflüsse 
überhaupt signifikant vorliegen. Tabelle 32 gibt die Signifikanzwerte der 
vierfaktoriellen ANOVAs mit jeweils einer der acht betrachteten Zielsetzungen als 
abhängige Variable und den oben beschriebenen Faktoren Systemauslastung, 
Prioritätsregel, Terminmultiplikator und Inserted-Idleness-Variante554 (II-Variante) 
als unabhängige Variablen wieder. 
 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
II-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * II-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00125 
Ausl * TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * II-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,41709 0,00000 
TM * II-V 0,72814 0,99668 0,99806 0,61434 0,99758 0,98559 0,88692 0,00855 
PR * Ausl * TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * II-V 0,00000 0,05183 0,00000 0,00000 0,04634 0,00000 0,93524 0,00000 
PR * TM * II-V 0,82083 1,00000 1,00000 0,83516 1,00000 1,00000 0,99999 0,02429 
Ausl * TM * II-V 0,94460 0,99996 1,00000 0,95425 0,99999 0,99313 0,39079 0,06155 
PR * Ausl * TM * 
II-V 0,88994 1,00000 1,00000 0,41704 1,00000 1,00000 0,94051 0,00022 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
TM: Terminmultiplikator 
II-V: Inserted-Idleness-Variante 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 32 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von Inserted Idleness 
Zu erkennen ist, dass der Terminmultiplikator wenig Einfluss auf die Wirkung der 
Wahl der Inserted-Idless-Variante hat. Keiner der Interaktionsaktionseffekte, der 
beide Faktoren enthält, kann signifikant nachgewiesen werden, außer im Rahmen der 
AL -ANOVA. Da der Signifikanzwert noch keine Aussage über die Stärke eines 
                                                 
554 Die vier zugrunde liegenden Ausprägungen sind keine Anwendung von Inserted Idleness und die Anwendung 
mit dem II-Multiplikator fünf, 25 bzw. 50. 
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Faktoreinflusses auf die einzelnen Zielgrößen macht, gibt Tabelle 33 die partiellen 
Eta-Quadrate wieder, die sich aus den durchgeführten ANOVAs ergeben.555 Zu 
erkennen ist, dass die Vorteilhaftigkeit der einzelnen Inserted-Idleness-Varianten in 
Bezug auf jede Zielgröße vor allem von der gewählten Prioritätsregel und der 
vorherrschenden Maschinenauslastung abhängt. Das zeigt sich darin, dass im Mittel 
über alle Zielgrößen-ANOVAs das partielle Eta-Quadrat der II-Variante nur 0,0098, 
das in Interaktion mit der Prioritätsregel jedoch 0,0137, mit dem Auslastungsgrad 
0,0116 und mit beiden 0,0148 beträgt. Der Einfluss von Inserted Idleness auf die 
Zielerreichung ist also insgesamt relativ gering und zudem in großem Maße vom 
Auswahlmechanismus, hier der jeweiligen Prioritätsregel und der Systemauslastung, 
abhängig. Vor allem ist er deutlich geringer als der der Prioritätsregelwahl. Dies 
beantwortet die in Abschnitt 3.2.3 offen gebliebene Frage, welcher der beiden 
Steuerungsmechanismen den größeren Einfluss auf die Zielgrößen hat.556  
Tabelle 34 gibt für alle Kombinationen aus Prioritätsregel, Systemauslastung und 
Terminmultiplikator wieder, mit welcher Inserted-Idleness-Variante der jeweils 
niedrigste mittlere Zielgrößenwert erreicht wird. Die Variante, in der die Aufträge 
verzögerungsfrei eingeplant werden, ist durch „nd“ für non-delay gekennzeichnet. 
Alle ansonsten angegebenen Zahlen entsprechen dem zugrunde liegenden II-
Multiplikator. Da unter Verwendung der FIFO-Regel der vorgestellte Mechanismus 
für das Einfügen von Leerzeiten nie greift, ergeben sich erwartungsgemäß für alle 
Alternativen die gleichen Ablaufpläne. Die beste Lösung wird dann in rot dargestellt, 
wenn sie mithilfe von Inserted Idleness Verbesserungen erzielt, die signifikant größer 
null sind bzw. im Fall von „nd“, wenn selbst die beste II-Anwendung zu 
Verschlechterungen führt, die signifikant größer null sind.557 Grün unterlegt ist die 
Kombination aus Prioritätsregel und II-Variante ausgewiesen, die die jeweilige 
Zielgröße für die spezifische Kombination aus Auslastungsgrad und 
Terminmultiplikator minimiert. 
 
                                                 
555 Eine Beschreibung des partiellen Eta-Quadrats findet sich in TABACHNICK/FIDELL (2007), S.54-55. Es 
kann Werte zwischen null und eins annehmen und ein größeres partielles Eta-Quadrat zeigt einen stärkeren 
Einfluss des Einflussfaktors auf. 
556 Vgl. Abschnitt 3.2.3, S. 48. 
557 Es wird ein Signifikanzniveau von α = 0,05 zugrunde gelegt, gleichzeitig sind aber die Konsequenzen der 
teilweisen Nichteinhaltung der Anwendungsvoraussetzungen aus Abschnitt 5.4 zu beachten. Zur Wahrung der 
Übersichtlichkeit wird dennoch auf eine Angabe der Signifikanzwerte verzichten. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,96601 0,81622 0,87004 0,95965 0,81898 0,88248 0,95329 0,95593 
Konstanter Term 0,98898 0,81455 0,94928 0,89286 0,75642 0,88756 0,95472 0,98217 
PR 0,88827 0,66941 0,61260 0,81712 0,67517 0,64623 0,87470 0,83898 
Ausl 0,94005 0,56696 0,76934 0,91095 0,56892 0,81126 0,88488 0,79024 
TM 0,04257 0,00717 0,00398 0,53734 0,02914 0,15626 0,67108 0,58644 
II-V 0,01615 0,00562 0,01025 0,01600 0,00569 0,01052 0,00646 0,00787 
PR * Ausl 0,80100 0,50350 0,61518 0,85100 0,50247 0,51647 0,69131 0,83499 
PR * TM 0,26764 0,03678 0,03184 0,38243 0,03891 0,02294 0,30073 0,62222 
PR * II-V 0,02355 0,00768 0,01856 0,01591 0,00794 0,01607 0,01460 0,00493 
Ausl * TM 0,01641 0,00453 0,02084 0,45381 0,00403 0,02015 0,30792 0,75797 
Ausl * II-V 0,01283 0,00708 0,00783 0,02329 0,00721 0,00925 0,00123 0,02411 
TM * II-V 0,00017 0,00001 0,00001 0,00024 0,00001 0,00002 0,00009 0,00156 
PR * Ausl * TM 0,20838 0,01336 0,06322 0,40180 0,01114 0,03312 0,35648 0,57850 
PR * Ausl * II-V 0,01434 0,00815 0,01580 0,02425 0,00823 0,01500 0,00419 0,02836 
PR * TM * II-V 0,00133 0,00004 0,00006 0,00130 0,00004 0,00007 0,00023 0,00367 
Ausl * TM * II-V 0,00046 0,00007 0,00004 0,00043 0,00006 0,00025 0,00127 0,00217 
PR * Ausl * TM * 
II-V 0,00449 0,00066 0,00018 0,00615 0,00065 0,00065 0,00415 0,01139 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
TM: Terminmultiplikator 
II-V: Inserted-Idleness-Variante 
Tabelle 33 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von Inserted Idleness 
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
TM TM TM TM TM TM TM TM 
10 6 10 6 10 6 10 6 10 6 10 6 10 6 10 6 
FIFO 
0,80(g) - - - - - - - - - - - - - - - - 
0,90(g) - - - - - - - - - - - - - - - - 
0,95(g) - - - - - - - - - - - - - - - - 
0,95(u) - - - - - - - - - - - - - - - - 
SPT 
0,80(g) 5 5 50 50 25 25 25 25 50 25 25 25 25 25 nd nd 
0,90(g) 5 5 nd nd 25 25 25 25 nd nd 25 25 25 50 nd nd 
0,95(g) 25 25 nd nd nd nd 50 nd nd nd nd nd 5 50 nd nd 
0,95(u) 5 5 50 50 nd nd nd nd 50 50 nd nd 5 25 nd nd 
PT+WINQ 
0,80(g) 25 25 nd nd nd nd nd nd 25 25 nd 25 50 50 nd 5 
0,90(g) 50 50 nd nd 50 50 50 50 nd nd 50 50 50 50 50 5 
0,95(g) nd nd nd nd nd nd nd nd nd nd nd nd nd nd nd nd 
0,95(u) nd nd nd nd nd nd nd 50 nd nd nd nd nd nd 50 50 
ODD 
0,80(g) 50 nd 5 25 25 nd 25 5 50 5 25 50 25 5 5 5 
0,90(g) 25 50 25 25 25 5 25 50 25 50 25 50 25 50 25 5 
0,95(g) nd 50 nd 50 25 25 nd 50 nd 50 25 50 nd 50 nd 50 
0,95(u) 50 nd 25 50 25 nd 50 nd 50 nd 25 nd 25 nd nd 5 
MCOVERT 
0,80(g) nd 5 nd 25 nd nd nd 50 5 25 nd 50 nd nd 5 50 
0,90(g) nd nd nd nd nd 5 nd nd nd nd nd nd nd nd nd 5 
0,95(g) nd nd nd nd nd nd nd nd nd nd nd nd nd nd nd nd 
0,95(u) nd nd nd nd nd nd nd nd nd nd nd nd nd nd 50 5 
ATC 
0,80(g) nd 5 nd 5 nd nd nd nd nd 5 nd 5 nd nd 50 50 
0,90(g) nd nd nd nd 25 nd nd nd nd nd 25 nd 5 nd 25 50 
0,95(g) nd nd nd nd 25 nd 50 50 nd nd 25 nd 5 25 50 50 
0,95(u) nd nd 5 25 nd nd nd nd 5 5 nd nd 5 nd 50 50 
Tabelle 34 - Vorteilhaftigkeit von Inserted Idleness in Abhängigkeit von Systemauslastung, Terminmultiplikator, 
Prioritätsregel, Zielgröße und II-Multiplikator 
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Die in Tabelle 34 dargestellte Übersicht visualisiert und bestätigt die Ergebnisse 
der ANOVAs, dass die Vorteilhaftigkeit von Inserted Idleness vor allem von der 
zugrunde liegenden Prioritätsregel, also dem Auswahlverfahren eiliger Aufträge und 
der Systemauslastung abhängt. Mit teilweisen Ausnahmen lässt sich sagen, dass der 
Einsatz in Kombination mit SPT- und ODD-Regel vorteilhaft ist, mit der PT+WINQ-
Regel nur bei geringen Auslastungsgraden überhaupt sporadische Verbesserungen 
erzielt und mit ATC und vor allem MCOVERT nicht erwogen werden sollte. Auch 
festzustellen ist, dass Inserted Idleness bei hoher Auslastung wie 0,95(g) in 
geringerem Ausmaß aber auch 0,95(u) deutlich seltener vorteilhaft ist. 
Die bisherigen Betrachtungen machen nur eine Aussage darüber, in welchen 
Konstellationen Inserted Idleness erfolgreich eingesetzt werden sollte und in welchen 
nicht. Darüber hinaus ist von Interesse, in welchem Ausmaß Verbesserungen bzw. 
Verschlechterungen eintreten. Zur Beantwortung dieser Frage fasst Tabelle 35 die 
prozentualen Zielgrößenänderungen zusammen, die eintreten, wenn eine 
Prioritätsregelsteuerung durch Inserted Idleness mit dem jeweils bestgeeigneten II-
Multiplikator erweitert wird.558 Für jede zugrunde liegende Prioritätsregel und zu 
minimierende Zielgröße wird über alle acht Kombinationen aus Systemauslastung 
und Terminmultiplikator die beste, die schlechteste und die mittlere prozentuale 
Zielgrößenänderung angegeben. Zur besseren Lesbarkeit sind Verbesserungen grün 
unterlegt und Verschlechterungen rot. 
Auch in dieser Betrachtungsweise bestätigt sich, dass Inserted Idleness nur in 
Kombination mit SPT und ODD generell vorteilhaft ist, während im Mittel in 
Kombination mit den anderen Prioritätsregeln die meisten Zielgrößen verschlechtert 
werden. Auch schlägt sich der geringe Einfluss von Inserted Idleness in oftmals 
geringen prozentualen Änderungen der Zielgrößen nieder. Nach den grundlegenden 
Auswertungen der Wirkung von erzwungenen Wartezeiten wird im Folgenden 
betrachtet, welchen Einfluss die einzelnen untersuchten Einflussfaktoren auf ihre 
Vorteilhaftigkeit haben. 
 
                                                 
558 Der jeweils bestgeeignete II-Multiplikator wird zugrunde gelegt, da dem Einsatz von Inserted Idleness i.d.R. 
eine bestmögliche experimentelle Parametrisierung für die vorliegende Systemkonstellation vorausgehen wird. 
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Prioritäts-
regel  
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FIFO 
Min 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 
∅  0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 
Max 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 0,000% 
SPT 
Min -3,222% -2,436% -0,676% -1,780% -2,736% -1,368% -2,987% 0,221% 
∅  -1,761% -0,246% -0,104% -0,462% -0,153% -0,358% -1,320% 0,383% 
Max -0,544% 2,250% 0,349% 1,047% 2,669% 0,341% -0,107% 0,552% 
PT+WINQ 
Min -0,646% 0,647% -0,515% -2,727% -3,305% -0,965% -1,919% -0,830% 
∅  0,058% 3,308% 0,670% 0,405% 2,853% 0,468% -0,144% 0,219% 
Max 1,190% 7,560% 2,535% 3,711% 9,273% 3,118% 1,749% 2,099% 
ODD 
Min -0,796% -1,161% -0,840% -15,245% -48,240% -5,907% -10,638% -7,394% 
∅  0,071% -0,306% -0,243% -3,826% -7,444% -1,935% -3,060% -3,152% 
Max 1,353% 0,893% 0,428% 2,279% 1,306% 1,633% 0,920% 2,279% 
MCOVERT 
Min -0,760% -0,957% -2,724% -1,627% -23,130% -6,533% 0,423% -29,106% 
∅  5,723% 3,978% 1,929% 21,632% 4,023% 8,791% 15,397% 0,601% 
Max 12,017% 11,596% 6,261% 56,021% 22,856% 30,914% 37,916% 33,871% 
ATC 
Min -0,750% -2,519% -0,744% -0,123% -10,332% -2,282% -1,511% -12,560% 
∅  1,017% 1,207% 0,359% 6,004% 0,525% 3,282% 4,087% -5,695% 
Max 2,996% 5,829% 1,295% 20,583% 7,787% 10,934% 16,217% -0,676% 
Tabelle 35 - Prozentuale Zielgrößenänderungen durch Einsatz von Inserted Idleness mit jeweils bestgeeignetem II-
Multiplikator in Abhängigkeit von der Prioritätsregel 
6.3.2 Untersuchung der Einflussfaktoren auf die Wirkung von 
Inserted Idleness 
Als erstes wird betrachtet, wie sich die Wirkung von Inserted Idleness in 
Abhängigkeit von der vorliegenden Systemauslastung verändert. In Tabelle 34 ist 
bereits zu erkennen, dass bei geringer Systemauslastung die Anwendung von 
erzwungenen Wartezeiten häufiger zu einer Verbesserung der Zielerreichung führt 
als bei hoher Systemauslastung.559 Für die weitere Betrachtung werden in Abbildung 
25 die Zielgrößendifferenzen zwischen jeweils einer II-Variantenanwendung und der 
ausschließlichen Prioritätsregelsteuerung am Beispiel der mittleren Durchlaufzeit 
dargestellt.560 Eine positive Differenz ist der Wert, um den sich die Zielgröße für 
eine Probleminstanz verschlechtert, wenn die jeweilige II-Variante zusätzlich zur 
Prioritätsregel eingesetzt wird und eine negative der Wert der entsprechenden 
Verbesserung. Wiedergegeben sind die 95%-Konfidenzintervalle der F -
Differenzenmittelwerte in Abhängigkeit von Systemauslastung, Terminmultiplikator 
und II-Variante aggregiert über alle Prioritätsregeln. Sie stehen stellvertretend für 
den Zusammenhang, der über alle Zielgrößen hinweg mit wenigen Ausnahmen zu 
                                                 
559 Dies entspricht den Ergebnissen anderer Studien, die in Abschnitt 3.2.2 dargestellt werden. 
560 Genauere Erläuterungen zu Zielgrößendifferenzen dieser Art finden sich in Abschnitt 5.4. Da die non-delay-
Variante der ausschließlichen Prioritätsregelsteuerung entspricht, führt sie zu gleichen Zielgrößenwerten und 
somit zu Zielgrößendifferenzen in Höhe von 0 ZE. 
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beobachten ist. Mit steigender Systemauslastung nehmen die Verbesserungen durch 
Inserted Idleness ab und die durch ihren Einsatz entstehenden Verschlechterungen 
zu. Dies gilt insbesondere bei einem II-Multiplikator in Höhe von fünf, also der 
offensiven Variante, die am häufigsten zur Einfügung von Leerzeiten führt. 
Außerdem ist zu beobachten, dass sich eine ungleiche Maschinenauslastung c.p. 
nachteilig auf den Einsatz von Inserted Idleness auswirkt. Der mittlere 
Maschinenauslastungsgrad liegt bei Systemauslastung 0,95(u) mit 0,78 geringfügig 
unter dem bei 0,80(g), die Zielgrößendifferenzen weisen aber bei 0,95(u) in fast allen 
Fällen größere Werte auf. Abweichend von diesen beiden Zusammenhängen nimmt 
der Vorteil von Inserted Idleness mit steigendem Auslastungsgrad zu, wenn bei der 
Minimierung von σF ODD Anwendung findet und wenn bei SPT-Steuerung θT 
minimiert werden soll. Bei 0,95(u) niedrigere Zielgrößendifferenzen als bei 0,80(g) 
treten für verschiedene Zielgrößen unter Anwendung der MCOVERT- und ATC-
Regel, zumeist ausschließlich bei TM6 auf. 
 
 
Abbildung 25 - 95%-KIs für die Mittelwerte der Differenz der mittleren Durchlaufzeit mit und ohne Anwendung von 
Inserted Idleness in Abhängigkeit von Systemauslastung, Terminmultiplikator und II-Variante 
Wie bereits im Rahmen der Beurteilung der in Tabelle 33 und Tabelle 34 
dargestellten Ergebnisse hat die Wahl der Prioritätsregel entscheidenden Einfluss auf 
die Vorteilhaftigkeit von Inserted Idleness. Im Folgenden werden diese 
Wechselwirkungen anhand von wesentlichen Beispielen beschrieben. Aus Tabelle 34 
ist ersichtlich, dass vor allem SPT sich in vielen Fällen zielgrößenverbessernd durch 
Inserted Idleness erweitern lässt. Nicht unbedingt zu erwartet war, dass die SPT-
Regel gerade in Bezug auf die mittlere Durchlaufzeit mithilfe von Inserted Idleness 
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noch bessere Ergebnisse erzielen kann. So konnte die in der Literatur zumeist 
attestierte und in diesem Experiment bestätigte signifikant kürzeste mittlere 
Durchlaufzeit durch das Warten auf schnell bearbeitbare Aufträge noch einmal 
größtenteils signifikant um bis zu 3,222% verkürzt werden. Für die genaue 
Betrachtung werden wiederum die Zielgrößendifferenzen zwischen ausschließlicher 
SPT-Steuerung und II-Erweiterung herangezogen. Abbildung 26 veranschaulicht 
anhand der 95%-Konfidenzintervalle der Mittelwerte dieser F -Differenzen, dass die 
mittlere Durchlaufzeit durch einen kleineren II-Multiplikator, also häufigeres 
Einfügen von Leerzeiten, stärker verbessert werden kann. Wie bereits ausgeführt, 
nimmt dieser Effekt aber mit steigendem Auslastungsgrad ab. Dadurch, dass die 
Bevorzugung von Aufträgen mit kurzen Bearbeitungszeiten auf solche Aufträge 
ausgeweitet wird, die noch nicht an der betrachteten Maschine vorliegen, kann der 
F -minimierende Effekt von SPT sogar noch verstärkt werden. Wird Inserted 
Idleness in Kombination mit PT+WINQ eingesetzt, so erfordert dies i.d.R. einen 
höheren II-Multiplikator als mit SPT. Grund hierfür ist, dass die modifizierte 
Auftragsdummybearbeitungszeit nur ein Teil des Prioritätswerts ist und entsprechend 
stärker erhöht werden muss, um auf den gesamten Prioritätswert gesehen eine 
vergleichbare Prioritätsreduktion zu bewirken. 
 
 
Abbildung 26 - 95%-KIs für die Mittelwerte der Differenz zwischen der mittleren DLZ bei den II-Varianten und bei 
verzögerungsfreier Einplanung in Abhängigkeit von Systemauslastung und Terminmultiplikator bei SPT-Anwendung 
Dieser Zusammenhang zwischen II-Multiplikator und Wirkung von Inserted 
Idleness ist jedoch prioritätsregelabhängig. So zeigt Abbildung 27 auf, dass die 
maximale Terminüberschreitung unter Anwendung der ODD-Regel oft erst 
 265 
verbessert werden kann, wenn die Auswahl der Aufträge, auf die gewartet werden 
soll, durch einen ausreichend hohen II-Multiplikator stark genug eingeschränkt wird. 
Wenn der Multiplikator allerdings zu groß gewählt wird, kann durch sehr wenige 
noch vorzuziehende Aufträge kaum noch ein Effekt erzielt werden. Will man 
Inserted Idleness einsetzen, ist somit für jede anzuwendende Prioritätsregel die 
optimale II-Variante zu bestimmen. Beide Darstellungen zeigen außerdem auf, dass 
die Prioritätsregel zwar einen wesentlichen Einfluss auf den optimalen II-
Multiplikator-Wert hat, andere Parameter wie die Systemauslastung aber mit ihnen in 
Wechselwirkung stehen und bei der Bestimmung ebenfalls berücksichtigt werden 
müssen. 
 
Abbildung 27 - 95%-KIs für die Mittelwerte der Differenz zwischen der maximalen TÜ bei den II-Varianten und bei 
verzögerungsfreier Einplanung in Abhängigkeit von Systemauslastung und Terminmultiplikator bei ODD-Anwendung 
Bezüglich der Prioritätsregeln ist weiterhin zu klären, warum MCOVERT und 
ATC für die Erweiterung mit Inserted Idleness in den meisten Fällen ungeeignet 
sind. Die daraus resultierende deutliche Zielgrößenverschlechterung wird zusätzlich 
zu Tabelle 34 in Abbildung 28 ebenfalls anhand der Differenz der mittleren 
Durchlaufzeit mit und ohne Inserted Idleness unter Anwendung der MCOVERT-
Regel illustriert. 
Gründe hierfür sind in den Modifikationen an den Dummy-Aufträgen und der 
Bestimmung des jeweiligen Prioritätswerts zu suchen. Da bei Dummies sowohl 
Termin als auch Bearbeitungszeit in gleicher Weise verlängert werden, bleibt der 
Schlupf unverändert. Die Modifikation erfolgt also ausschließlich über die 
Bearbeitungszeit, die die Kosten der sofortigen Bearbeitung repräsentiert. Wenn der 
Dividend aufgrund eines großen Schlupfs null beträgt, wird die Modifikation des 
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Divisors sogar vollkommen wirkungslos.561 Vor allem bei niedriger 
Systemauslastung und großem Terminmultiplikator resultiert ein geringer Anteil 
terminüberschreitender Aufträge. In dieser Situation ist davon auszugehen, dass es 
häufig vorkommt, dass vorliegende Aufträge mit Dummy-Aufträgen konkurrieren, 
die keiner oder nur geringer Bestrafung für die durch sie entstehende Wartezeit 
unterliegen. 
 
 
Abbildung 28 - 95%-KIs für die Mittelwerte der Differenz zwischen der mittleren DLZ bei den II-Varianten und bei 
verzögerungsfreier Einplanung in Abhängigkeit von Systemauslastung und Terminmultiplikator bei MCOVERT-
Anwendung 
Bei der MCOVERT-Regel tritt zusätzlich bei negativem Schlupf ein weiteres 
Problem auf. Die Modifikation der Dummy-Bearbeitungszeit führt dann nicht zur 
gewünschten Bestrafung sondern zu einer Bevorzugung des Dummies, weil sein 
Prioritätswert durch die größere Operationsbearbeitungszeit sinkt. Zu erkennen ist 
dies auch daran, dass der Nachteil von Inserted Idleness bei MCOVERT mit dem 
Auslastungsgrad deutlich steigt, was bei ATC nicht zu beobachten ist. Beide Regeln 
sind aufgrund der genannten Problematiken für die Verwendung mit dem 
vorgestellten Leerzeiteneinfügemechanismus somit nicht geeignet. 
Aus Tabelle 32 ist ersichtlich, dass zwischen Terminmultiplikator und II-Variante 
nur bei der Minimierung von AL  signifikante Interaktionseffekte auftreten. Diese 
sind darauf zurückzuführen, dass es sich um eine nicht-reguläre Zielgröße handelt. 
                                                 
561 Vgl. Tabelle 22 für die Berechnungsvorschrift des jeweiligen Prioritätswerts. Auch wenn der Dividend der 
ATC-Regel nur gegen null konvergiert, wird er ab einer bestimmten Schlupfhöhe aufgrund der beschränkten 
Rechengenauigkeit der computergestützten Bestimmung des Prioritätswerts gerundet einen Wert von null 
annehmen. 
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Die Änderung des Terminmultiplikators hat bei terminbasierenden Prioritätsregeln in 
unterschiedlicher Weise Einfluss auf die Durchlaufzeit und den Anteil 
terminüberschreitender Aufträge. So ist es möglich, dass Inserted Idleness bei TM6 
und TM10 eine Verlängerung der mittleren Durchlaufzeit in gleiche Höhe 
verursacht, die aufgrund des unterschiedlich hohen Anteils terminüberschreitender 
Aufträge bei TM10 zu einer AL -Verbesserung, bei TM6 aber zu einer 
Verschlechterung führt. Die vorliegenden signifikanten Interaktionseffekte sind 
entsprechend vielmehr der Nichtregularität der Zielgröße als der Änderung der 
Wirkung von Inserted Idleness geschuldet. Bei allen anderen Zielgrößen kann, wie in 
Tabelle 32 dargestellt, keine signifikante Wechselwirkung zwischen 
Terminmultiplikator und II-Variante nachgewiesen werden.  
Als letzter Einflussfaktor ist der II-Multiplikator näher zu betrachten. Aggregiert 
über alle anderen untersuchten erklärenden Variablen ist zu beobachten, dass alle 
Zielgrößenwerte mit sinkendem Multiplikator, also häufigeren 
Leerzeiteneinfügungen zunehmen. In Tabelle 33 ist zu erkennen, dass deutliche 
Interaktionseffekte mit der Prioritätsregelwahl und der vorherrschenden 
Systemauslastung vorliegen. So ist z.B. bei der SPT-Regel festzustellen, dass oftmals 
ein kleinerer II-Multiplikator optimal ist, wie auch in Abbildung 26 zu beobachten 
ist. Außerdem ist zu beachten, dass ähnlich wie bei den Prioritätsregeln selbst, die 
Optimierung einer Zielgröße zur Verschlechterung einer anderen führen kann. Soll 
z.B. F  bei Verwendung der SPT Regel und Systemauslastung 0,80(g) minimiert 
werden, so ist ein II-Multiplikator in Höhe von 5 am besten geeignet. In der gleichen 
Konstellation führt dieser Multiplikator aber zum signifikanten höchsten σF-Wert. 
Bzgl. der Systemauslastung ist festzustellen, dass bei 0,80(g) nur bei der 
Minimierung von θT und AL  der allgemeine beobachtete Zusammenhang der mit 
abnehmendem II-Multiplikator steigenden Zielgrößenwerte gilt. Bei den anderen 
Zielgrößen werden niedrigere Zielgrößenwerte bei einem Multiplikator in Höhe von 
25 bzw. fünf als bei einem in Höhe von 50 erzielt. Dies befindet sich im Einklang 
mit den Beobachtung der in Abschnitt 3.2 beschriebenen Studien, die empfehlen, mit 
sinkendem Auslastungsgrad mehr erzwungene Leerzeiten zuzulassen. Zu beachten 
ist, dass im Fall sinkender Systemauslastung mit dem Verfahren der vorliegenden 
Arbeit selbst ohne Senkung des II-Multiplikators bereits mehr Leerzeiten eingefügt 
werden. Die dann vorliegenden kürzeren Warteschlangen führen zu einer geringeren 
Reduktion der Auftragsdummypriorität. Die Experimentergebnisse legen jedoch 
nahe, dass diese Erhöhung des Umfangs eingefügter Leerzeiten noch nicht 
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ausreichend ist, optimale Ergebnisse zu erzielen und der II-Multiplikator daher 
gesenkt werden muss. 
Das bisher beschriebene Experiment gestattet keine Aussage darüber, wie sich das 
Auftreten von Störungen auf die Vorteilhaftigkeit von Inserted Idleness auswirkt. 
Um die Gesamtrechenzeit zu reduzieren, dient ein gesondertes Experiment der 
Beantwortung dieser Fragestellung. Für dieses finden die Prioritätsregeln FIFO, 
MCOVERT und ATC keine Anwendung, da sie sich im Hauptexperiment als nicht 
geeignet für die Kombination mit der untersuchten Form von Inserted Idleness 
erwiesen. Die verbleibenden drei Prioritätsregeln werden unter den gleichen vier 
Systemauslastungen und den gleichen zwei Terminmultiplikatoren untersucht. Der 
II-Multiplikator wird nur mit der Ausprägung 25 betrachtet und als Störungsvariante 
wird S100/1000 herangezogen. 
Die Ergebnisse des Experiments zeigen eindeutig auf, dass Inserted Idleness in 
Systemen, die deutlichen Störungen unterliegen, nicht vorteilhaft ist. Alle 
untersuchten Kombinationen von Prioritätsregel, Systemauslastung und 
Terminmultiplikator weisen eine meist signifikante Zielgrößenwertverschlechterung 
durch das Einfügen von Leerzeiten auf. Besonders deutlich ist dies unter Anwendung 
der SPT-Regel bei den Systemauslastungen 0,95(g) und 0,95(u). Hier werden 
einzelne Aufträge in den Warteschlangen so oft zurückgestellt, dass selbst nach 
1.000.000 ZE noch nicht alle 5.000 für die Datenerhebung relevanten Aufträge das 
System verlassen haben und der Lauf ohne Datenerhebung abgebrochen werden 
muss.562 Im Experiment ohne Störungen endeten die Simulationsläufe im Mittel nach 
ca. 100.000 ZE. Selbst bei den durchführbaren Simulationsläufen treten deutliche 
Zielgrößenverschlechterungen auf. So ist im Mittel über alle in diesem Experiment 
betrachteten Konstellationen durch die Anwendung von Inserted Idleness eine 
Erhöhung der mittleren Durchlaufzeit um 2,686 ZE zu verzeichnen, wenn keine 
Störungen vorliegen. Mit Störungen liegt diese Verschlechterung bei 1.370,795 ZE. 
Für alle Zielgrößen ist zu beobachten, dass die mittlere Verschlechterung durch die 
Anwendung von Inserted Idleness bei Vorliegen von Störungen 300- bis 600-mal 
höher ist als im störungsfreien Fall. Die θT-Verschlechterungen sind sogar über 
20.000-mal so hoch. Außerdem ist jede einzelne mittlere Zielgrößenänderung 
aufgrund des II-Einsatzes unabhängig von Prioritätsregel, Systemauslastung und 
                                                 
562 Vgl. Abschnitt 5.3.2 für eine detaillierte Beschreibung, wie die Datenerhebung durchgeführt wird, um 
unverzerrte Ergebnisse zu gewährleisten. Von den 960 geplanten Simulationsläufen konnten nur 926 beendet 
werden. 
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Terminmultiplikator bei Vorliegen von Störungen signifikant größer. Aufgrund der 
Deutlichkeit der Ergebnisse wird auf eine vollständige Darstellung der statistischen 
Auswertung verzichtet. Ein Einsatz von Inserted Idleness in Systemen, die in 
stärkerem Maße Störungen unterliegen, ist nicht zu empfehlen.  
6.3.3 Zusammenfassende Beurteilung 
Die dargestellten Ergebnisse der experimentellen Auswertung zeigen auf, dass es 
möglich ist, mithilfe von Inserted Idleness signifikante Zielgrößenverbesserungen zu 
erzielen. Ob dies im Einzelfall möglich ist, hängt jedoch im großen Maße von 
Systemauslastung, Störungsvariante und der angewandten Prioritätsregel ab. Die 
Interaktionseffekte mit der Prioritätsregel sind in der vorliegenden Arbeit 
insbesondere auf den Mechanismus zurückzuführen, mit dem entschieden wird, ob 
auf einen bald ankommenden Auftrag gewartet werden soll. Eine generelle Aussage 
in Bezug auf Inserted Idleness im Allgemeinen ist nicht möglich, da sie in anderen 
Studien nicht umfassend mit verschiedenen Klassen von Prioritätsregeln untersucht 
wurde. Es sollte daher beim II-Einsatz immer eine Überprüfung stattfinden, ob ein 
gewählter Inserted-Idlness-Mechanismus mit einer Prioritätsregel kompatibel ist. In 
diesem Rahmen ist zudem eine problemspezifische Parametrisierung des Verfahrens 
durchzuführen. 
Von weiterem Interesse für den hier untersuchten Mechanismus ist die 
Verwendung in Kombination mit anderen Voraussichtsmechanismen. Da z.T. diese 
ebenfalls auf die modifizierten Dummyauftragsdaten zurückgreifen, besteht die 
Möglichkeit, dass bei gleichzeitigem Einsatz die Inkompatibilitätsproblematik 
reduziert werden kann. Aufgrund der nachgewiesenen starken Abhängigkeit der 
Vorteilhaftigkeit von Inserted Idleness vom zugrunde liegenden Prioritätswert sind 
darüber hinaus starke Wechselwirkungen zwischen den Verfahren zu erwarten. Auf 
die Untersuchung der gemeinsamen Nutzung wird in Abschnitt 6.8 eingegangen. 
Die Wirkung der übrigen untersuchten Einflussfaktoren lässt sich aus den 
theoretischen Hintergründen erklären. Da bei den hier untersuchten stochastisch 
dynamischen Problemstellungen die Leerzeit einer Maschine durch den für sie 
vorgegebenen Auslastungsgrad beschränkt ist, kann Inserted Idleness nur Teile 
dieser Leerzeiten vorziehen. Mit zunehmender Systemauslastung und bei Vorliegen 
von Störungen steigt das Risiko, dass zu einem späteren Zeitpunkt dann nicht mehr 
ausreichend Bearbeitungskapazität für die vorliegenden Aufträge verfügbar ist. Je 
größer dieses Risiko ist, desto eher treten Verschlechterungen durch Inserted Idleness 
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auf. Der Terminmultiplikator hingegen hat keinen Einfluss auf die 
Maschinenkapazität und weist auch keinen Einfluss auf die Vorteilhaftigkeit von 
Inserted Idleness auf. Vor allem im störungsfreien Betrieb bei geringen 
Auslastungsgraden kann Inserted Idleness wie aufgezeigt in vielen Fällen zur 
Senkung der Zielgrößen genutzt werden. 
6.4 Experimentelle Untersuchung der 
Voraussichtsmechanismen der Klasse II 
In Abschnitt 4.2 wurden die beiden unterschiedlichen Ansätze erläutert, die in der 
vorliegenden Arbeit mithilfe von Störungsdummies umgesetzt werden. Diese 
Dummies haben zum einen eine informative Wirkung, indem sie es gestatten, eine 
realistischere Aussage über die zukünftige Kapazitätsauslastung der einzelnen 
Maschinen zu machen. Diese Daten sind aber nur in Verbindung mit anderen 
Mechanismen nutzenstiftend, die auf die zusätzlichen Informationen zurückgreifen. 
Dies trifft in geringem Maße für Prioritätsregeln und Inserted Idleness zu, vor allem 
aber für die Voraussichtsmechanismen der Klassen III bis V. Der zweite Ansatz 
besteht darin, bei in naher Zukunft erwarteten Störungsfällen vorrangig wichtige 
Aufträge zu bearbeiten. Initiiert wird diese Vorgehensweise, wenn sich ein Störungs-
Dummy am Kopf der Warteschlange befindet. Dann erfolgt die Maschinenbelegung 
durch Prioritätswertbestimmung ausschließlich auf Basis der 
Voraussichtsmechanismen der Klassen III und IV ohne die eigentliche 
Prioritätsregel. Eine isolierte Untersuchung der Voraussichtsmechanismen der Klasse 
II verspricht demnach keinen Erkenntnisgewinn, weshalb eine Beschränkung der 
Betrachtung in Verbindung mit den anderen Verfahren in Abschnitt 6.8 stattfindet.  
6.5 Experimentelle Untersuchung der 
Voraussichtsmechanismen der Klasse III 
6.5.1 Untersuchung des Voraussichtsmechanismus der Klasse IIIa 
6.5.1.1 Beschreibung und grundlegende Auswertung des Experiments zur 
Bestimmung des geeigneten LW-Werts 
In Abschnitt 4.3.2 wurde beschrieben, wie mithilfe des auf einer Sigmoidfunktion 
basierenden Prioritätsfaktors FW bei der Prioritätswertberechnung berücksichtigt 
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werden soll, ob ein Auftrag schnell das System verlassen kann, weil an den 
Nachfolgemaschinen keine große Verzögerung zu erwarten ist. Es wurde aufgezeigt, 
dass dies über die Kennzahl der erwarteten Wartezeit und des erwarteten Work 
Contents der noch zu durchlaufenden Maschinen geschehen kann, sowie, dass erstere 
Kennzahl zu einer stärkeren Beschleunigung einzelner Aufträge zu Lasten anderer 
führt als letztere Kennzahl. Experimentell gilt es nun zu bestimmen, inwieweit durch 
diese Vorgehensweise die Zielerreichung verbessert werden kann und wie dieser 
Mechanismus parametrisiert werden sollte. Zu bestimmen sind der Lageparameter 
der Sigmoidfunktion LW und der Parameter der Linearkombination θW, über den die 
Einflussanteile der beiden beschriebenen Kennzahlen gesteuert werden.563 Beide 
gemeinsam in allen interessierenden Kombinationen zu untersuchen, würde zu einem 
sehr hohen Rechenaufwand führen. Aus diesem Grund wird für das erste Experiment 
θW = 0,5, also die Gleichgewichtung beider Kennzahlen, angenommen, um die 
bestgeeignete Einflussstärke des Faktors, gesteuert durch LW, bestimmen zu können. 
In einem zweiten Experiment wird die Wirkung anderer Mischungsverhältnisse der 
Kennzahlen bei fixem LW untersucht. 
Für das Experiment zur Untersuchung von LW werden wiederum alle sechs 
Prioritätsregeln aus Tabelle 22 sowie die vier in Abschnitt 5.2.4 beschriebenen 
Systemauslastungen herangezogen. Verglichen wird ebenfalls die Wirkung der 
Störungsvarianten S0 und S100/1000, während der Terminmultiplikator nur in der 
Variante TM8 Anwendung findet. θW beträgt wie beschrieben durchgängig 0,5. 
Mithilfe kleinerer Vorexperimente wurden die LW-Ausprägungen 1, 2,5, 10 und 50 
als im Experiment zu untersuchend, bestimmt. Zum Vergleich wird wiederum auch 
die ausschließliche Prioritätsregelsteuerung betrachtet. Wie in Abschnitt 5.3.3 
beschrieben, sind jeweils 40 Replikationen notwendig, woraus insgesamt 9.600 
Einzelläufe resultieren.  
Auch die Ergebnisse dieses Experiments werden zuerst mithilfe von ANOVAs 
daraufhin überprüft, welche Faktoren Einfluss auf die acht untersuchten 
Zielsetzungen haben. Die Ergebnisse sind in Tabelle 36 wiedergegeben. Für alle 
Zielgrößen außer Fmax und Tmax lassen sich signifikante Einflüsse aller direkten 
Effekte von Prioritätsregel, Systemauslastung, Prioritätsfaktorausprägung und dem 
Vorliegen von Störungen sowie deren Interaktionseffekten nachweisen. Lediglich die 
Interaktionseffekte zwischen allen diesen unabhängigen Variablen sowie die 
                                                 
563 Vgl. Abschnitt 4.3.1 und 4.3.2. 
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zwischen Prioritätsregel, Prioritätsfaktor und dem Vorliegen von Störungen sind für 
die Zielgrößenwerte Fmax und Tmax nicht signifikant ausschlaggebend. 
 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * St * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St * FW-V 0,00000 0,37212 0,00000 0,00000 0,37152 0,00000 0,00000 0,00000 
PR * Ausl * St * 
FW-V 0,00000 1,00000 0,00000 0,00000 1,00000 0,00000 0,00000 0,00000 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
St: Störungsvariante 
FW-V: FW-Variante 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 36 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von FW 
Um die Stärke der Einflüsse beurteilen zu können, weist Tabelle 37 zusätzlich die 
partiellen Eta-Quadrate aus, die im Rahmen der ANOVAs berechnet wurden. Wieder 
deutlich zu erkennen ist, dass die Wahl der Prioritätsfaktorausprägung den stärksten 
Einfluss in Kombination mit der Prioritätsregelwahl hat. Der zweitstärkste Einfluss 
liegt in Kombination mit Prioritätsregel und Systemauslastung vor, bevor an dritter 
Stelle der direkte Einfluss des Prioritätsfaktors festzustellen ist. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,96583 0,80841 0,91168 0,95680 0,80973 0,91283 0,97321 0,95044 
Konstanter Term 0,98722 0,87830 0,95655 0,92640 0,85684 0,93652 0,98581 0,97289 
PR 0,81571 0,50207 0,56411 0,76512 0,50700 0,55789 0,93109 0,80044 
Ausl 0,90955 0,62562 0,79928 0,87084 0,62760 0,81181 0,88707 0,81630 
St 0,88952 0,36271 0,72964 0,84343 0,36562 0,74986 0,91137 0,72147 
FW-V 0,19856 0,06958 0,19752 0,13854 0,07043 0,16070 0,27930 0,06809 
PR * Ausl 0,61732 0,35112 0,33374 0,62067 0,34939 0,27770 0,55383 0,61354 
PR * St 0,53167 0,06627 0,17895 0,55024 0,06411 0,11821 0,34653 0,55593 
PR * FW-V 0,37325 0,12006 0,35841 0,26814 0,12136 0,30533 0,47127 0,13654 
Ausl * St 0,51741 0,05446 0,27280 0,65813 0,05288 0,25699 0,24279 0,75642 
Ausl * FW-V 0,14102 0,02135 0,07232 0,16386 0,02182 0,06313 0,03682 0,18018 
St * FW-V 0,06120 0,00380 0,03441 0,08224 0,00368 0,02862 0,01072 0,10229 
PR * Ausl * St 0,25637 0,02333 0,04624 0,30696 0,02331 0,04936 0,46462 0,38821 
PR * Ausl * FW-V 0,24414 0,02900 0,15098 0,29476 0,02915 0,13077 0,06819 0,33796 
PR * St * FW-V 0,08660 0,00712 0,07679 0,13728 0,00705 0,06517 0,02045 0,19571 
Ausl * St * FW-V 0,02355 0,00138 0,00715 0,04887 0,00138 0,00945 0,10149 0,08377 
PR * Ausl * St * 
FW-V 0,05315 0,00207 0,01793 0,08522 0,00209 0,02358 0,15850 0,12465 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
St: Störungsvariante 
FW-V: FW-Variante 
Tabelle 37 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von FW 
Da der Einsatz des Prioritätsfaktors FW einen Einfluss auf die Höhe der erreichten 
Zielgrößenwerte hat, gilt es zu klären, in welchen Konstellationen sich dies in 
Verbesserungen niederschlägt. Tabelle 38 fasst die Ergebnisse zusammen, indem sie 
die Prioritätsfaktorausprägungen wiedergibt, die für die jeweilige Konstellation aus 
Systemauslastung und Störungsvariante in Kombination mit der angegebenen 
Prioritätsregel den jeweils geringsten Zielgrößenwert ermöglicht. Die angegebene 
Zahl steht dabei für den angewandten LW-Wert und „o.E.“ für die Nichtanwendung 
des Prioritätsfaktors. In letzterem Fall wir die zugrunde liegende Prioritätsregel also 
zu Vergleichszwecken ohne Erweiterung eingesetzt. Die jeweils beste Alternative 
wird dann in rot wiedergegeben, wenn die Anwendung des Faktors mit 
entsprechendem LW-Wert zu Vorteilen gegenüber der ausschließlichen 
Prioritätsregelsteuerung führt, die signifikant größer null sind bzw. im Fall von 
„o.E.“, wenn der Faktor mit allen LW-Ausprägungen zu Verschlechterungen führt, die 
signifikant größer null sind. Grün unterlegt ist die Kombination aus Prioritätsregel 
und Prioritätsfaktorvariante, die bei gegebener Systemauslastung und 
Störungsvariante die jeweilige Zielgröße minimiert. 
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Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FIFO 
0,80(g) 50 10 o.E. o.E. o.E. o.E. o.E. 50 o.E. o.E. o.E. o.E. 50 2,5 o.E. o.E. 
0,90(g) 50 2,5 o.E. o.E. o.E. o.E. 50 50 o.E. o.E. o.E. o.E. 1 2,5 o.E. 50 
0,95(g) 1 10 o.E. o.E. o.E. o.E. 50 10 o.E. o.E. o.E. o.E. 2,5 1 50 50 
0,95(u) 2,5 50 o.E. o.E. o.E. o.E. o.E. 50 o.E. o.E. o.E. o.E. 2,5 2,5 o.E. 50 
SPT 
0,80(g) 2,5 10 2,5 10 2,5 10 2,5 10 1 10 2,5 10 10 2,5 o.E. 1 
0,90(g) 2,5 2,5 2,5 2,5 2,5 2,5 2,5 2,5 2,5 2,5 2,5 2,5 10 2,5 o.E. 2,5 
0,95(g) 2,5 2,5 2,5 o.E. 2,5 2,5 2,5 2,5 2,5 o.E. 2,5 2,5 10 2,5 10 2,5 
0,95(u) 10 10 50 1 50 10 50 10 50 1 50 10 o.E. 50 o.E. 50 
PT+WINQ 
0,80(g) 1 1 10 2,5 2,5 1 2,5 1 2,5 2,5 1 1 1 1 o.E. 1 
0,90(g) 1 1 1 1 1 2,5 1 2,5 1 1 1 2,5 1 1 50 2,5 
0,95(g) 1 50 o.E. o.E. 10 50 1 50 o.E. o.E. 10 50 1 1 10 50 
0,95(u) 10 10 10 1 10 10 10 10 10 1 10 10 10 1 10 10 
ODD 
0,80(g) 1 1 o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. 1 o.E. o.E. 
0,90(g) 1 10 o.E. o.E. o.E. o.E. o.E. 50 o.E. o.E. o.E. o.E. 1 1 o.E. 50 
0,95(g) 1 1 o.E. o.E. o.E. o.E. 1 1 o.E. o.E. o.E. o.E. 1 1 o.E. 1 
0,95(u) 1 50 o.E. o.E. o.E. o.E. o.E. 50 o.E. o.E. o.E. o.E. 10 1 o.E. 50 
MCOVERT 
0,80(g) o.E. o.E. o.E. 50 o.E. 50 o.E. 1 o.E. 50 o.E. o.E. o.E. o.E. 10 1 
0,90(g) o.E. 1 o.E. 50 10 10 1 1 o.E. 50 1 10 o.E. 1 50 1 
0,95(g) 1 1 50 10 2,5 10 1 1 50 o.E. 2,5 10 1 1 1 1 
0,95(u) o.E. 1 o.E. o.E. 1 10 o.E. 1 o.E. o.E. o.E. 10 o.E. 1 50 1 
ATC 
0,80(g) 1 1 50 2,5 1 2,5 1 1 1 2,5 1 2,5 2,5 1 o.E. 10 
0,90(g) 1 1 2,5 2,5 10 2,5 1 2,5 2,5 2,5 2,5 2,5 1 1 50 2,5 
0,95(g) 1 2,5 o.E. o.E. 10 2,5 2,5 2,5 o.E. o.E. 10 2,5 1 1 10 2,5 
0,95(u) 1 2,5 10 o.E. 10 10 10 10 10 o.E. 10 10 1 1 o.E. 10 
Tabelle 38 - Vorteilhaftigkeit des Prioritätsfaktors FW in Abhängigkeit von Systemauslastung, dem Vorliegen von 
Störungen, Prioritätsregel, Zielgröße und LW-Wert 
Tabelle 38 zeigt bereits auf, dass sich die meisten Zielgrößenwerte durch Einsatz 
des Prioritätsfaktors FW senken lassen, außer wenn FIFO oder ODD die Grundlage 
der Reihenfolgeplanung bilden. Eine Aussage über die Höhe der erzielbaren 
Verbesserungen macht zusätzlich Tabelle 39. Als Grundlage werden für alle acht 
Kombinationen aus Systemauslastung und Störungsvariante die prozentualen 
Abweichungen jedes Zielgrößenwerts bei FW-Anwendung mit dem jeweils 
bestgeeigneten LW-Wert vom Zielgrößenwert bei ausschließlicher 
Prioritätsregelanwendung berechnet. In der Tabelle sind jeweils das Minimum, das 
Maximum und der Mittelwert dieser acht prozentualen Abweichungen zu finden.564 
                                                 
564 In wenigen Fällen kann die prozentuale Abweichung nicht berechnet werden, weil unter ausschließlicher 
Prioritätsregelsteuerung keinerlei verspätete Aufträge zu beobachten sind. In diesen Fällen beruht die Darstellung 
in Tabelle 39 nur auf den verbleibenden Beobachtungen. Die extrem hohen Verschlechterungen einiger 
terminorientierter Zielsetzungen unter Verwendung der ODD-Regel resultieren daraus, dass unter 
ausschließlicher Prioritätsregelanwendung nur eine sehr geringe Anzahl terminüberschreitender Aufträge 
vorliegt. Eine leichte Erhöhung der absoluten Anzahl führt in diesen Fällen zu einem deutlichen prozentualen 
Anstieg. 
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Zur besseren Verdeutlichung wurden Verbesserungen zusätzlich grün unterlegt und 
Verschlechterungen rot. 
 
Prioritäts- 
regel  
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FIFO 
Min -43,3% 115,4% 41,3% -58,0% 157,2% 41,8% -62,1% -47,2% 
∅  -29,4% 187,3% 112,2% -15,2% 250,7% 110,7% -40,6% 4,8% 
Max -19,4% 341,2% 189,5% 63,9% 533,5% 203,2% -20,1% 78,5% 
SPT 
Min -3,3% -4,8% -3,9% -10,2% -4,8% -7,9% -6,8% -3,3% 
∅  -1,8% -1,6% -2,8% -5,1% -1,6% -3,9% -3,1% -0,7% 
Max -0,5% 2,3% -1,4% -0,1% 2,5% -1,6% 0,8% 0,2% 
PT+WINQ 
Min -5,4% -5,7% -7,1% -18,4% -5,9% -11,1% -13,5% -3,8% 
∅  -2,5% 0,1% -3,9% -8,0% 0,1% -5,8% -5,3% -1,3% 
Max -0,4% 5,3% -1,8% -0,8% 6,6% -2,1% -0,3% 0,3% 
ODD 
Min -27,3% 98,3% 15,7% -35,5% 189,8% 92,9% -42,5% -34,8% 
∅  -13,0% 228,2% 126,3% 14663% 865,7% 2130,6% 455,5% 36,5% 
Max -2,1% 396,3% 203,7% 116287% 2216,5% 14920% 3780,8% 136,8% 
MCOVERT 
Min -3,5% -1,0% -11,6% -9,2% -2,1% -4,6% -0,5% -27,7% 
∅  7,2% 0,9% 0,2% 52,2% 6,2% 15,7% 56,1% -14,5% 
Max 42,8% 4,8% 30,4% 408,9% 27,3% 116,7% 399,8% -4,1% 
ATC 
Min -3,3% -5,8% -3,8% -22,4% -5,4% -9,1% -33,3% -6,3% 
∅  -2,5% -0,9% -2,4% -10,4% 0,7% -4,9% -17,2% -2,3% 
Max -1,7% 4,2% -0,8% -5,0% 11,9% -0,9% -4,8% 0,9% 
Tabelle 39 - Prozentuale Zielgrößenänderungen durch Einsatz des Prioritätsfaktors FW mit jeweils bestgeeignetem LW-
Wert und θW = 0,5 in Abhängigkeit von der Prioritätsregel 
Im Folgenden wird im Detail auf alle Wechselwirkungen zwischen 
Prioritätsfaktor und den übrigen Untersuchungsparametern eingegangen. 
6.5.1.2 Untersuchung der Einflussfaktoren auf die optimale LW-Wert-Höhe 
Bereits Tabelle 38 offenbart, dass die einzelnen Prioritätsregeln sehr 
unterschiedlich auf den Einsatz von FW reagieren. So ist für die Gruppe bestehend 
aus SPT, PT+WINQ und ATC zu beobachten, dass außer für wenige untersuchte 
Modellkonstellationen alle Zielgrößenwerte durch den Einsatz des Faktors reduziert 
werden können und dies in vielen Fällen sogar signifikant. Unter Verwendung der 
Prioritätsregeln FIFO und ODD führt die Anwendung des Faktors zu signifikanten 
Erhöhungen von Fmax, σF, Tmax und σT, während F , T  und θT in den meisten Fällen 
signifikant sinken. Für AL  ist die Verwendung von FW tendenziell nur bei Vorliegen 
von Störungen vorteilhaft. Die Vorteilhaftigkeit der Verwendung des 
Prioritätsfaktors in Kombination mit MCOVERT weist eine große Abhängigkeit von 
Zielgröße und Modellkonstellation auf. FW eignet sich am besten, wenn σF, T  oder 
AL  minimiert werden sollen, bzw. bei Systemauslastung 0,95(g) und dem Vorliegen 
von Störungen. Schließlich zeigt die Zusammenfassung in Tabelle 38 auch eine 
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Abhängigkeit der optimalen LW-Höhe von der in Anwendung befindlichen 
Prioritätsregel auf. So erfordert SPT im Vergleich zu PT+WINQ z.B. in den meisten 
Fällen einen höheren LW-Wert, also eine schwächere Faktorwirkung für die 
bestmögliche Steuerung. 
Unabhängig davon, ob die FW-Anwendung im Einzelfall vorteilhaft ist, weist sie 
in Abhängigkeit von der eingesetzten Prioritätsregel sehr unterschiedliche 
Einflussstärken auf die zu minimierenden Zielgrößen auf. Die jeweiligen 
Einflussstärken können durch eine Teilung des Datensatzes nach Prioritätsregeln und 
getrennte Varianzanalysen für die acht Zielgrößen in Abhängigkeit von den drei 
verbleibenden unabhängigen Variablen bestimmt werden. Im Mittel über die acht 
Zielgrößen-ANOVAs beträgt das partielle Eta-Quadrat565 für den Prioritätsfaktor bei 
FIFO 0,581 und bei ODD 0,424. Unter Verwendung der anderen Prioritätsregeln fällt 
der Einfluss mit 0,031 bei ATC, 0,023 bei MCOVERT sowie jeweils 0,004 bei SPT 
und PT+WINQ deutlich geringer aus.566 Tabelle 39 zeigt auf, dass sich die 
unterschiedlichen partiellen Eta-Quadrate auch in der Höhe der 
Zielgrößenänderungen durch die FW-Anwendung in Abhängigkeit von der 
eingesetzten Prioritätsregel niederschlagen. Zu beachten ist in diesem 
Zusammenhang, dass bei SPT- und PT+WINQ-Steuerung zwar nur relativ geringe 
Verbesserungen durch die FW-Erweiterung erzielt werden können, diese aber mit 
Ausnahme weniger untersuchter Konstellationen immer erzielbar sind. Bei den 
anderen Prioritätsregeln stehen den größeren Verbesserungen in erheblich mehr 
Konstellationen z.T. deutliche Verschlechterungen gegenüber. Da SPT- und 
PT+WINQ-Regel genau wie der Prioritätsfaktor FW mit dem Ziel der 
Beschleunigung schnell fertigstellbarer Aufträge eingesetzt werden, liegt eine 
größere Zielkongruenz als mit den anderen Prioritätsregeln vor. Es ist daher zu 
vermuten, dass die FW-Erweiterung bei diesen beiden Prioritätsregeln zu weniger 
Reihenfolgeänderungen in den Warteschlangen führt, was die geringeren 
Zielgrößenänderungen bedingt. 
Die unterschiedliche Wirkung des FW-Einsatzes in Abhängigkeit von der 
angewandten Prioritätsregel wird exemplarisch außerdem in Abbildung 29 illustriert. 
Sie stellt dar, wie sich bei Systemauslastung 0,95(g) in Abhängigkeit von 
                                                 
565 Eine Beschreibung des partiellen Eta-Quadrat-Werts findet sich in TABACHNICK/FIDELL (2007), S.54-55. 
566 Die Interaktionseffekte mit Systemauslastung, Störungsvariante und beiden haben jeweils einen deutlich 
geringeren Einfluss als die direkten FW-Effekte. Die Größenverhältnisse der Interaktionseffekte zwischen den 
Prioritätsregeldatensätzen entsprechen ungefähr denen der direkten Einflüsse. 
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Prioritätsregel und Störungsvariante der mittlere Anteil terminüberschreitender 
Aufträge verändert, je nachdem, ob und mit welchem LW-Wert FW Anwendung 
findet. Besonders deutlich werden die Unterschiede in der Einflussstärke in 
Abhängigkeit von der Prioritätsregel, wenn keine Störungen vorliegen. Während θT 
unter Verwendung von SPT durch FW-Erweiterung nur von 0,135 auf 0,131 gesenkt 
werden kann, ist unter FIFO eine Verbesserung von 0,991 auf 0,466 möglich. 
Ähnlich verhält es sich mit den Änderungen aller Zielgrößen, wenn auch meist in 
geringerem Ausmaß. 
 
 
Abbildung 29 - 95%-KIs für die Mittelwerte des Anteils terminüberschreitender Aufträge in Abhängigkeit von 
Prioritätsregel, LW und Störungsvariante bei Systemauslastung 0,95(g) 
Um das typische Schema der Abhängigkeit der FW-Wirkung von 
Systemauslastung und dem Vorliegen von Störungen zu illustrieren, findet sich ein 
repräsentatives Beispiel in Abbildung 30. Für eine anschaulichere Darstellung wird, 
wie in Abschnitt 5.4 beschrieben, für jede Probleminstanz die Differenz zwischen der 
Zielgröße mit und ohne Anwendung eines Prioritätsfaktors bestimmt. Eine solche 
Differenz gibt also bei negativem Wert an, um wie viel das Ergebnis durch 
Anwendung des jeweiligen Faktors verbessert und bei positivem Wert verschlechtert 
wird. In Abbildung 30 wird die mittlere Differenz der mittleren 
Terminüberschreitung bei Anwendung der SPT-Regel in Abhängigkeit von 
FW-Ausprägung, Systemauslastung und Störungsvariante dargestellt. Zu erkennen ist, 
dass die Wirkung, hier eine Verbesserung, mit steigendem Auslastungsgrad zunimmt 
und größer ist, wenn Störungen auftreten. Außerdem ist ein ebenfalls häufig 
auftretender Zusammenhang zu erkennen. Während bei gleicher 
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Maschinenauslastung zumeist die Anwendung des Prioritätsfaktors unabhängig von 
seiner Höhe entweder zu Verbesserungen oder Verschlechterungen führt, hat die 
ungleiche Maschinenauslastung oft zur Folge, dass das Vorliegen von 
Verbesserungen bzw. Verschlechterungen von der Höhe des Faktors abhängt. In der 
Abbildung nicht zu sehen ist der ebenfalls häufige Fall, dass LW = 1 bei 
Systemauslastungen 0,95(g) zu deutlichen Verschlechterungen führt, selbst wenn die 
Anwendung des Faktors bei gegebener Problemstellung grundsätzlich Vorteile mit 
sich bringt. 
 
 
Abbildung 30 - 95%-KIs für die Mittelwerte der Änderung der mittleren TÜ aufgrund der FW-Anwendung in 
Abhängigkeit von Systemauslastung, LW und Störungsvariante bei Anwendung der SPT-Regel  
Zu beachten ist bei der Betrachtung der Wirkung der Systemauslastung und der 
Störungsvariante, dass es unabhängig vom Steuerungsmechanismus i.d.R. bei 
Auslastungserhöhung und dem Auftreten von Störungen zu einer 
Zielgrößenverschlechterung, also -erhöhung kommt. Bei unterschiedlichen 
Ausgangszielgrößenwerten ist es daher interessant, zusätzlich zu den absoluten 
Zielgrößenänderungen durch Voraussichtseinsatz auch die relativen in Bezug auf die 
Zielgröße bei ausschließlicher Prioritätsregelsteuerung zu betrachten. Dabei ist 
festzustellen, dass die relativen Verbesserungen bzw. Verschlechterungen weiterhin 
mit steigender Systemauslastung zunehmen. Störungen hingegen haben keinen 
eindeutigen und systematischen Einfluss auf die relativen Zielgrößenänderungen, die 
in manchen Fällen beim Wechsel von S0 an S100/1000 zunehmen und in anderen 
kleiner werden.  
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Der letzte zu betrachtende Einflussfaktor auf die Wirkung von FW ist die Höhe des 
Lageparameters LW. Von besonderem Interesse ist der optimale LW-Wert zur 
Minimierung eines Zielgrößenwerts. Die bisherigen Ausführungen verdeutlichen 
bereits, dass es keinen allgemeingültig besten Wert gibt, sondern dieser starke 
Abhängigkeit von den bereits untersuchten Einflussfaktoren aufweist. Abbildung 29 
und Abbildung 30 illustrieren jedoch, dass diese Abhängigkeit systematischer Natur 
ist und die mittleren Zielgrößenwerte eine Kurve in Abhängigkeit von LW 
beschreiben. Lage und Verlauf sind von Faktoren, wie der mittleren Zielerreichung 
nur durch die Prioritätsregel bzw. nur dem Prioritätsfaktor, deren Wechselwirkungen 
sowie den bisher untersuchten Systemgrößen bestimmt. Im Rahmen dieser 
Abhängigkeit des Zielgrößenwerts von LW liegt in der Regel ein identifizierbares 
Minimum vor. Im Fall einer grundsätzlichen Zielgrößenverschlechterung durch den 
FW-Einsatz liegt dieses bei einem LW-Wert nahe unendlich, da dieser zu einer 
Wirkungslosigkeit des Faktors führt. Das gesuchte Minimum lässt sich 
näherungsweise mit einem ausreichenden großen Experimentumfang ermitteln, 
woraus sich der bestgeeignte LW-Wert bestimmen lässt.567 Die bisher beschriebenen 
Zusammenhänge können dabei grundsätzlich als Anhaltspunkt für die ungefähre 
Lage dienen, für die Anwendung des Faktors ist aber eine vorhergehende 
problemspezifische Bestimmung des bestgeeinten LW-Werts zu empfehlen. Wie das 
Beispiel der Anwendung von ODD und FIFO darüber hinaus aufzeigt, führt eine FW-
Erweiterung mancher Prioritätsregeln zur Verbesserung eines Teils der hier 
betrachteten Zielgrößen, während die anderen zunehmen. Dies kann im Fall von 
mehreren verfolgten Zielsetzungen dazu führen, dass spezielle multikriterielle 
Verfahren herangezogen werden müssen, um den insgesamt besten 
Lageparameterwert zu bestimmen.568 Wie die bisherigen Darstellungen allerdings 
auch aufzeigen, ist eine moderate Abweichung vom optimalen LW-Wert in vielen 
                                                 
567 Die einfachste Methode ist die Ausweitung des Experimentumfangs durch Berücksichtigung von mehr LW-
Ausprägungen. Deren Auswahl kann bei Bedarf durch geeignete lokale Suchverfahren unterstützt werden, um 
möglichst effizient einen guten LW-Wert zu finden. Eine Reihe dieser Suchverfahren werden z.B. in 
GENDREAU/POTVIN (2010) und ZÄPFEL/BRAUNE/BÖGL (2010) ausführlich dargestellt. 
568 Da diese über das Ziel der vorliegenden Arbeit hinaus gehen, sei auf die umfangreichen Übersichten des 
aktuellen Forschungsstands z.B. in EHRGOTT/FIGUEIRA/GRECO (Hrsg.) (2010), BOUYSSOU et al. (2006) 
und FIGUEIRA/GRECO/EHRGOTT (2005) verwiesen.  
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Fällen vertretbar, da die Vorteilhaftigkeit der Faktoranwendung relativ robust 
gegenüber Fehlparametrisierung ist.569 
6.5.1.3 Beschreibung und Auswertung des Experiments zur Bestimmung des 
geeigneten θW-Werts 
Wie in Abschnitt 6.5.1.1 beschrieben, soll ein zweites Experiment Erkenntnisse 
über die Wirkung verschiedener θW-Ausprägungen liefern. Auch hier finden alle 
sechs Prioritätsregeln aus Tabelle 22 im Rahmen der vier in Abschnitt 5.2.4 
beschriebenen Systemauslastungen Anwendung. Wiederum werden die 
Störungsvarianten S0 und S100/1000 betrachtet. Der Terminmultiplikator wird nur in 
der Variante TM8 angenommen und LW beträgt durchgängig 2,5. Dieser LW-Wert 
wird gewählt, da er häufig zur Erzielung guter Ergebnisse führt und durch den 
großen resultierenden Faktoreinfluss die θW-Wirkung klarer aufzeigt. Außerdem 
führt die Stärke Faktorwirkung bei LW = 1 wie oben beschrieben, z.T. zu deutlichen 
Zielgrößenverschlechterungen. Für θW werden die Ausprägungen 0, 0,25, 0,5, 0,75 
und 1 untersucht.570 Auch bei diesem Experiment werden, wie in Abschnitt 5.3.3 
beschrieben, jeweils 40 Replikationen durchgeführt, woraus 9.600 Einzelläufe 
resultieren.  
Wiederum werden Varianzanalysen für alle Zielgrößen genutzt, um zu 
überprüfen, ob bestimmte Effekte vorliegen, bevor diese untersucht werden können. 
Diese zeigen, dass parallel zu den Erkenntnissen des ersten Experiments zur 
Untersuchung des Einflusses der LW-Ausprägung die gleichen Interaktionseffekte 
nicht relevant sind. So weisen wiederum nur in den ANOVAs für die Zielgrößen 
Fmax und Tmax die Interaktionen aller Faktoren sowie die von Systemauslastung, θW-
Ausprägungen, also der entsprechenden Prioritätsfaktorausgestaltung, und 
Störungsvariante keinen signifikanten Einfluss auf.571 Alle anderen Effekte sind 
deutlich vorhanden mit Signifikanzwerten kleiner 0,00003. Mit einem partiellen Eta-
                                                 
569 In Abbildung 30 ist z.B. zu sehen, dass ein LW-Wert von 2,5 in vielen dort dargestellten Fällen zu den 
geringsten Zielgrößenwerten führt. In diesen Fällen sind aber auch mit LW = 1, 10 und 50 noch deutliche 
Verbesserungen gegenüber der ausschließlichen Prioritätsregelanwendung erzielbar. 
570 In Abschnitt 4.3.2 werden die beiden Kennzahlen erwartete Auftragswartezeit und erwartete Work Contents 
auf der weiteren Auftragsroute näher erläutert und Gleichung (4.3.6) zeigt auf, wie sie in Form einer 
Linearkombination gemeinsam verwendet werden können. Dort zu erkennen ist auch, dass θW = 1 bedeutet, dass 
nur die geschätzte Wartezeit des Auftrags Anwendung findet und dass bei θW = 0 ausschließlich der Work 
Content auf der Auftragsroute betrachtet wird. 
571 Vgl. Tabelle 32. Aufgrund der großen Ähnlichkeit wird auf eine zusätzliche Wiedergabe der vollständigen 
Signifikanzwert-Ergebnisse der ANOVAs zur Bestimmung des Einflusses von θW verzichtet. 
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Quadrat von ca. 0,1751 im Mittel über die acht ANOVAs ist θW der Faktor mit dem 
geringsten Einfluss auf die Zielgrößen. Betrachtet man aber alle 384 untersuchten 
Kombinationen aus Zielgröße, Systemauslastung, Prioritätsregel und 
Störungsvariante, so entscheidet die Höhe von θW in 40,36% der Fälle darüber, ob 
die Anwendung des Prioritätsfaktors bei LW = 2,5 vorteilhaft ist. In diesen Fällen 
reduziert die FW-Anwendung also die jeweilige Zielgröße bei mindestens einer θW-
Ausprägung, während sie die gleiche Zielgröße unter Beibehaltung der anderen 
Parameter bei mindestens einer anderen Ausprägung erhöht. Im Folgenden wird 
betrachtet, welchen Einfluss die untersuchten erklärenden Variablen auf den 
optimalen θW-Wert haben. 
Einem grundsätzlichen Überblick dient Tabelle 40, die bereits deutlich macht, 
dass bzgl. der optimalen θW-Höhe leichter Verallgemeinerungen möglich sind als 
bzgl. der von LW. Je Prioritätsregel wird im Rahmen von acht verschiedenen 
Kombinationen aus Systemauslastung und Störungsvariante die Erreichung der acht 
verschiedenen Zielsetzungen untersucht. Tabelle 40 gibt an, bei welchem Anteil 
dieser 64 Konstellationen je Prioritätsregel die jeweilige θW-Ausprägung zur besten 
Zielerreichung führt.572 Da in vielen Fällen die mittleren Zielgrößenwerte unter 
Verwendung von θW = 0,00 und θW = 0,25 nicht signifikant unterscheidbar sind, 
werden beide Alternativen in der letzten Zeile zusätzlich zusammengefasst. Der 
angegebene Anteil entspricht dem der Fälle, bei denen eine stärkere Gewichtung der 
Kennzahl der Work Contents auf der Auftragsroute geringe Zielgrößenwerte 
ermöglicht. Deutlich zu erkennen ist, dass diese Kennzahl in 82,55% der Fälle von 
Vorteil ist, in 64,32% sogar wenn ausschließlich die Work Contents berücksichtigt 
werden. Eine stärker gewichtete Berücksichtigung der geschätzten Wartezeit führt 
hingegen in weniger als 9% der betrachteten Konstellationen zur bestmöglichen 
Zielerreichung. 
 
θW Prioritätsregel Mittlerer Anteil FIFO SPT PT+WINQ ODD MCOVERT ATC 
0,00 82,81% 68,75% 57,81% 79,69% 60,94% 35,94% 64,32% 
0,25 7,81% 14,06% 20,31% 17,19% 21,88% 28,13% 18,23% 
0,50 4,69% 10,94% 10,94% 1,56% 9,38% 14,06% 8,59% 
0,75 4,69% 6,25% 6,25% 0,00% 0,00% 9,38% 4,43% 
1,00 0,00% 0,00% 4,69% 1,56% 7,81% 12,50% 4,43% 
θW ≤ 0,25 90,63% 82,81% 78,13% 96,88% 82,81% 64,06% 82,55% 
Tabelle 40 - Anteil der Konstellationen aus Zielgröße, Systemauslastung und Störungsalternative, die durch die 
Verwendung der jeweiligen θW-Ausprägung minimiert werden in Abhängigkeit von der Prioritätsregel 
                                                 
572 In Tabelle 40 werden nur Konstellationen berücksichtigt, in denen der Prioritätsfaktor FW Anwendung findet.  
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Wie die Zielerreichung i.d.R. von der θW-Höhe abhängt, illustriert Abbildung 31 
zudem anhand des Beispiels der ODD-Steuerung im Rahmen der Minimierung der 
mittleren Durchlaufzeit in Abhängigkeit von Systemauslastung und 
Störungsvariante. Auch hier ist zu sehen, dass die Zielgröße mit kleiner werdendem 
θW sinkt. Auch wenn der Zusammenhang nicht bei allen Prioritätsregeln und 
Zielgrößen so deutlich zu beobachten ist, ist der geschätzte Work Content zumeist 
die geeignetere Größe als Kennzahl für FW. Im Folgenden werden die abweichenden 
Fälle betrachteten, um Rückschlüsse über Gründe der teilweise besseren Eignung der 
geschätzten Wartezeit zu ziehen. 
 
 
Abbildung 31 - 95%-KIs für die Mittelwerte der mittleren DLZ in Abhängigkeit von θW, der Systemauslastung und der 
Störungsvariante bei Anwendung der ODD-Regel 
Festzustellen ist, dass die Vorteilhaftigkeit von großen θW-Werten nur bei der 
Zielsetzung der Minimierung von F , AL und Tθ  gehäufter auftreten. Im Fall von F  
ist dies darauf zurückzuführen, dass bei Anwendung der Prioritätsregeln SPT, 
PT+WINQ, MCOVERT und ATC nur selten signifikante Unterschiede der mittleren 
F -Werte in Abhängigkeit von θW vorliegen. Das lässt darauf schließen, dass keine 
wirkliche Vorteilhaftigkeit hoher θW-Werte vorliegt, sondern vielmehr eine Situation, 
in der die Höhe von θW keinen Einfluss auf die Zielgröße hat. 
In Bezug auf AL  ist von Bedeutung, dass es sich um eine nicht-reguläre 
Zielgröße handelt. Die Frage ist also, ob die absolute Terminabweichung in einer 
gegebenen Probleminstanz vornehmlich durch Verspätungen oder 
Terminunterschreitungen zustande kommt. In letzterem Fall führt ein θW-Wert, der 
die mittlere Durchlaufzeit weiter senkt, zum Ansteigen von AL . Die Verwendung 
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des Prioritätsfaktors FW kann dann nur Vorteile erzielen, wenn andere Mechanismen, 
wie der vorausschauenden Auftragsfreigabe, erreichen, dass die Aufträge trotz 
reduzierter Durchlaufzeiten näher am Termin fertiggestellt werden. 
Offen ist damit die Frage, warum bei der Minimierung von Tθ  in vielen Fällen 
θW-Werte größer als 0,5 zur besseren Zielerreichung führen, während diese die 
übrigen Zielgrößenwerte verschlechtern. An den mit sinkendem θW kleiner 
werdenden F -, maxF - und Fσ -Werten zeigt sich, dass die einzelnen Durchlaufzeiten 
enger um den niedrigeren Mittelwert streuen, wenn verstärkt der Work Content als 
Kennzahl herangezogen wird. Wenn für einen Großteil der Aufträge der gegebene 
Termin überschritten wird, so sinken zwar T -, maxT  und Tσ  mit steigendem θ
W, die 
geringere Streuung um den Mittelwert führt aber dazu, dass es weniger Ausreißer 
nach unten gibt, also weniger Aufträge termingerecht fertiggestellt werden.573 
Illustriert wird dieser Zusammenhang in Abbildung 32, wo zu sehen ist, dass die 
Vorteilhaftigkeit des Work Contents als Steuerungskennzahl für FW mit steigendem 
Anteil terminüberschreitender Aufträge abnimmt.  
 
 
Abbildung 32 - 95%-KIs für die Mittelwerte des Anteils terminüberschreitender Aufträge in Abhängigkeit von θW, 
Systemauslastung und Störungsvariante bei Anwendung der FIFO-Regel 
                                                 
573 Diese Beobachtung geht mit den in Abschnitt 3.4.2 dargestellten Überlegungen einher, auf deren Basis beide 
Kennzahlen gegenübergestellt werden. Es bestätigt sich, dass die Wartezeit stärker zur Beschleunigung einzelner 
Aufträge zu lasten anderer führt und dadurch die Streuung der Durchlaufzeiten steigt. In Fällen, die durch schwer 
einhaltbare Termine gekennzeichnet sind, kann so ein größerer Anteil von Aufträgen termintreu fertiggestellt 
werden, während bei den übrigen eine größere Verspätung eintritt. 
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In Abbildung 32 wird der Fall der FIFO-Steuerung dargestellt. Ein ähnliches 
Verhalten ist auch bei Anwendung der SPT-, PT+WINQ- und MCOVERT-Regel zu 
beobachten. ODD-Steuerung führt dazu, dass die Tθ -Werte wie die übrigen 
Zielgrößenwerte unabhängig von Auslastungsgrad und Störungsvariante mit 
steigenden θW zunehmen. Bei FW-Erweiterung der ATC-Regel kommt es zur genau 
umgekehrten Reaktion, wie in Abbildung 33 zu erkennen. Die angewandte 
Prioritätsregel hat also einen Einfluss auf die optimale Höhe von θW, wenn die 
Minimierung von Tθ  angestrebt wird. Speziell für die Zielsetzung der Minimierung 
dieser Zielgröße ist eine problemspezifische Bestimmung von θW angebracht. 
 
 
Abbildung 33 - 95%-KIs für die Mittelwerte des Anteils terminüberschreitender Aufträge in Abhängigkeit von θW, 
Systemauslastung und Störungsvariante bei Anwendung der ATC-Regel 
Wie die ANOVAs aufzeigen, haben neben der Prioritätsregel auch die 
Systemauslastung und die Störungsvariante einen Einfluss auf die Wirkung der 
gewählten θW-Höhe. Um diesen näher zu untersuchen, werden wiederum 
Zielgrößendifferenzen gebildet, die eine isolierte Betrachtung der θW-Höhen-
Wirkung gestatten. Für jede Probleminstanz werden die Differenzen zwischen der 
jeweiligen Zielgrößenhöhe unter Annahme von θW = 0,5 und den aus den θW-
Ausprägungen resultierenden Zielgrößenwerten berechnet. Eine Differenz von -10 
ZE bei der mittleren Durchlaufzeit unter Annahme von θW = 0,25 bedeutet so z.B., 
dass für dieselbe Probleminstanz c.p. bei θW = 0,5 eine um 10 ZE höhere mittlere 
Durchlaufzeit zu beobachten ist als bei θW = 0,25. Zur Verbesserung der 
Vergleichbarkeit entspricht der Referenzwert θW = 0,5 der Parameterhöhe im 
Experiment des vorangegangenen Abschnitts. Außerdem gestattet er eine deutliche 
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Visualisierung der Konsequenzen, wenn von einer Gleichgewichtung beider 
Kennzahlen abgewichen wird. Zusätzlich zu den absoluten Zielgrößendifferenzen 
werden auch Änderungen relativ zur jeweiligen Zielgröße bei θW = 0,5 
herangezogen. So kann dem Rechnung getragen werden, dass z.B. ein höherer 
Systemauslastungsgrad höhere mittlere Durchlaufzeiten und damit i.d.R. auch 
absolut höhere Differenzen mit sich bringt. 
In Abbildung 34 sind aggregiert über alle Prioritätsregeln die mittleren 
Differenzen von F  in Abhängigkeit von der Systemauslastung, der Störungsvariante 
und θW dargestellt. Deutlich zu erkennen ist, dass der Vorteil des Work Contents als 
Steuerungskennzahl mit steigender Systemauslastung und bei Vorliegen von 
Störungen zunimmt. Diese Reaktion ist über alle Zielsetzungen hinweg zu 
beobachten, außer bei der Minimierung von θT. Aufgeteilt nach Prioritätsregeln kann 
es zu vereinzelten Abweichung von dieser Systematik kommen, so dass sich z.B. die 
Präferenzreihenfolgen benachbarter θW-Werte, zumeist nicht signifikant, ändern. 
 
 
Abbildung 34 - 95%-KIs für die Mittelwerte der Differenz der mittleren DLZ im Vergleich zur Anwendung von θW = 0,5 
in Abhängigkeit von Systemauslastung, Störungsvariante und θW 
Bei der Minimierung des Anteils terminüberschreitender Aufträge, wie in 
Abbildung 35 dargestellt, unterscheidet sich die Wirkung der untersuchten θW-Werte 
zwischen den Ausprägungen von Systemauslastung und Störungsvariante weniger 
als bei den anderen Zielsetzungen. Diese geringere Abhängigkeit ist auf zwei Gründe 
zurückzuführen. Der erste ist darin zu suchen, dass sehr lange Durchlaufzeiten 
aufgrund der Steuerung mithilfe einer spezifischen Prioritätsregel dazu führen 
können, dass nahezu alle Aufträge verspätet fertiggestellt werden. Sind die 
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Terminüberschreitungen sehr groß, so kann es passieren, dass sich unterschiedliche 
Durchlaufzeitreduktionen, die aus den verschiedenen θW-Werten resultieren, nicht 
oder kaum in einer Reduktion von θT niederschlagen. Da dieser Fall zumeist bei sehr 
hoher Systemauslastung und dem Auftreten von Störungen zu beobachten ist, sind in 
dieser Konstellation weniger Unterschiede aufgrund der Wahl der θW-Höhe zu 
beobachten. Dieser Effekt tritt allerdings nur bei Anwendung der FIFO-, ODD- oder 
MCOVERT-Regel auf, da bei den anderen Prioritätsregeln selbst die höchsten θT-
Werte eins deutlich unterschreiten.574 
Auch der zweite Grund hängt mit Unterschieden zwischen der Steuerung mithilfe 
der einzelnen Prioritätsregeln zusammen. Bereits bei der eingangs beschriebenen 
allgemeinen Betrachtung des optimalen θW-Werts ist festgestellt worden, dass dieser 
im Fall der Minimierung von θT vom Ausgangsanteil terminüberschreitender 
Aufträge abhängt. Da die einzelnen Prioritätsregeln aber c.p. zu sehr 
unterschiedlichen θT-Werten führen, erfordern sie auch einen jeweils anderen θW-
Wert für die bestmögliche Zielerreichung. Der Durchschnitt der in Abbildung 35 
betrachteten Zielgrößendifferenzen über alle Prioritätsregeln führt schließlich dazu, 
dass Unterschiede aufgrund der verschiedenen θW-Werte zu ähnlichen Mittelwerten 
führen. Betrachtet man die Wirkung einer θW-Variation in Abhängigkeit von 
Systemauslastung und Störungsvariante getrennt nach Prioritätsregel, so ist 
wiederum zu beobachten, dass der Unterschied der Zielgrößendifferenzen aufgrund 
der einzelnen θW-Werte mit steigender Systemauslastung und dem Vorliegen von 
Störungen zunimmt. Der größere Einfluss der Prioritätsregel bei der Bestimmung des 
optimalen θW-Werts ist auch in den ANOVA-Ergebnissen ablesbar. Im Mittel über 
alle Zielgrößen-ANOVAs ist das partielle Eta-Quadrat der Interaktionseffekte 
zwischen Prioritätsregel, θW und Systemauslastung bzw. Störungsvariante 1,33-mal 
bzw. 1,39-mal höher als das der Interaktionseffekte von θW und Systemauslastung 
bzw. Störungsvariante. Im Fall der Minimierung von θT weisen die 
Interaktionseffekte auch mit der Prioritätsregel einen größeren Zuwachs an 
Einflussstärke, nämlich das 1,94-fache bei der Systemauslastung und das 2,14-fache 
bei der Störungsvariante, auf. Das ist bei allen Zielgrößen-ANOVAs der größte 
Faktor, um den die beiden Interaktioneffekte unter zusätzlicher Berücksichtigung der 
Prioritätsregel größer sind. 
                                                 
574 Eine Darstellung der unterschiedlichen Anteile terminüberschreitender Aufträge bei der Steuerung auf Basis 
der jeweiligen Prioritätsregel findet sich in Abschnitt 6.2. Die dort wiedergegebene Tabelle 30 zeigt die hier 
relevanten Vergleichsdaten bei Verwendung des Terminmultiplikators TM8. 
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Abbildung 35 - 95%-KIs für die Mittelwerte der θT -Differenz im Vergleich zur Anwendung von θW = 0,5 in 
Abhängigkeit von Systemauslastung, Störungsvariante und θW 
Abbildung 35 zeigt außerdem nochmals einen bereits beschriebenen 
Zusammenhang zwischen Systemauslastung bzw. Störungsvariante und optimalem 
θW-Wert auf. So ist zu erkennen, dass für die Minimierung von θT mit steigender 
Systemauslastung und bei Auftreten von Störungen ein höherer θW-Wert zur besten 
Zielerreichung führt. Zu berücksichtigen ist, dass der Betrachtung hier nur fünf 
verschiedene θW-Ausprägungen zugrunde liegen. Selbst wenn sich der beste θW-Wert 
in der Darstellung z.T. nicht ändert, lässt der Verlauf der Kurve, auf der die 
dargestellten Mittelwerte liegen, darauf schließen, dass diese Beobachtung bei stetig 
variierbarem θW Gültigkeit besitzt. 
Nach den absoluten sollen nun auch die relativen Zielgrößenänderungen aufgrund 
der Variation von θW untersucht werden. In Abbildung 36 findet sich ein Beispiel, 
dass den grundsätzlichen vorliegenden Zusammenhang zwischen der 
Systemauslastung und θW verdeutlicht. Parallel zu den absoluten 
Zielgrößenunterschieden aufgrund unterschiedlicher θW-Werte steigen auch die 
relativen mit zunehmender Systemauslastung. In Bezug auf die Wirkung des 
Vorliegens von Störungen ist das Bild uneinheitlicher. So nimmt bei den 
durchlaufzeitorientierten Zielsetzungen der Unterschied zwischen den relativen 
Änderungen aufgrund der einzelnen θW-Ausprägungen bei Vorliegen von Störungen 
ebenfalls zu oder bleibt zumindest gleich. Anders als bei den absoluten Differenzen 
ist die Abhängigkeit der relativen Abweichungen von θW zumeist bei S100/1000 
geringer als bei S0, wenn terminorientierte Zielsetzungen verfolgt werden. 
 
 288 
 
Abbildung 36 - 95%-KIs für die Mittelwerte der relativen Änderung der mittleren DLZ im Vergleich zur Anwendung 
von θW = 0,5 in Abhängigkeit von Systemauslastung, Störungsvariante und θW 
Zur Reduktion der Rechenzeit ist die Untersuchung der beiden Parameter des 
Prioritätsfaktors FW in zwei getrennten Experimenten erfolgt. Aus diesem Grund sind 
keine Aussagen über die Wechselwirkung bei der Wahl des optimalen Werts für LW 
und θW möglich. Die Ergebnisse eines dritten Experiments unter Betrachtung 
weniger Faktorausprägungen dienen der Aufklärung dieser Frage. Betrachtet werden 
für LW wiederum die Werte 1, 2,5, 10 und 50 und für θW die Ausprägungen 0, 0,25, 
0,5, 0,75 und 1. Diese Untersuchung legt ausschließlich die SPT-Regel, 
Systemauslastung 0,90(g) und Störungsvariante S0 zugrunde.575 Dadurch sind bei 40 
Replikationen 800 Simulationsläufe notwendig. Die Ergebnisse sprechen im Rahmen 
des gewählten Ausschnitts aller Problemstellung dafür, dass eine getrennte 
Untersuchung von LW und θW legitim ist. Bei allen Zielsetzungen liegt nur ein Fall 
vor, in dem die Änderungen von θW zu einem anderen die Zielgröße minimierenden 
LW führte. Einzig die Minimierung von θT wird bei LW = 50 durch einen anderen 
θW-Wert erreicht als bei den anderen LW-Ausprägungen. Auch ist festzustellen, dass 
bei LW = 50 aufgrund des resultierenden geringen Einflusses des Prioritätsfaktors FW 
ohnehin nur sehr geringe Unterschiede aufgrund unterschiedlicher θW-Werte zu 
beobachten sind. Abbildung 37 verdeutlicht diesen Zusammenhang anhand des 
Beispiels der mittleren Terminüberschreitung noch einmal. Es werden wiederum die 
Zielgrößen-Differenzen der Probleminstanzen für die unterschiedlichen θW-Werte im 
                                                 
575 Diese Auswahl stellt Ausprägungen der Einflussfaktoren dar, bei denen die Variation der FW-Lageparameter 
ungefähr durchschnittliche Zielgrößenänderungen hervorruft. Die aus dieser Stichprobe ableitbaren Erkenntnisse 
besitzen somit nicht zwangsläufig Richtigkeit für alle möglichen Fälle.  
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Vergleich zu θW = 0,5 gebildet, um die Effekte besser darstellen zu können. Es zeigt 
sich, dass, wie in allen Fällen, außer dem oben beschriebenen, der optimale θW-Wert 
bei Variation von LW unverändert bleibt. 
 
 
Abbildung 37 - 95%-KIs für die Mittelwerte der relativen Änderung der mittleren TÜ im Vergleich zur Anwendung von 
θW = 0,5 in Abhängigkeit LW und θW bei SPT-Anwendung, Systemauslastung 0,90(g) und Störungsvariante S0 
Gleichzeitig ist auch zu erkennen, dass die Zielgrößenunterschiede aufgrund der 
Variation von θW generell mit steigendem LW geringer werden. Dies ist nicht 
verwunderlich, da bei größerem LW der Prioritätsfaktor insgesamt an Einfluss verliert 
und somit die Wahl der ihm zugrunde liegenden Kennzahl auch an Bedeutung 
einbüßt. 
6.5.1.4 Zusammenfassende Beurteilung 
Auf Basis der drei durchgeführten Experimente lässt sich feststellen, dass die 
Bevorzugung von schnell fertigstellbaren Aufträgen in vielen Situationen zur 
signifikanten Reduktion der betrachteten Zielgrößen führt. Dieses Ergebnis ist vor 
allem insofern interessant, als dass diese Art der Voraussicht, wie in Abschnitt 3.4.2 
dargestellt, bisher nicht zu Zielgrößenverbesserungen führte. Bzgl. der 
Parametrisierung des Mechanismus muss zwischen zwei Fällen unterschieden 
werden. Ist die Minimierung des Anteils terminüberschreitender Aufträge nicht von 
Interesse, so ist θW = 0 zu empfehlen, wenn ein Wert für alle Problemstellungen ohne 
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spezifische Parametrisierung gewählt werden soll.576 Die geschätzten zukünftigen 
Work Contents der Maschinen auf der Restroute des Auftrags eignen sich insgesamt 
besser zur Bestimmung, welche Aufträge bevorzugt werden sollen als die geschätzte 
Wartezeit. Im zweiten Fall, dem Ziel der Minimierung von θT, ist immer eine system- 
und problemspezifische Bestimmung von θW ratsam. 
Über die optimale Höhe von LW lassen sich hingegen keine allgemeinen Aussagen 
machen, da vor allem eine starke Abhängigkeit von der gewählten Prioritätsregel 
vorherrscht, die in Tabelle 38 deutlich zu erkennen ist. Zu beachten ist, dass die 
Anwendung des Prioritätsfaktors in Kombination mit SPT, PT+WINQ und ATC 
unabhängig von der Zielgröße vorteilhaft ist, mit FIFO und ODD hingegen nur bei 
der Minimierung von F , T  und θT. In Kombination mit MCOVERT liegt eine 
Vorteilhaftigkeit des FW-Einsatzes nur in ausgewählten Kombinationen aus 
Systemauslastung und Störungsvariante vor und sollte daher im Einzelfall geprüft 
werden. Bei Anwendung der übrigen Prioritätsregeln liegt mit Ausnahme weniger 
Problemstellungen für jede Zielgröße unabhängig von Systemauslastung und 
Störungsvariante immer eine Verbesserung oder immer eine Verschlechterung durch 
den FW-Einsatz vor. Die Stärke dieser Zielgrößenänderungen nimmt jedoch mit 
steigender Systemauslastung und bei Vorliegen von Störungen zu. Wenn, wie bei der 
Systemauslastung 0,95(u) die einzelnen Maschinen unterschiedlich stark ausgelastet 
sind, ist zudem eine präzise Bestimmung des optimalen LW-Werts notwendig. In 
diesem Fall ist zu beobachten, dass manche LW-Werte zu Zielgrößenverbesserungen 
führen, während andere die gleiche Zielgröße erhöhen. 
6.5.2 Untersuchung des Voraussichtsmechanismus der Klasse IIIb 
6.5.2.1 Experimentbeschreibung und grundlegende Auswertung 
In Abschnitt 3.4 wurde dargestellt, dass die Voraussichtsmechanismen der Klasse 
IIIa und IIIb zwar beide den Work Content der noch zu durchlaufenden Maschinen 
heranziehen, jedoch auf unterschiedlichen theoretischen Hintergründen basieren. Bei 
der experimentellen Untersuchung des in Abschnitt 4.3.3 beschriebenen 
Mechanismus der Klasse IIIb wird daher auch insbesondere darauf geachtet, ihn mit 
                                                 
576 Wie in den vorangegangenen Abschnitten dargestellt, ist vor allem θW = 0,25 in manchen Problemstellungen 
besser geeignet und somit lassen sich durch die exakte θW-Bestimmung weitere Verbesserungen erzielen. Da 
diese Verbesserungen zumeist gering und nicht signifikant ausfallen, muss im Einzelfall abgewogen werden, ob 
sie den zusätzlichen Parametrisierungsaufwand rechtfertigen. 
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dem Verfahren der Klasse IIIa direkt vergleichen zu können.577 Aus diesem Grund 
werden die gleichen Problemstellungen wie in Abschnitt 6.5.1.1 herangezogen, 
indem alle sechs Prioritätsregeln aus Tabelle 22 unter Berücksichtigung der vier 
Systemauslastungen aus Tabelle 21 und den zwei Störungsvarianten aus Tabelle 20 
Anwendung finden. Der Terminmultiplikator wird wiederum durchgängig in der 
Variante TM8 angewandt und die Anzahl der Replikationen beträgt 40. Die 
potentiell interessanten Ausprägungen des Lageparameters LA1 für den zu 
untersuchenden Prioritätsfaktor FA basieren wiederum auf Beobachtungen im 
Rahmen kleinerer Vorexperimente. Betrachtet werden für LA1 die Ausprägungen 25, 
100, 250 und 500. Zur Kontrolle wird zusätzlich die Steuerung ausschließlich mit der 
jeweiligen Prioritätsregel herangezogen. Um den Experimentumfang möglichst 
gering zu halten, wurde auch der Abnahmeparameter578 ω des Maschinengewichts 
stichprobenartig vorab untersucht und mit sehr wenigen Ausnahmen führte ω = 0,75 
zu den niedrigsten Zielgrößenwerten.579 Daher findet ω konstant in dieser Höhe 
Anwendung. Insgesamt ergibt sich eine Anzahl durchzuführender Einzelläufe in 
Höhe von 9.600. Im Folgenden wird auf die Ergebnisse dieses Experiments 
eingegangen, der Vergleich der Mechanismen der Klasse IIIa und IIIb wird in 
Abschnitt 6.5.3 dargestellt. 
Wiederum wird im ersten Schritt mithilfe von ANOVAs ermittelt, welche der 
untersuchten Faktoren einen signifikanten Einfluss auf die jeweilige Zielgröße 
haben. Die entsprechenden Ergebnisse finden sich in Tabelle 41. Genau wie bei 
Prioritätsfaktor FW, zeigt sich auch bei Prioritätsfaktor FA, dass eine signifikante 
Abhängigkeit der Zielgrößen F , Fσ , T , Tσ , Tθ  und AL  von allen Einflussfaktoren 
und ihren Wechselwirkungen besteht. Für maxF  und maxT  sind allerdings weniger 
Wechselwirkungen von signifikanter Relevanz als bei FW. In Tabelle 41 sind diese 
durch rote Ziffern gekennzeichnet, wobei ein Signifikanzniveau von 0,05 zugrunde 
liegt. 
                                                 
577 Die Beschreibung des Verfahrens der Klasse IIIa findet sich in Abschnitt 4.3.2 und die experimentelle 
Untersuchung in Abschnitt 6.5.1. 
578 Die Funktionsweise des Abnahmeparameters des Maschinengewichts wird in Abschnitt 3.4.3 beschrieben. 
Besonders verwiesen sei auf Gleichung (4.3.9), in der der Parameter eingesetzt wird, die Work Contents der 
Maschinen auf der Restroute eines Auftrags mit einem Gewicht zu berücksichtigen, dass mit der Entfernung in 
Produktionsschritten abnimmt. 
579 Dies entspricht den Beobachtungen in SCHUBERT (2005), S. 31-32, wo im Rahmen eines ähnlichen 
Mechanismus ebenfalls eine gewogene Gewichtung der Work Contents auf der Restroute eines Auftrags 
vorgenommen wurde. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
FA-V 0,00000 0,00024 0,00000 0,00000 0,00008 0,00000 0,00000 0,00000 
PR * Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * FA-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * FA-V 0,00000 0,14048 0,00000 0,00000 0,14987 0,00000 0,00000 0,00000 
St * FA-V 0,00000 0,66357 0,00000 0,00000 0,73051 0,00000 0,00648 0,00000 
PR * Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * FA-V 0,00000 0,00335 0,00000 0,00000 0,00186 0,00000 0,00000 0,00000 
PR * St * FA-V 0,00000 0,24434 0,00000 0,00000 0,29621 0,00000 0,00000 0,00000 
Ausl * St * FA-V 0,00000 0,99663 0,00099 0,00000 0,99618 0,00000 0,00000 0,00000 
PR * Ausl * St * 
FA-V 0,00000 1,00000 0,00000 0,00000 1,00000 0,00000 0,00000 0,00000 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
St: Störungsvariante 
FA-V: FA-Variante 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 41 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von FA 
 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,96794 0,82175 0,91286 0,95904 0,82236 0,91625 0,97170 0,95165 
Konstanter Term 0,98794 0,86062 0,96102 0,92615 0,83100 0,94011 0,98503 0,97293 
PR 0,81052 0,63220 0,51315 0,73691 0,63391 0,50585 0,92267 0,76183 
Ausl 0,91603 0,57225 0,80931 0,87714 0,57365 0,82454 0,88972 0,81867 
St 0,89784 0,35602 0,76822 0,85436 0,35806 0,78857 0,91110 0,73105 
FA-V 0,24434 0,00230 0,05765 0,20797 0,00255 0,03809 0,19849 0,14877 
PR * Ausl 0,62718 0,43345 0,37139 0,62589 0,43240 0,31107 0,54456 0,60729 
PR * St 0,54365 0,09754 0,16554 0,56535 0,09630 0,09226 0,34844 0,56979 
PR * FA-V 0,40915 0,02763 0,20628 0,34766 0,02912 0,16822 0,36192 0,25321 
Ausl * St 0,54264 0,05052 0,32000 0,68913 0,04833 0,30395 0,26334 0,78402 
Ausl * FA-V 0,15114 0,00184 0,02031 0,18813 0,00181 0,01610 0,01169 0,21657 
St * FA-V 0,06638 0,00026 0,02027 0,09448 0,00022 0,01697 0,00152 0,12162 
PR * Ausl * St 0,28015 0,02665 0,04374 0,34635 0,02590 0,04395 0,46380 0,44005 
PR * Ausl * FA-V 0,24347 0,00995 0,10075 0,30774 0,01025 0,08610 0,03886 0,35994 
PR * St * FA-V 0,09676 0,00255 0,06107 0,15221 0,00244 0,04973 0,02704 0,21119 
Ausl * St * FA-V 0,02496 0,00030 0,00351 0,04670 0,00031 0,00669 0,07946 0,07479 
PR * Ausl * St * 
FA-V 0,04946 0,00113 0,01465 0,07750 0,00117 0,02297 0,13487 0,10997 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
St: Störungsvariante 
FA-V: FA-Variante 
Tabelle 42 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von FA 
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Für eine Einordnung der Stärke der Einflüsse werden in Tabelle 37 zusätzlich die 
partiellen Eta-Quadrate ausgewiesen, die ebenfalls aus den ANOVAs resultieren. 
Wie auch bei FW hat die Wahl der FA-Variante den stärksten Einfluss in Kombination 
mit der Prioritätsregelwahl, den zweitstärksten mit Prioritätsregelwahl und 
Systemauslastung und schließlich den drittstärksten direkt. 
6.5.2.2 Untersuchung der Einflussfaktoren auf die Wirkung des eingesetzten 
Prioritätsfaktors 
Wie im Fall der vorhergehenden Experimente soll zunächst mithilfe von Tabelle 
43 ein Überblick ermöglicht werden, wann die FA-Anwendung zu 
Zielgrößenverbesserungen führt. Dargestellt wird für jede Kombination aus 
Systemauslastung, Störungsvariante und der betrachteten Zielgröße, welche FA-
Ausgestaltung in Verbindung mit der jeweiligen Prioritätsregel die besten Ergebnisse 
erzielt. In den einzelnen Feldern steht „o.E.“ für die ausschließliche Anwendung der 
Prioritätsregel und eine Zahl für die Erweiterung durch FA mit dem entsprechenden 
LA1-Wert. Eine rote Zahl bedeutet, dass durch diese FA-Erweiterung bei der 
jeweiligen Problemstellung eine Verbesserung im Vergleich zur ausschließlichen 
Prioritätsregelsteuerung erzielt wird, die signifikant größer als null ist. Ein rotes 
„o.E.“ weist darauf hin, dass alle FA-Erweiterungen zu Zielgrößenverschlechterungen 
führen, die signifikant größer null sind. An einem grünen Zellhintergrund ist zu 
erkennen, welche Kombination aus Prioritätsregel und Faktorvariante die jeweilige 
Zielgröße bei gegebener Systemauslastung und Störungsvariante minimiert. 
Der Vergleich von Tabelle 43 und Tabelle 38 zeigt bereits auf, dass sich die 
Verwandtheit der Faktoren FW und FA in Kombination mit den verschiedenen 
Prioritätsregeln in einer ähnlichen Wirkung auf die Zielgrößen äußert. So ist 
wiederum zu beobachten, dass in Kombination mit SPT, PT+WINQ und ATC die 
Anwendung des Prioritätsfaktors in fast allen Fällen zu zumeist signifikanten 
Zielgrößenverbesserungen führt. Bei Einsatz der FIFO- oder ODD-Regel führt die 
Faktorerweiterung wiederum bei Minimierung von F , T  und θT zu deutlichen 
Verbesserungen und bei Fmax, σF, Tmax, σT zu signifikanten Verschlechterungen. Bei 
MCOVERT-Steuerung liegt wiederum die größte Abhängigkeit der Vorteilhaftigkeit 
von Systemauslastung und Störungsvariante vor. 
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Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FIFO 
0,80(g) 500 500 o.E. o.E. o.E. o.E. 500 500 o.E. o.E. 500 o.E. 500 100 o.E. 500 
0,90(g) 500 500 o.E. o.E. o.E. o.E. 500 500 o.E. o.E. 500 o.E. 500 100 o.E. 500 
0,95(g) 500 500 o.E. o.E. o.E. o.E. 500 500 o.E. o.E. o.E. o.E. 100 250 500 500 
0,95(u) 500 500 o.E. o.E. o.E. o.E. 500 500 o.E. o.E. o.E. o.E. 100 100 o.E. 500 
SPT 
0,80(g) 100 250 25 250 25 25 25 100 25 250 25 25 100 100 25 25 
0,90(g) 100 250 25 25 25 100 25 250 25 25 25 100 100 250 25 25 
0,95(g) 250 500 25 25 25 25 100 250 25 25 25 100 500 500 25 250 
0,95(u) 250 250 25 25 25 100 100 250 25 25 25 100 250 250 25 25 
PT+WINQ 
0,80(g) 100 100 25 250 25 25 25 250 25 250 25 250 25 100 25 25 
0,90(g) 100 100 25 100 25 25 25 100 25 100 25 25 100 100 25 25 
0,95(g) 100 100 100 25 25 100 100 100 100 25 25 100 100 100 100 100 
0,95(u) 250 100 25 25 25 25 25 100 25 25 25 25 250 100 25 100 
ODD 
0,80(g) 500 500 o.E. o.E. 500 o.E. o.E. 500 o.E. o.E. o.E. o.E. o.E. 100 o.E. o.E. 
0,90(g) 500 500 o.E. o.E. o.E. o.E. 500 500 o.E. o.E. o.E. o.E. 500 100 o.E. 500 
0,95(g) 500 500 o.E. o.E. o.E. o.E. 500 500 o.E. o.E. o.E. o.E. 100 100 500 500 
0,95(u) 500 500 o.E. o.E. o.E. o.E. o.E. 500 o.E. o.E. o.E. o.E. 250 100 o.E. 500 
MCOVERT 
0,80(g) o.E. o.E. o.E. 250 o.E. 250 o.E. 25 o.E. 250 o.E. 100 o.E. 25 250 250 
0,90(g) o.E. 100 o.E. 250 250 250 25 100 o.E. 250 100 250 o.E. 25 500 100 
0,95(g) 25 100 500 500 250 500 25 100 500 500 250 500 25 100 25 100 
0,95(u) o.E. 100 250 o.E. 250 500 100 100 500 250 250 500 o.E. 25 25 100 
ATC 
0,80(g) 25 25 25 25 25 100 25 100 25 25 25 100 25 100 o.E. 250 
0,90(g) 25 250 25 25 25 100 25 250 25 25 25 100 25 250 o.E. 250 
0,95(g) 25 250 25 25 100 100 250 250 25 25 25 25 100 500 500 500 
0,95(u) 25 250 25 25 25 100 100 250 25 25 25 100 100 250 o.E. 500 
Tabelle 43 - Vorteilhaftigkeit des Prioritätsfaktors FA in Abhängigkeit von Systemauslastung, dem Vorliegen von 
Störungen, Prioritätsregel, Zielgröße und LA1-Wert 
Über die in Tabelle 42 dargestellten Ergebnisse hinaus ist von Interesse, wie groß 
die Einflussstärke des Prioritätsfaktors auf die Zielgrößen in Abhängigkeit von der 
eingesetzten Prioritätsregel ist. Um diesen zu ermitteln, werden wiederum alle 
Zielgrößen-ANOVAs getrennt nach Prioritätsregeln in Abhängigkeit von den dann 
verbleibenden drei Faktoren durchgeführt. Mithilfe der partiellen Eta-Quadrate 
können erneut deutliche Einflussunterschiede von FA in Kombination mit den 
unterschiedlichen Prioritätsregeln nachgewiesen werden. Sie betragen für den 
Einflussfaktor FA-Alternative bei FIFO 0,505 und bei ODD 0,456 und zeigen somit 
hier einen starken Einfluss auf. Dieser fällt bei SPT mit 0,059, bei ATC mit 0,025, 
bei MCOVERT mit 0,019 und schließlich PT+WINQ mit 0,008 deutlich geringer 
aus. Eine weitere Betrachtungsweise der unterschiedlichen Einflussstärken bietet 
Tabelle 44. Getrennt nach Prioritätsregeln dienen für jede der acht Kombinationen 
aus Systemauslastung und Störungsvariante die prozentuale Verbesserung bzw. 
Verschlechterung der besten LA1-Variante im Vergleich zur reinen Prioritätsregel als 
Grundlage. Minimum, Mittelwert und Maximum dieser acht prozentualen 
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Änderungen werden für alle Zielgrößen und Prioritätsregeln ausgewiesen, wobei zur 
besseren Visualisierung Verbesserungen grün und Verschlechterungen rot unterlegt 
sind.580 Auch hier zeigen sich die Parallelen zu den Einflussstärken, die anhand der 
partiellen Eta-Quadrate aufgezeigt werden. Außerdem zeigen die prozentualen 
Zielgrößenänderungen beim Vergleich von Tabelle 44 und Tabelle 39 ebenfalls die 
Ähnlichkeit der Faktoren FA und FW auf. Wieder können mithilfe von Voraussicht in 
Kombination mit SPT, PT+WINQ und ATC Verbesserungen über alle Zielgrößen 
hinweg erzielt werden, die jedoch mit durchschnittlich 5,95% geringer ausfallen als 
die sehr großen bis zu 65,8% betragenden Verbesserung mancher Zielgrößen, die bei 
FIFO und ODD erzielbar sind. Bei beiden Prioritätsregeln sind diese Verbesserungen 
wiederum von starken Verschlechterungen der anderen Zielgrößen begleitet. 
 
Prioritäts-
regel  
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FIFO 
Min -42,7% 25,0% 4,8% -65,8% 31,2% -20,1% -61,6% -54,1% 
∅  -31,2% 37,1% 42,2% -46,9% 47,4% 24,6% -37,5% -14,0% 
Max -22,1% 54,3% 102,2% -26,2% 86,0% 93,6% -8,3% 31,5% 
SPT 
Min -3,0% -14,3% -13,0% -19,1% -14,9% -16,3% -11,2% -6,4% 
∅  -1,6% -9,2% -7,9% -8,7% -9,9% -10,9% -3,4% -3,5% 
Max -0,7% -3,5% -4,9% -3,2% -4,7% -6,3% -1,1% -0,4% 
PT+WINQ 
Min -4,3% -6,8% -8,0% -12,4% -6,8% -9,1% -6,1% -6,8% 
∅  -1,8% -3,5% -5,0% -6,5% -3,7% -6,4% -2,1% -2,7% 
Max -0,2% 0,5% -1,6% -1,8% -0,3% -1,8% -0,1% -0,1% 
ODD 
Min -29,9% 21,5% -7,3% -41,0% 73,7% 48,5% -38,3% -38,8% 
∅  -18,4% 56,1% 71,7% 6398,9% 259,8% 1069,2% 331,4% 20,2% 
Max -11,4% 78,9% 177,9% 50947% 881,3% 7599,9% 2796,4% 119,1% 
MCOVERT 
Min -3,8% -1,8% -9,1% -16,0% -2,8% -4,4% -1,5% -19,7% 
∅  4,0% -0,4% -1,1% 20,5% 3,5% 7,3% 25,0% -12,2% 
Max 29,3% 2,5% 17,4% 191,1% 27,2% 69,6% 178,3% -4,6% 
ATC 
Min -4,4% -16,1% -11,2% -21,1% -18,4% -19,9% -19,9% -5,1% 
∅  -2,5% -10,3% -6,1% -7,8% -10,4% -9,6% -7,5% -1,9% 
Max -1,2% -2,8% -1,7% -0,1% 1,1% -2,4% -1,8% 0,7% 
Tabelle 44 - Prozentuale Zielgrößenänderungen durch Einsatz des Prioritätsfaktors FA mit jeweils bestgeeignetem LA1-
Wert in Abhängigkeit von der Prioritätsregel 
Auch bei der Antwort auf die Frage nach der Wirkung der Systemauslastung und 
der Störungsvariante auf die Vorteilhaftigkeit des Einsatzes des Prioritätsfaktors FA 
                                                 
580 Wie auch bei den Daten für Tabelle 39 kann in wenigen Fällen die prozentuale Abweichung nicht berechnet 
werden, wenn unter Anwendung der ausschließlichen Prioritätsregelsteuerung keinerlei verspätete Aufträge zu 
beobachten sind. In diesen Fällen beruht die Darstellung in Tabelle 44 ebenfalls nur auf den verbleibenden 
Beobachtungen. Die extrem hohen Verschlechterungen einiger terminorientierter Zielsetzungen unter 
Verwendung der ODD-Regel resultieren wiederum daraus, dass bei ausschließlicher Prioritätsregelsteuerung nur 
eine sehr geringe Anzahl terminüberschreitender Aufträge vorliegt. Eine leichte absolute Erhöhung der 
Zielgrößen  führt in diesen Fällen zu einem deutlichen prozentualen Anstieg. 
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zeigen sich Parallelen zu FW auf. Es ist wieder deutlich zu beobachten, dass die Höhe 
der Verbesserung bzw. Verschlechterung durch Faktoranwendung i.d.R. mit 
steigender Systemauslastung und bei Vorliegen von Störungen zunimmt. Ebenfalls 
ist zu beobachten, dass im Fall des kleinsten Lageparameters, hier LA1 = 25, z.T. 
Verschlechterungen auftreten, obwohl der Faktoreinsatz in der entsprechenden 
Modellkonstellation mit allen anderen LA1-Ausprägungen zu Verbesserungen führt. 
Auch hier gilt also, dass ein zu starker Faktoreinfluss die positiven Eigenschaften der 
zugrunde liegenden Prioritätsregel zunichtemachen kann. Dass dies besonders 
häufig, wie in Abschnitt 6.5.1 beschrieben, bei ungleicher Maschinenauslastung 
auftritt, lässt sich auch für den Fall des Faktors FA bestätigen. 
Auch für den Prioritätsfaktor FA ist nicht nur von Interesse, welche absoluten 
Zielgrößenänderungen durch Anwendung der einzelnen LA1-Ausprägungen auftreten. 
Daher werden erneut die FA-Varianten-bedingten Änderungen relativ zum 
Zielgrößenwert bei ausschließlicher Prioritätsregelsteuerung betrachtet. Auch im Fall 
der FA-Anwendung nehmen die relativen Verbesserungen und Verschlechterung mit 
steigendem Auslastungsgrad in ihrer Höhe zu, nicht jedoch zwangsläufig bei 
Auftreten von Störungen. Auch die relativen Änderungen weisen bei FA-Erweiterung 
Parallelen zu denen auf, die in Abschnitt 6.5.1.2 beschrieben wurden. 
Insgesamt weisen beide Prioritätsfaktoren ähnliche Abhängigkeiten ihrer Wirkung 
auf die Zielgrößen von den untersuchten Einflussfaktoren auf. Daher wird für FA auf 
eine detaillierte Darstellung der Zusammenhänge verzichtet und stattdessen auf die 
Ausführungen zu FW verwiesen, die sich in Abschnitt 6.5.1 finden. 
6.5.2.3 Zusammenfassende Beurteilung 
Bei der Untersuchung der Einflussfaktoren auf die Wirkung einer Erweiterung der 
Prioritätsregel durch FA ist zu beobachten, dass die vorliegenden Abhängigkeiten 
denen bei einer Erweiterung durch FW entsprechen. Beide Faktoren führen zumeist 
bei den gleichen Problemstellungen zu Verbesserungen, die eine ähnliche 
Größenordnung aufweist. Damit haben die in Abschnitt 6.5.1.4 für FW 
zusammengefassten Beobachtungen auch für FA Gültigkeit und werden hier nicht 
erneut ausgeführt. 
Es stellt sich die Frage, ob beide trotz unterschiedlichem Grundgedanken und 
anderer Berechnungsgrundlage beliebig austauschbar sind. Daher ist zu klären, ob 
signifikante Unterschiede zwischen beiden festgestellt werden können, die 
Anwendung eines der beiden Faktoren eine dominante Strategie darstellt oder ob sich 
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beide jeweils für verschiedene Problemstellungen unterschiedlich gut eignen. Diesen 
Fragen wird im folgenden Abschnitt nachgegangen. 
6.5.3 Vergleich der Voraussichtsmechanismen der Klasse IIIa und 
IIIb 
6.5.3.1 Experimentbeschreibung und grundlegende Auswertung 
In den Abschnitten 6.5.1 und 6.5.2 wurde dargestellt, welche Konsequenzen die 
Bevorzugung von Aufträgen mit schwächer ausgelasteten Maschinen auf ihrer 
Restroute hat. Dabei wurden die in Abschnitt 3.4.2 beschriebene auftragsorientierte 
Variante und die maschinenorientierte Variante aus Abschnitt 3.4.3 näher betrachtet. 
Es zeigte sich, dass beide eine ähnliche Wirkungsweise haben, damit bleibt die 
Frage, ob es Unterschiede bzw. eine vorzuziehende Alternative gibt. Zu diesem 
Zweck werden beide Alternativen unter den gleichen Modellausprägungen wie in 
den Experimenten aus den vorangegangenen Abschnitten 6.5.1 und 6.5.2 verglichen. 
D.h., dass alle sechs Prioritätsregeln, die vier Systemauslastungen und beide 
Störungsvarianten herangezogen werden. Für beide Prioritätsfaktoren werden jeweils 
die Parameter herangezogen, die in den vorangegangenen Untersuchungen zur besten 
Zielerreichung führten.581 Somit werden für die Voraussicht der Klasse IIIa LW = 2,5 
mit θW = 0 und für Klasse IIIb LA = 250 mit ω = 0,75 herangezogen. Zudem dient die 
Steuerung ausschließlich mit der jeweiligen Prioritätsregel wieder der Erzeugung von 
Vergleichswerten. Aufgrund der 40 Replikationen stehen damit insgesamt 5.760 
Beobachtungswerte für jede Zielgröße zur Verfügung.  
Tabelle 34 und Tabelle 43 entsprechend gibt Tabelle 45 wiederum die 
Prioritätsfaktorvariante wieder, mit der bei gegebener Prioritätsregel, 
Systemauslastung und Störungsvariante der jeweils geringste Zielgrößenwert erzielt 
wird. „o.E.“ steht für die Steuerung anhand der Prioritätsregel ohne Erweiterung um 
Voraussicht, „W“ für die Berücksichtigung des Prioritätsfaktors FW (Klasse IIIa) und 
„A“ für das Heranziehen von FA (Klasse IIIb). Die jeweilige Variante ist rot 
                                                 
581 Zur Wahl der Parameter wurden vor allem die insgesamt niedrigsten in Kombination mit einer Prioritätsregel 
erreichten Zielgrößenwerte in Abhängigkeit von Systemauslastung und Störungsvariante betrachtet, die in 
Tabelle 38 und Tabelle 43 grün unterlegt sind. Bei diesen Problemstellungen ist die Wahl der bestgeeigneten 
Parameter besonders wichtig. Bei anderen Problemstellungen, bei denen die ausschließliche 
Prioritätsregelsteuerung zumeist zu einer schlechten Zielerreichung führt, sind durch einen von Optimum 
abweichenden Parameterwert noch immer ähnlich gute Zielgrößenwerte erzielbar. 
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dargestellt, wenn sie im Fall von Voraussichtsanwendung Vorteile gegenüber der 
ausschließlichen Prioritätsregelsteuerung gestattet, die signifikant größer null sind 
bzw. im Fall von „o.E.“, wenn beide Prioritätsfaktoren zu Verschlechterungen 
signifikant größer null führen. Zusätzlich wird mithilfe eines „*“ gekennzeichnet, 
wenn der die Zielgröße minimierende Prioritätsfaktor signifikant größere 
Verbesserungen erzielt als der andere. Grün unterlegt ist die Kombination aus 
Prioritätsregel und Prioritätsfaktorvariante, die die jeweilige Zielgröße bei gegebener 
Systemauslastung und Störungsvariante minimiert. 
 
Prioritäts- 
regel 
 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FIFO 
0,80(g) A* A o.E. o.E. o.E. o.E. A* A* o.E. o.E. A* o.E. A W o.E. A* 
0,90(g) A W o.E. o.E. o.E. o.E. A* W o.E. o.E. A* o.E. A W* o.E. A 
0,95(g) W W* o.E. o.E. o.E. o.E. A W o.E. o.E. o.E. o.E. W* W* A* W 
0,95(u) A A o.E. o.E. o.E. o.E. A* A o.E. o.E. o.E. o.E. A W* o.E. A* 
SPT 
0,80(g) A W W A W* W* W* W* W A W* W* W* W* o.E. W* 
0,90(g) A A W W W* W* W* W W W W* W* A* A* W* W* 
0,95(g) A W* W A W* W W* W W A W* W* A* o.E. W* W* 
0,95(u) A* A* W W W W A* A* W W W W A* A* W* A 
PT+WINQ 
0,80(g) W W W W W* W* W* W* W W W* W* W* A o.E. W* 
0,90(g) W* W W W* W* W* W* W W W* W* W* W A* W* W* 
0,95(g) W A W W W* W* W* A W W W* W* A* A* W* A 
0,95(u) A* A A W W* W* A A A W W* W* A* A* W* W 
ODD 
0,80(g) A* W o.E. o.E. A* o.E. o.E. A* o.E. o.E. o.E. o.E. o.E. W o.E. o.E. 
0,90(g) A W* o.E. o.E. o.E. o.E. o.E. W o.E. o.E. o.E. o.E. A W* o.E. W 
0,95(g) W W* o.E. o.E. o.E. o.E. A W* o.E. o.E. o.E. o.E. W* W* A* W* 
0,95(u) A* A o.E. o.E. o.E. o.E. o.E. A* o.E. o.E. o.E. o.E. A W o.E. A* 
MCOVERT 
0,80(g) o.E. o.E. o.E. A o.E. W o.E. W o.E. A o.E. A o.E. o.E. W* W 
0,90(g) o.E. A o.E. A W* A A A o.E. A A A o.E. W W A 
0,95(g) W A* o.E. W W W W A* o.E. o.E. W W W A W A* 
0,95(u) o.E. W A* o.E. W A o.E. A o.E. A A* A o.E. W* W* A 
ATC 
0,80(g) W* W* W W* W* W* A W* W W* W W* A W* o.E. A* 
0,90(g) W* W* W W W W W* W W W W W W* W* o.E. W 
0,95(g) W* W W A A A A W W A A A W W* A W 
0,95(u) W* W* W W W W W A W W A W W* W* o.E. A* 
Tabelle 45 - Vorteilhaftigkeit der Prioritätsfaktoren FW und FA in Abhängigkeit von Systemauslastung, dem Vorliegen 
von Störungen, Zielgröße und Prioritätsregel 
Anhand von Tabelle 45 ist es bereits möglich, einige Aussagen über das Potenzial 
der beiden Faktoren zur Zielgrößenoptimierung zu machen. Von den insgesamt 384 
betrachteten Konstellationen aus Systemauslastung, Störungsvariante, Prioritätsregel 
und Zielgröße wird in 25,78% der Fälle die minimale Zielgröße durch die 
ausschließliche Prioritätsregelsteuerung erreicht, in 26,56% der Fälle durch die 
Erweiterung mit dem Faktor FA und in 47,65% durch FW. Der Anteil von A* liegt bei 
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10,16% und von W* bei 23,18%. Zusätzlich zu den Informationen in Tabelle 45 ist 
zu beobachten, dass i.d.R. beide Prioritätsfaktoren bei einer bestimmten 
Konstellation zu einer Verbesserung bzw. Verschlechterung führen. D.h. nur sehr 
selten senkt einer von beiden den Zielwert im Vergleich zur ausschließlichen 
Prioritätsregelsteuerung, während der andere ihn erhöht. Im Vergleich mit Tabelle 34 
und Tabelle 43 ist festzustellen, dass trotz Beschränkung auf jeweils nur eine 
Lageparameterausprägung keine merklichen Einschränkungen in Bezug auf die 
Anzahl der Konstellationen zu beobachten ist, in denen der Einsatz von Voraussicht 
vorteilhaft erscheint.582 Außerdem ist festzustellen, dass nur in zwei der 
Konstellationen, in denen Tabelle 45 die Anwendung eines Prioritätsfaktors als 
schlechtere Alternative aufweist, die Faktoren bei anderer Parametrisierung bessere 
Ergebnisse erzielen können als die jeweilige Prioritätsregel allein. 
6.5.3.2 Untersuchung der Einflussfaktoren auf die Unterschiede der Wirkung 
beider Prioritätsfaktoren 
Im Vergleich der beiden Sichtweisen führt die auftragsorientierte, repräsentiert 
durch FW, in fast doppelt so vielen Fällen zur Zielgrößenminimierung, in vielen 
Fällen sogar signifikant. Zu klären ist, ob die davon abweichenden Fälle der 
Vorteilhaftigkeit von FA auf systematische Abhängigkeiten von den untersuchten 
Einflussfaktoren zurückgeführt werden kann. Betrachtet man die Auswirkung von 
Störungen, so lässt sich feststellen, dass durch deren Auftreten der Anteil 
vorteilhafter Konstellationen mit ausschließlicher Prioritätsregelsteuerung abnimmt. 
Beide Voraussichtsvarianten profitieren aber im ungefähr gleichen Maße davon, 
sodass das Verhältnis von Fällen, in denen FW zu präferieren ist, zu denen mit FA-
Vorteilhaftigkeit nur von 1,85:1 auf 1,75:1 sinkt.583 
Von der Systemauslastung hingegen liegt eine deutliche Abhängigkeit vor. So 
beträgt obiges Verhältnis bei Systemauslastung 0,80(g) 2,25:1, bei 0,90(g) 2,48:1, 
bei 0,95(g) 2,04:1 und bei 0,95(g) nur 0,97:1. Dies geht mit den in Abschnitt 3.4.3 
dargestellten Beobachtungen anderer Untersuchungen einher, dass bei ungleicher 
Maschinenauslastung das Hauptaugenmerk der Steuerung auf dem Engpass und 
                                                 
582 Der Anteil der Voraussichtsvorteilhaftigkeit liegt in Tabelle 45 bei 74,22%, in Tabelle 43 bei 76,82% und in 
Tabelle 34 bei 61,46%. In letzterem Fall ist allerdings zu beachten, dass dort ein θW-Wert von 0,5 zugrunde liegt, 
der wie in Abschnitt 6.5.1 gezeigt, zu schlechteren Ergebnissen führt als θW = 0. 
583 Bei Betrachtung aller in Tabelle 45 dargestellten Problemstellungen, beschrieben durch je eine Ausprägung 
von Zielgröße, Prioritätsregel, Systemauslastung und Störungsvariante, ist eine FW-Erweiterung 1,79-mal so oft 
die vorzuziehende Steuerungsalternative, als der Einsatz des Prioritätsfaktors FA. 
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seiner Leerlaufvermeidung liegen sollte. Da die Leerlaufvermeidung insbesondere 
der Engpassmaschinen eines der primären Ziele der Voraussicht der Klasse IIIb ist, 
schneidet FA bei 0,95(u) vergleichsweise besser ab, als bei den drei anderen 
Systemauslastungen und minimiert die jeweilige Zielgröße mit 36 Konstellationen 
sogar knapp am häufigsten.584 
In Bezug auf die Zielgrößen lässt sich sagen, dass FW häufiger bessere Ergebnisse 
bei der Minimierung von Fmax, σF, Tmax und σT aufweist, während beide 
Voraussichtsvarianten bei der Optimierung der anderen Zielgrößen in annähernd 
gleich vielen Konstellationen den minimalen Wert erzeugen. 
Schließlich stellt sich noch die Frage, ob unter Berücksichtigung einer 
vorgegebenen Prioritätsregel die Vorteilhaftigkeit einer der beiden 
Voraussichtsvarianten festgestellt werden kann. Anhand der Anzahl der 
Konstellationen, in denen jeweils einer der beiden Prioritätsfaktoren das beste 
Ergebnis erzielt, lässt sich sagen, dass unter Anwendung von ODD und MCOVERT 
kaum Unterschiede feststellbar sind, in Kombination mit FIFO FA besser geeignet ist 
und bei Anwendung von SPT, PT+WINQ und ATC FW zum Einsatz kommen sollte. 
Bei der Wahl einer Prioritätsregel und des geeigneten 
Voraussichtserweiterungsmechanismus durch den Planer ist für diesen neben der 
Optimierung einer oder mehrerer Zielgrößen evtl. von Interesse, welche 
Konsequenzen seine Entscheidung auf die anderen Zielgrößen hat. Außerdem stellt 
sich die Frage nach dem Ausmaß der Verbesserung bzw. Verschlechterung, das bei 
den einzelnen Zielgrößen zu beobachten ist. Um dies zu illustrieren, sind in 
Abbildung 38 und Abbildung 39 die 95%-Konfidenzintervalle der 
Zielgrößenmittelwerte in Abhängigkeit von Prioritätsregel, Systemauslastung und 
Voraussichtsvariante dargestellt. Die Voraussichtsvarianten sind „o.E.“ wenn keine 
Erweiterung durch Voraussicht stattfindet, „W“ bei Anwendung von FW mit LW = 2,5 
und θW = 0 sowie „A“ bei Anwendung von FA mit LA = 250 und ω = 0,75. 
Exemplarisch wird nur die Störungsvariante S0 herangezogen. Die 
Verbindungslinien zwischen den Mittelwerten dienen der besseren Erkennbarkeit 
                                                 
584 In Abschnitt 4.3.3 wird ausführlich dargestellt, wie die Prioritätsfaktorfunktion von FA ausgestaltet ist, damit 
sie zur Bevorzugung von Aufträgen führt, die Leerläufe verhindern können und dabei berücksichtigt wird, wie 
hoch die mittlere Auslastung der betroffenen Maschinen ist. Eine derartige spezifische Berücksichtigung von 
Engpässen findet beim FW-Prioritätsfaktor nicht statt, da dieser nicht mit dem Ziel der 
Maschinenauslastungssteuerung konzipiert ist. 
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von Prioritätsregelrangfolgeänderungen aufgrund der unterschiedlichen 
Voraussichtsvarianten. 
In Abbildung 38 und Abbildung 39 wiederum deutlich zu erkennen ist die weitaus 
stärkere Zielgrößenänderung in Abhängigkeit von der Voraussichtsvariante, wenn 
die Prioritätsregeln FIFO oder ODD Anwendung finden. Die 
Zielgrößenverbesserungen, die mit FA bzw. FW bei Anwendung dieser beiden 
Prioritätsregeln erzielt werden, sind meist ähnlicher Höhe. Es existieren sowohl 
Konstellationen, in denen FA etwas größere Verbesserungen erzielt als auch 
Konstellation, in denen dies FW gelingt. Vergleicht man hingegen die 
Zielgrößenverschlechterungen, die bei Einsatz dieser beiden Prioritätsregeln durch 
Erweiterung um einen der beiden Prioritätsfaktoren auftreten, so stellt man fest, dass 
sie bei FA-Anwendung z.T. deutlich geringer ausfallen. Wird z.B. FIFO mit dem Ziel 
der Minimierung von σT eingesetzt und liegen keine Störungen vor, so ist die 
Zielgrößenverschlechterung bei Systemauslastung 0,95(g) 2,13-mal so hoch, wenn 
FW anstatt von FA eingesetzt wird. Bei Systemauslastung 0,95(u) beträgt die aus der 
FW-Erweiterung resultierende Verschlechterung sogar das 4,13-fache der 
korrespondierenden FA-bedingten Verschlechterung. Will man einen 
Voraussichtsmechanismus der Klasse III zur Erweiterung von FIFO oder ODD 
einsetzen, sollte also besser FA Anwendung finden. Generell ist jedoch zu beachten, 
dass durch Erweiterung von FIFO und ODD um Voraussicht der Klasse III zwar 
große F -, T - und θT-Verbesserungen erzielt werden können, die resultierenden 
Zielgrößenwerte aber dennoch höher sind als bei Steuerung mithilfe anderer 
Prioritätsregeln. Tabelle 45 zeigt auf, dass keine Problemstellung existiert, in der 
unter allen Prioritätsregel-Voraussichtsalternative-Kombinationen der niedrigste 
Zielgrößenwert durch eine Kombination von FIFO oder ODD mit einem der beiden 
Prioritätsfaktoren erreicht wird.585 Kann der Planer die anzuwendende Prioritätsregel 
frei wählen, stellt eine Erweiterung von FIFO bzw. ODD um FA oder FW daher i.d.R. 
keine sinnvolle Handlungsalternative dar. 
                                                 
585 Die entsprechenden zielgrößenminimierenden Kombinationen aus Prioritätsregel und Voraussichtsvariante 
sind in Tabelle 45 durch einen grünen Zellenuntergrund gekennzeichnet. 
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Abbildung 38 - 95%-KIs für die Mittelwerte der mittleren DLZ, der maximalen DLZ, der Standardabweichung der 
DLZ und der mittlerer TÜ in Abhängigkeit von Prioritätsregel, Systemauslastung und Voraussichtsalternative 
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Abbildung 39 - 95%-KIs für die Mittelwerte von Tmax, σT, θT und der mittleren absoluten Terminabweichung in 
Abhängigkeit von Prioritätsregel, Systemauslastung und Voraussichtsalternative 
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Betrachtet man die übrigen Prioritätsregeln, so ist festzustellen, dass die 
Verbesserungen durch beide Prioritätsfaktoren zwar deutlich geringer ausfallen, 
dafür bei fast allen Problemstellungen erreicht werden können. Nur unter 
Anwendung der MCOVERT-Regel steigen F , Fmax und θT durch 
Voraussichtsberücksichtigung im Mittel über alle Problemstellungen an. In Tabelle 
45 ist zu erkennen, dass bei MCOVERT keine allgemeine Aussage gemacht werden 
kann, welcher Prioritätsfaktor zur Minimierung einer gegebenen Zielgröße eingesetzt 
werden sollte oder ob überhaupt eine der beide Voraussichtserweiterungen sinnvoll 
ist. Betrachtet man hingegen die mittlere Verbesserung bzw. Verschlechterung der 
Zielgrößen über alle Systemauslastungs- und Störungsvarianten hinweg, gestatten 
diese eine klare Aussage. Außer bei der Minimierung von AL  führt FA im Mittel 
immer zu niedrigeren Zielgrößenwerte als FW.586 Betrachtet man die einzelnen in 
Tabelle 45 dargestellten Problemstellungen, so ist darüber hinaus festzustellen, dass 
in den Fällen, in denen FW zur besten Zielerreichen führt FA zumeist nur geringfügig 
schlechtere Ergebnisse erzielt. Gleichzeitig existieren aber Konstellationen, in denen 
FA mehr als viermal so große Verbesserungen erzielt bzw. weniger als 10% der 
Verschlechterung verursacht. Auch ist vereinzelt zu beobachten, dass FA eine 
Zielgröße verbessert und FW sie c.p. verschlechtert. Die durchschnittliche 
Verbesserung von σF, T  und σT ist um 30,5% höher, wenn FW anstatt FA Anwendung 
findet, die geringeren Verschlechterungen von F , Fmax und θT fallen mit 
durchschnittlich 61,1% sogar noch stärker aus. Will der Planer MCOVERT zur 
Steuerung nutzen, sollte er also auf den Prioritätsfaktor FA zurückgreifen. Aufgrund 
der nicht generell feststellbaren Vorteilhaftigkeit, wie in Tabelle 45, Abbildung 38 
und Abbildung 39 zu beobachten ist, sollte bei MCOVERT aber eine 
problemspezifische Prüfung der FA-Vorteilhaftigkeit stattfinden. 
Bei SPT-, PT+WINQ- und ATC-Steuerung liegt mit wenigen Ausnahmen eine 
generelle Vorteilhaftigkeit der Erweiterung mit einem Prioritätsfaktor der Klasse III 
vor. Bei allen drei Prioritätsregeln schlägt sich das häufigere Auftreten von FW als 
zielgrößenminimierende Voraussichtserweiterung auch in größeren mittleren 
Verbesserungen nieder. Im Mittel über alle Zielgrößen, Systemauslastungen und 
Störungsvarianten sind bei diesen drei Prioritätsregeln die Verbesserungen durch FW 
                                                 
586 In den Untersuchungen der vorangegangenen Abschnitte wurde bereits darauf hin gewiesen, dass abweichende 
Reaktionen bei der Minimierung der mittleren absoluten Terminabweichung zumeist darauf zurückzuführen sind, 
dass es sich nicht um eine reguläre Zielgröße handelt. Eine Reduktion der Durchlaufzeiten kann daher, obwohl 
alle anderen Zielgrößen sinken, zu einer Erhöhung der mittleren absoluten Terminabweichung führen. 
 305 
im Durchschnitt um 24,8% größer als die durch FA. Der größte Vorteil tritt bei 
Minimierung von Fmax und Tmax mit ca. 100% auf, θT wird von beiden Zielgrößen 
ungefähr in gleicher Höhe verbessert. Wie in Tabelle 45, Abbildung 38 und 
Abbildung 39 zu erkennen ist, liegen jedoch systematische Abhängigkeiten dieses 
FW-Vorteils von Prioritätsregel, Systemauslastung und Störungsvariante vor. 
Während die durch FW-Erweiterung erzielten Verbesserungen bei PT+WINQ im 
Mittel 111,2% höher sind als bei FA-Anwendung, fällt der Unterschied bei SPT mit 
6,7% und ATC mit 3,4% geringer aus. Außerdem ist zu beobachten, dass dieser 
Vorteil mit steigender Systemauslastung und bei Auftreten von Störungen abnimmt. 
So beträgt er bei Systemauslastung 0,80(g) 54,8%, bei 0,90(g) 34,3%, bei 0,95(g) 
15,4% und bei 0,95(u) 13,9%. Bei Störungsvariante S0 sind die FW-bedingten 
Verbesserungen 54,6% und bei S100/1000 13,7% größer als bei FA. Daraus lässt sich 
ein eindeutiger Zusammenhang ableitet. Je schwieriger die Ablaufplanung im 
System durch hohe Auslastung bzw. störungsbedingte Unterbrechungen ist, desto 
mehr verliert FW seinen Vorteil gegenüber FA, desto mehr sollte die Steuerung also 
ressourcen- und nicht auftragsorientiert stattfinden. Wie in Tabelle 45, Abbildung 38 
und Abbildung 39 zu erkennen ist, führt die Kombination von Prioritätsregeln, 
Systemauslastungen und Störungsvarianten, die im Mittel zu geringen Vorteilen von 
FW führen, darüber hinaus vermehrt dazu, dass in der spezifischen Kombination FA 
besser geeignet ist. Zu betonen ist nochmals, dass vor allem der Grad der 
Ungleichheit der Maschinenauslastung einen entscheidenden Einfluss auf den 
vorzuziehenden Prioritätsfaktor hat. Aufgrund der Wirkung der drei beschriebenen 
Einflussfaktoren lässt sich keine spezifische Aussage machen, in welchen Systemen 
besser FA als FW zur Erweiterung der Prioritätsregel eingesetzt werden sollte. 
Grundsätzlich führt FW in Verbindung mit SPT, PT+WINQ und ATC zur besseren 
Zielerreichung bei hoher Systemauslastung, dem Vorliegen von Engpässen und 
starker Störungsbeeinträchtigung, es sollte aber überprüft werden, ob ein Wechsel 
auf eine FA-Erweiterung nicht eine zusätzliche Zielgrößenreduktion ermöglicht. 
6.5.3.3 Zusammenfassende Beurteilung 
Grundsätzlich ist festzustellen, dass bei Vorteilhaftigkeit eines der beiden 
Prioritätsfaktoren zumeist der andere auch zu einer Reduktion der Zielgröße führt. 
Die Erweiterung der Prioritätsregeln um einen Prioritätsfaktor der Klasse III ist somit 
relativ robust gegenüber der Wahl des falschen Faktors. Auf Basis der 
Experimentergebnisse lässt sich im Mittel ein Vorteil des Prioritätsfaktors FW 
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feststellen, der demnach Anwendung finden sollte, wenn nicht ausreichend 
Informationen für eine fundierte Entscheidung vorliegen. Bei Einsatz der 
Prioritätsregeln FIFO, ODD und MCOVERT ist der Prioritätsfaktor FA tendenziell 
besser geeignet, es muss aber geprüft werden, ob die in Tabelle 45 dargestellten 
Verschlechterungen einzelner Zielgrößen die Anwendung insgesamt lohnenswert 
machen. Bei Steuerung mithilfe von SPT, PT*WINQ und ATC wirkt eine 
Erweiterung durch beide Faktoren generell zielgrößenreduzierend. FW erzielt zumeist 
die größeren Verbesserungen, bei hohen bzw. ungleichen Maschinenauslastungen 
oder starker Störungsbeeinträchtigung der Maschinen sollte überprüft werden, ob mit 
FA größere Verbesserungen erreicht werden können. 
6.6 Experimentelle Untersuchung der 
Voraussichtsmechanismen der Klasse IV 
6.6.1 Untersuchung der Berücksichtigung der Dringlichkeit eines 
Auftrags 
6.6.1.1 Experimentbeschreibung und grundlegende Auswertung 
Die Ziele und die Wirkungsweise des Faktors FD, der die Dringlichkeit eines 
Auftrags als Kennzahl heranzieht und in diesem Abschnitt experimentell betrachtet 
werden soll, wurden in Abschnitt 4.4.1 erläutert. Bei diesem Faktor stehen im 
Gegensatz zu den Voraussichtsmechanismen der Klassen III nicht die 
Maschinenauslastungen im Mittelpunkt, sondern die Fertigstellungstermine der 
Aufträge. Damit soll er insbesondere Prioritätsregeln mit dem Ziel der besseren 
Erreichung terminorientierter Zielsetzungen erweitern, ohne eine dieser 
Zielsetzungen spezifisch wählen zu müssen.587 Auch dieser Prioritätsfaktor wird 
wiederum mithilfe einer Sigmoidfunktion berechnet, der die Terminabweichung an 
der aktuellen Maschine bezogen auf die Anzahl der noch zu durchlaufenden 
Maschinen zugrunde liegt.588 Experimentell zu bestimmen ist der zughörige 
Lageparameter LD. 
                                                 
587 Damit stellt dieser Faktor das Gegenstück zu den Faktoren der Klasse III dar, bevor im Abschnitt 6.6.2 
schließlich nur eine Zielgröße, entweder durchlaufzeit- oder terminorientiert, als zu optimierend angenommen 
wird. 
588 Die genaue Berechnung ist Abschnitt 4.4.1, insbesondere Gleichung (4.4.1) zu entnehmen. 
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Da zu erwarten ist, dass die gewählte Prioritätsregel wiederum einen starken 
Einfluss auf die Wirkung dieser Art der Voraussicht hat, werden erneut alle sechs 
Regeln aus Tabelle 22 für das Experiment herangezogen. Des Weiteren finden die 
Systemauslastungen 0,80(g), 0,90(g), 0,95(g) und 0,95(u) in Kombination mit den 
Störungsvarianten S0 und S100/1000 Berücksichtigung.589 Da der Auftragstermin in 
die Kennzahl der Prioritätsfaktorfunktion einfließt und der Terminmultiplikator 
somit einen Einfluss auf die Faktorhöhe hat, werden sowohl TM6 als auch TM10 
untersucht.590 Mithilfe kleinerer Vorexperimente wurde LD = 1.000, LD = 10.000, 
LD = 100.000 und LD = 1.000.000 als zu untersuchende Lageparameter der 
Faktorfunktion bestimmt.591 Zum Vergleich wird wiederum die Steuerung mithilfe 
der Prioritätsregel ohne FD-Erweiterung herangezogen. Es werden zudem wieder 40 
unabhängige Replikationen durchgeführt. Daraus ergeben sich insgesamt 19.200 
Einzelläufe. 
Bevor die Wirkungen der Wahl der einzelnen Faktorstufen untersucht werden 
kann, muss wiederum mithilfe von acht, für dieses Experiment fünffaktoriellen, 
ANOVAs geklärt werden, welche Faktor- und Interaktionseffekte überhaupt einen 
signifikanten Einfluss auf die einzelnen Zielgrößen haben. Die Ergebnisse sind 
Tabelle 46 zu entnehmen, wo alle Signifikanzwerte, die 0,05 überschreiten, rot 
dargestellt werden. Vor allem auf Tmax und Fmax hat die Wahl der Faktorausprägung 
in Verbindung mit anderen Einflussquellen wie Störungsvariante und 
Terminmultiplikator keinen signifikanten Einfluss. Auch zu beobachten ist, dass nur 
auf θT und AL  alle direkten und alle Interaktionseffekte einen signifikanten Einfluss 
haben. 
 
                                                 
589 Vgl. Abschnitt 5.2.4, insbesondere Tabelle 21 und Abschnitt 5.2.3, insbesondere Tabelle 20. 
590 Vgl. Abschnitt 5.2.2, insbesondere Tabelle 19. 
591 Diese Vorexperimente zeigen auf, dass es in speziellen Fällen auch vorteilhaft sein kann, noch größere 
LD-Werte heranzuziehen. Diese hohen Lageparameterwerte führen aber in den übrigen Fällen aufgrund der 
schwachen Faktorwirkung zu Zielgrößen, die nicht signifikant von denen unterscheidbar sind, die mit 
ausschließlicher Prioritätsregelsteuerung erzielt werden. Um eine Verfälschung der Ergebnisse zu vermeiden, 
wird auf diese Spezialfälle gesondert am Ende des Abschnitts im Rahmen der Überlegungen zu den zu 
empfehlenden LD-Werten eingegangen. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
TM 0,00141 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St * TM 0,00000 0,00008 0,00000 0,00000 0,22566 0,00000 0,00000 0,00000 
St * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
TM * FD-V 0,00000 0,91088 0,00000 0,00000 0,67724 0,00000 0,00000 0,00000 
PR * Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * TM 0,00000 0,02218 0,00000 0,00000 0,12857 0,00000 0,00000 0,00000 
PR * Ausl * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * St * TM 0,00007 0,01207 0,00000 0,00000 0,01028 0,00000 0,00000 0,00000 
PR * St * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * TM * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St * TM 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * TM * FD-V 0,00000 0,28947 0,00033 0,00000 0,50766 0,15207 0,00000 0,00000 
St * TM * FD-V 0,00002 0,00018 0,00000 0,00000 0,00363 0,02098 0,00000 0,00000 
PR * Ausl * St * TM 0,00000 0,01010 0,00000 0,00000 0,12003 0,00000 0,00000 0,00000 
PR * Ausl * St * 
FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * TM * 
FD-V 0,99994 0,81387 0,55909 0,99341 0,93075 0,99577 0,00000 0,00000 
PR * St * TM 
 * FD-V 0,01413 0,07238 0,14196 0,00007 0,05255 0,99709 0,00000 0,00000 
Ausl * St * TM * 
FD-V 0,22029 0,99856 0,10921 0,00790 0,99536 0,03539 0,00000 0,00000 
PR * Ausl * St * TM 
* FD-V 0,81872 0,99198 0,00001 0,01300 0,99931 0,99751 0,00000 0,00000 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  St: Störungsvariante 
TM: Terminmultiplikator 
FD-V: FD-Variante 
*: Interaktion zwischen Faktoren 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 46 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von FD 
Für eine Einordnung der Stärke der Einflüsse werden in Tabelle 47 die partiellen 
Eta-Quadrate ausgewiesen, die im Rahmen der ANOVAs resultieren. Auch bei 
diesem Prioritätsfaktor zeigen die partiellen Eta-Quadrate auf, dass der stärkste 
Einfluss in Wechselwirkung mit der Prioritätsregelwahl auftritt. Dahinter folgt die 
etwas geringere Einflussstärke der Faktorausprägung direkt auf die Zielgrößen und 
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schließlich in Kombination mit Prioritätsregel und Systemauslastung. Einzig die 
Interaktionseffekte zwischen Prioritätsfaktor und Systemauslastung weisen im Mittel 
über alle Zielgrößen noch ein partielles Eta-Quadrat größer 0,1 auf. Obwohl die 
Systemauslastung mit durchschnittlich 0,786 und die Störungsvariante mit 
durchschnittlich 0,759 einen größeren mittleren Einfluss auf die Höhe der Zielgrößen 
haben als die Prioritätsregel mit im Mittel 0,594, hat Letztere einen stärkeren 
Einfluss auf die Wahl der bestgeeigneten Variante des Prioritätsfaktors FD.  
Wiederum wird in Tabelle 48 zu Beginn der Auswertung ein Überblick über die 
Vorteilhaftigkeit des Prioritätsfaktors FD in Abhängigkeit der untersuchten Größen 
gegeben. Dort zu sehen ist jeweils die Voraussichtsvariante, die die jeweilige 
Zielgröße bei gegebener Problemstellung, gekennzeichnet durch Systemauslastung, 
Störungsvariante und Terminmultiplikator in Kombination mit der gewählten 
Prioritätsregel, minimiert. Wird nur die Prioritätsregel ohne Voraussichtserweiterung 
eingesetzt, so ist dies durch „o.E.“ gekennzeichnet. Die angegeben Zahlen stehen für 
den Exponenten des als Zehnerpotenz ausgedrückten Lageparameters LD. Z.B. 
bedeutet 4, dass FD mit einem Lageparameter LD = 104 = 10.000 Anwendung findet. 
Die beste Voraussichtsvariante ist dann in rot dargestellt, wenn sie gegenüber der 
ausschließlichen Prioritätsregelsteuerung Verbesserungen erzielt, die signifikant 
größer null sind. Im Fall der Steuerung nur anhand der Prioritätsregel wird „o.E.“ rot 
wiedergegeben, wenn die Voraussichtsalternativen Verschlechterungen verursachen, 
die signifikant größer null sind. Im Fall von θT kommt es in manchen Fällen vor, dass 
alle LD-Varianten wie die reine Prioritätsregelsteuerung dazu führen, dass sämtliche 
Aufträge verspätet fertiggestellt werden. Da sich dann keine beste Alternative 
feststellen lässt, werden diese Fälle mit „▬“ gekennzeichnet. Zusätzlich wird durch 
den grünen Zellenhintergrund aufgezeigt, dass diese Kombination aus Prioritätsregel 
und Voraussichtsvariante die betreffende Zielgröße für die Kombination aus 
Systemauslastung, Störungsvariante und Terminmultiplikator minimiert. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,97059 0,87732 0,91445 0,96746 0,87972 0,92736 0,96130 0,96313 
Konstanter Term 0,98365 0,90387 0,96482 0,93107 0,86018 0,94043 0,98436 0,95806 
PR 0,86108 0,38240 0,31085 0,83123 0,39607 0,34024 0,83577 0,79409 
Ausl 0,92028 0,57299 0,77503 0,89605 0,57837 0,81658 0,86719 0,86430 
St 0,89039 0,51094 0,78874 0,86175 0,52360 0,82748 0,86800 0,80219 
TM 0,00054 0,01148 0,01388 0,42912 0,06710 0,24940 0,67466 0,09724 
FD-V 0,21929 0,49408 0,12000 0,13879 0,49863 0,13155 0,37903 0,05735 
PR * Ausl 0,72467 0,16149 0,16821 0,75258 0,15873 0,14621 0,19041 0,76728 
PR * St 0,59799 0,01706 0,13021 0,64727 0,01430 0,11168 0,03515 0,68022 
PR * TM 0,11510 0,00345 0,01624 0,15625 0,00411 0,00715 0,02155 0,27498 
PR * FD-V 0,06488 0,60393 0,46331 0,06079 0,60283 0,45500 0,30681 0,09489 
Ausl * St 0,62322 0,09231 0,38445 0,71738 0,08435 0,35060 0,41382 0,77756 
Ausl * TM 0,00888 0,00288 0,02848 0,13253 0,00181 0,00617 0,15378 0,30755 
Ausl * FD-V 0,11526 0,28335 0,06529 0,11512 0,27820 0,04387 0,07618 0,10747 
St * TM 0,00194 0,00084 0,03116 0,08293 0,00008 0,00367 0,07281 0,24280 
St * FD-V 0,09346 0,04595 0,00508 0,09906 0,04296 0,00225 0,04812 0,09849 
TM * FD-V 0,00779 0,00005 0,00259 0,02047 0,00012 0,00692 0,00937 0,03862 
PR * Ausl * St 0,29409 0,00728 0,03309 0,36858 0,00713 0,02612 0,40481 0,43593 
PR * Ausl * TM 0,01873 0,00149 0,00618 0,02658 0,00113 0,00451 0,13506 0,04150 
PR * Ausl * FD-V 0,04602 0,39571 0,33292 0,04248 0,39693 0,30599 0,12078 0,05180 
PR * St * TM 0,00142 0,00078 0,00350 0,00222 0,00080 0,00376 0,13345 0,00503 
PR * St * FD-V 0,02890 0,11729 0,17820 0,02685 0,11808 0,15037 0,08311 0,03186 
PR * TM * FD-V 0,00481 0,00888 0,01252 0,00446 0,00946 0,01147 0,01780 0,00770 
Ausl * St * TM 0,00383 0,00310 0,00736 0,02077 0,00214 0,02593 0,29813 0,05468 
Ausl * St * FD-V 0,04426 0,01576 0,00361 0,05721 0,01654 0,00271 0,03410 0,06896 
Ausl * TM * FD-V 0,00324 0,00076 0,00192 0,00592 0,00060 0,00090 0,00575 0,00932 
St * TM * FD-V 0,00142 0,00119 0,00334 0,00312 0,00083 0,00062 0,01177 0,00563 
PR * Ausl * St * TM 0,02382 0,00163 0,01855 0,04940 0,00115 0,01179 0,20291 0,09658 
PR * Ausl * St * 
FD-V 0,01882 0,03378 0,08598 0,02540 0,03196 0,05813 0,05597 0,03758 
PR * Ausl * TM * 
FD-V 0,00142 0,00267 0,00307 0,00193 0,00238 0,00187 0,00806 0,00673 
PR * St * TM 
 * FD-V 0,00194 0,00159 0,00143 0,00286 0,00166 0,00037 0,00858 0,00805 
Ausl * St * TM * 
FD-V 0,00082 0,00013 0,00097 0,00144 0,00016 0,00118 0,01772 0,00264 
PR * Ausl * St * TM 
* FD-V 0,00266 0,00196 0,00639 0,00463 0,00165 0,00180 0,05027 0,00998 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  St: Störungsvariante 
TM: Terminmultiplikator 
FD-V: FD-Variante 
*: Interaktion zwischen Faktoren 
Tabelle 47 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von FD 
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Pr
io
rit
ät
s-
 
re
ge
l Termin- 
multi- 
plikator 
System- 
Auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FI
FO
 
TM6 
0,80(g) 4 o.E. 6 o.E. o.E. o.E. 4 o.E. 4 o.E. 4 o.E. 3 o.E. 6 o.E. 
0,90(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. 6 o.E. o.E. o.E. o.E. o.E. 
0,95(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. ▬ o.E. o.E. 
0,95(u) o.E. o.E. o.E. o.E. o.E. o.E. 6 o.E. o.E. o.E. 6 o.E. o.E. o.E. 6 o.E. 
TM10 
0,80(g) o.E. 6 o.E. o.E. o.E. 6 3 6 6 6 6 6 3 o.E. 3 6 
0,90(g) 6 o.E. 3 o.E. 6 o.E. 6 o.E. 3 o.E. 6 o.E. o.E. o.E. 5 o.E. 
0,95(g) 6 o.E. o.E. o.E. o.E. o.E. 6 o.E. o.E. o.E. 6 o.E. o.E. ▬ 6 o.E. 
0,95(u) 6 o.E. o.E. o.E. o.E. o.E. 4 o.E. 6 o.E. 6 o.E. 6 o.E. 4 o.E. 
SP
T 
TM6 
0,80(g) o.E. o.E. 3 3 3 3 3 5 3 3 3 4 4 o.E. 3 3 
0,90(g) o.E. o.E. 3 4 3 4 3 o.E. 3 4 3 4 o.E. o.E. 3 5 
0,95(g) o.E. o.E. 4 5 3 4 5 o.E. 4 5 4 4 o.E. o.E. 4 o.E. 
0,95(u) o.E. o.E. 3 4 3 3 4 o.E. 3 4 3 4 o.E. o.E. 3 5 
TM10 
0,80(g) o.E. o.E. 3 3 3 3 3 3 3 3 3 3 3 o.E. 4 3 
0,90(g) o.E. o.E. 3 4 3 3 3 5 3 4 3 4 o.E. o.E. 3 3 
0,95(g) o.E. o.E. 3 4 3 4 3 o.E. 3 4 3 4 o.E. o.E. 3 5 
0,95(u) o.E. o.E. 3 3 3 3 3 5 3 3 3 4 o.E. o.E. 3 3 
PT
+W
IN
Q
 TM6 
0,80(g) o.E. o.E. 3 3 3 3 3 o.E. 3 3 3 3 3 o.E. 3 3 
0,90(g) o.E. o.E. 3 4 3 3 3 o.E. 3 4 3 4 o.E. o.E. 3 o.E. 
0,95(g) o.E. o.E. 4 4 3 4 o.E. o.E. 4 4 3 4 o.E. o.E. o.E. o.E. 
0,95(u) o.E. o.E. 3 4 3 3 3 o.E. 3 4 3 3 o.E. o.E. 3 o.E. 
TM10 
0,80(g) o.E. o.E. 3 3 5 3 3 3 3 3 3 3 3 o.E. 4 3 
0,90(g) o.E. o.E. 3 3 3 3 3 o.E. 3 3 3 3 4 o.E. 3 4 
0,95(g) o.E. o.E. 3 4 3 4 3 o.E. 3 4 3 4 o.E. o.E. 3 o.E. 
0,95(u) o.E. o.E. 3 3 3 3 3 o.E. 3 3 3 3 o.E. o.E. 3 3 
O
D
D
 
TM6 
0,80(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. 4 o.E. 
0,90(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. 
0,95(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. ▬ o.E. o.E. 
0,95(u) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. 
TM10 
0,80(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. 5 5 
0,90(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. 6 o.E. o.E. o.E. 4 o.E. 
0,95(g) o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. o.E. ▬ o.E. o.E. 
0,95(u) o.E. o.E. o.E. o.E. o.E. o.E. 5 o.E. o.E. o.E. 5 o.E. o.E. o.E. 4 o.E. 
M
C
O
V
ER
T TM6 
0,80(g) o.E. o.E. o.E. 4 4 6 o.E. o.E. o.E. 5 o.E. o.E. o.E. o.E. 3 o.E. 
0,90(g) o.E. o.E. 4 5 6 o.E. o.E. o.E. 4 5 o.E. o.E. o.E. o.E. 6 o.E. 
0,95(g) o.E. o.E. 4 5 6 o.E. o.E. o.E. 4 5 6 o.E. o.E. ▬ o.E. o.E. 
0,95(u) o.E. o.E. 3 5 6 o.E. o.E. o.E. 3 5 o.E. o.E. o.E. o.E. 6 o.E. 
TM10 
0,80(g) o.E. o.E. o.E. 4 o.E. 6 o.E. o.E. 4 4 o.E. o.E. o.E. o.E. 4 6 
0,90(g) o.E. o.E. o.E. 4 3 o.E. o.E. o.E. o.E. 4 o.E. o.E. o.E. o.E. 3 o.E. 
0,95(g) o.E. o.E. 4 5 6 o.E. o.E. o.E. 4 5 o.E. o.E. o.E. o.E. 6 o.E. 
0,95(u) o.E. o.E. o.E. 5 6 6 o.E. o.E. o.E. 4 o.E. o.E. o.E. o.E. 4 6 
A
TC
 
TM6 
0,80(g) 6 o.E. 3 3 4 4 4 o.E. 3 3 3 4 o.E. o.E. 3 6 
0,90(g) o.E. o.E. 3 4 3 4 5 o.E. 3 4 3 4 o.E. o.E. 4 o.E. 
0,95(g) o.E. o.E. 4 5 3 4 o.E. o.E. 4 5 4 4 o.E. o.E. 6 o.E. 
0,95(u) o.E. o.E. 3 4 3 4 o.E. o.E. 3 4 3 4 o.E. o.E. 5 o.E. 
TM10 
0,80(g) 5 o.E. 4 3 o.E. 4 4 6 4 3 4 4 o.E. o.E. 4 4 
0,90(g) 6 o.E. 3 4 3 4 3 o.E. 3 4 3 4 o.E. o.E. 3 6 
0,95(g) 6 o.E. 3 4 3 4 4 o.E. 3 4 3 4 o.E. o.E. 4 o.E. 
0,95(u) o.E. o.E. 3 3 4 4 4 o.E. 3 3 3 4 o.E. o.E. 3 o.E. 
Tabelle 48 - Vorteilhaftigkeit des Prioritätsfaktors FD in Abhängigkeit von Systemauslastung, dem Vorliegen von 
Störungen, Terminmultiplikator, Prioritätsregel, Zielgröße und LD-Wert 
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Zur Einschätzung der Stärke der Zielgrößenänderungen durch den Einsatz von FD 
gibt Tabelle 49 die prozentualen Verbesserungen bzw. Verschlechterungen wieder, 
die bei Anwendung des jeweils besten LD-Werts in Abhängigkeit von der 
Prioritätsregel erzielt werden. Es werden jeweils über alle Kombinationen aus 
Systemauslastung, Störungsvariante und Terminmultiplikator hinweg der kleinste, 
der mittlere und der größte Wert angegeben. Verbesserungen liegen bei negativem 
Vorzeichen vor und sind grün unterlegt, Verschlechterungen haben einen roten 
Zellenhintergrund. 
 
Prioritäts-
regel  
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FIFO 
Min -2,4% -7,5% -8,6% -99,4% -94,0% -98,2% -95,3% -55,9% 
∅  5,4% 24,8% 26,8% -13,5% 8,3% 0,0% -5,4% -2,8% 
Max 17,2% 45,9% 94,8% 23,7% 50,8% 91,0% 13,8% 23,7% 
SPT 
Min 0,2% -87,6% -65,2% -95,7% -94,7% -94,2% -54,9% -57,1% 
∅  4,2% -72,9% -41,2% -35,2% -82,7% -68,8% 16,0% -24,7% 
Max 12,8% -48,3% -6,3% 14,7% -62,1% -38,7% 52,5% 5,2% 
PT+WINQ 
Min 0,4% -79,5% -56,1% -95,0% -92,1% -91,8% -72,7% -59,0% 
∅  8,3% -61,0% -34,6% -21,2% -72,8% -57,1% 11,6% -13,5% 
Max 24,4% -36,2% -4,8% 33,3% -52,4% -29,2% 53,2% 30,8% 
ODD 
Min 5,1% 0,9% 1,2% 27,8% 22,3% 4,4% 0,0% -25,4% 
∅  16,4% 43,9% 53,5% 71,4% 93,5% 76,6% 72,4% 23,9% 
Max 29,8% 89,8% 196,7% 388,4% 153,4% 207,7% 453,8% 74,7% 
MCOVERT 
Min 1,5% -15,0% -21,0% 3,2% -17,2% -1,1% 0,0% -56,4% 
∅  14,6% -5,6% -0,5% 22,8% -6,2% 7,4% 17,9% -11,8% 
Max 76,7% 10,3% 60,5% 105,9% 16,6% 33,2% 94,2% 14,9% 
ATC 
Min -0,2% -82,1% -60,7% -50,4% -87,8% -76,2% -9,8% -29,8% 
∅  1,8% -61,6% -31,1% 0,2% -71,3% -45,7% 11,9% -2,6% 
Max 9,6% -1,5% 0,0% 35,9% -5,8% 29,4% 25,8% 15,3% 
Tabelle 49 - Prozentuale Zielgrößenänderungen durch Einsatz des Prioritätsfaktors FD mit jeweils bestgeeignetem LD-
Wert in Abhängigkeit von der Prioritätsregel 
In Tabelle 49 ist bereits zu erkennen, dass z.B. erhebliche Verbesserungen und 
Verschlechterungen vorliegen, auf deren Hintergründe im Folgenden eingegangen 
wird. 
6.6.1.2 Grundsätzliche Beurteilung der Vorteilhaftigkeit des 
Voraussichtsmechanismus, insbesondere seiner Berechnungsgrundlage  
Besonders auffällig ist in Tabelle 48, dass sowohl FIFO als auch ODD sich nur in 
wenigen Fällen durch Anwendung des Prioritätsfaktors FD verbessern lassen. Gerade 
bei ODD sind die z.T. sehr deutlichen Verschlechterungen erstaunlich, da der ODD-
Prioritätswert Zij(t) = dij ähnlich der Dringlichkeitskennzahl Lij = t + pij - dij ist. Die in 
Tabelle 50 als Variante I noch einmal dargestellte Prioritätsfaktorfunktion kann im 
Vergleich zu ODD nur aufgrund der zusätzlichen Berücksichtigung der 
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Bearbeitungszeit pij oder der Anzahl noch zu durchlaufenden Maschinen ma(i) - (j - 1) 
zu einer anderen Reihenfolge der nach Priorität sortierten Aufträge führen. 
 
Variante FD-Funktion 
I ( )
( )
( )
Sigmoid ,
1
ij ijD D
ij
i
t p d
F t L
m j
 − + −
 =
 − − 
 
II ( ) ( )( )Sigmoid ,D Dij ij ijF t t p d L= − + −  
III ( )
( )
( )
Sigmoid ,
1
ijD D
ij
i
t d
F t L
m j
 − −
 =
 − − 
 
IV ( ) ( )( )Sigmoid ,D Dij ijF t t d L= − −  
Tabelle 50 - Alternative Formulierungen des Prioritätsfaktors FD 
Um die Ursachen der negativen Konsequenzen einer Erweiterung der ODD-Regel 
mithilfe des Prioritätsfaktors FD aufzuklären, werden vier verschiedene Varianten der 
Faktorversion verglichen, die in Tabelle 50 dargestellt sind. Variante I ist die 
ursprüngliche in Abschnitt 4.4.1 beschriebene Version und in den Varianten II bis IV 
werden pij und ma(i) - (j - 1) in verschiedenen Kombinationen nicht berücksichtigt. 
Variante IV führt als Erweiterung von ODD zwar zu einer Änderung der 
Prioritätswerte, nicht jedoch zu einer Änderung der Ordnung der Aufträge. Alle vier 
Varianten werden experimentell als Erweiterung von ODD und SPT bei 
Systemauslastung 0,90(g), Störungsvariante S0 und Terminmultiplikator TM6 
verglichen.592 Wiederum dienen die LD-Ausprägungen 103, 104, 105 und 106 der 
Steuerung der Einflussstärke und es werden 40 Replikationen zugrunde gelegt. 
Im Fall der ODD-Regel lässt sich die klare Aussage machen, dass die 
ausschließliche Prioritätsregelsteuerung und entsprechend auch die Erweiterung 
durch Variante IV bei allen acht Zielgrößen die niedrigsten Werte erzielen. Variante 
II weist immer die geringsten Verschlechterungen auf, gefolgt von III und schließlich 
I. Sowohl die Berücksichtigung von pij als auch ma(i) - (j - 1) bei der Berechnung des 
                                                 
592 Die Beschränkung auf wenige Ausprägungen der untersuchten Einflussfaktoren ist so gewählt, dass die 
Wirkung der vier Varianten bei geringstmöglichem Experimentumfang aussagekräftig verglichen werden kann. 
Insbesondere dient SPT zum Vergleich mit ODD als Beispiel einer Prioritätsregel, bei der die Zielerreichung 
durch FD-Erweiterung bei den meisten Zielgrößen deutlich verbessert werden kann. 
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Prioritätsfaktors FD führen somit zu einer Verschlechterung der mit ODD erzielbaren 
Ergebnisse. Die in Abschnitt 6.2 wiedergegebenen Experimentdaten zeigen auf, dass 
die ODD-Regel in allen untersuchten Problemstellungen sehr niedrige Fmax-, σF-, 
Tmax- und σT-Werte erzielt. Die Steuerung anhand der mithilfe von WZS möglichst 
realistisch bestimmten Operationstermine dij führt also zu einer sehr fairen 
Gleichbehandlung aller Aufträge. Die FD-Varianten I-III stellen einen Eingriff in 
diese Gleichbehandlung dar, der diese Stärke der ODD-Regel zunichtemacht und 
daher zur Verschlechterung der erzielten Ergebnisse führt. 
Bei Einsatz der SPT-Regel führt die FD-Variante I bei der Minimierung von F , 
σF, T , ϴT und AL  zu besseren Ergebnissen als die alternativen Varianten. Für das 
Ziel der Minimierung von Fmax, Tmax und σT ist Variante II gefolgt von IV am besten 
geeignet. Bei σT ist der Vorteil gegenüber der drittbesten Variante I jedoch nicht 
signifikant. Die möglichst unmodifizierte Verwendung der dij-Werte zur Steuerung 
führt also nicht nur im Rahmen der ODD-Anwendung zu minimalen Fmax- und Tmax-
Werten, sondern senkt beide Zielgrößen auch am stärksten als Kennzahl des 
Prioritätsfaktors FD. Da Variante I für die meisten Zielgrößen am besten geeignet ist 
und auch bei Fmax, Tmax und σT, wie Tabelle 49 zu entnehmen ist, sehr große 
Verbesserungen erzielt, ist sie für die Erweiterung von SPT empfehlenswert. Da 
keine der vier Varianten in der Lage ist, die ODD-Ergebnisse zu verbessern, sollte an 
der in Abschnitt 4.4.1 beschriebenen und in Tabelle 50 als Variante I bezeichneten 
Prioritätsfaktorfunktion festgehalten werden. 
Die in Tabelle 48 dargestellten Ergebnisse gestattet aber noch eine Reihe weiterer 
grundsätzlicher Feststellungen über das schlechte Abschneiden einer ODD-
Erweiterung durch FD hinaus. Wie in Abschnitt 4.4.1 dargestellt, zielt dieser 
Voraussichtsmechanismus darauf ab, generell die Erreichung terminorientierter 
Zielsetzungen zu verbessern. Kurze mittlere Durchlaufzeiten werden hingegen dann 
erzielt, wenn die Steuerung, wie z.B. mithilfe von SPT oder Voraussicht der Klasse 
III, kurze Warteschlangen erzielt, die über die Maschinen hinweg und im Zeitablauf 
wenig schwanken. Die bei FD-Erweiterung auftretende F -Verschlechterung über 
alle Prioritätsregeln hinweg ist also damit zu erklären, dass die individuelle 
Termineinhaltung eines Auftrags einen größeren Stellenwert bei der Steuerung 
einnimmt. Die dadurch größer werdenden und stärker schwankenden 
Warteschlangenlängen führen über alle Prioritätsregeln zu steigenden F -Werten. 
Schließlich lässt sich aus Tabelle 48 noch eine Erkenntnis über θT gewinnen. 
Obwohl es bei Anwendung von SPT, PT+WINQ und ATC in den meisten Fällen 
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möglich ist, durch Erweiterung um FD, neben Fmax, σF, Tmax und σT in vielen Fällen 
auch T  zu senken, gelingt dies nicht mit θT. Das lässt darauf schließen, dass die 
zusätzliche Berücksichtigung der Operationstermine dabei hilft, die ansonsten bei 
diesen Prioritätsregeln z.T. vorliegenden extrem verspäteten Aufträge zu verhindern. 
Da hierfür weniger eilige Aufträge zurückgestellt werden, führt diese Art der 
Voraussicht dazu, dass alle Aufträge näher an ihrem Termin fertiggestellt werden. In 
den Fällen, in denen die Maschinenkapazität aber nicht ausreicht, alle Aufträge 
termingerecht fertigzustellen, führt dies dazu, dass trotz geringer werdender mittlerer 
Terminüberschreitung ein größerer Anteil der Aufträge zumindest leicht verspätet ist. 
So ist auch zu erkennen, dass bei hoher Systemauslastung, dem Vorliegen von 
Störungen und Terminmultiplikator TM6 zumeist eine Verschlechterung der 
mittleren Terminüberschreitung eintritt, wenn diese drei Prioritätsregeln um FD 
erweitert werden, obwohl Fmax, σF, Tmax und σT sinken. 
Über Tabelle 48 hinaus lässt sich eine generelle Feststellung in Bezug auf die 
FD-Erweiterung der Prioritätsregel SPT machen. Diese Regel ist dafür bekannt, dass 
sie sehr niedrige mittlere Durchlaufzeiten erzielt, aber zu starken Verzögerungen 
einzelner Aufträge führt.593 Aus diesem Grund sind in der Vergangenheit eine Reihe 
von Erweiterungen dieser Prioritätsregel entwickelt worden, die diese 
Verzögerungen bei möglichst geringen Verschlechterungen der F -Werte verhindern 
soll. Da auch PT+WINQ eine mögliche SPT-Erweiterung darstellt, soll diese 
Prioritätsregel mit der Kombination aus SPT und FD verglichen werden. Als 
Grundlage des Vergleichs dienen die Daten der Tabelle 51. Dort ist ersichtlich, 
welche prozentuale Änderung der einzelnen Zielgrößen auftritt, wenn anstatt von 
ausschließlich mithilfe von SPT eine Steuerung unter zusätzlicher Berücksichtigung 
von FD stattfindet. Ebenfalls angegeben sind die Veränderungen, wenn eine 
ausschließliche Steuerung mit PT+WINQ anstatt SPT stattfindet. Zur Verdichtung 
der Daten werden über die 16 Konstellationen beschriebenen durch 
Systemauslastung, Störungsvariante und Terminmultiplikator nur die 
durchschnittlichen prozentualen Veränderungen angegeben. Verbesserungen sind mit 
grünem, Verschlechterungen mit rotem Untergrund gekennzeichnet.  
 
                                                 
593 Vgl. hierzu und im Folgenden BLACKSTONE/PHILLIPS/HOGG (1982), S. 32-35. Außerdem finden diese 
Beobachtungen Bestätigung in den in Abschnitt 6.2 dargestellten Experimentergebnissen. 
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SPT- 
Erweiterung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
PT+WINQ 45,74% -33,24% -3,36% 88,77% -35,14% -3,81% 84,86% 7,21% 
LD = 106 5,62% -52,97% -25,47% 0,87% -56,32% -33,10% 23,96% -5,14% 
LD = 105 17,23% -69,98% -39,54% 10,45% -74,41% -51,22% 68,46% -11,09% 
LD = 104 37,61% -76,64% -47,49% 45,55% -81,63% -60,26% 130,40% -10,56% 
LD = 103 54,54% -77,03% -48,61% 80,85% -82,21% -60,28% 176,80% -6,42% 
Tabelle 51 - Mittlere Zielgrößenänderungen aufgrund der Erweiterung von SPT durch FD in Abhängigkeit von LD oder 
zu PT+WINQ  
Zu erkennen ist zunächst einmal, dass sowohl die mittleren Verbesserungen als 
auch die mittleren Verschlechterungen der Zielgrößen mit kleiner werdendem LD, 
also stärkerer Faktorwirkung, zunehmen. Tabelle 51 zeigt auch auf, dass eine 
Erweiterung durch den Prioritätsfaktor FD bei Verschlechterung von F , T  und θT 
vor allem Fmax, σF, Tmax und σT deutlich senkt. Zieht man zum Vergleich PT+WINQ 
heran, so stellt zumindest in Bezug auf die Zielgrößenmittelwerte über alle 
untersuchten Problemstellungen die SPT-Erweiterung durch FD mit LD = 106 bzw. 
LD = 105 eine dominante Strategie dar.594 Bei beiden Lageparameterausprägungen 
sind in Tabelle 51 für alle Zielgrößen z.T. deutlich größere Verbesserungen und 
geringere Verschlechterungen zu erkennen als bei PT+WINQ. Interessant macht die 
Kombination aus SPT und FD auch, dass bei sehr schwachem Einfluss des 
Prioritätsfaktors durch LD = 106 die Modifikation von SPT mit geringen 
Verschlechterungen von F , T  und θT verbunden ist. So ist nur in zwei der in 
Tabelle 48 ersichtlichen 34 Konstellationen, in denen durch ausschließliche SPT-
Anwendung eine der Zielgrößen minimiert wird, SPT in Kombination mit FD bei 
LD = 106 nicht die zweitbeste Steuerungsalternative.595 Wie in Tabelle 51 zu 
erkennen, fallen die Verbesserungen der Zielerreichung durch SPT, wenn FD 
hinzugenommen wird, bei LD = 1.000.000 deutlich schwächer aus als bei stärkerer 
Faktorengewichtung. In Bezug auf Fmax, σF, Tmax und σT gehört diese 
Steuerungsalternative noch immer zu den schlechtesten Kombinationen einer 
Prioritätsregel mit einer FD-Alternative.596 Es ist jedoch festzustellen, dass immer 
eine signifikante Verbesserung zur nicht erweiterten SPT- und in den meisten Fällen 
                                                 
594 Zieht man alle 128 in Tabelle 48 dargestellten Konstellationen aus Zielgröße, Systemauslastung, 
Störungsvariante und Terminmultiplikator heran, so erreicht PT+WINQ in 111 davon schlechtere Ergebnisse als 
die SPT-Regel, wenn sie mit FD bei einem Lageparameter LD = 106 erweitert wird. 
595 Liegen Störungsvariante S100/1000 sowie Terminmultiplikator TM6 vor, stellt die Anwendung von ATC 
ohne Erweiterungen für die Systemauslastungen 0,95(g) und 0,95(u) die zweitbeste Strategie zur Minimierung 
der mittleren Terminüberschreitung dar. 
596 Die FD-Alternativen schließen die Möglichkeit ein, keine Erweiterung der Prioritätsregel vorzunehmen. 
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auch zur ausschließlichen PT+WINQ-Steuerung vorliegt. Auf die Wahl eines 
geeigneten LD-Werts, um Verbesserungen und Verschlechterungen bestmöglich in 
Einklang zu bringen, wird im Verlauf des folgenden Abschnitts eingegangen, wenn 
die Wirkung der einzelnen Einflussfaktoren im Detail untersucht wird. 
6.6.1.3 Untersuchung der Einflussfaktoren auf die Wirkung des 
Prioritätsfaktors 
Nach Betrachtung der generellen Vorteilhaftigkeit gilt es die Frage zu 
beantworten, welche Wirkung die im Experiment betrachteten Einflussfaktoren auf 
die Wirksamkeit der Dringlichkeitsberücksichtigung haben. Um den 
Faktoreneinfluss isoliert betrachten zu können, werden wieder zusätzlich die 
Zielgrößendifferenzen herangezogen. D.h. für jede untersuchte Konstellation, 
beschrieben durch Systemauslastung, Störungsvariante, Terminmultiplikator und 
Prioritätsregel, wird für jede LD-Ausprägung berechnet, welche 
Zielgrößenabweichung im Vergleich zur Steuerung nur mit der jeweiligen 
Prioritätsregel auftritt. Zusätzlich wird auch berechnet, wie groß diese Differenz 
relativ zur Zielgrößenhöhe ohne Prioritätsfaktoranwendung ausfällt. 
Diese Differenzen und relativen Abweichungen finden in Abbildung 40 und 
Abbildung 41 Anwendung, wo am Beispiel der maximalen Durchlaufzeit der 
Einfluss der Systemauslastung auf die Wirkung der FD-Anwendung illustriert wird. 
Beide Abbildungen sowie Tabelle 48 stellen eine Reihe von Zusammenhängen dar, 
die generell zu beobachten sind. So steigt der optimale LD-Wert mit zunehmender 
Systemauslastung. Bei stark ausgelasteten Maschinen sollte also weniger Rücksicht 
auf die individuelle Dringlichkeit der Aufträge genommen werden. Die 
Zielgrößenunterschiede, die aufgrund der jeweils besten beiden LD-Ausprägungen 
resultieren, fallen, wie auch in Abbildung 40 und Abbildung 41 zu sehen, relativ 
gering aus. LD ist also relativ robust gegenüber Fehlspezifikationen, die z.B. aus 
einer sich ändernden Systemauslastung resultieren. Bei den meisten Zielsetzungen ist 
zu beobachten, dass ein FD-Einsatz unabhängig von der Systemauslastung immer 
zielgrößenverbessernd oder immer zielgrößenverschlechternd wirkt. Es sind jedoch 
in Tabelle 48 eine Reihe von Ausnahmen, wie z.B. bei der Anwendung von FIFO bei 
Terminmultiplikator TM6, zu beobachten. In diesen Fällen sollte FD nur bei geringer 
Systemauslastung, z.T. nur bei 0,80(g), eingesetzt werden. Ansonsten ist zu 
beobachten, dass sowohl die absoluten als auch die relativen 
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Zielgrößenverbesserungen bzw. -verschlechterungen mit steigender 
Systemauslastung zunehmen. 
 
 
Abbildung 40 - 95%-KIs für die Mittelwerte der Fmax-Differenzen durch FD-Anwendung in Abhängigkeit von 
Prioritätsregel, Systemauslastung und LD 
 
Abbildung 41 - 95%-KIs für die Mittelwerte der relativen Fmax-Änderungen durch FD-Anwendung in Abhängigkeit von 
Prioritätsregel, Systemauslastung und LD 
Der zweite betrachtete Einflussfaktor ist die Störungsvariante. Grundsätzlich ist 
zu beobachten, dass das Auftreten von Störungen einen ähnlichen Einfluss auf die 
Wirkung der FD-Anwendung hat wie eine Erhöhung der Systemauslastung. Es macht 
einen größeren LD-Wert zur optimalen Zielerreichung erforderlich und führt z.T. 
dazu, dass ein FD-Einsatz nicht mehr stattfinden sollte. Als Konsequenz daraus ist zu 
beobachten, dass insbesondere bei hoher Systemauslastung und gleichzeitigem 
Auftreten von Störungen die Anwendung von FD zur Erhöhung einer Zielgröße führt, 
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die bei gleicher Prioritätsregel durch FD ansonsten gesenkt werden kann. Auch 
führen Störungen dazu, dass die Wirkung der FD-Anwendung, gemessen in absoluten 
und relativen Zielgrößenverbesserungen und -verschlechterungen, zunimmt. 
Abweichend davon ist festzustellen, dass die relative Zielgrößenänderung von Tmax 
unabhängig vom Auftreten von Störungen ist und dass sowohl die absolute als auch 
die relative θT-Verschlechterung bei der Anwendung von ODD oder MCOVERT 
durch das Auftreten von Störungen sinken. 
Auch für den Terminmultiplikator können mithilfe der in Tabelle 46 
zusammengefassten ANOVAs Wechselwirkungen mit der FD-Anwendung 
nachgewiesen werden. In Tabelle 48 ist zu beobachten, dass eine Erhöhung des 
Terminmultiplikators va(i) von 6 auf 10 in vielen Fällen zur Folge hat, dass die 
optimale LD-Höhe sinkt. Steht im Mittel mehr Zeit für die Fertigstellung der Aufträge 
zur Verfügung, können in vielen Fällen demnach bessere Ergebnisse erzielt werden, 
wenn durch eine stärkere Gewichtung von FD im Vergleich zur Prioritätsregel mehr 
Augenmerk auf die individuelle Dringlichkeit eines Auftrags gelegt wird. 
Insbesondere bei Anwendung der FIFO-Regel ist bei vielen Problemstellungen erst 
bei va(i) = 10 überhaupt eine Verbesserung durch die Dringlichkeitsberücksichtigung 
zu erzielen. Weitere Aufschlüsse über die Zusammenhänge zwischen 
Terminmultiplikator und Wirkung der FD-Anwendung gestattet Abbildung 42. Sie 
zeigt die 95%-Konfidenzintervalle der mittleren relativen Zielgrößenänderungen, 
wenn eine Prioritätsregel durch eine FD-Nutzung ergänzt wird. Während über alle 
Systemauslastungen, Störungsvarianten und LD-Werte aggregiert wird, findet eine 
Aufteilung nach Prioritätsregeln und Terminmultiplikator statt. Zu erkennen ist, dass 
bei höherem va(i)-Wert c.p. die unter FD-Erweiterung erzielten Verbesserungen 
zunehmen und die Verschlechterungen abnehmen. Ausnahmen treten vor allem bei 
Anwendung der MCOVERT- und ATC-Regel auf, wo bei der Mehrheit der 
Zielsetzungen FD bei TM10 schlechter geeignet ist als bei TM6. Auch noch einmal 
deutlich zu erkennen ist, dass bei FIFO-Steuerung eine Vorteilhaftigkeit der FD-
Erweiterung erst bei TM10 eintritt. 
Der letzte zu untersuchende Einflussfaktor ist die angewandte Prioritätsregel, die 
zusammen mit der Bestimmung des optimalen LD-Werts betrachtet wird. Die 
Auswahl der betrachteten vier LD-Ausprägungen stellt nur einen Kompromiss dar, da 
es in manchen Fällen vorteilhaft sein kann, größere LD-Werte heranzuziehen. 
Insbesondere bei Einsatz der Prioritätsregeln FIFO und ODD können bei LD ≥ 106 
kaum Verbesserungen durch eine FD-Anwendung erzielt werden. In den meisten 
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Fällen führen sehr hohe LD-Werte jedoch dazu, dass keine signifikanten 
Zielgrößenveränderungen mehr durch die FD-Anwendung erzielt werden können, 
weshalb bisher nur die vier in Abschnitt 6.6.1.1 beschriebenen Ausprägungen 
untersucht wurden. Zur Erlangung zusätzlicher Erkenntnisse über den 
Zusammenhang zwischen Zielgrößenänderungen und LD-Höhe dient ein zusätzliches 
Experiment. Als Grundkonstellation werden für alle sechs Prioritätsregeln die 
Systemauslastung 0,90(g), Terminmultiplikator TM6 und Störungsvariante S0 
zugrunde gelegt. Für LD werden 17 verschiedene Werte untersucht, für die gilt: 
LD = 10x-3, x = 1(1)17. Zur Betrachtung von Wechselwirkungen dienen drei weitere 
Konstellationen, für die c.p. jeweils die Ausprägung einer erklärenden Variable 
variiert wird, während alle anderen Merkmale der Grundkonstellation übernommen 
werden. Es findet c.p. einmal Systemauslastung 0,95(g), einmal S100/1000 und 
einmal TM10 Anwendung. Zur Erzeugung eines ausreichend großen 
Stichprobenumfangs dient erneut die Durchführung von 40 unabhängigen 
Replikationen. 
 
 Zielgrößen:  
 Z1: F  Z2: Fmax Z3: σF Z4: T   
 Z5: Tmax Z6: σT Z7: θT Z8: AL   
Abbildung 42 - 95%-KIs für die Mittelwerte der relativen Zielgrößenänderung durch FD-Anwendung in 
Abhängigkeit von Prioritätsregel, Terminmultiplikator und Zielgröße 
Die Ergebnisse dieses Experiments gestatten zusätzliche Erkenntnisse über die 
Wirkung von FD in Kombination mit den einzelnen Prioritätsregeln, die zur Wahl des 
geeigneten LD-Werts herangezogen werden können. Exemplarisch werden die 
Zusammenhänge in Abbildung 43 anhand der T -Differenzen dargestellt, die durch 
die FD-Anwendung im Vergleich zur ausschließlichen Prioritätsregelsteuerung 
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resultieren. Die LD-Werte sind so angeordnet, dass eine von links nach rechts 
zunehmende Prioritätsfaktorgewichtung im Vergleich zu Prioritätsregel resultiert. 
Grundsätzlich ist für alle Prioritätsregeln, Systemkonstellationen und Zielgrößen 
die gleiche systematische Abhängigkeit der Zielgrößendifferenzen vom LD-Wert zu 
beobachten. Der Verlauf ist immer durch drei LD-Bereiche gekennzeichnet. Im 
Bereich hoher LD-Werte führt die Anwendung von FD zu keinen Änderungen der 
Zielgröße, die aus der ausschließlichen Prioritätsregelsteuerung resultiert. Im 
mittleren LD-Bereich führt eine Änderung von LD zu signifikant unterscheidbaren 
Zielgrößendifferenzen. Haben die Zielgrößendifferenzen einen Grenzwert erreicht, 
der von Prioritätsregel, Systemkonstellation und Zielgröße abhängig ist, führt eine 
LD-Änderung im Bereich der kleinsten LD-Werte zu keinen Zielgrößenänderungen 
mehr. Interessant ist nun, von welchen Einflussfaktoren Lage und Breite des 
mittleren Bereichs abhängen und welchen Verlauf die Differenzenfunktion in diesem 
aufweist.  
Die zweite Frage lässt sich in den meisten Fällen mit einer, stochastische 
Schwankungen ignorierend, streng monotonen Zu- bzw. Abnahme der Differenzen 
beantworten. Einzige Ausnahmen davon sind wenige Konstellationen, bei denen ein 
Minimum oder Maximum auftritt, bevor eine Zielgrößendifferenz gegen den 
jeweiligen Grenzwert konvergiert. So existiert bei SPT- und PT+WINQ-Anwendung 
ein T -Differenz-Minimum bei Vorliegen der Grundsystemkonstellation. Auch die 
Differenzenfunktionen bei anderen Zielgrößen weisen in Abhängigkeit von 
Prioritätsregel und Systemkonstellationen vereinzelt Minima auf, besonders 
interessant ist jedoch der Verlauf der Zielgrößendifferenzkurven, wenn die FIFO-
Regel Anwendung findet. Obwohl bei ihrem Einsatz durch eine FD-Erweiterung fast 
immer Verschlechterungen auftreten, weisen alle Differenzenfunktionen außer für θT 
bei allen untersuchten Konstellationen einen LD-Bereich auf, in dem Verbesserungen 
möglich sind.597 Die genaue Lage und Breite dieses Bereichs sind von der Zielgröße 
und Systemkonstellation abhängig. Zumindest bei Einsatz von FD mit LD = 1011 und 
LD = 1010 sind jedoch über alle Zielgrößen außer θT und alle untersuchten 
Konstellationen hinweg Verbesserungen erzielbar. Mit wenigen Ausnahmen sind 
diese Verbesserungen signifikant größer null. 
Bisher unbeantwortet ist die Frage nach den Einflussfaktoren auf Lage und Breite 
 
                                                 
597 Bei θT gilt dies nur für die Konstellation mit Terminmultiplikator TM10. 
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Abbildung 43 - 95%-KIs für die Mittelwerte der Differenzen der mittleren Terminüberschreitung durch FD-Anwendung 
in Abhängigkeit von Prioritätsregel, LD-Wert und untersuchter Systemkonstellation 
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des mittleren Bereichs der Differenzenfunktion. Abbildung 43 illustriert, dass die 
zugrunde liegende Systemkonstellation zwar einen Einfluss auf den erzielbaren 
Differenzengrenzwert hat, kaum jedoch auf Lage und Breite des Bereichs, in dem 
eine Veränderung von LD auch zu Veränderungen der Zielgröße führt.598 Dies hat für 
den Planer einen entscheidenden Vorteil bei Einsatz des Prioritätsfaktors FD. Wenn 
sich z.B. die Systemauslastung ändert, muss er zwar evtl. LD neu bestimmen, um eine 
optimale FD-Nutzung zu erhalten, kann seine Suche aber auf denselben Bereich wie 
zuvor beschränken. Ebenfalls in Abbildung 43 zu erkennen ist die deutliche 
Abhängigkeit des mittleren LD-Bereichs, die bei der Bestimmung des bestgeeigneten 
LD-Werts berücksichtigt werden muss. 
Den größten Nutzen stiftet jedoch das Ausnutzen der Abhängigkeit der Lage und 
Breite des mittleren LD-Bereichs von der zu minimierenden Zielgröße. Um diese 
Abhängigkeit veranschaulichen zu können, zeigen Abbildung 44 und Abbildung 45 
auf, wie sich die acht untersuchten Zielgrößen in Abhängigkeit von der gewählten 
Prioritätsregel und dem für FD angewandten LD-Wert entwickeln. Dargestellt werden 
nur die Ergebnisse im Rahmen der Grundkonstellation. Grundsätzlich ist zu 
erkennen, dass Lage und Breite der LD-Bereiche, in denen signifikante 
Zielgrößenänderungen auftreten, sich zwischen den Zielgrößen unterscheiden. Dies 
ist insofern besonders interessant und vorteilhaft, als das es bei Anwendung der 
SPT-, PT+WINQ- und ATC-Regel für die Wahl des einzusetzenden LD-Werts 
genutzt werden kann. Der FD-Einsatz führt bei diesen Prioritätsregeln vor allem zu 
signifikanten Verschlechterungen von F und θT, sobald LD 100.000 unterschreitet. 
Bei ATC-Steuerung steigt zudem T  signifikant, wenn LD kleiner als 10.000 wird. 
Gleichzeitig sind aber bei den anderen Zielgrößen schon bei deutlich schwächerem 
FD-Einsatz mit LD = 100.000.000 erste Verbesserungen zu beobachten und bei 
LD = 100.000 ist es bereits möglich, mehr als die Hälfte der erzielbaren 
Verbesserungen zu realisieren. Mit LD = 1.000 wird i.d.R. das 
Verbesserungsmaximum erreicht, während erst ca. die Hälfte der F - und θT-
Verschlechterung eintritt. 
                                                 
598 Gleiches ist für die Differenzen aller Zielgrößen außer θT zu beobachten. Bei θT-Minimierung tritt eine 
Konvergenz gegen den Differenzengrenzwert bei unterschiedlichen LD-Werten ein. Am größten ist dieser Wert, 
wenn Störungsvariante S100/100 vorliegt, etwas kleiner bei Systemauslastung 0,95(g) und noch geringer bei der 
Grundkonstellation. Der kleinste LD-Wert und damit der größte Prioritätsfaktoreinfluss ist bei 
Terminmultiplikator TM10 nötig, bis eine weitere Lageparameterreduktion zu keinen weiteren 
Zielgrößenänderungen mehr führt. 
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Abbildung 44 - 95%-KIs für die Mittelwerte der mittleren und maximalen DLZ sowie der mittleren und maximalen TÜ 
bei Vorliegen der Grundkonstellation in Abhängigkeit von Prioritätsregel und LD-Wert 
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Abbildung 45 - 95%-KIs für die Mittelwerte der Standardabweichung der DLZ und TÜ, des Anteils 
terminüberschreitender Aufträge und der mittleren absoluten Terminabweichung bei Vorliegen der 
Grundkonstellation in Abhängigkeit von Prioritätsregel und LD-Wert 
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Im hier untersuchten Fall kann durch einen LD-Wert aus dem Intervall 
[1.000; 100.000] also gesteuert werden, welche Verschlechterung von F  und θT man 
zur Verbesserung der anderen Zielgrößen in Kauf nimmt. Mit der SPT-Regel lassen 
sich bei LD = 1.000 z.B. über alle Zielgrößen hinweg gute bis sehr gute Ergebnisse 
im Vergleich zu den anderen Prioritätsregeln erzielen. Selbst bei Zielsetzungen, die 
diese Prioritätsregel ohne Modifikation am schlechtesten erfüllt, können Ergebnisse 
im Spitzenfeld erzielt werden. Die Minimierung von σT zeigt dies besonders deutlich 
auf, da die SPT-Regel ohne Voraussichtserweiterung das insgesamt schlechteste und 
mit FD-Erweiterung bei LD = 1.000 sogar das signifikant beste Ergebnis aufweist. Ist 
der Planer nicht bereit, signifikante Verschlechterungen auch nur einer Zielgröße 
hinzunehmen, so kann er durch eine Festlegung von LD = 1.000.000 dennoch die 
Schwächen von SPT in Bezug auf Fmax, Tmax, σF und σT reduzieren. 
6.6.1.4 Zusammenfassende Beurteilung 
Die Erkenntnisse aus den vorangehend untersuchten Experimentergebnissen 
zusammenfassend, lässt sich sagen, dass durch den Einsatz des Prioritätsfaktors FD 
sehr effektiv große Terminüberschreitungen verhindern werden können. Als Folge 
daraus ist zu beobachten, dass bei Steuerung mithilfe der SPT-, PT+WINQ- und 
ATC-Regel der Faktoreinsatz zu einer deutlichen Reduktion von Fmax, Tmax, σF und σT 
von z.T. mehr als 90% führt. Als Erweiterung von Prioritätsregeln wie ODD, FIFO 
und MCOVERT, die bei diesen Zielgrößen ohnehin gute Ergebnisse erzielen, ist FD 
nicht geeignet und führt zu einer Verschlechterung der Ergebnisse. Außerdem ist 
über alle Zielgrößen hinweg zu beobachten, dass die verstärkt terminorientierte 
Steuerung zu einer Verschlechterung der mittleren Durchlaufzeiten führt. Die 
Vorteilhaftigkeit bei der Minimierung von T , θT und AL  ist davon abhängig, wie 
schwer die Auftragstermine in der gegebenen Problemstellung einhaltbar sind. Bei 
hoher Systemauslastung, dem Vorliegen von Störungen und einem niedrigen 
Terminmultiplikator können oftmals keine Verbesserungen erzielt werden. 
Gleichzeitig ist aber auch zu beobachten, dass in dieser Situation erzielte 
Verbesserungen sowohl betragsmäßig als auch relativ zur durch ausschließliche 
Prioritätsregelsteuerung erreichten Zielgröße höher ausfallen. Der optimale Wert des 
Lageparameters LD nimmt mit steigender Systemauslastung, bei Auftreten von 
Störungen und mit sinkendem Terminmultiplikator zu. Der Prioritätsfaktor sollte 
dann also relativ zur Prioritätsregel schwächer gewichtet werden. Der Lageparameter 
ist jedoch relativ robust gegenüber Fehlparametrisierungen, da die bestgeeigneten 
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Ausprägungen zumeist nicht signifikant unterscheidbar sind. Die optimale 
Lageparameterhöhe ist außer von den genannten Einflussfaktoren in großem Maß 
von der eingesetzten Prioritätsregel und der zu minimierenden Zielgröße abhängig. 
Die bei allen Zielgrößen unterschiedliche Abhängigkeit der Zielgrößenänderung von 
der LD-Höhe kann zudem bei Steuerung mithilfe der SPT-, PT+WINQ- und ATC-
Regel genutzt werden. Besonders stark verspätetete Aufträge können bereits bei 
gering gewichtetem Prioritätsfaktor verhindert werden, was zu sinkenden Fmax-, Tmax-
, σF- und σT-Werten führt. Diese Verbesserungen könne ohne merkliche 
Verschlechterungen von F und θT erzielt werden, da Letztere erst bei kleineren LD-
Werten auftreten. Der Einsatz des Prioritätsfaktors FD stellt eine Möglichkeit dar, in 
Kombination mit diesen drei Prioritätsregeln über alle verfolgten Zielgrößen hinweg 
sehr gute Ergebnisse zu erzielen. 
6.6.2 Untersuchung der Berücksichtigung des Auftragsbeitrags zur 
gesamten Zielerreichung 
6.6.2.1 Experimentbeschreibung und grundlegende Auswertung 
Die bisher untersuchten Voraussichtsmechanismen haben das Ziel, durch die 
Berücksichtigung verschiedener Kennzahlen die Maschinenbelegungsentscheidung 
so zu beeinflussen, dass die letztendlich zu minimierende Zielgröße indirekt gesenkt 
wird. In Abschnitt 4.4.2 wurde dargestellt, wie bei der Auftragsauswahlentscheidung 
bei Neubelegung einer Maschine berücksichtigt werden kann, wie sich diese 
Entscheidung direkt auf eine gewählte Zielgröße auswirkt. Tabelle 11 beinhaltet die 
acht Funktionen, mit deren Hilfe die Änderungen der in der vorliegenden Arbeit zu 
minimierenden Zielgrößen zur Berechnung eines Prioritätsfaktors herangezogen 
werden können. Experimentell ist die Wirksamkeit der Faktoren zu überprüfen und 
ein jeweils geeigneter Lageparameterwert zu bestimmen. Dafür dient ein 
Experiment, dass alle Prioritätsregeln aus Tabelle 22 im Rahmen der vier 
Systemauslastungen aus Tabelle 21 sowie der beiden Störungsvarianten aus Tabelle 
20 heranzieht. Es wird Terminmultiplikator TM8 angewandt. Die acht verschiedenen 
Prioritätsfaktoren zur vorausschauenden Zielgrößenberücksichtigung finden getrennt 
mit jeweils drei verschiedenen Lageparameterausprägungen Anwendung, die aus 
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Tabelle 52 ersichtlich sind.599 Die Lageparameterhöhen wurden mithilfe 
stichprobenartiger Vorexperimente bestimmt, um jeweils möglichst gut den 
interessierenden Bereich zu umfassen. 
 
Gewünschte 
Einflussstärke des 
vorausschauenden 
Prioritätsfaktors 
Lageparameterausprägungen des Prioritätsfaktors  
FF  maxFF  FFσ  TF  maxTF  TFσ  TFθ  ALF  
stark 1 0,1 100 0,5 0,1 50 2,5 1 
mittel 10 1 1000 5 1 750 10 10 
gering 50 10 25000 50 10 10000 25 100 
Tabelle 52 - Für die experimentelle Untersuchung herangezogene Lageparameter der Prioritätsfaktoren zur 
Berücksichtigung des Einflusses der Maschinenbelegungsentscheidung auf eine der Zielgrößen 
Zum Vergleich wird im Rahmen der gleichen Problemstellungen die 
Prioritätsregelsteuerung ohne Erweiterung durch Voraussicht herangezogen und 
wiederum dienen 40 unabhängige Replikationen der Erzielung eines ausreichend 
großen Stichprobenumfangs. Daraus resultierten insgesamt 48.000 Einzelläufe. 
Im ersten Schritt muss wiederum überprüft werden, welche der betrachteten 
erklärenden Variablen und welche ihrer Interaktionseffekte einen signifikanten 
Einfluss auf die Zielgrößen haben. Da ihm Rahmen dieses Experiments acht 
verschiedene Voraussichtsmechanismen untersucht werden, sind entsprechend 64 
einzelne Varianzanalysen notwendig, um die Effekte jedes Mechanismus auf jede 
Zielgröße überprüfen zu können. In Tabelle 53 werden die Ergebnisse derart 
zusammengefasst, dass angegeben ist, bei Anwendung welcher Mechanismen im 
Rahmen der jeweiligen Zielgrößen-ANOVA der Signifikanzwert eines Effekts 0,05 
übersteigt.600  
 
                                                 
599 Der gleichzeitige Einsatz von zwei oder mehr Prioritätsfaktoren mit unterschiedlichen zugrunde liegenden 
Zielgrößen wird in diesem Experiment nicht betrachtet. 
600 In Abschnitt 5.4 wurde dargelegt, dass aufgrund von Verletzungen der ANOVA-Anwendungsvoraussetzungen 
evtl. dennoch ein signifikanter Einfluss vorliegen kann, obwohl 0,05 überschritten wird. Da die Signifikanzwerte 
in den meisten ausgewiesenen Fällen jedoch 0,05 deutlich überschreiten, wird auf eine explizite Angabe im Sinne 
der Erhaltung der Übersichtlichkeit verzichtet. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwerte der Variationsquellen in Abhängigkeit von 
der angegebenen Zielgröße, die 0,05 übersteigen 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell         
Konstanter Term         
PR         
Ausl         
St         
FZ-V F7 F7 F7 F7 F7 F7 F7 F5 F7 
PR * Ausl         
PR * St         
PR * FZ-V F2 F5 F7 F7 F7 F2 F5 F7 F7 F7 F2 F5 F7 F2 F5 F7 
Ausl * St         
Ausl * FZ-V F5 F7 F7 F7 F5 F7 F7 F7 F2 F5 F7 F5 F7 
St * FZ-V F2 F5 F7 F7 F2 F5 F7 F2 F5 F7 F7 F2 F5 F7 F2 F5 F7 F2 F5 F7 
PR * Ausl * St         
PR * Ausl * FZ-V F2 F5 F7 F7 F7 F2 F5 F7 F7 F7 F2 F5 F7 F2 F5 F7 
PR * St * FZ-V F2 F5 F7 F1 F7 F2 F5 F7 F2 F5 F7 F1 F7 F2 F5 F7 F2 F5 F7 F2 F5 F7 
Ausl * St * FZ-V F2 F5 F7 
F1 F4 F7 
F8 F2 F5 F7 F2 F5 F7 
F1 F4 F7 
F8 F2 F5 F7 F2 F5 F7 F2 F5 F7 
PR * Ausl * St 
* FZ-V F2 F5 F7 
F1 F2 F4 
F5 F7 F8 F2 F5 F7 F2 F5 F7 
F1 F2 F4 
F5 F7 F8 F2 F5 F7 F2 F5 F7 F2 F5 F7 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  *: Interaktion zwischen Faktoren 
St: Störungsvariante 
FZ-V: FZ-Variante 
 
  Prioritätsfaktor auf Basis der Optimierung folgender Zielgrößen 
  F1: mittlere Durchlaufzeit 
  F2: maximale Durchlaufzeit 
  F3: Standardabweichung der Durchlaufzeit 
  F4: mittlere Terminüberschreitung 
F5: maximale Terminüberschreitung 
F6: Standardabweichung der TÜ 
F7: Anteil terminüberschreitender Aufträge 
F8: mittlere absolute Terminabweichung 
Tabelle 53 - Aufstellung nicht signifikanter Variationsquellen bestimmt mithilfe der ANOVAs für alle Zielgrößen im 
Rahmen der Untersuchung der zielgrößenbasierenden Prioritätsfaktoren 
Deutlich zu erkennen ist der häufig nicht signifikante Einfluss, den die 
Anwendung vor allem von TFθ  aber auch von maxFF  und maxTF  direkt und in 
Interaktion mit anderen erklärenden Variablen auf die Zielgrößen hat. Die 
Begründung ist in den Funktionen zu finden, mit deren Hilfe diese drei 
Prioritätsfaktoren berechnet werden.601 Nur diese drei zielgrößenbasierenden 
Prioritätsfaktoren nehmen in vielen Fällen den Wert eins an, wodurch keine 
Veränderung der Ausgangspriorität stattfindet. Die Faktoren weichen nur dann von 
eins ab, wenn sich der erwartete Zielgrößenbeitrag bei sofortiger und verzögerter 
Bearbeitung unterscheidet. Im Fall von TFθ  bedeutet dies, dass der Faktor nur dann 
zu einer Prioritätswertveränderung führt, wenn für den betrachteten Auftrag in einem 
Fall eine termingerechte und im anderen eine verspätete Fertigstellung erwartet wird. 
Der nicht vorhandene signifikante Einfluss von TFθ  lässt darauf schließen, dass der 
                                                 
601 Vgl. Tabelle 10 und Tabelle 11 in Abschnitt 4.4.2. 
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Prioritätsfaktor so selten von eins abweichende Werte annimmt, dass er die 
Zielgrößen zu gering beeinflusst, als dass der Effekt bei 40 Replikationen 
nachgewiesen werden könnte. Ähnliches gilt für maxFF  und maxTF , die nur zu einer 
Prioritätsveränderung führen, wenn in mindestens einem der Fälle eine 
Überschreitung des aktuellen Fmax- bzw. Tmax-Werts erwartet wird. Auf die 
Zielgrößen Fmax und Tmax, für die die beiden Faktoren konzipiert wurden, haben beide 
Faktoren jedoch nur im Fall der Interaktion aller Variationsquellen keinen 
signifikanten Einfluss. Der nicht vorhandene signifikante Einfluss auf die übrigen 
Zielgrößen ist sogar vorteilhaft, weil er gestattet, Einfluss auf Fmax und Tmax zu 
nehmen, ohne die übrige Zielerreichung zu beeinträchtigen. Ansonsten zeigt sich für 
die anderen Zielgrößenberücksichtigungen, dass wie bei den bereits untersuchten 
Prioritätsfaktoren vor allem bei Minimierung von Fmax und Tmax eine Reihe von 
Interaktionseffekten nicht signifikant nachgewiesen werden können. 
Das häufige Auftreten von neutralen Prioritätsfaktoren bei TFθ , maxFF  und maxTF  
spiegelt sich auch in den partiellen Eta-Quadraten, also der Einflussstärke der 
einzelnen Effekte, wieder. Diese werden in Tabelle 54 und Tabelle 55 
wiedergegeben, wobei nur für FF  alle Variationsquellen aufgelistet sind. Bei den 
anderen Prioritätsfaktoren wird auf die partiellen Eta-Quadrate von 
Variationsquellen, die den jeweiligen Prioritätsfaktor nicht enthalten, verzichtet. Dies 
ist im Sinne der Wahrung der Übersichtlichkeit vertretbar, da sie sich nur 
unwesentlich von denen bei FF  unterscheiden. Die nahezu gleichen Einflussstärken 
der Variationsquellen, die den jeweiligen Prioritätsfaktor nicht enthalten, resultieren 
aus dem Experimentaufbau, da sich die zugrunde liegenden Daten nur dadurch 
unterscheiden, dass jeweils ein anderer Prioritätsfaktor Anwendung findet. Neben 
dem geringen Einfluss von TFθ , maxFF  und maxTF  auf die meisten Zielgrößen 
gestatten Tabelle 54 und Tabelle 55 weitere wertvolle Erkenntnisse. Auf die durch 
diese drei Faktoren zu optimierenden Zielsetzungen, also θT, Fmax und Tmax, haben die 
Faktoren FF  bzw. FFσ  und TFσ  den stärksten Einfluss. Mit dem Ziel der 
Minimierung der quadratischen Abweichung von den bis zum aktuellen Zeitpunkt 
eingetretenen F - und T -Werten, verhindern die beiden letztgenannten Faktoren 
auch sehr lange Durchlaufzeiten und aus ihnen folgende hohe 
Terminüberschreitungen. Von θT, Fmax und Tmax abgesehen, ist aber festzustellen, 
dass der jeweils für eine Zielsetzung konzipierte Prioritätsfaktor auch den stärksten 
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Priori- 
täts-
faktor 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FF  
 
1) 
Gesamtmodell 0,97259 0,83725 0,91876 0,96466 0,83782 0,92008 0,97021 0,95799 
Konstanter Term 0,98865 0,87064 0,96018 0,92318 0,84405 0,93636 0,98014 0,97912 
PR 0,69928 0,64811 0,62834 0,56202 0,65034 0,62115 0,90516 0,75692 
Ausl 0,92368 0,59930 0,81133 0,88353 0,60007 0,82399 0,87893 0,80821 
St 0,90353 0,35405 0,75602 0,85335 0,35625 0,77198 0,89510 0,66257 
F1-V 0,66438 0,05967 0,05109 0,56271 0,06019 0,03391 0,57338 0,33626 
PR * Ausl 0,57065 0,46353 0,50847 0,53293 0,46233 0,45708 0,57164 0,46359 
PR * St 0,42617 0,11668 0,22634 0,42281 0,11555 0,14875 0,31447 0,38414 
PR * F1-V 0,76283 0,08041 0,11645 0,69284 0,08106 0,09395 0,68116 0,51192 
Ausl * St 0,56714 0,04715 0,30888 0,71910 0,04552 0,31088 0,16015 0,80580 
Ausl * F1-V 0,37878 0,01226 0,02789 0,46036 0,01231 0,01872 0,07734 0,50975 
St * F1-V 0,24107 0,00190 0,01254 0,34161 0,00182 0,00458 0,03762 0,41656 
PR * Ausl * St 0,29545 0,03032 0,10253 0,33885 0,02981 0,07655 0,46030 0,44788 
PR * Ausl * F1-V 0,50965 0,01353 0,06014 0,59369 0,01363 0,04444 0,14974 0,64470 
PR * St * F1-V 0,33807 0,00207 0,02815 0,45239 0,00199 0,01542 0,05518 0,53113 
Ausl * St * F1-V 0,07859 0,00014 0,00280 0,15617 0,00014 0,00850 0,15729 0,24006 
PR * Ausl * St * 
F1-V 
0,11074 0,00098 0,00919 0,21795 0,00094 0,02095 0,27043 0,32903 
maxFF  
 
2) 
F2-V 0,00251 0,28852 0,02693 0,00197 0,27327 0,03251 0,00354 0,00134 
PR * F2-V 0,00173 0,29091 0,03138 0,00181 0,28408 0,03817 0,00240 0,00195 
Ausl * F2-V 0,00266 0,13923 0,01858 0,00274 0,13753 0,01832 0,00106 0,00261 
St * F2-V 0,00001 0,01378 0,00006 0,00003 0,01480 0,00007 0,00064 0,00009 
PR * Ausl * F2-V 0,00255 0,16754 0,02372 0,00306 0,16712 0,02365 0,00138 0,00347 
PR * St * F2-V 0,00034 0,01730 0,00058 0,00036 0,01747 0,00084 0,00050 0,00038 
Ausl * St * F2-V 0,00012 0,00256 0,00018 0,00012 0,00261 0,00022 0,00060 0,00013 
PR * Ausl * St * 
F2-V 
0,00138 0,00517 0,00061 0,00168 0,00507 0,00068 0,00110 0,00195 
FFσ  
 
2) 
F3-V 0,25414 0,40046 0,50726 0,14144 0,39135 0,38742 0,47102 0,03826 
PR * F3-V 0,15118 0,47745 0,40322 0,12073 0,47857 0,43418 0,27666 0,15360 
Ausl * F3-V 0,09625 0,21944 0,25473 0,10639 0,21933 0,24303 0,07226 0,11336 
St * F3-V 0,03592 0,04386 0,11390 0,04265 0,04540 0,11582 0,02241 0,05142 
PR * Ausl * F3-V 0,15762 0,30512 0,32193 0,13539 0,30367 0,27359 0,23444 0,12815 
PR * St * F3-V 0,11002 0,06163 0,12626 0,09380 0,06141 0,08135 0,17525 0,08476 
Ausl * St * F3-V 0,01658 0,00997 0,03327 0,02806 0,00969 0,02837 0,04881 0,04248 
PR * Ausl * St * 
F3-V 
0,10325 0,02208 0,07558 0,13196 0,02228 0,06533 0,18325 0,17130 
TF  
 
2) 
F4-V 0,45039 0,06065 0,00952 0,55836 0,06084 0,01123 0,06016 0,61784 
PR * F4-V 0,62721 0,08921 0,14504 0,67471 0,08913 0,12531 0,21139 0,68519 
Ausl * F4-V 0,39112 0,02235 0,02327 0,46611 0,02292 0,02605 0,01611 0,49615 
St * F4-V 0,27917 0,00820 0,00593 0,34031 0,00812 0,00798 0,00864 0,36320 
PR * Ausl * F4-V 0,54104 0,02476 0,09537 0,58912 0,02488 0,07590 0,06878 0,59243 
PR * St * F4-V 0,40349 0,00631 0,02835 0,44437 0,00640 0,02087 0,05798 0,44191 
Ausl * St * F4-V 0,14705 0,00115 0,00776 0,17344 0,00116 0,00715 0,01005 0,17471 
PR * Ausl * St * 
F4-V 
0,20188 0,00285 0,01452 0,24314 0,00292 0,01296 0,05582 0,25686 
 Abkürzungen: 
 1) Vollständige Aufstellung der Variationsquellen 
 2) Auf die Variationsquellen, die den jeweiligen 
     Prioritätsfaktor enthalten, reduzierte Liste 
PR: Prioritätsregel 
Ausl: Systemauslastung St: Störungsvariante 
*: Interaktion zwischen Faktoren 
 
  Variationsquelle Prioritätsfaktorausprägung auf Basis der Optimierung folgender Zielgrößen 
  F1-V: mittlere Durchlaufzeit 
  F2-V: maximale Durchlaufzeit 
  F3-V: Standardabweichung der Durchlaufzeit 
  F4-V: mittlere Terminüberschreitung 
Tabelle 54 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung der Prioritätsfaktoren auf Basis der mittleren DLZ, maximalen DLZ, Standardabweichung der DLZ und 
mittleren TÜ 
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Priori- 
täts-
faktor 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
maxTF  
 
2) 
F5-V 0,00170 0,28583 0,02593 0,00130 0,29810 0,03255 0,00274 0,00085 
PR * F5-V 0,00087 0,29532 0,03147 0,00085 0,30022 0,03859 0,00240 0,00097 
Ausl * F5-V 0,00163 0,14532 0,01720 0,00160 0,14566 0,01729 0,00086 0,00145 
St * F5-V 0,00004 0,01597 0,00010 0,00011 0,01493 0,00005 0,00036 0,00022 
PR * Ausl * F5-V 0,00138 0,17520 0,02333 0,00154 0,17444 0,02319 0,00140 0,00168 
PR * St * F5-V 0,00004 0,01819 0,00067 0,00005 0,01771 0,00085 0,00043 0,00010 
Ausl * St * F5-V 0,00002 0,00291 0,00020 0,00005 0,00274 0,00023 0,00036 0,00010 
PR * Ausl * St * 
F5-V 
0,00016 0,00589 0,00078 0,00020 0,00568 0,00080 0,00061 0,00026 
TFσ  
 
2) 
F6-V 0,17929 0,43014 0,35432 0,11998 0,43255 0,42608 0,36725 0,05525 
PR * F6-V 0,18535 0,49753 0,39258 0,14327 0,49687 0,42842 0,36499 0,13463 
Ausl * F6-V 0,13628 0,22144 0,24924 0,13133 0,21566 0,22563 0,07269 0,11590 
St * F6-V 0,05745 0,04380 0,11563 0,06050 0,04185 0,09532 0,01470 0,05858 
PR * Ausl * F6-V 0,16811 0,30580 0,30037 0,16527 0,30490 0,28067 0,12687 0,15745 
PR * St * F6-V 0,12092 0,05799 0,10626 0,11990 0,05790 0,07692 0,08698 0,11097 
Ausl * St * F6-V 0,02712 0,00948 0,04861 0,04422 0,00976 0,03059 0,03385 0,06336 
PR * Ausl * St * 
F6-V 
0,09939 0,01784 0,05026 0,12940 0,01732 0,04371 0,08852 0,16045 
TFθ  
 
2) 
F7-V 0,00002 0,00013 0,00001 0,00002 0,00014 0,00001 0,00069 0,00001 
PR * F7-V 0,00007 0,00015 0,00002 0,00006 0,00016 0,00002 0,00105 0,00004 
Ausl * F7-V 0,00002 0,00038 0,00004 0,00002 0,00038 0,00003 0,00017 0,00002 
St * F7-V 0,00001 0,00005 0,00000 0,00001 0,00005 0,00000 0,00017 0,00001 
PR * Ausl * F7-V 0,00006 0,00055 0,00008 0,00005 0,00054 0,00009 0,00067 0,00005 
PR * St * F7-V 0,00003 0,00029 0,00001 0,00002 0,00027 0,00002 0,00048 0,00001 
Ausl * St * F7-V 0,00001 0,00019 0,00002 0,00001 0,00019 0,00003 0,00034 0,00001 
PR * Ausl * St * 
F7-V 
0,00008 0,00063 0,00009 0,00007 0,00062 0,00011 0,00103 0,00007 
ALF  
 
2) 
F8-V 0,32481 0,04167 0,00617 0,51514 0,04210 0,00901 0,34887 0,64884 
PR * F8-V 0,60619 0,07276 0,13199 0,64945 0,07332 0,11486 0,23847 0,67803 
Ausl * F8-V 0,43516 0,01163 0,01540 0,43410 0,01189 0,01749 0,06611 0,41028 
St * F8-V 0,34666 0,00381 0,00362 0,31484 0,00364 0,00501 0,11730 0,25605 
PR * Ausl * F8-V 0,56426 0,01393 0,07119 0,56908 0,01392 0,05362 0,25531 0,55911 
PR * St * F8-V 0,43543 0,00391 0,02192 0,42711 0,00385 0,01416 0,24942 0,40499 
Ausl * St * F8-V 0,09533 0,00028 0,01138 0,15668 0,00030 0,00786 0,05764 0,22499 
PR * Ausl * St * 
F8-V 
0,17732 0,00143 0,01524 0,23027 0,00142 0,01297 0,15653 0,29389 
 Abkürzungen: 
2) Auf die Variationsquellen, die den jeweiligen 
    Prioritätsfaktor enthalten, reduzierte Liste 
PR: Prioritätsregel 
Ausl: Systemauslastung St: Störungsvariante 
*: Interaktion zwischen Faktoren 
 
  Variationsquelle Prioritätsfaktorausprägung auf Basis der Optimierung folgender Zielgrößen 
F5-V: maximale Terminüberschreitung 
F6-V: Standardabweichung der TÜ 
F7-V: Anteil terminüberschreitender Aufträge 
F8-V: mittlere absolute Terminabweichung 
Tabelle 55 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung der Prioritätsfaktoren auf Basis der maximalen TÜ, der Standardabweichung der TÜ, des Anteils 
terminüberschreitender Aufträge und der mittleren absoluten Terminabweichung 
Einfluss auf diese Zielgröße hat oder einen nur geringfügig hinter dem höchsten 
zurückbleibenden. Auch zu beobachten ist, dass manche Faktoren zusätzlich einen 
starken Einfluss auf Zielgrößen haben, für die sie nicht direkt konzipiert sind. FF  
und TF  weisen hohe partielle Eta-Quadrate bei den ANOVAs für F , T , θT und AL  
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auf. Gleiches gilt für FFσ  und TFσ  in Bezug auf die Zielgrößen Fmax, σF, Tmax und 
σT. Im Mittel über alle Faktoren hinweg ist zu beobachten, dass die höchsten 
partiellen Eta-Quadrate bei der Zielgröße AL  gefolgt von T  und F  auftreten. Diese 
Zielgrößen sind also am stärksten durch die hier untersuchten 
Voraussichtsmechanismen beeinflussbar. Beim Vergleich der verschiedenen 
Prioritätsfaktoren muss auch beachtet werden, dass in Abhängigkeit von 
Prioritätsfaktor und Zielgröße das Größenverhältnis der direkten Effekte zu den 
Interaktionseffekten unterschiedlich hoch ausfällt. D.h. je nach Zielsetzung und 
gewähltem Voraussichtsmechanismus haben die übrigen erklärenden Variablen einen 
unterschiedlich starken Einfluss auf die Wirkung der Prioritätsfaktoren. 
Nach Überprüfung von Signifikanz und Stärke der Einflüsse sind die 
Voraussetzungen für die Vorteilhaftigkeit der zielgrößenberücksichtigenden 
Zielsetzungen und deren Verbesserungspotential von Interesse. Dafür wird im ersten 
Schritt in Tabelle 56 betrachtet, durch welche Faktoralternative bei jeder 
Problemstellung, gekennzeichnet durch Systemauslastung und Störungsvariante, bei 
gegebener Prioritätsregel die einzelnen Zielgrößen minimiert werden. In Tabelle 56 
wird für jede Zielgröße nur der Prioritätsfaktor betrachtet, der zu ihrer Verbesserung 
konzipiert wurde, d.h. z.B. FF  für F . Angegeben wird die bestgeeignete 
Lageparamterausprägung bzw. „o.E.“ wenn die Prioritätsregel ohne Erweiterung 
durch den entsprechenden Faktor die kleinste mittlere Zielgröße erzielt. Rote 
Angaben weisen darauf hin, dass die beste Prioritätsfaktorausprägung 
Verbesserungen gegenüber der ausschließlichen Prioritätsregelsteuerung erzielt, die 
signifikant größer null sind bzw. im Fall von „o.E.“ Verschlechterungen signifikant 
größer null. Grün unterlegt ist die Kombination aus Prioritätsregel und 
Prioritätsfaktor, die eine Zielgröße bei gegebener Systemauslastung und 
Störungsvariante minimiert. „▬“ dient der Kennzeichnung von Problemstellungen, 
bei der alle Faktoralternativen inkl. der ausschließlichen Prioritätsregelsteuerung 
immer zur gleichen Zielgröße führen und somit keine beste Alternative bestimmt 
werden kann. 
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Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FIFO 
0,80(g) 1 1 1 0,1 25000 25000 50 0,5 1 10 10000 10000 o.E. o.E. 10 1 
0,90(g) 1 1 1 0,1 25000 25000 5 0,5 10 1 50 10000 o.E. o.E. 10 1 
0,95(g) 1 1 10 1 25000 25000 0,5 0,5 1 10 10000 10000 o.E. ▬ 1 1 
0,95(u) 1 1 1 10 25000 25000 0,5 0,5 1 0,1 10000 10000 o.E. o.E. 1 1 
SPT 
0,80(g) 50 50 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 2,5 10 1 1 
0,90(g) 50 o.E. 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 10 25 1 1 
0,95(g) 10 1 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 2,5 25 1 1 
0,95(u) o.E. 50 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 25 25 1 1 
PT+WINQ 
0,80(g) 1 1 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 10 o.E. 1 1 
0,90(g) 1 1 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 25 10 1 1 
0,95(g) 1 1 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 o.E. 10 1 1 
0,95(u) 1 1 0,1 0,1 100 100 0,5 0,5 0,1 0,1 50 50 10 25 1 1 
ODD 
0,80(g) 1 1 0,1 1 1000 25000 50 0,5 1 o.E. 10000 10000 o.E. o.E. 1 1 
0,90(g) 1 1 10 10 25000 100 50 0,5 o.E. o.E. o.E. o.E. o.E. 25 100 1 
0,95(g) 1 1 10 0,1 100 o.E. 0,5 0,5 o.E. o.E. o.E. o.E. 10 ▬ 1 1 
0,95(u) 1 1 1 10 25000 100 0,5 0,5 o.E. o.E. o.E. o.E. o.E. o.E. 1 1 
MCOVERT 
0,80(g) o.E. 1 1 0,1 100 100 0,5 0,5 1 0,1 50 750 o.E. o.E. 1 1 
0,90(g) 1 1 0,1 0,1 100 100 50 0,5 0,1 0,1 10000 750 o.E. 2,5 1 1 
0,95(g) 1 1 0,1 0,1 100 100 0,5 0,5 0,1 0,1 750 50 o.E. 25 1 1 
0,95(u) 1 1 0,1 0,1 100 100 0,5 0,5 0,1 0,1 750 750 2,5 o.E. 1 1 
ATC 
0,80(g) 1 1 0,1 0,1 100 100 0,5 5 0,1 0,1 50 50 2,5 10 1 1 
0,90(g) 1 1 0,1 0,1 100 100 5 o.E. 0,1 0,1 50 750 o.E. o.E. 1 10 
0,95(g) 1 50 0,1 0,1 100 100 50 o.E. 0,1 0,1 50 50 o.E. 25 1 o.E. 
0,95(u) 1 1 0,1 0,1 100 100 o.E. 50 0,1 0,1 50 50 o.E. 25 1 1 
Tabelle 56 - Vorteilhaftigkeit des jeweiligen zielgrößenoptimierenden Prioritätsfaktors in Abhängigkeit von 
Systemauslastung, dem Vorliegen von Störungen, Prioritätsregel, Zielgröße und Lageparameterwert 
Deutlich zu erkennen ist, dass mit wenigen Ausnahmen bei fast allen 
Systemkonstellationen durch den Prioritätsfaktoreinsatz Verbesserungen erzielt 
werden können, die in den meisten Fällen signifikant größer null sind. Keine 
zufriedenstellenden Ergebnisse erreicht lediglich TFθ  bei der Verringerung des 
Anteils terminüberschreitender Aufträge, was bei vielen Problemstellungen nicht 
gelingt. Der bereits in Tabelle 55 festgestellte nicht signifikante und geringe Einfluss 
auf θT bestätigt sich auch hier. 
Besonders beachtenswert sind die Veränderungen bei den besten Kombinationen 
aus Prioritätsregel und Prioritätsfaktor zur Minimierung einer gegebenen Zielgröße 
im Rahmen einer bestimmten Problemstellung, die in Tabelle 56 grün unterlegt sind. 
Betrachtet man die FIFO-Regel, so ist diese sowohl ohne Erweiterung als auch mit 
einem der bisher untersuchten Prioritätsfaktoren nur in sehr wenigen Fällen in der 
Lage, geringere Zielgrößen zu erreichen als andere Prioritätsregeln.602 Vor allem bei 
                                                 
602 Vgl. Tabelle 29, Tabelle 30, Tabelle 31, Tabelle 34, Tabelle 38, Tabelle 43, Tabelle 45 und Tabelle 48. 
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der Minimierung von F , Fmax, θT und AL  erzielt FIFO in Kombination mit den hier 
untersuchten Prioritätsfaktoren sehr gute Ergebnisse. In den Fällen, in denen die um 
Voraussicht erweitere FIFO-Regel nicht den minimalen Wert dieser vier Zielgrößen 
erreicht, liegt der erzielte nur geringfügig, oft unter 10%, über dem besten mit einer 
anderen Prioritätsregel erreichten. Berücksichtigt man die in Abschnitt 6.2 
aufgeführten sehr hohen mittleren Durchlaufzeiten bei ausschließlicher FIFO-
Steuerung, sind die guten Ergebnisse in Bezug auf diese Zielgröße besonders 
hervorzuheben. 
Wie Tabelle 54 und Tabelle 55 zeigen und wie bereits ausgeführt wurde, haben 
die Prioritätsfaktoren, die für die jeweilige Zielgröße konzipiert sind, nicht in allen 
Fällen einen großen oder überhaupt signifikanten Einfluss auf diese Zielgrößen. Aus 
diesem Grund geht Tabelle 57 der Frage nach, der Einsatz welches Prioritätsfaktors 
in Kombination mit einer Prioritätsregel die jeweilige Zielgröße bei gegebener 
Systemauslastung und Störungsvariante minimiert.603 Wiederum grün unterlegt ist 
die insgesamt beste Kombination aus Prioritätsregel und Prioritätsfaktor für die 
jeweilige Problemstellung. Festzustellen ist, dass sich die zu wählende Prioritätsregel 
nur bei der Minimierung von T  bei Systemauslastung 0,90(g) und Störungsvariante 
S0 von MCOVERT auf ODD ändert. Auch zu erkennen ist, dass die in Tabelle 54 
und Tabelle 55 aufgezeigten starken Einflüsse von FF , FFσ  und TFσ  damit einher 
gehen, dass die Prioritätsfaktoren am häufigsten die optimale 
Voraussichtserweiterung darstellen. Dies gilt sowohl für die Zielgröße, für die sie 
konzipiert sind als auch für alle Zielsetzungen insgesamt. TFθ  hingegen, mit 
nachgewiesen sehr geringem partiellen Eta-Quadrat, ist nur bei zwei 
Systemkonstellationen in Kombination mit SPT in der Lage, den niedrigsten θT-Wert 
zu erzeugen. Von allen bei den in Tabelle 57 dargestellten Kombinationen aus 
Systemauslastung, Störungsvariante und Prioritätsregel minimiert FF  in 29% der 
Fälle die jeweilige Zielgröße, TFσ  in 18% und FFσ  in 17%. Alle anderen Faktoren 
außer TF , der in 11% der Konstellationen optimal ist, gelingt dies nur bei 2-8% der 
Problemstellungen. Betrachtet man die Fälle, in denen der eigentlich vorgesehene 
Faktor nicht zur niedrigsten Zielgröße führt, so ist festzustellen, dass dies oft 
vorkommt, wenn ein Faktor eine Prioritätsregel um eine zusätzliche Information 
erweitert. Bei Prioritätsregeln, die auf Bearbeitungszeiten basieren, wie SPT und 
                                                 
603 Der Vergleich der Prioritätsfaktoren erfolgt derart, dass immer der jeweils bestgeeignete Lageparameter 
herangezogen wird. 
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PT+WINQ, generieren oftmals Faktoren einen zusätzlichen Nutzen, die Termine 
berücksichtigen. ODD kann hingegen in vielen Fällen erfolgreich durch 
durchlaufzeitoptimierende Faktoren ergänzt werden. Die eigentlich vorgesehenen 
Faktoren gestatten zwar oft ähnlich niedrige Zielgrößenwerte, das letztendliche 
Minimum wird aber nur durch die zusätzlichen Informationen erreicht. 
 
Prioritäts- 
regel 
System- 
Auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FIFO 
0,80(g) F1 F1 F2 F2 F3 F3 F4 F1 F6 F5 F4 F1 F1 F1 F8 F8 
0,90(g) F1 F1 F2 F2 F3 F3 F1 F1 F5 F5 F1 F6 F1 F1 F8 F4 
0,95(g) F1 F1 F2 F2 F3 F3 F1 F1 F5 F5 F6 F6 F1 F1 F4 F4 
0,95(u) F1 F1 F2 F2 F3 F3 F1 F1 F5 F5 F6 F3 F1 F1 F8 F4 
SPT 
0,80(g) F5 F7 F6 F6 F3 F3 F3 F8 F6 F6 F6 F6 F3 F2 F3 F3 
0,90(g) F2 F7 F6 F6 F3 F3 F6 F4 F6 F6 F6 F6 F1 F7 F3 F4 
0,95(g) F1 F1 F6 F6 F3 F3 F8 F4 F6 F6 F6 F6 F1 F2 F3 F4 
0,95(u) F7 F1 F6 F6 F3 F3 F6 F8 F6 F6 F6 F6 F7 F1 F3 F8 
PT+WINQ 
0,80(g) F1 F1 F2 F6 F3 F3 F6 F4 F6 F6 F6 F6 F3 F1 F3 F3 
0,90(g) F1 F1 F6 F3 F3 F3 F4 F4 F6 F6 F6 F6 F1 F1 F8 F4 
0,95(g) F1 F1 F6 F6 F3 F3 F4 F4 F6 F6 F6 F3 F1 F1 F4 F4 
0,95(u) F1 F1 F6 F6 F3 F3 F4 F4 F6 F6 F6 F6 F1 F1 F3 F4 
ODD 
0,80(g) F1 F1 F3 F2 F3 F3 F4 F1 F6 F7 F6 F1 F4 F1 F8 F4 
0,90(g) F1 F1 F2 F8 F3 F3 F1 F1 o.E. F8 F1 o.E. F1 F1 F8 F4 
0,95(g) F1 F1 F2 F8 F3 o.E. F1 F1 F7 F8 o.E. o.E. F1 F1 F4 F4 
0,95(u) F1 F1 F2 F2 F3 F3 F1 F1 o.E. F7 o.E. F1 F1 F1 F8 F4 
MCOVERT 
0,80(g) F7 F1 F2 F2 F3 F3 F4 F1 F4 F5 F4 F1 F4 F1 F8 F8 
0,90(g) F1 F4 F2 F2 F3 F3 F1 F4 F5 F5 F1 F6 F1 F1 F8 F4 
0,95(g) F1 F4 F2 F2 F3 F3 F1 F4 F5 F5 F6 F6 F1 F4 F1 F4 
0,95(u) F1 F4 F2 F2 F3 F3 F1 F4 F5 F5 F4 F6 F1 F1 F8 F4 
ATC 
0,80(g) F1 F1 F3 F6 F3 F3 F1 F1 F5 F6 F6 F6 F1 F1 F8 F8 
0,90(g) F1 F1 F2 F3 F3 F3 F1 F1 F5 F5 F6 F6 F1 F1 F8 F8 
0,95(g) F1 F1 F2 F2 F3 F3 F1 F1 F5 F5 F3 F6 F1 F5 F8 F1 
0,95(u) F1 F1 F2 F3 F3 F3 F1 F1 F5 F3 F6 F6 F1 F1 F8 F8 
 
  Prioritätsfaktor auf Basis der Optimierung folgender Zielgrößen 
  o.E.: keine Prioritätsfaktoranwendung 
  F1: mittlere Durchlaufzeit 
  F2: maximale Durchlaufzeit 
  F3: Standardabweichung der Durchlaufzeit 
  F4: mittlere Terminüberschreitung 
 
F5: maximale Terminüberschreitung 
F6: Standardabweichung der TÜ 
F7: Anteil terminüberschreitender Aufträge 
F8: mittlere absolute Terminabweichung 
Tabelle 57 - Bestgeeigneter zielgrößenoptimierender Prioritätsfaktor in Abhängigkeit von Systemauslastung, dem 
Vorliegen von Störungen, Prioritätsregel und Zielgröße 
Da mit den bisherigen Daten noch keine Aussage über das Ausmaß der mit dieser 
Art der Voraussicht erzielbaren Verbesserung möglich ist, gibt Tabelle 58 wieder, 
um wie viel Prozent die Zielgröße reduziert werden kann, wenn die Prioritätsregeln 
bei gegebener Problemstellung durch den jeweils bestgeeigneten Prioritätsfaktors 
erweitert werden. Weiterhin grün unterlegt ist die jeweils beste Kombination aus 
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Prioritätsregel und Prioritätsfaktor für die gegebene Problemstellung. Es zeigt sich, 
dass in einigen Fällen Verbesserungen von mehr als 80% möglich sind. 
  
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FIFO 
0,80(g) 44,0 50,5 12,1 8,6 39,4 38,4 88,4 75,7 65,8 15,1 79,9 35,6 82,4 74,9 66,0 63,2 
0,90(g) 60,1 62,8 10,6 8,9 43,7 47,5 88,7 80,7 27,1 12,7 58,6 42,2 88,5 65,7 72,0 77,3 
0,95(g) 69,4 66,8 7,5 7,4 50,4 49,9 86,0 78,7 15,5 10,0 48,5 49,2 82,8 49,8 81,0 78,2 
0,95(u) 57,5 60,3 9,7 7,5 35,7 39,8 74,8 76,9 22,5 11,3 35,4 29,6 88,3 73,6 64,3 71,3 
SPT 
0,80(g) 0,2 0,1 54,7 55,7 28,4 32,5 77,6 28,9 86,9 65,2 80,3 49,7 47,4 0,7 9,7 36,3 
0,90(g) 0,2 0,1 78,5 63,8 42,5 46,6 58,4 12,7 89,7 68,8 83,4 49,1 0,6 0,4 37,7 32,7 
0,95(g) 0,3 0,4 81,9 77,6 59,4 62,8 29,7 5,4 85,7 80,0 71,8 62,5 0,9 0,3 38,2 26,5 
0,95(u) 0,0 0,2 85,5 77,7 54,4 50,4 35,2 15,3 90,7 80,3 83,6 58,4 0,1 0,3 31,9 24,4 
PT+WINQ 
0,80(g) 8,6 10,6 47,8 51,0 30,8 34,6 80,0 38,0 82,6 61,3 81,4 48,3 57,6 21,1 5,9 32,2 
0,90(g) 19,2 21,2 62,9 57,7 43,8 51,5 69,4 37,7 77,5 63,1 73,3 52,3 40,4 30,1 38,2 44,1 
0,95(g) 27,1 30,1 69,3 66,3 57,9 66,5 51,7 42,7 75,6 69,7 63,5 65,5 46,3 32,3 55,7 45,3 
0,95(u) 13,3 15,6 82,0 72,3 51,6 50,3 51,0 33,7 89,2 75,9 79,7 56,6 32,8 25,2 27,5 34,2 
ODD 
0,80(g) 37,1 40,5 17,9 2,4 50,0 23,2 54,8 64,5 20,9 0,7 39,9 22,1 8,5 66,3 64,9 42,2 
0,90(g) 40,7 51,3 8,7 8,4 36,9 8,7 66,6 72,8 0,0 7,9 27,4 0,0 63,2 45,3 47,7 69,3 
0,95(g) 44,8 50,8 6,7 10,8 2,0 0,0 73,3 65,7 1,2 11,0 0,0 0,0 59,6 13,4 64,0 65,0 
0,95(u) 45,6 51,5 11,2 2,7 31,0 15,2 46,1 70,9 0,0 0,5 0,0 0,3 73,1 61,0 46,5 63,9 
MCOVERT 
0,80(g) 0,5 2,8 5,9 11,2 4,0 18,0 29,2 14,1 6,2 19,3 20,4 2,9 33,9 4,7 66,2 22,7 
0,90(g) 0,6 9,5 6,3 21,2 31,6 9,4 5,4 24,0 18,0 25,7 2,7 5,5 3,4 1,2 54,1 23,8 
0,95(g) 6,8 10,2 27,8 25,9 14,3 18,5 26,7 17,7 38,5 29,0 5,6 18,1 2,3 0,0 24,4 17,7 
0,95(u) 1,0 6,8 13,3 22,7 25,4 9,3 15,5 20,2 32,0 30,7 3,0 2,9 3,5 2,9 58,0 19,4 
ATC 
0,80(g) 14,8 7,2 17,5 46,1 21,3 20,4 61,2 15,3 66,3 54,3 45,4 23,9 67,6 17,7 2,7 5,8 
0,90(g) 10,5 2,6 67,9 55,1 30,8 36,2 34,6 1,1 78,3 59,4 44,5 34,1 38,4 2,9 14,0 0,9 
0,95(g) 4,8 0,1 82,1 69,4 52,5 50,4 6,7 0,2 85,0 70,8 51,6 50,1 6,3 0,4 5,0 0,1 
0,95(u) 12,7 6,1 75,6 70,0 32,8 40,6 19,9 5,4 83,4 72,5 54,4 42,2 38,5 12,3 9,4 2,6 
Tabelle 58 – Prozentuale Zielgrößenverbesserung durch den bestgeeigneten zielgrößenoptimierenden Prioritätsfaktor in 
Abhängigkeit von der Systemauslastung, dem Vorliegen von Störungen, Prioritätsregel und Zielgröße 
6.6.2.2 Untersuchung der Einflussfaktoren auf die Wirkung der 
Prioritätsfaktoren 
Nach der generellen Betrachtung der Vorteilhaftigkeit der einzelnen 
Prioritätsfaktoren soll im zweiten Schritt überprüft werden, welche Wirkung die 
verschiedenen in diesem Experiment betrachteten Einflussfaktoren auf die 
Vorteilhaftigkeit und das Ausmaß der erzielbaren Verbesserung bzw. auftretenden 
Verschlechterung haben. 
Grundsätzlich ist zu beobachten, dass eine bestimmte Kombination aus 
Prioritätsfaktor und Prioritätsregel i.d.R. unabhängig von der jeweiligen 
Systemkonstellation und zumeist bei jedem Lageparameterwert entweder immer zu 
Verbesserungen oder immer zu Verschlechterungen einer bestimmten Zielgröße 
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führt.604 Die absolute Höhe dieser Verbesserung bzw. Verschlechterung steigt in fast 
allen Fällen mit zunehmender Systemauslastung und bei Auftreten von Störungen. 
Betrachtet man die Zielgrößenänderungen relativ zur entsprechenden Zielgröße unter 
alleiniger Prioritätsregelanwendung, so lassen sich hingegen Unterschiede feststellen. 
Während mit der Systemauslastung tendenziell auch das Ausmaß der relativen 
Zielgrößenänderungen steigt, führt die Änderungen der Störungsvariante zu einem 
uneinheitlichen Bild. Ohne generelle Systematik steigt die Höhe der relativen 
Verbesserungen bzw. Verschlechterung bei manchen Konstellationen, während sie 
bei anderen unverändert bleibt oder gar sinkt. 
Die hohen partiellen Eta-Quadrate des entsprechenden Interaktionseffekts in 
Tabelle 55 zeigen deutlich auf, dass die vorgegebene Prioritätsregel einen starken 
Einfluss auf die Wirkung der zielgrößenbasierenden Prioritätsfaktoren hat. Aus 
diesem Grund wird im Folgenden die Wahl der Prioritätsregel gemeinsam mit der 
Wahl des bestgeeigneten Prioritätsfaktors und dessen Lageparameter betrachtet. Zur 
Illustration der vorliegenden Zusammenhänge werden in Abbildung 46 bis 
Abbildung 48 alle acht Zielgrößen in Abhängigkeit von Prioritätsregel und 
Prioritätsfaktorausprägung dargestellt. Der Übersichtlichkeit halber findet eine 
Beschränkung auf FIFO, SPT und MCOVERT statt, da ODD ähnliche 
Charakteristiken aufweist wie FIFO und PT+WINQ und ATC wie SPT. Außerdem 
wird nur die Systemauslastung 0,95(g) ohne das Vorliegen von Störungen 
dargestellt. Auf Abweichungen vom dargestellten Beispiel wird in der Beschreibung 
eingegangen. Die verschiedenen Prioritätsfaktoren sind zur Minimierung einer 
einzelnen Zielgröße konzipiert. Da die verfolgten Zielsetzungen z.T. inkongruent 
sind, findet die Betrachtung der Prioritätsfaktorwirkung getrennt nach Zielsetzungen 
statt. Dabei wird auch auf die Konsequenzen der Anwendung der jeweils gut 
geeigneten Prioritätsfaktoren für die übrigen Zielsetzungen eingegangen. 
  
                                                 
604 Für eine beispielhafte Darstellung dieser Zusammenhänge sei auf Tabelle 56 verwiesen. Dort wird für jede 
Zielgröße nur die Anwendung des für sie konzipierten Prioritätsfaktors dargestellt. Die beobachtbaren 
Zusammenhänge treten aber analog auch bei Anwendung anderer Faktoren auf. 
 339 
 
 
 
Prioritätsfaktor und zugehöriger Lageparameter auf Basis der Optimierung der folgenden Zielgrößen 
F1, L1: mittlere Durchlaufzeit 
F2, L2: maximale Durchlaufzeit 
F3, L2: Standardabweichung der Durchlaufzeit 
F4, L4: mittlere Terminüberschreitung 
F5, L5: maximale Terminüberschreitung 
F6, L6: Standardabweichung der TÜ 
F7, L7: Anteil terminüberschreitender Aufträge 
F8, L8: mittlere absolute Terminabweichung 
Abbildung 46 - 95%-KIs für die Mittelwerte der mittleren DLZ, der maximalen DLZ und der Standardabweichung der 
DLZ in Abhängigkeit von Prioritätsregel, Prioritätsfaktor und Prioritätsfaktorlageparameter bei Systemauslastung 
0,95(g) und Störungsvariante S0  
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Prioritätsfaktor und zugehöriger Lageparameter auf Basis der Optimierung der folgenden Zielgrößen 
F1, L1: mittlere Durchlaufzeit 
F2, L2: maximale Durchlaufzeit 
F3, L2: Standardabweichung der Durchlaufzeit 
F4, L4: mittlere Terminüberschreitung 
F5, L5: maximale Terminüberschreitung 
F6, L6: Standardabweichung der TÜ 
F7, L7: Anteil terminüberschreitender Aufträge 
F8, L8: mittlere absolute Terminabweichung 
Abbildung 47 - 95%-KIs für die Mittelwerte der mittleren TÜ, der maximalen TÜ und der Standardabweichung der TÜ 
in Abhängigkeit von Prioritätsregel, Prioritätsfaktor und Prioritätsfaktorlageparameter bei Systemauslastung 0,95(g) 
und Störungsvariante S0 
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Prioritätsfaktor und zugehöriger Lageparameter auf Basis der Optimierung der folgenden Zielgrößen 
F1, L1: mittlere Durchlaufzeit 
F2, L2: maximale Durchlaufzeit 
F3, L2: Standardabweichung der Durchlaufzeit 
F4, L4: mittlere Terminüberschreitung 
F5, L5: maximale Terminüberschreitung 
F6, L6: Standardabweichung der TÜ 
F7, L7: Anteil terminüberschreitender Aufträge 
F8, L8: mittlere absolute Terminabweichung 
Abbildung 48 - 95%-KIs für die Mittelwerte des Anteils terminüberschreitender Aufträge und der mittleren absoluten 
Terminabweichung in Abhängigkeit von Prioritätsregel, Prioritätsfaktor und Prioritätsfaktorlageparameter bei 
Systemauslastung 0,95(g) und Störungsvariante S0 
Strebt der Planer die Minimierung der mittleren Durchlaufzeit an, so ist FF  der 
einzige Prioritätsfaktor, der die Erreichung dieser Zielsetzung systematisch über alle 
Prioritätsregeln, Systemauslastungen und Störungsvarianten hinweg unterstützt. Bei 
hoher Systemauslastung erreichen auch TF  und ALF  zumeist eine 
Zielgrößenverbesserung, da ein Großteil der Aufträge verspätet fertiggestellt wird 
und bei diesen Aufträgen eine Minimierung der Terminüberschreitungen auch zu 
einer Minimierung der mittleren Durchlaufzeit führt. Wie Tabelle 57 zu entnehmen, 
fallen die Verbesserungen allerdings, außer bei Anwendung von MCOVERT, immer 
geringer als die mithilfe von FF  aus. In Abbildung 46 und Tabelle 58 ist zu 
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erkennen, dass vor allem bei Anwendung von FIFO und ODD durch FF  deutliche 
Verbesserungen von bis zu 69,4% erzielbar sind, während die Reduktion von F  bei 
Einsatz von PT+WINQ, ATC und MCOVERT moderater ausfallen. Die bereits sehr 
geringen mittleren Durchlaufzeiten, die durch die SPT-Regel erzielt werden, lassen 
sich durch FF  praktisch nicht weiter reduzieren. 
Entscheidet sich der Planer, FF  zur Reduktion der mittleren Durchlaufzeit 
einzusetzen, so stellt sich die Frage, welche Konsequenzen dies für die übrigen 
Zielsetzungen mit sich bringt. Grundsätzlich ist eine Verschlechterung von Fmax, σF 
und Tmax zu beobachten, während T  und θT deutlich reduziert werden. σT sinkt bei 
geringer Systemauslastung durch den FF -Einsatz, verschlechtert sich allerdings bei 
hoher Systemauslastung und dem Vorliegen von Störungen. Wenn bei hoher 
Systemauslastung und dem Vorliegen von Störungen ein Großteil der Aufträge 
verspätet fertiggestellt wird, kann AL  ebenfalls erfolgreich durch FF  gesenkt 
werden. Im umgekehrten Fall hingegen steigt AL  bei FF -Anwendung deutlich. Für 
alle Zielgrößen ist zu beobachten, dass das Ausmaß der faktorbedingten Änderungen 
immer bei FIFO- und ODD-Anwendung am stärksten ist, geringer in Kombination 
mit PT+WINQ, ATC, MCOVERT und SPT. Besonders interessant bei der FF -
Anwendung ist die Wirkung der Lageparameterwahl. Während bei FL  = 50 F , T , 
θT und AL  bereits deutlich reduziert werden können, treten noch keine bis geringe 
Verschlechterungen von Fmax, σF, Tmax und σT auf. 
Verfolgt der Planer eine Minimierung der maximalen Durchlaufzeit, so hat er 
grundsätzlich mehr mögliche Prioritätsfaktoren zur Auswahl als bei der Minimierung 
von F . So erreicht der speziell hierfür konzipierte Faktor maxFF  mit 0,1maxFL =  eine 
starke Fmax-Reduktion von im durchschnittlich 33,3%.605 Besonders groß sind die 
mittleren Verbesserungen bei Einsatz von SPT mit 60,8%, von PT+WINQ mit 53,6% 
und von ATC mit 56,9%. Ebenfalls deutliche Verbesserungen ermöglichen FFσ , 
maxTF  und TFσ . Vor allem die beiden auf den Standardabweichungen basierenden 
Faktoren senken Fmax z.T. noch deutlicher als die maxFF -Erweiterung der 
Prioritätsregeln. Es ist zu beobachten, dass letzterer Faktor besser in Kombination 
mit Prioritätsregeln geeignet ist, die bereits niedrige Fmax-Werte erzielen, wie ODD 
                                                 
605 0,1maxFL =  stellt den Lageparameter dar, der im Mittel zu den größten Zielgrößenverbesserungen führt. 
Gleiches gilt im Folgenden immer für den Lageparameter, der bei der mittleren erzielten Verbesserung durch 
einen Prioritätsfaktor angegeben wird. 
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und FIFO. FFσ  und TFσ  hingegen gestatten z.B. in Kombination mit SPT und 
PT+WINQ stärkere Fmax-Reduktionen. Die größten Verbesserungen erzielt TFσ  mit 
50TLσ =  in Höhe von durchschnittlich 70,8% bei SPT und 61,7% bei PT+WINQ. 
Betrachtet man allerdings zusätzlich die Wirkung auf die anderen Zielgrößen, so sind 
deutliche Unterschiede zwischen den Prioritätsfaktoren erkennbar. Aufgrund des 
gezielten und nur sporadischen Eingreifens von maxFF  und maxTF  haben diese 
Faktoren kaum Einfluss auf die Erreichung der übrigen Zielgrößen außer Tmax, dass 
in der gleichen Weise wie Fmax auf den Faktoreinsatz reagiert.606 Lediglich bei 
Anwendung von SPT, PT+WINQ und ATC sind bei 0,1maxFL =  Verbesserungen von 
σF und σT sowie leichte Verschlechterungen von θT zu beobachten. FFσ  und TFσ  
hingegen greifen erheblich häufiger und stärker in die Warteschlangenreihenfolge 
ein, was dazu führt, dass sie z.T. deutliche Reduktionen von Fmax, σF, Tmax, σT und 
Erhöhungen von F , T , θT und AL  verursachen. Abweichend davon treten bei 
niedriger Auslastung ohne das Vorliegen von Störungen AL -Verbesserungen auf. 
Sollte der Planer also vor allem Interesse an der Vermeidung besonders langer 
Durchlaufzeiten haben, ohne dass gleichzeitig auch die Streuung der Durchlaufzeiten 
reduziert werden soll, so ist es empfehlenswert, maxFF  anzuwenden. Dieser 
Prioritätsfaktor gestattet eine Fmax-Verbesserung in ähnlichem Umfang, ohne 
nennenswerte Auswirkungen auf andere Zielgrößen zu haben. 
Als dritte Zielsetzung soll die Minimierung von σF betrachtet werden. Eindeutig 
festzustellen ist, dass es sich bei FFσ  um den hierfür bestgeeigneten Prioritätsfaktor 
handelt. Unabhängig von Prioritätsregel, Systemauslastung und Störungsvariante 
lassen sich z.T. deutliche Verbesserungen erzielen, wie auch Tabelle 57 und Tabelle 
58 zu entnehmen ist. Bei 100FLσ =  werden im Mittel über alle Prioritätsregeln und 
Problemstellungen 32,8% niedrigere σF-Werte erreicht. Obwohl auch TFσ , maxFF  und 
maxTF  zur Erzielung von Verbesserungen geeignet sind, so fallen diese geringer aus 
und beschränken sich zumeist auf Systemkonstellationen mit hoher Auslastung und 
vorliegenden Störungen. σF-Werte werden im Mittel durch TFσ  mit 50TLσ =  um 
14,9%, durch maxFF  mit 0,1maxFL =  um 5,1% und durch maxTF  mit 0,1maxTL =  um 4,8% 
gesenkt. Wie bereits festgestellt, hat der Einsatz von FFσ  auch einen deutlichen 
Einfluss auf die Erreichung anderer Zielsetzungen. Während er neben seinem 
eigentlichen Ziel der Reduktion von σF außer in Kombination mit FIFO und ODD 
                                                 
606 Dies steht im Einklang mit der in Tabelle 53 wiedergegebenen Aufstellung nicht signifikanter Faktoreinflüsse. 
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auch Fmax, Tmax und σT senkt, führt er zu einer Verschlechterung von F , T  und θT. 
Gerade in Kombination mit FIFO und vor allem ODD sollte beim Einsatz genau 
überwacht werden, welche Auswirkung FFσ  auf die anderen Zielgrößen hat, da bei 
höherer Auslastung Verschlechterungen über alle sieben Zielgrößen hinweg auftreten 
können. Eine MCOVERT-Steuerung führt in der Regel dazu, dass FFσ  kaum 
Wirkung auf die Zielgrößen zeigt. Ausnahme hiervon ist die Zielgröße AL , die 
durch den Einsatz dieses Faktors vor allem bei Systemauslastung 0,80(g) und 
Störungsvariante S0 z.T. deutlich unter den jeweiligen Wert bei Steuerung nur durch 
MCOVERT aber auch SPT, PT+WINQ und ATC gesenkt werden kann. Insgesamt 
ist festzustellen, dass sich σF effektiv durch den Einsatz von FFσ  senken lässt, dass 
dieser Faktor jedoch auch deutliche Auswirkung auf das Erreichen anderer 
Zielgrößen haben kann. Ob das im jeweiligen Fall mit den Interessen des Planers 
vereinbar ist, sollte sorgfältig geprüft werden. 
Verfolgt man das Ziel der Minimierung der mittleren Terminüberschreitung, so 
erweist sich wieder der speziell dafür konzipierte Prioritätsfaktor TF  als sehr 
wirksam. Er senkt bei 0,5TF =  T  im Mittel um 33,5% im Vergleich zum 
ausschließlichen Einsatz der jeweils zugrunde liegenden Prioritätsregel. 
Erwartungsgemäß gilt entsprechendes auch für FF , da eine Reduktion der mittleren 
Durchlaufzeit bei gegebenem Terminmultiplikator auch die mittlere Zeitspanne 
reduziert, um die die vorgegebenen Termine überschritten werden. Welcher von 
beiden Faktoren besser geeignet ist, hängt von der vorgegebenen Prioritätsregel ab. 
Tabelle 57 und Abbildung 47 illustrieren, dass während in Kombination mit SPT und 
PT+WINQ TF  besser geeignet ist, die mittlere Terminüberschreitung durch FF  
häufiger reduziert werden kann, wenn sich FIFO, ODD, MCOVERT oder ATC im 
Einsatz befinden. Zu erklären ist dies damit, dass für geringe T -Werte immer zwei 
Aspekte eine wesentliche Rolle spielen. Einerseits sollten alle Aufträge so kurz wie 
möglich im System verbleiben, damit bei möglichst vielen Aufträgen die 
Bearbeitung vor ihrem Fertigstellungstermin beendet wird und die 
terminüberschreitenden Aufträge möglichst geringen Verspätungen unterliegen. 
Andererseits ist es vorteilhaft, die individuellen Termine der Aufträge zu 
berücksichtigen. So ist es vorteilhaft, einzelnen Aufträgen eine längere Durchlaufzeit 
zuzugestehen, solange sie rechtzeitig fertiggestellt werden, wenn dafür die 
Terminüberschreitung anderer Aufträge verhindert werden kann. Da die einzelnen 
Prioritätsregeln diese beiden Aspekte unterschiedlich gut erfüllen, erweist sich 
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jeweils der Prioritätsfaktor als gute Ergänzung, der den anderen Aspekt 
berücksichtigt. SPT und PT+WINQ, die kurze Durchlaufzeiten und einen geringen 
Anteil verspäteter Aufträge ermöglichen, finden gute Ergänzung durch eine 
Terminberücksichtigung in Form von TF , während terminorientierte Prioritätsregeln 
mehr von der stärkeren Reduktion der Durchlaufzeit und des Anteils verspäteter 
Aufträge durch FF  profitieren.607 Als dritte, wenn auch schwächste, Alternative 
steht ALF  zur Verfügung, wenn die vorliegende Systemkonstellation zu einem hohen 
Anteil terminüberschreitender Aufträge führt. Dies ist zu beobachten, da eine 
Minimierung von AL  dann nahezu gleichbedeutend mit einer Minimierung von F  
und T  ist. 
Die zweite zu beantwortende Frage ist wiederum die nach den Konsequenzen des 
TF -Einsatzes für die übrigen Zielsetzungen. Wenn ein hoher Anteil verspäteter 
Aufträge vorliegt, d.h. i.d.R. bei hoher Systemauslastung und dem Vorliegen von 
Störungen, führt der Faktor TF  aus den dargestellten Gründen zu ähnlichen 
Zielgrößenänderungen wie bereits für FF  beschrieben. Im Vergleich beider fallen 
bei TF -Anwendung die Änderungen durchlaufzeitorientierter Zielgrößen schwächer 
aus. Jedoch ist bei FIFO- und ODD-Einsatz und hoher Systemauslastung eine 
stärkere Verschlechterung von Fmax, σF, Tmax und σT zu beobachten sowie eine 
Reduktion von σF und σT, wenn SPT oder PT+WINQ Anwendung finden. Außerdem 
führt der TF -Einsatz in Kombination mit FIFO und ODD zu einer θT-Reduktion, 
zusammen mit den anderen Prioritätsregeln zu einer Erhöhung. AL  kann deutlich 
reduziert werden, solange nicht ohnehin schon sehr gut Werte vorliegen. Wie bereits 
bei FF  zu beobachten, ist es möglich, durch einen großen Lageparameter und daraus 
folgender schwacher Faktorwirkung noch immer bei den angeführten Zielgrößen 
deutliche Verbesserungen zu erzielen, während die anderen Zielgrößen nicht oder 
nur geringfügig verschlechtert werden. 
Im Fall, dass als Hauptziel eine Minimierung von Tmax verfolgt wird, lassen sich 
wieder Parallelen zur Faktoranwendung zwecks Minimierung von Fmax aufzeigen. 
Wiederum führen maxFF , FFσ , maxTF  und TFσ  zu zum Teil deutlichen 
                                                 
607 Die FIFO-Regel ist zwar im eigentlichen Sinn nicht terminorientiert, führt jedoch zu einer Ablaufplanung, die 
Ähnlichkeiten mit der auf Basis von ODD aufweist, wie anhand der Ergebnisse der vorangegangenen 
Experimente zu beobachten ist. Entsprechend ist bei FIFO-Steuerung auch der Prioritätsfaktor zur Minimierung 
der mittleren Durchlaufzeit besser geeignet, wenn die mittlere Terminüberschreitung reduziert werden soll. 
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Verbesserungen. I.d.R. sind diese bei maxTF  größer als bei maxFF  sowie bei TFσ  
größer als bei FFσ .608 Während die geringsten maximalen Terminüberschreitungen 
bei SPT- und PT+WINQ-Einsatz durch TFσ  erreicht werden, eignet sich maxTF  
besser in Kombination mit den anderen vier Prioritätsregeln. Betrachtet man die 
Wirkung dieser beiden Faktoren auf die restlichen Zielgrößen, so lässt sich, wie 
schon bei maxFF  feststellen, dass maxTF  bei diesen zu keinen größeren Änderungen 
führt. TFσ  ist jedoch wiederum dadurch charakterisiert, dass er F , T  und θT erhöht, 
während er Fmax, σF und σT stärker senkt als maxTF . Einzig in Kombination mit ODD 
kann TFσ  die mittlere absolute Terminabweichung senken, die der Faktor in 
Kombination mit allen anderen Faktoren erhöht. 
Geht es dem Planer primär um die Minimierung von σT, so ist erwartungsgemäß 
in den meisten Fällen TFσ  der bestgeeignete Prioritätsfaktor, der mit 50TLσ =  im 
Mittel Verbesserungen von 29,9% erzielt. In vielen Fällen ist TFσ  mit 50TLσ =  der 
zweitbeste Faktor, der jedoch als Erweiterung von ODD so große σT-Erhöhungen 
verursacht, dass er im Mittel über alle Prioritätsregeln zu Verschlechterungen von 
215,8% führt. Auf die Wirkung, die FFσ  auf andere Zielgrößen hat, wurde bereits 
eingegangen, weshalb vor allem die Unterschiede zu TFσ  von Interesse sind. 
Beobachtbar sind diese Unterschiede vor allem bei einem geringen Anteil 
terminüberschreitender Aufträge. Alle Aufträge, deren rechtzeitige Fertigstellung 
erwartet wird, weisen bei TFσ -Anwendung den gleichen Prioritätsfaktor auf, der 
dann allein durch T  beeinflusst wird.609 So ist zu beobachten, dass TFσ  erst mit 
steigender Systemauslastung zu Verschlechterungen von F  und T  bzw. 
Verbesserungen von σF führt. Bei Fmax und Tmax hingegen erzielen beide Faktoren 
ähnlich hohe Verbesserungen mit leichten Vorteilen von FFσ  bei Fmax und von TFσ  
bei Tmax. Zur Reduktion dieser beiden Zielgrößen ist es nur notwendig, den kleinen 
Anteil von Aufträgen zu beschleunigen, der besonders lang im System verweilt. Da 
                                                 
608 Im Mittel über alle Problemstellungen und Prioritätsregeln führt die Anwendung von maxTF  mit 0,1maxTL =  zu 
einer Tmax-Reduktion von 37,9%, die von max
F
F  mit 0,1maxFL = zu 29,9% Verbesserung und die von TF σ  mit 
50TL
σ
=  zu 24,9% Verbesserung. Wird FF σ  mit 50FLσ =  eingesetzt, so steigt Tmax im Mittel um 8,9%, da der 
Prioritätsfaktor in Kombination mit FIFO und ODD zu Verschlechterungen der Zielgröße führt. 
609 Tabelle 11 in Abschnitt 4.4.2 beinhaltet die Funktion, mit deren Hilfe der Prioritätsfaktor berechnet wird. Der 
Prioritätsfaktorwert basiert auf der Differenz der erwarteten Standardabweichung der Terminüberschreitung des 
betrachteten Auftrags und der mittleren bis zu diesem Zeitpunkt eingetretenen Standardabweichung der 
Terminüberschreitung. Entsprechend weisen alle Aufträge, deren termintreue Fertigstellung erwartet wird, den 
gleichen Prioritätsfaktorwert auf. 
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für diese Aufträge i.d.R. eine verspätete Fertigstellung zu erwarten ist, führen beide 
Faktoren hier zu einer deutlichen Prioritätserhöhung. Im Gegensatz zu F  und T  
werden Fmax und Tmax daher auch bei geringer Systemauslastung durch TFσ  gesenkt. 
Sowohl FFσ als auch TFσ  führen in den meisten Fällen zu einer Erhöhung des 
Anteils terminüberschreitender Aufträge. In Kombination mit FIFO, ODD und 
MCOVERT fällt diese bei TFσ  und als Erweiterung von SPT, PT+WINQ und ATC 
bei FFσ  geringer aus. Bei Systemauslastung 0,80(g) und generell in Kombination 
mit SPT und PT+WINQ führt der Einsatz beider Faktoren zur Senkung von AL , 
ansonsten zur Erhöhung. Dabei ist zu beobachten, dass die Wirkung von TFσ  immer 
geringer ist und der Unterschied mit sinkendem Auslastungsgrad wächst. Bei 
niedriger Systemauslastung hat TFσ  nur sehr geringen Einfluss auf AL . 
Zusammenfassend lässt sich sagen, dass der Prioritätsfaktor TFσ  für die Reduktion 
von σT vorzuziehen ist, da er im Vergleich zu FFσ  ähnliche positive Effekte auf 
andere Zielgrößen hat, gleichzeitig aber eine Reihe von Verschlechterungen anderer 
Zielgrößen nicht auftreten. FFσ  sollte nur dann Anwendung finden, wenn der Planer 
unabhängig von der Systemauslastung immer auch eine gleichzeitige Reduktion von 
σF anstrebt. 
Steht die Reduktion von θT im Mittelpunkt, so ist dies der einzige Fall, in dem 
sich der eigens konzipierte Prioritätsfaktor TFθ  als wirkungslos erweist, da er zu 
selten in die Berechnung des Prioritätswerts eingreift. Stattdessen findet sich mit FF , 
wie aus Tabelle 57, Tabelle 58 und Abbildung 48 ersichtlich, eine Möglichkeit, den 
Anteil terminüberschreitender Aufträge z.T. deutlich zu senken. Auf die Wirkung 
dieses Prioritätsfaktors auf die anderen Zielsetzungen sowie die Begrenzung der 
Verschlechterungen durch einen relativ hohen Lageparameter wurde im Rahmen der 
Diskussion bzgl. der Minimierung von F  bereits eingegangen. 
Mit dem Ziel, AL  zu minimieren, erweist sich wiederum der hierfür konzipierte 
Prioritätsfaktor ALF  als die beste Wahl zur Erweiterung der Prioritätsregeln. Im 
Mittel werden AL -Verbesserungen in Höhe von 36,0% erreicht, wenn er zusätzlich 
zur jeweiligen Prioritätsregel mit 1ALL =  angewandt wird. Festzustellen ist 
allerdings, dass die Wirkung auf AL , wie auch auf die anderen Zielgrößen, in 
Kombination mit SPT, PT+WINQ und ATC vor allem bei niedriger 
Systemauslastung deutlich geringer ausfällt. Bei niedriger Systemauslastung führt 
neben ALF  ebenfalls FFσ  zu deutlichen AL -Verbesserungen. Der Grund ist aber 
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ausschließlich darin zu finden, dass dieser Prioritätsfaktor die mittlere Durchlaufzeit 
deutlich erhöht. Liegt bei niedriger Systemauslastung ein großer Anteil verfrüht 
fertiggestellter Aufträge vor, so sinkt AL  mit steigenden Durchlaufzeiten. Mit größer 
werdender Systemauslastung erweist sich auch TF  als AL -reduzierend, da dieser 
Faktor am stärksten dazu führt, dass verspätete Aufträge, deren Anteil mit steigender 
Auslastung zunimmt, das System möglichst nahe am Fertigstellungstermin verlassen. 
Bei der Auswirkung der ALF -Anwendung auf die anderen Zielgrößen ist zu 
bedenken, dass der Faktor zur Minimierung einer nicht-regulären Zielfunktion 
bestimmt ist, also z.T. gezielt auf die spätere Fertigstellung von Aufträgen hinwirkt. 
So ist es zu erklären, dass er in Kombination mit FIFO, ODD und MCOVERT zu 
einer starken Erhöhung von F  bei niedriger Systemauslastung und einer Senkung 
bei hoher führt.610 T  wird bei Einsatz von FIFO und ODD durch ALF  mit steigender 
Systemauslastung und bei vorliegenden Störungen deutlich reduziert, während Fmax 
und Tmax deutlich steigen. Auch die Prioritätsfaktorwirkung auf σF, σT und θT weist 
starke Abhängigkeit von der Prioritätsregel auf. Während SPT und PT+WINQ in fast 
allen untersuchten Konstellationen reduzierte σF-, und σT-Werte aufweisen, erhöht 
sich der Anteil terminüberschreitender Aufträge, wenn diese beiden Regeln durch 
ALF  erweitert werden. Die Wirkung auf FIFO, ODD und MCOVERT ist abhängig 
von Systemauslastung und Störungsvariante. Bei niedriger Auslastung und 
störungsfreiem Betrieb sinken tendenziell σF und σT, während θT steigt. Bei 
steigender Auslastung und dem Auftreten von Störungen kehrt sich dieser Einfluss 
um. ATC weist kaum Änderungen dieser Zielgrößen in Abhängigkeit vom ALF -
Einsatz auf und nur bei hoher Systemauslastung und dem Vorliegen von Störungen 
sind leichte Verschlechterungen von σF, σT und θT zu beobachten. 
Die Beobachtungen zu den acht betrachteten Zielsetzungen zusammenfassend, ist 
festzustellen, dass der jeweils speziell konzipierte Prioritätsfaktor, außer dem zur 
Reduktion von θT, eine gute Wahl darstellt. Dieser Prioritätsfaktor führt i.d.R. zur 
besten oder zumindest einer sehr guten Zielerreichung und weist oftmals geringere 
Effekte auf andere Zielgrößen aus. Solange keine effektivere Funktion für TFθ  
vorliegt, empfiehlt es sich, FF  mit dem Ziel der Minimierung von θT einzusetzen. 
Bei der Wahl des optimalen Lageparameters sind verschiedene Situationen zu 
                                                 
610 Der schwache Effekt des Prioritätsfaktors in Kombination mit SPT, PT+WINQ und ATC führt auch in Bezug 
auf die mittlere Durchlaufzeit zu geringen Änderungen. 
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unterscheiden. Tabelle 56 zeigt auf, dass in den meisten Fällen die stärkste 
untersuchte Gewichtung des jeweiligen Prioritätsfaktors zur besten Zielerreichung 
führt. Betrachtet man aber nur die grün unterlegten Kombinationen aus 
Prioritätsregel und Prioritätsfaktor, die zu den insgesamt niedrigsten 
Zielgrößenwerten führen, so sind dort häufiger schwächer gewichtete 
Prioritätsfaktoren von Vorteil. Gleiches gilt in Situationen, in denen mehrere in 
Konflikt stehende Zielgrößen minimiert werden sollen. Dort können bei Reduktion 
einer Zielgröße entstehende negative Auswirkungen auf andere Zielgrößen durch 
schwächere Faktorwirkung zumeist stark begrenzt werden. In beiden Situationen ist 
es zu empfehlen, dass die optimalen Lageparameter experimentell bestimmt werden. 
6.6.2.3 Vergleich der Prioritätsfaktoren der Voraussichtsklassen III und IV 
Bisher unbetrachtet ist die Frage, ob die spezifische Berücksichtigung einer 
einzelnen Zielgröße in der Lage ist, Verbesserungen zu erzielen, die über die 
hinausgehen, die mithilfe der allgemeinen Prioritätsfaktoren FW, FA und FD 
erreichbar sind. Zur Beantwortung dieser Frage gibt Tabelle 59 die prozentualen 
Zielgrößenänderungen wieder, die durch die jeweilige Prioritätsfaktorerweiterung 
der sechs untersuchten Prioritätsregeln im Mittel über alle Systemkonstellationen in 
Experimenten der Abschnitte 6.5.1 bis 6.6.2 auftreten. Ausgangswert ist jeweils der 
Zielgrößenwert, der bei Steuerung ausschließlich mithilfe der jeweiligen 
Prioritätsregel erzielt wird. Verbesserungen dieses Werts durch den 
Prioritätsfaktoreinsatz sind am negativen Vorzeichen zu erkennen, 
Verschlechterungen am positiven. Für diesen Vergleich wird nur die Ausprägung des 
jeweiligen Prioritätsfaktors herangezogen, die unter Berücksichtigung aller 
beschriebenen Einschränkung tendenziell zur besten Zielerreichung führt. Im 
Einzelnen handelt es sich dabei um FW mit LW = 2,5 und θW = 0, FA mit LA = 250 und 
ω = 0,75 sowie FD mit LD = 1.000. Die auf jeweils einer Zielgröße basierenden 
Prioritätsfaktoren FZ werden für Tabelle 59 in der Ausprägung mit den 
Lageparametern 1FL = , 0,1maxFL = , 100FLσ = , 0,5TL = , 0,1maxTL = , 50TLσ =  und 
1ALL =  herangezogen. In der Tabelle wird immer nur die mittlere prozentuale 
Veränderung aufgrund des eigens für die jeweilige Zielgröße konzipierten Faktors 
ausgewiesen, bzw. die durch FF  bei Minimierung von θT erzielte. Grün unterlegt ist 
jeweils die größte mittlere Verbesserung bzw. geringste mittlere Verschlechterung, 
die bei vorgegebener Prioritätsregel für die einzelnen Zielgrößen erreicht wird. 
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Prioritäts- 
faktor 
Prioritäts- 
regel 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FW 
FIFO -35,15 82,54 87,62 -48,58 100,45 74,23 -37,74 -32,01 
SPT -1,65 -5,70 -6,92 -6,72 -5,88 -8,10 -0,12 -2,28 
PT+WINQ -2,00 -5,94 -8,32 -5,92 -6,32 -9,80 0,76 -3,44 
ODD -22,85 96,32 116,97 -31,85 183,36 162,15 -27,31 -14,43 
MCOVERT 1,86 1,26 -1,42 -4,16 2,43 -1,03 4,11 -10,37 
ATC -2,06 -4,89 -5,68 -6,69 -5,17 -6,77 -7,21 -1,37 
FA 
FIFO -34,59 39,49 55,11 -50,48 47,90 42,45 -33,54 -36,47 
SPT -1,87 -3,05 -5,36 -6,24 -3,24 -6,23 -1,66 -1,77 
PT+WINQ -1,99 -1,02 -4,04 -5,03 -1,00 -4,74 -0,93 -2,51 
ODD -21,94 68,13 91,56 -32,59 132,47 125,90 -24,49 -17,41 
MCOVERT 0,77 0,05 -1,67 -5,15 -0,14 -1,54 2,91 -9,28 
ATC -1,48 -3,68 -5,55 -5,98 -3,92 -6,60 -4,66 -2,44 
FD 
FIFO 8,37 32,85 36,41 12,82 31,20 28,56 3,48 10,00 
SPT 54,54 -77,03 -48,61 80,85 -82,21 -60,28 176,80 -6,42 
PT+WINQ 26,57 -64,40 -40,16 35,45 -71,15 -47,57 66,22 1,08 
ODD 22,18 58,14 67,43 42,46 108,67 103,02 8,63 34,86 
MCOVERT 23,40 -6,53 5,59 54,91 -9,21 16,72 5,12 25,62 
ATC 24,26 -72,61 -40,50 113,37 -78,24 -49,34 90,85 61,62 
FZ 
FIFO -62,40 -8,26 -38,74 -77,17 -14,50 -36,24 -73,04 -75,07 
SPT 0,06 -66,13 -52,56 -14,78 -70,04 -63,40 0,82 -19,42 
PT+WINQ -21,78 -56,73 -54,26 -42,58 -61,47 -61,93 -32,27 -34,08 
ODD -47,75 -3,15 -8,65 -64,65 3,07 28,70 -49,60 -62,52 
MCOVERT -5,49 -20,42 -16,29 -19,71 -28,56 -6,57 -2,33 -28,90 
ATC -5,84 -67,74 -41,61 9,26 -72,20 -44,38 -10,21 -1,37 
Tabelle 59 - Prozentuale Zielgrößenänderungen im Vergleich zur ausschließlichen Prioritätsregelsteuerung durch den 
Prioritätsfaktoreinsatz in Abhängigkeit von Priorítätsregel und Prioritätsfaktor 
Diese Darstellung dient nicht der präzisen Abschätzung der Größenunterschiede 
der mit den einzelnen Faktoren erzielbaren Verbesserungen sondern nur der 
Betrachtung der tendenziellen Vorteilhaftigkeit. Aufgrund der großen Abhängigkeit 
der Faktorwirkung von Systemeigenschaften wie Auslastung und Störungsausmaß 
kann erstere Frage nur spezifisch für eine vorliegende Problemstellung beantwortet 
werden. Die aus Tabelle 59 ableitbaren Erkenntnisse helfen dem Planer jedoch, eine 
Vorauswahl zu treffen, um sich bei beschränkten Ressourcen bei der Bestimmung 
der optimalen Steuerungsalternative auf die erfolgversprechendsten Kandidaten 
beschränken zu können. 
Verfolgt der Planer nur eine einzige Zielsetzung, so lässt sich aus den Ergebnissen 
schließen, dass er in vielen Situationen die besten Ergebnisse erreichen wird, wenn er 
den spezifisch für die verfolgte Zielsetzung konzipierten Prioritätsfaktor einsetzt. Die 
auf diese Weise erzielbaren mittleren Verbesserungen fallen z.T. deutlich stärker aus, 
als bei Einsatz des bestgeeigneten der drei allgemeinen Faktoren. Ausnahmen treten 
lediglich bei Verwendung der SPT-, PT+WINQ- oder ATC-Regel auf, die z.B. für 
größere Fmax- und Tmax-Verbesserungen eine FD-Erweiterung erforderlich machen. 
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Gleiches gilt, wenn σT bei ATC-Anwendung minimiert werden soll. Für die F - und 
θT-Minimierung mit SPT und die T - und AL -Minimierung mit ATC ist der Einsatz 
eines Faktors der Klasse III besser geeignet. Gleichzeitig ist aber festzuhalten, dass 
bei Verfolgung mehrerer inkongruenter Zielsetzungen die Anwendung von FW oder 
FA in Kombination mit SPT, PT+WINQ oder ATC interessant ist. Die Erweiterung 
durch beide Prioritätsfaktoren führt über alle Zielgrößen hinweg zu Verbesserungen 
und stellt damit die dominante Handlungsalternative zur ausschließlichen Steuerung 
mit diesen drei Prioritätsregeln dar. Bei gegebener Menge aus ggf. gewichteten 
Zielsetzungen wird in vielen Fällen jedoch eine spezifische 
Prioritätsfaktorausprägung oder eine Kombination mehrer Prioritätsfaktoren 
existieren, die besser zur Erreichung der Ziele des Planers geeignet ist.611 Die 
optimale Strategie sollte mithilfe der in dieser Arbeit dargestellten Erkenntnisse 
spezifisch für die vorliegende Problemstellung ermittelt werden. In Abschnitt 6.8 
wird beispielhaft dargestellt, wie dies durch die Kombination von verschiedenen 
Voraussichtsmechanismen geschehen kann. 
6.6.2.4 Zusammenfassende Beurteilung 
Die in Abschnitt 6.6.2 betrachteten Prioritätsfaktoren berücksichtigen im 
Gegensatz zu den zuvor untersuchten explizit den geschätzten Beitrag eines Auftrags 
zur zu minimierenden Zielgröße. Bereits die grundlegende Auswertung in Abschnitt 
6.6.2.1 zeigt auf, dass diese Vorgehensweise dazu geeignet ist, in fast allen 
untersuchten Situationen signifikante Verbesserungen der Zielgrößen zu erzielen. In 
36,2% der in Tabelle 58 dargestellten Problemstellungen sind die Verbesserungen im 
Vergleich zur ausschließlichen Steuerung mithilfe der zugrunde liegenden 
Prioritätsregel sogar größer als 50%. Im Mittel sind größere Verbesserungen mithilfe 
des für eine Zielgröße spezifisch konzipierten Prioritätsfaktors erzielbar als mit den 
allgemeinen Prioritätsfaktoren FW, FA und FD. Der Vorteil geht aber über die bessere 
Zielerreichung hinaus. Die Experimentergebnisse zeigen auf, dass außer bei der 
Minimierung von θT der zielgrößenbasierende Prioritätsfaktor immer die besten oder 
zumindest sehr gute Ergebnisse erzielt. Außerdem ermöglicht die stärkste 
Faktorgewichtung im Vergleich zur Prioritätsregel zumeist die größte 
                                                 
611 Werden mehrere Zielsetzungen gleichzeitig verfolgt, sind über Tabelle 59 hinaus die Ausführungen der 
Abschnitte 6.6.2.1 und 6.6.2.2 zu berücksichtigen. Dort finden sich die Darstellungen der Wirkung der einzelnen 
zielgrößenbasierenden Prioritätsfaktoren auf die jeweils anderen Zielgrößen, auf die in Tabelle 59 verzichtet 
wurde. 
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Zielgrößenreduktion. Stehen dem Planer wenige Mittel zur experimentellen 
Bestimmung der bestgeeigneten Steuerungsalternative zur Verfügung, gestatten es 
ihm diese Beobachtungen, die Anzahl der zu untersuchenden Kombinationen aus 
Prioritätsregel, Prioritätsfaktor und dessen Lageparameter deutlich zu reduzieren, 
ohne größere Lösungsqualitätseinbußen hinnehmen zu müssen. 
Bei der Verfolgung von mehr als einer Zielsetzung haben die spezifisch für eine 
Zielgröße angepassten Prioritätsfaktoren einen weiteren Vorteil. Einige von ihnen, 
insbesondere maxFF  und maxTF , haben kaum Einfluss auf die Zielgrößen, für deren 
Optimierung sie nicht bestimmt sind. So kann die Minimierung einzelner Zielgrößen 
isolierter verfolgt werden als mit FW, FA und FD. Diese Beobachtung kann vor allem 
bei der Reduktion der Schwächen von Prioritätsregeln genutzt werden. Insgesamt 
sind die Verbesserungen von deutlich geringerer Höhe, wenn die angewandte 
Prioritätsregel bereits sehr gute Ergebnisse erzielt. Somit ist eine mögliche 
Vorgehensweise bei Verfolgung mehrerer Zielsetzungen, zunächst eine 
Prioritätsregel zu wählen, die eine oder mehrere Zielsetzungen bereits möglichst gut 
erreicht. Die übrigen zu minimierenden Zielgrößen können durch Einsatz von 
Prioritätsfaktoren gesenkt werden. Ein Beispiel ist die SPT-Regel, die bereits sehr 
niedrige F -, θT- und T -Werte erzielt. Werden zusätzlich große maximale 
Durchlaufzeiten bzw. Terminüberschreitungen vorausschauend mithilfe von maxFF  
bzw. maxTF verhindert, können Fmax, σF, Tmax und σT deutlich gesenkt werden, ohne 
dass F , θT und T  merklich steigen. Auf die gleichzeitige Verfolgung mehrerer 
Zielsetzungen wird in Abschnitt 6.8 noch einmal eingegangen. Dort steht die Frage 
im Mittelpunkt wie die Kombination mehrerer Voraussichtsmechanismen zu diesem 
Zweck genutzt werden kann. 
6.7 Experimentelle Untersuchung der 
Voraussichtsmechanismen der Klasse V 
6.7.1 Überlegungen zur Auswahl geeigneter Freigabekriterien für 
die vorausschauende Auftragsfreigabe 
In Abschnitt 3.6.1 wurde dargestellt, dass die Auftragsfreigabe nicht der 
Ablaufplanung zuzuordnen, sondern ihr vorgeschaltet ist. Im Vergleich zur 
vorausschauenden Modifikation der Prioritätswerte im Rahmen einer 
verzögerungsfreien Ablaufplanung müssen daher zusätzliche Fragestellungen 
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betrachtet werden. Die Veränderung der Bearbeitungsreihenfolge von Aufträgen auf 
einer Maschine höchstens dazu, dass die verfolgte Zielsetzung schlechter erreicht 
wird. Die Untersuchung von Inserted Idleness in Abschnitt 6.3.3 zeigt aber bereits 
auf, dass das Einfügen von Leerzeiten in manchen Situationen, wie z.B. bei 
Auftreten von Störungen bei hoher Systemauslastung, dazu führen kann, dass das 
System keinen stationären Zustand mehr erreicht. In Abschnitt 4.5 wurde dargestellt, 
wie eine integrierte Auftragsfreigabe durch Anwendung der vorgestellten 
Voraussichtsmechanismen erzielt werden soll. Diese offene Formulierung des 
vorausschauenden Freigabeansatzes macht es erforderlich, zu überprüfen, welche 
Freigabekriterien sich eignen und welche zu einer ähnlichen Problematik wie für 
Inserted Idleness beschrieben, führen. Für die Freigabeentscheidung sollen die der 
Voraussichtsklasse III und IV zugehörigen Prioritätsfaktoren genutzt werden, die 
Grundfreigabepriorität Zi0 zu modifizieren. Ein Auftrag wird nur ins System 
überführt, wenn die resultierende Priorität eins nicht übersteigt. Tabelle 60 bis 
Tabelle 62 zeigen exemplarisch an den in dieser Arbeit vorgestellten 
Prioritätsfaktoren, welche Arten von problematischen Situationen in Abhängigkeit 
von Zi0 auftreten können. Bei Entwicklung weiterer Prioritätsfaktoren sind 
entsprechende Überlegungen ebenfalls anzustellen. 
Die Verhinderung der in Tabelle 60 bis Tabelle 62 aufgezeigten unerwünschten 
Situationen kann dadurch erreicht werden, dass zwei Prioritätsfaktoren kombiniert 
eingesetzt werden. So stellt es kein Problem dar, wenn ein Faktor oft den Wert eins 
annimmt, solange ein anderer mit dem Freigabetermin variiert. Auch können sich 
selbst erhaltende Nicht-Freigabe-Situationen verhindert werden, wenn z.B. zusätzlich 
zu FFσ  auch ALF  Anwendung findet und Letzterer bei zu langer Verzögerung die 
Freigabe auslöst. Dabei ist es wichtig, die einzelnen Lageparameter und die 
Grundpriorität aufeinander abzustimmen. Insbesondere eine geeignete Grundpriorität 
ist wichtig, da die Prioritätsfaktoren Kennzahlen-Differenzen heranziehen, die in der 
Regel eine bestimmte Höhe nicht überschreiten werden. Wenn ein Auftrag z.B. 10 
ZE später freigegeben wird, ist kaum damit zu rechnen, dass er erst 1.000 ZE später 
fertiggestellt wird. Bei einem eins deutlich überschreitenden Zi0-Wert kann es 
vorkommen, dass manche Aufträge nie freigegeben werden, weil der 
Kennzahlenunterschied aufgrund des Freigabezeitpunkts nicht ausreicht, einen 
Prioritätsfaktorwert zu erzeugen, der die Ausgangspriorität unter eins senken kann. 
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Prioritäts- 
faktor 
Potentielle Probleme bei der Bestimmung der Freigabepriorität allein 
mithilfe des jeweiligen Prioritätsfaktors 
FW 
Der Einsatz ist unproblematisch, da alle Kennzahlenschätzungen auf 
dem aktuellen Systemzustand basieren und Vergleiche nur zwischen 
den einzelnen Auftragsrouten stattfinden. Auf einen speziellen Fall, in 
dem aus der Auftragsfreigabe zwar ein stationäres System resultiert, die 
Zielgrößen jedoch deutlichen Verschlechterungen unterliegen können, 
wird in Abschnitt 6.7.2 eingegangen. 
FA 
Bei zeitlich stark schwankender Systemauslastung kann es zu Freigaben 
von zu geringem Umfang kommen, da die aktuellen Maschinen-Work-
Contents mit ihren historischen Mittelwerten verglichen werden. 
Kommen über einen längeren Zeitraum keine neuen Aufträge an, so 
sinken die historischen Mittelwerte. Entsprechend werden danach 
weniger Aufträge freigegeben, da Ziel dieses Mechanismus ist, die 
mittleren Work Contents zu erhalten. Durch die getrennte 
Berücksichtigung der Arbeitsvorräte aller Maschinen wird die 
Problematik abgemildert und in den meisten Fällen ein nicht mehr 
stationärer Systemzustand verhindert. 
FD 
Die Anwendung ausschließlich dieses Faktors ist als unproblematisch 
einzustufen, da die Dringlichkeit immer an den Auftragstermin 
gekoppelt ist, und daher kein sich selbst erhaltender Nicht-Freigabe-
Zustand eintreten kann. 
FF  
Dieser Faktor kann allein nicht zu einer effektiven Freigabe führen, da 
in fast allen Fällen bei sofortiger Freigabe die geringste 
Auftragsdurchlaufzeit zu erwarten ist und daher nur wenige Aufträge 
nicht sofort freigegeben werden. 
Tabelle 60 - Eignung der Prioritätsfaktoren zur Bestimmung der Freigabepriorität am Beispiel von FW, FA, FD und 
dem Prioritätsfaktor zur Minimierung der mittleren DLZ 
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Prioritäts- 
faktor 
Potentielle Probleme bei der Bestimmung der Freigabepriorität allein 
mithilfe des jeweiligen Prioritätsfaktors 
maxFF  
Der Prioritätsfaktor wird i.d.R. den Wert eins annehmen, weil weder bei 
sofortiger noch späterer Freigabe eine Überschreitung der aktuellen 
maximalen Durchlaufzeit erwartet wird. Daraus folgt bei einer 
Grundpriorität kleiner gleich eins eine sofortige Freigabe fast aller 
Aufträge und damit Ineffektivität der Freigabe. Kritisch ist eine 
Grundpriorität größer eins, da sie dazu führt, dass Aufträge erst 
freigegeben werden, wenn erwartet wird, dass sie zu einer Erhöhung der 
maximalen Durchlaufzeit führen. 
FFσ  
Eine Freigabe mithilfe dieses Faktors wird in der Regel dazu führen, 
dass die Aufträge dann freigeben werden, wenn ihre erwartete 
Durchlaufzeit der aktuellen mittleren historischen Durchlaufzeit 
entspricht. Dies kann sich als problematisch erweisen, wenn es z.B. 
durch auftretende Störungen zu Verzögerungen und damit einer 
Erhöhung der mittleren Durchlaufzeit kommt. Aufträge werden danach 
später freigegeben, wodurch die höhere mittlerer Durchlaufzeit nicht 
wieder sinkt. 
TF  
Bei einer Grundpriorität kleiner gleich eins werden i.d.R. alle Aufträge 
sofort freigegeben, weil weder sofort noch beim nächsten 
Freigabetermin eine Verspätung erwartet wird und der Faktor damit 
eins beträgt oder weil bereits eine Verspätung erwartet wird, die i.d.R. 
bei einem späteren Freigabezeitpunkt noch höher ausfällt. Findet 
hingegen eine Grundpriorität größer eins Anwendung, so wird daraus 
eine Freigabe resultieren, die erst erfolgt, wenn für einen Auftrag eine 
größere Verspätung zum späteren Freigabetermin erwartet wird. 
Grundsätzlich ist damit zu rechnen, dass daraus Fertigstellungen der 
Aufträge nahe an ihren Termin resultieren, solange die Grundpriorität 
eins nur geringfügig überschreitet. 
maxTF  
Die Anwendung dieses Faktors für die Auftragsfreigabe führt zur 
gleichen Problematik wie die von maxFF . 
Tabelle 61 - Eignung der Prioritätsfaktoren zur Bestimmung der Freigabepriorität am Beispiel der Prioritätsfaktoren 
zur Minimierung der maximalen DLZ, der Standardabweichung der DLZ, der mittleren TÜ und der maximalen TÜ 
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Prioritäts- 
faktor 
Potentielle Probleme bei der Bestimmung der Freigabepriorität allein 
mithilfe des jeweiligen Prioritätsfaktors 
TFσ  
Sobald eine mittlere Terminüberschreitung größer null vorliegt, führt 
dieser Freigabemechanismus dazu, dass alle ankommenden Aufträge 
erst freigegeben werden, wenn erwartet wird, dass sie die gleiche 
Verspätung aufweisen werden, da dies σT minimiert. Neben der evtl. 
auftretenden Problematik wie bei FFσ  ist zusätzlich zu beobachten, 
dass die Aufträge alle erst zu einem Zeitpunkt freigegeben werden, an 
dem mit einer verspäteten Fertigstellung zu rechnen ist. 
TFθ  
Da dieser Faktor den Wert eins annimmt, solange nicht entweder bei 
sofortiger oder bei der Freigabe zum nächsten Zeitpunkt das Eintreten 
einer Verspätung erwartet wird, führt eine Grundpriorität von kleiner 
gleich eins zu einer sofortigen Freigabe nahezu aller Aufträge. Eine 
Grundpriorität größer eins ist als besonders kritisch anzusehen, da diese, 
so kein weiterer Prioritätsfaktor gleichzeitig Anwendung findet, dazu 
führt, dass viele Aufträge nie freigegeben werden. Sobald sowohl bei 
sofortiger als auch späterer Freigabe eine verspätete Fertigstellung 
erwartet wird, beträgt der Faktor immer eins, kann also bei einer 
Grundpriorität größer eins keine Freigabe mehr auslösen. 
ALF  
Da dieser Faktor eine Freigabe auslöst, wenn erwartet wird, dass der 
Auftrag genau zu seinem Fertigstellungstermin das System verlässt, 
können bei seiner Anwendung keine faktorspezifisch problematischen 
Szenarien auftreten. 
Tabelle 62 - Eignung der Prioritätsfaktoren zur Bestimmung der Freigabepriorität am Beispiel der Prioritätsfaktoren 
zur Minimierung der Standardabweichung der TÜ, des Anteils terminüberschreitender Aufträge und der mittleren 
absoluten Terminabweichung 
6.7.2 Experimentbeschreibung und grundlegende Auswertung 
Für die experimentelle Untersuchung der vorausschauenden Auftragsfreigabe 
wird exemplarisch eine Auswahl herangezogen, da eine vollständige Untersuchung 
aller Faktoren zu umfangreich wäre. In einem ersten Experiment sollen 
stellvertretend die beiden allgemeinen Faktoren FW und FD betrachtet werden. 
Anschließend dient ein weiteres Experiment der Bestimmung einer geeigneten 
Grundpriorität Zi0. 
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Als Steuerungsmechanismus für die Reihenfolgeplanung findet im ersten 
Experiment wiederum jeweils eine der sechs Prioritätsregeln aus Tabelle 22 
Anwendung. Auch werden erneut alle vier Systemauslastungen aus Tabelle 21 sowie 
die beiden Störungsvarianten aus Tabelle 20 betrachtet. Der Terminmultiplikator 
TM8 findet immer Anwendung. Die Steuerung der Auftragsfreigabe wird bei Zi0 = 1 
mithilfe einer Kombination aus FW und FD durchgeführt. Für FW werden bei konstant 
θW = 0 und die vier Ausprägungen keine FW-Anwendung und Anwendung mit 
Lageparameter LW = 0,5, LW = 2,5 sowie LW = 10 herangezogen.612 Auch für FD 
werden vier Alternativen untersucht, nämlich keine FD-Anwendung sowie 
Anwendung mit LD = 10.000, LD = 100.000 und LD = 1.000.000. Bei wiederum 40 
durchgeführten unabhängigen Replikationen ergeben sich daraus 30.720 Einzelläufe. 
Im ersten Schritt der Experimentauswertung wird wiederum mithilfe von acht in 
diesem Fall fünffaktoriellen ANOVAs überprüft, welche der untersuchten 
Einflussfaktoren und welche ihrer Interaktionseffekte einen signifikanten Einfluss 
auf die betrachteten Zielgrößen haben. Die Zusammenfassung der Ergebnisse findet 
sich in Tabelle 63, in der die Signifikanzwerte aller Effekte aufgelistet und die größer 
0,05 rot dargestellt sind. Zu erkennen ist, dass beide Prioritätsfaktoren zur 
Auftragsfreigabe eingesetzt sowohl direkt als auch in Kombination mit anderen 
Experimentparametern einen signifikanten Einfluss auf alle Zielgrößen haben. 
Gleichzeitig ist aber auch festzustellen, dass weniger Interaktionseffekte zwischen 
FW und anderen erklärenden Variablen einen signifikanten Einfluss haben als 
zwischen FD und diesen Variablen. Auch zu erkennen ist, dass unterschiedlich viele 
Effekte einen signifikanten Einfluss auf die einzelnen Zielgrößen haben. Besonders 
auffällig ist θT, dessen Höhe von allen im Experiment untersuchten Faktoren 
abhängt. 
                                                 
612 Die gewählten LW- und LW-Höhen resultieren aus kleineren Vorexperimenten. 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
FW-V 0,00000 0,00001 0,00000 0,00000 0,00004 0,00000 0,00000 0,00000 
FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St * FW-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00001 
St * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
FW-V * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * St 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * FW-V 0,00155 0,00000 0,00000 0,52374 0,00000 0,00000 0,00000 0,00292 
PR * Ausl * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * St * FW-V 0,00004 0,70302 0,11356 0,15454 0,61900 0,01487 0,00000 0,00000 
PR * St * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * FW-V * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * St * FW-V 0,00000 0,04094 0,00000 0,00000 0,07334 0,00000 0,00000 0,00000 
Ausl * St * FD-V 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * FW-V * FD-
V 
0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
St * FW-V * FD-V 0,00000 0,44937 0,00000 0,00000 0,51338 0,00000 0,00000 0,00000 
PR * Ausl * St * 
FW-V 
0,97082 1,00000 1,00000 0,98930 1,00000 1,00000 0,00000 0,27975 
PR * Ausl * St * 
FD-V 
0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * FW-V * 
FD-V 
0,99987 0,00000 0,00166 0,99997 0,00000 0,00005 0,00000 0,16878 
PR * St * FW-V * 
FD-V 
0,64308 0,19674 0,00717 0,99394 0,14883 0,01329 0,00000 0,19388 
Ausl * St * FW-V * 
FD-V 
0,00000 0,97659 0,00000 0,00000 0,97759 0,00000 0,00000 0,00000 
PR * Ausl * St * 
FW-V * FD-V 
1,00000 1,00000 1,00000 1,00000 1,00000 1,00000 0,00000 1,00000 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  St: Störungsvariante 
FW-V: Wartezeit-Faktor-Variante 
FD-V: Dringlichkeits-Faktor-Variante 
*: Interaktion zwischen Faktoren 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 63 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung der vorausschauenden Auftragsfreigabe 
Neben der reinen Signifikanzaussage ist wiederum von Interesse, wie stark der 
Einfluss der einzelnen Experimentparameter auf die Zielgrößen ist. Um diesen 
beurteilen zu können, werden die im Rahmen der ANOVAs berechneten partiellen 
Eta-Quadrate aller Effekte in Tabelle 64 wiedergegeben. 
 359 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,95793 0,82851 0,79859 0,95302 0,83010 0,81210 0,96311 0,94975 
Konstanter Term 0,98509 0,85459 0,88996 0,92472 0,82453 0,85807 0,99024 0,94907 
PR 0,81450 0,65382 0,44862 0,79768 0,65797 0,43843 0,89587 0,77933 
Ausl 0,87572 0,55518 0,50954 0,84540 0,55848 0,56302 0,84461 0,81662 
St 0,84820 0,30640 0,44894 0,82008 0,31021 0,50478 0,87014 0,77468 
FW-V 0,00705 0,00085 0,00516 0,00421 0,00076 0,00356 0,09611 0,02664 
FD-V 0,03619 0,01156 0,04493 0,00782 0,01249 0,04021 0,40971 0,12171 
PR * Ausl 0,70518 0,44520 0,31830 0,72035 0,44312 0,29616 0,45138 0,73077 
PR * St 0,55821 0,10165 0,09672 0,58640 0,09903 0,07288 0,21059 0,60858 
PR * FW-V 0,02047 0,01356 0,00954 0,00706 0,01365 0,01303 0,08115 0,00307 
PR * FD-V 0,18289 0,03853 0,04616 0,05907 0,03928 0,05443 0,39978 0,02334 
Ausl * St 0,46380 0,04862 0,09105 0,57254 0,04585 0,06156 0,51883 0,66092 
Ausl * FW-V 0,04467 0,00143 0,02304 0,03111 0,00172 0,02796 0,08466 0,03016 
Ausl * FD-V 0,10094 0,05365 0,17541 0,07812 0,05556 0,18547 0,05872 0,07475 
St * FW-V 0,02011 0,00138 0,00305 0,00549 0,00134 0,00429 0,04899 0,00084 
St * FD-V 0,05273 0,00229 0,02180 0,01650 0,00216 0,01871 0,05722 0,00217 
FW-V * FD-V 0,06620 0,01500 0,03677 0,03263 0,01528 0,04631 0,13990 0,01690 
PR * Ausl * St 0,33346 0,01972 0,04211 0,38024 0,02057 0,04658 0,43401 0,42814 
PR * Ausl * FW-V 0,00261 0,01610 0,00490 0,00146 0,01660 0,00504 0,04189 0,00252 
PR * Ausl * FD-V 0,01322 0,04556 0,01960 0,00952 0,04642 0,01949 0,05404 0,01603 
PR * St * FW-V 0,00156 0,00039 0,00073 0,00068 0,00043 0,00098 0,01846 0,00223 
PR * St * FD-V 0,00746 0,00276 0,00636 0,01119 0,00257 0,00673 0,04169 0,02107 
PR * FW-V * FD-V 0,01841 0,00624 0,00762 0,00786 0,00612 0,00783 0,07421 0,01055 
Ausl * St * FW-V 0,00432 0,00059 0,00302 0,00501 0,00052 0,00242 0,01278 0,01319 
Ausl * St * FD-V 0,01361 0,00150 0,02474 0,02088 0,00152 0,02490 0,00543 0,03635 
Ausl * FW-V * FD-
V 
0,03940 0,02059 0,06736 0,03190 0,02142 0,07311 0,04376 0,03303 
St * FW-V * FD-V 0,00455 0,00030 0,00453 0,00548 0,00027 0,00324 0,02516 0,01499 
PR * Ausl * St * 
FW-V 
0,00096 0,00041 0,00039 0,00087 0,00042 0,00038 0,01582 0,00167 
PR * Ausl * St * 
FD-V 
0,00629 0,00526 0,00421 0,00470 0,00535 0,00419 0,04617 0,00917 
PR * Ausl * FW-V * 
FD-V 
0,00276 0,01519 0,00626 0,00261 0,01560 0,00694 0,01716 0,00501 
PR * St * FW-V * 
FD-V 
0,00137 0,00176 0,00238 0,00082 0,00183 0,00229 0,01171 0,00177 
Ausl * St * FW-V * 
FD-V 
0,00711 0,00048 0,00964 0,00762 0,00048 0,00872 0,00702 0,01224 
PR * Ausl * St * 
FW-V * FD-V 
0,00131 0,00238 0,00171 0,00079 0,00238 0,00165 0,01705 0,00134 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
  St: Störungsvariante 
FW-V: Wartezeit-Faktor-Variante 
FD-V: Dringlichkeits-Faktor-Variante 
*: Interaktion zwischen Faktoren 
Tabelle 64 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung der vorausschauenden Auftragsfreigabe 
Auch hier bestätigt sich die Beobachtung bzgl. der signifikanten Einflüsse, dass 
sowohl die direkten als auch die Interaktionseffekte von FD deutlich stärker sind als 
die von FW. Die Interaktionseffekte zwischen einem der Prioritätsfaktoren und der 
Prioritätsregel bzw. der Systemauslastung sind größer als der direkte Einfluss des 
jeweiligen Prioritätsfaktors. Dabei ist festzustellen, dass FD einen stärkeren Einfluss 
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in Kombination mit der Prioritätsregel hat und FW in Kombination mit der 
Systemauslastung. Dies ist darauf zurückzuführen, dass bei θW = 0 der Wert von FW 
ausschließlich auf den geschätzten Work Contents basiert, während die Dringlichkeit 
eines Auftrags im Verhältnis zu den anderen Aufträgen stark von der jeweils 
angewandten Prioritätsregel abhängt. Die Stärke des Interaktionseffekts mit der 
Störungsvariante fällt bei beiden Prioritätsfaktoren relativ gering aus und schwächer 
als der Interaktionseffekt beider Prioritätsfaktoren untereinander. Vergleicht man die 
Einflussstärke beider Faktoren bei der Auftragsfreigabe mit der, die sie bei Einsatz in 
der Reihenfolgeplanung erzielen, ist festzustellen, dass sie bei ersterer geringer ist.613 
Um nach Auffinden der signifikanten Einflüsse einen ersten Überblick der 
möglichen Anwendung von vorausschauender Auftragsfreigabe zur Reduktion der 
betrachteten Zielgrößen zu bekommen, fasst Tabelle 65 die jeweils bestgeeigneten 
Steuerungsalternativen zusammen. Es wird die Freigabesteuerungsalternative 
angegeben, die bei gegebener Systemauslastung, Störungsvariante und Zielsetzung in 
Kombination mit der jeweiligen Prioritätsregel die niedrigste Zielgröße erreicht. Da 
zusätzlich zur Prioritätsregel zwei Prioritätsfaktoren bei der Freigabe in Kombination 
Anwendung finden, sind die Angaben in jeder Zelle in der Form 
FW-Alternative/FD-Alternative wiedergegeben. Die FW-Alternativen werden derart 
angegeben, dass „o.“ für keine Anwendung dieses Faktors steht und ansonsten der 
verwendete LW-Wert wiedergegeben ist. Auch bei FD steht „o.“ für die 
Nichtanwendung und die jeweilige Ziffer für den Exponenten der Zehnerpotenz des 
Lageparameters LD. Z.B. steht die Angabe „0,5/6“ für die kombinierte Anwendung 
von FW mit LW = 0,5 und FD mit LD = 106 = 1.000.000. Im Fall von „o./o.“ findet gar 
keine vorausschauende Auftragsfreigabe statt. Wie in den bisherigen Tabellen dieser 
Art ist die beste Alternative rot wiedergegeben, wenn die Verbesserungen bzw. 
Verschlechterungen durch die beste Variante der vorausschauenden Auftragsfreigabe 
im Vergleich zur sofortigen Freigabe signifikant größer null sind.614 Auch ist 
wiederum die Steuerungsalternative bestehend aus Prioritätsregel und 
                                                 
613 Vgl. Tabelle 37 und Tabelle 46, die die partiellen Eta-Quadrate der Prioritätsfaktoren bei der Ablaufplanung 
wiedergeben und Tabelle 64 für die Einflussstärken beim Einsatz im Rahmen der Auftragsfreigabe. 
614 Dabei ist zu beachten, dass der zugrunde liegende REGWF-Test mit steigender Anzahl an zu vergleichenden 
Gruppen an Trennschärfe verliert. Da hier mit 16 Alternativen drei- bis viermal so viele verglichen werden wie 
bei den bisherigen Tests, können bei gegebener Replikationenzahl nicht mehr alle Effekte nachgewiesen werden. 
Wählt man nur die drei jeweils besten Freigabe-Varianten aus, so lassen sich einige der Verbesserungen durch die 
Freigabe als signifikant nachweisen. 
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Freigabesteuerungsalternative, die bei gegebener Konstellation aus Systemauslastung 
und Störungsvariante die jeweilige Zielgröße minimiert, grün unterlegt. 
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 Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FI
FO
 0,80(g) o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. 10/4 o./o. 
0,90(g) o./o. o./o. o./o. 10/4 o./o. 2,5/5 o./o. o./o. 2,5/6 10/6 o./o. 2,5/5 o./o. o./o. o./o. o./o. 
0,95(g) o./o. o./o. 0,5/4 0,5/6 0,5/4 0,5/6 o./o. o./o. 0,5/4 0,5/6 0,5/4 0,5/6 0,5/6 o./o. o./o. o./o. 
0,95(u) o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. 
SP
T 
0,80(g) o./o. o./o. 2,5/6 2,5/o. 0,5/o. 2,5/o. 0,5/o. o./o. 2,5/6 2,5/o. 0,5/6 2,5/o. 0,5/o. o./o. o./6 10/5 
0,90(g) o./o. o./o. 2,5/6 0,5/o. 10/o. 0,5/o. 10/o. o./o. 2,5/6 0,5/o. 0,5/6 0,5/o. o./o. o./o. 2,5/4 0,5/5 
0,95(g) o./o. o./o. 2,5/6 o./o. 0,5/6 2,5/o. 10/o. o./o. 2,5/6 o./o. 0,5/6 2,5/o. o./o. o./o. 2,5/5 0,5/6 
0,95(u) o./o. o./o. 0,5/6 0,5/6 2,5/5 10/6 o./o. o./o. 0,5/6 0,5/6 0,5/5 o./o. o./o. o./o. o./6 o./4 
PT
+W
IN
Q
 
0,80(g) o./o. o./o. o./o. 0,5/o. 0,5/o. 0,5/o. 0,5/o. o./o. 2,5/6 0,5/o. 0,5/o. o./o. o./o. o./o. o./4 10/6 
0,90(g) o./o. o./o. 0,5/6 o./o. 2,5/o. 10/o. 0,5/o. o./o. 0,5/6 o./o. 2,5/o. 10/o. o./o. o./o. 10/6 o./o. 
0,95(g) o./o. o./o. o./o. o./o. 10/o. 0,5/o. o./o. o./o. o./o. o./o. 10/o. o./o. o./o. o./o. 0,5/6 o./o. 
0,95(u) o./o. o./o. 0,5/6 0,5/6 o./o. o./o. o./o. o./o. 0,5/6 0,5/6 0,5/5 o./o. o./o. o./o. o./4 o./o. 
O
D
D
 0,80(g) o./o. o./o. 0,5/o. o./o. 10/o. o./o. 10/o. o./o. 0,5/6 o./o. 10/o. o./o. 10/o. o./o. o./4 o./o. 
0,90(g) o./o. 0,5/4 o./o. 0,5/4 o./o. o./o. o./o. 0,5/4 o./o. o./4 o./o. o./o. o./o. 0,5/4 o./4 0,5/4 
0,95(g) o./o. 10/5 o./o. 10/5 o./o. o./o. o./o. 10/5 o./o. 10/5 o./o. o./o. 2,5/5 0,5/4 o./o. 10/5 
0,95(u) o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./4 o./o. 
M
C
O
V
ER
T 0,80(g) o./o. o./o. 0,5/o. o./o. 0,5/o. o./4 0,5/o. o./o. o./o. o./o. 0,5/o. o./o. o./o. o./o. o./4 2,5/4 
0,90(g) o./o. 10/5 o./o. 2,5/5 o./4 o./o. o./o. 10/5 o./o. 2,5/5 o./o. o./o. 2,5/o. 2,5/5 o./4 10/5 
0,95(g) o./o. 2,5/6 0,5/5 0,5/5 2,5/4 10/6 o./o. 2,5/6 0,5/5 10/6 o./o. 10/6 0,5/6 o./o. o./o. 2,5/6 
0,95(u) o./o. o./o. o./o. o./o. o./4 o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./4 o./o. 
A
TC
 0,80(g) o./o. o./o. o./o. 10/o. 0,5/6 o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./o. o./4 10/5 
0,90(g) o./o. o./o. 0,5/5 o./o. 0,5/o. o./o. 2,5/o. o./o. 0,5/5 o./o. 10/o. o./o. o./o. o./o. 2,5/4 o./o. 
0,95(g) o./o. o./o. o./o. 2,5/o. 10/o. 2,5/o. 10/o. o./o. o./o. 2,5/o. 10/o. 2,5/o. 0,5/6 2,5/4 10/o. o./o. 
0,95(u) o./o. o./o. 0,5/6 0,5/6 o./o. o./o. o./o. o./o. 0,5/6 0,5/6 o./o. o./o. o./o. o./o. o./4 o./o. 
Tabelle 65 - Vorteilhaftigkeit der vorausschauenden Auftragsfreigabe in Abhängigkeit von Systemauslastung, dem 
Vorliegen von Störungen, Prioritätsregel, Zielgröße und LW/LD-Wertepaar 
In Tabelle 65 ist zu erkennen, dass durch die hier betrachtete Form der 
vorausschauenden Auftragsfreigabe seltener Verbesserungen erzielt werden können 
als mithilfe der anderen bisher untersuchten Voraussichtsmechanismen. Für eine 
Beurteilung der Höhe erzielbarer Verbesserungen gibt Tabelle 66 die prozentualen 
Veränderungen der Zielgrößenwerte wieder, die durch die jeweils beste 
Freigabesteuerungsalternative im Vergleich zur sofortigen Freigabe auftreten. 
Verschlechterungen sind rot unterlegt, während Verbesserungen sich auf grünem 
Untergrund befinden. Zu erkennen ist, dass sich die häufigsten und stärksten 
Verbesserungen bei SPT-Einsatz erzielen lassen. Findet FIFO Anwendung, ist durch 
vorausschauende Auftragsfreigabe praktisch keine Zielgrößenreduktion möglich. 
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 Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Störung Störung Störung Störung Störung Störung Störung Störung 
nein ja nein ja nein ja nein ja nein ja nein ja nein ja nein ja 
FI
FO
 0,80(g) 2,3 3,8 11,9 2,8 5,6 0,2 22,2 8,6 1,0 1,1 11,6 2,2 15,4 4,5 -49,7 5,1 
0,90(g) 2,7 0,1 3,4 -0,3 2,0 -0,2 7,4 0,1 -0,1 0,0 1,7 -0,1 3,8 0,0 1,9 0,1 
0,95(g) 0,0 0,0 -0,2 -0,4 -0,6 -0,3 0,1 0,0 -0,4 -0,6 -0,4 -0,3 0,0 0,0 0,1 0,0 
0,95(u) 17,9 2,6 20,3 1,2 7,2 0,1 46,6 4,1 15,4 0,9 20,6 1,5 20,8 1,9 0,7 3,3 
SP
T 
0,80(g) 4,0 6,3 -8,2 -3,8 -3,9 -1,6 -10,3 6,4 -11,7 -4,6 -9,7 -1,3 -5,7 12,5 -74,2 -35,4 
0,90(g) 3,6 5,2 -5,8 -2,9 -4,4 -2,1 -5,6 4,4 -6,5 -3,0 -6,2 -1,6 1,8 11,3 -60,9 -15,8 
0,95(g) 2,7 4,5 -7,5 0,8 -4,7 -2,1 -3,8 3,2 -7,9 0,9 -4,2 -1,6 4,3 12,2 -44,5 -7,6 
0,95(u) 83,1 68,8 -36,8 -18,3 -5,3 -3,7 123,3 77,0 -38,3 -18,6 -16,4 0,1 299,7 102,8 -65,6 -23,3 
PT
+W
IN
Q
 
0,80(g) 3,1 6,7 0,0 -1,6 -2,3 -0,3 -6,3 11,5 -2,5 -2,3 -6,1 0,8 0,4 14,6 -65,5 -14,0 
0,90(g) 2,2 5,3 -2,4 0,4 -3,2 -1,4 -1,7 8,2 -2,5 0,8 -3,8 -0,5 3,5 8,7 -23,1 2,6 
0,95(g) 3,3 4,1 3,6 2,4 -2,3 -0,3 3,3 4,9 4,3 2,4 -1,8 0,2 7,8 4,8 -3,1 3,0 
0,95(u) 61,7 45,8 -38,6 -24,4 5,0 2,9 150,2 69,9 -41,1 -25,7 -0,4 6,7 140,4 52,2 -40,4 8,5 
O
D
D
 0,80(g) 2,7 5,0 -2,3 4,7 -5,8 4,6 -8,6 17,5 -6,6 3,5 -6,0 7,5 -30,4 7,5 -46,5 10,1 
0,90(g) 9,6 -4,9 8,9 -2,0 6,4 3,7 112,4 -8,2 33,7 -3,7 62,3 2,3 50,1 -0,2 -1,5 -8,2 
0,95(g) 3,9 -4,0 5,5 -0,1 13,4 8,4 10,5 -5,2 10,0 -1,5 13,1 8,0 -0,9 -0,2 10,7 -5,2 
0,95(u) 24,1 2,8 14,5 1,7 7,6 2,5 142,9 5,2 48,1 1,0 79,5 2,9 73,9 1,9 -13,4 4,7 
M
C
O
V
ER
T 0,80(g) 6,5 4,8 -1,5 3,2 -1,1 -8,8 -0,6 17,4 7,8 4,5 -0,5 8,4 0,5 6,0 -73,7 -5,4 
0,90(g) 0,5 -0,1 2,2 -0,7 -21,1 0,0 4,8 -0,2 4,8 -0,6 5,0 0,0 -3,2 0,0 -42,7 -0,1 
0,95(g) 0,4 -0,1 -0,4 -0,1 -0,2 -0,1 1,3 -0,2 -0,4 -0,2 0,7 -0,1 0,0 0,0 0,9 -0,2 
0,95(u) 25,3 2,3 12,5 2,8 -12,1 0,2 71,0 4,4 37,7 3,5 42,6 2,8 24,6 2,1 -54,0 1,9 
A
TC
 0,80(g) 1,3 2,3 0,7 -0,2 -0,9 2,9 4,4 11,8 5,4 0,2 9,8 6,2 8,7 8,1 -62,1 -0,3 
0,90(g) 0,3 0,9 -0,2 1,1 -0,9 1,6 -0,6 3,4 -0,1 1,3 0,0 1,8 1,2 1,2 -8,7 2,7 
0,95(g) 0,0 0,5 2,3 -0,4 -0,5 -0,7 -0,5 1,3 2,5 -0,3 -0,5 -0,7 -0,4 -0,2 -1,0 1,3 
0,95(u) 10,8 3,3 -13,2 -5,7 4,2 4,2 67,9 11,3 -13,2 -5,7 31,3 8,2 65,4 7,3 -28,9 5,7 
Tabelle 66 - Prozentuale Zielgrößenänderungen durch vorausschauende Auftragsfreigabe mit jeweils bestgeeignetem 
LW/LD-Wertepaar im Vergleich zur sofortigen Freigabe in Abhängigkeit von Zielgröße, Systemauslastung, dem 
Vorliegen von Störungen und Prioritätsregel 
Außerdem tritt eine unterschiedliche Wirkung der Auftragsfreigabe in 
Abhängigkeit von der zu minimierende Zielgröße auf. Eine besondere Rolle nimmt 
die nicht-reguläre Zielgröße AL  ein. Wenn bei sofortiger Freigabe ein großer Anteil 
der Aufträge verfrüht das System verlässt, führt die vorausschauende 
Auftragsfreigabe zu einer hohen AL -Reduktion. Dies ist besonders deutlich bei 
Einsatz aller Prioritätsregeln zu beobachten, wenn sowohl Systemauslastung 0,80(g) 
als auch Störungsvariante S0 vorliegen. Die Zielgrößen F  und θT sind nur selten und 
zumeist nur geringfügig reduzierbar. Zu beobachten ist, dass sich bei Anwendung der 
SPT-Regel Fmax, σF, Tmax und σT mit wenigen Ausnahmen bei allen 
Systemauslastungen und Störungsvarianten senken lassen. Diese Prioritätsregel führt 
regelmäßig zu besonders hohen Werten dieser Zielgrößen, weil einzelne Operationen 
mit besonders langer Bearbeitungszeit an stark ausgelasteten Maschinen immer 
wieder zurückgestellt werden. Die Freigabesteuerung auf Basis von FW reduziert die 
Anzahl neuer Aufträge, die Maschinen mit sehr langen Warteschlangen zugeführt 
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werden. Dadurch müssen Aufträge mit langen Bearbeitungszeiten tendenziell kürzer 
auf ihre Bearbeitung warten. Gleichzeitig fußt FD auf der Schätzung der 
Durchlaufzeit unter Berücksichtigung der angewandten Prioritätsregel. Entsprechend 
werden gerade die Aufträge mit langen Bearbeitungszeiten somit früher freigegeben 
als Aufträge, die aufgrund von kurzen Bearbeitungszeiten weit vorn in die 
Warteschlangen eingeordnet werden. So wird eine weitere Reduktion besonders 
langer Durchlaufzeiten erreicht. 
6.7.3 Untersuchung der Einflussfaktoren auf die Wirkung der 
vorausschauenden Auftragsfreigabe 
In Tabelle 63 ist zu erkennen, dass die vorliegende Systemauslastung einen 
signifikanten Einfluss auf die Wirkung der vorausschauenden Auftragsfreigabe hat. 
Zur Illustration, wie sich dieser im Einzelnen auswirkt, dienen Abbildung 49 und 
Abbildung 50. Sie stellen exemplarisch anhand der Anwendung der SPT-Regel im 
Fall des störungsfreien Ablaufs dar, wie sich σT durch die Ausgestaltung des 
Freigabemechanismus in Abhängigkeit von der vorliegenden Systemauslastung 
ändert. Jede Freigabemechanismusalternative wird durch jeweils eine Ausprägung 
des Lageparameters der beiden zugrunde liegenden Freigabeprioritätsfaktoren 
beschrieben. „o.E.“ gibt wiederum an, dass keine Erweiterung durch den 
entsprechenden Faktor stattfindet. Dargestellt wird nicht der Zielgrößenwert, sondern 
seine Veränderung, die aus der Anwendung der jeweiligen 
Freigabemechanismusalternative im Vergleich zur sofortigen Freigabe resultiert. 
 
 
Abbildung 49 - 95%-KIs für die Mittelwerte der σT-Differenzen durch die vorausschauende Auftragsfreigabe in 
Abhängigkeit von LW, LD und Systemauslastung bei SPT-Anwendung und Störungsvariante S0 
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Abbildung 50 - 95%-KIs für die Mittelwerte der relativen σT-Änderungen durch die vorausschauende Auftragsfreigabe 
in Abhängigkeit von LW, LD und Systemauslastung bei SPT-Anwendung und Störungsvariante S0 
Grundsätzlich ist zu beobachten, dass die Rangordnung der untersuchten 
Lageparameter unabhängig von der Systemauslastung ist, solange alle Maschinen 
eine gleiche mittlere Auslastung aufweisen. Die aus Einsatz der Auftragsfreigabe 
resultierenden Zielgrößenverbesserungen und -verschlechterungen von Fmax, σF, T , 
Tmax, und σT steigen betragsmäßig mit zunehmender Systemauslastung, während die 
von F , θT und AL  abnehmen. Die Änderungen aller Zielgrößen relativ zum 
jeweiligen Zielgrößenwert bei sofortiger Freigabe sinken hingegen z.T. deutlich bei 
steigender Systemauslastung. Dieser starke Rückgang des relativen Einflusses der 
Auftragsfreigabe ist darauf zurückzuführen, dass bei den gewählten Freigabekriterien 
ein höherer Auslastungsgrad dazu führt, dass mehr Aufträge sofort oder zumindest 
früher freigegeben werden. Die Steuerung nähert sich also der mit generell sofortiger 
Freigabe an. Dies schlägt sich auch darin nieder, dass sich die Zielgrößenänderungen 
aufgrund der einzelnen Freigabemechanismusalternativen immer mehr annähern. 
Betrachtet man das Vorliegen der Systemauslastung 0,95(u), so ist festzustellen, 
dass die Anwendung des Prioritätsfaktors FW zu einer deutlichen Verschlechterung 
aller Zielgrößen führt. Diese ist über alle Prioritätsregeln hinweg zu beobachten. Um 
die Gründe dieser Wirkung des Prioritätsfaktors FW bei der Auftragsfreigabe 
aufzuklären, muss berücksichtigt werden, wie im hier untersuchten System die 
ungleiche Maschinenauslastung entsteht.615 Es wird von einer gleichen mittleren 
Operationsbearbeitungszeit und gleichen mittleren Zeiträumen zwischen zwei 
                                                 
615 Eine ausführliche Darstellung findet sich in Abschnitt 5.2.4. 
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Störungen sowie gleichen mittleren Störungsdauern ausgegangen. Der Unterschied 
liegt einzig in der Anzahl der Auftragstypen, die von einer Maschine bearbeitet 
werden. Entsprechend folgt daraus, dass die Engpassmaschinen diejenigen sind, auf 
denen die meisten Auftragstypen bearbeitet werden. Im Umkehrschluss heißt das, 
dass alle oder fast alle Auftragstypen auf die Engpassmaschinen zurückgreifen. Die 
schwach ausgelasteten Maschinen werden tendenziell eher von den Auftragstypen in 
Anspruch genommen, die eine lange Maschinenfolge haben. Die Konsequenz daraus 
ist, dass die einzelnen Auftragstypen im stationären Zustand unterschiedlich stark 
ausgelastete Maschinenrouten aufweisen. Vor allem Typen mit kurzer 
Maschinenfolge benötigen eine überdurchschnittlich belastete Route, da diese neben 
den Engpassmaschinen nur wenige schwächer ausgelastete Maschine enthält. Diese 
grundsätzlich unterschiedliche Auslastung der Auftragstyprouten führt schließlich 
bei der Berechnung der Freigabepriorität mithilfe von FW dazu, dass die Aufträge der 
einzelnen Typen unterschiedlich behandelt werden. Aufträge mit im Mittel schwach 
auslasteten Routen werden zumeist sofort freigeben. Die übrigen müssen warten, bis 
das Verhältnis der Maschinenauslastungen vorübergehend nicht dem in stationärem 
Zustand entspricht und ihre Route eine unterdurchschnittliche Auslastung aufweist. 
An den Experimentergebnissen ist zu erkennen, dass eine gleichzeitige Anwendung 
von FD die Problematik deutlich reduziert, da Aufträge spätestens freigegeben 
werden, wenn die Dringlichkeit hoch genug ist. Da eine ungleiche 
Maschinenauslastung unterschiedlichen Ursprungs sein kann, sollte daher bei 
FW-Anwendung immer geprüft werden, ob diese Verzerrung auftreten kann. Benötigt 
jeder Auftrag dieselben Maschinen, ist dies z.B. nicht zu erwarten. Wie bereits 
Tabelle 60, Tabelle 61 und Tabelle 62 in Abschnitt 6.7.1 zeigt dieses Beispiel auf, 
welche kritische Rolle generell dem für die Auftragsfreigabe herangezogenen 
Kriterium zukommt. 
Die zweite zu untersuchende Einflussgröße auf die Wirkung der 
vorausschauenden Auftragsfreigabe ist die vorliegende Störungsvariante. Das 
Auftreten von Störungen führt zu ähnlichen Wirkungsstärkeänderungen der 
vorausschauenden Auftragsfreigabe wie die Erhöhung der Systemauslastung. Die 
absoluten Zielgrößenänderungen fallen im Mittel bei Störungsvariante S100/1000 
geringer aus, wenn ausschließlich FW Anwendung findet und höher bzw. zumindest 
nicht signifikant geringer, wenn die Freigabepriorität mit FD oder beiden Faktoren in 
Kombination berechnet wird. Einzige Ausnahme davon ist die mittlere 
Terminüberschreitung, deren absolute Änderung durch die Auftragsfreigabe bei 
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S100/1000 immer geringer oder nicht signifikant höher als bei S0 ausfällt. Eine 
einheitliche Abhängigkeit von der Störungsvariante weisen die relativen 
Zielgrößenänderungen bei Einsatz der einzelnen Freigabemechanismusalternativen 
im Vergleich zur sofortigen Freigabe auf. Bei Vorliegen von Störungen sind die 
relativen Änderungen aller Zielgrößen immer deutlich geringer als bei 
Störungsvariante S0. Auch das Auftreten von Störungen führt dazu, dass Aufträge 
früher freigegeben werden müssen, um rechtzeitig fertiggestellt zu werden, weshalb 
sich die vorausschauende Freigabe der sofortigen annähert. Außerdem ist zu 
beobachten, dass bei Vorliegen von Störungen eine Verschiebung der 
lageparametergesteuerten Gewichtung der beiden Prioritätsfaktoren zugunsten von 
FW vorteilhaft ist. Dieser Zusammenhang erklärt sich aus der Wirkung von 
Störungen. Sie führen zu stärkeren Schwankungen der Maschinenauslastungen und 
zu einer ungenaueren Schätzung der Durchlaufzeiten und somit der Dringlichkeiten. 
FW trägt in dieser Situation dazu bei, die Work Contents der einzelnen Maschinen 
wieder anzugleichen. Zur beispielhaften Illustration des Zusammenhangs zwischen 
Störungsvariante und Wirkung der einzelnen Freigabemechanismusalternativen auf 
die Zielgrößen dienen Abbildung 51 und Abbildung 52. In Abbildung 51 werden die 
95%-Konfidenzintervalle der absoluten und in Abbildung 52 der zum Vergleichswert 
bei sofortiger Freigabe relativen σT-Änderungen resultierend aus der 
vorausschauenden Auftragsfreigabe dargestellt. Zugrunde liegen nur die Daten bei 
SPT-Anwendung und Systemauslastung 0,90(g). 
 
 
Abbildung 51 - 95%-KIs für die Mittelwerte der σT-Differenzen durch die vorausschauende Auftragsfreigabe in 
Abhängigkeit von LW, LD und Störungsvariante bei SPT-Anwendung und Systemauslastung 0,90(g) 
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Abbildung 52 - 95%-KIs für die Mittelwerte der relativen σT-Änderungen durch die vorausschauende Auftragsfreigabe 
in Abhängigkeit von LW, LD und Störungsvariante bei SPT-Anwendung und Systemauslastung 0,90(g) 
Wie bereits in der generellen Betrachtung der Experimentergebnisse in Abschnitt 
6.7.2 dargestellt, hat die eingesetzte Prioritätsregel einen starken Einfluss auf 
Zielgrößenänderungen, die aus der Anwendung der vorausschauenden 
Auftragsfreigabe resultieren. Grundsätzlich ist zu beobachten, dass die in Abbildung 
49 bis Abbildung 52 dargestellte Systematik der Abhängigkeit der 
Zielgrößenveränderung von den Lageparametern der beiden Prioritätsfaktoren bei 
jeder Prioritätsregel zu beobachten ist.616 Ein genereller Unterschied liegt darin, in 
welchen Systemkonstellationen bei Anwendung einer spezifischen Prioritätsregel 
durch vorausschauende Auftragsfreigabe eine Zielgrößenverbesserung möglich ist, 
was in Abschnitt 6.7.2 Tabelle 65 zu entnehmen ist. Tabelle 66 im gleichen 
Abschnitt zeigt den zweiten Unterschied auf, nämlich, dass die 
Zielgrößenänderungen bei den einzelnen Prioritätsregeln unterschiedlich stark 
ausfallen. Darüber hinaus ist aber eine spezifische Wechselwirkung zwischen der 
angewandten Prioritätsregel und dem zur Freigabe eingesetzten Prioritätsfaktor FD zu 
beobachten. Dieser Prioritätsfaktor weist einen stärkeren Einfluss auf die 
Zielerreichung auf, wenn für die Reihenfolgeplanung mit SPT und PT+WINQ 
eingesetzt werden. Die Ursache ist in der Eigenschaft beider Prioritätsregeln zu 
suchen, die geringsten F - und θT-Werte zu erzielen.617 Im Mittel werden die 
                                                 
616 Die auf Seite 382 folgende Abbildung 53 ist ein weiteres Beispiel für den Zusammenhang. Zu berücksichtigen 
ist, dass dort die mittlere absolute Terminabweichung zugrunde liegt, die in den betrachteten Fällen mit 
steigenden Durchlaufzeiten abnimmt, weshalb die Änderungen bei gleicher Systematik ein umgekehrtes 
Vorzeichen aufweisen. 
617 Zu erkennen ist dies z.B. in den Ergebnisdaten des Abschnitts 6.2. 
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Aufträge daher bei Anwendung beider Regeln durch eine FD-basierende Freigabe 
länger im Freigabepool zurückgehalten als bei anderen Prioritätsregeln. Daraus 
resultieren vor allem deutlich sinkende AL -Werte, während die anderen 
Zielgrößenwerte, vor allem F , T  und θT, stärker zunehmen. Einzig wenn 
Systemauslastung 0,80(g) und Störungsvariante S0 vorliegen, führt eine FD-
basierende Freigabe bei Steuerung mithilfe von SPT und PT+WINQ zu geringeren 
Änderungen der terminorientierten Zielsetzungen als bei Anwendung der anderen 
Prioritätsregeln. In dieser Konstellation liegen grundsätzlich relativ leicht einhaltbare 
Termine vor. Anhand der Ergebnisse des Abschnitts 6.2 ist zu erkennen, dass sich in 
dieser Situation ODD, MCOVERT und ATC besser eignen, terminorientierte 
Zielsetzungen zu erreichen. Eine FD-basierende Freigabe gibt jedoch Aufträge erst 
frei, wenn sonst eine verspätete Fertigstellung zu erwarten ist. In der Wirkung für die 
Ablaufplanung entspricht dies einer Reduktion des Terminmultiplikators. Bei 
kleinem Terminmultiplikator und somit schwerer einhaltbaren Terminen nimmt die 
Eignung von SPT und PT+WINQ zur Minimierung der terminorientierten 
Zielgrößen zu. Daher führt eine FD-basierende Freigabe bei Vorliegen von 
Systemauslastung 0,80(g) und Störungsvariante S0 zu größeren relativen 
Verschlechterungen, wenn ODD, MCOVERT und ATC in der Reihenfolgeplanung 
eingesetzt werden. 
Die letzten noch zu untersuchenden Einflussfaktoren auf die Zielgrößenwirkung 
der vorausschauenden Auftragsfreigabe sind die Lageparameter der 
Prioritätsfaktoren FW und FD. Bei der Wahl geeigneter LW- und LD-Werte ist zunächst 
zu unterscheiden, ob die nicht-reguläre Zielgröße AL  oder eine der anderen 
Zielgrößen minimiert werden soll. Tabelle 66 im vorangegangenen Abschnitt zeigt 
auf, dass vor allem bei Systemauslastung 0,80(g) und Störungsvariante S0 je nach 
Prioritätsregel durch den Einsatz von vorausschauender Auftragsfreigabe AL -
Reduktionen von 46,5% bis 74,2% erzielbar sind. Die Verbesserungen der mittleren 
absoluten Terminabweichung mithilfe der bereits untersuchten 
Voraussichtsmechanismen fallen im Vergleich dazu deutlich geringer aus. Zunächst 
wird daher die optimale Parametrisierung der Auftragsfreigabe zur Minimierung von 
AL  betrachtet. In Abbildung 53 werden die 95%-Konfidenzintervalle der relativen 
AL -Änderungen dargestellt, die aus Anwendungen der einzelnen 
Freigabesteuerungsalternativen resultieren. Es findet eine Aufteilung nach 
Prioritätsregeln und Systemauslastungen sowie eine Beschränkung auf 
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Störungsvariante S0 statt. Die Freigabesteuerungsalternativen werden wiederum 
durch eine LW-LD-Kombination beschrieben und die Bezeichnung „o.E.“ steht für den 
Fall, in dem der jeweilige Prioritätsfaktor keine Anwendung bei der Freigabe findet.  
 
Abbildung 53 - 95%-KIs für die Mittelwerte der relativen Änderungen der mittleren absoluten Terminabweichung 
durch die vorausschauende Auftragsfreigabe in Abhängigkeit von LW, LD, Prioritätsregel und Systemauslastung bei 
Störungsvariante S0 
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Aus den Ergebnissen lässt sich zur Minimierung von AL  die Strategie ableiten, 
für die Freigabe FD im Verhältnis zu FW möglichst stark zu gewichten oder auf 
letzteren Faktor vollständig zu verzichten. Wie schon in Tabelle 65 zu erkennen, tritt 
der minimale AL -Wert in vielen Konstellationen unter Hinzunahme von FW auf. 
Abbildung 53 legt aber nahe, dass es i.d.R. möglich ist, Ergebnisse nahe dem 
Optimum zu erzielen, wenn die Freigasteuerung nur mithilfe von FD erfolgt. Vorteil 
der ausschließlichen Berücksichtigung von FD ist, dass bei Freigabegrundpriorität 
Zi0 = 1 die Notwendigkeit der Bestimmung von Lageparametern entfällt.618 Bei hoher 
Systemauslastung und dem Vorliegen von Störungen sollte allerdings geprüft 
werden, ob in Abhängigkeit der eingesetzten Prioritätsregel vorausschauende 
Auftragsfreigabe überhaupt zu einer Reduktion von AL  führt. Tabelle 65 zeigt 
Beispiele auf, in denen dies nicht möglich ist. 
Verfolgt der Planer eine der sieben anderen Zielsetzungen, so ist anhand der in 
Tabelle 65 und Tabelle 66 dargestellten Ergebnisse zunächst festzustellen, dass diese 
in weniger Konstellationen und nur in geringerem Umfang durch die 
vorausschauende Auftragsfreigabe verbessert werden können. Außerdem ist in 
Tabelle 65 abzulesen, dass dafür eine andere Gewichtung der beiden 
Prioritätsfaktoren notwendig ist als zur Reduktion von AL . Grundsätzlich ist es 
vorzuziehen, FW stärker zu gewichten. Die Freigabe sollte also stärker auf den 
erwarteten Durchlaufzeiten der Aufträge als auf der terminorientierten Dringlichkeit 
basieren. Bei den Problemstellungen, in denen eine Zielgrößenverbesserung durch 
die Auftragsfreigabe möglich ist, liegt mit LW=0,5 und LD=1.000.000 eine 
Gewichtung, die gut geeignet ist.619 Auch bei der Minimierung der Zielgrößen außer 
AL  gilt, dass oft der gleichzeitige Einsatz beider Faktoren zu besseren Ergebnissen 
führt. Im Zuge der Vereinfachung der Parametrisierung der Freigabe ist ein Verzicht 
                                                 
618 Der Lageparameter eines Prioritätsfaktors spielt bei der Auftragsfreigabe nur für die Gewichtung im 
Verhältnis zu weiteren angewandten Faktoren eine Rolle, solange die Freigabegrundpriorität eins beträgt. Da bei 
der Freigabe nur geprüft wird, ob die Freigabepriorität kleiner oder gleich eins ist, führt ein einziger 
Prioritätsfaktor bei Zi0 = 1 unabhängig vom Lageparameter immer zur gleichen Entscheidung. Weicht die 
Freigabegrundpriorität von eins ab, muss der optimale Lageparameter jedoch bestimmt werden. 
619 Aufgrund der dargestellten Problematik der FW-basierenden Freigabe bei Systemauslastung 0,95(u) ist bei 
Vorliegen dieser zumeinst eine abweichende Gewichtung optimal. Es ist im Einzelfall zu bestimmen, wie stark 
der FW-Einfluss sein muss, dass die grundsätzlich bessere Eignung dieses Prioritätsfaktors zur Reduktion der 
regulären Zielsetzungen genutzt werden kann und wie stark der Einfluss von FD sein muss, um eine verspätete 
Freigabe zu verhindern. 
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auf FD akzeptabel, da er mit relativ geringer Reduktion der Zielgrößenverbesserung 
einhergeht.  
6.7.4 Bestimmung der optimalen Grundfreigabepriorität Zi0 
Der bisherigen Betrachtung liegt immer eine Freigabegrundpriorität Zi0 in Höhe 
von eins zugrunde. Die Wahl der optimalen Höhe Zi0 wird in einem zweiten 
Experiment untersucht. In diesem wird die Freigabepriorität immer durch 
Anwendung von FW mit LW = 0,5 und FD mit LD = 1.000.000 berechnet, während Zi0 
im Bereich [0,70, 1,15] mit einer Schrittweite von 0,05 variiert wird. Darüber hinaus 
werden die gleichen Rahmenbedingungen zugrunde gelegt. Es werden alle sechs 
Prioritätsregeln aus Tabelle 22, alle vier Systemauslastungen aus Tabelle 21 und die 
beiden Störungsvarianten aus Tabelle 20 herangezogen. Der Terminmultiplikator 
TM8 findet Anwendung und es werden 40 unabhängige Replikationen durchgeführt. 
Da das Ausgangsexperiment zeigte, dass zur Minimierung von AL  eine andere 
Freigabestrategie vorteilhaft ist, findet eine zusätzliche Experimentausweitung statt. 
Mit der nach Tabelle 65 zur AL -Minimierung bestgeeigneten Prioritätsregel SPT 
wird das gleiche Experiment mit Freigabe nur durch FD-Anwendung mit LD = 10.000 
zusätzlich durchgeführt. 
Da wiederum mithilfe von acht Zielgrößen-ANOVAs signifikante Einflüsse der 
Freigabegrundpriorität auf die verfolgten Zielsetzungen bestätigt werden können, 
werden im Folgenden die wesentlichen Erkenntnisse über die bestmögliche 
Parametrisierung zusammengefasst. Exemplarisch illustriert werden diese 
Zusammenhänge anhand der vorausschauenden Auftragsfreigabe in Kombination mit 
einer SPT-gesteuerten Reihenfolgeplanung. Zugrunde liegen die 
Zielgrößenänderungen, wenn anstatt der sofortigen Freigabe die vorausschauende 
mit LW = 0,5 und LD = 1.000.000 angewandt wird. In Abbildung 54 werden die 95%-
Konfidenzintervalle des Mittelwerts der relativen Änderung der acht Zielgrößen 
wiedergegeben. Dabei findet eine Unterteilung nach Systemauslastung und 
Störungsvariante sowie eine Beschränkung auf den Zielgrößenabweichungsbereich 
von -40% bis +40% statt. Diese Beschränkung gestattet eine deutlichere Darstellung 
des interessierenden Bereichs unter Verzicht auf einen Bereich, der zumeist 
ausschließlich durch exponentielle Steigerung der Verschlechterung mit 
zunehmender Freigabegrundpriorität gekennzeichnet ist. In Abbildung 55 findet sich 
das Pendant zu dieser Darstellung für die Freigabesteuerung ausschließlich mithilfe 
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von FD. In beiden Darstellungen ist der Vergleichswert auf Basis der sofortigen 
Auftragsfreigabe mit der Bezeichnung „s.F.“ gekennzeichnet. 
Zunächst soll die vorausschauende Freigabe betrachtet werden, bei der beide 
Prioritätsfaktoren Anwendung finden und die Lageparameter LW = 0,5 bzw. 
LD = 1.000.000 betragen. Die Ergebnisse weisen zunächst darauf hin, dass eine 
präzise Bestimmung des optimalen Zi0-Werts sinnvoll ist, da Zi0 = 1 in fast keiner 
Konstellation beschrieben durch Systemauslastung, Störungsvariante und 
angewandter Prioritätsregel zur Minimierung einer Zielgröße führt. Auf der anderen 
Seite ist jedoch zu beobachten, dass die Verwendung eines auf die Problemstellung 
optimierten Zi0-Werts nur in wenigen Fällen zu signifikant besseren Ergebnissen 
führt als bei Freigabe mit Zi0 = 1. Wie im ersten Experiment treten signifikante 
Verbesserungen vor allem bei der Zielgröße AL  und wenn SPT Anwendung findet 
auch bei Fmax, σF, Tmax und σT auf.620 
Im Folgenden werden nur die Konstellationen betrachtet, in denen überhaupt eine 
Verbesserung durch die vorausschauende Nachfrage erzielt werden kann. Abbildung 
54 zeigt auf, dass ein zu niedriger Zi0-Wert dazu führt, dass die vorausschauende 
Freigabe annähernd der sofortigen entspricht. Ist Zi0 jedoch zu hoch gewählt, werden 
die Aufträge im Freigabepool so lange zurückgehalten, dass sich die Durchlaufzeiten 
so weit erhöhen, dass eine Verschlechterung der betrachteten Zielgrößen auftritt. 
Dazwischen liegt oft nur ein schmaler Zi0-Bereich, in dem überhaupt Verbesserungen 
erzielbar sind. Für den optimalen Zi0-Wert ist zu beobachten, dass dieser bei SPT-
Steuerung oder wenn mit einer beliebigen Prioritätsregel AL  minimiert werden soll, 
größer eins ist und ansonsten kleiner eins. Außerdem ist zu beobachten, dass bei 
Auftreten von Störungen ein niedrigerer Zi0-Wert optimal ist. Dies gilt unabhängig 
von der angewandten Prioritätsregel und der verfolgten Zielsetzung. Soll AL  
minimiert werden, ist zudem festzustellen, dass die optimale Freigabegrundpriorität 
mit steigender Systemauslastung abnimmt. Der Einfluss der Systemauslastung auf 
den optimalen Zi0-Wert zur Verbesserungen der übrigen Zielgrößen lässt sich nicht 
generell beantworten, da bei Einsatz der meisten Prioritätsregeln nicht bei allen 
                                                 
620 Nur bei ODD-Anwendung sind zusätzliche signifikante Verbesserrungen durch die Auftragsfreigabe zu 
beobachten, die bei Zi0 = 1 nicht auftreten. Durch Zi0 = 0,90 lassen sich bei Systemauslastung 0,80(g) und 
Störungsvariante S0 Fmax und Tmax signifikant senken. Liegen Störungsvariante S100/1000 und Systemauslastung 
0,90(g) bzw. 0,95(g) vor, so kann bei Zi0 = 0,75 θT signifikant durch die vorausschauende Auftragsfreigabe 
gesenkt werden. Darüber hinaus sind im Vergleich zur sofortigen Freigabe nur die signifikanten Verbesserungen 
möglich, die auch mit Zi0 = 1 erreichbar sind und die in Tabelle 65 wiedergegeben werden. 
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Systemauslastungen überhaupt signifikante Verbesserungen vorliegen. Einzig bei 
SPT-Einsatz mit dem Ziel der Minimierung von Fmax, σF, Tmax und σT ist feststellbar, 
dass der optimale Zi0-Wert mit zunehmender Systemauslastung steigt. Wie 
Abbildung 54 aufzeigt, gehen diese Verbesserungen aber mit deutlichen 
Verschlechterungen der übrigen Zielgrößen außer AL  einher. 
Die zweite im Experiment herangezogene Freigabeprioritätsberechnung basiert 
auf der Anwendung des Prioritätsfaktors FD mit LD=10.000. Betrachtet man 
Abbildung 55, so ist festzustellen, dass dieser Mechanismus wie schon bei Zi0 = 1 nur 
zur Reduktion von AL  geeignet ist. Keine der betrachteten Freigabegrundprioritäten 
führt zur Verbesserung einer anderen Zielgröße. Zur Minimierung von AL  ist diese 
Parametrisierung der Auftragsfreigabe jedoch deutlich besser geeignet als die 
Anwendung von FW mit LW=0,5 und FD mit LD=1.000.000. Mit dem jeweils 
bestgeeigneten Zi0-Wert erreicht die ausschließlich auf FD basierende Variante im 
Mittel über die acht in Abbildung 55 dargestellten Konstellationen eine 
Verbesserungen von 40,64%. Unter gleichen Bedingungen beträgt die mittlere AL -
Verbesserung durch die Freigabe unter Verwendung von FW und FD nur 10,67%. 
Zudem zeigt der Vergleich von Abbildung 54 mit Abbildung 55 auf, dass die auf FD-
basierende Variante deutlich robuster gegenüber Fehlspezifikationen von Zi0 ist. 
Selbst größere Abweichungen vom optimalen Zi0-Wert führen noch dazu, dass die 
vorausschauende Freigabe AL  senkt. Auch bei dieser Freigabe-Variante ist jedoch 
zu beobachten, dass eine Reduktion der mittleren absoluten Terminabweichung nur 
möglich ist, wenn eine Verschlechterung der übrigen Zielgrößen in Kauf genommen 
wird. Das schränkt die Einsatzmöglichkeit dieses Voraussichtsmechanismus auf 
Anwendungsfelder wie die Just-In-Time-Produktion ein, in denen primär eine 
Fertigstellung möglichst exakt zu einem vorgegebenen Zeitpunkt angestrebt wird. 
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Abbildung 54 - 95%-KIs für die Mittelwerte der relativen Zielgrößenänderungen durch die vorausschauende 
Auftragsfreigabe auf Basis von FD und FW in Abhängigkeit von der Freigabegrundpriorität bei SPT-Anwendung 
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Abbildung 55 - 95%-KIs für die Mittelwerte der relativen Zielgrößenänderungen durch die vorausschauende 
Auftragsfreigabe auf Basis von FD in Abhängigkeit von der Freigabegrundpriorität bei SPT-Anwendung 
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6.7.5 Zusammenfassende Beurteilung 
Die in den Abschnitten 6.7.2 bis 6.7.4 beschriebenen Experimente zeigen auf, 
dass mithilfe der vorausschauenden Auftragsfreigabe grundsätzliche Verbesserungen 
der Zielgrößenwerte erreicht werden können. Außer bei der Minimierung anderer 
Zielgrößen als AL  sind aber eine Reihe von Einschränkungen festzustellen. Bei 
Einsatz von FIFO sind praktisch keine Verbesserungen erzielbar und unabhängig von 
der Prioritätsregel ist F  in fast keiner Situation reduzierbar. Die einzige 
Prioritätsregel, die systematisch vom Einsatz der vorausschauenden Auftragsfreigabe 
profitiert, ist SPT. Vor allem die bei ihrer Anwendung resultierenden hohen Fmax-, 
σF-, Tmax- und σT-Werte können signifikant gesenkt werden. Das Erzielen von 
Verbesserungen erfordert zudem eine genaue Parametrisierung der 
Freigabemechanismen, um das Auftreten von deutlichen Verschlechterungen 
auszuschließen. Von den beiden untersuchten Prioritätsfaktoren eignet sich FW vor 
allem zur Reduzierung der Zielgrößenwerte außer AL . Das größte Problem ist, dass 
die Kriterien, auf denen die Freigabeentscheidung basiert, mit großer Vorsicht 
gewählt werden müssen. In Abschnitt 6.7.1 werden einige generell ungeeignete 
Freigabekriterien vorgestellt. Zudem zeigt das Beispiel der FW-Anwendung bei 
Systemauslastung 0,95(u) in Abschnitt 6.7.3, dass die grundsätzliche Eignung eines 
Kriteriums noch nicht garantiert, dass es in jeder Situation anwendbar ist. Vor allem 
beim Einsatz in realen Produktionssystemen, die sich oft durch komplexe 
Zusammenhänge auszeichnen, sollte daher eine Eignungsprüfung vor Anwendung 
durchgeführt werden. Vergleicht man die Zielgrößenverbesserungen, die mit 
vorausschauender Auftragsfreigabe erzielt werden können mit denen, die 
Voraussichtsmechanismen der Reihenfolgeplanung erreichen, so sind letztere 
Verfahren besser geeignet, die Zielgrößenwerte zu senken. Sie erreichen auf der 
einen Seite niedrigere Zielgrößenwerte und verursachen auf der anderen Seite 
geringere Verschlechterungen der Zielgrößen, die nicht Ziel der Optimierung sind. 
Zusammenfassend ist die vorausschauende Auftragsfreigabe eher nicht als Verfahren 
zur Verbesserung anderer Zielgrößen als  AL  zu empfehlen. Diese Feststellung gibt 
auch eine Antwort auf die in Abschnitt 3.6.1 aufgeworfene Frage, ob 
Reihenfolgeplanung oder Auftragsfreigabe eine höhere Relevanz für die Erreichung 
niedriger Zielgrößen haben. Die Studien, die unterschiedliche Antworten aufweisen, 
betrachten reguläre Zielsetzungen, die in der vorliegenden Arbeit eindeutig durch die 
Wahl der geeigneten Prioritätsregel besser optimiert werden können. 
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Steht die Minimierung von AL  im Mittelpunkt, ist eine andere 
Handlungsempfehlung zu geben. Keiner der Voraussichtsmechanismen der 
Reihenfolgeplanung ist in der Lage, die Zielgröße deutlich zu senken. Mit der 
vorausschauenden Auftragsfreigabe können jedoch vor allem bei geringer 
Systemauslastung Verbesserungen von bis zu 74% erzielt werden. Gut geeignet ist 
die Berechnung der Freigabepriorität auf Basis des Prioritätsfaktors FD. Da aber 
parallel zur Senkung von AL  eine Verschlechterung aller anderen Zielgrößen 
auftritt, ist zu überprüfen, ob mithilfe der zusätzlichen Nutzung von 
Voraussichtsmechanismen der Reihenfolgeplanung einer Begrenzung dieser 
Zunahmen möglich ist. Dieser Frage wird in Abschnitt 6.8.3 nachgegangen. 
6.8 Untersuchung der Wechselwirkungen zwischen den 
Voraussichtsmechanismen 
6.8.1 Grundsätzliche Überlegungen zur Untersuchung von 
Wechselwirkungen der Voraussichtsmechanismen 
Bereits in Kapitel 1 wurde die umfassende Untersuchung der unterschiedlichen 
Voraussichtsvarianten auch in Bezug auf ihre Wechselwirkungen hin als Ziel dieser 
Arbeit dargestellt. Die umfangreiche Übersicht der veröffentlichten Studien in 
Kapitel 3 zeigt, dass gerade die Interdependenzen der Voraussichtsmechanismen 
bisher nicht zu den wesentlichen Forschungsgegenständen gehören. In Kapitel 4 
wurde bei der Konzeption der Voraussichtsmechanismen für das Umfeld der 
Prioritätsregeln besonderer Wert auf Kompatibilität untereinander gelegt. Durch 
Modularisierung und gemeinsame Schnittstellen sind die entwickelten Mechanismen 
beliebig miteinander kombinierbar, aber auch durch weitere zukünftige Ansätze 
ergänzbar. Die isolierte experimentelle Überprüfung, deren Ergebnisse in den 
Abschnitten 6.3 bis 6.7 zu finden sind, zeigt eine starke Abhängigkeit der Wirkung 
der einzelnen Voraussichtsmechanismen von der eingesetzten Prioritätsregel, der 
Systemauslastung und in etwas geringerem Umfang vom Vorliegen von Störungen 
und dem Terminmultiplikator auf. Dabei ist vor allem festzustellen, dass die 
Wirkung der einzelnen Mechanismen in unterschiedlicher Weise von den jeweiligen 
Ausprägungen dieser Einflussgrößen beeinflusst wird. Bedenkt man zusätzlich, dass 
die einzelnen Voraussichtsmechanismen mithilfe unterschiedlicher 
Parameterausprägungen eingesetzt werden können, wird schnell klar, dass es nicht 
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möglich ist, eine vollständige Untersuchung der Wechselwirkungen durchzuführen. 
Aus diesem Grund soll in den folgenden Abschnitten anhand von spezifischen 
Fragestellungen untersucht werden, inwieweit sich eine gegebene Problemstellung 
bestmöglich durch die Kombination von verschiedenen Voraussichtsmechanismen 
lösen lässt. Die Fragestellungen sind so gewählt, dass ein möglichst umfassender und 
vollständiger Einblick in die Wechselwirkungen zwischen den Mechanismen 
gewährt werden kann. Außerdem geben sie einen Einblick, wie vorgegangen werden 
kann, wenn bei einer beliebigen Problemstellung aus dem Repertoire der 
vorgestellten Voraussichtsmechanismen die Zusammensetzung für die bestgeeignete 
Steuerung gefunden werden soll. 
In Abschnitt 6.8.2 wird zunächst der in Abschnitt 4.2 vorgestellte 
Voraussichtsmechanismus der Klasse II näher untersucht. Dieser auf Antizipation 
von Störungen basierende Ansatz kann nicht allein untersucht werden, weil er die 
Mechanismen der Klasse III und IV heranzieht. Dabei stellt sich vor allem die Frage, 
mithilfe welchen Prioritätsfaktors sich die beste Antizipation einer erwarteten 
Störung erzielen lässt. Daran anschließend wird in Abschnitt 6.8.3 die Optimierung 
einer Just-In-Time-Produktion näher betrachtet. In Abschnitt 6.7 wurde gezeigt, wie 
die mittlere absolute Terminabweichung deutlich gesenkt werden kann. Der dort 
angewandte Mechanismus hat allerdings eine Verschlechterung der anderen 
terminorientierten Zielsetzungen zur Folge. Durch eine Kombination verschiedener 
Voraussichtsmechanismen soll erreicht werden, die Bearbeitung der Aufträge 
möglichst nah an ihrem Fertigstellungstermin zu beenden, ohne dass dieser häufiger, 
wenn auch nur leicht, überschritten wird. Das dritte Experiment greift auf die 
Erkenntnisse zurück, durch welche Erweiterungen der Prioritätsregeln die einzelnen 
Zielgrößen am stärksten reduziert werden konnten. Durch Kombination dieser 
Mechanismen soll eine Steuerung geschaffen werden, die gleichzeitig alle 
Zielsetzungen möglichst gut erreicht. Die Ergebnisse werden in Abschnitt 6.8.4 
dargestellt. 
6.8.2 Einsatz der Voraussichtsmechanismen der Klasse II in 
Verbindung mit Mechanismen der Klasse III und IV 
6.8.2.1 Experimentbeschreibung und grundlegende Auswertung 
Bereits in der Beschreibung der implementierten Voraussichtsmechanismen der 
Klasse II in Abschnitt 4.2 wird darauf hingewiesen, dass diese Art der Voraussicht 
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dem Robust Scheduling zuzuordnen ist, bei dem vollständige Ablaufpläne erzeugt 
werden.621 Prioritätsregeln hingegen verzichten auf diese Festlegung, weshalb die 
ursprünglichen Verfahren grundlegend angepasst werden müssen. Die angestrebte 
Anpassung der erwarteten real vorliegenden Maschinenkapazität nach 
störungsbedingter Reduktion erfolgt mithilfe von Störungsdummies, die in Abschnitt 
4.2 im Detail beschrieben werden. Zusätzlich wird, sobald ein Störungsdummy am 
Warteschlangenkopf eine baldige Störung signalisiert, die Bearbeitung wichtiger 
Aufträge forciert. Die Wichtigkeit eines Auftrags wird mithilfe des oder der 
angewandten Prioritätsfaktoren bestimmt, während die Prioritätsregel außer Kraft 
gesetzt wird. Daraus ergibt sich, dass beide Mechanismen nur in Verbindung mit 
Prioritätsfaktoren eingesetzt werden können und dass die Wahl geeigneter Faktoren 
von großer Bedeutung ist. In der experimentellen Überprüfung wird daher für eine 
Reihe Erfolg versprechender Faktoren überprüft, ob der zusätzliche Einsatz von 
Mechanismen der Klasse II die Zielgrößen reduzieren kann. 
Zur experimentellen Überprüfung der Wirkungsweise der 
Störungsberücksichtigung bilden wiederum alle sechs Prioritätsregeln aus Tabelle 22 
die Grundlage der Reihenfolgeplanung unter Vorliegen aller vier 
Systemauslastungen aus Tabelle 21. Außerdem finden Störungsvariante S100/1000 
und Terminmultiplikator TM8 durchgängig Anwendung. Es werden fünf 
verschiedene Prioritätsfaktoren eingesetzt, bei denen es sich um FW mit LW = 2,5 und 
θW = 0, FA mit LA1 = 250 und ω = 0,75, FD mit LD = 1.000, FF  mit 1FL =  und TFσ  
mit 50TLσ =  handelt. Für diese wurde in den vorangehend beschriebenen 
Experimenten gezeigt, dass sie sich zur Reduktion der verschiedenen Zielgrößen 
besonders eignen. Außerdem werden drei Störungsberücksichtigungsalternativen 
betrachtet. Bei der ersten findet keine Anwendung eines Voraussichtsmechanismus 
der Klasse II statt. Die zweite Störungsberücksichtigungsalternative zeichnet sich 
dadurch aus, dass die Reaktion auf einen Störungsdummy am Kopf der 
Warteschlange eingesetzt wird. Im Fall der Anwendung des Prioritätsfaktors FA wird 
zusätzlich eine dritte Störungsberücksichtigungsalternative untersucht, nämlich die 
Erzeugung von Störungsdummies ausschließlich zur Auslastungsschätzung, ohne 
dass diese am Kopf der Warteschlange zu einem Abweichen von der allgemeinen 
Steuerung führen. Bei 40 unabhängigen Replikationen ergeben sich daraus insgesamt 
10.560 Einzelsimulationsläufe. 
                                                 
621 Vgl. Tabelle 7 für eine Übersicht der Verfahren zur Lösung stochastisch dynamischer Probleme.  
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Im ersten Schritt der Auswertung muss zunächst wiederum festgestellt werden, 
welche im Experiment untersuchten Parameter einen signifikanten Einfluss auf die 
Höhe der Zielgrößen haben. Die mithilfe von ANOVAs bestimmten 
Signifikanzwerte sind in Tabelle 67 zusammengefasst. Der Übersichtlichkeit halber 
wird auf eine Wiedergabe der Variationsquellen verzichtet, die die 
Störungsberücksichtigungsalternative nicht enthalten. Diese Variationsquellen haben 
alle einen signifikanten Einfluss auf die Zielgrößen und weisen Signifikanzwerte 
nahe null auf. Die Störungsberücksichtigungsalternative wird derart untersucht, dass 
die acht Zielgrößen-ANOVAs für jeden eingesetzten Prioritätsfaktor getrennt 
durchgeführt werden. 
 
Priori- 
täts- 
faktor 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FW 
SB-A 0,00000 0,00000 0,05299 0,00002 0,00000 0,05712 0,00000 0,00075 
PR * SB-A 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * SB-A 0,00218 0,00000 0,00348 0,01085 0,00000 0,00706 0,00000 0,05260 
PR * Ausl * SB-A 0,00165 0,00000 0,00513 0,01183 0,00000 0,01121 0,00000 0,03751 
FA 
SB-A 0,00000 0,00000 0,52584 0,00000 0,00000 0,35201 0,00000 0,00000 
PR * SB-A 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * SB-A 0,95840 0,00002 0,11486 0,98976 0,00003 0,15219 0,00000 0,91937 
PR * Ausl * SB-A 0,00000 0,00000 0,38224 0,00001 0,00000 0,53830 0,00000 0,00005 
FD 
SB-A 0,00000 0,21679 0,01484 0,00000 0,19875 0,00144 0,00000 0,00000 
PR * SB-A 0,00000 0,53584 0,19880 0,00000 0,58533 0,15930 0,00032 0,00000 
Ausl * SB-A 0,00000 0,43103 0,33627 0,00000 0,40758 0,55809 0,02994 0,00000 
PR * Ausl * SB-A 0,03640 0,99989 0,99295 0,01092 0,99985 0,99577 0,81267 0,00229 
FF  
SB-A 0,00151 0,00607 0,06138 0,09778 0,00566 0,10617 0,00000 0,63726 
PR * SB-A 0,05476 0,33758 0,00344 0,06575 0,31571 0,00793 0,00000 0,00034 
Ausl * SB-A 0,82981 0,54230 0,94165 0,46429 0,55697 0,93052 0,01147 0,09937 
PR * Ausl * SB-A 0,99407 0,99963 0,63615 0,91384 0,99967 0,67082 0,00006 0,26751 
TFσ  
SB-A 0,00000 0,30117 0,77784 0,00000 0,31749 0,28840 0,15824 0,00000 
PR * SB-A 0,00001 0,01789 0,22546 0,00001 0,02112 0,21690 0,00025 0,00000 
Ausl * SB-A 0,00000 0,89111 0,00232 0,00000 0,77979 0,00947 0,38681 0,00000 
PR * Ausl * SB-A 0,00179 0,93630 0,01648 0,00052 0,92413 0,01925 0,99798 0,00015 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
SB-A: Störungsberücksichtigungsalternative 
*: Interaktion zwischen Faktoren 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 67 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen in Abhängigkeit vom 
zugrunde liegenden Prioritätsfaktor im Rahmen der Untersuchung der Störungsantizipation 
Bei der Beurteilung der signifikanten Effekte der 
Störungsberücksichtigungsalternative ist auch von Interesse, wie diese im Vergleich 
zu den signifikanten Einflüssen der zugrunde liegenden Prioritätsfaktoren ausfallen. 
Da die Reaktion auf erwartete Störungen in Form der verstärkten Nutzung dieser 
Prioritätsfaktoren basiert, ist grundsätzlich mit ähnlichen signifikanten 
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Variationsquellen zu rechnen. Bei Anwendung des Prioritätsfaktors FW zeigt sich, 
dass die meisten die Störungsberücksichtigungsalternative beinhaltenden Effekte 
signifikant sind. Vergleicht man die Ergebnisse mit Tabelle 36, so ist festzustellen, 
dass bei der grundsätzlichen Anwendung des Prioritätsfaktors FW alle 
Variationsquellen, die den in Tabelle 67 dargestellten entsprechen, einen 
signifikanten Einfluss haben.622 Im Vergleich zu Tabelle 41 ist festzustellen, dass bei 
der störungsantizipierenden FA-Anwendung ebenfalls grundsätzlich weniger Effekte 
signifikant sind.623 Gleichzeitig spielt jedoch die vorliegende Systemauslastung in 
Kombination mit der Störungsberücksichtigungs- bzw. Prioritätsfaktoralternative bei 
der Minimierung von Fmax und Tmax nur bei der Störungsantizipation eine signifikante 
Rolle. Auch der FD-Einsatz ist dadurch gekennzeichnet, dass eine Reihe von 
Interaktionseffekten, vor allem im Rahmen der Fmax-, σF-, Tmax- und σT-ANOVA, in 
Bezug auf die Störungsberücksichtigungsalternative nicht signifikant sind, sehr wohl 
aber bei der zuvor untersuchten Faktorausprägung, wie in Tabelle 46 zu erkennen.624 
Auch bei Anwendung von FF  und TFσ  weist die 
Störungsberücksichtigungsalternative eine Reihe von nicht signifikanten Einflüssen 
auf, während die zugrunde liegenden Prioritätsfaktoren, wie in Tabelle 53 zu 
erkennen, zu signifikanten Effekten führen.625 Auffällig ist vor allem, dass bei der 
Störungsberücksichtigung z.T. nicht signifikante direkte bzw. Interaktionseffekte auf 
die Zielgrößen zu beobachten sind, für die der zugrunde liegende Prioritätsfaktor 
konzipiert ist. Die Ergebnisse des Abschnitts 6.6.2 hingegen zeigen, dass der 
jeweilige Prioritätsfaktor sowohl direkt als auch in Interaktion mit anderen 
erklärenden Variablen einen Einfluss auf die Höhe der ihm zugrunde liegenden 
Zielgröße hat. Die in Tabelle 67 aufgeführten nicht signifikanten Einflüsse müssen 
bei der Ergebnisauswertung beachtet werden, weil für die Interpretation der 
Mittelwertsunterschiede das Vorliegen eines signifikanten Einflusses Voraussetzung 
ist.626 
Die geringere Anzahl signifikanter Effekte im Vergleich zur Anwendung der 
zugrunde liegenden Prioritätsfaktoren spiegelt sich auch in deutlich niedrigeren 
partiellen Eta-Quadraten wieder, wenn man Tabelle 68 mit den korrespondierenden 
                                                 
622 Die Ergebnisse der entsprechenden ANOVA, insbesondere Tabelle 36, finden sich in Abschnitt 6.5.1.1. 
623 Die Ergebnisse der entsprechenden ANOVA, insbesondere Tabelle 41, finden sich in Abschnitt 6.5.2.1. 
624 Die Ergebnisse der entsprechenden ANOVA, insbesondere Tabelle 46, finden sich in Abschnitt 6.6.1.1. 
625 Die Ergebnisse der entsprechenden ANOVA, insbesondere Tabelle 53, finden sich in Abschnitt 6.6.2.1. 
626 Vgl. Abschnitt 5.4 
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Tabellen der Abschnitte 6.5.1.1, 6.5.2.1, 6.6.1.1 und 6.6.2.1 vergleicht. Die 
Prioritätsfaktoren haben zum Zeitpunkt eines Störungsdummies am Kopf der 
Warteschlange zwar einen stärkeren Einfluss, da die Prioritätsregel keine 
Anwendung findet, die geringe Häufigkeit dieses Ereignisses führt insgesamt aber zu 
einem schwachen zusätzlichen Einfluss der Störungsantizipation auf die Zielgrößen. 
 
Priori- 
täts- 
faktor 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FW 
SB-A 0,01323 0,01625 0,00200 0,00969 0,01607 0,00193 0,03800 0,00605 
PR * SB-A 0,03257 0,05735 0,01933 0,02268 0,05762 0,01806 0,17861 0,03202 
Ausl * SB-A 0,00777 0,02247 0,00725 0,00595 0,02289 0,00644 0,03511 0,00410 
PR * Ausl * SB-A 0,01909 0,04603 0,01727 0,01586 0,04677 0,01595 0,05288 0,01377 
FA 
SB-A 0,02207 0,01076 0,00046 0,01548 0,01058 0,00074 0,07237 0,00936 
PR * SB-A 0,04691 0,06627 0,02287 0,03283 0,06578 0,02111 0,18653 0,03601 
Ausl * SB-A 0,00054 0,01109 0,00364 0,00031 0,01086 0,00334 0,02068 0,00071 
PR * Ausl * SB-A 0,02977 0,03829 0,01117 0,02659 0,03829 0,01009 0,07004 0,02457 
FD 
SB-A 0,04011 0,00081 0,00317 0,03744 0,00088 0,00541 0,01252 0,03437 
PR * SB-A 0,02030 0,00218 0,00389 0,01873 0,00200 0,00423 0,01228 0,01731 
Ausl * SB-A 0,02424 0,00147 0,00181 0,02845 0,00155 0,00110 0,00477 0,03293 
PR * Ausl * SB-A 0,01383 0,00130 0,00260 0,01599 0,00137 0,00237 0,00537 0,01858 
FF  
SB-A 0,00536 0,00401 0,00187 0,00146 0,00408 0,00139 0,01611 0,00012 
PR * SB-A 0,00577 0,00303 0,00937 0,00551 0,00315 0,00832 0,05311 0,01221 
Ausl * SB-A 0,00047 0,00115 0,00021 0,00137 0,00111 0,00024 0,00588 0,00334 
PR * Ausl * SB-A 0,00252 0,00158 0,00666 0,00438 0,00155 0,00642 0,02398 0,00949 
TFσ  
SB-A 0,03417 0,00057 0,00004 0,03875 0,00053 0,00060 0,00106 0,04329 
PR * SB-A 0,01706 0,00727 0,00370 0,01712 0,00705 0,00376 0,01257 0,01720 
Ausl * SB-A 0,04242 0,00033 0,00770 0,04464 0,00058 0,00610 0,00162 0,04628 
PR * Ausl * SB-A 0,01896 0,00408 0,01528 0,02085 0,00425 0,01500 0,00209 0,02266 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
SB-A: Störungsberücksichtigungsalternative 
*: Interaktion zwischen Faktoren 
 
  Signifikanzwerte, die 0,05 überschreiten, sind in rot dargestellt. 
Tabelle 68 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen in Abhängigkeit 
vom zugrunde liegenden Prioritätsfaktor im Rahmen der Untersuchung der Störungsantizipation 
6.8.2.2 Untersuchung des Einflusses des zugrunde liegenden Prioritätsfaktors 
auf die Wirkung der Voraussichtsmechanismen der Klasse II 
Vor einer detaillierten Überprüfung der Voraussichtsmechanismen der Klasse II 
muss noch einmal auf ihre besondere Stellung eingegangen werden. Die übrigen 
Voraussichtsmechanismen haben das Ziel, durch Bevorzugung kritischer Aufträge 
die Erreichung bestimmter Zielsetzungen zu verbessern. Je nach Zielsetzung greifen 
sie dafür auf verschiedene Kennzahlen zurück. Die Antizipation von Störungen 
verfolgt jedoch ein anderes Ziel. Greift man auf die Ergebnisse aus Abschnitt 6.2 
zurück, so lässt sich feststellen, dass das Auftreten von Störungen zu 
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Verschlechterungen aller Zielgrößen führt. Als Beispiel seien die Ergebnisse bei 
Terminmultiplikator TM8 aus Tabelle 30 betrachtet, da dieser auch bei der 
Untersuchung der Störungsantizipation Anwendung findet. Im Mittel über alle 
Systemauslastungen und Prioritätsregeln sind durch das Auftreten von Störungen 
deutliche Verschlechterungen aller Zielgrößen zu beobachten. Während bei F , Fmax, 
σF, Tmax, θT und AL  im Mittel ungefähr eine Verdoppelung des Zielgrößenwerts 
auftritt, steigt σT durchschnittlich um 177,56% und T  sogar um 408,42%. Ziel der 
Störungsantizipation ist es, störungsbedingte Zielgrößenverschlechterungen 
abzumildern. 
In der detaillierten Betrachtung der Voraussichtsmechanismen der Klasse II sind 
somit zwei Fragen zu beantworten. Es muss überprüft werden, ob einer der zugrunde 
gelegten Prioritätsfaktoren als Basis der Störungsantizipation geeignet ist, die 
Verschlechterungen aller Zielgrößen zu begrenzen. Ist dies nicht der Fall, so sind die 
spezifischen Ziele, die mit den einzelnen Prioritätsfaktoren verfolgt werden, zu 
berücksichtigen. Mit FW und FA werden Aufträge bevorzugt, um eine Reduktion der 
Durchlaufzeiten zu erreichen. FD erhöht die Priorität von dringlichen Aufträgen, um 
eine Verbesserung der terminorientierten Zielsetzungen zu erzielen. FF  und TFσ  
sollen primär F  und σT reduzieren, sind aber bei der Minimierung von θT, T  und 
AL  bzw. Fmax, σF, Tmax ebenfalls erfolgreich. Ist die Störungsantizipation auf Basis 
keines Faktors in der Lage, alle Zielgrößenverschlechterungen zu reduzieren, so ist 
zu klären, ob zumindest die Verschlechterungen der Zielgrößen verhindert werden 
können, deren Optimierung mit dem jeweiligen Prioritätsfaktor verfolgt wird. Die 
Frage wäre dann z.B., ob die Störungsantizipationen auf Basis von FD dazu führt, 
dass die terminorientierten Zielsetzungen geringeren Verschlechterungen 
unterliegen, indem kurz vor Eintreten einer Störung die aus Termineinhaltungssicht 
kritischen Aufträge bevorzugt werden. 
Um die Wirkung der Voraussichtsmechanismen der Klasse II beurteilen zu 
können, wird für jede Problemstellung die Zielerreichung ausschließlich auf Basis 
der angewandten Prioritätsregel und dem jeweiligen Prioritätsfaktor mit der 
Zielerreichung unter zusätzlicher Berücksichtigung der Störungsantizipation 
verglichen. Herangezogen wird die prozentuale Zielgrößenänderung, die durch 
Anwendung des jeweiligen Voraussichtsmechanismus der Klasse II auftritt. Anhand 
der auftretenden Verbesserungen wird abgeschätzt, ob tatsächlich eine Reduktion der 
störungsbedingten Zielgrößenverschlechterung möglich ist. Dies stellt eine 
 384 
Vereinfachung dar, weil kein direkter Vergleich mit der Zielerreichung bei 
störungsfreiem Betrieb angestellt wird. Sie ist jedoch vertretbar, da es ohnehin 
schwer möglich ist, für eine Verbesserung durch die Störungsantizipation 
nachzuweisen, ob sie das Resultat einer geringeren störungsbedingten 
Zielgrößenverschlechterung ist. Es besteht auch die Möglichkeit, dass zumindest ein 
Teil der Verbesserung auf eine andere Wirkung der Voraussichtsmechanismen der 
Klasse II zurückzuführen ist. Im Rahmen der Auswertung der Experimentergebnisse 
wird auf diese Frage eingegangen. 
In den nachfolgenden Tabellen wird ausgewiesen, um wie viel Prozent die 
Anwendung des jeweiligen Voraussichtsmechanismus der Klasse II die Zielgrößen 
im Vergleich zur zugrunde liegenden Prioritätsregel mit jeweiliger 
Prioritätsfaktorerweiterung verändert. Verbesserungen sind grün unterlegt, 
Verschlechterungen rot. Mit roten Ziffern wird zusätzlich gekennzeichnet, wenn eine 
Verbesserung bzw. Verschlechterung signifikant größer null ist. 
 
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) -0,65% 2,44% -0,93% -1,66% 2,10% -1,39% -0,89% -0,60% 
0,90(g) -1,45% 10,35% -0,46% -2,56% 11,21% -0,66% -1,10% -1,98% 
0,95(g) -1,98% 5,97% 0,62% -2,71% 5,62% 0,40% -1,51% -2,34% 
0,95(u) -3,05% 17,96% -1,56% -5,43% 20,15% -1,69% -1,58% -3,94% 
SP
T 
0,80(g) 7,28% -7,86% -1,91% 8,41% -8,20% -2,26% 16,78% -5,73% 
0,90(g) 13,25% -19,12% -7,64% 16,58% -20,70% -8,30% 32,03% -4,50% 
0,95(g) 20,52% -28,48% -12,96% 26,48% -29,42% -13,20% 45,47% 5,45% 
0,95(u) 13,15% -11,57% -3,02% 18,53% -11,90% -3,43% 30,66% -1,79% 
PT
+W
IN
Q
 
0,80(g) 2,97% -3,72% 0,01% 5,45% -3,35% 0,51% 6,75% -1,71% 
0,90(g) 2,84% -3,69% -2,89% 4,21% -4,14% -2,90% 5,95% 0,79% 
0,95(g) 0,81% -11,63% -7,25% 0,68% -12,02% -7,27% 3,08% 0,00% 
0,95(u) 5,58% -16,86% -2,11% 9,06% -17,91% -2,42% 9,81% 1,83% 
O
D
D
 0,80(g) -0,41% 4,78% 0,29% -0,36% 5,35% 0,25% -0,61% 0,51% 
0,90(g) -0,97% 9,10% 0,63% -1,54% 10,61% 0,49% -0,92% -0,96% 
0,95(g) -2,30% 13,18% 0,78% -3,28% 15,51% 0,66% -1,30% -2,94% 
0,95(u) -2,14% 19,92% -0,10% -3,44% 24,11% -0,10% -1,71% -2,10% 
M
C
O
V
ER
T 0,80(g) -0,94% 15,72% 9,08% 8,28% 24,89% 12,12% -9,10% 16,01% 
0,90(g) 2,34% 8,93% 13,56% 6,79% 11,96% 15,78% -1,72% 7,42% 
0,95(g) 5,74% 11,10% 16,13% 10,18% 12,37% 17,58% -0,05% 10,19% 
0,95(u) 1,97% 20,66% 18,62% 10,26% 25,60% 23,87% -6,35% 13,89% 
A
TC
 0,80(g) -1,04% 2,12% 4,71% 10,49% 3,11% 4,05% 1,32% 16,09% 
0,90(g) 3,85% -13,29% -1,40% 23,33% -14,58% -2,72% 6,96% 26,37% 
0,95(g) 11,13% -28,94% -10,98% 32,13% -29,88% -11,66% 14,76% 32,93% 
0,95(u) 3,85% -10,80% 2,81% 28,55% -11,02% 2,23% 8,94% 29,99% 
Tabelle 69 - Durch Reaktion auf Störungsdummies am Warteschlangenkopf erzielte relative Zielgrößenänderungen bei 
Einsatz von FW in Abhängigkeit von Prioritätsregel und Systemauslastung 
Als erstes wird die Anwendung des Voraussichtsmechanismus der Klasse II auf 
Grundlage von Prioritätsfaktor FW betrachtet. Die resultierenden 
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Zielgrößenänderungen werden in Tabelle 69 dargestellt. Die Ergebnisse offenbaren, 
wie bereits mehrfach in Bezug auf die Wirkung der verschiedenen 
Voraussichtsmechanismen beobachtet, eine starke Abhängigkeit der Vorteilhaftigkeit 
der Störungsantizipation von der angewandten Prioritätsregel. So hilft der 
Mechanismus in Kombination mit SPT, PT+WINQ und ATC vor allem, Fmax, σF, 
Tmax und σT zu reduzieren. Bei Anwendung von SPT kann zudem AL  signifikant 
gesenkt werden. Liegt eine Steuerung mit FIFO oder ODD zugrunde, erreicht die 
Störungsantizipation nur nicht signifikante Reduktionen von F , σF, T , σT, θT und 
AL , während Fmax und Tmax steigen. In Kombination mit MCOVERT führt der 
Störungsantizipationsmechanismus außer bei der Minimierung von θT und der 
Minimierung von F  bei Systemauslastung 0,80(g) zu signifikanten 
Zielgrößenverschlechterungen. Generell ist zu beobachten, dass die Wirkung der 
Störungsantizipation auf die Zielgrößen tendenziell mit steigender Systemauslastung 
zunimmt. 
Betrachtet man diese Ergebnisse in Hinblick auf die zu beantwortenden 
Fragestellungen, so gestatten sie klare Antworten. Die Störungsantizipation auf Basis 
von Prioritätsfaktor FW ist nicht in der Lage, Verschlechterungen aller Zielgrößen zu 
verhindern. Auch treten die signifikanten Zielgrößenverbesserungen nicht bei den 
mittleren Durchlaufzeiten auf, die vor allem durch den Einsatz dieses 
Prioritätsfaktors reduziert werden sollen. Da die Störungsantizipation eine andere 
Wirkung zeigt als der ihr zugrunde liegende Prioritätsfaktor aufweist, ist nicht davon 
auszugehen, dass die niedrigeren Zielgrößenwerte auf eine Reduktion der 
störungsbedingten Verschlechterungen zurückzuführen sind. 
Der Vergleich von Tabelle 69 mit Tabelle 70 zeigt, dass FA als zugrunde liegender 
Prioritätsfaktor eine ähnliche Wirkung der Störungsantizipation auf die Zielgrößen 
verursacht. Allerdings unterscheiden sich beide darin, dass die FA-basierende 
Variante bei Einsatz von ATC, PT+WINQ und SPT tendenziell zur Minimierung von 
AL , θT, F  und T  bzw. generell bei Systemauslastung 0,95(u) besser geeignet ist.627 
In den übrigen Fällen, insbesondere bei Systemauslastung 0,80(g), sind zumeist bei 
Einsatz von FW bessere Ergebnisse zu verzeichnen. Insgesamt sind bei FA-Einsatz in 
wenigen Fällen Verbesserungen durch Störungsantizipation zu erzielen und diese 
Fälle beschränken sich oftmals auf solche, die durch eine Systemauslastung von 
                                                 
627 Dies entspricht der Beobachtung in Bezug auf die Faktoranwendungen im Rahmen der Voraussicht der Klasse 
III, wie sie in Abschnitt 6.1.2.5 verglichen werden. 
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0,95(g) gekennzeichnet sind. Auch die Anwendung des Prioritätsfaktors FA als 
Grundlage der Störungsantizipation führt zwar z.T. zu signifikanten 
Zielgrößenreduktionen, nicht jedoch zur Erreichung des eigentlichen Ziels der 
Reduktion von störungsbedingten Verschlechterungen. 
 
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) 8,65% 18,25% 11,35% 25,82% 19,17% 15,57% 11,97% 10,70% 
0,90(g) 3,74% 19,77% 5,18% 7,20% 20,21% 5,72% 1,89% 6,32% 
0,95(g) -2,45% 28,68% 2,34% -3,60% 30,37% 2,25% -0,64% -3,44% 
0,95(u) 2,70% 33,34% 5,02% 4,58% 36,65% 5,97% 3,66% 2,74% 
SP
T 
0,80(g) 8,19% 0,83% -1,01% 10,30% 1,73% -0,50% 17,63% -5,93% 
0,90(g) 13,50% -13,30% -5,29% 16,77% -14,88% -5,10% 31,43% -4,56% 
0,95(g) 19,13% -25,65% -10,42% 23,68% -26,36% -10,20% 42,49% 3,88% 
0,95(u) 14,30% -25,48% -8,10% 18,97% -26,10% -9,88% 34,59% -2,96% 
PT
+W
IN
Q
 
0,80(g) 3,25% 0,59% 0,69% 6,84% 1,45% 1,56% 6,98% -1,30% 
0,90(g) 1,95% -4,66% -2,47% 2,33% -5,43% -2,25% 4,34% -0,22% 
0,95(g) -0,41% -5,31% -4,32% -1,22% -5,61% -4,18% 2,01% -1,65% 
0,95(u) 4,43% -23,35% -4,20% 5,82% -24,60% -4,99% 8,87% -0,13% 
O
D
D
 0,80(g) 8,76% 12,12% 9,41% 26,54% 15,89% 14,29% 13,42% 10,16% 
0,90(g) 3,42% 8,27% 2,05% 6,65% 10,06% 2,73% 2,21% 5,84% 
0,95(g) -2,94% 14,21% -0,29% -4,39% 17,12% -0,18% -0,43% -4,28% 
0,95(u) 2,89% 27,57% 3,75% 4,93% 35,84% 5,14% 4,71% 2,89% 
M
C
O
V
ER
T 0,80(g) 0,07% 14,40% 8,18% 10,09% 26,08% 14,66% -6,95% 13,39% 
0,90(g) 1,16% 11,81% 13,57% 3,72% 15,96% 15,88% -1,72% 4,37% 
0,95(g) 4,23% 15,76% 17,67% 7,58% 17,98% 19,05% -0,11% 7,61% 
0,95(u) 0,86% 25,68% 19,15% 6,58% 32,73% 23,81% -6,13% 10,07% 
A
TC
 0,80(g) -0,42% -0,63% 5,36% 12,34% -0,28% 5,83% 2,57% 15,35% 
0,90(g) 3,22% -15,57% 1,17% 19,73% -16,94% 0,41% 5,74% 22,62% 
0,95(g) 9,02% -24,78% -6,64% 26,19% -25,50% -7,17% 11,75% 27,09% 
0,95(u) 3,30% -20,88% -1,52% 24,50% -21,30% -2,69% 7,87% 26,01% 
Tabelle 70 - Durch Reaktion auf Störungsdummies am Warteschlangenkopf erzielte relative Zielgrößenänderungen bei 
Einsatz von FA in Abhängigkeit von Prioritätsregel und Systemauslastung 
Die zweite Erweiterung des Prioritätsfaktors FA um einen 
Voraussichtsmechanismus der Klasse II ist die ausschließliche Berücksichtigung der 
Störungsdummies im Work Content aller Maschinen. Die Berücksichtigung der 
erwarteten störungsbedingten Ausfallszeiten findet somit ausschließlich über die 
Kennzahl statt, die die Grundlage des Prioritätsfaktors FA bildet. Ob sich ein 
Störungsdummy am Kopf einer Warteschlange befindet, spielt dafür keine Rolle. In 
Tabelle 71 werden die Zielgrößenänderungen durch Anwendung dieser Art der 
Störungsberücksichtigung dargestellt. Zu erkennen ist, dass in deutlich weniger 
Fällen signifikante Zielgrößenänderungen vorliegen als in Tabelle 70, wo die 
Ergebnisse für die andere FA-basierende Störungsantizipation dargestellt werden. Die 
meisten signifikanten Zielgrößenänderung sind Verschlechterungen bei der 
Minimierung von F , T , θT, AL  bei Anwendung der ODD oder FIFO-Regel. Diese 
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Reaktion lässt sich aus den Ergebnissen des für Abschnitt 6.5.2 durchgeführten 
Experiments erklären. Diese vier Zielsetzungen können bei Einsatz von ODD und 
FIFO durch eine FA-Modifikation besonders deutlich gesenkt werden. Gerade bei 
Vorliegen von Störungen ist die Höhe der Verbesserung aber stark vom LA1-Wert 
abhängig. Sinkt dieser, d.h. steigt der Einfluss des Prioritätsfaktors, gehen die 
erzielten Verbesserungen zurück. Eine Erhöhung der Work Contents um die 
erwarteten störungsbedingten Ausfallzeiten hat bei gleichem LA1-Wert ebenfalls 
stärker von eins abweichende Prioritätsfaktorwerte zur Folge, da die Work-Content-
Unterschiede zwischen den Maschinen größer werden.628 Die indirekte Erhöhung des 
Gewichts von FA ist somit der Grund für die auftretenden 
Zielgrößenverschlechterungen. In Hinblick auf die eingangs beschriebene 
Zielsetzung ist dieser Voraussichtsmechanismus nicht geeignet, störungsbedingte 
Zielgrößenverschlechterungen zu reduzieren. 
 
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) 10,96% 1,19% 10,04% 30,60% 0,21% 15,16% 15,96% 11,05% 
0,90(g) 6,86% -2,07% 1,60% 12,50% -3,37% 2,65% 5,07% 10,27% 
0,95(g) 2,64% 2,82% -0,93% 3,74% 2,67% -0,60% 1,72% 3,44% 
0,95(u) 8,14% 4,44% 4,10% 14,23% 4,87% 5,15% 8,84% 8,95% 
SP
T 
0,80(g) 0,63% 2,18% 0,65% 1,75% 3,07% 0,79% 1,51% -0,10% 
0,90(g) 0,90% -0,26% 0,55% 1,90% -0,55% 0,53% 1,58% 0,39% 
0,95(g) 0,74% -0,83% -0,11% 1,11% -0,77% -0,11% 1,72% 0,41% 
0,95(u) 0,78% 0,66% 0,32% 1,80% 0,80% 0,33% 1,59% 0,40% 
PT
+W
IN
Q
 
0,80(g) 0,52% 2,08% 0,76% 1,71% 2,66% 1,22% 1,09% 0,13% 
0,90(g) 0,74% -2,39% 0,19% 1,42% -2,78% 0,20% 0,95% 0,71% 
0,95(g) 0,24% -2,57% -0,70% 0,24% -2,50% -0,66% 0,59% 0,08% 
0,95(u) 0,42% -5,70% -0,38% 0,70% -6,23% -0,54% 0,75% 0,15% 
O
D
D
 0,80(g) 10,71% 5,29% 9,12% 30,61% 6,55% 14,82% 16,88% 10,29% 
0,90(g) 6,89% -0,10% 1,54% 12,82% 0,01% 2,68% 5,32% 10,65% 
0,95(g) 3,65% -3,39% -1,00% 5,28% -4,06% -0,66% 1,82% 4,97% 
0,95(u) 8,65% 5,57% 4,75% 15,64% 6,65% 6,45% 9,37% 10,10% 
M
C
O
V
ER
T 0,80(g) 0,91% 1,21% -0,30% 3,21% 3,10% 2,28% 1,21% -0,20% 
0,90(g) 0,38% 1,28% 0,65% 0,98% 1,94% 0,78% 0,01% 0,97% 
0,95(g) 0,65% -0,15% 0,64% 1,15% -0,03% 0,68% 0,00% 1,15% 
0,95(u) 0,37% -0,55% 0,00% 0,77% 0,09% 0,51% 0,38% 0,38% 
A
TC
 0,80(g) 0,20% -1,68% 0,03% 1,19% -1,65% 0,14% 1,03% 0,26% 
0,90(g) 0,24% 0,94% 0,41% 0,90% 0,64% 0,46% 0,65% 0,68% 
0,95(g) 0,46% -2,51% -0,18% 1,15% -2,58% -0,20% 0,59% 1,03% 
0,95(u) 0,40% 0,28% 0,06% 1,30% 0,71% 0,13% 1,48% 0,56% 
Tabelle 71 - Durch Berücksichtigung des Störungsdummyarbeitsvolumens erzielte Zielgrößenänderungen bei Einsatz 
von FA in Abhängigkeit von Prioritätsregel und Systemauslastung 
                                                 
628 Während der Abarbeitung kurzer Warteschlangen wird i.d.R. keine oder nur eine Störung erwartet, bei langen 
Warteschlangen können es mehrere sein. Die größten Unterschiede sind zu erwarten, wenn für Maschinen mit gar 
keinen Ausfällen in dieser Zeitspanne gerechnet wird. So erklärt sich auch, dass die Verschlechterung bei 
Systemauslastung 0,80(g) und 0,95(u) am größten ist, weil diese Situation dort am häufigsten auftritt. 
 388 
Tabelle 72 gibt wieder, um wie viel Prozent sich die Zielgrößen ändern, wenn 
zusätzlich zum regulären Einsatz des Prioritätsfaktors FD auch eine Reaktion auf 
einen Störungsdummy am Kopf einer Warteschlange stattfindet.629 Die in Tabelle 67 
dargestellten Ergebnisse der Zielgrößen-ANOVAs zeigen auf, dass die 
Störungsberücksichtigungsalternative hier weder direkt noch in Wechselwirkung mit 
einer anderen erklärenden Variable einen signifikanten Einfluss auf die Höhe von 
Fmax und Tmax hat. Entsprechend ist bei diesen Größen kein Vergleich der 
Störungsberücksichtigungsalternativen durchzuführen. Bei den anderen sechs 
Zielgrößen treten signifikante Verschlechterungen vor allem dann auf, wenn die 
Prioritätsregeln SPT, PT+WINQ, MCOVERT oder ATC angewandt werden und F , 
T  oder AL  minimiert werden sollen. Da dem kaum signifikante Verbesserungen 
anderer Zielgrößen gegenüber stehen, ist auch diese Form der Störungsantizipation 
ungeeignet, die eingangs dargestellten Ziele zu erreichen. 
Zieht man Abbildung 44 und Abbildung 45 aus Abschnitt 6.6.1.3 hinzu, lassen 
sich Parallelen zwischen der Wirkung einer Senkung von LD unter 1.000 und der 
einer Beibehaltung dieses LD-Werts bei zusätzlicher Störungsantizipation erkennen. 
Die Abbildungen zeigen auf, dass bei LD=1.000 bereits der Großteil der möglichen 
Zielgrößenverbesserungen erzielt wird, ein kleinerer LD-Wert also kaum zusätzlichen 
Nutzen stiftet. Die Zielgrößen, die mit Erhöhungen auf den FD-Einsatz reagieren, 
nehmen allerdings bei kleineren LD-Werten als 1.000 noch deutlich zu. Die gleichen 
Veränderungen lassen sich auch bei den Daten in Tabelle 72 feststellen. Abbildung 
44 und Abbildung 45 zeigen auch auf, dass bei FIFO- und ODD-Einsatz bei 
LD=1.000 bereits die vollständigen Zielgrößenerhöhungen durch FD-Anwendung 
eingetreten sind. Auch hier weisen die in Tabelle 72 dargestellten Ergebnisse 
deutliche Parallelen auf, da bei FIFO- und ODD-Steuerung keine signifikanten 
Verschlechterungen durch die Störungsantizipation festzustellen sind. Insgesamt ist 
daraus zu schließen, dass eine Erweiterung der FD-Anwendung durch den 
vorgestellten Voraussichtsmechanismus der Klasse II zu ähnlichen Ergebnissen führt 
wie die stärker gewichtete Anwendung von FD. Die Störungsantizipation in 
Kombination mit dem Prioritätsfaktor FD ist zudem nicht in der Lage, die 
störungsbedingten Zielgrößenverschlechterungen zu reduzieren und somit nicht 
geeignet, die mit ihr verfolgten Ziele zu erreichen. 
                                                 
629 Es treten zwei Konstellationen auf, in denen der Anteil der terminüberschreitenden Aufträge bei allen 
untersuchten Störungsberücksichtigungsalternativen immer eins beträgt. Da somit kein Vergleich durchgeführt 
werden kann, sind diese beiden Fälle in Tabelle 72 mit „▬“ gekennzeichnet. 
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Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) -0,36% 0,43% -0,68% -1,13% 0,12% -0,72% 0,14% -1,13% 
0,90(g) 0,50% 0,67% -0,39% 0,73% 0,78% -0,37% 0,00% 0,73% 
0,95(g) 0,24% 0,06% 0,77% 0,30% 0,18% 0,76% ▬ 0,30% 
0,95(u) 0,40% -0,61% 0,43% 0,64% -0,39% 0,47% 0,16% 0,62% 
SP
T 
0,80(g) 7,15% 0,00% -4,52% 9,86% -0,40% 3,81% 9,37% -12,18% 
0,90(g) 11,40% 2,81% 5,71% 29,51% 2,52% 9,41% 4,27% 26,80% 
0,95(g) 15,44% 1,02% 4,72% 25,13% 1,64% 4,86% 0,05% 25,13% 
0,95(u) 9,97% -1,77% 2,19% 22,86% -1,75% 7,22% 6,94% 12,71% 
PT
+W
IN
Q
 
0,80(g) 4,54% -0,67% -2,08% 8,03% -1,67% 3,08% 6,96% -6,48% 
0,90(g) 8,37% 2,69% 2,45% 17,90% 3,73% 3,91% 2,18% 17,02% 
0,95(g) 10,29% 1,64% -0,83% 15,05% 2,41% -0,74% 0,02% 15,05% 
0,95(u) 7,69% -3,43% 0,11% 15,62% -3,95% 2,51% 5,67% 10,05% 
O
D
D
 0,80(g) 0,07% 0,26% 0,67% 0,34% 0,63% 0,60% 0,10% 0,40% 
0,90(g) 0,45% 0,68% 0,76% 0,65% 0,38% 0,77% 0,00% 0,65% 
0,95(g) -0,49% 0,29% -1,03% -0,61% 0,18% -1,04% ▬ -0,61% 
0,95(u) -0,16% 1,05% 0,28% -0,28% 1,55% 0,28% 0,09% -0,28% 
M
C
O
V
ER
T 0,80(g) 1,60% 2,26% 2,57% 9,27% 3,45% 5,65% -0,30% 7,28% 
0,90(g) 6,96% 6,10% 7,00% 13,90% 7,27% 7,99% 0,07% 13,89% 
0,95(g) 10,68% 7,06% 10,45% 15,62% 8,25% 11,10% 0,00% 15,62% 
0,95(u) 5,60% 3,98% 7,35% 13,06% 4,43% 9,16% 0,19% 12,71% 
A
TC
 0,80(g) 1,61% -0,94% 0,94% 7,93% -1,04% 3,05% 7,14% 3,06% 
0,90(g) 9,91% 2,40% 7,18% 25,27% 2,24% 8,85% 1,94% 24,95% 
0,95(g) 16,00% 0,07% 4,88% 25,72% 0,75% 4,98% 0,02% 25,72% 
0,95(u) 6,89% -4,02% 4,44% 18,50% -4,99% 6,00% 3,90% 17,09% 
Tabelle 72 - Durch Reaktion auf Störungsdummies am Warteschlangenkopf erzielte relative Zielgrößenänderungen bei 
Einsatz von FD in Abhängigkeit von Prioritätsregel und Systemauslastung 
Mit FF  und TFσ  werden zwei Prioritätsfaktoren als Grundlage für die 
Störungsantizipation herangezogen, die spezifisch zur Minimierung einer Zielgröße 
konzipiert sind. Die resultierenden prozentualen Zielgrößenänderungen finden sich in 
Tabelle 73 und Tabelle 74. Die in Tabelle 67 dargestellten Ergebnisse der 
Varianzanalysen zeigen auf, dass die Störungsberücksichtigungsalternative bei 
Anwendung von FF  weder direkt noch in Wechselwirkung mit einer anderen 
erklärenden Variable einen signifikanten Einfluss auf die Höhe von T  hat. Die 
entsprechende Wirkung der Störungsberücksichtigungsalternative ist somit von der 
Untersuchung auszuschließen. Während die Zielgrößen bei zugrunde liegendem 
Prioritätsfaktor TFσ  zumeist Verschlechterungen durch die Störungsantizipation 
unterliegen, sind zumindest in Kombination mit FF  einige signifikante 
Verbesserungen erzielbar. Diese treten vorrangig bei den Zielgrößen auf, deren 
Reduktion mit FF , wie in Abschnitt 6.6.2 dargestellt, generell erreicht werden kann. 
Die Störungsantizipation eignet sich auf Basis von FF  somit zwar nicht zur 
Verhinderung der Verschlechterungen aller Zielgrößen, aber zumindest derer, die 
durch den Einsatz des zugrunde liegenden Prioritätsfaktors reduziert werden können. 
 
 390 
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) 0,15% 1,80% 1,07% 0,45% 2,06% 1,97% -0,25% -0,01% 
0,90(g) -0,25% 7,96% 1,90% -0,34% 8,85% 2,51% -0,62% 0,03% 
0,95(g) -0,32% 11,54% 5,45% -0,16% 12,33% 6,11% -1,47% 0,25% 
0,95(u) -0,27% 12,08% 2,74% -0,58% 13,07% 3,60% -0,35% -0,14% 
SP
T 
0,80(g) 0,04% 0,10% 0,04% -0,03% 0,00% 0,09% 0,02% -0,07% 
0,90(g) 0,14% -3,43% -0,40% 0,19% -3,92% -0,51% 0,31% -0,03% 
0,95(g) 0,11% 0,45% -0,96% -0,05% 0,41% -1,05% 0,61% -0,21% 
0,95(u) 0,21% -0,25% -0,29% 0,24% -0,17% -0,38% 0,56% -0,06% 
PT
+W
IN
Q
 
0,80(g) -0,55% -0,98% 0,21% -0,06% -1,77% -0,39% -0,45% 0,71% 
0,90(g) -2,42% 7,37% -2,04% -4,98% 8,25% -2,62% -2,17% -1,60% 
0,95(g) -3,83% 4,93% -6,69% -7,33% 5,11% -7,13% 0,85% -5,84% 
0,95(u) -2,31% 3,13% -1,95% -5,07% 3,60% -2,22% -1,31% -1,50% 
O
D
D
 0,80(g) 0,10% 0,05% 0,11% 0,11% 0,60% 0,30% 0,65% -0,10% 
0,90(g) -0,28% 5,58% 0,30% -0,75% 6,34% 0,46% 0,28% -0,44% 
0,95(g) -0,60% 9,36% 2,37% -0,84% 9,55% 2,40% -0,43% -0,51% 
0,95(u) -0,45% 9,53% 2,60% 0,16% 9,85% 3,36% -1,64% 0,85% 
M
C
O
V
ER
T 0,80(g) -3,13% 13,80% 6,92% -0,97% 21,84% 6,16% -10,56% 13,51% 
0,90(g) -2,16% 16,01% 9,62% -4,36% 21,28% 9,64% -3,82% -2,36% 
0,95(g) -2,15% 18,96% 11,41% -3,88% 21,36% 12,15% -0,53% -3,77% 
0,95(u) -3,77% 23,24% 16,56% -3,97% 27,83% 18,31% -10,20% 4,31% 
A
TC
 0,80(g) -2,25% 3,57% 4,17% 0,95% 4,59% 4,32% -1,34% 9,75% 
0,90(g) -0,70% 0,49% 3,69% 3,82% 0,39% 3,08% -0,12% 8,60% 
0,95(g) 0,19% -1,91% 0,98% 3,43% -1,93% 0,69% -0,12% 5,92% 
0,95(u) -2,18% 0,13% 3,14% 3,15% 0,08% 2,64% -2,35% 10,61% 
Tabelle 73 - Durch Reaktion auf Störungsdummies am Warteschlangenkopf erzielte relative Zielgrößenänderungen bei 
Einsatz des Prioritätsfaktors zur Minimierung der mittleren DLZ in Abhängigkeit von Prioritätsregel und 
Systemauslastung 
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) -1,89% -1,39% 1,59% -3,91% -0,18% -1,75% -1,43% -1,38% 
0,90(g) 0,74% 0,86% -1,17% 1,11% 0,50% -1,74% 0,03% 1,09% 
0,95(g) 1,46% 3,71% -0,18% 1,82% 4,68% -0,31% 0,01% 1,82% 
0,95(u) -0,07% 2,38% 0,61% 0,27% 1,91% -0,31% -0,51% 0,62% 
SP
T 
0,80(g) 2,15% -2,07% 0,01% 5,53% -2,32% 1,61% 3,67% -0,88% 
0,90(g) 9,41% -0,44% 1,06% 19,01% -0,38% 3,79% 4,39% 14,84% 
0,95(g) 15,86% 2,80% -7,41% 23,07% 3,51% -6,60% 3,52% 21,98% 
0,95(u) 5,57% -4,72% 0,54% 11,79% -5,93% 2,01% 3,07% 7,27% 
PT
+W
IN
Q
 
0,80(g) 0,85% -3,10% 0,98% 4,04% -3,97% 0,64% 2,25% 1,02% 
0,90(g) 3,34% -2,81% 2,20% 7,61% -3,76% 1,94% 0,59% 7,11% 
0,95(g) 9,65% 1,33% 1,89% 14,63% 1,50% 1,03% 0,67% 14,51% 
0,95(u) 2,99% -4,61% 0,40% 7,01% -5,92% 0,28% 1,26% 5,21% 
O
D
D
 0,80(g) -1,42% -1,93% 1,59% -2,63% -1,46% -1,30% -0,78% 0,19% 
0,90(g) 1,06% -0,13% -0,13% 1,89% -0,80% -0,44% 0,15% 1,86% 
0,95(g) 0,64% 1,10% 0,66% 0,93% 1,00% 0,48% -0,32% 0,96% 
0,95(u) -0,74% -1,60% 0,88% -0,74% -1,66% -0,78% -0,49% 0,02% 
M
C
O
V
ER
T 0,80(g) 0,49% 1,43% 4,71% 10,98% 1,34% 2,39% -3,44% 13,17% 
0,90(g) 6,05% 3,70% 2,08% 14,43% 6,27% 1,75% -1,19% 14,78% 
0,95(g) 7,42% 2,46% -1,03% 11,46% 3,50% -0,83% -0,20% 11,48% 
0,95(u) 3,35% 5,40% 5,09% 10,17% 4,03% 4,68% -2,59% 11,32% 
A
TC
 0,80(g) -0,12% -2,47% 4,06% 6,15% -2,68% 1,33% 1,71% 9,52% 
0,90(g) 5,05% -5,92% 2,72% 12,36% -6,46% 1,77% 0,66% 12,94% 
0,95(g) 14,45% -8,33% -12,47% 21,06% -9,36% -14,18% 3,23% 20,95% 
0,95(u) 2,75% -8,57% 2,68% 8,88% -10,22% 1,27% 0,18% 10,12% 
Tabelle 74 - Durch Reaktion auf Störungsdummies am Warteschlangenkopf erzielte relative Zielgrößenänderungen bei 
Einsatz des Prioritätsfaktors zur Minimierung der Standardabweichung der TÜ in Abhängigkeit von Prioritätsregel 
und Systemauslastung 
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Fraglich ist jedoch, ob es sich tatsächlich um eine Reduktion der störungsbedingten 
Verschlechterungen handelt, oder ob wie im Fall des zuvor beschriebenen 
Prioritätsfaktors FD vielmehr nur eine Verstärkung des FF -Einflusses stattfindet. 
Abschließend lässt sich diese Frage nicht beantworten, ein Vergleich mit den 
Ergebnissen des Abschnitts 6.6.2 zeigt aber auf, dass die Ergebnisse auf eine 
Ausweitung der Prioritätsfaktoreneinflüsse zurückzuführen sein können. 
6.8.2.3 Zusammenfassende Beurteilung 
Die untersuchten Experimentergebnisse zeigen auf, dass keiner der in Abschnitt 
4.2 dargestellten Voraussichtsmechanismen der Klasse II in der Lage ist, die aus dem 
Vorliegen von Störungen resultierenden Zielgrößenverschlechterungen zu 
reduzieren. Vereinzelt sind bei ihrer Anwendung zwar Zielgrößenverbesserungen 
möglich, diese können aber mit den übrigen vorgestellten Voraussichtsmechanismen 
gezielter erreicht werden. Damit ergibt sich eine Reihe von Fragen, die nur mit einer 
umfangreichen Studie zur Voraussicht der Klasse II beantwortet werden können.630 
Zunächst einmal ist grundsätzlich zu klären, ob es möglich ist, im Rahmen eines 
reaktiven Steuerungskonzepts, im Speziellen bei Anwendung von Prioritätsregeln, 
Zielgrößenverschlechterungen zu verhindern, indem zukünftige Störungen antizipiert 
werden. Sollte dies möglich sein, muss bestimmt werden, in welcher Weise ein 
entsprechender Mechanismus ausgestaltet sein muss, um eine möglichst breite 
Anwendbarkeit in unterschiedlichen Ansätzen, wie dem in der vorliegenden Arbeit 
untersuchten, aufzuweisen. Die mit einer allgemeinen Untersuchung erzielbaren 
Erkenntnisse bieten zudem wichtige Information für die optimale Ausgestaltung 
spezifischer Störungsantizipationsverfahren, die nur in einem spezialisierten 
Verfahren der Ablaufplanung Anwendung finden sollen. Insbesondere ist im 
Rahmen einer umfangreichen Studie von Interesse, wie sich das Eintreten 
zukünftiger Störungen bestmöglich schätzen lässt. In der vorliegenden Arbeit wurden 
dafür nur sehr einfache Kennzahlen herangezogen, die dazu geführt haben können, 
dass der Voraussichtsmechanismus nicht effektiv ist. 
Aufgrund der mangelnden Eignung der untersuchten Voraussichtsmechanismen 
der Klasse II werden diese in den folgenden Abschnitten 6.8.3 und 6.8.4 nicht 
berücksichtigt. 
                                                 
630 Die bereits verfügbaren, in Abschnitt 3.3 angeführten Studien bieten keine Antwort, weil die Ergebnisse sich 
nicht auf die in der vorliegenden Arbeit zugrunde liegende reaktive Steuerung übertragen lassen. 
 392 
6.8.3 Optimierung der Termineinhaltung mithilfe kombinierter 
Voraussichtsmechanismen 
6.8.3.1 Beschreibung der Problemstellung des Experiments und der 
angewandten vorausschauenden Steuerungskonzepte 
In den Abschnitten 6.3 bis 6.8.2 wurde detailliert untersucht, inwieweit die in 
Tabelle 4 dargestellten Zielgrößen durch Anwendung der in Kapitel 4 entwickelten 
Voraussichtsmechanismen gesenkt werden können. Dabei wurde auf die 
Besonderheiten der nicht-regulären Zielgröße AL  eingegangen. Insbesondere ist 
aufgezeigt worden, dass in Systemen, in denen die mittlere Durchlaufzeit deutlich 
geringer ist als die mittlere Zeitspanne zwischen Auftragsankunft und 
Fertigstellungstermin, einzig die vorausschauende Auftragsfreigabe AL  
systematisch und substantiell senken kann. Diese hält die Aufträge so lange im 
Freigabepool zurück, bis der erwartete Fertigstellungszeitpunkt dem vorgegebenen 
Termin entspricht. Wie in Abschnitt 6.7 dargestellt, ist die Konsequenz daraus, dass 
AL  zwar deutlich gesenkt werden kann, das Zurückhalten der Aufträge aber 
gleichzeitig i.d.R. alle anderen betrachteten Zielgrößen verschlechtert. Aus diesem 
Grund bietet sich die AL -Minimierung besonders an, den kombinierten Einsatz 
verschiedener Voraussichtsmechanismen zu untersuchen. Die Fragestellung ist, 
inwieweit es möglich ist, die Aufträge lange genug im Freigabepool zurückzuhalten, 
sodass AL  minimiert werden kann, gleichzeitig aber die Reihenfolgeplanung in 
vorausschauender Weise durchzuführen, dass möglichst keine oder zumindest nur 
geringe Verschlechterungen der anderen Zielgrößen eintreten. Einschränkend ist 
festzuhalten, dass sich F  als einzige Zielgröße im beschriebenen Szenario 
zwangsläufig erhöhen muss, um AL  zu senken. 
 Die Abschnitte 6.3 bis 6.8.2 haben verschiedene Möglichkeiten aufgezeigt, die 
einzelnen Zielgrößen zu senken. Zu klären ist aber, welche Strategie für die eingangs 
dieses Abschnitts formulierte Zielsetzung angewandt werden sollte bzw. durch 
Kombination welcher Voraussichtsmechanismen diese bestmöglich umgesetzt 
werden kann. Eine Herangehensweise ist, die Aufträge freizugeben, wenn der 
erwartete Fertigstellungszeitpunkt dem Auftragstermin entspricht und bei der 
Reihenfolgeplanung eine Minimierung der mittleren Durchlaufzeit anzustreben. 
Dieser Ansatz fußt auf der Beobachtung der bisherigen Experimente, dass eine 
derartige Strategie dazu führt, dass ein Großteil der Aufträge schnell fertiggestellt 
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wird und der Anteil terminüberschreitender Aufträge sehr gering ist. Zusätzlich 
können geeignete Voraussichtsmaßnahmen ergriffen werden, die vereinzelt 
auftretenden sehr langen Durchlaufzeiten bzw. Terminüberschreitungen zu 
begrenzen. Eine alternative Strategie ist der Einsatz der vorausschauenden 
Auftragsfreigabe kombiniert mit einer terminorientierten Reihenfolgeplanung. 
Dadurch ist auf Basis der bisherigen Experimentergebnisse zu erwarten, dass die 
Fertigstellungszeitpunkte der einzelnen Aufträge näher am jeweiligen Termin liegen. 
Aufgrund des im Freigabepool aufgebrauchten Schlupfs und nicht exakt schätzbarer 
Durchlaufzeiten ist aber damit zu rechnen, dass mehr, wenn auch geringfügige, 
Terminüberschreitungen auftreten. Eine dritte Strategie ist die Kombination beider 
Ansätze. Auf Basis der Erkenntnisse der Abschnitte 6.3 bis 6.8.2 lassen sich diese 
drei beispielhaften Strategien durch eine Vielzahl unterschiedlicher Kombinationen 
von Prioritätsregeln und Voraussichtsmechanismen erreichen. Im Folgenden wird ein 
Bündel verschiedener Voraussichtsmechanismen mit dem Ziel, eine bestimmte 
Veränderung der Zielgrößen zu erreichen, als vorausschauendes Steuerungskonzept 
(VSK) bezeichnet. 
Um möglichst umfangreiche Erkenntnisse über die Wechselwirkungen der 
verschiedenen Voraussichtsmechanismen zu erlangen, werden in der experimentellen 
Untersuchung eine Reihe von vorausschauenden Steuerungskonzepten 
herangezogen, die auf den drei beschriebenen Strategien basieren. Von diesen VSKs 
werden nur diejenigen näher untersucht, die die Zielsetzung niedriger AL -Werte bei 
möglichst geringer Zunahme der übrigen Zielgrößen am besten erreichen. Den 
einzelnen in einem VSK zusammengefassten Voraussichtsmechanismen werden 
jeweils die Parameter zugrunde gelegt, die sich aufgrund der Ergebnisse der 
Abschnitte 6.3 bis 6.8.2 als gut geeignet darstellen. So wird eine Vergleichbarkeit 
mit den Ergebnissen der vorangegangen Experimente erreicht. Außerdem würde eine 
aufeinander abgestimmte Parametrisierung einen prohibitiv hohen Rechenaufwand 
mit sich bringen. Da jeder Mechanismus individuell optimal zur Prioritätsregel 
gewichtet ist, wird i.d.R. auch die Gewichtung untereinander ausreichend gut sein. 
Für das Experiment ergibt sich aus der zu untersuchenden Fragestellung, dass nur 
die Systemauslastung 0,80(g) und der Terminmultiplikator TM8 betrachtet werden. 
Bei hoher Systemauslastung werden c.p. die meisten Aufträge verspätet 
fertiggestellt, wodurch das Problem weitestgehend durch eine Minimierung der 
Durchlaufzeiten gelöst werden kann, wie die Ergebnisse des Abschnitts 6.7 
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Vorausschauendes 
Steuerungs-
konzept (VSK) 
Im VSK enthaltene Voraussichtsmechanismen 
Vorausschauende 
Auftragsfreigabe 
Vorausschauende 
Reihenfolgeplanung 
VSK1.0 - - 
VSK1.1 FD | LD = 10.000 | Zi0 = 1 - 
VSK1.2 FD | LD = 10.000 | Zi0 = 1 FD | LD = 1.000 
VSK1.3 FD | LD = 10.000 | Zi0 = 1 FD | LD = 1.000 
FW | LW = 2,5 | θW = 0 
VSK1.4 FD | LD = 10.000 | Zi0 = 1 FF  | FL  = 1 
VSK1.5 FD | LD = 10.000 | Zi0 = 1 FF  | FL  = 1 
Inserted Idleness | II-Mult. = 5 
VSK1.6 FD | LD = 10.000 | Zi0 = 1 FF  | FL  = 1 
FW | LW = 2,5 | θW = 0 
Inserted Idleness | II-Mult. = 5 
VSK1.7 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
VSK1.8 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
FF  | FL  = 1 
VSK1.9 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
FF  | FL  = 1  
Inserted Idleness | II-Mult. = 5 
VSK1.10 FD | LD = 10.000 | Zi0 = 0,95 FF  | FL  = 1 
Inserted Idleness | II-Mult. = 5 
VSK1.11 FD | LD = 10.000 | Zi0 = 0,90 FF  | FL  = 1 
Inserted Idleness | II-Mult. = 5 
VSK1.12 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
VSK1.13 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TFσ  | TLσ  = 50 
VSK1.14 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
VSK1.15 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
Inserted Idleness | II-Mult. = 5 
Tabelle 75 - Vorausschauende Steuerungskonzepte VSK1.0 bis VSK1.15 zur Verbesserung der terminorientierten 
Zielgrößen, insbesondere der mittleren absoluten Terminabweichung 
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Vorausschauendes 
Steuerungs-
konzept (VSK) 
Im VSK enthaltene Voraussichtsmechanismen 
Vorausschauende 
Auftragsfreigabe 
Vorausschauende 
Reihenfolgeplanung 
VSK1.16 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
FW | LW = 2,5 | θW = 0 
VSK1.17 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
FD | LD = 1.000 
VSK1.18 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
FW | LW = 2,5 | θW = 0 
Inserted Idleness | II-Mult. = 5 
VSK1.19 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
FD | LD = 1.000 
Inserted Idleness | II-Mult. = 5 
VSK1.20 FD | LD = 10.000 | Zi0 = 1 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
FD | LD = 1.000 
FW | LW = 2,5 | θW = 0 
Inserted Idleness | II-Mult. = 5 
VSK1.21 FD | LD = 10.000 | Zi0 = 0,95 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
FD | LD = 1.000 
Inserted Idleness | II-Mult. = 5 
VSK1.22 FD | LD = 10.000 | Zi0 = 0,90 ALF  | ALL  = 1 
TF  | TL  = 0,5 
maxTF  | maxTL  = 0,1 
FD | LD = 1.000 
Inserted Idleness | II-Mult. = 5 
Tabelle 76 - Vorausschauende Steuerungskonzepte VSK1.16 bis VSK1.22 zur Verbesserung der terminorientierten 
Zielgrößen, insbesondere der mittleren absoluten Terminabweichung 
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nahelegen. Da das Auftreten von Störungen in den bisherigen Experimenten i.d.R. 
ähnliche Auswirkungen wie eine höhere Systemauslastung verursachte, wird auf die 
Betrachtung von Störungsvariante S100/1000 verzichtet. Wiederum finden alle sechs 
Prioritätsregeln aus Tabelle 22 Anwendung. Die Erweiterung durch Voraussicht 
findet in Form von 22 verschiedenen vorausschauenden Steuerungskonzepten 
statt.631 Eine vollständige Auflistung findet sich in Tabelle 75 und Tabelle 76. 
VSK1.0 ist die Kontrollvariante ohne Erweiterung durch Voraussicht und VSK1.1 
die Ausgangserweiterung aus Abschnitt 6.6.2. In jeder Zeile wird der anzuwendende 
Voraussichtsmechanismus angegeben, gefolgt von den Parametern, mit denen er 
eingesetzt wird. Bei 40 durchgeführten unabhängigen Replikationen hat das 
Experiment einen Umfang von 5.520 Einzelläufen. 
6.8.3.2 Grundsätzlicher Vergleich der vorausschauenden Steuerungskonzepte 
Bevor eine detaillierte Untersuchung der Wirkungsweise der vorausschauenden 
Steuerungskonzepte durchgeführt wird, muss eine Reduktion auf repräsentative und 
erfolgversprechende Varianten stattfinden. Dabei ist zu berücksichtigen, ob einzelne 
Konzepte durch andere dominiert werden oder ob Teilmengen der Konzepte so 
ähnliche Ergebnisse liefern, dass die Untersuchung eines Vertreters dieser Gruppe 
ausreichend ist.632 Diese Auswahlentscheidungen bieten auch einen guten Rahmen, 
die Wirkung der einzelnen Voraussichtsmechanismen in Interaktion miteinander zu 
betrachten. In Tabelle 77 werden die mittleren Zielgrößenwerte bei Anwendung der 
in Tabelle 75 und Tabelle 76 beschriebenen Steuerungskonzepte im Durchschnitt 
über die sechs Prioritätsregeln, mit denen sie in Kombination Anwendung finden, 
dargestellt.633 
 
                                                 
631 Die Basis bilden die drei zu Beginn des Abschnitts dargestellten grundlegenden Strategien zur Erreichung der 
in diesem Abschnitt verfolgten Zielsetzung. Die einzelnen vorausschauenden Steuerungskonzepte unterscheiden 
sich zumeist nur in einem Mechanismus, um bessere Rückschlüsse auf die Wirkung der einzelnen Bestandteile 
ziehen zu können. 
632 Vgl. LAUX (2005), S. 379. 
633 Gelb unterlegt sind die Steuerungskonzepte, die im Detail untersucht werden. 
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voraus- 
schauendes 
Steuerungs- 
konzept 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
VSK1.0 390,37 1638,04 165,94 3,60 749,55 26,07 0,0277 416,49 
VSK1.1 743,33 2539,85 235,44 47,26 1571,00 110,64 0,3267 150,85 
VSK1.2 751,18 1621,84 194,86 28,06 604,86 50,47 0,4004 104,61 
VSK1.3 739,91 1610,02 196,83 26,94 591,38 49,42 0,3905 113,64 
VSK1.4 708,48 3156,54 258,50 42,50 2274,86 135,08 0,2930 176,19 
VSK1.5 703,88 1712,75 242,04 40,15 1039,33 108,40 0,2903 176,09 
VSK1.6 703,48 1714,11 243,09 40,81 1034,38 109,03 0,2902 177,81 
VSK1.7 771,78 2675,30 211,29 30,97 1768,37 91,01 0,4718 89,83 
VSK1.8 718,41 2858,74 229,70 31,24 1969,30 102,36 0,3176 143,73 
VSK1.9 712,29 1692,68 219,38 28,91 978,99 83,55 0,3073 145,20 
VSK1.10 666,47 1647,98 238,36 30,61 969,01 95,95 0,2143 194,42 
VSK1.11 623,89 1568,91 233,36 22,78 893,60 81,79 0,1605 221,34 
VSK1.12 773,75 2600,71 206,92 29,27 1700,95 85,41 0,4713 84,45 
VSK1.13 779,85 1701,32 194,69 35,85 723,21 57,78 0,5389 91,51 
VSK1.14 773,73 1861,68 201,50 29,21 849,78 74,84 0,4739 84,36 
VSK1.15 768,64 1859,85 201,97 27,65 844,85 73,58 0,4525 86,32 
VSK1.16 757,24 1849,54 203,94 27,19 843,64 71,73 0,4233 96,80 
VSK1.17 763,72 1590,27 189,73 24,71 545,31 49,43 0,4521 85,37 
VSK1.18 751,59 1859,08 205,12 25,95 835,35 71,40 0,4060 99,97 
VSK1.19 763,00 1593,38 189,90 23,78 539,13 48,11 0,4494 84,22 
VSK1.20 752,92 1587,71 191,90 22,83 534,81 46,74 0,4278 92,40 
VSK1.21 739,19 1539,85 191,82 16,26 473,38 38,88 0,3657 93,00 
VSK1.22 710,34 1489,32 194,59 10,29 407,42 29,34 0,2828 109,91 
Tabelle 77 - Mittlere Zielgrößenwerte in Abhängigkeit vom vorausschauenden Steuerungskonzept zur Verbesserung der 
terminorientierten Zielsetzungen 
Der Vergleich von VSK1.0 und VSK1.1 zeigt noch einmal auf, dass die 
vorausschauende Auftragsfreigabe allein bereits in der Lage ist, AL  um 
durchschnittlich 63,78% zu senken, sich gleichzeitig aber alle anderen Zielgrößen 
signifikant erhöhen. Zu erkennen ist, dass mithilfe einer Erweiterung der 
Reihenfolgeplanung um eine vorausschauende Berücksichtigung der 
Termineinhaltung durch FD oder ALF  die AL -Verbesserung noch einmal deutlich 
und signifikant auf einen Maximalwert von durchschnittlich 79,78% gesteigert 
werden kann. Vergleicht man VSK1.1 und VSK1.19, so ist festzustellen, dass durch 
ein geeignetes vorausschauendes Steuerungskonzept eine zusätzliche Verbesserung 
von AL  bei gleichzeitiger Senkung von Fmax, σF, T , Tmax und σT erzielbar ist. Einzig 
der θT-Wert verschlechtert sich umso stärker, je mehr ein Steuerungskonzept die 
Reduzierung von AL  erreicht. Ein Zielkonflikt bei der Auswahl des bestgeeigneten 
VSKs ist in Tabelle 77 vor allem zwischen AL  und F , aber auch zwischen AL  und 
θT zu beobachten. Da ersterer, wie bereits erläutert, nicht vermeidbar ist, soll nur 
Letzterer näher untersucht werden. 
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Zur Illustration dieses Zielkonflikts finden sich in Abbildung 56 die nach 
Prioritätsregeln getrennten Streudiagramme, die für jeden Simulationslauf die 
erzielten AL -θT-Paare wiedergeben. Das jeweils angewandte Steuerungskonzept ist 
an der Farbgebung zu erkennen.634 Die Abbildung illustriert deutlich den Zielkonflikt 
zwischen beiden Zielgrößen und unterstützt die Entscheidung, welche 
Steuerungskonzepte für die detaillierte Untersuchung von Interesse sind. Wie auch in 
Tabelle 77 zu erkennen, sind die Steuerungskonzepte, die FF  heranziehen, zwar 
grundsätzlich durch niedrigere θT-Werte gekennzeichnet, gleichzeitig aber auch 
durch höhere Werte der anderen Zielgrößen, insbesondere AL . Da gleichzeitig die 
Reduktion der Freigabegrundpriorität Zi0 eine weitere Reduktion von θT gestattet, 
wird VSK1.11 als das Steuerungskonzept in die detaillierte Betrachtung 
aufgenommen, dass anzuwenden ist, wenn der Planer AL  zwar reduzieren will, aber 
auf die geringstmögliche θT-Erhöhung Wert legt. 
In Abbildung 56 ist zu erkennen, dass die Anwendung der verschiedenen 
Prioritätsregeln zu deutlichen Unterschieden bei der Erreichung beider Zielsetzungen 
führt. Interessant ist die Betrachtung von VSK1.0, als der Steuerung ausschließlich 
mithilfe der jeweiligen Prioritätsregel. Unter allen herangezogenen Prioritätsregeln 
führt ATC gleichzeitig zum niedrigsten der θT- und AL -Werte, wie auch aus Tabelle 
30 des Abschnitts 6.2 ersichtlich ist. Außerdem führt die Erweiterung durch dasselbe 
vorausschauende Steuerungskonzept z.T. zu sehr unterschiedlichen Wirkungen auf 
beide Zielgrößen, je nachdem, welche Prioritätsregel sich im Einsatz befindet. Die 
Erweiterung durch VSK1.1 senkt den AL -Wert auf Basis der Anwendung der FIFO-
Regel um 49.39% und die Verbesserung in Kombination mit ODD beträgt 46,45%. 
Obwohl AL  in beiden Fällen ähnlich stark gesenkt wird, erhöht sich θT bei FIFO-
Steuerung durch die VSK1.1-Erweiterung von 0,0916 auf 0,4769, bei ODD-
Steuerung hingegen nur marginal von 0,0048 auf 0,0553. In Abbildung 56 ist zu 
erkennen, dass 0,0553 im Vergleich zu den Ergebnissen anderer Prioritätsregel-
Steuerungskonzept-Kombinationen noch immer ein relativ guter θT-Wert ist. Hier 
zeigt sich der Vorteil der ODD, mit der nach Freigabe im Rahmen der VSK1.0-
Erweiterung ausschließlich die Einhaltung der Operationstermine verfolgt wird. 
                                                 
634 Wiederum werden die für die detaillierte Auswertung betrachteten Steuerungskonzepte ausgewiesen. In der 
Abbildung sind sie durch Sterne anstatt der Kreise gekennzeichnet. 
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 Abbildung 56 zeigt auch auf, dass sich die mithilfe der einzelnen VSKs erzielten 
θT- und AL -Werte deutlich weniger unterscheiden, wenn SPT, PT+WINQ, 
MCOVERT und ATC Anwendung finden. Bei FIFO und ODD hingegen ist zu 
beobachten, dass die Wahl eines spezifischen vorausschauenden Steuerungskonzepts 
einen sehr viel größeren Einfluss auf die Höhe beider Zielgrößen hat. Auch hat die 
Ausgangshöhe von AL  und θT bei ausschließlicher Steuerung durch eine spezifische 
Prioritätsregel relativ wenig Einfluss auf die durch Erweiterung mit 
vorausschauenden Konzepten erreichbaren Zielgrößenwerte. 
Tabelle 77 gestattet auch Erkenntnisse über die Wirkungsweise von Inserted 
Idleness als Teil der einzelnen Steuerungskonzepte. Es ist zu beobachten, dass sich 
die Beeinflussung der Auftragspriorität durch die Prioritätsfaktoren in beabsichtigter 
Weise bei der Auswahl eines als wichtig zu beurteilenden Auftrags, auf dessen 
Ankunft eine Maschine warten soll, niederschlägt.635 Als Beispiel sei die Nutzung 
der Prioritätsfaktoren FF  und ALF  betrachtet. Inserted Idleness führt in Konzepten, 
die auch FF  enthalten, zu einer Verbesserung aller Zielgrößen zulasten einer 
leichten AL -Verschlechterung. Die durch FF  beabsichtigte Reduktion der 
Durchlaufzeiten schlägt sich also auch bei der Auswahl wichtiger Aufträge nieder 
und führt dazu, dass Inserted Idleness die durch FF  erreichte Wirkung verstärkt. 
Wird ein ALF -beinhaltendes Konzept durch Inserted Idleness erweitert, so warten die 
Maschinen verstärkt auf die Aufträge, deren Fertigstellung zu einem weit vom 
Termin entfernten Zeitpunkt erwartet wird. Dies hat zu Folge, dass terminorientierte 
Zielgrößen verbessert werden, während durchlaufzeitorientierte steigen. Allgemein 
lässt sich durch den Einsatz von Inserted Idleness die Anwendung der im VSK 
enthaltenen Mechanismen auf zukünftige ankommende Aufträge ausweiten. Dadurch 
kann die Erreichung der mit einer VSK verfolgten Ziele verbessert werden. In 
Verbindung mit anderen Voraussichtsmechanismen kann Inserted Idleness somit 
zielgerichteter eingesetzt werden, als allein auf Basis des Prioritätswerts, der mithilfe 
einer Prioritätsregel berechnet wird. 
 
                                                 
635 In Abschnitt 4.1 wird die Funktionsweise des angewandten Inserted-Idleness-Mechanismus beschrieben. Es 
wird insbesondere dargestellt, dass es ein Ziel ist, die Priorität der Aufträge zu berücksichtigen, auf die eine 
Maschine warten soll. Explizit wird angestrebt, dass auch die vorausschauenden Prioritätsfaktoren einen Einfluss 
auf den zu berücksichtigen Prioritätswert haben. So sollen die mit der Anwendung der Prioritätsfaktoren 
verfolgten Ziele auch beim Einsatz von Inserted Idleness berücksichtigt werden. 
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Abbildung 56 - Streudiagramme der beobachteten Paare aus mittlerer absoluter Terminabweichung und Anteil 
terminüberschreitender Aufträge aller Einzelläufe in Abhängigkeit von VSK und Prioritätsregel 
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Auch in Bezug auf die anderen in den vorausschauenden Steuerungskonzepten 
eingesetzten Voraussichtsmechanismen lässt sich feststellen, dass ihre Wirkung der 
entspricht, die auf Basis der isolierten Untersuchungen der Abschnitte 6.3 bis 6.8.2 
zu erwarten war. Auch ist nicht zu beobachten, dass die Anwendung der jeweils 
bestgeeigneten Parameter dazu führt, dass eine ungleiche Gewichtung der einzelnen 
Mechanismen auftritt. Eine solche ungleiche Gewichtung hätte zur Folge, dass 
einzelne Voraussichtsmechanismen keinen oder einen kaum bemerkbaren Einfluss 
auf die Wirkung des jeweiligen VSK haben. 
Neben der Beurteilung der Einzelwirkung der verschiedenen 
Voraussichtsmechanismen dienen die in Tabelle 77 dargestellten 
Zielgrößenmittelwerte der Auswahl der detailliert zu untersuchenden 
Steuerungskonzepte. Betrachtet man die einfachen auf FD basierenden Konzepte 
VSK1.2 und VSK1.3, so werden diese durch das um zusätzliche 
Voraussichtsmechanismen erweiterte Konzept VSK1.20 dominiert. Gleiches gilt für 
das einfache ALF -basierende Konzept VSK1.7, das durch das umfangreichere 
VSK1.19 dominiert wird. Durch Kombination lassen sich demnach die positiven 
Zielgrößeneffekte mehrerer Mechanismen nutzen, ohne dass diese durch die 
gleichzeitig auftretenden negativen Effekte neutralisiert werden würden. Dies geht 
mit der Beobachtung bei der isolierten Auswertung aller Voraussichtsmechanismen 
einher, dass bei geeigneter Lageparameterwahl oftmals Verbesserungen bestimmter 
Zielgrößen bei nur leichter Verschlechterung anderer erzielbar sind. Für die nähere 
Untersuchung, welches vorausschauende Steuerungskonzept die eingangs 
beschriebene Zielsetzung bestmöglich erreicht, sind somit vor allem die VSKs 
geeignet, die sich aus einem umfangreicheren Bündel von Einzelmechanismen 
zusammensetzen. 
Als Benchmarks dienen VSK1.0 zum Vergleich mit der Steuerung allein durch 
Prioritätsregel und VSK1.1 als Variante der ausschließlichen Nutzung der 
vorausschauenden Auftragsfreigabe zur Reduktion von AL . VSK1.19 wird 
herangezogen, da es die im Mittel besten AL -Werte bei gleichzeitigen guten 
restlichen Zielgrößenwerten aufweist. Wie bereits erläutert, stellt VSK1.11 die 
Option für Planer dar, die nicht bereit sind, eine deutliche θT-Erhöhung in Kauf zu 
nehmen. VSK1.22 bietet einen guten Kompromiss aus AL -Optimierung und 
Minimierung der übrigen Zielgrößen. Diese fünf ausgewählten Steuerungskonzepte 
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sind in Tabelle 77 durch einen gelben Untergrund und in Abbildung 56 durch Sterne 
anstelle von Kreisen gekennzeichnet. 
6.8.3.3 Detaillierte Betrachtung der bestgeeigneten vorausschauenden 
Steuerungskonzepte 
Zur Untersuchung der fünf ausgewählten Steuerungskonzepte werden zunächst 
wieder Varianzanalysen für alle acht Zielgrößen durchgeführt. Entsprechend der im 
Experiment betrachteten Einflussfaktoren sind die einzigen Variationsquellen die 
Prioritätsregel, das vorausschauende Steuerungskonzept sowie deren 
Wechselwirkung. Tabelle 78 gibt die berechneten Signifikanzwerte wieder und zeigt 
auf, dass alle Variationsquellen signifikant zur Erklärung der Zielgrößenhöhe 
beitragen. Zusätzlich gibt Tabelle 79 die mithilfe dieser Varianzanalysen berechneten 
partiellen Eta-Quadrate aller Variationsquellen wieder. Vergleicht man diese mit den 
entsprechenden Werten bei der Untersuchung nur jeweils eines 
Voraussichtsmechanismus, so haben Steuerungskonzepte in Form von 
Mechanismenbündeln einen deutlich stärkeren Einfluss auf die Zielgrößen, im Fall 
von F , σF, θT und AL  sogar einen größeren als die Prioritätsregeln. 
 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
VSK 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * VSK 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
  Abkürzungen: 
  PR: Prioritätsregel 
  VSK: vorausschauendes Steuerungskonzept 
*: Interaktion zwischen Faktoren 
Tabelle 78 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von vorausschauenden Steuerungskonzepten zur Verbesserung der terminorientierten Zielsetzungen 
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Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,99493 0,87607 0,94203 0,96658 0,88954 0,95484 0,98229 0,99568 
Konstanter Term 0,99972 0,97957 0,99780 0,94780 0,90495 0,95831 0,98942 0,99810 
PR 0,91604 0,74246 0,75497 0,92193 0,79445 0,91100 0,94114 0,87439 
VSK 0,99370 0,70046 0,88693 0,89731 0,69347 0,87363 0,96905 0,99485 
PR * VSK 0,96497 0,64886 0,84187 0,89330 0,65821 0,79971 0,89065 0,96799 
  Abkürzungen: 
  PR: Prioritätsregel 
  VSK: vorausschauendes Steuerungskonzept 
*: Interaktion zwischen Faktoren 
Tabelle 79 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von vorausschauenden Steuerungskonzepten zur Verbesserung der terminorientierten Zielsetzungen 
Zum Vergleich der Wirkung der verschiedenen vorausschauenden 
Steuerungskonzepte bei gegebener Prioritätsregel gibt Tabelle 80 Auskunft über die 
Höhe aller acht mittleren Zielgrößenwerte in Abhängigkeit von Prioritätsregel und 
Steuerungskonzept. Zusätzlich wird eine Reihe von Informationen anhand 
verschiedener Kennzeichnungen wiedergegeben. Für jede Prioritätsregel getrennt ist 
jeweils der niedrigste durch ein Steuerungskonzept erreichte mittlere Zielgrößenwert 
in orange dargestellt. Die Frage nach der zielgrößenminimierenden Prioritätsregel bei 
gegebenem Steuerungskonzept beantworten die grün unterlegten Zielgrößenwerte. 
Die insgesamt niedrigsten Zielgrößenwerte, die durch eine Kombination aus 
Prioritätsregel und vorausschauendem Steuerungskonzept, im folgenden als 
Lösungsstrategie bezeichnet, erreicht werden, sind an der unterstrichenen und fetten 
Schreibweise zu erkennen. 
Schließlich werden noch dominierte Lösungsstrategien ausgewiesen, indem die 
Bezeichnung der in ihr enthaltenen VSK rot angegeben wird. Die Steuerung mithilfe 
der so gekennzeichneten Kombinationen aus Prioritätsregel und VSK wird jeweils 
durch mindestens eine andere Lösungsstrategie dominiert. Es handelt sich in allen 
gekennzeichneten Fällen um eine strikte Dominanz, d.h. der Wechsel zu einer 
dominierenden Lösungsstrategie führt zu einer Verbesserung aller Zielgrößen. 
In Hinblick auf die Ausgangsfragestellung ist zunächst festzustellen, dass keine 
Lösungsstrategie existiert, die alle anderen dominiert, also zu einer gleichzeitigen 
Minimierung aller Zielgrößen führt. Anhand der in Tabelle 80 dargestellten 
Ergebnisse ist aber festzustellen, dass jede Erweiterung der SPT- und PT+WINQ-
Regel durch ein vorausschauendes Steuerungskonzept dazu führt, dass es immer 
mindestens eine alternative Lösungsstrategie auf Basis einer anderen Prioritätsregel 
gibt, die vorzuziehen ist. Gleichzeitig führen die nicht dominierte SPT-VSK1.0- und 
PT+WINQ-VSK1.0-Kombination zu den höchsten beobachteten AL -Werten. Da 
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eine Minimierung dieser Zielgröße primäre Zielsetzung ist, sind SPT und 
PT+WINQ-Regel weder allein noch durch eine VSK erweitert im Rahmen der 
untersuchten Fragestellung als geeignet zu erachten. Zieht man die Tatsache hinzu, 
dass weder VSK1.1, VSK1.11, VSK1.19 noch VSK1.22 FF  oder FW enthält, ist 
festzustellen, dass der erste in Abschnitt 6.8.3.1 dargestellte Ansatz, Aufträge nach 
der Freigabe mit möglichst kurzen Durchlaufzeiten fertigzustellen, ungeeignet ist. 
Eine nach der Freigabe terminorientierte Reihenfolgeplanung führt, wie an den 
Ergebnissen zu erkennen, zu einer besseren Minimierung von AL  unter 
geringstmöglicher Verschlechterung der übrigen Zielgrößen. 
 
Prioritäts- 
regel VSK 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 
VSK1.0 495,60 1198,35 157,23 10,94 636,27 46,04 0,0916 325,95 
VSK1.1 821,71 2089,17 244,39 93,51 1054,04 149,75 0,4769 164,97 
VSK1.11 565,34 1336,27 254,48 28,73 841,63 93,39 0,1386 291,78 
VSK1.19 777,16 1589,62 184,97 21,33 578,59 46,62 0,4936 65,17 
VSK1.22 747,37 1489,96 189,61 12,57 451,71 32,20 0,3868 77,43 
SP
T 
VSK1.0 275,10 2755,54 157,52 5,11 1971,46 55,64 0,0201 534,79 
VSK1.1 766,16 3723,80 273,17 52,23 2880,00 173,48 0,3317 137,97 
VSK1.11 666,35 2049,06 249,45 30,64 1423,19 130,07 0,1196 194,59 
VSK1.19 790,71 1680,03 191,64 32,26 655,77 66,23 0,5152 73,48 
VSK1.22 697,04 1522,63 197,72 10,45 494,41 35,28 0,2269 123,52 
PT
+W
IN
Q
 VSK1.0 308,74 2127,85 156,39 4,75 1370,13 44,28 0,0249 500,43 
VSK1.1 851,03 3850,90 318,41 112,10 2991,70 228,84 0,5484 172,85 
VSK1.11 705,63 1965,05 286,19 54,49 1383,07 160,95 0,2111 203,03 
VSK1.19 843,29 2078,37 204,09 63,18 1160,06 106,88 0,6849 82,75 
VSK1.22 748,74 1808,04 201,28 24,58 897,71 65,29 0,3508 100,08 
O
D
D
 
VSK1.0 447,13 1196,46 181,04 0,21 83,44 2,27 0,0048 352,96 
VSK1.1 616,93 1382,91 177,01 3,13 260,17 14,59 0,0553 189,01 
VSK1.11 512,98 1299,91 208,07 11,63 780,92 55,96 0,0832 309,96 
VSK1.19 697,42 1374,01 188,88 4,67 217,30 14,94 0,2404 111,60 
VSK1.22 673,53 1352,62 196,94 3,03 158,61 10,35 0,1890 132,19 
M
C
O
V
ER
T VSK1.0 308,33 1224,04 163,62 0,31 84,99 2,80 0,0217 491,97 
VSK1.1 690,87 1408,64 209,89 10,29 251,73 21,08 0,4377 129,38 
VSK1.11 652,30 1366,72 222,13 6,52 194,92 14,14 0,3699 160,41 
VSK1.19 722,97 1388,27 193,08 9,27 199,95 17,91 0,4830 95,24 
VSK1.22 700,54 1381,50 200,96 6,75 162,54 14,02 0,4125 112,63 
A
TC
 
VSK1.0 507,33 1325,98 179,84 0,25 351,01 5,35 0,0029 292,85 
VSK1.1 713,28 2783,66 189,75 12,28 1988,35 76,07 0,1103 110,95 
VSK1.11 640,74 1396,45 179,84 4,67 737,84 36,26 0,0405 168,27 
VSK1.19 746,47 1449,99 176,76 11,96 423,11 36,09 0,2792 77,11 
VSK1.22 694,81 1381,15 181,02 4,38 279,56 18,89 0,1307 113,62 
Tabelle 80 - Zielgrößenmittelwerte in Abhängigkeit von Prioritätsregel und vorausschauendem Steuerungskonzept zur 
Verbesserung der terminorientierten Zielsetzungen 
Da unter Berücksichtigung der verbleibenden vier Prioritätsregeln keine eindeutig 
beste Lösungsstrategie existiert, müssen die Wirkungsweisen der einzelnen VSKs in 
Kombination mit FIFO, ODD, MCOVERT und ATC näher betrachtet werden, um 
Handlungsempfehlung in Abhängigkeit von der Präferenz des Planer geben zu 
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können. Tabelle 80 zeigt, dass der insgesamt niedrigste AL -Wert unter Anwendung 
der FIFO-Regel in Kombination mit VSK1.19 erreicht wird. Es ist allerdings zu 
beobachten, dass dies gleichzeitig zu vergleichsweise höheren Werten der übrigen 
Zielgrößen führt. Insgesamt ist bei Anwendung der FIFO-Regel festzustellen, dass 
höhere Werte der meisten Zielgrößen, insbesondere von θT, auftreten als bei 
Anwendung von ODD, MCOVERT und ATC. Solange nicht ausschließlich der 
niedrigste erreichbare AL -Wert im Mittelpunkt steht und es akzeptabel ist, dass bei 
seiner Erreichung ungefähr die Hälfte der Aufträge verspätet fertiggestellt werden, ist 
die FIFO-Regel als Grundlage für die betrachtete Zielsetzungen ungeeignet. Auch 
die MCOVERT-Regel ist in den meisten Fällen nicht vorteilhaft, da sie zu hohen θT-
Werten führt. Außerdem wird zwar keine MCOVERT enthaltende Lösungsstrategie 
dominiert, es existiert aber immer mindestens eine andere Voraussicht enthaltende 
Lösungsstrategie, mit der auf Kosten einer leichten Verschlechterung von maximal 
zwei Zielgrößen eine z.T. deutliche Verbesserung der übrigen Zielgrößen erreicht 
werden kann. Für die verfolgte Zielsetzung sind somit vor allem die ODD- und 
ATC-Regel in Kombination mit verschiedenen vorausschauenden 
Steuerungskonzepten geeignet. 
Zur Bestimmung der besser von beiden geeigneten Prioritätsregel spielen die 
Präferenzen des Planers eine Rolle. Soll vor allem die Verschlechterung von 
Zielgrößen begrenzt werden, so ist eine weitere Unterscheidung zu machen. Wie im 
vorangegangenen Abschnitt dargestellt, erreicht ATC bei gleichen AL -Werten 
zumeist einen geringeren Anteil terminüberschreitender Aufträge und sollte 
eingesetzt werden, wenn dies für den Planer eine besonders große Rolle spielt. ODD 
hingegen führt zu niedrigeren Werten der anderen Zielgrößen, begleitet von höheren 
AL -Werten. Entsprechend ist bei hoher Wichtigkeit einer niedrigen absoluten 
Terminabweichung die ATC-Regel zu bevorzugen. 
Zusätzlich zur jeweils bestgeeigneten Prioritätsregel muss das optimale 
vorausschauende Steuerungskonzept gefunden werden. Tabelle 80 zeigt, dass 
unabhängig von der eingesetzten Prioritätsregel durch eine Erweiterung der 
vorausschauenden Nachfrage um zusätzliche Voraussichtsmechanismen eine 
gleichzeitige weitere Senkung von AL  und der übrigen Zielsetzungen möglich ist. 
Nur bei F  und θT treten z.T. Verschlechterungen durch die Erweiterung auf. Wie 
bereits dargestellt, muss eine Verschlechterung von F  allerdings zwangsläufig 
auftreten. Außer bei ODD ist festzustellen, dass die im vorangegangenen Abschnitt 
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festgestellte Eigenschaft des Konzepts VSK1.11, die Erhöhung von θT zu begrenzen, 
bei allen Prioritätsregeln zu beobachten ist. Das vorausschauende Steuerungskonzept 
VSK1.19 führt als Erweiterung aller Prioritätsregeln zu den geringsten AL -Werten. 
Betrachtet man zusätzlich VSK1.22, so lässt sich eine Vorgehensweise zur 
bestmöglichen Erreichung der in Abschnitt 6.8.3.1 beschriebenen Zielsetzung 
ableiten. Die in Tabelle 76 dargestellten Zusammensetzungen der jeweiligen 
Voraussichtsmechanismenbündel zeigen auf, dass sich VSK1.19 und VSK1.22 nur 
darin unterscheiden, dass letzteres Konzept einen niedrigeren Zi0-Wert heranzieht, 
also eine frühere Freigabe zugrunde legt. Wie anhand der Ergebnisse in Tabelle 80 
zu erkennen ist, resultiert aus der früheren Freigabe eine Zunahme von AL  und σF, 
während die übrigen Zielgrößen sinken.636 Somit hat der Planer die Möglichkeit, 
VSK1.19 als grundsätzliches Steuerungskonzept heranzuziehen, um eine geringe 
mittlere Terminabweichung zu erreichen, ohne so große 
Zielgrößenverschlechterungen wie bei VSK1.1 in Kauf nehmen zu müssen. Anhand 
eines einzigen Parameters, Zi0, kann er seiner Präferenz entsprechend steuern, in 
welchem Verhältnis die AL -Verbesserungen zu den Verschlechterungen der übrigen 
Zielgrößen stehen sollen. Gibt er z.B. die maximal tolerierbare mittlere absolute 
Terminabweichung vor, kann er Zi0 so wählen, dass diese genau erreicht wird und die 
geringstmögliche Verschlechterung der anderen Zielgrößen in Kauf genommen 
werden muss. 
6.8.3.4 Zusammenfassende Beurteilung 
In Abschnitt 6.7 wurde gezeigt, dass die vorausschauende Auftragsfreigabe das 
einzige in der vorliegenden Arbeit untersuchte Instrument ist, die mittlerer absolute 
Terminabweichung systematisch und deutlich zu senken, wenn bei der betrachteten 
Problemstellung die mittlere Durchlaufzeit deutlich kürzer als die mittlere Zeitspanne 
zwischen Auftragsankunft und Fertigstellungstermin ist. Mit der Senkung von AL  
geht jedoch eine deutliche Erhöhung aller anderen Zielgrößen einher. Die in 
Abschnitt 6.8.3 zu beantwortende Frage ist, ob es möglich ist, durch eine 
Kombination verschiedener Voraussichtsmechanismen AL  zu reduzieren, die 
Verschlechterungen der übrigen Zielgröße aber zu begrenzen. Die Ergebnisse des 
durchgeführten Experiments zeigen auf, dass zwar keine eindeutige dominante 
                                                 
636 Mit wenigen Ausnahmen unterscheiden sich die Zielgrößenmittelwerte zwischen VSK1.19 und VSK1.22 
signifikant. 
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Lösung für dieses Problem existiert, die Steuerungsalternativen aber weit eingegrenzt 
werden können. Unter Anwendung der ATC- oder ODD-Regel erweitert durch die 
Voraussichtsmechanismen ALF , TF , maxTF ,FD und Inserted Idleness lässt sich 
bereits eine gute Lösung finden, wenn die Freigabe auf Basis von FD stattfindet. 
Durch Variation der Freigabegrundpriorität Zi0 besteht zudem die Möglichkeit zu 
steuern, wie viel Verbesserung von AL  zu Lasten der übrigen Zielgrößen erzielt 
werden soll. 
Über die Beantwortung der Ausgangsfragestellung hinaus lassen sich aus den 
Ergebnissen noch eine Reihe allgemeiner Erkenntnisse gewinnen. Die Resultate 
zeigen zunächst einmal, dass durch Erweiterung um ein geeignetes Bündel aus 
Voraussichtsmechanismen Zielsetzungen erreicht werden können, für die 
Prioritätsregeln allein nicht geeignet sind. Dabei ist vor allem festzuhalten, dass es 
sich weiterhin um ein reaktives Lösungsverfahren handelt, das universell für eine 
Vielzahl unterschiedlicher Problemstellungen Anwendung finden kann. Zudem kann 
es zum Beispiel bei Änderungen im betrachteten System aufgrund des modularen 
Aufbaus schnell angepasst werden, indem die Zusammensetzung des Bündels aus 
Voraussichtsmechanismen geändert wird.637 Bei die Anpassung ist von Vorteil, dass 
die Experimentergebnisse aufzeigen, dass die Einzelmechanismen im 
Zusammenspiel zu der Wirkung führen, die auf Basis der isolierten Untersuchung zu 
erwarten ist. Daraus ergibt sich für den Planer die Möglichkeit, ein 
Mechanismenbündel iterativ zu erstellen. Treten für eine Zielgröße unerwünscht 
hohe Werte auf, so kann ein Voraussichtsmechanismus hinzugefügt werden, der in 
einer isolierten Verwendung eine Reduzierung dieser Zielgröße erreicht. Die 
Ergebnisse des Abschnitts 6.8.3 zeigen auch auf, dass die Kombination einzelner 
Voraussichtsverfahren mit Lageparametern durchgeführt werden kann, die in einer 
isolierten Betrachtung der Mechanismen bestimmt werden. Wie viel weiteres 
Verbesserungspotential durch eine gleichzeitige Parametrisierung aller Mechanismen 
eines Bündels erzielt werden kann, ist nur in einer umfangreichen Studie zur 
Untersuchung der Wechselwirkungen bestimmbar. 
                                                 
637 Alternativ besteht auch die in diesem Abschnitt nicht untersuchte Möglichkeit, die Gewichtung der einzelnen 
Mechanismen über die Lageparameter anzupassen. 
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6.8.4 Dominante Strategien in Bezug auf die untersuchten 
Zielgrößen mithilfe der Kombination von Voraussichtsmechanismen  
6.8.4.1 Beschreibung der Problemstellung des Experiments und der 
angewandten vorausschauenden Steuerungskonzepte 
Wie bereits mehrfach in der vorliegenden Arbeit dargestellt, ist 
Reihenfolgeplanung in der Regel durch Konflikte bei der Erreichung der in Tabelle 4 
dargestellten Zielsetzungen geprägt. In den Abschnitten 6.3 bis 6.8.2 sind bereits eine 
Reihe von Möglichkeiten aufgezeigt worden, diese Zielkonflikte abzumildern. 
Außerdem sind Wege dargestellt worden, das Erreichen einzelner oder mehrerer 
kongruenter Zielsetzungen zu verbessern, indem die Verschlechterung anderer 
Zielgrößen in Kauf genommen wird. In Abschnitt 6.8.3 wurde bereits untersucht, in 
wieweit eine spezifische Problemstellung durch die Zusammenstellung eines 
Mechanismenbündels bestmöglich erreicht werden kann. Da dort das zentrale Ziel 
die Reduktion von AL  war, bestand die Notwendigkeit der vorausschauenden 
Auftragsfreigabe, die zwangsläufig zu einer Erhöhung der mittleren Durchlaufzeit 
führt. In Abschnitt 6.8.4 soll daher der Frage nachgegangen werden, ob eine 
dominante Steuerungsstrategie unter Berücksichtigung eines vorausschauenden 
Steuerungskonzepts existiert, wenn keine spezielle Fragestellung eine verzögerte 
Auftragsfreigabe notwendig macht. Ziel ist es also im Vergleich zur ausschließlichen 
Prioritätsregelsteuerung, keine Zielgröße zu erhöhen, mindestens eine jedoch 
signifikant zu senken. Durch die isolierte Anwendung von FW, maxFF  und maxTF  ist 
das bereits teilweise gelungen. In diesem Abschnitt wird dargestellt, inwieweit 
weitere Verbesserungen erzielbar sind. Auch wird aufgezeigt, welche zusätzlichen 
Erkenntnisse über den kombinierten Einsatz mehrerer Voraussichtsmechanismen aus 
den Ergebnissen zu gewinnen sind. Zunächst wird wiederum eine Reihe von 
Strategien vorgeschlagen, aus denen die erfolgversprechendsten für eine detailliertere 
Auswertung ausgewählt werden. Wie schon in 6.8.3 finden die Mechanismen mit 
den in den Einzeluntersuchungen als gut geeignet identifizierten Parametern 
Anwendung. 
Für das Experiment werden alle vier Systemauslastungen aus Tabelle 21, 
Terminmultiplikator TM8 und Störungsvariante S0 herangezogen. Die Grundlagen 
der Reihenfolgeplanung bilden wiederum die sechs Prioritätsregeln aus Tabelle 22. 
Eine Auflistung der 19 zur Erweiterung eingesetzten vorausschauenden 
Steuerungskonzepte findet sich in Tabelle 81. Angegeben werden jeweils die 
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Bezeichnungen der Mechanismen gefolgt von den angewandten Lageparametern. 
VSK2.0 dient dem Erzeugen von Benchmark-Werten, indem dieses 
Steuerungskonzept keine Erweiterung der Prioritätsregel vornimmt. Die Konzepte 
VSK2.1 bis VSK2.7 liefern ebenfalls Vergleichswerte, indem jeweils nur ein 
Voraussichtsmechanismus von denen eingesetzt wird, die in den Konzepten VSK2.8 
bis VSK2.18 in verschiedenen Kombinationen Anwendung finden. Bei 40 
unabhängigen Replikationen ergibt sich ein Experimentumfang von 18.240 
Einzelläufen. 
Vorausschauendes 
Steuerungskonzept Im VSK enthaltene Voraussichtsmechanismen 
VSK2.0 - 
VSK2.1 Inserted Idleness | II-Mult. = 5 
VSK2.2 FW  | LW = 2,5 |  θW = 0 
VSK2.3 FD  |  LD  = 1.000 
VSK2.4 FF  | FL  = 1 
VSK2.5 maxFF  | maxFL  = 0,1 
VSK2.6 FFσ  | FLσ  = 100 
VSK2.7 maxTF  | maxTL  = 0,1 
VSK2.8 FW  |  LW = 2,5 |  θW = 0  und  maxFF  | maxFL  = 0,1  und  
maxTF  | maxTL =0,1 
VSK2.9 FW  |  LW = 2,5 | θW = 0  und  maxFF  | maxFL  = 0,1  und  
maxTF  | maxTL  = 0,1  und   Inserted Idleness | II-Mult. = 5 
VSK2.10 FW  |  LW = 2,5 | θW = 0  und  FFσ  | FLσ  = 100 
VSK2.11 FW  |  LW = 2,5 | θW = 0  und  FFσ  | FLσ  = 100  und 
Inserted Idleness | II-Mult. = 5 
VSK2.12 FF  | FL  = 1  und  ( )FijF tσ | FLσ =100 
VSK2.13 FF | FL =1  und  FFσ  | FLσ  = 100  und 
Inserted Idleness | II-Mult.  = 5 
VSK2.14 FF  | FL  = 1  und  maxFF  | maxFL  = 0,1  und  maxTF  | maxTL  = 0,1 
VSK2.15 FF  | FL  = 1  und  maxFF  | maxFL  = 0,1  und  maxTF  | maxTL  = 0,1  
und  Inserted Idleness | II-Mult.  = 5 
VSK2.16 FF  | FL  = 1  und  FD  | LD = 1.000 
VSK2.17 FF  | FL  =1  und  FD  | LD = 1.000  und 
Inserted Idleness | II-Mult.  = 5 
VSK2.18 FF  | FL  = 1  und  FD  | LD = 1.000  und  maxFF  | maxFL  = 0,1  und  
maxTF  | maxTL  = 0,1 
Tabelle 81 - Vorausschauende Steuerungskonzepte zur gleichzeitigen Verbesserung aller Zielgrößen 
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6.8.4.2 Grundsätzlicher Vergleich der vorausschauenden Steuerungskonzepte 
Zur Auswahl der erfolgversprechenden Steuerungskonzepte und für eine 
Einschätzung der Wirkung der Kombination einzelner Mechanismen sind in Tabelle 
82 die im Mittel über alle Prioritätsregeln auftretenden Zielgrößenwerte in 
Abhängigkeit vom eingesetzten vorausschauenden Steuerungskonzept 
gegenübergestellt. Zur Eingrenzung der in Frage kommenden Steuerungskonzepte ist 
wiederum zu überprüfen, welche Konzepte durch andere in Bezug auf die 
Minimierung der mittleren Zielgrößenwerte dominiert werden. In den Abschnitten 
6.7 und 6.8.3 wurde ausführlich dargelegt, dass eine Reduktion von AL  z.B. bei 
niedriger Systemauslastung zumeist nur durch eine Erhöhung der Durchlaufzeiten 
möglich ist. AL  gleichzeitig mit allen anderen Zielgrößen zu minimieren wird dann 
unmöglich, weshalb die Betrachtung dominierter Konzepte unter Einbeziehung von 
AL  irreführend sein kann. Aus diesem Grund werden zwei verschiedene Arten von 
dominierten Steuerungskonzepten ausgewiesen. Rote Bezeichnungen zeigen an, dass 
diese Konzepte in Bezug auf alle acht Zielgrößen durch mindestens ein anderes 
dominiert werden. Konzepte mit roter Bezeichnungen, die zusätzlich kursiv 
dargestellt sind, werden nur in Bezug auf die Zielgrößen außer AL  durch mindestens 
ein anderes Steuerungskonzept dominiert. Zu erkennen ist, dass auf Basis der über 
die Prioritätsregeln gemittelten Werte viele Konzepte nicht weiter betrachtet werden 
müssen. An den gelb unterlegten Zielgrößenwerten sind die Steuerungskonzepte zu 
erkennen, die für die detaillierte Auswertung herangezogen werden. 
Eine Betrachtung der dominierten Steuerungskonzepte gibt auch Aufschluss über 
die Vorteilhaftigkeit ihrer Bestandteile. So ist auffällig, dass alle Steuerungskonzepte 
bis auf VSK2.15, die Inserted Idleness enthalten, dominiert werden. Wie Tabelle 81 
zu entnehmen, sind unter VSK2.8 bis VSK2.16 immer Konzeptpaare vertreten, die 
sich nur durch den Einsatz von Inserted Idleness unterscheiden. Der direkte 
Vergleich der Ergebnisse anhand von Tabelle 82 zeigt auf, dass die Inserted Idleness 
beinhaltenden Steuerungskonzepte außer VSK2.15 immer durch das korrespondiere 
Konzept ohne Inserted Idleness dominiert werden. VSK2.15 erzielt nur niedrigere 
Fmax- und Tmax-Werte als das korrespondierende VSK2.14. Im Gegensatz zu den 
Ergebnissen aus Abschnitt 6.8.3 ist Inserted Idleness als Bestandteil eines 
vorausschauenden Steuerungskonzepts hier kaum geeignet, die Zielerreichung zu 
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verbessern.638 Die unterschiedlichen Ergebnisse resultieren aus der Anwendung der 
vorausschauenden Auftragsnachfrage. Die Ergebnisse des Abschnitts 6.3 zeigen, 
dass Verbesserungen vor allem bei geringer Systemauslastung erzielt werden 
können, weil das Warten auf einzelne Aufträge dann nur Verzögerungen relativ 
weniger anderer Aufträge zur Folge hat. Bei der Problemstellung des Abschnitts 
6.8.3 hingegen werden alle Aufträge auf Basis der geschätzten Durchlaufzeit im 
Freigabepool zurückgehalten. Die dynamische Bestimmung der 
Durchlaufzeitschätzfunktion führt dazu, dass die Verzögerungen durch Inserted 
Idleness zu höheren DLZ-Schätzwerten und entsprechend früheren 
Freigabezeitpunkten führen. Die nachteilige Wirkung von Inserted Idleness auf als 
nachrangig zu erachtende Aufträge wird damit deutlich reduziert. Es findet lediglich 
eine Verschiebung der eingefügten Leerzeiten von der im Freigabepool zu denen im 
Produktionssystem statt. Die Vorteile von Inserted Idleness kommen aber weiterhin 
zum Tragen. Die Integration von Inserted Idleness in vorausschauende 
Steuerungskonzepte ist daher vor allem dann zu empfehlen, wenn in diesen zur 
Erreichung der vorgegebenen Zielsetzung auch eine vorausschauende 
Auftragsfreigabe vorteilhaft ist. 
Außer über die Anwendung von Inserted Idleness kann auf Basis der dominierten 
vorausschauenden Steuerungskonzepte auch eine Aussage über die Vorteilhaftigkeit 
der unterschiedlichen Prioritätsfaktoren gemacht werden. So ist festzustellen, dass 
vor allem die VSKs dominiert werden, die auf Prioritätsfaktoren basieren, die eine 
allgemeine Kennzahl heranziehen wie FW und FD. Das legt nahe, dass es 
empfehlenswerter ist, ein vorausschauendes Steuerungskonzept gezielt aus 
zielgrößenbasierenden Prioritätsfaktoren zusammenzustellen. Z.B. können 
terminorientierte Zielgrößen gezielter verbessert werden, wenn nicht einfach FD 
Anwendung findet, sondern auf Basis der angewandten Prioritätsregel überprüft 
wird, welche Zielsetzungen nicht ausreichend gut erreicht werden. Zur gezielten 
Reduzierung dieser Zielgrößen können dann die dafür konzipierten Prioritätsfaktoren 
eingesetzt werden. 
 
                                                 
638 Gliedert man die Ergebnisse nach Prioritätsregel, Systemauslastung und VSK auf, so sind vereinzelte 
Konstellationen festzustellen, in denen eine Berücksichtigung von Inserted Idleness vorteilhaft ist. Diese sind vor 
allem zu beobachten, wenn die SPT-Regel Anwendung findet, eine niedrige Systemauslastung vorliegt und wenn 
der Prioritätsfaktor zur Minimierung der mittleren Durchlaufzeit Bestandteil des VSK ist. Grundsätzlich 
entspricht dies den Beobachtungen im Rahmen der isolierten Betrachtung von Inserted Idleness in Abschnitt 6.3. 
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voraus- 
schauendes 
Steuerungs- 
konzept 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
VSK2.0 655,34 5063,92 326,89 132,01 4234,79 221,61 0,3115 368,38 
VSK2.1 680,29 5564,54 346,71 150,37 4751,45 242,95 0,3276 380,14 
VSK2.2 582,24 5456,77 384,35 97,36 4672,56 268,31 0,2465 372,16 
VSK2.3 739,32 1939,31 249,06 152,90 1027,57 117,40 0,4343 326,17 
VSK2.4 467,31 6656,24 361,16 55,93 5858,70 250,52 0,1701 404,23 
VSK2.5 672,03 1927,92 289,75 144,44 1292,53 175,62 0,3256 376,54 
VSK2.6 814,79 2236,40 191,53 209,68 1518,81 133,58 0,4716 364,26 
VSK2.7 667,35 2128,84 291,28 140,39 1124,42 175,38 0,3237 373,12 
VSK2.8 595,52 1812,26 323,01 100,88 1026,09 190,09 0,2713 365,93 
VSK2.9 645,18 1860,58 356,72 138,71 1076,64 222,06 0,3033 391,93 
VSK2.10 703,01 2145,83 206,41 132,55 1437,37 126,47 0,3929 321,78 
VSK2.11 725,49 2177,47 206,84 145,07 1470,92 131,17 0,4147 324,33 
VSK2.12 568,89 2252,42 213,38 68,63 1523,92 109,62 0,2817 328,06 
VSK2.13 601,65 2299,55 215,48 83,91 1574,25 117,39 0,3121 325,87 
VSK2.14 485,26 1877,07 295,25 60,25 1089,24 158,52 0,1963 394,93 
VSK2.15 505,80 1789,12 303,70 71,20 1007,34 162,75 0,2174 396,29 
VSK2.16 551,21 1827,81 231,89 59,28 943,00 82,08 0,3072 327,04 
VSK2.17 619,34 1983,40 247,09 106,49 1099,68 104,22 0,3585 353,33 
VSK2.18 564,41 1435,60 233,87 69,41 576,97 83,77 0,3162 334,10 
Tabelle 82 - Mittlere Zielgrößenwerte in Abhängigkeit vom vorausschauenden Steuerungskonzept zur gleichzeitigen 
Verbesserung aller Zielgrößen im Durchschnitt über die angewandten Prioritätsregeln 
Im folgenden Abschnitt werden die gute Ergebnisse erzielenden und in Tabelle 82 
gelb unterlegten vorausschauenden Steuerungskonzepte näher untersucht und in 
Wechselwirkung mit der eingesetzten Prioritätsregel betrachtet.  
6.8.4.3 Detaillierte Betrachtung der bestgeeigneten vorausschauenden 
Steuerungskonzepte 
Die eingangs dieses Abschnitts gestellte Frage, ob es möglich ist, eine Steuerung 
mithilfe von Voraussicht zu erreichen, die die reine Prioritätsregelsteuerung 
dominiert, lässt sich zumindest für die in Tabelle 82 wiedergegebenen 
Zielgrößenmittelwerte beantworten. Sowohl VSK2.12 als VSK2.16 erzielen für alle 
betrachteten Zielgrößen niedrigere Mittelwerte als VSK2.0. Generell ist der Einsatz 
von Voraussicht somit vorteilhaft. Bei den bisherigen Ergebnissen findet jedoch 
keine Berücksichtigung, welche Prioritätsregel Anwendung findet und welche 
Systemauslastung vorliegt. Im Folgenden wird daher anhand von VSK2.0, VSK2.14, 
VSK2.16 und VSK2.18 näher betrachtet, welchen Einfluss beide 
Untersuchungsparameter auf die Vorteilhaftigkeit der einzelnen vorausschauenden 
Steuerungskonzepte haben. 
Bevor die Zielgrößenmittelwertunterschiede aufgrund der Variation der 
Experimentparameter untersucht werden können, muss zunächst mithilfe von acht 
Zielgrößen-ANOVAs festgestellt werden, welche Variationsquellen einen 
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signifikanten Einfluss haben. Tabelle 83 fasst die Ergebnisse zusammen und zeigt 
auf, dass alle Einflüsse Signifikanzwerte nahe null aufweisen. Dies schlägt sich auch 
in den durch partielle Eta-Quadrate quantifizierten Einflussstärken aller 
Variationsquellen wieder. Diese werden in Tabelle 84 wiedergegeben und zeigen 
auf, dass die vorausschauenden Steuerungskonzepte auf mache Zielgrößen mehr 
Einfluss haben als die Prioritätsregeln. 
 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Signifikanzwert der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Konstanter Term 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
VSK 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * VSK 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
Ausl * VSK 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
PR * Ausl * VSK 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
VSK: vorausschauendes Steuerungskonzept 
*: Interaktion zwischen Faktoren 
Tabelle 83 - Signifikanzwerte der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von vorausschauenden Steuerungskonzepten zur gleichzeitigen Verbesserung aller Zielgrößen 
 
Unabhängige 
Variablen der 
Varianzanalysen 
(Variationsquellen) 
Partielle Eta-Quadrate der Variationsquellen in Abhängigkeit von der Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
Gesamtmodell 0,9591 0,8652 0,8809 0,9380 0,8665 0,8998 0,9362 0,9322 
Konstanter Term 0,9891 0,8247 0,9699 0,8295 0,6766 0,8767 0,9309 0,9878 
PR 0,7039 0,3995 0,3475 0,5022 0,4108 0,3462 0,6916 0,8143 
Ausl 0,9398 0,4622 0,7827 0,8815 0,4753 0,8329 0,9000 0,7590 
VSK 0,5122 0,6066 0,4185 0,4073 0,6066 0,5624 0,2969 0,3231 
PR * Ausl 0,5891 0,2468 0,3959 0,6492 0,2429 0,1816 0,5488 0,6070 
PR * VSK 0,6465 0,6056 0,3897 0,5870 0,6090 0,4658 0,4191 0,4363 
Ausl * VSK 0,2906 0,4010 0,3816 0,4739 0,3943 0,3328 0,4055 0,6025 
PR * Ausl * VSK 0,4167 0,4509 0,3881 0,6448 0,4490 0,3686 0,2796 0,6546 
  Abkürzungen: 
  PR: Prioritätsregel 
  Ausl: Systemauslastung 
VSK: vorausschauendes Steuerungskonzept 
*: Interaktion zwischen Faktoren 
Tabelle 84 - Partielle Eta-Quadrate der Variationsquellen auf Basis der ANOVAs für alle Zielgrößen im Rahmen der 
Untersuchung von vorausschauenden Steuerungskonzepten zur gleichzeitigen Verbesserung aller Zielgrößen 
Mithilfe von Tabelle 82 lässt sich nur die Frage beantworten, ob bestimmte 
Steuerungskonzepte in Bezug auf ihre mittlere Zielerreichung dominiert werden. Ob 
dies nur für bestimmte Systemauslastungsgrade gilt oder nur in Kombination mit 
bestimmten Prioritätsregeln, kann nicht beantwortet werden. Für die ausgewählten 
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Steuerungskonzepte sind die dominierten Steuerungsstrategien, die eine 
Kombination einer Prioritätsregel mit einem vorausschauenden Steuerungskonzept 
darstellen, in Tabelle 85 ausgewiesen. Getrennt nach vorherrschender 
Systemauslastung wird für jede Steuerungsstrategie angegeben, ob sie in Bezug auf 
die Minimierung aller acht Zielgrößen durch eine andere Strategie dominiert wird.639 
Zusätzlich wird eine Dominierung nur bei Minimierung der sieben Zielgrößen außer 
AL , durch „(dominiert)“ gekennzeichnet. Tabelle 85 zeigt nochmals die notwendige 
Trennung beider Fälle auf. Ist es bei niedriger Systemauslastung unmöglich, 
gleichzeitig niedrige mittlere Durchlaufzeiten und geringe mittlere absolute 
Terminabweichungen zu erzielen, so tritt bei Systemauslastung 0,95(g) eine 
Zielkongruenz auf. Diese führt dazu, dass eine Dominanz immer in Bezug auf alle 
acht verfolgten Zielsetzungen zu beobachten ist. 
 
System-
auslastung Prioritätsregel 
Vorausschauendes Steuerungskonzept 
VSK2.0 VSK2.14 VSK2.16 VSK2.18 
0,80(g) 
FIFO (dominiert)    
SPT     
PT+WINQ (dominiert) dominiert   
ODD (dominiert)  (dominiert)  
MCOVERT (dominiert) (dominiert) (dominiert) (dominiert) 
ATC (dominiert)  (dominiert)  
0,90(g) 
FIFO dominiert   (dominiert) 
SPT     
PT+WINQ dominiert    
ODD  dominiert   
MCOVERT (dominiert) (dominiert) (dominiert) (dominiert) 
ATC (dominiert)    
0,95(g) 
FIFO dominiert  dominiert dominiert 
SPT     
PT+WINQ dominiert    
ODD   dominiert dominiert 
MCOVERT dominiert  dominiert dominiert 
ATC     
0,95(u) 
FIFO dominiert    
SPT     
PT+WINQ (dominiert)    
ODD     
MCOVERT     
ATC (dominiert)   (dominiert) 
Tabelle 85 - Dominierte Steuerungsstrategien bestehend aus einer Prioritätsregel kombiniert mit einem 
vorausschauenden Steuerungskonzept in Abhängigkeit von der Systemauslastung 
                                                 
639 Bei der Dominanzfeststellung werden nur signifikante Zielgrößenunterschiede herangezogen. Sind 
Verbesserungen bzw. Verschlechterungen nicht signifikant nachweisbar, so werden sie als nicht vorliegend 
behandelt. 
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Aus Tabelle 85 lassen sich zwei Aussagen ableiten. Im Rahmen der zugrunde 
liegenden Problemstellungen ist es bei Systemauslastung 0,80(g) und 0,90(g) nicht 
sinnvoll, die MCOVERT-Regel allein oder durch eines der ausgewählten 
vorausschauenden Steuerungskonzepte erweitert einzusetzen. Es existiert jeweils 
mindestens eine Steuerungsalternative, die zumindest die sieben Zielgrößen außer 
AL  weiter senken kann. Zweitens sollte bei Vorliegen der Systemauslastung 0,80(g) 
oder allgemein einer geringen gleichen Auslastung aller Maschinen immer der 
Einsatz einer Voraussichtserweiterung in Betracht gezogen werden. Nur bei SPT-
Steuerung wird die ausschließliche Prioritätsregel-Steuerung nicht durch eine 
voraussichtserweiterte Alternative in Bezug auf die sieben Zielgrößen außer AL  
dominiert.640 Die Abschnitte 6.3 und 6.5.1 zeigen jedoch auf, dass auch bei 
Anwendung der SPT-Regel die Erweiterung durch Voraussicht bei Systemauslastung 
0,80(g) dominante Strategien hervorbringt. Sowohl die Erweiterung um Inserted 
Idleness als auch die um FW reduzieren alle Zielgrößen außer AL  im Vergleich zur 
ausschließlichen SPT-Steuerung. Schließlich ist noch festzustellen, dass es immer 
eine dominante Strategie zum nicht durch Voraussicht erweiterten Einsatz von FIFO 
und PT+WINQ gibt, unabhängig davon, welche Systemauslastung vorliegt. 
Nach Eliminierung der dominierten Steuerungsstrategien verbleiben noch immer 
zahlreiche Kombinationen aus Prioritätsregel und vorausschauendem 
Steuerungskonzept, die zur Erreichung der gegebenen Zielsetzung eingesetzt werden 
können. Es muss also festgestellt werden, in welcher Situation sich welches VSK am 
besten eignet. In Tabelle 86 bis Tabelle 88 wird angegeben, welche prozentuale 
Zielgrößenänderung eine Erweiterung der Prioritätsregelsteuerung durch VSK2.14, 
VSK2.16 bzw. VSK2.18 mit sich bringt. Die Änderungen werden getrennt für jede 
Prioritätsregel bei jeder betrachteten Systemauslastung wiedergegeben. Zur 
schnelleren Erkennbarkeit sind Verbesserungen grün unterlegt, Verschlechterungen 
rot. Ist die Zielgrößenverbesserung bzw. -verschlechterung signifikant größer null, so 
wird sie in roten Ziffern ausgewiesen. Außerdem sind wiederum die bei der 
jeweiligen Systemauslastung dominierten Steuerungsstrategien gekennzeichnet. 
Hervorgehoben sind die Systemauslastungen, bei denen die jeweilige 
Steuerungsstrategie, gegeben durch Prioritätsregel und VSK, durch eine andere 
                                                 
640 Bei Einsatz der SPT-Regel führt die Erweiterung durch VSK2.16 oder VSK2.18 nur zu einer 
Verschlechterung von F  um 1,65% bzw. 2,01% bei gleichzeitiger Reduktion der anderen Zielgrößen um bis zu 
91,33% wenn die Systemauslastung 0,80(g) vorliegt. Die vollständigen Zielgrößenänderungen werden in Tabelle 
87 und Tabelle 88 wiedergegeben. 
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Steuerungsstrategie dominiert wird. Die Kennzeichnung erfolgt durch eine in rot 
wiedergegebene Systemauslastung, die zusätzlich kursiv dargestellt wird, wenn eine 
Dominierung nur auf Basis der sieben Zielgrößen außer AL  vorliegt. 
Vergleicht man die Zielgrößenänderungen, die die Erweiterung der 
Prioritätsregeln um VSK2.14, VSK2.16 bzw.2.18 verursacht, so spiegeln sie deutlich 
die unterschiedlichen Zusammensetzungen der vorausschauenden 
Steuerungskonzepte wieder. VSK2.14 erzielt durch die Anwendung von FF , maxFF  
und maxTF  die größten Reduktionen von F  und θT. Dies ist darauf zurückzuführen, 
dass in dieser VSK vor allem FF  einen starken Einfluss hat. maxFF  und maxTF  nehmen 
nur einen Wert ungleich eins an, wenn für einen Auftrag erwartet wird, dass seine 
Durchlaufzeit bzw. Terminüberschreitung den bisher höchsten aufgetretenen Wert 
überschreiten wird. Dieses VSK stellt also eine FF -Anwendung mit selektiven 
Eingriffen zur Verhinderung großer Fmax- und Tmax-Werte dar. Die in Tabelle 86 
dargestellten Ergebnisse zeigen auf, dass die Erhöhung der Fmax-, σF-, Tmax- und σT-
Werte, die bei alleiniger Anwendung von FF  in Abschnitt 6.6.2 zu beobachten ist, in 
den meisten Fällen verhindert werden kann. Außer bei ODD-Anwendung können 
alle vier Zielgrößen zumeist sogar deutlich gesenkt werden. 
Die Kombination von FF  und FD in Form des Konzepts SVK2.16 führt 
erwartungsgemäß zu etwas höheren F -Werten, da FD kontinuierlich in die 
Prioritätswertbestimmung eingreift und den relativen Einfluss von FF  damit senkt. 
Die zusätzliche Berücksichtigung der Termine in Form der Dringlichkeit gestattet bei 
niedriger Systemauslastung eine stärkere Reduktion des Anteils 
terminüberschreitender Aufträge als bei VSK2.14. Steigt die Systemauslastung, so 
folgt, wie bereits in Abschnitt 6.6.1 dargestellt, aus der Anwendung von FD eine 
Erhöhung von θT. Außerdem führt der Einsatz von FD anstatt von maxFF  und maxTF  bei 
Einsatz aller Prioritätsregeln außer ATC zumeist zu einer stärkeren Reduktion von 
Fmax-, σF-, T , Tmax- und σT.641 Findet ATC Anwendung, ist keine klare Empfehlung 
für eines der beiden Konzepte zur Minimierung dieser Zielgrößen zu machen. 
 
                                                 
641 Bei Anwendung der MCOVERT-Regel trifft dies nur bei Vorliegen der Systemauslastung 0,95(g) und 0,95(u) 
zu. Für die anderen beiden Systemauslastungen wurde aber bereits gezeigt, dass jede MCOVERT enthaltende 
Steuerungsstrategie durch eine andere Steuerungsstrategie dominiert wird. 
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Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) -42,94% -18,46% -9,76% -83,84% -65,58% -68,20% -78,03% 59,66% 
0,90(g) -56,67% -26,39% -0,85% -86,23% -53,47% -59,04% -80,95% 47,32% 
0,95(g) -63,03% -32,54% 31,25% -83,52% -47,77% -23,75% -66,53% -56,88% 
0,95(u) -53,19% 2,70% 9,73% -69,09% -5,16% -17,38% -77,95% 63,13% 
SP
T 
0,80(g) 0,66% -53,20% -5,06% -22,82% -74,29% -40,70% 8,57% -0,78% 
0,90(g) 2,16% -68,96% -14,87% -2,56% -77,39% -31,85% 17,22% -2,08% 
0,95(g) 5,45% -79,52% -26,09% 6,11% -82,99% -35,15% 24,08% -2,02% 
0,95(u) 5,21% -80,23% -27,60% 8,60% -84,25% -42,61% 37,33% -1,53% 
PT
+W
IN
Q
 
0,80(g) -8,17% -45,72% -8,34% -39,31% -72,75% -45,56% -15,74% 4,29% 
0,90(g) -17,36% -62,47% -17,38% -35,72% -74,33% -36,75% -29,31% 10,86% 
0,95(g) -22,90% -70,69% -23,44% -33,81% -76,50% -34,94% -33,08% 1,64% 
0,95(u) -9,74% -76,66% -23,15% -14,21% -82,10% -38,31% -12,56% 4,24% 
O
D
D
 0,80(g) -36,86% -8,42% -21,77% 1052,08% 300,15% 818,93% 322,96% 47,94% 
0,90(g) -38,92% 14,00% 24,96% -8,03% 138,74% 74,63% -54,35% 195,82% 
0,95(g) -41,79% 22,95% 70,10% -68,18% 74,01% 47,12% -56,07% -27,24% 
0,95(u) -41,88% 27,13% 18,87% -10,13% 199,89% 115,64% -62,85% 118,31% 
M
C
O
V
ER
T 0,80(g) 1,36% -4,03% -1,25% 0,65% 0,73% -0,08% -7,68% -0,85% 
0,90(g) 0,23% -6,30% -1,60% 3,10% -11,24% 5,05% -1,45% -0,18% 
0,95(g) -5,80% -28,32% -1,89% -22,69% -38,38% -4,14% -2,18% -20,69% 
0,95(u) -0,81% -11,42% -1,09% -9,88% -23,98% 0,25% -3,54% -0,94% 
A
TC
 0,80(g) -14,77% -21,66% -7,85% -65,47% -77,97% -70,64% -52,49% 25,47% 
0,90(g) -10,11% -69,75% -13,36% -31,43% -80,96% -44,99% -29,21% 45,94% 
0,95(g) -1,54% -83,10% -35,74% 8,27% -87,06% -41,46% 13,87% 20,19% 
0,95(u) -10,80% -77,01% -18,71% -4,99% -84,48% -46,25% -15,79% 34,83% 
Tabelle 86 - Prozentuale Zielgrößenänderungen durch Wechsel von VSK2.0 auf VSK2.14 in Abhängigkeit von 
Prioritätsregel und Systemauslastung 
Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) -41,43% -4,96% -9,11% -98,89% -84,85% -95,68% -93,99% 56,36% 
0,90(g) -49,10% -26,38% -11,26% -95,64% -62,67% -85,97% -78,42% 7,18% 
0,95(g) -43,29% -11,12% -19,03% -73,49% -20,64% -37,95% -10,84% -71,26% 
0,95(u) -42,40% 0,70% -3,82% -83,30% -27,89% -65,26% -57,79% 20,30% 
SP
T 
0,80(g) 1,65% -56,63% -9,50% -85,72% -86,68% -85,70% -25,65% -2,49% 
0,90(g) 11,51% -78,12% -33,98% -73,55% -88,77% -83,81% 78,28% -21,28% 
0,95(g) 35,24% -84,09% -61,35% -39,35% -87,95% -78,51% 282,70% -54,75% 
0,95(u) 20,64% -85,10% -46,01% -50,72% -90,75% -81,36% 217,93% -21,98% 
PT
+W
IN
Q
 
0,80(g) -7,49% -45,60% -12,10% -88,50% -82,13% -84,83% -54,36% 2,94% 
0,90(g) -11,91% -67,64% -33,59% -80,72% -81,91% -80,70% -18,19% -9,95% 
0,95(g) -7,18% -72,06% -57,66% -55,62% -78,63% -71,96% 53,56% -50,74% 
0,95(u) -0,20% -81,33% -40,70% -57,49% -88,64% -76,63% 58,20% -15,81% 
O
D
D
 0,80(g) -34,01% -6,61% -21,81% -48,49% 5,73% -22,77% 16,65% 43,02% 
0,90(g) -27,70% -4,57% 9,01% -67,60% 38,59% -44,73% -47,65% 110,19% 
0,95(g) -17,31% 31,81% 16,18% -41,23% 88,59% 20,16% -7,36% -37,11% 
0,95(u) -29,01% 4,84% 1,58% -47,47% 80,06% -17,22% -33,02% 63,76% 
M
C
O
V
ER
T 0,80(g) 0,60% -2,35% -3,38% -38,12% -6,41% -27,85% -35,86% -0,42% 
0,90(g) -0,28% -1,47% -2,10% -6,87% 7,68% -1,91% -4,37% -0,85% 
0,95(g) -0,11% -9,59% 0,84% -0,07% -12,08% 5,58% -0,82% 0,33% 
0,95(u) -1,23% -3,41% -1,22% -6,96% -3,49% 1,66% -6,82% 0,78% 
A
TC
 0,80(g) -14,53% -14,22% -7,07% -69,21% -74,90% -72,54% -41,68% 25,06% 
0,90(g) -7,70% -70,11% -19,12% -44,29% -82,51% -69,23% 20,78% 24,50% 
0,95(g) 4,20% -80,27% -58,74% 13,85% -84,39% -66,49% 130,13% 0,40% 
0,95(u) -7,06% -74,90% -22,90% -0,43% -84,50% -63,79% 65,47% 23,65% 
Tabelle 87 - Prozentuale Zielgrößenänderungen durch Wechsel von VSK2.0 auf VSK2.16 in Abhängigkeit von 
Prioritätsregel und Systemauslastung 
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Prioritäts- 
regel 
System- 
auslas- 
tung 
Zielgröße 
F  maxF  Fσ  T  maxT  Tσ  Tθ  AL  
FI
FO
 0,80(g) -41,15% -22,35% -9,70% -98,96% -88,34% -96,28% -94,59% 55,93% 
0,90(g) -47,26% -31,97% -6,96% -92,96% -69,36% -81,09% -74,79% 5,46% 
0,95(g) -36,07% -19,51% -8,91% -61,62% -33,75% -25,43% -7,23% -60,16% 
0,95(u) -41,17% -18,89% -2,64% -80,05% -52,37% -63,96% -56,07% 20,60% 
SP
T 
0,80(g) 2,01% -61,74% -9,21% -87,01% -91,33% -87,74% -24,93% -2,70% 
0,90(g) 13,20% -82,13% -33,31% -71,66% -93,38% -84,54% 89,75% -22,25% 
0,95(g) 40,14% -90,19% -61,29% -29,00% -94,37% -78,44% 306,30% -54,01% 
0,95(u) 22,83% -89,26% -45,72% -46,77% -95,02% -82,43% 236,31% -22,56% 
PT
+W
IN
Q
 
0,80(g) -7,07% -53,20% -12,00% -90,87% -90,69% -88,69% -56,93% 2,63% 
0,90(g) -10,80% -73,72% -32,93% -79,40% -90,18% -82,10% -12,77% -10,95% 
0,95(g) -4,00% -81,98% -57,77% -48,84% -89,44% -72,16% 61,22% -48,59% 
0,95(u) 1,07% -86,28% -41,15% -56,37% -93,56% -78,66% 65,55% -16,56% 
O
D
D
 0,80(g) -34,09% -23,45% -22,41% -57,67% -14,43% -32,54% 6,31% 43,12% 
0,90(g) -27,84% -17,71% 8,74% -67,53% -5,46% -46,98% -47,80% 110,91% 
0,95(g) -15,52% 0,81% 13,42% -37,09% 27,19% 18,00% -6,14% -33,53% 
0,95(u) -28,62% -12,33% 1,46% -45,27% 24,96% -17,72% -32,22% 63,58% 
M
C
O
V
ER
T 0,80(g) 0,81% -7,38% -2,91% -32,88% -12,90% -23,96% -35,23% -0,55% 
0,90(g) 0,25% -6,09% -2,19% -2,39% -12,93% 2,65% -3,17% -2,11% 
0,95(g) 0,94% -27,28% 1,34% 4,22% -37,37% 6,83% -0,61% 4,43% 
0,95(u) -0,87% -11,68% -0,78% -2,07% -27,29% 3,68% -6,42% 1,34% 
A
TC
 0,80(g) -14,63% -21,79% -7,28% -73,44% -83,10% -78,29% -44,43% 25,22% 
0,90(g) -7,56% -76,17% -19,23% -40,94% -89,49% -69,59% 21,48% 25,34% 
0,95(g) 7,61% -88,66% -59,13% 34,93% -93,08% -66,84% 135,73% 15,66% 
0,95(u) -6,45% -81,12% -22,72% 9,40% -91,04% -64,06% 71,17% 24,70% 
Tabelle 88 - Prozentuale Zielgrößenänderungen durch Wechsel von VSK2.0 auf VSK2.18 in Abhängigkeit von 
Prioritätsregel und Systemauslastung 
Auch die Ergebnisse des Vergleichs zwischen SVK2.16 und SVK2.18 
entsprechen den Erwartungen, die sich aus den Erkenntnissen der vergangenen 
Abschnitte ergeben. Das Voraussichtsmechanismenbündel von VSK2.18 umfasst 
zusätzlich maxFF  und maxTF . Vergleicht man die Ergebnisse in Tabelle 87 mit denen in 
Tabelle 88, so ist zu beobachten, dass durch VSK2.18 unabhängig von Prioritätsregel 
und Systemauslastung die Fmax- und Tmax-Werte durchschnittlich um weitere 10,04 
bzw. 16,15 Prozentpunkte gesenkt werden können. Gleichzeitig ist VSK2.18 jedoch 
zur Minimierung von F , T  und θT weniger gut geeignet. Festzustellen ist auch, dass 
bei Systemauslastung 0,80(g) immer SVK2.18 eingesetzt werden sollte.642 Eine 
Erweiterung um das vorausschauende Steuerungskonzept VSK2.18 führt bei fast 
allen Zielgrößen zu den größten Verbesserungen im Vergleich zu den Ergebnissen 
auf Basis der zugrunde liegenden Prioritätsregel. In den Fällen, in denen ein anderes 
VSK größere Verbesserungen erzielt, sind diese im Mittel nur 0,30 und maximal 
0,72 Prozentpunkte größer. Die isolierten Untersuchungen der 
Voraussichtsmechanismen haben aufgezeigt, dass die Anwendung am häufigsten zu 
                                                 
642 Die einzige Ausnahme ist, wenn die MCOVERT-Regel Anwendung findet. Ihre Anwendung ist jedoch, wie 
bereits dargestellt, bei Systemauslastung 0,80(g) ohnehin nicht sinnvoll. 
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Verbesserungen führt, wenn bei geringer Systemauslastung kurze Warteschlangen 
und häufigere Leerzeiten auftreten. Die Ergebnisse der Abschnitte 6.8.3 und 6.8.4 
zeigen auf, dass diese Aussage erweitert werden kann. Bei niedriger 
Systemauslastung ist es zudem vorteilhaft für das anzuwendende VSK, ein 
umfangreicheres Bündel aus gezielt ausgewählten Voraussichtsmechanismen 
heranzuziehen.  
6.8.4.4 Zusammenfassende Beurteilung 
In Bezug auf die Ausgangsfragestellung ist festzustellen, dass es nicht möglich ist, 
mithilfe der untersuchten vorausschauenden Steuerungskonzepte unabhängig von 
vorliegender Systemauslastung und eingesetzter Prioritätsregel eine Verbesserung 
aller Zielgrößen zu erreichen. Zumindest in Bezug auf die sieben Zielgrößen außer 
AL  ist dies aber in einer Reihe von Situation möglich. Bei Systemauslastung 0,80(g) 
existiert immer eine dominante Steuerungsstrategie, die zusätzlich zur Prioritätsregel 
Voraussicht enthält. Auch wird die alleinige Steuerung mithilfe von FIFO und 
PT+WINQ bei jeder Systemauslastung durch eine vorausschauende Steuerung 
dominiert. Bei Systemauslastung 0,80(g) und 0,90(g) existiert zudem keine nicht 
dominierte Steuerungsstrategie, die MCOVERT enthält. Bei hoher Systemauslastung 
kann i.d.R. keine dominante Strategie gefunden werden. Wie Tabelle 86 bis Tabelle 
88 aufzeigen, existiert in den meisten Fällen eine VSK-Erweiterung, die die meisten 
mithilfe der zugrunde liegenden Prioritätsregel erzielten Zielgrößenwerte deutlich 
senkt, während nur wenige andere Zielgrößen Verschlechterungen unterliegen. Die 
resultierenden Zielgrößenverschlechterung sind in vielen Fällen geringerer Stärke als 
die Verbesserungen.643 Der Planer kann in dieser Situation das seiner Präferenz 
entsprechende bestgeeignete vorausschauende Steuerungskonzept wählen. 
Über die Beantwortung der Ausgangsfragestellung hinaus gestatten die 
Experimentergebnisse aber erneut eine Reihe allgemeiner Erkenntnisse. Wie schon 
in Abschnitt 6.8.3 kann festgestellt werden, dass die Kombination der einzelnen 
Voraussichtsmechanismen auf Basis der Beobachtungen einer isolierten 
Untersuchung stattfinden kann. Das Hinzufügen eines Voraussichtsmechanismus zu 
einem VSK führt zu einer Änderung der Zielgrößen, wie sie zumindest in Bezug auf 
                                                 
643 Die z.T. erheblichen prozentualen Verschlechterungen der terminorientierten Zielgrößen sind auf die geringen 
Werte bei alleinigem Einsatz der jeweiligen Prioritätsregel zurückzuführen, wie sie in Tabelle 30 in Abschnitt 6.2 
ausgewiesen werden. Geringe absolute Erhöhungen führen in diesen Fällen zu einem sehr großen relativen 
Anstieg. 
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die Wirkungsrichtung auch bei der isolierten Anwendung dieses Mechanismus zu 
beobachten ist. Erneut bestätigt sich damit, dass das bestgeeignete vorausschauende 
Steuerungskonzept iterativ bestimmt werden kann. Generell sind dabei 
Prioritätsfaktoren vorzuziehen, die explizit zur Optimierung einer Zielgröße 
konzipiert sind und nicht auf einer allgemeinen Kennzahl basieren. 
Schließlich gestattet der Vergleich der Experimentergebnisse aus Abschnitt 6.3, 
6.8.3 und 6.8.4 noch eine Aussage über die Vorteilhaftigkeit von Inserted Idleness. 
Da das Warten auf besonders wichtige Aufträge immer mit einer Verzögerung 
anderer Aufträge verbunden ist, führt Inserted Idleness nur zu Verbesserungen, wenn 
die negativen Konsequenzen geringen Ausmaßes sind. Dies ist zum einen der Fall, 
wenn bei geringer Systemauslastung nur wenige Aufträge warten müssen. Auf der 
anderen Seite tritt kaum eine Verzögerung der weniger wichtigen Aufträge ein, wenn 
die vorausschauende Auftragsfreigabe z.B. auf Basis von FD angewandt wird. Die 
dynamisch angepasste Durchlaufzeitschätzfunktion führt dazu, dass die zusätzlichen 
Wartezeiten im System zu einer früheren Freigabe führen, wodurch sich die 
Durchlaufzeit der wartenden Aufträge nicht verlängert. 
6.9 Zusammenfassende Beurteilung der 
Experimentergebnisse 
In der vorliegenden Arbeit sind eine Reihe unterschiedlicher Ansätze aufgezeigt 
worden, Voraussicht im Rahmen der Ablaufplanung nutzbar zu machen. Das 
grundsätzliche Ziel ist immer, Planungsentscheidungen zu treffen, die durch das 
Einbeziehen von Informationen über zukünftige Systemzustände bereits zum 
Planungszeitpunkt, zu einer besseren Zielerreichung führen. Die verschiedenen 
Ansätze wurden zu fünf Klassen zusammengefasst, um für jede Klasse 
Voraussichtsmechanismen zu entwickeln, die möglichst repräsentativ für alle 
zugehörigen Verfahren im Rahmen der Ablaufplanung mithilfe von Prioritätsregeln 
einsetzbar sind. Diese Mechanismen wurden im Rahmen einer umfangreichen 
Simulationsstudie experimentell auf ihre Wirksamkeit überprüft. Dabei standen zwei 
Aspekte im Mittelpunkt. Zum einen sollten allgemeine Erkenntnisse über die 
Anwendung von Voraussicht gewonnen werden, insbesondere in Bezug auf die 
bisher wenig untersuchten Wechselwirkungen der unterschiedlichen 
Voraussichtsansätze. Das zweite Ziel war eine spezifische Überprüfung der in der 
vorliegenden Arbeit entwickelten Voraussichtsmechanismen auf ihre Wirksamkeit. 
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Da für beide Fragen auch die Übertragbarkeit auf reale Problemstellungen soweit wie 
möglich erreicht werden sollte, wurden auch Modellparameterausprägungen 
betrachtet, die in vielen Studien keine Berücksichtigung finden. So wurde auch die 
Wirkung des Vorliegens von Störungen untersucht. Darüber hinaus wurde betrachtet, 
welche Konsequenzen resultieren, wenn sich bei gleichem mittleren 
Systemauslastungsgrad die Auslastungsgrade der einzelnen Maschinen 
unterscheiden. Gerade in realen Systemen wird sich das Auftreten von Engpässen in 
vielen Fällen nicht verhindern lassen.644 Außerdem wurde eine Reihe 
unterschiedlicher Prioritätsregeln herangezogen, um zu überprüfen, welche 
Wechselwirkungen zwischen diesen und den einzelnen Voraussichtsmechanismen 
auftreten. 
Die umfassende Untersuchung der Voraussichtsmechanismen aller Klassen lässt 
eine Reihe von allgemeinen Erkenntnissen zu, wenn man die Ergebnisse der 
einzelnen Experimente miteinander vergleicht. Es ist festzustellen, dass 
Zielgrößenverbesserungen durch Voraussicht dann besonders häufig erreicht werden 
können, wenn ein geringer Systemauslastungsgrad und keine 
Störungsbeeinträchtigung vorliegen. Diese Situation zeichnet sich dadurch aus, dass 
bei allen Maschinen im Vergleich zu höheren Auslastungsgraden kürzere 
Warteschlangen und häufigere bzw. längere Leerzeiten eintreten. Dadurch sind 
weniger Aufträge von einer Benachteiligung betroffen, die zwangsläufig auftritt, 
wenn einzelne Aufträge durch einen Voraussichtsmechanismus bevorzugt werden. 
Bei der niedrigsten untersuchten Systemauslastung 0,80(g) und dem Nichtvorliegen 
von Störungen ist festzustellen, dass jede untersuchte ausschließliche 
Prioritätsregelsteuerung durch eine Voraussicht enthaltende Steuerung dominiert 
wird. Gleichzeitig ist auch zu beobachten, dass die Zielgrößenverbesserungen und 
-verschlechterungen, die bei hoher Systemauslastung und dem Vorliegen von 
Störungen auftreten, sowohl absolut in ihrer Höhe als auch relativ zum 
Ausgangszielgrößenwert bei ausschließlicher Prioritätsregelsteuerung zunehmen. 
Zurückzuführen ist dies auf die Tatsache, dass in dieser Situation längere 
Warteschlangen vorliegen, also mehr Aufträge für die 
Maschinenbelegungsentscheidung berücksichtigt werden. Die 
Voraussichtsmechanismen führen dadurch zu stärkeren Änderungen in den 
                                                 
644 In Abschnitt 3.4.3 werden Voraussichtsmechanismen für die Produktion integrierter Schaltkreise dargstellt. 
Diese Art der Produktion ist z.B. durch Engpässe aus ökonomischen Gesichtspunkten aufgrund der hohen 
Anschaffungskosten bestimmter Maschinen gekennzeichnet. 
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Auftragsfolgen der einzelnen Maschinen und haben somit einen stärkeren Einfluss 
auf die Höhe der einzelnen Zielgrößen. 
Am stärksten ist sowohl die Vorteilhaftigkeit der einzelnen 
Voraussichtsmechanismen als auch die Höhe der Zielgrößenänderungen, die sie 
erzielen, von der angewandten Prioritätsregel abhängig. Zum einen ist festzustellen, 
dass sich die verschiedenen Voraussichtsmechanismen unterschiedlich gut als 
Erweiterung der einzelnen Prioritätsregeln eignen. Gleichzeitig ist aber auch zu 
beobachten, dass sich manche Prioritätsregeln generell besser für die Erweiterung um 
die vorgestellten Mechanismen eignen als andere. Gerade die einfache SPT-Regel 
stellt einen guten Ausgangspunkt für die zusätzliche Anwendung der vorgestellten 
Voraussichtsmechanismen dar. MCOVERT hingegen zeigt auf, dass komplexe 
Prioritätsregeln mit abschnittsweise definierten Prioritätswertfunktionen weniger 
geeignet sind. Generell erscheint es sinnvoller, einfache Prioritätsregeln auf Basis 
nur einer Kennzahl anzuwenden. Weitere Kennzahlen und die mit ihrer 
Berücksichtigung verfolgten Ziele können aufgrund des modularen Konzepts durch 
Erweiterungen um gezielt eingesetzte Voraussichtsmechanismen einbezogen werden. 
Die Experimentergebnisse zeigen am Beispiel des Vergleichs mit PT+WINQ, dass 
auf diesem Weg eine gezielte Kombination mehrerer Kennzahlen erreicht wird, die 
zu einer gleichzeitigen Verbesserung aller Zielgrößen im Vergleich zur Anwendung 
einer zusammengesetzten Prioritätsregel führen kann. 
Die Vorgehensweise, eine einfache Prioritätsregel um ein Bündel von 
Voraussichtsmechanismen zu erweitern, birgt eine Reihe weiterer Vorteile. Im 
Gegensatz zu komplexen Prioritätsregeln lässt sich jeder Bestandteil der Funktion, 
mit deren Hilfe der Prioritätswert bestimmt wird, isoliert betrachten und beurteilen. 
Dadurch kann eine klare Aussage gemacht werden, welchen Beitrag welcher 
Bestandteil liefert und auf welchen evtl. verzichtet werden kann. Außerdem lässt sich 
die Gewichtung alle Bestandteile flexibel aufeinander abstimmen. Auch wird so eine 
gezielte Vorgehensweise bei der Bestimmung der optimalen Prioritätswertfunktion 
ermöglicht. Während der Planer bei Prioritätsregeln nur wählen kann, welche für 
seine Zwecke tendenziell am besten geeignet ist, kann er mithilfe von 
Voraussichtsmechanismen direkt die Zielerreichung beeinflussen. Stellt er z.B. fest, 
dass die Erreichung einer Zielgröße seinen Ansprüchen nicht genügt, so kann er 
einen Mechanismus wählen, der vorausschauend Aufträge beschleunigt, die 
ansonsten den hohen Zielgrößenwert verursachen. Die Kurzsichtigkeit der 
Prioritätsregeln kann somit gezielt in Hinblick auf die vorliegende Notwendigkeit 
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erweitert werden, ohne die vielseitige Anwendbarkeit des reaktiven Ansatzes 
einzuschränken. Dadurch ist die gesamte Prioritätswertfunktion zudem flexibel 
gegenüber Änderungen der verfolgten Zielsetzung bzw. der Parameter des zugrunde 
liegenden Systems. Durch eine Änderung der Gewichtung aller angewandten 
Mechanismen bzw. durch das Hinzufügen oder Entfernen einzelner Mechanismen 
lässt sich relativ einfach eine Anpassung an die neuen Gegebenheiten erreichen. Auf 
diese Weise kann die Akzeptanz des Verfahrens erhöht werden. Während viele 
Heuristiken einer Blackbox gleichen, die einen Ablaufplan erzeugt, dessen 
Entstehungsgrundlage für den Planer oft nicht nachvollziehbar ist, folgt jeder 
einzelne Mechanismus einer nachvollziehbaren Logik. Die umfangreichen 
Experimente haben zudem gezeigt, dass die grundsätzliche Wirkung eines 
Voraussichtsmechanismus erhalten bleibt, wenn dieser in Verbindung mit anderen 
eingesetzt wird. Zudem können gute Ergebnisse erzielt werden, wenn die einzelnen 
Mechanismen mit den Lageparametern angewandt werden, die sich in einer isolierten 
Untersuchung als geeignet erwiesen haben. 
Die Ergebnisse der Experimente geben zudem Auskunft darüber, was bei der 
Untersuchung von einzelnen Steuerungsmechanismen und der Bestimmung ihrer 
Parameter zu beachten ist. So konnten signifikante Wechselwirkungen zwischen den 
Voraussichtsmechanismen und der Prioritätsregel, der Systemauslastung, der 
Störungsvariante und dem Terminmultiplikator nachgewiesen werden. Auch wurde 
gezeigt, dass eine ungleiche Auslastung aller Maschinen bei gleichem mittleren 
Auslastungsgrad zu einer anderen Zielerreichung und Wirkung der Mechanismen 
führt als eine gleiche hohe Maschinenauslastung. Außerdem führt das Vorliegen von 
Störungen in manchen Fällen zu Unterschieden in der Eignung von 
Voraussichtsmechanismen. Gerade bei der rein theoretischen Untersuchung dieser 
Mechanismen kann eine zu große Vereinfachung der Problemstellung dazu führen, 
dass gewonnene Ergebnisse nicht auf reale Problemstellungen übertragbar sind und 
wiederum die Anwendbarkeit und Akzeptanz einschränken. Die Untersuchung sollte 
somit unter möglichst realistischen Bedingungen stattfinden. Die meisten 
Experimente zeigten auf, dass die optimale Lageparameterhöhe von Prioritätsregel, 
Systemauslastung, Störungsvariante und Terminmultiplikator abhängt. Daher sollten 
bei der Bestimmung der optimalen Parameter eines Voraussichtsmechanismus die im 
System vorliegenden Kennzahlen Berücksichtigung finden. Auch wurden Beispiele 
von Spezialfällen dargestellt, die zur Nichtanwendbarkeit grundsätzlich zur 
Zielgrößenverbesserung geeigneter Mechanismen in realen Systemen führen können. 
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So wurde gezeigt, dass sich die MCOVERT-Regel aufgrund ihrer 
Prioritätswertfunktion nicht für die dargestellte Form von Inserted Idleness eignet 
und dass eine vorausschauende Auftragsfreigabe auf Basis des Prioritätsfaktors FW 
bei ungleicher Maschinenauslastung ungeeignet sein kann. Je stärker die 
Problemstellungen bei der Simulationsstudie vereinfacht werden, desto mehr steigt 
das Risiko der Nichtaufdeckung derartiger Problematiken. 
Über die allgemeinen Beobachtungen hinaus konnten durch die umfangreiche 
experimentelle Studie zahlreiche Erkenntnisse über die einzelnen 
Voraussichtsmechanismen gewonnen werden. Diese Erkenntnisse helfen, die 
Mechanismen bestmöglich allein oder in Kombination mit anderen einzusetzen und 
geben zudem weitere Hinweise auf die Wirkung der Voraussichtsklasse, der sie 
angehören. 
Als Grundlage der Voraussicht wurden zunächst die Schätzverfahren für 
zukünftige Work Contents und Wartezeiten experimentell untersucht. Alternative 
Voraussichtsverfahren greifen zumeist auf den aktuellen Work Content einer 
Maschine zurück. Die Experimentergebnisse zeigen jedoch auf, dass dieser Rückgriff 
auf die hohe Autokorrelation des Arbeitsvolumens zu signifikant schlechteren 
Schätzwerten führt als das entwickelte Regressionsmodell. Wenn für einen in der 
nahen Zukunft liegegenden Zeitpunkt geschätzt wird, können durch Regression 
größere Vorteile erzielt werden, indem detaillierte Informationen über die 
Restbearbeitungszeit und die die Maschine in naher Zukunft erreichenden Aufträge 
berücksichtigt werden. Bei weit entfernten Schätzhorizonten sind ebenfalls größere 
Verbesserungen erzielbar, da der aktuelle Arbeitsvorrat kaum noch Einfluss auf den 
später vorliegenden hat. Mithilfe eines allgemeinen Schätzmodells, das für alle 
Prioritätsregeln Gültigkeit hat, können die absoluten Schätzfehler im Mittel um 
10,66% gesenkt werden. Wird für jede Prioritätsregel ein eigenes Modell aufgestellt, 
beträgt die Verbesserung 12,17%. An den moderaten Verbesserungen ist zu 
erkennen, dass die komplexen Auftragsströme in einem Job Shop dazu führen, dass 
trotz Berücksichtigung zahlreicher erklärender Variablen zukünftige Work Contents 
nur schwer schätzbar sind. 
Eine wesentliche Grundlage für den effektiven Einsatz von Voraussicht ist zudem 
eine möglichst genaue Kenntnis über die zukünftigen Wartezeiten eines Auftrags, da 
sie u.a. darüber Aufschluss geben, wann dieser Auftrag die einzelnen Maschinen 
erreichen und für welchen Zeitpunkt seine vollständige Fertigstellung erwartet wird. 
Mithilfe des entwickelten Wartezeitschätzverfahrens konnten deutliche genauere 
 425 
Schätzungen erzielt werden als mit gebräuchlichen Verfahren, die um 35,29-63,29% 
höhere absolute Schätzfehler aufweisen. Das entwickelte Verfahren weist vor allem 
die Stärke auf, die erwartete Priorität der einzelnen Aufträge zu berücksichtigen und 
aus dieser abzuschätzen, zu welchen Wartezeiten der für einen zukünftigen Zeitpunkt 
erwartete Work Content führt. Eine große Stärke des Verfahrens ist dadurch auch, 
dass es konsistent bei allen Prioritätsregeln die genauesten Schätzungen erzielt, 
während bei anderen Schätzverfahren eine große Abhängigkeit der Schätzqualität 
von der angewandten Prioritätsregel vorliegt. 
Die Anwendung von Inserted Idleness führt nur in spezifischen Situationen zu 
Zielgrößenverbesserungen. Da bei gegebenem Auslastungsgrad die verfügbare 
Leerzeit beschränkt ist, kann ein Inserted-Idleness-Verfahren nur vorteilhaft sein, 
wenn es Leerzeiten auf Zeitpunkte verschiebt, an denen sie mehr zur Zielerreichung 
beitragen. Insbesondere ist dies der Fall, wenn bei niedrigem Auslastungsgrad 
insgesamt relativ viele Leerzeiten vorliegen. Das Verbesserungspotential ist mit 
maximal 3,22% bei durchlaufzeitbasierenden Zielgrößen relativ gering. 
Terminbasierende Zielgrößen können jedoch in einigen Fällen um mehr als 10% bei 
ODD-Anwendung zur Minimierung von Tmax sogar um bis zu 48,24% verbessert 
werden. Besonders vorteilhaft ist die Anwendung zudem, wenn gleichzeitig die 
vorausschauende Auftragsfreigabe Anwendung findet. Basiert diese auf der 
Dringlichkeit eines Auftrags, führen die längeren Durchlaufzeiten zu einer früheren 
Freigabe. Dadurch tritt praktisch keine Erhöhung der Durchlaufzeiten der Aufträge 
auf, die zurückgestellt werden, wenn eine Maschine auf einen wichtigen Auftrag 
wartet. 
In der vorliegenden Arbeit wurden zwei verschiedene Möglichkeiten untersucht, 
in Zukunft eintretende Störungen zu antizipieren. Mit beiden ist es nicht gelungen, 
die Zielgrößenverschlechterungen zu reduzieren, die als Resultat des Auftretens von 
Störungen zu beobachten sind. Da das Antizipieren von Störungen in einem 
reaktiven Ansatz zuvor nicht untersucht wurde, ist in einer umfassenden Studie zu 
klären, ob dies überhaupt zielgrößenverbessernd durchgeführt werden kann. Werden 
Wege gefunden, so sollten diese genutzt werden, einen entsprechenden Mechanismus 
zu entwickeln, der in den vorliegenden Steuerungsansatz integriert werden kann. 
 Für die Beschleunigung schnell fertigstellbarer Aufträge mithilfe des 
Prioritätsfaktors FW konnte nachgewiesen werden, dass diese Beschleunigung durch 
Prioritätsfaktoren dazu führt, dass vor allem F , T  und θT in vielen Fällen 
signifikant gesenkt werden können. In Kombination mit den Prioritätsregeln SPT, 
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PT+WINQ und ATC führt diese Art der Voraussicht zudem in den meisten Fällen 
zur gleichzeitigen Verbesserung aller Zielgrößen, solange nicht Systemauslastung 
0,95(g) vorliegt. Als Kennzahlen für FW wurden die Work Contents auf der Route 
des Auftrags mit den geschätzten Wartezeiten verglichen. Das Heranziehen der Work 
Contents führt zu einer besseren Zielerreichung, weil es verhindert, dass zur 
Beschleunigung einzelner schnell fertigstellbarer Aufträge sehr viele andere Aufträge 
zurückgestellt werden. 
Der Ansatz des Workload Balancing bzw. der Starvation Avoidance wurde in 
Form des Prioritätsfaktors FA realisiert. Dieser versucht die verfügbaren Aufträge so 
zu steuern, dass möglichst alle Maschinen untereinander und im Zeitablauf 
gleichmäßig mit Work Content versorgt werden. Im direkten Vergleich zwischen FW 
und FA ist festzustellen, dass beide Prioritätsfaktoren eine ähnliche Wirkung auf die 
Zielgrößen haben, FW aber vor allem in Kombination mit SPT und PT+WINQ zur 
besseren Zielerreichung führt. 
Das generelle Ziel einer Verbesserung der terminorientierten Zielsetzung wurde 
durch Einsatz des Prioritätsfaktors FD verfolgt. Dieser basiert auf der Kennzahl der 
Dringlichkeit eines Auftrags, die aus der erwarteten Terminabweichung der aktuellen 
Operation im Verhältnis zur Anzahl der Maschinen auf der Restroute des Auftrags 
bestimmt wird. Der Prioritätsfaktor eignet sich insbesondere zur Verbesserung der 
Erreichung terminorientierter Zielsetzungen, wenn die Prioritätsregeln SPT, 
PT+WINQ und ATC angewandt werden. Die Zielgrößen T , Tmax, σT, aber auch Fmax, 
σF können durch den Einsatz von FD signifikant um in manchen Fällen über 90% 
gesenkt werden. Zur Senkung von T , θT und AL  ist der Prioritätsfaktor FD vor 
allem dann in der Lage, wenn eine niedrige Systemauslastung und keine Störungen 
vorliegen. Gleichzeitig ist durch die verstärkte Terminorientierung bei der 
Prioritätswertbestimmung eine Erhöhung der mittleren Durchlaufzeiten zu 
beobachten. Am Beispiel der SPT-Regel wurde aufgezeigt, dass mit einer geringen 
Gewichtung des Prioritätsfaktors im Vergleich zur Prioritätsregel bereits deutliche 
Verbesserungen von Fmax, σF, Tmax und σT bei sehr geringen Verschlechterungen von 
F  und θT erzielt werden können. 
Neben der Voraussicht auf Basis von allgemeinen Kennzahlen wurden auch 
Prioritätsfaktoren untersucht, die spezifisch zur Minimierung einer Zielgröße 
konzipiert sind. Grundlage ist die Schätzung der Beiträge wartender Aufträge zur 
Zielgröße in Abhängigkeit von der Maschinenbelegungsentscheidung. So werden 
vorausschauend die Aufträge bevorzugt, die sonst die Zielgröße verschlechtern 
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würden. Die Ergebnisse zeigen auf, dass fast alle Prioritätsfaktoren in der Lage sind, 
die Zielgröße, für die sie entwickelt wurden, deutlich und signifikant, in vielen Fällen 
um 50-90%, zu senken. Nur der Prioritätsfaktor für θT ist dazu ungeeignet, da die 
diesem Faktor zugrunde liegende Kennzahl zu selten zur Modifikation des 
Prioritätswerts führt und somit keinen signifikanten Effekt erzielt. Die Verwendung 
des spezifisch für eine Zielgröße konzipierten Prioritätsfaktors weist zwei Vorteile 
auf. Der jeweilige Prioritätsfaktor gehört zu den Voraussichtsmechanismen, die bei 
der betreffenden Zielgröße die größten Verbesserungen erzielen und verursacht 
gleichzeitig in einigen Fällen die geringsten Verschlechterungen anderer Zielgrößen. 
Experimentell wurde zudem die Wirkung vorausschauender Auftragsfreigabe 
untersucht. Dabei wurde auch auf die generelle Problematik hingewiesen, dass der 
Wahl des geeigneten Freigabekriteriums eine entscheidende Rolle zukommt, wenn 
deutliche Zielgrößenerhöhungen oder nicht mehr stationäre Systemzustände 
ausgeschlossen werden sollen. Die Untersuchung wurde exemplarisch anhand von 
zwei als Freigabekriterium herangezogenen Prioritätsfaktoren durchgeführt. Mithilfe 
der Freigabe auf Basis von FD ist es möglich, AL  um bis zu 74,2% zu senken, wenn 
Situationen vorliegen, in denen ohne die vorausschauende Freigabe die mittlere 
Durchlaufzeit die mittlere Zeitspanne zwischen Auftragsankunft und Auftragstermin 
deutlich unterschreitet. Die übrigen Zielgrößen ließen sich nur im Rahmen weniger 
Problemstellungen senken. Die Verbesserung betrug zumeist unter 10% und ist vor 
allem mithilfe des Prioritätsfaktors FW erreicht worden. Außer zur Minimierung von 
AL  erwies sich also eine durchlaufzeit- bzw. auslastungsorientierte vorausschauende 
Auftragsfreigabe als vorteilhafter. Für die Freigabegrundpriorität Zi0 konnte gezeigt 
werden, dass sie gut geeignet ist, als Steuerungsinstrument zu dienen, wenn ein den 
Präferenzen des Planers entsprechendes Verhältnis aus Verbesserungen von AL  und 
daraus resultierenden Verschlechterungen der übrigen Zielgrößen, vor allem θT, 
erreicht werden soll. 
Im Rahmen der Untersuchung aller Voraussichtsmechanismen wurde ausführlich 
auf den Einfluss aller Experimentparameter auf die Wirkung des jeweiligen 
Mechanismus eingegangen. Auf diesem Weg bieten die Ergebnisse der vorliegenden 
Arbeit eine gute Basis für den Einsatz der Voraussichtsmechanismen im Rahmen 
anderer Modelle oder in realen Systemen. Aufgrund der vielfältigen 
Wechselwirkungen ist aber eine problemspezifische Untersuchung zuvor immer zu 
empfehlen. 
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7. Zusammenfassung 
Im Rahmen der vorliegenden Arbeit fand eine umfassende und systematische 
Untersuchung des Themenkomplexes Voraussicht im Rahmen der Ablaufplanung 
statt. Obwohl der Nutzen von Voraussicht in zahlreichen Studien nachgewiesen 
worden ist, stellte sie bislang zumeist einen Nebenaspekt im Rahmen der 
Entwicklung verschiedener Heuristiken dar. In der vorliegenden Arbeit wurden daher 
die wichtigsten Voraussichtsansätze in fünf Klassen zusammengefasst und 
ausführlich dargestellt. Durch die umfangreiche Darstellung verfügbarer Verfahren 
soll zum einen Wissenschaft und Praxis ein Ausgangspunkt der Beschäftigung mit 
der Thematik gegeben werden. Zum anderen wurden die verschiedenen in der 
Literatur anzutreffenden Implementierungen dargestellt, um Parallelen und 
Unterschiede zwischen ihnen aufzuzeigen. Aus den Beobachtungen wurde 
schließlich eine Reihe von Voraussichtsmechanismen entwickelt, die repräsentativ 
für ihre Klasse der Untersuchung von Voraussicht dienen können. 
Bei der Entwicklung der Voraussichtsmechanismen stand zudem im Mittelpunkt, 
dass sie im Rahmen einer möglichst großen Auswahl von Problemstellungen 
eingesetzt werden können. Besonders die Anwendbarkeit in für die Praxis relevanten 
Problemstellungen stellte einen Schwerpunkt dar, da viele theoretische 
Entwicklungen in der Ablaufplanung aufgrund mangelnder Anwendbarkeit und 
Akzeptanz keinen Einsatz in realen Problemstellungen finden. Aus diesem Grund 
wurde als Ausgangpunkt die Ablaufplanung mithilfe von Prioritätsregeln gewählt. 
Sie zeichnet sich durch universelle Anwendbarkeit und weite Verbreitung in der 
Praxis aus. Des Weiteren wurde bei der Entwicklung der einzelnen 
Voraussichtsmechanismen ein modularer Ansatz gewählt. Dieser gestattet es, die 
einzelnen Mechanismen nach Bedarf beliebig kombinieren zu können. So ist es 
möglich, die für eine Fragestellung bestgeeigneten Mechanismen 
zusammenzustellen. Außerdem können auf diesem Weg sowohl die Wirkungen der 
einzelnen Mechanismen isoliert betrachtet als auch ihre Interaktionseffekte 
untersucht werden. Schließlich gestattet diese Vorgehensweise auch die 
Verbesserung und Neuentwicklung einzelner Mechanismen, die in das gesamte 
Ablaufplanungskonzept leicht integriert werden können. Gleichzeitig handelt es sich 
aber noch immer um einen reaktiven Ansatz, bei dem mithilfe von 
Prioritätswertfunktionen bestimmt wird, in welcher Reihenfolge die Aufträge 
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bearbeitet werden sollen. Wenn die einzelnen Mechanismen parametrisiert sind, tritt 
dadurch nur eine vernachlässigbare Verlangsamung des Entscheidungsprozesses ein. 
Neben der Entwicklung eines universellen Ablaufplanungsverfahrens konnte 
zudem eine Reihe von wertvollen Erkenntnissen über Voraussicht im Allgemeinen 
gewonnen werden. So konnte gezeigt werden, dass die Vorteilhaftigkeit von 
Voraussicht, die Stärke der Zielgrößenänderung sowie die optimale Parametrisierung 
in den meisten Fällen stark von den das zugrunde liegende System beschreibenden 
Parametern abhängen. In der durchgeführten experimentellen Studie wurde dies am 
Beispiel der eingesetzten Prioritätsregel, dem Auslastungsgrad, dem Vorliegen von 
Engpässen und Störungen sowie dem Terminmultiplikator aufgezeigt. Auf diese 
starken Einflüsse ist es auch zurückzuführen, dass in den bisher vorliegenden Studien 
sehr unterschiedliche Aussagen zur Vorteilhaftigkeit von Voraussicht gemacht 
werden. Daraus ergibt sich für die zukünftige Entwicklung von Verfahren und deren 
Vergleich die Notwendigkeit von stochastisch dynamischen Benchmark-Problemen. 
Diese sollten so ausgestaltet sein, dass die bei der Untersuchung von Verfahren zur 
Lösung dieser Probleme gewonnenen Erkenntnisse auch auf praktische 
Anwendungsfälle übertragen werden können. Die vorliegende Arbeit hat aufgezeigt, 
dass z.B. die Vernachlässigung der Untersuchung von Engpässen dazu führen kann, 
dass die in realen Systemen erzielbaren Ergebnisse deutlich von den theoretischen 
abweichen. 
Mit den Experimenten in der vorliegenden Arbeit konnte gezeigt werden, dass 
mithilfe von Voraussicht deutliche Verbesserungen aller Zielgrößen erreicht werden 
können. Insbesondere können mit Voraussicht die Defizite von Prioritätsregeln 
behoben werden, die aufgrund ihres kurzsichtigen Ansatzes bei der Erreichung 
einiger Zielsetzungen auftreten. Der vorgestellte Ansatz bietet aber noch zusätzliches 
Verbesserungspotential. So können weitere Mechanismen entwickelt oder bereits 
verfügbare verbessert werden. Besonderer Schwerpunkt sollte auf der Schätzung 
zukünftiger Work Contents und Wartezeiten liegen. Für beide konnten bereits 
deutliche Verbesserungen im Vergleich zu herkömmlichen Verfahren erzielt werden. 
Gleichzeitig sind aber noch immer große Schätzfehler aufgrund der komplexen 
Zusammenhänge in Job Shops zu beobachten. Da fast alle Voraussichtsmechanismen 
auf mindestens eine der beiden geschätzten Größen zurückgreifen, könnte eine 
Erhöhung der Schätzgenauigkeit zu einer Verbesserung aller 
Voraussichtsmechanismen genutzt werden. Das vorliegende modulare Konzept kann 
als Rahmen zur Untersuchung neuer Schätz- und Voraussichtsverfahren dienen, die 
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daraufhin sowohl als Erweiterung von Prioritätsregeln als auch im Rahmen anderer 
Heuristiken Anwendung finden können. 
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