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Abstract
Abstract
In this research work, a study has been caiTied out on the current development of 
teleoperation and the control strategies adopted to co-ordinate human operator input and 
computer autonomous control. Based on the findings, a human and computer co­
operative control concept has been developed to overcome the shortcomings of the 
existing control strategies. It utilises the human and computer characteristic advantages 
to complement each other to improve task performance and increase task success rate. 
Some aspects of the tasks are shared between humans and computers while computer 
assistance is inti'oduced into the human supervisory functions in this co-operative control. 
Traditional problems of teleoperation such as time delay and task dependence of high- 
level control have been addressed and overcome by utilising the distributed and parallel 
processing system architecture and an expandable knowledge base incorporated with 
generic and task specific modules. Guidelines and an ideal system model have been 
proposed to provide system developers with future design guidance.
A telerobotic system has been built based on the developed human and computer co­
operative control concept. It uses the client/server model to achieve distributed and 
parallel processing. Operators can perform tasks through direct manual control and 
computer assisted task-level control provided in the system. Multiple manual inputs have 
been introduced to suit different control conditions. They provide the operator with 
intuitive and hardware independent input methods to manipulate the remote robot. A 
computer vision system has been developed to provide not only the visual feedback of the 
remote environment but also assistance in object location and robot navigation: Task 
modules containing generic and specific task handling functions are used for achieving 
human and computer co-operation at both task planning and execution levels.
The experiment results obtained from the system evaluation have shown that the task 
completion time in co-operative conti'ol mode is half the time required in human direct 
manual control. Task performance achieved in co-operative control mode is less 
sensitive to the difference between the operators’ capability. In conclusion, the usability 
and effectiveness of the co-operative control, and the validity of the techniques of camera 
calibration and image processing has been proven through the demonstration task.
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Chapter 1 Introduction
Chapter 1 Introduction
1.1 Overview
The focus of this thesis is on human and computer co-operative control for teleoperation. 
There are many different ways of performing a teleoperation task, vaiying from 
operator’s direct manual control to supervisory control. Each control strategy has its own 
drawbacks, which limit the capabilities of humans and machines and thus reduce the task 
perfomiance. For example, in direct manual control, time delay, cumbersome input and 
output devices, and ineffective user interface often restrict the performance of human 
operators. As a result, computer automatic control has been introduced in many 
teleoperation systems to ease the burden on human operators as well as overcome the 
time delay problem. In order to co-ordinate operator inputs and computer assistance, 
supervisory control has been developed and quicldy adopted in many teleoperation 
systems. However, supervisory control relies heavily on the ability and experience of the 
operator in control. No clear guidelines to system developers for building up supervisory 
control based systems has been given. Therefore, human and computer co-operative 
control concept has been developed in this study to overcome the limitations in 
supervisory control and extend the potential of teleoperation.
Human and computer co-operative control is based on a peer-to-peer structure, which is 
very different from supervisory control’s hierarchical system. Humans and computers’ 
functions and roles are defined dynamically according to their characteristic advantages 
and circumstances of operations being performed. In this way, capabilities of humans 
and strengths of computers can be utilised to improve the task perfoimance in
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teleoperation. Before we get into the details of the human and computer co-operative 
control concept, we shall look at the background of teleoperation so that readers can 
understand the development history of teleoperation and the importance of control 
concepts.
1.2 Teleoperation
Teleoperation is referred to the control of robots or mechanical devices to perform 
different types of tasks over a distance. It has a long history in human society but has 
only been developed rapidly in the last five decades due to the advancement in other 
areas, such as electronic control, computing science and telecommunication. So far, 
teleoperation has been applied to many different areas, such as space, subsea, nuclear 
power plants, aids for the handicapped, surgery, terrestrial mining, construction and 
maintenance, warehousing, fire fighting, policing and militaiy operations. The wide 
usage of teleoperation in so many application areas is due to its advantages, which are 
listed in Table 1.1 along with its limitations.
Table 1.1 Advantages and limitations of teleoperation.
Advantages Limitations
• Improved human safety.
• Extended human strength and 
manipulation capability.
• Use human-in-the-loop control to 
handle unexpected events.
• Operators have to overcome the sense of 
remoteness.
• Insufficient information feedback which is 
dominated by vision.
• Time delay affects the task performance, system 
efficiency and even stability.
• Increased labour costs.
PhD. 2000 W. Yu
Chapter 1 Introduction
The advantages of teleoperation reveal the reason why it is so popular in space operation, 
subsea exploration and nuclear plant maintenance. In all these applications, the working 
environments are either inaccessible or dangerous to humans. By keeping humans away 
from the worldng environment, human safety is improved and at the same time, human 
strength and manipulation capability are extended. Moreover, by having a human 
operator in the control loop, human intelligence is used to overcome the inflexibility of 
programmed routines stored in the remote devices.
On the other hand, being away from the task environment, a sense of remoteness is 
introduced to operators. Without being present inside the task environment and holding 
operating tools directly, dexterity of operators’ manipulating skill is largely reduced. As a 
result, it takes more time to complete a task and tends to generate more eiTors and higher 
task failure rates compared to carrying out a task directly by the operator’s bare hands. 
Operators need to know about the remote environment very well in order to perform a 
task better, however sensory information feedback is usually insufficient. In the early 
years of modem teleoperation, visual information is the dominant sensory feedback to 
operators. This reduced human’s five senses, which are vision, hearing, touch, taste and 
smell, down to one, which is hardly enough. Moreover, poor viewing conditions such as 
illumination level, number of cameras and angle of viewing restrict operators’ 
perfoimance further. In recent years, sound and touch feedback have been introduced 
into teleoperation systems and have shown promising results in improving task 
performance. However, all sensory information feedback is affected by the limited 
bandwidth of communication channels between remote and local sites and becomes less 
useful due to time delay.
PhD. 2000 W. Yu 4
Chapter 1 Introduction
Latency is a common problem in long distance teleoperation especially in space. The 
round trip time delay between the gi'ound contiol station and the teleoperated-vehicle on 
the moon is around 3 seconds. Any contiol signal and information feedback would be 
too late in such conditions to react to sudden changes in the remote environment. Finally, 
labour costs can be higher in teleoperation. For example in a complex system, two 
operators are required, one of them controls the position of the cameras to provide an 
optimum viewing of the remote site and the other manipulates the robot to cany out 
tasks. Therefore, even for a simple task, such as peg-in-hole, requires more than one 
operator. This raises some issues such as human factors, inter-operators communication, 
and co-ordination and collaboration strategy. Researchers have been working on how to 
overcome the limitations of teleoperation over the years. In order to understand current 
research issues and the control concepts for teleoperation, we need to know its 
development histoiy and associated teiminologies first.
1.3 Brief History of Teleoperation
Teleoperation, or telemanipulation as it is sometimes refened to, is regarded as human 
operators carrying out work remotely in circumstances where direct action is not feasible 
(Vertut, 1986). A teleoperator is a tool or a machine which can enable a human operator 
to move about, sense and mechanically manipulate objects at a distance (Sheridan, 1995). 
Generally speaking, teleoperation has a very long history which can be traced back to 
pre-historical stages where humans used simple tools to amplify their strength and extend 
their reach. It has been developed rapidly in recent years due to its potential in many 
different application areas and the advances of technologies in computer science and
PhD. 2000 W. Yu 5
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automatic control. It is common to divide the history of teleoperation into two stages: 
pre-historic time and modern time (Vertut, 1986) (Sheridan, 1992). Four major 
milestones can be found to indicate the significant achievements in the development of 
teleoperators and are shown in Figure 1.1.
Advent 
of industrial 
robots
Simple
tools
Direct-coupled
mechanical
devices
Electro­
mechanical
teleoperators
1960’s
Advanced
telerobotic
systems
Pre-historical
time
1945 1954 1970s
Figure 1.1 Milestones in the development history of teleoperators
The first milestone took place when simple tools were used by humans to amplify their 
strength and extend accessibility to some hostile environments and thus a simple form of 
teleoperation was formed. The fire tong used to manipulate hot objects is regarded as an 
early teleoperator (Vertut, 1986). The pre-historic time is marked by this Idnd of 
mechanical device and some arm extensions, such as prosthetic limbs. The second 
milestone occurred in 1945 when the first modern master-slave teleoperators were 
developed by Raymond Goertz at Argonne National Laboratory in the USA. These were 
mechanical devices used for manipulating radioactive materials in a "hot cell" during 
chemical experiments. The linkages between the master and the slave devices are direct- 
coupled tapes and cables so that human operators were located not too far away from the
PhD. 2000 W. Yu
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radioactive material and separated by a protective wall with a viewing window of lead 
glass.
The real breakthrough in teleoperation technology came when the first electro­
mechanical device was introduced by Goertz again at Argonne National Laboratory in 
1954. The direct mechanical linkage was replaced by electrical servo-mechanisms. 
Along with the close-circuit television, the human operator can be placed at an arbitrary 
distance. Bilateral force feedback was also provided in this device from which operators 
could feel the weight of the object they were manipulating. Potentials of teleoperation 
have been discovered and applied to many different areas afterwaids. By 1970, 
technology of industrial robotics became mature and robots were used in assembly-lines 
in manufacturing, mainly for spot welding and paint spraying. Robotic elements, such as 
numerical control, programmable routines, were introduced into teleoperators. The term 
"telerobotics" has been coined to describe a teleoperator in the form of robots, which is 
under the human operator’s intermediate control, which is a major shift from the fully 
manual control. The major events in the history of teleoperator development are 
summarised and compiled into Table 1.2.
Based on more than 40 years of research into mechanics and more than 20 years of 
research into automatic contiol, thiee major advancements of teleoperation technology 
can be found: increase of output power, extended operational range and improved control 
of devices. Besides, there are also some other issues, which have been studied in recent 
years, such as human-machine interface, cognitive science and contiol strategy. More
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recently, researchers have been working on different aspects of teleoperation and the 
major issues are described in the next section.
Table 1.2 History of teleoperator development
Time Event
Before 16th Century fire-tongs, animal prods and other simple arm extension
Early 19 th Century crude teleoperators for earth moving, construction and 
related work
1940s arm hooks activated by leather thongs
1945 first modern master-slave teleoperator
1954 use of electrical servomechanism and closed circuit 
television
mid 1950s developments in telepresence
late 1950s applying servomechanism technology to human limb 
prostheses
early 1960s telemanipulators and video cameras attached to 
submarines for deep sea applications
1965 demonstration of move-and-wait strategy to deal with 
long time delay in space teleoperation
1967 supervisory control over the move-and-wait strategy
1970 industrial robotics came into full development
1980 industrial robots had wrist-force sensing primitive 
computer vision, push-button "teach pendant" control 
box
1990 computer-aided teleoperation systems
1.4 General Research Issues
The common goal of all researches in teleoperation is to improve the performance of the 
system and to ensure the task can be accomplished successfully and effectively. In order 
to achieve this, the advantages of teleoperation need to be amplified and its limitations 
need to be reduced. The limitations of teleoperation due to the nature of remote operation
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have been described in the first section of this chapter, however, since telerobotic systems 
have become more and more common, shortcomings of robots have been inherited. The 
shortcomings from robots are summarised below:
• Lack of dexterity in mechanical devices.
• Insensitive to the changes in task environments.
• Inflexibility of programmed routines.
• Large amount of computational power required for real-time control.
• Low intelligence of robots.
Most of the industrial robots have six degrees of freedom which is the minimum 
requirement to reach any place in a 3 dimensional space while human aims have seven 
degrees of freedom. The exUa degree of freedom is usually called redundant, however 
extra dexterity and flexibility are achieved by this kind of redundancy. A robot aim 
equipped with more degiees of freedom will be more capable of performing fine 
manipulations or reaching some awkward positions. Therefore, some robots with more 
than six degiees of freedom have been developed (Schenker, Kim & Bejczy, 1991). 
Some of them are in the shape of a snake and have the capability of avoiding obstacles 
and moving in pipelines (Hemami, 1984) (Hirose, 1993). However, as more degiees of 
freedom are introduced into the robot, the more complex the kinematic transform and 
trajectory planning will be. In order to achieve fast and accurate positioning, a laige 
amount of computational power is required for kinematically redundant robots. This 
increases the difficulties in controlling the robots in real-time telemanipulation.
In the early stages of robotics, most industrial robots were senseless and did not have any 
perception or knowledge about the surroundings. Any unexpected events, which
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happened in the task environment, would result in operation failure. Robots were not 
able to detect those changes and adapt themselves accordingly. Thus, sensors have been 
put onto robots to detect any changes in the environment. A large vaiiety of sensors are 
available from optical sensors to proximity sensors, therefore robots could have the sense 
of vision, touch and hearing. Moreover, researchers are also developing artificial 
intelligence for robots so that they can deal with changes themselves without an 
operator’s intervention, for instance, automatic tracking of an object and compliance 
control of a robot tool.
CuiTently, industrial robots aie not flexible enough and only work as they are 
programmed. Every time the task is changed, operators have to re-programme the robot 
to accommodate the changes. Only trained operators or experts can cany out the 
programming task and the outcome of the programme may not be one hundred per cent 
as intended. Modification is needed after each programming cycle to make sure robots 
work exactly as planned. This is not cost effective and lengthens the system down time. 
Therefore, off-line progiamming, in which tasks were tested by the graphical models of 
the robots and work environments before being sent to the real robots, has been adopted 
in the industry. Off-line programming concept and graphical simulation have also 
contributed in teleoperation to solve the time delay problem.
In order to improve the task performance and increase the system reliability, many 
different approaches can be found and they are classified into two main streams: 
telepresence and telerobotics (Figure 1.2). Telepresence means that operators receive 
sufficient information about the teleoperator and the task environment and consequently
PhD. 2000 W. Yu 10
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feel present at the remote site. In this kind of operation, effective control and intuitive 
information representation are the main research topics. A lot of research effort has been 
put into developing input devices with force feedback, 3-D stereoscopic vision with 
graphical overlays and additional senses or computer aids to make operators feel they 
are interacting with the task and surrounding environment directly. Anthropomorphic 
type teleoperators are often used in telepresence and to a certain extent they aie replicates 
of humans or parts of the human body. The ultimate goal of telepresence is that operators 
will feel that they are caiTying out tasks with their bare hands and thus improve the 
efficiency and performance.
TeleoperatorTeleoperation
Master-Slave
device Telerobot
Telepresence Telerobotics
Non-Anthropomorphic 
telerobot
Anthropomorphic
telerobot
Figure 1.2 Types of operations and teleoperators
However, telepresence is considered here as the next generation of master-slave control 
system in which operators need to perform tasks manually and rely on instant response 
from the teleoperator in order to achieve real-time control. Any lags in the 
communication channels will significantly affect the operator performance and even
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cause system instability (Kim et al, 1992). Moreover, telepresence systems are limited by 
the less satisfactory quality of the current state of hardware, such as low resolution head- 
mount display, low bandwidth communication and non-intuitive input devices. Most 
importantly, no matter how intuitive and effective the control of the teleoperator may be, 
carrying out lengthily and monotonous tasks manually is still not an acceptable or ideal 
approach. Therefore, telepresence systems are designed to do one-off type tasks or 
explore unknown areas where human intelligence and flexibility are mainly relied upon.
In contrast, operators supervise and control the remote semi-automatic systems in 
telerobotics. In most application areas and advanced teleoperation systems, telerobots aie 
used because they have advantages over operator direct manual control. By 
incorporating high-level conhol such as supervisory control, time delay problems and 
some other diawbacks in conventional teleoperation can be overcome. Telerobotics is 
considered here as an appropriate approach and could outperform telepresence in many 
application areas where the working environment is known to operators in advance. This 
is because machine strength and benefits of computer automatic control are used to 
handle tasks instead of manual control. Operators do not need to perform tasks all by 
themselves owing to most tasks having been taken cai*e of by computers. The workload 
on operators is greatly reduced and hence one operator can handle more than one 
teleoperator at a time. In this aspect, telerobotics is more cost effective when comparing 
its one-to-many operation with the one-to-one operation in telepresence. Therefore, 
human operators manipulation capability and management skill are utilised and 
incorporated with the benefits provided by the computer control in telerobotics. The 
research work presented in this thesis is based on telerobotics domain and uses
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chai'acteristic advantages of both humans and computers to overcome drawbacks in 
conventional teleoperation. The major investigated issue is the control strategies used to 
co-ordinate the input from humans and computers.
1.5 Control Concepts in Teleoperation Systems
From the history of teleoperators, we can see that they have evolved from master-slave 
devices to telerobots. In master-slave devices, the system is under the full control of 
human operators who would cairy out tasks all by themselves. Basically, operators 
perform tasks by manipulating the master device manually while the remote slave device 
replicates every single movement of the master. Task perfoimance is mainly determined 
by the skill of the operator and the fidelity of the master-slave devices, therefore human 
factors and mechanical design were then the major issues of study. After robotic devices were 
introduced into teleoperation systems, the situation has changed since some parts of the 
system are under automatic control. Tasks aie often canied out by both computers and 
operators who are no longer the only major factor affecting performance. The control of 
the system is shared or switched between computers and operators according to different 
tasks and operation conditions. This has introduced a need for some form of control 
strategy to manage and co-ordinate efforts put in by both computers and operators so that 
the system capability can be increased and the task performance can be improved.
Many different ways of controlling a teleoperation system and carrying out a task have 
been developed but most of them only address issues at the implementation level and 
usually fall into the category of shared and traded control. The only formalised control 
concept is the supervisory control proposed by Ferrell and Sheridan in 1967. The
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concept of supervisory control was originally from the human supervision in hierarchical 
societies and was initially designed for traffic control but later showed potential 
advantages in handling time delay in teleoperation for space operations. It has quickly 
been adopted widely across the teleoperation research field because of its sti'ength in 
dealing with teleoperation tasks with or without time delay. Thomas Sheridan has 
developed this control concept further and given a conceptual discussion on this control 
strategy (Sheridan, 1992).
In supervisory control, a hierarchical system structure can be found, where the operator is 
at the top of hierarchy whereas computers and other parts of the system are subservient. 
Computers are defined as useful tools which can give assistance in the operation, as a 
result the main emphasis of supervisory control is on defining functions of human 
operators. Sheridan has put a lot of effort into discussing the structure of hierarchy, 
human attention allocation, and studies on human knowledge, cognition and mental 
models. However, issues of interaction and co-operation between operators and 
computers have not been addiessed. Moreover, Sheridan’s discussion of supervisory 
control is mainly at the conceptual level, no guideline is given to system developers for 
building up a supervisory-control-based system. Therefore, the applicability of 
supervisory control is limited to a certain degiee and hence becomes a pure theoretical 
study. Furthermore, as computer technology evolved rapidly in the last two decades, 
computer’s processing power, functionality and aitificial intelligence have improved 
significantly, interaction and co-operation between humans and computers have become 
important issues which need to be investigated. A new control concept is required to
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address the effects of new development of computer technology on teleoperation as well 
as to compensate the limitations of supervisory control.
A human and computer co-operative control concept has been developed in this study to 
better co-ordinate human and computer involvements in teleoperation. In this new form 
of control concept, a non-hierarchical system is introduced where neither humans nor 
computers are superior or subservient all the time to each other. Instead, a flexible peer- 
to-peer structure is used for this co-operative control so that humans and computers are 
partners who compensate for each others shortcomings. The roles of humans and 
computers in teleoperation are defined according to their characteristic advantages so that 
functions are allocated to them dynamically according to various working conditions. 
Issues of handling conflicts in decision making between humans and computers is also 
addressed.
In order to understand human and computer co-operation control concept and the 
principle of developing a system based on this kind of control, there are a few issues and 
aspects we can investigate.
• Human and computer interaction.
• Function allocation.
• Action selection.
• Psychology and cognitive science.
• Ergonomics or human factor study.
Human and computer interaction is derived from the term “man-machine interaction” and 
has become a major study subject in computing science. This is due to the rapid 
development in computers and their wide spread use in industrial, commercial and
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domestic areas. One of the main uses of human and computer interaction is in the 
development of interactive systems where issues of design, evaluation and 
implementation are addressed. In human and computer co-operative contiol, human and 
computer interaction is naturally inherited and thus it is useful to study the phenomena 
surrounding them. The major concern of human and computer interaction here are the 
operator, the computer, the task being performed and the usability of the system in 
achieving co-operation between humans and computers.
Function allocation is refeixed to defining the roles that humans and computers play in 
teleoperation. As in human and computer co-operative control, both humans and 
computers are involved in the control process, it is necessary to set up some rules to 
assign different tasks or different parts of the system to be controlled by them either 
sepaiately or in conjunction. Whereas, action selection is mainly concerned about the 
algorithm to select actions provided by humans and computers when they are tackling the 
same aspect of a task at the same time. As in human and computer co-operative control, 
tasks aie not only simply divided and distributed to humans and computers separately. 
There will be situations where humans and computers have to carry out the same task 
together. This raises a problem of how to solve different actions or different decisions 
made by humans and computers. Some rules or algorithms are needed to solve this kind 
of conflict in decision-making for co-operative control. As computers become more 
capable of handling a variety of tasks in teleoperation, function allocation and action 
selection become even more important.
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Psychology and cognitive science can give us some insight into the human’s 
psychological status and knowledge of his perceptual, cognitive and problem-solving 
skills. Ergonomics and human factors can let us know more about human beings and 
how they can affect the system perfoiTnance and task successful rate. However, this 
human and computer co-operative control lays more emphasis on the aspects of 
interaction and co-operation between humans and computers to accomplish a task in 
teleoperation. Therefore, the first three aspects in human and computer co-operative 
control are the main study issues in this research work and only a small amount of effort 
is put into human’s perception, cognitive and ergonomics.
1.6 Outline of Study
This research work is mainly concerned with the control that incoiporating human 
capabilities and computer advantages into a form of co-operation for improving task 
performance and reducing operator workload. Human and computer co-operative control 
is developed in the domain of telerobotics in which operators issue commands to remote 
robots and monitor or assist during the operation without the need to carry out tasks 
manually. Besides the study of different control strategies and the development of human 
and computer co-operative control concept, a telerobotic system has been implemented to 
demonstrate the developed co-operative control concept and used as an experimental 
platform for future improvement and research study in teleoperation. A number of tasks 
are involved in this research work and can be summarised below:
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• Reviewing current developments in teleoperation and the control strategies 
which combines both humans and computers inputs.
• Studying issues related to human and computer co-operative control 
concept.
• Designing the system architecture for achieving the developed co-operative 
control.
• Developing the feature components in the system which allows both 
operator manual control and co-operative control.
• Implementing a demonstration task for illustrating the control concept.
A literature review of the existing control strategies in teleoperation systems has been 
carried out to give a general overview of the current state of development. 
Characteristics of different control strategies have been studied as well as their 
advantages and limitations. Human and computer co-operative control has been 
proposed and developed to increase system capability, and overcome drawbacks of 
conventional teleoperation and limitations of other control concepts. Features of the 
developed co-operative control have been given and the criteria of applying this kind of 
control and its potential application areas have been investigated.
A large portion of the research effort has been put into developing a telerobotic system 
with flexible architecture which provides both operator manual control and task specific 
co-operative control. In order to achieve this, a number of system components have been 
developed for accepting operator inputs, displaying information about the remote site and 
providing computer assistance in the operation. Operator interface, sensing control 
systems, robot control systems and computer assistance are the main feature components 
in the system. The co-operative control concept is demonstrated by developing a task 
specific module for the system, which is a jigsaw puzzle solving task, so that human and
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computer interaction and co-operation can be used to complete a task. Parallel and 
distributed processes have been incorporated into the demonstration task in which the 
operator and the remote system work concurrently to tackle the task. Significant effort 
has been made to co-ordinate the different working paces of the operator and the robot 
while synchronisation still remains between them. Graphical simulation and robotic tasks 
have been implemented to achieve the parallel and distributed process in the system. 
Moreover, specific image processing, camera calibration, and computer searching and 
matching techniques have been developed for the demonstration task.
Evaluations of the system perfoimance have been carried out based on the démonstration 
task perfoimed by different operators. Besides the overall system performance, the 
effectiveness and accuracy of individual components and the developed techniques have 
been investigated in a series of experiments. Some observations on the operation 
process, especially on the interaction between the operators and the system have been 
made and discussed. These experiments indicate the usefulness of the human and 
computer co-operative control for teleoperation, and confirm the validity of the 
developed techniques in the system.
1.7 Organisation of the Thesis
This thesis is presented in seven chapters. Chapter 2 reviews the currently available 
control methods and the related systems. The features of the classified control strategies 
are described as well as their advantages and limitations. The sample systems are 
introduced with the methods used to combine human and computer inputs in the 
operation.
PhD. 2000 W. Yu 19
Chapter 1 Introduction
Chapter 3 inti'oduces the proposed human and computer co-operative control. 
Characteristics of this kind of control and the issues of human and computer co-operation 
aie described. Consideration factors of deciding which control strategy is the appropriate 
way of handling tasks and combining human and computer advantages are also given. 
Finally, several application areas are proposed.
Chapter 4 gives a detailed description of the teleoperation system which has been 
developed based on the co-operative control concept. The hardwaie and control 
architecture of the system is presented with a description of each feature component.
Chapter 5 introduces the demonstration task developed to illustiate the concept of co­
operative control. The working principles of the demonshation task aie given. The 
demonstration task is used to show how the human operator and computers can work 
together in co-operation to accomplish a jigsaw puzzle.
Chapter 6 describes the experiments canied out in the demonstration task. Six operators 
have undertaken the experiments and a number of measurements were taken and 
analysed. From the experiment results, benefits of the proposed human and computer co­
operative control are shown. Moreover, the overall system performance and the 
effectiveness of the developed techniques have been confirmed.
Chapter 7 concludes the research work presented in this thesis. Improvement that can be 
made in the current system and future developments are also discussed.
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2.1 Introduction
As presented in Chapter 1, teleoperators have evolved from hilly manual master-slave 
devices to semi-automatic telerobotic systems. Various research work has been 
conducted over recent years to improve teleoperation, such as developing novel 
mechanical designs to provide dexterity and fidelity for teleoperators, introducing 
computer automatic control to relieve operators from a demanding worldoads, providing 
and presenting operators with vaiious forms of sensory information to compensate for the 
sense of remoteness. This research work has studied the control concepts that used to 
make teleoperation systems both effective and efficient.
Since many limitations existed in conventional teleoperation involving manual 
operations, asdiscussed in Chapter 1, robots are now commonly used to replace dumb 
slave devices as well as automatic control assisting operators in their tasks. An issue has 
arisen on how to co-ordinate the input from both human operators and computers, 
therefore different approaches have been proposed and developed. These approaches can 
be classified into two different types according to their control system aichitecture: 
hierarchical and non-hierarchical, and we will look at each of them in detail in this 
chapter. Supervisory control is the major representative of hierarchical control and it is 
the most recognised control concept in teleoperation. In its hierarchical structure, a 
human operator supervises a teleoperator performing a task. The contiol strategies in the 
non-hierarchical category aie mainly concerned with the issues at the implementation 
level rather than giving detailed discussion at the conceptual level. They are usually
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regarded as shai'ed and traded control due to the working principle of the system. The 
control of the system is often shared and switched between operators and computers in 
non-hierarchical control. The features of these two types of control concepts are 
described and analysed in this chapter along with several case studies.
2.2 Hierarchical Control - Supervisory Control
2.2.1 Definitions
The idea of supervisory control originates from human society where supervision is 
applied to ensure work has been caiiied out properly. The concept of supervisory contiol 
used for teleoperation was introduced by FeiTell and Sheridan in 1967 as an alternative to 
the move-and-wait contiol strategy which had been used to overcome the time delay 
problem in space operations (Feixell & Sheridan, 1967). In the early 1960s, supervisory 
control existed in a different theoretical foim, which chaiacterised people functioning in 
high-level discontinuous control loops which were used mainly in vehicle control. In the 
late 1960s, supervisory control started to show potential in space operations for 
addressing the issues of how people on eaith might teleoperate vehicles on the moon 
through a three-second round-trip time delay. Since then, its advantages in teleoperation 
have become appaient and hence attracted more and more attention from researchers 
working in the same or similar aieas.
Sheridan has formalised the supervisory control concept based on the research studies he 
has caiTied out over the years. He has classified supervisory control into two categories 
according to the way the operation is performed: the strictest sense and the less strict 
sense (Sheridan, 1992). In the strictest sense, supervisory control means:
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“One or more human operators are intermittently programming and continually 
receiving information from a computer that itself closes an autonomous control 
loop through artificial effectors and sensors to the controlled process or task 
environment” (Sheridan, 1992).
In the less strict sense, it means:
“One or more human operators are continually programming and receiving 
information from a computer that interconnects through artificial effectors and 
sensors to the controlled process or task environment” (Sheridan, 1992).
These two definitions address two different levels of operator involvement in an 
operation: either intermittently or continually interacting with the system to perfonn 
tasks. These two different types of control actually describe the whole spectrum of 
teleoperation, from manual control to high-level semi-automatic control. In the less strict 
sense of supervisory control, an operator continuously controls a remote device based on 
the sensory information feedback. Very limited human supervision is shown in this kind 
of operation and thus it can be considered as manual control. In the strictest sense of 
supervisory control, an operator interacts with some close-loop control systems and thus 
forms a high-level operation. However, the definitions given by Sheridan do not tell 
people exactly what supervisory control is and only show how operators perform tasks in 
a supervisory control-based system. Therefore, the supervisory control is viewed in this 
research study as human operators utilising their manipulative and problem-solving skills 
to programme semi-autonomous systems to perform teleoperation tasks, while keeping a 
close monitor on the operation in progiess and intervening if necessary.
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2.2.2 Supervisory Contiol Model
As Sheridan has pointed out in his two definitions of supervisory control, there aie 
different levels of supervision, which depend on several factors: the amount of human 
operator involvement in the task, the capability of the system to handle tasks 
independently and the complexity of the task being carried out. Basically, these three 
factors are inter-related and affect each other. For example, the more capable the system, 
the less human involvement is needed. The more complex the task in supervisory control, the more 
human involvement there will be. Computers play crucial roles as more and more advanced 
teleoperation systems use them to control or cany out operations. With suitable sensors 
and adequate intelligence of handling predicted events, computers can control 
teleoperators to perform tasks automatically. Therefore in supervisory control, the 
capability of the computer determines how involved the human operator becomes in the 
process. However, current technology only allows computers to work in programmed 
routines based on a set of predefined rules, which pose a limitation of inflexibility on 
computers or computer-controlled processes. Due to most teleoperation environments 
being dynamic where the unexpected can happen, computers with limited-intelligence are 
incapable of working independently. So human operators are still required in advanced 
teleoperation systems to perform difficult tasks and handle unpredictable and unexpected 
events. As human operators and computers are two major elements in supervisory 
control, we will then look at their relationship and functions as defined in Sheridan’s 
supervisory control model.
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Human operators have been assigned with five supervisory functions, which aie generic 
and mainly describe the operator’s role in the operation. These five supervisory functions 
are:
•  "Planning what task to do and how to do it.
•  Teaching (or programming) the computer what is planned.
• Monitoring the automatic action to make sure all is going as planned 
and detecting failures.
•  Intervening in the task if anything goes wrong.
• Learning from experience so as to do better in the future" (Sheridan,
1992).
Capabilities of human operators, from knowledge level to skill level are utilised in terms 
of these five supervisory functions. They can be treated as a sequence of contiol flow 
that describe the actions taken by the operator. Before carrying out the task, an operator 
will have a mental model of the task in mind and hence have developed a corresponding 
tackling stiategy which he or she will transfer to the system either by programming the 
computer or issuing high-level task commands. Once the strategy has been transformed 
into an executable sequence in teims of computer commands, the system will start 
working according to the plan. At this point, the nature of supervisory control will have 
become obvious because the operator will mainly monitor the progress of the system 
rather than manually carrying out the task. If anything is not going as well as planned or 
some unexpected event occurs, the operator will intervene by adjusting the system 
parameters or even stopping the system in the worst case. At the end of the task, he will 
summaiise the task results and the incidents that happened in the whole process, and 
rationalise them into rules or guidelines for handling similar tasks or incidents in the
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future. Therefore, the operator learns from the past experience and improves his planning 
skills.
Sheridan’s supervisory control relies heavily on human operators handling almost all 
aspects of teleoperation. The task performance is very dependent on an individual’s 
capability as the operator needs to take care of almost everything in supervisory control. 
His working experience, task planning and problem solving sldlls will affect the task 
performance significantly. Although computer assistance has been mentioned in 
Sheridan's discussion, computers are treated as no more than complicated tools, which 
only give passive assistance to the operator. This might have been the case two or three 
decades ago when the potential of supervisory control was just realised but since the 
advances in computing science and computer processing power, usage of computers has 
been extended to different domains and has relieved humans from many laborious tasks. 
Computer assistance can be applied to the five supervisory functions in order to relieve 
human operators from the workload and improve the task performance. This is especially 
true in the monitoring and learning functions in which much research work has been done 
to achieve computer automatic control. Because of the nature of remote operation, time 
delay in communication channels will prevent human operators from reacting quickly to 
events, which can happen suddenly in an operational environment. Sensor-based 
computer control located in the operation environment is therefore more appropriate to 
handle this type of task than human operators as fast responses can be achieved. 
Algorithms can be developed to give computers the capability of leaining from 
encountered events and deriving their own handling strategies. In those cases, computers 
can learn from past events or the demonstrations given by operators instead of being hard
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coded by operators. When this form of artificial learning develops further, the learning 
functions in supervisory control will no longer be only the human operator’s 
responsibility. Instead, computers will learn from past experiences and improve on the 
task planning and then fully autonomous systems will become a reality. In conclusion, as 
computers become more and more capable of handling different types of tasks, active 
computer assistance should be considered in teleoperation.
Plan
Teach
Monitor
~ P = □
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Leam
Figure 2.1 Three feedback loops in the supervisory functions. 
(Sheridan, 1992)
According to the nature of the control sequence embedded in the five supervisory 
functions, thiee feedback loops are formed and shown in Figure 2.1. The innermost loop 
is formed within the monitoring function as this is a continuous process in which the 
operator keeps monitoring the progress of the work carried out by the system. Sheridan 
considers this feedback loop at the skill-based level because monitoring is a well-learned
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and perceptual-motor skill. The middle loop connects the intervening function back to 
the teaching function as the operator needs to judge whether the system is working 
coiTectly. If not, he has to change the plan or system settings based on a set of rules. 
This loop is classified as the rule-based level. The outermost loop joints the learning 
function and the planning function together. This has been regained as knowledge-based 
because learning and planning involve some mental activities, based on an individual’s 
intelligence and experience. The interactions between the operator and the computer, and 
the way a supervisory control system works aie reflected in these three feedback loops.
Sheridan’s discussion on supeiwisory control mainly addresses the human supervisor’s 
functions and their relationship with human mental model and three different levels of 
behaviour: skill, rule and knowledge. However, issues related to human and computer 
interaction have not been discussed. This is because Sheridan tieats computers purely as 
tools to achieve task objectives. However, this can no longer be the case as computer 
programmes or human machine interfaces become more and more complicated and more 
functionality is incorporated. Issues have been raised on how to design and build more 
effective interactive systems so that tasks can be accomplished more efficiently and 
human operators effort is passed on to tackle the task rather than find a way around the 
restriction posed by the system. Moreover, methods that needed to maintain the 
synchronisation between the real world and the simulated model residing in the semi- 
autonomous systems are not addressed.
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Figure 2.2 Time-allocation comparison of supervisory to direct control.
(Sheridan, 1992)
Supervisory control shows potential advantages in teleoperation with and without time 
delay. However, Sheridan has also pointed out that this kind of control is not the 
optimum control for every type of teleoperation tasks. He has compai'ed the direct 
operator manual control with the supervisory control in terms of the task completion time 
and task complexity (Figure 2.2). As operators need to plan and programme the system 
to perform tasks, these Idnds of overheads will increase the time needed to complete a 
task. It may be uneconomical to deal with tasks at both extremes of task complexity 
because it might be more efficient to carry out tasks in manual control. Therefore, 
Sheridan suggested that supervisory control is more suitable for tasks with modest 
complexity. Although task completion time is a major measurement to evaluate the
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effectiveness of control strategies, there are other factors involved in this issue as well, 
such as error rate and physical and mental load on the operator during the operation. 
Therefore, task completion time cannot be the only factor used to judge the applicability 
of a control strategy.
2.2.3 Case Studies
In order to understand how supervisory control has been implemented in the real world 
applications, three different systems aie reviewed in this section. The way an operator’s 
supervisory functions are utilised in those systems are described and analysed along with 
some issues raised by the system developers during the implementation process. These 
systems are the Point-And-Direct telerobotic system at Pennsylvania State University, the 
space telerobotic system and the supervisory telerobotics test bed at Jet Propulsion 
Laboratory.
2.2.3.1 Point-And-Direct (PAD) telerobotic system at Pemisylvania State University
A telerobotic system, which originated from the PhD work of David J. Cannon at 
Stanford University (Cannon, 1992), has been developed at Pennsylvania State 
University. Originally, this system was designed to help disabled people (mainly 
crippled) perform daily tasks, such as transporting a food tray, picking up a cup of water 
and placing a book on a desk. The recent applications proposed by the developers aie 
mainly in manufacturing for robotic inspection in assembly lines (Wang & Cannon, 
1996). In this scenario, an operator monitors a production line in which components aie 
transported on a conveyor. If the operator finds the component suspicious, he will use 
the PAD system to pick up that component and place it on an inspection platfoim. The
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inspection is carried out by using a neural network based computer vision system which 
examines the surface condition of the component for any flaws. This system 
demonstrates that an operator could direct a robot to perform tasks in an interactive way 
by pointing to objects and destinations while giving directives such as "put that there".
The new telerobotic system at Pennsylvania State University consists of a virtual gripper 
control system and an automatic grasping system. In the virtual gripper control system, a 
camera tower, which has two cameras mounted vertically with pan and tilt movements, is 
used to extract the location of the object specified by an operator. The cameras are linked 
to a Galileo video digitiser, which is installed on a Silicon Graphics workstation on which 
the live video is displayed. The clicking of the mouse cursor on the same object in both 
the top and bottom camera view will cause the cameras to centre themselves upon the 
specified object. The pan and tilt angles of the two cameras are recorded for triangulating 
object coordinates. Then, a transparent correlation plane is created at this triangulation 
depth in the live scene. The operator can choose a virtual tool, which shows up as a 
graphically rendered representation of the real tool interwoven with the live video at the 
conelation depth. The virtual tool is conti'olled by an instiumented glove, which is worn 
on the left hand of the operator to specify the orientation of the robot gripper. As the 
virtual tool passes through the tiansparent conelation plane the giaphical rendering will 
change from a solid model to a wire frame model.
The automatic grasping system consists of a PUMA 560 robot, a camera and a laser diode 
line generator. The camera and the laser diode aie placed on the robot gripper. An enor 
often exists between the actual location of the object and the location specified by the
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operator. This is due to the human targeting precision and the long distance between the 
camera tower and the object. Therefore, the camera and the structured lighting are used 
to minimise the error and position the robot correctly. The software package of the image 
frame grabber is installed on a PC-486 for processing the image. The communications 
between the virtual gripper control system and the automatic grasping system are through 
a local TCP/IP network.
In this kind of system, operators do not directly control the robot aim. Instead, they 
control the virtual tool, which will specify the destination of the robot. The trajectory is 
generated by the computer automatically according to the target position and orientation. 
This gives operators more time on the high level task planning rather than carrying out 
the work themselves. Supervisory contiol and task level operations are utilised in the 
system. Moreover, Virtual Reality technology is used to enhance the depth cue and 
overcome the difficulty in specifying the orientation of the robot gripper.
The accuracy problem in the extraction of the object location defined by the operator has 
been stated. The location is as accurate as the operator can specify on the video image 
from the camera tower. The automatic giasping system has to be used to overcome this 
limitation. However, it increases the cost of the system because a camera, a laser line 
diode, a PC and an image frame grabber with related softwaie package are required for 
this puipose.
Furthermore, operators are not concerned with the current position of the robot and its 
path to reach objects. This is no problem when the environment is free of obstacles. 
However, if the environment is not so well stiuctured, there is a risk of the robot arm
PhD. 2000 W. Yu 33
Chapter 2. Control Concepts in Teleoperation
colliding with something in its way. Therefore, using visual information alone may not 
be enough and other Idnd of sensory information is required, such as, the contact force 
between the gripper and the object. For a generic system, the contact between the robot 
aim and other objects has to be considered.
In the PAD inspection system, gesture control is implemented mainly to control the 
position of the camera tower and the virtual tool. The instrumented glove and the 
position tracker provide a natural and flexible way of control. However, the neural 
network, which is used to recognise the gestures, needs to be trained for each new 
operator. The neural network cannot achieve 100% successful recognition rate after the 
training. This would affect the task performance and reduce the efficiency of the system.
Besides the accuracy problem in the system, the inefficiency of the system also needs to 
be overcome. Operators need to go through several stages before the robot aim actually 
reaches the object of interest. First, operators need to specify the object on two video 
images in order to tell the computer where the object is. During this stage, the cameras 
have to position their image centre upon the object by rotating in pan and tilt directions. 
Secondly, operators have to position their left hands to change the virtual tool’s location. 
The coordinate frame of the position tracker is different from the coordinate frame used 
on the graphic display. Operators may need some time to get used to the difference. 
Finally, when the robot receives the approach command and approaches the object, the 
automatic grasping system starts engaging to fine tune the giipper’s location to giasp the 
object accurately. These stages take some time to finish and thus lengthen the task 
completion time.
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2.2.3.2 The space telerobotic system at Jet Propulsion Laboratory
Backes et al. (1990, 1993 & 1994) have introduced a space telerobotic system, which was 
under development at the Jet Propulsion Laboratory (JPL), for time-delayed giound- 
remote contiol. The local site is located at Johnson Space Centre in Houston and the 
remote site is at the JPL Supervisory Telerobotics laboratory in Pasadena, USA. This 
system provides various levels of control, from supervised autonomy to teleoperation. 
This system demonstrates the supervisory control mainly in teims of the planning and 
teaching functions.
A system overview is given in Figure 2.3. An user-macro-interface (UMI) is provided on 
the local site for interactive command building and sequencing for supervised autonomy. 
In the remote site, the modular telerobot task execution system (MOTES) is used to 
provide the remote site task execution capability. Task level operations are supported in 
the system, in which the operator selects objects in the environment to interact with and 
specifies the type of skill for the particular task on the operator interface. During the 
operation, the operator-generated commands initiate autonomous functions at the remote 
site, which are independent of operator control and rely on sensory feedback control 
loops on the remote site for successful executions. A command can be sent from the 
local site immediately or alternatively saved, simulated and modified before sending it 
for execution on the remote robot. Graphical simulation and predictive displays are used 
to verify the task commands and hence overcome the time delay problem.
PhD. 2000 W. Yu
Chapter 2. Control Concepts in Teleoperation
Local Remote
Robot
Controller
MOTES
VME
Hand
Controller
Hand Controller 
Motor Controller
3D Graphics 
& Operator 
Interface
Robot with 
Gripper & 
Sensors
Hand
Controller
VME
Figure 2.3 Local and remote system overview 
(Backes et al., 1994)
Supervisory control can be reflected from the system structure and the components 
functions. A loiowledge base is implemented on the operator interface so that the 
information needed for a skill to operate on a specific object can be retrieved from it or 
input by the operator and subsequently stored. This coiTesponds to the ffrst two 
behaviour levels in the supervisory control: knowledge and rule levels. Moreover, a 
library of skills, which the remote manipulators can perfonn, is provided for the operator. 
Generic motion skills, e.g. Guarded-Motion, Move-To-Touch, Insert, etc, can then be 
parameterised to form a command which can be sent to the remote site for execution of a
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specific task. The parameterisation of a specific skill depends upon the tool-object pair it 
is used for. For example, in the command “Insert_ORU_Into_Stowbin” (Orbital 
Replacement Unit), the insert sldll is specified and the parameterisation is carried out on 
the tool-object pair ORU_Stowbin. Parameterisation relies on both execution data such 
as insertion force and impedance parameters, and termination conditions such as time, 
force, or distance. The information passed from the local site to the remote site is the 
skill-based command where the operator uses his knowledge of the task and the target 
object to form specific skills for the task execution through the human-interactive 
computer.
Description of the system components and associated functionalities were given but only 
the planning and teaching supervisory functions were addressed. The knowledge base 
makes skills re-usable by parameterising them to suit different situations. This would 
largely help operators in the planning stage where they can just invoke the required skill 
and match with appropriate parameters without having to programme the system all over 
again. However, issues on the monitoring, intervening and learning functions were not 
reported despite being so important in teleoperation. Since any unexpected events, which 
are not foreseen in the simulation, could happen during the task execution due to the 
uncertainties in the remote environment, human monitoring and intervention ai'e always 
necessary and should be maintained in the system, besides the automatic monitoring 
based on the sensory feedback information. A general description of the system and its 
components were presented in the literature, however the performance of the system and 
the validity of the proposed control scheme have not been proven by sufficient 
experimental results.
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2.2.3.3 The supervisory telerobotics test bed at Jet Propulsion Laboratory
Hayati and Balaram (1992) have described a supervisory telerobotics test bed, which was 
also developed in JPL. The system provides teleoperation, supervisory control and mixed 
shared contiol. In supervisory control, the system can be operated from thiee different 
levels: task, process and servo level. These different levels of control are distributed 
across a number of subsystems in the autonomous portion of the system. The system 
architecture is shown in Figure 2.4.
Teleoperation
Data
AI Planner
Run-Time Control
Sensing & Perception
Monitoring & 
Diagnosis
Manipulator Control & 
Mechanisation
Operator Control Station
Figure 2.4 Supervisory telerobotics test bed architecture 
(Hayati & Balaram, 1992).
The operator control station is the main interface between operators and the system, and 
is designed to accommodate a primary and a secondaiy operator. A multimedia interface
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is provided which consists of stereo vision, voice synthesizer and voice recognition 
systems. The artificial intelligence planner is located at the top of the hierarchy of the 
supervised autonomy mode and corresponds to the task level control. It develops and 
presents all possible sequences for executing high-level tasks such as swapping modules 
and detaching objects when provided with an appropriate database. The run-time 
controller is at the process level and forms the second level within the test bed hieraichy. 
It interacts with other subsystems and its main task is to plan and co-ordinate the 
execution sequence received from the artificial intelligent planner using the motion 
capabilities provided by the servo level components, sensing functions from the sensing 
and perception subsystem, along with its own planning and simulation capabilities. The 
symbolic commands from the artificial intelligent planner such as “grasp Object X” or 
“insert Object Y”, is converted into detailed numerical information required for execution 
by the lower-level subsystems. At the servo level, the manipulator control and 
mechanisation subsystem executes task primitives on the arms in real-time as well as 
manages force control and visual servoing. While the sensing and perception subsystems 
provide the stereo vision and on-line object model editing, Al-based monitoring and 
diagnosis subsystems which monitor command execution profiles and performs diagnosis 
on task failures.
The operator can operate the system from three different levels according to the particular 
task and its complexity. At the task level, the operator provides the beginning and goal 
condition for the objects in the environment and the system will take caie of the rest by 
developing all possible execution sequences. This kind of high-level control corresponds 
to the strictest sense of supervisory control. Processing level control is initiated when
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unexpected situations arise where the operator uses the facilities provided in the system 
to modify the plan and accommodate the changes. Servo level control is used to handle 
some complicated tasks, which cannot be carried out autonomously. So then, the 
operator intervenes at the lowest servo level and executes the task either in teleoperation, 
supervised autonomy, or a mixture of both. The supervisory control proposed by 
Sheridan is reflected in this telerobotic test bed and the sepaiate descriptions of its 
subsystems have been given. However, the details of interactions between the operator 
and the test bed, and between the subsystems are not reported. Moreover, no experiment 
has been conducted to show the operational performance of the test bed and the three 
different levels of control.
Despite the insufficient description of the supervised autonomy control, Hayati & 
Balaram have given some useful discussions on the uncertainties existing in the 
telerobotic operation. They introduced the sources of uncertainty in the system and 
classified them into two categories which can be defined as geometrical and operational 
uncertainties. The geometrical uncertainties are static and arising as a result of 
Idnematic, work space, object modelling, vision sensing, calibration and compliance 
effects. The operational uncertainties are dynamic and are caused by the nature of 
teleoperation where the operator is separated from the task environment. The major issue 
here is to overcome these kinds of uncertainties.
Geometric uncertainties are overcome by either using different approaches or 
implementing the system in certain ways to avoid the problem. For instance, simple 
chamfers were made in the peg-in-hole task to rectify the compliance problem. Two
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particular operational uncertainties, which are uncertainties from local/remote separation 
and uncertainties from traded control, were addressed. Besides the disparity in 
computational/memory resources between local and remote sites, temporal separation 
(time delay) also causes problems in space operation. Mismatches between the world 
model of the components in the system and that in the mind of the operator give another 
source of uncertainty. In order to keep the world model updated and synchronised with 
the actual operation progress, the operator needs to correct any mismatches by 
performing the operation using manual control or lower-level servo and process tools at 
the pre-set points at various stages of the task.
2.2.4 Summary
We have reviewed the concept of supervisory control and studied 3 different systems, 
which have been built based on this kind of control. Several limitations of supervisory 
control have been addressed:
• Relies heavily on human operator’s capability.
• Only provide passive computer assistance.
• No discussion on human and computer interaction.
• Too general and becomes a pure conceptual theory.
• No guideline has been given to system developers.
In supervisory control, the human operator’s capability is heavily relied upon so the 
operation performance will be affected by individuals’ different abilities. That means in 
order to achieve a high standard operation, human operators have to go through rigorous 
training which then increases the development cost and the workload on operators. 
Moreover, the power and capability of computers were underestimated as they have been
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treated as merely tools used to finish tasks. However, since the rapid development in 
computer technology, more and more tasks can now be handled by computers.
Therefore, active involvement of computers in the five supervisory functions should be 
considered. As the role of computers in supervisory control is subservient, the issues of 
human and computer interaction has not been addiessed. However as computers become 
more important in helping humans and reducing their workload, human and computer 
interaction can no longer be ignored. Complex systems and difficult tasks tend to require 
complicated computer programmes, which often have sophisticated control panels.
Issues of how to make the programme easy to use and how to present the sensory 
feedback information to the operator effectively have become important in teleoperation.
These need to be addressed in the new form of control strategy. Furthermore, no such 
details of how to implement supervisory conti’ol in a teleoperation system have been 
given. The discussion on supervisory control is purely on the conceptual level and thus 
becomes some form of methodology. As there is no guideline for the system developers, 
it is up to them or their interpretation on supervisory control for building a teleoperation 
system. Many of the systems developed have to rely on shared and switched control to 
perform tasks.
2.3 Non-hierarchical Control
2.3.1 Introduction
Moving on from the supervisory control concept o f Sheridan, different ways have been
used to mix input from human operators and computers together in teleoperation systems
(Zaatri & Van Brussel, 1997) (Soeda et al., 1998) (Brady & Tam, 1999). The main differences
between these forms of control and supervisory control can be seen in terms of the
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conti'ol system architecture and the targeting tasks. Firstly, these forms of control have a 
non-hierarchical system stiucture in which the roles of human operators and computers 
aie defined differently from supervisory control. Human operators work at the same 
level as computers when performing teleoperation tasks and operators are not necessarily 
the supervisor in the operation. There is no definite superior or subservient relationship 
in these forms of contiol, therefore a peer-to-peer non-hierarchical system structure is 
formed. Secondly, unlike supervisory control in which functions and roles defined for 
human operators are generic and can be applied to different operations and tasks, non- 
hierai'chical control is more task dependent. They are usually designed to target one or 
two specific tasks and the optimum way of mixing human and computer input varies 
from one task to another. Therefore, most literature discussions of non-hierarchical 
control are concerned with the implementation issues and not much at the conceptual 
level. This limits the applicability of this form of control as it is very difficult to 
generalise a control concept, which is suitable for most teleoperation tasks.
Some common features, which are in tenus of the way the system is controlled by human 
operators and computers, can be found on those non-hierarchical controls. Human 
operators aie largely involved in the operation and continuously command the system or 
manipulate the teleoperator to perform tasks. During the operation, some parts of the task 
aie handled by computers so that some form of assistance and co-operation can be seen. 
The control of the system is shared or switched between human operators and computers 
according to the task and the operational condition. Therefore, this foim of non- 
hierarchical control is generally called shared and traded contiol. Sometimes, it has been 
treated as the basis of co-operative control as both human operator and computer inputs
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are used to accomplish a task. We will look at the details of the non-hierarchical control 
in the following sections.
2.3.2 Shared and Traded Control
Shared and traded control basically describes how human operators and computers 
handle teleoperation tasks. In simple terms, shared control means that the control of the 
remote robot is shared between the operator and the computer. This means that they are 
in charge of different aspects of the system at the same time. This is different to traded 
control where the telerobot is either under the operator’s control or the computer’s 
conti'ol from time to time according to the situation.
In sharing the control, operators and computers can control different aspects of the 
system simultaneously. To perfoim an operation, a task is spatially decomposed into 
sub-tasks, which are then assigned to an operator and a computer according to their 
capabilities and strengths. Both the operator and the computer carry out the assigned task 
at the same time. A common example is the contour-following task in which the position 
and compliance control are shared between the operator and the computer. The operator 
directs the telerobot along the desired path while the computer manages the compliance 
of the robot arm in order to obtain constant contact thioughout the task.
In traded conti'ol, operators and computers talce turns in controlling the system according 
to the situation and the confidence of successful control. At the operational level, a task 
is decomposed and temporarily assigned to an operator or a computer according to which 
of them is best suited for the task. An example of traded control is to position a telerobot 
from point A to point B in a confined environment. In normal situations, the telerobot
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moves along the path generated by the computer and under the operator’s supervision. 
When the operator notices an obstacle suddenly appearing in the robot’s path, he will 
take over the control and manoeuvre the robot manually to avoid a collision. Once the 
robot has passed the obstacle, the operator will release the control and return it back to 
the computer.
The main reseaich issue in shared control is to decide which task should be assigned to 
the operator and which to the computer. Whereas in traded control, the main issue is to 
decide when the control should be handed over or taken back between the operator and 
the computer. In many shaied and traded control based systems, the control sharing 
relies on a simple clear-cut decomposition of tasks, such as the motion control being 
shared between the operator and the computer, and the force control traded between them 
depending on the amount of time delay. Based on shared and traded control, a form of 
co-operative control has been proposed by researchers and several systems have been 
developed.
2.3.3 Co-operative Control
Generally speaking, all forms of teleoperation can be treated as a co-operation because 
human operators reside in the control loop and perform tasks through computers and 
remote robots in a co-operative sense. Consequently, manual teleoperation, shared and 
traded control, and even supervisory control can be classified as a specific form of co­
operative control. In a stricter sense of co-operative control, human operators and 
computers work together as paitners and their strengths are integrated together to achieve 
task objectives. To a certain extent, co-operative control is similar' to shared and traded
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control because they all form a non-hierarchical control structure where human operators 
and computers perform tasks at the same level. However, both human and computer’s 
advantages are used separately to take care of different aspects of the tasks or the same 
aspects at different times in the shared and traded control, whereas in co-operative 
control, they aie combined to cany out tasks together. Human operators and computers 
work as partners and neither of them is always the supervisor or the subservient, and thus 
co-operative control is different from the hierarchical supervisory control.
The existing co-operative control systems can be divided into two groups according to 
the way they are used to resolve conflict or uncertainties. One group is human-dependent 
which means that the human operator has the right to make decisions and override the 
computer autonomy. The other group is computer-dependent in which the human input 
or decisions are weighted and mixed with the decision generated by the computer to form 
the final output. In the former case, human intelligence and adaptability is fully used to 
solve problems and uncertainties encountered in the task. However, due to the 
communication time delay and limited sensory information feedback, operators may not 
have enough accurate information about the task environment so that the decisions they 
malce are subjected to human eiTor. This problem can be minimised in the latter case 
because the local computer is not limited by the communication delay and can solve the 
problem based on the sensory data. On the other hand, the capability and performance of 
this kind of system is limited by the level of computer intelligence and the accuracy of 
the modelled task environment. Moreover, it is very task-dependent because computer 
autonomy can only handle some simple and clearly defined tasks.
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2.3.3 Case Study
Three teleoperation systems are reviewed in this section where their ways of tackling 
issues of sharing and switching control between human operators and computers are 
investigated, while in co-operative control based systems, the way to achieve co­
operation and related research issues are also studied.
2.3.3.1 Hayati & Venkatarman’s Shared and Traded Control System
Hayati and Venkataraman (1989 & 1993) have developed a teleoperation system based 
on shared and traded control. They designed the system with the aim of overcoming the 
individual shortcomings of pure teleoperation or pure autonomy. The shortcomings of 
pure teleoperation are the time delay and limited process time in space operation, while 
the main limitation of autonomy is the incapability of autonomous functions to handle 
uncertainties and re-planning and re-tooling tasks. As a result, shared and traded control 
was used to integrate teleoperation and autonomous functions.
Their system consists of two operational levels: task level and execution level. Control 
sharing only occurs at the task level because of the limitation of significant time delay in 
space operation. They discussed two issues involved in the integration process of 
teleoperation and autonomy: when they may mix and how they mix. They restricted the 
integration to be caiTied out along motion directions if the communication delay becomes 
significant, while the forces are controlled autonomously. To detennine how the 
integiation is carried out, a sharing scheme with mixing matrices was introduced. Inputs 
from an operator and a computer are weighted and added to give a final shared control 
output. The weighting coefficients are affected by factors such as time delay and the
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current operation mode of the telerobot. Six types of operation modes were 
implemented: free motion, guarded motion, fine motion, free force application, guarded 
force application and fine force application. For example, in free motion, as operator 
input does not affect system stability, it is allowed to dominate the motion and force 
control. While in any force application or guarded motions where the contact surface is 
very close, direct manual control may cause instabilities in the system so that the operator 
input weighting is reduced. In fine motions, operator input is only allowed along motion 
directions and restricted in other dkections which may produce contacts. Besides the 
feed forward commands from the operator to the telerobot, position and force feedback 
are also sent from the telerobot through the weighting matrices which extract the eiTor 
contributions due to the manual conti'ol.
The sharing scheme was defined with respect to pre-planned operations in which a robot 
positioning task is utilised. The weighting matrices aie used to combine the inputs from 
an operator and a computer to position the telerobot from position A to position B. The 
control sharing is determined by the condition of the communication between the local 
and the remote site and the cunent operation mode of the telerobot. However, the 
method for adjusting the weighting matrix was not addressed. Presumably the operator 
needs to switch between different modes based on his judgement on the current state of 
the task environment. So then conect weighting coefficients can be assigned to the 
inputs from the operator and the computer in order to produce the intended and shaied 
output. Moreover, the issues of when to tiade control between the operator and the 
computer were not discussed in detail. Most importantly, their sharing scheme has not
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been tested by any experiments so that the effectiveness of using the weighting matrices 
in mixing the operator and computer’s motion-level inputs remains inconclusive.
2.3.3.2 Lee et al's Co-operative Conti'ol System
Lee et al. (1991) proposed an interactive and co-operative sensing and conti'ol for human 
and machine teleoperation systems. They consider this foi-m of control as an extended 
and generalised form of shared and traded control. The main emphasis of the interactive 
and co-operative sensing and control, which also identify the differences from traditional 
shared and traded control, include that mutually non-exclusive subtasks are distributed to 
humans and machines, and information and decision-maldng between humans and 
machines are fused according to their confidence measures. An interactive and co­
operative sensing and control system architecture was given which consists of the 
following major functional blocks:
• Logical sensor system
• Sensor-based autonomy
• Virtual environment formation
• Co-operative decision-making between human and machine
The main feature, which illustrates the concept of the interactive and co-operative sensing 
and control, is that both humans and machines participate in a decision-making process 
for achieving the task objective during the task execution. In order to achieve this, a 
sensor-knowledge-command (SKC) fusion network has been implemented to combine 
the decisions made by both humans and computers. The concept of sensor-knowledge- 
command is actually a close analogy to the classical sensory-cognition-response 
paiadigm and the human behavioural activity is transfened to computers in the system.
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The objective of the SKC fusion network is to provide a means for humans and machines 
co-operatively to execute a given task with the concurrent utilization of their capabilities 
of perception, action and decision-making without resorting to task decomposition and 
distribution.
To accomplish co-operative decision-making, inputs of humans and machines at the 
sensing and knowledge levels entered into the SKC fusion network as stimuli. Such 
stimuli automatically invoke the SKC fusion processes and generate a fused output for 
the control of interactive systems. However, Lee et al. failed to demonstrate the 
effectiveness of the SKC fusion network for teleoperation. An over-simplified task was 
used, in which a robot had to pick up a right angle triangle from many different shaped 
triangles. Despite the purpose of the SKC fusion network being to fuse human and 
machine decisions, the demonstration task did not involve any human input at all. 
Although the robot was able to pick up the correct triangle by the fusion of multiple 
sensory inputs, the true pui-pose of the SKC fusion network was not achieved. Therefore, 
the interactive and co-operative sensing and control between human and machines 
become pure theory without the support of any physical evidence. This again shows the 
disadvantages of computer-based algorithms which try to resolve conflicts between 
human and computer decisions or fusing redundant sensory data. The tasks, which these 
algorithms are capable of handling, are either too specific or over-simplified.
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2.3.3.3 Hirai et al.’s MEISTER system
Hirai et al. (1990) have developed a Model Enhanced Intelligent and Skilful 
Teleoperational Robot (MEISTER) for the purpose of establishing co-operation between 
humans and robots at both intelligent and motion levels. This system consists of three 
main components: a knowledge base, a co-operative manoeuvring system and a motion 
understanding system. The knowledge base, which has a handling knowledge and a 
world model, is designed to realize the operator and robot co-operation at the intelligent 
level, while the co-operation at the motion level is supported by the co-operative 
manoeuvring system.
Rule Base
World Model
Symbolizers
Slave Manipulator
Working
Memory
Motion 
Understanding 
Interpreter + Cell 
Manager
Figure 2.5 Motion understanding system 
(Hirai et al., 1990).
Hirai et al. have addressed the importance of keeping consistency in the robot knowledge 
while accepting multi-level human intervention. The motion understanding system has 
been designed for this purpose which updates the world model with the real environment 
data which is altered by the operator manual control. It is a hieraichical, task-based and
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event driven system which consists of three main components: symbolizers, cell manager 
and a motion understanding interpreter (Figure 2,5). In order to maintain system 
consistency, the task information must be given to the motion understanding system so 
that it can monitor the robot motion which is under the operator’s manual control, and 
interpret the meaning of the motion from the view point of the specified task, such as a 
pick and place task. The symbolizers work at the rate of the servo cycle of the master- 
slave controller to monitor the state of the remote manipulator, such as the pose and 
finger force. The specific task events, such as closing of the fingers are extracted, 
converted into symbols and sent to the motion understanding interpreter. The interpreter 
matches the events from the symbolizers with the pre-state and post-state portion of the 
task models expressed in the form of rules. The cell manager is used to limit the target 
objects to those close to the end-effector. Therefore, the system can maintain consistency 
of its world model with the real world even when under the operator manual control.
A chemistry experiment was selected as the demonstration task, which involved several 
sub-tasks such as pulverizing sample material, stiiking a match, igniting an alcohol lamp 
and observing the flame reaction of the sample. The operator issued task-level 
commands which were caiTied out by the system according to the stored handling 
knowledge and assisted manually when necessary during the operation. Unfortunately, 
the method used to measure the performance of the system and the results of the 
experiment were not reported. Therefore, whether the motion understanding system can 
successfully remove the mismatches between the world model and the real environment 
data is unknown. Moreover, it seems that this system is more suitable for relatively well-
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structured environments where precise location and status of the components are known 
beforehand.
2.3.4 Summary
Features of non-hierarchical control have been reviewed in the preceding section. In 
order to overcome the problems of tiaditional teleoperation and compensate for the 
limited capability of autonomous functions, control sharing and trading between humans 
and computers are used. This kind of control has been proved to be useful in handling 
some well-defined tasks in teleoperation. On the other hand, its limitations has also been 
identified and summarised below:
• No clear definition of the control concept.
• Over concern with implementation issues.
• Very task dependent.
• Poor use of human and computer advantages.
Generally, there is no defined concept to determine when to switch conti’ol between 
humans and computers and how to mix their input together. Therefore, most discussions 
on this kind of control are mainly concerned with issues at the implementation level and 
targeting some simple or very specific tasks. Moreover, they are very task dependent and 
no one definite way of integrating human and computer input has yet been devised for 
different kinds of tasks.
In common, most shared and traded conti'ol is based on a cleai-cut task, divided into sub­
tasks which will then be distributed separately to humans and computers. However, this 
clear-cut fo rm  may not be achieved easily in complex tasks and the way of dividing tasks
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will vary according to their nature and the condition of the operation. Although Lee et al. 
(1991) has suggested a form of conti'ol which will distiibute non-exclusive sub-tasks to 
humans and computers, the details of how this control can be achieved was not given. 
Moreover, many systems, which have AI algorithms to combine command input or 
decisions from humans and computers, aie limited by the level of computer intelligence. 
So far, only very simple or specific tasks can be handled in those systems and hence 
waste the advantages of having human operators in the conti'ol loop. Furthermore, 
functions and roles of computers and humans are not well defined in non-hieraichical 
control and mainly depend on the task being performed and the mode of operation. 
Therefore, non-hierarchical control has been regarded as a method to deal only with 
teleoperation tasks at the execution level.
2.4 Conclusion
Different forms of control concepts used in teleoperation to mix input from human 
operators and computers have been reviewed in this chapter. They have been classified 
into two categories according to their system architecture: hieraichical and non- 
hierarchical. The most representative hierarchical control concept is Sheridan’s 
supervisory control, in which, human operators have been assigned with five generic 
supervisory functions, which describe their roles in teleoperation. In non-hieraichical 
control, the conti'ol of the system is shaied and switched between the human operator and 
the computer autonomy. Several sample systems of each control categories have been 
studied. Both types of control stiategies have the advantages to overcome problems in 
traditional teleoperation such as time delay and uncertainties in unstructured or partially
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structured environment. On the other hand, many limitations of these control strategies 
have also been revealed through the discussion provided in this chapter.
Generally, these control strategies over rely on either the human operator or the computer 
intelligence. This does not fit into the idea of teleoperation where human operators’ 
advantages are used to handle complex task whereas machine strengths aie used to 
perform tasks while protecting operators from danger. It has been considered here that 
combining the characteristic advantages of both humans and computers is more 
productive than depending solely on one. Therefore, to develop a conti'ol concept which 
can strike a balance between human direct manual control and fully computer automatic 
control has become the main initiative of this research work.
In order to achieve this objective, the limitations of current existing conti'ol strategies 
have to be addressed and overcome in the new control concept. It has been found that the 
available control strategies are either too general to be applied to the real world task or 
too specific and can only handle a very small number of tasks. In either case, the 
applicability of the contr ol concept is largely reduced. As a result, task dependence is the 
main limitation of many advanced teleoperation systems. This issue needs to be 
addressed in the new control concept so that a general and yet practical approach can be 
developed to handle a variety of tasks.
Another common problem of existing control is the lack of system models. Conceptual 
discussion has been provided in hieraichical control and worldng principle has been 
introduced in non-hierarchical control. However, none of them provide a framework for 
building a real application system. It leaves the system developers to decide how to
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incorporate the control concept into their systems. This is not desirable because 
developers experience and interpretation of the concept could easily affect the validity 
and performance of the system. Hence, a control architecture will be developed in the 
new control concept to give guidance to the system developers. Moreover, guidelines for 
using and applying the new control concept will be provided so that operators will have a 
better idea on deciding when to apply this control and how to achieve a good 
performance.
A human and computer co-operative control has thus been developed. The advantages of 
the current existing contr ol concepts aie adopted while their limitations and the problems 
of traditional teleoperation are overcome in this co-operative control. The features of the 
co-operative control and its application areas will be presented in the next chapter.
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Chapter 3 Human and Computer Co-operative Control
3.1 Introduction
This chapter describes the concept of human and computer co-operative control 
developed to overcome the limitations in traditional teleoperation and improve the 
operation performance by combining human input and computer automatic control. As 
reviewed in Chapter 2, there are many limitations in the current development of 
teleoperation, especially in the human direct manual control in which the operation 
performance is often affected by human factors, fidelity of mechanical devices, and 
operational conditions. The experience and skill of the system operator determines the 
success of the task, therefore long training time is often required but the operation is still 
prone to eiTors. Moreover, the task completion time in telemanipulation is usually longer 
than the time taken to carry out the task manually. Unintuitive input devices and clumsy 
teleoperators also prolong the task completion time as operators need to spend more time 
getting around the restrictions posed on them by the system. Most importantly, operators 
will still suffer from tiresome and monotonous tasks, cumbersome input and output 
devices, human fatigue, and time delay.
In order to overcome these drawbacks of human direct manual telemanipulation, 
automatic control has been introduced to handle some parts of a task and some 
components of the system so that the workload can be shifted from human operators to 
machines and computers. Shared and haded control has been used to categorise the 
control sharing and switching between human operators and computer automatic control, 
whereas supervisory control has been developed to deal with the time delay problem in
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teleoperation. However, these control strategies also have their own limitations as stated 
in Chapter 2. They aie either too general or too specific to be used as guidelines for 
system developers to design and build a system. Moreover, they do not strike a balance 
between human input and computer automatic control so that human capabilities are 
heavily relied upon in supervisory conti'ol whereas some non-hierarchical control 
depends solely on the computer intelligence.
Human and computer co-operative control has therefore been developed in this study to 
compensate for the limitations of the current existing control concepts. Unlike other 
control strategies, human and computer co-operative control utilises human input and 
computer automatic control at both task planning and execution levels according to their 
chaiacteristic advantages. This chapter introduces the concept of this form of co­
operative control with system models and guidelines to help system developers utilise 
this control stiategy in their design.
3.2 Characteristics of Human and Computer Co-operative Control
The human and computer co-operative conti'ol has been developed based on the 
knowledge obtained from the study of cuiTent existing control strategies. The advantages 
of current existing conti'ol strategies have been incoiporated in this new fonn of co­
operative control and their limitations have been addressed and overcome. The features 
of this co-operative conti'ol are summarised in the points listed below:
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•  Non-hierarchical control ai'chitecture.
• Allocating functions and tasks according to characteristic advantages of 
humans and computers.
• Co-operation at both task planning and execution levels.
• Mutual assistance and monitoring.
• Conditional conflict resolving.
• Minimise task dependence by incorporating generic and specific task 
handling functions.
The developed human and computer co-operative control is based on a non-hierarchical 
structure because neither the human nor the computer remains as the supervisor 
throughout the operation. Both of them have the same importance and contributions at 
various levels of system conti'ol. Constant interactions and co-operations between them 
occur during the task in which the computer closes some control loops while still letting 
the operator access the controlled process in this co-operative control. Therefore, it is 
different from the strictest and less strict senses of supervisory control in terms of the 
level of human operator involvement, and the amount of human and computer 
interactions.
In order to illustrate the position of the developed human and computer conti'ol and its 
difference from current existing control concepts, a diagram which shows the different 
contributions and involvements of humans and computers in the system control is shown 
below (Figure 3.1).
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Figure 3.1 The range of control modes.
(1) computer-assisted manual control, (2) traded control, (3) shared control, (4) human and 
computer co-operative control, (5) strictest sense of supervisory control, (6) fully automatic control. 
(D -  Display, I -  Input device, S -  Sensor, A -  Actuator, Com -  Computer, solid line shows major 
involvement, dashed line shows minor involvement) [after Sheridan 1992 & Yokokohji et al. 1993]
Shared and traded control also has the non-hierarchical structure but it distiibutes 
exclusive subtasks to human operators and computers as well as switching system control 
between them. Whereas, in this developed human and computer co-operative control, 
tasks can be divided into non-exclusive sub-tasks which can then be shared by both 
human operators and computers. Therefore, humans and computers can work on the 
same parts or different parts of the task at the same time. This kind of task allocation is 
done according to humans and computers characteristic advantages so as to improve the 
operation efficiency and task perfoimance.
With the aim of effectively distributing tasks and functions in the co-operative control, 
human advantages and computer strengths have been investigated. They can be
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identified in tenns of the classical sensory, cognition and response domains which are 
used to categorise the stages that humans go through in the process of taking actions 
according to the changes in surrounding environments. They can be applied to the 
teleoperation scenario as human operators need to response to the sensory stimuli 
detected in the remote environment.
In the sensory domain, any changes of situation in the remote environment can be 
detected. The advantages of humans and computers aie summaiised below: (Table 3.1)
Table 3.1 Human and computer advantages in the sensory domain.
Human Computer
• Good at noise filtering. • Wide range and large variety of senses.
• Large capacities.
• Multi-channel handling.
• No fatigue.
• Can be calibrated.
The advantages of computers which are equipped with artificial sensors overwhelmingly 
superior to humans in certain sensing tasks. They have a much wider range and larger 
variety of senses than humans who are usually considered to have five types of senses: 
vision, hearing, touch, smell and taste. Whereas, computers can sense other forms of 
infoimation which cannot be detected by humans, e.g. infra-red, x-ray and theimal 
images. Computers have large capacities to store sensed data and they are not easily 
overloaded. They can cope with multiple channels of information simultaneously, and do 
not suffer from fatigue and less affected by the environment. Moreover, sensors can be 
calibrated to obtain very accurate readings. On the other hand, humans are very good at 
filtering out the noise in the sensed data such as inteipreting a noise-contaminated image.
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In the cognition domain, two different categories can be identified. They are inteipreting 
and processing the sensed information. Both humans and computers have their different 
advantages in these categories (Table 3.2).
Table 3.2 Human and computer advantages in the cognition domain.
Category Human Computer
Interpreting sensed data • Can cope with accidents 
and unexpected events.
• Assisted by experience.
• Good at pattern 
recognition.
• Good at reasoning and 
solving problems.
• Can conceive and suggest 
alternative mode of 
action.
• More literal in their 
interpretive functions.
• Do not suffer from 
tiredness and emotion.
• Good at monitoring 
infrequent events.
• Suitable for continuous 
data.
Processing sensed data • Flexible and adaptive.
• Accept various formats of 
data.
• Good at recognising and 
identifying.
• Build up experience 
based on long term 
memory.
• High processing speed.
• Accurate results.
• Large bandwidth.
• Large memory and low 
access time.
In the cognitive process, both humans and computers have their distinctive advantages in 
both categories. In common, humans and computers have almost equal amount of 
advantages in interpreting and processing the sensed data. Generally, humans are better 
at coping with accidents and unexpected events, and can improve their performance by 
learning from the past experience. They also have the capability to solve problems based 
on the incomplete information and their experience. Humans have the flexibility and 
adaptability to generalise events, make inductions and inference to cope with different 
kinds of events which aie difficult for computers. On the other hand, computers are 
much better at monitoring different kinds of data which occur either infrequently or
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continuously. The major advantage of computers is that they do not suffer from fatigue 
and emotion. They are able to store a large amount of data and carry out searches 
quickly. Furthermore, if they are provided with adequate information, optimal strategies 
can be chosen.
In the response domain, two processes aie involved and they are making decisions and 
taking actions. Human and computer’s strong points in these aspects are listed in Table 
3.3.
Table 3,3 Human and computer advantages in the response domain.
Category Human Computer
Decision making • Good at generalisation 
and induction,
• Make decisions on 
incomplete information.
• Inference to make 
decision based on goal, 
priority and values.
• Recognise opportunity.
• Learn from past 
experience.
• Creativity
• Can choose optimal 
strategies if sufficient 
information available.
• Fast making decision.
• Not affected by external 
interference such as 
authority.
Action taking • Capable of handling non­
routine tasks.
• Apply force with speed, 
steadiness and precision.
• Low reaction time.
• Tireless.
• Can work at all bandwidths.
• Not limited in amplitude 
and articulation of motion.
• Interface can be standaiised.
• Store various control 
functions.
In the decision making process, humans outperform computers because they can react 
based on incomplete information, whereas computers have to rely on sufficient 
information. However, if computers have enough information, they can provide a
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decision very quickly. In terms of taking actions, computer controlled machines can do 
much better than human operators. They react at a very fast speed and can apply the right 
amount of force with steadiness and gieat precision. Again, machines’ great advantage is 
their tirelessness and can work at all bandwidths. Moreover, they work with standardised 
interface and the stored control functions. Human operators on the other hand are 
creative and are not limited by the control functions provided in the system. They are 
adaptive and thus can do non-routine tasks and react to emergency events based on their 
experience.
In summary, computers outperform humans in the sensory and response domains. Their 
strong computation power, large memory storage and fast processing speed make them 
suitable to handle the tasks which require good sensory-motor skills. Moreover, they are 
tireless and good at monotonous and repetitive tasks. In the cognitive domain, humans 
are better than computers because they are flexible and can easily adapt to different kinds 
of situations. They are capable of handling a wide range of tasks and dealing with 
unplanned events. Most importantly, they can learn from mistakes to improve their 
performance. It is ideal to place humans higher up in the hierarchy where they just plan 
tasks and give commands to computers which will be carried out accordingly. However, 
the current technology is still not good enough to achieve this. Moreover, there is a price 
to pay in order to have computers capable of doing everything in the sensory and 
response domain. Few individuals and organisations can afford the capital investment 
and development time to implement this. Therefore, it is more cost effective to have 
humans and computers working closely together and use both their characteristic 
advantages to help each other in teleoperation.
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To establish co-operation between humans and computers in the domain of sensory, 
cognition and response is the main goal of this control concept. As many teleoperation 
tasks can be divided into planning and execution stages, co-operation will be applied to 
both stages. These two stages are usually related to their physical locations. Planning 
mainly takes place at the local site whereas execution is carried out in the remote 
environment. In the planning stage, human capabilities are used to anange task handling 
functions and direct the telerobot to perform tasks. Human operators need to interpret 
and process the sensory data received from the remote environment and make decisions 
as a result. Human advantages in cognition and response are used with computer 
assistance. Computers can help operators to process sensoi-y data and choose appropriate 
strategies. Better task planning can be achieved by this kind of joint effort.
Computer graphics have been used a lot to provide human operators with graphically 
represented data. Data visualisation techniques have eased the burden of interpreting a 
vast amount of raw sensory information. Computer advantages can be used here to pre- 
process the data, detect the context and present it to operators in an intuitive way.
Therefore, operators will not be overloaded with various and continuous data received 
from the remote site. The attention of operators can therefore be allocated more 
effectively and as a result operator’s reaction time can be shortened. Besides representing 
sensory information, computer graphics has been used for predictive or preview control.
A graphical simulation of the remote environment can be created so that operators can 
plan and test their strategies without actually moving the real telerobot. Rules and safety 
checks can be employed here in order to validate the actions or procedures performed by 
operators. Less experienced operators are thus assisted to carry out the tasks which they
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are not familiar with. The effect of human factors on the task performance can be 
reduced. After the task handling strategies have been verified in the simulation, they can 
be sent to the remote system for execution. Computer assistance can be used in the 
process of translating operators’ commands into robotic languages. Therefore, operators 
can work at a high level and issue task commands without specifying the detailed 
operational procedures. In this case, operators can concentrate on the task planning and 
the monitoring of the sensory information display rather than being burdened with the 
actual manipulation and control of the telerobot.
The task execution stage mainly involves the information sensing and the controlling of 
the remote systems. Computers play a major role in this stage due to their strengths as 
well as the location restrictions that makes it harder for humans to have the real-time 
control over the remote process. The functions allocated to computers would be 
performing the task, monitoring the progress and reporting any eiror or abnormal 
situations to operators. Tasks are mainly handled by the computer automated control 
which is based on the stored task handling techniques. By utilising various sensors, 
localised feedback control can be established to both performing the task and monitoring 
any sudden events. This localised autonomy can work at the same time as operators who 
is in the local site so that distiibuted and parallel processing is formed. By using this Idnd 
of control process, time delay problems can be overcome as the computer autonomy takes 
care of any emergency and unusual incidents. Therefore, operators do not need to 
provide immediate response to these situations and the effect of time delay can be 
minimised.
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On the other hand, human advantages can be used in the execution stage to assist the 
computer controlled processes. The intelligence of computer autonomy is usually very 
limited and inflexible to handle unplanned events therefore operators can utilise their 
strong points to overcome these shortcomings. Operators are much better at dealing with 
different kinds of situations and can interpret the sensory data provided, and solve 
problems which cannot be easily tackled by computers easily. Both humans and 
computers have the same importance in the co-operative control as neither of them can 
handle tasks effectively alone. Co-operation and interaction are established in both 
planning and execution stages so that human advantages and computer strengths can be 
used to assist each other, any shortcomings diminished and task error reduced. This kind 
of mutual assistance and monitoring can improve the task performance and increase the 
success rate.
Since humans and computers share tasks and control processes in co-operative control, 
conflicts between human commands and computer-generated actions may occur due to 
the limited information feedback and the delay in the communication channel. In order 
to solve this problem, a conditional decision adaptation is used. In most cases, human 
decisions are used because humans have great adaptability and can solve problems based 
on their experience and common sense which is impossible for computers as they do not 
have the same kind of capability at the moment. However, when instant action is 
required such as stopping the telerobot from hitting an obstacle that suddenly appear in its 
path of navigation, computer-based intelligence is used to provide the real-time control as 
the time delay and insufficient infoimation would result in the delay of executing human 
decisions. Therefore, human decisions are used in normal working conditions whereas
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computers will take over the control in emergencies when long time delays present in the 
communication channel.
Task dependence is a major problem faced by many control strategies which can only 
handle a certain type of task as it has been almost impossible to design a general 
approach which can deal with all sorts of tasks. To overcome this task-dependent 
problem, an expandable knowledge base is required to handle various tasks. Many 
robotic tasks can be treated as generic tasks and classified into several categories such as 
navigation type (Move-and-Touch), tool involved type (Pick-and-Place) and Peg- 
Insertion/Desertion, etc. Handling procedures of those general tasks can be stored in the 
computer with parameter variables to specify the details of the tasks. For example, to 
pick up an object and place it on a table, the handling function can be set as 
Pick_object_number-Place_location_number. Therefore, by providing the object and the 
destination information, a specific task can be accomplished by a generic handling 
function.
In the real world, complex tasks are usually comprised of several general sub-tasks. For 
instance, in replacing an electronic component on a space shuttle. The whole task 
consists of sequences such as removing the thermal blanket which covers the component, 
taking out the old component, inserting a new component and putting back the thermal 
blanket. This series of tasks can be accomplished by several general tasks which have 
been given above. Therefore, by providing a flexible and expandable knowledge base, 
general task handling functions and specific task handling functions can be stored and 
retrieved to handle various tasks. The more the handling functions stored, the more tasks
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the system can handle. Human operators can then instruct the telerobot to perform 
various tasks by issuing task level commands, indicating the tai'get objects and the 
required operations, and adjusting the telerobot’s movements during execution.
3.3 Advantages of Using Human and Computer Co-operative Control
Computer assistance is used in the task planning stage as well as the task execution stage 
so that interaction and co-operation occur at both intelligence and motion levels. The 
way to implement computer assistance and co-operation is very task dependent and varies 
from one task to another. In general, graphical representation and a knowledge base are 
suggested as forms of computer assistance at the task planning level. Whereas in the task 
execution level, programmed routines and localised sensory feedback control loops are 
useful to provide computer autonomy at the remote site. In such scenarios, the overall 
system performance can be improved because operators and computers work as partners 
in completing tasks. Operators do not need to be over concerned with the manual control 
or to take care of every single step in the operation because computer autonomy and 
intelligence are used to handle the actual task execution. They can put more effort into 
planning the next task or monitoring the progress of the task being carried out by the 
computer. As a result, the workload on human operators is substantially reduced.
Moreover, in a well-designed system, operator (raining time can be reduced and thus can 
save on the initial set up costs. The benefits of introducing a knowledge base into the 
system include providing unlimited system expandability and capability of handling 
complex tasks through a construction of several generic routines. The data in the 
knowledge base can be expanded either by manual operator input or incorporating some
PhD. 2000 W. Yu 70
Chapter 3. Human and Computer Co-operative Control
artificial learning capabilities in which the computer can learn from the operator or from 
the past tasks it has performed. In this human and computer co-operative control, not 
only are humans and computers doing what they are good at but also they are using their 
str ong points to help each other in completing tasks together.
In summary, the advantages of using human and computer co-operative control are listed 
as below:
• Utilise human and computer characteristic advantages effectively
•  Improve the overall system performance
• Reduce the operator workload
• Minimise the operator training time
• Provide a flexible system structure and expandable system capability
3.4 Criteria to Apply Human and Computer Co-operative Control
In many advanced teleoperation systems, multiple control methods are provided to 
perform tasks. They range from operator manual control to high-level computer 
autonomous control. Humans and computers working closely together and tackling the 
task in co-operation are considered to be midway between the two control modes stated 
above. Several criteria have been diawn to decide when to use which control mode.
They can be arranged in two categories according to the nature of the task and the 
condition of the operation. They are listed in Table 3.4.
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Table 3.4 Criteria for choosing different control modes
Task Nature Operational Condition
• Complexity
• Allocation time
• Repetitiveness
• Task environment
• Communication
• Sensory information
The nature of the task should be considered when choosing the appropriate control modes 
in the operation. The task complexity and the allocation time are the main consideration 
factors. Sheridan (1992) has compared the manual contr ol with the supervisory control in 
terms of these two factors. Manual control outperforms supervisory control in both 
extremes of task complexity because supervisory control requires more time for both 
planning and completing the task. However, this case would not be valid if the task 
repetitiveness factor has been introduced into the consideration. The situation in human 
and computer co-operative control is different because of the use of the knowledge base 
in the system. In the knowledge base, general task handling functions are stored and can 
be retrieved to handle the tasks. The initial time to input the handling functions in the 
knowledge base maybe longer than the time used to carry out the task manually. 
However, as they can be retrieved to perform tasks in the future, it is more economical 
than performing the task repetitively by manual control. Therefore repetitive and non­
identical types of tasks can make better use of human and computer co-operative control 
than manual control in terms of the time saved. Moreover, several general tasks can be 
constructed and mixed with the human inputs to handle the complex tasks in human and 
computer co-operative control. This will effectively reduce the task completion time 
when compared with pure teleoperation under operator direct manual control. Therefore,
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although the initial allocation time required to complete tasks at both extremes of task 
complexity in human and computer co-operative control would be higher than 
performing the task manually, time can be saved in future operations in tackling sinrilar 
types of tasks. Hence, by reusing the stored task handling functions and the mixing of 
operator adjustments, completion time of both simple and complicated tasks is reduced.
In teleoperation scenarios, operations may not consist of a large number of identical tasks 
but they may have high repetitiveness and great similarity. Therefore, human and 
computer co-operation control should be able to outperform the manual control and 
conventional supervisory control in terms of task allocation time.
Human and computer co-operative control is more suitably used in a partially structured 
environment which is known to the operator prior to the operation. This is because a 
model of the task environment can be created and the task can be planned beforehand on 
the graphical simulation or arranged using the handling functions provided in the 
knowledge base. However, in a completely unknown environment, operator manual 
control could be more effective provided there is no time delay in the communication 
channel because the human advantages in perception, cognition and adaptability can be 
used to handle the unplanned task and uncertainties in teleoperation. Whereas highly 
automated control is more suitable to be used in a relatively well-structured environment 
in which details of the task and the surrounding environment are loiown precisely. As a 
result, the operator can issue task level commands and spend more time on monitoring 
the task execution.
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The time delay in the communication channel between the local operator site and the 
remote telerobot site determines what kind of contr ol mode should be used. For example, 
if the time delay is severe, operator manual control will become inappropriate because of 
the safety and stability issues. Traditional move-and-wait strategy is very inefficient and 
could easily cause operator fatigue. The best way of overcoming this problem is to utilise 
distributed and parallel processing to localise the control on the remote site using sensory 
data based computer automatic control. Moreover, the time based human manual control 
can be shifted into event based task level control. Therefore by de-synchronising the 
time scale between the local and remote site, the time delay effect can be kept to a 
minimum.
Successful operator manual control relies on sufficient sensory information provided in 
the teleoperation system. However, it is not always the case that the system can provide 
enough sensory feedback. Limited camera numbers, inappropriate view angles, poor 
lighting conditions and insensitive force sensors severely degiade the operator 
performance especially in a less structured environment. The operator cannot be sure 
about the precise condition of the task environment and the status of the telerobot. As a 
result, ill judgement and other human errors are more likely to occur. Therefore, use of 
computer autonomy is essential in such cases. Mutual assistance between the operator 
and the computer can complement each other’s shortcomings.
The criteria discussed above detennine whether to use human and computer co-operative 
or other types of control method in the teleoperation. In some cases, human manual 
control may have the advantages over the co-operative control, such as in a simple task
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with real time response from the telerobot and sufficient information feedback. However, 
in most of the teleoperation scenarios, human and computer co-operative control is the 
optimum way of controlling the telerobot in completing various types of tasks.
3.5 Ideal Human and Computer Co-operative Control System Architecture
In order to provide a framework for developing a teleoperation system based on the 
concept of human and computer co-operative control, implementation guidelines are 
required. Due to the task dependent nature, the best way of achieving co-operation 
between human operators and computers varies from one task to another. However, a 
generic system architecture, which is flexible enough to cope with different tasks or 
future improvements, is proposed here as a foundation for various types of teleoperation 
systems. Figure 3.2 shows the generic system architecture of a human and computer co­
operative control system. There are five main components in the system architecture: 
interactive operator interface, knowledge base, command co-ordinator, sensing control 
unit and manipulator control unit.
The interactive operator interface, which provides information display and accepts 
operator input commands, is a medium between the operator and the system. There is no 
restriction on what kinds of input devices can be used, either conventional or novel input 
devices. Nowadays, computers are more capable of generating 2D/3D graphics than a 
decade ago so that the work environment can be modelled to form a graphical simulation 
in which the operator can try out different task plans before sending commands to the 
remote robot. Technologies developed in virtual reality and augmented reality can be 
incorporated into the interface, so that the operator can have an enhanced view of the
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remote environment and hence plan the task better. Multiple sensory infoimation (visual, 
audio and force feedback) can be integiated together to provide the operator with multi­
modal sensing. One issue that needs to be addressed here is that the multiple channels of 
sensory information used on the interface should not cause any obstruction to the 
operator, or become a distracting feature which places a burden on the operator instead of 
helping him. Intuitive and integrated forms of sensory information display are desirable 
so that the operator can interpret the meaning of the sensed data without difficulty.
Human Operator
Interactive Operator Interface
Input Devices
Graphical Display & Simulation
Knowledge Base
General & Specific Handling Knowledge
World Model Learning Agent
A
..... \
Command Co-ordinator
Command Interpreter Event Handler
Decision Fusion Mechanism
TV
\7
Sensing Control — > Manipulator ControlSystem System
Figure 3.2 Human and computer co-operative control system architecture 
(optional components are enclosed by dashed lines).
The knowledge base provides assistance to the operator during the task planning stage 
and achieves the co-operation at the intelligence level. It consists of three components 
which are the database for storing general and specific task handling knowledge, the
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world model of the task environment and the learning agent. The general and specific 
task handling knowledge is stored so that they can be retrieved to perform appropriate 
actions to complete tasks. The handling knowledge is a function of a sequence of actions 
which will be perfoimed by the telerobot. For example in a pick-and-place task, it 
consists of the positioning command, and the robot gripper open and close commands.
Moreover, there will be three variables in the task handling function which are the target 
object, current location and the destination. Therefore, different objects at different 
locations can be handled by the same generic task handling function. Moreover, new task 
handling knowledge can be inputed to the database so that its capability can be expanded.
In order to taclde a complex task, macros can be used. A macro consists of a series of 
generic task handling functions arr anged in a time-based or event-based sequence and can 
be modified by human intervention. Therefore, a complex task can be carried out by the 
mixing of automated telerobotic actions and direct human manual control.
A world model is kept in the knowledge base, so that objects in a known environment can 
be tracked. It usually contains objects’ positions and orientations in the remote 
environment and the posture of the telerobot and its tool status. The data is entered into 
the system beforehand but there is a possibility that the operator models objects online 
during the task execution. Therefore, a partially structured or even a completely 
unknown environment can be mapped and modelled in the knowledge base. As the 
world model of the remote environment gradually builds up, task level commands can be 
issued instead of manual control. This saves the operator work doing manual 
manipulation in a less structured environment. The issue that needs to be addressed here 
is to be able to keep consistency between the world model and the real task environment
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when the system is under operator manual control. An operator dependent approach is 
suggested here to eliminate the mismatches between the world model and the real task 
environment. In order to do so, the operator either manipulates the task environment to 
match the world model by manual control or updates the world model through online 
editing. The human advantages of perception, cognition and adaptability are used in this 
approach. Unless the computer intelligence is accurate enough to track and understand 
the operator’s movement and intention, it will not be considered as an appropriate 
approach here.
The purpose of the learning agent is to learn new skills actively instead of being
programmed by the operator. It is an optional component in the knowledge base because
artificial learning techniques are infeixed immature and still under development. However
it may offer potential improvements in teleoperation in the future. Research work on
machine learning has shown the possibility of machines learning from humans (Hayes &
Demiris, 1994) (Nechyba & Xu, 1995) (Friedrich et. al., 1996) (Hiraki & Anzai, 1996) 
(Miyamoto & Kawato, 1998) (Bratko, 2000). The benefits of this kind
of active learning are that computers acquire the skills to handle new tasks alone without 
being specifically programmed by the operator. In learning through demonstration, 
human skill is transfened to computers in a way that the computer monitors the operator 
input and subsequently relates that to the corresponding output. The relationship between 
the input and output are hence determined. Therefore, by providing the desired goal, the 
computer can use its learned skill to carry out the task without requiring much operator 
input.
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The command co-ordinator receives the input from the interactive operator interface and 
the knowledge base. The human operator manual control and the automated action are 
mixed in the command co-ordinator which provide co-operation at the task execution 
level. The command interpreter identifies which kind of command has been received.
The operator manual control will be passed to the manipulator control unit directly, while 
the task level commands will be stored in the command buffer and wait for execution.
When under automatic control, the telerobot works continuously according to the 
command in the. buffer, unless it is told to stop. The operator should have the right to 
override the robot’s action and take over the control. The command co-ordinator will 
stop the robot’s action after it receives either the operator command or indication signal 
from the event handler, which is receiving events reported by the sensing control system.
In any emergency events such as when the interaction force exceeds the threshold value, 
the sensing control system will produce an emergency stop event. The event handler will 
react to this signal by suspending the current robot movement. The commands from the 
event handler will have higher priority over other operational commands from the 
operator and the knowledge base. The operator’s manual control will be stopped and the 
autonomous control will be temporarily suspended. The autonomous function will be 
resumed when the operator finishes dealing with the emergency event and issues a 
continue signal. The decision fusion mechanism is used to mix decisions from both 
operators and computers on the same aspect of a task. In many advanced systems, this 
mechanism is developed based on the computer intelligence which is generally very task 
specific and relies on rules and constraints set up by the developers. It is considered here
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as an optional component due to the limited computer intelligence and the conditional 
conflict resolution approach adopted in the human and computer co-operative control.
The sensing control unit may consist multiple forms of sensors, e.g. visual, audio and 
force feedback. It can provide various functions in the system which depends on the task 
requirement. They can be used as assistance to the operator during the operation or as the 
simple sensing devices to provide information feedback. Most importantly, they can be 
implemented to monitor the task execution. For example, the force sensor monitors the 
interaction force between the robot and the sunounding environment. Once the sensed 
force exceeds the preset limit, the system will send an event signal to the event handler in 
the command co-ordinator. The event handler will handle the situation by either stopping 
the robot and requesting operator intervention or executing a set of programmed handling 
functions.
The manipulator control unit is used to manage the lower-level control of the telerobot.
In the cases of position-based robot control, it drives the robot to the specified locations 
which are obtained through the transformation based on the task level commands in the 
command co-ordinator. It handles the forward and inverse kinematic transformation, 
robot arm dynamics and takes care of arm joint limits and singularities. Simple trajectory 
planning can be managed by the controller as well. In general, it provides the servo level 
control of the robot arm.
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3.6 Applications of Human and Computer Co-operative Control
Theoretically, the developed human and computer co-operative control is suitable for 
different types of operations. However based on the criteria given in the previous 
section, human and computer co-operative control is most appropriate for several 
application scenarios which can be classified into classical and novel applications. The 
classical application scenarios include nuclear* plant inspection and space construction.
The representative of the novel applications is tele-surgery. All these application areas 
have either partially or fully structured work environments on which task planning can be 
carried out beforehand. Operations often involve generic tasks so that a knowledge base 
will be able to relieve human operators from laborious manual control. Therefore, tasks 
can be performed more effectively by using the developed human and computer co­
operative control.
The work environment of a nuclear plant is usually well structured and Icnown to the 
operators but they ar e forbidden to enter into certain ar eas of the plant due to the radiation 
and other hazardous factors. Therefore, robots are required to do the job for human 
operators. As the work environment is well known and inspection tasks are routinely 
executed, planning can be carried out before the operation begin. Task level control 
which involves combining programmed routines stored in a knowledge base with human 
operator monitoring can be utilised for this kind of operation. Any unusual sign or 
situation can be spotted by either the operator or the automatic inspection programme 
stored in the robot. Then remedies can take place either at the spot or in the next
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operation. Humans and computers thus perfoim this routine inspections in a co-operative 
fashion.
As humans continue to explore outer space, space site construction and maintenance will 
become more frequent. It can be foreseen that building a space station for perfoiming 
experiments or constructing a site on other planets for exploration may become common 
in the future. However, it will be very costly, dangerous or impossible to send human 
workers to do all the work, therefore using remote controlled devices is a desired 
alternative. Again human and computer co-operative control fits well in this scenario in 
terms of the working environment, types of task being executed and human involvement 
to co-operate with the computer automatic control. Building up a space station or a 
building site on another planet and maintaining them will benefit from applying the 
developed human and computer co-operative control. This is because long time delay 
prevents human manual control whereas large uncertainty in the remote environment and 
limited computer intelligence restrict fully automatic and strict supervisory control. As a 
result, humans and computers need to work together to overcome those problems. Co­
operation in high level task planning and mutual assistance in task execution are useful in 
space construction applications.
Tele-surgery is a new research area and can be divided into two categories according to 
the distance between the surgeon and the patient (Hill et. al., 1994) (Shimoga & Khosla,
1994) (Salisbury, 1998). In one case, the surgeon could be far away from the patient, 
such as in different continents (Figure 3.3), whereas in the other case, the surgeon and the 
patient are in the same operating theatre but the surgeon does not operate on the patient
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directly but through some instrument, such as laproscopic tools (Figure 3.4). Generally, 
this is called key-hole surgery or endoscopic surgery.
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Figure 3.3 Long distance tele-surgery.
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Figure 3.4 Tele-surgery performed within the operation theatre.
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There are several reasons for surgeons not directly operating on the patient’s body. First 
of all, robotic or machine strengths outweigh human surgeons as they do not suffer from 
hand shakiness, and can provide fine and precise movements and consistent 
repetitiveness. Moreover, as surgical instruments get smaller, key-hole type surgery or 
endoscopic surgery has become possible where surgeons do not need to make a large 
incision in the patient’s body but instead they just cut a small hole which is just big 
enough for the laproscopic instrument. Surgeons can then perform the operation at a 
distance without directly touching the patient’s body. This means there is less chance of 
infection after the operation due to the small wound, and as a result the patient can 
recover more quickly from surgery.
There aie also several reasons for having a surgeon perform an operation far away from a 
patient. Firstly, it saves time transporting the patient to a hospital where the specialists 
aie  located. This is cost effective and especially useful in emergency cases where the 
specialists or experts may reside in other countries. By providing tele-surgery, this 
problem can be solved and patients’ lives can be saved. Moreover, it provides the 
possibility of combining vaiious expert opinions in handling complicated cases.
Although tele-surgery is quite new, many techniques developed in other relatively
established areas, such as robotics, teleoperation, virtual reality, force feedback and
computer vision have been utilised (Tanimoto, 1999) (Rosen et al., 1999) (Rovetta, 2000) 
(Ottensmeyer et al., 2000). At the current stage o f tele-surgery, surgical robots and 
endoscopic instrument are no longer the devices that simply copy every single movement 
o f the surgeon. Instead, special features have been implemented in some systems to 
provide assistance to the surgeon. For instance, a concept o f active constraint is being 
developed in Imperial College for loiee replacement and nemo surgery (Davies et al.,
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1999) (Auer et al., 1999). Appropriate resistance is placed on the surgeon’s movement 
according to his location and desired direction o f movement. As a result, surgeons will 
be prevented fi'om cutting out too much bone and damaging healthy tissue.
It is obvious that as technologies improve and mature, computer assistance and automatic
control will become more important in surgery to take over the workload from surgeons
and reduce chances of failure by human error. At the cunent stage, human and computer
co-operative control is required to compensate for the immature technology. The human
body can be modelled in a computer simulation where practice and planning can be
carried out beforehand. In short range tele-surgery, there is insignificant time delay in the
communication channels and this allows the surgeon to use more of his skills to perfoim
dexterous and complex manipulations. In addition, surgical operations are well classified
and have great similarity and repetitiveness, therefore human and computer co-operative
control suits tele-surgery well. Hopefully, the characteristic advantages of both human
and computers/machines will be fully utilised to achieve better perfoimance in surgeries.
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3.7 Summary
In this chapter, the concept of the developed human and computer co-operative control 
has been intioduced. The characteristics of this kind of control have been given and can 
be summarised below.
• Based on a non-hierarchical system structure.
• Conditional conflict resolution reliance on humans to handle 
uncertainties.
• Using knowledge base incorporated with general and specific tasks to 
overcome task dependent nature.
• Function allocation according to human and computer characteristic 
advantages.
• Humans and computers co-operate at both planning and execution 
levels.
• Active computer assistance in the operation.
• Provide mutual monitoring to complement each other’s shortcomings.
The developed co-operative control extends the shared and traded control concept by 
having mutual assistance at both task planning and execution levels, and differs from 
supervisory control by allowing constant interaction and co-operation between humans 
and computers in the same controlled processes. The advantages of this kind of control 
have been given and differences highlighted between shared and ti'aded control, and 
supervisory control have been shown from the system control architecture and the ways 
tasks are perfoizned. A system structure with five generic functional components has 
been described. It can be used as the foundation for developing human and computer co­
operative control systems.
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The criteria in deciding whether to use human and computer co-operative conti'ol have 
been introduced. Consideration factors can be divided into two main categories: task 
nature and the operational conditions. Under task nature, the complexity of the task, the 
allocation time and the repetitiveness of the task are the main consideration factors, these 
are inter-related. Human and computer co-operative control is appropriate for the tasks 
with similarities and repetitiveness despite the level of task complexity because of the 
reduction of task completion time. The operational conditions include the task 
environment condition, communication delay and amount of sensory information.
Various types of task environments, ranging from unstructured to fully structured 
environments, determine which control modes should be used. In partially structured 
environments, human and computer co-operative control is considered better than other 
control strategies here because human intelligence can be used to handle any variations in 
the task and unexpected events, and task planning and environment modelling can be 
done beforehand. Time delay in the communication channel and insufficient sensory 
information limits the use of human direct manual control. Therefore, co-operative 
control is useful again to overcome those problems.
Classical and novel applications of the developed human and computer co-operative 
control have been introduced. Tele-surgery has been suggested as the new and potential 
application for human and computer co-operative control because the characteristic 
advantages of human, computers and machines can be used to achieve satisfactory 
surgery results. The nature of the task and the operational condition meet the criteria of 
the human and computer co-operative control. Patients can benefit from tele-surgery in
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which surgeons work together with micro-robots or other laproscopic instruments to 
perform the surgery.
In the next chapter, a telerobotic system developed based on the human and computer co­
operative control is introduced. In this system, a demonstration task has been 
implemented to illustrate the concept of human and computer co-operative control in 
teims of accomplishing a construction type of task which is an analogy of the space 
construction example given in the application section.
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Chapter 4 Development of the Telerobotic System
4.1 Introduction
A telerobotic system has been implemented based on the developed concept of human 
and computer co-operative control. It serves as an experimental platform to illustrate and 
evaluate the new control concept. It is built based on the guidelines and the co-operative 
control model given in the previous chapter. As a result, the system consists of the 
feature components of the ideal co-operation-controlled system.
Physically, the system locates at both local operator site and remote robot site. 
Therefore, it naturally forms a distributed system in which an operator and the remote 
robot are able to work in parallel. To establish the system control and communication 
between sub-systems, a client/server model is used. The remote server receives requests 
from the local client and responds accordingly. The feature components are implemented 
based on the co-operative control system model and allocated to the client and the server.
The communication between the local and remote sites is established via a Fast Ethernet 
network which provides a flexible operation range. Theoretically, operators would be 
able to log into the server to perfonn teleoperation from an arbitrary distance through the 
Internet.
On the other hand, the system can be divided into two parts in terms of functionality.
One part of the system provides a medium for general purpose teleoperation which 
mainly relies on the human operator’s input with computer assistance at the motion level.
The other part of the system comprises task specific modules which consist of particular*
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task handling functions. Task specific modules aie developed to taclde complex tasks 
which cannot be handled easily by either humans or computers. Hence, humans and 
computers need to perform tasks together. Operators can switch between these two parts 
of the system during the operation; therefore features of the co-operative conti'ol are 
demonstrated by this form of control sharing and the co-operation at task planning and 
execution levels.
In this chapter, the system architecture is introduced as well as the feature components.
The details of system control and operational procedures will be explained in the next 
chapter thi'ough an example task which has been developed to demonstrate the co­
operative control concept and evaluate the system capability.
4.2 System Architecture Overview
Like many other teleoperation systems, this telerobotic system is distributed over both 
local and remote sites. Hence, it naturally forms a distributed and parallel system 
operation. The operator is located at the local site whereas the robotic system remains at 
the remote site. The communication between the local and remote site is through a Fast 
Ethernet network. Therefore the client/server system aichitecture is implemented. The 
robotic system located at the remote site is built as the server which accepts requests from 
the client. The operator and the local system act as the client which connects to the 
server to perform operations. The communication is established based on the Internet 
TCP/IP network protocol. The reasons for establishing the connection between the local 
and remote system on the Internet include low implementation cost, gi'eat popularity and 
flexible range of operation. The Internet is so populai* nowadays that almost every
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computer has a modem or a network card installed. Therefore, no extra hardware 
implementation cost is needed. By building the telerobotic system on the Internet 
framework, the range of operation is almost unrestricted. Anybody can connect to the 
server from any part of the world. There are many ways to connect to the Internet
including telephone dial-up and high-speed LAN. Like other long distance teleoperation, time 
delay exists and varies according to the nature of Internet communication but it has been 
taken care of by the developed co-operative control. Therefore, the operator is neither 
restricted by the system operational distance nor affected by various network connection 
speeds.
Local Site Remote Site
Internet
Connection
Client Computer
&
Server Terminal Robot
Controller
Sensing Unit Remote Robot
Figure 4.1 Overview of system architecture.
The system is built based on the model of human and computer co-operative control. 
Therefore, the feature components are the same as those given in Figure 3.2 in the
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previous chapter. They have a similar function but are specially designed to cope with 
the requirement of the system structure. The general arrangement of the system is given 
in the schematic diagram Figure 4.1.
The local site only consists of an ordinary computer which has an Internet connection 
installed. The computer acts as the client for logging into the remote server. The 
operator interacts with the whole system through this computer so that it is also 
considered as the operator interactive terminal. No special hardware is required on this 
computer so that anybody can use their computer to access and control the remote robotic 
system by running the client programme.
The remote site consists of several components including the server terminal, the robot 
controller, the remote robot and the sensing unit. The server terminal acts as a bridge 
between the local client and the remote robot. It accepts requests from the operator and 
then commands the remote robot to perform them accordingly. Any feedback message 
and sensory information will be sent back to the operator interactive terminal via the 
server as well. All the commands aimed at the manipulation of the remote robot will be 
sent to the robot controller which manages the low-level control of the robot. The 
controller transforms the commands into an appropriate electrical current to drive the 
motors on the robot. It takes care of all the kinematic transformation and the dynamics 
involved. The remote robot is an articulated electrical robot arm which has six degrees of 
freedom and is incorporated with a custom-built pneumatic giipper. The sensing unit 
consists of three cameras and a force sensor which are capable of providing visual and 
touch feedback to the operator. Both the cameras and the force sensor are mounted on
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the robot arm and monitor the movement of the aim itself. The camera-captured images 
are displayed on the operator interactive terminal whereas force data is not diiectly 
shown to the operator.
Each individual component in the system coiTesponds to the functional components in the 
ideal human and computer co-operative contiol system model shown in Figure 3.2. The 
interactive operator interface and the knowledge base module reside on the local operator 
terminal. The command co-ordinator runs on the remote server. The remote robot and 
its controller are represented by the manipulator control unit. The sensing unit is 
equivalent to the sensing control unit in the system model. The feature of each 
component will be described in detail in the following sections.
4.3 Operator Interactive Terminal
The purpose of the operator interactive teiminal is to provide the operator with a means 
to command and control the remote robotic system. It also acts as a local client which 
communicates with the remote server in order to exchange operator commands and 
sensory infoimation. The software programme of the operator interactive terminal is 
designed to run on an ordinary IBM compatible PC. No special computer hardware is 
required so this extends the system’s flexibility. In the system developed in the 
Mechatronic Systems and Robotic Reseai'ch laboratory, a Pentium II 266Mhz computer is 
used as the operator interactive teiminal. It runs Windows NT 4.0 with service pack 4. A 
diagram showing the major functional components of the terminal is given in Figure 4.2, 
whereas a screen snapshot of the operator interactive terminal interface is given in Figure 
4.3.
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Figure 4.2 Functional components of the operator interactive terminal.
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Figure 4.3 Operator interactive terminal interface
The software architecture of the interactive operator terminal can be divided into four 
parts according to their function. They are the information display, the multiple manual 
inputs, the task specific modules and the network communication manager. They provide
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all the functions needed by the operator to carry out teleoperation tasks. From the 
terminal, the operator can perform tasks either by issuing task level commands or 
executing manual control while receiving sensory feedback information from the remote 
server.
4.3.1 Information Display
The information display section shows three different kinds of data from the remote site. 
Firstly, images captured by the remote cameras are displayed on the interface. The 
operator can switch between different cameras which are mounted at different locations 
in order to see different angles of the remote environment. Two of the cameras mounted 
in parallel on the robot wrist provide a close up look of the gripper and the target objects.
The other camera, which is also mounted on the robot’s wrist, is used to capture images 
for subsequent processing. The purposes of the image processing aie to identify the 
object, and detect the position and orientation of the object being manipulated. One more 
camera can be implemented to give an overall view of the remote robot and the 
surrounding environment from 45 degrees above. Although several cameras aie used, 
only one active camera image is shown on the interface at a time. This is because all 
cameras share one image digitiser which can only capture one camera image at a time. 
Moreover, to make the network transmission more efficient, only the images from one 
camera are sent in order to provide a smooth motion picture. The camera image shown 
on the interface is normally chosen by the operator. However if there is a situation where 
some problems have arisen in the remote environment, the system will then capture an 
image of the problem and present it to the operator. Then the image displayed will be 
changed by the system automatically.
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Secondly, the status of the remote robotic system and the progress of the task being 
performed are displayed on the interface. The status of the remote robotic system 
includes the position and orientation of the robot end effector, joint angles of the robot 
ami, and the state of the pneumatic gripper. The progiess of the task is presented to the 
operator by vaiious pop-up messages on the interface. The video display also add further 
information to the operator. Finally, the messages from the computer assistance are 
shown on the interface. The operator and the computer communicate through the 
interface so as to establish mutual assistance. Moreover, if any unusual event occurs on 
the remote site, the computer will query the operator either for help or confirmation on 
proposed action. Therefore, by observing the information displayed on the interface, the 
operator is able to perceive the status of the remote robotic system and the situation of the 
task execution.
4.3.2 Multiple Manual Inputs
Multiple manual inputs for controlling the robot are provided on the user interface. The 
inputs aie used to change the position of the remote robot and the on/off state of the 
pneumatic gripper. They can be classified into three categories: co-ordinates based 
command control, iconic button control, and mouse-based control. The co-ordinates 
based input is the most basic type of robot control. It is due to the fact that robot control 
is based on position information and any places in the robot’s work envelop can be 
specified in Cartesian X-Y-Z values and Euler angle O-A-T for position and orientation 
respectively. Thus if the operator knows the co-ordinates of the target object or the robot 
set point, he can drive the robot to the destination by simply entering the co-ordinates.
This is the fastest and most straightforward way of controlling the robot, but this would
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not be very convenient if the operator wants to change the robot position frequently. 
Furthermore, this input method would not be possible if the destination co-ordinates are 
unknown. Therefore, a more effective and efficient input method is required.
The iconic buttons are provided for the operator to move the robot incrementally as well 
as give task level commands. The operator can specify the robot to move in different co­
ordinate systems according to the situation. Three co-ordinate systems, joint, world and 
tool, are available to the operator. The operator has to change the robot’s position or 
orientation separately and on one axis at a time. Six arrow buttons are provided because 
the robot has six degiees of freedom and moves in a three dimensional space. The 
robot’s movement under this kind of control is incremental and the scale of each step can 
be adjusted by the operator according to the situation and the task requirement. This kind 
of control is able to move the robot accurately and within a small fraction, therefore, fine 
manipulation can be achieved. However, this method is not efficient enough if the 
operator wants to move the robot to a destination over a long distance because the robot 
can only be moved on an axis at a time. This means more effort on the part of the 
operator to position the robot in this case.
As a result, a mouse control method is implemented for the operator to control the robot 
more quickly and easily. In the mouse contiol, the operator uses an ordinary computer 
mouse to manually and diiectly control the remote robot. The mouse usually gives two- 
dimensional information which is represented in the x-y co-ordinates of the screen. In 
order to control a robot to move in a three dimensional space, the mouse wheel, which 
can be found on the Microsoft Intellimouse and some other computer mice nowadays, has
PhD. 2000 W. Yu 98
Chapter 4. Development o f the Telerobotic System
been implemented to contiol the z-axis of the robot. Thus by moving the mouse and 
turning the mouse wheel the robot can be commanded to move in a three dimensional 
space. The orientation of the robot can also be implemented in a similar way. In the 
manual operation, the operator firstly moves the mouse cursor onto the image display and 
then presses the mouse right button. At this moment, the cursor will turn into a four- 
directional an'ow which indicates that the robot is now under the mouse control. While 
keeping the right button down and moving the mouse within the image boundary, the 
robot is commanded to move in a horizontal plane in the same direction as the mouse 
movement. To move the robot along the z-axis, the operator turns the mouse wheel 
towards or away from himself, then the robot will move upward or downwaid 
respectively. The operator can stop the mouse manual control at any time once he 
releases the right button or stops rotating the mouse wheel. The mouse control can only 
be activated when the mouse cursor is within the image boundary and the right button is 
depressed except in the vertical movement. In the vertical direction, the operator can 
contiol the robot motion up and down without pressing the right button because the 
mouse wheel will remain stationaiy after each turn, unlike the mouse itself which can be 
pushed around at any time.
4.3.3 Network Communication Manager (Client Site)
The user interface acts as a communication medium between the operator and the remote 
server. It consists of a network communication feature and acts as the client. TCP/IP 
network communication protocol is used for the transmission of commands and 
infoimation between the client and the server. Two communication ports aie provided by 
the interface: one is used for the image data tiansmission, and the other one is for the
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exchange of the user commands and the responses from the robot controller. The reason 
for using different communication ports is to optimise the system efficiency and 
minimise the complexity of handling vaiious kinds of data. Multiple threads are used to 
handle different data transmitted across the network. The command port is usually idle 
and only activated by the requests signalled by the operator whereas the image port is 
always busy transmitting the image data from the server to the client. This is because the
user needs the update information about the remote environment in order to perfoim high
quality and reliable tasks. The image data transmitted across the network is 
uncompressed and thus occupies a large bandwidth o f the transmission. It can achieve 5 
frames per second for a 384 x 288 resolution image in a 100Mbps Fast Ethernet network 
when all other threads are working at the same time. Faster frame rate can be obtained by 
using video compression so that less communication bandwidth is required. An efficient 
video compression technique (Strathclyde Compression Transform) has been developed 
at Strathclyde University (Mair et al., 1998). It can provide video transmission across low 
bandwidth services at average 12 frames per second for an image up to 352 x 288 
resolution.
4.3.4 Task Specific Modules
These modules usually consist of a set of autonomous functions, which are used to handle 
some generic or specific tasks. They are different from the manual control, which is 
provided on the general purpose operator interface. The operator issues task level 
commands rather than motion level commands in the task specific modules. By the use 
of task level control, tedious and inefficient manual control can be avoided. However, as 
there is the possibility of the unexpected happening during the operation, human 
assistance and intervention are still involved in these modules. As a result, human and 
computer co-operation is represented in the task specific modules.
The task specific modules are usually hidden from the operator in the general 
teleoperation mode and aie activated by selecting from a pull-down menu. Once it has
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been selected, the corresponding task interactive interface will be displayed on top of the 
general-purpose operator interface. The task interactive interface handles operator inputs 
and provides a means for the operator to interact and work together with the system. The 
operator can switch back to the manual control at any time during the task if manual 
intervention is necessary.
4.4 Server Terminal
The server terminal is the computer located at the remote site and handling the overall 
control of the robotic system. An Intel Pentium II 400Mhz computer is used as the server 
terminal. Windows 98 runs on this computer because it allows haidwaie devices to be 
accessed directly through Input/Output addiesses which aie restricted and inaccessible 
under Windows NT. Several controller cards are installed on this computer in order to 
communicate and control other hardware devices. A Matrox Meteor II image digitiser is 
used to capture images picked up by the cameras, which are used to provide visual 
information to the operator. A controller card is installed to receive sensory data from a 
MiniForce 6-axis force/torque sensor, which is mounted on the robot arm. Finally, the 
server computer is equipped with a Transputer card which communicates with the robot 
controller.
The server computer responds to the commands and requests from the client as well as 
co-ordinates the operation on the remote site. There aie two kinds of control commands 
from the client. One is the manual input by the operator and the other one is the task 
level commands from the task specific modules. Moreover, operators may request the 
status of the robot during an operation. Therefore, the server needs to deal with different
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kinds of requests and control commands from the client. Within the remote site, there are 
several things that the server has to take caie of besides the network communication with 
the client. First of all, it has to provide a control means to any operators or supervisors 
who are also located at the remote site so that any mistakes can be corrected. Secondly, it 
translates the task level commands into robot commands and then passes them to the 
robot controller. Finally, it deals with the sensing units installed on the remote site so 
that the robot’s movement and the situation of the task being perfoimed are monitored. 
According to the responsibilities described above, the server can be divided into five 
functional components: the network communication manager, the local control interface, 
the command co-ordinator, the event handler and the robot controller manager. The 
relationship and the control architecture ai'e shown in Figure 4.4 and the screen snapshot 
of the remote server terminal interface is given in Figure 4.5.
Local Control 
Interface
Communicatiq 
n channel to 
the local client Network
Communication
Manager
Command
Co-ordinator
A
Robot
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Event
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Figure 4.4 Functional components of the server terminal
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Figure 4.5 Remote server terminal interface 
4.4.1 Network Communication Manager (Server Site)
This network communication manager is similar to its counterpart on the client computer 
because they communicate and exchange information with each other. It handles the 
communication as the server and fulfils the requests from the client. It mainly receives 
the commands from the client and sends information back about the remote site. Again, 
two channels are used to transmit video image and control commands separately. High 
efficiency is maintained as operator commands will not be delayed by the video image
and vice versa.
4.4.2 Local Control Interface
The local control interface has a similar function to the local client interface. It accepts
inputs from the operator or supervisor on the remote site and displays information about
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the robotic system. The main purpose of this interface is to provide a means for the 
operator to control the robotic system locally. On the other hand, the operator can act as 
the supervisor to monitor the task performance and intervene if necessary. Therefore, it 
has the manual input section and information display sections. The manual input section 
consists of mouse movement based input, button based incremental contiol and direct 
destination input. The video images captured by the cameras are displayed on the 
interface, so that the operator can have a closer look at the task being performed besides 
direct viewing. The force data sensed at the robot arm is also shown on the interface so 
that gives the operator another channel of information about the robot’s status. Most 
importantly, an emergency button is provided on the interface for the operator to intenupt 
the process and stop the robot immediately in order to prevent any possible damage to it.
The local operator can close down the communication between the client and the server if he 
thinks the operator at the client site is not doing the task well. As a result, supervision 
over the other operator becomes possible.
4.4.3 Command Co-ordinator
The command co-ordinator deals with requests from the local control interface, the 
network communication manager and the event handler and therefore it is the heait of the 
server. As the commands from the client consist of both manual input and task level 
commands, it needs to be able to sort out the order of execution. It has a command 
interpreter to identify the type of commands and a task scheduler to store the commands 
in the right order. It prioritises the commands according to their nature and their order of 
aiTival.
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The operator commands are sent to the server, and received and processed by the 
command interpreter. The command interpreter identifies whether the commands are 
manual control or task level control and passes them to the robot controller and the task 
scheduler respectively. The task level commands are stored in a command queue buffer 
in the task scheduler and wait to be processed., which is usually in the order they arrive 
except in any special or emergency events.
4.4.4 Event Handler
The event handler receives events triggered by the sensors installed at the remote site.
The sensors include the cameras, a force sensor and pneumatic gripper suction sensor.
They are used to monitor the progress of the task and thus provide the localised feedback 
control and assistance to the operator. Any unusual events, such as the robot colliding 
with an obstacle, the force sensor will send an event to the event handler to alert the 
system. Upon receiving this event, the event handler will respond by sending a reaction 
command to the command co-ordinator to stop the robot from damaging itself. At the 
same time, indication will also be sent to the operator at the client site to report this event 
and ask for further instruction. Therefore, motion level assistance and co-operation are 
established through this kind of localised feedback control. It has the highest priority 
over other control components and thus achieves fast response and real time contiol.
4.4.5 Robot Controller Manager
The robot controller manager acts as an intermediary between the high-level task 
commands and low-level robotic instructions. It takes care of all commands sent to the 
robot and converts them into robot instructions. The result of the command execution
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and the robot status are also processed by the robot controller manager. Therefore, it 
establishes communication between the server computer and the robot controller. The 
operation of robot controller manager runs in the background on the tranputer interface 
card that installed in the computer. Therefore, real-time robot control is achieved through 
this distributed and parallel processing.
4.5 Sensing Control Unit
The sensing control unit can be divided into two parts, the force feedback control system 
and the computer vision system (Figure 4.6). Their functions are more than merely 
providing the visual and force sensory information from the remote environment to the 
operator. The force sensor also monitors the contact force and interaction between the 
robot and the surroundings while the vision system locates and identifies objects by using 
image processing.
:
Onpppw _
Figure 4.6 Sensing control unit and the pneumatic gripper.
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4.5.1 Computer Vision System
The computer vision system mainly consists of three colour cameras. All of them are 
mounted on the robot’s wrist but two of them are in parallel and the other one is a little 
further away from the other two. The two parallel cameras are used to provide a close-up 
look of the object which is handled by the robot. They can also be used to extract object 
locations by using the stereo triangulation. The other camera is mainly used for image 
processing in the demonstration task. All cameras are connected to an image frame 
grabber, which is a standard Matrox Meteor II image digitiser installed on the server.
The image frame grabber can only capture a picture from one camera at a time, so that 
the programme threads in the vision system can only take turns to capture the camera 
images. In normal situations the display thread has the access to the image frame grabber 
but when the image processing is required, the vision system will seize and allocate the 
control to the image processing thread. The main function of the image frame grabber is 
to capture the image in raw data format, then subsequent processing will be caiTied out by 
the techniques developed to identify and locate objects.
The two cameras are mounted in parallel form an stereo eye-in-hand configuration, 
supplying left and right camera images to the operator. By clicking the mouse cursor on 
the object of interest on both images, the three dimensional co-ordinates can be extracted 
by stereo triangulation. In order to achieve accurate results, camera calibration is 
required for all cameras. The camera calibration is to obtain the extrinsic and intrinsic 
camera parameters. The main interest of the camera calibration is to work out the 2-D to 
3-D transformation matrix and the camera’s position and orientation with respect to the 
calibration co-ordinate frame.
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4.5.2 Force Feedback Control System
The force feedback control system mainly consists of a MiniForce 6-axis force/torque 
sensor and the associated processing units. The sensor is mounted between the robot 
wrist and the gripper, therefore, the contact forces between the gripper and the objects 
can be detected. The force/torque data is measured in the processing unit which connects 
the sensor and an interface card installed on the server. Sensor configuration can be set 
online and only the 3 axial forces are monitored in the system. In the demonstration task, 
the force feedback control is only used to monitor the contact force between the robot and 
the surrounding environment due to the hardware limitations. The objects being 
manipulated aie too soft to give any significant force data. Detailed information is given 
in the next chapter. However, incoiporating the force/torque sensor provides the 
possibility of computer monitoring of the task progress.
Several operation modes can be implemented in the force feedback control system. 
Firstly, the sensor can act like a limit switch which tells the system whether or not the 
robot has reached the target object. Secondly, the compliance control can be 
implemented by using the sensed force data. In the case of surface/contour following, the 
system mixes the operator input with the control command based on the feedback force 
data in a way that the dominant moving direction is maintained while the contact force 
and the compliance of the robot gripper are adjusted according to the sensed force data. 
Thirdly, the force sensor can act as the alaim for any potential danger. In such cases, 
whenever the contact force reaches a dangerous level, the feedback control system will 
send an emergency stop signal to the robot controller. Thus the damage to the robot aim 
and the object being handled can be avoided. This will give another level of assistance to
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the operator at the execution level. Even if the operator is not equipped with a haptic 
(touch feedback) device, the force can still be monitored by the autonomous functions 
and can be visually inspected on the user interface. Moreover, the time delay effect on 
the use of force feedback in teleoperation is also minimised.
4.6 Manipulator Control Unit
The manipulator control unit includes an open architecture robot contioller, a Unimation 
VAL II controller and a PUMA 562 industrial robot. The open architecture robot 
controller built in the Mechatronic Systems and Robotics Research group is used to 
control the PUMA 562 industrial robot. It consists of an aiTay of transputers which 
handle the processing of control commands. Real-time control is established by the 
distributed and parallel processing on the aiTay of transputers. The open architecture 
controller handles the kinematic transformation and dynamic control whereas the 
Unimation controller provides appropriate power to drive the robot according to the 
command received.
A sequential operation is performed in order to execute the operator commands. Firstly, 
the open architecture controller converts the control commands from the robot controller 
manager into appropriate electrical signals which will then be passed onto the Unimation 
controller. Then the power amplifiers in the Unimation controller will respond by 
delivering the electrical cunent to drive the motors in the robot aim. Hardware level 
control of the remote robot is handled by the manipulator control unit.
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4.7 Conclusion
Descriptions of the developed telerobotic system have been given in this chapter. The 
system has been built based on the concept of human and computer co-operative control.
The system utilises distributed and parallel processing architecture in which the local 
client computer and the remote server computer work together in the operation. The 
client/server model has been adopted as the basis of the system control and 
communication between local and remote sub-systems. The Internet is used as the 
communication medium between the local and remote site due to its (1) low 
implementation cost, (2) great popularity and (3) flexible range of operation. The various 
time delay problems are overcome by the nature of co-operative control in which the 
operator and the remote robotic system work in paiallel to perfoim tasks.
The functional components of the system ai'e developed based on the ideal co-operative 
control model described in the previous chapter. They are allocated to the operator 
interactive teiminal and the server terminal according to their functionality. Their roles 
and purpose in the system control and achieving human and computer co-operation have 
been described in this chapter. The developed system provides general purpose manual 
input and task specific modules to the operator. The operator can switch between these 
two control modes during the operation. Computer assistance is available in both control 
modes so that the operator can work with the computer at various levels from high-level 
task planning to low-level task execution. Characteristics of the human and computer co­
operative control are thus incoiporated in the system.
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In order to demonstrate the concept of the developed human and computer co-operative 
control in terms of system operation, a specific demonstration task module is 
implemented. In this demonstration, an operator works closely with the system to solve a 
jigsaw puzzle. Human and computer mutual monitoring and assistance are illustrated 
during the process of the puzzle solving. A detailed description of the demonstration task 
is given in the next chapter.
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Chapter 5 Co-operative Control Demonstration Task
5.1 Introduction
In the previous chapter, the development of a telerobotic system based on human and 
computer co-operative control is described. The system provides two kinds of operation 
modes to the operator: general puipose manual control and task specific modules. 
Computer assistance is available in both operation modes but the concept of human and 
computer co-operative control is mainly utilised in the task specific modules where the 
operator input is combined with computer automatic control. In this chapter, a 
demonstration task module, which has been specially designed to show the concept of 
human and computer co-operative control, is introduced.
In order to illustrate the developed human and computer co-operative control, several 
requirements are placed on the demonstration task. The task handling function will be in 
one of the task specific modules so that the operator can select it to cany out the task. It 
needs to be a good example for showing the interaction and co-operation between the 
operator and the computers in the system. The criteria of applying human and computer 
co-operative control has been considered in choosing the appropriate demonstration task. 
The task nature of the demonstration module has to meet the requirement so that the 
characteristic advantages of both humans and computers can be mixed and become useful 
during the operation. The task complexity is a major factor in the consideration. If a task 
is too simple then it can be handled either by fully automatic control or by the operator 
direct manual control. If the task is too complex then it will be difficult and time 
consuming to develop the system in order to perform the demonstration. Therefore, a
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task with appropriate complexity, which cannot be tackled by either humans or 
computers alone easily, will be the most desirable demonstration of the human and 
computer co-operative control concept.
The demonstration chosen here is a jigsaw puzzle solving task. The jigsaw puzzle and 
the operator are located on the remote site and the local site respectively, so that the 
operator needs to rely on the facilities provided in the system to solve the jigsaw puzzle. 
The difficulties of the task, which include the relatively large number of jigsaw puzzle 
pieces, and the similar shapes and patterns of the puzzle pieces, prevent the operator and 
the computers from easily solving the puzzle alone easily. Co-operation between humans 
and computers is thus required to overcome the difficulties and carry out the task 
effectively.
This chapter describes the details of the demonstration task. Firstly, the reasons for 
choosing the jigsaw puzzle aie given. Then the nature of the task and the operational 
procedure which involves interaction and co-operation between humans and computers in 
solving the puzzle are described. Finally, the feature components of the task module are 
introduced and the techniques implemented to perform image processing, camera 
calibration and computer assistance in the operation aie explained.
5.2 Demonstration Task: Solving a Jigsaw Puzzle
A jigsaw puzzle solving task has been selected as the demonstration task as it meets the 
requirements stated in the previous section. The main operational objective is to 
assemble a jigsaw puzzle remotely with assistance from the telerobotic system. The
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jigsaw puzzle and the operator are sepaiated in two different locations, and therefore the 
operator needs to rely on the remote robot to put the jigsaw puzzle together. Although it 
is uncommon to have this particular* task in the real world application, the task is treated 
as an analogy of the construction of a space station which is one of the application 
examples discussed in Chapter 3. The puzzle pieces are equivalent to the components of 
a space station which needs to be assembled by the operator through control of the 
remote robotic system. As the jigsaw puzzle is far away from the operator, he or she 
would not be able to solve it manually and needs to use the means provided in the system 
to complete the task. Besides the physical constraint, solving a jigsaw puzzle is not a 
simple and straightforward task and requires the operator’s intelligent problem solving 
and pattern recognition skill. Therefore, it is a task which has a certain level of difficulty 
and is suitable to be tackled by the co-operation of humans and computers.
Solving a jigsaw puzzle remotely has the added requirement of both task planning and 
execution stages. In the planning stage, randomly located puzzle pieces are put together 
to form a completed picture on the graphical simulation. The execution stage involves 
the remote robot actually picking up the pieces and putting them in their designated 
locations. In terms of the nature of the operation, the planning is done at the mental and 
intelligence level where the puzzle is solved, whereas the task execution consists of a 
series of pick-and-place actions at the motion level. To perform the task, human 
advantages in perception, cognition and problem solving skills are mixed with the 
computer strengths of accuracy, high speed and consistent movement control. As a 
result, the co-operation of humans and computers is utilised in a way that their 
characteristic advantages aie used to help each other. Co-operation at both the intelligent
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planning and task execution levels can be implemented in the demonstiation task. 
Furthermore, the idea of using a combination of generic and task specific operations to 
handle complex tasks in the human and computer co-operative control concept can be 
demonstrated in this task. The generic operation consists of a common pick-and-place 
robotic task while the specific task refers to the intelligent solving of the jigsaw puzzle by 
the operator and the computers together.
5,3 Task Description
A 54-piece jigsaw puzzle is used in the demonstration task and its completed picture is 
shown in Figure 5.1. To complete the task, the operator needs to solve the puzzle on a 
gi'aphical simulation while the assembly of the real puzzle pieces is done by the remote 
robot. Therefore, the operation is physically divided into the local and remote locations. 
At the local operator site, a gi'aphical simulation and computer assistance are provided for 
the puzzle solving process. At the remote robot site, computer vision and operator 
supervision is provided to put the real pieces together.
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Whole Picture
Figure 5.1 The jigsaw puzzle used in the demonstration task.
At the task planning level, where the operator needs to solve the jigsaw puzzle on the 
graphical simulation, a human’s advantages in skills of perception, cognition and 
problem solving are used. Meanwhile the computer's vast memory storage, fast data 
searching speed and the capability of generating graphical models are used to assist the 
operator. A graphical simulation is implemented in which the operator manipulates the 
graphical representation of the jigsaw puzzle pieces (Figure 5.2). The digitised image, 
and the shape and colour information of the edges of each puzzle piece are stored in the 
computer’s database. The operator uses a computer mouse to move the graphical pieces 
into their destinations on the final jigsaw puzzle picture with the common drag-and-drop 
operation. This is a demanding task for the operator even for a jigsaw puzzle with 54 
pieces. The complexity of the task increases as the number of the puzzle pieces increase.
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Figure 5.2 The graphical simulation with the jigsaw puzzle displayed.
Thus computer assistance is introduced here to ease the burden on the operator. Instead 
of manually moving each puzzle piece to form the picture, the operator only needs to tell 
the computer the puzzle piece he is looking for. In doing so, he just points the mouse 
cursor onto a location in the assembly grid on the graphical simulation and then clicks the 
left button. The computer will then extract available information about the location such 
as the shapes and colours on the edges, and set them as the searching criteria. 
Afterwards, the computer will search its database and show the matched graphical pieces 
on the screen for selection. The operator chooses the right piece from the selections 
given by the computer and moves it to the assembly grid by a mouse drag-and-drop 
operation. Information about the selected puzzle piece is then passed to the remote robot 
for assembly. By using computer assistance here, the selection range of the puzzle pieces 
is reduced as well as the time required by the operator to solve the jigsaw puzzle.
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At the task execution level, the robot receives the operator-specified-command 
information, which piece needs to be assembled, and carries it out. The jigsaw pieces are 
located randomly on the remote site therefore the robotic system needs to identify the 
correct piece specified by the operator. Object identifying and locating tasks need to be 
carried out automatically by the computer vision system before the assembly. The 
assembly task consists of a set of pick-and-place operations which is a common robotic 
task. In the operational sequence, the computer vision system identifies the operator- 
specified piece from other available pieces, and commands the robot to pick it up and 
place it down in the coiTect position and orientation on the assembly platform. In a well- 
structured environment where the puzzle pieces are located in the pre-defined positions, 
this process can be done automatically. However, the remote site is only partially 
structured and the puzzle pieces aie placed randomly in this demonstration task. 
Moreover, due to the possibility of inaccurate results being generated during the puzzle 
piece identification and the picking up process, operator monitoring and intervention are 
required. As a result, co-operation between humans and computers at the motion level is 
required.
The flowcharts of the operational procedures on both local and remote sites are shown in 
Figure 5.3 & 5.4, The frequency of each control cycle may not be the same and depends 
on the operator’s preference. This is due to the manipulation on the graphical simulation 
being much faster than the actual assembly task. The whole process is distributed and in 
parallel where the operator and the remote system are working together but at different 
paces. The operator mainly carries out the puzzle solving task while the remote system 
performs the pick-and-place of the puzzle pieces. Although the operator and the remote
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system work on different aspects of the task, they are not isolated and on the contrary, 
interaction between them occurs continually during the operation. Co-operation between 
the three main agents involved in the task: the operator, the local computer and remote 
robotic system, remain active thi'ough out the task.
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5.4 Task Module Components Overview
The demonstration task has been implemented as one of the task modules which can be 
selected from the pull-down menu of the general purpose operator interface on the client 
computer. The task module is like an add-on to the system which can be initiated and 
dismissed any time during the operation. It contains several components which are 
distributed between the local and remote sites and share different aspects of the 
demonstration task. The graphical simulation, the computer database and searching, and 
the interactive task confirmations designed for the planning stage of the task are based at 
the local site. The computer vision system which takes care of the puzzle piece 
identification, position and orientation extraction, and the automated pick-and-place task 
used for the execution stages of the task are at the remote site.
5.4.1 Graphical Simulation
A graphical display has been implemented as an additional window on top of the 
interactive user interface. It can be called from the menu item tool bar and dismissed 
during the operation if necessary. On the graphical display, the operator manipulates the 
graphical representation of the jigsaw puzzle pieces by using the computer mouse drag- 
and-drop operation. Therefore, the puzzle pieces are dragged from their original 
allocated positions and dropped into their final positions on the jigsaw puzzle. All pieces 
are manipulated graphically and thus simulate the physical assembly of the real jigsaw 
puzzle pieces. The graphical representations of the puzzle pieces are the digitised images 
of the real pieces. Each of them is loaded up to the display as a bitmap image and in the 
orientations which they will be in the final assembled jigsaw puzzle.
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Figure 5.5 Display of the graphical simulation window.
A picture of this graphical display is shown in Figure 5.5. It can be divided into three 
parts: the allocation grid for manual assembly, the computer selection grid and the 
assembly grid. The manual allocation box, which is a 6 x 9 array, is used to 
accommodate all 54 pieces of the digitised jigsaw puzzle images. The puzzle pieces are 
loaded into the allocation box in a random order. By providing all the pieces on the 
graphical display, the operator can manually pick and place the pieces to form the 
completed picture. Therefore, a manual mode is provided and can be selected by the 
operator if he prefers to solve the jigsaw puzzle all by himself.
The computer selection grid is used to store the puzzle pieces which are selected by the 
computer after the searching and matching processes. They are the pieces which meet 
the searching criteria which are extracted form the operator-specified location on the 
assembly grid. There are eight cells available in the grid which means that a maximum
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of eight puzzle pieces can be shown at any time. Therefore, if the search results have 
more than eight pieces, a message will be displayed to tell the operator that too many 
pieces have been found. The operator will then be advised to try another location instead.
The assembly grid is a smaller version of the manual allocation grid and is used to house 
the assembled puzzle pieces. It can be treated either as an interactive or a passive item 
during the task depending on operator preference. In the passive sense, it is just a place 
for the operator to put down the selected puzzle pieces to foim the jigsaw puzzle. In the 
interactive sense, it reacts to the operator’s clicking on each of its cells by invoking the 
computer-assisted search and matching processes. After the operator points the computer 
mouse pointer on one of its cells and clicks the left mouse button, the information about 
that cell, such as the shape and the colour of the cell edges, aie extracted and passed to 
the computer search and matching processes. The status of the cell edges is determined 
by the puzzle pieces occupying the neighbouring cells. If there are no puzzle pieces in 
the neighbourhood, the edges of the cell aie simply four straight lines and without any 
colour infoimation. By using the shape and colour infomiation as the searching criteria, 
the computer searches through its database for the pieces which meet the criteria. The 
shape and colour information of each puzzle piece is stored on the computer database 
beforehand. Once the computer finishes the search process, it displays all the matched 
pieces on the computer selection grid. As there aie a limited number of cells in the 
selection grid, only eight pieces can be shown at one time. It thus limits how the jigsaw 
puzzle is solved because the operator needs to stait the task from the corner or edge 
pieces. Starting from the central pieces by using the computer-assisted searching simply 
generates too many possible answers because no clues have been given to the computer
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as the search criteria. However, this limitation has little effect on the operation because 
generally people start solving jigsaw puzzles from the edge pieces first. At the end of the 
operation, the jigsaw puzzle will be put together in the assembly grid.
5.4.2 Computer Database and Search
In order to provide computer assistance in solving the jigsaw puzzle on the gi'aphical 
simulation, the computer must have some detailed information about the puzzle pieces 
and the method of matching them together. A database of the jigsaw puzzle has hence 
been implemented to store the required infoimation. This is an important feature in the 
task specific modules and an essential step in achieving human and computer co­
operative control. The computer must have prior knowledge of the task and the 
corresponding handling methods. In the demonstration task, a partially structured 
environment is set up and the corresponding world model and the information about the 
task aie hence stored in the database. The database keeps the information about the 
jigsaw puzzle pieces, such as the shapes and the colours of the edge pieces. The stored 
information is used during the seai'ching process to check whether they meet the seai’ch 
criteria.
In order to create the database, the infoimation about the puzzle pieces must be classified, 
encoded and stored into a foimat which can be understood by the computer. Some 
conversions are needed during the classification and encoding processes. This is because 
the puzzle pieces’physical property must be put into a digital format so then the computer 
can access and seaich efficiently. All infoimation is saved in a binary data file which 
will be loaded into the computer memory during the initialisation stage of the jigsaw
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puzzle task module. The data of each puzzle piece occupies 8 bytes of memory space in 
which 2 bytes are reserved and not in use. The first and the second used bytes store the 
piece number and the shape class number respectively. The next four bytes store the 
shapes and colours of the four edges of a puzzle piece in sequential order: top, left, 
bottom and right edge. A chart is dr awn to illustrate the format of the data of one puzzle 
piece (Figure 5.6). A single byte is used to store both the shape and colour information 
on an edge. In order to do so, the 4 least significant bits are used to store the edge 
information while the 4 most significant bits store the colour information. Therefore, 
memory space required to store the data is saved and the efficiency of data searching is 
improved.
3 4
Byte 0 1 2 Higher-Byte Lower-Byte Higher-Byte
Data Reserved Number Shape Colour Shape Colour
Top Edge Left Edge
4 5 6
Lower-Byte Higher-Byte Lower-Byte Higher-Byte Lower-Byte 7
Shape Colour Shape Colour Shape Reserved
Left Edge Bottom Edge Right Edge
Figure 5.6 Data format of a jigsaw puzzle piece.
The puzzle pieces are numbered according to their position and classified into 8 
categories according to their shapes. A number is given to each puzzle piece, starting 
from the top left comer till the bottom right corner in a row by row fashion (Table 5.1). 
The 8 different shape classes are given in Figure 5.7. By numbering and classifying the
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puzzle pieces, they can be referred to by their numbers and shape classes and this 
simplifies the addressing issue.
Table 5.1 Numbering of the jigsaw puzzle pieces
1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
25 26 27 28 29 30
31 32 33 34 35 36
37 38 39 40 41 42
43 44 45 46 47 48
49 50 51 52 53 54
Shape 0 Shape 1 Shape 2 
/
Shape 3
\
r
jo
Shape 7Shape 6Shape 4 Shape 5
Figure 5.7 Eight shape classes of the jigsaw puzzle.
In solving jigsaw puzzles, it is very common for people to start matching pieces by their 
shapes and patterns. With more specific details, people pay more attention to the shapes 
and the patterns on the edges of each piece because they are the places where the pieces
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will join. The shapes of the pieces’ edges can be divided into 4 different types (Table 
5.2), although the patterns are difficult to classify because of various picture contents on 
different puzzles. Therefore, the colours on the edges are used instead of the patterns 
because they are easier to classify. In total, 9 different types of colours have been found 
on the edges of the puzzle pieces and they are listed in Table 5.3.
Table 5.2 Types of edge shape with encoded values
Edge Shape Encoded Value
Unknown 0
Hat 1
Concave 2
Convex 3
Table 5.3 Types of edge colour with encoded values
Edge Colour Encoded Value
Unknown 0
Coffee 10
Yellow 20
Red 30
Brown 40
Green 50
Blue 60
Violet 70
Mixed 80
When the jigsaw puzzle task module is being initiated, the puzzle pieces' data is loaded 
into the computer memory and a record of the status of the assembly grid is created. At 
the beginning, the only available information on the assembly giid is the four straight 
edges. During the operation, after the operator clicks the mouse pointer on a cell in the 
assembly grid, its edges information is extracted from the record of the giid status. It is 
then used as the search criteria. A seai'ching algorithm has been implemented to find the 
matched puzzle pieces for the operator-specified cell. It seaiches through the puzzle
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database piece by piece. If the piece has not yet been used then the seaich algorithm will 
then search its edge by edge. If the cell’s edges information is available in the giid status 
record, then the algorithm will match its shape and colour with the puzzle data. If they 
are matched then a counting index will be given to indicate the similarity level of this 
piece. Finally if the matched count is equal to the number of the available edge 
information of that cell then the piece will be considered as a possible answer and 
subsequently displayed on the computer selection grid. A flowchart is given in Figure 
5.8 to show the seai'ching process.
In the shape matching, shape complement is used. For example, if the operator clicks on 
the top left comer cell, the top and the left edges are straight lines and thus the matched 
piece must have a flat top and left edges as well. However, if an edge is concave shape 
then the matched edge should be in convex shape and vice versa. In colour matching, 
edges with the same colour will be considered as a matched pair. So that if the bottom 
edge of the top left corner piece is in black then the top edge of the other piece which 
would be fitted underneath it needs to be in black as well.
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Search next piece.
Yes
Check if the piece 
has been used?
No
No
Check if the next edge 
information available?
Yes
NoCheck if the 
shape matched?
Yes
Increase the match count by 1.
No
Check if the 
colour matched?
Yes
Increase the match count by 1.
No
Check if searched 
all 4 edges?
Yes
No Check if match count 
equals to available 
edge information?
Yes
Place it in selection grid.
Figure 5.8 Computer searching and matching process flowchart.
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After seai'ching thi'ough the database, all the possible pieces aie displayed on the 
computer selection grid from which the operator will choose the right piece and drag- 
and-drop it into the cell in the assembly grid. At this moment, the computer will compare 
the edge information in the assembly grid with the piece’s edge information in order to 
check whether they aie really the matched pair. Once the comparison gives positive 
results, the record of the assembly giid will be updated and the fitted puzzle piece will be 
marked as in use so that it will be skipped over during the next data search. By keeping 
a record of the assembly box, the up-to-date puzzle database, and the checldng on the 
fitted piece's identity and its location, the computer can monitor the operator’s 
manipulation of the puzzle pieces. For example, if the operator places the puzzle piece in 
a wrong cell rather than its designated position by mistalce, the computer will then give a 
wai-ning message and ignore the action just made by the operator. This reduces 
possible human eiTors at the task planning stage. Most importantly, it performs the 
mutual monitoring function so that the benefits of both humans and computers are used to 
outweigh each other’s shortcomings. Human and computer co-operation at the 
intelligent task planning level is thus fulfilled. Moreover, an undo function is provided in 
case the operator changes his mind later on.
5.4.3 Computer Vision System
The main objectives of the computer vision system aie to provide the visual information 
feedback to the operator and process the image in order to perfoi-m object identification, 
and location and orientation extiaction. The vision system consists of three cameras: two 
of them are used to capture the scenes of the remote site and the other one is used to 
capture the images of the puzzle pieces for image processing (Figure 5.9).
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: Image 
t Processing 
Camera  ^ im age   ^ Display 
Cameras
Figure 5.9 General arrangement of the computer vision system.
The camera which is used for the purpose of image processing has a narrower field-of- 
view than the other two. As a result, it provides a higher resolution of the images it 
captures. All cameras share one image digitiser/frame grabber which is installed on the 
task interactive computer in the remote system. Only one camera can use the digitiser at 
a time and hence scheduling is required to allocate the control access to each camera 
according to various situations during the task. To achieve the objectives of the vision 
system, two techniques have been developed. They are the image processing technique 
for object identification and orientation detection, and the eye-in-hand calibration 
techniques for transforming objects’ co-ordinates on the 2D image plane into 3D co­
ordinates with respect to the robot’s world co-ordinate system.
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5.4.3.1 Image Processing
The first task carried out by the image processing is to locate the puzzle piece, which has 
been specified by the operator during the demonstration task. It is called object 
identification here. The second task is to extract the puzzle piece’s location and 
orientation so that the robot will know where to pick it up and how much rotation is 
required in order to align it with other pieces in the jigsaw puzzle. Once the vision 
system has completed those tasks through the image processing, a set of homogeneous 
transformations will have taken place to convert the piece’s location on the 2-D image 
plane into the 3-D robot world co-ordinates. The robot will then perform the pick-and- 
place task to put the jigsaw puzzle together based on the commands and co-ordinates 
received from the vision system. A technique to identify objects and extract their 
positions and orientations has been developed. It is reliable, and invariant to size, 
position and orientation changes.
In order to identify an object, its features have to be extracted and formulated into an 
unique identity. Information of this unique identity has to be stored and used as a 
template during the matching process. The features, which can be extracted from the 
jigsaw puzzle pieces, include shape, pattern and colour. The pattern and colour on each 
puzzle piece are generally unique but they are difficult to classify and require 
complicated segmentation techniques. Therefore, they are not used in the object 
identification. In the jigsaw puzzle used in the demonstration task, there are 8 different 
shape categories and each piece has a slightly different shape from the other pieces in the 
same shape group. Although this shape difference is small, it is still useful for the 
classification and identification processes because feature extraction based on shape
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infoimation is relatively straightforwai'd and more effective than matching patterns on 
each puzzle piece. Polar signature extraction and matching have been implemented 
based on the distinctive shapes of the puzzle pieces. It has several advantages over other 
object identification techniques, such as template coiTelation and histogram matching. It 
is robust and unaffected by the size, position and orientation valuations. Moreover, it 
does not only identify different puzzle pieces but also detects their positions and 
orientations at the same time.
5.4.3.2 Polar Signature Matching
A signature of an object usually refers to a 1-dimensional (1-D) functional representation 
of the object’s boundary and can be generated in various ways. The polar type signature 
is generated by plotting the distance from the centroid to the boundary as a function of 
angle (Figure 5.10). Basically, it reduces the 2-dimensional (2-D) boundary into a 1-D 
functional representation. The signature generated by taking the polar angle and the 
radial length is invariant to translation but it is affected by the orientation and scaling. In 
order to overcome this problem, noimalisation is earned out on the extracted polar 
signature. The noimalised radial length is within the range 0 to 1 and the scaling problem 
is thus eliminated. The variation due to different orientations is an advantage when 
comparing a newly created polar signature with a stored template. By matching either 
the feature points or the whole boundary representation, the rotation angle can be 
determined. As a result, objects’ orientations can be found at the same time as the object 
identification process is taking place.
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Three other techniques: template correlation, histogram matching and principle-axes 
theorem, were considered before choosing polar signature matching. However, they were 
found inappropriate for the jigsaw puzzle case. Template coiTelation relies on matching 
an object’s template to various parts o f the image. It is time consuming and sensitive to 
orientation change. Histogram of the puzzle pieces can be easily affected by the lighting 
condition and hence cannot produce reliable results. Principle-axes theorem detects the 
major and minor axis by taking moments o f every point o f the object about the centroid. 
Due to the irregular shape o f the puzzle pieces, the principle-axes change along with the 
orientation. Therefore, polar signature matching is used instead.
Figure 5.10 Polar signatures of a square.
In the jigsaw puzzle case, the edges o f the puzzle pieces are detected first. The pixels on 
the edges are then extracted and put into the polar form in teims o f radius and angle 
(Figure 5.11). At this point, extra processing is needed to filter out the unwanted data 
which are the multiple radii at the same degree angle. The multiple radii are caused by 
the concave and convex edges on the puzzle pieces (Figure 5.11a). At one particular 
angle, more than one value o f the radial length can be found (Figure 5.1 lb), and this can 
cause an ambiguous reading during the matching process which compares the radial 
length at each degree integer from 0 to 359. Therefore, extra processing is needed in 
order to provide an unique reading at each degree angle.
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Figure 5.11 Procedures of polar signature matching.
(a) edges detected on a particular shape, (b) polar signature created (the lines indicate the ambiguous 
points), (c) maximised and normalised polar signature, (d) matching of a new polar signature and a 
template (i is the shifted angle).
To eliminate this ambiguity, maximisation is carried out in which only the largest radial 
length is kept. The side effects of this process are that some details of the polar signature 
are lost especially at the concaved parts. Afterwards, the maximised data is arranged to 
form the polar signature by plotting the radial length against the polar angle from 0 to 359 
degrees. It is then normalised to be invariant to different sizes and scaling. Finally, it is 
ready to be compared with the pre-stored templates. The matched puzzle piece’s polar 
signature has the smallest difference from the template.
The polar signature matching technique based on the shape features of the puzzle pieces 
is relatively easier to implement than other pattern recognition techniques. Moreover, it 
can also give the object's position and orientation during the matching process. However,
PhD. 2000 W. Yu 136
Chapter 5. Co-operative Control Demonstration Task
several limitations can be found in this technique: (1) it requires a constant camera 
viewing perspective, (2) objects being identified cannot overlap or touch each other, (3) 
accurate results rely on high resolution image and constant lighting conditions. Detailed 
description and discussion on the polar signature matching technique aie given in 
Appendix A.
5.4.3.3 Eye-in-hand Configuration
In addition to identifying the puzzle pieces, the computer vision system is also used to 
locate their positions and orientations. As stated in the previous chapter, orientations are 
extracted thiough polai* signature matching at the same time as the object identification 
process takes place. Detection of the puzzle pieces’ positions is not so straightforwai'd 
and requires several calibration processes. The major difficulty here is the flexible 
camera location where the camera is mounted on the robot’s wrist and therefore varies 
according to the robot’s position and orientation changes. If the camera remains in a 
fixed location, calibration can be done once and for all without wonying about the 
robot’s movement. In the eye-in-hand configuration case, once the camera moves away 
from its calibrated position, the matrix describing the 2-D to 3-D transformation would 
not be valid anymore. Hence, a different approach is required to overcome this problem.
A two-stage calibration technique has been implemented to define the relationship 
between the 2-D image co-ordinates and the 3-D robot world co-ordinates. In the first 
stage, the transfoimation matrix describing the camera’s position and orientation with 
respect to the calibration frame is obtained. In the second stage, a series of homogeneous 
tiansformations, which converts the object co-ordinates from calibration co-ordinate
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system to the robot’s world co-ordinate system, is defined. The problem of the flexible 
camera location is overcome by the transformation sequence derived in the second stage. 
This technique mainly relies on homogeneous transformations without being too 
concerned with many details of the camera’s intrinsic parameters, such as the focal 
length, lens distortion and scaling factors, and the physical dimensions of the camera 
mounting-device. A simplified geometric structure of the eye-in-hand configuration is 
given in Figure 5.12.
Robot Tool Frame
Camera Frame
Camera
First Stage 
Calibration
Calibration Frame
t: Robot World Frameobject
Second Stage 
Calibration
Figure 5.12 Geometric relationship in the eye-in-hand system
The idea in this technique is that during the first calibration stage, the camera is calibrated 
with respect to the calibration co-ordinate system which is arbitrarily defined in the 
robot’s work space. The transformation matrix obtained through the calibration
can accurately convert 2-D points on the image plane into 3-D co-ordinates in the 
calibration frame no matter where the camera moves. Therefore, the calibration frame
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can be treated as having been attached to the camera at a constant fixture. By working 
out the relationship between the calibration frame and the robot’s world co-ordinate 
system , an object’s location can be defined in the robot’s world co-ordinates 
and thus be reached by the robot. This relationship varies as the robot moves but can be 
determined from the kinematic structure of the remote system (7] -7^ "7^ amcm)» such as 
the robot’s position and orientation, the relationship between the camera and the robot 
wrist, and the displacement of the calibration frame fi'om the camera. Through the 
second stage of calibration this relationship is obtained in terms of a series of 
homogeneous transformations. By combining the results of these two stages, the objects’ 
locations with respect to the robot’s world co-ordinate system can be detemiined from 
their projections on the camera image plane. This process is represented by Equation 5.1.
Pobject = T\'T2 '^ Camera ' ( 5 . 1 )
The details of the two stages of camera calibration aie given in Appendix B with the 
results obtained from the preliminary evaluation experiments. To summarise, the 
calibrated parameters in equation 5.1 are used to transfoim 2-D image co-ordinates, 
which aie obtained thiough the image processing, to 3-D robot world co-ordinates and 
hence solve the problem of flexible camera location. This approach is based on the 
camera calibration results and a series of homogeneous transforaiations without the need 
to work out the physical dimensions of the camera mounting-device and the camera’s 
intrinsic parameters. This camera calibration technique has the advantage of being able 
to adapt the flexible camera location without re-calibration. By combining the results 
obtained in two calibration processes, the jigsaw puzzle pieces’ positions on the light box
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can be calculated from their corresponding co-ordinates on the camera image plane. The 
effectiveness of this approach in locating the puzzle pieces, and the overall performance 
of the vision system are evaluated in the demonstration task, and will be discussed in 
Chapter 6.
5.5 Interaction and Co-operation
In the demonstration task, the operator and the computers work together by giving 
assistance to each other. Therefore, the interactions between the operator and the 
computers remain active throughout the task. Interactions have been invoked in the 
situations where help and assistance from the other working paitner (human operator and 
computer) are required. By getting aid from the operator, computer eiTors such as 
inconect object identification and unsuccessful pick-and-place operations can be avoided. 
On the other hand, getting assistance from the computer, human eiTors in choosing a 
wrong puzzle piece and placing a piece in a drifted location can be reduced. As a result, 
task efficiency and operational performance can be improved.
Interactions between the operator and the computer exist at both the task planning and 
execution levels. At the task planning stage, interaction happens when the operator clicks 
on the assembly grid and the computer subsequently provides possible answers. After the 
operator has placed a puzzle piece into the assembly grid, communication occurs as the 
computer posts a message asking for the operator’s confinnation on his action. If the 
confirmation is positive, the computer checks if the features of the piece and the assigned 
location match. If the features match, the computer will then update its database and be 
ready to interact with the operator for the next piece. Therefore, the interaction and co­
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operation is mainly reflected in such a way that the operator is active and takes the lead in 
solving the jigsaw puzzle, and the computer reacts by providing corresponding assistance 
and appropriate help.
The interaction and co-operation between the operator and the computer at the task 
execution stage are almost opposite to the task planning stage. This is mainly due to the 
restriction of the physical location so then the operator nomially monitors the tasks 
carried out by the remote robotic system rather than doing the task himself. The remote 
robotic system is the active agent here and the operator plays a supporting role. 
Interaction occur when the remote robotic system needs the operator’s confirmation on its 
actions, such as in identifying, picking up and placing down the puzzle pieces. Due to 
the uncertainties in a partially structured environment and possible computer errors, 
operator monitoring and assistance are required.
The computer vision, which is in charge of identifying the puzzle pieces, generally gives 
correct identification results. However, erroneous results might be generated due to the 
imperfect lighting conditions and any noise in the image. Therefore, the identification 
results need to be checked by the operator to make sure that the remote robotic system 
has got the right puzzle piece. If the result is correct then the remote system will 
command the robot to perform the pick-and-place task on that piece. If the result is 
incorrect then the remote system will request further action from the operator who will 
decide whether to ask the computer to repeat the identification process or select the 
correct piece manually. In the former case, the computer vision system will select the 
next mostly matched piece and show it to the operator for confirmation again. In the
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latter case, the operator will use the mouse pointer to click on the right puzzle piece 
which is shown on the image display. Thus the remote system knows the location of the 
required puzzle piece.
A reminder is provided in the interaction process in order to confhm the puzzle piece’s 
identity. As the operator and the remote system work at different paces, the operator may 
be already a few steps ahead and have forgotten the cunent piece which is being tackled 
by the remote system. Therefore a graphical reminder has been implemented to help the 
operator track the progress of the remote system. This is done by highlighting the coiTect 
puzzle piece in blue on the video image display and its graphical representation 
counterpart in red so that they stand out from the other pieces and can be detected easily 
by the operator easily. As a result, the puzzle piece is identified by the operator and the 
remote system co-operatively using this kind of mutual assistance.
Interaction and confirmation also exists in the picking up and placing down of the puzzle 
pieces. This is because the robot might fail to pick up some of the puzzle pieces due to 
their narrow surface area which is too small for the suction cap on the pneumatic gripper 
(the diameter of the suction cap is 5mm). The operator mainly relies on the visual 
feedback provided by the cameras and makes judgements accordingly. If he finds the 
gripper fails to pick up the piece, he will indicate that by giving a negative confiimation 
and choose either the computer attempt to pick up the piece again or do it himself 
manually. In the latter case, the operator will need to switch back to the general purpose 
operator interface and perform the manual pick up by using the input methods provided.
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The confirmation on the successful picking up will become unnecessary once the vacuum 
suction sensor is implemented on the gripper.
In placing down the puzzle pieces, confirmation is again needed to overcome the possible 
position and orientation transformation errors. However, in this case, the operator has to 
use manual control to conect the mistalces because the remote system has no sensory 
information to work on in order to detect the correct destination of that puzzle piece. The 
force sensor cannot be used to find the location from the contact force because the force 
data is insignificant to reflect the interaction between puzzle pieces. This is due to the 
softness and thinness of the puzzle pieces and the weak gripping force provided by the 
small suction cap. So then the operator has to switch to the manual control in order to 
place the puzzle piece down in the correct location.
5.6 Conclusions
In this chapter, a demonstration task for showing the concept of human and computer co­
operative control has been described. In order to achieve the objective of the 
demonstration task, several requirements based on the criteria of applying co-operative 
control have been stated. Considerations have been taken with respect to the nature of 
the task: complexity, repetitive and allocation time in choosing the appropriate task. A 
jigsaw puzzle solving task has been chosen because it fulfils the requirements and is 
capable of demonstrating the human and computer co-operative control concept. Remote 
assembling of a jigsaw puzzle may not be carried out in the real world scenario but it is 
an analogy of the application example of the co-operative conti'ol - construction and 
maintenance of a space station.
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The concept of human and computer co-operative conti'ol is shown in the demonstration 
task mainly in the following aspects:
• The operator and computers need each other’s help to improve the task 
perfoimance.
• Co-operation occurs at both task planning and execution levels.
• Mutual monitoring and assistance required throughout the task.
• Complex task is tackled by the combination of generic and task specific 
operations.
• Time delay problem is solved by the distributed and parallel processing 
system model.
The complexity of the jigsaw puzzle prevents the operator and the computers from 
tackling the task alone and they need to work together in order to ease the workload and 
improve the task performance. As the task requires intelligent problem solving and 
physical assembly, characteristic advantages of both humans and computers are utilised 
to achieve co-operation at both task planning and execution levels. Graphical simulation, 
computer database and search, and localised feedback control are used to achieve this co­
operation at various levels as well as providing mutual monitoring and assistance. The 
operator works interactively with the computers to solve the jigsaw puzzle in the 
demonstration task. Human manual input, specially developed computer assistance and 
the common robotic task are all combined to accomplish a specific and complex task in 
this demonstration. Although no significant time delay in the cuiTent configuration of the 
telerobotic system, its effect is kept to a minimum by implementing the distributed and 
parallel processing system model. Moreover, the operator can choose to work at a
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comfortable speed without waiting for the remote robot or worrying about the loss of 
synchronisation.
Detailed descriptions of the task and the operational procedure have been given in this 
chapter. Components implemented in the demonstration task module are also described 
with their functionality in the task. The techniques developed for image processing, 
camera calibration and the computer intelligent control are introduced and discussed. 
They are not only useful in the demonstration task but can also be applied to other 
teleoperation tasks. Preliminary experiments on testing the developed techniques have 
given promising results. In order to evaluate the effectiveness of the demonstration task 
and the associated techniques, a series of experiments have been caiTied out. Issues of 
human and computer co-operative control such as human factors and preferences aie also 
investigated. In the next chapter, these experiments will be described and the results will 
be given.
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6.1 Introduction
Three experiments have been conducted to test the telerobotic system which has been 
developed based on the concept of human and computer co-operative control. The 
implemented demonstration task, which is to solve a jigsaw puzzle, was used in the 
experiments to test the control concept and the system performance. Solving the jigsaw 
puzzle is an analogy of the common assembly operation consisting of the pick-and-place 
task often encountered in teleoperation. In the experiments, the participants were 
requested to use the developed system to put a jigsaw puzzle together in thiee different 
control modes. This task requires a human operator’s intelligent problem-solving skill as 
well as the robot’s ability to carry out monotonous tasks quickly and accurately.
The experiments can be divided into two different groups according to the type of 
operation: solving the jigsaw puzzle on the graphical simulation and solving it by using 
the telerobot. The main objective of the experiments is to evaluate the co-operative 
control concept through the demonstration task. The effectiveness of mixing the 
characteristic advantages of human and computers in the implemented co-operative 
control was under investigation. Moreover, human behaviour, operator preferences, and 
interactions and co-operations between operators and the system were observed during 
the experiments. Six participants, who had had no experience of controlling a telerobot, 
took part in the experiments. Each participant's task completion time, number of errors 
and the order of solving the jigsaw puzzle were recorded. The demonstration task was 
successfully carried out by all paiticipants. Moreover, the data collected during the
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experiments gives promising results on the techniques developed for the telerobotic 
system.
This chapter provides the details of the experiments such as the experiment set-up, 
experimental procedure and measurements. Discussion on the analysed experimental 
results and their implications on the system operation and the contr ol concept utilised are 
also given. Conclusions aie diawn regarding the effectiveness of human and computer 
co-operative control and the influence of human factors on the system performance.
6.2 Experiment Overview
Three experiments were designed to evaluate the developed telerobotic system and the 
underlying control concept. They aie (1) the jigsaw puzzle solving without computer 
assistance, (2) the jigsaw puzzle solving with computer assistance, and (3) the full scale 
jigsaw puzzle solving which involved the remote robotic system. The first two 
experiments were carried out on the giaphical simulation provided on the local client 
computer, whereas the third experiment was conducted on both local and remote systems. 
All three experiments have a common goal which is to put a jigsaw puzzle together. In 
the first experiment, the operators had to perform the task all on their own in order to 
simulate the usual way of tackling a jigsaw puzzle in real life. The jigsaw puzzle solving 
ability of the operators who have not come across the puzzle before can thus be 
determined. Subsequently, computer assistance was inti'oduced in the second experiment 
where the operators solved the jigsaw puzzle with help from the computer. Finally, the 
operators were requested to put the remotely located jigsaw puzzle together thiough the 
means provided in the telerobotic system.
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These experiments were arranged in a sequential order so that the operators needed to 
cany out the tasks in a two-hour session. A five minutes break was provided between 
each of the three experiments. Six participants were chosen to be the operators in the 
experiments. They had no experience of using the developed system and solving the 
jigsaw puzzle used in the experiments. A short verbal description of the experimental 
procedures was given to the operators before tackling the first two experiments as only 
simple computer mouse manipulations were involved. Whereas, printed instructions and 
a system control flowchait were produced to show the operator how to use the telerobotic 
system in the third experiment. Training was given before the operators put the remote 
jigsaw puzzle together because they needed to familiarise themselves with how the 
system worked and how to control the telerobot manually in cases where human 
intervention was required. The training time varied and depended on how quickly the 
operator became confident in using the system. The average training time was about 10 
minutes.
Three main elements were measured in the experiments including: (1) task completion 
time, (2) number of errors (both human and system errors), and (3) operator selection 
order of the puzzle pieces. They were recorded by the computer automatically, whereas 
operator behaviour and preference were observed and noted down during the experiment. 
No requirements were asked of the operators, such as finishing the task quickly or 
making as few errors as possible. They were only told to complete the task at their own 
speed so that each operator’s ability and operational preference could be determined.
PhD. 2000 W. Yu 149
Chapter 6. System Evaluation
6.3 Experiment 1; Jigsaw Puzzle Solving without Computer Assistance
6.3.1 Experiment Set-up
This was the first experiment that the operators carried out. The purpose of this 
experiment was to find out the amount of time needed by the operators to complete the 
jigsaw puzzle on their own without any computer assistance. The whole operation was 
done on the graphical simulation provided on the interactive operator interface.
I i g s a w  p u / z l c  
t a s k  m o d u lo
K o k ' I V I K X
p i C U l I V
Asscn ih lcc l
B o t » *  I  u n d o  I  f n y g ^ a r n  e » « k  |  |
Figure 6.1 Graphical simulation in manual mode.
The graphical simulation of the jigsaw puzzle task, which was displayed on top of the 
interactive operator interface during the experiment, is shown in Figure 6.1. In the lower 
left comer is the digitised image of the assembled jigsaw puzzle which was provided as a 
reference tool for the operators. On the right is the jigsaw puzzle task module which 
consists of three grids to accommodate different groups of graphical jigsaw puzzle pieces 
including 54 randomly located jigsaw puzzle pieces, computer-selected pieces and
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assembled pieces. At the beginning of the experiment, the graphical representations of 
all 54 jigsaw puzzle pieces were loaded up onto the allocation grid on the right hand side 
on the jigsaw puzzle task module. A random selection algorithm developed in the system 
assigned the position of each puzzle piece. Therefore the arrangement of the puzzle 
pieces is different each time. However, in order to provide a constant operation 
condition, an identical arrangement of the puzzle pieces was used for all operators in the 
experiments. The displayed puzzle pieces are in the same orientations as they should be 
in the jigsaw puzzle which consequently reduces the difficulty of the task.
6.3.2 Experiment Procedures
In the experiment, the operator needed to put all the puzzle pieces together on the 
assembly grid manually. A common mouse drag-and-drop operation was used in the 
manipulation of the graphical puzzle pieces. The operator pointed the mouse cursor onto 
the puzzle piece he was interested in and dragged it onto the assembly grid while 
depressing the left mouse button. After the piece was located at the desired giid position, 
the operator released the mouse button and the piece then settled into position. If the 
operator made a mistalce by placing the puzzle piece at a wrong location, he could click 
on the undo button to cancel his last action. Careful manipulation is required here 
because the undo function can only cancel the last action so that if the operator finds a 
mistake he has made a few steps back, it will be too late to make a correction and is 
consequently counted as a human eiTor. By repeating the drag-and-drop operation, a 
jigsaw puzzle is thus assembled on the graphical simulation.
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The completion time taken by the operator to finish the jigsaw was recorded. It shows 
the speed of the operator in solving the jigsaw puzzle on his own. The time recording 
started with the operator’s first clicking on the graphical representations of the jigsaw 
puzzle pieces and stopped as soon as the last piece was placed on the assembly giid. The 
sequential order of the operator’s selection of the puzzle pieces in completing the puzzle 
was also recorded. This gives an indication of the operator’s preference in taclding the 
puzzle under different circumstances. Any mistakes made by the operator during the 
experiment were recorded.
6.3.3 Experiment Results
No errors were recorded in this experiment. All operators successfully completed the 
task and obtained the correct picture. The task completion time taken by the operators to 
solve the jigsaw puzzle on the graphical simulation is listed in Table 6.1. The task 
completion time varies between individuals and each operator’s capability in solving the 
jigsaw puzzle. The longest time taken to finish the task is 30 minutes and 10 seconds 
while the shortest time is 13 minutes and 7 seconds. The mean time to complete the 
jigsaw puzzle is 17 minutes and 54 seconds and the standard deviation is 5 minutes and 
36 seconds.
It was found each operator has a different approach when taclding the jigsaw puzzle and 
this is reflected by the selection order they used to put the puzzle pieces together. 
Although the sequence is fairly random and varies according to different operators, a 
general pattern can be traced. The operators usually tackle the puzzle first from the four 
corners, and then the edges and their surrounding areas. Figure 6.2 shows this general
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pattern adopted by most operators whereas an exceptional approach is given in Figure 
6.3. In this exceptional case, the operator preferred to work in a systematic way in which 
he assembled the puzzle from the bottom to the top.
Table 6.1 Experiment 1. Task Completion time.
Operator Task Completion Time(Minutes) (Seconds)
A 30 10
B 15 29
C 15 40
D 16 3
E 16 56
F 13 7
Mean 17 54
St. Dev. 5 36
1 2 2 2 2 1
2 3 3 3 3 2
2 3 3 3 3 2
2 3 3 3 3 2
2 3 3 3 3 2
2 3 3 3 3 2
2 3 3 3 3 2
2 3 3 3 3 2
1 2 2 2 2 1
Figure 6.2 General approach in manual mode, 
(number indicates the processing order)
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Figure 6.3 Exceptional case in Experiment 1.
6.3.4 Discussion
Task completion time is commonly used to measure the effectiveness of the system 
control and indicate the satisfactory level of its performance. In this experiment, the task 
completion time taken in the manual jigsaw assembly on the graphical simulation reflects 
the capability of individual operators in solving the jigsaw puzzle. However, the 
graphically simulated jigsaw puzzle has to be treated as a simplified version of a real 
jigsaw puzzle which would be tackled manually by operators in the real world. This is 
because the puzzle pieces in the graphical simulation aie displayed in the same 
orientations as they would be in the assembled jigsaw picture. This effectively reduces 
the task difficulty because the operators can find the right piece more easily without the 
need to re-orientate it. Therefore, the task completion time obtained in the manual mode 
should be shorter than the real-world case. Nevertheless, it can still be used as an 
indication of the operators’ capabilities of tackling the jigsaw puzzle. Moreover, the 
results are useful for the compaiison with the task completion time obtained in the
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computer-assisted mode (Experiment 2.) as both operations were carried out under the 
same experimental conditions.
In this experiment, the operators were able to finish the task in an average 17 minutes and 
54 seconds with the standai'd deviation of 5 minutes and 36 seconds and no operational 
eiTors were made. The large standard deviation is due to the long task completion time 
taken by operator A. He spent 30 minutes and 10 seconds in order to put the puzzle 
pieces together. This task completion time is almost twice as long as the time taken by 
the other operators. Therefore, the overall performance has been significantly affected by 
operator A ’s result. The long task completion time taken by operator A indicates that he 
maybe less capable of handling the jigsaw puzzle. He seems to be prone to confusion 
caused by various but similar patterns on the puzzle pieces and thus loses trace of the 
matched piece easily. From observations, he seemed to be more caieful and needed to 
make sure every move was coiTect before taking any action. Therefore, he worked slowly 
and took longer time to locate the matched pieces. It could be argued that the long task 
completion time is caused by operator A’s lack of confidence or by his attitude towaids 
the task which is more committed and cautious. These two factors might be inter-related 
and both contributed to the unsatisfactory results but the true capability of operator A 
needed to be investigated further.
On the other hand, operator F only needed 13 minutes and 7 seconds to complete the 
jigsaw puzzle. This indicates that he is more capable of handling graphics and matching 
patterns. His strong memoiy storage definitely helps in remembering the picture he has
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seen and matching it with the scattered pieces. Therefore, he took less time to finish the 
jigsaw puzzle than the other operators.
The ability of the operators to tackle the jigsaw puzzle was demonstrated in this 
experiment. Some people aie good at this task but others are not. Variation between 
different operators cleaiiy has a major effect on the overall performance in the jigsaw 
puzzle solving task. It is certain that human factors, such as problem solving capability, 
experience and training, determine how well the task is performed in direct manual 
conti'ol. Operators who aie more capable of handling the task usually perform better. In 
order to minimise the effect of the variation between humans on the task performance as 
well as increase the success rate, long tiaining time is required in manual teleoperation.
The selection order has given the operator preference in tackling the jigsaw puzzle. 
Despite the difference between the operators, a general approach has been found. Almost 
all of them started at the four comers of the jigsaw puzzle and then looked for the pieces 
fomiing the edges of the puzzle. Afterwaids, they tackled the inner pait, which is 
sun'ounded by the edges. The order of getting the pieces in the inner part of the puzzle 
was very random and depended on what the operator could find at that particular time. 
However, once they got a piece, which matched the picture, they would keep working on 
the surrounding pieces until they could not find anymore easily. Then they jumped to 
another part of the puzzle if they find another matched piece. Therefore, the jigsaw 
puzzle was put together in several gioups of puzzle pieces. The size and the number of 
the groups vai'ied depending on the individuals’ capabilities of pattern matching and 
memorising the pieces they had seen before. There was one exceptional case, in which
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the operator worked all the way from the bottom to the top in a systematic way. The time 
taken by this operator was not much longer than the others. In fact, he finished the 
jigsaw puzzle faster than two other operators.
The selection order recorded in this experiment reflects the patterns of how the operators 
tackle the manual control task without computer assistance. As shown in the experiment 
results, the operators assembled the jigsaw puzzle in a random order mainly depending on 
their personal preference and their ability to find and match different pieces. Therefore, 
the operational preference is also counted as one of the human factors affecting the task 
performance.
6.4 Experiment 2: Jigsaw Puzzle Solving with Computer Assistance
6.4.1 Experiment Set-up
The operators were requested to carry out this experiment after the manual mode of 
jigsaw puzzle solving. Again, same experimental set up was used in which the reference 
picture and the jigsaw puzzle task module were displayed on the computer screen (Figure 
6.4). However, computer assistance was used this time to help the operators in finding 
and matching the puzzle pieces, and the operational procedure was slightly different from 
the first experiment. The main objective of this experiment was to compare the 
differences between the manual and the computer-assisted operations in terms of 
completion time and operator preferences in tackling the task.
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Figure 6.4 Graphical simulation in computer-assisted mode.
6,4.2 Experiment Procedures
The initial set up of the experiment was the same as the first one, however the graphical 
representations of the jigsaw pieces were not shown to the operators. Instead, the 
operator needed to specify a location of interest on the assembly grid first. Then the 
computer extracted the information about the specified location, such as the shape and the 
colour of the edges, and used them as the search criteria. After searching through its 
database, the computer showed up the pieces which matched the search criteria on the 
selection grid situated underneath the assembly grid. Only eight pieces of the jigsaw 
puzzle can be shown to the operator as possible answers to the specified location at one 
time because the main purpose of computer assistance is to limit the search range so that 
the operator can find the correct piece easily. If the possible answers are more than eight, 
a message will be shown to the operator indicating too many possible answers have been 
found and suggesting other grid locations are tried instead. This is natural because both
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human and computers require more clues to solve the puzzle and usually start with 
something that provides more information. From the pieces given by the computer, the 
operator selected the correct piece and used the diag-and-drop operation to place it on the 
assembly grid. Again, task completion time, mistakes made by the operators and the 
puzzle solving order were recorded during the experiments.
6.4.3 Experiment Results
A mistake was made by operator A who also took the longest task completion time in the 
computer-assisted mode. He selected a wrong jigsaw puzzle piece for the specified grid 
location and neither he nor the computer monitoring mechanism spotted this mistake. 
This was caused by the gieat similarity of the puzzle pieces and that particulai* piece 
having the matched edges’ shapes and colours to the wrong grid location.
The task completion time achieved by the operators in the computer assisted jigsaw 
puzzle solving is listed in Table 6.2. The longest task completion time is 11 minutes and 
46 seconds, while the shortest time is 6 minutes and 2 seconds. The mean time required 
by the operator to finish the task with computer assistance is 8 minutes and 2 seconds. 
The standard deviation is 1 minutes and 55 seconds.
Again, some variations exist in the selection order in this experiment. However, they are 
mostly in an organised fashion and aie less random than those in the manual mode. In 
common, the operators adopted the same approach used in Experiment 1. After 
completing the edges of the puzzle, some operators tackled the inner part from the bottom 
up to the top in a row-by-row fashion (Figure 6.5), whereas some others did it from the 
left to the right and column-by-column (Figure 6.6).
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Table 6.2 Experiment 2. Task Completion time.
Operator Task Completion Time(Minutes) (Seconds)
A 11 46
B 7 40
C 6 2
D 6 38
E 9 6
F 7 2
Mean 8 2
St. Dev. 1 55
1 2 2 2 2 1
2 q 7 % 2
nZ J J I
2 - 3 3 3 2
2 c 3 3 1 2
2 a 3 7 2 2
2 c 3 3 3 2
2 3 3 3 3 2
1 2 2 2 2 1
Figure 6.5 A general approach in computer-assisted mode.
1 2 2 2 2 1
2 3 3 3 3 2
2 c 3 3 3 ' k— 2
2 c 3 3 3 2
2 c 3 3 3 2
2 c 3 3 3 2
2 c 3 3 3 2
2 3 2J
1 2 2 2 2 1
Figure 6.6 Another general approach in computer-assisted mode.
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6.4.4 Discussion
Computer assistance used in Experiment 2 had a significant effect on the task 
performance. This can be seen from the shorter task completion time and the selection 
order which the operators used to tackle the task. The influence of human factors was 
minimised in a way that the task perfomiance not only relied on the operator’s capability 
but also on the way they handled the task. Variations between operators in terms of 
problem solving capability, experience and training can be reduced by introducing 
computer assistance into the system. Moreover, operators have more flexibility in 
handling the task because they are not limited by their shortcomings.
In general, the task completion time is reduced substantially in Experiment 2. The 
operators took an average 8 minutes and 2 seconds to finish the jigsaw puzzle with the 
standai’d deviation of 1 minute and 55 seconds. A comparison between the manual and 
the computer-assisted mode of operation in terms of task completion time is shown in 
Figure 6.7. It can be seen that the task completion time in the computer-assisted mode is 
about half the time used in the manual mode. Memory effect might have a contiibution 
here because the operators attempted the manual mode jigsaw puzzle solving first. 
However, this contribution should be fairly small due to the relatively large number of 
puzzle pieces and the similarity of the pattern on each piece. The main cause for the 
reduction in task completion time is the computer assistance introduced in solving the 
puzzle. Operators were not limited by their capability of pattern matching and short-teim 
memory and moreover, they were able to work at any part of the puzzle, provided the 
computer supports it. Therefore, it was possible for them to adopt a more efficient 
approach to solving the jigsaw puzzle.
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Nevertheless, an experiment (Experiment 2a: Investigation o f learning effect in the 
manual mode) has been conducted to investigate memory effect on operators’ 
performance. In this experiment, six operators were selected to solve the jigsaw puzzle on 
the graphical simulation. The experiment condition was same as Experiment 1 except that 
the operators were asked to perform the task twice with about five minutes break in 
between. Therefore, the experiment results would indicate the improvement on operators’ 
performance due to learning and familiarisation. The results are listed in Table 6.2a and 
plotted in Figure 6.6a.
Table 6.2a Experiment 2a. task completion time.
O perato r F irst A ttem pt Second Attem pt Time Difference Time
Im provem ent(.Minutes) (Seconds) (M inutes) (Seconds) (M inutes) (Seconds)
A 38 36 30 19 8 17 21%
B 17 59 11 43 6 16 35%
C 10 28 7 6 3 28 33%
D 8 45 7 31 1 14 14%
E 25 43 18 43 7 0 27%
F 22 50 15 45 7 5 31%
Mean 20 44 15 10 5 33 27%
St. Dev. 11 0 8 43 2 40 8%
2500
% 2000
2 500
O perator
□  First Attempt 
■  Second Attempt
Figure 6.6a Comparison of task completion time in Experiment 2a.
The results show that operators improved in the second attempt by the amount o f 27% in 
average. Interestingly, four out o f six operators spent around 7 minutes less than in the 
first attempt. It may indicate the amount o f improvement which can be achieved through 
learning in this particular case. When comparing with the results obtained in Experiment 
2, in which average improvement is 55%, effect o f learning and familiarisation is not as 
significant as the computer assistance. Moreover, standard deviation in the second 
attempt (8 minutes and 43 seconds) is much higher than the one in Experiment 2 (1 
minute and 55 seconds). It clearly shows that shortcoming o f operators and individual 
differences were compensated in the computer-assisted mode. Therefore, the validity of 
Experiment 2 results has been proven and the advantages o f introducing computer 
assistance have been confirmed.
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Figure 6.7 Comparison of task completion time in Experiment 1 and 2.
Back to Experiment 2,
the smaller standard deviation when compared to the one in the manual mode also 
indicates that variations between the operators have less effect on the task performance. 
The shortcomings of the operators were compensated by computer assistance therefore 
most of them had roughly the same task completion time. The overall task performance 
is considerably improved in Experiment 2.
The experiment results have confirmed that operator A is less capable of handling jigsaw 
puzzles because he had the longest task completion time again. Moreover, he made a 
mistake by choosing a wrong puzzle piece from the possible answers suggested by the 
computer. Therefore, operator A can be considered as an exceptional case here. When 
operator A’s result is not taken into account, the average task completion times in the 
manual mode and the computer-assisted mode are 15 minutes and 27seconds, and 7 
minutes and 18 seconds with standard deviation of 1 minute and 16 seconds, and 1 
minute and 3 seconds respectively. The average task completion time of the manual
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mode is still twice as much as the computer-assisted mode but the difference of standard 
deviation between two different operation modes become smaller though the manual 
mode still has a larger value.
The mistake made by operator A is mainly due to carelessness and an over-casual 
approach because of reliance on computer assistance. This shows that the operator’s 
attitude towards the work is very important and can affect the task performance. Even 
though computer assistance is introduced into the system, operators still need to 
concentrate and be fully committed to the work. On the other hand, mutual monitoring is 
crucial in teleoperation although it failed to spot the mistake made by the operator. 
Generally, only operator monitoring is used to make sure the remote system is doing 
work as planned. However, human error is another major factor leading to task failure. 
Therefore, by providing mutual monitoring in a system, both human and computer enors 
can be kept to a minimum.
Despite operator F showing better capability in solving the puzzle in Experiment 1, he 
did not achieve the shortest task completion time in Experiment 2 due to the way he 
worked. He chose to tackle the puzzle in a random order, a piece here and a piece there 
at the beginning and then in a more organised way which is row by row. However, 
operator C, who achieved an average perfoimance in the manual mode, took the shortest 
time (6 minutes and 2 seconds) in the computer-assisted mode because he handled the 
jigsaw puzzle in a systematic way. He divided the puzzle into small portions and tackled 
each of them either column-by-column or row-by-row which is more efficient in putting 
the pieces together. Therefore, he finished the task one minute eaiiier than operator F.
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In conclusion, computer assistance reduced the task difficulty so that the operators were 
able to tackle any part of the puzzle as they liked. As a result, they are not limited by 
their ability to locate and match different puzzle pieces. By introducing computer 
assistance, humans’ shortcomings are compensated for, to a certain degree. Better 
performance is deteimined by the strategy adopted by the operators to handle the task. 
Knowing how to manage tasks at a higher level becomes important. Therefore, in 
advanced teleoperation where telerobots are equipped with artificial intelligence to 
handle tasks by themselves, the quality of task planning affects the overall task 
performance. High task success rates and low operational errors rely on mutual 
monitoring in the system.
6.5 Experiment 3: Jigsaw Puzzle Solving with the Remote Robotic System Involved
6.5.1 Experiment Set-up
The demonstration task described in the previous chapter was used in Experiment 3, 
which consisted of two main parts: the gr aphical manipulation on the client terminal and 
the actual assembly task carried out by the remote robotic system. The objectives of this 
experiment were to evaluate the human and computer co-operative control concept, find 
out the system performance, and investigate the interaction and co-operation issues in 
teleoperation. By following the same procedures used in Experiment 2, the operators 
solved the jigsaw puzzle on the graphical simulation with computer assistance. The 
pieces, which were put together by the operators on the graphical simulation, were 
assembled by the remote system through the co-operation between the operators and the 
computers.
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The experiment was set up as shown in Figure 6.8. The operator and the client computer 
with the interactive operator interface running were located on the local site, and the 
telerobotic system was situated on the remote site. Ideally, the local and remote sites 
would be separated by great distances, however in the experiment settings, they were 
only a few metres away and sepaiated by a screen which acted as a barrier to prevent the 
operators from looking directly at the remote working environment. Therefore, the 
operators had to perform the task through the means provided in the system. The 
communication between the local and the remote sites was provided via a Fast Ethernet 
100Mbps link.
On the local site, all the equipment the operators had was an Intel Pentium II PC which 
runs the client programme (Figure 6.9). On the remote site, there were the PUMA 562 
industrial robot incorporated with the computer vision system and the force sensor, a set 
of lighting equipment, and the jigsaw puzzle (Figure 6.10).
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Figure 6.8 Schematic diagram of the experiment set up.
Figure 6.9 Overview of the local site.
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A ss embly Platform*
Figure 6.10 Overview of the remote site.
All the jigsaw puzzle pieces were initially placed on top of a light box located inside the 
robot’s work space. Due to the restriction of the cameras’ limited field of view, the 
puzzle pieces had to be divided into different groups according to their shapes (Figure 
6.11). The location of each group was pre-defined and different from the rest so that the 
vision system can capture an image of one group at a time. The light box was used to 
provide good quality threshold images of the puzzle pieces. An assembly platform, 
which was used to house the assembled puzzle pieces, was placed next to the light box. 
Three lamps were used to illuminate the robot workspace so that the operator could see 
clearly through the cameras overlooking the remote environment. The lamps and the 
light box took turns in being effective, either one or the other on at any time. This made 
sure that both image processing and image display had the right lighting conditions.
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Figure 6.11 Allocation of the jigsaw puzzle pieces on the light box.
All image capturing and processing were done by the computer vision system, consisting 
of three cameras which were mounted on the robot’s wrist. In the experiment, only the 
image processing camera and one of the image display cameras were used because there 
was no need to calculate the objects’ depth from the camera through stereo triangulation 
as it had been obtained from the camera calibration process. One camera was used for 
image processing and the other one was for providing visual information to the operator. 
The robot was equipped with a force sensor and a pneumatic gripper. The force sensor 
was used as a safety device to prevent excessive interaction force between the robot and 
the surrounding environment. The pneumatic gripper was used to pick up the puzzle 
pieces by producing vacuum suction between the gripper and the surface of the pieces.
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6.5.2 Experiment Procedures
The operators’ task on the graphical simulation was the same as Experiment 2 in which 
they solved the jigsaw puzzle with computer assistance. The difference in Experiment 3 
was that after the operator has placed a puzzle piece on the assembly grid, the remote 
system received the command signal and carried out the actual jigsaw puzzle assembly 
task. Meanwhile, the operator could either monitor the performance of the remote system 
or carry on his work of solving the jigsaw puzzle by placing the next piece. During the 
actual assembly task, the remote system had to carry out a sequence of operations.
First of all, the computer vision system had to identify the operator-specified piece from 
the rest and determine its location and orientation afterwards. Secondly, the robot needed 
to pick up the identified piece from the light box and then transport it to the assembly 
platform. Once the piece has been moved to the platform, the robot would rotate it to the 
right orientation and line it up with the neighbouring pieces. Finally, the robot released 
the piece and carried out the next task waiting in the command queue.
The puzzle pieces were not actually fitted into each other to form a seamless picture 
because of the great difficulty of doing so. In order to do so, each piece must be in a very 
precise position and orientation due to the tight tolerance. However, this kind of 
positioning requirement is very hard to achieve, especially when the sensory data of the 
interactions between pieces during insertion cannot be provided by the force sensor. This 
is due to (1) the gripper is not mounted directly on to the force sensor, (2) the suction 
force of the pneumatic gripper is relatively small because of the small suction area, and 
(3) the puzzle pieces are too thin and too soft to give detectable force data. Data
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generated by the force sensor during the placing down operation is insignificant to 
represent the interaction between pieces and cannot be used to fit the pieces precisely 
together to form a perfect picture. Therefore, instead of spending time and effort to 
overcome this difficulty, all the pieces were placed down next to their neighbouring 
pieces at a small distance (Figure 6.12).
Figure 6.12 Final form of the jigsaw puzzle.
To place down each puzzle piece by using operator manual control is impractical because 
of the long operation time and the strict requirement of very fine positioning. A virtual 
grid, which has 6 x 9  array with 35mm spacing between two adjacent nodes, was used as 
a layout for placing down the pieces. The geometric centre of each piece was placed 
down onto the node in the grid, therefore the pieces were placed in the same format as the 
jigsaw puzzle despite their different shapes and sizes.
Due to uncertainties and unexpected events which might happen during the operation, the 
remote system raised three queries to confirm the current status with the operator. The
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first one was to confirm the vision system has identified the operator-specified puzzle 
piece. The second one was to confirm the robot has successfully picked up the piece and 
the last one was to malce sure the robot has placed the piece in the right position and 
orientation. In an ideal case, the operator’s confirmations of these three queries would be 
positive. However, there were some cases in which either the vision system identified a 
wrong piece instead or the robot had not picked up the piece successfully. So then the 
operator’s reply would be negative. In dealing with these negative confirmations, the 
remote system would request the operators to make selections either using the computer 
to attempt the task again or carrying out the operation manually instead. If the operator 
selected the computer attempt, the remote system would try the same task again and ask 
for another confirmation. On the other hand, if the operator chose to carry out the task 
manually, he would then switch to manual operation mode, perform the task himself and 
infoim the remote system once he had finished the task.
Before the experiment took place, operators were given a short period of time for training 
and practice. The training time was about 10 minutes in which operators tried out the 
operation procedures in order to familiarise themselves with the way the system works. 
The training included the normal operation which was under human and computer co­
operation, and manual operation in which the remote system was under operator manual 
control. After the training section, operators carried out the operation and assembled all 
54 jigsaw puzzle pieces together. Several measurements were taken during the 
experiment including the task completion time of both operators and the remote system, 
and the confirmation results of three queries made by the remote system. Moreover, 
operators’ selections on whether they used computer attempt or manual operation were
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also recorded. Operators’ preferences in the order of completing the task were noted 
down as well as any mistakes.
6.5.3 Experiment Results
In this experiment, the overall task completion time was recorded for all six operators and 
the time taken to finish the graphical simulation was only recorded for four operators. 
This was because the system was modified after the experiments undertaken by the first 
two operators. After the modification, operators did not need to worry about losing 
synchronisation with the remote system and were able to progress as fast as they wanted 
to. Therefore, there was a need to record the time taken by the operators to finish the 
jigsaw puzzle on the graphical simulation. The time taken by the first two operators was 
almost the same as the overall completion time of the system because they worked at a 
similar speed to the remote robot.
Table 6.3 Task completion time in Experiment 3.
Operator Operator Completion Time System Completion Time
(Minutes) (Seconds) (Minutes) (seconds)
A N. A. 62 20
B N. A. 57 0
C 21 22 54 59
D 39 1 53 29
E 14 26 59 7
F 51 11 56 15
Mean 31 30 57 11
St. Dev. 14 28 2 52
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Recording two different task completion times gives a comparison of performance of the 
operators and the system, and also an indication of different preferences of individual 
operators on completing the task. The task completion time of both the operators and the 
system is listed in Table 6.3. The mean task completion time taken by the operators and 
the system are 31 minutes and 30 seconds and 57 minutes and 11 seconds with standard 
deviations of 14 minutes and 28 seconds and 2 minutes and 52 seconds respectively. The 
task completion time of both the operators and the system is plotted in Figure 6.13. The 
large variation in the task completion time of the operators shows different preferences or 
behaviour in working with the remote system. Some of the operators preferred to finish 
the jigsaw puzzle well before the system (as much as 44 minutes and 41 seconds in the 
case of operator E) and some other operators liked to work at the same pace as the remote 
system by waiting for the robot before tackling the next puzzle piece.
-
 ^ 1000
Operator
■  Remote System 
□  Operator
Figure 6.13 Comparison of task completion time in Experiment 3.
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Operator A again took the longest time (62 minutes and 20 seconds) to complete the task 
in this experiment but the difference from the others is much less than the ones in 
Experiment 1 and 2. This is because the robot needed longer time to finish a pick-and- 
place task cycle so that gave the operator more time to choose the next puzzle piece. 
Therefore, the overall task completion time is less affected by the operators but is more 
limited by the robot speed. Operator F did not have the fastest completion time (51 
minutes and 11 seconds) in this experiment because he preferred to wait for the robot and 
his overall task completion time is 56 minutes and 15 seconds which is very close to the 
average time.
The accuracy of the computer vision system in identifying the puzzle pieces is listed on 
Table 6.4. About 96% success rate was obtained by the computer vision system, 
therefore, the techniques developed to perform object identification is considered 
effective and reasonably accurate. Some enors of object identification were made by the 
operators due to carelessness and wrong judgements. When dealing with the wrong 
object identification results, all operators chose the computer re-attempt to resolve the 
problem. The computer found the right puzzle piece in the second trial and thus no 
operator manual selection was required.
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Table 6.4 Errors occurred in puzzle piece identification.
Operator ComputerError
Operator
Error
Total
Error
Resolved by 
Computer
Resolved by 
Operator
Remaining
Error
A 3 0 3 3 0 0
B 0 0 0 0 0 0
C 1 1 2 1 0 1
D 2 0 2 2 0 0
E 4 1 5 4 0 1
F 0 0 0 0 0 0
About 100% success rate was achieved by the remote system when picking up and 
placing down the puzzle pieces so that the camera calibration and the robot gripper 
transformation are proven to be useful and effective. Due to the lighting problem and 
losing concentration, operator F made a wrong judgement when the remote system was 
requesting the confirmation of a successful picking up of a puzzle piece. The colour of 
that particular piece is very similar to the background and difficult to tell apart. 
Moreover, he did not monitor the picking up process by looking at the image display on 
the computer screen therefore he was not sure whether the object had been picked up 
successfully and thus requested the robot to perform the same task again. This was 
counted as a human error. This proves the overall system performance is not only 
affected by computer errors.
6.5.4 Discussions
This experiment is considered as an extension of the computer-assisted jigsaw puzzle 
solving in Experiment 2. The task carried out by the operators in Experiment 2 is more 
on the task planning level, while Experiment 3 combined both task planning and 
execution levels. Computer assistance provided at the task execution level maintained
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consistent task performance as shown in the overall task completion time. Difference in 
operator preference is shown in terms of the time used by the operators to finish the 
jigsaw puzzle on the graphical simulation.
In this experiment, both the operators and the system finishing time were recorded. The 
first two operators’ completion times were not recorded because the need to record the 
operator's time was not realised initially. During the first two operators’ experiments, it 
was discovered that the operators could work at a much faster speed. However, the 
operators needed to wait for the remote robot in order to avoid forgetting which piece the 
robot was handling. As a result, the operators were restricted to work at a slower speed 
which is undesirable and hindered the system peifoimance. Therefore, the system was 
modified so that the computer kept a record of each move made by the operator and gave 
a reminder when the operators needed to refer to a move made before. As a result, the 
operator and the remote system were able to work at different paces and the task was 
done in parallel fashion. This resulted in the need to record the operators’ finishing time 
in order to compare the difference from the overall system finishing time. Although the 
first two operators’ finishing time was not recorded, it was not much different from the 
time used by the remote system because they worked at the same speed.
As the operators solved the jigsaw puzzle on the graphical simulation, they used less time 
to finish the puzzle than the remote system which needed to assemble the real jigsaw 
puzzle pieces together. The variations of operator completion time mainly reflect 
different operator behaviours and preferences in tackling the task, whereas the system 
completion time indicates the perfoimance of the system. Some operators like to finish
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the task as soon as possible and leave the remote system well behind whereas some 
operators prefer to be just two or three steps ahead of the remote system and wait for the 
robot to catch up. Therefore, a very large standard deviation was obtained in this 
operation.
The overall system completion time consists of the time talcen by the operator to solve the 
jigsaw puzzle on the graphical simulation, the time used by the robot to assemble the 
pieces and the time of interactions between the operator and the computer during the 
experiment. The percentages of the standard deviations to the average completion time in 
the manual mode, computer-assisted mode and full scale jigsaw puzzle solving are 31%, 
24% and 5% respectively. The small figure in the last case shows the overall 
performance of human and computer co-operative control is not subjected to the 
variations of different operator capabilities of solving the jigsaw puzzle. Most of the 
operational time was actually taken by the robot and the interaction and communication 
between the local and remote sites. Therefore, a teleoperation system, which provides 
computer assistance and allows the operator and the computer to work together through 
interactions and co-operations, can produce a consistent and reliable performance.
In terms of operator preference, the operators gave similar selection orders as in 
Experiment 2 to solve the jigsaw puzzle. Other measurements taken from the observation 
during the experiment were the mistakes made by the operators either due to carelessness 
or lack of information about the remote environment. Those mistakes cover different 
aspects and range from the jigsaw puzzle solving on the graphical simulation to the 
monitoring of the remote system operation. There were two operator errors in the real
PhD. 2000 W. Yu 177
Chapter 6. System Evaluation
puzzle piece identification in the full-scale jigsaw puzzle solving. In one case, operator C 
failed to spot the identification error made by the vision system and gave the wrong 
confirmation on the piece identity. In the other case, the vision system had found the 
right puzzle piece but this was rejected by operator E and thus a wrong piece was 
selected. These mistakes were again caused by human error in which the operators failed 
to carry out their duty of checking and providing appropriate actions. This would be a 
disadvantage in the system where the operator has override on the computer-controlled 
action. Human decision affects the system performance and therefore, operators need to 
have more practice and the right attitude towards the operation.
One human mistake was made during the picking up of a puzzle piece. The piece had 
already been picked up by the robot but the operator gave a negative confirmation due to 
the poor lighting and the lost of concentration. Therefore, this was counted as a human 
enor. This is a typical scenario in teleoperation where the viewing condition is not 
optimal, therefore, operators have to rely on uncertain information and act upon it. Co­
operation between humans and computers in this case becomes very important because 
local feedback control can reduce the requirement on the operator to make judgements on 
uncertain or even unreliable visual information. In the jigsaw puzzle case, a suction 
detector can be implemented so that it can sense whether the picking up process is 
successful or not. If not, then it can give an indication to the operator for assistance or 
invoke a pre-planned routine to solve the problem. As a result, the operator can be free 
from making confirmation on the picking up process for each puzzle piece.
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The human errors made in the object identification and pick-and-place process again 
reflect the effect of the operator’s attitude and commitment towards the task. It is 
extremely important for operators to have the right attitude in teleoperation, especially 
when performing complex tasks, which cannot be handled by the limited computer 
intelligence and therefore human intelligence and problem solving skills are still heavily 
relied on. This reveals a problem, the dependence of humans to count on technologies 
and relax when they think computers can do all the work for us. On the other hand, this 
human error again points out that mutual monitoring is desirable in teleoperation because 
errors and mistakes are not purely caused by either the system or the operator alone. 
Although the computer monitoring function failed in this pai'ticular case, possibilities of 
task errors or even failure caused by either human or computers can still be reduced by 
using a better mutual monitoring algorithm.
In terms of the system performance, the small variation of the overall task completion 
time in the full-scale jigsaw puzzle solving indicates the reliability and consistence of the 
system. This mainly relies on the accuracy of the vision system on identifying the puzzle 
pieces, and locating and extracting the puzzle pieces’ positions and orientations. 
Moreover, the high accuracy of the transformation between the gripper and the robot tool 
frame in the picking up and placing down of the puzzle pieces also contributed to the 
system performance. Because the system has performed relatively well during the 
experiment, most of the work was taken care of by the remote system under computer 
control. Less operator intervention in the task was therefore required, and consequently 
shortened the task completion time and maintained the fluidity in the operation flow.
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The results of the vision system on identifying the puzzle pieces, which are listed in 
Table 6.4, show average identification error is about 2 pieces out of all 54 pieces. The 
accuracy of 96% proves the effectiveness of using the polar signature matching method 
to identify the puzzle pieces. The main sources of error are the lighting conditions and 
the similarity among the pieces. Although a light box was used to provide a relatively 
constant lighting condition, the ageing light tubes and the fluctuation in the period of 
transient state from off to fully switched-on would produce the error prone image 
processing results. This means an image might be captured before the light box was fully 
energised which resulted in poor quality of threshold images. Moreover, the great 
similarities between some pieces also contributed to the identification error because their 
polar signatures are more sensitive to the lighting condition changes. However, the 
accuracy of the identification process is still reasonably good and can be improved if a 
good quality light box is used.
The computer vision system does not only identify the puzzle pieces, but also locates and 
extracts their position and orientation on the light box. The success of picking up the 
pieces from the light box and placing them down on the assembly platform rely on the 
results of calibrations carried out on the camera and the pneumatic gripper. Almost 
100% success rate was obtained in these two processes in which the robot successfully 
picked up the puzzle pieces from the light box and placed them down on the assembly 
platform without any operator’s interventions. This effectively improves the system 
performance and reduces the task completion time because the operators did not need to 
intervene and caiTy out those two processes manually. On the other hand, the high
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success rate in placing down the puzzle pieces is also due to the less strict requirement on 
their final form on the assembly platform.
In conclusion, the demonstration task was carried out successfully in Experiment 3. The 
operators experienced the co-operation with the computers when performing the task. 
Computer assistance provided at both task planning and execution levels improved the 
task perfoimance. At the task planning level, task difficulty was reduced when the 
computer suggested possibly matched pieces and therefore the operator could solve the 
jigsaw puzzle more quickly. While at the task execution level, computer assistance 
relieved the operators from manually carrying out the task. As a result, they were able to 
spend more time on planning the next task or monitoring the task progress. Once more 
mutual monitoring shows its importance in the operation. Errors and mistakes can occur 
from both humans and computers so that an effective mutual monitoring system is 
required for better perfoimance. Desynchronising the task in the time domain enabled 
the operators and the remote system to work at different paces, and thus the time delay 
problem can be solved. It needs to be pointed out that the operator’s attitude and 
commitment to the task are major contributions to the success of the operation.
6.6 Conclusion
The telerobotic system built on the concept of human and computer co-operative control 
was tested in a series of experiments, and the interaction and co-operation between 
operators and computers were demonstrated in the jigsaw puzzle solving task. The 
evaluation has proved several issues which can be classified into two areas relating to the 
control concept and the telerobotic system. They aie listed below:
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• Advantages of co-operative control over manual control
-  Reduced task completion time.
-  Less susceptive to variations between different operators.
-  Improved system efficiency due to distributed and parallel 
processing.
-  Ease task difficulty by mutual assistance.
• System performance
-  Great accuracy of object identification.
-  High success rate of object pick-and-place.
The evaluation results have confirmed the advantages of the co-operative control based 
on the better operator performance. In the co-operative control, computer assistance was
used to help operators to solve the jigsaw puzzle on the graphical simulation. As a result,
the task completion time in the computer-assisted mode is about half the time used in the 
manual mode. Moreover, variations of operators’ performance were also reduced as the 
difference in operators’ capability had less effect on the task completion time. Therefore, 
stable and consistent system performance, which is less susceptive to the individual 
difference, can be achieved in the co-operative control.
The telerobotic system has also benefited from the distributed and parallel processing. 
Since the local and the remote system work at different speeds, operator’s attention and 
system resources can be allocated more effectively. Operators do not need to wait for the 
remote system to complete a task before carrying out another task. Hence time delay 
problem is overcome since the remote system is capable of handling planned tasks and 
unexpected events through the local feedback control. Furthermore, system efficiency 
has been improved by incorporating the mutual assistance at both task planning and 
execution levels. Operators were assisted by the computer when solving the jigsaw 
puzzle on the graphical simulator, while in the actual assembly task, they helped the
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remote system to identify the uncertain puzzle pieces. As a result, the operator 
performance and task success rate reached a satisfactory level in this telerobotic system.
Besides confirming the benefits of the co-operative control, evaluation results have also 
proved the effectiveness of the developed system components. The object identification 
process has obtained 96% accuracy, and nearly 100% success rate in the pick-and-place 
task has been measured. The high accuracy of the object identification indicates that the 
image processing based on the polar signature matching is capable of extracting the 
correct puzzle piece from the rest. Whereas, the smooth pick-and-place task reveals that 
the two-stage camera calibration technique can overcome the problem of flexible camera 
location and detect the object location with suitable precision. A good system 
performance has kept the operator intervention to a minimum level and thus the operation 
could be carried out smoothly.
Some observations have been made during the evaluation of the telerobotic system. It 
showed that mutual monitoring is very important in teleoperation. Operation enors can 
be caused by both operators and computers. In order to minimise task failure rate, 
monitoring between operator and computers is required. Operator preference and 
behaviour have also been observed. When computer assistance was available to the 
operators, they tended to caiTy out the task in a more organised fashion than in the 
manual mode. This has been considered as a factor that contributed to the improved 
performance in the co-operative control. In dealing with the wrong puzzle piece 
identification results that produced by the computer vision system, the operators preferred 
to let the computer try again rather than carrying out the selection manually. This points
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to that operators generally rely on the technology and have certain confidence on the 
computer capability. However, once the technology has failed, and operators have not 
had a right attitude towards the task, task failure or even disaster would happen.
In conclusion, the telerobotic system and the demonstration task successfully illustrated 
the concept of human and computer co-operative control. The operators experienced the 
co-operation in which they worked with the computer to solve the jigsaw puzzle. In 
general, the system performance is satisfactory because of the high accuracy of the vision 
system and the great success rate in picking up and placing down the puzzle pieces. The 
developed co-operative control showed the advantages over the human manual control 
and fully automatic control in terms of task completion time, operator training period, 
system development time and cost effectiveness.
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Chapter 7 Conclusion
7.1 Achieved Objectives
This research study has investigated the control concepts developed in teleoperation to 
co-ordinate human operator input and computer automatic control. The control spectrum 
ranging from human direct manual control to fully automatic control has been studied. A 
review has been carried out on the commonly adopted control strategies such as shared 
and traded control, supervisory control and other forms of advanced control. Merits and 
shortcomings of those control strategies have been addressed. A new form of human and 
computer co-operative control has been developed to overcome the shortcomings of 
current control concepts and extend the advantages of involving humans in the control 
loop. In this co-operative control, active computer assistance is introduced into human 
supervisory functions, whereas control sharing and switching are implemented at both 
task planning and execution levels.
The main feature of this co-operative control is to effectively combine human and 
computer characteristic advantages to perform complex tasks in various environments 
from unstructured to fully structured. Classical problems in teleoperation, for instance, 
time delay and insufficient sensory information feedback, have been overcome by 
utilising the distributed and parallel processing system architecture. As a result, a system 
control architecture and functional components have been developed. Guidelines and 
criteria of applying this co-operative control have been given in order to guide system 
developers to decide when and in what kind of situation to use this new form of control. 
Finally, several applications have been proposed according to the feature of this co­
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operative control and its criteria. It is not only useful for the traditional teleoperation 
areas but is also appropriate for the newly developed applications such as tele-surgery. 
As computer intelligence is still incapable of handling complex tasks without human 
assistance, this co-operative control will remain useful in overcoming the difficulties in 
teleoperation and improve the task performance by combining the best of both worlds.
Based on this human and computer co-operative control concept, a telerobotic system has 
been developed for evaluation and demonstration puiposes. This system provides 
different modes of control from which operators can choose either direct manual control 
or co-operative control to perform tasks. Computer vision and local force feedback 
control have been implemented not only to provide operators with essential information 
about the condition of the remote environment but also the possibility of task level 
control and assistance at task execution level. A demonstration task has been developed 
as an add-on module in the system to evaluate this co-operative control concept. The task 
is to solve a jigsaw puzzle via the remote robotic system where human intelligent 
problem solving, computer assistance and machine strength are utilised to tackle this 
complex and yet repetitive task. A series of experiments have been conducted to evaluate 
the effectiveness of this co-operative control as well as the techniques developed for this 
telerobotic system. From the experiment results, it has been confirmed that this co­
operative control has clear advantages over the human direct manual control whereas 
fully automatic control has not been introduced into the system as it would be too time 
consuming and cost ineffective. Task performance in terms of task completion time is 
improved by co-operation between operators and computers.
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The tasks, which have been accomplished in this research work, are summarised and 
listed below.
• Study the current state of teleoperation development and review various 
control strategies.
• Development of the human and computer co-operative control, which 
utilises the characteristic advantages of both humans and computers.
• Development of a telerobotic experimental platform based on human 
and computer co-operative control.
• Implementation of a demonstration task, which utilises human and 
computer co-operation to assemble a jigsaw puzzle via the remote 
robotic system.
• Evaluation of the system and investigation of issues of human and 
computer interaction and co-operation in the demonstration task 
through a series of experiments.
This chapter concludes this research study and introduces possible future developments 
related to human and computer co-operation in teleoperation,
7.2 Conclusion on the Human and Computer Co-operative Control Concept
The human and computer co-operative control has been developed to overcome the 
problems in traditional teleoperation and the limitations of current existing control 
strategies while extending the advantages of involving humans in the control loop. In 
order to achieve these objectives, these problems and limitations have been identified and 
addressed in this study. They are summarised below.
PhD. 2000 W. Yu 188
Chapter 7. Conclusion
Problems of traditional teleoperation:
• Tedious manual control.
• Long time delay.
• Insufficient sensory information feedback.
• Ineffective input devices.
L i m i t a t i o n s  o f  c u i T e n t  e x i s t i n g  c o n t r o l  s t r a t e g i e s :
• Over rely on human operator capability.
• Mainly emphasise on either conceptual discussion or implementation 
issues.
• Unclear about how human and computer inputs are combined.
• Task dependency.
• Lack of guidelines.
Special features have been developed in the human and computer co-operative control to 
overcome the problems and limitations listed above. They are summaiised below:
• Task level control.
• Distributed and parallel processing.
• Introduce active computer assistance.
• Use flexible and expandable knowledge base.
• Establish co-operation at various levels
High level control has been implemented to replace tedious manual control and 
drawbacks of ineffective input devices. Operators directly manipulation of teleoperators 
is avoided by shifting the control to the task level. Therefore, operators mainly issue task 
level commands while computer intelligence is used to handle tasks in co-operative 
control. This kind of operation does not only relieve operators from manual control but
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also reduce the effect of time delay, as real time contiol is now taken care of by 
computers. Distributed and parallel processing architecture is utilised in co-operative 
control model in which task planning and execution are separated between local and 
remote sites. Computer intelligence and localised sensory feedback control are used to 
manage the remote operation so that operators can allocate their attention and effort to 
planning and monitoring tasks rather than operating the teleoperator.
In the demonstration task, operators worked at a different speed to the remote robotic 
system because they can work much faster than the robot. Thus, by desynchronising 
the working speed of local and remote sites, operators do not need to wait for the robot 
and can re-direct their time and attention to either monitoring or performing some other 
tasks. On the other hand, synchronisation is maintained in the distributed and parallel 
processing system by using a graphical reminder. Therefore, the operator will not lose 
track of what the remote system is doing and this feature has proved crucial in the co­
operative conti'ol. Problems of both long time delay and insufficient information 
feedback are hence overcome. Moreover, high task performance is no longer relied on 
the operator’s eye-hand co-ordination skill which would take a long training period to 
perfect.
Active computer assistance has been introduced into the human and computer co­
operative control so that co-operation can be established at various task levels. This can 
improve the task performance and minimise the effect of variations between different 
operators’ capability. As shown in the evaluation, operators were able to finish the task 
on the graphical simulation in half of the time used in manual control when in co­
PhD. 2000 W. Yu 190
Chapter 7. Conclusion
operative control. This part of the task simulated operator’s work at the planning stage 
and showed that when computer assistance was used, operator’s efficiency has been 
improved significantly. Whereas, task execution was mainly done by the computer 
automatic contiol and the task completion time was very similar between different 
operators. Small standard deviation of task completion time indicates that the effect of 
human factor on task performance is reduced if computer assistance is introduced.
Task dependence is a common problem faced by many advanced teleoperation systems 
because it is difficult to find a general approach which suits all lands of tasks and 
conditions. In order to solve this problem, a knowledge base and task modularity are 
proposed in the human and computer co-operative conti'ol. By incorporating generic and 
task specific modules in the system, a knowledge base can be built up to deal with 
different types of tasks. As most teleoperation tasks consist of common operations such 
as pick-and-place, peg-in-hole, and robot navigation, generic task modules can be 
aiTanged to handle complex tasks with operator adjustments. Therefore, different tasks 
can be handled by invoking appropriate task modules and input from operators. In the 
developed telerobotic test bed, a general purpose operator interactive interface and a 
specific task module have been implemented. The task module has demonstrated how 
operators and computers can work together in this co-operative control while the operator 
interactive interface provides a means for operators to directly control the remote system 
if the tasks are too complex to be handled by the modules.
Besides introducing the characteristics of this co-operative control, an ideal system model 
for building human and computer co-operative control based systems has also been given
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in this study. Feature components aie designed to provide human and computer co­
operation at both task planning and execution levels. They have also been implemented 
in the telerobotic test bed except some components such as the learning agent due to 
technical difficulties. However if computers can learn from past experience or 
demonstrations from operators, the operator’s workload can be reduced significantly. 
Finally, criteria of applying this co-operative control have been given as guidelines for 
system developers. According to the nature of the task and the work environment 
condition, system developers should be able to decide when to invoke human and 
computer co-operation. Tele-surgery has been suggested as one of the potential 
application areas because of the benefit of using robots to perfonn operations and the 
importance of keeping surgeons in close monitoring. The type of operation and the 
working conditions means it fulfils the requirements for applying this co-operative 
control.
7.3 Conclusion on the Co-operative Control Based Telerobotic System
A telerobotic system has been built based on the system modal developed in the human 
and computer co-operative control concept. The main features of this telerobotic system 
include:
• Network based client/server architecture.
• Multiple manual control input.
• Generic and specific task modules.
• Computer vision system.
• Graphical simulation.
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The client/server architecture has been implemented to communicate the local and remote 
sites by using the TCP/IP protocol. The benefits of establishing the communication 
through the Internet are the low implementation cost, high flexibility and unlimited 
operation distance. Moreover, the client terminal programme has been designed to run 
on an ordinary computer without any special hardware requirement. This Idnd of 
hai'dware independence has given users the possibility of connecting to the server on any 
computers from any locations. The system has been consti'ucted with the feature 
components such as the operator interactive interface, task handling modules, computer 
vision system and force feedback control. Operators can caiTy out tasks either by direct 
manual input or using the computer assistance provided to work co-operatively with the 
system.
The operator interactive interface is located on the local terminal and provides the 
operator with infoimation about the remote environment as well as a means for operator 
input. In order to provide effective and intuitive manual control, multiple input methods 
have been implemented to navigate the remote robot. This is useful and important when 
operators need to caixy out the task by themselves either due to the task complexity or to 
intervene and correct the robot’s actions in special cases. The input method based on the 
mouse movement is more effective than the others if time delay in the communication 
channel is not severe. It eliminates the requirement on special hardware to control a 6 
degi'ee-of-freedom robot arm. It is easy and intuitive for the operator to move the robot 
according to the camera view mounted on the robot’s wrist. Mapping of the mouse’s 
axes to the robot’s axes is done automatically on the computer and hence reduces the
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difficulty of eye-hand co-ordination. When time delay is present in the communication 
channel, object location via stereo triangulation can be used to position the robot.
The computer vision system has multiple functions including feeding back visual 
information, processing captured images and extracting object locations. In the current 
system configuration, all the cameras are mounted on the robot’s wrist so that the robot is 
hidden from the operators’ view. Operators cannot foresee possible collisions or 
obstacles in the path of the robot and have to rely on the localised computer contiol on 
the remote site. On the other hand, operators perceive the task environment directly from 
the end of the robot aim so that the robot becomes transparent or invisible. In such cases, 
operators can feel that they are interacting with the task environment and the taigeted 
objects directly instead of interacting with the robot. Human and computer co-operate to 
extract object locations in which the operator specifies the targeted object on both left and 
right camera images and lets the computer work out the 3D position of the object thiough 
the stereo triangulation. Human advantage in perception is used to overcome the stereo 
correspondence problem whereas computer strengths are used to cany out complex 
calculations. By extending this kind of operator designation further, operators can 
directly interact with objects without being over-concerned with the actual control of the 
robot’s movement. Moreover, object online modelling and task-level object 
manipulation will become feasible.
In order to overcome the problems of flexible camera location, a camera calibration 
technique has been developed. This two-stage calibration process eliminates the need to 
work out the explicit details of the camera intrinsic parameters and the dimension of the
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camera-mounting device. 2D image co-ordinates aie converted to 3D robot world co­
ordinates thi'ough a series of homogeneous transformations deteraiined from the 
calibration results. By using this homogeneous transformation matrix, object locations 
can be extracted wherever the camera location is. The effectiveness of this camera 
calibration technique has been tested in the experiments carried out in the demonstration 
task. 100% success rate has been achieved in locating randomly placed jigsaw puzzle 
pieces. Therefore, the accuracy and usefulness of this camera calibration technique has 
been proven.
An image processing technique - polai* signature matching has been developed to identify 
jigsaw puzzle pieces in the demonstration task. It can also be used to identify other 
kinds of objects as well as giving object location on the 2D image. It creates an unique 
signature of an object according to the boundary of the object. Accuracy results can be 
obtained on a high resolution and unambiguous thieshold image. By comparing the 
newly captured polar signature and the stored signature template, the results give both the 
similarity between objects and the orientation difference. From the experiment results, 
this technique is proven to be effective (96% accuracy) in identifying the puzzle pieces.
The jigsaw puzzle has been chosen as the demonstration task because it has sufficient 
difficulty not to be solved easily by either a human operator or computer alone. It 
involves intelligent problem solving and general robotic tasks so that human and 
computer co-operation in solving the jigsaw puzzle can be demonstrated. A task specific 
module has been implemented to tackle the jigsaw puzzle. A graphical simulation has 
been provided in this module where the operator puts the jigsaw puzzle together with
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computer assistance. Computer advantages in data searching and matching are used to 
provide possible answers. A database has been developed to store the encoded puzzle 
shape and colour information on the computer. By using the shape and colour 
information alone, the computer can handle small-scale jigsaw puzzles. To tacMe a 
large-scale jigsaw puzzle with complicated but yet similar patterns, exti'a information or a 
different approach is required. The computer assistance largely reduces the task 
completion time when compared with manual solving by the operator himself. The 
interaction and co-operation in selecting and finding the right puzzle pieces illustrate the 
concept of co-operative control at the intelligent task planning level. The co-operation at 
the task execution level is demonstrated by the parallel and distributed process in which 
the remote system and the operator work interactively at their own comfortable speed 
without worrying about the loss of synchionisation. The developed camera calibration 
and image processing techniques were used in the demonstration task to identify the 
puzzle pieces and put them together.
The experiments carried out in the demonstration task have proven the overall system 
perfoimance, and the accuracy and effectiveness of individual components in the system. 
Generally, manual jigsaw puzzle solving needs twice the time taken in the co-operative 
control mode. The computer assistance in searching for the correct jigsaw puzzle piece 
and monitoring the operator’s action has been confiixned useful in improving the system 
performance and reducing human errors. Human and computer co-operation has been 
utilised at both task planning and execution levels and shows the advantages in taclding 
various tasks, either complicated or monotonous and repetitive. Some issues in human 
behaviour and preference in the operation have also been investigated. As the system has
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given satisfactory performance during the experiments, human involvement such as 
intervention and manual input were kept to a minimum. This indicates that as the system 
comes under more computer autonomous control, task results are less affected by human 
errors and variations of different operator capabilities. One particular issue that has been 
raised from the experiment results is the mutual monitoring between humans and 
computers, which can considerably reduce errors on both sides. Due to insufficient 
information feedback, operators sometimes make mistakes or wrong judgements. If 
computer monitoring has been incorporated into the system, this kind of error could have 
been minimised.
In summary, human and computer co-operation has been experienced by the operators 
who took part in the experiments and its advantages have been shown from the 
experiment results. The active computer assistance in the co-operative control mode has 
given the operators flexibility of either supervising the task or work closely and 
interactively with the remote system to complete the task. This has proved that when 
computer intelligence attains a certain level of competence and the system gives a 
relatively good performance, operators will have less input and involvement in the task 
execution and intervention. On the other hand, features of co-operative control have been 
shown from the constant interaction and communication between the operators and the 
remote system during the task execution. Therefore, the developed human and computer 
co-operative control has been proven to be effective and useful to handle complex tasks.
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7.4 Future Development
Several areas can be pursued further in the developed human and computer co-operative 
control concept and the telerobotic system. They can be divided into conceptual and 
technical areas. Human and computer co-operation can be discussed at the conceptual 
level regarding the issues of human and computer interaction, human factors, function 
allocation and action/decision selection. Investigation of those issues involves extensive 
studies in different subjects such as psychology, cognition science and computing 
science, etc. Studies on those areas can consolidate the concept of human and computer 
co-operative control and give a better understanding of the human and computer’s role in 
the operation. Hence, system architecture and functionality can be developed further.
At the technical level, developing techniques and functional components are the major 
activities necessary to build up co-operative control based systems. According to the co­
operative control concept and the telerobotic system developed in this study, several 
areas can be investigated further and are proposed here.
• Develop the architecture of a flexible knowledge base.
• Increase the functionality provided by the computer vision system.
• Investigate the possibility of computer learning.
• Apply the co-operative control concept to a real world application.
The knowledge base is the major component in a co-operative control-based system 
because it is used to solve the task dependent nature of advanced teleoperation. An 
expandable knowledge base, which has a system architecture capable of being edited and 
updated during the run time, is required. The capability of being modified and expanded
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dynamically increases the flexibility of the system and saves development time because 
the system need not be shut down in order to acquire new task handling functions. The 
structure of the knowledge base should be developed to house different task handling 
modules and thus they can be invoked or dismissed anytime during the operation without 
hindering the task performance. Effective methods to combine several generic tasks with 
human adjustments to handle complicated tasks need to be determined. Issues of 
maintaining the synchronisation between the local and remote sites and the consistency 
between the world model and the real task environment are also under investigation.
Machine/Computer learning is another potential research topic for achieving human and 
computer co-operation at intelligent level. By incorporating artificial learmng 
components, the system capability can be increased enormously. This is because once 
the computer has the capability to learn by itself, system development time can be 
reduced. Computers can then acquire new skills without being hard-coded by human 
operators. Human skill transfer can be done in a quicker and with less effort. This may 
co-exist with the online editing capability of the lorowledge base where the handling 
laiowledge can be increased either by the operator’s specific input or by the computer 
automatic learning. Artificial learning is another active computer assistance which can 
be introduced into the supervisory functions to reduce the operator's work load.
The operator designated object location extraction via the computer vision system can be 
developed further. Stereo triangulation has been used in the cunent system to work out 
the 3-D position of objects. The accuracy of the calculated position can be improved by 
using the perspective approach with the least squares fit. Once the system is accurate
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enough to deteimine the 3-D object position from the left and right camera images, 
operators can specify the object of interest by simply clicking the mouse. Object-oriented 
manipulation gives a great flexibility in the operation where the operator can issue simple 
commands to drive the robot to reach the deteraiined object location. A newly found 
object in a partially structured environment or a completely unknown environment can be 
modelled and stored online in the knowledge base where a map of the environment can 
then be built up.
The actual co-operation between humans and computers is task dependent and varies 
from one task to another. In order to study and develop human and computer co­
operative control fully, a real world application is required as an experimental platform. 
Tele-surgery has been suggested as one of the appropriate applications because it has the 
characteristics which meet the criteria of applying human and computer co-operative 
conti'ol. As the research work shows, the robot’s reliability and precise movements 
clearly improve the operation results (Salisbury, 1998). However, the current state of 
tele-surgery is still at the master-slave servo level control. The use of computer 
assistance becomes more and more popular in providing vision and force feedback to the 
surgeon. It is foreseen here that computer assistance and machine strengths will be 
introduced into the high-level control to help surgeons perform operations. As human 
life is involved, surgeons and computers must work closely to assist and monitor each 
other’s actions. Human and computer co-operation is thus more suitable than manual 
control and supervisory control in this scenario. Therefore, tele-surgery is the application 
area which has the greatest potential for utilising human and computer co-operative
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control. Researchers who are interested in human and computer co-operative control 
may seek opportunities of collaboration with the medical field.
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Overview
A signature of an object in image processing usually refers to a 1-dimensional (1-D) 
functional representation of the object’s boundary and can be generated in various ways. 
The polar type signature is generated by plotting the distance from the centroid to the 
boundary as a function of angle (Figure 1). Basically, it reduces the 2-dimensional (2-D) 
boundary into a 1-D functional representation. The signature generated by taking the 
polar angle and the radial length is invariant to translation but they are affected by the 
orientation and scaling. In order to overcome the scaling problem, noiTnalisation is 
can’ied out on the extracted polar signature where the noimalised radial length is within 
the range 0 to 1. The orientation difference gives useful information when comparing a 
newly created polar signature with a stored template. By matching either the feature 
points or the whole boundary representation, the rotation angle can be determined. As a 
result, objects’ orientations can be found at the same time as the object identification 
process is taking place.
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Figure 1 Polar signatures of a square.
In the jigsaw puzzle case, the edges of the puzzle pieces are detected first. The pixels on 
the edges are then extracted and put into the polai’ form in terms of radius and angle 
(Figure 2). At this point, extra processing is needed to filter out the unwanted data, 
which are the multiple radii at the same degree angle. The multiple radii are caused by 
the concave edges on the puzzle pieces (Figure 2a). At one particular angle, more than 
one value of the radial length can be found (Figure 2b), and this can cause an ambiguous 
reading during the matching process which compares the radial length at each degree 
integer from 0 to 359. Therefore, extra processing is needed in order to provide an 
unique reading at each degree angle.
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Figure 2 (a) edges detected on a particular shape, (b) polar signature created (the lines indicate the 
ambiguous points), (c) maximised and normalised polar signature, (d) matching of a new polar 
signature and a template (the gap indicates the shifted angles).
To eliminate this ambiguity, maximisation is carried out in which only the largest radial 
length is kept. The side effects of this process are that some details of the polar signature 
are lost especially at the concaved parts. Afterwards, the maximised data are arranged to 
form the polar signature by plotting the radial length against the polar angle from 0 to 359 
degrees. It is then normalised to be invariant to different sizes and scaling. Finally, it is 
ready to be compared with the pre-stored templates. The matched puzzle piece’s polar 
signature has the smallest difference from the template. A flowchart of the sequence of 
the polar signature extraction and matching is given in Figure 3.
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Capture an image.
Threshold the image at 
a preset value.
Create the polar 
signatures.
Locate the centres of 
the objects.
Sort out the template 
matching results.
Extract the pixels on 
the object’s edge.
Set the object at top of 
the list as the matched 
piece.
Blob-analysis to detect 
the number of objects 
on the image.
Maximise and 
normalise the polar 
signatures.
Compare the polar 
signatures with the 
templates.
Figure 3 Flowchart of the image processing.
Squared Euclidean distance has been used to compare the template and the newly created 
polar signature. Usually it is used to measure the distance between two image points p
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and q,  with co-ordinates {xi, y{), (x2, yz) respectively. The Euclidean distance between p  
and q  is defined as
= - X 2 Ÿ  (1)
To match the template of the puzzle piece and the available pieces, the correlation
technique, which detects and/or localises a known shape in an image, is used. In this 
technique, the template of the object is represented by h{x-Ç y-rf) on a 2-D image 
(Heijden, 1994). The parameters {C rf) define the position of the object within the image 
plane. The observed image y)  can be thought of as a composition of h{x, y) and the 
background n{x, y) of the scene;
/ {x,  y ) ^ h { x ~ C , y ~ r f ) ^  n{x , y) (2)
This model holds true only if the scene really does contain the object of interest. To
check whether the scene contains the object, a template of the object is shifted across the
image plane to match this template locally with the image data, and to select the position 
(C q) of the template for which the match is best. The squared Euclidean distance used 
here to measure the similarity between the template and the observed image is produced
as:
d ^ { Ç , 7 ] ) ^ ^  \ { f { x , y ) ~ h { x - Ç , y - r f ) Ÿ  (3)
Upon substitution of integration variables, the equation can be written as:
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d \ C , l l )  = \  \ { f ( x + Ç , y  + 7 l ) ~ h ( x , y ) Ÿ  (4)
y
In the polar signature case, the 2-D image has been converted into the 1-D curve. 
Moreover, the correlation is carried out on 1-dimensional discrete data. Therefore, the 
equation of the squared Euclidean distance can be written as:
359
(5)
(=0
The sum of the squared Euclidean space is used to measure the dissimilarity between the 
points on the polai- signature and the stored template. The smaller the distance, the 
greater the similarity between the two curves would be. The position (0, at where the 
smallest sum of the squared Euclidean space has been found, is the rotation angle 
between the puzzle piece and its template (Figure 2d). Therefore, the polar signature 
matching by the squared Euclidean space can identify the object and detect its orientation 
at the same time. The object identification is carTied out on a group of puzzle pieces. 
The results of the template matching for each puzzle piece in terms of the smallest of the 
squared Euclidean space and the conesponding rotation angle are obtained. They are 
sorted in an ascending order where the puzzle piece with the smallest squared Euclidean 
space is placed in first place because it is the piece with least dissimilarity. Therefore the 
puzzle piece matching the operator’s selection is the first piece on the list.
Discussion
The effectiveness of the technique of identifying an object and detecting its position and 
orientation has been evaluated in the demonstration task. In this technique, the image
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processing techniques are based on the shape features of the puzzle pieces. The shape 
features are extracted, maximised, normalised and finally formulated into polar 
signatures. Templates of the puzzle piece, which is the polar signature taken when the 
puzzle pieces are at their right orientation being the same as the one in the jigsaw puzzle, 
are captured and stored. Using the correlation technique with the squared Euclidean 
distance as a matching index, the templates and the newly captured polar signatures are 
compared. The puzzle piece with the smallest squared Euclidean distance is considered 
as the matched piece. Its orientation is determined by the rotation angle at which the 
smallest squared Euclidean distance has been found. This approach is relatively 
straightforward and fast by formulating objects’ shape into 1-D functional representation 
and comparing it with the stored template. It is more efficient and reliable than carrying 
out pattern recognition on the puzzle pieces.
However, it relies on several constraints. Firstly the camera image plane has to remain 
parallel to the puzzle pieces in order to get a constant perspective transformation. 
Secondly, the quality of the created polar signature depends on the resolution of the 
captured image and the quality of the threshold image. The higher the resolution, the 
more pixel points on the object’s edge can be. This can be achieved when the camera is 
placed close to the object and thus more details of the object can be obtained. It has been 
found that better identification results can be obtained if templates have been taken fi*om 
a high-resolution image. A good quality threshold image provides more accurate edge 
detection because the actual pixels on the edges are affected by the lighting condition and 
the thieshold value. Hence, a light box is provided to give a less varying lighting 
condition and a threshold value has been selected after some tiial-and-enor.
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Finally, the success of the object identification relies on the correct count of the number 
of objects on the captured image. Blob-analysis is used to detect the number of the 
objects but will give a mis-count if they are overlapping or touching each other. 
Therefore the puzzle pieces have to be placed separately and none of them must overlap 
or touch each other. Once the constraints discussed above have been met, a high success 
rate of object identification can be achieved. In a partially structured environment, a task 
environment can be set up properly to meet the requirements. Therefore, constant camera 
perspective, separated puzzle pieces and a light box aie provided in the demonstration 
task.
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Overview
A two-stage calibration technique has been developed to define the relationship between 
the 2-D image co-ordinates and the 3-D robot world co-ordinates. In the first stage, the 
transformation matrix describing the camera’s position and orientation with respect to the 
calibration frame is obtained. In the second stage, a series of homogeneous 
transformations, which convert the object co-ordinates from the calibration co-ordinate 
system to the robot’s world co-ordinate system, is defined. The problem of the flexible 
camera location is overcome by the transformation sequence derived in the second stage. 
This technique mainly relies on homogeneous transformations without concerning too 
many details of the camera’s intrinsic par ameters, such as the focal length, lens distortion 
and scaling factors, and the physical dimensions of the camera mounting-device. A 
simplified geometric structure of the eye-in-hand configuration is given in Figure 1.
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Robot Tool Frame
Camera Frame
Camera
First Stage 
Calibration
Calibration Frame
t: Robot World Frameobject
Second Stage 
Calibration
Figure 1 Geometric relationship in the eye-in-hand system
The idea in this technique is that during the first calibration stage, the camera is calibrated 
with respect to the calibration co-ordinate system arbitrarily defined in the robot’s work 
space. The transformation matrix obtained through the calibration can accurately
convert 2-D points on the image plane into 3-D co-ordinates in the calibration frame no 
matter where the camera moves. Therefore, the calibration frame can be treated as 
having been attached to the camera in a constant fixture. By working out the relationship 
between the calibration frame and the robot’s world co-ordinate system , an object’s
location 7^^^ can be defined in the robot’s world co-ordinates and thus be reached by 
the robot. This relationship varies as the robot moves but can be determined from the 
Idnematic structure of the remote system )» such as the robot’s position and
orientation, the relationship between the camera and the robot wrist, and the displacement 
of the calibration frame from the camera. Through the second stage of calibration, this
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relationship is obtained in terms of a series of homogeneous transfoimations. By 
combining the results of these two stages, the objects’ locations with respect to the 
robot’s world co-ordinate system can be determined from their projections on the camera 
image plane. Equation 1 shows this process.
^object =  7; • • T c „  • (1)
First Stage: Camera Calibration
This stage involves the calibration of the camera in order to find out the transformation 
matrix and the camera image plane’s position and orientation. The transformation matrix 
describes the relationship between the 2-D image co-ordinates and 3-D object co­
ordinates in the calibration frame. The position and orientation of the image plane are 
defined with respect to the calibration frame. Therefore, the placement of the calibration 
frame is important in camera calibration. In the fixed camera location case, the 
calibration frame is placed to coincide with the robot’s world co-ordinate system. So 
then the transformation matrix can convert an object’s location into the robot’s world co­
ordinate system directly from its projection on the image plane. However, once the 
camera moves away from its calibrated location, the transfoimation matrix is no longer 
valid. Hence in the first stage calibration, the calibration frame is defined at a convenient 
place inside the robot workspace where the calibration points can be easily addressed.
Calibration technique
Basically, the camera calibration works out the transformation matrix which relates the 2- 
D image plane co-ordinates and the 3-D world co-ordinates. Afterwards, the camera’s
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intrinsic and extrinsic parameters, such as the lens focal length, and camera’s position 
and orientation respectively, can be obtained from the decomposition of this mati'ix. A 
camera’s intrinsic parameters are usually given by the manufacturer but are likely to be 
inaccurate due to the imperfection of components and the possible misalignment in the 
assembled product. When a camera is used as a measuring device, accurate values of its 
intrinsic parameters must be known because they are used in the calculation process. 
Therefore, camera calibration is usually carried out to determine the precise values of the 
camera intrinsic parameters while at the same time the external parameters can also be 
found and are useful to describe the camera’s location and orientation. Direct 
measurement of the camera location and orientation is possible but only gives 
approximate values because it is difficult to tell exactly where the camera image plane 
centie is.
In order to work out the transfoimation matrix, a set of calibration points, whose image 
and world co-ordinates are known, is needed. This matrix can be derived based on the 
kinematic and perspective transformation on a pin-hole camera (Fu et al., 1987). Camera 
extrinsic parameters and the lens focal length are involved in this series of 
tiansformations which convert an object’s world co-ordinates into the co-ordinates on the 
image plane. Afterwards the camera’s intrinsic parameters can be used to convert the 
image plane co-ordinates into the screen co-ordinates on the computer monitor. The 
latter part of the transformation involves scanning, sampling and scaling processes in the 
image digitiser/frame-grabber and the video card. More details of the mathematical 
representation of the latter transformation can be found in (Ganapathy, 1984) and (Tsai, 
1987&1988). Tsai has considered the lens distortion effect on the image plane co­
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ordinates and proposed a method to work out the camera intrinsic and extrinsic 
parameters. Ganapathy has not taken the lens distortion effect into account but has 
proposed a method to decompose the transformation matrix in order to obtain the camera 
parameters. As the implemented technique only uses the homogeneous transformation 
based on the kinematic structure of the remote system, camera intrinsic parameters are 
not used. The first part of the derivation of the tiansfoimation matrix based on the 
camera’s external parameters is provided here. Whereas, details of the camera intrinsic 
par ameters can be obtained from (Ganapathy, 1984) and (Tsai, 1987&1988).
Image Co-ordinate 
System
Robot Tool Co­
ordinate System
Robot World Co­
ordinate System
X
Figure 2 General arrangement of a camera system.
Figure 2 shows a general geometric structure of a camera system. The world co-ordinate 
system (X, Y, Z) is used to locate both the camera and 3-D points (denoted by P), 
whereas the camera co-ordinate system (x, y, z) defines the image points (denoted by c).
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The relationship between the image co-ordinates and the world co-ordinates in the 
homogeneous representation can be written as:
^11 ^12 «13 1^4 ' X
/^i2 ^21 ^22 «23 2^4 Y
C/,3 3^1 3^2 ^33 #34 Z
4^2 4^3 #44 _ 1
(2)
Where
X 'hi
'HA
y  =_ ‘'*2'/i4
This equation can be written in a short form as
(3)
(4)
c,, = Aw,, (5)
A is the transformation matrix which relates the world co-ordinates to the image co­
ordinates and can be derived from a sequence of homogeneous transformation. As shown 
in Figure 2, the camera co-ordinate system and the world co-ordinate system are in 
separate locations. In order to bring them to coincide and align with each other, a 
sequence of translations and rotations has to talce place. This sequence includes: (1) 
translation of the camera mounting centre to the origin of the world co-ordinate system 
(G), (2) rotations of the camera frame to align with the world frame (R), and (3) 
tianslation of the image plane with respect to the camera mounting centre (C), This 
process can be represented by a series of transformations (CRG).
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G =
1 0 0 “ ^0
0 1 0
0 0 1 - Z o
0 0 0 1
(6)
^z,0 ' ^y,9 " ^x,yr (7)
cos^cos# cos^sin0c o s s i n ^ c o s c o s ^ s i n ^ c o s ( y  + s i n ^ s i n 0 
sin cos ^  sin ^  sin ^  sin y  + cos cos sin ^  sin 0 cosy/-cos ^  sin 0
-sin0 cos^sinyr cos ^  cos ^ 0
0 0 0 1
(8)
1 0  0  - r i
0  1 0 — Tg
0  0  1 -rg
0 0 0 1
(9)
After this set of transformations, the camera co-ordinate system is aligned with the world 
co-ordinate system and the geometric anangement is shown in Figure 3.
Y,y
Focal Length
Z,z
Image Plane
Figure 3 The image co-ordinate system coincided with the robot world co-ordinate system.
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By using the focal length (/%) of the lens, which can be obtained either from the data 
sheet provided by the manufacturer or from the calibration results, the relationship 
between the point in the world co-ordinates (X, Y, Z) and its projection on the camera 
image plane (x, y) can be found by the use of similar triangles.
X
À
X X
Z - X  X - Z ( 10)
X Z  ~~ X x ~ z (11)
And thus
X  = X XA - Z
X Y  
X  — Z
(12)
(13)
And hence, the perspective transformation matrix P can be defined as
P  =
1 0 0 0
0 1 0 0
0 0 11
A
0
0 0 1
(14)
Up to this point, the transformation converts the world co-ordinates to the perspective 
level and thus generates the ideal undistorted image co-ordinates (x, y). However, the 
image points observed on the computer screen are the distorted image co-ordinates which 
aie affected by the lens distortion, scanning and sampling eiTors and scaling factors of the
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frame memory store on the image frame grabber. The mathematical representation of the 
effects of those factors can be tieated as a transformation matrix (D). For detailed 
discussion on the lens distortion, and the scanning, sampling and scaling factors, please 
refer to (Tsai, 1987&1988).
D
0 0 " 1 0 0
1 0 1 0
0 0 yy 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 1
(15)
where
and are the amount of distortion caused by the radial lens 
distortion.
C^ and Cy are the row and column numbers of the centre of computer 
frame memory.
d^  and dy  are the centre to centre distance between adjacent sensor 
elements.
is the uncertainty scale factor for image X co-ordinates.
Combining all tiansformations, which have talcen place, matrix A can be written as
A = D P C R G  (16)
The purpose of camera calibration is to find out this transformation matiix A. Once it has 
been determined, camera paiameters such as the focal length, camera’s position and 
orientation can be worked out subsequently from the matrix decomposition. In this
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approach, the transformation matrix A is the main point of interest because it is the 
implicit description of the relationship between 2-D and 3-D co-ordinates. The explicit 
details of the camera information are not used in this technique because they are error 
prone and can affect the final results significantly if they are inaccurate. Referring back 
to Equation 2, C;,3 can be ignored because it is related to z, which would be the same as Z
if the camera co-ordinate system and the world co-ordinate system are coincided. 
Therefore the equation can be reduced to
X
^hl ^ 1 1 « 1 2 «13 «14 Y
^hl = ^ 2 1 « 2 2 «23 «24 • z
_^4I «42 «43 «44 _
1
(17)
Therefore,
X a^^X +  a^ ^^ X ^ 1 3 -Z  +
a^^X +  «42^ + ^43% 4- ^44 (18)
y  — ^ 2 1 ^  ^ 2 2  Z  'F  ^ 2 3 X  4 -  g 2 4
a^ X^ + Û42T 4" a^ -^ Z 4" (Z44 (19)
As derived above, the 12 parameters are the non-linear functions of the camera 
parameters (3 translations, 3 rotations, the focal length, distortion and scaling factors) and 
are non-unique. In order to remove the non-uniqueness of the parameters, normalisation 
is carried out by setting the parameter <244= 1. ReaiTanging Equations 18 & 19, they can 
be written in matrix notation as
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I'm Zm 1 0 0 0 0 ,.%M) W  -(%, Zw)'
0 0 0 0 z,,, i -(x^ x,^ ,) -(y^ -^ M) -(y,.: z,.,)
X(=„ I'm. Z,^„ 1 0 0 0 0 -(JC,.,„-Xm .) -(•*,=„-I'm ,) I 'i .J
. 0  0  0 0  %M, Z m  1 - (3 'M  -(3 'M „-n= „) - ( J - m - 'Z m ,)
«12
«13
«14 ■*/=!
«21 y ,M
«22 =
«23 Xi=„
«24 _yi=i: _
«41
«42
« 43.
(20)
There are 11 unknowns in Equation 20 therefore n > 6  calibration points will be required 
to determine the values of the parameters. The least squares approach is used to calculate 
these parameters. Afterwards, Tsai’s approach is used to work out the camera’s position 
and orientation with respect to the calibration co-ordinate system. The objects’ world co­
ordinates can be calculated by substituting the parameters into Equations 18 & 19 and 
providing the known Z value. At the end of the first stage calibration, the paiameters, 
which can be used to relate the 2-D image points to thek counterpart in the calibration co­
ordinate system, have been obtained. Wherever the camera moves to, the transfoimation 
is still able to convert the 2-D image co-ordinates into the 3-D co-ordinates with respect 
to the calibration co-ordinate system. As a result, the calibration co-ordinate system can 
be treated as being attached to the camera. The displacement of the calibration co­
ordinate system from the camera is described by the position and orientation extracted 
from the camera calibration.
As the depth information (Z), which is the vertical distance between the camera and the 
light box, is known in the jigsaw puzzle case, only one camera and one set of calibrated 
parameters are needed to work out the objects’ 3-D co-ordinates. In normal situations.
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the depth information is unknown and thus two cameras will be used. There are different 
ways of working out the 3-D co-ordinates from 2-D image points, such as stereo 
triangulation, least squares approach and similar triangulation using line-of-sight. Stereo 
triangulation and line-of-sight rely on the explicit details of the camera parameters 
therefore they are subjected to the errors of camera calibration and the decomposition 
results of the transformation matrix. Whereas, the least squares approach only uses the 
implicit description of the 2-D to 3-D transformation and thus generates more accurate 
results. Kim et al. (1989) have carried out a set of experiments to compare the 
performance of stereo triangulation and the least squares approach and found that the 
least squares approach provides more accurate results than stereo triangulation.
In the least squares approach, either one or two cameras can be used. In the one camera 
case, the camera takes pictures at two different locations whereas when two cameras are 
used, they are placed in parallel and take pictures at the same time. The advantage of 
using one camera is that the effort of calibrating the second camera is saved. However, it 
is less efficient than two cameras because the camera needs to be repositioned in order to 
take another picture from a different perspective.
Figure 4 shows a general anangement of a stereo vision system. The transformation 
equations of both left and right cameras are shown as
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Base
line.
Image 
Plane 2
Image 
Plane I
Figure 4 General arrangement of a stereo vision system.
p -, P -| ~X~
^h\, ^11, ^12, ^13, Y
^h2, = ^21, ^22, ^23, «24, Z ( 2 1 )
f h A ,  _ _^41, ^42, ^43, «44, 1
— — P " z "
«11, «12, «13, «14, Y
^h2. = «21, « 22 , «23, « 24 , z
«41, « 42 , «43 , « 44 , _ 1
(22)
Four equations can be formed from Equations 21 & 22 which consist of three unknowns 
(X, Y, Z). One object point in the world co-ordinate system gives two conesponding 
image points on each of the cameras. Therefore, it is possible to determine the world co­
ordinates of the object by solving these four equations. After combining and rearranging 
Equations 21 & 22, a representation in matrix form can be obtained.
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«11, - « 4 1 , «12, - « 4 2 , 'X , «13, «43, •X , ■ ' X ' «44, ■ -  «14,
«21, - « 4 1 , ■ 3 ' / «22, - « 4 2 , «23, - « 4 3 , ' yi Y « 44, • y  I -  «24 ,
«11, - « 4 1 , • X , «12 , - « 4 2 , • ^ r «13 , - « 4 3 , •X ,. Z « 4 4 ,
• X , - « i 4 ^
« 2 1 , - « 4 1 , « 2 2 , - « 4 2 , «23 , - « 4 3 , « 4 4 , J r  -  « 2 4 , _
(23)
By using the least squares approach, an object’s world co-ordinates (X, Y, Z) can be 
determined from Equation 23 from two corresponding image points , y, ) and (x,., y,. ) 
on the left and right cameras respectively.
Calibration apparatus
The equipment needed for the camera calibration includes a set of calibration points 
whose world co-ordinates are measured with respect to the reference frame co-ordinate 
system. A calibration grid with 9 squares in black was used for this purpose (Figure 5). 
It is in a 3x3 arrangement and the length of each edge of the squares is 20mm. Four 
corners of each square were used as the calibration points. The origin of the calibration 
co-ordinate system is located at the far left hand corner of the squares, so that each 
calibration point can be addressed easily according to their position. The calibration grid 
was mounted on a device whose height can be adjusted in the vertical direction. Thus by 
moving the calibration grid to different heights, non-coplanar calibration points can be 
obtained. The calibration device was placed inside the robot’s workspace and the 
calibration grid was rested on the surface of a light box used as a support. The camera 
used for image processing was positioned right above the calibration grid (Figure 6 ).
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Figure 5 Calibration grid and co-ordinate system.
Calibration procedures
ToolFram*
Figure 6 Equipment set up of the camera calibration.
First the camera position was set at a fixed location from where it could overlook all the 
calibration points. In order to obtain the non-coplanar calibration points, the calibration
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grid was set at 3 different heights, 0, 40 and 85 mm above the light box surface. An 
image was talcen at each height of the calibration grid. The corresponding image co­
ordinates of the calibration points were recorded manually on thiee captured images. The 
calibration points’ image co-ordinates and their co-ordinates in the calibration frame were 
then put into Equation 20 to work out the parameters which relate the image points to 
their counterparts in the calibration co-ordinate system by using the least squares 
approach. Afterwards, the co-ordinates of the calibration points and the obtained 
parameters were used to determine the camera’s position and orientation through Tsai’s 
calibration technique. Hence, all required data in the first stage of camera calibration has 
been acquired.
Results
The results obtained through the camera calibrations are the transfoimation matrix, which 
is constructed by the 11 parameters found in the least squares approach, and the camera’s 
position and orientation with respect to the calibration co-ordinate system. Two tests 
have been caiTied out to verify the accuracy of the transformation matrix. The same set 
of calibration points and their coixesponding image co-ordinates used in the calibration 
process were used again. In the first test, the image co-ordinates of the calibration points 
were worked out from their world co-ordinates. By reversing the process, the calibration 
points’ world co-ordinates were calculated from their projections on the image plane in 
the second test.
By substituting the co-ordinates of the calibration points (X, Y, Z) and the parameters a.^ 
found from the calibration in Equations 18 & 19, image co-ordinates (x, y) were
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calculated. The average errors in the x and y axis at Z=0 are less than one pixel on the 
image plane. At Z=40 and Z=85, the average errors in x and y axis are about 1 pixel. 
The results indicate that if correct object world co-ordinates (X, Y, Z) are provided then 
the registration error will be quite small and less than one pixel. Tables 1 and 2 show the 
average and maximum errors generated in the test results.
Table 1 Average errors in the image co-ordinates
Object Height Average Error in x (pixel) Average Error in y (pixel)
0 0.912 0.808
40 0.927 1.033
85 1.201 1.291
Table 2 Maximum errors in the image co-ordinates
Object Height Maximum Error in x (pixel) Maximum Error in y (pixel)
0 1.841 1.610
40 1.855 2.085
85 2.227 2.591
From the listed results, the transformation matrix obtained from the calibration process 
can accurately convert the calibration points world co-ordinates into image co-ordinates. 
The average errors in x and y axis are about 1 pixel throughout the calibrated range. It 
indicates that any points in this calibrated range can be converted accurately into their 
projections on the image plane.
In the second test, the transformation matrix was verified in a different way in which the 
image co-ordinates (x, y) and the depth information (Z) are Icnown. The calibration 
points’ planar co-ordinates in the calibration frame (X, Y) are then worked out through 
Equations 24 & 25.
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From Equation 22
(«11 - « 3 1  ‘x ) X  + ( « 1 2  - « 3 2  •x)7 =  (« 3 4  • X - « 1 4 ) - ( « 1 3  - « 3 3  -X)Z (24)
(« 2 1  - %  • + {Chl ~ ^ 2  • y)Y  = (^3A-y - ^ 4)  “ (« 2 3  “ «3 3  * (25)
In matrix form
(«11 («12 ^ 2 ’^
(«21  “ «31 ■ y )  («22  “ ^ 2  ' y)_
( « 3 4  - X - « 1 4 ) - ( « 1 3  *X)Z
_ ( ^  ' y  “ « 2 4 )“ («23 - %  ' y ) z
(26)
Therefore, two unknowns can be determined from two homogeneous equations. The 
planar co-ordinates of the calibration points are obtained from the image co-ordinates at 
three different heights Z=0, 40, 85. The average and maximum errors are calculated and 
displayed in Tables 3 & 4.
Table 3 Average errors in the calibration frame co-ordinates
Object Height Average Error in x (mm) Average Error in y (mm)
0 0.183 0.160
40 0.167 0.184
85 0.189 0.201
Table 4 Maximum errors in the calibration frame co-ordinates
Object Height Maximum Error in x (mm) Maximum Error in y (mm)
0 0.369 0.321
40 0.334 0.372
85 0.349 0.404
From the tables, very small average errors (not exceeding 0.201mm) have been found as 
well as the maximum errors (not exceeding 0.404mm). The accuracy maintains
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thi'oughout three different depths. It indicates that if accurate depth infonnation is 
provided, the object’s planar co-ordinates can be determined with high accuracy.
Discussion
In this stage of the calibration, the transformation matrix, and the camera’s position and 
orientation have been worked out. Accurate results rely on the number of calibration 
points and their locations in both the image plane and the calibration co-ordinate system. 
At least 6  calibration points are required in the least squares approach in order to obtain 
11 parameters. The more calibration points there are, the more precise the transformation 
matrix will be. Non-coplanar calibration points with their projection points evenly 
distributed on the image plane are suggested because they provide a good transformation 
description of a wide range of points in the calibration co-ordinate system. The location 
of the calibration co-ordinate system is arbitrary but it is better to be in a place where the 
calibration points can be described easily and can be reached by the robot. Once the 
transformation matrix is acquired, it always converts the 2-D co-ordinates on the image 
plane into 3-D co-ordinates with respect to the defined calibration co-ordinate system no 
matter where the camera moves. Therefore, the calibration co-ordinate system is like 
being attached to the camera and moves with it. The homogeneous transformation 
between the camera and the calibration co-ordinate system is constructed by the obtained 
camera position and orientation. It remains constant wherever the camera moves to.
It can be seen from the results that the transformation matrix determined in the calibration 
process accurately converts the image co-ordinates into objects’ co-ordinates in the 
calibration frame and vice versa. The accuracy of the transformation relies on the coixect
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depth information and the image co-ordinates on the camera images. As the depth 
information, which is the distance between the surface of the light box and the camera, 
has been deteimined from the calibration, the source of error is reduced. The position 
and the orientation of the camera determined in the calibration have not been tested at 
this stage but they were confirmed by the displacements measured directly between the 
camera case and the calibration frame.
Second Stage: Kinematic Transformation
Overview
The main puipose of the second stage calibration is to find out the homogeneous 
transformation relating the calibration co-ordinate system to the robot’s world co-ordinate 
system. This transformation is constructed by a series of kinematic transfoimations 
based on the robot’s posture and the displacement of the camera from the robot. Thus the 
2-D image co-ordinates can be converted into the robot’s world co-ordinates no matter 
where the robot moves. A kinematic structure of the remote system is shown in Figure 7.
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Principle
Figure 7 Overview of the co-ordinate systems.
The homogeneous transformation can be defined as
(27)
Where
p ^  is the object’s co-ordinates in the robot’s world co-ordinates system, 
its homogeneous representation is
P .  = Z (28)
p^  is the object’s co-ordinates in calibration co-ordinate system, 
its homogeneous representation is
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P . = r ,z . (29)
is the matiix which transforms co-ordinates in the calibrated frame
into the robot’s world frame. It can be represented as
r  =
ro ta tion p o s itio n
^3x3 Psxi] m a trix vec to r
f\x3 1x1 p e rsp ec tive
tra n sfo rm a tio n
sca lin g (30)
Robot Tool Frame
Camera Frame
Calibration Frame
Robot World Frame
Figure 8 Kinematic relationship in the remote system.
In order to derive this transformation matrix, the kinematics of the remote system need to 
be talcen in to account. In Figure 8 , the calibration frame can be seen as attached to the 
camera and its displacement from the camera is fixed and constant. As the camera is 
rigidly mounted onto the robot’s wrist, its relationship with the robot’s tool frame, which
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is attached to the robot’s wrist, is also constant. The transformation from the robot’s tool 
frame to the robot’s world frame varies according to the robot’s posture. However, this 
transformation can be determined from the robot’s joint angles (joint 1-6 ) and arm length 
or the robot’s position and orientation. Thus by connecting these three ti'ansfonnations, 
the relationship between the calibration frame and the robot’s world co-ordinate system 
can be found. Equation 31 shows this relationship.
(31)
Where
is the matrix which transforms co-ordinates from the calibration frame 
into the camera fr ame.
%  is the matrix which transforms co-ordinates from the camera frame 
into the robot’s tool frame.
is the matrix which transforais co-ordinates from the robot’s tool 
frame into robot’s world fr ame at that instant of time.
Matrix is constructed by the camera’s position and orientation obtained from the 
camera calibration results. Therefore, one of the main objectives in the second stage is to 
calibrate the matrix %  from a set of calibration points and their corresponding co­
ordinates in the robot’s world frame. Matrix %  can be obtained through
(32)
Where
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‘^ T^ is the matrix which transforms the co-ordinates from the robot’s 
world frame to the camera frame, 
is the matrix which transforms co-ordinates from the robot’s tool
frame into the robot’s world frame at the time when camera 
calibration has taken place.
As can be obtained through
T —cqr J T (33)
Where
^T(^ c)w is the matrix which tiansforms the co-ordinates from the robot’s
world frame to the calibration frame at the time the camera 
calibration talces place.
From Equation 33, ^T^c)w which describes the robot’s world frame into the calibration
frame is the unknown paiameter that needs to be found in the second stage of the 
calibration. In order to do so, the co-ordinates of the calibration points with respect to the 
robot’s world co-ordinate system need to be measured. The homogeneous transformation 
of matrix can be represented as
(c)m'
T  —
Wrp
■ ^{c)8 ] - ■
« I l ^ 1 3 P x
<^21 ^ 2 2 « 2 3 P y
^ 3 1 ^ 3 2 « 3 3 P z
0 0 0 1
(34)
(35)
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Where
[ P x  P y  P z  is the position of the origin of the calibration frame in 
the robot’s world co-ordinate system. 
a j^ represents the parameters of a 3 x 3 matrix which describes the
orientation of the calibration frame with respect to the robot’s world
co-ordinate system.
Because the depth information (Z) is known and keeps constant over the surface of the
light box, only the variations on X-Y plane are the main concerns. Thus, can be
reduced to
« J 1 ^ 1 2 0 P x
^ 2 1 ^ 2 2 0 P y
0 0 1 P z
0 0 0 1
(36)
It can then be rearranged into
0 0
0 0 FSi=
0 0
0 0
‘21
a 22
- a
F  —  P
(37)
Based on Equation 37, parameters a.j can be detennined through the least squares 
approach providing the number of points n > 2 .  Once the parameters are found, matrix 
can be constructed. As a result, the transformation, which converts the calibration 
frame into the robot’s world frame, can be obtained.
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Calibration apparatus and procedures
The calibration grid, used in the camera calibration, was used again in the second stage 
calibration. It was placed at the surface of the light box where the height was set as Z=0. 
It is important to keep the calibration grid at the same position and orientation as it was in 
the camera calibration because the calibration here is to work out the transformation 
between the calibration grid and the robot’s world co-ordinate system. In order to 
measure the calibration points in terms of the robot’s world co-ordinates, the robot was 
used as a measuring device. As the main objective is to work out the objects’ location so 
the pneumatic giipper was used as a pointer to measure the calibration points. Four 
calibration points, which are at the four corners of the calibration grid, were measured. 
The reason for selecting only 4 points and not all the calibration points is because they 
are representative enough to find out the orientation of the X-Y plane in the calibration 
frame with respect to the robot’s world co-ordinate system.
To measure the calibration points, the robot gripper was placed on the calibration points. 
The corresponding robot world co-ordinates were then recorded. By repeating the same 
process four times, the world co-ordinates for the calibration were acquired. The 
recorded robot world co-ordinates and the corresponding calibration frame co-ordinates 
were put into Equation 37 and the parameters were deteimined by using the least squares 
approach.
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Results
The determined parameters were used to construct the tiansformation matrix which
relates the calibration frame into the robot’s world co-ordinates. The 3x3 rotation matrix 
is represented by the parameters while the position vector is the measured position of the 
origin of the calibration frame. As a result, matrix is obtained and subsequently,
matrices %  and are worked out by using Equations 32 and 33 respectively. As the 
camera position and orientation has been acquired in the camera calibration, matrix 'Tg is 
found. Therefore the flexible transformation matrix can be obtained by using
Equation 31.
In order to test the transformation matrix , it was put into Equation 37 with the
calibration points’ co-ordinates in the calibration frame to work out the corresponding 
robot world co-ordinates. The absolute values of the calculated eirors are listed in Table 
5. As the position vector in the transformation matrix is the same as the origin of the 
calibration frame, there is no error between the calculated value and measured value of 
the calibration frame origin. The results of the rest points show accurate transformation, 
the average errors in the X and Y axis are 0.002mm and 0.246mm respectively.
Table 5 Calculated errors in the X and Y axes
Calibration Point Error in X axis Error in Y axis
1 0.005 0.325
2 0.002 0.333
3 0.002 0.325
4 0 0
Average Error 0.002 0.246
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Discussion
The results obtained in this stage of calibration aie very important to the success of the 
implemented technique to solve the flexible camera location because the calibrated 
parameters construct the transformation matrix which converts the co-ordinates in the 
calibration frame into the co-ordinates with respect to the robot’s world frame. The 
accuracy of the calibration results again relies on the number of points and the precision 
of their positions measured in the robot’s workspace. Therefore, calibration points at 
different depths should be used and measured by a pointer which would give accurate 
readings. Once accurate transformation between the calibration co-ordinate system, 
which is at the camera calibration position, and the robot world co-ordinate system is 
acquired, correct transformation matrices %  and can be worked out by using
Equations 32 and 33 respectively. By combining these matrices, and the current robot’s 
position and orientation, a sequence of the transformation, which is described in Equation 
31, is carried out to determine the flexible transformation between the robot’s world co­
ordinate system and the calibration co-ordinate system at that particular* time. This 
transformation varies according to the changes of the robot’s position and orientation and 
hence the problem of the flexible camera location can be solved.
The number of calibration points used in the second stage of calibration is relatively 
small compared to the number used in the first stage. This is because the depth 
information is Icnown and only the orientation of the X-Y plane with respect to the 
robot’s world co-ordinate system is required. Moreover, only two points are needed to 
work out the calibration parameters in Equation 37. Therefore, four points are enough in
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this case. Four comer points were chosen because they are capable of representing the 
orientation of the calibration grid X-Y plane in the robot’s world co-ordinate system. 
This orientation information is represented by the parameters determined in the second 
stage of the calibration process. The results show the transformation constructed by the 
acquired parameters is accurate enough to work out the calibration points’ robot world 
co-ordinates from their co-ordinates in the calibration frame. Higher accuracy can be 
obtained if more calibration points are used. Nevertheless, the transformation matrix 
determined base on the four comers of the calibration grid is good enough in the jigsaw 
puzzle case.
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