In this paper, we study the existence of densities (with respect to the Lebesgue measure) for marginal laws of the solution (Y, Z) to a quadratic growth BSDE. Using the (by now) well-established connection between these equations and their associated semi-linear PDEs, together with the Nourdin-Viens formula, we provide estimates on these densities.
Introduction
In recent years the field of Backward Stochastic Differential Equations (BSDEs) has been a subject of growing interest in stochastic calculus, as these equations naturally arise in stochastic control problems in Finance, and as they provide Feynman-Kac type formulae for semi-linear PDEs ( [24] ). Before going further let us recall that a solution to a BSDE is a pair of regular enough (in a sense to be made precise) predictable processes (Y, Z) such that
where W is a one-dimensional Brownian motion, h is a predictable process and ξ is a F T -measurable random variable (with (F t ) t∈[0,T ] the natural completed and right-continuous filtration generated by W ). Since it is generally not possible to provide an explicit solution to (1.1), except for instance when h is a linear mapping of (y, z), one of the main issues especially regarding the applications is to provide a numerical analysis for the solution of a BSDE. This calls for a deep understanding of the regularity of the solution processes Y and Z. The classical regularity related to the obtaining of a numerical scheme for the solution (Y, Z) is the so-called path regularity for the Z component originally studied in [18] . In this paper we aim at studying another type of regularity namely, we focus on the law of the marginals of the random variables Y t , Z t at a given time t in (0, T ).
More precisely, we are interested in providing sufficient conditions which ensure the existence of a density (with respect to the Lebesgue measure) for these marginals on the one hand, and in deriving some estimates on these densities on the other hand. This type of information on the solution is of theoretical and of practical interest since the description of the tails of the (possible) density of Z t would provide more accurate estimates on the convergence rates of numerical schemes for quadratic growth BSDEs (qgBSDEs in short), that is when h in (1.1) has quadratic growth in the z-variable, as noted in [6] .
Coming back to the main problem under interest of this paper, i.e. existence of densities for the marginal laws of Y and Z, it is worth mentioning that this issue has been pretty few studied in the literature, since up to our knowledge only references [3, 1] address this question. The first results about this problem have been derived in [3] , where the authors provide existence and smoothness properties of densities for the marginals of the Y component only and when the driver h is Lipschitz continuous in (y, z). Note that two kinds of sufficient conditions for the existence of a density for Y are derived in [3] : the so-called first-order (cf. [3, Theorem 3.1]) and second-order (see [3, Theorem 3.6] ) conditions. Concerning the Z component, much less is known since existence of a density for Z has been established in [1] only under the condition that the driver is linear in z. This constitutes, to our point of view, a major restriction since up to a Girsanov transformation this case basically reduces to the case where the driver does not depend on z. Nonetheless, in [1] , estimates on the densities of the laws of Y t and Z t are given using the Nourdin-Viens formula.
In this paper we revisit and extend the results of [3, 1] by providing sufficient conditions for the existence of densities for the marginal laws of the solution Y t , Z t (with t an arbitrary time in (0, T )) of a qgBSDE with a terminal condition ξ in (1.1) given as a deterministic mapping of the value at time T of the solution to a one-dimensional SDE, together with some estimates on these densities.
The results concerning the Y component are presented in Section 3. As recalled above, the case where h is Lipschitz continuous in (y, z) has been investigated in [3] where the authors have derived two types of sufficient conditions. However, we provide as Example 3.5 a counter-example to [3, Theorem 3.6] which is devoted to the second-order conditions. In addition, we propose a new version of this result as Theorem 3.6. Then, we gather in Section 3.2 the first existence results of a density for the Y component for qgBSDEs. Concerning the Z component we propose in Section 4 sufficient conditions for the existence of a density first for Lipschitz BSDEs (in Section 4.1), then for qgBSDEs (see Section 4.2). We would like to stress once more at this stage that only the case of linear drivers in z was known (see [1, Theorem 4.3] ) up to now, which makes our result a major improvement on the existing literature. Finally, we derive in Section 5, density estimates for the marginal laws of Y and Z using the Nourdin-Viens formula, and taking advantage of the connection between the solution to a Markovian BSDE and the solution to its associated semilinear PDE. Note that contrary to [1] , we do not assume that the Malliavin derivative of Y (or Z) to be bounded which is, from our point of view, a too stringent assumption (as illustrated in Example 5.1) both from the theoretical and practical point of view. Indeed, such an assumption leads to Gaussian tails for the densities of Y or Z. However, even in seemingly benign situations, we will see that it is not generally the case for BSDEs, and unlike most of the literature, we have obtained tail estimates which are not Gaussian. This might be seen as a significant difference between BSDEs and diffusive equations (i.e. with an initial condition) like SDEs or SPDEs for instance [17, 16, 22] .
Preliminaries

General notations
In this paper we fix T ∈ (0, ∞). Let W := (W t ) t∈[0,T ] be a standard one-dimensional Brownian motion on a probability space (Ω, F, P), and we denote by F := (F t ) t∈[0,T ] the natural (completed and right-continuous) filtration generated by W . We denote by λ the Lebesgue measure on R and we set for any p ∈ [1, +∞], L p (P) := L p (Ω, F T , P) and denote by · p the associated norm. We denote by C b (R n ) (n ≥ 1) the set of functions from R n to R which are infinitely differentiable with bounded partial derivatives. Similarly, for any n ≥ 1 and any p ∈ N * , we denote by C p (R n ) the set of functions f : R n → R which are p-times continuously differentiable. For f in C b (R n ) we set f x i 1 ···x in the n-th partial derivative with respect to the variables x i 1 , . . . , x i k with i 1 + . . .
For a differentiable mapping f : R → R, we denote f ′ its derivative in place of f x . Let us denote, for any (p, q) ∈ N 2 , by C p,q the space of functions f : [0, T ]×R → R which are p-times differentiable in t and q-times differentiable in space with partial derivatives continuous (in (t, x) ).
Finally, we introduce the following norms and spaces for any p ≥ 1. S p is the space of R-valued, continuous and F-progressively measurable processes Y s.t.
S ∞ is the space of R-valued, continuous and F-progressively measurable processes Y s.t.
H p is the space of R-valued and F-predictable processes Z such that
BMO is the space of square integrable, continuous, R-valued martingales M such that
where for any t ∈ [0, T ], T T t is the set of F-stopping times taking their values in [t, T ]. Accordingly, H 2 BMO is the space of R-valued and F-predictable processes Z such that
FBSDE and assumptions
In this paper, we consider a FBSDE of the form:
We denote by S(X t ) the support of the law of X t under P, that is to say the smallest closed subset A of R such that P(X T ∈ A) = 1. We list below all the different assumptions that will be of use in this paper.
List of assumptions:
(A) (i) b, σ : [0, T ] × R → R are continuous in time and continuously differentiable in space for any fixed time t and such that there exist k b , k σ > 0 with
Besides b(t, 0), σ(t, 0) are bounded functions of t and there exists c > 0 such that for all
(ii+) For any t ∈ [0, T ], the maps x → b(t, x) and x → σ(t, x) are respectively in C 2 (R) and C 3 (R), and there exists c > 0 such that
where [b, σ] denotes the Lie bracket between b and σ defined by
(ii-) For any t ∈ [0, T ], the maps x → b(t, x) and x → σ(t, x) are respectively in C 2 (R) and C 3 (R), and there exists c < 0 such that
Remark 2.1. Let us comment on the above assumption. First of all, according to Theorem 2.1 in [10] , (A)(i) implies that for all t ∈ (0, T ], the law of X t , denoted by L(X t ), has a density with respect to the Lebesgue measure. Moreover, according to [1] , (A)(ii+) and (A)(ii−) are sufficient conditions to ensure that D 2 X exists and has a sign (see Remark 4.6 below for more details).
⊲ There exists C > 0 such that for all (t, x, y,
Remark 2.2. Assumptions (L) and (Q) are well-known in the BSDE literature, and are sufficient to ensure existence and uniqueness of a solution to the FBSDE (2.1) respectively in the so-called Lipschitz (see [23] ) and Quadratic (see [15] ) frameworks.
(D1) (i) g is differentiable, L(X T )−a.e., g and g ′ have polynomial growth.
(ii) (x, y, z) → h(t, x, y, z) is continuously differentiable for every t in [0, T ].
(D2) (i) g is twice differentiable, L(X T )−a.e., g, g ′ and g ′′ have polynomial growth.
(ii) (x, y, z) → h(t, x, y, z) is twice continuously differentiable for every t in [0, T ].
(C+) h x , h xx , h yy , h zz , h xy ≥ 0 and h xz = h yz = 0,
Remark 2.3. Assumptions (D1) and (D2) are linked to the existence of first and second-order Malliavin derivatives for the Y component of the solution of (2.1). We would like to point out to the reader that we only require the differentiability of g, L(X T )−a.e.. Such a relaxation will be particularly useful in the quadratic case (i.e. when Assumption (Q) holds). We emphasize that when we work under Assumption (A), the law of X T is absolutely continuous with respect to the Lebesgue measure and X T has finite moments of any order. Thus thanks to standard approximation arguments, we can show that the usual chain rule formula of Malliavin calculus (see Proposition 1.2.3. in [21] ) still holds for the random variable g(X T ), under Assumptions (D1) or (D2).
Moreover, if we set for a fixed s ∈ [0, T ]:
one could assume that h is differentiable with respect to x almost everywhere on S s . However, for the sake of simplicity, we have decided to refrain from doing so, even though our results carry on directly to this more general setting.
Elements of Malliavin calculus and density analysis
In this section we introduce the basic material on the Malliavin calculus that we will use in this
, and let us consider the following inner product on H
with associated norm · H . Let S be the set of cylindrical functionals, that is the set of random variables F in L 2 (P) of the form
For any F in S of the form (2.3), the Malliavin derivative DF of F is defined as the following H-valued random variable:
It is then customary to identify DF with the stochastic process (D t F ) t∈ [0,T ] . Denote then by D 1,2 the closure of S with respect to the Sobolev norm · 1,2 , defined as:
In an iterative way, one may define D n F (for n ≥ 1) as the following H ⊙n -valued random variable:
where H ⊙n denotes the n-times symmetric tensor product of H. We refer to [21] for more details.
We recall the following criterion for absolute continuity of the law of a random variable F with respect to the Lebesgue measure.
Theorem 2.4 (Bouleau-Hirsch, see e.g. Theorem 2.1.2 in [21] ). Let F in D 1,2 . Assume that DF H > 0, P−a.s. Then F has a probability distribution which is absolutely continuous with respect to the Lebesgue measure on R.
Let F such that DF H > 0, P−a.s., then the previous criterion implies that F admits a density ρ F with respect to the Lebesgue measure. Assume there exists in addition a measurable mapping Φ F with Φ F : R H → H, such that DF = Φ F (W ), then we set:
where
with W * an independent copy of W defined on a probability space (Ω * , F * , P * ), and E * denotes the expectation under P * (Φ F being extended on Ω × Ω * ). We recall the following result from [20] .
Theorem 2.5 (Nourdin-Viens' formula). F has a density ρ with the respect to the Lebesgue measure if and only if the random variable g F (F − E[F ]) is positive a.s.. In this case, the support of ρ, denoted by supp(ρ), is a closed interval of R and for all x ∈ supp(ρ):
3 Existence of a density for the Y component of a BSDE
In this section, we focus on the Y component of the FBSDE (2.1). The problem of existence of a density for the marginal laws of Y has been first studied in [3] , when the generator h is assumed to be uniformly Lipschitz continuous in y and z. We first recall in Section 3.1 the results from [3] . Then, we point out a flaw in [3, Theorem 3.6] by providing a counter example to this result, and we propose a corrected version of it as Theorem 3.6. Next, in Section 3.2, we study the existence of a density for the marginal laws of Y when the generator h of the BSDE is quadratic in z.
We start by recalling the following (by now) classical result about existence and uniqueness of BSDEs (we refer to [23, 9, 15] 
Note that Condition (2.2) on the generator h in Assumption (Q) only ensures uniqueness of the solution. Hence, it can be dropped and one can then consider the maximal solution Y of the BSDE, for which our proofs still apply.
We now turn to the Malliavin differentiability of the processes (X, Y, Z) (see [23, 2] and [9, Remark of Proposition 5.3]).
for almost every t, and for all 0 < r ≤ t ≤ T :
Notice that BSDE (3.1) is a linear BSDE, whose solution can be computed using the linearization method (see [9] ).
The Lipschitz case
We focus in this section on the existence of a density for the marginal laws of the process Y in the Lipschitz case, pursuing the study started in [3] . Towards this goal, we recall first the so-called first order conditions introduced in [3] , which are only sufficient, as illustrated in Example 3.5. We then turn our attention to the second-order conditions of Theorem 3.6 in [3] . We point out a flaw in [3, Theorem 3.6] and provide a corrected version of this result as Theorem 3.6.
As in [3] , we set for any A ∈ B(R) (i.e. the Borel σ-algebra on R), and t in [0, T ] such that P(X T ∈ A|F t ) > 0:
If there exists A ∈ B(R) such that P(X T ∈ A|F t ) > 0 and one of the two following assumptions holds
then Y t has a law absolutely continuous with respect to the Lebesgue measure.
Remark 3.4. Notice that g (resp. g) could be equal to −∞ (resp. +∞). Then Assumption (H+) (resp. (H−)) cannot be satisfied. Therefore, there is no problem if we allow the extrema of g to take the values ±∞.
Note that neither Condition (H+) nor Condition (H−) are necessary for getting existence of a density as illustrated in the following example.
In this case, K = 0 and h x (s, x, y, z) = s − 2 for all (x, y, z) ∈ R 3 . For any t in (0, 1], we have:
Similarly, (H+) is not satisfied for any t ∈ 0, (3 − √ 5)/2 since:
which is negative for t ∈ 0, (3 − √ 5)/2 . We deduce that for t ∈ 0, (3 − √ 5)/2 neither Assumption (H+) nor Assumption (H−) is satisfied. However, we know that:
which admits a density with respect to the Lebesgue measure except when t = 0 and t = 2 − √ 3.
Notice that in the previous example, the generator does not depend on z. In that setting, another result is derived [3] involving so-called second order conditions. However, Example 3.5 provides a counter-example to [3, Theorem 3.6] . Indeed, the second-order conditions proposed in [3, Theorem 3.6] entails that Y t admits a density, when t = 1 2 , so in particular at t = 2 − √ 3. However from (3.4), Y 2− √ 3 = 0. This example proves that [3, Theorem 3.6] has to be modified. We refer the reader to Example 3.7 below for more details and we propose a corrected version of [3, Theorem 3.6] , in which the modified second-order conditions are sufficient, and necessary in the special situation of Example 3.5.
Consider the FBSDE (2.1) when h does not depend on z and define:
The following theorem corrects Theorem 3.6 in [3] .
and (D1) hold and set K := k y + k b . If there exists A ∈ B(R) such that P(X T ∈ A|F t ) > 0 and one of the two following assumptions holds
then the first component Y t of the solution of BSDE (2.1) has a law which is absolutely continuous with respect to the Lebesgue measure.
Proof. We reproduce the proof of [3, Theorem 3.6] and provide a correction to their argument when necessary. We show that DY t H > 0, P−a.s. Denote for notational simplicity Θ :
, we deduce that The product ψ t ζ t can be rewritten as follows
, from which we obtain
Let Q be the probability measure defined by dQ dP := M T , which is a positive martingale since σ x is assumed to be bounded. By Girsanov's theorem, the stochastic process
ds is a Brownian motion under Q. Therefore, it is enough to show that under (H+)
in order to obtain γ Yt > 0, P−a.s.. Once more, we follow the original proof of [3, Theorem 3.6],
Integration by parts formula applied to E · h x (·, Θ · ) in the second summand above leads to
However, note that under Q, W is not a Brownian motion and one needs to express the stochastic integrals in terms of W ′ . We obtain
By the first inequality of (H+), we have:
Using (3.7), we get:
Then, for any t ∈ [0, T ], if (H+) holds, the first component Y t of the solution of BSDE (2.1) has a probability distribution which is absolutely continuous with respect to the Lebesgue measure. The proof is similar if (H−) is satisfied.
Example 3.7. We go back to Example 3.5 with g ≡ Id. and h(s, x, y, z) = (s − 2)x which does not depend on z. On the one hand, we know from (3.4) that for all t ∈ (0, 1], the law of Y t has a density except when t = 0 or t = 2 − √ 3. On the other hand, our conditions in Theorem 3.6 read:
from which (H+) becomes:
and (H−) becomes:
We hence conclude in view of Theorem 3.6 that the law of Y t has a density for every t ∈ (0, 1] \ {2 − √ 3}. Note also that in this particular example, Condition (H+) and Condition (H−) are sufficient and necessary to obtain the existence of a density for Y . Finally, we emphasize once more that the counterpart of Condition (H−) in [3, Theorem 3.6] gives that whenever 2t − 1 < 0, Y t admits a density, which is clearly satisfied for t = 2 − √ 3. However we know that Y 2− √ 3 = 0. This example proves that [3, Theorem 3.6] has to be modified.
The quadratic case
We now turn to the quadratic case and provide an extension of Theorem 3.3. Note however that the assumptions of this theorem do not find immediate counterparts in the quadratic setup since the latter involves the Lipschitz constant of h with respect to the z variable (see Remark 3.10). We also emphasize that unlike in the previous section where we merely extended existing results on the existence of densities for the Y component in the Lipschitz framework, the quadratic case we consider here was open until now.
Theorem 3.8. Fix t ∈ (0, T ] and assume that (A)(i), (Q) and (D1) hold. If there is A ∈ B(R) such that P(X T ∈ A | F t ) > 0 and one of the following assumptions holds (see
Proof. To simplify the notations for any s in [0, T ], we set Θ s := (X s , Y s , Z s ). We set K := k b ∨k y ∨k σ . We assume that (Q+) is satisfied (the proof with (Q-) follows the same lines, so we omit it). According to Bouleau-Hirsch's criterion, it is enough to show that γ Yt := T 0 |D r Y t | 2 dr > 0, P-a.s. As in the proof of Theorem 3.6, Let Q the probability measure equivalent to P with density dQ dP := M T . Indeed, M is a martingale as · 0 (σ x (s, X s ) + h z (s, Θ s ))dW s is a BMO martingale due to the boundedness of σ x (by (A)) and the fact that |h z (s, Θ s )| ≤ C(1 + |Z s |) (by (Q)) and from the BMO property of · 0 Z s dW s (by Proposition 3.1). We therefore have:
Using (Q+), we know that:
Thus,
where the last inequality is due to Cauchy-Schwarz inequality. Besides, according to Assumption
Given that the law of X T is absolutely continuous with respect to the Lebesgue measure, we deduce that E g ′ (X T )ψ T ζ T + Remark 3.9. Under (A)(i), (Q) or (L), and (D1) and if g ′ ≥ 0 and h(t) ≥ 0 (resp. g ′ ≤ 0 and h(t) ≤ 0) for t ∈ [0, T ], we deduce that for all 0 < r ≤ t ≤ T , D r Y t ≥ 0 (resp. D r Y t ≤ 0) and the inequality is strict if there exists A ∈ B(R) such that P(X T ∈ A|F t ) > 0 and g ′ |A > 0 (resp. g ′ |A < 0).
Remark 3.10. Conditions (Q+) and (Q−) are stronger than (H+) and (H−), due to the unboundedness of h z , which prevents us from reproducing the same proof than in [3] . Indeed, in this framework the quantity appearing for instance in (H+) becomes:
whose sign for every K ≥ 0 depends strongly on those of g ′ and h x . This is why we must use the stronger conditions (Q+) and (Q−).
Remark 3.11. In [7, Corollary 3.5] comonotonicty conditions on the data of a BSDE under Assumption (Q) are given so that Z t ≥ 0, P−a.s., ∀t ∈ [0, T ]. In addition, the authors claim that strict comonotonicity entails that Z t > 0, which implies by Bouleau-Hirsch criterion that the law of Y t has a density with respect to the Lebesgue measure. However, we do not understand their proof and it is not true that an increasing mapping which is differentiable has a positive derivative everywhere (even if one relaxes it by asking for a positive derivative λ−almost everywhere) and one needs an extra assumption to prove that the derivative does not vanish. Indeed, take any closed set of positive Lebesgue measure with empty interior (for instance the Smith-Volterra-Cantor set on R). By Whitney's extension Theorem there exists a differentiable increasing map whose derivative vanishes on this set.
Existence of a density for the control variable Z
We now turn to the problem of existence of a density for the marginal laws of Z. This question was studied in [1] when the generator is linear in z, that is to say h(t, x, y, z) =h(t, x, y) + αz, which is from our point of view a too stringent assumption since by a Girsanov transformation this equation basically reduces to a BSDE with a generator which does not depend on z. In this section, we consider a general function h satisfying Assumption (L) or (Q). The following result will be crucial for us, and relies heavily on the Markovian framework we are working with. 
In addition, Z admits a continuous version given by
Remark 4.2. Although the above proposition is completely proved in [19] in the Lipschitz case, we did not find a proper reference in the quadratic case, except for [12] which proves the result under Assumption (Q), with the exception that u is only shown to be in C 1,1 . Nonetheless, one can still obtain the required result by proving that Theorem 3.1 of [19] still holds for a BSDE with a driver which is uniformly Lipschitz in y and stochastic Lipschitz in z with a Lipschitz process in H 2 BMO (which is exactly the case of the BSDE satisfied by the Malliavin derivative of Y ). This can be achieved by following exactly the steps of the proof of Theorem 3.1 in [19] , where the a priori estimates of their Lemma 2.2 have to be replaced by those given in Lemma A.1 of [12] .
Note that by definition, Z is an element of H 2 . As a consequence, for any fixed element t in [0, T ], the random variable Z t is not uniquely defined, which makes the density analysis ill-posed. However, by the previous proposition, Z admits in our framework a continuous version. From now on, we will always consider this version. In view of Proposition 4.1, the chain rule formula implies that Y t belongs to D 2,2 and
The following Lemma is due to Ma and Zhang in [19, Lemma 2.4] in the Lipschitz case (and to Pardoux and Peng [24] for the representation of Z as a Malliavin trace of Y see (4.3) below), and can readily be extended to the quadratic case using the same arguments as in Remark 4.2 above.
Lemma 4.3. Under assumptions (A)(i), (L) or (Q), (D1) and (D2)
, there exists a version of (D r X t , D r Y t , D r Z t ) for all 0 < r ≤ t ≤ T which satisfies:
where (∇X, ∇Y, ∇Z) is the solution to the following FBSDE: 
The Lipschitz case
Let t ∈ (0, T ] and A ∈ B(R). We set:
h xx (t, x, y, z).
Theorem 4.4. Let Assumption (A)(i), (L) and (D2) hold. Let 0 < t ≤ T and assume moreover
• There exist (a, a) ∈ (0, +∞), such that a ≤ D r X u ≤ a, for all 0 < r < u ≤ T ,
If there exists a set A ∈ B(R) such that P(X T ∈ A|F t ) > 0 and such that
and
then, the law of Z t has a density with respect to the Lebesgue measure.
Proof. Under the assumptions of Theorem 4.4, we obtain for 0 < r, s < t ≤ T :
LetP be the probability equivalent to P such that 1 :
where h z is bounded thanks to Assumption (L). UnderP defined by (4.5), we obtain:
1 It is exactly here that the proof change under Assumption (Q). Indeed, under these assumption t 0 hz(s, Θs)dWs is a BMO-martingale, then we can defineP as in (4.5).
By standard linearization techniques, we obtain:
Then, using Remark 3.9, Lemma 4.3 and our assumptions we obtain:
We deduce that:
Using the fact that D 2 Y t is symmetric, the chain rule formula, (4.1) and (4.2) and the fact that lim sրt D 2 r,s X t = σ ′ (t, X t )D r X t , we have that lim sրt D 2 r,s Y t = D r Z t , from which we deduce that D r Z t > 0, P − a.s. Then according to Bouleau and Hirsch's Theorem, we conclude that the law of Z t has a density with respect to the Lebesgue measure. 
Proof. Once again we set Θ s := (X s , Y s , Z s ). We know that for all 0 < r ≤ t ≤ T :
Then (D r Y, D r Z) satisfies a linear BSDE which does not depend on r and by the unicity of the solution we deduce that for all 0 < r, s
Let us now consider the following assumptions:
(C+) h zz ≥ 0 and h xz = h yz ≡ 0.
Under Assumption (C+) or (C−), we recall that:
We set θ = (x, y, z), and
(s, w, x, y, z,z).
Theorem 4.8. Assume that (M ), (L) and (D2) are satisfied and that there exists A ∈ B(R) such that P(X T ∈ A|F t ) > 0 and one of the two following assumptions holds:
Then, the law of Z t is absolutely continuous with respect to the Lebesgue measure on R.
Proof. Using Proposition 4.7, we recall that:
Then the proof follows exactly the same line as the one of Theorem 4.4.
Remark 4.9. Condition (M ) is not incompatible with the fact that the process X is a solution to a SDE. Indeed, let σ be in C 2 (R) with bounded first and second derivatives. Then, according to Doss and Sussmann's Theorem (see [8] , [13, Proposition 5.2.21] ), the one-dimensional SDE
has a unique solution, given by X t = ϕ(t, W t ), 0 ≤ t < ∞, where ϕ : R 2 → R is a continuous function satisfying
The quadratic case
In this section, we obtain existence results for the density of Z under Assumption (Q). We actually have exactly the same type of results as in the Lipschitz case with similar proofs, which highlights the robustness and flexibility of our approach. Let us detail first the changes that we have to make.
Under (Q), using the fact that for all [14] , the stochastic exponential of · 0 h z (s, Θ s )dW s is a uniformly integrable martingale and we can apply Girsanov's Theorem. We also emphasize that in (Q), g is not assumed to be twice continuously differentiable. Indeed, to recover the BMO properties linked to quadratic BSDEs (and thus in order to be able to apply the above reasoning), g needs to be bounded, which is incompatible with g convex (or concave). Nevertheless, there exist terminal conditions g which are twice differentiable almost everywhere on the support of the law of X T (which is some closed subset of R), such that their second-order derivative have a given sign there. • There exist (a, a) s.t., 0 < a ≤ D r X u ≤ a, for all 0 < r < u ≤ T .
• There exists b s.t., 0 ≤ D 2 r,s X u ≤ b, for all 0 < r, s < u ≤ T .
• (C+) holds and h y ≥ 0.
• h xy = 0 or (h xy ≥ 0 and g ′ ≥ 0, L(X T )-a.e.).
If there exists A ∈ B(R) such that P(X T ∈ A|F t ) and such that:
Proof
whereP is the equivalent probability measure to P with density
given that · 0 h z (u, Θ u )dW u is a BMO-martingale and using Theorem 2.3 in [14] . Then the proof is similar to that of Theorem 4.4.
We give also a theorem under Assumption (M):
Theorem 4.11. Assume that (M ), (Q) and (D2) are satisfied and that there exists A ∈ B(R) such that P(X T ∈ A|F t ) > 0 and one of the two following assumptions holds:
Then, the law of Z t is absolutely continuous with respect to the Lebesgue measure.
The proof is the same as the proof of Theorem 4.8 using the BMO property of · 0 Z s dW s , we therefore omit it. We now turn to the simplest case of quadratic growth BSDE and verify that it is covered by our result.
Example 4.12. Let us consider the following BSDE
where g is bounded. According to Theorem 4.10 with a = a = 1, b = 0 and h xx = 0, we deduce that for all t ∈ (0, T ], the law of Z t has a density with respect to the Lebesgue measure if g ′′ ≥ 0, λ(dx)-a.e. and if there exists A ∈ B(R) with positive Lebesgue measure such that g ′′ |A > 0. We emphasize that, as a sanity check, this can be verified by direct calculations. Indeed, using the fact that if
which does not depend on r. Then according to Proposition 4.3,
. Take 0 < r < t ≤ T , then:
Using Cauchy-Schwarz inequality, if g ′′ ≥ 0, λ(dx)-a.e. and if there exists A ∈ B(R) with positive Lebesgue measure such that g ′′ |A > 0, we deduce that for all t ∈ (0, T ], Z t has a density with respect to the Lebesgue measure by Theorem 2.4.
Density estimates for the marginal laws of Y and Z
Up to now, the density estimates obtained in the literature relied mainly on the fact that the framework considered implied that the Malliavin derivative of Y was bounded. Hence, using the Nourdin-Viens' formula (or more precisely their Corollary 3.5 in [20] ), it could be showed that the law of Y has Gaussian tails. Although such an approach is perfectly legitimate from the theoretical point of view, let us start by explaining why, as pointed out in the introduction, we think that this is not the natural framework to work with when dealing with BSDEs. Consider indeed the following example.
Example 5.1. Let us consider the FBSDE (2.1), with T = 1, g(x) := x 3 , h(t, x, y, z) := 3x, b(t, x) = 0, σ(t, x) = 1 and X 0 = 0. Then, simple computations show that the unique solution is given by
. Then, both Y t and Z t have a law which is absolutely continuous with respect to the Lebesgue measure, for every t ∈ (0, 1], but neither Y t nor Z t has Gaussian tails.
Moreover, when it comes to applications dealing with generators with quadratic growth, assuming that the Malliavin derivative of Y is bounded implies that the process Z itself is bounded as Z t = D t Y t , which is seldom satisfied in applications, since in general, one only knows that Z ∈ H 2 BMO . One of the main applications of the results we obtain in this section is the precise analysis of the error in the truncation method in numerical schemes for quadratic BSDEs, introduced in [11] and studied in [5] . We recall that according to Proposition 4.1 there exists a function v :
Since we want to study the tails of the laws of Y and Z, we will assume from now on that the support of these law is R, which implies that neither v nor v ′ is bounded from below or above. Moreover, we emphasize that throughout this section, we will assume that Y t and Z t do have a law which is absolutely continuous, so as to highlight the conditions needed to obtain the estimates. Throughout this section we assume that X t = W t in (2.1) (that is X 0 = 0, σ ≡ 1, b ≡ 0).
Preliminary results
We will have to study the asymptotic growth of v and v x in the neighborhood of ±∞. To this end, we introduce for any measurable function f : R → R the following two kinds of growth rates:
Lemma 5.2. Let f ∈ C 1 (R). Assume that for all x ∈ R, f ′ (x) > 0. If 0 < α f < +∞ then for all positive constant 0 < η < α f :
where f (−1) is the inverse function of f .
Proof. Using the definition of α f , we deduce that for all η > 0,
Since f and f (−1) are increasing and unbounded from above and below, we deduce that there exists x > 0 such that for all x ≥ x, f (x) and f (−1) are positive. Then, for all M > 0, there exists
This implies directly that lim sup y→+∞ f (−1) (y)
The proof is similar when y goes to −∞.
It is rather natural to expect that for well-behaved functions f ∈ C 1 (R), α f = α f and α f = α f ′ + 1. However, the situation is unfortunately not that clear. First of all, this may not be true if f is not monotone. Indeed, let f (x) := x 2 sin(x), then α f = α f = 2. Furthermore, the strict monotonicity of f is not sufficient either. Without being completely rigorous, let us describe a counterexample. Consider a function f defined on R + , equal to the identity on [0, 1], which then increases as x 4 until it crosses x −→ x 2 for the first time, which then increases as x 1/2 until it crosses x −→ x for the first time and so on. Finally, extend it by symmetry to R − . Then, it can be checked that
A nice sufficient condition for the aforementioned result to hold is that f ′ is a regularly varying functions (see [4] and [25] ).
Lemma 5.3. Assume that f ′ is equivalent in +∞ (resp. in −∞) to a regularly varying function with Karamata's decomposition x β L 1 (x) where L 1 is slowly varying (resp. x β L 2 (x) where L 2 is slowly varying) and where β > 0. Then (i) f is equivalent in +∞ (resp. in −∞) to a regularly varying function with Karamata's decomposition x β+1 L 1 (x) where L 1 is slowly varying (resp. x β+1 L 2 (x) where L 2 is slowly varying).
(
Proof. By Karamata's Theorem (see Theorem 1.5.11 in [4] with σ = 1), for any x 0 ∈ R:
In addition, f ′ is equivalent to a regularly varying function with Karamata's decomposition x β L 1 (x) when x → +∞, hence in view of (5.1), there exists a function L 1 (equivalent to a constant times L 1 at +∞) slowly varying such that f is equivalent when x → +∞ to a regularly varying function with Karamata's decomposition x β+1 L 1 (x). The same result holds when x → −∞. We now show (ii). According to Proposition 1.3.6 (v) in [4] and (i), we deduce that:
A general estimate
From now on, for a map (t, x) −→ v(t, x), v ′ (t, x) will denote for simplicity the derivative of v with respect to the space variable. The following general theorem gives us density estimates for the tails of the law of random variables of the form v(t, W t ) and will be used to obtain estimates for the laws of Y t and Z t .
, that v is unbounded in x both from above and from below, that v ′ > 0, α v ∈ (0, +∞), α v ′ < +∞ and that there existα > 0 and K > 0 such that:
Then, the law of P t has a density with respect to the Lebesgue measure, denoted by ρ t , and for all ε, ε ′ > 0 there exist two positive constants M (ε ′ ) and M ′ (ε, ε ′ ) such that for every y ∈ R
3) and
Proof. Notice immediately that since the map x −→ v(t, x) is in C 1 (R) and increasing, the law of P t clearly has a density. We prove inequalities (5.3) and (5.4) using Nourdin and Viens' formula (see Theorem 2.5).The rest of the proof is divided into three steps.
Step 1: Given that for all 0 < r ≤ t ≤ T , D r P t = v ′ (t, W t ), the function g Pt defined by (2.5) becomes
with 2 Φ Pt (W ) := v ′ (t, W t ) and where Φ a Pt (W ) := Φ Pt (e −a W + √ 1 − e −2a W * ) with W * an independent copy of W defined on a probability space (Ω * , F * , P * ) where E * is the expectation under P * (Φ Pt being extended on Ω × Ω * ). Letting φ(z) :=
2t , we get that
(5.5)
Step 2: Upper bound for g Pt
Recall that for all ε > 0, there exists a positive constant C(ε), which may vary from line to line, such that:
Then, using (5.5) we get:
Step 3: Lower bound for g Pt Using Assumption (5.2) and (5.5) we have that
Noticing that | √ 1 − e −2a z|α ≤ |z|α, and that there exists C(α) > 0 such that
we deduce that:
Hence:
Since we know that for all ε ′ > 0, there exists a constant µ(ε ′ ) > 0 such that for all x ∈ R:
we finally get Relation (5.4) for some M (ε ′ ) > 0. We conclude using Nourdin and Viens' formula.
Corollary 5.5. Let the assumptions in Theorem 5.4 hold, with the same notations. Assume moreover that 0 ≤ α v ′ < α v < +∞. Then there exist ε 0 , ε ′ 0 > 0, y 0 > 0 and γ ∈ (0, 1) such that for any |y| > y 0 :
7) and
Proof. Let us define for any ε, ε ′ > 0
Since we assumed that 0 ≤ α v ′ < α v < +∞, we can deduce using Lemma 5.2 that there exist some
We start with (5.7). We have from Theorem 5.4
.
We notice that lim
so that there exists x 0 large enough such that
′ t|x| 2γ when |x| ≥ x 0 . Hence, since γ ∈ (0, 1), we know that we can find some y 0 > 0 large enough such that if |y| > y 0
from which (5.7) follows directly. Similarly, increasing y 0 if necessary, we have that for |y| > y 0
Using the fact that the function
is convex, we deduce that for y 0 large enough
Moreover, since lim
= 1, we obtain for x large enough
Then, we have that for |y| ≥ y 0
Hence,
, from which the second inequality (5.8) follows directly using (5.4).
Finally, we have the following theorem, which is a simple application of the results obtained above in the special cases where we take the random variables (Y t , Z t ) solutions to the BSDE (2.1) when they can be written Y t = v(t, W t ) and Z t = v ′ (t, W t ).
Theorem 5.6. Let (Y, Z) be the solution to the BSDE (2.1) (which is assumed to exist and to be unique). Assume that there exists a map v ∈ C 1,2 such that Y t = v(t, W t ).
then, denoting ρ Yt the density of the law of Y t , there exists y 0 > 0, C 1 , C 2 > 0, p 1 ∈ (0, 2) and p 2 > 0 such that for any |y| > y 0
(ii) If in addition, v ′′ > 0, 0 ≤ α v ′′ < α v ′ < +∞ and there exist K > 0,α > 0 such that v ′′ (t, x) ≥ 1/(K(1 + |x|α)) then, denoting ρ Zt the density of the law of Z t , there exists Z 0 > 0, C 1 , C 2 > 0, p 1 ∈ (0, 2) and p 2 > 0 such that for any |z| > z 0 
Verifying the assumptions of Theorem 5.6
In this subsection, we give some conditions which ensure that the assumptions in Corollary 5.5 hold. We recall that under Assumptions (A)(i), (L) or (Q), (D1) and according to Proposition 4.1, there exists a map u : [0, T ] × R → R in C 1,2 such that Y t = u(t, W t ), t ∈ [0, T ], P−a.s., and Z admits a continuous version given by Z t = u ′ (t, W t ), t ∈ [0, T ], P−a.s., assuming that σ ≡ 1 and b ≡ 0 in the studied FBSDE (2.1). Moreover we suppose for simplicity that the generator h of BSDE (2.1) depends only on z, and that u ′ and u ′′ are 3 in C 1,2 . By a simple application of the non-linear Feynman-Kac formula (see for instance [24] ), and by differentiating it repeatedly, it can be shown that u, u ′ and u ′′ are respectively classical solutions of the following PDEs:    −u t (t, x) − 1 2 u xx (t, x) − h(t, u x (t, x)) = 0, (t, x) ∈ [0, T ) × R u(T, x) = g(x), x ∈ R, (5.9) We show in the following proposition and its corollary that under some conditions on g, g ′ , g ′′ and h, h z , the assumptions in Theorem 5.6 are satisfied. We emphasize that this is only one possible set of assumptions, and that the required properties of u and its derivatives can be checked on a case by case analysis.
Proposition 5.7. Let u, u ′ and u ′′ be respectively the solution to (5.9), (5.10) and (5.11) and assume that a comparison theorem holds for classical super and sub-solutions of these PDEs, in the class of functions with polynomial growth. Assume that there exist (ε, C, C) ∈ (0, 1) × (0, +∞) 3 , such that for all x ∈ R C(1 + |x| 1−ε ) ≤ g(x) ≤ C(1 + |x| 1+ε ).
Assume moreover that h is non-positive and that there exist (ε ′ , D, D) ∈ (0, ε) × (0, +∞) 2 s.t.
Assume that there exist (B, B) ∈ (0, +∞) 2 such that for all x ∈ R B ≤ g ′′ (x) ≤ B, and 0 ≤ h zz (t, x) < 1 4BT
Assume finally that there exist λ ∈ (0, ε −1 − 1] and C > 0 such that |h z (t, z)| ≤ C(1 + |z| λ ), then for all (t, x) ∈ [0, T ] × R,
Proof. Let ϕ(t, x) :=C(T − t) + Ck ε (x), where k ε (x) is in C ∞ (R), coincides with the function (1 + |x| 1+ε ) outside some closed interval centered at 0 and is always greater than (1 + |x| 1+ε ).
We show that ϕ is a (classical) super-solution to (5.9) for some positive constantC large enough. Indeed we can chooseC > 0 such that for any (t, x) ∈ [0, T ) × R −ϕ t (t, x) − Moreover, by the assumption made on g, we clearly have for all x ∈ R, g(x) ≤ Ck ε (x), so that we deduce by comparison that for all (t, x) ∈ [0, T ] × R:
u(t, x) ≤ Ck ε (x) +C(T − t). Now, we let φ(t, x) := −C 1 (T − t) + Cκ ε (x) for (t, x) ∈ [0, T ) × R, where κ ε (x) is in C ∞ (R), coincides with the function (1 + |x| 1−ε ) outside some closed interval centered at 0 and is always smaller than (1 + |x| 1−ε ). We show that φ is a classical subsolution to (5.9) for some positive constantC 1 large enough. We have − φ t (t, x) − 1 2 φ xx (t, x) − h(t, φ x (t, x)) = −C 1 + 1 2 Cκ ′′ ε (x) − h(t, φ x (t, x)). (5.12)
Given that the quantity h(t, φ x (t, x)) = h(t, Cκ ′ ε (x)) is bounded because lim |x|→∞ κ ′ ε (x) = 0 and h is continuous, we can always chooseC 1 so that (5.12) is non-positive. Then, since we clearly have for all x ∈ R, g(x) ≥ Cκ ε (x), we deduce by comparison that for all (t, x) ∈ [0, T ] × R:
u(t, x) ≥ Cκ ε (x) +C 1 (T − t).
Corollary 5.8. Consider the FBSDE (2.1) and assume that for all t ∈ [0, T ] X t = W t and h depends only on z. Let u(t, X t ) := Y t and assume that u ∈ C 1,2 , u ′ ∈ C 1,2 and u ′′ ∈ C 1,2 . Let the assumptions of Proposition 5.7 hold, and assume moreover that ε ∈ (0, 1 2 ). Then, the assumptions of Theorem 5.6 hold.
Proof. According to Proposition 5.7, α u ≥ 1 − ε, α u ′ ≤ ε and u ′ (t, x) ≥ D, (t, x) ∈ [0, T ] × R. From the fact that ε is smaller than 1/2, we deduce that 0 ≤ α u ′ < α u < +∞. Moreover, 0 = α u ′′ < ε ′ ≤ α u ′ .
