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1. INTRODUCTION 
Let X be a real or complex Banach space, with X # (0) and let 
23(X) be the algebra of all bounded linear operators mapping X into 
itself. The object of this paper is to study in a general fashion the 
representations of a(X) in an arbitrary Banach space Y (i.e., bounded 
algebra homomorphisms of d(X) into B(Y) which preserve the 
identity operator). The abstract theory of primitive rings when 
applied to d(X) affords a starting point for such a study, and is 
employed in Section 2 to develop an approach which lends itself to
the topological considerations of functional nalysis. A key feature 
in this circle of ideas is the notion of quotient-faithful representation; 
such a representation possesses a high degree of faithfulness. It is
shown in Section 2 that any representation of B(X) in Y has a largest 
quotient-faithful subrepresentation and a largest nonfaithful sub- 
representation (referred toin the sequel as the type-l and type-2 
subrepresentations, respectively), and, by restricting X mildly, 
pleasant properties of these subrepresentations are obtained. 
Some examples are given in Section 3 to illustrate the relationships 
which can occur in particular instances between the type-l and 
type-2 subrepresentations, and, inSection 4, criteria are given which 
ensure that arepresentation of 123(X) inY will be the direct sum of its 
subrepresentations of type 1 and type 2. 
With representation theory as motivation, attention isgiven in 
Section 5 to ideal theory, and a method of producing some ideals in 
B(X) is introduced (see Theorem 5.6 below). The results ofSection 5 
are applied to some concrete function spaces in Section 6. 
The situation when X and Y are complex Hilbert spaces has been 
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considered in [25]. Th e work presented below has arisen as an 
attempt o extend to the general setting the basic features ofthe 
study in [25]. 
Throughout what follows the field of scalars can be real or complex, 
unless pecific mention is made to the contrary. The term subspace 
will mean closed linear manifold. The term operator will be used to 
indicate a continuous linear t ansformation with range contained inits 
domain. If A is a subset of the domain of the functionf, thenf 1 A will 
denote the restriction off to A. The identity operator fa topological 
linear space S will be designated byIS , and, where there is no danger 
of confusion, the subscript S will be deleted. For Banach spaces X
and Y, we only deal with representations of d(X) in Y with the 
understanding that X # {0}, and, as indicated earlier, such a 
representation p isby definition a bounded algebra homomorphism 
of B(X) into d(Y) such that p(l) = I. In this connection itshould be 
observed that if v is any algebra homomorphism of d(X) into b(Y), 
then the range R and the null space N of the bounded projection v(l) 
satisfy 
(i) R is invariant under each v(T), T E 23(X), and v(l) jR = IR . 
(ii) Each v(T) annihilates N. 
It is apparent hat from the general standpoint a fruitful study of v 
should concentrate on the subspace R. This remark allows one to 
confine himself to homomorphisms which preserve the identity 
operator, and it is for this reason that such preservation s required 
in the definition of representations of 23(X). 
If p is a representation of b(X) in Y, then a subspace W of Y such 
that p(T)WC IV, for T E 23(X), is called p-invariant, and the 
representation T E !B(X) + p( T)I W is denoted by p 1 W and called 
the subrepresentation induced in IV, or (by abuse of language) the 
restriction of pto IV. Moreover, for each T E d(X), there is a well- 
defined operator pw( T) on Y/W given by 
Pw(WY + w = f(T)Y + w, y E Y. 
The map T + pw( T) is a representation of 23(X) in Y/W. One has 
for each T that I/ p(T) IW][, jl pw(T)II < I/ p(T)II, and consequently 
II P I WII, II Pw II < II P II. 1 n conclusion, we note that there is a partial 
ordering ofthe subrepresentations of p defined by setting p I W < p I Z 
if and only if WC 2. 
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2. THE TYPE-~ AND TYPE-~ SUBREPRESENTATIONS 
Throughout this paper, all modules are left modules, and any 
module M over a ring with identity 1 will be required to satisfy the 
condition that lm = m, for all m E M. A module will be called simple 
if it has only itself and (0) as submodules, and will be called faithful 
provided 0 is the only ring element which annihilates hemodule, 
Primitivity of a ring will always mean left primitivity; hus a ring 
will be primitive ifand only if it has a faithful, simple module. We 
recall that the socle G(A) of a ring A is defined as the sum of all 
minimal left ideals of A, and is known to be a two-sided ideal of A 
(if A has no minimal left ideals, G(A) = (0)). In what follows, 
whenever we discuss two sets S and T in a context in which products st 
for arbitrary s E S, t E T are defined, aswell as sums of such products, 
we shall employ the standard device of using the symbol ST for the 
set of all finite sums of such products. 
In the first part of this section (through 2.8) we develop some 
elementary facts of algebra in a form suitable for our purposes. The 
following consequence of Schur’s lemma is well-known (see, for 
example, [27]). 
2.1. THEOREM. If A is a primitive ring with G(A) + (O}, then 
every faithful simple A-module is A-isomorphic toany minimal eft 
ideal of A. It follows that for each minimal eft ideal Iof A, I2 = I. 
Hence [G(A)12 = G(A). 
Also well-known is 
2.2. THEOREM. (See, for example, [9], [27].) IfA is a primitive ring, 
then G(A) is contained inevery nonzero two-sided i eal of A. In 
particular, ;f G(A) # {0}, an A-module M is nonfaithful if and only 
;f G(A) M = (0). 
DEFINITION. A module M is called quotient-faithful (abbreviated 
q.f.) if and only if for each submodule NS M, the quotient module 
M/N is faithful. 
2.3. THEOREM. Let A be primitive with G(A) # (0). An A-module 
M is q.f. if and only if G(A)M = M. 
Proof. Assume M q.f. Clearly G(A)(M/G(A)M) = {O}. Since 
M/G(A)M is not faithful, G(A)M = M. Conversely, suppose 
G(A)M = M, and N is a submodule of M such that M/N is not 
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faithful. By 2.2 G(A)(M/N) = {0}, or, G(A)M C N. Hence M = N, 
and M is q.f. 
2.4. COROLLARY. Let A be primitive with nonzero socle. Then for 
any A-module M, G(A)M is the largest q.f. submodule of M. 
Proof. It is clear from 2.3 that we need only show that G(A)M is 
a q.f. submodule. But obviously G(A)[G(A)M] = G(A)M, since 
[W412 = WA), and so, again by 2.3, G(A)M is q.f. 
Let us recall that if A is a ring, M’, N modules over A with M simple, 
then the sum of all submodules of N A-isomorphic toM is called the 
isotypic component of N of type M ([6], p. 33). If A is primitive and 
possesses a minimal eft ideal I, then for any A-module Nit is clear from 
2.1 that asubmodule of N is isomorphic toI if and only if the submodule 
is simple and faithful. Thus in this case the isotypic omponent 
of N of type I is the sum of all simple faithful submodules of N. 
2.5. THEOREM. Let A be primitive with G(A) f (0). If M is an 
A-module, then G(A)M is the sum of all faithful simple submodules 
of M-i.e., the isotypic component of M of type I, , where I, is any 
minimal eft ideal of A. 
Proof. Let 5’ be the sum of all faithful simple submodules of M. 
If N is a faithful simple submodule, then N is A-isomorphic tosome 
minimal eft ideal I of A. Since I= 12, it follows that N = INS G(A)M. 
Thus S 2 G(A)M. T o s ow the reverse inclusion, it suffices to observe h 
that if I is a minimal left ideal of A, m, E M, and Im, # {0), then 
Im, is A-isomorphic toI. This observation is immediate from Schur’s 
lemma. 
DEFINITION. Let A be a ring, and M an A-module. We denote by 
ann,G(A) the set {m E M 1 am = 0, for all aE G(A)). 
If A is a primitive ring with G(A) # (O}, then for each A-module 
M, it is clear that ann,G(A) is the largest non-faithful submodule 
of M. Obviously for any module M over an arbitrary ring A one has: 
2.6. G(A)M = {0} if and only ifann,G(A) = M. 
2.7. THEOREM. If A is primitive, and G(A) # {0}, then for each 
A-module M, 
[G(A)M] n U?mMG(A) = (0). 
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Proof. Let N = [G(A)M] n ann,G(A). Clearly N is a non- 
faithful submodule of G(A)M. By 2.5-and by [6], Proposition 8,
p. 33-N is A-isomorphic toa direct sum of faithful, simple sub- 
modules of M. Since N is nonfaithful, it must be (0). 
2.8. COROLLARY. Under the hypotheses of 2.7, G(A)M C ann,G(A) 
implies that G(A)M = (O}, or, equivalently expressed, that 
ann,G(A) = M. 
Throughout the remainder of this paper, except as otherwise 
indicated, X and Y will be fixed Banach spaces, arbitrary except hat 
X # {0}, and p will be an arbitrary epresentation of B(X) in Y. 
G?(X) (resp. 3(X)) will denote the ideal of compact operators (resp. 
of operators offinite rank) on X. 
Clearly X and Y can be regarded as b(X)-modules under the 
respective compositions: 
T . x = TX, for T E B(X), XEX, 
T - Y = /WY, for T E B(X), y E Y. 
When X and Y are spoken of as modules, it will be understood that 
they are being regarded as %(X)- modules. Since for x E X, x # 0, 
%(X)x = X, it is evident hat X is a simple module. X is also a 
faithful module, and thus the well-known fact hat d(X) is a primitive 
ring is immediate. It is also well-known that G(B(X)) = g(X) 
(see [9]), and, in particular, G@(X)) # (0). 
The obvious tool for using p to translate features ofX into facts 
about Y is the isotypic component of Y of type X, since this isotypic 
component is the sum of all submodules of Y (i.e., p-invariant linear 
manifolds) which are module-isomorphic to X. In the next theorem 
we observe that some desirable topological properties for this isotypic 
component are automatic. Inparticular,  submodule of Y which is 
B(X)-isomorphic toX (equivalently, in view of 2.1, simple and 
faithful) is necessarily c osed. We shall denote the isotypic component 
of Y of type X by Yx(p). Some further notation will also be used.as 
follows. The normed conjugate space of X will be designated bythe 
symbol X*, and, for x E X, x* E X*, x* @ x will be the operator 
defined by: 
(ix* 0 x).2 = x*(z)x, for all z E X. 
2.9. THEOREM. (1) If 9 z to> is a submodule of Y, and is the 
image of X under a B(X)-homomorphism, then 3’ is closed, and any 
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%(X)-homomorphism A of X onto 3’ is a one-to-one bicontinuous linear 
transformation of the Banach space X onto the Banach space 3’. 
(2) Yx(p) can be written as an algebraic direct sum 
Yx(f) = c 04 > 
iPJ 
where J is a (possibly injinite) index set, and each Ni is a p-invariant 
subspace such that the subrepresentation p 1 Jl/“i isequivalent tothe 
identity representation of b(X) in X. 
Proof. To prove (1) we first how that A, which is clearly inear, 
is continuous. Pick x E X, x* E X* so that x*(x) = 1. For z E X we 
have 
AZ = A[(x* @ x)x] = p(x* 0 z) Ax, 
II f&z II < II Ax II I PII I x* II I zIl. 
To complete the proof of (1) we show that A is one-to-one with a 
continuous inverse. We employ the method of proof of [25], 
Lemma 3.2. Choose x,, EX with 11 x,, 11 = 1 and Ax,, # 0. For z E X 
with z # 0, pick z* E X* so that Z*(Z) = 1, 11 x* /I = 11 z11-l. 
Ax, = A[@* @ x0)x] = p(z* @ x0) AZ, 
II A% II < II PII I z11-l IILb II. 
Since Yx(p) is the sum of all faithful simple submodules of Y, it 
follows from [6], Theorem 1, p. 32, that Yx(p) can be expressed asa 
module direct sum & @ Mi , with each x$3(X)-isomorphic toX. 
By (1) above, each JlTi is a subspace of Y. If (li s a B(X)-isomorphism 
of X onto Mi , then again by (1) (li s a bicontinuous linear trans- 
formation fX onto A$ , and we have for xE X, T E B(X): 
Thus 
(p I 4)(T) = A6TA;1, for T E d(X). 
2.10. THEOREM. Yx(p) is the linear manifold spanned by the ranges 
of the operators p(F) for F E S(X). 
Proof. By 2.1, X is %(X)-isomorphic to any minimal eft ideal of 
b(X). The desired conclusion isimmediate from 2.5. 
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DEFINITION. p is said to be restriction-faithful (abbreviated r.f.) 
provided that for each p-invariant subspace W # (0}, p 1 W is faithful. 
By analogy with the treatment ofmodules we define quotient-faith- 
fulness of p as follows: 
DEFINITION. p is said to be quotient-faithful (abbreviated q.f.) if 
and only if for each p-invariant subspace IV: Y, pw is a faithful 
representation of B(X) in Y/IV. 
It should be noted that quotient-faithfulness of p involves inparticular 
the topological onsideration that subspaces are always closed. Itwill 
always be clear from the context whether quotient-faithfulness ref r
to modules or to representations of B(X). It is not known in general 
if quotient faithfulness of p implies that p is r.f. It will be shown in 
Section 3 that there are instances where p is r.f., but not q.f. It is 
trivial that if Y # {0}, then quotient-faithfulness or re triction- 
faithfulness of p implies faithfulness. 
We shall use the symbol Yi(p) to denote the closure of Yx(p). 
The following theorem parallels 2.3. 
2.11. THEOREM. p is q.f. ;f and only if Y = Y1(p). 
Proof. Yr(p) is clearly a p-invariant subspace of Y. Let p” be the 
representation of %5(X) ’d m uced by p in Y/ Yr(p). Itis obvious from 2.10 
that p”(F) = 0 for FE g(X). Thus if p is q.f., then since p” is not 
faithful, we must have Y = Yr(p). Conversely, suppose Y = Yr(p), 
and .A/ is a p-invariant subspace such that pN is not faithful. By 2.2, 
the kernel of pN contains s(X). Thus for each F E s(X), p(F)Y C .N. 
Since JV is closed, we have that Yi(p) CM. So JV = Y, and it 
follows that pis q.f. 
DEFINITION. The subrepresentation p 1 Yr(p) is called the type-l 
subrepresentation nd denoted by p1 . 
Thus 2.11 can be restated tosay that pis q.f. if and only if p = pi . 
Let us denote the subspace generated bya family {x,J of vectors by 
clm{x,}. Then for any p-invariant subspace IV, it is obvious from 
2.10 and 2.11 applied to p 1 IV that: 
2.12 p 1 W is q.f. if and only if 
W = clm(p(F)w / w E W, F E g(X)}. 
Since [iN-Vl” = F!G9 Y&I is the linear manifold spanned by 
8 BERKSON AND PORTA 
the vectors p(F) y for y E Yr(p), F E s(X). Hence Y1(p) = 
clm{p(F) y ) FE g(X), y E Yl(p)}. By 2.12, pr is q.f. Also by 2.12 any 
q.f. subrepresentation is majorized by pi . Thus we have the analog 
of 2.4: 
2.13. p1 is the largest q.f. subrepresentation of p. 
In contrast toYi(p) and p1 , the p-invariant subspace Ys(p) and 
the subrepresentation ps are defined as follows: 
DEFINITION. Y,(p )= nFES(Xl ker p(F), where “ker” signifies k rnel. 
P2 = P I Yz(P)* 
p2 is called the type-2 subrepresentation and is the largest nonfaithful 
subrepresentation of p.It should be noted that nonfaithfulness of p 
is equivalent to each of the equations Y = Y,(p), Y,(p) = (01, 
(by 2.6 and the discussion immediately preceeding it), and thus also 
to Y&J) = (0). Th us in the case of nonfaithful p, p1 and p2 are not 
useful. Observe also that p is r.f. if and only if Y2(p) = (0). By 2.7 
we have 
2.14. Yx(P) n Y,(P) = F-v. 
It is not known, in general, ifYi(p) and Y2(p) intersect only in 0, 
but, as will be shown later, there is a natural hypothesis onX which 
ensures that this is so. 
By 2.8 we have 
2.15. If Yl(p) s Y.&I), then Yl(p) = (0) and Yz(p) = Y -i.e., 
p is nonfaithful. 
Hence 
2.16. Yl(p) = Y2(p) ’ pl zm ies Y = (0). Thus if Y # {0}, then 
Pl f Pa * 
DEFINITION. p is said to be irreducible if and only if Y and (0) are 
the only p-invariant subspaces ofY. 
As an application of our preceding considerations we have the 
following theorem. 
2.17. THEOREM. Let p be faithful. Then if p is irreducible (in
particular, if Y is a simple module), then p is equivalent to the identity 
representation of b(X) in X. 
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Proof. Since p is faithful, Yx(p) # {0}, and so the desired result 
is immediate from conclusion (2) of 2.9. 
2.18. COROLLARY. If p is an isomorphism onto d(Y), then p is 
implemented by a bicontinuous linear t ansformation of X onto Y. 
Under the hypotheses that Y is a simple faithful module and the 
scalars are complex, 2.17 is essentially contained in[27] by applying 
[27], Corollary 2.4.15 to X and to Y. 2.18 is a result of Eidelheit [12], 
whose proof does not assume any continuity of p. 
DEFINITION. A p-invariant subspace W is said to be p-complemented 
provided Y is the direct sum of W and some p-invariant subspace. 
Henceforth, when there is no danger of confusion we shall delete p 
from the symbols Y-Jp), Y1(p), Y2(p). 
2.19. THEOREM. If Yl + Yz is closed and p-complemented, then 
Y = Y, + Y, . 
Proof. Let Y = (Yr + Y.J @ 2, with Yr + Ys closed, and 
2 a p-invariant subspace. For FE B(X), p(F)2 2 2 n Yl = (0). So 
2 & Yz . Hence 2 = (0). 
2.20. THEOREM. If Y = Y, @ Y, , then p is r.f. if and only if 
p is q.f. 
Proof. Quotient-faithfulness of p i  by 2.11, equivalent toequality 
of Y and Y, . Since Y = Y, @ Yz, the latter is equivalent to
Ya = {0}, which occurs if and only if p is r.f. 
In conjunction with the study of pr and pz , the following otion 
(see [22], p. 25) will be useful. 
2.21. DEFINITION. Let 7 be a real number, with v > 1. X is said 
to have the 71 projection approximation property if X can be written 
in the form X = u {M / ME y”> where the overbar denotes closure, 
and Y is a family of finite-dimensional subspaces of X satisfying: 
(i) for any two subspaces Mr , M, E Y there is an M3 E Y 
such that M, and Mz are contained inM3 ; 
(ii) for each ME Y there is a projection PAW E d(X) with 
PiMX = M and (1 PM 11 < 7. 
If X has the 17 projection approximation property for some 77 > 1, 
we shall call X a P.A.P. space. Examples (see [22], pp. 25 and 29) 
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of spaces known to be P.A.P. are Lp(p), p a measure, 1 < p < co; 
every separable Banach space with a Schauder basis; C(Q), the space 
of all continuous real or complex functions on a compact HausdortI 
space Q. It is apparently unknown whether there is a Banach space 
which fails to be P.A.P. (for eal scalars this fact is mentioned in [22], 
p. 251). It will be convenient to characterize P.A.P. spaces in an 
alternate form. 
2.22. THEOREM. X is P.A.P. if and only if there is a net {PT} 
satisfying 
(i) {Pr} is a uniformly bounded subset ofg(X), 
(ii) PT2 = P, , all 7, 
(iii) TV > r2 implies P,,X 2 P,,X, 
(iv) lim, ]I PJJ - F 11 = Oyfor each F E g(X). 
Proof. Suppose such a net of projections exists. For x E X, 
with x # 0, pick x* E X* such that X*(X) = 1. BY (iv), 
P7(x* @ x)x --+ (x* @ x)(x). Thus P,x -+ x. Clearly, then, 
X = IJ, P,X, and it is easy to see using the subspaces P,X and 
r = SW II f’, II, that X is P.A.P. Conversely, suppose X has the v 
projection approximation property. The set Y of 2.21 is directed by
inclusion, and, if we choose for each r E 9’ a projection P,such that 
II p, II < 77 and p,X = T, then {P7} is a net satisfying (i), (ii), and (iii) 
of this theorem. It is immediate from the following lemma that 
11 P,K - K/j + 0 for each K E V?(X). 
2.23. LEMMA. Let {P+} be a bounded net in B(X) satisfying (ii)
and (iii) of 2.22, and, further, let X = lJI P,X. Then P, --+ Iin the 
strong operator topology uniformly on compact (in the norm topology) 
subsets ofX. 
Proof. Let S be a compact subset of X, and let E be an arbitrary 
positive r al number. Choose a finite c-chain in S, xi , x2 ,..., x, . 
Since X = U7 P,X, there are for each i = 1,2,..., n, an index ri and 
a vector xi E P,.X with 11 x2 - xi 11 < E. Let TV be an index which 
majorizes Tj for 1 = 1, 2 ,..., n. If T 3 To , then P,X 2 P,.X for each i, 
and so P,x; = xi , all i, whence 
- I 
11 P& - xj II = II P,(x, - 4) + p,x; - *i II 
< II P&i - xl)ll + II 4 - xi II 
< (M + l)E, 
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where M = sup7 (1 P, 11. F or x E S, there is an i such that 11 x - xi 1) < E. 
Hence 
II p,x - x II = II P7(x - Xi) + (P,% - Xi) + (Xi - 41 
< ME + (M + 1)c + Q = 2(M + l)c, 
for x E S, 7 > T~ . 
DEFINITION. A net (Pr} is called a left approximate identity (abbre- 
viated 1.a.i.) forg(X) if it satisfies (i)-(iv) of 2.22. 
Thus 2.22 can be restated toassert that X is P.A.P. if and only if 
there is an 1.a.i. for g(X). We can summarize our considerations thu
far of the notion of 1.a.i. as follows: 
2.24. THEOREM. Let {P7} b e a net satisfying (i)-(iii) of 2.22. The 
following are equivalent: 
(i) {PT} is an 1.a.i. fors(X); 
(ii) P, -+ I strongly onX; 
(iii) X = u7 P,X; 
(iv) P, -+ I in the strong operator topology uniformly oncompact 
subsets ofX; 
(v) 11 P,K - K II --f 0 for K E %(X). 
Proof* ( ) ( ) i + ii was shown in the first half of the proof of 2.22, 
and the trivial implication (ii) = (iii) was mentioned there. The 
implication (iii) + (iv) is immediate from 2.23. The implications 
(iv) G= (v) and (v) j (i) are obvious. 
2.25. COROLLARY. If X is P.A.P., then p,(K) = 0 for K E U(X). 
Proof. Let {PT} be an 1.a.i. for g(X). By (v) of 2.24, for K E U(X), 
II p2(P7> p,(K) - p2(K>II - 0, but pz annihilates 5(X)2 PJ. 
We shall not take up space here for a discussion of the approximation 
property (see p. 108 of [28] for the definition of this property), but we 
record the following fact. 
2.26. COROLLARY. If X is P.A.P., then X has the approximation 
property. 
Proof. Clear from 2.22 and (iv) of 2.24. 
DEFINITION. If Y is the direct sum of Yi and Yz , then the 
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projection onto Yi along Ya is called the splitting projection of p and 
denoted by F(p). 
2.27. THEOREM. Let X be P.A.P., mith {PT} an 1.a.i. for s(X). 
Then p(P,)y -+ y for y in Yl . Hence in this case, if Y = Yl @ Y, , 
then p(P7) -+F(p) strongly onY. 
Proof. It is enough to show that p(P,)y --+y, for y E Yx . In this 
case y can be expressed inthe form 
Hence 
The desired result follows at once from property (iv) of 2.22. 
2.28. COROLLARY. If X is P.A.P., then the sum of Yl and Yz is 
direct and closed. 
Proof. Let (P7} be an 1.a.i. for g(X), with 11 P, / < M, all T, and 
let yi E Yi , i = 1, 2. Then for each T, 
IlYl II < II P(PJYl - Yl II + II MAY1 1. 
Since p(P7)y2 = 0, we have 
II YlII < II PPJYl - Yl II + II P(PdYl + YzN 
But II PV’AY~ - ~1 II -+ 0 by 2.27, and so 
IIYlll < /If l/WY, +yz//. 
The conclusion isimmediate. 
2.29. COROLLARY. If X is P.A.P., any q.f. representation of b(X) 
is r.f. Thus, for X P.A.P., p1is r.f. 
Proof. Suppose X is P.A.P., and p is q.f. Then by 2.11 Y = Yi . 
By 2.28, Ya n Yr = (01, and hence Ya = (01, i.e., p is r.f. 
2.30. THEOREM. If 2 is a p-invariant subspace of Y, such that 
Y = Yl @ 2, then 2 g Yz . If, in addition, X is P.A.P., then Z = Yz . 
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Proof. For F E s(X), xE 2, we have p(F)z E Y, n 2 = {O}. Hence 
2 c Y, . It follows that Y = Y, + Y, . If X is P.A.P., then by 2.28 
we-get hat Y = Yr @ Y, = Y, @ 2, with Z c Yz . Hence Z = Ya . - 
2.31. THEOREM. If X is P.A.P., and W is a p-invariant subspace 
of Y, then W s Yl if and only if p j W is q.f. 
Proof. The “if” part is clear, since p1 is the largest q.f. sub- 
representation. C versely suppose Ws Y, . Let {P7} be an 1.a.i. for 
s(X). For w E W, we have from 2.27 that p(Ps)w + w. Thus 
W = clm(p(F)w I F E S(X), w E W}, and so by 2.12 p / W is q.f. 
2.32. DEFINITION. A net {P7} is said to be a right approximate 
identity (abbreviated r.a.i.) forB(X) provided (i)-(iii) of 2.22 hold, and 
(iv)’ liml/ FP, - F Ij = 0, for each F E s(X). 
We next observe that r.a.i.‘s canbe characterized with the aid of a 
condition similar to(ii) of 2.25. 
2.33. THEOREM. Let {P7} be a net satisfying (i)-(iii) of 2.22. 
Then {P7} is an r.a.i. for g(X) if and only if P: -+ I strongly on X* 
(P: being the adjoint ofP7). 
Proof. Since g(X) is the linear manifold in d(X) spanned by the 
operators x*@ x, x* E X*, x E X, (iv)’ isequivalent to 
11(x* 0 VT - (x* 0 4 - 0, x* E x*, XEX. 
It is easily seen that (x* @ x)P7 - (x* @ x) = (Pzx* - x*) @ x, 
and the operator norm of the latter is/I PTx* - x* (/ I/ x/I. Thus (iv)’ 
is equivalent to 
(I p;x* - x*/j + 0 for x*EX*, 
and we are done. 
2.34. THEOREM. If {PJ is an r.a.i. for S(X), then it is an 1.a.i. for
5(X)* 
Proof. Let (P7> b e an r.a.i. Ifx* E X* annihilates the linear 
manifold u7 P,X, then PTx* = 0 for all T, and by 2.33 x* = 0. 
It follows from the Hahn-Banach theorem that (iii) of2.24 holds. 
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Remark. The converse of 2.34 is not valid, as shown by the 
following example. The sequence {P,} 2 d(F) defined by 
~&k) = {Xl, x2 ,a.*, %, 0, ct...>, for {x,)EF 
is obviously an1.a.i. forg(dl). H owever, P$ does not tend to the identity 
operator strongly onem, since 11 P$x$ - x2 11 = 1 for all n, where x$ 
denotes the sequence in F having all its terms equal to 1. By 2.33 
{Pn} is not an r.a.i. for g(F). 
Remark. If X is a separable Banach space with a basis {ek}zF1 , 
then it follows from elementary facts that the sequence {Qn} is a 
commutative 1.a.i. for s(X), where the Qn’s are defined by 
In order for (Qn} to be an r.a.i. for s(X) (i.e., in order that QX -+I 
strongly onX*), it is necessary and sufficient that {ek} be a so-called 
shrinking basis for X (see [8], pp. 69 and 70). In this connection itis 
worth noting that the space of James presented in [18] is, among 
other things, a nonreflexive Banach space with a shrinking basis. 
A further example of a shrinking basis for a nonreflexive space is the 
natural basis of cs , the space of all sequences ofscalars convergent to0. 
2.35. THEOREM. If X is P.A.P., and {P7} is an 1.a.i. for g(X), then 
Yi = UTp(P7)Y. If, further, {PT} is an r.a.i. for g(X), then Yz = 
n T ker ~(f’,). 
Proof. Let {PT} be an 1.a.i. Since {PT} C g(X), clearly 
u7P(pJy~yx. If YEYl, then by 2.27 p(p,)y --+y. Hence 
Yi _C UT p(P,)Y. The first assertion isestablished. It is obvious that - 
Yz = n ker P(F) z n ker P(C). 
FE5(X) T 
If, now, {PT} is an r.a.i. for S(X), then by (iv) of 2.32, 
II p(F) p(P,) - p(F)11 - 0 for F E it(X). If y E n, ker p(P,), then, for 
each FE g(X) and each T, 
f(F)Y -= ImY - fP) dPJY - O* 
So n7 ker p(P7) & Yz . 
We now take up some permanence properties of q.f. representations. 
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2.36. THEOREM. The direct sum of two q.f. representations of 
B(X) is q.f. 
Proof. Let p and u be q.f. representations of d(X) in Banach 
spaces Y and 2, respectively, and consider the representation p @ u 
of ‘%3(X) inthe Cartesian product Y x 2 (the algebraic operations in 
Y x Z being coordinatewise, and the norm being given by 
)Iy + z 1) = Ijy 11 + 11 x11, for y E Y, z E 2). It is easy to see that 
Yx(p), Zx(o) & (Y @ Z),(p 0 o), and, since by 2.11 Yx(p) and Zx(o) 
are dense in Y and Z respectively, we have that (Y @ Z),(p @ u) is 
dense in Y @ Z, which finishes the proof. 
2.37. THEOREM. If p is a q.f. representation of B(X) in a Banach 
space Y, and u is a q.f. representation of 23(Y) in a Banach space Z, then 
the composition u op is q.f. 
Proof. For purposes of clarity itwill be convenient inthis proof 
to speak of a 23(X)- isomorphism of X into Y (regarding Y as a 23(X)- 
module by means of p, as previously) as ap-isomorphism ofX into Y. 
Thus a p-isomorphism Y of X into Y is a one-to-one linear trans- 
formation fX into Y such that Y( TX) = p(T) Yx for xE X, T E %(X) 
[and is, by (1) of 2.9 necessarily bicontinuous]. Let{Aa}asA be the 
family of all p-isomorphism ofX into Y, and {rB}BEB bethe family of 
all u-isomorphisms of Y into Z. It is easily seen that {rSAa}acA,OEB is a 
family of u o p-isomorphisms of X into Z. By 2.11 (applied tou), the 
linear manifold spanned by the subspaces (J’,Y),,, isdense in Z, 
and it suffices to prove that for an arbitrary &, EB, roOY is contained 
in the closure of the linear manifold spanned by the subspaces 
P2LwL4,,,B . But this is clear, since the linear manifold spanned 
by the subspaces {A,X},,A is dense in Y, and rPO is continuous. 
We close this ection with characterizations of YI(p) and Yz(p) in 
terms of minimum properties. 
2.38. THEOREM. Let p be a representation of S(X) in Y. Then 
YI(p) is the smallest p-invariant subspace W such that pw is nonfaithful. 
Proof. If W is a p-invariant subspace, then pw is nonfaithful if and 
only if pw(F) = 0 for F E S(X), thus, if and only if Yx & W. Since 
this inclusion isequivalent toYr $ W, we are done. 
2.39. THEOREM. Yz(p) is th e smallest p-invariant subspace W such 
that pw is r.f. 
Proof. Let us first show that p”, the representation of 123(X) in 
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Y/Y, induced by p, is r.f. Suppose that 9 is a p-invariant subspace of 
Y/Y, such that p” 1 9 is non-faithful. Let M denote the p-invariant 
linear manifold in Y [y E Y i(y + Ya) E Z}. We shall show that 
M = Us . Obviously Ys s M. For each F E g(X) and each m E M we 
have from the non-faithfulness of p”1 9 that p(F)m E YZ , and since 
p(F)m E Yx , it follows from 2.14 that p(F)m = 0. So MC YZ , and - 
p” is r.f. 
Suppose now that W is a p-invariant subspace of Y such that 
pw is r.f., and W # Y. Let y0 be an arbitrary vector in Y such that 
y0 $ IV, and let N be the subspace of Y/W determined asfollows: 
N = cWmP)(x-, + WI I TE ‘WV 
Then N is pw- invariant and pw 1 N is faithful. It follows that there 
is an operator FE g(X) such that p(F)yO $ W, whence y0 $ Ys . So 
Y, 5 W, and we are done. 
3. SOME EXAMPLES OF REPRESENTATIONS 
This section isintended to show that various types of behavior of the 
type-l and type-2 subrepresentations not precluded by the results of
Section 2 can, in fact, occur in particular cases. We first list some 
representations which will be useful. For the arbitrary nonzero Banach 
space X, denote by rr and rr* the canonical embeddings of X and X*, 
respectively, in their second dual spaces. Let 6 be the isometric 
representation of %(X) in X** defined by 6(T) = T**. Clearly 
r(X) is a-invariant. Denote by 8 the representation of 23(X) in X**/X 
induced by 6, i.e., 8 = S,o, . Also, we shall denote by w the repre- 
sentation fB,(X) in B(X)/%?(X) induced by the left regular repre- 
sentation fb(X). Finally j will denote the identity representation of 
d(X) in X. It is trivial that B(X) has faithful representations, e.g., 
6 and j. On the other hand we have: 
3.1. Every infinite dimensional d(X) has nonzero nonfaithful 
representations. Indeed, if 8(X) is infinite dimensional, w # 0, and 
w is nonfaithful. 
3.2. Every injinite dimensional B(X) has a representation p in a 
Banach space Y in such a way that Yl(p), Y2(p) # (0) and 
y = YdP) 0 YAP>- 
Indeed if y is any nonzero nonfaithful representation of b(X), then 
p = j @ y gives easily the desired conclusion. As observed earlier, 
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for any representation p fd(X) in Y, Y1(p) = {0} is equivalent to
Ya(p) = Y. However, as the next item shows, it can happen that 
Ya(p) = 0 but Yr(p) # Y, that is: 
3.3. There are r.f. representations hat are not q.f. 
In order to see 3.3 we observe that n is a &isomorphism and so 
n(X) 2 x?*(s). since for x E X, x* E X*, 
3.4. qx* Q x) = z-*(x*) 0 ( ), x 71x it o f 11 ows that 6(F)X** 2 r(X) 
for each F E 9(X). H ence X?*(6) = n(X). Also by 3.4, X$*(6) = (03. 
Hence, if X is not reflexive, 6 isr.f. but not q.f. 
The preceding example shows that the sum of the spaces of the 
type-l and type-2 subrepresentations can bedirect, closed and proper, 
with that of the type-l subrepresentation not equal to (0). The next 
example applied to the case when X is not reflexive shows that this 
state of affairs can occur even if the space of the type-2 subrepresen- 
tation is not equal to (0). 
3.5. Let B(X) be infinite-dimensional and lety be a nonfaithful 
nonzero representation of d(X) in a Banach space 2. Let p be the 
representation 6 @ y in Y = X ** @ 2. Then Yl(p) = n(X), Y2(p) = 2. 
By the non-faithfulness of y one sees that 
Yx(p) = x;*(s) = n(X) and 2-s Y&p) 5. x,**(s) + z = z. - 
We close this ection with a discussion of 8. Since X$*(6) = n(X), 
8 is not faithful (but it should be kept in mind that 8 = 0 if and only 
if X is reflexive). The kernel of 8 obviously consists ofall T E a(X) 
such that T**X** C z(X), and hence ([II], Theorem. VI. 4.2, p. 482) 
is precisely the ideal ?IB(X) f 11 o a weakly compact operators on X. 
Since the 2n-th dual space of X (henceforth denoted Xc”)) contains X 
in a natural way, the method of defining 8 can be enlarged upon to 
define representations s( )of !B(X) in Xfn) n = 1, 2,.... However no 
new ideals of8(X) will be produced as kernels ofthe s(n), since in fact, 
these kernels are always m(X). The details are as follows. We denote 
by Ttn) the 2nth adjoint ofT E B(X) and regard X, X(l),..., X(+l) as 
naturally embedded subspaces ofX cn). With this understanding it is 
clear that T(m) extends T, T(l),..., T(+l). The representation 8(n) can 
thus be described formally by the statement that for T E B(X), 
S(n)(T) isthe operator inX(“)/X induced by T(n). It is clear that if 
T(n)X(n) $ X, then T(l)X(l) E X, i.e., ker s(n) 2 ker 8. To show the 
reverse inclusion ad induction suppose n > 1 and m(X) z ker S(k) 
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for all K < n, and let T EYB(X). Then by Gantmacher’s Theorem 
([II, Theorem VI. 4.8., p. 4851) T+-l) is weakly compact and hence 
T(n)X(n) 2 X(+-l). By Goldstine’s Theorem ([11, V. 4.5, p. 424 
X(+i) is dense in Xtn) with respect to the weak* topology of Xcn). 
Denoting by w * - cl(S) the closure of a subset S of Xcn) in the weak* 
topology, and since T(a), being an adjoint operator, isweakly* 
continuous, we have 
pz)X(") c w* _ qp)X(n-l)) = w* _ qpmp-l)), 
and hence by the induction hypothesis, T(n)X(n) C w* - cl(X). Thus 
T(n)X(n) C X(n-l) n w* - cl(X). Since X is a subspace of X(+-l) and 
hence closed in the weak topology of X(+l), it follows that 
X(n-l) 0 w* - cl(X) C X [N.B.-the weak* closure of X is to be 
taken in X(n).] Thus FE ker ??cn), andwe are done. 
If J is the previously-mentioned realBanach space constructed by 
James ([18]), then J is infinite-dimensional and ]**I J is l-dimen- 
sional. Hence the representation 8 f23(J) is irreducible andnon- 
faithful. In particular we note that this provides an example of a 
primitive ring with a nonfaithful simple module. Also we observe that 
2B( J) = ker 8 . IS a closed two-sided ideal of %(J) of codimension 1,
i.e., B(J) = m(J) 0 RIJ, where R is the field of real numbers. 
4. CASES WHEN p = p1 @ pz 
4.1. LEMMA. Let X and Y be Banach spaces, with Y separable, 
and let vbe a bounded homomorphism ofthe algebra d(X) into the algebra 
23(Y). Suppose that 9’,, is a Boolean algebra (abbreviated B.A.) of 
projections contained inB(X) which is complete as an abstract B.A. 
(see [I] for terminology concerning B.A.‘s). Suppose further that 
{E,} & ZS’,, is anet increasing with respect tothe natural order of B,, . Then 
(1) y = (urn v(EJY)) 0 (fk ker v(E,)) 
(2) v(E,) -+ P strongly, where P G 23(Y) is the projection on 
uo! v(E,)Y along nol ker v(E,). 
Proof. Let % be the uniformly closed subalgebra ofb(X) generated 
by a0 . By [I], Theorem 2.2, at, is bounded. It follows from the 
boundedness of &Y,, that there is a bicontinuous algebra isomorphism 
a,b of 9I onto C(Q), w h ere 52 is the representation space of a,, (see the 
remark following the proof of the Lemma for a discussion of this fact). 
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Since a,, is complete as an abstract B.A., 9 is extremely disconnected 
([30]). For y E Y, consider the map 0, : C(Q) -+ Y given by 
e,(f) = 4vTf)Ir. Clearly % iscontinuous and linear. By [14], 
Corollary 1,p. 168, tJV is weakly compact. Since {E,} is bounded in 
‘B(X), the net {v(E,)y} h as a weak cluster point, and therefore, by [4], 
Theorem 1, (1) and (2) above follow. 
Remark. It is well-known that if g1 is a bounded B.A. of pro- 
jections inX, then there is a bicontinuous algebra isomorphism of ‘u, 
the uniformly closed subalgebra of23(X) generated by $I , onto 
C(A), where (1 is the representation space of gr. This matter is 
discussed in[I], p. 354, and can be seen with the aid of a theorem of 
Dunford ([ZO], p. 348. We shall indicate briefly here an alternate 
approach for obtaining this fact which shows that he latter isclosely 
related to the notion of generalized hermiticity (see [5, Section l] 
for a discussion fthis notion). In proving the result it suffices to
consider only complex scalars, ince the validity ofthe real case 
follows from that of the complex by an obvious complexification 
argument. By the proof of Lemmas (2.2) and (2.3) in [5], X can be 
renormed with an equivalent orm which makes all the projections 
of 8, simultaneously hermitian i the generalized s nse. The method 
of proof used in [5], Theorem (3.1), shows that after such renorming 
of X, ‘21, = H + iH, where H is the set of Hermitian elements 
of ‘u, .It then follows from [5], 1.4, that he Gelfand mapping of 2I, 
is a bicontinuous i omorphism of 2I, onto C(m), where !JJ1 isthe 
maximal ideal space of ‘II, . It is a routine matter to see that $331 and rl 
are homeomorphic. 
4.2. THEOREM. Suppose there is a commutative r.a.i. {Pl} for 
s(X), and let p be a representation of B(X) in the Banach space Y. 
Suppose further that one of the following conditions is atis$ed: 
(i) Y is rejlexive; 
(ii) The B.A. generated bythe P7’s is bounded in d(X), and Y 
is weakly complete; 
(iii) The PT’s are contained ina B.A. of projections i  X which 
is complete asan abstract B.A., and Y is separable. 
Then Y = Ydp) 0 YIP), and hence by 2.27, p(P7) +-F(p) strongly 
on Y. 
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Proof. By 2.34 and 2.35, the hypothesis that {P7} is an r.a.i. for 
g(X) by itself ensures that 
4.3 Yr = (JT p(P7)Y and Ya = fiI ker p(P7). 
Case (i) of the theorem is now evident from [4], Corollary 2 applied 
to the net {p(P7)) g B(Y). F or case (ii) we observe that the p(P7)‘s 
generate a bounded B.A. contained in?.B( Y). The weak completeness 
of Y and [I], Corollary 2.10, give, in view of [I], 2.1, the desired 
result. Case (iii) simmediate from 4.1. 
Since in each case in the hypotheses of4.2, the assumptions on Y 
are inherited by any subspace of Y, we have: 
4.4. COROLLARY. Whenever 4.2 applies, for each p-invariant 
subspace W of Y, W = Wl(po) @ W2(po), where pO = p 1 W. 
4.5. COROLLARY. Whenever 4.2 applies, ifW is a p-invariant 
subspace ofY, then p 1 W is r.f. if and only if p 1 W is q.f. 
Proof. By 4.4 and 2.20. 
It is well-known that a basis in a separable, r flexive Banach space 
is shrinking ([8]; Th eorem 3, p. 71). In view of the discussion in the 
second remark following 2.34, our next result generalizes this fact 
about shrinking bases in reflexive spaces. 
4.6. THEOREM. Supp ose X is rejexive, and there is a commutative 
1.a.i. (Pi> for S(X). Then {P7> is also an r.a.i. for g(X). 
Proof. By [4], Corollary 2,the net (PT} converges strongly onX* 
to a bounded projection G. By (ii) of 2.24, P:x* -+ x* weak* for 
x* E X*. It follows that G = I, and hence (Pr> is an r.a.i. for s(X). 
It should be noted that 4.6 affords a partial converse to 2.34. 
Let us consider now the situation when X has an unconditional 
basis (ek}&, and let the sequence {Qn} 2 !B(X) be as in the second 
remark following 2.34. For each subset /3 of the set of positive integers, 
define the projection E, E B(X) by setting 
The E,‘s form a complete B.A. of projections acting in the space X
which contains the Qn’s. If the basis {e,>& is shrinking [equivalently, 
an} is an r.a.i. for S(X)] as well as unconditional, then the hypotheses 
for X in every case of 4.2 are satisfied, with {Qn} playing the role of 
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{P7). In particular,  separable r flexive Banach space with an uncon- 
ditional basis atisfies thehypotheses on X in every case of 4.2. 
Examples of such reflexive space are @ and D[O, l] for 1 < p < co 
(the spacesP[O, l] are treated in[23]). An example of an unconditional 
shrinking basis in a nonreflexive space is the natural basis of c,, . Let 
us observe that if a reflexive space has a Schauder basis, the space 
satisfies allthat is required of X for case (i) of 4.2. Also, it should be 
noted that he natural basis of P is unconditional, but not shrinking. 
We shall now examine the situation when X and Y are Hilbert 
spaces, and p is a representation of 23(X) in Y. Let {x,}~~ be a complete 
orthonormal system for X. For any subset y C A define the orthogonal - 
projection P, as follows: 
pyx = c (x, xcc) xl2 , XEX. 
UEY 
(P,, 1y 2 A) is a complete B.A. Let 9 be the family of all finite subsets 
of A, directed byinclusion. Then (P7},Eg isa commutative r.a.i. for 
s(X), and the requirements for X in every case of 4.2 are satisfied. 
By (i) or (ii) of 4.2, Y = Yi(p) @ Ya(p), and by 4.5 p1 is r.f. In [251, 
where only complex Hilbert spaces are considered, certain conditions 
wi, (w-(2.5)) for a family of operators onX are listed, and it is 
readily seen that he family of operators I - P, for T E 9 satisfies all
these conditions. With the aid of 2.35 and 2.25 one finds easily that 
the subrepresentations of p designated by pr and pa in [25] are, 
respectively, the type 1 and type 2 subrepresentations, as defined in 
the present paper, and that [25], Theorem 2.9 is a special case of 4.2 
and 4.5 (note, however, that he definition of splitting projection used 
in the present paper yields the complement of the projection which is 
called in [25] the splitting projection.) It follows that the notion of 
q.f. representation extends to the general Banach space setting the 
notion of representation of type 1 introduced in[25] for the complex 
Hilbert-space setting. It should be mentioned that aminor correction 
which does not affect the results of[25] is called for in the proof of 
Lemma 2.4 in [25]. Specifically, one should substitute the inclusion 
KE(B) = KE,E(B) s cKE,(B), h = 1,2 )...) n, 
where c is an upper bound of (11 E 11 E E r>, for the string of inclusions 
occurring in[25], p. 461, lines minus 16 and minus 151. This replace- 
ment dictates some additional corrections i  the remainder ofthe proof 
of Lemma 2.4 in [25], which are easily handled. 
Throughout he remainder of this ection the term “measure” will 
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mean a finitely additive real- or complex-valued function on a 
sigma algebra of subsets of a set. In closing this ection we shall take 
up an example which is related tothe circle ofideas employed in the 
proof of 4.2. Our aim is to show that Corollary 2.10 of [I], used in the 
proof of case (ii) of 4.2, can be applied to obtain adecomposition due 
to Hewitt and Yosida of the second ual space of Ll(v) (where vis a 
nonnegative, countably additive, complete measure on a sigma-algebra 
Z of subsets of a set S). Specifically, it will be shown that [L"'(v)]* is 
the direct sum of the subspace of all v-absolutely continuous, countably 
additive m asures on Z and the subspace of all purely finitely additive 
measures on ,E vanishing onv-null sets (see [33], Section 1, 2, and 4, 
especially as regards Theorems 1.23 and 1.24 of [33]). 
In this example, except where otherwise m ntioned, only real spaces 
will be considered inorder to simplify matters, although the treatment 
is easily adapted to the complex case, Consider acompact HausdorfF 
space 9. We shall denote by M(D) the space of all countably additive 
regular Bore1 measures in 9. M(Q) will be identified with C(Q)*, 
and is weakly complete ([II], pp. 265 and 341). For each Bore1 set 
A 2 D we define the projection EAacting in M(O) as follows: 
PAP)(.) = P((‘) f-l 4 P E M(J-4. 
It is clear that 11 EA 11 = 1 if A is nonvoid, that he range of EA consists 
of all TV E M(Q) such that 1 p I, the total variation fp, annihilates 
4 - A, and that @ = {EA (A &Q, A a Bore1 set) is a bounded B.A. 
contained ins(M(Q)). Th e collection 9’1of all Bore1 sets which are 
of first category inQ is directed byincludion, giving rise to the net 
A = b%l,wP1 . Clearly rl is an increasing et in 4 with respect to 
the natural order of @. By Corollary 2.10 and Lemma 2.3 of [I], 
M(Q) has a direct sum decomposition M(Q) = Ml(Q) @ M,(Q), 
where the subspaces M,(Q), i= 1, 2, are given by 
W(Q) = 0 Range(EA), 
AdI 
M,(Q) = n ker(EA), 
AEsP, 
and II converges tothe projection on Ml(Q) along M,(Q) in the strong 
operator topology. Itis easy to see the following facts: 
4.7* UA#, Range (EA) isclosed, and so, for p E M(Q), p is in 
Ml(Q) if and only if j p 1 is 0 on the complement of a Bore1 
set of first category. 
4.8. p E M,(Q) if and only if 1 p I(H) = 0 for every Bore1 set H 
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of first category, or what is the same, if and only if 
1 p I(N) = 0 for every nowhere dense Bore1 set N. 
We now specialize our considerations to the case where Q is 
extremely disconnected. Letus recall that Sz is extremely disconnected 
if and only if C(Q) is a complete lattice [30]. A measure p E M(Q) is 
called normal if and only if for every monotone increasing et 
{ fa } 2 C(Q) such that { fa } is bounded above one has 
It is known that TV is normal if and only if p(N) = 0 for every nowhere 
dense Bore1 set N (see, for example, [2]), and hence by 4.8 MS(Q) 
consists ofthe normal measures of M(Q). 
Now let vbe a nonnegative, countably additive, complete measure 
on a sigma-algebra Z’ of subsets of a set S. We shall make the natural 
identification of [U(v)] * with L”(v), and also we shall identify [L”(v)]* 
with the space of all bounded (finitely additive) measures on Z which 
vanish on v-null sets (for the latter see [33], Theorem 2.31). Itwill 
now be convenient touse some complex spaces in a transitory manner. 
We shall denote complex spaces used in the remainder of this ection 
by a subscript c-e.g., L:(v). The Gelfand mapping of the com- 
mutative C*-algebra L:(v) is well known to be a *-isometry onto 
C,(Q), where 0, is the maximal ideal space of L,“(v) ([lo], Theo- 
rem 4.22.1). Thus it is evident that there is a real isometric algebra 
isomorphism of L”(v) onto C(Q,). This isomorphism induces an 
isometric linear mapping + of [L”(v)]* onto M(Q) in a natural way. 
Since an element of L”( ) v or of C(Q,) is non-negative if and only if 
it has a square root, Z+!J is an order isomorphism. By [1.5], Theorem 2, 
pp. 554 and 555, 52, is extremely disconnected, andthe canonical 
image of U(v) in its econd ual space [L”(v)]* ismapped by ~,LJ onto 
the set of all normal measures of M(Q,)-i.e., inview of the Radon- 
Nikodym theorem and a previous observation, the#-image of the 
subspace of all countably additive, v-absolutely continuous measures 
on Z [denote this subspace by c.a. (v)] is M,(Q,). Set Mr = 
+-f(M,(S2,)). Since M(Q) = M,(Q,) @ Mz(Q,), we have that 
[L”(v)]* = Mr @ (c.a. (v)). If p E M(Q), TV > 0, with components 
pi E M&&J, then 
Pl = liy EAT’> p2 = li$l - E,&. 
Since E# and (I - Ea)p are nonnegative for all A, it follows that 
each pi > 0. 
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It is obvious from 4.7 that he positive and negative ariations f a
measure of Mr(L?,,) also belong to M,(SZ,). Since # is an order isomor- 
phism, we now need only show that he nonnegative m mbers of &?r 
are precisely the nonnegative purely finitely additive m asures on Z 
which are members of [L”(V)]* (see [33], Definition 1.13). Itwill then 
be established that Mr is the set of all purely finitely additive m mbers 
of [L”(V)]*, and that he analogues ofTheorems 1.23 and 1.24 of [33] 
hold for [L”(v)]*-namely: 
(i) each 01 E[L”(Y)]* such that 01 > 0 can be expressed inthe 
form (II = iyi + 01~ , where al 2 0, (~a 2 0, (pi s a purely finitely 
additive m asure on Z which vanishes on v-null sets, 01~ Ec.a. (v); 
(ii) each 01 E[L”(V)]* can be uniquely written as the sum of a 
purely finitely additive m mber of [L”(V)]* and a member of c.a. (v). 
Suppose then that 01 EA!r , 01 3 0. If t3 is a countably additive 
measure on I= with 0 < fl < 01, then /3 is u-absolutely continuous. 
0 < I,@) < #(a). But +(a) EM,(Q,), and hence there is a Bore1 set 
of first category A whose complement is annihilated by $(a). Since 
16(P) E M@o)~ W4 annihilates A. Clearly #(/3) is 0. Hence 01 is 
purely finitely additive. Conversely, suppose y is a nonnegative, 
purely finitely additive m mber of [L”(V)]*. Set p = #(y), and let 
p = p1 + p2 , pi E M#&J. Then P? pl 1 pa 2 0. Thus EL > p2 2 0, 
and hence y > I,F(& 2 0. Since #-‘(p2) E c.a. (v), p2 = 0, and 
YEW. 
5. IDEAL THEORY 
It was proved in [25], Th. 4.5, that if H and H are separable (complex) 
Hilbert spaces, then every continuous representation of b(H) in H 
is of type 1, i.e., quotient-faithful. The proof is based on the well 
known fact (see [7]) that the compact operators inb(H) form a 
closed two-sided i eal g(H) which is, in fact, the largest proper two 
sided ideal of b(H). This property of the compact operators, however, 
fails to be true for an arbitrary separable Banach space. Moreover we 
have already exhibited xamples of separable (infinite-dimensional) 
Banach spaces X such that 23(X) has I-dimensional (and hence 
necessarily nonfaithful) representations [seeSection 31. In this ection 
we shall describe some ideals which arise when studying separable 
representations (seeSection 6). 
In general, ifX is a Banach space, we can mention the following 
closed two-sided ideals of 23(X): 
5.1. a(X), the norm closure ofs(X) in b(X); 
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5.2. 
5.3. 
5.4. 
5.5. 
5.6. 
q-q; 
‘p(X), consisting of all T E B(X) such that if {xn} s X and 
x, -+ 0 weakly, then 1 TX, / -+ 0 (see [II], VI. 12, p. 553); 
m(X), the ideal of weakly compact operators ( ee [II], 
VI. 12, p. 553); 
f(X), the ideal of strictly singular operators ( ee [20], [32]) 
52(X), the ideal defined asfollows: ifJ is the Jacobson radical 
of the algebra S(X)/%(X) and r : b(X) ---t %(X)/%(X) is the 
canonical projection, then 52(X) = n-l(J) (see [21]). 
It follows from various properties of these ideals proved in [II], 
[20], and [2Z] that 
CPF) 
UI 
5.7. 3(X) c VI(X) c V(X) c f(X) c 52(X) 
2gJY) 
5.8. Remark. D. Kleinecke proved (in [21]) that, in the complex 
case, R(X) is the largest two-sided ideal of b(X) contained in the 
set %(X) of Riesz operators. We recall (see [31]) that an operator isa 
Riesz operator iff its pectrum consists of0 and eigenvalues of finite 
multiplicity with no limit point except possibly 0.This implies that 
f(X) 2 R(X). It should also be remarked that %(X) is not an ideal of 
s(X) (not even an additive subgroup) and that when X is a Hilbert 
space, the subalgebra generated by %(X) is the whole of s(X) 
(see [31]). 
5.9. Remark. R. J. Whitley proved (in [32]) that f(X) = R(X) is 
the largest proper two-sided ideal of b(X) when X is an h-space 
(a Banach space is an h-space if every infinite dimensional subspace 
of X contains a complemented subspace isomorphic toX). 
5.10. Remark. If X is reflexive, ‘113(X) = b(X) and p(X) = Y?(X) 
(see [ll]). 
We will describe now a method for definining two-sided ideals of 
continuous operators. Some of these results were announced in [26]. 
In the sequel, E and F will denote (real or complex) locally convex 
spaces and LZ(E. F) (resp. I?(E), when E = F) the linear space of all’ 
linear continuous mappings from E into F. If G is a third locally 
convex space, the composition fmappings defines a bilinear map 
@ : i?(E, F)x L(F, G) ---f !i!(E, G)
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which, when E = F = G, defines a structure ofassociative algebra 
on 2(E). Furthermore, @ induces a linear map 
0’ : 2(E, F) @ !i?(F, G) + f?(E, G)
where the tensor product is taken over the field of scalars. Choosing 
now G = E, define 
and 
m,(E) = image(@) = @(2(&F) X I?(F, E)) 
nr(E) = image(@) = W(!Z(E,F) @ !3Z(F, E)). 
5.11. Remark. It follows readily from the definition that if 
R E m,(E) and Q E 2(E), then RQ E m,(E) and QR E m,(E). In partic- 
ular hR E m,(E) for every scalar h. Also, it is clear that n,(E) is the 
additive subgroup of f!(E) generated by m,(E), and therefore, n,(E) 
is a two-sided i eal of 2(E). In the following, if A is any set, IA will 
denote the identity map on A. If E, F are locally convex spaces, 
E @F will denote the linear space E x F with the product opology. 
E @F is also locally convex. By an isomorphism between two 
locally convex spaces G, H we shall understand a linear, one-to-one, 
bicontinuous mapping of G onto H. The existence ofsuch a mapping 
will be symbolized by writing G E H. 
5.12. LEMMA. IE E m,(E) if and only if there xists a locally convex 
space Z such that F and E @ Z are isomorphic. 
Proof. In fact, if IE = @(S, T) = ST, where S E~(F, E) and 
T E B(E, F), then P = TS Ed is a continuous projection (i.e., 
P2 = P). Denoting by 2 and M the kernel and the range of P, it is 
clear that F is isomorphic toM @ 2. Also, it can easily beseen that T 
defines an isomorphism between E and M, and. therefore F is iso- 
morphic to E @ 2. Conversely, if : F -+ E @ 2 is an isomorphism, 
then the composition ST of the mappings T : x -+ f -r(x, 0) and 
S : F ---f E,defined as 
Sy = first component off(y) EE x 2, 
is the identity onE. The lemma follows. 
5.13. THEOREM. If F is a $xed locally convex space, then the 
following statements are equivalent: 
(1) for every locally convex space E, m,(E) is a subgroup of the 
additive group 2(E)) i.e. m,(E) = n,(E); 
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(2) for every locally convex space E, m,(E) is a two-sided i eal 
of c(E); 
(3) nt,(F OF) is a subgroup ofthe additive group Q(F OF); 
(4) m,(F OF) = Q(F OF); 
(5) IF@F E m,(F OF); 
(6) there exists a locally convex space W such that F and 
F @ F @ Ware isomorphic. 
Proof. It is obvious that 
(2) =- (1) - (3), (4) => (5) and (4) => (3). 
By Lemma 5.12 (5) o (6) and by Remark 5.11, (1) * (2) and 
(5) => (4). The p roo will be complete if we show that (5) * (1) f
and (3) CC=- (5). First, observe that if p, : F @F -+F, qj : F -+ F OF, 
j=1,2are h t e mappings P&v, y) = 3, P&y) = y, 4&) = (x, 0) 
and q,(y) = (0, Y), then q& E l@’ 0 F) and qlP1 + q2P2 = IFeF . 
Therefore (3) => (5). On the other hand, if we assume that (5) holds, 
then IFoF can be decomposed as IFeF = ST, where T E L!(F OF, F) 
and S E !j?(F, F @ F). Suppose now that U, = S,T, , U, = S,T, where 
Si E~!(F, E) and Ti E~(E, F), j = 1,2, and define T’ E f?(E, F OF), 
S’E!G(F@F, E) by 
S'(X,Y> = SIX + S2Y 
T'(x) = (Tl% T2Y). 
It can be seen easily that S’ E L?(F OF, E) and T’ E g(E, F OF), and 
ST’ = S,T, + S,T, = U, + U, . Therefore U, + U, = ST’ = 
S’STT’ with S’S E!Z(F, E) and TT’ E~(E, F). This means that 
m,(E) + in,(E) C m,(E). By Remark 5.11 above, -m,(E) = 
(--l&GE) C lM9 1 a so, and therefore m,(E) is a subgroup of !i?(E). 
Hence (5) * (1) as desired. The Theorem follows. 
5.14. THEOREM. If IFS m,(F) and IF = TS with S E !C?(F,E), 
T E A!(E, F), then 
in,(E) = i?(E) ST!i?(E), 
where !G(E)STg(E) = {QSTQ’; Q, Q’ E L?(E)). Furthermore ifF # (0) 
has the equivalent properties of Theorem 5.13, then m,(E) is an ideal that 
contains a projection of infinite rank (namely ST, whose range is 
isomorphic to F). 
The proof follows by routine arguments, Lemma 5.12 and 
Theorem 5.13 [observe that if F # (0) has property (6) in 
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Theorem 5.13, then F must be infinite-dimensional and therefore ST
has infinite rank]. 
We notice that if F is infinite-dimensional then m,(E) (which is not 
necessarily an ideal) contains the socle of g(E), i.e., the ideal of 
operators offinite rank. If E is a Banach space and F is nuclear (infinite- 
dimensional), utF( E) coincides with the socle. Finally, for an arbitrary 
locally convex E, if F is l-dimensional, then n,(E) coincides with the 
socle of I?(E). 
We shall see now some concrete instances where the preceding 
considerations apply. 
In the sequel, weshall denote by LP, for some fixed p, 1 < p < + GO, 
the (real or complex) Banach space Lp[O, 11. Since b is isomorphic 
to & @ @ ([3], Theorem 5, p. 182), it follows that b satisfies con- 
dition (6) in Theorem 5.13 with W = (O}. Therefore ntp = +(l;p) 
is a two sided ideal of b(L*). Similarly, ma = ntca(L*) is another such 
ideal. Denote by ap and as the norm closures (in 2J(L*)) ofmp and ma , 
respectively. It isknown, moreover, that here xists a Banach space 
Z* such thatL* is isomorphic toe* @ Z*. This can be seen as follows: 
by [3], Theorem 9, p. 206, there xists a closed subspace X* of L* 
isometrically isomorphic to 0; but then (see [241 Remark on 
p. 217), X* has a complementary subspace Z* in L*, whence 
Lps X* @ Z*= c!* @Z*. By Lemma 5.11 and Theorem 5.14, it follows 
that mp = zJ(L*) P$(L*), where Pp E d(Lp) is a projection with 
range isomorphic to 8~. Moreover, when p # 2, ntp # b(L*), 
because IE ntp would imply (again by Lemma 5.11) that L* is 
isomorphic to a closed subspace of @, which is impossible ([3], 
Theorem 8, p. 205). Since ntr, is a proper two-sided i eal, the identity I 
of d(L*) is at distance atleast 1 from ntp , and hence also from its 
closure a23 .Therefore we have proved the following Theorem: 
5.15. THEOREM. If 1 -=c p < + 00, p # 2, then there exists a closed 
proper two-sided ideal ap of b(L*) that contains a projection Pp whose 
range is isometric to 0.
By [241, Proposition 5, there xists also a Banach space Z2 such that 
L* G t2 @ Z2. Th ere ore, f for as we obtain mutatis mutandi by the 
arguments just given: 
5.16. THEOREM. If 1 < p < + co, p # 2, then there xists a 
closed proper two-sided ideal a2 of %(Lp) that contains a projection Pz 
whose range is isomorphic to e2. 
5.17. COROLLARY. up and a2 contain properly the ideal %?(L*) ofall 
compact operators. 
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5.18. COROLLARY. In the complex case, i.e., when Lp is the space 
of (classes of) p-summable complex-valued functions defined on [0, I], 
ap and a2 contain operators whose spectrum isthe disk {x E c; ) z / < 1). 
Proof. Assume V : /P -+ P&p) is an isomorphism, and U E S(@) 
is the shift operator U{x, , xa ,... } = {xs , xa ,... > Then T = 
VUV-lP, E ntp and the spectrum o(T) of T is clearly the disk 1z 1 < 1. 
The case of a2 is handled in the same way. 
In particular we get 
5.19. COROLLARY. a?3 $ %(Lp) and a2 $l !3l(Lp), andtherefore neither 
up nor a2 is contained inR(LP). 
5.20. THEOREM. If 1 <p<+oo, p f2 then m,$a, and 
m2 P $3 * 
Proof. Denote by A : L2 + P,(Lp) an isomorphism (onto) and set 
M = (11 A 11 [I A-l jl 11 P, 11 + 1)-l. We claim that 
5.21. 11 P2 - Q 11 > M for all Q E QP , 
It suffices toconsider the case where Q E ntP , or, by definition, 
when Q = ST with T ~f!(Lp, @) and S E e(@, LP). Denote by T’ 
the restriction of T to P,(Lp) and consider the sequence of linear 
continuous maps 
e2 -A+ P,(LP) T’ 88 5 L” P, P,(LP) K> p. 
If I is the identity map on P, it follows that 
5.22. II - A-lP,ST’A II -G II A-l II I P, II I P, - ST II I A II 
= II A II I A-l II I P, II I P2 - Q II. 
Assume that 5.21 does not hold for Q = ST. Then, according to5.22, 
W = A-lP,ST’A E 8(t2) satisfies (I - WII < 1 and Wis, therefore, 
invertible in S(P). But W = CD with C = A-lP,S E !Z(@, e2) and 
D = T’A E !G(t2, @), so that WE m&P). 
Hence, FV being invertible, 1 E mcP(/2) and then, by Lemma 5.11 it 
follows that b is isomorphic toa product P @ 2, and in particular, 
P is isomorphic to a subspace of 0, an impossible conclusion if
P f 2 ([31, Th eorem 7, p. 205). Hence 5.21 has been established. 
We conclude that Pz $ aP while P2 E nt2 ,and this proves that m2 0 aP . 
In a similar way one can prove that mP Q a2 . 
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From Corollary 5.19 and Theorem 5.20 we get 
5.23. COROLLARY. The lattice of all closed two-sided ideals of 
B(LP), for 1 < p < co, p # 2 is not totally ordered. fi(Lp) is not larger 
than every other proper two-sided i eal. 
5.24. Remark. We observe that 52(Lp) # %(Lp) (1 < p < cc, 
p # 2). This f o 11 ows from the fact hat H(LP) S f(LP) (see Remark 5.8) 
and that it is known (see [Z3]) that B(Lp) f V(Lp). 
5.25. Remark. In general, ifE, F and G are locally convex spaces, 
one has in,(E) + m,(E) = mnFoc(E). Hence in, + ntp = m,(L*), 
where 2 = @ @ &“. Professor A.Pelczynski has kindly communicated 
to us that @ @ 6 can not be isomorphic to a product LP @ Y, and 
therefore L mma 5.11 applies to show that the ideal a2,p = {norm 
closure of m,(LP)) = (closed two-sided i eal generated by aa and up} 
is also proper, i.e., a2,p # B(Lp). 
6. APPLICATIONS 
We shall consider now the notion of symmetric basis of a Banach 
space. A symmetric basis of a Banach space 2 can be characterized 
(see [29]) as a basis {z+J~=r satisfying thecondition: 
6.1. for every permutation u of the positive integers there xists an
isomorphism onto T, : Z --+ Z such that T,,z, = z,(,) . 
The canonical bases in the spaces @, 1 <p < + 00 and c,, are 
symmetric. On the other hand Ln (p # 2) does not have any symmetric 
basis (see [19]). 
The following Lemma is proved in [29] (see also [IS]): 
6.2. LEMMA. If {z~}~=~ is a symmetric basis of the space 2, then 
{z~):=~ is an unconditional b sis, and for every increasing sequence 
(k(n), n = 1, 2...} of positive integers, there is an isomorphism K of Z 
onto the subspacegenerated by {zkCnj 1 n = 1, 2...}, such thatKz, = zlcCnj . 
Moreover, Z s Z @ 2. 
6.3. THEOREM. Let X be a Banach space, Z a complemented 
subspace ofX with a symmetric basis and Y a separable Banach space. 
Then a representation p : 23(X) -+ 8(Y) is either faithful orannihilates 
the ideal me(X). 
Proof. Let Q be the set of rational numbers, N the set of positive 
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integers, and y : Q n [O, 11 -+ N a one-to-one onto mapping. For 
each irrational umber 0 < < < 1 consider the family I,,‘, IiE, IzE, 
where I$ is the only interval ofthe form [p2-j, (p+ 1)2-j], p an 
integer, 0 < p < 2i - 1 that contains [,and denote by SE, , Sic, Sat,.., 
the subsets of N defined by Sic = P)(~~L n Q). We have 
6.4. 
6.5. 
6.6. 
6.7. 
N = &,f 1 S,E >_ -.-; 
SjE \ S$+, is infinite; 
n,,, SjE = 5; 
for two different irrationals f, v in [0, I], there xists an 
integer n(e, 7) such that ifj, k > n(f, q), then Sjc n SkV = 4. 
Let {zn}~,i be a symmetric basis of 2. Since this basis is also 
unconditional (Lemma 6.2) for every subset iPI _C N we have a - 
projection PM in Z defined by 
PM i 1 +%A2 ; 
n E N}) = C {ol,zn ; n E M} 
and moreover, these projections are uniformly bounded in norm. 
The family a0 = {PM ; M C N) is a complete Boolean algebra of 
projections i  2. Consider in particular the projections Pj’ = PM, 
where M = Si’. Clearly we have 
6.8. Pjfx = 2 {cY,~, ; n E Sjc}; 
6.9. if j ,< k, then Pj” >, Pk”; 
6.10. if E # 7 and j, k > n(f, v), then PjeP,~ = 0. 
Let 2’ denote a complementary subspace of Z and define 
v:B(Z)+b(Y) by v(T)=p(T@O), where (T@O)(x@z’)= 
Tz @ 0, x E 2, z’ E 2’. Clearly v is a continuous homomorphism of 
algebras. Therefore Lemma 4.1 applied to v, 2, Y and a0 implies that 
~(1, - Pi’) converges trongly in b(Y), whence v(Pti) converges 
strongly. Denote by Vf E %(Y) the limit VE = limj,, v(Pif). We 
claim that Vf = 0 for all t. In order to prove this, let us observe first 
that for any two irrationals f, 7 in [0, 11, the sets Sjf \ Sj+i and 
sin \ SLl are both (countably) infinite for each j, and therefore there 
exist one-to-one onto maps #j : Sic \ S$+1 -+ Sjn \ ST+, .Let u be the 
permutation fN that coincides with *j on Sj’ \ S$+, .If T, denotes 
the isomorphism of 2 extending the permutation (8,) ---t {z,,,,} of the 
basis (6.1), then 
6.11. To(Pjf @ 0) T,-lP = Pi” @ 0, 
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where P = I, @ 0 is the projection 2 corresponding to the 
decomposition X = Z @ 2’. Hence 
6.12. p( T,P) V$zJ( T;lP) = Vn. 
This shows that either V = 0 for all 5, or V # 0 for all 5. Since 
we also have VcVn = 0 for 5 # 7 by virtue of 6.10, in the latter case 
we would have uncountably many non-zero disjoint projections i  Y, 
which is impossible ifY is separable. Therefore u(Pj’) -+0 strongly as
j -+ 00 for each irrational 0 < [ < 1. 
Choose now an irrational 5 between 0 and 1 and pick an integer in 
Sji \ %l for each j. Denote by A the set of integers soselected, and
by B its complement B = N \ A. Clearly both A and B are infinite. 
We will prove now that rank(P,(P - Pj’P)) = j. In fact, if x E X, 
z = Px = 2 or,x, E Z and z’ = x - x E Z’, then 
P”(P - PjCP)X = P/g 
( 
c (a&, ; n 6 s*9) 
= 1 b3n ; n E A \ Sj’}. 
But clearly 
has exactly j elements and the claim follows. 
Now, if p is not faithful, we have p(P,(P - Pj’P)) = 0, or 
PPAP> = P(PAP) PPm or PW? = PVY> G9. 
But then, since ,(Pjc) -+0, it follows that p(P,P) = 0. Finally, since 
P,P is a projection n X whose range clm{z, ;n E A) is by Lemma 6.2 
isomorphic to 2, it follows by Theorem 5.14 that p annihilates he
ideal m=(X). 
6.13. COROLLARY. If X has a symmetric basis, every separable 
representation of b(X) is q.f. 
Proof. Let p : 23(X) + a(Y) be a representation w thY separable. 
Since the representation p” induced by p in the quotient Y/Y,(p) is not 
faithful, then by Theorem 6.3, p” = 0 and therefore Y = Yi(p) as 
claimed. 
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6.14. COROLLARY. Let p be a separable r presentation of d(X), 
where X = k’p, 1 \< p < + 00, OY X = q, . Then p is q.f. 
6.15. COROLLARY. Let X and Y be chosen among the spaces @, 
1 <p < -too, and co. If X # Y, the only Banach algebra homo- 
morphism of S(X) in 23(Y) is the zero homomorphism. 
Proof. We first observe that since co is not reflexive, it is easy to 
see-with the aid of [3], Theorem 1, p. 194, and Theorem 7, p. 205- 
that X is not isomorphic toa subspace of Y. Let o : B,(X) -+ ?.IJ( Y) be 
a continuous homomorphism, and let Y, = a(l,)Y. Let p = u / Y, . 
According to Corollary 6.14 p = pr . But since X is not isomorphic 
to any subspace of Y. , we have ( Yo)r(p) = {0}, and therefore 
p(I,)Y, = u(Ix) Y, = {0}, or u = 0. 
6.16. COROLLARY. Any nonfaithful separable r presentation of 
%(Lp), 1 < p +CO, annihilates heideal a2,p = closure of m,(Lp), 
where Z = /p @ F. 
Proof. By Theorem 6.3, p annihilates aa and aP , whence it also 
annihilates heclosed two-sides ideal generated bya2 and ap , namely, 
%x3 - 
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