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Abstract
2D materials are fascinating for numerous reasons. Their geometrical and mechanical
characteristics along with other associated physical properties have opened up fascinating
new application avenues ranging from electronics, energy harvesting, biological systems
among others. Due to the 2D nature of these materials, they are known for their unusual
flexibility and the ability to sustain large curvature deformations. Further, they undergo
noticeable thermal fluctuations at room temperature. In the following, we highlight both
the characteristics and implications of thermal fluctuations in 2D materials and discuss the
following problems in biological physics and material science :
(i) The minimum electric field that can be detected by a biological membrane: Using a
nonlinear continuum electromechanical model, and methods of statistical mechanics,
we developed a variational approximation to analytically obtain the benchmark results
for model fluid membranes as well as physically reasonable estimates of the minimum
electric field that can be detected by a biological membrane.
(ii) Thermal fluctuations of vesicles and nonlinear curvature elasticity— Implications for
sized-dependent renormalized bending rigidity and vesicle size distribution: In this
work, we discuss the statistical mechanics of closed membranes (vesicles) incorporating
both constitutive and geometrical nonlinearities. Our closed-form results may also be
used to determine nonlinear curvature elasticity properties from either experimentally
measured fluctuation spectra or microscopic calculations such as molecular dynamics.
(iii) Fluctuations and effective bending stiffness of solid membranes within nonlinear elas-
ticity: The study of thermal fluctuations of graphene is rendered rather complicated
due to the necessity of accounting for geometric deformation nonlinearity in its de-
formation. Coupling of stretching and flexural modes leads to a highly anharmonic
elastic Hamiltonian. In this study, using a variational perturbation method, we present
a ”mechanics-oriented” novel treatment of the thermal fluctuations of graphene, fully
accounting for deformation nonlinearities, and evaluate their effect on the effective
bending stiffness.
vii
(iv) The quest for the determination of the Gaussian modulus—exploiting membrane edge
fluctuations: In this work, recognizing that the Gaussian modulus plays a non-trivial
role in the fluctuations of a membrane edge, we derive closed-form expressions for edge
fluctuations. Combined with atomistic simulations, we use the developed approach to
extract Gaussian modulus of graphene.
viii
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Chapter 1
Introduction
1.1 2D materials as elastic sheets
2D materials may be mechanically described as elastic sheets that are resistant to areal
change (in-plane deformations), but are quite flexible and can therefore bend easily. Solid
2D membranes1 include materials such as graphene, Boron Nitride, MOS2 among many
others. Fluid membranes, such as lipid bilayer membranes, are relatively easier to describe
mathematically as they are isotropic2 and often only bending elastic energy has to be
accounted for and in-plane stretching, even if incorporated, may be regarded as uncoupled
with bending deformation3. Specifically, the well-known Helfrich-Canham [1, 2] theoretical
framework parametrizes the bending energy cost of a tensionless patch of a fluid membrane
by a quadratic function of the curvature
Fb =
∫ 1
2κb(H −H0)
2 + κG(K −K0). (1.1.1)
Here κb and κ¯ are the bending moduli that, respectively, correspond to the energy change
due to changes in the mean (H) and Gaussian (K) curvatures. The corresponding sponta-
1The word “membrane” has a different connotation in the area of solid mechanics than in physics. In solid
mechanics, plates, shells and membranes are carefully distinguished. In the physics literature, essentially
any 2D elastic sheet is referred to as a membrane and we have adopted this practice here.
2Fluid membranes are usually isotropic within the plane. Among solid membranes, graphene exhibits
in-plane isotropy while most other solid 2D materials are anisotropic.
3We will revisit the complexity surrounding the modeling of solid membranes later in the work.
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Figure 1.1.1: This figure depicts the principal directions on a surface at a given point O.
neous curvatures are denoted by Ho and Ko.
The directional curvature of a surface can be described as gradient of the normal vector,
along a given direction. There are always two orthogonal directions that the corresponding
curvatures are extremals and are referred to as principal curvatures, denoted by c1 and c2
(Figure 1.1.1 4). The mean and Gaussian curvatures are then defined as: H = c1 + c2,
K = c1c2 [3].
The spontaneous curvature models the situation where the minimizer of energy (in the
absence of an external stimuli) corresponds to a preferred curvature. This is quite common
for asymmetric membranes, where the molecular structure varies asymmetrically along the
thickness.
4The directions of the normal planes where the curvature takes its extremum (maximum and minimum)
values are called principal directions. The corresponding curvatures are principal curvatures, for which their
summation gives the mean curvature and their product yields the Gaussian curvature at the given point O.
2
There are many ways to parametrize a surface, depending on its geometry. Perhaps,
the one used most often in the literature is the so-called Monge representation [3], and is
convenient for surfaces with a flat equilibrium(ground) state. In this representation, the
surface is characterized by a height function h(x), with x being the position of each point on
the surface. The mean and Gaussian curvatures can then be expressed in terms of h(x)[3]
H = ∇ ·
(
∇h(x)√
1 + |∇h(x)|2
)
K = det(∇∇h(x))(1 + |∇h(x)|2)2 . (1.1.2)
The above expressions are the general nonlinear forms of the mean and Gaussian curvatures.
If the deformations are “small” enough, upon linearization, Equation (1.1.2) reduces to
H = ∇2h(x), K = ∂
2h
∂x2
∂2h
∂y2
−
(
∂2h
∂x∂y
)2
. (1.1.3)
1.2 Statistical Mechanics of 2D Materials
Equation (1.1.1) has been extensively used to described the mechanics of fluid and
biological membranes. Typical bending modulus (κb) of most lipid-bilayers is between 5
and 25kBT—-small enough compared to the thermal energy scale that membranes undu-
late or fluctuate noticeably at physiological temperatures [4, 5, 6, 7, 8]. Bending rigidity
of 2D crystalline graphene has also been measured by atomistic and quantum simulations
[9, 10, 11]. Reported values for graphene bending rigidity at zero Kelvin, range from (1.2-1.6
eV) [9, 10, 11]—just a few times larger than the bending rigidity of biological membranes
(at room temperature)5. Thus, the energy cost for bending deformations of these materials
is typically very low.
Consider a toy model of an elastic sheet—shown in Figure 2. At zero Kelvin, the sheet
will adopt the configuration corresponding to minimum bending energy. If spontaneous
5Graphene’s larger apparent bending stiffness originates from the nonlinear coupling of in-plane stretching
deformation and out-of-plane bending.
3
Figure 1.2.1: An elastic sheet at finite temperature undergoes out-of-plane undulations.
curvature is absent then an infinite elastic sheet will simply minimize its energy by adopt-
ing a perfectly flat configuration. At a non-zero temperature, however, there is a finite
probability that even a non-zero bending-energy-state can occur—some illustrative samples
are given in Figure 1.2.16. The probability of occurrence of any of these deformation modes
is dictated by the Boltzmann factor [8]:
pi ∝ exp(−Ei/kBT ), (1.2.1)
where pi is the probability of occurrence of state i, Ei is its associated elastic energy cost and
kBT is the thermal energy scale.The notion expressed in Equation (1.2.1) can be elaborated
further. The probability distribution can be normalized to 1 with a normalizing factor 1/Z,
where Z is known as the partition function and is obtained by summing over all possible
states7
Z =
∑
i
exp(−Ei/kBT ). (1.2.2)
Further, the ensemble average of any physical quantity X can be obtained using the prob-
ability distribution
〈X〉 =
∑
i
Xiρi =
1
Z
∑
i
Xi exp(−Ei/kBT ). (1.2.3)
For deformation modes that correspond to extensive curvature changes, the energetic
cost can be fairly high and the probability of its occurrence (accordingly) very low but
nevertheless, all states are, in principle, possible. At any given time, if a 2D membrane is
6All deformation modes are possible with a probability that is proportional to the Boltzmann factor
(∝ exp(−Ei/kBT )). Deformations with higher energy cost are less probable and the equilibrium state that
minimizes the energy, is the most probable state.
7Since we have used a field theory as a starting point, the number of possible deformation states or
deformation modes are infinite
4
a b
(a) (b)
Figure 1.2.2: (a)Snapshot of graphene sheet in a molecular dynamics simulation.
(b)Entropic pressure between two fluctuation membranes
aGraphene as a solid membrane, has shear resistance, that results in coupling between in and out-of-plane
deformations. This leads to a nonlinear contribution from the in-plane stretching energy that suppresses the
height field fluctuations, compared to the simple harmonic result in Equation (1.3.6)
bWhile a single membrane fluctuates freely, its undulations are impeded when it is close to another surface
or, for example, another fluctuating membrane. This ”hindrance” results in the decrease of the total system
entropy and thus increases the overall free energy of the system. The increase in free energy depends on the
inter-membrane distance and can be interpreted as a repulsive force that acts to push the membranes apart.
observed at a finite temperature, there is a finite probability that one of the infinite set of
modes will be observed (as opposed to just the flat state at zero Kelvin). Accordingly, 2D
sheets always appear to be fluctuating in a random manner around the ground (equilibrium-
minimized) state. Even though the average of the height field 〈h〉 is zero, the fluctuations,
〈h2〉 around the flat state are nonzero and depend on the membrane size, temperature as
well as the mechanical properties of the sheet. The relatively low bending modulus of many
2D materials ensures that fluctuations are noticeable at room temperature.
1.3 Thermal Fluctuations
In the case of a large, nearly flat membrane, occupying a domain of {x ∈ S| S = [0, L]2},
with periodic boundary condition in all directions, the out-of-plane displacement field h(x),
5
can be expanded in Fourier series as8
h(x) =
∑
q∈K
h(q) exp(ıq · x). (1.3.1)
The Fourier transform of the height function then is
h(q) = 1
L2
∫
S
h(x)e−ıq·xdx. (1.3.2)
Assuming linearized elasticity, described in (1.1.3), the energy formulation in (6.1.1) can
be expanded in Fourier space as follows9
Fb = L2
∑
q∈K
1
2κb|q|
4|h(q)|2. (1.3.3)
We remark that the contribution from the Gaussian curvature vanishes for a system with
no boundaries [3]. The mean square of the amplitude in each mode 〈|hq|2〉 can be then
evaluated from (1.2.3)10. More frequently, the phase averages are computed by taking
recourse to the so-called equipartition theorem [8, 12], that states that the thermal energy
8q := |q| ∈ [qmin, qmax], i.e.
K =
{
q : q = 2pi
L
(νx, νy), νx, νy ∈ Z, |q| ∈ [qmin, qmax]
}
9Note that we have used the orthogonality property of the Fourier transformation that decouples the
modes in a quadratic energy formulation∫
(∇2h)2dx =
∑
q,q′
|q|2|q′|2h(q)h(q′)
∫
eı(q+q
′)·xdx
= L2
∑
q
|q|4h(q)h(−q)δ(q,−q′).
Also, note that h(−q) = h∗(q) are conjugates and hence we can set h(q)h(−q) = |h(q)|2
10The partition function is calculated as
Z =
∫ ∞
−∞
e−
L2
2kBT
∑
q∈K κb|q|
4|h(q)|2 ∏
q∈K
dhq
=
∏
q∈K
√
2pikBT
L2κbq4
, (1.3.4)
where K := {q = 2pi(νx, νy)/L : νx, νy ∈ Z, |q| > 2pi/L}. Then the average of the square of the amplitude in
6
is equally shared among all the modes of deformations11. Accordingly, the average of the
energy in each mode is
〈
L2
2 κb|q|
4|h(q)|2
〉
:= 12kBT. (1.3.5)
Consequently, the mean-square average of the fluctuations of each mode may be obtained
as
〈|h(q)|2〉 = kBT
L2κb|q|4 . (1.3.6)
Equation (1.3.6), implies that for smaller q, the amplitude is larger and dominant. Further,
for a periodic geometry, the fluctuations at all points are identical, i.e. 〈h(x1)2〉 = 〈h(x2)2〉
and is represented by a spatial average as: 12
〈h2〉 = 1
L2
∫
〈h(x)2〉dx
∝ kBT
κb
L2. (1.3.8)
Equation (1.3.8) is a critical result with many applications. For example, the thermal
fluctuation spectra may be measured by experimental methods or computed using atomistic
simulations and the above formula can then be used to estimate the bending rigidity of
membranes [13, 14, 15, 16]. This result has been also extended to other contexts providing
each mode is obtained as
〈|hq|2〉 = 1
Z
∫ ∞
−∞
|hq|2e−
L2
2kBT
∑
q∈K κb|q|
4|h(q)|2 ∏
q∈K
dhq
= kBT
L2κb|q|4 .
11This is however, valid only when the energy is a quadratic function of uncoupled degrees of freedom.
12Also, since the two-point correlation function is translationally and rotationally invariant, it only depends
on the distance between the two points, r = |r| = |x− x′|, rather than their positions (x,x′)
〈h(x)h(x′)〉 =
∑
q,q′∈K
〈h¯qh¯q′eı(q·x+q
′·x′)〉
= kBT
L2κb
∑
q∈K
eıq·r
|q|4 , (1.3.7)
which is clearly independent of the position of the two points. We remark that in case of finite membranes,
where pertinent boundary conditions must be accounted for, these simple results are no longer valid.
7
a facile route to extract useful information about membranes e.g. the incorporation of
electromechanical coupling [17], tilt of lipids [18, 19], presence of heterogeneities [20, 21, 22],
proximity to substrates or other vesicles [23, 24] among others.
1.4 Implications of Thermal Fluctuations in Biology and
Material Science
Thermal fluctuations appear to have several fascinating implications in material science
and biology. In the context of 2D crystalline materials, of which graphene is a good example,
its morphology is strongly dictated by thermal fluctuations at room temperature. Graphene
can be experimentally made in different geometries such as rectangular sheet and ribbons.
However, it is found that at finite temperature, graphene sheet cannot exist in perfectly flat
state and there is always intrinsic rippling on the surface of a graphene sheet[25]. This has
been explained theoretically by nonlinear elasticity theory of crystalline membranes, where
the in- and out-of-plane deformations are coupled and at finite temperature result in per-
manent ripples in graphene sheet. Further, graphene nano-ribbons exhibit self-folding and
warping at finite temperature. In this case, the edge effects along with thermal fluctuations,
render the ribbon geometry to be unstable. Consequently, with small twisting stimuli, the
ribbon can be transformed into a nano-tube—a more stable configuration without any edge
[26]. Accordingly, the morphology of graphene is highly affected by temperature, and the
temperature dependence of the graphene morphology can be used as a method in experi-
ments for graphene-based structures [27].
Many physiological processes are involved with thermal fluctuations such as exo and
endo-cytosis, membrane fusion, pore formation, cell adhesion, binding-unbinding transi-
tions, self assembly and vesicle size distributions among many others. These aforemen-
tioned biophysical phenomena are governed by a complex interplay between the various
attractive and repulsive forces that mediate between biological membranes. A key role
is played by a repulsive force termed ”steric hindrance”, or simply entropic pressure, the
origins of which lie in the thermally excited fluctuations of membranes. As mentioned ear-
8
lier, biological membranes are quite flexible and fluctuate noticeably at room temperature.
While a single membrane fluctuates freely, its undulations are impeded when it is close to
another surface or another fluctuating membrane. This hindrance decreases the entropy
and the ensuing overall increase of the free-energy of the membrane system, which depends
on the intermembrane distance, leads to a repulsive force that tends to push the membranes
apart. Stated differently, a finite external pressure is required to maintain the mean dis-
tance between the interacting membranes. Accordingly, the study of thermal fluctuations
and entropic effects has been one of the cornerstones of biophysical research on membranes
[28, 29, 30, 31, 32, 33, 34].
A more recent topic of growing interest is the entropic interaction of ultra-thin 2D
nano-materials such as graphene with cellular membranes and its study has implications
for several biomedical applications such as biosensors [35], tissue scaffolds [36, 37], carriers
for drug delivery [38, 39] and gene therapy [40]. The graphene sheet undergoes thermal
motion in the vicinity of the cellular membrane. Rather than adhering to cellular membrane,
graphene sheet is observed to penetrate the bilayer, through one of its sharp corner [41].
We speculate that this type of interaction (which does not change the total elastic energy)
is primarily controlled by entropic effects arising from thermal undulations of both the
membrane and the graphene sheet. Generally speaking, adhesion and cellular uptake of
nano-materials, depending on their shapes and sizes, can be strongly affected by thermal
fluctuations [42].
1.5 Dissertation overview
There exists a rich and extensive literature on thermal fluctuations of 2D materials. In
the majority of these works the Helfrich’s classical quadratic energy function is used within
linearized elasticity and periodic boundary condition. Specifically, geometric and constitu-
tive nonlinearities as well as non-vanishing boundary conditions are not usually accounted
for.
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In this dissertation, nonlinearities and effects of boundary conditions are explored for
2D materials including biological membranes and graphene. Several implications of non-
linearities are addressed, including thermal noise limit of cellular membranes, fluctuations
and effective bending stiffness of small biological vesicles and fluctuations of graphene as a
nonlinear solid membrane. Further, fluctuations of a free edge as a non-vanishing boundary
condition is exploited to estimate the Gaussian modulus and edge properties of graphene
monolayers.
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Chapter 2
Thermal Fluctuations and the
Minimum Electrical Field that can
be Detected by a Biological
Membrane
Thermal electrical noise in living cells is considered to be the minimum threshold for
several biological response mechanisms that pertain to electric fields. Existing models that
purport to explain and interpret this phenomena yield perplexing results. The simplest
model, in which the biomembrane is considered to be a linear dielectric, yields an equilib-
rium noise level that is several orders of magnitude larger than what is observed experi-
mentally. An alternative approach of estimating the thermal noise as the Nyquist noise of a
resistor within a finite frequency bandwidth, yields little physical insight. In this work, we
argue that the nonlinear dielectric behavior must be accounted for. Using a statistical me-
chanics approach, we analyze the thermal fluctuations of a fully coupled electromechanical
biomembrane. We develop a variational approximation to analytically obtain the bench-
mark results for model fluid membranes as well as physically reasonable estimates of the
minimum electrical field threshold that can be detected by cells. Qualitatively, at least, our
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(a) (b)
a
Figure 2.1.1: (a): An external electrical field weakened by the tissue, (b): Thermally fluc-
tuating electric field on the surface of the membrane, in equilibrium.
a(a): An external electrical field is weakened by the tissue, reducing to about 10−6 times the original
value by the time it impinges on the cell membranes
(b): Thermally fluctuating electric field on the surface of the membrane, in equilibrium. Only electrical
fields larger than the thermal noise threshold of the membrane are expected to be detected and therefore
induce electromechanical conformational changes.
model is capable of predicting all known experimental results. The predictions of our model
also suggest that further experimental work is warranted to clarify the inconsistencies in
the literature.
2.1 Introduction
Over the last several decades, the response of biological systems to external electro-
magnetic fields has attracted much attention and controversy. Several important biological
processes in cell, such as electroporation, [43, 44, 45], activation of ion gated channels,
[46, 47] among many others, are directly related to the interaction of cells with an imposed
electric field. The source of the electric field could be ionic concentration gradients in the
local environment of the cell or simply an external stimuli. While the former is of interest
due to the fundamental quest to understand transduction mechanisms and signaling in
cells, the latter—disruption of biological processes by very weak extremely low frequency
fields (ELF) from external sources of electricity—has also been an active topic of discussion
[48, 49, 50, 51, 52, 53]. It is generally supposed that below a certain threshold–i.e. the
thermal-electrical noise, the cell cannot detect an electrical field. As it is schematically
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shown in Figure 2.1.1, most (typical) external ELF field levels, are severely diminished at
the cell level. Whether the electrical field sources are external or internal, the question of
the limit of electrical field detection by cells is of fundamental interest.
The limit for electrical field detection is that the field should exceed, at least, the noise
generated by thermal fluctuations in the cells. Although widely studied theoretically e.g.
[54, 55, 56, 57], experimental results have been somewhat scarce [58, 59, 60].
In a frequently quoted, and relatively simple, model to estimate the noise threshold [61,
62, 63], the cell-membrane is considered to be a resistor-capacitor system with corresponding
values of membrane resistivity and dielectric permittivity respectively. In the so-called
Johnson-Nyquist noise of a RC circuit, the time averaged noise voltage at low frequencies
can be obtained as
V kBT =
√
4RkBT4ν, (2.1.1)
where kB is the Boltzmann constant (Joule/Kelvin), T is the temperature (Kelvin) and
4ν accounts for the frequency bandwidth (Hz). Using this model, [64] estimated the thermal
noise of a spherical cell with radius r ≈ 10−5m and R ≈ 4×106 Ω, to be V kBT ≈ 2.6×10−6V
for a frequency bandwidth of about 100Hz. [64] recognized that the wisdom of considering
the entire cell with its attendant complexities is dubious. A meaningful and more relevant
estimate of the noise threshold is likely if the membrane noise limit is examined rather
than that of the entire cell. From this point of view, he estimated the noise for a small
piece of membrane with area d2 ≈ 2.5× 10−17m2, within a frequency band of 100Hz, to be
V kBT ≈ 0.02V. Here d is the typical thickness of the membrane (∼ 5nm).
We may also consider a (yet another) alternative approach. Consider the membrane of
size S = (0, L)2 as a linear dielectric surface in equilibrium with a thermal bath. Thermal
fluctuations will lead to a spatially fluctuating and non-uniform polarization field: we iden-
tify P (x) as the out-of-plane dipole areal density at point x. Then, for a membrane with
permittivity , the electrostatic contribution to the total Hamiltonian can be written as
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H =
∫
S
1
2aP (x)2dx, (2.1.2)
where a = 1/(− 0)d. Discretizing the above Hamiltonian in the real space, in which each
degree of freedom (xi) has an area of A0–that fluctuates independently; we obtain
H =
∑
xi
1
2aP (xi)
2A0. (2.1.3)
The equipartition theorem immediately yields an estimate of the polarization fluctuation:
〈P 2〉 = kBTaA0 . Assuming that A0 has the same order of magnitude as d2, the thermal noise
of the voltage across the membrane is V kBT =
√
kBT/0d. This gives us a value as large
as 0.3V at room temperature. Although this approach is based on fundamental statistical
mechanics, the result is physically unreasonable and the ambiguity in deciding the patch of
membrane that fluctuates independently (i.e. A0) offers little insight.
Most other models also predict noise thresholds that are similar in magnitude to the
ones described in the preceding paragraphs. In sharp contrast, for some large mammalian
cells, experiments [58, 59, 60] suggest values that are almost 1000 times smaller than all the
theoretical models!
Elucidation of the puzzling discrepancies as outlined in the preceding paragraphs is
the key objective of this work. In Section 2.2, we present our central physical ideas and
formulate the corresponding Hamiltonian that accounts for nonlinear dielectric behavior
and coupled electromechanical behavior of fluid membranes. The statistical mechanics of
the nonlinear estimation of the noise threshold in model fluid membranes is outlined in
Sections 2.3 and 2.4. Experiments indicate that the limit of noise-detection is frequency
dependent. We discuss the modification of our results, that account for finite frequency
bandwidth, in Section 2.5. In Section 2.6, we speculate on the relevance of the model fluid
membrane results for real biological membranes, and finally discuss and compare our results
with experiments in Section 2.7.
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2.2 Central Ideas and Formulation
The dielectric behavior of biological membranes (whether model or real) is nonlinear.
The assumption of linearity i.e., the notion that the polarization is linearly proportional to
the electric field P ∝ E implies that a membrane is capable of being polarized to unreal-
istically high values at high fields. This is of course physically incorrect. Aside from the
obvious fact pertaining to the limits imposed by dielectric breakdown, it is expected that
beyond a certain field, a limit will be reached where all the relevant microscopic dipoles in
the membrane have been aligned. Corresponding to this, the polarization will saturate—in
other words, there is an upper limit to which the membranes are capable of being polarized
(hence forth referred to as the saturation polarization). The most compelling evidence of
this, at least among recent works, is provided by the experiments and modeling of [47]
—and indeed, their estimate of the saturation polarization (on the specific membrane that
they studied) is not only far below the dielectric breakdown limit but also below that of the
polarization corresponding to the resting voltage.
This concept is schematically illustrated in Figure 2.2.1(a) where we compare the linear
dielectric behavior to the dipole saturating trend in which the change in the polarization
field becomes negligible once it approaches PS . In other words, the membrane cannot be
polarized to arbitrarily large values by an imposed electrical field and is restricted to a finite
range. There is close analogy of this problem to the confinement of mechanical fluctuations
between confined hard walls—-here the amplitude of the thermal-mechanical fluctuations is
restricted by the hard walls. This analogy is depicted in Figure 2.2.1(b) in which the mem-
brane’s polarization cannot exceed the yellow bounds. The problem of thermal-mechanical
fluctuations of a confined membrane has been discussed by a number of works [65], [66]
including a few recent ones: [33] and [67]. Since the strict finite range is difficult to treat
analytically (and may not be physical anyway) we mimic the saturation phenomena with a
smooth nonlinear function shown in blue in Figure 2.2.1(a).
Now consider a membrane of S = (0, L)2 and thickness d  L. The membrane is
described by the state variables (P, h) : S → R, where P is the out-of-plane polarization
15
area density and h is the out-of-plane displacement of the mid-plane of the membrane. For
simplicity (and almost completely justifiable in most situations), we have neglected the in-
plane components of the polarization. Let 12Kh be the mean curvature of mid-plane and
within a linearized elastic approximation,
Kh(x) = ∇2h(x). (2.2.1)
Although the effect of electromechanical coupling will later be found to be negligible, for the
sake of completeness, here we take it into account and postulate that the total Hamiltonian
of the membrane can be written as
H[P, h] =
∫
S
1
2κbK
2
h +
1
2a|P |
2 + fPKh + g(P )ds, (2.2.2)
where κb and f are the bending modulus and the flexoelectric coefficient of the membrane
respectively, and the non-quadratic function g(P ) is designed to increasingly penalize the
fluctuations of the polarization field as it gets close to a saturation value. The simplest
form of g(P ) is a higher order polynomial of polarization—such that its contribution to the
electrostatic energy is negligible at fields that correspond to well below the saturation point,
Ps. We remark that the analogy to non-linear elastic-plastic behavior is evident. From this
point of view, we propose g(P ) as below
g(P ) = aP 2(ε4
P 2
P 2s
+ ε6
P 4
P 4s
+ ε8
P 6
P 6s
+ · · · ), (2.2.3)
were εi are phenomenological scalar constants that represent the nonlinear behavior. In the
absence of flexoelectric coupling (i.e., f = 0), the out-of-plane electric field is given by
E = ∂
∂P
( 12aP
2 + g(P )) (2.2.4)
= aP (1 + 4ε4
P 2
P 2s
+ 6ε6
P 4
P 4s
+ 8ε8
P 6
P 6s
+ · · · ).
The function in equation (2.2.4) can mathematically represent the nonlinear behavior,
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(a) (b)
a
Figure 2.2.1: (a): Comparison of linear and nonlinear energy costs for change in polarization
field. (b): Comparison of probability distributions for the linear and nonlinear
dielectrics.
a(a): Comparison of linear and nonlinear energy costs for change in polarization field. The blue curve is
representing the nonlinear behavior, and mimics the hard (walls) restrictions on the fluctuations
(b): Comparison of probability distributions for the linear and nonlinear dielectrics. The higher order
terms in the energy formulation make the smaller values of the polarization more probable and consequently
decreases the fluctuations.
shown in Figure 2.2.1(a). Furthermore, the energy cost for the change in polarization field
is compared for the cases of linear and non-linear behavior in Figure 2.2.1(a). Specifically,
by taking into account the higher order terms of the polynomial function g(P ), the energy
cost increases rapidly for the change in polarization field approaching PS .
As a result of using the new energy function(2.2.2), the distribution of the fluctuating
polarization field is no longer Gaussian. Basic statistical mechanics tells us that the prob-
ability of occurrence of a certain change of polarization can be expressed as an exponential
function
p(P ) ∝ exp(−H(P )/kBT ), (2.2.5)
indicating that, the higher polarization values (with the attendant larger energy cost) are
less probable. Accordingly, the nonlinear function g(P ) ensures lower probability for largers
value of the polarization. We have shown this qualitatively in Figure2.2.1(b). Our modified
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Hamiltonian, which accounts for the nonlinear dielectric behavior, essentially confines the
thermal fluctuations of the polarization field in a finite range of |P/PS | 6 1. For such a non-
Gaussian distribution of the fluctuating field, the equipartition theorem is inapplicable, and
analytical solutions are hard to come by. However, we develop here a variational approxi-
mation to obtain an estimation of the fluctuations—that yields analytical expressions. It is
worthwhile to remark that the subject of thermal-mechanical fluctuations of the membranes
has been extensively investigated. For example, in a pioneering work, [2, 68] proposed that
the thermal fluctuations of a membrane soften the renormalized bending modulus. Also, in
the context of dealing with non-quadratic Hamiltonians, Nelson et. al.[18] have discussed
the crumpling transition in polymerized membranes, Guitter et. al.[69] studied the fluctu-
ations of self avoiding tethered membranes and Bowick et. al.[70] investigated the tubular
transition of self avoiding anisotropic membranes. Several other examples abound which
we avoid citing for the sake of brevity. Furthermore, in the context of the somewhat more
complicated and hard membrane materials, the reader is referred to the following sample
of works: investigation of graphene fluctuations by Gao and co-workers [71], DNA, by Su
and Purohit [72], and twin-boundaries in crystalline metals by Chen and Kulkarni [73].
2.3 Thermal fluctuations
The Hamiltonian of the system (2.2.2) can be rewritten as
H = Hq +Hnq, (2.3.1)
where Hq is the quadratic part of the Hamiltonian that includes the first three terms of
(2.2.2), and Hnq is the last term of (2.2.2) (“Non-quadratic”). Due to the presence of the
non-quadratic terms, the equipartition theorem is not applicable; it is hopeless to compute
the exact free energy and thermal fluctuations in closed-form. Nevertheless, we can employ
a variational approximation based on the Bogoliubov inequality [8] that asserts the following
F 6 Fvar := F0 + 〈H −H0〉H0 , (2.3.2)
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where F is the actual free energy of the system, H0[P, h] is any Hamiltonian, F0 is the free
energy associated with the Hamiltonian H0:
F0 = −kBT logZ0, Z0 =
∫
e−H0[P,h]/kBTD[P, h], (2.3.3)
and 〈 〉H0 denotes the expectation value with respect to the Hamiltonian H0.
To make analytical progress, we select a quadratic Hamiltonian H0 that in Fourier q-
space is given by
H0[P, h] =
L2
2
∑
q∈K
{
Gh(q)|hq|2 +GP (q)|Pq|2
+Gf (q)hqP−q
}
, (2.3.4)
where K := {q = 2piL (νx, νy) : νx, νy ∈ Z, 2piL ≤ |q| ≤ 2pid }, Gh(q), GP (q) and Gf (q) are set
of propagators that will be determined later, and hq (Pq) is the Fourier transformation of
h(x) (P (x))
hq =
1
L2
∫
S
h(x) exp(−ıq.x)dx,
Pq =
1
L2
∫
S
P (x) exp(−ıq.x)dx.
(2.3.5)
For the Hamiltonian (4.2.5), by the equipartition theorem we find the free energy F0 to
be
F0 = αF +
∑
q
kBT
2 log(4Gh(q)GP (q)−Gf (q)
2), (2.3.6)
where αF is a constant of no consequence. Also, for simplicity we consider only the first
two terms in (2.2.3). Then, to within a constant,
〈H −H0〉H0 =
L2
2
∑
q∈K
{
κb|q|4〈|hq|2〉H0
+a〈|Pq|2〉H0 + 2f |q|2〈|hqP−q|〉H0 −
kBT
L2
}
+a
∫
S
〈ε4P
4
P 2s
+ ε6
P 6
P 4s
〉H0 dx. (2.3.7)
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All the quadratic correlations can be calculated using the equipartition theorem
〈|hq|2〉H0 =
4kBTGP (q)
L2(4Gh(q)GP (q)−Gf (q)2) ,
〈|Pq|2〉H0 =
4kBTGh(q)
L2(4Gh(q)GP (q)−Gf (q)2) ,
〈hqP−q〉H0 =
−2kBTGf (q)
L2(4Gh(q)GP (q)−Gf (q)2) . (2.3.8)
The last two terms of (2.3.7), which are higher order correlations, can be estimated by
invoking Wick’s theorem [65] as below
〈P 4〉H0 = 3〈P 2〉2H0 , 〈P 6〉H0 = 15〈P 2〉3H0 , (2.3.9)
in which 〈P 2〉H0 =
∑
q∈K〈P 2q〉H0 . Minimization of the variational free energy Fvar with
respect to the unknown propagators furnishes an upper bound of the exact free energy.
Now let η = ∑q∈K〈P 2q〉H0 and χ(q) = 4Gh(q)GP (q) − Gf (q)2. Then substituting (2.3.8)
and (2.3.9) into Fvar (2.3.2), results in the following simplified form
Fvar =
∑
q ∈ KkBT2 log(χ(q)) +
2kBT
χ(q)
(
q4κbGP (q) + aGh(q) + fq2Gf (q)
)
+ 3aη
2L24
P 2s
+ 15aη
3L26
P 4s
. (2.3.10)
We minimize the free-energy with respect to Gh(q), GP (q) and Gf (q) and obtain
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0 = ∂Fvar
∂Gh(q)
= −2kBT
{
a
12Gf (q)24P 2s η + 90aη2Gf (q)26
P 4s χ(q)2
+ aGf (q)
2 + 4GP (q)2|q|4κb
χ(q)2
+ GP (q)(4fGf (q)|q|
2 +Gf (q)2)
χ(q)2
− 4Gh(q)GP (q)
2
χ(q)2
}
0 = ∂Fvar
∂GP (q)
= −2kBT
{
a
48η4P 2sGh(q)2 + 360η26Gh(q)2
P 4s χ(q)2
+Gh(q)
4Gh(q)(a−GP (q)) + 4f |q|2Gf (q)
χ(q)2
+ (Gh(q) + |q|
4κb)Gf (q)2
χ(q)2
}
0 = ∂Fvar
∂Gf (q)
= kBT
{24aηGf (q)Gh(q)(24P 2s + 15η6)
P 4s χ(q)2
,
+ 4Gf (q)
χ(q)2
(
Gh(q)(a−GP (q)) + |q|4κbGP (q)
)
,
+ 8f |q|
2Gh(q)GP (q) + 2f |q|2Gf (q)2 +Gf (q)3
χ(q)2
}
, (2.3.11)
wherein for differentiating the higher order correlations 〈P 4〉H0 = 3η2 and 〈P 6〉H0 = 15η3
we used the chain rule to write
∂ηn
∂G
= nηn−1
∑
q∈K
∂η
∂G(q) = nη
n−1 ∑
q∈K
∂
∂G(q)〈P
2(q)〉H0 . (2.3.12)
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Solving the equations in (2.3.11) for the unknown propagators yields
Gh(q) = |q|4κb
GP (q) = a(1 +
12η4
P 2s
+ 90η
26
P 4s
)
Gf (q) = −2f |q|2. (2.3.13)
Subsequent substation in the expression for η, gives us
η = 〈P 2〉H0
= 1
L2
∫
〈P 2(x)〉H0dx =
1
L2
∫ ∑
q,q′∈K
〈PqPq′eı(q+q′)·x〉H0dx
= 1
L2
∑
q,q′∈K
δ(q + q′)〈PqPq′〉H0
∫
dx =
∑
q∈K
〈P 2q〉H0
=
∑
q∈K
4kBTGh(q)
L2(4Gh(q)GP (q)−Gf (q)2)
=
∑
q∈K
kBTκb
L2(κbξ − f2) , (2.3.14)
where ξ = a(1 + 90η26
P 4s
+ 12η4
P 2s
) and η can be solved for to estimate the polarization fluc-
tuation. Further details on the variational approach and its accuracy in the context of the
current problem are provided in the Appendix.
2.4 Thermal fluctuations of the electric field
The computation of polarization correlation in Section 2.3 allows the estimation of the
root mean square electric field. The polarized membrane induces an electric field that can
be calculated using Maxwell’s equations. Here we may consider two ideal boundary con-
ditions: (1) non-conducting boundary conditions, in which the membrane exterior has the
permittivity of vacuum and (2) conducting boundary condition, in which the surrounding
electrolyte is perfectly conductive. The real boundary conditions are somewhere between
these two extremes—we will find that our final results (at the level of approximation we
are interested in) are insensitive to these two bounding boundary conditions. Accordingly,
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we feel justified in avoiding the more complex nonlinear Poisson-Boltzmann framework. In
the first case, we write the Maxwell equation as below
div(−0∇φ+ P
d
χ(z)ez) = 0, (2.4.1)
where
χ(z) = 1 if z ∈ [−d2 ,
d
2 ], otherwise = 0.
The solution can be conveniently found in Fourier space
φ(x, z) =
∑
q∈K
φˆ(q, z)eıq.x,
φˆ(q, z) = Pˆq2d0|q|(e
|q|z − e−|q|z)e−|q|d/2. (2.4.2)
The ensuing voltage difference across the thickness of the membrane is
∆φˆ(q) = φˆ(q, d/2)− φˆ(q,−d/2)
= Pq(1− e
−d|q|)
d0|q| . (2.4.3)
The autocorrelation of the potential can be obtained by summing over all possible modes
〈V 2〉 =
∑
q∈K
〈∆φˆ(q)2〉
=
∑
q∈K
〈P 2q〉(1− e−d|q|)2
d220|q|2
. (2.4.4)
The above sum can be approximately calculated by replacing it with an integration. For
conducting boundary conditions, equation (2.4.4) simply reduces to
〈V 2〉 = 1
20
∑
q∈K
〈P 2q〉. (2.4.5)
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Figure 2.4.1: Calculated values of noise with different Ps
2.5 Power spectrum of the fluctuating electric field
The power spectrum of the electric field is the ensemble average of the time average of the
power dissipation per unit frequency bandwidth and may be used to estimate the frequency
dependence of our results [74]. This is necessary since experimental results indicate the
noise threshold to be sensitive to the frequency of the applied field. This can be explained
physically by considering the fact that the membrane is heavily occupied by fluctuating
charges and dipoles, that can dissipate energy and generate noise during conformational
transitions. Since the external fields are mostly time dependent–usually sinusoidal– it is
best to compare the frequency spectrum of the thermal noise with that of the external
field. In this section we calculate the power spectrum of the fluctuating voltage, from which
we can estimate the Nyquist noise of the membrane. To this end, we assume a relaxation
time, τ , during which the state of the system does not change. The relaxation time in
biological membranes, depends on the diffusion constants of the membrane, dipoles and
charges, and is roughly of the order of a millisecond [5]. This level of approximation, as will
be seen in Section 2.6 where we present our results, suffices to draw experimentally relevant
conclusions.
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aFigure 2.5.1: Calculated thermal noise in the presence of time-dependent fields.
aThe relaxation time is considered to be 1 milli-second. Typically the frequencies of imposed electric fields
do not exceed 60Hz, and most are, usually, lower. For frequencies less than 10Hz, the effect of frequency is
quite significant.
The relaxation process is well-known to be an exponential decay in the effect of random
fields
C(τ) ∝ e−t/τ . (2.5.1)
Then the power spectrum of the fluctuating electric field is obtained as
G(ν) = 4
∫ ∞
0
〈V 2〉e−t/τ cos(2piνt)dt
= 4〈V
2〉τ
1 + (2piντ)2 . (2.5.2)
This value is equivalent to the Nyquist noise power in a resistor — 4RkBT . For low frequency
ranges in which ντ  1, the power is almost constant — frequency-independent— and the
fluctuating voltage is considered to be white noise. In this case the Nyquist noise for
different frequency bandwidth can be calculated by simply multiplying the power by the
frequency bandwidth: 〈V 2〉ν = 4RkBT4ν. However, at high frequencies, since the power
spectrum is no longer a constant, the Nyquist noise should be calculated by integrating
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equation (2.5.2) over all possible values of the frequency. Assuming that the frequencies
from external electrical fields do not exceed 60Hz, to draw a comparison with the thermal
noise, we have calculated the noise, 〈V 2〉ν for different frequency bandwidth, up to 60Hz—
the results is shown in Figure 2.5.1. As evident, at very low frequencies (0-10Hz), the noise
threshold can be as much an order of magnitude smaller than the associated high-frequency
value, 〈V 2〉.
2.6 Relevance to real biological membranes
So far, we have considered model fluid membranes. Real biological membranes are
highly heterogeneous and are covered with a large fraction of proteins. In such a crowded
environment, polarization is spatially correlated within its plane. This non-locality of the
polarization may play a significant role. One simple (and completely phenomenological)
way to take this into account is to add a term proportional to the spatial gradient of the
polarization. This notion is inspired from similar considerations in crystalline ferroelectrics
and approximations made in the quantum mechanical density functional theory. Let δ be
the smallest correlation length. Then we can modify the quadratic part of the original
Hamiltonian (2.2.2) as follows
Hq =
∫
S
1
2κb(∇2h(x))2 + 12aP (x)2 + 12aδ2|∇P (x)|2
+fP (x)∇2h(x)dx. (2.6.1)
To estimate the strength of the polarization gradient term or alternatively, the order of
magnitude of δ, we make two distinct arguments—both lead to similar results and are likely
to bound the actual value: (1) We may consider the polarization correlation to be linked
with the tension correlation. The rationale is that the electromechanical conformation of
the mechanosensitive channels are coupled to the tension of the membrane [75]. (2) A
geometrical argument may be made that δ ought to scale with the average inter-protein
distance. Based on the first argument, using a result given by [17], we consider the ratio of
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Table 2.6.1: Estimated values of thermal noise limit in cell membranes. The noise
was calculated for a cell of size L ≈ 150µm.
Frequency Experimental Linear Nyquist noise in Present model Predicted values
(Hz) values(V/cm) dielectric model the equivalent for a pure for a real
(V/cm) RC circuit lipid bilayera biomembrane
(V/cm) (V/cm) (V/cm)
Chicken fibroblasts∗
[59]
1 0.6 6.1× 105 3.6× 103 1× 103 100
Bovine fibroblasts∗
[58]
10−1 300 6.1× 105 1.1× 103 320 30
1 2.1 6.1× 105 3.6× 103 1× 103 100
101 1.5 6.1× 105 1.1× 104 3.2× 103 300
102 30 6.1× 105 3.6× 104 9.5× 103 900
103 600 6.1× 105 1.1× 105 1.5× 104 1400
aConsidering the thickness of the membrane to be d ≈ 5nm, we have converted the reported
cell-level value to the membrane noise value.
the two-point tension-correlation with respect to self-correlation
η = 〈|∇h(0)∇h(δ)|〉〈|∇h(0)|2〉 =
∑
q〈q2h2q〉eıq·δ∑
q〈q2h2q〉
, (2.6.2)
where δ is the relative position vector between two points. By integrating over all modes,
for different values of δ, we find that for δ > 5d the ratio is less than 0.1, which is essentially
negligible. Therefore, we conclude that for biological membranes, the minimum correlation
length is at least 5d.
According to [5], biological membranes are extremely crowded. They estimate that 30-55%
of the area of the lipid membrane is occupied by various types of protein channels. The
radius of the channels in their open state is roughly about 2-3nm. Using these values, the
average distance between the centers of the proteins can be estimated to be about 6-12 nm.
This argument provides an alternative way to estimating δ.
Recalculating the fluctuations of polarization, using equation (2.6.1) for the quadratic
part of the total Hamiltonian (2.3.1), gives the estimated noise for different values of δ. For
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δ ≈ 10nm, we obtain values of noise voltage which is almost one order of magnitude smaller
than what we obtained earlier in Section 2.4.
2.7 Results and Discussion
For quantitative results, we must estimate Ps. The breakdown voltage of the membrane
is around 1V—-and the polarization corresponding to this represents a strict upper bound.
As it can be appreciated from Figure 2.2.1(a), significantly higher electric fields are required
to polarize a membrane close to Ps. Evidently Ps → ∞, represents the linear case which
corresponds to the quadratic Hamiltonian. Indeed, our nonlinear numerical results coincide
with the linear estimates discussed in the introduction of the paper if Ps is taken to be
very large. The variation of the noise threshold with respect to choice of Ps is shown in
Figure 2.4.1 where the abscissa corresponds to the voltage corresponding to Ps. To solve
the Maxwell equation in Section 2.4, we used the conducting boundary condition, since it
gives us the upper bound of the voltage noise. In our calculations, we have assumed that
κb = 25kBT ,  = 20 =, f2/κb ≈ a/2. For the higher order terms, since the dominant
parameter is Ps we have set εi equal to 1. We have verified that this does not significantly
alter our results. The linear framework yields noise threshold around 0.3V. Even if we
adopt the excessively simple model that the dielectric response is almost linear up until
the strict upper limit of the breakdown voltage, our models predict a noise threshold that
is still much lower than 0.3V. To further refine our estimate of Ps, we take recourse in
recent experimental work [76] that has documented nonlinear dielectric properties for a
specific biomembrane (of outer hair cells in the ear). There is significant diversity among
biological membranes, however, their linear dielectric behavior is markedly similar and since
our primary interest is the in the order of magnitude estimates, we used the experimental
estimate of Ps by [76] as a representative value. According to their model, the length change
of the outer hair cell with voltage, can be explained by a nonlinear relationship between the
flexoelectric coefficient and the applied electric field. To explain the nonlinear dependence
of flexoelectric coefficient on the membrane voltage, they proposed a nonlinear relationship
between the polarization density and the electric field. Their work suggest that for dipole
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moments less than 10D, the dielectric behavior of the membrane is linear. Considering the
dipole density of such membranes to be about 6000/µm2, we estimate Ps/ to be less than
10 mV. Using these estimates, our calculations of the noise threshold appear in Table 2.6.1
where a comparison is also made with known experimental results and other models. We
have converted the estimated voltage noise to the electric field noise, by using the thickness
of the membrane: EkBT = V kBT /d. Some comments related to the frequency effect and
the consideration of gradient of polarization (relevant for real biological membranes) are
warranted. Consideration of both effectively reduce the noise threshold estimates by an
order of magnitude. For example, consideration of the gradient of polarization term along
with the estimate of δ = 10nm (see Section 2.6) leads to the noise threshold estimate that
is almost 10 times smaller that for a model fluid membrane. The experimental values in the
second column evidently have significant scatter. The notable aspect however, as already
emphasized briefly in the Introduction, is how low these are compared to the estimates
from conventional models (column 3). We note that in the cited experimental references
and prior works, the noise estimates were made for the entire cell. In Table 2.6.1, we have
converted the noise values from the cell level to the membrane level through the following
relations: Emem ≈ Ecell × L/d, in which L is the size(radius) of the cell. Here, we have
assumed that the electric field is uniform across the thickness of the membrane and cell, and
used the equation: V kBT = Emem×d = Ecell×L. The fourth column is the Nyquist noise at
different frequencies. The results of our model for pure lipid bilayers are shown in column
5. In the last column, we have provided the estimated values of noise in real biological
membranes, where we have (phenomenologically) considered the interactions between the
channels and other physical inhomogeneities, using δ ≈ 10nm.
2.8 Concluding Remarks
In summary, we have pointed out the rather large discrepancy that exists between the
(experimentally estimated) minimum electric field that an ideal fluid membrane can detect
and what the existing theoretical models predict. A consistent accounting for the influence
of the nonlinear dielectric behavior of membranes on the thermal fluctuations of the mem-
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brane electric field appears, in large part, to address this issue. The dielectric nonlinearity
can be explained physically by the dipole saturation phenomena, and the consequent fact
that there is an upper limit, PS to which a membrane is capable of being polarized. Our
mathematical framework yields analytical solution for the thermal electrical noise of mem-
branes. In real biological membranes (as opposed to fluid membranes), we must contend
with more complex situations. Proteins, salts, charged objects, ionic flux and the polarized
double layers are some of the items that may contribute to the fluctuations of electric field
in real biological membranes. To some extent, phenomenologically, we consider the effect
of inhomogeneities through an added energetic term that sets the scale for the membrane
in-plane correlations of polarization. The predictions of our theoretical framework provide
noise estimates that are of the same order of magnitude as experiments. In particular, our
work provides both a benchmark estimate for model fluid membranes (which should be
experimentally testable) and reasonable predictions for biological membranes (where sig-
nificantly more complexity may be expected). Further experimental studies are required
to understand and clarify the quantitative aspects of dielectric nonlinearity in biological
membranes and settle the rather large scatter in the existing experimental data.
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Figure 2.8.1: Comparison of the exact free energy and the corresponding approximate one
Appendix: Details on the variational approximation
Kleinert and co-workers introduced the so-called variational perturbation method (VPT)
to handle the statistical mechanics of anharmonic Hamiltonians [65]. A straightforward per-
turbation approach (expanded around, say, a quadratic Hamiltonian) results in a divergent
series. On the other hand, variational approximation using trial function, while effective,
works best if the trial function is an ”inspired” guess. The VPT combines both approaches
and it has been shown that the resulting series converges exponentially. In the present work,
we have used the VPT while retaining only the first term. This approach is extensively used
to deal with thermal fluctuations of fluid membranes in different contexts [8, 24].
In this appendix we present some calculations that provide some assurance to the quality
of our approximation. Consider the following Hamiltonian which, while anharmonic in the
polarization field, ignore the mechanical displacement fields
H =
∫ 1
2aP
2 + aε4
P 2S
P 4. (2.8.1)
The advantage of the Hamiltonian in (2.8.1) that includes a fourth order polarization
term (but no field derivatives) is that the partition function and the free energy can be
obtained in closed-form and therefore provides a simple (but related) test case to assess
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the approximation we have used in this work. To deal with the path integral in the parti-
tion function, we first discretize the Hamiltonian (2.8.1). To this end we assume that the
membrane consists of 2N molecules located at x ∈ L = Λ(n1, n2) : n1, n2 = 1, · · · ,m, where
Λ = L/m. The total number of degrees of freedom are N = m2 and each has an area of
A0 = Λ2. Given that the area density of the dipole moment at point x is P (x), the dipole
moment P˜ (x) at this point can be calculated by: P˜ (x) = P (x)A0. Substituting this into
equation (2.8.1) and summing over all degrees of freedom, we obtain
H = ∑x∈L 12a P˜ 2(x)A0 + aε4 P˜ 4(x)A30P 2S . (2.8.2)
The partition function is
Z =
∫
exp(−βH) = ∫ exp(−β(∑x∈L 12a P˜ 2(x)A0 + aε4 P˜ 4(x)A30P 2S ))∏x∈L dP˜ (x)
= ∏x∈L e
aA0βP
2
S
324 A0PSK 1
4
(
aβA0P
2
S
324
)
2
√
24
, (2.8.3)
where K 1
4
is the modified Bessel function of the second kind. The free energy per unit area
is
f = F
NA0
= − kBT
NA0
logZ
= −aP
2
S
324
− kBT
A0
log
A0PSK 1
4
(
aA0P 2S
32kBT4
)
2
√
24
. (2.8.4)
In the limits of PS → ∞ or 4 → 0, which corresponds to the quadratic Hamiltonian,
we obtain
fL = −kBT2A0 log
2pikBTA0
a . (2.8.5)
Also the fluctuations of the dipole moment at each point x′ ∈ L can be obtained using
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the partition function (2.8.3)
〈P˜ 2(x′)〉 = 1Z
∫
P˜ 2(x′) exp(−β(∑x∈L 12a P˜ 2(x)A0 + aε4 P˜ 4(x)A30P 2S ))∏x∈L dP˜ (x)
= A
2
0P
2
S
84
K 34
(
aA0P
2
S
32kBT4
)
K 1
4
(
aA0P2S
32kBT4
) − 1
 . (2.8.6)
The root mean square of the voltage across the membrane is given by
Vexact =
√〈V 2〉 = √〈P˜ 2(x′)〉A00 . (2.8.7)
To compare the exact results with that of the variational approximation, we calculate the
free energy per unit area and the root mean square of the voltage across the membrane, by
minimizing the right hand side of the inequality (2.3.2) with respect to the trial parameter.
To start, consider the trial Hamiltonian as below
H0 =
∑
x∈L
1
2 a¯P˜
2(x), (2.8.8)
where a¯ is the trial dielectric parameter. Using the above Hamiltonian, we calculate the
right hand side of the inequality (2.3.2) as below
Fvar = αF + kBT2
∑
x∈L log a¯+
∑
x∈L
a
2A0 〈P˜ 2(x)〉H0 +
∑
x∈L
a4
A30P
2
S
〈P˜ 4(x)〉H0
= αF + kBT2
∑
x∈L log a¯+
∑
x∈L
a
2A0
kBT
a¯ +
∑
x∈L
3a4
A30P
2
S
(
kBT
a¯
)2
, (2.8.9)
where we have used Wick’s theorem to obtain the higher order correlation function 〈P˜ 4(x)〉H0 =
3〈P˜ 2(x)〉2H0 . Also, we have directly used the equipartition theorem to calculate the correla-
tion function: 〈P˜ 2(x)〉H0 = kBT/a¯. Minimization of the variational free energy with respect
to the trial dielectric parameter, provides us with an upper bound of the exact free energy
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Figure 2.8.2: Comparison of exact root mean square of the voltage and the corresponding
approximate one
∂F
∂a¯
=
∑
x∈L
(
kBT
2a¯ −
kBTa
2A0a¯2
− 6a4
A30P
2
S a¯
3 (kBT )
2
)
:= 0. (2.8.10)
The solution of equation (2.8.10) will give us the renormalized dielectric parameter as
below
a¯ = a2A0
(
1 +
√
1 + 48kBT4
aA0P 2S
)
. (2.8.11)
The renormalized dielectric parameter may be substituted in (2.8.8) and by recourse to
the equipartition theorem, we may calculate the free energy per unit area, fluctuations of
the dipole moment, and eventually the root mean square of the voltage across the mem-
brane. A comparison between the variational approximation obtained using (2.8.11), and
the exact values of the free energy per unit area and the root mean square of the volt-
age, from equations (2.8.4) and (2.8.7), respectively, is depicted in Figures 2.8.1 and 2.8.2.
In Figure 2.8.1, the free-energies are normalized with respect to the one obtained from
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the quadratic Hamiltonian (the linear dielectric case, (2.8.5)). The variational free energy
which is shown is dashed blue is always above the exact free energy (magenta). On the
other hand, since the variational free energy is always greater than the exact free energy,
the estimated fluctuations (obtained from variational method) will be always smaller than
the exact fluctuations. We have also compared the estimated and the exact root mean
square of the voltage in figure 2.8.2. The vertical axis in this plot is the ratio of the varia-
tional estimate with respect to the exact value. For any values of PS , the error is less than
10%. In case more accurate results are of interest, progressing to the second order of the
variational perturbation method[65] is required.
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Chapter 3
Thermal Fluctuations of Vesicles
and Nonlinear Curvature
Elasticity—Implications for
Size-dependent Renormalized
Bending Rigidity and Vesicle Size
Distribution
Both closed and open biological membranes noticeably undulate at physiological tem-
peratures. These thermal fluctuations influence a broad range of biophysical phenomena,
ranging from self-assembly to adhesion. In particular, the experimentally measured ther-
mal fluctuations spectra also provides a facile route to the assessment of mechanical and
certain other physical properties of biological membranes. The theoretical assessment of
thermal fluctuations, be it for closed vesicles or the simpler case of flat open lipid bilayers,
is predicated on assuming that the elastic curvature energy is a quadratic functional of
the curvature tensor. However, a qualitatively correct description of several phenomena
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such as binding-unbinding transition, vesicle-to-bicelle transition, appearance of hats and
saddles among others, appear to require consideration of constitutively nonlinear elasticity
that includes fourth order curvature contributions rather than just quadratic. In particular,
such nonlinear considerations are relevant in the context of large-curvature or small-sized
vesicles. In this work we discuss the statistical mechanics of closed membranes (vesicles)
incorporating both constitutive and geometrical nonlinearities. We derive results for the
renormalized bending rigidity of small vesicles and show that significant stiffening may oc-
cur for sub-20 nm vesicle sizes. Our closed-form results may also be used to determine
nonlinear curvature elasticity properties from either experimentally measured fluctuation
spectra or microscopic calculations such as molecular dynamics. Finally, in the context of
our results on thermal fluctuations of vesicles and nonlinear curvature elasticity, we reex-
amine the problem of determining the size distribution of vesicles and obtain results that
reconcile well with experimental observations. However, our results are somewhat paradox-
ical. Specifically, the molecular dynamics predictions for the thermo-mechanical behavior of
small vesicles of prior works, appear to be inconsistent with the nonlinear elastic properties
that we estimate by fitting to the experimentally determined vesicle size-distribution trends
and data.
3.1 Introduction
Biological membranes are ubiquitous in life, and form the envelope through which cells
and organelles interact with their surroundings [77]. Lipid bilayers, which primarily consist
of self-assembled phospholipid molecules, often form closed vesicles [78]. Usually just a few
nanometers thick, the membranes serve as the gatekeepers for the cells and vesicles and
aid in the transport of chemicals, facilitate mechanical and electrical signaling, transduc-
tion and adhesion. The vesicles, depending on the specific membrane composition and the
surrounding environment, can exhibit a diversity of morphologies and of course serve as
multi-purpose carriers that are capable of facilitating communication among cells, trans-
porting functional genetic information as well as management of cellular waste. Aside from
fundamental biological studies, lipid-based vesicles are often also created artificially in the
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laboratory for applications in drug design and delivery.
Although membranes are microscopically quite complex, their mechanical behavior is
reasonably well-described by the phenomenological theory of elasticity and just a few contin-
uum parameters such as the bending moduli and surface tension. Specifically, the oft-used
Canham-Helfrich’s theoretical framework parametrizes the energy cost of the deformation
of a tension-less membrane patch by the following quadratic form [1, 2, 79, 80, 81]1
Fb =
∫
S
1
2κb(H −Ho)
2 + κ¯(K −Ko). (3.1.1)
Here κb and κ¯ are the bending moduli that, respectively, parametrize the energy change
due to changes in the mean (H) and Gaussian (K) curvatures. The corresponding sponta-
neous curvatures are denoted by Ho and Ko2. The elastic energy scale is set by the bending
modulus and surface tension. Their typical values are such that membranes are usually
hard to stretch but bend (curve) quite easily [4, 5]. Typical bending modulus of most lipid-
bilayers is between 5 and 25kBT—-small enough compared to the thermal energy scale that
membranes undulate or fluctuate noticeably at physiological temperatures [4, 5, 6, 7, 8].
The study of these experimentally observed and widely studied thermal fluctuations has
been one of the cornerstones of biophysical research on membranes [6, 7, 8, 82, 83]. Statis-
tical mechanics of open (nearly) flat membranes is well-developed and, to a comparatively
lesser degree of exhaustiveness, several works also exist that describe the thermal fluctua-
tions of closed vesicles [28, 29, 30, 31, 7]. The reason for the interest in thermal fluctuations
of membranes is simple; aside from fundamental scientific curiosity, the fluctuations have
been found to be responsible for the so-called entropic (steric) repulsive force between mem-
1This specific form is not quite the same as that originally presented by Canham or Helfrich. Several
researchers have motivated the Helfrich-Canham Hamiltonian from fundamental grounds i.e. both as a
derivation from three-dimensional solid or liquid crystal elasticity or statistical mechanics [79, 80, 81]. The
specific form in Equation (6.1.1) is taken from Maleki and Fried [80] and as motivated by them, inclusion of
spontaneous Gaussian curvature is important in certain situations.
2We emphasize a point which is sometimes glossed over but quite clearly highlighted by Maleki and Fried
[80]. Ho can be ascribed to two contributions, geometric or constitutive. While the former corresponds
to asymmetries between the bilayer leaflets, the latter denotes the stable equilibrium state of a membrane,
which is zero for a flat membrane and can be nonzero for spherical vesicles.
38
aFigure 3.1.1: A schematic showing fluctuations of a spherical vesicle.
aDue to the small bending stiffness of biological membranes, compared with the thermal energy scale,
such vesicles undergo considerable undulations at physiological temperatures. Experimental measurement
of the amplitude of the fluctuations provides a facile route to the determination of the bending stiffness of
the vesicles.
branes [84, 33, 34] and strongly influence phenomena such self-assembly, adhesion, binding-
unbinding transitions, membrane fusion and many others [6, 85, 86, 87]. In particular, the
experimentally measured fluctuation spectra or calculated via microscopic methods such as
molecular dynamics, has provided a facile route to estimate mechanical and other related
properties of membranes [13, 14, 15, 16]. For instance, in the case of a large, nearly flat
membranes, the following result for the fluctuations of the out of plane displacement field h,
can be easily derived based on the linearized version of the quadratic Hamiltonian described
in Equation (6.1.1) : 〈h2〉 ∝ kBT/κb [5]. This basic result has been extended to numerous
other physically relevant contexts providing an avenue to extract useful information e.g.
incorporation of electromechanical coupling, tilt of lipids, presence of proteins or inclusions,
proximity to substrates or other vesicles among others [17, 18, 19, 20, 21, 22, 23, 24].
For very large cells and/or vesicles, assuming that the membrane is nearly flat is a
reasonable assumption and considerably simplifies the statistical mechanics analysis. How-
ever, this assumption is certainly in error for even moderately sized vesicles and may conceal
some interesting physical effects due to the presence of finite curvature. For instance Morse
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and Milner [29] showed that the free-energy of a single vesicle increases logarithmically with
vesicle size, if finite-size contributions are incorporated, as opposed to a logarithmic decrease
predicted for a nearly-flat membrane. Accordingly, several works have devoted attention to
the more difficult problem of understanding the fluctuation behavior of closed membranes
[28, 29, 30, 31, 7]. In particular, one motivating factor has been the experimentally observed
size-distribution of vesicles [88]. A collection of a fixed number of vesicles with different
sizes can freely exchange amphiphilic molecules until a thermodynamic equilibrium state is
reached. Typically, the experimentally observed size distribution of an ensemble of vesicles
at equilibrium is a Gaussian in nature, with a rather large cut-off radius of about 10–20 nm.
Theoretical models that purport to explain vesicle size-distribution trends, do so based on
contributions from the elastic bending energy and the chemical potential of the amphiphilic
molecules that is required to create a vesicle. However, such models—-which are predicated
on the quadratic Helfrich Hamiltonian described in (6.1.1)—appear to be unable to com-
pletely explain all features of the experimentally observed vesicle size-distribution.
Our work is motivated by the following observations and questions:
• How does the bending modulus get renormalized for high-curvature or small-sized vesi-
cles? Ostensibly, for small vesicles, nonlinear curvature elasticity properties should
play a significant role; do they indeed do so?
• In analogy with what has been done in the case of quadratic Helfrich-Canham Hamil-
tonian, it would also be desirable to have closed-form expressions for the thermal
fluctuation spectra of nonlinear curvature elasticity to readily extract nonlinear elas-
tic properties via experiments or molecular dynamics.
• The experimentally observed size-distributions of vesicles appear to be at odds with all
theoretically derived distributions. Helfrich speculated and (qualitatively) proposed
that nonlinear curvature elasticity may play a role in the correct prediction of vesicle
size-distribution. However, a derivation of vesicle size distribution that includes ther-
mal fluctuations within a nonlinear curvature elasticity framework is still missing in
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the literature.
• Development of the statistical mechanics of closed membranes, incorporating fourth
order nonlinear curvature elasticity, may be useful to understand various biophysical
phenomena for small vesicles e.g. adhesion, modification of repulsive forces, binding-
unbinding among others.
To address the aforementioned issues, in the present work, we develop the statistical
mechanics of closed spherical vesicles that are described by fourth order constitutively non-
linear curvature elasticity and may be suitable for the study of small-sized vesicles. The
outline of the paper is as follows: Nonlinear fourth order curvature elasticity is described
in Section II along with several aspects of the problem setup. The statistical mechanics of
closed vesicles is developed in Section III, where we present the results for the renormaliza-
tion of bending modulus of small vesicles followed by, in Section IV, the implications of our
work for the assessment of size-distribution of vesicles. Our results appear to be paradoxical
in light of some past computation of nonlinear elasticity properties. This, along with other
issues, are discussed in the Section V where we also conclude the work.
3.2 Nonlinear Curvature Elasticity and Problem Setup
Consider a closed vesicle described by an enclosing surface S. The elastic energy density
may be represented by ψ = ψ¯(H,K). As has been discussed elsewhere[80], treatment of the
vesicle surface as an isotropic fluid membrane and the foundational principles of continuum
mechanics restrict the dependence of ψ solely to (H,K). Assuming conservation of area
and volume, in the absence of external forces, the total potential energy of the vesicle can
be written as
E =
∫
S
(ψ + σ)dS+
∫
V
pdV, (3.2.1)
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where σ and p are the surface tension and osmotic pressure, respectively. The conventional
vesicle equations, as usually found in the literature, are obtained by assuming a quadratic
form for ψ i.e. Equation (6.1.1). The equilibrium equations, derivable by means of vari-
ational calculus, however can proceed without the actual specification of ψ and has been
carried out by a number of authors [7, 89, 90, 91, 92, 93]. We quote below the result in the
form presented by Biria et al. [94]
ψ¯H(2H2 −K) + 12∆Sψ¯H + 2ψ¯KHK + 2∆S(ψ¯KH)
− divS(L∇Sψ¯K)− 2(∇SH) · (∇Sψ¯K)− 2ψ¯K∆SH
− 2H(ψ + σ) = p. (3.2.2)
Here, the subscript H (and K) denote the derivative with respect to H (and K). Fur-
ther, L is the curvature tensor and ∇S , ∆S and divS correspond to surface gradient, surface
Laplacian and surface divergence operators3, respectively [94].
Fourth order nonlinear curvature elasticity is obtaining by considering all the invariants
of the curvature tensor L up to fourth order. Ignoring the spontaneous curvature, this leads
to
ψ¯(H,K) = 12κbH
2 + κK + 12γ1H
4 + 12γ2H
2K + 12γ3K
2, (3.2.3)
where γi are the fourth order moduli.
In linearized curvature elasticity (i.e. the quadratic Helfrich theory), assuming that the
3Let n be the normal vector to the surface S. A surface projection tensor may be defined as:
P = I− n⊗ n,
where I is the identity tensor. The surface gradient, surface Laplacian and surface divergence of a scalar
field f and a vector field g can then be defined in terms of P and their smooth extensions fe and ge as [94]
∇Sf = P∇fe, ∇Sg = (∇ge)P,
divSg = P · ∇ge, ∆Sf = divS(∇Sf).
Finally, the curvature tensor takes the following form: L = −∇Sn.
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Figure 3.2.1: Displacement field fluctuations of the surface of a spherical membrane. We
have assumed that the fluctuations are normal to the surface. The fluctuating
mid-plane displacement is normalized as u(θ, φ) = U(θ, φ)/r0
vesicle is a sphere of radius R, the Young-Laplace equation takes the form: R = 2σ/p. In
the nonlinear setting however, due to the presence of higher order moduli, this relation is
modified. Assuming that sphere is the stable state, Equation (3.2.2) results in
− γ1
R5
+ γ3
R5
= p− 2σ
R
, (3.2.4)
which implies that for a certain range of pressure, there may be more than one sphere solu-
tion, that might be either stable or unstable depending on the values of γi. In this paper we
will not focus on the stability of different morphologies in the context of nonlinear elasticity.
It is assumed that the conditions (based on the values of surface tension, pressure and the
elastic properties) ensure that a spherical vesicle is stable. For further details on this topic,
the reader is referred to references [95, 96, 97].
In what follows, we will assume that the topology of the membrane does not change as it
undergoes thermal fluctuations and accordingly, the contribution of the Gaussian curvature
to the free energy may be neglected. 4
4In the conventional (linear) model, according to Gauss-Bonnet theorem, the integration of the Gaussian
curvature over the surface is invariant under any deformation and hence the contribution of the Gaussian
curvature to the bending energy may be ignored. This is, however a global constraint on the topology of the
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We rescale the fourth-order moduli to emphasize the fact that nonlinear curvature elas-
ticity introduces an intrinsic length scale—-in sharp contrast to the conventional Helfrich-
theory: γc = κb`2c where `c is the critical length scale that determines when the nonlinearity
may be ignored, `cH  1. Typically, `c is assumed to be in the same order of magnitude as
the thickness of the membrane. Note that when the size of the vesicle approaches the thick-
ness of the membrane, the assumptions of 2D curvature elasticity are no longer satisfied.
In this case one need to consider the correction of higher order terms in the bending energy
function. We will focus on the fluctuations of a closed vesicle in the shape of a perfect
sphere—-as has been done by nearly all works that precede us. The fluctuating spherical
vesicle (Figure. 3.1.1) with a mean radius of r0, surface defined as S := {r ∈ R3 : |r| = r0}
has a membrane of thickness d. Consider a small but arbitrary perturbation of the surface
of the vesicle. The position of each point on the perturbed surface of the sphere can be
described as
r˜ = r + εUn, (3.2.6)
where we have assumed that the perturbation is only along the normal direction as shown
in Figure. 4.1.1. Here ε ∈ R is a small number and U(θ, φ) : S→ R denotes the magnitude
of the normal perturbation. The mean curvature and the Jacobian of the perturbed surface
membrane, which is necessary but not sufficient. Strictly speaking, the Gaussian curvature at any point on
the surface depends only on the metric tensor which is constrained by the intrinsic topology of the surface. To
capture the effect of such strict local topological constraint, one need to fix the metric tensor’s components,
using local Lagrange multipliers in the total Hamiltonian. This will guarantee that the Gaussian curvature
will not change at any point on the surface, and therefore all the contributions of the Gaussian curvature in
the free energy can be neglected. In this manner, the total bending energy density in nonlinear framework
can be modified as below
ψ¯ = 12κbH
2 + 12γcH
4 + λ · (g− g0), (3.2.5)
where γc is the only fourth order constant. Also, g0 and g correspond to the metric tensors of the undeformed
and deformed surfaces respectively. Further, λ is a set of Lagrange multipliers accounting for the constraints
on the metric tensor components. Imposing such local topological constraints, for the simplest example of
an unstretchable flat sheet, it has been shown that constraining the metric tensor components results in a
significant modification to the shape equation [98, 99]. This notion is critical when the deformations may
result in topological changes. For our specific problem, since the fluctuations are considered to take place
for a fixed (and stable) topology– and that is a stable sphere will remain a sphere in the absence of external
forces– implementing the topological constraints is unimportant. Accordingly, in the remainder of the work,
the additional Lagrange multiplier term in Equation (3.2.5) is dropped.
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can be expressed as
H˜ = H + δH
J˜ = 1 + δJ, (3.2.7)
where, H is the mean curvature of the undeformed surface. Up to second order in , the
variations of H and J may be expanded as [92, 100]
δJ = −2HUε+ (12 |∇SU |
2 +KU2)ε2 +O(ε2)
δH = ((2H2 −K)U + 12∆SU)ε
+ (HU∆SU − 12∇SU · (H∇SU) + (4H
2 − 3K)HU2)ε2
+O(ε2). (3.2.8)
Neglecting the contribution of the Gaussian curvature, the bending energy per unit area
of the perturbed surface can be written as
ψ¯[H˜] = 12κbH˜
2 + 12γcH˜
4. (3.2.9)
Using Equations (3.2.7) and (3.2.8) and integrating the above expressions over the sur-
face of the membrane, we obtain
Etot[U,H] =
∫
S
ψ¯[H˜]J˜dA0
=
∫
S
(
E(ε0) + E(ε2) + E(ε4) +O(ε4)
)
dA0, (3.2.10)
in which we have retained up to fourth order terms. The leading terms in the expressions
for E(εi) are as follows
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E(ε0) = 12κbH
2
(
1 + `2cH2
)
E(ε2) = 18κb(∆SU)
2(1 + 6H2`2c)
+ 14κbU∆SU(5H
2 − 2K + 3H2(7H2 − 4K)`2c) + · · ·
E(ε4) = 132κb`
2
c(∆SU)4 + · · · . (3.2.11)
Specializing to the case of a perfect sphere of radius r0, the equilibrium mean and
Gaussian curvatures are H−1 = −r0 and K−1 = r20. Moreover, we define the normalized
mid-plane displacement as: u = U/r0. For notational simplicity, we use ∆ := ∆S(r0 = 1)
as the surface laplacian operator on the unit sphere. Assuming that θ and φ are polar and
azimuthal angles, we can write the area element as: dA0 = r20dΩ, where dΩ = sin(θ)dθdφ.
Then, integrating the terms in (3.2.11) over the area of the sphere, we obtain5
5In spherical coordinates, using (er, eθ, eφ) as the basis vectors, the perturbed surface of the sphere is
r˜ = r0(1 + u(θ, φ))er and the area element and normal vector of the perturbed surface are
J˜dA0 = |∂θ r˜× ∂φr˜| dθdφ
=
√
1 +
(
∂u
∂θ
)2
+
(
1
sin θ
∂u
∂φ
)2
r20 sin θ dθdφ
n = ∂θ r˜× ∂φr˜|∂θ r˜× ∂φr˜| .
Also the mean curvature is
H˜ = −12 divS n.
The surface operators are defined as
∇ := ∂
∂θ
eθ +
1
sin θ
∂
∂φ
eφ
∆ := 1sin θ
∂
∂θ
(
sin θ ∂
∂θ
)
+ 1sin2 θ
∂2
∂φ2
.
The area element and the mean curvature can then be expressed as
J˜dA0 = r20(1 + 2u+ u2 +
1
2 |∇u|
2 + · · · ) sin θ dθdφ
H˜ = − 1
r0
(
1− u− 12∆u+ u
2 + u∆u− 12 |∇u|
2 + · · ·
)
.
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E0 =
∫
S
E(ε0)dA0 = 2piκb
(
1 + `
2
c
r20
)
E2 =
∫
S
E(ε2)dA0
=
∫
S
[
1
8κb
(
1 + 6`
2
c
r20
)
(∆u)2 + 34κb
(
1 + 5`
2
c
r20
)
u∆u
]
dΩ
E4 =
∫
S
E(ε4)dA0 =
∫
S
[ 1
32r20
κb`
2
c(∆u)4
]
dΩ. (3.2.12)
For notational simplicity, in what follows, we set κ1 = 18κb(1+6`2c/r20), κ2 =
3
4κb(1+5`2c/r20),
and κ3 = 132κb`2c/r20. Evidently, E0 is the ground state energy, corresponding to the equi-
librium state. A small perturbation of the surface (3.2.6), requires an additional elastic
energy that can be expressed as: Epert = E2 + E4. Up to second order, the energy func-
tion E2 within the linearized curvature elasticity framework has been derived earlier by
many authors. Here, we have generalized it to include the effects of constitutive nonlinear-
ities. In the following section we will use the energy function (3.2.12) to study the thermal
fluctuations of the displacement field for a spherical vesicle.
3.2.1 Thermal Fluctuations in the Context of Nonlinear Elasticity and
the Renormalized Bending Rigidity of Small Vesicles
There exists a rich and extensive literature on thermal fluctuations of membranes
[101, 84, 102, 85, 103]. In the context of lipid bilayers and biological membranes, the vast
majority of the works use Helfrich’s classical quadratic Hamiltonian (i.e. linearized cur-
vature elasticity) as the starting point. Specifically, constitutive nonlinearity—as detailed
in the preceding section, has hitherto not been accounted for. Unfortunately, carrying out
statistical mechanics of non-quadratic Hamiltonians is a daunting task to say the least; and
closed-form solutions are frequently unobtainable. The equipartition theorem, which is the
essential result used by nearly all the analytical statistical mechanics works on biological
membranes, is not applicable.
Several methods have been introduced in the literature for treating non-quadratic Hamil-
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tonians. Perhaps, the most straightforward approach is the perturbation expansion [65]
wherein the non-quadratic part of the Hamiltonian is considered to be a small perturbation
compared to the quadratic part for which an exact solution is known. If the perturba-
tion term is small enough, and under certain conditions, a rapid convergence of the free
energy expansion may be achieved. Nevertheless, for low temperatures, divergent contribu-
tions may appear from second order corrections [65]. Improved results may be obtained by
the so-called variational perturbation theory (VPT) which has been successfully employed
to remove divergencies in several canonical problems of quantum and statistical physics
[65, 104, 105, 106, 66]. This method is based on the so-called principle of minimum sensi-
tivity [107] and involves the use of a trial quadratic Hamiltonian with a variational coupling
parameter. The requirement that an infinite perturbation expansion series should not de-
pend on the variational parameter, the variational coupling parameter is ”optimized” so
that a truncated series solution depends minimally on it. The convergence of this method
has been shown to be excellent when compared to all-numerical calculations and fairly rea-
sonable closed-form analytical solutions may be obtained with just first or second order
expansions in many cases [65, 108]6. Renormalization group [109] (RG) is also another
approach to treat the divergencies in perturbation expansions. This method is based on
scaling techniques and some universal properties of materials near critical phenomena. In
most of the cases, RG involves numerical calculations to estimate the free energy, and is
often unable to produce analytical expressions for the correlation functions.
In what follows, we employ the variational perturbation approach and retain terms only
up to the first order. Higher order corrections are cumbersome to incorporate but may
be included if required. Our choice of the approach is dictated by our desire to obtain
closed-form yet reasonably accurate solutions. The perturbed energy function, introduced
in (3.2.12) is split in two parts; quadratic (E2) and a non-quadratic (E4) part that is
not tractable via the equipartition theorem. We express the original Hamiltonian in the
6This approach, if only a first-order expansion is used, is also known more popularly as the Gibbs-
Bogoliubov variational method which is frequently used in several classes of quantum and classical statistical
mechanics problems [109, 8, 24, 110, 111, 112].
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following modified form:
H(λ) = H0 + λHI , (3.2.13)
where λ is a control parameter, such that 0 6 λ 6 1. We remark that H is exactly the
original non-quadratic Hamiltonian when λ = 1. Also, H0 is a trial Hamiltonian, that
is analytically soluble and HI is the correction term. Using the concept of the canonical
ensemble, the partition function is
Z(λ) =
∫
exp (−βH(λ))D[u], (3.2.14)
where β = 1kBT and D[u] represents the functional integration measure [65]. The Helmholtz
free energy can be obtained as
F (λ) = − 1
β
logZ(λ). (3.2.15)
Differentiating the above free-energy, with respect to λ, we obtain
∂F (λ)
∂λ
=
∫
HI exp(−β(H0 + λHI))D[u]∫
exp(−β(H0 + λHI))D[u]
= 〈HI〉. (3.2.16)
The second derivative of the free-energy, with respect to λ yields
∂2F (λ)
∂λ2
= −β(〈H2I〉 − 〈HI〉2)
= −β〈(HI − 〈HI〉)2〉, (3.2.17)
which is always a negative value; ∂
2F (λ)
∂λ2 6 0. This implies that the free energy is a concave
function for all values of λ, and thus, the function F (λ) is always below the tangent to F (λ)
at λ = 0. Using the Taylor expansion around λ = 0 we can write
F (λ) 6 F0 +
(
∂F
∂λ
)
|λ=0λ+ 12!
(
∂2F
∂λ2
)
|λ=0λ2 + · · · . (3.2.18)
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We may now set λ = 1 to retrieve the free-energy corresponding to the original Hamil-
tonian. Also we can write the correction term in terms of the trial Hamiltonian H0 and the
exact Hamiltonian H as: HI = H−H0. The infinite Taylor series in the right hand side of
Equation (3.2.18) should match the exact free energy—regardless of the choice of the trial
Hamiltonian H0. In practice, however, the series is truncated up to a finite order M to
obtain an estimate of the free energy. Let FM be the truncated series (3.2.18) up to M -th
order. Then using cumulant averages we can write the explicit form for FM as
FM = F0 − 1
β
M∑
k=1
(−β)k
k! 〈[H−H0]
k〉cH0 , (3.2.19)
where, 〈·〉H0 denotes the phase average with respect to H0 and the superscript c corre-
sponds to cumulant averages[65]7. Unlike the infinite series expansion in Equation (3.2.18),
the truncated series FM does depend on the choice of the trial Hamiltonian H0. Accord-
ingly, in order to obtain an optimized estimate, we need to minimize the sensitivity of the
truncated series to the trial Hamiltonian. Suppose now that the trial Hamiltonian H0 in
Fourier space is defined as
H0 =
∑
q∈KN
u(q)G(q)u(q)∗, (3.2.20)
with q representing the modes of fluctuations, u(q) being the fluctuating field in mode q
and G(q) is an unknown trial function that defines the form of interactions between the
degrees of freedom. Then, to obtain the optimal form of G(q), we must set[65]
∂FM
∂G(q) := 0. (3.2.21)
7The cumulant averages of a function X with respect to H0 up to third order is defined as [65]
〈X〉cH0 = 〈X〉H0
〈X2〉cH0 = 〈X2〉H0 − 〈X〉2H0
〈X3〉cH0 = 〈X3〉H0 − 3〈X2〉H0〈X〉H0 + 2〈X〉3H0 .
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In a rather good approximation, the result for the truncated series of the variational free
energy from this method will converge i.e. FM ≈ FM+1 and the series (3.2.19) achieves its
minimal sensitivity to the trial function. We remark that restricting calculations to first
order in the truncated series (3.2.19) yields just the well-known Bogoliubov theorem[8] for
the upper bound of the exact free energy
F 6 F0 + 〈H−H0〉H0 . (3.2.22)
In what follows, we will use this approach up to first order to obtain a closed form
solution for the free energy of the system.
As can be appreciated, the original Hamiltonian may be split into a trial and a correction
term in an infinite number of ways. The next step involves choosing the optimal trial
quadratic Hamiltonian. To achieve this, we start with the Fourier decomposition of the
perturbation field on the sphere. To this end we expand the displacement in terms of
spherical harmonics. Let N be the total number of degrees of freedom and
KN := {(l,m)|(l,m) ∈ Z× Z, l > 2, l(l + 1) < N,−l < m < l}.
Then we can expand the normalized perturbation field in terms of spherical harmonics as
below
u(θ, φ) =
∑
(l,m)∈KN
ul,mYl,m, (3.2.23)
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where Ylm8 are spherical harmonics [113] with eigenvalues
∇2Yl,m = −q2l,mYl,m = −l(l + 1)Yl,m, (3.2.24)
and ul,−m = u∗l,m are the Fourier transformation of u(θ, φ)
ul,m =
∫
S
u(θ, φ)Y ∗lmdΩ. (3.2.25)
We select the general form for the quadratic trial Hamiltonian H0 in Fourier space as
defined in Equation (3.2.20). The goal now is to match the exact free-energy as closely as
possible by finding an optimal match for the form of the propagator G(q). To this end we
set [8, 65]
∂
∂G(q) (F0 + 〈H−H0〉H0) := 0. (3.2.26)
The partition function and the free energy corresponding to the trial quadratic Hamiltonian
H0 in Equation (3.2.20) is obtained as
Z0 =
∫
e−βH0[u]D[u],
F0 = αF +
kBT
2
∑
q∈KN
log(G(q)), (3.2.27)
where αF is a constant independent of the propagator G(q). Calculating F0 from (3.2.27)
and substituting it into the L.H.S. of Equation (3.2.22), we obtain the variational free energy
8We have excluded the modes corresponding to l = 0 and l = 1, since these modes represent the area
change and the rigid body motion of the vesicle and hence do not contribute to the total energy. We also
recall the two important properties of the spherical harmonics, which will be used later in our calculations.
They are orthonormal ∫
S
YlmY
∗
l′m′dΩ = δll′δmm′ ,
and separable:
Ylm = Pml (θ)eımφ,
where Pml (θ) is the Legendre polynomial corresponding to the mode (l,m). In what follows, for the eigen-
values of the spherical harmonics, we use the notation q = ql,m wherein q2 = q2l,m = l(l + 1).
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Fvar as
Fvar = F0 + 〈H−H0〉H0
= αF +
kBT
2
∑
q∈KN
log(G(q))
+
∑
q∈KN
(κ1q4 − κ2q2)〈u(q)2〉H0
+ 4piκ3〈(∇2u)4〉H0 . (3.2.28)
The mean square value of the perturbation field in each mode of the fluctuation can be
obtained using the equipartition theorem [114]
〈u(q)2〉H0 =
kBT
2G(q) . (3.2.29)
Also the last term in (3.2.28) which is a higher order correlation function, may be
calculated by invoking Wick’s theorem[114]
〈(∇2u)4〉H0 = 3〈(∇2u)2〉2H0 . (3.2.30)
Minimization of the variational free energy in (3.2.28) with respect to the unknown
propagator G(q) provides an upper bound for the exact free energy. Then, solving Equation
(3.2.26) gives us the following form for G(q)
G(q) =
(
(κ1 + 24piηκ3)q2 − κ2
)
q2, (3.2.31)
where,
η = 〈(∇2u)2〉H0 =
1
4pi
∑
q∈KN
q4〈u(q)2〉H0 , (3.2.32)
which should be calculated by integrating over all undulation modes. For brevity we rewrite
53
Equation (3.2.31) as
G(q) = 18(c1q
4 − c2q2), (3.2.33)
where c1 and c2 are the corresponding coefficients of q4 and q2 in (3.2.31), respectively.
The unknown value of η in the expression for c1, should be calculated from the implicit
equations of (3.2.29), (3.2.31) and (3.2.32)
η = 14pi
∑
q∈KN
q4〈u(q)2〉H0
= kBT4pi
∑
q∈KN
q4
2G(q)
= kBT
pic1
∑
q∈KN
(
1 + c2
c1q2
+ · · ·
)
, (3.2.34)
where, to further simplify our calculations, we have dropped the term 1q2 since it is negligible
compared to one– q2  1. To compute the summation we replace it with an integral
∑
q∈KN
:=
∑
l
(2l + 1) ≈
∫
(2l + 1)dl, (3.2.35)
where lmax can be easily obtained from the total number of modes (degrees of freedom)
N =
∑
l
(2l + 1) = 4pir
2
0
A0
, (3.2.36)
in which A0 is the area associated with each degree of freedom, and is typically of the same
order of magnitude as d2 with d is the thickness of the membrane. Substituting the solution
of Equation (3.2.34) for η into the expression for G(q) in Equation (3.2.33) gives us the
following form for the coefficients c1 and c2
c1 =
1
2κb
(
1 + 6`
2
c
r20
+ χ
)
c2 = 6κb
(
1 + 5`
2
c
r20
)
, (3.2.37)
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where,
χ =
√
1 + 12`
2
c
r20
+ 36`
4
c
r40
+ 24`
2
cN
βκbr
2
0
. (3.2.38)
Note that the q4 contribution in (3.2.31) is equivalent to the bending rigidity (c1) of a
vesicle studied in the context of linearized curvature elasticity, and according to (3.2.37), can
be significantly larger than the bare modulus κb. We also note that there is a curvature-
dependent suppression of thermal fluctuations in the nonlinear context and accordingly
larger vesicles experience stronger fluctuations, compared to smaller vesicles. On the other
hand, the q2 term in Equation (3.2.33) has softening effects, that arise from geometric
nonlinearities. In the remainder of this section, we aim to study the softening effects of the
thermal fluctuations on the bending rigidity. This topic has been well appreciated since the
early and pioneering work by Helfrich [115, 102, 100, 116]. Considering geometric nonlin-
earity and using first order approximations, Helfrich [115] explained that the renormalized
bending rigidity in linearized curvature elasticity (for nearly flat membranes) can be written
as:9
κeff = κb +
α
2pikBT logN, (3.2.39)
wherein α is a universal constant and N is the number of molecules in the system. Assum-
ing weak rippling in nearly flat membranes, he predicted α = −1. Peliti and Leibler [102]
also reexamined this problem and obtained α as −3. Later on, Kleinert [100] rigorously
discussed the origins of these discrepancies and highlighted the care needed in choosing
the integration measures in path integrals as well as some algebraic errors in expanding
the energy formulation in terms of the fluctuation field. He confirmed that α = −3. In
the following, we will revisit this problem to study the coupled effects of geometric and
9We highlight that in many works on this topic, the bending energy density is assumed to have the
form of 12κ
′
b(1/R1 + 1/R2)2 in which R1 and R2 are the principle curvatures radiuses. In this form, the
mean curvature is considered to be: H ′ = 1/R1 + 1/R2, while in the present work, we consider half of this
value as mean curvature— H = (1/R1 +1/R2)/2. Accordingly, the bending energy of a sphere, based on our
assumption is obtained as: 2piκb, while in some works, the bending energy is assumed to be 8piκ′b. Therefore,
the change in the bending modulus in some of the references we have cited is: α8pikBT logN . A comparison
between these two forms, shows that any variation in κb, used in our model, is four times larger than those
in other works [115, 102, 100, 116].
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constitutive nonlinearities. We note in passing that, in a somewhat controversial and later
work, [116], argued for the use of curvature as the proper integration measure and obtained
α = +1. This result is however widely disputed.
Consider now a spherical vesicle (described by linearized elasticity) with a bending
rigidity of c1 and radius r0. The bending energy can be computed to be:
∫ 1
2c1
1
r20
dA0 = 2pic1.
Also, at finite temperature, the free energy of the vesicle can be obtained using Equations
(3.2.27) and (3.2.33)
F0 = −kBT logZ0
= αF +
kBT
2
∑
q∈KN
logG(q)
= αF +
kBT
2
∑
q∈KN
(
log c1q4 − c2
c1q2
+ · · ·
)
. (3.2.40)
The above expression shows that contribution of geometric nonlinearity, produces additional
terms in the Taylor expansion of the free-energy. The ”additional free energy” can be
interpreted as the change in apparent bending stiffness
∆F = 12kBT
∑
q∈KN
(
c2
c1q2
+ c
2
2
2c21q4
+ · · ·
)
:= 2pi(c1 − κeff). (3.2.41)
Thus, the effective bending stiffness, can be calculated up to first order as
κeff = c1 − c24pic1kBT
∑
q∈KN
1
q2 . (3.2.42)
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Figure 3.2.2: Renormalized bending modulus for different values of `c.
aSolid red, green and blue correspond to `c = 4nm, `c = 3nm and `c = 2nm, respectively. Dashed line is
obtained from Helfrich linear model in which `c = 0. The data has been calculated with κb = 20kBT and
d = 5nm.
The summation is calculated using integration over all possible modes
∑
q∈KN
1
q2 =
∫ 2l + 1
l(l + 1)dl
= logN. (3.2.43)
Substituting the above integral into Equation (3.2.42), we obtain the effective bending
rigidity as
κeff =
1
2κb
(
1 + 6`
2
c
r20
+ χ
)
− α
′
4pikBT logN, (3.2.44)
where χ has been previously defined in (3.2.38) and α′ is:
α′ = c2
c1
=
12 + 60`
2
c
r20
1 + 6`2c
r20
+ χ
(3.2.45)
Note that in the limit of `c → 0 the above expression reduces to that of conventional
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linearized curvature elasticity model [100]. For quantitative comparisons, we have calcu-
lated the bending stiffness, for a range of vesicle size with different values of `c. The results
are shown in Figure. 3.2.2 where we compare four different cases. The horizontal axis is the
normalized radius of the vesicle r0/d where we set d = 5nm. Solid blue, green and red lines
correspond to `c = 2nm, `c = 3nm and `c = 4nm, respectively. The dashed line corresponds
to the case of `c = 0 which reduces to Helfrich quadratic model[115]. As can be readily
observed, for small vesicles that have high curvatures, the effect of nonlinearity become
quite significant. Even for a small value of `c = 3nm—less than the typical thickness of
the membrane—the apparent bending rigidity becomes significantly stiffer for sub-20 nm
vesicles. Also, the effect of nonlinearity does not vanish in the limit of the flat membrane,
when H → 0. The corresponding limits of the normalized effective bending rigidity κeff/κb
for the cases of `c = 2nm, `c = 3nm and `c = 4nm are found to be 1.42, 1.76 and 2.13,
respectively.
3.2.2 Size Distribution of Vesicles
Vesicles can be artificially made across a broad range of diameters. However, if an
ensemble of vesicles are allowed to freely exchange molecules—artificial or nature-made—
the size of the vesicles will change for some period, until they become thermodynamically
stable. At this state, it is very unlikely to find vesicles beyond certain sizes, i.e. there is
discernible maximum and minimum size-limit for the radius of the vesicles. Depending on
the experimental methods used for the preparation of vesicles, these size limits may slightly
vary in the beginning, but eventually the experimentally observed size distributions appear
to become independent of the method of preparation and are determined by macroscopic
mechanical and entropic properties of the vesicles [117]. Several experimental efforts have
been dedicated to this subject [117, 118, 119]. The most common method to determine
the size distribution of vesicles is via dynamic light scattering (DLS) measurements. An-
other well-known method is to use cryo-TEM images [120, 121, 122] and obtain the size
distribution histogram using statistical analysis. In a recent work Xu et al.[88] have used a
combination of these two approaches and obtained the size distribution for a set of lauric
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acid vesicles. They confirmed that the size of the vesicles is distributed within a finite range
with a remarkably large cut-off radius of about 20nm. In this section, using the results
derived in the preceding sections, we aim to study the qualitative effects of mechanical
properties and their corresponding entropic effects on the size distributions of small unil-
amellar vesicles.
Table 3.2.1: Comparison between the previous models of size distribution and the
present work.
Modela ζ f(N) Cut-off radius (rc)
E = 2piκb + µN ζ = 0 AN rc = 0
Helfrich linear model: Eq.(3.2.50) ζ = 1 AN rc = 0
Helfrich nonlinear model: Eq. (3.2.51) ζ = 1 AN +B/N rc > 0
Morse and Milner: Eq. (3.2.53) ζ = −7/8 AN rc = 0
Kleinert: Eq. (3.2.54) ζ = 4/3 AN rc = 0
Present model: Eq. (3.2.57) ζ 6 3 A0N +A1/N rc > 0
+
√
A2 +A3/N +A4/N2
aIn general, the distribution function can be expressed as: w(N) ∝ Nζ exp (−f(N)). The sec-
ond column in this table shows various values for the exponent ζ in different models. Also, various
forms of the function f(N) are shown in the third column. The symbols A and B are constants,
representing the chemical potential and those associated with fourth order moduli, respectively.
Further, Ai in the last row are constants, corresponding to coefficients of renormalized bending
stiffness in the present model. A comparison between the listed models, shows that Helfrich non-
linear model and the present model provide more realistic predictions of the cut-off radius in the
size distribution of vesicles. Unlike Helfrich’s nonlinear model, in the present work, the entropic
effects of the constitutive nonlinearity, are taken into account to further modify the predicted size
distribution.
In the following we assume that the vesicles can exchange amphiphilic molecules, while
the total number of the vesicles remains fixed. Also the spontaneous curvature is considered
to be zero, and that there is always non-zero amount of energy cost for any non-zero curva-
ture. Given that N is the number of amphiphilic molecules in a vesicle, the size distribution
of the vesicles, w(N) is determined by the total free energy F and the Boltzmann factor
w(N) ∝ exp(−F/kBT ). (3.2.46)
We first briefly review the predictions for Equation (3.2.46) made by conventional ap-
proaches before discussing the results unique to this work.
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The bending energy of a sphere in linearized curvature elasticity is alway: 2piκb which
is independent of the vesicle size. This implies that regardless of the size of two vesicles,
the transfer of surfactant molecules from one vesicle to another does not change the total
bending energy. This, results in a flat distribution for the vesicles’ sizes (3.2.46). The total
free energy for the vesicle with N number of amphiphilic molecules and chemical potential
µ can then be written as
F = 2piκb +Nµ. (3.2.47)
Equation (3.2.47) gives rise to an exponentially decaying distribution, with zero size, being
the most probable size—a rather glaring problem. To further modify the result of Equation
(3.2.46), Helfrich[68] proposed to include the entropic effects in the elastic energy. As
discussed in the last section, in the conventional linear framework, the thermal undulations
lead to softening effects on the effective bending modulus [115]. The corresponding effective
bending modulus is provided in Equation (3.2.39). To account for the entropic effects,
Helfrich [68] substituted the bare value of bending modulus κb by the renormalized bending
stiffness κeff
w(N) ∝ exp(−µN − 2piκeff
kBT
). (3.2.48)
The above expression has been extensively used to predict the size distribution of the
vesicles. In general, using the expression for the effective bending rigidity (3.2.39), the
following size distribution is obtained
w(N) ∝ N−α exp(−µN/kBT ). (3.2.49)
The major differences between prior theoretical works on this topic, arise from the diversity
in predicting the universal constant α. Using α = −1 and normalizing the size distribution
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to 1, Helfrich [68] obtained the size distribution as
w(N) =
( 2
N
)2
N exp(−2N
N
), (3.2.50)
where N is the mean number of molecules per vesicle and is determined by the chemical
potential µ. As well-evident, the final distribution function described in Equation (3.2.50)
is independent of the mechanical properties of the vesicles. Furthermore, since the vesicles
cannot deform beyond a certain curvature and there is always a cut-off radius for the size
distribution of the small vesicles, such a distribution is not compatible with experimental
observations. To resolve the inconsistency, Helfrich [68] suggested that fourth order cur-
vature elasticity terms should be incorporated in the bending energy formulation. Using
a rather crude approximation, he demonstrated that accounting the fourth order term can
alter the size distribution to make smaller sizes less probably. He modified the probability
density distribution in the following form
w(N) ∝ Ne−AN−B/N . (3.2.51)
The above distribution although slightly shifts the mean value of the diagram to a larger
size, and suggests smaller probability for smaller sizes, is incapable of predicting the correct
value for the experimentally observed cut-off radius.
In a different work, Morse and Milner [29] suggested that the free energy, due to trans-
lational and rotational entropy10, increases logarithmically with the size of the vesicle in
the following form
F (N) = F0 + αkBT logN, (3.2.52)
10We note that in the present work for pure lipid membranes, we assume that there is no entropic contri-
butions from tilting or area change.
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for which they evaluate α = +78 . Based on this, they obtained the size distribution as
w(N) ∝ N−7/8e−µN . (3.2.53)
Unfortunately, this predicted size-distribution renders smaller vesicles more probably not
less and is somewhat contradictory to the experimental observation that there exists a min-
imal vesicle size.
Finally, we note that Kleinert [100] also revisited this problem. Renormalizing the mean
and Gaussian and spontaneous curvature constants, and considering their effects together
within a harmonic approximation, he obtained the following form for the size distribution
w(N) ∝ N7ρ2−6ρ+4/3e−AN , (3.2.54)
in which he introduced the so called elastic fraction ρ ∈ (0, 1) that essentially captures the
combined entropic effects of mean, Gaussian and spontaneous curvatures. It can be readily
seen that the exponent of N has a maximum of 7/3. Nevertheless for pure bending of the
lipid membranes that does not involve any tilt or area change, the maximum is found to
be 4/3. As a result, compared to (3.2.50) and (3.2.53) the distribution (3.2.54) predicts
smaller probability for small sizes, however, is still far from the experimental observations.
We now turn to the use of the thermal fluctuations results we have derived in the
preceding section, in the context of fourth order nonlinear elasticity, to derive the size-
distribution. Consider the following general form of the size distribution
w(N) ∝ N ζ exp (−f(N)) , (3.2.55)
wherein ζ and f(N) determine different forms of the distributions and their dependences
on N in various models. Prior models as well as ours (to be described) may be described
by appropriate specification of ζ and f(N).
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lc= 10 nm
lc= 3 nm
Helfrich Model
Experimetal Data
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Figure 3.2.3: Size distribution of vesicles with different values of `c.
aIn this figure, the horizontal axis is the normalized radius of the vesicle ξ = r0/d and the vertical
axis is the probability of finding vesicles within a certain radius. Dotted blue curve corresponds to the
size distribution as predicted by linear curvature elasticity[68]. The solid magenta is obtained assuming
`c = 3nm, which results in a shift in the size distribution, to larger sizes. Also the dotted red line corresponds
to `c = 10nm which dramatically changes the cut-off radius as well as the mean radius of the vesicles. Based
on the experimental data[88], shown in purple color, we have estimated the characteristic length for this kind
of lauric acid vesicles to be about `c = 3nm. For our calculations, we have set κb = 20kBT and d = 5nm.
In our model, substituting Equation (3.2.44) into Equation (3.2.47), the total free-energy
for a given size of the vesicle can be written as
F = 2piκeff + µN
= piκb
(
1 + 6`
2
c
r20
+ χ
)
− α
′
2 kBT logN + µN, (3.2.56)
where χ and α′ are defined in (3.2.38) and (3.2.45) respectively. Using Equation ((3.2.48))
we propose the following size-distribution
w(N) ∝ Nα′/2 exp (−f(N)) , (3.2.57)
where
f(N) = 1
kBT
µN + A1
N
+
√
A3 +
A4
N
+ A5
N2
 . (3.2.58)
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Here we have substituted r20 in (3.2.56) by NA0/4pi where A0 is the area per amphiphilic
molecule. Other Ai are coefficients that depend on κb and `c. Note that the exponent α′ in
Equation (3.2.57) is not a constant and varies with the radius of the vesicle. On the other
hand, in addition to the term 1/N , the contribution of the term 1/
√
N in the exponential
function dramatically reduces the probability for finding small vesicles. These two effects
together result in a notable shift in the size-distribution diagram towards larger sizes when
compared to other models [100, 68, 29].
A comparison between the results of our model with experimental data [88] is made in
Figure. 3.2.3, where we have plotted the size distribution for three different cases. In this
figure, the horizontal axis is the normalized radius of the vesicle r0/d and the vertical axis
is the probability of finding vesicles with a certain radius. Dotted blue curve corresponds to
the size distribution within linear curvature elasticity [68] as presented in Equation (3.2.50).
The solid magenta is obtained from the present nonlinear model, assuming `c = 3nm and
the dotted red line corresponds to `c = 10nm. Finally, we may estimate the characteristic
length `c to fit our results to those obtained from the experiments. A comparison between
our results and experimental data [88] in Figure. 3.2.3 shows that the corresponding char-
acteristic length for this type of composition is roughly about `c = 3nm. Even though
this value is in the same order as the thickness of the membrane, at finite temperature it
can dramatically change the size distribution of the vesicles through thermal fluctuations.
Finally, the experimentally observed cut-off radius is clearly evident in our model.
3.2.3 Discussion and Concluding Remarks
One of the main results derived in this paper is a closed-form expression for the spec-
tra of the thermal fluctuations of spherical vesicles duly incorporating nonlinear curvature
elasticity terms. In conjunction with our results, either molecular dynamics simulations or
experimental flicker spectroscopy may now be used to extract nonlinear elasticity properties.
The renormalized bending rigidity due to thermal fluctuations is found to be size-dependent
and a dramatic stiffening is predicted to occur for small sub-20 nm vesicle sizes.
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The conventional models (based on linear curvature elasticity) that purport to describe
vesicle size-distributions typically fail to adequately capture a few qualitative aspects of the
distribution for small vesicle sizes. We have used our analytical expression for the renormal-
ized bending stiffness in the nonlinear framework, to study the size distribution of vesicles.
Although, all the existing models predict a Gaussian size distribution, the problem of the
cut-off radius–below which the vesicles are not likely to exist– is inadequately predicted
and as evident from our predictions, the size-distribution is considerably more complex. A
possible explanation for the instability of vesicles with sizes below the cut-off radius is the
entropic repulsive forces between the amphiphilic molecules.
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Figure 3.2.4: Size distribution of vesicles with negative fourth order modulus is shown qual-
itatively in this figure.
aIn sharp contrast to experimental observations known so far, the distribution is discontinuous and is not
a Gaussian distribution. Small-size vesicles are more probable not less. Finally, beyond a certain size, the
vesicle becomes unstable. This plot is obtained by `c = 2nm. For larger values of `c, the unstable region is
shifted to larger sizes.
In the following we summarize the key issues related to fourth-order moduli as discussed
in prior works put in the context of what we have found:
• The first one is regarding the magnitude and significance of the fourth order modulus.
Typically `c is assumed to be of the order of the thickness of the membrane. Based
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on this assertion, the higher order contributions of the bending energy are usually
ignored in studying the mechanical response of the vesicles. Our results, however,
demonstrate that thermal fluctuations of small unilamellar vesicles are significantly
influenced by the higher order modulus even for small values of `c. Furthermore, for
nearly flat membranes, wherein the curvature dependency vanishes, the nonlinearity
can still significantly suppress the undulations and hence increase the apparent rigid-
ity. For example, using `c = 2nm which is less than the thickness of the membrane, a
correction of about 40% is obtained in the apparent bending rigidity. In order to high-
light some of the discrepancies between our results with the prior works the reader
is referred to a recent work by Harmandaris and Deserno [123]. Using molecular
dynamics simulations, these authors employed the well-known idea of tether-pulling
experiments [124, 125] to study the fourth order correction of the bending energy for
cylindrical vesicles consist of pure DPPC lipid molecules. Their results indicate that
the quadratic energy function proposed by Helfrich is valid for a wide range of cur-
vature radii up to the thickness of the membrane. The entropic effects are assumed
to be intrinsically embedded in the simulations. Nevertheless, we speculate that, for
tethered membranes, due to the high surface tension, the undulations are significantly
suppressed and hence the role of entropic effects in the apparent bending stiffness were
not adequately taken into account. This can be explained by recognizing the fact that
the fluctuations of the out of plane displacement field in the presence of surface tension
vary as: 〈h2〉 ∝ 1/σ. According to the relation between the surface tension and the
radius of the vesicle R ∝ 1/√σ, to reduce the size of the vesicle to just a few times of
the thickness of the membrane, a relatively high tension field is required to overcome
the entropic effects. It has been observed in experiments that if such tension field is
abruptly removed, the vesicle will undergo an entropic instability[126].
In a different work Li et al.[127], also using molecular dynamic simulations, have
computed the elastic properties of the membrane, including fourth order moduli.
Unlike the work by Harmandaris and Deserno [123], these authors carried the their
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simulations for various volume fractions of hydrophilic molecules. Interestingly, their
results on free energy calculation also demonstrate that the higher order contribution
of bending energy, is relatively small and the difference between their results and
those obtained within Helfrich model is no more than 10%. Also, they obtained
values for the fourth order moduli which surprisingly depend on the topology of the
vesicles– negative values for spherical and positive values for cylindrical vesicles. This
is puzzling to us since the properties, in principle, or for the underlying material not
a topological structure. A possible explanation for observation of such contradictory
results in their analysis is that the contribution of the intrinsic topology— spontaneous
Gaussian and mean curvatures— is not taken into account. Strictly speaking, a flat
membrane does not transform to spherical shape, unless an energy cost is considered
for fission or fusion. In this manner all the free energy should not be referred to only
bending energy. Hence, the free energy of cylindrical and spherical shapes should be
analyzed using the different reference states.
• The second issue regarding the fourth order modulus is related to the sign of the mod-
ulus. In the present work, the higher order modulus is assumed to be positive from
the outset. However, it has been argued that the fourth order modulus is negative
when dealing with different co-surfactants [128]. Also it has been argued that a nega-
tive fourth order elastic modulus is a possible explanation for the mechanism of lipid
protein sorting [129]. We note that, in the presence of different compositions, various
stable phases might be observed that can be described in terms of different sponta-
neous mean and Gaussian curvatures or alternatively different bending stiffnesses. We
however, believe that a change in the molecular structure of the membrane, results
in both mechanical and topological transformations. For pure lipid membranes, a
positive fourth order correction of bending energy is required to explain the experi-
mentally observed size distribution of vesicles—as evident from Figure. 3.2.4 which
clearly demonstrates how unrealistic the size-distribution results will be if a negative
fourth order modulus is used.
• Finally, we note that, when the area-size of the membrane becomes comparable with
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its thickness, the notion of high-q cutoff necessary in the functional integration be-
comes dubious. For the smallest size vesicles, we come dangerously close to that limit.
However, given the close agreement of our results with experimentally observed vesicle
size-distributions, we speculate that our results are at least qualitatively reasonable.
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Chapter 4
Entropic Pressure Inside Biological
Vesicles
Biological membranes fluctuate noticeably at physiological temperatures. These thermal
fluctuations give rise to an entropic repulsive force between fluctuating flat membranes.
This entropic repulsive force, and thermal fluctuations in general, influence a broad range
of biological phenomena, such as cell adhesion, binding-unbinding transition, self-assembly,
stabilization of multi-lamellar vesicles among others. In this work, we examine the entropic
force due to the fluctuations of a curved biological membrane fully accounting for geometric
nonlinearities. Our results find immediate application towards the resolution of the entropic
pressure and stability of multi-lamellar vesicles.
4.1 Introduction
Biological membranes are generally quite flexible and fluctuate freely and notably at
physiological temperatures. When an external object approaches a membrane, it hinder
the membrane’s out-of-plane fluctuations. This hinderance decreases the entropy which
depends on the distance between the membrane and the external object. This leads to a
repulsive force that tends to push the membrane and the particle apart. The most well-
known example of such forces is the entropic force between two biological membrane that has
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been extensively studied in the literature. Helfrich [84], for the first time, postulated that the
entropic force between two biological membranes varies as 1/d3. Since Helfrich’s proposal,
biophysicists have used the existence of this repulsive force to explain and understand
a variety of phenomena related to membrane interactions. The entropic force has been
found to have significant role to control the adhesion of particles on biological membrane
as well. This is, however, has not received much attention in the literature compared
to the interactions between two membranes. Unlike a flat membrane, the topology of a
particle might not be flat and indeed in most cases these particles are curved—spherical or
cylindrical. During wrapping transition, the membrane deforms to a curved configuration.
Entropic force has been also found to have a crucial role in stabilizing small and unilamellar
vesicles. When the size of the vesicles are relatively small, the fluctuations of the molecules
are confined within the radius of the vesicle. The effect of entropic pressure in stabilizing
the small vesicles has been observed in experiments. Typically, a tension-less vesicle cannot
be stable in very small sizes. In the presence of surface tension, the fluctuations are strongly
suppressed and hence the effect of entropic pressure become negligible. It has been observed
in the experiments that if this surface tension, is suddenly removed, the vesicle undergoes
an entropic expulsion[126, 130]. Multilamellar vesicles are also found to be metastable when
the distance between the vesicles are small. These are all examples of biological phenomena’s
that are involved with entropic contributions on curved geometries. In this paper, we aim
to revise the entropic force for spherical topologies.
4.2 Set up of the statistical mechanics problem
Consider a spherical particle approaching a membrane. During wrapping transition, the
membrane transforms into a semi-spherical shape until fully enclose the particle. We aim
to have an estimation of the entropic repulsive force between the particle and membrane,
during this process. To this end, we assume that the part of the membrane that is affected
by the entropic pressure, is a part of a larger spherical vesicle, that fully envelops the particle
as shown in Figure. 4.1.1. The fluctuating spherical vesicle (Fig. 4.1.1) with a mean radius
of r0, surface defined as S :=
{
r ∈ R3 : |r| = r0
}
??— has a membrane of thickness d.
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aFigure 4.1.1: Fluctuations on spherical surface.
aThe out-of-plane fluctuations of the membrane is confined within the distance between the membranes
(or the radius of the membrane). This leads to a decrease in entropy that results in steric pressure inside
the spherical membrane.
Consider a small but arbitrary pertur- bation of the surface of the vesicle. The position of
each point on the perturbed surface of the sphere can be described as
r˜ = r + εUn, (4.2.1)
where, we have assumed that the perturbation is only along the normal direction. Here ε ∈ R
is a small number and U(θ, φ) : S→ R denotes the magnitude of the normal perturbation.
The mean curvature and the Jacobian of the perturbed surface can be expressed as
H˜ = H + δH
J˜ = 1 + δJ, (4.2.2)
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where, H is the mean curvature of the undeformed surface. Up to second order in , the
variations of H and J may be expanded as[92, 100]
δJ = −2HUε+ (12 |∇SU |
2 +KU2)ε2 +O(ε2)
δH = ((2H2 −K)U + 12∆SU)ε
+ (HU∆SU − 12∇SU · (H∇SU)
+ (4H2 − 3K)HU2)ε2 +O(ε2). (4.2.3)
Neglecting the contribution of the Gaussian curvature, the elastic energy per unit area of
the perturbed surface can be written as
ψ¯ = 12κbH˜
2 + σ, (4.2.4)
where σ is the surface tension of the membrane. Using Equations (4.2.2) and (4.2.3) and
integrating the above expressions over the surface of the membrane, we obtain
Etot[U,H] =
∫
S
ψ¯J˜dA0
=
∫
S
(
E(ε0) + E(ε2) +O(ε2)
)
dA0, (4.2.5)
in which we have retained up to fourth order terms. The leading terms in the expressions
for E(εi) are as follows
E(ε0) = 12κbH
2
E(ε2) = 18κb(∆SU)
2 + 14κbU∆SU(5H
2 − 2K) + · · · . (4.2.6)
Specializing to the case of a perfect sphere of radius R0, the equilibrium mean and
Gaussian curvatures are H−1 = −R0 and K−1 = R20. Moreover, we define the normalized
mid-plane displacement as: u = U/R0. For notational simplicity, we use ∆ := ∆S(R0 = 1)
as the surface laplacian operator on the unit sphere. Assuming that θ and φ are polar and
azimuthal angles, we can write the area element as: dA0 = R20dΩ, where dΩ = sin(θ)dθdφ.
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Then, integrating the terms in (4.2.6) over the area of the sphere, we obtain
Etot[u,R0] = 2piκb +
∫
S
1
8
[
κb(∆u)2
+(6κb − 4σR20)u∆u+ 8σR20u2
]
dΩ. (4.2.7)
Now let η = r0/R0 where, r0 is the radius of the particle inside the spherical membrane.
Then, the displacement field on the surface of the membrane would be restricted within the
distance to the particle as
η − 1 < u < 1− η. (4.2.8)
Then from the definition[74] the partition function and the free energy of the system can
be written as a functional integral
Z =
∫ 1−η
η−1
exp(−βEtot[u,R0])D[u]
F = −kBT logZ, (4.2.9)
where β = 1/kBT . Consequently, the entropic pressure on the spherical membrane occupy-
ing a volume of V = 43pi(R30 − r30) is obtained as
p = −∂F
∂V
= −∂F
∂η
∂η
∂V
= 14piR30η
∂F
∂η
. (4.2.10)
Now note that the partition function in (4.2.9) is not a Gaussian integral and hence
cannot be analytically carried out. However, using numerical methods, such as Monte Carlo,
one can get a good estimation of the partition function to impose the hard constraint (4.2.8)
on the path integral. Nevertheless, using a slight modification in the energy formulation, we
can get analytical estimation for the partition function and the free energy. The procedure
is as follows: 1) we add a potential energy term to the original elastic energy in (4.2.7) to
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mimic the effects of the steric pressure on suppression of the fluctuations and instead, carry
out the partition function integration within (−∞,∞), 2) we optimize the potential energy,
in such a way that
〈u2〉 < (1− η)2, (4.2.11)
which is a softer constraint compared to (4.2.8). Now let
E˜ = Etot[u,R0] + V [u] (4.2.12)
be the total energy, including the potential energy V [u]. In general, V [u] can be expanded
in a polynomial form as
V [u] =
∫
S
α2
(
u
1− η
)2
+ α4
(
u
1− η
)4
+ α6
(
u
1− η
)6
+ · · · . (4.2.13)
Basic statistical mechanics tells us that the probability of occurrence of a certain change of
displacement field can be expressed as an exponential function
ρ(u) ∝ exp(−E˜/kBT ), (4.2.14)
indicating that, the higher values of u (with the attendant larger energy cost) are less
probable. Accordingly, the potential energy V [u] ensures lower probability for larger values
of u and eventually, decreases the fluctuations. To make analytical progress, we keep only
the quadratic term in V [u].
V [u] =
∫
S
α
(
u
1− η
)2
dΩ. (4.2.15)
Now the coefficient α should be found in such a way that
〈u2〉E˜ = δ2(1− η)2, (4.2.16)
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where δ2 < 1 is used to ensure that the inequality (5.1.2) is satisfied. Also the subscript,
denotes averaging with respect to the total energy, including the potential energy. In the
next section, we proceed to use the potential energy (4.2.15) to get an estimate of the
entropic pressure on a spherical membrane.
4.3 Entropic force on a spherical membrane
The total Hamiltonian of a fluctuating spherical membrane, in the vicinity of an external
hinderance, up to quadratic order is expressed as
E˜ = Etot[u,R0] + V [u]
=
∫
S
1
8
[
κb(∆u)2 + (6κb − 4σR20)u∆u
+8(σR20 +
α
(1− η)2 )u
2
]
dΩ. (4.3.1)
We start with the Fourier decomposition of the perturbation field on the sphere. To
this end we expand the displacement in terms of spherical harmonics. Let N be the total
number of degrees of freedom and
KN := {(l,m)|(l,m) ∈ Z× Z, l > 2, l(l + 1) < N,−l < m < l}.
Then we can expand the normalized perturbation field in terms of spherical harmonics as
below
u(θ, φ) =
∑
(l,m)∈KN
ul,mYl,m, (4.3.2)
where Ylm are spherical harmonics[?] with eigenvalues
∇2Yl,m = −q2l,mYl,m = −l(l + 1)Yl,m, (4.3.3)
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and ul,−m = u∗l,m are the Fourier transformation of u(θ, φ)
ul,m =
∫
S
u(θ, φ)Y ∗l,mdΩ. (4.3.4)
We have excluded the modes corresponding to l = 0 and l = 1, since these modes represent
the area change and the rigid body motion of the membrane and hence do not contribute
to the total energy. We also recall the two important properties of the spherical harmonics,
which will be used later in our calculations. They are orthonormal
∫
S
YlmY
∗
l′m′dΩ = δll′δmm′ ,
and separable
Ylm = Pml (θ)eımφ,
where Pml (θ) is the Legendre polynomial corresponding to the mode (l,m). In what fol-
lows, for the eigenvalues of the spherical harmonics, we use the notation q = ql,m wherein
q2 = q2l,m = l(l + 1).
The total Hamiltonian, then can be expanded in Fourier space as below
E˜ = pi4
∑
(l,m)∈KN
[
κbq4 − (6κb − 4σR20)q2
+8(σR20 +
α
(1− η)2 )
]
|u(q)|2. (4.3.5)
The partition function of the system can be then obtained as below
Z =
∫ ∞
−∞
exp(−E˜/kBT )
∏
q∈KN
du(q)
=
∏
q∈KN
2√
β
× 1√(
κbq4 − (6κb − 4σR20)q2 + 8(σR20 + α(1−η)2 )
) . (4.3.6)
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Accordingly, the free energy is obtained as
F = −kBT logZ
= αF +
kBT
2
∑
q∈KN
log
[
κbq4 − (6κb − 4σR20)q2
+8(σR20 +
α
(1− η)2
]
, (4.3.7)
wherein αF is a constant of no consequence. Further, the fluctuations of the normalized
out-of-plane displacement in each mode is calculated using equipartition theorem
〈|u(q)|2〉 =
2kBT
pi
(
κbq4 − (6κb − 4σR20)q2 + 8(σR20 + α(1−η)2 )
) . (4.3.8)
The autocorrelation function of the displacement field can be obtained by summing over all
possible modes
〈u2〉 = 14pi
∫
S
〈u(θ, φ)2〉dΩ
= 14pi
∫
S
∑
q,q′∈KN
〈u(q)u(q′)〉YqYq′dΩ
= 14pi
∫
S
∑
q,q′∈KN
〈u(q)u(q′)〉δ(q,−q′)dΩ
=
∑
q∈KN
〈|u(q)|2〉. (4.3.9)
To compute the summation we replace it with an integral
∑
q∈KN
:=
∑
l
(2l + 1) ≈
∫
(2l + 1)dl, (4.3.10)
where lmax can be easily obtained from the total number of modes (degrees of freedom):
N =
∑
l
(2l + 1) = 4piR
2
0
A0
, (4.3.11)
in which A0 is the area associated with each degree of freedom, and is typically of the same
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order of magnitude as d2 with d is the thickness of the membrane. Now, let
A1 = 4(η − 1)2R20σ
(
R20σ − 5κb
)
A2 = κb
(
9(η − 1)2κb − 8α
)
A3 =
8ακb
(η − 1)2 −
(
2R20σ − 9κb
) (
2R20σ − κb
)
A4 = (η − 1)2
(
κb + 2R20σ
)
θ = Arctan(A1 +A2
A4
√
A3
). (4.3.12)
Then, the summation in (4.3.9) can be evaluated as
∑
q∈KN
〈|u(q)|2〉 =
2kBT
pi
∫ 2piqdq
κbq4 − (6κb − 4σR20)q2 + 8(σR20 + α(1−η)2 )
= 2kBTθ
pi
√
32κb
(
α
(η−1)2 +R
2
0σ
)
− 4 (2R20σ − 3κb)2 . (4.3.13)
As it is mentioned earlier, the fluctuations should be restricted within the distance between
the membrane and the particle. Hence, one can solve for α from the following equation
2kBTθ
pi
√
32κb
(
α
(η−1)2 +R
2
0σ
)
− 4 (2R20σ − 3κb)2
= δ2(1− η)2. (4.3.14)
Note that, depending on the sign of A3, θ can be hyperbolic or inverse trigonometric func-
tion. In the following we will investigate both cases separately, to solve the above equation
for α, and the entropic pressure.
Case I: Small radius, large α → A3 > 0
When A3 > 0, we will have
78
8ακb
(η − 1)2 >
(
2R20σ − 9κb
) (
2R20σ − κb
)
, (4.3.15)
which holds when α is large enough. This happens in the close distances (or large values of
η) when the entropic pressure is relatively large. In this case, for θ we will have: 0 < θ < pi/2
while the denominator of (4.3.14) has a sharper variation with respect to the α. Therefore,
we approximately keep the numerator in (4.3.14) as a constant θ and solve for η using the
expression in the denominator. We obtain
α = θ
2(kBT )2
8pi2δ4(η − 1)2κb
+ (η − 1)
2 (2R20σ − 9κb) (2R20σ − κb)
8κb
. (4.3.16)
Substituting the above expression into Equation (4.3.7) and taking the derivative with
respect to the volume, we will have
p = −∂F
∂V
= −∂F
∂η
∂η
∂V
= 14piR30η2
∂F
∂η
= 14piR30η2
θ2(kBT )2
8pi2δ4(η − 1)5κb
×
∑
q∈KN
kBT
2
(
κbq4 − (6κb − 4σR20)q2 + 8(σR20 + α(1−η)2 )
)
= 14piR30η2
θ2(kBT )2
8pi2δ4(η − 1)5κb × δ
2(1− η)2
= λA(1− η)3 , (4.3.17)
where λ is the resulting coefficient. As it can be seen, the power law for the steric pressure
is 1/(1− η)3, which is the same as the interaction between two flat membrane. This is true
for small distances, when η is relatively large.
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Case II: Large radius, small α → A3 < 0
When A3 < 0, we will have
8ακb
(η − 1)2 <
(
2R20σ − 9κb
) (
2R20σ − κb
)
, (4.3.18)
which holds when α is small enough. This happens in the large distances (or small values
of η) when the entropic pressure is relatively small. Note that the expression in the (4.3.14)
can be written in terms of A3
〈u2〉 = kBTθ
pi
√
A3
Arctan(A1 +A2
A4
√
A3
). (4.3.19)
When A3 < 0, the above function transform to
〈u2〉 = kBTθ
pi
√−A3
Arctanh( A1 +A2
A4
√−A3
)
= kBTθ
2pi
√−A3
log
(
A1 +A2 +A4
√−A3
−A1 −A2 +A4
√−A3
)
= λB log
(
A1 +A2 +A4
√−A3
−A1 −A2 +A4
√−A3
)
. (4.3.20)
Here, λB = kBTθ2pi√−A3 and since α is considered to be very small, λ is assumed to be a constant.
In this manner, solving for α gives us
α =
(η − 1)2sech2
(
δ2(η−1)2
2λB
)
8κb
×
[
4κb
(
κb − 3R20σ
)
cosh
(
δ2(η − 1)2
λB
)
+5κ2b − 8R20σκb + 4R40σ2
]
≈ (η − 1)2exp
(
−δ
2(η − 1)2
λB
)
+ · · · . (4.3.21)
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Substituting the above expression into Equation (4.3.7) and taking the derivative with
respect to the volume, we will have
p = −∂F
∂V
= −∂F
∂η
∂η
∂V
= 14piR30η2
∂F
∂η
≈ (1− η)3exp
(
δ2(1− η)2
λB
)
+ · · · . (4.3.22)
The above expression shows an exponential decaying of the steric pressure. Such behav-
ior was previously observed in Monte-Carlo simulations [67] for the interaction of two flat
membranes, however, the form of the function was found to be slightly different. In a recent
work, Hanlumyuang et al.[67] observed an exponential decaying trend of the repulsive force
in Monte Carlo calculations. Though their model did not account for geometric nonlinear-
ities or surface tension, we speculate that such exponential trend is because of fixing the
area and inhibiting the in-plane motions. In this manner, an artificial surface tension will
affect the results. This issue, becomes more important at larger inter membrane distances
when the membrane undergoes larger fluctuations, which requires higher surface tension to
maintain the fixed area.
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Chapter 5
Thermal Fluctuations and Effective
Bending Stiffness of Nonlinearly
Elastic Graphene and Solid
Membranes: An Analytical and
Atomistic Investigation
The study of statistical mechanics of thermal fluctuations of graphene—the prototypical
two-dimensional material—is rendered rather complicated due to the necessity of account-
ing for geometric deformation nonlinearity in its deformation. Unlike fluid membranes
such as lipid bilayers, coupling of stretching and flexural modes leads to a highly anhar-
monic elastic Hamiltonian. Existing treatments heavily draw on analogies that exist in the
high-energy physics literature. In this study, using a variational perturbation method, we
present a ”mechanics-oriented” novel treatment of the thermal fluctuations of graphene,
fully accounting for deformation nonlinearities, and evaluate their effect on the effective
bending stiffness. We compare the results from our approach to both molecular dynamics
simulations as well as other analytical methods in the literature.
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5.1 Introduction
During the past decade, statistical mechanics of interfaces and two dimentional mem-
branes has been one of the most attractive topic of research in physics and material science.
Despite the well-known Mermin-Wagner theorem, these 2D materials are found to be sta-
ble at finite temperature. The stability of these 2D materials at finite temperature has
attracted much attention after the discovery of graphene monolayer—as a prototype two
dimensional crystalline membrane. Due to the unusual flexibility and the ability to sustain
large deformations, graphene monolayers are found to be suitable for a number of fascinat-
ing applications in areas such as electronics, energy harvesting, biological systems among
many others. They are mechanically described as elastic sheets that are resilient to areal
change (in-plane deformations), but are quite flexible to undergo large curvatures—simillar
to fluid (biological) membranes. Specifically, the energy cost for their bending deformation
can be parametrized by a quadratic function of curvature
Fb =
∫ 1
2κb(H −H0)
2 + κG(K −K0), (5.1.1)
where, κb and κ¯ are the bending moduli that, respectively, correspond the energy change
due to changes in the mean (H) and Gaussian (K) curvatures. The corresponding spon-
taneous curvatures are denoted by Ho and Ko. Equation (5.1.1) has been also used in the
context of biological membranes [1, 2, 6, 8]. Bending stiffnesses κb of both graphene and bi-
ological membranes are typically very low—(10−60)kBT— hence, the energy cost for their
out-of-plane deformations can be easily provided by thermal energy at room temperature.
Thus, these 2D membranes, experience noticeable fluctuations at room temperature that
can be observed and measured in experiments or molecular dynamic simulations. Based on
the linearized version of the Equation (6.1.1)— H = −∇2h, with h being the out-of-plane
displacement field— the ensemble average of the fluctuations for a membrane of size L2 can
be obtained as: 〈h2〉 ∝ kBTL2/κb. In particular, this basic result has provided a facile route
to estimate mechanical and other related properties of biological membranes [13, 14, 15, 16].
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Figure 5.1.1: Snapshot of molecular dynamics simulation of a graphene monolayer.
Unlike biological membranes, reported values for bending stiffness of graphene are all
evaluated at zero Kelvin, where there is no fluctuations and temperature effects [9, 10, 11]. In
fact, the fluctuations spectra cannot be used to determine the bending modulus of graphene.
This is due to the fact that elasticity of graphene is somewhat more complicated, compared
to fluid (biological) membranes. The von-Karman nonlinear plate theory [131] is usually
employed to describe the elasticity of 2D solid materials. Accordingly, in addition to bend-
ing energy in (6.1.1), the elastic energy cost for their in-plane deformations must be also
accounted for and is nonlinearly coupled to the out-of-plane displacement field. As a result
of the nonlinear coupling of in- and out-of-plane deformations, graphene sheets appeared to
have intrinsic ripples at finite temperature. Further, the fluctuations in graphene monolayers
are found to be suppressed when compared to fluid (biological) membranes [132]. Molec-
ular dynamics simulations of graphene monolayers, with periodic boundary conditions in
all directions, show that the apparent bending stiffness of graphene at finite temperature is
much larger than its bare value—at zero kelvin [71]. Typically, the out-of-plane fluctuations
for solid membranes are described as a power law; i.e. 〈h2〉 ∝ Lη, with L being the in-plane
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size of the sheet. Within the harmonic approximation, the exponent η is equal to 2. Due to
nonlinearity, η is smaller than 2 for solid membranes. Several works have numerically stud-
ied this scaling and its entropic consequences [71, 132, 133, 134, 135]. Typical values of η for
graphene are found to range from (0.7−1.2) [71, 132, 133, 134, 135]. The anomalous effects
of finite temperature in graphene, can be also represented in the so-called renormalized or
effective bending stiffness that depends on the mode of deformation, i.e. κeff := κeff(q)1. It
has been first, studied by Nelson and Peliti [132] that the effective bending stiffness diverges
from the bare value of bending modulus κb for long wave-length fluctuations. Generally,
the mode-dependence of κeff can be expressed as a power law, i.e. κeff(q) ∼ q−δ. Using a
one-loop self-consistent method, Nelson and Peliti[132] obtained δ = 1. Later on, several
following works appeared to revisit this problem using different advanced theoretical and
numerical methods that are well-developed in high-energy physics literature. Reported val-
ues for δ in literature range (0.65− 1.1) [71, 132, 133, 134, 135].
In general, thermal fluctuations may have contradictory softening and stiffening effects
on 2D materials. Several works have studied the softening effects in the context of fluid
(biological) membranes [100, 102, 115]. The so-called apparent bending stiffness is expressed
as[115]
κeff = κb +
α
8pikBT logN, (5.1.2)
wherein α = −3[100] is a universal constant and N is the number of degrees of freedom in
the system. Though, this softening effect has been primarily studied for fluid membranes
it appears universally in all 2D materials including fluid and solid membranes. In addition
to softening effects of thermal fluctuations, solid membranes experience anomalous stiffen-
ing at finite temperature due to nonlinear elasticity2. The competition between softening
and stiffening effects of thermal fluctuations at very long wave-length (q → 0), that leads to
crumpling phase in graphene monolayers, has been also the subject of interest for physicists.
1Within harmonic approximation, the effective bending stiffness is simply equivalent to the bare value of
the bending modulus and is mode-independent, i.e. κeff := κb
2In contrast to the softening effect, the stiffening effect is pecular to only solid membranes and not fluid
membranes.
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Most of the treatments in the area of statistical mechanics of solid or polymerized
membranes are originated in high-energy physics and very little has been understood among
mechanics community. In this work, we revisit this topic using a variational perturbation
method to study the stiffening effects of thermal fluctuations in graphene. In Section 5.2
on overview of the energy formulation in nonlinear elasticity is presented. To start with a
simpler model, we study the one-dimensional version of the problem in Section 5.3. Our
results in this part demonstrate that despite of non-linearities, this problem can be solved
exactly analytically in one dimension. We later expand the problem in two dimensions, for
which there is no exact analytical solution in Section 5.4. An approximate method is used
to evaluate the effective bending stiffness in Section 5.5. We compare our theoretical result
with data from molecular dynamic simulations in Section 5.6.
5.2 Energy Formulation within Nonlinear Elasticity
Consider a rectangular graphene sheet occupying a domain of size S = (0, L)2 on the xy
plane. The configuration of the sheet is described by the state variables {ux(x), uy(x), w(x) :
S→ R}, where ux and uy are the in-plane displacement fields along the x and y directions,
respectively. Furthermore, w is the out-of-plane displacement field. Also, x = (x, y) refers
to the coordinates of the points on the sheet. The kinematic of the deformation of such
2D structure, is analogous to nonlinear von Karman plate theory when the thickness is
vanishing. Accordingly, the components of the Green-Lagrangian strain tensor are obtained
as
εγδ =
1
2
(
∂uγ
∂xδ
+ ∂uδ
∂xγ
+ ∂w
∂xγ
∂w
∂xδ
+ ∂uk
∂xγ
∂uk
∂xδ
)
, (5.2.1)
where the subscripts γ, δ or k represents x or y. It is noted that the last term leading to
nonlinear contributions from the in-plane displacement field is typically neglected compared
to other terms. This is due to fact that the in-plane elastic stiffness of the graphene is notably
larger than its flexural stiffness. In this paper, henceforth, we disregard the last term in
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Equation (6.4.1) and instead focus on the consequences of the nonlinear contribution of the
out-of-plane displacement. Having the strain field in (6.4.1), the resulting stress tensor can
be written as
σγδ =
E
1 + ν
(
εγδ +
ν
1− ν εkkδγδ
)
. (5.2.2)
Let E and ν be the elastic Young modulus and poisson ratio of the graphene sheet, respec-
tively. Then, using the above stress field and the strain field in (6.4.1), the in-plane strain
energy can be written as
Us =
∫ 1
2σγδεγδ
=
∫
S
{
E
2(1− ν2) (I1 + 2νI2) +
E
1 + ν I3
}
, (5.2.3)
where I1 = ε2xx + ε2yy, I2 = εxxεyy, and I3 = ε2xy. Furthermore, the bending energy of
the deformed graphene sheet, Ub is a function of the two invariants of the curvature tensor;
mean and Gaussian curvatures, which are the trace and determinant of the curvature tensor,
respectively. Within linear approximation, mean (H) and Gaussian (K) curvatures are
described as
H = ∂
2w
∂x2
+ ∂
2w
∂y2
K = ∂
2w
∂x2
∂2w
∂y2
−
(
∂2w
∂x∂y
)2
. (5.2.4)
The corresponding bending energy Ub, then can be written as
Ub =
∫
S
1
2κbH
2 + κGK, (5.2.5)
in which κb and κG are the corresponding bending stiffnesses. Due to the Gauss-Bonnet
theorem, the integration of Gaussian curvature over the area is fixed when the topology of
the system does not change in the deformed configuration. Hence, we can disregard the
second term in integration (5.2.5).
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The total elastic energy of the membrane is the summation of the in-plane strain energy
and bending energy, i.e. U = Us + Ub. In order to obtain the total elastic energy in terms
of the displacement fields, we start by deriving the components of the strain tensor
εxx =
∂ux
∂x
+ 12
(
∂w
∂x
)2
εyy =
∂uy
∂y
+ 12
(
∂w
∂y
)2
εxy =
1
2
(
∂ux
∂y
+ ∂uy
∂x
+ ∂w
∂x
∂w
∂y
)
. (5.2.6)
It can be readily seen that employing the nonlinear strain tensor (6.4.1) results in a rather
complicated form of the elastic energy. The complexity appears in two parts; first, the
contribution of the fourth order terms of the out of plane deformation, and second, the
coupling terms between the in-plane and out of plane displacements. Consequently, the
total elastic energy3 can be split into three parts: harmonic terms Uh, coupling (between in
and out-of-plane displacement fields) terms Uc, and anharmonic term Uanh. Hence we have
U = Uh + Uc + Uanh, (5.2.8)
3The resulting expressions for I1, I2, and I3 are derived as
I1 = ε2xx + ε2yy
= 14
{(
∂w
∂x
)4
+
(
∂w
∂y
)4}
+ ∂ux
∂x
(
∂w
∂x
)2
+ ∂uy
∂y
(
∂w
∂y
)2
+
(
∂ux
∂x
)2
+
(
∂uy
∂y
)2
(5.2.7a)
I2 = εxxεyy
= 14
(
∂w
∂x
∂w
∂y
)2
+ 12
∂ux
∂x
(
∂w
∂y
)2
+ 12
∂uy
∂y
(
∂w
∂x
)2
+ ∂ux
∂x
∂uy
∂y
(5.2.7b)
I3 = ε2xy
= 14
(
∂w
∂x
∂w
∂y
)2
+ 12
∂w
∂x
∂w
∂y
(
∂ux
∂y
+ ∂uy
∂x
)
+ 12
(
∂ux
∂y
+ ∂uy
∂x
)2
. (5.2.7c)
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in which
Uh =
1
2κb(∇
2w)2 + E2(1− ν2)
(
|∇u|2 + 2ν ∂ux
∂x
∂uy
∂y
)
+ E2(1 + ν)
(
∂ux
∂y
+ ∂uy
∂x
)2
(5.2.9a)
Uc =
E
2(1− ν2)
(
∂ux
∂x
(
∂w
∂x
)2
+ ∂uy
∂y
(
∂w
∂y
)2
+ ν ∂ux
∂x
(
∂w
∂y
)2
+ ν ∂uy
∂y
(
∂w
∂x
)2)
+ E2(1 + ν)
∂w
∂x
∂w
∂y
(
∂ux
∂y
+ ∂uy
∂x
)
(5.2.9b)
Uanh =
E
8(1− ν2)
((
∂w
∂x
)4
+
(
∂w
∂y
)4
+ 2
(
∂w
∂x
∂w
∂y
)2)
= E8(1− ν2) |∇w|
4. (5.2.9c)
Our goal in this work is to study the statistical mechanics of the fully coupled nonlinear
system including all the coupling and anharmonic terms in (5.2.9). We start with a one
dimensional case where uy = 0 and (ux, w) = (ux(x), w(x)). We later expand our analysis
to the actual two dimensional problem.
5.3 Statistical mechanics of a nonlinear elastic sheet in one
dimension
Consider a sheet of size L2, under one dimensional deformation, i.e. the displacement
field is solely a function of x as: (ux, w) = (ux(x), w(x)) while uy = 0. Therefore, the strain
tensor will have only one component
εx =
∂ux
∂x
+ 12
(
∂w
∂x
)2
. (5.3.1)
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Figure 5.3.1: Deformation of graphene sheet in one dimension. In this case, the displace-
ment is only a function of x. Also uy = 0.
Further, the bending and strain energy can be reduced to
Ub =
∫ 1
2κb
(
∂2w
∂x2
)2
Us =
∫
E
2(1− ν2)ε
2
x
= E
∫ (
∂u
∂x
)2
+ ∂ux
∂x
(
∂w
∂x
)2
+ 14
(
∂w
∂x
)4
, (5.3.2)
where we set E = E/2(1− ν2)4. We start with expanding the displacement field in Fourier
space as
ux(x) =
∑
q∈K1
u(q)eıq·x (5.3.3a)
w(x) =
∑
q∈K1
w(q)eıq·x, (5.3.3b)
4From now on, we use E instead of E/2(1− ν2)
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where K1 := {q = 2piνx/L : νx ∈ Z, |q| > 2pi/L}. The Fourier transform of the above
functions can be obtained as5
u(q) = 1
L
∫
S
ux(x)e−ıq·xdx (5.3.6a)
w(q) = 1
L
∫
S
w(x)e−ıq·xdx. (5.3.6b)
5It is worthwhile to mention that the Fourier transformation can be expressed in terms of sinusoidal
functions as
ux(x) =
∑
q∈K1
aq cos(qx) + bq sin(qx). (5.3.4)
On the other hand, given that uRe(q) and uIm(q) are the real and imaginary parts of the u(q) one can expand
the complex Fourier transform as
ux(x) =
∑
q∈K1
u(q)eıq·x
=
∑
q∈K1
(uRe(q) + iuIm(q))(cos(qx) + i sin(qx))
=
∑
q∈K1
uRe(q) cos(qx)− uIm(q) sin(qx) + i
∑
q∈K1
(uIm(q) cos(qx) + uRe(q) sin(qx)), (5.3.5)
But note that for each mode q, there is a conjugate mode −q, for which we have: uIm(−q) = −uIm(q),
uRe(−q) = uRe(q), cos(−qx) = cos(qx), and sin(−qx) = − sin(qx) which make the imaginary part of the
above summation to vanish. Comparing the above summation with expansion in (5.3.4), one can readily
relate the coefficients as: aq = uRe(q) and bq = −uIm(q). In this work, for brevity we chose to use the
compact complex form as in
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Substituting the above expressions into the elastic energy formulation in (5.3.2), results in6
Ub =
∫ 1
2κb
(
∂2w
∂x2
)2
= L
2κb
2
∑
q∈K1
q4|w(q)|2
Us = E
∫ (
∂u
∂x
)2
+ ∂u
∂x
(
∂w
∂x
)2
+ 14
(
∂w
∂x
)4
= L2E
∑
q∈K1
q2
(
uRe(q)2 + uIm(q)2
)
+ q
(
uRe(q)AIm(q)− uIm(q)ARe(q)
)
+ 14
(
A
Re(q)2 +AIm(q)2
)
= L2E
∑
q∈K1
(
quRe(q) + 12A
Im(q)
)2
+
(
quIm(q)− 12A
Re(q)
)2
. (5.3.8)
By definition, the partition function and the free energy are expressed as
Z =
∫
e−βUD[ux, w], F = −β logZ. (5.3.9)
The total elastic energy in (5.3.2) is anharmonic with respect to w but quadratic in terms
of ux. Though the partition function integration cannot be easily handled over w, but can
6Similarly, the derivatives and their corresponding integrations can be expressed in Fourier expansion as
below
∂ux
∂x
=
∑
q∈K1
i qu(q)eıq·x,
∫ (
∂ux
∂x
)2
= L2
∑
q∈K1
q2|u(q)|2,
∫ (
∂2w
∂x2
)2
= L2
∑
q∈K1
q4|w(q)|2
(
∂w
∂x
)2
=
∑
q∈K1
A(q)eıq·x,
∫ (
∂w
∂x
)4
= L2
∑
q∈K1
|A(q)|2∫
∂ux
∂x
(
∂w
∂x
)2
= L2
∑
q∈K1
i qu(q)A(−q) = L2
∑
q∈K1
i q(uRe(q) + iuIm(q))(ARe(−q) + iAIm(−q))
= L2
∑
q∈K1
i q(uRe(q) + iuIm(q))(ARe(q)− iAIm(q)) = L2
∑
q∈K1
q
(
uRe(q)AIm(q)− uIm(q)ARe(q)
)
.
The superscripts ”Re” and ”Im” denote the decomposition into real and imaginary parts: X(q) = XRe(q) +
iXIm(q), with i =
√−1. Also note that we dropped the imaginary part of the above summation, since it
vanishes by summing over conjugate modes.
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be simply carried out over ux. Thus, we start with integrating over ux as below
Z =
∫
e−βUD[ux, w]
=
∏
q∈K1
∫ ∞
−∞
exp (−β(Ub + Us)) dw(q)duRe(q)duIm(q)
=
∏
q∈K1
∫
α(q) exp(−β(Ub + U effs ))dw(q), (5.3.10)
wherein we introduced a so called effective strain energy, which includes the remaining
term in the exponent after integrating over ux. Also α(q) is a coefficient, independent of w.
Note that Ub is independent of ux. Therefore we only need to take into account Us in the
integration over ux. Accordingly, we have
∏
q∈K1
∫ ∞
−∞
exp (−βUs) duRe(q)duIm(q)
=
∏
q∈K1
∫ ∞
−∞
exp
(
−βL2E
[
quRe(q) + 12A
Im(q)
]2)
duRe(q)
×
∫ ∞
−∞
exp
(
−βL2E
[
quIm(q)− 12A
Re(q)
]2)
duIm(q). (5.3.11)
Given that
∫∞
−∞ exp(−a(x + b)2)dx =
√
pi/a, the integration in (5.3.11), becomes inde-
pendent of A(q)
∏
q∈K1
∫ ∞
−∞
exp (−βUs) duRe(q)duIm(q)
=
∏
q∈K1
∫ ∞
−∞
exp
(
−βL2E
[
quRe(q) + 12A
Im(q)
]2)
duRe(q)
×
∫ ∞
−∞
exp
(
−βL2E
[
quIm(q)− 12A
Re(q)
]2)
duIm(q)
=
∏
q∈K1
pi
βL2Eq2
. (5.3.12)
Hence, the partition function integration in (5.3.10) will be obtained as
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Z =
∏
q∈K1
∫ ∞
−∞
exp (−β(Ub + Us)) dw(q)duRe(q)duIm(q)
=
∏
q∈K1
∫
pi
βL2Eq2
exp(−L
2βκb
2 q
4|w(q)|2)dw(q)
=
∏
q∈K1
2pi2
L4β2Eκbq6
, (5.3.13)
which, despite of anharmonic term in the elastic energy formulation (5.3.2) is exactly ob-
tainable. In other word, for the case of one dimensional deformation, the anharmonicity
does not add any complexity to the partition function integration and the problem can be
easily decoupled to in and out-of-plane deformation modes. In this manner, the fluctua-
tions of the out-of-plane displacement field is exactly the same as described within harmonic
approximation
〈|w(q)|2〉 = kBT
L2κbq4
. (5.3.14)
In the following section, we study this problem in two dimension where the anharmonic-
ity has indeed remarkable effects on the fluctuations.
5.4 Set up of the statistical mechanics problem in two
dimensions
In this section, we aim to study the statistical mechanics of graphene, using the fully
coupled and nonlinear energy formulation in (5.2.9). To this end, we need to evaluate the
partition function and the free energy
Z =
∫
e−βUD[ux, uy, w], F = −β logZ. (5.4.1)
Within harmonic assumption which is quit common for fluid membranes, wherein the in
and out-of-plane deformations are not coupled, the partition function is easily obtained as
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Figure 5.3.2: Deformation of graphene sheet in two dimension. The displacement field is a
function of x and y; i.e. (ux, uy, w) = (ux(x, y), uy(x, y), w(x, y)).
a Gaussian integration and hence the fluctuations are evaluated as
〈|w(q)|2〉 = kBT
L2κbq4
. (5.4.2)
However, for the case of a solid membrane, it is impossible to carry out the partition function
integration analytically. Our goal is to obtain a reasonable estimate of the free energy and
fluctuations. Usually is it easier to analyze the partition function, within Fourier space.
Accordingly, we proceed to transform the energy function into Fourier space. We start with
expanding the displacement field
u(x) =
∑
q∈K
u(q)eıq·x (5.4.3a)
w(x) =
∑
q∈K
w(q)eıq·x (5.4.3b)
∂w(x)
∂xγ
∂w(x)
∂xδ
=
∑
q∈K
Aγδ(q)eıq·x, (5.4.3c)
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where K := {q = 2pi(νx, νy)/L : νx, νy ∈ Z, |q| > 2pi/L} and γ, δ denote x, y. Also,
u(x) = (ux(x), uy(x))7. The Fourier transform of the above functions can be obtained as
u(q) = 1
L2
∫
S
u(x)e−ıq·xdx (5.4.4a)
w(q) = 1
L2
∫
S
w(x)e−ıq·xdx (5.4.4b)
Aγδ(q) =
1
L2
∫
S
∂w(x)
∂xγ
∂w(x)
∂xδ
e−ıq·xdx. (5.4.4c)
It is noted that these Fourier modes have real and imaginary parts; i.e. u(q) = uRe(q) +
i uIm(q), in which the superscripts denote the real and imaginary parts. The corresponding
conjugate of each mode is also derived as: u∗(q) = u(−q) = uRe(q) − i uIm(q), where
u(q)u∗(q) = |u(q)|2. Further, we remark the orthogonality of Fourier modes
∫
uγ(q)uδ(q′)ei(q+q
′)·xdx = δq,−q′uγ(q)uδ(q′)L2
= uγ(q)uδ(−q)L2. (5.4.5)
Similar arguments can be made for Aγδ(q) and w(q). Now we can calculate the integra-
tion of each terms in Uh, Uc and Uanh in Fourier space. In the following equations, we
7Similarly, u(q) = (ux(q), uy(q))
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demonstrate the details of the Fourier transformation of these terms
∫
S
(
∂uγ
∂xδ
)2
dx = L2
∑
q∈K
q2δ |uγ(q)|2 = L2
∑
q∈K
q2δ (uReγ (q)2 + uImγ (q)2) (5.4.6a)
∫
S
(
∂w
∂xγ
∂w
∂xδ
)
dx = L2
∑
q∈K
|Aγδ(q)|2 = L2
∑
q∈K
A
Re
γδ (q)2 +A
Im
γδ (q)2 (5.4.6b)∫
S
(
∂uγ
∂xδ
∂w
∂xk
∂w
∂xl
)
dx = L2
∑
q∈K
i qδuγ(q)Akl(−q)
= L2
∑
q∈K
i qδ
(
uReγ (q) + i uImγ (q)
) (
A
Re
kl (q)− i AImkl (q)
)
= L2
∑
q∈K
qδ
{
A
Im
kl (q)uReγ (q)− uImγ (q)ARekl (q)
+ i
(
A
Re
kl (q)uReγ (q) + uImγ (q)A
Im
kl (q)
)}
= L2
∑
q∈K
qδ
{
A
Im
kl (q)uReγ (q)− uImγ (q)ARekl (q)
}
. (5.4.6c)
Note that for each q mode in the summation, there is a conjugate of −q, that makes
the imaginary part of the summation in (5.4.6c) vanish
qδ
(
A
Re
kl (q)uReγ (q) + uImγ (q)A
Im
kl (q)
)
+ (−qδ)
(
A
Re
kl (−q)uReγ (−q) + uImγ (−q)AImkl (−q)
)
= qδ
(
A
Re
kl (q)uReγ (q) + uImγ (q)A
Im
kl (q)
)
− qδ
(
A
Re
kl (q)uReγ (q) + (−uImγ (q))(−AImkl (q))
)
= 0. (5.4.7)
Since, there will not be any contribution from the imaginary parts of the summations,
to the free energy, in the remaining of this paper, we take them out from our calculations.
Substituting the Fourier expansions in the expression for Uh, Uc, and Uanh, results in
the following
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∫
Uhdx =
L2
2
∑
q∈K
κbq4|w(q)|2 + E1− ν2
(
q2|u(q)|2 + 2νqxux(q)qyuy(q)
)
+ E1 + ν
(
q2y |ux(q)|2 + q2x|uy(q)|2 − 2qxqyux(q)uy(−q)
)
= L
2
2
∑
q∈K
Uh(q), (5.4.8a)
∫
Ucdx =
L2
2
∑
q∈K
E
1− ν2
{
A
Re
xx(q)(qxuImx (q) + νqyuImy (q)) +A
Re
yy (q)(qyuImy (q) + νqxuImx (q))
−AImxx(q)(qxuRex (q) + νqyuRey (q))−AImyy (q)(qyuRey (q) + νqxuRex (q))
}
+ E1 + ν
{
A
Re
xy (q)(qyuImx (q) + qxuImy (q))−AImxy (q)(qyuRex (q) + qxuRey (q))
}
= L
2
2
∑
q∈K
U c(q), (5.4.8b)
∫
Uanhdx =
L2
8
∑
q∈K
E
1− ν2
(
|Axx(q)|2 + |Ayy(q)|2 + 2|Axy(q)|2
)
= L
2
2
∑
q∈K
Uanh(q), (5.4.8c)
wherein we dropped all the imaginary parts of the summations.
Note that the total elastic energy is harmonic w.r.t the in-plane displacement field.
Therefore, using the expression of the total elastic energy in Fourier space, we can proceed
to evaluate the partition function integration over the in-plane displacement field
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Z =
∫
exp(−βU)D[w,u]
=
∏
q∈K
∫ ∞
−∞
exp
−βL22 ∑q∈K(Uh(q) + U c(q) + Uanh(q))
 dw(q)duRex (q)duImx (q)duRey (q)duImy (q)
=
∏
q∈K
∫
α(q) exp(−β(Ub + U effs ))dw(q), (5.4.9)
wherein we integrate out the in-plane displacement fields ux and uy. The remaining terms
are expressed as the effective strain energy, which is a function of solely out-of-plane dis-
placement. In this manner we have renormalized the partition function, which should be
integrated over the out-of-plane field. The effective strain energy, which consists of the
remaining terms after integrating out the in-plane fields, can be expressed as
U effs =
1
8EL
2 ∑
q∈K
Ψ(q)Ψ∗(q), (5.4.10)
in which, for ease of notation, we have defined Ψ(q) as
Ψ(q) = 1q2
{
q2yAxx(q) + q2xAyy(q)− 2qxqyAxy(q)
}
. (5.4.11)
Furthermore, one can express the strain energy using the transverse projector operator—
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which has been widely used in elastic problems by the physics community—as below8
Ψ(q) = P Tij (q)Aij(q), (5.4.12)
in which
P Tij (q) = δij −
qiqj
q2 . (5.4.13)
Also, the elastic energy due to the pre-existing strain field is a constant and independent
of the fluctuations, and hence can be taken out of the calculations. Accordingly, the total
effective elastic energy in Fourier space can be written as
U eff = Ub + U effs
= 12κbL
2 ∑
q∈K
q4w(q)2 + Eε02(1− ν)L
2 ∑
q∈K
q2|w(q)|2 + Eε
2
0
1− ν
+ 12EL
2 ∑
q∈K
{
|12P
T
ij (q)Aij(q)|2
}
. (5.4.14)
The above expression when ε0 = 0 has been derived earlier by Nelson and Peliti ([132]).
The term Eε20/(1 − ν) is a constant and has no consequences on the fluctuations of the
displacement field and hence from now on will be disregarded in the calculations. Up to
this point, we have decoupled the problem by integrating the in-plane displacement field.
We are now left with a nonlinear energy formulation which is a function of only out-of-plane
displacement w. In the following section we use the above energy formulation to study the
fluctuations of w.
8Note that Ψ(q)Ψ∗(q) = Ψ(q)Ψ(−q) = |Ψ(q)|2 and is expanded as below
Ψ(q)Ψ(−q) = |Ψ(q)|2
= 1(q2x + q2y)2
{
q4xA
Re
yy (q)2 + q4xA
Im
yy (q)2 + q4yA
Re
xx(q)2 + q4yA
Im
xx(q)2 − 4qxq3yAImxx(q)AImxy (q)
+ 2q2xq2yA
Im
xx(q)A
Im
yy (q)− 4q3xqyAImxy (q)AImyy (q) + 4q2xq2yAImxy (q)2 + q4xAImyy (q)2 + q4yAImxx(q)2
− 4qxq3yARexx(q)ARexy (q) + 2q2xq2yARexx(q)AReyy (q)− 4q3xqyARexy (q)AReyy (q) + 4q2xq2yARexy (q)2
}
.
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5.5 Effective Bending Stiffness
In this section, we study the fluctuations of the out-of-plane displacement field, and in
particular, the effective stiffness of a solid membrane, using the nonlinear energy formula-
tion (5.4.14). The idea is that one can capture the effects of nonlinearities in a so-called
renormalized bending stiffness, that can be employed to a quadratic Hamiltonian. Let Hq
and Hnq be the quadratic and non-quadratic parts of the total energy H, respectively. Then
H = Hq +Hnq :=
∑
k∈K
1
2κ
eff(k)k4|w(k)|2, (5.5.1)
where we introduced a form of k dependency for the effective rigidity, κeff(k). Note that
within linearized formulations, the bending rigidity κb, is constant for all fluctuations modes
and results in a 1/|k|4 dependence of the out-of-plane undulations. However, in the presence
of pre-strain term or the nonlinear in-plane strain, the fluctuations are described in a general
form as
〈|w(k)|2〉 ∼ (
∑
i
αi|k|ξi)−1 = 1
α1|k|ξ1 + α2|k|ξ2 + α3|k|ξ3 + α4|k|ξ4 + · · · , (5.5.2)
where ξi are not necessarily integers. Note that in this case, the dominant modes of the
fluctuations are the long wave-length modes, where k→ 0. Therefore, the term with smaller
exponents ξi in the denominator of (5.5.2) will be the leading term in the summation. Ac-
cordingly, one can approximately describe the fluctuations in terms of the leading term as:
〈w(k)2〉 ∼ 1/kζ , with ζ being the smallest exponent in the denominator (5.5.2). In this man-
ner, the effective bending stiffness can be defined from the fluctuations as: κeff(k) ∼ kζ−4.
From now on, we set η = 4− ζ > 0 and our goal will be to get an estimate of η.
We start with the regular perturbation approach in the following subsection. Afterward,
we improve the resulting effective bending stiffness, using a Variational perturbation method
in the second part of this section.
101
5.5.1 Perturbation approximation
Consider a nonlinear Hamiltonian H = H0 + Hp, where H0 is its quadratic functional
and Hp is its nonlinear part. The idea is that the nonlinear part is a small perturbation
compared to the quadratic functional H0. Let F , be the free energy of the system. In the
absence of the nonlinear perturbation term Hp, the partition function Z0 and free energy
F0 can be easily obtained using standard Gaussian integrations. The effect of the nonlinear
term on the total free energy of the system, can be then estimated by a perturbation
expansion around F0. We start with expanding the partition function of the system Z
Z =
∫
exp(−β(H0 +Hp))D[w] = Z0〈exp(−βHp)〉H0 , (5.5.3)
wherein the subscript 〈·〉H0 denotes average value, with respect to H0. The exponential
term in the above equation can be expanded in a Taylor series as
exp(−βHp) = 1− βHp + 12(βHp)
2 + · · · =
∞∑
n=0
(−βHp)n
n! . (5.5.4)
Then the free energy of the system is obtained as
F = − 1
β
logZ = F0 − 1
β
log(1 +
∞∑
n=1
〈(−βHp)n〉H0
n! ). (5.5.5)
Expanding the logarithm term we have
log
( ∞∑
n=0
(−β)n〈HnP 〉H0
n!
)
=
( ∞∑
n=1
(−β)n〈HnP 〉H0
n!
)
− 12
(∑
n=1
(−β)n〈HnP 〉H0
n!
)2
+ · · · ,
(5.5.6)
and hence, the free energy expansion is derived as
F = F0 − 1
β
∞∑
n=1
(−β)n
n! 〈H
n
P 〉cH0 , (5.5.7)
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where the superscript 〈·〉c denotes the cumulant averages9. The infinite series in the
above equation, gives us the exact average amount of energy that the nonlinear term is
adding to the system. In practice, however, one need to truncate the series to some finite
order. If the nonlinear term is small, one can expect to achieve a reasonable estimate by
evaluating the first few terms of perturbation expansion (5.5.7). In the following of this
section we use this notion to obtain an estimate of the excess energy that is added to the
system due to nonlinearity. The excess free energy, can be then captured in terms of the
effective bending stiffness. The average energy of the system with nonlinear Hamiltonian
in (5.4.14), up to first order is
〈H〉 =
〈
1
2κbL
2 ∑
k∈K
k4|w(k)|2 + Eε02(1− ν)L
2 ∑
k∈K
k2|w(k)|2
〉
H0
+
〈
1
2EL
2 ∑
q∈K
|12P
T
ij (q)Aij(q)|2
〉
H0
:= L
2
2
∑
k∈K
κeff(k) k4〈|w(k)|2〉H0 . (5.5.9)
To calculate the averages in (5.5.9), we start by expanding the out-of-plane displacement
field in Fourier space
w(x) =
∑
k∈K
w(k)eik·x (5.5.10a)
∂w
∂xi
∂w
∂xj
=
∑
k,k′∈K
−kik′jw(k)w(k′)ei(k+k
′)·x
=
∑
k,q∈K
−ki(qj − kj)w(k)w(q − k)eiq·x =
∑
q∈K
Aij(q)eiq·x, (5.5.10b)
in which
Aij(q) =
∑
k∈K
−ki(qj − kj)w(k)w(q − k). (5.5.11)
9The cumulant averages, up to fourth order are derived as below
〈HP 〉cH0 = 〈HP 〉H0
〈H2P 〉cH0 = 〈H2P 〉H0 − 〈HP 〉2H0
〈H3P 〉cH0 = 〈H3P 〉H0 − 3〈H2P 〉H0〈HP 〉H0 + 2〈HP 〉3H0
〈H4P 〉cH0 = 〈H4P 〉H0 − 3〈H3P 〉H0〈HP 〉H0 − 3〈H2P 〉2H0 + 12〈H2P 〉H0〈HP 〉2H0 − 6〈HP 〉4H0 . (5.5.8)
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In the next step, we combine the above expressions with operator Pij(q)
P Tij (q)Aij(q) =
∑
k∈K
(
−ki(qi − ki) + kiqiqj(qj − kj)q2
)
w(k)w(q − k)
=
∑
k∈K
k2q2 − (k · q)2
q2 w(k)w(q − k) =
∑
k∈K
Ω(q,k)w(k)w(q − k). (5.5.12)
Finally, we calculate the magnitude of the above expressions in each mode
|P Tij (q)Aij(q)|2 =
(
P Tij (q)Aij(q)
)
×
(
P Tij (−q)Aij(−q)
)
=
∑
k,k′∈K
Ω(q,k)Ω(−q,k′)w(k)w(q − k)w(k′)w(−q − k′). (5.5.13)
The first term in the above expression is a constant and does not contribute to the
fluctuations of w. Further, the last term is a harmonic term and can be included in the
quadratic part of the total elastic energy.
Now, we proceed to calculate the average of the expression in (5.5.13). Note that the
averaging is carried out with respect to the quadratic part of the elastic energy that in the
presence of a nonzero uniform strain field along x and y directions is
H0 =
L2
2
∑
k∈K
(κbk4 +
Eε0
(1− ν)k
2)|w(k)|2. (5.5.14)
Using the above Hamiltonian, we proceed to calculate the following average
∑
q∈K
〈|P Tij (q)Aij(q)|2〉H0 =
∑
q,k,k′∈K
Ω(q,k)Ω(−q,k′) 〈w(k)w(q − k)w(k′)w(−q − k′)〉H0 .
(5.5.15)
From Wick’s theorem, the above average —with respect to the quadratic Hamiltonian
104
(5.5.14)— is nonzero only when the modes ki are decoupled and that is
〈w(k1)w(k2)w(k3)w(k4)〉H0 = 〈|w(k1)|2〉H0〈|w(k2)|2〉H0
{
δ(k1,−k3)δ(k2,−k4)
+ δ(k1,−k4)δ(k2,−k3)
}
+ 〈|w(k1)|2〉H0〈|w(k3)|2〉H0δ(k1,−k2)δ(k3,−k4). (5.5.16)
Note that the case k = −q + k is true only in zeroth mode when q → 0. The only
nonzero case for all modes is when k = −k′. Hence, the summation in (5.5.15) can be
obtained as
∑
q∈K
〈|P Tij (q)Aij(q)|2〉H0 =
∑
q,k∈K
Ω(q,k)2〈|w(k)|2〉H0〈|w(q − k)|2〉H0 . (5.5.17)
Now, substituting the averages of quadratic term in (5.5.14), as well as the non-quadratic
part in (5.5.17), into the Equation (5.5.9), one can obtain the first order estimate of the
effective stiffness as below
〈H〉 = L
2
2
∑
k∈K
κbk4 + Eε0(1− ν)k2 + E4 ∑q∈KΩ(q,k)2〈|w(q − k)|2〉H0
 〈|w(k)|2〉H0
:= L
2
2
∑
k∈K
κeff(k)k4〈|w(k)|2〉H0 , (5.5.18)
from which, the effective stiffness, is evaluated as
κeff(k) = κb +
Eε0
(1− ν)k2 +
1
4kBTE
∑
q∈K
Ω(q,k)2
|k|4(κb|q − k|4 + Eε0|q − k|2/(1− ν)) . (5.5.19)
In what follows, we analyze the above expression for two cases of zero and non-zero
pre-strain field ε0.
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Case I: ε0 6= 0
Our goal is to find the dominant factor in (5.5.19). To this end, we seek for the k
dependency of the last term in (5.5.19). In the long wave-length as k → 0— which is the
leading mode in the summation—, the numerator varies as (k2q2− (k ·q)2)2 ∼ k4q4, while
the denominator varies as
(
κb|q − k|4 + Eε0|q − k|2/(1− ν)
) |q|4|k|4 ∼ |q|4|k|4Eε0|q −
k|2/(1−ν). Thus, the dominant term of the whole fraction in the summation is proportional
to
(k2q2 − (k · q)2)2
(κb|q − k|4 + Eε0|q − k|2/(1− ν)) |q|4|k|4 ∼
1
Eε0|q − k|2/(1− ν) . (5.5.20)
Carrying out the summation of the above expression over q10, results in a constant that is
independent of k. Accordingly, the dominant term in the expression (5.5.19) will be Eε0/k2
and the effective stiffness can be expressed as
κeff(k) ∼ κb + Eε0(1− ν)k2 + Const., (5.5.21)
from which the fluctuations are obtained as
〈w2〉 ∼ kBT
Eε0
log(1 + Eε0L
2
2pi2(κb + α)
), (5.5.22)
where α is the constant in (5.5.21). It is noted that the above result is qualitatively the
same as what is obtained using the linearized energy formulation.
10The summation can be carried out using a double integration, or alternatively in polar coordinate with
varying radius of q = |q|.
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Case II: ε0 = 0
When the in-plane pre-strain term is zero, the expression for the effective bending stiff-
ness in (5.5.19) reduces to
κeff(k) = κb +
1
4kBTE
∑
q∈K
Ω(q,k)2
|k|4κb|q − k|4 . (5.5.23)
Using similar scaling arguments, one can readily show that the fraction in the above sum-
mation is proportional to
(k2q2 − (k · q)2)2
κb|q − k|4|q|4|k|4 ∼
1
κb|q − k|4 , (5.5.24)
and consequently, when the summation is carried out over k′, the resulting leading order is
obtained as: ∑q∈K |q − k|−4 ∼ |k|−2. Therefore, the effective stiffness for this case can be
written as
κeff(k) = κb +
α′kBTE
κb|k|2 , (5.5.25)
in which α′ is the correction factor. The fluctuation is then obtained as
〈w2〉 ∼ κb
α′E
log(1 + α
′kBTEL2
4pi2κ2b
). (5.5.26)
The results in (5.5.21) and (5.5.25) are first order estimations from perturbation expan-
sion and might be reasonably accurate for low temperatures. In the following, we will use a
variational perturbation approach to improve our predictions on effective stiffness and the
out-of-plane fluctuations.
5.5.2 Variational perturbation approximation
We intend to improve our results, obtained in the preceding part, using variational per-
turbation method. This has not been well-appreciated yet, that with a slight modification of
the conventional perturbation method, one can achieve remarkable enhancement of estima-
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tions. In the following, as this method is employed, we explain the details of the procedure.
We start with adding and subtracting a trial Hamiltonian to the nonlinear energy formula-
tion in (5.4.14). In order to describe the bending mode fluctuations, lets consider the trial
Hamiltonian as
H0 = 12L
2 ∑
k∈K
κeff(k)k4|wk|2. (5.5.27)
Then the total elastic energy can be written as
Ub + U effs = H0 + (Ub + U effs −H0). (5.5.28)
Now consider the perturbation expansion of the free energy associated with the above
Hamiltonian
F∞ = F0 − 1
β
∞∑
N=1
(−β)N
N ! 〈
[
Ub + U effs −H0
]N 〉cH0 , (5.5.29)
wherein F0 is the free energy corresponding to the trial Hamiltonian H0, and the superscript
c denotes the cumulant averages. Needless to say that the full expansion as N → ∞
is independent of the choice of the trial Hamiltonian. In practice, however, the series is
truncated up to a finite order M to obtain an estimate of the free energy. Unlike the
infinite series expansion in Equation (5.5.29), the truncated series FM does depend on the
choice of the trial Hamiltonian H0. Accordingly, in order to obtain an optimized estimate,
we need to minimize the sensitivity of the truncated series to the trial Hamiltonian. To this
end, we set ([136])
∂FM
∂κeff(k) := 0. (5.5.30)
In a rather good approximation, the result for the truncated series of the variational free
energy from this method will converge i.e. FM ≈ FM+1 and achieves its minimal sensitivity
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to the trial function. We remark that restricting calculations to first order in the truncated
series yields just the well-known Bogoliubov theorem [8] for the upper bound of the exact
free energy
Fvar 6 F0 + 〈Ub + U effs −H0〉H0 . (5.5.31)
In what follows, we will use this approach up to first order to obtain a closed form
estimation of the effective stiffness of the system.
We proceed to calculate the expectation values in the right hand side of the equation
(5.5.29) up to first order.
〈Ub〉H0 + 〈U effs 〉H0 = L2
∑
k∈K
{
κb
2βκeff(k) +
Eε0
2β(1− ν)κeff(k)|k|2
+ E
∑
q∈K
Ω(q,k)2
8β2|k|4|q − k|4κeff(k)κeff(q − k)
}
. (5.5.32)
Then substituting all the terms results in the following form for the variational free
energy
Fvar = CF + L2
∑
k∈K
{
1
2β log(κ
eff(k)) + κb2βκeff(k) +
Eε0
2β(1− ν)κeff(k)|k|2
+ E
∑
q∈K
Ω(q,k)2
8β2|k|4|q − k|4κeff(k)κeff(q − k)
}
, (5.5.33)
in which CF is a constant of no consequences. In the next step we take the derivatives of
the above variational free energy with respect to the variational parameter κeff(k).
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∂Fvar
∂κeff(k) : = 0
0 : =
∑
k∈K
{
1
2βκeff(k) −
κb
2βκeff(k)2 −
Eε0
2β(1− ν)κeff(k)2|k|2
− E
∑
q∈K
Ω(q,k)2
8β2|k|4|q − k|4κeff(k)κeff(q − k)
(
1
κeff(k) +
1
κeff(q − k)
∂κeff(q − k)
∂κeff(k)
)}
.
(5.5.34)
Now as we discussed in the beginning of this section, in order to make analytical progress,
we focus on the leading term in the expression for the effective stiffness. Assuming that the
leading term is described as: κeff(k) ∼ |k|−η we get,
∂κeff(q − k)
∂κeff(k) =
∂κeff(q − k)/∂k
∂κeff(k)/∂k =
|q − k|−η−1
|k|−η−1 =
κeff(q − k)
κeff(k)
|k|
|q − k| . (5.5.35)
Substituting the above expression into the derivation of F effs results in
∂U effs
∂κeff(k) =
∑
k∈K
{
1
2βκeff(k) −
κb
2βκeff(k)2 −
Eε0
2β(1− ν)κeff(k)2|k|2
− E
∑
q∈K
Ω(q,k)2
8β2|k|4|q − k|4κeff(k)2κeff(q − k)
(
1 + |k||q − k|
)}
. (5.5.36)
Now summing all the terms result in the following implicit equation for the effective bending
stiffness
κeff(k) = κb +
Eε0
(1− ν)|k|2 +
kBTE
4
∑
q∈K
Ω(q,k)2
|k|4|q − k|4κeff(q − k)
(
1 + |k||q − k|
)
. (5.5.37)
In what follows, we analyze the above expression for two cases of zero and non-zero
pre-strain field ε0.
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Case I: ε0 6= 0
We proceed to analyze the equation (5.5.37) based on scaling argument, similar to what
we presented in the preceding subsection. Starting with the last term in (5.5.37), we have
Ω(q,k)2
|k|4|q − k|4κeff(q − k)
(
1 + |k||q − k|
)
= (k
2q2 − (k · q)2)2
|q − k|4|k|4|q|4κeff(q − k)
(
1 + |k||q − k|
)
∼ 1|q − k|4κeff(q − k)
(
1 + |k||q − k|
)
. (5.5.38)
Summing the above expression over q results in
∑
q
∼ 1|q − k|4−η
(
1 + |k||q − k|
)
∼ 1|k|2−η . (5.5.39)
Finally the effective modulus can be expressed as
κeff(k) = κb +
Eε0
(1− ν2)|k|2 +
γ
|k|2−η , (5.5.40)
wherein γ —the correction factor—, is a constant of no consequence. Given that η > 0, the
dominant factor, in the long wave-length fluctuations is obviously the second term, which
is proportional to 1/|k|2 and consequently, η ≈ 2. Note that this is the same result as what
is obtained using regular perturbation method.
Case II: ε0 = 0
We now consider the results of the variational perturbation method for this case. The
effective stiffness in (5.5.37) for this case reduces to
κeff(k) = κb +
kBTE
4
∑
q∈K
Ω(q,k)2
|k|4|q − k|4κeff(q − k)
(
1 + |k||q − k|
)
. (5.5.41)
Again, let the κeff(q − k) ∼ Θ|q − k|−η, where Θ is an unknown constant. Then the
above summation is proportional to 1/|k|2−η. One can solve the resulting implicit equation
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for η and Θ as
κeff(k) := Θ|k|−η ∼ kBTEΘ|k|2−η , (5.5.42)
from which we obtain the effective bending stiffness as
κeff(k) ∼
√
EkBT |k|−1. (5.5.43)
Using this result one can explore the dependence of the out of plane fluctuations on the
length scale and temperature
〈|w(k)|2〉 ∼ kBT
κeff(k)k4
∼ 1|k|3
√
kBT
E
. (5.5.44)
The fluctuations of the out plane field 〈w2〉 is obtained by summing over all possible
modes
〈w2〉 ∼
∑
k
1
|k|3
√
kBT
E
∼
∫ 2pikdk
k3
√
kBT
E
∼ 1
kmin
√
kBT
E
∼ L
√
kBT
E
. (5.5.45)
Unlike the case where ε0 6= 0, in this case the result from Variational perturbation
method is different from what is obtained using conventional perturbation expansion. In the
following section we study the fluctuations of graphene, using molecular dynamic simulation,
to further examine the accuracy of our theoretical estimations.
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Figure 5.6.1: (a) Fluctuation amplitude as a function of a graphene membrane size at T =
300 K, (b) fluctuations amplitude as a function of temperature .
a(a) Fluctuation amplitude as a function of a graphene membrane size at T = 300 K, fitted by the scaling
law, 〈w2〉 ∝ Lη0 , with different exponents obtained from harmonic analysis, VPT, Monte Carlo and MD
for NPT and NVT ensembles.(b) Fluctuations amplitude as a function of temperature, 〈w2〉 ∝ T δ, with
L0 = 20nm .
5.6 Molecular Dynamic Simulation
We perform MD simulations of monolayer graphene using LAMMPS, an open source
code [137]. The second-generation reactive empirical bond-order (REBO) potential [138] is
used for the multibody C-C interactions in graphene. Square-shaped graphene membranes
of different linear dimensions are simulated at finite temperatures with periodic boundary
conditions. The temperature is controlled by a Nose-Hoover thermostat. Each simula-
tion runs up to 40 ns (time step: 1 fs), with the first 10 ns for the system to equilibrate
and the subsequent 30 ns for calculations of the time-averaged quantities. The time inte-
gration scheme closely follows the time-reversible measure-preserving Verlet and rRESPA
integrators derived by Tuckerman et al.[139]. To simulate monolayer graphene without in-
terlayer interactions, relatively thick simulation boxes are used (thickness > 20 nm). MD
simulations with both constant pressure (NPT) and constant volume (NVT) ensembles are
performed. In NPT simulations, the dimensions of the simulation box are allowed to change
to maintain a constant pressure (or stress). On the other hand, the NVT ensemble is used
to simulate graphene subjected to a pre-strain (ε0). In such simulations, the dimensions of
the simulation box are fixed as L = L0(1 + ε0) , where L0 is the linear dimension of the
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graphene membrane in the ground state (T = 0 K). The in-plane reaction stress is evaluated
as a function of the pre-strain and temperature by time-averaged virial stress [140]
σ = −〈 1
L2
∑
i,j
i 6=j
Fij ⊗ (ri − rj) + 1
L2
∑
i
mivi ⊗ vj〉t, (5.6.1)
where Fij is the interatomic force between two atoms (i and j), ri is the position vector
of i-th atom, vi is the velocity vector, mi is the atomic mass, and 〈·〉t denotes time average
of the enclosed quantity. The virial formula is modified to yield the 2D stress for graphene.
In both NPT and NVT simulations, the mean amplitude of the out-of-plane thermal
fluctuation is calculated by a time averaged RMS, namely
h =
√√√√〈 N∑
i=1
w2i
N
〉
t
(5.6.2)
where N is the total number of atoms and wi is the out-of-plane displacement of i-th
atom. Based on the ergodic hypothesis (Weiner, 2002), the time average (over a sufficiently
long period) from MD simulation is equivalent to the ensemble average in statistical me-
chanics. Consequently, the numerical results from MD simulations can be compared directly
with the predictions based on statistical mechanics.
5.7 Discussion
In this work, we have revisited the statistical mechanics of solid membranes. Unlike fluid
membrane, the in-plane and out of plane deformations are coupled in solid membranes. This
coupling is a result of a strong geometric nonlinearity in the energy formulation. The nonlin-
ear energy formulation does not allow us to employ the conventional equipartition theorem
for the fluctuations of displacement field. Accordingly we have used some advanced meth-
ods to obtain analytical approximate solution for the fluctuations and the effective bending
stiffness. We started with regular perturbation expansion. The first order perturbation ap-
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proximation results in a 1/k2 dependance of effective bending stiffness. We further improved
our estimation by employing a variational approach. Up to first order we have obtained 1/k
dependance of bending stiffness. This result is obtained earlier by Nelson and Peliti [132]
using a self consistent approach.
We also note that dependance of the out plane fluctuations in general can be stated as:
〈w2〉 ∼ LηT δ (5.7.1)
Comparing Equation (5.7.1) with MD simulations under NPT and NVT ensembles, a
few points are highlighted as follow:
• Within linear framework as is used for fluid membranes, η = 2 and δ = 1. How-
ever, in this work, for graphene monolayers, we have obtained η = 1 and δ = 0.5.
These exponents appeared to be in fairly reasonable agreement with molecular dy-
namic simulation data. Note that under NVT ensemble the total area of the sheet
is conserved and hence the kinematics of the deformation is close to that of von-
Karman plate theory. The simulations are performed for a limited range of sheet
size of graphene (5-50)nm. Within this range, our prediction is consistent with the
data from MD shown in Figure 5.6(a). The results are demonstrated in log-log scale,
where the slopes of the straight lines represent the exponent η. For larger sizes of
the graphene sheets that are not shown in this figure, we speculate that the green
line— corresponding to η = 1— diverges from the MD data. In the long-wave length
limit, better predictions can be obtained by proceeding to higher order of VPT and
numerical calculations.
• The results for simulations under NPT ensemble are slightly different. This is due to
the fact that the NPT simulations are performed such that the in-plane stress field
is relaxed. In this manner, the effects of nonlinearities arising from the coupling of
in and out-of-plane deformations are softened. Typically, fluctuations under NVT
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ensemble result in non-zero entropic in-plane stress field. In NPT simulations, the
in-plane forces are relaxed with artificially external compressive forces such that the
total stress field becomes zero [71]. As a result of these external compressive forces,
the fluctuations are slightly augmented, when compared to NVT ensemble.
• We also compared our results on temperature dependency of the fluctuations to MD
simulations for a broad range of temperature, (100-1000)K, in Figure 5.6(b). Our
prediction is consistent with data for NVT simulations up to 400 K. However, for
higher temperature, the MD results appear to converge to linear elasticity limit, where
δ = 1. This can be explained by recognizing the fact that at high temperatures,
graphene sheet undergoes thermal expansions, while the in-plane area is maintained
fixed. In this case, the extra area of the graphene sheet, resulting from thermal
expansions is ceased by external compressive forces to conserve the total in-plane
area. Accordingly, the nonlinearities are softened by thermal expansions and the
compressive forces at high temperature.
• The results on NPT ensemble in contrast, is in reasonable agreement with the theo-
retical predictions even at high temperatures. This is due to the fact that unlike NVT
simulations, the area can freely expand at high temperature and hence, the in-plane
stress field does not change with the temperature.
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Chapter 6
The Quest for the Determination
of the Gaussian
Modulus—Exploiting Membrane
Edge Fluctuations; Implications for
Lipid Bilayers and Graphene
The Gaussian modulus of a biological membrane, in addition to the bending rigidity,
sets the energy scale for various important biological processes such as cell fission and gen-
erally, any event accompanied by a topological change. Unlike the bending rigidity, the
Gaussian modulus is notoriously difficult to evaluate via either experiments or atomistic
simulations. Measured thermal fluctuation spectrum provides a facile route to estimate
the bending modulus of a membrane from either experiments or molecular dynamics sim-
ulations. Unfortunately, the Gaussian modulus is decoupled from the thermal fluctuation
behavior of a membrane and thus precludes an easy estimation. In this work, recognizing
that the Gaussian modulus plays a non-trivial role in the fluctuations of a membrane edge,
we derive closed-form expressions for edge fluctuations. Combined with atomistic simula-
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aFigure 6.1.1: Schematic of a finite size 2D elastic sheet under edge forces.
aDue to the non-vanishing boundary conditions on the edge, the equilibrium state is no longer flat.
Studying the mechanics of 2D materials, within finite size, where the effects of edge forces are significant,
can be a potential route to discover their edge properties as well as Gaussian modulus.
tions, we use the developed approach to extract Gaussian modulus of graphene. Our results
possibly provide the first reliable estimate of this elusive property.
6.1 Introduction
2D materials, both fluid(soft) and solid(hard) membranes are best known for their un-
usual flexibility and the ability to sustain large deformations that make them suitable for
a number of fascinating applications in areas such as electronics, energy harvesting, biolog-
ical systems among many others. They are mechanically described as elastic sheets that
are resilient to areal change (in-plane deformations), but are quite flexible to undergo large
curvatures. Specifically, the well-known Helfrich-Canham [1, 2, 79, 80, 81] theoretical frame-
work parametrizes the energy cost of the deformation of a tensionless patch of a membrane
by a quadratic function of curvature
Fb =
∫ 1
2κb(H −H0)
2 + κG(K −K0). (6.1.1)
Here κb and κ¯ are the bending moduli that, respectively, correspond the energy change due
to changes in the mean (H) and Gaussian (K) curvatures. The corresponding spontaneous
curvatures are denoted by Ho and Ko.
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Equation. (6.1.1) has been extensively used to described the mechanics of fluid mem-
branes (biological membranes). Typical bending modulus (κb) of most lipid-bilayers is be-
tween 5 and 25kBT—-small enough compared to the thermal energy scale that membranes
undulate or fluctuate noticeably at physiological temperatures [4, 5, 6, 7, 8]. The study of
these experimentally observed and widely studied thermal fluctuations has been one of the
cornerstones of biophysical research on membranes [6, 7, 8, 82, 83]. Statistical mechanics
of membranes without edge—within periodic boundary conditions— is well-developed for
both flat and curved geometries [28, 29, 30, 31, 32]. Such a simplified geometry, has been
used to study the so-called entropic (steric) repulsive force between membranes [84, 33, 34],
entropic effects on biological phenomena such as self-assembly, adhesion, binding-unbinding
transitions, membrane fusion and many others [6, 85, 86, 87]. In particular, the experimen-
tally measured fluctuation spectra or calculated via microscopic methods such as molecular
dynamics, has provided a facile route to estimate mechanical and other related properties
of membranes [13, 14, 15, 16]. For a membrane with periodic boundary condition, the
following result for the fluctuations of the out of plane displacement field h, can be easily
derived based on the linearized version of the quadratic Hamiltonian described in Equation
(6.1.1) : 〈h2〉 ∝ kBT/κb[5]. This basic result has been extended to numerous other physi-
cally relevant contexts providing an avenue to extract useful information e.g. incorporation
of electromechanical coupling, tilt of lipids, presence of proteins or inclusions, proximity to
substrates or other vesicles among others [17, 18, 19, 20, 21, 22, 23, 24].
With bending modulus of biological membranes, calculated and studied from both exper-
iments and molecular dynamic simulations for decades, we are left with controversial values
in the literature for Gaussian modulus. It is still a striking challenge to (computationally)
compute or (experimentally)measure the Gaussian modulus. Due to the Gauss-Bonnet the-
orem [3], the contribution of Gaussian curvature in the change of energy of a membrane
without any edge is zero, unless the membrane undergoes topological transformations. Nev-
ertheless, the membrane is neither always closed nor subjected to isometric transformations.
Pore formation during electroporation, vesicle formation, cellular uptake of macromolecules
are examples of cases where the contributions of Gaussian curvature become influential.
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Apart from investigations of Gaussian modulus, motivated by these implications, several
works appeared to augment Helfrich model, to account for edge properties under various
topological and boundary conditions [141, 142, 143, 144, 145, 146, 94]. In the simplest
model, the edge energy is considered to be a line energy proportional to the length of the
membrane [141]:1
FC =
∫
∂Ω
φ0. (6.1.2)
In analogous to membrane surface tension, φ0 is recognized as edge tension and has been
measured both experimentally and theoretically [147, 148, 149, 150, 151, 152] and a quite
notable variation exist among the reported data. The experimentally measured values of
the edge tension appeared to significantly depend on the applied methods. Nevertheless,
typical values of the edge tension are in the range of (3-40) pN [147, 148, 149, 150, 151, 152].
Depending on the length of the free edge as well as the boundary conditions and external
stimuli (such as electric field, osmotic pressure or chemical gradients), the edge tension is
likely to play a dominant role along with the Gaussian curvature that can possibly leads to
transformations that cannot be predictable within solely Helfrich theory [94].
Current molecular dynamics techniques to estimate the Gaussian modulus require simu-
lation of a finite membrane patch [153, 154]. Then based on the probability of the patch to
close and form a vesicle, the Gaussian modulus can be extracted. While this technique does
produce good results, it requires some special attention when creating the starting struc-
ture, namely that the membrane patch must be pre-curved and axis-symmetric; simulation
of a finite patch also requires a sufficient simulation volume such that the patch will not be
influenced by its periodic image, if using periodic boundary conditions, or any constraints
placed at the boundaries. In the context of statistical mechanics, however, the effects of
the Gaussian modulus and in particular an open edge, characterized by edge tension, on
the thermal fluctuations and its entropic consequences, remain as open questions in the
literature.
1In a general form, Biria et al.[94] formulate the edge-energy density that depends on the geometry of
the boundary of the lipid bilayer through the normal and geodesic curvatures and the geodesic torsion.
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Apart from biological membranes, 2D crystalline graphene—as an example of solid
membrane— also has been acknowledged for its flexibility to undergo large out-of-plane
deformations. Bending stiffness for graphene has been computed using both DFT and
MD [9, 10, 11]. Unlike biological membranes, the fluctuations spectra cannot be used
to determine the bending modulus of graphene. Elasticity of solid membranes, is some-
what more complicated compared to their fluid counterparts. While the bending energy is
parametrized by Equation (6.1.1), the elastic energy cost for their in-plane deformations
should be also accounted for. This is mainly because their in and out-of plane displacement
fields are coupled. The kinematic of the deformation is similar to von-Karman nonlinear
plate theory. Due to nonlinearities arising from the coupling between the in and out-of-
plane deformations, thermal fluctuations cannot be analytically expressed to extract the
mechanical properties. Nevertheless, reported values for graphene bending rigidity at zero
Kelvin, range (1.2-1.6)eV—just a few times larger than the bending rigidity of biological
membranes (at room temperature) [9, 10, 11]. At the same time, there is not much data in
the literature on the Gaussian modulus of graphene monolayers [11, 155].
To utilize the exceptional electromechanical properties of graphene monolayers in elec-
tronics and energy harvesting systems, graphene nano ribbons (GNRs) with nanoscale width
(w<20nm) appeared to be likely the most practical geometry. Depending on direction of
the surface termination, the edge of these ribbons can be armchair, zigzag or a mixture
of them. Surface terminations, appeared to cause permanent deformations on graphene
sheets. The edge energy, in this case, can be relaxed by either elongation of the edge or
out of plane deformations. Existing values of edge force for graphene are mostly obtained
at very low temperature [11, 156, 157, 158, 159], where the effects of thermal fluctuations
can be neglected. Note that the edge deformations will be involved with in-plane nonlinear
stretching energy, bending energy—including both mean and Gaussian curvatures— as well
as the edge energy. Among these, the contributions of Gaussian modulus and edge energy
on thermal rippling of graphene monolayes have been less understood and require further
attentions from both theoretical and atomistic point of views.
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In this work, a new approach is presented to extract the Gaussian modulus and edge
properties from the fluctuations spectra at a free edge. While this method can be used
directly for fluid membranes, the results for solid membranes, require some careful physical
interpretations as the geometric nonlinearities renormalize the effective mechanical prop-
erties at finite temperature. Central idea of the statistical mechanics and fluctuations of
membranes influenced by boundary conditions is presented in Section 6.2. Our approach
is employed to an example geometry to derive the correlation function at a free edge of an
elastic membrane in Section 6.3. We perform molecular dynamic simulations of lipid bilayer
and graphene with free edges in Section 6.4. Finally, a detailed discussion about our results
is given in Section 6.6.
6.2 Central idea and formulation
Consider an open elastic membrane, having a smooth and orientable surface Ω, enclosed
by a space curve ∂Ω that represents the edge of the surface. The bending energy density
associated with the deformation of the surface Ω can be expressed as a function of the mean
and Gaussian curvatures, being the only invariants of the curvature tensor: ψ = ψ(H,K).
2.
Up to quadratic order—and in the absence of the spontaneous mean and Gaussian
2Let n be the normal vector field on Ω. Then the curvature tensor L and mean and Gaussian curvatures
(H,K) can be obtained as
L = −∇Sn,
H = −12divS n, K =
1
2
(
(tr L)2 − tr(L2)
)
, (6.2.1)
where ∇S and divS correspond to surface gradient and surface divergence operators. To explain the surface
operators, let surface projection tensor be defined as
P = I− n⊗ n,
where I is the identity tensor. The surface gradient, surface Laplacian and surface divergence of a scalar
field f and a vector field g can then be defined in terms of P and their smooth extensions fe and ge as[94]
∇Sf = P∇fe, ∇Sg = (∇ge)P,
divSg = P · ∇ge, ∆Sf = divS(∇Sf).
Finally, the curvature tensor takes the following form: L = −∇Sn.
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curvatures— the bending energy density is given by
ψ = 12κbH
2 + κGK. (6.2.2)
Further, the edge energy— as proposed by Biria et al.[94]—is geometric dependent. In
the absence of the edge torsion, the edge energy density is expressed as [94]
φ = φ0 + φ¯(κn, κg), (6.2.3)
where φ0 is a constant and is known as edge(line) tension. Also, κn, κg are the normal and
geodesic curvatures, respectively3. Up to quadratic order, φ can be expressed [144]
φ = φ0 +
1
2κe(κ
2
n + κ2g) + · · · , (6.2.4)
where κe is defined as the bending stiffness associated with the edge.
Now lets assume that all possible deformations are along the normal of the surface:
u = Un. Minimization of the total elastic energy, in the absence of external forces and
moments[94], then leads to the following Euler-Lagrange equations
ψH(2H2 −K) +
1
24SψH + 2ψKHK + 24S(ψKH)
− divS(L∇SψK)− 2(∇SH) · (∇SψK)− 2ψK4SH − 2ψH = 0, (6.2.5)
where the subscript H(and K) denotes derivative with respect to H(and K). The corre-
3Let e be the tangent unit vector of the edge curve ∂Ω. Then ν = e×n would be tangent to the surface Ω
and normal the edge curve. The total curvature vector of the edge curve is obtained by taking the derivative
of e with respect to the edge’s arc length
κ = e′ = κnn− κgν,
where κn and κg are the component of the curvature along the normal vectors of the surface and the edge,
respectively.
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sponding boundary conditions on the edge are also given by
(L∇SψK −
1
2∇SψH − 2H∇SψK) · ν + φ¯κnκ
2
n
+ φ¯κgκnκg − φκn − φ′′κn = 0 (6.2.6a)
1
2ψH + ψKκn + φ¯κnκg − φ¯κgκn = 0, (6.2.6b)
for free edges and
U = 0, ∇SU · n = 0, (6.2.7)
for constrained edges, depending on the boundary conditions. Now let Ω be on the x-y
plane occupying an area of A. Within linearized approximations the mean and Gaussian
curvatures are expressed as
H = −12∇
2U, K = UxxUyy − (Uxy)2. (6.2.8)
Further, under the assumption of zero tangential deformations, the curvatures of the edge
can be obtained as
κn =
∂2U
∂s2
, κg = 0, (6.2.9)
where s is the arc-length of the edge curve.
4
The above equations are the general form of the boundary conditions of a membrane,
with arbitrary geometry. We note that so far, we considered linear approximations for the
mean and Gaussian curvatures. Also, we neglect the in-plane deformations. This is a fairly
reasonable assumption for fluid membranes, since the in and out-of-plane deformations are
decoupled. However, for solid membranes, such as graphene, it is best to start with the
nonlinear von-Karman plate theory, in which the in and out-of-plane deformations are in-
4Let θ (as shown in Figure. 6.2.1) be the angle between the normal of the edge and the x axis.
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deed coupled. Nevertheless, when the in-plane strains are small and negligible, for the sake
of analytical progress, one can approximately use the above linearized equations. In the
remaining of this paper, we use the linearized approximation of the elastic energy, to obtain
closed form solutions for the fluctuations of membrane, in the presence of boundary condi-
tions.
Figure 6.2.1: Schematic of a planar surface embedded in domain Ω, having a closed edge
∂Ω. The unit tangent and normal vectors of the edge curve are shown. Also θ
is defined as the angle between the normal vector to the edge and the x axis.
Depending on clamped or free edges, one can specify different set of boundary conditions. For clamped
edge, one need to set
h(x) := 0, x ∈ ∂Ω
∂h(x)
∂n
:= 0, x ∈ ∂Ω, (6.2.10)
while for free edges, we obtain
κb
∂(∇2h)
∂n
+ κ¯ ∂
∂s
{
sin θ cos θ(∂
2h
∂y2
− ∂
2h
∂x2
)
}
+ κ¯ ∂
∂s
{
(sin2 θ − cos2 θ) ∂
2h
∂y∂x
}
+ σ∂
2h
∂s2
− κs ∂
4h
∂s4
:= 0,
x ∈ ∂Ω
κb∇2h− κ¯
(
2 sin θ cos θ ∂
2h
∂x∂y
− sin2 θ ∂
2h
∂x2
− cos2 θ ∂
2h
∂y2
)
:= 0,
x ∈ ∂Ω. (6.2.11)
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Statistical mechanics of elastic membranes is extensively studied in the literature. In
the majority of these work, the membrane—occupying a domain of ΩP = (0, L)2 in the xy
plane— is assumed to be large enough that the effects of boundary conditions are negligible;
i.e. the energy at the boundary in is hence neglected. Accordingly, a periodic boundary
condition is assumed in all the directions. In this manner, due to Gauss-Bonnet theorem,
the integration of the Gaussian curvature of a membrane, without edge is constant. Hence,
the elastic energy is described solely in terms of the mean curvature. For periodic boundary
conditions the out-of-plane deformation of the membrane can be easily described in Fourier
space as
h(x) =
∑
q∈K
h¯qeıq·x, (6.2.12)
in which to avoid divergencies, we introduce cut-off lengths for wave vectors as: q := |q| ∈
[qmin, qmax], i.e.
K =
{
q : q = 2pi
L
(νx, νy), νx, νy ∈ Z, |q| ∈ [qmin, qmax]
}
.
Substituting the expansion (6.2.12) in the linearized elastic energy gives us
UΩP =
L2
2
∑
q,q′∈K
κb|q|2|q′|2h¯qh¯q′
∫
ΩP
eı(q+q′)·x
= L
2
2
∑
q,q′∈K
κb|q|2|q′|2h¯qh¯q′δ(q,−q′)
= L
2
2
∑
q∈K
κb|q|4h¯qh¯−q
= L
2
2
∑
q∈K
κb|q|4|h¯q|2, (6.2.13)
in which we used the orthogonality property of the Fourier transformations. Equipartition
theorem states that the ensemble average of elastic energy for each mode of fluctuations
is equal to 12kBT . Therefore, the ensemble average of the self correlation function in each
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mode is obtained as5
〈|h¯q|2〉 = kBT
L2κb|q|4 . (6.2.14)
Further, for a periodic geometry, since the two-point correlation function is translationally
and rotationally invariant, it only depends on the distance between the two points, r =
|r| = |x− x′|, rather than their positions (x,x′)
〈h(x)h(x′)〉 =
∑
q,q′∈K
〈h¯qh¯q′eı(q·x+q′·x′)〉
=
∑
q,q′∈K
eı(q·x+q′·x′)〈h¯qh¯q′〉
=
∑
q∈K
eıq·(x−x′)〈|h¯q|2〉δ(q,−q′)
= kBT
L2κb
∑
q∈K
eıq·r
|q|4 , (6.2.15)
which is clearly independent of the position of the two points. Similarly, the self correlation
function 〈h2(x)〉 is independent of the position and is the phase and spatial average of h2(x)
〈h2〉 = 〈h2(x1)〉 = 〈h2(x2)〉
= 1
L2
∫
ΩP
〈h2(x)〉 = kBT
L2κb
∑
q∈K
1
|q|4 . (6.2.16)
As it can be seen the periodic boundary conditions, dramatically simplify our calcu-
lations, and give us closed form expressions for the fluctuations which only depends on
the bending modulus. The expression in (6.2.14) has been used to extract the bending
stiffness of fluid membranes from molecular dynamic simulations. In real cases, however,
the fluctuations can be affected by different geometry and boundary conditions. Further,
the periodic boundary conditions, automatically remove the contributions from Gaussian
modulus and edge properties, (κs, φ0), since these parameters enters the equations only
5Also note that the modes are decoupled, i.e.
〈hqhq′〉 = 〈|hq|2〉δ(q,−q′).
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through boundary conditions. The statistical mechanics of a system, influenced by a set
of boundary conditions, is hard to handle within conventional approaches. Generally, the
partition function Z—from which one can obtain the ensemble averages 〈X〉 and the free
energy F— is defined as
Z =
∫
exp
(
− 1
kBT
∫ 1
2κbh∇
4h
)
D[h], F = −kBT logZ,
〈X〉 = 1
Z
∫
X exp
(
− 1
kBT
∫ 1
2κbh∇
4h
)
D[h], (6.2.17)
in which D[h] denotes integration over all possible functions of h(x), that do satisfy the
boundary conditions. To ensure this, one need to look for the eigenvalues of the associated
differential operator ∇4 for the given geometry and the boundary conditions in (6.2.11).
Expanding the displacement field in a set of orthogonal eigenfunctions, um,n(x), one can
express the eigenvalue as
∇4h(x) =
∑
m,n
λ4m,nhm,num,n(x), (6.2.18)
where λm,n is the eigenvalue associated with the biharmonic operator for the given geometry
and boundary conditions. Further, hm,n is the amplitude of h(x), corresponding to mode
(m,n) and is obtained as
hm,n =
1
A
∫
Ω
h(x)u∗m,n(x), (6.2.19)
where A is
A =
∫
Ω
um,n(x)u∗m,n(x). (6.2.20)
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Consequently, the integration in the exponent of the partition function can be written as
∫ 1
2κb
(
h∇4h
)
dx = 12κbA
∑
m,n
hm,nλ
4
m,nh
∗
m,n. (6.2.21)
Using the equipartition theorem, the correlation function then, can be expressed as
〈h(x)h(x′)〉 = kBT
κbA
∑
m,n
um,n(x)u∗m,n(x′)
λ4m,n
. (6.2.22)
It is not always, easy and straightforward to obtain a closed-form expression for the eigen-
values and eigenfunctions. In the case of an infinite sheet, for which a periodic boundary
conditions is assumed, one can easily obtain the eigenvalues and eigenfunctions, in Fourier
space as q and eıq·x, respectively. However, when the set of admissible functions for h is
restricted in the path integration of the partition function, the eigenvalues and eigenfunc-
tions should be solved for the given set of boundary conditions. Alternatively, one can solve
for the Green’s function in terms of the same eigenvalue and eigenfunctions
G(x,x′) =
∑
m,n
Gm,n(x′)um,n(x) (6.2.23)
κb∇4G(x,x′) =
∑
m,n
λ4m,nGm,n(x′)um,n(x)
= δ(x,x′) =
∑
m,n
um,n(x)u∗m,n(x′), (6.2.24)
from which we obtain
Gm,n(x′) =
u∗m,n(x′)
κbλ4m,n
(6.2.25)
G(x,x′) =
∑
m,n
Gm,n(x′)um,n(x)
=
∑
m,n
um,n(x)u∗m,n(x′)
κbλ4m,n
, (6.2.26)
which is exactly what we have in the summation of (6.2.22). Therefore, the correlation
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functions can be easily written in terms of the Green’s function as
〈h(x)h(x′)〉 = kBT
A
G(x,x′). (6.2.27)
In order to study the statistical mechanics of a system, influenced by a set of boundary
conditions, one may choose to either evaluate the eigenvalues and eigenfunctions or derive
the Green’s function in its closed form, rather than the series form in (6.2.25). In this work
we aim to study an example of fluctuations of membranes that are affected by non-vanishing
boundary conditions. We will use the resulting expression for the fluctuations to extract
the Gaussian modulus and edge properties from MD simulations.
6.3 Fluctuations of a free edge
In this part we use the derivation in the preceding section to derive the correlations func-
tion for a free edge. We fit our analytical results to the data from MD simulations to extract
the edge properties as well as the Gaussian modulus for both lipid membrane and graphene.
Consider a membrane of size L2, with a free edge and a clamped (opposite) edge. Our
goal is to study the fluctuations of the membrane at (and near) the free edge (and far
enough from the other three edges), where the contributions of the edge parameters and
Gaussian modulus are important. In order to make analytical progress, we model this case
with a semi-infinite sheet, with one free edge, to make sure that the fluctuations of the
free edge is not affected by the other edges’ conditions. Now, consider a semi-infinite sheet
embedded in the domain Ω1 := [x = (x, y);−∞ < x < 0,−∞ < y <∞], having a free edge
at ∂Ω1 := [x = (0, y);−∞ < y <∞]. Therefore, we have periodic boundary conditions only
in y direction. For this case the boundary conditions in (6.2.11) reduce to
κb∇2h+ κ¯∂
2h
∂y2
= 0, x ∈ ∂Ω1 (6.3.1)
∂
∂x
(
κb∇2h− κ¯∂
2h
∂y2
)
+ φ0
∂2h
∂y2
− κs∂
4h
∂y4
= 0, x ∈ ∂Ω1 (6.3.2)
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The Green’s function for the given geometry and the above set of boundary conditions is
given by the solution of
κb∇4G(x,x′) = δ(x,x′). (6.3.3)
Again, due to the translational invariance in the y-direction, y−y′ may be substituted for
r and derivatives with respect to y and y′ may be combined to be considered as derivatives
with respect to r. Therefore, the Green’s function and its boundary conditions (6.3.1), and
(6.3.2) can be written as
κb∇4G(x, x′, r) = δ(x− x′)δ(r), (6.3.4)
κb∇2G(x, x′, r) + κ¯∂
2G(x, x′, r)
∂r2
= 0, x (or x′) ∈ ∂Ω1, (6.3.5)
∂
∂x
(
κb∇2G(x, x′, r)− κ¯∂
2G(x, x′, r)
∂r2
)
+ φ0
∂2G(x, x′, r)
∂r2
− κs∂
4G(x, x′, r)
∂r4
= 0, x (or x′) ∈ ∂Ω1. (6.3.6)
The preceding boundary condition equations, (6.3.5) and (6.3.6), are actually a set of four
equations. Two equations when x = 0 and x′ 6= 0 and two equations for when x′ = 0 and
x 6= 06. Now, the full set of equations, (6.3.4),(6.3.5), and (6.3.6), will need to be solved7.
The first step to solving this set of differential equations is to find a particular solution
which satisfies the equation and boundary conditions. This can be done by finding a solution
to the infinite system by first taking the Fourier transform of (6.3.4) to go from r → q and
6These are almost the exact same equations as derived by Gompper and Kroll up to this point. The
solution to these equations is found by Gompper and Kroll[160] under different assumptions; either the
gaussian modulus is set to zero or the edge modulus and edge tension are set to zero. In these cases,
solutions have already been presented [160]; however, no solution is given without making any assumptions.
Since the gaussian modulus is such a difficult property to measure, it is best not to make any assumptions
about the impact of any terms in the energy equations.
7A methodolgy similar to that of Gompper and Kroll will be used, but described in much more detail
and with no assumptions made in order to arrive at a full solution for the Green’s function.
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x→ k which leads to
κb(k2 + q2)2G(q, k, x′) = e−ikx
′
. (6.3.7)
In this context the current definitions of the Fourier and inverse Fourier transforms are
given by
G(q, x, x′) = 1
L
∫
e−iqrG(r, x, x′) dr, (6.3.8)
G(r, x, x′) = 12pi
∫
eiqrG(q, x, x′) dq, (6.3.9)
where L is the length of the edge. Taking the inverse Fourier transform as defined in (6.3.9)
to return from k → x gives
GP (q, x, x′) =
1
2pi
∫ eik(x−x′)
κb(k2 + q2)2
dk. (6.3.10)
This equation can now be solved simply using residue theorem to obtain the particular
solution
GP (q, x, x′) =
1
4κbq3
e−q|x−x′|(1 + q|x− x′|). (6.3.11)
This solution was derived to satisfy (6.3.4) but also must satisfy the boundary conditions. To
check that (6.3.5) and (6.3.6) are satisfied, both must undergo multiple Fourier transforms
to go from r → q. In fact, it is useful to apply the Fourier transform from r → q to reduce
the entire problem to a fourth order ordinary differential equation where only derivatives
with respect to x (or x′) occur. After transformation the boundary conditions can be written
as
∂2G
∂x2
− q2(1 + α)G = 0 x (or x′) ∈ ∂Ω1, (6.3.12)
∂3G
∂x3
+ q2(α− 1)∂G
∂x
− f(q)G = 0 x (or x′) ∈ ∂Ω1, (6.3.13)
where α is κ¯/κb and
f(q) = κs
κb
q4 + σ
κb
q2
and all primes denote a derivative with respect to x (or x′). From here, by taking the proper
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derivatives of (6.3.11) and substituting them into the transformed boundary conditions, it
is clear that the particular solution does not satisfy the boundary conditions.
Now that a particular solution to the problem has been found, it is necessary to find
the homogeneous solution to the problem. To do so, equation (6.3.4) will also need to be
transformed and set equal to zero, leading to
∂4G
∂x4
− 2q2∂
2G
∂x2
+ q4G = 0. (6.3.14)
The characteristic equation of (6.3.14) shows that the differential equation has two two-fold
real roots at ±q. Therefore the solution will be some linear combination of
eqx, xeqx, e−qx, xe−qx. (6.3.15)
Since the out-of-plane fluctuations of the membrane cannot go to infinity as x goes to
negative infinity (recall that the domain of x is from −∞ → 0), any solution from (6.3.15)
that does so may be eliminated. This removes any possible solution with a negative exponent
since x is always negative. The solution must also satisfy the boundary equations for both
x and x′, therefore the homogeneous solution to the problem may be written as
GH = (Aeqx +Bxeqx)(Ceqx
′ +Dx′eqx′). (6.3.16)
Taking the total solution, given by G = GP +GH , the coefficients A, B, C, and D can be
found by substituting into the boundary conditions (6.3.12) and (6.3.13) and solving the
set of four equations simultaneously. Recall That each boundary condition may be used as
two equations: once when x = 0 and derivatives are taken with respect to x, and once when
x′ = 0 and derivatives are taken with respect to x′. Before solving for these coefficients, it
is useful to rewrite the full solution in a new form by expanding the homogeneous solution
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and grouping like terms. The full solution can then be written as
G(x, x′, q) = 14κbq3
e−q|x−x′|(1 + q|x− x′|)
+
(
A+Bx+ Cx′ +Dxx′
)
eq(x+x′), (6.3.17)
where A, B, C, and D are regrouped coefficients which differ slightly from those in (6.3.16),
but still remain constant with respect to x. Taking the proper derivatives of (6.3.17) with
respect to x and substituting into equations (6.3.12) and (6.3.13) and simplifying gives the
following set of equations
−2− α
4κbq
+ αx
′
4κb
+ 2q[B +Dx′]− q2α[A+ Cx′] = 0
x ∈ ∂Ω1, (6.3.18)
−2− α
4κbq
+ αx4κb
+ 2q[C +Dx]− q2α[A+Bx] = 0
x′ ∈ ∂Ω1, (6.3.19)
2 + qαx′
4κb
+ (2 + α)q2(B +Dx′) + (q3α− f(q))[A+ Cx′]
− f(q)4κbq3 (1− qx
′) = 0, x ∈ ∂Ω1, (6.3.20)
2 + qαx
4κb
+ (2 + α)q2(C +Dx) + (q3α− f(q))(A+Bx)
− f(q)4κbq3 (1− qx) = 0, x
′ ∈ ∂Ω1. (6.3.21)
Solving this set of equations simultaneously for the unknown coefficients gives
A = 14κbq3
2f(q)− q3(8 + 4α+ α2)
M
, (6.3.22)
B = C = 14κbq3
q(α2q3 − 2f(q))
M
, (6.3.23)
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D = 14κbq3
−q2(2α2q3)
M
, (6.3.24)
where
M = α(4 + α)q3 − 2f(q). (6.3.25)
The final solution with all coefficients in place can now be written as
G(x, x′, q) = 14κbq3
e−q|x−x′|(1 + q|x− x′|)
+ 14κbq3
eq(x+x′)
[
U + V q(x+ x′)−Wq2xx′], (6.3.26)
where
U = 1
M
(2f(q)− q3(8 + 4α+ α2)), (6.3.27)
V = 1
M
(α2q3 − 2f(q)), (6.3.28)
W = 1
M
(2α2q3), (6.3.29)
Finally, taking the values along edges x = x′ = (0, y), gives us the self correlation of the
edge in Fourier space as
〈|h(q)|2〉 = kBT
L
G(0, 0, q). (6.3.30)
6.4 Molecular dynamics of a free edge
In this section we process MD simulations for lipid membranes and graphene monolayer
sheets. The geometry is the same as discussed in the preceding section. We assume periodic
boundary condition along the the free edge. We also set the clamped opposite edge far
enough from the free edge such that the fluctuations on the free edge are not affected by
the boundary condition on the opposite edge.
Graphene monolayer has been recognized as a solid membrane, where the in and out-
of-plane deformations are coupled. The kinematic of the deformation in solid membranes is
analogous to von-Karman plate theory. Let u and h be the in and out-of-plane displacement
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a
Figure 6.4.1: Details on the geometry of the simulation. (a) Schematic of a sheet with one
free edge. (b) Snapshots from MD simulations of graphene, with free edges.
a(a)While the opposite edge is clamped, the other two perpendicular edges are simply-supported. We have
used this boundary conditions in MD simulations of graphene to stabilize the free edge. (b) The dimensions
of the sheet is shown, with L0 = 8.5nm. We have used periodic boundary conditions in z-directions. The
distance between the two sheets is d = 24nm. This will ensure that the sheets are not interacting with each
other.
fields, respectively. Then the in-plane strain field is defined as
εγδ =
1
2
(
∂uγ
∂xδ
+ ∂uδ
∂xγ
+ ∂h
∂xγ
∂h
∂xδ
)
. (6.4.1)
Having the strain field in (6.4.1), the resulting stress tensor can be written as
σγδ =
E
1− ν2
(
εγδ +
ν
1− ν εkkδγδ
)
, (6.4.2)
where E and ν are the elastic Young modulus and poisson ratio of the graphene sheet,
respectively. Then, using the above stress field and the strain field in (6.4.1), the in-plane
strain energy can be written as
Us =
∫ 1
2σγδεγδ, (6.4.3)
which implies that even in the absence of the in-plane motions—where u = 0—the out-of-
plane deformations results in a quartic stretching energy. The total energy is the summation
of the bending energy and the stretching energy in (6.4.3). Due to the nonlinear contri-
bution of the stretching energy, the thermal fluctuations of graphene monolayers are not
analytically obtainable even for an infinite sheet, with no boundaries. MD simulations of
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graphene monolayers, with periodic boundary conditions in all directions, show that the
apparent bending stiffness of graphene at finite temperature is much larger than its bare
value—at zero kelvin. This can be physically explained by the fact that graphene’s in-plane
Young’s modulus is relatively high that at finite temperature, suppresses the fluctuations—
due to nonlinearities. Consequently, the bare value of graphene monolayers are all reported
at zero kelvin. At finite temperature, depending on the size of the sheet and the tempera-
ture, graphene monolayers exhibit stiffening with various intensities.
In this work, the linear elasticity gives us an estimate of the mechanical properties. To
minimize the effects arising from nonlinearities, we perform MD simulations under NPT
ensemble to relax the in-plane stress field as much as possible.
We perform MD simulations of monolayer graphene using LAMMPS, an open source code
[137]. The second- generation reactive empirical bond-order (REBO) potential [138] is
used for the multibody C–C interactions in graphene. The temperature is controlled by
a Nose-Hoover thermostat. Each simulation runs up to 20 ns (time step: 1 fs), with the
first 10 ns for the system to equilibrate and the subsequent 10 ns for calculations of the
time-averaged quantities. The time integration scheme closely follows the time-reversible
measure-preserving Verlet and rRESPA integrators derived by Tuckerman et al. [139]. In
order to avoid interlayer interactions, relatively thick simulation boxes are used (thickness
24.5 nm). The free edge studied in this work is armchair, however, same procedure can be
applied to zigzag edge or any mixture of these two. Graphene monolayer, with a free edge
undergoes relatively large fluctuations. Beyond a certain size scale the free edge becomes
unstable and undergoes folding and rotating around the clamped edge. In order to stabilize
the free edge a slightly different boundary condition is used for graphene, compared to lipid
bilayers. The schematic is shown in Figure 6.4.1 where three edges are fixed and one edge is
allowed to freely fluctuate. To model the simply supported edges, only one row of the atoms
on the edge is fixed. For the clamped edge, more than one row of atoms should be fixed
to satisfy the boundary conditions on both displacement field (h) as well as the gradient
of the displacement field (∇h). While this geometry stabilizes the free edge, it doesn’t add
much complexity to our theoretical calculations. For further details, the reader is referred
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Figure 6.4.2: Fluctuations of the free edge of graphene monolayer for two sizes of L = 8.4nm
and L = 12.5nm.
to the supplementary materials.
6.5 Results
With the simulations complete, the data along the edge must undergo a discrete Fourier
transform defined by
h(q) = 1
N
N∑
k=1
z(0, yk)e−iqyk , (6.5.1)
where N is the number of data points along the edge, z(0, yk) is the height fluctuation, and
q is given by q = 2pimL−1 with m = 0, 1, 2, .... The transformed fluctuation spectrum can
then be related to the Green’s function by (6.3.30).
With the Fourier transformed data, the solution G(0, 0, q) is fit to the data using a least
squares fit to find the optimized values for the Gaussian modulus, edge modulus, and edge
tension.
For graphene monolayer, since we have used a different boundary conditions, the Fourier
transform of the data is not the same as (6.5.1). In fact, in each mode, we can have
either sin(qy) or cos(qy) and not both of them. Let the length of the free edge be 2L
expanded in the domain −L < y < L and q = pim/L. Then the deformation modes have
to satisfy h(L) = h(−L) = 0. Hence, we cannot have eigenfunctions such as cos(2piny/2L)
or sin((2n− 1)pix/2L). Accordingly, for odd (even) values of m, we only used sin(mpiy/L)
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(sin(mpiy/L)). The results are shown in Figure 6.4.2 for two different sizes L = 8.4nm and
L = 12.5nm.
6.6 Discussion and Conclusion
I this work, a new method is presented to estimate the Gaussian modulus and edge
properties by studying the thermal fluctuations of an open edge. In the following we dis-
cuss the results on Gaussian modulus and edge properties of graphene monolayer.
The results on fluctuations of a graphene edge is demonstrated in Figure 6.4.2. Ex-
isting values for graphene mechanical properties in the literature are mostly reported at
zero Kelvin. Even the bare value of the bending modulus κb cannot be extracted at finite
temperature, using fluctuations spectra. This is due to the coupling between the in- and
out-of-plane deformations that stiffens the graphene sheet against out-of-plane fluctuations.
Accordingly, the fluctuations data for graphene sheet, within periodic boundary conditions
at finite temperature, do not follow the 1/q4 trend. The theoretical model used in this work,
is however based on linearized elasticity and assumes uncoupled in- and out-of-plane defor-
mations. In this manner, using the effective bending modulus, instead of its bare value gives
us better fit of the data from MD simulations. The effective bending stiffness of graphene
appeared to be size-dependent. For larger size, given that the long wave-length fluctuations
are larger, the nonlinear in-plane energy cost has stronger stiffening effects. For further
details on the variations of effective bending stiffness with respect to membrane size and
temperature, the reader is referred to[71]. Here, we simply used κeff ∼ 160kBT , while typi-
cal bare values for graphene at zero Kelvin is reported in the range of κb ∼ (50− 70)kBT 8.
Our estimation is based on comparison of some of the data on fluctuations of graphene
sheet at room temperature[71] with the harmonic approximation; 〈h2〉 ∝ L2/κeff.
Similarly, the Gaussian modulus and edge properties are likely to get renormalized at
finite temperature. In this case, one may either use the corresponding bare values of these
8kBT is the energy scale at room temperature, T = 300K.
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properties —that are reported at zero Kelvin— within fully nonlinear elasticity, or use the
corresponding renormalized values within linear approximation. Note that a free edge un-
dergoes larger thermal fluctuations than the rest of the membrane. In fact, a free edge,
influenced by edge forces, sustains ground-state non-zero deformations, that arise from the
competition between in-plane stretching energy and the compressive edge force. At finite
temperature, if the effective stiffness of the graphene is κ1 and the effective stiffness of the
edge is κ2, one can observe stiffening at the edge; i.e. κ2 > κ1, by comparing their fluctua-
tions spectra. This effect can be captured by the edge modulus κs. Our results show that
for larger sizes of the edge, this value should be larger to fit the MD data. This is due to the
fact that for longer wave-length fluctuations the stiffening effects of the nonlinear in-plane
energy become stronger.
In molecular dynamic simulations of graphene, we observed that the free edge within
periodic boundary condition, is unstable and undergoes folding and rotating around that
clamped edge. To stabilize the edge, we slightly modify the other two perpendicular edges
to simply-supported, where the displacement field is zero. To stimulate the simply sup-
ported boundary condition, we set the displacement of all the atoms at these edges to be
zero. In this way, Fourier transform of the deformation function of the free edge, does not
include all the modes as in periodic boundary condition. Only those modes that satisfy the
simply-supported boundary conditions will be present. Let the free edge of length 2L extend
in domain −L < y < L. Then the deformation modes have to satisfy h(L) = h(−L) = 0.
Hence, we cannot have eigenfunctions such as cos(2piny/L) or sin((2n− 1)pix/L). Accord-
ingly, we have removed these modes when transforming the MD data into Fourier space.
While this boundary condition, stabilize the free edge, it appeared not to add much com-
plexity into our calculations.
Finally, we highlight that while the edge properties and Gaussian modulus can be cal-
culated for both fluid and solid membranes using the present method, the results for solid
membranes require some physical interpretations as the properties get renormalized by the
temperature. Our work is likely to provide a new route— for the first time— to extract
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these properties from fluctuations spectra.
141
Chapter 7
Renormalization of Flexoelectricity
in Lipid Bilayer Membranes due to
External Charge and Dipolar
Distributions
In this communication we show that the interplay between the deformation geometric-
nonlinearity and distributions of external charges and dipoles lead to the renormalization
of the the membrane’s native flexoelectric response. Our work provides a framework for a
mesoscopic interpretation of flexoelectricity and if necessary, artificially “design” tailored
flexoelectricity in membranes. Comparison with experiments indicate reasonable quantita-
tive agreement.
7.1 Introduction
There is growing evidence that flexoelectricity provides one of the key mechanisms that
permits biological membranes to couple mechanical deformation to electrical stimuli. Specif-
ically, flexoelectricity refers to the development of polarization upon change in membrane
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curvature. Mathematically
PS = γκn, (7.1.1)
where PS is the area density of the electric polarization, γ is defined as flexoelectric co-
efficient, κ is the mean curvature, and n is the unit normal vector on the surface. While
this effect was first appreciated in liquid crystals [161], parallel developments have occurred
in crystalline materials also cf. [162] and references therein. In the context of biological
membranes, the pioneering work is that due to Petrov who has also authored two review
articles on this topic [163, 164] that summarize a fair amount of the literature on this topic.
Recent attention to this phenomenon has primarily been spurred via the postulated ram-
ifications of flexoelectricity in various biological functions e.g. outer hair cell electromotility
and its role in cochlear amplification and sharp frequency discrimination [76, 165, 166],
tether formation [47, 167] and ion transport[168]. It is also worthwhile to point out a recent
work by Brownell et. al. [47] that provides the most compelling experimental evidence to
date of the converse flexoelectric effect.
In this work we examine the effect of external charges or dipolar distributions on the
apparent flexoelectricity of a lipid bilayer membrane. In a naively linearized setting, exter-
nal charges do not change the apparent flexoelectricity. We show, however, that carefully
accounting for geometric nonlinearity and the associated change in the electrical quantity
permits the observation of some non-trivial coupling effects. Insightful works in this direc-
tion have appeared earlier. For example, Ref. [169] developed a simple model to understand
the contribution of electric double layers on the flexoelectric coefficient. The focus of the
present work is to (i) provide a rigorous framework to link external charges and dipoles
to flexoelectricity which can be then easily be generalized to complex situations, (ii) show
that the external charges and dipoles renormalize the flexoelectric coefficient because of
the interaction of geometric nonlinearity of deformation and electrostatics, and (iii) make
some simple predictions to interpret existing experiments showing low and high values of
flexoelectricty for different types of membranes.
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aFigure 7.1.1: Lipid bilayer inside an electrolyte bath.
aThe head molecules are charged and due to curvature there will ensue a net polarization inside the
membrane, P (r). Also the ionized water molecules are attracted by the negative head molecules of the
membrane and make an external dipole layer, P e(r).
7.2 Theoretical Framework
We begin with the three dimensional theory of flexoelectric materials and derive the
theory for membrane by making some kinematic assumptions. Let U ⊂ R2 be an open
bounded domain in XY -plane. Consider a thin dielectric membrane occupying ΩR = U ×
(−h/2, h/2) ⊂ R3 , where h is the thickness of the membrane and the subscript R indicates
the reference configuration. Let (χ,P) : ΩR → R3×R3 be the deformation and polarization
describing the thermodynamic state of the membrane, X = (X,Y, Z) (resp. χ = (x, y, z))
be the Lagrangian (resp. Euler) coordinates, F = Gradχ be the deformation gradient,
C = FTF is the Cauchy-Green strain tensor, and J = det F be the Jacobian. Also, assume
that there exist external polarization Pe0 : ΩR → R3 and charge density ρe0 : ΩR → R
attached to the material points of the membrane, and the top and bottom surfaces of the
membrane are short-circuited. In the reference configuration the Maxwell equation can be
written as
DivD = ρe0, (7.2.1)
where D = −0JC−1Gradξ + F−1(P + Pe0) is the electric displacement defined in ΩR, and
the potential ξ = 0 on the top & bottom surface. Since the membrane is thin, bending
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is presumably the dominating mode of deformation and hence the Kirchhoff hypothesis is
enforced (χ = (x, y, z))
x = X − Z∂w(X,Y )
∂X
, y = Y − Z∂w(X,Y )
∂Y
,
z = Z + w(X,Y ), (7.2.2)
where w(X,Y ) is the out-of-plane displacement of the mid-plane (Z = 0). Further, we
introduce polarization per unit area as
PS = (PSX , PSY , PSZ ) =
∫ h/2
−h/2
P(X,Y, Z)dZ.
To model the flexoelectric effect, we postulate that the internal/stored energy of the mem-
brane is given by
U [χ,P] =
∫
U
[1
2kb(∆w)
2 + fPSZ∆w +
1
2a|P
S |2
]
, (7.2.3)
where ∆(·) = ∂2(·)
∂X2 +
∂2(·)
∂Y 2 is the in-plane Laplace operator with respect to the Lagrangian
coordinates, and kb, f and a are material constants. In particular, the first term is the
classical Helfrich-Canham bending energy, the second gives rise to flexoelectric coupling
and the last term describes the dielectric property of the membrane. By the principle of
minimum free energy we claim that the equilibrium state of the membrane is determined
by the minimization problem
min
(χ,P)
{F [χ,P] := U [χ,P] + Eelect[χ,P]}, (7.2.4)
where Eelect is the electric energy associated with the electric field and boundary devices
[17]
Eelect[χ,P] = 02
∫
ΩR
J
∣∣F−TGradξ∣∣2.
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To find the Euler-Lagrange equations associated with (7.2.4), we now consider the variations
of displacement and polarization
w → wδ = w + δw˜, P→ Pδ = P + δP˜.
Then the first variation of the total free energy shall vanish for any (w˜, P˜)
d
dδ
F [χδ,Pδ]
∣∣∣
δ=0
= 0.
By tedious yet standard calculation and keeping only the leading order terms [170], we
obtain the following Euler-Lagrange equations on the mid-plane U

aPSX + hξ,X = 0,
aPSY + hξ,X = 0,
f∆w + aPSZ + hξ,Z = 0,
∆(kb∆w + fPSZ )− f electZ = 0,
(7.2.5)
where
f electZ =
∫ h/2
−h/2
[ΣMW31 − ΣMW13 ],X +[ΣMW32 − ΣMW23 ],Y dZ
is the Z component of the electrostatic force and
ΣMW = −02 J |gradξ|
2F−T − gradξ ⊗D (7.2.6)
is the Piola-Maxwell stress. We remark that equations (7.2.5)-(7.2.6), together with the
Maxwell equation (7.2.1) for electrostatics form a a closed system with five equations and
five unknowns ξ, w, PSX , PSY , PSZ . Analytical solutions to the above nonlinear differential
equations will be interesting but difficult and not addressed here.
In this paper we will study a simple problem to asses the role of external charges and
dipoles on the “apparent flexoelectricity” of a membrane. To this end, we conduct a thought
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experiment and re-define the flexoelectric coupling coefficient f in terms of change of electric
displacement. Consider a flat membrane with zero curvature which is referred to as the
initial state whereas the final state of our experiment is a bent membrane having a net
polarization. We denote by Di and Df the electric displacement for the initial and final
states in the reference configuration, respectively. For simplicity, suppose that the in-plane
components of the polarization are negligible and the membrane is under one dimensional
uniform bending — fairly reasonable assumptions for small curvatures. Since the potential
difference across the thickness of the membrane is zero and the polarization density is
constant along the thickness of the membrane, then from the third equation of (7.2.5) we
obtain: PSZ = −fκa , where κ = ∆w = const. We further assume that the polarization density
is constant along the thickness and obtain the polarization (per unit volume) P = PSh .
The measurable quantity is the electric current in this process. Recall that the electric
displacement in the reference configuration is given by D = −0JC−1Gradξ+ F−1(P + Pe)
and denote by DfZ and DiZ be the final and initial out-of-plane components of the electric
displacement, respectively. By an ammeter we can measure the change in the electric
displacement in two stages as below
Q =
∫ ∞
0
I(t)dt = (DfZ −DiZ)
∣∣∣
Z=0
A,
where A is the area of the membrane. Now, in the absence of external charges and polar-
ization Pe0 = ρe0 = 0, the solution to the electrostatic problem (7.2.1) is clearly given by
ξ = 0 in ΩR, and therefore, DfZ −DiZ =
PSZ
h , and hence
f = − Q
κA
ah = −D
f
Z −DiZ
κ
ah. (7.2.7)
Since the current (or charge Q) is the quantity that is measured in experiments, we now
define the “apparent” or effective fleoxelectric constant, pristine or with external charges
and dipoles, by the above equation. Before proceeding further, it is instructive to examine
the relation between the flexoelectric constant in our model f to the one often found in
the literature and cited in the introduction (7.1.1): γ. In our theoretical framework, for a
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homogenous membrane and in the absence of an external electric field, the third equation
of (7.2.5) implies that: P = −faκ. In view of (7.1.1), we obtain that: γ = −fa .
7.3 Flexoelectric coefficient in the presence of external
charges and dipoles
The primary constituent of any biomembrane is a molecule with two different subdo-
mains; one is hydrophilic and tends to attract the positive charges inside the electrolyte,
while the other part is hydrophobic. When these molecules are exposed to water, they ar-
range themselves into two sheets in a way that the hydrophobic tails group point in toward
the center of the bilayer, while the hydrophilic head molecules tends to be in contact with
the ionized water molecules. During deformation, the density of charges and dipoles inside
and on the surfaces of the membrane alters and results in a nonzero net polarization. For
simplicity, here we consider a small part of a cylindrically deformed lipid membrane inside
an electrolyte bath, Fig. 7.3.1. Lipid molecules may carry dipoles or charges either along
the thickness of the membrane or on the surfaces. These dipoles and charges might be “ex-
ternal” or the intrinsic properties of the lipid molecules. The former may be due to proteins
and ion channels, for instance. In the following section, we consider the simplest possible
case, in which the distributions of the charges and dipoles are radial neglecting any angular
variation. The simplifying assumption is useful for illustration however the framework de-
scribed earlier can be used for more general cases also. Consider a cylindrically deformed
membrane of radius R, as shown in Fig. 7.3.1. Let ρe0, P e0 be the external charge density
and the out-of-plane polarization in the reference configuration that are independent of in-
plane positions. Assume that the induced out-of-plane polarization P is also independent of
in-plane positions. Then in the current configuration the external and induced polarization
pe, p in the current configuration, to the leading order, orient radially, together with the
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Figure 7.3.1: Lipid bilayer under external charges and dipoles.
external charge density ρe, can only be a function of r, and for r ∈ (r1, r2),

p(r) = P (r − rm)/J,
pe(r) = P e0 (r − rm)/J,
ρe(r) = ρe0(r − rm)/J,
(7.3.1)
where r1, r2 and rm are the radiuses of the inner, outer and middle surfaces, respectively,
and r2− r1 = h is the thickness of the membrane. Based on the symmetry assume that the
electric potential ξ = ξ(r). Then in the current polar coordinates equation (7.2.1) can be
written as
1
r
d
dr
{
r[−0 d
dr
ξ + p(r) + pe(r)]
}
= ρe(r). (7.3.2)
Let d(r) = −0 ddrξ + p(r) + pe(r) be the radial electric displacement in the current configu-
ration. Imposing the short circuit condition, we obtain
d(r1) = 1h
∫ r2
r1
(
p+ pe − 1r
∫ r
r1
r′ρ(r′)dr′
)
dr.
(7.3.3)
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To assess the change in dielectric displacement, we subtract the electric displacement at zero
curvature. Based on the small curvature assumption, we have J(r) = rrm . We denote by d
i
and df the initial and final electric displacements in the current configuration, respectively.
Let ε = κ(r − rm). Then the change in the out-of-plane electric displacement is
df (r1)− di(r1) = 1
h
∫ r2
r1
(P0(r)− εP
e
0 (r)
J
+ 1
r
∫ r
r1
r′
ερe0(r′)
J
dr′)dr
= −κ
{ rmf
r1ah
+ 1
h
∫ r2
r1
(rm(r − rm)
r
P e0 (r)
− 1
r
∫ r
r1
rm(r′ − rm)ρe0(r′)dr′)dr
}
.
As before, we need to evaluate the change of electric displacement in the reference con-
figuration. Noticing that D = JF−1d and neglecting the higher orders of small terms we
obtain:
Df (r1)−Di(r1) = r1
rm
(
df (r1)− di(r1)
)
. (7.3.4)
Again, we assess the apparent flexoelectric coefficient by Eq. (7.2.7), and obtain
feff = −D
f (r1)−Di(r1)
κ
ah
=: f + feP + feC ,
where feP and feC , given by
feP = a
∫ r2
r1
r1(r − rm)
r
P e0 (r)dr, (7.3.5)
feC = −a
∫ r2
r1
1
r
∫ r
r1
r1(r′ − rm)ρe0(r′)dr′dr, (7.3.6)
are the flexoelectric coefficients due to external polarization and charge, respectively. We
now consider, in turn, as also discussed in Petrov[163], the dipolar and monopole charge
contributions to the effective flexoelectricity.
150
7.4 Results and Discussion
7.4.1 Contribution of External Charges to the Effective Flexoelectricity
In this part we estimate −feCa . The charges may be either due to the negative head of
the lipid molecules or positive ions of electrolyte which are attracted by the fully hydrated
head groups or the ion pump channels along the thickness of the membrane, as shown in
Fig. 2. For simplicity, we only focus on the first case—-the charges are distributed over
the inner and outer surfaces of the membrane. After deformation, the charge densities on
both sides differ in an opposite sense. The outer surface charge density will be smaller
due to stretching of the surface, while the converse is true for the inner surface due to
compression. Also we can estimate the ion per head lipid to be a few unit of the electron
charge, −1.6 × 10−19C. Assuming that the thickness of the membrane is about 5nm, we
evaluate the Eq. (7.3.6) and obtain: −feCa = 2.85× 10−18C. This value is of the same order
of magnitude of the experimental results.
7.4.2 Contribution of External Dipoles and Integral Proteins to the
Effective Flexoeelctricity
In this case, we refer to Fig. 2, in which a membrane is under uniform external dipole
layers on the inner and outer surfaces. First we estimate the external polarization density
(per area). According to [171]the thickness of the fully hydrated region is about 0.5nm and
the area per lipid head is about 70A˚. Based on these values, one may obtain the polarization
density (per area) as: PS = 1.14× 10−10C ·m−1. Integrating Eq. (7.3.5)over the thickness
of the membrane results in: −fePa = 5.7 × 10−19C. Here we note that experimentally the
value of −fePa has been measured to be a few times of 10−18C, [163]. The results obtained
above depend on the magnitude of the dipoles on the surface. The thickness of the dipole
layers is between 0.3− 1nm. Therefore, the resultant flexoelectric coefficient can be larger
by a factor of 2. Our model allows us to approximately assess the effect of dipole carrying
proteins on the effective flexoelectricity. Proteins often carry very large dipole moments e.g.
the following have been measured: 480D for chymotrypsin, 637D for carboxypeptidase A
[172]. A detailed boundary value solution for an embedded protein is left for future work,
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however, a simple approximation that the protein dipole moment is uniformly smeared
across the membrane can readily yield analytical results. While this approximation will
ignore a geometrical effect, our model can be however then used trivially to obtain an
estimate via the expression for feP . To this end we need to estimate the dipole density due
to the integral proteins along the thickness of the membrane. The diameter of the protein’s
structure is also a few nanometers.
Using P p = 500D = 1667.8 × 10−30 C ·m for the dipole moment of the protein, Ap =
pi× 10−18m2 for the area of the protein and h = 5× 10−9m, we obtain 1.3× 10−18C for the
flexoelectric coefficient.
As it can be seen from the above calculation, the effect of the dipole carrying integral
proteins is fairly substantial and explains the large values experimentally observed.
7.5 Conclusions
The key conclusion of the present work is that it is the interplay between the geometri-
cally nonlinear deformation and electrostatics that lead to the renormalization of flexoelec-
tricity in the presence of external charges and dipoles—-this effect will not be seen in a purely
linearized setting where careful distinction is not made between reference and deformed con-
figurations. Our framework is general and can be used to examine the flexoelectric response
for membranes with complex electrostatic environment (albeit the calculations may have to
proceed numerically). Using simple approximations, we are however, able to provide illus-
trative and transparent analytical solutions to several cases and make reasonable estimates
of the flexoelectric response of different types of membranes. Interestingly, our results point
also to the prospects of artificially designing high or low flexoelectricity in model membrane
systems.
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Chapter 8
Concluding Remarks
In this dissertation, we have addressed several issues in statistical mechanics of 2D
materials. Geometrical and constitutive nonlinearities are addressed for both fluid and
solid membranes in chapters 2, 3 and 5. Further, constrained fluctuations and effects of
boundary conditions are implemented in chapters 4 and 6. Specifically, the following results
are obtained in these contexts:
• We have pointed out the rather large discrepancy that exists between the (experi-
mentally estimated) minimum electric field that an ideal fluid membrane can detect
and what the existing theoretical models predict. A consistent accounting for the
influence of the nonlinear dielectric behavior of membranes on the thermal fluctua-
tions of the membrane electric field appears, in large part, to address this issue. Our
mathematical framework yields analytical solution for the thermal electrical noise of
membranes. The predictions of our theoretical framework provide noise estimates that
are of the same order of magnitude as experiments. In particular, our work provides
both a benchmark estimate for model fluid membranes and reasonable predictions for
biological membranes.
• A closed-form expression for the spectra of the thermal fluctuations of spherical vesi-
cles duly incorporating nonlinear curvature elasticity terms is presented in Section 3.
In conjunction with our results, either molecular dynamics simulations or experimen-
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tal flicker spectroscopy may now be used to extract nonlinear elasticity properties.
The renormalized bending rigidity due to thermal fluctuations is found to be size-
dependent and a dramatic stiffening is predicted to occur for small sub-20 nm vesicle
sizes.
• Using a variational perturbation method, we presented a ”mechanics-oriented” novel
treatment of the thermal fluctuations of graphene, fully accounting for deformation
nonlinearities, and evaluated their effect on the effective bending stiffness. We com-
pared the results from our approach to both molecular dynamics simulations as well as
other analytical methods in the literature. Our prediction is in a fairly good agreement
with the data from molecular dynamic simulations.
• A new approach is presented in chapter 6 to extract the Gaussian modulus and edge
properties from the fluctuations spectra at a free edge. Recognizing that the Gaussian
modulus plays a non-trivial role in the fluctuations of a membrane edge, we derived
closed-form expressions for edge fluctuations. Combined with atomistic simulations,
we use the developed approach to extract Gaussian modulus of graphene. While this
method can be used directly for fluid membranes, the results for solid membranes, re-
quire some careful physical interpretations as the geometric nonlinearities renormalize
the effective mechanical properties at finite temperature.
Finally, we studied flexoelectricity as a distinct form of electromechanical coupling in 2D
nano-materials, specifically for biological membranes. The interplay between the geometri-
cally nonlinear deformation and electrostatics leads to the renormalization of flexoelectric-
ity in the presence of external charges and dipoles—-this effect will not be seen in a purely
linearized setting where careful distinction is not made between reference and deformed con-
figurations. Our framework is general and can be used to examine the flexoelectric response
for membranes with complex electrostatic environment.
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