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Resumo 
Este trabalho tem como principal objetivo estudar o problema de Cauchy para a 
equação de Korteweg-de Vries, popularmente conhecida como KdV. Primeiramente apre-
sentamos de maneira sucinta os resultados básicos da Análise necessários ao desenvol-
vimento e à compreensão da teoria que nos propomos a estudar. Em seguida (onde 
concentra-se a maior parte da dissertação), analisamos existência, unicidade, regularida-
de e dependência contínua de solução, com dado inicial em espaços de Sobolev de ordem 
inteira. Analisamos também a mesma equação com termos dissipativos. Finalizamos a 
dissertação apresentando um melhoramento dos resultados de dependência contínua e de-
monstrando que não se perde suavidade quando se resolve o PVI para a KdV com valor 
inicial em determinados espaços de Sobolev de ordem não inteira. Para isso utilizamos 
um teorema de interpolação não linear. 
Abstract 
In this work we study some developments of the Cauchy problem for the Korteweg-
de Vries equation (KdV). First of all, some basic results, which allow us to develop 
and comprehend the theory that we study, are briefiy presented. Existence, uniqueness, 
regularity and continuous dependence results are established for the pure initíal-value 
problem (IVP) posed on the realline. The same equation with dissipative term added is 
also analyzed. We finish with an extension of the continuous dependence results and the 
relation of the smoothness of initial data to the smoothness of the solution in fractional 
order Sobolev spaces. Here we use a non-linear interpolation theorem. 
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-INTRODUÇAO 
A equação de Korteweg- de Vries (nome em homenagem a seus idealizadores), 
Ut + Ux + UUx + Uxxx =O, (1) 
mais conhecida pela sigla KdV, presente em praticamente toda nossa discussão nesse tra-
balho, foi deduzida pelos matemáticos D. J. Korteweg e G . de Vries no final do século 
XIX, como um modelo para ondas longas se propagando em um canal. Por muitas décadas 
essa equação ficou esquecida. Só então na década de 60 do século passado, um grupo de 
pesquisadores do Plasma Physics Laboratory da Universidade de Princeton se interessou 
por tal equação, motivados pelo fato de que ela parecia modelar o comportamento de 
ondas não só em meio aquático, mas também em outros fluidos e serviria em um primeiro 
momento para investigar o comportamento de ondas de direção indefinida em meio dis-
persivo não-linear. Desde então, muitos artigos sobre a equação (1) têm sido publicados. 
As suspeitas do grupo de Princeton foram aos poucos se confirmando: A equação ( 1) bem 
como suas variantes, por exemplo, a KdV modificada 
(2) 
o PVI (13) , ou (1) adicionada de um termo dispersivo, de fato modelam propagação de 
ondas em diversos sistemas físicos. Muitos modelos hiperbólicos podem ser reduzidos a 
(13). 
Em 1975, J .L. Bona e R. Smith publicaram o artigo [3] no qual provaram que o PVI 
para a equação (1) com valor inicial g em H5 = Hs(IR), s ~ 2 inteiro (vide Seção 1.4), 
é globalmente bem posto (i.e., existe solução única, que depende continuamente do dado 
inicial, e também possui a propriedade de persistência). Esse teorema foi um marco no 
desenvolvimento de ferramentas para se estudar (1) . Para estabelecê-lo, eles procederam 
da seguinte forma: Primeiro, através de uma mudança de variável, transformaram (1) em 
sua forma equivalente e mais simples 
Ut + UUx + Uxxx = O. (3) 
Depois consideraram o PVI regularizado (adiciona-se a (3) o termo - EUxxt ) 
Ut + tLUx + Uxxx- €Uxxt =o, u(x, O) = 9t(x) (4) 
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(onde o dado inicial gE é a regularização de g) e novamente, por uma mudança de variáveis, 
o transformaram no PVI alternativo (13) , para o qual já se sabia ser localmente bem 
posto, no sentido descrito acima (veja [1]), mas com algumas restrições. Então J. Bona e 
R. Smith conseguiram provar que existe uma única solução para o PVI regularizado ( 4) 
e que o mesmo é bem posto. Faltava então estender esse resultado para o problema de 
Cauchy associado à KdV. 
Após isso, visando estender o resultado de que falávamos acima, passaram à obtenção 
de algumas estimativas a priori para (4) , e então, através de uma sequência de lemas e 
proposições, demonstraram que a solução uE correspondente a ( 4) é de Cauchy em relação 
a é e portanto, converge a uma função u(x, t) quando é ..!. O, que por sua vez é solução 
global do PVI para (3) com valor inicial g em Hs. Finalmente, sabendo que gE---+ g em H3 
quando é ..!. O, s ~ 3, conseguiram provar que o problema é localmente bem posto para o 
caso s ~ 3. Usando depois as quantidades conservadas associadas à KdV, demonstraram 
que o problema é globalmente (em relação ao tempo) bem posto, mas ainda paras~ 3. 
Na sequência, passaram a demonstrar os resultados de dependência contínua, cul-
minando com um resultado associado à equação (13) o qual diz que para valores iniciais 
g E Hk, k ~ 1 inteiro, existe uma única solução u de (13) em 1i~( = C(O, T; Hk )) (veja 
Definição 1.4.1) T > O finito, e que tal solução depende continuamente em 1{~ de g. Tal 
teorema é mais forte que o demonstrado por Benjamin et al. (veja [1), Teorema 1, pág. 
62) . 
Em seguida, examinaram o quanto se relacionam os respectivos PVI's para (1) e (13). 
Chegaram à conclusão de que os dois modelos, munidos do mesmo valor inicial, sob certas 
limitações, posssuem a mesma solução, sobre um intervalo de tempo finito. Já com todo o 
aparato necessário, investigaram as equações (1) e (13) com termos dissipativos, a saber: 
(5) 
e 
Ut + Ux + UU:r;- OU:r;x- Uxxt = 0, (6) 
onde a ~ O. Provou-se por exemplo que, com dado inicial g E Hm (m ~ 2), existe 
uma única solução u E Xm,oo para (5) e que u depende continuamente de g E H m, e na 
sequência finalmente conseguiram a demonstração completa do teorema de boa colocação 
global da KdV em H2 • 
Teoremas cada vez mais fortes rapidamente foram surgindo. No mesmo ano (1975), J. 
C. Saut (veja [19]), através de um teorema de interpolação de Tartar (ver [22]) demonstrou 
o teorema referido acima para o PVI associado à KdV, com valor inicial g em Hk para 
k ~ 2 não necessariamente inteiro. Ele demonstrou que se r > 3, JL[r] + 1 - r ([r] é o 
maior inteiro menor que r e g E Hr+!~+E para algum E > O, então para cada T > O, 
u E L00(0, T; Hr ). Para o caso 2 <r< 3, ele mostrou que se g E Hr+t~, então para cada 
T >O, u está em L00 (0, T; Hr). Daí, ficou-se com a impressão de que se perde regularidade 
em resolver (3.1) com valor inicial em espaços de Sobolev de ordem não inteira. No ano 
seguinte (1976) , J. Bona e R. Scott chegaram a uma resposta precisa: Baseando-se em 
[2] demonstraram que isto não acontece, mais precisamente, provaram que para valores 
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iniciais em H 3 , s;:::: 2, a solução para (3.1) pertence a C(O, T; H 5 )(= 1i}) para todo T >O. 
Também demonstraram que a solução depende continuamente do dado inicial no seguinte 
sentido: para todo T > O e s ;:::: 2, a aplicação g H u de H 5 em C(O, T; H 5 ) é contínua. 
Assim o PVI para (3.1) é classicamente bem posto em qualquer espaço de Sobolev H5 , 
s ~ 2. 
Ainda na mesma década, além do problema de Cauchy para (1), as atenções voltaram-
se também para o PVI generalizado 
{ 
Ut + Ux + a(u)ux + Uxxx = 0, 
u(x,O) = g(x) x E IR ' (7) 
onde a é uma função de IR em IR, com a(O) =O, por exemplo a(u) = uk, k ~ 1 inteiro. 
Passamos agora a citar algumas publicações nesse sentido. 
Tosio Kato em 1979 publicou [11] onde, baseado na teoria de equações de evolução 
quasilineares de sua própria autoria (veja [lO]), demonstrou que existe uma única solução 
u para o PVI generalizado (7), com g E Hs (s > ~) tal que u(·, t) também pertence a H5 
para cada t > O em um intervalo de tempo finito. Ele também demonstrou que u depende 
continuamente de g. Ficou então estabelecido que o problema é localmente bem posto. 
Se é globalmente bem posto ou não ficou em aberto. Mais tarde, em 1983 (confira [9]), 
ele volta a analisar se os PVI's para (1) e (7), com s > ~~ são bem postos no seguinte 
sentido: Considere um proble-ma de Cauchy arbitrário 
Ut = f (u), t > O, u(O) = g. (8) 
Suponha que existem dois espaços de Banach Y <--+ X (onde <--+ significa que a inclusão é 
contínua), tal que f : Y-+ X é contínua. Suponha que para cada g E Y existam, T > O 
real e uma única função 
u E C(O,T; Y) 
(portanto, Ut E C(O, T; X)) satisfazendo (8) para t E (0, T]. Além disso, suponhamos que 
a aplicação g H u de Y em C(O, T; Y) é contínua. Se essas hipóteses são verificadas, 
dizemos que (8) é localmente bem posto em Y. Se T for arbitrário, dizemos que o proble-
ma é globalmente bem posto em Y. Mas T. Kato não conseguira demonstrar que o PVI 
associado à KdV é globalmente bem posto em HS, com s > ~·Finalmente em 1991, C. E. 
Kenig, G. Ponce e L. Vega (veja [13]) , usando técnicas de análise harmônica, solucionaram 
esse problema. Mais ainda, eles conseguiram demonstrar que o PVI é localmente bem 
posto em H5 com s > ~ e consequentemente, globalmente bem posto em H8 , para s ~ 1. 
A cada ano surgem novas técnicas de investigação do problema de Cauchy relacionado 
a equações de evolução não lineares do tipo dispersivo, aplicáveis portanto à equação KdV. 
Nesse sentido, muito contribuiu as técnicas desenvolvidas por J. Bourgain no artigo (4] 
onde, para estudar problemas como os PVI's para a equação de Schrodinger não linear 
periódica em relação a x 
{ 
ÍUt + 6.xu + uJuJP-2 =O (p;:::: 3) 
u(x, O) = g(x) 
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(9) 
e para a KdV 
{ 
Ut + UUx + Uxxx = O 
u(x, O) = g(x), (10) 
respectivamente, Bourgain desenvolveu um método de análise harmônica. Ele aplicou o 
argumento do ponto fixo à equação integral 
onde 
u(t) = W(t)g -fot W (t - T)w(T)dT, 
1 W(t) = exp ( -t8~) e w = UUx = - (u2 )x, 
2 
(11) 
(12) 
e demonstrou que o problema (10) é localmente bem posto em L2 (JR). Devido à lei de 
conservação 
o resultado estende-se globalmente, ou seja, garante soluções globais em L2(JR) . O resulta-
do local foi obtido pelo teorema do ponto fixo de Banach, verificando uma propriedade de 
contração para a tranformação associada a (11) em um espaço apropriado, principalmen-
te utilizando análise de Fourier. Estava portanto garantido que o PVI (10) com g E Hs 
(s ~ O) é globalmente bem posto em L2 = L2(IR) . 
No ano de 1996, valendo-se pricipalmente das técnicas de J. Bourgain ([4]), C. E. 
Kenig, G. Ponce e L. Vega, em [12] analisaram o quanto o PVI (10) com g E H-5 (/R) 
(s ~ O) é bem posto. O principal resultado obtido foi que (10) é localmente bem posto 
em H- 5 (IR), paras < ~-
Nosso trabalho tem como foco central apresentar os métodos desenvolvidos por J. 
Bona e R. Smith, publicados em [3), para a investigação da KdV. Também apresentamos 
um importante teorema de interpolação atribuído a L. Tartar e empregado por J. Bona 
e R. Scott para investigar regularidade da solução da KdV, e dependência contínua em 
relação ao dado inicial. No primeiro capítulo fazemos uma breve exposição de resulta-
dos básicos da Análise necessários à compreensão e ao desenvolvimento da teoria a ser 
apresentada: Enunciamos o conhecido Teorema do Ponto Fixo de Banach, empregado na 
Seção 2.1 quando demonstramos o teorema de existência e unicidade de solução para o 
PVI 
{ 
Ut + Ux + UUx- Uxxt = 0, 
u(x, O) = g(x) (13) 
(onde g E H1 (IR) n C2 (JR)) proposto por Benjamin et al. em [1]. Nas duas seções 
seguintes apresentamos um resumo sobre transformadas de Fourier em L1 (JRn), no espaço 
de Schuartz S(!Rn), em L2(!Rn) e sobre Distribuições. Finalizamos o Capítulo 1 com as 
definições dos Espaços de Sobolev de ordem inteira e reais, respectivamente, bem como 
as propriedades de que necessitamos. O Capítulo 2 é um estudo do artigo [3] e portanto 
optamos por preservar o roteiro desenvolvido pelos autores do mesmo, já descrito acima. 
No terceiro e último capítulo, dividido em duas seções, fazemos na primeira um resumo da 
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teoria de interpolação não linear necessária à demonstração do teorema de Tartar que 
nos referimos acima, e sua respectiva demonstração; a segunda seção é a aplicação desse 
teorema à equação KdV, mais precisamente, generalizamos um pouco mais os resultados 
de dependência contínua apresentados no Capítulo 2; generalização no seguinte sentido: 
no Capítulo 2, os resultados de dependência contínua se referem à solução do problema 
de Cauchy para a KdV com dado inicial em H 8 , s ~ 2 inteiro, enquanto que no Capítulo 
3 o mesmo resultado é assegurado para o problema com dado inicial em H 5 com s ~ 2 
real. (A existência e unicidade de solução para esse caso foi demonstrada por J. C. Saut 
[19], como citamos anteriormente.) Eis o teorema a ser demosntrado: 
TEOREMA 0.0.1 . SeJam T > O e s ~ 2. Então a aplicação U : H8 --+ C(O, T; Hs), que 
a cada g E Hs associa a única solução u, é contínua. Além disso, se g E H5 , existe uma 
função contínua não decrescente Cs,T : JR+ --+ JR+ tal que 
(14) 
onde [s] é o mazor mteiro menor que s. 
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Capítulo 1 
PRELIMINARES 
Esta parte objetiva apresentar a teoria básica necessária ao desenvolvimento de nossos 
propósitos nos capítulos posteriores. A título de economia, algumas demonstrações serão 
omitidas, mas indicamos onde encontrá-las. 
1.1 Alguns teoremas fundamentais. 
Começamos recordando o teorema do ponto fixo de Banach para contrações e as de-
sigualdades de Gronwall, cujas demonstrações são simples mas são ferramentas de grande 
valia. 
Seja M um espaço métrico completo. 
DEFINIÇÃO 1.1.1 Uma aplicação T : M --+ M é denominada contração se existe k , O :::; 
k < 1, tal que dados x , y E M , então 
1  T(x) - T(y) ll ::; k 11 x- yjj. 
TEOREMA 1.1.2 (ponto fixo de Banach.) Toda contração definida e com valores num 
espaço métrico completo possui um único ponto fixo. 
Demonstração. Ver lema na pág. 338 de [20]. o 
TEOREMA 1.1.3 (da Convergência Dominada) . Seja {fn} uma sequência de funções 
integráveis que converge pontualmente a um função f. Suponhamos que exista uma função 
integrávelg tal que, lfn l :::; 191 'lln. Então f é integrável e 
r fdx = lim r fndx. 
} IR n-too} IR 
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A proposição a seguir têm como objetivo responder à seguinte questão: Dada a função 
F (t) =L f(x, t)dx , 
quando f será contínua ou integrável, como função de t? 
PROPOSIÇÃO 1.1.4 . Seja f: IR x [0, oo)-+ IR tal que: 
(a) A função x ~--+ f(x, t) é limitada, para cada tE [0, oo); 
{b} a função t H f(x, t) é contínua, para cada x E IR; 
(c) existe g E L1 (IR) tal que, lf(x, t)l ~ jg(x) l 'r/x E IR e todo tE [O, oo). 
Então a função F: [0, oo)-+ IR definida em (1.1} é contínua. Se 
(a') a função x H f(x, t) é integrável, para cada tE [0, oo); 
{b ') a função t H f ( x, t) é derivável, para cada x E IR; 
(c') existe g E L1 (IR) tal que, I ~(J(x, t))l ~ lg(x)! Vx E IR e todo tE [0, oo); 
então a função F: [0, oo) -+IR definida em (1 .1) é derivável e 
F' (t) =L~ (x, t)dx. 
(1.1) 
(1.2) 
O Teorema da Convergência Dominada e a Proposição 1.1.4, bem como suas respec-
tivas demonstrações, podem ser encontrados na maioria dos livros de Teoria da Medida. 
PROPOSIÇÃO 1.1.5 (desigualdades de Gronwall) . 
SeJa t E [a, b] . Se 
u(t) ~ a(t) + 1t K (s)u(s)ds 
com u, a, K contínuas em [a, b] e K >O 1 então 
u(t) ~ a(t) + 1t K(s)o:(s) exp (15 K(r)dr)ds. 
Caso particular (a(t) = o: constante): 
u(t) ~ aexp(1t K (r)dr) . 
Demonstração. Seja v(t) = J; K (s)u(s)ds. Então 
u(t) ~ o:(t) + v(t), 
e derivando v, como k > O e por (1.3) , obtemos 
v(t) - K(t)v(t) ~ K(t)a(t). 
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(1.3) 
(1.4) 
Multiplicando os dois lados da desigualdade acima por exp ( - J; K(T)dT) obtemos, 
:t [v(t) exp (-f.' K(r)dr) ] :<; K(t)a(t) exp (-f.' K(r)dr). (1.5) 
Integrando ambos os lados de a a t, segue-se que (observe que v(O) =O) 
v(t) :S lt K(s)a(s) exp (ft K(T)dT) ds. (1.6) 
Assim, substituindo {1.6) em (1.3) obtemos o resultado. O 
O teorema a seguir e seu corolário são muito importantes. Utilizá-los-emos várias 
vezes nas demonstrações dos resultados do Capítulo 2. 
TEOREMA 1.1.6 . Seja n Ç JR2 aberto conexo. Considere a equação 
ú = f(t, u) 
com existência e unicidade de solução. Seja v(t) uma solução da desigualdade 
d+ 
dt v(t) :S f(t, v(t)); (1. 7) 
isto é, v(t) é contínua, possuí derivada à direita e satisfaz à desigualdade acima. Então: 
v(a) :S u(a) => v(t) :S u(t) para todo t ~ a no intervalo de definição. 
Demonstração. Considere a sequência de funções satisfazendo, para cada n E IN, 
{ 
Ún = f(t,un) + ~ 
un(a) = u(a) 
Temos que Un -+ u uniformemente em [a, b], ou seja, se u estiver definida em um 
intervalo [a, b] então, para n grande, un também está definida em [a, b] e converge unifor-
memente para u nesse intervalo. 
Mostremos que v(t) :S un(t) para n grande. Suponha por absurdo que existe t 1 tal 
que v(tl) > un(t1) e seja ainda t2 < t 1 tal que 
v(t) > Un(t) para t E (t2, ti), v(tz) = Un(tz). 
Então 
v(t)- v(t2) > Un(t)- Un(tz), tE (t2, ti) . 
Logo, (divida por t - t2 > O e faça t ---+ tt) 
~7 v(t2) :S ún(t2) = f(t2, un(t2)) + ~ = f(tz, v(t2)) + ~ > J(t2, v(t2)), 
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daí obtemos: 
~: v(tz) > f (t2, v(t2)) 
e isto contradiz a hipótese. Portanto, v(t) ~ un(t) para n grande. Já que Un ~ u, o 
teorema está provado. O 
CoROLÁRIO 1.1. 7 Seja v E C 1 [a, bJ e v(t) ~ {3v(t) +o-, o- e /3 constantes, onde f3 1- O. 
Então 
v(t) ~ (v(a) + ~)e~(t-a) - ~ ­
Demonstração. Considere o PVI (problema de valor inicial) 
e aplique o Teorema 1.1.6. 
{ 
ü = j3u +O! 
u(to) = v(to) 
1.2 A transformada de Fourier. 
D 
Temos como propósito nesta seção apresentar alguns resultados básicos da transfor-
mada de Fourier. Começamos definindo-a para funções em L1(JR'l). 
Notação. Vamos denotar V(JRn) simplesmente por V. 
DEFINIÇÃ~ 1.2.1 . Dada uma função f E L 1, a tranformada de Fourier de f, denotada 
por F f = f, é definida pela fórmula, 
Ff(f.) = Í(f.) = r f(x)e -2rriÇ·xdx, f. E JRn. J Il?!' (1.8) 
OBSERVAÇÃO 1 Por meio de uma simples mudança de variávezs {y = 21rx} podemos 
definir F como 
Ff (f.) = Í(f.) = ( 1).!1 r f(x)e-iÇ·xdx, f. E JRn , 
27r 2 } IR" 
que é equivalente a ( 1. 8). 
Agora passemos a algumas propriedades: 
PROPOSIÇÃO 1.2.2 . Se f E L1, então 
llflloo ~ llfiiL1 • 
Além d'lSso, 
J(f.) --7 O, quando IF.I --7 oo. 
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(1.9) 
(1.10) 
(1.11) 
Demonstração. Ver [8] página 255. O 
Se f, g E L\ definimos a convolução de f por g como sendo 
(f* g)(x) = r f(x- y)g(y)dy = r f(y)g(x- y)dy = (g * J)(x). (1.12) 
} JRn } JR.n 
PROPOSIÇÃO 1.2.3 (Desigualdade de Young). Sejam f E V, g E L9 , com p,q E 
[1, oo], tal que ~ + ~ = 1 + ~ para algum r E [1, oo]. Então, f* g E Lr e 
Demonstração. Ver por exemplo, [7] na página 307. 
- ...... PROPOSIÇÃO 1.2.4 . Para f, g E Ll, (f* g)(f,) = f(f,)g(Ç). 
Demonstração. Pelo teorema de Fubini, 
(f* g)(Ç) r r f(y)g(X _ y)e-2rri~·Xdydx 
} JRn} JR.n 
r r g(x _ y)e-21ri{·(x-y) j(y)e-2tri{·Ydydx 
} JRn} fRn 
_ r g(x _ y)e-2tri~·(x-y)dx r f(y)e-2trt{ ·Ydy 
} JRn } JR.n 
i(ç)g(Ç). 
(1.13) 
o 
o 
Vamos agora abordar a transformada de Fourier no espaço de Schwartz (também 
conhecido como espaço das funções de decrescimento rápido), que consiste das funções 
f E C00 (1Rn) tais que 
(1.14) 
para quaisquer multiíndices a, (3. 
Os elementos de S (IRn) tendem mais rápido a zero que o inverso de qualquer po-
linômio, quando lxl ~ oo. Também, S(JRn) = V, para 1 ~ p < oo, pois C~ = V e 
C~ c S(IRn). 
Consideremos S (IRn) munido da coleção de seminormas 
(1.15) 
V a:, {3 multiíndices. Munido da distância 
(1.16) 
S(JRn) é um espaço métrico completo. Além disso, a família de seminormas M = {llf lla,.B : 
a, {3 E JNn} separa pontos e é enumerável. Portanto, S(.IRn) é um espaço de Fréchet (i.e., 
metrizável e completo). 
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Definimos a transformada inversa de Fourier por 
PROPOSIÇÃO 1.2.5 . Seja f E S(JRn). Então, 
(i) 1 E C00 (1Rn) e Ôer 1 = ( -21íix)er 1; 
(ii) (ôQ ff(Ç) = (27íiÇ)Cr [; 
(iii) 1 E S(IRn); 
(iv) (Fórmula da inversão) (j)v =f; 
(v) a transformada de Fourier :F: S (JRn) -t S(IRn) é um isomorfismo. 
(1.17) 
Para ver a demonstração da proposição acima, consulte por exemplo [6J, páginas 
6-10. 
TEOREMA 1.2.6 (Teorema de Plancherel). Seja f E L 1 n L2 . Então, i, (j)Y E L2 e 
(1.18) 
Demonstração. Consulte [5], página 183. O 
Encerraremos esta seção com a definição da transformada de Fourier em L2 ( = L 2 ( mn)) . 
Observe que a Definição 1.2.1 nesse caso não faz sentido, pois nem sempre a fórmula (1.9) 
é verdadeira se f E L2 : basta tomarmos uma função f E L2 \ L1 . A saída é recorrer ao 
Teorema 1.2.6 (Teorema de Plancherel), o qual valida a definição abaixo: 
DEFINIÇÃO 1.2.7 . Dada f E L2, considere {fk}~1 uma sequência de funções em 
V n L2 tal que, fk -t f em L2 . Pelo Teorema 1.2.6, ll!k- !li = llh=fll = llh -fll; 
assim {h}~1 é uma sequência de Cauchy em L2 e portanto, converge. Definimos 1 como 
sendo o limite dessa sequência, i. e., 
(1.19) 
OBSERVAÇÃO 2 . A Definição 1.2. 7 jaz sentido, pois dada outra sequência {gk}~1 , 9k -t 
g, em L2 , temos pelo Teorema de Plancherel que, 9k -t 1 em L 2 . 
Valem resultados análogos aos já enunciados. Por exemplo, dadas f, g E L2 , 
(Rl) (j) v = f= (fvf; 
(R2) JJRn f(x)g(x)dx = JJRn f{Ç)g(Ç)dÇ; 
(R3) A = (iÇ)Q 1, para cada multiíndice a tal que aer f E L2; 
- ....... (R4) (f * g) = f g. 
Para ver a demonstração dessas propriendades consulte [8] ou [6]. 
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1.3 Distribuições. 
Nesta seção temos como meta relembrar alguns conceitos e resultados básicos sobre 
teoria de distribuições. Começamos com as distribuições temperadas. 
Notação: n Ç IRn será sempre um aberto de IR"'. 
DEFINIÇÃO 1.3.1 
somente se, 
Uma sequência { 'Pk}~1 C S(IRn) converge para cp E S(IRn), se e 
para quaisquer multi-índices a, /3. 
Notação: 'Pk~ cp. 
lim II'Pk - 'Pila f3 = O, k~oo ' 
DEFINIÇÃO 1.3.2 . Denotamos por distribuição temperada a qualquer funcional linear 
contínuo sobre S(IRn) . Denotamos por S'(IR"') ao dual topológico de S(JRn) (munido da 
topologia induzida pela coleção da.s seminormas ( 1.15)). 
PROPOSIÇÃO 1.3.3 f E S'(IRn) se, e somente se, extstem uma constante C ~ O e 
l E IN, tal que 
I (f, cp}l ~C Llai .IPI~I II'PII a,P > 'rfcp E S(JRn ). 
Demonstração. Consulte [8] pág. 243. 
Seja f E V , 1 ~ p ~ oo. O funional T1 sobre S (JRn) definido por 
(T,, cp) = f f(x)cp(x)dx, J /R." 
o 
(1.20) 
para todo cp E S(IRn) é um elemento de S'(IRn}. Mas nem todo elemento de S'(JRn) é do 
tipo (1.20). Por exemplo, a função ó de Dirac, centrada em x E lR11 , 
(óx , cp) = cp(x). 
A aplicação f to-+ Tt é injetiva, pois sabemos que se uma função g é Lloc(n), então 
L g(x)cp(x)dx =O, 
para toda cp E C~, e assim, g(x ) = 0 q.t.p. em !1. 
Considerando S' (JR.n ) com a topologia da convergência pontual, a aplicação definida 
por (1.20), além de injetiva, é contínua. 
Para finalizar, passemos às distribuições de Schwartz (ou simplesmente, distribuições). 
Por 'V(f2) vamos representar a classe de funções Cõ com a família de seminormas 
PK,a(cp) = sup l(ôacp)(x) l, cp E V(S1), (1.21) 
xEK 
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onde K c n é compacto e a é um multi-índice. 
Temos que V(O) é um espaço vetorial topológico localmente convexo e Hausdorff, e 
dizemos que t.pk'!4 r.p se e somente se todas as suas derivadas convergem uniformemente a 
t.p sobre compactos de n. 
DEFINIÇÃO 1.3.4 . Uma distribuição sobre n é um funcional linear contínuo f : 
V(n) -t C. V'(n) é o conjunto de todas as distribuições sobre n. 
Consideremos V'(n) com a topologia da convergência pontual. Uma sequência {fk}r:1 c 
V'(n) converge para f E V'(n) se, e somente se, limk-+oo(fk, <p) = (!, t.p), V t.p E V(n). 
Notação: fk'!l;f. 
PROPOSIÇÃO 1.3.5 . Um funcional linear f : V(n) -7 C é uma distribuição se, e somente 
se, para todo compacto K C n, existem constantes C ;:::: O e l E IN tal que, 
Temos que S'(JRn) ~ V' (JR'l) e a inclusão é contínua e densa. 
Dado f E Lloc' o funcional linear 
r f= (!, r.p) =L f(x)t.p(x)dx 
(1.22) 
(1.23) 
't:/ t.p E V(n), pertence a V'(n). Neste caso, dizemos que uma distribuição é representada 
(ou provém) por uma função localmente integrável. Quando isso acontece, identificamos 
r, com a própria f, isto é, f= r,. 
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1.4 Espaços de Sobolev. 
Paras~ O inteiro, seja H 5 = H5 (IRn) o espaço das funções 
{f E L2 : ao f E L2 para !ai ~ s }, 
onde ao j é no sentido das distribuições. O H 5 acima é denominado espaço de Sobolev 
inteiro. H 5 é um espaço de Hilbert cuja norma é 
1 
llflls = (L 1 n 11aj f(x) ll 2dx) 2 
IJI$s IR 
(1.24) 
Observe que H 0 = L2 . Pelo Teorema de Plancherel (Teorema 1.2.6) temos que f E H 5 
se, e somente se, ço f E L2 , para todo lal ~ s. Daí temos a norma que usaremos no próximo 
capítulo, com n = 1 : 
(1.25) 
Vamos descrever algumas notações que utilizaremos posteriormete. 
DEFINIÇÃO 1.4.1 . Dados T E [0, oo] e s ~ O inteiro, 1-lf = C(O, T; H 5 ) é o espaço 
das funções u : IR x [0, T] --+ IR que, para cada t E [O, T], u(-, t) E H 5 , e a aplicação 
u: [0, T] --+ H 5 é continua e limitada. Identificamos, H.~ = H.r . A norma em H.f é 
llullw = 11 iul lls = sup !lu(-, t) lls · 
T O$t$T 
(1.26) 
Para k ~ O inteiro, definimos 
Ck(o, T; H 5 ) = tt.~/ = 1-l~/ (IR) = { u E H.r: e{u E 1-lr, para j =o, 1, · · · , k }. 
A norma desse espaço é 
llu ll?is,k = 11 iullls,k = sup sup llefu(·, t) I 1s-
T O$t$T O"S,j"S,k 
(1.27) 
Observe que 1-l~/ = 1-lT· Listamos algumas das propriedades desses espaços, para 
n = 1, na proposição abaixo. 
PROPOSIÇÃO 1.4.2 . Sejam s ~ 1 e k ~O inteiros. Então, 
(i) f E H 5 :::} j, f', .. . , j(s-l) são junções limitadas, uniformemente contínuas que conver-
gem para O em ±oo; 
(ii) /, g E H 5 :::} f · g E H 5 ; 
(iii) seu E tt.:/, então ô~a:u é uma junção continua e limitada em IR x [0, T] (se T < oo, 
a continuidade é uniforme) que converge para zero quando x --+ +oo, uniformemente 
quando T < oo, para todo O ~ j ~ s - 1 e todo O ~ l ~ k; 
(i v) u, v E H.~/ :::} u ·v E H.~/. 
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Demonstração. A demonstração de (i) e (ii) pode ser encontrada em [21], e (iii) e 
(iv) são generalizações de (i) e (ii), respectivamente. O 
PROPOSIÇÃO 1.4.3 . Para toda função f E H 1, vale a seguinte desigualdade: 
1 
sup lf(x) I ~ (llfllllf'll)2 ~ llf lh-
xeiR 
(1.28) 
Demonstração. Dada f E H 1 temos, 
então, 
e assim, 
lf(x)l2 ~ I f: f f' I+ 1100 f f' I~ f: lf llf' l + 100 lfllf'l =f: lfllf 'l; 
logo, 
1 
lf(x) l ~ (l:oo lf llf'l) 2 
Aplicando a desigualdade de Cauchy-Schwarz à última desigualdade acima, obtemos 
1 
sup lf(x)l ~ (llfll ll f'll)2 · 
zEIR 
1 
Da relação ab ~ a2 + b2, obtemos (llf llllf'll)2 ~ llfll1· 
Juntando os dois resultados acima obtemos (1.28). o 
PROPOSIÇÃO 1.4.4 . Sejas~ O inteiro. f E Hs se, e somente se, (1 + I ÇI 2)~J E L 2 . 
Neste caso, as normas 
1 
f f-+ ( I:lal~s llâCt fll 2) 2 e f H 11 (1 + IÇI2) ~ Íll 
são equivalentes. 
Demonstração. Temos que existem C1 , C2 > O tal que, 
cl (1 + IÇI2) 5 ~ L IÇCtl 2 ~ C2(1 + IÇI2)5 . 
lal;$s 
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Pelo Teorema de Plancherel (Teorema 1.2.6), 
li (1 + 1~12 ) f i(~) 12 = Ln (1 + IÇI2)5 li(~) l 2d~ 
< ~1 1 n (L 1Çal2) l i(~) 1 2d~ 
IR lal9 
- ~lllfll; < 00. 
Logo, (1 + 1~ 1 2 ) ~ [(~) E L 2 . 
Reciprocamente, 
llfll; = 1 n (L 1~0 1 2) li(O I 2d~ ~ c21 "(1 + I Ç I 2 ) 5 I f(~)l 2d~ < 00. 
IR I ai ::;s IR 
Logo, f E H 5 , e a equivalência entre as normas também está provada. O 
A norma de L2 (1Rn, (1 + IÇ I 2)5d~) faz sentido para qualquer s E IR. Portanto, podemos 
usá-la para estender a definição de H 5 para s E IR. 
DEFINIÇÃO 1.4.5 . Sejas E IR. O espaço de Sobolev H 5 = H 5 (IRn) é o conjunto 
{f E S'(IRn): (1 + 1~ 1 2)1 i E L2 }, 
o qual munido do produto interno 
é um espaço de Hilbert, cuja norma é 
Também definimos, 
Hoo = nHs. 
s~O 
O teorema a seguir congrega as principais propriedades básicas de H 5 • 
(1.29) 
(1.30) 
TEOREMA 1.4.6 . (i) A transformada de Fourier é um isomorfismo unitário de H 5 em 
L2(IRn, (1 + 1~12)d~). 
(ii) S(IRn) é um subespaço denso de H5 , \;:f sE IR. 
(iii) H 5 y Ht para todo s 2: t, (onde '---+ denota uma inclusão continua e densa) e 
11 · llt ~ 11 · lls· 
(iv) (H 5 )', o dual de H 5 , é isometricamente isomorfo a H-s para todos E IR. 
(v) H5 Y Coo(IRn) para todos> ~ ' onde Coo(IRn) é a coleção das funções contínuas que 
tendem a zero quando lxl -t oo. 
(vi) 8° é uma aplicação linear limitada de Hs em H s-lol, 'i s, a. 
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Demonstração. (i) é consequência imediata da derinição, pois observe que, 
(Hs}= L2(IRn, (1 + IÇI2)"dÇ). 
(ii) : Ternos que S(IRn) c H 5 c L2, e L2 = S(IRn) c Hs c L2 . Logo, S(JRP) = H8 • 
(iii): Dado f E H5 , como (1 + IÇI2)t ~ (1 + IÇI2)~, segue-se que, 
llflli - jJRn (1 + IÇI2)tli(ç)l2dç 
< Ln (1 + IÇI2)s li(Ç)I2dÇ 
- ll f ll ; < oo, 
implicando que f E Ht. Logo, H5 Ç Ht, e a inclusão é contínua. 
Falta demonstrar a densidade; para tal basta provarmos que 
é denso em Hr , para todo r E IR. Seja f E Hr e seja 
ft = [exp (-tiÇI2 [)]v, t ~ O. 
Para t > O, ft E H 00 , pois 
JJRn (1, IÇI2) 1I[(Ç)I2dÇ - JJRn (1 + IÇI2 ) 1-r(1 + IÇI2r exp (-2tiÇI2)If(ç) l2dÇ 
< sup {(1 + IÇI2) 1-r exp ( -2t iÇI2)}ÇIIfll~ < oo, 
{E iR" 
para quaisquer l, r E IR. Além disso, pelo teorema da convergência dominada, 
(1.31) 
quando t ~ oo. Logo, H00 = Hr, para todo r E IR. Portanto, (iii) está demonstrado. 
Agora passemos a (i v). Se f E H 8 e g E H -", pela desigualdade de Hõlder, 
r lf(ç):g(ç)ldç = r (1 + IÇ I2)~ 1[(ç) l (l + IÇI2)-ii9(Ç) IdÇ Jmn Jmn 
~ llfll.,llgll-s < 00. 
Portanto, dada g E H-s fixa, a aplicação 
(1.32) 
é um funcional linear contínuo. 
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Seja 4> E (H9 ) 1 • Pelo teorema da representação de Riezs, existe um único h E H5 tal 
que 
para toda f E Hs. Seja g tal que g(Ç) = (1 + jÇJ 2) 5h(Ç). Temos que g E H-s , e assim 
Portanto, todo funcional linear contínuo em H 5 se escreve de maneira única como (1.32) . 
Além disso (pelo Teorema da Representação de Ries) , 
ll4>gll2 = ll hll; - j/R!' (1 + IÇI 2rih(ç) l2dç 
f (1 + IÇI2ts i9(Ç)I2dç }JRn 
llgll~s· 
(v) : Paras> ~ temos 
(1.33) 
(1.34) 
pois como s > ~ , a integral do último membro de (1.34) é finita. Portanto, f é integrável. 
Logo, (v) segue de (1.11) na Proposição 1.2.2. 
(vi) é imediato, pois IÇa i s; (1 + IÇJ 2) ~. O 
As propriedades acima são suficientes para os nossos propósitos. Encerramos este 
capítulo com uma importante notação e a definição de solução clássica de uma equação 
diferencial parcial: 
Sejas 2: O. Definamos o seguinte espaço de funções: 
X _ n -vs-3l,l 
s,T - TLT , (1.35) 
s-3l~O 
isto é, 
Xs,T = {u E 7-lT: a:u E 1i~-3t, para l tal que s- 3l 2: 0}. 
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Capítulo 2 
O PROBLEMA DE VALOR 
-INICIAL PARA A EQUAÇAO DE 
KORTEWEG-DE VRIES. 
Este é o principal capítulo de nosso trabalho. Nele estudamos o problema de valor 
inicial (PVI) para a equação de Korteweg-de Vries 
Ut + Ux + UUx + Uxxx = O. (2.1) 
Podemos remover o termo Ux da equação (2.1) através da seguinte mudança de va-
riável: Tomemos y = x - t e t como variáveis independentes, e chamemos 
u(y, t) = v(x - t, t). 
Então 
Ux = Vy 1 Uxxx = Vyyy e Ut = Vt- Vy· 
Substituindo isto em (2.1) obtemos, 
Vt + VVy + Vyyy = 0. 
Logo, podemos pôr o PVI para a equação KdV na forma mais econômica 
{ 
Ut + UUx + Uxxx = O, X E JR, t ~ O 
u(x, O)= g(x) (2.2) 
Neste capítulo temos como objetivo demonstrar o teorema enunciado a seguir, o qual 
é o principal resultado de nosso trabalho. 
TEOREMA 2.0.1 . Se o dado inicial g está em H 5 (JR) (s ~ 2), então o PVI (2.2} tem 
uma única solução u E X 8 ,00 , a qual depende continuamente de g. 
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Para tanto, necessitamos primeiramente estudar um modelo alternativo proposto por 
Benjamin et al. (Consulte [1] ), do qual aproveitaremos os resultados. 
Quando nos referirmos a solução clássica será no seguinte sentido: 
DEFINIÇÃO 2. O. 7 . Uma solução clássica de uma equação diferencial parcial de ordem 
k em um domínio O Ç IRn é uma função u E Ck(O) que satisfaz a equação em todos os 
pontos de n. 
2.1 Um modelo alternativo para a equação de 
Korteweg-de Vries. 
)J'osso propósito nesta seção é investigar o PVI 
{ 
'Ut + 'Ux + U'Ux - 'Uxxt = O, X E ./R, t ~ O 
u(x, O) = g(x) (2.3) 
Através de uma sequência de lemas, provaremos que existe solução clássica para o 
PVI (2.3) se g e g' são assintoticamente nulas (isto é, lg(x) I -+ O e lg'(x)l -+ O quando 
x -+ ±oo) e sua energia inicial 
Eo = 1:00 (l + g'2 )dx 
é finita (i.e., g E H1 = H 1(JR)), em seguida provaremos a unicidade. Começaremos 
demonstrando um teorema de existência local (isto é, para um intervalo de tempo sufici-
entemente pequeno), por meio do Teorema 1.1.2, e então conseguiremos provar a existência 
de solução em um intervalo de tempo arbitrário. 
Primeiramente transformamos a equação do problema (2.3) em uma equação integral. 
Fazemos isso do seguinte modo: reescrevemos a equação na forma 
(1 - a;)ut = - 8x(u + ~u2) . 
Então, calculando a t ransformada de Fourier (na variável espacial) em ambos os lados 
obtemos: 
Como 
~ -1 ~h 
Ut = l+k2 ' 
( I ) v(x) = le-lxl l+k2 2 ' 
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então 
Ut =-~r~: e-lx-ylây(u(y, t) + ~u2 (y, t) ]dy 
e integrando por partes, obtemos: 
Ut = J:; K(x- y)(u + ~u2)dy, 
onde 
K(x) = Hsgn(x))e-lxl. 
Integrando a última equação acima para Ut de O a t obtemos: 
u(x, t) = g(x) + 1t I :oo K(x - y) [u(y, r)+ ~u(y, r)2] dydr. (2.4) 
Por economia denotemos a equação (2.4) da segunte maneira: 
u = A(u) = g + B (u). (2.5) 
Demonstramos a existência de solução para (2.3) inicialmente fazendo algumas res-
trições sobre g. 
Notação: Cr(= Cb(IR x [0, T ])) denotará a classe de funções v(x, t) contínuas e 
uniformemente limitadas em IR x [0, T]. Denotamos por c~m a menor classe de funções 
v(x, t) tal que â~âfv E CT, para O~ i~ l, O~ j ~ m . Quando subentender-se quem é T, 
o omitiremos. 
LEMA 2.1.1 . Existe um t0 (b) >O tal que a equação integral {2.4} tem uma solução u, 
satisfazendo u(x, O) = g(x), tal que u é ltm~tada e contínua em IR x [0, to], se g é uma 
função contínua tal que 
sup ig(x) I ~ b < oo. (2.6) 
xEIR 
Demonstração. Considere Cto como descrito na notação acima, que é um espaço de 
Banach munido da norma 
llvllcto = sup lv(x, t) 1-
xEIR, O$t$to 
Por enquanto, t0 ainda é desconhecido. Note que dados VI, v2 E Ct0 e para quaisquer 
x E IR, t E ( 0, to), 
IAv1 - Av2l - IBv1 - Bv2l 
- l1t I: K(x- y)[v1(y, r)- v2(y, r)+ ~(v~(y, r)- v~(y, r))]dydrl 
- lfot I: (v1- v2)K(x- y)[1 + ~(v1 + v2)]dydrl 
1 1t1oo < 11 V1 - v2 llc10 [1 + 2 11 VI+ V2 llcc0 ] 
0 
-oo I K(x- y) I dydr 
1 
< li V1 - V2 I !eco [1 + 2 (li VI I lera + li V2 llct0 ) ]t. (2. 7) 
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Tomando o supremo em ambos os lados de (2. 7) para x E IR e t E [0, t 0] obtemos 
Logo, A é uma aplicação contínua de Cto nele mesmo. Além disso, para Jlvllcto ~ R temos 
que a condição de Lipschitz é satisfeita, com constante de Lipschitz () < 1 se 
to(l +R) ~ () < 1. (2.9) 
Disto segue-se que IJBvllcto ~ BJJvllcto , como acontece quando pomos v2 =O em (2.8). 
Combinando isto com (2.6), vemos que A aplica a bola BR(O) nela mesma se, juntamente 
com (2.9) colocarmos 
b ~ (1 - B)R. (2.10) 
Com as condições (2.9) e (2.10) juntas, temos que A é contração. Logo, pelo Teorema 
(1.1.2) A tem um único ponto fixou E BR(O). 
Resta apenas ver que B, R e t 0 podem ser escolhidos de forma a satisfazer (2.9) e 
(2.10) simultaneamente. Por exemplo, quando () = ~ e R= 2b, (2.6) é satisfeita. Assim, 
qualquer valor positivo t0 < 1/(2 + 4b) satisfaz (2.9). Logo, como o ponto fixo de A é 
solução da equação (2.3), o lema está provado. O 
LEMA 2.1.2 . Se g E C2(JR), então qualquer solução u(x, t) de {2.5} (u E Gr para algum 
T > O} pertence a Ci:oo e é uma solução clássica do problema {2.3}. 
Demonstração. Usaremos a identidade u = Au. Pela hipótese, (Au)(x, ·) é conti-
nuamente diferenciável. Logo Ut existe e 
100 1 Ut = (Au)t = -oo K (x - y)[u(y, t) + 2u2(y, t) ]dy (2.11) 
e é portanto contínua nas duas variáveis e limitada em JRx [0, T]. Procedendo por indução, 
vamos provar que ô;"'u (m = 2, 3, ... ) existe, onde 
100 1 a;nu = -co K (x - y)a;n- 1 [u(y, t) + 2u2(y, t)]dy. (2.12) 
Temos que 
100 1 Utt = (Au)u = - oo K(x- y)8t[u(y, t) + 2u2(y, t)]dy (2.13) 
que é contínuo e limitado em IR x [0, T], pois (Au)t = Ut, u e K o são. 
Suponhamos que am- lu(= am-1(Au)) é contínuo e limitado em IR X [O, T]. Então 
100 1 a;nu = -oo K (x- y)a;n- 1[u(y, t) + 2u2(y, t) ]dy (2.14) 
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que existe, pois as funções K e â{u (j = O, 1, 2, ... m- 1) são contínuas e limitadas. 
Logo, o resultado é verdadeiro Vm E IN (m 2 2) . 
Agora, dividindo o limite de integração em (2.4) em x = y, confirmamos a existência 
de ux que é dado por 
u, = g'(x) + [ [u + ~u'] dr- [ 1: ~e- lx-yl [u + ~u'] dydr (2.15) 
e daí vemos que Ux é contínua e limitada, pois g' , u e K o são. Então ambas as integrais 
acima são continuamente diferenciáveis como função de x. Então Uxx existe, sendo dada 
por 
Uxx - g"(x) + l ( u+ ~u2) x dr+ [ 1: K(x- y) [u+ ~u'] dydr 
- g"(x) + [ ( u + ~u2) x dr + u- g(x) (2.16) 
e também é contínua e limitada, pois u, Ux, g e g" o são. Procedendo-se por indução como 
acima prova-se que 8";u e a;nuxx existem, são contínuas e limitadas. Logo, a solução u(x, t) 
de (2.4) satisfaz (2.3) pontualmente em IR x [0, T] e pertence a Ci00 . O 
Observemos que as hipóteses do Lema 2.1.2 são insuficientes para garantir a existência 
de derivadas de ordem superior deu(· , t); só conseguimos isto se adicionarmos mais re-
gularidade ao dado inicial g(x). Mas, quanto mais diferenciável for g, mais restrições 
estaremos dando à solução. Especificamente, se g E Cl(IR) com l > 2 {inclusive l = oo) , 
então pode-se mostrar que u E C~00 • Na próxima seção isso ficará claro. 
Agora vamos estabelecer a propriedade invariante (??) para a solução local garantida 
pelo Lema 2.1.1. 
DEFINIÇÃO 2.1.3 Diz-se que uma função v(x) definida sobre todo o IR é assintotica-
mente nula se 
lim lv(x) I =O. 
x-.±oo 
Temos duas propriedades de funções assintoticamente nulas que serão usadas, a saber: 
(Pl): Se Vn é uma sequência de junções assintoticamente nulas convergindo em Ct0 como 
na demonstração do Lema 2.1.1, então o seu limite u também é assintoticamente nulo, 
pois para todo x E IR e n E IN temos 
iu(x) l ~ lvn(x) l + iu(x)- Vn(x)l, 
e fazendo lxl --7 oo obtemos o resultado. 
(P2): Se a função v é assintoticamente nula, então as junções 1: e-lx- ylv(y)dy e 1: K(x - y)v(y)dy 
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(2.17) 
também o são. 
Como podemos ver pelas demonstrações dos Lemas 2.1.1 e 2.1.2 as funções em (2.17) 
são contínuas, e obtemos a propriedade assintótica da segunda diretamente pelo seguinte 
argumento com relação à primeira: Para provar a propriedade para x --+ oo, dividimos a 
integral em y = Yt · Para x ;::: y1 temos: 
r)O rY1 
} -oo e-lx-vlv(y)dy ::; e-x} -oo eliJv(y) Jdy + 2 :~~ Jv(y) J. (2.18) 
Observemos que 
lim sup Jv(y)J =O. 
Yl~OOY~Yl 
Então, tomando x suficientemente grande, o primeiro termo à direi ta da desigualdade 
(2.18) torna-se arbitrariamente pequeno para valores grandes de y1 . Analogamente, prova-
se a propriedade para x --+ -oo. 
Podemos então enunciar o seguinte lema: 
LEMA 2.1.4 . Se u(x, t) é a solução de {2.4) garantida pelo Lema 2.1.1; e se g) 91; ... )g(p) 
são contínuas e assintoticamente nulas) então a~a;nu é assintoticamente nula V m ;::: O e 
o ::; l ::; p. 
Demonstração. Este lema é uma consequência imediata das propriedades (P1) e 
(P2) acima, pois observe que a solução da equação integral (2.4) é o limite da sequência 
de Picard dada por Vn = Avn-I , V1 = g. O 
Com estes resultados em mãos podemos provar que para a solução local u(x , t) , a 
integral de energia (ou simplesmente, energia) E(u) definida por 
r+oo 
E(u) = IJu(- ,t)JJ I = } _
00 
(u2 +u;)dx < oo (2.19) 
é constante em (0, t0], se a energia inicial JJglli é finita: Pelo Lema 2.1.2, temos que u 
satisfaz a equação diferencial parcial em (2.3) pontualmente em IR x (0, t0 ], com cada 
termo da equação limitado. Portanto, u também satisfaz 
(2.20) 
Integrando (2.20) com relação ate aplicando o teorema de Fubini, obtemos 
(2.21) 
Pelo Lema 2.1.2, estas integrais são todas funções contínuas. Suponhamos que a segunda 
integral do lado esquerdo seja limitada quando R -+ oo. Como o integrando do lado 
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direito é uniformemente limitado em todo o IR, (2.21) nos diz que o primeiro integrando 
do lado esquerdo deve também ser limitado. Daí, como u2 + u; ;::: O, pelo teorema da 
convergência monótona temos que J~;::(u2 + u~)dx existe. Mas, pelo Lema 2.1.4, se g e 
g' são assintoticamente nulas, então u, Ut , Ux e Uxt também o são para t E [0, t0]. Então 
pelo teorema da convergência dominada, 
quando R ~ oo. Logo, 
no intervalo [0, t 0]. Note que é essencial que g e g' sejam assintoticamente nulas, mas não 
necessitamos assumi-lo separadamente, pois isso segue por ser 119111 < oo e g pertencer a 
C2(IR) (veja o lema abaixo). 
LEMA 2.1.5 . Seja g E H 1(JR) n C2 (JR) . Então g é assintoticamente nula. 
Demonstração. Suponhamos, por absurdo, que g(x) não tende para zero quan-
do x ~ +oo. Então existem um E > O e uma sequência de números reais {an} com 
limn-too an = oo tal que lg(an) l > €. 
Sem perda de generalidade, podemos assumir que { an} é estritamente crescente, que 
os g(an) > O 'Vn, e que para cada n existe Yn E (an, an+I) tal que g(yn) ~ ~€. Observemos 
que a última afirmação acima pode ser feita porque g E L 2 (IR) , de modo que g ~ ~E pode 
valer apenas sobre um conjunto de medida finita. 
Seja bn = sup{x: x < an e g(x ) =~E}, e seja Cn = inf{x: x > an e g(x) =~E} . 
Como g é contínua, estas definições fazem sentido. Escrevamos In = (bn, c,.). Então {In} 
é uma sequência de intervalos abertos disjuntos, não vazios tal que g(y) ;::: ~E para y E In 
e g(y) = ~é nos extremos de In· Segue-se que IIn l = Cn - bn ~ O quando n ~ oo, pois 
g E L2 . 
Aplicando o teorema do valor médio a g em In , vemos que existem Xn E (bn, an) e 
Zn E (an,Cn ) tal que 
Logo, 
lg'(xn)l;::: 2(an ~ bn) ' lg'(zn)l;::: 2(c,. ~ an)' 
porque para y E In, g(y) ~ ~é. Daí, segue-se que, por exemplo, existe Àn E (bn , Cn) tal 
que 
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Como Cn- bn -+O quando n-+ oo, chegamos a um absurdo, pois por hipótese g' é 
limitada. O 
OBSERVAÇÃO 3 . A condição E(u) < oo implica que u(·, t) é contínua e que llu(·, t) II Loc :::; 
I llulh = (E(u)) 2 . Portanto, por {2.22} temos que u(-, t0 ) tem as mesmas propriedades que, 
quando assumida por u(x, 0), possibilitou a existência de uma solução para t E [0, t 0 ]. 
Este argumento pode ser repetido um número arbitrário de vezes, e assim podemos jazer 
t0 arbitráriamente grande. 
Agora vamos enunciar o resultado que queríamos estabelecer nesta seção. 
TEOREMA 2.1.6 Seja g(x) E C2(1R) n H 1(JR). Então existe uma única solução u E c~oo 
para o PVI (2.3}. Para cada t E [0, oo) as funções otu e o~ux (l = O, 1, , 2, . . . ) são 
assintoticamente nulas, e consequentemente, E(u) = Eo. 
Demonstração. Só falta provarmos a unicidade. A existência segue dos lemas e da 
Observação 3. 
Sejam u1 e u2 soluções de (2.3) e seja w = u 1 - u2. Então w satisfaz o PVI 
{ 
Wt + Wx + ![(ul + u2)w]x - Wxxt =o, X E IR, t 2: o 
w(x, O)= O (2.23) 
Das propriedades de u1 e u2 segue-se que cada termo em (2.23) é contínuo como 
função de x e limitado em IR. Além disso, como u1, u2 , (u1)xt e (u2)xt são assintoticamente 
nulas, temos que w e Wxt também o são. Assim, multiplicando a equação em (2.23) por 
w e integrando por partes em IR, obtemos 
100 1100 -oo (wwt + WxWxt)dx - 2 -oo (ul + u2)wwxdx =O. (2.24) 
Como ub u 2 E H 1 (JR) , w E H 1(JR). EntãoJ de (2.1) temos que 
11: (u1 + u2)wwxdxl :::; ~C(t) 11 w lli 
onde 
C(t) = sup lu1 + u2l :::;11 u1 Ih + 11 u2 Ih · (2.25) 
xElR 
Logo, a primeira integral em (2.1) converge; e como 11 u1 Ih, 1  u2 Ih e 11 w Ih são limitados 
sobre um intervalo de tempo finito temos que 
100 1 d.E(w) -oo (WWt + WxWxt)dx = 2 dt , 
onde E(w) = 11 w lli- Então, da equação (2.1) extraímos a desigualdade diferencial 
dE(w) < ~C(t)E(w) 
dt - 2 ' 
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e resolvendo-a obtemos, 
E(w) $ [E(w)]to exp (~ 1t C (r )dr) . 
Como w(x , O) = O, [E(w)Jto = O. Assim, pela equação acima, E (w) = O. Logo, 
u1 = u 2 para todo t > O finito. o 
2.2 Existência de solução para o PVI regularizado. 
Nesta seção vamos extender um pouco mais os resultados da Seção 2.1. Por enquanto 
consideremos o PVI 
{ 
Ut + UUx + Uxxx - €Uxxt =O, X E JR, t ~O 
u(x, O} = g(x) (2.26) 
onde E E (O, 1] é fixado. A seguinte mudança das variáveis, dependente e independente, 
t ransforma o problema (2.26} no PVI (2.3), ou seja, 
{ 
Vt + Vx + VVx - Vxxt 
1 
O, X E JR, 
v(x, O) = h(x) = Eg(E2x) 
t~O 
Como € é fixado, h é da mesma classe de funções que g. 
(2.27) 
(2.28) 
LEMA 2.2.1 . Seja h E Hm , onde m ~ 2. Então, existe uma única solução u E 1CF para 
o PVI (2.28), para todo T > O finito. Além disso, para j ~ 1, ô{u E 1t:p+1, para cada 
T >O finito. 
Observação. Param ~ 2, cada termo na equação diferencial em (2.28) é contínuo 
como função de x e de t , e u satisfaz a equação pontualmente. Assim, u é uma solução 
clássica para o PVI (2.3). Se m = 1, ainda temos o resultado, mas u satisfaz a equação 
diferencial pontualmente, para cada t , apenas para quase todo x . 
Demonstração (do Lema). Como m ~ 2, as hipóteses são suficientes para implicar 
os resultados do Teorema 2.1.6. Podemos então concluir que (2.28) tem uma única solução 
u: que em particular está em 1-l.~. Logo, u satisfaz a equação integral (2.4), ou seja, 
onde 
u(x, t) = h(x) + 1t L: K (x- y) [ u(y, r)+ ~u(y, r )2] dydr. (2.29) 
K (z) = ~sgn(z)e- lz l _ 
2 
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Para cada tE [0, T], temos que u E 1l}, pois 
Ux = h' + r ( U + ~u2)dr -1t roo ~e-lx-yi (u + ~u2) dydr, Jo 2 o } _00 2 2 (2.30) 
e como u E 1lr, pela Proposição 1.4.2, u2 E 1lr. 
Por esta representação de u, segue por indução que, para cada T > O finito, u E 1l'!p. 
De fato: suponhamos que u E 1l~ para algum O ~ j < m. Derivando j vezes em ambos 
os lados de {2.30) obtemos: 
(2.31) 
Como u, u2 E 1l~ , o lado direito de (2.31) está em 1lr. Assim, u E 1l~ e ~+1u E 1lr; 
então u E 1l~+l· Logo, u E 1l'!p, e como h só pode ser diferenciado m vezes, a indução 
para aquí. Note que, sem> 1, nã-0 asseguramos que u E 1l~ , pois as relações obtidas não 
asseguram que derivadas de ordem maior que um da solução não cresçam indefinidamente 
no tempo para t E [0, oo). 
Diferenciando (2.29) em relação a t, obtemos 
roo 1 
Ut = }_
00 
K(x- y)(u(y, t) + 2u
2 (y, t))dy. (2.32) 
Então Ut E 1lT'. Mas temos que a convolução com K aplica Hm continuamente sobre 
H m+l ,e assim ocorre o mesmo entre 1-l.T e 1l'T+1. Portanto, segue-se que Ut E 1l'T+1. 
Suponhamos que ôf E 1l-:;+1 para j ~ s, onde s ~ 1; escrevemos 
Pela Proposição 1.4.2, ôt(u + ~u2) E 1l'!p. Como a convolução com K aplica 1l!p 
continuamente sobre 1i-:;+l, ôf+1u E 1l';+1 . 0 
O próximo lema é uma consequência do Lema 2.2.1 acima e da mudança de coorde-
nadas (2.27) entre os PVI's (2.26) e (2.28). 
LEMA 2.2.2 . Seja g E Hm, onde m ~ 2. Então existe uma única solução u para a 
equação regularizada {2. 26) com valor inicial g, a qual está em 1l'T para cada T > O 
finito . Além disso, para O ~ l ::; m, ô~u E 1l';-1 , para cada T > O finito. 
CoROLÁRIO 2.2.3 . Seja g E H 00 . Então, extSte uma única solução u E coo para a 
equação KdV regularzzada (2.26}, e u com todas as suas derivadas estão em 1lr para 
qualquer T > O .fimto. 
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2.3 Obtenção de estimativas a priori do PVI 
regularizado. 
Pelo último resultado da Seção 2.2 temos que a equação KdV regularizada tem solução 
C00 , se o dado inicial é coo. Mui tas vezes, na teoria de equações diferenciais parciais, é 
muito importante a obtenção de estimativas a priori que a solução suave deve satisfazer. 
Note que não se pode obter limitação a partir de (2.28), pois a inversa da mudança 
de coordenadas (2.27) é singular em € = O. Portanto, os limitantes devem ser obtidos 
diretamente da equação (2.26). 
Em toda esta seção, o dado inicial g E H 00 • Então, denotaremos por u a solução de 
(2.26) para o dado inicial g, garantida pelo Corolário 2.2.3. Temos que u e todas as suas 
derivadas em relação a x estão em 1-lr para qualquer T > O finito. 
PROPOSIÇÃO 2.3.1 . A solução u de {2.26} para g E H 00 satisfaz a desigualdade 
(2.33) 
para todo t > O, independente de € E (0, 1], onde a : IR+ ----+ IR+ é contínua, monótona 
crescente, com a(O) =O. 
Demonstração. Multiplicando a equação regularizada (2.26) por u e integrando 
sobre IR e sobre [0, t], após integrar por partes, sabendo-se que u e todas as suas derivadas 
em relação a x são assintoticamente nulas, para todo t > O, obtemos 
(2.34) 
Multiplicando a KdV regularizada por Uxt e integrando por partes, obtemos a iden-
tidade 
Multiplicando a KdV regularizada por u2 + 2uxx, integrando-a sobre IR e sobre [0, t], 
e usando a identidade acima, temos que para todo t > O, 
[u;- - u3]dx = [g' 2 - -l]dx. 100 1 100 1 -oo 3 -oo 3 (2.35) 
De (2.34) temos que, independente de € E (O, 1], 
(2.36) 
31 
Então, usando a desigualdade (1.28) da Seção 1.4, por (2.35) e (2.36) obtemos a 
desigualdade l: u;dx - ~ l: u 3dx + l: [g· 2 - ~l]dx 
1 100 100 1 100 < 3 sup lu I u2dx + g· 2dx +- sup lgl g2dx 
xElR -oo -oo 3 xElR -oo 
1 1 
< 31lulllllull2 + llg'll2 + 3llglldlgll2 
< ~ llulhllg ll i + llglli + ~ llg ll ~· 
Logo, independente de t ~O e € E (0, 1), 
Então, 
1 1 llulli- 3llulhllglli + (2llglli- 3llgiiÜ ::; o 
e resolvendo esta inequação quadrática obtemos 
llull1 ::; ~ [llglli + llgll1 (llglli + 12llglh + 8) t] ; (2.37) 
e assim segue-se que, independente de t ~ O e € E (0, 1] 
llulh $ a(llglh), 
onde a: JR+ --* JR+ que é definida por 
a(.X) = ~ [.x2 +À (.X2 + 12.-\ + 8) t J (2.38) 
é contínua, monótona crescente com a(O) =O. O 
Temos um corolário da proposição anterior cuja verificação segue de (1.28). 
COROLÁRIO 2.3.2 .Consideremos o PVI {2.26) com dado inicial g E H 00. Sua solução 
u satisfaz 
sup I u(x, t ) I< a(llglh), 
xElR,t~O 
(2.39) 
onde a é a função definida em {2.38}. 
PROPOSIÇÃO 2.3.3 . Sey"am T > O e g E H 00 dados. Então existe €o = €o(T, llgll3) tal 
que a solução u de (2. 26} para o dado inicialg e qualquer € E (O, !o] satisfaz a desigualdade 
(2.40) 
independentemente de t E [0, T ], onde a1 : JR+ --* JR+ é contínua, monótona crescente e 
a1 (O) = O. 
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Demonstração. Multiplicando a equação regularizada por u3 + 3u; + 6uux:r + 
18 18 
. t d t h ' . 'd 'd d 5 5Uxu:r e m egran o por par es, c egamos a segumte 1 entl a e: 
d 100 [9 2 2 1 4] 100 3 2 18 dt 5uxx- 3uux + 4u dx = E [u + 3ux + 6UU:z:x + -U:z:xxx]UxxtdX. 
-oo -oo 5 
Após algumas integrações por partes a identidade acima toma a seguinte forma, 
Então, definamos 
e integremos (2.41) de O a t para obtermos 
V(t) = V(O) -E 1 t 100 [3utu;x + 3u2uxU:z:t + 6uxUxxUxt)dxd-r. (2.42) 
O -oo 
Pelo Corolário 2.3.2, ué limitada para todo x e tem termos de 11911 1 como em (2.39). 
Assim existe um E1 > O tal que se O < é~ €1, então 
13 9 
- > - - 3w > 1. 5 - 5 - (2.43) 
Então, para E E (O, t 1], obtemos da identidade (2.42) a seguinte desigualdade 
Os dois primeiros termos do lado direito de (2.44) podem ser limitados, independente 
de é E (O, t 1), da seguinte maneira: se E :::; E1, então usando (2.43) com t = O, e {1.28) 
duas vezes, obtemos: 
V(O) 
(2.45) 
Analogamente, mais uma vez usando (1.28), temos 
(2.46) 
e pela Proposição 2.3.1, 3llullt é limitado em termos de JJg JJ1 . Seja C uma constante 
dependendo monotonicamente de llgJ!J, que limita os dois primeiros termos do lado direito 
de (2.44) . Então, de (2.44) obtemos a seguinte estimativa 
onde 
11 / lloo = sup IJ(x)J. (2.48) 
xeiR. 
Como, pela Proposição 2.3.1 e o Corolário 2.3.2, llull1 e llulloo são limitados por uma 
função de IJglh independentemente de € e t ~ O, da desigualdade (2.47) conseguimos a 
seguinte desigualdade: 
onde C é uma constante dependente de IJglls e independente de € e t ~ O. Denotando por 
A= A(t ) = llulb, {2.49) 
a última desigualdade torna-se 
Diferenciando a equação regularizada em relação a t e pondo v = Ut , temos a equação 
Vt + (uv)x + Vxx:x: - éVxxt =O. 
Multiplicando esta equação por v, integrando sobre IR e fazendo algumas integra~ões por 
partes, obtemos 
Integrando a equação acima de O a t, obtemos 
I: (u~ + w;t)dx =I: [ut(x, 0)2 + tU:x:t (X, 0)2]dx- 1t I: Uxu;dxdr . (2.51) 
Definamos 
(2.52) 
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Então, por (2.51) e (2.52) otemos a seguinte desigualdade: 
(2.53) 
Podemos melhorar as desigualdades (2.50) e (2.53) através das seguintes desigualda-
des enunciadas no lema abaixo. 
LEMA 2.3.4 . As segumtes desigualdades são válidas: 
onde C depende de II9III-
(i) 
(ii) 
(iii) 
Demonstração ( do lema) . (iii) é imediato e (ii) segue da primeira parte de (1.28) 
aplicada a U:r e da limitação de llu:rll obtida em (2.33). Para provarmos (i) usamos (1.28) 
e a conhecida desigualdade ab ::; a2 + b2 . Temos que, 
llutll;, :S llutll lluxtll =f-~ [llutll(d llu,tll)] 
:S E- ~[llutll 2 + eiiu:rtW] = E-tB(t)2; 
tomando a raiz quadrada em ambos os lados, obtemos (i). 
Pelo Lema 2.3.4 e as desigualdades (2.50) e (2.52) obtemos o seguinte sistema de 
desigualdades integrais: 
{ 
A2(t)::; C+ eC J;[c~BA2 +c~ E + ctBA~]dr, 
B 2(t) ::; B 2(0) +C J; A~ B 2dr 
Devemos limitar B(O), fazemos isso no lema a seguir. 
(2.54) 
LEMA 2.3.5 . SeJa u a solução para o problema regularizado {2.26) com g E H 00 . Então 
B (O) $ llgi!J(II9Ih + 1). (2.55) 
Demonstração. Mult iplicando a equação regularizada por Ut e integrando por par-
tes chegamos à seguinte identidade 
Então, 
B 2 (t) - I: Ut(UUx + Uxxx)dx 
< B(t)llulb(llulh + 1). 
B (t) :S lluib(llulll + 1). 
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(2.56) 
Logo, 
o 
Assim, denotando por C constantes que dependem somente de llgJJk para k ~ 3, e 
independente de T e e E (0, e I], o sistema (2.54) transforma-se no seguinte sistema de 
desigualdades integrais: 
{ 
A2 ~C+ eC I:[ciBA2 + c~B + ctBA~]dr, 
B 2 ~C+ C I: A~B2dr. (2.57) 
Denotando D 2(t) = A2(t) + 1, e substituindo no sistema acima, chegamos ao sistema, 
{ D
2 ~ C + d C I: BD2dr, 
B2 ~C+ C I; D~B2dr 
Há uma maneira conveniente de escrever as constantes em (2.58): 
(2.58) 
(2.59) 
onde a, {3, e 1 independem de e ~ e1 , se e1 < 1. (Primeiro escolhamos e1 < 1 de acordo 
com as restrições em (2.43), então tomamos a, f3 suficientemente grandes, e finalmente 
escolhemos 1 suficientemente grande. Como podemos tomar a constante C em (2.58) 
dependendo monotonicamente de llgJb, então sem perda de generalidade, a, f3 e 1 estão 
bem definidas, embora isto não seja muito importante no que segue). Agora definamos 
De B por 
{ 
D
2
= ( 1_: 7 ):+d!j-I;~2Bdr, 
B2 = ( 13 ) + ~ rt D 2 B2 dr I-€; 0 Jo 
(2.60) 
Então por construção temos que D ~ De B ~ B para todo t ~ O. Mas, de acordo com 
J. Bona e R. Smith (vide [3], pág. 566), D e B podem ser determinados explicitamente 
como 
( )
2 ( fJ-yt ) - a - e D= 1 , B= l . 
1 - e 2 e-rt 1 - e 2 e-rt 
(2.61) 
1 
Se escolhermos €2 tal que 1-eJ efT ~ ~, e eo = min { €1, €2}, então como 1 depende somente 
de JJgJJa, e0 = e0 (T, JJgJJ3 ). Além disso, se O < e ~ e0 , (2.61) então mostra explicitamente 
que De B são limitados em [0, T], independente de e ~ e0 , com uma cota dependendo 
apenas de Te da norma H 3 do dado inicial. Assim, vemos que Jlutll e llull2 são limitadas 
em [0, T], independentemente de f. E (0, f.o]. Em particular, pela fórmula explícita de D, 
temos que, por O' depender monotonicamente de llgJJ 3 , pelo menos para e ~ e1, podemos 
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escrever llull2 ::; a1 (119113) no intervalo [0, T] para tE (0, to] onde a1 é contínua, monótona 
crescente e a1 (O) =O. É importante notar que para todo t ~ O, 
lim sup lluxx ll ::; a= a(llgll 3)· 
f.!. O 
(2.62) 
o 
Para finalizar, vamos agora obter estimativas a priori das derivadas de ordem superior 
a 2. 
PROPOSIÇÃO 2.3.6 . Sejam T > O e g E H00 , e seja to como na Proposição 2.3.3. 
Então, para t ::; to , a solução do PVI regularizado (2.26) é limitada em 1-l'T, para todo 
m ~ 3, com um limitante dependendo somente de T , to, ll9llm e d llgllm+l· 
Demonstração. A demonstração é feita por indução. Sabemos pela Proposição 
2.3.3 que u é limitado em 1-lj,, onde o limitante depende somente de T, to e 11 9113. Seja 
m > 2 e suponhamos que u seja limitado em 1-l'T- 1 independente de t em (0, e0] com um 
limite dependendo apenas de T , to e ll9ll m· Vamos mostrar que ué limitado também em 
1-l:p, com um limite dependendo somente de T , to , ll gl lm+l e d ilgl lm+l· 
A partir de agora vamos utilizar a seguinte notação 
para a derivada em relação a x . Multiplicando a equação regularizada por U(2m) e inte-
grando por partes, obtemos 
:t I:[u~m) + eu~m+l) Jdx =-I: (u) ~m+l)U(m)dx . 
Como ué limitada em 1-l!'p-1 , independentemente de E E (O, Eo], segue-se que 
onde C= C(T, Eo, llgllm)· 
{ 
llu(r) li ::; C, para r ::; m- 1, 
llu(r) lloo ::; C, para r ::; m - 2, 
(2.63) 
(2.64) 
Usando a regra de Leibnitz para expandir a integral do lado direito de (2.63) , obtemos 
oo oo m-2 
[
00 
(u2)(m+l)U(m)dx = [
00 
[coUU(m+l)U(m)+CtUzU~m)+U(m) ~ CrU(r)U(m+l-r)+u~m- l}u(m) ]dx. 
(2.65) 
O último termo no integrando do lado direito em (2.65) só ocorre quando m = 3, 
além disso, sua integral é zero. Integrando convenientemente por partes o primeiro termo 
do lado direito de (2.65) obtemos, 
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e então, podemos juntá-lo com o segundo termo da mesma integral. Como m ~ 3, por 
(2.64) temos que lluxll oo ~C. Então obtemos a seguinte desigualdade: 
! 1: iu/m) + <Um+t2]dx S C 100 u/m)dx + I: c,. llucm) lllluc,l llro llu(m+l -') li 
-oo r=2 
Definamos 
Em(t) = I:[Ufm) + w~m+l)]dx. 
Então a última desiguadade implica em 
dEm dt ~ C(Em + 1), 
pela qual obtemos para t ~ O, 
Em(t) ~ Em (O)ect + ect- 1, 
independentemente de € ~ Eo e t E [0, T ]. O limite para Em(t ) depende somente de ll9llm 
e Etll9llm+l> pois C depende somente de ll9llm e 
1 
Portanto, llu(m) ll ~E~ é limitado sobre [O, T ], e então ué limitado em 1Cp, independente 
de E em (0, Eo]. O 
LEMA 2.3 .7 . Se V E 1C:p, então K! *V é limitada em 1-l'T independentemente de € ~ O , 
onde Kt(k) = (1 + Ek2)-1. 
Demonstração. Para cada tE [0, T], considere Ke *V= (Ke *V)(·, t). Temos que 
- 1 ...... Ke * 11 = Ke V = k2 11. 1+€ 
Por hipótese V : [0, T] ---+ Hm é contínua e limitada. Então, para cada Para cada tE [0, T], 
IIKe * Vll?n i: (1 + k2 + · · · + k2m) l~(k) l2dk 
- ~oo (1 + k2 + ... + k2m) 1 k21V(k)l2dk 
-oo 1 + € 
< I: (1 + k2 + ... + k2m)IV(k) l2dk 
- IIVII?n-
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Tomando o supremo sobre (0, T] em ambos os lados na desigualdade acima, obtemos o 
resultado. O 
COROLÁRIO 2.3.8 . A solução u para o PVI regularizado (2.26) com g E H 00 é limitada 
em 1{,~·1 , mdependentemente de E:::; Eo, para todo k, l e T ~O. 
Demonstração.Escrevamos a equação regularizada na forma 
Agora invertemos o operador 1- Ea; , como no Lema 2.2.1, e obtemos a expressão 
onde K!(k) = (1 + Ek2 ) - 1 . Como para cada m ~ O o lado direito da última equação é 
limitado em 1-l"!p, independente de E E (0, Eo], então pelo Lema 2.3.7 segue-se que Ut é 
limitado em 1-l"!p para cada m ~ O, independente de E suficientemente pequeno. Logo, 
a;ut é limitado em 1-lr para cada k ~ o, isto é, u é limitado em 1{,:;·1 para cada m, 
independente de E em (O, Eo]. Agora, suponhamos por indução que ~~;: é limitada em 1-l!p, 
ou seja, que u é limitada em 1-l:;·n. Temos que 
Como por hipótese, Vn = Utn Utnx + Utnxxx é limitada em ~,n, o corolário está demons-
trado. O 
2.4 Convergência das aproximações. 
Seja g E H5 onde s ~ 3 e seja E > O. A regülarização gE de g é definida por 
(2.66) 
onde cp é uma função C00 par, com O :::; cp ~ 1 e cp(O) = 1, tal que 'l/;(k) = 1 - cp(k) tem 
uma raiz de ordem infinita no zero e tal que cp tenda exponencialmente para O em ±oo. 
Podemos citar muitas dessas funções; por exemplo, cp(k) = e-g(k) onde g(k) = k2e-11k2 • 
Temos que gé E C00 , pois 9t = ( cp) v * g. Como g E L2 , segue-se que g( E H00 • Portanto, 
existe uma única solução uE(x, t) = u(x, t, E), cujas derivadas pertencem a 1-lr para todo 
T > O, para a equação KdV regularizada com valor inicial regularizado g(: 
{ 
Ut + UUx + Uxxx- EUxxt =O, 
u(x, O) = gé(x). (2.67) 
O lema a seguir tem como propósito a obtenção de limitações para várias normas de 
9t em termos de normas de g. 
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LEMA 2.4.1 . Seja g E Hs onde s ~ 3 e seja gE a versão suavizada de g definida em 
{2. 66}. Então quando e .j. O, 
{ 
ll9tll.,+i = O(c ti{. para j = 1, 2, · · · 
119- 9EIIs-1 = o(e63 ) para j = 1, 2, · · · 
119- 9t lls = o(1). 
(2.68) 
Além disso, o primeiro limite vale uniformemente sobre subconjuntos limitados de H 5 , 
e os dois últimos, uniformemente sobre subconjuntos compactos de H 5 • O segundo vale 
uniformemente sobre subconjuntos limitados de H 5 se trocarmos o(t tJ) por O(eki). 
Demonstração. Temos que 
ehll9tii;+J = €~j I:[1 + k2 + · · · + k2(s+j)JI~(k)l2dk 
l oo [ 1 .1 + ... + k2(s+j) I l t31 tp2 (esk) [1 + · · · + k25]lg(k)l 2dk -oo 1 + ... + k2s 
[ 
I ·1 + ' · ' + k2(s+j) I l 
< sup e33 tp2 (esk) 11911;. (2.69) 
kEIR 1 + · · · + k25 
Na desigualdade acima façamos a seguinte mudança de variáveis: K = tik e ry =é!. 
Como O < é < 1, então O < ry ~ 1. Consequentemente 
1. 2 2 [ 1 + ... + (K2 /ry)s+i l 2 
€
31 ll9tlls+J < ll911s ;~~ 'Y1 1 + ... + (K2 /ry)$ 'P (K) 
2 [rys+J+···+K2(s+J)] 2 
< ll9lls sup , K2 cp (K ). 
KEIR 'Y5 ,.. • ' • + 5 
Fazendo separadamente IKI < 1 e IKI ~ 1 chegamos à seguinte desigualdade 
e! 1 ll9tll;+i ~ ll9ll;(s + j) sup {1 + K 23 cp2 (K)}. 
KEJR 
Extraíndo a raiz quadrada em ambos os lados na desigualdade acima obtemos 
(2.70) 
onde C= { (s + j) supKem{1 + K 2ir.p2(K)} t, que independe de g e de é. Logo a primeira 
desigualdade em (2.68) é verdadeira para subconjuntos limitados de H 5 • 
Observemos que se g E HS, então 
(2.71) 
Quando e.!. O, o integrando tende a zero em quase todo ponto. Além disso, o integrando 
acima é limitado pela função integrável 
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Logo, pelo teorema da convergência dominada de Lebesgue, IJg - g~lls --1- O quando E_(, O, ou 
seja, llg- 9<lls = o(l), e assim, provamos a terceira conclusão de (2.68) . Para demonstrar 
que em compactos a convergência acima é uniforme, é suficiente mostrar que 
9n -+ g em Hs => ll9ne- 9nlls -+ O quando E-!- O uniformemente para n = 1, 2, . .. , (2.72) 
pois compacidade sequencial é equivalente a compacidade em espaços métricos. 
Para provar isso, seja f > O. Queremos encontrar um Eo > O tal que se O < E ~ Eo , 
então ll9ne- 9nlls < 1 para todo n = 1, 2, .... Para todo n, 
ll9ne- 9eJI; = ll(9n- 9)eJI 2 I: cp2(ctk)(1 + ... + es)l9n(k)- g(k)l 2dk 
< I: (1 + · · · + k25)Jgn(k)- g(k) J2dk = IJgn - giJ;. (2.73) 
Assim, para verificar (2.72) , escolha N tão grande que se n ~ N , então ll9n- gJis < tf· 
Então escolha Eo tão pequeno que ll9ke - 9k ll s < ~f para 1 ~ k ~ N e IJge - g Ji s < 3f, 
para é E (0, c0]. Então, certamente 
ll9nE- 9n lls <f> 
para 1 ~ n ~ N. Se n ~ N, então por (2. 73) temos que 
IJ9nt- 9nlls < IJ9ne- 9ells + IJge- 9Jis + IJg- 9n lls 
< IJgn- 9lls + ll9e- 9lls + JJg- 9nlls 
1 1 1 
< 3'' + 3"1 + 3"1 = f • 
Logo, (2.74) é válida para todo n. 
Para a segunda desigualdade em (2.68), temos que 
· · · '!j/(c~k) [1 + .. . + k25]Jg(k) J2dk 1oo [ 1 + + k2(s-j) l -oo l+ ... +k2(s) 
(2.74) 
[
1 + ... + k2(s-j) l l1oo l .-
< sup k25 '1/J(Eak) 1j;(cãk)[l + . . . + k25 ]Jg(k)J2dk kEIR 1 + · · · + -oo 
< Cc~j 1: 1/J(E~k)[1 + .. . + k25]Jg(k)J2dk, 
onde C é novamente uma constante que não depende de g nem de E ~ 1. Como na demons-
tração acima de que IJ g - 9<lls = o(1) , a integral do lado direito da última desigualdade 
acima é o(l) quando E ..1- O, uniformemente sobre subconjuntos compactos de H 5 • A inte-
gral acima também é limitada por Jlgl!;, logo Jlg- 9e ll s-j = O((~i) uniformemente sobre 
subconjuntos limitados de H 5 . Portanto, o lema está provado. O 
CoROLÁRIO 2.4.2 . Seja s ~ 3. Então, para cada T > O finito Ue é limitado em 1if. 
para todo é > O suficientemente pequeno. Além disso, cimue é limitado em 1i~+m para 
todo ( > O suficientemente pequeno , para cada T > O finito e m ~ 1. 
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Demonstração. Pela Proposição 2.3.6, lluells é limitada, com cota superior depen-
dendo de T, Eo, ll9ells e E~ ll9ells+b isto é, 
Jluells S C(T, Eo , ll9e lls, E~ ll9ells+I)· 
Também temos que ll9ells S JJglls e d ll9ells+l S Cd llgJJs (propriedades de regularização), 
pOIS 
JlgeJI; - I: (1 + k2 + · · · + k28 ) l ~(k) J2dk = 1: (1 + k2 + ... + k28 )cp2 (Ekk)i:g(k)l 2dk 
< I: (1 + k2 + ... + k25)lg(k) l2dk 
1911;, 
e por (2. 70) com j = 1 temos 
ou seja, 
logo, 
1 1 E2 ll9dls+l S CE3 JigiJs, 
(onde 9e é o valor inicial para o PVI regularizado cuja solução é ue)· Portanto, 
- 1 IJueJJs ~ C(T, Eo, JlgJs, éS JlgJJs) . 
Logo, independente de tE [0, T] e de E S Eo, lluells possui uma limitação que depende 
somente de T, Eo e JlgJis· 
A segunda parte do corolario é imediata, pois 
JJé~muells+m = E~m JJue l ls+m S ékmC(T, IJ gEJis+m, d ll9ells+m+l) , 
e por (2.70) com j = m, 
éim JI 9e lls+m s Cll9lls e EimJI9ells+m+l ::; CJJglls· 
E assim, o corolário está demonstrado. o 
COROLÁRIO 2.4.3 . ÔtUe é limitado em 1f}Ç3 (s ~ 3) e áma;+m-3ÔtUe é limitado em 1lr 
independente de € suficientemente pequeno, para todo T > O finito e m = l , 2, ... , 5. 
Demonstração. Ue satisfaz a equação 
ÔtUe + UeÔxUe + a;uE- éÔtÔ~UE = 0, 
então 
42 
e multiplicando (compondo) o operador (1 - Ea;) pelo seu inverso em ambos os lados, 
obtemos 
8tUe = -(1- E8;t1 (ue8xUe + 8!ue)· 
(Observemos que (1 - E8i)(1- Ea;) - 1 = Id implica em 1(1- ea;llooll1- ea;)-1 lloo = 1, 
ou seja, li (1- Ea;)-llloo = 111- t:8~11~1 .) Logo, 
ll8tuells-3 < 111- ea;ll~1 llu€aX u€ + a;uells-3 
< llue8xUe + a;uells-3 
< Jluells- 3118xuells-3 + 118;ue lls-3 ~ J l ue J ]~ + J Ju~rlls 
< [ C(T, Eo , ll9ells: d ll9ells+l)] 2 + C(T, Eo, ll9eiJs, tJ ll9ells+d 
< C(T, Eo , ll9lls), (2.75) 
pOiS Jluells-3 ~ I lu€ lls, ll8xUells-3 :S lluells e JI8~Ue l l s-3 :S lluells· 
Analogamente, temos 
eimJI8tuells+m-3 < t:im( Jiuel ls+m-31luells+m-z + llu~:lls+m) 
< C, (2.76) 
onde, pelo Corolário 2.4.2, C é uma constante que não depende de E suficientemente 
pequeno, pois m ~ 5. D 
PROPOSIÇÃO 2.4.4 . Seja 'Ut a solução do PVI {2.67), onde g E Hs e s 2: 3. Então {uf} 
é Cauchy em 1íf quando é -!. O. 
Demonstração. Seja u = Ue e v = Uó, com 8 :S é. Basta provarmos que llu-vlls -tO 
quando é-+ O. Seja w = u- v. Então w satisfaz, 
Além disso, 
~ (u2 -v2)x - [~(u2 -2uv+v2 -2v2 +2uv)]x 
- [~w2 + v(u - v)L 
_ ( vw + ~w2) x . 
Por conseguinte, w satisfaz a equação 
Wt + ( VW + ~W2) x + Wxxx - ÓWxxt = (é - 8)uxxt' 
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(2.77) 
com w(x, O)= g!(x)- 95(x) = h(x). Seja j ~ s; multipliquemos a equação (2.77) por w(2i) 
(por W(j) significamos Ôfw) e integremos por partes em relação a IR e em [0, t]. Temos que 
(f - 8) 1t 100 W(2j)UxxtdXdí = ( -1 )1 (f - 8) t 100 Ut,(j+2)W(j)dXd-r 
o -oo lo -oo 
e consequentemente, de (2. 77) obtemos a seguinte identidade: 
J~00 [hfj) + 8h[j+l)]dx 
2 J; f~00[(uw + ~w2)1 +1 - (f- 8)Ut,(j+2)]W(j)dxd-r. (2.78) 
Façamos j =O em (2.78). Definamos 
e portanto, 
Também temos que, 
Assim, para j = O, (2. 78) toma a forma 
1t !00 1 1t ! 00 V0(t)2 = V0(0) 2 - 2 (wx + -ux)w2dxdí + 2(f- 8) U:cztWdxdT. O - oo 2 O - oo 
Pelo Corolário 2.4.2 segue-se que lw:c + !ux I é limitado sobre [0, TJ, por uma constante 
C1 que depende de Te 11 911 3 e que independe de f (para f suficientemente pequeno). Além 
disso, pelo Corolário 2.4.3, f1 iiuxxtii é limitada, para t E [0, T] por Cz, onde Cz depende 
de T e de llgll3 , mas não depende de f , quando ele é tomado suficientemente pequeno. 
Portanto para E pequeno, 
Vo(t) 2 ~ V0(0) 2 + 2Cl 1 t Vo(í) 2dT + 2fjC21t Vo(T)dT. 
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Seja t E [0 1 T] e considere 
U(t) = Vo(0)2 + 2Cl lt Vo(T) 2dT + 2e~C2 lt Vo(T)dT. 
Temos que U(O) = Vo(0) 2, V0 (t) 2 :::; U(t) e 
U'(t) = 2C1Vo(t)2 + 2t~C2Vo(t) S 2CIU(t) + 2t~C2U(t)~~ 
então 
U'(t) l _! 
U(t) = 2Cl + 2taC2U(t) 2 . 
Definindo W(t) 2 = U(t) e substituindo na inequação acima, obtemos 
isto é, 
• 2 
w s é3C2 + c1w. 
Logo, pelo Corolário 1.1.7, segue-se que 
W(t) < (W(O) + dC2) eClt - dC2 c1 c1 
< Vo(O)eC1T + t~C2 (eClT - 1) C! \ 
e assim, 
llwll S Vo(O)eC1T + E~C2 (eC1T - 1) 0!1. (2.79) 
Observemos que, pelo Lema 2.4.1 quando E j_ O 
1 
Vo(O) - {l:[(g6(x)- 9e(x))2 + 8(g'6(x)- g'~(x)) 2]dx} 2 
1 
< llgc; - gll1 + llgE- gll1 S Ce3 1 
nos garantindo assim que llw ll S C e~ 1 para E suficientemente pequeno. Portanto, { uE} é 
de Cauchy em 1-lr. 
Consideremos agora j = 1 e novamente, a título de economia, definamos 
e assim 
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Integrando por partes (2.78) obtemos 
vl (t)2 = Vi (0) 2 - 21t I: ( ~Wx + ~Ux) w;dxdT- 21t I: [ux:z:w - (E- 8)uxx:z:t]WxdxdT. 
Mas pelos Corolários 2.4.2 e 2.4.3 acima, em (0, T], J~w:z: + ~uxl, Juxxl e Et lluxxxt ll são 
todas limitadas, independente de €, quando € é suficientemente pequeno. Também, como 
mencionado acima, llwll ~ Cd sobre [0, T] para € suficientemente pequeno. Assim, para 
€ suficientemente pequeno, temos que 
V1(t) 2 < V1 (0) 2 + 2C 1t (l lwxW + €! llwx ll)dT 
< Ví(0)2 + 2C 1t(V1(T)2 + EkVI(T))dT, 
onde aqui e no restante desta demonstração, C = C(T, Eo, JJg ll s) independe de € < €0 . 
Procedendo-se da mesma forma como fizemos para a obtenção de (2.79) obtemos, para t 
em (0, T], 
Logo, para t E [0, T] 
Também, como dantes, pelo Lema 2.4.1 
Ví(O) l 1 < Jlg- gE Jh + llg- 9ólh + 82 1Jg- 9ell2 + Ó2 ll9- 9óiJ2 
I 
< C€a 
quando € ---* O, (aqui ó < €) . Logo, { uE} é de Cauchy em 1-l} e para t E [O, T] e E 
suficientemente pequeno, 
(2.80) 
Para j = 2, (2.78) é 
Denotando 
então, 
46 
Pelo Corolário 2.4.3 temos que t~ lluxxxxtll é limitado, para E suficientemente pequeno e 
então o lado direito de (2.81) é limitado por dCIIwxxll· Diferenciando e agrupando os 
termos na integral do lado direito de (2.81), chegamos à integral 
Agora usando (2.80) e o Corolário 2.4.2, temos que sobre [0, T], 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
iux + Wx l $C, 
iuxxl $C, 
lluxxxl l $ C, 
1 llwx ll $ C€3, 
lwl ::;cd, 
(2.82) 
(2.83) 
onde C denota várias constantes independentes de E. Aplicando (2.83) a (2.82) temos 
11t l:[-~(ux + Wx)w;x - 3UxxWxWxx - UxxxWWxx]dxdrl 
< 1t [ CllwxxW + C€~ llwxxll ] dr. 
Chegamos então à desigualdade 
V2(t? < \12(0)2 + 2C 1t (1Wxxll 2 +E~ ll wxxl l)dr 
< V2 (0)2 + 2C 1t (V2(r )2 + Et"\!2 (r ))dr, 
por meio da qual obtemos 
llwxx li $ V2(t) $ V2(0 )eCT + E~ (ecr- 1) . 
Pelo Lema 2.4.1 
"\12(0) I < llhll2 + ó2 llhll3 
I 1 
< llg- g€ll2 + llg- 9óll2 + Ó2 llg- 9flb + ó2 llg- 9ólb 
I I l 
< C't6 + C'ô:::; Ct6. 
Substituindo isto em (2.84) segue-se que 
(2.84) 
(2.85) 
com tE [0, T}. Observemos que se s > 3, deveríamos obter Cd como limite, simplesmente 
porque pelo Lema 2.4.1 deveríamos ter o limite V2(0) $ Cd. 
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Finalmente, consideremos o caso j = 3. Definimos V3(t) da mesma forma que V2(t). 
A equação (2.78) toma a seguinte forma: 
V3(t) 2 = 113(0)2 - 21t I: [(uw + ~w2)xxuWxxx- (é- b)Ux:z:xxxtWxxx]dxdT. 
s Como €6llu:r:rxxxtll é limitada (ver Corolário 2.4.3), o segundo termo na integral acima 
1 
converge para O quando €6 .!. O. Novamente, derivando e depois integrando por partes o 
primeiro termo na integral da equação acima, obtemos: 
Pelos Corolários 2.4.2 e 2.4.3, por (2.80) e por (2.85), temos que para t E [0, T], 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
(vi i) 
Usando (2.87) em (2.86), conseguimos o seguinte limite superior para (2.86): 
21t (CIIwxxxll 2 + Céillwxxxll)dT. 
Então, para t em [0, T], 
e assim, 
llwxxxll ~ V3(0)eCT + €! (eCT- 1). 
Como antes, pela desigualdade triangular, 
(2.86) 
(2.87) 
que tende a zero quando €.!. O, onde ó ~ €, pelo Lema 2.4.1. Logo, para qualquer T > O 
finito, llwxxxll ---+ O quando € .!. O. 
Para s > 3 procedemos por indução, utilizando um argumento análogo ao do caso 
• 1 
s = 3. Como s > 3, pela observação após (2.85) temos que llwll2 < C€3, daí lwl, lw:rl ~ 
Cd, quando é.!. O. Para j + 1 < s, suponhamos por indução que, para é.!. O, 
(2.88) 
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Provemos que (2.88) vale para j. Seja 
ltj (t) 2 = 1: [w[j) + 8w[i+1)]dx . (2.89) 
Então temos a seguinte expressão para (2.78): 
Vj(t? = Vj (0) 2 - 21t 1: [(uw + ~w2) (;+1)- (~- 8)ut,(J+2)]wu>dxdT. (2.90) 
Seja 
1t1oo 1 I= - 2 [(uw + -2w2)(j+l) - (€- 8)ut,(J+2)]w(j)dxdT. O -oo 
Então, pela regra de Leibnitz, 
e assim, 
~ < C J.' L: (~ lwü+l-k)WliJ'"<•J I + t lw<1+t-k)W(k)W(j JI + <lut,(J+2JW(j) l) dxdr 
- r /_00 (W(j+l)W(J)U + 2WW(J)W(j+ l ))dxdT. (2.92) lo - oo 
Pela hipótese de indução (2.88), llwll1-l ::; Cc~ e assim, para O ::; k ::; J - 2, lwkl $ 
cd sobre IR X [0, T]. Pelo Corolário 2.4.2, llulls $ c e llvlls $ c, assim também iu (k) I ::; c 
e lw(k)l ::; C sobre IR x [0, T ], para O $ k ::; s- 1. Pelo Corolário 2.4.3, dl!ut ll s $ C. 
Portanto como j + 1 < s, podemos juntar esses fatos e concluir que 
~I < 
2 C r (llw{j)ll 2 + €Í llw(J)II)dT - r !00 (uw(J)W(J+l) + 2WW(j)W(J+1))dxdT lo lo -oo 
C 1t (llw(1)ll2 +E~ llw(J)!i)dT + 1t 1: (~ux + Wx)w[1)dxdT 
< C 1t (llw(j) 112 + ct llw(1 ) ll)dT + C 1t llwu> ll 2dr. 
Por (2.89) vemos que llw(j)ll $ Vj(t); conseqüentemente, 
~I$ C 1t ("V;(T? + t ~"V;(T))dT. 
Logo, de (2.90) obtemos a desigualdade 
Vj (t )2 $ \.j (0)2 + 2C 1 t[Vj (T) 2 + dVj (T)jdT, 
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(2.93) 
então segue-se que, para t em [0, T] 
(2.94) 
Pelo Lema 2.4.1, 
(2.95) 
Portanto, JlwJJ3 ::; Cd. Logo, 
I llwlls-2 ::=; Ct 3 . (2.96) 
O argumento indutivo dado vale para j = s - 1, com exceção de (2.95): para j = s-1 
temos v; (O) ::; C ti. Nesse caso, 
(2.97) 
Para j = s, ti Jlulls+l e f.~ llut,{s+2) li são limitados. Logo, procedendo-se como acima, 
obtemos a seguinte desigualdade: 
(2.98) 
que pelo Lema 2.4.1 , converge para zero quando f. -1- O, e assim a demonstração está 
completa. O 
OBSERVAÇÃO 4 Como nos será útil posteriormente, observemos que as várias constan-
tes que aparecem durante a demonstração da Proposiçao 2.4.4 dependem somente de T e 
de IJgiJk (onde k ::; s depende de qual constante está em questão) e não de t, quando f. é 
suficientemente pequeno. 
CoROLÁRIO 2.4.5 . As funções ut(x, t, €) são de Cauchy em 1iF3 quando f. -1- O. 
Demonstração. Suponhamos novamente 8 ::; f. e seja u = u! , v = u5 e w = u- v. 
Então como em (2.77), 
1 2 
Wt = -(uw + 2w )x- Wxxx + ÓWxxt + (€- 8)uxxt· (2.99) 
Pelo Corolário 2.4.3, os dois últimos termos da equação acima convergem para zero 
em 1{~-3 quando t -1- O. A convergência para zero em 14-3dos dois outros termos do lado 
direito de (2.99) segue da Proposição 2.4.4. O 
Agora temos ferramentas suficientes para provar um dos mais importantes teoremas 
de existência para o PVI da equação KdV, a saber: 
TEOREMA 2.4.6 . Dado g E Hs, onde s ~ 3, existe uma única solução u para o PVI 
para a equação KdV com valor imc%al g, onde u E 1if para todo T > O finito. 
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Demonstração. Primeiramente vamos demonstrar a unicidade. Suponhamos que 
existam duas soluções u e v; definamos w = u-v. Como Ut+uux+U:rxx =O e Vt+vx+Vxxx = 
O. subtraindo a segunda da primeira chegamos a 
Wt + UUx - VVx + Wxz:c = 0, 
e como 
1 
UUx - VVx - 2 [2uux - 2vvx] 
1 2 [ ( Ux + Vx) ( U - V) + ( U + V) ( Ux - Vx)] 
1 2[(u + v)w]x, 
segue-se que w satisfaz o PVI 
{ 
Wt + ~[(u + v)w)x + Wx:rx =O, 
w(x, O) = O. 
Assim, multiplicando a equaçã-O em (2.100) por w, obtemos 
1 
WWt + 2((u + v)w]xw + WWxxx =O, 
e integrando esta última equação sobre IR obtemos: 
1 d 100 1 100 100 -- w2dx- - (u + v)wwxdx- WxWxxdx =O. 
2 dt _00 2 -oo -oo 
Como 
100 1 100 1 1
00 
WxWxxdx = 2 (wx);dx = Zw; =O, 
-oo - oo -oo 
por (2.101) temos que 
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(2.100) 
(2.101) 
Portanto, como w2(x, O) =O e :t f~ w2dx ~ C f~oo w2(x, t)dx, segue do Corolário 1.1.7 
que, 1: w2 (x, t)dx = O para todo t ~O. 
Logo, w =O q.t.p.; mas w é contínua, o que implica em w =O. Os termos fronteiriços nas 
integrações por partes feitas acima são nulos porque u(·, t) e v(· , t) estão pelo menos em 
H3, para cada t ~ O. 
Passemos agora a demonstrar a existência. Seja gt a regularização de g definida em 
(2.66) e seja Ue a solução para o PVI (2.67) com dado inicial ge. Então, pelos resultados 
da Proposição 2.4.4 e do Corolário 2.4.5, para cada T > O finito, quando E ~ O, 
porque 1-lj. é Banach. Por (2.102) 
llâx(u;) - Ôx(u2)lls-1 < llu; - u 2lls 
e analogamente 
- llue + ulls ii Ue - ulls 
< Cllue- ulls ---tO 
llâ~uE - a;ulls-3 ~ Clluf - ulls ~ o 
quando e: ~ O. Portanto, temos que 
(2.102) 
(2.103) 
Além disso, sabemos pelo Corolário 2.4.3 que ÔtUe é limitado em 1-l~-3 , e assim a; atUe é 
limitado em 1lF5 . Então, pelo menos no sentido das distribuições, 
(2.104) 
(2.102) implica que Ue ~ u no sentido das distribuições; assim ÔtUe ---t ÔtU no 
sentido das distribuições e portanto v = Ut· Combinando isto com (2.102), (2.103) e 
(2.104), demonstra-se que pelo menos no sentido das distribuições, u satisfaz o PVI 
{ 
Ut + UUx + Uxxx = O, 
u(x, O) = g(x). (2.105} 
A obtenção do dado inicial adequado g é uma conseqüência do Lema 2.4.1 e de (2.102). 
Como u E tlr e Ut E 1-l~-3 , segue-se que ué uma solução L2 do PVI (2.105) para a KdV 
se s = 3 e uma solução clássica, se s > 3. (O termo solução L2 significa que todas as 
derivadas na equação diferencial são, para cada t, funções L2 da variável espacial x e a 
equação é satisfeita para cada t, em quase todo ponto x.) 
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A escolha de T > O foi arbitrária. Quanto maior for T , menor € deve ser para que 
as limitações obtidas na Seção 2.3 sejam válidas. Como estamos interessados somente no 
caso em que t: --tO (pois desejamos obter existência de solução para o PVI puro), T pode 
ser escolhido arbitrariamente grande e os mesmos resultados ainda são válidos. Logo, 
uma solução global (solução do PVI sobre IR x [0, oo)) de (2.105) pode ser definida da 
seguinte maneira: Seja UK a solução do PVI (2.105) sobre IR x [0, K], para K = 1, 2, .. .. 
Pela unicidade temos que se L> K , então uL lro,K] = uK. Definamos então uma função 
u sobre IR x [0, oo) por u(x , t) = uK(x, t) para t ::; K. Temos que u, por construção, está 
bem definida e dá uma solução global para o PVI para a KdV, que está em 1íJ:. para todo 
T > O finito . D 
A solução garantida pelo Teorema 2.4.6 tem mais propriedades de regularidade. Con-
sideremos agora a questão de como muitos dos polinômios invariantes formais (leis de con-
servação) da equação KdV (ver [18]) são de fato constantes do movimento das soluções 
garantidas acima. Uma lei de conservação da KdV geralmente é um funcional I que aplica 
alguma classe de funções na variável espacial (por exemplo, H 5 ) em IR tal que se u(x , t) é 
a solução da KdV que é, para cada t ;::: O, um elemento da classe de funções sobre a qual 
I atua, então I (u) independe de t. Por exemplo, consideremos uma solução u da KdV 
onde o valor inicial g está em H 3, como assegurado pelo Teorema 2.4.6. Então 
é uma lei de conservação. Para constatarmos isto diferenciemos lo em relação ao tempo: 
- u2(x, t)dx = 2 uutdx d 100 100 & -00 -00 
- -2 I: u(uux + Uxxx)dx 
- 2 -u3 + UUxx - UxUxxdX [
1 · ] x=+oo 1 oo 
3 x=-oo - oo 
-2 -u3 +uu - -u2 =O. [
1 1 l x=oo 
3 XX 2 X x=-00 
Logo, 10 é uma constante, independente do tempo. É infinito o número de tais invariantes, 
tendo a forma (ver [15}, Teorema 6) 
Ik(u) =I: [ufk ) - ckuu[k-l) + Qk(u, ... , U(k-2))]dx, (2.106) 
para cada k = O, 1, 2, ... , onde Qk é um polinômio de posto k + 2. Aquí a definição de 
posto encontrada em [18] é como segue: 
Um monômio u(g)u({r··u~) tem posto .L:f=0(1 + ~i)at , e então definimos o posto de um 
polinômio como sendo o maior dos postos das suas parcelas. 
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Na realidade Qk compõe-se inteiramente de monômios de posto k + 2. Se um desses funci-
onais não lineares é de fato uma constante do movimento de soluções da KdV, geralmente 
podemos fazer uma estimativa a priori sobre o comportamento da solução, a qual é válida 
para todo t 2: O. Mais geralmente, se soubermos que [0 , [ 1, ... , Ik, quando aplicados a uma 
solução u da KdV, são independentes do tempo e o dado inicial pertence a Hk, então 
pelos resultados da Proposição 1.4.2 temos que llullk é limitado para todo t 2: O. Esses 
resultados são listados na proposição abaixo: 
PROPOSIÇÃO 2.4. 7 . Seja u uma solução da equação Kdli sobre IR x [0, oo) que está em 
Hk para cada t 2: O e suponhamos I0 (u), I1(u), ... , Ik(u) invariantes em relação a t . Então 
iiu iik é limitado uniformemente para todo t 2: O. 
Demonstração. Vemos isto de modo mais fácil por indução sobre k : já fizemos 
para k = O. Se o resultado vale para k- 1, então suponha que I0(u),I1 (u) , ... ,Ik(u) 
independem do tempo. Pela hipótese de indução , liuiik- 1 é limitada independente de 
t 2:: O. Pela Proposição 1.4.2, segue-se que: (i) llull , ... , liu(k-1}1  e (ii) iul, ... , lu(k-2)1 são 
todas limitadas, independentemente de t 2: O e de x E IR. Assim, por (2.106) , para 
qualquer t 2:: O, se h(u) =C, 
i:oo u(k)dx =C+ ck j_:oo uu(k- I)dx- j_:oo Qk(u, ... , U(k- 2))dx. (2.107) 
Por (i) e (ii) acima vemos que o lado direito de (2.107) é limitado, independente de 
t 2:: O para k > 1. Para k = 1, (2.107) toma a forma 
j_:oo u~dx = C+~/_: u3dx, 
e o argumento da Proposição 2.3.1 pode ser aplicado para obtermos limitações indepen-
dentes do tempo. O 
Portanto é interessante determinar quantos dos polinômios invariantes (2.106) estão 
disponíveis. Se g ~ Hs , não teremos todos os 10 , Ib ... , Is invariantes, pois em t =O pelo 
menos um dos J0 (g), h (g), ... , Is(g) não é uma integral convergente. Verificação direta das 
leis de conservação, como feito acima para I0 (u) assumindo g E H 3 , é viável somente para 
k ~ s - 3 (ver [1)) . Fazemos uma verificação indiret a no próximo teorema. 
TEOREMA 2.4.8 . Seja g E HS, s 2:: 3, e seja u a solução do PVI (2.105} para a equação 
KdV assegurada pelo Teorema 2.4.6. Então I0 (u), I 1(u), ... , l 5 (u ) são independentes do 
tempo. 
Demonstração. Seja k ~ s. Para o PVI regularizado com dado inicial satisfazendo 
(2.66), é válida a identidade 
(2.108) 
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onde 
(2.109) 
Por conveniência de notação, estamos omitindo o é em u! . Obtemos (2.108) diferenciando 
h (u) em relação ate podemos fazê-lo porque ué uma função C00 em ambas as variáveis 
e todas as suas derivadas estão em H 00 para cada t ~ O fixado. Pelo Lema 2.4.1 temos 
que 
Jk(9E ) ---t h(g) quando E.!. O. (2.110) 
Segue pelo Corolário 2.4.2 que 
(2.111) 
onde u é a solução do PVI (2.105) para a equação KdV garantida pelo Teorema 2.4.6. 
Finalmente, usando os Corolários 2.4.2 e 2.4.3, deduz-se que a integral do lado direito 
de (2.108) converge para O pelo menos na razão d quando é i O. Combinando (2.110) e 
(2.111), obtemos de (2.108), no limite é i O, 
h (u) = h (g), (2.112) 
e como t ~ O e k :S s eram arbitrários nesses cálculos, a demonstração está concluída. O 
Combinando a Proposição 2.4.7 com os Teoremas 2.4.6 e 2.4.8, e a demonstração do 
Corolário 2.4.5 aplicado às derivadas de ordem superior em relação ao tempo, demonstra-
mos o seguinte teorema: 
TEOREMA 2.4.9 . Seja g E H 5 com s ~ 3. Então exzste uma única solução global do PVI 
{2. 105} para a equação KdV que está em 1-l~. Além disso, se s - 3l 2:: O, ôfu E 1-l~31 . 
2.5 Dependência contínua de soluções em relação ao 
dado inicial. 
Nesta seção vamos obter um resultado que combinado com o Teorema 2.4.9 demonstra 
que o PVI para a KdV é bem posto no sentido clássico de Hadamard, ou seja, é garantido 
existência, unicidade e dependência contínua da solução em relação ao dado inicial. Seja 
U : H s -7 Xs ,oo uma aplicação que a cada g E H 5 associa a única solução u da equação 
KdV com valor inicial g. O resultado que aqui abordaremos estabelece que em um intervalo 
de tempo finito Ué uma aplicação contínua. 
Observamos que não se pode provar a continuidade de U : H 5 -7 X5 •00 , como podemos 
ver por um contra-exemplo dado em [1) para a equação alternativa (2.3). Especificamente, 
existe, para cada C > O, uma solução similar 4; = c/Jc para a equação KdV, já conhecida 
por Korteweg e de Vries em 1895 (consulte a referência [14]). Esta solução é conhecida 
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I \llo.l~ ... ,. l \:CUOOo:CJ. c.~ r 
-..-..... ______ _____ ..
como onda solitária da KdV e foi inspirada por um trabalho experimental de Scott Russel 
(1844) sobre ondas em um canal. A solução tem a forma 
onde 
uc(x, t) = <Pc(x- Ct), 
2 1 I 
<Pc(z) = 3Csech (2C2 z) . 
(2.113) 
(2.114) 
Temos que uma translação arbitrária de </Jc também é uma solução suave da KdV. Para 
todos 2: O, 
<Pc ----+ <P D em Hs quando C --7 D em IR. (2.115) 
Contudo, devido às suas diferentes velocidades de propagação, a norma da diferença 
lluc - uD IIs da solução associada ao PVI (2.100) para a KdV possui 
(2.116) 
Portanto, uc f-7 UD em Hs uniformemente para todo t 2: O. Logo, é impossível demons-
trarmos resultados válidos uniformemente no tempo. 
TEOREMA 2.5.1 . Dado T > O, seja U : H 3 --7 Xs ,T a restrição ao intervalo de tempo 
[0, T] da aplicação associando a g E HS, s 2: 3, a única solução global de (2.105} para o 
valor inicial g. Então U é contínua. 
Demonstração. Primeiro observemos que é suficiente provarmos a continuidade de 
U: Hs --7 1lf. Porque seguirá indutivamente pela equação diferencial que U : Hs --7 Xs,T 
é contínua. Por exemplo, se s = 3, e U : H 3 --7 tlj, é contínua, então U : H 3 --7 11.~1 é 
contínua. De fato: Temos que 
o qual é munido da norma 
]lu llno,I = sup r.nax{llô{u(·, t)ll} = sup max{llull, ]]ut l]} . 
T tE[O,T) ;=0,1 tE[O,T) 
Por hipótese, dado € > O, existe ó > O tal que, ll 9t - 9zll3 < ó :=;. ]lu t - u2i l3 < €, onde 
u 1 = U(gt), uz = U(g2) E 11.~\ pois u, Ut E 1iT. Daí, 
Por isso, é suficiente verificar que a aplicação V : H 3 --7 tlr definida por V(g) = 8tU(g) 
é contínua, pois já sabemos que g --7 u de H 3 em 1lT é contínua. Mas se g, h E H 3 e 
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u = U(g), v = U(h) são as soluções associadas aos PVIs da KdV com dados iniciais g e 
h respectivamente, então da desigualdade (1.28) segue-se que, 
llut - Vtll < lluux + Uxxx- VVx- Vxxxll 
< lluux- VVx ll + lluxxx- Vxxxll 
< ll(u- v)uxll + ll(ux- V:r;)vll + llu - vlb 
< llu - vllt lluzll + llux - Vzllllvl ll + llu - vlb 
< (llulh + llvlh + 1)llu- vlb· 
Tomando o supremo sobre tE [0, T] temos 
mostrando que V : H 3 -+ 1-lr é contínuo, pois U : H 3 -+ 1-l~ o é. 
(2.117) 
Demonstremos agora que U : H5 -+ 1-lT é contínuo. Seja 9n -+ g em H5 , com 
s 2: 3 e sejam un = U(gn) e u = U(g). Queremos mostrar que un -+ u em 1-lT, ou seja, 
llun- ulls -+ O quando n -+ oo, uniformemente para t E [0, T ]. Para tanto, seja~ > O. 
Vamos procurar um N tal que se n 2: N, então llun - ulls :5 1 para todo t em [0, T ]. Pela 
desigualdade triangular, 
(2.119) 
onde uE é a solução do PVI regularizado (2.67) com dado inicial 9e E C00 como em (2.66) 
e analogamente, u~. Combinando as desigualdades (2.97) e (2.98) da Proposição 2.4.4 
obtemos, para cada t E [0, T] e ó ::; E, 
lluc5 - Uells < lluc5 - Uells-1 + ll(u6)cs)- (ue)(s)ll 
< CEt + ll(u6)(s)- (ue)(s)ll 
< CEi + (ll9e- 9lls + 119 - 9õlls)eCT +E i (eCT- 1) 
1 
< CE6 + C(ll9e- 9lls + 119- 9õlls). 
Fazendo ó ..!- O na última desigualdade, como pelo Teorema 2.4.6, uc5-+ u em 1-lT, segue-se 
que, para t em [0, T], 
(2.120) 
e analogamente, 
(2.121) 
Temos que C= C(T, ll9lls), logo podemos tomar o mesmo C para (2.120) e (2.121). De 
fato, como 9n -+ g em H.s, segue-se que, para E = 1, existe n1 tal que ll9nlls :5 ll9lls + 1, 
para todo n 2: n 1. Sejam M = max{ll9klls; O :5 k < n1} eM= max{M, llglls + 1}. Então, 
ll9nlls :5 M, para todo n 2: O. Portanto as constantes acima são limitadas superiormente 
e assim podemos tomar C em (2.120) e (2.121) como sendo o supremo delas. 
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Pelo Lema 2.4.1, se 9n --7 g em HS, então ll9n - 9n€ lls, n = 1, 2, .. . , e Jlg - g(lls 
convergem uniformemente para zero quando e i O. Então, por esta observação e pelas 
desigualdades (2.120) e (2.121) segue-se que 
(2.122) 
uniformemente, para tE [O, T] e n = 1, 2, ... , quando E j. O. Portanto, E pode ser escolhido 
t ão pequeno que, para t odo tem [0, T] e n = 1, 2, ... , 
(2.123) 
Portanto para demonstrar que para n suficientemente grande 1Ju71-ulls ~ 7 , para t E [0, T], 
é apenas necessário demonstrar que llu~- u(lls --7 O quando n--+ oo, onde € > O é fixado, 
mas suficientemente pequeno para que (2.123) valha. Porque se N é escolhido de modo 
que, para n 2:: N, llu~- uEIIs ~ ~7, então por (2.119) e (2.123) segue-se que para n ~ N , 
llun - ull s ~ 'Y· 
Não existe uma maneira curta de execut ar essa última tarefa. Um método é argu-
mentar de modo análogo à demonstração da Proposição 2.4.4. Contudo, como para o 
que temos em vista, € > O é fixado, o problema torna-se um pouco menos complicado. 
Especificamente, por definição, u~ é a solução do PVI 
Ut + UUx + Uxxx- €Uxxt =o, u(x, O)= gE(x) , (2.124) 
e o mesmo acontecendo com u~ . Mas, como e é fixado, podemos utilizar (2.27) para 
t ransformar (2.124) no PVI 
(2.125) 
Seja hn(x) = E9nE(e!x) e sejam vn e v as soluções do PVI (2.125) postos para hn e h 
respectivamente. Então, se vn --7 v en 1-lR., onde R > O é arbitrário mas finito, segue-se 
invertendo a transformação (2.27), que u~ --7 uE em 1-lY,. 
Como 9n --+ g em H 5 , certamente 9n --+ g em L2 . Ora , 
ll9nE - 9E II; I: (1 + k2 + · · · + k2s)J<p(€tk)(gn- g}(k)J2dk 
< I: (1 + k2 + ... + k2s )l (gn - g}(k)j2dk 
ll9n - gJJs· 
Então, segue-se que 9n(. -r g em Hr para todo r ~ O. A razão de convergência em várias 
normas Hr depende fortemente de e, mas por agora e é fixado. Assim, hn , h E H 00 e 
hn --+ h em Hr para todo r ~ O. O Lema 2.2.2 assegura-nos que vn, v E 1l':'00 para todo 
R > O. Então os seguintes cálculos são válidos: 
58 
Seja wn = vn - v . Observamos que wn satisfaz o PVI 
{ 
W~ + w; + wnw; + (vwn )x - w;xt =O, 
wn(x, O) = hn(x)- h(x) = fn(x) (2.126) 
onde fn -7 O em Hr para todo r ~ O. Para facilitar a escrita, omitiremos o n durante os 
cálculos a seguir. Em analogia com (2.89), definamos 
Wi(t) = l:[w&) + w[J+1)]dx. (2.127) 
Multipliquemos (2.126) por w< 2,> : 
W(2j) Wt + W(21 ) Wx + W(2Jl WWx + W(21 ) ( VW )x - W(2;) Wxxt = 0, 
agora integrando cada parcela sobre IR e sobre [0, t], obtemos 
r 100 W<2i ) Wtdxdr = lo -oo 
1
t 100 W(2J)Wxxtdxdr 
o -00 
(-1)j- 11t1oo 2 
- 2- 8t(W(J+l)) dxdr o -00 
( -1)j-l 100 2 2 
- 2 -oo (w(j+l) - fu+l ))dx , 
então, juntando esses resultados, obtemos 
( 1)j 100 ( -1)j 100 1 t 100 
--=- [wfj) + w(H1)]dx = - 2- [f(~) + J(;+1)]dx- [wwx + (vw) x]wc21 )dxdr, 2 -oo -oo O -oo 
ou seja, 
(2.128) 
Integrando por partes o segundo membro à direita de (2.128) e aplicando a regra de 
Leibnitz como na demonstração da Proposição 2.4.4, obtemos 
I:[wwx + (vw)x]w(2i}dxdr = (-l)j I:[wwx + (vw)x](J)W(j)dx 
- ( - 1)1 [~I: (w2 )(JT1)W(j)dx +I: (vw)U+I)W(1 )dx] 
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{ 
1 roo [ j+l j+l l } 
= ( -1)' 2 j -oo f; etl) W(j+l-k)W(k)W(j) +f; (it1) W(j+ l-k)V(k }W(J) dx 
e daí, substituindo isso em (2.128), chegamos à seguinte desigualdade: 
Quando j =O, obtemos de (2.129) a desigualdade, 
Wo(t) < Wo (O) +C I f.' 1: (2w,w2 + w,wv + w2v,)dxdrl 
Wo(O) +C I f.' [~ 1: (w3),dx + ~ 1: (w2 ),vdx + 1: w2v,dx] drl 
- Wo(O) +C 1t [ -~ 1: W 2Vxdx + 1: w2v.:rdX l díl 
- Wo(O) +C I~ 1t 1: w2vxdxdíl 
< W0 (0) +C I f.' 1: w 2v,dxdrl 
< Wo(O) + C 1t 1: w2dxd1 
< Wo (O) + C 1 t Wo (T)dí , {2.130) 
onde colocamos sup lvxl para fora da integral. Pelo Corolário 1.1.7 do Teorema 1.1.6 a 
desigualdade (2.130) implica em 
Wo(t) ~ Wo(O)ecr, 
e de {2.131) obtemos {lembremos que aqui w = wn) 
llwnlh ~ llfnlhecR, 
{2.131) 
(2.132) 
pela qual concluímos que llwnlh --t O (pois llfn lh = ll hn - hll1 --t O) quando n --t oo, 
uniformemente em (0, R]. Agora, assumindo indutivamente que ll wnlli --t O quando n --t 
oo, uniformemente em [0, R], vemos que llwnlli+1 --tO quando n --t oo utilizando (2.129) 
para obtermos uma desigualdade da forma 
Wi(t) ~ li\11(0) +C 1t[Wi(1) + anWJ(í)Í]dí, 
onde an --t O quando n --t oo. Segue-se que, para tem [0, R] 
Wj(t)t :5 Wj(o)tecR + an(eCR- 1), 
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{2.133) 
e isto é suficiente para concluir que llwniiJ+1 -+ O quando n -+ oo, uniformemente para 
tE [0, R]. Logo, está demonstrado que llwnllr -+O quando n-+ oo, uniformemente para 
t E [0, R], para todo r ~ O; isto é, ll vn - vllr -+O uniformemente sobre intervalos de tempo 
limitados, para todo r~ O. E assim, o teorema está provado. O 
A última parte do Teorema 2.5.1 demonstra resultados em relação a dependência 
contínua de solução que não foram feitos em [1], os quais juntamos no teorema a seguir. 
TEOREMA 2.5.2 . Seja g E Hm onde m ~ 1 e cons~deremos o PVI 
Ut + Ux + UUx - Uxxt =o, u(x, O) = g(x). (2.134) 
com x E IR e t > O. Então existe uma única solução u E 1l'T para (2.134} para todo 
T > O finito. Além dzsso, 8~u E 1-f:;+l para todo l > O; a solução u (respectivamente, a:uJ 
depende continuamente em 1l'T do valor inicial g E Hm (respectivamente, 1l:p+1 ), para 
todo T >O. 
2.6 Relações entre o PVI para a KdV e o modelo 
alternativo {2 .3). 
Nesta seção vamos utilizar as ferramentas das seções anteriores para comparar as 
soluções da KdV e do modelo (2.3). 
Suponhamos que a amplitude da onda inicial seja inversamente proporcional ao qua-
drado do comprimento de onda, a amplitude sendo pequena se comparada com a pro-
fundidade do fluído. Por exemplo, dada uma função g : IR -+ IR consideremos a função 
associada 
(2.135) 
para é ~ 1. O problema é como os dois modelos em questão se comportam com o mesmo 
valor inicial (2.135) onde é é pequeno. Consideremos u* = u'"(x , t; é) a solução do PVI 
associado à K-dV 
(2.136) 
e seja v* = v* (x, t; é) a solução do PVI para (2.3) 
(2.137) 
Então estamos interessados em saber o valor da diferença entre u• e v* sobre um 
algum intervalo de tempo finito [0, T) fixado. Pela desiguadade (1.28), 
sup lu*(x, t)- v* (x , t)l ~ sup llu*- v* lh-
IRx (o,T] (O,Tj 
(2 .138) 
Assim, uma estimativa para llu* - v*ll1 renderá uma estimativa pontual sobre a diferença 
entre u• e v*. Observemos que h( -+ O em Hs quando é -+ O e portanto, os resultados 
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de dependência contínua da Seção 2.3 para os dois modelos em questão implicam que 
ambos, u* e v* tendem a zero quando é -!. O. Logo, u* e v* aproximam-se um do outro. 
Mas queremos algo melhor. Desejamos determinar se o argumento acima é o melhor que 
se pode conseguir. 
Para que comparemos u* com v* vamos calcular a inversa da mudança de variáveis 
(2.27): 
1 3 
u*(x, t) = w(c2(x - t), c2t). 
1 3 _ 1 3 I 3 
Sejam t'2(x- t) = y e r = c2t; entao x = C2y +te t = C2r; daí, x = C2y + C2r. 
Substituindo, temos 
(2.139) 
e analogamente para v e v*. Observemos que 
Logo, u satisfaz a equação 
{ 
Ut + UUx + Uxxx =O, 
u(x, O) = g(x) (2.140) 
e fazendo contas análogas, vemos que v satisfaz 
{ 
Vt + VVx + Vxxx - EVxxt =O, 
v(x, O) = g(x) . (2.141) 
Logo, podemos utilizar os mesmos argumentos da Seção 2.4 para comparar u e v em 
(2.140) e (2.141), bem como as estimativas a priori da Seção 2.3. Seja w = v - u. w 
sat isfaz o seguinte PVI análogo a (2.77) com 8 =O e valor inicial zero: 
{ 
Wt + (vw + ~w2)x + Wxxx- EVxxt =O, 
w(x, O) = O. (2.142) 
Suponhamos inicialmente que g E H 00 , assim u e v são coo com relação a x e a t e 
todas as suas derivadas estão em 1ír. Então como em (2.78) , temos para j = O, 1, 2, ... , 
as ident idades 
(2.143) 
Por economia de escrita, definamos 
(2.144) 
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Temos que Vj(O) =O para todo j. O lema a seguir estende os resultados de (2.56). 
LEMA 2.6.1 . Seja v a solução do PVI (2.141) com valor inicial g E Het:\ cujas derivadas 
estão todas em 1-lr para todo T > O. Então para qualquer inteiro l ~ O e qualquer t ~ O 
valem as seguintes desigualdades: 
(i) ll â~ vt l l ~ (llvllt+3 + llvllf+l), 
(ii) na;vtll ~ ~c~ (llvl ll+2 + llv ll i), 
(iii) na;vtll ~ é-1(llvlll+l + llvllf-l). 
Demonstração. Escrevemos a equação diferencial na forma 
(I - éÔ;)vt = -(vvx + Vxxx ), 
e invertemos o operador I - tâ: corno antes para obterm os 
Vt =-(I- éÔ;t 1(vvx + Vxxx) = - (I - tâ;)-1(V + Vxxx) 
onde V= vvx. Temos que IIV IIk ~ llvll%+1 , para todo t ~ O. Então nat uralmente 
Wt = Ô;Vt = -â~(I- éÔ;)- 1 (V+ Vxxx). 
Calculando sua t ransformada de Fourier, obtemos 
Logo, 
wt(k) = - (ikl~ [V+ (ik) 3v](k). 
1+é 
(2.145) 
(2.146) 
(2.147) 
(2.148) 
(2.149) 
O cálculo de (2.149) é feito de três maneiras correspondendo a (2.145) {i), (ii) e (iii). 
Primeiro, como 1 + ék2 ~ 1 para todo k, 
I 
llwdl < [[: k21 IV + (ik)3vl2dk]
2 
< li V+ Vxxx llt 
< IIVIIt + llvxxx ll t 
< ll vll ~+l + llv llt+3· 
Para (ii) procedemos da seguinte forma: 
I 
llw1 ll < sup ( lkl 2) [joo k2(t-l)IV + (ik) 3vl2dk] 2 kElR 1 + ék -oo 
1 
< -~ !IV + Vxxx ll t-1 
2é'Z 
1 
< -~ (IIVIIL-1 + llvxxx llt-d 
2é2 
< ~(llvlli + llv lll+2). 
2é2 
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(2.150) 
Finalmente, para (iii), 
llwdl 
E assim, provamos o lema. 
(2.151) 
o 
CoROLÁRIO 2.6 .2 . Para v como no Lema 2.6.1, as seguintes desigualdades são válidas: 
(i) ll~vtll ::; C(llglll+4 + llgll[+2) 
::; C( llgll!+4 + llgll~+4), 
(i i) lla~vtll ::; ccí (llgllt+3 + llgllr+l) 
::; C c~ (llglll+3 + llgllr+3), 
(2.152) 
(iii) llô;vtll ::; C€-1 (llgll!+2 + llgllf) 
::; Cc1 (llgllt+2 + llgJI[+2), 
para tE [0, T] e € suficientemente pequeno, onde as constantes dependem de T e indepen-
dem de €. 
Demonstração. Este corolário é uma consequência do Lema 2.6.1 e da Proposição 
2.3.6. o 
Agora vamos obter limitações para as normas H 5 de w = v - u. 
PROPOSIÇÃO 2.6.3 . Para cada k ~O, w =v- u satisfaz as desigualdades 
(2.153) 
onde Mk = Mk(T, llgllk+6) é independente de € suficientemente pequeno. 
Demonstração. Procederemos por indução sobre k. Consideremos (2.143) com 
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j =O. Então 
l oo 1t1oo 1 Vo(t? - - oo w2dx = -2 0 _ 00 [(vw + 2w2)x- EVxxdwdxdr 
< 21t l:[VxW2 + ~v(w2)x + w2wx- WxxtW]dxdr 
< 2[ [( l ~v, + w,jw'dx + < 1: v,.,wdxiJ dr 
< 2 sup lwx + ~vx l 1t Vo(r) 2dr + 2€ 1t llvxxtllllwlldr 
./Rx(O,T] O O 
< 2 sup lwx + ~vx l 1t llo(r) 2dr + 2C2€ t Vo(r)dr 
JRx[O,T] o lo 
< 2C11t Vo(r) 2dr + 2C2€ 1t Vo(r)dr, (2.154) 
onde, pela Proposição 2.3.3 e pela desigualdade (1.28) 
1 
lwx + zvxl < 
1 
lwxl + zlvxl 
< 
1 llwxlll + 2 llvxlll 
< 
1 llwll2 + 2llvl12 
< c1 (llgi!J), (2.155) 
portanto, C1 = C1(T, llglb). Da mesma forma, pelo Cororário 2.6.2. llvxxtll ::::; C2(T, 119116)· 
Seja 
U(t) = 2Cl 1t Vo(r)2dr + 2C2€ 1t Vo(r)dr. 
Veja que U(O) =O e V 2(t) ::::; U(t). Temos que 
Ü(t) - 2C1 V(t? + 2C2€V(t) 
l 
< 2C1 U(t) + 2C2€U(t) 2, 
e então 
u 1 U ::::; 2C1 + 2C2EU-2. 
Seja W 2 (t) = U(t); então substituído isso na última desigualdade acima, obtemos 
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e W(O) =O. Agora, aplicando o Corolário 1.1.7 obtemos, 
W(t) < c2 c1t c2 -t:e - -t: 
c1 c1 
< C2 t:(eC1T _ 1) Ct 
- t:Mo(T, ]Jg]]6), 
isto é, 
]JwJJ ~ t:(C2/Cl)(ec1r- 1) = t:Mo(T, JJgJJ 6 ) . (2.156) 
Agora suponhamos que se O~ j < k, 
IJw(j)ll ~ f.Mj, (2.157) 
onde k > O e Mi = Mi(T, JlgJJi+6) . Da identidade (2.143) obtemos 
Vk(t)2 = -21t I: [(vw + ~w2)(k+l}- t:Vt,(k+2)]W(k)dxdí 
(2.158) 
Então 
v.;t)' < c 1' I: [~ Jw(k+l-j)V(J)W(k)i + t, Jw(k+l-j)W(J)W(k)i + fjVt,(k+2)W(k)l] dxdT 
+ C 1t rX> [W(k+l)W(k)V + 2WW(k)W(k+l}jdxdT. 
O J_oo 
Pela hipótese de indução (2.157), llwck-1) li ~ Mk-1· Pelo Corolário 2.4.2, Jlvlls ::; Ct:, 
]v(k)l ~ C, llwllk-1 ~ Ct:, e para O~ j ::; k- 2, lwu> l ~ Ct: sobre IR x [0, T]. Logo, 
Vk(t)2 
< 2 
+ 
< 
< 
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Portanto, 
onde 
e 
c2k+2 = c2k+2(T, ll9llk+6)· 
Logo, pelo Corolário 1.1.7 segue-se que, para tem [0, T], 
llw(k) li = Vk(t) ::; E CC2k+2 (exp C2k+lT- 1) = êMk, 
2k+l 
onde Mk = Mk(T, llgiiH6), como desejávamos 
PROPOSIÇÃO 2.6.4 . Para cada k 2: O, w =v- u sattsfaz a desigualdade 
(2.159) 
o 
(2.160) 
válida para t E [0, T ] e E suficientemente pequeno, onde Nk = Nk(T, llgllk+4)· 
Demonstração. Vamos novamente proceder por indução sobre k. Para k = O, 
então 
V0(t) 2 = -21t [l: [(vw + ~w2)xwdx- E 1: Vxxtwdx] dr 
-21t [l:[(vw + ~w2)xwdx- E 1: VtWxxdx] dr, 
Vo(t) 2 < 2 sup lwx + ~vxl 1t ~(r)2dr + 2t 1t llvtllllwxxlldr 
.lRx{O,T) O O 
< cl 1t Vo(r) 2dT + tC2t, (2.161) 
com t E [0, T), onde pelo Corolário 2.6.2, C1 depende de T e 1191 13 e C2 de T e llglk Assim, 
segue-se que 
e portanto, 
(2.162) 
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para tem [0, T], onde No = No(T, 119114). Seja k = 1. Por (2.143) podemos escrever 
com tem [0, T]. Como antes, limitamos lwx + 3vx l por uma constante 03 = 03(T, llgi!J). 
Por (2.162), o segundo termo do lado direito de (2.163) é limitado por 2€t SUP[o,T] llvll4 
que é limitado por € vezes uma constante que depende T e de 119115. Finalmente, pela 
Proposição 2.3.6, llvt ll é limitado por uma constante que depende de Te 119114 enquanto 
que llwxxxx ll é limitado por uma constante dependente de llglls e de T. Assim, de (2.163) 
temos que 
~2 (t) ~ 031t ~2 (r)dr + €04t, (2.164) 
onde 03 = 03(T, 19113) e C4 = C4(T, llglls). Novamente, pelo Corolário 1.1.7 , (2.164) 
implica que para tE [O , T] 
e então, 
1 llwxJI ~ €2 N1, 
onde N1 = N!(T, 119115 ). O restante da indução é análogo ao da proposição anterior. O 
Com a próxima proposição encerramos as estimativas das desigualdades sobre Vk(t) 
dependendo de T e ll9llk+3· 
PROPOSIÇÃO 2.6.5 
forma 
Para cada k 2: O, a diferença w =v- u satisfaz desigualdades da 
1 
llw(k)ll ~ € 4 Lk, 
válida para t em [0, T] e € suficientemente pequeno, onde Lk = Lk(T, ll9llk+3)· 
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(2.165) 
Demonstração. Mais uma vez, procederemos por indução sobre k. Para k =O 
Vo(t) 2 = -21t [l: [(vw + ~w2)xwdx- € I: VxxtWdx ] dr 
- -2 [ [l:[(v,w2 + vw,w)dx + < l: v,wxxdx] dT, 
- -21t [I: ~Vxw2dx +E I: VtWxxdx] dr 
< 2 sup I v; 11t 'Va2(r)dr + 2d sup(l lvtllllwxzll) 
IRx(O,T} O (O,Tj 
< C1 1t V02(r)dr + C2Eh, 
então, corno anteriormente, 
e portanto, 
Para k = 1, 
Então se O ::; t ::; T, 
(2.166) 
1 3 1t V12(t) :s; 2 sup 12wx+2vxl V12 (r)dr+2t sup lvxxl sup(llwllllwxll)+2asup(llvxtllllwxzz iD -JRx [O,T) O JR. x (O,Tj [O,T] [O,T] 
Através de (2.162) e de (2.152)(ii) segue-se que 
v;2 (t) :5 C3 1t V12 (r)dr + d C4t, 
onde C3 = C3 (T, ll9lb) e C4 = C4(T, 119114)· Então, corno antes, para qualquer t ~O, 
llwxll 2 = V1(t) 2 ::; E~ (C4/C3)(eC3T - 1). 
Assim, para todo t ~O, 
(2.167) 
onde L 1 = L1 (T, 119114 ). Agora já estamos familiarizados com o argumento indutívo. No 
k-ésimo passo indutivo, o segundo termo do lado direito de (2.143) é 
2€ 1t joo Vt,(k+2)W(k)dxdr = 2E 1t joo Vt,(k)W(k+2)dxdr, 
O -oo O -oo 
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o qual, para tE [0, T ], pela Proposição 2.3.6 e por (2 .152) é tal que 
2< IJ,' 1: Vt ,(kJW(k+2JdXdT I < 2< !,' Jl8!v,JIJiw<'+'JIIdT 
< 2tca-~ (II9IIHs + 11911~+3) llwllk+2 
I 
< E'2Ck+2t, (2.168) 
onde Ck+2 = Ck+2(T , ll9llk-s)- Os outros termos são tratados como nas Proposições 2.3.3 
e 2.3.6, na obtenção de (2.153) e utilizando a hipótese de indução. O 
A seguir, enunciamos um corolário para as três proposições anteriores. 
COROLÁRIO 2.6.6 . A diferença w = v- u , onde u e v são as soluções únicas de {2.140) 
e (2.141) respectivamente, para o dado inicial 9 E H 00 , satisfaz as seguintes desigualdades, 
cada uma válida para € suficientemente pequeno e para t E [0, T] onde T > O é arbitrário 
mas finito: 
(i) 
(ii) 
(iii) 
llwllk ~ €Qk 
llw ll k ~ dRk 
I llwllk ~ €2Sk 
onde Qk = Qk(T, ll 9 ll k+s) 
onde Rk = Rk(T, ll9ll k+4) 
onde Sk = Sk (T , ll 9ll k+s) 
(k =o, 1, ... ), 
(k =o, 1, ... ), (2.169) 
(k=0, 1, ... ). 
Demonstração. Basta somarmos as k + 1 primeiras desigualdades expressas nas 
Proposições 2.6.3, 2.6.4 e 2.6.5, que obteremos (i),(ii) e (iii) respectivamente. O 
As desigualdades (2.169) foram obtidas para 9 E H 00 e as soluções suaves resultantes. 
Suponhamos agora que 9 está apenas em H 5 onde s ~ 3. Aproximemos g E H5 por uma 
sequência {9,,} c H00 , por exemplo como foi feito no Lema 2.4.1. Denotemos por Un e Vn 
as respectivas soluções de (2.140) e de (2.141), com dado inicial 9n , e seja Wn = Un - Vn. 
Segue-se pelos Teoremas 2.5.1 e 2.5.2, que Un --7 u em 1ij. e Vn --7 v em 1if. Como 9n -t g 
em H 5 , ll9n ll é limitada uniformemente em n . Portanto, as várias constantes em (2.169) 
ficam uniformemente limitadas em n e em € ~ to onde, pelas Proposições 2.3.3 e 2.3.6, 
€o pode ser escolhido independente de n ; isto é, Qk' = Qk(T, ll9nllk+s) é uniformemente 
limitado em n , enquanto O ~ k ~ s-6, e similarmente para os Rlcs e Sics com apropriadas 
restrições sobre k. Portanto, tomando Qk = supn Qk', e analogamente para Rk e Sb temos 
que, para todo n = 1, 2, ... , 
{ 
llwn llk ~ €Qk se k ~ s- 6, 
llwn 11 k ~ d Rk se k ~ s - 4, 
11 Wn 11 k ~ t t S k se k ~ s - 3. 
(2.170) 
Tomando o limite quando n --7 oo em (2.170) , estabelecemos o seguinte resultado: 
PROPOSIÇÃO 2.6. 7 . Seja g E H 5 onde s ~ 3 e sejam u e v as soluções Xs,T para os 
PVI's {2.140) e (2.141) respectivamente, com valor inicial 9· Seja w = u - v. Então, 
quando € J, O 
llwllk ~ tQk(T, ll9 llk+s) 
llwll k < d Rk(T, ll 9 ll k+4) 
ll wllk ~ t~ Sk (T , ll9 ll k+3) 
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(k =o, 1, ... ), 
(k =o, 1, .. . ), (2.171) 
(k = o, 1, ... ). 
uniformemente, para t em [0, T], para todo k tal que as normas de g do lado direito são 
finitas. 
Falta apenas interpretar a Proposição 2.6. 7 em termos de w* = v*- u*, o que faremos 
no teorema a seguir: 
TEOREMA 2.6.8 . Seja g E H 5 onde s 2: 3, seja T > O finito e sejam u* e v"' as soluções 
Xs ,T dos PVI's (2.136) e {2.137} respectivamente. Definamos w* =v" - u*. Então 
llw(k} ll ~ Et(2k+7)Qk(T, ll9llk+s) 
llw(k) li ~ €~ (2k+S) Rk(T, ll9llk+4) 
llw(k}ll ~ el+~k Sk(T, II9IIH3) 
(k =o, 1, ... , s- 6), 
(k =o, 1, .. . , s- 4), 
(k = 1, ... , s- 3), 
uniformemente para O ~ t ~ T e E suficientemente pequeno. 
(2.172) 
Demonstração. Este teorema é uma consequência imediata da Proposição 2.6.7 
com as relações induzidas pela mudança de variáveis (2.139). Temos que, 
(2.173) 
e analogamente para u* e u O 
Pelo Teorema 2.6.8, podemos conseguir um resultado de convergência razoavelmente 
preciso para u* e v* quando E _J, O, para dada suavidade L2 de g. Por exemplo, suponha-
mos g E H7 . Então ambas u* e v* são soluções clássicas para suas respectivas equações 
diferenciais e pelo Teorema 2.6.8, dado T > O existe uma constante C que depende de T 
e de 119117 tal que para t E [0 , T] e E suficientemente pequeno, 
Em particular, devido a (1.28), 
quando E J_ O. 
sup lu*- v* I ~ (!lu* - v* llllu;- v;ll)~ ~ C€2 
JR.x[O,T] 
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(2.174) 
(2.175) 
2. 7 Aplicações. 
Com os argumentos das seções anteriores pode-se t ratar equações muito mais gerais 
que a KdV. Nesta seção pretendemos expor algumas das generalizações mais ou menos 
imediatas dos resultados anteriores. Particularmente, vamos exibir algo relacionado a 
modelos de ondas longas. Veremos que pode-se formular boa teoria para a equação KdV 
e o modelo (2.3) adicionando-se em ambos termos dissipativos, os quais, em alguns casos 
são bem vindos (como na modelagem de ondas longas em canais, por exemplo). Como 
consequência imediata dos resultados aqui expostos obteremos o Teorema 2.0.1. Conside-
remos as seguintes equações com termos dissipativos, análogas à equação (2.3) e à KdV, 
respectivamente: 
Ut + Ux + UUx - ll'Uxx - Uxxt = O, 
Ut + Ux + UUx - ll'Uxx + Uxxx = O, 
(2.176) 
(2.177) 
onde a 2: O. Os métodos utilizados para estudar (2.3) e a KdV servem também para os 
PVI's associados a (2.176) e (2.177) respectivamente, postos sobre todo o IR, e conduzem 
ao aperfeiçoamento dos resultados de existência e dependência contínua no caso de (2.177). 
Primeiramente, consideremos o PVI para (2.176). A exemplo do que fizemos com 
(2.3), vamos transformar sua equação diferencial numa integral: (2.176) é equivalente a 
(1 - a;)ut = -âx(U + ~u2 - O'Ux ) 
2) 1 ( 1 2 ) <===> Ut = - (1 - a x - Ôx u + 2u - ll'Ux I 
sobre a qual aplicando a transformada de Fourier e em seguida a transformada inversa, 
somos conduzidos a 
Ut = ( 
1 )v 1 
- 1 +f.2 * Ôx (u+ 2u
2
- ll'Ux) 
1100 1 
- - - exp ( - ix- yl)831 [u(y, t) + 9u2 (y, t ) - aux(Y, t )]dy 2 -oo -1100 1 
- sgn(x - y) exp ( - ix - v i)[u(y, t) + 2u2 (y, t )- aux(Y, t )]dy 
2 - oo 
e integrando de O a t, obtemos 
1t1oo 1 u(x , t ) = g(x) + K(x- y){ u(y, r) + 2u2(y, r) - aux(Y, r) }dydr, O - oo (2.178) 
onde g é o modelo (valor) inicial e K é o Kernel definido em (2.29). Seja U : Hk -+ Hk+1 
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tal que U(u) = K * u. Temos que 
IIK * ulli+l = I: (1 +e+ ... + e(k+l))IK.U(~)I2d~ 
- 100 (1 +e+ ... + e(k+l)) ( 1 2) 2JU(Ç)J2dç 
-oo 1 + ~ 
< I: (1 +e+ ... + e {k)) Ju(Ç)J2dÇ, 
então U faz sentido e é contínua, pois convolução é uma aplicação linear. Concluímos que 
U aplica contínua e linearmente Hk em Hk+ 1. Portanto, 
(2.179) 
Este fato é utilizado para demonstrar existência de uma solução sobre um pequeno inter-
valo de tempo. Suponhamos g E Hk com k;:::.: 1. Para v E 1l}, seja 
1t1oo 1 Av(x, t) = g(x) + K(x- y)[v + 2v2 - avx]dydT. O -oo (2.180) 
Temos que 
Portanto, A : 1l} -+ 1l}. 
Afirmamos que A é uma contração de uma bola centrada em zero em 1l} para T 
suficientemente pequeno. De fato: Sejam v1, v2 E 1l}, com Jlvi JI ::S R, t = 1, 2. Então, se 
tE [O, T], 
1 2 2 
< t[(1 + aC1)1Jv1- v21lk + 2llv1 - v2llkJ 
1 
< t[(l + aCt)IJvl- v2llk + 2C2(Jv1l lk + Jlv2Jik)IJv1- v2Jik] 
< t[1 + aC1 + C2Rlllv1 - v2ilk, 
onde C2 depende somente de k. Tomando o supremo sobre tem [0, T] segue-se que 
(2.181) 
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Consideremos ainda um v na bola de centro zero e raio R em 1l~. Então, como 
A(O) = g, fazendo uso de (2.181), temos que 
11Avll1l} IIA(v)- A(O) + gll1l} 
< liA( v)- A(O)II1l} + llgll1l} 
< JJgJJ1l} + T[1 + aC1 + RC2]11vll1i} 
< IJgll1l} + T[1 + aC1 + RC2]R. (2.182) 
Daí, escolhendo R= 21lgllk e T = 1/ {2[1 + a:C1 + RC2]}, as seguintes desigualdades são 
verdadeiras, 
(2.183) 
para v, v1, v2 E 1l~. Logo, A é uma contração da bola fechada de centro O e raio R de 
1l}. Assim, pelo Teorema 1.1.2 (do ponto fixo de Banach) existe um único u E 14 onde 
1Jull1l} ~R tal que 
Au=u. (2.184) 
Pelos mesmos argumentos do Lema 2.1.2, segue-se que u é de fato, solução do PVI para 
(2.176) com tem [O,T]. 
Pretendemos estender esses argumentos no sentido de conseguir uma solução global 
do PVI associado a (2.176), através da obtenção de estimativas a priori para suas soluções. 
Esse processo é análogo àquele da Seção 2.3, e temos que (2.176) implica em 
e então 
d 100 100 d (u2 + u~)dx + 2a: u;dx =O 
t -oo -oo 
(2.185) 
implicando que, 
d 100 100 d (u2 + u;)dx = -2a u;dx ~O, 
t - 00 -00 
ou seja, a norma H 1 de u(x, t) é decrescente com o tempo. Portanto, a demonstração de 
existência em um intervalo de tempo pode ser repetida para produzir uma solução global 
para o problema, como fizemos na Seção 2.1. A estensão para espaços de Sobolev de 
ordem maior pode ser feita através da equação integral (2.180) como na demonstração do 
Lema 2.1.1. O resultado é precisamente o seguinte: 
PROPOSIÇÃO 2.7.1 . Seja g E Hm , m ~ 2. Então, existe uma única solução u em 1-C~ , 
para a equação {2.116} com valor inicial g. Além disso, 8~u E 1-l'T para todo k ~O e todo 
T >O finito. 
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o único ponto que requer observação é o fato que u é limitado em s m uniformemente 
no tempo. Isto segue pelas estimativas a priori que serão feitas abaixo onde investigamos 
a equação (2.176) (veja (2.191), (2.196) e (2.197) com E = 1) . 
Utilizaremos a teoria para a equação (2.176) agora para estudarmos a equação (2.177). 
Através de uma mudança de coordenadas (já feita anteriormente), chegamos ao PVI mais 
simples, 
{ 
Ut + UUx- aUxx + Uxxx =O, 
u(x, O)= g(x). (2.186) 
Como antes, regularizamos este PVI adicionando um termo -EUxxt · Portanto, considere-
mos o PVI 
{ 
Ut + UUz - l:YUx:z: + Uxxx - éUxxt =O, 
u(x, O) = g(x) . (2.187) 
Façamos a segui te mudança de variável (para relembrarmos!): Seja 
E-1v(x, t) = u(E~ (x - t), E~t). 
I 3 Fazendo y = E2 (x- t) e z = é2t, obtemos: 
1 3 3 
X = C2y+C2z e t = C2z. 
Logo, 
e então 
Uy = é- ~Vx 1 Uyy = é-2Vxx 1 Uyyy = é- ~Vxxx 1 Uyyz =é-~ (Vxxx + Vxxt) e Uz =é-~ (Vx + Vt)· 
Logo, substituindo isto na equação de (2.187), chegamos ao PVI 
{ 
Vt + Vx + VVx-;-- Qé-~Vxx - Vxxt =O, 
v(x, O)= é9(E2x). (2.188) 
Para é > O fixado, a Proposição 2.7.1 nos garante que existe uma solução suave de 
(2.188) com um dado inicial g E Hm, m 2:: 2. Logo, como no Lema 2.1.2, obtemos soluções 
suaves para o PVI regularizado sem dificuldades adicionais. 
Não é muito difícil a obtenção de quotas independentes de é para as soluções de 
(2.187). Contudo, se desejamos limites independentes de a, devemos proceder como na 
Seção 2.3. Mas para um nível fixo de dissipação , o argumento mais simples dado a 
seguir é suficiente. Suponhamos g E H 00 , de modo que u é uma função C00 em ambas as 
variáveis e todas as suas derivadas estão em L2. Vamos multiplicar a equação regularizada 
por u(Zk) e integrar por partes sobre IR e [0, T], chegamos à equação, 
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da qual extraimos a seguinte identidade: I: (u~k) + w~k+I))dx + 2a: lt 1: u(k+1)dxdr 
-I: (9fk) + €9fk+I))dx -1t 1: (u2 )(k)U(k+l)dxdr. (2.189) 
Para k =O (2.189) é o análogo de (2.185), a saber, I: (u2 + w;)dx + 2a 1t I: u;dxdr = .l: (l + €9;)dx. (2.190) 
Logo, independente de € E (0, 1] e de t ;::: O, 
llull ~ Co, 1t 100 u;dxdr ~ C0 , 
o -00 
(2.191) 
onde Co = Co(IIYII + Ellg'll) 2: O a qual, sem perda de generalidade, pode ser considerada 
estritamente positiva (o caso g =O é trivial em todos os aspéctos). Agora seja k = 1 em 
(2.189). Então 
!1 100 (u; + Eu;x )dx + 2a 1t 100 u;dxdr 
-oo O -oo 
roo (g; + €9;x)dx- 2 t 100 UUxUxxdXdí 
1-oo lo -oo 
< C+ 21t llulllluxxlllluxlloodí 
< C+ 2Co 1t lluxx llllux ll oodr 
t t t 
< C+ 2Co (fo11uxll~dr fo11uxxll2dr) , (2.192) 
onde utilizamos (2.191) e a desigualdade de Cauchy-Schwarz aplicada uma vez em cada 
variável. Agora façamos uso da desigualdade elementar 
2AB::; 1A2 + ~B2 , 
I 
válida para todo 1 >O. Em (2.193) , consideremos 
A= J; lluxll;,dr, B = J J; lluxx ll2dr e "f = ~· 
Daí, de (2.192), segue-se que 
( 2Co t li 2 a 1t 2 ) !1 ::; C+ Co ~lo uxlloodr + 200 0 lluxx ll dr · 
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(2.193) 
(2.194) 
Por (1.28), l l uxll~ ~ lluxlll luxxll- Então, aplicando a desigualdade de Cauchy-Schwarz e 
( ) 4C
2 
2.193 novamente, com 'Y =~~temos que 
h = roo (u; + w;x)dx + 2a1t roo u;xdXdT 1-oo O 1-oo 
< C+ Co ( ~& !,' IJu,ll'dr + ;, !,' llu;,driJ) 
1t 1 oo C41t 1oo < C + a u;zdxd1 + 4---t u;dxd1 o -00 Q o -00 
< c + 4 c~ + Q r roo u;xdxdr. 
a lo 1-oo 
Logo, temos que 
1oo 1t1oo C5 (u; + w;;];)dx + Q u;xdxdr ~c+ 4---t =c}, -00 o -00 Q (2.195) 
onde C1 = C1 (ilgih + €jjg''l i). Então, independentemente de € em (0, 1] e de t;::: O, 
j ·oo u;dx ~ C1, a r foo u;xdxdr ~C~. (2.196) 
-oo lo 1 -oo 
Procedendo por indução deduzimos os limites 
1oo u~k)dx ~ Ck, a 1t 1oo ufk+tldxdr ~ Ck> (2.197) -oo O -oo 
para todo k ;::: O, onde Ck = Ck( iigilk + €119(k+l)ll) independe de € E (0, 1) e t ~ O. 
Observemos que esses limites não são restritos a intervalos de tempo finito como eram os 
limites correspondentes à Proposição 2.3.6 para a equação KdV regularizada sem termo 
dissipativo. 
Podemos agora passar ao limite (fazer € ..J_ O) utilizando os mesmos resultados da 
Seção 2.4. Podemos sem nenhum dano, omitir os detalhes. A unicidade é estabelecida 
como dantes. Resumimos o resultado no próximo teorema. 
TEOREMA 2.7.2 . Sejam ~ 2 e seja g E Hm. Então, existe uma única solução u em 
X~ para a equação ( 2.177) com valor inicial g. u depende continuamente de g E Hm em 
X~. 
Observe que com este teorema alcançamos nosso objetivo: demonstrar o Teorema 
2.0.1, pois basta fazer o:= O em (2.177) que ele segue como corolário do Teorema 2.7.2. 
OBSERVAÇÃO 5 . Se k < 3, u é solução no sentido das d~stribuições. Se k ~ 3, todas 
as derivadas em questão na KdV existem q.t.p. (em quase todo ponto) e a equação é 
satisfeita q. t.p.. De fato, se k ~ 3, pelos resultados de unicidade, a solução é a mesma 
que a garanttda pelo Teorema 2.4. 6, e portato é uma solução lássica se k > 3. O resultado 
do Teorema 2. 7. 2 é um melhoramento do Teorema 2.4. 6 para k < 3. 
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Capítulo 3 
-SOLUÇOES PARA A EQUAÇAO 
DE KORTEWEG-DE VRIES EM 
ESPAÇOS DE SOBOLEV DE 
ORDEM FRACIONÁRIA. 
Ko capítulo anterior, mais precisamente no Teorema 2.7.2, vimos que para k > 1 
inteiro, o problema de valor inicial associado à equação de Korteweg-de Vries 
{ 
Ut + UUz + Uxxx =O, X E JR, t ~O, 
u(x, O) = g(x) , (3.1) 
possui solução única em 1í~b se o dado inicial g está em Hk. J. C. Saut [19), através do 
teorema de interpolação de Tartar [22], estendeu este resultado para valores não inteiros. 
Ele demonstrou que se r > 3, J.L[r) + 1-r ([r) é o maior inteiro menor que r )e g E sr+~JJ-+! 
para algum é > O, então para cada T > O, u E D)O (O, T; Hr ). Para o caso 2 < r < 3, 
ele mostrou que se g E Hr+~SJ., então para cada T > O, u está em L00(0, T; Hr ). Daí, 
ficou-se com a impressão de que se perde regularidade em resolver (3.1) com valor inicial 
em espaços de Sobolev de ordem não inteira. Neste capítulo (baseado em [2)) veremos 
que isto não acontece, isto é, que para valores iniciais em H 5 , s ~ 2, a solução para (3.1) 
pertence a C(O, T ; H 5 )(= 1ír) para todo T > O. Também demonstramos que a solução 
depende continuamente do dado inicial no seguinte sentido: para todo T > O e s ;::: 2, a 
aplicação g H u de Hs em C(O, T; H 5 ) é contínua. Assim o PVI (3.1) é classicamente 
bem posto em qualquer espaço de Sobolev Hs, s 2 2. 
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3.1 Um pouco de Interpolação. 
Nesta seção exibimos um teorema de interpolação para operadores não lineares, o 
qual nos será útil para demonstrar que não se perde regularidade espacial resolvendo-se 
o PVI para a equação KdV com dados iniciais em espaços de Sobolev não-inteiros. As 
demonstrações omitidas, assim como uma exposição mais completa podem ser encontradas 
em [2], de onde transcrevemos esses resultados. 
DEFINIÇÃO 3.1.1 Dados B0 , B 1 espaços de Banach, com B1 <--+ Bo, para cada f E B0 
definimos 
(3.2) 
onde~> O. Dados O < () < 1 e 1 ~ p ~ oo, definimos, 
[Bo, B I]o,p = Bo,p = {f E Bo : 11 /ll~,,p = 100 K(J, ~)p~-(Op+1)d€ < oo} (3.3) 
com a modificação usual quando p = oo. 
Observação. B9,p é um espaço de Banach com a norma JJ .Jise,p· 
Not ação. Dados (81,pi), (e2,P2), dizemos que (ei,PI) < (e2,P2) se, 81 < e2, ou se 
81 = e2 e P1 > P2· Bol,Pl ~ Bo2 ,P2' se (8l,Pl) < (82,P2)· 
Com as duas proposições abaixo em mãos, poderemos estabelecer um importante 
resultado sobre limitação de aplicações de espaços de Sobolev intermediários. 
PROPOSIÇÃO 3.1.2 . Sejam f E Bo, 0 < e < 1 e 1 ~ p ~ oo. Suponhamos que dado 
€ >O existam gi(€) E B, {i= O, 1), tal que f= go(€) + 91 (€), com ll9i(€)lls, ~ G?, (t ) e tal 
que 
Então, f E Bo,p e 
PROPOSIÇÃO 3.1.3 . Sejam f E B0 e !E E B1satisjazendo a desigualdade 
para algum € > O. Então 
IJ/€11se,p ~ 311/llae,p' 
se f E Bo,p, para algum e E (O, 1) e 1 ~ p ~ oo. 
(3.4) 
(3.5) 
DEFINIÇÃO 3.1.4 . Sejam Bo , Bll e e p como antes. Dizemos que o par Bo , Bl possm 
uma identidade aproximada se existe uma famt1ta de aplicações contínuas Sl : Be,p ---+ B1 , 
para O < ~ ~ 1, tal que 
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(I) IISefiiBe,p + é-9 IISd i iB~ :::; CIIJIIBe,, para toda f E BIJ,p e E E (0, 1], 
e 
(II) IISEJ- f ii Be,, + C 9JISd - f ii Bo -t O quando é-!- O, para f E B/J,p, e uniformemente 
sobre subconjuntos compáctos de Bo,p· 
quando n =IR ou n = (O, oo). Então 
EXEMPLO 3.1.5 . Consideremos Bo = L2 = L2 (JR) e, para k um inteiro positivo, B 1 = 
Hk = Hk (JR) (veja a Definição 1.4.5). Temos que [L2 , Hk]- Hs paras= Bk (veJa [16}, 
pág. 47 {9.1}). Portanto existem constantes Ms e Ns tais que 
(3.6) 
Seja <P uma função C00 tal que O :::; <P :::; 1, 4> _ 1 em [-1 , 1] e <P = O fora de ( -2, 2). 
Definamos SE por 
(3.7) 
Então, a famüia {SE} é uma (0,2) identidade aproximada para o par L 2 , Hk para algum 
() em (0, 1). 
Agora vamos enunciar o resultado de que falávamos: 
TEOREMA 3.1.6 . Sejam B~ . B~ espaços de Banach tais que B~ f-J BL 1. = 1, 2, e sejam 
O < À < 1 e 1 :::; q :::; oo. Considere A. uma aplicação tal que 
(i) A: Bl,q -t B~ e para f, g E Bl,q, 
liA(!)- A. (g) II B~ :::; Co(II / IIBl + IIYIIB• )li/- 9IIB1 
>. ,q À,q o 
e 
(ii) A: Bf -t B? é contínuo, e para h E Bf 
onde Ct : JR+ -t JR+ são funcões contínuas não decrescentes, i = O, 1. Além disso, 
assumamos que o par BJ, Bf tenha uma (O,p) identidade aproximada {SE} para algum 
(B,p) ~ (>.,q) . Então, para (B,p) ~ (>., q) , A aplica BJ,p em B~,p contmuamente) e para 
f E BJ,p 
(3.8) 
onde, para 1 >O, C ('y) = 4Co(4-y) 1- 9C1(3-y)8 . 
Demonstração. Vamos demonstrar aqui que A aplica BJ,p em B~.P e a desigualdade 
(3.8) (para o restante, ver [2] Teorema 2, pág. 91 ). Seja f E BJ,p e, dado é > O seja 
!E E B} escolhido de modo que 
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(O, p) 2: (,\, q) => f E Bl,q e pela Proposição 3.1.3 
que junto com (i) e (ii) nos dá 
e 
II AJ- Af~: II B~ < Co( li f liBl,q + li feliBl,) li f- fe iiBJ 
< 2Co(4ll f 11 Bl )K (f, t ) ).,q 
ti!Af!liBi < Ct(llf!I IBi,)tllftiiBf 
< 2Ct (3ilf11Bl )K(f, E) . 
>.,q (3.9) 
Assim, vemos que a decomposição Af = (Af -Afe)+Afe (observe que Af -Afe E B~ 
e Af~: E BD satisfaz as hipóteses da Proposição 3.1.2, tomando g0(€) = Af - Afe e 
91 = Afe, pois 
i = O, 1. Agora basta aplicar a Proposição 3.1.2. o 
DEFINIÇÃO 3.1. 7 .Seja B um espaço de Banach e seja T > O. Denotamos por C(O, T ; B ) 
o espaço de Banach das funções contínuas de [0, T] a B cuja norma é 
ll flic{O,T;B) = Sup lif(t)liB· 
O~t~T 
Quando T é subentendido, denotaremos C(O, T ; B ) stmplesmente por C(B). 
Encerramos o capítulo com uma proposição sobre interpolação entre espaços da forma 
C(B). 
PROPOSIÇÃO 3.1.8 . Sejam Bo , B 1 espaços de Banach, com B 1 Y B 0 , O < (} < 1 e 
1 ~ p ~ oo. Então para algum T > O, 
[C(Bo), C(Bt) ]e,p Y C([Bo, BI]e,p) · 
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3.2 Extensão dos resultados da Seção 2.5. 
Seja u a solução do PVI (2.2) com dado inicial 9 E Hs, s 2: 2. Na Seção 2.5 vimos 
que se s = k é inteiro positivo, então para qualquer T > O finito, a aplicação U : Hk 4 
C(O, T; Hk) definida por U(g) = u é contínua. Nosso propósito é estender esse resultado 
a valores não inteiros de s. 
Observação. Esse C(O, T; Hk) é o mesmo da Definição 3.1.7, com B = Hk . 
LEMA 3.2.1 . Seja U(9) = u a solução (única) do PVI (2.2) com valor inicwl 9· Então 
(3.10) 
onde ck : JR+ -t JR+ é uma função contínua não decrescente que não depende de T. 
Demonstração. A demonstração é feita por indução. Lembremos da Seção 2.4 que 
existe uma sequência de funcionais {Ij}J=0 tal que, seu é uma solução da equação KdV, 
então cada Ii(u) é independente de t 2: O (ver Teorema 2.4.8). Pela invariância de / 0 , 
para todo t 2: O, 
llull = 11911- (3.11) 
Temos que 
e então 
Adicionando llull2 a ambos os lados e usando (3.11) temos, 
llulli 
Subtraindo illulli, temos 
l l ull~ < ~119114 + i ll9lli 
< (~ 119112 + ~) llglli 
< c1 (ll9lh)2 119lli, (3.12) 
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onde C(>.) = [H2>.2 + 7))t. 
Suponhamos agora que (3.10) seja válida para k < m, com m ~ 2, e que Im(u) seja 
invariante. (Vamos primeiro estimar a integral de Qm). Então, 
1: u(8) · · · u(;=:~)dxl $ (JJullm-I)í:i:õ2 a,. 
Portanto, para alguma constante f3m, 
11: Qm(U(o), ... , U(m-z))dxl $ f3m(l + J JuJJ:_ 1 ) 1Ju i J~_ 1 . 
Uma estimativa análoga é válida para o monômio cmuu~_ 1 . Então pela hipótese de 
indução, 
llm(u)-1: (g(m)) 2dxl $ f3:n(1 + I Ju i J:_ 1 )1JuiJ~-l 
$ c:n (IJ gJim-l)JJgJJ~-1· 
esta estimativa vale ema particular para t =O. Como Im(u) é invariante, segue-se que 
1: ulm)dx -i: (g(ml)'dxl = 1: ulm)dx - Im (u) + lm(g)- 1: (g(ml) 2dxl 
$ 2C:n (I JgJim-l)JJg J J~-l · (3.13) 
Portanto se Cm(>. ) = (1 + 2C:n(>.) + Cm- 1 (>.) 2) ~, 
JJullm $ Cm(JigJJm-dJJgJJ m, 
e assim, o lema está demonstrado. o 
TEOREMA 3.2.2 . Sejam T > O e s ~ 2. Então a aplicação U : H$ ---7 C(O, T ; H$ ) é 
contínua. Além disso, se g E Hs , existe uma função contínua não decrescente Cs,T : 
JR.+ ---7 JR.+ tal que 
JJuJJc(O,T,H•) $ Cs,T(JJgJJ[sJ)JJgJJs, 
onde [s] é o maior inteiro menor que s. 
(3.14) 
Demonstração. A existência e unicidade de solução para s ~ 2 real foi demonstrada 
por J.C. Saut (ver [19]). 
Para k > 1 inteiro o teorema resume-se ao Lema 3.2.1 e portanto, está demonstrado. 
Suponhamos k -1 < s < k com k > 2 inteiro. Aplicaremos o Teorema 3.1 .6 com BJ = L2 1 
B2 - C(O T· L2 ) B 1 - Hk B 2 - C(O T· Hk) >. = k-l q = 2 (} = ~ e p = 2 Vimos no o- I I I } I 1- I I I k I l k • 
Exemplo 3.1.5 que o par L2 , Hk admite uma ( (}, 2)identidade aproximada. Basta então 
confirmarmos as condições (i) e (ii) daquele Teorema. (ii) é consequência das seções 
anteriores juntamente com a desigualdade (3.10). A condição (i) diz que U aplica B~ 2 lc , 
em C(01 T ; L2 ). Mas 
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isto é, B~r-1 2 "' Hk-1 . Logo, para confirmar (i) devemos provar que U Hk- 1 -t 
k ' 
C(O, T; L2) e que dados / , g E Hk- I, 
[[U f- U g[[c(o,T;L2) ~ Ck,r(llf[lk-1 + [[g[[k-1)111- g[j. (3.15) 
Como k > 2, já temos que U : Hk- 1 -t C(O , T ; L2) é contínua e portanto, com mais razão, 
U aplica Hk-1 a C(O, T ; L 2). Como U é contínua, é suficiente demonstrarmos (3.15) em 
algum subconjunto denso de Hk-I, como H 00 por exemplo (para ver que H 00 = Hk-l 
consulte o Teorema 1.4.6(iii)). Então sejam J,g E Hco e sejam u = Uf, v = Ug e 
w = u - v. Então w satisfaz o PVI 
1 
Wt + 2((u + v)w]x + Wxxx =O, w(x, O) = 1(x)- g(x) . 
Além disso, u(·, t ), v(·, t) e portanto w(-, t) estão em H 00 para cada t E [0, T]. Multipli-
cando a equação acima por w, temos que 
f~oo WWxxxdx = -! f~oo &xw;dx =O e J~oo ~[(u + v)w]xwdx =i J:C(u + v)xw2dx. 
Pela desigualdade de Sobolev llhi[Loo ~ llh[[I temos, 
1 d 100 1100 
-- w2dx - -4 _00
(u + v)xw2dx 2 dt _
00 
1 100 < 4([[u[[2 + llvlb) -oc W 2dx , 
e por (3.10) segue-se que 
:t llw ll2 ~ C(IIJII2 + ll9lb)llwll2, 
onde C(>.) = >.C2 (>. ). Pelo Corolário 1.1.7, 
llw( ·, t) ll2 ~ llw(·, 0)[[2ect. 
(3.16) 
Seja C2,r(>.) = exp (C(>.)~). Então, extraindo a raiz quadrada e tomando o supremo 
sobre t E [0, T] da última desigualdade, temos 
li V f- Ug[[c (o,T ;L2) ~ C2,r(llfll2 + llglb) llf- 911 
~ Ck,r (llfllk-t + llg[lk-1)1 !- 911, 
pois Ck,T é crescente como função de k e 11112 ~ llfllk-1, []g[[2 ~ ll9llk-l· Logo, 
U : [L2, Hk ]B,2 -t [C(O, T ; L2 ) , C(O, T ; Hk)]o,2 
é continua. Como [L2 , Hk]8,2 ""' Hs e pela Proposição 3.1.8, 
[C(O, T; L2), C(O, T ; Hk )]o,2 c C(O, T ; [L2 , Hk ]o,2) ~C( O, T ; H 5 ), 
segue-se que U : Hs -t C(O, T; H 5 ) é contínuo. Pelo Teorema 3.1.6 
I lU g [[c (o,T;H$) ~ ~ Cs,T ( M~_1 [[g [ [k-1) ll9lls, 
onde Cs,r(>.) = 2C2,r (4>.)1- 8Cm(3>.)8 e, A1s , Mk-1 e N5 são definidos em (3.6). O 
84 
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