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I. 1NTROZ)UCTION 
Let V(C) be the space of n-vectors over the complex field, and let A 
be a linear transformation mapping V --f I’. Suppose Vin is partitioned 
into disjoint subspaces Vi,. , I/,. This partitioning induces a partitioning 
of A, and we may assume, without loss of generality, that its matrix 
representation can be written 
A=[:I;l I;  ::I. (1.1) 
where each Ai is ni x ni so that A,,? maps Vi ---f Vi. If 11. Iii is a vector 
norm defined on Vi, we define, in the usual way, the corresponding 
matrix norm, 
and the reciprocal [3] or g.1.b. [5] norm 
WZ(A,,~) = inf IIAi,j~lIi. (1.3) 
riXll,==l 
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Associated with A, we define the class QA of n x PZ matrices, B = (6,,j), 
partitioned conformally with A, such that 
7n(d, - B,,,) < rn(di - Ai,& for all o, l<i<N, 
J!f(Bi,,) = M(4,,)> 1 <i, &N. (1.4) 
Let x = (x1,. , ., xl,,)’ be a vector with positive components and let 
X = diag(x,l,, . . . , xsl,), where I, is the n, x ni identity matrix. We 
define the sets 
and 
G(x) = (J G&L). 
i=l 
Then the generalization 121 of Gerschgorin’s theorem [4], as applied to 
the matrix X-lAX states that the eigenvalues of A are contained in G(x). 
It follows from our definition (1.3) that G(x) is also an inclusion region 
for the eigenvalues of any B E s2, and, since this holds for any x > 0, 
we have 
.S(Q,) E G(Gn,) s nG(x),+ 
s>o 
(1.5) 
where S(Q_,J is the s$ectrum of a,, i.e., the set of all eigenvalues of all 
BEG,. One of the aims of this paper is to obtain a characterization of 
s(Q,). For the particular case N = n, such a characterization is given 
in [8], and our results in Section 2 represent a generalization of it. 
If, for some s, G,(x) fl G,(x) C aG,(x), the boundary of G,(x), 1 < i < N, 
i f s, for some x > 0, then G,(x) is said to be isolated, and it is easily 
shown that G,(x) contains precisely n, eigenvalues of A. Note that the 
empty set 0, being a subset of aG,(x), is included under this definition. 
In order to get a better estimate for these n,Y eigenvalues we would like 
to devise a method for finding a vector y E P, E (x > OIG,(x) is isolated} 
such that G,(y) is “best” in some sense. In Section 3 we give an algorithm 
t The set C(Q,) differs from the analogous term G,(A) in [15] in that the norms 
on the subspaces are fixed. It is easily seen, though, that G,(A) C G(c),) since any 
choice of x > 0 with fixed norms +i give a 4 E Dn. 
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for determining such a y. Once again our results represent a generalization 
of corresponding results 1131 for the case N = n. 
2. CHARACTERIZATION OF .?(Qn,) 
It is possible, as in [14], to show that aG(S,), the boundary of G(Q,), 
is sharp, i.e., aG(Q,) s S(S,). The proof is a particular case of the con- 
struction given in Theorem 2.2. From (1.4) it therefore follows that we 
must determine how much of the interior of G(9,) to remove in order to 
specify S(Qn). 
We may assume, without loss, that there is an N, such that 
(2.1) 
It will be understood that only the second part of (2.1) applies in the case 
N, = 0 and, when N, = N, only the first part applies. A similar conven- 
tion will be understood to hold for subsequent definitions such as (2.5) 
involving N,. We shall also write 
A= (2.2) 
where A, is N, x N, so that, with respect to the partitioning (l.l), the 
subblocks A,,j of A, are all 1 x 1. Let .d be the set of permutations 4 
of (1,. . .) IV} for which 4(i) = i, N, < i < N. Let 4 E .d and define 
the n x n matrix P, to be 
P, = 
where K, = (Si & is the N, x N,. 
For arbitrary x > 0 and complex CT, we define 
i 
A,(x) ~ “(01, - A,,,), if 4(i) = i, 
r,“(“; x, = A,(x) if $(i) j; i, (2.3) 
and the set 
S 
cm(x) = u G?(x), 
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where 
G?(x) = {ulri4(u; x) 3 0}, l<i<N. 
Then it is easy to establish the following generalization of a result due 
to Schneider [ll]. 
LEMMA 2.1. S(S,) c G4(x) for any x > 0 and any 4 E ~2’. 
Proof. To see that Gh(x) contains the eigenvalues of A, we simply 
apply the block diagonal dominance argument of [2] to the matrix 
(a1 - X-lAX)P+. The fact that .S(n,) s G+(x) then follows from (1.4) 
and (2.1). Q.E.D. 
With this result we have 
S(SZ,) G n n fi G?(X) = ~(9,) 
4Ezz x>o i=l 
(2.4) 
As we shall see, the reverse inclusion is also true. In order to show this, 
first we need to establish a necessary and sufficient condition for a point 
o to be contained in H(GJ. 
Let u = (ztl,. . ., z6s) T be an N-vector with 0 < ui < 1, 1 < i < N, 
and define the colnparison matrix Q”(o; u) = (qi,j) by 







Q4(u; u) has nonnegative off-diagonal entries, and hence [12, p. 2581 it 
has a real eigenvalue ~,(a; u) with the property that Re i < ~~(0; U) for 
any other eigenvalue il of @(o; u). Moreover, ~~(0; u) can be characterized 
as 
and it can also be shown that v+ corresponds to an eigenvector y which 
is positive. 
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THEOREM 2.1. Let $ E d. Then u E G4(Q,) if and only if v+(o; 5) 3 0, 
where 5 = (1,. . ., l)T. 
Proof. From (2.3) and (2.5) we have 
where ,?i = x+(~,. If we suppose that cr E G$(Q,), then u E Cd(x) for every 
x > 0. Hence, for each x > 0, there exists s such that 0 E G,‘(x), so that 
rs4(o; x) >, 0. Since x > 0 implies (xdci,/xi) > 0, 1 < i < N, it then 
follows that 
With (2.6) and the fact that % ranges over all positive vectors whenever 
x does, we see that Y&O; 5) > 0. The converse follows by reversing the 
argument. Q.E.D. 
COROLLARY~. 1. a E H(R,) if ami only if ~~(a; E,) > 0 for all $ermuta- 
tions #IE d. 
Proof. From (2.5) we have Q”(o; ut) < Q+(o; uq). The result then 
follows from the Perron-Frobenius theory of nonnegative matrices [12, 
p. 471. Q.E.D. 
In order to show the reverse inclusion in (2.4), we shall choose an 
arbitrary (T E H(QA) and find a B E Q, having o as an eigenvalue. The 
construction of such a B depends on being able to resolve the following 
problem. Let ViT and Vs be vector spaces of dimension 7 and s with norms 
11 * /IT and 1 I . 1Is, respectively. Let S, = {x E V,l l[xlir = l}, and similarly 
define S,. Let A be an 7 x s matrix mapping V, - Vs with norm 
M(A) = sup IlAX& 
x&s, 
Suppose that y E S,, z E S, and cc, 0 < cc < 1, are given. Then the problem 
is to find an 7 x s matrix B such that 
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M(B) = M(A) and By = crM(A)z. (2.7) 
It is well known [l, p. 651 that there exists a vector v E S,* such that 
V’Y = IIYlls = I, where S,* = {x E I/,1 jlxlI,* = l}, /I * /Is* being the 
conjugate norm [l] of 11 * IIs, and i’ is the conjugate transpose of i. It 
is clear that there is a ? E S,* such that i’y = 0 and so, by continuity, 
there is a v E S, such that v’y = E. We then define 
B = M(A)zv’, 
and it follows that this matrix satisfies (2.7), since there must exist a 
y E S, such that v’y = 1 jvll,* = 1. 
We now prove 
THEOREM 2.2. H(Q,) E .S(Q,). 
Proof. As indicated above, the proof is by construction. Let o E H(QA). 
We shall consider three separate cases in constructing a B sQA having CJ 
as an eigenvalue. It will follow from Theorem 2.1 and Lemma 2.2 that 
these cases are exhaustive. 
Case 1. m(a1, - A,y,,) = 0 for some N, < s < N. Then cr is an 
eigenvalue of A,,,. Now, by a standard compactness argument, it can be 
shown that there exists a ys E S, E {X E I/,1 11x1 Is= l} such that 
Utilizing the procedure outlined above, we define the subblocks of B by 
B. = J~(.4i,,)zi,,xl,s, i = s, 1 < i ,( N, if s, 
2*3 \&j> otherwise, 
where xi.3 E S,* are such that xi,,y, = 0, and z~,~ E .Si is arbitrary. Then, 
with y = (OT, . , ysT, OT, . . , OT)T, we have By = oy and B E QA. 
For the remainder of the proof, we shall assume that “(01~ - A,,,) f 0, 
N, < i < N. 
Case 2. For some 4 E &, there exists u, 0 < u < 5, such that 
~~(0; u) = 0. Then there exists x > 0 such that 
Qd(o; u)x = 0. (2.9) 
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For the block B, relative to the partitioning (2.2), we define 
ph.?0 j = k, 1 < k < N,, 
*‘*’ =\la& exp(i(0, + n(- 1 + &d(k) + bA6(k,)))T 
lek, i<N,> i#k> 
where 0, = arg(o - u~,,~,). Let yk E S,, N, < k < N, satisfy a relation 
of the form (2.8). We select vectors x~,~ E S, such that 
(2.10) 
and define zk E V, by 
The subblocks of B,, B,, and B, are then defined as 
~(&,)X~,j> 1 < k < N, < j < iv, 
B,,j = 
I 
A,,,, j = k, N, < k < IV, (2.11) 
M(&,&&> otherwise. 
Then B E QA and, with 
it follows from (2.9) that By = oy. 
Case 3. ~,(a; 0) > 0 for all C# E AC?‘. Then CJ E S(OAI), where J2_,,, is 
the class of N, x N, matrices associated with A, by a definition analogous 
to (1.4). Hence, using the results in [S], we see that there exists a B, E QRA, 
and a vector v = (or,. . , z~~~,)~ such that B,v = cw. With u E 0 in 
(2.10), we define B,, B,, and B, using (2.12) as before. Then, once again, 
we have B E !SnA and By = oy, where 
with 
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Q.E.D. 
COROLLARY 2.2. 5(Q,) = H(9,). 
:I. IIEST ISOLATED GERSCHGORIiX REGIONS 
W’e may assume, without loss, that G,(x) is isolated for some x > 0, 
i.e., P I $ 0. (We no longer assume that (2.1) necessarily holds.) Since 
AI = A,(x) for any p f 0, we may assume the normalization that 
XI = 1 for any x > 0. As in I13], we shall adopt the notation x = 
(x2,. ., ?I.~)~ for the vector with N - 1 components obtained from 
x = (1, x2,. . , x,~)T and vice versa. Finally, we shall assume that A 
is block irreducible.: 
Let x > 0. Then x E P, if and only if G,(x) fl G,(x) C aG,(x), 2 < 
i < A:. For the special case N = n, this means that 
d,,i -Al(x) -A,(x) 3 0, 2 < i < 12, 
where d,,, = la,,, - a,,ij. For hr < n, the analog of dI,i - AI(x) will be 
“z(o,li - A,,i), (TV E H,(x), where 
H,(x) = {~~~GI(x)~m(o,l, - A,,i) = inf m(o1, - Ai,J}, Z<i<lL’. 
0&,(X) 
(3.1) 
Thus x E PI if and only if x > 0 and 
where (TV E H,(x). 
We shall say that G,(x) is best if the “radius” AI(x) is a minimum over 
all x E I-‘,. Now, owing to a possible lack of monotonicity in the reciprocal 
norms m(o1, ~ A,,i), it is difficult to devise a direct analog of the algorithm 
in [13] for finding the minimal radius if we attempt to base such an 
algorithm on minimizing /l,(x). Consequently, we use an alternative 
method. To this end, it is easily seen that, for N = n, minimizing AI(x) 
t A is block irreducible if the comparison matrix Q’(n; II) of (2.5) with II > 0 and 
C#I = I is irreducible [12, p. 181. 
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is equivalent to maximizing dr,i -Al(x), 2 < i < n, over all xE P,. 
The analog of this is to maximize, over all x E P,: 
%Z(U,Ii - A,,,), CTiEH,(X), 2<i<N. (3.3) 
This is what we shall use as the basis of our algorithm. 
For arbitrary t we define the N x N comparison matrix Q(t) = 
(Ut)), where 
i 
d,,l - t, t < 0, 
&i(t) = “(O,l, - A,,,), 0 < t < d,,i, (Ti E H,(t), (3.4a) 
d,,i - 1, d1.i d t, 
~~(AI,,), z<i<iV, i=l, 
“‘j = l- M(A,.,), otherwise, 
(3.4b) 
where Hi(t) is defined by (3.1) with t E /f,(x). The quantities d,.i and 
d,,r are special cases of 
where {As(T)}~~l is the set of eigenvalues of A,,,. Since the eigenvalues 
&cr) can be regarded as the “center” of G,, we can think of d,., as the 
distance, under the norm 11 . j IQ, f rom the center of G, to that of G,. We 
note that each qi,i(t) is a continuous nonincreasing function of t. For 
convenience, we shall write 
Q(t) = 
where Q(t) is (N - 1) x (IV - 1). (Q(t) is the analog of the matrix Q - 
t1 in 1131.) The condition (3.2) for a vector x to be in P, can be restated 
in terms of Q(t). We have, without proof, 
IdEMMA 3.1. x E PI if and o&y if 1; > 0 and Q(t) x 3 a, where t = 
ill(x). Moreover, x E P, im$lies that Q(t)x > 0. 
Now, for arbitrary t, Q(t) has nonpositive off-diagonal entries and 
hence it has a real eigenvalue v(t) with the property that v(t) < Re(A) 
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for any other eigenvalue A of Q(t). Moreover, y(t) is monotone nonincreasing, 
since each q,,i(t) possesses the same property. We shall write y(t) = 
V ,, - f(t), where v0 = v(O), and let t be such that f(f) = v,, and f(t) < v,,, 
for all t < 5 
LEMMA 3.2. Q(t) iS an M-WLat?‘ix§ if and only if t < f. 
Proof. This is an obvious consequence of the following result [12, 
pp. 84, 871. Let A = (a,,j) be an n x n real matrix with a,,j < 0, i f j. 
Then the following are equivalent: 
(i) A is nonsingular and A-r 3 0; 
(ii) a,,i > 0, 1 < i < n, and K = I - DA is nonnegative and 
convergent, where D = diag(a<:, . . . , a$) ; 
(iii) Re I. > 0, where A. is an eigenvalue of A. Q.E.D. 
Let t be arbitrary, 
Using Lemma 3.2 and the fact that A is block irreducible, it can easily 
be shown that Y, > 0 for all t < i. Defining the function 
and define the vector y1 from 
Qct,jj = a. 
g(t) = AI( 
we have 
LEMMA 3.3. For all t < i, g(t) is nondecreasing 
Proof. Let t < i. Choose E > 0 sufficiently small that E > 0, where 
E = Q(t) - &(t + E). Then 
Y 1 / E = &-yt + F) i 
= (I - Q-l(t)E)-l,v, 
= y, + 5 (Q-l(t)E)“i, 
1 
§ A real n x n matrix A = (ak j) with ak j < 0, j + h, is an ,Wl-matrix if A is 
nonsingular and A-’ 3 0. 
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and, since Q-l(t)E 3 0, the result follows from the relation n,(x) = arx. 
We note that the possibility of having g(t + E) = g(t) arises from the 
possible lack of monotonicity in the reciprocal norms. 
LEMMA 3.4. Let t < f. Then y1 E PI if ami only if 
Proof. Since y, > 0, we see from Lemma 3.1 that 
only if Q(il,(y,))y, 3 a or, equivalently, Q(g(t))ji, > ii. 
Q(s(t))it = a + @(g(t)) - Q(t))i*, 
Q.E.D. 
t 3 g(t). 
yt E PI if and 
But 
and so the result follows from the definition (3.4a) of the diagonal entries 
of Q(t). Q.E.D. 
LEMMA 3.5. P, + 0 if and only if g(t) has two fixed points ,u, u such 
that 0 < ,LL <IS < i aad g(t) > t for all t < E, t $ [p, (~1. 
Proof. This follows immediately from Lemma 3.4 and the fact that 
g(t) + 0 as t --f - co and g(t) - + CC as t + f from the left. Q.E.D. 
PA 
. . 1 . 
. . h . . k 
I’ tn CJ f t P t,, ci t t 
Fig. 1 I’ig. 2 
It is clear that ,U represents the minimal radius for G,, and so we desire 
an algorithm which converges to this value. The algorithm in [13] assumes 
that P + 0 and that a value t, such that ,U < t, < G is known. New 
values ti converging to ,U are then successively generated as illustrated 
in Fig. 1. A corresponding scheme for the general case could, however, 
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present difficulties, as can be seen in Fig. 2. This figure illustrates a 
possible situation where convergence to ,u does not occur since g(t) is not 
necessarily strictly increasing as it is when N = n. To avoid this problem, 
we shall use an analog of the method in [7] which consists of the same 
type of iteration but begins with t, = 0 (Fig. 2). This method will clearly 
converge to ,u (if it exists) and has the further advantage that it will 
detect the case P, s 0, so that no a priori knowledge of whether or not 
P, + 0 is needed. 
LEMK4 3.6. If t is such that f < t < d = minsGjGs dI,i and Q(t) is 
nonsingular, then J;, > 0. 
Proof. This result is the analog of Lemma 5 of 171. The proof is 
the same if we replace ja r,r - a,,i[ - t by yn(o,l, - Ai,i), where oi E Hi(t). 
Q.E.D. 
We now state our convergence theorem. 
THEOREM 3.1. Let A = (a,,i) be an arbitrary, complex n x n matrix 
partitioned as in (1.1). Let {ti},yO be the sequence of numbers defined by 
t, = 0, 
ti = g(t,-1) = ill(%), i-1,2,..., (3.5) 
where xi is determined by 
(&)ii = a. 
Then either 
(i) ti is a strictly increasing sequence with lim,_on ti = p < t; or 
(ii) for some i, at least one of 
&(tJ is singular, 
i&+0, OY 
d < ti 
holds. In cases (i) and (ii), the stated conditions aye necessary and sufficient 
for P, to be nonempty or empty, respectively. 
Linear Algebra and Its Applications 4(1971), 205-220 
GERSCHGORIN THEOREMS FOR PARTITIONED MATRICES 217 
Proof. Once again, the proof is similar to the corresponding result 
in :~7 I. We omit the details here. Q.E.D. 
We conclude this section by making a few observations concerning 
this method. First, the vectors xi are not elements of Pi. Next, if PI +n 63 
and g(t) is strictly increasing at t = ,u, then the limit vector xtL, resulting 
from (3.6), is such that x1, E P, and is an eigenvector of Q(Y,J corresponding 
to the eigenvalue f(p). If, on the other hand, g(t) = p for all t in some 
interval containing ,u, then the iteration (3.5) will terminate after a finite 
number of steps with the value ,u, but convergence to xP will not necessarily 
occur. Finally, we note, as in [7], that the use of more efficient root- 
finding methods, such as the secant method or Newton’s method, in place 
of (3.5) will give faster convergence. 
4. EXAMPLES 
We illustrate the results of Section 2 by calculating the minimal 
Gerschgorin set for the matrix 
6 2 0 0 B 0 - 
1 7 0 0 0 0 
io 4i 1 1 0 
0 0 -1 4i 0 -1 
0 1 2i 0 1 -2 
0 0 0 1 -2 1 
Using the l,-norm on each of the subspaces, we have 
G,(x) = I 
1 
I G3(x) = \ojrnm(lo - 3ij, 1~ -- 5il) < iT (1 + x4) 
3 
I G4(x) = ~~lrnm(io f 11, lo - 31) < d (xp + 
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The set & consists of the identity permutation and the transposition 
(1, 2). In order to determine G+(Qn,) for fixed 4, we make use of Corollary 
2.1, namely, we determine those values of cr for which Q”(o; g) is singular. 
(There may also be some interior points satisfying this condition, but 
they can easily be detected and discarded.) The set H(Q,) is shown in 
Fig. 3, which also shows the actual locations of the eigenvalues. 
4i -- 
k 
I 2 4 5 
-i.- 
Fig. 3 
The algorithm for finding the best isolated Gerschgorin region was 
applied to the matrix 
6 (5 + VSi) 0 $ 
(6 - V3i) 3 0 --i 
1 i 0 4 -2 
0 1 -2 4 
0 : 0 -; 
L 
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If we use the l,-norm on ‘I’,, the Ii-norm on V,, and the I,-norm on v,, 
we get 
I 1 Gs(x) = \gi 1~ - (6 + 3i) ( ,( ; (4 + +x2), . 
To find the minimal radius for G,, we used the iteration (3.5) and obtained 
/A = 0.6645, xl1 = [0~5161,0.1749]~. 
The eigenvalues lying in G are - 0.9424 + 0.12483’ and 10.0274 - 0.047% 
to four decimal places. 
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