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Abstract
When there is a dispute between players on how to divide multiple divisible assets, how
should it be resolved? In this paper we introduce a multi-asset game model that enables
cooperation between multiple agents who bargain on sharing K assets, when each player has
a different value for each asset. It thus extends the sequential discrete Raiffa solution and the
Talmud rule solution to multi-asset cases.
keyword: resource allocation, game theory, Raiffa Bargaining Solution, Aumann Bankruptcy,
non-transferable commodities
I. INTRODUCTION
The study of bargaining between players who can benefit from cooperation dates back to
the beginnings of game theory [1]. Over the years many different solutions to the bargaining
problem have been proposed. A good overview of bargaining solutions and models can be found
in a volume by [2] and the references therein. In contrast the age-old problem of adjudication of
conflicting claims has been dealt with by all societies probably since the dawn of civilization.
The contemporary study of the mathematical problem of resolving conflicting claims can be
attributed to [3], where he formulated the problem in a game theoretic manner and solved it
using cooperative game theoretic techniques. In the last thirty years there has been extensive
exploration of the axiomatic bases of bargaining solutions and ways to resolve conflicting claims
in bankruptcy cases. An excellent recent overview can be found in [4], [5], which extends
Thomson’s overview of older results on the relationship between bargaining and the adjudication
of conflicting claims [6], [7].
There are several alternative approaches to analyzing collaborative solutions. One approach
is based on building an axiomatic structure that leads to a single solution. This approach began
with the Nash bargaining solution [1], [8] and includes the analysis of many other solutions; e.g.,
the Raiffa solution [9], the Kalai-Smorodinsky solution, [10] and the family of generalized Nash
solutions, [11]. Other approaches emphasize the negotiation process to reach a final agreement.
[12] was the first to establish a step-by-step axiomatic definition of the discrete Raiffa solution
for the N -player bargaining problem, based on four axioms. [13], as well as [14] presented
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2characterizations of the continuous Raiffa solution. Recently, [15] suggested viewing the discrete
Raiffa solution as a repetition of a process based on three standard axioms; namely (a) Pareto
optimality (b) invariance to affine transformation, and (c) symmetry [16] generalized the Raiffa
solution to the case of multi players achieving interim settlements step-by-step. They defined a
family of discrete solutions for N-person bargaining problems which approaches the continuous
Raiffa solution as the step size gradually becomes smaller. [17] proposed a unified framework for
characterizations of different axioms that lead to different bargaining solutions. Their solution
was simplified by [18] who also filled in a gap in the proof. Recently, Trockel also proposed an
alternative formulation for the discrete Raiffa solution based on non-transferable utility games.
[19] Another approach is to define a bargaining process that leads to a specific bargaining
solution. [20], [21] and [22] proposed a mechanism for reaching bargaining solutions in which
two players are allowed to make a sequence of simultaneous propositions and to converge to
the discrete Raiffa solution.
The [23] bankruptcy solution is based on an interpretation of two claim resolution scenarios
discussed in the Talmud. The first case is the Contested Garment (CG) problem where two men
disagree on the ownership of a garment1. The second case2 addresses the estate division problem
among three women. [23] constructed two rules that generalize the Talmud rules and can be
applied to resolve the bankruptcy problem. Later these rules were generalized by Moreno-Ternero
and Villar who defined a family of rules termed TAL, [24]. [25] extended the Talmud rules even
further by considering a wider family of rules which he termed ICI and CIC. Another line of
research was taken by [26]. They represented bankruptcy problems as bargaining problems. This
enabled them to study the Nash bargaining and the Kalai Smorodinsky solutions as means of
solving the bankruptcy problems. Specifically, they proved that the Nash bargaining solution
induces the constrained equal award rule and the Kalai-Smorodinski induces the proportional
rule. In the other direction, [27] suggested that certain games; i.e., the class of compromise
admissible games with transferable utility, can be considered as coalitional games and their
solution was related to the run-to-the-bank (RTB) rule, showing that in certain cases bankruptcy
solutions can be the basis for the solution to cooperative games. This leads directly to the
query of whether the Raiffa solution can be described as an iterative application of a bankruptcy
problem. This is indeed one of the goals of this paper.
An interesting generalization of the bankruptcy problem to multiple issues was first proposed
by [28]. In their formulation each agent has multiple claims regarding the total assets, and each
claim is related to a different issue. They defined a division problem with multiple issues as
follows:
1 Mishna Baba Metzia 2a: The first man claimed half of it belongs to him and the other claimed it all; the decision
was that the one who claimed half is awarded 1/4 and the other is awarded 3/4. The principle is clear: the first man
agrees that half of the garment does not belong to him. Therefore, the bargaining is only on half of the garment.
2Kethubot 93a: a man married three women. The first woman had a marriage contract of 100, the second of 200,
and the third of 300. The man dies and his estate is worth E. The ruling of Rabbi Nathan was as follows: If the
estate is worth E = 100, then the estate will divided equally, namely 33 1
3
for each. If the estate is worth 200 the
division will be (50, 75, 75) and if it is worth E = 300 the division is (50, 100, 150), respectively.
3Definition I.1. Let the set of agents be I = {1, ..., N}. Each agent has a vector of claims
cn = (cn1, ..., cnK), regarding the issues 1, ...,K and for all n, k cnk ≥ 0. A multiple issue
bankruptcy problem is given by the pair (C,E) where C = [c1, ..., cN ]
T , E > 0 is the total
value of the assets that should be divided among the agents and c =
∑N
n=1
∑K
k=1 cnk > E.
A vector x = (x1, ..., xN ) is efficient if
∑N
n=1 xn = E. A division rule for a multi-issue claim
problem is a function that assigns to each multi-dimensional claim problem (C,E) an efficient
vector x = f (C,E).
They proposed a multi-dimensional extension of the run-to-the-bank rule in [3] and showed
that it coincides with the Shapley value for the generated coalitional game. Based on the work
of Calleja et al, [29] showed that the multi-dimensional run-to-the-bank rule always yields a
core element, and that it satisfies self-duality. [30] provides a good discussion of the different
problems that can be represented as a multiple issue bankruptcy problem. An extended discussion
of the problem of multi-issue bankruptcy is presented in [31] where it is shown that the theory
of cooperative games provides an allocation rule consistent with the Talmud rule [23] in the
case of two agents. It is worth noting that the literature on multiple issue claim problems has
only been concerned with allocating vectors on the face of the N dimensional simplex (the face
containing the efficient allocation vectors). However, this does not cover the most general case
of claim problems. When there are multiple assets, these are replaced by the total worth of all
the assets. In many bankruptcy problems this is indeed desirable for operational simplicity of the
bankruptcy problem. However, different types of assets can definitely have different value for
different agents. For example, the agents may be subject to different taxation laws, in which case
they might prefer to have larger share of one type of asset rather than others (for example, the
taxation of property, equity in companies and cash differ significantly depending on the countries.
In this sense, we assume that utility is not transferable between agents. This generalization is the
main focus of this paper. In this case the differences between bankruptcy and general bargaining
tend to decrease, since in both cases different agents have different utilities for each division of
the assets. The non-transferable utility claim problem can now be formulated as follows:
Definition I.2. Assume that we have N agents and a vector of assets E = (E1, ..., EK). We
assume that each of the assets is divisible such that any agent can get a part of each asset. Agent
n, 1 ≤ n ≤ N has claims cn1, ..., cnk for each of the assets. Furthermore, each agent has a
utility associated with each asset unk. A generalized claim problem is given by a triple (E,C,U).
The allocation matrix A = (αnk). The total utility for player n is given by
∑K
k=1 αnkunk. The
allocation rule for a generalized claim problem is a function f (E,C,U) = A where A is a
stochastic allocation matrix, i.e.,
∑N
n=1 αnk = 1 for every k.
This generalizes Haake’s model, [32], who studied the Perles-Maschler solution and the
discrete Raiffa solution for two agents sharing K divisible commodities with utilities that are
linear in the share in each commodity. Haake derived a procedure based on pricing. In an article
on frequency allocation problems [33], [34] discussed a more general resource allocation problem
where the utilities are convex functions of the weighted linear sum of the assets (a slightly more
4general model than the generalized claim problem). They provided an efficient algorithm for
computing the NBS and showed that in the two agents case only a single commodity is shared
and the computational complexity is K log(K). They also discussed the NBS in the general case
of N players and K ≥ 2 commodities [34] and showed that there is always a solution where at
most
(
N
2
)
commodities are shared and any other commodity is allocated to one of the agents. This
was extended and similar results were shown to hold for the Generalized Nash solutions and the
Kalai-Smorodinsky solutions (KSS) in [35]. A related problem was considered by [36] and by
[37] who addressed the problem of resolving global bargaining problems over a finite number of
different issues. They defined max-min and leximin global bargaining solutions. However, their
rules allowed the agents to back away from agreements on previous issues if required. This was
done through a comprehensive extension of the sum of the previously agreed points and the new
point. Interestingly, under quite general conditions, a recent result reported in [38] showed that
the optimal solution for any Pareto optimal solution can always be achieved by allocating all
the utility related to each issue to one of the agents in all but N − 1 issues. By extending the
analysis of the pareto boundary by [39] they showed that this is also valid for the (generalized)
NBS and the KS solutions. Since under any issue-by-issue negotiation it is unlikely that for any
given issue all the value related to an issue will be allocated to a single agent, issue-by-issue
bargaining with comprehensive extension is limited. In fact the comprehensive extension [37]
conceals a renegotiation of agreements in the previous stages.
In this paper we extend both the discrete Raiffa bargaining solution [9] and the Talmud rule
(TR) [23] for resolving the allocation of K assets to N agents when the utility of each player
is a convex function of the linear sum of its utility for each asset. In the discrete Raiffa solution
the players reach an agreement step by step on an intermediate partition of the utility. However,
if some utility is left over, all the players continue to solve the problem until Pareto optimality is
achieved. The Talmud rule bankruptcy solution is based on an extension of a Talmudic approach
involving two individuals claiming a single garment to resolve a dispute between heirs. The
structure of the paper is as follows: In section II we describe the model of the bargaining game
and define a unified notation. In section III we discuss the generalizations of the Raiffa and the
Talmud rule to K assets. In section IV we discuss the properties of the solutions and provide
some detailed examples. We conclude that global bargaining solutions can be obtained by solving
a sequence of linear programming problems.
II. THE MODEL AND DEFINITIONS
An N-player multi assets bargaining game is described by the set of players N = {1, ..., N},
where each player has access to K = {1, ...,K} assets. The utility of the k’th asset to the
n’th player is unk > 0, and the utility functions are additively separable across assets. The
utility vector of player n is un = (un1, · · · , unK). The claims of the players are a vector
u = (‖u1‖1, · · · ), ‖uN‖1), where ‖(∗)‖ is L1 norm of (∗). The action of player n is a vector
αn = (αn1, · · · , αnK), where 0 ≤ αnk ≤ 1 and ‖αn‖1 = 1. Let d = (d1, · · · , dN )T ∈ RN ,
be the disagreement vector of the players, where dn is the disagreement utility of the n’th
player. The bargaining game problem is given by a triple (S,d,u), where S ⊂ RNK is a
5compact, convex, and comprehensive set of all possible results of the allocation, where any
allocation matrix A = (α1, · · · ,αN )T induces a point in S. A bargaining game solution is
a function ϕ(S, d, u) = A ∈ RNR that uniquely defines the allocation matrix. We denote by
ϕn(S, d, u) = αn ∈ RK the allocation vector to player n. The point s = (s1, · · · , sn)T ∈ S is
defined by the allocation matrix, where sn = (αn1un1, · · · , αnKunK). The sum of the utilities
allocated to player n is sn = αnunT . The intended interpretation of the actions of the players
is as follows: the utility matrix s is the von Neumann-Morgenstern utility level attained by the
players through the choice of some joint action. The players can achieve s if they unanimously
agree on an allocation matrix A. If they do not agree on any point in (S,d) they end up at d.
Definition II.1. Any allocation matrix A induces a vector of total utilities v = (s1, · · · , sN ) ∈
RN . There are many to one mapping from the set S ⊂ RNK to the set V ⊂ RN of all feasible
vectors v.
Definition II.2. The individually rational part of S is all the points s ∈ S that provide a higher
utility than the disagreement utility to all players,
i.e Sd = {s|‖sn‖1 ≥ dn, ∀n, s ∈ S}.
Players agree to negotiate only if they can get more than their disagreement point. Note that
in a multi-asset game the interest of a player n is to maximize the sum of the utilities, i.e. ‖sn‖1.
The way in which the assets are combined in the allocation makes no difference to the players
as long as the selection results in maximum total utility. Solutions that allocate the same utility
to each player are equivalent solutions. The objective of the game is to find the point on the
Pareto frontier of set Sd. More formally we use the following definitions:
Definition II.3. Let S ⊂ RNK be a set. Then s ∈ S is Pareto efficient if there is no x ∈ S for
which xn > sn for all n ∈ N ; s ∈ S is strongly Pareto efficient if there is no x ∈ S for which
xi ≥ si ∀i, and xi > si for some i ∈ N . The Pareto frontier is defined as the set of all s ∈ S
that are Pareto efficient, and is denoted by ∂S.
Definition II.4. Let S ⊂ RNK be a set, and ∂S is the Pareto frontier of the set. Then, x ∈ S
is -Pareto efficient if there is s ∈ ∂S for which |xi − si| <  for all i ∈ N .
Definition II.5. Restricted Ideal point (RIP) rule: For every bargaining problem (S, d, u), there
is an ideal allocation for player n, An = {α(n)p }Np=1. An is the allocation matrix that maximizes
the total utility of the player n, while maintaining the utility dp for all other players p 6= n. An
is located on the Pareto frontier of set S. The ideal allocation allocated to player n is the total
utility In(S, d,An) = s
(n)
n . We denote by In(S, d,An) = s
(n)
n the ideal point of player n. An
6is a solution of the following linear programming problem:
max α(n)n un
T
subject to: ‖α(n)k ‖1 = 1, ∀k,
α
(n)
nk ≥ 0, ∀n, k,
α(n)p up
T = dp,∀p 6= n.,
α(n)n un
T ≥ dn.
(1)
The vector I(S, d,A) = (I1(S, d,A1), ·, IN (S, d,An) ∈ RN .
Definition II.6. The Midpoint (MP) Rule:
The midpoint is the mapping that maps the set of ideal points {In(S, d,An)}Nn=1 to a vector
of feasible total utilities to all players. µ : RN → RN , and
µ(S,d,A)
def
= m = (m1, · · · ,mN ) (2)
where mn = 1N In(S,d,An) + (1− 1N )dn is the midpoint for player n.
Lemma II.1. Let’s assume a bargaining problem (S, d, u), with the ideal points {In(S, d,An)}Nn=1
and the set of allocations, {An}Nn=1. Then, the midpoint for player n is uniquely defined by the
allocation matrix Aˆ = 1N
∑N
p=1Ap, Aˆ = {αˆnk}, and is given by mn =
∑K
k=1 αˆnkunk.
Proof: The mid point for player n is equal to mn = 1N In(Sd,d,An) + (1− 1N )dn,
mn =
K∑
k=1
αˆnkunk =
1
N
N∑
p=1
K∑
k=1
α
(p)
nkunk
=
1
N
K∑
k=1
α
(n)
nk unk +
1
N
N∑
p=1,p 6=n
K∑
k=1
α
(p)
nkunk
= 1N In +
N−1
N dn
(3)
The following rules are associated with the bankruptcy problem and will be applied later to
the bargaining solutions.
Definition II.7. Constrained equal-awards rule-CEA: A creditor n ∈ N with a claim cn, will
be awarded sn = min{cn, λ} = CEAn(c,E), where λ is chosen such that
∑
sn = E if∑
n∈N cn = E.
In other words, no creditor will be awarded more than his debt.
Definition II.8. Constrained equal-losses rule-CEL: A creditor n ∈ N with a claim cn, will be
awarded sn = max{o, cn − λ} = CEL(c,E), where λ is chosen such that
∑
sn = E.
7The CES rule focuses on the losses creditors incur. No creditor will lose more than his debt.
III. EXTENSION TO K ASSETS
In this section we introduce two bargaining solutions for a multi-asset game under the con-
straint that the utility of an asset is not transferable. The objective of each players is to get
the maximum total sum of the utilities. The bargaining game is different than the bankruptcy
game in several respects. First, each player has a different utility for each asset. Second, if the
bargaining process fails, each player can get some utility (the disagreement point). Therefore
the bargaining between the players is only on surplus above what they can get by competition.
A. The Raiffa bargaining solution for a multi-asset Bargaining Game
The Raiffa procedure is a step-by-step process where each step increases the utility of all
players. The Raiffa Bargaining Solution (RBS) for a K assets bargaining game is based on
iterations of the two rules MP and RIP. The bargaining is done step by step, where agreement
on the current step becomes the point of disagreement for the next step. In the initial step the
midpoint is set to m(0) = d. Now, for each step j we first apply the RIP rule N times to find
the ideal allocation matrices for all players by solving N times the optimization problem in (1).
Then, we apply the MP rule to get the next midpoint vector, m(1, for the next step. We repeat
these steps until the distance from the Pareto frontier is arbitrarily small. The algorithm is shown
in Table I. For simplicity of notation, we use I(j)n to denote In(Sd, d, A(j)n ).
Lemma III.1. The above procedure converges to a -Pareto optimal solution.
Proof:
Assuming that the procedure stops after j steps, and maxn |Ijn − mn| ≤ , with the final
allocation matrix is Aˆ = 1N
∑N
p=1Ap. Then the final utility for player n is mn, according to
(1). Let I1(S, d,A1) = {Ij1 ,m2, ...,mN} be a point on ∂S. We have to prove that the point
m is at a distance of less than  from the Pareto frontier. The distance of m from the Pareto
frontier is bounded by
‖I1(S, d,A)−m‖1 ≤ max
n
‖Ijn −mn‖ ≤ .
Therefore, the procedure converges to a -Pareto optimal solution.
Example I: Assume that we have two players and three assets. The utility vectors for player
1 and 2 are u1 = (20, 20, 30), and u2 = (100, 50, 10), respectively. The point of disagreement
is d = (0, 0). In the first step the ideal points for player 1 and player 2 are 70 and 160 and are
achieved by the allocation matrices A(1)1 and A
(1)
2 , respectively.
A
(1)
1 =
(
1 1 1
0 0 0
)
,A
(1)
2 =
(
0 0 0
1 1 1
)
.
8Using the MP rule, the midpoint of the players is m1 = (35, 80) with the allocation matrix
Aˆ(1) =
(
.5 .5 .5
.5 .5 .5
)
.
In the second step we set the disagreement point to d = m1 and using the RIP rule to compute
the next ideal points for each player. The ideal points for player 1 and player 2 are 54 and 137.5,
respectively. The allocation matrices A(2)1 and A
(2)
2 are
A
(2)
1 =
(
0.2 1 1
0.8 0 0
)
,A
(2)
2 =
(
0 0.25 1
1 0.75 0
)
.
Applying again the MP rule we obtain that the midpoint of the players is m1 = (44.5, 108.75)
with the allocation matrix
Aˆ(2) =
(
.1 .625 1
.9 .375 0
)
.
In the third step we set the disagreement point to d = m2 and using the RIP rule to compute
the next ideal points for each player. The ideal points for player 1 and player 2 are is 54 and
137.5, respectively. The allocation matrices A(3)1 and A
(3)
2 are
A
(3)
1 =
(
0 .825 1
1 0.175 0
)
,A
(3)
2 =
(
0 0.725 1
1 0.275 0
)
.
The midpoint of the players is m3 = (45.5, 111.25) with the allocation matrix
Aˆ(3) =
(
0 .775 1
1 .225 0
)
.
The midpoint m3 is on the Pareto frontier, and therefore the allocation process ends. The
achievable utility region between the players are inside set S as depicted in Figure 1. The final
agreement is reached after three steps. There may be multiple options in the utility space that
provide the same utility in the intermediate steps for sharing the multi-assets. However, the final
allocation is unique.
Lemma III.2. On every step of the RBS the unallocated utility is reduced by a factor of (1−
1
N )
N > e−1.
Proof:
Any allocation of assets by a matrix A can be mapped as a point in the utility space S. A new
disagreement point reduces the distance between the ideal point and the previous disagreement
point by a factor of (1 − 1N ), in every coordinate. Therefore, in every step of the RBS the
unallocated utility is reduced by a factor of (1− 1N )N .
The Raiffa solution is obtained by solving a series of linear programming problems. The KKT
conditions and the properties of the solution for the case of two players is given in Appendix
A. Several comments are in order:
9TABLE I
RAIFFA BARGAINING SOLUTION PROCEDURE FOR THE MULTI-ASSET RESOURCE ALLOCATION PROBLEM
Initialization:
Set m(0) = {d1, · · · , dn} , j = 0.
∆ = K,∀n ∈ {0, ..., N}.
Set  = 10−4.
Computation :
While ∆ ≥ 
Set j = j + 1.
for n=1:N
Find the ideal point, Ijn according to the LP in (1).
Set the initial midpoint for player n:
mj+1 = Ijn/N + (1− 1N )dn.
mn = m
j
n
end
Set: ∆ = N maxn‖Ijn −mn‖2
End
Allocate to player n the assets according to α’s, {αjnk},
and the final utility of player n is un =
∑K
1 α
j
nkunk = mn.
End
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Fig. 1. The Raiffa and Talmud rule solutions for the 2-player bargaining game.
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TABLE II
RAIFFA SOLUTION AND TR SOLUTION FOR 3 PLAYERS AND 3 ASSETS
Initial Status A B C Ideal Utility
Player 1 20 20 30 70
Player 2 100 50 10 160
First Run k=1 k=2 k=3 Ideal Utility
Player 1 0 5 30 54
Player 2 80 0 0 137.5
Second Run A B C Ideal Utility
Player 1 0 14.5 30 54
Player 2 100 8.75 0 137.5
Third Run A B C Final l Utility
Player 1 0 15.5 30 45.5
Player 2 100 11.25 0 111.25
Talmud rule A B C Final Utility
Player 1 0 8.6 30 38.6
Player 2 100 28.6 0 128.6
• A sufficient condition for the existence solution to the bargaining problem is that dn <
un
N , ∀N . This is because, the allocation of 1/N of every asset to a player will provide him
with a utility greater than what he can get by disagreement.
• Set S is constructed by a finite number of intersections of hyper-planes. Every intermediate
disagreement reduces the number of hyper-planes that define the Pareto frontiers of the set.
Therefore, the final bargaining result is achieved in finite steps, if the Raiffa solution is not
on the intersection line of two hyper-planes.
• The linear programming problem for two players can be solved with a complexity of
O(Klog(K)) (see Appendix A), and the number of assets that are shared by more than
one player is at most one.
We now show the relationship between the Raiffa bargaining solution and the CEA rule. Let
us define the modified CEA rule for the bargaining problem as follows:
Definition III.1. Let the ideal point of player n be In(Sd,d,A), and ∂Sd is the Pareto frontier
of the set Sd; then the modified constraint equal awards of player n is CEAn(
In(Sd,d,A)−d
N +
d, ∂Sd)
The Raiffa bargaining solution can be viewed as a repetition of the modified CEA rule. Step
j in the Raiffa bargaining solution can be obtained by applying the modified CEA rule to the
remainder of the asset, namely;
mnj+1 = mnj + CEAn(
In(Smj ,mj, A))−mj
N
+mj , ∂Smj ). (4)
11
This interpretation of the Raiffa bargaining solution resembles Piniles’ rule, [40]. Here, we
applied the CEA rule N times to take one step in the Raiffa bargaining solution.
B. Extension of the Talmud rule bargaining solution to the multi-asset game
[23] considered the problem of the division of a property E, when the creditors have debts
c1, ..., cn, that are worth more than E. They proposed allocating the property according to an
extension of the Contested Garment case , which is also known as the Concede-and-Divide rule,
as follows:
Definition III.2. Concede-and-Divide, (CD) Rule for two players:
Two creditors have claims c1 and c2 on a property E. The amount that creditor i will be
awarded is
si =
E − (E − c1)+ − (E − c2)+
2
+ (E − c3−i)+, i = 1, 2,
where, (x)+ = max(x, 0). We denote this division as CD(c1, c2, E) = (s1, s2).
Any two creditors i and j will be awarded si and sj , such that CD(ci, cj , Ei,j) = (si, sj), Ei,j =
si + sj ,∀i, j and
∑N
n=1 sn = E. Assume that the debts are ranked in increasing order: c1 ≤
, ...,≤ cn, and C =
∑N
n=1 cn. Aumann proposed the following allocation called the Talmud rule
(TR): each creditor will get sn, where
sn =

min
{
cn
2 , λ
}
= CEAn(c/2, E)) E ≤ 12C
max
{
cn
2 , cn − µ
}
= CELn(c, E) E >
1
2C
,
(5)
and λ and µ are chosen to satisfy the constraint
∑
n∈N cn = E.
The Talmud3 rule can be interpreted as a composition of the constrained equal awards rule
and the constrained equal losses rule. In the Talmud rule no creditor gets more than half of his
claim if the asset value is less than half of the aggregate claim and nobody gets less than half
of his claim if the asset value exceeds half of the aggregate claim.
We now modify the bankruptcy solution and apply it to the bargaining problem. Let us adopt
the following modification:
• The total utility that a player n claims is In(Sd,d,An), and without an agreement he gets
dn. Therefore, the negotiation is only on the surplus cn = In(Sd,A)− dn. For simplicity
of notation, we use In to denote In(Sd, d, An), and D for
∑N
n=1 dn.
• The value of In is obtained by solving the optimization problem in (1).
• In contrast to the bankruptcy problem, there is no single asset with a value of E that has
to be divided between the players. Here, each player claims the all assets. The solution
3The rules in the TAL-family [24] extends the Talumd rule by using a parameter of θ ∈ [0, 1]; i.e., nobody gets
more than a fraction θ of his claim if the asset value to divide is less than θ times of the aggregate claim, and nobody
gets less than a fraction θ of his claim if the asset value to divide is larger than θ times the aggregate claim. The
extension of the Talmud rule to the multi-asset bargaining problem can be easily extended to the TAL-family rules.
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will be on the Pareto frontier of set S. Therefore, the CD rule for the bargaining problem
between players i and j is CD(ci, cj , Ei,j) = (si, sj), Ei,j = si + sj , and s ∈ ∂S.
The extension of the Talmud rule solution to the multi-asset case is based on a binary search
of a Pareto optimal allocation that satisfies the CD rule and the RIP rule. The CD rule defines
2N + 1 levels, Ln (see Figure 2), where each level corresponds to a point in RN , that can be
either inside the set V ⊂ RN or outside the set. The bargaining solution has to be on the Pareto
frontier of the total utility space, and defines a unique water level L. The
Ln =
(
0 n = 0
cn
2 1 ≤ p ≤ N
)
;L2N−p =
(
cN + dN − cn2 1 ≤ p < N
cN + dN p = 0
)
We use the [41] water-filling interpretation to describe the algorithm. Figure 2 depicts N
containers of differing sizes, representing the claims of the players, into every one of which we
pour water representing the utility. A container representing the claim of a player n is divided into
two halves connected by a narrow tube that allows the water to run through it, but with almost
zero capacity. All the containers are connected at level L0 = 0 by a tube that likewise is very
narrow but allows the fluid to pass between containers according to the law of communicating
containers. All containers are at the same height above the ground, L0, and width and have a
different tube. The container with the smallest capacity has the longest tube. The lower part of
the container has a capacity that is equal to half of the claim of player-Ln = cn/2, n ≤ N above
level L0, plus what he can get by competition-dn. The upper part has a capacity equal to half
of the claim of the player. Thus, the capacity of a container represents the player’s claim plus
dn. The containers are ranked according to their claims.
We now pour water into all the containers. If the extra utility to be shared is between D and
D + N · L1, all the containers (players) share the water (extra utility) equally, and the water
level in all the containers is the same according to the law of communicating containers. If
the extra utility is greater than D + N · L1, the container (player) with the smallest (volume)
claim stops receiving anything for a while, and the water is divided equally among all the other
containers until each container has an amount equal to the second smallest half-claim L2 plus dn.
This process continues as follows: whenever the water level is above Lp player p stops receiving
anything, while the rest of the players share the water (extra utility) equally. Therefore, whenever
the extra utility to be shared by the players is smaller than the half-sum of the claims plus D;
i.e.,
∑N
n=1 Ln + dn, each player receives at most his half claim according to the constrained
equal awards rule.
When the extra utility exceeds half the sum of the claims, the calculation is made in accordance
with each player’s losses: the difference between the player’s claim cn2 and what he actually gets
is bn. Now, if the water level is between L2N−p+1, and L2N−p, 1 ≤ p < N , the water is shared
equally between the p’th container and N ’th container according to constrained equal losses
rule.
The algorithm consists of several steps (see Table III). In the first step we need to find what
rule to apply: the Constraint Equal-Awards (CEA) rule or the Constraint Equal-Losses (CEL)
rule. This can be resolved by determining whether there is a feasible allocation if the water level
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is above LN . If so, the CEL rule is applied; otherwise the CEA rule. The decision is made by
solving the following linear programming problem:
min
∑N
n=1
∑K
k=1 αnk
subject to: ∀k∑Nn=1 αnk ≤ 1,
∀n, k αnk ≥ 0,
∀n∑Kk=1 αnkunk = cn2 + dn
. (6)
If there is a result (the result is in set SNK), this implies that the water level L is above LN
and the allocation is according to the CEL rule; otherwise the water level is below LN and the
allocation is according to the CEA rule. We now explore these two cases. Case A: The CEA
rule
All the players can gain at most cn2 +dn. Let p the larger number such that {a1, ..., aN} ∈ SN ,
and
an =
{
cn
2 + dn n ≤ p
cp
2 + dp p < n ≤ N
. (7)
This problem can be formulated as the following linear programming problem;
min
∑N
n=1
∑K
k=1 αnk
subject to:
∑N
n=1 αnk ≤ 1, ∀k,
αnk ≥ 0, ∀n, k∑K
k=1 αnkunk = an, ∀n
. (8)
Here, p can be found by a binary search. The exact water level L has to be above Lp + y, but
below the next level Lp+1. All players with an index greater than p will share the extra utility
equally, and y is the result of the following linear programming problem
max y
subject to:
∑N
n=1 αnk = 1, ∀k,
αnk ≥ 0, ∀n, k,∑K
k=1 αnkunk = bn,∀n
, (9)
and bn is given by
bn =

dn + y p = 0,∀n
cn
2 + dn 1 ≤ n ≤ p
cp
2 + dn + y p < n ≤ N
. (10)
The allocation to player n of asset k is αnk, where {αnk} is the solution to equation (9). Case
B: The CEL rule
All players lose at most cn2 . Let p be the smallest p such that {a1, ..., aN} ∈ SN , where an
is given by
an =
{
cn
2 + dn n ≤ p
cN + dN − cp2 p < n ≤ N
. (11)
Similar to (8) with different values for the an’s, p can be found by a binary search.
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TABLE III
TALMUD RULE BARGAINING SOLUTION FOR THE MULTI-ASSET CASE
Initialization: Solve the linear programming problem in
equation (6). If there is a solution then go to B,
otherwise go to A.
A. All players gain at most half of cn
2
+ dn.
1. Do a binary search to find the larger p such that there
is a solution to the linear programming in (8),
and an are given in (7)
2. Solve the linear programming in (9),
and bn are given in (10)
3. bn is the total utility that is allocated to player n.
The assets are allocated according to the allocation matrix A.
Exit
B. All players lose at most half of the debt.
1. Do a binary search to find the smallest p such that there
is a solution to the linear programming in (8),
and an are given in (11)
2. Solve the linear programming in (9),
and bn are given in (12)
3. bn is the utility that is allocated to player n.
The assets are allocated according to the allocation matrix A.
The exact water level has to be above L2N−p−1, but below the next level L2N−p. All players
with an index equal or greater than p will share the extra utility equally, and y is the result to
the linear programming problem in equation (9), where bn is given by
bn =
{
cn
2 + dn n ≤ p
cN + dN − cp2 + y p < qn ≤ N
. (12)
The allocation to player n of asset k is αnk, where αnk is the solution to equation (9).
Example II: Assume the same conditions as in Example I . The ideal point for player 1 and
player 2 is 70 and 160, respectively, and both claim to get the utility of the ideal point. An
allocation of half of the claim for each player is also inside the set, (L1, L2) = (35, 80) ∈ V .
The point (L1, L3) = (35, 125) is also inside V , so the solution is to share the remaining utility
equally between the players. Hence, we have to search for a point (u1, u2) = (35+y, 125+y) that
is on the Pareto frontier of set V , namely s2 = 150− 52(s1−30). Thus, point (L1+y, L3+y) =
(3847 , 128
4
7) provides equal losses to both players. Set V and the solution of the bargaining
process are depicted in Table II and in Figure 1. The allocation matrix in this case is
A =
(
0 37 1
1 47 0
)
.
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Fig. 2. Water-filling interpretation of the Talmud rule for bargaining solution.
IV. PROPERTIES AND COMPLEXITY
A. Properties of Raiffa and TR bargaining solutions
In this subsection we define some of the properties that relate to the bargaining solutions that
described in the previous section. Here we adopt the defintions in [6] and [31].
Let ΠN denote the class of bijections from N to itself, ΠK denotes the class of bijections
from K to itself. Let pi ∈ ΠN , and denote by Spi the matrix whose kth row is spi(k) for n ∈ N .
We also define σ ∈ ΠK , and denote by Sσ the kth column after column permutation.
Anonymity: For each ΠN , and each n ∈ N , if ϕ(S, d, u) = A, then ϕpi(Spi, dpi, upi) = Api.
Neutrality: For each ΠK , and each k ∈ K, if ϕ(S, d, u) = A, then ϕσ(Sσ, dσ, uσ) = Aσ.
Anonymity and neutrality hold for both solutions.
Equal treatment of equal: For a bargaining game (S,d,u), and players n, p ∈ N , if In−dn =
Ip − dp, then ϕn(S, d, u)unT − dn = ϕp(S, d, u)upT − dp.
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This property states that any two players that have the same claims (cn = In − dn) will get
the same award.
Order preservation: For a bargaining game (S,d,u), and players n, p ∈ N , if In − dn ≥
Ip − dp, then ϕn(S, d, u)unT − dn ≥ ϕp(S, d, u)upT − dp, and In − ϕn(S, d, u)unT ≥
Ip − ϕp(S, d, u)upT
Lemma IV.1. The TR bargaining solution satisfies equal treatment of equal and order preser-
vation.
Proof: :
The claims of all players are calculated once, according to the RIP rule at the initial phase
of the algorithm. The water filling algorithm ensures that the player with the smaller claim will
gain (and lose) less than the player with the larger claim, and any two players that have the
same claims will get the same award based on the same argument. In the case of the Raiffa
bargaining solution there is no guarantee that these properties will hold in each phase of the
algorithm.
Homogeneity. For any bargaining game (S,d,u) and λ > 0, ϕ(λS, λd, λu) = A.
Lemma IV.2. The TR bargaining solution and the Raiffa bargaining solution satisfy homogeneity.
Proof: : These bargaining solutions are based on solving the LP problems. In these problems,
λ multiplies both sides of the constraints, and therefore will not change the solution of the
optimization problems.
Any point on the Pareto frontier of set S can be obtained by assigning a proper weight
vector {w1, · · · , wn}, and solving the corresponding weighted max-min optimization problem.
[38] proved that for a weighted max-min allocation problem of K assets to N players, there
is always a result where at most N − 1 assets are shared by more than one player. The Raiffa
bargaining solution and the Talmud rule solution are Pareto optimal solutions located on the
Pareto frontier. Therefore, in these solutions, the number of assets that are shared by more than
one player is at most N − 1. Note that if the number of assets is very large in comparison to
the number of players, it is easy to modify the allocation such that each player loses at most a
single asset it shares with others, and that this loss is small when N >> K.
Note that in the case of 2 players the Talmud rule solution always operates according to the
constrained equal losses rule (due to the convexity of set S). It is easy to show that the player
with the larger claim gets more than in the Raiffa bargaining solution. However when the number
of players is greater than two, and the players are bargaining on a single asset, the CEA rule
applies.
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B. Complexity of the Raiffa and TR bargaining solutions
Since the discovery of the Simplex Method in the 1940s, extensive work has been done on
algorithms for solving Linear Programming (LP). Large numbers of optimization algorithms
have been developed including variants on the Simplex Method, the Ellipsoid Method, and the
Primal-Dual Interior-Point Method. [42] proved in 1979 that Linear Programming is polynomially
solvable; namely, that an LP problem with rational coefficients, m inequality constraints and n
variables can be solved in O(n3(n+m)L) arithmetic operations, where L4 is the input length of
the problem; i.e., the total binary length of the numerical data specifying the problem instance.
In our case (the primal dual problem) we have n = KN+1 variables and m = K+N inequality
constraints. Note that the matrix in our case is almost unimodular, and sparse; thus the worst case
complexity is on the order of O(K6N5). Hence, the complexity of RBS is O(JK6N6), where
J is the number of iterations, and the complexity of the Talmud rule solution is O(K6N5). In
practice, the algorithms converge faster than the worst case bound. A more extensive discussion
on complexity can be found in [42].
C. Examples
The utility of an asset is not transferable; therefore, the allocation matrix depends highly on
the utility of each asset to the player. Table IV presents a scenario with three players and seven
assets. Here, the utility of the assets for each player is given in rows 3-5 of the table, and the
ideal points of the players are (24.2, 83.3, 103.2), respectively. The allocations of the assets for
each player according to RBS are in rows 7-9, and the allocations according to TR are in rows
11-13. The final allocation for each player according to the RBS and TR are given in rows
15-17. Similar results are shown for a different scenario in Table V, where the ideal points of
the players are (21.2, 51.4, 74), respectively. However, the allocations for each player in scenario
II are higher than in scenario I, due to the fact that most of the players, utility is concentrated in
different assets (scenario II). In the case of more than two players, allocating at least half of the
ideal points to all players is sometimes not feasible (scenario I). In this case, the Talmud rule
solution either allocates half of the claim to the player with the weakest ideal point or allocates
the utility equally among all the players.
V. SUMMARY AND CONCLUSION
The goal of this paper was to extend the Raiffa bargaining solution and the Talmud rule to
a multi-asset game with N-players. We address a bargaining game problem where the utility of
each asset is not transferable. The bargaining between the players is on the surplus utility that
they can get above the total utility of the disagreement point. We propose a bargaining model
where the players’ surplus utilities (In − dd) are in lexicographic order. This work modifies a
previous model where the claims were ordered according to the minimum utility of the asset of
4 In our case K(N-1) coefficients of matrix A are zeros or ones; thus, the value of L is bounded by O(K2N),
since L =
∑
i,j log2(ai,j + 1) + log2(nm) + (nm+m) = O(K
2N)
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TABLE IV
SCENARIO I: THREE PLAYERS AND SEVEN ASSETS
Scenario I Utility of assets
Player 1 2 3 4 5 6 7
1 3.0 4.7 2.3 8.4 1.9 2.2 1.7
2 8.7 6.2 18.4 8.6 3.7 18.1 19.6
3 3.9 9.0 14.3 20.8 9.2 21.1 24.9
Player Raiffa- Commodities allocation
1 0 1 0 0.844 0 0 0
2 1 0 1 0 0 0.58 0
3 0 0 0 0.156 1 0.42 1
Player Talmud rule Commodities allocation
1 0 1 0 0.88 0 0 0
2 1 0 1 0 0 0.78 0
3 0 0 0 0.12 1 0.22 1
Sum of utilities per player
Player Raiffa Aumman
1 11.7930 12.100
2 37.5995 41.218
3 46.1966 41.218
TABLE V
SCENARIO II: THREE PLAYERS AND SEVEN ASSETS
Scenario II Utility of assets
Player 1 2 3 4 5 6 7
1 8.4 8.7 3.0 0.1 0.2 0.5 0.3
2 0.3 0.2 18.5 12.1 19.6 0.5 0.2
3 0.2 0.7 10.5 0.1 1.0 31.1 30.4
Player Raiffa- Commodities allocation
1 1 1 0.126 0 0 0 0
2 0 0 0.792 1 1 0 0
3 0 0 0.082 0 0 1 1
Player Talmud rule- Commodities allocation
1 1 0.529 0 0 0 0 0
2 0 0 0.622 1 1 0 0
3 0 0.471 0.378 0 0 1 1
Sum of utilities per player
Player Raiffa Aumman
1 17.4770 13.0017
2 46.3581 43.2017
3 62.3611 65.8017
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each player. We show that global bargaining solutions can be obtained by solving a sequence
of linear programming problems. The complexity of the solution for RBS with M assets is
equivalent to solving N linear programming problems in each step, and the unallocated utilities
decrease by a factor of e in each step. The complexity of the solution for the TR solution is
equivalent to solving log(2N) linear programming problems.
VI. APPENDIX
APPENDIX
For the two player case the linear programming problem can be dramatically simplified, and
we provide an O(K log2K) complexity algorithm (K is the number of assets). We show that
the two players share at most a single commditiy, regardless of the ratio between the users. To
that end let, α1k = αk, and α2k = 1− αk.
We want to solve the following optimization problem:
L(α, δ,µ,λ) = −
K∑
k=1
(1− αk)u2k −
K∑
k=1
µkαk
+λ
(∑K
k=1 αku1k − u1
)
.
(13)
To better understand the problem, we first derive the KKT conditions [43]. Taking the deriva-
tive with respect to αk, we obtain
u2k + λu1k − µk = 0. (14)
with the complementarity conditions:
1.
∑K
k=1 α1ku1k = u1,
2. µkαk = 0, µ ≥ 0. . (15)
Based on (14)-(15), we can easily see that the Lagrange multipliers in (15) satisfy the following
conclusions :
1. µnk = 0, if αk > 0, ∀ k (see (15.2)).
2. If 0 < αj1k < 1, then the players share an asset p if
u2p
u1p
= −λ (see (14.2)).
3. Asset p is assigned to player 2 if u2pu1p > −λ.
4. Asset p is assigned to player 1 if u2pu1p < −λ.
5.
∑
α1ku1k = u1.
Assuming that a feasible solution exists and that the assets are ranked in decreasing order
according to the ratio L (k) = u1ku2k , it follows from the KKT conditions that the allocation is
made according to the following rules
1) The ideal point of player 1 is I1 given by
I1(u2) =
∑p−1
k=1 u1k + αpu1p, (16)
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where p and αp are set such that
u2 =
K∑
k=p
u2k − αpu2p. (17)
2) Similarly, the ideal point of player 2 is I2(u1) is given by
I2(u1) =
∑K
k=p u2k − αpu2p, (18)
where p and αp are set such that
u1 =
p−1∑
k=1
u1k + αpu1p. (19)
Therefore, no more than one asset can be shared by the two players. The algorithm for computing
the ideal point of player 1 is as follows. Let Lk = u1ku2k be the ratio between the utilities of asset
k. We can sort the assets in decreasing order according to LK . If all the values of Lk are
distinct, there is at most a single asset that has to be shared between the two players. Since
only one asset satisfies equation (19), we denote this asset ks, and all the assets 1 ≤ k < ks
will be allocated to player 1, while all the assets ks < k ≤ K will be be allocated to player 2.
Asset ks must be shared accordingly between the players. The complexity of this algorithm is
at most O(K logK), due to the sorting operation. For the Raiffa bargaining solution the sorting
operation only has to be done once at the beginning. The complexity of computing the next
disagreement point is on the order of O(K).
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