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ON RELATIONSHIPS BETWEEN SYMMETRIES DEPENDING ON
ARBITRARY FUNCTIONS AND INTEGRALS OF DISCRETE EQUATIONS
S. YA. STARTSEV
Abstract. The paper is devoted to the conjecture that an equation is Darboux integrable if
and only if it possesses symmetries depending on arbitrary functions. We note that results
of previous works together prove this conjecture for scalar partial differential equations of the
form uxy = F (x, y, u, ux, uy). For autonomous semi-discrete and discrete analogues of these
equations we prove that the sequence of Laplace invariants is terminated by zero for an equation
if this equation admits an operator mapping any function of one independent variable into a
symmetry of the equation. The vanishing of an Laplace invariant allows us to construct a formal
integral, i.e. an operator that maps symmetries into integrals (including, generally speaking,
trivial integrals). This and results of previous works together prove a ‘formal’ version of the
aforementioned conjecture in the semi-discrete and pure discrete cases.
1. Introduction and the continuous case
In the recent work [1], it was conjectured that the existence of symmetries depending on
arbitrary functions is a necessary and sufficient condition of the Darboux integrability for both
partial differential equations and partial difference ones. Below we demonstrate that this con-
jecture is already proved for scalar partial differential equations of the form
uxy = F (x, y, u, ux, uy), (1.1)
and prove a formal version of the conjecture for differential-difference
(ui+1)x = F (x, ui, ui+1, (ui)x) , i ∈ Z,
∂F
∂(ui)x
6= 0,
and pure difference
u(i+1,j+1) = F (u(i,j), u(i+1,j), u(i,j+1)), i, j ∈ Z,
∂F
∂u(i,j)
∂F
∂u(i+1,j)
∂F
∂u(i,j+1)
6= 0,
analogues of (1.1). Here the semi-discrete equations are assumed to be uniquely solvable for
(ui)x, and the discrete equations – uniquely solvable for any argument of the right-hand side.
Let us remind that equation (1.1) is said to be Darboux integrable if it admits functions
w (x, y, u, ∂u/∂x, . . . , ∂nu/∂xn) and w¯ (x, y, u, ∂u/∂y, . . . , ∂mu/∂ym) such that they essentially
depend on at least one of the derivatives of u and Dy(w) = 0, Dx(w¯) = 0; here Dy and Dx
denote the total derivatives with respect to y and x by virtue of (1.1), and the functions w and
w¯ are called an x-integral and a y-integral, respectively. The definitions of Darboux integrability
and integrals for the semi-discrete and discrete equations are almost the same, we only need to
2010 Mathematics Subject Classification. 37K10; 35L65; 37K05; 39A14; 35L70; 34K99.
Key words and phrases. Liouville equation, integral, Darboux integrability, higher symmetry, quad-graph equa-
tions, differential-difference equations, conservation laws.
1
2respectively replace partial derivatives of u and the total derivatives by the shifts and the total
differences for the corresponding discrete variables. In contrast to, for instance, [2, 3], the present
paper deals only with the integrals without an explicit dependence on the discrete variables i
and j as well as uses the existence of such integrals as a definition of Darboux integrability.1
According to [4], any Darboux integrable equation (1.1) admits operators of the form
S =
m−1∑
k=0
αkD
k
x, S¯ =
n−1∑
k=0
α¯kD
k
y , (1.2)
such that S(g), S¯(g¯) are symmetries of (1.1) for any g ∈ kerDy and any g¯ ∈ kerDx. Here g, g¯,
αk and α¯k may depend on x, y, u and a finite number of the derivatives ∂
pu/∂xp, ∂qu/∂yq (all
mixed derivatives of u are excluded by virtue of (1.1)), and a function f of the above variables is
called a symmetry if (DxDy−FuxDx−FuyDy−Fu)(f) = 0. For brevity, the author offers to use
the term ‘symmetry drivers’ for operators (1.2) having the above properties. The most known
example of the symmetry drivers was found in [5] and is given by the operators S = Dx + ux
and S¯ = Dy + uy for the Liouville equation uxy = e
u. Note that arbitrary functions of x and y
belong to kerDy and kerDx, respectively, and symmetry drivers generate symmetries depending
on arbitrary functions even if we do not assume the existence of integrals.
As it was shown in [6], the discrete and semi-discrete Darboux integrable equations also
admit operators that map integrals and arbitrary functions of the independent variables (i, j
or x) into symmetries. The form of these symmetry drivers coincides with (1.2) up to replacing
the derivatives with the shifts in i and j. (More accurate definitions of the symmetry drivers are
given below.) Thus, the part of the above conjecture is already proved for equation (1.1) and
its aforementioned analogues: an equation admits symmetries depending on arbitrary functions
if it is Darboux integrable. The present paper therefore focuses on converse statements.
For the continuous equations, such converse statement also was, in fact, proved in previous
works. Indeed, according to [7, 8], equation (1.1) is Darboux integrable if (and only if [4, 9]) the
sequence of the generalized Laplace invariants hk, where hk are defined by the formulae
h0 = Fu + FuxFuy −Dy(Fuy ), h1 = Fu + FuxFuy −Dx(Fux),
hk+1 = 2hk −DxDy(ln(hk))− hk−1,
is terminated by zeros, i.e. if hp = 0 and h−q = 0 for some p > 0 and q ≥ 0. But the last
condition holds for some p ≤ m and q < n if (1.1) admits symmetry drivers (1.2) (see [10]).
Hence, the Darboux integrability of (1.1) follows from the existence of symmetry drivers (1.2).
In the present parer we prove that sequences of Laplace invariants for the semi-discrete and
discrete analogues of (1.1) are also terminated by zeros if the corresponding equation admits
symmetry drivers. In contrast to the continuous case, the termination of these sequences are
not yet proved to be a sufficient condition of the Darboux integrability in the discrete and
semi-discrete cases. But the vanishing of Laplace invariants (together with other necessary
conditions for the existence of symmetry drivers) allows us to construct formal integrals, i.e.
operators that map symmetries into functions of integrals and one independent variable. Since
the linearizations of integrals are formal integrals and the works [4, 6] in fact derive the symmetry
1This assumption seems to be restrictive but it is very likely that Darboux integrable equations without an
explicit dependence on i and j always admit integrals which do not depend on i and j too (although not all
integrals of such equations are independent of i and j in accordance with examples in [3]).
3drivers from these formal integrals, we obtain that the existence of symmetry drivers is necessary
and sufficient condition for the existence of formal integrals. It is noteworthy that, according to
[11], the last statement is valid for systems (1.1) too (i.e. when u and F are vectors) despite the
inapplicability of Laplace invariants to these systems. This statement therefore is quite general.
Thus, if the conjecture from [1] is true in its original form, then the existence of formal
integrals must be equivalent to the existence of ‘genuine’ integrals. Possible ways to prove this
are discussed at the ends of Sections 2,3. The connection between symmetry drivers and integrals
is sometimes useful and, for example, allows to describe differential and difference substitutions
of first order for function-parametrized families of evolution equations (see [10, 12, 13]).
2. Differential-difference equations
From now on, we, for brevity, omit i in the subscripts of u in all formulae and, in particular,
write the aforementioned semi-discrete equation as
(u1)x = F (x, u, u1, ux). (2.1)
Due to the assumption Fux 6= 0, we can solve (2.1) for ux and rewrite this equation in the form
(u−1)x = F˜ (x, u, u−1, ux). (2.2)
The equations (2.1)-(2.2) allow us to express all derivatives u
(n)
m := ∂nui+m/∂x
n of the shifts of
u in terms of x and so-called dynamical variables up := ui+p, u
(q) := ∂qui/∂x
q. The notation
g[u] indicates that the function g depends on x and a finite number of the dynamical variables.
If a function g may explicitly depend on i in addition to x and a finite set of the dynamical
variables, then we use the notation gi[u]. All functions are assumed to be analytical.
Let T denote the operator of the shift in i by virtue of (2.1). It is defined by the following rules:
T (fi(a, b, . . . )) = fi+1(T (a), T (b), . . . ) for any function fi; T (up) = up+1; T (u
(q)) = Dq−1(F )
(i.e., the ‘mixed’ variables u
(q)
1 are expressed in terms of x and dynamical variables by using
(2.1)). Here D is the total derivative with respect to x by virtue of the equations (2.1)-(2.2):
D =
∂
∂x
+ u(1)
∂
∂u
+
∞∑
k=1
(
u(k+1)
∂
∂u(k)
+ T k−1(F )
∂
∂uk
+ T 1−k(F˜ )
∂
∂u−k
)
,
The inverse shift operator T−1 is defined in a similar way.
Definition 1. A function fi[u] is called a symmetry of equation (2.1) if L(fi) = 0 for all i,
where
L = TD − FuxD − Fu1T − Fu. (2.3)
We say that operators S =
∑σ
k=0 αk[u]D
k and R =
∑r
k=0 λk[u]T
k are x- and i-symmetry drivers,
respectively, if ασλr 6= 0, σ, r ≥ 0 and S(ξ), R(η) are symmetries of (2.1) for any ξi[u] ∈ ker(T−1)
and any ηi[u] ∈ kerD.
Since functions of x and i respectively belong to ker(T − 1) and kerD for any equation (2.1),
the above definition requires no assumptions about the existence of integrals (see Definition 2).
Definition 2. An equation of the form (2.1) is called Darboux integrable if there exist functions
X(x, u, u(1), . . . , u(n)) and I(x, uℓ, uℓ+1, . . . , uℓ+m) such that Xu(n) 6= 0, IuℓIuℓ+m 6= 0 and the
equalities D(I) = 0, T (X) = X hold. The functions I and X are respectively called an i-
integral of order m and an x-integral of order n for the equation (2.1).
4Operators I =
∑m
k=0 µk[u]T
k and X =
∑n
k=0 βk[u]D
k are said to be formal i- and x-integrals,
respectively, if µm 6= 0, βn 6= 0, m,n > 0 and the operator identities DI =
∑m−1
k=0 νk[u]T
kL,
(T − 1)X =
∑n−1
k=0 γk[u]D
kL hold for some functions νk[u], γk[u].
The last two defining relations mean that I and X map symmetries (if they exist) into kerD
and ker(T−1). Since T−ℓ maps i-integrals into i-integrals, we set ℓ = 0 without loss of generality.
Calculations similar to those used in [13, 14] show that the linearizations I∗ =
∑m
k=0 IukT
k,
X∗ =
∑n
k=0Xu(k)D
k of integrals I and X are formal i- and x-integrals, respectively.
Any Darboux integrable equation (2.1) admits both x- and i-symmetry drivers. This was
proved in [6] by using Laplace invariants. Let us define them. Introducing the main Laplace
invariants G0 = Fu + FuxFu1 −D(Fux) and H0 = Fu + FuxT
−1(Fu1), we can rewrite (2.3) as
L = (D − Fu1)(T − Fux)−G0 = (T − Fux)(D − T
−1(Fu1))−H0. (2.4)
If G0 6= 0, then we set a1 = FuxT (G0)/G0, L−1 = (T − a1)(D−Fu1)− T (G0). The direct check
shows that (T −a1)L = L−1(T −Fux). The transition from L0 := L to L−1 is called the Laplace
i-transformation. It can be applied to any operator of the form TD− a[u]D− b[u]T − c[u] if we
replace Fux , Fu1 and Fu with a, b and c in the above formulae. In particular, we can rewrite
L−1 = (D − T (Fu1))(T − a1)−G1, G1 = T (G0)−D(a1) + a1(T (Fu1)− Fu1)
and apply the Laplace i-transformation to L−1 if G1 6= 0, and so on. Repeating this procedure,
we obtain the sequence of the operators L−k = (D − T
k(Fu1))(T − ak) − Gk, k > 0, where ak
and the Laplace i-invariants Gk are defined by the recurrent formulae
ak = ak−1T (Gk−1)/Gk−1, a0 = Fux , Gk = T (Gk−1)−D(ak) + ak(T
k(Fu1)− T
k−1(Fu1)).
The Laplace x-transformation is defined in a similar way. The iterations of this transformation
generate the sequence of the operators Lk = (T −Fux)(D− T
−1(bk))−Hk, k > 0, where bk and
the Laplace x-invariants Hk are calculated by the formulae
bk = T
−1(bk−1) +D(Hk−1)/Hk−1, b0 = Fu1 , Hk = Hk−1 + Fux(T
−1(bk)− bk) +D(Fux),
By construction, the Laplace invariants and the operators Lk for k > 0 satisfy the equalities
(T − ak)L1−k = L−k(T − ak−1), (T − ak)Gk−1 = T (Gk−1)(T − ak−1), (2.5)
(D − bk)Lk−1 = Lk(D − T
−1(bk−1)). (2.6)
Here and below we use the notation Pg for the composition of an operator P and the multipli-
cation by a function g[u], i.e. Pg is an operator and differs from the function P (g).
The following statements was proved in [6]:
1) if equation (2.1) admits an x-integral X of order n, then
Hq = 0 for some q < n and ∃θ[u] 6= 0 such that T (θ) = F
−1
ux θ; (2.7)
2) if equation (2.1) admits an i-integral I of order m, then
Gp = 0 for some p < m and ∃τ [u] 6= 0 such that D(τ) + Fu1τ = 0; (2.8)
3) if both conditions (2.7) and (2.8) hold, then
S =
1
G0
(D − Fu1) . . .
1
Gp−1
(
D − T p−1(Fu1)
) G0 . . . Gp−1
θ
, (2.9)
5R =
1
H0
(T − Fux) . . .
1
Hq−1
(T − Fux)
T−q(H0) . . . T
−1(Hq−1)
T−(q+1)(τ)
(2.10)
respectively are x- and i-symmetry drivers of (2.1). (S = θ−1 and R = T−1(τ−1) in the cases
p = 0 and q = 0, respectively.)
But the corresponding proofs use only the fact thatX∗ and I∗ are formal integrals (see a similar
reasoning in the proof of Proposition 2 below), and the work [6] actually proves the necessity of
the conditions (2.7) and (2.8) for the existence of formal x- and i-integrals, respectively. The
converse statements can easily be derived from (2.5),(2.6): the direct calculation2 shows that
X = θ[u](D − T−1(bq))(D − T
−1(bq−1)) . . . (D − T
−1(b0)) (2.11)
is a formal x-integral of equation (2.1) if (2.7) holds, while (2.8) implies that
I = T p(τ)(T − ap)(T − ap−1) . . . (T − a0) (2.12)
is a formal i-integral. In addition, the work [12] proves that Hq = 0 for some q ≤ r and
D(τ) + Fu1τ = 0 for τ = 1/T (λr) if (2.1) admits an i-symmetry drivers R =
∑r
k=0 λk[u]T
k.
Theorem 1. Equation (2.1) admits both formal i-integrals and formal x-integrals if and only if
it possesses both i- and x-symmetry drivers.
Taking the previous two paragraphs into account, we only need to prove the following state-
ment for establishing Theorem 1.
Proposition 1. If equation (2.1) admits an x-symmetry driver S =
∑σ
k=0 αk[u]D
k, then Gp = 0
for some p ≤ σ and T (θ) = F−1ux θ holds for θ = α
−1
σ .
Proof. Collecting the coefficients at f (k), k = 0, σ + 1, in the equality L(S(f(x))) = 0 and taking
the arbitrariness of f(x) into account, we obtain the following chain of the relations:
(T − Fux) (ασ) = 0, (2.13)
(T − Fux) (αk−1) + L(αk) = 0, 1 ≤ k ≤ σ, (2.14)
L(α0) = 0. (2.15)
Introducing α−1 = 0, we consider (2.15) as an extension of (2.14) for the case k = 0.
Let A−1 and A¯0 denote the identity mapping and the operators Ak and A¯q be defined by the
recurrent formulae Ak = (T − ak)Ak−1, k ≥ 0, A¯q = (T − aq)A¯q−1, q > 0. If Gp 6= 0 for all
p ≤ σ, then we can prove the equalities
GpAp−1(ασ−p) = Ap(ασ−p−1), Ap(ασ−p) = 0 (2.16)
by induction on p. Indeed, (2.16) for p = 0 follows from (2.13), (2.14) for k = σ and (2.4). If
(2.16) holds for some p < σ, then we obtain Ap+1(ασ−p−1) = 0 by applying T − ap+1 to the
first equation of (2.16) and taking the second equations of (2.5), (2.16) into account. Since
A¯p+1L = L−(p+1)Ap = (D − T
p+1(Fu1))Ap+1 − Gp+1Ap by (2.5), the application of A¯p+1 to
(2.14) for k = σ − p− 1 gives rise to the first equation of (2.16) for p+ 1.
Thus, (2.16) is valid for all p ≤ σ if we assume Gp 6= 0 for all p ≤ σ. In particular,
GσAσ−1(α0) = 0. The last equation and the first equality of (2.16) (used as a recurrent formula)
imply Ap−1(ασ−p) = 0 for all p ≤ σ. But this contradicts the condition A−1(ασ) = ασ 6= 0. 
2See [12] or a similar calculation in the proof of Proposition 3 below if more details are needed.
6If a formal integral of (2.1) is known, then we can try to obtain a ‘genuine’ integral by applying
the formal one to a symmetry of (2.1). (Theorem 1 guarantees the existence of symmetries if
formal integrals exist.) As an illustrative example of this, let us consider the equation
(u1)x = ux + e
u + eu1 (2.17)
from [6]. Since H1 = G1 = 0, θ = 1 and τ = e
u/(eu1 + eu) for this equation, we can use
(2.11)-(2.12) to construct its formal integrals
X = D2 − uxD − e
2u, I =
eu1
eu2 + eu1
T 2 −
(
eu1
eu1 + eu
+
eu1
eu2 + eu1
)
T +
eu1
eu1 + eu
. (2.18)
The application of X to the symmetry ux gives us the x-integral uxxx−uxuxx−e
2uux. As shown
in [12], this method allows us to prove the existence of integrals for entire subclasses of (2.1).
To obtain integrals, we can also employ the following way (which was used for equations
(1.1) in [15]). Let R be an i-symmetry driver and I be a formal i-integral of (2.1). Then the
composition IR can be rewritten as
∑m+r
k=0 wk[u]T
k and maps kerD into kerD again. But this is
possible only if wk[u] ∈ kerD. The same is true for x-symmetry drivers and formal x-integrals:
coefficients of their compositions belong to ker(T−1). In the case of (2.17), formulae (2.9)-(2.10)
gives us the symmetry drivers S = D + ux, R = (e
u−u
−1 + 1)T − eu−1−u(eu−1−u−2 + 1), and
XS = D3 +XD +
D(X)
2
, IR = T 3 + (1− I)T 2 + T−1(I)
(
1
I
− 1
)
T −
T−2(I)
T−1(I)
,
where X = 2uxx − u
2
x − e
2u and I = (1 + eu1−u2)(1 + eu1−u) are integrals of smallest order.
The compositions of symmetry drivers and formal integrals are independent of the dynamical
variables and generate no integrals for some equations (2.1). But such independence for the
compositions of (2.10) with (2.12) and (2.9) with (2.11) seems to be a fairly restrictive condition
and, likely, guarantees the existence of an additional symmetry which is mapped into ‘genuine’
integrals by formal ones. For example, the coefficients of both formal integrals (2.11)-(2.12) and
symmetry drivers (2.9)-(2.10) depend on x only for any equation (u1)x = a(x)ux+b(x)u1+c(x)u
such that Hq = Gp = 0, but u is a symmetry of this equation and the formal integrals map
this symmetry into functions essentially depending on dynamical variables (i.e. into ‘genuine’
integrals). Thus, it is probably that the methods of the previous two paragraphs complement
each other and at least one of them can give us ‘genuine’ integrals in any situation.
The proofs of the conditions (2.7)-(2.8) in [6] also guarantee that the linearizations of x- and
i-integrals are defined by formulae (2.11)-(2.12) if the orders of these integrals are q + 1 and
p+1, respectively (see the proof of Proposition 2). The integrals of smallest orders have orders
q + 1 and p + 1 in all examples known to the author. This gives us an additional ‘heuristic’
way to find integrals via (2.11)-(2.12). For example, X∗ = 2X and (ln I)∗ = −I, where X , I
are defined by (2.18) and X, I are the aforementioned integrals of smallest orders for (2.17).
It should be noted that ker(T − F−1ux ) and ker(D + Fu1) are closed under multiplication by x-
and i-integrals, respectively. Therefore, θ and τ in (2.11)-(2.12) are not uniquely defined. We
obviously need to select θ and τ so that they do not depend on arguments other than arguments
of integrals if we assume that (2.11)-(2.12) coincide with the linearizations of these integrals.
73. Quad-graph equations
Let us introduce the notation up,q := u(i+p,j+q), u := u0,0 = u(i,j). According to it, the
aforementioned discrete equation reads
u1,1 = F (u, u1,0, u0,1). (3.1)
Due to the assumption FuFu1,0Fu0,1 6= 0, we can rewrite (3.1) in any of the following forms
u−1,−1 = F¯ (u, u−1,0, u0,−1),
u1,−1 = Fˆ (u, u1,0, u0,−1),
u−1,1 = F˜ (u, u−1,0, u0,1).
This allows us to express any ‘mixed shift’ um,n, nm 6= 0, in terms of dynamical variables uk,0,
u0,l. The notation g[u] indicates that the function g depends on a finite number of the dynamical
variables, while f [i, j, u] designates that f may explicitly depend on i, j and a finite set of the
dynamical variables which is the same for all i and j. All functions are assumed to be analytical.
By Ti and Tj we denote the operators of the forward shifts in i and j by virtue of the
equation (3.1), while T−1i and T
−1
j denote the inverse (backward) shift operators. A shift
operator with a superscript k designates the k-fold application of this operator, and we let any
operator with the zero superscript be equal to the identity mapping. The shift operators are
defined by the following rules:
T ki (f(i, j, a, b, . . . )) = f(i+ k, j, T
k
i (a), T
k
i (b), . . . ) ⇒ T
k
i (um,0) = um+k,0,
T kj (f(i, j, a, b, . . . )) = f(i, j + k, T
k
j (a), T
k
j (b), . . . ) ⇒ T
k
j (u0,m) = u0,m+k,
Ti(u0,n) = T
n−1
j (F ), Ti(u0,−n) = T
1−n
j (Fˆ ),
Tj(un,0) = T
n−1
i (F ), Tj(u−n,0) = T
1−n
i (F˜ ),
T−1i (u0,n) = T
n−1
j (F˜ ), T
−1
i (u0,−n) = T
1−n
j (F¯ ),
T−1j (un,0) = T
n−1
i (Fˆ ), T
−1
j (u−n,0) = T
1−n
i (F¯ )
for any function f and any integers k, m and n > 0.
Definition 3. A function f [i, j, u] is called a symmetry of equation (3.1) if the relation L(f) = 0
holds for all i, j, where
L = TiTj − Fu1,0Ti − Fu0,1Tj − Fu. (3.2)
Operators R =
∑r
k=0 λk[u]T
k
i and R¯ =
∑r¯
k=0 λ¯k[u]T
k
j are said to be i- and j-symmetry drivers,
respectively, if λrλ¯r¯ 6= 0, r, r¯ ≥ 0 and R(ξ), R¯(η) are symmetries of (3.1) for any ξ[i, j, u] ∈
ker(Tj − 1) and any η[i, j, u] ∈ ker(Ti − 1).
Definition 4. An equation of the form (3.1) is called Darboux integrable if there exist functions
I(uℓ,0, uℓ+1,0, . . . , uℓ+m,0) and J(u0,ℓ¯, . . . , u0,ℓ¯+n) such that Iuℓ,0Iuℓ+m,0 6= 0, Ju0,ℓ¯Ju0,ℓ¯+n 6= 0 and
the equalities Tj(I) = I, Ti(J) = J hold. The functions I and J are respectively called an
i-integral of order m and a j-integral of order n for the equation (3.1).
We say that operators I =
∑m
k=0 µk[u]T
k
i and J =
∑n
k=0 βk[u]T
k
j are formal i- and j-integrals,
respectively, if µm 6= 0, βn 6= 0, m,n > 0 and the operator identities (Tj−1)I =
∑m−1
k=0 νk[u]T
k
i L,
(Ti − 1)J =
∑n−1
k=0 γk[u]T
k
j L hold for some functions νk[u], γk[u].
8Since T−ℓi and T
−ℓ¯
j respectively map i- and j-integrals into i- and j-integrals again, we can
assume ℓ = ℓ¯ = 0 without loss of generality. Under this assumption, I∗ =
∑m
k=0 Iuk,0T
k
i and
J∗ =
∑n
k=0 Ju0,kT
k
j are formal i- and j-integrals by Lemma 3 in [13].
According to [6], equation (3.1) admits both i- and j-symmetry drivers if this equation pos-
sesses both i- and j-integrals. The proof of this statement was omitted in [6] because it is very
similar to the proof of the analogous statement for the semi-discrete equations (2.1). We give
this proof below for the reader convenience and to demonstrate that the proof remains valid for
formal integrals too. For further reasonings, we again need to introduce Laplace invariants.
As in the differential-difference case, the operator (3.2) can be represented in the form
L =
(
Ti − Fu0,1
) (
Tj − T
−1
i
(
Fu1,0
))
−H0 =
(
Tj − Fu1,0
)(
Ti − T
−1
j
(
Fu0,1
))
−G0,
where H0 = Fu + Fu0,1T
−1
i
(
Fu1,0
)
, G0 = Fu + Fu1,0T
−1
j
(
Fu0,1
)
. Using L0 := L as a starting
term and the operator equality
(Tj − bk+1)Lk = Lk+1(Tj − T
−1
i (bk)) (3.3)
as a defining relation for the sequence of the operators Lk = (Ti−T
k
j (Fu0,1))(Tj−T
−1
i (bk))−Hk =
= (Tj − bk)(Ti − T
k−1
j (Fu0,1))− Tj(Hk−1), we obtain
bk+1 =
T−1i (bk)Tj(Hk)
Hk
, b0 = Fu1,0 , Hk+1 = Tj(Hk)−T
k
j
(
Fu0,1
)
bk+1+T
k+1
j
(
Fu0,1
)
T−1i (bk+1).
The functions Hk are called Laplace j-invariants of (3.1). Laplace i-invariants Gk are defined
analogously. It is convenient for further reasonings to introduce the difference operators
B−1 = B¯0 = 1, Bk = (Tj − T
−1
i (bk))Bk−1, B¯k+1 = (Tj − bk+1)B¯k, k ≥ 0. (3.4)
Proposition 2 ([6]). Let equation (3.1) admits a formal j-integral J =
∑n
k=0 βk[u]T
k
j . Then
Hp = 0 for some p < n and T
1−n
j (βn) ∈ ker(Ti − F
−1
u0,1
). If, in addition, p = n − 1, then
J = βnBp, where Bp is defined by (3.4).
Proof. Equation (3.3) implies LkBk−1 = B¯kL and
TiBk = LkBk−1 + T
k
j (Fu0,1)Bk +HkBk−1 = T
k
j (Fu0,1)Bk +HkBk−1 + . . . , k ≥ 0, (3.5)
where the dots denote terms of the form ζℓ[u]T
ℓ
jL. If Hk 6= 0 for all k < n − 1, then J can
be rewritten as
∑n
k=0 β˜k[u]Bk−1, β˜n = βn. Substituting this into the defining relation of formal
j-integrals, taking (3.5) into account and collecting the coefficients at Ti and Bk−1, we obtain
Ti(β˜0) = 0, Ti(β˜1)H0 = 0, Ti(β˜k+1)Hk = (1− T
k−1
j (Fu0,1)Ti)(β˜k), 1 ≤ k < n.
The above relations imply that β˜k = 0 for all k ≤ n if Hk 6= 0 for all k < n. But this contradicts
the condition βn 6= 0 and, hence, Hp = 0 for some p < n. If p = n − 1, then β˜k = 0 for all
k ≤ n− 1 and J = βnBp. Since TiT
k
j = T
k−1
j L+ T
k−1
j (Fu0,1)T
k
j + terms without T
k
j , we obtain
(T n−1j (Fu0,1)Ti − 1)(βn) = 0 by collecting coefficients of T
n
j in the defining relation for formal
j-integrals. 
The converse statement is also true.
9Proposition 3. Let a Laplace j-invariant Hp of equation (3.1) be equal to zero and there exist
a non-zero function θ[u] ∈ ker(Ti − F
−1
u0,1
). Then T pj (θ)Bp, where Bp is defined by (3.4), is a
formal j-integral of (3.1).
Proof. The equalities Hp = 0 and (3.3) imply
(Ti − T
p
j (Fu0,1))Bp = LpBp−1 = B¯pL. (3.6)
Since Ti(θ) = F
−1
u0,1
θ, we have
(Ti − 1)T
p
j (θ) = T
p
j (θ)(T
p
j (F
−1
u0,1
)Ti − 1) = T
p
j (θF
−1
u0,1
)(Ti − T
p
j (Fu0,1)).
Multiplying (3.6) by T pj (θF
−1
u0,1
), we therefore obtain (Ti − 1)T
p
j (θ)Bp = T
p
j (θF
−1
u0,1
)B¯pL. 
Proposition 4 ([6]). Let equation (3.1) admit a non-zero function ϑ[u] ∈ ker(Tj − F
−1
u1,0
) and
Hp = 0 for some p ≥ 0. Then this equation possesses the i-symmetry driver
R =


1
H0
(
Ti − Fu0,1
)
. . . 1
Hp−1
(
Ti − T
p−1
j (Fu0,1)
)
T−1i (Hp−1)...T
−p
i (H0)
T
−(p+1)
i (ϑ)
if p > 0,
T−1i (ϑ
−1) if p = 0.
Proof. It is easy to check that LkH
−1
k (Ti−T
k
j (Fu0,1)) = (Ti−T
k
j (Fu0,1))Tj(H
−1
k )Lk+1 for all k ≥ 0
and H−1k (Ti−T
k
j (Fu0,1)) therefore maps kerLk+1 into kerLk. Any element of ker(Tj −T
−1
i (bp))
belongs to kerLp if Hp = 0. Taking the equalities (Tj − bk)Hk−1 = Tj(Hk−1)(Tj − T
−1
j (bk−1))
and (Tj − b0)ϑ
−1 = ϑ−1b0(Tj − 1) into account, we obtain
(
Tj − T
−1
i (bp)
) T−1i (Hp−1) . . . T−pi (H0)
T
−(p+1)
i (ϑ)
=
Tj
(
T−1i (Hp−1) . . . T
−p
i (H0)
)
T
−(p+1)
i (b0)
T
−(p+1)
i (ϑ)
(Tj − 1).
Thus, the multiplication by T−1i (Hp−1) . . . T
−p
i (H0)T
−(p+1)
i (ϑ
−1) (by T−1i (ϑ
−1) if p = 0) maps
ker(Tj − 1) into ker(Tj − T
−1
i (bp)) ⊂ kerLp and R is a symmetry driver of (3.1). 
Again, the converse statement to Proposition 4 is also true.
Proposition 5. If equation (3.1) admits an i-symmetry driver R =
∑r
k=0 λk[u]T
k
i , then Hp = 0
for some p ≤ r and Ti(λ
−1
r ) ∈ ker(Tj − F
−1
u1,0
).
Proof. Collecting the coefficients at f(i + k), k = 0, r + 1, in the equality L(R(f(i))) = 0 and
taking the arbitrariness of f into account, we obtain the following chain of the relations
Ti (B0(λr)) = 0,
Ti (B0(λk−1)) = (Fu0,1Tj + Fu)(λk), 1 ≤ k ≤ r,
(Fu0,1Tj + Fu)(λ0) = 0.
It is easy to check that Fu0,1Tj + Fu = TiB0 − L and the above chain can be rewritten as
B0(λr) = 0, (3.7)
Ti (B0(λk−1 − λk)) + L(λk) = 0, 1 ≤ k ≤ r, (3.8)
Ti (B0(λ0))− L(λ0) = 0. (3.9)
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Applying the operator B¯r−k+1 to (3.8) and taking (3.3) into account, we obtain
Ti (Br−k+1(λk−1 − λk)) + Lr−k+1 (Br−k(λk)) = 0, 1 ≤ k ≤ r,
where B¯k and Bk are defined by (3.4). Thus, Br−k+1(λk−1) = 0 if Br−k(λk) = 0. This and (3.7)
imply Br−k(λk) = 0 for all k from r to 0. And the equality Br−k(λk) = 0 gives us the relations
B¯r−kL(λk) = Lr−k (Br−k−1(λk)) = −Hr−kBr−k−1(λk). (3.10)
Now let us apply the operators B¯r and B¯r−k to the equalities (3.9) and (3.8), respectively.
Taking (3.10) into account and using the notations Λk = Br−k−1(λk), we obtain
HrΛ0 = 0, Hr−kΛk = Ti(Λk−1), 1 ≤ k ≤ r.
The above chain of the relations means that Λk = 0 for all k = 0, r if Hk = 0 for all k ≤ r. But
this contradicts the condition Λr = λr 6= 0 in the definition of i-symmetry drivers. 
Propositions 2–5 (and their ‘symmetrical’ versions obtained by interchanging i↔ j) together
prove the following statement.
Theorem 2. Equation (3.1) admits both formal i-integrals and formal j-integrals if and only if
this equation possesses both i- and j-symmetry drivers.
We can use formal integrals for obtaining ‘genuine’ integrals, all the ways described at the
end of Section 2 are applicable for this purpose in the pure discrete case too. As an example,
let us consider the equation
u1,1 =
(u1,0 − 1)(u0,1 − 1)
u
(3.11)
from [16]. Since H1 = G1 = 0 for this equation, we can calculate its formal j-integral
J =
u0,1 + u− 1
u0,1(u0,1 − 1)
T 2j −
(
u0,2 + u0,1 − 1
u20,1(u0,1 − 1)
(u− 1) +
u0,2(u0,1 + u− 1)
u0,1(u0,1 − 1)2
)
Tj +
u0,2 + u0,1 − 1
u0,1(u0,1 − 1)
by using Proposition 3. The formal i-integral of (3.11) is defined by the same formula (up to
interchanging i↔ j). Solving the equation J∗ = J , we find the function
J =
(
u0,2
u0,1 − 1
+ 1
)(
u− 1
u0,1
+ 1
)
,
which coincides (up to a point transformation) with the j-integral of (3.11) obtained in [6]. By
the version of Proposition 4 for the case Gp = 0, the equation (3.11) has the j-symmetry driver
R¯ =
u0,−1(u0,−1 − 1)
u0,−1 + u0,−2 − 1
Tj −
u(u− 1)
u0,−1(u0,−1 − 1)
·
u0,−2(u0,−2 − 1)
u0,−2 + u0,−3 − 1
.
The coefficients of the composition J R¯ also give us j-integrals:
J R¯ = T 3j +
J(1− J)
T−1j (J)
T 2j +
(J − 1)T−1j (J)
T−2j (J)
Tj −
JT−2j (J)
T−1j (J)T
−3
j (J)
.
As in the semi-discrete case, it seems to be plausible that ‘genuine’ integrals can always be ob-
tained from formal integrals by at least one of the methods discussed in the last four paragraphs
of Section 2. Note that one of these methods was successfully used to construct integrals even
for an non-autonomous quad-graph equation in [17].
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