Abstract. We perform importance sampling for a randomized matrix multiplication algorithm by Drineas, Kannan, and Mahoney and derive probabilities that minimize the expected value (with regard to the distributions of the matrix elements) of the variance. We compare these optimized probabilities with uniform probabilities and derive conditions under which the actual variance of the optimized probabilities is lower. Numerical experiments with query matching in information retrieval applications illustrate that the optimized probabilities produce more accurate matchings than the uniform probabilities and that they can also be computed efficiently.
and because they allowed us to incorporate information about the distribution of the inputs and give a realistic analysis of the accuracy.
The Monte Carlo algorithms in [8, 9] approximate the inner products a T b between two vectors a and b by sampling a few elements from a and the corresponding elements from b, according to a probability vector p supplied by the user. The resulting approximation X is an unbiased estimator; that is, X is a random variable whose expected value is equal to the desired inner product a T b, i.e., E[X] = a T b. However, just because an algorithm is an unbiased estimator does not imply it is accurate, since the output X from a single run of the algorithm can be far from the expected value E[X]. The deviation of a random variable X from its expected value is measured by the variance,
Var[X] = E (X − E[X])
2 .
A simple way to get from the variance to an actual error bound is Chebyshev's inequality:
The probability that |X − E[X]| ≤ τ is at least 1 − Var[X]/τ 2 .
In other words,
|X − E[X]| ≤ Var
[X]/δ with probability at least 1 − δ, (1.1) which means that the difference between a random variable and its expected value can be estimated by the square root of the variance. The derivation of sampling probabilities p for the purpose of reducing variance is called importance sampling [18, 22, 21] . The randomized matrix multiplication algorithm by Drineas and Kannan [8] and Drineas, Kannan, and Mahoney [9] can be interpreted as a Monte Carlo algorithm with importance sampling (section 2.2).
Our approach to importance sampling is motivated by an application in information retrieval (section 4), where a query vector is "matched" against documents in a collection. This matching process amounts to computing a sequence of inner products between the query vector and the documents in the collection. In our approach, we approximate this sequence of inner products by a randomized matrix multiplication algorithm. As soon as the query arrives, the sampling probabilities need to be computed fast. To this end, we derive probabilities that minimize the expected value-with regard to the distributions of the matrix elements-of the variance (section 2.3). This works for continuous distributions (section 2.5) as well as discrete distributions (section 4.1).
We establish theoretical conditions (section 2.4) under which our optimized probabilities have a variance that is smaller than that of uniform probabilities. We illustrate that the optimized probabilities can also be more efficient in practice. In document matchings with Reuters and Wikipedia data sets (sections 4.2 and 4.3), where one is interested only in ranking the matches, the optimized probabilities produce better rankings. Furthermore, the optimized probabilities can be computed fast if the document distributions are available offline. The online computation requires only a single probability vector per query and does not depend on the number of documents in the collection.
Overview. Importance sampling is discussed for inner products in section 2 and for matrix multiplication in section 3. The information retrieval application is presented in section 4. We end with conclusions in section 5.
Inner products.
We interpret a randomized algorithm for computing inner products from [8, 9] in the context of Monte Carlo algorithms with importance sampling. Then we introduce an approach to importance sampling that minimizes the expected value of the variance (with regard to the distribution of the vector elements).
We present the randomized algorithm in section 2.1 and its interpretation in terms of importance sampling in section 2.2. We derive the probabilities for minimizing the expected variance in section 2.3 and compare the actual variance to that of uniform probabilities in section 2.4. In section 2.5 we present numerical experiments on vectors whose elements come from continuous distributions, to illustrate the higher accuracy of our "optimized" probabilities.
The algorithm.
The randomized algorithm for computing the inner product is displayed as Algorithm 1. It is the BasicMatrixMultiplication algorithm [9, Figure 2 ] and the algorithm in [8, section 5] specialized to computing inner products.
Given real n × 1 vectors a and b, Algorithm 1 approximates a T b by sampling c elements from a and the corresponding elements of b according to given probabilities 1 p i . The algorithm uses sampling with replacement, which means that an element can be sampled repeatedly. An intuitive, but not necessarily efficient, way to do this is presented as Algorithm 2. Sampling with replacement is easier to implement and to analyze than sampling without replacement, and our experiments did not not show a significant difference in accuracy. 
This shows that the expected value of X is equal to the desired inner product, so that the output of Algorithm 1 is an unbiased estimator for a T b.
In their papers on Fourier transforms, Gilbert et al. [13] and Zou et al.
[27] present a randomized inner product algorithm that essentially computes the median of several runs of Algorithm 1. However, in our experiments we could not discern a definite increase in accuracy with this approach and thus did not pursue it.
Implementation of sampling. Sampling with replacement is easy if the probabilities are uniform, i.e., p i = 1/n, 1 ≤ i ≤ n. In contrast, sampling with nonuniform probabilities is not efficient for a single inner product computation, because it can be too expensive. However, in the context of matrix multiplication, nonuniform sampling can be efficient; see [8, 9] and section 4.
In order to illustrate how sampling with replacement can be implemented computationally, we present the simple and intuitive but inefficient method of inversion by sequential search [7, 
It is important to note that Algorithm 2 is not the preferred way to sample with replacement. There are faster methods based on binary search and table look up [7, section III] and reservoir algorithms [24] . For our experiments, we used the MATLAB function randsample.
Importance sampling.
Monte Carlo algorithms may be best known for their use in approximating continuous functions, such as integrals. Here we make a brief connection from the familiar use of Monte Carlo algorithms in the continuous context to the discrete computation in Algorithm 1. We also describe the purpose of importance sampling, which amounts to the judicious use of nonuniform probabilities.
Define a continuous function f with f (i) = a i b i , 1 ≤ i ≤ n, and f (x) ≈ 0 otherwise, and think of the discrete sum a T b as an integral,
where the last equality follows from the mean value theorem of integration for some ζ with 0 < ζ < n. Approximating f (ζ) by an average 
Invoking the mean value theorem and approximating by an average gives
With p it ≡ p(i t ), the corresponding approximation for the inner product is
which is just the output of Algorithm 3 when run with general probabilities p i . For the more general problem of matrix multiplication, Drineas, Kannan, and Mahoney [9, Lemma 4] perform importance sampling by deriving probabilities that minimize the expected value of the normwise absolute error. For the inner product these probabilities reduce to
T |b|. Unfortunately they are not useful here, because they are as expensive to compute as the inner product itself.
Minimizing the expected value of the variance.
Our aim is to choose the probabilities in Algorithm 1 so that some measure of the variance is minimized, in a situation where the vector elements are not known explicitly, and only information of their distribution is known. The application that motivates this approach is described in section 4.
We view the random variable X as a function of the probabilities p and write the variance (2.1) of Algorithm 1 with respect to randomized sampling as
We choose probabilities that reduce the variance for all vectors with a particular distribution. That is, we minimize the expected value of the variance,
where the expected value E a,b is in regard to the distributions of the elements of a and b. 
minimizes the expected value of the variance in (2.2), that is,
where the minimum ranges over all vectors p with p j > 0 and n j=1 p j = 1. Proof. Since the expected value is linear, we can write (2.2) as 
, where λ is a scalar, and let q be as in (2.
is symmetric positive definite for p > 0, q is a strictly local minimizer [11, Theorem 9.3.2]. Furthermore, since {p| p > 0} is an open set, and ∇ 2 p f (p) is positive definite on this set, the function f (p) is convex, so that q is also a global minimizer [11, section 9.4] .
In the special case when all vector elements have the same distribution, the probabilities in Theorem 2.1 reduce to the uniform probabilities. 
Comparison with uniform probabilities.
We determine conditions under which the actual variance associated with q is smaller than the variance associated with uniform probabilities
where the variance V u is associated with uniform probabilities p u , and the variance V q is associated with the optimized probability vector q in (2.3). First we determine the exact difference between the expected values of V q and V u . 
Proof. Subtracting the expected values of the variances from (2.2) gives 
then with probability at least 1 − δ we have
we can write the probability as
We would like to apply Chebyshev's inequality, but at this point it is not possible because V u on the right-hand side is not constant. To obtain a constant on the right we replace V u by a little bit more than its expected value and abbreviate the left-hand side by
Applying Chebyshev's inequality to the second summand on the right gives
Substituting this into the previous inequality gives
We still have to deal with the first summand on the right. The lower bound for f
is the difference between a random variable and its expected value, we can now apply Chebyshev's inequality and the lower bound for f to conclude that
The quantity f in Theorem 2.4 represents the relative benefit of the importance sampling method (2.3) over uniform sampling. To be specific, since errors behave as square roots of variances (see (1.1)), √ f approximates the fraction of errors from importance sampling as compared to uniform sampling. Moreover, for a given error, the sample size for probabilities (2.3) is reduced by a factor f from that of uniform probabilities. To sum up this comparison of importance sampling (2.3) versus uniform sampling, we see that for a given success probability 1 − δ, the error is reduced by about a factor of √ f , while the sample size is reduced by about a factor of f . Note that
is the absolute lower bound for f in Theorem 2.4. This agrees with intuition, because we are estimating V q /V u . Corollary 2.5 illustrates that there are distributions for which f gets very close to (2.4) for large enough vector dimensions and that in this case f ≈ .36.
Numerical experiments on vectors with continuous distributions.
We compare the accuracy of Algorithm 1 with the optimized probabilities q i in (2.3) to that of Algorithm 1 with uniform probabilities for vectors whose elements come from uniform distributions. T a|/a T a versus sample size c for a single vector a for two versions of Algorithm 1: with uniform probabilities, and with our probabilities q i from (2.3). The probabilities q i give an approximation X whose relative error is about a factor 10 smaller than that from uniform probabilities. Sampling about 1% elements with the q i produces a consistent relative error below 10 −2 , which means two accurate decimal digits in the output X.
Second experiment. We use Algorithm 1 to compute an approximation X of a T b, where a i and b i are independent random uniform [0, i] variables. This is a linearly graded distribution whose interval length increases with the vector dimension n, and it produces values of f ≈ .36 for sufficiently large n. We first show this analytically. 
Furthermore, for every f ≥ .36, δ > 0, and sufficiently large n, we have with probability at least
Proof. We can use the Efron-Stein inequality [5, Proposition 1] to estimate
, where
Properties of the Riemann integral imply, for the first summand,
as n → ∞.
This implies E[V
. Thus for a given δ we can make and
as small as possible by making n large enough and thus force f to be as close as possible to (2.4). Theorem 2.4 and similar asymptotic estimates as above imply
Hence the limit of (2.4) as n → ∞ is The value of f ≈ .36 from Corollary 2.5 is corroborated by the numerical results displayed in Figure 2. 2. There we plot the relative errors |X −a T b|/|a T b| versus sample size c for a single pair of vectors a and b for two versions of Algorithm 1: with uniform probabilities, and with the probabilities q i from Corollary 2.5. The improvement from the probabilities q i is less dramatic than in the first experiment, which could be due to the high variance of the a i and b i . On average, the relative errors associated with the probabilities q i are approximately a factor of 1.7 smaller than the relative errors associated with uniform probabilities. From Chebyshev's inequality (1.1) it follows that the ratio of variances is approximately the square of the ratio of relative errors, which is about 0.34 and agrees quite well with the theoretical bound of f ≥ 0.36 from Corollary 2.5.
Matrix multiplication.
We present an approach for importance sampling for a randomized matrix multiplication algorithm. The approach is motivated by the information retrieval application in section 4 and constructs the probabilities from a discrete distribution. Section 3.1 describes the randomized matrix multiplication algorithm, and section 3.2 discusses the importance sampling for this algorithm. 
. . , n} with probability p it independently and with replacement
c pi t end for end for return C 3.2. Importance sampling. Algorithm 3 samples each inner product according to the same probability vector, which consists of n probabilities. Our approach for defining these probabilities is motivated by the information retrieval application in section 4. There the m × n matrix A is a term-by-document matrix whose m rows represent documents, and each column represents a term. The k columns of the matrix B represent query vectors. Following the notation of [9, section 2], we distinguish the rows A (i) of A and the columns B (j) of B,
We define discrete probability distributions by assuming that each of the m rows of A (documents) is equally likely to be chosen and so is, independently, each of the k columns of B (query vectors). The expected values for the squared elements of A and B with regard to this distribution are therefore
Putting these expressions into the optimized probabilities (2.3) gives
The probabilities q can be computed in O(n(k + m)) arithmetic operations. Algorithm 3 needs an additional O(ckm) operations to approximate the matrix product. This can be cheaper than a deterministic matrix multiplication algorithm when n is large. Note that the probabilities (3.3) happen to be identical to the probabilities that minimize the expected value of the absolute normwise error of the BasicMatrixMultiplication [9, Lemma 4].
Application to information retrieval.
We show how to apply Algorithm 3 to an information retrieval problem with Reuters documents and Wikipedia web pages and how to efficiently compute the probabilities (3.3) for a discrete data set. Section 4.1 describes our assumptions. Numerical experiments are presented for the Reuters documents in section 4.2 and for the Wikipedia web pages in section 4.3.
Assumptions. The application is a nearest neighbor problem of the following type [3, section 1]:
Given a collection of data points and a query point in an m-dimensional metric space, find the data point that is closest to the query point. The data points are documents, and the goal is find those documents that best match a query submitted by a user. More generally, we want to determine the k documents that best match the query.
Cosines. In the so-called vector-space model [2, section 2.1], the document collection is represented by a term-by-document matrix 2 A, where each column of A is associated with a term, each row A (i) is associated with a document, and an element A ij corresponds to the relative frequency of term j in document i. The amount of "matching" between a document vector A (i) and a query vector b is determined by the cosine of the angle between the two vectors,
Ordinal rank. What matters in this application is not the actual values of the cosines but only the induced ordinal rank [25, Definition 2.1]. We apply three criteria to evaluate the accuracy of the ranking. In a top-k list ranking, we want to determine the k documents that best match b and rank them according to their nearness to b, while in a top-k bucket ranking, we also want the k best documents but do not care about their ordering; see [25, section 3] . Finally, in a top-k-out-of-l bucket ranking, one wants to know whether the top k documents are contained in a top bucket of size l.
Online/offline computations. We assume that certain computations can be performed "offline," while others need to take place "online." Online algorithms receive a sequence of requests and immediately perform an action in response to each request, while offline algorithms receive the entire sequence of requests in advance [15, section 1] . In this application, the information associated with the document matrix A, such as distributions of terms and probabilities, has been computed offline, while the process of matching documents with a query vector is performed online.
Query matching. The process of determining documents A (i) that match a query vector b consists of a matrix vector multiplication Ab performed by Algorithm 3.
The idea is to exploit the offline availability of the term-by-document matrix A and to compute a probability vector that covers all m documents. Since column j of A represents the frequencies of term j in the m different documents, we can view element j in any document A (i) of A as coming from the discrete distribution defined by column j, that is,
If a term is equally likely to occur in any of the m documents, we can set
2 /m, which is just (3.1). Treating the query b as a constant gives 2) . Independence of the documents and the query implies
Hence the probabilities for the inner product
which is (3.3) for the special case of matrix vector multiplication. The probabilities q j in (4.1) are used for all m documents, which means that one needs to compute only a single probability vector for each query vector b. Since the column norms ||A (t) || 2 have been computed offline, computing the probabilities for a particular query vector b requires only O(n) online operations, and the online computation of q does not depend on the number of documents. As a consequence, Algorithm 3 approximates the matrix vector product Ab with only O(n + cm) online operations, where c n is the number of elements sampled. Compared to a deterministic computation with O(mn) arithmetic operations, this reduction in operation count is especially important when the collection contains many more terms than documents, i.e., n m.
Numerical experiments with the Reuters data set.
The term-bydocument matrix A for the Reuters Transcribed Subset data set 3 is a subset of the well-known Reuters-21578 collection. 4 The subset contains 201 documents and 5601 terms, so the matrix A is 201 × 5601. We use two different query vectors: (1) a normalized version of the sum of three rows of A, and (2) a single row of A.
For the first query vector we determine a top-25 bucket ranking to illustrate that probabilities (4.1) can be substantially more accurate than uniform probabilities. Figure 4 .1 compares the ranking computed by the deterministic inner product to that computed by two versions of Algorithm 3: one that samples with uniform probabilities, and a second version that samples with probabilities (4.1). Algorithm 3 uses c = 56, where c/n amounts to 1% of the elements. Since the vectors are sparse, this is not a perfect measure of the reduction in work, but we believe that it is still meaningful. We chose the uniform probabilities p i = 1/n z for b i = 0, where n z is the number of nonzero elements in b, because the probabilities p i = 1/n gave very poor results. listed the number of correct rankings of each type. In both cases, Algorithm 3 sampled c = 56 elements, where c/n corresponds to 1% of the elements. Table 4 .1 illustrates that both types of probabilities tend to produce less accurate rankings the more documents they are asked to rank. However, probabilities (4.1) can result in substantially more accurate rankings than uniform probabilities. In particular, the 25 documents determined by probabilities (4.1) contain the top-10 documents 99% of the time. The uniform probabilities perform much worse for the first query vector (see Table 4 .1) than for the second (see Table 4 .2). This may be due to the sparsity of the second query vector. Furthermore, the dimensions of this Reuters data set are rather small. 
Experiments with Wikipedia data set.
We extracted a term-bydocument matrix B from Wikipedia web pages 5 and performed a nonnegative matrix factorization [16] to obtain an approximate factorization B ≈ HA, where A is an m × n nonnegative matrix.
The m rows of A can be interpreted as "feature vectors" [20] Tables 4.3 and 4.4 present more detailed comparisons between uniform probabilities and probabilities (4.1). We ran 100 trials with the same query vector and list the number of correct rankings of each type. In Table 4 .3, Algorithm 3 samples c = 2000 elements, where c/n amounts to 1% of the elements. As before, probabilities (4.1) can result in substantially more accurate rankings than uniform probabilities. In particular, the 25 documents selected by probabilities (4.1) contain the top-10 documents. Table 4 .4 illustrates what happens when Algorithm 3 samples only half as many elements, i.e., c = 1000, where c/n corresponds to only 0.5% of the elements. Both probabilities produce fewer accurate rankings than for c = 2000. However, probabilities (4.1) still manage to find the top-10 documents in a bucket of 25. Figure 4 .3 illustrates how the accuracy of rankings produced by Algorithm 3 with probabilities (4.1) depends on the amount of sampling c. For c = 2000, a top-10 bucket contains on average the top-9 documents. Sampling more does not seem to help a lot. However, sampling less definitely reduces the number of correctly ranked documents. Overall, the greater accuracy with probabilities (4.1) compared to uniform probabilities is more striking in the Reuters data set. This could be due to the difference in the dimension or sparsity of the vector size or to the distribution of elements.
Conclusions.
We performed importance sampling for the randomized matrix multiplication algorithm from [8, 9] by exploiting the distributions of the matrix elements. As a result, we were able to derive probabilities that minimize the expected value of the variance for inner products. Information retrieval problems on Reuters and Wikipedia data sets illustrate how to compute these probabilities for discrete distributions and show that the computation is efficient in an online/offline setting.
Our experiments indicate that the Monte Carlo algorithms for matrix multiplication have low relative accuracy: They tend to produce only 1-2 accurate decimal digits, regardless of the amount of sampling. More specifically, the minimal amount of sampling to achieve this accuracy is about 1% of the elements, but any more sampling does not seem to improve the accuracy. In spite of their low relative accuracy, though, the algorithms can be useful in applications where exact values are not required, such as ordinal ranking in information retrieval applications.
We believe that the idea of minimizing expected variance merits further study for other randomized matrix algorithms. Many of these algorithms are Monte Carlo algorithms that rely on sampling and thus could benefit from efficient sampling probabilities.
