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ABSTRACT 
Artificial  Neural  Networks  (ANN)  can  be  used  to  solve  specific  problems  such  
as prediction,  classification,  processing  data,  and  robotics.  Based on the exposure, 
this study tried to develop a system by applying ANN models Fully Recurrent  Neural 
Network (FRNN). Fully  Recurrent  Neural  Network  structures  have  been  presence  
of  feedback that can make faster iteration thus making the update parameters and 
convergence speed become faster. The learning method used is Backpropagation 
Through Time. The system is implemented using the C# program. Input vectors used 
consisted of 7 variables. 
The results showedt the developed system will rapidly converge and able to achieve 
the most optimal error value  (minimum error) when using one hidden layer with 17 
units of the number of neurons. The best accuracy can be obtained using the LR of 
0.001, target of 0.1and momentum  0.95, with 30 the real data test, the system accuracy 
reaches 83.33%. 
Keywords : Artificial  neural  networks,  fully recurrent neural network, data real non 
target 
 
PENDAHULUAN 
Perkembangan softcomputing sebagai  
salah satu teknologi komputasi, telah banyak 
diaplikasikan dalam berbagai  bidang.  Salah  
satu  metode  softcomputing adalah jaringan 
syaraf tiruan (JST) yang memiliki 
kemampuan belajar terhadap informasi  yang 
telah diterima dengan  mensimulasikan  
proses  pembelajaran seperti  otak  manusia.  
JST  dapat  digunakan  untuk  memecahkan  
permasalahan tertentu seperti prediksi,  
klasifikasi,  pengolahan  data,  dan  robotik.   
Jaringan syaraf tiruan (Artificial Neural 
Networks) adalah salah satu cabang ilmu dari 
bidang kecerdasan buatan. Jaringan syaraf 
tiruan merupakan tiruan dari cara berpikir 
otak manusia, dapat berpikir dengan sepandai 
manusia dalam menyimpulkan sesuatu dari 
potongan-potongan informasi yang diterima. 
Karakteristik dari neural network ditentukan 
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oleh beberapa hal, yaitu Arsitektur, Learning 
algorithm (algoritma untuk proses belajar), 
dan Fungsi aktifasi. Salah satu sifat menarik 
JST adalah kemampuannya untuk belajar 
(learn) dari lingkungannya dan dapat 
memperbaiki kinerjanya melalui 
pembelajaran (learning). JST belajar tentang 
lingkungannya melalui proses iterative 
penyesuaian yang diterapkan ke bobot 
selama proses belajar. Dalam penelitian ini 
digunakan metode JST Fully Recurrent 
Neural Network sebagai metode 
pembelajaran JST untuk melakukan 
pengujian terhadap data real non target. Data 
real non target adalah data nilai asli dalam 
bentuk data numerik yang dipakai sebagai 
inputan sistem yang tidak memiliki target 
output.  
 
MATERI DAN METODE 
Model FRNN 
Model Fully recurrent neural network 
adalah Model pada jaringan syaraf tiruan 
yang memiliki masing-masing context unit 
pada Hidden layer dan output layer yang 
mengalami feedback pada dirinya sendiri 
(Samarasinghe, 2006).  
Fully Recurrent Neural Network juga 
mempunyai kompleksitas arsitektur sistem 
yang dinamis karena mempunyai feedback 
yang dapat mempercepat proses iterasi dan 
membuat kecepatan update parameter dan 
konvergensi menjadi lebih cepat 
(Samarasingghe, 2006). Fully Recurrent 
Neural Network dapat mengatasi masalah-
masalah sederhana dengan memanfaatkan 
pengetahuan awal yang tersedia dengan lebih 
baik (Fransconi, 1994). Menurut William, 
(1989) model Fully Recurrent Neural 
Network juga dirancang untuk dapat 
mengatasi masalah-masalah khusus. 
Keseluruhan sistem yang dibuat pada 
penelitian ini disesuaikan dengan konsep 
diagram Fully recurrent neural network pada 
Gambat 1.  
 
 
 
 
Gambar 1. Konsep Diagram FRNN 
Arsitektur Fully Neural Network hampir 
sama dengan arsitektur Multilayer 
Feedforward (MLP), namun ditambah 
dengan layer context  untuk menampung hasil 
output dari hidden layer dan output layer 
seperti pada Gambar 2.   
 
 
 
 
 
 
 
 
 
Gambar 2. Algoritma Fully Recurrent NN 
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Adapun tahapan dalam algoritma JST 
Fully recurrent NN adalah : 
Sebuah jaringan recurrent sederhana, 
vektor masukannya juga sama disebarkan 
melalui lapisan berbobot, tetapi juga 
dikombinasikan dengan aktivasi keadaan 
sebelumnya melalui lapisan bobot tambahan 
recurrent “r” adalah  recurrent. 
Setiap unit akan menghitung aktivasinya 
seperti pada jaringan feed forward Gambar 2. 
Pada setiap layer akan memiliki indeks 
masing-masing. Variabel k untuk node 
output, j node tersembunyi, h untuk node 
context, dan i untuk node input. Sebuah 
jaringan umpan maju memiliki vektor 
masukan x, yang disebarkan melalui lapisan 
berbobot a dan b.  
Proses algoritma fully recurrent neural 
network dapat dijelaskan sebagai berikut : 
Training pola input saat time (t) dengan 
jaringan recurrent pada context hidden layer 
seperti persamaan (1.1) dan (1.2).   
𝑦𝑗  (𝑡) = 𝑓(𝑛𝑒𝑡𝑗  (𝑡))                                                                      
𝑛𝑒𝑡𝑗(𝑡) = ∑ 𝑎𝑖𝑗 
𝑛
𝑖 𝑥𝑖(𝑡) +  ∑ 𝑎
𝑟𝑚
ℎ 𝑦ℎ(𝑡 − 1) + 𝜃𝑗  
Training pola output saat time (t) dengan 
jaringan recurrent pada context output layer 
seperti persamaan (1.3) dan (1.4).   
𝑧𝑘(𝑡) = 𝑓(𝑛𝑒𝑡𝑘 (𝑡)) 
𝑛𝑒𝑡𝑘(𝑡) = ∑ 𝑏𝑗𝑘 
𝑛
𝑗 𝑦(𝑡) + ∑ 𝑏
𝑟𝑚
ℎ 𝑧ℎ(𝑡 − 1) + 𝜃𝑘  
Back propagation untuk jaringan recurrent :  
Setiap bobot dimodifikasi, dimana fungsi 
biaya (atau kesalahan) sehubungan dengan 
bobot dihitung dan kemudian disesuaikan. 
Fungsi biaya (E) yang paling sering 
digunakan adalah sum square error (SSE) 
pada persamaan (1.5). 
𝑆𝑆𝐸 =
1
2
∑ ∑ (𝑇𝑑𝑘(𝑡) −  𝑍𝑝𝑘(𝑡))²
𝑚
𝑘
𝑛
𝑝   
Menurut gradien descent, setiap 
perubahan bobot dalam jaringan harus 
sebanding dengan gradien negatif dari biaya 
sehubungan dengan bobot tertentu yang 
tertarik untuk dimodifikasi. α adalah sebuah 
learning rate seperti persamaan (1.6).  
∆𝑤 = −𝛼
𝜕𝐸
𝜕𝑊
  
Menggunakan aturan rantai dari 
differensiasi, bobot yang berkaitan dengan 
error pada output dapat dinyatakan dengan 
persamaan (1.7).  
 
𝜕𝐸
𝜕𝑏
=
𝜕𝐸
𝜕𝑧
𝜕𝑧
𝜕𝑛𝑒𝑡𝑘
𝜕𝑛𝑒𝑡𝑘
𝜕𝑏
=
𝜕𝐸
𝜕𝑧
𝜕𝑧
𝜕𝑛𝑒𝑡𝑘
= (𝑧 − 𝑇)𝑧(1 − 𝑧) 
 Sedangkan, error pada hidden layer 
dinyatakan dengan persamaan (1.8). 
𝜕𝐸
𝜕𝑎
= 𝛿𝑏𝑦𝑛(1 − 𝑦𝑛)
= [∑ 𝛿𝑝𝑘
𝑘
𝑖=1
𝑏𝑝𝑘] 𝑦𝑛 (1 − 𝑦𝑛) 
Perubahan bobot untuk output dan 
perubahan bobot input dengan persamaan   
(1.9). 
∆𝑏𝑗𝑘 = 𝛼 ∑ 𝛿𝑝𝑘
𝑛
𝑝 𝑦𝑝𝑗  
Untuk perubahan bobot input dengan 
persamaan (1.10). 
∆𝑎𝑖𝑗 = 𝛼 ∑ 𝛿𝑝𝑗
𝑛
𝑝 𝑥𝑝𝑖  
Berdasarkan komponen waktu, perubahan 
bobot recurrent pada hidden dan output layer 
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dapat dinyatakan seperti persamaan (1.11) 
dan (1.12).  
∆𝑎𝑟 = 𝛼 ∑ 𝛿𝑝𝑗(𝑡)𝜋(𝑡)
𝑛
𝑝   
∆𝑏𝑟 = 𝛼 ∑ 𝛿𝑝𝑘(𝑡)𝜋(𝑡)
𝑚
𝑝   
Perhitungan π context (untuk time step 1) 
pada recurrent hidden dengan persamaan 
(1.13). Sedangkan untuk output dengan 
persamaan (1.14). 
𝜋 (𝑡) =  
𝜕𝑦𝑗(𝑡)
𝜕𝑎𝑟(𝑡)
 
𝜋 (𝑡)   = 𝑓 (𝑛𝑒𝑡𝑗(𝑡)) [𝑦ℎ(𝑡 − 1)
+ 𝑎𝑟(𝑡)
𝜕𝑦𝑗(𝑡)
𝜕𝑎𝑟(𝑡)
] 
= 𝑦𝑗(𝑡)(1 − 𝑦𝑗(𝑡)) [𝑦ℎ(𝑡 − 1)
+ 𝑎𝑟(𝑡)
𝜕𝑦𝑗(𝑡)
𝜕𝑎𝑟(𝑡)
] 
 
Perhitungan π context (untuk time step 1) 
pada recurrent output layer dengan 
persamaan (1.15) dan (1.16). 
𝜋(𝑡) =  
𝜕𝑧𝑘(𝑡)
𝜕𝑏𝑟(𝑡)
 
𝜋(𝑡) = 𝑧𝑘(𝑡)(1
− 𝑧𝑘(𝑡)) [𝑧ℎ(𝑡 − 1)
+ 𝑏𝑟(𝑡)
𝜕𝑧𝑘(𝑡)
𝜕𝑏𝑟(𝑡)
] 
Pelatihan akan berhenti apabila error < target 
error.  
Adapun sistem yang dikembangkan 
diharapkan memiliki beberapa kemampuan 
antara lain : 
Membaca data masukan 
Melakukan training data  
Melakukan testing data 
Validasi Data  
Analisis hasil 
Menampilkan hasil  
Untuk data training akan diproses dalam 
sistem sehingga kedua proses ini masing-
masing diberikan data yang berbeda-beda 
yaitu data training sebanyak 70 data dan data 
testing sebanyak 30 data. Selama proses 
training dengan jumlah 70 data oleh JST 
FRNN didapat bobot akhir terbaik yang 
disimpan pada file bobot, untuk selanjutnya 
digunakan pada saat proses testing, dalam 
proses testing data di load dari data exel 
sebanyak 30 data. Proses testing dilakukan 
dengan mengambil bobot terbaik hasil 
training sebelumnya. Hasil dari proses 
testing berupa akurasi sistem terhadap 
pengenalan data testing. Contoh data yang 
diambil sebagai data training dan data testing 
adalah data hasil studi Bintara polri SPN 
Kupang sebanyak 100 data. Dengan data real 
sebanyak 30 data sebagai data uji, Tabel 1. 
Rancangan arsitektur FRNN dari sistem yang 
sedang dikembangkan. FRNN terdiri dari 
beberapa lapisan, antara lain lapisan masukan 
(input), lapisan tersembunyi (hidden), dan 
lapisn keluaran (output). Pada lapisan 
masukan terdiri dari 7 neuron, dengan 
sejumlah unit neuron pada lapisan hidden, 
dan lapisan keluaran terdiri dari 2 neuron. 
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Tabel 1. Data Training da Testing 
 
Vektor inputan disebarkan melalui lapisan 
berbobot yang dilakukan secara random. 
inisialisasi bobot dan threshold dalam 
jaringan didistribusikan secara random dalam 
sebuah rentangan seperti persamaan 1, 
dimana Fi adalah jumlah neuron input.  
 
 
Lapisan hidden beserta jumlah neuron-
nya ditentukan secara trial dan error, dengan 
tujuan untuk mencapai nilai error yang 
paling optimal (minimum error), dengan 
jumlah neuron pada lapisan hidden akan 
sama dengan neuron pada context unit.  
Sedangkan untuk jumlah neuron pada lapisan 
output akan sama dengan neuron pada 
context unit.  
Jumlah neuron pada context layer 
memiliki jumlah yang sama dengan neuron 
pada lapisan hidden dan output layer. Hal ini 
juga menyebabkan context layer disebut 
sebagai copy context, karena menduplikasi 
keluaran dari hidden layer dan output layer. 
Neuron pada lapisan output memiliki dua 
buah neuron yaitu Z1 dan Z2, serta memiliki 
dua context unit. Gambaran rancangan 
arsitektur FRNN, seperti pada Gambar 3. 
dilakukan dengan mengambil bobot terbaik 
hasil training sebelumnya. Hasil dari proses 
testing berupa akurasi sistem terhadap 
pengenalan terhadap data testing 
 
 
Pada diagram alir sistem, terdapat dua 
proses utama yaitu proses training dan proses 
testing yang masing-masing diberikan 
jumlah data yang berbeda-beda yaitu data 
training sebanyak 70 data dan data testing 
sebanyak 30 data. Sebelum melakukan 
pembelajaran terhadap data training, terlebih 
dahulu dilakukan seting nilai parameter 
Gambar 3. Rancangan arsitektur system RNN 
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sebagai berikut epoch, target error, learning 
rate, jumlah output, jumlah hidden layer, 
momentum, yang selanjutnya dilakukan 
inisialisasi bobot jaringan, setelah melakukan 
inisialisasi bobot, proses selanjutnya adalah 
mengambil data training. Proses ini 
dilakukan secara umpan maju (feedforward) 
oleh jaringan dari sinyal masukan 
dipropagasi (dihitung maju) ke layer 
tersembunyi sampai layer keluaran dengan 
menngunakan fungsi aktivasi sigmoid biner. 
Fungsi ini digunakan untuk jaringan syaraf 
yang dilatih dengan menggunakan metode 
back propagation.  
Fungsi sigmoid biner memiliki nilai 
pada range 0 sampai 1. Oleh karena itu, 
fungsi ini sering digunakan untuk JST yang 
membutuhkan nilai output yang terletak pada 
interval 0 sampai 1. Fungsi ini dirumuskan : 
𝑦 = 𝑓(𝑥) =  
1
1+𝑒−𝜎𝑥
  
𝑓′ (𝑥) = σ f (𝑥) (1−f (x)) 
 
 
 
 
 
 
Gambar 4. Fungsi Aktivasi Sigmoid  Biner 
((σ = 1 dan σ = 3) 
Fungsi ini digunakan untuk 
menghasilkan output JST. Proses selanjutnya 
dilakukan hitung error pada neuron output 
layer dan neuron hidden layer, dengan 
perhitungan mundur (backward), error yang 
diperoleh merupakan selisih antara output 
jaringan dengan data target yang terjadi pada 
neuron output, sehingga menghasilkan suatu 
bobot akhir. Proses peng-update-an bobot 
dilakukan dengan memodifikasi bobot untuk 
menurunkan kesalahan yang terjadi. Hal ini 
berlangsung pada perubahan bobot hidden 
layer, perubahan bobot input dan perubahan 
bobot context unit. Perubahan bobot ini 
berlangsung hingga selama output tidak sama 
dengan target. Flowchart untuk proses 
training ditunjukan pada Gambar 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 5.  Flowchart untuk training 
Pada proses testing bobot optimal hasil 
training diambil untuk dipergunakan pada 
proses testing, data testing diproses secara 
umpan maju (feedforward) oleh jaringan, 
sehingga menghasilkan output JST dan 
dinormalisasi dalam interval [0,1] sehingga 
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sama dengan rentang interval JST.  
Flowchart untuk proses testing dapat dilihat 
pada Gambar 6. 
 
 
 
 
 
 
 
 
 
  
     Gambar 6. Flowchart untuk testing 
 
HASIL DAN PEMBAHASAN 
Pengujian Sistem 
Pada penelitian ini diperoleh hasil yaitu 
ini akan menjelaskan hasil pengujian pada 
penelitian dari sistem. Terdapat beberapa 
faktor yang dapat mempengaruhi kinerja 
sistem agar dapat menghasilkan keluaran 
yang baik, yaitu nilai learning rate = 0.0001, 
momentum=0.95, epoch maksimal, serta 
jumlah hidden layer=1 dan neuron-neuron-
nya (10,12,13,14,15,16,17,18,19,20) Uji 
coba yang dilakukan dalam penelitian ini 
untuk mengetahui bagaimana pengaruh 
arsitektur jaringan serta setingan nilai 
parameter untuk mendapatkan hasil yang 
optimal. Terdapat beberapa percobaan yang 
dilakukan, dan hasil yang dijadikan sebagai 
acuan awal adalah dengan membandingkan 
target error dengan toleransi 0.1 dengan 0.01. 
Proses akan dihentikan apabila nilai fungsi 
biaya atau fungsi kinerja kurang dari atau 
sama dengan target error. Hasil training 
dengan toleransi 0.1 dapat dilihat seperti pada 
Tabel 1. setingan parameter yang digunakan 
pada pengujian pertama dapat dilihat seperti 
pada Tabel 2. 
Tabel 2. Hasil training jumlah neuron dengan 
1 hidden layer target 0.1 
 
 
 
 
 
 
Tabel 3. Hasil training jumlah neuron dengan 
1 hidden layer target 0.01 
 
 
 
 
 
 
Pada pengujian yang dilakukan 
menunjukan bahwa dengan target 0.01 proses 
training berjalan lebih lama dibandingkan 
dengan target 0.1. Jumlah neuron pada 
hidden layer dengan nilai SSE terkecil 
diperoleh pada jumlah neuron 17, baik pada 
percobaan pertama atapun kedua. SSE 
mengambil nilai rata-rata kuadrat error yang 
terjadi antara output dengan target.  
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Pada pengujian dengan parameter 
learning rate (α) berpengaruh terhadap 
jumlah iterasi dalam pelatihan JST dapat 
diketahui dengan cara melatih JST dengan 
memvariasikan parameter learning rate (α). 
Beberapa nilai learning rate (α) yang sesuai 
digunakan antara 0.0001, 0.0002, 0.00015, 
dengan momentum 0.95 dan toleransi error 
0.1, jumlah neuron 17, disajikan dalam Tabel 
4 dan Tabel 5. 
Tabel 4. Pengaruh antar LR dengan target 0.1 
 
Tabel 5. Pengaruh antara LR dengan target 
0.01 
 
 
 
 
 
Berdasarkan hasil pengujian dengan 
parameter learning rate (α) 0.0001 dan target 
0.1 untuk jumlah neuron yang sama, maka 
jumlah iterasi yang terjadi semakin 
berkurang atau dengan kata lain kondisi 
konvergen semakin cepat terjadi. Namun 
apabila learning rate (α) dengan target 0.01, 
maka jumlah iterasi yang terajdi akan 
meningkat hal ini akan mengakibatkan 
kondisi konvergen semakin lama. Pengujian 
dengan parameter momentum, pemberian 
parameter momentum di dalam sistem JST 
berfungsi untuk mencegah sistem terjebak di 
dalam minimum lokal. Adapun nilai 
momentum yang coba diujikan adalah : 0.75, 
0.85, dan 0.95 seperti pada Tabel 6 dan  
Tabel 7. 
Tabel 6. Hasil pengujian momentum dengan 
target 0.1 
 
 
 
 
 
 
 
Tabel 7. Hasil pengujian momentum dengan 
target 0.01 
 
 
 
 
 
 
 
Berdasarkan hasil pengujian dengan 
momentum dengan target 0.1 dan target 0.01 
menunjukan bahwa epoch dengan nilai SSE 
terkecil berada pada momentum dengan nilai 
0.95 dengan nilai LR 0.0001. Pada pengujian 
momentum dengan target 0.01 memerlukan 
waktu yang lebih lama untuk mencapai 
konvergen dibandingkan dengan target 0.1. 
Berdasarkan hasil pengujian Tabel 5 dan 
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Tabel 6 dengan nilai momentum 0.95, dengan 
LR 0.0001 sistem dapat mempercepat proses 
konvergensi dengan nilai error yang sudah 
relatif kecil dari LR yang lain. 
Pada analisis sitem juga diketahui bahwa  
berdasarkan hasil percobaan yang dilakukan, 
maka nilai parameter yang digunakan untuk 
mendapatkan bobot optimal, iterasi dan SSE 
minimum untuk proses testing dalam 
Pelatihan JST, peneliti menggunakan 
parameter sebagai berikut :  
Bias = 1. 
Learning rate (α) = 0.0001. 
Momentum = 0.95. 
Jumlah hidden layer = 1 lapis. 
Jumlah neuron = 17. 
Error = 0.1. 
 Proses testing dilakukan secara 
manual dengan memilah data sebanyak 30 
data dari 100 data. Data yang digunakan 
untuk testing adalah data baru yang tidak 
diikutsertakan dalam training. Akurasi hasil 
testing sangat dipengaruhi oleh bobot hasil 
training, yang menunjukan kemampuan 
jaringan dalam mengenali pola-pola yang 
sudah diberikan. Informasi hasil testing 
menggunakan JST FRNN dengan target 
jaringannya.  
Hasil pengujian dengan JST model fully 
recurrent neural network menujukan bahwa 
sistem belum dapat mengenali semua pola 
data dengan baik terlihat pada 30 data real 
dengan tidak mengunakan target, hasil 
pengenalan pola data sebanyak 25 data, dan 5 
data tidak dikenali, dengan tingkat akurasi 
mencapai 83,33%. 
Tabel.8, menunjukan hasil uji data, 
sebanyak 30 data testing. 
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SIMPULAN 
Berdasarkan hasil percobaan hasil 
pengujian pengaruh parameter-parameter 
JST terhadap iterasi dan SSE, maka untuk 
mendapatkan bobot yang paling optimal  
 
 
 
 
 
 
 
 
untuk proses testing dalam pelatihan JST  
dengan menggunakan 1 hidden layer dengan 
jumlah neuron 17 unit, LR sebesar  
0.0001, momentum 0.95, dengan target error 
0.1.Penerapan JST FRNN untuk pengenalan 
Nosis Pop Ku Kut Kks Latnis 
Men
tal 
Samja
s 
Output 
jst 
Hasil 
001 90.55 90.89 90.9 86.97 73.8 72.5 80.13 0 Cocok 
002 89.89 90.98 90.99 87.7 76.63 72.9 81.05 0 Cocok 
003 89.73 86.78 89.79 85.88 76.61 72.7 78.7 0 Cocok 
004 88.84 90.23 88.74 83.3 74.76 72.8 80.93 0 Cocok 
005 85.72 86.69 86.66 86.99 74.28 72.8 87.75 0 Cocok 
006 85.25 90.67 90.57 87.73 74.76 72.9 80.8 0 Cocok 
007 84.97 90.89 87.97 90.9 74.45 72.8 86.88 0 Cocok 
008 84.81 86.85 84.49 85.86 75.09 72.9 79.5 0 Cocok 
009 84.63 83.38 86.36 87.25 75.09 72.7 81.95 1 Tidak cocok 
010 83.93 90.69 84.7 88.94 75.41 72.7 85.93 0 Cocok 
011 83.85 81.96 83.52 88.66 74.78 72.7 82.13 1 Tidak cocok 
012 83.85 89.65 87.7 85.96 76.44 72.8 74.3 0 Cocok 
013 83.79 82.42 80.57 87.64 75.93 72.7 85.38 0 Cocok 
014 83.75 87.09 84.09 86.24 73.99 72.8 72.25 0 Cocok 
015 83.75 81.52 82.87 85.92 76.19 72.5 88.2 0 Cocok 
016 83.69 83.47 84.67 81.87 76.69 72.9 86.68 0 Cocok 
017 82.86 82.57 82.84 86.93 73.79 72.8 83.5 1 Tidak cocok 
018 82.69 84.92 85.85 82.97 76.34 72.5 73.3 0 Cocok 
019 82.64 83.79 86.63 81.93 76.82 72.1 78.05 0 Cocok 
020 82.61 78.35 82.64 83.99 76.16 72.8 86.63 0 Cocok 
021 82.49 83.98 86.66 82.35 75.89 72.7 75.13 0 Cocok 
022 82.4 87.47 89.07 90.79 76.63 72.7 86.63 0 Cocok 
023 82.35 79.88 80.87 84.78 78.08 72 86 0 Cocok 
024 82.12 84.89 84.59 86.34 75.29 72.8 86.5 0 Cocok 
025 81.19 88.24 90.14 85.02 74.08 72.7 69.13 0 Cocok 
026 81.03 79.46 80 82.85 77.44 72.7 87.37 0 Cocok 
027 80.04 76.17 78.09 81.57 74.39 72.6 80.75 1 Tidak cocok 
028 79.93 85.75 86.67 87.99 74.99 72.8 87.25 0 Cocok 
029 79.84 78.79 78.98 81.84 74.08 72.9 82.75 1 Tidak cocok 
030 79.81 88.99 86.95 83.99 76.59 72.8 78.75 0 Cocok 
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data real sebanyak 30 data baru, data yang 
tidak dapat dikenali pada data ke- 9, 11, 17, 
27 dan 29, sehingga akurasi yang dicapai 
sebesar 83,33%. 
Perlu dilakukan pengujian dengan data 
yang lebih banyak lagi agar jaringan lebih 
banyak belajar dalam mengenal pola-pola 
baru. Perlu dikembangkan penelitian dengan 
masalah yang sama dengan menggunakan 
algoritma pembelajaran lain misalnya Elman 
Recurrent Nueural Network, Levenberg 
Marquart Algorithm (LMA), atau dengan 
pembelajaran unsuvervised learning.  
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