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Introduction
Recent developments of network technology demand a high-speed processing of packets. Packet classification [1] , [5] is a fundamental network primitive. The key device that supports this technology is a ternary content addressable memory (TCAM) [7] , [11] . Since TCAMs check rules in parallel, they are de facto standard for high speed packet classification. However, inspite of its high-speed classification ability, the TCAMs dissipate high power and are expensive. These problems tend to be worse with the growth of the internet [17] .
Thus, to overcome these drawbacks, reduction of TCAM size is essential. Since the problems of TCAM minimization is related to logic minimization, a logic minimizer, such as ESPRESSO can be utilized [2] . However, an exact minimization of a TCAM is extremely time consuming [6] . Table 1 shows an example of a classification function. This function has two fields that correspond to the source and the destination ports represented by intervals. In Table 1, values are tested in a sequential manner from the top to the bottom. In a TCAM, the operation is equivalent to testing rows in a sequential order [6] . When each port is specified by either * (don't care) or a single value, each rule corresponds to one word in a TCAM. However, when a port is specified by an interval such as (0, 65536), the interval must be represented by multiple words in a TCAM [3] . For example, the interval (0, 65536) requires 16 words. Suppose that the header of incoming packets with source port 1080 wants to access a destination with destination port 2080. As in Table 1 , the header does not match to the first rule, but matches to the second rule, thus the action is Accept and the packet is sent to the destination. Table 2 compares our work with previous works, where n denotes the number of bits to represent the largest value in the interval. The first method [12] uses a special circuit to represent an interval directly. Thus, any interval can be represented by a single word. However, this method is the most expensive because it uses non-standard TCAMs * . The second method [10] uses an exact minimum sum-ofproducts expression (MSOP) to represent an interval. This method uses standard TCAM, and any interval function can be represented with at most 2(n − 2) products. Since we have to minimize TCAM words, this method is quite time consuming. The third method [8] uses output encoding. This method also uses a special circuit in addition to the TCAM, while it requires at most n words to represent an interval. The method proposed in this paper uses a head-tail expression (HT) [4] to represent an interval. This method requires a RAM in addition to the TCAM. Since HTs can be generated from the binary representations of endpoints of the intervals, time to generate HTs is quite short. The third method and our methods require the same number of TCAM words to represent a field. However, our method uses only standard components such as TCAM and RAM. On the other hand the method of [8] requires special hardware, which would be very expensive.
In this paper, we show a method to represent an interval function using a head-tail expression (HT). The head-tail expressions efficiently represent greater-than GT (X : A) functions, less-than LT (X : B) functions, and interval functions . By this experiment, we also show that, for n ≥ 10, to represent interval functions, HTs require at least 20% fewer factors than MSOPs, on the average. This paper is organized as follows: In Sect. 2, important words are defined and the basic properties of interval function are explained. In Sect. 3, a head-tail expression (HT) is introduced to represent GT , LT and IN 0 functions. In Sect. 4, experimental results are shown. Finally, in Sect. 5, the paper is concluded. A preliminary version of this paper was presented in [13] .
Definition and Basic Properties
In this section, we present definitions and basic properties before we step into the main contribution of this paper i.e., head-tail expression. First, we define a prefix sum-ofproducts expression (PreSOP), and we give some examples to make it more understandable. Second, we define open interval and open interval functions; a greater-than function (GT ), a less-than function (LT ), and an interval function (IN 0 ). We also show examples for GT , LT and IN 0 functions.
Prefix Sum-of-Products Expression
Definition 2.1: x i a i denotes x i when a i = 1, andx i when a i = 0. x i andx i are literals of a variable x i . The AND of literals is a product. The OR of products is a sum-ofproducts expression (SOP).
Definition 2.2:
A prefix SOP (PreSOP) is an SOP consisting of products having the form
An n-input greater-than function (GT ) function is
An n-input less-than function (LT ) function is
where
Lemma 2.1:
The number of distinct n-variable interval functions in (A, B), where
Proof: Let the size of an interval (A, B) be
n , the number of distinct interval functions are 2 n , 2 n − 1, 2 n − 2, . . . , 1, respectively. Thus, we have
Lemma 2.2 ([15]):
The minimum PreSOPs (MPreSOPs) of GT and LT functions can be represented as follows: Note that an MSOP for IN 0 (X : 0, 31) isx 4 x 3 ∨x 3 x 2 ∨ x 2 x 1 ∨x 1 x 0 ∨x 0 x 4 . Figure 1(b) shows its map.
Head-Tail Expressions for Interval Functions
In this section, we use head-tail expressions (HTs) to represent interval functions. HTs [4] were originally introduced to design NAND three-level networks. Lemma 2.2 shows that when the binary representation of A has t 0's, a Pre-SOP for GT (X : A) requires t products. Especially when a n−1 = a n−2 = · · · = a 0 = 0, the PreSOP requires n products. Similarly, it also shows that when the binary representation of B has t 1's, a PreSOP for LT (X : B) requires t products, and n products when b n−1 = b n−2 = · · · = b 0 = 1. Theorem 2.1 shows that when a n−1 = a n−2 = · · · = a 0 = 0 and
requires 2(n − 1) products. Thus, if the PreSOP is used in a TCAM, we need up to 2(n − 1) words.
However, the number of TCAM words can be reduced if we use the properties of a TCAM. We will show such a method in this section.
Derivation of Head-Tail Expressions for Interval Functions

Definition 3.1:
A head-tail expression (HT) has a form
where for (i = 0, 1, · · · , t), (h i j ) is the head factor and (g ik ) is the tail factor, and h i j and g ik are represented by products. In this paper, (product) and (product) are called factors. Products are used for PreSOPs and MSOPs, while factors are used for HTs. Both products and factors are realized in the form of words in TCAMs. Note that an SOP is considered as a special case of an HT.
Example 3.1:
is an HT.
Lemma 3.1:
The circuit in Fig. 2 consisting of a TCAM and a RAM implements an HT.
In Fig. 2 , the circuit realizes the function f = (h 0 )g 0 ∨ Fig. 2 Circuit for a head-tail expressions.
(h 1 )g 1 ∨ · · · ∨ (h t )g t . Note that TCAM has a priority encoder in the output part [7] , [11] . A factor corresponds to a word in a TCAM. Since the upper words have higher priority than the lower words, the TCAM will produce the action for the upmost matched word. Thus, in Fig. 2 , if the input pattern mismatches h 0 and matches g 0 , then the output is 1. However, if the input pattern matches both h 0 and g 0 , then the output is 0. Thus, unlike Programmable Logic Arrays (PLAs) [9] , the order of words stored in the TCAM is very important. Any logic function can be represented by a canonical sum-of-products expression (i.e., minterm expansion). It is a special case of a PreSOP, and a PreSOP is a special case of an SOP, and an SOP is a special case of an HT. Thus, any logic function can be represented by an HT. In particular, any interval function can be represented by an HT. Unfortunately, the HT derived by Theorem 2.1 requires many factors.
In this part, we show a more efficient way to represent an interval function by an HT. The general idea is to decompose a given function into sub-functions, so that each sub-function require a small number of factors.
Consider the case of GT (X : A). As shown in Lemma 2.2, the more 0's in the binary representation of A, the more product terms are necessary in the expression. First, we will show that when the binary representation of A has a consecutive 0's, we have an efficient representation.
Definition 3.2:
The integer representation of a binary number a = (a n−1 , a n−2 , . . . , a 0 ) is A = To extract the least significant consecutive 0's in a binary vector, we use the 0-extraction vector.
Definition 3.3: Let a and a be binary vectors of n bits such that INT ( a) ≤ INT ( a ). Further assume that
Then, e = a∨ a denotes the 0-extraction vector for consecutive 0's in the least significant bits, where a is the complement of a , and ∨ denotes the bitwise OR operation. Note that a uniquely determines a . 
Lemma 3.2:
Let a = (a n−1 , a n−2 , · · · , a 1 , a 0 ) and a = (a n−1 , a n−2 , · · · , a 1 , a 0 ) be binary vectors satisfying the property of Definition 3. 
Proof: In this case, we only consider the group of consecutive 0's specified by the vector a . Note that, when a = a, GT (X :
Example 3.5: Let a = (1, 0, 1, 1, 0, 0, 0) and a = (1, 1, 1, 1, 0, 0, 0) . a and a satisfy the properties of Definition 3.3, where n = 7, m = 3 and d = 3. In this case, the 0-extraction vector is e = a ∨ a = (1, 0, 1, 1, 1, 1, 1) . In a, there is a group of consecutive 0's. By Lemma 3.2, the HT for GT (X :
It requires two factors. 
When n − 1 < m, the product 
Proof: The proof is similar to that of Lemma 3.2. Lemmas 3.2 and 3.3 are applicable to interval functions with a special property.
As explained before, a PreSOP is a special case of HTs, thus an interval function can be represented by an HT. Note that an interval function can be segmented into smaller interval functions which are represented by HTs. 
Theorem 3.1:
A GT function can be represented as:
where INT ( a 0 ) = A, and a i+1 = e i = a i ∨ a i (i = 0, 1, 2, . . . , r − 1) are 0-extraction vectors, and e r−1 = (1, 1, 1, . . . , 1) .
Proof: Let a 0 = a. If there are groups of consecutive 0's in a 0 , then we extract the vectors by finding a group of consecutive 0's at the least significant bit and masking it by a i . Then, we represent every 0's from the least significant bits of a 0 by decomposing the GT function into two parts, where e 0 = a 0 ∨ a 0 :
INT ( e 0 )).
Next, if there are groups of consecutive 0's in a 1 = e 0 , we further decompose the last part into two, where e 1 = a 1 ∨ a 1 :
We decompose the function until INT ( e r−1 ) = 2 n − 1, where r is the number of groups of consecutive 0's in a. Note that GT (X : INT ( e i )) · GT (X : INT ( a i )) can be obtained by Lemma 3.2 or Lemma 2.2. ( a) ). Note that a 0 = a and e 0 = a 1 = a 0 ∨ a 0 = (0, 1, 1, 1, 1 ). We have: 1, 1, 1, 1). Thus, e 1 = a 1 ∨ a 1 = (1, 1, 1, 1, 1 ). We have:
Note that GT (X : INT ( e 1 )) = 0. In this case, if we use Lemma 3.2, GT (X : INT ( a 1 )) requires two factors, while, if we use Lemma 2.2, it requires only one product i.e., GT (X :
It requires 3 factors.
Theorem 3.2:
An LT function can be represented as:
where for all x such that h(x) = 1, then g includes h, denoted by h ⊆ g.
Lemma 3.5:
is represented by:
Proof: The grey area in the map of Fig. 4 indicates the covering of Z. Thus, we have the lemma. Lemma 3.6: Let e = (e n−1 , e n−2 , . . . , e 1 , e 0 ) be a binary vector. Consider two functions: Fig. 4 Map for Lemma 3.5.
In this case, we can combine two factors into one:
Proof:h k ∨ g k−1 can be combined to a factor:
Thus, we have the lemma.
Procedure 3.1: A simplified HT for an arbitrary GT (X :
A) function can be derived as follows:
1. Use Theorem 3.1 to decompose the function. INT ( a i )) by an HT using Lemma 3.2 and the factors can be reduced by Lemma 3.6.
Otherwise, represent GT (X : INT ( e i )) · GT (X :
INT ( a i )) by a product using Lemma 2.2.
Explanation: 1) We expand GT (X : A) by Theorem 3.1. 2) If the condition satisfies, we use Lemma 2.2 to represent each GT (X : INT ( e i )) · GT (X : INT ( a i )), because it requires only a single product: a i has one bit different from e i i.e., a i has one zero extra, thus each product in GT (X : INT ( e i )) · GT (X : INT ( a i )) will cancel each other except for one product. Note that, by Lemma 3.2, it requires two factors. 3) If this condition satisfies, every GT (X : INT ( e i )) · GT (X : INT ( a i )) can be represented by Lemma 3.2 and, everyh k and g k−1 that satisfy Lemma 3.6 can be reduced into a factor. 4) If each group of consecutive 0's has only a single 0, then using Lemma 3.2 will cost more factors than that of by Lemma 2.2. Although, we can reduce some factors by Lemma 3.6, it still requires one factor more than that of by Lemma 2. 
By Lemma 3.3, we have m = 4 and d = 4, and e = (0, 0, 0, 0):
Finally, we have:
The maps for IN 0 (X : 0, 15) are shown in Fig. 5 . The top row shows the PreSOP, which requires 6 products. The bottom row shows the HT, which requires only 3 factors. This expression still needs a product to represent the universe, which is indicated by the constant 1 in the bottom row of Fig. 5 . Table 3 shows realizations of the function, where the TCAM stores the words and the RAM stores the actions. Table 3 
And, the second group of consecutive 1's can be represented by an HT:
Note that LT (X : INT ( e 1 )) = 0. Moreover, by Lemmas 3.5 and 3.6, we can reduce a factor such that:
The reduced HT for the interval function is
. Figure 6 shows the maps for IN 0 (X : 0, 27). The top row shows the PreSOP which requires 7 products. The bottom row shows the HT which requires only four factors. Table 4 shows the realization of the function by using a TCAM and a RAM with four words. 
Since, there is only a single 0 at the least significant bit, and two 1's in the more significant bits, we use Lemma 2.2 (Procedure 3.1, Step 2). Thus, GT (X :
INT ( a 0 )) = (x 13 x 12x11 x 10 x 9x8x7 x 6x5x4x3 x 2 x 1 x 0 ). Next, we go to the higher group of consecutive 0's in a 1 and we select the vector a 1 = (1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 1, 1, 1) . Then, the 0-extraction vector is e 1 = a 2 = a 1 ∨ a 1 = (0, 1, 0, 1, 1, 0, 0, 1, 1, 1, 1, 1, 1, 1) . Thus, we have the following representation:
Since, the number of 0's is three, we can represent it by Lemma 3.2 (Procedure 3.1, Step 3). In this case, we have GT (X : INT ( a 2 )) · GT (X : INT ( a 1 )) = (x 13 x 12x11 x 10 x 9x8x7 x 6x5x4x3 ) · (x 13 x 12x11 x 10 x 9x8x7 x 6 ), where m = 6 and d = 3. Next, we select the vector a 2 = (1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 1, 1, 1, 1) . Then, the 0-extraction vector is e 2 = a 3 = a 2 ∨ a 2 = (0, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) . Thus, we have the following representation:
Since, the number of 0's is two, we can represent it by Lemma 3.2 (Procedure 3.1, Step 3). In this case, we have GT (X : INT ( a 3 )) · GT (X : INT ( a 2 )) = (x 13 x 12x11 x 10 x 9x8x7 ) · (x 13 x 12x11 x 10 x 9 ) , where m = 9 and d = 2. According to Procedure 3.1, Step 3, we can reduce the factors by Lemma 3.6, such that (x 13 x 12x11 x 10 x 9x8x7 x 6x5x4x3 ) · (x 13 x 12x11 x 10 x 9x8x7 x 6 ) ∨ (x 13 x 12x11 x 10 x 9x8x7 ) · (x 13 x 12x11 x 10 x 9 ) = (x 13 x 12x11 x 10 x 9x8x7 ) · (x 13 x 12x11 x 10 x 9x8x7x6 ) · (x 13 x 12x11 x 10 x 9 ).
Next, the vector a 3 = (1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) is selected. Then, the 0-extraction vector is e 3 = a 4 = a 3 ∨ a 3 = (0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) . Thus, we have the following representation:
And finally, the vector a 4 = (0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) is selected. Then, the 0-extraction vector is e 4 = a 5 = a 4 ∨ a 4 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) . Thus, we have the following representation:
In this case, we find two groups of consecutive 0's which are separated by a single 1 in a 3 , but each group has only a 0, thus, according to Procedure 3.1
Step 4, they can be represented by Lemma 2.2:
∨ (x 13 x 12x11 x 10 x 9x8x7 ) · (x 13 x 12x11 x 10 x 9x8x7x6 ) · (x 13 x 12x11 x 10 x 9 ) ∨ (x 13 x 12 x 11 ) ∨ (x 13 ).
In this case, the HT requires only 6 factors, while the Pre-SOP requires 8 products.
The Number of Factors to Represent an Interval Function by a Head-Tail Expression
Definition 3.6: Let ζ( f ) be the minimum number of factors to represent a function f by an HT.
From here, we assume that X = (x n−1 , x n−2 , . . . , x 1 , x 0 ).
Lemma 3.7:
ζ(GT (X : A)) ≤ n + 1 2 , and
Proof: Consider a binary representation a that makes the number of factors in an HT for a GT function maximum. If there is three or more consecutive 0's in a, then we can reduce the number of factors in the HT, by Theorem 3.1. Note that when more than one groups of consecutive 0's exist in arbitrary location in a, we can use Theorem 3.1 to segment each group to form an HT by Procedure 3.1.
According to the third argument of Procedure 3.1, regardless the number of 0's in each group, if there are p groups, then the number of factors is p + 1. For instance, if we have a group with two or more consecutive 0's, the number of factors is p + 1 = 2. Note that when only a group with two consecutive 0's exists, the number of factors is not reduced by Procedure 3.1. So, to avoid such reduction of the factors and to get the maximum number of factors in an HT, one possibility is by alternating 0 and 1 in the binary representation (the second argument of Procedure 3.1). Another possibility is by alternating two consecutive 0's and two consecutive 1's in the binary representation † . In these cases, we have at least Likewise, for LT , the number of factors becomes its maximum when b = (1, 0, 1, 0, · · · , 1, 0, 1, 1). Thus, we have
Combining these two cases, we have the lemma.
To derive a main theorem, we need the following: Proof: Note thatᾱ ⊇ x andβ ⊇x.
Thus, we have the lemma. Lemma 3.7 can be extended to an interval function: 1, 0, 1, 1) , where s = n − 1. In this case, we can apply Procedure 3.1 to obtain GT and LT functions. Note that when we apply Lemma 3.6 in Procedure 3.1, there are literals of the same variable in both HTs which are g 1 =x n−1 and g 2 = x n−1 . We have (h 1 p ∨h 1 p−1 ∨. . .∨h 1 1 ) ⊆ g 1 and (h 2 q ∨ h 2 q−1 ∨ . . . ∨ h 2 1 ) ⊆ g 2 . By Lemma 3.8, we can combine the literals of both tail factors to form one factor as follows:
Thus, by Lemma 3.7, we have
Moreover, by Eq. (2), we have
When n is even: The HTs for both GT and LT functions contribute and we have
Thus, we have the theorem. Next, we give an example of HTs for interval functions that require the maximum number of factors.
Example 3.11:
When n = 5, there exist several interval functions that have the maximum number of factors in HTs. HTs for these functions can be reduced by Lemma 3.6. Table 5 shows these functions and their endpoints represented by binary numbers.
First, we expand the functions by:
. Then, we use Procedure 3.1 to represent the GT and the LT functions by HTs. Thus, we have: 
Since n is odd, the number of factors for each function is 
. And from f 4 , we haveᾱ 4 = (x 4x3 x 2x1x0 ) · (x 4x3x2 ) andβ 4 = (x 4 x 3 x 2 ).
By Lemma 3.8, we can reduce the factors:
Note that each function has five factors.
Experimental Results
We developed a heuristic algorithm [14] to generate HTs for interval functions that uses the properties of Procedure 3.1. By the computer program, we represented all the interval functions for n = 1 to n = 16 by HTs. There are N(n) = (2 n +1)(2 n−1 ) distinct interval functions of n variables. When n = 16, the total number of the distinct interval functions is approximately 2 31 ≈ 2.147 × 10 9 . Table 6 shows the distribution of GT or LT functions Table 6 Numbers of GT (X : A) or LT (X : B) functions requiring τ factors in HTs for n = 1 to n = 16 produced by a heuristic algorithm. that require τ factors in HTs for up to n = 16 produced by the heuristic algorithm [14] . As shown in the table, to represent a GT or an LT function, at most n+1 2 factors are necessary when n is odd, and at most n 2 + 1 factors are necessary when n is even. For GT and LT functions, the heuristic program generates exact minimum HTs. Table 7 shows the distribution of interval functions that require τ factors in HTs for up to n = 16 produced by the heuristic algorithm. It shows that with an HT, any interval functions can be represented with at most n factors.
Let μ h (n) be the average number of factors to represent n-variable interval functions by HTs produced by the heuristic algorithm. Table 8 shows μ h (n) for n = 1 to n = 16. We represented all the interval functions by HTs generated by the heuristic algorithm [14] . Thus, they may not be minimum. Since ( We also obtained μ s (n), the average numbers of products to represent n-variable interval functions by exact MSOPs, by using exact algorithm for n = 1 to n = 14. The fourth column of Table 8 shows values of μ s (n). The first experiment, for n = 1 to n = 13, we used Intel Dual2Duo 3.0 GHz microprocessor with 8 GB memory. We generated all the interval functions and minimized them using ESPRESSO-EXACT [2] which obtains exact minimum SOPs. For n = 13, to obtain μ s (13) , it took one month. The second one, for n = 14, we used Intel Xeon 8-core 2.27 GHz microprocessors with 24 GB memory and paralleled the program into 8 parts, and the computation took nearly a month. By using the same method, for n = 16, it would take a few years to obtain μ s (16) . The rightmost column of Table 8 shows the ratio ρ(n) = μ h (n) μ s (n) . It shows that ρ(n) decreases with the increment of n. The experimental results also show that, for n ≥ 10, HTs require at least 20% fewer factors than MSOPs, on the average. Moreover, we can observe interesting sequences in Table 6. Let C τ (n) be the value of the τ-th column in Table 6 . For τ = 1 to τ = 6, we have:
C 5 (n) = (n − 7)(n − 6)(n − 5)(n − 4)(2n − 11) 15 , and
The derivation of these formulas are future work.
Conclusion
In this paper, we introduced head-tail expressions (HTs) to represent interval functions. We showed that HTs efficiently represent GT , LT and interval functions. We also showed that a pair of a TCAM and a RAM directly implements an HT. Finally, we prove that an HT requires at most n factors to represent any interval function IN 0 (X : A, B). By a heuristic algorithm, we obtained average numbers of factors to represent interval functions in HTs for up to n = 16. And, we conjecture that, for sufficiently large n, the average number of factors by HTs to represent n-variable interval functions is 2 3 n − 5 9 . We also show that, for n ≥ 10, HTs generated by our heuristic program require at least 20% fewer factors than MSOPs, on the average.
