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Abstract
The sparse representation model has been successfully utilized in a number of signal and image processing
tasks; however, recent research has highlighted its limitations in certain deep-learning architectures.
This paper proposes a novel dense and sparse coding model that considers the problem of recovering
a dense vector x and a sparse vector u given linear measurements of the form y = Ax + Bu. Our
first theoretical result proposes a new natural geometric condition based on the minimal angle between
subspaces corresponding to the measurement matrices A and B to establish the uniqueness of solutions
to the linear system. The second analysis shows that, under mild assumptions and sufficient linear
measurements, a convex program recovers the dense and sparse components with high probability. The
standard RIPless analysis cannot be directly applied to this setup. Our proof is a non-trivial adaptation
of techniques from anisotropic compressive sensing theory and is based on an analysis of a matrix derived
from the measurement matrices A and B. We begin by demonstrating the effectiveness of the proposed
model on simulated data. Then, to address its use in a dictionary learning setting, we propose a dense
and sparse auto-encoder (DenSaE) that is tailored to it. We demonstrate that a) DenSaE denoises
natural images better than architectures derived from the sparse coding model (Bu), b) training the
biases in the latter amounts to implicitly learning the Ax + Bu model, and c) A and B capture low-
and high-frequency contents, respectively.
1 Introduction
Given a data set, it is now well accepted that learning a dictionary in which each example admits a sparse
representation is tremendously useful in a number of tasks (Aharon et al., 2006; Mairal et al., 2011). This
problem, known as sparse coding (Olshausen and Field, 1997) or dictionary learning (Garcia-Cardona and
Wohlberg, 2018), has been the subject of significant investigation in recent years in the signal processing
community. Convolutional sparse coding (CSC) refers to the case when the dictionary comprises transla-
tions of filters. In the deep-learning literature, early work suggests that the hidden layers of successful deep
neural networks with ReLU activation functions (Zeiler et al., 2010; Glorot et al., 2011) produce sparse
representations of their inputs. Since then, there has been a growing body of work that develops the connec-
tion between sparse coding and deep ReLU networks (Gregor and Lecun, 2010; Papyan et al., 2017; Sulam
et al., 2018; Tolooshams et al., 2019), further highlighting the importance of sparsity in modern data analysis.
Recent work has highlighted some limitations of the convolutional sparse coding model (Simon and Elad,
2019) and its multi-layer and deep generalizations (Sulam et al., 2019; Zazo et al., 2019). In (Simon and
Elad, 2019), the authors argue that the sparsity levels that CSC allows can only accommodate very sparse
vectors, making it unsuitable to capture all features of signals such as natural images, which exhibit both
edges and smooth, texture-like components. To mitigate this, the authors propose to compute the minimum
mean-squared error solution under the CSC model, which is a dense vector that can capture a richer set
of features than a sparse one. Starting with a sparse code, multi-layer sparse coding (Sulam et al., 2018)
employs a sequence of transformations to generate outputs that are sparse, except for the last, which yields
the signal of interest. One limitation of this model is that sparsity decreases after each transformation, which
puts limits on how deep this model can go (Sulam et al., 2019).
Related work: Given the measurements y, the problem of recovering x and u is similar in flavor to sparse
recovery in the union of dictionaries (Donoho and Huo, 2001; Elad and Bruckstein, 2002; Donoho and Elad,
2003; Soltani and Hegde, 2017; Studer et al., 2011; Studer and Baraniuk, 2014). Most results in this litera-
ture take the form of an uncertainty principle that relates the sum of the sparsity of x and u to the mutual
coherence between A and B, and which guarantees that the representation is unique and identifiable by `1
minimization.
To address the aforementioned limitations of classical sparse coding, we propose a dense and sparse coding
model that represents a signal as the sum of two components: one that admits a dense representation x in a
dictionary A, and another whose representation u is sparse in a second dictionary B. In (Zazo et al., 2019),
the authors argue that the multi-layer extension of this model can, in principle, have arbitrary depth. To
our knowledge, the dense and sparse coding model has not been yet fully analyzed. Our contributions are
Conditions for identifiability and recovery by convex optimization: We begin by deriving theoret-
ical conditions, expressed via the minimum principal angle between the column space of A and the span
of s columns in B, under which the dense and sparse representation is unique. The proposed condition
is geometric and provides an interpretable framework to guide a suitable choice of measurement matrices.
Then, we propose a convex program for recovery that minimizes ||Ax||22+ ||u||1, subject to linear constraints.
To our knowledge, the analysis of this program is novel and in sharp contrast to classical settings in sparse
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approximation, in which the objective consists of a single sparsifying norm, rather than the combination of
different norms. Robust PCA (Candès et al., 2011), which decomposes a matrix as the sum of low-rank and
sparse matrices, uses the combination of the `1 and nuclear norms, giving it a flavor similar to our problem.
Our analysis uses some techniques from RIPless compressed sensing (Kueng and Gross, 2014). One key
challenge for our setup is accounting for the two operators A and B. The properties of a matrix derived
from both are crucial for the success of the convex program. Our analysis provides a template for programs
that optimize the combination of norms.
Phase-transition curves: We demonstrate through simulations that the convex program can successfully
solve the dense and sparse coding problem. We give plots of the probability of successful recovery as a
function of the sparsity of u and the number of measurements. The smaller the size of A compared to B,
the easier the recovery. Understandably, for a given sparsity level, recovery of both u and x requires more
measurements than the classical setting where x = 0.
An application to image denoising: We formulate a dense and sparse dictionary learning problem and
use deep unfolding (Hershey et al., 2014; Monga et al., 2019) to design a neural network, the dense and
sparse auto-encoder (DenSaE), that solves the proposed problem. With supervised training of DenSaE, we
demonstrate its superiority over architectures derived from the sparse coding model, and show that, when
training the biases of the latter, these implicitly learn the dense and sparse model. We also show that A
and B respectively span low- and high-frequency subspaces.
Notation: Lowercase and uppercase boldface letters denote column vectors and matrices, respectively.
Given a vector x ∈ Rn and a support set S ⊂ {1, ..., n}, xS denotes the restriction of x to indices in S. For
a matrix A ∈ Rm×p, AS is a submatrix of size m × |S| with column indices in S. The column space of a
matrix A (the span of the columns of A) is designated by Col(A), its null space by Ker(A). We denote the
Euclidean, `1 and `∞ norms of a vector, respectively as ||x||2, ||x||1, and ||x||∞. The operator and infinity
norm of a matrix A are respectively denoted as ||A|| and ||A||∞. The sign function, applied componentwise
to a vector x, is denoted by sgn(x). The indicator function is denoted by 1. The column vector ei denotes
the vector of zeros except a 1 at the i-th location. The orthogonal complement of a subspaceW denoted by
W⊥. The operator PW denotes the orthogonal projection operator onto the subspace W.
Organization: Section 2 discusses the theoretical analysis of the dense and sparse coding problem. Nu-
merical and denoising experiments appear in Section 3. We conclude in Section 4.
2 Theoretical Analysis
The dense and sparse coding problem studies the solutions of the linear system y = Ax+Bu. Given matrices
A ∈ Rm×p and B ∈ Rm×n and a vector y ∈ Rm, the goal is to provide conditions under which there is a
unique solution (x∗,u∗), where u∗ is s-sparse, and an algorithm for recovering it.
2.1 Uniqueness results for the feasibility problem
In this subsection, we study the uniqueness of solutions to the linear system accounting for the different
structures the measurement matrices A and B can have. For more details of all the different cases we
consider, we refer the reader to Appendix A. The main result of this first part of the analysis is Theorem 3
which, under a natural geometric condition based on the minimum principal angle between the column space
of A and the span of s columns in B, establishes a uniqueness result for the dense and sparse coding problem.
Since the vector u in the proposed model is sparse, we consider the classical setting of an overcomplete
measurement matrix B with n  m. The next theorem provides a uniqueness result assuming a certain
direct sum representation of the space Rm.
Theorem 1 Assume that there exists at least one solution to y = Ax+Bu, namely the pair (x∗,u∗). Let S,
with |S| = s, denote the support of u∗. If A and BS have full column rank and Rm = Col(A)⊕Col(BS), the
only unique solution to the linear system, with the condition that any feasible s-sparse vector u is supported
on S, is (x∗,u∗).
Proof 1 Let (x,u), with u supported on S, be another solution pair. It follows that
[
A BS
] [ x− x∗
uS − u∗S
]
= 0.
Noting that the matrix
[
A BS
]
has full column rank, the homogeneous problem admits the trivial solution
implying that x− x∗ = 0 and uS − u∗S = 0. Therefore, (x∗,u∗) is the only unique solution.
The uniqueness result in the above theorem hinges on the representation of the space Rm as the direct sum
of the subspaces Col(A) and Col(BS). We use the definition of the minimal principal angle between two
subspaces, and its formulation in terms of singular values (Björck and Golub, 1973), to derive an explicit
geometric condition for the uniqueness analysis of the linear system.
Definition 2 Let U ∈ Rm×r and V ∈ Rm×q be matrices whose columns are the orthonormal basis of Col(A)
and Col(B) respectively. The minimum principal angle between the subspaces Col(A) and Col(B) is defined
as follows
cos(µ(U,V)) = max
u∈Col(U),v∈Col(V)
uTv
||u||2||v||2 , (1)
The minimum angle µ(U,V) is also equal to the largest singular value of UTV, cos(µ(U,V)) = σ1(UTV).
2
Theorem 3 Assume that there exists at least one solution to y = Ax + Bu, namely the pair (x∗,u∗). Let
S, with |S| = s, denote the support of u∗. Assume that A and BS have full column rank . Let U ∈ Rm×r
and V ∈ Rm×q be matrices whose columns are the orthonormal bases of Col(A) and Col(BS) respectively.
If cos(µ(U,V)) = σ1(UTV) < 1, the only unique solution to the linear system, with the condition that any
feasible s-sparse vector u is supported on S, is (x∗,u∗).
Proof 2 Consider any candidate solution pair (x∗ + x,u∗ + u). We will prove uniqueness by showing that
Ax + BSuS = 0 if and only if x = 0 and uS = 0. Using the orthonormal basis set U and V, Ax + BSuS
can be represented as follows: Ax+BSuS =
[
U V
] [ UTAx
VTBSuS
]
. For simplicity of notation, let K denote
the block matrix: K =
[
U V
]
. If we can show that the columns of K are linearly independent, it follows
that Ax + BSuS = 0 if and only if Ax = 0 and BSuS = 0. We now consider the matrix KTK which has
the following representation
KTK =
[
[I]r×r [UTV]r×q
[VTU]q×r [I]q×q
]
=
[
[I]r×r [0]r×q
[0]q×r [I]q×q
]
+
[
[0]r×r [UTV]r×q
[VTU]q×r [0]q×q
]
.
With the singular value decomposition of UTV being UTV = QΣRT , the last matrix in the above repre-
sentation has the following equivalent form
[
0 UTV
VTU 0
]
=
[
Q 0
0 R
] [
0 Σ
Σ 0
] [
Q 0
0 R
]T
. It now follows
that
[
0 UTV
VTU 0
]
is similar to the matrix
[
0 Σ
Σ 0
]
. Hence, the nonzero eigenvalues of KTK are 1± σi,
1 ≤ i ≤ min(p, q), with σi denoting the i-th largest singular value of UTV. Using the assumption σ1 < 1
results the bound λmin
(
KTK
)
> 0. It follows that the columns of K are linearly independent, and hence
Ax = 0 and BSuS = 0. Since A and BS are assumed to have full column rank, x = 0 and uS = 0. This
concludes the proof.
A restrictive assumption of the above theorem is that the support of the sought-after s-sparse solution u∗ is
known. We can remove this assumption by considering Col(A) and Col(BT ) where T is an arbitrary subset
of {1, 2, ..., n} with |T | = s. More precisely, we state the following corollary whose proof is similar to the
proof of Theorem 3.
Corollary 4 Assume that there exists at least one solution to y = Ax + Bu, namely the pair (x∗,u∗). Let
S, with |S| = s, denote the support of u∗ and T be an arbitrary subset of {1, 2, ..., n} with |T | = s. Assume
that A and BT have full column rank (for any choice of T ) . Let U ∈ Rm×p and V ∈ Rm×q be matrices
whose columns are the orthonormal bases of Col(A) and Col(BS) respectively. If µ(U,V) = σ1(UTV) < 1,
holds for all choices of T , the only unique solution to the linear system is (x∗,u∗) with the condition that
any feasible u is s-sparse.
The mutual coherence plays a key role for the success of sparse approximation in the union of bases (Donoho
and Elad, 2003). While the definitions of the minimum principle angle and the mutual coherence condition
look similar, they are markedly different: the former relates subspaces, while the latter relates pairs of vectors.
An open question is to determine the class of matrices for which the minimum angle bound holds.
In the next subsection, we propose a convex program to recover the dense and sparse vectors. Theorem
7 establishes uniqueness and complexity results for the proposed optimization program.
2.2 Dense and sparse recovery via convex optimization
Given that the dense and sparse coding problem seeks a dense vector x∗ and a sparse solution u∗, we propose
the following convex optimization program
min
x,u
||Ax||22 + ||u||1 s.t. y = Ax + Bu = Ax∗ + Bu∗. (2)
In this section, we show that, under certain conditions, the above minimization problem admits a unique
solution. Our proof is a non-trivial adaptation of the existing analysis in (Kueng and Gross, 2014) for the
anistropic compressive sensing problem. This analysis is based on a single measurement matrix and can not
be directly applied to our scenario. Let a1, ...,am be a sequence of zero-mean i.i.d random vectors drawn
from some distribution F on Rp and let b1, ...,bm be a sequence of zero-mean i.i.d random vectors drawn
from some distribution G on Rn. We can eliminate the dense component in the linear constraint by project-
ing the vector y onto the orthogonal complement of Col(A) to obtain PCol(A)⊥(y) = PCol(A)⊥(Bu). With
this, the matrix PCol(A)⊥(B) is central in the analysis to follow. We denote the i-th measurement vector,
corresponding to a row of this matrix, with ci = [PCol(A)⊥(B)]Tei and C = 1√m
∑m
i=1 eic
T
i . Let Σ denote the
covariance matrix Σ = E[cicTi ]
1
2 . Further technical discussion on the matrix C is deferred to Appendix B.
We use the measurement matrix C introduced above and adapt the anisotropic compressive sensing theory
in (Kueng and Gross, 2014) to analyze uniqueness of the proposed program. Below, we give brief background
to this theory highlighting important assumptions and results following the notation closely therein.
Anisotropic compressive sensing: Given a sequence of zero-mean i.i.d random vectors d1, ...,dm drawn
from some distribution F on Rn, the anisotropic compressive sensing problem studies the following opti-
mization program
min
u
||u||1 s.t. y = Du = Du∗, (3)
3
where D = 1√
m
∑m
i=1 eid
T
i and u∗ is the sought-out sparse solution. The analysis makes three important
assumptions.
Completeness: The covariance matrix Σ is invertible with condition number denoted by κ.
Incoherence: The incoherence parameter is the smallest number ν such that
max
1≤i≤n
|〈d , ei〉|2 ≤ ν, max
1≤i≤n
|〈d , E[cc∗]−1ei|2 ≤ ν, (4)
hold almost surely.
Conditioning of the covariance matrix: We start with the following definition of the s-sparse condition
number restated from (Kueng and Gross, 2014).
Definition 5 (Kueng and Gross, 2014) The largest and smallest s-sparse eigenvalue of a matrix X are given
by
λmax(s,X) := max
v,||v||0≤s
||Xv||2
||v||2 , λmin(s,X) := minv,||v||0≤s
||Xv||2
||v||2 . (5)
The s-sparse condition number of X is cond(s,X) =
λmax(s,X)
λmin(s,X)
.
Given these assumptions, the main result in (Kueng and Gross, 2014) reads
Theorem 6 (Kueng and Gross, 2014) With κs = max{cond(s,Σ), cond(s,Σ−1)} let u ∈ Cn be an s-sparse
vector and let ω ≥ 1. If the number of measurements fulfills m ≥ Cκs ν ω2 s log n, then the solution u of the
convex program (3) is unique and equal to u∗ with probability at least 1− e−ω.
The proof of Theorem 6 is based on the dual certificate approach. The idea is to first propose a dual
certificate vector v with sufficient conditions that ensure uniqueness of the minimization problem. It then
remains to construct the dual certificate satisfying the conditions. We seek a similar result for the uniqueness
of the convex program corresponding to the dense and sparse coding model. However, the standard analysis
can not be directly applied since it only considers a single measurement matrix. This requires us to analyze
the matrix C introduced earlier. The anisotropic compressive sensing analysis in (Kueng and Gross, 2014)
assumes the following conditions on the dual certificate v
||vS − sgn(u∗S)||2 ≤ 14 and ||vS⊥ ||∞ ≤ 14 . (6)
The following condition follows from the assumptions in Theorem 6
||∆S ||2 ≤ 2||∆S⊥ ||2, (7)
where ∆ ∈ Ker(D). The conditions (6) and (7) will be used in the proof of our main result. The main part
of the technical analysis in (Kueng and Gross, 2014) is using the assumptions in Theorem 6 and showing
that the above conditions (6) and (7) hold with high probability.
Main result: Using the the background discussed above, we assume completeness, incoherence, and condi-
tioning of the covariance matrix Σ. Our main result is stated below.
Theorem 7 Assume that there exists at least one solution to y = Ax + Bu, namely the pair (x∗,u∗). Let
ω ≥ 1 and define κs = max{cond(s,Σ), cond(s,Σ−1)}. Assume the two conditions
||BTSA|| ≤
1
32||x∗||2 , ||B
T
S⊥A||∞ ≤
1
32||x∗||∞ . (8)
If the number of measurements fulfills m ≥ Cκs ν ω2 s log n, then the solution of the convex program (2) is
unique and equal to (x∗,u∗) with probability at least 1− e−ω.
Proof sketch 1 Consider a feasible solution pair (x∗ + ∆1,u∗ + ∆2) and let the function f(x,u) denote
the objective in the optimization program. The idea of the proof is to show that any feasible solution is
not minimal in the objective value, f(x∗ + ∆1,u∗ + ∆2) > f(x,u). Using duality of the `1 norm and
characterization of the subgradient Λ of the `1 norm, we first show that f(x∗ +∆1,u∗ +∆2) > f(x∗,u∗) +
〈sgn(u∗S) + Λ − v − 2BTAx∗ ,∆2〉 where v ∈ Col(CT ), with C = B −A(ATA)−1ATB denoting the dual
certificate. It then remains to show that the term 〈sgn(u∗S)+Λ−v−2BTAx∗ ,∆2〉 is positive . To show this,
we further analyze this term and make use of the assumptions of the theorem, the dual certificate conditions
(6), and the deviation inequality in (7) to arrive at the desired result. For complete proof, see Appendix B.
Complexity compared to `1 minimization: The sample complexity of solving the convex program cor-
responding to the dense and sparse coding problem is larger than that of `1 minimization for the compressive
sensing problem. Essentially, the constants κs and ν in our analysis are expected to scale with p + n , in
contrast to the compressive sensing analysis where they scale with n.
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3 Experiments
3.1 Phase transition curves
We generate phase transition curves and present how the success rate of the recovery, using the proposed
model, changes under different scenarios. To generate the data, we fix the number of columns of B to be
n = 100. Then, we vary the sampling ratio σ = mn+p ∈ [0.05, 0.95] and the sparsity ratio ρ = sm in the
same range. The sensing matrix in our model is [A B], hence the apparent difference in the definition of
σ compared to “traditional” compressive sensing. In the case where we revert to the compressive sensing
scenario (p = 0), the ratios coincide.
We generate randommatrices A ∈ Rm×p and B ∈ Rm×n whose columns have expected unit norm. The vector
u ∈ Rn has s randomly chosen indices, whose entries are drawn according to standard normal distribution,
and x ∈ Rp is generated as follows: we generate a random vector γ ∈ Rm, and then construct x = ATγ.
The construction ensures that x does not belong in the null space of A, and hence ignores trivial solutions
with respect to this dense component. We normalize both x and u to have unit norm, and generate the
measurement vector y ∈ Rm as y = Ax + Bu. We solve the convex optimization problem in (2) to obtain
the numerical solution pair (xˆ, uˆ)
using CVXPY, and register a successful recovery if both ‖xˆ−x‖2‖x‖2 ≤  and
‖uˆ−u‖2
‖u‖2 ≤ , with  = 10−3. For
each choice of σ and ρ we average 100 independent runs to estimate the success rate.
Figure 1 shows the phase transition curves for p ∈ {0.1m, 0.5m} to highlight different ratios between p and
n. We observe that increasing p leads to a deterioration in performance. This is expected, as this creates a
greater overlap on the spaces spanned by A and B. We can view our model as explicitly modeling the noise
of the system. In such a case, the number of columns of A explicitly encodes the complexity of the noise
model: as p increases, so does the span of the noise space.
Extending the signal processing interpretation, note that we model the noise signal x as a dense vector,
which can be seen as encoding smooth areas of the signal that correspond to low-frequency components. On
the contrary, the signal u has, by construction, a sparse structure, containing high-frequency information,
an interpretation that will be further validated in the next subsection. Further numerical experiments
comparing the dense and sparse coding model to the conventional compressive sensing problem can be found
in Appendix C.
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Figure 1: Phase transition curves for p = 0.1m (left) and p = 0.5m (right).
3.2 Natural image denoising
We formulate the dense and sparse dictionary learning problem as follows
min
A,B,{xj}Jj=1,{uj}Jj=1
J∑
j=1
1
2
‖yj −Axj −Buj‖22 +
1
2λx
‖Axj‖22 + λu‖uj‖1, (9)
where J is the number of images, λx controls the smoothness of Axj (parameter of a Gaussian prior on
Axj), and λu (associated with a Laplace prior) controls the degree of sparsity. We minimize this bi-convex
objective function by constructing an auto-encoder architecture, which we term the dense and sparse auto-
encoder (DenSaE).
The encoder architecture is a recurrent network that performs dense and sparse coding: it maps yj into a
dense representation xjT and a sparse one u
j
T by unfolding (Gregor and Lecun, 2010; Simon and Elad, 2019;
Tolooshams et al., 2019) T iterations of the following proximal gradient algorithm
xjt = x
j
t−1 + αx(A
T(yj − (1 + 1
λx
)Axjt−1 −Bujt−1)),
ujt = Sb
(
ujt−1 + αuB
T(yj −Axjt−1 −Bujt−1)
)
,
(10)
where αx and αu are step sizes, and Sb, with b = αuλu, is the Shrinkage operator for general sparse
coding (Tolooshams et al., 2019), and ReLU for non-negative sparse coding
Shrinkageb(z) = ReLUb(z)− ReLUb(−z), ReLUb(z) = (z − b) · 1z≥b. (11)
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Figure 2: Visualization of a test image for τ = 50. (a) DenSaE (4A, 60B), (b) CSCNettiedLS .
The decoder uses the dense and sparse estimates xjT and u
j
T to reconstruct the image yˆ
j = AxjT + Bu
j
T .
The dictionaries A and B can now be learned through back-propagation by minimizing the reconstruction
loss LA,B = 1J
∑J
j=1
1
2‖yj − yˆj‖22. The DenSaE architecture is shown in Appendix D. We examined the
following questions
(a) How does the denoising performance change as the number of filters in A vs. B varies?
(b) What is the performance of DenSaE compared to networks, such as CSCNet (Simon and Elad, 2019),
that perform sparse coding (y = Bu)?
(c) What characteristics of the images does the model capture?
(d) How do sparse coding networks, such as CSCNet (Simon and Elad, 2019), behave as the regularization
parameter (i.e., bias) is trained?
We address the case when A and B are strided convolutional matrices, with little or no overlap between
translations of the filters. Convolutional models with strides equal to the filter size are equivalent to
patch-based models with dense dictionary matrices (Pfister and Bresler, 2019), namely the model we ana-
lyzed in Section 2. We evaluate the model in the presence of Gaussian noise with standard deviation of
τ = {15, 25, 50, 75}, and follow an approach similar to (Simon and Elad, 2019) when reconstructing an input
image.
We trained DenSaE for image denoising in a supervised manner using 432 images from the Berkeley Segmenta-
tion Dataset (BSD432) and tested it on images from BSD68 (Martin et al., 2001).
Table 1: DenSaE’s denoising perfor-
mance on test BSD68 as the ratio of fil-
ters in A and B changes.
τ 1A63B
4A
60B
8A
56B
16A
48B
32A
32B
15 30.21 30.18 30.18 30.14 29.89
25 27.70 27.70 27.65 27.56 27.26
50 24.81 24.81 24.43 24.44 23.68
75 23.31 23.33 23.09 22.09 20.09
We used a non-informative prior on Ax (i.e., λx →∞). The net-
work contains a total of 64 filters of size 7×7 with strides of 5. We
varied the ratio of number of filters in A and B as the overall num-
ber of filters was kept constant. As baselines, we trained two vari-
ants, CSCNettiedhyp and CSCNet
tied
LS , of CSCNet (Simon and Elad,
2019). Both networks are auto-encoders. Within each network,
we tied the weights so that they are interpretable as dictionaries
learned for the sparse coding generative model. In CSCNettiedhyp ,
the bias is a shared hyper-parameter. In CSCNettiedLS , we learn
a different bias for each filter by minimizing the reconstruction
loss. In both cases, the bias controls the sparsity of the feature
maps. Further details of the network architectures and training parameters are summarized inAppendix D.
Ratio of number of filters in A and B: Table 1 shows that, for a range of noise levels, the smaller the
number of filters associated with A, the better DenSaE can denoise images. We hypothesize that this is a
direct consequence of our findings from Section 2 that the smaller the number of columns of A, the easier
the recovery x and u. Indeed, it would appear that the success of the dictionary learning step relies on the
success of the recovery step, similar to classical dictionary learning.
Dense and sparse coding vs. sparse coding: Table 2 shows that DenSaE (best network from Table 1)
denoises images better than CSCNettiedhyp , suggesting that the dense and sparse coding model models images
better than sparse coding. We discuss the performance of CSCNettiedLS below.
Table 2: Performance of DenSaE on test
BSD68 against CSCNet.
τ DenSaE CSCNettiedhyp CSCNet
tied
LS
15 30.21 30.12 30.34
25 27.70 27.51 27.75
50 24.81 24.54 24.81
75 23.33 22.83 23.32
Dictionary characteristics: Figure 2(a) shows the decompo-
sition of a noisy test image (τ = 50) by DenSaE, into its Ax
and Bu components. The figure demonstrates that Ax captures
low-frequency content, despite the use of a non-informative prior,
while Bu captures high-frequency details (edges). This is corrob-
orated by the smoothness of the filters associated with A, and the
Gabor-like nature of those associated with B (Mehrotra et al.,
1992). Because the filters are much smaller than the images,
locally, frequencies around zero (DC) dominate low frequencies.
Thus, it is not surprising that the A filters look constant. This is,
likely, another reason why DenSaE denoise images well with very few low-frequency filters (Table 1). We
observed similar performance when we tuned λx. We found that, as λx decreases, Ax captures a lower range
6
of frequencies, and Bu a broader range.
Figure 3: Biases from CSCNettiedLS
(τ = 50).
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CSCNet implicitly learns Ax + Bu model: Figure 7 shows that
CSCNettiedLS comprises three groups of filters: one with small bias val-
ues, one with intermediate ones, and a third with large values. We
found that the feature maps associated with the large bias values are
all zero, i.e., they do not contribute to the representation. We also
found that the majority of feature maps are associated with interme-
diate bias values, and are sparse, in contrast to the small number of
feature maps associated with small bias values, which are dense. These
observations suggest that auto-encoder architectures implementing the
sparse coding model (y = Bu), when learning the biases by minimiz-
ing reconstruction error, implicitly perform two functions. First, they
automatically select the optimal number of filters. Second, they auto-
matically partition the filters into two groups: one that yields a dense
representation of the input, and another that yields a sparse one. In other words, the architectures trained
in this fashion implicitly learn the dense and sparse coding model (y = Ax+Bu). That’s why DenSaE and
CSCNettiedLS perform similarly. Figure 2(b) shows the filters associated with each of the three groups of bias
values described above.
4 Conclusions
This paper proposed a novel dense and sparse coding model for a flexible representation of a signal as y =
Ax+Bu. Our first result gives a verifiable condition that guarantees uniqueness of the model. Our second
result uses tools from RIPless compressed sensing to shows that, with sufficiently many linear measurements,
a convex program with `1 and `2 regularizations can recover the components x and u uniquely with high
probability. Numerical experiments on synthetic data confirm our observations. Finally, we proposed a dense
and sparse auto-encoder, DenSaE, tailored to the Ax + Bu model. We showed that DenSaE is superior to
networks implementing the sparse coding model, and shed light on the implicit behavior of these networks
when their biases are trained. We also found that DenSaE naturally decomposes signals into low- and
high-frequency components.
Broader Impact
Two criticisms of modern, deep neural network architectures are their lack of interpretability, and the fact
that training them can exert a tremendous footprint on the planet. Starting from a generative model, deep
unfolding/algorithm unrolling refers to the process of converting inference algorithms that arise from the
model into a deep neural network architecture. In contrast to a standard deep network, whose weights at
different layers are distinct by default, the layers of architectures derived by deep unrolling share weights,
which they inherit from the generative model. In other words, the generative model constrains the weights,
as well as the activation functions of the deeply unrolled network. Consequently, a deeply-unrolled network,
unlike a conventional deep neural network, is interpretable. In addition, because it has significantly fewer
parameters, its carbon footprint is much smaller.
We introduced a novel generative model, the dense and sparse coding model, that is a generalization of
the classical sparse coding model. Deep unrolling, in the context of the sparse coding model, gives rise to
ReLU networks, which are interpretable and have significantly fewer parameters than conventional ReLU
networks. For theoretical reasons, multi-layer extensions of sparse coding give rise to architectures with
limited depth. In contrast, the dense and sparse coding model we propose can, in principle, give rise to
architectures with arbitrary depth, without increasing the number of parameters of the associated networks.
Thus, deep unrolling of dense and sparse coding is a principled way towards the design of interpretable, very
deep neural networks that exert a low carbon footprint on the planet.
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Appendix for “Dense and Sparse Coding: Theory and Architectures”
A Uniqueness Proofs
In the dense and sparse coding problem, given matrices A ∈ Rm×p, B ∈ Rm×n, and a vector y ∈ Rm represented as
y = Ax + Bu, we study conditions under which there is a unique solution, i.e., a dense vector x∗ and an s-sparse
vector u∗, to the linear system. The first uniqueness result assumes orthogonality of Col(A) and Col(B).
Theorem A.1 Assume that there exists at least one solution to y = Ax + Bu, namely the pair (x∗,u∗). If A and
B have full column rank and Col(A) is orthogonal to Col(B), there is a unique solution to y = Ax + Bu.
Proof A.1 Let (x,u) be another solution pair. It follows that
[
A B
] [x− x∗
u− u∗
]
= 0. Noting that the matrix
[
A B
]
has full column rank, the homogeneous problem admits the trivial solution implying that x− x∗ = 0 and u− u∗ = 0.
Therefore, (x∗,u∗) is the only unique solution.
Extending Theorem A.1, we can show that as long as Col(A) and Col(B) span orthogonal subspaces, there exists
a solution (x∗,u∗). Indeed, AT · B = 0 and BT · A = 0, and thus we can divide our recovery problem into two
subproblems
ATy = ATAx, BTy = BTBu. (12)
Note that the subproblems of (12) are well-defined; ATA ∈ Rp×p has full rank, and so does BTB ∈ Rn×n. Thus the
system is invertible, leading to
x∗ = (ATA)−1ATy, u∗ = (BTB)−1BTy. (13)
Remark: Interestingly, we can also prove the existence of a unique solution in the case where A and B do not have
full column rank, but still span orthogonal subspaces, under some extra conditions. Indeed, assume that A ∈ Rm×P
and B ∈ Rm×N , with rank(A) = p < P and rank(B) = n < N , respectively. Let A∗ ∈ Rm×p and B∗ ∈ Rm×n be
the minimum set of vectors that span the spaces of A and B, i.e. span(A∗) = span(A) and span(B∗) = span(B).
These matrices can be obtained through a slight modification of the Gram-Schmidt process. Then (A∗)TB = 0 and
(B∗)TA = 0, and (12) becomes
(A∗)Ty = (A∗)TAx, (B∗)Ty = (B∗)TBu, (14)
where (A∗)TA ∈ Rp×P and (B∗)TB ∈ Rn×N . Neither of these matrices has full rank, as rank((A∗)TA) = p and
rank((B∗)TB) = n. However, note that (B∗)Ty = (B∗)TBu is the traditional sparse recovery problem, which has
a unique solution if (B∗)TB satisfies the RIP. Similarly, (A∗)Ty = (A∗)TAx is an underdetermined least squares
problem, which has a unique solution under the assumption that x ∈ kernel((A∗)TA)⊥.
While Theorem A.1 gives a simple condition, the condition that B is full column rank does not hold in the
compressed sensing setting. In particular, the classical setup of sparse recovery problem considers an overcomplete
measurement matrix B with n m. The next corollary provides a uniqueness result that accounts for this case.
Corollary A.2 Assume that there exists at least one solution to y = Ax+Bu, namely the pair (x∗,u∗). Let S, the
subset of {1, 2, ..., n} with |S| = s, denote the support of u∗. Let BS ∈ Rm×s denote the restriction of B with column
indices in S. Assume that A and BS have full column rank and Col(A) is orthogonal to Col(BS). The only unique
solution to the linear system, with the condition that any feasible s-sparse vector u is supported on S, is (x∗,u∗).
Proof A.2 Let (x,u), with u supported on S, be another solution pair. It follows that
[
A BS
] [ x− x∗
uS − u∗S
]
= 0.
Noting that the matrix
[
A BS
]
has full column rank, the homogeneous problem admits the trivial solution implying
that x− x∗ = 0 and uS − u∗S = 0. Therefore, (x∗,u∗) is the only unique solution.
B Proof of Main Result
Consider the following convex optimization program for the dense and sparse coding model.
min
x,u
||Ax||22 + ||u||1 s.t. y = Ax + Bu = Ax∗ + Bu∗. (15)
Our main result and proof is presented below.
Theorem B.1 Assume that there exists at least one solution to y = Ax + Bu, namely the pair (x∗,u∗). Let ω ≥ 1
and define κs = max{cond(s,Σ), cond(s,Σ−1)}. Assume the two conditions
||BTSA|| ≤ 1
32||x∗||2 , ||B
T
S⊥A||∞ ≤
1
32||x∗||∞ . (16)
If the number of measurements fulfills m ≥ Cκs ν ω2 s logn, then the solution of the convex program (15) is unique
and equal to (x∗,u∗) with probability at least 1− e−ω.
Proof B.1 Consider a feasible solution pair (x∗+∆1,u∗+∆2). For ease of notation, let the function f(x,u) define
the objective in the optimization program. The idea of the proof is to show that any feasible solution is not minimial
in the objective value, f(x∗ + ∆1,u∗ + ∆2) > f(x,u), with the inequality holding for all choices of ∆1 and ∆2.
Before we proceed, two remarks are in order. First, using the duality of the `1 norm and the `∞ norm, there exists
a Λ ∈ S⊥ with ||Λ||∞ = 1 such that 〈Λ , (∆2)S⊥〉 = ||(∆2)S⊥ ||1. Second, the subgradient of the `1 norm at u∗ is
characterized as follows: ∂||u∗||1 = {sgn(u∗S)+g | g ∈ S⊥, ||gS⊥ ||∞ ≤ 1}. It follows that sgn(u∗)+Λ is a subgradient
of the `1 norm at u∗. Using the definition of the subgradient, the inequality ||u||1 ≥ ||u∗||1 + 〈sgn(u∗S) + Λ ,u− u∗〉
holds for any u. We can now lower bound f(x∗ + ∆1,u∗ + ∆2) as follows.
||A(x∗ + ∆1)||22 + ||u∗ + ∆2||1 ≥||Ax∗||22 + 2〈Ax∗ ,A∆1〉+ ||u∗||1 + 〈sgn(u∗S) + Λ ,∆2〉
=f(x∗,u∗)− 2〈Ax∗,B∆2〉+ 〈sgn(u∗S) + Λ ,∆2〉, (17)
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where the equality uses the feasibility condition that A∆1 + B∆2 = 0. We now introduce the dual certificate v. To
do so, reconsider the equation A∆1+B∆2 = 0. To eliminate the component A∆1, we project it onto the orthogonal
complement of the range of A and obtain C∆2 = 0 where C = PCol(A)⊥(B) = B − A(ATA)−1ATB. We now
assume that v ∈ Col(CT ). With this, we continue with lower bounding f(x∗ + ∆1,u∗ + ∆2).
||A(x∗ + ∆1)||22 + ||u∗ + ∆2||1 ≥||Ax∗||22 − 2〈Ax∗,B∆2〉+ ||u∗||1 + 〈sgn(u∗S) + Λ− v,∆2〉
=f(x∗,u∗) + 〈sgn(u∗S) + Λ− v − 2BTAx∗. ,∆2〉 (18)
It remains to show that 〈sgn(u∗S)+Λ−v− 2BTAx∗ ,∆2〉 > 0. By considering projections onto S and S⊥ and using
the fact that 〈Λ , (∆2)S⊥〉 = ||(∆2)S⊥ ||1, we obtain
〈sgn(u∗S) + Λ− v − 2BTAx∗ ,∆2〉
=〈sgn(u∗S)− vS , (∆2)S〉 − 〈vS⊥ , (∆2)S⊥〉+ ||(∆2)S⊥ ||1 − 〈2[BTAx∗]S , (∆2)S〉 − 〈2[BTAx∗]S⊥ , (∆2)S⊥〉
≥ − || sgn(u∗S)− vS ||2||(∆2)S ||2 − ||vS⊥ ||∞||(∆2)S⊥ ||1 + ||(∆2)S⊥ ||1 − 2||BTSA|| ||x∗||2 ||(∆2)S ||2
− 2||BTS⊥A||∞||x∗||∞||(∆2)S⊥ ||1
≥− 1
4
||(∆2)S ||2 − 1
4
||(∆2)S⊥ ||1 + ||(∆2)S⊥ ||1 −
1
16
||(∆2)S ||2 − 1
16
||(∆2)S⊥ ||1 (19)
=− 5
16
||(∆2)S ||2 + 11
16
||(∆2)S⊥ ||1
≥− 10
16
||(∆2)S⊥ ||1 +
11
16
||(∆2)S⊥ ||1 =
1
16
||(∆2)S⊥ ||1. (20)
Above, the inequality in (19) is obtained from the assumptions of the theorem and the conditions on the dual certificate
||vS − sgn(u∗S)||2 ≤ 14 and ||vS⊥ ||∞ ≤ 14 , (21)
and the last inequality follows from the assumption on the deviation of ∆2 as ||(∆2)S ||2 ≤ 2||(∆2)S⊥ ||2. Combining
(18) and the above bound with the final result noted , we have
f(x∗ + ∆1,u
∗ + ∆2) =≥ f(x∗,u∗) + 1
16
||(∆2)S⊥ ||1. (22)
We note that f(x∗ + ∆1,u∗ + ∆2) = f(x,u) if and only if ||(∆2)S⊥ ||1 = 0. Since ||(∆2)S ||2 ≤ 2||(∆2)S⊥ ||2,
the equality ||(∆2)S⊥ ||1 = 0 implies that ||(∆2)S ||2 = 0. With this, f(x∗ + ∆1,u∗ + ∆2) = f(x,u) if and only if
∆2 = 0. Therefore, the solution (x∗,u∗) achieves the minimal value in the objective, and is a unique solution to the
optimization program.
Two remarks are in order.
Remark 1: The existence of the dual certificate v satisfying the conditions (21) and the deviation inequality
||(∆2)S ||2 ≤ 2||(∆2)S⊥ ||2 follow from the anisotropic compressive sensing analysis once it is assumed that i. the
covariance matrix defined obeys completeness, incoherence, and conditioning κs denoting its s-sparse condition num-
ber, and ii. the sample complexity is as noted in Theorem B.1.
Remark 2: Our analysis depends on the matrix C = PCol(A)⊥(B) satisfying certain conditions. We give three
instances of measurement models which ensure the assumed conditions on C i. A and B are random matrices with
i.i.d entries, the support set S of the underlying sparse vector is known and columns of the matrix [A BS ] are linearly
independent ii. A is the identity matrix and B is a random matrix with i.i.d entries iii. A and B are random matrices
with i.i.d entries. Let T denote the indices from the set {1, 2, ..., n} such that the columns of the matrix [A BT ] are
linearly independent. We assume that the support of any feasible sparse solution is chosen from the set T .
C Noisy Compressive Sensing
Compressive sensing can be extended to the noisy case, which allows for the successful recovery of sparse signals under
the presence of noise, assuming an upper bound on the noise level. However, the performance of noisy compressive
sensing is significantly inferior compared to the classical setting. Using our proposed model, and expanding on the
interpretation of the dense signal x as noise, we can compare dense and sparse model to noisy compressive sensing.
We devote the rest of the section to arguing that, by explicitly modeling the noise signal, we can outperform noisy
compressive sensing.
We fix the number of columns in B to be n = 100, and generate the matrices A ∈ Rm×p and B ∈ Rm×n, as well as
the vectors x∗ ∈ Rp and u∗ ∈ Rn, as in the main text. We define the signal-to-noise ratio as SNR = 20 log10
||u∗||
2
||x∗||2 ,
and iterate over the range [−40dB, 40dB]. To vary the SNR, we normalize both vectors and scale u∗ by 10 SNR20 . For
our proposed method, we solve the optimization problem introduced in the paper, whereas for noisy compressive
sensing we solve
uˆ = argmin
u
||u||1 , s.t. ||y −Bu||2 ≤ ||Ax∗||2 , (23)
and report the normalized error ||uˆ−u
∗||
2
||u∗||2 for the two methods averaging 100 independent runs.
We present the SNR curves in Figure 4. When the sparsity ratio ρ is small, our approach is able to perfectly recover
u∗, by explicitly modeling the noise of the system, even when the measurement vector y is riddled with noise. On the
contrary, noisy compressive sensing is unable to correctly recover unless the SNR is above 25 dB. However, increasing
the sparsity level reduces the performance in both methods; the column ratio also directly affects the performance of
the dense and sparse coding model. This corroborates the findings of our main text, as doing so introduces greater
overlap on the spans of A and B. In such a case, we report that increasing the number of measurements improves
performance. Note that noisy compressive sensing is unaffected by the relative size of A compared to the size of B.
This is expected, as in noisy compressive sensing x∗ is treated simply as bounded noise.
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Figure 4: Normalized recovery error of u as the SNR varies (lower is better).
D Natural Image Experiment
D.1 DenSaE architecture
Figure 5 presents the DenSaE architecture. The encoder maps the input y into a dense xT and sparse uT repre-
sentation using two sets of filters of A and B through a recurrent network. A encodes the smooth part of the data
(low frequencies), and B encodes the details of the signal (high frequencies). The decoder reconstructs the data. The
dictionaries A and B are learned via backpropagation. It should be remarked that b = αuλu. A larger value of b in the
proximal mapping Sb enforces higher sparsity on u, and a larger value of λx promotes smoothness on Ax. The step
sizes of the proximal gradient algorithm, for one recurrent iteration of the encoder, are denoted as αx and αu. Having
a non-informative prior on Ax in DenSaE implies that λx →∞. The parameters αx, αu, λu are tuned via grid search.
For comparison, Figure 6 presents the CSCNettied architecture for the sparse coding model. The encoder maps the
input y into a sparse uT representation using a set of filters B on a recurrent network, and the decoder reconstructs
the data. The dictionary B is learned by backpropagating through the network. Once again, we note that b = αuλu.
A larger the value of b in the proximal mapping S enforces higher sparsity on u. The parameter αu is the step size
of the proximal gradient algorithm (i.e., one recurrent iteration of the encoder). For CSCNettiedhyp , the parameter λu
is tuned, and for CSCNettiedLS , the bias b is learned.
D.2 Network parameters and training
All the networks are trained for 250 epochs using the ADAM optimizer and the filters are initialized using the random
Gaussian distribution. The initial learning rate is set to 10−4 and then decayed by 0.8 every 50 epochs. At every
iteration, a random patch of size 128× 128 is cropped from the training image and Gaussian noise is added to it with
the corresponding noise level.
All the trained networks implement FISTA for faster sparse coding. Table 3 lists the parameters of the different
networks. We note that compared to CSCNet, which has 63K trainable parameters, all the trained networks including
CSCNettiedLS have 20x fewer trainable parameters. We attribute the difference in performance, compared to the results
reported in the CSCNet paper, to this large difference in the number of trainable parameters and the usage of a
larger dataset.
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B
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Figure 5: The DenSaE architecture.
y αuB
T Sb ut uT B
B
DecoderEncoder
-
Repeat T times
Figure 6: The CSCNettied architecture.
D.3 Visualization
Figure 7 shows the histogram of learned biases by CSCNettiedLS for various noise levels.
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(d) τ = 75
Figure 7: Histogram of biases from CSCNettiedLS for various noise levels.
Figure 8 shows the denoising performance of all the trained networks for τ = 50. Figures 9 and 10 visualize two test
images from BSD68 for various noise levels, along with their representations, using DenSaE4A,60B.
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Table 3: Network Parameters for Natural Image Experiments.
DenSaE CSCNettiedhyp CSCNet
tied
LS
# filters 64
Filter size 7×7
Strides 5
# trainable parameters 3,136 3,136 3,200
S(.) Shrinkage
Encoder layers T 15
αu 0.1
αx 0.1 - -
λinitu
τ = 15 0.085 0.085 0.1
τ = 25 0.16 0.16 0.1
τ = 50 0.36 0.36 0.1
τ = 75 0.56 0.56 0.1
(a) DenSaE 1A
63B
Noisy Ax Bu Denoised A B
(b) DenSaE 4A
60B
Original
(b) DenSaE 8A
56B
(b) DenSaE16A
48B
(b) DenSaE32A
32B
(b) CSCNettiedhyp N/A N/A
(b) CSCNettiedLS
Implicit Ax Implicit Bu Denoised Implicit A
Unused
Implicit B
Figure 8: Visualization of a test image and the learned representations of the different networks (τ = 50).
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Figure 9: Visualization of a test image from BDS68 for various noise levels, along with the learned represen-
tations of the DenSaE using 4A and 60B.
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Figure 10: Visualization of a test image from BDS68 for various noise levels, along with the learned repre-
sentations of the DenSaE using 4A and 60B.
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