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Abstract
In this note we consider whether there exists an involution in rings of upper triangular
matrices. In particular, when the ring of matrices consists of the full ring of n × n upper
triangular matrices all involutions are described.
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In the following F is a field and A an F algebra. An F anti-automorphism of A
is a bijective function φ : A −→ A which is an F-linear transformation and which
satisfies φ(ab) = φ(b)φ(a), for all a, b ∈ A. Let AutF (A) denote the collection of
F-automorphisms of A and ˜AutF (A) the collection of F automorphisms and F anti-
automorphisms of A under composition. It is easy to check that the composition of
two anti-atomorphisms of A is an automorphism and the composition of an anti-
automorphism and an automorphism is an anti-automorphism of A. It follows that
˜AutF (A) is a group and AutF (A) is a normal subgroup of index at most 2. An anti-
automorphism of order 2 is an involution. In the ring Mn(F) of n × n F-matrices,
the mapping φ(B) = BT, for B ∈ Mn(F), where BT is the transpose of B, is the
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standard involution in Mn(F). This note questions whether there exists an involution
on Un(F ), the ring of n × n upper triangular F-matrices. More generally, we con-
sider which of the rings of upper triangular matrices that arise as incidence algebras
have an involution.
The partially ordered set X is locally finite if for any x, y ∈ X, [x, y] = {z ∈ X |
x  z  y} is a finite set. Given the locally finite partially ordered set X and F a field,
denote the incidence algebra of X over F by I (X, F ). Recall, [2], that I (X, F ) =
{f : X × X → F | f (x, y) = 0 if xy} with the operations
(f + g)(x, y) = f (x, y) + g(x, y),
fg(x, y) =
∑
xzy
f (x, z)g(z, y),
(rf )(x, y) = rf (x, y)
for
f, g ∈ I (X,R), r ∈ F, x, y, z ∈ X.
If x  y ∈ X, then ex,y denotes that element of I (X, F ) given by ex,y(x, y) = 1
and ex,y(u, v) = 0 if (x, y) /= (u, v). An element g ∈ I (X, F ) is called a diago-
nal element if g(x, y) = 0 whenever x /= y. If we can order the elements of X so
that xi < xj implies i < j then the element f ∈ I (X,R) can be associated with
the matrix whose (i, j) entry is f (xi, xj ). This correspondence is an F isomorphism
between I (X, F ) and a ring of upper triangular F-matrices. For more details, see [2].
For example, if X = {1, 2, . . . , n} with the usual ordering, then I (X, F )  Un(F ),
while if X = {1, 2, 3, . . .}, then I (X, F ) is isomorphic to the ring of countable upper
triangular matrices.
Given the F-algebra A, let Aop denote the opposite algebra of A, that is Aop con-
sists of the elements of A with the same addition and scalar multiplication while the
multiplication of a, b ∈ Aop, ab, is defined as the element ba in A. It then follows
that the F-algebra A has an anti-automorphism if and only if the F algebras A and
Aop are isomorphic.
If X is a locally finite partially ordered set , let X˜ denote the dual partially ordered
set of X. Then X˜ consists of the elements of X with x  y in X˜ if and only if y  x
in X. Here x, y are elements of X˜. An automorphism of X is a bijective mapping
ρ : X −→ X with x  y if and only if ρ(x)  ρ(y), for all x, y ∈ X. An anti-auto-
morphism of X is a bijective mapping ρ˜: X −→ X with x  y if and only ρ˜(y) 
ρ˜(x), for all x, y ∈ X. As before, the composition of two anti-automorphisms of X
is an automorphism of X and the group of automorphisms of X, Aut(X), is a normal
subgroup of index at most 2 in the group, A˜ut(X), of all automorphisms or anti-auto-
morphisms of the partially ordered set X. Further, X has an anti-automorphism if and
only if the partially ordered sets X and X˜ are isomorphic. When such an isomorphism
holds, we say that X is self-dual. An anti-automorphism of X of order 2 is called an
involution of X.
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The following lemma describes the opposite algebra of an incidence algebra.
Lemma 1. Let X be a locally finite partially ordered set and F a field. Then
I (X, F )op  I (X˜, F ).
Proof. Let φ : I (X, F )op → I (X˜, F ) be given by φ(f ) = f˜ , where f˜ (u, v) =
f (v, u). Here f ∈ I (X, F )op, u, v ∈ X˜, and f (v, u) is the value of f when con-
sidered as an element of I (X, F ) and evaluated at v, u ∈ X. It is straightforward
to check that φ is a bijective F-linear mapping. We check that φ(fg) = φ(f )φ(g).
Suppose u  v ∈ X˜. Here φ(fg)(u, v) is the element fg ∈ I (X, F )op, considered
as an element in I (X, F ) and evaluated at (v, u). But fg in I (X, F )op coincides with
gf in I (X, F ), with g, f ∈ I (X, F ), so
φ(fg)(u, v) =
∑
vwu
g(v,w)f (w, u).
On the other hand,
φ(f )φ(g)(u, v) =
∑
uwv in X˜
φ(f˜ )(u,w)φ(g˜)(w, v)
=
∑
vwu in X
f (w, u)g(v,w)
=
∑
vwu
g(v,w)f (w, u).
Hence φ(fg) = φ(f )φ(g) and the result follows. 
We use this lemma to determine when I (X, F ) has an anti-automorphism.
Theorem 1. Suppose X is a locally finite partially ordered set and F a field. Then
I (X, F ) has an anti-automorphism if and only if X is self-dual.
Proof. Suppose X is self-dual. Then X  X˜ and so I (X, F )  I (X˜, F ). By the
lemma, I (X, F )op  I (X˜, F ) and so I (X, F ) and its opposite algebra are isomor-
phic. Hence I (X, F ) has an anti-automorphism.
Conversely, suppose I (X, F ) has an anti-automorphism. So I (X, F ) and its oppo-
site algebra are isomorphic. By the lemma, we have that I (X, F )op  I (X˜, F ), and
so I (X, F ) and I (X˜, F ) are F-isomorphic. But by the theorem of Stanley [3], it
follows that X  X˜ and X is self-dual. 
Ziegler (see [4, p. 154, 175]) gives an example of a locally finite partially ordered
set, even a finite lattice, which is self-dual but does not have any anti-automor-
phism of order 2. The following result shows that the self-dual locally finite partially
ordered sets with involutions are precisely the ones which give rise to the incidence
algebras having an involution.
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Theorem 2. Suppose X is a locally finite partially ordered set and F a field. Then
I (X, F ) has an involution if and only if X has an involution.
Proof. Suppose X has an involution φ. Define
ρ : I (X, F ) −→ I (X, F )
by ρ(f )(u, v) = f (φ(v), φ(u)), for f ∈ I (X, F ) and u, v ∈ X. It is easy to see that
ρ is a bijective F-linear map. Let f, g ∈ I (X, F ) and uv∈X. Then ρ(fg)(u, v) =
fg(φ(v), φ(u)) =∑φ(v)wφ(u) f (φ(v), w)g(w, φ(u)). Since φ is an involution of
X, a restriction of φ can be regarded as an isomorphism of the intervals [u, v] and
[φ(v), φ(u)], where the later interval is in X˜ = φ(X). If w = φ(γ ), then φ(w) = γ
and so
ρ(fg)(u, v) =
∑
φ(v)φ(γ )φ(u)
f (φ(v), φ(γ ))g(φ(γ ), φ(u)).
On the other hand,
(ρ(g)ρ(f ))(u, v) =
∑
utv
ρ(g)(u, t)ρ(f )(t, v)
=
∑
φ(v)φ(t)φ(u)
g(φ(t), φ(u))f (φ(v), φ(t))
=
∑
φ(v)φ(t)φ(u)
f (φ(v), φ(t))g(φ(t), φ(u)).
Hence ρ is an anti-automorphism. Since
ρ2(f )(u, v) = ρ(ρ(f ))(u, v)
= ρ(f )(φ(v), φ(u))
= f (φ2(u), φ2(v))
= f (u, v),
ρ is an involution of I (X, F ).
Conversely, suppose ρ is an involution of I (X, F ). By Theorem 1, X is self-
dual. Further, we can view ρ as an isomorphism between I (X, F ) and I (X˜, F ).
Since the Jacobson radical, J (I (X, F )), of I (X,R) can be characterized as the inter-
section of all maximal right ideals of this ring and also as the intersection of all
maximal left ideals of the ring, it follows that ρ(J (I (X,R))) = J (I (X,R)). Further,
the image under ρ of an idempotent is again an idempotent and the image of pair-
wise orthogonal idempotents are elements of the same type. Since S = {ex | x ∈ X}
is a maximal set of pairwise orthogonal idempotents, it follows that the image of
S, ρ(S), is also a collection of pairwise orthogonal idempotents of I (X˜, F ). Then,
for each x ∈ X, there is a unique y = y(x) ∈ X˜ such that ρ(ex)(y, y) /= 0. It fol-
lows that (ρ(ex) − ey) ∈ J (I (X, F )) = J (I (X˜, F )). The map φ : X −→ X˜ given
by φ(x) = y(x) is then a bijection. If x1  x2 ∈ X, then
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x1  x2 ⇐⇒ ex1I (X, F )ex2 /= 0
⇐⇒ ρ(ex1)I (X˜, F )ρ(ex2) /= 0
⇐⇒ eφ(x1)I (X˜, F )eφ(x2) /= 0 [3]
⇐⇒ φ(x1)  φ(x2).
Hence φ is an isomorphism between X and X˜, and, thus, an anti-automorphism
of the self-dual partially ordered set X. But, by the definition of φ together with the
fact that ρ is an involution, it is easy to verify that φ is an involution. The result then
follows. 
Let Cn,Z+, Z denote, respectively, a chain of order n, the positive integers under
the usual ordering, and the integers under the usual ordering. When we apply Theo-
rem 2 to the incidence algebras of these partially ordered sets we obtain
Corollary 1. Let F be a field and n a positive integer. The incidence algebras
I (Cn, F ) and I (Z, F ) have involutions while I (Z+, F ) does not have an involution.
If A is an algebra over F with involution ρ, an element a ∈ A is called ρ symmetric
if ρ(a) = a and a is called ρ anti-symmetric if ρ(a) = −a. The set of symmet-
ric elements and the set of anti-symmetric elements are subgroups of A. Further,
if the characteristic of F is not 2, any x ∈ A is the sum of a symmetric element
(x + ρ(x))/2 and an anti-symmetric element (x − ρ(x))/2.
In some cases when a ring has an involution it is possible to determine all invo-
lutions of the ring. If A is an algebra with identity over the field F, recall that A is
central if the center of A is F · 1. Examples of central algebras over F include the
ring of n × n F-matrices and I (X, F ) when X is connected (see [2, p. 31]). If x ∈ A
is an invertible element of A, we will use x to denote the inner automorphism of A
given by x(a) = xax−1.
Lemma 2. Suppose A is an algebra over the field F with F-involution ρ.
(i) If x is an invertible element of A, then ρx is an involution of A if x is either
ρ symmetric or ρ anti-symmetric.
(ii) If A is central over F and all F-automorphisms of A are inner, then every
involution, γ, of A can be written in the form γ = ρx, for some symmetric
or anti-symmetric invertible element x of A.
Proof. (i) Let τ = ρx and u ∈ A. Then τ is an anti-automorphism and
τ 2(u) = τ(ρ(x−1)ρ(u)ρ(x)) = ρ(xρ(x−1)ρ(u)ρ(x)x−1)
= ρ(x−1)xux−1ρ(x).
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As ρ(x) is either symmetric or anti-symmetric, we have ρ(x−1)x = x−1ρ(x) = ±1.
Hence τ is an involution.
(ii) Any involution γ of A is the product of ρ and an automorphism of A. Since
every automorphism of A is inner, we have that γ = ρx , with x invertible. By a
calculation as in the previous part,
u = γ 2(u) = ρ(x−1)xux−1ρ(x)
for each u ∈ A. If λ = ρ(x−1)x then λ−1 = x−1ρ(x) and thus λ commutes with
all elements u ∈ A. Because A is central, λ ∈ F and ρ(x) = λ−1x. Applying the
involution ρ to this relation we obtain λ−1ρ(x) = x. Since λ is invertible, we have
λ = λ−1 and λ = ±1. It follows that x is either symmetric or anti-symmetric with
respect to ρ. 
Recall that Mn(F) is central simple and so by the Skolem–Noether Theorem
[1, p. 734] every F-automorphism is inner. We have observed that I (X, F ) is central
when X is connected. If, in addition, the partially ordered set X has no non-trivial
automorphism and X has an element which is related to each element of the partially
ordered set, then again every automorphism of I (X, F ) is inner ([3] or [2, p. 279]).
In particular, if X is a finite chain, as I (X, F ) is isomorphic to the ring of all upper
triangular F-matrices, it follows that every automorphism of the ring of n × n upper
triangular matrices is an inner automorphism.
Let = (γij ) be the n × n matrix defined by γij = 1 if i + j = n + 1 and γij = 0
otherwise. Then
 =


0 0 . . . 0 1
0 0 . . . 1 0
...
...
.
.
.
...
...
0 1 . . . 0 0
1 0 . . . 0 0


.
Note that  is an invertible symmetric matrix of order 2. If φ(B) = BT, for B ∈
Mn(F), denotes the transpose mapping, by Lemma 2(ii) it follows that  = φ
is the involution of Mn(F) given by (B) = C = (crs), for B = (bij ) ∈ Mn(F),
where cij = bn−j+1,n−i+1. Alternatively, (B) is the matrix obtained from B by
reflecting the entries of B across the “other diagonal” of the matrix, the one obtained
by going from the (1, n) position to the (n, 1) position. We observe that when B is an
upper triangular matrix, then (B) is again upper triangular. Similarly, if B is lower
triangular, then (B) is lower triangular. We conclude that the involution  maps
the subalgebras, Un(F ), of upper triangular matrices and, Ln(F ), of lower triangular
matrices, into themselves. The following theorem describes all the involutions of
Mn(F) which preserve the subalgebra Un(F ). First we record an easy lemma whose
proof we omit.
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Lemma 3. If A ∈ Mn(F) commutes with all elements of Un(F ) then A is a scalar
matrix.
Theorem 3. The following are equivalent:
(i)  is an involution of Mn(F) with (Un(F )) = Un(F ).
(ii) There exists an invertible upper triangular matrix D with (D) = ±D such
that (B) = D(B)D−1, for all B ∈ Mn(F).
Proof. It is straightforward to see that (ii) implies (i). Suppose (i) holds. As  is
an anti-automorphism, then, which is the product of two anti-automorphisms, is
an automorphism of Mn(F). Hence there exists an invertible matrix D1, with =
D1 on Mn(F). Similarly, since  and  can be regarded as anti-automorphisms
of Un(F ), there exists an invertible upper triangular matrix D2, with  = D2 on
Un(F ). We conclude that D1AD−11 = D2AD−12 , for all A ∈ Un(F ). This implies
that D−12 D1 commutes with all upper triangular matrices and, by Lemma 3, D
−1
2 D1
is then a scalar matrix. It follows that D1 = cD2, for some 0 /= c ∈ F , and D1 is
upper triangular. Since  = D1 , and  is an involution, from Lemma 2 we have
that (D1) = ±D1, which completes the proof. 
If  is an involution of Mn(F) which preserves the subalgebra Un(F ), then 
restricted to Un(F ) is an involution of the subalgebra of upper triangular matrices.
The following corollary shows that every involution of Un(F ) arises in this way.
Corollary 2. Suppose  is an involution of Un(F ). Then  can be extended to an
involution of Mn(F).
Proof. We know that  is an involution of Un(F ) and by Lemma 2(ii),  = D ,
with D an invertible upper triangular matrix having the property that (D) = ±D.
By Theorem 3, the extension of D to all of Mn(F) is the required involution of
the full matrix ring. 
We give one additional corollary.
Corollary 3. If  is an involution of Mn(F) mapping upper triangular matrices to
upper triangular matrices and lower triangular matrices to lower triangular matri-
ces, then there is an invertible diagonal matrix D with (D) = ±D and = D.
Proof. Sincemaps upper triangular matrices to upper triangular matrices, by The-
orem 3, = D with D invertible, upper triangular, and (D) = ±D. Asmaps
lower triangular matrices to lower triangular matrices, by a similar result to Theorem
3, = D1 , where D1 is an invertible, lower triangular matrix. It then follows that
162 E. Spiegel / Linear Algebra and its Applications 405 (2005) 155–162
DD−11 commutes with all matrices and is thus a scalar matrix. We conclude that D
is both an upper and a lower triangular matrix. The result now follows. 
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