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1.1 本研究の背景
従来ロボット は、 主に大規模な製造・ 組立ラインにおける自動化に利用するといった業種において利用さ
れ、 生産性向上を発展をターゲット として発展をとげてきた。 しかし 、 ロボット システムの発展に伴って自
動化可能な作業内容が多種に渡るよう になるにつれ、 より 広範な分野においてロボッ ト を導入することで
経済成長につなげよう という機運が高まってきている。 例えば、 ロボッ ト によるプラント やインフラの整
備・ 点検の高度化、 効率化を進めることや、 高所作業、 高電圧・ 高圧・ 高温環境での人手による作業の安全
性の確保のためのアバターロボッ ト システムの開発が必要と考えられる。 特に全国で橋梁等の老朽化が深
刻化しており 、 早期に修繕箇所を発見及び、 即時性が要求される災害現場での情報収取、 探索、 救助活動等
に利用可能なロボット の開発は社会的な課題となっている。 このようにこれまでは大手製造業の生産ライン
という限定的な範囲のみで実用化されていたロボッ ト が、 いよいよ身近なものとして利用されることが社
会的に期待されるよう になってきた。
とり わけ 2014年に「 ロボット 新戦略 [1]」 として政府主導でロボット 産業を成長戦略として採り上げ、「 ロ
ボッ ト 革命」 のキーワード のもと従来の製造業におけるロボット 利用に留まらず、 製造・ サービス・ インフ
ラ等の幅広い業種においてロボッ ト の利活用を行うための提言がとり まとめられている。
ロボッ ト 革命では成長戦略として目標を以下のよう に掲げている ([1]からの引用)。
1. 世界のロボッ ト イノ ベーショ ン拠点－ ロボッ ト 創出力の抜本的強化
日本のロボッ ト を徹底的に強化し、 社会変革に繋がるロボッ ト を次々と創出する拠点と
するべく 、 産学官の連携やユーザーとメーカーのマッチング等の機会を増やしイノ ベーショ
ンを誘発させていく 体制の構築や、 人材育成、 次世代技術開発、 国際展開を見据えた規格
化・ 標準化等を推進する。
2. 世界一のロボッ ト 利活用社会－ ショ ーケース（ ロボッ ト がある日常の実現
中堅・ 中小を含めたものづく り 、 サービス、 介護・ 医療、 インフラ・ 災害対応・ 建設、 農
業など幅広い分野で、 真に使えるロボッ ト を創り 活かすために、 ロボッ ト の開発、 導入を
戦略的に進めるとともに、 その前提となるロボッ ト を活かすための環境整備を実施する。
3. 世界をリ ード するロボッ ト 新時代への戦略
IoTの下でデジタルデータが高度に活用されるデータ駆動型社会においては、 あらゆる
モノ がネッ ト ワークを介して結びつき、 日常的にビッグデータが生み出される。 さらにそ
のデータ自体が付加価値の源泉となる。 こう した社会の到来によるロボッ ト 新時代を見据
えた戦略を構築する。 そのためには、 ロボット が相互に接続しデータを自律的に蓄積・ 活用
することを前提としたビジネスを推進するためのルールや国際標準の獲得を進めることが
必要である。 その際には、 ロボッ ト 新時代の可能性を生かしていく 上で基盤となるセキュ
リ ティ や安全に係るルール・ 標準化などが不可欠である。
以上のよう な提言について、 ロボッ ト の開発者目線で捉えた場合、
1. ロボッ ト ハード ウェア・ ソフト ウェアの標準規格化及び実用化を意識した手法・ 機構の研究開発を促
進すること (1,2,3)
2. 幅広い分野で実用に耐えるために、 より 安全性・ 信頼性・ 利便性の高いロボッ ト システムを実現する
こと (2)
3. 従来の枠組みだけでなく 、 Internet of Things(IoT)に代表される高度なネッ ト ワーク・ ビッグデータ
といった新たな社会基盤を前提としたロボッ ト 応用の提案すること (3)
が重要であると考えられる。
これまで等身大ヒューマノ イド のよう なロボッ ト による実環境における自律的な作業の実現を目指した
研究の多く では、 産業用ロボット の技術をベースとしたロボット をプラッ ト フォームに、 認識・ 計画系のシ
ステムを構築してきた。 多く は基幹となる制御用の汎用計算機が体内にあり 、 拡張型のインターフェース
カード を経由してアクチュエータやセンサと接続され,認識のよう な多大な計算処理能力を要するタスクに
ついてはロボット 体外に設置された計算機を使用するリ モート ブレイン方式 [2][3]が採られてきた。 このよ
う な構成はロボッ ト 開発を従来の計算機プログラム開発と同じ枠組みで行う ことができ、 また計算機資源
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の制約を受けにく いため手軽に高い性能を引き出すことができる反面、 安定したネット ワーク接続・ 電力供
給のためにロボット はケーブルによって主制御計算機や電源装置といった周辺設備に接続されていなければ
ならなかった。 つまり 、 ロボット が自由に行動可能な範囲は電源ケーブルが届き、 なおかつ主制御計算機と
の間のネット ワークが安定して提供される範囲に限定されるという ことであり 、 ロボット が自律的に行動し
タスクをこなす上で大きな制約となっている。
ところが近年は組込みシステムの性能の向上やネッ ト ワーク技術・ ネッ ト ワークサービスの品質向上に
伴い、
• 小規模な組込みシステムでもマルチコア・ マルチプロセスが利用可能となり 、 従来より も計算処理能
力・ 電力効率が向上した。
• 高精細な視覚センサによる周辺環境のリ アルタイムな認識が可能な視覚モジュールが登場するよう に
なった。
• 無線ネッ ト ワーク経由でクラウド 上の膨大な量の知識・ 記憶（ ビッグデータ） あるいはサービスへの
アクセスが可能となった。
といった変化が生じており 、 ロボット 体内の制御システムとクラウド コンピューティ ングによって従来の枠
組みの延長上で開発を行いつつも、 ロボッ ト の自律的な行動が行いやすく なってきている。
以上のよう に、 ロボッ ト が実用的な水準で自律的に行動が可能な技術が社会的に要求されるという変化
の中で、 実際にロボット が従来のシステムを拡張する形で従来の制約を取り払った自律性を確保するための
技術的な環境が整いつつある。
1.2 既存研究における課題と本研究の目的
これまで等身大ヒューマノ イド ロボット の実応用を目指す研究の中で、 実環境下での継続的な作業を目指
したロボット 開発を行ってきたが、 多岐に渡る要因によって作業の失敗や行動不能状態に陥るという致命的
な問題が発生し 、 継続的な作業の実現には課題が多い状況である。
特に、 実環境で動作する上で人や物との接触・ 衝突、 ロボット 自身の転倒といった怪我やダメージを与え
てしまう ことにつながり う る失敗は完全に回避されなければならない。 また、 転倒や衝突によるダメージが
遠因となって、 体内制御システムに致命的な障害が生じるといった例も数多く みられる。 表 1.1 にこれま
でに見られた主な致命的な障害の発生要因とその内容を示す。 致命的な障害はハード ウェア異常によって発
生するケースが多く 、 また発生要因は衝撃・ 振動による機械的なダメージの蓄積に起因すると考えられる例
が多数である。 例えば熱による障害の発生も、 遠因として衝撃・ 振動によるヒート シンクの取り 付け不良、
空冷ファンの破損等が考えられ、 衝撃・ 振動を抑制することで、 致命的障害につながる要因の除去ができる
と言える。
従って、 人の行動と同様、 事前に予期可能な事象に対して転倒や衝突といった失敗を回避するのは当然で
あるが、 現実には予期不可能な事象に対しても失敗を回避、 あるいは失敗の程度を極力小さく する行動が
とられなければならない。 そのためにも、 体内制御システムは現在の自機と周辺環境の状態をセンサから
の感覚入力として知覚し、 即座に動作として反映可能な頑健なアーキテクチャになっている必要があると考
えられる。 具体的には、 ヒューマノ イド ロボット の身体を構成する関節機構の制御にしなやかさを持たせる
ことで、 外乱入力を吸収・ 緩和することを目指す。
また、 失敗を完全に回避することは現実的には困難であると考えられ、 場合によっては転倒等によるタ
スク失敗が発生することはあらかじめ想定されている必要がある。 この場合に重要となるのは失敗から速
やかに復帰し 、 作業を継続することが要求される。 現在研究等で使用されるヒューマノ イド ロボッ ト では
一度転倒すると 、 最悪の場合上述した障害要因によってシステムダウン等致命的な障害が発生し 、 失敗か
らの復帰が困難になるという問題が挙げられる。 このよう な致命的障害の発生を抑制するための方策とし
て、 体内制御システムは制御則により 失敗回避・ 抑制を行うだけでなく 、 転倒衝撃等に対する機械的・ 電気
的な頑健性・ 堅牢性、 あるいはソフト ウェア的頑健性を有する必要があると考える。
本研究では、 これらの実作業継続を可能とするための要件を満たす体内制御システムの構成方法につい
て述べ、 行動実現について検証を行う 。
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表 1.1: Main fatal failure causes on a humanoid robot control system and their details.
Fatal failure cause details
1 Disability of Control raw and cal-
culator
Fall down / Collision
2 Mechanical shock / vibration Interface failure
Mechanical damage
Electrical short / Break of wire
3 Heat Processor hung-up
Break of ROM
4 Electrical short / Over voltage Break of circuit
Disorder of sensor output
5 Slidings / Repeated flexing Break of wire / Voltage drop
Wearing of sheathing
6 Electrical noise Worth of sensor output S/N ratio
Communication trouble
7 Voltage drop System down
Motion failure by loss of power
1.3 本論文の構成
本論文は全７ 章から構成される． 以下に各章の概要を述べる．
第１ 章「 序論」 では， 本研究の背景と目的， 及び本論文の構成について述べた．
第２ 章「 高速応答行動を可能とする体内分散通信制御系の設計要件と評価項目」 では， 高速応答行動を実
現する上での従来の体内システムの問題点について整理し、 実時間性・ 分散型構成をキーワード にロボット
全身のアーキテクチャ設計論について述べる。
第３ 章「 分散型センサを接続可能な実時間ベクト ル制御モータドライバの開発」 では， 高速応答行動を実
現する上で重要となる分散制御モジュールの設計及びアーキテクチャについて述べ、 ノ ード での実時間プロ
セスによるアクチュエータ制御について述べる。 また、 センサネット ワークを構成する上で必要となる分散
型センサの接続インターフェース構成についても述べる。
第４ 章「 マルチプロト コル対応多ノ ード間低遅延体内分散通信系の開発」 では， ヒューマノ イド ロボット
の体内通信系として、 同期型・ 非同期型通信を柱とするマルチプロト コルに対応可能な通信リ ンクの実装方
法、 並びにハード ウェアロジックによるプロト コル処理を実現するアーキテクチャ設計手法について論じ
る。 また、 実装した通信機構についてシミ ュレーショ ン・ 実験によってその性能を検証する。
第５ 章「 ヒューマノ イ ド ロボッ ト における高速応答動作を実現する実行系システムの開発」 では， 本研
究が目的とする外乱に対する高速な応答を実現するための体内制御システム構成について述べる。 反射的
フィード バックループを構成するための即応的反射行動アーキテクチャを導入し、 それを構成する中間層制
御システムの構成方法・ 実装について述べ、 さらに上位層制御システムを含めた全体システム構成について
論じる。 また、 オンラインでの動作修正としてオンライン歩行軌道生成を例に脚型ロボット のための上位層
制御システムの構成について述べていく 。
第６ 章「 ヒューマノ イ ドロボッ ト における衝撃外乱に対する高速応答行動実験」 では， 本研究で提案する
高速応答行動を実現する即応的反射行動アーキテクチャを有する体内制御システムについて、 実ロボット で
動作失敗につながり う る外乱入力に対してどのよう に振る舞うか実験・ 検証を行う 。
第７ 章「 結論」 では， 本論文において得られた知見， 主張点についてまとめ， 最後に今後の課題， 展望に
ついて述べていく ．

第2章
高速応答行動を可能とする体内分散通信制御系の
設計要件と評価項目
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2.1 はじめに
ヒューマノ イド ロボット が作業継続が困難となる要因の一つとして、 予期せぬ外乱入力によって計画され
た身体運動軌道から外れることで、 作業中タスクの致命的な失敗につながるケースがある。 本研究で言及
する事前の予期が困難な外乱入力とは、 例えば
• 不整地路面の移動によるつまずき、 及び転倒
• 人とロボッ ト の衝突
• ロボッ ト のアームが物体と接触
• ハンド ル操作中の急なキックバック
• 電動ド リ ル操作中の引っかかり による急な反動
• ド ア開平中に他の人もド ア開閉を行う
• 双腕でのマニピュレーショ ン中にかかる内力のバランシング
といった不意に起こり 得る行動失敗ケースについてである。 このよう なケースの発生時に即座に回避行動
をとり 、 復帰することで致命的な失敗を避けることが可能な制御システムの構成方法について論じるのが本
論文の目的となる。
ただし 、 これらの行動失敗ケースについて全てを完全に防ぐことは人間でも失敗することがある点から
考えて現実的ではない。 万が一転倒等の失敗状態に陥ったとしても、 速やかに障害から復帰して作業を継続
できれば大抵のタスクにおいては十分と考えられる。 失敗状態からの復帰における課題としては、 転倒や
衝突時に身体機構に物理的な破損が生じている場合や、 制御システムが衝撃や熱・ 振動によってダウンして
しまう ケースである。
本研究で目指す高速応答行動とは、 こう した即座の回避行動であったり 、 あるいは過大な負荷による破
損、 システムダウンを防ぐために、 外乱入力に対して即応的に制御へ反映させることでその影響を軽減す
ることを狙う手法である。 上述の課題を踏まえて、 本章ではヒューマノ イド ロボット が実環境下において継
続的に作業を行う ことを可能とするためには体内制御システムが如何なる機能を持つべきであるか、 その
構成方法について論じる。
2.3節にて、 本研究で構成する体内分散通信制御システムについて、 その設計指針・ 設計要件及び評価項
目を与えるために、 従来のヒューマノ イド ロボッ ト の運用において見られた障害の発生要因について整理
し 、 また既存の設計指針規格を参照し比較を行った。
2.4節では、 人体あるいは生体が不意の外乱に対して体のしなやかさ及び反射行動を利用して、 衝撃を吸
収することに着目し 、 ロボッ ト の制御システムにおいてもその行動を実現するための機構構成について述
べる。
さらに、 体内分散通信システムの構成において、 性能の決定因子として「 時刻同期性」「 実時間性」「 ハー
ド ウェア構成」、「 通信系構成」 を挙げ、 それぞれについて、 2.5節、 2.6節、 2.7節、 2.8節にて設計要件の
定義を行った。 通信系構成については、 ヒューマノ イド ロボット 制御システムにおいて必要となる通信モデ
ルのメッセージング形態として同期形態と接続形態に着目した二種類の型があることを示し 、 さらに通信
のハード ウェアロジック化による実時間高速処理によってそれらを低遅延で実現することが可能となること
について論じていく 。
2.2 ヒューマノ イ ド ロボッ ト における体内制御システムの枠組み
ロボッ ト 制御システムの基本構成要素
本節では、 ロボット の制御システムの基本的な構成要素について述べる。 図 2.1 に示すのは、 最も簡単な
ロボット の制御システムの構成で制御器とプラント から成っており 、 制御器はフィード バック入力 y を元に
出力 u を決定する。 実際には、 図 2.2 に示すよう に制御器はプラント に対して作用するアクチュエータと
プラント の状態を測定するセンサに各々接続されており 、 センサからの入力とアクチュエータへの出力を通
してロボッ ト の行動を起こし 、 ロボッ ト の周辺環境に対して作用を行う 。
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連続・ 離散変換とネッ ト ワーク遅延の導入
図 2.2 では制御器とプラント 中にあるアクチュエータ、 センサとは直接接続されており 、 入出力 u,y は
そのままの形でやり 取り されているが、 現実にはロボッ ト の制御器は計算機システムで構成され離散シス
テムとなっている。 そのため、 センサ情報は Analog to Digital Converter(ADC)、 アクチュエータ指令は
Digital to Analog Converter(DAC)によってアナログ・ デジタル変換が行われる (図 2.3 )。 これによって
入出力 u,yは ud,yd と離散データとして制御器側では扱われる。
また、 制御器・ アクチュエータ・ センサのそれぞれの間は情報伝達のためにネッ ト ワークを介して接続さ
れる。 ネッ ト ワークを介することで、 情報伝達には遅延 τ が生じるためセンサから制御器への入力値 yd は
yˆd、 制御器からアクチュエータへの指令出力値 uは uˆ と時間遅れが生じた値となって伝達される (図 2.4 )。
遅延にはネッ ト ワーク遅延の他、 アナログ・ デジタル変換等のデータ処理による遅延も含まれる。
2.2.1 分散型制御システム
以上の構成モデルではコント ローラは１ つとして扱われており 、 ロボット の各種アクチュエータ・ センサ
の情報を集約して管理を行う構成となっている。 次に、 コント ローラを複数に分割しそれらをネット ワーク
図 2.1: Simplest robot control model with con-
troller and plant.
図 2.2: Robot control model with actuator and sensor.
図 2.3: Robot control model with Analog Digi-
tal converter. 図 2.4: Robot control model with Network latency.
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によって相互接続された分散型制御システムの構成について考える。 図 2.5 に、 主となる制御器及び、 ア
クチュエータ・ センサと対になった副制御器を含むノ ード がネット ワークによって相互に接続されたロボッ
ト の分散型制御システムの構成を示す。
図 2.6 に、 実際に分散型制御システムがロボッ ト の体内システムとして構成されている例を示す。
図 2.5: Distributed robot control model.
図 2.6: Example of distributed robot control model.
以上のようにロボット 制御システムは、 制御器・ アクチュエータ・ センサの３ 要素によって構成され、 連
続・ 離散系の複合系であり 、 また入出力について遅延を考慮する必要があるモデルを対象としている。
次に制御器内部の制御システム構成について述べる。
2.2.2 実行系システムと認識・ 計画系システム
図 2.7 に示すよう にロボッ ト の制御システムでは、 大きく 分けて
• 認識・ 計画系
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• 実行系
の２ つの処理に分類できる [4]。 それぞれの処理について概要を述べる。
図 2.7: Architecture of processes for cognition and planning and for execution inside the robot controller.
実行系処理
実行系処理では、 認識・ 計画系が生成した動作軌道を目標軌道としてそれに追従するようにロボット の全
身のアクチュエータ制御を行う 。
例えば歩行動作の場合、 実行系は認識・ 計画系が生成した歩行軌道に追従するように、 実際の関節軌道を
生成してアクチュエータ制御を行う 。
実行系はロボッ ト の姿勢・ 運動状態・ 環境からの反力といったダイナミ クスを直接扱う ために、 センサ
フィード バック情報を即座にアクチュエータ指令値に反映して出力できるよう極めて応答性の高いシステム
として動作しなけれなならない（ 実時間システム） 。 そのため、 実行系は短い時間での周期タスクとして処
理されるよう制御器内でも低遅延な処理が可能となるようなハード ウェア・ Ｏ Ｓ 上で構成されるのが一般的
である。 このよう な実時間システムについては、 詳しく はこの後の 2.6節で述べる。
実行系処理において扱う主なセンサデータ種類と 、 そのデータ量の実際に使用されている例を図 2.8 に
示す。
認識・ 計画系処理
認識処理では、 力センサや姿勢センサ・ 視覚センサの情報を元にロボット 自身の状態あるいは周辺環境の
現在の状態を認識する。 計画処理では、 認識された現在の状態を元にロボット がタスク遂行を行うための行
動についてアクチュエータに対する動作軌道を生成し、 発行を行う 。 また、 現在状態だけでなく 、 記憶され
た過去の状態や知識に基づく 将来の状態予測・ 推定も行う ことで生成動作軌道の品質を高める。
例えば歩行動作の場合、 認識系において歩行軌道上の障害物の認識、 自己位置の推定等を行い、 その結果
に基づいて計画系が歩行軌道を生成する。
認識・ 計画系処理についても周辺状態を即座に認識して動作に反映させる実時間システムとして機能しな
ければならないが、 実行系処理と比較して演算負荷の高い処理となっており 、 多少の応答の遅れが即座にタ
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図 2.8: Data sizes related with execution system.
スク実行の失敗につながるわけではない場合には、 実時間性より も演算速度・ 演算精度に重点を置いたハー
ド ウェア・ Ｏ Ｓ 上で構成される。 当然、 応答の遅れが許されない認識処理・ 計画処理については、 実時間性
を重視したアーキテクチャ上に構成されることが望ましいため、 演算性能重視のアーキテクチャと実時間性
重視のアーキテクチャの２ 層構成で認識・ 計画系処理を実装することも考えられる。
認識・ 計画系処理において扱う主なセンサデータ種類と 、 そのデータ量の実際に使用されている例を図
2.9 に示す。
図 2.9: Data sizes related with cognition and planning system.
2.2.3 体内システムと体外システム
従来のヒューマノ イド ロボット では、 実行系処理と低レイヤの認識・ 計画系はロボット 体内の主となる汎
用計算機において目標関節角軌道列の生成・ 発行までを行い、 さらに低レイヤにあるアクチュエータ・ セン
サの制御を行うモータ制御システム層において、 上層から発行された関節角指令値に追従するよう フィード
バック制御を行う 。 また、 モータ制御システム層はセンサ情報を制御周期ごとに主制御計算機に送信する。
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図 2.10: Remote brain system by outside computer.
ヒューマノ イド のように関節自由度が多く 、 歩行によって移動ができる状態だと、 同じタスクを解く ため
の行動においても解が無数に存在し計算負荷は非常に大きく なる。 これを短時間で演算するには高い性能
を持つ計算機が必要となるが、 これらは小さいロボッ ト の体内に搭載できるほどの規模ではなかった。
そのため、 体外に設置された大規模計算機と体内の小規模計算機でシステムを分割するリ モート ブレイ
ン方式 [2][3]が採られてきた (図 2.10 )。
近年は、 体内に収められる規模の計算機でも身体制御を行うのに十分な演算能力が得られるよう になっ
てきたが、 認識・ 計画処理を行うにはまだ不十分な性能であるため、 簡単な動作については体内システムで
自律的に行いつつ、 全体の動作計画については引き続きリ モート ブレインで行われている (図 2.11 )。
2.3 ヒューマノ イ ド ロボッ ト における体内制御システム設計要件
本節では、 制御システムの設計において指標となる設計要件をまとめ、 以降の章において提案するシステ
ムの評価指標として利用する。 本研究の目的となる、 実環境下において継続的な動作を可能にする制御シ
ステムプラット フォームを実現するためには、 システム設計要件に実環境を想定した項目を挙げる必要があ
り 、 研究の枠を越えて製品開発レベルにおいても要求されるものと考える。
2.3.1 安全規格と RAMSにおける設計要件分類
鉄道システム分野におけるシステムの開発・ 評価の方針を定めた規格として RAMS規格 (IEC622781[5])
が活用されている。 RAMS規格は、 信頼性 (Reliability)、 可用性 (Availability)、 保守性 (Maintainability)、
安全性 (Safety)の頭文字を冠した規格であり 、 安全性についての規定のみならず、 実運用面におけるシス
テム開発・ 評価の指針を示している点で他の安全規格と一線を画す規格となっている。 信頼性はシステムの
故障率、 障害発生頻度等で評価される指標であり 、 可用性（ アベイラビリ ティ ） は、 システムの稼働時間で
評価される指標となる。 鉄道システムにおいては、 システムの障害や保守によってダウンする時間が長く な
るほど運航に支障をきたす範囲が広く なるため重要視されている項目となっている。 保守性は、 システムダ
ウンに要する時間やコスト によって評価される指標である。 RAMS規格における安全性に関しては、 リ ス
1https://webstore.iec.ch/publication/6747
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図 2.11: Body control system by using inside computer, and outside computer.
クの検証方法や設計から運用に至るまでの実行内容・ 検証方法について規定されており 、 体系的に安全性が
保障される内容となっている。
上記は全て鉄道システムを念頭に置いた規格であり 、 細部においてヒューマノ イド ロボッ ト の設計要件
に落とし込むには不適当な項目（ 保守によるダウン時間等） が存在しており 、 また、 ヒューマノ イド ロボッ
ト 固有の課題について設計要件に加えることが望ましいと考えられる。 安全性に関しては、 ロボット 分野に
おいても特に産業用カテゴリ において国際規格 ISO10218やさらに協業ロボッ ト では ISO/TS150662[6]に
て規定が為されている。 従来は機械的リ ミ ット やアクチュエータの出力の上限によって安全性を担保する方
法が主であったが、 力制御や周辺状況認識・ 緊急停止による安全策が施されている場合に、 人間が近く に存
在する場合でも作業を認められるようになっている。 ただし、 具体的な方策や評価指標について事細かに規
定されているわけではないため、 開発者側で設計要件に落とし込む必要がある。 また、 あく までも産業用ロ
ボット を念頭に置いているため、 自立移動が可能で体内システムで完結させる必要性のあるヒューマノ イド
ロボッ ト においては、 他にも検討される項目が存在すると考えられる。
2.3.2 設計要件カテゴリ分類
前節で述べた鉄道システムにおける RAMS規格、 並びにこれまで培われてきたヒューマノ イド ロボッ ト
の運用実績を参考に、 ヒューマノ イド ロボット のための本研究における独自の設計要件を用途によって大ま
かに以下の５ つのカテゴリ 分けを行う こととした。
• 性能
構成されたシステムによって達成されるロボッ ト の動作が要求される品質を保有することを示す。
• 信頼性
システムが不具合なく 稼働されることを示す。
• 設計/運用
システムの開発時や運用において問題が生じないことを示す。
2https://www.iso.org/standard/62996.html
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カテゴリ 評価項目 要件 番号
性能 制御性能 (performance) 演算能力、実時間性、応答性が優れている ①
連続稼働時間 (uptime) 低消費電力、高放熱能力で長時間稼働できる ②
安全性 (safety) 異常時に即座に停止または正常状態に復帰する ③
信頼性 頑健性 (robustness) 耐熱、耐振動、耐衝撃、耐障害、耐ノイズ ④
耐久性/堅牢性 (durability) 挿抜回数、繰り返し曲げ回数、強度、故障頻度 ⑤
設計/運用 パッケージサイズ (size) 小サイズ、軽量、レイアウト自由度 ⑥
入手性 (availability) コスト・納期・ロット数・販売期間 ⑦
保守性 (maintainability) 不具合を適切に修正することができる ⑧
容易性 (facility) 少工数でシステムを構築できる ⑨
展開 継続性 (continuity) 更新時に機能を完全に引継ぎできる ⑩
拡張性 (extensibility) システム規模の拡大への対応 ⑪
柔軟性 (flexibility) システム構成の変更自由度 ⑫
互換性 (compatibility) 更新・未更新部が混在しても機能を保てる ⑬
テスト 可観測性 (observability) 動作状態を観測・記録できる ⑭
検証可能性 (testability) 仕様通りに機能しているか確認できる ⑮
図 2.12: Design requirements for robot control system.
• 展開
システムを他のロボッ ト へと適用範囲を拡大する際に問題が生じないことを示す。
• テスト
システムに実装した機能について、 正しく 動作していることを検証することが可能であることを示す。
2.3.3 評価項目
設計要件として設定した各カテゴリ ごとに評価項目について説明を述べていく 。 一覧として図 2.12 に表
形式でまとめている。
性能カテゴリ については「 制御性能」「 連続稼働時間」「 安全性」 を項目に挙げている。「 制御性能」 は演
算能力、 実時間性、 応答性といった、 要求される制御機能を実現するために不可欠な項目であり 、 構成さ
れるＣ Ｐ Ｕの処理能力によっておおまかに決定される。 分散型制御系においては複数あるノ ード 群が全体
としてどのよう な制御演算を達成することが可能であるかによって評価されると言える。「 連続稼働時間」
は、 ロボット がどれだけの時間単独で要求される作業を実行可能であるかを示し、 バッテリ ーサイズやＣ Ｐ
Ｕ群の消費電力によって決定される。 また、 熱によるシステムダウンしないために放熱能力が消費電力を上
回っている、 耐熱性能が高いことを要求する項目である。「 安全性」 については、 システムに異常が発生し
たことを検知することが可能である能力、 異常が検知された場合に即座に復帰することが可能な能力ある
いは故障を防ぐよう に停止することが可能な能力を有していることを示す項目である。
信頼性カテゴリ については「 頑健性」「 耐久性/堅牢性」 を挙げている。「 頑健性」 は衝撃や振動、 熱、 電
磁ノ イズに対して、 物理的にシステムが耐えられることを示す項目である。 また、「 耐久性/堅牢性」 の項
目についてはコネクタの挿抜回数やケーブルの繰り返し曲げ、 緩みといった経年劣化によって不具合が生じ
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る部位について、 どの程度の耐用年数を期待できるかを示す項目である。 耐用年数が極端に低い場合には、
部品点数の多いロボッ ト においては、 慢性的に不具合が生じる原因となる。
設計/運用カテゴリ については「 パッケージサイズ」「 入手性」「 保守性」「 容易性」 を挙げている。「 パッ
ケージサイズ」 はシステムを構成する上で必要となる部品の空間占有体積や重量を示す。 当然、 パッケージ
サイズは小さく 、 軽量である方がロボット の設計自由度が増大するため有利となる。 また、 同じ空間占有体
積であったとしても、 レイアウト 自由度がある場合にはト ータルのパッケージサイズや設計の容易性が向上
するため有利となる。「 入手性」 は、 システムを構成する部品が低コスト であるか、 納期やロッ ト 数におい
て問題がないかを示す項目である。 特殊なインターフェース部品等を用いる場合、 それらを採用できる計算
機の構成は限られてしまうため、 必然的にコスト や納期が増大してしまう 。 そのため、 汎用的で選択肢の多
いシステム構成となるよう設計されていることが望ましい。「 保守性」 は、 システムに不具合が発見された
場合に、 それが容易に解消することが可能であることを示す項目である。 不具合の原因が特定が困難であ
るシステムや不具合の解消に工数が必要となる場合には保守性が損なわれていると評価される。「 容易性」
は少工数でシステムを構成可能であることを示す項目である。 分散型制御システムでは接続されるノ ード
数が多く なるため、 それぞれについて設定が必要となるが、 それらについて一括で設定可能であったり 、 自
動で判定される場合には容易性が高いと評価される。
展開カテゴリ については「 継続性」「 拡張性」「 柔軟性」「 互換性」 を挙げている。「 継続性」 は、 システ
ムの更新によってそれまで使用していた機能が損なわれないことを保証することを示す項目である。 イン
ターフェースやデバイスド ライバについて、 システムを載せるデバイスを変更しても同様に利用が可能な
ことが望ましい。 これらが対応されていない場合には、 利用したいセンサデバイスであったり 、 機能が制限
されてしまう ため評価が低く なる 1。「 拡張性」 は関節数やリ ンク数の多いロボッ ト にシステムを移植する
際に、 既存の制御用ノ ード の追加と一部の設定変更のみで規模の拡大を達成できることを示す項目である。
制御対象となるアクチュエータやセンサ数の増大に対して、 システム側で受け入れらるるデバイス数を超
えてしまう場合には拡張性が低く 、 システムの展開が困難となってしまうため、 評価が低く なる。 また、 各
種インターフェースのセンサデバイスに対してシステムに容易に接続できる場合にも拡張性は高いと評価
可能である。「 柔軟性」 はシステム構成の変更を容易にできることを示す項目である。 上記の拡張性にて述
べたノ ード 数の変更といった規模の変更に加え、 ノ ード の接続順番やノ ード を構成するデバイスの変更に
対して、 システム側での設定の変更が最小限に留まる場合に柔軟性が高いと評価される。「 互換性」 はノ ー
ド を構成するデバイスの更新に対して、 システムの未更新部が混在しても引き続き利用が可能なことを示
す項目である。 互換性が無い場合には、 制御ノ ード デバイスの新機種への更新に際して、 関係するノ ード の
制御ソフト ウェアやインターフェース種類も合わせて更新されなければならず、 システムの展開性を損なっ
ていると評価される 1。
テスト カテゴリ については「 可観測性」「 検証可能性」 を挙げている。「 可観測性」 は分散型制御システ
ム内で実行されている処理についてト レースが可能であることを示す項目である。 特に不具合が生じた際
には、 原因を特定する必要があるが処理のログであったり 、 リ アルタイムでの処理結果のモニタリ ングが行
えないとデバッグは困難を極めることになる。「 検証可能性」 は実装されたある処理について、 ロジックが
正しく 動作しているかテスト パターンと比較することが可能であることを示す項目である。 可観測性で述
べたト レースの可不可であったり 、 テスト 用のシミ ュレーショ ン環境が提供されていることで検証可能であ
ると評価される。
以上に挙げた項目について要件を満足するよう設計を進めていく 。 ある考案手法について、 上記要件につ
いて検証を行い、 ある評価項目において容認できない欠点が考えられる場合には、 その手法の採用は不可
とし 、 逆に既存手法と比較して総合的に優れていると考えられる場合には、 その手法を採用することで設
計を進めた。 現実には全てにおいて要件を満足する解法は中々存在しない。 そこで本研究では上記項目につ
いて特に優先度の高い項目を設定し 、 それらを優先的に満足する方法を採るよう設計を進めた。 優先度の
高い項目として以下を設定した。
1. 制御性能
演算性能、 実時間性、 応答性、 安全性
2. 信頼性
1実例として、 上位層制御システムの Linux OS を更新したところ、 同じ計算機であるにも関わらず制御演算プログラムが以前の
倍以上の時間がかかるよう になってしまった。 これは、 更新によって CPU のパワーセーブモード への自動切換えモジュールがイン
スト ールされてしまったためであった。 この場合は、 このモジュールが原因と特定できたため無効にするのみであるが、 現実には多
岐にわたる要因を確認する必要が生じ 、 非常に工数を要してしまう 。
26 — 第 2章 ： 高速応答行動を可能とする体内分散通信制御系の設計要件と評価項目 —
耐熱、 耐振動、 耐衝撃、 耐障害、 耐ノ イズ、 故障頻度
3. 設計/運用
小サイズ、 軽量
以上は致命的な障害に繋がる要因、 タスク実行能力の確保において重要要因となっているため、 優先度を高
く 設定することは妥当であると思われる。
2.4 人体における高速応答行動の実現機構
2.4.1 人体の生体筋の特性とその利用
現在のヒューマノ イド ロボッ ト 研究では、 人間と同等の運動能力が一つの達成目標になっている。 現状
のヒューマノ イド ロボッ ト は、 単純な関節速度と関節ト ルクを見たときの出力においては、 人間と同等か
それ以上を発揮することが可能である。 浦田らは人間の筋特性モデルである Dennis らの式に基づいて、
等身大ヒューマノ イド ロボッ ト においては静的な最大出力関節ト ルクが 200Nm以上、 最大関節角速度が
800-1000[deg/sec]以上必要であることに着眼し 、 同等の出力特性発揮可能なヒューマノ イド ロボッ ト 用の
大出力モータ駆動系を実現している [7, 8]。
しかし 、 人間はそれと同時に衝撃入力時にも力を緩和できるしなやかさを備えている。 これは、 アクチュ
エータである筋肉が機械的には出力発生器であると同時に粘弾性要素としての性質も兼ね備えているから
であり 、 これにより 衝撃入力を機械的に緩和することが可能となっている。 また、 反射神経系によるフィ ー
ド バックによって筋の緊張状態を短い時間で衝撃入力に対して応答させて抑制指令を伝達することで、 筋を
弛緩させていることも衝撃入力緩和に貢献している。
対してロボッ ト の場合、 たわみによる制御追従性能の悪化を防ぐために関節は高精度に動作するよう高
剛性な構造となっており 、 衝撃入力を緩和できるほどの粘弾性を備えていない。 上述の大出力モータ駆動系
では減速比 240:1以上の比較的高い減速機を使用しているため、 バックド ライバビリ ティは低い構成となっ
ている。 関節角度規範の制御則を用いる限り においては減速比の高さは問題とならないが、 衝撃吸収のた
めのしなやかさを求める場合にはこの関節の固さは問題となる。 センサフィ ード バックによる力制御によっ
て衝撃入力緩和動作を行う ことも考えられるが、 衝撃入力のよう なインパルス的入力に対しては制御周期
が間に合わない。 そのため、 十分な撃力の緩和を行うことができず、 関節の減速機や骨格にダメージを与え
てしまう 。 これが、 ロボッ ト の行動において安全性・ 信頼性を低下させている要因の一つとなっている。
本研究の目的の一つは、 従来しなやかさを備えていなかった大出力モータ駆動系において、 その出力性能
を維持しながら同時にしなやかな動作を実現することとなる。 表 2.1 に、 関節の出力特性について人間と
既存研究における性能、 本研究で目標とする性能を示す。
表 2.1: Comparison of joint torque performance between human and robots.
human[7, 8] prior research[7] our target
Max. Torque [Nm] Over 200 Over 200 Over 200
Max. Speed [deg/sec] Over 800 Over 800 Over 800
Flexibility Inherent viscoelasticity Limited Inherent backdrivability
(Utilized by force feed-
back)
(Utilized by torque con-
trol)
現状の大出力モータ駆動系の性能を維持しつつ、 人間のよう なしなやかな身体能力を持たせるためのア
イデアとして、
1. ロボッ ト の関節や骨格に、 人間のよう な粘弾性特性を機械的に挿入する
2. 制御周期の大幅な向上によって衝撃入力に対して高速にフィ ード バック応答可能なアーキテクチャを
採用する
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3. 関節制御則のト ルク制御化によって、 物理的な作用による高速応答を行う
ことが考えられる。 (1)(2)(3) とも多く の研究例があり 、 これらの手法の混合によって、 より 人間のよう な
身体能力をロボッ ト に持たせられると考えられる。 表 2.2 に各手法の比較をまとめた。
(1)の場合、 粘弾性要素の挿入によって関節の位置追従精度は従来より 悪化してしまう 。 そのため、 粘弾
性を考慮した制御系の設計によってロボット の動作に影響が出ないようにする必要がある。 また、 機械的に
追加の機構が入るために、 ロボッ ト の重量増加・ 外形の誇大化・ 機械的信頼性の悪化・ コスト の上昇といっ
た課題についてもロボッ ト の設計時に考慮された上で採用される必要がある。
(2)の場合、 制御周期・ アーキテクチャの応答性能および演算性能が重要となる。 実際には、 制御周期に
は限界があるために、 (1) のよう に機械的に粘弾性要素を挿入することは不可欠と考えられる。 また、 力
フィード バックでは力センサの精度が、 外乱衝撃入力に対する応答性を決定づけるが、 一般には力センサの
出力には無視できないノ イズが重畳しており 、 フィ ルタ処理は不可欠となっている。 フィ ルタ処理による応
答性の低下は不可避であり 、 そのために対応できる衝撃入力に上限ができることになってしまう 。 高精度な
力センサを導入することで応答性の向上を試みることも可能であるが、 その場合にはセンサ自体の機械的
サイズ・ 重量の増大を伴うことが一般的である。 また一般に高精度な力センサは、 その精密さ故に衝撃や過
負荷に対して非常に弱いという特性があり 、 結果的に機械的信頼性の低下に繋がってしまう という問題が生
じる。 しかし、 制御側での衝撃緩和能力を高めることによって機械的粘弾性要素への要求仕様が弱まるため
に、 上に挙げた (1)の課題を効果的に解決できる可能性がある。
(3)の場合、 アクチュエータのバックド ライバビリ ティ が確保されている場合には有効であると考えられ
る。 また、 バックド ライバビリ ティが低い場合においても、 アクチュエータモデルによる補償ト ルクの重畳
によってバックド ライバビリ ティ を改善することは可能である。 ただし 、 外力によって本来計画されていた
関節軌道から大きく 外れてしまう ことをト ルク制御は許容してしまう ため、 別途軌道の修正則を適用する
必要が生じる。 制御則としてアクチュエータのバックド ライバビリ ティ を補償することで、 より 効果的に外
乱に対して応答が可能になると考えられる。 また、 ト ルク制御は出力が線形な電気モータを使用する場合
には、 センサフィード バックに依存しないフィード フォワード 制御のみである程度の目標値追従性が実現可
能であるため、 上記２ つの方法と比較して新たな機構の追加による重量増・ 外形誇大化・ 機械的信頼性低下
といった問題を回避することが可能である点において有利であると考える。 特に関節のト ルクセンサレス
で運用が可能となると 、 大幅に重量・ サイズ・ 配線数を低減することが可能となり 、 信頼性の向上に大きく
寄与すると考えられる。
表 2.2: Comparison of methods to achive flexible joint.
Method Mechanical Force Feedback Feed-Forward Torque
Control
Mechanical stiffness yes no yes
Weight no no yes
Size no no yes
Reliability no no yes
Controllability no yes no
Responsiveness yes no yes
Necessary Equipment Spring Force/Torque sensor Backdrivable reducer
Damper
また、 上記のどの手法においても制御系設計時には筋の粘弾性特性の制御による模倣、 反射神経系のフィー
ド バック回路の模倣を行う ことで、 バイオメカニクス的知見を元にした撃力緩和をロボッ ト のアーキテク
チャ設計に反映させることは合理的であると考えられる。 以下では生体筋の機械的特性と反射神経系のメ
カニズムについて述べ、 ロボッ ト のアーキテクチャ設計のヒント としていく 。
生体筋の特性
• 筋長-張力関係
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生体筋運動特性は筋長に依存して大きく 異なり ， その様子を図 2.13 に示す (from [9, p.86])． なお， 図
中の生体長とは関節可動範囲の中央値における筋長を表す． 図 2.13 の Aは静止状態における筋の筋
長-張力関係を示しており ， 生体長より も伸長される場合にはしだいに張力が増加する傾向を示すハー
ドスプリ ングと同様の特性となっている． また， Bは収縮時の各筋長における筋張力を示しており ，
張力は生体長において極大値をとり ， 筋長変化に伴って張力は減少していく ． この場合には伸長時に
は Aで示された筋の有するハード スプリ ング特性によってある程度伸長した後， 再び張力は増加傾向
を示す．
• 筋速度-力関係
生体筋の運動特性は等張力収縮・ 等速度収縮時における筋に働く 負荷張力の大きさによって筋長変化
速度にも影響を与える (図 2.14 )． 等張力収縮時の筋の収縮速度は負荷の増大に伴って双曲線的に減
少するが， これは低速度領域において負荷の増大に応じて筋の粘性特性が増大すると読み替えること
もできる ． 以上の関係は Hillの特性式によって以下のよう に定性的に表されることが知られている
[10]．
(P + a)(v + b) = b(P0 + a) (2.1)
この式は等張力収縮における負荷 P と最大筋張力 P0 の釣り合いを表しているが， 筋の収縮速度 v に
よって発生する粘性摩擦との釣り合いを示すものでもある． 高負荷状態で低速領域では相対的に粘性
係数が増大することがこの式からもわかる．
図 2.13: Relation of Muscle Length and
Tension.(from [9, p.86-Fig6.5])
図 2.14: Relation of Muscle Speed and Tension.(from
[9, p.90-Fig6.9])
これらの筋の筋長-張力特性及び筋速度-張力特性は筋繊維の構造に由来している． 筋繊維はミ オシンとア
クチンによる張力発生器であり ， 同時に粘弾性要素でもあるため， 一般にバネとダンパによる機械要素でモ
デル化することが可能である [9][11]． モデル中のバネの弾性係数に非線形性を持たせることによって生体筋
のハード スプリ ング特性を出すことも可能である．
2.4.2 反射弓と相反性神経支配による高応答性神経系
末梢神経系
生体筋の駆動は図 2.15 に示されるフィ ード バック型神経接続によって実現されている． 各々の働きにつ
いて簡単に述べていく ．
• α運動ニューロン
上位中枢からの刺激あるいは筋紡錘からの刺激に応じて α運動繊維へとインパルスを送る．
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• γ 運動ニューロン
筋紡錘の感度調節機能を実現するニューロンである。
• Ia 求心性繊維
筋長変化に比例して活性かすることから 、 速度センサ入力としての機能を持つ。
• Ib 求心性繊維
筋張力に応じて活性化することから 、 筋の張力センサとしての働きを持つ。
• 介在ニューロン
神経繊維からの出力と運動ニューロンへの入力の間に介在して， 神経パルス信号を中継するニューロ
ンである． この介在ニューロンによる神経系の複雑なネッ ト ワーク構成によって， ある行動を実現す
るための反射回路やその回路のパラメータ調節機能が構成されている [11]．
図 2.15: Structure of muscle and spinal cord.
反射弓と相反性神経支配の最短ループバッ ク構成
反射弓は末梢神経を含む神経系の中で最下層に位置する神経系統であり 、「 筋紡錘， Ia求心性繊維， 脊髄，
α運動繊維， 筋肉」 の最短経路で構成される [9][12]。 生体において拮抗筋の動作が互いに干渉し合わないよ
う に協調させることが重要であるが、 反射弓によって構成される相反性神経支配 [13] という筋指令抑制機
構がこれを実現している。 さらにこの反射弓は上位神経系からの抑制化・ 活性化によるパラメータ調整を受
けることによって、 現在の動作目的に適した筋の運動特性を高い精度で実現することが可能となっている。
以上のような反射弓という神経系の最短経路のループバック回路の構成によって、 電子回路による情報伝
達速度に比べてはるかに低速な神経伝達機能でも高精度な身体運動を実現するためのフィ ード バック制御
が構成されている。
本研究でも人間の反射弓のよう な短経路フィ ード バック制御をロボッ ト の制御システムに組み込むこと
によって、 特に実時間制約が要求される応答について応答性の向上を目指す。
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2.5 分散型制御システムのためのノ ード間時刻同期
2.5.1 ノ ード間時刻同期
分散制御系では各ノ ード がそれぞれ非同期に動作を行い、 データ取得やモータ制御の実行を行う 。 しかし
ロボッ ト において全身の各関節が協調して精密な動作を行う場合、 データ取得タイミ ングを全ノ ード で同
期させることで、 制御器の性能を向上させることが可能となる。 例えば、 ２ 足歩行型のロボッ ト において
足先の６ 軸力センサの情報を解析する場合に、 右足と左足のセンサ入力が同期していないと 、 位相遅れの
大きさに応じた ZMP値の誤差がたとえセンサ値自体が高精度で計測できていた場合でも発生してしまう こ
とになる。 従って、 分散制御系においてセンサデータの計測を高精度で同期させ、 時刻（ タイムスタンプ）
付きで収集されることが重要となる。
一般に組込みシステムでは基準となる一定周波数のクロックを水晶発振子やオシレータ等から入力して、
カウント アップすることで時間計測を行う 。 あるいは、 リ アルタイムクロック機能を持ったチップ等により
日時付きで時刻を取得する。 しかし高精度な時刻を取得しよう とした場合、
• 同一周波数の発振子でも実クロックには個体差がある。
• 温度条件による周波数のド リ フト が生じる。
• 分散システムではノ ード 間でクロックの周波数・ 位相が異なる。
• ほとんどのリ アルタイムクロックは精度が秒単位である。
といった問題があるため、 基準となる時刻あるいはクロックへ同期するための仕組みが必要となる。 一般的
に使用される時刻同期手法を次に挙げる。
2.5.2 Network Time Protocol
ネッ ト ワーク越しの時刻同期手法として一般的に使用されているのは Network Time Protocol(NTP)が
ある [14]。 NTPはマスターとスレーブの２ ノ ード 間でパケッ ト を授受し合い、 パケッ ト に付与したタイム
スタンプの差分からネッ ト ワークを介することによる遅延誤差を考慮したマスター時刻にスレーブ時刻を
同期させる手法である。
実装が簡単で、 ハード コーディ ングレベルで実現可能であるが、 ネット ワーク遅延は送受信の間一定であ
るという仮定での手法であるため、 ネット ワーク遅延が状況に刻々と変化する通信系の場合には同期精度は
悪化する。
2.5.3 IEEE1588
また、 NTP より 高精度に分散ノ ード 間で同期を行う ための手法 (Precision Time Protocol(PTP)) が
IEEE1588にて提唱されており 、 分散ノード間で高精度で同期された制御を行う研究が行われている [15][16]。
IEEE1588の時刻同期精度はマイクロ秒から最大ナノ 秒オーダを実現しており 、 クロック単位での同期が可
能となっている。 Best Master Clock(BMC)アルゴリ ズムによって実装されており 、 基本的には NTP と同
様にマスターノ ード との間のタイムスタンプ差分を元のクロック誤差を刻々と修正していく 。
本研究では限られた FPGA資源で実装を行う ことや、 NTPで十分な同期精度を実現可能であると考え、
IEEE1588については未実装としている。
2.5.4 EtherCATでの時刻同期
通信規格自体で時刻同期の機構を提供している例としてここでは EtherCAT を挙げる [17]。 EtherCAT
では IEEE1588ベースの分散クロック (Distributed Clock)方式を採用しており 、 時刻基準となるクロック
マスターノ ード がネット ワーク内に接続され、 他のスレーブノ ード はクロックマスターノ ード から分配され
てく る基準時刻を参照することでローカルクロックをクロッ クマスターに同期させる。 クロッ ク参照時に
は、 上り 下り のフレームのクロックの差から通信遅延による誤差を計測し 、 誤差補償を行う ことによって
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1µsec以下の精度が実現されている。 10 ノ ード 程度の規模であれば、 ノ ード 間の誤差を 10nsecに抑えられ
るという報告もある [18][19]。 これらは実用的には 1msec周期での通信に利用される。
なお EtherCATではあく までも、 通信は EtherCAT Masterが管理を行うため、 クロック分配についても
EtherCAT Masterが制御を行い、 クロックマスターノ ード は被制御器として振る舞う 。 EtherCAT Master
はクロック同期用のコマンド を送信することで時刻同期を制御する。
2.5.5 グローバル時刻同期
あるロボッ ト の体内システムだけで完結している場合には、 各体内ノ ード の時刻が同期さえされていれ
ば制御のための基準時刻としては十分である。 しかし 、 センサ取得時刻を後で参照したい場合や体外のシ
ステムで利用される場合には、 センサデータに付加するタイムスタンプがグローバルな世界標準時と同期
していることが望ましい。 従って、 体内システムで時刻同期の基準となるマスターノ ード の時刻はさらにグ
ローバルな基準時刻に同期させておく 仕組みが必要となる。
グローバル時刻への同期を行う場合、 インターネット 経由で NTPサーバを利用するのが一般的で簡単な
方法である。 その他に、 GPS信号を利用するという手法があり 、 信号を受信可能な環境であればインター
ネット に接続されていなく てもグローバル時刻に同期できるため、 ロボット の自立性を高めることが可能と
なる。
2.6 高速応答行動のための実時間システム
ここまで述べてきたよう にロボッ ト の制御器における情報処理系では、 センサ入力から得られる状態を
動作へと即座に反映することが要求される。 工学的に「 実時間」 という言葉は「 ある処理を定められた締め
切り時間までに終えること」 と定義される。 例えば実時間プロセスであれば、 そのプロセスは一連の処理を
あらかじめ設定された時刻までに終えなければならない (図 2.16 )。 物理的な時間に制約されているという
点で実時間プロセスは通常のプロセスと異なる。 特に産業用のプロセッサや通信リ ンクで実時間性 (リ アル
タイム性) を実現した、 と表現されている場合、 応答時間が決定的 (Deterministic) という意味での実時間
性が保証されるよう なアーキテクチャとなっている。
図 2.16: Real-time process execution. Upper case is a real-time process because the process ends befoce
worst case execution time. Lower case is not a real-time process because the process overruns the worst
case execution time.
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締め切り時間は「 最悪実行時間」 として表現される。 単純にはプロセスが処理を終えるまでの時間は、 処
理速度と処理量だけで決定される時間によって確定されるため、 最悪実行時間がその時間を上回っていれば
その処理は実時間であると言う ことができる。 しかし現実的には処理速度・ 処理量が一意に決定されるとは
限らないため、 あらかじめ処理時間を事前に確定させた上で最悪実行時間を設定することは不可能である。
実時間処理を実現する上で障害となる要素は以下が考えられる。
1. 条件分岐による処理量の変化
条件分岐によってその後の処理量に差が出る場合に、 必要となる処理時間は異なってく る。 従って、 条
件分岐がある場合には最悪実行時間は、 処理時間が最大となる分岐に合わせて設定される必要がある。
2. 処理量に対する演算性能の不足
画像処理等の負荷の高い処理では、 単純に処理量が多い。 そのため、 たとえハード ウェアの最大性能
で演算を行えたとしても長い処理時間を要してしまう よう な処理では、 目標とする最悪実行時間を満
たせないケースも出てく る。 その場合には、 ハード ウェア側での演算性能の向上、 処理アルゴリ ズム
の改良による処理量の削減が必要となる。
3. ネッ ト ワークの遅延
分散型システムで他ノ ード とのデータのやり取り を行うプロセスの場合、 ネッ ト ワーク経由でのデー
タリ ード のタイミ ングはネッ ト ワーク構成によっては不確定であり 、 遅延を生じる。
4. リ クエスト 応答待ち
上記のネッ ト ワークの遅延と同様、 プロセッサから利用可能なハード ウェア資源について、 アクセス
要求を開始して即座に応答を得られるのが理想的である。 しかし、 演算器や物理メモリ やスト レージ、
CPUバス、 I/Oへのアクセスはデバイスそのものの応答遅延、 他プロセスからのアクセス要求との
衝突によって、 即座に応答が得られるわけではない。 また、 メモリ のページング処理による待ちのよ
う にＯ Ｓ 側の処理待ち時間も存在する。 リ クエスト の応答があるまでプロセスは待ち状態になり 、 実
時間制約を満たせない場合が出てく る。 ネッ ト ワーク越しにリ クエスト を送信し、 アクノ レッジが返
るまで待つ場合はネッ ト ワーク遅延の影響が含まれるため、 さらに実時間性の悪化を招く 。
5. タスク数に対するハード ウェア数の不足
制御システムが動作する計算機上では、 単一のプロセスが走る場合にはそのプロセスが演算器や I/O
といったハード ウェア資源を常時使用することが可能である。 しかし実際にはシステム内で走るプロ
セスは複数存在し、 お互いに独立して動作をするため、 全てのプロセスが同時にハード ウェア上で動
作することは不可能である。 Operating System(OS)はプロセスの動作を管理し 、 ハード ウェア資源
にアクセスするプロセスの割り振り を行う ことで、 有限な個数のハード ウェア資源に対して複数のプ
ロセスでの共有を可能としている。 このよう な仕組みのため、 プロセスは実際には物理的なプロセッ
サの上ではなく 、 Ｏ Ｓ から割り 当てられた仮想的なプロセッサの上で動作を行う 。 Ｏ Ｓ は後述するコ
ンテキスト スイッチによって、 物理プロセッサを割り当てるプロセスあるいはスレッド の切替を行う 。
物理プロセッサを割り 当てられていない間は、 プロセスは一切処理を行う ことができないため、 演算
速度自体は十分に高速でも実時間制約を満たせない場合が出てく る (図 2.17 )。
実時間性の実現において解決すべき技術的な問題は、「 処理能力が有限なハード ウェア資源を、 複数のタス
ク間で時間軸・ 空間軸についてそれぞれどのように分配するか」 という問題に言い換えることができると考
える。
リ アルタイムＯ Ｓ やリ アルタイムプロセッ サはこのよう な問題を解決するために開発された仕組みを有
している。 リ アルタイムＯ Ｓ はプロセスへの処理の割り振り において、 実時間スケジューリ ングアルゴリ ズ
ムを適用することで、 プロセスが最悪実行時間以内に処理が割り振られるよう管理を行う 。 また、 リ アルタ
イムプロセッサではキャッシュメモリ や外部メモリ を低遅延性を優先した構成としたり 、 専用のコンテキス
ト 保持機構を搭載することで、 リ クエスト 応答待ち等による応答時間の揺らぎを削減することで、 プロセ
ス処理時間を Deterministicにすることを目指している。
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図 2.17: Context switch between Task1 and Task2. Task1 and Task2 request to use arithmetic unit 1 at
the same time. Due to the context switch, Task1 stops executing, and during Task2 is running, Task1
cannot execute process. After next context switch, Task1 restarts its execution but overruns its WCET.
2.6.1 実時間スケジューリング
前節にて言及したように、 Ｏ Ｓ により 提供されるマルチスレッド 機能ではソフト ウェアによって、 プロセ
スやスレッド の切替 (コンテキスト スイッチ)を行う (図 2.17 )。 コンテキスト スイッチは、 物理プロセッサ
の持つ資源の仮想プロセッサへの割り当てを入れ替える処理であり 、 プロセッサ内レジスタの状態の一時退
避と切替先プロセスのレジスタ状態の復帰が主な内容となる。
コンテキスト スイッチは OS カーネルのソフト ウェア管理によるメモリ へのスト ア・ ロード を行う方法
と、 プロセッサのアーキテクチャ自体にコンテキスト スイッチの支援用ハード ウェアを実装しておく 方法が
考えられている [20]。 コンテキスト スイッチが行われるタイミ ングは、 スケジューラ管理によるスイッチ、
割込み信号によるスイッチ、 I/Oアクセス API コールのタイミ ングで行われる。 特にスケジューラによる
コンテキスト スイッチはマルチスレッド Ｏ Ｓ では重要な実装の一つであり 、 複数タスクの並行処理時の応答
性に関わってく る。 コンテキスト スイッチ周期は短いほどタスク処理の応答性は向上するが、 コンテキスト
スイッチは一般に重い処理となっており 、 高頻度でのコンテキスト スイッチの発生はシステム全体のスルー
プッ ト パフォーマンスを低下させる。
このコンテキスト スイッチ処理の負荷は、 Ｏ Ｓ のスケジューラ、 コンテキスト スイッチ処理の実装、 プロ
セッサのアーキテクチャにも依存するが、 一般的な Linuxカーネルの場合例外処理ハンド ラ等の呼び出し
のオーバヘッ ド が重畳され約 7000～8000 クロック程度のオーバヘッド を生じる。 2GHz程度のクロック周
波数のプロセッサでは約 4µsecほどのオーバヘッ ド となり 、 100MHz程度の組込み向けプロセッサの場合
は約 80µsecほどのオーバヘッ ド がコンテキスト スイッチだけで発生してしまう計算となる。
応答性を要求されるシステムにおいて、 割込みやプロセスを切り 替える処理だけで 100µsecに近い遅延
が発生するのは許容できない。 また通常の Linuxカーネルでは、 応答性を重視した実時間実装の設計とは
なっていないため実際には数百 µsecから数msec程度の遅延が生じる。 従って、 応答性を要求されるシス
テムの開発においては、 コンテキスト スイッチのオーバヘッド が小さく 、 応答性能の高い実時間Ｏ Ｓ ・ プロ
セッサアーキテクチャが採用される。
実時間ＯＳ として、 LinuxカーネルベースのART-Linux、 RT-Linux、 Xenomaiや、 TRON系のT-Kernel、
µT-Kernel等多く の実装が公開されている。 これらの実装では最悪実行時間と現在のタスク・ プロセスの
実行時間に応じてスケジューリ ングを行う実時間スケジューラが実装されている。 表 2.3 に一般的な Linus
Ｏ Ｓ で使用可能なスケジューリ ングポリ シを示す。 この表に示すように、 通常のカーネル実装ではあく まで
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も優先度に基づいて実行順序を制御する機能が実装されているのみであり 、 タスク・ プロセスの最悪実行時
間と現在の実行時間によって優先度を動的に変更するよう な実時間スケジューリ ングは実装されていない。
表 2.3: 一般的なＯ Ｓ のスケジューラポリ シ
スケジューラポリ シ 概要
時分割 スレッド 生成時のデフォルト の時分割スケジューリ ン
グ。 動的優先度である nice 値を設定することで、 デ
フォルト の時分割スケジューリ ングポリ シのスレッド
間においても、 物理プロセッサへの割り当て頻度を上
下させることが可能となっている。
ファースト イン・ ファースト アウ
ト (FIFO)
デフォルト の時分割ポリ シより も優先度が高く 設定さ
れている。 同じ優先度のスレッド 間では、 スレッド が
発行された順に FIFOに積まれ、 他に優先度の高いタ
スクが無い場合には順に実行される。 スレッド は、 ス
リ ープや高優先度のスレッド が発行されたことによる
コンテキスト スイッチ等で一時的に処理を停止する際
には FIFOに再度積まれ、 次の実行順番を待つ。
ラウンド ロビン FIFOポリ シの拡張版となっており 、 FIFOから発行
されたスレッ ド は最大時間単位の間だけ実行した後、
FIFOに再度積まれる。 同優先度スレッ ド 間で均等に
プロセッサが割り 振られるポリ シとなっている。
バッチ処理タスク デフォルト の時分割スケジューリ ングにおいて nice値
による優先度変更を受け付けないポリ シとなっている。
アイド ルタスク 最も優先度が低く 、 他のスレッド が存在しないときに
実行される
また、 Linuxカーネルの応答性を高めるために、 スケジューラ実行周期を 1msec と通常のカーネルの設
定値より も短く した low-latencyカーネルも提供されている。 スケジューラ自体はオリ ジナルと差分が無い
ため、 厳密な最悪実行時間に応じたスケジューリ ングではないが、 多く の用途において実用に耐える性能を
有している。 このよう に、 実時間Ｏ Ｓ の実装は多く 提供されているが、
• 対応ハード ウェアプラッ ト フォームが限定的
• 開発速度は Linuxカーネル本流と比較して遅い
• 応答性とスループッ ト のト レード オフの存在
• 実時間アプリ ケーショ ンの他Ｏ Ｓ やハード ウェアプラッ ト フォームとの互換性
といった課題もあり 、 システムのハード ウェアアップデート 停滞の要因の一つとなっている。 ロボット シス
テムでは、 最新規格のハード ウェアプラッ ト フォーム・ Ｏ Ｓ カーネルバージョ ンを要求するデバイスやソ
フト ウェア迅速に採用したいという要求がある一方で、 基幹となる制御システムは上述の問題により 簡単
には更新ができないため、 ロボッ ト 全体としての開発停滞につながり 、 システム全体の陳腐化を招いてし
まう 。 従って、 ロボッ ト 制御システムの設計では、 システム全体としては非実時間系と実時間系でハード
ウェアプラット フォームごとに分割された分散型システムとすることでこれらの問題を回避することが解決
策として考えられる (図 2.7 )。 多く のハード ウェアプラッ ト フォームでは Ethernetのよう な汎用インター
フェースをサポート しているため、 分散型システムを構成することは可能となる。
また、 Ｏ Ｓ によるマルチスレッド 管理に頼らず、 ベアメタル実装によってタイマ割込み等を直接扱うこと
で複数の処理を高い実時間性で実現するという組込みシステムの開発方法も採られることがある。 しかし 、
Ｏ Ｓ レスでのプログラム開発は、 モータ制御と同時にセンサ処理や通信処理、 状態監視等の多種多様なタ
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図 2.18: Actuator Model
スクを同時に行う必要があるロボット システムにおいては、 非常に開発難易度が上がってしまうため現実的
とは言えない。
実時間Ｏ Ｓ による手法による問題への別のアプローチとして、 プロセッサのアーキテクチャで実時間実
行のサポート 機能を提供する方法がある。 ハード ウェア実装により 最適化されたスレッ ド スケジューリ ン
グによって、 ソフト ウェアによる実行では達成できない品質での低遅延性、 実時間性を実現することが可
能となる。 本研究では山崎らの提案する実時間プロセッサ [21] を用いることで、 目的であるロボッ ト 体内
システムにおける高速応答が可能な組込みシステムが実装できないか検証していく 。 詳細については、 第 3
章にて述べる。
2.6.2 遅延の制御システムに対する影響
分散型制御システムにおいて、 ネット ワークを介在させることによって生じる遅延や制約が制御ループの
パフォーマンスに影響を与えることが、 Ray[22]によって指摘された。
平井ら [23]や森 [24]、 PooGyeon[25] らは不定な状態フィ ード バック遅延がシステムの安定性に与える影
響について、 システムが漸近安定となるための条件式について安定化マージンに応じた数種類の定式化を
行っている。 また、 遅延の存在によってシステムの安定領域は狭まること 、 安定領域の求解において遅延を
考慮することで安定領域解を拡大することが可能となることが示されている。 逆に遅延を考慮しない安定
領域についても求解することが可能であるが、 遅延を考慮した場合と比較してその解領域は狭まることと
なる。 離散システムとなる計算機による制御ループの安定性についても制御周期と関係し、 ネット ワークの
低遅延化・ 制御周期の高速化は制御系の安定化によってループゲインを上げて応答性を改善するための重要
なパラメータとなる。
2.6.3 制御周期の制御性能に対する影響の評価
DCモータダイナミ クスモデルを以下で表す。
Imθ¨ = Kti+ τin (2.2)
Lmi˙+K
−1
v θ˙ +Ri = Vin (2.3)
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モータロータ角度を θ[rad]、 モータ電流を i[A]、 モータ駆動電圧を Vin[V]、 モータ軸ト ルクを τin[Nm]とし
ている。 また、 モータの電気・ 機械パラメータを表 2.4 に示す。 一般にモータド ライバでは PWMによる
スイッチングによって入力電圧 Vin[V] を制御する。 特に電流制御器が実装されている場合には、 目標電流
iref [A]に iが追従するよう に Vin が調整される。 電流制御による目標値への追従が十分に早いと仮定する
と 、 式 2.2 は
Imθ¨ = Kti
ref + τin (2.4)
となり 、 ダイナミ クスモデルを入力と出力の間が線形なモデルとして定式化され、 制御において有利とな
る。 実際のアクチュエータモデルでは、 さらに減速機がモデル化される必要がある。 本研究で用いるアク
チュエータは図 2.18 のよう に、 モータ出力をプーリ 減速機によって減速し 、 さらにハーモニックド ライブ
減速機によって減速してロボット のリ ンクを駆動する出力となる２ 段階の減速機構となっている。 アクチュ
エータ出力軸回転角を θa とすると 、(
IL + (Iharmonic + Ilarge)N
2
h + (Ismall + Im)(NhNp)
2
)
θ¨a = NhNpKti
ref
+ τin
− Cv θ˙a
− Ccsign(θ˙a)
(2.5)
と定式化される。 各パラメータの公称値を表 2.5 に示す。 なお右辺後ろ２ 項はそれぞれハーモニックド ライ
ブ減速機の粘性摩擦項とクーロン摩擦項となっている。 このモデルでは省略しているが、 ハーモニックド ラ
イブやプーリ の剛性を考慮した弾性項も追加することが可能である。 関節角度 θa をエンコーダ等により 直
接観測可能な場合には、 弾性項を付加することで関節軸ト ルクの推定が容易となり 、 制御性能が向上するこ
とが知られている。 本研究では、 このエンコーダが搭載されていないため、 弾性項のモデル化は簡単のため
に省略した。
図 2.19 には、 iから θa への伝達関数と iから τout = τin への伝達関数のそれぞれの PI制御時のステップ
応答とボード 線図を示す。 関節角度制御については制御周期を 1kHz と 5kHz、 ト ルク制御については制御
周期を 1kHz、 5kHz、 100kHz としてモデル化を行っている。 この図は MATLAB3にて離散時間 PID コン
ト ローラのモデル化を行い、 stepplot及び bodeplot関数を用いて得ている。 また、 PID制御器のパラメー
タチューニングは立ち上がり 時間を重視しながら 、 オーバーシュート 量が少なく なるよう に調整した。 ト
ルク制御器については実質 PI制御となっている。 図より 関節角度に比べて関節ト ルクの制御帯域の方が広
く 、 ベースとなる制御則としてト ルク制御の応答性が優れていることが確認される。 また、 関節角度制御で
は 1kHzでも 5kHzでも Step応答波形はほぼ変化していないが、 ト ルク制御では 1kHzから 100kHzまで制
御周期の増加とともに、 ステップ応答の追従性が大幅に改善されているのが確認できる。 これは、 ロボット
をト ルク制御ベースで駆動する上で、 制御周期の改善は効果が見込まれることを意味する。 100kHzまで向
上させればほぼ完全追従と見なすことができるが、 本研究で使用する組込み用プロセッサで制御を回すに
は性能が不足してしまうそのため、 本研究では現実的な 5kHzでのト ルク制御が可能となるよう実装を進め
ていく 。 将来的には制御ロジックが固まれば、 FPGA等でハード ウェアロジック化することで 100kHzでの
運用は可能になると思われる。
なお、 現実にはさらにモデル化誤差の問題、 弾性項の存在がある他、 後述する制御タイミ ング Jitterの問
題によって実性能はさらに異なることに留意する必要がある。 これらの要因によって、 制御周期を単純に向
上させたとしても制御ゲインが期待値ほどには上げられず、 上述のモデルほどの差異は生じない。 逆にこれ
らの問題を考慮した制御系とすることで関節角度制御においても制御周期向上の効果を得られると考えら
れる。
2.6.4 実時間性の制御性能に対する影響の評価
現在ロボット の制御系の実行周期として 1msec周期 (1000Hz)を採用するのが一般的である。 これは従来
の組込みプロセッサでデッド ラインミ スを起こさない範囲で高速な数値で、 かつ関節角度サーボ制御を十分
な精度で行うことができる値である。 しかし 、 アクチュエータの大出力化、 高速化、 安全性能への要求によ
3https://www.mathworks.com/products/matlab.html
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表 2.4: DC motor parameter
Im ロータ慣性モーメント 3.33 ∗ 10−5[kgm2]
Lm 端子間インダクタンス 3.86 ∗ 10−5[H]
R 端子間抵抗 0.21[Ω]
Kt ト ルク定数 20.5 ∗ 10−3[Nm/A]
Kv 回転数定数 48.78[rad/sec/V]
表 2.5: Actuator parameter
Nh ハーモニックド ライブ減速比 160
Np プーリ 減速比 1.5
IL リ ンク慣性モーメント [kgm2]
Iharmonic ハーモニックド ライブ慣性モーメント 9.40 ∗ 10−6[kgm2]
Ilarge 大プーリ 慣性モーメント 1.20 ∗ 10−5[kgm2]
Ismall 小プーリ 慣性モーメント 1.86 ∗ 10−6[kgm2]
Im ロータ慣性モーメント 3.33 ∗ 10−6[kgm2]
Kt ト ルク定数 20.5 ∗ 10−3[Nm/A]
Cv ハーモニックド ライブ粘性摩擦係数 6-15[Nm/(rad/sec)]
Cc ハーモニックド ライブクーロン摩擦係数 5-10[Nm]
り 、 従来より さらに高精度、 高応答性を実現することが求められている。 一般に制御周期の高速化は制御性
能の向上に有効とされるが、 ハード ウェア制約が厳しい組込みシステムにおいてはハード ウェアリ ソースの
使用率上昇に伴う周期タスクのデッド ラインミ スやタイミ ング jitterの存在によって逆に制御性能が悪化し
てしまう という問題がある。
jitterが制御システムに与える影響については,サンプリ ングタイミ ングジッタによるセンサノ イズ、 制
御タイミ ングジッタによるフィ ード バック系の性能低下が挙げられる。 図 2.20 に jitterの存在によって周
期実行タスクが影響を受ける仕組みの模式図を示す。 実時間周期タスクでは基本的にリ リ ース時刻からデッ
ド ラインまでの間でタスクが完了するよう にスケジュールされる。 すると図のよう に本来想定しているサ
ンプリ ングタイミ ングからずれた時刻に信号のサンプリ ングを行ってしまう (サンプリ ングタイミ ングジッ
タ )ことで、 計測された信号は真の信号に対して誤差が乗じた波形として観測されてしまう 。 同様に制御出
力についても真の出力波形に対して誤差が乗じてしまう 。
サンプリ ングタイミ ングジッタによって生じるセンサ値に乗じるノ イズについては多く の研究が成され
ており 、 Daら [26]は入力信号及びタイミ ングジッタのパワー Px, Pτ について Signal-to-Noise Ratio(SNR)
が以下のよう になることを示した。
SNR = 10 · log10
(
Px
−P¨xPτ
)
dB (2.6)
タイミ ングジッタのパワー Pτ は jitterの分布について正規分布を仮定した場合に、 その平均値 µτ と標準
偏差 στ を用いて Pτ = σ2τ + µ2τ と表される。 従って、 センサ計測値の SNRを向上させるためにはジッタの
バラつき範囲を抑える必要がある。 ロボット 制御では、 同時に多数のセンサ計測値を取得し処理する必要が
あるが、 これらのタイミ ングジッタをソフト ウェアスケジューリ ングで高精度にそろえることは困難であ
り 、 外部回路等で別途処理する必要がある。
また、 Skaf ら [27]は Linear Quadratic Regulater(LQR)によるフィ ード バック制御系における制御タイ
ミ ングジッタの影響について評価を行っている。 LQRはロボッ ト の制御システム内でも適用例の多い基本
的な制御器であり 、 この制御器の理論性能上限の決定因子を知ることは重要事項である。 Skafらの研究では
制御周期 Tに対する jitterの割合 ∆
T
が LQRの評価値の上限を制約することを示している。 最大 20%のタ
イミ ングジッタが生じるシステム上における LQRではノ ミ ナルシステムの評価値に対しておよそ 5%悪化
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図 2.19: Step and Bode plot of Actuator PID controller with angle feedback or torque feedback.
し 、 最大 50%の場合には 25%以上悪化することが報告されている。 従ってアプリ ケーショ ンにもよるがタ
イミ ングジッタは理想的には 0、 最悪でも 20%程度に抑えておく のが望ましいと考えられる。 従来のロボッ
ト システムの制御周期 1–2[msec]は jitter量 200–400[µsec]程度存在するシステムにおいても十分なマージ
ンがあると言えるが、 100–200[µsec]周期の制御タスクを実現するには jitter量が 20–40[µsec]程度に抑えら
れることが望ましい。 特に分散型制御システムにおいては、 コマンド やセンサデータの通信にかかるオー
バヘッド によってネット ワーク遅延が生じるため、 これにより 制御タイミ ングジッタが生じ、 フィ ード バッ
ク制御の性能に対して同様に悪影響を与えることが知られている [28]。
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図 2.20: Effect of jitter on cyclic real-time task.
2.7 体内制御システムにおけるハード ウェア制約
等身大ヒューマノ イド のようなサイズ帯のロボット では、 外装や骨格、 リ ンク機構、 アクチュエータ等の
機械部品が空間を占める割合が大きく なるため、 必然的に電装系による制御システムに割り 当てられる空
間は極めて強い制約が課せられる。 ト ータルパッケージとしての完成度が最終的にロボット のパフォーマン
スを決定するため、 自動車と同様に総合技術としての開発能力が要求される技術分野であると言える。 そ
の中で特にロボット 分野では情報技術の重要性が高い分野であり 、 ロボット 研究においても主要な関心の一
つはシステム制御・ 人工知能などの情報処理技術であり 、 近年でもロボット 分野で発展してきた技術が自動
車開発の分野に採り 入れられるという流れが加速している情勢である。 ロボッ ト 体内システムは単に情報
処理能力が仕様を満たすのみではなく 、 ロボット のト ータルパッケージの最適化を見据えた構成とすること
が重要であると考える。 以下では、 ロボッ ト のパッケージデザインに影響を与える制御システムのハード
ウェア要素について述べる。
2.7.1 電力消費の改善
プロセッサは数十Wから数百Wの電力を消費するが、 それらは熱として放出されなければならない。 プ
ロセッサの耐温度性能はおおよそ 85℃から産業・ 自動車用途で 125℃程度である。 ロボッ ト では周辺環境
によらすこの動作温度を超えないよう放熱設計がなされていなければならない。
この放熱方法がロボッ ト に限らず、 様々な実装で問題となってく る。 汎用計算機では CPUや GPU等の
プロセッサの放熱には放熱用のフィ ンを持ったヒート シンクとファンによる空冷によって行われる。 この
ヒート シンクは放熱量および周辺環境によって必要外形サイズがおおよそ決まり 、 体内の空間制約があるロ
ボット においては事前に考慮されなければならない。 また、 ロボット のように振動や衝突による加速度が生
じる系においては、 ヒート シンクの固定方法が甘い場合に外れてしまう可能性も考慮しなければならない。
水冷システムによる冷却も可能であるが、 システム全体としてはラジエータやウォーターポンプによって大
規模化してしまう 。 特に産業用途のように信頼性が要求される分野では、 水冷やファンによる強制空冷はシ
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ステム停止時に放熱性能が激減してしまう ため、 ヒート シンクによる自然放熱だけで十分な性能を出せる
よう設計されるものがある。
プロセッサの消費電力はコア電圧 V [V]及びクロック周波数 f [Hz] と関係があり 、
Pd = αfCV
2 + αfIV (2.7)
で表される。 αはスイッチング率、 C[F]は CMOS負荷容量、 I[A]は貫通電流である。 ただし、 Pdは CMOS
ゲート のスイッチングに伴う消費電力であり 、 これとは別にリ ーク電流によるスイッチングとは独立した消
費電力も存在する。
式 2.7 で示される通り 、 プロセッサの消費電力はクロック周波数に比例する。 そのため、 バッテリ で動作
する自律型ロボット のような電力量に制約のあるシステムでは、 単純にクロックの速いプロセッサを搭載す
るという選択はできず、 必要演算性能と電力系統のバランスをとる必要がある。 近年では、 定電圧コア技術
や半導体プロセスの向上、 クロックゲーティ ング等の技術によって電力あたり の演算性能は高まっているた
め、 ロボット の低レイヤのプロセスを実行するには十分な性能となっている。 しかしながら 、 実行周期の速
い低レイヤプロセスと演算負荷の大きい認識系・ 計画系プロセスが混在したシステムでは、 低レイヤに要求
される実時間性能を維持するためには十分な演算性能余力が必要となってく る。 そのため、 演算パフォーマ
ンスに特化した電力消費量の大きい計算機構成が採用される傾向が有り 、 必ずしもバッテリ による動作時間
を延長する構成とはなっていない。
また、 HRP3L-JSK(5.2節)の場合、 歩行時のサーボ系統の消費電力はおおよそ 200Wから 800W程度で
ある。 制御システムの消費電力は 160Wから 240Wほどある。 HRP3L-JSKは体外に主制御計算機を置い
ているが、 その消費電力約 100Wも合わせると制御システムの消費電力は全体の消費電力のおよそ 30％か
ら 50％を占めている計算になる。
2.7.2 モジュール化
モジュール化の概念は、 工業製品等で組み付け・ メンテナンス作業の効率化のために一般的に採り入れら
れている合理化のためのアイデアである。 あるコンポーネント の着脱時に、 他のコンポーネント の着脱を
行う必要なく 作業が行えるよう に設計されていることで実現できるため信頼性の向上にもつながる。 分散
型体内制御システムでは多数のノ ード が搭載される。 その数に応じた電力配線や通信配線を通すことにな
るため、 ノ ード への配線アクセスは取り 回しが簡単になるよう合理的にコネクタ類は配置されていなけれ
ばならない。 配線の数にもよるが、 同一方向からケーブルの抜き差しができる構造になっているとモジュー
ル性が高く なり 、 組み付け時に作業負担を軽減することができる。 また、 分散システムでは必然的に配線の
分岐を用意しなければならず、 基板側で配線分岐のサポート が成されているとさらに作業負担の軽減ができ
る。 また基板のロボット への取り付け方法についても、 片方向からのアクセスだけで着脱ができるようねじ
穴や、 工具パスを設定しておく ことや、 複数基板をお互いに組みにした上でまとめてロボット に取り付けら
れるとさらに作業効率は上がる。
2.7.3 小パッ ケージ化
ロボット 体内に分散配置されたモータド ライバ基板についても、 パッケージサイズを小さく することでロ
ボット 全身のプロポーショ ン設計の最適化に貢献が可能である。 基板サイズは搭載される回路規模できまる
が、 近年では System on Chip(SoC)パッケージ化技術によって、 １ つの素子に多く の機能を盛り 込んだ製
品が登場しているため、 それらを積極採用することで従来より もパッケージサイズを小さく することが可
能となる。 また電子回路基板では、 電力関係の素子が占める面積は１ 割～５ 割程度と無視できないほどに
大きい場合がある。 これについても、 SoC技術によって単電源で動作可能な素子が多く なってきているた
め、 基板内電力系統の統一化によって小パッケージ化を進めることができる。 また、 コネクタは物理的強度
を確保する都合から小サイズ化が難しい構成要素であり 、 基板内に占める面積は他素子の小型化に伴って、
相対的に大きく なってきている。 特に小さなコネクタは、 保証挿抜回数が少なく 、 物理的な引張り力に対す
る強度も弱いため振動のあるロボット 体内の通信系には不向きである。 そのため、 搭載インターフェースの
小線規格への置換や、 ポート 数の削減等で対応するのが現実的である。
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2.8 分散型制御システムのための通信系構成
分散型制御システムのための通信系構成について、 まずその制約条件について述べ、 通信モデルについて
検討を行う 。 通信モデルを元に接続形態とメッセージング形態について、 ロボット 体内の分散型制御システ
ムとして適した通信系構成と絡めて述べる。
2.8.1 ヒューマノ イ ド ロボッ ト 体内における通信系の制約
分散型制御システムの通信系を設計する上での検討項目について述べる。 ロボッ ト の体内において、 多
ノ ード 間通信を構成する上での制約として、
1. アクチュエータ制御データ・ センサデータの転送に低遅延性を確保する。
2. プロセッサ処理能力やメモリ サイズが限定的な組込み系でも扱える。
3. 狭小な身体構造に収まるよう配線は必要最小源に留める。
4. 身体の構成に合わせて、 通信系の接続構成も変更ができる。
5. 関節の繰り 返し動作に耐えられるよう 、 繰り 返し曲げ耐性の高いケーブルで構成する。
6. モータサーボノ イズに対する耐性が高い物理層を利用する。
7. 工事現場等屋外作業を想定する場合には、 防水性・ 防塵性を備える。
8. 長時間バッテリ ー運用のために可能な限り 省電力での駆動が望ましい。
9. 多種多用なサード パーティ 製デバイスを接続できる (I2Cや USB とブリ ッジ接続できる )。
が挙げられる。 空間的制約が大きいのがロボット 体内システムにおける特徴となっている。 ロボット 体内に
おけるノ イズの影響については B.1節にて測定を行い、 その対策についても検討を行っている。
また、
1. ノ ード 間距離は最大で 1m程度。
2. 最大ノ ード 数は 100程度。
3. ノ ード 数・ 接続構成の動的な変更は無い。
4. データフローの変動は小さい。
といった点については、 汎用的なシステムと比較して有利となる。 通信リ ンクのプロト コル、 ハード ウェア
実装の両面から適切なシステム構成とすることが望ましい。
2.8.2 OSI参照モデルと対比したシステム間通信モデル
通信モデルは様々な形態が提案・ 開発されており 、 幾つかのモデルの特徴を組み合わせて規格化されるこ
ともあるため、 体系的に分類することは難しい。 その中で代表的なモデルとして、 ISOで策定された通信
機能を表 2.6 に示すよう に７ 階層に分割した OSI参照モデル（ ISO/IEC 7498[29]4） がある。
Ethernetでは、 このモデルに合わせて各層ごとにプロト コルが提供されており 、 必要な情報・ データが
各層でカプセル化されて、 パケッ ト が生成される。 インターネッ ト では第３ 、 第４ 階層のネッ ト ワーク層・
ト ランスポート 層に TCP/IPを用いることが一般的となっており 、 これを利用して HTTPや SSH、 SMTP
等の各種通信モデルが実現されている。 これらのプロト コルは汎用的であり 、 ライブラリ も充実している反
面、 多様なネッ ト ワーク構成、 ハード ウェア構成に対応するためにロボッ ト 体内で使用するにはパケッ ト
フォーマッ ト やプロト コル処理に冗長な部分が生じてしまう 。 その結果、 1kHz以上の制御周期を実現でき
4https://www.iso.org/standard/20269.html
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表 2.6: Layers of OSI reference model.
Layer 1 Physical Layer
Layer 2 Data Link Layer
Layer 3 Network Layer
Layer 4 Transport Layer
Layer 5 Session Layer
Layer 6 Presentation Layer
Layer 7 Application Layer
る通信低遅延性能や体内に収めるハード ウェアのパッケージサイズが要求されるスペックを満たすまでには
至っていない。
そうすると、 ロボット 体内の分散型制御システムに特化した通信系を構成するためのより単純化された通信
モデルを作り出す必要がある。 産業用Ethernet等はそうした要求から生み出された通信系であり 、 TCP/IP
に頼らない通信によってオーバヘッド を削減することで、 通信遅延の低減につなげている。 本研究でも 2.8.1
節にて述べた、 ロボット 体内における通信系の制約条件と照らし合わせながら 、 分散型制御システムのため
の通信系の構成について検討をすることが望ましいと考える。
まず、 物理層に関連する制約条件として「 ノ イズ耐性」「 パッケージサイズ」「 ケーブル」「 省電力」 が挙
げられる。 これらの信頼性に関する対策方法として、 電磁ノ イズの影響を受けない光通信による実装が一
般的である。 通常は光ファイバ通信網の構成には専用の光電変換モジュールが必要となり 、 パッケージサイ
ズやケーブル取り回しに制約が生じていたが、 近年は光アクティ ブコネクタが開発され、 組込み用途で利用
可能となっており 、 ロボット 体内用物理層に利用できないかと考えられる。 また、 光通信化は副次的に通信
速度の大幅な向上が可能となり 、 従来の通信速度では困難であった通信手法を実用可能なレベルで実装で
きるのではないかと期待される。 この光アクティ ブコネクタを用いた通信システム物理層の開発について、
第 3章及び第 4章にてさらに詳細を述べる。
データリ ンク層、 ネッ ト ワーク層、 ト ランスポート 層では、「 接続構成」、「 接続ノ ード 数」 や「 接続ト ポ
ロジ」、「 ホッ ト プラグ」 が対応する。 ロボット 体内通信系ではノ ード 間接続は静的に決定され、 ト ポロジも
単純なツリ ー型やライン型の組合せに対応されればで十分である。 従って、 IPのよう な複雑なネッ ト ワー
ク構成のための仕組みは省略され、 これらの層構成におけるオーバーヘッド を削減することが可能となる。
次に、 分散型制御システムの場合、 各ノ ード 間で対称に行われることが望ましい。 つまり 、 サーバクライア
ント 型通信において、 ある特定のサーバノ ード とクライアント ノ ード に分かれるのではなく 、 どのノ ード も
サーバノ ード であり クライアント ノ ード にもなれることが要求される。 これはどのノ ード の通信モジュー
ルにおいてもデータリ ンク層からト ランスポート 層までは同一又は互換のものが用いられていることで達
成される。 また、 通常は IPのプロト コルスタックはソフト ウェア処理であるが、 大幅に機能を削減される
ことで、 ハードウェアロジッ クのみでの実時間高速処理が可能にならないかと考えられる。 つまり 、 通常ソ
フト ウェアによって多種多様なプロト コルに対応する部分について、 ヒューマノ イド ロボット 制御用に固定
されたプロト コル処理に特化することで、 オーバヘッド を削減する方法である。 従って、 データリ ンク層・
ネッ ト ワーク層・ ト ランスポート 層は分散型制御システム上のハード ウェアロジックでの実装を前提とした
簡易な通信モデルを採用することを考える。 第 4章にて、 詳細を述べていく 。 以上の実装方法を汎用的な
Ethernet と比較すると 、 図 2.21 に示す通り になる。
セッショ ン層からアプリ ケーショ ン層においても可能な範囲でハード ウェアロジック化による実時間高
速処理性能を実現することで通信システムで一貫した低遅延性能を提供できるのではないかと考えられる。
ロボッ ト の体内で要求されるデータ通信では、 コアとなる制御用データの通信においてはセッショ ンの確
立を必要としない。 これは、 ノ ード の接続構成が静的に決定することが可能であるためである。 従って、
セッショ ン層は省略される。 また、 最終的にノ ード 間で要求されるメッセージング形態としては、 同期通信
による制御レジスタへの読み書き（ push, pull） あるいは割込みフラグを設定する Remote Procedure Call
(RPC)型通信が必要となる。 また、 目標関節角度等の毎制御周期送受信される制御コマンド を非同期での
データスト リ ーム型通信によって送受信する必要がある。 制御周期を高速化し、 送受信データ量が増大する
につれてデータスト リ ーム処理は負荷が増大するため、 ハード ウェアロジックによる実時間での高速処理が
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図 2.21: Comparison of communication system implementation between Ethernet and our method.
実現されれば、 非力な組込み系においても実用化が可能となる。 RPC型通信とデータスト リ ーム型通信の
２ 種のメッセージングモデルを実現するプロト コルまでが、 完全にハード ウェアロジックによって実装され
る構成となる通信モデルを採用することを考える。 この二種の通信モデルについて、 表 2.7 に実装される
機能と同期形態、 接続形態についての仕様を示す。 実際の実装については第 4章にて、 詳細を述べていく 。
表 2.7: Messaging Types to use for communication model.
Messaging Type Function Synchronous Connection Type
Push Sync.・ Async. one-to-one
RPC Pull Sync. one-to-one
Interrupt Sync.・ Async. one-to-one
Data Stream Message Queue Async. one-to-many
many-to-many
2.8.3 同期・ 非同期通信
Transmitter
Procedure
Logic
Client Receiver
TransmitterReceiver
(a) Sync.
Transmitter
Processor
Client Receiver
Asynchronous 
Buffer
(b) Async.
図 2.22: Synchronous communication model and Asynchronous communication model.
通信における同期は一般には、 送信側が通信を開始してから返信が来るまで処理を待つことを指す。 この
例では返信が返ってく るリ クエスト 通信に限られるが、 本研究では通信による処理の発生という観点に着
目して「 通信により 運ばれたデータに基づいた処理が受信側で即座に発生する場合を同期通信、 受信側の
任意のタイミ ングで処理が発生する場合を非同期通信」 と定義することにする。 同期通信及び非同期通信
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のモデル図を図 2.22 に示す。 なお、 物理層の文脈においては同期通信とは送信側と受信側でクロックが互
いに同期していることを指すが本研究ではこの意味で用いることはない。
同期通信は、 例えば即座に処理が行われることが望ましい制御目標値や、 非常停止コマンド 等を送信する
場合に適当である。 同期通信を実時間で処理するために通信系に組み込まれた処理ロジックが備えられて
いる必要があると考える (図 2.22a )。 本研究で用いるモータド ライバにはハード ウェアロジックとして実
装された電流制御器とベクト ル制御器が搭載されているため、 プロセッサでの処理を待たずに即座に目標
電流値指令を出力に反映することが可能である。 このよう な専用ロジックとの通信においては同期通信は
応答性の向上を達成する上で非常に優れていることがわかる。 pull型通信についても、 専用ロジックで即
座にレスポンスが返せる場合には、 即値を取得することが可能であるため同期通信は有効である。 反対に、
受信側の制御サイクルに合わせて読み込みを行いたいセンサーデータ処理等は非同期通信により 運ばれる
のが望ましい。 多種あるセンサーデータの受信ごとに処理を行っていては、 処理の負荷が増大してしまうた
めである。 特にプロセッサへの割込み処理を要する場合には実時間制御を達成する上で大きな障害となって
しまう 。 また、 非同期通信の場合には受信したデータが処理されるまでの間保持しておく ための非同期バッ
ファを備えておく 必要がある (図 2.22b )。 以上のよう な視点に基づいて、 本研究ではロボッ ト の体内通信
系に RPC型通信モデルとデータスト リ ーム型通信モデルの２ つを基本モデルとして採用することにした。
2.8.4 接続ト ポロジ構成
通信系の設計において、 ネッ ト ワークの接続構成（ ト ポロジ） はシステム全体の性能を決める上での重
要な要素である。 ２ つのノ ード 間のみで１ 対１ の通信で完結する場合には接続構成は１ 通り であるため物
理構成やプロト コルもシンプルに構成される。 しかし現実には分散型制御システムでは２ つ以上のマルチ
ノ ード 構成となり １ 対１ 、 １ 対多、 多対多の接続に対応した構成にする必要がある。 ノ ード 間を通信リ ンク
で接続する構成パターン（ 接続ト ポロジ） については、 理想的には任意のト ポロジ（ フリ ート ポロジ） で構
成できることが望ましいが、 物理構成やプロト コルが複雑化するため、 データ転送にかかるオーバヘッド の
増大によって通信遅延を招いてしまい、 特にハード ウェア資源の乏しく 、 実時間性能を要求されやすい組込
みシステム等で簡単に使用することはできない。
ト ポロジ構成は、 ネット ワークの信頼性指標の一つである冗長性を高める上で考慮される必要がある。 ロ
ボッ ト 体内においては、 体幹や頭に置かれた主計算機やハブをルート としたツリ ート ポロジやライント ポ
ロジ (図 2.23a )が採用されることが多い。 これは、 身体構造自体がそのよう な物理的構造になっているこ
とから配線長の最適化において合理的であるが、 一か所の断線による通信エラーによって、 そこから先の
ノ ード は一切通信ができなく なる。 ノ ード 間の通信において、 複数の経路でデータ伝送ができる冗長なト
ポロジ構成が可能な通信リ ンクは、 信頼性の点で有利であると考えられる。 ロボット の身体構造と親和性の
高い、 ツリ ー・ ライント ポロジを冗長化するためには、 単純な方法として図 2.23b のよう にリ ング化する
ことが挙げられる。 要求される信頼性とコスト 制約に応じて、 ツリ ー・ ライント ポロジとライン・ リ ングト
ポロジを選択できると可用性が高まると言える。
2.8.5 実時間データフロー制御
通信リ ンクにはデータ転送帯域やリ ンク遅延といったハード ウェア制約が存在する。 また、 多ノ ード 間で
データ転送を行う場合に、 データリ ンク層に相当するレイヤーにおいてデータフロー制御について取り 決
めておかなければ、 正しく メ ッセージを転送することは難しい。 特に実時間性が要求されるデータについ
ては、 データの転送タイミ ングが制御可能であることが望ましい。 従って、 通信系全体としてデータの送
受信が管理されるための仕組みが必要となる。 通信系の制御においてもプロセッサにおけるプロセスと同
様にスケジューリ ングによって管理することが考えられ、 山崎らは通信モデルにプロセッサにおけるスケ
ジューリ ングアルゴリ ズムを適用することを考えた Responsive Link[30] を提唱している。 実時間Ｏ Ｓ にお
いては、 スレッド の優先度と最悪実行時間をパラメータとして、 物理プロセッサへの時間軸方向への割り振
り について調整された。 通信系においても、 転送するデータパケッ ト の優先度、 最悪転送遅延時間に応じ
て、 通信リ ンク使用権を付与するという問題として、 同様の手法が活用できると考えられる。
まずは、 時分割ポリ シに対応するタイムト リ ガー型 [31]、 イベント ト リ ガー型 [32]が考えられており 、 通
信系の実時間性や低遅延性を実現するために産業用通信リ ンクを始めとした様々な規格において、 各自の
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図 2.23: Comparison of traditional line topology connection and ring topology.
実装が成されている。
本研究では、 低遅延性や実時間性を備えた通信リ ンクをロボット の体内分散型制御システムのネット ワー
クに適用することを目指す上で、 2.8.1節にて述べた制約であるロボッ ト 体内ではツリ ート ポロジやライン
ト ポロジ、 リ ングト ポロジといった単純な接続構成で十分な点を踏まえて、 優先度重みづけによるデータフ
ロー制御を実装する。 詳細については、 第 4章にて述べる。
2.8.6 通信品質とデータ符号化とデータレート
通信品質評価指標
通信品質の評価指標として、 以下の３ 項目を挙げる。
• スループッ ト 性能
• 遅延性能
• データ損失率
スループッ ト 性能は、 ある通信系が一定の時間内にどの程度の量のデータを送受信可能かを示す指標とな
り 、 Byte per sec単位で一般に示される。 遅延性能は、 送信されたデータが受信側で受け取るまでにかかる
時間を指す。 データ損失率は、 ある単位当たりの送信されたデータについてそれが正しく 受信される確率で
示す。
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これらを決定づける要因として、 通信系に接続されているノ ード 数、 ト ラフィック量、 データレート 、 ビッ
ト 損失率 (Bit Error Rate, BER)、 ノ イズ耐性、 エンコード ・ デコード 処理遅延、 ネッ ト ワークト ポロジ、
フロー制御、 輻輳制御、 プロト コルが考えられる。
通常インターネット のような汎用的なネット ワークでは、 まずデータが正確に送受信されることを優先す
るため、 例えば TCPを用いたネッ ト ワークによって通信の信頼性を向上させる。 これは、 コネクショ ン型
通信によるエラー発生時の再送をプロト コルレベルでサポート し 、 さらにフロー制御、 輻輳制御によって
ネット ワーク側の受付可能バッファサイズ（ 受信ウィ ンド ウサイズ） を教えあう ことで、 ネッ ト ワーク側ト
ラフィックを考慮したデータ送信量に制御することで、 通信全体でのデータ損失率を低減し、 信頼性の高い
確実な通信を実現している。 このような手法は、 インターネット のようにネット ワークの中継点の構成やト
ラフィック情報が送信側・ 受信側では関知できないよう なネッ ト ワークでは重要な方式となる。 しかしなが
ら 、 データの確実性を重視するための処理内容がオーバーヘッド として重畳してしまうため、 スループット
性能や遅延性能についてはネット ワークが持っている本来の性能に至らないという問題が生じる。 このよう
な一般的なインターネット 回線では、 回線の帯域や混雑具合によってパケット の転送にかかる時間は際限な
く 遅延し得るベスト エフォート 方式で提供される。 しかしながら 、 ロボット の制御では、 遅延時間は実時間
性の観点から最も要求の高い項目であり 、 汎用的な通信回線では達成不可能なことが分かる。
専用線等により スループット 性能、 遅延性能を保証した通信系をベスト エフォート 方式に対してギャラン
ティ 方式と一般に呼ぶ。 ロボット の体内通信系を構成する場合、 ネット ワークを構成する中継ノ ード の状態
については、 事前に設計時点で考慮することが可能であるため、 フロー制御や輻輳制御を大幅に簡略化す
ることが可能であると考えられる。 このように、 特殊な用途に限定した通信系では、 スループット 性能や遅
延性能についても最悪値を保証するために通信系の品質 (Quality of Service、 QoS) を定義し 、 それを実現
するためのハード ウェア構成、 プロト コルを採用することが必要である。
なお、 インターネット 回線のようなベスト エフォート 方式のネット ワークにて、 ある程度の実時間性を実
現するための手法として、 動画のスト リ ーミ ング等で用いられる Multiple Desctiption Coding (MDC)が
ある。 MDCはビット スト ーリ ームを多重化し、 多数の冗長経路を経由するよう送信される。 多重化された
パケット で送られるため、 一部のパケット ロスト やデータ破損が発生した場合でも残りのパケット からある
程度の品質のデータを復元することが可能となっている。 これによって、 受信側はネット ワーク品質に応じ
た平均的なデータ品質のサービスを受けることができる。 動画配信サービスのよう に経由ネッ ト ワーク品
質が不確定な場合でも、 サービス受益者側で一定の品質の動画を視聴することが可能となる。 これはデー
タ損失率を犠牲に、 実時間性・ データ到達性を向上させていると考えることもできる。 MDCについては、
ヒューマノ イド ロボット の体内通信システムにおいては利用シーンは少ないと思われる。 ただ、 体外との通
信においてはヒューマノ イド ロボット は基本的には無線通信系となるため、 ベスト エフォート 方式にならざ
るを得ない。 そのため、 体外との実時間性要求のあるデータ（ 例えば、 テレメ ト リ データやカメラ画像のス
ト リ ーミ ング） のやり 取り について、 MDCが有効ではないかと考えている。
前方誤り訂正符号
コネクショ ン型プロト コルによるエラー時の再送に依存しない形でのデータ損失の抑制方法として、 前
方誤り訂正符号 (FEC)による通信が用いられる。 この FECは、 エラー時の再送を行わない実時間通信系
や BERの大きい無線通信系において通信品質の向上を目的に用いられる。
簡易な FEC として、 ハミ ング符号化が用いられる。 演算は比較的軽量であるが、 多ビッ ト の誤り 時のエ
ラー訂正能力については低いため、 BERが低いネット ワークでの限定的な使用のみとなっている。 BERの
悪い通信では、 より エラー訂正能力の高い Reed-Solomonブロック符号やターボ符号、 低密度パリ ティ 検
査符号 (Low Density Parity Check Code、 LDPC)が用いられる。 これらはシャノ ン限界に近いエラー訂
正能力を持つため、 非常に信頼性の高い通信品質を提供することが可能となるが、 デコード 処理が複雑で
あるためどう しても処理によるオーバーヘッ ド が大きく なってしまう という問題が生じる。 オーバーヘッ
ド による遅延が問題となり にく い、 3G/4G等の無線通信系で用いられている。 本研究の対象とするヒュー
マノ イド ロボッ ト においても 、 5.2.2節にて述べる先行研究で使用されていた JAXON や HRP3L-JSK で
使用されてきた通信系では、 分散制御基板間を RS422ベースのディ ジーチェーン接続によって構成されて
おり 、 Reed-Solomonブロック符号を用いることでロボット 体内の高強度ノ イズ環境内においても高い通信
信頼性を確保していた。 しかしながら 、 Reed-Solomonブロック符号のエンコード ・ デコード は各ノ ード 間
でデータを転送するたびに行われ、 そのたびに 10µsecの遅延が生じていた。 接続デバイス数が増加するに
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つれ、 レイテンシが積み重なっていく ためシステム応答速度の悪化につながる。 10kHz 100µsec周期での
データサンプリ ングを行い、 衝撃応答性能の向上を目指す本システムにおいては 10µsecの遅延は許容でき
ない。 従って、 根本的な解決として、 通信系の BERが簡易なハミ ング符号で実用レベルで運用可能な程度
まで改善されることが望ましいと考える。 なお、 10GigE, 100GigEでは LDPC をベースとしたより 低遅延
でエラー訂正能力の高い手法が研究されているが、 本研究のターゲッ ト を超える領域となるため比較対象
とはしない。
通信媒体とビッ ト 損失率
通信媒体の信頼性を評価する上で重要となるビット 損失率は、 一般的な所のイーサネット の 1000BASE-T
等の規格である IEEE802.3[33]では、 BERについて 1e-10以下の品質を要求している。 このように概ね 1e-9
から 1e-10以下の BERを品質として確保している場合には、 十分に信頼できる通信を行う ことが可能であ
る。 光ファイバ通信系は Rjpp(Random Jitter Peak-Peak)が BER 10e-12相当を公称値としており 、 非常
に信頼の高い通信を行う ことが可能となっている。 シングルワイヤの簡易な通信系では、 電磁ノ イズ環境
下では BERが 10e-6から 10e-1程度と大幅に悪化することも報告されている (Choi ら 、 [34])。 また筆者ら
が I2C や CAN等の汎用的なバス通信規格について、 ロボッ ト 体内のノ イズ環境下で実際に使用した際に
数百フレームに一度はエラーが生じることが確認され、 実用レベルには及ばないことが分かった。 CANに
ついては本来ノ イズに強い規格であるはずであるが、 ロボッ ト 体内の 30dBwを超える強度の電磁ノ イズ下
ではコモンモード ノ イズによって通信不良を引き起こしていることが確認され、 アイソレータを使用する
ことでコモンモード ノ イズの影響を低減し 、 ある程度改善された。 前述の FECはこのよう な BERの悪い
簡易通信媒体において実質 BER を 1e-9以下に引き上げるものである。
2.9 高速応答を実現するための体内分散制御システム構成
2.9.1 演算負荷と応答性に応じたサブシステム分割
前節までの論旨を踏まえ、 本研究で提案する体内分散制御システムの各ノ ード 構成について検討していく 。
2.3節にて論じたように、 ロボット が外乱を知覚しアクチュエータ出力に反映するまでの遅延時間を 100µ
秒オーダまで低減することで応答性を高めることが可能となる。 しかしながら 、 2.6節にて述べたよう に汎
用的な計算器システムでは µ秒オーダでの実時間実行能力を持たせるためには OSの介在による遅延の存
在を極力排除する必要がある。 一方でロボッ ト 制御では運動学計算や認識・ 計画計算等の処理それぞれに
おいて高い演算能力を要求するため、 x86アーキテクチャに代表されるクロック周波数の高いプロセッサを
採用する必要があるが、 これらの利用において OSの介在は事実上不可欠である。 リ アルタイム OS等によ
り µ秒オーダでの応答を実現することも可能ではあるが、 演算能力とのト レード オフになるため、 応答性
は限定的となってしまう 。 以上の問題から 、 ヒューマノ イド ロボット の制御系においては主に演算性能に特
化した上位システムと応答性に特化した下位組込みシステムとして実装される分散制御システムであるこ
とを 2.2節にて述べた。
本研究では、 この上位下位の階層構造の中間にもう一層中間的な性能の制御システムを組み込んだ３ 階層
制御システムとして体内分散制御システム全体の構成を第 5章にて行う 。 これは、 近年の組込み用プロセッ
サの性能向上に伴って、 スマート フォンに代表されるような中規模計算器システムを小サイズパッケージに
収めることが容易となり 、 同時にインターフェース処理を FPGA等により プログラマブルなハード ウェア
によって行う ことが可能となったことが背景としてある。 この中間層システムの存在によって、 システムは
従来組込みプロセッサでは困難であったロボッ ト の運動学計算に基づく フィ ード バック制御を µ秒オーダ
で実行することが可能となる。 この３ 階層制御システム構成について表 2.8 に示す。 この構成では、 従来シ
ステムにおいて課題であったセンサ用インターフェースの集約化問題も解決するために、 下位層にて直接各
種センサを扱う ためのセンサド ライバを備えることを検討する。 これは、 従来体内に物理的に分散してい
た各種センサのインターフェースが中央の上位層計算機に集まっていたために、 配線が複雑化していた問題
であり 、 各下位層モータド ライバがデバイスインターフェースを備えることでこの配線問題を解決するもの
である。
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表 2.8: Explanation of three sub-layer control system.
Layer CPU Frequency Computer Load Realtime Response main component
Upper Over 3.0GHz High 1-100[msec] x86 Architecture
Middle 200MHZ-1.0GHz Middle 100-1000[µsec] FPGA and ARM Cortex-
A series equivalent proces-
sor
Lower Under 100MHz Low 1nsec-100µsec FPGA and embedded pro-
cessor, Sensor Drivers
2.9.2 設計要件に基づいた分散ノ ード計算機アーキテクチャ
上位層を構成する計算機アーキテクチャは現状ではデスクト ップ向けの x86 系 CPU にオプショ ンで
GPGPU を搭載する形が基本となる。 据え置き型のロボッ ト においては、 サーバー向けのメニ―コアアー
キテクチャ製品を採用する場合も見られるが、 消費電力やパッケージサイズの観点からヒューマノ イド ロ
ボッ ト においては採用することは困難である。
下位層の分散ノ ード においては、 基板全体のト ータルパッケージサイズの小ささが要求仕様として大き
い。 そのため主要構成要素となるプロセッサ部は System on Chip(SoC)のよう な小パッケージ製品から選
定することが望ましいと考える。 下位層の計算機アーキテクチャは (i)組込み用 SoC のみ、 (ii)組込み用
SoC+FPGAのヘテロジニアス構成、 (iii)FPGAのみの３ パターンが考えられる。 ただし 、 2.8節にて述べ
た通信系の制約によって、 本研究では FPGAによる独自通信機構の実装を行う （ 第 4章）。 これは、 汎用
組込みプロセッサに一般的に搭載されているインターフェース規格では上記通信系制約を満足することは
困難であるからである。 そのため、 (ii)または (iii)の構成が選択肢となるが、 本研究では様々な用途への拡
張性を考慮して (ii)のヘテロジニアス構成をモータド ライバ基本アーキテクチャとして採用し、 第 3章にて
開発を行う 。
仮に組込みプロセッサのみで下位層のモータド ライバノ ード を構成する (i)の場合、 以下のよう な点が利
点となる。
• 標準的なソフト ウェア開発環境が利用可能で開発難度は低い
• ソフト ウェアによる柔軟で効率的な開発が可能
• SoC製品の採用で１ チップのみで必要機能を構築可能
• FPGA より CPU クロッ ク周波数を高速化可能
• 低価格で実装が可能
• 内蔵 RAMが FPGA より 大きい SoCが選択可能
一方で欠点としては、
• 必要インターフェースが制約となり 製品選択肢が限定的
• 機能拡張性は限定的
– 処理頻度の増大とともに応答性低減
– インターフェース種別やポート 数に制約
• シングルコアプロセッサでは割込み頻度の高いモータ制御の高速化に限界
が挙げられる。 インターフェースに関係する制約は特に多数のセンサデバイスを接続する必要があるヒュー
マノ イド ロボッ ト の制御システムにおいては著しく 問題となる。
FPGAのみの構成とした (iii)の場合、 以下のよう な点が利点となる。
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• 処理を完全並列化することで、 応答を高速化・ Deterministicにすることが可能
• ソフト ウェア CPU コアを合成することでソフト ウェア的処理に対応可能
– マルチコア構成を採ることも可能（ OS レベルの対応は限定的）
– 割込み信号の割り 振り を任意に設定可能（ 割込み処理の自由度が高い）
• インターフェース種別・ ポート 数・ チャンネル数を任意に設計可能
• チップ間データ転送に伴うオーバヘッ ド 無し
• 低消費電力
一方で欠点は以下が挙げられる。
• ソフト ウェア開発難度が高い
• 最大 CPU クロッ ク周波数は 100-400MHz
• 内蔵 RAMは高々数十 KByte程度
• 十分な性能の FPGAは高価格になり がち
• USBや CAN等の電気的信号が特殊なインターフェースは専用 PHYが別途必要
本研究で開発するモータド ライバの基本アーキテクチャとなる (ii)のヘテロジニアス構成の場合、 以下の
点が利点として考えられる。
• ソフト ウェアとハード ウェアによる柔軟な開発が可能
• SoC インターフェースの制約が緩和されるためプロセッサ部の性能の選択肢が増える
• FPGAによる拡張性の高いインターフェースをソフト ウェアで利用可能
– 組込み向け SoCで採用例の少ない高速シリ アルインターフェースを利用可能
– センサ関連処理を FPGA側で並列処理させることでプロセッサ側負荷の低減が可能
• 電流制御等の固定化された処理については FPGAで処理することでプロセッサでは困難な高制御周
期にも完全並列処理で対応可能
• SoC側の RAM を FPGA側から利用可能
• FPGA規模を抑えられるため比較的低価格
一方欠点としては、 以下の点が挙げられる。
• チップ間データ転送にオーバヘッ ド が存在
– PCI Express等の高速インターコネクト 規格の採用でオーバヘッ ド を低減
– DMA転送の活用により オーバヘッ ド を低減
• マルチコア構成は限定的
• 低消費電力化に限界
• 必要基板面積が増大
ヘテロジニアス構成の欠点の中で物理的な設計要件に関わる基板面積増大に関しては、 下位モータド ライ
バの構成において看過できない課題であるが、 基板実装としてスタック式を採用する等の工夫によって占有
体積に対する基板面積を拡大する等の工夫によって許容範囲に抑えることができれば、 実用上は問題が無
いと考える。
本研究では設計要件の中で可能な限り で小パッケージ化を進めつつ、 一方で拡張性や過去のシステムと
の互換性を維持するためにヘテロジニアス構成を採用した。 しかし 、 将来的にモータド ライバにて処理す
るソフト ウェアが固まり 、 ハード ウェアロジックとして最適化して実装する段階を進めた場合には、 完全に
FPGAのみあるいは専用 ASICの開発によって下位層モータド ライバノ ード を最小パッケージ構成とする
ことを目指す。
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2.9.3 体内分散制御システム構成の将来展望
前節までの議論は現状の組込み製品とヒューマノ イド ロボッ ト に要求される制御性能に基づいたもので
ある。 ここでは、 将来的にさらに組込みシステム製品の性能が高まった場合にヒューマノ イド ロボット のシ
ステム構成としてどのよう な構成が考えられるか論じていく 。 2.9.1節にて論じたよう に、 従来のヒューマ
ノ イド ロボッ ト 制御システム構成は多く の場合、 中央の演算性能の高い計算機において全ての身体運動を
含めた制御指令を決定し 、 分散ノ ード にてローカルなアクチュエータ制御とセンサ処理を行う に留まって
いた。 しかし 、 ロボッ ト 制御演算自体の処理内容の増大と高速応答性の要求はさらに高まることが予想さ
れる。 演算処理の増大に対しては近年はメニ―コアアーキテクチャや GPGPUのよう な多数の演算器を並
列に実行するための機構が AI開発の加速に伴って多数発表されている。 特に Deep Learningに代表される
データ学習の活用をターゲッ ト とした畳み込み演算の高速化に特化した専用アーキテクチャが開発されて
おり 、 ヒューマノ イド ロボット 用システムへの適用も今後進むものと思われる。 これらは上位層システムに
おける認識・ 計画・ 学習系処理において効果的であると考えられるが、 制御応答性が要求されるバランス関
連や力制御関連の制御系演算においてもメニ―コア化の恩恵はあると考えられる。 例えば実時間要求の高
い処理については、 専用コアを割り当てることによって OSのタスクスケジューリ ングによる割込みの影響
を排除することが可能となる点が挙げられる。 現状のシステムでは 10 コアにも満たない数であるため、 演
算負荷の高い上位層において専用コアを割り 当てるのは全体の演算能力の低下に繋がるが、 十分なコア数
が確保できる場合には専用コア割り 当て手法は効果的である。
ただし、 メモリ バスや各種インターフェースについてはメニ―コアアーキテクチャにおいても限定的であ
るため、 システム構成によってはボト ルネックとなる可能性がある。 実際、 GPGPU等を利用したアプリ
ケーショ ンにおいてもメモリ 転送はボト ルネックとなるため、 実時間制御のよう な高頻度でメモリ や I/O
へのアクセスが発生する処理は実時間処理に特化したアーキテクチャにて行うのが理想的であると言える。
また、 メニ―コアアーキテクチャにおいて各コア構成は対称であるため、 ソフト ウェア開発的には効率的で
あるが、 消費電力の観点からは無駄の生じやすい構成であると言える。 従って、 上位層においてメニ―コア
アーキテクチャの採用が一般的となった場合においても、 中間層に位置するサブシステムを構成し 、 イン
ターフェース処理の応答性要求が高く 、 演算負荷の比較的小さい運動学レベルの制御演算を行う構成は有効
であると考えられる。
中間層サブシステムの構成についても、 将来的にはプロセッサのマルチコア化が予測される。 中間層ノ ー
ド を複数並列に接続するマルチノ ード 構成とすることで、 ロボッ ト の身体構成に合わせてシステム側を拡
張することが可能となるため、 本研究において開発する中間層ノ ード もマルチノ ード 化に対応する。 この
マルチノ ード 構成では、 例えば一つのノ ード に一つの四肢を担当させるよう な使い方をする場合には、 処
理内容は各ノ ード において対称であり 、 ノ ード 間で共有する必要のある情報も少ない。 しかし 、 歩行軌道生
成や姿勢安定化制御等を中間層サブシステムにて行う ために制御情報をノ ード 間で情報を共有する必要が
ある場合には、 GPGPUにおけるメモリ 転送ボト ルネックと同様に通信速度がボト ルネックとなる可能性
が存在する。 そのため、 本研究の時点では体内分散通信系はノ ード 間で対称な構成であるが、 将来的には通
信系に制御情報共有専用線を拡張する等の非対称性を持たせることで通信のボト ルネック問題に対応する
必要が生じると考える。
2.10 本章のまとめ
本章ではロボッ ト の制御システムの一般的な構成論について述べ、 プロセッサ性能の向上やロボッ ト の
多自由度化、 ロボッ ト のト ータルパッケージデザインの必要性を背景に、 体内制御システムにおいても合
理的な実装手法を採り 入れることについて示した。 また、 実時間性・ 低遅延性がロボッ ト の動作における
信頼性の向上に必要であり 、 上位計算機システムではこう した実時間性を高めるためのシステムデザイン
が発展してきていることについて述べた。 実時間性・ 低遅延性は体内の下層制御システムのハード ウェア
デザインと密接に関係してく ることから 、 体内制御システムのコント ローラ・ 通信リ ンクについて実時間・
低遅延を意識した設計を採り 入れることについて述べた。
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3.1 分散型制御システムにおける組み込みプロセッ サ
3.1.1 既存CPUアーキテクチャでの制御器の実装
従来ロボット の主制御器として使用されている x86アーキテクチャをベースにした汎用 CPU及び OSで
は、 豊富なライブラリ 群やデバイスド ライバがあることによる実装の効率化、 非常に高い CPUの演算能
力やメモリ 、 スト レージサイズといった潤沢な計算機資源による演算制約の低さによって計算負荷の高い
高度な制御演算でも実現することが可能となっている。 逆にこれらの高い演算性能を十分に活かすために
は、 演算規模に見合った大規模なメモリ やスト レージ、 十分な品質の電源と冷却機能の実装が不可欠とな
るため、 システムの規模は一般に拡大しやすい傾向にある。 市販されていて入手性の高いマザーボード で
は Intelの NUCが 10cm角サイズと 、 ヒューマノ イド ロボッ ト に搭載するのに有利なパッケージデザイン
となっている。 また、 汎用 CPUを搭載した計算機は元々組み込み用途に向けたデザインでは無いため、 ロ
ボット 体内のような高温・ ノ イズ環境下での動作、 ロボット の歩行時の振動・ 衝撃等にも特別な対策を講じ
る必要がある。 産業用に素子の耐熱性や消費電力等が組込み用途に合わせた高水準な CPUパッケージも存
在し 、 Computer on Module(COM) といった計算機システムとしての機能を一つのモジュールにパッケー
ジングするという アイデアのもと 、 COM Express を始めとした規格が登場している。 USB コネクタやメ
モリ ・ PCIスロッ ト は強い振動・ 衝撃に対して十分に接続性を保証できる構造にはなっていない。 そのた
め、 歩行や転倒時に最悪システムのシャッ ト ダウンを引き起こしてしまう恐れがある。 コネクタの形状やサ
イズ、 向きに関してもロボッ ト への搭載に適するよう デザインされているわけではないため配線の取り 回
しの最適化が困難であり 、 サイズ・ 重量の制約が厳しいロボット への搭載には適さない。 表 3.1 に汎用計算
機と組込み計算機とのロボッ ト へのハード ウェア的な実装上の比較を示す。
表 3.1: ハード ウェア実装の観点から見た汎用計算機と組込み計算機の比較
計算機 実装サイズ 消費電力 I/O 実装自由度
汎用 大規模 大 (40W～1kW) PCI/Ether/USB 市販製品をほぼ流用
または
チップセット 制約の
下で設計
組込み 小規模 小 (50mW～5W) UART/USB/Ether ロボッ ト に適した
GPIO/Parallel Bus パッケージで設計可
能
ロボット の制御の観点では、 汎用の計算機では一般にモータやセンサを扱うためのインターフェースは搭載
されていないため、 拡張デバイスによって追加する必要がある。 Ether,USBあたり が一般に搭載されてい
るインターフェースであり 、 これらのインターフェースを備えたスレーブ型モータド ライバ基板・ センサ基
板と接続することでロボット 制御システムを構成する。 また、 大規模なロボット システムでは PCI/PCIeに
拡張基板を追加することによって直接モータド ライバや ADC,DACをパッケージ内に搭載することを行う 。
3.1.2 組込みプロセッ サにおけるロボッ ト 制御演算性能
古く から 、 簡単なモータ制御やセンサ情報処理、 通信処理については組込み向けのプロセッサであるマイ
コンで行われてきた。 マイコンはクロック周波数が汎用計算機向けのプロセッサと比較して小さく 、 大規模
な処理は全て汎用のＰ Ｃ側で行うのが当たり 前であった。
しかし近年はスマート フォンに代表されるよう な、 組み込み用途のプロセッサにおいてもクロック数は
1GHz以上で動作し、 メモリ サイズも 1GB以上を搭載しつつもバッテリ 駆動によって 10時間以上動作し続
けることが可能なほどに低消費電力な実装になることが当たり 前の状況となってきている。 組込み用途で
マルチコアプロセッサが登場し、 実用レベルで軽量な組込み用Ｏ Ｓ の実装も多数登場しているため、 マルチ
スレッ ド が簡単に利用可能な環境になり つう ある。
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ロボット 制御においてはマルチコアプロセッサ、 マルチプロセッサ環境においては、 例えば順運動学計算
や逆運動学計算、 関節角軌道の補間処理等で関節ごとにプロセッサを割り 当てて並列計算を行う ことで演
算処理のスループット を向上させる手法は数多く 研究されている。 組込みプロセッサの処理能力の向上を背
景に、 分散型制御システムではこう したマルチプロセッサ環境をネット ワークによってシームレスに接続す
ることで、 従来は組込みシステムでは不可能であった処理をロボット の体内システムにおいて実現できるの
ではないかと期待されている。
分散システムとしての機能向上を目指した組込みプロセッサとして RMTPを次節で採り上げ、 本研究に
おいて目指す自律型体内分散制御システムの各ノ ード におけるコアコント ローラとして活用することを考
える。
3.1.3 既存組込み用CPUアーキテクチャにおける実時間プロセッ シング
ARM Cortex-R等の実時間プロセッシングを特徴とした組込み向けＣ Ｐ Ｕアーキテクチャが実時間組込
みシステム用に展開されている。 これらのアーキテクチャで使われている “実時間性”はあるタスクの実行
時間が確定的 (Deterministic) であることを意味している [35]。 そのためにキャッシュや MMUによる物
理アド レスと仮想アド レスの変化といった応答までのクロックサイクルが不確定になるユニッ ト は排除さ
れている [36]。 また低レイテンシでのメモリ アクセスを実現するための Tightly Coupled Memory(TCM)
という特別なメモリ ユニッ ト を搭載している [35]。 割込みについても、 低レイテンシな割込み機構により
Deterministicなタスク処理を実現している。 また、 µT-Kernel等の組込み向け実時間Ｏ Ｓ を利用すること
で、 ベアメタル実装と比較してスループット 性能は落ちるが、 簡単に実時間タスクを開発することが可能で
あり 、 多く の組込みシステムで採用されている。
3.2 Dependable Responsive Multi-Threaded Processor (D-RMTP)
の概要
Dependable Responsive Multi-Threaded Processor(D-RMTP) は山崎・ 水頭ら [37, 21]によって開発され
た分散型実時間システムを実現することを目的に設計された組み込み用プロセッサである。 特徴としては実時
間処理のためのマルチスレッド 制御機能と、 さらに分散ノ ード 間での通信に実時間性を実現する Responsive
Link を内蔵していることにある。 D-RMTP チップ内のコアプロセッサとなる Responsive Multithreaded
Processing Unit(RMT PU)は８ つの論理コアを内蔵しており 、 ８ つのスレッ ド を並列的に同時実行可能な
アーキテクチャとなっている。 ８ つのスレッド はそれぞれ並列に命令発行ユニット にて各スレッド の命令を
デコード し 、 解釈結果に応じて命令演算ユニット への演算命令を供給（ dispatch） する。 命令演算ユニット
は表 3.2 に示すよう な個数用意されており 、 複数のスレッ ド から同時に同一演算ユニッ ト への実行命令が
供給された場合競合が発生するが、 RMT PUではスレッ ド に設定した優先度によって、 実時間要求の高い
処理に対して優先的に演算ユニッ ト 資源を割り 当てて命令発行（ issue） することが可能となっている。 演
算器は 8スレッ ド 全てに同時に割り 当てるほどの数は用意されていないため、 優先度に応じて使用権を割
り 当てられるとはいえ浮動小数点演算のよう な処理の長い演算についてはそもそも使用するタスク数を限
定しておく ことでパフォーマンスを維持することに留意しておく 必要があると考えられる。 また多数の処
理を並行に走らせる場合、 タスク切替時に生じるコンテキスト スイッチにおいてレジスタ等の情報を低遅
延で退避するための専用のコンテキスト キャッシュ機構を備えている。 これらの特徴により 、 従来ソフト
ウェアレベルで制御されていたマルチスレッ ド の実時間実行について大幅にオーバヘッ ド が削減されるた
め、 スレッ ド の短時間周期実行、 低ジッタ特性といった高品質な実時間性能を得ることが可能となってい
る。 図 3.2 に、 RMT PUにおける優先度付きの８ スレッド 並列実行の例を示す。 また周辺機能として ,DDR
SDRAM I/Fs, DMACや UART,パルスカウンタ等のインターフェース機能も LSI内に組み込まれており 、
System-on-a-Chip (SoC) として 1チップでロボッ ト のセンシング・ アクチュエータ制御が実現できるよう
デザインされている。
以上の優先度付きスレッ ド 実行機構の処理は全てハード ウェアレベルで処理される。 従来の X86アーキ
テクチャの計算機や ARMアーキテクチャのマイコンではこう したマルチスレッド 実行機能や優先度に応じ
たスレッ ド の割り 当てはソフト ウェアレベルで管理されている。
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図 3.1: Dependable Responsive Multi-threaded Processor(D-RMTP) (photograph from [21])
表 3.2: RMTPUの持つ演算ユニッ ト (from [38])
ユニッ ト 名 個数
整数演算器 4
整数演算器 1
(divider)
浮動小数点演算器 2
浮動小数点演算器 1
(divider)
64bit整数演算器 1
整数ベクト ル演算器 1
浮動小数点ベクト ル演算器 1
分岐ユニッ ト 2
メモリ アクセスユニッ ト 1
同期ユニッ ト 1
3.2.1 RMTPUにおける実時間プロセッ シング
上述の通り RMT PUではコンテキスト キャッシュを持ち、 通常の CPUアーキテクチャでは大きなオー
バヘッド となるコンテキスト スイッチによる遅延を大幅に短縮している。 また、 ８ スレッド の同時実行が可
能なためスケジューラによるコンテキスト スイッチや割込みによるスレッド の一時停止を行わずに、 処理を
続行させることも可能となっている。 そのため、 モータ制御タスクやセンサデータ通信タスクといった実時
間性の要求が高いタスクについてはスケジューラを関与させず、 スレッド を一つ占有させてしまう という実
装も可能である。
D-RMTPではこのよう な実装を Responsive Task[39, 40] と呼んでおり 、 ユーザが使用するための API
が OS[41]によって提供されている。
また、 実際にはプロセッサ上で独立したタスクとして処理したいタスクはロボット システムでは、 補間計
算、 エラー判定処理、 モータ温度推定、 外乱推定、 等数多く 存在するため、 有限のスレッド を割り当てるた
めにスケジューラによって実行タイミ ングを管理される必要がある。 スケジューラによるタスクへのスレッ
ド 割り 当てでは、 一般的なＯ Ｓ のスケジューラのよう に優先度に応じて順に割り 当てる固定優先度方式の
他、 最悪実行時間ベースでスケジューリ ングされる Earliest Deadline First(EDF)方式 [42]、 レート モノ ト
ニック方式 [43]が提供されている。
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図 3.2: Real-time execution on RMT PU(from [37]).
3.2.2 Responsive Task
Responsive Task[39, 40] は Watanabe、 Mizotani らによって提案された低遅延実時間実行機構である。
Responsive Taskでは RMT PU内の 8つの論理コアの内の１ つを、 １ タスクで占有させ、 論理コア内に備
えられたハード ウェアタイマ割込みベースでの周期実行を行う (図 3.3 )。 これは通常のソフト ウェアベース
によるリ アルタイムスケジューラの使用によって発生する、 実行タスクのリ リ ース、 スケジューラ処理、 次
タスクへのコンテキスト スイッチといったオーバヘッ ド を完全に削減する。 これにより 、 Responsive Task
では通常のソフト ウェアスケジューラによる実時間マルチタスク実行と比較して短い周期で、 低ジッタ性能
の実現が可能となる。 なお本研究では、 ソフト ウェアスケジューラによる実時間マルチタスク実行機構を特
に Real-Time Task と呼称する。
Watanabe らによれば Responsive Taskのオーバヘッ ド はタスク数に依存せず 1µsecであるのに対して、
Real-Time Taskではタスク数に依存して 13µsec以上かかる。 また、 Responsive Taskの release jitterは、 簡
易な演算タスクで平均 0.04%,最大 1.8%、 配列操作による多数のメモリ アクセスを伴う タスクで平均 0.4%、
最大 3.2%と報告されており 、 10µsec単位での周期タスク実行が可能となる (図 3.4 )。 そのため µsecの精
度を必要とする電流制御や衝撃センサ応答処理のよう な極めて実時間性の要求が高い処理についても、 プ
ロセッサ上で走らせるプログラムから制御が可能になると考えられる。
なお、 Responsive Taskは論理コアを占有するため、 並列実行可能なタスク数は最大でも物理的な論理コ
ア数に制限されてしまう 。 また、 演算ユニット 資源数は限られているため、 Responsive Taskであってもス
レッド 間で競合が発生した場合にはスレッド 優先度に応じて資源を割り当てることになるため、 より 実時間
性の要求の高いタスクに高優先度を与える必要がある。
3.2.3 20mmSiPを搭載した拡張コネクタ付き基板
D-RMTP では電源や SDRAM,FLASH-ROM 等の組込みシステムとして必要になる周辺デバイスを １
つのパッケージにまとめた System in Package(SiP)が開発されている。 さらに D-RMTP SiP を様々な追
加デバイスと接続して機能拡張を行えるよう スタッカブルな構成として、 D-RMTP基板が開発された (図
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図 3.3: Comparison of Responsive Task and Real-Time Task. Responsive Task occupies one core, and
immediately wakes up on interrupt. Real-Time Task is managed by scheduler, and is dispatched after
scheduler process (from [7]).
図 3.4: Jitter on execution time is lower than 1µsec(This figure is from [40]).
3.5 )。 本研究ではこの D-RMTP基板とスタック接続可能なモータ制御基板を開発し 、 D-RMTPの実時間
プロセッシング機能と組み合わせることで、 従来にない応答性の高いモータ制御モジュールを目指してい
く 。 表 3.3 にこの基板の主要スペックを記載する。
表 3.3: Specifications of D-RMTP 20mm SiP Board
Input Clock 50MHz
CPU Clock 45MHz
(Configurable by software)
SRAM 64kB
SDRAM 64MB
Size 39mmx26mm
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39mm
26mm
SDRAMD-RMTP SoC
FLASH ROM
D-RMTP 20mm SiP Board
 
図 3.5: Dependable Responsive Multi-threaded Processor(D-RMTP) (photograph from [21])
3.3 RMTP-02D基板の開発
本基板は浦田らによるヒューマノ イド ロボット のための大出力モータド ライバ [45, 7, 46, 47]をベースに、
実時間通信のための光通信メディ ア及び D-RMTP SiP基板を搭載できるよう リ デザインしたものである。
図 3.6 に RMTP-02D基板の外観を示す。 図 3.6 中に示したインターフェースは、 表 3.4 に対応しており 、
従来の基板と互換性を保つためのインターフェースと新機軸のデバイスを接続するためのインターフェー
スを全て搭載するために、 従来の 1.5mmピッチ系のコネクタから 、 1.25mm径ピッチのコネクタに変更し
ている。
表 3.4: RMTP-02D基板搭載インターフェース
Number interface application
1 Differential pulse input 3CH Encoder
2 Differential pulse input 3CH Hall Sensor
3 RS422 full duplex port 2CH Communication bus
Sensor interface
4 GPIO 1CH Global reset switch, etc
5 Auxury I/O 3CH I2C,SPI
6 RS485 full duplex port 1CH Absolute encoder, etc
7 BtoB Connector Connect to FET board
8 Active optical port High speed communication
3.3.1 ハードウェアロジッ クによる主要機能の実装
RMTP-02D基板には FPGA をモータド ライバのメインの処理デバイスとして搭載している。 主に
• モータのベクト ル制御回路
• 通信系のデータリ ンク・ ネッ ト ワーク回路
• センサデバイス制御用回路
• ト ルク推定器 (C.3節)
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図 3.6: RMTP-02D Motor Driver Board
• マイコン用バスインターフェース回路
をハード ウェアロジックとして実装している。 FPGA上のハード ウェアロジックで実装することにより 、 高
い実時間性と並列実行能力を付加することが可能となる。 近年 FPGAは高速ト ランシーバ回路をハード マ
クロとして内蔵している製品が出てきており 、 RMTP-02D基板でも通信系の物理層をハード マクロによっ
て一部実装を行っている。
3.3.2 電流制御器とベクト ル制御器
RMTP-02D基板には浦田ら [48]によって開発された FPGA論理回路実装の PI電流制御器、 ベクト ル制
御器と FET基板を搭載している。 ブラシレスモータ駆動用の三相 PWM生成器と接続されており 、 Ｆ Ｅ Ｔ
基板に実装されている各相の電流計測用センサからのフィ ード バックを電流制御器、 ベクト ル制御器に入
力している。 ベクト ル制御演算は非常に速い制御周期を要求されつつも、 座標変換操作といった演算が必
要となるため、 組込み用Ｃ Ｐ Ｕでは比較的負荷の高い演算である。 この実装では電流制御器とベクト ル制
御器は 38.4kHzで周期実行され、 モータ制御の一連のフィ ード バックループの中で最も速い制御ループと
なっている。 Ｆ Ｅ Ｔ 基板はモータで人と同様のト ルク特性と関節速度特性を両立させるために、 80 Ｖ電圧
駆動で最大 200Ａのド ライブ能力を持った設計となっている。 図 3.7 に浦田らの FET基板と組み合わせた
RMTP-02D基板を示す。
3.3.3 光伝送モジュール
高速な通信速度やノ イズへの耐性、 ノ ード 間の絶縁性、 長距離伝送が要求される通信では、 光ファイバー
ケーブルによる光伝送が採用されるのが一般的である。 ロボット での使用例としては、 HRP3L-JSK [46]で
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図 3.7: RMTP02D Motor Driver Board assembled with FET board and water block module.
は光ファイバー接続の PCIバスエクステンダによって、 ロボッ ト 体外に置かれた主制御計算機と体内に搭
載された分散型制御基板用インターフェースを接続している。 PCIバスの要求する伝送帯域を持ちつつ、 計
算機とロボッ ト 間を絶縁しながらロボッ ト が歩き回れるだけのケーブル長を実現することができている。
しかし 、 メ タル電線による接続と比較して、
• 光電変換モジュールを基板側に搭載しなければならないことによるモジュールサイズの誇大化。
• 光ファイバーケーブルが曲げに弱く 、 狭い空間でのケーブルの取り 回しが困難。
• コスト が高い。
• ケーブルの延長・ 短縮加工が困難なため、 機器内の配線長を最適化しにく い。
といった課題もあり 、 特にロボッ ト 体内で使用する通信システムに採用されるまでには至っていなかった。
近年、 光アクティブコネクタが組込み用途向けに開発され、 製品として登場し始めた。 光アクティブコネ
クタは従来基板側に搭載しなければならなかった光電変換モジュールがコネクタとして一体化され、 光ファ
イバケーブルと合わせて一つのモジュールとして構成された通信用ケーブルである。 従来品と比較して、
• モジュールが小型化され、 サイズ要求の厳しい組込み用途でも使用可能。
• 光電変換素子はケーブル側についているため、 基板設計時には従来の高速差動信号インターフェース
と同様に扱う ことが可能。
• 従来の光ファイバケーブルより も細径化されており 、 最小曲げ半径も大幅に向上している。
といった利点が得られるよう になっている。
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本研究では、 光アクティ ブコネクタとして表 3.5 に示す Panasonicのモジュール (図 3.8a ) を使用して、
体内分散制御システムのための高速通信機構を実現する。 本モジュールは全二重で最大 6Gbps という通信
性能を有するだけでなく 、 約 0.5mm角というファイバ径も特筆すべき利点となっている。 図 3.8b に既存ロ
ボット の体内通信系で主に使用してきたケーブル径を示すが、 市販 STPケーブルで最小径クラスの φ4[mm]
のケーブル及び IEEE1394フラット ケーブルの 1[mm]×3[mm]サイズと比較して、 圧倒的に細いファイバ径
であることが分かる。 また、 細線同軸ケーブルも同程度のケーブル径ではあるが、 双方向高速通信を実現す
るためには複数線を束ねる必要が生じるため、 光アクティ ブコネクタのファイバ径には及ばない。 このファ
イバ径では、 等身大サイズのヒューマノ イド ロボット では体内の配線において、 空間制約を考慮する必要が
事実上無く なり 、 自由に配線を行う ことが可能となる。 ファイバ最小曲げ半径 15mm という特徴も利用し
て、 例えば関節を跨ぐ部位の配線において、 多重にファイバを巻く ことで、 関節駆動にともなう繰り返し曲
げによるファイバにかかる応力を低減することが可能となり 、 ファイバの断線等に伴う障害のリ スクを低減
する構成が実現される。 図 3.9 に RMTP-02D基板同士を光アクティ ブコネクタで接続した様子を示す。
表 3.5: 光アクティ ブコネクタの仕様
製造　 Panasonic
型番 AYG4V13065
伝送速度 20Mbps～6Gbps
伝送ポート Tx,Rx 全二重 1Ch
ファイバ長 50mm,300mm,1000mm
ファイバ径 0.4mm × 0.6mm (2心)
ファイバ最小曲げ半径 15mm
コネクタサイズ 12.7mm × 9.1mm × 5.9mm
光変換モジュール 3.3V
駆動用電圧
(a) Photograph of a module.
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(b) Comparison of active optical fiber and traditional
thin communication cable.
図 3.8: Active optical connector
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図 3.9: RMTP02D Motor Driver Boards connected by active optical cable.
3.3.4 マイコン用バスインターフェース
組み込みＣ Ｐ ＵとＦ Ｐ ＧＡや周辺デバイスとの間のデータ通信ではパラレルバス形式でのデータ転送が高
速で一般的である。 しかし 、 モータ制御周期を短縮していく と 、 このデータバス上の転送でもオーバーヘッ
ド の問題が生じるようになり 、 実時間処理に影響を及ぼすようになる。 データバスはデバイスやスレッド 間
で競合が起こり 得るため、 競合による待ち時間が存在することや、 バス権獲得に処理時間が必要となるこ
とによるオーバーヘッ ド が重畳されるため多データを転送する場合は、 単なるメモリ アクセスと比較して
遅い処理となる。 しかし 、 データバスで接続された先にＡＤ Ｃの変換データやモータド ライバ・ 通信機構等
のデバイスの制御レジスタが存在するため、 高頻度でのアクセスが必要であり 、 データバス転送を高速化す
ることが求められる。 データバス転送の高速化の手法として、 ＤＭＡによるメモリ 間転送、 バースト 転送に
よる連続データ転送等の技術が組み込みシステムでは使用される。 これらの手法はデータバス転送の無駄
時間を削減し、 高速転送を可能とするが、 データや制御レジスタへのランダムアクセス性を低下させる。 そ
のため、 Ｆ Ｐ ＧＡ上のデータアド レスマップを高速転送を想定して最適化した状態で配置する必要がある。
通常のバスアクセスでは、 １ データの転送に４ サイクル＋ バス調停のためのオーバヘッド が生じ、 スレッ
ド はこの間応答待ちとなる。 一方、 DMAによる転送では Nデータの転送に４ サイクル＋ Ｎサイクル＋ バ
ス調停のためのオーバヘッド が生じる。 また、 スレッド 自体はバスの応答を待たずに先の処理に進むことが
できるため、 スレッ ド の実行時間を大幅に改善することが可能となる。
3.4 分散型センサデバイスインターフェース
RMTP-02D基板では ADCデバイスを搭載していないため、 直接アナログ入力によるセンシングは行わ
ない。 本基板ではロボット 制御に必要なセンサデバイスは全てシリ アルインターフェースを介して、 外付け
の拡張基板・ デバイスを利用する形式としている。 RMTP-02D基板上には汎用の全二重 RS422 インター
フェース及び 3線 GPIO入出力を利用した I2C,SPI インターフェースを搭載しており 、 センサデバイス側
のインターフェース ,要求データレート に応じて使い分けることが可能となっている。
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図 3.10: Shock Detection Module
3.4.1 衝撃センサ
衝撃センサは加速度センサの一種であるが、 特にインパルス入力的な加速度に対しても十分に計測可能
なのよう に広い加速度計測レンジと周波数応答性を備えたセンサである。
本研究では永松らによって開発された衝撃検出モジュールを使用する [8]。 ANALOG DEVICES 社製の
ADXL326 および ADXL377 を使用することで、 ±16[G]及び ±200[G] の２ 種類の計測レンジに対応して
データを取得することが可能となっている。 計測軸は X,Y,Zの３ 軸を全て計測しており 、 サンプリ ングレー
ト は通常利用時に約 20k[SPS]程度得ることができる。 衝撃検出モジュールのインターフェースには絶縁型
I2Cが採用されており 、 電磁ノ イズの影響による計測不良を防いでいる。 また、 衝撃検出モジュール化によ
る副次的な効果として、 ロボッ ト の骨格への取り 付けが強固になるよう 、 取り 付け点を６ ヶ所備え、 また
取り 付け面に面接触の状態で固定できるよう基板背面に部品実装は行っていない。 このよう に、 骨格とモ
ジュール間の固定を剛に行う ことによって骨格への衝撃入力に対してより 高速に応答させることが可能と
なっている。
衝撃センサはロボッ ト 体内の数あるセンサの中でも、 特に外部入力に対する感度と応答性が非常に優れ
ているため、 ロボット の高速応答動作の実現において重要なセンサとなる。 衝撃検出の感度は、 骨格を爪先
でつつく よう な非常に小さい入力から 、 着地衝撃のよう な大きな入力まで高精度で検知することが可能で
ある。
衝撃検出モジュールのサンプリ ングレート は、 制御周期の 1k～10k[Hz] と比較して十分に高速であるた
め, フィ ルタリ ングによってより 計測品質を高める余地がある。
3.4.2 6軸力センサ
６ 軸力センサは、 並進３ 軸方向の力とモーメ ント 三軸の計６ 軸の入力を計測するためのセンサである。
ヒューマノ イド ロボッ ト においては足先や手先に搭載し 、 姿勢制御や手先力制御における重要なフィ ード
バックを与えるセンサである (図 3.11 )。 ６ 軸力センサは軸間のひずみ干渉を抑えながら 、 高い定格入力を
実現するために機械的な構造が非常に複雑になっている。 そのため外形サイズは最大定格によってほぼ決
定してしまい、 ロボッ ト の構造設計においてレイアウト 制約の一つになる。 センサインターフェースには、
アナログ信号出力の製品とデジタル信号出力の製品がそれぞれ選択できる場合がほとんどである。 PCとの
接続用に専用のインターフェースカード が合わせて販売されているが、 本研究では体内システムに直接計
測値を取り込むために、 デジタル信号出力を RMTP-02D基板に入力し、 専用の６ 軸力センサ制御ロジック
を FPGA内に実装した図 3.12 。 この制御ロジックは CPUバスを通じて組込みシステムや通信システムか
ら直接アクセスすることが可能となっている。
ロボッ ト 体内ではモータサーボノ イズの影響が無視できないため、 アナログ信号出力は計測精度の点で
不利であると考えられる。 ただし 、 デジタル信号出力製品では計測回路を内蔵するため外形サイズがアナ
ログ信号出力製品と比較して大きい傾向がある。 計測回路が外付けの場合もあるが、 アナログ信号線がセ
ンサ筐体外に出てきてしまう点に留意しなければならない。 また、 ６ 軸力センサのサンプリ ングレート は
多く の製品でおよそ 1kHzから 2kHzが一般的である。 これは現在のロボッ ト の 1kHz制御システムにおい
ては十分なレート であるが、 10kHz制御システムを実現していく 場合にはスペックとして不十分になって
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く る。 高速周期でのサンプリ ングが可能な６ 軸力センサはまだ製品として広まっていないため、 実現するた
めにはアナログ出力製品について独自に ADCモジュールを開発する必要があると考えられる。
図 3.11: Six axis force sensor(表 3.6 ).
図 3.12: 6axis force sensor interface with isolator board.
また、 ロボッ ト の骨格とボルト によって剛結されるため、 金属製のセンサ筐体は骨格と同電位に落ちる。
そのため、 ロボット 骨格を経由してモータや制御基板からのノ イズがセンサ筐体に侵入してく るので、 セン
サ内の基板の筐体に対する電気的なシールド の構造が６ 軸力センサの測定値に大きな影響を及ぼす。 実際
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に、 図 3.13 にモータのサーボノ イズによってロボッ ト 骨格に生じる電位の振れと、 対策を施さない場合に
６ 軸力センサがノ イズから受ける影響を示す。
図 3.13: Influence on sensor measurements by motor servo noise.
図 3.14: Comparing the effect of isolator.
本来、 ロボッ ト の骨格自体を電気的に接地させることでこのよう な筐体の電位の揺れを抑えるのが一般
的である。 しかし 、 自立型のヒューマノ イド ロボット では接地のためのケーブルを接続することが不可能で
あり 、 骨格は電気的に浮いた状態であったり人と同様に骨格は帯電していたり することが考えられる。 体内
電源の-極側に骨格の電位を落とすことも考えられるが、 モータサーボ電源系は非常にノ イズレベルの高い
系統となっており 、 やはり骨格を電気的に安定に保つには困難である。 このような点から 、 筐体が骨格と剛
結される６ 軸力センサでは、 内部の測定回路の筐体に対する絶縁性がヒューマノ イド ロボット においては重
要な要素となる。 あるいは、 フィルタリ ングによるノ イズの除去も考えられ、 実際に６ 軸力センサ製品には
内蔵の回路においてあらかじめフィルタ処理を設定可能なものも多く 存在する。 ただし 、 過度なフィルタリ
ングは計測値に位相遅れを生じさせるため、 姿勢制御のよう なセンサの応答性が制御性能に直結する用途
では、 カッ ト オフ周波数が 500Hz程度以上で実際には運用される。
本研究では、 こう したヒューマノ イド ロボット に６ 軸力センサを搭載するにあたり 、 センサインターフェー
スを絶縁化して対処を行った (図 3.15 )。 ６ 軸力センサに供給する電源及び通信信号を絶縁化することで、
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ロボット 体内の電源系統に印加されているノ イズが直接センサ内に侵入するのを抑制している。 また、 使用
した６ 軸力センサのスペックを表 3.6 に示す。
図 3.15: RS422 isolator board.
表 3.6: ６ 軸力センサ
製造元 Wacoh Tech1
型式 WEF-6A1000-80-40-RCXTi2
インターフェース 全二重 RS422
定格荷重 (Fx,Fy,Fz) 2000[N]
定格荷重 (Mx,My) 80[Nm]
定格荷重 (Mz) 40[Nm]
検出感度 (Fx,Fy,Fz) 3.275[LSB/N]
検出感度 (Mx,My) 81.88[LSB/Nm]
検出感度 (Mz) 163.75[LSB/Nm]
最大サンプリ ング周波数 2k[SPS]
応答周波数 1kHz
1http://www.wacoh-tech.com/
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図 3.16: Sensor data and Control data flow in RMTP-02D board and a traditional H8 based board.
3.5 D-RMTP及びRMTP-02D基板による実時間モータ制御の実験
RMTP-02D基板に搭載された D-RMTP基板にてモータの制御タスクを実時間プロセスとして実装する。
まずセンサデータと制御コマンド の基板上での流れは次の通り になる (図 3.16 )。 D-RMTP上のサーボ制
御タスクは、
1. エンコーダパルスカウンタからのモータポジショ ン情報の更新。
2. モータポジショ ンの変分からモータ回転速度の計算。
3. データバス経由で FPGA上のセンサデータを取得。
4. サーボ計算の実行。
5. 演算結果であるベクト ル制御器用目標電流値をデータバス経由で FPGAに書き込み。
6. 上位システムとの通信用データをデータバス経由で FPGA上レジスタ・ メモリ に書き込み。
7. スレッ ド をスリ ープさせ、 次周期を待つ。
という手順で処理が行われる。 (2)及び (5)のデータバスリ ード ・ ライト はデータ数が多いと、 CPUからは
重い処理となり 、 短周期での実時間実行に影響を与える。 そのため、 DMACによる高速なデータ転送処理
を行う よう FPGA上のレジスタ・ メモリ のアド レス配置を最適化している。
以上の処理内容で、 モータ制御タスクは 200µsec=5kHzの制御周期を実現している。 従来の 1msec周期
の制御周期より も５ 倍の高速化が達成できており 、 力制御の応答性の向上が期待される。
次に実時間サーボ制御タスクの実装について述べる。 図 3.17 に示すよう に、 D-RMTP上での実時間タ
スクは RTServoTask クラスによって管理を行っており 、 タスクの実行周期や実行時間の計測処理、 実際に
サーボ演算を行う Local Motor Controllerクラスの登録、 初期化を行っている。 Local Motor Controllerに
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図 3.17: Real-time servo control task on D-RMTP.
図 3.18: PID torque controller called from local servo controller.
はサーボ制御で必要となる基本パラメータ、 アクチュエータの物理的スペック情報を保持しており 、 初期化
時にデフォルト 値または上位層から送信されてきたパラメータを適用する。
Local Motor Controllerは周期実行時にサーボ演算処理を現在設定されている制御モード に応じて、 Ser-
voFunctionクラスから選択して実行を行う (図 3.18 )。 ServoFunctionクラスには、 位置制御、 力制御、 剛
性制御等の基本モータ制御関数を登録している。
— 第 3章 ： 分散型センサを接続可能な実時間ベクト ル制御モータド ライバの開発 — 69
3.5.1 単軸ト ルクフィ ードバッ ク制御による実時間モータ制御実験
RMTP-02D基板に実装したモータ制御システムについて、 ト ルクフィ ード バックに基づく 単軸でのト ル
ク制御を実行することで、 実時間プロセッサの動作検証を行う 。
実機には A0-B specのエンド エフェクタ軸を用いて、 手先に搭載している６ 軸力センサのＺ 軸モーメン
ト の計測結果を関節ト ルクとして RMTP-02D基板で直接取得することで、 ト ルク制御系を構成する (図
3.19 )。 ト ルク制御として次の PID制御器を含むサーボ制御タスクを実時間プロセスとして、 D-RMTP上
で起動している。 また、 計測データを HRP3L-JSKで使用している従来通信リ ンクによって主制御計算機
に送り 、 1msec周期でのログを記録した。 ト ルク目標値は０ Nm を設定し 、 外部ト ルク入力に対してなじ
む状態とした上で、 外乱を手で加えた。
図 3.19: Experiment of single motor control unit on A0-B spec.
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図 3.20 から図 3.22 にト ルク制御時のエンコーダ、 ト ルクセンサ値、 制御器出力のログデータを示す。 ト
ルクセンサ値はオフセッ ト 値が 0.2Nmほどのっているが、 外部からの入力に対してなじむことでほぼ一定
値を保てている。 グラフの３ 秒から ８ 秒の間は、 振幅は関節角 10度、 周期５ Hzほどの回転運動を手で関
節軸に加えている期間である。 この期間ト ルクセンサ値は ±0.1Nmほどのト ルク目標値との誤差が出てし
まっている。 モータやリ ンク慣性等を考慮していない制御系であり 、 周波数応答性については課題が残る。
0.1Nmの誤差は手で入力している感触としても、 抵抗を少し感じる大きさである。
また、 グラフ後半は 30度ほど連続して動かしている期間であるが、 こちらについてはト ルク追従性能を
高く 発揮している。
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図 3.20: Encoder data.
従来構成のモータ制御基板との比較
本実験でのト ルク制御の性能の比較対象として、 H8マイコンをコント ローラに用いた従来型基板にて同
様の構成によって関節ト ルク制御を行い、 ト ルク追従性の比較を試みた。 従来使用してきた H8マイコンで
はモータサーボ制御周期は 1msecであり 、 制御モード に RMTP-02D基板で実験したタスクと同様の PID
ベースのト ルクフィ ード バック制御を実装し、 比較を行った。 なお、 単に制御周期が異なるだけでなく 、 プ
ロセッサのアーキテクチャが根本的に異なることによるプログラムの厳密な処理ルーチンの差異、 従来型の
基板を使用するため FPGA側回路のロジックのバージョ ン違いや電源系統の差異等があるため、 制御周期
に違いを示すための比較とすることはできないが、 システム全体としてどのよう に改善されたかを示す指
標として考えることはできると思われる。
図 3.23 に、 従来基板システムでのト ルクフィ ード バック制御時のログデータを示す。 電源システムの差
異によるト ルク信号へ重畳するノ イズの差や制御周期の違いにより 、 外部入力に対して十分になじむまで制
御ゲインを挙げることが難しく 、 グラフのよう に非常に大きいト ルク誤差が生じている。
3.5.2 Responsive Taskによる実時間モータ制御の性能検証
3.2.2節にて述べた低ジッタ性能を持つ Responsive Taskによる実時間モータ制御タスクによる性能を検
証する。 ここでは単軸試験機によるステップ応答軌道を取得した。 図 3.24 に実験に使用した単軸試験機を
示す。 モータド ライバには RMTP-02D基板と D-RMTPが使用されており 、 モータは HRP3L-JSKで使用
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図 3.21: Joint Torque data(Nm).
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図 3.22: Controller output data(Low data).
されているものと同一である。 3.75:1の低減速比なプーリ 減速機を介して棒リ ンクを回転するシンプルな構
造となっており 、 減速機での損失やリ ンク剛性に起因する振動等の影響を無視することができる。 目標関節
角度は、 0.100[second]の間に 360[degree]回転する軌道を与えた。 この目標関節軌道はメイン制御 PC内の
ロボッ ト 制御層関節角度軌道補間器にて躍度最小補間によって 500Hzで中間目標関節角度が生成され、 実
時間インターフェースを介してモータド ライバへ毎周期送信される。 なお、 この回転角度は実際にロボット
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図 3.23: Joint Torque data on previous control board.(Nm)
で使用される減速比 240:1換算では約 5.6 ° に相当し 、 最大関節角速度はモータド ライバの通常モード での
最大速度の約 1/10であるため、 モータド ライバのスペックから見て十分余裕のある軌道である。
RMTP-02D基板上に接続された D-RMTPが目標関節角度への追従を行うサーボ制御演算を行い、 モー
タド ライバ内のベクト ル制御器へ目標電流値を出力する。 サーボ制御は関節角度エラー値を入力とし 、 目
標電流値を出力とする PD制御器で実装されている。 サーボ制御タスクはクロック 45MHzの D-RMTP上
で実行時間が平均 31.2µsec要する。
実験条件としてサーボ制御タスクの実行周期、 並びにそのタスクの実時間実行機構 (Responsive Task or
Real-Time Task)について以下の組み合わせで応答軌道を記録し 、 比較を行った。 Real-Time Taskでは最
大実行周期のタスク以上の周期でスケジューラが呼び出される必要があるため、 実行タスクの周期を上げ
るとそれに比してスケジューラオーバヘッド が大きく なる。 そのため、 本実験環境での Real-Time Taskに
よるサーボ制御タスクでは 2000Hzが実用的な最大周期となる。 なお、 実験条件によっては PD制御が発振
してしまう ため、 Pゲイン、 Dゲインは各条件でチューニングを行った。 ここではゲインは目標値への到
達までのレイテンシを短縮しつつ、 静的状態で発振しないよう にチューニングを行っている。 また、 D成
分演算時に用いるローパスフィ ルタは時定数が Ts = 0.001[sec] となるよう各制御周期で係数を調整してい
る。 実際に実験で使用したゲイン値についても表 3.7 に示す。 また、 サーボ制御タスク以外にスレッド 状態
監視タスク、 センサデータ処理タスクが並列に実行された。
表 3.7: Configurations of Experiment
Label Execution Mechanism Period P Gain D Gain
A Responsive Task 1000Hz 1200 1000
B Responsive Task 5000Hz 2000 1000
C Real-Time Task 1000Hz 960 1000
D Real-Time Task 2000Hz 880 1000
実行結果のロギングはモータド ライバ基板とメ イン制御 PCの間に位置するインターフェースブリ ッジ
基板 (5.4節)にて、 D-RMTP内サーボタスクと同期して実行されるモニタリ ング、 データロギングアプリ
ケーショ ンを実装して行った。 従来システムでは、 通信帯域やメイン制御 PCで走る OSの制約等により 下
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図 3.24: Test instrument composed of a motor and 3.75:1 reduction pulley with single bar link.
位コント ローラ内の制御量のログを取ることは困難であったため、 中間層インターフェースブリ ッジ基板の
役割は重要と言える。 本実験では A,B,C,Dの各条件について 10回の試行を行った。
また、 制御の正確性、 精度を示す指標として、 それぞれ目標角度に対する関節角度誤差、 試行間のバラつ
きを計測結果から計算する。
図 3.26 に実験によって得られた、 関節角度制御のステップ応答軌道を示す。 その際に撮影された実験の
様子を図 3.25 に示す。 各軌道は目標関節角度軌道が時刻 0.100[sec]に立ち上がり 始めるよう に時間軸のオ
フセッ ト を合わせている。 また、 図 3.27a は図 3.26 の立ち上がり 付近を、 図 3.27b には整定領域付近の拡
大図を示す。 また、 図 3.28a は目標関節軌道と実関節軌道の誤差角度、 図 3.28b にはサーボ制御タスク内で
関節角度の差分から計算された関節角速度軌道を示す。
表 3.8 に、 各実験条件での 10回試行時のオーバーシュート 量の最悪値、 及び立ち上がり 時の最大誤差値
を示す。 実験条件 Bによる軌道ではオーバシュート 量が 4.94 ° 、 立ち上がり時誤差値が-26.92 ° となってお
り 、 他の条件と比較して最もオーバシュート 量、 立ち上がり 時誤差値を抑えることができている。
各実験条件について 10回試行した関節角度軌道のバラつきについて評価を行う 。 軌道間のバラつきの指
標としては様々なものがあるが、 この実験では試行間でほぼ同一の軌道を描いていることから軌道間のマ
ンハッタン距離をバラつきの指標とする。 マンハッタン距離は軌道の形状違いだけでなく 、 位相ずれについ
ても数値に反映されるためここでのバラつきの指標として十分と考えられる。 表 3.9 に各実験条件の平均
軌道を計算し 、 その平均軌道からの各軌道のマンハッタン距離を計算し 、 さらにその平均を計算したもの
を示す。 A,B,Cの各条件については各軌道間のバラつきは 1 ° 未満に収まっているが、 Dのみ大きく バラつ
いていく ことがわかる。 同様にサーボ制御タスク内で計算された関節角速度軌道の平均マンハッタン距離
を表 3.10 に示す。 関節角度軌道の場合と同様、 A,B,Cの各条件についてはバラつきは約 20[deg/sec]に収
まっているのに対して、 Dのみ 1042[deg/sec] と試行間で計測値が大きく ばらついていることがわかる。
表 3.8: Worst case error of joint angle trajectory for each trials
A B C D
overshoot[deg] 9.69 4.94 6.57 13.05
max error[deg] -42.52 -26.92 -53.32 -46.08
表 3.9: Similarity of joint angle trajectory for each trials
Similarity (avg. of manhattan distance)
A:1000Hz(resp) B:5000Hz(resp) C:1000Hz(RT) D:2000Hz(RT)
0.2008 0.0639 0.0873 1.7911
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図 3.25: Photographs taken with a 300fps camera.
表 3.10: Similarity of joint angle velocity trajectory for each trials
Similarity (avg. of manhattan distance)
A:1000Hz(resp) B:5000Hz(resp) C:1000Hz(RT) D:2000Hz(RT)
26.1 23.5 21.5 1042.0
制御の正確性、 試行間の繰り 返し精度の高さ共に制御周期が最も早い実験条件 Bが、 他の実験条件と比
較して明らかに有意な差で優れていることが確認された。 立ち上がり 時誤差値は関節角度誤差増加時に指
令電流値を素早く 増大させることが重要であるため、 単純に Pゲインの値が支配的と考えられる。 Pゲイ
ンを増大させても発振しないよう 、 制御周期の高速化が有効であることが確認できる。
また、 実験条件 Dでは 10回の試行間のバラつきが関節角度に換算して平均して約 1.8 ° 程度となってお
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図 3.26: Trajectories of joint angle.
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図 3.27: Enlarged trajectories of joint angle.
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図 3.28: Tajectories of joint angle error and velocity.
り 、 他条件と比較して突出して大きく なっている。 実験条件 Dの Real-Time Task での 2000Hz ではスケ
ジューラの呼び出しが頻繁に発生するため、 スケジューラ自体のオーバヘッ ド の大きさによってサーボ制
御タスクの実行タイミ ングジッタが相対的に大きく なっていると考えられる。 従って、 実験条件 C と比較
して制御周期が高速化することで Pゲインを向上させることができているが、 実時間タスクにも関わらず
サーボ制御の繰り 返し精度が悪化していると考えられる。
Responsive Taskは 5000Hzでの実行時でも高い繰り返し精度が保たれており 、 なおかつ制御周期の高速
化によって制御の正確性も向上できることが実証された。
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3.6 本章のまとめ
本章では、 体内分散制御システムの末端ノ ード となるモータド ライバについて、 本研究における設計要
件を満足するよう既存の大出力モータド ライバをベースに、 山崎らによって開発された実時間プロセッサ
D-RMTP をモータ制御用マイコンに用いることが可能な RMTP-02D基板の設計・ 製作を行った。
この制御基板では、 実時間プロセッサ D-RMTP の提供する低遅延周期実行スレッ ド 機能を活用した
Responsive Taskにより 、 従来の組込み環境構成では難しかった低ジッタ 200µsec周期でのモータサーボ制
御タスクを実現し 、 ステップ応答実験にて高い制御追従性能と繰り 返し精度を有することを実証した。
また、 この制御基板では FPGAハード ウェアロジックで実装された専用センサド ライバを搭載すること
で、 ６ 軸力センサや関節ト ルク推定等の各種ヒューマノ イド ロボッ ト 制御で必要となるデバイス・ 計測値
を体内分散通信系に直接接続可能である点が特色として挙げられる。 これによって、 並列実行にて高精度・
高周期でのセンサデータの計測及びそれらを体内ネット ワークに直接送信することが可能となり 、 システム
全体での取り扱いデータフローを増加させることが可能となった。 また配線コスト の低減によって身体ハー
ド ウェア構成の小型化・ 軽量化・ レイアウト 自由度の向上につながり 、 身体運動能力の向上を実現可能な手
法となっている。
第4章
マルチプロト コル対応多ノ ード間低遅延体内分散
通信系の開発
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4.1 はじめに
本章ではヒューマノ イド ロボッ ト の体内分散制御用ノ ード を相互接続する分散通信系の構成方法につい
て述べていく 。
最初に 4.2節では筆者が携わってきた HRP3L-JSK[50, 46] と腱志郎 [21]の体内通信系の構成、 及びその
他一般に利用される体内バス用通信規格について解説を行い、 2.3節及び 2.8節にて設定した通信系設計要
件と比較してどのよう な点で課題を抱えているのか明らかにする。
次に 4.3節にて、 本研究で提案する分散通信系を構成する通信リ ンク部の設計について述べる。 第 3章に
て述べた通り 、 RMTP-02D基板にはノ ード 間の高速シリ アル通信を可能にするギガビッ ト 帯の性能を持つ
光アクティブ型インターフェースを搭載している。 耐環境性能の向上、 ケーブル構成の最適化、 データレー
ト ・ 実時間・ 低遅延性能の向上を実現する上で適したハード ウェア構成となっている。 本研究で使用する光
アクティ ブコネクタの仕様については第 3章にて掲載したが、 4.3節では実際にノ ード 間通信を行うために
実装したシステム側のハード ウェアデザイン、 パケッ ト のデータフロー制御手法について述べる。
4.4節では、 2.8.2節にて導入した RPC型通信とデータスト リ ーム型通信をハード ウェアロジックレベル
で低遅延に実現するためのプロト コル処理ブロックの実装方法とその利用方法について述べる。
その次に 4.5節では、 設計された通信プロト コルについて、 実際にロボット で使用するアプリ ケーショ ン
デザインを示し 、 実験・ シミ ュレーショ ンにてその通信性能の検証を行う 。
最後に 3.2節にて導入した山崎らの D-RMTPの機能の一つである Responsive Link[30]の構成について
述べ、 その評価を行う 。
4.2 従来ロボッ ト における体内通信系の構成
4.2.1 HRP3L-JSKにおける体内通信系の構成
HRP3L-JSKでは、 主制御計算機において歩行用関節角軌道が生成され、 制御周期 1msecの実時間ロボッ
ト インターフェースプログラムを通して、 体内に搭載された大出力モータ制御基板に関節角指令値が送られ
る。 本論文ではこの従来型の体内通信リ ンクを slave linkと呼称する。 ノ ード 間の通信リ ンク物理層には全
二重 RS422が用いられており 、 データレート は 20Mbpsに設定されている。 接続ト ポロジはマスタを中心
としたライント ポロジで各ノ ード はデイジーチェーン接続される (図 4.1 )。 また、 データリ ンク層にはサー
ボノ イズによって発生する通信エラーを訂正するためにブロック符号化手法としてリ ード ソロモン符号エ
ンコーダ・ デコーダが備えられている。 この符号化によるオーバヘッ ド は約 10µsec となっており 、 1msec
での制御周期に間に合う設計とされている。 マスタ主導での通信リ ンク管理手法であり 、 基本的にスレーブ
間通信はサポート されておらず、 隣接ノ ード との協調制御用パケッ ト (発行タイミ ングはマスタからのコマ
ンド で決定)の送信のみに限定されている。 つまり 通信モデルとしては、 RPC型通信による同期通信が主
となり 、 マスタースレーブによる１ 対多接続構成となっている。 接続ト ポロジは物理的にはライント ポロジ
となっているが、 論理的にはリ ングト ポロジ接続であり 冗長構成が可能となっている。
図 4.2 に各制御ノ ード における FPGA内部の slave linkの PHY/MAC構成及び、 MPU とのデータ通信
のためのバス接続アーキテクチャを示す。 マスターから転送されてきたパケット は自ノ ード デバイスＩ Ｄ宛
であれば取得し、 そう でなければ次ノ ード へと即座に転送する。 図 4.3 に slave linkで使用しているパケッ
ト のデータ構造を示す。 パケッ ト 受信ブロックでは、 コマンド を解釈しデータライト コマンド であればパ
ケット 内のデータを指定アド レスの内部メモリ あるいはレジスタに書き込む。 リ ード 命令であれば、 指定ア
ド レスの内部メモリ あるいはレジスタのデータを応答パケッ ト としてマスタに送り 返す。 これらの処理は
全て FPGA内の論理回路で実装されており 、 高い実時間性で処理される。 これによって通信リ ンクの使用
率を高い状態で保てるため、 マスターインターフェース１ チャンネルあたり に６ ノ ード 接続しても、 1msec
周期の通信を実時間で処理するのに十分な性能を実現している。 なお上記処理に最適化された設計でパケッ
ト 処理ブロックの実装されている都合上、 可変長パケット やスレーブ間通信には制約があり 、 利用可能なプ
ロト コルはマスタースレーブ型の push・ pull リ クエスト に限定されてしまう 。
4.2.2 腱駆動ヒューマノ イ ドにおける体内通信系の構成
分散型制御システムの別の実装例として腱駆動ヒューマノ イド 「 腱志郎」 [21]について述べる。
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腱志郎は全身で 105個の腱駆動アクチュエータを持ち、 それらを駆動するためのモータド ライバとモー
タ制御基板が搭載されている。 このモータ制御基板は、 頭の中に搭載されている全身運動の筋長軌道指令
を生成する主制御計算機と USBによって接続されている。 USB を体内通信系に使用することで、 USBの
特徴である多ノ ード 接続性と汎用インターフェースとしての可用性を得ることで、 柔軟なシステム設計を
図 4.1: Former hardware topology of robot network.
図 4.2: Fiber slave link architecture inside FPGA.
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図 4.3: Packet data structure of slave link
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可能としている。 しかし 、 USBは規格上転送タイミ ングを制御することは困難であり 、 非実時間転送であ
る。 特に多ノ ード 接続した場合には最低でも数msec周期を要してしまう ため、 力制御のようなタスクにお
いてはネッ ト ワーク越しでのフィ ード バック制御が困難である。 また、 USBはマスタースレーブ型の通信
構成のため、 スレーブ間でのデータ通信を行うためにはマスターを経由させる必要があるため、 さらにネッ
ト ワーク遅延は大きく なる。 腱駆動機構の特徴である拮抗筋の制御においては、 拮抗筋のペアの制御器間
で協調した制御を行う ことでガタのない滑らかな動作が可能となるが、 スレーブ間通信のできない通信リ
ンク制約は、 拮抗筋制御の点で不満のある構成となる。
また、 制御基板とモータド ライバはさらに RS485 をベースにした独自実装の実時間マスター・ スレーブ
間シリ アル通信 (図 4.5 )が実装されており 、 PWM指令値の送信とアクチュエータセンサデータの取得を
行っている。 データレート は 3Mbpsで、 同期方式は調歩同期式、 半二重通信という構成のため転送可能な
データ量は限られており 、 1msec周期の制御を行う際の接続可能なデバイス数は４ ノ ード が限界である。
図 4.4: Control system architecture in Kenshiro.
4.2.3 その他のロボッ ト における体内通信系の構成
上記に挙げたロボッ ト 以外にも多く の研究所・ 企業においてロボッ ト が開発されている。 体内システム
の通信系として採用されているのが公開されている例では、 CAN、 EtherCAT、 Space Wire、 SERCOS、
PROFINET等が使用されている (表 4.1 )。 HRP3L-JSKのよう に独自の体内通信規格を使用するという
ケースは、 Nagakuboらの ETL-Humanoid[52, 53]において採用例があるが、 プロト コルまで含めた詳細に
ついて報告されている例は少ない。 この例に限らず、 体内のシステム構成、 通信系の構成についてはスペッ
クとして公開されていないケースがほとんどであり 、 メイン計算機のプロセッサやマイコンのスペックにつ
いての情報が公開されている程度である。 これらは体内システムの構成については非公開扱いであるとい
うわけではなく 、 ロボット の設計においては機械的な機構・ アクチュエータの設計や制御アルゴリ ズムに主
眼が置かれている場合が多く 、 それらを制御するシステムについては既存のシステムの流用であり関心が薄
いため、 あまり 細かく 言及されないという ことであると思われる。
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図 4.5: Transaction protocol between servo controller and motor driver.
4.2.4 既存通信規格と提案通信方式の比較
本節では、 既存通信規格として特にヒューマノ イド ロボット の体内通信系として使用されている規格と本
研究で提案する光アクティ ブコネクタと FPGAによるマルチプロト コル実装を利用した通信方式について
比較を行い、 本方式の位置づけを明確にする。
まずロボッ ト 体内における通信系に要求される要素として任意ノ ード 間の通信における遅延性能が重要
となる。 遅延性能は通信系のデータレート とプロト コル方式、 データリ ンク方式等の要因が影響をするた
め、 これら要素全てにおいて、 本研究で要求される通信遅延性能、 通信周期、 通信データ量を満足する方式
となっている必要がある。
例としてここではロボット のモータド ライバノ ード １ つにつき毎周期 64バイト のデータを送信するとし、
ロボッ ト １ 台に 32 ノ ード 搭載されていることを仮定する。 簡単な計算として表 4.2 に示すビッ ト レート の
通信系において、 2048バイト (=64*32)を完全に送信するのにかかる遅延時間を計算したものを表 4.2 の下
段に示す。 この表に示されるよう に、 100Mbps程度では仮にビッ ト レート を完全にペイロード に割り 当て
ることが可能だとしてもデータの送信に 100µsec以上かかる計算となり 、 本研究の要求仕様である制御周期
200µsecやジッタ値 20µsec を満たすのはシステム全体では困難となる数字であることが分かる。 制御周期
に対して通信遅延が十分に小さい 20%以下にしよう とすると 、 データレート で 400Mbps以上が必要となる
計算である。 実時間性を考慮するとデータレート には余裕が必要となるため、 ビッ ト レート 上は 1000Mbps
以上あることが望ましいと考えられる。 本研究で採用する物理層は 2500Mbps以上のビッ ト レート を実現
することが可能となり 、 ロボット 体内のデータ通信量に対しても十分に低遅延で通信を完了させる性能があ
ると言える。
以上を元に通信系のビット レート について、 図 4.6 にて比較を行っている。 物理層方式やパケット 構造に
よって多少の差異が出るがビッ ト レート が高い通信系は基本的にデータレート も高く なると考えて問題な
い。 汎用的なマイコン等で使用でき、 採用例も多い CANや UART、 SPIといったペリ フェラルデバイス用
通信規格等は通信データ量が、 ヒューマノ イド ロボット の体内制御系で要求されるデータ量を想定しておら
ず、 ビッ ト レート も低いため本研究において要求を満たす規格ではないことが分かる。 これらは１ ト ラン
ザクショ ンのみに限定すれば 100µsec以内の通信も不可能ではないが、 システム全体として実時間性を保
証するのは困難である。 同様に実時間性能の高いことで知られる EtherCAT等の産業用 Ethernet規格にお
いても、 ベースとなる規格が 100BASE-TXであるため、 ノ ード 数と通信データ量、 制御周期の高速化に対
してビッ ト レート の点において性能不足となることが分かる。 実際、 本研究では汎用計算機と組込み系と
の間のインターフェースに EtherCAT を採用することを第 5章にて述べるが、 ノ ード 数が多く なる全身型
ヒューマノ イド においてはビッ ト レート の低さがボト ルネックとなって制御周期を高められないことが報
告されている。 ギガビッ ト イーサをベースとした産業用 Ethernet規格が登場しコモディ ティ 化した場合に
は、 ヒューマノ イド ロボッ ト の体内通信系として候補になり 得ると考えられる。 また、 USBは USB3.0以
降の Super-Speedモード では 5Gbps以上のビッ ト レート が利用可能となるが、 安定性の問題や通信方式と
しての応答性の問題、 あく までもマスタースレーブ通信であるため、 任意ノ ード 間通信では遅延が増大す
るという問題があり 、 ヒューマノ イド の体内分散系の通信系に採用するには技術的な課題があると考える。
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表 4.1: その他ロボッ ト における体内通信系
通信規格 概要 採用例
CAN 自動車で一般的に使用されている
通信規格で、 サポート しているマ
イコンも多数販売されている。 バ
スト ポロジ接続で最大データレー
ト は 1Mbps となる。
ARMAR-4[54]、 モータド ライバ
と主制御計算機の接続に使用。
EtherCAT ハード ウェア構成はイーサネット
ベースの実装となっており 、 産業
用ロボッ ト のコ ント ローラモジ
ュール間の接続等に採用されてい
る。 任意ト ポロジ構成が可能で、
データレート は 100Mbpsとなる。
産業用ロボット 、 PR2, Justin[55]
のベースリ ンク通信に使用。
Spacewire[56, 57] 衛星機用に開発された通信規格で
あり 、 非実時間通信であるが低遅
延で、 データレート は 1Gbpsとな
る。
Justin、 DLR Hand[58] に使用さ
れる。
PROFINET Ethernet技術ベースの実装となっ
ており 、 実時間・ 非実時間通信の
混在した通信を行う 。 Isochronous
Real-Time(IRT) と呼ばれる実時
間通信品質を設定している。 帯域
の時分割によって実時間通信と非
実時間通信を両立している。 専用
ASICによって実現される。
産業用ロボッ ト
FPGAによる独自実装 本研究や 4.2.1節にて述べたのと
同様に FPGA を利用した独自の
プロト コル構成によるノ ード 間通
信の構成であり 、 通信遅延の低減
を狙ったものである。
ETL-Humanoid[52, 53]
表 4.2: Bit-rate configrations and latency.
Bit Rate (Mbps) 1 100 400 1000 2500
Latency (µsec) 16384 163 41 16 6.6
あるいは、 汎用的なマイコン等で通信処理を行う場合、 通信頻度の増大に伴ってプロセッサ負荷が増大する
ために、 本来マイコンで処理したい演算処理の実時間性能が損なわれるという問題がある。 そのため、 計算
資源の少ない組込み向けプロセッサではそもそも高速通信インターフェースが必要とされず、 処理性能に見
合った速度の汎用的なインターフェースのみ搭載されていると考えられる。
以上の問題点の多く は、 当該通信規格がターゲット としているアプリ ケーショ ンに対して、 ヒューマノ イ
ド ロボット の通信系への要求が低遅延性能について特に厳しいことにあると考える。 従って、 汎用的な通信
規格ではなく FPGA等を利用して専用通信リ ンクを採用することが合理的であると考えることが可能とな
る。 従来は 1000Mbpsを超えるような高速通信インターフェースについては、 高度な開発能力・ 環境が要求
された。 そのため、 UARTやソースシンクロナス通信等の限定的な速度の通信機構か、 あるいは専用 PHY
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図 4.6: Comparison of major communication links used for humanoid’s internal system.
を別途実装する必要があった。 高速ト ランシーバ PHYはデータセンター・ サーバ等の高ト ラフィックシス
テムに適用されることが前提となっている場合が多く 、 ロボット の体内システムに採用するにはコスト や消
費電力・ パッケージサイズの観点から適合するものを選定するのは困難であった。 現在では FPGAに搭載さ
れた高速ト ランシーバ PHY等を利用することによって、 研究室レベルにおいても比較的簡易に高速通信系
の実装を行う ことが可能な環境となっている。 また、 FPGAだけでなく ハイエンド DSPにも Rapid IO1と
呼ばれる高速シリ アル通信インターフェースが搭載されるようになってきており 、 これらを利用してユーザ
側で高速通信系を実装することが可能である。 本研究で提案する通信リ ンク（ High Speed Link, HSL） も
FPGAの高速ト ランシーバを物理層として、 さらに FPGAハード ウェアロジックによってデータリ ンク層
以降の処理も実装したものとなる。 FPGAで通信系を構成すると 、 通信に関連する処理についても FPGA
側でハード ウェアロジック処理を行うことでプロセッサ自体の負荷の増大を抑制するという効果も見込まれ
る。 2.8.2節にて述べた２ つの通信モデルは、 このよう な通信処理と専用ハード ウェアロジック処理の関連
付けにおいて必要となる要件となる。
4.2.5 従来のロボッ ト 体内通信系における課題
従来使用されてきた体内通信機構においても、 ロボット の制御を実現することは可能であった。 しかしな
がら 、 本研究のように制御周期を向上させ、 応答性を向上させることを目指していく 場合には、 分散ノ ード
間でのデータの授受の頻度は必然的に増大する。 また、 2.8.1節にて述べたように、 ロボット においては電磁
ノ イズ、 熱、 衝撃、 振動等への耐環境性能や接続構成の柔軟性が求められる。 以下ような点で標準化された
通信規格では本研究で要求される仕様を満たすことができず、 独自の通信規格を用いる動機となっている。
データレート
データレート は図 2.8 にて示したデータを用いると 、 全二重型通信系で１ ノ ード あたり 約 168kbps必要
となる。 符号化やヘッダに必要な帯域を考慮すると約 612kbpsとなり 、 12 ノ ード で 7.3Mbps、 40 ノ ード で
25Mbps程度のデータレート が要求される。 自動車向けの CANではデータレート が不足する計算となる。
1http://www.rapidio.org/
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これは従来型のシステムでの数値であり 、 制御周期を 5kHzまで向上し、 送受信されるデータ長や種類を増
加された場合、 約 1.6Mbps程度まで増大すると想定する。 １ ロボット あたり に 12 ノ ード のモータド ライバ
があるとすれば、 約 20Mbpsであり 、 40 ノ ード ならば 65Mbps まで増大する。 符号化やヘッダに必要な帯
域も考慮すると、 およそ 73-245Mbpsのデータレート が必要になる計算となる。 実時間性や低遅延性を保証
するためには帯域に余裕が必要となるため、 実際にはこの数値より 大きいデータレート が適正な数値とな
る。 必要データレート は通信系に接続されるノ ード 数によってスケーラブルとなるが、 上記の計算より実用
的には 100Mbps以上は最低でも必要な値となる。 一方、 産業用 Ethernetでは 100BASE-TXが標準となっ
ている場合が多いため、 データレート は 100Mbps となってしまう 。 そのため、 他ノ ード 接続された場合に
帯域不足となり 、 実時間性能に影響すると考えられる。 データ転送量を分散させるために、 通信系１ チャン
ネルあたり に接続するノ ード 数をデータレート に適した数に制限した上で、 多チャンネル化して対応され
てきた。 この方法の場合、 チャンネル数に応じたインターフェースコネクタや配線数の増加、 チャンネル間
通信のサポート といった課題が生じる。
実時間性能、 低遅延性能
実時間性能、 低遅延性能については規格によって異なるが、 Ethernetベースの規格の場合MAC フレー
ムの最大長は 1500Byte=1.5kByte. 100Mbpsで 120usecの時間がかかる。 そのため、 例えば PROFINET
では伝送周期は最小単位を 250usecとしており 、 本研究で要求される 5kHzの制御周期に適用するには不十
分と言える。 フレームサイズは実際には 1.5kByteも必要無い場合が多いため、 現実にはさらに細かい時間
粒度での伝送周期は設定可能であるはずだが、 ライブラリ 等では対応していない、 或いは想定していない
という ことも多い。
耐環境性能
耐環境性能という観点では、 コネクタの耐環境性能が重要となる。 汎用の USB コネクタや Ethernet用
の RJ45型コネクタでは耐衝撃・ 耐振動・ 耐防水という点で信頼性が劣るため、 産業用グレード のコネクタ
が使用できるよう にインターフェースを選定する必要がある。 電磁ノ イズについては、 メ タルワイヤを使
用する場合にはどの規格においても問題となり う る。 Ethernetは耐ノ イズ性能の高い物理層を持っており 、
信頼性が高いと言える。 ただし 、 耐ノ イズ性能の高いケーブルは次に述べるケーブル構成の点において問
題が生じる。
ケーブル構成
ロボット の体内通信系に使用するケーブルでは、 屈曲性能や摺動耐久性、 細さが重要となる。 屈曲性能で
は耐屈曲回数や最小曲げ半径が小さいことが要求される。 また、 摺動耐久性ではケーブルを覆う シースの
素材や厚みが要素となる。 産業用にこれらの性能を高めたケーブルは生産されているが、 主に大型の産業
用ロボット 用に設計されているため、 ケーブル太さが本研究で対象とするヒューマノ イド ロボット の体内に
配線するには太すぎるという問題がある。 特に Ethernet用ケーブルはツイスト ペアケーブル４ 組８ 本が必
要となり 、 シールド 等と合わせると最も細いケーブルでも φ6mm程度はあり 、 空間制約の大きいロボッ ト
体内では不適である。 Ethernet用ケーブルは硬く 、 最小曲げ半径が大きいものが多いことも問題となる。
接続構成
産業用 Ethernetではディ ジーチェーン接続やスイッチングハブ等で柔軟な接続構成が可能になっている
場合が多く 見られる。 ロボット ではディジーチェーン接続によるライント ポロジが構成できれば十分である
ため、 スイッチングハブ等の補助的なネッ ト ワークデバイスが必要無い規格であることが望ましい。 USB
や Spacewireは多元接続のためにはハブによる接続が前提となるため、 この点で不利となる。
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4.3 低遅延体内分散通信系のための通信リンク設計
4.3.1 物理メディ ア層
RMTP-02D基板に搭載した光アクティ ブ型インターフェースは、 光ファイバ内を通す光を伝送媒体とし
て通信を行う (図 4.8 )。 実際の物理インターフェースとなるト ランシーバは FPGA側に内蔵されており 、
光アクティ ブコネクタの光電変換モジュールと FPGA側ト ランシーバ間は AC カップリ ングされた 1.5V
PCML2信号によって伝送されている。 光アクティ ブコネクタは原理的に電磁ノ イズが通信に混入しない仕
組みであるが、 厳密にはこの光電変換素子とト ランシーバ間でノ イズが混入する可能性がある。 そのため、
配線パターンはＧＮＤガード を施した上で最短配線長となるよう コネクタと FPGAの配置に配慮を行って
いる。 また、 光アクティブコネクタ自体も周辺ノ イズを拾わないよう 、 内部変化回路はスカート 構造の金属
筐体でシールド 処理を施されている (図 4.7 )。
表 4.3 にその他の基本仕様を示す。 光アクティブコネクタは１ 本のケーブル内に２ 本のファイバーを通し
ている構造となっており 、 TxRxの全二重通信が可能となっている。 RMTP-02D基板ではこれを２ チャンネ
ル分搭載しており 、 デイジーチェーン接続によって複数ノ ード でライント ポロジを構成可能となっている。
また、 ケーブル自体のデータ転送可能なビット レート は最大 6Gbpsであるが、 RMTP-02D基板で採用して
いる FPGA側のト ランシーバの最大ビット レート が 3.125Gbpsのため、 こちらが設計上の最大ビット レー
ト となる。 このよう な高速信号では配線のインピーダンスマッチングは不可欠であり 、 RMTP-02D基板で
は 100Ωで設計されている。 実際に使用時のビット レート は内部ト ランシーバの設定によって可変となって
おり 、 RMTP-02D基板では FPGAに入力しているクロックから PLLによって生成しやすい 2.50Gbpsに
設定を行っている。
図 4.7: Active optical connector module
表 4.3: RMTP-02D基板における光アクティ ブインターフェースの実装
# of channels 2
Data flow Full duplex
Data Rate 2.5Gbps (3.125Gbps MAX)
FPGA I/O AC-coupling 1.5V PCML
2Pseudo Current Mode Logic
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図 4.8: Active optical interface implementation on RMTP-02D Board.
4.3.2 物理層
物理層ではト ランシーバとしての機能を提供しており 、 RMTP-02D基板では FPGA内蔵の高速ト ラン
シーバ PHY を使用して物理層を構成している。
ト ランシーバ PHYでは論理回路側で処理されているワード データについて、 シリ アライズ前のエンコー
ディ ング・ デコーディ ング処理 (Physical Coding Sublayer, PCS) を行い、 シリ アライザ・ デシリ アライザ
による電気信号レベルのシリ アルデータとの間の変換 (Physical Medium Attachment, PMA) を行う とい
う ２ つの処理を主に行う [59]。 ト ランスミ ッタとレシーバそれぞれの PHY内部構成を図 4.9 及び図 4.10 に
示す。
図 4.9: Internal architecture of transmitter PHY.
ト ランスミ ッ タ側 PCSでは上位の層から入力されてく る送信ワード データスト リ ームについて、
• ワード データをシリ アルバイト データに変換
• 8B10B符号エンコード
• エラー検出・ 訂正用符号化
を行い、 PMAでシリ アライズするための前処理を行う 。
ワード データ・ シリ アルバイト データ変換処理は、 FPGA内部回路の動作周波数とト ランシーバ PHYの
動作周波数の差を埋めるためのモジュールである。 2.5Gbpsのビッ ト レート を最大限使用する場合、 単純
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図 4.10: Internal architecture of receiver PHY.
計算で 312.5MByte/secのデータレート で FPGA内部のユーザロジックとト ランシーバ PHYの間でデー
タ転送されなければならない。 8bit長のデータ幅で転送される場合、 312.5MByte/secの転送速度を達成す
るにはロジックの動作周波数は 312.5MHzが要求される。 しかし 、 現在の FPGAのアーキテクチャでは内
部ロジックの動作周波数は最大でも 300MHz付近であり 、 データ通信ロジックのよう な規模のロジック回
路をこの最大周波数で駆動することは現実的ではない。 これが、 32bit長のデータ幅で転送される場合には
78.125MHzまで低減され、 実用的な動作周波数となる。 32bit長データは PCSに渡された後、 8B10Bエン
コード のためにバイト 単位にシリ アライズされる。
8B10Bエンコーディ ングは 8bit長のバイト データを 10bit長の冗長データに変換することで、 転送デー
タ内に送信クロックを重畳させる処理である。 また、 冗長な符号化によって転送制御用信号を転送データと
は独立に設定することが可能となる。 シリ アル通信では受信側でどのようにビット 受信用のクロックを生成
するかが重要となる。 UART等の低速なシリ アル通信で一般的に使用される調歩同期通信では、 ト ランス
ミ ッ タとレシーバで送受信のビッ ト レート の設定をあらかじめそろえてあれば、 同期用クロックを分配す
ることなく ビッ ト 信号に同期して受信することが可能である。 しかし 、 信頼性の高い UART を実現するに
は、 ト ランシーバ側の駆動クロックをビッ ト レート の 4倍から 16倍程度は確保する必要があり 、 現実には
数十Mbps程度のビッ ト レート が限界である。 SPI等のクロック分配配線を持つ同期通信方式の場合でも、
高速信号ではクロック信号線とデータ信号線の間に生じるスキューによって、 信頼性の高い通信を行うこと
が困難となる。 一方、 8B10Bエンコーディ ング等によって高速シリ アル通信ではシリ アル信号列自体にク
ロックが埋め込まれているため、 レシーバ側で PLLによって元のクロックを復元することが可能である。
このよう に受信用クロックを生成する手法はクロックデータリ カバリ (CDR) と呼ばれ、 一般に高速シリ ア
ル通信用ト ランシーバで使用されている。 FPGA内蔵のト ランシーバ PHY を利用する利点として、 これ
らのリ カバリ ークロック用の配線が用意されており 、 貴重なクロック用内部配線を余計に消費しないという
ことが挙げられる。
また、 エラー検出・ エラー訂正用符号化もこの層にて行うことが可能となる。 上位レイヤにおいてあらか
じめ符号化しておく ことも可能であるが、 エラー発生場所はおおよそ物理メディア層であるため、 この層に
おいてエラー訂正・ 検出を行うのが最も最速である。
RMTP-02D基板におけるト ランシーバ PHYのコンフィ ギュレーショ ンを表 4.4 に示す。
4.3.3 データリンク層
物理層インターフェース
物理層の機能により 、 上位層はワード データスト リ ームを物理層に流し込むことでデータ送信を行い、 受
信側ではワード データスト リ ームが流れ込む形となる。 単純なデータスト リ ームではデータ構造の境界が
不明確であり 、 データ通信を行うことができない。 データリ ンク下位層では、 データスト リ ームにデータリ
ンクプロト コルのための制御構文を付け加えることによって、
• 通信リ ンクのコネクショ ンの確立
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表 4.4: RMTP-02D基板におけるト ランシーバ PHY コンフィ ギュレーショ ン
Transmitter Configuration
PCS Configuration PMA Configuration
PCS interface width 32bit PLL type CMU
FIFO mode low latency Data rate 2500Mbps
Use Byte serializer True Reference clock frequency 100.0MHz
Use 8B10B encoder True Local clock division factor 1
Receiver Configuration
PCS Configuration PMA Configuration
PCS interface width 32bit CDR reference clock frequency 100.0MHz
FIFO mode low latency Data rate 2500Mbps
Use Byte Ordering False
Use Byte deserializer True
Use 8B10B decoder True
• フロー制御
• 送受信データのパケッ ト 3化
を行う 。 これにより 上位のプロト コル層やアプリ ケーショ ン層からは送受信データはパケット の形でやり取
り できるよう になるため、 用途に応じた適切なプロト コルの設計を容易に行う ことができる。 図 4.11 に示
すよう に、 Start of Packet信号と End of Packet信号によってデータスト リ ームのパケッ ト の区分けが可
能なため、 上位プロト コルはわざわざデータスト リ ーム中からパケッ ト の取り 出しのための規約を設計す
る必要はない。
図 4.11: Packet data separation by start of packet signal and end of packet signal.
RMTP-02D基板では下位データリ ンク層の実装として、 IF.HOTARU[60] IPを用いた。 IF.HOTARUは
高速光伝送におけるインターフェースを簡易に扱えるよう に設計されており 、 転送レイテンシは小さく や
FPGA上の回路規模も約 1000LE程度と非常に優れたパッケージとなっている。 自動での通信リ ンクのコ
ネクショ ンも行えるため、 簡単にホッ ト プラグ機能も実装可能である。
図 4.12 に、 RMTP-02D基板の物理層及びデータリ ンク下位層の構成図を示す。 IF.HOTARU IPは送受
信チャンネルごとの一つ実装されており 、 それぞれト ランスミ ッ タ PHY とレシーバ PHY の間でワード
3通常、 フレームとパケッ ト はどの層でのデータ単位となるかで使い分けされるが、 本研究ではどのプロト コルにおいてもデータ
はカプセル化されずに送受信さるため、 特に使い分けは意識せず、 全てパケッ ト と呼称する。
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データスト リ ームをやり 取り する。 また、 ４ つのト ランシーバ PHYはそれぞれ独立したクロック系統で駆
動されており 、 そのクロックに同期してデータスト リ ームのシンク・ ソースを行っている。 これら ４ つの
データスト リ ームをユーザクロックで駆動される FPGA内部回路の間でやり取り するために、 図 4.13 に示
すよう に非同期 FIFOによる位相差吸収を行っている。
図 4.12: Data link layer architecture in RMTP-02D基板.
4.3.4 プロト コル優先度に基づいたMAC方式による低遅延通信
通信リ ンクの１ 物理メディア上を伝送できるデータは通常同時に１ つまでであり 、 同一のケーブル上を複
数のノ ード から同時にデータ送信を行う ことはできない。 そのため、 複数ノ ード 間でのデータ通信や、 複
数データを送受信する場合には通信リ ンクの物理層へのアクセス権を調停するための仕組みが必要となる。
この仕組みはMedia Access Control(MAC)と呼ばれ、 OSI参照モデルにおいては物理層の一つ上の第２ 層
に位置するデータリ ンク層の役割に相当する。 MACには大きく 分けると ２ 通り の手法が考えられており 、
1. アクセス要求の衝突時に動的にアクセス権を調停
2. アクセス権の割り 振り を事前に決定
の２ つとなる。 (1)は通信要求発生時に即座にアクセス要求が発生するイベント ト リ ガー的手法で、 アクセ
ス権の競合を前提としている。 (2)はアクセス権はシステム全体で管理されており 、 自ノ ード のアクセス権
が回ってく るまでは待ちが発生するが、 確定的なタイミ ングで通信が行われる。 アクセス権を管理するマス
ターとアクセス権を与えられるスレーブの関係にあたり 、 アクセス権の競合を発生させない前提となってい
る。 実時間性の観点からは、 アクセス権管理手法の方が通信までの時間を事前に予測することができる点
で有利であり 、 周期的に送受信されるデータについては高い転送効率を実現できると考えられている [61]。
しかし 、 マスター・ スレーブの関係が生じることにより ロボット の分散型システムの観点からは、 1.即時性
の要求されるデータ送信に遅延が生じる、 2.非周期的なイベント ト リ ガータイプのデータの送受信につい
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図 4.13: Clock domain of data link layer in RMTP-02D基板.
てもあらかじめスケジュールされてしまう ため、 リ ンクの効率が悪化する、 3. ノ ード の追加・ 転送データ
の追加でアクセス権管理マスターの再スケジューリ ングの発生による拡張性の悪化、 といった欠点も考えら
れる。 データの転送に実時間性を優先するか、 低遅延性を優先するかでどちらの手法を採るか決定される。
広く 知られている MAC方式としては次の方式が挙げられる。
• CSMA/CD(Carrier Sense Multiple Access / Collision Detectionr)
Ethernetのような１ 系統の通信リ ンクを複数のノ ード で共有している通信規格で用いられる MAC方
式で、 各ノ ード は転送開始時に通信リ ンク上で衝突が発生していないかを監視し、 衝突が発生した場
合にはランダム時間の待ち状態の後、 転送の再開を試みる方式である。 ノ ード 数が多く なるにつれて、
衝突確率が上がり 転送効率が激減するため、 近年の Ethernetではほぼ使用されていない。
• CSMA/CA(Carrier Sense Multiple Access / Collision Avoidance)
CSMA/CD と違い、 通信リ ンクが空き状態であることを確認した後、 ランダム時間だけ待ち状態を
経てから転送を試みる方式である。 ノ ード 間での競合発生確率を下げる方法であるが、 完全に競合が
回避されるわけではない。
• CSMA/BA(Carrier Sense Multiple Access / Bitwise Arbitration)
CAN-busで使用されている MAC方式であり 、 CSMA/CD と同様に衝突検知を行う 。 ただし各ノ ー
ド の送信データの上位ビッ ト は優先度が符号化された形式となっており 、 アクセス衝突時には優先度
の低いノ ード は次ビッ ト から送信を停止し 、 優先度の高いノ ード は引き続きデータ転送を行う 。
• TDMA(Time Division Multiple Access)
TDMAではネット ワーク中のノ ード は同期されたグローバルクロックを持つ。 このグローバルクロッ
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クを基準に、 時分割されたスロッ ト に対して各ノ ード のアクセス権が付与されることによってデータ
送信の調停を行う 。 グローバルクロックのノ ード 間同期のためのプロト コルが必要となる。 CAN を
ベースに TDMAプロト コルを実行可能にした TTCANや、 自動車の制御システム用実時間通信とし
て開発された FlexRayが挙げられる。
• Token Bus
ト ークン・ リ ングに代表される MAC方式の一種である。 アクセス権はト ークンを所持しているノ ー
ド ・ パケッ ト に与えれられ、 ト ークンを順次受け渡していく ことで調停を行う 。 通信リ ンクアクセス
時の衝突は発生しないため、 転送効率を高めることができる。 ト ークンの受け渡しのアルゴリ ズムに
よって転送開始タイミ ングが左右され、 ト ークンが回ってく るまでは優先度の高いデータであっても
転送を開始することができない。
• bus request/ bus arbitration
ノ ード 間通信とは少し異なるが、 CPUバスのよう なデバイス間の通信において、 バスに接続された
ノ ード はバスマスターとバスリ クエスト 信号・ バスアクノ レッジ信号で接続されている。 バスマスター
はバスリ クエスト 信号を元に、 ノ ード に対してアクセス権の付与をバスアクノ レッジ信号によて伝送
することで調停を行う 。
• Master/Slave
ネッ ト ワークの転送は全てマスターで管理される方式である。 マスターはネッ ト ワーク中のノ ード に
対して逐一コマンド を送信することによって、 アクセス権を付与する。 CPUバスマスター方式とは異
なり 、 マスターにスレーブ側からの転送要求を伝送する手段が無いため、 送信タイミ ングはマスター
側が全て決定する。
ロボッ ト 体内の通信リ ンクの場合、 データ転送粒度は制御周期に実時間で同期した 1kHzから 10kHz程
度と細かい区切り となる。 また、 一つのパケット あたり のデータペイロード 長は多く の場合数バイト 程度で
あるが、 種々のタスクからのデータ転送に対応が可能なよう 、 可変長パケッ ト でのデータ転送がサポート
されていることが望ましい。 また数 kバイト 単位での大容量転送はビジョ ンセンサ等のデータに限定され
る。 ヒューマノ イド のよう な等身大ロボッ ト の体内に搭載できるノ ード 数は高々 100 ノ ード く らいである。
ロボッ ト の分散制御系のための通信リ ンクとして考えた場合、 MACでのアクセス権の調停が低遅延で実行
され、 転送要求の生じたデータは即座に転送開始され、 次の制御周期以内にデータ転送が完了しているこ
とが求められる。 また、 可変長パケット の転送によって不確定時間の待ち時間が入ってしまう ことは実時間
性の面から好ましく ない。 低遅延性と実時間性の両立を目指した MAC方式として、 優先度付き並列キュー
を以下のよう に設計した。
優先度付き並列キュー
MACに求められる要件として、 1.低遅延性、 2.実時間性については前述した。 低遅延性では、 データ転
送準備の完了したパケット については即座にデータスト リ ームとして送られることが望ましい。 一方、 実時
間性については、 データ転送の開始から完了までが確定的な時間で見積もることができ、 最悪実行時間内
に収めることが求められる。
低遅延性を阻害する要因としては、 先行して転送開始したパケット の転送終了待ちが考えられる。 これに
対して、 Responsive Linkの設計において採り入れられていたパケッ ト の優先度に応じて転送の順序を決定
するという方針を採用することを考える。 低遅延性を優先するパケッ ト については高い優先度を付与する
ことによって、 先行するパケット が転送途中であっても、 転送切替によって即座に転送を開始できるように
スイッチを構成する。
また実時間性を阻害する要因としては、 可変長パケット の存在、 及び、 イベント ト リ ガー的データ転送の
割込みの存在によって転送待ち時間に不確定性が出てしまう ことがある。 これについても同様に実時間性
を要求するパケット については可変長パケット より も高い優先度を付与することによって、 待ち時間の不確
定性を解消することを考える。
以上をまとめると優先度分けとして次のよう に割り 振ることができる。
1. 低遅延・ 実時間 (ハード リ アルタイム)・ 固定長パケッ ト
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図 4.14: Transmitter Side MAC layer of RMTP-02D board.
図 4.15: Data stream arbitration mechanism by prioritized queue array.
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2. 非低遅延・ 実時間 (ハード リ アルタイム )・ 固定長パケッ ト
3. 非低遅延・ 実時間 (ソフト リ アルタイム)・ 可変長パケッ ト
4. 非低遅延・ 非実時間・ 可変長パケッ ト
実時間性のために、 上位優先度パケット は固定長パケット に限定される。 低遅延性が要求されるパケット に
ついては最高優先度として、 即座に転送が行われる。 また、 遅延性能についての要求は低いが、 実時間性が
要求される場合には固定長パケット での転送を次点優先度で行う 。 可変長パケット は実時間性への影響が大
きいため、 低優先度として設定している。
以上を元に、 優先度による MACモジュールの設計を行う 。 図 4.14 にト ランスミ ッ タ側優先度付き並列
キューによる MAC の構成を示す。 MAC は四本の非同期 FIFO によってパケッ ト のキューを構成してい
る。 また、 各キューからは送信開始要求信号が出ており 、 アービタへと入力される。 各キューには優先度
(priority) ０ ～３ を割り 振っており 、 優先度０ が最高優先度に設定している。 アービタは、 送信開始要求に
応じてキューセレクタを切り替えることによってどのキューからのパケット をデータリ ンク下位層へデータ
スト リ ームとして送信するか決定する。 アービタは毎クロック事に送信開始要求を監視しており 、 現在転送
中のパケット がいる状態においても、 高優先度のキューからの転送開始要求が発行された場合には即座にス
イッチの切替を行う ことで転送パケッ ト の途中割込みを遅延無く 実現している (図 4.15 )。 また、 レシーバ
側において途中割込みパケッ ト の復元を行う ためのキューインデックス情報がパケッ ト のヘッダに付与さ
れる。
図 4.16: Receiver Side MAC layer of RMTP-02D board.
次にレシーバ側における並列キューの構成を図 4.16 に示す。 レシーバ側にもト ランスミ ッタ側と同様に
４ 本のキューを用意してあり 、 送信時に付加されたキューインデックスに応じてディ スト リ ビュータによっ
て遅延無しでプッシュされる。 ディ スト リ ビュータによる振り 分けは、 直前のヘッダアナライザモジュー
ルにおいてパケット ヘッダ中のインデックス情報を解析することにより 行われる。 転送割込みによるパケッ
ト の分断によって、 プッシュするキューのインデックス情報を失わないために、 パケット のヘッダ情報はス
タックバッファに一時保存される。 割込みパケッ ト 受信時に先のパケッ ト のヘッダ情報はスタックに積ま
れ、 割込みパケット 転送完了と同時にスタックから取り出されることで、 シームレスなパケット 転送を可能
としている。
以上、 RMTP-02D基板上に構成した通信リ ンク系の物理層およびデータリ ンク層について述べた。 ここ
までの構成を図 4.17 に示す。 優先度付きキューによる MAC を構成したことによって、 物理・ データリ ン
ク層は上位層からは４ 本の独立した通信リ ンクが各チャンネルに存在しているかのよう に扱う ことが可能
となっている。 従って、 上位のモジュールにおいては他のプロト コルに配慮せずに自由なセッショ ン・ ト ラ
ンザクショ ンを行う構成で設計を進めることが可能となる。
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図 4.17: PHY and MAC layer of RMTP-02D board.
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4.4 低遅延体内分散通信系のプロト コルブロッ ク設計
4.4.1 プロト コルブロッ ク基本構成
プロト コルブロックでは、 ノ ード 上に構成されるサブシステムの処理で要求されるデータ転送・ コマンド
転送を、 転送プロト コルに従って処理するための論理回路が実装される。 プロト コル規約に従ったデータ処
理は逐次処理や条件分岐を伴うこともあるため、 プログラムとして MPU側で処理を行うことで実装の手間
を削減することも考えられる。 しかし 、 MPUがパケット データを直接処理を行うのは、 パケッ ト データの
メモリ 上への展開にオーバヘッド が生じる問題や、 論理回路での実装で得られる実時間性・ 低遅延性には及
ばないといった観点により 、 プロト コルによるパケット データ処理についても論理回路によって実装するこ
とを目指す。
本研究ではロボッ ト 体内通信系で使用する通信モデルとして、 RPC型及びデータスト リ ーム型を採用す
ることを 2.8.2節にて述べた。 これらを低遅延なハード ウェアロジックとして実装するために、 シンプルな
通信プロト コルで記述する必要が生じる。
RPC型通信モデルを実現するプロト コル
別ノ ード の制御レジスタの読み書きや割込みト リ ガーのために、 同期型通信を行う RPC型通信モデルが
採用される。 多く の通信規格では、 マスタースレーブ通信のような、 マスターとなるノ ード とその他スレー
ブノ ード の間で非対称に行われる実装であった。 しかし 、 分散型制御システムを構成する上で、 任意の２
ノ ード 間で対称に RPC型通信を行えうことで反射制御系を組み込むといったことが実現可能となる。 CAN
や I2C等のバス共有型の通信の場合、 任意２ ノ ード 間での RPC型通信を行う ことが可能であるが、 実時間
性の観点でバス共有型はデータ衝突の可能性があるため不利である。
本研究では上記の点を踏まえ、 リ ング型論理ト ポロジ接続された固定長軽量パケット による Light RPC
型プロト コルを採用することとする。 リ ング型論理ト ポロジは、 接続された全ノ ード を物理的な接続ト ポ
ロジに依らず一筆書きでたどり 、 リ ング型ト ポロジと同様にパケッ ト が流される構成であり 、 slave linkや
EtherCAT等の実時間通信規格においても利用される構成である。 このト ポロジでは、 データフロー方向
が常に一方向なため、 ルーティ ング処理による遅延やデータフローの偏りが生じない。 そのため、 通信にか
かる時間や遅延時間が決定的となり 、 実時間性が要求される同期型通信として望ましい挙動となっている。
リ ング型論理ト ポロジ構成とすることで、 ノ ード 数が多く なる場合には遅延時間が比例して大きく なるが、
光通信化によって通信にかかる遅延は無視できる範囲で低減されているため、 実用的な構成となっている。
このことは 4.4.5節にて詳細を述べる。
また、 固定長の軽量パケッ ト を使用することでさらに通信時間や遅延時間は決定的となる。 RPC型通信
では push、 pull、 interruptの３ 種類の同期処理を行う ことを述べたが、 これらの処理に限定されているこ
とでパケット フォーマット を最小限に構成することが可能となり 、 通信負荷の小さい固定長軽量パケット を
実現できている。
データスト リーム型通信モデルを実現するプロト コル
多ノ ード 間で多種のデータについてデータスト リ ーム型通信を構成する方法として、 本研究では分散共
有メモリモデルを採用する。 データスト リ ーム型通信では非同期でのデータの送信となるため、 受信側では
受信バッファを備えておく 必要がある。 一般的には、 受信側ではこの受信バッファから適宜受信データを取
り出し、 パケッ ト の解釈を行ってデータを取り出す処理を行う 。 この処理はプロト コルスタックソフト ウェ
アの処理となるため、 プロセッサの負荷となる。
ところが、 ロボット の制御においてデータスト リ ームで受信させたい制御データは多く の場合、 即値とし
て必要となる型であると考えられる。 従って、 最新時刻の受信データより 古い場合には破棄されてしまって
も問題が生じない。 そのため、 バッファ長は１ で十分と考えられる。 分散共有メモリ モデルを採用した場
合、 メモリ の各アド レスが長さ１ のバッファに対応すると見なすことができる。 そうすると 、 各アド レスに
対してデータ型を各ノ ード にて対応させることで、 アド レスサイズに対応した数のデータスト リ ームが構
成される。 また、 分散共有メモリ への書き込みは他の全てのノ ード へと伝播するため、 １ 対多通信をモデル
化する上でもプロト コル処理としては単純化される。 この分散共有メモリ 処理はハード ウェアロジックとし
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て十分に小さいサイズで構成可能である。 ただし 、 分散共有メモリ であるため不必要なノ ード に対しても
同様にデータスト リ ーム通信が構成されてしまう ため、 通信系の効率は低下してしまう 。 本研究の場合は、
光通信化によるデータレート の大幅な向上が副次的に達成されているため、 通信系の効率低下を補う こと
が可能である。 また、 通信系の効率を考える場合には、 体内の主要部分ごとにサブネット マスクを導入する
ことで分散共有メモリ パケッ ト の伝播範囲を制限することで達成できると考えられる。
分散共有メモリ による複数制御器間での通信の特徴としては、
• 制御器間のプロセスはデータ転送処理を同期させる必要がなく 、 通信終了待ちによる実行時間のジッ
タが小さいため、 短い最悪実行時間に対しても実時間プロセスのオーバーランを起こしにく い。
• プログラム側でメモリ 上に展開する構造体の定義を変更することによって、 柔軟に転送データを変更
することが可能である。
• 複数ノ ード からの同アド レスに対する同時書き込みは、 分散共有メモリ プロト コルの転送タイミ ン
グによってメモリ 間で書き込まれるデータが異なるハザード が起こる可能性があるため、 書き込みブ
ロックのための排他制御処理が必要となる。
• 通信エラーが発生していてもメモリ リ ード 自体は行えるため、 信頼性を確保するためには別途ハンド
シェイクプロト コル等を実装しておく 必要がある。
上記の特徴から 、 分散型システムの制御器内の非同期プロセス間でのデータスト リ ーム型メッセージ転送
手法として有効であると考えられる。
通信系を構成するプロト コルブロッ ク
上記２ つのプロト コルに加えて、 分散型制御システムを構成上で有用と考えた３ つのプロト コルを合わせ
て５ つのプロト コルを、 FPGA内のハード ウェアロジックとしてプロト コルブロック化することを考える。
1. ルーティ ングテーブル初期化プロト コル
パケット の振り分け先を決定するために必要なルーティングテーブルを動的に決定する（ オプション）。
2. グローバルクロック同期プロト コル
分散ノ ード 間で時刻を高精度で同期させる。
3. Light RPC型プロト コル
Push、 Pull型の同期通信を行う 。
4. 分散共有メモリ プロト コル
分散ノ ード 間で共有メモリ を構成する。 通信はメモリ へのデータコピーとなる非同期通信となる。
5. コネクショ ン型プロト コル
セッショ ンを張ることで柔軟に通信アプリ ケーショ ンに対応する。 一般的なソフト ウェアによる通信
処理に対応する。
各プロト コルの詳細な実装については 4.4.3節以降にて順に述べていく 。
要求通信品質に基づいた優先度付き並列キューへのプロト コル割り当て
それぞれのプロト コルに要求される通信品質要素（ 優先度、 通信周期・ 頻度、 パケッ ト サイズ・ パケッ ト
フロー） を表 4.5 に示す。 さらにそれぞれのプロト コルをどの優先度付き並列キューに割り振ったか、 その
インデックスを合わせて掲載する。
• ルーティ ングテーブル初期化プロト コル
このプロト コルについては、 初期化時のみ実行され、 その間は他のプロト コルによる通信も行われる
必要が無いため、 どの並列キューへ割り 振っても影響はない。
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• グローバルクロック同期プロト コル (NTP)
このプロト コルは、 その性質から実時間要求が極めて高い。 従って、 最優先で送信をする必要がある
ため、 最大優先度の並列キューに割り振っている。 この通信の頻度は制御系の通信と比較して低く パ
ケッ ト サイズ・ フローも最小限に抑えられているため、 制御系通信を阻害する恐れは無いと言える。
• Light RPC型プロト コル
このプロト コルは制御コマンド 等の同期通信による送受信に用いられ、 ハード リ アルタイム通信用途
にも用いることを想定しているため優先度は高い。 パケット フローはノ ード 数に比例して多く なるが、
パケッ ト サイズは固定サイズで小さいため、 他の通信の阻害する時間は長く はならない。 そのため、
NTPの次の優先度の並列キューに割り 振っている。
• 分散共有メモリ プロト コル
このプロト コルでは、 データは制御周期ごとに各ノ ード からブロード キャスト されるため、 データフ
ローが非常に多く なっている。 また、 バースト 長設定によってパケッ ト サイズは可変長となっている
ため、 実時間性を要する通信を妨げないために優先度は Light RPC型より も低い並列キューに割り
当てた。 最悪実行時間をオーバーした場合に致命的な失敗につながるよう なハード リ アルタイム通信
については同期通信で実行されることが理想的である。 従って、 非同期通信である分散共有メモリ プ
ロト コルではソフト リ アルタイム通信をサポート し 、 優先度を一段下げることは妥当である。
• コネクショ ン型プロト コル
このプロト コルでは、 汎用的な通信アプリ ケーショ ンをサポート するために用意されている。 そのた
め、 実時間性能については問われず、 優先度が最も低い並列キューに割り 当てる。 実時間性能とのト
レード オフによって、 パケット サイズについては可変で最大 4kByte長まで利用が可能となっている。
表 4.5: Communication quality requirements for each protorol.
Protocol Priority Cycle Packet Size
(Flow)
Priority
Queue Index
Rooting Table Init. Low (Not
RT)
Only at initialize 24Byte
(Low)
0
NTP Very High
(Hard RT)
40msec 24Byte
(Low)
0
Light RPC High (Hard
RT)
every Control Cycle (over
1kHz)
16Byte
(Many)
1
Distributed-SHM Middle (Soft
RT)
every Control Cycle (over
1kHz)
24-156Byte
(Stream)
2
Connection Low (Not
RT)
depends on application MAX
4096Byte
(depends on
application)
3
プロト コルブロッ クデータアクセス方法
以上のプロト コルを実行する各プロト コルブロックは、 それぞれ独立してペリ フェラルデバイスとして
FPGAチップ内のインターコネクト 上に接続される形で構成する。 主となる制御プロセスが実行される MPU
からは、 インターコネクト を介したバスアクセスによってそれぞれのプロト コルを制御する。
MPUからのアクセスはメモリ マップド I/Oとして扱う ことが多く 、 頻繁にアクセスをするレジスタ・ メ
モリ のアド レスは連続でかつアラインされたアド レス空間となるよう 設計を行う ことで、 Direct Memory
Access Controller (DMAC)による高効率なデータ転送を行う ことが可能となる。 そのため、 連続アド レス
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空間のアクセスで一連のプロト コル処理、 データ送受信処理を行えるよう に各プロト コルブロックのデー
タアクセス方法を工夫しておく 。
4.4.2 基本パケッ ト 構成
図 4.18 に本研究で実装した通信リ ンクで使用しているパケッ ト 構造を示す。 パケッ ト は 32bit長のワー
ド を１ 単位として、 32 × N[bit]長の可変長パケッ ト を基本構造としている。 その内第１ ワード 目に各プロ
ト コルで共通のヘッダ情報を載せている。
1. キューインデックス： 2bit
前述した MACにおいてどのインデックスの並列キューを使用するか。
2. ト ランシーバチャンネル： 2bit
送信元のト ランシーバチャンネル情報。
3. パケッ ト 長： 10bit
ヘッダを含めたパケッ ト の全長をワード 長で示す。 最大 1024 ワード のパケッ ト の転送が可能。 受信
側のプロト コルブロックでト ランザクショ ンの終了判定に使用。
4. 送信先デバイス ID： 7bit
送信先のデバイスの ID。 ネッ ト ワークルーティ ングに使用。
5. 送信元デバイス ID： 7bit
送信元のデバイス ID。 ネッ ト ワークルーティ ングに使用。
6. パケッ ト プロト コル型： 4bit
パケッ ト データ部のプロト コル型を示す。 プロト コルごとに定数が設定され、 プロト コルスイッチで
のルーティ ング等に使用。
また、 パケッ ト の終端ワード は前方誤り検出用の XORチェックサムとなっており 、 パケッ ト 各ワード の
Exclusive-ORを採ることで簡単なエラー検出を行えるようになっている。 CRC等の誤り検出・ 訂正用符号
と比較して信頼性は低いが、 小規模な回路のみで遅延無しで計算可能である。 実際の運用上の誤り 発生頻
度と、 論理回路実装面積・ 速度とのト レード オフを考慮することでどのような誤り検出・ 訂正を行うか検討
される必要がある。
Queue 
Index
2bit
Destination Address
7bit
Packet Type
4bit
01011293031
Check Sum(FCS)
32bit
031
Source Device ID
7bit
4 3
Packet Length
10bit
17182728
TX CH
Index
2bit ～
図 4.18: Definition of packet header.
4.4.3 ルーティ ングテーブル初期化プロト コルブロッ ク
多ノ ード 間で通信を行う場合、 ネット ワーク内でのパケット ルーティ ングを行う必要がある。 ルーティ ン
グのためには、 各ノ ード がネット ワーク構成についての情報を持っている必要がある。 あらかじめ静的に実
ネット ワーク構成を ROMに焼きこんでおく 方法が一つであるが、 著しく 拡張性に欠けるため、 動的にネッ
ト ワーク構成について確認しルーティ ング情報を獲得することが望ましい。
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図 4.19: Schematics of Routing Table Initializer Protocol Block.
ロボッ ト の体内通信系程度の小さいネッ ト ワーク規模であれば、 シンプルでネッ ト ワーク構築速度が速
いアルゴリ ズムが適切と考えられる。 体内通信システム上のノ ード 数は高々 100程度であることを考慮する
と、 全ノ ード へのルーティ ング情報をテーブルとして各ノ ード に持たせ、 パケット ルーティ ング時にはその
テーブルを参照させるという方法で十分であると考えられる。
従って、 RMTP-02D基板の通信リ ンクでは電源投入後にルーティ ングテーブル初期化プロト コルをまず
実行し、 ルーティ ングテーブルが準備された時点でネット ワークは利用可能状態として、 その後の各種プロ
ト コルの実行状態に移行する。 ルーティ ングテーブルの初期化プロト コルとしては、 スパニングツリ ーの構
成による物理ト ポロジチェックアルゴリ ズムを採用する。 ルーティ ングテーブル初期化モジュールの構成を
図 4.19 に示す。 なお、 RMTP-02D基板では通信リ ンクのチャンネル数は２ つであるため、 これらのみで
ネッ ト ワークを構成した場合にはライント ポロジで固定されてしまう ため、 厳密にはスパニングツリ ープ
ロト コルである必要はない。 他基板への拡張性を考慮してスパニングツリ ーアルゴリ ズムとしている。
なお、 このプロト コルは起動時のみに動作すれば十分であり 、 またロジックが比較的複雑であるため FPGA
での実装では回路面積を多く 消費してしまう 。 さらにツリ ー型ト ポロジを採用しない場合には、 ルーティ ン
グテーブルがそもそも不要である。 そのため、 プロト コルブロックとしてハード ウェアロジックとして実
装するのではなく 、 ソフト ウェアプロト コルスタックとして実装し、 内蔵のMPUからコネクショ ンプロト
コルを通して実行するという実装方法や、 このプロト コルブロックを省略するといった手法を採ることも、
実際のハード ウェア資源との兼ね合いで採用してもよい。
4.4.4 グローバルクロッ ク同期プロト コルブロッ ク
分散ノ ード 間では、 電源投入後からクロックをカウント することで時間計測を行うことができる。 この各
ノ ード 上で計測されている、 システム起動からの時間をローカルクロッ クと定義する。 このローカルクロッ
クは、 電源投入タイミ ングの違い、 クロッ クの周波数精度の違いによってノ ード 間で異なる値となる。
しかし 、 計測データの取得時刻をログとして記録しておいて、 後でノ ード 間のデータ比較を行う場合や、
ノ ード 間で同期してデータ取得を行う 、 といったことを行う場合に、 分散システム内で共通の時刻を参照で
きると都合が良い。
従って、 グローバルクロックの基準となるマスターノ ード を一つ設定し、 他のノ ード はマスターノ ード を
クロック同期プロト コルサーバとしてクロック同期を行い、 全てのノ ード でグローバルクロックを共有して
いる状態を作る。
クロック同期プロト コルとして、 RMTP-02D基板では NTP[14]を採用した。 最優先度キューを使用する
データスト リ ームとしてクロッ ク同期パケッ ト の送受信を行う ことによって、 パケッ ト の通信遅延は小さ
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く 、 ジッタの小さい実時間通信として扱えるため、 数クロック未満でのノ ード 間同期クロックを取得可能で
ある。
図 4.20 及び図 4.21 にクロック同期のための NTPパケット の構成を示す。 図 4.20 の NTP リ クエスト パ
ケット には、 このパケット の送信時刻 tsreq を埋め込んで送信を行う 。 図 4.21 に示す NTP リ クエスト パケッ
ト の 4,5 ワード 目は応答パケッ ト と通信遅延をそろえるためのダミ ーデータを挿入したものである。 NTP
応答パケッ ト には、 このダミ ーデータ部分にサーバ側の送信時刻におけるグローバルクロック tmglobal が挿
入されてから返送される。 本来NTPの応答パケット には、 NTP リ クエスト パケット の受信時刻 tmreq 及び、
NTP応答パケット の送信時刻 tmack を含めることになっているが、 最優先度パケット として通信リ ンクを使
用できるように設定したことによって、 サーバ側での処理によるジッタの発生は０ に抑えることが可能なた
め、 送信時刻 tmack のみの返送で十分である。 通信リ ンクの伝送による遅延も、 パケッ ト サイズをリ クエス
ト ・ 応答で同一の長さにしたことにより １ クロック以内に抑えることができている。 クライアント 側では、
NTP応答パケット 受信時刻 tsack を記録した後、 以下の式でグローバルクロック tglobal とローカルクロック
tlobal の差分 toffset を計算する。
toffset = t
m
global −
tsack + t
s
req
2
(4.1)
tglobal = tlocal + toffset (4.2)
NTP Request Packet
Queue 
Index
2bit
Destination Address
7bit
Packet Type
4bit
01011293031
Check Sum(FCS)
32bit
031
Source Device ID
7bit
4 3
Packet Length
10bit
17182728
TX CH
Index
2bit
lower local clock at request
32bit
031
upper local clock at request
32bit
031
dummy
32bit
031
dummy
32bit
031
0
1
2
3
4
5
図 4.20: Packet structure of NTP request packet.
以上の構成によって、 NTPによるグローバルクロック同期精度としてノ ード 間で１ クロック以内の精度
を実現している。 モジュールの駆動クロックは 100MHzで設計しているため、 時間にして 10nsec未満の精
度であり 、 IEEE1588プロト コルによる EtherCAT等でのクロック同期精度と比較しても十分に高い水準
を達成している。 RMTP-02D基板で使用した発振器の周波数安定性は公称値で 25PPMである。 周波数は
100MHzであるため、
100M ∗
1
25PPM
= 40[msec] (4.3)
より 、 40msecで 1クロック分 (=10nsec)時刻誤差が生じる計算となる。 従って、 NTPによる同期は 40msec
周期で実行すれば十分であると分かる。 これは制御周期 1kHz(=1msec)や 5khz(200µsec) と比較して十分
に通信頻度が低く なるため、 通信優先度を高く しても問題が生じないことを裏付ける。
クロッ ク同期プロト コルブロックの論理回路構成を図 4.22 に示す。
なお、 インターネッ ト 上の NTPサーバを利用するなどの方法で世界標準時を基準としたシステム内グ
ローバルクロックを作成することが考えられる。 インターネッ ト 接続が可能な上位のシステムが一般的な
NTPによって世界標準時に同期した上で、 グローバルクロック同期プロト コルのクロックマスターに設定
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NTP Acknowledge Packet
Queue 
Index
2bit
Destination Address
7bit
Packet Type
4bit
01011293031
Check Sum(FCS)
32bit
031
Source Device ID
7bit
4 3
Packet Length
10bit
17182728
TX CH
Index
2bit
lower local clock at request
32bit
031
upper local clock at request
32bit
031
lower global clock at respond
32bit
031
upper global clock at respond
32bit
031
0
1
2
3
4
5
図 4.21: Packet structure of NTP acknowledge packet.
図 4.22: Architecture of Clock Synchronization Protocol Block in RMTP-02D board.
すれことが考えられる。 また、 GPS信号を利用することで高精度な標準時刻を得られることも知られてお
り 、 本研究の段階では未実装となっているがこれらをシステムに組み込むことでマスタークロックを複数の
ロボッ ト で同期させることが可能となり 、 ロボッ ト の知覚情報を共有する上で有用であると考えられる。
図 4.23a に今回実装した NTPモジュールによるグローバルクロック同期による、 ノ ード 間で同期したパ
ルス波形生成のオシロスコープ波形を示す。 グローバルクロックマスターノ ード の出力波形とスレーブノ ー
ド の出力波形は同期がとられており 、 位相が揃っていることが確認される。 また、 図 4.23b に図 4.23a の立
ち上がり エッジ付近の拡大図を示す。 信号の立ち上がり時間幅に対して、 マスターノ ード とスレーブノ ード
間の信号のタイミ ングずれは明らかに小さいことが確認される。 従って、 分散ノ ード 間でクロック時間単位
で I/Oやその他処理を同期することが可能であると言える。 なお、 同様の波形をローカルクロックを用い
て生成した場合の出力波形を図 4.24 に示す。 二つのノ ード 間で出力波形の位相はずれており 、 グローバル
クロック同期の有効性が確認できる。
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(a) Synchronized pulse wave.
(b) Enlarged view.
図 4.23: Pulse wave generated by using synchronized global clock on RMTP-02D board.
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図 4.24: Pulse wave generated by using Local clock on RMTP-02D board.
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4.4.5 Light RPC型プロト コルブロッ ク
Check Sum
32bit
031
Queue 
Index
2bit
Destination Address
7bit
Packet Type
4bit
01011293031
Source Device ID
7bit
4 3
Packet Length
10bit
17182728
TX CH
Index
2bit
Payload
32bit
031
Com
2bit
Device Address
6bit
Local Address
8bit
078131431 16
Src Device Address
6bit
22 21
Reserved
10bit
図 4.25: Definition of Remote Procedure Call Block Protocol Packet.
パケッ ト データフォ ーマッ ト
4.4.1節にて述べたよう に、 RPC型通信モデルを実現するために本研究では Light RPC型プロト コルを
ハード ウェアロジックとして実装する。 Light RPC型プロト コルにおけるパケッ ト データフォーマッ ト は
コマンド 、 アド レス、 引数データの３ 種から構成され、 従来HRP3L-JSK等で使用されてきた slave linkの
フォーマッ ト 互換となるよう に設定を行っている。 パケッ ト データフォーマッ ト を図 4.25 に示す。 ヘッダ
部分を含めて 16バイト 固定長となっており 、 送受信処理を実時間で行う ことが可能である。
Light RPCにおける２ ノ ード間通信の流れ
Light RPCでは、 push、 pull、 interruptの３ 種のリ クエスト に基づいたコマンド を即座にコント ローラ
における処理に反映させるための機構を有することで、 低遅延性を確保することを特徴とする。 図 4.26 に
Light RPCによる制御指令の送信の流れを図示する。 Push リ クエスト によってモータ制御器に指令値を送
る例にて説明すると、 クライアント からモータ制御器に宛てた Push リ クエスト 命令並びに制御指令値を書
き込んだ Light RPCパケッ ト は、 受信側においてプロセッサによる処理を待たずに専用回路にて即座にコ
マンド としてモータ制御器の対応レジスタへと書き込まれる。 以上の通信の手順によって、 非常に低遅延で
の制御指令値の発行を実現することを目的としているプロト コルである。
プロト コルブロッ クデータフロー
本プロト コルブロックにおける処理のフロー図を図 4.27 に示す。 各ポート からの送受信パケット は全て、
フロースイッチにおいてリ ング型論理ト ポロジを構成するよう経路制御を行われる。 受信チャンネルは何れ
か１ つに限定されて、 レシーバへと入力される。 受信パケット はコマンド 部、 アド レス部、 引数部でそれぞ
れ抽出された後、 パケット インタープリ タへと渡さる。 ここでは自ノ ード 宛のパケット であると解釈された
場合にコマンド とアド レスに応じて、 push、 pull、 interruptの処理命令がディ スパッチされる。 この命令
は FPGA上に構成されている内部バスを通じて、 その他モジュールの制御レジスタに即座に発行される。
このよう な機構によって、 ハード ウェアロジックによる同期型通信を実現している。 pull リ クエスト であ
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図 4.26: Command transmission using Light RPC protocol. Received command instantly be processed
in a related controller.
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図 4.27: Light RPC block of RMTP-02D.
る場合には、 読みだされたレジスタデータを応答パケッ ト に格納し 、 ト ランスミ ッタから送信する。 また、
自ノ ード 宛でないパケット である場合には命令ディスパッチは発生せずト ランスミ ッタにそのままパケット
がパスされ、 次のノ ード へと転送される。
以上の手順によって、 非常に低遅延での RPC型通信処理が実現される。 これらの処理は全て FPGA上
のハード ウェアロジックとして実装されており 、 プロセッサからは送信時にパケット データフォーマット を
送信用バッファにプッシュするのみである。 送信用バッファにスタックされたパケッ ト は、 パケッ ト イン
タープリ タからの送信パケット が無いタイミ ングでト ランスミ ッタへと引き渡される。 この送信処理は、 イ
ンタープリ タのバスリ クエスト 待ちやレシーバの処理待ち時間（ 4クロック） で完了するため、 通信系全体
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としての実時間性を損なわない。 pull リ クエスト の返信データの受信方法としては、 内部バス上に
1. メールボックス
2. メ ッセージキュー
を用意しておく ことで、 プロセッサからの読み出しが可能となる。
フロースイ ッ チ
Flow Switch
Tx1
Rx0 
Rx1
Tx0
Trans
Recev
(a) Both of Ch.0 and Ch.1 is ac-
tive.
Flow Switch
Tx1
Rx0 
Rx1
Tx0
Trans
Recev
(b) Only Ch.0 is active.
Flow Switch
Tx1
Rx0 
Rx1
Tx0
Trans
Recev
(c) Only Ch.1 is active.
図 4.28: Working model of flow switch in Light RPC block.
リ ング型論理ト ポロジを構成する上で重要となるフロースイッチの動作図を 、 図 4.28 に示す。 フロー
スイッチの動作は２ つ搭載されている通信チャンネルの接続状態によって３ タイプに場合分けされる。 図
4.28a は２ つのポート が共に他ノ ード に接続されている場合である。 この場合は、 チャンネル０ から受信し
たパケット をパケット インタープリ タに渡し、 送信データをチャンネル１ へと受け渡す。 チャンネル１ から
受信したパケット は何も処理をしない状態でチャンネル０ から再び送信する。 これによって、 物理的にライ
ント ポロジで接続されたノ ード 間でリ ング型論理ト ポロジを構成することになる。 また、 片方のチャンネ
ルが接続されていない図 4.28b または図 4.28c の場合には、 送受信パケッ ト はそのまま、 ト ランスミ ッ タ
とレシーバを経由する。 各チャンネルの接続状態は PHYから信号を得られるため、 このスイッチの動作切
替は動的に行う ことが可能である。 そのため、 ユーザーは特にネッ ト ワーク構成を設定することなく Light
RPC型プロト コルを利用が可能となっている。
この例では２ チャンネルのライント ポロジ構成であるが、 ３ チャンネル以上のデバイスにおいても、 接続
状態によってパケット インタープリ タと接続されるポート の組と、 パススルーされる組の場合分けを設定す
ることで同様にリ ング型論理ト ポロジを構成可能である。 ただし、 ノ ード 間の接続チャンネルの組み合わせ
によっては局所的なループが構成される可能性が生じるため、 あらかじめ接続するチャンネルの優先順位を
設定しておく 等の対策が必要となる。
4.4.6 分散共有メモリプロト コルブロッ ク
異なるノ ード 間でデータ共有するための仕組みとして、 分散共有メモリ をシステム内に構成することを
目指す。 分散共有メモリ は図 4.29 に示すよう に、 各ノ ード 内に同サイズのメモリ を持たせ、 あるノ ード に
てメモリ に書き込まれた情報が他のメモリ の同アド レスからリ ード 可能となるよう に、 ノ ード 間のメモリ
情報をミ ラーリ ングする仕組みである。 単一システム上で利用される共有メモリ によるプロセス間通信を、
分散型システムでのノ ード 間通信に適用したものと考えられる。 コント ローラ内のプロセスからは、 外部
バスに接続されたメモリ へのアクセスのみで分散システム全体との間でメッセージの送受信を行う ことが
できる。
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図 4.29: Data sharing with other nodes by distributed shared memory protocol.
分散共有メモリプロト コルの従来研究
Ethernet を介した分散共有メモリ の実装については、 古く から研究・ 開発が行われており 、 特に高性能
なクラスタ型コンピュータを構成するためのネッ ト ワークとして松本ら [62, 63, 64]による低遅延な分散共
有メモリ ソフト ウェアが開発されている。
これらは大規模な計算機での開発例であるが、 組み込み向けの省資源環境における分散共有メモリ の実
装例はあまり 見られない。 その中で、 CUnet4(Step Technica Co.)は、 メ ールボックス型分散共有メモリ
プロト コルを実装した IC として提供されている。 物理層に RS485 を採用しており 、 最大データレート は
12Mbpsとしている。 最大接続ノ ード 数は 64 ノ ード であり 、 共有メモリ サイズが 512バイト 提供される。 共
有メモリ の更新には２ ノ ード 接続で約 102µsec、 16 ノ ード 接続で約 501µsec、 32 ノ ード 接続で約 1037µsec
としている。 分散共有メモリ による多ノ ード 間通信を提供するという点で、 本研究と共通している。 非常に
低コスト での実装となるが、 ヒューマノ イド ロボット の体内制御系として使用するにはデータ更新に時間が
かかり すぎるという点や、 他の実時間通信プロト コルとの併用の可否といった点で本研究との相違が有る。
パケッ ト データフォ ーマッ ト
図 4.30 に本研究で実装した分散共有メモリ プロト コルのパケッ ト 構造を示す。 ヘッダ・ フッ タは前述の
通り 共通のフレーム構造である。 パケッ ト フォーマッ ト の２ ワード 目には送信タイミ ングのグローバルク
ロックが格納されている。 これは、 非同期通信では受信データがどのタイミ ングで処理されるか保証され
ていないため、 受信データが作成された時刻を精細に検証することで制御に異常データが反映されること
を防ぐことを可能とするものである。 あるいは特定アド レスへの同時書き込みによるデータハザード が起
こる問題に対して、 最新時刻のデータのみを反映させるというポリ シーで保護をかけることが可能となる。
このパケット に埋め込まれたグローバルクロックをどのように利用するかは受信側に委ねられる。 なお、 本
研究では後述のト ピック通信プロト コルの利用によってメモリ 保護や排他制御実装に頼らないノ ード 間の
共有メモリ ベース通信を実現する。
３ ワード 目はパケッ ト に含まれるデータの格納アド レスとバイト イネーブル信号及びバースト 長を示す
データとなっている。 本プロト コルではバースト 転送による可変長パケット 構造を許可している。 バースト
転送時のデータ長を示すのがバースト 長情報であり 、 ４ ワード 目以降の可変長データ部のサイズを示してい
る。 また、 バイト イネーブル信号をセッ ト で送信することで、 32bit長データ以外のフォーマッ ト のメモリ
アライメント データについて分散共有メモリ 構成を利用することも可能となっている。
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図 4.30: Definition of Distributed Shared Memory Block Protocol Packet.
図 4.31: Distributed shared memory block of RMTP-02D.
プロト コルブロッ クデータフロー
本プロト コルブロックにおける処理のフロー図を図 4.31 に示す。 FPGA上内で提供されているオンチッ
プのデュアルポート メモリ を共有メモリ として、 CPUバスに接続している。
次に分散共有メモリ プロト コル部の実装であるが、 メモリ 書き込み側の処理は図 4.31 に示すよう に、 一
度、 書き込みデータ及びアド レスをバッファにスト アする。 これは、 CPU からのメモリ 書き込み要求と
他ノ ード から受信したメモリ 書き込みデータによる書き込み要求が衝突した場合に、 受信データからの書
き込み要求を優先して処理するためである。 この書き込み要求の処理を管理するのが図 4.31 中の SHM
Manager(SHared Memory Manager)である。 SHM Managerは受信側からのメモリ 書き込み要求が無い場
4www.steptechnica.com/jp/cunet/index.html
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合には、 バッファにスト アされていた CPUバスからの書き込みデータの処理を行う 。 同時に、 他ノ ード へ
の分散共有メモリ プロト コルパケッ ト を生成し 、 ト ランスミ ッ タから転送を行う 。 パケッ ト は、 ブロード
キャスト パケッ ト としてヘッダを構成することでネッ ト ワーク中の全ノ ード に分配している。 図 4.31 中の
Bypass Packet Connectorブロックによって、 受信したブロード キャスト データスト リ ームを自ノ ード のパ
ケット レシーバに送ると共に、 他チャンネルのト ランスミ ッタにそのままスト リ ームさせることでパケット
のルーティ ングを行っている。 転送先のチャンネルがビジー状態の場合にはブロード キャスト パケット スト
リ ームを一旦停止させるために、 Bypass Packet Connectorブロックは内部にバッファを持っている。
また、 本研究で実装した分散共有メモリ プロト コルでは、 バースト 転送をサポート することで、 転送速度
の向上を図っている。 バースト 転送は、 あらかじめプロト コル制御レジスタ (CSR)に設定しておいたバー
スト 転送長に従って、 バッファにスト アされている複数の書き込みデータを一度に転送する方式である。 こ
れにより 、 データ転送にかかるオーバヘッド による遅延を削減し、 通信リ ンクの帯域を有効活用することが
可能となる。
共有メモリサイズ
共有メモリ は表 4.6 で示す構成としており 、 全体で最大 64kByteのメモリ 空間を共有メモリ として利用
することが可能となる。 データ幅は 32bit としているが、 CPUバスからはバイト イネーブル信号によって
char,short,longのどのデータ長からでもメモリ ライト 可能としている。 また、 メモリ サイズの構成は共有メ
モリ プロト コルにより 転送したいデータサイズに応じて再構成することは可能である。 実際、 RMTP-02D
基板で利用可能な最大メモリ サイズは 64kByteで 1kWORDの空間が利用可能となっており 、 実ロボッ ト
で使用する第 5章及び第 6章の構成では最大の 64kByteサイズの構成を利用した。
表 4.6: Specification of Distributed Shared Memory on RMTP-02D.
Data Width 32bit
WORD Address Width (max) 9bit (14bit)
Total WORD Number (max) 512WORD (16kWORD)
RAM port dual port
(read only port and write only port)
RAM read clock frequency 62.5MHz
(CPU bus side)
RAM clock frequency 100MHz
(Link controller side)
分散共有メモリ を大容量化した場合、 メモリ 更新頻度によってメモリ 帯域速度がボト ルネックとなってく
る。 実際、 低コスト な SRAMで 50MByte/sec、 高性能な製品で 200-400MByte/secとなっており 、 FPGA
内蔵のメモリ ブロックの読み書き速度もこれにおおよそ従うが、 １ サイクル 5000Hz、 200µsecでの 64kByte
の更新に必要なメモリ 帯域速度はおよそ 312.5MHz となり 、 高性能な SRAMでようやく 条件を満たせるサ
イズとなっている (表 4.7 )。 SRAMの並列配置でさらに高速化することは可能ではあるが、 モータード ラ
イバーデバイスのパッケージサイズ巨大化や高コスト 化を招いてしまう 。 また、 SDRAM等を利用するこ
とも考えられるが、 ピン数や配線の複雑化によって基板開発の難度が上がってしまうため、 今後の検討事項
となっている。 このようにメモリ 帯域速度は分散共有メモリ の構成において、 現時点での最大の課題となっ
ている。 従って、 この段階では主要な共有データは 2kByteのメモリ 空間に限定して運用するのが適切であ
ると考える。 2kByteのデータサイズであれば表 4.7 に示す通り 、 １ サイクル 200µsecの高速周期で全更新
した場合でも 10MByte/secの帯域があれば十分であるため、 低コスト SRAMで足り る。
2kByteのメモリ 空間に 32個分のアクチュエータ・ センサ情報を展開した場合、 １ アクチュエータ当たり
16ワード =64Byteのデータを共有メモリ 上に持てる計算となる。 アクチュエータの代表的なデータとして
は 1.エンコーダ、 2.速度、 3.目標値、 4.目標誤差、 5.温度、 6.電流、 7. ト ルク、 8.制御モード 、 9.制御ゲ
インをすべて long型の 4Byte長で表現したとしても、 まだメモリ 空間には余裕がある構成となっている。
最適化を行い、 温度やゲイン等の 4Byte長のデータレンジが必要ないものについては、 charや short型で
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表 4.7: Comparison of SRAM band width and required data rate.
Device Cycle speed I/O Speed [MB/sec]
Low-cost SRAM 12-20ns 48-80
High performance SRAM 2-4ns 240-477
DSMB 2kByte 200µsec 10
DSMB 64kByte 200µsec 313
管理することによってメモリ 空間の余裕はさらに広げられるため、 2kByteのメモリ サイズは十分であると
考えられる。
4.4.7 コネクショ ン型プロト コルブロッ ク
パケッ ト データフォ ーマッ ト
コネクショ ン型プロト コルにおいては、 パケッ ト データフォーマッ ト は 4.4.2節にて示したヘッダ・ フッ
タを除いて、 その内部フォーマット は不定としている。 これは、 ネッ ト ワーク層以上のレイヤ処理をハード
ウェアロジックではなく 、 ソフト ウェア処理として行うためであり 、 詳細なフォーマット はプロセッサ上で
実行されるプロト コルスタックに依存する。
コネクショ ン型プロト コル
ここまで述べてきたプロト コルでは対応の難しい通信処理についてもシステムとして対応可能とするた
めに、 コネクショ ン型プロト コルを実装する。 ここまで述べたプロト コルでは実時間性を重視するために、
パケット データフォーマット については、 ハード ウェアロジックとして実装するのに都合の良い形式で構成
を行った。 そのため、 アプリ ケーショ ンに応じた柔軟なデータ構造とすることは不可能となっている。
しかしながら 、 実時間性についての要求は無いが必要となるアプリ ケーショ ンも少なからず存在する。 例
としては、 分散ノ ード のリ モート アッ プデート 機能がある。 ロボッ ト 体内の各ノ ード のファームウェアを
更新するためには、 通常はデバッグ用ポート から直接更新ソフト をダウンロード する必要がある。 しかし 、
体内通信系経由でファームウェアの更新を行う ことが可能であれば、 メ ンテナンス用のケーシングを開け
る工数をかける必要無く 全ての更新を完了でき、 保守性の向上に効果的である。 ファームウェアデータファ
イルは FPGAで 4MByte以上のサイズがあるが、 このファイルが正常に分散ノ ード へと送信され、 さらに
EEPROMへと書き込まれる必要がある。 コネクショ ン型プロト コルでは、 この一連の処理をセッショ ンと
して管理し、 書き込みエラー等が生じた場合にはデータ再送等の手続きによってファームウェア更新処理の
信頼性を向上することを目指すことに利用できる。
このようなセッショ ン管理まで含む場合には、 ハード ウェアロジックとして処理することは実装面積の誇
大化を招き、 効率的ではない。 従って、 一般的な通信スキームである各ノ ード のMPU上で実行されている
コネクショ ン型プロト コル用プログラムから 、 各アプリ ケーショ ン用プログラムを都度呼び出して処理する
ことが、 コネクショ ン型プロト コルを実現する構成となる。
プロト コルブロッ クデータフロー
図 4.32 にコネクショ ン型プロト コルのフロー図を示す。 本研究で実装したコネクショ ン型プロト コルブ
ロックでは、 Light RPC型プロト コルブロックと同様なフロースイッチを使用することで、 ネッ ト ワーク
層の処理を省略する構成としている。 パケッ ト のレシーバ、 ト ランスミ ッ タはそれぞれリ ングバッファと
接続されており 、 ヘッダ・ フッタを除いたパケット データは全てリ ングバッファを経由して、 プロセッサと
受け渡しが行われる。 ネッ ト ワーク層以上の通信処理に関してはプロセッサ上で実行されているプログラ
ムに依存する。 なお、 リ ングバッファコント ローラはヘッダ情報を元に、 パケッ ト 長情報を抽出しており 、
プロセッサはリ ングバッファコント ローラからパケット 長情報を読み出すことでパケット 区切り を検出する
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図 4.32: Connection block of RMTP-02D.
ことが可能となっている。 また、 リ ングバッファコント ローラからは割込み信号がプロセッサへと接続され
ており 、 受信割込みによる応答処理も可能となっている。
リ ングバッ ファ 構成
コネクショ ン型プロト コルの送信・ 受信に用いられるリ ングバッファは 32bit幅で構成されており 、 デバ
イスのメモリ 資源量に応じて、 受信リ ングバッファを 4kByte、 送信リ ングバッファを 1-4kByteに設定して
いる。 組込みプロセッサで用いられる NICに備えられているバッファサイズも概ねこれらのサイズであり 、
リ ングバッファとして構成してもバッファオーバーフローを起こしにく いと考えられる。 バッファのオー
バーフローをト リ ガーとした割込みを元に、 再送要求を行ったり 、 残り バッファ長に応じて輻輳制御を行う
ことで、 ファイル転送のよう な大容量通信においても確実に処理を行う ことが可能となる。
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4.5 低遅延体内分散通信系を利用したアプリケーショ ン層設計
4.5.1 Light RPC型プロト コルによるループバッ ク遅延測定
ループバッ ク遅延の計測
～～ ～
図 4.33: Settings of network loopback latency measurement.
本節では、 本章で構成する低遅延通信系の実機を用いて、 実時間性能を評価する上で重要な指標となる通
信遅延時間について計測を行う 。 計測方法としては、 同期通信を行う Light RPC型プロト コルを用いて、
ループバック通信を行う ことで、 通信に要する時間を計測する。 Light RPC型プロト コルではパケッ ト は
リ ング型論理ト ポロジでネッ ト ワークを構成されるため、 ループバックに要するノ ード 間ホップ数は完全
にノ ード 数に比例する。 従って、 ループバック遅延時間については接続ノ ード 数に比例することが期待さ
れる。 計測では図 4.33 に示す様にに RMTP-02D基板を 2-10 ノ ード ライント ポロジで接続し、 それぞれの
場合のループバック遅延時間を計測した。 計測のため、 5.4節にて導入する SoCKit制御デバイスを Light
RPCパケット の送信マスター及び計測器として利用した。 この SoCKitデバイスでは、 Linux OS上で実行
される計測用プログラムが使用されており 、 また可能な限り正確な時間を計測するためにカーネルド ライバ
内で FPGA上のローカルクロックを基準として計測を行った。 計測は 2 ノ ード 接続から始めて、 各ノ ード
への送信したループバックパケッ ト が帰還するまでの時間をそれぞれのノ ード について 5000回計測した。
なお、 FPGA とプロセッサ間のインターコネクト 上のデータ転送遅延は FPGA側で 4Cycle、 40[nsec] で
あった。 結果の数値はこの 40nsec分のオフセッ ト を除去して示す。
計測結果
図 4.34 に実験結果を示す。 各接続ノード数の実験について、 平均ループバック遅延時間及びベスト・ ワース
ト ループバック遅延時間をグラフに示している。 ２ ノ ード 接続時のループバック遅延は平均値で 2.784[µsec]
であった。 ここから １ ノ ード ずつ接続数を増やした場合、 １ ノ ード 増加につき約 1.4µsecずつ遅延値が増
加した。 図中のエラーバーは各試行におけるワースト ケースとベスト ケースでのループバック遅延時間を
示している。 ２ ノ ード ループバックではベスト ケース 2.78[µsec]、 ワースト ケース 2.84[µsec] となり ベスト
ケースと平均値が非常に近い値を示し、 ワースト ケースでも+60[nsec]と非常に高い実時間性を示している。
ノ ード 数が増えるにつれて、 ベスト ケースとワースト ケースの差が広がり 、 10 ノ ード では 500[nsec]程度に
広がる。 また、 ８ ノ ード 以上でワースト ケースが平均値に対して 2000[nsec] と明確な遅れが生じるケース
が確認できた。 これは、 計測を Linux OS上のデバイスド ライバ内で処理したためシステムの割込み処理の
タイミ ングでワースト ケースが生じたと考えられる。
ループバッ ク遅延計測結果のまとめ
ループバック遅延の計測結果より 、 本研究で提案するロボッ ト 体内低遅延通信系上での通信遅延は、 １
ホップ当たり約 700nsec=70サイクル@100MHz程度であると計算できる。 これは 2500Mbpsのデータレー
ト では 16バイト のデータ送信によって生じる遅延は約 5サイクルであり 、 高速ト ランシーバの通過に 4サ
イクル、 さらにバッファ入出力、 ト ランスミ ッタ・ レシーバ処理、 パケット インタープリ タ処理がそれぞれ
8-20サイクル程度要するためである。 入出力処理等に最適化の余地があると考えられるが、 現時点での実
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図 4.34: Loop back latency of pull request using Light RPC protocol.
装においてもロボット の目標制御周期 200µsecと比較した場合に十分に短時間であり 、 目的を達成すると考
えられる。
ループバック遅延時間については、 前述の通り接続ノ ード 数に比例しており 、 リ ング型論理ト ポロジでパ
ケッ ト が流れていることが確認される。
８ ノ ード 以上の場合においてワースト ケース時間が増大する結果が得られているが、 この場合において
も平均値とベスト ケースの値は比較的近い値を保っているため、 システム側の割込み処理によるデータ取
得遅延の生じる頻度は低いと言える。 また、 FPGA レイヤーまでの到達ならワースト ケースはさらに改善
されると考えられるため、 クリ ティ カルなハード リ アルタイム処理については、 RMTPやハード ロジック
上での処理を実装することで仕様を満たすことが可能である。
また、 32 ノ ード 接続構成の場合、 同期通信による push リ クエスト は最大 22.4µsecかかると計算される。
制御周期 5kHz、 200µsecとした場合のおおよそ 10分の 1であり許容範囲内と言える。 また、 通信によって
生じるジッタ値はワースト ケースを考慮しても 3µsec程度と考えられるため、 プロセッサでの処理に起因す
るジッタを足し合わせても 2.6.4節にて述べた目標ジッタ値 20µsecを十分に達成可能な精度となっている。
4.5.2 パブリ ッ シュ・ サブスクライブモデル型通信
前節で述べた RMTP-02D基板に実装した分散共有メモリ プロト コルを利用して、 分散型システム内の制
御器間でデータスト リ ーム型通信を実現するためのアプリ ケーショ ン構成として、 パブリ ッシュ・ サブスク
ライブモデル型メッセージ通信を導入する。
まず、 パブリ ッシュ・ サブスクライブモデル型メッセージ通信とは ROSでも使用されている通信モデル
の一つであり 、 分散ノ ード が持つパブリ ッシャと呼ばれるデータ送信元と、 サブスクライバと呼ばれるデー
タ受信先の間でト ピックと呼ばれるメッセージを転送するモデルとなっている。 パブリ ッシャ 、 サブスクラ
イバはト ピック種別ごとに用意される。 図 4.35a に示すように、 あるト ピックについてパブリ ッシャ・ サブ
スクライバは複数用意することができ、 パブリ ッシャは任意タイミ ングでト ピックを発行し、 他全てのサブ
スクライバはそのト ピックを受け取ることでメッセージの転送を行う 。 あるト ピックについてサブスクライ
バを持たない場合には、 そのト ピックは受け取らない図 4.35b 。 また、 別種類のト ピックについてはノ ー
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ド 上に持つパブリ ッシャ・ サブスクライバの構成を変更可能なため、 図 4.35c のように用途に応じたデータ
フローを自由に構成可能である。 このよう に、 ある特定のト ピックに基づいて 1対多や多対多の一方向の
データ転送を複数のノ ード で行っていることが特徴となる。 分散型システム内のノ ード 間で、 他のノ ード の
状態によらず非同期にメッセージのやり 取り を実行できるため、 多ノ ード システム間の通信手法として効
果的であると考えられる。
以上のパブリ ッシュ・ サブスクライブモデル型通信を分散共有メモリ にて実現した方法を図 4.36 に示す。
分散共有メモリ の各アド レスがバッファサイズ１ のト ピックに対応し、 パブリ ッシャ及びサブスクライバは
そのト ピックを介して、 データのやり取り を行う 。 データスト リ ーム型メッセージング形態を利用する場合
には各ト ピックに書き込むことが可能なノ ード を １ つに限定することで、 データの混信を回避する。
(a) Publish for all nodes. (b) Subscriber-less node. (c) Another data flow configuration.
図 4.35: Publish and Subscribe communication model with topic.
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図 4.36: Publish and subscribe communication via distributed shared memory on the system.
4.5.3 分散型共有メモリプロト コルによるト ピッ ク通信の検証
前節で述べた分散型共有メモリ プロト コルによるト ピッ ク通信について、 分散型共有メモリ プロト コル
はブロード キャスト パケット としてネット ワークスト リ ームされるため、 多ノ ード 接続・ 多ト ピック転送を
行った場合におけるデータ転送の遅延が懸念される。 高速な応答性を目指す本システムにおいて、 １ 制御周
期における全ト ピックのデータ転送時間が長い場合には、 モータ制御タスクの最悪実行時間をオーバして
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しまうため、 事前に検証を行うことが必要と考えられる。 また、 その他のプロト コルも転送されるため通信
リ ンクの過剰な利用は問題となる。 以下、 論理回路シミ ュレーショ ンによって、 RMTP-02D基板上に実装
したト ピック通信の検証を行い、 多ノ ード 接続時の全ト ピック転送完了までの最悪実行時間、 及び通信リ ン
クの使用率について確認を行う 。
シミュレーショ ン条件
ノ ード 数の増減による通信転送時間の検証として、 ４ ノ ード 、 ８ ノ ード 、 16ノ ード 、 24 ノ ード 、 32ノ ード
接続のケースについて比較を行う 。 転送ト ピック数としては、 １ ノ ード あたり 16 ワード =64Byte とする。
これは、 前節で述べた通り １ アクチュエータの制御情報をト ピックとしてパブリ ッシュするのに十分なサイ
ズである。 通信リ ンクの駆動クロック周波数と CPUバスの動作クロック周波数は実機と合わせ、 それぞれ
100.0MHz、 62.5MHzで行っている。
さて、 １ 制御周期の中で各ト ピックをどのタイミ ングで転送するかは、 様々なパターンが考えられる。 グ
ローバルクロックに基づいて、 全ノ ード で一斉に転送を開始するパターン、 パケット の転送に時間がかかる
ネッ ト ワーク上の端に位置するノ ード から優先して開始するパターンなどである。 分散型共有メモリ プロ
ト コルでは、 優先度付き並列キューによる低遅延MACの構成によって多通信が一斉に開始されても、 低遅
延で転送が開始されるよう設計がなされており 、 転送パターンによらず、 低ジッタな全転送時間が期待され
る。 また、 バースト 転送モード の実装により 、 多ト ピック通信においても通信リ ンクの帯域使用量は非常に
小さく 保つことができることも期待される。
ここでは、 上記の全ノ ード 一斉送信開始のパターンと端ノ ード 優先パターンの２ つについて検証を行い、
転送パターンによらず低ジッタな転送時間となっているか確認を行う 。 また、 バースト 転送モード のバー
スト 長についてもバースト 無し 、 ４ バースト 長、 ８ バースト 長、 16バースト 長について比較を行う 。 また、
その際の通信リ ンク使用率についても調べ、 他プロト コルのデータ転送に割ける通信リ ンクの余力は十分
であるか確認を行う 。
表 4.8 に、 上述した検証条件についてまとめる。 1 ノ ード あたり 16WORDというサイズは、 実機におい
て使用されたデータ種別数を元に設定をしている。 このデータ種別の参照を表 4.9 に示す。
表 4.8: Experiment condition of Topic communication on Distributed Shared Memory Protocol.
Clock frequency of link logic 100.0MHz
Clock frequency of CPU bus 62.5MHz
Network topology line topology
# of topics per 1 node 16topic(16WORD = 64Byte)
Total Node numbers 4nodes , 8nodes, 16nodes,
24nodes, 32nodes
Transaction pattern Start at the same time, Start
from the edge nodes
Burst length no burst, 4burst, 8burst, 16burst
シミュレーショ ン結果
シミ ュレーショ ン結果を図 4.37 及び図 4.38 に示す。 ２ つのグラフは同じ結果について横軸のデータを変
えたものである。 両グラフとも 、 ２ つの転送開始タイミ ングパターンについてそれぞれ表示している。 図
4.37 はバースト 転送長に対する全体転送時間のグラフとなっており 、 バースト 転送無しではバースト 転送
有り と比較して倍ほどの転送時間を要していることが確認される。 また、 バースト 転送有り の場合、 バー
スト 転送長の違いによる転送時間への優位な差は見受けられなかった。 また、 図 4.38 はノ ード 数に対する
全体転送時間を示したグラフである。 転送時間はノ ード 数に比例して増加する傾向が確認できる。 最後に、
送信開始タイミ ングのパターンによる全体転送時間への影響について、 やや全ノ ード 一斉送信開始パター
ンの方が転送時間が短い傾向にあるが、 最大で 4µsec程度の差であり 全体としてパターン間の差は小さい。
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表 4.9: Communication data types actually used on a real robot system.
1. Encoder 2. Target joint angle
3. Output 4. Max output
5. Absolute encoder 6. Joint velocity
7. Estimated torque 8. Target torque
9. Frame counter 10. Stiffness param.
11. Motor temp. 12. PD gain
13. Control mode 14. Iq,Id
15. Reserved 16. Reserved
図 4.37: Comparison between communication time and burst length.
次に、 通信リ ンクの使用率の結果を示す。 最もデータ転送量の多い 32 ノ ード 接続の条件について、 各転
送開始パターン、 バースト 転送長ごとの通信リ ンク使用率について掲載する。 各グラフは横軸に通信開始
後の経過時間、 縦軸にノ ード Ｉ Ｄ 、 使用率をカラーバーにて表現しており 、 上り リ ンク、 下り リ ンクで分割
している。
まず、 全ノ ード 一斉送信開始パターン、 バースト 転送無しの通信リ ンク使用率を図 4.39a と図 4.39b に示
す。 転送開始直後はリ ンク全体に渡って使用率が高く 、 転送時間の内 20％は使用率 50％付近を維持してい
る。 また、 バースト 転送有りの場合の通信リ ンク使用率を図 4.39c から図 4.39h に示す。 バースト 転送無し
と比較して、 転送時間の全体に渡って均質な通信リ ンク使用率になっており 、 特にバースト 長が長く なる
ほどリ ンク使用率は安定して 30 ％から 40 ％を示している。 同様に、 端ノ ード 優先パターンについても図
4.40a から図 4.40h に示す。 使用率の傾向は全ノ ード 一斉送信開始パターンと大きな違いは確認できない。
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図 4.38: Comparison between communication time and number of nodes.
シミュレーショ ン結果の考察
分散型共有メモリ プロト コルによるト ピック通信は、 ノ ード 数に比例した総データ通信量になるが、 全体
転送時間はこのデータ通信量に合わせて比例する結果が得られた。 このことから 、 データ通信量の増大によ
る通信リ ンクの遅延は発生しておらず、 実時間性の高いデータ通信になっていると言える。 また、 バースト
転送モード の有効化によって転送時間を大幅に削減可能であることが示された。 これにより 32 ノ ード 間と
いう実ヒューマノ イド の関節数に近いノ ード 数で、 目標制御周期 10kHz時の１ 制御周期サイクル 100µsec
に対して半分以下の 50µsecでの全ノ ード 間ト ピック通信が実現可能であることが示された。
バースト 長の設定については、 全体転送時間に対する寄与度は小さい。 これは CPUバスからの転送デー
タ書き込み速度や受信データの共有メモリ への書き込み速度にボト ルネックがあり 、 同時に多数のデータを
転送してもメモリ 書き込み速度を上回ることができないためと考えられる。 これに対しては、 共有メモリ
の書き込み側データ幅を拡大することでメモリ 書き込み速度を倍増させることを予定している。
また、 バースト 長の設定はリ ンク使用率に対しては使用率の低下に寄与している。 そのため、 バースト 長
設定は転送するト ピック数に応じて動的に変更することが望ましいと考えられる。 リ ンク使用率はト ピック
通信全体で 50％を下回っており 、 他プロト コルが使用するのに十分な帯域が残っていると考えられる。
実機での分散共有メモリの利用
JAXON([65])では全身 33DOFの関節を持ち、 その内６ 関節がダブルモータを採用しているため、 全身
で 39のモータド ライバを搭載している。 制御用ノ ード を含めた 40 ノ ード を考える場合、 シミ ュレーショ ン
結果図 4.38 より 共有メモリ プロト コルパケッ ト の伝播完了までの時間は約 57µsec と推測される。 これは、
端ノ ード から端ノ ード までのデータ伝播時間であり 、 例えば制御ノ ード が接続ト ポロジの中央に配置されて
いる場合には実質的な伝播時間はこれ以下となる。
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(a) Upstream with burst length 0
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(b) Downstream with burst length 0
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(c) Upstream with burst length 4
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(d) Downstream with burst length 4
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(e) Upstream with burst length 8
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(f) Downstream with burst length 8
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(g) Upstream with burst length 16
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(h) Downstream with burst length 16
図 4.39: Upstream and downstream link utilization on 32 node system. Configured to transmit packets
at the same time.
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(a) Upstream with burst length 0
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(b) Downstream with burst length 0
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(c) Upstream with burst length 4
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(d) Downstream with burst length 4
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(e) Upstream with burst length 8
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(f) Downstream with burst length 8
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(g) Upstream with burst length 16
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(h) Downstream with burst length 16
図 4.40: Upstream and downstream link utilization on 32 node system. Configured to transmit packets
from edge nodes.
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表 4.10: 実験条件
ノ ード 数 4
接続ト ポロジ 相互全接続
センサデータ送信周期 10msec
受信スレッ ド 実行周期 5msec
4.6 Responsive Linkによる分散制御実時間通信
Responsive Linkは山崎ら [30]によって開発された分散制御用の実時間通信規格である。 特徴として、 実
時間OSのスレッド スケジューラ等で用いられるプリ エンプティブな実時間スケジューリ ングアルゴリ ズム
を、 通信パケット 間における通信リ ンク使用権の調停方式に採用していることが挙げられる。 パケット に付
加された優先度に応じた通信リ ンクの使用権の調停によって、 パケット 転送要求のコンフリ クト 時に低遅延
でより 優先度の高いパケッ ト を転送させることが可能となっている。 また、 Responsive Linkは１ ポート に
つき Event Linkと Data Linkの２ 系統の通信リ ンクを規格によって備えている。 Event Linkはデータペイ
ロード 長が短く 、 低遅延な転送が要求される用途に使用できるよう パケッ ト 長は 16Byte固定と少ないが、
RMTPの CPUレジスタに直接接続されており 、 低遅延なデータ転送を可能としている。 一方、 Data Link
は Event Linkほどの低遅延性は要求されないが、 転送するデータペイロード 長の長い用途に使用される。
また、 冗長な接続ト ポロジを組むことが可能となっており 、 各ノ ード が持つルーティ ングテーブルによっ
て同じ転送先アド レスを持つパケッ ト でも優先度に応じて、 最短経路にルーティ ングしたり 、 迂回経路に
ルーティ ングすることが可能となっている。 これにより 、 通信ケーブルの切断や接触不良、 ト ランシーバの
不良といった障害の発生時に動的に経路を切り 替えることで、 通信の継続を可能としている。
4.6.1 冗長ネッ ト ワーク構成による耐障害性の検証
Responsive Linkでは各ノ ード が最大４ ポート 持つことが可能となっており 、 各ノ ード 自体がルーターと
しての機能を持っているため、 ノ ード to ノ ード で接続していく ことでト ポロジフリ ーなネッ ト ワークを構
成することが可能となっている。 USB等と異なり 、 ネッ ト ワークを構成するためにハブやスイッチ等が別
途必要となるわけではないため、 ロボッ ト 体内のよう な空間制約の厳しい用途においては有効である。
フリ ート ポロジネッ ト ワークでは、 パケッ ト ルーティ ングを決定するための仕組みが必要となるが、 Re-
sponsive Linkでは各ノ ード にルーティ ングテーブルを設定し 、 それらをパケッ ト のヘッダ情報を元に参照
することでパケッ ト の転送先ポート を決定する。 そのルーティ ングテーブルを設定する方法としては、
• あらかじめ実際のト ポロジを元に固定のルーティ ングテーブルを各ノ ード にプログラムしておく 。
• Ethernet等で使用されている Internet Protocol(IP)を利用することで、 接続状況に応じて動的にルー
ティ ングテーブルを構成する。
ことが考えられる。
本実験では Responsive Link をインターフェースとして備えた I/O コア基板を使用する [41]。 実験条件
を表 4.10 に示す。 実際の基板間接続の様子を図 4.41 に示す。 接続ト ポロジについては図 4.42 に示すよう
に、 全ノ ード を相互接続している。 ノ ード 33に張力計測ユニッ ト が接続されており 、 計測データ取得タス
ク及び計測データ送信タスクを走らせた。 ノ ード 33からノ ード 36へのデータ送信経路としては、 33→ 36
の単経路が最短ルート である。 また、 33→ 34→ 36及び 33→ 35→ 36の２ 通り の冗長経路を通るパター
ンが考えられる。 本実験では、 パケット のデータペイロード は同一だが単経路を通るパケット と冗長経路を
通るパケッ ト の２ 種類のパケッ ト を同一サイクルで送信した。
途中、 開始 30秒時点で単経路ルート のケーブルを抜く ことで通信不良を意図的に発生させている。 図
4.43 に示す様に、 開始 30秒までは両経路のパケット とも目的ノ ード まで到達し、 通信を切断した瞬間から
単経路パケット からのデータは途切れているが、 冗長経路パケット によって張力センサの計測値は途切れる
ことなく 連続して得られていることが確認される。
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図 4.41: 4 I/O core boards are connected to each other by Responsive Link.
図 4.42: Redundant connection topology by Responsive Link.
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図 4.43: Verification of redunduncy of Responsive Link from [9](modified). The main cable was discon-
nected at 30sec. Then, any single routing packet data didn’t reach at the destination device. On the
other hand, redundunt routing packet continued to reach at the destination with out any packet losses.
4.7 本章のまとめ
本章ではヒューマノ イド ロボット の体内低遅延通信系の構成方法について述べた。 従来のヒューマノ イド
ロボッ ト にて用いられてきた通信系では、 ヒューマノ イド ロボッ ト の通信系として要求される実時間性能・
耐環境性能・ データレート ・ アプリ ケーショ ン柔軟性をト ータルパッケージとして満たす構成が困難であっ
たことを示した。
次に本研究で提案する通信系の具体的なハード ウェア構成について、 光アクティブコネクタと高速ト ラン
シーバを使用することによる耐環境性能の高い通信リ ンクを利用することについて述べ、 さらに４ 本の優
先度付き並列キューによる MAC構成によって物理層の高速ト ランシーバのデータレート を活かした実時間
低遅延データフロー制御を行う ことを述べた。
続いて、 ネッ ト ワーク層以上の構成として第 2章にて述べたロボット 体内通信に使用する RPC型通信と
データスト リ ーム型通信の２ つの通信モデルを高速なハード ウェアロジックとして実現するためのプロト
コルブロックの構成について述べた。 RPC型通信モデルについてはデータフロー制御において実時間性能
が有利となるリ ング型論理ト ポロジと固定長軽量パケット を利用することを述べた。 また、 データスト リ ー
ム通信モデルについては多ノ ード 間の非同期通信を簡略化可能な分散共有メモリ を利用することを述べた。
その他、 ロボッ ト の体内通信にて有用となるプロト コルとして、 ルーティ ングテーブル初期化プロト コル、
グローバルクロック同期プロト コル、 コネクショ ン型プロト コルを実装している。 また、 これらの優先度付
き並列キューへの割り振り方法について、 各々のプロト コルの要求実時間性能、 通信頻度、 パケット サイズ
を考慮して決定されることについて述べている。 ここで構成した通信モジュールの全容を図 4.44 に示す。
さらにアプリ ケーショ ン層での通信の利用として、 分散共有メモリ プロト コルを用いたパブリ ッシュサブ
スクライブ型通信を導入した。 これにより 、 組込みシステムで構成されるロボット の分散型制御システムに
おいて低負荷な多ノ ード 間データスト リ ーム通信を構成できることを述べ、 シミ ュレーショ ンによって実用
的なデータ更新周期を実現できることも示した。 また、 通信系全体のループバック遅延性能についても計測
を行っており 、 ロボッ ト の制御周期に対して低遅延で通信が行われることを示した。
最後に、 ロボット の体内での冗長な自由ト ポロジ構成を実現するために Responsive Linkによる耐障害性
能について実験によって検証を行い、 その有用性を示した。
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図 4.44: Overall schematics of proposed communication system.
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(a) Front View of HRP3L-JSK CAD Model. (b) Side View of HRP3L-JSK CAD Model.
図 5.1: HRP3L-JSK CAD Model
5.1 はじめに
本章では前章までに述べた実時間分散制御モータ制御モジュール及びモジュール間低遅延通信系を利用し
て、 実際にロボッ ト を動作させる制御システムの構成方法について論じる。 まず 5.2節にて、 従来のロボッ
ト で使用されてきた上位制御システム並びに全体のシステム構成について簡単に解説を行う 。
次に 5.3.1節にて本研究で提案する即応的反射行動アーキテクチャについて述べ、 その中核となる中間制
御層について 5.4節にて導入を行い、 さらにその構成モジュールについて 5.5節にて述べる。 また、 本シス
テムで使用されるサブシステム間通信について、 5.6節にて検証を行う 。 中間制御層システムは多ノ ード 構
成を採用することが可能となっており 、 5.7節にてその構成方法を述べる。
最後に、 高速応答動作の要件として上位制御システム側でのオンライン軌道生成手法について 5.9節にて
述べる。 本章で導入した実行系システムの動作検証については、 次章にて腕型ロボット 、 脚型ロボット を用
いて述べていく 。
5.2 大出力モータド ライバを持つHRP3L-JSKと従来型上位システム
構成
5.2.1 HRP3L-JSK
HRP3L-JSKは浦田ら [50]によって開発された大出力モータド ライバを搭載した脚ロボット である。 HRP3L-
JSKの外観と諸元を図 5.1a 、 図 5.1b 、 図 5.2 , 表 5.1 に示す。 特徴としては、 瞬間的にモータの定格を超
える電流を出力することで、 人間の関節ト ルクと速度に近い特性を単一のモータ・ 減速機によって実現して
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図 5.2: Isometric View of HRP3L-JSK CAD Model.
いることが挙げられる。 また、 大電流による熱損を防ぐためにモータとそのアンプ基板は水冷システムに
よって冷却が行われている。
浦田らによるオリ ジナルの HRP3L-JSKでは電源装置に並列接続されたスーパーキャパシタによる電力
供給が行われていたが、 本研究ではそれは外している。 そのため、 瞬発的な動作については電圧降下によっ
てモータド ライバ本来の最大性能は、 本研究の実験においては発揮できていないが、 歩行等の最大出力を
必要としない動作については電源装置からの給電で、 多少電圧降下が生じても問題は生じない。
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表 5.1: Specification of HRP3L-JSK
Weight 44[kg]
# of joint 12 (6 for each leg)
Gear Ratio 240:1 ( 160:1 by harmonic drive and 1.5:1 by pulley)
Water-Cooling Electrical pump and radiator
Sensor six axis force sensors (on each foot)
Inertial Measurement Unit (IMU)
Rated Voltage 80V (max)
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図 5.3: Traditional upper layer control system of HRP3L-JSK.
5.2.2 従来型上位システム構成
体内に搭載された分散型モータ制御システムについては、 第 3章及び第 4章にて述べたが、 それらの運動制
御機能の大本となる上位の計算機システムについては、 浦田らによるオリ ジナルの実装から STARO,JAXON
といったロボット で共通に使用されているロボット 制御用プラット フォーム [67]へと置き換えている。 この
プラット フォームでは、 ソフト ウェアモジュール群を束ねるミ ド ルウェアソフト に ROS[68]と openRTM[69]
を使用したの２ つのシステムが統合された構成となっており 、 要求される実時間性能や計算負荷に応じて階
層分けされている。 従来型上位システムの構成図を図 5.3 に示す。 上位システムは x86 アーキテクチャの
PC上で Linux OS をベースに構成される。
主となるロボッ ト の身体制御は金広らによる openRTM をベースとした hrpsys1を利用して行っており 、
目標関節角度軌道等が出力される。 hrpsys とデバイスインターフェースは独立したプロセスで実行されて
おり 、 共有メモリ を介してデータ通信を行っている。 hrpsys内には、 関節軌道生成用コンポーネント や歩
容生成コンポーネント 、 バランス補償制御用コンポーネント 等多数用意されており 、 実際のロボット に必要
な機能に応じて構成を変更して利用する。 これらのコンポーネント は hrpsysが提供する実時間コンテキス
ト 上でシリ アライズされ、 同一プロセス上で順次実行される。 新たにコンポーネント を追加することで、 身
体制御則を追加することも可能であり 、 後述するオンライン歩行生成器もこの hrpsys用コンポーネント と
して実装を行う 。
デバイスインターフェースプロセスでは、 hrpsysから受け取った参照関節軌道、 パワースイッチコマン
ド 等のイベント を体内分散型制御基板への通信パケッ ト に変換し 、 デバイスド ライバを介して送信を行う 。
逆に分散型制御基板へデータリ ード リ クエスト を送信し 、 受信パケッ ト の解釈と hrpsysへの受け渡しを行
1https://github.com/fkanehiro/hrpsys-base
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う 。 これらは全て実時間実行される。 基本的にはデバイスインターフェースプロセスでは制御に関わること
はなく 、 hrpsys等の身体制御用サブシステムと全身のモータ制御サブシステムとの間でデータやイベント
をブリ ッジするのみである。
hrpsysのさらに上位層には ROS ノ ード 群を接続することが可能となっており 、 実際にロボット へ人が直
接指令を与える場合にはこのノ ード 群から行う 。 本研究ではコマンド 実行のヒューマンインターフェースと
して、 Euslisp2を ROS ノ ード として実行することで利用する。 画像処理等の認識系の処理もこの層で行わ
れるが、 本研究の対象範囲外なので割愛する。
5.2.3 従来型システム構成における課題
5.2.2節にて述べたよう に、 従来の上位システムでは身体制御系の演算処理やインターフェース処理を一
括して行われている。 また、 hrpsysでは主となる身体制御処理コンポーネント を １ コンテキスト 内でシリ
アライズされて実行されることで、 制御系全体の処理が俯瞰しやすく なり 、 開発の容易性を与えている。
しかしながら 、 完全な実時間OS上で実装されているわけではなく 、 各種インターフェース処理や負荷の
高い演算処理と混在していることによって、 外乱入力に対して低遅延で高い実時間性を維持した応答処理
を新規に開発し実装することが困難となっていた。 実際、 IMUや足裏力センサ入力をもとにバランス制御
を行う スタビライザ―コンポーネント は制御周期をさらに高速化し 、 応答を低遅延化することで性能の向
上が期待されるが、 シリ アライズされた hrpsys全体の処理速度がボト ルネックとなり 、 現時点では 2msec
周期に留まっている。
応答性が要求される処理については、 hrpsysの実行コンテキスト を分割・ 独立化し 、 実行周期と実行優
先度を高めた設定とすることで改善する方法も考えられる。 ただし 、 有限なハード ウェア処理能力やイン
ターフェースを他のプロセスと共有する以上、 他処理との完全な独立化は困難であり 、 システムやアルゴリ
ズムの更新によってシステム負荷が増大した場合に、 更新前と同一の制御パラメータで継続して実行可能
である保証はない。 ロボッ ト の体内制御系の更新が数サイクル遅れとなるのはこのよう な保守性や継続性
の悪さが一因として存在している。 また、 独自のインターフェースデバイスを用いていることでもいく つか
問題が生じており （ 詳細について 5.4節にて述べる）、 要改善点となっていた。
5.3 即応的反射行動アーキテクチャ
5.3.1 即応的反射行動
固い物体との衝突や躓きによる転倒のよう に、 本来の計画された動作軌道を実行すると行動失敗につな
がるような状況では即座に失敗回避行動をとった上で、 動作軌道の再計画を行う必要がある。 人間では身体
を構成する生体組織の柔軟性によって動作計画との誤差を緩和する身体性や、 脊髄反射系により 脳での情
報処理を介さない即応的な動作指令が運動神経系に発行される仕組みが備わることで怪我を防ぐ頑健性を
得ている。 また、 とっさの動作によって本来の運動計画軌道から外れた場合にでも即座に適切な運動軌道が
与えられることで転倒を防いでいる。 ロボッ ト の体内制御システムにおいても、 このよう な柔軟な身体性、
反射神経系の実装によって急な入力に対して、 動作軌道再計画を待たずに即応的な動作により 機械構造に
過大な負荷が加わることを防ぐとともに、 動作軌道の実時間での再計画によって目標タスクの失敗を防ぐ
ことが考えられる。 関節の構造に弾性要素や粘性要素を付加することで柔軟身体を実現する方法も採れる
が、 ハード ウェアの更新が必要となるため本研究では対象外とし 、 制御則による柔軟身体の実現を目指す。
例として、 図 5.4 に外乱によって重心位置が目標軌道から外れた際の即応的な動作による外乱吸収と、 歩
行動作軌道再生成による転倒防止を実行する様子を示す。 ここでは 1⃝外乱によって重心位置が乱されるが、
2⃝では関節の柔軟性によって即座に体幹リ ンク部を外乱吸収する方向に移動させ、 3⃝では歩行動作の再計
画によって得られた新規の運動軌道によって転倒を回避し 、 最終的に安定な状態に復帰するという シナリ
オで実行されている。 このよう なシナリ オに基づいた動作を本研究では即応的反射行動と呼ぶことにする。
即応的反射行動では、 外乱に対して極めて短い時間で応答動作を実現する即応的動作制御系と 、 本来のタ
スクを実現するために必要な身体運動軌道を再生成する身体運動計画系を持つ必要がある。 図 5.5a に示す
よう に即応的動作制御系は反射行動のよう に状態入力に対し 、 最短となる制御演算のみで動作へとフィ ー
2https://github.com/euslisp
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図 5.4: Example of reactive behavior.
ド バックされる。 一方、 状態入力は身体行動計画系へも伝達され、 オンラインでの身体動作生成器を通して
ロボッ ト への制御信号にフィ ード バックされる。 身体運動計画系では最適化アルゴリ ズムを用いることで、
演算時間はかかるが現在状態に適した軌道を生成することが可能となる。
これは、 制御フローが２ 系統あり 、 即応的動作制御系が最短でのフィード バックを目指すシステム、 身体
運動計画系が最適なフィード バックを目指すシステムとして実行され、 反射行動系を構成している形となっ
ている。 図 5.5b に示す従来の基本的な制御ループと比較して、 制御ループが多重化され、 同時にシステム
が多階層化していることを見て取ることができる。
5.3.2 即応的反射行動アーキテクチャに基づいた高速応答行動
外乱入力に対して最短制御演算のみで動作へフィード バックを実現する方法として、 関節のサーボ制御則
のト ルクベース化を考える。 従来は関節角度サーボがベースとなっていたため、 衝撃のような外乱が入力さ
れた場合ににおいても上位システムが目標関節角度軌道を修正しないかぎり 外乱に対する応答が行われな
いため、 応答遅れが生じていた。 ト ルクベース化することで、 上位システムの制御コマンド の修正を待たず
に外乱入力に対してサーボ制御は物理的な作用によって外乱入力を緩和する方向に高速に応答することが
可能となる。
上位システムは関節ト ルクベース制御が外乱入力に対して緩和動作をしている間に、 転倒回避等の新た
な目標動作軌道を生成し直すことで、 全体としてのタスク達成を実現する。
5.3.3 ３ 階層制御システム
即応的な身体運動実行系と身体運動計画系では要求される実時間性能と演算性能が異なる。 前者は入力
に対して 1msec以内の極短時間での応答を要求する実時間処理である。 これに対して、 後者は実時間性能
としては数msec程度の猶予はあるが、 高い演算能力を要求する処理である。 第 2章及び 2.9節にて述べた
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図 5.5: Comparison of system architecture.
ように、 これらの要求を同一の計算機上で実現することには性能上の制約が伴う 。 そのためこれらの要求を
満たすために、 それぞれの要求性能に見合った計算機システムに処理ごと分割することが 1つの方法であ
ると考えられる。 本研究で提案する即応的反射行動アーキテクチャでは、 ロボット の体内制御システムを以
下のよう に３ つのサブシステムを重ねた階層型制御システムとして構成する。
1. 上位層制御システム
従来型システムと同様、 高度な身体運動計画系の制御を行う 。 最短で 1-2msec程度の制御周期、 応答
でシステムが実行される。
2. 中間層制御システム
即応的な力応答を実現するためのサーボ制御、 センサー情報処理、 サブシステム間通信処理を行う 。
最短で 100-200µsec程度の制御周期、 応答でシステムが実行される。
3. 下位層制御システム
アクチュエータやセンサデバイスの直接的な制御を行う 。
それぞれのサブシステムは上位・ 下位のサブシステムと低遅延な実時間通信系によって接続され、 制御用信
号・ データを送受信し合う 。 この３ 階層制御システム構成を図 5.6 に図示する。 図 5.3 と比較すると分かる
よう に、 従来型の制御システムの構成の中間に通信リ ンクをブリ ッジする形で中間層制御システムが挿入
されており 、 上位層・ 下位層の構成には大きな変更点は無い。
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図 5.6: Three layered robot contol system with inserted middle layer controller.
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5.4 中間層制御システム
5.2節にて述べた従来型の通信系では、 標準規格ではない独自のデバイスインターフェースを実装してい
た。 この独自デバイスインターフェースを用いる利点と問題点について主要なものを以下に洗い出し、 簡潔
にまとめる。
• 従来型独自デバイスインターフェースの利点 (利点となる評価項目)
1. 拡張ボード 側で通信処理を分散処理 (頑健性、 制御性能)
2. 必要最小限構成によるパッケージサイズの最適化 (パッケージサイズ、 入手性)
3. 耐ノ イズ性能、 耐障害性能に優れたプロト コル、 物理媒体 (頑健性、 耐障害性)
4. ロボッ ト の構成に最適化したパケッ ト サイズ、 データ構造 (拡張性、 柔軟性、 制御性能)
5. スレーブ側の基板の通信機能に合わせた最適化 (パッケージサイズ、 制御性能)
6. ロボッ ト に合わせた独自の安全機能 (信頼性、 耐障害性)
• 従来型独自デバイスインターフェースの問題点 (問題となる評価項目)
1. デバイスド ライバの開発・ メンテナンスが必要 (保守性、 容易性、 継続性)
2. 独自デバイスの開発・ 製造が必要 (保守性、 入手性、 互換性)
3. 限定的なデータアクセス性 (検証可能性、 容易性、 拡張性)
4. サード パーティ製デバイスは別途インターフェースが必要 (互換性、 柔軟性、 パッケージサイズ)
5. 耐振動・ 耐衝撃性能の低い拡張スロッ ト † (頑健性、 耐久性)
6. 拡張性はスロッ ト 数に依存 † (拡張性)
7. マザーボード の選定に制約 † (互換性、 拡張性、 入手性、 継続性)
8. 拡張ボード レイアウト に制約 † (パッケージサイズ)
† の項目については、 接続用のインターフェースとして PCI カード 型を採用していることに起因する問題
である。 図 5.7 に、 さらに従来システムにおける問題点と、 それに対応する 2.3節にて述べたシステム評価
項目について表形式でまとめている。
5.4.1 中間層制御システムの透過性
上位層のシステムからは目標値、 モード といった制御コマンド が各モータド ライバへと送信されている。
また、 各モータド ライバのセンサデータも上位層まで返信される。 これらのデータ通信は、 上位層からは中
間層制御システムへ宛てたパケット として送信し、 中間層にて振り分けてもらうのではなく 、 各モータド ラ
イバと直接送受信されたデータとして扱ったほうが分かり やすい。 従来型のシステムとの互換性を保てる
という点や、 中間層制御システムを意識しない開発が行える点で利点が有る。 中間層の存在に依存しない
という ことは、 システムの冗長化による信頼性の向上にもつながる。 このように、 上位層制御システムが中
間層制御システムの存在に依存せずに動作可能な性質を中間層制御システムの透過性と呼ぶことにする。
図 5.8 に示すように、 透過性を持たせるために上位層システムからのデータは通信ブリ ッジを介して全て
下位層システムに送信され、 中間層で破棄されない構造となっている必要がある。 本研究では通信ブリ ッジ
の機能を全て FPGA上のハード ウェアロジックによって実装することで、 中間層システムのソフト ウェア
稼働状態と独立して実行可能とし 、 ハード ウェア的エラーが生じない限り 制御コマンド は下位層へと転送
されることで透過性を与えることにした。 ただし 、 即応的動作制御において中間層制御システムからの制
御コマンド が優先される必要があるため、 下位層のモータド ライバのロジック部には適切なシステムから
の制御コマンド を選択するためのソフト ウェアスイッチが実装されている。 このスイッチは中間層制御シス
テムを優先するが、 中間層制御システムからのデータが途絶えた場合にウォッチド ッグタイマによって、 自
動的に上位層システムからのコマンド を利用するよう に切り 替わることで、 中間層制御システムがダウン
した際の上位制御システムによるバックアップを可能としている。
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カテゴリ 従来システム問題点 制御
性能
連続
稼働
時間
安全
性
頑健
性
耐久
性・
堅牢
性
パッ
ケー
ジサ
イズ
入手
性
保守
性
容易
性
継続
性
拡張
性
柔軟
性
互換
性
可観
測性
検証
可能
性
致命的
障害時は完全停止
× ×
絶縁不良による信号ノ
イズ ×
振動・衝撃でシステム
ダウン × ×
ケーブル・コネクタの
劣化、摺動による接触
不良 × ×
放熱不良によるCPU、
インバータのオーバー
ヒート × × ×
機能制約
デバイスインター
フェースの空間占有体
積が大きい × ×
ケーブルによる空間占
有体積が大きい × ×
使用デバイスに対応し
たマザーボードから選
定 × × × × × ×
下位システムへの限定
的なデータアクセス性 × × × ×
開発効率
独自デバイスの開発・
製造 × × ×
独自デバイスのドライ
バの開発・保守 × × ×
制御システムの更新で
デバイスドライバ、イ
ンターフェースに不具
合
× × × ×
デバイスごとにそれぞ
れインターフェース・
配線が必要 × × × × × ×
インターフェース処理
と制御演算処理が同一
マシン上 × × × ×
障害発生時の詳細なロ
グが記録されない × × ×
図 5.7: Problems of the traditional robot control system.
5.4.2 中間層制御システム構成
中間層の主な構成機能として、
1. 上位サブシステムと下位サブシステム間のデータ通信中継　
2. 即応的動作制御実行系
3. データ通信ロガー
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図 5.8: Transparency of middle layer system.
4. 上位系シャッ ト ダウン時のバックアップ
を 5.3.1節にて挙げた。 これらは通信インターフェース部とプロセス実行部に分けられる。 本研究ではこれ
らを FPGA-SoC基板とインターフェース基板を組み合わせて構成することにした。 このシステムのハード
ウェア構成については次節 5.4.3節にて述べる。 項目 2については、 項目が多岐に渡るため、 次節以降で述
べる。 以下では、 ハード ウェア構成について述べた後、 2項を除く 中間層制御システムとして実装を行った
それぞれの機能項目 1,3,4について順に述べる。
5.4.3 ハードウェア構成
図 5.9 ,図 5.10 ,図 5.11 に実際に本研究で中間層制御システムとして使用したインターフェース基板及び
FPGA-SoC基板を示す。 インターフェース基板はオリ ジナルの設計となっており 、 光アクティ ブコネクタ
用ポート を４ チャンネル搭載している。 FPGA-SoC基板には市販されている評価キッ ト である Terasic社
製 SoCKit3を採用した。
図 5.12 に、 ハード ウェア構成の中で主要な機能を図示する。 FPGA-SoC内部は Hard Processor System
(HPS)部と 、 FPGA部に分かれている。 HPSは ARM コアで構成されており 、 2 コア構成となっている。
主要な汎用インターフェースとして USB OTG (USB On-The-Go) とギガビッ ト Ethernet を備えている。
FPGA間とは ARM AXI バスによって内部的に接続されているため、 高速なアクセスが可能となってい
る。 FPGA側には本研究で提案する中間層制御システムを構成するための主要機能として、 光リ ンク通信
モジュールと EtherCATブリ ッジモジュールを備えている。 また、 通信系の割込み処理を HPSとは独立し
て行うために軽量なソフト ウェアコアである Nios IIプロセッサを導入している。 光リ ンク通信モジュール
は基本的な構成は RMTP-02D基板に実装したものと同一であるが、 EtherCAT ブリ ッジからのデータフ
ローと接続するために追加の RPC型通信インターフェースマスターを実装している (5.4.6節)。
これらの基板は CPU、 FPGA、 インターフェース、 その他デバイス全てを含めて消費電力は 10W未満に
留まっており 、 ファンによる強制空冷やヒート シンクによる放熱が無く ても運用が可能となっており 、 耐振
3www.terasic.com.tw/cgi-bin/page/archive.pl?CategoryNo=167&No=816
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図 5.9: Middle Layer Control System.
図 5.10: Interface board.
図 5.11: FPGA-SoC board (terasic SoCKit).
動・ 耐衝撃・ 耐熱性能に大きく 貢献していると考えられる。 システムの基幹となるプロセッサである ARM
Cortex-A9 Dual-Coreは 800MHzのクロックで駆動される。 ARM Cortex-A9は 2.5DMIPS/MHzの性能
を有しているため、 全体では 4,000DMIPS を計上する。 上位層システムを構成する Intel製プロセッサは
100,000DMIPS以上の性能を有するため、 プログラム処理性能については 10分の 1以下となるが、 FPGA
側の回路と密に接続されているため、 FPGA側のロジックによって処理能力の底上げを行う ことが可能と
なっている。 本研究で提案する通信モジュールはその例の一つとなる。 また電源は 12VDCの単電源でよい
ため、 バッテリ ーでの運用が簡単にできる構成となっている。 重量は拡張基板を含めて、 260g と軽量に収
まっている。 マウント 用のスルーホールも多く 設定できるため、 ロボット 内部に組み込む際に、 衝撃が伝わ
り にく いよう に防振用ゴムを挟みこむことも可能なため、 より 高い耐振動・ 耐衝撃性能が期待される。
本研究の段階では SoCKitの評価基板を用いているが、 将来的には独自の設計で中間層制御システムの
ハード ウェア全体を構成することも可能であり 、 それによって全体のパッケージサイズの縮小や重量の削
減、 不要パーツの削除によるコスト や消費電力の削減が期待できる。
5.4.4 分散システム用ミドルウェアによるサブシステム間通信
中間層制御システムは汎用の Ethernetポート を備えており 、 また Linux OS をベースとしてシステムが
実行されているため、 既存の分散システム用ミ ド ルウェアを活用したデータ通信を行うことが可能となって
いる。 ミ ド ルウェアとしては特にロボット 用として開発されており 、 上位層制御システムでも広く 利用され
ている ROS及び OpenRTM-aist を本研究では利用している。
分散システム用ミ ド ルウェアを利用することで、 独立したハード ウェア上のシステムのデータや機能へ
も容易にアクセスすることが可能となり 、 開発の容易性向上や処理の分散化による性能向上が期待される。
しかし 、 これらは Ethernetによるシステム間通信を TCPまたは UDPによるものを原則としており 、 通信
4SoCKit User Manual (rev.D Hardware)
5Cyclone V Device Overview https://www.altera.co.jp/documentation/sam1403480548153.html
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図 5.12: Middle layer system hardware schematics (refered to SocKit Documents4 and Altera’s data
sheets5).
をソフト ウェア処理に依存する部分が比較的大きい。 また、 これらの通信はロボット の体内制御系で要求さ
れる細分化された制御サイクルにおける実時間性能を満足するようなスペックではない。 従って、 処理能力
の限定的な組込みシステムや制御システムでは基幹となる通信系として利用することはできず、 パラメータ
設定やモード 切替等の非実時間用途での補助的な利用が主となる。
基幹となるサブシステム間通信には次節で述べる EtherCATによる同期通信を利用する。 なお、 分散シ
ステム用ミ ド ルウェアによる通信の評価は EtherCATによる同期通信の評価と合わせて、 5.6節にて行う 。
5.4.5 EtherCATによる上位層との同期通信
中間層制御システムと上位層の間の実時間データ通信規格として、 EtherCATを使用する。 EtherCATは
産業用イーサネッ ト の中では特殊な構成を採用しており 、 マスターとなる上位層側のハード ウェアは標準
のイーサネッ ト 規格、 スレーブとなるデバイス側のハード ウェア構成は EtherCATのための専用のデータ
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リ ンク層を規定している。 これにより 、 上位層システムは標準のイーサネッ ト インターフェースと持った
汎用計算機を使う ことが可能である一方で、 デバイス側では通常のイーサネッ ト 構成では難しい低遅延性、
実時間性を提供することが可能となっている。 こう した特徴から可用性や実時間性能についてはロボット シ
ステムにおいて高く 評価することができ、 実際に制御モジュール間の実時間通信リ ンクとして産業利用や
複数のロボット で採用されている。 本研究でも、 この可用性と実時間性能がロボット 上位制御システムとの
インターフェースに適していると考えた。
しかしながら 、 通信の基本的な枠組みはマスター・ スレーブ型の構成となっており 、 マスター主導での通
信パケット しかネット ワーク中には流すことができない。 全ての通信はマスターから送信されるパケット に
同期して行われる。 任意タイミ ングでのスレーブ間通信が行えない点や、 マスター側計算機の障害発生時に
スレーブ側システムは完全に孤立する点で、 体内制御システムの高速応答性や自律性の獲得を目指す本研究
においては要求を完全に満足するものではない。 また、 物理層が 100BASE-TXを規定しているため通信の
データレート は 100Mbpsが基本となる。 EtherCATはパケッ ト のデータフローをデバイス間でシームレス
に転送することで、 非常に高いリ ンク使用率を実現している。 しかし 、 本研究で要求するロボット 体内シス
テムでの多ノ ード 間多種類ト ピック転送を実現するにはデータレート は 400Mbps以上必要であり 、 データ
レート の点からも体内システム用ネット ワークとしては不十分であると言える。 また、 イーサネット フレー
ムをベースとしているため、 パケット 長は原則として 1,500Byteまでとなっている。 マスター側での処理の
都合上、 １ パケット に全ノ ード 分の必要送受信データを載せられるのが最適であり 、 これを超える場合には
通信性能に制限が生じる。 小数ノ ード での運用であれば問題は無いが、 全身 40 ノ ード 以上といった多ノ ー
ド での運用となり 、 さらに各ノ ード とやり 取り するデータ量自体が増加した場合には、 1,500Byte（ 実際に
はヘッダ等に利用するサイズも含むため、 純粋なペイロード はさらに小さく なる） では不足してしまう 。
5.4.6 EtherCAT、 アクティ ブ光ファ イバーリンクブリ ッ ジの構成
EtherCAT Slave Controller (ESC) として、 ここでは Beckhoff社製の ESC基板 (FB1111-0140)4を使用
した。 この ESC基板はインターフェース基板にマウント され、 16bitバスを介して FPGA-SoC と接続さ
れている。 ESC基板は 8kBサイズの Dual-Port RAM を内蔵しており 、 この RAM空間をバッファまたは
メールボックスとして利用することが可能となっている。 本システムでは RAM空間を上下 4kBずつに分
け、 上位 4kBを送信用バッファ（ master to slave）、 下位 4kBを受信用バッファ (slave to master) として設
定している。 図 5.13 の上部に ESC基板内部のデータフローを示しており 、 上流から流れてく るパケット か
ら Writeコマンド データを送信バッファに書き込み、 Readコマンド 部に受信用バッファ領域をコピーする
ことでデータ転送が行われる。
実際の EtherCAT とアクティ ブ光ファイバーリ ンク間のブリ ッジ処理は FPGA-SoC 側にて行われる。
FPGA-SoC内のコント ローラにて ESC基板上の送信バッファからデータを読み出し 、 第 4章にて述べた
Remote Procedure Call (RPC)用プロト コルに変換を行う 。 RPCブロックは ARMプロセッサを含む Hard
Processor System (HPS)上で実行される制御プログラムからもアクセスされるため、 HPSからの入出力と
ブリ ッジからの入出力はMUX,DEMUX を介して行われる。 EtherCATブリ ッジを介した体内通信系の評
価実験については、 5.6節にて行う 。
このよう に EtherCATからのブリ ッジ接続は RPCプロト コルのみに限定している。 これは、 RPCプロ
ト コルは従来のシステムで使用されてきた体内通信プロト コルを拡張したものであり 、 従来の上位サブシス
テムと互換性を維持したまま接続することが可能であるためである。 また、 前述の通り EtherCATではペ
イロード が増加した場合、 通信性能が悪化するという問題や ESC基板内の RAMサイズの制約の問題が現
時点ではあるため、 その他のプロト コルを通す実装は採用していない。 分散共有メモリ プロト コル等も上
位サブシステムとブリ ッジする実装は、 ESCのスペックの見直しや EtherCATマスター側のデバイスド ラ
イバの改善や PC側インターフェースプログラムの修正で実現は可能であるため、 今後引き続き開発を進め
る予定である。
4www.beckhoff.com/english.asp?ethercat/fb1111 fb1122 fb1130.htm
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図 5.13: Data flow chart inside EtherCAT from/to active optical fiber link bridge.
5.4.7 データロガー機能
ハード ウェアやモータド ライバ制御レベルで異常が発生した場合、 上位システムで記録されたデータロ
グを参照してデバッグを行うのが一般的である。 しかし 、 電圧や温度といった、 フィ ード バック制御とは直
接関係しないデータに関してはサンプリ ング周期を落としていたり 、 下位システム内の制御プロセス上の
データはそもそも上位システムには送信を行っていないため、 上位システム側のデータロガーでは異常の
正確な原因を特定しきれない場合が存在した。
中間層制御システムでは、 分散共有メモリ や RPCプロト コルによる通信を介してモータド ライバ上の制
御データを逐次参照することが可能なため、 データロガー機能を実装することでこれらのデータを記録し
ておく ことが可能となっている。 また、 中間層制御システムは 5kHzの制御周期で実行されているため、 ロ
ギングされる周期も 5kHzまで上げることが可能である。 そのため、 電圧の異常低下といった瞬間的な現象
についてもログから追跡することが可能となり 、 複雑なロボット 制御システムにおけるデバッグの一助とな
ると考えられる。
ただし、 組み込みシステム上での実装なため、 メモリ サイズやスト レージサイズ、 スト レージ転送速度が
極めて限定的である。 従って、 取得可能なデータサイズは高々 100MB程度とするのが現実的であり 、 これ
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図 5.14: Data logger output sample on a middle layer control system. Figures on an upper row show
full-time range of datalogger. Lower rows show the enlarged plots between 23[sec] to 25.5[sec].
は記録するデータの種類にもよるが数十秒程度の時間でしかない。 そのため、 一連の行動を全て記録する
ことは現実的ではなく 、 異常が起きた際に記録をスト レージに吐き出し、 ト レースできるようにするブラッ
クボックス的な利用方法が主となる。 本研究では、 データロガーの記録時間は 40秒分 (5kHzで 200,000サ
ンプル点) を記録する構成とした。 サーボ制御系で用いる主な変数、 計測値について記録したときおよそ
100MByte程度のファイルサイズとなる。
図 5.14 は、 実際にシステムで記録したログデータのう ち関節角度、 モータド ライバ入力電圧、 ６ 軸力セ
ンサ値の３ 種についてプロッ ト したものである。 入力電圧やセンサデータについて、 40秒間ではあるが高
精細に記録されていることが確認できる。
5.4.8 上位システムバッ クアッ プ
中間層制御システムは、 上位システム用ハード ウェアと比較して演算性能では大幅に劣るプロセッサを採
用する対価として、 ハード ウェアとして物理的な振動や衝撃、 電源ノ イズに対して頑健な組込み用デバイス
を選定することで上位システムがダウンした場合でもロボッ ト を安全に停止させるための最低限の制御を
行う ことを目指している。 汎用計算機では、 メモリ やインターフェースカード 、 CPUはスロッ ト に差し込
む形式になっている場合が多く 、 ロボット で使用するには耐振動性能や耐衝撃性能が劣る。 現に実機におい
て、 強い衝撃が加わったり 、 あるいは転倒するなどで制御用 PCが完全にダウンしてしまう事例は多く 経験
されてきた。 中間層制御システムはそう した最悪の場合においても、 健全な状態を保ち、 ロボット の最低限
の制御を行う ことで安全に停止まで持っていく ことを実現するために必要となる。
5.4.9 従来型システムとの比較
図 5.15 に、 図 5.7 にて挙げた従来型のシステムで見られた問題点と 、 それらに対応する中間層制御シス
テム並びに低遅延モジュール間通信系を導入したことによる効果を表形式でまとめている。
表中に示している通り 、 特に致命的であった信頼性関係の問題について、 通信系の改善と中間層制御シス
テムの導入によって改善されていると考えられる。 また、 機能面についても性能の向上が図られており 、 従
来では困難であった実時間処理性能も実現可能である。 一方で、 開発面に関してはシステムの複雑化によっ
て難度が上がっている他、 スペック面での向上のために開発コスト が上がっているという点は否めない。 た
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カテゴリ 従来システム問題点 中間層制御システム・モジュール間低遅延通信系の導入による効果
致命的
障害時は完全停止 ⃝ 上位層と中間層でシステムが冗長化されることで、障害時に最低限の制
御を行うことが可能となる。
絶縁不良による信号ノイ
ズ ⃝ 体内通信系は光ファイバ化されることで耐ノイズ性能は大幅に向上。
振動・衝撃でシステムダ
ウン
⃝ カードスロット型インターフェースを排除することで耐振動、耐衝撃性
能を向上。
⃝ 耐衝撃性の高いSMTパッケージ品を選定可能。
ケーブル・コネクタの劣
化、摺動による接触不良
⃝ 屈曲性能の高く細いファイバ化によってケーブル劣化を低減。
⃝ EtherCATは信頼性の高いRJ-45コネクタ。
放熱不良によるCPU、イ
ンバータのオーバーヒー
ト
⃝ ヒートシンクレスの自然放熱での運用が可能な組込み用プロセッサに
よって放熱不良によるシステムダウンのリスクを低減。
⃞ 上位システムについては放熱性能は関係しない。
機能制約
デバイスインターフェー
スの空間占有体積が大き
い
⃝ 独自デバイスインターフェースが不要になり、拡張スロットレスな小型
パッケージ品を上位システムに採用可能。
× 中間制御層用デバイスが別途必要となるが、従来よりレイアウト自由度
は高い。
ケーブルによる空間占有
体積が大きい
⃝ 従来配線の８分の１の太さのファイバー化、及びセンサデバイス用ケー
ブルの省配線化で空間占有体積を大幅低減。
使用デバイスに対応した
マザーボードから選定
⃝ 汎用Ethernetポートが使用できればよく、拡張用インターフェースの制
約を排除。パッケージサイズやプロセッサ性能を重視した選定を可能に
した。
下位システムへの限定的
なデータアクセス性
⃝ 実時間通信用に産業用規格であるEtherCATを使用し、さらに非実時間
通信用途にEthernet経由も使用可能としたことで、下位システム上の
データへのアクセス性を向上。
開発効率
独自デバイスの開発・製
造
× 中間層システム用デバイスを独自に開発する場合は、独自デバイスイン
ターフェースより開発難度・コストが高い。
独自デバイスのドライバ
の開発・保守
⃝ 上位システムでは汎用のEthernetドライバで良いため、システムアップ
デートの影響を受けにくい。
× EtherCATのパフォーマンスを要求する場合には専用ドライバの導入が
望ましい。
× 中間層システムでは光リンク用のドライバが必要。
制御システムの更新でデ
バイスドライバ、イン
ターフェースに不具合
⃝ 実時間処理系、デバイス制御系が上位システムから切り離されるため、
上位システムのアップデートが容易になる。
× 中間層システム用デバイスが独自の場合、ハードウェアのアップデート
を行うには新規に開発が必要。
デバイスごとにそれぞれ
インターフェース・配線
が必要
⃝ 中間層のデバイスや下位層のデバイスで接続可能。
インターフェース処理と
制御演算処理が同一マシ
ン上
⃝ 演算負荷は比較的小さいが、実時間性能の要求の大きい処理を中間層シ
ステムに分離可能。
⃝ 低遅延な実時間通信で接続されているため、制御は容易。
× 中間層システム側のプログラムはハードウェア資源に制約
障害発生時の詳細なログ
が記録されない ⃝ 中間層システムでブラックボックス型ロガーを実行可能。
図 5.15: Effects of the middle layer control system and low-latency communication link.
だし 、 通信系に分散共有メモリ プロト コルのよう な使い勝手の良いプロト コルの採用や、 上位と中位のシ
ステム間通信に EtherCATと Ethernetで二重化することで従来のロボット 体内通信系の開発より も格段に
容易化していると考える。
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5.5 中間層制御システム構成モジュール
中間層制御システムではロボット 体内システムで必要となる各種の低レイヤな処理を、 OpenRTMや ROS
を利用したモジュール群として構成する。 これは上位システムの構成と類似しており 、 モジュール化するこ
とで複雑なデータフローが生じる制御システムにおいても腕用システムや脚用システム間でパラメータの
変更のみで勘弁に切替を可能とし開発効率を向上させている。
また、 計算機資源の限られた組込みシステム上での実行となるため、 実行コンテキスト を処理ごとに細か
く 分割することで、 スレッド 優先度、 実行周期・ 実行タイミ ングといったコンテキスト パラメータを処理の
負荷に応じて設定できるという利点がある。 例えば、 実関節角度に依存するダイナミ クス系の計算につい
ては、 力・ ト ルクに依存する物と比較して時定数が大きいと考えられる。 そのため、 これらのダイナミ クス
系計算の実行コンテキスト を分割することで優先度・ 実行周期を負荷が小さく なるよう システムに応じた
最適化を行う ことが可能となる。 従来は実行コンテキスト の細分化は、 プロセス・ スレッド 間でのデータ通
信の複雑化を招いたが、 モジュール群間の通信 API を提供するミ ド ルウェアの利用によって複雑度が大幅
に低減され、 開発が容易となった。
本研究における中間層制御システムでのコアな処理は、 ロボッ ト の関節制御則へのト ルク制御則の適用
となるが、 そのためには基本的な運動学計算は不可欠となる。
5.5.1 サーボ制御モジュール
ロボッ ト の各関節を駆動するモータそれぞれのサーボ制御を行う 。 従来は各分散制御基板内にて電流制
御、 位置制御、 ト ルク制御を行っていたが、 アクティ ブ光ファイバーリ ンクによって中間制御層に各ノ ード
のデータを各制御サイクルごとに実時間で収集可能なため、 中間制御層で集中的に管理することが可能と
なる。
二自由度制御
目標電流値の計算に図 5.16a に示される二自由度制御による方法を用いる。 目標関節ト ルクに対して、
モータのト ルク定数を乗じることで目標電流値のフィード フォワード 項は簡単に計算される。 サーボ制御モ
ジュールの出力の大部分はこの成分となる。 さらに関節角度目標値への追従性の補償のために PD コント
ローラの出力を目標電流値に加算している。 同様に目標関節ト ルクへの追従のために、 ト ルク推定器から
の出力との差分から PD コント ローラの出力を計算したものを加算している。
関節剛性制御
前述の関節ト ルクと関節角度の２ 入力がある二自由度制御則では、 関節ト ルクと関節角度のどちらの入
力への追従が重視されるかは、 フィ ード バックゲインによって決定される。 しかし 、 物理的な意味合いを
もたないため、 関節の柔らかさを定量的に設定することが困難である。 ここで、 関節の柔らかさを表現す
るパラメータとして関節剛性を考える。 目標関節角度を θref とし 、 エンコーダによって計測される実関節
角度を θact とすると 、 関節角度誤差は ∆θ = θref − θact と表現される。 関節剛性パラメータ K[Nm/rad]
によって、 関節角度誤差∆θ[rad]と関節ト ルク τ [Nm]の間に τ =K∆θ という関係式を与えることができ
る。 この関係式によって関節ト ルクと関節角度の追従性を調整する。 さらに、 発振抑止のために関節粘性パ
ラメータ D[Nms/rad]によって粘性項を加え、 τ = K∆θ +D∆θ˙ として図 5.16b に示すよう に目標関節
ト ルクに加えることで、 ト ルクベース制御において関節角度フィード バックループを構成する。 この構成に
よって、 関節軸にト ルクセンサを新たに搭載する必要が生じないという利点を与えている。 なお推定ト ルク
値フィード バックゲインは、 フィ ード フォワード による出力ト ルクが目標値に近く なる点や推定ト ルク値に
ノ イズ・ 外れ値が含まれる点を踏まえて低めにパラメータ調整されている。 そのため、 完全なト ルクセンサ
を利用したト ルク制御と比較して精度に劣るが、 後述のアクチュエータモデル補償によってその欠点を補う
工夫を組み込んでいる。
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(a) Two DoF servo controller.
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(b) Joint stiffness controller.
図 5.16: Joint servo controller schematics.
5.5.2 一般化慣性行列計算モジュール
関節自由度N のロボッ ト について、 関節角度 θ ∈ RN と関節ト ルク τ ∈ RN の動力学的対応関係は一般
に次式で表現される [70]。
τ = A(θ)θ¨ +B(θ, θ˙)θ˙ +C(θ) +N (5.1)
右辺初項は慣性力であり 、 第二項はコリ オリ 力・ 遠心力、 第三項はポテンシャル力を示す。 第四項N は関
節にかかるト ルクに換算した外力である。 目標関節角度 θref を与えられた時に、 目標を実現する関節ト ル
ク τ ref についても式 5.1 で与えられるが、 実際にはロボット モデルが正確に実機の動特性を表現できてい
るとは限らないことや完全な外力の測定が困難なため、 各パラメータについて推定値を用いる必要がある
(式 5.2 )。
τ ref = Aˆ(θ)θ¨ref + Bˆ(θ, θ˙)θ˙ref + Cˆ(θ) + Nˆ (5.2)
各推定値はロボッ ト モデルの公称値から計算されるものを使用する。 このよう に式 5.2 に基づいて参照ト
ルク値を与える手法は計算ト ルク法として一般に知られている。
本モジュールでは慣性力を補償するための推定パラメータ Aˆ(θ)の計算を行う 。 現在フレーム kにおける
ロボット の実関節角度 θk を元にロボット の各慣性行列を一般化座標に対応させた慣性行列 Aˆ(θk)の更新を
行う （ 本論文では Aˆ(θk) を一般化慣性行列と呼ぶことにする）。
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ルート リ ンクからたどって第 i番目のリ ンクについて、 その質量を mi、 慣性テンソルを Ii ∈ R6×6 とし
たとき、 M i を以下のよう に定義する。
M i :=
[
miE O
O Ii
]
∈ R6×6 (5.3)
E ∈ R3×3は単位行列である。 このM iは各ロボット について固有の定数となるため、 周期実行時には演算
負荷とならない。
第 i番目のリ ンクの重心運動について i+ 1以降の関節運動に依存しないため、 各リ ンク重心についての
Basic Jacobian J i は以下のよう に i+ 1番目以降の列が O で置換された形式として計算される。
J i =
[
J i0 J
i
1 ... J
i
i O ... O
]
∈ R6×N (5.4)
J ij =
[
ωj × rj
ωj
]
(5.5)
ωj := Rjaj (5.6)
rj := p
wc
i − pj (5.7)
ここで R,a,pwc,pはそれぞれ、 リ ンクの姿勢行列、 関節回転軸ベクト ル、 リ ンク重心位置、 関節中心位置
であり 下付き添え字 j は第 j 番目のリ ンクについてであることを示す。 pj と ωj はエンド エフェクタにつ
いてのフォワード キネマティ クス計算でも同様に必要となるため、 結果を再利用することでリ ンク重心に関
する Basic Jacobianは高速に計算することが可能である。
Aˆ(θk) =
N∑
i=1
J i
T
(θk)M iJ
i(θk) (5.8)
一般化された慣性行列 Aˆ(θk)は式 5.8 にて計算される。 この計算量は O(n2)であるが、 一般的なロボッ ト
のマニピュレータや脚の場合、 N = 6 − 8程度であるため、 総計算量としては身体制御において実時間実
行を行うのに十分軽量である。 ARM Cortex-A9 Dual Core (800MHz)のシステム上で実行した６ 自由度腕
の一般化慣性行列計算スレッ ド は実時間実行処理も含めて一サイクル当たり 平均 36µsec と十分短い時間で
実行された (表 5.2 )。
5.5.3 参照ト ルク生成モジュール
このモジュールでは 5.5.2節の式 5.1 にて示した、 関節運動と関節ト ルクの動力学関係式から得られる
関節ト ルクをト ルクサーボ制御器への参照ト ルク入力として生成する。 また、 2.6.3節にて述べたアクチュ
エータのダイナミ クスにも注目し 、
• アクチュエータ慣性力
• ハーモニックド ライブ粘性摩擦
についてもモデル化を行い、 補償ト ルクを計算して参照ト ルク値に重畳させることで、 制御誤差の低減を
行う 。
重力補償ト ルク
式 5.1 のポテンシャル項について、 重力を補償する関節ト ルクの計算を行う ことでゼロト ルク状態で腕
マニピュレータや脚を支持するための参照ト ルク値を生成する。 第 i番目のリ ンクについて、 関節位置から
みたリ ンク重心位置 pwci 、 リ ンク重心位置のローカル座標系位置 plci 、 リ ンク姿勢行列Ri について、
pwci = Rip
lc
i (5.9)
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であり 、 重心に働く 重力 Fg、 重力による関節位置周り のモーメント Ng は
Fg = mi


0
0
−g

 (5.10)
Ng = p
wc × Fg (5.11)
となる。 第 i番目の関節軸まわり のト ルク τi は、 関節軸ベクト ル ai との内積演算より 、
τgi =Ng · (Riai) (5.12)
となる。 実際には、 リ ンク i+ 1以降から伝達される力とト ルクの入力も関節軸まわり ト ルクの計算では考
慮する必要がある。
慣性力補償ト ルク
式 5.1 の慣性力項について、 5.5.2節にて計算される一般化慣性行列 Aˆ(θk) を用いて、
τ inerk = Aˆ(θk)θ¨
ref
k (5.13)
と計算される慣性力補償ト ルク τ inerk を参照ト ルクに加算する。
エンドエフェクタ目標力発生ト ルク
上位システムからコマンド として与えられるエンド エフェクタで発生させる目標力 Qend = [F endT、
Nend
T
]T ∈ R6 について、 エンド エフェクタについての Basic Jacobian Jendb を用いて、 必要な関節ト ル
ク τ f ∈ R6 は以下のよう に計算される。
τ f = (Jendb )
TQend (5.14)
関節角度上限ポテンシャル障壁ト ルク
ト ルク制御時に関節角度上限を超える方向へ指令値が出力されないよう にするために、 関節角度上限付
近に仮想的にポテンシャル障壁を設定する (図 5.17 )。 各関節 iについて、 計測された実関節角度 θi、 関節
角度上限・ 下限 θmax、 θmin としてその近傍 d以内に設定される線形な仮想ポテンシャル障壁は以下の式で
計算される。
τ limi =


−
τmax
i
d
(θi − (θmax − d)) if (θi − (θmax − d)) > 0
+
τmax
i
d
((θmin + d)− θi) if ((θmin + d)− θi) > 0
0 otherwise
(5.15)
この式では、 関節ト ルク最大値 τmaxi が、 関節角度限界での出力ト ルクとなるよう にポテンシャル勾配を設
定している。
アクチュエータ慣性力補償ト ルク
減速比N : 1のロボット 関節について、 関節角度 θに対応するアクチュエータの等価慣性モーメント Iequ
は、
Iequ = IrN
2 (5.16)
と表され、 アクチュエータの慣性力を補償するための目標関節ト ルク τmi は
τmi = Iequθ¨
ref (5.17)
となる。 慣性モーメント の値は製造元のデータシート 値が入手可能な場合にはそれを、 3D-CADモデルが
利用可能な場合には CAD上での計算値を使用する。 本研究では関節軸からアクチュエータ回転軸までを繋
ぐ以下の駆動系部品の慣性力についてモデルに含めている。
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図 5.17: Potential barrier of the joint angle limit.
• モータロータ
• 小プーリ
• 大プーリ
• プーリ シャフト
• ハーモニックド ライブロータ
本研究で用いる A0-B spec で採用している減速比はハーモニックド ライブ 160 : 1、 プーリ による減速
72 : 25で総減速比 460.8 : 1となっている。 モータ回転軸を構成するモータロータと小プーリ ーは総減速比、
ハーモニックド ライブ回転入力軸を構成する大プーリ・ プーリ シャフト ・ ハーモニックド ライブロータはハー
モニックド ライブ減速比を適用することでアクチュエータの等価慣性モーメント Iequ としている。 A0-B
specに使用している関節において、 この値は 1.29[kgm2] となる。 例えば速めのスイング動作（ 600msecで
関節角度変化 20◦程度の動作） 時の最大関節加速度はおよそ 8[rad/sec]程度となるが、 この時アクチュエー
タの慣性力を補償するト ルク値はおよそ 10[Nm] となり 、 無視できない大きさとなっていることがわかる。
ハーモニッ クド ライブ粘性摩擦補償ト ルク
ハーモニックド ライブの粘性摩擦抵抗を参照ト ルクの生成時に考慮する。 粘性摩擦係数は公称値がデー
タシート 等から得られることは少なく 、 個体間のバラつき・ 使用状況による変動の大きいパラメータとなっ
ている。 これは、
• 組付け誤差、 応力歪・ 熱歪による摩擦
• グリ ス粘性
• フレクススプライン等のヒステリ シスロス
等の管理が著しく 困難な複数の要素が要因としてある。 データシート ではこれらをまとめて伝達効率とし
て係数が提示されているが、 負荷ト ルクによって変動する非線形パラメータとなっており 、 また個体間のバ
ラつきについては対応ができない。
— 第 5章 ： ヒューマノ イ ド ロボッ ト における高速応答動作を実現する実行系システムの開発 — 149
本研究では、 C.3節のト ルク推定モジュールにて使用している粘性摩擦係数同定値 ηˆ を公称値とし 、 線形
な粘性摩擦モデルを仮定して参照ト ルク値の計算に用いている。
τmv = ηˆθ˙ref (5.18)
将来的にはオンラインでのパラメータ同定処理を組み合わせることで、 精度を向上させることができる
と考える。
ハーモニッ クド ライブクーロン摩擦補償ト ルク
ハーモニックド ライブの起動ト ルクをクーロン摩擦でモデル化し、 補償ト ルクとする。 起動ト ルク τstart
はデータシート から得られる。
τmc = sign(θ˙ref )τstart (5.19)
なお、 sign(x)は入力の符号を返す関数である。
参照関節ト ルク
以上を元に、 参照関節ト ルク τ ref を次式で与える。
τ ref = τ g + τ iner + τ f + τ lim + τmi + τmv + τmc (5.20)
また、 動力学系の計算での使用のために各制御サイクルにおけるアクチュエータモデル補償ト ルク τmotork
と 、 正味出力関節ト ルク τnetk を
τmotork := τ
mi
k + τ
mv
k + τ
mc
k (5.21)
τnetk := τ
ref
k − τ
motor
k (5.22)
として保存しておく 。
5.5.4 制御モードセレクタモジュール
サーボ制御モード の切り 替えを行う モジュールになっている。 上位サブシステムからの制御モード 入力
は、 オン・ オフのイベント 入力として受信される。 オンイベント に対して、 実際にサーボ制御を実行状態に
するか判断を中間制御層側で行うためにモジュールが間に挟まる形となっている。 サーボ制御がオン状態で
どの制御則を適用するかについて、 このモジュールでモード セレクターとして働かせる。 モード セレクター
の入力は、 モジュールへの RPC通信（ サービスコール） で切替を行う 。 制御モード 切替は、 一連のタスク
実行の中で頻繁に起こらないと考えられるので非実時間実行で十分と考えられる。
5.5.5 衝突検知モジュール
Luca らは一般化運動量に着目したロボッ ト アームの衝突検知・ 判定を提案している [71, 72]。
一般化運動量 Pg ∈ RN は
Pg = A(θ)θ˙ (5.23)
で定義される。
また関節動作による運動エネルギー Ek ∈ Rは
Ek =
1
2
θ˙
T
A(θ)θ˙ (5.24)
Luca らは衝突検知のために以下のよう な量を与えている ([72]の式 11)。
σ(t)col = kD
[
E(t)− E(0)−
∫ t
0
(θ˙
T
τ + σcol)ds
]
(5.25)
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式 5.25 を t = k ∗ dT で離散化して表現して、
σcolk+1 = kD
[
Ek − E0 −
k∑
i=0
(θ˙
T
i τ i + σ
col
i )dT
]
(5.26)
を使用する。 式 5.25 はロボッ ト が持つ力学的エネルギーと入力ト ルクから推定される入力エネルギーの差
分をとることで、 外力によるエネルギーを推定していると考えられる。 ここに減衰項を加えることで誤差
の蓄積を防いでいると考えられる。
5.5.6 モジュール群の実行時間計測
主要なモジュール及び関数の実行にかかる時間を計測した。 計測は６ 自由度腕型ロボッ ト の A0-B spec
で、 ６ つの RMTP-02D基板を接続した状態で行った。 計測時それぞれのスレッ ド が並列に実行されてお
り 、 またモニタリ ング用のプログラムが別途実行されている。 それぞれの計測値は、 周期実行されている各
スレッド が起床してから 、 スリ ープに入るまでの実時間を計測した値となる。 結果を表 5.2 に示す。 実行時
間の大きい処理としては、 ヤコビアン・ SRインバースの演算が 80µsecと大きく 、 続いてサーボスレッド に
おける受信データ更新が 70µsec と処理に時間がかかっている。 ヤコビアンは演算量が多いためであり 、 受
信データ更新については分散共有メモリ からローカルメモリ へのコピーがボト ルネックとなっているため
である。 これは現在の中間層のハード ウェアを構成する評価キッ ト への実装上、 プロセッサと FPGA上メ
モリ 間のバスアクセスの最適化やデバイスド ライバ側での Direct Memory Access Controller (DMAC)の
処理の実装が不十分であるためであり 、 大幅な向上の余地は残っている。 その他の処理については、 最短の
実行周期であるサーボスレッ ド の 200µsec(5000Hz) より も大幅に小さく 、 十分に実時間で処理できる内容
であることがわかる。 脚型ロボット や、 ６ 自由度以上のロボット になるとこの限り ではないが、 マルチノ ー
ド 構成に拡張が可能なため、 例えば右脚用中間層ノ ード 、 左脚用中間層ノ ード といった具合に分担すること
で、 システム規模が拡大しても実時間性を維持することが可能となっている。
表 5.2: Execution time of principal functinos on 6 DoF System.
Function Execution Time
[µsec]
Thread
SR Inverse 80 Torque Reference Generator
Servo Control (Total) 95-100 Servo Controller
(Receive New Values) 70-74
(Update Robot State) 12-25
(Servo Control) 2
(Send New Servo Command) 9-10
(Push Data Logger) 5-6
Mode Select 23 Control Mode Selector
Mass Matrix 36 Mass Matrix Updater
Thread Statistics 2-3 Each thread
5.6 サブシステム間データ通信系の実時間性検証
上位システムと下位システムの間を中間層制御システムが介在する構成となっているが、 データ通信に要す
る実時間性について検証を行った。 上位システムで生成した目標関節角度値のデータ通信について EtherCAT
を介した経路と 、 汎用の Ethernet を介して CORBA をベースとした openRTMデータポート 通信、 及び
ROSの TCPROSによるト ピック通信経由の経路の３ 種類について比較を行った。 図 5.18 に本実験での各
データ通信経路の概略を示す。 上位制御システムは、 従来システムの hrpsys-baseと実時間インターフェー
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図 5.18: Dataflow in the evaluation of real-timeness of the reference joint angle transmission via three
Connections.
スプログラムによる構成となっている。 この３ 種の経路それぞれで転送されてきた目標関節角度指令値は中
間制御層システム上に展開された Robot State Controller (RSC)にて非同期にバッファされ、 サーボ制御
スレッド (DSSC)に同期して実行されるデータログ処理によって、 毎フレーム各値を保存する。 上位システ
ム側の hrpsysの実行周期が 500Hz(2msec周期) なのに対して、 中間制御層側実行周期は 5000Hz(0.2msec
周期) と十倍の粒度を実現しているため、 受信データの更新エッジをキャッチすることで各通信経路のジッ
タを計測することが可能となっている。
5.6.1 OpenRTMデータポート
Ethernetを介してデータ送信を行う OpenRTMを使用したプロセスについて、 それぞれ目標関節角度指
令値は hrpsys内の Impedance Controller (IC) から出力される RTC データアウト ポート を利用する (図
5.18 の 1⃝)。 中間層制御システム側に実装した OpenRTM コンポーネント でのデータ受信は、 CORBA を
利用した RTCデータポート 同士の接続 (図 5.18 の経路 2⃝)によって最終的に TCPによる Ethernet通信と
して実行される。
5.6.2 ROSト ピッ ク通信 (TCPROS)
OpenRTMデータポート と同様に、 ROSをミ ドルウェアとして使用することで Ethernetを介した TCPROS
によるト ピッ ク通信を実装し検証を行う 。 目標関節角度指令値は OpenRTMデータポート の場合と同様、
ICから出力される RTCデータアウト ポート のデータを一旦 OpenRTMデータインポート で取得する (図
5.18 の 1⃝)。 即座に ROS ト ピック通信用のメッセージ型に変換し、 TCPROS方式による publishを行う (図
5.18 の 3⃝)。 この処理は実時間周期実行プロセスで行われ、 データインポート のイベント をポーリ ングして
パブリ ッシャーの実行が行われる。 中間制御層システム側では ROS ト ピックサブスクライバーがサーボ制
御スレッ ド に同期してト ピックの受信を行っており 、 受信されたデータは RSCにバッファされる。
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5.6.3 EtherCAT
EtherCAT を介したデータ通信では、 hrpsys上の Robot Hardware Component(RH)から目標関節角度
指令値が共有メモリ (図 5.18 の 4⃝) を介して実時間インターフェースプログラムに渡される。 そこでアク
ティブ光ファイバーリ ンクの RPCプロト コル用パケット に変換され、 さらに EtherCATパケット にパッキ
ングされた後、 EtherCATフレームとして送信される (図 5.18 の 5⃝及び 6⃝)。 中間制御層側では EtherCAT
Bridgeを通過後、 FPGA内部バス経由でサーボ制御スレッ ド 上のメモリ に直接マップされる (図 5.18 の 5⃝
及び 7⃝)。
5.6.4 ３ 経路による目標関節角度指令値の計測結果
単調増加する適当な 6次元の目標関節角度軌道を送信して、 各通信経路の実時間性を比較する。 前述の３
経路について並列実行することで得られた、 それぞれの経路での目標関節角度指令値軌道を図 5.19a に示す。
ROS ト ピック通信によるデータ (図 5.19a の中段)は、 他の２ 経路と比較して明らかにデータ飛びが発生し
ていることがわかる。 また、 RTCデータポート 通信 (図 5.19a の下段)についても、 ところどころでデータ
飛びが生じており 、 またグラフの軌道にノ イズのよう に歪が生じていることがわかる。 一方で EtherCAT
経由では特に歪は見られず安定した通信が行われていることがわかる。 これらは、 中間制御層で使用する
ARMプロセッサの性能では Ethernet通信の処理の負荷が大きく 、 特に CORBAでの通信はプロセスの負
荷による遅延によって他のプロセスにも影響していることがわかった。 現に、 RTCプロセスの実行によっ
てプロセッサの使用率が 100%をオーバしてしまい、 他プロセスで優先度の低めのスレッド に影響が出てし
まっていた。 図 5.19b に、 RTCデータポート 通信処理を省略した場合での計測結果を示す。 図 5.19a にて生
じていた ROS ト ピック通信のデータ飛びが解消されていることが確認される。 しかし 、 図 5.19a にて RTC
データポート 通信の結果に生じていたデータ遅延は相変わらず生じており 、 実時間性の点で Ethernet経由
のデータ通信はロボッ ト 制御において困難であることが改めて確認された。 一方、 EtherCAT+EtherCAT
Bridgeでは、 中間制御層側での通信処理のほとんどがハード ウェア処理で実行されるため、 プロセッサの
使用率が著しく 高く なった場合においても極めて安定な実時間通信性能を保持し続けることが確認された。
本実験の結果を評価するため、 EtherCAT+HSL による通信と RTCデータポート 、 TCPROS による通
信それぞれのジッタ性能についても計測を行った。 計測結果を図 5.20 と図 5.21 にそれぞれ示す。 ジッタ値
は目標関節角度の更新周期の期待値 500Hz(2msec)に対して、 どの程度増減したかを示す値であり 、 ジッタ
０ なら完全に 500Hzに同期したタイミ ングにてデータが転送されていることを示す。 ただし 、 基準となる
中間層制御システム側のサーボ制御スレッ ド 自体の実行周期ジッタも含むことに留意する必要がある。
図 5.20 は RTC データポート を含めた３ 経路の通信によるジッタ性能を示す。 RTC データポート を利
用した場合、 ジッタ平均値 1.401[msec]、 標準偏差 2.130[msec]、 最悪値 18.34[msec] となっている。 また、
TCPROS を使用した経路では、 ジッタ平均値 4.032[msec]、 標準偏差 36.25[msec]、 最悪値 686.3[msec] と
なっている。 EtherCAT+HSLによる経路では、 ジッタ平均値 0.1048[msec]、 標準偏差 0.2297[msec]、 最悪
値 2.613[msec]となっている。 Ethernetベースの２ 経路と比較して、 EtherCAT+HSK経路ではジッタ性能
が一桁以上優れていることが確認される。
また、 図 5.21はEtherCAT+EtherCAT Bridge通信によるジッタ性能を示す。 TCPROSを使用した経路で
は、 ジッタ平均値 0.5500[msec]、 標準偏差 1.061[msec]、 最悪値 13.75[msec]となっている。 EtherCAT+HSL
による経路では、 ジッタ平均値 0.05405[msec]、 標準偏差 0.09681[msec]、 最悪値 0.6388[msec] となってい
る。 RTCデータポート の負荷が軽減されたことによって、 ２ つの通信方式においてどちらもジッタ性能が
向上することが確認された。 また、 EtherCAT+HSLの平均ジッタ値は目的となる制御周期 0.200[msec]に
対して平均的に満足する数字である。 図 5.20 における値からさらに半減していることから 、 ソフト ウェア
処理の負荷による計測実行スレッド のジッタが大きく 影響した数値であると考えられるため、 純粋な通信タ
イミ ングジッタはさらに低い値であると考えられる。 2.6.4節にて述べた目標ジッタ性能は制御周期に対し
て 20%以内としていたが、 ジッタ平均値 0.05405[msec]は 0.200[msec]の 27%に相当するため、 目標値を越
える値である。 ただ、 上述のよう に計測スレッ ド 自体の実行周期ジッタが含まれていると考えられるため、
通信タイミ ングジッタによる制御性能の低下はこの目標値に近いと推測される。 あるいは、 上位層側のデバ
イスインターフェースプログラムの実時間性能の不足や使用する EtherCAT ド ライバ・ APIが性能不足で
ある可能性も考えられる。 本研究において使用されている EtherCAT ド ライバは、 汎用 Ethernet ド ライバ
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図 5.19: Comparison of received reference joint angle trajectory.
API を使用するラッパーライブラリ 形式であり 、 デバイスド ライバとしてカーネルに組み込まれるタイプ
ではない。 そのため、 システムコール等のオーバーヘッ ド によってジッタが生じていることが考えられる。
以上の結果は計算機資源の限られた組み込みプロセッサにおいて、 ソフト ウェア処理が必要となる通信方
式ではモータのサーボ制御に必要とされる周期に間に合う ための実時間性を保証できていないことを示し
ている。 一方で、 通信処理の大部分を専用ハード ウェアによってプロセッサのリ アルタイムスレッド と並列
に実行することで、 要求される実時間性能に近い値を確保できていることも示している。 また、 現状のシス
テムを成す OS におけるリ アルタイムスレッ ド では、 実時間性能はソフト ウェア負荷に大きく 依存してお
り 、 十分な実時間性能の提供が困難となる可能性が存在することを示唆する結果となった。 この意味でも、
ハード ウェアによるアプリ ケーショ ンレベルでの通信処理手法の有効性が示されていると言える。
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図 5.20: Timing jitter through the sub-system communication (using RTC Data Port).
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図 5.21: Timing jitter through the sub-system communication (without RTC Data Port).
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図 5.22: Single-Slave Single-Bridge configuration of multi middle layer controllers.
5.7 中間制御層の分散マルチノ ード構成
前節までは中間制御層を１ ノ ード で運用する前提で述べてきたが、 アクティ ブ光ファイバーリ ンクやロ
ボット 用ミ ド ルウェアを利用することで、 分散マルチノ ード 構成を採ることが可能となる。 これにより 、 例
えば脚の右脚と左脚でノ ード を分割することや負荷の高い処理を別ノ ード で分散して行う という ことが可
能となる。 分散処理によって、 １ ノ ード 当たり のシステム負荷は低減され、 より 高度な制御則を適用した
り 、 実時間性の高い処理への影響を低減するなどの利点が得られると考えられる。 特に、 アクティ ブ光ファ
イバーリ ンクの分散共有メモリ ブロックでは、 利用可能なメモリ 空間の制約はあるが非常に低レイテンシ
な構造体データ転送ができるため、 ノ ード 間で制御周期やデータを同期させることも実現可能となる。 こ
れらの特徴はシステムにスケーラビリ ティ を持たせる上で重要となる。
5.7.1 分散ノ ード群でのグローバルクロッ クの利用
中間制御層においてもアクティブ光ファイバーリ ンクによって、 RMTP-02D基板と同じグローバルクロッ
クを共有される。 このグローバルクロック同期プロト コルブロックは FPGA上に実装されているが、 制御
プログラムからはカーネルモジュールを介してアクセスされる。 複数ノ ード でデータログを記録する場合
に時刻同期は大きな問題となるが、 中間制御層ではグローバルクロックを基準として 10nsec単位の精度で
時刻を記録しておく ことが可能となっている。
5.7.2 分散マルチノ ード構成時のサブシステム間接続ト ポロジ構成
上位システムとの間のサブシステム間通信には、 実時間通信系として EtherCAT を 、 非実時間通信系と
して汎用の Ethernetを利用している。 Ethernetに関してはスイッチングハブを介して簡単に拡張可能であ
る。 EtherCATに関しては以下の構成方法が考えられる。
1. シングルスレーブ-シングルブリ ッジ
複数中間制御層の内、 最上流ノ ード について EtherCAT スレーブとネッ ト ワークブリ ッジを構成す
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図 5.23: Multi-Slave All-Bridge configuration of multi middle layer controllers.
る。 全てのパケット データは最上流ノード から送受信される。 上位システムからはシングル EtherCAT
ノ ード として扱われる。 図 5.22 に配線図を示す。
2. マルチスレーブ-オールブリ ッジ
全ての中間制御層に EtherCATスレーブとブリ ッジを搭載し 、 各ノ ード ごとに EtherCATパケッ ト
データを分担する。 パケッ ト データは各ノ ード を起点としてアクティ ブ光ファイバーリ ンク側で送受
信される。 上位システムからは、 複数の EtherCAT ノ ード として扱われる。 図 5.23 に配線図を示す。
図中インデックスは表 5.3 を参照。
表 5.3: Explanation of indexes in Fig.5.22 and Fig.5.23
index Name
1⃝ EtherCAT
2⃝ active optical fiber link
3⃝ Ethernet
a⃝ EtherCAT Slave Device
b⃝ Middle Layer Controller
c⃝ active optical fiber link connector board
上記 2 とした場合、 パケッ ト 処理がノ ード 間で分散されるため、 データフローが増大する大規模システ
ムにおいて効果が高いと考えられる。 しかしながら 、 配線図を見てもわかるよう に EtherCATスレーブを
各ノ ード ごとに搭載する必要や太い Ethernetケーブルでの配線部が増加するというハード ウェアコスト 的
な問題が生じる。 また、 上位システム側は中間制御層の構成に合わせたサブシステム間通信処理を実行す
る必要が生じる。
一方、 1のシングルスレーブ-シングルブリ ッジ構成とした場合、 上位システムからはシングルノ ード 構
成時と変わらない処理で問題は生じない。 EtherCAT周辺のハード ウェア構成もスリ ム化されるため、 信頼
性の面でも優れていると考えられる。
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本研究の時点では、 上位システムを従来システムからの変更点を最小限に抑えたいという点や実験で利用
可能な EtherCATスレーブデバイスの都合からシングルスレーブ-シングルブリ ッジ構成を採用している。
ただし、 マルチスレーブ-オールブリ ッジ構成を採用することも実装上可能であり 、 アクティブ光ファイバー
リ ンクによってロボッ ト のシステム規模に応じて構成を可変できるフレキシビリ ティ を提供していると言
える。
5.8 上位層制御システム
上位層の制御システムの構成について、 基本的には 5.2節にて述べた従来型の制御システム構成を用い
る。 これは中間層システムに透過的な特性を持たせているため、 従来型の制御システムとの完全な互換性
を維持できているからである。 ただし 、 これは従来の制御則を利用する場合の構成であり 、 本研究の対象で
ある即応的反射行動アーキテクチャを実現する上では、 上位層制御システムで実行される制御則について、
ロボッ ト の状態の変化に応じたオンラインでの目標軌道修正を行う身体運動計画系を設計する必要がある。
目標軌道修正は実行しよう としているタスクに応じて多岐に渡るが、 ここでは歩行とバランスの制御に
ついてオンラインでの修正に焦点を当てて、 必要となる実時間歩行生成器を有する身体運動計画システム
の構成方法を述べていく 。
5.9 実時間歩行軌道生成
脚を持ったロボット の運用においては、 移動指令入力や力センサ・ 姿勢センサ等からのフィード バック入
力に応じて逐次的に歩行用脚関節軌道を生成する必要がある。 移動指令に対するレスポンスや転倒を回避
するためにはこの逐次実行に要する演算時間を可能な限り 短く 済ますことが重要となる。
実時間での歩行軌道生成については過去に多く の研究が成されてきており 、 梶田らの倒立振子モデル
(Linear Inverted Pendulum Model, LIPM) に基づいた実時間歩行軌道生成 [73][74]、 予見制御に基づいた
重心軌道生成手法を示している [75]。 加賀美、 西脇らはヒューマノ イド ロボット H5、 H7を使用して、 より
高速な ZMP追従重心軌道の生成手法を示している [76][77]。 これらの研究で使用されている予見制御手法
による重心軌道の計算では重心高が変化する等リ カッチ方程式の解が必須となる場合には、 この求解のた
めに反復計算が行われるためオンラインでの逐次実行には不利となる。 本研究でも用いる HRP3L-JSKで
は浦田らが予見制御ベースの高速な軌道生成手法 [78] を用いて、 数十 msecサイクルでの脚軌道修正計算
を実現している。 他に重心軌道の生成では、 微分動的計画法 (Differential Dynamic Programming, DDP)
や iterative Linear Quadratic Regulator (iLQR)等の軌道最適化手法が用いられており 、 Feng ら [79]の歩
行制御や Tessa ら [80, 81]の運動生成に利用されている。 これらの手法の特徴としては、 コスト 関数、 ダイ
ナミ クス関数について非線形関数を適用することが容易であり 、 多く のモデルについて軌道最適化を実施
することが可能である。 しかしながら 、 軌道生成に要する演算量は予見制御の場合と比較して非常に多く 、
特に高階導関数が陽に与えられないモデルについては数値計算によって都度ベクト ル・ 行列微分計算が必要
となるため、 短周期でのオンライン軌道生成を実現するためには相応の計算機性能をロボッ ト の体内に用
意する必要が生じる。 これは消費電力やパッケージサイズの観点から好ましく ない影響である。 ヒューマノ
イド ロボッ ト において特に基本動作となる歩行動作について、 演算負荷の小さい予見制御ベースの手法に
よって実現することで電力負荷の低減につながると考えられる。
また、 不整地路面においても歩行を実現するために計画軌道からのずれをセンサから推定し、 逐次的に歩
行軌道生成にフィ ード バックする手法として西脇らによって提案されている [82][83]。
本研究は浦田らの手法をベースに hrpsys上に実時間歩行軌道生成器を実装する。 以下に歩行軌道生成の
内容について記述していく 。
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図 5.24: Linear Inverted Pendulum Model (LIPM).
5.9.1 倒立振子モデルベース重心軌道生成
重心高さ Zc を一定とした LIPM(図 5.24 )について、 サイクル iにおける状態 xi を ZMPp、 重心並進位
置 x、 重心並進速度 x˙ を用いて以下のよう に定義する。
xi :=


p
x
x˙

 (5.27)
この状態 xi について、 運動方程式は以下のよう に表される。
xk+1 =


1 0 0
0 1 ∆t
−a2∆t a2∆t 1

xk +


∆t
0
0

uk (5.28)
ここで、 入力 uk は ZMP変分を表す。 また、 aは重力加速度 g と重心高さ Zc を用いて、
a :=
√
g
Zc
(5.29)
と定義される定数である。
式 5.28 について、 以下のよう に Linear Quadratic(LQ)制御問題として定式化される。
J =
∞∑
j=1
Q(prefj − pj)
2 +Ru2j (5.30)
ここで、 Q ∈ R、 R ∈ Rの重みづけパラメータである。
梶田らは上記の LQ制御問題について、 以下の予見制御状態フィード バック入力を解として与えることで
参照 ZMP軌道に対する最適な重心軌道を得ることができることを示した [75]。
uk = −Kxk +
∞∑
i=1
fip
ref
k+i (5.31)
通常、 このよう な LQ制御問題については Riccati方程式を解く ことによって、 フィ ード バックゲインを導
出する。
Peng ら [84]は ∥ R ∥→ 0の極限の場合について上記の LQ制御問題について、 陽に解を与えられること
を示しており 、 浦田らはその解について以下のよう に与えている [78]。
K∗ =
[
1 + a∆t
∆t
+
a
1 + a∆t
−
2 + a∆t
∆t
−
2 + a∆t
a∆t
]
(5.32)
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f∗i =
δi1
∆t
− a(2 + a∆t)
(
1
1 + a∆t
)i+1
(5.33)
ここで式 5.31 の右辺畳み込み演算部を以下のよう に定義する。
uffk :=
∞∑
i=1
fip
ref
k+i (5.34)
すると 、 式 5.33 を用いることで uffk について以下のよう に漸化式で書き下すことが可能である。
Sn :=
∞∑
i=n
prefk
(1 + a∆t)k−n
(5.35)
Sk−1 = p
ref
k +
Sk
1 + a∆t
(5.36)
uff∗k =
prefk
∆t
−
a(2 + a∆t)Sk−1
(1 + a∆t)2
(5.37)
漸化式形式は畳み込み形式と比較して、 計算量を削減することができるため有効である。
さらに浦田らは上記制御入力について、 CoMが発散しないための ZMP目標入力の条件を求めている。
ZMP追従誤差 ei について ,
ei := pk − p
ref
k−1 (5.38)
と定義するとき、 初期 ZMP追従誤差について
e1 =
∣∣∣∣∣∣∣p0 − p
ref
0 +∆t
(
−K∗


p0
x0
x˙0

+ ∞∑
i=1
f∗i p
ref
i
)∣∣∣∣∣∣∣ = 0| (5.39)
を ZMP完全追従の条件として求めている。
式 5.39 について、 参照 ZMP列を差分形式 ∆prefi := prefi+1 − prefi で表現すると以下の式 5.40 よう に簡
略化される。
0 =
[
1 1
−1
a
]
p0
x0
x˙0

+ ∞∑
i=1
∆prefi
(1 + a∆t)i+1
(5.40)
この条件式は step歩以降についても同様に成立し 、 以下の式 5.41 よう に記述される。
0 =
[
1 1
−1
a
]
pstep
xstep
x˙step

+ ∞∑
i=1+step
∆prefi
(1 + a∆t)i+1
(5.41)
一定周期ごとに式 5.41 に従って、 現在スタックされている目標 ZMP列を修正することで転倒を回避す
る歩容が生成される。
以上の ZMP 修正手法及び予見制御ベースでの重心軌道生成手法を利用して、 ロボッ ト の参照体幹軌
道、 参照脚軌道の生成を行う 。 図 5.25 に示すよう に、 体幹・ 脚軌道生成器への入力として、 LIPM の初
期状態 x0 並びに、 歩行の参照ステップとなる ZMP変分列 {∆prefi }i=1,...,n を与える。 式 5.41 に従って、
{∆prefi }i=0,...,n を修正し {∆prefmodi }i=1,...,n とする。 修正 ZMP{∆prefmodi }i=1,...,n は脚軌道生成器、 重
心軌道生成器それぞれの入力となる。 これらの生成器はロボッ ト の体幹軌道 {pbodyi }i=0,...,n、 左右脚軌道
{pfootLi }i=0,...,n,{p
footR
i }i=0,...,n を計算し 、 ロボッ ト の関節角度軌道を生成するための参照値となる。
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図 5.25: Foot and Body trajectory generation by singular LQ Preview Controller.
5.9.2 足部面内ZMP修正許容領域に応じた目標ZMP軌道修正
LIPMに基づいた歩行軌道の生成では、 目標 ZMP軌道に従って脚軌道が生成される。 標準では、 脚軌道
は足部の固定位置（ 足部中心等） が目標 ZMPと重なるよう に軌道を生成する。 しかし 、 足部の面内であれ
ば任意の点に目標 ZMP を重ねるよう脚軌道を生成しても LIPM に基づいて生成した軌道と差異は生じな
い。 これは、 足部の面広さに基づいて脚軌道の目標位置設定に自由度が与えられると言える。 これによっ
て、 式 5.41 に基づいた目標 ZMP軌道の修正によって本来の歩容軌道から外れた ZMP軌道となる場合に
ついても、 足部の面内に限り 元の歩容軌道を維持することが可能となる。
通常はこの足部面内の領域での ZMP軌道修正によって、 式 5.41 を満足することは可能である。 外乱に
よって、 式 5.41 の初期条件 [pstep, xstep, x˙step]T に目標値からの大きな誤差が生じ、 足部面内での ZMP軌
道修正では式 5.41 を満足することが不可能となった場合には、 脚軌道自体が修正され、 転倒を回避する歩
容を生成する。 以上を定式化すると以下のようになる。 歩行の k ステップ目において式 5.41 によって prefk
を修正した目標 ZMP を modprefk とし 、 足部面領域を Sfoot と表すことにする。 脚軌道の目標位置 pfootk は
以下の条件式によって決定される。{
pfootk = p
ref
k if modp
ref
k ∈ Sfoot
pfootk = modp
ref
k if modp
ref
k /∈ Sfoot
(5.42)
ただし 、 右脚、 左脚は適宜切り 替えるものとする。
足部面内領域における ZMP軌道修正について、 実装においてはマージンを持たせるために、 実際の足部
面より も内側にオフセット した領域を足部 ZMP修正許容領域として利用する。 本研究においては、 実足部
面に対して 10[mm]内側にオフセッ ト した領域を設定している。
5.9.3 多リンクモデルによる ZMP誤差補償
図 5.26 に示すよう に、 LIPMからの出力重心軌道と ZMP軌道をそのまま多リ ンクのロボッ ト に適用し
た場合、 各リ ンク質点の分布や慣性モーメント の存在によって実現される ZMP軌道は計画時の ZMP軌道
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図 5.26: ZMP errors with multi-body dynamics of the robot.
とは異なってしまう 。 実 ZMP軌道が計画した参照 ZMP軌道に追従するよう ロボッ ト の関節角度軌道は修
正される必要がある。 浦田らは LIPM重心軌道を直接実ロボッ ト の関節軌道にマッピングした場合に推定
される実 ZMP軌道をロボッ ト のマスパラメータから計算し、 参照 ZMP軌道との誤差を重心軌道にフィ ー
ド バックすることで実 ZMP軌道を補償している。
これらの計算は単質点モデルでの計算と比較すると負荷が大きいため、 毎制御周期ごとに演算を行うの
は効率的ではない。 しかし 、 実際に単質点モデルと多リ ンクモデルとの推定 ZMP誤差が顕著になるのは生
成軌道の支持脚切替の生じるタイミ ングであり 、 軌道の初期フレームでは単質点モデルから生成された軌道
を再生していても実用上は問題が生じない。 従って、 多リ ンクモデルへのマッピングのための体幹軌道修正
は、 主となる軌道生成コンテキスト とは異なるスレッド で並行して処理を行うことが可能であり 、 支持脚切
替が生じる数百制御周期（ 数百msec） 以内に修正計算を完了すればよい。 実際には HRP3L-JSKの 12関
節,13 リ ンクのロボッ ト において、 数十msec以内にこの処理は完了するため、 実時間性の観点からも十分
なマージンがあると考えられる。
演算コスト を低下させるためにさらに実装上は、 慣性テンソルの成分で ZMPへの寄与が無視できると考
えられるものや、 ３ 軸直交関節の中間リ ンクのよう な重量が軽量なリ ンクについては、 計算を省略するこ
とで演算を高速化している。
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各リ ンクを質点として近似した多質点モデルでのロボット の運動と ZMPの関係式は式 5.43 で表される。
px =
∑n
i=1mizix¨i −
∑n
i=1{mi(z¨i + g)xi + [0, 1, 0]Iiω˙i}
−
∑n
i=1mi(z¨i + g)
(5.43)
py =
∑n
i=1miziy¨i −
∑n
i=1{mi(z¨i + g)yi − [1, 0, 0]Iiω˙i}
−
∑n
i=1mi(z¨i + g)
(5.44)
上式で計算された ZMP と参照 ZMP との誤差を下記のよう に係数Kx,Ky ∈ R を用いて参照 ZMP を修正
する。
modp
ref
x = p
ref
x +Kx(p
ref
x − px) (5.45)
modp
ref
y = p
ref
y +Kx(p
ref
y − py) (5.46)
修正された参照 ZMP軌道から再度 LIPMによって重心軌道を生成することで、 多リ ンクモデルによる ZMP
誤差を補償している。 本研究においては係数Kx,Ky は 0.5に設定した。 これは、 事前検証の結果この値に
おいて軌道の発散は起こらず、 収束性が高いことから決定した。 この ZMP誤差補償の方法は梶田らの分解
運動量制御 [85]による方法と比較して、 演算負荷が小さい点が利点となるが、 上体も含めた角運動量の補
償は行われないため、 脚型ロボッ ト において有効な方法であると言える。
倒立振子モデルベース重心軌道生成並びに多リ ンクモデルによる ZMP誤差補償によって生成される体幹
位置軌道、 ZMP軌道を x軸 (前後方向)、 y軸 (左右方向)について、 前進４ 歩の指令によって実際に計算さ
れたものを図 5.27 中の図 5.27a と図 5.27b にそれぞれ示す。 ZMP軌道に対して前後体幹位置軌道はやや後
方にオフセット した軌道となっているが、 これはロボット の前後重心位置の体幹座標原点からのオフセット
距離を反映したものであり 、 多リ ンクモデルによる ZMP誤差補償によって重心位置を考慮した軌道に修正
されていることが確認される。 また、 図 5.27c 及び図 5.27d は左脚、 右脚それぞれで発揮される目標力を示
しており 、 図 5.27e は脚軌道の高さ方向についての軌道を示したものである。 これらも LIPMから計算さ
れる値であり 、 目標関節ト ルク計算の入力値として使用される値である。
5.9.4 遊脚接地高修正制御
路面上の凹凸の存在やロボット の体全体の傾きによって、 遊脚の着地時の接地タイミ ングが計画脚軌道と
異なる場合、 遊脚が必要以上に路面を押し込むことによってロボッ ト の体幹が大きく 傾き、 転倒を引き起
こしてしまう 。 そのため遊脚の実際の接地タイミ ングに応じて計画軌道の修正を行う必要がある。 従来の
hrpsysでは足裏力センサによって計測された床反力からダンピング制御を行い、 さらに IMUから推定され
た体幹姿勢に応じて足部高さを修正する制御が行われていた。 しかし 、 IMUや力センサを安定にフィ ード
バック制御に用いるにはローパスフィルタによるノ イズの除去が不可欠であり 、 応答遅れが生じていた。 そ
のため高速な歩行を行う と 、 接地タイミ ングの誤差によって姿勢を大きく 崩す場合が見られた。 従って高速
な脚動作において接地安定性の向上が求められる。
接地安定性向上の単純な方策として、 力センサで計測される反力について閾値判定によって接地/不接地
を判断し 、 接地のタイミ ングで高さ方向の足軌道を停止することが考えられる。 図 5.28 に、 接地判定によ
る足高さ軌道修正の概要を示す。 接地タイミ ング判定時の足高さ porigfootZ を足高さ修正量 pmodfootZ として記憶
する (式 5.47 )。
pmodfootZ =
{
0 (fz < threshold)
porigfootZ (fz ≥ threshold)
(5.47)
最終的な足高さ参照値 preffootZ は次式で決定される。
preffootZ = max(p
orig
footZ , p
mod
footZ) (5.48)
なお実機での接地判定においては、 ノ イズを考慮してシュミ ット ト リ ガー方式の閾値判定を用いる (図 5.28の
赤実線)。
このよう に単純に接地タイミ ングでの足高さを維持した場合、 足高さ修正量 pmodfootZ がステップごとに積
算されるため体が沈み込んでしまう場合が見られる。 従って、 それを防ぐために足高さ修正量に忘却係数を
乗じることで足高さ修正量 pmodfootZ の積算に制限を加えている。
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図 5.27: Calculation results of forward four steps.
図 5.29 に実機での足高さ修正による足軌道と床反力の計測値を示す。 図中の時刻 0.56秒付近で足高さは
まだ 1cm近く 軌道が残っているが、 床反力が立ち上がり 始めているのが確認できる。 このタイミ ングで接
地を判定し 、 足高さ修正による軌道変更が行われたことで床反力は一次的に低下し 、 軌道計画時の本来の
接地タイミ ングである 0.6秒付近で再び床反力が発生している。 本節で実装した足高さ修正は単純な方策で
あるが、 転倒回避に効果があることが確認された。
5.10 絶対座標基準位置姿勢推定器
5.9節にて述べた歩行軌道生成器では、 サイクルの初期状態 [pstep, xstep, x˙step]T に基づいて転倒を回避す
るための ZMP軌道を生成した。 この初期状態について、 実ロボット の状態を反映させることによって、 オ
ンラインでの転倒回避を実現することが可能になると考えられる。 実 ZMPpstep については、 足先に取り
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図 5.29: Measured foot height trajectory and reaction force on foot.
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付けられた６ 軸力センサから計算される値を利用することが可能である。 しかしながら 、 重心位置・ 速度
[xstep, x˙step]については、 直接的にセンサから計測することは困難であり 、 他の状態量から推定する必要が
ある。 ロボッ ト の重心位置・ 速度の状態推定については多く の先行研究例があり 、 特に脚移動型について
は支持脚を基準に積算していく 方法が一般的となっている。 これは、 支持脚は地面に対して滑り が生じな
いという仮定の下、 計測された関節角度から順運動学計算によって重心位置を順次求めていく 方法となる。
ただし 、 現実には不正路面上の傾きや滑り の存在によって支持脚は地面に対してわずかながら運動するた
め、 推定される重心軌道に誤差が生じてしまう 。 Benallegue らは IMUから推定される体幹姿勢を基準に足
先の姿勢変化を計算し 、 カルマンフィ ルタに基づいた支持脚の姿勢変動の推定によって重心軌道の推定を
行っている [86]。 Masuyaと Sugihara らも支持脚接地点の推定を考慮した方法を提案している [87, 88]。 西
脇らは支持脚接地点が ZMPに一致すると仮定し 、 ZMP周り の回転によって体幹の変位が生じるとしてい
る [89, 82]。 また、 計測される床反力から運動方程式に基づいて重心運動をカルマンフィ ルタによって推定
する手法について Kwon ら [90]が提案している。 Stephens らは IMU加速度を元に重心軌道の推定を提案
している [91]。 また、 カメラ画像処理に基づいた自己位置推定によって推定値に乗るド リ フト を補正するこ
とも考えられる。
これらの手法は復号的に利用することでさらにロバスト な推定精度を得られることが知られており 、 本
研究段階では比較的実装の容易でパラメータチューニングを要さない支持脚を基準位置とした ZMP計測値
に基づく 接地点を考慮する体幹軌道推定による手法を採用するが、 加速度情報やカルマンフィ ルタの利用
によってさらに推定精度の向上が期待される。
本研究では第 k フレーム現在における関節角度から順運動学計算によって計算される支持脚足先位置 pfk
と ZMP計測位置 pzmpk について、 以下のよう に支持脚からの体幹相対位置 prbk を算出する。
p
off
k = R
imu
k (E − (R
f
k)
T)(pfk − p
zmp
k ) (5.49)
prbk = −p
f
k − p
off
k (5.50)
(5.51)
ここで、 Rimuk ∈ R3×3及び Rfk ∈ R3×3 は、 それぞれ IMU計測値からカルマンフィ ルタによって推定され
た体幹姿勢、 並びに支持脚足先姿勢を表す。 poff は支持脚の ZMP周り の回転によって生じる変位を示す。
推定された体幹相対位置 prbk を元に、 体幹推定速度 vestk を計算する。
vestk =
{
vestk−1 if cs(k) ̸= cs(k − 1)
prb
k
−prb
k−1
dT
if cs(k) = cs(k − 1)
(5.52)
cs(k)はフレーム k における支持脚接地状態を示し 、 支持脚切替の判定に用いている。
最終的な体幹推定位置は体幹推定速度を積分して獲得される。
pestk = p
est
k−1 + v
est
k dT (5.53)
ZMP計測並びに支持脚の接地判定において、 足裏に取り 付けられた６ 軸力センサから取得される足裏反
力情報を利用する必要が生じる。 そのため、 ノ イズによる誤差やフィ ルタリ ングに由来する遅延によって、
推定値は特に支持脚切替タイミ ングで大きく ド リ フト が生じる傾向にある。 しかしながら 、 出力である体
幹推定位置は、 歩行動作生成器においては支持脚位置との相対差として LIPMに反映するため、 絶対空間
内での位置ド リ フト については影響を打ち消すことが可能である。
5.11 姿勢安定化制御
前節までの実時間歩行生成では、 IMU情報から推定された姿勢を元に転倒を回避する歩容を計算してい
た。 しかし 、 多リ ンクモデルと実機との間に存在するモデル化誤差、 不整路面や外乱による ZMP追従誤差
の発生による不安定化に対して完全には対応できない。 既存のシステムでは床反力や姿勢変化に対してバ
ランスを維持するために hrpsysの Stabilizer コンポーネント で実行される LIPM ト ラッキング制御、 床反
力ダンピング制御によって補償が行われている。 一般に LIPM ト ラッキング制御や床反力ダンピング制御
では、 足裏に搭載された６ 軸力センサによって計測された床反力をフィ ード バックすることで実現される。
しかしながら力センサは特に S/N比が悪いセンサであるため、 関連するフィ ード バックパラメータは発振
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を避けるためにコンサバティブな設定となっている。 これにより 応答性能が犠牲となっており 、 体幹が素早
く 傾く といった外乱に対しては応答が遅れて転倒してしまう という例が見られる。
以上のよう な問題は、 従来の姿勢安定化制御では制御対象である床反力を関節角度の修正によって制御
しよう とする点に難しさがあると考えられる。 理想的な応答を示す力センサは利用できないという前提の
下では、 床反力を制御するためには関節制御のト ルクベース化が有効であると言える。 ト ルクベースでの
関節制御によってロボット の運動は外乱に対して物理的な作用によって応答するため、 外乱応答性の向上が
期待される。 反対に関節角度の追従性能は悪化してしまう が、 関節角度誤差によって生じるダイナミ クス
誤差の時定数は例えば等身大倒立振子モデルの場合約 200msec以上あり 、 制御周期に対して十分長いため
5.9節にて導入したオンラインでの動作修正手法によって間に合う 。 ト ルクベースの姿勢安定化を試みる研
究として、 Stephens らは LIPMに基づいた姿勢安定化ト ルク計算による手法を提案している [91, 92, 93]。
床反力センサに依存しないより 実機モデルを反映したト ルクベースでの姿勢安定化手法として、 鈴木らの
ト ルクベーススタビライザ [94] を本研究では使用する。
以下では従来用いられていた床反力フィ ード バックベースの手法である LIPM ト ラッキング制御と床反
力ダンピング制御について述べた後、 本研究の姿勢安定化制御として用いるト ルクベーススタビライザの
概要と制御システムへの組込み方法について述べる。
5.11.1 床反力フィ ードバッ ク型姿勢安定化制御
LIPM ト ラッ キング制御
LIPM ト ラッキング制御は梶田ら [95]が提案する ZMP、 体幹姿勢、 重心位置をフィ ード バックし 、 ZMP
を目標に追従させつつ、 姿勢変化や重心位置誤差を補償する制御方法であり 、 以下の式で目標 ZMP修正が
行われ、 最終的に LIPMに基づいて目標重心位置、 速度の修正が行われる。 ZMPの計測値は床反力を元に
計算されるため、 フィ ード バックゲインは低めに設定される。
pref∗ =K(xref − x) + pref (5.54)
K := [k1 k2 k3]
T (5.55)
x := [x x˙ p]T (5.56)
床反力ダンピング制御
梶田らが提案する Foot Torque Control, Foot Force Difference Control[95]が hrpsysに実装されており 、
床の傾きや、 凹凸を踏んだ際に足裏力センサのフィード バック信号を元に足先のダンピング制御を行うこと
によって、 足部が路面に追従しバランスを補償する。 ただし 、 前述のよう に力センサの S/N比の悪さのた
め、 応答性の良いゲインを設定すると制御が発振しだすため、 かえって不安定化してしまう という問題が
ある。
5.11.2 ト ルクベーススタビライザ
床反力センサを使用しないト ルクベース姿勢安定化手法として、 鈴木らのト ルクベーススタビライザ [94]
を使用する。 ト ルクベーススタビライザでは、 ロボット をリ ンクモデルとして扱い、 逆動力学演算等の多リ
ンクダイナミ クスモデルとしての計算を不要としている点を特徴としている。 ２ 次計画法に基づく 最適化
計算以外は基本的な運動学計算のみで完結しているため、 実時間での目標関節ト ルクの計算が可能となっ
ている。
ト ルクベーススタビライザは以下の３ 手順によって実行される。
1. 体幹・ 足先位置 PD制御に基づく 目標復元力計算
2. 復元力分配最適化計算
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図 5.30: Body and foots coordinates used in torque-based stabilizer.
3. 関節ト ルク変換
以下に各処理の概要について述べる。
体幹・ 足先位置 PD制御に基づく 目標復元力計算
ト ルクベーススタビライザ前段の軌道生成器から得られる目標重心位置 prefcom 及び目標関節角度 θref か
ら順運動学計算によって得られる左右目標足先位置 preffootl、 preffootr について、 センサデータから推定される
実重心位置、 左右実足先位置 [pactcom,pactfootl,pactfootr] との誤差から PD制御器によって重心位置、 遊脚足先位
置に発生すべき目標復元力 [wdcom ∈ R6,wdfootl ∈ R6]がそれぞれ計算される。 図 5.30 に重心・ 左右足先そ
れぞれの目標位置座標と 、 実位置座標の設定及び目標復元力を示す。
復元力分配最適化計算
前項目標復元力 [wdcom,wdfoot]について、 これらは内力であるため直接制御することが不可能である。 支
持脚に働く 床反力を修正することで目標となる体幹周りの内力成分を実現する必要がある。 また、 左右足先
復元力の発生によって実現 ZMPが目標位置から外れるため、 目標 ZMP追従のための制約が必要となる。
上記項目は全てを同時に満たすことは不可能であり 、 重みづけをした上で最適化問題を解く 必要が生じ
る。 最適化変数を左右足先復元力 [wfootl,wfootr] ∈ R12 とした上で、 コスト 関数と制約を与えた２ 次計画
法問題として求解を行う 。 コスト 関数は以下の４ 項目に重みづけ加算した値が与えられる。
1. 目標重心復元力追従コスト 関数
重心位置から見た足先位置を [rl ∈ R3, rr ∈ R3] とし 、 さらに各足先姿勢行列を [Rl,Rr] と表すと 、
足先復元力の重心位置についての変換は以下の式で示される。
wrescom =
[
Rl O
[rl×]Rl Rl
]
wdfootl +
[
Rr O
[rr×]Rr Rr
]
wdfootr (5.57)
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なお、 [rl×]は外積演算と等価な歪対称行列を表す。 目標重心復元力追従コスト 関数は以下となる。
cost = ||wdcom −w
res
com||
2 (5.58)
2. 目標足先復元力追従コスト 関数
目標足先復元力について、
cost = ||wd∗ −w∗||
2 (5.59)
3. 目標 ZMP追従コスト 関数
目標 ZMPpref ∈ R2 と 、 目標復元力によって修正される実現 ZMPpmod ∈ R2 について、
cost = ||pref − pmod||2 (5.60)
4. 目標足先力コスト 関数
出力される足先力が過大とならないためのコスト 制約であり 、 重み係数 wl ∈ R3、 wr ∈ R3 を用い
て、
cost = ||wlw
T
footl||
2 + ||wrw
T
footr||
2 (5.61)
また、 制約条件は以下の２ 条件が与えられる。
1. 足裏摩擦力制約
目標足先復元力によって、 足裏滑り が生じないための制約条件となる。 鈴木らのト ルクベーススタビ
ライザでは摩擦円錐モデルに基づいた摩擦制約式は用いておらず、 x軸と y軸で独立した摩擦制約条
件を課している。
2. 足裏圧力中心領域制約
[wfootl,wfootr]から計算されるそれぞれの脚の足裏圧力中心が、 足裏許容領域内に含まれることを保
証するための制約条件となる。
関節ト ルク変換
最適化計算によって得られた目標足先力 [wfootl,wfootr]から 、 最終的な目標関節ト ルク τ refi を計算す
る。 この目標関節ト ルクはあく までも姿勢誤差修正のための復元力を働かせる関節ト ルクであり 、 目標関
節軌道に追従するための関節ト ルク値ではないことに留意する必要がある。 目標関節軌道に追従するため
の関節ト ルク制御については、 5.4節にて述べた中間層制御システムにて逆動力学演算によって行う ことと
なる。
5.12 即応的反射行動制御系全体構成
前節までにて述べた上位層制御システム内の実時間歩行動作軌道生成器群と中間層制御システム・ 下層
モータ制御システムが統合された歩行動作制御系について、 その制御フローを図 5.31 に示す。 上位層制御シ
ステム内の制御処理は基本的に hrpsys内のコンポーネント として実装されており 、 これらの実行コンテキ
スト は 500Hzで周期実行される１ つのコンテキスト にシリ アライズされる。 まず、 図 5.31 内の Foot Step
Generatorにて歩行指令を元に支持脚歩容列が生成され、 次に目標 ZMP差分列∆prefi が生成される。 また、
実機から取得されるセンサ情報を元に絶対姿勢推定器 (Absolute Pose Estimator)内にて、 現在の推定支持
脚 (ZMP)位置、 体幹位置、 速度 [pstep, xstep, x˙step]が計算され、 LIPM重心軌道生成器 (LIPM Trajectory
Generator)に渡される。 ここでは、 ∆prefi 及び [pstep, xstep, x˙step] を入力として、 Singular-LQRベースの
予見制御器によって目標となる重心軌道 pcomi i=1,...,n及び脚軌道 pfootli i=1,...,n, pfootri i=1,...,n を生成する。 続
いて多リ ンクモデル ZMP誤差補償器 (Multi-Body Dynamics Model) にて、 実 ZMPが目標 ZMP に追従
するよう体幹位置 pbodyi を修正する。 また、 逆運動学計算によって目標関節角度 θrefi を生成する。 さらに、
外乱による姿勢誤差を修正するための姿勢安定化制御器 (Torque-Based Stabilizer)にて、 姿勢を復元する
ための足裏反力を発生させる目標関節ト ルク τ refi を生成する。 また、 オンラインでの歩容生成、 バランス
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制御を行わない腕に関しては、 図中に示す関節角度補間器から制御周期に同期して直接関節角度が出力さ
れる。
ここまでが上位層における制御フローであり 、 中間層制御システムには制御指令値として目標関節角度と
関節ト ルク [θrefi , τ refi ]がサブシステム間通信によって送信される。 中間層制御システム内では、 送信され
てきた目標関節角度と、 センサから計算される現在のロボット の状態を元に逆動力学演算とアクチュエータ
モデル補償計算によって、 関節角度軌道追従のための目標関節ト ルクを生成する。 この演算は 2500Hzの周
期で実行される。 この目標関節ト ルクと 、 上位層から送信される姿勢安定化のための関節ト ルク τ refi を加
算した値が、 ト ルクサーボ制御器 (Torque-Based Servo Controller)の入力として渡される。 ト ルクサーボ
制御器は入力された目標ト ルク指令値と下層にて推定されたト ルク値及び目標関節角度と実関節角度を元
に、 ２ 自由度制御ベースの剛性制御によって目標ト ルクを発揮するための目標 Q軸電流値 qrefi を生成し 、
下層へと通信する。 この処理は 5000Hzで周期実行される。 また、 下層から送信される各種センサデータも
この周期に同期して行われる。
下層のモータ制御基板では、 qrefi に追従するよう FPGA内にハード ウェアロジックとして実装された電
流制御器によって出力電圧を決定し、 最終的にベクト ル制御器で各相出力が決定され、 ３ 相インバータ出力
となる。 また、 D-RMTPやソフト ウェアプロセッサコアが搭載されている場合には、 下層においてサーボ
制御を行う ことも可能である。
以上が歩行動作生成系の制御フローであり 、 目標歩行指令から最終的な３ 相インバータの出力として決
定されるまでの一連の処理内容となる。 階層型分散型制御システムとして、 処理が分散化されており 、 下層
に降り るに従って実行周期、 並列実行処理数が増加する構成となっている。 また、 上位層と中間層の間で送
受信されるデータは関節空間データとなっており 、 既存システムと互換のフォーマット を維持している。 こ
の上位層システムは歩行動作生成系のみの構成であるが、 実運用上はタスク実行のためのその他処理がさ
らに積み上げられていく ことになる。 その場合でも、 外力に対する応答を行う ための主処理となるト ルク
制御系については、 中間層制御システムとして完全に独立しているため、 上位層への処理の追加による実
時間性能への影響を受けない。 本研究では上位層内での処理として実装されるト ルクベーススタビライザ
による姿勢安定化制御についても、 中間層制御システム側で実行することによって、 実時間性能の安定化、
上位層異常時のバランス制御バックアップ等が期待できるため、 ２ 次計画法の求解を組み込みシステムにて
利用可能なレベルまで軽量化することは重要な課題となる。
5.13 脚型ロボッ ト における体内制御システム構成例
本節では前節までに述べた上中下の各制御層について、 実際のデバイス接続構成の例を示していく 。 光ア
クティブコネクタを利用した体内通信系のト ポロジ構成方法はいく つか存在しており 、 その中で実際に利用
し得るライント ポロジ、 リ ングト ポロジ、 ツリ ー（ スター） ト ポロジの３ 構成について以下に述べる。 な
お、 システム構成は次章にて実験に使用する脚型ロボット L1(A.2節)を使用することを前提に述べていく 。
L1では全 16個のモータが搭載されており 、 下位層制御モータド ライバも 16 ノ ード が接続される。 また、
L1では中間層制御システムは右脚と左脚をそれぞれ制御分担するために２ ノ ード 構成となっている。 これ
らのサブシステムについて、 脚の身体的構成に合わせたライン・ リ ング・ ツリ ー（ スター） それぞれのト ポ
ロジ接続構成による配線図を図 5.32 、 図 5.33 、 図 5.34 に示す。 なお、 表 5.4 は上記図中で使用されてい
る配線の説明を示している。
5.13.1 ライント ポロジ接続構成
図 5.32 に示す構成では、 左右各脚に搭載される RMTP-02D基板を順にディ ジーチェーン接続による物
理的なライント ポロジで接続している。 この構成では、 各ノ ード 間を接続する光アクティブコネクタのファ
イバ長を短く することが可能であり 、 配線作業も容易である。 ファイバ長の種類も骨格内接続と骨格間接続
の２ 種で基本的に十分である。 また、 パケット のルーティ ングについても、 論理ト ポロジをリ ングとするこ
とで一意的に決定することが可能であるため通信のオーバーヘッド は小さい。 実際には、 ただし 、 接続され
ているデバイスの一つでも通信機構に障害が発生した場合に、 ネッ ト ワークが分断されてしまう という欠
点が存在する。 光アクティ ブコネクタと FPGAによる通信処理の構成はハード ウェア的に頑健な構成であ
るため、 障害の発生確率は低いが、 実運用を目指す上では適切でない構成となっている。
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図 5.31: Overall control flow of walking pattern generation.
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表 5.4: Explanation of indexes in Fig.5.32
index Physical Layer Bit Rate Duplex
1⃝ EtherCAT 100Mbps Full duplex
2⃝ active optical fiber link 2,500Mbps Full duplex
3⃝ RS422 4Mbps Simplex
4⃝ Three phase power line - -
5⃝ Isolated RS422 1Mbps Full duplex
6⃝ Isolated I2C 1Mbps half duplex
7⃝ USB MAX 480Mbps
(High-Speed
Mode)
half duplex
8⃝ Ethernet MAX 1000Mbps full duplex
5.13.2 リ ングト ポロジ接続構成
図 5.33 に示す構成では、 ライント ポロジ接続構成で末端ノ ード となる足先の RMTP-02D基板について、
図中に点線で示す中間層制御システムと直接接続する経路を追加することで、 リ ングト ポロジを実現して
いる。 この構成では、 足先から腰部の中間層制御システムまで光アクティ ブコネクタを配線する必要があ
り 、 製品の標準規格から外れた特注品を発注する必要が生じるためやや入手性において難が有る。 実際に
は、 リ ング接続構成を工夫することで、 ライント ポロジ構成と同じケーブル種で対応は可能であるため、 問
題とはならないが、 変則的な接続順序になるためアセンブリ 時等に注意が必要となる。 ルーティ ングについ
ては一方向へと流すのみで良く 、 通信のオーバーヘッド は小さい。 通信先までの物理的なホップ数はライン
ト ポロジ構成と比較して期待値で小さく なるため、 通信遅延の改善も可能である。 また、 １ つのデバイスの
通信障害までであれば、 その他のノ ード の通信に関しては正常状態を維持可能である冗長性を有するため、
信頼性の面においても実運用に適していると考えられる。
5.13.3 ツリー（ スター） ト ポロジ接続構成
図 5.34 に示す構成では、 中間層制御システムに搭載されている光アクティ ブコネクタのポート 数に応じ
て、 直接脚中の各 RMTP-02D基板に配線を行う方法である。 この通信系ではポート 数は FPGAのト ラン
シーバ数に応じて拡張することが可能であり 、 開発段階で必要となるポート 数をあらかじめ搭載しておく こ
とで、 全ノ ード 直接接続のスタート ポロジ構成も実現可能である。 全ノ ード 分のポート 数が無い場合でも、
ツリ ー構成としてライント ポロジやリ ングト ポロジと組み合わせて利用することが可能である。 この構成
方法は、 各ノ ード が小ホップ数で中間層制御システムと通信を行えるという利点があり 、 通信の低遅延化
に利用可能である。 また、 １ つ以上の RMTP-02D基板の障害に対してその他の通信系の正常状態は維持さ
れるため冗長性は高いと言える。 中間層制御システム側で通信障害が発生した場合にはこの限り ではない
が、 従来の故障モード の頻度として高かったのはモータド ライバ基板のオーバーヒート や過電圧、 衝撃振動
による電子素子の物理的な破損、 体内摺動部をまたぐケーブルの不良が主であるため、 中間層制御システ
ムの通信障害による全身障害の発生確率は低いと考えられる。 なお、 脚のよう に中間層制御システムがマ
ルチノ ード 構成である場合には、 リ ングト ポロジ構成と組み合わせることで、 他方の中間層制御ノ ード が
ダウンした場合においても、 残り のノ ード でバックアップを働かせることは可能である。 構成上、 ３ リ ン
ク以上を跨るファイバが存在してしまう ため、 保守性の点で不利が生じる。 また、 ファイバ長については、
ノ ード 数分だけ種別を用意する必要が生じる等、 本構成はコスト の面で他の構成と比較すると不利となる
が、 通信遅延性能や冗長性について重要視されるタスクである場合には、 費用対効果が見合う構成になる
と言える。 イーサネット や Responsive Linkのようにフリ ート ポロジ構成を可能とすることで、 より 冗長性
の高いネット ワークを構成することも考えられるが、 現状ではルーティ ングによるオーバヘッド を削減する
ことを優先し 、 一意的に経路が決定可能な物理ト ポロジのみの採用となっている。
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図 5.32: Connection schematics of L1 control system.
このツリ ー（ スター） ト ポロジ接続構成が可能なのは、 通信規格としてポート 数の拡張に対応可能であ
り 、 また使用する通信ケーブルが従来のケーブルより も十倍以上細く 柔らかい光アクティ ブコネクタとなっ
ているため、 配線数が増えることによる空間圧迫が実用上無視可能なレベルであることが理由として挙げ
られる。
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図 5.33: Physically ring topological connected system configuration.
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図 5.34: Physically tree (star) topological connected system configuration.
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5.14 本章のまとめ
本章では、 ロボッ ト が衝撃入力のよう な外乱に対して生物のよう な柔らかさで対応するための即応的反
射行動アーキテクチャについて導入を行った。 これは即応的動作制御系と身体運動計画系の２ つで、 センサ
データ入力からアクチュエータへの指令へと変換されるまでの制御フローを最短系と 、 最適系の２ つで反
射行動系として構成される。 ハード ウェア構成を三階層の制御システム構成とすることで、 実時間性能要求
に見合ったプロセッサに制御系の割り 振り を行った。
このようなシステム構成はアクティブ光ファイバーリ ンクの提供する低遅延通信性能、 ハード ウェアレベ
ル通信プロト コル処理、 分散ノ ード 間データ共有メモリ （ ソフト ウェア処理の簡略化）、 高精度グローバル
クロックによって成り立っており 、 アクティブ光ファイバーリ ンクによる体内通信系の有用性を示している。
即応的動作制御として、 関節のサーボ制御則をト ルクベースに変更しており 、 計算ト ルク法によるフィー
ド フォワード ト ルク制御を二自由度制御系に与えることで外乱に対する即応的な緩和動作を実現している。
また、 上位層制御システムでは身体運動計画系の実装として、 実時間歩行生成器を適用し、 オンラインでの
転倒回避動作を実現している。
第 6章では、 実際の腕型ロボッ ト 、 脚型ロボッ ト に本システムを適用し 、 衝撃吸収動作実験を行ってい
き、 本章で提言する即応的反射行動アーキテクチャの効果を検証する。
第6章
ヒューマノ イ ド ロボッ ト における衝撃外乱に対す
る高速応答行動実験
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6.1 中間層制御システムを利用した腕ロボッ ト の動作実験
第 5章にて導入した中間層制御システムを実際の腕型ロボッ ト の制御システムとして組込み、 物体との
衝突を伴う動作実験によって検証を行う 。 腕型ロボット では身体運動計画系のプログラムは実行されていな
いため、 即応的動作制御系による外力への応答のみが検証の対象となる。
6.1.1 実験構成
本節では A0-B spec を用いて、 腕型ロボッ ト としての動作実験を行う 。 足平形状のエンド エフェクタの
足裏面には、 生物の皮膚の柔らかさを模すために厚さ 10mmの低反発ウレタンスポンジを貼り付けている。
A0-B specで使用した上・ 中・ 下位システムそれぞれの構成を表 6.1 に示す。 上位システムでは通常の
Ethernet と EtherCAT用で２ つのポート が必要となるが、 オンボード 搭載の標準 NICは１ ポート のみで
あったため、 USB接続タイプの Ethernetアダプタを汎用の Ethernet用NICとして追加している。 それ以
外の点については、 標準的な構成となっている。 上・ 中・ 下位３ つのサブシステムは図 6.1 に示す配線図に
従って接続されている。 表 6.2 は図 6.1 中で使用されている配線の説明を示している。
本実験では上位システムは従来システム (5.2節) と 、 EtherCAT インターフェースを除いて全く 同一の
構成、 処理内容となっている。 ただし 、 User環境から Euslispを介して中間層制御システム上の ROS ノ ー
ド 、 RTM コンポーネント が提供するサービスポート を利用した制御パラメータ変更、 制御モード 変更、 機
能有効化コマンド 等の非実時間処理用のユーティ リ ティ は新規に追加している。 実験では Euslispプログラ
ム上で作成した腕のスイング動作（ またはステップ動作） の関節角度シーケンスを hrpsysに入力し 、 その
まま制御サイクル毎に補間された目標関節角度が EtherCAT インターフェースを介して下位システムへと
送信される。
表 6.1: Configuration of A0-B spec control system.
Upper Layer # of Nodes 1
CPU Intel Core i7-2700K @ 3.50GHz 8threads
(Hyper-Threading enabled)
memory 8GB
OS Desktop Linux (Ubuntu)
NIC 1 On board NIC, Realtek RTL8111 (for Ether-
CAT)
NIC 2 USB2.0 Ethernet Adapter 100Mbps, ASIX
AX88772 (for Ethernet)
Middle Layer # of Nodes 1
CPU ARM Cortex-A9 Multi-Core @ 800MHz on
Hardware Processing System (HPS) in FPGA
Memory 512MB×2 (DDR3)
OS Linux (Xillinux)
EtherCAT slave 1 (FB1111-0140)5
EtherCAT bridge 1
active optical fiber
link port
2
Lower Layer # of Nodes 6
Hardware RMTP-02D
Sensor Shock detector 1 on end-effector
Six-Axis force sensor 1 on end-effector (WEF-
6A1000-80-40-RCXTi2)6
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図 6.1: Connection schematics of A0-B spec control system.
表 6.2: Explanation of indexes in Fig.6.1
index Physical Layer Bit Rate Duplex
1⃝ EtherCAT 100Mbps Full duplex
2⃝ active optical fiber link 2,500Mbps Full duplex
3⃝ RS422 4Mbps Simplex
4⃝ Three phase power line - -
5⃝ Isolated RS422 1Mbps Full duplex
6⃝ Isolated I2C 1Mbps half duplex
5www.beckhoff.com/english.asp?ethercat/fb1111 fb1122 fb1130.htm
6www.wacoh-tech.com/
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6.1.2 スイング動作時の衝突実験
腕型ロボット に単純なスイング動作を９ 回繰り返し行わせ、 その軌道を確認する。 特に、 中間層制御シス
テムを導入したことによってサーボ制御はト ルクベースとなっているため、 衝突による外乱に対してなじ
む動作となることが期待される。 本実験ではスイング動作をしているロボッ ト に手を差し出して衝突させ、
関節制御のなじみ性能について検証する。
関節角度換算で 20 ° 程度の移動となる運動軌道を Euslispプログラムで生成し 、 hrpsys経由でロボッ ト
へと送信する。 本実験ではスイング時間 1000msec、 600msec、 400msec と三段階の速度設定をそれぞれ試
した。 図 6.2a 、 図 6.3a 、 図 6.4a にそれぞれ中間層制御システム上のデータロガーで記録されたスイング
時間 1000msec、 600msec、 400msec時の目標関節角度軌道を示す。
図 6.2 に実験で得られたデータの内、 主要なものを示している。 また、 図 6.5 及び図 6.6 に動作実験時に
撮影した動画像を示す。 動作時の最大関節速度は 30-40[deg/sec]程度となっている。 この実験では、 13秒、
15秒、 18秒、 22秒、 25秒付近の計５ 回、 実験者が差し出した手とロボット アームを衝突させた。 13秒、 15
秒、 25秒付近の衝突はスイングしている腕のエンド エフェクタに衝突するように手を差し出した (図 6.5 参
照)。 また、 18秒付近では第４ リ ンク（ 第３ 関節と第４ 関節の間） を掴んで動作を阻害 (図 6.6 参照)し 、 22
秒付近では第２ リ ンク（ 第１ 関節と第２ 関節の間） を抑えて動作を阻害した。 図 6.2c に示す関節角度の目
標値と実値の誤差を見てわかるように、 衝突時に誤差が大きく なっていることからロボット アームは衝突し
た実験者の腕による外力になじんでいることが確認される。 しかしながら 、 非衝突時においても誤差角度
が５ ° 程度生じており 、 完全な目標角度追従が達成されているわけではなかった。 特にエンド エフェクタに
近い第４ 関節では誤差が他と比較して大きい傾向が見られた。 また、 図 6.2f はエンド エフェクタに取り 付
けた６ 軸力センサの出力であるが、 エンド エフェクタと手の衝突時に発生している力は概ね 30N未満程度
であり 、 非常に軽い力でロボッ ト アームのスイング動作を止められていることも確認できる。
スイング動作の速度を高めた実験についても、 同様に図 6.3 、 図 6.4 に示す。 600msecでのスイング動作
時は、 12秒、 16秒、 20秒、 23秒付近で衝突が発生している。 400msecでのスイング動作時は、 18秒、 20
秒、 24秒、 26秒付近で衝突が発生している。 これらの実験においても、 衝突後に関節角度誤差値が大きく
なっており 、 実験者の手に対してなじみが生じていることが確認された。 600msec時の力センサデータ (図
6.3f )では、 80-100N程度の力が瞬間的に発生していることが確認される。 また、 400msec時では 170N前
後であることも確認される。
実感として、 1000msec、 600msecでスイングしているロボッ ト アームとの衝突は反力はほとんど感じな
い、 あるいは非常に軽量であるという感覚を得られた。 400msecでのスイングでは高速での衝突となり 、 大
きく 拍手をする際に感じる程度の痛みは感じられるが、 怪我をするよう な危険性を全く 感じない程度であ
り 、 軽い力で簡単に押し返すことが可能な反力である。 20秒の付近で発生している衝突では実際に衝突後
に手で押し返すことをしているが、 関節角度誤差が他の衝突時と比べて特に大きく 生じていることからも
わかるよう に、 容易に押し返しを行えていることが分かる。
6.1.3 スイング動作実験における衝突検出の検証
図 6.7 、 図 6.8 、 図 6.9 にスイング動作実験で得られた衝突検出に関連するデータログを示す。 データはそ
れぞれ関節角度誤差、 衝撃センサデータ値（ ハイパスフィルタ処理済）、 ６ 軸力センサデータ値、 式 5.26 の
σcol 値の４ 種となる。 各々について、 衝突検出性を検証する。
1. 関節角度誤差
図 6.7a 、 図 6.8a 、 図 6.9a の３ 種のスイング速度において、 全ての記録で衝突・ 非衝突を判別可能な
レベルで誤差が生じていることがわかる。 しかし 、 衝突後にも誤差は残っており 、 単純な閾値判定で
衝突非衝突を判定することは困難である。 同一の衝突過程においても関節の剛性パラメータの差異で
誤差は大きく 変わるため、 衝突検出には他データの利用が必要になると考えられる。
2. 衝撃センサ
図 6.7b 、 図 6.8b では衝撃加速度は数G程度に収まっており 、 衝突を検知しているとは言い難い。 図
6.9b に示す、 高速動作時の衝撃加速度センサ値の場合、 一回目及び４ 回目の衝突時に 10G を超える
大きな衝撃加速度を検出している。 しかしながら 、 ２ 回目、 ３ 回目については低速時の衝突過程と同
様に衝撃加速度から衝突判別は困難であり 、 全検出が可能ではないことが確認された。
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図 6.2: Logged data of swing motion test at 1000msec speed.
3. ６ 軸力センサ
衝突時の衝撃力を３ 種の速度それぞれで検出しており 、 閾値判定で容易に衝突を検出可能である。 し
かしながら 、 検出可能な衝突はエンド エフェクタとのものに限定され、 リ ンク等の他の部位への衝突
は検出不可能である。
4. σcol 値
— 第 6章 ： ヒューマノ イ ド ロボッ ト における衝撃外乱に対する高速応答行動実験 — 183
time[sec]
10 15 20 25 30
de
g
-20
-10
0
10
20
30
40
50
60 Reference Joint Angle
0
1
2
3
4
5
(a) reference joint angle
time[sec]
10 15 20 25 30
de
g
-20
-10
0
10
20
30
40
50
60 Joint Angle
0
1
2
3
4
5
(b) joint angle
time[sec]
10 15 20 25 30
e
rr
o
r[d
eg
]
-20
-15
-10
-5
0
5
10 Joint Angle Error
(c) error joint angle
time[sec]
10 15 20 25 30
de
g/
se
c
-80
-60
-40
-20
0
20
40
60
80
100 Joint Rotational Velocotiy
0
1
2
3
4
5
(d) joint rotational velocity
time[sec]
10 15 20 25 30
N
m
-50
0
50 Reference Torque
0
1
2
3
4
5
(e) reference torque
time[sec]
10 15 20 25 30
N
-140
-120
-100
-80
-60
-40
-20
0
20 Right Arm Force
fx
fy
fz
(f) six-axis force
図 6.3: Logged data of swing motion test at 600msec speed.
アクチュエータモデルや自機の動力学モデルの不完全性によって、 動作中は非衝突過程においても運
動量誤差が蓄積されてしまっている。 比較的低速な図 6.7d と図 6.8d のデータに関しては、 衝突時に
大きく 負方向に検出されていることが確認される。 しかしながら 、 内側リ ンク部位との衝突が生じて
いる図 6.7d の 18秒、 22秒付近については、 判別可能な値が出力されているとは言えず、 ６ 軸力セ
ンサでの判別と同様の問題を抱えてしまっている。 また、 図 6.9d が示す高速動作時の値については、
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図 6.4: Logged data of swing motion test at 400msec speed.
完全にモデル化誤差に埋もれてしまっており 、 判別は不可能となっている。
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図 6.5: Collide with an end-effector of swinging A0-
B spec arm by hand.
図 6.6: Collide with a link of swinging A0-B spec
arm by hand.
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図 6.7: Colligion related data of swing motion test at 1000msec speed.
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図 6.8: Colligion related data of swing motion test at 600msec speed.
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図 6.9: Colligion related data of swing motion test at 400msec speed.
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図 6.10: Leg style configuration of A0-B spec.
6.1.4 ステッ プ動作実験
脚型ロボッ ト での適用を見据えて、 生成された歩容動作についても本制御システムで実行した際の柔軟
性と動作速度・ 精度の達成度合いについて検証を行った。 本実験では A0-B spec を図 6.10 に示すよう にエ
ンド エフェクタを脚構成に変更して実験を行った。
生成した歩容軌道は前方向 200mm、 頂点高さ 63mm、 ステップ時間 1000msecのサイクロイド 曲線補間
軌道となっている。 A0-B specのルート リ ンクは固定されているため、 歩行時のバランス制御については考
慮されていない。 そのため、 エンド エフェクタで発生する目標力・ ト ルク値についてはそれぞれ０ としてい
る。 ト ルク制御により 歩行軌道と実路面形状に差異があってもなじみながら歩行軌道を実行することが期
待される。 歩行動作はト レッド ミ ル上で行ったため、 歩行動作方向については接地後にエンド エフェクタに
従動することが可能となっている。
本実験ではト レッ ド ミ ル上で歩行動作を行わせ、
1. 平面上の歩行動作
2. 厚さ 20mm程度のアルミ 板の踏破動作
3. コンクリ ート ブロックと足部の衝突が生じる躓き動作
の３ パターンについて行った。 1 と 2については、 歩容は５ 歩分生成し、 3については３ 歩分の歩容につい
て生成を行い、 一歩目でブロックに躓く ような配置とした。 いずれのパターンについても元となる歩行動作
関節軌道は同一のものとなっているが、 ト ルク制御によってト レッド ミ ル表面への足部のなじみ、 ト レッド
ミ ル従動方向へのなじみ、 障害物との衝突力の緩和が実現されるか検証を行う 。
図 6.11 に平面上の歩行動作を、 図 6.12 に障害物を踏ませた場合について、 及び図 6.13 にコンクリ ート
ブロックと衝突させた場合についての撮影動画からの切り 出し画像を示す。 また、 図 6.14 、 図 6.15 、 図
6.16 にそれぞれ主要なデータについてのデータログを示す。
結果、 1 と 2 それぞれについて、 前方への歩行動作は実行され、 ト レッ ド ミ ルと相対的に前方へ前進す
ることが確認された。 また、 3 についてはコンクリ ート ブロックを無理に押し込むよう な動作とはならな
かった。
次に、 衝突検出について図 6.17 、 図 6.18 、 図 6.19 に関連するデータ（ 関節角度誤差、 衝撃センサ値、
６ 軸力センサ値、 σcoll 値） の４ 種についてグラフを示す。 1 と 2 については、 ト レッ ド ミ ル平面との接地
による関節角度誤差や力が検出されており 、 平面でのステップとアルミ ブロック上のステップとの区別は
これらの指数では判定が困難となっている。 一方、 図 6.13 のコンクリ ート ブロックでの躓き動作について
は、 衝撃センサ（ 図 6.19b ） が 10G を超える数値で反応しており 、 特に躓きについての検出に効果的であ
ることが示されている。 この躓き動作の際、 ６ 軸力センサ（ 図 6.19c ） の歩行動作方向（ y軸方向） につい
て 100N程度のパルス状の撃力が加わっていることが確認される。 ト ルク制御により 撃力はある程度緩和さ
れていると考えられるが、 撃力をさらに緩和するためには衝撃センサによる衝突の検出に合わせて即応的
に衝突回避行動を生成し直すことが重要であることがわかる。
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図 6.11: Stepping motion of A0-B spec on a tread-
mill.
図 6.12: Stepping motion of A0-B spec stamping an
obstacle.
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図 6.13: Collision with a block while stepping motion.
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図 6.14: Logged data of step motion test.
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図 6.15: Logged data of step motion test with stamping an obstacle.
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図 6.16: Logged data of step motion test with collision.
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図 6.17: Colligion related data of step motion test.
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図 6.18: Colligion related data of step motion test with stamping an obstacle.
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図 6.19: Colligion related data of step motion test with stamping an obstacle.
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6.1.5 制御周期高速化に伴う衝撃応答性能への影響の検証
実験概要
次にコント ローラの制御周期による応答性への影響を検証するために、 前項の腕型ロボッ ト を用いた実
験について、 再度制御周期を変更して比較実験を行った。 操作指令や設定したパラメータは同一であるが、
サーボ演算制御周期のみ 1000Hz、 5000Hzと変更して比較を行った。 なお、 フィルター等のパラメータは制
御周期の数値に依存してカット オフ周波数等が同一となるようにプログラムされている。 前項での実験と同
様に腕のスイング動作時間を 1000msec、 600msec、 400msecの３ 種類についてそれぞれ制御周期 1000Hz、
5000Hzの比較を行った。
実験時に用いたパラメータの内、 公称値の使用の困難な粘性項パラメータについては慣性力が無視でき
る低速での動作実験で追従性が十分に確保できる値を 1000Hzと 5000Hzの制御周期それぞれで取得したも
のであり 、 その値は同一の粘性係数 6.0Nm/(rad/sec)及びクーロン摩擦係数 5.8Nm を使用した。
結果
実験によって得られたログデータを 1000Hz と 5000Hzそれぞれ比較して示す。 図 6.20 に各スイング速
度設定の実験について、 1000Hz、 5000Hz それぞれの制御周期設定にて行った際の関節軌道をグラフに示
している。 図 6.20a と図 6.20b の比較から 、 低速の 1000msecでのスイング動作では 1000Hz と 5000Hzの
制御周期の差異による動作の違いは確認できるレベルでは存在しなかった。 一方、 スイング速度を速めた
600msec、 400msecの設定においては、 1000Hzの制御周期に設定した場合の関節角度軌道にオーバーシュー
ト が発生していることが確認された。 特に停止動作領域においてオーバシュート が生じ気味であることが分
かった。 反対に 5000Hzの制御周期では、 動作はダンピングが良く 効いており 、 停止領域におけるオーバー
シュート はほとんど見られなかった。
より 詳細に差異を確認するために、 スイング速度 400msecの際の実験について図 6.21 、 図 6.22 及び図
6.24 にロボッ ト 第４ 関節についての関節角度、 関節角速度、 関節角度誤差、 関節目標ト ルク、 関節目標角
加速度を示している。
図 6.21a 及び図 6.21b の比較をすると 、 1000Hzの場合には目標関節角度に対して実関節角度に最大５ 度
程度のオーバーシュート が生じていることが確認されるが、 5000Hzではほぼ外乱が無い区間で目標軌道に
追従していることが分かる。 1000Hzの制御周期における動作では、 停止時にオーバーシュート が発生し 、
次いでキックバックによるオーバーシュート が発生することで、 大きく 軌道から逸脱していることが示さ
れる。 図 6.22a 及び図 6.22b の比較でも同様の傾向があることが確認される。 図 6.24b に示す、 関節速度
誤差の初動区間にあたる１ 秒から 1.4秒の区間を拡大したグラフにおいて、 1000Hzの制御周期では初動に
遅れが生じていることが確認される。 図 6.24d は、 同区間における関節目標ト ルクを示すが、 同一の目標
関節軌道を与えられているにも関わらず、 出力ト ルクの立ち上がり に遅れが生じていることが示されてお
り 、 この立ち上がり の遅れがそのまま初動速度の遅れにつながっていると考えられる。 出力ト ルクの決定
において、 特に初動ト ルクの発生には目標関節角加速度を使用して計算される慣性力が支配的である。 図
6.24f は、 上記時間区間の各制御器で計算された目標関節角加速度軌道を示しているが、 確かに 1000Hzの
制御周期の場合に角加速度軌道の立ち上がり の遅れが生じていることが記録されている。 目標関節角加速
度は目標関節角度軌道から微分演算をロバスト にするためのロバスト 速度推定器 (C.1節) を用いてオンラ
インで算出されている。 この推定器はフィルタとしての性質を持つ。 フィルタパラメータは制御周期を考慮
して決定されるが、 フィルタ性能として制御周期の影響が強く 出る形となり 、 結果参照ト ルクの値の違いと
して影響していると考えられる。 図 6.23 にそれぞれの制御周期における推定器の周波数応答を示す。 この
ような微分演算のための速度推定器を２ 段用いることによる加速度計算の影響によって、 図 6.24e にも見ら
れる加速度推定値の外れ値が生じているため、 ト ルク制御のための関節角加速度のより ロバスト な演算手
法を適用することは次の課題となっている。
実験考察
以上のよう に制御周期の高速化によって、 同一パラメータにおいてト ルク制御による関節軌道の追従性
は向上し、 オーバシュート の低減による衝突時の撃力のある程度の緩和が期待されることが分かった。 しか
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(a) joint angle 1000Hz with 1000msec move
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(b) joint angle 5000Hz with 1000msec move
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(c) joint angle 1000Hz with 600msec move
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(e) joint angle 1000Hz with 400msec move
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(f) joint angle 5000Hz with 400msec move
図 6.20: Comparison of actual joint angle trajectory by 1000Hz and 5000Hz controller.
しながら 、 その差は小さく 、 パラメータの最適化・ 調整による向上分の方が大きい程度である。 特に粘性系
のパラメータの設定は実際の挙動に大きく 影響し、 実際の関節軸のコンディショ ンに見合ったパラメータの
同定が重要であると考えられる。
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図 6.21: Comparison of reference and actual joint angle on 400msec swing motion with 1000Hz and
5000Hz controller.
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図 6.22: Comparison of reference and actual joint velocity on 400msec swing motion with 1000Hz and
5000Hz controller.
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図 6.23: Bode plot of acceleration estimating filter with upsampler comparing 1000Hz, 5000Hz and general
acceleration.
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図 6.24: Comparison of joint velocity error, reference torque and reference joint acceleration on 400msec
swing motion with 1000Hz and 5000Hz controller. Figures on left side are full ranged graph. Figures on
right side are enlarged one from 1[sec] to 1.4[sec].
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6.2 脚型ロボッ ト による身体運動計画系の実験
5.9節にて述べた実時間歩行軌道生成器による身体運動計画系を用いて脚型ロボッ ト での歩行動作の検証
を行う 。
6.2.1 実験構成
本実験では脚型ロボッ ト L1(A.2節) を実験に使用した。 実験で得られたデータをグラフに示す際には、
表 6.3 に定義する各関節の名称の略称を用いる。
表 6.3: Abbreviates of each joints on L1.
CR Crotch joint on right leg
CL Crotch joint on left leg
KR Knee joint on right leg
KL Knee joint on left leg
AR Ankle joint on right leg
AL Ankle joint on left leg
L1で使用した上・ 中・ 下位システムそれぞれの構成は、 5.13節にて述べたライント ポロジ構成を使用し
ている。 基本的には 6.1節にて使用したものと同様の構成となっているが、 中間層制御システムは右脚と左
脚をそれぞれ制御分担するために２ ノ ード 構成となっている。
本研究においては、 上位層制御システムはロボッ ト の体外に配置し 、 EtherCAT ケーブルを引き延ばす
ことで体内の中間層制御システムに接続している。 また、 体内にブリ ッジ構成とした WiFiルーターを搭載
し 、 中間層制御システムの Ethernet接続は無線 LANによる接続となっている。 また、 搭載されているデ
バイスの詳細は表 6.4 の通り である。
5www.intersense.com/
6www.beckhoff.com/english.asp?ethercat/fb1111 fb1122 fb1130.htm
7www.vectornav.com/products/vn-100
8www.wacoh-tech.com/
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表 6.4: Configuration of L1 control system.
Upper Layer # of Nodes 1
CPU Intel Core i7-2700K CPU @ 3.50GHz 8threads
(Hyper-Threading enabled)
memory 8GB
OS Desktop Linux (Ubuntu14.04)
NIC 1 On board NIC, Realtek RTL8111 (for Ether-
CAT)
NIC 2 USB2.0 Ethernet Adapter 100Mbps, ASIX
AX88772 (for Ethernet)
IMU (USB Con-
nected)
1 (NavChip)5
Middle Layer # of Nodes 2
CPU ARM Cortex-A9 Multi-Core @ 800MHz on
Hardware Processing System (HPS) in FPGA
Memory 512MB×2 (DDR3)
OS Linux 3.8.0 (Xillinux, Ubuntu14.04)
EtherCAT slave 1 (FB1111-0140)6
EtherCAT bridge 1
active optical fiber
link port
2
IMU (USB Con-
nected)
1 (VN-100)7
Lower Layer # of Nodes 12
Hardware RMTP-02D
Sensor Shock detector 2 on foots
Six-Axis force sensor 2 on foots (WEF-
6A1000-80-40-RCXTi2)8
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6.2.2 歩行実験
実験概要
この実験では本研究で提案するシステムを搭載した脚型ロボッ ト L1が、 5.9節にて導入したオンライン
歩行生成器を用いて歩行動作が可能であることを実証することを目的とする。 ここでは、 まずシンプルな
歩行動作として前方への歩行及び後方への歩行を行う 。 この実験では歩行動作指令は、 操作者がジョ イス
ティッ クを用いて行っている。
歩行生成器のパラメータとして、 一歩当たり の時間を 400msec、 歩行軌道足部高さを 40mm、 最大前進
歩幅 200mmを設定している。 またこの実験では、 オンライン歩行生成器の動作検証であるため関節の制御
モード は関節角度サーボ制御としており 、 関節ト ルク指令は利用されていない。 さらに通常 hrpsysにて実
行される ZMP ト ラッキング制御や床反力制御を含むスタビライザーコンポーネント の処理については無効
とした。
結果
図 6.25 に実験時に撮影された動画から切り出した連続写真を示している。 図 6.26 には上位システムのオ
ンライン歩行生成器にて記録したログデータを示す。 また、 図 6.27 には中間層制御システムにて記録され
たログデータを示す。
図 6.26a と図 6.26b に、 X軸（ 前後方向） 及び Y軸（ 左右方向） についてのオンライン歩行生成器にて
生成された目標 ZMP軌道とその目標重心軌道を示している。 初期４ 歩分についてはその場での足踏み動作
が生成され、 その後 11歩分の前進歩行軌道が生成された。 続いて、 ３ 歩のその場での足踏み動作の生成の
後、 ６ 歩分の後進歩行軌道が生成された。 図中で 7.5秒付近及び 12.5秒付近で軌道が一度０ にリ セッ ト さ
れているのは、 歩行指令が停止され、 生成された歩行軌道が全て再生されたことを示す。 またその際、 実体
幹位置が０ 点へと復元し 、 初期姿勢と一致するよう に、 足位置との相対関係から推定された体幹位置をオ
フセッ ト として加算することで補正をかけている。
図 6.26c と図 6.26d には、 X、 Y軸それぞれについて体幹部を基準とした相対 ZMP目標位置、 及び両足
部に備え付けられた６ 軸力センササンプル値から計算される実 ZMP計測位置を示している。 実 ZMPは、
目標 ZMPに対して完全な追従には至っていないものの、 概ねの波形としては目標値と相関した波形が得ら
れている。 実験時の歩行速度やロボット の重量や慣性モーメント のモデルと実機の誤差、 ６ 軸力センサのノ
イズ等があることや、 本実験ではスタビライザによる ZMP補償のためのト ラッキング制御を切っているこ
とを考慮すると 、 5.9.3節にて述べた多リ ンクモデルベースでの ZMP誤差補償によって出力された重心軌
道が正しい歩行動作となっていることが分かる。
また、 実 ZMPは 7.5秒付近及び 12.5秒付近の歩行動作の停止領域で大きく 追従性が損なわれているが、
これは歩行指令の停止に対して即座に終端用の歩容を挿入するため、 停止のための重心軌道の猶予時間が
短く なり 、 結果予見制御によって生成される重心軌道が必ずしも安定であることが保証されないためであ
る。 これを回避するためには、 生成された重心軌道の終端時の安定度について評価を行い、 場合によっては
追加の歩容を生成するといった処理が必要になると考えられる。
図 6.27d のヨー軸や連続写真を見てもわかる通り 、 本実験では指令値として与えていないヨー軸まわり
の回転が生じている。 これは、 遊脚のスイングによって生じているヨー軸まわり の角運動量に対して、 支持
脚の接地面のヨー軸まわり 摩擦が不十分で滑り が生じているためである。 前述の通り 、 L1の足裏はアルミ
の加工面がむき出しであるため床面との摩擦係数が低い状態である。 また、 脚型ロボット の身体構成の都合
上、 遊脚のスイングによって生じる角運動量を打ち消すために、 他の自由関節によって角運動量の補償を行
う余地が無い。 理想的には足裏の摩擦係数を高め、 且つ遊脚スイングによる角運動量を打ち消せるだけの
補償用角運動量を生成可能な余剰自由関節を身体に備えることが望まれ、 将来的な課題となっている。
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図 6.25: Photographs of forward and backward walk experiment.
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(b) Y axis generated CoM and ZMP trajectory.
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図 6.26: Logged data of online walking motion experiment on upper layer system.
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図 6.27: Logged data of online walking motion experiment on middle layer system.
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図 6.28: Objects to be stamped during this experiment.
6.2.3 物体踏破実験
実験概要
次に、 オンラインでの歩行動作生成を活用した、 物体の踏破実験を行う 。 図 6.28 にこの実験で脚型ロボッ
ト に踏破させた物体の写真を示す。 ２ つの物体は全てアルミ 製で、 １ つは７ mmの DIN レール用部材、 も
う一つは 15mm角の Cチャンネル材である。
これらの物体を床に置き、 その上をロボッ ト に踏破させることでオンラインでの歩行動作生成の様子を
検証する。 L1では足部には特にゴム系素材は用いず、 アルミ の加工平面がそのまま地面に接する形となっ
ている。 そのため、 厚さ 7mmの板材でも片足で踏んだ際には線接触に近い状態となるため、 非常に不安定
となる。 その結果、 本来の軌道との誤差によって大きな反力が発生し、 体幹部の大きな傾きを生じさせる場
合がある。 5.9.4節にて導入した遊脚接地高修正制御は、 この反力を低減する制御であるが、 体幹の傾きは
残ったままとなり 、 体幹部に本来の軌道と異なる運動量が生じる原因となるため、 ２ 歩３ 歩と歩行を継続し
た先で転倒する恐れが生じる。 オンラインでの歩行生成器は体幹の傾きを検出し、 LIPMに基づいた最適な
重心軌道によって転倒を回避する制御である。
歩行途中で物体を踏むよう な位置に配置した上で、 L1に前方への歩行指令を出し 、 物体を踏んだ後の歩
行挙動について上位システムと中間層制御システムそれぞれで記録を取った。 歩行パラメータは前節と同
様、 一歩当たり 400msecの時間で最大 200mmの歩幅と 40mmの遊脚高さに設定されている。
なお、 留意事項として本実験では前節と同様に hrpsysに組み込まれているスタビライザーコンポーネン
ト による ZMP ト ラッキング制御や足裏反力制御による、 バランスフィ ード バック制御は行っていない。 上
位システムにおけるフィ ード バック要素としては、 IMUから受け取った姿勢情報による体幹基準姿勢の修
正、 傾き検出による歩行軌道修正、 足裏反力による遊脚接地高修正制御のみとなっている。 また、 動作に必
要な前方への歩行指令は操作者がジョ イスティッ クによって与えている。
結果
図 6.29 に実験時に撮影された動画から切り出した連続写真を、 図 6.30 に上位システムのオンライン歩行
生成器にて記録したログデータを示す。 また、 図 6.31 には中間層制御システムにて記録されたログデータ
を示す。
図 6.31d の IMUセンサロール角を見ると 、 図中 5.6秒付近から -3.7度程度と傾きが大きく なっているこ
とがわかる。 また、 ピッチ角についても同タイミ ングで後方に転倒する向きに傾きが大きく なっている。 こ
のステップは図 6.29 の 7⃝のタイミ ングに相当する。 図 6.30a と図 6.30b を見ると 、 その 5.6秒付近のタイ
ミ ングで目標 ZMP軌道の歩幅が大きく なり 、 横方向である y軸については-0.5m付近まで移動する歩行が
生成されている。 実 ZMPについても、 図 6.30c と図 6.30d を見ると 、 5.6秒以降に一度大きく 目標値から
実 ZMPが外れている。 その直前のステップで、 板材を踏んだことで姿勢が大きく 傾き、 結果次に出してい
た遊脚の着地時刻が目標時刻より大幅に早まったことがこの実 ZMPの乖離の原因であると考えられる。 そ
の次のステップ (6.0秒付近)では、 修正された歩行軌道によって目標値に近い位置まで修正されている。
なお 8.9秒以降に図 6.30a と図 6.30b の値が０ に飛んでいるのは、 歩行指令が停止され生成された歩行軌
道が全て再生し終わったタイミ ングで軌道のリ セッ ト がかかるためである。
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図 6.29: Photographs of online walking experiment.
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図 6.30: Logged data of online walking motion experiment on upper layer system.
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図 6.31: Logged data of online walking motion experiment on middle layer system.
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6.3 脚型ロボッ ト による即応的反射行動の統合実験
本節では、 身体運動計画系と即応的動作制御系の全てを統合した状態で実験を行うことで、 本研究が提案
する即応的反射行動アーキテクチャが目的とする、 外乱に対して物理的な作用によって衝撃緩和を行う柔軟
な身体運動とバランス保持のための身体運動計画を実現することを実証していく 。
6.3.1 ト ルク制御状態での立位バランス実験
実験概要
この実験では、 脚型ロボッ ト L1をト ルク制御モード で自立させ、 バランス状態について実験を行う 。 各
関節のト ルク制御について、 剛性制御を適用することで、 関節角度の指令値からの誤差に対して復元力が
働く よう に設定している。 この剛性パラメータについては、 表 6.5 に示す値を与えている。
表 6.5: Configuration of spring and dumping parameter.
Joint Name Spring Coefficient
[Nm/rad]
Dumping
Coefficient
[Nm/(rad/sec)]
CL/CR Yaw 1200 18
CL/CR Roll 1200 18
CL/CR Pitch 1200 18
KL/KR Pitch 1200 18
AL/AR Pitch 500 8
AL/AR Roll 500 8
上位層からは、 立位状態時にロボッ ト の自重を支持するために必要となる足裏反力が LIPMから出力さ
れており 、 その足裏反力を発生させるために必要となる各関節ト ルク値が、 上位層から中間層制御システム
へと目標ト ルク値として通信されている。 この目標ト ルク値は現在の姿勢や関節角度に合わせて常時変更
される。 また、 バランス保持のために IMUから得られる体幹姿勢の傾き情報を用いて、 体幹を水平に復元
するための姿勢変化を与えている。 スタビライザーコンポーネント による ZMP等の足裏力から重心軌道へ
のフィード バック制御は行っていない。 実験中に操作者が体幹部分を前後左右に押すことで姿勢を崩そう と
することでバランス状態を確認する。
実験結果
図 6.32 に実験中に撮影された動画から切り 出した連続写真を示す。 脚は操作者の外乱入力に対して、 な
じみつつバランスを維持することができた。 図 6.33 には上位層制御システムにて、 そして図 6.34 には中間
層制御システムにて取得されたログデータをそれぞれ示す。
図 6.33a には目標関節角度軌道が、 図 6.33b には計測された体幹姿勢の RPY角がそれぞれ示されてい
る。 動作指示としては直立するのみで他の動作指示は行っていないため、 能動的な関節軌道は生成されてい
ない。 しかし、 前述のように体幹姿勢の傾きに応じて、 姿勢を水平に復元する向きに関節角度指令値が修正
されるため、 図 6.33a に示すよう に、 RPY角の変化に合わせて、 関節角度の指令値も微小変化しているこ
とが分かる。
また、 図 6.33c と図 6.33d には、 目標 ZMP と計測された実 ZMPの腰リ ンク相対位置をそれぞれ X軸、
Y軸方向に分けて示している。 前述のよう に動作指令は無いため、 目標 ZMP軌道は０ を維持しているが、
操作者が加える外乱によって実 ZMPは前後左右に移動していることが分かる。 前後左右とも実 ZMP値が
0.1m付近まで移動しており 、 ロボッ ト の立幅が 0.2mであることを考えると 、 ほぼ片足にロボッ ト の自重
が負荷としてかかるレベルまで外乱入力を与えていることが分かる。 図 6.33e と図 6.33f に示す６ 軸力セン
サの出力より 、 足裏反力は外乱によって多少の変動はあるが、 接地状態は保たれていることが分かる。
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図 6.32: Photographs of standing by torque mode experiment.
次に図 6.34a 及び図 6.34b は、 上位層のオンライン歩行生成器内にて LIPMから計算される目標足裏力
から計算される各関節の目標ト ルクを示す。 このト ルク値は、 自重を支えるための足裏反力を発生させる
ためのト ルクであるが、 状態の姿勢変化と関節角度の変化を検知して適切な値をフィ ード バックしている。
また、 図 6.34c 及び図 6.34d は関節角度の指令値との誤差によって生じさせる弾性項ト ルク計算値である。
外乱による姿勢変化を復元する弾性項として機能し 、 脚の立位バランスを保持するためのト ルクを出力し
ていると考えられる。
図 6.34e 及び図 6.34f は、 上記のト ルク値を含めて参照ト ルク生成モジュールにて生成された正味の参照
関節ト ルク値となる。 この値にさらにアクチュエータモデルによる補償ト ルクを加えた値が、 ト ルクサーボ
制御の目標値として送られる。 正味ト ルク値は、 最も負荷の高い膝関節 (KL/KR)を見ると自重を支える足
裏反力発生ト ルクが支配的となっており 、 姿勢変化に合わせた弾性ト ルク項によって変位するという形に
なっている。
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図 6.33: Logged data of standing by torque mode experiment on upper layer system.
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図 6.34: Logged data of standing by torque mode experiment on middle layer system.
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図 6.35: Sequence photographs of balancing experiment on forward step.
6.3.2 フッ ト ステッ プ修正による不整路面歩行における転倒防止実験
実験概要
ジョ イスティッ クから小幅前進・ 並進歩行指令を入力し 、 20mm角のゴム棒と 15mm角のアルミ Cチャ
ンネル材によって構成される不整路面を横切るよう動作生成する。 この状態で足部が不整物体に乗るとバ
ランスが崩れて体幹姿勢に傾きが生じるが、 ZMP修正に基づく 転倒防止フッ ト ステップがオンラインで生
成されるため、 転倒を回避することが期待される。
また、 本実験ではト ルクスタビライザによる姿勢復元を利用するため、 不整路面に対する足部の接地性を向
上させるために、 足首の剛性パラメータについて表 6.5 に示す値に対して、 次の表 6.6のように 200[Nm/rad]
だけ低下させた。
表 6.6: Configuration of spring and dumping parameter.
Joint Name Spring Coefficient
[Nm/rad]
Dumping
Coefficient
[Nm/(rad/sec)]
CL/CR Yaw 1200 18
CL/CR Roll 1200 18
CL/CR Pitch 1200 18
KL/KR Pitch 1200 18
AL/AR Pitch 300 8
AL/AR Roll 300 8
前後方向転倒回避実験結果
図 6.35 に実験中フッ ト ステップ修正による転倒防止動作が起きた際の連続写真を示す。 また、 図 6.36 、
図 6.37 、 はそれぞれシステムにて計測されたデータを表示したものである。 各図中の 1⃝から 5⃝は、 それぞ
れ図 6.35 中の番号の瞬間と対応させている。
図中 1⃝及び 2⃝においては左右脚でそれぞれ角材を踏んでいるが、 姿勢安定化制御による出力ト ルクによっ
てバランスを保っている状態である。 この出力ト ルクは図 6.38b の y軸まわり に発生している 50Nm以上
のモーメント 指令値によって与えられている。 この出力ト ルクは、 図 6.37a に示す前後方向の計測 ZMPに
表れている、 支持脚期間の初期から中間あたり までにかけての計測 ZMPの大きな後方への移動に効果を発
揮し 、 これにより 後方への重心移動を抑制していると考えられる。
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(a) X axis Target CoM and ZMP Trajectory.
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図 6.36: Recorded data of Target CoM and ZMP trajectory. ZMP permissible region is the area a target
ZMP potentially be placed in.
図中 3⃝は姿勢安定化制御によるバランス補償が不十分で後方への転倒が始まった点となる。 図 6.38a に
示す IMUによる体幹部の姿勢推定の値から 、 3⃝のあたり で８ 度程度後方へ傾いたことが確認される。
図中 3⃝での姿勢の変化を受けて、 実時間歩行動作生成器は 1⃝から 3⃝にかけて前方へと移動させていた ZMP
目標軌道を 4⃝にて 0.1m程度後方へと修正し 、 合わせて左脚を 0.15mほど後方へ軌道修正していることが
図 6.36a 確認される。 さらに続けて 5⃝において ZMP軌道を 0.05m程度後方へ修正し 、 右脚軌道を左右脚
の前後位置がそろう程度に修正を与えている。 この段階で後方へと大きく 傾いた体幹姿勢は、 図 6.38a の 5⃝
に示されるよう に、 バランスを保っていた 1⃝及び 2⃝の点における値まで復帰していることが確認される。
また、 左右方向については図 6.37b のフット ステップ修正が発生している 4⃝から 5⃝にかけて、 接地タイミ
ングのずれ等の影響で計測 ZMP と目標 ZMPの乖離が大きく なっているが、 図 6.36b の目標重心軌道、 目
標脚軌道、 図 6.38a の体幹ロール角の値に表れるように、 ほとんど姿勢の崩れは発生しておらず、 適切に姿
勢安定化が働いていることが確認された。 5⃝の直後からややロール角度の増大が見られるが、 図 6.38b の
x軸まわり に発生している復元モーメント によって姿勢変化が抑え込まれていることが示されている。
以上から 、 姿勢安定化制御による不整路面に対する最適足裏反力の生成によるバランス修正と実時間歩
行動作生成系による転倒回避行動のための軌道修正について、 互いに機能することで効果的に歩行動作の
継続を実現できた。 なお、 歩行指令は常時前方への移動であるため、 理想的には後方への転倒がそもそも発
生しないよう に姿勢安定化制御や重心軌道が生成されるべきである。 この点については、 制御則の改善や
足部構造を靴底のよう な柔軟素材化する等の接地性の改善を図る必要があると考える。
6.3.3 遊脚外乱に対する緩和動作の定量的評価
実験概要
本実験では、 歩行中の脚に対する外乱に対して即応的反射行動アーキテクチャに基づいたなじみ動作に
よって外乱の緩和動作が機能することを実証するための定量的な評価として、 重量球を振り 子の原理を利
用して一定速度で衝突させた際の応答を計測する実験を行う 。 球は表 6.7 に示す、 硬質ゴム製のメディシン
ボールを使用した。 この球をロープで吊るし、 落差がおよそ 300mm以上となる位置から最下点にて遊脚の
膝下に備え付けられているクラッシャブルパーツに衝突させる。 この場合、 力学的エネルギーの保存則を用
いると衝突時の球の速度は 8.7[km/h]以上になると計算される。 実際にはロープの摩擦や質量等が無視で
きないため、 実衝突速度はこの８ 割程度の 5-7[km/h]程度になると推測される。 この速度は早歩き程度の
速度であり 、 歩行時に据え置かれた障害物と衝突した際の相対速度に近い実験条件になっていると言える。
衝突時の実速度は、 側方から撮影した動画を元に推定する。 撮影に使用したビデオカメラのフレームレー
ト は 30fpsである。
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図 6.37: Reference and Measured relative ZMP from body.
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図 6.38: Recorded data of optimized body balancing foot moment and body attitude.
ロボット は、 球の最下点にて歩行周期 400[msec]の足踏みを行わせる。 球はロボット の前方から後方へ向
かう方向に、 右脚の膝下部に衝突させるよう設定した。 ジョ イスティックからは、 足踏み指令のみを送信し、
移動指令は送信しない。 ただし 、 実時間重心軌道生成器におけるオンラインでの着地位置修正は有効であ
り 、 これによる並進移動は指令と無関係に自律的に行われる。
表 6.7: Specifications of the ball used in this experiment.
Diameter 0.270[m]
Weight 5.0[kg]
Material Hard rubber
実験結果
本実験を撮影した動画から切り出した連続写真を図 6.39 に示す。 図中 1から 13までの各図の対応する時
刻は、 以下に示すグラフ中で 1⃝から 13⃝の時刻に対応させた。 1⃝から 4⃝は、 球がロボッ ト の膝に衝突する直
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図 6.39: Sequence photographs of the hitting ball to the swing leg experiment.
前までを示しており 、 図中 5⃝のタイミ ングにてボールとロボッ ト の右遊脚膝部との間で衝突している。 5⃝
から 11⃝までは衝突過程をより 詳細に確認するために撮影された 30fpsの動画の毎フレームを抜き出してい
る。 12⃝は、 球が衝突した遊脚が支持脚に切り替わったタイミ ングを示す。 また、 13⃝は衝突後、 転倒等の問題
が発生せず、 正常に足踏み動作を終了したタイミ ングを示している。
5⃝にて衝突した球は、 次の 6⃝に示されるフレーム以降でほぼ停止状態になったため、 球はロボッ ト の膝
下との衝突によって、 1 フレーム以内の時間で衝撃を吸収して速度が０ になったと考えられる。 球の直径
が 270mm であることを基準に、 図 6.39 の 4⃝と 5⃝の比較から 、 衝突直前の球の速度を推定するとおよそ
5.8-7.3[km/h]の速度が出ていた計算となった（ 表 6.8 参照）。 この速度は落差から計算される想定衝突速
度 9.1-9.5[km/h]の 6-8割程度であり 、 実験概要にて述べた想定衝突速度と概ね一致する速度となっている。
上記速度で 5.0[kg]の球が衝突し、 １ フレーム内に停止したと仮定した場合、 膝下部が受ける平均外力は運
表 6.8: Measured values used to calculate the ball speed at the collision.
Travel length at one frame 54.0-67.5[mm]
Gap of fall 330-358[mm]
Time per frame 1/30[sec]
動量と力積の関係からおよそ 240-300[N]程度であったと推定される。
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図 6.40: Recorded data of Target CoM and ZMP trajectory on ball hitting experiment. ZMP permissible
region is the area a target ZMP potentially be placed in.
図 6.40a に前後方向の腰部相対目標 ZMP軌道及び計測された ZMP軌道を示す。 球が衝突した 5⃝から 12⃝
にかけて計測 ZMPが足部の ZMP許容領域後端を超える程度まで目標軌道から外れてしまっている。 この
影響によって図中５ 秒前後に ZMP軌道の修正が加わっており 、 これによって次のステップまでには目標
ZMP軌道に復帰し直したことが分かる。 また、 図 6.40b に左右方向の腰部相対目標 ZMP軌道及び計測さ
れた ZMP軌道を示す。 球が衝突した 5⃝から 12⃝にかけて、 及びその後の時間においても大きな軌道の誤差は
見られない。 以上より 、 球はロボッ ト の前方から衝突させたことを考慮すると 、 ロボッ ト の歩行生成系及
び姿勢安定化制御系は、 球の衝突による前後方向の誤差に対して歩行軌道修正を素早く 行う ことで対応し、
左右方向等の制御に影響を及ぼさなかったことが分かった。
図 6.41a 及び図 6.41b は足部 6軸力センサの衝突前後付近の出力を表示している。 4⃝から 5⃝にかけて右
脚に衝突していることが図 6.41b の x軸出力から判別可能となっている。 右脚の足部には球は直接接触は
していないが、 衝突時の衝撃加速度によって生じた足部慣性力が計測されたものと考えられる。 支持脚で
ある左脚側のセンサでは衝突から １ フレーム (33msec)後の 5⃝から 6⃝にかけて、 後方へ 150[N]程度の撃力
を計測しており 、 これはロボッ ト の体全体が後方へと傾いた運動を姿勢安定化制御によって復元させるた
めの左脚足部ト ルクによって生じた力であると考えられる。 実際に図 6.42b に示す姿勢安定化制御器にお
ける左脚の目標出力ト ルク値は 4⃝から 5⃝にかけて前方への－ 66[Nm]程度の復元ト ルクが出力されており 、
この出力が１ フレーム遅れでセンサに計測されていると考えられる。
また、 図 6.43 に示す右脚ピッチ軸周り関節の角度誤差を見ると 、 4⃝から 5⃝にかけて腰部ピッチ軸関節は
衝突の瞬間約 0.75度変位していることがグラフより 確認される。 膝部接触点と腰部ピッチ軸関節の距離は
約 485mmのため、 この 0.75度の緩和動作は接触点における約 6.3mm程度の変位に相当する。 衝突点と膝
関節は約 156mmと近いため、 腰部関節と比較すると外力によるモーメント が十分ではなく 、 膝関節での衝
撃緩和動作は起こらなかったと考えられる。 以上の関節動作による緩和に加えて、 直接計測はできていな
いがロボッ ト 体全体の変位による緩和効果も重畳して、 球の衝突による撃力を緩和していると言える。 こ
れは、 図 6.44 に示す IMUから推定された体幹部姿勢の軌道について、 衝突直後に前方に１ 度程度の急激
な傾きが生じていることから推測することが可能である。 重心周り にこの回転が生じたと仮定すると 、 ロ
ボッ ト 全体の傾きによる膝下部の変位はおよそ 8.5[mm]に相当する。 これは先ほどの腰部関節の衝突緩和
動作による変位量に相当する。 このことから 、 単純に衝突部位に関する関節のしなやかさによる衝突緩和
のみでなく 、 ロボッ ト の体全体で撃力に対してある程度受け流すことを想定することが重要であると言え
る。 本システムはこのロボッ ト の体全体での変位による衝突緩和によって生じるバランスの崩れに対して、
上位の身体運動最適化制御ループによって補償することで、 動作全体としての継続性を維持する。 この実
験では、 図 6.44a の 5⃝において生じた傾きを 、 次のステップである 12⃝以降で復元しており 、 これは上述の
図 6.42b に示された姿勢安定化制御の支持脚復元ト ルクの効果と図 6.40a に示した重心軌道の修正の効果
の複合的な作用によるものと考えられ、 本システムの制御的な頑健性を実証していると言える。
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図 6.41: Recorded data of foot forces by six-axis force sensor in ball hitting experiment. This graph shows
around the conflicting timing.
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図 6.42: Recorded data of optimized reference foot moment in ball hitting experiment.
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(a) Measured joint angle errors on right leg.
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図 6.43: Recorded data of right leg joint angle errors in ball hitting experiment.
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図 6.44: Recorded data of body attitudes by IMU in ball hitting experiment.
6.3.4 足払い外乱に対する緩和動作と転倒防止動作実験
実験概要
前節では歩行中のロボッ ト に対して球による定量的な外乱を与えたが、 本設ではより ランダムな外乱入
力への対応性を測るために人間がロボット に対して足払いを試みる実験を行う 。 これは歩行動作を行ってい
るロボット に対して、 外部から足払いとなる強制外乱を加えた際に、 ト ルクベース制御による関節の柔らか
い即応的反射行動による外乱の抑制、 並びに外乱抑制によって生じるバランスの崩れに対して身体運動計
画系における転倒回避動作の生成によって回避動作が成されるか確認を行う ものである。 歩行動作はジョ
イスティックから 、 その場での足踏み動作指令のみを送り 、 並進移動指令は送らない。 この足踏み状態のロ
ボット に対して、 実験者が外乱としてロボット の足部に足払い外乱を与え、 バランスを崩すことを試みるこ
とで挙動を確認する。 剛性パラメータについては 6.3.2節にて示した値と同値を用いた。
実験結果
図 6.45 に示す連続写真は、 実験中にロボッ ト の脚に足払い外乱を加えた際に実行された外乱抑制動作並
びに転倒回避動作の様子を示したものであり 、 全体の様子と足部を写した図の 2種を合わせて並べている。
また、 図 6.46 、 図 6.47 、 はその時間区間にそれぞれシステムにて計測されたデータを表示したものであ
る。 各図中の 1⃝から 9⃝は、 それぞれ図 6.45 中の番号の動画が撮影されたタイミ ングと対応させている。
図中 1⃝から 3⃝においてロボッ ト は左脚支持から右脚支持へと移行する動作を行っており 、 正常にバラン
スが維持されている状態である。 3⃝から 4⃝にかけて、 左遊脚足部に対して足払い外乱を加えており 、 その
結果、 図 6.48a に示す体幹姿勢のロール角度が −4度程度まで傾いていることが分かる。 ただ、 図 6.45 の
4⃝に写されているよう に、 遊脚は外乱に対して緩和動作によって後ろへと移動しており 、 これによって図
6.47 に示す計測 ZMP軌道は目標軌道から大きく 外れるという状態を回避していることが確認される。 実
際、 図 6.49 に示す足部に取り 付けた６ 軸力センサ出力値から計算された左右各脚の足部にかかる外力を見
ると 、 足払い外乱を加えられている 3⃝から 4⃝にかけて前後方向 (x軸方向)及び左右方向 (y軸方向)では最
大 54[N]の計測値であり 、 これらは支持脚時の歩行のために出力する値 100[N]程度と比較しても小さい値
であるため、 遊脚の衝撃緩和効果が十分に働いていることが示されている。 また上下方向 (z軸方向)では
下方へ最大 141[N]の外力が生じているという計測値を得ているが、 この外乱が上述の図 6.48a に示す体幹
姿勢のロール角度の傾きに表れていると考えれらる。
4⃝から 5⃝にかけて、 外乱を受けた左脚の目標軌道は修正され、 0.0196[m]ほど外側へと着地位置を修正し
ていることが、 図 6.46b の左脚軌道の記録から分かる。 遊脚の着地位置は、 足部軌道の速度が過大となら
ないよう 、 着地までの残り時間によって制限されるため、 この時点での着地位置ではバランスの崩れの修正
は不完全であったと考えられる。 そのため、 5⃝から 6⃝にかけて、 右脚を内側に寄せ、 さらに次の 6⃝から 7⃝
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図 6.45: Sequence photographs of foot disturbance experiment.
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(a) X axis Target CoM and ZMP Trajectory.
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(b) Y axis Target CoM and ZMP Trajectory.
図 6.46: Recorded data of Target CoM and ZMP trajectory on foot disturbance experiment. ZMP
permissible region is the area a target ZMP potentially be placed in.
にかけて左脚を大きく 外側に 0.147[m]ほどフッ ト ステップを生成することでバランスの修正が行われたこ
とが分かる。 7⃝から 9⃝にかけて、 左へ大きく 移動した重心の減速フェーズとして働いていると考えられる。
前後方向については、 図 6.46a の ZMP軌道に示される様に大きな着地位置修正は発生しなかった。 また、
図 6.47b に示す姿勢安定化のための足裏反力について、 特に前後の運動に関係するピッチ軸まわり のｙ 軸
モーメント 値は 50Nm未満と低い値で実行されている。 同様に図 6.47a に示される前後方向についての計
測 ZMPも大きな乱れは確認されない。 このことから 、 足部に加えた外乱に対して即応的反射行動によって
緩和動作が実現されたことによって、 前後方向の外乱入力は打ち消すことができたと考えられる。 特に脚の
関節自由度の配置の都合上、 足部前後方向は腰、 膝、 踵の３ 軸の緩和動作によってそれぞれで吸収できるた
め効果が高かったと考えられる。 左右方向については、 膝関節の自由度が利用できない点で不利であると考
えられるため、 腰関節のロール軸まわり 剛性パラメータを柔らかく する方向で調整代があると言える。
以上の動作から 、 外乱に対してなじむことで入力を緩和する即応的応答行動が機能していること、 及びな
じみ動作によって本来の歩行動作軌道から外れた位置に着地したことや、 十分に緩和しきれなかった外乱に
よって生じるバランスの崩れに対して、 実時間での転倒回避歩行動作生成によるバランス修正機能がお互
いに正しく 機能することが確認された。
また、 本実験では遊脚期間と支持脚期間で関節剛性パラメータは変更していないが、 遊脚期間中はつまづ
きのよう な外乱に対しての緩和動作の効果を大きく するために、 剛性パラメータを動的に低減するといっ
たことが考えられる。
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図 6.47: Reference and Measured relative ZMP from body on foot disturbance experiment.
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(a) Recorded data of body attitude roll and pitch from
IMU.
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図 6.48: Optimized body balancing foot moment and body attitude on foot disturbance experiment.
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(a) Measured data of Six-axis force sensor on the left
foot.
2 2.5 3 3.5 4 4.5 5 5.5
[N
]
-200
-100
0
100
200 Measured Left Foot Force
x
y
time[sec]
2 2.5 3 3.5 4 4.5 5 5.5
[N
]
-800
-600
-400
-200
0
200
z
(b) Measured data of Six-axis force sensor on the right
foot.
図 6.49: Measured foot force on foot disturbance experiment.
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6.4 本章のまとめ
本章では、 本研究にて提案する即応的反射行動アーキテクチャ分散型制御システムの構成方法に則った実
ロボッ ト におけるシステムを構成し 、 その動作実験によって実証を行った。
腕型ロボッ ト の A0-B specにて、 スイング動作を行う ことで中間層制御システムにて実行されるト ルク
制御をベースとした即応的動作制御系の応答性検証を行い、 物体との衝突時に生じる衝撃外乱に対して、 な
じみ動作として応答が可能であるか確認を行った。 この実験では、 ３ パターンのスイング速度にて実験を行
い、 低速から高速まで広い速度レンジにおいて、 外乱となる実験者の手との衝突に対して、 柔軟になじむ挙
動を示した。 逆動力学計算とアクチュエータモデルによる関節ト ルク補償演算によって、 動作に必要最低限
の出力ト ルクを実現できていることを実証した。 高速な動作領域での衝突においても、 衝突物体や自身の
構成部品の破損を生じない接触ができる可能性を示した。
また、 外乱検出のために、 衝撃センサ、 ６ 軸力センサの２ 種のセンサを活用する方法と、 動力学モデルか
ら計算される運動量積算地の誤差値から評価される外乱検出手法をそれぞれ比較し 、 外乱検出性について
考察を行った。 高速域での衝突には衝撃センサ、 低速域での衝突には動力学モデル、 エンド エフェクタとの
衝突時には６ 軸力センサとそれぞれで使い分けることで、 広い速度レンジや接触場所について対応が可能
となることを示した。 これらはシステムの分散化によって特に高速な周期でのサンプリ ングと演算を行う
ノ ード を別途システム内に組み込むことが可能になったことが貢献として大きく 、 今後のロボット 展開にお
いて重要な機能の一つとなる。 また、 検出精度を向上させるためには、 パラメータの同定手法を適用する必
要があることについても触れ、 今後のロボッ ト の構造設計の指針を与える結果でもある。
さらにサーボ制御の演算周期について 1000Hz と 5000Hzで比較を行い、 制御周期の高速化によって逆動
力学演算によって生成するト ルク軌道による、 目標関節角度軌道への追従性能が向上することが確認された。
次に脚型ロボッ ト を用いて、 身体運動計画系と即応的動作制御系の２ つによる即応的反射行動アーキテ
クチャによって従来のシステムで行われていた歩行動作を含めて、 基本制御システムとして実現可能である
ことを検証した。 オンライン歩行生成器から生成された関節角度軌道によって、 平面床上において歩行動作
が可能であることを実験により実証した。 この実験では、 実機とモデルとの誤差によって生じるバランスの
不安定化を補償する安定化制御を無効化して実現しており 、 オンライン歩行生成器のフィ ード フォワード
な ZMP補償手法の有効性を確認した。 また、 7mmから 15mm厚程度の物体の上を踏破する実験を行い、
IMUから取得される姿勢角の傾きから 、 転倒を回避する歩行軌道をオンラインで生成し 、 実行することが
可能であることを実験によって示した。 このオンライン歩行生成器と即応的動作制御系による関節ト ルク・
関節剛性制御及びト ルクベーススタビライザを有効化することで、 外乱吸収効果の検証、 及びオンライン
歩行生成による計画軌道との差異補償の効果が両立した状態で機能することの実証を行った。 足払いといっ
た強い外乱に対しても、 衝撃の緩和と転倒回避行動を両立可能であることが実験によって確認され、 本研究
にて構成した即応的反射行動アーキテクチャの有効性を実証した。
第7章
結論
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7.1 本研究の結論
本研究は、 ヒューマノ イド ロボット が実環境下において継続的に作業を行うための制御システムプラット
フォームの開発を目的として、 高速応答可能なロボット のための体内分散通信制御システムの構成方法につ
いて考案し、 実ロボット の制御システムとして設計・ 実装することでその実証を行ったものである。 ヒュー
マノ イド ロボット が実環境下において作業を行う際の問題として、 転倒や衝突による機構破損や、 振動・ 衝
撃・ 熱・ 電磁ノ イズ等の影響によるシステム障害といったハード ウェアが持つ脆弱性によって持続的な行動
が困難となる事例があることを述べた。 また、 ヒューマノ イド ロボット の継続的な開発において、 システム
の動作状態やセンサからの知覚情報がすべて参照可能な状態で記録されることが重要である。
第 2章 「 高速応答行動を可能とする体内分散通信制御系の設計要件と評価項目」 ではヒューマノ イド ロ
ボット の分散型制御システムについて一般的な枠組みについて述べた。 ヒューマノ イド ロボット ではその身
体構造に収まるシステムパッケージとして独立した状態で完結する必要があるため、 既存のシステムパッ
ケージの流用では持続的な動作を行う上で支障が生じるという課題を明らかにした。 上述の目的を達成す
るために性能・ 信頼性・ 設計/運用・ 展開・ テスト の５ カテゴリ について 15項目にわたるシステム設計要
件・ 評価項目を定義した。 また、 5.4節では従来システムにおける問題点について致命的問題・ 機能制約問
題・ 開発効率問題の３ カテゴリ について整理を行い、 上記評価項目について評価を行い、 制御システムの開
発のための指針とヒューマノ イド ロボッ ト 特有の制約を得た。
機構の破損を防止する関節の柔らかいト ルク制御を導入する上で、 現在の一般的な制御周期 1kHzより も
高速化することが効果的であることを示し、 目標制御周期として 5kHzを掲げた。 また、 制御周期の高速化
においてジッタの低減が問題となることについて触れ、 制御プログラム実行機構と通信系が 5kHz（ 200µsec）
周期の 10%である 20µsec程度に抑えることが望ましいことを示した。 システムの分散化においてノ ード 間
の通信系構成は、 通信品質の決定において重要となることを論じた上で、 実時間性能を最重要特性として、
これを実現する通信モデルの設計について述べた。
次に示すのは本研究の提案する制御システムを構成する３ つの主要要素となる。
1. 実時間プロセッ サによる分散モータ制御モジュール　（ 第 3章）
2. マルチプロト コル対応分散ノ ード間低遅延通信系 （ 第 4章）
3. 即応的反射行動アーキテクチャに基づいた実行系システム　（ 第 5章）
これらの要点について、 以下に順に述べていく 。
7.1.1 実時間プロセッ サによる分散モータ制御モジュール
実時間プロセッ サによるモータサーボ制御
D-RMTPの低遅延実時間実行機構による高周期低ジッタサーボ演算システムを構成した。 さらに D-RMTP
20mm SiP基板を主MPU として搭載可能な大出力モータド ライバ RMTP-02D基板の開発を行った。 ス
レッ ド 切替時のコンテキスト スイッチによるオーバヘッ ド を削減する D-RMTPのコンテキスト キャッシュ
機構と論理コア内に埋め込まれたハード ウェアタイマ割込みによる起床機構を活用した Responsive Taskに
よって 5kHzの制御周期で 1µsec以下のジッタ性能を持ったサーボ制御系を構成することが可能となった。
また、 RMTP-02D基板と D-RMTP を用いた単軸試験機でのステップ応答実験によって、 制御周期の高速
化及び実時間実行機構による低ジッタ化による制御性能の向上を実証した。
専用ハードウェアロジッ クとセンサデバイス
各種センサデバイスをインターフェース種別に依存しない形でネッ ト ワーク内に統合するために FPGA
内のハード ウェアロジックレベルで実装されたデバイスド ライバを組み込んだ。 カスタムセンサデバイスと
して小型衝撃検出基板も開発され、 力センサと組み合わせて使用することでより 高感度な衝突検知を可能
としている。 これらのセンサデータは低遅延体内通信系によって分散共有メモリ を介してシステム内のど
のノ ード からもアクセスすることが可能となっており 、 専用ハード ウェアロジックで処理されるためデータ
取得遅延は 100µsec以内で完了する。 モータド ライバも同様にハード ウェアロジックレベルで電流制御器・
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ベクト ル制御器が構成されており 、 小規模なモータ制御モジュールレベルで高精度なブラシレス DCモータ
のサーボ制御を行っている。
耐ノ イズ信号系
大出力モータド ライバでは、 スイッチングに伴う電磁ノ イズによって電源系統に大きなノ イズが重畳され
る。 それらはグラウンド パターンや電磁輻射によって信号系統に同相ノ イズとして影響を与えており 、 さ
らに分散配置されたノ ード 間を接続するケーブルを介して全身にノ イズが伝播していた。 これらは通信エ
ラーやセンサノ イズといった問題を引き起こしていたが、 通信系の光メディア化や電源系へのコモンモード
フィ ルタの配置、 センサデバイスのアイソレーショ ンを行う ことで対策を行った。
7.1.2 マルチプロト コル対応分散ノ ード間低遅延通信系
従来のヒューマノ イド ロボット にて用いられてきた既存の通信系では実時間性能や耐環境性能、 システム
構成の柔軟性、 パッケージサイズといったヒューマノ イド ロボット 特有の要求項目を満足する構成が採れな
かったことを論じた。 第 4章「 マルチプロト コル対応多ノ ード間低遅延体内分散通信系の開発」 にてこれ
らの課題を解決するための独自の分散システム用通信系を提案した。 また、 第 5章では階層化した分散型
制御システムのサブシステム間通信について、 その実時間通信の実現方法についても論じている。 これら
の構成方法について以下に要点をまとめる。
同期形態と接続形態に着目した通信モデルとプロト コル設計
ロボット の制御システムで用いられる通信方式について、 アクチュエータ等へのコマンド に使用する通信
とセンサからのデータを収集するための通信では要求される性能が異なる点について言及し 、 低遅延で１
対１ での同期通信に対応する通信モデルとして RPC型通信モデルを採用することを述べた。 また、 非同期
通信で多ノ ード 間での多種データの通信に対応するための通信モデルとしてデータスト リ ーム型通信モデ
ルを使用することで演算性能に制約のある組込み制御システムにおいても効率的に分散型制御システムを
構成可能となることを論じた。
これらの通信モデルを小規模なデバイスで実現するためにプロト コル処理を省力化し 、 代わり に FPGA
を用いたハード ウェアロジックでの実装が可能な規模とすることで、 大幅な低遅延通信処理を実現すること
を提案した。
RPC型通信モデルは Light RPCプロト コルとして、 固定長軽量のパケット でリ ング型論理ト ポロジ構成
を採用した。 これは低遅延性能について Deterministic となるよう な構成方法であり 、 他の実時間通信規格
でも用いられる手法であるが、 通信によって呼び出されるプロシージャ部をプロト コル処理部と同様に専用
の FPGAハード ウェアロジックとして実装したことで、 同期処理ながら優れた低遅延性能を達成すること
を示している。
また、 データスト リ ーム通信モデルとして、 分散共有メモリ プロト コルを採用した。 これは、 分散共有メ
モリ をバッファ長１ の非同期バッファとして利用する形態であり 、 アド レスサイズによって扱う ことが可能
なデータ種別を管理できる点を評価したものである。 さらに分散共有メモリ はアプリ ケーショ ンレベルで
は、 パブリ ッシュサブスクライブ型通信を行うためのベースプロト コルとして使用することが可能であり 、
これによって多対多での多種データスト リ ームを 5kHZ以上の制御周期に間に合う実時間性能で達成可能
であることを示した。
体内通信系の通信品質向上
通信系の耐ノ イズ性能とノ ード 間絶縁化のための根本的な解決方法として、 物理メディ ア層の光通信化
が最も効果的な手法であることについて述べ、 それらを組み込み系の省資源デバイスでも活用するための
実装として光アクティブ型コネクタを採用した。 また、 光通信化によって最大データレート の大幅な向上も
同時に可能となることから 、 高速ト ランシーバの採用を合わせて行う ことで、 体内通信系の通信品質が大
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幅に改善されることを示した。 通信品質の改善は従来エラー訂正符号処理や冗長符号化によるデータ長の
拡大によって生じていた通信遅延をノ ード 間あたり 10分の１ 以下まで低減することを可能とした。
また、 MAC層でにおいては優先度付き並列キューによるデータフロー制御を行う ことで、 通信プロト コ
ルが要求する実時間性能に応じた遅延性能を提供することが可能となり 、 小規模な組込みデバイスにて複数
の実時間プロト コル通信に対応させることを可能とした。
サブシステム間通信モデル
身体運動の実行系と計画系では、 要求される実時間性能と演算性能が異なる点について触れ、 これらの差
異を解決するための一手法として分散型制御システムが有ることを論じた。 分散化における課題として、 各
サブシステム間で授受する入出力データの通信について、 制御周期に応じた実時間性能が要求されることを
述べた。 また、 汎用システムにおいて実時間通信系を組み込む手法はヒューマノ イド ロボット 特有の制約を
考慮すると選択肢が限定的であり 、 目的である継続的な活動を達成するには不十分であったことを示した。
本研究では、 汎用システム上のサブシステムとの通信には産業用 Ethernet規格である EtherCATを利用
することで上位層ハード ウェア構成の汎用化を行った。 また、 EtherCATと光通信系はブリ ッジによって接
続されることで相互通信が可能であり 、 インターフェースの汎用化とヒューマノ イド ロボッ ト 特有の制約
への適合を両立している。 また、 制御系データの EtherCAT と光通信系による実時間通信と並列して、 ロ
ボット 用ミ ド ルウェアを活用した非実時間のオブジェクト 指向通信を利用することで、 体内制御系へのデー
タアクセス性や実時間通信系の帯域余裕の確保に効果のある構成とした。
既存のヒューマノ イド ロボッ ト に組み込む上で、 上位層制御システム側のインターフェース処理と新規
に採用する通信システムが互換性を有すると開発が省力化できるため都合がよい。 中間層制御システムを
導入する上で、 通信パケッ ト のデータフローが下位層の通信系へとそのままブリ ッジを介してパスするこ
とで透過性を持たせることが可能となり 、 上位層側からは統一的に下位層の制御を行う ことが可能である。
この性質は、 制御システムを上位層と中間層でお互いにバックアップする際にも効果を発揮するため、 シス
テムの冗長性を高める要素となっている。
7.1.3 即応的反射行動アーキテクチャに基づいた実行系システム
物体との衝突による衝撃の緩和策として、 関節のサーボ制御則を生体における関節のよう に外乱に対し
て柔軟な動作となるト ルク制御則を適用し 、 即応的な応答となる反射系を構成することが方針の一つとな
ることを述べた。 また、 衝撃緩和によって生じる本来の計画軌道からのずれに対して、 目的タスクの達成
を実現するための適切な修正計画軌道を即座に与えられることで、 頑健な身体実行系となることも合わせ
て述べた。 これらを実現するための制御システム構成として即応的反射行動アーキテクチャについて論じ 、
その基本構成として制御の最短ループ経路と最適ループ経路を組み合わせることを述べた。 以下にその構
成要素についてまとめる。
実時間性能に応じた実行系の階層化、 制御フローの多重化
フィード バックループの遅延時間の最短化を目指す即応制御システムと、 最適な動作軌道生成を行う身体
動作計画系について、 要求される実時間性能と演算性能が異なるため、 分散型制御システムとして階層化
したサブシステムとしてそれぞれ構成することを述べた。 上位制御システムでは演算性能を活かして、 現
在の状態から最適身体動作軌道をオンラインで計算することで、 ロボッ ト のハード ウェア本体が本来の計
画軌道と異なる動作が実現されてしまった場合にも対応する。 一方、 中間層制御システムとして構成され
る即応制御システムでは、 低遅延通信系を活用して関節ト ルク制御則を高精度で実現するのに必要となる
5kHz以上の制御周期での制御指令とセンサデータの通信を実現することで最短でのフィ ード バックを達成
している。 上位層で計算された最適身体動作軌道は、 中間層制御システムにおいて計算ト ルク法による動
力学演算によって、 目標関節ト ルク指令値へと変換することによって最適ループ経路と最短ループ経路の制
御フローを統合することを可能としている。
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動力学を考慮した関節ト ルク制御則の適用
ベースとなるサーボ制御則をト ルク制御化することで、 外乱に対して物理的な作用によって高い応答性
で緩和的動作が実現される。 関節が有する機械的な弾性は、 本研究で使用するロボット においてはほぼ無視
できる程度であるため、 制御則による弾性特性を模擬する必要がある。 また、 減速機の粘性摩擦の影響や
ロータ慣性の存在によって実関節ト ルクとアクチュエータの出力ト ルクの間に非線形な関係が生じてしま
う 。 これらのアクチュエータの動特性を数理モデルで表現し、 ロボット の身体本体の慣性力等の動力学モデ
ルと統合して必要なモータ出力ト ルクを計算することで、 目標軌道への追従を実現する。 また、 各モータ
制御モジュールにハード ウェアロジックとして実装された関節ト ルク推定器が出力する推定値を利用した
フィ ード バックループを構成することで、 ２ 自由度制御系としてサーボ演算を構成した。
オンライン動作生成器による動作軌道再生成
上位層制御システムにて実行される身体運動の計画系において、 ロボッ ト が外乱やト ルク制御則の適用
によって生じる本来の計画軌道からのずれにたいして修正軌道を即座に計算し直すことが要求される。 こ
のオンライン動作生成器では、 下位制御層から上がってく る身体知覚情報であるセンサデータ、 ロボット 状
態情報について、 最適化演算によって次の制御フレームでの目標動作軌道を与える。 本研究では転倒を防ぐ
ためのオンライン歩行動作生成器をシステムに組込み、 各サンプリ ングフレームについて、 最適な歩行軌
道を逐次的に生成することで転倒を防止する。 この歩行動作生成器は LIPMの最適レギュレータについて
の陽解を用いることで、 数歩分の制御サイクル長について実時間で演算することが可能とするアルゴリ ズ
ムを採用した。 以上の構成によって脚が外乱について緩和動作を行いながらも、 高速に転倒を回避する歩行
動作を継続することで、 実環境下のよう な未知物体の上を踏破する状況においても転倒を回避することが
可能となっている。
7.1.4 本研究の意義
本研究は既存のインターフェース規格によってその構成方法に制約が生じていた従前の制御システムに
ついて、 ヒューマノ イド ロボッ ト におけるト ータルパッケージを考慮した設計要件を定義し 、 システムの
ハード ウェア構成・ ソフト ウェア構成の両側面から論じたものである。 光通信化による高い通信品質とマル
チプロト コル対応な低遅延通信機構を有する独自のモータ制御モジュールを開発することで、 この設計要
件に沿った階層化された分散型制御システムのデザインを実現することが可能となり 、 従来のシステム構成
が構造的に抱える信頼性に関連した致命的な問題について改善できることを示した。 また、 即応的反射行
動アーキテクチャに基づいたト ルク制御ベースによる高速応答行動を可能とすることで衝撃外乱に対して
物理的な作用による柔らかい緩和動作を実現しつつ、 オンライン動作計画器によってタスクの継続も合わ
せて継続させることを提案した。 これらは、 既存のヒューマノ イド ロボット の制御システムと置換する形で
設計・ 実装を行う ことで、 本研究で提案したシステム構成の有用性について実証を行っている。
新規に開発を行った制御システムであるが、 過去に蓄積されてきたシステムの資産については互換性を
維持する形で接続や内包することが可能であるため有用性が非常に高いと言える。 実環境下での運用を意
識した構成であるため、 従来は限定的であった屋外でのヒューマノ イド ロボット の実験・ 活用をさらに促進
させることができると考えており 、 ヒューマノ イド ロボッ ト 応用において波及効果は高いと言える。
7.2 今後の展開
本研究で述べた分散型制御システムの構成方法によって、 予測されていない衝突や転倒の危険のある実
環境下においても頑健で継続的に作業を続けられるヒューマノ イド ロボット の実現に向かえると考える。 特
に、 これまでは必要な制御システムのハード ウェアを体内に全て搭載するために大型化していたヒューマノ
イド ロボッ ト の身体について、 大幅に小型化を実現することが期待される。
しかし 、 現実に実環境下のあらゆる事象について作業を継続できる頑健性を得るには、 まだ多く の課題
と改善点を残していると考える。 まず、 本研究で対象とした身体運動計画処理は歩行動作のみとなってい
るが、 実際には必要となるオンライン動作生成器はこの一つには収まらない。 腕を持つ場合にはマニピュ
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レーショ ンの計画系を持つことになり 、 これも同様のオンライン動作計画処理について実現する必要があ
る。 特に、 本研究の歩行動作計画器は転倒の回避を最優先とした最適化を行う ため、 場合によってはマニ
ピュレーショ ンタスクの失敗につながる歩行動作となる可能性がある。 マニピュレーショ ンタスクを継続し
つつ、 転倒を回避するために、 例えば余剰マニピュレータによって手すり等につかまれる場合にはつかまる
といった、 多点接触問題のオンラインでの最適化を実現するといった方法が考えられている。 また、 歩行動
作計画を LIPMではなく 、 角運動量やフッ ト ト ルクの存在をモデルに落とし込んで最適化することで、 踏
み出しを行うことなく 転倒を堪えるという 、 より 人間らしい転倒回避方法をとることも同様に考えられてい
る。 このように転倒回避だけでも、 採り 得る行動パターンは複数存在し、 それらについて最適行動指針の評
価、 最適軌道の計算を実時間で実行するためには、 多く の獲得すべき技術的蓄積が残っていることが明らか
である。 また、 身体運動計画系は下位層から得られる知覚情報のみによってその動作が決定されていたが、
実際にはさらに上位に位置する認識系の結果を同様に知覚情報として最適計算の入力に組み込む必要があ
る。 些細な課題であるが、 生成された関節角度軌道から関節ト ルク参照値の計算に必要となる関節角加速
度のロバスト な演算手法についても必要とされる所である。 単純な差分計算手法では非連続で外れ値も生
じ得ることは一般に良く 知られており 、 本研究でも付録にてまとめているロバスト な速度推定手法等も適用
して加速度演算を行ったがまだ完全な値を得るに至っていない。 ローパスフィルタのような遅延の生じる手
法も適用は不可であり 、 本システムに適した速度推定手法の研究も必要であると考える。
また、 本研究で実証した最大の制御システム構成は脚型に留まるが、 実際には上半身の制御系を含めたシ
ステムに拡張する必要がある。 本論で述べたように、 本システムは拡張性に優れた構成であり 、 単純にノ ー
ド 数を拡大するのみであれば問題が無いと考える。 もしノ ード 数の増大によって通信系の遅延性能の悪化
が見られる場合には、 通信系自体を複数のサブネッ ト で構成できるよう に拡張する必要が生じると考えて
いる。 例えば、 上半身と下半身で同一のネット ワークとして扱う要求は低いと考えることができるため、 そ
の間にネット ワークブリ ッジを設けることでサブネット に分割し、 ブリ ッジパケット 以外はサブネット 内で
完結させることで、 データフローを抑制し 、 通信系の遅延の増大を阻止することは可能であると考える。
通信系に関しては冗長化による信頼性の拡大も課題であると言える。 光通信化によって、 電磁ノ イズに対
して大幅に耐性が向上したが、 ケーブルの物理的な寸断等で通信が不可能となるリ スクは依然として存在
する。 根本的な解決方法としては通信経路の冗長化であり 、 経路が多重化されることで上記リ スクは低減さ
れる。 冗長化によるネッ ト ワーク構成方法の複雑化については、 1） 航空機等で見られる独立した並行通信
経路による多重化、 ２ ） Responsive Linkで見られる冗長テーブルによるパケッ ト ルーティ ング機構のネッ
ト ワーク層への適用、 等が考えられている。 これらは、 開発コスト や通信系の構成に要求されるハード ウェ
ア資源の拡大につながるため、 研究レベルでの適用にはまだ日数がかかると思われるが、 研究レベルでは
現状の信頼性で十分実環境下での運用は可能であるため、 現状においては解決優先度は低いと考える。 同
様に物理層における FECの適用も研究レベルにおいては必要性が低いが、 将来的に FPGA内に構成可能
なゲート 数規模のコスト パフォーマンスが高まった場合には適用対象となる。
また、 本研究では動力学を考慮したト ルク制御系を構成したが、 必要となるパラメータは公称値と一部
計測実値を用いたため、 実際の制御性能は本来期待される数値以下となっている。 このパラメータが真値
に近づく ことでより 柔らかい制御が可能になると考えるのは自然であり 、 このための推定手法については
古く から数多く の研究が成されている。 特にオンラインでのパラメータ同定手法を適用することで、 時々
刻々変化する関節の粘性摩擦係数や足裏の摩擦係数等をより 正確に制御演算に組み込むことが可能となり 、
目標とする継続的な作業の実現により 近づく と考える。 また、 本論で採り 上げた衝突検知アルゴリ ズムに
ついてもより 精度が高まると考えられるため、 力センサや衝撃センサと統合することで正確な衝突検知機
構が達成される。 これらのオンラインでの同定結果は通信系を介してログデータとして収集することが可
能であり 、 近年活発に応用が進んでいるディ ープラーニング等の学習手法との統合にも適用が期待される。
また、 本研究にて使用したアクチュエータモデルは軸弾性を考慮していないことによる誤差が存在する。 実
装においては軸を完全な剛体と仮定しているが、 現実には特に減速機に弾性が存在することで、 モータ軸
出力と関節軸出力角度との間に軸ト ルクに応じた誤差が生じているとモデル化するのが正確である。 この
モデルを制御システムに組み込むには、 関節出力軸角度を測定するためのエンコーダ等を搭載することが
必要となると考える。 次期ロボット の開発においては、 関節出力軸角度の測定用の精度を持ったエンコーダ
が搭載され始めているため、 それを利用した制御系へと発展させる予定である。
最後に、 本研究では対象外であったがロボット の身体機構本体についても、 実環境適用において改善点が
多い領域であると考える。 従来のヒューマノ イド ロボッ ト の構成では、 転倒しない・ 物体と衝突しないこ
とを前提とした作り であり 、 制御システムのマウント 方法や保護方法は簡易な構成となっている場合も見
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られた。 しかし 、 本質的にヒューマノ イド ロボッ ト では転倒や衝突は避けられないものであり 、 これらを
前提とした制御システムの保護方法を機構として採用するのが望ましい。 また、 本研究で提案した即応的
反射行動アーキテクチャでは、 脚や腕は外乱に対してなじむ動作が基本となった。 これは人間を含む生物
についても同様と考えられる。 しかし 、 現状のロボッ ト のよう に外装が固い素材であったり 、 構成部品が
むき出しの状態ではエンド エフェクタ以外の部分でのなじみ動作は、 自機部品や接触対象物に傷や破損を
与えてしまう結果となることが予想される。 そのため、 全身を柔らかい外装素材で覆う ことが重要である。
本研究で提案した制御システムでは、 システムを構成するデバイス類のパッケージサイズを小型化する効
果があるため、 それに合わせてロボット の主要骨格も細形化することで、 人間に近いプロポーショ ンで柔ら
かいロボッ ト を構成することを期待している。
付 録A
ロボッ ト 諸元
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図 A.1: Front View of A0-B spec CAD Model.
A.1 A0-B spec
大出力モータド ライバを用いた６ 自由度ロボッ ト アームの構成。
A0-B specは浦田らが開発した大出力脚型ロボット HRP3L-JSK[50]の技術をベースに、 等身大型ヒュー
マノ イド ロボッ ト として開発された STARO[96]の腕部分のみを使用したロボッ ト である。 主なスペックは
表 A.1 に示す。 オリ ジナルでは８ 自由度構成であったが、 本研究においては演算の簡略化のために６ 自由
度構成として使用している。 また、 図 A.1 、 図 A.2 と図 A.3 に CADモデルによる外観を示す。 分散制御
基板は全て、 腕外に搭載されており 、 モータとの間の必要なケーブルは全て、 骨格部品の間を通して配線さ
れている。 本研究においては A0-B specのベース部分は固定されている。
表 A.1: Specification of A0-B spec
Link length 300mm
# of joint 6
Gear Ratio 460.8:1 ( 160:1 by harmonic drive and 72:25 by pul-
ley)
Cooling Natural air cooling
Sensor Six axis force sensors (on end-effector)
Shock detect sensor 16G and 200G
Rated Voltage 80V (max)
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図 A.2: Side View of A0-B spec CAD Model.
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図 A.3: Isometric View of A0-B spec CAD Model.
240 — 付 録A ： ロボッ ト 諸元 —
図 A.4: Front View of L1 CAD Model.
A.2 L1
L1は浦田らが開発した大出力脚型ロボット HRP3L-JSK[50]の技術をベースに、 等身大型ヒューマノ イド
ロボット として開発された STARO[96]の脚部分のみを使用したロボット である。 主なスペックは表 A.2 に
示すよう に、 基本的な関節構成は HRP3L-JSK と変わらないが、 足首２ 自由度関節の内、 ロール軸関節が
ピッチ軸関節と直交しておらず、 下方へオフセット している点が異なる。 また、 膝関節と股関節のピッチ軸
についてはダブルモータ構成となっており 、 出力限界が向上している。 分散基板の内、 膝から足首の関節を
駆動する基板やケーブルの大部分については、 リ ンク構造内に収められており 、 転倒や物体との接触によっ
て破損する危険性を低下している。
図 A.4 と図 A.5 に CADモデルによる外観を示す。
表 A.2: Specification of L1
Weight 44[kg]
# of joint 12 (6 for each leg)
Gear Ratio 240:1 ( 160:1 by harmonic drive and 60:40 by pulley)
Water-Cooling Electrical pump and radiator
Sensor six axis force sensors (on each foot)
Shock detect sensor 16G and 200G
Inertial Measurement Unit (IMU)
Rated Voltage 80V (max)
— 付 録A ： ロボッ ト 諸元 — 241
図 A.5: Isometric View of L1 CAD Model.
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ロボッ ト 体内ノ イズと通信系への影響

— 付 録B ： ロボッ ト 体内ノ イズと通信系への影響 — 245
B.1 ロボッ ト 体内のノ イズと通信システムへの影響
図 B.2 は大出力脚 (図 B.1 )の膝駆動モータド ライバ付近にてモータのサーボコント ロール開始前と開始
後のロボッ ト 周辺の空間中磁力線強度をスペクト ルアナライザ (図 B.3 )によって計測したものである。 図
に示されている通り 、 サーボコント ロール開始によって空間中の磁界強度は 10MHz 80MHz帯で約 30dBw
上昇している。
図 B.1: Magnetic field measurement point on HRP3L-JSK.
図 B.2: Magnetic field strength before and after servo on.
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図 B.3: Magnetic field probe and spectrum analyzer.
B.1.1 同相ノ イズの差動信号への影響
電線１ 本の電圧の high,lowによって信号伝送するシングルエンド 信号は低速なシリ アル通信系で使用さ
れているが、 基準となるグラウンド のゆらぎや信号性にのるノ イズによって high-lowの判定にエラーが生
じてしまう 。 そのため、 信頼性を求める通信や高速なシリ アル通信等では電背２ 本の電圧差によって信号を
伝送する差動信号による伝送が用いられる。 差動信号化によって同相ノ イズは打ち消されるため、 品質の
高い信号を受信側は得ることが可能となる。 しかし 、 実際には同相ノ イズは受信側のグラウンド への影響
や受信器入力端子の同相電圧レンジが存在するため、 同相ノ イズ対策が不完全では結局問題を生じること
となる。 図 B.4 は、 LVDSによる２ 基板間通信を行っている際に大出力ロボッ ト のモータノ イズが通信線
に重畳している様子をオシロスコープで計測したものである。 図 B.4 の下側紫色の波形は差動プローブに
よって計測した差動信号であり 、 ノ イズの有無に関係なく きれいな波形を保ち、 ノ イズに対する耐性の高さ
を示している。 一方、 同じ信号をシングルエンド プローブで測定した様子が同図の黄色と水色の波形であ
るが、 こちらはモータノ イズによって激しく 揺さぶられており 、 ピーク値でグラウンド 電圧基準で 0Vを下
回る点も確認される。 このよう な環境下では差動信号としての波形は健全性を保っていても通信はエラー
が頻出し、 通信を行う ことができなかった。 従って、 ノ イズに強い差動信号による信号伝送規格を採用して
いたとしても同相ノ イズ対策は不可欠であり 、 十分に同相ノ イズを減衰できない場合には通信不良を引き起
こすことが確認された。 同相ノ イズ対策としては次節に挙げるフェライト コアによるものが一般的である。
あるいは、 光伝送のよう な原理的に電磁ノ イズの影響を受けない伝送媒体を用いることや、 電気的耐性の
高い規格を採用することが考えられる。 LVDS と比較して、 RS422は電気信号としてはより 大きな電圧範
囲を扱う ため、 同じ同相ノ イズに対して高い信頼性を得られるが、 その分スイッチングに伴う スキューに
よって通信速度の高速化は難しく なる。
図 B.4: Common mode noise wave measured on CAT7 cable.
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B.1.2 フェライ ト コア・ フェライ ト シースケーブルによる同相ノ イズ除去
一般的に電気的ノ イズへの対策で採られる対策としてシールド ケーブルの使用、 適切なアーシング等が
考えられる。 しかし 、 接地線への接続や体内で安定したグラウンド を取ることが困難な移動ロボッ ト では、
ノ イズ対策としてシールド 線を使用しても十分な効果を出せない場合がある。 従って、 ロボット のモータド
ライバから発生するノ イズの対策としてしばしばフェライト コアによるノ イズ自体の吸収が用いられる (図
B.5 )。 フェライト コアはケーブルを包み込む形で装着され、 電気的にはインダクタンスに近い特性を持ち、
広い周波数帯で高いインピーダンス周波数特性を示す (図 B.6 )。 特に差動信号を扱うケーブルにフェライ
図 B.5: Common mode noise wave measured on CAT7 cable.
図 B.6: Impedance frequency characteristics of ferrite core (ATC-5030) used for HRP3L-JSK. This graph
is from a datasheet of manufacturer[97].
ト コアを使用した場合、 差動信号成分の減衰はほとんど無く 、 同相信号成分に対してのみ減衰効果が表れる
ため、 同相ノ イズのみを効果的に減衰することが可能である。 また、 フェライト コアは後付けで組み込むこ
とが容易なため、 ノ イズの状況に応じてフェライト コアを増減させることで効果を調整することが可能で
ある。 ただし 、
• 部分的にだがケーブル径の数倍の部品がつく ことによる空間的制約
• 密度が高く 重い部品のため、 全身では数百グラムから数キログラムの重量増になってしまう 。
• ケーブルの自重より も重いため、 適切に取り付けられていない場合ロボッ ト の振動や加速度が発生し
た際にコネクタやケーブルに負荷をかけてしまう 。
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といった問題点もあるため、 濫用はロボッ ト の運動性能に影響を与える点に留意しなければならない。
また、 基板側に実装可能なフェライト 素子や同相ノ イズ除去用チョ ークコイルもあるため、 基板開発可能
な場合や実装面積に余裕がある場合には基板側で対策を行う ことが可能である。 こちらの場合は、 後付け
によるノ イズ減衰効果の増減を行う ことは難しく なるが、 重量の問題を小さく でき、 高いノ イズ減衰効果
も得ることが可能である。 ただし 、 直接電流が素子に流れるため最大定格電流を考慮する必要は出てく る
ため、 パワー系統のケーブルでは考慮しなければならない。
また、 フェライト コアに近いノ イズ対策手法としてフェライト シースを使用したケーブル製品を使用する
という方法がある。 フェライト シースは通常ケーブルのシースとして使用される PVC等の材料にフェライ
ト 粉末を練り こんだもので、 フェライト コアと同様の効果を示す。 フェライト コアを使用する場合と比較
して、
• ケーブル全長に渡ってフェライト シースに包まれる。
• ケーブル径は通常のケーブルと同等に収まる。
• ケーブル重量も通常のケーブルと同等に収まる。
といった利点が挙げられるが、
• フェライト コアと比較して詳細なインピーダンス特性等の技術情報が乏しい。
• ロボッ ト のノ イズ対策として重要な 100MHz以下の帯域についてはフェライト コアと比較してイン
ピーダンス特性が弱い。
といった課題も見られる。 実際にフェライト コアとフェライト シースケーブルで同相ノ イズによる通信エ
ラーの有無及び、 低周波帯域におけるインピーダンスを計測した結果を図 B.7 、 表 B.1 、 図 B.8 に示す。
図 B.4 と比較して、 多少ノ イズレベルは下がっているが、 通信エラーは発生したため、 十分なノ イズ吸収
効果には至っていない。 実際、 フェライト コアを使った図 B.5 と比較して、 明らかにノ イズの低減能力は
不足していると言える。
図 B.7: Common mode noise wave measured on ferrite sheath cable.
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表 B.1: ケーブルインピーダンス測定
ケーブル Frequency[Hz] Z[Ω] C[F] L[H] θ[deg]
フェライト シースケーブル 5.0M 40.9 762p 1.33u 79.5
(フェライト コア１ 個有) 500k 4.09 77.4n 1.31u 83.7
5.0k 67.3m 407u 2.48u 59.2
フェライト シースケーブル 5.0M 10.1 3.17n 321n 89.7
(フェライト コア無し ) 500k 906m 351n 289n 87.6
5.0k 30.6m 306u 3.32u 17.0
撚り 線ケーブル 5.0M 38.9 799p 1.27u 77.2
(フェライト コア１ 個有) 500k 3.60 87.7n 1.15u 82.9
5.0k 97.3m 188u 5.2u 36.0
撚り 線ケーブル 5.0M 3.82 8.33n 122n 88.7
(フェライト コア無し ) 500k 343m 890n 114n 73.6
5.0k 98.4 10.1u 98.6u 1.82
図 B.8: Impedance of ferrite-sheath cable and twisted wire cable.
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図 C.1: Effect of quantization noise on a calculated joint rotational speed.
C.1 高速関節動作のための関節速度推定器
従来のシステムでは各関節角速度 ωk は計測されたモータエンコーダパルス数の周期∆T ごとの後退差分
から推定値の計算を行っている (式 C.1 )。
ωk =
θk − θk−1
∆T
(C.1)
特に FPGA内のパルスカウンタを利用することで非常に低ジッタな ∆T を得られるため、 高精度での計測
が可能となっている。 しかし 、 極低速域での運動を行う場合や制御周期の高速化を行う場合、 エンコーダの
量子化ノ イズによる速度計算の誤差が大きく なってしまう問題が生じていた。 関節角度制御を行う際には、
この速度誤差は問題にはならないが、 関節ト ルク推定等を行う場合には推定角速度の計測品質も重要となっ
てく るため、 量子化ノ イズ対策が必要となる。
N[bit]フルスケールの ADCについて、 平均量子化ノ イズと信号の比率 (Signal to Noise Ratio, SNR)は
一般に以下のよう に表される ([98][99])。
SNR = 6.02N + 1.76dB (C.2)
1kHz制御周期と 5kHz制御周期で 5倍の周期差がある場合、 同一の関節角速度を計測する場合 5:1のエンコー
ダパルスカウント 差が生じる。 上記式より制御周期差による SNRの差は 6.02(log25− 1) = 7.96dBとなる。
また、 極低速域で計測されるエンコーダパルスカウント 差が 1bitレンジの場合、 SNR = 6.02+1.76 = 7.78dB
となり 非常にノ イズの大きい値となる。 図 C.1 に関節角速度とエンコーダカウンタパルスの量子化ノ イズ
による平均 SNRの理論値を制御周期 1kHzと 5kHzの場合についてそれぞれ示す。 制御周期の高速化によっ
て、 推定関節角速度に与える量子化誤差の影響が 10dB以上あることが確認される。 また、 100[deg/sec]以
下の低速度領域では特に量子化誤差の影響が顕著に表れることが見て取れる。
エンコーダパルスのカウント 値から角速度を推定する手法は古く から提案がなされており Benkhoris ら
[100]や Bartolini ら [101]等数多く 存在する。 本研究では FPGAへの実装容易性も考慮してエンコーダか
らの角速度推定手法を選定していく 。
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最も古典的な方法としては、 ウィ ンド ウサイズを N として計測値をバッファに格納しておき、 差分計算
にウィ ンド ウ幅を持たせる方法である (式 C.3 )。
ωk =
θk − θk−N
N∆T
(C.3)
また、 二次項までのテーラー展開近似による方法は式 C.4 で与えられる。
ωk =
2
3N∆T
(θk − θk−N )−
1
3
ωk−N (C.4)
また、 近傍３ 点の最小二乗近似による計算方法が式 C.5 で与えられる。
ωk =
3θk − 4θk−N + θk−2N
2N∆T
(C.5)
また、 テーラー展開近似による手法を近傍４ 点にまで拡張した Brown らによる方法は式 C.6 で与えられ
る。
ωk =
13θk − 19θk−N + 7θk−2N − θk−3N
8N∆T
(C.6)
また、 Bartolini らが提案した Sliding Mode Controlに基づいた角速度推定手法 [101]によって、 関節ト ル
ク推定に利用可能であると提案されている。
以上の５ 手法について実際に実装を行い、 実機の関節角度軌道を入力することで評価を行う 。 なお、 Sliding
Mode Controlによる手法についてはパラメータゲインを 0.01 と 0.04の２ パターンについて検証を行って
いる。 図 C.2 はテスト 用に計測した、 実機での歩行時の膝関節角度のプロッ ト である。 5kHzの制御周期で
実行されるプロセスでサンプリ ングされている。 図 C.3 に各関節速度推定器で計算された関節速度軌道と、
その関節速度軌道を再度積分して得られた推定関節角度軌道を示す。 この時、 ウィ ンド ウサイズは１ (つま
り 、 ウィ ンド ウ無し )と設定している。 図 C.5 は実関節軌道と推定関節角度軌道の誤差を示す。 図 C.4 及び
図 C.6 はウィ ンド ウサイズを 5 とした場合のプロッ ト である。
ウィ ンド ウサイズ１ とウィ ンド ウサイズ５ を比較した場合、 明らかにウィ ンド ウサイズ５ とした場合の方
が推定関節角速度に重畳しているノ イズレベルが低いことが分かる。 また、 ５ つの手法の中で最小二乗近
似による手法と Brownの手法は実関節軌道と推定関節角度軌道の誤差が小さく 、 良く 真値に近い推定値を
計算していると考えられる。 Sliding Mode Controlに基づいた手法はゲインによって適切な角速度レンジ
が異なると考えられ、 広範な角速度レンジを実現可能な大出力ロボット システムではゲインチューニングが
必要となることから他の手法と比して不利と考えられる。 FPGAで実装するにはコスト が高い点も、 本シ
ステムで採用するには不利な要素となる。 最小二乗近似の方法と Brownの方法を比較した場合、 乗算器の
数および必要バッファサイズは最小二乗近似による方法が低コスト で実現可能であるため、 本システムでは
最小二乗近似による関節角速度推定を実装として採用した。
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図 C.2: The original knee joint angle trajectory, sampled at 5kHz, while walking to be estimated.
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図 C.3: Comparison of five speed estimating methods.
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図 C.4: Comparison of five speed estimating methods with window=5.
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図 C.5: Comparison of five speed estimating methods error.
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図 C.6: Comparison of five speed estimating methods error with window=5.
260 — 付 録C ： 高速動作のためのセンサ信号処理 —
C.2 衝撃検出センサの実時間データ処理
C.2.1 DC成分ウォッ シュアウト フィ ルタ
加速度ベースの衝撃検出センサでは出力値に重力加速度が DC成分として重畳する。 衝撃検出において
DC成分による出力値のオフセット は不要なため、 DC成分をウォッシュアウト するハイパスフィルタによっ
て重力加速度成分を排除する。
本システムではウォッシュアウト フィ ルタは ADC出力値を入力とするデジタルフィ ルタによって構成す
る。 X軸、 Y軸、 Z軸の３ チャンネルについて 5-8kHz という 細粒度のサンプリ ング周期に対応するため
FPGAの論理回路としてデジタルフィルタを構成する。 I2Cクロック周波数を 1.0MHzと設定したため、 サ
ンプリ ング周期は 1.0MHz/174=5747.126Hz となる。
Hd(z) =
(1− 2−M )z2 + (−2 + 2−M+1)z + (1− 2−M )
z2 + (−2 + 2−M+3)z + (1− 2−M+2)
(C.7)
M ∈ Nは右シフト 数となり 、 フィ ルタ強さを調整するパラメータとなる。 M=1-10 までの Hd(z)の周波数
応答特性を図 C.7 に示す。 実機では歩行モーショ ン時の着地衝撃の応答等を見ながらチューニングし M=5
を使用した。 上記ハイパスフィルタにより 、 重力加速度や通常の動作に伴う加速度DC成分は除去され、 純
粋な衝撃加速度のみを検出することが可能となる。
C.2.2 衝撃加速度による制御パラメータの調整
ウォッシュアウト フィルタを通過した衝撃加速度値は、 衝撃入力に対してパルス状の応答を示す (図C.8 )。
衝撃入力の正確なモデル化が困難であるため、 単純に加速度として物理パラメータに応じた制御システム
中で利用することは困難である。
簡単な方法として、 閾値関数を通すことで制御モード のスイッチを行う ことが考えられる。 ただ、 単純に
閾値関数を通した場合にはチャタリ ングによる誤判定が生じてしまう ため、 制御が不安定となってしまう 。
この問題を回避するために、 以下の式によって衝撃加速度入力の平滑化を行う 。
Va[k + 1] = αVa[k] + (1− α) ∗ |a[k]| (C.8)
以上によって得られた平滑化された衝撃加速度入力について、 ダンピングパラメータに乗じるゲインを
g[k] = 1−
Va[k]
VMAX
(C.9)
と与えることで、 衝撃入力時に反射的にダンピングを弱め、 外部入力に対しての抵抗力を緩和することが
可能となる。 図 C.8 は、 腕型ロボッ ト においてインピーダンス制御時に、 本手法によって反射的なダンピ
ング調整を行った際に取得されたログデータである。 26秒付近の大きな衝撃加速度に対してダンピングゲ
インを一時的に 0.5付近まで大きく 低減し 、 抵抗力を弱めていることが確認される。 また、 36秒付近の衝
撃は先のものほど強く はないため、 Va 値が小さく なり 、 結果ダンピングゲインの低減も 0.8程度に留まっ
ている。
C.3 関節ト ルク推定モジュールとト ルク制御の定性的評価
本節では永松らによって FPGA上の論理回路として実装された関節ト ルク推定モジュール [102]につい
て、 その概要を述べる。 ブラシレスモータと減速機によって駆動される関節に対して， モータの出力ト ルク
からモータ慣性力と関節回転摩擦を差引いたものが関節のト ルクとして発揮されるものとみなし ， モータ
に付属する電流センサおよび回転エンコーダの値から関節ト ルクの推定を行う ．
モータに出力されるト ルク発揮電流の値を im， モータの回転位置を θm， と して， 関節ト ルク τ を ，
τ ≃ RKiim −RImθ¨m −Kfc sgn θ˙m −Kfv θ˙m (C.10)
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図 C.7: Bode plot of highpass filter corresponding to Eq. C.7 .
と近似する． ここで Rは関節の減速比， Ki はモータの電流ト ルク定数， Im はモータ回転子を含む減速前
段部品の慣性モーメント ， Kfc は関節のクーロン摩擦の大きさ ， Kfv はモータ回転速度に対する関節の粘
性摩擦係数を表す．
モータド ライバに搭載された FPGA上に関節ト ルク推定器を実装する． 関節ト ルク近似式に基づいて， 入
力 im， θ˙m， θ¨m およびパラメータ R， Ki， Im， Kfc， Kfv を与えると ， 関節ト ルク近似値 τ が求められる．
入力のう ち， モータ電流 imは， ブラシレスモータの 3相電流センサ値および回転エンコーダ値からベク
ト ル変換によってト ルクに寄与する q軸電流を求めた後， ノ イズを軽減する目的で LPFに通すことで得ら
れる． モータ回転速度 θ˙m および加速度 θ¨m は回転エンコーダ値の離散微分によって求める． モータは 1回
転あたり 2000 カウント のインクリ メ ンタルエンコーダを搭載しており ， FPGAは 24[MHz]の駆動クロッ
クでインクリ メンタルエンコーダのカウント 値を取得している． 実用的な関節の回転速度を考慮して， θ˙m
は 1[ms]ごとのエンコーダ差分値をサンプリ ングして下位ビッ ト を拡張し LPFに通して平滑化することで
求め， θ¨m は θ˙m のクロックごとの差分値を LPFに通して平滑化することで求める．
パラメータのう ち， 減速比R と慣性モーメント Imは設計値から得られる． 電流ト ルク定数Kiはモータ
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図 C.8: Dumping gain refrexion by smoothed shock acceleration input.
ごとの個体差が大きく ないことから ， 試験用のモータ単品での実測値から同定する． クーロン摩擦Kfc と
粘性摩擦係数Kfv はロボッ ト 実機を用いた同定実験により 求めるか， 困難な場合は便宜上， 類似する構成
の関節のパラメータを用いる． 同定実験には参照用の関節ト ルク値が必要となるが， これは試験機に搭載
されたト ルクセンサ， 外力の印加を測定する力センサ， あるいはロボット のモデルに基づく 動力学計算のい
ずれかが利用可能である．
このト ルク推定器について、 永松らは単軸試験機に取り 付けたト ルクセンサ出力と比較して評価してお
り 、 図 C.9a に示す。 ト ルク推定値は概ねト ルクセンサ出力に追従しており 、 ト ルクセンサの代用として利
用が可能であることが分かる。 ただし、 ト ルクを抜いた際などに見られるオーバーシュート は関節速度から
算出される粘性摩擦項の影響が強く 、 粘性摩擦係数の精度が推定値の動的な追従精度に重要であることが判
断できる。 また、 図 C.9b は上記単軸試験機において永松らのコンプライアンス制御時のト ルク計測値と関
節角度応答を示している。 推定ト ルクのフィード バック制御であるが、 発振等は発生せず、 入力ト ルクに対
して関節角度応答が速やかに立ち上がっていることが分かる。
永松らは単軸の試験機において５ kgのおもり を高さ 220mmから振り 子で落として衝突させた際のト ル
ク応答を計測しており 、 既存の関節角度制御を使用した場合とト ルク制御を使用した場合を比較して、 撃力
応答ト ルクはト ルク制御は関節角度制御の 75.4%に抑えられることを示している。 また、 衝突を検知して回
避方向にト ルクを出力することでこの撃力応答ト ルクは 59.5%まで低減させることが可能であることも示
している。
本研究における関節剛性制御では、 ト ルクの制御に上記のト ルク推定ロジックを採用し、 さらに動力学演
算による目標ト ルク生成ロジックを統合することで、 しなやかな関節動作を実現している。
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図 C.9: Evaluation of torque estimator and torque based feedback controller by nagamatsu.
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