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Abstract
An efficient, generic and simple to use Markov chain Monte Carlo (MCMC) algorithm for
partially observed temporal epidemic models is introduced. The algorithm is designed
to be adaptive so that it can easily be used by non-experts. There are two key features
incorporated in the algorithm to develop an efficient algorithm, parameter reduction and
efficient, multiple updates of the augmented infection times. The algorithm is successfully
applied to two real life epidemic data sets, the Abakiliki smallpox data and the 2001 UK
foot-and-mouth epidemic in Cumbria.
Keywords: SIR epidemic models, Data augmentation, Adaptive MCMC, Smallpox,
foot-and-mouth disease
1. Introduction
Markov Chain Monte Carlo (MCMC) methods have been widely used for the statisti-
cal analysis of epidemic data, see, for example, Gibson (1997), O’Neill and Becker (2001),
O’Neill (2009), Britton et al. (2011). A major reason why MCMC has proved popular for
epidemic models is that the data is necessarily, almost always incomplete. For example,
with temporal epidemic data, we may know when individuals first show symptoms of a
disease, but not when the individual was infected, or became infectious. Therefore to
fit a parametric epidemic model with parameters, θ, to observed epidemic data x, e.g.,
the removal time of infected individuals, large scale data augmentation is required. That
is, the likelihood pi(x|θ) = ∫ pi(x,y|θ) dy is not in a tractable form for straightforward
computation of the posterior distribution pi(θ|x). However, given additional information
(data), y, e.g., the infection times of the individuals during the course of the epidemic,
pi(x,y|θ), is in a tractable form for analysis. Then the joint posterior distribution of y
and θ given x satisfies
pi(θ,y|x) ∝ pi(x,y|θ)pi(θ),
where pi(θ) denotes the prior on θ. Throughout this paper the observed data, x, are
the removal times of infectious individuals and the augmented data, y, are the infection
times of individuals, and MCMC will be used to obtain samples from pi(θ,y|x).
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The key MCMC question is how to efficiently sample from pi(θ,y|x), given that we
are primarily interested in pi(θ|x). In many circumstances the natural approach is to
construct an MCMC algorithm that alternates between updating θ|y,x and updating
y|θ,x. This is sometimes referred to as a centered parameterisation, see Papaspiliopoulos
et al. (2003). The centered parameterisation often performs poorly for epidemic models
due to the strong dependence between the augmented data, y and the model parameters
θ, and therefore the use of (partially) non-centered algorithms have been advocated for
epidemic models, see, for example, Neal and Roberts (2005), O’Neill (2009) and Jewell
et al. (2009).
The aim of this paper is to develop an efficient, generic and simple to use MCMC
algorithm that can be applied to partially observed temporal epidemic data sets. The
algorithm is designed to be adaptive and to automatically tune itself so that the only
inputs required from the user are the model specification and the data. This enables non-
statisticians to utilise the algorithm. There are three key elements in obtaining an efficient
MCMC algorithm. Firstly, parameter reduction by integrating out parameters following
Liu (1994). That is, we write θ = (φ, ω) and compute pi(φ,y|x) = ∫ pi(φ, ω,y|x)dω.
We then construct an MCMC algorithm that obtains samples from pi(φ,y|x). Given a
sample (φ1,y1), (φ2,y2), . . . , (φn,yn) from pi(φ,y|x), a sample from θ1, θ2, . . . , θn can be
obtained from pi(θ|x) by sampling ωi from pi(ωi|φi,yi,x). This approach has previously
been used for epidemic models in Neal and Roberts (2005) and Jewell et al. (2009). Sec-
ondly, we introduce a novel data driven updating scheme which is applicable when the
parameters, ω, integrated out of the model are ideally wanted to propose new values for
y. That is, we look to incorporate the efficiency gains of integrating out parameters with
the advantages of proposing y|θ,x in the MCMC algorithm. Thirdly, we introduce an
adaptive scheme for choosing the number of components of y to update in each itera-
tion. This is an important contribution in ensuring that the resulting MCMC algorithm
effectively explores pi(θ,y|x). The key contribution of the paper is to combine the above
features to give a simple to use, adaptive and data driven MCMC algorithm which is
applicable for a wide range of SIR (Susceptible→Infective→Removed) epidemic models,
whose performance is at least comparable with state-of-the-art MCMC algorithms for
partially observed temporal epidemic data.
The paper is structured as follows. In Section 2, we give a generic description of the
SIR) epidemic model and present a detailed motivation for the approach taken in this
paper. In Section 3, we develop the MCMC methodology for the homogeneously mixing
epidemic to illustrate its applicability and to allow for comparisons with other approaches,
in particular, the partial non-centered MCMC algorithm of Neal and Roberts (2005). In
Section 4, we apply the generic algorithm to a spatial epidemic outbreak, the 2001 UK
foot-and-mouth disease (FMD) outbreak in Cumbria. This is a substantial outbreak with
1021 farms out of 5378 farms infected with FMD. The algorithm is shown to perform
well in this case and this highlights the general applicability of the methodology. Finally
in Section 5, we briefly discuss extensions of the current work.
2. SIR Epidemic model
In this Section we give the generic framework that we shall be considering in this
paper. We assume that there is one introductory infectious case which introduces the
disease into the population. (The extension to multiple introductory cases is trivial.) The
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population is assumed to be a closed population of N individuals, labelled 1, 2, . . . , N ,
and there is assumed to be no births, deaths, immigration or emigration during the
course of the epidemic. This is a reasonable assumption for an epidemic outbreak in a
small community, in that, the time course of the epidemic is likely to be in the order
of weeks and during this period it is highly unlikely that the population will experi-
ence major demographic changes. We assume that the disease follows an SIR epidemic
model, where initially all individuals, except the introductory case, are susceptible. On
becoming infectious, an individual is infectious for a given period of time, distributed
according to a random variable Q. We take Q ∼ Gamma(α, δ) with probability density
function fQ(x) = δ
αxα−1 exp(−δx)/Γ(α), although as demonstrated in the supplemen-
tary material with Q following a Weibull distribution, the methods are appropriate for
other families of parametric distribution. We assume that whilst infectious an individ-
ual i makes infectious contacts at the points of a homogeneous Poisson point process
with rate
∑
k λik. The probability that an infectious contact made by individual i is
with individual j is λij/
∑
k λik. Therefore the probability that, during its infectious
period of length Qi, individual i makes at least one infectious contact with individual j
is 1− exp(−λijQi). At this stage we assume a general form for the contact rate between
individuals i and j and, for each example we will assume a parametric form for λij(ϑ)
depending upon properties of individuals i and j, the relationship (e.g. spatial distance)
between individuals i and j and the parameters ϑ. An infectious contact made by an
infective with a susceptible results in infection of the individual, whereas an infectious
contact with a non-susceptible has no effect on the recipient. At the end of the infectious
period, the individual recovers from the disease and is immune to further infection. It is
straightforward to extend the model to an SEIR epidemic model which incorporates an
exposed state, where individuals are infected but not yet infectious.
Throughout we shall consider completed epidemics, that is, we assume that m in-
dividuals have been infected during the course of the epidemic which has now finished.
However there is nothing in the methodology which limits it to this case and it could
easily be applied to epidemics in progress. For simplicity, we label the m infected in-
dividuals i = 1, 2, . . . ,m and the N − m individuals who remain susceptible, we label
i = m + 1,m + 2, . . . , N . For an individual, i say, infected during the course of the
epidemic, we need to know the point of time at which they became infected, Ii, and the
time at which they recovered/became removed, Ri. Typically, it is assumed that Ri is
observed and this will often correspond to the appearance of symptoms of an individual.
However, the time at which an individual becomes infected is rarely known and therefore
we assume that Ii is unknown.
We are now in position to construct the likelihood. For convenience we assume
that the infected individuals are labelled according to their removal times such that
R1 ≤ R2 ≤ . . . Rm. Let R = (R1, R2, . . . , Rm) and I = (I1, I2, . . . , Im) denote the set of
removal and infection times, respectively. Let θ denote the parameters of the model with
θ comprising the infectious period parameters (α, δ) and the infectious process parameters
ϑ. Let κ denote the index of the initial infective such that Iκ = min{Ij ; j = 1, 2, . . . ,m}.
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(Ri − Ii)α−1 exp(−δ{Ri − Ii})
}
, (1)
where for notational convenience, we set Im+1 = Im+2 = . . . = IN = ∞ for those
individuals who remain susceptible throughout the course of the epidemic. The above
set up is very general and can be applied to a wide range of population models. For
example, for the homogeneously mixing epidemic, λkj(ϑ) = β (Section 3) and for a
spatial epidemic, λkj(ϑ) = β exp(−ψd(k, j)), where d(k, j) denotes the distance between
individuals k and j (an extension of this model is used in Section 4). Other prime
examples in the literature are the household epidemic model where λkj(ϑ) = βH , if
individuals k and j belong to the same household and λkj(ϑ) = βG otherwise (O’Neill
(2009)) and the network epidemic model where λkj(ϑ) = βN if an edge exists between
individuals k and j in the underlying network and λkj(ϑ) = 0 otherwise (Britton and
O’Neill (2002)).
Let pi(θ) = pi(ϑ)pi(α)pi(δ) denote the prior on the parameters. For α and δ we assume
a Gamma(aν , bν) prior, where ν = α, δ, respectively and the prior on ϑ will be problem
specific. Then the joint distribution of the parameters θ and the unobserved infection




















(Ri − Ii)α−1 exp(−δ{Ri − Ii})
}
× pi(ϑ)αaα−1 exp(−αbα)δaδ−1 exp(−δbδ).
(2)
It is then straightforward to setup an MCMC algorithm to obtain samples from pi(θ|R),
the posterior distribution of the parameters given the observed removal times using (2).
This can be done by using a data augmentation, Metropolis-within-Gibbs algorithm
which alternates between updating I given θ and R and updating θ given I and R. The
key question is, how to do this in an efficient manner?
The simplest MCMC scheme is to alternate between updating the infection times
I and parameters θ. Typically, updating of the infection times is done one at a time,
either a randomly chosen infection time Neal and Roberts (2005) or all infection times
sequentially Jewell et al. (2009) per MCMC iteration. Then the components of θ are
updated individually in a sequential order. The conditional distribution of Ii given
the remainder of the data and the parameters is not of a convenient form for a Gibbs
step. However, we know that the infectious period distributions follow Gamma(α, δ)
and therefore it is convenient to use an independent sampler for Ii, proposing I
′
i =
Ri −Gamma(α, δ), see, for example, Neal and Roberts (2005). For the components of θ
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it is possible in some cases to use a Gibbs step, since for example, from (2),





(Ri − Ii) + bδ
)
. (3)
However, for example, α does not have a nice standard conditional distribution and it is
necessary to use an alternative such as random walk Metropolis (RWM).
The above MCMC algorithm is easy to implement but not very efficient and if m
is large and all infection times are updated per iteration, it can take a long time per
iteration. The key problem is the intrinsic dependence between I and θ, see Neal and
Roberts (2005). A solution proposed by Neal and Roberts (2005) and subsequently used
in Jewell et al. (2009), is a non-centered parameterisation. That is, to reparameterise the
model to express the infectious period of individual i as Ri − Ii = Ui/δ, or equivalently
to write Ii = Ri − Ui/δ, where Ui ∼ Gamma(α, 1) and Ui is a priori independent of
δ. Then keeping U = (U1, U2, . . . , Um) fixed but proposing a new δ (possibly using a
random walk Metropolis proposal) updates all the infection times I. However such a
process maintains a given ratio between infectious periods and a partial non-centered
algorithm, where only some of the infection times change with δ is found to work best.
The partial non-centered MCMC algorithm is found to work well in Neal and Roberts
(2005) and Jewell et al. (2009) but it is non-trivial to optimise the algorithm in terms
of both tuning the proposal distribution for updating δ and the proportion of infection
periods to non-center.
In this paper we look to introduce an efficient MCMC updating schema for epidemic
models by placing particular emphasis on the updating of I. There are a myriad of
MCMC algorithms which could be used to update I but a common effective approach is
to propose Ii ∼ Ri − Gamma(α, δ) (Neal and Roberts (2005), Jewell et al. (2009)). In
particular, we look at how this proposal scheme can be implemented with δ integrated
out and how many components of I to propose to update at a given time. From (2), we
observe that ϑ and (α, δ) are conditionally independent given I and that the different
parameters depend upon I in different ways. Thus if we consider the marginal posterior
distributions of different parameters it is likely that different MCMC schemes are going
to be optimal in obtaining samples from the marginal posterior distributions of different
parameters. Consequently, our aim is for a mechanism for automatically tuning the
MCMC algorithm in such a way that the algorithm performs well for all the parameters
in the model. To this end we focus on B =
∑m
i=1(Ri − Ii), the sum of the infectious
periods, as the key summary statistic for I and seek to optimise the mixing of the MCMC
algorithm with respect to B. Note that the conditional distribution of δ given by (3)
is intrinsically linked to B, and optimising the mixing in B optimises the mixing in δ.
The key ideas behind efficient exploration of the space I are as follows. Firstly, the
focus is on the augmented data I rather than the parameters θ. Therefore we follow
Neal and Roberts (2005) in seeking to integrate out parameters (Liu (1994)) to improve
the performance of the MCMC algorithm and allow more freedom in the updating of
I. Estimates of summary statistics of the posterior distribution of the integrated out
parameters can be obtained in a straightforward manner. Secondly, we explore the
question of how many components of I to update at each iteration. This is similar to
the question of the optimal partial non-centering in Neal and Roberts (2005). A key
difference to Neal and Roberts (2005) is that we introduce a mechanism for the data to
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automatically tune the number of components of I updated. Moreover, in Section 3, we
discuss the benefits of not updating the same number of components at each iteration but
instead drawing the number of components to be updated from a probability distribution
which is determined by the data.
In introducing the above innovations it is important to be able to compare the per-
formance of updating different number of components of I and more generally the per-
formance of different MCMC algorithms. A key tool to compare MCMC algorithms is
to measure the serial autocorrelation in the estimation of B and to compute the effective
sample size for B of the sample obtained from the MCMC algorithm. A useful proxy for
these are the lag-1 autocorrelation which is usually an excellent guide of MCMC perfor-
mance and for the random walk Metropolis (RWM) it is known that for a large number of
parameters, k, (specifically in the limit as k →∞) minimising the lag-1 autocorrelation
optimises the performance of the RWM algorithm (see, Roberts et al. (1997), Roberts
and Rosenthal (1998)). In turn the lag-1 autocorrelation is minimised by maximising
the expected squared jumping distance E[(B1 −B0)2], where Bj denotes the sum of the
infectious periods at the end of the jth iteration and B0 is drawn from the stationary
distribution of B. For assessing MCMC performance for updating different numbers
of infection times, we use a simple measure which has high positive correlation with
E[(B1 − B0)2]. For assessing the performance of proposing to update p infection times,
we compute pAccp, where Accp is the mean proportion of proposed moves accepted with
p infection times updated.
We proceed by implementing these ideas with two examples. In Section 3, we consider
a simple homogeneously mixing epidemic model. This example allows us to study the
behaviour and performance of the algorithm in detail. Then in Section 4 we apply
the methodology to a subset of the 2001 UK Foot-and-Mouth disease (FMD) epidemic
outbreak, specifically the outbreak in Cumbria which saw 1021 farms infected with FMD.
This was one of the most severely hit regions of the UK.
3. Homogeneously mixing epidemic
The simplest model satisfying (1) is the homogeneously mixing epidemic model where
for all k, j = 1, 2, . . . , N , λkj(ϑ) = β. In that case, letting B =
∑m












{(Rk ∧ Ij)− (Ik ∧ Ij)}+ (N −m)B, (4)
we can rewrite (1) as















where Yt denotes the total number of infectives at time t and Yt− = lims↑t Ys, the total
number of infectives just prior to time t.
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Suppose that we assume independent Gamma priors for each of the parameters with
Gamma(aν , bν) denoting the prior for parameter ν and ν = α, δ, β. Unless otherwise
stated we assume Gamma(1, 1) prior distribution for all parameters. Then using (4) and
following (2), it is straightforward to show that the joint distribution of θ and I given R
satisfies












×βaβ−1 exp(−βbβ)αaα−1 exp(−αbα)δaδ−1 exp(−δbδ). (6)
The key step as highlighted in Section 2 is to construct an MCMC algorithm that effec-
tively explores the space of infection times I. To this end, we follow Neal and Roberts
(2005), in integrating out parameters, where possible, to construct an MCMC algorithm
















Note that in Neal and Roberts (2005) only β is integrated out as δ is needed for the non-
centered algorithm. Integrating out δ, is at first glance problematic, in that, it inhibits
the use of Ri −Gamma(α, δ) as an proposal for Ii. We give details below on how this is
circumvented.
We proceed by detailing an MCMC algorithm for obtaining samples from (I, α). It
should be noted that samples from β and δ can easily be obtained since pi(β|I,R, α) ∼
Gamma(m+ aβ − 1, bβ +A) and pi(δ|I,R, α) ∼ Gamma(mα+ aδ, bδ +B), exploiting the
conditional independence of β and δ given (I, α). The MCMC algorithm we implement
alternates between updating I|α,R and α|I,R when α is unknown and simply consists
of I|α,R updates in the case α is known. An example of a case where α can be assumed
to be known is the general stochastic epidemic model, see Bailey (1975) and O’Neill and
Roberts (1999), where α = 1 and the infectious periods are exponentially distributed.
In the case of known α we simply replace the gamma distributed prior by a point mass
distribution at the given value of α.
We proceeding by describing the updating schema for I|α,R.
Updating I
1. Choose to update p infectious periods with probability up (
∑m
j=1 uj = 1). (We
discuss the choice of u = (u1, u2, . . . , um) below.) Choose a set k = {k1, k2, . . . , kp}







2. Draw γ from Gamma(αm+ aδ, bδ +B).
That is, we proposed γ from the conditional posterior distribution of δ.
3. Draw Q′k1 , Q
′
k2
, . . . , Q′kp independently from Gamma(α, γ) and for j = 1, 2, . . . , p,
set I ′kj = Rkj −Q′kj .
Since γ is drawn from the conditional posterior distribution of δ, we are essentially
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implementing the independent sampler used in, for example, Neal and Roberts
(2005). The key difference is that γ is only introduced as an intermediary to
facilitate the proposal of Q′ and is integrated out in computing the proposal density.
4. Compute the proposal density, h(I → I′) for proposing the move from I to I′, or
equivalently, from Q to Q′,


























































h(Q→ Q′) = up (m− p)!p!
m!
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i=1Qi and it is trivial to show that the last term on the right










We update α using random walk Metropolis algorithm (RWM) on the log scale.
That is, we propose logα′ ∼ N(logα, σ2α). This was found to be more effective than



















The key question that needs to be addressed with the updating schema for I is, what
is a good choice of distribution for u? For example, should up = 1 for some 1 ≤ p ≤ m,
that is, there is an optimal number, p, of infectious periods to update per iteration or
are there advantages to allowing p to vary? Also does the choice of u depend upon α.
Finally, how efficient is the algorithm in updating α? To answer these questions, we
apply the above MCMC algorithm to the Abakaliki smallpox data, Bailey (1975) page
125. The population is a closed community of N = 120 individuals, of whom m = 30
become infected with smallpox. The data consists of 29 inter-removal times, measured
in days:
13, 7, 2, 3, 0, 0, 1, 4, 5, 3, 2, 0, 2, 0, 5, 3, 1, 4, 0, 1, 1, 1, 2, 0, 1, 5, 0, 5, 5.
Thus R1 = 0, R2 = 13, R3 = 20, . . . , R30 = 76 = T . This data set has been studied
extensively, see, for example, O’Neill and Roberts (1999), O’Neill and Becker (2001), Neal
and Roberts (2005), McKinley et al. (2014), and is therefore useful for benchmarking of
our approach.
The first step is to choose initial values for I and α. The key requirement is that
the initial choice of I is consistent with the data, that is, there is always at least one
infectious individual from the start (time Iκ) to the end (time T = Rm) of the epidemic.
A straightforward approach is to simulate Ii = Ri − Gamma(α, δ) (i = 1, 2, . . . ,m)
for some predefined (α, δ) and if the resulting I is consistent with the data initiate the
MCMC algorithm, otherwise re-simulate with possibly different (α, δ). For the Abakaliki
data set, taking α = 1 and δ = 0.1 is consistent with previous analysis in O’Neill and
Roberts (1999) and Neal and Roberts (2005) which fit the general stochastic epidemic
model to the data. In general, the initial choice for (α, δ) is problem specific and will
depend upon prior information about the disease, but setting α = 1 and choosing a δ
value such that both I is consistent with the data but only a relatively small proportion
of infection times are prior to R1 will work well. Note that choosing δ very small is likely
to result in infectious periods I which are compatible with the data but highly unlikely
in that most of the infections occur before time R1.
We now address the question of how to choose u, starting with the case α is fixed.
Throughout we discuss our findings in relation to the Abakiliki data set but in all cases
these are supported by extensive simulation studies. A natural starting point is to set
u = vp (1 ≤ p ≤ m), where the pth component of vp is 1 and all other components
are equal to 0. For the Abakiliki data we considered all combinations of p = 1, 2, . . . ,m
in conjunction with α = 1, 4, 10, running the MCMC algorithm for 3000 iterations and
repeating 10 times. We observed that the acceptance probability is decreasing in p but
generally increasing in α. For p ≥ 25 and α ≥ 4, we observed the acceptance rate drops
off significantly. This is due to the algorithm becoming stuck at the initial configuration
of I for a large number of iterations. However, once the algorithm moves away from its
initial starting point good mixing is observed for large values of p. This suggests that
choosing a u which allows for different infection times to be updated could be best, in
overcoming the possibly poor choice of starting values I and to allow for good mixing
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of I in stationarity. The optimal mean number of infection times updated was 2.5 with
p = 9 for α = 1, 5 with p = 18 for α = 4 and 7 with p = 19 for α = 10. This supports
using a larger value of p as α increases and is to be expected as the infectious periods
have smaller variance as α increases.
For fixed α, our findings suggests not fixing the number of infection times, p, to
update and this is even more pertinent when α is unknown. Therefore we outline a
generic approach for automatically tuning of u and σα to obtain an efficient algorithm.
We initialize u = (1/m, 1/m, . . . , 1/m), an initial value for σα = 1 and a fixed number of
tuning iterations S = 10000. For the first S iterations, draw p = j according to u and
implement the updating scheme for I with p = j, recording whether or not the proposed
move is accepted. After S iterations, for each j = 1, 2, . . . ,m, set τj = jAccj , where Accj
is the proportion of accepted moves with p = j. Then set uj ∝ τdj , for some d > 0. The
larger d is the more weight is given to the large τj values.
For the RWM update of α it is known that it is close to optimal to choose σα such that
approximately a quarter of proposed moves are accepted, see, for example, Roberts et al.
(1997). Therefore we use the following adaptive procedure during the first S iterations
to update σα, based on that used in Xifara (2013), Chapter 1. If a proposed move is


















Thus after S iterations, we have an improved u and σα. The above process can be
repeated for a further S iterations, if further refinement of u and σα is required. Further
refinement is likely if the initial value of σα is far too large or small.
In implementing the above adaptive algorithm on the Abakiliki small pox data set,
we considered two scenarios. Firstly, α = 1, which corresponds to the general stochastic
epidemic model and allows for comparison with previous analysis in Neal and Roberts
(2005). Secondly, α unknown with an Exp(0.001) prior on α. (The prior mean on α is
1000.) We ran the adaptive step twice with d = 3 and S = 10000 and we discarded these
first 20000 iterations as burn-in. The algorithm was then run for a further 100000 itera-
tions with the selected u, and where appropriate, σα to obtain samples from pi(α, I|R),
and hence, to obtain samples pi(α, β, δ|R). For unknown α, we obtained σα = 1.45
with an acceptance rate of 27.47% which is close to optimal. For α = 1, we found that∑15
i=6 ui = 0.598, that is, the majority of proposed moves involve updating between 6
and 15 infection times but that all ui > 0.001 (1 ≤ i ≤ 30). For comparing the perfor-
mance of our algorithm with the non-centered algorithm on Neal and Roberts (2005),
we generated (β1, δ1), . . . , (β100000, δ100000) by sampling βi and δi from the appropriate
independent Gamma distributions given Ii. We then thinned the results by taking every
tenth observation and estimated the integrated autocorrelation functions for β and δ,
Cβ = 1 + 2
∑∞
k=0 corr(β0, βk) and Cδ = 1 + 2
∑∞
k=0 corr(δ0, δk), respectively. See Neal
and Roberts (2005), Section 5.2, for full details of estimating the integrated autocorrela-
tion function. The estimates of Cβ and Cδ were 4.709 and 4.557, respectively, compared
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with optimal values of 4.291 and 4.088, respectively, reported in Neal and Roberts (2005),
Section 5.2. However, our algorithm is quicker to run per iteration since only a single
update of I is required, whereas two update steps are required, the non-centered updat-
ing of γ (δ in our notation) and the corresponding updating of infectious periods and
the updating of a randomly chosen infectious period for fixed γ. Moreover, the above
MCMC algorithm is automatic, whereas the non-centered algorithm requires tuning to
find the optimal centering proportion and the proposal variance for the RWM updates
of γ. In the case α = 1, the estimated posterior means of β = 1.03× 10−3 and δ = 0.106
are similar to those reported in Neal and Roberts (2005) (β = 9.88×10−4 and δ = 0.105)
The posterior mean (standard deviations) for α, δ and β are 33.8(25.2), 2.03(1.40) and
6.34×10−4(1.88×10−4), respectively, with an estimated posterior mean infectious period
of 16.4 days. These results suggest that the general stochastic epidemic model (α = 1)
is not appropriate for this data.
4. 2001 UK Foot and mouth disease data
In this Section, we apply the methodology proposed in Section 2 and developed using
the homogeneously mixing model in Section 3 to a spatial epidemic outbreak consisting of
a subset of the 2001 UK Foot-and-Mouth disease (FMD) outbreak. The FMD outbreak
in the UK in 2001 lead to the slaughter of approximately 6 million animals and cost the
UK economy billions of pounds, see UK National Audit Office (2002).
The data we consider is the FMD outbreak in Cumbira, a rural county in the North
West of England bordering Scotland. The data consists of the geographical location and
the number of cattle and sheep on 5378 initially susceptible farms. Cumbria was one of
the worst affected counties by the FMD outbreak with 1021 reported cases during the
course of the epidemic. A map of the infected and susceptible farms is displayed in Fig
1. For the 1021 infected farms data is available on the slaughter date, the date upon
which all animals on the farm were culled. This data set has previously been analysed
by Kypraios (2007) and Jewell et al. (2009) using MCMC. In Kypraios (2007) and Jewell
et al. (2009) an SIR model was used with at any given time point, a farm being in one
of 3 states, S (Susceptible), I (Infected) and R (Removed/culled). The generic model in
Jewell et al. (2009), Section 2 allows for an additional class of notified farm, those farms
identified with FMD but not yet culled. Given that there is no information available
on notified farms and the general government restrictions placed upon all farms during
the FMD outbreak, we follow Jewell et al. (2009), Section 3.2, in making no distinction
between infected and notified farms.
Let ϑ = (η, ζ, χ, ξ, φ) and let ϑ˜ = (ζ, χ, ξ, φ) = ϑ−η. We then follow Kypraios (2007)
and Jewell et al. (2009) in assuming that the infection rate between an infected farm i











= ηλ˜ij(ϑ˜), say, (14)
where nck(n
s
k) denotes the total number of cattle (sheep) on farm k and ρij denotes
the Euclidean distance between farms i and j. The reason for focussing upon sheep and
cattle numbers on farms is that these were the main drivers of the FMD outbreak, Keeling
et al. (2001). Note that η is the baseline infection rate between two farms and ζ and ξ
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denote the relative infectivity and susceptibility of cattle to sheep, respectively, and χ is
a measure of how infectivity and susceptibility of farms vary with increasing size. We
would expect 0 ≤ χ ≤ 1, with χ = 0 denoting no affect of farm size and χ = 1 denoting
linear growth in infectivity and susceptibility of farms with increasing size. Finally, φ
governs the rate of decay in the infection rate with distance between farms. Substituting
(14) into (1) gives pi(R, I|θ), where θ = (ϑ, α, δ). By assigning gamma priors to all the






























(Ri − Ii)α−1 exp(−δ(Ri − Ii)
)
δaδ−1 exp(−δbδ)αaα−1 exp(−αbα). (15)
































We now turn to the MCMC algorithm which is based upon (16). At each iteration
of the MCMC algorithm, we store (ϑ˜, α, A˜, B) and then samples from δ and η can be
obtained, if so desired, from their conditional distributions given (ϑ˜, α, A˜, B) and R.
It should be noted that given I and R, the infection process parameters ϑ˜ and the
infectious period parameter α are independent. Therefore the MCMC algorithm cycles
through updating I|α,R, ϑ˜, ϑ˜|R, I and α|R, I at each iteration. As in the homogeneously
mixing case, if α is assumed known, omit the update step.
We follow the updating scheme for I introduced in Section 3.
1. Choose to update p infectious periods with probability up and choose k = {k1, k2, . . . , kp}
uniformly, at random, from {1, 2, . . . ,m}. We discuss the choice u shortly.
2. Draw the intermediary γ from the marginal distribution of δ, Gamma(αm+aδ, bδ+
B). Then draw Q′k1 , Q
′
k2
, . . . , Q′kp from Gamma (α, γ). Set I
′
kj
= Rkj − Q′kj for
j = 1, ..., p.
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3. The computation of the proposal density h(Q → Q′) and simplifications of the
acceptance probability, in terms of cancelation of the infectious period terms, are
identical to the homogeneously mixing case in Section 3. Therefore the probability


















The components of ϑ˜ were updated componentwise using RWM with the proposal vari-
ance updated adaptively using the same updating procedure outlined in (12) and (13) in
Section 3. As in Section 3, when α was assumed unknown it was updated using RWM
on the logarithmic scale.
For comparison with Jewell et al. (2009), we consider α = 4 and α unknown along
with α = 1 and α = 20 for sensitivity analysis. We follow Kypraios (2007) in as-
signing Gamma(0.001, 0.001) priors to η and δ and Exp(0.001) priors to all the other
parameters. Given that m = 1021, we choose the initial u such that uj = 1/11 for
j ∈ {1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1021} and uj = 0 otherwise. Then as for the Abak-
iliki data, we ran the algorithm for 120,000 iterations with the first 20000 iterations being
discarded as burn-in. The first 20000 iterations split into 2 blocks of 10000 iterations
for running the adaptive procedures for updating u and the standard deviations of the
proposals for the RWM updates. The first 10000 iterations showed that the acceptance
rate was extremely small for p = 64 and no proposed moves were accepted for p > 64.
The optimal performance appears to be for p around 16 and this is used for the second
stage proposal for u, where u2j = 1/13 for 4 ≤ j ≤ 16. It was found that τp = pAccp
had a maximum of 3.38 at p = 12, although for p = 10, 12, 14, 16, 18, τp > 3.15 showing
consistent results in the range. For the analysis u2j (4 ≤ j ≤ 16) was set proportional to
τ32j , which meant that approximately 56% of the time we proposed between 10 and 18
infection times to update.
In Figure 2, the estimated marginal distributions of ϑ˜ = (ζ, ξ, χ, φ) are shown in
the case α = 4. These results are indistinguishable from those given in Jewell et al.
(2009) with all of the parameters in ϑ˜ mixing well. Similar estimates of ϑ˜ = (ζ, ξ, χ, φ)
are obtained for the other choices of α with for α unknown, the posterior mean being
estimated at 3.76 and the 95% equal tailed credible interval being [2.61, 5.36]. Thus as
reported in Jewell et al. (2009), α = 4 is well within the support of the distribution.
The mis-specification of α either α = 1 or α = 20 does not have a dramatic effect on
the estimation of the parameters ϑ˜, which suggests that these parameters are robust to
mis-specification of the infectious period distribution. The mean infectious period (α/δ)
does depend significantly on α rising from 5.4 for α = 1 to 9.5 for α = 20 and is 7.9 for
α = 4. However, η × α/δ, the baseline infection rate times the mean infectious period
is far more consistent with a mean of 1.4 × 10−6 for α = 4 and a mean of 1.7 × 10−6
for α = 1 and α = 20. Note that η × α/δ represents the mean total infectious pressure
exerted by a farm with a single infected sheep on a farm at the same location consisting
of a single susceptible sheep.
We explore the performance of the algorithm using the integrated autocorrelation
function as in Section 3. No measures of the mixing of the MCMC algorithms used
in Kypraios (2007) and Jewell et al. (2009) are given for comparison and therefore we
compare results with those obtained in Section 3 for the homogeneously mixing epidemic
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model. For comparison we thin the MCMC output using every tenth observation for es-
timating the integrated autocorrelation function. For fixed α = 4, the MCMC algorithm
mixes also very well for the infection process parameters, ϑ with the estimated integrated
autocorrelation functions being 9.21, 8.54, 15.17, 16.30 and 17.18 for ζ, ξ, χ,φ and η,
respectively. The mixing of δ is poorer with the estimated integrated autocorrelation
functions being 320.28. The reason for this is that a relatively small number of infection
times are changed at each iteration but the performance is superior to updating one
infection time per iteration. Similar observations are made concerning the mixing of the
MCMC algorithm in the case α is unknown.
5. Conclusions
The MCMC algorithm developed in this paper has been designed for partially ob-
served temporal data from an SIR epidemic model. The generic model presented in
Section 2 has been demonstrated in this paper for homogeneously mixing (Section 3)
and spatially mixing (Section 4) epidemic models. As noted in Section 2, the methodol-
ogy can easily be applied to household and network epidemic models. The key limitation
of the method is the extent to which the independence sampler for the infection periods
is an effective mechanism for updating the missing infection times, although this does
not appear to be problematic for the cases considered in this paper. The multiple update
of infection times is particularly effective when there is considerable uncertainty in who
infects who, which is the case in the homogeneously mixing model. The spatial FMD
data are more informative about the route of likely infection, and consequently, we find
it beneficial to update a smaller proportion of the infection times at a time. It should
be straightforward to extend the approach to SEIR models (O’Neill and Becker (2001)),
where both the infection times and start of the infectious periods are not observed.
In this paper we found that running the adaptive procedure twice on blocks of 10000
iterations was sufficient to obtain an efficient MCMC algorithm. It is trivial to adapt
the code so that the algorithm could choose how many times the adaptive procedure was
run, stopping when u and the proposal standard deviations for the RWM updates do
not change significantly between adaptive steps.
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Figure 2: Estimated posterior distributions of ζ, ξ, χ, φ.
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