Let K be a complete discretely valued field of mixed characteristic (0, p) with possibly imperfect residue field. We prove a Hasse-Arf theorem for the arithmetic ramification filtrations [2] on G K , except possibly in the absolutely unramified and non-logarithmic case, or p = 2 and logarithmic case. As an application, we obtain a Hasse-Arf theorem for filtrations on finite flat group schemes over O K [1, 11] .
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Main results
This paper is a sequel to [21] , in which we proved a comparison theorem between the arithmetic ramification conductors defined by Abbes and Saito [2] and the differential ramification conductors defined by Kedlaya [17] . In that paper, a key consequence is that one can carry the Hasse-Arf theorem for the differential conductors to obtain a Hasse-Arf theorem for the arithmetic conductors in the equal characteristic p > 0 case.
In this paper, we will combine the ideas in [17, 21] with the techniques of nonarchimedean differential modules in [18] , to give a proof of the following Hasse-Arf theorem for the arithmetic ramification conductors in the mixed characteristic case.
Theorem. Let K be a complete discretely valued field of mixed characteristic (0, p) and let G K be its absolute Galois group. This theorem summarizes the results from Theorems 3.3.5, 3.5.11, and 3.7.3. We do not know if Swan(ρ) may fail to be an integer when p = 2 in general. This question of the theorem is first raised in [3] , in which Abbes and Saito proved that the subquotients of the filtrations are abelian groups, except in the absolutely unramified and nonlogarithmic case. After that, Hattori [10, 11] gave some partial results on the first part of the theorem when the corresponding field extension can be realized by a commutative finite flat group scheme. In personal correspondence, Saito told the author that he had a proof of the second part of the theorem for logarithmic ramification filtrations.
(Hasse-
The technique used in this paper is very different from the approaches above; it only uses a small technical lemma (see Subsection 2.4) from [3] . Moreover, this paper shares some core ideas with the foregoing paper [21] , but it is logically independent of that paper.
Idea of the proof
We start with a naïve approach to the above theorem in the non-logarithmic case. One easily reduces to the following case.
Let L/K be a finite totally ramified and wildly ramified extension of complete discretely valued fields of mixed characteristic (0, p). Let O K , π K , and k denote the ring of integers, a uniformizer, and the residue field, respectively. Assume that dim k p k < +∞. There are elementsb 1 , . . . ,b m ∈ k such thatb Pretend for a moment that we have a continuous homomorphism ψ : O K → O K δ 0 , . . . , δ m such that ψ(π K ) = π K + δ 0 , and ψ(b i ) = b i + δ i for i = 1, . . . , m. We define the rigid analytic space, called the thickening space, to be
where Π is the projection to the second factor and A m+1 K [0, |π K | a ] denote a (closed) polydisc of radius |π K | a . Since Π is finite andétale, similarly to [21, Theorem 3.4 .5], we can relate the ramification breaks of L/K to the spectral norms (or equivalently, generic radii of convergence) on the differential module
. Using this, we would be able to prove that the ramification break is invariant under the operation of adding a generic p ∞ -th root (see [21, Section 5.2] ). Then we may reduce to the case when the residue field extension is separable. The non-logarithmic HasseArf theorem follows from the classical one immediately. Moreover, one can deduce the logarithmic Hasse-Arf theorem from this as follows: when ∂/∂δ 0 is log-dominant the logarithmic ramification break is 1 bigger than the non-logarithmic ramification break, and when ∂/∂δ 0 is not log-dominant, the logarithmic ramification break is the same as the non-logarithmic ramification break after a tame base change of large degree. One can also prove the results for subquotients of the logarithmic ramification filtration using a trick similar to [17, Proposition 2.7.11] .
Unfortunately, this proof fails because the desired homomorphism ψ never exists, as we cannot make ψ(p) = p and ψ(π K ) = π K + δ 0 happen at the same time. As a salvage, we take ψ to be a function, which becomes a homomorphism if we modulo the ideal I K = p(δ 0 /π K , δ 1 , . . . , δ m ) (Proposition 2.2.5). When K is absolutely unramified or, in other words, v K (p) = 1, this condition is significantly weakened. This is the only hindrance to extend our main result to the absolutely unramified and non-logarithmic case (see also Remark 2.2.6).
We define the space T S a L/K,ψ by writing down the equations generating O L /O K and applying ψ termwise. When considering the effect of adding a generic p-th root (instead of p ∞ -th root, see Remark 3.2.6), we have to carefully keep track of the error terms due to ψ.
Another key ingredient is the amazing fact proved in [ Also, since ψ fails to be a homomorphism, we have to study the generic radii of convergence over polydiscs instead of one dimensional discs; this makes essential use of the recent results on p-adic differential modules from [18] . As a result, the proof of the logarithmic case is slightly more complicated and for p = 2, we can only prove that Swan conductors lie in 
Who cares about the imperfect residue field case, anyway?
The imperfect residue field plays an important role in algebraic geometry when measuring the ramification along a divisor. For instance, passing to the completion at the generic points of divisors often results in one working over complete discrete valuation rings with imperfect residue fields.
Kedlaya [15] started an interesting study along this line, inspired by the semicontinuity results of André [4] in complex algebraic geometry. In [15] , Kedlaya took an F -isocrystal on a smooth surface X overconvergent along the complement divisor D of simple normal crossings, in a compactification of X. If we blow up the intersection of two irreducible components of D, we may realize F over this new space and measure the Swan conductor along the exceptional divisor. This process can be iterated. Kedlaya proved in [15] that, after suitable normalization, the Swan conductors along these exceptional divisors are interpolated by a continuous piecewise linear convex function. This result was stated for general smooth varieties of arbitrary dimension in [15] .
An interesting question is: does the same phenomenon happen for a noetherian complete regular local ring O K t 1 , . . . , t n , where O K is a complete discrete valuation ring of mixed characteristic?
Another application is to the study of finite flat group schemes via ramification filtration initiated by Abbes and Mokrane in [1] . Hattori conjectured that one can give a bound on the denominators of ramification breaks. This can be proved by an analogous Hasse-Arf theorem for finite flat group schemes. Thus, as a consequence of the main theorem of this paper, we obtain a Hasse-Arf theorem for finite flat group schemes in the mixed characteristic case by an argument originally due to Hattori.
Structure of the paper
In Section 1, we first recall some results of differential modules from [18] . Then we review the definition of ramification filtrations in Subsection 1.2.
In Section 2, we set up the framework for the proof of the main result. In Subsection 2.1, we introduce the standard Abbes-Saito spaces. In Subsections 2.2-2.5, we define the function ψ we mentioned earlier and construct the thickening spaces and the associated differential modules; the aim is to translate the question about the ramification breaks into a question about the intrinsic radii of convergence. In Subsection 2.6, we discuss a variant of thickening spaces.
The proofs of the main Theorems 3.3.5, 3.5.11, and 3.7.3 occupy the whole Section 3. In the first three subsections, we deduce the Hasse-Arf theorem for non-logarithmic ramification filtration. In Subsection 3.4, we apply the Hasse-Arf theorem for Artin conductors to obtain a Hasse-Arf theorem for finite flat group schemes. In Subsection 3.5, we deduce the integrality of Swan conductors from that of Artin conductors by tame base change. In the last two subsections, we use a trick of Kedlaya to prove that the subquotients of the logarithmic filtration (on the wild ramification group) are elementary p-abelian groups.
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Differential modules
It extends uniquely to K(δ J + ); denote the completion by F s J + . This Gauss norm also extends continuously to K π
Convention 1.1.8. Throughout this paper, all (relative) differentials and derivations are continuous and all connections are integrable. For notational simplicity, we may suppress the continuity and integrability. Definition 1.1.9. Let F be a differential field of order 1 and characteristic zero, i.e., a field of characteristic zero equipped with a derivation ∂. Assume that F is complete for a nonarchimedean norm | · |. Let V be a differential module with the differential operator ∂. The spectral norm of ∂ on V is defined to be |∂| sp,V = lim
One can show that |∂| sp,V ≥ |∂| sp,F [14, Lemma 6.2.4] . Define the intrinsic ∂-radius of V to be
Example 1.1.10. For a J + ⊂ R, the spectral norms of ∂ J + on F s J + are as follows.
Remark 1.1.11. If F ′ /F is a complete extension and ∂ extends to F ′ . Then for any differential
Notation 1.1.12. Let a J + ⊂ R be a tuple and let
be the closed polydisc with radii θ a J + and with δ J + as coordinates. Notation 1.1.13. A differential module over X (relative to K) is a finite locally free coherent sheaf E on X together with an integrable connection
Let ∂ J + = ∂/∂δ J + be the dual basis of dδ J + . They act commutatively on E. A section v of E over X is called horizontal if ∂ j (v) = 0 for ∀j ∈ J + . Let H 0 ∇ (X, E) denote all horizontal sections on E over X. A differential module is called trivial if there exists a set of horizontal sections which forms a basis of E as a free coherent sheaf.
Let
. Let IR(E; s J + ) = min j∈J + IR j (E; s J + ) be the intrinsic radius of E. If s j ′ = s for all j ′ ∈ J, we simply write IR j (E; s 0 , s) and IR(E; s 0 , s) for intrinsic ∂ j -radius and intrinsic radius, respectively. Moreover, if s 0 = s, we may further simplify the notation as IR j (E; s) and IR(E; s). Lemma 1.1.14. Fix j ∈ J + . There exists a unique continuous K-homomorphism f * gen,j :
Proof. See [18, Lemma 1.2.12].
Proof. This is essentially because the Taylor series We reproduce some basic properties of intrinsic radii, starting with the following off-centered tame base change, which is a fun exercise in [14, Chap. 9, Exercise 8]. To ease the readers who are not familiar with differential modules, we give a complete proof. Construction 1.1.16. Fix n ∈ N prime to p. Assume for a moment that m = 0, i.e., we consider the one dimensional case X = A 1
In particular, the point δ 0 = −x 0 is not in the disc X. Denote K n = K(x 1/n 0 ), where we fix an n-th root x
where the term in the bracket on the right has norm 1 and invertible because |x
/n is the completion of K n (η 0 ) with respect to the θ a−b(n−1)/n -Gauss norm.
Also, f * n gives a morphism of rigid K-spaces f n :
. It is finite andétale because the branching locus is at δ 0 = −x 0 , outside the disc X. Thus, for a differential module E on X, its pull back f * n E is a differential module over Z via
where the last homomorphism is given by dδ 0 → n(x 1/n 0 
Proof. The proof is essentially the same as [16, Lemma 5.11] or [14, Proposition 9.7.6]. Lemma 1.1.14 gives the following commutative diagram
wheref * n extends f * n by sending T 0 to (x 1/n 0
Conversely, if |T 0 | < rθ a , we define the inverse map by the binomial series
The series converges to an element with norm < rθ a−b(n−1)/n . Therefore, Lemma 1.1.15 implies that for r ∈ [0, 1],
The proposition follows.
Similarly, we can study a type of off-centered Frobenius.
Construction 1.1.18. Let b > 0 and 0 < a < min{−log θ p + b, pb} and let β ∈ K be an element of norm 1. Let L be the completion of K(x) with respect to the θ a -Gauss norm.
By our choices of a and b, the leading term of f * (δ 0 ) is x, which is transcendental over K. Hence f * extends continuously to a homomorphism
Z as the branching locus is at η 0 = −β, outside the disc. Thus f * E becomes a differential module over
where the second homomorphism is given by dδ 0 → p(β + η 0 ) p−1 dη 0 . 
Proof. As in Proposition 1.1.17, we start with the following commutative diagram from Lemma 1.1.14.
The proposition follows. Now, we study the variation of intrinsic radii on the polydisc.
. . , a m ∈ Z, we say λ is transintegral (short for "integral after translation"). A subset C ⊆ R m+1 is polyhedral if there exist finitely many affine functionals λ 1 , . . . , λ r such that
If the λ i can be all taken to be transintegral, we say that C is transrational polyhedral. 
Proof. Statements (a) and (c) follow from [18, Theorem 3.3.9] . For (b), by drawing zig-zag lines parallel to axes linking the two points s J + and s ′ J + , it suffices to consider the case when
. In this case, we may base change to the completion of K(δ J + \{j 0 } ) with respect to the s J + \{j 0 } -Gauss norm. The result follows from [18, Theorem 2.4.4(c)].
Ramification filtrations
In this subsection, We sketch Abbes and Saito's definition of the ramification filtrations on the Galois group G K of a complete discretely valued field K of mixed characteristic (0, p). For more details, one can consult [2] and [3] .
In this subsection, we drop Notation 1.1.6. 
the absolute ramification degree is defined to be β K = v K (p). We say that K is absolutely unramified if β K = 1. For an element a ∈ O K , we write its reduction in k asā; a is called a lift ofā. We choose and fix an algebraic closure K alg of K. Let G K denote the absolute Galois group Gal(K alg /K). If L is a finite Galois extension of K, we denote the Galois group by G L/K . We use N L/K (x) to denote the norm of an element x ∈ L. If L is a (not necessarily algebraic) complete extension of K and is itself a discretely valued field, we use e L/K to denote its naïve ramification degree, i.e., the value group of K in that of L. We say that L/K is tamely ramified if p ∤ e and the residue field extension κ L /κ K is algebraic and separable. If moreover e = 1, we say that L/K is unramified. Notation 1.2.2. From now on, K will be a complete discretely valued field of mixed characteristic (0, p), and L will be a finite Galois extension of K of naïve ramification degree e = e L/K . Set θ = |π K |; this matches the convention in the previous subsection.
..,n be a finite set of generators of I. For a > 0, define the Abbes-Saito space to be
If c ∈ Q, we denote the set of geometrically connected components of
Definition 1.2.4. Keep the notation as above. Take a subset P ⊂ Z and assume that P and
Similarly, the highest logarithmic ramification break b log (L/K) of the extension L/K is defined to be the minimal b ∈ R such that for any rational number a > b,
We reproduce several statements from [2] and [3] . (1) The Abbes-Saito spaces AS a L/K,Z and AS a L/K,log,Z,P do not depend on the choices of the generators (f i ) i=1,...,n of I and the lifts g j and h i,j for i, j ∈ P [2, Section 3].
(1') If in the definition of both Abbes-Saito spaces, we choose polynomials [19] in the following way:
Proof. Only (1') is not proved in any literature. But one can prove it verbatim as (1). For a brief summary of the proofs for other statements, one may consult [21, Proposition 4.1.6]. (Although the statements there are stated for equal characteristic case, the proofs work just fine.) Remark 1.2.6. To avoid confusion, we point out that in the proof of our main theorem, we do not need (5) and the second statement of (3) on the rationality of the breaks in the proposition above. Therefore, we will prove these properties along the way of proving the main theorem.
Remark 1.2.7. In personal correspondence, T. Saito told the author that he found a proof of the fact that the subquotients Fil
. By a representation of G K , we mean a continuous homomorphism ρ :
, where V ρ is a finite dimensional vector space over a field F of characteristic zero. We allow F to have a non-archimedean topology; hence the image of G K may not be finite. We say that ρ has finite local monodromy if the image of the inertia subgroup of G K is finite.
define the Artin and Swan conductors of ρ as
In fact, they are finite sums. 
Construction of Spaces
In this section, we construct a series of spaces and study their relations; in particular, we prove that the Abbes-Saito spaces are the same as thickening spaces, and translate the question on ramification breaks to the question on generic radii of differential modules.
Standard Abbes-Saito spaces
In this subsection, we introduce the standard Abbes-Saito spaces by choosing a distinguished set of generators of
where e j ∈ {0, 1, . . . , p − 1} for all j ∈ J and e j = 0 for all but finitely many j, form a basis of k as a k p -vector space. For a complete discretely valued field K of mixed characteristic (0, p), a p-basis is a set of lifts b J ⊂ O K of a p-basis of the residue field k. Hypothesis 2.1.2. Throughout this section, let K be a discretely valued field of mixed characteristic (0, p) with separably closed and imperfect residue field. Assume that K admits a finite p-basis. Also, let L/K be a wildly ramified Galois extension of naïve ramification degree e = e L/K . In particular, L/K is totally ramified and
Remark 2.1.3. This is a mild hypothesis because the conductors behave well under unramified base changes, and the tamely ramified case is well-studied. Notation 2.1.4. For the rest of the paper, we retrieve Notation 1.1.6, namely, let J = {1, . . . , m} and J + = J ∪ {0}. We will save the notations j and m only for indexing p-bases and related variables, and j = 0 refers to the uniformizer.
J + , where α e J + ∈ O K , we set |h| = max e J + {|α e J + | · θ e 0 /e }. For a ∈ 1 e Z ≥0 , denote N a to be the set of elements with norm ≤ θ a ; it is in fact an ideal. 
r j − 1} for all j ∈ J, and e 0 ∈ {0, . . . , e − 1} (2.1.6.1)
or u e 0 (for j = 0) in terms of the basis (2.1.6.1). We say that p j corresponds to c j .
. . , u j−1 ] with powers on u i smaller than p r i for all i = 1, . . . , j − 1.
Definition 2.1.7. The (standard) Abbes-Saito spaces AS a L/K for a > 1 and AS a L/K,log for a > 0 are defined by taking generators to be {c J , π L } and relations to be p J + (see Proposition 1.2.5(1')). In particular, their rings of functions are
The ψ-function and thickening spaces
In this subsection, we first define a function (not a homomorphism) ψ : K . An r-th p-basis decomposition of h is to write h as
for some α (r),e J ,n,n ′ ∈ O × K ∪ {0} and some λ (r),e J ,n ∈ Z ≥0 . Such expressions always exist but are not unique. For r ′ > r, we can express each of α (r),e J ,n,n ′ in (2.2.1.1) using an (r ′ − r)-th p-basis decomposition and then rearrange the formal sum to obtain an r ′ -th p-basis decomposition. For h ∈ O × K , we say that an r ′ -th p-basis decomposition is compatible with the r-th p-basis decomposition in (2.2.1.1) if it can be obtained in the above sense.
For each h ∈ O × K \{1}, we fix a compatible system of r-th p-basis decomposition of h for all r ∈ N. We define the function ψ :
This expression converges by the compatibility of the p-basis decompositions. Define ψ(1) = 1, which corresponds to the naïve compatible system of p-basis decomposition of the element 1. For
, where ψ ′ (h 0 ) is the limit as in (2.2.1.2) with respect to a compatible system of p-basis decompositions of h 0 (which does not have to be the same as the one that defines ψ(h 0 )). Finally, we define ψ(0) = 0.
Most of the time, it is more convenient to view ψ as a function on O K which takes value in the larger ring
We naturally extend ψ to polynomial rings or formal power series rings with coefficients in O K by applying ψ termwise.
Notation 2.2.2. For the rest of the paper, let R
Caution 2.2.3. The map ψ is not a homomorphism; this is because one cannot "deform" the uniformizer in the mixed characteristic case. Moreover, since K will not be absolutely unramified in applications, p-basis may not deform freely either. However, Proposition 2.2.5 below says that ψ is approximately a homomorphism. Definition 2.2.4. For two O K -algebras R 1 and R 2 and an ideal I of R 2 , an approximate homomorphism modulo I is a function f : Proof. First, ψ(h) − h ∈ (δ J + ) · O K δ J + is obvious from the construction. Next, we observe that when p r > β K , in any r-th p-basis decomposition for h ∈ O × K , the sum λ (r),e J ,n n ′ =0 α p r (r),e J ,n,n ′ π n K for any e J and n in (2.2.1.1) is well-defined modulo p. So, the ambiguity of defining ψ lies in I K .
For h 1 , h 2 ∈ O × K , the formal sum or product of compatible systems of p-basis decompositions of h 1 and h 2 are just some compatible systems of p-basis decompositions of h 1 + h 2 or h 1 h 2 . Thus, ψ(h 1 ) + ψ(h 2 ) and ψ(h 1 )ψ(h 2 ) are the same as ψ(h 1 + h 2 ) and ψ(h 1 h 2 ) modulo I K . The statement for general elements in O K follows from this. Remark 2.2.6. From Proposition 2.2.5, we see that the ideal case is when β K ≫ 1. In contrast, when β K = 1, I K = (δ 0 , pδ J ). The above proposition does not give us much information about ψ. This is why we are not able to prove Conjecture 1.2.11 in the absolutely unramified and nonlogarithmic case. This reflects the restraints in [3] from a different point of view, where Abbes and Saito formulated the dichotomy as follows.
Hypothesis 2.2.7. For the rest of the section, assume that K is not absolutely unramified, i.e., β K ≥ 2.
Proof. For an r-th p-basis decomposition (r ≥ 1) as in (2.2.1.1), we have, modulo the ideal
Taking limit does not break the congruence relation.
to be the rigid space associated to
Similarly, for a > 0, we define the standard logarithmic thickening space (of level a) T S a L/K,log,ψ of L/K to be the rigid space associated to 
We extend ∆ to mean the composite
We remark that ψ(p J + ) − p J + + R J + are in fact contained in the ideal of S K generated by δ J + . We denote the composition of ∆ and the reduction O L ։ l by ∆.
for all j ∈ J, and e 0 ∈ {0, . . . , e − 1} (2.2.14.1)
Proof. Given an element h ∈ S K (ψ(p J + ) + R J + ), we first take a representativeh ∈ S K in S K .
Then we can simplify it by iteratively replacing u e 0 and u j −ψ(p j )−R j for j ∈ J, respectively. This procedure converges and gives an element with the power of u 0 smaller than e and power of u j smaller than p r j for j ∈ J.
AS = T S theorem
In [21] , the essential step which links the arithmetic conductors and the differential conductors is the comparison theorem ([21, Theorem 4.3.6]), which asserts that the lifted Abbes-Saito spaces are isomorphic to the thickening spaces. In the mixed characteristic case, we do not have to lift the Abbes-Saito spaces. Instead, in this subsection, we prove a (slightly general) comparison theorem over the base field K.
Remember that Hypotheses 2. 
l/Fp , there should not be any auxiliary relation between dc 1 , . . . , dc j−1 (given by d(c
This proves the lemma.
Proof. It is enough to prove that the matrix is of full rank modulo π L . By Lemma 2.2.8 and the admissibility of R J + , modulo π L , the first row will be all zero except the first element which is 1. Hence, we need only to look at
Letᾱ ij ∈ l denote the entries in the matrix on the right hand side of (2.3.2.1), where we identify
for all i ∈ J. It suffices to show that the i-th row is l-linearly independent from the first i − 1 rows for all i. If we writē 
in Ω 1 k i−1 /Fp , which is nontrivial by Lemma 2.3.1. But we know that the sumsᾱ i ′ 1 db 1 + · · · +ᾱ i ′ m db m for i ′ < i all lie in the submodule of Ω 1 k i−1 /Fp generated by dc 1 , . . . , dc i−1 . Hence the i-th row of the matrix in (2.3.2.1) is (k i−1 -)linearly independent from the first i − 1 rows. The lemma follows.
Proof. The proof is similar to [21, Theorem 4.3.6 ]. We will match up u J + in both rings.
First, u e J + J + |e j ∈ {0, . . . , p r j −1} for all j ∈ J, and e 0 ∈ {0, . . . , e−1} forms a basis of O a
written in this basis, where α e J + ,e ′ J + ∈ K, we define
It is clear that O a AS,L/K (resp. O a AS,L/K,log ) is complete for this norm. The requirement a > 1 in the non-logarithmic case guarantees that when substituting u e 0 by u e 0 − p 0 − V 0 , the norm does not increase.
Similarly, by Lemma 2.2.14, u e J + J + |e j ∈ {0, . . . , p r j − 1} for all j ∈ J, and e 0 ∈ {0, . . . , e − 1} also forms a basis of O a
as a finite free module. Given 
It is clear that
) is complete for this norm. The requirement a > 1 in the non-logarithmic case guarantees that when substituting u e 0 by u e 0 − ψ(p 0 ) − R 0 , the norm does not increase.
Define
We need to verify the convergence condition for all V j . Indeed, Proposition 2.2.5 and the admissibility of R J + imply that
Now we define the inverse χ 2 of χ 1 . Obviously, one should send u J + back to u J + . We need to define χ 2 (δ J + ). By Lemma 2.3.2,
Let A −1 denote the inverse matrix in GL m+1 O K u J + /(p J + ) , whose entries are written as polynomials in u J + (using the basis (2.2.14.1)). Thus,
where I is the (m + 1) × (m + 1) identity matrix. Now, we write δ 0 . . .
2) the last term is just −A −1 · χ 1 (V J + ). We need to bound the first two terms.
By (2.3.3.1), I − A −1 A has norm ≤ θ a . Hence, in the non-logarithmic case, the first term in (2.3.3.2) has norm ≤ θ 2a ; in the logarithmic case the first term in (2.3.3.2) has norm ≤ θ 2a , except for the first row, which has norm ≤ θ 2a+1 . By the definition of A, the second term in (2.3.3.2) has entries
Hence, in the non-logarithmic case, the term has norm ≤ θ 2a−1 ; in the logarithmic case, the term has norm ≤ θ 2a , except for the first row, which has norm ≤ θ 2a+1 .
Since we want χ 2 to be the inverse of χ 1 , we define recursively by
where Λ J + denotes the sum of the first two terms in (2.3.3.2). Since Λ J + have strictly smaller norms than δ J + and Λ J + are in the ideal (δ J + ), one can plug the image of χ 2 (δ J + ) back into χ 2 (Λ J + ) and iterate this substitution. This construction will converge to a continuous homomorphism χ 2 , which is an inverse of χ 1 . Moreover, from the construction, one can see that
Therefore, we have two continuous homomorphisms χ 1 and χ 2 , being inverse to each other; this concludes the proof. 
. Abbes-Saito spaces will behave better under base change using the new morphisms.
2.4Étaleness of the thickening spaces
In this subsection, we will study a variant of [ 
over which the morphism Π defined in Definition 2.2.10 isétale. When there is no ambiguity of R J + , we may omit it from the notation by writing ET L/K instead.
for some ǫ > 0 and r ∈ N. It does not hurt to take
be any point. Suppose the thickening space is notétale at P . Then the relative differential Ω 1
have a constituent isomorphic to K(P ) at P , where K(P ) is the residue field at P . This implies that Coker (O J −→ O) has a torsion-free constituent at P .
One the other hand, at P , |δ j | ≤ θ a for j ∈ J + . Hence, The following lemma is an easy fact about logarithmic relative differentials. This is not a good place to introduce the whole theory of logarithmic structure. For a systematic account of logarithmic structures and log-schemes, one may consult [13, Section 4] and [12] . 
Proof. The proof is similar to Theorem 2.4.2 except that we need to invoke [3, Proposition 4.11 (2) ] to give a bound on Ω 1
(log/log) in Lemma 2.4.4 singles out δ 0 and gives rise to the smaller radius θ a+1 .
Construction of differential modules
In this subsection, we set up the framework of interpreting ramification filtrations by differential modules.
As a reminder, we keep Hypotheses 2.1.2 and 2.2.7.
it is defined over ET L/K and given by
Thus, we can define the action of differential operators ∂ j = ∂/∂δ j for j ∈ J + on E and talk about intrinsic radius IR(E; s J + ) as in Notation 1.
The following statements are equivalent for a > 1 (resp. a > 0):
(2) For any (some) admissible (R J + ) ⊂ S K and any rational number a ′ > a,
(3) For any (some) admissible (R
J + ) ⊂ S K , A m+1 K [0, θ a ] ⊆ ET L/K,R J + (resp. A 1 K [0, θ a+1 ] × A m K [0, θ a ] ⊆ ET L/K,R J + )
and the intrinsic radius of E over
IR(E; a) = 1 (resp. IR(E; a + 1, a) = 1).
Proof. The proof is similar to [21, Theorem 3.4.5].
(1) ⇔ (2) is immediate from Theorem 2.3.3.
(2) ⇒ (3): For any rational number a ′ > a, (2) implies that for some finite extension
because Π is finite and flat; in particular, Π isétale there. Therefore,
. As a consequence,
Statement (3) follows from the continuity of intrinsic radii in Proposition 1.1.23(a).
(3) ⇒ (2): (3) implies that, for any rational number a ′ > a, E is a trivial differential module on A m+1
. Indeed, we have a bijection
whose inverse is given by Taylor series. This is in fact a ring isomorphism by basic properties of Taylor series. The left hand side of (2.5.
T S,L/K,log,R J + ); the right hand side is just K u J + /(p J + ) ≃ L. Thus, after the extension of scalars from K to L, we can lift the idempotent elements in
Corollary 2.5.3. Given the differential module E over ET L/K with respect to some admissible
In other words, b(L/K) (resp. b log (L/K)) corresponds to the intersection of the boundary of Z(E) with the line defined by s
Proof. It is obvious from Propositions 2.5.2 and 1.1.23.
Recursive thickening spaces
In this subsection, we introduce a generalization of thickening spaces. This will give us some freedom when changing the base field.
In this subsection, we continue to assume Hypotheses 2.1.2 and 2.2.7.
Construction 2.6.1. This is a variant of Construction 2.1.6. First, filter the (inseparable) extension l/k by elementary p-extensions
where for each λ = 1, . . . , r, k λ = k λ−1 (c λ ) withc p λ =b λ ∈ k λ−1 . Denote Λ = {1, . . . , r}. Pick lifts c Λ ofc Λ in O L . Let e = e 0 , . . . , e r 0 = 1 be a strictly decreasing sequence of integers such that e i | e i−1 for 1 ≤ i ≤ r 0 . Set I = {1, . . . , r 0 }.
sending u 0,i → π L,i for i ∈ I and u λ → c λ for λ ∈ Λ, where I is some proper ideal and we use the same ∆ as in Construction 2.1.6. Moreover, e i − 1} for all i ∈ I and e λ ∈ {0, . . . , p − 1} for all λ ∈ Λ (2.6. 
We say that p λ corresponds to the extension k λ /k λ−1 .
Definition 2.6.2. As in Definition 2.2.9, we define
we define the (non-logarithmic) recursive thickening space (of level a) T S a
L/K,R 0,I ,R Λ to be the rigid space associated to
For a > 0, we define the logarithmic recursive thickening space (of level a) T S a L/K,log,R 0,I ,R Λ to be the rigid space associated to
We still use ∆ to denote the natural homomorphism
we use ∆ to denote the composition with the reduction O L → l. 
Proof. Same as Lemma 2.2.14. Example 2.6.4. The construction of the thickening spaces in Definition 2.2.10 is a special case of the above construction. If we start with a uniformizer π L , a p-basis c J , and relations p J + in Construction 2.1.6, the following dictionary translates the information to fit in Construction 2.6.1. 
Proof. For each j ∈ J, express c j as a polynomialc j in u 0,I and u Λ with coefficients in
, and set Θ(u j ) = ψ(c j ). We also set Θ(u 0 ) = u 0,r 0 . It is then obvious that for a ∈ 1 e Z ≥0 , Θ(N a · S K ) ⊂ N a · S K . We need to determine R J + . For each fixed j 0 ∈ J + , since ∆(p j 0 (u J + )) = 0, we can write
, u Λ for i ∈ I and λ ∈ Λ. Moreover, when j 0 = 0, we can require h 0,i ∈ N 1−e i−1 /e · O K u 0,I , u Λ , and h λ ∈ N 1 · O K u 0,I , u Λ for i ∈ I and λ ∈ Λ. Thus,
they correspond to the error terms coming from ψ failing to be a homomorphism (See Proposition 2.2.5).
Thus, we can find polynomials q 0 , .
Further, we can similarly clear up the coefficients for δ j δ j ′ for j, j ′ ∈ J. Repeating this approximation gives the expressions for R J + . They clearly have error gauge ≥ ω.
The surjectivity of Θ follows from the surjectivity modulo (δ 0 /π K , δ J ), which is the identity via ∆. Moreover, a surjective morphism between two finite free modules of the same rank over a Noetherian base is automatically an isomorphism. The theorem is proved.
Remark 2.6.6. The isomorphism Θ is not unique. Basically, Θ(u 0 ) mod (N ω δ 0 , N ω+1 δ J ) · S K and Θ(u j ) mod (N ω−1 δ 0 , N ω δ J )·S K for j ∈ J are fixed; any lifts of them will give a desired isomorphism (with different (R J + )).
is invertible if and only if
Proof. The necessity is obvious. To see the sufficiency, we construct the inverse of h directly.
The series converges to the inverse of h.
We need the following lemma in the proof of Theorem 3.2.5. 
Lemma 2.6.8. Keep the notation as above and let
ω ∈ 1 e N ∩ [1, β K ]. Fix λ 0 ∈ Λ. Let R 0,I , R Λ ∈ (δ J + ) · S K be anp ′ 0,I , p ′ Λ . Let S ′ K = R K u 0,I , u Λ\{λ 0 } , u ′ λ 0 . Then there exists an R K -isomorphism Θ : S ′ K ψ(p ′ 0,I ) + R ′ 0,I , ψ(p ′ Λ ) + R ′ Λ ∼ → S K ψ(p 0,I ) + R 0,I , ψ(p Λ ) + R Λ for some admissible set R ′ 0,I , R ′ Λ ∈ (δ J + )R K u 0,I , u Λ\{λ 0 } , u ′ λ 0 of error gauge ≥ ω, such that Θ mod (δ 0 /π K , δ J )
induces the identity map if we identify both side with
Proof. The proof is very similar to that of Proposition 2.6.5. We first remark that to prove the lemma, it suffices to construct the homomorphism and find the corresponding R ′ 0,I , R ′ Λ ; this is because Θ mod (δ 0 /π K , δ J ) is an isomorphism and hence Θ would be a surjective homomorphism between two free R K -modules of the same rank. 3 Hasse-Arf Theorems
Generic p-th roots
The notion of generic p-th roots was first (implicitly) introduced by Borger in [6] . Kedlaya [17] realized that in the equal characteristic case, adding generic p-th roots into the field extension will not change the (differential) non-logarithmic ramification filtration; hence, one can prove the non-logarithmic Hasse-Arf theorem by reducing to the perfect residue field case.
In this subsection, we assume Hypothesis 2.2.7 only, i.e., we work with arbitrary complete discretely valued field K of mixed characteristic (0, p) which is not absolutely unramified.
Notation 3.1.1. Let x be transcendental over K. Define K(x) ∧ to be the completion of K(x) with respect to the 1-Gauss norm and define K ′ to be the completion of the maximal unramified extension of 
Proof. First, L(x) ∧ = LK(x) ∧ because the latter is complete and is dense in the former. So, it suffices to prove that L ′ is complete and has separable residue field. Since L ′ /K ′ is finite, L ′ is complete. Moreover, the residue field l ′ of L ′ is separably closed because it is a finite extension of a separably closed field k(x) sep . Definition 3.1.3. Let b j 0 be an element in a p-basis of K. We will often need to make a base change
, a process which we shall refer to as adding a generic p-th root (of b j 0 ). It is clear that the absolute ramification degree β e K equals β K . If we start with a finite field extension L/K, adding a generic p-th root will mean considering the extension L = L K/ K. We have G e L/ e K = G L/K as K is linearly independent from L over K. By convention, we take π e K = π K as K/K is unramified. We provide K with a p-basis {b J\{j 0 } , (b j 0 + xπ K ) 1/p , x}, which has one more element than the p-basis of K. 
2]).
First, the tamely ramified part is always preserved under these operations. So, we can assume that L/K is totally wildly ramified and hence the Galois group G L/K is a p-group. We can filter the extension L/K as K = K 0 ⊂ · · · ⊂ K n = L, where K i /K i−1 is a (wildly ramified) Z/pZ-Galois extension and K i /K is Galois for each i = 1, . . . , n. Each of these subextensions (a) either has inseparable residue field extension (and hence has naïve ramification degree 1), (b) or has separable residue field extension (and hence has naïve ramification degree p). We do induction on the maximal i 0 such that K i /K i−1 has separable residual extension for i = 1, . . . , i 0 . Obviously adding a generic p-th root does not decrease i 0 because after adding a generic p-th root, the naïve ramification degree of K i 0 / K still equals to the degree p i 0 . Now, it suffices to show that after finitely many operations of adding generic p-th roots, K i 0 +1 /K i 0 has separable residue field extension (if i 0 < n). Suppose the contrary. Let g ∈ G K i 0 +1 /K i 0 ≃ Z/pZ be a generator. We claim that γ = min x∈O K i 0 +1 v K i 0 +1 (g(x) − x) decreases by at least 1 after adding generic p-th roots of each of the element in the p-basis.
Let z be a generator of
where a 1 , . . . , a p−1 ∈ m K i 0 and a p ∈ O
Adding generic p-th roots of each of the element in the p-basis gives us a field K. Now, the field extension KK i 0 +1 / KK i 0 is also generated by z as above. But 
(z ′ ) > 0. By assumption that the extension
. Thus,
This proves the claim. However, the number γ is always a non-negative integer; this leads to a contradiction. Hence after finitely many operations of adding p-th roots, K i 0 +1 /K i 0 has naïve ramification degree p. This finishes the proof.
Remark 3.1.5. It is worth to point out that, after these operations, the number of elements in the p-basis of the resulting field will be more than that of the original field. Proof. (1) By Proposition 1.2.5(4), we may assume that k is separably closed and ρ is irreducible. In particular, ρ exactly factors through the Galois group of a totally ramified Galois extension L/K. We may also assume that k is imperfect and the extension is wildly ramified since the classical case and the tamely ramified case is well-known (Propositions 1.2.5(7) and 1.2.12). We need only to
Now we reduce to the finite p-basis case. Choose a finite subset J 0 ⊂ J such that k(b 1/p j ) is linearly independent from l for any j ∈ J\J 0 . Define
where k 1 and l 1 are the residue fields of K 1 and L 1 , respectively. Thus, all the inequalities are forced to be equalities. This implies
. Therefore, we may reduce to the case when Hypothesis 2.1.2 holds.
Since adding generic p-th roots does not change β K , the condition of this proposition says that b(L/K) is invariant under the operation of adding generic p-th roots. By Proposition 3.1.4, we may assume that L/K is non-fiercely ramified as the base changes do not change the conductor. In this case, Proposition 1.2.5(4') implies that replacing K by K b 1/p n j ; j ∈ J, n ∈ N ∧ does not change the conductor. Hence, we reduce to the classical case; the statement follows from Proposition 1.2.12.
Now we prove (2) , following the idea of [17, Theorem 3.5.13]. Let L be a finite Galois extension of K with Galois group G L/K ; then we obtain an induced filtration on G L/K . It suffices to check that Fil a G L/K /Fil a+ G L/K is abelian and killed by p; moreover, we may quotient further to reduce to the case where Fil a+ G L/K is the trivial group but Fil a G L/K is not. As above, we may reduce to the classical case because the ramification break of any intermediate extension between L and K is also preserved under the operations above. The statement follows from Proposition 1.2.12.
Base change for generic p-th roots
In this subsection, we prove the key technical Theorem 3.2.5. We retain Hypotheses 2.1.2 and 2.2.7.
Notation 3.2.1. For this subsection, Fix j 0 ∈ J and n ∈ N coprime to p. As in Definition 3.1.3, let K(x) ∧ be the completion of K(x) with respect to the 1-Gauss norm and let K ′ be the completion of the maximal unramified extension of
Denote the residue fields of K and L byk andl, respectively. Notation 3.2.2. From now on, we use ψ K instead of ψ as we will consider the ψ-functions for different fields.
, which is an approximate homomorphism modulo the ideal I e 
Lemma 3.2.4. There exists a unique continuous
The reader may skip this proof when reading the paper for the first time. Roughly speaking, the argument presented here is a more complicated version of Proposition 3.5.4.
Proof.
Step
K for λ ∈ Λ are the error terms coming from the approximately commutative diagram (3.2.4.1). It is then clear that (3.2.5.1) gives a recursive thickening space for L/ K with error gauge ≥ ω > ω − n.
From now on, we assume thatb
∈ l, which is the essential case. The difficulty comes from
Using the notation in Construction 2.6.1, Let λ 0 be the smallest λ such that
). We need to change the generator c λ 0 to an element which gives exactly one of the following two cases.
Case A: an inseparable extensionl/l(x) sep which happens when L/ K has naïve ramification degree e;
Case B: a ramified extension of naïve ramification degree p which happens when L/ K has naïve ramification degree ep.
Step 2:
) ≤ en and the first statement of the claim follows. When α / ∈ N, we are forced to fall in Case B, and we can take
L (β j 0 − µ) in L because the residue fieldl is separably closed. The claim follows. Now consider the case α ∈ N. Assume for contradiction that the reduction ofc λ 0 lies in l ′ . Then
. But then β j 0 − µ − µ ′ would have a bigger valuation, which contradicts our choice of µ. This proves the claim.
Step 3: Substitution. By Lemma 2.6.8, we may assume thatc λ 0 =β j 0 inl. Thus, µ in Step 2 is congruent to
is the canonical isomorphism, we can write ∆ −1 (µ) using the basis (2.6.1.1) as u λ 0 + h with h ∈ N 1/e · O e K u 0,I , u Λ .
We make a substitution χ :
by sending u 0,I and u Λ\{λ 0 } to themselves but u λ 0 to an element so that χ(
Let N a be the ideal in O e K u Λ\{λ 0 } , v d u 0,I generated by χ(N a ), for a ∈ 1 e Z ≥0 . By Lemma 2.6.7, we may replace χ(p λ 0 ) on the right hand side of (3.2.5.2) by u
by sending u 0,I to u 0,I , u Λ\{λ 0 } to u Λ\{λ 0 } , and u λ 0 to ψ e K χ(u λ 0 ) . It induces a natural homomorphism
are the error terms coming from the approximate commutative diagram (3.2.4.1). Moreover,
] is finite and free over R e K [ 
for λ ∈ Λ\{λ 0 }, and ψ e K (q) + R q using the basis of (3.2.5.4). This amounts to modifying the above elements using equations in (3.2.5.5) with multiples in S ′ e K . Hence, this will not decrease the error gauge. In other words, we may rewrite (3.2.5.5) as
If we are in Case A,p 0,I ,p Λ\{λ 0 } ,q give the relation for the recursive thickening space for L/ K with generators π L,I , c Λ\{λ 0 } ,c λ 0 . It is admissible with error gauge ≥ ω − pα/e ≥ ω − n.
Step 5: In Case B, we need to take the "d-th root" ofṽ d . If d = 1,p 0,I ,p Λ\{λ 0 } ,q give the relation for the recursive thickening space for L/ K with generators π L,I , c Λ\{λ 0 } ,c λ 0 . It is admissible with error gauge ≥ ω − p[α]/e − 1/e ≥ ω − n (Since Rq now corresponds to a uniformizer, we have to take off an additional 1/e from the error gauge.)
If d > 1,q is not the right equation to generate O e L /O e K . We will take a "d-th root" of ψ e K (q) + Rq. From Step 2, we can find
We write ψ e K (q) + Rq as
By Lemma 2.6.7, d 0 is invertible in A. We setq ′ to be the sum of v p and
and written in the standard basis (3.2.5.4). Also, we set R ′ q to be
it is an element in
Therefore, we get
which is isomorphic to a recursive thickening space for L/ K with error gauge ≥ ω−(p[α]+d−1)/e ≥ ω − n, by a similar simplification argument in Step 4. We have a natural homomorphism 
Non-logarithmic Hasse-Arf theorem
In this subsection, we apply Theorem 3.2.5 to obtain the Hasse-Arf Theorem for non-logarithmic ramification filtrations.
We assume Hypothesis 2.1.2 until stating the last theorem.
Notation 3.3.1. Keep the notation as in Construction 2.1.6. Fix j 0 ∈ J and n ∈ N.
.4 restricts to a morphism
In other words, we change the j 0 -th radius from a j 0 to a j 0 + n − 1.
Proof. It suffices to verify that if |η
which has norm θ a 0 +n−1 because the second term does and other terms have bigger norms.
Lemma 3.3.3. Keep the notation as in the previous lemma. Let E be a differential module over
The morphism f * induces a homomorphism on differentials: dδ j → dη j for j ∈ J + \{j 0 } and
where ∂ ′ j = ∂/∂η j for j = 0, . . . , m + 1. Thus,
where the second inequality follows from Proposition 1. Proof. Adding a generic p-th root corresponds to setting n = 1 in the notation in this subsection. Fix a choice of ψ K in Construction 2.2.1. Let T S a L/K,ψ K be the standard thickening space for L/K. By Example 2.6.4, we can turn this standard thickening space into a recursive thickening space (with error gauge ≥ β K ). By Theorem 3.
thickening space for L/ K with error gauge ≥ β K − 1, which is isomorphic to some thickening space for L/ K by Proposition 2.6.5.
Let E be the differential module over A m+1 
Application to finite flat group schemes
This subsection is an analogue of [21, Section 4.1] in the mixed characteristic case.
We first recall the definition [1] of ramification filtration on finite flat group schemes.
Convention 3.4.1. All finite flat group schemes are commutative.
. . , x n ]/I with I an ideal generated by f 1 , . . . , f r . For a ≥ 0, define the rigid space Definition 3.4.3. Now we specialize to the case when G = Spec A is a finite flat group scheme. We have a natural map of points G(K alg ) ֒→ X a (K alg ). Further composing with the map for geometrically connected components, we obtain
One can show that π geom 0 (X a ) has a natural group structure and σ a is a homomorphism. Define G a to be the Zariski closure of ker σ a . 
Definition 3.4.5. We say that the finite flat group scheme G is generically trivial if G × O k K is disjoint union of copies of Spec K, with some abelian group structure. Proof. Let gcd(n 1 , n 2 ) = 1 and let K n 1 and K n 2 be two tamely ramified extensions of K with ramification degree n 1 and n 2 , respectively. By Lemma 3.4.4, it suffices to prove the theorem for 
Integrality for Swan conductors
In this subsection, we will deduce the integrality of Swan conductors from that of Artin conductors (Theorem 3.3.5). We will use the fact that the logarithmic ramification breaks behave well under tame base changes.
We will keep Hypothesis 2.1.2 until we state Theorem 3.5.11.
We take the uniformizer of K n and L n to be π Kn = π 
Proof. Follows from Proposition 2.2.5.
be the standard logarithmic thickening space. Then the space
is a logarithmic thickening space for L n /K n with error gauge ≥ nβ K − (n − 1); in particular, it is admissible.
Hence, in a neighborhood of s 1 = b log (L/K), the intersection of the boundary of Z with the surface defined by s 1 = · · · = s m is of the form
where α ′ is the slope; α ′ ∈ [−∞, 0] by the monotonicity Proposition 1.1.23(c). When n ≫ 0, it is clear that the line s → (s + n−1 n , s, . . . , s) hits the boundary of Z at s = b log (L/K) + 1/(n(1 − α ′ )). This justifies the equality in (3.5.5.1). It follows that
the different normalizations for ramification filtrations on G K and G Kn give the extra factor n.
Remark 3.5.6. With more careful calculation, one may prove the above proposition and Proposition 3.5.9 below for any n sufficiently large and coprime to p.
Notation 3.5.7. Assume p > 2. Let (b J ) be a p-basis of K; it naturally gives a p-basis of K n . Let K n (x J ) ∧ denote the completion of K n (x J ) with respect to the (1, . . . , 1)-Gauss norm, and let K ′ n denote the completion of the maximal unramified extension of K n (x J ) ∧ . Set
, where the last morphism is the natural inclusion of affinoid subdomain. 
is a thickening space for L n / K n with error gauge ≥ nβ K −2m−n+1; in particular, it is admissible.
Proof. It immediately follows from Proposition 3.5.5 and applying Theorem 3.2.5 m times.
Proposition 3.5.9. Assume p > 2 and β K ≥ 2. There exists N ∈ N such that, for all integers n > N congruent to 1 modulo ep, we have
where α L/K is the same as in Proposition 3.5.5.
Proof. We continue with the notation from Proposition 3.5.5. Previous proposition implies that f * f * n E is a differential module associated to L n / K n when n > m. By applying Lemma 3.3.3 m times, we have IR(f * f * n E; s) = IR(f * n E; s, s + Remark 3.5.10. When p = 2, we study
Kn ) 1/p instead; the same argument above proves the proposition with (3.5.9.1) replaced by
For the following theorem, we do not impose any hypothesis on K.
Theorem 3.5.11. Let K be a complete discretely valued field of mixed characteristic (0, p) and let ρ : G K → GL(V ρ ) be a representation with finite local monodromy. Then Swan(ρ) is a non-negative integer if p = 2 and is in
Proof. First, as in the proof of Proposition 3.1.6, we may reduce to the case when ρ is irreducible and factors through a finite Galois extension L/K, for which Hypothesis 2.1.2 hold. In this case,
By Proposition 1.2.5(4), we have Swan(ρ| Kn ) = n · Swan(ρ) for any K n = K(π 1/n K ) with gcd(n, ep) = 1. We need only to prove Swan(ρ| Kn ) ∈ Z for two coprime n's satisfying gcd(n, ep) = 1, and the statement for Swan(ρ) will follow immediately. In particular, we may assume that β K ≥ 2.
When p > 2, we use similar argument as above. There exist n 1 , n 2 satisfying the condition of Propositions 3.5.5 and 3.5.9 and gcd(n 1 , n 2 ) = 1. Thus, by the non-logarithmic Hasse-Arf Theorem 3.3.5,
This implies immediately that n 1 Swan(ρ), n 2 Swan(ρ) ∈ Z; hence, Swan(ρ) ∈ Z. When p = 2, a similar argument using Remark 3.5.10 gives Swan(ρ) ∈ 1 2 Z.
Remark 3.5.12. When p = 2, we expect the integrality of Swan conductors in the case K is the composition of a discrete completely valued field with perfect residue field and an absolutely unramified complete discrete valuation field. In this case, we can factor ψ K as O K → O K δ 0 /π K → O K δ 0 /π K , δ J with the second map a homomorphism. This fact may allow us to show that α L/K is either 0 or 1 depending on whether ∂ 0 dominates. We do not know if Swan(ρ) when p = 2 in general.
An example of wildly ramified base change
In this subsection, we explicitly calculate an example, which we will use in the next subsection. This example was first introduced in [17, Proposition 2.7.11]. We retain Hypotheses 2.1.2 and 2.2.7.
Lemma 3.6.1. Let K * be the finite extension of K generated by a root of
Then K * is Galois over K. Moreover the logarithmic ramification break b log (K * /K) = 1.
Proof. Let h(T ) = T p − π K T p−1 − π K and ̟ a root of h. It is clear that ̟ is a uniformizer of K * .
We see that h(̟ + ̟ 2 T )/π 2 K is congruent to T p − T modulo ̟. By Hensel's lemma, it splits completely in K * . Hence, K * /K is Galois. Moreover, the valuation of the difference between two distinct roots is 2. This implies that b log (K * /K) = 1. Indeed, if |T ′ 0 | < rθ a−(p−2)/p , then The proposition follows. 
Subquotients of logarithmic ramification filtration
In this subsection, we prove Theorem 3.7.3 that the subquotients Fil a log G K /Fil a+ log G K of the logarithmic ramification filtration are abelian groups killed by p if a ∈ Q >0 and are trivial if a / ∈ Q. This uses the totally ramified base change discussed in previous subsection.
We assume Hypothesis 3.6.8 until we state the main Theorem 3.7.3. For the following theorem, we do not impose any hypothesis on the field K. Proof. We will proceed as in the proof of Theorem 3.3.5. Fix a > 0. Let L be a finite Galois extension of K with Galois group G L/K with an induced ramification filtration Fil
• log G L/K . We may assume that Fil a+ log G L/K is trivial but Fil a log G L/K is not. We may also assume Hypothesis 2.1.2. Furthermore, by Proposition 1.2.5(4), we are free to make a tame base change and assume that all logarithmic ramification breaks of L/K is strictly bigger than 1, and pβ K ≥ m(p − 1) + 1. Finally, we may replace L by LK * since b log (K * /K) = 1 by Lemma 3.6.1, and hence Hypothesis 3.6.8 holds. We need to show that a ∈ Q and Fil a log G L/K is an abelian group killed by p. We claim that each of the logarithmic ramification breaks b > 1 of L/K will become a non-log ramification break bp − p + 2 on L 1 / K 1 . In other words, Fil The claim follows by Corollaries 3.6.10 and 2.5.3.
