Abstract. This paper focuses on fuzzy image denoising techniques. In particular, we develop a new fuzzy impulse noise detection method. The main difference between the proposed method and other state-of-the-art methods is the usage of the colour components for the impulse noise detection method that are used in a more appropriate manner. The idea is to detect all noisy colour components by observing the similarity between (i) the neighbours in the same colour band and (ii) the colour components of the two other colour bands. Numerical and visual results illustrate that the proposed detection method can be used for an effective noise reduction method.
Introduction
Reduction of noise in digital images is one of the most basic image processing operations. Recently a lot of fuzzy based methods have shown to provide efficient image filtering [1, 2, 3, 4, 5, 6, 7] . These fuzzy filters are mainly developed for images corrupted with fat-tailed noise like impulse noise. Although these filters are especially developed for greyscale images, they can be used to filter colour images by applying them on each colour component separately. This approach generally introduces many colour artefacts mainly on edge and texture elements. To overcome these problems several nonlinear vector-based approaches were successfully introduced [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] . Nevertheless all these vector-based methods have the same major drawbacks, i.e. (i) the higher the noise level is the lower the noise reduction capability is in comparison to the component-wise approaches and (ii) they tend to cluster the noise into a larger array which makes it even more difficult to reduce. The reason for these disadvantages is that the vector-based approaches consider each pixel as a whole unit, while the noise can appear in only one of the three components.
In this paper another colour filtering method is proposed. As in most other applications we use the RGB colour space. The main difference between the proposed method and other state-of-the-art methods is the usage of the colour components for the impulse noise detection. The idea behind this detection phase is to detect all colour components which are dissimilar (i) to the neighbours in the same colour band and (ii) to the colour components of the two other colour bands. The proposed method illustrates the advantage of using the colour information in a more appropriate way to improve the noise reduction method. This work should also stimulate more research in the field of colour processing for image denoising.
The paper is organized as follows: in section 2 the new colour based impulse noise detection method is explained. A noise reduction method that uses the performed detection is described in section 3. Section 4 illustrates the performance of the proposed method in comparison to other state-of-the-art methods and the conclusions are finally drawn in section 5.
Fuzzy Impulse Noise Detection
In this section a novel fuzzy impulse noise detection method for colour images is presented. In comparison to the vector-based approaches the proposed fuzzy noise detection method is performed in each colour component separately. This implies that a fuzzy membership degree (within [0, 1]) in the fuzzy set noisefree will be assigned to each colour component of each pixel. When processing a colour, the proposed detection method examines two different relations between the central colour and its neighbouring colours to perform the detection: it is checked both (i) whether each colour component value is similar to the neighbours in the same colour band and (ii) whether the value differences in each colour band corresponds to the value differences in the other bands. In the following, the method is described in more detail.
Since we are using the RGB colour-space, the colour of the image pixel at position i is denoted as the vector F i which comprises its red (R), green (G), and blue (B) component, so
). Let us consider the use of a sliding filter window of size n × n, with n = 2c + 1 and c ∈ N, which should be centered at the pixel under processing. The colours within the filter window are indexed according to the scheme shown in Figure 1 for the 3 × 3 case. For larger window sizes the indexing will be performed in an analogous way. The colour pixel under processing is always represented by
First, we compute the absolute value differences between the central pixel F 0 and each colour neighbour as follows: 
k denote the value difference with the colour at position k in the R, G and B component, respectively. Now, we want to check if these differences can be considered as small. Since small is a linguistic term, it can be represented as a fuzzy set [20] . Fuzzy sets in turn can be represented by a membership function. We compute the membership degree in the fuzzy set small 1 using the 1 − S-membership function [20] over the computed differences. This function is defined as follows
where we have experimentally found that α 1 = 10 and γ 1 = 50 receive satisfying results in terms of noise detection. In this case we denote 1 − S by S 1 , so that
) denote the membership degrees in the fuzzy set small 1 of the computed differences with respect to the colour at position k. Now, we use the values 
., n
2 − 1 are sorted in descending order so that only the most relevant differences are considered. The value occupying the j-th position in the ordering is denoted by S 1 (ΔF R (j) ). Next, the similarity to the neighbour values is determined by checking that the value difference should be small with respect to, at least, a certain number K of neighbours. The number K of considered neighbours will be a parameter of the filter and its importance is discussed in section 4. So, we apply a fuzzy conjunction operator (fuzzy AND operation represented here by the triangular product t-norm [21, 22] ) among the first K ordered membership degrees in the fuzzy set small 1 . The conjunction is calculated as follows:
where μ R denotes the degree of similarity of F R 0 with respect to K of its neighbours in the most favourable case. Notice that in the case that F R 0 is noisy a low similarity degree μ R should be expected.
The next step of the detection process is to determine whether the observed differences in the R component of the processed colour corresponds to the same observations in the G and B component. We want to check if these differences agree at least for a certain number K of neighbours. Then, for each neighbour we compute the absolute value of the difference between the membership degrees in the fuzzy set small 1 for the red and the green and for the red and the blue components, i.e. |S 1 (ΔF
2 − 1, respectively. Now, in order to see if the computed differences are small we compute their fuzzy membership degrees in the fuzzy set small 2 . A 1−Smembership function is also used but now we used α 2 = 0.10 and γ 2 = 0.25, which also have been determined experimentally. In this case we denote the membership function as S 2 . So we calculate
where μ
RG k
and μ
RB k
denote the degree in which the observed difference in the red component is similar to the observed difference in the green and blue components with respect to the colour located at position k, respectively. Now, since we want to require that the differences are similar with respect to at least K neighbours, the values of μ and μ RB (j) denote the values ranked at the j-th position. Consequently, the joint similarity with respect to K neighbours is computed as
where μ RG and μ GB denote the degree in which the observed differences for the red component are similar to the observed differences in the green and blue components, respectively. Notice that if F is large A colour component is considered as noise-free if (i) it is similar to some of its neighbour values (μ R ) and (ii) the observed differences with respect to some of its neighbours are similar to the observed differences in some of the other colour components (μ RG and μ GB ). In addition, the degrees of similarity of the other components values with respect to their neighbour values, i.e. μ G and μ B , are included so that a probably noisy component (with a low μ G or μ B value) can not be taken as a reference for the similarity between the observed differences. The fuzzy rule 1 contains four conjunctions and one disjunction. In fuzzy logic triangular norms and co-norms are used to represent conjunctions and disjunctions [21, 22] , respectively. Since we use the product triangular norm to represent the fuzzy AND (conjunction) operator and the probabilistic sum co-norm to represent the fuzzy OR (disjunction) operator the noise-free degree of F R 0 which we denote as N F F R 0 is computed as follows:
Notice that all the variables in the antecedent of the fuzzy rule 1 are already appropriate fuzzy values, so that no fuzzyfication is needed. Moreover, since we aim at computing a fuzzy noise-free degree, any defuzzyfication is neither needed. Analogously to the calculation of the noise-free degree for the red component described above, we obtain the noise-free degrees of F 
In fuzzy logic, involutive negators are commonly used to represent negations. We use the standard negator N s (x) = 1 − x, with x ∈ [0, 1] [21] . By using this negation we can also derive the membership degree in the fuzzy set noise for each colour component, i.e.
, where N denotes the membership degree in the fuzzy set noise. An example of the proposed detection method is shown in Figure 2 . Note that first/last rows/columns have not been processed in this example.
Image Denoising Method
Now we briefly explain an image denoising method that uses the fuzzy detection in section 2. The image is denoised so that (i) each colour component is smoothed according to its noisy degree and (ii) the colour information is used to estimate the output values. We propose to compute a weight for each colour component in order to calculate a weighted averaging to obtain the output. Now we illustrate the case of the R component but it is done in an analogous way for the G and B components. The denoised R component is obtained as followŝ is set proportionally to its noise-free degree N F F R 0 so that it will be less weighted, and therefore more smoothed, if its noise-free degree is lower. The weight of the neighbour components is set inversely proportional to the noise-free degree of the component being denoised N F F R 0 . Therefore, the neighbours are more weighted as N F F R 0 is lower. In addition, in order to take into account the colour information, we will weigh more those components F R k for which it can be observed that
. The underlying reasoning is that if two colours have similar G or B components then it is observed that the R component is also similar. Notice that in a extremely noisy situation it may happen that W F R k = 0, ∀k and then the weighted average cannot be performed. In such situations we perform a weighted vector median (WVM) operation, instead. In the WVM the weight of each vector should be set according to the vector noisefree degree which is computed as the conjunction of the noise-free degree of its RGB components.
Parameter Setting and Experimental Results
In this section we evaluate the performance of the proposed method and compare it with the performance of other methods. We use the Peak Signal-to-Noise Ratio (PSNR) [9] as objective measure to evaluate the quality of the filtered images.
In order to set the K parameter of the filter we have taken different images and we have contaminated them with random-value impulse noise varying its percentage from 1% to 50% in each colour component. We have computed the performance (PSNR) achieved by the proposed filter using a 3 × 3 filter window for all possible values of K ∈ {1, . . . , 8}. The obtained results seem to indicate that the most appropriate values of the K parameter are K = 2, 3. When the images are contaminated with low-medium percentages of noise, setting K = 2, 3 makes the filter able to properly detect and reduce impulse noise while preserving noise-free image areas, specially edges and textures. However, when the percentage of noise is high it is observed that some clusters of similar noisy pixels may occasionally appear in the noisy images. Using a value of K = 2, 3 may not be able to reduce clusters of noisy pixels larger than or equal to 3 or 4 pixels. This problem can be solved by using a larger value for K (maybe K = 4, 5), but in this case the performance for low densities of noise would be far from optimal because the detail-preserving ability is not so good as it is for lower values of K. Instead of this, we propose to perform a filtering based on a twostep approach. In the first step the noisy image is filtered using a 3 × 3 window and K = 2. In this step, isolated noisy pixels are reduced while uncorrupted edges and details are properly preserved. In the second step, the image is now filtered using a 5×5 window and K = 5. This step is intended to remove possible clusters of noisy pixels that may still remain in the image.
In the following the performance of the proposed filtering procedure, which we will entitle as impulse noise reduction method (INR), is compared to the performance of other state-of-the-art filters. The set of filters chosen for the comparison includes some filters for grayscale images applied in a component wise way (UF [19] and FRINRM [6] ) and some colour image filters (VMF [11] , PGSF [15] , FISF [16] and FIDRMC [7] ). Notice that some of the mentioned filters are also based on fuzzy concepts (FRINRM, FISF and FIDRMC). We have used the three well-known images Baboon, Boats and Parrots for the tests. These images have been corrupted with different percentages of random-value impulse noise in each colour channel. We have used the following percentages: 5%, 10%, 15%, 20%, 25%, 30%, 40%.
Since the proposed method uses a two-step procedure we have also filtered the test-images with the proposed filters using an analogous two-step design. The first step uses a 3×3 filter window where we used the (optimal) parameter setting suggested in the corresponding works. After the first step we have performed a second step where we use a 5 × 5 window size and where the corresponding (optimal) parameters are changed accordingly to the number of pixels in the window. In Tables 1-2 we have illustrated the PSNR performance achieved by all filters. The performance of the state-of-the-art methods included in the tables corresponds with the best performance achieved by the first or second step. Numbers followed by a * indicate that the best performance is achieved in the first step. If no * is used then the best performance is achieved by the second step. Some outputs of the filters for visual comparison are included in Figure  3 using a detail of the Parrots image corrupted by 15% of noise in each colour channel. From these results we can make the following conclusions: -The proposed method generally receives the best PSNR values, which indicates that the proposed method receives the best filtering capability. Other filters such as the UF, may eventually receive slightly better PSNR values however, from the visual results we illustrate that the other methods have some important disadvantages in comparison to the proposed method. -From the images we observe the main problem of the filtering algorithms that are applied component-wise, i.e. they even introduce (impulse like) colour artefacts in heterogeneous areas like edges or fine texture areas. By processing each component separately it often happens that colour component differences were destroyed. -The vector based approaches do not introduce artefacts but tend to cluster the noise in larger areas, as in the case of PGSF. This makes it much more difficult to reduce the remaining noise. Additionally we observe that the results from the vector based approaches tend to make the images much blurrier (smoother) than the other methods so that important image structures are destroyed. -The best visual results were obtained by the proposed method. We observe that the proposed method reduces the noise very well, while preserving the colour information and the important image features like edges and textures.
From both the numerical and visual results we can conclude that the proposed method can be advised for reducing random-value impulse noise in colour images since it generally outperforms other state-of-the-art methods.
Conclusion
In this paper a new fuzzy filter for impulse noise reduction in colour images is presented. The main difference between the proposed method (denoted as INR) and other classical noise reduction methods is that the colour information is taken into account in a more appropriate way (i) to develop a better impulse noise reduction method and (ii) to develop a noise reduction method which reduces the noise effectively. The advantages of the proposed method are (i) it reduces random-value impulse noise (for low and high noise levels) effectively, (ii) it preserves edge sharpness and (iii) it doesn't introduce blurring artefacts or new colours artefacts in comparison to other state-of-the art methods. This method also illustrates that colour images should be treated differently than grayscale images in order to increase the visual performance. Also, this method could possibly be extended to process multispectral images produced by so many satellites.
