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In [A.W. Harrow and R.A. Low, Commun. Math. Phys. 291, 257-302 (2009)], it was
shown that a quantum circuit composed of random 2-qubit gates converges to an approximate
quantum 2-design in polynomial time. We point out and correct a flaw in one of the paper’s
main arguments. Our alternative argument highlights the role played by transpositions
induced by the random gates in achieving convergence.
I. INTRODUCTION
Quantum k-designs [1] are statistical ensembles over the sets of states or operators of a quantum
system that faithfully reproduce the kth moments of the respective uniform distributions. These
pseudo-random ensembles are of interest since they can often be efficiently simulated in a physical
system. In other words, while physically generating random states or operators of an n-qubit
quantum system requires resources that grow exponentially in n, pseudorandom objects may require
only polynomial resources [2]. They are thus a practical tool for a wide variety of communication
and computation tasks that make use of random quantum objects (e.g., [3–5]).
In ref. [6], Harrow and Low (HL) have provided an example of an efficient construction of a
quantum 2-design for operators of an n-qubit system, i.e., one that can be physically implemented
using resources that scale polynomially with n. Unlike previous constructions with this property
[7–9], their scheme appears to be efficient also for higher values of k [10]. The construction is based
on a random quantum circuit model [2]: at each step of the circuit, a pair of qubits is chosen
at random, and a 2-qubit gate is applied to them, drawn from some ensemble µ over the set of
all such gates. The pseudorandom n-qubit operators that result from this procedure have second
moments whose evolution can be reduced to a classical Markov chain [11, 12]. In particular, the
(approximate) convergence of this chain to its stationary state is sufficient to ensure the convergence
of the pseudorandom operator ensemble to an approximate quantum 2-design [6].
In this note we wish to point out and correct a flaw in a significant step of this analysis, on
which the main results of ref. [6] directly depend. Specifically, the proof of Corollary 5.1 (p. 284),
2a statement concerning the number of steps required for the convergence of the Markov chain,
is incorrect. We give an alternative argument showing that the statement itself is indeed valid.
Our proof highlights the role played by transpositions induced by the random gates in achieving
convergence.
We assume that the reader is familiar with ref. [6]. In section II we summarize some of its
results, explaining where they are affected by the flawed step. In section III we explain the flaw
itself, giving an explicit counterexample. In section IV we give the general idea of our argument,
and develop some preliminary results using standard tools from Markov chain theory and group
representations. Section V contains our main result, with several details left to the Appendix.
II. SUMMARY OF RESULTS IN [6]
Following a strategy introduced in [11, 12], the first part of ref. [6] establishes a map from the
evolution of second moments of a random quantum circuit to a classical Markov chain P with state
space ΩP = {0, 1, 2, 3}n . When the ensemble µ is chosen to be the uniform (Haar) distribution
over U(4), P turns out to have a particularly simple form, described by the following algorithm:
given a position ~p = (p1, . . . pn) ∈ ΩP , choose a new position ~p′ as follows:
− choose randomly and uniformly a pair of indices 1 ≤ i 6= j ≤ n.
− if pi = pj = 0, do nothing
− if (pi, pj) 6= (0, 0), replace the pair with any element of {0, 1, 2, 3}2\(0, 0),
choosing uniformly from the 15 possibilities.
(1)
The corresponding Markov matrix P (~p, ~p′) has the form P = 1
n(n−1)
∑
i 6=j Pij , where Pij affects
only the i, j coordinates of ~p. Apart from an isolated stationary state ~0 = (0 . . . 0), this Markov
chain is ergodic, with stationary state given by the uniform distribution
π(~p) = (4n − 1)−1,∀~p ∈ ΩP \{~0}. (2)
The key technical problem is then to analyze the convergence time of P , measured for example by
its mixing time in the trace norm:
tmixP (ε) := max
~p∈ΩP \~0
[
min
{
t
∣∣ ∥∥P t(~p, ·)− π∥∥
TV
< ε
}]
. (3)
HL’s approach is to concentrate first on the much smaller Markov chain Z which tracks the
number of nonzero coordinates (i.e., the Hamming weight H(~p) = |{i |pi 6= 0}| ) of states evolving
3under the P chain. This ‘zero chain’ is ergodic on the state space ΩZ = {1, . . . , n}, with stationary
state
ζπ(H) =
(
n
H
)
3H
4n − 1 ; H ∈ ΩZ (4)
Its only nonvanishing transition probabilities are (eq. 5.2 in [6]):
Z(H,H + 1) =
3
5
H (n−H)
(n
2
)−1
,
Z(H,H − 1) = 1
5
H (H − 1)
(n
2
)−1
,
Z(H,H) = 1− Z(H,H − 1)− Z(H,H + 1) = 1− 2H(3n − 2H − 1)
5n(n− 1) .
(5)
Determining a tight upper bound on the mixing time tmixZ(ε) of this chain turns out to be quite
tricky. The main difficulty is dealing with states with small values of H, which by eq. (5) only have
probability O(1/n) of evolving. Nevertheless, after a laborious calculation, HL are able to show in
Theorem 5.1 that tmixZ(ε) = Θ(n log(n/ε)).
The next step in the analysis is the one that concerns us in this Comment. In Corollary 5.1,
Harrow and Low state that, once the Z chain has approximately mixed, then O(n ln(n/ε)) further
steps suffice to ensure the convergence of the P chain as a whole, so that
Corollary 5.1 [6]: The full (P) chain mixes in time tmixP (ε) = Θ
(
n log
(
n
ε
))
.
It is important to emphasize that, despite its moniker, this result is in fact an independent
theorem that does not follow automatically from other results in [6]. It is also a vital step in the
main argument of the paper, as it implies immediately (see eq. 5.7 and Theorem 4.1) that the
spectral gap ∆ of the P chain is of order Θ(1/n). This fact is, in turn, necessary for the main
conclusions of the paper, viz. Theorem 2.2 giving the polynomial bound for the convergence of a
random quantum circuit to a 2-design.
Unfortunately, as we now show, the demonstration of Corollary 5.1 given in [6] is flawed.
III. FLAW IN THE PROOF OF COROLLARY 5.1
The argument given in [6] is based on the well-known ‘coupon collector’ scenario [13, 14], where
one must complete a collection of n different coupons by acquiring them at random. In the present
context, each ‘coupon’ corresponds to a coordinate i of ~p, which is ‘collected’ when it is first chosen
in eq. (1) together with another j such that (pi, pj) 6= (0, 0). HL carefully show that, if the Z chain
has already converged, then after O(n ln(n/ε)) circuit steps, the probability that all coordinates
4have been ‘hit’ in this sense is greater than 1 − ε. The crux of their argument is however the
following statement (p. 284):
Once each site of the full chain has been hit, (...) the chain has mixed. This is because,
after each site has been hit, the probability distribution over the states is uniform.
Indeed, if this were true, then standard results, based on the concept of a ‘strong stationary time’
(SST)1 would allow the bound on the ‘album completion’ time τ to be converted into one on the
P chain’s mixing time. Unfortunately, however, the quoted statement is incorrect: the probability
distribution conditioned on all sites being hit is in fact not uniform, and an SST-type argument
cannot be used.
This is already apparent in eq. (1): note that, conditioned on a site i having just been hit, its
value pi has probability 1/5 of becoming 0 and 4/15 of becoming 1,2 or 3. In particular, since this is
true of the last site to be hit, the overall distribution for ~p conditioned on all sites being hit cannot
be uniform.
One can also construct an explicit counterexample. Choose for example n = 3 qubits (the
simplest nontrivial case) and initial state y = (0 0 1). Starting from y, consider those evolutions
such that all three sites are ‘collected’ after two circuit steps. By exhausting all such cases, it is
straightforward to check that the conditional probability of reaching each final state is not uniform.
For example: the probabilities of obtaining (1 0 0) or (0 0 1) have a ratio 3:2.
IV. ALTERNATIVE STRATEGY AND SYMMETRY ANALYSIS
While it is conceivable that, with appropriate tweaking, an SST-based argument might still be
found for Corollary 5.1, we have been unable to do so. We propose instead a different strategy,
based on reducing the analysis of the P chain to that of another well-known problem in Markov
chain theory: the repeated random transposition of n objects. Note that other kinds of argument
may also be possible, for instance via coupling (A. Harrow, private communication).
Much is known about the random transposition chain [14, 16, 17]; in particular, P. Diaconis and
collaborators have shown that it converges to within ε of a random permutation after Θ(n ln(n/ε))
1 An SST [14, 15] is an instant τ when the distribution Xτ of the chain conditional on a certain event occurring
matches the stationary one π. More precisely, Xτ must be obtained independently of τ , and of the initial state y
of the chain, ie: Py{Xτ = x, τ = t} = π(x)Py{τ = t}. Under these circumstances a bound on the mixing time can
be established (see, e.g., Proposition 6.10 in [14]) .
5steps.2 In order see how this result applies to the problem at hand, let us define the set of states
sharing the same Hamming weight H:
GH := {~p |H(~p) = H } . (6)
Since the Z chain mixes after Θ(n ln(n/ε)) circuit steps, then at that point the total probability
for each GH is approximately correct. However, the probability distributions within each set may
still be uneven, and so it is not yet possible to ensure that the full P chain has mixed to its uniform
stationary state.
Note now that all elements of GH are equivalent up to permutations of their indexes and/or
of the values 1,2 or 3 of their nonzero coordinates. One can thus expect that applying a random
permutation of these variables will result in the mixing of P . Lemmas 1 and 2 below show that
this is indeed true.
The remaining question is then: how do we ensure that such a permutation is applied? A simple
way is to do it ‘by hand’. For example, once the Z chain has mixed, we can apply an efficient
permutation-generating algorithm such as the Durstenfeld-Knuth shuffle [18], which requires O(n)
transpositions to generate an exactly randomly distributed permutation of the indexes of ~p. In
physical terms, each transposition can be implemented by a SWAP gate on the corresponding
qubit pair. Subsequently, all we need is to apply independent permutations of the values 1, 2, 3 on
each site. These can all be done in parallel, by applying a random choice from the set of Pauli
rotations {σi}3i=1 on each qubit (compare e.g. the C1/P1-twirl in [9]). The overall number of circuit
steps for the entire algorithm is therefore still Θ(n ln(n/ε)). Once this is done, the remainder of the
argument in [6] implies that an approximate quantum 2-design will indeed have been generated.
Of course, following this strategy requires switching mid-way from the ‘pure’ random quantum
circuit model described by Harrow and Low to a different algorithm. This is irrelevant if all that is
required is an efficient means of generating a 2-design. Our interest here, however, is to show that
the same result is also achieved within the original random circuit model. Specifically, in section V
we will show that, once the Z chain has mixed, the P chain itself performs the role of a random
transposition chain. Diaconis et al’s results then ensure that P mixes in Θ(n ln(n/ε)) additional
steps, and so the overall number of steps will also be of order Θ(n ln(n/ε)).
Before we formalize these ideas, it is useful to exploit the symmetries of P in order to reduce its
analysis to that of a simpler chain, which we call Q. This requires some elementary results from
2 In fact, much sharper statements can be made [14, 16, 17], but these are not necessary here.
6the application of group representation theory to Markov chains [17, 19].
Markov Chain Projections: Suppose a Markov chain M , with state space ΩM , is invariant
under an action of some group G, i.e.: M(g(x), g(y)) = M(x, y),∀g ∈ G,∀x, y ∈ ΩM . If Ga, Gb ⊆
ΩM are orbits induced by the group action, then the rule
N(Ga, Gb) :=
∑
y∈Gb
M(x, y); x ∈ Ga (7)
defines3 a new Markov chain N over the set of all orbits, {Gi} ≡ ΩN . This ‘projected’ chain can
be seen as a coarse-graining of the original one. Every probability distribution µ(x) over ΩM has
a natural projection νµ(a) =
∑
x∈Ga µ(x) on ΩN . In particular, if µ is a stationary distribution for
M , then νµ is a stationary distribution for N . Also, every eigenfunction h of N can be lifted onto a
corresponding eigenfunction f of M , with the same eigenvalue, defined by f(x) := h(a), ∀x ∈ Ga
(see e.g. Lemma 12.8 in [14]). The converse is, in general, not true, since eigenfunctions of M can
project to zero. Thus the projected chain can have fewer eigenvalues than the original [14, 19], and
simpler dynamics. In particular, if both chains are ergodic, N mixes at least as fast as M .
The Z chain is an example of a projection of P . By eq. (1), the transition probabilities P (~p, ~p′)
of the P chain are insensitive to whether the nonzero coordinates of ~p and ~p′ are equal to 1,2 or
3 (they only distinguish these values from 0). They are also invariant under permutations of the
indexes of ~p, ~p′. The group subsuming both these symmetries is isomorphic to the wreath product4
S3 ≀Sn. The corresponding orbits in ΩP are precisely the sets GH , and the projected chain resulting
from eq. (7) is the Z chain.
Q chain: It is useful to define a less coarsely-grained projection of P , which we call Q, with state
space ΩQ ≡ {0, 1}n (the vertices of a unit hypercube). Consider the action on ΩP by the subgroup
Sn3 ⊂ S3 ≀ Sn formed by independent permutations of the values 1, 2 and 3 of each coordinate of ~p.
The resulting set of orbits is isomorphic to ΩQ, under the bijection ~q ↔ G~q = {~p |pi = 0⇔ qi = 0}.
By eq. (7), the corresponding projected chain is
Q(~q, ~q′) =
∑
~p′∈G~q′
P (~p, ~p′); ∀~p ∈ G~q.
with stationary state on ΩQ\{~0} given by the projection of π in eq. (2):
νπ(~q) =
1
4n − 13
H(~q). (8)
3 Note that this sum is independent of the choice of x.
4 This is the semidirect product Sn3 ⋊φ Sn, where φ is the natural homomorphism of S
n
3 induced by elements of Sn.
7Like P , Q may be written as a convex sum Q = 1
n(n−1)
∑
(i 6=j)Q
(i,j), where each Q(i,j)(~q, ~q′) vanishes
except for pairs ~q, ~q′ that differ only at coordinates i and j. When restricted to these coordinates,
the matrix Q(i,j) always has the same form, given in table I.
The reason for defining Q is that, despite being a projection of P , the two chains have completely
equivalent dynamics - we can therefore restrict ourselves to studying the simpler chain5. As we now
show, this happens because the P chain does not distinguish between the elements within each
orbit G~q.
Lemma 1 The mixing times tmixQ(ε) and tmixP (ε) are equal for all ε > 0.
Proof: Since P is a reversible Markov chain, the tth power of its matrix can be expanded as
P t(~p, ~p′) = π(~p′)
|ΩP |∑
j=1
fj(~p)fj(~p
′)λtj
where fj : ΩP → R|ΩP | ∈ l2 (π) are the eigenfunctions of P , with corresponding eigenvalues λj,
and which are orthonormal with respect to the stationary measure π (see Lemma 12.2 in [14] ).
Similarly,
Qt(~q, ~q′) = νπ(~q′)
|ΩQ|∑
j=1
hj(~q)hj(~q
′)αtj
where hj ∈ l2 (νπ), αj are the eigenfunctions of Q and corresponding eigenvalues. As previously
noted, each hj can be lifted to a corresponding fj with same eigenvalue, given by fj(~p) = hj(~q),∀~p ∈
G~q.
Note now that, by eq. (1)
P (~p1, ~p
′
1) = P (~p2, ~p
′
2); ∀~p1, ~p2 ∈ G~q, ~p′1, ~p′2 ∈ G~q′ . (9)
In other words, P can be written as a block-constant matrix, with rank equal to that of Q. This
implies that the eigenfunctions ‘lifted’ from hj are the only eigenfunctions of P with non-zero
eigenvalues. For each ~p ∈ G~q, we have then
∑
~p′∈ΩP
∣∣P t(~p, ~p′)− π(~p′)∣∣ = ∑
~p′∈ΩP
π(~p′)
∣∣∣∣∣∣
|ΩP |∑
j=1
fj(~p)fj(~p
′)λtj − 1
∣∣∣∣∣∣
=
∑
~q′∈ΩQ
∑
~p′∈G~q′
3−H(~q
′)νπ(~q
′)
∣∣∣∣∣∣
|ΩQ|∑
j=1
hj(~q)hj(~q
′)λtj − 1
∣∣∣∣∣∣
=
∑
~q′∈ΩQ
∣∣Qt(~q, ~q′)− νπ(~q′)∣∣ (10)
5 A related strategy is used in [11]
8since there are 3H(~q
′) elements in G~q′ . Finally, since the orbits G~q for ~q 6= ~0 partition ΩP\{~0}, we
obtain the desired result by substituting in eq. (3) 
Note that the Z chain is also a projection of the Q chain under the natural action of Sn on ΩQ,
with orbits GH . Thus every probability distribution ν(~q) over ΩQ\{~0} has a projection ζν(H) =∑
~q∈GH ν(~q) over ΩZ\{0}.
We are now ready to formalize the intuitive argument given at the beginning of this section.
Given a permutation σ ∈ Sn, let Aσ be its natural representation as a Markov matrix acting on the
space of probability distributions over ΩQ:
6
[νAσ](~q) := ν(σ(~q)) (11)
where [σ(~q)]i = ~qσ−1(i) is the natural action of σ on ΩQ. We can extend this representation to
any probability distribution over Sn by taking convex combinations of the Aσ. In particular, the
uniform distribution is represented by the Markov matrix S = 1
n!
∑
σ∈Sn Aσ.
The following lemma shows that applying this random permutation to any distribution ν over
ΩQ brings it as close to the stationary state of Q as its projection ζν is to the stationary state of Z.
Lemma 2 ‖νS − νπ‖TV = ‖ζν − ζπ‖TV
Proof: By definition the orbits GH are invariant under permutations, so
∑
~q∈GH
[νS](~q) =
1
n!
∑
σ∈Sn
∑
~q∈GH
[νAσ](~q) =
∑
~q∈GH
ν(~q) = ζν(H)
Also, since SAσ = S,∀σ, then νS is a constant function on GH :
νS(~q) =
ζν(H)
|GH | ,∀~q ∈ GH . (12)
By eq. (8), the same is also true for νπ. Thus, using also eq. (7):
‖νS − νπ‖TV =
1
2
∑
H∈ΩZ
∑
~q∈GH
|νS(~q)− νπ(~q)|
=
1
2
∑
H∈ΩZ
∣∣∣∣∣∣
∑
~q∈GH
νS(~q)−
∑
~q∈GH
νπ(~q)
∣∣∣∣∣∣ = ‖ζν − ζπ‖TV  (13)
6 Here, as is usual in the Markov chain literature [14], ν is a row vector and the Markov matrix Aσ acts on the left.
9Q(i,j) 00 01 10 11
00 1 0 0 0
01 0 1/5 1/5 3/5
10 0 1/5 1/5 3/5
11 0 1/5 1/5 3/5
M (i,j) 00 01 10 11
00 1 0 0 0
01 0 1/4 0 3/4
10 0 0 1/4 3/4
11 0 1/4 1/4 1/2
TABLE I: Transition probabilities Q(i,j)(qiqj , q
′
iq
′
j) and M
(i,j)(qiqj , q
′
iq
′
j). On the left
column we have the initial values qiqj and on the top line the final values q
′
iq
′
j .
V. PROOF OF COROLLARY 5.1 IN [6]
In this section we show how the Q chain itself induces a random permutation of the indexes of
~q, and how this leads to our desired result, Corollary 5.1 of [6]. Let us begin by introducing the
random transposition chain T studied by Diaconis et al [14, 16, 17]. Consider a set of n different
objects occupying n positions, and subject to the following evolution rule: at each step, two values
1 ≤ i, j ≤ n are selected independently at random, and the objects at these positions are swapped.
If i = j, nothing happens. Formally, this can be seen as a random walk on Sn, with transition
probabilities between permutations σ and ρ given by
T (σ, ρ) = τ (ρσ−1) , (14)
where τ is the probability distribution over Sn defined by
τ(α) =


1/n, α = I
2/n2, α is a transposition
0, otherwise.
(15)
This chain is ergodic and converges to the uniform distribution. As we have already mentioned,
Diaconis et al. showed that this occurs with mixing time
tmixT (ε) = Θ(n ln(n/ε)). (16)
Returning now to the components Q(i,j) of the Q chain (see table I), notice that each can be
rewritten as the convex sum
Q(i,j) =
1
5
T (i,j) +
4
5
M (i,j). (17)
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where T (i,j) represents the transposition of coordinates i and j and M (i,j) is still a Markov matrix.
Thus, Q can be seen as the combination of two Markov chains
Q =
1
5
Tp +
4
5
M, (18)
where Tp ≡ 1n(n−1)
∑
i 6=j T
(i,j) and M ≡ 1
n(n−1)
∑
i 6=j M
(i,j), respectively.
The Tp chain represents a random transposition of the components of ~q. Though similar to T ,
it is based on a different representation of the permutation group: here the transpositions T (i,j) act
on the state space ΩQ, and not Sn itself. As a result, Tp is reducible to independent chains on each
of the orbits GH . Furthermore, since Tp lacks the identity component present in eq. (15), an even
(resp. odd) number of steps will always lead to an even (resp. odd) permutation of ~q. Thus Tp is
a non-convergent, periodic chain.
The latter difficulty can be easily removed by rewriting eq. (18) as
Q =
1
5
T +
4
5
M˜ (19)
where T = 1
n
I + n−1
n
Tp is now aperiodic, and M˜ = M +
1
4n [Tp − I], is an ergodic Markov chain on
ΩQ\{~0} for n ≥ 3. 7
Alternatively, T may also appear in eq. (18) if we modify the definition of the two-qubit gate
ensemble µ, allowing at each step an extra probability 1/n of applying the identity gate. In this
case, the P chain in eq. (1) becomes P ′ = 1
n
I + n−1
n
P . The corresponding modification of Q leads
to
Q′ =
1
5
T +
4
5
[
1
n
I +
n− 1
n
M
]
≡ 1
5
T +
4
5
M ′. (20)
The T chain is not ergodic, as it is still reducible into independent chains TH on each orbit
GH . In particular, T does not have a unique stationary state. Nevertheless, it does converge to the
random permutation S over ΩQ, and the mixing time given in eq. (16) is still valid, in the following
generalized sense:
Lemma 3 Each initial distribution ν on ΩQ converges under T to its randomized version νS. In
addition, eq. (16) remains valid under the generalized notion
tmixT (ε) = max
ν
[
min t
∣∣∥∥νT t − νS∥∥
TV
≤ ε] . (21)
7 This is true since it can be shown [20] that i) M is ergodic on ΩQ\{~0} and ii) its eigenvalues are lower-bounded
by − 2
3
− 1
3(n−1)
. Thus the eigenvalues of M˜ are all > −1 for n ≥ 3.
11
Proof: This follows from the fact that each TH is isomorphic to a projection of T in the sense of
eq. (7). See the Appendix for details.
Turning now to the M chain, note from its definition that it is symmetric under permutations of
the site indexes, and in particular under transpositions. Thus M (or its variants M˜ , M ′) commutes
with T .
This property gives us an intuitive picture of how the Q chain behaves. According to eq. (19),
each step of Q can be seen as a random choice between moving according to T or to M˜ . A sequence
of t steps will, for large enough t, contain roughly t/5 steps of T and 4t/5 steps of M˜ . Note that
the latter are the only steps where the Hamming weight can change, and thus only they contribute
to the convergence of the zero chain Z. Moreover, since the T and M˜ chains commute, we can
consider that all these M˜ steps happen first. Once Z has converged, all we need is to wait for the
subsequent T steps to build up to a random permutation of site indexes. Lemmas 1 and 2 then
ensure that the full P chain will have converged.
Let us now formalize this argument
Proof of Corollary 5.1 in [6]
Let γ > 0, and let t0 = tmixZ(γ), so that the state ζ of the Z chain after t0 steps satisfies
‖ζ − ζπ‖TV ≤ γ. By Lemma 2, the corresponding state ν of the Q chain at that moment lies within
the ball
B(γ) := {ν | ‖νS − νπ‖TV ≤ γ } (22)
Define now a mixing time for Q for initial conditions restricted to this ball
tmixQ(ε, γ) := max
ν∈B(γ)
[
min t
∣∣ ∥∥νQt − νπ∥∥TV ≤ ε] (23)
In the Appendix, we show that this time is bounded by the mixing time of T :
Lemma 4
√
tmixQ(ε, γ) <
5
2
[
δ +
√
δ2 +
4
5
tmixT
(
ε− γ − e−2δ2)
]
(24)
for all ε > 0 and all γ ≥ 0, δ > 0 satisfying ε > e−2δ2 + γ.
Choosing γ = ε/2, δ2 = 12 ln(4/ε) gives
tmixQ(ε, ε/2) <
25
4
[
1
2
ln(4/ε) +
4
5
tmixT (ε/4)
]
12
Taking into account eq. (16) and the fact that ln(4/ε) ≤ n ln(4n/ε) ,∀n ≥ 1, it follows that there
exists an integer K such that
tmixQ(ε, ε/2) < Kn ln(4n/ε)
Thus the mixing time for the entire Q is
tmixQ(ε) ≤ tmixZ(ε/2) + tmixQ(ε, ε/2) = Θ(n ln(n/ε))
where we use the fact (Theorem 5.1 of [6]) that tmixZ(γ) = Θ(n ln(n/γ)). Finally, applying Lemma
1 proves our desired result 
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Appendix: Proofs of Lemmas 3 and 4
1. Proof of Lemma 3
Since all elements of GH are equivalent under permutations, and transpositions generate all
permutations, TH is irreducible; it is also aperiodic due to the identity component in T . Thus, TH
is ergodic, and it is easy to see that its stationary state is the uniform distribution over GH . In other
words, any initial distribution νH over GH converges to νHS (see eq. (12)). Since T =
⊕
H TH , the
same is true for any initial distribution ν over ΩQ.
Let us now link TH with Diaconis’ T chain. By the orbit-stabilizer theorem, GH is isomorphic
to the quotient Sn/NH , where NH ⊂ Sn is the stabilizer of some element x0H ∈ GH . Explicitly,
we identify x ∈ GH ↔ gxNH , where gx is any permutation such that gx(x0H) = x. Since TH can
be described using the probability distribution τ in eq. (15), but with the transpositions acting on
GH , it follows (see, e.g. Lemma 3 in section 3F of [17]) that its transition matrix is
TH(x, y) = τ(gyNHg
−1
x ) = T (gx, gyNH) (A.1)
where we have used eq. (14). Note now that T is invariant under the action of NH on Sn given by
h(g) = gh. The set of orbits of this action is precisely Sn/NH ∼= GH . Comparing eq. (A.1) and
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eq. (7), it is clear that TH is (isomorphic to) the projection of T with respect to this action. Thus,
as discussed in section IV, the mixing time for TH is at most equal to that of the T , in eq. (16).
Finally, the same is true for T since T =
⊕
H TH .
2. Proof of Lemma 4
Let p = 1/5. After t steps of Q, the TV distance to the stationary state νπ is, from eq. (20):
d(t) :=
∥∥νQt − νπ∥∥TV =
∥∥∥∥∥ν
t∑
i=0
(
t
i
)
pi(1− p)t−i T i M˜ t−i − νπ
∥∥∥∥∥
TV
≤
t∑
i=0
(
t
i
)
pi(1− p)t−i
∥∥νT i − νπ∥∥TV (A.2)
In the first equation we have used the fact that T and M˜ commute, and in the second the triangle
inequality, and also the facts that νπ is the stationary state for M˜ , and that applying an ergodic
Markov matrix can never increase the TV distance to its stationary state.
Let us now split eq. (A.2) into two sums d1(t), d2(t), containing respectively terms with i ≤
pt− δ√t and i > pt− δ√t, where δ > 0 is some constant such that t > (δ/p)2. In order to bound
d1(t) we can use the fact that TV distances between probability distributions are always ≤ 1, so
d1(t) ≤
⌊pt−δ√t⌋∑
i=0
(
t
i
)
pi(1− p)t−i.
This is a sum of terms in the tail of the binomial distribution, which can again be bound, for any
t > (δ/p)2 using e.g. the Hoeffding inequality [21]
d1(t) ≤ exp(−2δ2).
We can also bound d2(t), as follows: since ν ∈ B(γ), then for each value of i:∥∥νT i − νπ∥∥TV ≤ ∥∥νT i − νS∥∥TV + ‖νS − νπ‖TV ≤ ∥∥νT i − νS∥∥TV + γ.
Furthermore, since T is ergodic on each orbit GH , and the initial state ν converges to νS by
Lemma 3, then the TV distance with respect to this state is non-increasing at each step of chain
[14]. Thus, all TV distances in d2 are at most equal to that of the term with the smallest value
i =
⌊
pt− δ√t⌋+ 1:
d2(t) ≤

 t∑
i=⌊pt−δ√t⌋+1
(
t
i
)
pi(1− p)t−i


[∥∥∥νT ⌊pt−δ√t⌋+1 − νS∥∥∥
TV
+ γ
]
≤
∥∥∥νT ⌊pt−δ√t⌋+1 − νS∥∥∥
TV
+ γ
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since the sum is over part of the binomial distribution. Combining both bounds:
d(t) ≤ exp(−2δ2) + γ +
∥∥∥νT ⌊pt−δ√t⌋+1 − νS∥∥∥
TV
(A.3)
Given now any ε > 0, choose γ, δ ≥ 0 satisfying e−2δ2 + γ < ε, and choose also t to be the first
instant for which
max
ν∈B(γ)
∥∥∥νT ⌊pt−δ√t⌋+1 − νS∥∥∥
TV
≤ ε− e−2δ2 − γ. (A.4)
(This instant exists, by Lemma 3). Substituting in eq. (A.3) and using eq. (23):
tmixQ(ε, γ) ≤ t. (A.5)
Define now, in analogy to eq. (23),
tmixT (ε, γ) := max
ν∈B(γ)
[
min t
∣∣ ∥∥νT t − νS∥∥
TV
≤ ε] ≤ tmixT (ε), (A.6)
with the inequality resulting since tmixT (ε) maximizes over a larger set. Then we can restate
eq. (A.4) as
pt− δ
√
t <
⌊
pt− δ
√
t
⌋
+ 1 = tmixT
(
ε− γ − e−2δ2 , γ
)
.
This inequality, which is quadratic in
√
t, can be inverted to give
√
t <
1
2p
[
δ +
√
δ2 + 4p tmixT
(
ε− γ − e−2δ2 , γ)] .
Using eqs. (A.5) and (A.6) we obtain the relation between the mixing times of Q and T :
√
tmixQ(ε, γ) <
1
2p
[
δ +
√
δ2 + 4p tmixT
(
ε− γ − e−2δ2)] 
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