Abstract-In this paper, we introduce a novel approach to generate an intention prediction model of user interactions with systems. As part of this new approach, we include personal aspects, such as user characteristics, that can increase prediction accuracy. The model is automatically trained according to the user's fixed attributes (e.g., demographic data such as age and gender) and the user's sequences of actions in the system. The generated model has a tree structure. The building blocks of each node can be any probabilistic sequence model [such as hidden Markov models (HMMs) and conditional random fields (CRFs)] and each node is split according to user attributes. Thus, we refer to this algorithm as an attribute-driven model tree. The new model was first tested on simulated data in which users with different attributes (such as age and gender) behave differently when trying to accomplish various tasks. We then validated the ability of the algorithm to discover the relevant attributes. We tested our algorithm on two real datasets: from a web application and a mobile application dataset. The results were encouraging and indicate the capability of the proposed method to discover the correct user intention model and increasing intention prediction accuracy compared with single HMM or CRF models.
I. INTRODUCTION

P
REDICTING user intentions when using a system can improve the services provided to users by adjusting the system services to their needs. The goal is to identify what the user wants to accomplish when performing a certain sequence of activities. This goal is achieved by training a specific learning algorithm in order to generate models that will maximize the accuracy of the prediction. The challenge in predicting the intention of the user given a sequence of interactions can be categorized as a problem with a sequential problem space which is commonly solved using sequence learning algorithms [32] .
The motivation of this paper is to achieve a higher level of compatibility between user intentions and the system he/she is using. This motivation derives from the fact that, in recent years, applications have continuously been gaining functionality and emerging features are complicating user interactions with applications. Using intention prediction methods will enable a company to improve the services provided to users by adjusting the system services to their needs (e.g., the interface). Predicting user intentions can also be used to assist users to perform or complete tasks, to alert them regarding the availability of features, and to increase their general knowledge. Effective assistance will allow users to acquire the new skills and knowledge they need to easily operate an unfamiliar device or function. Different users tend to select different sequences to accomplish the same goal. Specifically, our hypothesis is that the user's attributes and context (such as age or the operating system) indicate which sequence the user will eventually perform. This hypothesis is based on studies that examined the interaction of users with systems (such as web browsers) and found that user attributes affect the way of interaction (see, e.g., [13] , [34] ; and [37] ). If a young male uses a system, it is possible to use the model to predict the goal that he intends to accomplish and provide him with a user interface (UI) more appropriate to his usage and intentions.
Although methods exist to predict user intentions, they do not take into account user attributes that can increase the accuracy of prediction. In this paper, we present a new method, which we developed, that examines how employing user attributes can improve the accuracy of intention prediction. The new method is termed an attribute-driven hidden Markov model tree (ADHMMT) and it builds a separate tree of hidden Markov models (HMMs) [27] for each goal in the system. The tree is branched according to the user's attributes and each node in the tree consists of a single HMM. When the user performs a new task, we first employ his/her attributes to find the suitable node in each of the goal trees. Then, based on the actions the user has already performed in implementing this task, we anticipate the goal he/she is trying to accomplish and the action he/she intends to perform next.
The reason for using HMMs is that the sequence of actions that users perform is not always observable but can only be observed through another set of stochastic processes that produce the sequence of observations [27] . For example, in a mobile device, the sequence of buttons that the user pressed is unknown (hidden) but the sequence of screens that was created from using these buttons is known (observable). Thus, we can learn the sequence of buttons from the sequence of screens using HMM.
The use of user attributes stems from personalization-related studies. It was shown that utilizing user demographic attributes for personalization and recommendation of relevant items to users increases the accuracy of recommendations since these attributes influence user's preferences, and interaction with systems [35] , [37] , [39] . One study [13] was able to predict user's attribute based on their browsing behavior. Thus, we utilize user attributes to predict user intentions assuming that since user attributes relate to user behavior, they naturally relate to the intentions preceding that behavior.
The contributions of this paper are threefold. 1) Developing a new model for intention prediction that encapsulates both the user's fixed attributes (e.g., demographic data) and his/her sequence of actions. Each of the system's goals is represented by a tree model, whose branching is performed according to the user's fixed attributes. Moreover, each node in the tree contains an HMM that can be used to predict user intentions. These comprehensive tree models can be used to segment users according to their usage behavior. This segmentation can also be used for other purposes, such as marketing.
2) It presents an algorithm to induce the models from given training data. Inspired by previous works on decision trees, we developed our own top-down algorithm to create tree models using a new splitting criterion and pruning procedure. 3) Evaluating the proposed method on real-world case studies. The rest of this paper is organized as follows: In Section II, we review related works on intention prediction and HMM. Section III formulates the problem. Section IV presents the new algorithm to improve the accuracy of intention prediction. Section V reports the experiments carried out to examine the new algorithm and discusses their results. A comparison between performance of a single HMM and the proposed attribute-driven HMM is illustrated by two real-world datasets. The first involves 165 PC users of a web application and the second test involves 48 mobile users. Section VI presents a discussion about the proposed algorithm, and Section VII concludes the paper and presents suggestions for further research.
II. RELATED WORK
A. Intention Prediction
Intention prediction has become a very active research area recently. In this section, we summarize real-world applications that use intention prediction. Some applications treat the data as a sequence. One such example is the Lumiere project [12] that leverages reasoning methods using Bayesian models to capture uncertainty about the goals of software users. The models can be employed to infer user needs by considering the user's background, actions, and queries. Horvitz et al. [12] used Markov representation of the temporal Bayesian user-modeling problem by considering dependences among variables at adjacent time periods. The Lumiere project was first used in Microsoft's Office 97 product suite, containing the Office Assistant. Chen et al. [7] argue that although Office Assistance is probably the only one method, which has extensively studied user intention, its predictions can be further improved if semantic contexts are also used in addition to action sequences to mine user intentions.
There are few works about predicting user intentions as they surf the Web. Chen et al. [7] used a modified naïve Bayes classifier algorithm to support incremental learning to model the user's intended action on a computer. They focused on predicting actions based on the features extracted from the user's interactions such as the user's typed sentences and viewed content. Their goal was to predict the series of basic actions that the user will be performing in a system to accomplish his/her intention. Sun et al. [31] presented a method to predict the user's browsing intention based on the web page sequences he/she had previously visited. Their method employs a multistep dynamic n-gram model and predicts the next action that lies on the optimal path that leads to the ultimate goal.
TaskPredictor [30] is a machine learning system that attempts to predict the user's current activity. It operates in the Microsoft Windows environment and collects a wide range of events describing the user's computer-visible behavior. As a first step, feature selection, a threshold to make classification decisions and naive Bayes is applied to decide whether to make a prediction. Then, a discriminative, model linear support vector machine (SVM) is applied to make the prediction itself. In their work, they treated task prediction as a traditional supervised learning problem, ignoring the sequential aspects.
Few works attempt to identify the goal of user queries while searching the web. Rose and Levinson [29] identified the goal of queries through manual, query-log investigation and concluded that the goals can be divided into categories in a hierarchical structure. Lee et al. [20] suggested automating the identification of user goals in a web query since in their study of human subjects, the majority of queries had predictable goals. Baeza-Yates et al. [1] try to infer the user's search intention by using supervised and unsupervised learning. Jansen et al. [15] presented an algorithm that aims to automatically understand a user's intention by classifying queries as navigational, transactional, or informational.
Several research projects have focused on intelligent wheelchairs. Taha et al. [33] present a technique to predict the wheelchair user's destination to locations much further away than the immediate surroundings. The system relies on minimal user input obtained from a standard wheelchair joystick and a learned, partially observable Markov decision process.
Jung et al. [16] designed a user intention recognition module for an intelligent bed robot system. Since feature values are in sequence form, they used HMM. Feng et al. [8] developed a plan recognition-based method to predict the anomalous events and intentions of potential intruders using system call sequences as observation data. An algorithm based on a dynamic Bayesian network (DBN) with parameter compensation progressively accomplishes the prediction, while a recursive process identifies the intruder's hostile intentions. Yudhistira et al. [38] presented an intelligent television set that can adaptively propose certain shows to the viewer based on previous shows that the user watched. An HMM models the user's preferences. All of the aforementioned studies focus on usage behavior and neglected user attributes in predicting intentions.
B. Hidden Markov Models
There are various methods of sequence learning including neural networks, DBNs, different Markov models, and others. The sequence learning algorithm that we selected for our problem is an HMM [27] due to its ability to very efficiently calculate the probability of sequences in the given model and the existence of an efficient training algorithm (the Baum-Welch algorithm) [2] . As far as we know, no research until now has tried to increase prediction accuracy by utilizing user attributes. HMM is a type of DBN [6] , [10] . It is a stochastic process with an underlying unobservable (hidden) stochastic process that can only be observed through another set of stochastic processes that produce the sequence of observed symbols [27] . HMM can be viewed as a specific instance of a state-space model in which the latent variables are discrete. In HMM, the probability distribution of z n depends on the state of the previous latent variable z n −1 through a conditional distribution p(z n |z n −1 ) [4] .
The following characterize an HMM: N, the number of states in the model. The individual states are denoted as Z = {z 1 , z 2 , ..., z N }and the state at time t as q t .
M, the number of distinct observation symbols per state. The observation symbols correspond to the physical output of the system being modeled. The symbols are represented as
The state transition probability distribution A = {a i,j } where
The observation symbol probability distribution in state j,
C. How the Attribute-Driven Hidden Markov Model Tree Differs From Hierarchical Hidden Markov Model and Profile Hidden Markov Model.
Since the method we propose may be confused with the wellknown hierarchical hidden Markov model (HHMM) [9] , we discuss in this section in what sense the proposed HMM tree is different. HHMM utilizes the hierarchical structure of natural sequences and generalizes the standard HMMs by making each of the hidden states a model. In other words, each hidden state in the HHMM can also be an HHMM. Although the attribute-driven HMM tree presented in this paper might be inferred as similar to HHMM, the hierarchical concept that we use is different from HHMM. The hierarchical concept that we propose is the tree itself. Each node in the tree is a flat HMM that uses the same states from the higher level or only some of them but with different transition probabilities. In this paper, the hierarchical structure that forms a tree is used to differentiate between different user behaviors (according to user attributes). Although HMM and HHMM have been used in previous studies for modeling process behavior among users [11] , [19] , the hierarchical concept, as noted previously, is very different as Fig. 1 illustrates.
A profile HMM is a method to search a database for other sequences from the same family [17] . Profile HMMs are applied to such common tasks as simultaneously aligning multiple related sequences to each other; aligning a new sequence to an already-aligned family of sequences; and evaluating a new sequence for membership in a family of sequences [5] . Profile HMM is mainly used for biological sequence analysis. The division of training sequences to goals (profile) that the profile HMM reveals is already known in our proposed method.
III. PROBLEM FORMULATION
In this section, several basic definitions are introduced followed by the problem formulation. In a typical sequence learning problem, a training set of sequences S = {s 1 
The notation L represents a probabilistic sequence learning algorithm such as HMM. In the rest of this paper, we mainly focus on HMM. However, we show in Section V-F that the same algorithm can be used with other base models, for example, conditional random field (CRF) as a base model. These algorithms generate models that can estimate the conditional probability of a goal g given a sequence and the input user attributes. Let λ represent a probabilistic model which was induced by activating L onto dataset Train. In this case, we would like to estimate the conditional probability p λ (G = g j |s q , u q ) of a sequence s q that was generated by user u q . Thus, the aim of intention prediction is to find the most accurate probability estimations.
As indicated in Fig. 1 (a), we are using a tree structure to improve the accuracy of training models. For each goal in the system, a different tree is generated. This structure is built using user attributes in an attempt to differentiate between various usage behaviors in the system. For example, in Fig. 1(a) , we are employing the age, gender, and device for differentiating between usage behaviors. In this structure, each node contains a model and an attribute v i that splits the node. Assuming this tree structure, the problem can be formally phrased as follows:
Given a sequence learning algorithm L and a training set Train with input sessions set S, users U , and goals G, the aim is to find an optimal set of trees (a tree for each goal). Optimality is defined in terms of minimizing prediction errors.
In this paper, we assume that L is an algorithm to train HMMs. Particularly, the model λ in each of the tree's nodes is trained using the Baum-Welch algorithm [2] and the probability p λ (G = g j |s q , u q ) is estimated using the forward-backward algorithm [2] , [3] as we show in the following.
IV. ATTRIBUTE-DRIVEN HIDDEN MARKOV MODEL TREE-OVERVIEW OF METHODS
In order to solve the problem defined in Section III, we suggest an attribute-driven HMM tree method. Fig. 2 presents the proposed process schematically. The left side in Fig. 2 specifies the generation of the models used for intention prediction based on an attribute-driven HMM tree for each possible goal. The input for this process is a set of user action sequences divided into goals and user attributes. The output of the process is a tree for each goal based on different usage behavior of users in attaining this goal, and user attributes. The right side of the figure presents the prediction process. The inputs for the process are the goal trees generated during the model generation phase, a specific user session (i.e., a sequence of actions), and the attributes of a user. The output is the predicted goal that the specific user was trying to accomplish in this sequence (i.e., the goal with the highest probability estimation).
In the following sections we present in detail the proposed method followed by a discussion and an example of the intuitions for some of the approaches that were applied. 
A. Attribute-Driven Hidden Markov Model Tree
In this section, we describe our new intention prediction method to predict with a high degree of accuracy the user's goal based on his/her activities. Recall that to predict the user's intentions, we assume that a sequence learning algorithm is given. Specifically, in this paper, our tree model wraps the HMM [27] . Our algorithm is trained according to the user's fixed attributes (e.g., demographic data) and the user's sequences of actions in the system in order to increase the prediction accuracy of HMM. The intuition behind using fixed attributes is that user behavior patterns can be differentiated by their attributes, as shown in personalization-related studies [37] , and thus, training different models for different attributes may increase prediction accuracy.
Our algorithm is based on the following assumptions. 1) For each application, the administrator predefines a set of goals. Each goal can be achieved by one or more sequences of actions. For example, in an email application, the goals might include "Send e-mail" or "Add contact." 2) For each user, the administrator provides a set of attributes and their domain values. Our method consists of three main phases: 1) training the tree models; 2) pruning the trees; and 3) using the trees for intention prediction.
1) Training the Tree Models:
In this phase, the method generates a trained tree for each goal in the system. The following is a description of the process to generate a tree for one goal (the same process is applied for each of the goals). The input to this phase includes the following.
1) Sequences of actions from all the users in the system, divided into goals. 2) User attributes and their values. Fig. 3 presents the pseudocode to build a single goal tree. In line 07, the root node HMM is trained using all sequences that belong to the current goal. The HMM is trained using the Baum-Welch algorithm [2] . The output of this step is a model represented by a matrix with transition probabilities between all the elements of this goal for all the users.
The aim of the second step is to branch out the root node into its descendants. The following processes are applied to generate the level of the immediate descendant nodes. They are repeated for each level until a stopping criterion is reached (we explain the stopping criteria in Section IV-C). The user attributes are employed to find the most informative child nodes, namely the nodes that provide the most accurate intention prediction (in particular those that are more accurate than the parent node). The branching out step contains two substeps: 1) Examine all user attributes: For each possible user attribute, a measure termed gain ratio is calculated in line 12. This measure is used as the criterion to split a node in the tree. We discuss the gain ratio in Section IV-B as follows.
2) Choose attributes for the level and update tree accordingly:
The attribute with maximal gain ratio is chosen to split the parent node in line 14. The chosen attribute name is stored in the parent node together with the parent's HMM that was generated earlier. In line 17, a loop is started over each value of the chosen attribute. For each such value, the method "Build model" (line 18) is called up again to generate HMM models for the child nodes to be trained on the sequences of users with that node's attribute value. The subsequent levels of the tree are generated similarly, until a stopping criterion is reached. For each level, the user's attributes list becomes shorter since attributes that were used in the upper levels cannot be used again. In line 19, the arcs between the parent and the child nodes are updated to contain the attribute value. The output of this step is an attribute-driven HMM tree for each goal. Fig. 4 presents the flow of the training phase.
2) Pruning the Tree: As in classification trees, counting solely on a stopping criterion to determine the tree size may cause either overfitting or underfitting that may lead to low prediction accuracy. For example, if the stopping criterion is too loose, then the tree might overgrow and the HMMs on the lower nodes would be induced using only a few training sequences. This would make the model unreliable.
In classification trees, pruning methods are commonly used to avoid these problems. The idea is to let the tree overgrow and then prune it to the correct size. Inspired by this idea, we developed our own pruning procedure for attribute-driven HMM trees. Specifically, we adapted the reduced error pruning method [25] to our needs. The intuition behind this method is to find the smallest version of the most accurate subtree with respect to the pruning set. A subtree is pruned if it does not contain any subtree that results in a lower error rate than the tree itself. The process is a bottom-up pruning method that compares the prediction error rate on the pruning tree when a subtree is kept and when the subtree is turned into a leaf and associated with the best leaf. Since pruning methods are usually used in decision trees algorithms, the implementation of a pruning method in an attribute-driven HMM tree requires few adjustments. In most cases, a pruning method is implemented on a single tree. In our algorithm, we have a tree for each goal. The prediction accuracy of each goal tree is dependent on the others. Since the pruning process must be implemented for all goal trees simultaneously, we defined an adjusted method for reduced error pruning.
The pseudocode in Fig. 5 presents the pruning method we used. The following is a description of the pruning process for the generated attribute-driven HMM trees.
The aim of the first step is to identify candidate nodes for pruning. A candidate node is one that is not a leaf and all its children are leaves. Candidate nodes are identified from all goal trees. The candidate nodes are located in line 06.
Then, we prune the trees according to prediction errors. In line 10, a loop starts over all candidate nodes for pruning. For pruning each candidate node, errors before (line 16) and after pruning (line 17) of this node are counted for this goal tree only. Thus, the test sequences for counting errors for a candidate node for pruning are only sequences of the same goal. In line 19, the difference between the number of errors before and after pruning is calculated for each candidate node. The number of errors is counted by using subsequences of each sequence and comparing the output (i.e., the most probable goal) with the real goal the user was aiming at. In line 20, the candidate node that causes maximal positive difference is pruned and this node becomes a leaf. Then, if there are new candidate nodes for pruning, they are added to the candidate list in line 22. Pruning iterations continue until there are no more nodes that can improve the current state of the trees. After pruning all nodes that do not contribute to prediction accuracy, the output of this step is an attribute-driven tree for each goal.
Unlike the original implementation of reduced error pruning, a subtree is pruned without replacing the root of the subtree with its best leaf. This is done to avoid contradictions with the idea behind our algorithm of creating a model that represents usage behavior of all the users and not only the users with the best attribute value.
At the end of the training and pruning processes, attributedriven HMM trees are generated for each goal in the system. As aforementioned, each node in the tree contains an HMM with transition probabilities between actions and an attribute for splitting. Each arc contains an attribute value of its parent's attribute. Each leaf in a tree holds a set of attribute values. We term this set as user type. Thus, the leaves in each tree represent user types for each goal. These user types can be later used for other purposes such as personalization or marketing.
3) Intention Prediction: In this phase, we aim to predict the user's goal in using a system. To realize the goal, the user implements a sequence of actions, in a user session, where he/she intends to complete some goal. The input to this phase includes the following: 1) sequence of user actions; 2) user attributes and their values; 3) goal trees [generated in the previous phase (see Section IV-A2)]. The result of the learning stage is a tree for each goal. Each node in the tree contains an HMM model λ with transition probabilities between actions and an attribute for splitting. Each arc contains an attribute value of its parent's attribute. When a user starts interacting with the system, he/she forms a session. In the beginning, the session contains only one element (one user's action), then two elements etc. The pseudocode in Fig. 6 presents the process to predict the user's intentions. This process consists of two steps.
Locating relevant HMM for the user: In order to predict which goal the user intends to achieve, we inspect each goal tree T G . The loop over the goal trees starts at line 07. In line 08, the HMM λ (transition matrix) in the relevant leaf (relevant user type) that fits the user's attributes is located in each goal tree.
Calculating the likelihood of user's sessions using all relevant HMMs: In line 09, given the relevant model in each goal tree, the likelihood of this session is calculated with the forwardbackward algorithm [2] , [3] 
where λ g j ,u represents the HMM model located in the tree of goal g j and in the node matched with the user-fixed attribute vector u. Using Bayes' rule twice
The goal with maximal probability is selected in line 11 as the "intended" goal, i.e., the goal that the user is most probably trying to accomplish g best = arg max
Note that the term P (u)/P (u, s) could be eliminated because it is fixed for all goals. The probability P (g j |u) can be estimated by using a probabilistic classifier. This classifier can be trained using various methods such as decision trees or Bayesian methods. The value of P (g j |u) can be approximated by the a priori probability of each goal that can be estimated by simply counting the frequency that each goal occurs in the training set. The next stage is to predict for this goal the action the user intends to do next. In the selected leaf, the user's next intended action can be extracted from A, the transition probability matrix of λ gbest,u . The output of this phase is the predicted goal and the next action.
B. Splitting Criterion
An internal node in a tree is usually split according to the value of a single attribute. Consequently, the algorithm searches for the best attribute upon which to perform the split [28] . A common splitting criterion is information gain, proposed by Quinlan [24] and used in known decision trees algorithms (ID3,C4.5). This criterion estimates the attribute's quality by the difference between the prior and current entropy, given the attribute values. In this study, instead of entropy, we use the log-likelihood function. Specifically, given a node k with a train set Train k , we first induce an HMM model λ k . The log-likelihood of node k is defined as
where P λ k (s) is estimated using the forward-backward algorithm.
The gain in the log-likelihood due to splitting the current node using attribute v i is defined as
where Finally, we calculate the log-likelihood as described in (2) . Information gain tends to favor attributes with many values [24] . If an attribute with many values is chosen as a root in a tree, each child node is trained with a small number of training examples. This attribute has a high information gain because the training of each attribute value is apparently very accurate. However, choosing this attribute leads to poor results since it does not contain comprehensive information about the usage behavior of users with each attribute value. Our preliminary experiments show that the same phenomenon exists when we use log-likelihood. Quinlan defined the term "gain ratio" to overcome this deficiency in information gain [26] . Similarly, we define the likelihood of gain ratio as
where the nominator is the log-likelihood gain from (5) and the denominator is calculated as follows:
Using gain ratio, the chosen attribute for splitting is the one that best improves the previous level in the tree, i.e., increases the prediction accuracy of the training set. 
C. Stopping Criteria
To end the process of training the models, several rules of thumb were defined as stopping criteria: 1) the improvement rate of information gain between parent and child is smaller than a predefined threshold; 2) a parameter is set for a minimal number of sequences to build a node (i.e., when less than X users with the same attribute value accomplish a specific goal, the node becomes a leaf); and 3) all sequences in a node belong to the same attribute value.
D. Illustrative Example
The following section illustrates with a synthetic example our method of building an attribute-driven HMM tree for intention prediction. A simulated dataset contains 1000 users with one sequence of actions per user. The users accomplished five different goals (tasks): "a," "b," "c," "d," and "e," where 200 of the 1000 users accomplished goal "a." For the sake of simplicity, we illustrate the generation of an attribute-driven HMM tree only for goal "a." The demographic data about the users contain seven attributes (Age group, Gender, Device, Experience, Education, Customer type, and Status). Each attribute has more than one value. In order to accomplish goal "a," there are several possible paths each containing a sequence of action elements: [1, 2, 4] , [1, 3, 4] , [1, 5, 8] , [1, 6, 8] . The training set for this goal contains 70% of the sequences of this goal, meaning 140 sequences. Fig. 7 describes the generated transition matrix after applying the HMM training method on the sequences of goal "a" in the simulated dataset. This transition matrix is saved in the root of the tree. The cells in the matrix describe the probability of the next element occurring given the current element. For example, the probability that the user pressed button "2" just after button "1" is P(2|1) = 0.185.
After the model is generated, the algorithm calculates the likelihood of the root using the forward-backward method of HMM. In this example, the likelihood of the model in the root is −165.61. The higher the likelihood (closer to zero), the better the model represents the sequences. The next step is to build the children level, as explained in Section IV-A1. The algorithm calculates for each attribute its gain ratio and chooses the attribute that produces the highest gain ratio. For example, attribute "Gender" has two values: Male (38 sequences) and Female (102 sequences). The algorithm built one HMM using the "Male" sequences (see Fig. 8 ) and another using the "Female" sequences (see Fig. 9 ). The likelihood of "Gender" is the sum of the likelihoods of "Male" and "Female" (−22.86−60.89) values: −83.75. The attribute gain of "Gender" is 0.843. Therefore, the gain ratio of "Gender" is (−165.61− (−83.75))/0.843 = −97.04. The gain ratio of all the other attributes is calculated similarly. "Gender" is the chosen attribute to split the root because it has the highest gain ratio. The generated attribute-driven HMM tree is illustrated in Fig. 10 where the matrix in Fig. 7 is the root of the tree and the matrixes in Figs. 8 and 9 are the first levels in the tree. The arcs from the first level represent the attribute values that would be chosen if we were to continue splitting the tree. The tree presented in Fig. 10 represents goal "a" before pruning.
Trees for all the goals are generated in a similar way. Fig. 11 illustrates trees for goals "a," "b," and "c." The next step is to prune the trees in order to avoid overfitting. In this example of trees with one level, the root of each tree is a candidate for pruning.
The pruning method is executed in iterations. During each iteration, each candidate node for pruning is examined and the node that produces the maximum error rate is pruned. All candidate nodes are examined and the difference between errors before and after pruning each node is calculated and then divided by the number of subsequences in the training set. The node that produces the maximum error rate is pruned. In this example, it is the root node in goal "a." (In Fig. 12 , we can see that its error rate is 0.1833, while the error rate for root node in goal "b" was 0. Goal "a" was the highest error rate.) At the end of each iteration, the method searches for new candidate nodes for pruning and adds them to the existing ones. The iterations continue until no node produces a positive error rate. Fig. 13 illustrates the goal trees after the pruning methods.
After applying the pruning method, the training process ends and we get the final tree for each goal. The leaves in the trees represent segmentations of users, i.e., user types. For example in goal "b," the user types are characterized by their different devices and by age groups in goal "c."
Intentions are predicted using the generated goal trees. When a user is interacting with the system, he/she generates a sequence of actions. This sequence, together with the user's set of attribute values, is the input to the intention prediction method. For example, a user with the following attributes-"Gender = Male," "AgeGroup = young," "Device = N95," "Status = Single," "Education = Graduate"-generated the sequence [1, 2] . As Fig. 13 illustrates, in goal "a," the model that fits this user is the root; in goal "b," the model that fits this user exists in the left child node (with device "N95"); and in goal "c," it is the right child node that fits the user (Age group = "young"). We calculate the probability of the sequence [1, 2] for each fitting leaf in each goal tree, and select the node with maximal probability as the intended goal.
V. EXPERIMENTAL STUDY
In order to evaluate its performance and examine the potential of the attribute-driven HMM tree algorithm to improve the HMM algorithm, we conducted an experiment on three datasets. The following sections describe the experimental setup and the results obtained.
A. Experimental Process
Fig. 14 shows a graphic representation of the experimental process that was conducted. The shaded boxes represent algorithms. The main aim of this process is to estimate the generalized accuracy (i.e., the probability that the prediction of a goal given a sequence and a user is correct). First, the sequential dataset (box 1) was divided ten times randomly into a training (box 2) and test sets (box 6). We then divide the training sequences into complete sessions (i.e., a sequence that starts when the goal begins and ends with completion of the goal). We apply (box 4) the attribute-driven HMM on the training set, and obtain a tree for each goal. A pruning method is, then, applied to the generated trees (box 5). Finally, the intention prediction model (box 7) estimates the predicted goal of sequences from the test set (box 6). Then, performance of the algorithm over the test set is estimated (box 8). 
B. Algorithms Used
This study examined the implementation of HMM in a tree structure using the suggested attribute-driven HMM algorithm. The attribute-driven HMM tree aims to improve the accuracy that HMM provides by utilizing user attributes. Therefore, the attribute-driven HMM tree algorithm is compared with HMM. In HMM, there is a hidden layer and an observed layer, which are usually different one from the other. In our study, however, these layers are identical. Nevertheless, we use HMM in an attempt to examine our algorithm in the general case.
C. Datasets
The attribute-driven HMM algorithm and the HMM algorithm were evaluated on three datasets: 1) a simulated dataset; 2) a real dataset obtained from a web application used by faculty at Ben-Gurion University (BGU), Beer Sheva, Israel; and 3) real data obtained from a mobile application. Prior to the process of training the attribute-driven HMM trees, the data were "cleaned"; therefore, all the sequences begin with a goal and end with completion of that goal. A summary of statistics about the datasets is presented in Table I . For each dataset, the table contains how many users interacted with the system, the total number of sequences from all the goals, the number of user attributes that are relevant to split the tree (have more than one value but less than a predefined number), and the number of goals (tasks) the users can accomplish in the system.
D. Measures
In this experiment, metric accuracy was used. This represents the probability that the prediction of a goal, given a sequence and user, is correct. In order to estimate the accuracy, each dataset was randomly divided ten times into a training set and test set. The training set comprises 70% of the dataset and the test set 30%. Using the training set, the models for the attribute-driven HMM trees were built. Following this stage, the trees were tested using the test set. Each sequence on the test set was divided into subsequences by action steps (only first action, then two first actions in the sequence, etc.). The input for the test was these subsequences of the sequence together with the user's attributes. The output of the test is a goal that the algorithm predicts as the goal that the user will do with the highest probability. After the test, a pruning is carried out by using the same training set and, then, the 30% test set.
We ran the test once again to measure the performance of the algorithm after pruning in order to compare between the prediction accuracy of HMM and the attribute-driven HMM before and after pruning the trees. Since in the test we knew what the user actually did, we estimated the prediction accuracy of each goal in the system. Wilcoxon's test, with a confidence level of 95%, verified whether the differences in accuracy between the HMM and the attribute-driven HMM with and without pruning were statistically significant. Wilcoxon's test is a nonparametric test to measure a difference in central location (median) between two paired samples without assuming a normal distribution of the population.
E. Experimental Results
1) Simulated Dataset:
To validate the proposed attributedriven HMM trees for intention prediction, we simulated training data for five goals for different user types, i.e., we simulated different behaviors for some specific attributes. Then, the algorithm generated a tree for each goal from the data we simulated. We wanted to examine 1) if the algorithm identifies the same user attributes that we defined when simulating the training data and 2) to prove that prediction accuracy increases when using user attributes. The data consisted of 1000 users divided into five goals (we simulated one sequence of actions per user, i.e., 200 sequences for each goal). The number of actions to accomplish a goal was three to four steps. There were seven user attributes (Age group, Gender, Device, Experience, Education, Customer type, and Status). Each attribute had two to seven values. In order to generate a two-level tree (root and another level), we decided which attribute would differentiate usage behavior for each goal, the percentage of users with same attribute value, and the transition probabilities between actions in the goal. Then, we built the sequences accordingly. The division of users into goals is detailed in Table II. It was expected that the algorithm would build the trees according to the same attributes. For example, there are several different ways of implementing goal 1. The significant attribute was defined as "Gender," indicating that males accomplish this goal using the paths illustrated in Fig. 15(a) , while females utilize the paths illustrated in Fig. 15(b) .
The results were encouraging. We expected that all five tree goals would be generated according to the attribute we selected as the most significant for each goal. Although the data were randomly divided ten times into training and test sets, the trees were built in all runs according to expectations for all the goals. These results confirmed that using the HMM algorithm together with user attributes to differentiate usage behaviors was feasible.
Regarding the prediction accuracy of the algorithm, we see that, in Table III and Fig. 16 , the accuracy for each goal is measured in relation to a single HMM algorithm (the root in each tree) and our proposed algorithm. This indicates that prediction is based on the leaves in the tree with or without a pruning process. The results represent an average of ten runs of the algorithm and show an increase in prediction accuracy between a single HMM and the final attribute-driven HMM tree. The Wilcoxon test rejected the null hypothesis that a single HMM and our proposed algorithm perform in the same way with a confidence level of 95%. Thus, we conclude that our ADHMMT algorithm significantly outperformed the single HMM for this dataset.
Since the pruning algorithm is applied on all goal trees together, each tree affects the other tree's prediction accuracy. Therefore, in some cases, pruning one tree can increase or decrease another tree's accuracy. On average, the prediction accuracy of our algorithm with and without pruning was almost equal for this dataset. Fig. 17 and Table IV present the test results from a different perspective. The prediction accuracy averaged over 10 runs is presented for each step.
Step 1 consists of predicting the most probable goal after only one step (action) that the user performed, while step 2 means predicting the goal after two steps, etc. Prediction accuracy for all algorithms increased as the number of steps increased. We can see that for the second step, our algorithm is better than a single HMM by about 8% and achieves almost 100% accuracy. 2) Web Application Dataset: Faculty members at BGU were required to use a web application in order to complete an annual survey of their activities during the academic year. Goals in the web form included "Add course," "Delete course," "Edit student details," "Add research," etc. Since this application was new to the users, it made an ideal testing ground for recording user interactions and testing our algorithm. Each user had to fill out the form, but not all the goals were mandatory. A total of 165 users from the Faculty of Engineering, BGU, used the application. Table V summarizes some statistics about the users.
A session was regarded as the user interacting with the system. The dataset consisted of around 500 sessions from participants. Each session contained one to six goals. Some of the goals could only be accomplished in one possible way (as defined by the structure of the application). For such goals, our algorithm is not superior to the HMM algorithm because there is no division of sequences by usage behavior (since all the users must accomplish the goal in the same way, using the same path). The number of sequences that relate to goals with more than one possible path is 635. The length of each sequence was between two to ten steps. Five attributes were candidates to differentiate between users to build each goal tree (Rank, Department, Title, Gender, and Age group). Comparing a single HMM and our proposed algorithm after the pruning process, the average prediction accuracy results for ten runs showed an increase of 2.5% on average for all goals (see Table VI and Fig. 18 ). The accuracy for goals "94" and "111" is significantly higher than the accuracy for goal "105." This can be explained by the fact that goal 105 had only 113 training sequences, while the other two goals had about 300 training sequences. Goal 105 ("large course") had much less training examples than goal 94 ("general course"), because most of the courses that professors teach at BGU are not considered large courses (more than 80 students in a single classroom).
Another perspective from the results may be seen in the progression within subsequences. The main difference in the prediction accuracy between our approach and a single HMM is observed for the second step. Our algorithm outperforms a single HMM by more than 10% for the second user's step (i.e., prediction of goal after two steps is more accurate when our approach is applied). Results on an average of 10 runs (for goal numbers 94, 105, and 111) by steps are presented in Table VII and Fig. 19 .
Although the improvement is moderate, it is still consistent. Moreover, the Wilcoxon test rejected the null hypothesis that a single HMM and our proposed algorithm perform the same with a confidence level of 95%. Our algorithm significantly outperforms a single HMM for this dataset. The Wilcoxon test also rejected the null hypothesis that our attribute-driven HMM tree performs the same before and after pruning with a confidence level of 95%. Our algorithm after pruning significantly outperforms our algorithm before pruning for this dataset. 
3) Mobile Application Dataset:
The third dataset was obtained from a test with 48 participants. The users were given tasks (goals) to perform using a mobile phone. They were aware that data were being collected about them. Goals included "Configure account settings," "Read/Send an email," "Send a picture to an email address," "Add a contact to address book," etc. We received also demographic data about the users and, from this data, four attributes were used to differentiate between users in order to build each goal tree (Age, Mobile provider, Customer type, and Payment type). The actions users performed (usage data) with their device were recorded and transformed as input for the intention prediction algorithm.
The test was conducted on four goals with 17-96 sequences for each goal. Table VIII presents the prediction results.
For the mobile application dataset, our algorithm does not outperform a single HMM algorithm on the average of over all the goals in the application. From Table VIII , we see that the pruning process pruned all leaves from all the trees. The trees after pruning contained only roots, indicating that the model for each goal is equal to a single HMM. Although it looks as if the pruning methods decided to prune nodes that provided better predictions using its leaves, this is not correct. The method first pruned nodes that caused lower prediction accuracy (such as in goals 1005 and 1007). The next iterations showed that the nodes that looked better than the root in the beginning did not provide better predictions after pruning the other nodes. From TABLE VIII  PREDICTION ACCURACY FOR EACH GOAL  OF THE MOBILE APPLICATION DATASET these results, we see that our adjusted pruning method works properly.
We shall discuss in Section VI several possible reasons as to why our algorithm did not outperform a single HMM for the dataset. Moreover, we see from the results that the accuracy of the prediction is low, 48% on average. According to Wickens and Dixon [36] , below a level of around 70% accuracy, providing automation, assistance, or guidance is worse than not providing it at all. Probably, this number is too general and depends on many issues; therefore, it may be a little lower or higher, but 48% will apparently be lower than the threshold.
F. Experiments With Conditional Random Fields
Up to this point, we have focused on HMM as our base model. However, as indicated in Section III, the same idea can be easily applied to any other probabilistic sequence learning algorithm, specifically CRF. CRFs, which have been developed by Lafferty et al. [18] , define a conditional probability over label sequences given a certain observation sequence. This relaxes the unwarranted independence assumptions about the sequences which HMMs make.
For examining a CRF in our framework, we have used the open-source MALLET package [21] to train a single CRF model by maximizing the log-likelihood of the training data. The same log-likelihood function is, then, used to choose the best attribute split in the tree as indicated in (6) . Table IX presents the obtained accuracy using CRF as the base model and compares it with the previously reported performance using the HMM as the base model. Although previous works in the text mining domain have shown that CRF significantly outperforms HMM, in this experimental study, the CRF's improvement is relatively moderate. Still, in most of the cases, the attribute-driven CRF is better than a single CRF. Actually, the attribute-driven CRF obtained the highest score in 10 out of 12 cases. Specifically, for the mobile application (where the attribute-driven HMM did not succeed in improving the performance of a single HMM), we now see that the attribute-driven CRF succeeded in improving the performance in three out of four goals. Using CRF as base model, we found that the attributes Age and Customer Type affect the way users are performing the various tasks. This encouraging result emphasizes the contribution of the proposed data-driven method.
Thus, the inability to improve HMM, in the mobile dataset, probably stems from the fact that HMM requires more training instances in order to estimate the model parameters [27] . The mobile application dataset illustrates that it is hard to assess in advance the contribution of the user attributes. On the one hand, when going down the tree, we are focusing more and more on similar users with the same characteristics, thus increasing the probability that these users operate the device in the same manner. On the other hand, as we go down the tree, we reduce the number of instances that are available to train each of the base models, thus, jeopardizing their ability to accurately classify unseen instances.
G. Comparison With Other Classification Methods
The aim of this section is to compare the performance of our framework against the performance of other classification methods commonly used for intention prediction tasks. Specifically, we have examined the following learning algorithms: Bayesian network (see, for instance, [12] ), SVM (see, for instance, [22] and [30] ), and decision trees (see, e.g., [23] ). Since SVM is designed to handle binary classification tasks, we applied the "one-against-all" method to convert the multiclass classification tasks into multiple binary classification tasks.
Each algorithm has been trained in two different modes: Nonsequential and sequential. In the nonsequential mode, we ignored the sequential aspects of the problem and used only the user's fixed attributes. In the sequential mode, we also used the sequential navigation actions as input attributes. Following [31] , we used a trigram model to represent the sequential patterns. Each three consecutive actions that have been performed by one of the users is considered as a candidate input attribute, where the value of "1" indicates that the user performed this sequence in the current session and "0" otherwise. Then, using chi-square statistic with respect to the class, we selected the top 100 trigrams 1 and use them as The input attributes (in addition to user fixed attributes). Table X presents the performance of the aforementioned algorithms in the two different modes. In addition, it presents the performance of the attribute-driven CRF for comparison purposes. It is clearly observed that using the sequential trigram attributes substantially improves the performance of all methods. Nevertheless, in most of the cases, the attribute-driven CRF still outperforms all other methods in terms of prediction accuracy with mean accuracy of 0.74. The second to best is attributedriven HMM with a mean accuracy of 0.69, followed by the Bayesian network (sequential mode) with a mean accuracy of 0.67.
VI. DISCUSSION
We have presented accuracy results for our data-driven algorithm compared with a single HMM and CRF. First, we saw that similar to results in other domains, CRF-based models usually outperform their corresponded HMM models. Moreover, for The reported results are based on the mean of ten repetitions. the first two datasets, the proposed attribute-driven algorithm improved the predictive performance of both single HMM and single CRF models. However, for the last dataset, there was no significant improvement in the case of HMM. We believe that this may be due to the following reasons.
1) Training data size:
In regard to a single HMM, there is often an insufficient number of occurrences of different model events to give good estimates of the model parameters [27] . When training models in our method, the training data size may affect the quality of models in the lower levels of the tree. As we go deeper in the tree, we split the sequences between the nodes according to the attribute values of the users that created the sequences. Small amounts of training data in a node can lead to an inaccurate HMM model, i.e., a model that does not represent all or most of user behavior with that attribute value. Thus, such a model will provide a worse prediction at the lower levels in the trees. 2) User attributes: One of the inputs to our algorithm is user attributes. We assume that the division of users into different usage behaviors in a system can be based on the given user attributes. However, it is possible that these attributes do not characterize user behavior. For example, from the structure of a system, there are two paths to accomplish this goal. There are 100 sequences of users who accomplished this goal. The algorithm starts the training with a search for an attribute for splitting the tree. Starting with "Gender," the algorithm finds that both males and females use both paths almost equally to accomplish the goal. This is the same for all other given attributes about the users. In such cases, the splitting of the tree according to user attributes does not contribute to prediction accuracy. Indeed, just the opposite occurs. The splitting reduces the accuracy because instead of strengthening the training with either more sequences or a clearer path to accomplish a goal, the training contains fewer sequences (less training examples) for each path. 3) Paths per goal: Our algorithm divides the training data according to different usage behaviors, i.e., different paths to accomplish a goal. If there is only one path to accomplish a goal, our algorithm is unnecessary. In such cases, it is preferable to use a single HMM that will probably provide a better prediction than the attribute-driven HMM tree. In our experiments, we measured the accuracy of our algorithm to predict user intentions. Predicting a user's intentions during his or her interaction with a system could serve as a useful tool to assist users in accomplishing their tasks. This would be accomplished by providing guidance as to how to perform the intended task. However, offering users assistance may be intrusive when initiated by the system and not by the user since assistance may be proffered at an inconvenient time [14] . Providing inaccurate guidance or assistance can also annoy users. Wickens and Dixon [36] examined the implications of different levels of unreliability or imperfection in diagnostic automation. The analysis suggested that performance is quite sensitive to the level of imperfection and that below a level of around 70%, unreliable automation is worse than no automation at all.
Another issue is the added value gained by applying this algorithm-the creation of tree's leaves. All leaves in a tree can be used to segment users by their attributes and attribute values for each goal. We refer to this segmentation as user types. As noted previously, this segmentation can be used for different purposes such as marketing or personalization. For example, if a company wants to promote a product related to SMS use in a cell phone, it can use the user type segmentation for goals like "send SMS." The attributes that differentiate between users while sending an SMS could be used to segment promotions. If, for instance, "age" is a differentiating attribute, then the company may market the new product to different age groups accordingly. Very possibly, the types of segmentation can be used as well for personalization purposes. Using the same example, a cell phone company could provide a different SMS UI based on the age of the user. Another tool for marketing and personalization might derive from testing the algorithm on nonfixed user attribute values. For example, proficiency may be different for different goals and might change (to more proficient) over time as the user gains experience. If a user is considered as proficient in a goal, a company may decide not to provide him assistance or guidance while he is implementing this goal. Other goals, on the other hand, where proficiency is less, would be accompanied by assistance.
From the comparison with existing machine learning algorithms, we conclude that the attribute-driven method should be a method of choice when both sequential and fixed user attributes are available.
VII. CONCLUSION AND FUTURE WORK
When predicting user intentions, the accuracy is crucial; thus, increasing it is an important task. In this paper, we have presented a new method for intention prediction that improves the accuracy of the single HMM/CRM algorithm. The algorithm is using user attributes to build attribute-driven HMM/CRF trees for intention prediction. The results of a simulation study demonstrated the capability of the algorithm to discover a highly accurate intention prediction model. During our research, we discovered the need for a pruning phase to avoid overfitting and developed a new pruning procedure. We tested the intention prediction algorithm on three datasets and, then, compared the accuracy of the results obtained by the HMM algorithm introduced by Rabiner and our algorithm, both with and without pruning the attribute-driven HMM trees.
One limitation of the current version of our algorithm is that it cannot handle multitasking. In recently developed applications and devices, multitasking has become more widespread, and therefore, our algorithm should be extended to these applications. As discussed earlier, future research should also include testing the algorithm on nonfixed user attribute values.
To conclude, the algorithm is beneficial when data about users are available and is helpful to differentiate usage behavior of different users, particularly where there is a large number of training sequences and the goals in the system can be accomplished using more than one possible path.
