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Abstract. This paper presents a parallel memetic algorithm for solving
the vehicle routing problem with time windows (VRPTW). The VRPTW
is a well-known NP-hard discrete optimization problem with two objec-
tives. The main objective is to minimize the number of vehicles serving
customers scattered on the map, and the second one is to minimize the
total distance traveled by the vehicles. Here, the fleet size is minimized in
the first phase of the proposed method using the parallel heuristic algo-
rithm (PHA), and the traveled distance is minimized in the second phase
by the parallel memetic algorithm (PMA). In both parallel algorithms,
the parallel components co-operate periodically in order to exchange the
best solutions found so far. An extensive experimental study performed
on the Gehring and Homberger’s benchmark proves the high convergence
capabilities and robustness of both PHA and PMA. Also, we present the
speedup analysis of the PMA.
Keywords: parallel memetic algorithm, hybrid genetic algorithm, local search,
vehicle routing problem with time windows.
1 Introduction and Related Work
The vehicle routing problem with time windows (VRPTW) consists in finding
a schedule for a fleet of homogeneous vehicles serving a set of geographically
scattered customers. The capacities of the vehicles cannot be exceeded and the
customers must be visited within their well-defined time windows. We consider
the VRPTW as a hierarchical optimization problem. The primary objective is to
minimize the total fleet size and the second one is to minimize the total distance
traveled by the vehicles. This approach makes it possible to develop and optimize
the algorithms for both phases independently.
The practical applications of the VRPTW include the bus route planning,
post and parcels delivering, food delivering, cash delivering to banks and ATM
terminals and many more. Thus, a number of algorithms including exact and
heuristic methods were introduced for the VRPTW over the years. Due to the
large complexity of the VRPTW and its wide practical applicability the heuristic
and metaheuristic methods capable of producing high-quality feasible solutions
in reasonable time are of main importance here.
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Exact algorithms incorporating, among others, dynamic programming, branch-
and-bound algorithms and greedy approaches, were proposed by Bard et al. [1],
Irnich and Villeneuve [2], Jepsen et al. [3], Kellehauge et al. [4] and Chabrier [5].
Noteworthy, only 9 instances out of 300 belonging to the Gehring and Homberger’s
benchmark [6] have been solved to optimality [7]. An extensive review of the ex-
act methods can be found in Kallehauge [8].
Heuristic algorithms can be divided into two classes, namely the improvement
and the construction techniques. In the construction heuristic algorithms the
customers are iteratively inserted into a partial feasible solution without violating
the time windows and capacity constraints. Several construction heuristics were
proposed by Solomon [9], Potvin and Rousseau [10] and recently by Pang [11].
On the other hand, the improvement heuristics modify an initial solution and
explore the search space by performing local search moves in order to decrease
the fleet size and the total traveled distance. The examples of such heuristics can
be found in Thompson et al. [12], Russell [13] and Potvin and Rousseau [14].
Metaheuristic algorithms incorporate mechanisms to explore the search space
and to exploit its most promising regions. They allow infeasible intermediate
solutions and the solutions deteriorating during the search process in order to
escape the local minima. A number of sequential and parallel algorithms were
introduced during the recent years. The simulated annealing was successfully
applied by Zhong and Pan [15], Debudaj-Grabysz and Czech [16], and recently
by Li [17]. The tabu searches were proposed by Cordeau et al. [18] and Sin et
al. [19]. The ant colony approaches can be found in Xuan et al. [20] and Qi and
Sun [21]. A survey on the metaheuristic algorithms can be found in Bra¨ysy and
Gendreau [22].
Evolutionary algorithms have attracted the scientific attention to solve the
VRPTW due to their high search capabilities. Genetic algorithms were applied
by Cheng and Wang [23], Kamkar et al. [24] and Ursani et al. [25]. The evolution
strategies were proposed by Gehring and Homberger [26], Mester et al. [27]
and Kanoh et al. [28]. The sequential and parallel memetic algorithms (MAs),
combining the evolutionary algorithms for more distant search with the local
optimization and refinements algorithms for local exploitation, were described
by Berger and Barkaoui [29], Labadi et al. [30] and Nagata and Bra¨ysy [7]. The
MA based on the edge-assembly crossover operator (EAX) has been proposed
by Nagata and Bra¨ysy [7].
This paper is organized as follows. Section 2 formulates the VRPTW. The
sequential and the parallel heuristic algorithms for minimizing the number of
routes are discussed in Section 3. The memetic algorithm for the total distance
minimization is described in Section 4. Section 5 describes the experimental
results. Section 6 concludes the paper.
2 Problem Formulation
Let G = (V,E) be a directed graph with a set V of N+1 vertices representing
the customers and the depot, together with a set of edges E = {(vi, vi+1)|vi, vi+1 ∈
V, vi 6= vi+1} representing the connections between the travel points. Each vehi-
cle starts and finishes at the depot v0. Travel costs are given as ci,j , where i 6= j,
i, j ∈ {0, 1, ..., N}. Non-negative customer demands di, i ∈ {0, 1, ..., N}, where
d0 = 0 and the time windows [ei, li], i ∈ {0, 1, ..., N} are defined. The customers
have their service times si, i ∈ {1, 2, ..., N}. A fleet of K vehicles with a constant
capacity Q is given. The route is defined as a set of customers served by a single
vehicle (v0, v1, ..., vn+1), where v0 = vn+1 is the depot.
A solution σ is feasible if (i) the total amount of goods delivered to the
customers within each route does not exceed the vehicle capacity Q, (ii) the
service of a customer vi is started before the time window [ei, li] elapses, (iii)
every customer vi is served in exactly one route, and (iv) every vehicle leaves
and returns to the depot within its time window [e0, l0].
The primary objective of the VRPTW is to minimize the fleet size K (K ≤
Kmin, and Kmin = dD/Qe, where D =
∑N
i=1 di). The secondary objective is to
minimize the total distance T =
∑K
i=1 Ti, where K is the number of routes and
Ti is the distance of the i-th route.
3 Minimizing the Number of Routes by the Parallel
Heuristic Algorithm
In this section we discuss in detail the heuristic algorithm used for minimizing
the number of routes in the VRPTW. First, its sequential version is outlined
along with the proposed enhancements. Then, the parallel heuristic algorithm
(PHA) is presented.
3.1 Sequential Algorithm Outline
The route minimization heuristic algorithm reduces the number of routes in
a feasible solution σ by one at a time. The process of removing routes continues
until the execution time reaches a defined maximum or the number of vehicles
reaches its lower bound Kmin [31]. The initial solution of the VRPTW consists
of N routes, which means that each customer is served by a separate vehicle. A
randomly selected route (Fig. 1, line 1) is excluded from the current solution. The
customers are inserted into the ejection pool (EP) (line 2). The penalty counters
p[i], are set to 1 (line 3). The counters indicate the reinsertion difficulties of the
corresponding customers. The customers are taken from the EP applying the
LIFO strategy.
All feasible insertion positions are determined (line 6). Introducing forward
and backward time window penalty slacks allowed for constant-time verification
of the time window penalties [31] (clearly, the change of the vehicle loads may
be computed in constant time). If the set of feasible insertion positions is not
empty, then a random insertion is performed. The solution σ′ with the customer
vins becomes a new feasible (possibly partial) solution σ.
If the set Nfins(vins, σ) is empty, then it is impossible to insert the customer
vins without violating the constraints. The Squeeze procedure allows for creating
1: Select and remove a random route s from σ;
2: Put a random permutation of ejected customers of the removed route into EP;
3: Initialize penalty counters p[i]← 1, i = 1, 2, . . . , N ;
4: while (EP6= ∅ and not finished) do
5: Select and remove customer vins from EP using LIFO strategy;
6: if Nfins(vins, σ) 6= ∅ then
7: σ ← σ′ chosen randomly from Nfins(vins, σ);
8: else
9: σ ← Squeeze(vins, σ);
10: end if
11: if vins /∈ σ then
12: p[vins]← p[vins] + 1;
13: σ ← σ′ ∈ Nej (vins, σ) with min(∑ki=1 p[v(i)out]);
14: Insert ejected customers v
(1)
out, v
(2)
out, . . . , v
(k)
out into EP;
15: σ ← Perturb(σ);
16: end if
17: finished ← VerifyStopCondition();
18: end while
19: if EP6= ∅ then
20: Restore σ to the initial solution;
21: end if
22: return σ;
Fig. 1. A sequential heuristic algorithm to minimize the number of routes in the
VRPTW (RemoveRoute).
temporarily infeasible solutions (line 9). The infeasible solution with the smallest
value of the penalty function Fp(σ) is chosen [7], and the attempts of restoring
the feasibility are undertaken. If the squeezing fails, then the penalty counter of
the customer is increased (line 12).
The last approach of reinserting vins allows for ejecting other customers from
the solution. A sum of the penalty counters Psum is minimized to eject the cus-
tomers that will be relatively easy to reinsert later. The customers that were
inserted during the last lmax iterations are not considered for ejections [32]. Note-
worthy, the increasing number of the ejected customers k, k ∈ {1, 2, . . . , kmax},
is considered. If at least one feasible ejection is found for a given k, then the other
tests are skipped. If there are more ejections with the same Psum, then one is
chosen randomly [32]. A number of constant-time local moves are performed in
Perturb procedure in order to diversify the search (line 15). The algorithm fin-
ishes if the EP is empty, the execution time exceeds the specified limit or the
size of the EP is unacceptably large (line 17). The other breaking conditions are
described in the next section.
3.2 Suggested Modifications
The additional stopping condition of the algorithm introduced in [32] ad-
dresses the maximal number of iterations imax. According to that, it should
break even though the size of the EP is small and i > imax, where i is the num-
ber of current iteration. It is worth noting that a large number of iterations are
usually performed if the number of routes is close to the optimum. Thus, it may
be proficient to allow for additional loop executions if the EP is small and the
probability of reinserting the customers is still high. The additional parameter
ξ indicates the maximal number of customers allowed to reside in the EP for
which the loop will continue despite of exceeding imax.
However, the size of the EP can stay constant during the execution for a
long time. Here, the maximal number of iterations in the steady state, ψ, is
introduced. It should vary with the maximal number of allowed iterations, thus
ψ is a fraction of imax. If the EP size does not change during the ψ iterations,
then the probability of a feasible customer reinsertion drops and the loop breaks.
In the Squeeze procedure the feasibility restoring attempts are undertaken.
The local search moves that may be calculated in constant time were used during
the construction of Nr(σ). If there are no feasible moves, then the linear-time
moves are considered. This approach is appropriate for smaller instances, since
calculating the moves may become time-consuming for the larger number of
customers. Additionally, it may be worth limiting the number of moves to test,
e.g., until n edge-exchanges are found.
A route to be removed is chosen randomly. The routes may be divided into
two classes – the first containing the routes with the number of customers greater
or equal to the average, and the second class with the other routes. Intuitively, it
should be easier to reinsert customers from the smaller route to a partial solution,
thus choosing a random route from the first class gives a higher probability of
feasible reinsertions. However, it is proficient to get rid of larger routes earlier
and choose a random route from the second class, when the solution size, i.e.,
the number of routes, is still far from the optimum.
If the squeezing fails, then the other ejections are tested. After a successful
reinsertion of vins and ejections of other customers the solution is perturbed. In
many cases perturbing is not necessary for efficient reinsertions. The perturba-
tion may be omitted if the percentage of successful customer insertions without
additional ejections is significant, e.g., 80%, for a given number of subsequent
iterations. However, the algorithm may fail due to exceeding the maximal num-
ber of trials. In this case, the perturbations of the partial solutions should be
allowed. The number of moves in the Perturb procedure may depend on the
difficulty of reinserting the customers, i.e., it should increase with the decrease
of the number of routes. The initial number of moves is multiplied by a constant
factor, e.g., 2, every defined number of iterations until it reaches the maximal
value.
3.3 Parallel Algorithm Outline
The p available processors may be used either to achieve a higher accuracy
of a solution in a given time, or to speed up the computations. In the first case,
the goal is to obtain a solution that is closer to the global optimum. The main
goal of the parallel heuristic algorithm (PHA) is to improve the accuracy of final
1: parfor Pi ← P0 to Pp−1 do
2: σi ← σinit;
3: end parfor
4: while not finished do
5: parfor Pi ← P0 to Pp−1 do
6: Call RemoveRoute δ times; . See Fig. 1
7: end parfor
8: Co-operate according to the co-operation scheme;
9: finished ← VerifyStopCondition();
10: end while
Fig. 2. A parallel heuristic algorithm (PHA) to minimize the number of routes in the
VRPTW.
solutions. The algorithm consists of p components denoted as P0, P1, . . . , Pp−11.
The initial solution is considered as the starting solution for each parallel com-
ponent (Fig. 2, line 2). Then, each component calls RemoveRoute in parallel
with others δ times. The components co-operate to exchange the best solutions
found up-to-date. The solutions are assessed according to their costs. The solu-
tions with the smaller number of routes K are preferred. If the number of routes
is equal, then the solution with the shorter total travel distance is considered
better. The parallel algorithm guides the search towards the optimal solutions
with respect to the number of vehicles and the travel distance.
3.4 Co-operation of Parallel Components
The co-operation of threads starts from thread P0. Thread P1 receives the
solution σ0 from P0, and compares the costs of solution σ1 with the received
one. The solution with the smaller cost replaces the current solution of P1.
Consequently, thread Pp−1 compares the solution σp−1 with σp−2 received from
Pp−2. Finally, the best solution is held by thread Pp−1. If the best solution
is found by P0, then all the components get σ0. The co-operation scheme is
presented in Fig. 3.
The second variant of the co-operation scheme is cyclic and includes the
communication between threads Pp−1 and P0. The better solution will be sent
to thread P0. The solution σ0 should be updated only if the number of routes is
larger than the number of routes in Pp−1. Keeping the original solution σ0 with
the same number of vehicles by thread P0 may prevent from having the same
solution held by all threads. Introducing the probability of replacing a worse
solution by the solution received from the neighbor may further decrease the
likelihood of having only one solution in the team. The probability of choosing
the better solution should be large, but not equal to 1. The number of steps that
are executed in parallel before the co-operation must be determined sensitively.
If the co-operation is too frequent, e.g. for large problem instances, the total
parallel overhead becomes more significant and the execution time increases
1 In the OpenMP implementation we consider each thread as a parallel component.
σinit →

σt00
// σt10 //

σt20

// . . . // σtn−10 //

σtn0

σt01
// σt11 //

σt21

// . . . // σtn−11 //

σtn1

. . . . . . . . . . . . . . . . . .
σt0p−2 // σ
t1
p−2 //

σt2p−2

// . . . // σtn−1p−2 //

σtnp−2

σt0p−1 // σ
t1
p−1 // σ
t2
p−1 // . . . // σ
tn−1
p−1 // σ
tn
p−1
Fig. 3. Co-operation scheme
rapidly. However, if the components co-operate rarely for small instances, the
gain from parallelism is hardly noticeable.
The following co-operation frequencies are introduced:
1. Constant – δ is constant.
2. Rare – δ is defined as a ratio of the problem size and a value of rare co-
operation factor. Then, after a number of co-operation phases δ is divided
by this factor until it reaches a defined lower limit.
3. Frequent – the scheme is similar to the rare co-operation, but the frequent
co-operation factor is larger than the rare co-operation factor.
4. Adaptive – δ is defined as a ratio of the problem size and a value of adaptive
co-operation factor. The δ is divided by the ratio of the last average time
and the previous average time (if tprevavg 6= 0, otherwise δ is divided by the
adaptive factor) of RemoveRoute executions.
An extensive study on the co-operation schemes can be found in [33].
4 Minimizing the Total Travel Distance by the Parallel
Memetic Algorithm
Here, we discuss both sequential and parallel versions of the memetic al-
gorithm for minimizing the total distance traveled by the vehicles. The main
goal of the presented parallel algorithm is to reduce the execution time without
decreasing the quality of final solutions.
4.1 Sequential Algorithm Outline
The initial population of size N containing the feasible solutions with K
routes is found by the parallel heuristic algorithm discussed in Section 3. If the
maximal time of generating the initial population is exceeded, then the solutions
already found are copied and perturbed until the population size reaches N .
1: Generate an initial population of N feasible solutions;
2: while not finished do
3: Determine N reproduction pairs (pA, pB); . Pre-selection
4: for each pair (pA, pB) do
5: for i ← 1 to Nch do
6: pc ← EAX(pA, pB);
7: pc ← Repair(pc);
8: p′c ← LocalSearch(pc);
9: if η(p′c) > η(p
b
c) then
10: pbc ← p′c;
11: end if
12: end for
13: end for
14: Form the next population; . Post-selection
15: finished← VerifyTerminationCondition();
16: end while
17: return best individual in the last population;
Fig. 4. The memetic algorithm for the total distance minimization.
Each individual is chosen once as the parent pA and pB in a random order
to generate the child solutions using the EAX operator (Fig. 4, line 3) using the
AB-selection scheme. It has been shown that the proper pre- and post-selection
schemes have strong impact on the convergence capabilities of a memetic algo-
rithm [34].
Nch defines the number of children generated for each pair pA and pB . The
feasibility of a child is restored by the Repair function if necessary (line 7) using
the concept of local moves utilized while squeezing an infeasible solution in the
route minimization heuristics. If the solution is feasible, then a number of moves
are performed to improve its quality, i.e., to decrease the total travel distance
(line 8). The moves are limited to the customers belonging to the routes modified
by the EAX operator and the repairing procedure [7]. The total distance of a new
solution is compared with the total distance of the best child found up-to-date
(line 9). If a new solution is of higher quality, then the best child is updated.
After generation of child solutions for N pairs of parents the population is
updated, i.e., the best individuals form a new population according to the post-
selection scheme. It is easy to see that the best child obtained for pA and pB
replaces the first parent, not the worst individual in the population. Removal of
pA is motivated by the fact that the better individual replaces the worse with
the similar characteristics to ensure the population diversity. The additional
termination condition addresses the steady state, i.e., the situation in which for
a large number of subsequent generations the quality of the best individual is
not improved. The algorithm finishes if the number of generations in the steady
state is larger than the defined maximum, maximal number of generations G is
reached, or the maximal execution time is exceeded. The best individual from
the population is finally returned (line 17).
4.2 Parallel Algorithm Outline
The parallel memetic algorithm (PMA) consists of p parallel components
denoted as P0, P1, . . . , Pp−1. The main part of the memetic algorithm, i.e., gen-
erating the child solutions, is the most computationally intensive. The iterations
of the loop may be executed in parallel, since Nch children are generated for the
parents pA and pB independently. The best child solution is stored as σ
best
r(i) . Each
individual in the population serves once as pA and pB during the combination
stage, therefore different σbestr(i) solutions are updated in every iteration. The N
iterations are distributed between p threads, where N  p. The number of in-
dividuals in the population is usually large to avoid the similarities between the
individuals. Once the loop finishes, the best child solutions are found and the
current generation is updated. The cost, i.e., the total travel distance, of each
individual in the current solution is compared with the cost of the best child.
If the cost of the child σbesti is smaller, then the child becomes a new individ-
ual in the population and replaces the solution σi. Clearly, the N solutions are
compared independently, therefore the iterations may be executed in parallel.
Processing of the next generation of solutions starts with initializing of the set
of the best child solutions. Similarly, the loop iterations are independent and
may be executed in parallel.
5 Experimental Results
The algorithms were implemented in C++ using the OpenMP interface and
were tested on Gehring and Homberger’s problem instances. The code was com-
piled using Intel C++ Compiler 10.1.015 with -fast and -openmp flags. Cal-
culations were carried out at a single node of Galera supercomputer at the
Academic Computer Center in Gdan´sk [35]. The computations were performed
on the nodes with 16 GB RAM (2 GB/core) equipped with Intel Xeon Quad
Core (2.33 GHz) processors with 12 MB of level 3 cache. The parameters used
during the experiments are given in Tab. 1 and Tab. 2. The percentage of the
nearest customers µ is limited for neighborhood calculations to decrease the exe-
cution time [31]. The number of additional customers allowed to reside in the EP
has been proposed in [32]. The minimal number of local moves used during the
solution perturbation should allow transforming a current solution to the neigh-
boring, but still not too similar one. If the additional ejections are necessary for
a successful customer insertion, then the number of moves is multiplied by IfP to
increase the probability of getting the new configurations. The maximal number
of moves (for both stages) prevents from a rapid increase of the execution time.
The maximal number of iterations in the steady state corresponds to a decent
fraction of the maximal number of allowed algorithm iterations.
The settings of the co-operation are given in Tab. 3. The EAX strategy [7] is
chosen randomly. If a significant number of consecutive generations, e.g., 50, does
not result in improving the best individual in a population, then the probability
of further improvements drops rapidly. A formula for the maximal execution
time calculation of the memetic algorithm has been proposed in [7].
Table 1. Parameters of the route minimization heuristic algorithm.
Parameter Description Value
µ Percentage of the nearest customers in the
neighborhood 0.6
kmax Maximal number of customers to be ejected 3
lmax Number of iterations without ejecting a customer
after it is inserted 5
ξ Additional customers allowed to reside in the EP 7
imax Maximal number of iterations in the first phase
algorithm 1000
ψ Maximal number of iterations in the steady state imax/5
ImP Minimal number of feasible moves
while perturbing 80
IMP Maximal number of feasible moves
while perturbing 400
IfP Update factor for the number of moves
while perturbing 2
IF Frequency of updating the number of moves
(in iterations) 50
τR Maximal time for reinsertions in RemoveRoute
(in seconds) 50
τ Maximal execution time (in seconds) 1200
Table 2. Parameters of the distance minimization memetic algorithm.
Parameter Description Value
Nch Number of child solutions generated for each pair of
parents 20
IC Maximal number of moves improving the child solution 100
IP Number of moves used during copying and perturbing 50
τ Maximal execution time (in minutes) NsN/400
G Maximal number of generations without improvement 50
Table 3. Co-operation frequency settings; CM – co-operation mode, CF – co-operation
factor, UF – update factor, Ufr – update frequency, Mfr – minimal frequency.
Cust. no. CM CF UF Ufr Mfr
200 Frequent 10 2 4 1
400 Frequent 10 2 4 1
600 Adaptive 10 – 1 1
800 Rare 5 2 3 1
1000 Rare 5 2 3 1
A number of possible modifications and improvements have been suggested
in Section 3.2. The exemplary average execution times of the sequential route
minimization heuristic algorithm are given in Fig. 5. If the algorithm gets stuck
in the local minima of the search space (e.g., for RC2 4 1), then the decreased
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Fig. 5. Average execution time t (in seconds) of a sequential heuristic algorithm (SHA)
and the improved sequential heuristic algorithm (SHA–I) for minimizing the number
of routes for more (a) and less (b) time-consuming tests for 100 experiments.
initial number of local search moves results in the increase of the total num-
ber of iterations necessary to leave the local minimum. However, it is not al-
ways necessary to explore the vast solution space for large instances (e.g., for
R1 10 2, C1 8 2) and a relatively small number of moves during the perturba-
tion is enough to get satisfactory results. The average execution time has been
decreased for a number of instances that were relatively easy to solve (Fig. 5b)
and for time-consuming ones (a). However, the modifications are less suitable for
the problems with solution spaces containing a large number of local minima.
The cumulative numbers of vehicles (CVNs), i.e. the number of vehicles serv-
ing all instances, are presented in Tab. 4 for sequential and parallel algorithms
(SHA–I and PHA, respectively). The number of vehicles was decreased for 16
instances, whereas the world’s best results were obtained in 6 cases using the
parallel heuristics. Therefore, in 271 out of 300 (90%) cases the benchmarking
tests were solved to the current optimum with respect to the number of vehi-
cles using the parallel algorithm. The parallel memetic algorithm significantly
improved the current world’s best result for the problem instance C1 8 22.
The size of the population N influences the execution time necessary to cre-
ate a new generation of solutions. However, the probability of ending up with a
set of similar individuals is lower in case of large populations. The problem of
saturating the population is illustrated in Fig. 6. The experiments with the clus-
tered customers have shown that the saturation of the population with similar
individuals may occur relatively fast. The larger population should imply a larger
population diversity. If the number of individuals with similar configurations ex-
ceeds a certain threshold, then the population is in the diversity crisis. Similarly,
2 The best-known solutions of the GH tests are published at: http://www.sintef.
no/Projectweb/TOP/VRPTW/Homberger-benchmark/; reference date: September 13,
2011.
Table 4. The percentage of the world’s best CVNs obtained using SHA–I and PHA.
Class SHA–I PHA
C1 82% 84%
C2 70% 78%
R1 94% 94%
R2 100% 100%
RC1 100% 100%
RC2 84% 86%
Total 88% 90%
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Fig. 6. Total distance traveled for various population sizes N for tests (a) R1 2 2 and
(b) C2 4 1.
the number of children Nch generated for each pair of parents influences the
quality of final solutions along with the execution time of the algorithm. Clearly,
generating a larger number of children increases the probability of getting a
well-fitted individual. On the other hand, the execution time of the algorithm
increases with larger values of Nch.
The relative speedup obtained for two given problem instances is presented in
Fig. 7. The population size N is usually larger than the number of threads p. The
speedup depends not only on the problem size but also on its internal structure.
If the number of generations required to obtain a minimal travel distance is large,
then the relative speedup is almost ideal. However, if the solution converges to
the minimum relatively fast, then the further improvements become difficult and
the parallel overhead becomes more significant once the steady state is reached.
6 Conclusions and Future Work
The parallel heuristic algorithm for minimizing the fleet size has proven to
be effective and competitive by solving 90% of problem instances to the current
known optimum. The memetic algorithm for the distance minimization turned
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Fig. 7. Speedup S vs. number of threads p for tests (a) RC1 6 3 and (b) C1 2 1
(continuous line shows the ideal speedup).
out to be powerful. A large number of parameters, both for the exploration and
the exploitation of the search space, allow for adjusting the algorithm to the
instance characteristics. The optimal assignment of parameters is to be cleared
up during the further research. The experiments performed for various problem
instances showed that the relative speedup is linear and close to the ideal one
in many cases. The parallel algorithm significantly improved the world’s best
solution of the clustered Gehring and Homberger’s test C1 8 2 containing 800
customers.
A two-stage approach of solving the VRPTW makes it possible to combine
the presented algorithms with other well-known heuristics, e.g., simulated an-
nealing or tabu search. We aim at determining the most effective and scalable
combination of heuristics addressing both objectives of the VRPTW. Also, we
plan to develop more efficient co-operation schemes for both stages of the parallel
algorithm.
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