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Resumo 
Um crescente envelhecimento da população e consequente aumento do número de 
pacientes com após-AVC estão a obrigar o campo da reabilitação a adaptar-se a esta situação. 
Em paralelo, um número sem precedentes dos esforços de investigação e soluções tecnológicas 
direcionados para a monitorização do movimento humano estão a influenciar as metodologias 
tradicionais, causando mudanças de paradigma na dinâmica paciente terapeuta. 
Tradicionalmente, o fisioterapeuta é responsável pela avaliação do progresso da 
reabilitação através de instrumentos de avaliação baseados em dados qualitativos, 
introduzindo observações subjetivas uma vez que dependem da experiência pessoal e 
habilidades do terapeuta.  
O comprometimento da função motora do membro superior (MS) é uma das consequências 
mais frequentes do AVC. Estas deficiências invalidam o paciente de realizar as atividades 
diárias, afetando a sua participação na vida cotidiana. Neste sentido, a reabilitação destes 
indivíduos assume um papel importantíssimo no campo social e médico.   
O objetivo do presente estudo é o desenvolvimento de uma metodologia de avaliação 
quantitativa dos movimentos do membro superior, através de dados de acelerómetros, que 
numa fase futura possibilite a monitorização do progresso da estratégia terapêutica, que pode 
incluir dispositivos de biofeedback, validação e diagnóstico.  
Para esse fim, dados de aceleração de dois movimentos distintos do membro superior, 
abdução e flexão, foram obtidos através de acelerómetros colocados em diferentes pontos 
deste membro. A análise de dados foi baseada nas várias réplicas de cada um dos movimentos 
registados. Cumulantes de ordem 1 a 4 foram calculados, para cada réplica, com uma máximo 
desfasamento de 10 para os cumulantes de segunda, terceira e quarta ordem, e extraídos como 
características. Posteriormente, com base nas nestas características efetuaram-se duas 
classificações distintas dos dados através de support vector machines (SVM) com um polinómio 
de Kernel de expoente 1. 
Trinta sujeitos saudáveis participaram na experiência. A média da taxa de reconhecimento 
dos movimentos alcançada para a classificação com todos os sensores foi de aproximadamente 
66,7%, e para a classificação com apenas um sensor foi de 99,43%.  
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Abstract 
 
A growing aging population and consequent increase in the number of patients with post-
stroke are forcing the rehabilitation field to adapt to this situation. In parallel, an 
unprecedented number of research efforts and technological solutions targeted to monitoring 
human movement are influencing traditional methodologies, causing paradigm shifts in 
dynamic patient therapist. Traditionally, the physical therapist is responsible for evaluating 
the progress of rehabilitation through assessment tools based on qualitative data, introducing 
subjective observations, since they depend on personal experience and skills of the therapist. 
The impairment of the upper limb (UL) motor function is one of the most frequent stroke 
consequences. These deficiencies invalidate the patient to perform daily activities, affecting 
their participation in everyday life. In this sense, the rehabilitation of these individuals plays 
an important role in the social and medical fields. 
The aim of this study is to develop a methodology for the quantitative assessment of upper 
limb movements, using data from accelerometers, which in a future phase enable monitoring 
the progress of therapeutic strategy, which may include biofeedback devices, diagnostics and 
validation. 
For this purpose, acceleration data of two different upper limb movements, abduction and 
flexion, were obtained from accelerometers placed at different points in this limb. Data 
analysis was based on several replicas of each movement recorded. Cumulants of order 1-4 
were calculated for each replica, with a maximum lag of 10 to second, third and fourth order 
cumulants, and after extracted as features. Subsequently, two distinct classifications of the 
data by support vector machines (SVM) with polynomial kernel exponent was done based on 
these features. 
Thirty healthy subjects participated in the experiment. The average recognition rate of 
motion for the classification achieved with all of the sensors was approximately 66.7%, and 
the rating with only one sensor was 99.43 % 
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Capítulo 1  
Introdução 
1.1. Motivação 
 
O Acidente Vascular Cerebral (AVC) representa uma das principais causas de morbilidade e 
mortalidade a nível mundial, tendo grande repercussão na qualidade de vida dos doentes. O 
AVC é a principal causa de incapacidade em adultos, e a sua incidência está a aumentar com o 
envelhecimento da população. Assume, por isso, grande importância a reabilitação no sentido 
de ajudar o doente a readquirir capacidades perdidas e a tornar-se novamente independente. 
De acordo com a organização mundial de saúde, 15 milhões de pessoas em todo o mundo 
sofrem um AVC cada ano, sendo a principal causa de incapacidade na população adulta. Um 
AVC é definido com uma disfunção neurológica de origem vascular com uma rápido conjunto 
de sinais e sintomas de acordo com as áreas afetadas. Os défices neurológicos e físicos causados 
por AVCs têm um impacto financeiro e social substancial. É uma doença complexa que resulta 
de fatores genéticos e ambientais. (Bento, 2012) (Silva, et al., 2009) 
Todos os anos, em Portugal 20000-30000 pessoas sofrem o primeiro e único AVC das suas 
vidas. De acordo com um estudo da direção geral portuguesa (1996) três meses após um AVC, 
apenas cerca de 30,8% dos indivíduos voltam a ser independentes. Em todo o mundo, 
aproximadamente 50% dos indivíduos que sobrevivem a um AVC ficam significativamente 
desabilitados nas funções do braço e mão depois de terem alta do hospital. Este facto requer 
um suporte financeiro e estrutural substancial por parte dos serviços nacionais da saúde, além 
dos transtornos económicos, sociais e emocionais para os pacientes e as suas famílias.  
Depois de um acidente vascular cerebral, o déficit mais comum é a fraqueza ou paralisia 
num lado do corpo. Geralmente associada a várias alterações nas aferências sensoriais e 
funcionamento cognitivo, que impedem os programas de reabilitação normais. O 
comprometimento da função motora do membro superior (MS) é uma das consequências mais 
frequentes do AVC. Estas deficiências invalidam o paciente de realizar as atividades diárias, 
17 
 
afetando a sua participação na vida cotidiana. Neste sentido, a reabilitação destes indivíduos 
assume um papel importantíssimo no campo social e médico. O período de tempo mais 
adequado para a reabilitação após um ataque é entre os 3 a 6 meses depois do início do AVC, 
espaço de tempo no qual o tecido cerebral mantém a sua plasticidade e o ganho funcional 
alcançado é maior. (Langhome, Coupar, & Pollock, 2009) (Campos, 2004)  
Sabendo que a extensão da recuperação correlaciona-se com a intensidade e especificidade 
do programa de reabilitação seguido dentro desse período de tempo, a escassez de 
fisioterapeutas e a difícil organização dos serviços de rotina do hospital evita que os pacientes 
recebam um tratamento eficaz. A realidade dentro das clínicas revela opostos cenários 
benéficos: vários pacientes simultaneamente em sessões geridas por um único terapeuta com 
base na repetição de movimentos simples. Esses cenários traduzem-se numa progressão 
reduzida, aumentando a duração do tratamento necessário e diminuindo a eficácia durante as 
sessões. (Silva, et al., 2009)  
Como resultado desta situação, são necessárias soluções inovadoras uma vez que serviços 
de reabilitação tradicionais são caros e dependem amplamente de recursos humanos. Por estas 
razões, é de toda a importância o desenvolvimento de dispositivos que permitam uma avaliação 
mais rápida e eficaz da situação de cada paciente, e que lhe possibilitem estratégias de 
reabilitação sem a presença de um terapeuta. Neste contexto, sistemas de captura do 
movimento tem um papel fulcral pois facultam dados quantitativos precisos dos movimentos 
do corpo humano no espaço, incluindo velocidades de movimento e acelerações, ângulos de 
articulação e coordenação interarticular, que estão na base da criação de metodologias que 
permitem avaliar o estado de um individuo com limitações no membro superior, e que depois 
podem ser incorporadas em dispositivos de reabilitação que auxiliem o fisioterapeuta. Os 
sistemas existentes têm demonstrado que instrumentos adequados de rastreamento humano 
ajudam a acelerar o processo de recuperação do movimento humano. Infelizmente, ainda há 
muitos desafios neste campo devido à complexidade do movimento humano e a existência de 
erro e ruido durante as medições. (Butler, Ladd, c, & LaMont, 2010) (Pérez, et al., 2010) 
A caracterização do movimento do membro superior não tem recebido até ao momento 
muita atenção por parte dos investigadores, quando comparado com a análise da marcha. 
Graças ao avanço de sistemas microeletromecânicos, microeletrónicos e dispositivos de 
comunicação sem fios e soluções de monitorização gerais, tem-se observado um aumento no 
interesse de caracterização e determinação de modelos de várias atividades da rotina diária, 
desportos, postura de trabalho, reabilitação, entre outros. Sensores inerciais, dos quais servem 
de exemplo os acelerómetros, estão a demonstrar ser uma alternativa promissora aos 
complexos sistemas de vídeo de reconhecimento de movimento, não só devido ao seu preço 
baixo e por transmitirem os dados sem fios mas também reduzem a quantidade de 
processamento de dados necessária. (Morasso & Sanguineti, 2006)  
18 
 
Prevê-se com esta evolução, o auxílio na reabilitação e avaliação do processo de 
aprendizagem e treino de habilidades motoras de um paciente que possua alterações da função 
do membro superior após AVC. 
  
 
1.2. Objetivos 
 
A presente dissertação tem como principal propósito a introdução de uma metodologia que 
permita caracterizar diferentes movimentos do membro superior, com o recurso a dados 
obtidos pela análise do movimento com acelerómetros. Para este fim, o trabalho prático foi 
dividido em duas etapas: 
 
 cálculo de estatística de ordem superior, cumulantes de ordem 1 a 4, como 
características dos sinais de aceleração; 
 classificação dos movimentos através de support vector machine (SVM) com base 
nas características calculadas na fase anterior. 
 
1.3. Estrutura 
 
Esta dissertação está dividida em duas partes, que representam as duas fases em que a 
realização da dissertação foi dividida. Na primeira parte, composta pelos Capitulo 2, Capitulo 
3 e Capitulo 4, é exposta uma revisão bibliográfica que permitiu a progressão para a segunda 
etapa. No Capitulo 2, efetua-se uma revisão sobre o cérebro para melhor se compreender quais 
as causas e efeitos que o AVC provoca no membro superior, abordado no Capítulo 3. O Capitulo 
4 apresenta o estado de arte no que diz respeito á análise do movimento humano, o 
acelerómetro é abordado desde a sua tipologia intrínseca até ao seu funcionamento como 
instrumento de monitorização do movimento. 
A segunda parte é composta pelos Capítulos 6 e 7. No Capitulo 6 além do trabalho realizado 
e da implementação da metodologia baseada em cumulantes, é feita uma breve revisão 
bibliográfica em cada etapa da análise de dados para melhor se compreender a sua aplicação 
no presente trabalho. Por sua vez, no Capítulo 7 são apresentados os resultados obtidos através 
da metodologia aplicada. 
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Capítulo 2  
Anatomia Cerebral 
O encéfalo é a parte do sistema nervoso central (SNC) contida na caixa craniana, é o centro 
de processamento e controlo das funções corporais e assemelha-se bastante a um complexo 
computador central, mas com muitas mais funções do que algum computador conseguiu igualar. 
O encéfalo é constituído pelo tronco cerebral, o cerebelo, o diencélfalo e o cérebro. O cérebro, 
principal constituinte do encéfalo, é composto pelos hemisférios cerebrais direito e esquerdo. 
O cérebro é o órgão mais importante do sistema nervoso pois é ele que controla os movimentos, 
recebe e interpreta os estímulos sensitivos, coordena os atos da inteligência, da memória, do 
raciocínio e da imaginação. Ou seja, ele é responsável pelas ações voluntárias e involuntárias 
do nosso corpo. (Seeley, Stephens, & Tate, 2003) 
No geral, as funções motoras e sensitivas são “cruzadas”, ou seja, a metade direita do 
cérebro controla a metade esquerda do corpo e vice-versa. (Solveira, 2012) O interior do 
cérebro é constituído por uma substância branca e o exterior por uma fina camada de 
substância cinzenta, designado córtex cerebral. As diferentes partes do córtex cerebral são 
divididas em quatro áreas, denominadas por lobos cerebrais, tendo cada uma funções 
diferenciadas e especializadas. Os lobos cerebrais são designados pelos nomes dos ossos 
cranianos nas suas proximidades e que os cobrem, como ilustrado na Figura 2.1. O lobo frontal 
é importante na função motora voluntária, motivação, agressão, sentido do olfato e humor. O 
lobo parietal é o centro de receção e avaliação de parte da informação sensorial. O lobo 
occipital atua na receção e integração de estímulos visuais e não está claramente separado dos 
outros lobos. Por sua vez, o lobo temporal recebe e avalia os estímulos olfativos e auditivos e 
desempenha um papel importante na memória. (Seeley, Stephens, & Tate, 2003) 
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Figura 2. 1 – Lobos do hemisfério esquerdo do Cérebro (Mader, 2004) 
 
 
 
 
Figura 2. 2. Representação das partes do corpo controladas pela área motora primária (a) e pela 
área somatossensorial primária do cérebro (b) (Mader, 2004) 
 
O lobo frontal inclui as áreas motora primária, pré-motora e a área pré-frontal. O sistema 
motor do encéfalo é responsável por manter a postura e o equilíbrio corporais, bem como pelos 
movimentos do tronco, da cabeça, dos membros e dos olhos; e ainda pela comunicação através 
da expressão facial e da fala. Os reflexos mediados pela medula espinhal e pelo tronco cerebral, 
são responsáveis pelos movimentos do corpo que ocorrem sem pensamento consciente. Por 
outro lado, os movimentos voluntários são automáticos. Depois de começar a andar, não é 
necessário pensar em controlar momento a momento cada músculo, porque existem circuitos 
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neuronais que controlam automaticamente os membros. (Seeley, Stephens, & Tate, 2003) A 
atividade no lobo frontal aumenta nas pessoas normais somente quando é necessário executar 
uma tarefa difícil, onde se pretende descobrir uma sequência de ações que minimize o número 
de manipulações necessárias. Os comandos voluntários para os músculos esqueléticos iniciam-
se na área motora primária, e cada parte do corpo é controlada por uma determinada secção, 
como ilustrado na Figura 2.2 (a). 
Por sua vez, a área somatossensorial primária é posterior ao sulco central no lobo parietal. 
A informação sensorial da pele e dos músculos esqueléticos é processada nesta área, onde cada 
parte do corpo é sequencialmente representada, ver Figura 2.2 (b). A principal área de gosto, 
também no lobo parietal, é responsável pela sensação do gosto. A área visual no lobo occipital 
recebe informações a partir dos olhos, e a área auditiva primária no lobo temporal recebe 
informações relativas à audição. (Mader, 2004) 
A capacidade única dos seres humanos de falar é parcialmente dependente da área de 
Broca, uma área de processamento no lobo frontal esquerdo. Danos nessa área podem interferir 
com a capacidade de uma pessoa compreender as palavras (escritas ou faladas) e de se 
comunicar com os outros. A área de Wernicke, também chamada de área geral interpretativa, 
recebe informação a partir de todas as outras áreas de associação sensoriais. Danos nessa área 
dificultam a capacidade de interpretar mensagens de vós e escritas, embora as palavras sejam 
compreendidas (Mader, 2004) 
O cerebelo (Figura 2.1), outro constituinte do encéfalo, é responsável pela manutenção 
do equilíbrio, pelo controlo movimento muscular e tônus, regula a amplitude do movimento do 
movimento intencional e está envolvido na aprendizagem de capacidades motoras. 
O encéfalo necessita de uma grande quantidade de sangue para manter a sua atividade 
normal. Mesmo representando apenas cerca de 2% do peso total do corpo, recebe 
aproximadamente 15 a 20% do sangue total bombeado pelo coração. Esta dependência extrema 
do aporte sanguíneo resulta da muito elevada taxa metabólica encefálica e, como tal, do 
abastecimento de oxigénio e glucose. As células cerebrais não são capazes de armazenar 
moléculas de alta energia durante qualquer período de tempo e dependem, quase 
exclusivamente, da glucose como fonte de energia. (Seeley, Stephens, & Tate, 2003) A 
interrupção sanguínea encefálica, mesmo que por breves momentos, pode causar uma lesão 
encefálica irreversível. 
 
2.1. Acidente Vascular Cerebral 
 
O termo acidente vascular cerebral, ou AVC, descreve um grupo heterogéneo de situações 
que envolvem morte de tecido cerebral em consequência da interrupção do aporte vascular. 
(Seeley, Stephens, & Tate, 2003) Um AVC provoca danos no cérebro afetando o modo como o 
corpo funciona.  
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Para se compreender o efeito que as lesões cerebrais provocam no paciente, é crucial 
saber-se a anatomia funcional do cérebro, uma vez que existe uma relação direta entre a 
organização anatómica do cérebro e as funções sensoriais e motoras, como referido 
anteriormente. Todas as áreas motoras do córtex contêm uma representação complexa do 
mapa do corpo humano, como pode ser observado na Figura 2.2. Uma lesão numa área do 
córtex motor vai levar a déficits motores específicos, de maior ou menor complexidade, 
dependendo da área afetada, na região corpo oposto à parte do cérebro afetada (Lourenço, 
2009) Por conseguinte, uma lesão na metade direita do cérebro pode causar complicações do 
lado esquerdo, enquanto uma lesão da metade esquerda do cérebro pode causar problemas do 
lado direito. (Seeley, Stephens, & Tate, 2003) 
Existem dois tipos de AVC: o isquémico e o hemorrágico. Na hemorragia cerebral, há um 
vazamento de sangue pelos vasos sanguíneos diretamente no tecido cerebral, formando um 
hematoma na substância cerebral que leva ao rompimento do tecido e pressiona as áreas 
circunjacentes do cérebro. Já na isquemia, a região afetada é privada do suprimento sanguíneo 
levando a um enfarte do tecido cerebral. Mais que qualquer outro órgão, o cérebro é 
dependente de um adequado fornecimento de sangue oxigenado. (Lourenço, 2009) 
 
 
 
Figura 2. 3. Tipos de AVCs: (a) isquémico (b) hemorrágico (Vaz, 2013) 
 
Tanto na isquemia como na hemorragia vai ocorrer morte das células, ou seja, ocorre o 
enfarte. A rodear este enfarte está uma área de edema (inchaço provocado por uma reação do 
organismo de combate ao AVC). À região onde ocorre este problema dá-se o nome zona de 
penumbra isquémica. Nesta região as células estão vivas mas não estão a funcionar de forma 
adequada. Se o tratamento do AVC for rápido podem-se evitar sequelas maiores nestas 
células.(Solveira, 2012) 
 
2.2.1. Consequências do AVC 
 
Um AVC provoca danos no cérebro afetando o modo como o corpo funciona. Uma vez que 
o AVC é uma lesão cerebral, os seus efeitos ou sintomas vão depender da parte do cérebro que 
é afetada. Cada AVC é diferente e as pessoas que o sofrem são atingidas de diferentes formas. 
Para alguns, os sintomas são passageiros (apenas alguns minutos ou horas, no caso de um 
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acidente isquémico transitório, AIT), outros AVCs podem causar danos mais graves e 
duradouros.  
A paralisia é uma das disfunções mais comuns. Ocorre no lado contra-lateral à região do 
cérebro atingida, podendo afetar apenas uma parte do corpo (hemiparesia) ou mesmo toda a 
metade do corpo (hemiplegia). Podem existir também problemas de equilíbrio e/ou 
coordenação (ataxia) quando é atingido o cerebelo. (Silva, et al., 2009) A fraqueza ou paralisia 
de um braço ou perna é muitas vezes agravada pela rigidez (espasticidade) dos músculos e 
articulações. A perda de equilíbrio pode ser causada por danos na parte do cérebro que controla 
o equilíbrio, ou pode acontecer devido à paralisia consequente da fraqueza muscular. 
No entanto, outros sinais podem estar evidentes como a disfunção sensorial, afasia 
(perturbação da linguagem) ou disartria (alteração na expressão verbal causada por uma 
alteração no controlo muscular dos mecanismos da fala), defeitos do campo visual e 
deficiências mentais. Cerca de 90% dos indivíduos após AVC apresentam uma disfunção 
sensório-motora inicial (fraqueza muscular, tónus anormal, sinergias anormais, perda de 
mobilidade articular e falta de coordenação durante movimentos voluntários), podendo 
persistir por três meses ou mais. (Lourenço, 2009)  
Existem vários problemas ou incapacidades que os sobreviventes de AVC terão que 
enfrentar nas primeiras semanas após sofrerem um ataque. A maioria dos problemas 
consequentes do AVC melhora ao longo do tempo, à medida que o cérebro recupera. Em casos 
severos poderão causar incapacidades a longo termo. Quando acontece um AVC algumas células 
do cérebro são danificadas e outras morrem. As células cerebrais mortas não podem começar 
a trabalhar novamente, apenas aquelas que estão fora da área atingida é que poderão 
recuperar à medida que o inchaço causado pelo AVC diminui. Também é passível que células 
de outras áreas do cérebro, que não foram afetadas pelo AVC, assumam determinadas funções 
realizadas pelas células da área afetada. A este fenómeno dá-se o nome de neuroplasticidade. 
A maioria da recuperação acontece nos primeiros meses, mas as pessoas podem continuar a 
recuperar por mais anos depois do AVC. A reabilitação é possível graças à enorme capacidade 
que o cérebro tem em aprender e mudar. (Silva, et al., 2009) 
Embora exista evidência que permita concluir que efetuar a reabilitação dos doentes com 
AVC apresenta vantagens relativamente à sua não realização, não existe suporte científico que 
fundamente à utilização de uma abordagem em detrimento doutra. Até ao momento, 
estratégias de reabilitação específicas continuam a ser um desafio, sendo que ainda não há um 
consenso definitivo sobre quais os procedimentos a serem seguidos. (Oliveira, 2009) 
O comprometimento da função motora do membro superior é uma das consequências mais 
frequentes do AVC. Estas deficiências invalidam o paciente de realizar as atividades diárias, 
afetando a sua participação na vida cotidiana. Neste sentido, a reabilitação destes indivíduos 
assume um papel importantíssimo no campo social e médico. (Vaz, 2013) (Bento, 2012) 
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2.2.2. Reabilitação após AVC 
 
A reabilitação funcional do doente é um dos requisitos básicos no tratamento pós-AVC. Esta 
deve ser iniciada o mais cedo possível, logo que se verifique estabilidade hemodinâmica do 
doente, uma vez que pode reduzir o número de doentes que ficam dependentes, além de 
prevenir simultaneamente as complicações resultantes da imobilidade. (Diz, 2012) 
Reabilitação é definida, em termos médicos, como o processo de tornar alguém apto a 
trabalhar ou viver uma vida normal novamente. Este retorno às competências iniciais pode ser 
conseguido restaurando as aptidões inatas do paciente ou substituindo-as por outras novas. 
Implica a mobilização de apoios e intervenções multidisciplinares coordenadas e à medida, 
visando a resolução das necessidades emergentes no quadro da relação entre pessoa e 
contextos de vida, o desenvolvimento de competências pessoais e a mobilização de recursos a 
fim de maximizar os níveis de atividade e promover a participação na comunidade. (Centro de 
Reabilitação Profissional de Gaia, 2007)   
O propósito da reabilitação de pacientes com AVC é a recuperação da função, sendo essa 
adquirida através de recuperação motora verdadeira ou por compensação. (Langhome, Coupar, 
& Pollock, 2009) Na recuperação motora, tem-se como objetivo a realização da função da 
mesma forma como antes da lesão, usando os mesmos processos. Já na compensação ocorre 
uma substituição comportamental, na qual estratégias alternativas são adotadas para realizar 
a tarefa (Michaelsen & Levin, 2004). Para alguns pacientes com incapacidade grave e pobre 
prognóstico, incentiva-se o movimento compensatório a fim de maximizar a capacidade 
funcional. Enquanto os movimentos compensatórios podem ajudar os pacientes a realizar 
tarefas em curto prazo, essas compensações são comumente associadas a complicações em 
longo prazo como dor, desconforto e contraturas articulares. (Ada & Cannig, 2006)  
Relacionado com a capacidade do SNC recuperar após uma lesão, encontram-se os 
mecanismos intrínsecos inerentes à neuroplasticidade, os quais assumem um papel importante 
no processo de aprendizagem ou reaprendizagem das competências motoras. A reabilitação 
após AVC desenrola-se de forma idêntica ao processo envolvido na aprendizagem motora, a 
qual requer intencionalidade, repetição e a existência de feedback, para melhorar o 
desempenho na tarefa. Desta forma, a reaprendizagem de competências motoras como a 
marcha, o agarrar ou a capacidade de falar após lesão cerebral é resultado da interação entre 
mecanismos biológicos intrínsecos e programas de aprendizagem. (Oliveira, 2009) 
A recuperação motora após o AVC é complexa e confusa. Muitas intervenções foram 
desenvolvidas com o intuito de tentar ajudar a recuperação do comprometimento motor e da 
função associada, e muitos ensaios clínicos e revisões sistemáticas têm sido feitos. Na Figura 
2.4 estão esquematizadas algumas das principais abordagens terapêuticas disponíveis para 
restauração da funcionalidade motora em pacientes que sofreram AVC. 
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Figura 2. 4. Principais abordagens terapêuticas utilizadas na reabilitação do Membro Superior após 
AVC (adaptado de (Langhome, Coupar, & Pollock, 2009)) 
 
As terapias de neuroreabilitação mais promissoras focam-se na reparação e restauração da 
função perdida na fase subaguda, que tem lugar nos primeiros três a seis meses após a 
ocorrência do AVC. Estas incluem abordagens baseadas em dispositivos robóticos, estimulação 
elétrica e as intervenções de treino orientadas na repetição de tarefas. No geral, as 
intervenções consideradas mais promissoras para a recuperação da função do membro superior 
são as que se baseiam no movimento induzido por restrição do braço. (Langhome, Coupar, & 
Pollock, 2009) Nesta terapia o indivíduo é orientado a usar uma restrição no membro não 
parético, através de uma luva especial, a qual o impossibilite de usar o membro são. Para o 
membro parético utiliza-se a técnica de realizar repetidas vezes tarefas utilizadas no dia-a-
dia, com grau progressivo de dificuldade. (Oujamaa, Relave, Frooger, Mottet, & Pelessier, 
2009) Contudo, esta intervenção é apenas adequado para um nível muito específico da 
população afetada. 
Um elemento comum presente nas intervenções mais promissoras (com recurso a 
dispositivos tecnológicos ou não) é a repetição intensiva de tarefas específicas. Langhorne et 
al (2009) mencionou, em forma de conclusão, que a redução do comprometimento motor e 
restauração da função perdida se deve a uma prática intensa da repetição de uma tarefa 
específica, com feedback sobre o seu desempenho para que os erros possam ser retificados. 
Além disso, para se aumentar as probabilidades de sucesso da recuperação, deve seguir-se uma 
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metodologia de reabilitação que tenham incidência máxima no período inicial dos três aos seis 
meses após o ataque, intervalo de tempo onde há mais hipótese de se readquirir as funções 
cognitivas e/ou motoras perdidas, como elucidado pelo gráfico da Figura 2.5.  
 
 
Figura 2. 5. Padrão de recuperação motora funcional de um paciente após o início do AVC 
submetido a uma terapia eficaz (Langhome, Coupar, & Pollock, 2009) 
 
Embora algumas estratégias terapêuticas se mostrem mais promissoras em relação a outras, 
até ao momento, estratégias de reabilitação específicas continuam a ser um desafio, ainda não 
existindo consenso definitivo sobre quais os procedimentos a serem seguidos. Apesar de existir 
evidência que permita concluir que efetuar a reabilitação dos doentes com AVC apresenta 
vantagens relativamente à sua não realização, não existe suporte científico que fundamente a 
utilização de uma abordagem em detrimento de outra. (Oliveira, 2009) (Silva, et al., 2009) 
Relativamente ao processo de reabilitação do membro superior, a mão desempenha um 
papel muito importante no plano da independência funcional. Infelizmente, de todas as funções 
perdidas, é a que leva mais tempo a recuperar, podendo mesmo não o fazer. A recuperação 
neurológica do membro superior começa nas primeiras 6 semanas em cerca de 80% dos 
indivíduos e completa-se mais ou menos três a seis meses após o AVC. A ausência completa da 
recuperação motora da mão às duas semanas ou da preensão ativa às três semanas, prevê uma 
mão pouco funcional ou sem função. (AssociaçãoAVC, 2012) Este facto realça a importância da 
conceção de novas formas de reabilitação mais eficazes que possibilitem uma recuperação 
rápida do individuo.  
Apesar da variedade de intervenções de reabilitação e dos esforços feitos numa tentativa 
de aumentar resultados funcionais, até ao momento, os resultados clínicos da reabilitação do 
membro superior ainda não são satisfatórios numa larga percentagem de sobreviventes. Neste 
sentido, investigadores e médicos têm focado a sua atenção no desenvolvimento e aplicação 
clínica de técnicas de avaliação, com o objetivo de quantificar as melhorias no desempenho 
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motor, seguindo a reabilitação dos pacientes de AVC. Estas técnicas podem desempenhar um 
papel importantíssimo no processo de reabilitação.  
A utilização de medidas quantitativas da qualidade de movimento tem sido proposta por 
muitos investigadores para lidar com potenciais limitações das técnicas tradicionais de 
avaliação motora. Além disso, o destaque está na necessidade de desenvolver medidas que 
capturam o impacto das intervenções de reabilitação em condições da vida real, ou seja, em 
casa e ambientes comunitários. (Patel, et al., 2010)  
 
2.2.3. Escalas de Avaliação 
 
Um aspeto crucial, no sentido de orientar o raciocínio clínico do fisioterapeuta no processo 
de reabilitação, é a avaliação do desempenho motor. De facto, de acordo com programas 
terapêuticos em execução, melhoria dos resultados exigem medições clinicas precisas com base 
na identificação do desempenho motor padrão. Várias escalas foram desenvolvidas para avaliar 
as condições sensório-motoras e funcionais de pacientes que sofreram AVC. Tais escalas podem 
ser utilizadas na prática da reabilitação, em pesquisas para diagnósticos, prognósticos e 
resposta a tratamentos. Estas escalas têm sido progressivamente aperfeiçoadas através da 
aprendizagem empírica. Variados testes, com diferentes abordagens, foram desenvolvidos com 
o mesmo objetivo. Contudo, estes métodos tradicionais apenas avaliam qualitativamente o 
movimento superior por meio de uma análise observacional. (Butler, Ladd, c, & LaMont, 2010) 
(Sperandio & Alouchell, 2010) Em seguida, expõe-se algumas escalas e teste utilizadas na 
reabilitação geral em pacientes após AVC. 
EFM - Escala de Fugl-Meyer: é um sistema de pontuação numérica acumulativa que avalia 
seis aspetos do paciente: a amplitude de movimento, dor, sensibilidade, função motora da 
extremidade superior e inferior, e equilíbrio, além da coordenação e velocidade. O domínio da 
função motora inclui mensuração do movimento, coordenação e atividade reflexa de ombro, 
cotovelo, punho, mão, quadril e tornozelo, totalizando 100 pontos, sendo 66 referentes à 
extremidade superior e 34 referentes à extremidade inferior. (Sperandio & Alouchell, 2010) 
MAS - Escala de avaliação motora (Motor assessment scale): é composta por nove itens que 
avaliam tarefas de acordo com a qualidade da sua realização e quanto aos níveis de assistência 
requerida. Os aspetos observados são principalmente simetria, controlo do movimento, tempo 
de execução e uso do lado afetado. O seu valor varia de zero (sem habilidade) a 48 pontos 
(máxima habilidade). (Sperandio & Alouchell, 2010) 
FIM - Medida de independência funcional (Functional independence measurement): avalia 
a independência do indivíduo nos domínios mobilidade, cognição e atividades diárias. A sua 
pontuação varia de 18 a 126 pontos, sendo que no seu valor máximo, maior é a independência 
do individuo.  
WMFT - Teste de função motora de Wolf (Wolf motor function test): neste teste a realização 
das tarefas ocorre de forma organizada, de proximal para distal e das habilidades amplas para 
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as finas. O teste é composto de 17 tarefas e a sua escala varia de 0 a 85 pontos, sendo que 
quanto maior a pontuação melhor a funcionalidade. (Sperandio & Alouchell, 2010) 
AMAT - Teste de habilidade motora do membro superior (Arm motor ability test): mensura 
aspetos quantitativos e qualitativos das atividades da vida diária que envolvem o membro 
superior em indivíduos que sofreram AVC. É composto de 13 tarefas que reproduzem atividades 
quotidianas, avaliadas numa escala ordinal que varia de 0 a 5. (Sperandio & Alouchell, 2010) 
RPS – Escala do desempenho de alcançar (Reaching Performance Scale): tem como objetivo 
identificar e quantificar padrões de movimentos e compensações no movimento de alcance e 
preensão em pacientes com hemiparesia no membro superior após AVC. Avalia o movimento de 
alcance dentro do comprimento do braço e além do comprimento do braço. Seis componentes 
são avaliados por esta escala, quatro deles envolvem alcance para um alvo perto e para um 
alvo longe, sendo eles: deslocamento do tronco, harmonia do movimento, movimento do ombro 
e do cotovelo. E dois avaliam o movimento de forma global. (Silva E. , 2010) 
FAS – Escala de avaliação funcional (Functional Ability Scala): é uma escala de 6 pontos (0-
5) para classificar a qualidade da performance de 15 tarefas. Uma pontuação de 0 indica a 
incapacidade de realizar a tarefa, enquanto uma pontuação de 5 traduz uma execução 
exemplar. Os critérios de pontuação baseiam-se na velocidade, coordenação, esforço, 
suavidade relativamente ao movimento normal, conclusão da tarefa, e na presença de sinergias 
patológicas e estratégias compensatórias. (Patel, et al., 2010)  
Destes, o WMFT é uma referência na avaliação da função motora dos membros superiores. 
Quando comparado com outras escalas de avaliação motoras, a WMFT é menos demorado, mais 
fácil de utilizar e fornece informações que podem orientar estratégias contemporâneas de 
reabilitação funcional. Adicionalmente, é fornecida uma quantidade de dados substancial 
tendo em conta aspetos como a mínima mudança detetável e diferenças importantes entre 
pacientes de AVC. (Bento, 2012) 
A principal desvantagem destas avaliações clínicas é a dependência da capacidade e astucia 
de observação do fisioterapeuta, que embora valioso, continua a ser insuficiente para a 
medição fiável de certas características quantitativas. (Pérez, et al., 2010) Estas ferramentas 
são sensíveis a alterações funcionais grandes, mas menos sensíveis a medir alterações pequenas 
e mais específicas. Além disso, o uso destas escalas não está isento de um certo grau de 
subjetividade. (Murphy M. A., Sunnerhagen, Johnels, & Willén, 2006)  
A análise do movimento humano através de sistemas de captura oferece um método para 
quantificar o movimento removendo a subjetividade humana. Esta faculta dados quantitativos 
e qualitativos precisos do movimento do braço no espaço, incluindo velocidades de movimento 
e acelerações, ângulos de articulação e coordenação interarticular. (Butler, Ladd, c, & LaMont, 
2010) (Pérez, et al., 2010) Essa quantificação pode representar uma mudança na forma como 
o processo de terapia é gerido e pode introduzir uma redefinição da dinâmica 
terapêutico/paciente, através da utilização de dispositivos de monitorização e modelos 
baseados em dados quantitativos. Sendo passível a exploração de ambientes não clínicos 
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aliviando, assim, a pressão sobre as infraestruturas clinicas e tornando o ambiente para o 
paciente mais favorável, mantendo ainda assim um processo de reabilitação supervisionado. 
 A análise do movimento do membro superior é tecnicamente desafiadora devido a natureza 
não cíclica do seu uso funcional, e devido à variedade e complexidade de movimentos 
facultados pela articulação do ombro. Por estes motivos, não é frequentemente apresentada 
na literatura e prática clinica. (Zhou & Hu, 2007) (Angel Gil-Agudo1, Reyes-Guzmán, Bernal-
Sahún, & Rocón) 
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Capítulo 3  
Membro Superior 
Ao longo da evolução o ser humano adquiriu a posição ereta e com isto a extremidade 
superior deixou de ser um apêndice de sustentação do peso, adquirindo as funções de preensão 
e manipulação. A cintura escapular assumiu maior amplitude de movimento e funcionalidade, 
substituindo a sustentação de peso e a ambulação por movimentos de estabilidade e 
força.(Pinto, 2002) 
Depressa nos apercebemos que a extremidade superior possui um papel crucial nas várias 
atividades do dia-a-dia, tais como: comer, beber, vestuário, higiene, escrita, bem como em 
diferentes desportos e atividades de lazer. Estas atividades exigem a coordenação de múltiplas 
articulações e envolvem ambos os sistemas músculo-esquelético e neuronal. A imparidade 
desta extremidade é uma das sequelas mais comuns após lesões do sistema nervoso central, 
resultando também de problemas músculo-esqueléticas envolvendo este membro. A sua 
disfunção pode limitar significativamente o nível de atividade de uma pessoa e a sua 
participação no seu ambiente físico e social. (Murphy, Sunnerhagen, Johnels, & Willén, 2006) 
O membro superior no ser humano é composto pela cintura escapular e dois segmentos 
denominados braço (úmero) e antebraço (rádio e ulna (ou cúbito)), terminado na sua 
extremidade com a mão, como ilustrado na Figura 3.1.  
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Figura 3. 1. Segmentos do MS (Wecker) 
 
A cintura escapular é responsável por fixar o membro superior ao tronco, de forma a 
permitir uma mobilidade mais ampla. Três articulações interpõem-se entre os segmentos do 
membro superior: a articulação do ombro, a articulação do cotovelo e a articulação do punho 
(Figura 3.2). (Faria, 2003) 
 
 
 
Figura 3. 2. Posição de referência do MS (braço), nomenclatura e localização das articulações 
(Gomes, 2012) 
 
O MS humano é extremamente móvel, é capaz de executar uma ampla gama de 
movimentos, que incluem levantar, agarrar puxar e tocar. O MS e a sua cintura ligam-se ao 
resto do corpo através de músculos de forma bastante solta, o que permite uma considerável 
liberdade de movimentos desta extremidade, o que nos possibilita colocar a mão numa grande 
variedade de posições e realizar as mais variadas funções. (Seeley, Stephens, & Tate, 2003) 
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3.1. Articulações do Membro Superior 
 
As articulações são responsáveis pela mobilidade de uns segmentos em relação aos outros 
e por estabilizar as zonas de união entre os vários segmentos do esqueleto. A articulação é um 
local onde dois ossos se unem. São habitualmente consideradas móveis, mas nem sempre é o 
caso. Muitas articulações permitem apenas movimentos limitados e outras parecem imóveis. A 
estrutura de uma determinada articulação relaciona-se diretamente com o seu grau de 
movimento. Estas são habitualmente designadas de acordo com os ossos ou as suas porções que 
nela se relacionam. Algumas articulações recebem o nome dos ossos que aí se articulam, como 
a articulação gleno-umeral (ombro). Outras recebem simplesmente nomes derivados do grego 
ou do latim equivalentes ao nome comum (cotovelo). (Seeley, Stephens, & Tate, 2003) 
 
3.1.1. Articulação do ombro   
 
A cintura escapular ou ombro é constituída por dois pares de ossos que ligam o membro 
superior ao corpo: cada par é constituído pela omoplata (escápula) e pela clavícula (Figura 
3.1). O ombro é formado por três articulações distintas: a articulação esterno-clavicular, a 
acrómio-clavicular e a gleno-umeral. Alguns autores consideram ainda outra articulação no 
complexo do ombro, a articulação costo-escapular, entre as costelas e a escápula, muito 
importante na biomecânica fisiológica do ombro. A articulação esterno-clavicular é formada 
pela união da extremidade esternal na clavícula e o manúbrio do esterno. A articulação 
acrómio-clavicular é uma junção plana entre a extremidade acromial da clavícula e a borda 
medial do acrómio. (Faria, 2003) 
A articulação gleno-umeral é uma articulação esférica com reduzida estabilidade e grande 
mobilidade em comparação com a outra articulação esférica, a da anca. A cabeça arredonda 
do úmero articula-se com a cavidade glenoideia pouco profunda da omoplata. O bordo da 
cavidade glenoideia é ampliado ligeiramente por um anela de fibrocartilagem, o debrum 
glenoideu. A estabilidade da articulação é primariamente mantida por quatro ligamentos 
(gleno-umerais, umeral transverso, córaco-umeral e córaco-acromial) e por quatro músculos, 
referidos clinicamente como coifa ou manga dos rotadores, que puxam superior e internamente 
a cabeça do úmero na direção da cavidade glenoideia. A cabeça do úmero é também suportada 
contra a cavidade da glenoideia pelo tendão da longa porção do bicípite braquial, na parte 
anterior do braço (Figura 3.3). (Seeley, Stephens, & Tate, 2003)   
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Figura 3. 3. Articulação do ombro (Villanueva, 2011) 
 
A anatomia da cintura escapular permite mobilidade ao membro superior. Como resultado, 
a mão pode ser colocada em quase todo o plano dentro de uma esfera de movimento, sendo 
limitada primariamente pelo comprimento do braço e o espaço tomado pelo corpo.  
 
3.1.2. Articulação do Cotovelo  
 
O complexo articular do cotovelo localiza-se entre duas outras importantes articulações: a 
articulação do ombro e a articulação do punho. Pela sua disposição possui funções que se 
correlacionam com as outras duas articulações, fechando assim a complexidade do membro 
superior. (Pinto, 2002) 
 
 
Figura 3. 4. Detalhe dos eixos anatómicos e mecânicos da junção do cotovelo (Gomes, 2012) 
 
A artrologia do cotovelo, ou articulação úmero-antebraquial, é uma articulação em roldana 
complexa, constituída pela articulação úmero-cubital, entre o úmero e o cúbito, a articulação 
úmero-radial, entre o úmero e o rádio e a articulação rádio-cubital superior ou proximal, estas 
partilham a mesma cavidade articular (Figura 3.5). (Seeley, Stephens, & Tate, 2003) 
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Figura 3. 5. Articulação do cotovelo (Saccomam, 2010) 
 
A forma da grande cavidade sigmoideia do cúbito e a sua associação com a tróclea do úmero 
limitam o movimento do cotovelo à flexão e à extensão. No entanto, a cabeça arredondada do 
rádio roda na pequena cavidade sigmoideia do cubito contra o capítulo do úmero permitindo a 
pronação e supinação da mão. A articulação úmero-cubital é reforçada pelo ligamento lateral 
interno. As articulações úmero-radial e rádio-cubital proximal são reforçados pelo ligamento 
lateral externo e pelo ligamento anular do rádio. (Seeley, Stephens, & Tate, 2003) 
 
 
 
Figura 3. 6. Anatomia do cubito e rádio direitos (Seeley, Stephens, & Tate, 2003) 
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A modelação da junção do cotovelo é bastante complexa. No cotovelo, a extremidade 
esférica do rádio está em contacto com uma cavidade na extremidade mais baixa do úmero. 
Nesta extremidade, o úmero está em contacto com a superfície cilíndrica da ulna. Deste modo, 
a junção do cotovelo pode ser modelada como sendo uma junção esférica entre a ulna e o 
rádio, e a junção de revolução entre o úmero e a ulna. O eixo da junção revolução passa no 
centro da junção esférica. (Gomes, 2012) 
 
3.1.3. Articulações do punho e mão  
 
A mão é a parte mais versátil do corpo humano, permite agarrar e manipular os objetos. 
Esta capacidade deve-se principalmente ao facto do polegar e os restantes dedos se moverem 
independentemente e poderem formar entre si uma verdadeira pinça. A artrologia do punho e 
da mão é constituída pela articulação rádio-cubital distal e pela articulação rádio-cárpica da 
mão, que unem entre si os ossos do carpo, do metacarpo e dos dedos. A rádio-cubital distal 
articula a fissura cubital côncava no rádio distal com a porção convexa da cabeça do cubito. A 
articulação é estabilizada por ligamentos situados anteriormente e posteriormente a ela. A 
pequena cápsula desta articulação uniaxial permite ao rádio girar em torno do cubito durante 
a pronação e a supinação. (Pinto, 2002) O côndilo cárpico é constituído pelas faces articulares 
superiores do escafóide, do semilunar e do piramidal, sendo estes três ossos unidos por 
ligamentos interósseos. A estabilidade da articulação é garantida pela cápsula articular que se 
insere sobre o contorno das superfícies articulares e nos bordos do ligamento triangular. 
A articulação radio-cárpica consiste na extremidade distal do rádio e no disco rádio-cubital, 
proximalmente, e no escafóide, semilunar e piramidal, distalmente. O pisiforme, localizado na 
fileira proximal dos ossos carpais, não se articula com o disco porque está mais anterior ao 
piramidal. Por essa razão, também não é considerado parte dessa articulação (Figura 3.7). 
(Nobre, 2004) 
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Figura 3. 7. Articulação do punho (Villanueva, 2011) 
 
A modelagem do movimento do punho e do cotovelo é relativamente simples, uma vez que 
ambos podem ser representados como juntas de dois graus de liberdade. Contudo, o complexo 
articular do ombro é uma articulação que desafia a simples descrição cinemática. As 
articulações esterno-clavicular, acrómio-clavicular e glenoumeral são modeladas como juntas 
esféricas com 3 graus de liberdade cada. Já as úmero-antebraquial, rádio-cubital distal e rádio-
cárpica como juntas de revolução com um único grau de liberdade cada. E a articulação 
escapulo-torácica (articulação da escapula com o toráx), que embora não seja uma articulação 
anatómica real, é modelada pela definição de dois constrangimentos holonómicos que 
asseguram o movimento da escápula sob o tórax. (Quental, Folgado, & Ambrósio, 2011) 
 
 
3.2. Descrição de alguns dos movimentos do Membro Superior 
 
A anatomia possui terminologia específica para descrever as maiores rotações dos 
segmentos anatómicos nas articulações. Considera-se que quando o corpo humano se encontra 
na posição anatómica de referência, todos os segmentos se encontram posicionados a 0 graus. 
Com poucas exceções, é mais fácil descrever o movimento em relação à posição anatómica: 
(1) movimento que se fasta da marca anatómica e (2) movimento que faz regressar uma 
estrutura à sua posição anatómica. A maioria dos movimentos é acompanhada de outros em de 
direção oposta, e por isso são descritos aos pares. O afastamento dos segmentos anatómicos 
relativamente à posição anatómica de referência é denominado de acordo com a direção de 
tal movimento e medido através do ângulo descrito até à posição do segmento anatómico, num 
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dado instante. Estes movimentos dão-se nos planos anatómicos de referência: plano sagital, 
plano frontal e plano transverso. (Completo & Fonseca, 2011) 
 
 
Figura 3. 8. Planos e eixos anatómicos de referência (Completo & Fonseca, 2011) 
 
Os movimentos de deslizamento constituem o mais simples de todos os tipos de movimento. 
Ocorrem em articulações planas entre duas superfícies achatadas que escorregam ou deslizam 
uma sobre a outra, muitas vezes apenas proporcionam movimentos ligeiros. Os movimentos 
angulares são aqueles em que uma parte de uma estrutura linear, como o corpo no seu todo ou 
um membro, se dobram em relação a outra parte da mesma estrutura, modificando o ângulo 
entre as duas partes. São também movimentos angulares os que implicam o movimento de uma 
haste sólida, como um membro, ligada ao corpo na outra extremidade, de modo a alterar o 
ângulo que faz com o corpo. Os movimentos angulares mais comuns são: flexão/extensão e 
abdução/adução. (Completo & Fonseca, 2011) (Seeley, Stephens, & Tate, 2003) 
Por último, os movimentos circulares consistem na rotação de uma estrutura em torno de 
um eixo ou no movimento em aro da estrutura. Exemplos deste tipo de movimento são a 
rotação, pronação/supinação e a circundação. Há ainda alguns tipos de movimentos 
considerados especiais por serem exclusivos de uma ou duas articulações, como é o caso da 
elevação e abaixamento do ombro. 
No plano sagital os principais movimentos que ocorrem são a flexão e extensão (Figura 3.9). 
A flexão move uma parte do corpo numa direção anterior ou ventral. Por sua vez, a extensão 
move uma parte do corpo numa direção posterior ou dorsal. 
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Figura 3. 9. Flexão e extensão do ombro (a) e cotovelo (b) (Pereira, 2012) 
 
No plano frontal, os movimentos essenciais são a abdução e adução. A abdução afasta o 
segmento anatómico da linha média do corpo e a adução aproxima a linha média central (Figura 
3.9). A rotação é o rodar de uma estrutura em torno do seu eixo mais longo. A rotação medial 
é o movimento do braço em direção ao corpo, mantendo o braço esticado. A rotação do braço 
em direção oposta ao corpo é a rotação lateral (Figura 3.10). A rotação da mão em torno do 
pulso, no plano frontal, em direção ao rádio é designada por desvio radial ou lateral e no 
sentido do cúbito é designado por desvio cubital (Figura 3.10). (Completo & Fonseca, 2011) 
 
 
 
Figura 3. 10. Abdução e adução do braço (Pereira, 2012) 
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Figura 3. 11. Movimentos da mão (Passos, 2010) 
 
São utilizados termos específicos para a rotação externa e interna do antebraço no plano 
transverso, sendo estas designadas por supinação e pronação, respetivamente. Na posição de 
referência anatómica, o braço está em posição de supinação (Figura 3.12). Os movimentos de 
rotação do braço a 90° de flexão no plano transverso, de uma posição anterior para uma posição 
exterior, designam-se por abdução horizontal e no sentido oposto por adução horizontal. A 
projeção e a retração são termos utilizados para a rotação, no plano transverso do ombro, no 
sentido anterior e posterior, respetivamente. (Completo & Fonseca, 2011) 
 
 
Figura 3. 12. Supinação e pronação (Pereira, 2012) 
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A circundação é uma combinação de flexão, extensão, abdução e adução. Ocorre nas 
articulações que se movem livremente, como a do ombro. Na circundação o ombro move-se de 
forma a descrever um cone com o vértice do ombro. (Seeley, Stephens, & Tate, 2003) 
 
 
Figura 3. 13. Movimento de circundação (Pereira, 2012) 
 
A maioria dos movimentos que ocorrem no decurso das atividades normais são combinações 
dos movimentos previamente explicados, e descritos pelo nome dos movimentos 
individualizados envolvidos no movimento combinado. Por exemplo, se alguém estender a mão 
para o lado à altura do ombro e depois a trouxer para a frente mantendo-a à altura do ombro, 
este movimento pode ser considerado uma combinação de abdução e flexão. 
A amplitude de movimento exprime o grau de mobilidade possível numa dada articulação. 
A amplitude de movimento ativo é a quantidade de movimento que se pode efetuar pela 
contração dos músculos que, normalmente, atuam sobre ela. A amplitude de movimento 
passivo é a quantidade de movimento que se pode efetuar na articulação quando as estruturas 
que ai se encontram são movidas por uma força exterior. A amplitude do movimento ativo e 
passivo é habitualmente igual nas articulações normais. (Seeley, Stephens, & Tate, 2003) 
O membro superior é muito mais móvel que o membro inferior, embora tenham 
similaridades estruturais. Existem pontos próximos na conexão às cinturas, no número de 
segmentos e no tamanho decrescente dos ossos no sentido distal dos ombros. Este membro tem 
uma contribuição exímia na realização das atividades da vida diária. Uma reduzida capacidade 
de executar as atividades, onde o MS detém um papel crucial, tem um grande impacto na 
qualidade de vida dos indivíduos. Contudo, possivelmente devido à complexidade do membro 
superior, ainda há poucos estudos sobre as imparidades deste membro. Este é um caso especial 
em que a falha do sistema neurológico (componente de controlo) leva a um falha do sistema 
esquelético (componente mecânico), o que piora progressivamente se a deficiência neuronal 
não for resolvida. (Dijkstra, 2010) 
No entanto, está a verificar-se um aumento do interesse na análise do movimento dos 
membros superiores nos últimos anos, apesar de ainda não existir acordo para uma única 
técnica ou método analítico a ser utilizado no ambiente clínico. Neste âmbito, e para ser 
passível a obtenção de resultados quantitativos concretos, deve ser proposta a análise dos 
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movimentos com uma finalidade orientada. Pois, devido á sua grande mobilidade, apresenta 
um grande número de alternativas possíveis face à realização de uma tarefa motora, 
permitindo que o organismo se adapte a diferentes condições ambientais. No movimento 
orientado o sistema músculo-esquelético aproveita esta característica do aparelho motor, 
selecionando uma trajetória desejada e uma coordenação interarticular entre muitas 
estratégias possíveis para realizar a tarefa. (Sibella, Galli, Motta, & Crivellini, 2002) 
Uma melhor compreensão dos movimentos dos membros superiores exige uma análise 
precisa do movimento. Similarmente à análise da marcha, elementos objetivos de medição e 
sistemas exatos de análise de movimento são necessários para se ser capaz de descrever as 
atividades dos MS. (Gil-Agudo, Ama-Espinosa, Reyes-Guzmán, Bernal-Sahún, & Rocón)  
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Capítulo 4  
Análise do Movimento Humano  
O comportamento humano pode ser considerado como um conjunto de atividades físicas: 
posturas corporais, movimentos corporais, e transições entre as posturas. A medição do 
comportamento humano permite quantificar o movimento eliminado a subjetividade inerente 
às análises observacionais. (Bussmann, et al., 2001) A análise do movimento humano é um 
tópico central de interesse de um grande número de disciplinas. Inclui o processamento de 
sinal, instrumentação, questões tecnológicas e de modelação com o foco em funções motoras 
específicas (postura, locomoção, movimento dos braços) ou áreas de aplicação (performance 
de determinadas atividades físicas na área do desporto, padrões motores patológicos em 
pacientes ortopédicos ou neurológicos em áreas da saúde). (Koontz & Yang, 2006) 
A mensuração dos movimentos corporais tem apresentado grande importância para 
aplicações médicas, pois sabe-se que um programa de tratamento de reabilitação efetivo tem 
início com uma recolha detalhada das dificuldades motoras apresentadas pelo paciente, 
permitindo assim que o terapeuta possa traçar da melhor maneira as metas e formas de 
tratamento. Desta forma, a análise clínica do movimento humano é considerada como sendo a 
medição, o processamento e a interpretação sistemática dos parâmetros biomecânicos que 
caracterizam o movimento, de forma a facilitar a identificação das limitações do movimento, 
para que se possam aplicar procedimentos adequados de reabilitação. (Gomes, 2012) 
Atualmente, a maioria das aplicações da análise do movimento humano é realizada offline, 
em que os dados relativos ao movimento em estudo são gravados e numa fase mais avançada 
avaliados e comparados, com o objetivo de se extrair padrões precisos que podem ser uteis 
como ferramentas de diagnóstico ou para avaliação do desempenho motor dos indivíduos. No 
entanto, existe um sector em crescimento com o destaque na sua utilização em tempo real, 
de acordo com algum tipo de ambiente virtual ou esquema de reforço que pode ser útil na 
reabilitação ou no processo de aprendizagem motora. Nesta vertente, além de programas de 
aprendizagem específicos os indivíduos poderão ter acesso ao feedback do seu desempenho, 
tendo por base a comparação dos seus resultados com as características do movimento padrão, 
43 
 
o que poderá contribuir para um aumento do seu desempenho motor, resultante da interação 
individuo/sistema de análise de movimento. (Morasso & Sanguineti, 2006) 
Na vertente da reabilitação, as avaliações biomecânicas são ainda muitas vezes realizadas 
em estabelecimentos especializados, laboratórios de investigação, principalmente porque o 
ambiente clínico ainda não é dotado de uma quantidade considerável de dispositivos de 
reabilitação, dada a complexidade que lhes é inerente. Até à data, estes são utilizados 
essencialmente para fins de investigação. Contudo, esta realidade tem vindo a mudar na 
tentativa de auxiliar os terapeutas no processo de reabilitação de pacientes. Recentemente, 
muitas ferramentas de investigação têm vindo a ser projetadas para uso em ambiente clínico 
uma vez que os sistemas de medição tornaram-se mais simples, cómodos e fáceis de manipular, 
o que requer menos especialização em engenharia para a sua utilização. (Koontz & Yang, 2006) 
 
4.1. Sistemas de captura do movimento humano 
 
Dispositivos que capturem com precisão o movimento humano são uma componente chave 
dos sistemas de reabilitação física. Estes dispositivos permitem o registo dos movimentos dos 
pacientes, permitindo aos terapeutas estudá-los remotamente tendo em conta resultados 
quantitativos do movimento. Existem muitos sistemas comerciais que fazem rastreamento 
viável do movimento humano. Diferentes tecnologias são utilizadas nos sistemas de captura de 
movimento, sendo as mais comuns: câmaras digitais, sensores eletromagnéticos, sensores 
inerciais, dispositivos eletromecânicos. É importante notar que esses sistemas são utilizados 
quase exclusivamente para a análise da marcha, a análise de movimento do membro superior 
ainda se encontra em fase de investigação. (Pérez, et al., 2010) (Zhou & Hu, 2007) 
Nos sistemas de vídeo, marcadores são fixados nas principais articulações do individuo, que 
se destacam na cena através do seu contraste de cor, e são utilizadas câmaras de vídeo para 
registar o movimento desses marcadores. Considerando que cada câmara apenas regista o que 
está no seu campo de visão, são necessárias múltiplas câmaras para capturar os movimentos, 
aumentando o número com a complexidade do movimento. Os sistemas óticos têm um custo 
mais elevado que os demais sistemas em razão da alta tecnologia utilizada no processo. As 
câmaras são de alta resolução e alta velocidade e os programas de análise de dados são 
complexos e, assim, o seu desenvolvimento é muito caro. (Amadio, et al., 2009) O seu 
inconveniente não reside apenas no seu elevado custo, mas também exige um ambiente de 
laboratório limpo para evitar oclusões que bloqueiam a linha de visão em relação a um 
marcador específico, ou reflexões, que geram marcadores inexistentes. Além disso, devido à 
sua topologia intrínseca a sua utilização é limitada a um ambiente fechado. 
Sistemas de captura de movimento baseados em propriedades eletromagnéticas são uma 
alternativa aos anteriormente descritos. Estes sistemas têm sido amplamente utilizados para 
rastrear o movimento humano na realidade virtual, devido ao seu tamanho reduzido, a alta 
frequência de amostragem e precisão. A principal vantagem destes sistemas é a ausência de 
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oclusões do marcador porque o sinal eletromagnético é sempre visto pelo recetor dentro de 
uma distância máxima. Por outro lado, uma das principais deficiências destes sistemas é a 
latência e jitter que surgem devido à natureza pela qual são conduzidas as medições do sensor. 
Estas desvantagens, juntamente com possíveis interferências que podem ocorrer em ambientes 
não controlados, tornam os sistemas eletromagnéticos pouco apropriados para integração em 
sistemas portáteis de reabilitação. (Morasso & Sanguineti, 2006) 
As unidades de medição inercial (IMUs) são baseadas no uso e combinação de diferentes 
tecnologias de sensores inerciais, incluindo acelerómetros, giroscópios e magnetómetros, para 
fornecer uma estimativa precisa da orientação em relação a uma estrutura fixa de referência. 
Os giroscópios proporcionam uma medição da velocidade angular aplicada ao objeto e, assim, 
uma estimativa do ângulo de rotação e a orientação real se uma referência inicial é fornecida 
(medição da rotação e do número de graus de rotação por segundo). Porque os giroscópios têm 
diferentes fontes de drift dinâmico, a precisão da estimativa de orientação diminui com o 
tempo. Para corrigir estes efeitos, acelerómetros e magnetómetros são adicionadas ao sistema 
por meio de algoritmos de fusão de dados de modo que referências externas sejam usadas para 
correção do drift. (Zhou & Hu, "Human motion tracking for rehabilitation - A survey", 2007) 
 
 
Figura 4. 1. Ilustração de diferentes sistemas de rastreamento de movimento humano (Zhou & 
Hu, "Human motion tracking for rehabilitation - A survey", 2007) 
 
A Figura 4.1 ilustra uma proposta de sistema de captura, onde os movimentos humanos 
podem ser detetados usando sensores visuais ou por sensores no corpo.  
Uma vez recolhidos os dados relativos a um determinado movimento, através de um 
qualquer sistema de captura de movimento, segue-se a avaliação biomecânica que diz respeito 
ao processo de análise de dados, implica o seu condicionado e o cálculo de variáveis chave que 
caracterizem o movimento registado. Usando os sinais processados, variáveis gerais que 
descrevem a tarefa, tais como: orientação do segmentos corporais, tempo de movimento, 
fatores de variabilidade e variação do movimento articular, são informatizados usando 
ambientes apropriados. (Silva, et al., 2009) (Koontz & Yang, 2006) Depois desta etapa finalizada 
é possível caracterizar um movimento e aproveita-lo para a reabilitação de indivíduos, para 
melhorar a performance de desportistas ou classificar uma determinada situação, ou na área 
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de investigação para aprimorar conhecimentos e desenvolver técnicas de apoios a variadas 
situações do dia-a-dia. 
 
4.1.2. Sistemas de sensores 
 
Nesse contexto, também são utilizados sensores sensíveis ao movimento fixados ao corpo, 
que incluem magnetómetros, acelerómetros, giroscópios e pedómetros. Sensores inerciais 
como acelerómetros e giroscópios têm sido frequentemente utilizados na navegação e 
realidade aumentada. Estes sensores são fáceis de usar e uma forma custo-eficiente para 
deteção do movimento de todo o corpo. Os dados de movimento dos sensores inerciais podem 
ser transmitidos sem fios para uma base de trabalho para a continuação do processo ou 
visualização. (Zhou & Hu, "Human motion tracking for rehabilitation - A survey", 2007) 
A tecnologia sem fios tem o potencial de fornecer meios para capturar medidas 
quantitativas do movimento em vários meios e, por isso, permitem avaliar o movimento em 
condições mais realistas. Ao longo da última década, tem-se assistido a enormes avanços no 
campo da tecnologia usável, sistemas sem fios e sistemas de e-têxteis têm sido desenvolvidos 
para monitorizar variáveis fisiológicas e padrões de movimento com a aplicação numa grande 
variedade de problemas clínicos, incluindo a monitorização de doenças neurológicas. No 
entanto, métodos para extrair informações clinicamente significativas dos dados de sensores 
sem fios no contexto da reabilitação ainda são diminutos. (Patel, et al., 2010) 
A acelerometria é uma abordagem prática e económica, quando comparada com outras, 
para o estudo do movimento em seres vivos. Acelerómetros têm vindo a ser empregados em 
várias situações ligadas à análise do movimento humano. Na literatura, acelerómetros foram 
utilizados para monitorizar o nível de atividade física humana, para avaliar tremores 
fisiológicos, na avaliação postural, na identificação e classificação de movimentos, na deteção 
de queda em idosos, ou para medir a onda de deformação que se propaga ao longo do sistema 
esquelético quando o pé impacta no chão durante a locomoção. Outros estudos utilizaram 
medições de acelerómetros para calcular o ângulo relativo entre duas articulações, não 
fornecendo, no entanto, informações sobre deslocamentos absolutos. (Bruxel, 2010) 
(Giansanti, Macellari, Maccioni, & Cappozzo, 2003) Em todos esses estudos procura-se fazer 
inferências sobre algum comportamento ou sintoma a partir das características do sinal. 
Nesta etapa, uma das questões fundamentais é sobre como definir os locais onde os 
sensores devem ser fixados. Contudo, esse não é um problema trivial e é, essencialmente, o 
mesmo problema enfrentado pelos sistemas óticos que usam marcadores visuais. A solução mais 
simples passa por colocar os sensores tão perto quanto possível das articulações de interesse 
(por exemplo, tornozelo, joelho, quadril). Depois de captar o movimento 3D de cada sensor, é 
possível avaliar as rotações em conjunto com outras variáveis cinemáticas. A solução 
alternativa, que é mais precisa, mas requer diversos sensores, utiliza equipamentos 3D rígidos 
que possuem pelo menos três sensores e estão firmemente ligados aos segmentos do corpo. 
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(Morasso & Sanguineti, 2006) Normalmente, antes de um procedimento são feitos testes 
experimentais que permitem avaliar os locais que fornecem melhores resultados, tendo em 
conta o que se pretende avaliar.  
Os sistemas de medição anteriormente descritos são não-invasivos, com pouco ou nenhum 
risco para o paciente ou participante de investigação. No entanto, algum grau de erro existe 
quando se utiliza sistemas não invasivos, devido ao movimento da pele sob os marcadores ou 
sensores, principalmente se forem colocados em proeminências ósseos. No entanto, já foram 
desenvolvidas técnicas de processamento para identificação e remoção do artefacto pele-
movimento com sistemas não-invasivos. (Morasso & Sanguineti, 2006) 
 
 
4.2. Acelerómetros 
 
O acelerómetro é um sensor inercial que fornece um sinal de voltagem proporcional à 
primeira derivada da velocidade, a aceleração (medida de quão rapidamente a velocidade 
varia). Esta é medida em unidades de comprimento por tempo ao quadrado (ou seja, m/s2) ou 
em unidades de gravidade (G). (Koontz & Yang, 2006) Num acelerómetro, a aceleração é 
geralmente medida num ponto especial de medida, ao longo de um eixo sensível do 
acelerómetro. A magnitude da aceleração aplicada é vista, por instrumentos ou circuitos, como 
um impulso elétrico. Este impulso é depois processado por circuitos externos, podendo ser 
usado em inúmeras aplicações. (Figueiredo, Grafaniz, Lopes, & Pereira, 2007)   
São dispositivos capazes de medir acelerações sobre um ou mais eixos, por medirem a 
intensidade do movimento de um corpo ao longo dos três planos anatómicos é possível utilizá-
los tanto em estudos de movimentos normais como patológicos. Atualmente, os seus custos e 
dimensões reduzidas bem como os baixos consumos energéticos permitem a sua utilização fora 
do ambiente laboratorial. (Porto, Gurgel, & Hertz, 2006) 
 O acelerómetro mais básico é designado por acelerómetro de massa. Tipicamente, são 
constituídos por uma massa de reação (𝑚) suspensa por uma estrutura estacionária. Este 
aparelho pode ser visto como um transdutor massa-mola, que se encontra no interior dum 
sensor, que por sua vez está unido ao corpo. Sempre que este acelera, a inércia faz com que a 
massa resista. A força exercida pela massa é equilibrada pela mola e, como o deslocamento 
permitido pela mola é proporcional à força aplicada, a aceleração do corpo é proporcional ao 
deslocamento da massa. (Figueiredo, Grafaniz, Lopes, & Pereira, 2007) O seu princípio de 
funcionamento baseia-se em duas leis essenciais da física: a segunda lei do movimento de 
Newton e a lei de Hook. 
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Figura 4. 2. Modelo simplificado de um sistema de massa-mola, mostrando o efeito da imposição da 
aceleração (a) sobre o deslocamento (Δx) da massa (m).  
 
Como exemplificado pela Figura 4.2, quando uma força é aplicada na mola, com o objetivo 
de provocar uma extensão, o comportamento da mola é reagir com uma força restauradora 
proporcional ao seu deslocamento, o mesmo acontece se em vez de uma extensão se tiver uma 
compressão. Este movimento é matematicamente descrito pela de lei de Hook cuja expressão, 
𝐹=‒ 𝑘.𝑥, já é conhecida. 
A segunda lei de Newton é o princípio que rege o funcionamento dos acelerómetros. Esta 
lei afirma que a força (𝐹) é o resultado da multiplicação da massa (𝑚) do corpo pela aceleração 
(𝑎) a que este esta sujeito.  
𝐹 = 𝑚. 𝑎                                                         (4.1) 
Relacionado as duas forças verifica-se, pela Equação 4.2, que a aceleração inercial (𝑎) é 
dada pelo deslocamento (𝑥) da massa em relação à constante da mola (𝑘): 
 
 𝑎 =
𝑘𝑥
𝑚
                                                     (4.2) 
Utilizando um acelerómetro em diversas medições sequenciais é possível realizar uma 
integração e obter um sinal de velocidade ou, realizando uma dupla integração, um sinal de 
deslocamento. Além de detetarem a aceleração resultante de forças externas aplicadas ao 
corpo, os acelerómetros também medem a aceleração resultante da força da gravidade (𝑔). O 
valor da gravidade exercida pela Terra num corpo ao nível do mar é 9,8 m/s2 ou 1 g. Desta 
forma, a verdadeira medida da aceleração é dada por: 
 
𝑎𝑡𝑜𝑡𝑎𝑙 = 𝑎 +  𝑔                                               (4.3) 
Assim, a saída de um acelerómetro ideal, que está diretamente relacionada com o 
movimento humano, é a aceleração resultante do movimento (𝑎), que depende do tipo de 
atividade realizada, e a aceleração gravítica (𝑔). Existem ainda outras fontes contribuidoras 
para a saída do acelerómetro como por exemplo vibrações externas, e que, sobretudo, 
introduzem ruído. Assim, é importante usar uma filtração adequada para que seja atenuado e 
não inviabilize os resultados. A tecnologia atual caracterizada por peso leve e baixo custo, os 
acelerómetros MEMS, usam este modo operativo. (Figueiredo, Grafaniz, Lopes, & Pereira, 2007) 
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4.2.1. Tipos de acelerómetros  
 
Existem vários tipos de acelerómetros, fabricados com diferentes tecnologias, cada um 
possui características únicas, vantagens e desvantagens. Entre os acelerómetros mecânicos, os 
mais comuns são os capacitivos, os piezelétricos e os piezoresistivos. (Bruxel, 2010) Todos 
operam sob o mesmo princípio básico do sistema massa-mola. Recentemente, os acelerômetros 
mecânicos começam a ser substituídos por um novo tipo, os microeletromecânicos (MEMS- Micro 
Electro Mechanical Systems). A tecnologia MEMS consiste basicamente na integração de 
elementos mecânicos, sensores, atuadores, e eletrónica numa pastilha comum de 
semicondutor, usualmente silício, fazendo-se uso da tecnologia de micro-fabricação. Estes são 
sensíveis, compactos, baratos e podem adicionar novas capacidades aos produtos, tornando-os 
mais funcionais e seguros. (Santos, Duarte, Arencibia, & Marques, 2007)  
O sensor MEMS de um acelerómetro linear é baseado numa estrutura em silicone, com 
interdigitações e em forma de pente composta por dedos fixos e móveis. A aceleração é obtida 
da medição dos deslocamentos de elementos móveis que estão associados aos eixos. Este tipo 
de acelerómetros tem como base os mecanismos físicos capacitivos, piezoresistivos, 
eletromagnético, piezoelétricos, ferroelétricos e óticos. Os mais bem-sucedidos baseiam-se em 
transdução capacitiva; as razões são a simplicidade do próprio sensor, sem exigência de 
materiais complexos, baixo consumo de energia, e uma boa estabilidade com a temperatura. 
(Bernstein, 2003) (Figueiredo, Grafaniz, Lopes, & Pereira, 2007) (Saraiva, 2009) 
  
 
 
Figura 4. 3. Ilustração da arquitetura de um acelerómetro MEMS (Saraiva, 2009) 
 
4.2.2. Aplicações do acelerómetro  
 
Pode tirar-se partido dos acelerómetros para medir não só acelerações (dinâmicas), como 
também inclinação, rotação, vibração, colisão e gravidade (acelerações estáticas), 
constituindo assim um aparelho de elevada utilidade para projetos nas mais variadas áreas. Até 
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recentemente, a aplicação de acelerómetros estava condicionada a áreas em que o seu custo 
era irrelevante, como os sistemas militares e aeroespaciais. Graças à tecnologia MEMS, 
atualmente os acelerómetros com sensibilidade triaxial estão reduzidos a apenas um 
componente com cerca de 15𝑚𝑚3 pesando apenas alguns miligramas. Os custos tornaram-se 
suportáveis para outras áreas como a indústria automóvel, para sistemas de segurança como o 
disparo do airbag, controlo do cinto de segurança, suspensão ativa e controlo de tração, e em 
aplicações médicas, como é o caso. (Figueiredo, Grafaniz, Lopes, & Pereira, 2007) 
 
 
Figura 4. 4. Aplicações dos acelerómetros tendo em conta a intensidade das acelerações medidas e 
a largura de banda (Figueiredo, Grafaniz, Lopes, & Pereira, 2007) 
 
Alguns estudos utilizam também os valores da velocidade e deslocamento realizados 
durante determinados períodos de tempo. Para tal recorre-se a processos de integração 
numérica dos valores da aceleração que resultam nas grandezas pretendidas. (Saraiva, 2009) 
 
4.2.3. Análise do acelerómetro submetido à inclinação 
 
A relação entre a inclinação do eixo sensível, o vetor da gravidade, e a saída do 
acelerómetro permite que o sensor seja usado como inclinómetro, em condições estáticas. 
Aplicando trigonometria básica ao valor de saída do sensor, com referência das condições 
iniciais do acelerómetro, pode ser quantificada a postura do individuo. Sob condições estáticas, 
um eixo de sensibilidade alinhado horizontalmente apresentará uma aceleração de 0 g, 
enquanto alinhado verticalmente mostrará a aceleração de -1𝑔. (Kavanagh & Menz, 2007) 
A postura, isto é, a inclinação relativa do corpo no espaço é uma das principais 
características utilizadas para a classificação de movimentos. Avaliando o ângulo definido entre 
o eixo coincidente com o tronco e o vetor da gravidade, são determinadas posturas ou 
transições entre posturas, como por exemplo, sentar, levantar ou deitar. (Saraiva, 2009) Esta 
característica tem sido explorada nas investigações de controlo postural em pé, em que a 
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amplitude de um acelerómetro de inclinação ligado ao tronco permite uma avaliação 
quantitativa da forma postural. (Kavanagh & Menz, 2007) 
Para uma melhor compreensão da relação do ângulo de inclinação com as componentes de 
aceleração, avalia-se em seguida uma situação meramente representativa de um eixo de 
sensibilidade submetido à inclinação. Por questão de simplicidade apresenta-se somente uma 
mola presa à viga. (Silva A. L., 2006) 
 
 
Figura 4. 5. Eixo de sensitividade inclinado sob um ângulo 𝛉 (Silva A. L., 2006) 
 
Na Figura 4.5 estão representadas todas as forças que atuam sobre a viga. As forças que 
atuam na direção do eixo de sensibilidade são a componente do seu peso (𝑚𝑔𝑠𝑖𝑛(θ)) e a força 
exercida pela mola (𝐹). O argumento θ é o ângulo formado entre o eixo de sensibilidade e a 
linha horizontal, ou seja, é o ângulo de inclinação deste mesmo eixo. Considerando-se que a 
componente da aceleração do acelerómetro em relação a um referencial inercial, na direção 
do eixo de sensibilidade, é 𝑎, da segunda lei de Newton obtém-se que: (Silva A. L., 2006) 
 
𝑎𝑜𝑢𝑡 = 𝑎 +  𝑔𝑠𝑖𝑛(𝜃)                                                (4.4) 
 
Com um acelerómetro de três eixos é possível determinar a orientação do sensor numa 
esfera completa. O método clássico de conversão da forma retangular (x, y, z) para esférica 
(ρ,θ,ϕ) pode ser usado para relacionar o ângulo de inclinação no plano xy (θ), e o ângulo de 
inclinação do vetor de gravidade (ϕ) para a aceleração medida em cada eixo, como se segue: 
  
𝜃 = tan−1 (
𝐴𝑥,𝑜𝑢𝑡
𝐴𝑦,𝑜𝑢𝑡
)                                            (4.5) 
 
ϕ = cos−1 (
𝐴𝑧,𝑜𝑢𝑡
√𝐴𝑥,𝑜𝑢𝑡
2 +𝐴𝑦,𝑜𝑢𝑡
2 +𝐴𝑧,𝑜𝑢𝑡
2
 )                                    (4.6) 
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Tendo em conta a hipótese de que a aceleração é medida apenas devido à gravidade, no 
caso de não existir movimento, o denominador da Equação 4.6 pode ser substituída por uma 
constante, de preferência 1, porque o valor de RSS (root square sum) de todos os eixos é 
constante quando a única aceleração é a gravítica. Os ângulos são mostrados na Figura 4.6, 
onde a Figura 4.6 (c) mostra θ apenas no plano XY, e a Figura 4.6 (d) mostra ϕ como o ângulo 
entre o eixo Z e o vector de gravidade. (Fisher, 2010) 
 
 
Figura 4. 6. Ângulos no sistema de coordenadas esférico (Fisher, 2010) 
 
Outra forma de obter a inclinação é através do cálculo de inclinação de todos os eixos em 
relação à posição de referência (Figura 4.7 (a): x e y, no plano horizontal com aceleração nula, 
e z no plano vertical com aceleração gravítica de 1g), sendo que nesta posição os ângulos são 
todos nulos (0°). 
 
Figura 4. 7. Ângulos para medição da inclinação (Fisher, 2010) 
 
Trigonometria básica pode ser utilizada para obter os ângulos de inclinação de cada eixo, 
quando o acelerómetro é exposto a rotações que alteram a posição dos eixos em relação à 
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posição de referência, usando as equações abaixo para cada eixo representado na Figura 4.7, 
respetivamente: (Fisher, 2010) 
 
   𝜃 = tan−1 (
𝐴𝑥,𝑜𝑢𝑡
√𝐴𝑦,𝑜𝑢𝑡
2 +𝐴𝑧,𝑜𝑢𝑡
2
)                                              (4.7) 
ψ = tan−1 (
𝐴𝑦,𝑜𝑢𝑡
√𝐴𝑥,𝑜𝑢𝑡
2 +𝐴𝑧,𝑜𝑢𝑡
2
)                                          (4.8) 
ϕ = tan−1 (
√𝐴𝑥,𝑜𝑢𝑡
2 +𝐴𝑦,𝑜𝑢𝑡
2
𝐴𝑧,𝑜𝑢𝑡
)                                                         (4.9) 
 
No caso dos acelerómetros uniaxias, o ângulo medido é dependente do alinhamento do eixo 
sensível do acelerómetro com a gravidade. Qualquer rotação em torno dos outros eixos reduz 
a magnitude da aceleração no eixo sensível e resulta em erros de cálculo. A sensibilidade de 
cálculo da inclinação diminui à medida que o ângulo do eixo sensível e a horizontal aumenta 
(máxima aos 0° e mínima aos 90°). 
Com acelerómetros biaxiais verifica-se uma redução na dependência de alinhamento com 
o plano da gravidade. Ao contrário do de apenas 1 eixo, onde a inclinação em qualquer eixo 
diferente do eixo de sensibilidade pode causar um erro significativo, o uso de um segundo eixo 
permite medir um valor preciso mesmo quando existe inclinação no terceiro eixo. (Fisher, 2010) 
4.3. Acelerometria na Análise do Movimento Humano  
 
Acelerómetros foram concebidos para monitorizar o movimento humano já em 1950, mas 
devido à sua arquitetura volumosa e por serem muito dispendiosos foram considerados 
inadequados para essa finalidade. Com os avanços da ciência e da tecnologia o tema da 
acelerometria na análise do movimento humano surgiu novamente em 1970. Uma das suas 
grandes vantagens em relação a outros métodos é o facto de responderem tanto á frequência 
como à intensidade de movimento. (Godfrey, Conway, Meagher, & ÓLaighin, 2008) 
A acelerometria é um método de análise cinemática do movimento. Na análise cinemática 
é efetuada a caraterização do movimento, considerando as componentes temporais e espaciais 
sem contemplar as forças que originam o movimento. (Gomes, 2012) Comumente utilizada em 
análises biomecânicas do movimento humano permite, através do acelerómetro, mensurar as 
acelerações provocadas e sofridas pelo corpo humano. Este deteta o movimento produzido por 
mudança na velocidade ou no padrão de movimentos corporais. (Porto, Gurgel, & Hertz, 2006) 
 No movimento humano, a cinemática é utilizada para calcular os deslocamentos, 
velocidades e acelerações lineares e angulares dos segmentos corporais presentes nos 
movimentos articulares. (Gomes, 2012) (Muniz & Andrade, 2011) (Porto, Gurgel, & Hertz, 2006) 
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Do ponto de vista médico, a aceleração pode ser utilizada para caracterizar o movimento 
humano no desempenho de tarefas e, consequentemente, permite a avaliação da reabilitação 
de um paciente, nomeadamente aqueles com limitações motoras no membro superior como 
resultado do AVC. (Koontz & Yang, 2006)  
As vantagens da utilização de acelerómetros para avaliar o movimento incluem: o baixo 
custo comparado a equipamentos usualmente utilizados para análise do movimento em 
laboratório (plataformas de força e câmaras de alta velocidade), a sua utilização não está 
restrita ao ambiente laboratorial, podem ser de pequenas dimensões o que permite a execução 
dos movimentos sem restrições e podem ser encontrados em diversos tipos, modelos e com 
diferentes sensibilidades. Além disso, os resultados dos acelerómetros estão imediatamente 
disponíveis não exigindo complexos métodos de processamento. Por estes motivos, o uso da 
acelerometria tem apresentado crescente uso na análise biomecânica do movimento humano. 
(Gomes, 2012) (Muniz & Andrade, 2011) (Fernandez, Neto, & Irita, 2006) 
  
4.3.1. Colocação dos acelerómetros no corpo humano 
 
 
Um aspeto importante a ter em conta quando se pretende estudar os movimentos com 
acelerómetros é o local onde estes devem ser colocados, por norma, são fixos nos segmentos 
do corpo que se pretendem estudar, numa ou em várias posições. Por exemplo, acelerómetros 
ligados ao tornozelo e canela são usados para estudar o movimento das pernas durante a 
marcha e acelerómetros anexados ao pulso foram usados no estudo de tremores em doentes 
com Parkinson. Porém, em situações que se ambiciona estudar os movimentos gerais do corpo 
este é melhor representado pela colocação de um único sensor, o mais perto possível do centro 
de massa do corpo, servindo de exemplos o esterno, por baixo do braço ou na cintura. (Godfrey, 
Conway, Meagher, & ÓLaighin, 2008) Contudo, ainda não existe nenhum sistema de referência 
padrão sobre o local onde por os sensores, a sua localização é feita de forma empírica pelos 
investigadores, normalmente por engenheiros e clínicos para se obterem melhores resultados, 
e pela realização de ensaios preliminares que servem para definir os locais que fornecem 
melhores resultados de acordo com os objetivos pretendidos. (Silva, et al., 2009) 
Ignorando as características intrínsecas próprias de cada acelerómetro, a saída do 
acelerómetro colocado no corpo depende dos quatro fatores explícitos em seguida: posição em 
que é colocado, a sua orientação neste local, postura do sujeito e da atividade que está a ser 
executada pelo sujeito. As principais componentes do resultado de saída são as acelerações da 
gravidade e as resultantes do movimento do corpo. Podendo também estar presentes no sinal 
artefactos, resultantes do movimento do tecido mole ou vibrações externas, ou o ruido da 
correte elétrica, contudo, a sua interferência pode ser minimizada através da colocação 
cuidadosa dos sensores e filtragem do sinal. (Godfrey, Conway, Meagher, & ÓLaighin, 2008) 
Se o sujeito está em repouso, a saída do acelerómetro é determinada pela sua inclinação 
em relação ao vetor gravitacional. Caso seja conhecida a orientação do acelerómetro 
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relativamente à pessoa, então os dados do acelerómetro podem ser usados para determinar a 
postura do sujeito em relação à direção vertical ou gravitacional. Para uma configuração de 
múltiplos acelerómetros, Lyons et al. (2005) mostraram que a postura dos sujeitos podia ser 
determinada em condições estáticas usando a transformação arco cosseno da Equação 4.10, 
em que 𝑎 é a saída de aceleração, 𝑔 é igual a 9,81 𝑚/𝑠2 e θ é o ângulo formado pela postura 
do sujeito. Se o sujeito estiver em movimento (resposta dinâmica), o sinal resultante é uma 
combinação da orientação e dos movimentos dos sujeitos.  
 
𝜃° =
180
𝜋
cos−1 (
𝑎
𝑔
)                                               (4.10) 
 
 
4.3.2. Processamento dos dados de aceleração (extração de 
características, segmentação, comparação) 
 
O processamento dos dados de acelerometria para caracterização dos movimentos segue, 
de forma geral, a sequência ilustrada na Figura 4.8. 
 
Figura 4. 8. Esquema do processamento de dados para caracterização de movimentos através de 
acelerómetros (Derawi, 2012) 
 
Depois da aquisição dos sinais de aceleração obtidos durante a realização de um certo 
movimento, segue-se um pré-processamento dos dados onde os mesmos são condicionados para 
que traduzam com a máxima fiabilidade possível o movimento capturado. Posteriormente, os 
sinais são segmentados nas componentes que correspondem somente ao movimento, excluindo-
se as partes que correspondem a momentos de repouso ou de alternância entre movimentos. 
Relativamente á marcha, por se tratar de um evento cíclico há atualmente diferentes 
algoritmos utilizados para extrair os diferentes ciclos dos dados de aceleração registado, 
baseando-se essencialmente na deteção de picos que correspondem a fases específicas da 
marcha. Relativamente ao membro superior, Silva et al. (2009), utilizaram uma função de 
diferenciação para determinar automaticamente o início e fim do movimento. No seu trabalho, 
Patel et. al (2010), a segmentação dos movimentos de alcançar foi conseguida com o recurso 
a marcas digitais introduzidas nos dados de aceleração. 
 Depois de obtidas as componentes representativas do movimento, procede-se à extração 
de características que permitam uma representação quantitativa dos dados. Por último, tendo 
por base as características extraídas, procede-se a uma classificação dos movimentos, todo o 
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processo é finalizado com base em métricas de comparação que permitam avaliar os 
movimentos tendo em conta dados de referência. 
 
4.3.2.1. Extração de características 
 
O processo de transformar a grande quantidade de dados registados num conjunto de 
valores que permitam quantificar o movimento é denominado de extração de características. 
Estas características não são mais do que propriedades mensuradas dos dados que os permitem 
quantificar e caracterizar, só assim é possível fazer uma avaliação objetiva dos movimentos ao 
contrário da avaliação visual possível através da representação gráfica dos dados. A extração 
de características é uma etapa essencial, estas devem ser cuidadosamente escolhidas a fim de 
extrair informações relevantes a partir dos dados de entrada, pois terão um papel decisivo nos 
resultados da classificação.  
Os dados do acelerómetro podem ser analisados em dois domínios: no domínio do tempo ou 
no da frequência. No domínio do tempo, os três sinais de aceleração (x, y, z), variam ao longo 
do tempo (t), enquanto no domínio da frequência as diferentes frequências que compõe o sinal 
são analisadas. Um determinado sinal pode ser convertido entre o domínio do tempo e 
frequência com um par de operadores matemáticos denominados por transformada, sendo a 
mais conhecida a transformada de Fourier. 
Na atualidade, uma quantidade significativa de características pode ser extraída dos sinais 
de aceleração para quantificar o movimento que registam. As primeiras técnicas aplicadas aos 
sinais de acelerometria foi a adoção de limiares. Veltink et al. (1993) examinaram a média e o 
desvio padrão do sinal de aceleração para distinguir se o individuo estava estático ou em 
movimento. Limiares foram aplicados a estas duas propriedades e, em caso de posição estática, 
a sua postura seria identificada a partir da orientação dos segmentos corporais em relação ao 
campo gravitacional. No caso de atividade dinâmica, as posições e orientações dos segmentos 
variam com o tempo. Beak et al. (2004) usaram características estatísticas, tais como, a 
assimetria, curtose e excentricidade, em conjunto com outras, para discriminação de posturas.  
Por exemplo, no estudo efetuado por Reswick et al. (1978) onde se colocou um 
acelerómetro na cabeça de um indivíduo durante uma caminhada, concluiu-se que o integral 
do módulo da saída estava linearmente relacionado com a energia gasta durante a caminhada. 
Deste modo, chegou-se à conclusão que esta métrica pode ser usada para avaliar o gasto de 
energia durante a atividade física. Há casos da utilização de acelerómetros na medicina de 
reabilitação, para determinar o risco de queda de pessoas idosas (que pode resultar em fraturas 
ou até mesmo em morte), em que as causas subjacentes estão relacionadas com uma marcha 
e equilíbrio deficientes. (Fernandez, Neto, & Irita, 2006) 
 Bourke et al (2008) no seu estudo sobre a deteção de queda, examinado o sinal resultante 
da raiz da soma dos quadrados (RSS ou sinal de amplitude) dos sinais de cada um dos eixos do 
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acelerómetro, conseguiram uma deteção de 100% de 240 quedas em atividades normais da vida 
diária.  
 
𝑅𝑆𝑆 = √𝑎𝑥
2 + 𝑎𝑦
2 + 𝑎𝑧2                                                (4.11) 
 
Na pesquisa de Cuppens et al. (2007), o acelerómetro foi utilizado para a deteção de crises 
de epilepsias noturnas de pacientes pediátricos. Foram utilizados quatro acelerômetros, um 
em cada membro do corpo (extremidades), com o objetivo de se capturar movimentos de 
componentes motoras (contrações musculares). As amostras capturadas foram filtradas através 
do cálculo de um valor de “limiar”, de modo a considerar apenas os movimentos mais 
significativos (suspeitos de uma crise de epilepsia). Este limiar foi aplicado ao valor de RSS de 
todos os eixos do sensor.  
Mais recentemente está a utilizar-se, para análise dos dados de acelerometria, o espectro 
de frequências com foco nas frequências dominantes usando a FFT. Estes métodos tradicionais 
de análise espectral informam sobre as componentes de frequência de um sinal. No entanto, a 
FFT não fornece o momento em que as componentes de frequência ocorrem. Assim, uma 
ferramenta mais abrangente é necessária para que se possa analisar o sinal do acelerómetro 
com mais detalhes. A análise na frequência é importante na análise sinais não-estacionários, 
isto é, onde o conteúdo de frequência sofre mudanças ao longo do tempo, de que serve de 
exemplo a aceleração. (Godfrey, Conway, Meagher, & ÓLaighin, 2008) 
Outras características como: valor médio quadrático (RMS), inclinações, energia de bandas 
de frequências, estatística de ordem superior (cumulantes e momentos), correlações entre 
pares de acelerómetros e velocidade (integral da aceleração), também foram empregadas em 
trabalhos relacionados, como demonstrado na Tabela 1. 
 
Tabela 1. Resumo de alguns trabalhos realizados no âmbito da análise do movimento humano 
com recurso a acelerómetros. (adaptado de (Godfrey, Conway, Meagher, & ÓLaighin, 2008)) 
Autor/Ano Localização 
Sensores 
Movimentos Analisados Características 
Extraídas 
Veltink et al. 
(1996) 
1 Esterno 
1 Ombro 
1 Coxa 
1 Tíbia 
Atividades estáticas e 
dinâmicas: em pé, 
sentado, deitado de 
costas, caminhar, andar 
de bicicleta, subir/descer 
degraus. 
 
Frequência e amplitude ao 
longo do tempo da aceleração. 
Limiares, valores médios, 
morfologia do sinal 
(correlações), número de 
ciclos, desvio-padrão dos 
ciclos. 
Mathie MJ, 
et 
al. (2003) 
1 Frente da 
cintura 
11 Atividades dinâmicas 
12 Posturas corporais 
estáticas em repouso. 
Filtragem com média móvel de 
diferentes comprimentos, 
limiares, a média, energia. 
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Bao et al. 
(2004) 
1 Pulso 
1 Cintura 
1 Braço 
1 Coxa  
1 Perna 
Caminhar, sentar e 
relaxar, em pé, assistir 
televisão, correr, dobrar 
roupa, escovar os dentes, 
caminhar + transportar, 
ler, subir escadas, 
limpar, deitar, treino de 
força. 
Média, energia, entropia no 
domínio da frequência, 
correlação dos dados de 
aceleração, classificadores: 
C4.5 árvore de decisão, tabela 
de decisão, classificador Naive 
Bayes. 
Baek et al. 
(2004) 
1 Cintura Em pé, sentar, deitar, 
andar, correr, subir e 
descer escadas.  
Média, desvio-padrão, 
assimetria, curtose, 
excentricidade, histogramas e 
rede neural. 
Luinge et al. 
(2004) 
1 Tronco 
1 Pélvis 
Postura: inclinação do 
tronco e pélvis. 
Filtragem de Kalman, sistema 
de referência ótica (ViconTM) 
Barralon et 
al. 
(2005) 
1 Peito 
(Sob a axila) 
Posturas corporais, 
marcha, transições entre 
posturas. 
Ângulos/inclinações, análise de 
frequência (FFT), limiares, 
análise de vídeo. 
Hester et al. 
(2006) 
1 Pulso 
1 Tornozelo, 
1 Bengala 
 
Em doentes de AVC: 
avaliação da realização 
de tarefas motoras com o 
auxílio de dispositivos. 
Frequências dominantes, 
aspetos de energia, correlações 
cruzadas, autocovariância, 
limite da transmissão sem fios. 
Pärkkä et 
al. (2006) 
1 Cintura Em repouso, remar, 
andar de bicicleta, 
sentar/levantar. 
Média, variância, mediana, 
assimetria, curtose,percentis, 
espectro da dispersão central, 
frequências de pico, energia, 
energia em bandas de 
frequência, árvores de decisão. 
 
 
Analisando a Tabela 1, verifica-se que as interpretações básicas dos dados de acelerometria 
incluem simples cálculos matemáticos como médias e desvios-padrão. O principal objetivo do 
investigador é desenvolver um meio adequado de deteção dos movimentos através dos sensores 
colocados no corpo. De acordo com o propósito da investigação, há uma série de considerações 
importantes na arquitetura do sistema de aquisição, tais como: o número de sensores, os 
custos, a localização dos sensores e as características intrínsecas dos sensores. (Godfrey, 
Conway, Meagher, & ÓLaighin, 2008) 
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4.3.2.2. Classificação 
 
Posteriormente, com base nas características extraídas dos dados efetua-se a classificação 
dos movimentos registados. Nesta etapa, o algoritmo de classificação constrói um modelo 
(classificadores) para diferentes movimentos do corpo e, em seguida, utiliza esses 
classificadores para identificar as atividades humanas a partir dos dados que se pretende 
classificar. Uma ampla variedade de abordagens de machine learning são usadas para o 
reconhecimento de movimentos. 
De uma forma geral, as abordagens utilizadas para o reconhecimento de atividade podem 
ser divididas em dois grupos: aprendizagem supervisionada e aprendizagem não supervisionada. 
A técnica abordade neste trabalho é a supervisionada. Esta é uma técnica de machine learning 
em que o sistema é primeiro treinado usando um conjunto de dados de treino etiquetados. Na 
próxima etapa dados desconhecidos (não etiquetados) são apresentados ao sistema que os 
classifica com base na informação aprendida. Há duas fases gerais na técnica de aprendizagem 
supervisionada: treino e testes. Durante a fase de formação o sistema é ensinado (treinado) 
utilizando um conjunto de dados de treino para criar um modelo para classificar os dados 
desconhecidos. Durante a fase de testes, o modelo do sistema é testado usando um conjunto 
de dados de teste para medir a precisão da classificação. (Derawi, 2012) 
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4.3.3. Análise da Marcha 
 
No que diz respeito à sua aplicação na análise do movimento humano, estes têm sido 
comumente utilizados na análise da marcha humana, tanto sozinhos como associados a outro 
tipo de sensores inerciais, como é o caso exemplificado na Figura 4.9. Por se tratar de um 
movimento cíclico, vários estudos têm utilizado diferentes tipos de acelerómetros fixados em 
várias partes do corpo para identificar as fases da marcha humana. 
 
 
Figura 4. 9. Captura cinemática da marcha baseada em acelerómetros e giroscópios (Tao, Liu, 
Zheng, & Feng) 
 
O uso mais robusto em sistemas de análise da marcha baseados em acelerómetros é a 
determinação de parâmetros temporais dos eventos de contato do pé. O ponto de contato do 
pé pode ser identificado por oscilações distintas e rápidas medidas num dos membros. A saída 
periódica de uma autocorrelação aplicada a acelerações do tronco inferior fornece informações 
sobre cadência, comprimento do passo e simetria do caminhar. (Kavanagh & Menz, 2007) 
Em trabalhos relacionados, diferentes características foram extraídas dos dados dos 
acelerómetros para identificação marcha. Algumas dessas características são: a distância 
absoluta, a correlação, a semelhança do histograma, momentos de ordem superior, a duração 
do ciclo, velocidade e distância da caminhada, coeficientes FFT, a decomposição wavelet e 
outros recursos regulares, como média, mediana, desvio-padrão, RMS, valor máximo e mínimo 
e amplitude. (Sprager & Zazula, 2000)  
 No seu trabalho, Sprager e Zazula (2000), mostraram que é possível reconhecer a marcha 
de cada individuo com uma certeza de aproximadamente 90%, através dos dados obtidos de um 
acelerómetro colocado na anca de cada individuo. Basearam- se no cálculo de cumulantes de 
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ordem 1-4, com diferentes deslocamentos no tempo. Vetores de características para a 
classificação dos dados foram construídos tirando vantagem da redução de dimensão dos 
cumulantes calculados, através análise de componentes principais (PCA). A classificação foi 
realizada por um algoritmo de Support Vector Machines (SVM) com base radial de Kernel. De 
acordo com a parte de variância coberta pelas componentes principais calculadas, diferentes 
comprimentos de vetores característicos foram testados. (Sprager & Zazula, 2000) 
 
 
4.3.4. Análise do Membro superior 
 
Relativamente ao membro superior, atualmente, há alguns sistemas capazes da análise do 
movimento humano usando dados de acelerometria para extrair a orientação dos membros 
superiores no espaço. (Silva, et al., 2009) Estes combinam os dados de aceleração com os de 
outros sensores inerciais (giroscópios e magnetómetros, essencialmente), para determinação 
da posição e orientação dos segmentos anatómicos no espaço.   
Um exemplo deste tipo de aplicação é o dispositivo SWORD desenvolvido por Bento (2012). 
Este dispositivo é definido como uma ferramenta de neuroreabilitação motora global. Sendo, 
no trabalho apresentado, aplicado ao caso especifico de reabilitação motora do membro 
superior em pacientes que sofreram AVC. O sistema de quantificação de movimento é baseado 
em sensores MARG (Magnetic, angular, rate and gravity), combinam a medição da velocidade 
angular, aceleração linear e alinhamento magnético, a fim de se obter a cinemática 
tridimensional relevante dos movimentos dos membros superiores. O sistema de quantificação 
é estruturado em três blocos principais: o algoritmo de fusão de sensores, o modelo de 
cinemática humano e pelo subsistema responsável por comparar a dinâmica do movimento da 
tarefa realizada com as métricas de referência. As dinâmicas mensuradas basearam-se na 
execução de um conjunto de tarefas do teste da função motora de Wolf e classificadas através 
da escala FAS. Para este fim, os dados de cinemática foram analisados por meio de um 
classificador de árvore de decisão cujas características foram inferidas a partir desta escala. 
Vários outros trabalhos enunciam a utilização de acelerómetros, em conjunto com outros 
sensores, para determinação da orientação e posição dos segmentos anatómicos do membro 
superior a fim de quantificar os movimentos. No seu trabalho, Hyde et al. (2008) propuseram 
uma solução para a estimativa da orientação dos membros superiores baseada em 
acelerómetros e giroscópios em miniatura. Este tipo de dispositivo de medição tem diferentes 
aplicações possíveis, que vão desde o uso clínico com pacientes que apresentam determinadas 
patologias motoras, ao treino desportivo competitivo e à realidade virtual. Concentraram-se, 
essencialmente, na minimização da quantidade de sensores, de forma a tornar o sistema menos 
intrusivo, por meio da introdução de estimativas de precisão numa banda de frequência 
definida.  
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Figura 4. 10. Colocação dos sensores inerciais MTx (Xsens, s.d.) para captação de tremores em 
pacientes com Parkinson  
 
Contudo, um sistema de análise de movimentos apenas com dados de acelerómetros não é 
suficiente para estimar a orientação e posição do membro superior em cada instante. Os 
acelerómetros sofrem um problema de drift se forem usados para estimar a velocidade ou 
orientação. (Bento, 2012) Segundo Giansanti et. al (2003) o uso de acelerómetros não  é 
adequado para a estimação da orientação e posição dos segmento anatómicos em ambiente 
clínico. Especificamente, analisaram a sensibilidade de modelos analíticos na reconstrução da 
posição e orientação de segmentos do corpo, através de um sistema de seis acelerómetros e 
outro de nove acelerómetros, para diferentes fontes de erro experimentais. Simularam e 
avaliaram estatisticamente o desempenho dos modelos, no caso dos movimentos de segmentos 
corporais típicos sob o controlo muscular. Os resultados obtidos indicaram que a imprecisão na 
orientação dos eixos sensitivos individuais dos acelerómetros e o erro de offset nas respostas 
dos acelerómetros, foram as principais fontes de erros na estimativa da posição e orientação 
dos membros, sob as condições de movimento simulado. Verificaram, ainda, que há acumulação 
de erro ao longo do tempo, mesmo para curtos períodos de tempo é inteligível erro. Quanto 
maior o número de sensores maior a quantidade de erro acumulado, não havendo nenhuma 
vantagem no uso do sistema de nove sensores ao invés do de seis.  
Embora existam várias aplicações de acelerómetros associados a outros sensores inerciais, 
verifica-se uma escassez de referências sobre a caracterização do movimento diretamente a 
partir de padrões de aceleração. Algumas exceções são mencionadas em seguida.  
Grill e Peckham (1998) utilizaram um único acelerómetro colocado sobre a ulna, perto da 
articulação do cotovelo, e a componente da gravidade detetada foi usada para determinar a 
intensidade da FES necessária para suportar o braço inferior de tetraplégicos. 
Um exemplo prático de sistema de análise de movimento através do uso exclusivo de 
acelerómetros é o monitor de atividade do membro superior (Ulam). O Ulam é uma versão 
estendida do monitor de atividade (AM), os dois instrumentos são baseados em acelerometria 
ambulatória e visam avaliar posturas corporais e movimentos, no caso do Ulam também a 
atividade dos membros superiores. Sinais de aceleração de sensores fixos no corpo são 
registrados num período de pelo menos 24 horas num ambiente doméstico durante o dia-a-dia 
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e vão sendo continuamente armazenados. Numa posterior análise, posturas corporais, 
movimentos do corpo e a atividade do membro superior são detetados por meio de softwares 
próprios. Para a caracterização dos diferentes movimentos dos membros superiores são 
extraídas características angulares de baixas frequências, através da aplicação de 
trigonometria básica aos sinais de aceleração da gravidade, de frequências através da FFT e da 
motilidade por meio do cálculo do RMS, dos sinais provenientes dos acelerómetros colocados 
no membro. (Bussmann, et al., 2001)  
Patel et al.(2010) apresentaram uma nova abordagem para quantificar os movimentos dos 
membros superiores, em indivíduos após AVC, com base na análise de dados de acelerómetros 
colocados em determinados pontos do membro superior (Figura 4.11). De forma mais precisa, 
demonstram que os dados registados durante a execução de um subconjunto de tarefas 
pertencentes às FAS podem ser utilizados para obter estimativas precisas das pontuações 
fornecidas por um clinico, utilizando esta mesma escala.  
Para quantificar o movimento foram extraídas características dos dados dos acelerómetros 
para capturar aspetos do movimento como a velocidade, suavidade e coordenação. 
Especificamente foram calculadas oito características: valor médio das séries temporais dos 
dados, RMS, razão entre a energia da frequência dominante do sinal e a energia do sinal, 
coeficiente de correlação de pares de séries temporais, RMS da serie temporal da velocidade 
(obtida por integração dos dados dos dados do acelerómetro), valor máximo da série temporal 
da velocidade, jerk, definido como o RMS dos dados do acelerómetro normalizados pelo máximo 
valor da série temporal da velocidade e, por fim, a entropia das séries temporais do 
acelerómetro.  
 
 
Figura 4. 11. Esquematização da colocação dos sensores (Patel, et al., 2010) 
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Capítulo 5  
Classificação dos movimentos do MS 
através de cumulantes 
Como já foi referido previamente, o que se pretende com a elaboração desta dissertação 
é alcançar uma metodologia que permita quantificar movimentos pré-definidos do MS via dados 
de acelerometria, para numa fase posterior servirem de base a procedimentos de avaliação ou 
reabilitação do membro superior em pacientes após-AVC. A metodologia utilizada seguiu a 
diretriz apresentada no trabalho realizado por Sprager et. al, onde se calculou estatística de 
ordem superior para identificação de diferentes tipos de marcha (rápida, lenta e normal) com 
base num acelerómetro colocado na cintura, tendo a taxa média de reconhecimento da pessoa 
com base na classificação sido aproximadamente 90%.  
Na presente dissertação foram capturados dois movimentos distintos do MS, abdução e 
flexão do braço direito, através de 5 acelerómetros distribuídos neste membro. Cumulantes de 
ordem 1 a 4 com lag máximo de 10 foram calculados para todas as réplicas capturadas com 
cada um dos sensores. Numa fase posterior, procedeu-se à classificação dos dados obtidos 
através de um algoritmo de support vector machine a fim de se verificar se é possível identificar 
os dois movimentos em análise.  
O método de identificação e caracterização do movimento do membro superior segue a 
sequência ilustrada no diagrama da Figura 5.1. Na subsecção 5.1 é explicado o método de 
aquisição dos dados de acelerometria dos movimentos pré-definidos. Na subsecção 5.2 é 
tratado o pré-processamento dos dados, que inclui a sua transferência para ambiente 
computacional, filtragem e segmentação. Por sua vez, na subseção 5.3 explica-se a extração 
de cumulantes como características para caracterização dos dados correspondentes ao 
movimento. Por ultimo, na subsecção 5.4 é feita a classificação dos dados obtidos. 
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Figura 5. 1. Sequência do processo de identificação dos movimentos do membro superior 
 
5.1. Aquisição de dados 
  
5.1.1. Materiais 
 
Com um objetivo de se obter dados de acelerometria do membro superior na execução dos 
movimentos de abdução e flexão, a fim se se poder caracterizar os mesmos, foram utilizados 
5 sensores TrignoTM, colocados estrategicamente em diferentes pontos deste membro.  
O dispositivo TrignoTM é um sistema sem fios de fácil utilização, com alto desempenho, 
elevada sofisticação e precisão. Garante a transmissão dos dados até uma distância máxima de 
40 metros, com uma duração mínima de carga de 7 horas. Cada sensor TrignoTM possui um sensor 
de EMG, que permite capturar a eletromiografia de superfície, e um acelerómetro triaxial 
embutido.  
 
 
Figura 5. 2. Ilustração do Sensor TrignoTM  
 
 
 
 
 
Acelerómetros
Aquisição de dados e pré-processamento 
Segmentação
(Detecção do movimento) 
Extração de caracteristicas 
(cálculo dos cumulantes)
Classificação
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Tabela 2. Especificações do Sensor Trigno TM 
Especificações do Acelerómetro 
Número de eixos 3 
Range ±1,5 𝑔 
±6 𝑔 
Resolução 0,016 ± 0,001 𝑔/𝑏𝑖𝑡 
0,063 ± 0,005 𝑔/𝑏𝑖𝑡 
Erro offset  ±0,2 𝑔 
Largura de Banda 𝐷𝐶: 50 ± 5 𝐻𝑧, 20𝑑𝐵/𝑑𝑒𝑐 
Frequência de Amostragem 148,1 296,3 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑠𝑒𝑐⁄  
 
 
 
5.1.2. Colocação e orientação dos sensores trignoTM 
 
O posicionamento relativo dos sensores e a postura do participante é mostrado na Figura 
5.3. Os sensores foram colocados para captar movimentos do braço, do tronco, do ombro e do 
peito nos movimentos efetuados. Estes foram numerados para que numa posterior análise dos 
dados guardados, os mesmos sejam identificados de acordo com  a respetiva localização do 
acelerómetro. De forma mais precisa, o sensor 1 foi colocado na zona lombar (vértebra T12), 
o sensor 2 no deltoide anterior, o 3 no deltoide medial, o 4 no bíceps braquial e o 5 no peitoral 
maior. 
  
 
 
Figura 5. 3. Representação esquemática da localização dos sensores no MS (adaptado (Costa, 
Ferreira, Ferreira, Moreira, & Andrade, 2013) 
 
Embora não se utilize os dados de eletromiografia na presente dissertação, no momento da 
captura também foi importante o registo deste sinal. Por este motivo, cada sensor foi colocado 
perpendicularmente às fibras musculares no centro dos músculos, para máxima deteção do 
sinal. A parte superior do sensor é moldada com um seta para auxiliar na determinação da 
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orientação (Figura 5.4), esta foi orientada paralelamente às fibras musculares abaixo da sensor. 
A orientação dos eixos de sensibilidade (x,y,z) está ilustrada da Figura 5.5. 
 
 
Figura 5. 4. Seta de orientação do sensor  
 
 
Figura 5. 5. Orientação dos eixos do acelerómetro de cada sensor trignoTM 
 
Dependendo do movimento efetuado, apenas alguns sensores e eixos irão contribuir para o 
registo do movimento tendo em conta o plano anatómico no qual o movimento é efetuado. 
Como apenas se registaram movimentos do ombro (abdução e flexão), os acelerómetros foram 
todos colocados acima do cotovelo, sendo previsto esta articulação não se movimentar, os 
acelerómetro do tronco e peito poderão fornecer informações sobre movimentos na postura 
ereta durante a realização dos movimentos. 
 
5.1.3. Movimentos do MS capturados 
 
 
Os participantes, com uma postura inicial igual à posição anatómica de referência (em pé, 
com os pés juntos, a olhar em frente, com o corpo direito, os braços alinhados com o tronco e 
em contato com as coxas) em que todos os segmentos se encontram a 0°, foram instruídos para 
efetuar o movimento de abdução/adução até 90º, altura do ombro (afastamento do braço da 
posição anatómica de referência, através do movimento de abdução, até 90%). Ordenou-se que 
efetuassem a repetição deste movimento 4 vezes, sendo a última realizada de forma mais 
lenta, e registaram-se os respetivos dados. 
Z 
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Noutro registo, os participantes foram instruídos para efetuar os movimentos de 
extensão/flexão do ombro até 90º, nas mesmas condições. Desta forma, para cada participante 
foram capturadas 3  réplicas normais e 1 lenta de cada um dos movimentos em questão. 
 
 
Figura 5. 6. Exemplificação dos movimentos capturados 
 
É de realçar que há uma alteração dos planos anatómicos em que ambos os movimentos se 
efectuam: o movimento de abdução ocorre no plano frontal enquanto a flexão no palno sagital. 
 
5.1.4. Participantes  
 
A captura dos movimentos do MS através de acelerómetros foi realizada em 30 voluntários, 
com critérios de inclusão ausência de patologias relacionadas com o MS e concordarem com o 
“Termo de Consentimento Livre e Esclarecido”. Foram excluidos voluntarios que apresentassem 
lombalgia, anormalidade postural significativa, doenças respiratórias ou neurológica e 
participação em treinos de alta intensidade. Por invalidade do sinal, os dados de um 
participante foram excluidos trabalhando-se apenas com os dados referentes a 29 individuos. 
 
Tabela 3. Carcateristicas dos voluntários 
Género  
        Masculino 14 
        Femenino 16 
Idade 21,9 ± 1,76 
Altura (cm)* 170,0 ± 8,95 
Peso (kg)* 62,7 ± 10,90 
Braço Dominante  
        Comprimento do Braço (cm)* 34,6 ± 2,41 
        Diametro do Braço (cm)* 26,9 ± 2,81 
Braço Não Dominante  
        Comprimento do Braço (cm)* 34,6 ± 2,31 
        Diametro do Braço (cm)* 26,5 ± 2,46 
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5.2. Pré-processamento dos dados 
 
Depois de aquiridos os dados dos vários sensores colocados no MS, referentes a um tipo de 
movimento, estes foram armazendos em ficheiros formato de texto (.txt). Neste ficheiro, os 
dados encontram-se organizados por colunas que dizem respeito ao emg, á aceleração em cada 
um dos eixos de orientação espacial (x,y e z) e às variáveis de tempo respectivas, de todos os 
sensores. Desta forma, para um participante há dois ficheiros, um para o movimento de 
abdução e outro para a flexão. 
O processamento de dados foi efetuado em ambiente Matlab® que possibilita a importação 
de dados de ficheiros de texto.  Cada ficheiro de texto foi, então, importado para Matlab®, 
onde se atribui um vector diferente a cada uma das coordenadas do sensor e ao tempo. O 
vector “x” corresponde à aceleração registada pelo acelerómetro no eixo das abcissas, o vector 
“y” no eixo das ordenadas e o vector z no eixo das cotas. A variável “t” é o vector onde se 
encontram os valores do tempo. 
Os vetores de cada direção espacial foram colocados numa matriz, contruída para cada 
sensor: 
 
𝑆𝑒𝑛𝑠𝑜𝑟𝑖 = [𝑥𝑖 𝑦𝑖  𝑧𝑖]                                                     (5.1) 
 
Para uma maior facilidade no tratamento dos dados optou-se por criar uma matriz com os 
dados de aceleração de todos os sensores, neste caso: 
 
𝐴𝑐𝑐𝑆𝑒𝑛𝑠𝑜𝑟𝑒𝑠 = [𝑆𝑒𝑛𝑠𝑜𝑟1 𝑆𝑒𝑛𝑠𝑜𝑟2 𝑆𝑒𝑛𝑠𝑜𝑟3 𝑆𝑒𝑛𝑠𝑜𝑟4 𝑆𝑒𝑛𝑠𝑜𝑟5]            (5.2) 
 
𝐴𝑐𝑐𝑆𝑒𝑛𝑠𝑜𝑟𝑒𝑠 = [𝑥1 𝑦1 𝑧1 …  𝑥5 𝑦5 𝑧5]                                   (5.3) 
 
Onde os números identificam o número do sensor, enquanto 𝑥, 𝑦 e 𝑧 representam os vetores 
de amostras para cada direção espacial. Na Figura 5.7 pode ver-se a representação gráfica dos 
dados originais obtidos por um sensor. 
Em seguida, efetuou-se uma análise da frequência para uma melhor perservação das 
componentes reais de aceleração registados, tendo em conta a possibilidade da presença de 
artefatos.  
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Figura 5. 7. Representação gráfica das acelerações originais obtidas por um sensor 
 
O sinal resultante é constituído por uma componente estática e por uma dinâmica, a 
aceleração gravítica e a aceleração inerente ao movimento, respetivamente, e ruído. Tendo 
em conta que são movimentos relativamente lentos a aceleração gravítica é a que mais se 
expressa, sendo a aceleração dinâmica resultante do movimento em si pouco significativa. 
 
5.2.1. Análise da frequência  
 
Segundo alguns investigadores, 99% da energia do sinal está contida abaixo dos 15Hz, o que 
faz com que por vezes seja aplicado um filtro passa-baixo com essa frequência de corte. Apesar 
de não ser justificada a frequência dos sinais de aceleração no movimento humano nos 
trabalhos referenciados, no geral, subentende-se pelo processo de filtragem que a componente 
gravítica apresenta frequências abaixo de 0,3 hertz, sendo a aceleração inercial representada 
por frequências acima desse valor mas com valores relativamente baixos, dependendo da 
intensidade do movimento. (Bussmann, et al., 2001) (Patel, et al., 2010)  
Para um tratamento mais rigoroso dos dados foi utilizada transforma rápida de Fourier com 
o intuito de se avaliar os dados em termos de frequência, de forma a ser possível a aplicação 
de um processo de filtragem que apenas deixe disponível a componente do sinal 
correspondente às acelerações do movimento e da gravidade e, assim, sejam eliminados 
artefactos que não contribuem para a quantificação do movimento. 
A transformada de Fourier discreta no tempo leva um sinal do domínio do tempo para o 
domínio da frequência, isto é, decompõe-se um sinal amostrado no tempo como uma soma 
infinita de sinusoides complexas de frequência conhecida. Neste domínio, os sinais são 
representados no eixo das frequências pelo módulo e pela fase, sendo a frequência com mais 
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contribuição no sinal, frequência dominante, aquela que apresenta a amplitude superior no 
espetro de frequências da FFT. Abaixo tem-se a definição da transformada: 
 
𝑋(𝑗Ω) = ∑ 𝑥(𝑛)𝑒−𝑗Ω𝑇𝑛∞𝑛=−∞                                                   (5.4) 
 
Onde 𝑥(𝑛) representa um sinal no tempo discreto, 𝛺 representa a frequência analógica e 𝑇 
o período de amostragem. 
Para qualquer solução computacional para a transformada de Fourier, não contamos com 
sinais contínuos, seja no domínio do tempo ou no domínio da frequência. Portanto, neste 
trabalho utilizou-se a transformada de Fourier discreta (DFT) definida: 
 
𝑋 (𝑒𝑗
2𝜋
𝑁
𝑘) = ∑ 𝑥(𝑛)𝑒−𝑗
2𝜋
𝑁
𝑘𝑛𝑁−1
𝑛=0                                          (5.5) 
 
O matlab® utiliza um algoritmo rápido para o cálculo da DFT, que é conhecido como FFT 
(Fast Fourier Transform). 
 
 
Figura 5. 8. Espetro de frequências 
 
Como se pode ver pelo gráfico resultante da transformada de Fourier, as frequências dos 
sinais de aceleração em análise são significativamente baixas (frequência dominante igual a 
0.25 Hz). Segundo Saraiva (2009), quando se pretende analisar a componente estática da 
aceleração em separado da componente dinâmica é habitual a aplicação de um filtro passa alto 
com frequência de corte de 0,25Hz. Este filtro serve para remover a aceleração gravítica ao 
sinal ficando apenas a componente resultante da aceleração do corpo. Por sua vez, para se 
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obter a aceleração da gravidade opta-se por aplicar um filtro passa-baixo com a mesma 
frequência de corte.  
 
5.2.2. Filtragem 
 
Seguidamente, procedeu-se a uma filtragem aplicando uma estratégia de suavização 
através da média móvel centralizada, baseada numa convolução com um intervalo, com o 
propósito de reduzir a influência do ruido e oscilações. De forma intuitiva se percebe que 
calcular a média num intervalo onde o sinal varia rapidamente causa atenuação nesse mesmo 
intervalo. Portanto, uma média móvel pode ser considerada um processo que reduz oscilações 
bruscas na amplitude de um sinal, resultando num sinal suavizado. Sendo que, em cada instante 
o valor atual é uma média de um intervalo de L valores pré-definidos é, na prática, uma 
operação de filtragem, que permite eliminar componentes indesejáveis, para que só as mais 
significativas sejam tidas em conta. (Henriques & Carvalho, 2009) 
O efeito da média móvel é similar ao de um ﬁltro passa-baixas. Este tipo de ﬁltro preserva 
as frequências abaixo de determinada frequência de corte, atenuando o resto. (Rodrigues, 
2008) É efetuada uma média de L número de pontos do sinal da entrada x [n] para produzir 
cada ponto do sinal de saída x [n]: 
 
𝑦[𝑛] =
1
𝐿
∑ 𝑥[𝑛 − 𝑘]𝐿−1𝑗=0                                               (5.6)                                   
 
Este tipo de média não depende de valores futuros, considerando-se casual. Contudo a sua 
implementação iria criar um atraso no sinal suavizado, resultando num sinal suavizado 
deslocado. Para contornar este problema utilizou-se uma média móvel centralizada, não casual 
portanto, em que cada valor é uma média do intervalo em torno do valor atual, evitando o 
atraso e conseguindo manter a originalidade do sinal apesar de suavizado.  
 
?̃?[𝑛] =
1
𝐿
∑ 𝑥[𝑛 − 𝑘]
𝐿
2⁄ −1
𝐿=−𝐿 2⁄
                                         (5.7) 
 
A média móvel pode ser obtida por uma convolução, entre o sinal e o intervalo, através da 
expressão: (McClellan, W. Schafer, & Yoder, 2003) 
 
?̃? = ℎ ̃[𝑛] ∗ 𝑥[𝑛]                                                (5.8) 
 
O comprimento dos intervalos da média móvel é responsável pelo grau de suavização e, 
portanto, pela filtragem efetuada. Quanto maior a janela menor a frequência de corte e maior 
o atraso de fase; quanto menor o tamanho da janela maior a frequência de corte e menor o 
atraso de fase introduzido (Figura 5.9). (Janeczko, 2009) 
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A resposta em frequência da média móvel é dada pelas equações equivalentes 
demonstradas em seguida: 
  
𝐻(𝑒𝑗?̂?) = 1
𝐿
∑ 𝑒−𝑗?̂?𝑘𝐿−1𝑘=0                                           (5.9) 
 
𝐻(𝑒𝑗?̂?) = (
sin (?̂?𝐿 2⁄ )
𝐿𝑠𝑖𝑛(?̂? 2)⁄
) 𝑒−𝑗?̂?(𝐿−1) 2⁄                                   (5.10) 
 
 
Figura 5. 9. Resposta de frequência para diferentes intervalos de Média (5, 10 e 30 pontos) 
 
Por sua vez, a relação chave para ligar o tempo contínuo e o de tempo discreto é: 
 
?̂? =
2𝜋
𝐿
= 𝜔𝑇𝑠 =
2𝜋 𝑓
 𝑓𝑠
                                                  (5.11) 
𝑓 =
?̂?
2𝜋𝑇𝑠
=
?̂?
2𝜋
𝑓𝑠                                                   (5.12) 
 
Seguindo as relações especificadas anteriormente, e tendo em vista a preservação das 
frequências abaixo dos 2 Hz, para manter a componente gravítica e dinâmica da aceleração. 
Concluiu-se que deveria utilizar-se uma janela de média móvel com 74 pontos (L=74) para 
filtragem do sinal com a média móvel para uma frequência de corte igual a 2 Hz. 
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Figura 5. 10. Resposta em frequência da média móvel com frequência de corte de 2Hz 
 
Na Figura 5.11 são representados os sinais de aceleração nos 3 eixos de sensibilidade de um 
sensor depois do processo de filtragem descrito anteriormente. 
 
 
Figura 5. 11. Sinais de aceleração filtrados obtidos com um sensor 
 
A partir da matriz com os dados originais, após filtragem, obtem-se uma matriz com a 
mesma dimensão e conteudo apenas com a diferença que todos os sinais de aceleração estão 
agora filtrados, representando de forma mais fidigna os movimentos registados. 
 
𝐴𝑐𝑐𝑆𝑚𝑜𝑜𝑡ℎ = [𝑥1 𝑦1 𝑧1 …  𝑥5 𝑦5 𝑧5]                                     (5.13) 
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5.2.3. Segmentação 
 
Na análise de sinais relativos ao movimento humano, independente da forma como são 
captados, é de extrema importância a determinação do início e final da parte correspondente 
ao movimento, para assim, apenas se considerar o movimento e excluir as partes que 
correspondem a períodos de pausa que antecedem e precedem o movimento em si. 
Neste âmbito, o operador de energia de Teager e Kaiser (TKEO) (Kaiser, 1993) permite 
determinar os intervalos de maior energia do sinal por meio de uma análise simultânea de 
amplitude e frequência. (Mattioli, 2012) Esta técnica foi utilizada em alguns trabalhos para 
deteção de onset e offset de sinais de voz (Schasse & Martin, 2010) e sinais de EMG (Li, Zhou, 
& Aruin, 2007) e (Fonseca, 2012). 
Relativamente à sua aplicação em sinais de EMG, quando o potencial de uma unidade 
motora dispara é acompanhado por um aumento instantâneo na amplitude e frequência do 
sinal. Baseado neste facto, o TKEO é utilizado para a deteção do início da atividade muscular 
através de detetar simultaneamente alterações na frequência e amplitude (alteração da 
energia) do EMG de superfície. (Li, Zhou, & Aruin, 2007)  
No entanto, os sinais de aceleração são bastante distintos dos de EMG ou sinais de voz, visto 
os últimos apresentarem um aumento significativo e instantâneo de energia, ao contrário dos 
sinais de aceleração, que é gradual além de que poussuem valores de amplitude e frequência 
bastante distintos. Posto isto, e seguindo o mesmo raciocino, optou-se por aplicar o apenas 
threshold ao sinal de aceleração ao invés de aplica-lo ao operador TKE do sinal de aceleração. 
Há relatos de vários trabalhos relacionados com acelerómetros, onde se utiliza um threshold 
para considerar apenas quantidade de sinal de acelerómetro de relevo na análise de 
movimentos. 
O threshold (𝑡ℎ) usado no domínio TKEO é determinado através da expressão: 
 
    𝑡ℎ = 𝑢0 + 𝑗. 𝛿0                                                      (5.14) 
  
Onde 𝑢0  e 𝛿0 são a média e desvio padrão do sinal de aceleração em análise e j é uma 
variável determinada empiricamente e que define a sensibilidade do threshold. O 𝑡ℎ 
caracteriza o estado de repouso e quando o seu valor é ultrapassado considera-se que há 
movimento. Desta forma, o início e final do sinal são determinados quando a saída do 
acelerómetro excede o threshold.  
No presente trabalho, para o cálculo do 𝑡ℎ, primeiro foi necessário selecionar um intervalo 
do sinal de aceleração que corresponde a um momento de repouso (Figura 5.12). 
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Figura 5. 12. Visualização do intervalo inicial onde aplicar o 𝒕𝒉 
 
Seguidamente, verificou-se graficamente vários níveis de threshold a ponto de se ter uma 
ideia do threshold com maior sensibilidade para deteção de início e fim de movimento. Por 
fim, optou-se pelo que melhor se adapta a cada caso.  
O gráfico seguinte ilustra o sinal e diferentes sensibilidades de treshold para diferentes 
valores de j. 
 
 
Figura 5. 13. Ilustração de diferentes niveis de threshold 
 
Depois de detetados os onsets e offsets pelo método anteriormente descrito no eixo dos x 
estes foram aplicados aos sinais dos eixos Y e Z, como não se espera haver movimentos de 
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rotação durante os movimentos, os onsets e offsets vão ser aproximadamente os mesmos em 
todos os eixos, caso depois de visualização gráfica o mesmo não se verifique foi adicionada uma 
opção para corrigir os mesmos. 
 
 
Figura 5. 14. Representação dos onsets e offsets nos sinais de aceleração nos 3 eixos sensíveis  
 
A partir da matriz com os dados de aceleração criou-se um cell-array com os dados de todas 
as réplicas. Nesta matriz, com número de células igual ao número de réplicas, cada célula 
guarda os sinais em x, y e z de uma determinada réplica. 
 
𝐴𝑐𝑐𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑜𝑠 = { [𝑥11 𝑦 11 𝑧11][𝑥12 𝑦 12 𝑧12] … [𝑥𝑛𝑟 𝑦 𝑛𝑟 𝑧𝑛𝑟] }              (5.15)                               
 
Onde 𝑛 corresponde ao número total de sensores e 𝑟 ao número total de repetições 
registadas pelo sensor. Para facilitar o manuseamento dos dados, as réplicas referentes ao 
movimento mais lento foram guardadas numa variável à parte sob as mesmas condições.  
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5.3. Extração de características  
  
5.3.1. Cumulantes como características 
 
A estatística de ordem superior é bastante útil quando se lida com sinais não-Gaussianos, e 
muitas das aplicações do mundo real são realmente não-Gaussianas, o que também se verifica 
com os sinais de aceleração que servem de base ao presente trabalho. Se um sinal aleatório é 
Gaussiano, estatística de primeira e segunda ordem são suficientes para descrever as suas 
propriedades. Estatística de terceira e quarta ordem fornecem informações adicionais em sinais 
aleatórios não-Gaussianos. (Sprager & Zazula, 2000) 
Os momentos são medidas estatísticas usadas para caracterizar as propriedades de um sinal 
em análise. Se 𝑥(𝑘) é um sinal estacionário real discreto e possui momentos de ordem superior, 
então: (Mendel & Nikias, 1984) 
 
𝑀𝑥
𝑛(𝑙1, 𝑙2, … , 𝑙𝑛−1) ≙ 𝐸{𝑥(𝑘)
𝑇𝑥(𝑘 + 𝑙1) … 𝑥(𝑘 + 𝑙𝑛)}                  (5.16) 
 
representa a função do momento de ordem 𝑛 de um sinal estacionário, que depende apenas 
das diferenças do tempo 𝑙1, 𝑙2, … , 𝑙𝑛−1, 𝑙𝑖=0, ±1 para todo o 𝑖. Claramente, o momento de 
primeira ordem é a média e o de segunda ordem a autocorrelação de 𝑥(𝑘) enquanto 𝑀𝑥
3(𝑙1, 𝑙2) 
e 𝑀𝑥
4(𝑙1, 𝑙2, 𝑙3) são os momentos de terceira e quarta ordem respetivamente. 𝐸{. } representa 
a expectativa matemática, 𝐸{𝑥} = 𝑥𝑖𝑝𝑖, e 𝑙𝑖 um atraso (neste trabalho optou-se pela a 
expressão em inglês, lag) na dimensão 𝑖. 
 Como se verá a seguir, momentos de ordem superior são generalizações naturais da 
autocorrelação e os cumulantes são combinações lineares específicas desses momentos. 
Embora os momentos facultem toda a informação necessária para uma análise estatística de 
ordem superior é preferível trabalhar com quantidades relacionadas chamadas cumulantes. 
Várias propriedades tornam os cumulantes matematicamente mais convenientes que os 
momentos.  
A função do cumulante de ordem 𝑛 de um sinal não Gaussiano estacionário aleatório 
𝑥(𝑘), pode ser escrito, para terceira e quarta ordem, como: (Mendel & Nikias, 1984) 
 
𝐶𝑥
𝑛(𝑙1, 𝑙2, … , 𝑙𝑛−1) = 𝑀𝑥
𝑛(𝑙1, 𝑙2, … , 𝑙𝑛−1)- 𝑀𝐺
𝑛(𝑙1, 𝑙2, … , 𝑙𝑛−1)                (5.17) 
 
onde 𝑀𝑥
𝑛(𝑙1, 𝑙2, … , 𝑙𝑛−1) é a função do momento de ordem 𝑛 de 𝑥(𝑘) e 𝑀𝐺
𝑛(𝑙1, 𝑙2, … , 𝑙𝑛−1) é a 
função do momento de ordem 𝑛 de um sinal Gaussiano com a mesma média e correlação que 
𝑥(𝑘). Assim sendo, o cumulante de primeira ordem de um processo estacionário é a média, 
𝐶𝑥
1 = 𝐸{𝑥(𝑘)} e o segundo é a covariância. Os cumulantes de ordem superior são invariantes a 
uma mudança de média. Portanto, é importante defini-los assumindo que a média do processo 
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é nula, se o processo tem média não nula o que se faz na prática é primeiro subtrair a média 
ao sinal e depois aplicar as definições dos cumulantes. Os cumulantes de segunda, terceira e 
quarta ordem de um processo estacionário com média zero são definidos, segundo Mendel et 
al. (1993) por: 
 
𝐶𝑥
2(𝑙1) = 𝐸{𝑥
𝑇(𝑛)𝑥(𝑛 + 𝑙1)}                                       (5.18) 
𝐶𝑥
3(𝑙1, 𝑙2) = 𝐸{𝑥
𝑇(𝑛)𝑥(𝑛 + 𝑙1)𝑥(𝑛 + 𝑙2)}                                     (5.19) 
𝐶𝑥
4(𝑙1, 𝑙2, 𝑙3) = 𝐸{𝑥
𝑇(𝑛)𝑥(𝑛 + 𝑙1)𝑥(𝑛 + 𝑙2)𝑥
𝑇(𝑛 + 𝑙2) − 𝐶𝑥
2(𝑙1)𝐶𝑥
2(𝑙2 − 𝑙3) −
𝐶𝑥
2(𝑙2)𝐶𝑥
2(𝑙1 − 𝑙3) − 𝑀𝑥
2(𝑙3)𝑀𝑥
2(𝑙1 − 𝑙2)}                           (5.20)                                                                
 
Os cumulantes de um processo estacionário real são simétricos nos seus argumentos, o que 
torna o seu cálculo maneável. Seguem algumas simetrias existentes nos argumentos dos 
cumulantes: (Chrysostomos, Nikias, & Mendel, 1993) 
 
𝐶𝑢𝑚𝑥
2(𝑙1) = 𝐶𝑢𝑚𝑥
2(−𝑙1)                                        (5.21) 
𝐶𝑢𝑚𝑥
3(𝑙1, 𝑙2) = 𝐶𝑢𝑚𝑥
3(𝑙2, 𝑙1) = 𝐶𝑢𝑚𝑥
3(−𝑙1, 𝑙2 − 𝑙1)                        (5.22) 
𝐶𝑢𝑚𝑥
4(𝑙1, 𝑙2, 𝑙3) = 𝐶𝑢𝑚𝑥
4(𝑙2, 𝑙1, 𝑙3) = 𝐶𝑢𝑚𝑥
4(−𝑙1, 𝑙2 − 𝑙1, 𝑙3 − 𝑙1)              (5.23) 
 
Desta forma, a região fundamental de suporte não é todo o plano n-D. Por exemplo, para 
o cumulante de segunda ordem, 𝐶𝑥
2(𝑙1), 𝑙1  ≥ 0 , especifica todo o 𝐶𝑥
2(𝑙1). É fácil mostrar que a 
região não redundante para o 𝐶𝑥
3(𝑙1, 𝑙2) é a cunha definida por (secção I Figura 5.15): (Mendel 
& Nikias, 1984) 
 
{(𝑙1, 𝑙2): 0 ≤ 𝑙2 ≤ 𝑙1 ≤ ∞}                                      (5.24) 
 
e para 𝐶𝑥
4(𝑙1, 𝑙2, 𝑙3), como ilustrado na Figura 5.16,  é o prismoide definido por: 
 
 
{(𝑙1, 𝑙2, 𝑙3): 0 ≤ 𝑙3 ≤ 𝑙2 ≤ 𝑙1 ≤ ∞}                                    (5.25) 
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Figura 5. 15. a) Ilustração das 6 regiões de simetria para cumulante de terceira ordem de um 
sinal aleatório real b)representação gráfica do cumulante de terceira ordem com lag máximo de 25 
de um sinal aleatório. 
 
A propriedade de simetria do cumulante de quarta ordem é uma extensão da propriedade 
de simetria do cumulante de terceira ordem. Em vez da área em forma de triângulo (Secção I 
da Figura 5.15), neste caso, são regiões prismoides como ilustrado na Figura 5.16. 
 
 
Figura 5. 16. Ilustração gráfica da região de simetria principal do cumulante de quarta ordem  
 
Se olharmos para cumulantes como as funções de múltiplas variáveis, o cumulante de 
primeira ordem (média) é uma constante, o cumulante de segunda ordem é uma função de 
uma variável, o terceiro cumulante é uma função de duas variáveis e o quarto cumulante é 
uma função de três variáveis. (Sprager & Zazula, 2000) 
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5.3.2. Trabalho realizado 
 
Na presente dissertação, para cálculo dos cumulantes foi utilizada a tollbox do matlab® 
HOSA (Higher-Order Spectral Analysis Toolbox), esta tollbox além das demais funcionalidades 
é composta pelas rotinas cumest que permitem calcular, com especificações pré-definidas pelo 
utilizador, os cumulantes pretendidos. Foram calculados cumulantes de ordens de 1 a 4 para 
cada um dos sinais de aceleração (x,y e z) para cada réplica registada pelos sensores. 
Calcularam-se coeficientes com um lag máximo de 10 para os cumulantes de segunda, terceira 
e quarta ordem. 
Considerando a simetria de cumulantes, concentrou-se apenas numa região que transporta 
a mesma informação que as restantes partes. O cumulante de primeira ordem é apenas o valor 
da média. Para o cumulante de segunda ordem (função de covariância) selecionou-se apenas 
metade do vetor. Relativamente ao cumulante de terceira ordem, possui 6 regiões de simetria 
como ilustrado na Figura 5.15 pelo que basta selecionar uma destas regiões para obter toda a 
informação necessária, selecionou-se a região considerada principal, a secção de 0 até 45 graus 
do primeiro quadrante (secção I da última figura mencionada). A propriedade de simetria do 
cumulante de quarta ordem é uma extensão das propriedades de simetria do cumulante de 
terceira ordem, em vez de a área em forma de triângulo, neste caso, são regiões prismoides 
como ilustrado na Figura 5.16. 
 
 
Figura 5. 17. Procedimento de vectorização em zig-zag para o cumulante de terceira ordem 
 
Foram calculados coeficientes de cumulantes para cada réplica registada por cada um dos 
sensores na região selecionada do cumulante. Depois disso, as regiões que não se apresentam 
em forma de vetor (no caso dos cumulantes de 3º ordem e 4ºordem) foram vetorizadas 
utilizando um procedimento de zig-zag, como mostrado na Figura 5.17. Seguidamente, os 
primeiros 10 valores foram extraídos a partir de cada vetor como características. Desta forma, 
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para cada réplica do movimento do MS foi calculado um vetor de características com 
coeficientes de cumulantes em cada uma das direções x,y e z, como segue: 
 
𝑓𝑘 = [𝑐𝑢𝑚𝑥
𝑛(𝑙)    𝑐𝑢𝑚𝑦
𝑛(𝑙)   𝑐𝑢𝑚𝑧
𝑛(𝑙)]  𝑇                           (5.26) 
 
Onde 𝑘 representa a réplica, 𝑛={1:4} representa a ordem do cumulante e 𝑙 = {1: 𝑛 − 1}. 
Depois uma matriz de características foi criada a partir de todos os vetores de características: 
 
𝐹 = [𝑓1 𝑓2 … 𝑓𝑚]  
𝑇                                     (5.27) 
 
Onde 𝑚 é igual ao número total de réplicas registadas por todos os sensores. 
 
5.4. Classificação 
 
5.4.1. Support vector machine 
 
As Support Vector Machines constituem uma técnica de aprendizagem que tem vindo a 
receber crescente atenção por parte da comunidade de machine learning. Os resultados da sua 
aplicação são comparáveis e muitas vezes superiores aos obtidos por outros algoritmos de 
aprendizagem, como as Redes Neurais Artificiais. (Lima, Palitó, Vieira, & Cunha, 2012) 
Há dois conceitos básicos de machine learning, o supervisionado e o não supervisionado. 
No último não existem dados rotulados, o algoritmo de machine learning aprende a agrupar as 
entradas submetidas segundo uma medida de qualidade. Essas técnicas são utilizadas 
principalmente quando o objetivo é encontrar padrões ou tendências que auxiliem na 
compreensão dos dados. (Lorena & Carvalho) No presente trabalho é utilizada uma abordagem 
supervisionada. Neste caso, dado um conjunto de exemplos rotulados na forma (𝑥𝑖 , 𝑦𝑖), em que 
𝑥𝑖 representa um exemplo e 𝑦𝑖 denota o seu rótulo, deve-se produzir um classificador, também 
denominado modelo, preditor ou hipótese, capaz de predizer precisamente o rótulo de novos 
dados inseridos. (Lima, Palitó, Vieira, & Cunha, 2012) 
Os conceitos referentes à geração de um classificador a partir da aprendizagem 
supervisionada são representados de forma simplificada na Figura 5.18. Tem-se nessa figura 
um conjunto com 𝑛 dados, cada dado 𝑥𝑖 possui 𝑚 atributos, ou seja, 𝑥𝑖  =  (𝑥𝑖1 , … , 𝑥𝑖𝑚). As 
variáveis 𝑦𝑖 representam as classes. A partir dos exemplos e as suas respetivas classes, o 
algoritmo de machine learning extrai um classificador. Pode-se considerar que o modelo gerado 
fornece uma descrição compacta dos dados fornecidos. 
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Figura 5. 18. Indução de classificador em aprendizagem supervisionada (Lorena & Carvalho) 
 
Para estimar a taxa de predições corretas ou incorretas obtidas por um classificador sobre 
novos dados, o conjunto de exemplos é, em geral, dividido em dois subconjuntos disjuntos: de 
treino e de teste. O subconjunto de treino é utilizado na aprendizagem do conceito e o 
subconjunto de teste é utilizado para medir o grau de efetividade do conceito aprendido na 
predição da classe de novos dados. 
Na sua forma básica as SVMs são classificadores lineares que separam os dados em duas 
classes através de um hiperplano de separação. Um hiperplano ótimo separa os dados com a 
máxima margem possível, que é definida pela soma das distâncias entre os pontos positivos e 
os pontos negativos mais próximos do hiperplano. Estes pontos são chamados de vetores de 
suporte e estão circulados na Figura 5.19. O hiperplano é construído com base em treino prévio 
num conjunto finito de dados (VAPNIK, 1999). 
 
 
 
 
Figura 5. 19. Representação de um hiperplano para separação linear de classes (Kim, 2011) 
 
Dado um conjunto de treino com duas classes linearmente separáveis a SVM divide o 
hiperplano de acordo com a seguinte equação: 
 
 𝑤𝑇 + 𝑏 = 0                                          (5.28) 
 
Técnica de ML 
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em que o 𝑤, o vetor de entrada, é perpendicular ao hiperplano e b é uma variável que permite 
que a margem do hiperplano seja maximizada, pois sem esta variável o hiperplano passaria 
obrigatoriamente pela origem. (Lima, Palitó, Vieira, & Cunha, 2012) 
Como o interesse está na maior margem de separação, tem que se dar atenção aos 
hiperplanos paralelos e ao hiperplano ótimo, mais próximo aos vetores de suporte de cada 
classe. Estes hiperplanos podem ser descritos pelas equações: (Kim, 2011) 
 
    𝑤𝑇 + 𝑏 = 1                                                      (5.29) 
𝑤𝑇  + 𝑏 = −1                                                    (5.30) 
 
Por sua vez, as SVMs lidam com problemas não lineares mapeando o conjunto de treino de 
seu espaço original, referenciado como de entradas (input space), para um novo espaço de 
maior dimensão, denominado espaço de características (feature space) (Figura 5.20). Seja 𝛷 ∶
𝑋 → 𝔍 um mapeamento, em que X é o espaço de entradas e 𝔍 representa o espaço de 
características. A escolha apropriada de 𝛷 faz com que o conjunto de treino mapeado em 𝔍 
possa ser separado por uma SVM linear, ver Figura 5.20. (Lorena & Carvalho) 
 
 
Figura 5. 20. Transição do espaço de entrada para o espaço de características (Kim, 2011) 
 
Logo, mapeia-se inicialmente os dados para um espaço de maior dimensão utilizando 𝛷 e 
aplica-se a SVM a este espaço. 
 
𝛷(𝑥) = 𝛷(𝑥1𝑥2) = (𝑥1
2, √2𝑥1𝑥2, 𝑥2
2)                                (5.31) 
 
 
Figura 5. 21. Transição de espaços (Kim, 2011)  
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Como 𝔍 pode ter dimensão muito alta (até mesmo infinita), a computação de 𝛷 pode ser 
extremamente custosa ou inviável. Porém, a única informação necessária sobre o mapeamento 
é de como realizar o cálculo dos produtos escalares entre os dados no espaço de características, 
pois tem-se sempre 𝛷(𝑥𝑖) × 𝛷(𝑥𝑗), para dois dados 𝛷(𝑥𝑖) e 𝛷(𝑥𝑗), em conjunto. Isso é obtido 
com funções denominadas Kernels. (Lorena & Carvalho) 
Um Kernel K é uma função que recebe dois pontos 𝑥𝑖 e 𝑥𝑗 do espaço de entradas e computa 
o produto escalar desses dados no espaço de características. Tem-se então: 
 
𝐾(𝑥𝑖𝑥𝑗) = 𝛷(𝑥𝑖). 𝛷(𝑥𝑗)                                                (5.32) 
𝐾(𝑥𝑖𝑥𝑗) = (𝑥1
2, √2𝑥1𝑥2, 𝑥2
2). (𝑥1
2, √2𝑥1𝑥2, 𝑥2
2) = (𝑥𝑖𝑥𝑗)
2                      (5.33) 
 
 É comum empregar a função Kernel sem conhecer o mapeamento 𝛷, que é gerado 
implicitamente. A utilidade dos Kernels está, portanto, na simplicidade do seu cálculo e na sua 
capacidade de representar espaços abstratos. Alguns dos Kernels mais utilizados na prática são 
os Polinomiais, os Gaussianos ou RBF (Radial-Basis Function) e os Sigmoidais, listados na Tabela 
4. Cada um deles apresenta parâmetros que devem ser determinados pelo usuário, indicados 
também na tabela. (Lorena & Carvalho) 
 
Tabela 4. Exemplificação de algumas funções Kernel  
Tipo de Kernel Função 𝑲(𝒙𝒊, 𝒙𝒋) Parâmetros 
Polinomial 〖(𝛿(𝑥𝑖 . 𝑥𝑗  ) + 𝑘)〗^𝑑 𝛿,𝑘 𝑒 𝑑 
Gaussiano 𝑒𝑥𝑝(−𝜎‖𝑥𝑖 − 𝑥𝑗‖
2
) 𝜎 
Sigmoidal tan(𝛿(𝑥𝑖 . 𝑥𝑗) + 𝑘) 𝛿 𝑒 𝑘 
 
Escolher a função de Kernel é provavelmente a parte mais complicada de usar SVM. A 
função Kernel é importante porque cria a matriz de Kernel, que resume todos os dados. Na 
prática, um polinómio de grau baixo Kernel ou RBF Kernel com uma largura razoável é uma boa 
tentativa inicial. (Kim, 2011) 
A matriz de confusão é usada para quantificar os resultados da classificação, fornece o 
número de amostras corretas e incorretas das classificações, a diagonal principal apresenta os 
dados com a classificação correta, ao contrário, os outros dois quadrados diagonais 
representam os dados erroneamente classificados.  
A precisão é normalmente avaliada em termos de percentagem através do frequência de 
FP (False Positive) que dizem respeito a percentagem de casos mal classificados e o TP (True 
Positive) a percentagem de dados bem classificados. 
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5.4.2. Trabalho realizado 
 
A classificação foi realizada com a ajuda de uma ferramenta especial de machine learning, 
denominada WEKA. O WEKA é uma coleção de algoritmos de machine learning para tarefas de 
mineração de dados. Os algoritmos podem ser aplicados diretamente a um conjunto de dados 
ou chamados a partir do seu próprio código Java. Relativamente a SVM implementa o algoritmo 
de otimização mínima sequencial (SMO) de John C. Platt para treinar um classificador de vetor 
de suporte. 
 
 
Figura 5. 22. Ilustração do processo de classificação  
 
Para ser possível a classificação dos dados através do WEKA, primeiramente foi necessário 
converter a matriz de características, no caso guardado em formato .xls, num formato 
reconhecível pelo WEKA definindo-se os atributos e as classes dos dados, os atributos são 
simplesmente cada um dos coeficiente de cumulantes extraidos para o vetor de carcateristicas 
e o atributo ‘sensor’ do qual cada vetor de características foi obtido (sensor2, sensor3 ou sensor 
4) e as classes são os dois tipos de movimentos, no caso abdução e flexão (Figura 5.23). O 
formato é arff (attribute relation file format) descreve uma lista de ocorrências que 
compartilham um conjunto de atributos. Estes arquivos possuem duas secções distintas, a 
primeira secção é a informação de cabeçalho que é seguido da informação de dados. O 
cabeçalho do ficheiro arff contém o nome da relação, uma lista de atributos e o tipo a que os 
dados correspondem.  
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Figura 5. 23. Ficheiro com formato arff para introdução no WEKA 
 
Depois dos dados num formato reconhecível pelo WEKA, graças à sua interface gráfica, que 
torna o seu uso bastante simples, basta apenas selecionar a função SMO para se obter a 
classificação através dos vetores de suporte, depois desta selecionada tem que optar-se pela 
função Kernel, definir os parâmetros relativosa e a forma como os dados de treino são 
separados dos dados de teste. 
 Neste caso, optou-se pela função polinomial de Kernel com expoente 1, com parâmetro c 
de 1, e efetuou-se uma validação cruzada de 10 vezes. Esta última opção é uma forma de 
separação dos dados em conjunto de treino e conjunto de teste. Isto é, o conjunto total dos 
dados é dividido em 10 conjuntos de igual tamanho. Nove destes são combinados e utilizados 
para a formação do treino, o remanescente para os testes. Em seguida, o processo é repetido 
com nove diferentes conjuntos combinados e assim sucessivamente até todas as dez divisórias 
individuais serem utilizadas. Os resultados obtidos encontram-se no Capitulo 6. 
A configuração do conjunto de dados compostos para classificação é composta por 522 
instâncias, correspondentes ao número total de vetores de caraterísticas obtidos dos dois 
movimentos, por 94 atributos (93 referentes aos coeficientes dos cumulantes e 1 ao sensor do 
qual o vetor de características é obtido) e 2 classes que são os tipos de movimentos.  
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Tabela 5. Configuração do conjunto de dados para classificação 
 com todos os sensores 
 522 instâncias 
 94 atributos 
 2 Classes 
               Abdução 
               Flexão 
  
Tendo em conta que as diferenças entre os sinais dos dois movimentos obtidos pelo sensor 
2 podem não ser muito significativas devido à sua localização, e o sensor 4 pode apresentar 
diferenças ou não, dependendo se houver rotação do braço durante a alternância dos 
movimentos. Depois de se classificar os movimentos com todos os sensores, efetuou-se uma 
tentativa de classificação baseada apenas nos sinais do sensor 3, pois este sensor apresentará 
sempre diferenças nos dois sinais. Nesta situação os dados são compostos apenas por 174 
instâncias (vetores de características obtidas apenas com o sensor 3) e 93 atributos pois agora 
a identificação do sensor não é necessária. 
 
Tabela 6. Configuração do conjunto de dados para 
 classificação com um sensor 
 174 instâncias 
 93 atributos 
 2 Classes 
               Abdução 
                Flexão 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
88 
 
 
Capítulo 6  
Resultados  
Através da observação dos gráficos dos registos de cada um dos sensores, abaixo expostos, 
verificam-se alterações significativas entre os sinais respetivos a cada um dos movimentos, o 
que se deve principalmente ao facto dos movimentos se efetuarem em planos anatómicos 
distintos. Os valores da aceleração variam entre -1 e 1, aproximadamente, que é o valor da 
gravidade medido quando os eixos ficam alinhados verticalmente. Cada sensor apenas 
apresenta alterações dos sinais de aceleração nos eixos que se encontram no plano anatómico 
em que o movimento se efetua, os outros eixos apresentam apenas alterações pouco 
significativas.  
  
Figura 6. 1. Representação gráfica dos sinais obtidos pelos sensores 1 e 5 nos movimentos de 
abdução 
 
Relativamente aos sensores 1 e 5, em ambos os movimentos não apresentam informação 
sobre o mesmo, pois como estamos a tratar pacientes saudáveis os locais onde se encontram 
não se deslocam durante a performance de ambos os movimentos, portanto, os sinais destes 
dois sensores não foram utilizados no percurso do trabalho. Apenas foram utilizados os sinais 
dos sensores 2, 3 e 4. No entanto, os sensores 1 e 5 em certas situações podiam ser 
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extremamente uteis para se verificar alterações na postura e posição do individuo durante a 
execução do movimento, o que seria importante caso se estivesse a lidar com pacientes com 
disfunções. 
 
Figura 6. 2. Representação gráfica dos sinais obtidos pelo sensor 2 nos movimentos de abdução e 
flexão respetivamente 
 
No que diz respeito ao sensor 2, como se pode observar, a principal diferença que se observa 
é no eixo dos y. Na execução de uma réplica, o sensor sofre uma rotação de 90 º até o eixo do 
z ficar orientado com a vertical e ai mede a aceleração gravitica e, por sua vez, o eixo dos x 
fica orientado com a horizontal passando ele a medir aceleração nula, no retorno à posição 
original verifica-se o processo inverso. Na flexão, os valores iniciais são os mesmos, a diferença 
reside no facto de agora o eixo dos y sofrer uma rotação no sentido oposto 
   
Figura 6. 3. Representação gráfica dos sinais obtidos pelo sensor 3 nos movimentos de abdução e 
flexão respetivamente 
 
No sensor 3, na sua posição original em repouso, o eixo dos x está alinhado com a vertical 
e mede, assim, a aceleração da gravidade. Os outros eixos não apresentam aceleração, quando 
se efetua o movimento de abdução até 90º, o eixos dos x e z rodam 90º pelo que o eixo dos x 
passará a ficar alinhado com a horizontal e o z com a vertical, o eixo dos y roda em torno de si 
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próprio, não se verificando alterações significativas neste eixo. Relativamente á flexão, os 
eixos responsáveis pela captura do movimento são agora o x e y. 
 
Figura 6. 4. Representação gráfica dos sinais obtidos pelo sensor 4 nos movimentos de abdução 
e flexão respetivamente 
 
Relativamente ao Sensor 4 também neste caso há uma diferença nos eixos que transportam 
informação, enquanto na abdução são os eixos x e y, na flexão são os eixos x e z. Em algumas 
situações os gráficos dos sensores 4 são relativamente semelhantes em ambos os movimentos, 
o que pode dever-se a uma possível rotação do braço entre a alternância do movimento. 
Ambas as classificações foram realizadas com o algoritmo SMO do programa WEKA, com um 
polinómio de Kernel de expoente 1, parâmetro c igual a 1 e foi feita validação cruzada 10 
vezes. Os resultados da classificação são mostrados na tabela 7 e 8. A tabela 7 mostra a razão 
entre true posititve (TP) e false positive (FP) da primeira classificação com os dados de todos 
os sensores, a tabela 8 diz respeito à classificação do segundo conjunto de dados utilizando 
apenas o sensor 3. 
 
Tabela 7. Resultados da classificação para o conjunto de dados com todos os sensores 
Nome da 
classe 
Número 
total réplicas 
True 
Positive 
 
False 
Positive 
Abdução 261 70,1% 36,8% 
Flexão 261 63,2% 29,9% 
 
Tabela 8. Resultados da classificação para o segundo conjunto de dados com o sensor3 
Nome da 
classe 
Nr total de 
réplicas 
True 
Positive 
False 
Positive 
Abdução 87 100% 0% 
Flexão 87 98,9% 0,011% 
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As figuras abaixo dizem respeito aos resultados fornecidos pela classificação com o WEKA. 
Na matriz de confusão as classes reconhecidas estão ordenadas verticalmente em comparação 
às classes de referência na direção horizontal. Na primeira classificação num total de 522 foram 
classificadas incorretamente 174 (78 de abdução e 96 de flexão). A precisão geral é de 
aproximadamente 66,7%. 
 
 
Figura 6. 5. Resultados obtidos da primeira classificação 
 
Relativamente à segunda classificação apenas 1 instância, referente à abdução, foi 
indevidamente classificada. A precisão geral é de 99,43%. 
 
 
Figura 6. 6. Resultados obtidos na segunda classificação 
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Conclusões/Observações finais 
Atualmente, a terapia de reabilitação após um AVC está a cargo dos fisioterapeutas que 
efetuam uma avaliação qualitativa, através da observação do paciente, que depende das suas 
competências. A análise do movimento humano usando acelerómetros é uma maneira barata, 
conveniente e eficiente de providenciar informação útil como ferramenta de reabilitação, que 
em última análise poderá contribuir para um aumento do potencial de recuperação do 
individuo.  
Foi proposto um método para a identificação dos movimentos do membro superior baseado 
em cumulantes. Resultados da classificação com 29 sujeitos mostraram que a identificação dos 
movimentos é possível, através de vários sensores com um grau de reconhecimento razoável 
66,47%, enquanto a classificação com apenas um sensor mostra um resultado com 
reconhecimento consideravelmente alto, cerca de 99,43%. Apesar dos resultados da 
classificação é necessário validação num maior número de pessoas. Estes resultados podem 
significar que poderá ser viável a utilização de apenas um sensor na caracterização de 
determinados movimentos, o que reduziria a quantidade de dados a processar, tornando-o um 
processo mais simples. Dada a simplicidade do movimento, um sensor seria suficiente para uma 
correta caracterização dos mesmos, movimentos mais complexos poderão exigir sistemas de 
sensores mais complexos.  
Seria uma mais valia testar esta metodologia em ambiente controlado a fim de se efetuar 
a validação, pois pode haver falhas no cumprimento do protocolo levando a conclusões 
erróneas, com os dados gerados automaticamente ter-se-ia uma certeza da validade ou não 
dos resultados.  
Investigações futuras são possíveis, nomeadamente na elaboração de um método de 
segmentação mais robusto e automático, depois de se conseguir definir um padrão para os 
movimentos pré-definidos como acontece na marcha. O objetivo final seria aplicar esta 
metodologia para diagnosticar e avaliar o processo de reabilitação em doentes com transtornos 
no membro superior após AVC. Para esse mesmo fim, poderão ser usadas métricas de 
comparação baseadas nas caracterizações dos movimentos padrão obtidos com a metodologia 
proposta.   
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Anexo A 
1. Estrutura do algoritmo 
 
O algoritmo desenvolvido para processar e analisar os dados de aceleração é distribuído nas 
rotinas responsáveis por tarefas específicas. É composto no total por quatro rotinas que seguem 
a sequência representada no esquema da Figura B1, o input de cada função é o output da 
função anterior.  
 
 
 
Figura A. 1. Esquema descritivo do algoritmo de processamento e análise de dados para 
classificação dos movimentos 
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2. Pré-processamento dos dados 
2.1. Importar dados 
 
function [DadosSensores,nome_sujeito,movimento,SENSORESAcc,t]=Sujeito 
%-------------------------------------------------------------------- 
%função cria matriz SENSORESAcc com dados de aceleração de todos os 
sensores para o sujeito 
------------------------ 
Variáveis: 
------------------------  
%SensorAcc- aceleração de todos os sensores 
%Sensori-aceleração do sensor i 
%x-aceleração no eixo x 
%y-aceleração no eixo y 
%z-aceleração no eixo z 
%t-tempo 
%-------------------------------------------------------------------- 
 
%Inicialização 
clear all 
clc 
close all 
fprintf('<<Inicio do processamento dos dados>>\n\n'); 
fprintf('Load dados dos sensores do sujeito...\n\n'); 
nr_sujeito=input('Qual o nr do sujeito em análise?\n'); 
%Importar dados 
nome_sujeito=input('Qual o nome do sujeito?\n\n');  
inputfile= dlmread(nome_sujeito,'\t',146,0); 
index=strfind(nome_sujeito,'_');          
nome_sujeito=nome_sujeito(1:index(1)-1); 
a=strfind(nome_sujeito,'Abd'); 
b=isempty(a); 
if b==0 
   fprintf('<<Movimento em análise: Abdução...>>\n\n'); 
   movimento='Abducao'; 
else 
   fprintf('<<Movimento em análise: Flexão...>>\n\n'); 
   movimento='Flexao'; 
end 
     
DadosSensores=inputfile; %Matriz com todas as variáveis fornecidas 
pelos acelerómetros (emg,acc e tempo) 
  
%Eliminar variáveis de tempo 
inputfile(:,1:2:size(inputfile,2))=[]; 
  
%Eliminar variáveis de emg registadas para cada um dos sensores  
inputfile(:,1:4:size(inputfile,2))=[]; 
  
Sensor1=inputfile(:,1:3); 
Sensor2=inputfile(:,4:6); 
Sensor3=inputfile(:,7:9); 
Sensor4=inputfile(:,10:12); 
Sensor5=inputfile(:,13:15); 
 
%Criar matriz SENSORESAcc apenas com os dados de aceleração de todos 
os sensores para o sujeito 
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SENSORESAcc=[Sensor1 Sensor2 Sensor3 Sensor4 Sensor5]; 
 
%Eliminar zeros de início e fim de registo 
u=find(SENSORESAcc(1:10,1)==0); 
SENSORESAcc=SENSORESAcc(numel(u)+1:4445,:); 
t=DadosSensores(:,3);%Variável do tempo  
t=t(numel(u)+1:4445,:); 
   
%Apresentar resultados 
  
fprintf('<<Visualização da aceleração nos 3 eixos para cada 
sensor...>>\n\n'); 
 
figure('name','Acc Original Sensor1','NumberTitle','off') 
    clf; 
    set(gcf,'Color','white') 
    titulo=sprintf('AccSensor1 Original %s',movimento); 
        subplot(3,1,1)     
            plot(t,SENSORESAcc(:,1)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            title(titulo) 
            ylabel('AccX') 
        subplot(3,1,2) 
            plot(t,SENSORESAcc(:,2)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccY') 
        subplot(3,1,3) 
            plot(t,SENSORESAcc(:,3)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccZ') 
            xlabel('tempo(s)') 
            saveas(figure(1),titulo,'jpg') 
       
             
      figure('name','Acc Original Sensor2','NumberTitle','off') 
      clf; 
      titulo=sprintf('AccSensor2 Original %s',movimento); 
       set(gcf,'Color','white') 
        subplot(3,1,1)     
            plot(t,SENSORESAcc(:,4)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            title(titulo) 
            ylabel('AccX') 
        subplot(3,1,2) 
            plot(t,SENSORESAcc(:,5)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccY') 
        subplot(3,1,3) 
            plot(t,SENSORESAcc(:,6)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccZ') 
            xlabel('tempo(s)') 
       saveas(figure(2),titulo,'jpg') 
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      figure('name','Acc Original Sensor3','NumberTitle','off') 
      clf;  
      set(gcf,'Color','white')  
       titulo=sprintf('AccSensor3 Original %s',movimento); 
        subplot(3,1,1)     
            plot(t,SENSORESAcc(:,7)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            title(titulo) 
            ylabel('AccX') 
        subplot(3,1,2) 
            plot(t,SENSORESAcc(:,8)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccY') 
        subplot(3,1,3) 
            plot(t,SENSORESAcc(:,9)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccZ') 
            xlabel('tempo(s)') 
            saveas(figure(3),titulo,'jpg') 
              
        figure('name','Acc Original Sensor4','NumberTitle','off') 
        clf; 
        set(gcf,'Color','white') 
        titulo=sprintf('AccSensor4 Original %s',movimento); 
        subplot(3,1,1)     
            plot(t,SENSORESAcc(:,10)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            title(titulo) 
            ylabel('AccX') 
        subplot(3,1,2) 
            plot(t,SENSORESAcc(:,11)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccY') 
        subplot(3,1,3) 
            plot(t,SENSORESAcc(:,12)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccZ') 
            xlabel('tempo(s)') 
        saveas(figure(4),titulo,'jpg') 
       
         
        figure('name','Acc Original Sensor5','NumberTitle','off') 
        clf;  
        set(gcf,'Color','white')  
         titulo=sprintf('AccSensor5 Original %s',movimento); 
        subplot(3,1,1)     
            plot(t,SENSORESAcc(:,13)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            title(titulo) 
            ylabel('AccX') 
        subplot(3,1,2) 
            plot(t,SENSORESAcc(:,14)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
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            ylabel('AccY') 
        subplot(3,1,3) 
            plot(t,SENSORESAcc(:,15)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccZ') 
            xlabel('tempo(s)') 
        saveas(figure(5),titulo,'jpg') 
   
  pause 
  commandwindow 
  
save(nome_sujeito,'DadosSensores','nome_sujeito','movimento','SENSORES
Acc','t','nr_sujeito','inputfile'); 
  
fprintf('<<Segue a Filtragem>>') 
 
end 
 
 
2.2. Análise em frequência 
2.2.1. FFT 
 
function [freqfundamental,mx,f] = Espectro(fs,x) 
 
%--------------------------------------------------------------------- 
Função para aplicar transformada rápida de Fourier 
------------- 
Variáveis 
------------- 
%fs=frequência de amostragem; 
%x-sinal em análise 
%--------------------------------------------------------------------- 
fs=148; % sampling frequency 
x=(x-mean(x));% removing the DC component 
% calculating the power of 2 that is greater than or equal to the 
length of x 
nfft=pow2(nextpow2(length(x))); 
% Perform FFT 
fft=fft(x,nfft); 
%Calculate the number of unique points 
NumUniquePoints=ceil((nfft+1)/2); 
% fft is symmetric, select only the 1st half 
fft=fft(1:NumUniquePoints); 
%take the magnitude of fft of x and scale the fft so that it is not a 
%funtion 
mx=abs(fft)/length(x); 
%take the square of the magnitude of fft of x 
mx=mx.^2;% since we dropped half the fft, we multiply mx by to to keep 
the same energy  
%the DC component and the nyquist component, if this exist, are unique 
and should not be multiplied by 2 
   if rem(nfft,2)%odd excludes Nyquist point 
      mx(2:end)=mx(2:end)*2; 
      else mx(2:end-1)=mx(2:end-1)*2; 
  end 
%this is an evenly spaced frequency vetor with NumUniquePoints 
f=(0:NumUniquePoints-1)*fs/nfft; 
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%Apresentar Resultados 
  
figure(1) 
plot(f,mx) 
xlabel('Frequência (Hz)') 
ylabel('Amplitude (|FFT|)') 
title('Espectro de frequências') 
 
% Gráfico stem apenas até à frequuência de corte (2 Hz) 
 
figure(2) 
stem(f,mx) 
xlabel('Frequência (Hz)') 
ylabel('Amplitude') 
xlim([0 2]) 
  
%Frequência fundamental 
 
[maxvalue,indexmax]=max(mx); 
freqfundamnetal=f(indexmax); 
 
end 
 
2.2.2.Média Móvel 
 
function mediamovel(fs) 
  
w=-pi:pi/500:pi; 
  
%Resposta em frequência para janelas de diferentes tamanhos 
H5=freqz(ones(1,5)/5,1,w); 
H10=freqz(ones(1,10)/10,1,w); 
H30=freqz(ones(1,30)/30,1,w); 
  
figure(1) 
subplot(211) 
  hold on 
  plot(w,abs(H5)) 
  plot(w,abs(H10),'r') 
  plot(w,abs(H30),'g') 
    axis([0 pi 0 1]); grid on 
    set(gca,'XTick',(0:0.1:pi)) 
    title('Resposta em Frequência') 
    xlabel('Frequência (w)') 
    ylabel('Amplitude') 
    legend('5 pontos','10 pontos','30 pontos') 
     
  subplot(212);grid 
  hold on 
  plot(w*fs/(2*pi),abs(H5)) 
  plot(w*fs/(2*pi),abs(H10),'r') 
  plot(w*fs/(2*pi),abs(H30),'g') 
    axis([0 pi*fs/(2*pi) 0 1]); grid on 
    set(gca,'XTick',(0:2:fs/2)) 
    ylabel('Amplitude') 
    xlabel('Frequência (Hz)') 
    legend('5 pontos','10 pontos','30 pontos') 
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figure(2) 
  
%Resposta em frequência para janela de 74 pontos (frequência de 
corte=2hz) 
  
  H74=freqz(ones(1,74)/74,1,w); 
  semilogx(w*fs/(2*pi),abs(H74)) 
    ylabel('Amplitude') 
    xlabel('Frequência (Hz)') 
    title('Resposta em freqência') 
    axis([0 pi*fs/(2*pi) 0 1]); grid on 
    set(gca,'XTick',(0:2:fs/2)) 
end 
 
2.2.3. Filtrar Sinal 
 
function[AccSmooth]=FiltrarSinal(span,SENSORESAcc,t,nome_sujeito,movim
ento) 
 
%--------------------------------------------------------------------- 
%Função para filtragem com média móvel dos sinais de aceleração de 
todos os sensores 
---------------------------------------------------------------------- 
Variáveis 
---------------------------------------------------------- 
%SENSORESAcc- aceleração de todos os sensores 
%span-Número de pontos da janela móvel 
%t-variável do tempo 
%AccSmooth-variável obtida com dados de Acc de tds os Sensores 
filtrados 
%--------------------------------------------------------------------- 
%--------------------------------------------------------------------- 
close all; 
clc 
fprintf('<<Filtragem>>\n\n') 
 
%Criar nova variável com metade do número de pontos da janela móvel no  
%inicio e final do sinal para aplicar média móvel  
  
for i=1:size(SENSORESAcc,2) 
    novaVariavel=zeros(size(SENSORESAcc,1)+span,size(SENSORESAcc,2)); 
    novaVariavel(1:(span/2),i)=SENSORESAcc(1,i); 
    novaVariavel((span/2)+1:size(SENSORESAcc,1)+,.., 
   (span/2),i)=SENSORESAcc(:,i);  
            
 
novaVariavel(size(SENSORESAcc,1)+(span/2)+1:end,i)=SENSORESAcc(end,i); 
  
%Suavização dos sinais de aceleração da matriz SENSORESAcc 
    window=ones(span,1)/span;  
    AccSmooth(:,i)=convn(novaVariavel(:,i),window,'same'); 
end 
    AccSmooth=AccSmooth((span/2)+1:size(AccSmooth,1)-(span/2),:); 
     
%Apresentar Resultados 
  
for h=1:3:size(AccSmooth,2) 
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    a(h)=h; 
    a=a(a~=0); 
    nr_sensor=numel(a); 
    titulo=sprintf('Acc Sensor%d %s Filtrado',nr_sensor,movimento); 
    figure(nr_sensor) 
    set(gcf,'Color','white') 
        subplot(3,1,1) 
            plot(t,AccSmooth(:,h)) 
            title(titulo) 
            set(gca,'XTick',(0:2:30)) 
            ylabel('AccX') 
            axis([0 30 -1.5 1.5]) 
        subplot(3,1,2) 
            plot(t,AccSmooth(:,h+1)) 
            set(gca,'XTick',(0:2:30)) 
            ylabel('AccY') 
            axis([0 30 -1.5 1.5]) 
        subplot(3,1,3) 
            plot(t,AccSmooth(:,h+2)) 
            set(gca,'XTick',(0:2:30)) 
            axis([0 30 -1.5 1.5]) 
            ylabel('AccZ') 
            xlabel('tempo(s)') 
            saveas(figure(nr_sensor),titulo,'jpg') 
end 
pause  
commandwindow 
save(nome_sujeito,'AccSmooth','-append');         
fprintf('<<Segue a Segmentação>>\n\n') 
 
end 
 
 
2.3. Segmentação 
 
function 
[onset,offset,AccSegmentos]=Segmentar(AccSmooth,t,nome_sujeito) 
%--------------------------------------------------------------------- 
%função efetua a segmentação dos sinais de aceleração dos sensores em 
%todos os eixos, fornecendo o cell-array AccSegmentos onde cada celula 
%corresponde a uma réplica e contem 3 vectores, um de cada eixo 
%--------------- 
Variáveis: 
---------------- 
%AccSmooth-sinais de aceleração filtrados 
%t-tempo(s) 
%j-nivel de threshold - aplica-se o threshold a um intervalo inicial 
onde não existe movimento  
%--------------------------------------------------------------------- 
clc; 
close all; 
fprintf('<<Segmentação>>\n\n') 
AccSegmentos={}; 
for h=4:3:12 %desconsiderar sensores 1 e 5 
    close all;  
    %visualização do intervalo onde aplicar o treshold 
    figure(1) 
    clf; 
    plot(AccSmooth(1:600,h)) 
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        xlim([0 600]) 
        ylim([-1.5 1]) 
        line([0 0],[ylim],'color','g') 
        line([218 218],[ylim],'color','g') 
        ylabel('Acc') 
        title('Intervalo para calcular o threshold') 
             
        Intervalo=questdlg('Pretende alterar o intervalo?',... 
        'Verifique o intervalo',... 
        'Sim','Não','Não'); 
    switch Intervalo 
        case 'Sim' 
            Interv_th=input('Introduza o intervalo prentendido:\n'); 
        case 'Não' 
            Interv_th=218; 
    end 
  
%visualização de diferentes niveis de threshold 
    figure(2) 
    clf; 
    ecran_grande; 
        plot(AccSmooth(1:300,h)) 
            for k=1:2:6 
                j=k; 
                th(j)=mean(AccSmooth(1:Interv_th,h)+ ... 
                j*std(AccSmooth(1:Interv_th,h))); 
                thn(j)=mean(AccSmooth(1:Interv_th,h)+ ... 
               (-j)*std(AccSmooth(1:Interv_th,h))); 
            end 
        line([xlim],[th(1) th(1)],'color','r') 
        line([xlim],[th(3) th(3)],'color','k') 
        line([xlim],[th(5) th(5)],'color','y') 
        line([xlim],[thn(1) thn(1)],'color','g') 
        line([xlim],[thn(3) thn(3)],'color','c') 
        line([xlim],[thn(5) thn(5)],'color','m')      
        legend('Acc','th(j=1)','th(j=3)','th(j=5)','th(j=-1)','th(j=-      
3)','th(j=-5)') 
        title('Nivel de Threshold') 
        xlabel('time\s') 
        ylabel('Acc') 
        pause 
            
%threshold 
  
    j=input('Qual o nivel de threshold:\n'); 
    th=mean(AccSmooth(1:Interv_th,h)+j*std(AccSmooth(1:Interv_th,h))); 
    figure(3) 
    clf; 
        plot(t,AccSmooth(:,h)) 
        hold on; 
        line([xlim],[th th],'color','r') 
    act=[]; 
    act=find(AccSmooth(:,h)>th); %cria a variável act, com tds os 
valores acima do treshold 
    niveis=diff(act); % faz a derivada do vector act. Sendo a derivada 
a diferença do ponto seguinte com o atual, 
%nas zonas em que o sinal é cortado vai existir um valor superior a 1, 
nas outras situaões o valor será superior 
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    ponto=find(niveis>20);% pontos onde a derivada é superior a 20, 
valor pré-definido para considerar o ponto como possivel onset ou 
offset 
    on=act(1); 
    off=[]; 
  
    for k=1:1:numel(niveis) 
        if niveis(k)==1; %sempre que a derivada for igual a 1, o ciclo 
passa a proxima célula do vector niveis 
            k=k+1; 
        else 
            if niveis(k)>1 %quando o valor da derivada for superior a 
1 considera comoo um possivel offset  
        off=[off act(k)]; 
        on=[on act(k+1)]; 
            end 
        end 
    end 
     
    onset=[]; 
    offset=[]; 
  
    for j=1:1:numel(off)% para excluir intervalos em que a diferença 
entre o onset e offset seja inferior a 300 
        if (off(j)-on(j))<300; 
            0==0; 
        else 
            if(off(j)-on(j))>=300; 
                onset=[onset on(j)]; 
                offset=[offset off(j)]; 
            end 
        end 
    end 
  
%Verificar e corregir onsets e offsets 
  
     f=gcf; 
     f=f+1; 
     loc_on=zeros(1,4); 
     onsetf=[]; 
     loc_off=zeros(1,4); 
     offsetf=[]; 
     figure(f) 
     clf; 
     ecran_grande; 
     plot(AccSmooth(:,h)); hold on; 
        for i=1:numel(onset) 
            line([onset(i) onset(i)],[ylim],'color','r'); 
        end 
        for i=1:numel(offset) 
            line([offset(i) offset(i)],[ylim],'color','g') 
        end 
        axis([0 numel(AccSmooth(:,h)) min(AccSmooth(:,h)) ... 
        max(AccSmooth(:,h))]); 
        title('Acc filtrado'); 
        legend('Acc','onset','offset') 
        
     for i=1:4 
        s=sprintf('Verify onset %d',i); 
        choice='No'; 
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        while choice ~'Yes' 
              choice = questdlg('O onset está correto?',s, ... 
              'Yes','No','No'); 
        switch choice 
            case 'Yes' 
                break 
            case 'No' 
                [loc_on(i) y(i)]=ginput(1); 
                onsetf=loc_on; 
                figure(f) 
                for k=1:size(onsetf,2) 
                    line([onsetf(1,k)onsetf(1,k)], ... 
               [min(AccSmooth(:,h)) max(AccSmooth(:,h))],'color','k'); 
                end 
                axis([0 numel(AccSmooth(:,h)) min(AccSmooth(:,h)) ... 
                max(AccSmooth(:,h))]); 
        end 
        end    
     end  
  
     for i=1:4 
        s=sprintf('Verify offset %d',i); 
        choice='No'; 
        while choice ~'Yes' 
              choice=questdlg('O offset está correcto?',s, ... 
             'Yes','No','No'); 
        % Handle response 
        switch choice 
            case 'Yes' 
               break 
            case 'No' 
                [loc_off(i) y(i)]=ginput(1); 
                offsetf=loc_off;  
                figure(f) 
                for k=1:size(offsetf,2) 
                    line([offsetf(1,k) offsetf(1,k)], ... 
                    [min(AccSmooth(:,h))  
                    max(AccSmooth(:,h))],'color','k'); 
                end 
                axis([0 numel(AccSmooth(:,h)) ... 
        min(AccSmooth(:,h)) max(AccSmooth(:,h))]); 
        end 
        end 
     end 
      
     commandwindow; 
     if length(onset)<4 
        onset 
        Idx=input('Idx onset\n') 
        z=false(1,length(onset)+length(Idx)); 
        z(Idx)=true; 
        result=nan(size(z)); 
        result(~z)=onset; 
        result(z)=0; 
        onset=result; 
     else 
        onset=onset; 
     end 
     if (isempty(onsetf))==1 
         onset=onset; 
     else  
104 
 
       onsetf=round(onsetf); 
       u=find(onsetf==0); 
       onsetf(u)=onset(u); 
       onset=onsetf; 
     end 
      
     %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
    
     if length(offset)<4 
        offset 
        Idx=input('Idx offset\n') 
        z=false(1,length(offset)+length(Idx)); 
        z(Idx)=true; 
        result=nan(size(z)); 
        result(~z)=offset; 
        result(z)=0; 
        offset=result; 
     else 
        offset=offset; 
     end 
     if (isempty(offsetf))==1 
         offset=offset; 
     else  
       offsetf=round(offsetf); 
       u=find(offsetf==0); 
       offsetf(u)=offset(u); 
       offset=offsetf; 
     end 
       
  
%APRESENTAR RESULTADOS FINAIS 
  
    figure(f+1); 
    clf; 
    ecran_grande; 
    subplot(311),plot(t,AccSmooth(:,h));hold on; 
        for i=1:numel(onset) 
            line([t(onset(i)) t(onset(i))],[ylim],'color','r'); 
        end 
        for i=1:numel(offset) 
            line([t(offset(i)) t(offset(i))],[ylim],'color','g'); 
        end 
        axis([min(t) max(t) ylim]); 
        legend('AccX','onset','offset'); 
        title('Segmentação dos sinais de Acc') 
        ylabel('AccX') 
  
    subplot(312),plot(t,AccSmooth(:,h+1));hold on; 
        for i=1:numel(onset) 
            line([t(onset(i)) t(onset(i))],[ylim],'color','r'); 
        end 
        for i=1:numel(offset) 
            line([t(offset(i)) t(offset(i))],[ylim],'color','g'); 
        end 
        axis([min(t) max(t) ylim]); 
        legend('AccY','onset','offset'); 
        ylabel('AccY') 
  
    subplot(313),plot(t,AccSmooth(:,h+2));hold on; 
        for i=1:numel(onset) 
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            line([t(onset(i)) t(onset(i))],[ylim],'color','r'); 
        end 
        for i=1:numel(offset) 
            line([t(offset(i)) t(offset(i))],[ylim],'color','g'); 
        end 
        axis([min(t) max(t) ylim]); 
        legend('AccZ','onset','offset'); 
        ylabel('AccZ') 
        xlabel('time(s)')   
    pause 
  
    %Corrigir onsets e offsets nos eixos Y e Z caso seja necessário 
    choice = questdlg('Os onsets estão correctos?', ... 
    'Verifique', ... 
    'Yes','No','No');  
    switch choice 
      case 'Yes' 
          %x,y e z réplica 1 
          AccSegmentos{h}=[AccSmooth((onset(1):offset(1)),h) ... 
          AccSmooth(onset(1):offset(1),h+1),... 
          AccSmooth(onset(1):offset(1),h+2)]; 
          %x,y e z réplica 2 
          AccSegmentos{h+1}=[AccSmooth((onset(2):offset(2)),h) ... 
          AccSmooth(onset(2):offset(2),h+1),... 
          AccSmooth(onset(2):offset(2),h+2)]; 
          %x,y e z réplica 3 
          AccSegmentos{h+2}=[AccSmooth((onset(3):offset(3)),h) ... 
          AccSmooth(onset(3):offset(3),h+1),... 
          AccSmooth(onset(3):offset(3),h+2)];     
      case 'No' 
          figure(f+1)       
          clf; 
          subplot(211),plot(AccSmooth(1:onset(2),h+1));hold on; 
              line([onset(1) onset(1)],[ylim],'color','r'); 
              line([offset(1) offset(1)],[ylim],'color','g'); 
              set(gca,'XTick',(0:50:onset(2))) 
              axis([0 onset(2) ylim]); 
              legend('AccY','onset','offset'); 
              ylabel('AccY') 
  
          subplot(212),plot(AccSmooth(1:onset(2),h+2));hold on; 
              line([onset(1) onset(1)],[ylim],'color','r'); 
              line([offset(1) offset(1)],[ylim],'color','g'); 
              axis([0 onset(2) ylim]); 
              set(gca,'XTick',(0:50:onset(2))) 
              legend('AccZ','onset','offset'); 
              ylabel('AccZ') 
  
          AltY=ginput(1); 
             AltY=onset(1)-round(AltY(1)); 
          AltZ=ginput(1); 
             AltZ=onset(1)-round(AltZ(1));                   
              
          %CRIAR VARIÁVEL COM TODOS OS SEGMENTOS(AccSegmentos1) 
          AccSegmentos1={zeros}; 
          %x réplica1 
          AccSegmentos1{1}=AccSmooth((onset(1):offset(1)),h); 
          %y réplica1 
          AccSegmentos1{2}=AccSmooth(onset(1)-AltY:offset(1)+AltY,h+1) 
          %z réplica1 
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          AccSegmentos1{3}=AccSmooth(onset(1)-AltZ:offset(1)+AltZ,h+2) 
          %x réplica2 
          AccSegmentos1{4}=AccSmooth(onset(2):offset(2),h); 
          %y réplica2 
          AccSegmentos1{5}=AccSmooth(onset(2)-AltY:offset(2)+AltY,h+1) 
          %z réplica2 
          AccSegmentos1{6}=AccSmooth(onset(2)-AltZ:offset(2)+AltZ,h+2) 
          %x réplica3 
          AccSegmentos1{7}=AccSmooth((onset(3):offset(3)),h); 
          %y réplica3 
          AccSegmentos1{8}=AccSmooth(onset(3)-AltY:offset(3)+AltY,h+1) 
          %z réplica3 
          AccSegmentos1{9}=AccSmooth(onset(3)-AltZ:offset(3)+AltZ,h+2) 
  
%Efetuar interpolação e decimação (resample) para os sinais da mesma 
réplica ficaram com igual dimensão para facilitar manipulação 
          valor_origem=(zeros); 
          m=(zeros); 
          n=(zeros); 
          for i=1:size(AccSegmentos1,2) 
              valor_origem(i)=AccSegmentos1{i}(1,1); 
              AccSegmentos1{1,i}(:,1)=AccSegmentos1{1,i}(:,1) ... 
              -valor_origem(1,i); 
              [m(i),n(i)]=size(AccSegmentos1{i}(:,1)); 
          end 
          rs={zeros}; 
          for j=1:3:size(AccSegmentos1,2) 
              m(j:j+2)=sort(m(j:j+2),'descend'); 
              for k=0:2 
              rs{1,j+k}=resample(AccSegmentos1{1,j+k},m(j), ... 
              size(AccSegmentos1{1,j+k}(:,1),1)); 
              rs{1,j+k}=rs{1,j+k}+valor_origem(j+k); 
              end 
          end 
          %x,y e z réplica 1 
          AccSegmentos{h}=[rs{1,1}(:,1) rs{1,2}(:,1) rs{1,3}(:,1)]; 
          %x,y e z réplica 2 
          AccSegmentos{h+1}=[rs{1,4}(:,1) rs{1,5}(:,1) rs{1,6}(:,1)]; 
          %x,y e z réplica 3 
          AccSegmentos{h+2}=[rs{1,7}(:,1) rs{1,8}(:,1) rs{1,9}(:,1)]; 
  
    end 
end 
fprintf('<<Segue o cálculo dos cumulantes>>\n') 
AccSegmentos=AccSegmentos(~cellfun('isempty',AccSegmentos)); 
save(nome_sujeito,'AccSegmentos','-append') 
 
end 
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3.  Análise dos dados 
3.1. Cálculo e vectorização dos cumulantes 
 
3.1.1. Função calcular cumulantes de 2 ordem 
 
function   y_cum=cum2est(y, maxlag, nsamp, overlap, flag) 
 
%-------------------------------------------------------------------- 
%CUM2EST Covariance function. 
%   Should be involed via "CUMEST" for proper parameter checks. 
%   y_cum = cum2est (y, maxlag, samp_seg, overlap,  flag) 
%          y: input data vector (column) 
%     maxlag: maximum lag to be computed 
%   samp_seg: samples per segment (<=0 means no segmentation) 
%    overlap: percentage overlap of segments 
%       flag: 'biased', biased estimates are computed 
%             'unbiased', unbiased estimates are computed. 
%      y_cum: estimated covariance, 
%             C2(m)  -maxlag <= m <= maxlag 
%   all parameters must be specified!  
%  Copyright (c) 1991-2001 by United Signals & Systems, Inc.  
%       $Revision: 1.5 $ 
%  A. Swami   January 20, 1993  
%     RESTRICTED RIGHTS LEGEND 
% Use, duplication, or disclosure by the Government is subject to 
% restrictions as set forth in subparagraph (c) (1) (ii) of the 
% Rights in Technical Data and Computer Software clause of DFARS 
% 252.227-7013. 
% Manufacturer: United Signals & Systems, Inc., P.O. Box 2374, 
% Culver City, California 90231. 
%  This material may be reproduced by or for the U.S. Government 
pursuant 
%  to the copyright license under the clause at DFARS 252.227-7013. 
 
% C2(m):=E conj(x(n)) x(n+k) 
  
% ----------  parameter checks are done by CUMEST  ---------------- 
  
   [n1,n2]=size(y);    N = n1*n2; 
  
   overlap=fix(overlap/100 * nsamp); 
   nrecord= fix( (N - overlap)/(nsamp - overlap) ); 
   nadvance = nsamp - overlap; 
  
   y_cum    = zeros(maxlag+1,1); 
   ind=1:nsamp; 
  
   for i=1:nrecord 
       x = y(ind); x = x(:) - mean(x);     % make sure we have a 
colvec 
       for k = 0:maxlag 
           y_cum(k+1) = y_cum(k+1) + x([1:nsamp-k])' * x([k+1:nsamp]); 
       end 
       ind = ind + nadvance; 
   end 
   if (flag(1:1) == 'b' | flag(1:1) == 'B') 
108 
 
       y_cum = y_cum / (nsamp*nrecord); 
   else 
       y_cum = y_cum ./ (nrecord * (nsamp-[0:maxlag]' )); 
   end 
   if maxlag > 0, 
      y_cum = [conj(y_cum(maxlag+1:-1:2)); y_cum]; 
   end 
  
return 
 
3.1.2. Função calcular cumulantes de 3 ordem 
 
function   y_cum = cum3est(y, maxlag, nsamp, overlap, flag, k1) 
 
%-------------------------------------------------------------------- 
%CUM3EST Third-order cumulants. 
%   Should be invoked via "CUMEST" for proper parameter checks 
%   y_cum = cum3est (y, maxlag, samp_seg, overlap, flag, k1) 
%   y_cum = cum3est (y, maxlag, samp_seg, overlap, flag, k1) 
%          y: input data vector (column) 
%     maxlag: maximum lag to be computed 
%   samp_seg: samples per segment 
%    overlap: percentage overlap of segments 
%      flag : 'biased', biased estimates are computed  [default] 
%             'unbiased', unbiased estimates are computed. 
%         k1: the fixed lag in c3(m,k1): see below 
%      y_cum:  estimated third-order cumulant, 
%              C3(m,k1)  -maxlag <= m <= maxlag 
  
%  Copyright (c) 1991-2001 by United Signals & Systems, Inc.  
%       $Revision: 1.4 $ 
%  A. Swami   January 20, 1993 
  
% Modified Jan 20, 94 to handle complex case properly. 
%  c3(i,j) := E x^*(n) x(n+i) x(n+j)   (x assumed zero mean) 
  
%     RESTRICTED RIGHTS LEGEND 
% Use, duplication, or disclosure by the Government is subject to 
% restrictions as set forth in subparagraph (c) (1) (ii) of the 
% Rights in Technical Data and Computer Software clause of DFARS 
% 252.227-7013. 
% Manufacturer: United Signals & Systems, Inc., P.O. Box 2374, 
% Culver City, California 90231. 
% 
%  This material may be reproduced by or for the U.S. Government 
pursuant 
%  to the copyright license under the clause at DFARS 252.227-7013. 
  
%  c3(i,j) := E x^*(n) x(n+i) x(n+j)   (x assumed zero mean) 
  
%---------------- Parameter checks done by CUMEST -------------- 
   [n1,n2]  = size(y); 
   N        = n1*n2; 
   minlag   = -maxlag; 
   overlap  = fix(overlap/100 * nsamp); 
   nrecord  = fix( (N - overlap)/(nsamp - overlap) ); 
   nadvance = nsamp - overlap; 
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   y_cum = zeros(maxlag-minlag+1,1); 
  
   ind = (1:nsamp)'; 
   nlags = 2 * maxlag + 1; 
   zlag  = 1 + maxlag; 
   if (flag(1) == 'b' | flag(1) == 'B') 
    scale = ones(nlags,1)/nsamp; 
   else 
       lsamp = nsamp - abs(k1); 
       scale = [lsamp-maxlag:lsamp,lsamp-1:-1:lsamp-maxlag]'; 
       [m2,n2] = size(scale); 
       scale = ones(m2,n2) ./ scale; 
   end 
  
   for i=1:nrecord 
       x = y(ind); x = x(:) - mean(x);     % make sure we have a col 
vec 
       cx = conj(x); 
       z = x*0; 
  
%                     create the "IV" matrix: offset for second lag 
  
       if (k1 >= 0) z(1:nsamp-k1)  = x(1:nsamp-k1,:) .* cx(k1+1: 
nsamp,:); 
       else         z(-k1+1:nsamp) = x(-k1+1:nsamp)  .* 
cx(1:nsamp+k1); 
       end 
  
%                     compute third-order cumulants 
  
       y_cum(zlag)  =  y_cum(zlag) + z' * x; 
  
       for k = 1:maxlag 
           y_cum(zlag-k) = y_cum(zlag-k) + z([k+1:nsamp])' * 
x([1:nsamp-k]); 
           y_cum(zlag+k) = y_cum(zlag+k) + z([1:nsamp-k])' * 
x([k+1:nsamp]); 
       end 
  
       ind = ind + nadvance; 
   end 
  
   y_cum = y_cum .* scale / nrecord; 
  
return 
 
3.1.3. Função calcular cumulantes de 4 ordem 
 
function   y_cum = cum4est(y, maxlag, nsamp, overlap, flag, k1, k2) 
 
%-------------------------------------------------------------------- 
%CUM4EST Fourth-order cumulants. 
%       Should be invoked via CUMEST for proper parameter checks 
%       y_cum = cum4est (y, maxlag, samp_seg, overlap, flag, k1, k2) 
  
%       Computes sample estimates of fourth-order cumulants 
%       via the overlapped segment method. 
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% 
%       y_cum = cum4est (y, maxlag, samp_seg, overlap, flag, k1, k2) 
%              y: input data vector (column) 
%         maxlag: maximum lag 
%       samp_seg: samples per segment 
%        overlap: percentage overlap of segments 
%          flag : 'biased', biased estimates are computed 
%               : 'unbiased', unbiased estimates are computed. 
%     k1,k2 : the fixed lags in C3(m,k1) or C4(m,k1,k2); see below 
%     y_cum : estimated fourth-order cumulant slice 
%             C4(m,k1,k2)  -maxlag <= m <= maxlag 
%   Note: all parameters must be specified 
  
  
%  Copyright (c) 1991-2001 by United Signals & Systems, Inc.  
%       $Revision: 1.4 $ 
%  A. Swami   January 20, 1993 
  
% Modified, Januar 20, 1994 to handle complex case properly: 
% c4(t1,t2,t3) := cum( x^*(t), x(t+t1), x(t+t2), x^*(t+t3) ) 
  
%     RESTRICTED RIGHTS LEGEND 
% Use, duplication, or disclosure by the Government is subject to 
% restrictions as set forth in subparagraph (c) (1) (ii) of the 
% Rights in Technical Data and Computer Software clause of DFARS 
% 252.227-7013. 
% Manufacturer: United Signals & Systems, Inc., P.O. Box 2374, 
% Culver City, California 90231. 
% 
%  This material may be reproduced by or for the U.S. Government 
pursuant 
%  to the copyright license under the clause at DFARS 252.227-7013. 
  
  
% c4(t1,t2,t3) := cum( x^*(t), x(t+t1), x(t+t2), x^*(t+t3) ) 
%  cum(w,x,y,z) := E(wxyz) - E(wx)E(yz) - E(wy)E(xz) - E(wz)E(xy) 
%  and, w,x,y,z are assumed to be zero-mean. 
  
  
% ---- Parameter checks are done in CUMEST ---------------------- 
   [n1,n2]  = size(y); 
   N        = n1 * n2; 
   overlap0 = overlap; 
   overlap  = fix(overlap/100 * nsamp); 
   nrecord  = fix( (N - overlap)/(nsamp - overlap) ); 
   nadvance = nsamp - overlap; 
  
  
% ------ scale factors for unbiased estimates -------------------- 
  
   nlags = 2 * maxlag + 1; 
   zlag  = 1 + maxlag; 
   tmp   = zeros(nlags,1); 
   if (flag(1:1) == 'b'  | flag(1:1) == 'B') 
       scale = ones(nlags,1) / nsamp; 
   else 
       ind   = [-maxlag:maxlag]'; 
       kmin  = min(0,min(k1,k2)); 
       kmax  = max(0,max(k1,k2)); 
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       scale = nsamp - max(ind,kmax) + min(ind,kmin); 
       scale = ones(nlags,1) ./ scale; 
   end 
   mlag  = maxlag + max(abs([k1,k2])); 
   mlag  = max( mlag, abs(k1-k2) ); 
   mlag1 = mlag + 1; 
   nlag  = maxlag; 
   m2k2  = zeros(2*maxlag+1,1); 
  
   if (any(any(imag(y) ~= 0))) complex_flag = 1; 
   else complex_flag = 0; 
   end 
  
% ----------- estimate second- and fourth-order moments; combine -----
- 
  
   y_cum  = zeros(2*maxlag+1,1); 
   R_yy   = zeros(2*mlag+1,1); 
  
   ind   = 1:nsamp; 
   for i=1:nrecord 
       tmp = y_cum * 0 ; 
       x = y(ind); x = x(:) - mean(x);  z =  x * 0;  cx = conj(x); 
%                     create the "IV" matrix: offset for second lag 
  
       if (k1 >= 0) 
            z(1:nsamp-k1)  = x(1:nsamp-k1,:) .* cx(k1+1: nsamp,:); 
       else 
            z(-k1+1:nsamp) = x(-k1+1:nsamp)  .* cx(1:nsamp+k1); 
       end 
  
%create the "IV" matrix: offset for third lag 
  
       if (k2 >= 0) 
          z(1:nsamp-k2) = z(1:nsamp-k2) .* x(k2+1: nsamp); 
          z(nsamp-k2+1:nsamp) = zeros(k2,1); 
       else 
          z(-k2+1:nsamp) = z(-k2+1:nsamp) .* x(1:nsamp+k2); 
          z(1:-k2)    = zeros(-k2,1); 
       end 
  
       tmp(zlag)  =  tmp(zlag) + z' * x; 
       for k = 1:maxlag 
           tmp(zlag-k) = tmp(zlag-k) + z([k+1:nsamp])' *...  
           x([1:nsamp-k]); 
           tmp(zlag+k) = tmp(zlag+k) + z([1:nsamp-k])' *... 
           x([k+1:nsamp]); 
       end 
  
       y_cum = y_cum + tmp .* scale ; 
  
       R_yy=cum2est(x,mlag,nsamp,overlap0,flag); 
       if (complex_flag)    % We need E x(t)x(t+tau) stuff also: 
           M_yy  = cum2x(conj(x),x,mlag,nsamp,overlap0,flag); 
       else 
           M_yy  = R_yy; 
       end 
       y_cum = y_cum ... 
           - R_yy(mlag1+k1) * R_yy(mlag1-k2-nlag:mlag1-k2+nlag) ... 
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           - R_yy(k1-k2+mlag1) * R_yy(mlag1-nlag:mlag1+nlag)  ... 
           - M_yy(mlag1+k2)' * M_yy(mlag1-k1-nlag:mlag1-k1+nlag) ; 
  
       ind = ind + nadvance; 
end 
  
y_cum = y_cum / nrecord; 
return 
 
3.1.4. Função para vectorizar cumulantes  
 
 
function output = zigzag(in) 
 
%--------------------------------------------------------------------  
% Zigzag scan of a matrix 
% Argument is a two-dimensional matrix of any size, 
% not strictly a square one. 
% Function returns a 1-by-(m*n) array, 
% where m and n are sizes of an input matrix, 
% consisting of its items scanned by a zigzag method. 
% 
% Alexey S. Sokolov a.k.a. nICKEL, Moscow, Russia 
% June 2007 
% alex.nickel@gmail.com 
  
% initializing the variables 
%---------------------------------- 
h=1; 
v=1; 
vmin=1; 
hmin=1; 
vmax=size(in, 1); 
hmax=size(in, 2); 
i=1; 
output=zeros(1,vmax*hmax); 
%---------------------------------- 
while ((v<=vmax) & (h<=hmax)) 
    if (mod(h+v,2)==0)                 % going up 
        if (v==vmin)        
            output(i)=in(v,h);        % if we got to the first line 
            if (h==hmax) 
          v=v+1; 
        else 
              h=h+1; 
            end; 
            i=i+1; 
        elseif ((h==hmax) & (v<vmax))   % if we got to the last column 
            output(i) = in(v,h); 
            v=v+1; 
            i=i+1; 
        elseif ((v>vmin) & (h<hmax))    % all other cases 
            output(i) = in(v,h); 
            v=v-1; 
            h=h+1; 
            i=i+1; 
     end; 
         
    else                                    % going down 
       if ((v==vmax) & (h<=hmax))       % if we got to the last line 
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            output(i)=in(v,h); 
            h=h+1; 
            i=i+1; 
       elseif (h==hmin)                   % if we got to the first 
column 
            output(i)=in(v,h); 
            if (v==vmax) 
          h=h+1; 
        else 
              v=v+1; 
            end; 
            i=i+1; 
       elseif ((v<vmax) & (h>hmin))     % all other cases 
            output(i) = in(v,h); 
            v=v+1; 
            h=h-1; 
            i=i+1; 
        end; 
    end; 
  
    if ((v==vmax) & (h==hmax))          % bottom right element 
        output(i) = in(v,h); 
        break 
    end; 
  
end 
 
 
3.2. Extração dos cumulantes como caracteristicas 
 
function [cumx,cumy,cumz,FeatureMatrix] = 
Cumulantes(movimento,AccSegmentos,maxlag,flag,overlap,nr_sujeito,nome_
sujeito) 
%-------------------------------------------------------------------- 
%Função cálcula cumulantes em todas as réplicas e extrai coeficentes 
para matriz de carcateristicas 
--------------------- 
Variáveis: 
------------------ 
%cumx-cumulante em x 
%cumy-cumulante de y 
%cumz-cumulante de em z 
%cum2V-cumulante de 2ºordem vetorizado  
%cada h representa um ciclo com com sinal dos 3 eixos (x,y e z) 
%-------------------------------------------------------------------- 
 
close all; 
fprintf('<<Cálculo dos cumulantes e extração para Matriz de 
características>>\n\n') 
featureVector=[zeros]; 
FeatureMatrix=[]; 
cumx={}; 
cumy={}; 
cumz={}; 
CUMULANTES2={}; 
CUMULANTES3={}; 
CUMULANTES4={}; 
%Para cada réplica... 
for h=1:9 
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    matriz={}; 
    quadranteSuperior={}; 
    output={}; 
    cum2V={}; 
    cum3V={}; 
    cum4V={}; 
    cumulante2={}; 
    cumulante3={}; 
    cumulante4={};  
     
    %...calcula-se cumulantes nos 3 eixos 
    for k=1:3 
        nsamp=length(AccSegmentos{1,h}(:,k)); 
        %CUMULANTE de 2ºordem 
         cumulante2{k}=cum2est(AccSegmentos{1,h}(:,k), ... 
         maxlag,nsamp,overlap,flag); 
         cum2V{k}=cumulante2{k}(maxlag+1:2*maxlag+1);%cumulante de 
2ordem simétrico pegar em metade do vector 
         
        %CUMULANTE de 3ºordem 
        for k1=-maxlag:maxlag 
                                                                                 
cumulante3{k}(:,k1+maxlag+1)= ... 
cum3est(AccSegmentos{1,h}(:,k), ... 
maxlag,nsamp,overlap,flag,k1); 
        end 
        %inverter matriz para obter quadrante superior ccorrecto 
        cumulante3{k}=flipud(cumulante3{k}); 
        %Diagonalizar cumulantes de 3ºordem 
        quadranteSuperior{k}=cumulante3{k}... 
        (1:maxlag+1,maxlag+1:2*maxlag+1); 
        %Atribuir NaN ao triagulo simétrico que não importa 
        m=[]; 
        n=[]; 
        [m n]=size(quadranteSuperior{k}); 
         for l=1:n 
            quadranteSuperior{k}(l,1:n-l)=NaN; 
         end 
        %Inverter matriz e eliminar 1ºcoluna para aplicar função de 
zigzag     
        quadranteSuperior{k}=flipud(quadranteSuperior{k}); 
        quadranteSuperior{k}=quadranteSuperior{k}(:,2:end); 
        %Aplicar função zigzag 
        vmax=size(quadranteSuperior{k},1); 
        hmax=size(quadranteSuperior{k},2); 
        i=1; 
        output{k}=zeros(1,vmax*hmax); 
        output{k}=zigzag(quadranteSuperior{k}); 
        cum3V{k}=[cumulante3{k}(maxlag+1,maxlag+1) output{k}]; 
        cum3V{k}=cum3V{k}(~isnan(cum3V{k})); 
         
        %CUMULANTE de 4ºordem 
        for k1=-maxlag:maxlag 
            for k2=-maxlag:maxlag 
                cumulante4{k}(:,k1+maxlag+1,k2+maxlag+1)= ... 
                cum4est(AccSegmentos{1,h}(:,k),maxlag,nsamp, ... 
                overlap,flag,k1,k2); 
            end 
        end 
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        %inverter para obter parte simétrica 
        cumulante4{k}=flipdim(cumulante4{k},1)%inverter em y 
        %cumulante4{k}=flipdim(cumulante4{k},2)%inverter em x 
         
        %Zero lag até maxlag 
        cumulante4{k}=cumulante4{k}... 
        (1:maxlag+1,maxlag+1:2*maxlag+1,maxlag+1:2*maxlag+1); 
          
        %Diagonalizar por fatias matriz 3D 
         
        output={}; 
        for j=1:maxlag+1 
            matriz{k}{j}=cumulante4{k}(1:maxlag+1,j:maxlag+1,j); 
            m=[]; 
            n=[]; 
            [m n]=size(matriz{k}{j}); 
        if n<=m 
            for l=1:n 
                matriz{k}{j}(l,1:n-l)=NaN; 
            end 
        else 
            error('o número de linhas deve ser igual ou superior ao 
número de colunas') 
        end 
        
        if j==1    
         matriz{k}{j}=flipud(matriz{k}{j}); 
         matriz{k}{j}=matriz{k}{j}(:,2:end); 
        else 
            if mod(j,2)==0 
              matriz{k}{j}=matriz{k}{j};    
            else 
              matriz{k}{j}=flipud(matriz{k}{j});   
            end 
        end 
        
        %Aplicar função para zig zag dos cumulantes 
            vmax=[]; 
            hmax=[]; 
            i=1; 
            vmax=size(matriz{k}{j},1); 
            hmax=size(matriz{k}{j},2); 
            output{j}=zeros(1,vmax*hmax); 
            output{j}=zigzag(matriz{k}{j}); 
            output{j}=output{j}(~isnan(output{j}));  
        end 
        %Vectorizar 
        cum4V{k}=[cumulante4{k}(maxlag+1,1,1) cell2mat(output)]; 
        
        % GUARDAR OS CUMULANTES ORIGINAIS 
        CUMULANTES2{h}{k}=cumulante2{k}; 
        CUMULANTES3{h}{k}=cumulante3{k}; 
        CUMULANTES4{h}{k}=cumulante4{k};   
    end 
    
       
    %seleccionar nr de pontos igual ao lag 
     
    cumx{h}=[mean(AccSegmentos{1,h}(:,1)) cum2V{1}(1:maxlag)'... 
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    cum3V{1}(1:maxlag) cum4V{1}(1:maxlag)]; 
    cumy{h}=[mean(AccSegmentos{1,h}(:,2)) cum2V{2}(1:maxlag)'... 
    cum3V{2}(1:maxlag) cum4V{2}(1:maxlag)];  
    cumz{h}=[mean(AccSegmentos{1,h}(:,3)) cum2V{3}(1:maxlag)'... 
    cum3V{3}(1:maxlag) cum4V{3}(1:maxlag)]; 
     
FeatureVetor(h,:)=[cumx{h} cumy{h} cumz{h}]; 
  
end 
  
FeatureMatrix=cell(h,size(FeatureVetor,2)); 
FeatureMatrix=num2cell(FeatureVetor); 
  
FeatureMatrix{1,size(FeatureVetor,2)+1}='Sensor2'; 
FeatureMatrix{2,size(FeatureVetor,2)+1}='Sensor2'; 
FeatureMatrix{3,size(FeatureVetor,2)+1}='Sensor2'; 
FeatureMatrix{4,size(FeatureVetor,2)+1}='Sensor3'; 
FeatureMatrix{5,size(FeatureVetor,2)+1}='Sensor3'; 
FeatureMatrix{6,size(FeatureVetor,2)+1}='Sensor3'; 
FeatureMatrix{7,size(FeatureVetor,2)+1}='Sensor4'; 
FeatureMatrix{8,size(FeatureVetor,2)+1}='Sensor4'; 
FeatureMatrix{9,size(FeatureVetor,2)+1}='Sensor4'; 
  
    for i=1:h 
        FeatureMatrix{i,size(FeatureVetor,2)+2}=movimento; 
    end 
  
   if nr_sujeito==1 
      A='A1'; 
   else 
      Numero_featureVetors=(nr_sujeito-1)*9; 
      celulaExl=Numero_featureVetors+1; 
      A=sprintf('A%d',celulaExl); 
   end 
xlswrite('FeatureMatrix.xls',FeatureMatrix,'AllFeatures',A); 
save(nome_sujeito,'cumx','cumy','cumz','FeatureMatrix','-append') 
end 
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