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1 
Research Highlights 
 A value-driven design for resilience framework is proposed. 
 It assesses time-dependent resilience under randomly varying adverse conditions. 
 It optimizes decision variables to maximize a design firm’s future profit. 
 It has the ability to solve high-dimension, mixed-integer decision-making models. 
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Abstract  
Designing resilient engineered systems that can sense and withstand adverse events and recover from the effects 
of the adverse events is increasingly seen as an important goal of engineering design. This paper proposes a value-
driven design for resilience (VD2R) framework in order to enable the assessment of system resilience and the 
optimization of decision variables (or design characteristics) that maximize the value of the system for a firm. The 
VD2R framework possesses three unique features that allow system resilience and value to be addressed in a 
theoretically founded and explicit way. First, it assesses the time-dependent resilience of an engineered system by 
explicitly modeling the redundancy, robustness, and restoration of the system. This assessment captures the 
stochastic behavior of degradation and restoration and their impact on system resilience. Second, it encompasses a 
value model that links time-dependent system resilience to a design firm’s future profit. Third, the VD2R framework 
offers an efficient optimization method to solve high-dimension, mixed-integer decision-making models. The 
proposed framework is demonstrated with a case study, where the resilience of a series-parallel system is modeled 
and its design characteristics optimized.  
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1 Introduction 
In recent years, research on resilience has been widely conducted in ecology [1-3], psychology [4-7], economics 
and organizational science [8-10], infrastructure systems [11-23], and engineering design [25,27,28] to improve the 
ability of systems or people to quickly respond to and recover from adverse events. In infrastructure systems and 
engineering design, research has been done to develop metrics for defining resilience [11-14,18-25] and techniques 
for assessing resilience [12,15-24,27,28]. Most resilience metrics reflect one or more of three properties in a system 
[29-32]: (i) robustness, the ability of a system to prevent damage propagation in the presence of advance conditions; 
(ii)  rapidity, the speed at which a system can respond to and recover from failure; and (iii) redundancy, the extent to 
which the duplication of critical components of a system reduces the likelihood of system failure.  Resilience 
metrics can be broadly categorized as deterministic measures [11-14,18,19] and probabilistic measures [20-26]. A 
deterministic measure does not account for uncertainty in system behavior (e.g., degradation, failure, and recovery), 
while a probabilistic measure captures the stochasticity associated with system behavior [31]. Two comprehensive 
reviews of resilience metrics and assessment can be found in refs [31] and [32]. 
In the field of engineering design, resilience has been defined as the ability of an engineered system to sense 
and withstand adverse events
1
, and to recover from the effects of the adverse events [25]. A rigorous mathematical 
formula has been derived to quantitatively measure the resilience of an engineered system [25,26]. The formula 
incorporates the three properties mentioned earlier but uses the terms reliability and restoration. Reliability is the 
probability of an engineered system to perform above a safety limit under stated conditions for a given period of 
time, whereas restoration measures the ability of the system to restore its capacity and performance by detecting, 
predicting, and recovering from the system-wide effects of adverse events. Resilience, as the sum of these two 
                                                          
1
 An adverse event refers to the fault/failure of a physical component of an engineered system that occurs due to 
internal hazards (e.g., manufacturing defects and material degradation) and/or external hazards (e.g., natural hazards 
and abusive use) during the operation of the system.  
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3 
concepts, is measured as the system’s reliability (R) plus the probability the system is restored given that it failed. 
Mathematically, engineering resilience can be expressed as [25] 
      Resilience Reliability RestorationR    (1) 
The restoration term (ρ) is defined as the degree of reliability recovery. This term represents a joint probability of a 
system failure event (Esf), a correct diagnostics event (Ecd), a correct prognostics event (Ecp), and a recovery action 
success event (Er), and takes the following form [25] 
 
         
 
Pr E E E E Pr E |E E E Pr E |E E Pr E |E Pr E
1
sf cd cp r r cp cd sf cp cd sf cd sf sf
r p d R
    
     
 (2) 
where r, p, and d are respectively the conditional probabilities of the recovery action success, correct 
prognostics, and correct diagnostics, and 1R is the probability of system failure. Note that the resilience metric in 
Eq. (1) has a range of [0,1], because the reliability, R, and conditional probabilities, r, p, and d, are all 
probabilities and thus have a range of [0,1].  
Design for reliability typically seeks to minimize the system’s lifecycle cost subject to the reliability 
requirement [49-51], and this concept has recently been extended to design for resilience [25]. Although measuring 
system resilience is typically motivated by a desire to help decision makers prepare for and respond to disruptions, 
less research has concentrated on modeling precisely how decisions made at a firm level can enhance engineering 
resilience. Often, the systems model for resilience is used to evaluate different protection or recovery strategies 
[16,22,40] or to determine assets to protect or fortify [41]. A couple of optimization models rely on a model for 
resilience to help an organization trade off between minimizing impacts from a disruption and minimizing recovery 
time [42,77]. Incorporating planning activities within an optimization model for resilience has been undertaken in 
the transportation network [43-45]. Other optimization models for resilience [46-48] analyze a system’s resilience in 
the face of a disruption rather than as a decision-making tool per se.  
The above literature review suggests that designing resilient engineered systems is increasingly seen as an 
important goal of engineering design. However, it remains challenging to 1) assess system resilience under time-
dependent adverse conditions and 2) model how designing resilience in engineered systems impacts system value 
from a firm’s perspective. First, although the mathematical definition in Eq. (1) provides a useful metric to guide 
engineering design for resilience, very little work has gone into assessing the impact of time-dependent adverse 
conditions on resilience. Time-dependent resilience metrics [11,14,18,20,22] exist in the infrastructure resilience 
literature, but these metrics focus largely on the restoration or rapidity part of the equation and in general do not 
consider the natural degradation in a system over time. Practical time-independent resilience metrics were proposed 
to enable the development of effective decision-making tools under multi-hazard environments [23,24]. Resilience 
assessment with these resilience metrics explicitly accounts for system degradation due to natural aging and allows 
decision makers to predict system resilience in the presence of both natural disasters (external) and system 
degradation (internal). This existing work, however, does not attempt to model how system degradation and 
restoration result from design decisions. There is still a need for a theoretical basis and computational methods that 
enable rigorous resilience analysis within engineering design while considering the time-dependent nature of 
degradation and restoration. Specifically, two challenges remain in quantitative resilience analysis of an engineered 
system: i) how to capture the random and time-dependent nature of adverse conditions in modeling system 
degradation; and ii) how to model the restorative capacity of the system and assess its impact on system resilience to 
adverse events. Second, engineering resilience, as an emerging concept, has not yet been adequately explored in the 
field of decision making in engineering design. A firm who desires to design a more resilient system needs the 
ability to integrate resilience analysis into its fundamental objectives in order to maximize value. How best to 
incorporate resilience during the early design stage in a way that maximizes the firm’s value from the system 
remains a significant challenge in engineering design. To address these challenges, this paper creates a value-driven 
design for resilience (VD2R) framework for designing resilience in engineered systems. The framework enables the 
assessment of system resilience and the optimization of decision variables that maximize system value for a firm. 
The creation of the VD2R framework represents a shift towards a new paradigm of engineering design that adapts 
the concept of engineering resilience to value-driven design (VDD). VDD eschews hard requirements in favor of 
determining how design attributes contribute to a system’s overall value [52-54]. It recommends selecting design 
characteristics in order to maximize the overall value or utility from the new system. VDD has not been widely 
applied to the field of reliability or the field of resilience, except for including reliability as one of the attributes in a 
value function [55,56]. 
Capitalizing on VDD techniques at an early design stage may enable a firm to understand the level of resilience 
necessary for a system to maximize the firm’s value or utility. The VD2R framework consists of three essential 
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4 
components: 1) resilience analysis under time-dependent adverse conditions, 2) firm decision making for resilience, 
and 3) optimization of decision-making models. The framework possesses three unique features that allow system 
resilience and value to be addressed in a theoretically founded and explicit way. First, it assesses the time-dependent 
resilience of an engineered system by explicitly modeling the redundancy, robustness, and restoration of the system. 
This assessment captures the stochastic behavior of degradation and restoration and their impact on system 
resilience. Second, it encompasses a value model that links time-dependent system resilience to a design firm’s 
future profit. This model facilitates the understanding of how resilience adds value to a firm, a key enabler for 
determining the optimal level of system resilience. Third, the VD2R framework offers an efficient optimization 
method to solve high-dimension, mixed-integer (i.e., both discrete and continuous variables) decision-making 
models that require computationally expensive simulations to measure resilience. The simulation optimization 
method comprises a unique two-stage approach to mixed-integer programming by decomposing the problem into 
discrete and continuous alternatives: 1) a ranking and selection method selects the optimal discrete variables; and 2) 
a Bayesian method selects the optimal continuous variables given the discrete variables selected in the first stage. 
Solving these models will allow a firm to identify and select optimum design characteristics for enhancing 
resilience.  
The reminder of the paper is organized as follows. Section 2 presents the resilience analysis component of the 
VD2R framework, discussing both the theoretical foundation and numerical procedure of time-dependent 
component and system resilience analyses. Section 3 introduces the decision-making component, describing the 
integration of time-dependent system resilience into a firm’s design decisions in order to determine the optimal 
design characteristics for resilience. Section 4 discusses a simulation optimization method to solve a firm’s decision 
problem for resilience. Section 5 reports the application of the VD2R framework to improving the resilience of a 
series-parallel system by optimizing the design characteristics of the system. The paper is concluded in Section 6.  
2 Resilience Analysis under Time-Dependent Adverse Conditions 
We begin the discussion by describing a simulation method that assesses the resilience of an engineering system 
design at an early design stage while considering the stochastic behavior of degradation and restoration. The method 
attempts to address the two challenges in quantitative resilience analysis mentioned in the introduction. It simulates 
degradation and recovery of the system components by generating random samples (trajectories) of performance 
functions of the components. The component performance trajectories allow the design decision maker to assess the 
time-dependent resilience of the system. The vulnerability curve and restoration model of a component are used to 
capture the time-dependent behavior of component degradation and restoration under randomly varying adverse 
conditions. The assessed system resilience will be used in the decision-making models to quantify the value of the 
system design from the firm’s perspective (see Section 3).  
2.1 Fundamentals of Component Resilience Analysis 
2.1.2 Time-Dependent Component Resilience Models 
A performance function G(X) has been used in time-independent reliability analysis of a component under 
uncertainty [57-60]. In this function, X is a vector of time-independent random variables representing the time-
invariant properties (e.g., material properties and dimensions) of the component. This study introduces a new 
definition of performance function that explicitly accounts for resilience properties (i.e., robustness, and rapidity of 
restoration) of a component and time-dependent adverse conditions. In the definition, the performance function of a 
component is represented as a random process G(X, Θ(t), t), where X = (X1,…, XM)
T
 is a vector of M random 
variables capturing resilience properties, Θ = (Θ1,…,  ΘQ)
T
 is a vector of Q random variables describing adverse 
conditions, and t is the time (e.g., calendar time, number of cycles). This new definition facilitates the development 
of a time-dependent component resilience model, in which the component resilience at time t can be expressed as  
      Pr , ,t G t t G  ΘX  (3) 
where G is a failure limit. With the above definition, the time-independent variables capturing the resilience 
properties of a component are utilized, together with the time-dependent adverse conditions, to simulate and predict, 
under uncertainty, the time-dependent resilience of the component. 
2.1.3 Component Degradation under Randomly Varying Adverse Conditions 
The resilience model of a component assumes that the time-dependent rate at which the component degrades is 
affected by the severity of the adverse conditions. Mathematically, the degradation rate of a component at time t can 
be expressed as 
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  
  
, ,dG t t
t
dt

ΘX
Θ  (4) 
where  < 0 is the degradation rate as a function of the adverse conditions Θ. Without loss of generality, we assume 
that  is always non-positive such that G(X,Θ(t1),t1) ≥ G(X,Θ(t2),t2) for t1 ≤ t2. The adverse conditions Θ are 
assumed to evolve randomly over time according to certain probability distributions. Let the component 
performance at the beginning of life (BOL), G(X,Θ(0),0), follow a predefined probability distribution 
p(G(X,Θ(0),0)) , i.e., we assume a certain degree of randomness in the BOL performance to account for the time-
invariant properties of the component. Then, the component performance at time t is given by 
         
0
, , , 0 ,0
t
G t t G d    Θ Θ ΘX X  (5) 
The above formula allows the time-dependent performance of a component to be evaluated with consideration of 
uncertainty in both the BOL performance G(X,Θ(0),0) and adverse conditions Θ. 
2.1.4 Vulnerability Modeling 
At any time of a component’s lifetime, the degradation rate  of the component can be evaluated based on the 
vulnerability curve of the component. A vulnerability curve maps adverse conditions Θ to degradation rate . The 
shape of the curve depends on the robustness of a component to its adverse conditions. Figure 1 illustrates the 
vulnerability curves of two component designs (Designs A and B), both assumed to take the form of the log-sigmoid 
function. The midpoint µβ (< 0) of a log-sigmoid function determines the horizontal location of the vulnerability 
curve and thus the robustness β of the component. In this example, Design B possesses higher robustness than 
Design A (i.e., | β
(B)
 | > | β
(A)
 |). Degradation data from field operation (retrospective) and/or lab experiments (life 
testing) can be leveraged to develop and validate empirical vulnerability models using Bayesian calibration [61-63]. 
Upon the development of the vulnerability curve for a component, the profile of adverse-condition parameters (e.g., 
hourly wind profile in a storm) can be mapped to the curve to obtain the degradation rate of the component at any 
time. 
 
 
Fig. 1 Vulnerability curve in a one-dimensional case. 
2.1.5 Restoration Modeling 
The restorative capacity of a component can be characterized by rapidity of response to a failure and recovery to 
a new performance level. As shown in Fig. 2, a trajectory of component performance down-crosses a failure limit G 
at time tf when the component enters the failure state. The failure state concludes at time trs when a recovery action 
is triggered in response to the failure and the component enters the recovery state. The duration of the failure state 
Trs = trs – tf. The recovery state concludes at time trc with a duration (or time to recovery) Trc = trc – trs. The 
restorative capacity, or time to restoration Trt, can then be measured as the addition of time to response Trs and time 
to recovery Trc. The two restoration measures, Trs and Trc, are elaborated as follows.  
 Time to response Trs is intended to measure the total duration of the failure state, i.e., the time frame when the 
component continues to degrade after its performance down-crosses the failure limit. The definition of this 
restoration measure assumes the start of the failure state, tf, as being the time of initiating the response to the 
failure (i.e., the recovery action). In engineering practice, the degradation of a component may be proactively 
detected and analyzed via diagnostics and prognostics, which may lead to an initiation of the response before tf. 
In such cases, the actual time of response initiation, trsi, is earlier than tf. Future studies will examine how 
Adverse condition
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6 
proactive detection and prediction of adverse events affect time to response and derive a generic definition of 
Trs that accounts for the actual time of response initiation (trsi could be earlier than tf). This definition of Trs 
would allow generalizing the resilience analysis method to systems that requires 100% uptime, such as a 
telecommunications network. This generalization can be achieved by having an earlier-than-tf time of response 
initiation (i.e., trsi < tf) and a short enough time to response such that the recovery action is triggered prior to tf 
(i.e., trsi + Trs < tf). 
 Time to recovery Trc is intended to measure the total duration of the recovery state, i.e., the time between the 
start and completion of the recovery state, due to two reasons. First, the component still undergoes recovery 
even after its performance up-crosses the failure limit. Second, time to recovery, to be used as a decision 
variable (see Section 2.2), should capture how long it takes for the component to fully recover from the failure.  
Trs and Trc can be modeled with various probability distributions depending on specific engineering applications. 
If the failure of a component can be responded to and recovered from randomly with constant response and recovery 
rates, Trs and Trc can both be modeled with an exponential distribution. Otherwise, a normal, Weibull, or other 
distribution can be used to model the restoration measures of the component. Given post-failure response and 
recovery data from the field, the parameters of these predictive distributions can be assessed using maximum 
likelihood estimation or Bayesian inference [33]. 
 
 
Fig. 2 Component performance change over lifetime. Both a sample trajectory 
(solid line) and 95% confidence band (shaded region) are shown. 
2.2 Procedure of Component Resilience Analysis 
This study proposes a time-series simulation method to assess the time-dependent resilience of a component. 
The simulation method employs sequential Monte Carlo simulation (MCS) to generate random samples (or 
trajectories) of component performance (see Fig. 2) based on adverse condition-dependent degradation rates and 
restoration models. Sequential MCS models the behavior of component performance as a sequence of time-
dependent random events over the lifetime of the component. A trajectory of component performance is traced from 
the BOL to the end of life. This simulation method captures the stochastic behavior of degradation and recovery, and 
enables quantitative analysis of the effects of adverse events on component resilience. 
We note that reliability analysis of repairable systems (i.e., via the use of the non-homogeneous Poisson process 
model [34], renewal process model [35,36], or generalized renewable process model [35]) can also model the time-
dependent behavior of component/system degradation and restoration. The resilience analysis method proposed in 
this paper differs from the existing repairable systems analysis methods in the following three aspects.  
i. The proposed resilience analysis method models the behavior of component performance as a sequence of time-
dependent random events by leveraging sequential Monte Carlo simulation, in which a random trajectory of 
component performance is traced from the beginning of life to the end of life. In contrast, the repairable systems 
analysis methods focus on modeling the probability distributions of component/system time to failure and time 
to repair [34-36], without explicitly modeling the behavior of component/system performance. 
ii. The generation of the random trajectories of component performance by the proposed method, along with its 
use of the vulnerability curve (see Section 2.1.4), allows design decision makers to quantitatively analyze how 
randomly varying adverse conditions affect component degradation. Due to the primary emphasis on modeling 
time to failure and time to repair distributions, repairable systems analysis may have difficulty in modeling 
component degradation under randomly varying adverse conditions. 
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7 
iii. The restoration modeling in resilience analysis explicitly models the behavior of component performance in the 
recovery state, while the repair modeling in repairable systems analysis may consider failure rate trajectories in 
the repair state but does not consider component/system performance trajectories. The generalized renewal 
process model can address all possible post-repair states, i.e., ―better than new‖, ―as good as new‖, ―better than 
old but worse than new‖, ―as bad as old‖, and ―worse than old‖ [35]. 
Assume an engineered system consists of ns subsystems, and mi denotes the redundancy level of the i
th
 
subsystem. The total number of components in the system can be computed as    ∑   
  
   . The procedure of 
sequential MCS for resilience analysis of a component in the i
th
 subsystem is given explicitly in the pseudo-code in 
Table 1. The basic ideas of the simulation procedure are that the distribution of component performance at any time 
can be approximated with a finite number (N) of Monte Carlo samples, and the chronological behavior of these 
samples can be modeled sequentially as random trajectories whose dynamics are determined by random samples of 
adverse conditions, robustness and rapidity of restoration. Repeating this simulation for all nc components allows nc 
sets of component performance trajectories to be generated. 
 
Table 1 Pseudo-code of sequential MCS for component resilience analysis 
Algorithm 1: Sequential MCS for Component Resilience Analysis 
Inputs: d(i) – Decision variables of component in ith subsystem; 
 p(Θt
(i)) − Probability distribution of adverse conditions Θt
(i) at tth time step; 
 G(i) – Failure limit; 
 Grc
(i) – New performance after recovery; 
 T – Total lifetime (number of time steps); 
 N – Number of random trajectories. 
Output: {g1:T,j
(i)}j = 1:N − Component performance trajectories. 
Procedure COMPONENTRESILIENCEANALYSIS 
1 Draw initial random samples {g0,j
(i)}j = 1:N, {0,j
(i)}j = 1:N, and {dj
(i)}j = 1:N  
2 Set initial states {s0,j
(i)}j = 1:N to 0s; ► 0: normal (prior to failure); 1:  
  response (post failure); 2: recovery (post failure) 
3 for t = 1 : T(i) do      
4  for j = 1 : N do  
5   if st–1, j
(i) == 0 || st–1,j
(i) == 1 ► Normal/response state 
6    gt,j
(i) = gt–1, j
(i) +  (t–1,j
(i), d1,j
(i))  ► Piecewise-linear degradation  
7   elseif sj,t–1
(i) == 2 ► Recovery state 
8    gt,j
(i) = gt–1, j
(i) + (Grc
(i) – Grs
(i))/Trc,j
(i) ► Linear recovery  
9   end if 
10   Update* st,j
(i) based on gt,j
(i), d2,j
(i), d3,j
(i), and G(i) 
11  end for 
12  Draw { t, j
(i)}j = 1:N randomly from p(Θt
(i))  
13 end for 
* Updating st,j
(i) involves the following: i) if st–1,j
(i) == 0, determine whether the 
component has failed by comparing gt,j
(i) with G(i); and ii) if st–1,j
(i) == 1 (2), count 
how long the component has stayed in the response (recovery) state, and 
determine whether the component enters the recovery (normal) state by comparing 
the counted time with Trs,j
(i) (Trc,j
(i)). For the sake of simplicity, algorithm detail on 
the updating of st,j
(i) is omitted in this code. 
 
The random variables capturing the resilience properties of each component in the i
th
 subsystem are component-
robustness β
(i)
, and component-rapidity (of restoration) Trs
(i)
 and Trc
(i)
. These variables form a random vector X
(i)
 = 
(β
(i)
, Trs
(i)
, Trc
(i)
)
T
, and the means of these variables, together with the subsystem redundancy level mi, constitute a 
vector of decision variables (or design characteristics) of the i
th
 subsystem d
(i)
 = (mi, (X
(i)
))
T
. Here, (X
(i)
) = (µβ
(i)
, 
µrs
(i)
, µrc
(i)
)
T
, where µβ
(i)
 is the mean midpoint of the vulnerability curve (i.e., mean robustness), µrs
(i)
 is the mean time 
to response, and µrc
(i)
 is the mean time to recovery for each component in the i
th
 subsystem. The decision variables of 
all ns subsystems form a vector of decision variables of the system d = (d
(1)
,…, d
(ns)
)
T
, to be optimized in the 
decision-making models (see Section 3). It is worth noting that the variance of X
(i)
 measures the uncertainty of the 
random variables that capture the component-resilience properties and do impact the results of component resilience 
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analysis and thus those of system resilience analysis (see Section 2.3). Component resilience analysis explicitly 
considers these variances to generate N initial samples of the component variables, {dj
(i)
}j = 1:N, for each component 
in the i
th
 subsystem (see Algorithm 1 in Table 1). This, the modeling of randomly varying adverse conditions Θ 
leads to the creation of stochastic component resilience models. Note that the variances of X are assumed to be fixed 
in the decision-making models. 
The decision variables can be considered as the requirements for performance within the system. In reality, a 
design decision maker would choose the type of design, materials, dimensions, and manufacturing processes (e.g., 
casting, welding, and additive manufacturing), diagnostics and prognostics algorithms, and recovery strategies to 
meet these performance requirements. The number of components in a subsystem, which is considered as a decision 
variable in this model, is also an explicit design decision. Functional relationships could describe how these detailed 
design variables map to the decision variables described in this paper (mean robustness, time to response, and time 
to recovery). Such a modeling assumption is similar to that made in reliability-redundancy allocation problems [37-
39], in which reliability and redundancy are often decision variables. Future work could extend this design for 
resilience to the material, manufacturing, diagnostics and prognostics, and recovery processes. Such an extension 
would require more complex simulations that map these detailed design variables to component and system 
performance under adverse conditions. 
2.3 System Resilience Analysis 
The system resilience, defined as the probability that a system is able to maintain its performance above or 
equal to a failure limit at a given time, can be estimated using the simulated performance trajectories of the 
components in the system. Let   ( ) denote the resilience domain of a system consisting of nc components. This 
domain can be approximated, via sequential MCS, as a resilience index set  ̂ ( ), which can be expressed for 
different system configurations (i.e., series, parallel, and general mixed systems) as  
 
       
       
       
1 ,
1 ,
1 ,
ˆ   , series system
ˆ   , parallel system
ˆ   , mixed system
l
i inc
R i t j
i inc
R i t j
i inp
R l i P t j
t j g G
t j g G
t j g G


 
  
  
  


 
 (6) 
where the condition     
( )   ( ) represents that the jth sample trajectory of the performance of the ith component at 
time t is above or equal to the failure limit, Pl is the l
th
 mutually exclusive path set of a mixed system, and np is the 
total number of mutually exclusive path sets, of which each is a series system. The Binary Decision Diagram 
technique can be employed, together with the System Structure matrix, to automate the process to identify the 
mutually exclusive path sets of a general mixed system [64]. The index of a sample trajectory at time t belongs to 
the resilience index set  ̂ ( ) if and only if the sample trajectory at time t meets the condition defined in Eq. (6), and 
 ̂ ( ) takes into account the simulated performance trajectories of all nc components and thus does not vary over 
the component index i. The system resilience at time t can then be approximated using the resilience index set as 
  
 
 
1
ˆ
1
,
R t
N
j
I j
N
t


  d  (7) 
where N is the number of component performance trajectories from sequential MCS (see Table 1), and   ̂ ( )( ) is 
an indicator function associated with the resilience index set  ̂ ( ), which is equal to one when j   ̂ ( ) and zero 
otherwise. System resilience estimate in Eq. (7) captures the uncertainty in system degradation, failure, and 
restoration. 
3 Firm Decision Making for Resilience 
Connecting resilience to profit will provide a firm with the ability to understand how resilient a system should 
be during the early design stage. This section presents a firm-level decision-making model that represents a firm’s 
profit as a function of system resilience assessed in Section 2. The decision-making model enables the integration of 
system resilience into a firm’s design decisions in order to determine the optimal design characteristics for 
resilience.  
The objective of decision making by a risk-neutral firm is to maximize its discounted expected profit V(d) (or 
net present value) where the expected profit is a function of design characteristics represented by the vector d. The 
proposed decision-making model does not require creating separate value functions for attributes such as robustness 
and rapidity of restoration, since these attributes are means objectives for the firm’s fundamental objective of 
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maximizing its profit [65]. The profit function allows the firm to simultaneously make trade-offs among the cost of 
designing a more resilient system, the cost of a failed system, and the revenue gained from a functioning system. 
The firm’s expected profit is composed of the firm’s design cost and the operating profit during the lifetime of 
the new system. The cost to design the system Cdesign(d) is a function of d. The firm’s operating profit 
 ( (   )  ( )) at time t is a function of system resilience  (   )—which can be assessed as described in Section 
2—and ω(t) where ω(t) is a vector of parameters that determine the firm’s revenue and cost at time t. The 
parameters in ω(t) include the revenue and cost for the firm when the system is running and the cost to the firm 
when the system has failed. If the total lifetime of the system is assumed to be T, the firm desires to select decision 
variables d from D, the set of all possible decision variables for the system, in order to 
     
0
maximize  ( ) E , (, )
T
des
t
igntV t d Ct 

   d dd ω dD   (8) 
where γ ≤ 1 is the discount factor. The above decision-making model facilitates the understanding of how resilience 
adds value to a firm, a key enabler for determining the optimal level of system resilience. The illustrative example in 
Section 5 suggests a profit function  [ ( (   )  ( ))]     (   )    (   (   )), where    is the revenue 
if the system is operating and    is the cost if the system has failed. This profit function has constant revenue and 
costs over time. Other profit functions are also possible such as having the restoration cost increase with time to 
represent an aging system. A profit function could also capture nonlinear revenue or cost functions which might 
occur if having a less reliable system would lead to fewer customers over the long term. 
Improving system resilience  (   )  will increase the firm’s operating profit after the system is fielded. 
However, improving system resilience will also increase the system’s design cost. The objective function in Eq. (8) 
is crucial for proper design decisions for resilience because it enables the decision maker to make a trade-off 
between increasing design cost now and potentially generating less profit later. Note also that the decision-making 
model in Eq. (8) is generalizable to systems that requires 100% uptime. This generalization can be achieved by 
having a generic definition of time to response (see Section 2.1.5) and adding an equality design constraint, system 
resilience  (   ) = 1,         , to the decision-making model. 
A firm may not be a risk-neutral decision maker. It may exhibit risk aversion and be willing to spend more in 
design costs to increase system resilience even if such a decision would decrease the firm’s expected profit. 
Different methods exist for capturing a firm’s aversion to risk. A utility function maps profit to utility, and a 
concave, increasing risk-averse utility function means the firm’s marginal utility decreases as its profit increases. 
Under these assumptions, a firm should choose a design that maximizes its expected utility. A second method for 
risk aversion is value-at-risk. A firm selects a threshold for the minimum profit—its value-at-risk—such that there is 
a very small probability, typically 0.01 or 0.05, that its profit is less than that the threshold. Future extensions of this 
model will explore the implications of incorporating risk aversion into the VD2R framework. 
4 Optimization of Decision-Making Models 
Solving the firm-level decision-making model formulated in Section 3 requires selecting among discrete design 
alternatives (e.g., number of redundant components in a subsystem, specific design configurations) and among 
design alternatives with continuous values (e.g., component-robustness, component-rapidity). Since understanding 
how design decisions contribute to the resilience of an engineered system often requires expensive simulations (see 
sequential MCS in Section 2.2), randomly sampling thousands of trajectories for an infinite number of design 
alternatives would be impossible. This section presents a simulation optimization method to efficiently identify the 
decision variables for mixed-integer stochastic programming that determine the optimal design for resilience. 
Alternative metaheuristics for stochastic programming, such as genetic algorithms, simulated annealing, and 
gradient descent, typically involve hundreds or even thousands of function evaluations. If the simulation is 
computationally expensive and takes a long time to run—which can often be the case in design—simulating 
hundreds or thousands of function evaluations may be practically impossible. The uniqueness of the method in this 
paper lies in the decomposition of an optimization problem into a discrete optimization problem and a continuous 
optimization problem. This decomposition enables efficient optimizations to solve high-dimension, mixed-integer 
(i.e., both discrete and continuous variables) decision-making models that require computationally expensive 
simulations to measure resilience. Solving these models allows a firm to identify and select optimal design 
characteristics (i.e., redundancy, robustness, and rapidity) for resilience that maximizes the firm’s value.  
4.1 Ranking and Selection for Discrete Variables (Stage 1) 
The ranking and selection method [66,71] is a simulation optimization method for discrete variables. The 
proposed solution approach makes a unique contribution to the existing method by treating the continuous decision 
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variables as random variables. As sketched out in Algorithm 2 in Table 2, this procedure uses randomly selected 
continuous variables to determine the optimal design for discrete alternatives with a given level of confidence. Step 
1 randomly selects Mc different combinations of the continuous variables. The discrete decision variables are the 
number of redundant components to select for each subsystem, and the i
th
 subsystem can have mi – 1 redundant 
components. Since the decision maker can choose between 0 and mi – 1 redundant components for each subsystem, 
the total number of discrete alternatives is   ∏   
  
   . The decision variable  ̌  represents discrete alternative l, 1 
≤ l ≤ L. The decision variable   ̅ represents random sample b of the continuous variables (or continuous variable b), 
1 ≤ b ≤ Mc. Steps 4 and 5 calculate the sample mean of discounted profits  ̂( ̌    ̅) based on N trajectories for 
discrete alternative l and continuous variable b. The estimated discounted expected profit for a discrete alternative 
 ̌ ,  ̂( ̌ ), is the average of  ̂( ̌    ̅) over all Mc random samples of the continuous variables (step 7). After setting 
V
+
 =    ̂( ̌ ), step 10 determines if V
+
 exceeds all other  ̂( ̌ ) with confidence level   (e.g., 0.05) via a t-test as 
presented by [71]. If the t-test fails, steps 13 and 14 sample Mbatch > 0 additional combinations of continuous 
variables and calculates the discounted expected profit based on those variables. The parameter Mbatch will achieve 
the desired level of confidence as described in [66]. 
Table 2 Pseudo-code of ranking and selection (Stage 1) 
Algorithm 2: Ranking and selection method for discrete variables 
Inputs: L – Number of combinations for discrete variables; 
 Mc – Number of random combinations for continuous variables; 
 N – Number of random trajectories; 
   – Confidence level for optimality. 
Output: ddiscrete – Optimal discrete design variables. 
Procedure RANKINGSELECTION 
1 Randomly select Mc different combinations of continuous variables 
2 for l = 1 : L do     
3   for b = 1 : MC do  
4    Simulate N trajectories for alternative  ̌  and  ̅  with Algorithm 1 
5    Store sample mean as  ̂( ̌   ̅ )   
6   end for 
7    ̂( ̌ )  
 
  
∑  ̂( ̌   ̅ )
  
    ► Average expected profit  
8 end for 
9 V+ =    ̂( ̌ )  ► Maximum expected profit  
10 if V+ is optimal with confidence level    
11   Return discrete alternatives ddiscrete corresponding to V
+ 
12 elseif 
13   Calculate Mbatch using formulas in [59].  
14   Repeat steps 2 through 9 but replace MC with Mbatch 
15   Return discrete alternatives ddiscrete corresponding to V
+ 
16 end if 
 
4.2 Bayesian Optimization for Continuous Variables (Stage 2) 
Once the discrete variables are selected, the second stage in the procedure is to use Bayesian optimization to 
optimize over the continuous variables while keeping the discrete variables fixed. Gradient descent, sequential 
quadratic programming, and trust-region optimization methods are search algorithms that involve estimating the 
gradient of the objective function. Such an estimation requires even more simulations and will likely prove 
inaccurate for highly nonconvex problems, which are typical in design problems. Bayesian optimization provides an 
efficient method to find the optimal design d* [67-70] for an objective function that requires a computationally 
expensive and time-consuming simulation. The goal of Bayesian optimization is to estimate the objective function 
based on a relatively small number of samples and find the design that maximizes the estimate. After initially 
estimating the objective function by simulating the objective function corresponding to H samples of the decision 
variables, Bayesian optimization algorithms select the H+1 decision variable to sample by finding the decision 
variable where the estimated function has a large mean and variance. Thus, the H+1 decision variable is a good 
candidate to be the optimal point. After sampling the objective function at that decision variable via simulation, 
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Bayesian optimization uses the simulated value to update the estimated function and then chooses a new decision 
variable to simulate. The algorithm continues in this way by always simulating a new decision variable and using 
that simulated value to update its estimate of the objective function. This paper uses the Random Embedding 
Bayesian Optimization (REMBO) code developed by Wang et al. [75,76] to implement Bayesian optimization. 
The procedure (Algorithm 3) of Bayesian optimization for identifying the continuous variables   ̅that maximize 
an objective function  ( )̅ is shown in Table 3. Here the objective function  ( )̅ is considered a random variable. 
The prior probability distribution for  ( )̅ follows a multivariate normal distribution where the objective function at 
each  ̅ has a mean of 0 and the covariance matrix K [72]. As depicted in Table 3, if H design alternatives are 
simulated  1̅,  2̅,…,  H̅, where each simulation contains N trajectories, this results in H estimates of expected profit: 
V1:H = (V(  ̅ 1),…,V( ̅ H))
T
. Given the multivariate normal prior, the posterior mean  ̅(  ̅     )  and variance 
  
 (  ̅     ) for design alternative   ̅  (which has not yet been simulated) are calculated (Step 4 of Algorithm 2) 
based on the Sherman-Woodbury-Morrison formula: 
 
 
 
1: 1: 1:
2
1: 1
1
: :1: 1
:
1|
1| ( , )
i H H H
v i H i i H H
H
H
v
k

 
d V k K V
d V d d k K V
  (9) 
where K1:H is the covariance matrix corresponding to the H simulated design alternatives, k1:H is a vector of length H 
that contains the covariance between   ̅ and each of the H simulated alternatives, and k(  ̅,   ̅) is the prior variance 
of   ̅. The covariance between two design alternatives   ̅ and   ̅ is often calculated via a Gaussian kernel function:  
        ˆ, exp iaˆ d gi b i b i bk    d d d d α d d   (10) 
where  ̂  is a parameter of the kernel function, and  ̂ is a vector (whose length equals the number of decision 
variables in an alternative) that describes the relative importance of each decision variable. The kernel function 
numerically describes the similarity of one alternative to another alternative. 
After the Bayesian optimization algorithm estimates the objective function for the non-sampled decision 
variables via the formulas in Eq. (9), the algorithm selects the next decision variable  H̅+1 to simulate. The next 
decision variable is selected to maximize the posterior mean  ̅( )̅ and variance σv
2
( ̅) as depicted in Step 5 of 
Algorithm 3. It is desirable to simulate a decision variable in which the posterior mean is large because the 
optimization problem seeks to maximize  ̅( )̅. Selecting a decision variable that has a large variance means a lot of 
uncertainty exists with that decision variable, and simulating that decision variable could result in a large  ̅( )̅. In 
general, the same decision variable will not have the largest mean and the largest variance, and different methods 
exist for trading off between the two. The results from simulating V( H̅+1) is used to update the mean and variance 
for each decision variable via Eq. (9).  
After using V( H̅+1) to calculate a posterior mean and variance, the algorithm identifies a new decision variable 
 ̅H+2 to simulate and uses the simulated expected profit to calculate a new posterior mean and variance. The 
algorithm repeats itself in this way by using the posterior mean and variance to identify a new decision variable to 
simulate. The algorithm terminates either when a maximum number of iterations is reached or when the difference 
in the maximum value of the posterior mean between two iterations is sufficiently small. 
Table 3 Pseudo-code of Bayesian optimization (Stage 2) 
Algorithm 3: Bayesian optimization 
Inputs: ddiscrete – Optimal discrete design variables from Algorithm 2; 
 K – Covariance matrix; 
 H – Initial sample size; 
 N – Number of random trajectories. 
Output: d* – Optimal decision variables. 
Procedure BAYESIANOPTIMIZATION 
1 Sample H continuous variables 
2 Use Algorithm 1 to calculate V1:H  
3 for i = 1, 2, … do     
4    Calculate  ̅( ̅    ) and   
 ( ̅     ) with Eq. (9) 
5    Find di that maximizes  ̅( ̅      ) and   
 ( ̅      ) 
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6    Use Algorithm 1 to calculate V( i̅)  
7    H = H+1 
8 end for 
9 d* = argmax  ̅( ̅     ) 
 
5 Illustrative Example 
A simulation case study was performed to demonstrate the effectiveness of the proposed VD2R framework in 
optimizing decision making for the design of resilient systems. This section reports and discusses the results of this 
illustrative example. 
5.1 Problem Setup  
5.1.1 System Structure 
The case study aimed to improve the resilience of a series-parallel system for a risk-neutral firm by optimizing 
the design characteristics of the system. The series-parallel system consists of three subsystems (see Fig. 3), each of 
which has a certain number of identical components connected in parallel. The identical components in the i
th
 
subsystem possess the same resilience properties ((X
(i)
)). Each subsystem may possess up to 9 redundant 
components, i.e., 1 ≤ mi ≤ 9, for i = 1, 2 and 3. It is assumed the total lifetime of the system is 300 cycles (i.e., T = 
300), the performance level of each component at the BOL is around 1.0 with a certain degree of randomness, the 
failure limit of each component is 0.2, and the improved performance level after a recovery is 0.8.  
A real-world example of the series-parallel system in Fig. 3 is an aircraft control actuator, more specifically, an 
electro-hydrostatic actuator (EHA) [73]. The EHA is a closed-loop, hydrostatic control system and the system 
hardware is mainly composed of a variable-speed electric motor, a fixed-displacement hydraulic pump, and a 
hydraulic piston actuator [25,74]. In the EHA, the electric motor drives the hydraulic pump, which provides power 
to the piston actuator. These serially connected subsystems can be conceptualized as the three subsystems in Fig. 3. 
Failures of EHAs onboard aircrafts can lead to enormous economic losses and catastrophic events. Therefore, it is 
highly desirable to design resilience in the EHAs and optimize the design characteristics of these systems to 
maximize their expected profits. This case study aimed to demonstrate this design decision-making process with the 
conceptual series-parallel system. 
 
 
 
Fig. 3 A series-parallel system considered in the case study.  
 
5.1.2 Profit and Cost Functions 
The profit function  ( (   )  ( )) considered for the firm designing the system assumes that the firm gains 
revenue if the system is operating and spends money if the system is not operating. The expected profit at time t is 
 [ ( (   )  ( ))]     (   )    (   (   )), where ω1 = 30 is the revenue if the system is operating and 
ω2 = 20 is the cost to maintain or replace the system if the system has failed. The revenue and cost in this case study 
are assumed to be constant over time, i.e., ω(t) = ω for all t. The discount factor γ = 0.999 represents the time-value 
of money. 
The design cost of the system is a function of the cost to design each individual component and the number of 
components in each subsystem. The design cost can be expressed as 
1st subsystem 2nd subsystem 3rd subsystem
1
m1
…
2
1
m2
…
2
1
m3
…
2
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3 3
1 1
( )
,( ) ( )
i
i
design desi i i
i
gn iC C m p
 
  d d  (11) 
where Cdesign,i(d
(i)
) is the cost to design a component in the i
th
 subsystem, given the design characteristics for the 
subsystem as represented by d
(i)
, mi is the number of components (or redundancy level) in the i
th
 subsystem, and pi is 
the cost of constructing and installing each component in the subsystem. The cost to design a component in the i
th
 
subsystem takes the following form  
         ( ) ( ) ( ) ( )1 1 2, 2 3 3exp 1 exp expi i i ii ide i i rp i is i rcignC             d   (12) 
where ξ1i, ξ2i, and ξ3i are multiplier effects for the cost function, and ρ1i, ρ2i, and ρ3i describe how the cost increases 
with each design characteristic. The exponential cost function for each design decision implies increasing marginal 
costs as the design characteristic continues to improve. These cost functions allow the firm to consider trade-offs in 
its design of the system with the objective of maximizing its expected profit or expected utility. Table 4 displays the 
parameter values used for this illustration. 
Table 4 Design cost parameters 
Subsystem i pi ξ1i ξ2i ξ3i ρ1i ρ2i ρ3i 
1 50 80 100 60 0.2 0.1 0.1 
2 200 70 40 20 0.2 0.1 0.1 
3 75 60 80 40 0.2 0.1 0.1 
 
5.1.3 Decision Variables 
Recall from Section 2 that µβ
(i)
 in Eq. (12) is the mean midpoint of the vulnerability curve (i.e., mean 
robustness) of each component in the i
th
 subsystem, µrs
(i)
 the mean time to response, and µrc
(i)
 the mean time to 
recovery. These variables depict the resilience properties of the components, and they, along with the subsystem 
redundancy levels mi, are the decision variables to be optimized in firm-level decision making. The decision 
variables are the subsystem-redundancy (m1, m2 and m3), mean component-robustness (µβ
(1)
, µβ
(2)
 and µβ
(3)
), and 
mean component-rapidity (µrs
(1)
 , µrs
(2)
 and µrs
(3)
, and µrc
(1)
, µrc
(2)
 and µrc
(3)
). Thus, the decision-making problem is a 
mixed-integer program with 12 decision variables (3 discrete and 9 continuous), and evaluating the expected profit 
for one alternative d replicates N = 1,000 trajectories from sequential MCS in resilience analysis.  
5.2 Resilience Analysis Results 
The procedure of sequential MCS in Table 1 was implemented, for a given vector of the decision variables 
(subsystem-redundancy, component-robustness, and component-rapidity) to generate random trajectories of 
component performance functions (see Fig. 4(a) for the performance trajectories of a component in the 1
st
 
subsystem). These random trajectories were aggregated to estimate the system resilience curve (see Fig. 4(b)) using 
Eq. (7). The system resilience curve is used in the decision-making model to compute the expected discounted profit 
of the firm.  Therefore, a key distinction between the presented case study and a typical reliability-redundancy 
allocation problem is that the former explicitly considers the behavior of component/system performance under 
randomly varying adverse conditions (i.e., through the simulation of component performance trajectories) while the 
latter does not 
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(a) (b) 
Fig. 4 Preliminary results of resilience analysis of the series-parallel system: (a) simulated trajectories 
of the performance function of a component in the 1
st
 subsystem (T = 300, N = 1,000); and (b) 
estimated resilience curves of the subsystems and system. In (a), the red dashed line indicates the 
failure limit. In (b), system resilience is estimated using Eq. (7).  
 
5.3 Decision Making Results 
The first step in the optimization is to determine the number of components to select in each subsystem. The 
ranking and selection method (Algorithm 2) while randomly selecting the continuous design characteristics 
recommends 3 components in the 1
st
 subsystem, 1 component in the 2
nd
 subsystem, and 2 components in the 3
rd
 
subsystem. However, the objective function with m1 = 3, m2 = 1, and m3 = 2 is only slightly greater than the 
objective function with m1 = 2, m2 = 1, and m3 = 2, and we choose to conduct the Bayesian optimization with both 
sets of design configurations. 
The REMBO code developed by Wang et al. [75,76] calculates the optimal continuous design parameters as 
described in Algorithm 3, and m1 = 3, m2 = 1, and m3 = 2 returns a larger discounted expected profit than m1 = 2, m2 
= 1, and m3 = 2. The REMBO algorithm depends on the initial starting point, and we run the algorithm 80 times with 
random starting points. The continuous decision variables that correspond to the greatest discounted expected value 
from these 80 runs are each selected as the starting point for additional runs of REMBO. This allows the algorithm 
to explore more deeply around the points that appear close to the optimal solution.  
Figure 5 depicts the design that maximizes V(d). These results exemplify how the value model allows the 
decision maker to make trade-offs between redundancy, robustness, and rapidity of restoration. The 2
nd
 subsystem 
should not have any redundant components but should be quite robust (note that a more negative µβ
(i)
 indicates more 
robustness). The 1
st
 and 3
rd
 subsystems should have 2 and 1 redundant components, respectively, but very little 
robustness. It is preferable to design the 3
rd
 subsystem with a small recovery time. This is because the 3
rd
 subsystem 
has little robustness, and it is more cost effective to have shorter response and recovery times than to improve 
robustness. The 1
st
 subsystem has 2 redundant components and the 2
nd
 subsystem has a very robust component, so it 
would be wasteful to spend money to design components that have short recovery times for the 1
st
 and 2
nd
 
subsystems. The simulation optimization method that efficiently solved the decision-making model enables the 
decision maker to understand how to optimally design the system so that it would be resilient and maximize the 
firm’s profit. 
 
 
Fig. 5 The series-parallel system with optimized decision variables.  
 
Figure 6 depicts the average system resilience over the lifespan of the system based on simulating different 
design alternatives and compares it to the discounted expected profit. Better resilience often means more profit for 
the firm until it becomes too expensive to design a more resilient system. The optimal resilience is 0.979, and 
designing a system more resilient than 0.979 decreases the firm’s expected profit. As illustrated by this example, the 
VD2R framework will enable a firm to determine the optimal resilience. Rather than designing to a predetermined 
1st subsystem
(m1 = 3)
2nd subsystem
(m2 = 1)
3rd subsystem
(m3 = 2)
β
(1) = -1.0
rs
(1) = 1.0 
rc
(1) = 44.6
3
2
β
(2) = -12.9
rs
(2) = 2.8 
rc
(2) = 49.7
β
(3) = -1.1
rs
(3) = 2.8 
rc
(3) = 3.4
2
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resilience target, explicitly incorporating resilience properties into the firm’s value function at the early stages of 
design will enable the firm to select the optimal resilience level. 
 
 
Fig. 6 Simulated profit-resilience pairs for the case study.  
6 Conclusion 
This paper has developed a novel value-driven design for resilience (VD2R) framework for designing resilience 
in engineered systems. The VD2R framework enables a firm to maximize the overall value of a system design 
through concurrently optimizing the abilities of the design to withstand adverse events and to recover quickly from 
the effects of these events. It provides the methods and tools needed to leverage VDD for making engineered 
systems resilient within the context of providing maximum value for decision makers. To the best of our knowledge, 
this framework has never been investigated. The demonstration of the VD2R framework was performed in a 
simulation case study, where the design characteristics of a series-parallel system are optimized to maximize the 
expected profit of the system. The results from the case study show that, although the resilience of the system can be 
enhanced by several measures (i.e., adding redundancy to a subsystem, making a component more robust, and 
improving the rapidity of restoration of a component from failure), it is important to trade off these different 
measures and achieve an optimal set of decision variables that maximize the expected profit. Future studies will 
consider the following activities: 1) developing multidimensional vulnerability curves, which express the effects of 
multiple adverse-condition parameters, to enable a more realistic representation of components’ degradation rates; 2) 
creating new decision-making models that represent a firm’s risk aversion attitude in the firm’s design for resilience; 
and 3) applying the VD2R framework to improve the resilience of complex hybrid engineered systems, such as 
cyber-physical systems, and smart grids. 
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