An effective method to generate a large number of parallel sentences for training improved neural machine translation (NMT) systems is the use of back-translations of the target-side monolingual data. Tagging, or using gates, has been used to enable translation models to distinguish between synthetic and natural data. This improves standard back-translation and also enables the use of iterative back-translation on language pairs that underperformed using standard back-translation. This work presents a simplified approach of differentiating between the two data using pretraining and finetuning. The approachtag-less back-translationtrains the model on the synthetic data and finetunes it on the natural data. Preliminary experiments have shown the model to continuously outperform the tagging approach on low resource English-Vietnamese neural machine translation. While the need for tagging (noising) the dataset has been removed, the approach outperformed the tagged back-translation approach by an average of 0.4 BLEU.
I. INTRODUCTION
Neural Machine Translation [1] - [3] has been the state-ofthe-art approach for translation in recent years [4] , [5] , outperforming Phrase-Based Statistical Machine Translation [6] when high-quality parallel data is available in abundance between the languages [7] . This huge training dataset is usually scarce and expensive to compile for many language pairs. Recently, researchers have proposed methods to exploit the easier-to-get monolingual data of one or both of the languages to augment the parallel data and improve the performance of the translation models. Such methods include integrating a language model [8] , back-translation [9] - [11] , forward translation [12] and dual learning [13] .
The back-translation is simple and has been the most effective technique yet [5] , [9] . This method involves the training of a target-to-source (backward) model on the real bitext and using the model to translate a large monolingual data in the target language into the source languagesynthetic parallel data. The real and synthetic data are then mixed to train a sourceto-targetforwardmodel. The works of [5] , [14] , [15] have found that indicating to the model that a data is back-translated improves the model. This was done using noise or tags (and gates) in the synthetic inputs.
This work is aimed at simplifying the works of [5] , [14] , [15] that explicitly differentiate between the two data using noise/tags/gates. Instead of noising the back-translated data, our approachtag-less back-translationaims to enable the model to learn efficiently from the two data through pretraining and finetuning. Pretraining involves training a model for some time on a dataset. The model is not final because the parameters learned will either be finetuned on an in-domain datadomain adaptationor transferred to a different datasettransfer learning. As shown in Fig. 1 , the forward model will be trained on the synthetic data and finetuned on the natural data. Training the model on synthetic data has been shown to attain a performance that is close to that of using natural data only [5] , [16] and finetuning has been shown to improve the model even when it is trained on a general domain data [10] .
II. RELATED WORKS
This section presents prior work on neural machine translation, back-translation and pretraining in neural machine translation.
A. Neural Machine Translation (NMT)
The neural machine translation system (NMT) is based on a sequence-to-sequence encoder-decoder system with attention mechanism [1] , [17] , [18] . The encoders and decoders are made of neural networks that model the conditional probability ( | ) of source sentence , to a target sentence . The encoder converts the input in the source language into a set of vectors while the decoder converts the set of vectors into another language through an attention mechanism, one word at a time. The attention mechanism was introduced to keep track of context in longer sentences [1] .
The NMT model produces the translation sentence by generating one target word at every time step. Given an input sequence = ( 1 , . . . , ) and previously translated words ( 1 , . . . , −1 ), the probability of the next word is
where is the decoder hidden state for time step and is computed as
Here, and are nonlinear transform functions, which can be implemented as long short-term memory (LSTM) network [19] or gated recurrent units (GRU) [20] , and is a distinct context vector at time step , which is calculated as a weighted sum of the input annotations ℎ
where ℎ is the annotation of calculated by a bidirectional Recurrent Neural Network. The weight for ℎ is calculated as
and
where is the weight vector, and are the weight matrices.
All of the parameters in the NMT model, represented as , are optimized to maximize the following conditional loglikelihood of the sentence aligned bilingual samples
To remove the recurrence and enable parallelization across multiple GPUs during training, the convolutional neural networks were used to create the convolutional neural machine translation (CNMT) encoder-decoder architecture [2] , [21] . The CNMT utilizes 1-dimensional convolutional layers followed by gated linear units, GLU [22] . The decoders compute and apply attention to each of the layers. The model uses positional embeddings along with residual connections.
The transformer [3] , [23] architecture was introduced to remove the recurrence and convolutions of previous architectures. The transformer is based solely on multi-headed self-attention layers. It enables parallelization across multiple GPUs, thereby, reducing training time. The architecture is used in current state-of-the-art translation systems [4] , [5] .
B. Leveraging Monolingual Data for NMT
The use of monolingual data of target and/or source language has been studied extensively to improve the performance of translation models, especially in low resource settings. Gulcehre et al. [8] explored the use of language models trained on monolingual data, [24] , [25] proposed augmenting a copy or slightly modified copy respectively of the target data as source, Sennrich et al. [10] proposed the back-translation approach, Zhang and Zong [12] proposed the forward translation and [13] , [26] used both forward and back-translations to improve the translation models. The back-translation approach has been shown to outperform other approaches in low and high resource languages [5] , [9] .
Various studies have investigated back-translation with the aim to improve the backward model, to select the most suitable generation/decoding methods and to reduce the impact of the ratio of the synthetic to real bitext. Various studies have found that the quality of the models trained using back-translation depends on the quality of the backward model [5] , [9] , [11] , [15] , [25] , [27] , [28] . To improve the quality of the synthetic parallel data, [9] used iterative back-translationiteratively using the back-translated data to improve the backward model, Kocmi and Bojar [28] and Dabre et al. [29] used high resource languages through transfer learning and Zhang et al. [30] explored the use of both target and source monolingual data to improve both the backward and forward models.
Niu et al. [31] trained a bilingual system based on [32] to do both forward and backward translations, eliminating the need for two separate models. Poncelas et al. [33] used Transductive data selection methods to select monolingual data that are in the same domain as the test set for back-translation, improving performance. The works of [16] , [27] have found that the ratio of synthetic to natural data affects the performance of the models most. When the ratio is high, the model tends to learn from the synthetic data which contains more mistakes than the natural data. Investigations have found that sampling and adding noise to beam search output outperforms the regular beam decoding technique [5] , [34] . These approaches improve the models by enhancing source-side diversity. Caswell et al. [14] claimed, instead, that noise only indicates to the model that the input is either synthetic or natural, enabling the model to better utilize the two data.
Zhang et al. [15] and Caswell et al. [14] used tags (and gates) to enable the model to distinguish between the data and the approach has been shown to utilize more synthetic data, outperforming standard back-translation and enhancing the efficiency of iterative back-translation.
C. Pretraining
Pretraining has been used successfully in various machine learning tasks to improve performance when the data is not enough to train a good model. It was used for training word embeddings [35] , computer vision [36] , domain adaptation [5] and low resource neural machine translation [7] .
In neural machine translation, the approach was used in transfer learning. The transfer learning for machine translation approach involves training a model on a high resource language pair and transferring the training on a low resource pair. The works of [7] , [37] , [38] have shown tremendous improvements over models that are trained with the low resource data from scratch.
Pretraining has been used in back-translation. Sennrich et al. [10] showed that finetuning a pre-trained model improves the quality of back-translation model. Popel [39] pre-trained the model on the mixed synthetic and natural data and finetunes on the natural data. Kocmi and Bojar [28] and Dabre et al. [29] pretrained a model on a high resource language and finetunes it on a low resource language pair.
III. THE MODEL
The approach is shown in Algorithm 1. The natural parallel data:
= {( ( ) , ( ) )} =1 is used to train a target-to-source model, ← . This modelthe backward modelis used to translate the monolingual target data, = {( ( ) )} =1 , to generate the synthetic parallel data: ′ = {( ( ) , ( ) )} =1 . The synthetic data is then used to train the forward model, → , until no improvement is observed on the development set. Finally, the forward model is finetuned on the natural data.
IV. EXPERIMENTS

A. Set-up
We used the TensorFlow [40] implementation of the OpenNMT [41] framework to train the models. The set-up is based on the NMTSmallV1 configuration. Specifically, the configuration is a 2-layer unidirectional LSTM encoder-decoder model with Luong attention [18] . It has 512 hidden units and a vocabulary size of 50,000 for both source and target languages. The models are trained for 50,000 training steps using Adam [42] optimizer and a batch size of 64 with a dropout probability of 0.3, a static learning rate of 0.0002 and is evaluated on the development set after every 5,000 training steps.
We first created a backward (En-Vi) model on the IWSLT'15 English-Vietnamese parallel data. The model was used to translate the monolingual data to generate synthetic parallel data. The synthetic sources were labelled with the <BT> token and mixed with the natural sources to generate the mix parallel corpus. This mixed data is used to train the forward tagged back-translation model -tagged_bt. The untagged synthetic corpus was used to pre-train a forward model -tagless_btfor 30,000 training steps. Finally, the real parallel data was used to finetune the tagless_bt model for a further 20,000 training steps.
The two models -tagged_bt and tagless_bt were trained further for 20,000 training steps to determine how (or if) they continue to improve. The models were evaluated using the bilingual evaluation understudy metric, BLEU [43] , specifically the multi-bleu [44] implementation. Train backward model ← on bilingual data 3:
Use ← to create ′ = {( ( ) , ( ) )} =1 , for ∈ ; 4:
Pre-train forward model → on parallel data ′ ; 5:
Finetune the forward model → on parallel data ; 6: end procedure Output: forward model →
B. Data
For this work, we use the preprocessed [45] low resource English-Vietnamese parallel data of the IWSLT 2015 Translation task [46] . We used the 2012 and 2013 test sets for development and testing respectively. For the monolingual data, we used the preprocessed English monolingual data of WMT 2017 English-Czech translation task [47] . The statistics of the datasets are shown in Table 1 . We shuffled the monolingual data and selected the same number of monolingual sentences as the En-Vi parallel data.
V. RESULT AND ANALYSIS
The backward model achieved a BLEU score of 24.66 after 50,000 training steps. Table 2 shows the evaluation scores of the forward models for various training steps. In Fig. 2 , we show how the BLEU scores continue to improve with increase in training steps. The tagless_bt model continues to slightly outperform the tagged_bt during training.
All the modelsbackward and forwardwere trained for a specified number of training steps. Their performance can be improved further when the criteria for stopping the training is when there is no improvement in the accuracy of the modelswhen training further does not improve the models.
The pre-trained model, although trained for a few steps compared to the other models, performed very low. Finetuning the model results in a sharp rise in performance. The training was done to equal the number of training steps between the tagged_bt and tagless_bt models.
VI. CONCLUSION AND FUTURE WORK
This work has shown that a neural machine translation model pre-trained on synthetic data and finetuned on the natural data performs comparably to the successful method of tagging the synthetic data. The techniquetag-less back-translationcontinues to outperform the tagging approach on English-Vietnamese low resource translation during training.
In ongoing work, we plan to use more monolingual data and to investigate the effects of further training on the backward and pre-trained models. In the future, we will investigate the technique on high resource machine translation and also, using the more advanced Transformer architecture. 
