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RESUMEN
Estabilidad Lineal del Sistema de Timoshenko
Fe´lix Gregorio Pariona Vilca
Abril, 2015
Asesor : Dra. Mar´ıa N. Zegarra Garay.
T´ıtulo Obtenido : Magister en Matema´ticas.
En el presente trabajo, se estudia el problema de la estabilidad lineal para un sistema
de Timoshenko. Este problema consiste en mostrar que el tipo de un semigrupo es igual
a la cota superior del espectro asociado. Esta propiedad no se verifica en general para
todo semigrupo, como es de conocimiento en las bibliograf´ıas especializadas. Esta es una
propiedad que siempre es va´lida en espacios de dimensio´n finita. En dimensio´n infinita, el
problema en general es un problema abierto. Esto es, se desconocen las propiedades que
debe satisfacer un semigrupo para que la estabilidad lineal se verifique. En este trabajo
se demuestra que esta propiedad es va´lida para el sistema de Timoshenko con disipacio´n
friccional, independientemente de las condiciones de frontera en las que el sistema este´
subordinado. Este resultado, generaliza el resultado de Racke y Rivera.
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ABSTRACT
Linear stability to Timoshenko system
Pariona, Felix
December, 2014
Adviser : Dra. Mar´ıa Zegarra Garay.
Obtained Title : Master in Mathematics.
In this thesis we stude the linear stability of the Timoshenko system. This problem
consist in to show that the type of the semigroup is equals to the upper bound of the
spectrum of the infinitesimal generator. This property is not true in general as was
showed by Pazy and in differents international papers. This property is always valid in
finite dimensional spaces. In infinite dimensional spaces this problem is open. That is to
say it is not known the necessary and sufficient condition that a semigroup must verify in
order to get the linear staibility. In this thesis we will show that the linear stability holds
to Timoshenko system with fricctional dissipation, no matter the boundary condition the
system verifies. This result improve the result obtained by Racke and Rivera.
Keywords:
Semigroups.
Sobolev Spaces.
Cauchy Problem.
Polinomial Stability.
Linear Stability.
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Cap´ıtulo 1
Introduccio´n
En el presente trabajo se estudia las propiedades estabilizadoras del modelo de Vigas
de Timoshenko. Este modelo es muy importante porque sustituye al modelo de Vigas
de Euler Bernoulli, el cual es un modelo de vigas de cuarto orden. Adema´s de la clara
dificultad de ser de cuarto orden, la velocidad de propagacio´n de las ondas dispersivas son
infinitas, constituyendo esto, una deficiencia en el modelo.
Esto es claro, pues en la ecuacio´n lineal de Schro¨dinger
utt − αuxxxx = 0
la parte real o la parte imaginaria verifica la ecuacio´n de placas de Euler-Bernoulli, por
lo tanto la ecuacio´n de Euler-Bernoulli tiene velocidad de dispersio´n infinita.
Si bien es cierto este resultado posteriormente encontro´ asidero va´lido en la meca´nica
cua´ntica. Esta ecuacio´n de placas de Euler-Bernoulli tambie´n no se encuadraba en la clasi-
ficacio´n de las ecuaciones diferenciales parciales, esto es, no es parabo´lica, hiperbo´lica ni
el´ıptica, por estas caracter´ısticas del modelo, el ingeniero ucraniano Stephen Timoshenko
(1878) buscando encontrar un modelo coherente con la f´ısica de cuerpos ela´sticos presento´
una opcio´n para el modelo de Euler-Bernoulli consistente en un sistema de segundo orden
en el cual, ya las oscilaciones se caracterizan por no ser tan ra´pidas, esto es, la velocidad
de propagacio´n de ondas no es infinita. Tambie´n con este resultado se hizo viable un
tratamiento nume´rico pues disminuye´ndose a un sistema de segundo orden ya se permit´ıa
realizar aproximaciones adecuadas. En resumen, el modelo de Timoshenko es un modelo
hiperbo´lico cuyas propiedades describen de mejor forma las oscilaciones de una viga.
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El modelo de Timoshenko a ser estudiado es el siguiente:
ρ1φtt − k(φx + ψ)x = 0, (1.1)
ρ2ψtt − bψxx + k(φx + ψ) + dψt = 0. (1.2)
El sistema de Timoshenko como estudiado en las referencias [2] y [29]. Las condiciones
de frontera para t ≥ 0 son dadas por
φ(0, t) = φ(L, t) = ψx(0, t) = ψx(L, t) = 0. (1.3)
Adicionalmente se tiene las condiciones iniciales,
φ(·, 0) = φ0 , φt(·, 0) = φ1, ψ(·, 0) = ψ0, ψt(·, 0) = ψ1 en (0, L). (1.4)
Se considera ρ1, ρ2, k, d y b constantes positivas.
1.1 Modelo de Timoshenko
El sistema de Timoshenko esta´ formado por el siguiente conjunto de ecuaciones diferen-
ciales parciales que modelan el movimiento de la viga:
ρAφtt = Sx + F1
ρIψtt = Mx − S + F2 (1.5)
donde S yM representan la tensio´n de corte y el momento flector, los cuales son descritos
por las siguientes relaciones de tensio´n-estiramiento para el comportamiento ela´stico de
la viga
M = EIψx
S = κAG(φx − ψ) (1.6)
2
Flexio´n de una viga simplemente apoyada
B A
Tensio´n de corte en una viga vertical
B A
Tensio´n de corte en una viga horizontal
B A
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La variables φ y ψ representan los desplazamientos tranversales y desviacio´n angular
respectivamente. Adema´s, ρ denota la densidad de masa del material que compone la viga,
E el mo´dulo de elasticidad, G el mo´dulo de corte, A es el a´rea de la seccio´n transversal e I
es el momento de inercia de la seccio´n transversal de la viga. Se asume una viga uniforme
y todas las constantes anteriores positivas.
Acoplando las ecuaciones (1.5)–(1.6) para una viga de longitud L, el modelo de Timo-
shenko para (x, t) ∈ ]0, L[× ]0,∞[ puede ser escrito como
ρ1φtt − κ(φx + ψ)x = F1
ρ2ψtt − bψxx + κ(φx + ψ) = F2 (1.7)
donde ρ1 = ρA, ρ2 = ρI, κ = k
′GA, b = EI y k′ es el factor de correccio´n de corte.
Diversos trabajos han estudiado la estabilidad del sistema de Timoshenko. Tal es el
caso de Raposo et al., [23] quienes usaron condiciones de frontera de tipo Dirichlet para
demostrar que existe decaimiento de tipo exponencial para la solucio´n del sistema (1.7)
con dos amortiguamientos de´biles o disipaciones friccionales en dos de las componentes
del movimiento de la viga:
ρ1φtt − κ(φx + ψ)x + φt = 0
ρ2ψtt − bψxx + κ(φx + ψ) + ψt = 0
Soufyane y Wehbe [28] mostraron la estabilidad uniforme del sistema (1.7), usando
condiciones de frontera de tipo Dirichlet y una u´nica retroalimentacio´n localmente dis-
tribu´ıda, espec´ıficamente, ellos consideraron el modelo
ρ1φtt − κ(φx + ψ)x = 0
ρ2ψtt − bψxx + κ(φx + ψ) + hψt = 0
donde h es una funcio´n cont´ınua y positiva que satisface
0 < h0 ≤ h(x), ∀ x ∈ [a0, a1] ⊂ [0, L]
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De manera similar, Alabau [1] considero´ el sistema
ρ1φtt − κ(φx + ψ)x = 0
ρ2ψtt − bψxx + κ(φx + ψ) + α(ψt) = 0 (1.8)
donde α(ψt) es el te´rmino de amortiguamiento y α es una funcio´n real no lineal y mono´tona
creciente. Se uso´ condiciones de frontera de tipo Neumann para demostrar que el sistema
(1.8) es exponencialmente estable so´lo si, las velocidades de propagacio´n de las ondas del
modelo son las mismas. Adema´s, se uso´ condiciones de frontera de tipo Dirichlet para es-
tablecer que el sistema es polinomialmente estable cuando las velocidades de propagacio´n
son diferentes.
Trabajos similares fueron realizados por Messaoudi y Mustafa [19]. Kim y Renardy
[8] estabilizaron el sistema (1.7) ejerciendo control sobre la frontera, al igual que Bassam
et al., [3] lo logro´ de manera indirecta.
Ammar-Khodja et al. [2], estudiaron el modelo de Timoshenko con memoria descrito
por el sistema
ρ1φtt − κ(φx + ψ)x = 0
ρ2ψtt − bψxx + g ∗ ψxx + κ(φx + ψ) = 0 (1.9)
donde la convolucio´n usual de funciones
g ∗ ψxx(x, t) =
t∫
0
g(t− s)ψxx(x, s) ds
representa el efecto memoria de la funcio´n real g de clase C2. Ellos usaron te´cnicas
multiplicativas para demostrar que el sistema es uniformemente estable si y so´lo si las
velocidades de propagacio´n son las mismas.
Ferna´ndez Sare y Mun˜oz Rivera [16] consideraron el modelo con memoria dado por el
sistema de ecuaciones
ρ1φtt − κ(φx + ψ)x = 0
ρ2ψtt − bψxx +
∞∫
0
g(s)ψxx(x, t− s) ds+ κ(φx + ψ) = 0 (1.10)
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y las siguientes hipo´tesis para el nu´cleo de g
g(t) > 0; ∃k0, k1, k2 > 0 : −k0g(t) ≤ g′(t) ≤ −k1g(t); |g′′(t)| ≤ k2g(t), ∀t ≥ 0
Ellos demostraron que la disipacio´n producida por el te´rmino que genera el efecto
memoria es muy fuerte, y que por ende la solucio´n de (1.10) va exponencialmente hacia
cero si y so´lo si las velocidades de propagacio´n de las ondas son iguales. Mostraron
adema´s que el sistema es polinomialmente estable si estas velocidades difieren. Por su
parte, Messaoudi y Said-Houari [11] estudiaron el sistema (1.10) con las condiciones de
frontera
φ(0, t) = φ(1, t) = ψ(0, t) = ψ(1, t) = 0, t ≥ 0
y para una constante positiva k0 y 1 ≤ p < 32 , consideraron las siguientes hipo´tesis para
g,
g(t) > 0 y g′(t) ≤ −k0gp(t)
De esta forma, Messaoudi y Said-Houari mostraron que si
ρ1
κ
=
ρ2
b
entonces la energ´ıa asociada al sistema (1.10) decae exponencialmente si p = 1 y polino-
mialmente si p > 1.
Por otra parte, la temperatura tambie´n ha jugado un papel importante en la esta-
bilizacio´n de modelos evolutivos. Mun˜oz Rivera y Racke [17] consideraron el siguiente
sistema de Timoshenko no lineal
ρ1φtt − σ(φx, ψ)x = 0
ρ2ψtt − bψxx + κ(φx + ψ) + γθx = 0 (1.11)
ρ3θt − kθxx + γψtx = 0
donde θ es un mecanismo disipativo cuyo efecto amortiguador se debe a la conduccio´n del
calor presente en la ecuacio´n del a´ngulo de rotacio´n. Ellos probaron que bajo la igualdad
de las velocidades de propagacio´n, el sistema (1.11) es exponencialmente estable. A su
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vez, Messaoudi, Said-Houari y Mustafa [18, 12], complementaron el trabajo realizado en
[15] y establecieron diferentes tipos de decaimiento para el sistema de Timoshenko con
termoelasticidad del III tipo, a saber:
ρ1φtt − κ(φx + ψ)x = 0
ρ2ψtt − bψxx + κ(φx + ψ) + βθx = 0 (1.12)
ρ3θtt − δθxx + γψttx − kθtxx = 0
Grobbelaar [7] estudio´ un modelo h´ıbrido ela´stico consistente en una viga de Ti-
moshenko y una carga ubicada en el extremo libre de la viga. Dicha carga se conoce
comu´nmente como Tip Body la que consiste en un cuerpo r´ıgido relleno parcialmente con
algu´n material granular que genera una disipacio´n meca´nica de la energ´ıa. De este modo,
el sistema estudiado por Grobbelaar es el siguiente
ρ1φtt − κ(φx + ψ)x = 0
ρ2ψtt − bψxx + κ(φx + ψ) = 0 (1.13)
con las condiciones de Dirichlet en el extremo izquierdo de la viga (x = 0) y con las
siguientes condiciones de contorno en el extremo derecho
mφtt(L, t) + κ0φt(L, t) + κ(φx(L, t) + ψ(L, t)) = 0
Imψtt(L, t) + κ1ψ(L, t) + bψx(L, t) = 0 (1.14)
donde (1.14) representa las ecuaciones del movimiento del tip gobernadas por las Leyes
de Newton. Adema´s, m e Im representan la masa y el momento de inercia del Tip,
respectivamente, κ0 y κ1 denotan los coeficientes de amortiguamiento en cada una de las
componentes del movimiento de la viga.
De este modo, Grobbelaar prueba que el sistema (1.13)–(1.14) es uniformemente es-
table cuando la fuerza de control que actu´a sobre el sistema es aplicada en el punto de
contacto entre el Tip y la viga. Sin embargo, en dicho trabajo se obtiene que la esta-
bilizacio´n alcanzada es de´bil y esta´ sujeta a los datos de frontera iniciales en el extremo
libre de la viga.
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De manera similar, Zietsman [30] considero´ un sistema h´ıbrido con tip y utilizo´ el
me´todo de elementos finitos para mostrar que el amortiguamiento ubicado en la frontera
no es suficiente para lograr la estabilizacio´n exponencial.
1.2 La Energ´ıa del Sistema
La energ´ıa asociada al sistema (1.1) y (1.2) es dada por
E(t) =
1
2
∫ L
0
ρ1|φt|2 + ρ2|ψt|2 + k|φx + ψ|2 + b|ψx|2 dx (1.15)
A seguir verifiquemos esto.
Considerando el multiplicador de primer orden, φt, ψt en (1.1) y (1.2) respectivamente
e integrando sobre [0, L], esto es,
∫ L
0
ρ1φttφtdx−
∫ L
0
k(φx + ψ)xφtdx = 0∫ L
0
ρ2ψttψtdx−
∫ L
0
bψxxψtdx+
∫ L
0
k(φx + ψ)ψtdx+
∫ L
0
dψtψtdx = 0
luego integrando por partes adecuadamente,
1
2
d
dt
∫ L
0
ρ1|φt|2dx− [k(φx + ψ)φt]L0 +
∫ L
0
k(φx + ψ)φxtdx = 0
1
2
d
dt
∫ L
0
ρ2|ψt|2dx− [bψxψt]L0 +
∫ L
0
bψxψxtdx+
∫ L
0
k(φx + ψ)ψtdx+
∫ L
0
d|ψt|2dx = 0
sumando estas dos expresiones y de las condiciones de frontera se tiene
d
dt
1
2
∫ L
0
[ρ1|φt|2 + ρ2|ψt|2 + k|(φx + ψ)|2 + b|ψx|2]dx︸ ︷︷ ︸
:=E(t)
= −
∫ L
0
d|ψt|2dx
Portanto,
d
dt
E(t) = −d
∫ L
0
|ψt|2 dx
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Si d = 0 entonces (1.1) y (1.2) es un sistema hiperbo´lico para el cual la energ´ıa se conserva y
por lo tanto permanece constante, esto es debido a la ausencia de un mecanismo disipativo.
En efecto,
d
dt
E(t) = 0 ⇒ E(t) = E(0).
Por otra parte, Soufyane [29] demostro´ para las condiciones de frontera: ϕ = ψ = 0 y
cuando d = d(x) > 0, que el sistema es exponencialmente estable si y solamente si, es
va´lida la siguiente identidad,
ρ1
k
=
ρ2
b
(1.16)
Esto es, las velocidades de propagacio´n asociadas a las ecuaciones (1.1) y (1.2), respecti-
vamente, son iguales.
Un tipo ma´s de´bil de disipacio´n es dada cuando la hipo´tesis de disipacio´n friccional
es cambiada por un mecanismo de memoria del material. Matema´ticamente esto significa
cambiar el te´rmino fricional dψt por la convolucio´n
t∫
0
g(t− s)ψxx(s, x)ds.
Para nu´cleos g del tipo exponencial, la solucio´n del correspondiente modelo de Timoshenko
decae exponencialmente si y solo si, las velocidades de propagacio´n son iguales, esto es,
si y solo si se verifica (1.16).
Adicionalmente a la caracterizacio´n del decaimiento exponencial, se mostrara´ que
cuando no existe decaimiento exponencial, esto es cuando (1.16) no es va´lido, el co-
rrespondiente semigrupo no es exponencialmente estable, se mostrara´ que la solucio´n
decae polinomialmente.
Esto significa que la disipacio´n a pesar de estar actuando en una de las ecuaciones es
fuerte lo suficiente para que la solucio´n decaiga polinomialmente para cero como 1/t.
Se usara´n me´todos espectrales para mostrar la caracterizacio´n del decaimiento expo-
nencial, encuanto que para mostrar el decaimiento polinomial, se usara´ el me´todo de la
energ´ıa.
En cuanto a la distribucio´n del trabajo, este ha sido dividido en 7 cap´ıtulos, los
primeros constan de la teor´ıa necesaria que se aplicara´ en el decorrer del mismo, en el
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cap´ıtulo 3 se estudia la existencia y unicidad del modelo, usando la teor´ıa de semigrupos
(teorema 3.1.2) en el contexto de los espacios de Sobolev.
En el cap´ıtulo 4 se hace un estudio de la disipacio´n total usando el me´todo de la
energ´ıa y un estudio de la disipacio´n parcial por el me´todo de semigrupos y se concluye
que el sistema de Timoshenko estudiado es exponencialmente estable si y solamente si las
velocidades de propagacio´n son iguales.
En el cap´ıtulo 5, se hace un estudio del decaimiento de la energ´ıa llegando a mostrar
estabilidad de tipo polinomial.
En el cap´ıtulo 6, se estudia la estabilidad lineal del sistema de Timoshenko usando
el Teorema de Renardy 6.0.2 llegando a mostrar que el tipo del semigrupo es igual a la
cota superior del espectro (Principio de Estabilidad Lineal). Finalmente en el cap´ıtulo 7
se mencionan las conclusiones del trabajo.
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Cap´ıtulo 2
Preliminares
En este cap´ıtulo se presentara´n resultados que sera´n de utilidad para demostrar la
existencia y unicidad del problema de estabilidad de materiales parcialmente viscosos en
estudio, por el me´todo de la teor´ıa de semigrupos asociado al sistema planteado. En este
cap´ıtulo E denotara´ un espacio de Banach.
2.1 Semigrupos
Definicio´n 2.1.1. Sea L (E) un a´lgebra de operadores lineales acotados de E. Decimos
que S : R+ → L (E) es un semigrupo de operadores lineales acotados de E si :
(i) S (0) = I , donde I es el operador identidad de E
(ii) S (s) ◦ S (t) = S (s+ t) ∀t; s ∈ R+.
Se dice que el semigrupo S es de clase C0 si adema´s cumple,
(iii) lim
t→0+
S (t) x = x ; ∀x ∈ E
Esto es, el semigrupo es cont´ınuo en t = 0. Usando esto se verifica que el semigrupo
debe ser cont´ınuo en toda la semirrecta R+.
En efecto
Sea t0 ∈ R+; x ∈ E
lim
h→0+
S (t0 + h) x = lim
h→0+
S (t0)S (h) x = S (t0) lim
h→0+
S (h) x = S (t0) x
Es decir,
t 7−→ S (t)ω ∈ C ([0; +∞⟩ , E)
11
Definicio´n 2.1.2.
Ax := lim
t→0+
S (t) x− x
t
=
d
dt
S(t)x|t=0, ∀x ∈ D (A)
D (A) =
{
x ∈ E/ lim
t→0+
S (t) x− x
t
, existe en E
}
donde A define el generador infinitesimal del semigrupo S (t). De la definicio´n anterior se
puede reescribir el dominio del operador como
D (A) = {x ∈ E / Ax ∈ E}
algunas veces se denotara´ a S (t) por eAt.
En resumen, dado un semigrupo es simple encontrar su generador, es suficiente evaluar
el l´ımite de la definicio´n de generador infinitesimal. El problema inverso es ma´s complicado
y se resuelve usando el teorema de Hille-Yosida, que se estudiara´ ma´s adelante.
Definicio´n 2.1.3. Un semigrupo S (t) de operadores lineales es acotado, si (i) ∥S (t)∥ ≤
M, ∀t > 0 Si M = 1, decimos que S (t) es un semigrupo de contracciones.
Teorema 2.1.1. Un semigrupo eAt es uniformemente cont´ınuo si, y so´lo si, A es acotado.
Demostracio´n: Ver [17] en las referencias bibliogra´ficas.
Teorema 2.1.2. Sea A el generador infinitesimal de un semigrupo de operadores entonces
A conmuta con S, esto es, si ω ∈ D (A) entonces
S (t)ω ∈ D (A) , S (t)Aω = A S (t)ω, ∀t ∈ R+.
Demostracio´n: Ver [17] en las referencias bibliogra´ficas.
Definicio´n 2.1.4. Sea H un espacio de Hilbert. Un operador lineal A : H → H es
disipativo si
Re (Aω, ω) ≤ 0, ∀ω ∈ D (A) .
Teorema 2.1.3. Si H es un espacio de Hilbert y A : H → H operador disipativo; entonces
∥(λI − A) x∥ ≥ λ ∥x∥ , ∀λ > 0, ∀x ∈ D (A) .
Demostracio´n: Ver [17] en las referencias bibliogra´ficas.
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2.2 Teorema de Lummer Phillips
Antes de enunciar el teorema de Lummer Phillips, se consideran las siguientes definiciones.
Definicio´n 2.2.1. Sea X un espacio de Hilbert y T : D (T ) ⊂ X → X un operador
lineal; no necesariamente acotado en X, el conjunto resolvente ρ (T ) de T se define como
ρ (T ) :=
{
λ ∈ C / (λI − T ) es invertible y (λI − T )−1 es un operador acotado en X}
El operador lineal acotado R (λ;T ) := (λI − T )−1 con λ ∈ ρ (T ), se llama Resolvente de
T.
Se define tambie´n
σ (T ) = C \ρ (T ) se llama Espectro de T.
Observacio´n 2.2.1. Todo operador T acotado o no, conmuta con su operador resolvente.
Demostracio´n:
T (λI − T )−1 = λ (λI − T )−1 − (λI − T ) (λI − T )−1
= λ (λI − T )−1 I − (λI − T ) (λI − T )−1
= λI (λI − T )−1 − (λI − T ) (λI − T )−1
= (λI − T )−1 λI − (λI − T )−1 (λI − T )
= (λI − T )−1 (λI − (λI − T ))
= (λI − T )−1 T
Teorema 2.2.1. Sea X un espacio de Banach y A : D (A) ⊂ X → X un operador lineal,
D (A) un subespacio de X y S(t) el semigrupo generado por A. Entonces:
(a) lim
h→0
1
h
∫ t+h
t
S (s) xds = S (t) x , ∀x ∈ X
(b)
∫ t
0
S (s) xds ∈ D (A) , ∀x ∈ D(A)
(c) ∀x ∈ D(A), tenemos
S (t) x ∈ D (A) y AS (t) x = S (t)Ax = d
dt
S (t) x
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(d) ∀x ∈ D(A), tenemos
S (t) x− S (s) x =
∫ t
s
AS (h) xdh =
∫ t
s
S (h)Axdh
(e) ∀x ∈ X, tenemos
∫ t
0
S (h) xdh ∈ D (A) y S (t) x− x = A
∫ t
0
S (h) xdh
Demostracio´n: Ver [24] en las referencias bibliogra´ficas.
Teorema 2.2.2. Sea H un espacio de Hilbert y A un generador infinitesimal del semigrupo
S (t) = eAt. Entonces S (t) es de contracciones si, y solo si A es disipativo.
Demostracio´n:
(⇒)
Supongamos que S (t) es un semigrupo de contracciones, entonces ∥S (t)∥ ≤ 1.
(S (t)w,w) ≤ ∥(S (t)w,w)∥ ≤ ∥S (t)∥ ∥w∥2 ≤ ∥w∥2
es decir
(S (t)w,w)− ∥w∥2 ≤ 0
Adema´s
(S (t)w − w,w)H = (S (t)w,w)H − (w,w)H
= (S (t)w,w)H − ∥w∥2H ≤ 0
(S (t)w − w,w)H ≤ 0.
Entonces
lim
t→0
(
S (t)w − w
t
, w
)
H
≤ 0
(Aw,w) ≤ 0
Por lo tanto A es disipativo.
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(⇐)
Sea U = S (t)w; w ∈ D (A)
Ut =
d
dt
S (t)w
Por el Teorema 2.2.3, tenemos
Ut = AS (t)w, U (0) = w
entonces {
Ut = AU
U (0) = w
pero (Ut, U) = (AU,U).
Adema´s
d
dt
(U (t) , U (t)) = 2 (Ut (t) , U (t))
1
2
d
dt
∥U (t)∥2 = (Ut, U) = (AU,U)
Como A es disipativo, entonces (AU,U) ≤ 0.
Luego
d
dt
∥U (t)∥2 ≤ 0
∫ t
0
d
ds
∥U (s)∥2 ds = ∥U (t)∥2 − ∥U (0)∥2 ≤ 0
∥U (t)∥2 ≤ ∥U (0)∥2
∥S (t)w∥ ≤ ∥w∥
sup
∥w∥=1
∥S (t)w∥ ≤ sup
∥w∥=1
∥w∥ , ∀w ∈ D (A)
∥S (t)∥L(H) ≤ 1.
Luego S (t) es de contracciones.
Teorema 2.2.3. Sea A un generador infinitesimal del semigrupo S (t) de clase C0. En-
tonces A es cerrado y D (A) = X.
Demostracio´n: Ver [16] en las referencias bibliogra´ficas.
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Observacio´n 2.2.2. Un operador A es generador infinitesimal de solamente un semi-
grupo.
Demostracio´n:
Supongamos A es generador infinitesimal de S1 (t) y S2 (t) semigrupos ambos de clase
C0. Definimos para todo x ∈ D(A):
ϕ(s) = S1(t− s)S2(s)x para s < t
Derivando,
dϕ(s)
ds
= −S1(t− s)AS2(s)x+ S1(t− s)AS2(s)x = 0
Esto es, ϕ(s) es constante ∀s > 0 luego ϕ(t) = ϕ(0), entonces S2(t)x = S1(t)x , en D(A) .
Por la densidad D (A) = X, conclu´ımos:
S2 = S1 en X.
Lema 2.2.1. En las condiciones del teorema Hille-Yosida se cumple lo siguiente,
lim
λ→∞
λR (λ;A)w = w, ∀w ∈ X
Demostracio´n: Sea w ∈ D (A) y R (λ;A) = (λI − A)−1
(λI − A)R (λ;A) = I
Entonces
R (λ;A)Aw = λR (λ;A)w − w
∥λR (λ;A)w − w∥ = ∥R (λ;A)Aw∥
≤ ∥ R (λ;A)∥ ∥Aw∥
≤ 1
λ
∥Aw∥
Por la cerradura de A, entonces existe lim
λ→∞
∥Aw∥.
Tomando l´ımite
lim
λ→∞
∥λR (λ;A)w − w∥ = 0
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Observacio´n 2.2.3. Sea Aλ := λR (λ;A)A, las llamadas aproximaciones de Yosida;
(Aλ) es una sucesio´n de operadores cont´ınuos y adema´s Aλ → A.
Aλ = λR (λ,A)A
= λ2R (λ,A)− λI
como R (λ,A) es cont´ınuo, entonces Aλ es cont´ınuo.
Teorema 2.2.4. (Hille- Yosida) Sea X un espacio de Hilbert y A un operador lineal no
limitado es generador infinitesimal de un semigrupo C0 de contracciones, si y so´lo si
(i) A es denso en X y A cerrado.
(ii) El conjunto resolvente ρ (A) de A contiene a R+ y para todo λ > 0, se cumple
∥∥(λI − A)−1∥∥ ≤ 1
λ
Demostracio´n: Ver [17] Teorema 2.7.2.
Adema´s
∥Aλw − Aw∥ = ∥λRAw − Aw∥
Por el lema 2.2.1, tenemos
lim
λ→∞
Aλw = Aw, ∀w ∈ D (A)
Por hipo´tesis, D (A) = X, entonces
lim
λ→∞
Aλw = Aw, ∀w ∈ X
luego, existe una sucesio´n de operadores cont´ınuos Aλ que aproximan a A no cont´ınuo.
Teorema 2.2.5. (Teorema de Lummer Phillips) Sea X un espacio de Banach o Hilbert
y A un operador lineal con D (A) = X. Entonces,
(i) Si A es disipativo y existe un λ0 > 0 tal que Im (λ0I − A) = X, entonces A es
generador infinitesimal de un semigrupo C0 de contracciones.
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(ii) Si A es el generador infinitesimal de un semigrupo C0 de contracciones sobre X,
entonces Im (λI − A) = X para todo λ > 0 y A disipativo.
Demostracio´n: Sea Λ = {λ ∈ R+ / Im (λI − A) = X} probaremos que Λ es abierto
y cerrado.
En efecto
• Λ es un conjunto abierto
Sea λ ∈ Λ, como A es disipativo, entonces (λI − A) es inyectiva pues,
∥(λI − A) x∥ ≥ λ ∥x∥ , A es disipativo
x = 0 , luego (λI − A) es inyectiva.
Por definicio´n de Λ, (λI − A) es sobreyectiva.
Luego
(λI − A) es biyeccio´n.
Entonces
(λI − A)−1 es lineal y cont´ınuo
pues todo operador disipativo es cerrado, entonces A es cerrado.
Pero
ρ (A) =
{
λ ∈ C / (λI − A)−1 ∈ L (X)}
Como Λ ⊂ ρ (A) , ε > 0, Bε (λ) ⊂ ρ (A)
entonces Bε (λ) ∩ R+ ⊂ Λ.
Luego Λ es abierto relativo en R+.
• Λ es un conjunto cerrado.
Sea λ un punto de acumulacio´n de Λ, entonces ∃λu ∈ Λ/λu → λ.
Mostraremos que λ ∈ Λ . Sea y ∈ X, entonces ∃xu ∈ D(A) tal que
λuxu − Axu = y (∗)
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Como A es disipativo:
∥y∥ = ∥λµxu − Axµ∥ ≥ λµ ∥xµ∥
entonces
∥xµ∥ ≤ 1
λµ
∥y∥ ≤ C
• Veamos que (xµ)µ≥1 es de Cauchy.
De (∗)
λµxµ − Axµ = y , ∀µ
λνxν − Axν = y
Entonces
λµxµ − Axµ = λνxν − Axν = y
λµxµ = Axµ + λνxν − Axν
Como A es disipativo:
λ ∥xν − xµ∥ ≤ ∥λµ (xν − xµ)− A (xν − xµ)∥
= ∥λµxν − λµxµ − Axν + Axµ∥
= ∥λµxν − Axµ − λνxν + Axν − Axν + Axµ∥
= ∥xν∥ |λµ − λν |
= C |λµ − λν |
Como λµ es convergente, entonces (λµ) es de Cauchy y tambie´n λµ es limitado.
Entonces
∥xν − xµ∥ → 0
Por lo tanto, (xµ) es de Cauchy.
• Veamos que λx− Ax = y
Tenemos λµ → λ cuando µ→∞, xν → x , para algu´n x.
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Adema´s
lim
µ→∞
Axµ = lim
µ→∞
(λµxµ − y) = λx− y
entonces
λx− y = z, donde z = lim
µ→∞
Axµ
como A es cerrado, entonces z = Ax
λx− y = Ax
esto es
(λI − A) x = y
Pero (λI − A) es sobreyectiva, entonces λ ∈ Λ.
Entonces
{todos sus puntos de acumulacio´n} ⊂ Λ
Λ es cerrado relativo a R+, i.e., Λ ∩ R+ es cerrado.
Luego Λ = R+
Como A es disipativo, se cumple: ∥λx− Ax∥ ≥ λ ∥x∥
pero y = (λI − A) x, entonces x = (λI − A)−1 y.
entonces
∥y∥ ≥ λ ∥∥(λI − A)−1 y∥∥ .
tomando sup
∥y∥≤1
tenemos:
∥∥(λI − A)−1∥∥ ≤ 1
λ
Luego
R (λ,A) ∈ L (X)
En las hipo´tesis de Hille-Yosida, se tiene que A es generador infinitesimal de un
semigrupo de clase C0 de contracciones.
Proposic¸a˜o 2.2.1. Sea S : X → X un operador lineal y cont´ınuo con inversa cont´ınua.
Sea B ∈ L(x) tal que ||B|| < 1
||S−1||
. Entonces S +B es lineal, cont´ınuo e inversible.
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Teorema 2.2.6. Sea X un espacio de Banach y A un operador lineal (no acotado),
disipativo y con dominio denso en X. Si 0 ∈ ρ (A) entonces A es el generador infinitesimal
de un semigrupo C0 de contracciones .
Demostracio´n: Ver [17] Teorema 2.12.3.
Definicio´n 2.2.2. Sea A um operador definido sobre un espacio de Hilbert H.
A : D(A) ⊂ H → H
Diremos que A∗ es el operador adjunto de A si
(Au, v) = (u,A∗v), ∀u ∈ D(A)
donde
D(A∗) = {v ∈ H; ∃w ∈ H; (Au, v) = (u, w)}
Definicio´n 2.2.3. Diremos que um operador es normal si este operador conmuta con su
adjunto.
Teorema 2.2.7. Todo operador normal es generador infinitesimal de um semigrupo de
contracciones
2.3 Autovalores de A y T (t)
En los espacios de dimensio´n finita es siempre va´lido
eσ(A)t = σ(T (t)) (2.1)
Contrariamente en los espacios de dimensio´n infinita esto no se verifica y en general so´lo
tenemos
eσ(A)t ⊂ σ(T (t)) (2.2)
va´lido para todo espacio de Banach.
Lema 2.3.1. Sea A el generador infinitesimal de un semigrupo C0 denotado por
T (t) = eAt, entonces la desigualdad (2.2) es va´lida.
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Demostracio´n: Denotemos por
Bλ(t)x =
∫ t
0
eλ(t−s)T (s)x ds.
Note que
d
dt
∫ t
0
eλ(t−s)T (s)x ds = T (t)x+ λ
∫ t
0
eλ(t−s)T (s)x ds
= T (t)x+ λBλ(t)x. (2.3)
Por otro lado, para
Bλ(t)x =
∫ t
0
eλsT (t− s)x ds
derivando en relacio´n a t para x ∈ D(A) y usando las propiedades de semigrupos tenemos
d
dt
∫ t
0
eλsT (t− s)x ds = eλtx+
∫ t
0
eλsT (t− s)Ax ds
= eλtx+ A
∫ t
0
eλsT (t− s)x ds
= eλtx+ A
∫ t
0
eλ(t−s)T (s)x ds
= eλtx+ ABλ(t)x (2.4)
de las identidades (2.3) y (2.4), se tiene
T (t)x+ λBλ(t)x = e
λtx+ ABλ(t)x.
luego
(λI − A)Bλ(t)x = eλtx− T (t)x.
Finalmente, si eλt ∈ ϱ(T (t)), encontramos
(eλt − T (t))−1(λI − A)Bλ(t)x = x.
Como estos operadores conmutan, se tiene que λ ∈ ϱ(A), esto es,
eλt ∈ ϱ(T (t)) ⇒ λ ∈ ϱ(A)
o equivalentemente
λ ∈ σ(A) ⇒ eλt ∈ σ(T (t))
de donde se sigue el resultado.
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2.4 Espectro y Resolvente
Recordemos algunos conceptos
Definicio´n 2.4.1. Sea S un operador definido sobre un espacio de Banach X. Denotemos
por ρ(S), al conjunto resolvente de S definido como
ρ(S) =
{
λ ∈ C; (λI − S)−1 ∈ L(X)} .
Denotemos por σ(S) el espectro de S, definido como el complemento de ρ(S) respecto a
C, esto es, σ(S) = C \ ρ(S).
Lema 2.4.1. Sea S un operador de X, entonces ρ(S) es un conjunto abierto y por lo
tanto el espectro de S, σ(S) es un conjunto cerrado en C.
Demostracio´n: Sea λ ∈ ρ(S), mostraremos que existe una vecindad de λ de la forma
Vϵ(λ) = {z; ∥z − λ∥ < ϵ} ,
tal que Vϵ(λ) ⊂ ρ(S). En efecto, sea ϵ > 0 tal que
ϵ < ∥(λI − S)−1∥
tomemos z = λ+ω ∈ C, com ∥ω∥ < ϵ. De la Proposicio´n 2.2.1, conclu´ımos que z ∈ ρ(S),
por lo tanto Vϵ(λ) ⊂ ρ(S) lo que completa la demostracio´n.
Definicio´n 2.4.2. Un elemento λ pertenece al espectro σ(S) si una de las siguientes
propiedades se verifica
• El operador λI − S no es inyectivo.
• El operador λI − S es inyectivo mas no es sobre.
Este u´ltimo caso puede ser descompuesto en dos casos, dependiendo de las propiedades de
la imagem del operador. Esto es, cuando la imagen es densa o no. Con estas considera-
ciones, podemos denotar y definir lo siguiente,
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σd(S) = {λ ∈ C; (λI − S) no es inyectivo}
σc(S) = {λ ∈ C; (λI − S)es inyectivo, no es sobre, mas la imagen es densa en X}
σr(S) = {λ ∈ C; (λI − S)es inyectivo mas la imagen no es densa} .
El conjunto σd es llamado de Espectro Discreto, el conjunto σc es chamado de Espectro
Cont´ınuo y finalmente σr es llamado de Espectro Residual. Claramente estos tres sub-
conjuntos del espectro de S son disjuntos y su unio´n es igual a σ(S). Muchos autores
acostumbran llamar de Espectro Cont´ınuo a la unio´n de σc ∪ σr.
Lema 2.4.2. Sea S un operador cont´ınuo, entonces el espectro de S es un conjunto
cerrado y limitado, esto es, un conjunto compacto. Ma´s precisamente
σ(S) ⊂ B∥S∥(0) = {z ∈ C; ∥z∥ ≤ ∥S∥} .
Demostracio´n: Tomemos un elemento λ ∈ C, supongamos
|λ| > ∥S∥, ⇒ ∥S∥
λ
< 1.
De esta forma conclu´ımos que (λI − S) es inversible y con inversa cont´ınua. Por lo tanto
λ ∈ ρ(S), esto es,
{λ ∈ C; |λ| > ∥S∥} ⊂ ρ(S)
lo que implica
σ(S) ⊂ {λ ∈ C; |λ| ≤ ∥S∥} .
Definicio´n 2.4.3. Sea T un operador en un espacio de Banach. Llamaremos de Cota
Superior del Espectro de T , al valor
ωσ(T ) = sup {Re λ; λ ∈ σ(T )} .
Definicio´n 2.4.4. Diremos que Rσ(T ) es el radio espectral del operador T si este es el
radio del menor c´ırculo complejo, centrado en el origen, que contiene todos los elementos
del espectro de T .
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A seguir mostraremos la fo´rmula de Gelfand para el radio espectral.
Lema 2.4.3. Sea T un operador lineal y cont´ınuo. Denotemos por Rσ(T ) el radio espectral
de T entonces se verifica
Rσ(T ) = lim
k→∞
∥T k∥1/k.
Demostracio´n: Del Lema 2.4.2 sabemos
Rσ(T ) ≤ ∥T∥.
Por otro lado, si λ ∈ σ(T ), entonces λl ∈ σ(T l), pues
λlI − T l = (λI − T )(I + T + T 2 + · · ·+ T l−1)
de donde conclu´ımos que si λlI − T l tuviese inversa entonces
(I + T + T 2 + · · ·+ T l−1)(λlI − T l)−1
ser´ıa la inversa de (λI − T ), note que estos operadores conmutam entre s´ı. Lo que
contradice el hecho de λ ∈ σ(T ).
Aplicando el Lema 2.4.2 al operador T l, encontramos
Rσ(T )
l ≤ ∥T l∥ ⇒ Rσ(T ) ≤ ∥T l∥1/l
tomando l´ımite ı´nfimo, encontramos
Rσ(T ) ≤ lim inf
l→∞
∥T l∥1/l. (2.5)
Por otro lado, sea ϵ > 0 es simple verificar que ∥T∥ + ϵ ∈ ϱ(T ). Por lo tanto, podemos
escribir
(I − µT )−1 = I + µT + µ2T 2 · · ·+ µmTm + · · · ,
para todo µ < 1/∥T∥.
Recordemos tambie´n que el resolvente es una funcio´n holomorfa sobre el conjunto
{z ∈ C; ∥z∥ < 1/Rσ(T )}. Por lo tanto, su serie de Taylor es convergente en este conjunto.
Como esta serie es uniformemente convergente tenemos
∥Tmµm∥ → 0,
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por lo tanto existe una constante K tal que
∥Tmµm∥ ≤ K ⇒ ∥Tm∥ ≤ 1∥µ∥mK
⇒ ∥Tm∥1/m ≤ 1∥µ∥K
1/m
tomando l´ımite cuando m→∞, encontramos
lim sup
m→∞
∥Tm∥1/m ≤ 1∥µ∥ , ∀ µ ∈ {z ∈ C; ∥z∥ < 1/Rσ(T )}
lo que implica
lim sup
m→∞
∥Tm∥1/m ≤ Rσ(T ).
De (2.5), encontramos
Rσ(T ) ≤ lim inf
l→∞
∥T l∥1/l ≤ lim sup
m→∞
∥Tm∥1/m ≤ Rσ(T ).
de donde se sigue el resultado.
El Problema de Cauchy
Sea X un espacio de Banach y sea A el generador infinitesimal de un semigrupo en X.
Entonces el correspondiente semigrupo S(t) = eAt es un semigrupo fuertemente cont´ınuo
sobre el espacio de fase X, esto quiere decir que
lim
t→0+
S(t)u0 = u0
Para u0 ∈ X. Esto es, el semigrupo S es cont´ınuo en cero. Por las propiedades de
semigrupos sabemos que si es cont´ınuo en cero, entonces la funcio´n
t 7→ S(t)u0
es cont´ınua en R. Portanto, si definimos u como
u(t) = S(t)u0
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tendremos que u es una funcio´n cont´ınua. Esto es,
u ∈ C(0,∞; X)
Por otro lado, si tomamos u0 ∈ D(A), es simple verificar que
S(t)u0 ∈ D(A)
pues de la definicio´n tenemos que
D (A) =
{
x ∈ X; lim
h→0+
S (h) x− x
h
existe en X
}
y
Au0 = lim
h→0+
S (h)u0 − u0
h
por lo tanto como u0 ∈ D(A), entonces
lim
h→0+
S (h) u0 − u0
h
existe en X,
de donde sigue
lim
h→0+
S (t+ h) u0 − S(t)u0
h
= lim
h→0+
S(t)
[S (h)u0 − u0]
h
= S(t) lim
h→0+
[S (h) u0 − u0]
h
Por lo tanto
lim
h→0+
S (t+ h) u0 − S(t)u0
h
= S(t)Au0. (2.6)
de la definicio´n de derivada, la identidad anterior implica que
d
dt
S(t)u0 = S(t)Au0.
Como el semigrupo conmuta con su generador, conclu´ımos que la relacio´n anterior puede
ser escrita como
d
dt
S(t)u0 = AS(t)u0.
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Como u(t) = S(t)u0 verificamos que u satisface
(PC1)


d
dt
u (t) = Au (t) ; t > 0
u (0) = u0
De lo discutido anteriormente, se concluye que si u0 ∈ D(A) entonces S(t)u0 tambie´n
pertenece al D(A), lo que quiere decir que la funcio´n es diferenciable, por lo tanto se
puede afirmar
S(t)u0 ∈ C1([0,+∞⟩ ;X)
pues el l´ımite converge en X. Finalmente cuando u0 ∈ D(A) se tiene
S(t)u0 ∈ C([0,+∞⟩ ;D(A)).
Definicio´n 2.4.5. Se dice que el problema (PC1) es auto´nomo, si A es un operador
independiente de t.
Definicio´n 2.4.6. Se dice que u es solucio´n (cla´sica) de (PC1) si u verifica
u ∈ C ([0,+∞⟩ ;D (A)) ∩ C1 ([0,+∞⟩ ;X)
y satisface (PC1).
Con estas consideraciones, se tiene el resultado a seguir.
Teorema 2.4.1. Si u0 ∈ X, entonces el problema de Cauchy (PC1) posee una u´nica
solucio´n debil, que es llamada de mild solution, verificando
u ∈ C([0,+∞⟩ ;X)
y adema´s satisface
∥u(t)∥X = ∥S(t)u0∥X ≤ C∥u0∥X
Si u0 ∈ D(A), entonces el problema de Cauchy (PC1) posee una u´nica solucio´n fuerte del
problema verificando
u ∈ C([0,+∞⟩ ;D(A))∩ ∈ C1([0,+∞⟩ ;X)
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y adema´s satisface
∥u(t)∥D(A) + ∥ut(t)∥X ≤ ∥S(t)Au0∥X ≤ C∥u0∥D(A).
Demostracio´n: Ver [17].
2.5 Estabilidad Exponencial
En esta seccio´n estableceremos las condiciones necesarias y suficientes para que un semi-
grupo de clase C0 sea exponencialmente estable.
Definicio´n 2.5.1. Sea A el generador infinitesimal de un semigrupo C0, se dice que el
semigrupo es Exponencialmente Estable si existe una constante α positiva y una constante
M ≥ 1 tal que ∥∥eAt∥∥ ≤Me−αt, ∀t ≥ 0.
Teorema 2.5.1. (Pru¨ss). Sea S (t) = eAt un semigrupo C0 de contracciones definido en
un espacio de Hilbert. Entonces S (t) es exponencialmente estable si, y so´lo si
iR ≡ {iβ; β ∈ R} ⊆ ρ (A)
lim|β|→∞
∥∥(iβI − A)−1∥∥ <∞
Demostracio´n: Ver [12].
2.6 Estabilidad Polinomial
Los primeros autores en demostrar la estabilidad polinonial de semigrupos C0 de contrac-
ciones fueron Liu - Rao y Pru¨ss, los que mostraron condiciones suficientes sobre el operador
resolvente para obtener decaimiento polinomial para el correspondiente semigrupo. Estos
resultados se enuncian a seguir
Teorema 2.6.1 (Liu - Rao). Sea A generador infinitesimal de un semigrupo C0 uniforme-
mente acotado donde iR ⊂ ϱ(A), λ ∈ R y α real positivo. Supongamos que
1
λα
∥(iλI − A)−1∥ ≤ C
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Entonces para todo k ∈ N, existe una constante Ck que satisface
∥T (t)w∥ ≤ Ck
(
ln(t)
t
)k/α
ln(t)∥w∥D(Ak).
Teorema 2.6.2 (Pru¨ss). . Sea A generador infinitesimal de un semigrupo C0 uniforme-
mente limitado donde iR ⊂ ϱ(A) y α real positivo. Entonces
∥(iλI − A)−1A−α∥ ≤ C, ∀λ ∈ R ⇒ ∀ ϵ > 0, ∃ Cϵ > 0 ∥T (t)A−α−ϵ∥ ≤ Cϵ
t
.
Rec´ıprocamente,
∥T (t)A−α∥ ≤ C
t
⇒ ∀ ϵ > 0, ∃ Cϵ > 0 ∥(λI − A)−1A−α−ϵ∥ ≤ Cϵ, ∀ Re λ ≥ 0
Demostracio´n: Ver [17].
Estos resultados tienen una deficiencia. En el teorema de Liu-Rao la presencia del ln
en el numerador retarda el decaimiento polinomial. Ya que el resultado de Pru¨ss introduce
un ϵ > 0 en los operadores de A, lo que tambie´n retarda el decaimiento polinomial. Estas
deficiencias fueron superadas en un resultado reciente (2009) de Borichev-Tomilov, [4], en
el que, inclusive, los autores establecen una condicio´n necesaria y suficiente para obtener
decaimiento polinomial del correspondiente semigrupo.
Teorema 2.6.3. (Borichev-Tomilov). Sea S(t) un semigrupo C0 de contracciones gene-
rado por A y definido sobre el espacio de fase X de Hilbert, tal que iR ⊂ ρ(A) y α positivo.
Entonces
∥(iλI − A)−1)∥L(X ) ≤ C|λ|α, ∀λ ∈ R ⇔ ∥S(t)A−1∥D(A) ≤ C
t1/α
Demostracio´n: Ver [5].
Esto es, si el operador resolvente esta´ limitado por un polinomio de grado α real
positivo entonces el decaimiento polinomial del semigrupo es de la forma t−1/α.
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Cap´ıtulo 3
Existencia y Unicidad
3.1 Existencia del Semigrupo
Para demostrar tanto la existencia de soluciones as´ı como las propiedades asinto´ticas del
modelo se usara´ la teor´ıa de semigrupos. Para tal se redefine el modelo inicial como un
sistema de primer orden en el tiempo. Esto es, reescribiendo el problema de valor inicial
(1.1)–(1.4) denotando
V := (φ, φt, ψ, ψt)
′
donde la tilde es usada para definir el operador transpuesto. De esta forma se tiene que
V formalmente verifica
Vt = AV, V (0) = V0 (3.1)
donde
V0 := (φ0, φ1, ψ0, ψ1)
′
y A es el operador diferencial asociado al sistema (1.1)–(1.4), dado por
A =


0 I 0 0
k
ρ1
∂2x 0
k
ρ1
∂x 0
0 0 0 I
− k
ρ2
∂x 0 [
b
ρ2
∂2x −
k
ρ2
I] −dI
ρ2

 . (3.2)
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Se introduce, a partir de la energ´ıa, el espacio de fase denotado por
H := H10 (0, L)× L2(0, L)×H1∗ (0, L)× L2∗(0, L)
donde
L2∗(0, l) :=
{
v ∈ L2(0, l) :
∫ l
0
v dx = 0
}
,
H1∗ (0, l) :=
{
v ∈ H1(0, l) :
∫ L
0
v dx = 0
}
,
Se define la norma como
∥V ∥2H = ∥(V1, V2, V3, V4)′∥2H
≡ ρ1∥V2∥2L2 + b∥V3,x∥2L2 + k∥V1,x + V3∥2L2 + ρ2∥V4∥2L2
Observe que con esta definicio´n el espacio H es un espacio de Hilbert. Para definir
completamente el operador A necesitamos definir su dominio. Formalmente el dominio
de un operador es definido como el conjunto sobre el cual el operador esta´ bien definido
sobre el espacio de fase; esto es,
D(A) = {V ∈ H; AV ∈ H} .
Note que
AV =


0 I 0 0
k
ρ1
∂2x 0
k
ρ1
∂x 0
0 0 0 I
− k
ρ2
∂x 0 [
b
ρ2
∂2x −
k
ρ2
I] −dI
ρ2




φ
φt
ψ
ψt

 (3.3)
equivalentemente
AV =


φt
k
ρ1
(φx + ψ)x
ψt
b
ρ2
ψxx − k
ρ2
(φx + ψ)− dψt
ρ2

 . (3.4)
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Por lo tanto, el dominio de A es definido a partir de (3.2), con las definiciones previas de
los subespacios en cuestio´n, como siendo,
D(A) := {V = (V1, V2, V3, V4)′ ∈ H : V1 ∈ H2(0, L), V2 ∈ H10 (0, L), V3 ∈ H2(0, L),
V3,x ∈ H10 (0, L), V4 ∈ H1(0, L)}
A seguir se mostrara´ que el operador A definido anteriormente es el generador in-
finitesimal de un semigrupo de contracciones. Para esto se empleara´ el Teorema de
Lumer-Phillips, que establece que todo operador cerrado, disipativo con dominio denso
en el espacio de fase es generador infinitesimal si el 0 pertenece al resolvente del operador.
El primer paso sera´ demostrar que el operador A es disipativo, esto es,
(AV, V ) = −
∫ L
0
d|V4|2 dx ≤ 0, ∀ V ∈ D(A). (3.5)
Lema 3.1.1. Con las notaciones anteriores, el operador A es disipativo, esto es, verifica
la relacio´n (3.5) anterior.
Demostracio´n: El vector V se define como
V =


V1
V2
V3
V4


En estas condiciones se tiene
AV =


V2
k
ρ1
(V1,x + V3)x
V4
b
ρ2
V3,xx − k
ρ2
(V1,x + V3)− d
ρ2
V4

 .
Recordando que el espacio de fase es dado por
H := H10 (0, L)× L2(0, L)×H1∗ (0, L)× L2∗(0, L)
donde su primera y tercera componente son los espaciosH10 (0, L), encuanto que la segunda
y cuarta componentes son los espacios L2(0, L). Por lo tanto en el producto de las primeras
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y terceras componentes sera´ el producto interno definido en H10 (0, L), encuanto que el
producto de las segundas y cuartas componentes sera´ el producto interno definido en
L2(0, L). Llevando en consideracio´n esto se obtiene,
(AV, V ) =




V2
k
ρ1
(V1,x + V3)x
V4
b
ρ2
V3,xx − k
ρ2
(V1,x + V3)− d
ρ2
V4

 ,


V1
V2
V3
V4




equivalentemente
(AV, V ) =
∫ L
0
k(V2,x + V4)(V1,x + V3) + k(V1,x + V3)xV2 + bV4,xV3,x dx+∫ L
0
(bV3,xx − k(V1,x + V3)− dV4)V4 dx
Usando integracio´n por partes se obtiene (3.5).
Teorema 3.1.1. Con las notaciones anteriores, el operador A es el generador infinitesi-
mal de un semigrupo de contracciones.
Demostracio´n: En virtud del Teorema 2.2.6 bastara´ mostrar que el 0 pertenece al
conjunto resolvente de A. Recordando que el conjunto resolvente se define como
ϱ(A) =
{
λ ∈ C; (λI − A)−1 ∈ L(H)}
donde L(H) es el conjunto de las aplicaciones lineales y cont´ınuas definidas sobre H. Por
lo tanto, demostrar que 0 ∈ ϱ(A) es equivalente a mostrar que A tiene inversa cont´ınua
en H. Para esto bastara´ demostrar que para todo F ∈ H el problema
AV = F
posee una u´nica solucio´n. En efecto, si el problema anterior posse una u´nica solucio´n,
entonces A es inyectiva y sobreyectiva, por lo tanto A es un operador biyectivo.
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En te´rminos de las componentes de A se tiene
V2 = F1
k
ρ1
(V1,x + V3)x = F2
V4 = F3
b
ρ2
V3,xx − k
ρ2
(V1,x + V3)− d
ρ2
V4 = F4
Observe que V2 y V4 esta´n dadas expl´ıcitamente en te´rminos de los datos F1 y F3, de esta
forma el sistema anterior es dado por
V2 = F1 (3.6)
k(V1,x + V3)x = ρ1F2 (3.7)
bV3,xx − k(V1,x + V3) = ρ2F4 + dF3 (3.8)
Luego, el problema se reduce a demostrar que el sistema anterior posee existencia y
unicidad. Para esto se usara´ el Teorema de Representacio´n de Riesz para espacios de
Hilbert.
Considere el espacio
H := H10 (0, L)×H10 (0, L)
con la siguiente norma
∥V ∥2H = b∥V3,x∥2L2 + k∥V1,x + V3∥2L2 .
Claramente esta norma esta inducida por el siguiente producto interno
(V,W )H =
∫ L
0
bV3,xW3,x + k(V1,x + V3)(W1,x +W3) dx
donde
V =
(
V1
V3
)
, W =
(
W1
W3
)
.
Note ahora que el operador
T (W ) = −
∫ L
0
ρ1F2W1 + (ρ2F4 + dF3)W3 dx
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Claramente esta es una forma lineal cont´ınua sobre H, pues
∥T (W )∥ =
∣∣∣∣
∫ L
0
ρ1F2W1 + (ρ2F4 + ρ2dF3)W3 dx
∣∣∣∣
≤
∣∣∣∣
∫ L
0
ρ1F2W1
∣∣∣∣+
∣∣∣∣
∫
(ρ2F4 + dF3)W3 dx
∣∣∣∣
≤ ρ1
(∫ L
0
|F2|2 dx
)1/2(∫ L
0
|W1|2 dx
)1/2
+
(∫ L
0
|ρ2F4 + dF3|2 dx
)1/2(∫ L
0
|W3|2 dx
)1/2
≤ C
(∫ L
0
|W1|2 dx
)1/2
+ C
(∫ L
0
|W3|2 dx
)1/2
≤ C
(∫ L
0
|W1,x|2 dx
)1/2
+ C
(∫ L
0
|W3|2 dx
)1/2
≤ C
(∫ L
0
|W1,x +W3 −W3|2 dx
)1/2
+ C
(∫ L
0
|W3|2 dx
)1/2
≤ C
(∫ L
0
|W1,x +W3|2 dx
)1/2
+ C
(∫ L
0
|W3|2 dx
)1/2
+ C
(∫ L
0
|W3|2 dx
)1/2
≤ C
(∫ L
0
|W1,x +W3|2 dx
)1/2
+ C
(∫ L
0
|W3,x|2 dx
)1/2
≤ C1∥W∥H
Por el Teorema de la Representacio´n de Riesz sigue que existe V ∈ H tal que
(V,W )H = T (W )
De esta forma, haciendo W3 = 0 se tiene
(V,W )H =
∫ L
0
k(V1,x + V3)W1,x dx = T (W ) = −
∫ L
0
ρ1F2W1 dx
de donde sigue
∫ L
0
k(V1,x + V3)W1,x dx = −
∫ L
0
ρ1F2W1 dx ∀W1 ∈ H10 (0, L)
usando integracio´n por partes
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∫ L
0
k(V1,x + V3)xW1 dx =
∫ L
0
ρ1F2W1 dx ∀W1 ∈ H10 (0, L)
Por lo tanto, ∫ L
0
[k(V1,x + V3)x + ρ1F2]W1 dx = 0 ∀W1 ∈ H10 (0, L)
luego
k(V1,x + V3)x = ρ1F2
De esta forma V1 verifica la ecuacio´n (3.7).
Ana´logamente, en particular haciendo W1 = 0, se tiene
(V,W )H =
∫ L
0
bV3,xW3,x + k(V1,x + V3)W3 dx = −
∫ L
0
(ρ2F4 + dF3)W3 dx
repitiendo los mismos argumentos se obtiene
∫ L
0
[bV3,xx − k(V1,x + V3)− (ρ2F4 + dF3)]W3 dx = 0 ∀W3 ∈ H10 (0, L)
usando el Lema de Du Bois Raymond se tiene
bV3,xx − k(V1,x + V3) = (ρ2F4 + dF3)
quedando verificada la ecuacio´n (3.8). Por lo tanto existe una u´nica solucio´n del pro-
blema.
Por otro lado, multiplicando la ecuacio´n (3.7) y (3.8) por V1 y V3 respectivamente y
sumando los productos resultantes se obtiene
−
∫ L
0
k|V1,x + V3|2 + b|V3,x|2 dx =
∫ L
0
ρ1F2V1 + (ρ2F4 + dF3)V3 dx
Usando la desigualdad de Cauchy Schwarz sigue que existe una constante positiva C tal
que
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∫ L
0
k|V1,x + V3|2 + b|V3,x|2 dx ≤ C
∫ L
0
|F2|2 + |F3|2 + |F4|2 dx
de donde
∥V ∥2H ≤ C
∫ L
0
|F2|2 + |F3|2 + |F4|2 dx
como A es inversible
AV = F ⇒ V = A−1F
sustituyendo en la desigualdad anterior se tiene
∥A−1F∥2H ≤ C
∫ L
0
|F2|2 + |F3|2 + |F4|2 dx
de donde sigue que A−1 es cont´ınua. Por lo tanto 0 ∈ ϱ(A). Con lo que se deduce que
A es el generador infinitesimal de un semigrupo C0 de contracciones y se le denota como
S(t) = {etA}t≥0.
Teorema 3.1.2. Sea
(φ0, φ1, ψ0, ψ1) ∈ H10 (0, L) ∩H2(0, L)×H10 (0, L)×H20 (0, L)×H10 (0, L)
Entonces existe una u´nica solucio´n del sistema de Timoshenko (1.1)-(1.4) satisfaciendo
φ ∈ C(0, T ;H10 (0, L) ∩H2(0, L)) ∩ C1(0, T ;H10 (0, L))
ψ ∈ C(0, T ;H20 (0, L)) ∩ C1(0, T ;H10 (0, L))
Demostracio´n:
El sistema (1.1)-(1.4) es equivalente a
Vt = AV, V (0) = V0 (3.9)
donde V = (φ, φt, ψ, ψt)
′ y V0 = (φ0, φ1, ψ0, ψ1)
′ por el teorema anterior el operador
A es el generador infinitesimal de un semigrupo de contracciones, con lo que se obtiene el
resultado; ver [21].
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Cap´ıtulo 4
Decaimiento Exponencial: Me´todo
de la Energ´ıa
4.1 Disipacio´n Total
Se dice que el sistema de Timoshenko tiene disipacio´n total cuando los mecanismos disi-
pativos actu´an en todas sus ecuaciones. Por ejemplo, el siguiente sistema dado por
ρ1φtt − k(φx + ψ)x + d1φt = 0, (4.1)
ρ2ψtt − bψxx + k(φx + ψ) + d2ψt = 0, (4.2)
donde d1 y d2 son positivos; es totalmente disipativo.
Unido a las siguientes condiciones de frontera para t ≥ 0
φ(0, t) = φ(L, t) = ψx(0, t) = ψx(L, t) = 0. (4.3)
y a las condiciones iniciales dadas por
φ(x, 0) = φ0(x), φt(x, 0) = φ1(x), ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x)
La disipacio´n total del sistema es debido a la disipacio´n en la primera ecuacio´n dada por
el te´rmino d1φt y en la segunda ecuacio´n dada por el te´rmino d2ψt.
Note que la energ´ıa en este caso es la misma que aquella definida en (1.15),
E(t) =
1
2
∫ L
0
ρ1|φt|2 + ρ2|ψt|2 + k|φx + ψ|2 + b|ψx|2 dx (4.4)
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Multiplicando la ecuacio´n (4.1) por φt y la ecuacio´n (4.2) por ψt, integrando sobre [0, L]
y sumando los resultados se encuentra
d
dt
E(t) = −d1
∫ L
0
|φt|2 dx− d2
∫ L
0
|ψt|2 dx (4.5)
Si d1 = d2 = 0 entonces (4.1), (4.2) es un sistema hiperbo´lico para el cual la energ´ıa
se conserva y por lo tanto permance constante. En efecto
d
dt
E(t) = 0 ⇒ E(t) = E(0).
Cuando la disipacio´n es total el sistema siempre decae exponencialmente para cero. Se
mostrara´ esto usando el me´todo de la energ´ıa.
Este me´todo consiste en construir un funcional, que se denotara´ por L que es equiva-
lente a la energ´ıa, esto es,
c0E(t) ≤ L(t) ≤ c1E(t)
que verifica la desigualdad
d
dt
L(t) ≤ −γL(t)
Usando una desigualdad de tipo Gronwall se obtiene
L(t) ≤ L(0)e−γt.
Como L es equivalente a la energ´ıa sigue que
E(t) ≤ c1
c0
E(0)e−γt.
El primer paso para construir L(t) esl introducir el siguiente funcional
J(t) =
∫ L
0
ρ1φφt + ρ2ψψt dx+
1
2
∫ L
0
d1|φ|2 + d2|ψ|2 dx.
El siguiente Lema juega un papel importante en la demostracio´n del decaimiento expo-
nencial.
Lema 4.1.1. Sean los datos iniciales
(φ0, φ1, ψ0, ψ1) ∈ H10 (0, L) ∩H2(0, L)×H10 (0, L)×H10 (0, L) ∩H2(0, L)×H10 (0, L)
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entonces se verifica que el funcional J satisface
|J(t)| ≤ CE(t)
para algu´n C > 0.
Demostracio´n: Note que
|J(t)| =
∣∣∣∣
∫ L
0
ρ1φφt + ρ2ψψt dx+
1
2
∫ L
0
d1|φ|2 + d2|ψ|2 dx
∣∣∣∣
usando la desigualdad de Cauchy Schwarz se obtiene
|J(t)| ≤ c∥φ∥L2∥φt∥L2 + c∥ψ∥∥ψt∥L2 + c∥φ∥2L2 + c∥ψ∥2L2
usando la desigualdad de Poincare´ se obtiene
|J(t)| ≤ c∥φx∥L2∥φt∥L2 + c∥ψx∥∥ψt∥L2 + c∥φx∥2L2 + c∥ψx∥2L2
de donde se sigue
|J(t)| ≤ c∥φx∥2L2 + c∥φt∥2L2 + c∥ψx∥2 + ∥ψt∥2L2
finalmente
|J(t)| ≤ c∥φx∥2L2 + c∥φt∥2L2 + c∥ψx∥2 + ∥ψt∥2L2
≤ c∥φx + ψ − ψ∥2L2 + c∥φt∥2L2 + c∥ψx∥2 + ∥ψt∥2L2
≤ c∥φx + ψ∥2L2 + c∥ψ∥2L2 + c∥φt∥2L2 + c∥ψx∥2 + ∥ψt∥2L2
usando la desigualdad de Poincare´ nuevamente se obtiene
|J(t)| ≤ c∥φx + ψ∥2L2 + c∥φt∥2L2 + c∥ψx∥2 + ∥ψt∥2L2
de donde sigue el resultado.
Lema 4.1.2. Sean los datos iniciales
(φ0, φ1, ψ0, ψ1) ∈ H10 (0, L) ∩H2(0, L)×H10 (0, L)×H10 (0, L) ∩H2(0, L)×H10 (0, L)
entonces se verifica
d
dt
J(t) =
∫ L
0
ρ1|φt|2 + ρ2|ψt|2 dx−
∫ L
0
b|ψx|2 + k|φx + ψ|2 dx
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Demostracio´n: Multiplicando la ecuacio´n (4.1) por φ y la ecuacio´n (4.2) por ψ e inte-
grando sobre [0, L] y sumando los resultados se encuentra
d
dt
∫ L
0
ρ1φφt + ρ2ψψt dx =
∫ L
0
ρ1|φt|2 + ρ2|ψt|2 dx−
∫ L
0
b|ψx|2 + k|φx + ψ|2 dx
− d
dt
1
2
∫ L
0
d1|φ|2 dx− d
dt
1
2
∫ L
0
d2|ψ|2 dx
de donde sigue
d
dt
J(t) =
∫ L
0
ρ1|φt|2 + ρ2|ψt|2 dx−
∫ L
0
b|ψx|2 + k|φx + ψ|2 dx
De esta forma se obtiene el decaimiento exponencial.
Teorema 4.1.1. Para datos iniciales verificando
(φ0, φ1, ψ0, ψ1) ∈ H10 (0, L) ∩H2(0, L)×H10 (0, L)×H10 (0, L) ∩H2(0, L)×H10 (0, L)
existe una constante positiva c tal que
E(t) ≤ cE(0)e−γt, t > 0.
Demostracio´n: Definiendo el funcional
L(t) = NE(t) + J(t)
usando el Lema 4.1.1 , sigue que para N suficientemente grande
(N − C)E(t) ≤ L(t) ≤ (N + C)E(t)
tomando N > C sigue que existen constantes positivas c0 y c1 tales que
c0E(t) ≤ L(t) ≤ c1E(t). (4.6)
Por otro lado, derivando este funcional se obtiene
d
dt
L(t) = N d
dt
E(t) +
d
dt
J(t)
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Usando la identidad (4.5) y el Lema 4.1.2 se obtiene
d
dt
L(t) = −Nd1
∫ L
0
|φt|2 dx−Nd2
∫ L
0
|ψt|2 dx+
∫ L
0
ρ1|φt|2 + ρ2|ψt|2 dx
−
∫ L
0
b|ψx|2 + k|φx + ψ|2 dx
= −(Nd1 − ρ1)
∫ L
0
|φt|2 dx− (Nd2 − ρ2)
∫ L
0
|ψt|2 dx
−
∫ L
0
b|ψx|2 + k|φx + ψ|2 dx
Tomando N grande, existe una constante positiva N0 tal que
d
dt
L(t) ≤ −N0
∫ L
0
|φt|2 dx−N0
∫ L
0
|ψt|2 dx−
∫ L
0
b|ψx|2 + k|φx + ψ|2 dx
de donde se sigue
d
dt
L(t) ≤ −C0E(t)
usando la desigualdad (4.6) se encuentra
d
dt
L(t) ≤ −γL(t)
donde γ > 0, luego
L(t) ≤ L(0)e−γt
usando nuevamente la desigualdad (4.6) se encuentra
c0E(t) ≤ L(t) ≤ L(0)e−γt ≤ c1E(0)e−γt
De donde sigue el resultado.
4.2 Disipacio´n Parcial
El modelo con disipacio´n parcial es mucho ma´s complejo. Esto es debido a que la disi-
pacio´n esta´ actuando solamente en la ecuacio´n (1.2). El problema consiste en encontrar
condiciones sobre los coeficientes de tal forma que el efecto disipativo sobre la ecuacio´n
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(1.2) haga efectiva tambie´n la ecuacio´n (1.1). En otras palabras se quiere que el meca-
nismo disipativo de ψt sea efectivo sobre la ecuacio´n en φ Se mostrara´ que esto solo sera´
posible cuando las velocidades de propagacio´n de estas dos ecuaciones sean iguales. Caso
contrario no existira´ decaimiento exponencial.
En este cap´ıtulo caracterizara´ el decaimiento exponencial del sistema de Timoshenko
com disipacio´n parcial. Para esto se usara´n los Teoremas de Pru¨ss.
El principal resultado de este cap´ıtulo es mostrar que la energ´ıa total asociada al
sistema (1.1)–(1.4), dada por
E(t) :=
1
2
L∫
0
(ρ1φ
2
t + ρ2ψ
2
t + bψ
2
x + k|φx + ψ|2)(t, x)dx. (4.7)
decae exponencialmente para cero si y solamente si las velocidades de propagacio´n son
iguales. Esto es, la relacio´n dada en (1.16)
ρ1
k
=
ρ2
b
es va´lida.
Observacio´n 4.2.1. Para mostrar el decaimiento exponencial en el caso de las condi-
ciones de Neumann, es necesario tener una desigualdad de Poincare´ para ψ del tipo
∫ L
0
|ψ|2 dx ≤ cp
∫ L
0
|ψx|2 dx
para esto es necesario tomar una clase de datos iniciales verificando
∫ L
0
ψ0 dx = 0,
∫ L
0
ψ1 dx = 0 (4.8)
Note que en este caso la solucio´n ψ verifica
∫ L
0
ψ(x, t) dx = 0, ∀t ≥ 0
en efecto, integrando la ecuacio´n (1.2) se encuentra
ρ2
∫ L
0
ψtt dx+ k
∫ L
0
ψ dx+ d
∫ L
0
ψt dx = 0
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denotando por
g(t) =
∫ L
0
ψ dx
se obtiene
ρ2g
′′(t) + kg(t) + dg′(t) = 0
con las condiciones iniciales
g(0) =
∫ L
0
ψ0 dx︸ ︷︷ ︸
:=g0
, g′(0) =
∫ L
0
ψ1 dx︸ ︷︷ ︸
:=g1
.
Claramente es un problema de valor inicial que posee una u´nica solucio´n. Si los datos
iniciales tienen media nula, entonces g(t) = 0 para todo t.
4.3 Condicio´n Suficiente: Me´todo de Semigrupo
En esta seccio´n demostrara´ que el sistema parcialmente disipativo es exponencialmente es-
table si las velocidades de propagacio´n son iguales. Esto es, el efecto de ser las velocidades
de propagacio´n iguales es una condicio´n suficiente para estabilizar exponencialmente la
solucio´n del sistema. En la siguiente seccio´n se demostrara´ que esta condicio´n tambie´n es
necesaria. A diferencia de la seccio´n anterior, se usara´ el Teorema 2.5.1 de Pru¨ss.
Con este objetivo, se consideran los datos iniciales con media nula. Esto es, datos
iniciales verificando (4.8). Por lo tanto se consideran los siguientes espacios,
L2∗(0, L) =
{
f ∈ L2(0, L);
∫ L
0
f(x) dx = 0
}
de forma ana´loga
H1∗ (0, L) = H
1(0, L) ∩ L2∗(0, L)
H2∗ (0, L) = H
2(0, L) ∩ L2∗(0, L)
Note que
∫ L
0
|f |2 dx ≤ cp
∫ L
0
|fx|2 dx, ∀f ∈ H1∗ (0, L)
45
por lo tanto el espacio de fase que consideraremos es dado por
H∗ = H
1
0 (0, L)× L2(0, L)×H1∗ (0, L)× L2∗(0, L).
En estas condiciones tenemos el siguiente resultado
Teorema 4.3.1. Sea
(φ0, φ1, ψ0, ψ1) ∈ H10 (0, L)× L2(0, L)×H1∗ (0, L)× L2∗(0, L).
Entonces si la relacio´n (1.16) es va´lida, existen constantes positivas C y κ > 0 independien-
tes de los datos iniciales tales que
E(t) ≤ C E(0)e−2κt t ≥ 0
Demostracio´n: Para demostrar el resultado se usara´ el teorema [9, Theorem 1.3.2])
que caracteriza el decaimiento exponencial de semigrupos de contracciones. Para esto se
mostrara´ que se verifican las siguientes condiciones.
iR ⊂ ϱ (A) (4.9)
y
∥(iwI − A)−1∥2 ≤ C, ∀w ∈ R. (4.10)
para esto se usara´ la ecuacio´n resolvente
(iwI − A)V = F
tomando el producto interno en H se obtiene
((iwI − A)V, V )H = (F, V )H
de donde sigue que
iw∥V ∥2H − (AV, V )H = (F, V )H (4.11)
Recordando que el operador A es dissipativo (6.14) se obtiene
(AV, V )H = −d
∫ L
0
|v4|2 dx
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sustituyendo en (4.11) sigue que
iw∥V ∥2H + d
∫ L
0
|v4|2 dx = (F, V )H
luego, tomando la parte real
d
∫ L
0
|v4|2 dx = Re (F, V )H
De esta forma existe una constante positiva tal que
∫ L
0
|v4|2 dx ≤ C∥F∥H∥V ∥H
Escribiendo la ecuacio´n resolvente en te´rminos de sus componentes, considerando
V = (v1, v2, v3, v4)′, i.e.:
iwv1 − v2 = f 1, (4.12)
iwv2 − α(v1xx + v3x) = f 2, (4.13)
iwv3 − v4 = f 3, (4.14)
iwv4 − βv3xx + γ(v1x + v3) +
d
ρ2
v4 = f 4, (4.15)
donde
α :=
k
ϱ1
, β :=
b
ϱ2
, γ :=
k
ϱ2
. (4.16)
multiplicando (4.15) por v3 se obtiene, usando (4.14),
−
L∫
0
|v4|2dx+ β
L∫
0
|v3x|2dx+ γ
L∫
0
v1xv
3dx+ γ
L∫
0
|v3|2dx+
L∫
0
d
ρ2
v4v3dx
=
L∫
0
f 4v3 + v4f 3dx (4.17)
denotando por w la solucio´n de
−wxx = v3x, w(0) = w(L) = 0,
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esto es,
w(x) = −
x∫
0
v3(y)dy +
x
L
L∫
0
v3(y)dy ≡ G(v3x)(x).
Multiplicando (4.13) por w se obtiene
α
L∫
0
v1xwxdx = α
L∫
0
|wx|2dx+
L∫
0
v2
(
G(v4x) +G(f
3
x)
)
dx+
L∫
0
f 2w dx. (4.18)
Observando
L∫
0
v1xwx dx = −
L∫
0
v1xv
3dx
se concluye de (4.17) y (4.18)
−ϱ2
L∫
0
|v4|2dx+ b
L∫
0
|v3x|dx− k


L∫
0
|wx|2dx−
L∫
0
|v3|2dx


−ϱ1
L∫
0
v2(G(v4x) +G(f
3
x))dx− ϱ1
L∫
0
f 2w dx+
L∫
0
dv4v3dx
= ϱ2
L∫
0
f 4v3dx+ ϱ2
L∫
0
v4f 3dx.
Como
L∫
0
|wx|2 dx ≤
L∫
0
|v3|2dx
se obtiene
b
L∫
0
|v3x|2dx ≤ ϱ2
L∫
0
|v4|2dx+ Re


L∫
0
ϱ1v
2(G(v4x) +G(f
3
x)) + ϱ1f
2w
−dv4v3 + ϱ2f 4v3 + ϱ2v4f 3dx
}
. (4.19)
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Multiplicando (4.15) por v1x + v
3 se obtiene
iw
L∫
0
v4v1xdx+ iw
L∫
0
v4v3dx+ β
L∫
0
v3x(v
1
xx + v
3
x)dx
+γ
L∫
0
|v1x + v3|2dx+
L∫
0
dv4(v1x + v
3) dx =
L∫
0
f 4(v1x + v
3)dx,
y usando (4.13),
iw
L∫
0
v4v4xdx+ iw
L∫
0
v4v3dx− iβw
α
L∫
0
v3xv
2dx− β
α
L∫
0
v3xf
2dx
+γ
L∫
0
|v1x + v3|2dx+
d
ρ2
L∫
0
v4(v1x + v
3)dx =
L∫
0
f 4(v1x + v
3)dx.
de (4.12), (4.14) se obtiene
−iw
L∫
0
v4v1xdx = −iw
L∫
0
v3xv
2dx+ iw
L∫
0
v3f 1xdx+
∫ L
0
v2f 3x − f 3f 1xdx
Luego, usando la hipo´tesis (1.16), y de (4.14) se sigue que
iw (1− β/α)︸ ︷︷ ︸
=0
L∫
0
v3xv
2dx+ γ
L∫
0
|v1x + v3|2dx+
L∫
0
dv4(v1x + v
3) dx
−
L∫
0
|v4|2dx−
L∫
0
v4f 3dx+
β
α
L∫
0
v3f 2x
−iw
L∫
0
v3f 1xdx−
L∫
0
v2f 3x + f
3f 1xdx−
L∫
0
f 4(v1x + v
3)dx = 0 (4.20)
Finalmente, multiplicando (4.13) por v1 y el conjugado de (4.12) por v2, se obtiene
L∫
0
|v2|2dx = α
L∫
0
(v1x + v
3)v1x −
L∫
0
f 2v1dx−
L∫
0
v2f 1dx. (4.21)
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tomando la parte real de
N1 · (4.19) +N2 · (4.20) +N3 · (4.21) (4.22)
se encuentra para nu´meros grandes N1 ≫ N2 ≫ N3 ≫ 1.
∥V ∥2H ≤ C∥F∥2H ,
donde C es una constante positiva independiente de w (y V ), esto demuestra (4.10) y por
lo tanto el Teorema 4.3.1. 
4.4 Falta de Estabilidad Exponencial
En esta seccio´n se probara´ que la condicio´n (1.16) es tambie´n necesaria para el decaimiento
exponencial. Para tal se usara´ nuevamente la caracterizacio´n dada por (4.9), (4.10) .
Teorema 4.4.1. Sea
ϱ1
k
̸= ϱ2
b
entonces el sistema dado por (1.1)–(1.4) no es exponencialmente estable.
Demostracio´n: De acuerdo con el Teorema de Pru¨ss es suficiente demostrar que existe
una sucesio´n de nu´meros reales (λn)n ⊂ R tal que lim
n→∞
|λn| =∞ y sucesiones de funciones
(Vn)n ⊂ D(A), (Fn)n ⊂ H tales que (iλnI − A)Vn = Fn sea limitada y que
lim
n→∞
∥Vn∥H =∞.
Escojamos F ≡ Fn tal que
F = (0, f 2, 0, f 4)′,
donde
f 2(x) := sin
nπx
L
= sin(δλx),
f 4(x) := cos
nπx
L
= cos(δλx),
y
δ :=
1√
α
, λ ≡ λn =
√
αnπ
L
.
Entonces se obtiene
∥Fn∥2H = L
y las soluciones V = (v1, v2, v3, v4)′ de (iλI − A)V = F verifican
iλv1 − v2 = f 1, (4.23)
iλv2 − α(v1xx + v3x) = f 2, (4.24)
iλv3 − v4 = f 3, (4.25)
iλv4 − βv3xx + γ(v1x + v3) +
d
ρ2
v4 = f 4, (4.26)
eliminando v2, v4 se obtiene v1, v3:
−λ2v1 − αv1xx − αv3x = f 2, (4.27)
−λ2v3 − βv3xx + γ(v1x + v3) + i
d
ρ2
λv3 = f 4. (4.28)
luego se puede suponer que la solucio´n es de la forma
v1(x) = A sin(δλx), v3(x) = B cos(δλx) (4.29)
Resolviendo (4.27), (4.28) para A = A(λ), B = B(λ), se obtiene
(αδ2 − 1)λ2A+ αδλB = 1, (4.30)
(βδ2 − 1)λ2B + γδλA+ γB + idλB = 1. (4.31)
tomando αδ2 = 1, se concluye de (4.30),
B =
1√
α
1
λ
(4.32)
y por lo tanto de (4.31),
A = − 1
λ2
+
1
γ
(
√
α− id
ρ
)
1
λ
− (β/α− 1) 1
γ
. (4.33)
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Luego se tiene
v1(x) =
(
− 1
λ2
+
1
γ
(
√
α− id
ρ
1
λ
− 1
γ
(β/α− 1)
)
sin(δλx),
v2(x) = (− i
λ
+
1
γ
(i
√
α +
d
ρ
)− i
γ
(β/α− 1)λ) sin(δλx),
v3(x) =
1√
α
1
λ
cos(δλx),
v4(x) =
i√
α
cos(δλx).
Recordando que α y β esta´n dados en (4.16). Note que
∫ L
0
|v2|2 dx = L
2
|(− i
λ
+
1
γ
(i
√
α +
d
ρ
)− i
γ
(β/α− 1)λ)|2
≥ −L
2
| − i
λ
+
1
γ
(i
√
α +
d
ρ
)|2 + L
4
|1
γ
(β/α− 1)|2λ2
se encuentra que
lim
λ→∞
∥Vn∥H ≥ lim
λ→∞
∫ L
0
|v2|2 dx =∞
Lo que completa la prueba. 
En conclusio´n, se puede afirmar que en el caso parcialmente disipativo, el sistema de
Timoshenko es exponencialmente estable si y solamente si las velocidades de propagacio´n
son iguales. Esto es,
Teorema 4.4.2. El Sistema de Timoshenko, parcialmente disipativo es exponencialmente
estable si y so´lo si las velocidades de propagacio´n son iguales.
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Cap´ıtulo 5
Decaimiento Polinomial
5.1 Decaimiento Uniforme
Un punto importante para desarrollar este cap´ıtulo es entender bien el tipo de decaimiento
por analizar. Es importante observar que el modelo que se esta´ estudiando es un modelo
lineal. Se denota por S(t) el semigrupo generado por el operador A, definido en el espacio
de fase H. Esto es, S(t) = eAt y
S(t) : H → H
Lema 5.1.1. Sea S(t) un semigrupo definido sobre el espacio de fase H, tal que
∥S(t0)w∥X ≤ 1
para algu´n t0 ∈ R, entonces S(t) decae exponencialmente para zero.
Demostracio´n: En efecto, sea α como sigue
α = ∥S(t0)∥L(X) < 1,
por el algoritmo de la divisio´n, todo nu´mero t puede ser escrito en la forma
t = mt0 + r
donde m ∈ N y 0 ≤ r < t0. Como S es un operador cont´ınuo, existe M > 0, tal que
53
∥S(t)∥L(X) ≤M, ∀ t ∈ [0, t0]
Sea t ∈ R+, usando las propiedades de semigrupos se tiene
∥S(t)∥L(X) = ∥S(mt0 + r)∥L(X) = ∥S(mt0)S(r)∥L(X) = ∥S(t0)mS(r)∥L(X).
de donde
∥S(t)∥L(X) ≤M∥S(t0)∥mL(X) =Mαm.
recordando la definicio´n de m, se sigue que
∥S(t)∥L(X) ≤Mα(t−r)/t0 =Mα−r/t0︸ ︷︷ ︸
:=M1
αγt,
donde γ = 1/t0. Recordando que
αγ = eγ ln(α) = e−β, β > 0
pues α < 1, se tiene entonces
∥S(t)∥L(X) ≤M1e−βt.
Lo que significa que S decae exponencialmente.
Corolario 5.1.1. Sea S un semigrupo que decae polinomialmente, entonces S(t) decae
exponencialmente.
Demostracio´n: Por hipo´tesis, se tiene
lim
t→0
∥S(t)∥L(X) = 0 ⇒ ∃t0 ∈ R ∥S(t0)∥L(X) < 1
aplicando el Lema 5.1.1, se concluye que S(t) es exponencialmente estable.
El corolario anterior dice que todo semigrupo que decae para cero, debe decaer expo-
nencialmente. Esto es porque el decaimiento polinomial es dado en la norma uniforme
del espacio L(X). En este cap´ıtulo se estudiara´ el decaimiento polinomial en normas de
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espacios L(D(Aα), X), con α ̸= 0. Esto es, los resultados de decaimiento sera´n de la
forma
∥S(t)w∥X ≤ C
t
∥w∥D(Aα)
Este decaimiento no es uniforme y por lo tanto esto no implica el decaimiento expo-
nencial.
5.2 Decaimiento de la Energ´ıa
Se denota por
E(t) ≡ E(t, φ, ψ) ≡ E1(t)
la energ´ıa definida en (4.7), y
E2(t) := E(t, φt, ψt)
la energ´ıa de segundo orden. El principal resultado de este cap´ıtulo esta´ resumido en
el siguiente teorema.
Teorema 5.2.1. Sean los datos iniciales en el dominio del operador
(φ0, φ1, ψ0, ψ1)
′ ∈ D(A).
Entonces la energ´ıa de primer orden verifica
E(t) ≤ C(E2(0) + E1(0))t−1 ∀t > 0
para C > 0.
Demostracio´n:
Derivando la energ´ıa y usando el sistema de Timoshenko se tiene
d
dt
E1(t) = −d
L∫
0
|ψt|2dx, d
dt
E2(t) = −d
L∫
0
|ψtt|2dx (5.1)
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por otro lado,
d
dt
L∫
0
ϱ2ψψtdx = ϱ2
L∫
0
|ψt|2dx+ b
L∫
0
ψxxψdx− k
L∫
0
(φx + ψ)ψdx− d
L∫
0
ψtψdx. (5.2)
Sea w la solucio´n del siguiente problema
−wxx = ψx, w(0) = w(L) = 0,
derivando,
d
dt
L∫
0
ϱ1φtw dx = −k
L∫
0
φψx dx+ k
L∫
0
|wx|2 dx+ ϱ1
L∫
0
φtwt dx. (5.3)
Sumando las expresiones (5.2) y (5.3),
d
dt


L∫
0
ϱ2ψψt + ϱ1φtw +
d
2
|ψ|2dx

︸ ︷︷ ︸
:=F1(t)
≤ ϱ2
L∫
0
|ψt|2dx− b
L∫
0
|ψx|2dx+ ϱ1
L∫
0
φtwtdx,
por lo tanto, usando (5.1), para N1 > 0
d
dt
{N1E(t) + F1(t)} ≤ −(Nd− ϱ2)
L∫
0
|ψt|2dx− b
L∫
0
|ψx|2 dx+ ϱ1
L∫
0
φtwt dx. (5.4)
Adema´s,
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ddt
L∫
0
ϱ2ψt(φx + ψ) dx = −b
L∫
0
ψx(φx + ψ)x − k
L∫
0
|φx + ψ|2dx− d
L∫
0
ψt(φx + ψ)dx
+ϱ2
d
dt
L∫
0
ψtφxdx− ϱ2
L∫
0
ψttφx dx+ ϱ2
L∫
0
|φt|2dx
= −bϱ1
k
L∫
0
ψxφtt dx− k
L∫
0
|φx + ψ|2dx− d
L∫
0
ψt(φx + ψ)dx
+ϱ2
d
dt
L∫
0
ψtφx dx− ϱ2
L∫
0
ψttφx dx+ ϱ2
L∫
0
|φt|2 dx. (5.5)
Notando que
L∫
0
ψxφtt dx =
d
dt


L∫
0
ψxφt − ψxtφdx

−
L∫
0
ψttφx dx
se concluye que el funcional
F2(t) :=
L∫
0
ϱ2ψt(φx + ψ)− ϱ2ψtφx + bϱ1
k
(ψxφt − ψxtφ)dx
satisface
d
dt
F2(t) =
(
bϱ1
k
− ϱ2
) L∫
0
ψttφx dx− k
L∫
0
|φx + ψ|2dx
−d
L∫
0
ψt(φx + ψ)dx+ ϱ2
L∫
0
|ψt|2dx. (5.6)
Para N2 > 0, sea
F3(t) := N2(N1E(t) + F1(t)) + F2(t).
Entonces (5.4) y (5.6) implican
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ddt
F3(t) ≤ −
(
N2(Nd− ϱ2)−
(
ϱ2 +
d2
2k
)) L∫
0
|ψt|2dx
−
(
N2b− kL
2
π2
) L∫
0
|ψx|2dx+ ϱ1N2
L∫
0
φtwtdx
+
(
bϱ1
k
− ϱ2
) L∫
0
ψttφxdx− k
4
L∫
0
|φx + ψ|2dx− k
8
L∫
0
|φx|2dx. (5.7)
Adema´s,
d
dt

−
L∫
0
ϱ1φt φdx

 = −ϱ1
L∫
0
|φt|2dx+ k
L∫
0
|φx + ψ|2dx− k
L∫
0
(φx + ψ)ψ dx
≤ −ϱ1
L∫
0
|φt|2dx+ k
L∫
0
|φx + ψ|2dx+ k
2
L∫
0
|φx|2dx+ 3kL
2
2π2
L∫
0
|ψx|2dx. (5.8)
Combinando (5.7) y (5.8),
d
dt

F3(t)− ϱ18
L∫
0
φtφdx

 ≤ −
(
N2(Nd− ϱ2)−
(
ϱ2 +
d2
2k
)) L∫
0
|ψt|2dx
−
(
N2b− 19
16
kL2
π2
) L∫
0
|ψx|2dx+N2ϱ1
L∫
0
φtwt dx+
(
bϱ1
k
− ϱ2
) L∫
0
ψttφx dx
−k
8
L∫
0
|φx + ψ|2dx− k
16
L∫
0
|φx|2dx− ϱ1
8
L∫
0
|φt|2dx.
Como (
bϱ1
k
− ϱ2
) ∣∣∣∣∣∣
L∫
0
ψttφx dx
∣∣∣∣∣∣ ≤ c1
L∫
0
|ψtt|2 dx+ k
32
L∫
0
|φx|2dx
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yϱ1N0
∣∣∣∣∣∣
L∫
0
φtwtdx
∣∣∣∣∣∣ ≤
ϱ1
16
L∫
0
|φt|2dx+ c1N22
L∫
0
|ψt|2dx
Para una constante c1 > 0 se concluye,
d
dt

F3(t)− ϱ18
L∫
0
φtφdx

 ≤ −
[
N2(Nd− ϱ2)− (ϱ2 + d
2
2k
+ c1N
2
2 )
] t∫
0
|ψt|2dx
−
[
N2b− 19
16
kL2
π2
] L∫
0
|ψx|2dx− k
8
L∫
0
|φx + ψ|2dx
− k
32
L∫
0
|φx|2dx− ϱ1
16
L∫
0
|φt|2dx+ c1
L∫
0
|ψtt|2dx
Para N2 y N suficientemente grandes los coeficientes entre las llaves se vuelven posi-
tivos y por lo tanto
d
dt

F3(t)− ϱ18
L∫
0
φtφdx

 ≤ c1
L∫
0
|ψtt|2dx− c2E1(t), (5.9)
para una constante c2 > 0.
Finalmente, se introduce el funcional L definido como
L(t) := N1E2(t) + F3(t)− ϱ1
8
L∫
0
φtφdx.
Entonces (5.1) y (5.9) implica
d
dt
L(t) ≤ −(N1d− c1)
L∫
0
|φtt|2dx− c2E1(t)
≤ −c2E1(t) para N1 ≥ c1
d
.
Por lo tanto
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t∫
0
E1(r)dr ≤ 1
c2
(L(0)− L(t)).
Para N1 suficientemente grande se obtiene
∃c3, c4 > 0 ∀t ≥ 0 : c3(E1(t) + E2(t)) ≤ L(t) ≤ c4(E1(t) + E2(t))
se obtiene para t ≥ 0
t∫
0
E1(r)dr ≤ c4
c2
(E1(0) + E2(0).
Note que
d
dt
(tE1(t)) ≤ E1(t)
integrando
E1(t) ≤ c4
c2
(E1(0) + E2(0))t
−1.
De donde sigue el resultado. 
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Cap´ıtulo 6
Estabilidad Lineal de Semigrupos C0
para Perturbaciones Cont´ınuas de
Operadores Normales
Un estudio inicial ba´sico sobre la estabilidad del sistema y′ = Ay de ecuaciones dife-
renciales ordinarias con coeficientes constantes es determinado por los autovalores de la
matriz A. Cuando se pasa a considerar espacios de dimensio´n infinita, este estudio pasa
a ser ma´s complejo. Dentro de un contexto abstracto, lo apropiado es considerar el
semigrupo de operadores lineales C0 definido sobre un espacio de Banach.
Definicio´n 6.0.1. Sea eAt un semigrupo C0 y A su generador infinitesimal asociado. Se
define el Tipo de un Semigrupo como
w0 = lim
t→∞
ln||eAt||/t (6.1)
y la Cota Superior del Espectro como
r0 = Sup{Reλ : λ ∈ σ(A)} (6.2)
donde σ(A) denota el Espectro de A. Se dice que el Principio de Estabilidad Lineal se
verifica si w0 = r0.
El principio de estabilidad lineal es importante porque establece un criterio pra´ctico
para evaluar la estabilidad de un problema de evolucio´n. En la mayor´ıa de los casos esto
no puede hacerse solo con criterios anal´ıticos, ya que se requieren ca´lculos nume´ricos.
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Si se llega a obtener el tipo de un semigrupo a partir de su definicio´n, el resultado ser´ıa
directo, portanto formidable, pero esto en la pra´ctica no se cumple, por la dificultad que
encierra este ca´lculo, por tal motivo se halla el tipo de un semigrupo usando el espectro
del operador respectivo.
Existen contraejemplos que demuestran que el principio de estabilidad lineal no se
cumple para todo semigrupo C0. Por otro lado, esta propiedad se verifica para una
amplia clase de semigrupos, por ejemplo semigrupos anal´ıticos y compactos. Estas clases,
sin embargo, no cubren las aplicaciones a las ecuaciones diferenciales hiperbo´licas. En el
presente trabajo, se establece un resultado que es aplicable a las ecuaciones diferenciales
parciales hiperbo´licas en espacios de dimesio´n uno. El siguiente resultado debido a Pru¨ss
[22] sera´ el que se usara´ , en este se demuestra que si A es un generador infinitesimal de
un semigrupo C0 en un espacio de Hilbert, siempre se cumple lo siguiente
w0 = inf{µ ∈ R : max
λ∈R
||(A− γ − iλ)−1|| <∞, ∀γ ≥ µ} (6.3)
Para mostrar el Principio de Estabilidad Lineal, es suficiente probar la limitacio´n del
resolvente sobre toda la recta: Reλ = γ, donde γ > r0. Resultados anteriores sobre las
implicancias de la limitacio´n del resolvente se pueden encontrar tambie´n en Slemrod [26].
A seguir se establece el siguiente resultado.
Teorema 6.0.2. (M. Renardy) Sea H un espacio de Hilbert, y sea A = A0+B el generador
infinitesimal de un semigrupo C0 de operadores en H. Asuma que A0 es normal y B
acotado y existe un nu´mero M > 0 y un entero n tal que se cumple lo siguiente
1. Si λ ∈ σ(A0) y |λ| > M − 1, entonces λ es un autovalor aislado de multiciplidad
finita.
2. Si |z| > M , entonces el nu´mero de autovalores de A0 en el disco unitario centrado
en z (considerando las multiplicidades) no excede a n.
Entonces se cumple el Principio de Estabilidad Lineal.
Observacio´n 6.0.1. La primera hipo´tesis quiere decir que fuera de una bola, todos los
elementos del espectro deben ser autovalores de multiplicidad finita.
62
La segunda hipo´tesis significa que existe un numero R > 0, de tal forma para cualquier
bola de radio R existen a lo ma´s n autovalores del espectro que esta´n fuera de la misma
bola de la hipo´tesis,
Interpretacio´n Gra´fica de las Hipo´tesis
Demostracio´n:
Sea γ > r0. De acuerdo a un resultado de Pru¨ss, es suficiente mostrar que el resolvente
de A es uniformemente acotado sobre la recta Reλ = γ. Claramente existe una cota
uniforme sobre todo segmento compacto de la recta, luego es suficiente considerar el caso
|λ| > M+K, donde K es escogido suficientemente grande. Se denota el siguiente conjunto
como
Γ = {λ ∈ C : Reλ = γ, |λ| > M +K}.
Considere ahora la ecuacio´n
A0u− λu+ Bu = h (6.4)
para λ ∈ Γ. Sea P la proyeccio´n ortogonal sobre el espacio generado por todos los
autovectores de A0 los cuales esta´n situados en un disco de radio K centrado en λ y sea
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Q = 1− P (donde P y Q efectivamente dependen de λ). Considere
Pu = x, Qu = y, Ph = f, Qh = g
luego reescribiendo (6.4)
A0x− λx+ PBx+ PBy = f (6.5)
A0y − λy +QBy +QBx = g (6.6)
Si K es escogido suficientemente grande, se puede resolver la segunda ecuacio´n para
y. Insertando el resultado a la primera ecuacio´n se obtiene
A0x− λx+ PBx+ PB(A0 − λ+QBQ)−1QBx = f − PB(A0 − λ+QBQ)−1g (6.7)
De lo supuesto antes, el operador en el lado izquierdo de (6.7) es inversible para todo
λ ∈ Γ. Adema´s el rango de P tiene una cota uniforme. Se puede dividir Γ en un nu´mero
finito de subconjuntos Γi tal que el rango de P sea i para λ ∈ Γi. Sea λ ∈ Γi se define
ϕλ(µ) = det[A0−λ−µ+P (λ)BP (λ)−P (λ)B(A0−λ−µ+Q(λ)BQ(λ))−1Q(λ)B]. (6.8)
Consecuentemente se puede pensar que el lado derecho de la igualdad anterior es como
una matriz i×i relativa a la base ortonormal dada por los autovectores de A0. Suponiendo
ϕλ(µ) es diferente de cero para λ ∈ Γi y µ suficientemente pequen˜o, esto es, |µ| ≤ ϵ. La
prueba acaba si se consigue mostrar que |ϕλ(0)| es acotado inferiormente para λ ∈ Γi,
desde que una cota inferior sobre el determinante da una cota superior sobre la norma de
la matriz inversa. Por esto se supone que ϕλn(0)→ 0 cuando n→∞. Las funciones ϕλn
son anal´ıticas y uniformemente acotadas en el disco |µ| ≤ ϵ. Luego se puede extraer una
subsucesio´n que converge uniformemente a una funcio´n ϕ en el disco |µ| ≤ ϵ/2. Como
ϕ(0) = 0 y ninguna de las funciones ϕλn tienen ra´ıces pro´ximas al cero luego el argumento
principal implica que ϕ es ide´nticamente cero. Si K es escogido suficientemente grande y
δ es suficientemente pequen˜o entonces las funciones ϕλ esta´n definidas sobre el conjunto
Sδ = {µ ∈ C : Reµ ≥ 0, −δ < Imµ < δ}
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y estas son uniformemente acotadas para λ ∈ Γi y µ esta´ en cualquier subconjunto
compacto de Sδ. Finalmente se concluye que ϕλn(µ) → 0 para cada µ ∈ Sδ. Pero esto
claramente no es el caso para µ grande, lo que viene a ser una contradiccio´n. r
6.1 Estabilidad Lineal del Sistema de Timoshenko
En esta seccio´n se probara´ que el sistema de Timoshenko posee la propiedad de la estabili-
dad lineal. Esto es, el tipo del semigrupo debe ser igual a la cota superior del espectro. La
idea es descomponer el operador A definido en la seccio´n anterior como una perturbacio´n
cont´ınua de un operador normal.
El modelo de Timoshenko a estudiar es el siguiente:
ρ1φtt − k(φx + ψ)x + a(x)φt = 0 (6.9)
ρ2ψtt − bψxx + k(φx + ψ) + d(x)ψt = 0. (6.10)
Las condiciones de frontera a considerar son
φ(t, 0) = φ(t, L) = ψx(t, 0) = ψx(t, L) = 0. (6.11)
Adicionalmente se considera las siguientes condiciones iniciales.
φ(0, ·) = φ0, φt(0, ·) = φ1, ψ(0, ·) = ψ0, ψt(0, ·) = ψ1 en (0, L). (6.12)
donde a(x), b(x) son funciones cont´ınuas y positivas, esto es a(x) ≥ a > 0 y b(x) ≥
b > 0 En este caso el generador infinitesimal del semigrupo es dado por
A =


0 I 0 0
k
ρ1
∂2x
−aI
ρ1
k
ρ1
∂x 0
0 0 0 I
− k
ρ2
∂x 0 [
b
ρ2
∂2x −
k
ρ2
I]
−dI
ρ2

 (6.13)
Como fue visto en el cap´ıtulo anterior se puede demostrar que el operador A definido
anteriormente es el generador infinitesimal de um semigrupo de contracciones. En efecto,
note que si
a(x) ≥ 0, d(x) ≥ 0
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es simple verificar que el operador A es disipativo, i.e.:
(AV, V ) = −
∫ L
0
a|V2|2 dx−
∫ L
0
d|V4|2 dx ≤ 0, ∀V ∈ D(A). (6.14)
Por lo tanto se tiene el siguiente resultado,
Teorema 6.1.1. Con las notaciones anteriores, el operador A es el generador infinitesi-
mal de un semigrupo de contracciones.
La demostracio´n es ide´ntica a aquella hecha en el primer cap´ıtulo, por lo tanto no se
repetira´.
Nuestro objetivo es mostrar que el operador A puede ser descompuesto en la siguiente
forma
A = A0 + B
donde B es un operador cont´ınuo yA0 es un operador normal satisfaciendo las hipo´tesis
del Teorema de Renardy 6.0.2.
El operador A es dado por
A0 =


0 I 0 0
k
ρ1
∂2x 0
k
ρ1
∂x 0
0 0 0 I
− k
ρ2
∂x 0 [
b
ρ2
∂2x −
k
ρ2
I] 0

 (6.15)
y B es dado por
B =


0 0 0 0
0 −aI
ρ1
0 0
0 0 0 0
0 0 0 −dI
ρ2

 (6.16)
Para V = (φ, φt, ψ, ψt)
′ ∈ H, entonces se tiene
A0V =


φt
k
ρ1
(φx + ψ)x
ψt
b
ρ2
ψxx − k
ρ2
(φx + ψ)

 . (6.17)
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Es simple verificar que su adjunto es dado por
A∗0V = −


φt
k
ρ1
(φx + ψ)x
ψt
b
ρ2
ψxx − k
ρ2
(φx + ψ)

 . (6.18)
Claramente este operador conmuta con A0, luego se cumple el siguiente Lema.
Lema 6.1.1. El operador A0 es normal.
Lema 6.1.2. El operador B es un operador cont´ınuo.
Demostracio´n: De la definicio´n del operador B se tiene
BV =


0 0 0 0
0
−aI
ρ1
0 0
0 0 0 0
0 0 0
−dI
ρ2




V1
V2
V3
V4

 =


0
−aV2
ρ1
0
−dV4
ρ2


de donde sigue
∥BV ∥2 =
∫ L
0
a2
ρ21
|V2|2 dx+
∫ L
0
d2
ρ22
|V4|2 dx
≤ c
∫ L
0
|V2|2 + |V4|2 dx
≤ c1
∫ L
0
ρ1|V2|2 + ρ2|V4|2 + k|V1,x + V3|2 + b|V3,x|2 dx
≤ c1∥V ∥2H.
Por lo tanto B es un operador cont´ınuo.
Finalmente para obtener todas las hipo´tesis del Teorema de Renardy es suficiente
verificar la condicio´n 2 del Teorema. Para esto se tiene que calcular el espectro de A0.
Los siguientes Lemas son importantes para este ca´lculo
Lema 6.1.3. El espectro del operador A0 esta´ formado exclusivamente por sus autova-
lores.
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Demostracio´n: Note que A0 es um operador normal, que verifica
Re (A0V, V ) ≤ 0
por lo tanto A0 es un generador infinitesimal de semigrupos de contracciones. Es
simple verificar que 0 ∈ ϱ(A0) por lo tanto A0 es un operador tal que
A0 : D(A0) ⊂ H → H.
es una biyeccio´n con inversa cont´ınua. Esto es
A−10 : H → D(A0).
Claramente para todo conjunto limitado de H las imagenes por el operador A−10 son
limi- tadas en D(A0). Note que D(A0) es um subespacio compacto de H. Portanto, A−10
es un operador que lleva conjuntos limitados de H en conjuntos relativamente compactos
deH. Esto es, A−10 es un operador compacto deH. Luego el espectro de A−10 esta formado
por los autovalores de A−10 , que es un conjunto numerable, con λ = 0 el u´nico punto de
acumulacio´n. De esta forma se concluye que el espectro de A0 esta´ formado por
σ(A0) =
{
λ ∈ C; λ−1 es un autovalor de A−10
}
Lema 6.1.4. El espectro del operador A0 es dado por
σ(A0) =

λ ∈ C; λ2 =
−[(kρ2 + bρ1)θ2j + kρ1]±
√
[(kρ2 + bρ1)θ2j + kρ1]
2 − 4ρ1ρ2bkθ4j
2ρ1ρ2


donde θj := (jπ)/L
Demostracio´n: Por el Lema anterior el espectro del operador A0 esta´ formado por el
conjunto de sus autovalores. Esto es los valores λ ∈ C que verifican
A0W = λW. (6.19)
Recordando que
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A0W =


Φ
k
ρ1
(φx + ψ)x
Ψ
b
ρ2
ψxx − k
ρ2
(φx + ψ)

 (6.20)
donde
W t = (φ,Φ, ψ,Ψ).
Por lo tanto la ecuacio´n (6.19) puede ser reescrita de la forma
λφ− Φ = 0
ρ1λΦ− κ(φx + ψ)x = 0
λψ −Ψ = 0
ρ2λΨ− bψxx + κ(φx + ψ) = 0
eliminando las variables Φ y Ψ, se obtiene
ρ1λ
2φ− κ(φx + ψ)x = 0
ρ2λ
2ψ − bψxx + κ(φx + ψ) = 0.
Este sistema puede ser reescrito como
ρ1λ
2φ− κφxx = κψx
ρ2λ
2ψ − bψxx + κψ + κφx = 0.
de donde se tiene
ρ1λ
2φ− κφxx = κψx (6.21)
ρ2λ
2ψx − bψxxx + κψx + κφxx = 0. (6.22)
Sustituyendo ψx en la ecuacio´n (6.22) y reduciendo te´rminos semejantes se obtiene la
siguiente ecuacio´n de cuarto orden.
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bkφxxxx − [(kρ2 + bρ1)λ2]φxx + (ρ2λ2 + k)ρ1λ2φ = 0, (6.23)
En el caso de condiciones de Dirichlet-Neumann se obtiene las siguientes condiciones de
frontera.
φ(0) = φ(L) = φxx(0) = φxx(L) = 0. (6.24)
De las ecuaciones (6.23) y (6.24), se concluye que existe una base ortonormal y completa
de autovectores del operador A0, dados por
φj(x) =
√
2
L
sin(θjx)
donde θj := (jπ)/L. Sustituyendo φ por φj(x) en (6.23), se obtiene
(
ρ1ρ2λ
4 + [(kρ2 + bρ1)θ
2
j + kρ1]λ
2 + bkθ4j
)√ 2
L
sin(θjx) = 0.
De esta forma se define el polinomio,
P (λ, θj) ≡ ρ1ρ2λ4 + [(kρ2 + bρ1)θ2j + kρ1]λ2 + bkθ4j .
Por lo tanto λj es un autovalor de A0 si
P (λ, θj) = 0.
esto es
ρ1ρ2λ
4 + [(kρ2 + bρ1)θ
2
j + kρ1]λ
2 + bkθ4j = 0.
Observe que esta es una ecuacio´n bicuadra´tica y puede ser resuelta de la siguiente forma
λ2 =
−[(kρ2 + bρ1)θ2j + kρ1]±
√
[(kρ2 + bρ1)θ2j + kρ1]
2 − 4ρ1ρ2bkθ4j
2ρ1ρ2
De donde sigue la demostracio´n.
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Lema 6.1.5. Los autovalores del operador A0 son simples y verifican
λj ≈ cj
√−1, ∀j ≥ N.
Demostracio´n: Cada autovalor de λj esta´ asociado al autovector
φj(x) = sin(θjx),
por lo tanto todo autovalor es simple. Finalmente se mostrara´ la hipo´tesis 2 del Teorema
de Renardy. De hecho, cada λj verifica
λ2j =
−[(kρ2 + bρ1)θ2j + kρ1]±
√
[(kρ2 + bρ1)θ2j + kρ1]
2 − 4ρ1ρ2bkθ4j
2ρ1ρ2
recordando que
θj := j
π
L
se encuentra
λ2j = j
2
−[(kρ2 + bρ1) π2L2 + kρ1j2 ]±
√
[(kρ2 + bρ1)
π2
L2
+ kρ1
j2
]2 − 4ρ1ρ2bk π4L4
2ρ1ρ2
Tomando j ≥ N , con N grande se obtiene
λ2j ≈ j2
−[(kρ2 + bρ1) π2L2 ]±
√
[(kρ2 + bρ1)
π2
L2
]2 − 4ρ1ρ2bk π4L4
2ρ1ρ2
De donde sigue que
λ2j ≈ j2
−[(kρ2 + bρ1) π2L2 ]±
√
[(kρ2 − bρ1) π2L2 ]2
2ρ1ρ2
≈ j2−[(kρ2 + bρ1)
π2
L2
]± [(kρ2 − bρ1) π2L2 ]
2ρ1ρ2
≈ −c2j2.
De donde sigue el resultado.
Finalmente estando en condiciones de mostrar el resultado principal de este trabajo,
se tiene el siguiente teorema
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Teorema 6.1.2. El semigrupo asociado al sistema de Timoshenko, verifica la propiedad
de la Estabilidad Lineal.
Recordando la descomposicio´n
A = A0 + B
Por los lemas anteriores se concluye B es un operador cont´ınuo y A0 es un operador
normal cuyos autovalores son simples y aislados. Para verificar que la segunda hipo´tesis
del Teorema de Renardy se cumple, tomando R = N +1. Luego fuera de la bola B(0, R)
todos los autovalores satisfacen
λ ≈ cj√−1.
Por lo tanto, toda bola de radio R0 = c/2, contiene a lo ma´s un autovalor de A0. Luego
todas las hipo´tesis del Teorema de Renardy se verifican, lo que significa que el semigrupo
asociado al sistema de Timoshenko verifica la propiedad de Estabilidad Lineal.
72
Cap´ıtulo 7
Conclusiones y Recomendaciones
Demostrar que un semigrupo posea la propiedad de la estabilidad lineal es equivalente a
caracterizar el tipo del semigrupo de una forma tal que sea posible su ca´lculo nume´rico.
Este problema tiene muchas aplicaciones, sobre todo en el estudio del problema llamado de
disen˜o o´ptimo o en ingle´s optimal design. Este problema consiste en encontrar la posicio´n
donde deben ser inseridos los mecanismos disipativos para que la correspondiente tasa de
decaimiento sea la mejor posible.
Una aplicacio´n importante de este resultado para la ecuacio´n de ondas, fue demostrar
que la conjetura de la constante es falsa. La conjetura de la constante fue formulada de
la siguiente forma:
La mejor tasa que se puede obtener en la ecuacio´n de ondas es cuando la ecuacio´n es
de coeficientes constantes
P. Freitas [6] demostro´ que esta conjetura es falsa. Su me´todo fue basado en la
propiedad de estabilidad lineal probada para la ecuacio´n de ondas. Esto nos abre las
puertas para el estudio de la misma conjetura para otros modelos. Por ejemplo para
nuestro caso.
La mejor tasa de decaimiento del sistema de Timoshenko se obtiene cuando los coefi-
cientes son constantes
Este es un asunto que se desarrollara´ posteriormente.
Finalmente, se debe observar que el teorema de Renardy caracteriza la estabilidad
lineal en operadores que son perturbaciones cont´ınuas de operadores normales, es va´lido
esencialmente para sistemas de ecuaciones diferenciales parciales unidimensionales. Queda
en abierto el problema de extender este resultado para ecuaciones diferenciales de dimen-
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siones mayores que uno.
En resumen, se ha encontrado una condicio´n general que caracteriza el tipo del semi-
grupo como siendo igual a la cota superior del espectro, esto es, la propiedad de estabilidad
lineal es va´lida. Esto permite inclusive calcular nume´ricamente el tipo del semigrupo, as´ı
como responder a preguntas de disen˜o o´ptimo y de la conjetura de la constante.
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