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1. Вступ
Ефективність функціонування сучасних систем та 
технологій виявлення кібератак істотно залежить від 
оперативності та достовірності моніторингової інфор-
мації про активність кіберзлочинців на попередніх 
стадіях реалізації атак на інформаційні ресурси, зо-
крема й критично важливі. Як показав світовий досвід, 
на сьогодні найбільш ефективним методологічним 
підходом до побудови інноваційних інтелектуальних 
моніторингових систем кібернападів є шлях створен-
ня ієрархічних багаторівневих структур розпізнаван-
ня кібератак на початкових стадіях їхньої реалізації. 
При цьому, ієрархічний підхід дає змогу розв’язувати 
складні задачі управління процесом захисту інформа-
ції від кібератак в розподілених критично важливих 
інформаційних системах (КВІС) як послідовність ло-
кальних задач, скоординованих між собою.
Таким чином, одним із перспективних та акту-
альних напрямів досліджень систем інтелектуально-
го розпізнавання кіберзагроз (СІРКЗ) є надання їм 
властивості адаптивності. Зокрема, при цьому мож-
на використовувати моделі та методи інформацій-
но-екстремальної технології, яка ґрунтується на мак-
симізації інформаційної спроможності СІРКЗ шляхом 
використовування при навчанні додаткових інформа-
ційних обмежень, які, наприклад, стосуються ознак 
аномалій в роботі або кібератак в межах відомих та 
нових класів вторгнень.
2. Аналіз літературних даних і постановка проблеми
Як правило, ієрархія більшості КВІС, інформа-
ційних систем (ІС) або автоматизованих систем 
керування (АСК) включає чотири рівня [1, 2]: рі-
вень прикладного програмного забезпечення; рівень 
СКБД; рівень ОС; рівень мережі, що забезпечує вза-
ємодію вузлів КВІС (протоколи TCP/IP, IPS/SPX, 
SMB/NetBIOS та ін. [3, 4]). За статистикою [5] та да-
ними досліджень окремих авторів [6–8], до найбільш 
поширених типів атак можна віднести несанкціоно-
ваний доступ до паролю і конфіденційної інформа-
ції, несанкціоноване віддалене виконання команд 
внаслідок помилок типу «переповнення буфера», по-
рушення прав доступу, атаки типу «відмова в обслу-
говуванні» і завантаження шкідливого програмного 
забезпечення (ПЗ, наприклад, програм типу «троян-
ський кінь», ActiveX, вірусів). Труднощі ефективного 
динамічного формування параметрів оцінки кібер-
загрози полягають у тому, що розмір зони пошуку 
експоненційно залежить від потужності початкових 
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Складність застосування до СІРКЗ формалізова-
ного апарату аналізу й синтезу КВІС полягає в тому, 
що конкретний інформаційний комплекс і його підси-
стема інформаційної безпеки (ІБ) складаються з різ-
норідних елементів, які можуть описуватися різними 
розділами теорії (системами масового обслуговуван- 
ня [1, 2, 9], кінцевими автоматами [11, 12], теорією 
ймовірностей [3, 4, 13, 14], теорією розпізнавання обра- 
зів [8, 9, 15], та ін. [1, 2, 16, 17]), тобто розглянутий 
об’єкт дослідження є агрегативним.
В США, державах ЄС, Китаї, Південній Кореї та 
Японії дослідженням проблематики створення інте-
лектуальних систем виявлення кібератак приділя-
ється багато уваги, про що свідчить велика кількість 
публікації з цієї тематики, зокрема, роботи [18–21].
В роботах [1, 3, 4, 11] з позицій аналізу потенційно 
небезпечних деструктивних впливів на інформаційну 
безпеку, запропоновано окремо розглядати функціо-
нальну безпеку КВІС. При цьому у визначенні функ-
ціональної безпеки КВІС акцент було зроблено на 
правильність функціонування системи. Тобто, вважа-
ється, що вона в основному пов’язана з ненавмисними 
деструктивними факторами [2, 17, 21]. Однак склад-
ність та багатофакторність процесів у КВІС в більшо-
сті випадків [4, 5, 22] вказує на неможливість окремого 
оцінювання параметрів функціональної, інформацій-
ної безпеки та кіберзахисту.
Відповідно до підходів, запропонованих у [4, 7, 9], 
надійний інформаційний процес (ІП) у КВІС успішно 
протидіє існуючим кіберзагрозам при заданих зовніш-
ніх умовах його функціонування. Це призводить до 
постійного вдосконалення як способів і засобів захи-
сту інформації (ЗЗІ), так і способів і засобів реалізації 
загроз для інформаційної безпеки (ІБ), в результаті 
чого поява нових ЗЗІ призводить до появи нових засо-
бів нападу [2, 7, 10, 22].
Причина лежить в принципових теоретичних 
труднощах моделювання технологій забезпечення кі-
берзахисту КВІС, що виникають при спробі з’єднати 
перспективний підхід до забезпечення надійності та за-
хисту ІП від кібернападів з гнучкістю захисних механіз- 
мів [6, 9, 11, 16]. Тому, на думку авторів [1, 2, 5, 15], 
СІРКЗ повинна визначати, які завдання для КВІС є 
критично важливими.
У роботах [4, 6, 7, 22] проведено аналіз методів 
діагностики аномалій в комп’ютерних системах – сиг-
натурний, статистичний аналіз, використання інте-
лектуальних (експертних) систем, генетичних алго-
ритмів, нейромереж та ін.).
В Україні питанням розробки та створення СІРКЗ 
присвячені роботи [6–9, 16]. Однак, запропоновані в 
роботах моделі ґрунтуються на різнорідних підходах 
та носять точковий характер, відповідно до об’єктів 
кібернападу. Моделі та алгоритми розпізнавання кі-
бернападів часто не взаємопов’язані [6, 8], що наразі 
ускладнює їх використання при створенні ефектив-
них СІРКЗ. 
Отже, потрібні подальші дослідження, спрямова-
ні на розвиток методологічних та теоретичних засад 
інформаційного синтезу систем захисту інформації, 
здатних до самонавчання, зокрема, на основі нових 
моделей та алгоритмів для СІРКЗ із використанням 
процедури нечіткої кластеризації ознак аномалій, кі-
берзагроз або кібератак.
3. Мета і завдання дослідження
Метою роботи є розробка моделі та алгоритму навчан-
ня адаптивної системи розпізнавання кіберзагроз з мож-
ливістю нечіткої кластеризації ознак аномалій, кіберза-
гроз або кібератак, та корекцією вирішальних правил, що 
дозволяє скоротити час навчання системи кіберзахисту, 
в умовах зростання кількості та складності кібернападів.
Для досягнення мети роботи потрібно вирішити 
наступні завдання:
– розробити модель, яка дозволяє для конкретних 
КВІС, встановлювати відношення між елементами 
адаптивних систем кіберзахисту;
– розробити алгоритм навчання СІРКЗ із викорис-
танням процедури нечіткої кластеризації ознак анома-
лій або кібернападів та можливістю гіпереліпсоїдної 
корекції вирішальних правил, що дозволить створюва-
ти адаптивні механізми самонавчання системи розпіз-
навання загроз у КВІС;
– перевірити алгоритм інформаційно-екстремально-
го навчання СІРКЗ і визначити раціональну кількість 
кластерів в просторі ознак аномалій або кібернападів для 
КВІС, а також потрібну кількість кроків для навчання. 
4. Категорійна модель системи інтелектуального 
розпізнавання кіберзагроз
Оцінка загроз ІБ КВІС включає дві складові: ситу-
аційний аналіз і виявлення загроз [1, 6, 7, 9]. Ситуацій-
ний аналіз являє собою детальний аналіз параметрів 
функціонування апаратно-програмного забезпечення 
КВІС. При проведенні даного аналізу доцільно згру-
пувати однотипні дані і оцінювати їх окремо по кожній 
групі. Приклад такого аналізу показаний на рис. 1, 2.
Виявлення загроз передбачає комплексний і де-
тальний аналіз усіх факторів, які можуть впливати 
на безпеку функціонування КВІС. Загрози у відпо-
відності до класів [6, 8, 13, 15] поділяються на три ба-
зові групи: «потенційні» – дії, які теоретично можуть 
становити небезпеку; «Реальні» – дії зловмисників по 
НСД; «Спрямовані» – ті, які спрямовані на реалізацію 
конкретних уразливостей в КВІС.
На думку багатьох фахівців, перспективним шля-
хом підвищення функціональної ефективності СРКЗ, 
що у деяких випадках функціонують за умов апріорної 
невизначеності та впливу зовнішніх дестабілізуючих 
неконтрольованих факторів, є впровадження інтелек-
туальних інформаційних технологій, основаних на ме-
тодах та моделях машинного навчання [4, 8, 9, 15, 17, 20]. 
На початковому етапі навчання можуть бути викори-
стані методи та алгоритми кластерного аналізу для 
автоматизації процедури формування керованого 
процесу вхідного математичного опису задачі розпіз-
навання аномалій у роботі КВІС та кібернападів на 
основі бази знань, сформованої по відомим ознакам.
Трансформація апріорно нечіткого розбиття ознак 
bΟ  аномалій або кібератаки в чітке розбиття екві-
валентності класів розпізнавання відомих та нових 
кібератак може бути успішно розв’язана у випадку 
використовування моделей, в якій контейнери класів 
розпізнавання кібератак, відновлюються в радіаль-
ному базисі бінарного простору ознак розпізнавання 
конкретної атаки. 
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Наприклад, аналіз аномалій виявляє істотні від-
хилення трафіку мережевих пристроїв від «нормаль-
ного» профілю трафіку для даного пристрою або гру- 
пи пристроїв. Прикладами мережевих аномалій є 
раптове збільшення інтернет-трафіку робочої станції 
або зміна структури трафіку (зокрема, збільшення 
шифрованого SSL-трафіку) в порівняно зі звичайни- 
ми щоденними показниками для даної ЕОМ у складі 
КВІС [4, 7, 15, 19, 21, 22].
Сутність розбиття об’єктів які містять ознаки ано-
малій (кібератак) на клас однотипних з точки зору 
інформаційної безпеки або кіберзахисту множин по-
Рис. 2. Динаміка найбільших кіберзагроз для КВІС та АС підприємств [3–5, 7, 11, 18]
 




лягає в розбитті множини об’єктів на підмножини. 
Класичний підхід до вирішення цього завдання здійс-
нюється в два етапи [2, 4, 8, 11].
На першому етапі визначається множина показни-
ків і їх параметрів, тобто простір ознак аномалій (або 
кіберзагрози), табл. 1. Якщо множину значень кожного 
з показників розбити за певними правилами на непе-
ресічні групи, то за кожним показником можуть бути 
закріплені виділені області його значень, в межах яких 
вимоги до стану ІБ (кіберзахисту) є незмінними. Для 
різних КВІС розбиття множини ознак на непересічні 
групи проводиться не по одному, а по багатьом показ-
никам стану ІБ.
На другому етапі визначається функція близь-
кості і критерій розбиття на множини ознак з вико-
ристанням великої кількості показників і їх значень 
і визначається кількість класів типових кібернападів 
на КВІС.
Дане завдання може бути вирішено за допомогою 
методів кластерного аналізу [8, 17, 22]. Традиційні 
алгоритми нечіткої кластеризації використовують як 
вхідні параметри задану кількість кластерів розбиття, 
а деякі з них, також, заданий показник нечіткості клас-
терів в просторі ознак уразливостей [1, 2, 17], анома- 
лій [7, 12, 19], загроз НСД [16, 18] та кібератак [18, 22]. 
На основі інформаційного критерію функціональної 
ефективності (IКФЕ) СЗКЗ для КВІС можна реалізу-
вати адаптивний механізм налаштування параметрів 
алгоритму кластеризації ознак аномалій, кібератак 
або загроз. Такий підхід дозволить обрати оптимальну 
в інформаційному розумінні кількість ознак і отрима-
ти вирішальні правила для оперативного прийняття 
рішень в робочому режимі СРКЗ.
Математичний опис СІРКЗ виглядає наступним 
чином:
2 2
b 1 2G T O R,Z ,X ,B ,B ,∆ = × × × Φ ×   (1)
де G – множина вхідних факторів (сигналів), які впли-
вають на ІБ КВІС; Т – множина моментів часу знят-
тя інформації про стан ІБ (кіберзахищеності КВІС); 
Ob – простір ознак для розпізнавання кіберзагроз 
КВІС; Ф – простір можливих функціональних станів 
ІБ КВІС; R – база знань для ідентифікації аномалій, 
кіберзагроз або кібератак; 2Z  – навчальна матриця 
(еталон) для двох класів; 2X  – бінарна навчальна 
матриця; B1, B2 – оператори формування вхідної та 
бінарної навчальних матриць, відповідно. 
Категорійна модель адаптивної системи інтелекту-
ального розпізнавання загроз наведена на рис. 3.
Оператор 2 2:XΘ → ℜ   використовується для роз-
биття простору ознак аномалій, кіберзагроз або кі-
бератак на два класи розпізнавання. За допомогою 
параметра класифікації ψ перевіряється статистична 
гіпотеза про належність реалізацій до модельованого 
класу аномалій, кіберзагроз або кібератак. Шляхом 
оцінки статистичних гіпотез, за допомогою операто- 
ру γ, формується множина qζ  яка характеризує точ-
ність розпізнавання СІРКЗ, відповідно, χ – кількість 
статистичних гіпотез, q=χ2 – кількість характеристик 
СІРКЗ. Оператор φ формує множину Е, яка склада-
ється із значень інформаційного критерію функціо-
нальної ефективності (IКФЕ) СІЗКЗ. Оператор β ви-
користовується для оптимізації системи контрольних 
відхилень СІРКЗ. Множина M, замикається послідов-
но оператором 1 : E Mα →  і оператором 2 : M Zα → , який 
змінює реалізації ознак аномалій, кіберзагроз або 
кібератак в процесі навчання СІРКЗ.
Таблиця 1
Фрагмент навчальної матриці простору ознак аномалій та 
кібератак на КВІС
Тип аномалії  
(або кібератаки)  
[1, 4, 5, 7, 9, 16, 17, 19, 21]
Ознаки аномалій або кібератаки 
(Простір ознак Ob)  
[2, 4, 5, 15, 17, 19, 22]Відомі загрози (Класи 
аномалій або атак)
Відмова в обслуговуванні 
елементів КВІС
1 – не працюють  
штатні компоненти; 





1 – об’єктивні ознаки  
(наприклад, поява конфіденційної 
інформації у ЗМІ); 




1 – об’єктивні ознаки  
(наприклад, зафіксовані спроби 
роботи під чужим логіном); 




1 – зміна контенту; 
2 – зміна структури інформацій-
них масивів; 
3 – ін.
Вірусна атака на КВІС
1 – незвичайні прояви в роботі 
ЕОМ; 
2 – зміни заданої в передостанньо-





1 – незвичайні прояви  
в роботі ЕОМ; 
2 – атипова поведінка ПЗ; 
3 – ін.
Порушення доступності 
БД та ПЗ КВІС
1 – не працюють штатні  
компоненти КВІС (ІМ та ПЗ); 
2 – ін.
Мережеві атаки
1 – незвичайний трафік; 
2 – аномалії мережевого трафіку; 
3 – ін.
Інші.…
Невідомі загрози  
(Класи аномалій або атак)
Невиявлені Ознаки аномалій або 
кібератаки
Рис. 3. Категорийна модель СІРКЗ для КВІС
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5. Алгоритм навчання адаптивної системи 
розпізнавання кіберзагроз із використанням процедури 
нечіткої кластеризації ознак
Розглянемо процес формування апріорно не-
чіткої класифікованої навчальної матриці з метою 
побудови вирішальних правил в процесі навчання 
СІРКЗ. Припустимо, що відома апріорно некласифі-
кована багатовимірна навчальна матриця для СІРКЗ 
( j)
iz , i 1,N, j 1,n,= =  де N,n − відповідно, кількість ознак 
розпізнавання аномалій або кіберзагрози (кібератаки) 
та випробувань. Постановка задачі:
1) в режимі кластерного аналізу необхідно пере-
творити вхідну некласифіковану навчальну матрицю 
ознак у нечітку класифіковану;
2) в режимі навчання побудувати чітке розбиття 
простору ознак розпізнавання аномалій, кіберзагроз 
або кібератак на класи { }0cR | c 1,C= , які відповідно 
характеризують функціональні стани керованого про-
цесу кіберзахисту, шляхом оптимізації координат век-
тора параметрів функціонування системи ІБ для КВІС
c1 c2 b ch C,s, ,r ,r , ,a ,= δ Ο   (2)
де C  – кількість кластерів або потужність алфавіту 
класів розпізнавання аномалій в роботі КВІС або 
кіберзагроз; s – показник нечіткості для алгоритму; 
δ  – поля допусків на ознаки розпізнавання анома-
лії, загрози або атаки; rc1, rc2 – двійкові вектори, що 
визначають координати першого та другого фокусів 
гіпереліпсоїдного контейнеру для класу аномалій, кі-
берзагроз (кібератак) в бінарному просторі ознак bΟ ; 
ca – піввісь контейнеру класу в просторі ознак bΟ . 
Введемо такі обмеження
  (3)
де minn  − мінімальний обсяг навчальної вибірки для 
кожного класу ознак аномалій або кібератак (вибірка 
обов’язково повинна бути репрезентативною); cn  − кіль-
кість реалізацій в межах класу 0cR ; cd  − відстань до 
центра гіпе-реліпсоїдного контейнера в межах класу 0cR ; 
d1 d2a(r r), a(r r)⊕ ⊕  – відповідно, кодові відстані від пер-
шого та другого фокусів контейнера сусіднього класу 
0
cR ; r  − вектор-реалізація бінарного простору ознак bΟ ; 
dd  – відстань до центра гіпереліпсоїдного контейнера в 
межах класу 0cR  в просторі ознак bΟ ; c1a(r r),⊕  c2a(r r)⊕  – 
відповідно, кодові відстані від першого та другого фоку-
сів контейнера класу 0cR ; nδ – нормоване поле допусків.
В процесі навчання СІРКЗ визначаються коорди-
нати вектора параметрів терму (2) при обмеженнях (3). 
Це, у свою чергу, дає змогу забезпечити max  значення 
усередненого за алфавітом класів ІКФЕ розпізнавання 






E (1 C) maxE ,
=
= ⋅∑   (4)
де cE  – значення ІКФЕ навчання СІРКЗ для реалізації 
класу аномалій або кібератак 0cR ; { }w  – множина кро-
ків для навчанні СІРКЗ. 
У режимі тестової перевірки СІРКЗ приймається 
рішення про належність реалізацій еталонних образів, 
що характеризують поточний функціональний стан 
інформаційної безпеки, до відповідного класу із сфор-
мованого на етапі навчання СІРКЗ алфавіту. Тобто, 
на цьому етапі виконується дефазіфікація нечітких 
даних – { }0cR | c 1,C= . 
Ініціалізація вхідних некластеризованих даних 
про ознаки аномалій або кібератак подано y вигляді 
(векторної) матриці ( ){ jiz , }i 1,N, j 1,n .= =
На наступному етапі роботи алгоритму генерують-


















c 1 j 1
v 0,1 ; v 1; 0 v n,
= =
∈ = < <∑ ∑
де cjv – ступінь належності j-го об’єкта до кластеру – с.
Розрахунок центрів кластерів ознак аномалій та 
кібернападів здійснюється за наступною формулою:
n n
(l 1) s ( j) (l 1) s
c cj cj
j 1 j 1
z (v ) z (v ) ,− −
= =
= ⋅∑ ∑   (5)
де l – лічильник кількості ітерацій.
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cj cK
c 1 j 1
























де (c)K  – коваріація для кластеру – с; T – множина мо-
ментів часу зняття інформації.
У разі потреби, виконується переобчислення еле-





2 ( j) w 1C
c(l) K
cj 2 ( j)
w 1 wK
a (z ,z )
v 1 .




  =      
∑   (6)
Перевірку моделі виконано для 5 класів пошире-
них кібератак на КВІС – «відмова в обслуговуванні», 
«завантаження ворожого ПЗ», «несанкціоноване вико-
нання команд», «порушення прав доступу», «несанкці-
онований доступ до паролю».
При цьому кількість ознак розпізнавання варіюва-
лась в межах N 9 15.= −  Оптимальна кількість класте-
рів обиралась за max  ІКФЕ навчання СІРКЗ, рис. 4. 
Як показав аналіз результатів, оптимальна кількість 
кластерів дорівнює C 3= .
{ }




2 C n / n ; n n ; s 1; a d ; d N / 2;
a(r r) a(r r) d 0,
r r : a(r r) a(r r) 2a ;
0, / 2 ,
≤ ≤ ≥ > > ≤
 ⊕ + ⊕ − >
∀ ∈ ⊕ + ⊕ =
δ ∈ δ  
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На рис. 5 наведена показана гістограма залежності 
значення max  ІКФЕ для варіантів словників ознак 
аномалій та кібератак від кількості кроків алгоритму 
навчання СІРКЗ { }w , а на рис. 6 наведено залежність 
ІКФЕ від кількості ознак які використовуються для 
навчання СІРКЗ.
Аналіз рис. 5 та 6 показує, що досить ефективним 
в СІРКЗ є використання алгоритму із 5–10 ознаками 
навчання, тобто для цього випадку ІКФЕ досягає сво-
го максимального значення, що свідчить про побудову 
безпомилкових за навчальною матрицею вирішальних 
правил. В режимі тестового навчання СІРКЗ достатня 
кількість кроків { }w  для безпомилкового визначення 
класів аномалій, кіберзагроз або кібератак для КВІС 
склала w 2500 3000.= −
При побудові алгоритму розпізнавання додавали-
ся представницькі набори більшої довжини, ефектив-
ність алгоритму виявлялася такою ж. При додаванні 
представницьких наборів меншої довжини ефектив-
ність алгоритму знижувалася.
 
Рис. 4. Оптимальна кількість кластерів для max значення ІКФЕ в процесі навчання СІРКЗ
 
Рис. 5. Залежність значення max ІКФЕ для варіантів словників ознак аномалій та кібератак від кількості кроків алгоритму 
навчання СІРКЗ
 
Рис. 6. Графік залежності ІКФЕ від кількості ознак які використовуються для навчання СІРКЗ
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6. Обговорення результатів тестування моделі та 
алгоритму навчання СІРКЗ
Розроблені модель та алгоритм навчання СІРКЗ 
не тільки становлять самостійний практичний інте-
рес, але є прикладом створення адаптивних систем 
кіберзахисту. Зокрема, у порівнянні з результатами 
отриманими для моделей на основі кінцевих авто-
матів [11, 12], випадкового відбору [3, 4, 13, 14], ней-
ронних мереж [8, 9] розроблені модель та алгоритм, 
забезпечують істотно меншу кількість потрібних оз-
нак для класифікації загроз, скорочуючи при цьому 
час навчання адаптивної СІРКЗ. Також, на відміну 
від алгоритмів які використовуються для навчання 
для кінцевих автоматів [11], та випадкового відбо- 
ру [14], запропонований алгоритм здатен автоматич-
но визначати розміри навчальної та тестової матриць 
ознак аномалій, кіберзагроз або кібератак, не вимага-
ючи участі експертів.
Апробація алгоритму здійснювалась лише для ві-
домих класів аномалій та кібератак. Це є певним не-
доліком дослідження. Для більш складних кібератак 
та аномалій, вочевидь, потрібно збільшення кількості 
ознак, а також, кроків алгоритму навчання адаптивної 
СІРКЗ w 3500> , що у свою чергу, підвищує рівень ви-
мог до обчислювальних ресурсів.
Перспективи подальших досліджень полягають у 
тому, щоб удосконалити базу знань уразливостей, ано-
малій та кіберзагроз, а також дослідити запропоновані 
модель та алгоритм на більш широкому класі розпізна-
вання кібернападів на КВІС.
6. Висновки
В результаті виконаних досліджень:
– розроблена категорійна модель, яка дозволяє на 
етапі аналізу СІРКЗ для конкретних КВІС, встанов-
лювати відношення між елементами адаптивних сис-
тем кіберзахисту;
– розроблено алгоритм навчання СІРКЗ з можли-
вістю гіпереліпсоїдної корекції вирішальних правил, 
що дозволило створити адаптивний механізм само-
навчання системи розпізнавання аномалій, загроз та 
кібератак у КВІС;
– встановлено, що запропонований алгоритм інфор-
маційно-екстремального навчання СІРКЗ є найбільш 
ефективним для 3 кластерів в завданнях розбиття про-
стору ознак аномалій та кіберзагроз. При цьому, в 
режимі тестового навчання СІРКЗ достатня кількість 
кроків для безпомилкового визначення класів анома-
лій, кіберзагроз або кібератак склала w 2500 3000.= −
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1. Introduction
The advanced development of modern information tech-
nologies and communications systems facilitates a continuous 
increase of various types of data for monitoring organizational 
and technical as well as socioeconomic systems that become 
accumulated in specialized databases, including time series. To 
various extents, these data reflect the dynamics of multifactor 
15. Shamshirband, S. An appraisal and design of a multiagent system based cooperative wireless intrusion detection computational 
intelligence technique [Text] / S. Shamshirband, N. B. Anuar, M. L. Kiah, A. Patel, // Engineering Applications of Artificial 
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