Abstract
Introduction
The dream of achieving panoramic broadcasting and subsequently delivering immersive content for teleoperators of robotic-or surgical equipment as well as for security and defense purposes, has been in the focus of research for many decades. In addition, the notion of telepresence as implemented with the tools of virtual-reality for entertainment and education (edutainment) have also long intrigued scientists and developers of complex systems alike. The word telepresence is defined as "the experience of or impression of being present at a location remote from one's own immediate environment" [1]. To achieve a high level of immersion, a number of sensory stimuli, such as visual, auditory, tactile, and perhaps olfactory, need to be captured, encoded, transmitted and subsequently presented or rendered to the user in a real-time and fully transparent manner. Of course, the first step in building such technical solutions requires the availability of sensors that can capture and retransmit relevant data and output devices that can render the information with as minimal distortion as possible. While the level of immersion in a telepresence system may be affected by many variables and measured with the help of Presence Questionnaires [2] , the ultimate goal of such technical solutions, still remains the purpose to provide their users with the most up-to date information and control over a remote environment. In our current research therefore we focused on presenting visual and auditory stimuli only, but doing so to multiple viewers at a time and allowing them to share their experience. Video-based telepresence solutions that employ panoramic recording systems have recently become an important field of research mostly deployed in security and surveillance applications. Such architectures frequently employ expensive multiple-head camera hardware and record data to a set of digital tape recorders from which surround images are stitched together in a tedious process [3] . These cameras are also somewhat large and difficult to use and do not provide full spherical video (only cylindrical), a feature required by many new applications. More recently new advances in CCD resolution and compression technology have created the opportunity to design and build cameras that can capture and transmit almost complete spherical video images [4, 5] , but these solutions are rather expensive and can stream images only to a single viewer. Gross et al. [6] describe a telepresence system called blue-c, which, using a CAVE system, a set of 3D cameras and semi-transparent glass projection screens, can create the impression of total immersion for design and collaboration. This system, however, requires expensive equipment and a complicated setup, therefore it is not feasible for servicing masses simultaneously (permitting it was not designed with this goal in mind either). Rhee et al. [7] present a low cost alternative to the above system, by adding cheap video cameras and sophisticated imaging algorithms to an existing CAVE system. However, the focus is still on collaboration between a limited number of participants. A number of researchers [8] [9] [10] target telepresence for robotic surgery, but again due to the different requirements, these systems are clearly not applicable in mass broadcasting.
For the purposes of entertainment, however, many of these systems are too complex for the every-day user and also costly for operators and content providers to deploy. Therefore in our current research we focused on presenting visual and auditory stimuli to multiple users who share the same experience using their mobile-phone or IP-based digital delivery mechanisms. To address this technical challenge we have designed and architecture that can redistribute spherical video to multiple independent viewer each having control over their own respective point of view with the help of an advanced virtual reality environment, called the Virtual Human Interface, which is briefly discussed in the following section.
The remainder of this paper is organized as follows: In Section 2 describes the basic modules and capabilities of our virtual-reality system we used as the platform for developing our service model. In Section 3 we describe the basic design and architecture of the PanoMOBI system, while Section 4 introduces some basic aspects of panoramic recording and broadcasting and also describes how shared experiences are delivered to mobile phones of individual users. Section 5 introduces our augmented advertising and information management system, called Clickable Content (CC) built on top of an advanced image-processing piepline, and finally, Section 6 contains our conclusion and plans for future work.
The Virtual Human Interface Platform
At the very heart of our panoramic mobile broadcasting solution lies an advanced virtual reality platform, called the Virtual Human Interface or VHI. The VHI is a complex rendering system built up of many independent modules explained as it is in Figure 1 . Each of these modules play a vital part in the process of delivering compelling media content and thus create interactive experiences that go beyond today's form of communication. The VHI has been successfully used in many different industries and application areas [11] [12] [13] [14] . In order to address the needs of such diversity we devised a general architecture that can be freely and easily configured on-the-fly. The principal modules of the VHI are as follows: 1) Portable Virtual-Reality Platform: The VHI was implemented to take advantage and always keep up with the latest advances in low-cost consumerlevel graphics hardware and computer platforms. Despite the requirements for high visual fidelity virtual environments, media content, I/O devices, real-time vision, animated virtual humans and many more features, the system runs on an average portable platform. Portability is one of the key factors in making VR accessible to many users.
2) High Fidelity Digital Humans:
One of the cornerstones of the VHI system is its capability to model, animate and render highly realistic virtual humans. Building these photo-real virtual humans used for VR-based tutoring. The perceptual capabilities of the VHI allow the algorithmic control mechanisms we implemented to create a believable character who appears to be paying attention to the user who is there to help him or her guide through the interactive learning or entertainment process.
3) Real-Time Panoramic Video, Compositing and Augmented Reality: Depending of the exact needs of an interactive application users set out to experience and navigate in a Virtual Environment (VE) in which seamlessly combines panoramic video elements with high resolution 3-D models. To achieve the highest possible level of fidelity and therefore immersion the virtual scene is divided into two distinctive regions namely the background containing elements in weak perspective, and the foreground which holds visual objects close enough to the user and therefore represented under strong perspective transformations. The background is implemented as a spherical 360 o panoramic video or image. Foreground elements, on the other hand, are synthetic 3D objects that appear under strong perspective conditions. 
4) Physical Simulation:
Synthetic 3D digital objects have physical properties, can move realistically when interacted with using rigid-body dynamics and may be subjected to environmental effects such as fog, fire, smoke implemented via a built-in particle systems. In addition, 3D speakers may be placed in the virtual scene that can help guide the user in a specific direction. The overall result is a unique blend of visual and acoustic elements that create a truly immersive environment capable of inducing emotions and reactions in a controlled and programmable manner.
5) Low-Cost Input/Output Devices:
To implement a novel interaction model what we call closed-loop dialogue, the VHI is continuously monitoring the users' internal state by means of external sensors and input devices. It then reacts to these measurements via a variety of output channels. The input devices we interfaced with range from simple web cameras and microphones to capture video to more advanced devices such as an eye tracker, biofeedback, data glove, touch screen, head motion trackers, etc.
6) Virtual Studio Module:
To further bridge the gap between the synthetic environment and the real world of the user the VHI contains a specialized image processing module which works using the principles of virtual studios. This functionality either allows another person to enter the virtual world the user is experiencing, or alternatively place the user himself or herself directly into the virtual space.
7) Advanced Computer Vision and Facial
Analysis: Web cameras offer the least intrusive and perhaps the most powerful means to understand a user's behavior.
Therefore the VHI contains a special purpose computer vision module that implements a multitude of image processing and pattern recognition functions tailored specifically to analyze faces and facial expressions.
8) Motion Capture (MOCAP) Support:
Another special purpose module implemented as a part of the vision subsystem is a desktop motion capture solution which employs low-cost USB cameras and reflective markers to track the motion and deformation of objects. Its primary goal is to provide an easy interface between physical objects the user may hold in hand, and their virtual counterparts representing them in the VE space.
Having reviewed the fundamental modules of the VHI platform we next describe how these modules were used to create a panoramic mobile entertainment solution.
PanoMOBI System Architecture
PanoMOBI stands for Panoramic Mobile Broadcasting. The technology is the extension of our earlier solution for telepresence and Internet-based services, called PanoCAST (Panoramic Broadcasting) [15, 16] . To record and stream high fidelity spherical video we employ a special camera system with six lenses packed into a tiny head-unit. The images captured by the camera head are compressed and sent to our server computer in real-time delivering up to 30 frames per second, where they are mapped onto a corresponding sphere for visualization. The basic server architecture, then employs a number of virtual cameras and assigns them to each user who connects from a mobile phone, thereby creating their own, personal view of the events the camera is seeing or has recorded. The motion of the virtual cameras is controllable via TCP/IP with the help of a script interface that assigns camera motion and preprogrammed actions to key codes on the mobile device. The host computer then generates the virtual views each users sees and streams this information back to their location using RTSP protocol.
This process is demonstrated in Figure 2 in the context of a rock concert. The spherical camera head (left) is placed at the remote site in an event where the user wishes to participate. The camera head captures the entire spherical surroundings of the camera with resolutions up to 3K by 1.5K pixels and adjustable frame rates of maximum 30 frames per second (fps). These images are compressed in realtime and transmitted to a remote computer over G-bit Ethernet connection or using the Internet, which decompresses the data stream and remaps the spherical imagery onto the surface of a sphere locally. Finally, the personalized rendering engine of the viewer creates TV-like imagery and sends it to a mobile device with the help of a virtual camera the motion of which is directly controlled by the keyboard actions of the user.
The key idea behind our PanoMOBI solution is based on distributing each user only what they currently should see instead of the entire scene they may be experiencing. While this reduces the computational needs on the receiver side (essentially needing only to decode streamed video and audio data) and send tracking information and camera control back in return, it places designers of the server architecture in a difficult position. To overcome these limitations we devised an architecture shown as a box diagram in Figure 3 . The panoramic camera head is connected via an optical cable to a JPG compression module, which transmits compressed image frames at video rates to a distributions server using IEEE firewire standard. The role of the distribution server is to multiple the data video data and prepare it for broadcast via a server farm. To maximize bus capacity and minimize synchronization problems, the distribution server broadcasts its imagery via UDP protocol to a number of virtual camera servers, each being responsible for a number of individually controlled cameras. Video data is then first encoded in MPEG format and subsequently distributed among a number of streaming servers using RTSP (Real-time Streaming Protocol) before sent out to individual clients over 3G mobile networks (or the Internet for Wifi service). Assuming 3Gbit/sec connection a streaming server is capable of servicing up to 100 simultaneous clients at any given moment. Again, the number of streaming servers can be scaled according to the need of the broadcast. Finally, independent image streams are synchronized with audio and arrive at the user site ready to be decoded and displayed. In the PanoMOBI entertainment system interaction occurs by key action on the mobile device whereas the user controls the orientation and field of view of the camera to observe the remote event taking place. To help the reader better understand the production and broadcasting process, in the following section we discuss some of the key technical elements of our solution on more detail.
Panoramic Recording & Broadcasting
One of the key elements of our mobile broadcasting solution is the PanoCAST recording system that comprises of a compact and portable 360 degree panoramic video recording system. It is depicted in Figure 4 , and it was designed to minimally interfere with the scene while providing maximal immersion for the viewer. Since practically the entire spherical surround environment is recorded working with such a camera is rather difficult from a production's point of view. Specifically, the basic rules and the concept of frames here become obsolete, both lighting, microphones as well as the staff remains visible. To provide as much immersion as possible, the camera head is placed on the end of a long pole carried by the cameraman (in this case a camerawoman shown).
This setup is similar as if we replaced a person's head standing at a given location with the camera or in other words, it is the ultimate steady-cam where the viewer may almost directly participate in the chain of events. By virtue of the extended fixture, it is possible to look around, even under ones feet or "up to the skies" without disturbance from the mounting structure. The computer to control the capture process is located in the mobile rack shown on Figure 5 . The heart of the system (see left) is a small-factor personal computer (Apple macMini) which is controlled via a touch screen interface or occasionally standard keyboard during a recording session. Video is digitally stored on an external drive recording up to 1.5 hours of video on a 250Gbyte SATA unit. The continuous power supply that allows for 1.5 hours of operation can be seen below. On the right the same rack is shown while it is worn by another member of the staff.
To enhance the functionality of our broadcasting solution we have enabled our server-architecture shown in Figure 3 to create multiple live streams of the panoramic imagery and redistribute them in realtime (or from recorded content) to a large number of mobile viewers, each controlling their own point of view. These multiple receivers on the client side were created in the form of a PanoMOBI player and programmed in Symbian for maximum speed and performance. In addition, a simpler Java-based client is also available, which is capable of receiving video data for applications where synchronized sound and high speed image transmission are not as critical. In addition to the mobile player different Web-based streaming solutions make this personalized content available to even broader range of audiences. This final setup is shown in Figure 6 . In this example the camera was placed on stage to provide an unusual perspective of the band playing. The six raw images from the panoramic recording head are shown in the upper left corner. From these streams a full spherical view of the scene was created and a number of virtual cameras image the scene each controlled independently by a different user. This is shown in the upper right hand corner with six independent views stacked up serving as examples. The streaming server then encodes and distributes these streams to individual viewers in different formats, such as RTSP on 3G mobiles (shown lower left) or web-based clients (lower right). In the former case, the rotation and field of view of the camera may be controlled from the keypad of the mobile phone, while in the latter case HTML-embedded keys and Java script commands serve the same purpose. Finally, in both situations the user may click on the screen the result of which the PanoMOBI system computes which object was selected and sends back information and web-links for later use. This provides added value for services based on this technology not only for entertainment, but e-commerce, education and many other fields of application. In the next section we briefly discuss how the functionality of Clickable Content was achieved using resources of the GPU and our advanced real-time image processing pipeline. 
Real-Time Image Processing and Clickable Content (CC)
To enhance the functionality and the utilization of the basic panoramic viewing experience we have incorporated a set of real-time image processing algorithms that help with compression, correct artefacts, produce effects and finally, but most importantly allow for tracking different elements as they move in the scene or measure displacements as a result of camera motion (Handy-Cam mode). Figure 7 shows the main modules of this pipeline. The high resulution raw image that contains six independent images) enters the stream and first passed through a real-time image processing module. This module was built on top of OpenCV [17] , an open source computer vision library that offers basic image processing and enhancement algorithms as well as advanced tracking soulutions and 3D reconstruction methods. These processes run on the CPU and are used for non-linear noise filtering (not only to improve overall image quality, but also to allow the better compression of the image stream). Due to the very high resolution of the raw images, the average performance rate (for decoding the video frames and processing them) drops render performance to approx. 15 to 24 fps. As a function of lighting conditions and scene complexity, which is still sufficient to stream images live to the mobile devices at a rate of 15 fps. These CPU-based algorithms are also useful for extracting the information needed for Clickable Content, as automated face detection algorithms and other object recognition modules are used to identify and track the apparent motion of elements of interest. The processed images are mapped onto surfaces (a sphere in our case) using a dynamic texture mapping algorithm that was optimised for minimizing the bottleneck between the CPU and the Graphics Card (GPU) present on the computer bus that connects them. Finally, once the textures are uploaded onto the graphics card, the parallel image processing algorithms may be constructed to further enhance the image itself in the form of pixel shaders. We use a single pass method whereas the shader code and parameters correct colour, find edges and/or filter out noise using kernels. The main advantage of processing images at this stage comes from the distributed nature of the architecture. According to our experiments the GPU-based image enhancement algorithms we implemented caused practically no slow down in the overall rendering performance. Figure 8 shows an example shader where the color balance of the output image is corrected and a sharpening filter is executed on the final output. In addition the GPU-based algorithms, while typically simpler, than their CPU-based counterparts and executed on the entire image, may be different for each virtual camera and therefore PanoMOBI viewers can choose their own effects and visualization preferences. In conclusion the dual architecture we implemented offers a balanced, high performance image-processing pipeline and takes advantage of the increased computational speed modern graphics cards have to offer. The above described image processing architecture allows the PanoMOBI system to implement Clickable Content or CC with ease. CC means that whenever the user clicks on the scene the rendering engine "fires a search ray" from the viewing camera and orders each visual elements as a function of their distance along this ray to find the closest one. Then the algorithm returns the object's name, the exact polygon it is intersected at, and the texture coordinates of the intersection point itself. This information allows the system to assign high level actions, such as displaying a text message when clicking on a person or branching to a website where the drum set may be purchased, etc. For better usability individual texture coordinates may be grouped by regions and tracking algorithms running in real-time or as a pre-processor for playback, are used to annotate each element of the scene during a performance. The final output of such algorithms is a set of tracked regions with actions, text information and web pages assigned on each of which PanoMOBI viewers can click on during a performance and learn more about the event or simply educate themselves.
Conclusion and Future Work
In this paper we have introduced a multi-casting application for mobile phones where each viewer is allowed to individually control their own perspective while sharing this experience with others. We used a high resolution panoramic camera head placed at an entertainment event to create a real-time spherical video. We devised a rendering architecture to map virtual views of this scenery with multiple cameras and augmented the basic capabilities of our solution with real-time image processing pipeline running both on the CPU and the graphics card. This allows for balanced performance and personalized effects viewers may want. Finally, with the help of built-in tracking algorithms a content management solution, called Clickable Content (CC) was developed in order to turn an every day video into a rich source of information and commercial tool.
Using this PanoMOBI architecture we developed intuitive user controls and multiple applications that involve this special form of telepresence. Specifically, we recorded music concerts, realestates, scenery and travel-sites to demonstrate the usability of our system in real-life applications. The broadcasting system been tested in a number of digital networks including 3G mobile with multiple carriers for phone devices and PDA's, WIFI connection and even wired-Internet for desktop solutions. Test results showed that a single server computer can deliver services to up to 50 clients with reasonable 1-2 seconds delay.
These encouraging results were obtained on laboratory computers. We are therefore currently developing an optimized server farm to test the largescale behavior and operational characteristics of the PanoMOBI system. We argue that once completed such a technical solution represents a novel opportunity for creating compelling interactive content for the purposes of entertainment, education, and many other application scenarios.
