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metodo in domenskim strokovnjakom. Učinkovitost metode empirično ovre-
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Področje odkrivanja skupin (angl. clustering) v podatkih je dandanes do-
bro raziskano, vendar se še vedno ǐsčejo novi pristopi za izbolǰsanje kako-
vosti odkrivanja skupin. Eden izmed takih pristopov je možnost interakcije
domenskih strokovnjakov z odkrivanjem skupin tako, da eksperti podajajo
domensko znanje v obliki pozitivnih (angl. must-link) in negativnih (angl.
cannot-link) omejitev na pare učnih primerov, ki se strokovnjaku zdijo pri-
merni. Tak način podajanja omejitev omogoča izbolǰsanje odkritih skupin
in njihovo večjo skladnost z ekspertnim znanjem. V praksi je podajanje po-
zitivnih in negativnih omejitev na posamezne pare učnih primerov tipično
dolgotrajen in zahteven proces tudi za domenske strokovnjake.
V diplomski nalogi se soočimo s problemom zajemanja relevantnega do-
menskega znanja iz strokovnjaka in v ta namen razvijemo metodo hierarhične-
ga razvrščanja v skupine s pomočjo argumentiranega strojnega učenja (angl.
Argument-based hierarchical clustering, ABHC). Imenovana metoda temelji
na hierarhičnem razvrščanju v skupine in paradigmi argumentiranega stroj-
nega učenja, ki se ukvarja z zajemanjem strokovnjakovega znanja. Metoda
avtomatsko izbere učne primere, ki jih smatra kot problematične, in jih pred-
stavi domenskemu strokovnjaku. Ekspertu v dani domeni torej prikaže pri-
mere, za katere meni, da ne sodijo v skupino, v katero so bili razvrščeni. Ek-
spert na problematične primere vnaša domensko znanje v obliki argumentov,
metoda pa s pomočjo “protiprimerov” izpostavlja morebitne pomanjkljivosti
ali nekonsistentnosti strokovnjakovih argumentov. Strokovnjak lahko tako
dopolni pomanjkljivosti podanih argumentov in s tem dobi bolj kakovostno
postavljene omejitve. Le-te pa so ključ za izbolǰsanje rezultata razvrščanja
primerov v skupine. Hkrati so pridobljene omejitve in posledično tudi odkrite
skupine skladne s strokovnjakovim znanjem.
Razvili smo aplikacijo, ki omogoča interakcijo strokovnjaka s hierarhičnim
razvrščanjem v skupine s pomočjo prej omenjene metode. Učinkovitost
algoritma smo empirično ovrednotili na treh eksperimentalnih domenah s
pomočjo domenskega eksperta in rezultate razvrščanja primerjali s klasičnim
algoritmom hierarhičnega razvrščanja v skupine z omejitvami ter dobili spod-
budne rezultate. Novo metodo hierarhičnega razvrščanja v skupine smo pri-
merjali tudi s sorodnim algoritmom AB k-means, ki prav tako temelji na
odkrivanju skupin s pomočjo argumentiranega strojnega učenja, a se pri tem
opira na metodo voditeljev. V izbranih eksperimentalnih domenah smo po-
kazali, da ABHC občutno izbolǰsa rezultate odkrivanja skupin.
Ključne besede: strojno učenje, nenadzorovano učenje, delno nenadzoro-
vano strojno učenje, hierarhično razvrščanje, argumentirano strojno učenje,
odkrivanje skupin z omejitvami.
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Data clustering and data clustering methods are well researched topics nowa-
days, but there is always room for improvement. One way to improve data
clustering methods is to implement them with knowledge from any domain
expert. One way to extract knowledge from a given expert is in the form of
positive must-link and negative cannot-link pairwise constraints. This type
of constraints improves the quality of the detected groups. In real-world
applications, extracting knowledge in the form of positive and negative con-
straints is a challenging and time-consuming task for any expert.
In this thesis we address the problem of extracting relevant domain knowl-
edge from any expert and develop a method called Argument-based Hierarchi-
cal Clustering (ABHC), which is based on hierarchical clustering and built on
the argument-based machine learning paradigm (ABML). The method auto-
matically selects cases that are considered problematic and presents them to
the expert. In other words, these problematic cases are cases that are likely
to have been clustered into the wrong cluster. The expert then articulates
its domain knowledge in the form of arguments and constraints as to why
the problematic case should or should not be in the cluster it was clustered
into. While the method uses counter examples to expose any shortcomings
or inconsistencies in the expert’s arguments. The counter examples allow
the expert to improve his arguments and as a result we get more efficient
constraints and these are the key to improve the clustering results and not
only that, the constraints obtained in this way are more consistent with the
knowledge of the expert.
We have also developed an interactive application using the aforemen-
tioned method to test the effectiveness of our approach. The method was
tested on three experimental domains using domain expert knowledge. We
compared the results with two other algorithms. One is a hierarchical clus-
tering with constraints called Constrained Agglomerative (CA) and the other
called Argument-based k-means (AB k-means), which is also based on argument-
based machine learning but uses the k-means algorithm as a clustering method.
The results look promising.
Keywords: machine learning, unsupervised machine learning, semi-unsupervised




Skozi zgodovino so se ljudje naučili zbirati in zapisovati raznovrstne oblike po-
datkov in jih uporabljati na različne načine. Tako kot so Sumerci shranjevali
svojo zgodovino, zgodbe in trgovske menjave na glinene tablice je dandanes
večina podatkov, s katerimi se srečujemo vsak dan, zapisana v ničlah in eni-
cah nekje v oblaku. S prihodom “Spletnih storitev 2.0” [1], kjer lahko vsak
uporabnik sodeluje in ustvarja vsebine na spletu, se je drastično povečala
količina podatkov kot so slike, videi ipd., ki iz dneva v dan generira tera-
bajte podatkov. Porast podatkov pa odpira nove priložnosti za ustvarjanje
novih algoritmov za čimbolǰso avtomatsko obdelavo in procesiranje le-teh.
Z leti se je v ta namen razvilo število različnih načinov obdelave podat-
kov; od raznovrstnih statističnih tehnik, kot so linearna regresija ali analiza
glavnih komponent (angl. principal component analysis, PCA) do algorit-
mov za prepoznavanje vzorcev, ki temeljijo na strojnemu učenju. Tipično se
strojno učenje deli na dve veji.
Prva veja se ukvarja z nadzorovanim (angl. supervised machine learning)
strojnim učenjem, kjer se algoritem uči ustvariti napovedni model na dani
množici učnih podatkov z znanimi končnimi razredi. Ena izmed bolj znanih
metod nadzorovanega strojnega učenja je klasifikacija (angl. classification)
[2]. Pri klasifikaciji se metoda uči karakteristike razredov v obliki pravil,
s katerimi uvršča oziroma klasificira nove primere v razrede, katerih ciljni
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razredi so znani. Pri tem imamo veliko nadzora nad izvajanjem algoritma,
saj z izborom učnih primerov, kar je zelo pomembna naloga pri klasifikaciji,
lahko usmerjamo metodo do rezultata, ki ga pričakujemo.
Druga veja, ki se imenuje nenadzorovano strojno učenje (angl. unsuper-
vised machine learning), se ukvarja z izgradnjo napovednega modela na učni
množici brez znanih ciljnih razredov. Med najbolj raziskane metode nenad-
zorovanega strojnega učenja spada odkrivanje skupin (angl. clustering) [3].
Algoritmi za odkrivanje skupin poskušajo iz danih informacij povečati podob-
nost podatkov v isti skupini, hkrati pa narediti čim večje razlike med primeri
v ostalih skupinah. Pri tem imamo veliko manj nadzora nad izvajanjem, saj
smo omejeni na izbiro računanja razdalj ali pa na temeljito spremembo algo-
ritma. Rezultati odkrivanja skupin so ponavadi skromneǰsi od klasifikacije,
a zato nič manj koristni.
Z iskanjem novih postopkov in metod odkrivanja skupin se je razvila nova
veja strojnega učenja, imenovana delno nadzorovano strojno učenje (angl.
semi-supervised machine learning). Pri nadzorovanem učenju imamo oznake
le za del učnih podatkov, medtem ko pri nenadzorovanem strojnem učenju
oznak ni. Oznake torej služijo kot domensko znanje, ki jih lahko uporabimo
za vodenje procesa odkrivanja skupin in tako izbolǰsa kvaliteto rezultatov.
Algoritmi pri delno nadzorovanem učenju namesto oznak uporabljajo ome-
jitve. Kljub temu da oznake ciljnega razreda nosijo več znanja o skupinah,
je zaradi neprepoznavanja skupin lažje vnesti domensko znanje v obliki ome-
jitev. Omejitve so predstavljene kot pozitivna ali negativna povezava med
dvema primeroma, ki predstavlja trditev, ali naj par primerov spada v enako
ali različno skupino. Od posameznega algoritma pa je odvisno, na kakšen
način upošteva podano omejitev.
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1.1 Motivacija
Izrazi hierarhično razvrščanje, gručenje ali grozdenje so sinonimi in imajo isti
pomen, v nadaljevanju pa bomo uporabljali izraz hierarhično razvrščanje v
skupine. Le-ta spada v vejo nenadzorovanega strojnega učenja, in ker smo
nad samim procesom izvajanja algoritma zelo omejeni, je naš cilj diplomske
naloge razviti metodo, ki temelji na hierarhičnemu razvrščanju v skupine
in bi izbolǰsala rezultat razvrščanja v skupine neodvisno od tipa domene,
kjer bi lahko vnašali relevantno znanje domenskega strokovnjaka ter s tem
pripomogli k bolǰsemu rezultatu odkrivanja skupin.
V uvodu smo že omenili, da bi lahko izbolǰsali rezultat odkrivanja skupin
z uporabo omejitev na primerih. Potrebovali bi torej nekakšen sistem ali me-
todo, s pomočjo katere bi strokovnjak lahko podajal posamezne omejitve. V
večini domen je učnih primerov veliko in lahko se zgodi, da sta dva primera
zelo podobna, a sta kljub temu v drugih skupinah. Zato bi poleg podajanja
omejitev strokovnjaku omogočili tudi nekakšen sistem, kjer bi lahko podal
razlog, zakaj bi bila primera, na katere bi podal omejitev, v enaki oziroma
različni skupini. Ker pa je podajanje omejitev na par primerov dolgotrajen
in intelektualno zahteven proces, bi si želeli metode, ki bi pomagala strokov-
njaku izbirati tiste mejne primere, na katere bi bilo smiselno podati mnenje.
Z vpeljavo človeka v proces razvrščanja v skupine, se verjetnost napak
poveča. V ta namen bi si želeli, da bi metoda sama znala iskati pomanklji-
vosti v strokovnjakovih argumentih tako, da bi mu predstavila primere, ki
se ne strinjajo s podanim mnenjem. Na ta način bi bilo odkrivanje skupin
bolj skladno s strokovnjakovim znanjem in bi pripeljalo do kvalitetneǰsega
postopka razvrščanja v skupine.
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1.2 Pregled diplomskega dela
Prvo poglavje diplomskega dela vsebuje uvod in motivacijo diplomskega dela.
• Drugo poglavje predstavlja kratek pregled algoritmov za razvrščanje v
skupine in razlago kako delujejo. Poglavje nadaljujem z nadgradnjo al-
gortimov z omejitvami. Na koncu poglavja opǐsem prednosti in slabosti
algoritmov, ki uporabljajo omejitve.
• Tretje poglavje se dotakne paradigme strojnega učenja in uvod v ar-
gumentirano strojno učenje, ki ga podrobneje predstavim na koncu
poglavja in pojasnim kako bi to pomagalo pri odkrivanju skupin.
• V četrtem poglavju predstavim algoritem, v katerem implimentiramo
hierarhično razvrščanje v skupine z omejitvami in iterativno zanko za
zajemanje omenjenih omejitev.
• Peto poglavje predstavi aplikacijo, ki podpira delovanje omenjene me-
tode in obenem omogoča interakcijo med strokovjakom in algoritmom.
• V šestem poglavju predstavim množice podatkov, na katerimi bomo
pridobivali rezultate. Nadaljujem s pojasnilom kako bomo evalvirali
rezultate in na kakšen način strokovnjak pripomore k bolǰsim rezulta-
tom.
• Sedmo poglavje predstavi rezultate ekperimentov v vseh treh domenah.
• Osmo poglavje zaključi diplomsko delo s končnimi ugotovitvami in
možnostmi izbolǰsav.
Poglavje 2
Odkrivanje skupin z omejitvami
Pri klasičnem odkrivanju skupin je vnos strokovnjakovega znanja težek pro-
ces, saj je uporabnik omejen le na izbiro mere razdalj med primeri ali na
temeljito spremembo delovanja algoritma. Druga veja strojnega učenja, ime-
novana delno nadzorovano strojno učenje (angl. semi-supervised machine
learning), z omejitvami rešuje problem vpeljave domenskega znanja. Do-
mensko znanje se vnaša v obliki omejitev nad primeri. Omejitve so izražene
kot razmerje med učnima primeroma, ki pove ali sta izbrana primera lahko
v isti skupini ali ne.
V primerjavi s klasifikacijo so takšne omejitve manj informativne kot po-
stavljene oznake na učnih primerih pri klasifikaciji, kljub temu pa so omejitve
nad primerno izbranimi pari učnih primerov prav tako koristne [4].
2.1 Algoritmi za odkrivanje skupin
Ena izmed temeljnih nalog strojnega učenja je odkrivanje skupin. Prvi al-
goritmi segajo v leto 1950, do danes pa je to področje postalo obsežno razi-
skano in je eno izmed najbolj razširjenih oblik avtomatskega nenadzorovanega
učenja [5]. Naloga algoritmov za odkrivanje skupin je poiskati take skupine,
kjer si bodo primeri v isti skupini čim bolj podobni in primeri v drugih skupi-
nah čim bolj različni. Tu je vredno poudariti, da je rezultat algoritma odvisen
5
6 Jure Zakotnik
od tega, kako algoritmu pripravimo podatke, saj je mera podobnosti in s tem
določanje skupin subjektivno, zato velikokrat ne dobimo pričakovanih rezul-
tatov, ali pa želimo odkriti število skupin. To pa je nasprotje klasifikaciji, ki
je ena izmed bolj razširjenih metod nadzorovanega učenja. Pri klasifikaciji
uporabnik točno ve, kolikšno je število skupin in tudi algoritem se s pomočjo
učne množice primerov uči, kako postavljati primere v skupine. Algoritmi za
odkrivanje skupin imajo, kljub raznolikosti domen, nekaj skupnih zaželenih
lastnosti:
• zmožnost računanja z različnimi podatkovnimi tipi,
• neobčutljivost na šum in prisotnost osamelcev,
• neodvisnost vrstnega reda učnih podatkov,
• prostorska in časovna skalabilnost,
• fleksibilnost v smislu možnosti vodenja metode k rešitvi,
• enostavna interpretacija rezultatov,
• potrebno je le minimalno znanje o domeni.
Treba je poudariti, da je iskanje karakteristike skupin v smislu, kakšne podob-
nosti imajo primeri v posameznih skupinah zelo subjektivno, zato velikokrat
ne dobimo pričakovanih ali pa želenih rezultatov. Dober primer, kako su-
bjektivno je lahko iskanje skupin je predstavljeno na Sliki 2.1 spodaj, kjer iz
danih oseb lahko ustvarimo skupine po spolu ali pa glede na socialno pove-
zanost(npr. člani družine, sodelavci).
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Slika 2.1: Odkrivanje skupin je subjektivno
2.1.1 Hierarhično razvrščanje v skupine
Hierarhično razvrščanje v skupine razvrsti primere v skupine, kjer je najnižje
v hierarhiji vsak primer predstavljen kot svoja skupina, najvǐsje v hierarhiji
pa skupino tvori celotna množica učnih primerov.
Do rezultata pri hierarhičnem odkrivanju skupin lahko pridemo na dva
načina, in sicer od zgoraj navzdol (angl. divisive, top-down), kjer na začetku
vsi učni primeri tvorijo eno skupino, nato pa algoritem poǐsče najbolǰso raz-
delitev skupine na dve podskupini. Ta postopek ponavlja rekurzivno na obeh
straneh, dokler ne pride do skupin, ki vsebujejo samo en primer oziroma do-
kler ga ne ustavimo. Drugi način deluje tako, da skupine sestavljamo od
spodaj navzgor (angl. agglomerative, bottom-up). Pri tem načinu na začetku
vsak učni primer tvori svojo skupino, nato algoritem poǐsče najbližji par za
združitev v novo skupino. Algoritem ta proces ponavlja, dokler niso vse
skupine združene v eno oziroma dokler ga ne ustavimo. Ta način delova-
nja algoritmu omogoča, da ob vsaki iteraciji sam ustvari nove skupine in ni
potrebno vnaprej opredeljevati končnega števila skupin.
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Rezultat hierarhičnega odkrivanja skupin je predstavljen v obliki den-
drograma, ki prikazuje potek združevanja skupin in je prikazan na Sliki 2.2
spodaj.
Slika 2.2: Dendrogram hierarhičnega odkrivanja skupin
Za bolǰse razumevanje, kaj nam slednji dendrogram sploh predstavlja,
bo najbolje, da to razložimo na konkretnem primeru. Zanima nas, ali je
orjaški panda bližje družini medvedov ali rakunov. To lahko storimo tako,
da primerjamo DNK danih učnih primerov v našem primeru rjavega, črnega,
andskega in polarnega medveda, orjaške in mačje pande ter rakuna. Glede
na podobnost DNK-ja med posameznimi primeri izgradimo dendrogram, ki
je predstavljen na Sliki 2.2. Vǐsina vertikalnega dela pri paru skupine pred-
stavlja, kako podobni sta si skupini; natančneje kraǰsa kot je vǐsina, bolj sta
si primera podobna in obratno. Iz dendrograma iz Slike 2.2 je torej razvidno,
da je orjaški panda bližje družini medvedov kot družini rakunov. Več o tem,
kako se računa podobnost skupin, sledi v nadaljevanju.
Poglejmo si še en primer dendrograma predstavljenega na Sliki 2.3. Na
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tem konkretnem primeru so učni primeri učenci nekega razreda osnovne
šole. Učence med seboj primerjamo z njihovimi ocenami iz matematike, slo-
venščine, angleščine ipd. Učne primere, torej učence, primerjamo po njihovih
atributih oziroma značilkah.
Slika 2.3: Določevanje števila skupin
Učence hierarhično razvrstimo v skupine in dobimo zgoraj omenjeni den-
drogram. Želimo izvedeti, kolikšno število skupin učencev obstaja v podat-
kih. S pomočjo dendrogramov lahko intuitivno hitro sklepamo, koliko skupin
je v posameznih podatkih. To storimo tako, da preštejemo število “črt”, ki
so v maksimalni razdalji med posameznimi skupinami, brez da bi pri tem
“prerezali” kakšno skupino. V našem primeru je maksimalna razdalja med
skupinami označena na Sliki 2.3 med premico A in premico B. Število črt, ki
so med premicami, je tri. Tako lahko sklepamo, da so v podatkih tri tipične
skupine učencev, ki so obarvane z modro, rdečo in zeleno skupino.
V nadaljevanju opǐsemo postopek bottom-up hierarhičnega razvrščanja v sku-
pine.
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Algorithm 1: Hierarhično razvrščanje v skupine
input : X = {x1, x2, ..., xn}, Učni primeri
output: Gnezdena skupina, ki vsebuje vse podatke iz X
vsak primer naj tvori svojo skupino: Ci = {xi}, xi ∈ X
while ne ostane ena sama skupina do
poǐsči najbližji par skupin Ca in Cb, d(Ca, Cb) = minu,v d(Cu, Cv);
združi skupini Ca in Cb v skupino Cab = Ca ∪ Cb;
nadomesti skupini Ca in Cb z novo skupino Cab;
izmeri razdaljo med novo skupino Cab in ostalimi skupinami;
end
Algoritem v vsaki iteraciji poǐsče najbližji par skupin, ju združi v eno
skupino, par skupin pa zamenja z novo združeno skupino. Ta postopek se
ponavlja dokler ne ostane le ena skupina, ki pa vsebuje vse učne primere.
Prostorska kompleksnost algoritma je O(n2), kjer n predstavlja velikost
učne množice oziroma število primerov, časovna kompleksnost pa je O(n3),
saj se algoritem izvaja v n korakih, v katerih operira in uporablja matriko
razdalj velikosti n2.
Problem hierarhičnega odkrivanja skupin je njegova skalabilnost, saj so
tovrstni algoritmi ponavadi časovno zelo potratni in, ne vodijo nujno k želeni
rešitvi, hkrati pa ta metoda ni odporna na šum ter prisotnost osamelcev.
2.1.2 Metoda voditeljev
Med najbolj razširjene metode odkrivanja skupin spada metoda voditeljev
(angl. k-means) [6]. Tako kot pri hierarhičnem razvrščanju je za metodo
k-means značilno, da vsak primer spada v natanko eno skupino. Razlika je v
tem, da se tu skupine ne gradijo hierarhično, v smislu združitve najbližjih si
skupin, zato mora biti končno število skupin vnaprej znano; od tod k-means,
kjer k predstavlja število skupin.
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Metoda voditeljev odkriva skupine s pomočjo voditeljev (angl. centorid),
ki določajo sredǐsča posamezne skupine, ki se tekom izvajanja spreminjajo.
Metoda v vsaki iterativni zanki dodeli učne primere najbližjim centroidom,
nakar se ponovno izračunajo sredǐsča oziroma centroidi najdenih skupin in
metoda se premakne v novo iteracijo. Ta postopek se ponavlja, dokler se vo-
ditelji ne ustalijo oziroma se ne spreminjajo za dovolj majhno razliko. Metoda
se ponavadi ustavi, ko doseže maksimalno število iteracij brez konvergence,
zato da ne pride do neskončne zanke.
Metoda voditeljev je enostaven in učinkovit algoritem za odkrivanje sku-
pin, vendar pa je metoda občutljiva na začetna semena (angl. seeds). Začetna
semena so v večini implementacij metode voditeljev kar k naključnih prime-
rov, ki so izbrani za začetne centroide. Slabost tega pa je, da naključna
semena lahko metodo pripeljejo do dobrega rezultata dokaj hitro, pri slabo
postavljenih semenih pa algoritem lahko doseže lokalni minimum. Prav tako
metoda ni odporna na šum in prosotnost osamelcev.
2.1.3 Mere razdalj
Učni primeri so tipično predstavljeni kot vektorji, ki imajo n komponent.
Komponente tipično naslavljamo kot atribute ali značke. Učni primeri se
lahko primerjajo preko atributov na dva načina, in sicer kot mera podobnosti,
če je rezultat primerjanja manǰse število, oziroma mera različnosti, če je
rezultat primerjanja večje število. Mero podobnosti vedno lahko pretvorimo
v mero različnosti in obratno.
Kot je bilo omenjeno, je izbira mere razdalj eden izmed redkih načinov,
s katerim lahko uporabnik vpliva na rezultat odkrivanja skupin pri nenad-
zorovanemu strojnemu učenju, in je zato pomembna odločitev, saj ustrezna
mera razdalj znatno spremeni kvaliteto hipoteze.
Med najbolj pogoste metode za računanje razdalj spadajo:
• Evklidska razdalja, ki se ponavadi uporablja za vektorje nizkih di-
menzij z zveznimi atributi. Vzemimo dva vektorja a in b, ki sta dolžine
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n in predpostavimo, da sta opisana z atributi, ki lahko zazvzamejo
zvezne vrednosti:
a = (a1, a2, ..., an)
b = (b1, b2, ..., bn)




(ai − bi)2 (2.1)
Slika 2.4: Evklidska razdalja
• Manhattanska razdalja, ki jo uporabljamo podobno kot evklidsko
razdaljo, torej za računanje vektorje nižjih dimenzij. Enačba je še eno-




|ai − bi| (2.2)
Slika 2.5: Manhattanska razdalja
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• Kosinusna razdalja opazuje kot med vektorjema. Če je kot med
vektorjema enak 1 sta si popolnoma različna. Manǰsi kot je kot, bolj
sta si vektorja podobna. Če je kot enak 0, potem sta vektorja identična.
Pri kosinusni razdalji dolžina vektorja ne vpliva na podobnost. Enačba
kosinusne razdalje je:











Slika 2.6: Kosinusna razdalja
Metoda hierarhičnega razvrščanja v skupine ima pravzaprav dva parametra
mere razdalj. Prvi parameter je metoda merjenja razdalj med primeri ali
vektorji, ki je opisana zgoraj. Drugi parameter pa predstavlja način merje-
nja razdalj med skupinami.
Razdaljo merimo med dvema skupinama primerov, Cu in Cv. Predpo-
stavljamo, da si skupine med seboj ne delijo primerov, torej Cu ∩ Cv = ∅.
Obstaja kar nekaj načinov določanja razdalj med dvemi skupinami primerov.
Med najbolj uporabljenimi razdaljami so:
• Razdalja med skupinama Cu in Cv je razdalja med njunima najbližjima
primeroma primeroma a ∈ Cu in b ∈ Cv (angl. Single linkage):
dmin(Cu, Cv) = min
a,b
{d(a, b) | a ∈ Cu, b ∈ Cv} (2.4)
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Slika 2.7: Single linkage
• Razdalja med skupinama Cu in Cv je razdalja med njunima najbolj
oddaljenima primeroma najbolj oddaljenima primeroma a ∈ Cu in b ∈
Cv (angl. Complete linkage):
dmax(Cu, Cv) = max
a,b
{d(a, b) | a ∈ Cu, b ∈ Cv} (2.5)
Slika 2.8: Complete linkage
• Razdalja med skupinama Cu in Cv je povprečna razdalja med vsemi







| Cu || Cv |
(2.6)
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Slika 2.9: Average linkage
• Wardova razdalja predstavlja poseben tip razdalj, saj predpostavlja,
da je za vsako skupino C znan njen centroid R oziroma točka, ki leži
v sredǐsču skupine C. Naj bo Ru centroid skupine Cu, Rv centroid
skupine Cv in Ruv centroid združene skupine Cuv = Cu ∪Cv. Wardova















2.2 Algoritmi za odkrivanje skupin z omeji-
tvami
Temelje za odkrivanje skupin s pomočjo omejitev, ki uporabljajo dve vrsti
omejitev, sta uvedla Cardie in Wagstaff leta 2000 [7]. Uvedla sta dve vrsti
omejitev:
• pozitivne omejitve (angl. must-link, ML), ki pravijo, da morata biti
oba primera v isti skupini in
• negativne omejitve (angl. cannot-link, CL), ki pravijo, da dva pri-
mera ne smeta biti v isti skupini.
16 Jure Zakotnik
Slika 2.10: Pozitivne in negativne omejitve
Od posameznega algoritma pa je odvisno, na kakšen način bo upošteval
strogost omenjenih omejitev. Algoritmi, ki postavljajo trde omejitve (angl.
hard constraints), ne bodo vrnili odkritih skupin, če npr. dva primera s po-
zitivno omejitvijo nista v isti skupini. Drugi način je postavljanje mehkih
omejitev (angl. soft constraints), s katerimi se uravnava pravilnost omeji-
tev s funkcijo kvalitete odkrivanja skupin. Na ta način so omejitve vodilo do
pravilnega končnega odkrivanja skupin. Za lažjo vizualizacijo, kako izgledajo
pozitivne in negativne omejitve v praksi glej Sliko 2.10.
Pozitivne omejitve so simetrične ML(a, b) = ML(b, a) in tranzitivne ML(a, b)∧
ML(b, c) → ML(a, c). Iz teh lastnosti lahko izpeljemo skupek pozitivnih
omejitev, ki se imenujejo soseščine (angl. neighbourhoods).
Negativne omejitve so prav tako simetrične CL(a, b) = CL(b, a), vendar niso
tranzitivne. Kljub temu da niso tranzitivne, lahko z njimi izpeljemo druge
negativne omejitve, ko jih upoštevamo skupaj s pozitivnimi omejitvami. Če
se katera negativna omejitev navezuje na omejitev primera v soseščini, potem
ta omejitev velja za vse pozitivne omejitve v soseščini. CL(a, b)∧ML(b, c)→
CL(a, c) [8].
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2.2.1 Hierarhično razvrščanje v skupine z omejitvami
Davidson in Ravi [9] sta leta 2005 predlagala razširitev hierarhičnega od-
krivanja skupin z vpeljavo must-link in cannot-link omejitev nad primeri.
Algoritem sta poimenovala (angl. ConstrainedAgglomerative, CA), ki je bolj
podrobno predstavljen s psevdokodo, ki jo prikazuje Algoritem 2.
Da bi algoritem lažje razumeli, demonstrirajmo potek delovanja metode
CA na preprosti podatkovni zbirki, ki vsebuje 14 primerov z dvema atri-
butoma oziroma značilki in dvema končnima razredoma. Podani sta tudi
dve pozitivni omejitvi: ML(C,D), ML(C,H) in ena negativna omejitev:
CL(A,B) Predpostavljamo tudi, da poznamo končna razreda. Za lažjo pred-
stavo glej Sliko 2.11. Za mero razdalj med primeri bomo uporabili evklidsko
razdaljo, za lažjo demonstracijo bomo za mero razdalj med posameznimi
skupinami uporabili single linkage.
V nadaljevanju demonstriramo potek algoritma CA na dani učni zbirki s
podanimi omejitvami.
Slika 2.11: Primer podatkovne zbirke za demonstracijo algoritma CA
Najprej algoritem ustvari tranzitivno ovojnico pozitivnih omejitev. V
našem primeru imamo le dve must-link omejitvi. Upoštevati moramo tranzi-
tivnost pozitivnih omejitev. Tako metoda sestavi tranzitivno ovojnico M1 =
(C,D,H). Več o gradnji tranzitivne ovojnice je napisano v delu [10]. Nasle-
dnji korak algoritma preveri, če prihaja do kakšnih protislovij med pozitiv-
nimi in negativnimi omejitvami. Če algoritem ne najde nobenega, se prestavi
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v naslednji korak: ustvarjanja kmax začetnih skupin, kjer je zaradi narave
algoritma vsak primer na začetku predstavljen kot svoja skupina. Rezultat
ustvarjanja začetnih skupin je predstavljen na Sliki 2.12, kjer so različne sku-
pine prikazane z drugačnimi barvami. Namesto začetnih 14 skupin imamo
zaradi gradnje tranzitivne ovojnice na začetku le 12 skupin.
Slika 2.12: Stanje skupin po gradnji tranzitivne ovojnice
Od tu dalje je potek algoritma CA enak algoritmu hierarhičnega razvrščanja
v skupine, omenjen v poglavju 2.1.1., s to razliko, da preden združi najbližji
si skupini, preveri, če s tem krši katero od negativnih omejitev. Pokažimo
na primeru. Metoda poǐsče najbližji si par skupin. Najbližji skupini sta si
primera A in B, vendar ker bi se z združitvijo teh primerov kršila cannot-link
omejitev, je algoritem primoran poiskati naslednji najbližji si skupini, ki sta
skupina J in skupina K. Metoda skupini združi v eno, kot je prikazano na
Sliki 2.13. Tako imamo trenutno 11 skupin.
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Slika 2.13: Skupine po prvi iteraciji while zanke metode CA
Da bi čim bolje razumeli kako hierarhično razvrščanje v skupine z omeji-
tvami deluje, naredimo še eno iteracijo while zanke algoritma za hierarhično
razvrščanje v skupine z omejitvami. Ker smo se odločili, da bomo uporabili
single linkage kot mero razdalj med skupinami, algoritem najde nov par naj-
bližjih skupin. Ti sta skupina v kateri so primeri C, D in H ter skupina s
primerom G. Algoritem združi skupini v eno in nadaljuje v naslednjo iteracijo
zanke while.
Slika 2.14: Skupine po drugi iteraciji while zanke metode CA
Postopek združevanja skupin se ponavlja dokler ne ostane ena sama sku-
pina oziroma dokler lahko združuje skupine, brez da bi s tem kršil katero
od negativnih omejitev. V našem primeru bi metoda CA končala odkrivanje
skupin pri dveh skupinah z rezultatom, vidnim na Sliki 2.15.
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Slika 2.15: Stanje skupin po končanem odkrivanju skupin algoritma CA
V nadaljevanju je predstavljena psevdokoda predstavljenega algoritma.
Algorithm 2: Agglomerative Clustering with ML and CL Constra-
ints
input : S = učna množica primerov, ML = seznam must-link
omejitev, CL = seznam cannot-link omejitev
output: Dendrogrami, i = kmin...kmax
1: Ustvari tranzitivno ovojnico ML omejitev; rezultat je r povezanih
komponent M1,M2, ...,Mr
2: if ( dva primera {x, y} imata enako CL in ML omejitev )
3: output = Ni rešitve; exit()
4: S1 = S − (
⋃r
i=1 Mi). Naj bo kmax = r+ | S1 |
5: Ustvari kmax začetnih skupin sestavljenih iz r skupin M1,M2, ...,Mr, in
dodaj skupine iz S1. Naj bo t = kmax
6: while obstaja par združljivih skupin do
Poǐsči najbližji par skupin Ca in Cb;
Združi skupini Ca in Cb v Cab in izbrǐsi skupini Ca in Cb;
t = t− 1;
endwhile
end
Kot smo že omenili, algoritem CA uporablja trde omejitve. To pomeni, da
so vsi učni primeri, ki imajo pozitivne omejitve, slepo postavljeni v skupino
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prvega učnega primera s pozitivno omejitvijo in pri tem ne upošteva razdalje
med posameznimi primeri. To lahko hitro privede do težav, saj če ima nek
primer negativno omejitev na vse skupine, algoritem ne najde rešitve in se
ustavi.
2.2.2 Metoda voditeljev z omejitvami
Leta 2001 je Wagstaff [8] metodo voditeljev razširil z vpeljavo pozitivnih in
negativnih omejitev nad primeri, ki jo je poimenoval k-means z omejitvami
(angl. Constrained k-means, CKM). Metoda se od klasične metode voditeljev
razlikuje v tem, da preden doda vsak primer najbližjemu centroidu, pred tem
preveri, če bi se s tem kršila katera od omejitev. Če bi se omejitev prekršila, se
primera ne doda k skupini. Če se katere omejitve med sabo prekrivajo tako,
da kakšne omejitve ne more upoštevati, potem nimamo sprejemljive rešitve.
CKM uporablja trde omejitve. Slabost tega načina je, da so vsi učni pri-
meri, povezani s pozitivnimi omejitvami, slepo postavljeni v skupino prvega
učnega primera s pozitivno omejitvijo, pri čemer se ne upošteva podobnosti
s centroidi.
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2.3 Prednosti in slabosti odkrivanja skupin z
omejitvami
Prednosti
Odkrivanje skupin z omejitvami omogoča vnašanje strokovnjakovega zna-
nja, ki bi pri odkrivanju skupin brez omejitev ostalo neizkorǐsčeno. Ome-
jitve omogočajo enostaven način zamenjave postavitve skupin ne glede na
domeno, saj z omejitvami spremenimo vrstni red odkrivanja skupin. S kva-
litetno izbranimi omejitvami na primere, lahko relativno hitro pridemo do
vidnih sprememb v delovanju in rezultatu odkrivanja skupin.
Slabosti
Težave, ki se pojavljajo pri odkrivanju skupin so:
• Pridobivanje omejitev: Razvoj v delno nenadzorovnem učenju je
večinoma usmerjen v razvoj novih algoritmov, ki bodo čimbolj učinkovito
uporabili informacije pridobljene z omejitvami. V večini člankov so ek-
sperimenti ovrednoteni že z vnaprej znanimi omejitvami, pridobljenimi
z uporabo zlate resnice (angl. golden truth). Ta rešitev predstavlja ve-
liko težavo, saj v vsakdanjem življenju nimamo nikoli podanih skupin
in moramo omejitve, ki bi jih pridobili z uporabo zlate resnice, pri-
dobiti šele s pomočjo strokovnjaka in njegovega znanja. Pridobivanje
omejitev s pomočjo strokovnjaka je dolgotrajen in miselno intenziven
proces, saj strokovnjak podaja omejitve, kdaj dva para sodita v isto
skupino in kdaj ne. Zgodi se lahko tudi, da strokovnjak naredi napako,
ki vodi do slabšega rezultata.
• Koristnost omejitev: V povprečju naključne omejitve izbolǰsajo od-
krivanje skupin[11], vendar v nekaterih primerih omejitve poslabšajo
rezultat. Rezultat odkrivanja skupin z omejitvami je lahko tudi slabši
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kot rezultat brez omejitev. To se zgodi v primeru, ko pozitivne omeji-
tve postavijo dva primera v isti razred, a sta postavljena v napačnega,
saj nimamo podane nobene informacije o pravilnosti razreda.
• Izvedljivost omejitev: Problem izvedljivosti omejitev nastane pri
trdih omejitvah, saj se lahko zgodi, da algoritem ne more zadovoljiti
podani omejitvi, ne da bi pri tem kršil ene izmed omejitev. Demon-
striramo na problemu učne množice X = {x1, x2, x3}, pri kateri od-
krivamo dve skupini pri podanih omejitvah: ML(x1, x2) , ML(x2, x3),
CL(x1, x3). Problem nastane tudi pri nekonsistentnih omejitvah, te
so za primer, ko imamo podani naslednji dve omejitvi: ML(x, y) in
CL(x, y).
• Avtomatsko generirane omejitve: Najpogosteje se avtomatsko ge-
nerirane omejitve implimentira tako, da posplošujejo eksplicitne po-
mene domene. Problem, ki se pojavi, je ta, da s posplošitvijo pojmov
domene, posplošitev ne bo pravilna za čisto vsak primer v podatkovni
zbirki.
• Kvaliteta omejitev: Pomembno je podariti, da je kvaliteta omejitve
bolj pomembna kot kvantiteta omejitev, saj če se omejitve postavlja na
optimalne primere, že samo nekaj postavljenih omejitev lahko znatno
izbolǰsa rezultat. V praksi učno množico običajno sestavljajo velike
količine učnih primerov. Od strokovnjaka je nemogoče pričakovati, da
bo v tej množici sam iskal primere, ki bi se mu zdeli primerni za po-
stavljanje omejitev. Potrebovali bi torej sistem, ki izbira le relavantno
ekspertno znanje. Ta sistem natančneje razložimo v naslednem po-
glavju.
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Želeli bi imeti metodo, ki bi za odkrivanje skupin uporabljala hierarhično
razvrščanje v skupine in bi lahko upoštevala omejitve pridobljene s strani
strokovnjaka domene. Izziv naloge je čimbolj izkoristiti prednosti postavlja-
nja omejitev in hkrati odpraviti slabosti dela z omejitvami.
Poglavje 3
Argumentirano strojno učenje
Metoda, imenovana argumentirano strojno učenje (angl. argument-based ma-
chine learning, ABML), [12] rešuje problem zajemanja domenskega znanja
iz strokovnjaka. ABML omogoča avtomatsko izbiro primerov, ki jih metoda
vidi kot problematične in protiprimerov, na katere strokovnjak s pomočjo ar-
gumentov vnaša svoje znanje. Hipoteze, ki jih dobimo z vpeljavo argumentov
v strojno učenje, omogočajo strokovnjaku podajati svoje domensko znanje na
način, da je čim bolj učinkovito za učno metodo in hkrati bolj konsistentno
z znanjem strokovnjaka, kot so to ugotovili Matej Guid in sodelavci v delu
ABML knowledge refinement loop: A case study [13].
Argumenti omogočajo strokovnjaku podati razlog, zakaj se strinja ozi-
roma ne strinja z dano hipotezo. Ker z argumentiranjem hipotez obstaja
možnost pretiranega prilagajanja (angl. overfitting), strokovnjaku ponudimo
argumentiranje protiprimerov, s katerimi se izbolǰsa strokovnjakov argument
in na ta način zmanǰsa verjetnost prevelikega prilagajanja podatkom ter
hkrati zavrže hipoteze, ki so neskladne z argumenti. Pomembno je pou-
dariti tudi, da se v izogib pretiranega prilagajanja podatkov, strokovnjak ob
podajanju argumentov zanaša na svoje splošno znanje o domeni.
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Slika 3.1: Interakcija strokovnjaka z algoritmom ABML
Strokovnjak vedno argumentira razlago hipoteze samo enega primera, po
navadi je to primer, ki ga metoda prepozna kot najbolj problematičnega.
Z argumentiranjem problematičnih primerov strokovnjak lažje podaja rele-
vantno znanje, saj je lažje argumentirati posamezni primer, kot pa vnašati
znanje za celotno domeno. Protiprimeri strokovnjaku omogočajo, da najde
pomanjkljivosti v svojih argumentih in jih tako izbolǰsuje oziroma nadgradi.
3.1 Paradigma argumentiranega strojnega učenja
Cilj klasifikacije pri nadzorovanem strojnem učenju je poiskati pravila za
umestitev primerov v pravilne razrede s pomočjo učne množice. Torej zgra-
diti napovedni model, na katerem lahko testiramo kvaliteto klasifikacije s
primeri, katerih napovedni model še ni videl.
Demonstrirajmo delovanje klasične klasifikacijske metode na primerih po-
danih v tabeli 3.1.
Pacient Temperatura Cepljen Kašelj Glavobol BarvaLas Gripa
1 36,5 da ne ne črna ne
2 38,2 ne da ne blond da
3 39,1 ne ne da blond da
4 38,5 da da ne rjava ne
Tabela 3.1: Primeri podatkov pacientov z gripo
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Vsak učni primer iz Tabele 3.1 sestavljajo atributi, pridobljeni ob zdravni-
kovem pregledu za gripo. Podana je tudi odločitev zdravnika o tem, ali ima
izbrani pacient gripo ali ne. Vsak pacient ima naslednje atribute: številka
pacienta, temperatura, cepljen (vrednosti da in ne), kašelj (vrednosti da in
ne), glavobol (vrednosti da in ne), barva las (vrednosti črna, rjava, blond...)
in gripa (vrednosti da ali ne). V našem primeru se klasifikacijska metoda uči
o tem, ali ima izbrani pacient gripo ali ne. Tipično bi program za učenje
hipoteze vrnil naslednjo hipotezo:
Če BarvaLas = blond POTEM Gripa = da DRUGAČE Gripa = ne
Hipoteza je s stalǐsča strojnega učenja dobra, saj je kratka in pravilna za
vse učne primere. Strokovnjaku pa takšna hipoteza ne bo smiselna. Prav z
uvedbo argumentiranja lahko dobimo bolj smiselne hipoteze.
Za ponazoritev poteka argumentiranja lahko predpostavimo, da je stro-
kovnjakov argument za pacienta številka dve “Pacent številka dve ima gripo,
ker ima visoko temperaturo”. S takšnim argumentom hipoteza ni konsisten-
tna z učnimi primeri ”Pacient številka štiri ima visoko temperaturo, vendar
nima gripe”. ABML strokovnjaku predstavi protiprimer, na katerega ekspert
postavi nov argument:
Če Temperatura > 38 IN Cepljen = ne POTEM Gripa = da
ABML bo med učenjem poskušal uporabiti strokovnjakov argument tako,
da ohrani konsistentnost med drugimi učnimi primeri. Tako ABML postavi
novo hipotezo, ki je pravilna za vse učne primere, hkrati pa je pravilo bolj
skladno s strokovjakovim znanjem.
Če algoritmu ABML še dodamo možnost dodajanja ekspertnih atribu-
tov pri argumentiranju primerov, kot so to naredili Matej Guid in sodelavci
v delu Learning by arguing in argument-based machine learning framework
[14], dodamo metodi ABML dodatno orodje, ki lahko pripomore k bolǰsi hi-
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potezi ter je lahko bolj skladna s strokovnjakovo razlago.
Prednosti, ki jih ABML omogoča so:
• lažje izražanje domenskega znanja s pomočjo argumentiranja posamičnega
primera,
• z argumentiranjem primerov, ki se metodi zdijo problematični, se zmanǰsa
število možnih hipotez, saj se izognemo iskanju argumentov, ki veljajo
na celotni domeni in na ta način se zmanǰsa kompleksnost iskanja bolǰse
rešitve ter
• naučena hipoteza je konsistentna s strokovnjakovim znanjem.
3.2 Interaktivna zanka za zajemanje eksper-
tnega znanja
Del algoritma ABML sestavlja iterativna zanka, ki upravlja interakcijo med
strokovnjakom in algoritmom (angl. knowledge refinement loop). Je metoda,
s katero strokovnjak vnaša svoje znanje, medtem ko je delovanje algoritma
skrito v ozadju. Interaktivna zanka za zajemanje ekspertnega znanja ima
vsaj tako pomembno vlogo pri uspešnosti delovanja metode kot algoritem
sam [13]. V nadaljevanju je opisan potek interaktivne zanke za zajemanje
ekpertnega znanja in je prikazan na Sliki 3.2.
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Slika 3.2: Interaktivna zanka za zajemanje ekspertnega znanja
Glavni del interaktivne zanke za zajemanje znanja od strokovnjaka poteka
po štirih točkah, ki so podrobneje razložene v nadaljevanju:
1. Iz danih učnih podatkov se nauči hipotezo.
2. Poǐsči najbolj “kritični” primer, če tak primer ne obstaja se postopek
ustavi.
3. Ekspert razloži “kritični” primer s pomočjo argumentov, pri tem si
lahko pomaga z vpeljavo novih atributov oziroma značilk.
4. Ponovi prvo točko.
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Kaj je kritični primer?
Kritični primer (angl. critical example) je tisti primer, ki ima najvǐsjo sta-
tistično napako in je zato najslabše umeščen v svoj razred. Imenujemo ga
kritični primer. Več o tem, kako poǐsčemo kritični primer, je napisano v
poglavju 4.2.1.
Zgornje štiri točke omogočajo vnos strokovnjakovega znanja o domeni.
Sicer pa je strokovnjakove argumente možno še dodatno izbolǰsati. To sto-
rimo z vpeljavo protiprimerov. Protiprimeri so tisti primeri, ki se ne nahajajo
v drugem razredu kot kritični primer, a hkrati sovpadajo s podanimi stro-
kovnjakovimi argumenti. Protiprimeri tako omogočajo strokovnjaku utrditi
svoje argumente in s tem izbolǰsati hipotezo. V nadaljevanju demonstriramo
proceduro enega koraka argumentiranja s pomočjo protiprimerov.
1. Razlaga kritičnega primera. Na tej točki je ekspertu predstavljen
kritični primer z vprašanjem “zakaj je oziroma ni podani primer v
danem razredu?” Strokovnjak odgovori z argumenti A1, A2, ..., Ak, ki
opisujejo strokovnjakovo trditev. Če z danimi atributi ne more opisati
razloga, ima strokovnjak možnost uvedbe novega atributa, če mu le-to
koristi. Če je kritični primer še vedno pretežek za argumentiranje ima
ekspert tudi možnost odgovora “Ne vem” in s tem zaključimo argumen-
tiranje tega primera ter strokovnjaku poǐsčemo nov kritični primer.
2. Pripenjanje argumentov. Ko strokovnjak zaključi z argumentacijo
kritičnega primera, je potrebno ekspertove argumente pretvoriti v do-
menski jezik. Če so trditve argumentov podane z znanimi atributi,
se te trditve preprosto dodajo primeru, če je pa strokovnjakov argu-
ment podan v obliki koncepta, kot je npr. razmerje dveh atributov, in
tega koncepta še ni v domeni, je pred dodajanjem argumenta potrebno
dodati še ustrezen atribut v domeno.
3. Iskanje protiprimerov. S protiprimeri dopolnjujemo argumente, ki
so nepopolni. Protiprimere se ǐsče s pravili, nastalimi iz strokovnjako-
vih argumentov, kjer je ciljni razred različen od razreda, v katerem je
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kritični primer, in ustrezajo pravilom, postavljenih iz strokovnjakovega
argumenta.
4. Izbolǰsanje argumentov s pomočjo protiprimerov. Pri tem ko-
raku strokovnjak pregleda svoj začetni argument in podan protipri-
mer. Strokovnjaku sledi vprašanje, “ zakaj je kritični primer v danem
razredu, protiprimer pa ne?” Ekspertov odgovor se v obliki argumen-
tov doda začetnemu argumentu. Strokovnjak lahko argumentira tudi z
vpeljavo novega atributa.
5. Če je najden nov protiprimer, se vrni na četrto točko.
Z vpeljavo protiprimerov dosežemo bolǰso razlago kritičnih primerov, katere
metoda sama ne zna dobro razložiti [15]. V nadaljevanju razložimo, kaj je
lastnost kritičnih primerov in kako jih izbrati.
V našem primeru pacientov z gripo iz poglavja 3.1, bi z argumentom “Pa-
cient številka tri ima gripo, ker ima visoko temperaturo” prǐsli do pravila, ki
ni konsistenten z vsemi primeri v istem razredu. ABML bi v tem primeru
vrnil protiprimer: “Pacient številka štiri ima tudi visoko temperaturo, vendar
nima gripe.” Strokovnjak bi na protiprimer lahko podal argument z odgovo-
rom: “Pacient številka štiri je bil cepljen proti gripi.” S takšnim argumentom
ABML pri tem poenostavljenem primeru domene pride do točnega pravila:
Če Temperatura > 38 IN Cepljen = ne POTEM Gripa = da
3.3 Možnosti interakcije z argumentiranjem
pri odkrivanju skupin
Odkrivanje skupin z omejitvami in interaktivna zanka ABML imata skupen
cilj: izbolǰsati osnovno implementacijo algoritma. Interaktivna zanka za za-
jemanje znanja ABML rešuje problem slabo raziskane rešitve za pridobivanje
znanja od strokovnjaka, vpeljava omejitev na primere pa lahko izbolǰsa re-
zultat odkrivanja skupin.
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Kombinacija obeh metod nam prinaša novo vejo ABML, ki se imenuje
odkrivanje skupin z argumentiranjem. Do sedaj so metode argumentiranega
strojnega učenja imele naloge klasifikacije, pri čemer so bile skupine učnih
primerov poznane [12] [13]. Z združitvijo metod odkrivanja skupin in inte-
raktivne zanke ABML, bi naleteli na naslednje izzive:
• Neznane skupine. Klasične metode, ki uporabljajo ABML, teme-
ljijo na nadzorovanem strojnem učenju, pri katerem uporabnik pozna
končno skupino oziroma razred. Pri odkrivanju skupin tega ne po-
znamo, saj jih šele odkrivamo, kar lahko oteži argumentiranje primerov
s strani strokovnjaka.
• Kritičnost primera. Dosedanje aplikacije metode ABML izvajajo
k-prečno validacijo za računanje kritičnosti učnih primerov. Ker pa
skupin ne poznamo, to pri odkrivanju skupin ni mogoče.
S kombinacijo metod odkrivanja skupin in argumentiranega strojnega
učenja se je ukvarjal že Peter Šaponja v svojem magisterskem delu z na-
slovom Odkrivanje skupin s pomočjo argumentiranega strojnega učenja [16],
kjer je metodo voditeljev z omejitvami dopolnil z iterativno zanko za zaje-
manje ekspertnega znanja v obliki omejitev in argumentov. Več o njegovi




4.1 Algoritem AB hierarhical clustering (ABHC)
Hierarhično razvrščanje z argumentiranjem (angl. argument-based hierarchi-
cal clustering, ABHC) temelji na postopku argumentiranja, ki je opisan v
poglavju 3.2. Prav tako ideja interaktivne zanke za zajemanje strokovnja-
kovega znanja ostaja nespremenjena. Cilj interaktivne zanke je dobiti rela-
vantno ekspertno znanje, ki ga zanka dobi tako, da strokovnjaku ponuja le
tiste primere, ki so slabo umeščeni v skupine in smo jih poimenovali kritični
primeri.
Algoritem ABHC se izvaja po naslednjih korakih:
1. Iskanje hipoteze - s hierarhičnim odkrivanjem skupin z omejitvami
poǐsčemo hipotezo (pri prvi iteraciji omejitev še nimamo, zato ǐsče hi-
potezo brez omejitev).
2. Iskanje kritičnih primerov - algoritem poǐsče kritične primere in jih
predstavi strokovnjaku, ki izbere najprimerneǰsi kritičen primer.
3. Argumentiranje kritičnega primera - strokovnjak z argumenti poda
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omejitev na kritični in reprezentativni primer. Če z obstoječimi atributi
oziroma značilkami ne more podati dobrega argumenta, ima strokov-
njak možnost vpeljave novega atributa.
4. Iskanje protiprimerov - metoda poskuša poiskati primer, ki ni skla-
den s strokovim argumentom. Strokovnjak poda argument na par ome-
jitev, ki vsebuje izbran kritični primer in dani protiprimer. Če tudi
tukaj strokovnjak ne more argumentirati para primerov z obstoječimi
atributi, ima na voljo vpeljavo novega atributa oziroma značilke.
5. Pojdi na prvo točko, torej na iskanje hipoteze, vendar pri iskanju upoštevaj
do sedaj dobljene strokovnjakove omejitve.
V prvi točki algoritem vrne hipotezo z najdenimi skupinami, kar je osnova
za izračun kritičnosti primerov.
V drugi točki algoritem izračuna kvaliteto razvrščanja učnih primerov v
skupine. Strokovnjaku prikažemo tiste, ki so najbolj kritični. Ker skupin pri
delno nadzorovanem učenju ne poznamo, za računanje “kritičnosti” upora-
bimo silhuetno metodo (angl. silhouette), ki ocenjuje kakovost umeščenosti
primerov v skupino [17]. Nižja kot je vrednost silhuete, bolj je primer kritičen
in obratno. Zato strokovnjak večinoma izbira med primeri z najnižjo silhue-
tno vrednostjo. Več o silhuetni metodi je napisano v poglavju 4.2.1.
V tretji točki nam metoda vrne primer, ki ima visoko silhuetno vrednost
in je dobro postavljen v skupino. V nadaljevanju bomo takim primerom re-
kli reprezentativni primer. Reprezentativne primere ǐsčemo v skupinah, v
katerih ni kritičnega primera. Strokovnjaku v paru predstavimo kritični in re-
prezentativni primer in ga prosimo, da postavi argument, ki ga lahko postavi
na dva načina. Prvi način je s postavitvijo omejitve na par, drugi način pa je
z uvedbo novega atributa oziroma značilke, ki se doda vsem učnim primerom
v učni zbirki primerov. Poudarimo, da z izbiro para kritičnega in reprezenta-
tivnega primera dobimo bolj prepričljive omejitve, saj zmanǰsamo negotovost
postavitve kritičnega primera v pravilno skupino, ker podajamo informacijo
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o omejitvi skupaj z reprezentativnim primerom, za katerega vemo, da se z
veliko stopnjo zanesljivosti nahaja v različni skupini kot kritični primer.
V četrti točki metoda ǐsče protiprimere; to so tisti primeri, ki so v drugi
skupini kot kritični primer in hkrati ustrezajo strokovnjakovim argumentom.
Algoritem strokovnjaku predstavi kritičen primer in protiprimer v paru, na
katerega postavi dano omejitev na par, bodisi must-link, cannot-link ali pa
uvede nov atribut oziroma značilko.
Z dobljenimi strokovnjakovimi omejitvami se algoritem vrne nazaj na prvo
točko, kjer poǐsče novo hipotezo z uporabo do sedaj nastalih omejitev. Stro-
kovnjaku je predstavljen nov kritični primer. Algoritem postopek ponavlja,
dokler obstajajo kritični primeri ali pa se strokovnjak odloči, da je prǐsel do
zadovoljivega rezultata. Postopek izvajanja algoritma ABHC je predstavljen
na diagramu spodaj.
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Slika 4.1: Diagram algoritma ABHC
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4.1.1 Zajemanje znanja z ABHC
Ključna naloga metode ABHC je zajemanje znanja. Strokovnjak nam z ar-
gumentiranjem primerov poda informacije, s katerimi lahko algoritem poǐsče
bolj primerne pare za postavljanje omejitev. Osnovno interaktivno zanko
za zajemanje strokovnjakovega znanja smo opisali v poglavju 4.2. V nada-
ljevanju opǐsemo ključne korake za uspešno implementacijo algoritma, ki so
prikazani na diagramu.
Iskanje kritičnih primerov
V prvi iteraciji metode hierarhičnega odkrivanja skupin z omejitvami ome-
jitev še nimamo in nam metoda vrne dendrogram, ki predstavlja gnezdeno
hierarhijo združevanja skupin. Sledi vnos števila končnih skupin; to je vho-
dni parameter, ki ga določi strokovnjak, ki se spozna na domeno in ve, koliko
je skupin v izbrani domeni, ali pa se vsaj zaveda katere naj bodo skupine.
Šele ko imamo skupine jasno opredeljene, lahko začnemo z drugim korakom
interaktivne zanke, to je iskanje kritičnih primerov.
Mera, ki jo bomo uporabili za iskanje kritičnih primerov, s katero lahko
izračunamo, kako dobra je razdelitev učnih primerov v skupine, je silhuetni
koeficient (angl. silhouette coefficent).
Za vsak učni primer je potrebno izračunati silhuetni koeficient, ki ga
izračunamo po enačbi 4.1. Kjer a(i) predstavlja povprečno podobnost med
primeri v enaki skupini, kot je primer x(i), b(i), pa predstavlja najmanǰso
povprečno razdaljo med učnim primerom x(i) in primeri iz ostalih skupin.





Za lažjo interpretacijo, kako izgleda izračun silhuetnega koeficienta na
danem primeru x(i), glej Sliko 4.2.
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Slika 4.2: Izračun silhuetnega koeficienta na učnem primeru x(i)
s(i) zavzema vrednosti na intervalu od -1 do 1. Vǐsja kot je vrednost,
bolǰse je primer postavljen v skupino in obratno. To pomeni, da kadar je s(i)
blizu 1, velja: a(i)  b(i). Nizek a(i) pomeni, da je dani primer x(i) dobro
postavljen v skupino. In obratno, kadar je s(i) enak ali blizu −1, pomeni,
da je učni primer x(i) slabo postavljen v skupino.
Ko algoritem izračuna silhuetne koeficiente na vseh učnih primerih, jih
razvrstimo po silhuetnem koeficientu naraščajoče. Strokovnjaku je nato
dana možnost izbora kritičnega primera. Na izbiro mu ponudimo primere
z najnižjim silhuetnim koeficientom, saj nam ta mera da informacijo, kateri
primeri so najbolj kritični. Ko strokovnjak izbere primeren kritični primer,
ga mora argumentirati, kot je napisano v poglavju 4.2.2.
Časovna zahtevnost računanja silhuetnih koeficientov je kvadratna s številom
primerov pri odkrivanju skupin O(n2).
Podajanje argumentov
Iz razlogov, navedenih v poglavju 3.3, je postopek argumentiranja prilagojen
odkrivanju skupin. Uporabnik ne more več argumentirati z razlogi, zakaj
kritični primer spada v določeno skupino, saj ne poznamo resničnih skupin
primerov. Namesto tega je uporabniku predstavljen kritični primer skupaj
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z reprezentativnim, katera strokovnjak lahko argumentira, npr. zakaj bi
dan par primerov spadal skupaj oziroma zakaj ne. Podajanje argumentov
razdelimo na dva koraka:
1. korak: razlaga omejitve. Strokovnjak najprej poda pozitivno ozi-
roma negativno omejitev na par primerov. Z argumenti pojasni, za-
kaj dana primera spadata v isto skupino, oziroma zakaj spadata v
različne skupine. Odgovor strokovnjaka je lahko tudi nabor argumentov
A1, A2, ..., Ak, ki pojasnjujejo dano omejitev na par primerov. Lahko se
zgodi, da je dano omejitev pretežko argumentirati, zato so uporabniku
dane tri možnosti:
• strokovnjak si lahko izbere drug par za argumentiranje,
• strokovnjaku ni potrebno postaviti omejitve, ampak lahko samo
argumentira, zakaj meni, da dani par spada v isto skupino ali ne
in
• strokovnjak lahko uvede nov atribut s katerim bo lažje argumen-
tiral, zakaj dani primer spada skupaj ali ne. Podrobneǰsi opis
dodajanja atributov je opisan naslednjem koraku.
2. korak: dodajanje atributov. Če ima strokovnjak težave pri ar-
gumentiranju omejitve na par primerov z obstoječimi atributi, ima
možnost uvedbe novega atributa, ki je predstavljen kot razmerje dveh
ali več že obstoječih atributov. Strokovnjak nato lahko postavi argu-
ment na omejitev s pomočjo novega atributa.
Iskanje protiprimerov
Pri odkrivanju skupin se argumente uporablja za dopolnjevanje omejitev na
kritični primer. Najbolǰsi način postavljanja učinkovitih argumentov je, da
strokovnjak argumentira par kritičnega primera s protiprimerom, dobljenim
iz preǰsnega argumenta. Z drugimi besedami: protiprimeri so učni primeri,
ki sovpadajo s strokovnjakovimi argumenti, vendar so v drugi skupini kot
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kritični primer. Na ta način dobimo največ k − 1 protiprimerov, kjer k
predstavlja število skupin. Iz vsake skupine pokažemo po en primer. Če se
zgodi, da je v skupini več protiprimerov, se pokaže tistega, ki ima najvǐsji
silhuetni koeficient, saj ǐsčemo prav tiste protiprimere, ki prepričljivo sodijo
v drugo skupino kot kritični primer, čeprav so si po atributih lahko zelo
podobni.
Ko metoda ABHC vrne par kritičnega primera in protiprimera, če le-ta
obstaja, strokovnjak poda omejitev na dani par primerov. Argumenti, ki jih
strokovnjak lahko vnese v tej iteraciji so irelavantni, saj smo s pomočjo argu-
mentov prǐsli do protiprimerov. Strokovnjakove omejitve na pare primerov
se doda k seznamu vseh omejitev in se jih upošteva pri naslednji iteraciji.
Argumenti nam torej omogočajo, da najdemo primere, ki so narobe razvrš-
čeni in jih s pomočjo pozitivne omejitve usmerimo v pravilno skupino. Na
enak način lahko hitro najdemo pravilno skupino za kritični primer, saj z
argumenti ožimo prostor možnih hipotez.
4.1.2 Podajanje omejitev na par
Omejitve na par so podrobneje opisane v poglavju 2.2. Pri metodi ABHC
smo jih implementirali tako, da preden hierarhično razvrščanje v skupine
združi najbližji si skupini, pred tem preveri, če bi se s tem kršila katera iz-
med omejitev. V primeru, da se z združitvijo krši katera od omejitev, se
skupini ne združita in ABHC poǐsče nov par najbližjih si skupin. Če ima
kateri primer iz parov najbližjih si skupin pozitivno omejitev, jih združimo
s tisto, ki ima pozitivno omejitev, ne glede na razdaljo. Če pa imamo ne-
gativno omejitev nad parom primerov, algoritem poǐsče nov par najbližjih si
skupin.
V nadaljevanju ponazorimo potek podajanja omejitev na par v eni iteraciji
algoritma ABHC na rdeči in oranžni skupini, kot sta predstavljeni na Sliki
4.3.
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Slika 4.3: Rdeča in oranžna skupina učnih primerov
Denimo, da je strokovnjak izbral kritični primer, ki se nahaja v rdeči
skupini, in metoda je za reprezentativni primer izbrala primer iz oranžne
skupine, kot je prikazano na Sliki 4.4.
Slika 4.4: Prikaz kritičnega in reprezentativnega primera
Denimo, da strokovnjak poda argument in must-link omejitev na par
kritičnega in reprezentativnega primera, nakar mu algoritem vrne protipri-
mer, viden na Sliki 4.5.
Slika 4.5: Prikaz kritičnega primera in protiprimera
Strokovnjak se odloči, da postavi cannot-link omejitev med kritični primer
in protiprimer. Postavljeni strokovnjakovi omejitvi sta prikazani na Sliki 4.6.
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Slika 4.6: Podajanje must-link in cannot-link omejitve
Ko strokovnjak konča podajanje omejitev, algoritem v naslednji itera-
ciji upošteva podane omejitve in vrne novo hipotezo prikazano na Sliki 4.7
spodaj.
Slika 4.7: Rezultat odkrivanja skupin s podanimi omejitvami
4.2 Primerjava z algoritmom AB k-means
Z izzivom odkrivanja skupin z uporabo ABML se je ukvarjal tudi Peter
Šaponja v svojem magisterskem delu z naslovom Odkrivanje skupin s pomočjo
argumentiranega strojnega učenja [16]. V njem je razvil metodo odkrivanja
skupin k-means z argumentiranim strojnim učenjem, ki jo je poimenoval
(angl. Argument-based k-means, AB k-means, ABKM). ABKM temelji na
algoritmu CKM, ki je podrobneje predstavljen v poglavju 2.2.2 in za zaje-
manje strokovnjakovega znanja uporablja interaktivno zanko, omenjeno v
poglavju 3.2.




Oba algoritma uporabljata trde omejitve (angl. hard constraints). To po-
meni, da pred začetkom združevanja v skupine najprej slepo združita vse
primere s pozitivnimi omejitvami v isto skupino ne glede na razdaljo med
njimi. Prav tako, algoritem ne more združiti dveh skupin, če se pri tem krši
ena izmed negativnih omejitev. Algoritma sta si podobna še v naslednjih
lastnostih:
• za iskanje kritičnosti primerov oba algoritma uporabljata silhuetni ko-
eficient,
• oba algoritma zajemata omejitve s parom kritičnega in reprezentativ-
nega primera,
• oba algoritma odpravljata pomanjkljivosti strokovnjakovih argumentov
s pomočjo protiprimerov,
• oba algoritma upoštevata pridobljene omejitve pri nadaljnih iteracijah.
Razlike
Princip delovanja k-means algoritma je tak, da uporabnik najprej določi ko-
liko skupin odkriva na začetku npr. k=3, medtem ko pri hierarhičnemu
razvrščanju v skupine algoritem hierarhičnno razvrsti skupine dokler ne ostane
le ena skupina oziroma dokler obstajata skupini, ki ju lahko združi. Rezul-
tat razvrščanja je prikazan z dendrogramom, iz katerega lahko dokaj hitro
določimo, koliko skupin obstaja v podanih podatkih.
Medtem ko se pri hierarhičnem razvrščanju lahko “igramo” z različnimi
načini merjenja razdalj, kot so npr. average linkage, razdalja po Wardu idp.
ter tipi razdalj, npr. evklidska razdalja, kosinusna razdalja ipd., smo pri me-
todi k-means omejeni samo na tipe razdalj. Prav tako metoda k-means ne
more uporabljati ne-numeričnih podatkov, hierarhično razvrščanje pa lahko.
Z razvojem nove metode ABHC, lahko postavljamo argumente, ki ne upora-
bljajo numeričnih vrednosti, temveč npr. kategorične. Primer takega argu-
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menta je npr.
Če BarvaLas = blond POTEM Gripa = da
Potrebno je podariti, da se metoda k-means bolje obnese na večjih po-
datkovnih zbirkah, saj ima manǰso časovno kompleksnost, ta pa je linearna
O(n) v primerjavi s hierarhičnim razvrščanjem v skupine, ki je kubična s
številom primerov O(n3). Oziroma O(n2 log n) z dodatno optimizacijo ma-
trike razdalj.
V praksi se na večjih podatkovnih zbirkah hierarhično razvrščanje upo-
rablja v kombinaciji z metodo k-means. Ena izmed težav metode k-means je
začetna postavitev centoridov. Zato nam pride v pomoč hierarhično razvrščanje,
iz katerega lahko dobimo dobre začetne postavitve centoridov, ki jih lahko
uporabimo kot začetne postavitve centoridov pri metodi k-means. Z razvojem
nove metode ABHC lahko torej še bolj učinkovito vpeljemo tudi ekspertno
znanje ter s tem še dodatno pripomoremo h kakovosti postavitve začetnih
centroidov.
Poglavje 5
Aplikacija za zajemanje znanja
z algoritmom ABHC
V tem poglavju predstavimo aplikacijo, ki smo jo preuredili iz aplikacije
ABKM [18] avtorja Petra Šaponje za testiranje zajemanja znanja z algo-




Slika 5.1: Prikaz grafičnega vmesnika
Grafični vmesnik je sestavljen iz funkcij, ki so opisane v naslednjih podpo-
glavjih.
5.1.1 Izbira mere razdalj
Ta se nahaja v levem zgornjem kotu grafičnega vmesnika. Uporabnik na
tem mestu izbere, na kakšen način želi, da algoritem računa razdalje med
posameznimi primeri in med skupinami. Več o izbiri razdalj je napisano v
poglavju 2.1.2.
5.1.2 Navigator aplikacije
Navigator aplikacije nam služi kot opora pri korakih algoritma. Poda nam
informacijo, v kateri iteraciji zanke ABHC in pri katerem izmed korakov
algoritma ABHC se nahajamo (Ready - prestavlja trenutni korak; Finished
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pa predstavlja korake, ki so že bili opravljeni; ni stanja - do tega koraka še
pridemo)
5.1.3 Rezultati in podatki
V tem oknu algoritem izpisuje rezultate odkrivanja skupin, postavljene ome-
jitve in njihove argumente.
5.1.4 Seznam odkritih skupin
Ta se nahaja v levem spodnjem kotu grafičnega vmesnika. Seznam vsebuje
skupine, ki so bile odkrite v dani iteraciji in nam omogoča podrobneǰsi vpo-
gled v posamezno skupino. S klikom na ime skupine se odpre novo okno
predstavljeno na Sliki 5.2.
Slika 5.2: Prikaz podrobnosti o skupini
Okno, prikazano na Sliki 5.2 zgoraj, je sestavljeno iz dveh delov. Levi del
vsebuje seznam učnih primerov iz izbrane skupine. Prvi primer na seznamu je
predstavljen kot povprečni primer iz dane skupine ter poimenovan po imenu
skupine, nadaljni seznam tvorijo učni primeri, ki pripadajo izbrani skupini.
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S klikom na posamezni učni primer se na desni strani okna se izpǐsejo infor-
macije o primeru, kot so njegovi atributi, razdalje do drugih skupin, ipd.
Za lažjo vizualizacijo, kateri primeri so zamenjali skupine med trenutno in
preǰsnjo iteracijo hierarhičnega razvrščanja v skupine z omejitvami, se pri-
meri, ki so bili v preǰsni iteraciji v drugi skupini, obarvajo rdeče, kot je
predstavljeno na Sliki 5.2.
5.1.5 Orodna vrstica
Slika 5.3: Prikaz orodne vrstice
Orodna vrstica, prikazana na Sliki 5.3, vsebuje vse možne gumbe, ki jih
vsebuje aplikacija. Gumbi se dodajajo, brǐsejo, omogočajo in onemogočajo
odvisno od tega, v katerem koraku aplikacije se trenutno nahaja uporabnik.
V nadaljevanju opǐsemo funkcionalnosti podanih gumbov.
• Start hierarchical clustering: zažene osnovni algoritem hierarhičnega
odkrivanja skupin brez omejitev.
• Plot dendrogram: Izrǐse dendrogram oziroma drevesno strukturo, ki
prikazuje potek odkrivanja skupin pri algoritmu hierarhičnega odkriva-
nja skupin.
• Determine the number of clusters: aplikacija uporabnika zaprosi
po končnem številu skupin, saj nam hierarhično odkrivanje skupin hi-
erarhično združi vse skupine v eno skupino. Ta vhodni parameter je
potrebno vnesti v aplikacijo samo po prvi iteraciji odkrivanja skupin.
• Plot clusters: Izrǐse končno število skupin v 2-D prostoru s pomočjo
metode glavnih komponent (angl. Principal Component Analysis).
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• Rename clusters: uporabnik ima možnost preimenovanja skupin, kar
lahko olaǰsa delo uporabika.
• Select critical example: s tem gumbom aplikacija uporabniku v no-
vem oknu predstavi kritične primere, ki so razvrščeni po silhuetnih vre-
dnostih naraščajoče. Uporabnik na tem mestu izbere ustrezen kritični
primer, ki je po uporabnikovi presoji primeren za argumentiranje.
• Argument constraint: ko uporabnik iz preǰsnega koraka izbere kritični
primer, aplikacija doda gumb “Argument constraint”. S klikom na
ta gumb aplikacija odpre novo okno, kjer je uporabniku predstavljen
kritični primer skupaj z reprezentativnim. Ko uporabnik poda omejitev
in argument na par primerov se doda gumb “Argument counter exam-
ples”, in siver če metoda odkrije kakšen protiprimer; če protiprimera
ni, se doda gumb “Hierarchical clustering”.
• Argument counter examples: s klikom na ta gumb se uporabniku
odpre novo okno, kjer mora argumentirati kritični primer skupaj s pro-
tiprimerom. Ta korak torej utrjuje uporabikov argument, saj izpostavi
protiprimere na podan preǰsnji argument.
• Hierachical clustering: ko je uporabnik končal z argumentiranjem
primerov v tej iteraciji, s klikom na ta gumb aplikacija prestopi v novo
iteracijo algoritma, kjer aplikacija zažene ABHC, ki odkriva skupine in
ob odkrivanju upošteva omejitve, dobljene v vseh dosedanjih iteracijah.
5.1.6 Seznam postavljenih omejitev
Omejitve, dobljene s pomočjo iterativne zanke za zajemanje strokovnja-
kovega znanja, se vedno nahajajo na desni strani grafičnega vmesnika.
Uporabnik lahko vedno spremenja postavljene omejitve. To stori s kli-
kom na želeno omejitev, kjer se mu v novem oknu odpreta izbrana
primera in opcija za spremembo omejitve. Omejitve se avtomatsko
označujejo z barvami za enostavneǰsi pregled in interakcijo.
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5.2 Opis primera uporabe aplikacije
Postopek uporabe aplikacije bomo prikazali na preprosti podatkovni zbirki
Iris [20]. Več o podrobnostih te podatkovne zbirke lahko najdete v poglavju
6.1.1.
Začetna hipoteza
Začnimo z začetno hipotezo, torej pri prvi iteraciji algoritma ABHC. Metoda
s klikom na gumb “Start hierarchical clustering” odkriva skupine z osnovnim
algoritmom hierarhičnega odkrivanja skupin. Za mero razdalj med primeri
bomo izbrali evklidsko razdaljo. Za mero razdalj med skupinami pa bomo
uporabili average linkage. Rezultat je predstavljen v obliki dendrograma, ki
ga lahko uporabnik pogleda s klikom na gumb “Plot dendrogram”. V nada-
ljevanju aplikacija od uporabnika zahteva, da vnese končno število skupin. Iz
poglavja 6.1.1 vemo, da podatkovna zbirka Iris vsebuje 3 končne razrede. Ko
v aplikacijo uporabnik vnese končno število skupin, kot je prikazano na Sliki
5.3, algoritem s pomočjo dendrograma vrne tri končne skupine, predstavljene
na Sliki 5.4.
Slika 5.4: Vnos vhodnega parametra števila skupin
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Slika 5.5: Izris odkritih skupin s pomočjo metode glavnih komponent (PCA)
Naša začetna hipoteza so torej tri skupine s pripadajočimi primeri. Mo-
dro skupino predstavljajo primeri iz skupine Iris-setosa, ki so označeni s
številkami od 0 do 49. Ta skupina je jasno ločena od ostalih dveh skupin,
kar je vidno tudi na Sliki 5.4. Meja med zeleno (Iris-versicolor), ki vsebuje
primere, označene s številkami od 50 do 99 in rdečo (Iris-virginica) skupino,
ki vsebuje primere, označene s številkami od 100 do 150, pa je nekoliko za-
megljena. To se odraža tudi pri rezultatu algoritma odkrivanja skupin, saj
je nekaj primerov razvrstil v napačno skupino.
Kot že omenjeno, aplikacija omogoča vpogled v posamezne skupine. Ob
bližjem vpogledu, ki je prikazan na Sliki 5.5, vidimo, da je algoritem 14
primerov, ki so obkroženi z rdečo, razvrstil v napačno skupino.
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Slika 5.6: Podrobneǰsi vpogled v skupino
Pri iskanju bolǰse razvrstive v skupine nam ABHC omogoča izbolǰsanje
rezultata s podajanjem omejitev, argumentov in novih atributov.
Izbira kritičnega primera
Ko ima metoda postavljeno začetno hipotezo, algoritem začne z interaktivno
zanko za zajemanje znanja iz strokovnjaka. Prva naloga je poiskati kritične
primere, torej izračunati silhuetne koeficiente na vseh učnih primerih. Več o
silhuetnem koeficientu je obrazloženo v poglavju 4.2.1. Uporabniku so pred-
stavljeni kritični primeri, kot je prikazano na Sliki 5.6.
Slika 5.7: Izbira kritičnega primera
Uporabnik na tem mestu izbere primeren kritični primer, pri katerem
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meni, da je najlažji za postavitev omejitve in argumentov. Algoritem se-
lekcionira primeren reprezentativni primer in ju pripravi za argumentiranje
skupaj s kritičnim primerom takrat, ko uporabnik pritisne na gumb “Argu-
ment constraint”.
Postavljanje in argumentiranje omejitve
Slika 5.8: Argumentiranje kritičnega primera v paru z reprezentativnim pri-
merom
V novem oknu, prikazanem na Sliki 5.7, uporabnik vidi kritični primer z niz-
kim silhuetnim koeficientom in reprezentativen primer, ki ima visok silhuetni
koeficient in, bi mu lahko rekli tudi tipični primer skupine. Uporabnik po-
stavi omejitev na par primerov in svojo odločitev argumentira v naslednji
obliki:
ČE ”nek atribut” OPERATOR ”neka vrednost” POTEM postavljena omeji-
tev
Za bolǰso uporabnǐsko izkušnjo je med operatorje dodana opcija “>>>”,
ki pomeni visok in zavzema vrednosti vǐsje od 90% vrednosti izbranega atri-
buta. Z drugimi besedami, če ima atribut vrednost 100, operator “>>>”
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pomeni vǐsje od 90. Enako je pri operatorju “<<<”, ki pomeni nižje od
110. Na ta način uporabnik lahko poda argument v obliki “Če je atribut
nizek, potem...”. Tako se lahko uporabnik osredotoči na problem in ne na
računanje potrebih atributov.
Dodajanje novih atributov
Včasih se lahko zgodi, da z obstoječimi atributi uporabnik težko poda ute-
meljen argument, kaj je razlika med predstavljenima primeroma iz Slike 5.7.
Na tem mestu je uporabniku dodana možnost dodajanja novega atributa,
ki je predstavljen kot razmerje že obstoječih atributov. To lahko uporabnik
stori z gumbom “add attribute”. Ta možnost uporabniku omogoča vnašanje
svojega ekspertnega znanja v domeno in tako pripomore k bolǰsemu argu-
mentiranju ter k bolǰsi končni hipotezi.
V domeni Iris so si atributi oziroma značilke ortogonalne in nam bistveno
ne spremenijo vrstnega reda združevanja. Iz tega razloga v tej domeni ne
bomo dodajali novih atributov.
Protiprimeri
Uporabnik z gumbom “Argument counter examples” zažene algoritem, ki
poǐsče protiprimere z uporabo uporabnikovega argumenta v preǰsnjem ko-
raku. Bolj podrobno o iskanju protiprimerov je napisano v poglavju 4.1.2.
Metoda v novem oknu uporabniku prikaže dobljeni protiprimer v paru s
kritičnim primerom, kot je prikazano na Sliki 5.8, kjer uporabnik poda mne-
nje, ali dana primera spadata v isto skupino ali ne.
Kot smo že omenili v poglavju 4.1.2, postavitev omejitev na kritični pri-
mer in protiprimer omogoča postavitev bolj informativnih omejitev v smislu
povezovanja slabo umeščenih primerov v skupine z bolje umeščenimi primeri.
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Tako se zmanǰsa število potrebnih omejitev, kar ima za učinek manj časa po-
trebnega za postavljanje omejitev.
Slika 5.9: Argumentiranje kritičnega primera v paru s protiprimerom
Uporabnik s klikom na gumb “Discover clusters” izstopi iz interaktivne
zanke za zajemanje znanja in prestavi aplikacijo v nasledno iteracijo, kjer
metoda hierarhičnega odkrivanja skupin ob upoštevanju do sedaj dobljenih
omejitev postavi novo hipotezo.
Slika 5.10: Izbolǰsana hipoteza na podatkovni zbirki Iris
Slika 5.9 prikazuje rezultat razvrščanja v skupine po šesti iteraciji hie-
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rarhičnega odkrivanja skupin z uporabo argumentov ob upoštevanju poda-
nih omejitev. S kvalitetno postavljenimi omejitvami smo dokaj hitro rezultat
odkrivanja izbolǰsali, saj je algoritem pravilno razvrstil v pravo skipno pet
primerov več, kot na začetku. Glej Sliko 5.10. Če bi nadaljevali z iteracijami,
bi lahko prǐsli še do boľsega rezultata, kvaliteta odkrivanja skupin pa lahko
medtem pada ali raste; vse je odvisno od tega, kako kakovostne omejitve in
argumente bo postavil uporabnik aplikacije.
Slika 5.11: Podrobneǰsi prikaz skupine
Poglavje 6
Opis poskusov
6.1 Predstavitev množice podatkov
V nadaljevanju predstavimo podatkovne množice oziroma zbirke podatkov,
ki so bile uporabljene pri pridobivanju rezultatov diplomske naloge.
6.1.1 Iris
Podatkovna zbirka rož Iris (angl. Iris flower Data Set, Iris) je ena izmed naj-
bolj znanih in uporabljenih podatkovnih množic v strojnem učenju. Ustvaril
jo je britanski biolog in statistik Ronald Fisher že leta 1936 [21]. Podatkovna
zbirka je prosto dostopna na spletu [20]. Množica vsebuje po 50 primerov treh
vrst rož (Iris setosa, Iris virginica in Iris versicolor). Vsak primer vsebuje
naslednje štiri atribute:
1. dolžina čašnega lista (angl. sepal length),
2. širina čašnega lista (angl. sepal width),
3. dolžina venčnega lista (angl. petal length),
4. širina venčnega lista (angl. petal width).
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Slika 6.1: Tri vrste rož Iris [22]
V podatkovni zbiriki so torej tri različne skupine. Skupini Iris versicolor
in Iris virginica nista razločno ločeni, zato pri odkrivanju skupin pogosto
dobivamo napačne skupine.
6.1.2 Bonitete
Podatkovna zbirka bonitete [23] vsebuje podatke 64 slovenskih podjetij. Ti
so bili pridobljeni s strani institucije, ki izdaja finančne ocene podjetij na
podlagi njihovih finančnih poročil. V zbirki je 34 podjetij z dobro finančno
oceno in 30 podjetij s slabo finančno oceno. Podatkovna množica bonitete
sicer vsebuje 34 atributov, vendar je devet izmed teh sestavljenih atribu-
tov. Z drugimi besedami, teh devet atributov je sestavljenih kot razmerje
med drugimi atributi in jih bomo za potrebe diplomske naloge uporabili kot
ekspertne atribute, ki izražajo strokovnjakovo znanje v domeni.
Za eksperimente v domeni bonitete bomo torej uporabljali 25 atributov
od tega jih je devet pridobljenih iz izkaza poslovnega izida, enajst iz bilance
stanja, tri značilke iz denarnega toka podjetja, ostali trije atributi pa pred-
stavljajo opis podjetja (velikost, aktivnost in tip podjetja). V nadaljevanju
podrobneje predstavimo 25 atributov:
1. neto prodaja (angl. net sales),
2. stroški blaga in storitev (angl. cost of goods and services),
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3. stroški dela (angl. cost of labour),
4. amortizacija (angl. depreciation),
5. finančni stroški (angl. financial expenses),
6. obresti (angl. interest),
7. dobiček iz poslovanja (angl. Earning before interest and tax, EBIT),
8. dobiček iz poslovanja pred amortizacijo (angl. Earnings before interest,
taxes, depreciation and amortization, EBITDA),
9. neto prihodek (angl. net income),
10. sredstva (angl. assets),
11. lastnǐski kapital (angl. equity),
12. dolg (angl. debt),
13. denar (angl. cash),
14. dolgoročna sredstva (angl. long-term assets),
15. kratkoročna sredstva (angl. short-term assets),
16. skupne poslovne obveznosti (angl. total operating liabilities),
17. kratkoročne poslovne obveznosti (angl. short-term operating liabili-
ties),
18. dolgoročne obveznosti (angl. long-term liabilities),
19. kratkoročne obveznosti (angl. short-term liabilities),
20. zaloge (angl. inventories),
21. sredstva iz poslovanja (angl. Funds from operations, FFO),
22. poslovni denarni tok (angl. Operating cash flow, OCF),
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23. tip aktivnosti (angl. activity),
24. velikost podjetja(angl. size) in
25. lastnǐstvo (angl. ownership).
Podjetja so na podlagi zgoraj podanih atributov selekcionirana v dve skupini.
V eno skupino sodijo podjetja s slabo finančno oceno, v drugo pa podjetja z
dobro finančno oceno.
6.1.3 Akutno vnetje
Podatkovna zbirka Akutno vnetje (angl. Acute Inflammation Data Set) [24]
je ena izmed UCI domen namenjena strojnemu učenju. Zbirka vsebuje 120
primerov predstavljenih z naslednjimi šestimi atributi:
1. temperatura pacienta (angl. temperature of patient),
2. pojav slabosti (angl. occurrence of nausea),
3. bolečine v ledvicah (angl. lumbar pain),
4. pogosto uriniranje (angl. urine pushing),
5. bolečine ob uriniranju (angl. micturition pains) in
6. pekoča sečnica (angl. burning of urethra).
Vsak primer spada v enega izmed štirih končnih skupin: brez bolezni, akutni
nefritis, akutno vnetje in z obema boleznima.
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6.2 Interakcija s strokovnjakom
6.2.1 Domena Iris
Za pridobivanje rezultatov v domeni Iris bomo za računanje med primeri
uporabili kosinusno razdaljo. Za razdaljo med skupinami bomo uporabili
average linkage .
Strokovnjak bo v domeni Iris podajal argumente na sledeči način:
• Če je kritični primer v skupini Iris-Setosa, bo argument:
IF Petal Width <<<
• Če je kritični primer v skupini Iris-Virginica, bo argument:
IF Petal Width >>>
• Če je kritični primer v skupini Iris-Versicolor, bo argument:
IF Petal Width >>>
Kot smo že omenili, so si atributi v domeni Iris ortogonalni. Zaradi tega
razloga ni smiselno dodajati dodatnih ekspertnih atributov, kar pomeni, da
bomo v domeni Iris pridobivali rezultate brez dodajanja strokovnjakovih
atributov.
6.2.2 Domena Bonitete
Hierarhično razvrščanje v skupine v domeni Bonitete z uporabo kosinusne
razdalje in average linkage vrne dendrogram predstavljen na Sliki 6.2.
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Slika 6.2: Dendrogram razvrščanja v skupine v domene Bonitete
Pomembno je poudariti, da domena Bonitete vsebuje le 64 primerov, kar je
tipično zelo malo primerov glede strojnega učenja. Značilno učne množice
vsebujejo po več tisoč primerov, npr. za potrebe medicine. To pomeni, da je
tu še posebej pomembno strokovnjakovo znanje, pridobljeno z leti izkušenj,
učenja in podajanja znanja naslednjim generacijam. Torej, da ne bi prǐslo
do pretiranega prilagajanja podatkom, je tu ekspertno znanje še posebej ko-
ristno.
Pridobivanje rezultatov v domeni Bonitete bomo pridobili na dva načina:
1. brez dodajanja ekspertnih atributov in
2. z dodajanjem ekspertnih atributov.
V nadaljevanju podrobneje predstavim oba načina pridobivanja rezultatov.
Pri pridobivanju argumentov in vrednosti v domeni Bonitete sem se zgledoval
po delu Learning by arguing in argument-based machine learning framework
[14], ki so ga napisali Matej Guid in sodelovci.
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Brez dodajanja ekspertnih atributov
Pri omenjenem načinu pridobivanja rezultatov, kjer strokovnjak ne dodaja
novih atributov v domeno, predstavljenih kot strokovnjakovo dodatno znanje,
strokovnjak podaja argumente v naslednji obliki:
• Če je kritični primer iz skupine s slabo finančno oceno, potem je argu-
ment:
IF net income < 122
• Če je kritični primer iz skupine z dobro finančno oceno, potem je argu-
ment:
IF net income > 122
Z dodajanjem ekspertnih atributov
Pri drugem delu pridobivanja rezultatov v domeni Bonitete, smo želeli iz-
vedeti, kolikšen vpliv ima dodajanje ekspertnega znanja v obliki dodatnih
strokovnjakovih atributov v domeno. V ta namen je strokovnjak pri vsaki
iterativni zanki za zajemanje ekspertnega znanja uvedel po en strokovnjakov
atribut. Seznam ekspertnih atributov se nahaja na koncu podpoglavja 6.2.2.
Strokovnjak v prvi iterativni zanki najprej vpelje equity ratio in argu-
mentira:
• Če je kritični primer iz skupine s slabo finančno oceno, potem je argu-
ment:
IF equity ratio < 30
• Če je kritični primer iz skupine z dobro finančno oceno, potem je argu-
ment:
IF equity ratio > 30
V drugi iterativni zanki strokovnjak vpelje nov atribut, imenovan cur-
rent ratio. Od druge iterativne zanke dalje strokovnjak argumentira kritične
primere z naslednjim argumentom:
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• Če je kritični primer iz skupine s slabo finančno oceno, potem je argu-
ment:
IF equity ratio < 30 AND current ratio < 0.85
• Če je kritični primer iz skupine z dobro finančno oceno, potem je argu-
ment:
IF equity ratio > 30 AND current ratio > 0.85
V nadaljnih iterativnih zankah za zajemanje ekspertnega znanja strokovnjak

















Debt to total assets =
total operating liabilities
short-term assets + long-term assets
(6.5)






Tipično bi za evalvacijo rezultatov lahko uporabili mero natančnosti (angl.
accuracy), podano z enačbo 6.1, kjer:
• TP (angl. True Positives, TP) predstavlja tiste primere, ki jih je algo-
ritem klacificiral za pozitivne in so tudi v resnici pozitivni;
• TN (angl. True Negatives, TN) predstavlja tiste primere, ki jih je
algoritem klasificiral kot negativne in so tudi v resnici negativni;
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• FP (angl. False Positives, FP), so tisti primeri, ki jih je algoritem
klasificiral kot pozitivne, a so v resnici negativni in
• FN (angl. False Negatives, FN), ki predstavlja primere, ki jih je algo-
ritem klasificiral kot negativne, ampak so v resnici pozitivni.
Accuracy =
TP + TN
TP + FP + TN + FN
(6.7)
Vendar ker smo pri odkrivanju oziroma razvrščanju v skupine in ne pri klasi-
fikaciji, lahko za evalvacijo rezultatov uporabimo mero RI (angl. Rand Index,
RI), ki je matematično enaka meri natančnosti.
Prednost mere RI je, da se lahko uporablja tudi takrat, ko razrednih imen
ne poznamo. Mero RI izračunamo po enačbi:
RI =
a + b
a + b + c + d
(6.8)
kjer lahko opazimo, da je enačba RI zelo podobna enačbi za izračun na-
tančnosti, le da pri RI štejemo pare primerov, ki smo jih razvrstili v dane
skupine. Namesto TP, TN, FP in FN, so tu uporabjene naslednje spremen-
ljivke:
• a, ki predstavlja število parov, razvrščenih v enako skupino in so tudi
v resnici v enaki skupini;
• b, ki predstavlja število parov, razvrščenih v različno skupino in so tudi
v resnici v različnih skupinah;
• c, ki predstavlja število parov, ki smo jih razvrstili v enako skupino
vendar so v resnici v različnih skupinah in
• d, ki predstavlja število parov, razvrščenih v različne skupine, a so v
resnici v enaki skupini.
66 Jure Zakotnik
RI ima vrednosti med 0 in 1 in nam pove, kako kvalitetno je bilo razvrščanje
v skupine. Če je RI enak 1, smo vse primere razvrstili v prave skupine in 0
v primeru, da smo vse primere razvrstili v napačne skupine.
Za primerjavo našega razvrščanja z resničnimi skupinami bomo uporabili
prilagojen Rand index (angl. Adjusted Rand Index, ARI), ki ga dobimo



























































Vrednosti ARI so med -1 in 1. Če je RI nižji od pričakovanega, potem dobimo
vrednost manǰso od 0.
6.3.2 NMI
Za drugi način merjenja kvalitete razvrščanja v skupine smo izbrali norma-
lizirano vzajemno informacijo (angl. Normalized mutual information, NMI).
NMI nam pove, koliko statistične informacije je med skupinami, ki smo jih
razvrstili z našim algoritmom in med realnimi skupinami. Sledi formula za
izračun NMI:
NMI(Y,C) =
2 ∗ I(Y ;C)
H(Y ) + H(C)
(6.10)
kjer spremenljivka Y označuje dodeljeno skupino primeru, spremeljivka C pa
označuje resnično skupino podanega primera. I(Y ;C) predstavlja vzajemno
informacijo, ki jo izračunamo kot H(Y ) − H(Y |C). Kjer H(Y ) predstavlja
Shannon entropijo, H(Y |C) pa pogojno entropijo spremeljivke Y ob danem
pogoju C. Več o entropiji lahko najdete v delu “A Mathematical Theory of
Communication” [25].
Prednost računanja kvalitete razvrščanja v skupine z uporabo NMI je v
glavnem ta, da lahko ocenjujemo kvaliteto razvrščanja v skupine, tudi če se




Eksperiment v domeni Iris, ki je podrobneje predstavljena v poglavju 6.1.1,
smo izvedli s pomočjo strokovnjaka domene. Ekspert je v 5 korakih iterativne
zanke za zajemanje strokovnjakovega znanja postavil 9 omejitev. Strokov-
njakov postopek je izbolǰsal rezultat ARI iz vrednosti 0.5584 na 1.0. Prav
tako se je izbolǰsal rezultat NMI, in sicer iz 0.7424 na 1.0, kar pomeni, da
je strokovnjak samo v petih korakih zanke za zajemanje ekspertnega znanja
prǐsel do popolnoma pravilnega razvrščanja v skupine.
V nadaljevanju je predstavljena tabela, ki prikazuje argumente, omejitve
med kritičnimi, reprezentativnimi primeri (RP), protiprimeri (PP) in do-
bljena rezultata NMI in ARI ob podani iteraciji. Imena v oklepajih pogleg
kritičnega, reprezentativnega in protiprimera predstavljajo ime skupine, v
kateri se podani primer trenutno nahaja.
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Št. It Kritični primer RP/PP Tip omejitve Podan argument NMI ARI
1
21 (Virginica) RP: 41 (Setosa) ML petalwidth <<<
0.7424 0.5584
25 (Virginca) PP: 50 (Setosa) CL /
2
131 (Versicolor) RP: 101 (Virginica) ML petalwidth >>>
0.8705 0.8858131 (Versicolor) PP: 66 (Versicolor) CL /
131 (Versicolor) PP: 0 (Setosa) CL /
3
72 (Virginica) RP: 97 (Versicolor) ML petalwidth >>>
0.9488 0.9603
72 (Virginica) PP: 0 (Setosa) CL /
4
83 (Virginica) RP: 97 (Versicolor) ML petalwidth >>>
0.902 0.9799
83 (Virginica) PP: 0 (Setosa) CL /
5 1.0 1.0
Tabela 7.1: Strokovnjakovi argumenti in podane omejitve
Da bi Tabelo 7.1 lažje razumeli, podrobneje razložimo drugo iteracijo al-
goritma. Na začetku druge iteracije sta rezultata NMI: 0.8705 in ARI 0.8858.
Strokovnjak si za kritični primer izbere primer 131, ki ima nizko silhuetno
vrednost in za katerega ve, da se trenutno nahaja v napačnem razredu. Ob
izboru kričnega primera mu metoda predlaga reprezentativni primer 101, ki
ima visoko silhuetno vrednost. Primera sta podrobneje predstavljena v Ta-
beli 7.2. Strokovnjak na primera poda must-link omejitev, saj ve, da sta
primera v resničnih skupinah skupaj in argumentira z razlogom “petalwidth
<<<”. Metoda poǐsče protiprimere na podan strokovnjakov argument in mu
vrne primera številka 66 in število 0 v paru s kritičnim primerom. Strokov-
njak na oba para postavi negativno omejitev. Metoda izstopi iz iterativne
zanke za zajemanje znanja in ABHC ponovno hierarhično razvrsti primere
v skupine, ob tem pa upošteva pridobljene omejitve. Nato se algoritem pre-
makne v novo iteracijo z rezultatoma NMI: 0.9488 in ARI: 0.9603.
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primer 131 primer 101
Vrednost silhuete -0.25 0.81
Sepal length 7.90 5.80
Sepal width 3.80 2.70
Petal length 6.40 5.10
Petal width 2.00 1.90
Trenutni razred Versicolor Virginica
Resnični razred Virginica Virginica
Tabela 7.2: Postavljanje omejitve na par kritičnega in reprezentativnega pri-
mera
Ugotavljanje kakovosti omejitev
Želeli bi ugotoviti kakovost omejitev, pridobljenih z metodo ABHC. V do-
meni Iris nam je uspelo do točnega rezultata odkrivanja skupin priti samo
z devetimi pravilno postavljenimi omejitvami nad parimi primerov. Koliko
omejitev je potrebih, da se približamo rezultatu, ki smo ga pridobili z algo-
ritmom ABHC, če ne bi uporabljali zanke za zajemanje ekspertnega znanja?
Odgovor na to vprašanje smo preiskusili tako, da smo algoritmu CA na-
ključno postavili n omejitev in eksperiment ponovili 100 krat z n omejitvami
in rezultata ARI in NMI povprečili. Vse omejitve, postavljene pri tem eks-
perimentu, so pravilne, vendar naključne.
Rezultat eksperimenta ugotavljanja kakovosti omejitev je prikazan na
grafu na Sliki 7.1.
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Slika 7.1: Graf z vrednostmi ARI in NMI pridobljenimi s CA algoritmom
Iz grafa 7.1 je razvidno, da se rezultat izbolǰsuje s številom pravilno po-
stavljenih naključnih omejitev. Vendar tudi pri 45 pravilno postavljenih na-
ključnih omejitev se rezultat ne približa rezultatu, pridobljenem z algorit-
mom ABHC z samo devetimi postavljenimi omejitvami. To pomeni, da nam
naša metoda ABHC omogoča postavljanje bolj kakovostnih in posledično
tudi manj omejitev, kot jih bi bilo drugače potrebno. To je pomembno;
domena Iris je sicer dokaj enostavna in majhna (150 primerov), a v praksi
so domene običajno precej večje, in možnost postavljanja čim manj omejitev
prihrani ogromno časa strokovnjaku, ki postavlja omejitve, hkrati pa metoda




Rezultate v domeni Bonitete, ki je podrobneje opisana v poglavju 6.1.2, smo
pridobili na naslednja dva načina:
• brez dodajanja strokovnjakovih atributov in
• z dodajanjem ekspertnih atributov.
Pri obeh načinih pridobivanja rezultatov smo upoštevali napotke strokov-
njaka, opisanih v poglavju 6.2.2. V nadaljevanju najprej predstavimo rezul-
tate brez dodajanja ekspertnih atributov.
Tabela 7.3 nam prikazuje potek argumentiranja in podajanja omejitev
v domeni Bonitete, iz katere lahko vidimo, da je strokovnjak v desetih ite-
rativnih zankah za zajemanje strokovnjakovega znanja in s 15 omejitvami
uspel izbolǰsati rezultata ARI iz 0.6315 na 1.0 in NMI iz 0.635 na 1.0. Če si
podrobneje pogledamo rezultata NMI in ARI med eksperimentom, opazimo,
da se rezultata v peti, sedmi in deveti iteraciji poslabšata, kljub temu da
je strokovnjak postavil pravilni omejitvi v obeh iteracijah. Razlog temu je
delovanje metode average linkage in skupek soseščin, ki se tvorijo ob začetku
združevanja v skupine. Pri tem opazimo, da je ekspert pri tem eksperimentu
podajal samo must-link omejitve, ki vodijo do kreiranja soseščin, ki pa niso
nujno najbližje matematičnem prostoru, v katerega sodi podani primer in za-
radi lastnosti metode average linkage primer postavi v napačni razred, nakar
sledi slabši rezultat.
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Št. It Kritični primer RP/PP Tip omejitve Podan argument NMI ARI
1
17 (good) RP: 42 (bad) ML net.income<122
0.6315 0.655
/ PP: / / /
2
20 (good) RP: 42 (bad) ML net.income<122
0.6733 0.7075
20 (good) PP : 8 (bad) ML /
3
37 (good) RP: 42 (bad) ML net.income<122
0.7192 0.762
37 (good) PP : 8 (bad) ML /
4
10 (good) RP: 42 (bad) ML net.income<122
0.7704 0.8185
10 (good) PP : 8 (bad) NO-LINK /
5
42 (good) RP: 63 (bad) ML net.income<122
0.55733 0.556
42 (good) PP: 19 (bad) ML /
6
58 (good) RP: 42 (bad) ML net.income<122
0.8289 0.877
58 (good) PP : 8 (bad) ML /
7
63 (good) RP: 26 (bad) ML net.income<122
0.4926 0.4651
63 (good) PP: 22 (bad) ML /
8
3 (good) RP: 42 (bad) ML net.income<122
0.8989 0.9375
3 (good) PP : 8 (bad) NO-LINK /
9
26 (good) RP: 16 (bad) ML net.income<122
0.4348 0.3823
26 (good) PP: 27 (bad) ML /
10 / / / / 1.0 1.0
Tabela 7.3: Strokovnjakovi argumenti in podane omejitve
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Slika 7.2: Gibanje vrednosti NMI in ARI
Drugi del rezultatov v domeni Bonitete smo izvedli s pomočjo strokov-
njaka domene s to razliko, da je strokovnjak vpeljeval svoje znanje domene
z dodajanjem strokovnjakovih atributov. Več o dodatnih ekspertnih atri-
butih lahko najdete v poglavju 6.2.2.













17 (good) RP: 42 (bad) ML equity ratio <30
0.6315 0.655
equity
ratio17 (good) PP: 8 (bad) ML /
2
20 (good) RP: 42 (bad) ML
equity ratio <30
AND
current ratio <0.85 0.6733 0.7075
current
ratio
20 (good) PP : 8 (bad) ML /
3





10 (good) PP : 8 (bad) ML /
4





42 (good) PP : 11 (bad) ML /
5







58 (good) PP: 8 (bad) NO-LINK /
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37 (good) PP : 8 (bad) NO-LINK /
7





63 (good) PP: 14 (bad) ML /
8





3 (good) PP : 8 (bad) NO-LINK /
9





8 (good) PP: 16 (bad) ML /
10 / / / / 1.0 1.0
Tabela 7.4: Strokovnjakovi argumenti, omejitve in dodani atributi
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Podobno kot pri pridobivanju rezultatov brez strokovnjakovih atributov
kakovost razvrščanja v skupine niha. Razlogi za nihanja so enaki kot pri
preǰsnem preizkusu, torej tekom izvajanja algoritma ekspert postavlja ome-
jitve, ki tvorijo skupek soseščin. To ima vpliv na vrstni red združevanja
primerov v skupine med procesom hierarhičnega razvrščanja. Med procesom
razvrščanja v skupine se zaradi postavljenih omejitev in posledično kreiranja
soseščin, ter zaradi lastnosti merjenja razdalj (average linkage), spremenijo
razdalje oziroma podobnosti med primeri. Zgodi se, da je primer, ki ne sodi
v enako skupino postavljen vanjo, ker je v prostoru “bližje” skupini, čeprav
sodi v resnici v drugo skupino. Pri pridobivanju rezultatov z dodatnimi ek-
spertnimi atributi smo bili posebno pozorni na to, koliko vpliva dodajanje
ekspertnega znanja v obliki dodatnih atributov na razvrščanje v skupine.
Razlike v razdaljah med posameznimi iteracijami med primeri so tako nizke,
da so zanemarljive. Iz tega lahko sklepamo, da dodajanje strokovnjakovih
atributov ne vpliva toliko na vrstni red razvrščanja v skupine, kot vplivajo
kakovostno postavljene omejitve s strani strokovnjaka, temveč pomagajo pri
lažjemu razumevanju oziroma interpretaciji postopka argumentiranja omeji-
tev.
Ugotavljanje kakovosti omejitev
Da bi ugotovili kakovost omejitev, pridobljenih z metodo ABHC, smo kot
pri domeni Iris tudi tu rezultate, pridobljene z algoritmom ABHC, brez in
z dodajanjem strokovnjakovih atributov primerjali z algoritmom CA. Graf
na Sliki 7.2 prikazuje rezultate pridobljene z algoritmom CA na podatkovni
zbirki Bonitete. Algoritem CA smo 100 krat preizkusili z naključnimi, vendar
pravilnimi omejitvami. Rezultati so prikazani na grafu na Sliki 7.2.
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Slika 7.3: Povprečne vrednosti ARI in NMI pridobljene z algoritmom CA
Rezultati, pridobljeni z algoritmom CA, so bili v nekaterih primerih bolǰsi,
v nekaterih primerih pa slabši od začetnih vrednosti ARI 0.6315 in NMI
0.655. Ker smo vrednosti povprečili so rezultati tipično malo boľsji kot pa
hierarhično razvrščanje brez omejitev, vendar dosti slabši kot rezultati pri-
dobljeni z algoritmom ABHC. Podobno kot pri domeni Iris, tudi tu kakovost
razvrščanja raste s številom postavljenih naključnih omejitev. Omejitve, kot
smo že omenili, so pravilne, a ne nujno optimalne in tudi z 30 postavljenimi
omejitvami ne dobimo tako dobrega rezultata kot z algoritmom ABHC. Iz
tega zopet sklepamo, da so rezultati pri algoritmu ABHC bolǰsi zaradi znanja
pridobljenega iz strokovnjaka v obliki kakovostnih postavljenih omejitev in
argumentov, ki so skladni s strokovnjakovim znanjem in tako lahko vodijo k
izbolǰsanju rezultata razvrščanja v skupine z bolj optimalnimi omejitvami.
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7.3 Domena Akutno vnetje
Algoritem ABHC smo preverili s pomočjo strokovnjaka na domeni Akutnega
vnetja, ki je opisana v poglavju 6.1.3. Pri eksperimentu je strokovnjak v 14
korakih postavil 33 omejitev. Postopek je vodil do izbolǰsanja vrednosti NMI
iz 0.8828 na 1.0 in vrednosti ARI iz 0.8536 na 1.0. Rezultate domene lahko
primerjamo z rezultati algoritma ABKM iz magistrskega dela Petra Šaponje
z naslovom Odkrivanje skupin s pomočjo argumentiranega strojnega učenja
[16]. Graf na Sliki 7.4 prikazuje rezultate NMI in ARI vrednosti algoritma
ABHC s strokovnjakom in ABKM metode s strokovnjakom.
Slika 7.4: Vrednosti NMI, ARI in primerjava s ABKM algoritmom
Razlika pri rezultatu obeh algoritmov je očitna že pri prvi iteraciji. Do-
mena Akutnega vnetja ima kar pet atributov kategoričnih (vrednosti da ali
ne). Da bi lahko z njimi računali razdalje, atribute, ki so kategoričnega tipa,
pretvorimo v numerične atribute (vrednost 0, če je ima atribut vrednost
ne in 1, če ima vrednost da). Računanje evklidske razdalje med takšnimi
primeri ni najbolj optimalna izbira, zato je v tem primeru bolje uporabiti
kosinusno podobnost kot mero računanja razdalj med primeri. Ena izmed
prednosti algoritma ABHC je izbira mere in tipa razdalj. Ugotovili smo,
da v domeni Akutnega vnetja dobimo bolǰsi začetni rezultat z uporabo ko-
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sinusne razdalje in average linkage-a kot pri algoritmu AB k-means, ker je
primoran računati razdalje z uporabo evklidske razdalje. Gibanje vrednosti
NMI in ARI pri algoritmu ABKM konstanto rastejo ob pogoju, da strokov-
njak postavlja pravilne omejitve, medtem ko pri algoritmu ABHC vrednosti
med iteracijami nihajo. Nihanja niso slabost metode, ampak posledica tipa
merjenja razdalje average linkage kot tudi splet okolǐsčin, pridobljenih s po-
stavljanjem pozitivnih omejitev na izbrane primere in skupek soseščin, ki se
med tekom izvajanja hierarhičnega razvrščanja dodajo napačni skupini.
To lahko dobro opazimo pri padcu v 12. iteraciji zanke za zajemanje
ekspertnega znanja. Omejitvi, ki jih je strokovnjak postavil v 11. itera-
ciji sta sicer pravilni, vendar močno spremenita hierarhijo razvrščanja. Iz
tega sledi padec vrednosti NMI in ARI. Metoda ABHC s pomočjo odkriva-
nja kritičnosti primerov to zazna in strokovnjaku pomaga pri izbiri optimal-




V diplomskem delu predstavimo težave, ki se pojavijo pri uporabi razvrščanja
v skupine z omejitvami v praksi. Eden izmed načinov, kako izbolǰsati rezul-
tat odkrivanja skupin, je vpeljava omejitev na pare učnih primerov v obliki
pozitivnih (angl. must-link) in negativnih (angl. cannot-link) omejitev. Po-
datkovne zbirke v praksi imajo običajno velike količine podatkov, podajanje
tovrstnih omejitev na pare učnih primerov pa je časovno in miselno zahtevno
za kateregakoli strokovnjaka domene. Zato smo v diplomskem delu predlagali
rešitev, ki rešuje problem zajemanja domenskega znanja iz eksperta domene
in upošteva pridobljeno znanje v obliki omejitev pri razvrščanju v skupine.
V ta namen smo pri diplomskem delu razvili metodo hierarhičnega razvrščanja
v skupine s pomočjo argumentiranega strojnega učenja (angl. argument-based
hierarchical clustering, ABHC), ki z iskanjem slabo in dobro umeščenih pri-
merov v skupine in s strokovnjakovimi argumenti pridobi kakovostno posta-
vljene omejitve, ki pa izbolǰsujejo rezultat razvrščanja v skupine. Argumenti
omogočajo lažje podajanje lastnosti razlogov, zakaj nek primer spada ozi-
roma ne pripada v neko skupino. Metoda strokovnjakove argumente nad-
grajuje, saj ǐsče protiprimere v skupinah, ki se ne strinajo s strokovnjako-
vimi argumenti. Tako poleg tega, da dobimo bolj optimalne omejitve, tudi
skraǰsamo postopek zajemanja znanja iz strokovnjaka. Poleg postavljanja
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omejitve lahko domenski strokovnjak v domeno vpelje ekspertno znanje v
obliki dodatnih ekspertnih atributov. Ugotovili smo, da vpeljava atributov
ne spreminja vrstnega reda združevanja, pomaga pa strokovnjaku lažje poda-
jati argumente, npr. zakaj dva primera sodita oziroma ne sodita v isto sku-
pino, saj pomagajo ekspertu pri lažjemu razumevanju oziroma interpretaciji
argumentov. Interakcija med strokovnjakom in metodo vodi do omejitev in
argumentov, ki so skladni s strokovnjakovim znanjem in s tem do izbolǰsanja
rezultatov razvrščanja v skupine. Da bi bilo zajemanje znanja iz eksperta
bolj človeku prijazno, smo kreirali grafični vmesnik, ki je prosto dostopen na
spletu [19].
Rezultati algoritma ABHC, ki smo jih pridobili na vseh treh domenah,
se nakazujejo za uspešneǰse od metode CA (angl. constrained agglomera-
tive, CA). V domeni Iris smo v samo 5 iterativnih zankah in z 9 omejitvami
prǐsli do točnega rezultata, medtem ko se metoda CA ni niti približala ena-
kemu rezultatu tudi s 45 postavljenimi omejitvami, ki so sicer pravilne a ne
nujno optimalne. V domeni Akutnega vnetja se je naša metoda izkazala za
uspešneǰso od primerljive metode ABKM (angl. Argument-based k-means,
ABKM). Razlog za uspešnost so kakovostno postavljene omejitve in argu-
menti, pridobljeni s strani strokovnjaka in njegovega splošnega znanja o do-
meni in možnost “igranja” z različnimi tipi povezav in delo z ne-numeričnimi
podatki, kar pri metodi k-means ni mogoče.
Slabost naše metode je v računanju kakovosti umestitve posameznega
primera v skupino, saj uporablja algoritem, ki ima kvadratno časovno kom-
plesnost in ta ni primerna za uporabo na velikih učnih množicah podatkov.
Nasloviti je treba tudi vrsto omejitev. Naša metoda uporablja trde omejitve,
kar pomeni, da primere s pozitivnimi omejitvami slepo postavi v skupine in
pri tem ne upošteva podobnosti z dejanskim prostorom skupine. Prav tako
pa pride do močnega poslabšanja rezultatov, če postavimo napačno omeji-
tev. Kot omenjeno, je iskanje slabo umeščenih primerov v skupine časovno
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zahteven proces, ki ima možnost dodatne izbolǰsave. Na primer, name-
sto računanja silhuetnih vrednosti, bi lahko za mero ”kritičnosti”uporabili
Davies-Bouldin indeks (angl. Davies-Bouldin index, DBI), ki ima linearno
časovno kompleksnost. Možnost za izbolǰsave predstavlja tudi sprememba
upoštevanja omejitev. Na mesto trdih omejitev bi uporabili mehke omejitve,
ki bi bile upoštevane kot napotki pri razvrščanju v skupine.
Pri večjih podatkovnih zbirkah se ponavadi uporablja algoritem k-means,
ki pa ima eno veliko slabost: odvisen je od začetnih centroidov. Da ne bi
bili centroidi izbrani naključno, tukaj pride vpoštev hierarhično razvrščanje,
s katerim lahko dobimo dobro postavitev začenih centroidov. A pogosto
tudi to ni dovolj dobro, saj ne upošteva nujno ekspertnega znanja o domeni,
ki ga je možno podajati kot omejitve. Z razvojem algoritma ABHC smo
dobili možnost, da strokovnjakovo znanje vpeljemo hitreje, in da ekspertno
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k-means clustering with background knowledge”, Proceedings of the




[9] I. Davidson in S. Ravi, “Agglomerative hierarchical clustering with
constraints: Theoretical and empirical results”, v European Conference
on Principles of Data Mining and Knowledge Discovery, Springer, 2005,
str. 59–70.
[10] I. Davidson in Ravi, “Clustering with constraints: Feasibility issues and
the k-means algorithm”, v Proceedings of the 2005 SIAM international
conference on data mining, SIAM, 2005, str. 138–149.
[11] V. Grossi, A. Romei in F. Turini, “Survey on using constraints in data
mining”, Data mining and knowledge discovery, let. 31, št. 2, str. 424–
464, 2017.
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