Abstract. This paper studies how to compute all real eigenvalues of a symmetric tensor. As is well known, the largest or smallest eigenvalue can be found by solving a polynomial optimization problem, while the other middle eigenvalues can not. We propose a new approach for computing all real eigenvalues sequentially, from the largest to the smallest. It uses Jacobian SDP relaxations in polynomial optimization. We show that each eigenvalue can be computed by solving a finite hierarchy of semidefinite relaxations. Numerical experiments are presented to show how to do this.
Introduction
Let R be the real field, and let m and n be positive integers. An n-dimensional tensor of order m is an array indexed by integer tuple (i 1 , . . . , i m ) with 1 ≤ i j ≤ n (j = 1, . . . , m). Let T m (R n ) denote the space of all such real tensors. A tensor A ∈ T m (R n ) is indexed as A = (A i1,...,im ) 1≤i1,...,im≤n .
The tensor A is symmetric if each entry A i1,...,im is invariant with respect to all permutations of (i 1 , . . . , i m ). Let S m (R n ) be the space of all symmetric tensors in T m (R n ). For A ∈ S m (R n ), we denote the polynomial Clearly, Ax m is a form (i.e., a homogenous polynomial) of degree m in x := (x 1 , . . . , x n ). For a positive integer k ≤ m, denote
Define Ax k to be the symmetric tensor in S m−k (R n ) such that So, Ax m−1 is an n-dimensional vector. An important property of symmetric tensors is their eigenvalues. Eigenvalues of tensors are introduced in Qi [26] and Lim [19] . Unlike matrices, there are various definitions of eigenvalues for tensors. Useful ones include H-eigenvalues, Zeigenvalues [26] , and D-eigenvalues [30] . Eigenvalues of symmetric tensors have applications in signal processing [28] , diffusion tensor imaging (DTI) [4, 30, 31] , automatic control [20] , etc. The tensor eigenvalue problem is an important subject of multi-linear algebra. We refer to [13, 27] for introductions to tensors and their applications.
Since there are various definitions of eigenvalues, we here give a unified approach to define them. It is a variation of the approach introduced in [3, 19, 26] . Let C be the complex field. Such u is called a B-eigenvector associated with λ, and such (λ, u) is called a Beigenpair.
For cleanness of the paper, when the tensor B is clear in the context, B-eigenvalues (resp., B-eigenvectors, B-eigenpairs) are just simply called eigenvalues (resp., eigenvectors, eigenpairs). When a B-eigenvalue λ is real, the associated B-eigenvector u is not necessarily real. For convenience, we say that a B-eigenvalue λ is real if there exists a real nonzero vector u satisfying (1.1). By the largest (resp., smallest) B-eigenvalue, we mean the largest (resp., smallest) real B-eigenvalue. In the paper, we only discuss how to compute real B-eigenvalues.
The following special cases of B-eigenvalues are well known.
• When m = m ′ and B is the identity tensor (i.e., Bx m = x m 1 + · · · + x m n ), the B-eigenvalues are just the H-eigenvalues (cf. [26] ). When m is even, a number λ is a real H-eigenvalue of A if there exists u ∈ R n such that • When m ′ = 2 and B is such that Bx 2 = x 2 1 + · · · + x 2 n , the B-eigenvalues are just the Z-eigenvalues (cf. [26] ). Equivalently, a number λ is a real Z-eigenvalue if there exists u ∈ R n such that • Let D ∈ R n×n be a symmetric positive definite matrix. When m ′ = 2 and B is such that Bx 2 = x T Dx, the B-eigenvalues are just the D-eigenvalues (cf. [30] ). Equivalently, a pair λ is a real D-eigenvalue if there exists u ∈ R n such that
Such (λ, u) is called a D-eigenpair. The problem of computing eigenvalues of higher order tensors (i.e., m ≥ 3) is NP-hard (cf. [11] ). Recently, there exists much work for computing the largest (or smallest) eigenvalues of symmetric tensors. Qi et al. [29] proposed an elimination method for computing the largest Z-eigenvalue when (n, m) = (2, 3). Hu et al. [12] proposed a sequence of semidefinite relaxations for computing extreme Z-eigenvalues. Kolda et al. [14] proposed a shifted power method for computing Zeigenvalues. Zhang et al. [35] proposed a modified power method. Han [7] proposed an unconstrained optimization method for even order symmetric tensors. Hao et al. [8] proposed a sequential subspace projection method for computing extreme Z-eigenvalues.
The existing methods are mostly for computing the largest or smallest eigenvalues. However, there are very few methods for computing the other middle eigenvalues. Computing the second or other largest eigenvalues for symmetric tensors is also an important problem in some applications. In DTI [4, 30, 31] , the three largest eigenvalues of a diffusion tensor describe the diffusion coefficient in different directions. As shown by Qi et al. [18] , the second largest Z-eigenvalue for the characteristic tensor of a hypergraph can be used to get a lower bound for its bipartition width.
The main goal of this paper is to compute all real eigenvalues of a symmetric
Here, the symbol ∇ denotes the gradient in x. Thus, (1.1) is equivalent to
Then, (λ, u) is a B-eigenpair if and only if u is a critical point of the problem
Moreover, the critical value associated with u is λ, because
This shows that (λ, u) is a B-eigenpair if and only if u is a critical point of (1.2) with the critical value λ. The polynomial optimization problem (1.2) has finitely many critical values (cf. [24] ). That is, every symmetric tensor A has finitely many B-eigenvalues. We order them monotonically as λ 1 > λ 2 > · · · > λ K . For convenience, denote λ max := λ 1 and λ min := λ K .
In this paper, we study how to compute all real eigenvalues. Mathematically, this is equivalent to finding all the real critical values of (1.2), which is a polynomial optimization problem. The semidefinite relaxation method by Lasserre [15] can be applied to get the largest or smallest eigenvalue. To get other middle eigenvalues, we need to use new techniques. Recently, Nie [24] proposed a method for computing the hierarchy of local minimums in polynomial optimization, which uses the Jacobian SDP relaxation method from [22] . We mainly follow the approach in [24] to compute all real eigenvalues sequentially. Indeed, by this approach, each real eigenvalue can be obtained by solving a finite hierarchy of semidefinite relaxations. This is an attractive property that most other numerical methods do not have.
The paper is organized as follows. In §2, we present some preliminaries in polynomial optimization. In §3, we propose semidefinite relaxations for computing all real eigenvalues sequentially. In §4, we show extensive numerical examples to show how to compute all real eigenvalues.
Preliminaries
This section reviews some basics in polynomial optimization. We refer to [5, 16, 17] , the ideal generated by φ is the smallest ideal containing all φ i , which is the set
and is denoted by I(φ). The set
is called the k-th truncated ideal generated by φ. Clearly, the union ∪ k∈N I k (φ) is equal to the ideal I(φ).
A
be the set of all SOS polynomials and
Both Σ[x] and Σ[x] m are convex cones. As is well known, each SOS polynomial is nonnegative everywhere, while the reverse is not necessarily true. We refer to [32] for a survey on SOS and nonnegative polynomials. Let ψ := (ψ 1 , . . . , ψ t ) be a tuple of polynomials in R[x]. The set
is called the N -th quadratic module generated by ψ. The union
is called the quadratic module generated by ψ.
Let N be the set of nonnegative integers. For x := (x 1 , . . . , x n ) and α := (α 1 , . . . , α n ), denote
The space dual to R[x] d is the set of all truncated multisequences (tms') of degree d, which is denoted by R
q (y) be the symmetric matrix such that
The matrix L When q = 1 (i.e., the constant one polynomial), L (k) 1 (y) is called the k-th moment matrix generated by y, and it is denoted as M k (y). For instance, when n = 2 and 
Semidefinite relaxations for real eigenvalues
In this section, we show how to compute all real eigenvalues sequentially. The Jacobian SDP relaxation technique in [22] is a useful tool for this purpose.
Let
In the introduction, we have seen that (λ, u) is a B-eigenpair if and only if λ is a critical value of (3.1), and u is an associated critical point. The problem (3.1) always has finitely many critical values (cf. [24] ). So, A has finitely many real eigenvalues. We order them monotonically as
where K is the total number of distinct real eigenvalues. Denote
Clearly, if (λ, u) is a B-eigenpair of A, then u ∈ W. Suppose g(x) = 0 is a smooth real hypersurface, i.e., ∇g(x) = 0 for all real points on g(x) = 0. It follows from Definition 1.1 that any u ∈ W satisfying g(u) = 0 is a B-eigenvector of A associated with the eigenvalue λ = f (u). For the frequently used Z-eigenvalues (i.e., g(x) = x T x − 1) and H-eigenvalues (i.e., g(x) = x m 1 + · · · + x m n − 1), the hypersurface g(x) = 0 is smooth. The description of the set W does not use the Lagrange multiplier. This is an advantage in computations. Clearly, a point u belongs to W if and only if
. There are totally n 2 equations. Indeed, the number of defining equations for W can be dropped to 2n − 3 (cf. Bruns and Vetter [1, Chap. 5] ). It suffices to use the following 2n − 3 equations (cf. [1, 22] ):
For convenience, let h 2n−2 := g and
Clearly, (3.1) is equivalent to the maximization problem
Assume the real hypersurface g(x) = 0 is smooth. Then, a point u is feasible for (3.4) if and only if u is a critical point of (3.1), i.e., u is a B-eigenvector. This implies that the objective value of (3.4) at any feasible point is a B-eigenvalue of A. Thus, the feasible objective values are λ 1 , . . . , λ K .
In the following subsections, we show how to compute the eigenvalues sequentially. That is, we compute λ 1 first, then λ 2 second, and then λ 3 , . . . if they exist.
3.1. The largest eigenvalue. The largest eigenvalue λ 1 is the maximal value of problem (3.4) . Write the polynomial f (x) = Ax m as
For a tms y ∈ R
Clearly, f, y is a linear function in y. Denote
Lasserre's hierarchy of semidefinite relaxations (cf. [15] ) for solving
Let h be the tuple as in (3.3). The dual problem of (3.5) is then
. It can be shown that the optimal values ρ 
By the weak duality, we also have
In fact, they both have the nice property of converging to λ 1 in finitely many steps, i.e., ρ 
(ii) Suppose λ 1 has finitely many eigenvectors on Bx m ′ = 1. If N is large enough, then, for every optimizer y * of (3.5) , there exists an integer t ≤ N such that
Proof. Note that −λ 1 is the minimum value of
The polynomials h 1 , . . . , h 2n−3 are constructed by using Jacobian SDP relaxations in [22] . The relaxations (3.2), (3.4), (3.5)-(3.6) are specializations of the semidefinite relaxations (4.5), (4.6), (4.7)-(4.8) constructed in [24] . Thus, the items (i)-(ii) can be implied by Theorem 4.1 of [24] .
In computations, a practical issue is how to determine whether ρ
(1)
(1) N = λ 1 or not, because λ 1 is typically unknown. This can be done by checking the condition (3.7). If it is satisfied, then we can get
distinct feasible points u 1 , . . . , u ℓ of (3.4), such that each u i is a maximizer of (3.4) and f (u i ) = ρ
N = λ 1 . They can be computed by the method in Henrion and Lasserre [9] . In other words, if (3.7) holds, then λ 1 = ρ
N , and such u 1 , . . . , u ℓ are the associated B-eigenvectors. So, by solving (3.5)-(3.6), we can not only get the largest eigenvalue λ 1 , but also its B-eigenvectors. The condition (3.7) is generally sufficient and necessary for checking convergence of the hierarchy of relaxations (3.5)-(3.6), which is shown in [23] . The rank condition (3.7) is called flatness. It is a very useful tool for solving truncated moment problems (cf. Curto and Fialkow [6] ). The software GloptiPoly 3 [10] can be applied to solve the semidefinite relaxations (3.5)-(3.6). 
3.2.
The second and other largest eigenvalues. Suppose the k-th largest Beigenvalue λ k of A is known. We want to compute the (k + 1)-th largest eigenvalue λ k+1 , if it exists. Let δ be such that
Consider the optimization problem
When (3.8) is satisfied, the optimal value of (3.9) is λ k+1 . Lasserre's hierarchy of semidefinite relaxations for solving (3.9) is (N = N 0 , N 0 + 1, . . .)
Semidefinite relaxations (3.10)-(3.11) have the following properties: Proof. Note that −λ k is the k-th smallest critical value of min −f (x) s.t. g(x) = 0.
The polynomials h 1 , . . . , h 2n−3 are constructed by using Jacobian SDP relaxations in [22] . The semidefinite relaxations (3.9)-(3.11) are specializations of (4.9)-(4.11) in [24] . Thus, the items (i)-(ii) can be obtained by Theorem 4.3 of [24] . In practice, we usually do not know whether λ k+1 exists or not. Even if it exists, we do not know how small δ should be chosen to satisfy (3.8). Interestingly, this issue can be fixed by solving the optimization problem
The existence of λ k+1 and the relation (3.8) can be checked as follows. (ii) Clearly, χ k is the smallest B-eigenvalue ≥ λ k − δ. If λ k+1 exists and χ k = λ k , we must have λ k+1 < λ k − δ.
(iii) From (i), we know λ k − δ < λ min . If otherwise λ min < λ k , then λ k+1 exists and λ k+1 < λ k − δ by (ii). This results in the contradiction λ k+1 < λ min . So, λ min = λ k .
For numerical reasons, the number δ > 0 can not be too small. A typical value like 0.05 is preferable in computations. The problem (3.12) is also a polynomial optimization problem. Similar semidefinite relaxations like (3.10)-(3.11) can be constructed to solve it. The hierarchy of such relaxations can also be shown to have finite convergence (cf. [24] ). Thus, the optimal value χ k of (3.12) can be computed by solving its semidefinite relaxations. If χ k = λ k , then (3.8) holds; otherwise, decrease the value δ as δ := δ/5 and solve (3.12) again. After repeating this process for several times, we can always get χ k = λ k , and the resulting δ satisfies (3.8).
We would like to point out that some variations of eigenvalue problems can also be solved by using similar semidefinite relaxations. The largest eigenvalue in an interval [a, b] is the optimal value of the problem
If in advance we know there exists an eigenvector u for λ k+1 lying in some region, say, defined by some polynomial inequalities p 1 (x) ≥ 0, . . . , p s (x) ≥ 0, then we can get such u by solving the optimization problem (3.14)
Similar semidefinite relaxations like (3.10)-(3.11) can be constructed to solve such polynomial optimization problems, and we can get the desired eigenpairs.
3.3.
Getting all real eigenpairs. We can compute all the real B-eigenvalues sequentially as follows. First, we compute the largest one λ 1 by solving the hierarchy of semidefinite relaxations (3.5)-(3.6). As shown in Theorem 3.1, this hierarchy converges in finitely many steps. After getting λ 1 , we solve the hierarchy of (3.10)-(3.11) for k = 1. If χ 1 = λ 1 and (3.10) is infeasible for some N , then λ 1 is the smallest eigenvalue. If χ 1 = λ 1 and (3.10) is feasible for all N , then ρ (2) N = λ 2 , for N big enough. Repeating this procedure, we can get λ 3 , λ 4 , . . . if they exist, or we get the smallest eigenvalue and stop.
As above, we get the following algorithm.
Algorithm 3.6. Compute all the real B-eigenvalues of a symmetric tensor A.
Step 0: Choose a small positive value δ 0 (e.g., 0.05). Let k = 1.
Step 1: Solve the hierarchy of (3.5) and get the largest eigenvalue λ 1 .
Step 2: Let δ = δ 0 and solve the optimal value χ k of (3.12) . If χ k = λ k , then go to Step 3; If χ k < λ k , let δ := min (δ/5, λ k − χ k ), and compute χ k .
Repeat this process until (3.8) holds. Step 3: Solve the hierarchy of (3.10). If (3.10) is infeasible for some order
N , then λ k is the smallest eigenvalue and stop. Otherwise, we can get the next largest eigenvalue λ k+1 .
Step 4: Let k := k + 1 and go to Step 2.
In
Step 2, if χ k < λ k , we should expect δ < λ k − χ k . This is why we update δ as the minimum of δ/5 and λ k − χ k .
Numerical experiments
In this section, we present numerical experiments to show how to compute all real eigenvalues. The computations are implemented in a Thinkpad W520 Laptop, with an Intel dual core CPU at 2.20GHz × 2 and 8GB of RAM, in a Windows 7 operating system. We use the software Matlab 2013a and GloptiPoly 3 [10] to solve the semidefinite relaxations for polynomial optimization problems. In the display of numerical results, we only show four decimal digits.
By the definition of B-eigenvalues as in (1.1), (λ, u) is an eigenpair if and only if ((−1)
m−m ′ λ, −u) is an eigenpair. For H-eigenvalues (m = m ′ ), the H-eigenvectors always appear in ± pairs; so we only list H-eigenvectors u satisfying Σ i u i ≥ 0. For Z-eigenvalues (m ′ = 2), when m is even, the Z-eigenvectors appear in ± pairs, and so we only list those u satisfying Σ i u i ≥ 0; when m is odd, (λ, u) is a Z-eigenpair if and only if (−λ, −u) is a Z-eigenpair, and so they appear in ± pairs.
If the rank condition (3.7) is satisfied, then we can get the B-eigenvalue λ k and ℓ := rank M t (y * ) associated B-eigenvectors. When primal-dual interior point methods are applied to solve the semidefinite relaxations and (3.7) holds, generally all B-eigenvectors associated to λ k can be obtained. We refer to Remarks 3.2 and 3.4. In our numerical experiments, the SDP solver SeDuMi [33] is called by the software GloptiPoly 3. The solver SeDuMi is based on primal-dual interior point methods. So, when the rank condition (3.7) is satisfied, we typically get all Beigenvectors of λ k . In such cases, the multiplicities of computed eigenvalues are also known. In the display of our numerical results, we use the notation λ (ℓ) to mean that ℓ distinct B-eigenvectors (modulo scaling) are found for the eigenvalue λ.
When λ k has infinitely many B-eigenvectors on Bx m ′ = 1, the rank condition (3.7) is typically not satisfied. When λ k has finitely many B-eigenvectors on Bx m ′ = 1 but the number is big, the order N for (3.7) to hold might be very high, and the semidefinite relaxations would be very expensive to solve. Sometimes, the semidefinite relaxations can not be solved very accurately if there are ill-conditioning issues in numerical computations. For such cases, it is often very hard to get B-eigenvectors. Here we propose a practical approach. Let ǫ > 0 be small such that λ k is a unique B-eigenvalue of A in the interval [λ k − ǫ, λ k + ǫ]. Choose a generic vector c ∈ R n and then solve the problem
When c is generic, (4.1) has a unique minimizer, which is a B-eigenvector corresponding to λ k . We can construct semidefinite relaxations like (3.10) for solving (4.1). In practice, when (3.7) is not satisfied, we can often get a B-eigenvector by solving (4.1). On the other hand, we can only get one, but not all, B-eigenvector corresponding to λ k . In this section, we use the superscript (⋆) to mean that a B-eigenvector is computed by solving (4.1). , where a is a parameter. As shown in [26] , this tensor always has two Z-eigenvalues 3, 1. When a < 1 3 or a > 1, A has another double Z-eigenvalue
For some values of a, the Z-eigenvalues are shown in Table 4 .3. For each case of a, the computation takes about 1 second. Characteristic tensors of hypergraphs have important applications, as shown in Li et al. [18] . The second largest Z-eigenvalue can be used to get a lower bound for the bipartition width. The following is such an example. 
The polynomial Ax 
Using Algorithm 3.6, we get all the three real Z-eigenvalues of this tensor, which are respectively λ 1 = 24.5000, λ 2 = 0.5000, λ 3 = 0.0000. Table 4 .6. There are infinitely many Z-eigenvectors for λ 3 . In the computation of λ 3 , the rank 
It takes about 37 seconds to get them. The Z-eigenvectors are shown in
For the case n = 5, we get all the real Z-eigenvalues, which are respectively λ 1 = 9.9779, λ 2 = 4.2876, λ 3 = 0.0000, λ 4 = −4.2876, λ 5 = −9.9779.
The computation takes about 120 seconds. The Z-eigenvectors of λ 1 , λ 2 , λ 3 are shown in Table 4 .8. The Z-eigenvector of λ 4 (resp., λ 5 ) is just the negative of that of λ 2 (resp., λ 1 ). In the computation of λ 3 , the rank condition (3.7) is not satisfied. The Z-eigenvectors of λ 1 , λ 2 , λ 3 are shown in Table 4 .11. The Z-eigenvector of λ 4 (resp., λ 5 ) is just the negative of that of λ 2 (resp., λ 1 ). It takes about 1255 seconds to compute them. In the computation of λ 3 , the rank condition (3.7) is not satisfied. 
