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WEAK FACTORIZATION AND THE GROTHENDIECK GROUP
OF DELIGNE–MUMFORD STACKS
DANIEL BERGH
Abstract. We construct a presentation for the Grothendieck group of Deligne–
Mumford stacks over a field of characteristic zero. The generators for this pre-
sentation are smooth, proper Deligne–Mumford stacks and the relations are
expressed in terms of stacky blow-ups. In the process we prove a version of
the weak factorization theorem for Deligne–Mumford stacks.
1. Introduction
Throughout the article, we fix a field k of characteristic 0. All algebraic stacks
are understood to be of finite presentation over k.
In [Bit04], Heinloth (ne´e Bittner) constructs a presentation for the Grothendieck
group K0(Vark) of varieties with generators which are smooth, proper varieties,
and relations in terms of blow-ups. In this paper, we generalize Heinloth’s result,
and give a Bittner presentation for the Grothendieck group K0(DMk) of Deligne–
Mumford stacks (Theorem 1.1).
A key ingredient in Heinloth’s proof is the weak factorization theorem, originally
by W lodarczyk [W lo03], which states that any birational map between smooth,
proper varieties factors as a sequence of blow-ups and blow-downs in smooth centers.
In birational geometry for Deligne–Mumford stacks, stacky blow-ups (see Defini-
tion 3.1) play a similar role as usual blow-ups do in birational geometry for varieties.
A generalization of the weak factorization theorem states that any birational map
between smooth, proper Deligne–Mumford stacks factors as a sequence of stacky
blow-ups and stacky blow-downs in smooth centers. A proof of this theorem has
been given by Rydh (unpublished), and, very recently, independently by Harper
[Har17]. In this article we also formulate and prove a version of the theorem (The-
orem 1.2). The proof relies on equivariant weak factorization by Abramovich et al.
[AKMW02] and functorial destackification by the author [Ber17]. See Remark 1.3
for a more detailed account on how the results by Rydh and Harper relate to the
results presented in this article.
A ring homomorphism with K0(Vark) as domain is sometimes called a mo-
tivic measure. The Bittner presentation gives a convenient way construct mo-
tivic measures from invariants defined on smooth and proper varieties, and several
interesting results on the structure of K0(Vark) depends on this technique. As
an example, Larsen and Lunts [LL03] showed that the association which takes a
smooth proper variety to its stably birational class extends to a motivic measure
K0(Vark) → Z[SBk] whose kernel is generated by the class of the affine line. Here
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Z[SBk] denotes the monoid ring on the monoid SBk of stably birational classes of
k-varieties. This invariant was used by Poonen [Poo02] to construct zero divisors in
K0(VarQ), and later by Borisov [Bor18] to show that in fact the class of the affine
line is a zero divisor in K0(Vark). As another example of motivic measures con-
structed using the Bittner presentation, Ekedahl [Eke09b] considered the invariant
H•(−,Zℓ) taking a smooth proper variety to its ℓ-adic cohomology groups. He used
this motivic measure to show that for any non-special, connected algebraic group
G, there exists a G-torsor P → X such that {G}{X} 6= {P} in K0(Vark) [Eke09a].
It is the hope of the author that the results presented here will have similar im-
pact on the understanding of K0(DMk) as Heinloth’s result has on the understan-
ing of K0(Vark). An application is given by the author jointly with Gorchinskiy–
Larsen–Lunts [BGLL17]. Here we extend the categorical measure, originally de-
fined on K0(Vark) by Bondal–Larsen–Lunts [BLL04], to a motivic measure defined
on K0(DMk). The categorical measure takes vales in the Grothendieck group of
saturated k-linear differential graded categories and the measure, in principle, asso-
ciates a smooth, proper Deligne–Mumford stack to the class of its derived category
of perfect complexes. We use this measure to prove a conjecture of Galkin–Shinder
regarding the so called categorical zeta function [BGLL17, Proposition 6.8]. An
independent proof of this is given by Gyenge in [Gye17], also using the results from
this article. In [BGLL17, Section 6.4], the categorical measure on K0(DMk) is also
used to shed some light on a conjecture by Polishchuk–Van den Bergh regarding a
semi-orthogonal decomposition of a certain equivariant derived category [PVdB15,
Conjecture A].
1.1. Main results. The Grothendieck group K0(DMk) of Deligne–Mumford stacks
is defined as the group freely generated by equivalence classes {X} of Deligne–
Mumford stacks X subject to the scissors relations
(1.1) {X} = {X \ Z}+ {Z}
where Z ⊂ X is a closed substack. The group K0(DMk) also has a ring structure
with multiplication determined by
(1.2) {X} · {Y } := {X × Y }
for Deligne–Mumford stacks X and Y .
Consider the group K0(DM
sp
k ) generated by equivalence classes {X} of smooth
and proper Deligne–Mumford stacks X subject to the stacky blow-up relations
(1.3) {X˜} − {E} = {X} − {Z}, {∅} = 0
where X˜ is a stacky blow-up of a smooth, proper Deligne–Mumford stack X in a
smooth center Z, and E is the exceptional divisor. This group has a multiplicative
structure, defined by (1.2) for smooth and proper Deligne–Mumford stacks X and
Y , and we have an obvious ring homomorphism
(1.4) K0(DM
sp
k )→ K0(DMk), {X} 7→ {X},
where X is a smooth proper Deligne–Mumford stack. Our main result on K0(DMk)
is the following theorem.
Theorem 1.1 (Bittner presentation for Deligne–Mumford stacks). The ring ho-
momorphism (1.4) is an isomorphism.
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The proof of Theorem 1.1 relies on the existence of weak factorizations for bira-
tional maps between smooth, proper Deligne–Mumford stacks into stacky blow-ups
and blow-downs.
Theorem 1.2 (Weak factorization for Deligne–Mumford stacks). Let ϕ : Y 99K X
be a proper birational map of smooth, separated Deligne–Mumford stacks of finite
type over a field k of characteristic zero. Assume that both X and Y are global
quotient stacks (see Remark 1.4), and let U ⊂ X be an open substack over which ϕ
is an isomorphism. Then ϕ factors as a sequence
(1.5) Y := Xn
ϕn
999K · · ·
ϕ1
999K X0 =: X
of proper birational maps ϕi satisfying the following properties:
(a) either ϕi or ϕ
−1
i is a stacky blow-up centered in a smooth locus;
(b) each ϕi is an isomorphism over U ;
(c) if the exceptional loci Di := Xi \U are simple normal crossing divisors for
i = 0, n, then the same holds true for all i, and all stacky blow-ups have
centers which have normal crossings with the respective Di.
(d) there is an integer n0 such that Xi 99K X is everywhere defined whenever
i ≤ n0 and Xi 99K Y is everywhere defined whenever i ≥ n0;
(e) the induced birational morphisms (Xi)cs → Xcs on coarse spaces is projec-
tive for i ≤ n0 and similarly for (Xi)cs → Ycs when i ≥ n0.
Remark 1.3. To the authors knowledge, a version of Theorem 1.2 was first proven
by Rydh, who announced the result at a conference in Kiola, March 2016. The proof
by Rydh is an adaptation of the techniques from the original proof by W lodarczyk.
However, at the time of writing, Rydh’s proof is not yet available in written form.
Being aware of the work by Rydh, I found a different proof of Theorem 1.2, which
I present in this paper. It relies on equivariant weak factorization for varieties by
Abramovich et al. [AKMW02], together with functorial destackification by myself
[Ber17]. The proof is quite short owing to the fact that most of the work is done
by the theorems from the cited sources.
While still working on this article, a proof of Theorem 1.2 by Harper [Har17]
appeared as a preprint. Harper uses ideas similar to those presented here. Since
my proof is not long, and in some aspects slightly different than Harper’s, I decided
to nevertheless include my proof in this paper.
Remark 1.4. It should be stressed that both the result by Rydh and by Harper
are more general than Theorem 1.2, since they do not assume that the stacks X
and Y be global quotient stacks (i.e., of the form [V/GLn] where V is an algebraic
space with an action by GLn). However, many interesting classes of Deligne–
Mumford stacks are known to be global quotients. For instance, this holds for
any orbifold due to Edidin–Hassett–Kresch–Vistoli [EHKV01, Theorem 2.18] and
for any smooth, separated Deligne–Mumford stack with quasi-projective coarse
space due to Kresch [Kre09, Theorem 4.4]. To my knowledge, there are no known
examples of smooth Deligne–Mumford stacks which are not global quotients. Hence
it is unclear how restrictive this assumption is.
1.2. Preliminaries. The following standard results on algebraic stacks and bira-
tional geometry will be used freely.
Due to a classical result by Keel–Mori [KM97], any algebraic stack X with
finite inertia admits a coarse space, which we denote by Xcs. More generally,
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since the formation of the coarse space respects flat base change, it is easy to see
that any morphism X → S of algebraic stacks with finite relative inertia [Sta17,
Tag 036X] factors through the relative coarse space X → X → S. This factorization
is characterized by the property that it is initial among factorizations X → Y → S
with Y → S representable by an algebraic space.
Since we are working over a field of characteristic zero, any reduced algebraic
stack admits a resolution of singularities. This follows from the functorial version of
Hironaka’s theorem on resolution of singularities for varieties [Hir64], by Bierstone–
Milman [BM97]. Moreover, we will freely use functorial embedded resolution of
singularities and functorial principalization. See [AKMW02, Section 1.2] for a nice
overview of these concepts.
1.3. Outline. In Section 2, we give some elementary results on alternative pre-
sentations for K0(DMk). In Section 3, we prove the weak factorization theorem
Deligne–Mumford stacks (Theorem 1.2). Finally, we give the proof for the Bittner
presentation for K0(DMk) (Theorem 1.1) in Section 4.
1.4. Acknowledgments. I would like to thank Sergey Gorchinskiy, Valery Lunts
and David Rydh for valuable comments.
2. Alternative presentations
In this section we give some alternative presentations for K0(DMk) which can
be obtained without using weak factorization.
Let P be a class of Deligne–Mumford stacks. We let K0(DM
P
k ) denote the group
generated by isomorphism classes {X} of objects X in P subject to the scissors
relations (1.1) with respect to closed immersions Z ⊂ X of objects in P . It is clear
that we have group homomorphism
(2.1) K0(DM
P
k )→ K0(DMk)
induced by the inclusion of P into the class of all Deligne–Mumford stacks. More-
over, if P is closed under products in the category of Deligne–Mumford stacks,
it is clear that the group K0(DM
P
k ) has an induced ring structure, making the
homomorphism (2.1) a ring homomorphism.
Proposition 2.1. Let P be a class of Deligne–Mumford stacks. Assume that every
Deligne–Mumford stack admits a stratification into objects in P. Then (2.1) is an
isomorphism.
In particular, this holds if we take P to be the class of Deligne–Mumford stacks
X such that either
(a) X is a gerbe;
(b) X has coarse space which is affine;
(c) X is smooth;
(d) X is a global quotient by a finite, constant group;
(e) X has finite inertia;
(f) X is separated;
(g) X is a global quotient stack. That is, we have X ∼= [Y/GLn] where Y is an
algebraic space endowed with a GLn-action;
(h) X is quasi-projective in the sense of [Kre09, Definition 5.5]. That is, X ∼=
[Y/GLn] where Y is a quasi-projective variety and GLn acts linearly and
properly on X [Kre09, Proposition 5.1, Theorem 5.3].
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Proof. It is an easy exercise to verify that the map
K0(DMk)→ K0(DM
P
k ), {X} 7→
∑
i
{Xi},
where X is a Deligne–Mumford stack and Xi is a stratification of X into objects
in P , is a well defined inverse to the homomorphism (2.1).
Next we prove the other part of the statement. Let X be a Deligne–Mumford
stack. Recall that we assume that X is of finite presentation over a field k. In
particular, the stack X is quasi-compact and quasi-separated. It is harmless to
assume that X is reduced. By noetherian induction, it suffices to show that X
generically satisfies all the listed statement. By [Sta17, Tag 06RC], we may assume
thatX is a gerbe, so (a) is satisfied. By definition of gerbe,X has a coarse spaceXcs.
Under our assumptions, Xcs is quasi-separated algebraic space. Hence Xcs has a
non-empty schematic locus by [Sta17, Tag 06NH]. After base change of X to an
open affine in Xcs, we may assume that (b) holds. Since X is reduced, the same
holds for Xcs. Hence Xcs is generically smooth. Since the canonical morphism
form a gerbe to its coarse space is smooth, we may therefore assume that (c) holds.
Now let π : U → Xcs be an e´tale trivializing cover for the gerbe X . By shrinking
U and Xcs if necessary, we may assume that π is finite by [Sta17, Tag 06NH]. By
construction, π lifts to a finite e´tale covering U → X , which we may assume to have
constant degree n. By taking the n-fold fiber product of U over X and removing
the big diagonal, we obtain a torsor for the symmetric group Sn which covers X .
This shows that (d) holds.
Now it is straightforward to verify that the rest of the properties hold. Indeed,
(d) implies (e) and (g). Furthermore (b) and (e) imply (f). Finally (b) and (g)
imply (h) by [Kre09, Proposition 5.1]. 
The Grothendieck group of Deligne–Mumford stacks also admits a rather down
to earth presentation in terms of equivariant varieties. Let R be the group generated
by isomorphism classes {X}G, where G is a finite, constant group and X is variety
on which G acts properly. As usual, we impose the scissors relations
(2.2) {X}G = {X \ Z}G + {Z}G
where Z ⊂ X is a G-invariant closed subvariety. We also impose the change of
group relations
(2.3) {X}G×H = {X/G}H,
where G and H are finite, constant groups and X is a variety endowed with a G×H
action such that the restriction of the action to G is free.
Remark 2.2. Note that the quotientX/G in the relation (2.3) need not be a variety
in the usual sense, but rather an algebraic space. When regarding Grothendieck
groups, this is harmless since any H-equivariant algebraic spaces admits an H-
equivariant stratification into H-equivariant varieties. Indeed, this can be proven
similarly as Proposition 2.1.
We endow the group R with a ring structure by letting
(2.4) {X}G · {Y }H := {X × Y }G×H
and extending by linearity. It is easy to verify that this expression respects the
relations (2.2) and (2.3).
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Proposition 2.3. We have an isomorphism R
∼
−→ K0(DMk) of rings, which is
determined by {X}G 7→ {[X/G]} where G is a finite, constant group acting on a
variety X.
Proof. First we verify that the association {X}G 7→ {[X/G]} gives a well defined
ring homomorphism. The relation (2.2) is satisfied by the usual scissors relations for
K0(DMk) since [Z/G] ⊂ [X/G] is a closed substack with complement [(X \ Z)/G].
The relations (2.3) and (2.4) are satisfied since we have isomorphisms [X/(G×H)] ∼=
[(X/G)/H ] and [(X × Y )/(G×H)] ∼= [X/G]× [Y/H ] of algebraic stacks. Thus we
get an induced ring homomorphism R→ K0(DMk) which we denote by ϕ.
Let us construct an inverse ϕ−1 to this map. By Proposition 2.1 (d), it is
enough to define ϕ−1 on stacks which are global quotients by finite, constant groups.
The association ϕ−1 : {[X/G]} 7→ {X}G clearly respects the scissors relations. If
[X/G] ∼= [Y/H ], we may form the 2-cartesian square
Z //

X

Y // [X/G]
where the morphisms from X and Y are the coverings induced by the G- and H-
actions, respectively. It follows that Z is a G×H-torsor over [X/G], a G-torsor over
Y and an H-torsor over X . Hence, by applying the change of groups relation (2.3)
twice, we get
{X}G = {Z}G×H = {Y }H ,
so ϕ−1 is well defined. 
3. The weak factorization theorem
In this section, we develop weak factorization for Deligne–Mumford stacks that
are global quotients.
Definition 3.1. Let X be an algebraic stack, let Z ⊂ X be a closed substack,
and let r be a positive integer. A stacky blow-up of X with center Z and weight
r is a morphism π : X˜ → X composed by a usual blow-up of X in Z followed by
an r-th root construction in the exceptional divisor. The exceptional divisor E of
a stacky blow-up is the universal r-th root of the divisor π−1(Z). Given a simple
normal crossings divisor D ⊂ X , the total transform of D to X˜ is D˜ + E where D˜
is the birational transform of D to X˜. Note that by contrast to the situation with
ordinary blow-ups, the total transform is not the pull-back of D to X˜.
The key property of stacky blow-ups which we need here is that a stacky blow-
up of a smooth algebraic stack X in a smooth center Z ⊂ X is smooth, and that
the total transform of any simple normal crossings divisor D ⊂ X having normal
crossings with Z is a simple normal crossings divisor in X˜ .
We make the following ad hoc definitions in order to encapsulate our standard
assumptions on Deligne–Mumford stacks endowed with simple normal crossings
divisors in a convenient way.
Definition 3.2. Let S be an algebraic stack. Recall that we assume that all
algebraic stacks are of finite presentation over a field k of characteristic zero.
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(a) A standard pair (X,D) over S is a smooth, separated morphism X → S of
algebraic stacks, which is Deligne–Mumford in the relative sense (see [Sta17,
Tag 04YW]), together with an effective Cartier divisor D ⊂ X which has
simple normal crossings relative S. That is, the divisor D is a sum of
effective Cartier divisors which are smooth over S, andD is a simple normal
crossings divisor over each fiber of X → S.
(b) A birational map ϕ : (Y,E) 99K (X,D) of standard pairs over S is a bi-
rational map Y 99K X inducing an isomorphism Y \ E → X \ D over
S. Such a map is proper if the normalization of X ×S Y in the diagonal
U ∼= X \ D ∼= Y \ E → X ×S Y is proper over both X and Y . If ϕ is
everywhere defined over S, then we say that ϕ is a birational morphism
over S. Sometimes, we indicate this with a solid arrow.
(c) A birational map as in (b) is an admissible stacky blow-up if there is a locus
Z ⊂ D ⊂ X , having normal crossings with D relative S, and a weight
r ≥ 1 such that Y is the stacky blow up of X in Z with weight r, and E
is the total transform of D. In this situation, we also say that ϕ−1 is an
admissible stacky blow-down.
(d) An admissible stacky blow-up ϕ as in (c) is simply called an admissible
blow-up if the weight r = 1.
(e) An admissible stacky blow-up ϕ as in (c) is simple called an admissible root
construction if Z is a smooth divisor.
Remark 3.3. For our purposes, we only need to consider the cases when S is
either Spec k or a classifying stack BG for some linear algebraic group G. In fact,
it is enough to consider G = GLn. For a smooth algebraic stack X over BG, it is
easy to see that a divisor D ⊂ X is a simple normal crossings divisor over BG if
and only if it is a simple normal crossings divisor over Spec k.
First we recall the equivariant weak factorization theorem by Abramovich et al.
[AKMW02]. Here is a formulation, in the language of algebraic stacks, of a version
of the theorem that suffices for our needs.
Theorem 3.4 (Equivariant weak factorization). Let G be an algebraic group, and
let ϕ : (Y,E)→ (X,D) be a proper birational morphism of standard pairs over the
classifying stack BG. Assume that both X and Y are representable over BG. Then
ϕ factors as a sequence
(Y,E) := (Xn, Dn)
ϕn
999K · · ·
ϕ1
999K (X0, D0) =: (X,D)
of proper birational maps ϕi over BG, where for each i either ϕi or ϕ
−1
i is an
admissible blow-up. Each of the maps Xi 99K X is everywhere defined. Moreover,
the morphism Xi 99K X is projective if the same holds for ϕ.
Proof. The representable morphisms to BG fromX and Y tells us thatX ∼= [X ′/G]
and Y ∼= [Y ′/G] whereX ′ and Y ′ are smooth algebraic spaces with G-actions. Since
the morphism ϕ is defined over BG, it lifts to a G-equivariant proper morphism
ϕ′ : X ′ → Y ′. Hence the theorem follows from Theorem 0.3.1 together with the
remark about G-equivariance (Remark 2 below the formulation of the theorem)
from [AKMW02]. There are a few subtle points when verifying that the theorem
applies.
(a) Remark 2 from [AKMW02, Section 0.3] also applies to algebraic actions
by algebraic groups, and not only for actions by discrete groups. We give
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a short sketch to motivate this claim. For simplicity, we assume that k is
algebraically closed, and that X ′ and Y ′ are schemes, leaving the general
case to the reader. By Theorem 0.3.1 we have a G(k)-equivariant weak
factorization
X ′n
ϕ′
n
999K · · ·
ϕ′1
999K X ′0.
We need to verify that each action morphism G(k) ×X ′i → X
′
i is induced
by a morphism αi : G × X ′i → X
′
i. Assume, by induction, that we have
constructed αi. We need to treat two cases.
Case 1: ϕ′i+1 is a blow-up. The center of the blow-up is G-invariant,
as this can be verified on k-points. Hence the action morphisms αi lifts
canonically to an action morphism αi+1.
Case 2: (ϕ′i+1)
−1 is a blow-up. Consider the diagram
G×X ′i
αi //
γ

X ′i
(ϕ′
i+1)
−1

G×X ′i+1 αi+1
//❴❴❴ X ′i+1,
where γ = id×(ϕ′i+1)
−1. Since (ϕ′i+1)
−1 is G(k)-equivariant, it follows that
the composition (ϕ′i+1)
−1◦αi is constant on the fibers of γ. Note that γ is a
blow-up of a smooth variety in a smooth center. In particular, the morphism
γ is closed and ϕ∗(OG×X′
i
) ∼= OG×X′
i+1
. Hence [DG61, Lemma 8.11.1]
applies, so (ϕ′i+1)
−1 ◦ αi factors through γ, and it follows that αi+1 is a
morphism.
(b) In the statement of [AKMW02, Theorem 0.3.1], the algebraic spacesX ′ and
Y ′ are assumed to be proper, which need not be the case in our situation.
However, the only way the properness is used in the proof is to reduce to
the case when the birational map is given by a proper birational morphism.
(c) In our setting, a G-invariant simple normal crossings divisor is a normal
crossings divisor which is a sum of G-invariant smooth divisors. It is easy
to see that if the exceptional locus of X ′ and Y ′ has this property, then the
same is true for all intermediate steps. Indeed, this follows from the fact
that each center is smooth, G-invariant and has simple normal crossings
with the exceptional locus.

Theorem 3.5 (Relative destackification). Let (X,D) be a standard pair over an
algebraic stack S such that the restriction of the structure map X → S to X \D is
representable. Then there exists a sequence
(3.1) (Xn, Dn)
ϕn
−−→ · · ·
ϕ1
−→ (X0, D0) =: (X,D)
of admissible stacky blow-ups over S such that the relative coarse space Xn of Xn
over S is smooth over S.
Moreover, the relative coarse space Dn of Dn over S is a simple normal crossings
divisor, and the canonical birational morphism (Xn, Dn) → (Xn, Dn) factors as a
sequence of admissible root constructions.
Proof. If S is representable, then this is a special case of [Ber17, Theorem 1.2].
Since the destackification algorithm is functorial with respect to arbitrary change
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of base S, we obtain the relative version by a descent argument, which we work out
in detail below. Before doing this, we would like to stress two subtle points about
the functoriality.
(a) The destackification algorithm works with simple normal crossings divisors
together with a decomposition of the divisor into a sequence of smooth
(but not necessarily irreducible) components (see [Ber17, Definition 2.1]).
Moreover, the algorithm is functorial with respect to this data.
(b) The formulation of the definition of root construction in [Ber17, Section 2.2]
allows roots to be taken along several components of the simple normal
crossings divisor simultaneously. But since the components have a given
ordering, there is a canonical way to translate this into a sequence of root
constructions in the sense of Definition 3.2.
Let S′ → S be a smooth surjective morphism with S′ a scheme. Also let S′′ ⇒ S′
denote the groupoid formed by the fibre product S′′ := S′ ×S S
′ together with
the relevant maps. Now consider the pull-backs X ′′0 ⇒ X
′
0 and D
′′
0 ⇒ D
′
0 of this
groupoid to X0 and D0 respectively. Then (X
′
0, D
′
0) is a standard pair with X
′
0 \D
′
0
representable. Since the stacky locus ofX ′0 is contained in a simple normal crossings
divisor, the stabilizers are abelian. Indeed, this is true for global quotient stacks
by [RY00, Theorem 4.1], and in general one can reduce to this case by working
e´tale locally on the coarse space (a more detailed account on this will be given
in a forthcoming article jointly with Rydh). The same holds for the standard
pair (X ′′0 , D
′′
0 ).
Next we apply destackification to both (X ′0, D
′
0) and (X
′′
0 , D
′′
0 ). Since the destack-
ification algorithm is functorial with respect to arbitrary base change, the sequence
obtained by the destackification of (X ′′0 , D
′′
0 ) is isomorphic to the pull-back along
any of the two projections X ′′0 ⇒ X
′
0 of the sequence obtained by destackification
of (X ′0, D
′
0).
Now we construct the sequence (3.1) recursively. At each step i, with n > i ≥ 0,
we have a solid diagram
X ′′i+1
ϕ′′
i+1
//
 
X ′′i
 
Z ′′i
oo
 
X ′i+1
ϕ′
i+1
//

X ′i

Z ′i
oo

Xi+1 ϕi+1
// Xi Zioo
where the squares are cartesian in the sense described above, and Z ′i and Z
′′
i are
the centers of the respective stacky blow-ups at step i. The center Z ′i descends
to a closed substack of Zi ⊂ Xi producing the lower right-hand cartesian square.
In particular Zi is smooth and has simple normal crossings with Di, since both
these properties can be checked locally. Taking the stacky blow-up with the given
weight produces the lower left-hand cartesian square. We also get Di+1 as the total
transform of Di.
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Finally we let Xn → Xn → S be the canonical factorization through the relative
coarse space. Base change to S′ gives us the diagram
X ′n

// X ′n

// S′

Xn // Xn // S
with cartesian squares. Each component, in the sense of (a) in the beginning of the
proof, of D′n is invariant under the groupoid X
′′
n ⇒ X
′
n. Hence D
′
n ⊂ X
′
n descends
to a simple normal crossings divisor Dn ⊂ Xn. That Xn → Xn is an iterated
root construction in the components of Dn can be checked locally on Xn, which
concludes the proof. 
Remark 3.6. From the proof of Theorem 3.5, we see that it is unnecessary to put
any conditions on the algebraic stack S besides that S should be quasi-compact
(and this is only needed to ensure that the destackification sequence is finite). It is
also clear that we have the same functoriality properties as in the original theorem.
In other words, Theorem 3.5 is a direct generalization of [Ber17, Theorem 1.2].
Theorem 3.7 (Weak factorization for Deligne–Mumford stacks). Let ϕ : (Y,E) 99K
(X,D) be a proper birational map of standard pairs over k. Assume that both X
and Y are global quotient stacks. Then ϕ factors as a sequence
(3.2) (Y,E) := (Xn, Dn)
ϕn
999K · · ·
ϕ1
999K (X0, D0) =: (X,D)
of proper birational maps ϕi, where for each i either ϕi or ϕ
−1
i is an admissible
stacky blow-up.
Proof. Since X and Y are global quotient stacks, we may choose representable
morphisms X → BG and Y → BH where G and H are linear algebraic groups.
Let U ∼= X \D ∼= Y \ E and let U˜ be the normalization of X × Y in the diagonal
morphism U → X × Y . Since U → U × U is finite, by the assumption that
U is separated, it follows that the obvious morphisms from U˜ to X and Y are
isomorphisms over U . By using functorial resolution of singularities on U˜ together
with functorial principalization on the complement of U , we get a standard pair
(Z, F ) such that Z \F ∼= U . By construction, we have proper birational morphisms
α : (Z, F )→ (X,D) and β : (Z, F )→ (Y,E) defined over BG and BH , respectively.
Now we apply relative destackification, as described in Theorem 3.5, to (Z, F )
twice — once relative BG and once relative BH . This puts us in the situation
described in the following diagram
(3.3)
(X ′, D′)
γ′

α′
$$❏
❏❏
❏❏
❏❏
❏❏
(Y ′, E′)
β′
zztt
tt
tt
tt
t
δ′

(X ′, D′)
γ

(Z, F )
α
zztt
tt
tt
tt
t
β
$$❏
❏❏
❏❏
❏❏
❏❏
(Y ′, E′)
δ

(X,D) (Y,E)
Here the morphism α′ is the composition of the admissible stacky blow-ups in the
destackification sequence (3.1), and γ′ is the canonical morphism to the relative
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coarse space over BG. Recall that γ′ factors as a sequence of admissible root
constructions. Since X is representable over BG, we obtain a canonical morphism
γ making the left-hand side of the diagram commute. Now γ is a representable
proper morphism over BG, so Theorem 3.4 applies and γ factors weakly as a
sequence of admissible blow-ups. Since the right-hand side of diagram (3.3) can be
treated similarily, but now relative BH , we obtain the desired weak factorization
of ϕ. 
The version of the weak factorization theorem stated above suffices to prove
Theorem 1.1. To get a full proof of Theorem 1.2, we need to work a little bit more.
Proof of Theorem 1.2. Given a proper birational map ϕ : Y 99K X , as in the state-
ment of the theorem, we reduce to the case where we have a proper birational map
of standard pairs as in the statement of Theorem 3.7 by applying principalization to
the exceptional locus of both Y andX . It is now clear from Theorem 3.7 that we get
a weak factorization which satisfies (a), (b) and (c) in the statement of Theorem 1.2.
Furthermore, it is easy to see that it satisfies (d) by inspecting diagram (3.3), giving
(Z, F ) index n0, and using that each stack in the equivariant weak factorization of
γ (resp. δ) is defined over X (resp. Y ) as stated in Theorem 3.4.
Finally, to also show (e), we need to choose (Z, F ) more carefully. Consider the
diagram
(3.4)
X ′cs
γ′cs

α′cs
!!❇
❇❇
❇❇
❇❇
❇
Y ′cs
β′cs
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
δ′cs

X ′cs
γcs

Zcs
αcs
}}④④
④④
④④
④④ βcs
!!❈
❈❈
❈❈
❈❈
❈
Y ′cs
δcs

Xcs Ycs
obtained from (3.3) by passing to coarse spaces. First we note that a representable
projective morphism of separated Deligne–Mumford stacks induce a projective mor-
phism on the coarse spaces (see [Ryd15, Proposition 2]). Since a root construction
induces an isomorphism on the coarse spaces, it follows that α′cs and β
′
cs are pro-
jective and that γ′cs and δ
′
cs are isomorphisms. Since (e) holds for equivariant weak
factorization it thus suffices to show that (Z, F ) can be chosen such that αcs and βcs
are projective. To achieve this, we first construct U˜ as in the proof of Theorem 3.7.
By applying the version of Chow’s Lemma due to Gruson–Raynaud [RG71, Corol-
laire 5.7.14] twice, we obtain a birational modification W → U˜cs, which is an iso-
morphism over Ucs, such that both the induced morphismsW → Xcs andW → Ycs
are projective. Now, let Z ′ be a desingularization of the pull back of Z along
W → Zcs. Applying principalization to the exceptional locus gives a standard pair
(Z ′, F ′) with the desired properties. Now replacing (Z, F ) by (Z ′, F ′) concludes
the proof. 
4. The Bittner presentation
In this section, we prove Theorem 1.1. That is, we prove that the ring homo-
morphism
(4.1) K0(DM
sp
k )
ϕ
−→ K0(DMk), {X} 7→ {X},
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where X is a smooth, proper Deligne–Mumford stack, is an isomorphism. We will
follow the proof of the corresponding theorem for varieties given in [Bit04] closely.
Let X be a smooth, proper Deligne–Mumford stack and let D be a simple normal
crossings divisor on X . We will define a class {X,D} in K0(DM
sp
k ) associated to
such a pair. For the purpose of this definition, it will be convenient to generalize the
notion of simple normal crossings divisor to include the situation whereD is allowed
to have smooth components of codimension 0. Let {Di} be a finite family of smooth
(generalized) divisors on X indexed by a set I, such that D =
⋃
i∈I Di. Note that
we neither require the divisors Di to be irreducible nor distinct. Given a subset
J ⊂ I, we let DJ denote the intersection
⋂
i∈J Di. Here we use the convention
D∅ = X . Now we define the expression
(4.2) {X,D} :=
∑
J⊂I
(−1)|J|DJ
in K0(DM
sp
k ). It is clear that the image of {X,D} in K0(DMk) under the homo-
morphism ϕ defined in (4.1) is equal to {X \D}. Indeed, this follows from a simple
argument using the principle of inclusion and exclusion. The notation is motivated
by the following lemma.
Lemma 4.1. The element {X,D} in K0(DM
sp
k ), as defined above, does not depend
on the particular choice of family {Di}i∈I .
Proof. Since K0(DMk) is additive for disjoint unions, it suffices to prove that the
expression (4.2) is well defined as a formal sum of smooth, irreducible, closed sub-
stacks of X . But clearly the group of such formal sums injects into the group Z|X|
via the map taking a substack to the characteristic function of its underlying topo-
logical subspace. In particular, the expression only depends on D =
⋃
i∈I Di by
the principle of inclusion and exclusion. 
Next, we investigate how expressions of the form {X,D} are transformed by
stacky blow-ups.
Proposition 4.2. Let (X,D) be a standard pair and let Z ⊂ X be a smooth
substack having normal crossings with D. Let X˜ be a stacky blow-up of X in Z and
let D˜ be the total transform of D to X˜. Then
{X˜, D˜} = {X,D} − {Z,Z ∩D}
in K0(DM
sp
k ). In particular, if the stacky blow-up is admissible in the sense that
Z ⊂ D, then {X˜, D˜} = {X,D}.
Proof. We index the components D˜i of D˜ by the disjoint union I˜ = {•} ∪ I, such
that D˜i is the strict transform of Di if i ∈ I and D˜• is the exceptional divisor of
the stacky blow-up. Rearranging the terms in the expression for {X˜, D˜} yields
(4.3) {X˜, D˜} =
∑
J⊂I
(−1)|J|
(
D˜J − D˜J∪{•}
)
.
For J ⊂ I, we let ZJ denote the intersection Z∩DJ =
⋂
i∈J(Z∩Di). Note that D˜J
is the stacky blow up of DJ in the center ZJ , and that D˜J∪{•} is the exceptional
divisor of this blow-up. Using the defining relations for K0(DM
sp
k ), it follows that
GROTHENDIECK GROUP OF DM-STACKS 13
the expression (4.3) equals∑
J⊂I
(−1)|J| (DJ − ZJ) = {X,D} − {Z,Z ∩D},
as desired. 
We are now ready to put the pieces together and prove that the ring homomor-
phism ϕ defined in (4.1) is an isomorphism.
Proof of Theorem 1.1. Let K0(DM
sq
k ) denote the Grothendieck group generated by
smooth, quasi-projective Deligne–Mumford stacks subject to the usual scissors re-
lations (1.1). We define a map
(4.4) K0(DM
sq
k )
ψ
−→ K0(DM
sp
k ), {U} 7→ {X,X \ U},
where U is a smooth quasi-projective Deligne–Mumford stack and X is a compact-
ification of U by a projective Deligne–Mumford stack such that the exceptional
locus D := X \ U is a simple normal crossings divisor. Such a compactification
exists by [Kre09, Theorem 5.3] combined with functorial resolution of singularities
and principalization.
We need to show that ψ is well defined. Let (X ′, D′) be another compactifica-
tion of U . Since X and X ′ are global quotient stacks, Theorem 3.7 applies and
the birational map (X,D) 99K (X ′, D′) factors weakly as a sequence of admissible
stacky blow-ups. Hence the expression {X,D} only depends on U by Proposi-
tion 4.2. Furthermore, if V ⊂ U is a smooth closed substack, then we can apply
functorial embedded resolution of singularities on the closure of V in X compatible
with D. Hence we may assume that we have a compactification U ⊂ X such that
the closure Z of V is smooth and has simple normal crossings with the exceptional
locus D = X \ U . In particular, the blow-up X˜ of X in Z is a compactification of
U \V with exceptional locus given by the total transform D˜. Hence Proposition 4.2
shows that ψ respects the scissors relations, so the map is indeed well defined.
Now consider the sequence of maps
K0(DM
sq
k )
ψ
−→ K0(DM
sp
k )
ϕ
−→ K0(DMk).
It is clear that the composition ϕ ◦ ψ equals the map induced by the inclusion of
categories, which is an isomorphism by Proposition 2.1. Thus in order to show
that ϕ is an isomorphism, it suffices to show that ψ is surjective. Assume that X
is an arbitrary irreducible, smooth, proper Deligne–Mumford stack. Now choose a
sequence of blow-ups
(4.5) Xn → · · · → X0 = X
in smooth centers such that Xn is a smooth, projective Deligne–Mumford stack.
Such a sequence exists by [Cho12, Theorem 4.3]. By the blow-up relations (1.3),
we have
(4.6) {Xi} = {Xi+1} − {Ei+1}+ {Zi}
where Zi ⊂ Xi is the center of the blow-up at step i in the sequence (4.5) and
Ei+1 ⊂ Xi+1 is the exceptional divisor. By induction on the dimension of X , we
may assume that {Ei+1} and {Zi} lie in the image of ψ. Hence we may assume
that the same holds for the right-hand side of (4.6) by descending induction on i.
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In particular, the class {X0} = {X} lies in the image of ψ, which concludes the
proof. 
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