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SUMMARY
This thesis investigates the generation of second harmonic bulk waves in the
presence of a free boundary. Second harmonic waves have proven to be useful in
the field of nondestructive evaluation to detect fatigue in a material at an early
stage. Since most experimental setups include a free surface, the influence of such a
boundary is of significant practical interest. As a result, the objective of this research
is to develop a quantitative understanding of the complete process of second harmonic
generation at a free boundary.
This research shows that the interaction of primary waves (with each other) in
the nonlinear framework leads to the generation of second harmonic bulk waves. We
distinguish between self-interaction of a single primary wave and the cross-interaction
of two different primary waves. The proposed approach uses the perturbation method
to solve the nonlinear equations of motion, and shows two fundamentally different
solutions. In the case of resonance, the secondary waves grow with propagation
distance. This is the most important practical case, since the growing amplitudes of
these waves should be easier to experimentally measure. In the second, non-resonant
case, the amplitudes of the secondary waves are constant.
The complete process of second harmonic generation is analyzed for an incident P-
and an incident SV-wave, with the primary and secondary fields given. Finally, the
degenerate case of normal incidence is presented. Normal and oblique incidence are
compared with regard to their feasibility in experimental setups. The specific behavior
of second harmonic waves propagating in aluminum is numerically determined. These
results enable a variety of physical insights and conclusions to be drawn from the




In the last century, the theory and the applications in the field on nondestructive
evaluation (NDE) have developed to a high level of expertise. The basic objective
of NDE is the detection of defects in the material by sending a wave into the solid
and then analyzing the response of the system. This means that the condition of the
specimen can be determined without destroying it, which is of course in many cases
preferred to destructive evaluation techniques. In its early stage, NDE was mostly
concerned with the detection of cracks in specimens, and experiments were based on
the principles of linear wave propagation. The linear equations involved have been
well understood for a long time, and as a consequence, linear theory and experiments
in NDE have developed rapidly and are well established by now.
However, the linear framework has certain limitations. Above all, the linear ex-
periments are only capable of detecting defects that already have become significant.
But at this stage, the probability of a fatal failure of the structure is high, and insight
from nondestructive experiments might come too late. Therefore, it is desirable to
measure parameters that are more sensitive, in order to detect changes in the mi-
crostructure of the material before a macroscopic crack appears. Such parameters
can be obtained by taking the nonlinearities of the material into account. The effects
caused by the material nonlinearities in the system are very small compared to the
linear effects, but they can help us to monitor the health of specimens in much more
detail.
Unfortunately, the consideration of material nonlinearities results in a much more
complicated analysis. When dealing with nonlinear waves, there are effects that have
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to be understood, both in theory and in experiments. One of these effects is the
generation of higher harmonic waves. In the linear setup, if one launches a wave of
circular frequency ω into the medium, only waves with the frequency of the excitation
frequency ω travel through the medium. In the nonlinear setup, there will appear
waves of frequencies that are multiples of the excitation frequency, i.e. there appear
waves with circular frequencies ω, 2ω, 3ω and so on. In weakly nonlinear materials
such as metals, the amplitudes of these higher harmonics are small compared to the
amplitudes of the fundamental waves. In fact, only the waves of frequency 2ω, which
are known as second harmonics, can be exploited in measurements. The amplitudes
of the higher harmonics are too small to be used for a reliable analysis.
The generation and measurement of second harmonic waves is a typical objective
for modern nonlinear ultrasonic NDE experiments, since these waves show a high
sensitivity to changes in the microstructure of the material. Therefore, it is necessary
to understand the nonlinear wave phenomena that govern the propagation of the
higher harmonic waves. While the linear problem is well understood, the mathematics
involved in the nonlinear framework are much more complicated. For instance, there
are only few cases in which an analytical solution to the nonlinear equations of motion
is available, which means that one can only seek an approximation of the solution.
The behavior of second harmonic waves after reflection at a free boundary is
of particular interest to the NDE community. The case of a free boundary appears
naturally in many real-world applications, and the involved equations become simpler
than in the case of other, more general boundary conditions. Another reason for the
large attention drawn to reflection phenomena is caused by the fact that the second
harmonics are not only generated when a wave travels through the bulk of a material,
but they are also influenced by the boundary at which they are reflected. Hence, the
question arises, if reflection at a free boundary can be used to increase the amplitude
of the second harmonics.
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In this thesis, we will analyze how the reflection at a free boundary affects the
generation of second harmonic waves. Therefore, the most important results of linear
wave propagation will be given in Chapter 2. This will be followed by an outline
of nonlinear wave propagation in Chapter 3. In Chapter 4, we consider two specific
cases, namely the incidence of a longitudinal wave and the incidence of a vertically
polarized shear (SV) wave, and derive the complete solution of the primary and
secondary wave field. In order to illustrate the results, a numerical simulation will
be performed and it will be shown how the second harmonic amplitudes develop for
the different situations. In Chapter 5, this work will be completed by presenting our
conclusions and giving an outlook on possible future impacts on NDE applications.
1.1 Literature Review
Many works have been published on linear wave propagation. For the basics of con-
tinuum mechanics, we refer to the book by Malvern [18]. We will use the definition of
the stress tensor as introduced in this book. As a reference on linear wave propagation
in general, the books by Graff [12] and Achenbach [1] can be recommended. Auld
[2] gives a detailed explanation of linear reflection processes at different boundaries,
including an illustration of Snell’s law and the complete derivation of the Fresnel
equations.
There is less literature available on nonlinear wave propagation. The book by
Landau and Lifshitz [17] contains a short chapter on nonlinear waves. Green [13]
gives an introduction into the generation of higher harmonics, which is based on the
work by Gol’dberg [11].
For the interaction of linear waves and the resulting generation of higher harmonics
in the bulk, the publications by Jones and Kobett [15], and Thompson and Tiersten
[23] can be recommended.
DeLima [9] and Mueller [19] give results on the generation of second harmonic
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Lamb waves in a thin plate. They both apply the perturbation method and a modal
expansion technique to obtain an approximate solution to the problem. Deng [10]
analyzed the problem of second harmonic Lamb wave propagation in a framework
similar to the one used in this thesis. This work will be explained in more detail later
on.
The process of reflection of nonlinear waves at different boundaries has been in-
vestigated by various researchers. Braun [4] analyzes the reflection of a P-wave under
normal incidence. Shu and Ginsberg [22] have used the method of characteristics to
solve the problem of oblique incidence of a P-wave at a free boundary. Zhou and Shui
[26] have used the perturbation method to derive a complete solution of the secondary
field. In this work, we mostly follow their framework.
There is a growing number of publications on experiments using second harmonic
waves. For instance, Kim et al. [16] have applied nonlinear ultrasonics to characterize
fatigue damage in a nickel-base superalloy. Pruell et al. [20] have used nonlinear
guided waves to evaluate plasticity-induced damage in an aluminum alloy.
1.2 Objective
The objective of this thesis is to summarize the results on nonlinear wave propaga-
tion, give physical insight into the process of second harmonic generation under the
presence of a free boundary and, finally, analyze how the second harmonic amplitudes
behave before and after reflection. To know how the amplitudes change with propa-
gation distance is important in order to choose the most efficient measurement setup
in an experiment.
1.3 Motivation
In order to illustrate the objective of this thesis, we give a simple example. Con-
sider the liquefied natural gas (LNG) storage tank shown in Fig.1.3. Such tanks
are frequently used to store liquefied gases at very low temperatures. They usually
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consist of double containers, where the inner container contains the LNG and the
outer container is filled with insulation materials. These tanks can be found on land,
but also on LNG carrier ships. Assume one wants to evaluate the state of fatigue of
such a tank. For practical reasons, only the outer surface of the tanks is accessible.
This motivates the measurement setups given in Fig.1.2. In both setups presented,
a transducer is used to send a wave into the material, the wave is then reflected at
the free boundary on the other side and finally measured when it arrives again at
the accessible surface. However, there is a crucial difference in the two techniques.
Fig.2(a) presents the case of oblique incidence, where the incident wave is reflected
under an angle and therefore returns to a different position, where it is measured by
Transducer 2. Hence, the reflected wave has not only traveled normal to the surface,
but it also propagated in the vertical direction. Fig.2(b) shows a similar setup. Now,
the wave is normally launched into the medium. As a consequence, the wave is nor-
mally reflected and returns to the location where it has been initiated. The same
transducer that has launched the incident wave can be used to measure the reflected
wave. In this thesis, it will be seen that the two setups show fundamental differences
when it comes to measuring second harmonic waves. In contrast to the simplicity of
these experimental setups, the generation of second harmonic waves in the bulk under
the presence of a free boundary must be analyzed carefully in order to evaluate the
response of the given system. This application shall motivate the analysis performed
in the remainder of this thesis.
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2.1 Linear Equations of Motion
In order to derive the equation of motion for an elastic solid, we state the balance of












ρ b dV. (2.1)
v is the body’s velocity field, t is the traction per unit mass and b represents the
body force per unit mass. Introducing indicial notation and setting v = u̇ with u











ρ bi dV. (2.2)
The traction ti can be expressed in terms of the components of the Cauchy-Stress-
Tensor σ and the components of the outward normal unit vector n by applying
Cauchy’s formula
ti = σji nj. (2.3)
With the divergence theorem,
∫
S




the surface integral in Eqs. (2.1) and (2.2) can be transformed into a volume integral.
Additionally rearranging terms to the right side results in
∫
V
[ρ ü− σji,j − ρ bi] dV = 0. (2.5)
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Since Eq. (2.5) has to hold true for an arbitrary volume V , one can conclude
ρ ü− σji,j − ρ bi = 0 (2.6)
or in vector notation
ρ ü −∇ · σ − ρ b = 0. (2.7)
Equations (2.6) and (2.7) are the equations of motion for an elastic solid, also known
as Cauchy’s Equations of Motion. In the absence of body forces, b = 0, the equations
of motion take the even more compact form
ρ ü = σji,j (2.8)
or
ρ ü = ∇ · σ. (2.9)
Applying the principle of angular momentum shows that the Cauchy stress tensor
must be symmetric,
σij = σji. (2.10)
For a more detailed derivation of the equations of motion, we refer to the books by
Achenbach [1] and Malvern [18].
2.2 Compatibility Equations
The compatibility equations give a relationship between the strain ǫ and the dis-
placement u. If only small deformations are considered, higher order terms can be









(ui,j + uj,i). (2.12)
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2.3 Constitutive Equations
For the linear case, the relationship between stress σ and strain ǫ is given by
σij = λ ǫkk δij + 2µ ǫij (2.13)
where λ and µ are the second-order elastic constants, also known as Lamé constants,
and δij is the Kronecker delta. Using the compatibility equations from the previous
section, one arrives at
σij = λukk δij + µ(ui,j + uj,i). (2.14)
2.4 Plane Waves
Applying the constitutive equations and the compatibility equations to the equations
of motion derived in 2.1 and neglecting body forces leads to the expression
ρüi − (λ+ µ)uk,ki − µui,kk = 0 (2.15)
or
ρü − (λ+ 2µ)∇(∇ · u) − µ∇2u = 0 (2.16)
Using the identity
∇2u = ∇(∇ · u) −∇× (∇× u) (2.17)
yields
ρü − (λ+ 2µ)∇(∇ · u) + µ∇× (∇× u) = 0. (2.18)
In this thesis, plane harmonic waves propagating in an isotropic medium are consid-
ered. Assume our medium to be of infinite dimensions in the x and y direction. No
generality is lost if one lets the wave normal n lie in the x,z-plane. This plane will









Figure 2.1: Vertical and Horizontal Planes in an Infinite Halfspace.
This setup is illustrated in Fig.2.1. Now assume a plane wave u with components
u1 = u1(x, z, t), u2 = 0, u3 = u3(x, z, t). (2.19)
Note that this wave only has displacements in the vertical plane. In this thesis, we
will restrict ourselves to this case of in-plane motion. Furthermore, notice that the
displacements are independent of the y-coordinate, ∂
∂y
= 0. Therefore, from now on
only the x− and z− coordinate will be considered and thus, the problem reduces to
two dimensions.
There are two fundamental waves that have to be considered as a solution to the
equation of motion: Longitudinal or primary (P-) waves and transverse or shear (S-)
waves. Since we only consider in-plane motion, the shear waves can be specified as
shear waves in the vertical plane, also known as SV-waves.
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2.4.1 Time-harmonic Plane Waves
A plane harmonic displacement wave propagating with phase velocity c0 in a direction
defined by the propagation vector k is in general represented by
u = Ud cos(ωt− kx) (2.20)








−1 is the imaginary unit, U is the wave’s amplitude, d is the unit
displacement vector. ω = c0k is the circular frequency and k is the wave number
being defined by k = ‖k‖. The additional term c.c. refers to the complex conjugate







































We also point out that some of our references, e.g. the book by Achenbach [1], use a
different notation, namely
u = Ud ej(ωt−kx). (2.23)
This representation must be accompanied by the statement that only the real part
of this term represents the physical wave. Taking the real part leads to Eq.(2.20).
The wave representations Eqs. (2.21) and (2.23) can be used equivalently, as long
as one keeps in mind that taking the real part ℜ is a linear operator and therefore
must be applied to primary waves. It cannot be applied to higher harmonics, which
are generated by a nonlinear operation (i.e. multiplication). In the remainder of this
thesis, we a representation of form (2.23) will be used. Whenever this representation
needs special attention, it will be mentioned.
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2.4.2 P-Waves
A P-wave has its displacement in the same direction as the direction of propagation,

















ej(ωt−kP x sin θP−kP z cos θP ) (2.24)
where UP is the amplitude of the wave, θP defines the direction of propagation and
displacement as illustrated in Fig. 2(a), ω is the circular frequency and kP is the


















For the wavenumber, we have kP =
ω
cP
, where cP is the longitudinal wave speed. In






It can easily be shown that the P-wave is irrotational, i.e. the curl of this vector
field vanishes, ∇×u = 0. This results in the simpler equation of motion for a P-wave
üi − c2Pui,kk = 0. (2.27)
2.4.3 SV-Waves
An SV-wave has its displacement in the direction perpendicular to the direction of

















ej(ωt−kS sin θSx−kS cos θSz) (2.28)
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where US, θS and ω have similar meaning as in the case of a P-wave. Note that the


















with the wavenumber kS =
ω
cS






Fig.2(b) illustrates the SV-wave. It can be shown that this wave is solenoidal, i.e.
the divergence of this vector field becomes zero, ∇ · u = 0. A simpler equation of
motion for an SV-wave is given by
üi − c2Sui,kk = 0. (2.31)
For the remainder of this thesis, waves will be illustrated by an arrow representing
the wave vector and a bold arrow representing the displacement. Whether the corre-
sponding wave is of P- or SV-type will also be indicated by its indices: uPi represents
an incident P-wave, whereas uSr represents a reflected SV-wave.
2.5 Linear Reflection at a Free Boundary
In this work, reflection of plane waves at a free boundary will play an important role.
Therefore, the basic laws of linear reflection are outlined briefly. Namely, these are
Snell’s law, which gives a relationship of wavenumbers and propagation angles for
incident and reflected waves, and the Fresnel formulae, which can be used to derive
the amplitudes of the reflected waves if the amplitude of the incident wave is known.
2.5.1 Snell’s Law
Incident and reflected waves have to satisfy Snell’s law given by













(b) Shear Vertical or SV-Wave.
Figure 2.2: Illustration of Plane Waves.
with kR being the wavenumber of the reflected wave and θR being the angle of reflec-
tion. Also see Fig. 2.3 and the book by Auld [2].
2.5.2 Fresnel Formulae
For a detailed derivation of the Fresnel equations which also includes the case of a rigid
boundary, the interested reader is referred to the books by Auld [2] and Graff [12].
In the following, only the results that are important for this work are summarized.
2.5.2.1 Reflection of an Incident P-Wave

















ej(ωt−kP x sin θP +kP z cos θP ) (2.33)
propagating in an infinite half-space. Let us assume a free boundary, which means
that the tractions have to vanish at z = 0,
σ31|z=0 = 0 (2.34)








kP sin θP kR sin θS
Figure 2.3: Illustration of Snell’s Law.

















ej(ωt−kP x sin θP−kP z cos θP ) (2.36)
If one derives the expressions for the stresses at the boundary given by Eqs. (2.34)
and (2.35), it can be seen that these equations cannot be satisfied if there is only a

















ej(ωt−kSx sin θS−kSz cos θS). (2.37)
This reflection of an incident P-wave as a P-wave and an SV-wave is known as mode
conversion. The obtained linear wave field is illustrated in Fig. 2.4.
The amplitudes UPr and USr of the reflected waves can be derived using the









Figure 2.4: Mode Conversion of an Incident P-Wave.
UPr =
sin(2θP ) sin(2θS) − λ+2µµ cos2(2θS)
















Note that the amplitudes of the reflected waves depend on the elastic constants,
the angles θP and θS, as well as the incident wave’s amplitude UPi , but not on the
























are shown for aluminum as a function of the incident angle θP .
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Figure 2.5: Linear Reflection Coefficients for an Incident P-Wave.
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2.5.2.2 Reflection of an Incident SV-Wave

















ej(ωt−kSx sin θS+kSz cos θS), (2.41)
similar results can be obtained. At the free boundary, the incident SV-wave is reflected
as a P-wave and an SV-wave. However, it is important to note that the reflected P-








For incident angles θS > θcr, the incident SV-wave is totally reflected and the P-wave
becomes a longitudinal surface wave decaying with depth. This can be understood by
taking a look at the expression for the critical angle (2.42): For θS > θcr, we obtain




1 − sin2 θP = ±j
√
sin2 θP − 1. (2.43)
For a P-wave of type (2.21), we obtain
u = Ud ej(ωt−kP x sin θP +kP zj
√
sin2 θP−1) (2.44)
= Ud ej(ωt−kP x sin θP ) e−kP z
√
sin2 θP−1 (2.45)
which is the mathematical representation of a wave that travels in x-direction and
decays in z-direction. Hence, for incidence angles θS > θcr, a P-wave that travels
along the surface and decays with depth is obtained. Mode conversion of an incident









Figure 2.6: Mode Conversion of an Incident SV-Wave.
As before, the amplitudes UPr and USr of the reflected waves can be derived using













sin(2θP ) sin(2θS) − λ+2µµ cos2(2θS)





























are shown for aluminum as a function of the incident angle θS.
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ΓSP = |UPr/USi |
ΓSS = |USr/USi |















In this chapter, we extend our view to the case in which nonlinear effects are not
negligible any longer. We have to keep in mind that we obtain the linear equations
derived above in the case when we consider the nonlinear problem and neglect terms of
quadratic and higher order. Considering geometric and material nonlinearities makes
it necessary to deal with a couple of interesting effects, such as the generation of
higher harmonic waves, as illustrated in Fig.3.1. The understanding of the generation
of these waves is still at an early stage, and the same holds true for their experimental
detection. Nevertheless, they prove to be very useful for nondestructive evaluation of
materials. In particular, measurement of the nonlinear parameters such as the third-
order elastic constants can be used to detect fatigue damage in the specimen at an
early stage. Applying nonlinear techniques therefore enables us to detect endangered
parts in the material before an actual crack appears. Kim et al. give an example of
such a technique using nonlinear ultrasonic waves [16].
There is no exact analytical solution to the nonlinear equations of motion. How-
ever, the nonlinear boundary value problem that is affiliated with the propagation of

















Figure 3.1: Wave Propagation in the Linear and Nonlinear Framework.
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value problems using the perturbation method. This makes it possible to come up
with a successive approximation of the solution, and this approach has been used
frequently in the past [15, 27, 26, 8, 5].
The interaction of nonlinear elastic waves will also be explained in this chapter,
since this process plays an important role in the generation of second harmonic waves
in the bulk. Finally, the general solution to the equations of motion will be derived,
which consists of a homogeneous and a particular solution.
3.1 Nonlinear Equations of Motion
In the linear framework, only considered infinitesimal deformation is considered. How-
ever, finite deformation and energy absorbing mechanisms in microscale can lead to
nonlinear effects [13], which make it necessary to investigate the case of finite de-
formation. Finite deformation can be described from two different viewpoints: The
Lagrangian formulation, which describes strain in the initial state, and the Eulerian
formulation, which describes strain in the deformed state.
3.1.1 Equations of Motion
In the case of finite deformation, the Cauchy stress tensor cannot be applied any
longer. Instead, the Piola-Kirchhoff stress tensors are used to express the stresses
relative to the reference or initial configuration. The equations of motion in terms of
the first Piola-Kirchhoff stress tensor P are given by









where aj is the coordinate describing the reference state of the considered particle,
{a1, a2, a3} = {x, y, z} (3.3)
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3.1.2 Piola-Kirchhoff Stress Tensors for an Isotropic Medium
The first Piola-Kirchhoff stress tensor P can be expressed in terms of the second
Piola-Kirchhoff stress tensor S and the deformation gradient F = I + ∇u with I
being the second-order identity tensor,
P = S · F T = S · (I + u∇) (3.4)
or
Pij = SikFkj = Sik(δkj + uk,j). (3.5)
It is important to note that the first Piola-Kirchhoff stress tensor P is not symmetric.
Many writers use the transpose of P to formulate the equations of motion [11, 22, 26],
whereas in this work, we follow the definition by Malvern [18]. Now consider the
second-order elastic constitutive law for an isotropic medium derived by Renton [21]
Sij = λEkkδij + 2µEij + δij(CEkkEll + BEklElk) + 2BEkkEij + AEjkEki. (3.6)
A, B and C are the third-order elastic constants (TOECs) introduced by Landau and




(ui,j + uj,i + uk,iuk,j). (3.7)
Note that there exist different forms of third-order elastic constants in the literature.
Namely, one can find the constants introduced by Landau and Lifshitz, A,B, C, those
introduced by Murnaghan, l,m, n and in the standard tensor notation used by Brug-
ger, Cijk. The relations between the different constants are given in the book by
Green [13]. Combining Eqs. (3.5), (3.6) and (3.7) leads to the final expression for the
24















































































Note that this expression consists of a linear part that equals the expression for the
Cauchy stress tensor (2.14) and a nonlinear part of second order in ui. Hence, one

























































































































































































The equations of motion given by Eq.(3.12) together with the relevant boundary
conditions represent a nonlinear boundary value problem (BVP). We can apply the
perturbation method to derive an approximate solution to the problem. For the
derivation of a second-order approximation, assume that the total displacement field
can be written as
u = u(1) + u(2), (3.15)
where u(1) is called the primary solution and u(2) is called the secondary solution.
The primary solution is associated with the linear part of the BVP, whereas the
secondary solution arises due to nonlinearities. However, for this approach to be
valid, the perturbation condition
|u(2)| ≪ |u(1)| (3.16)
has to hold true. Eq. (3.16) implies that u(1) is the dominant solution and u(2)
is a small correction to u(1). We remind the reader that the perturbation method
will result in an approximate solution, and it can only be applied if the perturba-
tion condition is satisfied. However, for the generation of second harmonic waves,
26
experiments suggest that this is usually the case in most solid state materials. The
generated second harmonic field is of much smaller amplitude than the primary wave






























The right hand side of this equation contains terms in u(1)·u(1), u(1)·u(2) and u(2)·u(2).




































































Hence, the nonlinear BVP (3.19) has been replaced by the linear homogeneous BVP
(3.20) and the linear inhomogeneous BVP (3.21). Once the homogeneous BVP has
been solved for the primary field u(1), the forcing term on the right-hand side of the
inhomogeneous BVP can be computed. Solving the inhomogeneous BVP yields the
desired secondary solution u(2).
As in the linear case, the curl of a P-wave field and the divergence of an SV-wave





























where c0 is either the longitudinal wave speed cP or the shear wave speed cS.
Note that the outlined perturbation procedure can also be applied successively
if one wants to compute higher order solutions u(3), u(4) and so on. As mentioned
before, the amplitudes of the higher harmonics are orders of magnitude smaller, and
therefore we will limit ourselves to the second order terms in this work. For more
details on the perturbation method, the reader is referred to the book by Bender and
Orszag [3].
The complete solution of the nonlinear boundary value problem is outlined in
Fig.3.2.
3.3 Bulk Interaction of Elastic Waves
Whenever consider nonlinearities in an elastic solid are considered, interaction effects
of the waves present in the bulk must be taken into account. In general, one can
say that a wave can interact with itself (self-interaction) or two different waves can
interact with each other (cross-interaction). In both cases, such an interaction will
result in the generation of a new secondary wave. Which waves will be created
depends on the types of the interacting waves (P-, SV- or SH-waves). Again, this is
a purely nonlinear phenomenon and thus, the principle of linear superposition does
not hold. There is no interaction of waves in an elastic solid if we restrict ourselves
to a linear framework.
In the following, it will be clarified how different waves interact with each other.
This plays an important role in determining the right-hand side of the linear inho-
mogeneous BVP (3.21).
As derived above, the right hand side of Eq.(3.21) can be given in terms of the
28
Nonlinear Equations of Motion (1)
Nonlinear Equations of Motion (2) First Piola Kirchhoff Stress Tensor
2 Linear Boundary Value Problems Perturbation Method
2 Linear BVPs in Displacement Assumption of P- and SV-Waves
































































































∇× uP = 0 ∇ · uS = 0
u(1), u(2)
P31 (u) |z=0 != 0
P33 (u) |z=0 != 0
Figure 3.2: Solution Procedure for the Nonlinear BVP.
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Eq. (3.24) contains products of exponential terms. It is important to remember
that we are only interested in the real part of every exponential term, since this part











The result of this multiplication is
1
2
{cos (2ωt− (kI + kII)x)} + cos ((kI + kII)x)} . (3.26)
However, in this thesis we are only concerned about the time-dependent terms (har-




{cos (2ωt− (kI + kII)x)} . (3.27)




As in the case for the primary wave, this representation necessitates to keep in mind
that only the real part of (3.28) represents the physical wave. If one considers the
interaction between two primary waves of same frequency ω and amplitudes UI and
30
UII , wavenumbers kI and kII , it can be seen that the resulting right-hand side in Eq.
(3.21) can be written as
1
ρ
∇P NL = βbulkUIUIIej(2ωt−kx sin θ−kz cos θ)d (3.29)
where βbulk is a nonlinear parameter, k is the resulting wave number and d is the
displacement vector. In the following sections, we will outline how to derive the
nonlinear parameters βbulk for different cases of interaction. The index bulk indicates
that this nonlinear parameter is only due to bulk interaction, i.e. the boundary does
not affect it. Note that the factor
1
2
derived above is included in this parameter.
For more information on the interaction of elastic waves, the work by Gol’dberg [11]
and Jones and Kobett [15] is recommended. Due to the tedious algebra involved in
the derivation process, Mathematica [24] was used as a tool to simplify symbolic
expressions. The expressions needed for the cases considered in Chapter 4 are given
in the Appendix.
3.3.1 Self-Interaction
In the case of self-interaction, u(1) will only consist of a single wave
u(1) = U Ie
j(ωt−kIx sin θ−kIz cos θ), (3.30)
where U I represents the amplitude and kI the wavenumber of the considered wave.
Plugging this general form of a wave into Eq. (3.24) will result in








(U I · U I) (kI · kI) kI




+ 3B + 2C
)




ej(2ωt−2kIx sin θ−2kIz cos θ)
(3.31)
The wave vector of the generated second harmonic wave is given by
k = 2kI . (3.32)
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In the follwing, expression (3.31) will be used to determine the parameters βbulk
corresponding to the self-interation of different waves.
3.3.1.1 Self-Interaction of a P-Wave
In order to determine the forcing term due to self-interaction of a P-wave, set

































After some simplifications, we obtain


















ej(2ωt−2kP x sin θP−2kP z cos θP ),
(3.34)






(3λ+ 6µ+ 2A + 6B + 2C) (3.35)
The prior index P indicates that the nonlinearity parameter corresponds to a P-
wave, which is determined by the displacement vector. The two posterior indices PP
indicate that this nonlinearity parameter is caused by self-interaction of the primary

















is the well-known acoustic nonlinearity parameter for a lon-
gitudinal wave [23].
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3.3.1.2 Self-Interaction of an SV-Wave
Accordingly, to determine the forcing term due to self-interaction of an SV-wave, set

































After some simplifications, one obtains

























ej(2ωt−2kSx sin θS−2kSz cos θS), (3.38)













Hence, the bulk interaction of an SV-wave with itself leads to a P-wave. There is no
bulk nonlinearity corresponding to an SV wave, i.e.
Sβ
bulk
SS = 0. (3.40)
3.3.2 Cross-Interaction
In the case of cross-interaction, the forcing term in Eq. (3.24) will become
33





































































(kI · kII) (U II · kII) U I
+ (λ+ B) (kI · kI) (U II · kII) U I + (λ+ B) (kII · kII) (U I · kI) U II


























ej(2ωt−(kI sin θI+kII sin θII)x−(kI cos θI+kII cos θII)z)
(3.41)
The wave vector of second harmonic waves generated by cross-interaction is given by
k = kI + kII (3.42)
Expression (3.41) can be used to obtain the bulk nonlinearity parameters βbulk cor-
responding to the cross-interaction of two waves. Since the expression above is some-
what lengthy, Mathematica was used to determine the exact expressions of the
parameters. In the following, we explain the general procedure to obtain these pa-
rameters. The complete expressions for the interactions needed in Chapter 4 are given
in the appendix.
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3.3.2.1 Cross-Interaction of two P-Waves
Consider two P-waves of the same frequency propagating in two different directions,



































































No general solution is given here but instead we refer to the appendix. However, we
point out that the cross-interaction of two P-waves in the bulk will always result in a




3.3.2.2 Cross-Interaction of two SV-Waves
Now consider two SV-waves of the same frequency propagating in two different di-
rections,



































































As a result, the cross-interaction of two SV-waves in the bulk results in a second
harmonic P-wave characterized by Pβ
bulk
SISII
. As in the case of self-interaction of an






3.3.2.3 Cross-Interaction of a P- and an SV-Wave
For the final case of cross-interaction of a P- and an SV-wave, assume two waves given
by



































































Again, we do not give the general result due to a lack of space but refer to the
appendix. Note that the interaction of a P- and an SV-wave will result both in a
second harmonic P-wave and a second harmonic SV-wave. The corresponding bulk









The self- and cross-interaction of the different elastic waves is illustrated in Fig.
3.3.
3.4 General Solution of the Equations of Motion
In the following section, a general solution to the equations of motion will be derived.
This solution contains several unspecified constants, which will be determined in the
next chapter for each specific problem. This solution follows the outline made by
Zhou and al. [26]. However, the result will be different due to a different choice of
parameters.
After application of the perturbation method and the right-hand side is replaced
36
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Figure 3.3: Self- and Cross-Interaction of Elastic Waves.
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j(2ωt−kx sin θ−kz cos θ)di. (3.51)
Using an ansatz, the linear homogeneous BVP (3.50) can easily be solved for the
primary field u(1) to be
u(1) = Aej(ωt−k0x sin θ−k0z cos θ)d, (3.52)
where A is an undetermined constant. In Chapter 4, it will be seen that the primary
field caused by linear reflection of the incident P-wave also represents the solution to
Eq. (3.50) and is of the form (3.52).
The solution to the inhomogeneous problem (3.51) is slightly more difficult. In the
following, we will derive the solution to this problem which consists of a homogeneous
solution and a particular solution.
3.4.1 Homogeneous Solution
Before we begin to derive the desired solution, we note that the left-hand side and the
right-hand side of equation (3.51) should have the same kinf of displacement vector.







j(2ωt−kx sin θ−kz cos θ). (3.53)





j(2ωt−2k0x sin θ−2k0z cos θ), (3.54)
where B is a constant to be determined.
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3.4.2 Particular Solution
For the particular solution, use an ansatz
u
(2)
part = (Cx+Dz + E) e
j(2ωt−kx sin θ−kz cos θ). (3.55)




(Cx+Dz + E) + 2jc20kA sin θ + 2jc
2
0kB cos θ = β
bulkUIUII . (3.56)
Since the right-hand side of the latter equation does not contain any terms in x and
z, the left-hand side cannot either. This leads to the two cases of resonance and
non-resonance.
3.4.2.1 Non-Resonant Case
In the non-resonant case, it holds
k 6= 2k0. (3.57)
Thus, in order to satisfy Eq. (3.56),
C
!
= 0 and D
!
= 0. (3.58)















ej(2ωt−kx sin θ−kz cos θ). (3.60)
3.4.2.2 Resonant Case
In the resonant case, the resonance condition
k = 2k0 (3.61)
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must be satisfied. Applying ω = c0k0 shows that this choice of k makes the terms in
x and z vanish. There are three remaining constants, C, D, E, where C and D are









































































βsurf sin θ x+
(







ej(2ωt−2k0x sin θ−2k0z cos θ).
(3.66)
3.4.3 Complete Solution
It is now possible to give the complete solution consisting of the homogeneous solution
and the particular solution.
3.4.3.1 Non-Resonant Case






ej(2ωt−kx sin θ−kz cos θ)




γsurf = B. (3.68)
However, note that the part
γsurfej(2ωt−2k0x sin θ−2k0z cos θ) (3.69)
does not satisfy Snell’s law for angles θ corresponding to waves generated by cross-
interaction. Therefore, this part of the solution is excluded. The same result is
achieved if one keeps this part and applies the boundary conditions. It can be seen,
that these parts must vanish, because there will be no matching exponential terms.
3.4.3.2 Resonant Case





βsurf sin θ x+
(





ej(2ωt−2k0x sin θ−2k0z cos θ)
+ γsurfej(2ωt−2k0x sin θ−2k0z cos θ).
(3.70)
The parameter γsurf is the amplitude of the part of the solution that is not growing
with x and z. It is given by
γsurf = B + E. (3.71)
Since the part
γsurfej(2ωt−2k0x sin θ−2k0z cos θ) (3.72)
now satisfies Snell’s law, it does not vanish in general.
Note that the parameters βsurf and γsurf can only be determined by applying the
boundary conditions, which have not yet been considered. Their indices surf will
remind the reader of this in the following.
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Notice that there is a substantial difference in the two solutions: While the solu-
tion in the case of resonance is accumulating with growing x and z, the non-resonant
solution does not show this feature. As a matter of fact, second harmonic waves
that are growing with propagation distance have been observed in many experiments
[16, 20]. The accumulating second harmonic is of great interest to the field of non-
destructive evaluation, since it is often easier to measure than the second harmonic
with constant (very small) amplitude.
3.5 Boundary Conditions
The general solution for the equations of motion given above is not yet unique since
there are unknown constants βsurf and γsurf . These can only be determined for
specific boundary conditions. Again, the perturbation method will be applied to
these boundary conditions.
In general, the stress is given by the Piola-Kirchhoff stress tensor given above. For
the case of a free surface , the boundary conditions are given by
P31|z=0 != 0 and P33|z=0 != 0. (3.73)
Assuming the solution to be of the form



















































have been used. The linear stresses in u(1) satisfy the linear boundary conditions


















|z=0 = 0. (3.79)






















SECOND HARMONIC GENERATION AT A FREE
BOUNDARY
With the theoretical background given in the last chapters, we can now approach
the problem of the generation of second harmonic waves under presence of a free
boundary. We will separately consider the case of an incident P-wave and an incident
SV-wave. These cases are both of great interest for actual experiments. Using the
general solution given above, we will give expressions for all involved waves. Then
we will apply the boundary conditions in order to determine the unknown constants,
which will lead to the complete solution.
Once the complete solution to this problem is known, we will investigate how
the boundary influences the generation of the second harmonic waves. We will then
discuss the accumulation behavior of the created second harmonics and which incident
angles allow an easy measurement of the second harmonics. These results make it
possible to choose an experimental setup that could measure nonlinearities in an
efficient and practical way, since we only need access to one surface.
For the numerical studies in this chapter, we choose aluminum as our medium,
since its behavior is well understood and its material properties are well known.
For our purposes, we assume aluminum to be isotropic. The material properties for
aluminum are taken from [19]. The values are given in Tables 4.1. For the numerical
study, we assume an incident ultrasonic wave of frequency f = 5 MHz, amplitude
UPi = 1 · 10−10 m or, in the case of an incident SV-wave, USi = 1 · 10−10 m. The
specimen we consider has a thickness of L = 0.2 m.
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Table 4.1: Material Properties of Aluminum.
ρ cP cS λ µ A B C
2700 kg/m3 6320m/s 3130m/s 54.9GPa 26.5GPa −320GPa −200GPa −190GPa
Table 4.2: Parameters Used for Numerical Analysis.
Amplitude UPi Frequency f Thickness of Specimen
1 · 10−10 m 5MHz 0.2m
4.1 Incidence of a P-Wave
In this section, we consider an obliquely incident P-wave, its linear reflection at a free
boundary and the generated secondary field. The complete solution for this case is
given and the primary and secondary wave fields are presented.
4.1.1 Problem Setup for Oblique Incidence
Assume our medium to be isotropic and infinite in the x− and y−direction and of
finite thickness L in z−direction. Now let a P-wave of amplitude UPi be incident

















ej(ωt−kP x sin θP +kP z cos θP ). (4.1)
This wave could be excited using a longitudinal wave source located at x = −L tan θP ,

















ej(ωt−kP x sin θP +kP z cos θP−φ) (4.2)
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where φ is a phase shift determined by the exact location of the source. The boundary
conditions are determined by a stress-free surface at z = 0. Also see Fig. 4.1 for the
problem setup.
4.1.2 Primary Wave Field
As shown in Section 2.5, mode conversion at the free boundary leads to simultaneous
occurrence of a reflected P-wave and a reflected SV-wave. Their reflection angles are
determined by Snell’s law (2.32), and the amplitudes of the linearly reflected waves






















ej(ωt−kSx sin θS−kSz cos θS)
(4.3)
and illustrated in Fig. 4.1. In Fig. 4.2, show the amplitudes of the primary waves in
aluminum are shown. Note that the presented absolute values result from the Fresnel
formulae (2.38) and (2.39) using the parameters given in Tables 4.1 and 4.2.
4.1.3 Secondary Wave Field
The secondary wave field is caused by self- and cross-interactions of the primary































Note that the index on the left side of each wave indicates its type (P for a longitudinal
wave, S for a shear vertical wave), whereas the other indices on the righ side are
showing which primary waves generate the secondary wave under consideration. If
these two indices are the same, e.g. P u
(2)
PiPi
















Figure 4.1: Primary Wave Field for an Incident P-Wave.





















Figure 4.2: Absolute Values of UPr and USr in Aluminum.
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If the indices are different, e.g. Su
(2)
PiSr
, the wave is caused by cross-interaction. For
each of the waves given in Eq. (4.4), one can find an explicit term according to the
solution procedure given in Section 3.4.3. These terms are given in Appendix B.1,
and the secondary field is illustrated in Fig. 4.3. The reader is also referred to Table
4.3 for details each secondary wave.
The wave vectors k of the generated waves are determined by the wave vectors
of the generating primary waves. For example, for the case of the second harmonic
wave generated by the incident P-wave and the reflected SV-wave, this means
kPiSr = kPi + kSr , (4.5)


















































In a similar way, one obtains


















































































































kS cos θS + kP cos θP
)
. (4.12)
The wave numbers can be derived from Eqs. (4.5), (4.7) and (4.9),
kPiSr =
√
(2kP sin θP )2 + (kS cos θS − kP cos θP )2, (4.13)
kPrSr =
√
(2kP sin θP )2 + (kS cos θS + kP cos θP )2, (4.14)
kPiPr = 2kP sin θP . (4.15)










Now consider the wave vectors for the waves generated by self-interaction of the
reflected waves. For the secondary P-wave generated by self-interaction of the incident
P-wave, we obtain












































































































The resulting wavenumbers can easily be obtained from Eqs. (4.19) to (4.23),
kPiPi = 2kP , (4.24)
kPrPr = 2kP , (4.25)
kSrSr = 2kS. (4.26)
Note that these are the case of internal resonance, and waves generated by self-
interaction will generally show a linear growth in the second order approximation.
4.1.4 Complete Solution
The general expression for the secondary wave field (4.4) is not unique since it contains
















is given by the initial conditions, i.e. the location of the source at
z = L. This leads to the expression for P u
(2)
PiPi




































Figure 4.3: Secondary Wave Field for an Incident P-Wave.
Table 4.3: Secondary Waves for P-Wave Incidence.

























































































Figure 4.4: Rotation of the Coordinate System.
Additionally, the surface parameter Pβ
surf
PiPi




because we assume the incident wave to originate far from the








This becomes clear, if one rotates the coordinate system such that the newly intro-
duced x′-coordinate coincides with the direction of propagation, as illustrated in Fig.














Now, if one assumes that a plane wave travels in an infinite medium, there is no
component that is growing with the z′-coordinate. This can only be satisfied for
βsurf = βbulk. (4.29)
In the following, this result will be important for the incident waves. Assuming this
wave to originate far from the boundary, Eq. (4.29) can be applied in the case of































































































































































Evaluating the boundary conditions at z = 0 yields two equations. However, the









|z=0 are independent of x. As a consequence, we ob-
tain two homogeneous equations in terms containing x and two equations without
x-dependency. Thus, there are four equations containing four unknowns, and the













sin(2θP ) sin(2θS) − λ+2µµ cos2(2θS)









































Normalized Accretion Factor for P uPrPr
Normalized Accretion Factor for SuSrSr










Figure 4.5: Nonlinear Accretion Factors for an Incident P-Wave in Aluminum.
are obtained. Note that these expressions are similar to the Fresnel formulae (2.38)






























are shown for different incidence angles θP in aluminum.






are determined, one can proceed by solving
the remaining two equations (without x-dependency) for PγPrPr and SγSrSr . These
two constants represent the amplitudes of the non-accumulating parts of the second
harmonics generated by self-interaction. Zhou and Shui [26] call these waves the freely
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propagating waves, because they are determined by the homogeneous solution of the
equation of motion without any excitation terms, in contrast to the accumulating
terms which are caused by the forcing terms as can be seen in Section 3.4. Since






, the remaining equations are solved numerically and the obtained values
are plotted for different incident angles. These plots are shown on a linear scale in
Fig. 4.6. Fig. 4.7 shows these constants plotted on a logarithmic scale in the same
way as in [25] and [26].
4.1.5 Second Harmonic Amplitudes
With the solution to the secondary wave field being known, one can perform a numeri-
cal simulation of an actual experiment to gain physical insight into how the amplitudes
55







































in Aluminum on a Logarithmic
Scale.
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of the second harmonic waves behave for different angles of incidence. In general, sec-
ond harmonics with large amplitudes are desirable for practical applications, because
they can be detected with a better signal-to-noise ratio. However, when choosing
an experimental setup, we also have to take some other aspects into consideration,
such as the inherent damping (attenuation and diffraction) of the propagating waves.
Additionally, one has to keep in mind that our solution is an approximation obtained
by applying the perturbation method. As a consequence, the chosen approach will
only be valid as long as the perturbation condition (3.16) is satisfied. In order to
overcome this drawback, Ginsberg and Shu [22] only use the perturbation method
to obtain qualitative information on the solution. Then, they compute the solution
applying the method of characteristics, which is explained in the book by Bender and
Orszag [3]. Our approach has the advantage of conceptual simplicity and straight-
forwardness, and since we are only interested in the behavior of the wave field in a
region close to the wave source, the present result can be considered to be sufficiently
precise.
In the following, it will be investigated how the second harmonics develop with
increasing propagation distance. A focus will be put on the secondary waves gen-
erated by self-interaction, since all other waves have much smaller amplitudes. The
considered waves are of particular interest for measurements, because they show the
accumulation feature, i.e. these waves have increasing amplitudes. The shown am-
plitudes were obtained by plotting the amplitudes (which are a function of both the
x− and z− coordinate as a function of the x− coordinate. Table 4.4 shows the am-
plitudes of all second harmonics that can be measured after reflection for an incident
angle of θP = 50
◦. We clearly see that the two waves generated by self-interaction






) have much larger amplitudes
than all other waves.
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Table 4.4: Amplitudes of Second Harmonics after Reflection at z = L.
































yes 1.73 · 10−13 m
If one wants to know how the amplitudes of the second harmonic waves develop
with propagation distance, specific rays of wavefronts have to be followed. On a ray,
the 2-dimensional problem can be reduced to a one-dimensional problem since one
coordinate can be expressed in terms of the other, as long as we follow the ray. For




z = − x
tan θP
. (4.38)





























































































Note that the expression for Su
(2)
SrSr
is constant. This is caused by the fact that there
is no bulk nonlinearity for an SV-wave. Hence, the second harmonic SV-wave does not
grow along the ray, although we have Sβ
surf
SrSr
6= 0. Now we can plot the amplitudes of
the second harmonics over the x-coordinate for different incidence angles. This is done




increases in a linear fashion from an amplitude of 0 at z = L (x = −L tan θP )
to its maximum at z = 0 (x = 0). The reflected second harmonic P-wave P u
(2)
PrPr
decreases from its maximum at z = 0 (x = 0) to its minimum at z = L (x = L tan θP ).
The reflected second harmonic SV-wave Su
(2)
SrSr
is constant along the ray we follow,
i.e. a ray from z = 0 and x = 0 to z = L and x = L tan θS.
Since the source and the receiver can only be attached to the surface at z = L,
only the amplitudes of the waves at this specific location are of interest. In Fig. 4.8, a
possible setup of transducers is shown. Transducer 1 will launch the incident P-wave








measured amplitudes are shown in Figs. 4.9 to 4.12 for incidence angles of 10◦, 30◦,




greater than the amplitude of the reflected P-wave P u
(2)
PrPr
. It also can be seen that
a greater incidence angle θP results in larger amplitudes. This is reasonable, since
a larger incidence angle causes a longer propagation distance. Hence, the second
harmonic amplitudes become larger. However, we have to keep in mind that large
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Figure 4.9: Second Harmonic Amplitudes for θP = 10
◦.
specimen considered depends on the incidence angle. If this length is too long in an
actual NDE experiment, one can only say that a defect or an area of higher fatigue is
somewhere in this large area. The smaller the angle is, the smaller is the considered
section of our specimen. Consequently, a small angle is preferable for an effective
detection of defects.
4.1.6 Second Harmonic Amplitudes for Increased TOECs
So far, only an undamaged specimen has been considered. However, the idea of
NDT is to detect flaws and, more recently, areas of high fatigue. As mentioned
before, the third order elastic constants A,B and C are very sensitive to changes in
the microstructure of the material. Therefore, a state of high fatigue will cause an
increase in these values. As a consequence, the nonlinear parameters β will change,
and the overall result will be an increase in the amplitudes of the second harmonic










































































































Figure 4.12: Second Harmonic Amplitudes for θP = 70
◦.
conclude that the nonlinear parameter has changed and the tested area is subject to
increased fatigue damage. For details on the influence of fatigue on the microstructure
of elastic solids, the work by Cantrell and Yost [7] is recommended. Herrmann et al.
have investigated the influence of fatigue on the nonlinear parameter in a nickel-base
superalloy [14]. They show that the nonlinear parameter of an aluminum specimen
subject to fatigue cycles will increase. The quantitative relationship between applied
fatigue and change in the elastic constants is beyond the scope of this thesis. We will
assumean increase in the third order elastic constants by 30%, and illustrate how the
simulated second harmonic amplitudes increase with this change. For quantitative
statements concerning the relationship between the elastic constants and the change
in second harmonic amplitudes, more research is certainly needed. For the new third
63
order elastic constants, assume
Afatigue = 1.3 · A (4.44)
Bfatigue = 1.3 · B (4.45)
Cfatigue = 1.3 · C, (4.46)
where Afatigue,Bfatigue and Cfatigue represent the increased third order elastic con-
stants. Again, it is pointed out that this increase in nonlinearity is fairly arbitrary
with the main purpose of illustrating how the measurement of second harmonic waves
can be used to detect fatigue in the material.










for the original values of A, B, C with the amplitudes of the
same waves for the increased TOECs, Afatigue, Bfatigue, Cfatigue. It can clearly be seen
that the increase in the TOECs causes an increase in the second harmonic amplitudes.
The increase is around 30%. Note that the increase in the third order elastic constants
causes an increase in the bulk parameters , βbulk (see the bulk parameters given
Appendix A.1), which in turn causes an increase in the second harmonic amplitudes.
4.1.7 Normal Incidence
For θP = 0 one obtains the interesting case of normal incidence. This case is much
easier to analyze, and therefore its solution can be used to get some insight in order
to understand the more complex problem of an obliquely incident wave. The con-
ceptual simplicity of this particular case is caused by a smaller number of waves that
contribute to the problem. Consider the Fresnel equations (2.38) and (2.39). For the
case of normal incidence, set θP = 0. Thus, the Fresnel equations reduce to
UPr = −UPi (4.47)


































Figure 4.13: Second Harmonic Amplitudes for θP = 50
◦. Shown are both the
amplitudes for the original third order elastic constants A, B, C, and the amplitudes
for the third order elastic constants increased by 30%. It can be seen that these
amplitudes are also increased by about 30%. Note that the propagation distance is























Figure 4.14: Wave Fields for Normal P-Wave Incidence.
This means that the incident P-wave is only reflected as a P-wave. There is no
reflected SV-wave. This results in the simple primary wave field illustrated in Fig.
14(a).


































The secondary field consists of an accumulating P-wave generated by self-interaction
of the incident P-wave, and an accumulating P-wave generated by self-interaction of
the reflected P-wave. The secondary field is illustrated in Fig. 14(b). There is no







For normal incidence, a 1-D problem is obtained. As a consequence, the general
solution obtained in Section 3.4 takes a simpler form. There is no βsurf . The influence
of the boundary is inherent in the parameter γsurf , which represents the amplitude
of the freely propagating second harmonic P-wave caused by self-interaction of the
































Since we only consider a 1-D problem, we only have one boundary condition to de-
termine the remaining unknown constant Pγ
surf
PrPr











which means that the normal stress at the free surface has to vanish. After some






























































Figure 4.15: Second Harmonic Amplitudes for Normal Incidence of a P-Wave.
Now the amplitudes of the second harmonic waves can be plotted as a function
of the z-coordinate. The increase and decrease of the second harmonics is shown in
Fig. 4.15.
It can be seen that P u
(2)
PiPi
, the second harmonic caused by self-interaction of the
incident P-wave, grows linearly as it propagates from z = L to z = 0. At z = 0, its
amplitude reaches a maximum. In contrast, P u
(2)
PrPr
decreases from its maximum at
z = 0 to an amplitude of 0 at z = L.
Note that the amplitudes of the second harmonic waves are now plotted as a
function of the coordinate z, since there is no x-dependency as in the case of oblique
incidence. Fig. 4.15 shows that although the second harmonic wave field increases
from z = L to z = 0, the measured amplitude at z = L is zero. This is due to the
reflection at the free boundary which causes the second harmonic field to decrease
linearly, contrary to the increase before reflection. As a consequence, normal incidence
of a P-wave cannot be used to measure second harmonics in reflection mode. However,
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normal incidence can still be useful if both surfaces can be accessed. In this case, the
second harmonic field can be measured at z = 0, where it has obtained its maximum.
For more information on the case of normal incidence, we refer to the research
done by Braun [4, 5]. In these works, not only a free, but also a rigid boundary is
investigated. The resulting plots for the free boundary are in agreement with the
results presented in this thesis.
4.2 Incidence of an SV-Wave
4.2.1 Problem Setup for Oblique Incidence
The setup is the same as in the case of an incident P-wave. However, the incidence
wave is now of SV-type. As in the previous case, mode conversion will occur which
determines the primary field. Self- and cross-interaction of the primary waves and
the influence of the boundary will lead to the secondary field. However, as outlined
in Section 2, the reflected P-wave will not occur for every incidence angle θS. For
θS > θcr, the P-wave will become a longitudinal surface wave that decays with depth.
As a consequence, the secondary field will also show different behaviors below and


















ej(ωt−kSx sin θS+kSz cos θS). (4.57)
Note that this wave could be excited using a shear wave source located at x =

















ej(ωt−kSx sin θS+kSz cos θS−φ) (4.58)
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where φ is a phase shift determined by the exact location of the source. Again, the
boundary conditions are determined by a stress-free surface at z = 0. The problem
setup for the incident SV-wave is illustrated in Fig.4.16.
4.2.2 Primary Wave Field
As shown in Section 2.5, mode conversion that occurs at the free boundary leads to
a reflected P-wave and a reflected SV-wave. The reflection angles are determined by
Snell’s law (2.32), and the amplitudes of the linearly reflected waves can be computed





















ej(ωt−kSx sin θS−kSz cos θS)
(4.59)
and illustrated in Fig.4.16. In Fig.4.17, the amplitudes of the primary waves in
aluminum are shown. These amplitudes can be obtained using the Fresnel formulas
(2.38) and (2.39) and the parameters given in Tables 4.1 and 4.2.
4.2.3 Secondary Wave Field
The secondary wave field is again caused by self- and cross-interactions of the primary

























is obtained. This representation of the secondary field is justified as follows. The
incident SV-wave will cause a second harmonic P-wave, P u
(2)
SiSi
. It will not cause
any SV-wave, because Sβ
bulk
SiSi






for a wave originating far

















Figure 4.16: Primary Wave Field for an Incident SV-Wave.











































cross-interaction of the incident SV-wave and the reflected P-wave can be neglected
since these waves have a wave vector that points out of the medium. However, in
the case of two layered media, the waves resulting from this cross-interaction must
be considered, since the generated second harmonic waves will travel in the second
medium. For the case of two media, we refer to the work of Zhou and Shui [26]. For
each of the waves given in Eq. (4.60), a complete expression is given in Appendix
B.2. A summary of these waves can also be found in Table 4.5.
The wave vectors k of the generated waves are determined by the wave vectors of
the generating primary waves as it was done for the incident P-wave. The angle Φ




kS cos θS + kP cos θP
)
. (4.61)
The required wave numbers can be derived as,
kSiSr = 2kS sin θS, (4.62)
kPrSr =
√
(2kP sin θP )2 + (kS cos θS + kP cos θP )2. (4.63)





Now consider the wave vectors for the waves generated by self-interaction of the
reflected waves. For the P-wave generated by self-interaction of the incident SV-
wave, one obtains












































































































The resulting wavenumbers can easily be obtained from Eqs. (4.66) to (4.70),
kSiSi = 2kS, (4.71)
kSrSr = 2kS, (4.72)
kPrPr = 2kP . (4.73)
Note that these are the cases of internal resonance, and waves generated by self-






























Figure 4.18: Secondary Wave Field for an Incident SV-Wave.
Table 4.5: Secondary Waves for SV-Wave Incidence.















































































































where the perturbation method has been applied. Again, this leads to a total of four
equations, two equations in x and two without x-dependency. Since the equations
































. This has been done numerically for aluminum. Fig.4.20 shows these constants
for different incidence angles θS. In Fig.4.21, the same constants are shown on a
logarithmic scale.
4.2.5 Second Harmonic Amplitudes
As in the case of an incident P-wave, we are interested in the behavior of the second
harmonic amplitudes. What makes the present case particularly interesting is the
75










Normalized Accretion Factor for P uPrPr
Normalized Accretion Factor for SuSrSr












Figure 4.19: Nonlinear Accretion Factors for an Incident SV-Wave in Aluminum.
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critical angle, θcr. Above this angle, there is no more reflected P-wave. Instead, there
is a longitudinal surface wave. This wave travels along the boundary and decays
with depth. In general, this wave is not very useful for the NDE experiment under
consideration. Nevertheless, surface waves (and Rayleigh waves in particular) prove
useful for long range surface inspection. Since there is no reflected P-wave above the
critical angle, there is also no second harmonic P u
(2)
PrPr
. If we plot the amplitudes























. Taking this into account, the amplitudes of the considered second har-
















































Note that the expression for Su
(2)
SrSr




, because the longitudinal surface wave is decaying exponentially




















































Hence, no significant amplitude of P u
(2)
PrPr
can be measured at z = L. The only wave
that remains interesting for an NDE experiment is Su
(2)
SrSr
. In Fig.4.22, we show the
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Figure 4.22: Measurement of Reflected Second Harmonics for SV-Wave Incidence,
θS < θcr.




longitudinal surface wave. It can be observed that the amplitudes above the critical
angle are much smaller. Below the critical angle, the reflected second harmonic P-
wave has the largest amplitude. Since this wave does not exist above the critical
angle, a measurement setup with an incidence angle below the critical angle seems
appropriate.
Figs.4.24 and 4.26 show the amplitudes of the considered second harmonics for
θS = 10
◦ and θS = 20
◦. Figures 4.25 and 4.25 show the amplitudes right before and
after the reflection. For the given material parameters, the critical angle is
θcr = 29.7
◦. (4.85)
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Figure 4.24: Second Harmonic Amplitudes for θP = 10
◦.
angle, namely θS = 50
◦ and θS = 70
◦.
4.2.6 Normal Incidence
The case of normal incidence of an SV-wave is a simplification of the case considered
above. Since the SV-wave is now propagating perpendicular to the surface, the SV-
wave is totally reflected as an SV-wave. The setup for normal incidence is shown in
Fig.30(a).
For the primary field, the amplitudes can be calculated using the Fresnel formulae,
USr = USi , (4.86)
UPr = 0. (4.87)
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The secondary field is made up by a second harmonic P-wave caused by self-interaction
of the incident SV-wave, and a reflected second harmonic P-wave caused by self-
interaction of the reflected first harmonic SV-wave. Also see Fig. 30(b). No second









































Note that there are actually three P-waves: One propagating in negative z-direction
















































































































































































































Figure 4.30: Wave Fields for Normal SV-Wave Incidence.
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and finally, another P-wave propagating in the positive z-direction with wavenumber





























































Now the amplitudes of the second harmonics can be plotted. Note that there are
only P-waves with constant amplitudes, as Fig.4.31 indicates. There are two reflected
second harmonic P-waves, one of them represesnts the homogeneous solution while
the other one represents the particular solution. Also note that all waves have small
amplitudes of order 10−16 or smaller. Therefore, normal incidence of an SV-wave





































The objective of this study is to analyze the generation of second harmonic waves
under the presence of a free boundary. A summary of the theory of linear wave
propagation has been given, with a focus on reflection of waves at a free boundary.
The nonlinear interaction of two primary bulk waves has been investigated. It has
been shown that there are two ways in which the primary waves can interact: self-
interaction and cross-interaction. Assuming a stress-free boundary, the nonlinear
equations of motion have been solved using the perturbation method. This shows
that there are two general types of solution:
1. The resonant case. In this case, the generated second harmonic waves show
the feature of accumulation, i.e. these waves grow in a linear fashion with
propagation distance. It has been shown that the resonant case can only occur
for second harmonic waves caused by self-interaction due to the requirement
of phase speed matching. Secondary waves caused by cross-interaction cannot
satisfy the resonance condition due to the lac of phase speed matching.
2. The non-resonant case. In this case, the generated waves have a constant am-
plitude.
The situation of an incident P- and an incident SV-wave has been analyzed. For
both incident waves, the primary and secondary fields have been derived and unknown
constants have been determined by applying the boundary conditions. It was seen
that the secondary field is significantly influenced by the free boundary. The behavior
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of the second harmonic amplitudes with propagation distance has been illustrated.
The results show that only the waves that satisfy the resonance condition are of
interest for measurements, because all other waves have vanishing amplitudes. Even
the accumulating waves have amplitudes of three to four orders of magnitude smaller
than the primary waves.
The degenerate case of normal incidence has also been presented. It has become
clear that normal incidence is not useful for the measurement of second harmonic
waves if only one surface is accessible. We therefore recommend the setup of oblique
incidence for one-sided measurements. It was seen that the incidence angle has crucial
influence on the obtained second harmonic amplitudes. In general, a greater incidence
angle will result in higher amplitudes, but at the same time, greater incidence angles
have disadvantages. In particular, a large incidence angle makes the area under
inspection large, and from our measurements, we can only conclude that a defect is
somewhere within this large area. As a consequence, choosing the incidence angle is
a trade-off between high harmonic amplitudes and area under inspection.
As a conclusion, one can say that oblique incidence of P- and SV-waves and their
reflection at a free boundary proves useful for the generation of second harmonic
waves.
5.2 Outlook
In this thesis, we have restricted ourselves to a purely analytical investigation and a
numerical simulation. The results of this work indicate that the setup of obliquely
incident waves and their reflection at a free boundary could have potential for appli-
cations in the field of nondestructive evaluation. However, experiments have to be
conducted in order to prove the existence of the waves that have been predicted in
this work. Such experiments will be challenging, since the second harmonic waves
have very small amplitudes, and nonlinearities caused by the measurement equipment
90
could make it difficult to obtain good results. However, since an actual NDE appli-
cation is the desired outcome of this research, such experiments will be essential to
evaluate the feasibility of the suggested one-sided measurement setup. At the same
time, further theoretical investigations are needed to affirm the results obtained in
this work. We remind the reader that the solution was obtained by applying the
perturbation method, therefore the derived solution is rather an approximation of
the solution. Different approaches should be applied, and the results from these
approaches should be compared to the results given in this thesis.
Therefore, future research should be focused both on theory and experiments, and











































[3λ+ 3µ+ A + 6B + 4C − (2λ+ 6µ+ 2A + 4B) cos(2θP ) (A.5)









− 2kP (λ+ µ) cos(θP ) + kS(4λ+ 8µ+ 2A + 4B) cos(θS) (A.6)
+ (λ+ 3µ+ A + 2B)(−kS cos(2θP + θS) − 3kP cos(θP + 2θS)





2kP (λ+ µ) sin(θP ) + kS(4λ+ 8µ+ 2A + 4B) sin(θS)
+ (λ+ 3µ+ A + 2B)(kS sin(2θP + θS) − 3kP sin(θP + 2θS)













− 2kP (λ+ µ) cos(θP ) + kS(4λ+ 8µ+ 2A + 4B) cos(θS) (A.7)
+ (λ+ 3µ+ A + 2B)(−kS cos(2θP + θS) − 3kP cos(θP + 2θS)





2kP (λ+ µ) sin(θP ) + kS(4λ+ 8µ+ 2A + 4B) sin(θS)
+ (λ+ 3µ+ A + 2B)(kS sin(2θP + θS) − 3kP sin(θP + 2θS)











2kP (λ+ µ) sin(Φ − θP ) (A.8)
+ kS(λ+ 3µ+ A + 2B) sin(Φ + 2θP − 3θS)
+ kP (3λ+ 9µ+ 3A + 6B) sin(Φ + θP − 2θS)
+ kS(4λ+ 8µ+ 2A + 4B) sin(Φ − θS)
− kS(λ+ 3µ+ A + 2B) sin(Φ − 2θP + θS)









2kP (λ+ µ) cos(Φ − θP ) (A.9)
+ kS(λ+ 3µ+ A + 2B) cos(Φ + 2θP − 3θS)
+ kP (3λ+ 9µ+ 3A + 6B) cos(Φ + θP − 2θS)
+ kS(4λ+ 8µ+ 2A + 4B) cos(Φ − θS)
− kS(λ+ 3µ+ A + 2B) cos(Φ − 2θP + θS)
− kP (λ+ 3µ+ A + 2B) cos(Φ − 3θP + 2θS)
]
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− 2kP (λ+ µ) cos(θP ) + kS(4λ+ 8µ+ 2A + 4B) cos(θS) (A.16)
+ (λ+ 3µ+ A + 2B)(−kS cos(2θP + θS) − 3kP cos(θP + 2θS)





2kP (λ+ µ) sin(θP ) + kS(4λ+ 8µ+ 2A + 4B) sin(θS)
+ (λ+ 3µ+ A + 2B)(kS sin(2θP + θS) − 3kP sin(θP + 2θS)













− 2kP (λ+ µ) cos(θP ) + kS(4λ+ 8µ+ 2A + 4B) cos(θS) (A.17)
+ (λ+ 3µ+ A + 2B)(−kS cos(2θP + θS) − 3kP cos(θP + 2θS)





2kP (λ+ µ) sin(θP ) + kS(4λ+ 8µ+ 2A + 4B) sin(θS)
+ (λ+ 3µ+ A + 2B)(kS sin(2θP + θS) − 3kP sin(θP + 2θS)























2kP (λ+ µ) sin(Φ − θP ) (A.20)
+ kS(λ+ 3µ+ A + 2B) sin(Φ + 2θP − 3θS)
+ kP (3λ+ 9µ+ 3A + 6B) sin(Φ + θP − 2θS)
+ kS(4λ+ 8µ+ 2A + 4B) sin(Φ − θS)
− kS(λ+ 3µ+ A + 2B) sin(Φ − 2θP + θS)









2kP (λ+ µ) cos(Φ − θP ) (A.21)
+ kS(λ+ 3µ+ A + 2B) cos(Φ + 2θP − 3θS)
+ kP (3λ+ 9µ+ 3A + 6B) cos(Φ + θP − 2θS)
+ kS(4λ+ 8µ+ 2A + 4B) cos(Φ − θS)
− kS(λ+ 3µ+ A + 2B) cos(Φ − 2θP + θS)

























































































































































































































































































































































































GENERATION OF SECOND HARMONIC LAMB WAVES
In this appendix, we will quickly show how the framework of reflection at a free
boundary can be used to analyze the generation of second harmonic Lamb waves in
a thin isotropic plate. Since the propagation of Lamb waves is not the primary focus
of this thesis, we will only give a brief overview with the goal of showing that the
techniques introduced above can also be applied to this problem.
C.1 Lamb Waves
Lamb waves are guided waves, i.e. they travel through a waveguide. In the case of
Lamb waves, this waveguide is a thin plate with two free boundaries, as illustrated
in Fig. C.1. Lamb waves consist of P- and SV-waves that are reflected from the
free boundaries. Due to mode conversion, this leads to an interference pattern of a






Figure C.1: Mode Conversion in a Waveguide.
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∇ · H = 0. (C.3)
Assuming solutions
F = f(z)ej(ωt−kx) (C.4)
H = h(z)ej(ωt−kx), (C.5)
we obtain solutions
f(z) = A1 sin(pz) + A2 cos(pz) (C.6)
hy(z) = B1 sin(qz) +B2 cos(qz) (C.7)









Applying the boundary conditions
σ33|z=±l = 0 (C.10)
σ31|z=±l = 0, (C.11)






(k2 − q2)2 (C.12)
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for the propagation of antisymmetric modes. The terms symmetric and antisymmetric
refer to the symmetry of the displacements ux (for a symmetric mode) and uz (for an
antisymmetric mode) with respect to the x-axis. For more details on the propagation
of Lamb waves, the books by Achenbach [1] and Graff [12] are recommended.
C.2 Second Harmonic Lamb Waves
As in the case for bulk waves, nonlinearities in the material lead to the generation of
higher harmonics. Possible frameworks to model the generation of higher harmonics
of Lamb wave modes include a modal analysis approach [19, 9] and an investigation
of the reflection at the free boundary [10]. The latter approach was used by Deng,
and since it is based on the framework used above, we will outline the major results
in this thesis.
C.2.1 Primary Field
The primary wave field in a thin plate of thickness 2l consists of four partial bulk
waves: two P-waves and two SV-waves. We assume that the guided wave is composed













































































Figure C.2: Primary Wave Field for Lamb Wave Propagation.
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A relationship between the amplitudes UP1 , US1 , UP2 and US2 can be determined
using the boundary conditions (C.10) and (C.11). This will also result in the two
dispersion equations (C.12) and (C.13). Substituting (C.12) into the boundary con-
ditions leads to
UP1 = UP2 , US1 = US2 , (C.19)
which represents a symmetric mode. Similarly, if we substitute (C.13) into the bound-
ary conditions, we obtain the amplitude relationship for an antisymmetric mode,
UP1 = −UP2 , US1 = −US2 . (C.20)
C.2.2 Secondary Field
Interactions of the primary waves lead to the generation of second harmonic lamb
waves. The resulting secondary field is given in Fig.C.3. Expressions for the gen-
erated waves can be obtained applying the perturbation method. We will not state
the complete expressions here but instead refer to the work by Deng [10]. Note that
there also appear accumulating second harmonics, i.e. modes satisfying the resonance
condition will have amplitudes that increase with propagation distance. As a conclu-
sion, we can say that the framework used in this thesis does not only prove useful for
single reflection problems, but it can also be applied for multiple reflections, as in the































































Figure C.3: Secondary Wave Field for Lamb Wave Propagation.
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