Abstract A prominent tool in many problems involving metric spaces is a notion of randomized low-diameter decomposition. Loosely speaking, β-decomposition refers to a probability distribution over partitions of the metric into sets of low diameter, such that nearby points (parameterized by β > 0) are likely to be "clustered" together. Applying this notion to the shortest-path metric in edge-weighted graphs, it is known that n-vertex graphs admit an O(ln n)-padded decomposition (Bartal, 37th annual symposium on foundations of computer science. IEEE, pp [184][185][186][187][188][189][190][191][192][193] 1996), and that . We design decompositions to the family of p-pathseparable graphs, which was defined by Abraham and Gavoille (Proceedings of the twenty-fifth annual acm symposium on principles of distributed computing, PODC '06, pp [188][189][190][191][192][193][194][195][196][197] 2006) and refers to graphs that admit vertex-separators consisting of at most p shortest paths in the graph. Our main result is that every p-path-separable nvertex graph admits an O(ln( p ln n))-decomposition, which refines the O(ln n) bound for general graphs, and provides new bounds for families like bounded-treewidth graphs. Technically, our clustering process differs from previous ones by working in (the shortest-path metric of) carefully chosen subgraphs.
Introduction
In recent decades, the problem of decomposing a metric space into low-diameter subspaces has become a key step in the solution for many problems, including metric embeddings (e.g. [4, 5, 11, 13, 17, 23] ), distance oracles and routing schemes design (e.g. [3, 6, 9, 22, 24] ), graph sparsification (e.g. [10, 15] ) and optimization problems, such as multicommodity cuts [14, 18, 21] , 0-extension [7] and the traveling salesman problem [24] .
Following the recent literature, we focus on randomized decompositions, which loosely speaking refers to a probability distribution over partitions of a metric space into sets (called clusters) of low diameter, such that nearby points are more likely to be "clustered" together. The formal definitions follows.
Let (X, d) be a metric space, and denote the ball of radius > 0 around x ∈ X by B(x, ) := {y ∈ X : d(x, y) ≤ }. Let Π be a partition of X . Every S ∈ Π is called a cluster, and for every x ∈ X , let Π(x) denote the unique cluster S ∈ Π such that x ∈ S. We will be using the following definition of Abraham et al. [2] . 
A slightly different definition that is common in the literature under the name padded decomposition, see e.g. [17, 19] , is the special case of setting in (b) γ = 1/β, i.e., requiring that for every x ∈ X , with probability at least 1/2 the entire ball B(x, Δ/β) is contained in a single cluster of Π . Our results provide constructions that satisfy Definition 1, and thus immediately apply also to the more common definition.
The metric spaces we study arise as shortest-path metrics in (certain) graphs. Specifically, given G = (V, E, w) a connected graph with non-negative edge weights, let d G denote the shortest-path metric induced on V by G. Denote by B G (u, ) the ball of radius > 0 around u ∈ V in the metric space (V, d G ). We say that a graph G is
Bartal [5] proved that for every n-point metric space, β = O(log n), and that this bound is tight for general metric spaces, thus motivating an extensive research on restricted families of metric spaces. Notable progress has been made for families defined by topological restrictions, such as shortest-path metrics in graphs excluding a fixed minor [2, 12, 18] or bounded-genus graphs [2, 20] and geometric restrictions, such as a bounded doubling dimension [13] or hyperbolic structure [16] .
In this paper we consider metrics induced by graphs of bounded "path separability", which is a blend of topological and geometric restrictions, as defined below.
Shortest-Path Separators
We say that S is a (balanced) vertex separator if every S-flap U has size |U | ≤ |V |/2. Vertex separators are widely used in divideand-conquer algorithms. Thorup [25] observed that every planar graph has a vertex separator composed of three shortest paths, 1 and used this property to design distance and reachability oracles for planar graphs. Abraham and Gavoille [1] extended this notion and defined path separability. Intuitively, a graph is path separable if it has a vertex separator composed of a few shortest-paths. 
there exists S ⊂ V such that the following holds.
1. There exist P 1 , . . . , P m ⊆ V such that S = P [m] and every P j is the union of p j shortest-paths in
S is a vertex separator, and every S-flap is p-path-separable.
Abraham and Gavoille showed that for every graph H there is a number p = p(H ) such that every graph (V, E) that excludes H as a minor is p-path-separable under every edge weights w. Diot and Gavoille [8] proved that every graph of treewidth t is (t − 1)/2 -path-separable with every edge weights w.
Main Results

Theorem 1 Every p-path-separable graph
We further note that if, in addition, for every subgraph G of G, we can find a p-pathseparator in polynomial time then we can efficiently sample from the distribution guaranteed in Theorem 1. Combining our theorem with the result of Diot and Gavoille [8] we get an upper bound for bounded treewidth graphs.
Corollary 1 Every graph (V, E) of treewidth t with every edge weights w is O(ln(t ln |V |))-decomposable.
Previously, no bound was known for p-path-separable graphs other than O(log |V |) due to Bartal [5] . For graphs of treewidth t the known upper bound is β = O(t) due to [2] . Our decomposition provides a tradeoff between t and |V | and matches or improves all other bounds when t ≥ ln ln |V |. It is conjectured that β = O(log t), which would be tight due to the lower bound of Bartal [5] , and our result provide partial evidence in favor of this conjecture.
Many known results "interface" the metric only through decompositions, and thus plugging in our decomposition bounds immediately yields new results for the aforementioned families of metric spaces. For example, using a result from [17] we conclude that every n-vertex graph of treewidth t (with every edge weights w) can be embedded in a Hilbert space with distortion O( √ ln(t ln n) · ln n), which improves over the known bound O( √ t ln n) whenever t ≥ ln ln n.
Techniques
Carving Random Balls A common approach for constructing a decomposition of a metric (V, d) is to choose a sequence of centers c 1 , . . . , c k ∈ V and correspond-
, where the choice of centers and/or radii may involve randomization, and then define
Clearly, each S j has diameter at most Δ. This approach goes back to [5] , and has seen many useful variations, for example, randomly ordering the centers [7] or reducing the number of centers [7, 13] . As it turns out, it is enough to bound the number of centers locally. More formally, for every v ∈ V we control the number of centers c j that threaten v in the sense that Pr
Carving Balls in Subgraphs Inspired by ideas from [2] , we introduce in this paper another modification to the approach described theretofore. In addition to the above, for every center c j we choose a corresponding subgraph G j of G, such that c j ∈ V (G j ), and define
Choosing the subgraphs and centers carefully allows us to reduce the number of centers that threaten a vertex v in two ways. The first and more obvious manner is by making sure that v ∈ V (G i ) for only a few indices i. The second aspect is a bit more subtle. Since distances are considered in subgraphs of G, they might be larger than the corresponding distances in the original graph G, as demonstrated in Fig. 1 , thus reducing the number of threateners of a vertex v. Note that we need to ensure that {S j } j∈ [k] is indeed a partition of V , i.e. that the balls {B G j (c j , R j )} j∈ [k] cover all of V . 
Preliminaries
The Truncated Exponential Distribution Define the truncated exponential with parameters λ > 0 and 0 ≤ α < β < ∞, denoted Texp [α,β] (λ), to be distribution given by the probability density function
Note that this is the pdf of an exponential random variable with mean λ that is conditioned to be in the range
Decomposing Path-Separable Graphs
In this section we prove Theorem 1. We present a procedure which, given a p-pathseparable graph G and a parameter Δ > 0, produces a random partition Π of V . The algorithm works in two phases. The first phase, presented in detail as Algorithm 1, constructs a sequence of centers. This is performed deterministically and by recursion. The algorithm finds a path-separator S of G and chooses a Δ/4-net on each path of the separator to serve as centers. For every center vertex, the algorithm chooses a corresponding subgraph of G. The algorithm is then invoked recursively on every S-flap. The second phase, presented in detail in Algorithm 2, samples random radii and carves balls around the centers to obtain a partition of V . The radii are all sampled independently at random from a truncated exponential distribution. let N j be the sequence (c 1 , G j ), (c 2 , G j ) , . . .. 6: let N be the concatenation of N 1 , N 2 , . . . , N m in that order. 7: for all connected components G of G \ P [m] do 8: invoke Choose-Centers(G , Δ) and append the output sequence to N . 9: return N .
Algorithm 1: Choose-Centers(G, Δ)
Input: A p-path-separable graph G and a parameter Δ. Output: A partition Π of V . 1: let (c 1 , G 1 ), (c 2 , G 2 ) , . . . be the sequence returned by Choose-Centers(G, Δ).
Algorithm 2: Decomposing Path-Separable Graphs
Denote byÑ the union of all Δ/4-nets throughout the execution of Algorithm 1. Note thatÑ is independent of the random radii (in fact, it is constructed deterministically). For sake of clarity, for a center t ∈Ñ let G t , R t , B t be the subgraph, radius and ball corresponding to t respectively. To prove that Algorithm 2 produces a partition of V , consider v ∈ V . During the execution of Algorithm 1 there exists a subgraph G of G such that Algorithm 1 is (recursively) invoked on G and v is in the pathseparator S of G chosen by the algorithm (in fact, G is unique). Let P be the path in S such that v ∈ P, let c ∈ P be the closest net point to v, and let G be the respective subgraph, then P ⊆ G . By the definition of a net,
is the radius chosen for c). Therefore S∈Π S = V , and Algorithm 2 indeed outputs a partition of V .
To prove the diameter requirement, let S ∈ Π , and let x, y ∈ S. Then there exists t ∈Ñ such that S ⊆ B t ⊆ B G (t, 2Δ/5) and therefore d G (x, y) < Δ.
Next, we prove the padding property of the decomposition. Let x ∈ V , and let 0 ≤ γ ≤ 1/80. Denote B = B G (x, γ Δ). We say that B is settled by t ∈Ñ if B t is the first ball (in order of execution) to have non-empty intersection with B. Therefore, B Π(x) iff B is settled by t and B t ∩ B = B for some t ∈Ñ . Let N x := {t ∈Ñ : Pr[B t ∩ B = ∅] > 0} be the set of centers that threaten x. In order to bound the size ofÑ x we consider the execution of Algorithm 1. Consider first a single recursion level. Denote the current graph by G , and let P 1 , . . . , P m and G 1 , . . . , G m be as in Definition 2. Let j ∈ [m] and let P be some path in P j . Consider the Δ/4-net N picked by the algorithm. Since P is a shortest-path in G j ,
Since in every recursive call of Algorithm 1, the number of vertices in the input graph is reduced by at least a factor of 1/2, the depth of the recursion is at most log n. Every recursion level contains exactly one subgraph that contains x. Since the number of paths in each such subgraph is at most p, we conclude that |Ñ x | ≤ 4 p log n. For simplicity, let us further assume this inequality holds with equality, and denote k := 4 p log n. Let t 1 , . . . , t k be the elements ofÑ x in the order in which the algorithm considers them. Denote by E the event that B Π(x), and for every i ∈ [k], denote by E i the event that B was not settled before t i was considered.
Proof Consider some j ∈ [k]. Conditioned on E j , there are three possible outcomes to the jth round. Either B was not settled also in the jth round, and then (for j ≤ k − 1) the final status of B is left to the following rounds, or B was settled in the jth round, and in that case, either B Π(x), (and thus E occurred), or B ⊆ Π(x). The "bad" event E can therefore only occur (either in the jth round or some time in the future) if either j ≤ k − 1 and
Similarly we get that
The proof proceeds by induction over j = k, k − 1, . . . , 1. As previously noted,
Plugging (1) (1) and (2) into (3) and using the induction hypothesis, we get that 
