Abstract. Let B 1 be the unit open disk in R 2 and M be a closed Riemannian manifold. In this note, we first prove the uniqueness for weak solutions of the harmonic map heat flow in H 1 ([0, T ] × B 1 , M ) whose energy is non-increasing in time, given initial data u 0 ∈ H 1 (B 1 , M ) and boundary data γ = u 0 | ∂B 1 . Previously, this uniqueness result was obtained by Rivière (when M is the round sphere and the energy of initial data is small) and Freire (when M is an arbitrary closed Riemannian manifold), given that u 0 ∈ H 1 (B 1 , M ) and γ = u 0 | ∂B 1 ∈ H 3/2 (∂B 1 ). The point of our uniqueness result is that no boundary regularity assumption is needed. Second, we prove the exponential convergence of the harmonic map heat flow, assuming that energy is small at all times.
Introduction
Let B 1 be the unit open disk in R 2 and M be a closed Riemannian manifold. Suppose that u ∈ H 1 ([0, T ] × B 1 , M ) is the weak solution of the initial-boundary value problem for the harmonic map heat flow, given initial data u 0 ∈ H 1 (B 1 , M ) and boundary data γ = u 0 | ∂B1
1
. In this note, we study the uniqueness and the rate of convergence of the weak solution u.
Under the additional assumption that γ ∈ H 3/2 (∂B 1 , M ), the initial-boundary value problem for the harmonic map heat flow has been investigated intensively by several mathematicians, such as Chang, Rivière and Freire; see [2] , [14] , [7] , [6] and [8] . Define
Space V T plays a crucial role in the previous referred papers. However, without γ ∈ H 3/2 (∂B 1 ), we are not able to show that u with non-increasing energy is in V T ′ for some T ′ > 0, as Freire did in [6] . Because, otherwise, it would imply that γ ∈ H 3/2 (∂B 1 , M ) by the Sobolev trace theorem. But the image of trace operator on H 1 (B 1 ) is exactly H 1/2 (∂B 1 ) and H 3/2 (∂B 1 ) is a proper subset of H 1/2 (∂B 1 ). To get around this, we make use of the interior gradient estimate for u and Hardy's inequality. The main difficulty is to deal with the L 2 inner product of |∇u| 2 and h 2 for ∀h ∈ H 1 0 (B 1 ), which arises from the non-linear term in the harmonic map heat flow equation. First, using Hélein's existence result of the Coulomb frame, we derive the interior gradient estimate for u with small energy. Second, assuming the energy is non-increasing in time, we conclude that u(t, ·) −→ u 0 in the H 1 (B 1 ) topology and thus we can uniformly bound the energy on small disks for short time. Thus, applying the gradient estimate for u restricted on small disks, 1 The restriction here is the trace operator acting on u 0 . 1 we bound |∇u| 2 (t, x) by t −1 and (1 − |x|) −2 for short time. Finally, by Hardy's inequality, we bound the L 2 inner product of |∇u| 2 and h 2 for small time t > 0. In section 5, we prove the existence and uniqueness theorem for weak solutions of the harmonic map heat flow in ∩ T >0 H 1 ([0, T ] × B 1 , M ) whose energy is nonincreasing in time, given small energy initial data u 0 ∈ H 1 ∩ C 0 (B 1 ) and boundary data γ = u 0 | ∂B1 . By the Sobolev trace theorem, such weak solutions are not in V T in general.
Throughout, we use the subscripts t, x 1 , x 2 and r to denote taking derivatives with respect to t, x 1 , x 2 and r; ∇· and ∇ 2 · denote the gradient and the Hessian operator respectively; sup in this note is esssup in the usual literature; constants in proofs are not preserved when crossing lemmas, propositions and theorems.
By the Nash embedding theorem, M can be isometrically embedded in some Euclidean space (R N , , ). Given w ∈ H 1 (B 1 , M ), we define the energy functional
The harmonic map heat flow is the negative L 2 gradient flow of the energy functional. Thus, given u 0 ∈ H 1 (B 1 , M ) and
is the weak solution of the initial-boundary value problem for the harmonic map heat flow, if
where A is the second fundamental form of M in R N at the point u. We recall that
We define the weak solution
In [17] , it is shown that this definition is equivalent to that, for a.e. t ∈ [0, T ],
Note that the definition given by equation (1.5) allows us to freeze the time and is more convenient for our proofs of Theorems 1.1 and 1.3.
The main results of this note are two folds. First, we show the uniqueness for weak solutions of (1.2) whose energy is non-increasing. Theorem 1.1. If u and v are weak solutions of (1.2) 
2 By Theorem 3 on page 287 of [5] 
Thus, in this note, we always choosew representing w in H 1 ([0, T ] × B 1 ). In other words, we always assume that functions in
Remark 1.2. In [1] , Bertsch, Dal Passo and van der Hout proved that there exist initial data u 0 ∈ H 1 (B 1 , S 2 ) and boundary data γ = u 0 | ∂B1 such that (1.2) has infinitely many weak solutions which do not satisfy the non-increasing energy condition. Thus, Theorem 1.1 appears to be the optimal uniqueness statement for weak solutions of the harmonic map heat flow with time independent boundary data.
Second, we study the rate of convergence of small energy weak solutions of (1.2). And we conclude that Theorem 1.3. There exists ε 0 > 0, depending only on M , so that: if u is a weak solution of (1.2) 
where u ∞ is some harmonic map from B 1 to M with the same boundary value γ.
Remark 1.4. It follows from Corollary 3.3 in [3] that u ∞ is the unique harmonic map in the class of
where E 1 > 0 is a constant depending only on M . Acknowledgement. The author would like to thank Prof. Tobias Colding for suggesting this question and his continuous guidance. Also, the author is grateful to Jacob Bernstein and the anonymous referees for their useful comments.
Interior gradient estimate for the harmonic map heat flow
In this section, we derive the interior gradient estimate for small energy solutions of the harmonic map heat flow. This is one of the key ingredients in the proofs of Theorem 1.1 and Theorem 1.3. First, using Hélein's existence result of the Coulomb frame, we show that u(t, ·) ∈ H 2 (B 1/2 , M ) for a.e. t. Next, we follow Struwe's method in [15] 
, M )) for 1 <T < 2 and obtain the gradient estimate for u at (1, 0, 0).
The following elementary geometric fact is obtained in [4] and will be used frequently in this note. For self-containedness, we include the proof in Appendix A.
First, we derive the local integral bounds for |∇ 2 u| and |∇u|:
Proof. First, note that |u t | ∈ L 2 (B 1 ) for a.e. t. Fix such t. Following the proof of Theorem 4.1.1 in [11] , there exists δ 1 > 0, depending only on M , so that: if E(u(t, ·)) ≤ δ 1 , then there is a finite energy harmonic section (so called Coulomb frame ) e(t) = (e 1 (t), . . . , e n (t)) of the bundle of orthonormal frames for u(t, ·) * (T M ), and one can construct
where λ 1 depends only on M and the upper bound of the energy of u(t, ·),
. . , ∂ z u, e n ) and f = ( u t , e 1 , . . . , u t , e n ). Thus, by the elliptic regularity for ∂z operator (see the theorem on page 80 of [10] ),
. It follows from the Sobolev embedding theorem (see Theorem 2 on page 265 of [5] ) and
. Therefore, by Theorem 8.8 in [9] , u(t, ·) ∈ H 2 (B 1/2 ). Next, let φ be a smooth cut-off function, which is one in B 1/4 , compactly supported in B 1/2 , 0 ≤ φ ≤ 1 and |∇φ| ≤ 8. Thus, by Lemma 6.7 in Chapter III of [16] and equation (2.1),
where λ 2 = 512 sup M |A| 2 . On the other hand, approximating u(t, ·) by smooth functions in H 2 (B 1/2 ) and integration by parts, give
Thus, integrating over [0,T ], we have
2 /4} for a.e. t. And it follows from the proof of Lemma 3.4 in [15] (replacing the test function u by uφ 2 ) that (2.8)
and it follows from Lemma 6.7 in Chapter III of [16] that
Now we are ready to prove the interior gradient estimate:
Proof. We will follow the suggestion in the remark after Lemma 3.10 in [15] to obtain the interior gradient estimate for u. Let φ be a smooth cut-off function, which is one in B 1/8 , compactly supported in B 1/4 , 0 ≤ φ ≤ 1 and |∇φ| ≤ 16. Also, we define D h w(t, x) = (w(t + h, x) − w(t, x))/h for 0 < h < h 0 ≪ 1, where w takes value in R or R N . Thus, for 0 < t 1 ≤ t 2 ≤T − h 0 , using equation (2.1) and integration by parts, we get
where λ 1 = C sup M |A|, and we use (1.3) and Lemma 2.1 in the second inequality. Thus, absorbing the first term on the right hand in the left, gives
(2.11)
By Lemma 6.7 in Chapter III of [16] , we get
If 8λ 1 sup 0≤t≤T E(u(t, ·)) < 10 −4 , then, by Lemma 2.2 and Hölder's inequality, we have
Hence, (2.11) gives
We conclude from (2.12) that
where λ 2 > 0 is a universal constant. Therefore,
) and thus (2.14)
Since elements in L 2 are continuous in the mean, thus
Therefore, letting h −→ 0, by the arbitrariness of h 0 , (2.13) and (2.8), we conclude that for a.e. t,
By the same argument used to derive (2.6), for
where λ 3 > 0 is a universal constant. Hence, by the Sobolev embedding theorem, for 1 < p < ∞, (2.18)
where λ 4 depends only on p. Thus, by inserting cut-off functions and the theorem on page 72 of [10] , |u t | and |∇ 2 u| are in
) for 1 <T 1 <T . Furthermore, using the Bochner formula and the Gauss equation, one can derive the evolution equation for g = |∇u| 2 (see page 128 of [10] ), that is,
Thus, g ∈ W 
where λ 5 > 0 depends only on M , assuming that E(u(t, ·)) < ǫ 1 for a.e. t and ε 1 = min{ε, 10
3. Proof of Theorem 1.1
In [6] and [8] , Freire first constructed the optimal tangent frames for each fixed time and rewrote equation (2.1) under these frames. Next, he used the parabolic perturbation argument to show that any weak solution M ) ; see Theorem 1.1 in [6] . Finally, combining with the results of Struwe and Chang in [15] and [2] , he concluded the uniqueness for energy non-increasing weak solutions of (1.2) on [0, T ]×B 1 by iteration. However, without the assumption on boundary regularity, the proof by Freire does not apply to our case (as explained in the second paragraph of Introduction). Instead, we make use of the interior gradient estimate and Hardy's inequality to show the uniqueness for energy nonincreasing weak solutions of (1.
) and boundary data γ = u 0 | ∂B1 . We start with showing Hardy's inequality for the unit open disk. This turns out to be the other key ingredient. Such Hardy's inequality also holds for general domains in R 2 ; see [13] .
Proof. First, we prove the lemma for h ∈ C ∞ c (B 1 , R). Rewriting the left hand of inequality (3.1) in polar coordinates and using integration by parts, we get
Thus, inequality (3.1) follows by absorbing the second term of the product on the right hand side in the left.
) topology and h n −→ h a.e. in B 1 . By Fatou's Lemma (see Theorem 3 on page 648 of [5] ),
Next, to avoid repeating computation in section 5, we will prove a general stability lemma below, i.e. Lemma 3.2. Suppose that u and v are weak solutions of (1.2) in H 1 ([0, T ] × B 1 , M ) satisfying that the energy is non-increasing and with initial data u 0 and v 0 respectively. For this moment, u 0 may not be equal to v 0 . And let ε 2 = min{ε 1 , C
The key to the proof of Lemma 3.2 is to bound the
. Such integrals arise from the non-linear terms A u (∇u, ∇u) and A v (∇v, ∇v) in equation (2.1). First, by the energy nonincreasing assumption and Lemma 2.3, we can bound |∇u| and |∇v| for x 0 ∈ B 1 and small time t 0 > 0. Namely, since the energy of u(t, ·) is non-increasing in time, u(t, ·) −→ u 0 weakly in H 1 (B 1 ) and strongly in L 2 (B 1 ), as t −→ 0. Then,
Thus, u(t, ·) −→ u 0 strongly in H 1 (B 1 ), and by the same argument, v(t, ·) −→ v 0 strongly in H 1 (B 1 ), as t −→ 0. Hence, by the absolute continuity of integration, there exist R 0 > 0 and T ′ ∈ (0, min{R Note that equation (2.1) is invariant under the transformation (t, x) −→ (λ 2 t, λx) for λ > 0, and the energy is invariant under conformal transformations of domains in
Therefore,
Then, combining inequalities (3.4) and (3.5) with Lemma 3.1, we can bound the
Lemma 3.2. There exists C 2 > 0, depending only on M , so that:
where
Proof. Define w = u − v. It is clear that
We will estimate the first term of (3.8) and the second term can be estimated similarly. First, by footnote 2,
for a.e. t ∈ [0, T ]. Thus, for ∀t 0 ≥ 0, integrating over [0, t 0 ] and by Hölder's inequality, we conclude that
Next, (1.5) gives,
We will bound the third term from above. In the following calculation, energy nonincreasing condition and (3.9) guarantee that each quantity below is finite. Since A u (∇u, ∇u) is perpendicular to M at u and w = u − v, we can apply Lemma 2.1 to the L 2 inner product of A u (∇u, ∇u) and w on B 1 . Note that w − w 0 = (u−u 0 )−(v−v 0 ) ∈ H 1 0 (B 1 ) for a.e. t fixed. Thus, we can apply the interior gradient estimate (3.4) and Lemma 3.1 to the L 2 inner product of |∇u| 2 and |w − w 0 | 2 on B 1 . Hence,
where λ 1 = C sup M |A| and λ 2 > 0 (changing from line to line in the computation above) depends only on M. The previous two inequalities and 32λ 1 C 1 ε 2 < 1 give, 11) where
Similarly,
Thus, combining (3.11) and (3.12), we get
where the last inequality follows from integration by parts and (3.10). Therefore, 
Proof of Theorem 1.3
Let u be the weak solution of ( , ·) ). If E < ε 1 , then, by the similar argument used to obtain (3.4), we get
for t 0 > 0 and x 0 ∈ B 1 . Second, we derive two estimates of the kinetic energy: one holds for a.e. t 0 > 0 and the other holds for t 0 large enough.
Lemma 4.1. There exists ε 3 ∈ (0, ε 1 ), depending only on M , so that: if E ≤ ε 3 , then for a.e. t 0 > 0,
and there exist T 1 > 0, α 1 > 0 and C 3 > 0 such that for a.e. t 0 ≥ T 1 ,
Proof. Assume that E < ε 1 . Let 0 < h < h 0 ≪ 1. We define the difference quotient
Thus, by equation (2.1), we get
where λ 1 = C sup M |A|, and we use (1.3) and Lemma 2.1 in the last inequality. For t > 0, by (4.1), (4.4) and Lemma 3.1, we have 
Thus, for t > T 1 = 2C s + 2, (4.5) also implies that
Letting h −→ 0 and by (2.15), Lemma 4.1 follows with ε 3 = min{ε 1 , C −1
s /2. Finally, assume that E < ε 3 and 32CC 1 E sup M |A| < 1. In the calculation below, we first apply Hölder's inequality to the L 2 inner product of u t and u(t 2 , ·) − u(t 1 , ·) on B 1 . Meanwhile, we use (1.3), Lemma 2.1 and Lemma 3.1 to bound the L 2 inner product of A u(t2,x) (∇u, ∇u) and u(t 2 , ·) − u(t 1 , ·) on B 1 . Next, we deduce the last inequality from Cauchy's inequality and the assumption on the upper bound of E. That is, for a.e. T 1 < t 1 < t 2 ,
Summing the two inequalities above, we get
Therefore, Theorem 1.3 follows immediately from Lemma 4.1 by choosing ε 0 = min{ε 3 , C
Example of harmonic map heat flow not in V T
In this section, we construct the unique weak solution u ∈ ∩ T >0 H 1 ([0, T ] × B 1 , M ) of (1.2) starting with small energy initial data u 0 ∈ H 1 ∩ C 0 (B 1 , M ) and boundary data γ = u 0 | ∂B1 . In general, the weak solution u is not in V T .
Proposition 5.1. There exists ε 4 > 0, depending only on M , so that: given
there exists a unique weak solution in
2) whose energy is non-increasing. Moreover, for 0 ≤ t 1 < t 2 ,
Remark 5.2. Recently, Colding and Minicozzi showed that the H 1 distance between a harmonic map and a H 1 map with the same boundary value can be controlled by their gap in energy, assuming energy is small; see Theorem 3.1 in [3] . This is a key ingredient in the proof of the finite extinction of Ricci flow. Combining with Theorem 1.3 and Remark 1.4, our estimate (5.1) can be viewed as a parabolic version of their theorem.
Proof. First, we may approximate u 0 by a sequence of maps
, there exists δ 1 ∈ (0, ε 2 ), depending only on M , so that: if E(u m0 ) < δ 1 , then the weak solution
If E(u 0 ) < δ 1 /2, then, by Lemma 3.2 and a diagonalization argument, there exists a subsequence (relabeled) of u m satisfying that for
. Note that the boundary data γ m −→ γ in H 1/2 ∩C 0 (∂B 1 , M ). Therefore, u ∈ ∩ T >0 H 1 ([0, T ]× B 1 ) is the weak solution of (1.2) with initial data u 0 and boundary data γ = u 0 | ∂B1 . Moreover, E(u(t, ·)) ≤ E(u 0 ) for a.e. t and there exists a zero measure set I 1 ⊆ (0, ∞) so that: if t 1 , t 2 ∈ I c 1 and t 1 < t 2 , then |u t | 2 dxdt ≤ E(u(t 1 , ·)) − E(u(t 2 , ·)).
3 Let v m0 ∈ C ∞ (B 1 , R N ) be the global approximations of u 0 , constructed in Theorem 3 on page 252 of [5] . Then u m0 could be the nearest point projection (onto M ) of v m0 . 4 w ∈ W 1,2 p ((0, T ) ×B 1 , M ) means that u, |∇u|, |∇ 2 u| and |ut| are in L p ((0, T ) ×B 1 ), and u ∈ M for a.e. (t, x) ∈ (0, T ) ×B 1 .
Second, we will show that inequality (5.3) is actually equality for a.e. 0 < t 1 < t 2 . Let 0 < h < h 0 ≪ 1. Define D h u(t, x) = (u(t + h, x) − u(t, x))/h. Thus, for 0 < t 1 < t 2 , A u (∇u, ∇u), D h u dxdt.
We will bound the second term. In the following calculation, we use ( Define f (t) = B1 |∇u(t, x)| 2 dx and F (t) = t 0 f (s)ds. Since f ∈ L 1 ([0, T ]) for ∀T ∈ (0, ∞), F ′ (t) = f (t) for a.e. t ∈ [0, T ]. Hence, there exists a zero measure set I 2 ⊆ (0, ∞) so that: if t ∈ I 
