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Abstract
Given the importance of the overturning circulation to global climate, there is a need
to improve our understanding of Antarctic Bottom Water (AABW) formation and
its sensitivity to change. The oshore properties of AABW are changing. Within
the Australian-Antarctic basin AABW has freshened and decreased in volume by
about 50% over the last few decades. Understanding what is driving these changes
requires focusing on the key formation region along the Adelie and George V Land
(AGVL) coast. Here, the intense production of sea ice in the Mertz Glacier Polynya
system drives Dense Shelf Water (DSW) formation, the precursor to AABW. This
thesis uses a version of the Regional Ocean Modeling System (ROMS) that has been
adapted for ocean/ice-shelf interactions to explore the sensitivity of DSW formation
to surface heat and salt uxes and ice shelf basal melting.
Interannual variability in surface heat and salt uxes drives DSW export and ice
shelf basal melting variability in the AGVL region. DSW export decreases by 86%
during a sustained period (2000-2002) of weak polynya activity (sea ice production)
before recovering during a sustained period of stronger polynya activity (2003-2005).
Basal melting of the Mertz Glacier Tongue (MGT) doubles under weak polynya
activity because more warm water reaches the base of the ice shelf. Idealised sim-
ulations highlight the importance of the air/sea uxes on DSW formation and ice
shelf basal melting. A mean to strong air/sea forcing drives convection of dense
water to sink at the sea oor and drives melt near the deep grounding line. Weaker
air/sea forcing limits the depth of the convection and allows greater intrusions of
warm modied Circumpolar Deep Water within the ice shelf cavity and increases
basal melting. The resultant input of glacial meltwater produces a buoyant plume
that straties the water column.
Two simulations are run to investigate the impact of the calving of the MGT in
2010. Weaker polynya activity after calving results in an 89% increase in area-
averaged ice shelf basal melting and an 80% decrease of DSW export from the
Adelie depression. Most importantly a distinct warming of the exported DSW leads
iv
to a decrease in AABW production downstream. This thesis demonstrates the
sensitivity of Antarctic ocean-cryosphere interactions to interannual variability and
episodic changes to the local icescape (ice shelves, icebergs and sea ice), nding
that ice shelf basal melting and DSW formation in the AGVL region is dramatically
impacted by the MGT calving.
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Chapter 1
Introduction
Since its discovery more than a century ago, the region of the Mertz Glacier has
intrigued explorers and now many scientists. Sir Douglas Mawson left Hobart,
Tasmania in 1911, to lead the Australasian Antarctic Expedition in an unexplored
area south of Australia; the Adelie and George V Land. He arrived at Cape Denison
in Commonwealth Bay, and realised that this region was unique. In fact, this area
is one of the windiest regions in the world. An account of the expedition can be
found in his book \The Home of the Blizzard" [Mawson 1915].
It was only at the end of the 20th century that scientists realised the importance of
this particular region to the global ocean circulation. Understanding the interactions
and impacts of the Antarctic continental ice on the formation of dense water masses
is an emerging eld and the primary motivation for this thesis. In this chapter,
an overview of the role of the global ocean circulation and the importance of the
Antarctic ice sheet in a global context is presented before focusing on the region of
interest.
1.1 Antarctic Bottom Water
1.1.1 Thermohaline circulation and the Southern Ocean
A key component of global climate is the overturning circulation of the ocean that
is formed due to surface water losing sucient buoyancy from air/sea and sea ice
exchanges to sink to the sea oor [Orsi et al. 1999]. The global overturning circula-
tion is responsible for storing large amounts of heat and carbon in the oceans, and
therefore has a direct and strong inuence on the rate of climate change. Accord-
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ing to Rhein et al. [2013], 93% of the global heat increase has been stored in the
world's oceans over the past 50 years. The Southern Ocean also has a key role in
the uptake and storage of anthropogenic carbon dioxide (CO2) emissions [Sabine
et al. 2004; Le Quere et al. 2009; Siedler et al. 2013, (Chapter 30)].
Deep water formation sites that produce North Atlantic Deep Water (NADW) and
Antarctic Bottom Water (AABW) are in specic locations in the North Atlantic
Ocean and around Antarctica, respectively (Figure 1.1). NADW is formed via deep
convection in the Greenland and Labrador Seas and ows southward at mid depths
to the Antarctic Circumpolar Current (ACC) in the southwestern Argentine Basin.
Thereafter it circulates eastward within the ACC to mix with local water masses to
become Circumpolar Deep Water (CDW) [Orsi et al. 1999]. AABW is the densest
water mass in the global ocean and spreads northward from Antarctica into the
abyssal Southern Hemisphere Ocean, mixing into overlying deep water [Orsi et al.
1999]. The overlying deep water corresponds to the NADW that ows southward
and is lighter than AABW.
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Figure 1.1: Global overturning circulation schematics from a Southern Ocean per-
spective. Source: from Talley [2011], after Gordon [1991], Schmitz [1996] and
Lumpkin and Speer [2007].
AABW is produced from Dense Shelf Water (DSW) formed in discrete locations
around the Antarctic continent by atmospheric cooling, brine rejection (sea ice for-
mation), and interactions with Antarctic ice shelves (Figure 1.2), such as in the
regions of the Weddell Sea, Ross Sea and Adelie Land, in the East Antarctica [e.g.
Rintoul 1998; Orsi et al. 1999; Jacobs 2004]. More recently, other sources have been
found in East Antarctica, in particular near Cape Darnley immediately west of the
Amery Ice Shelf [Kusahara et al. 2010; Fukamachi et al. 2010; Ohshima et al. 2013]
and from Vincennes Bay [Kitade et al. 2014]. When exported from the continental
shelf, this dense water mixes with relatively warm (>0 C) CDW to form AABW
[Reid 1979].
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Figure 1.2: Main regions of AABW outow from the continental shelf (purple ar-
rows) and in the abyssal ocean (blue arrows). The location of AABW from the 4
main sources (labelled on the gure) is shown in green. The areas of pink shades
represent AABW after mixing with the Antarctic Circumpolar Current deep water
(located within the red contours). Source: Orsi [2010].
1.1.2 Australian-Antarctic Basin
AABW in the Australian-Antarctic basin is a mixture of two types of Bottom Water
dened by their region of formation (Figure 1.2). Ross Sea Bottom Water (RSBW)
enters the basin from the east and is relatively warm, saline and oxygen-poor com-
pared to the second water mass found in the basin. This second water mass is the
Adelie Land Bottom Water (ALBW) that is formed locally along the Adelie and
George V coast. ALBW is colder and fresher than RSBW and is also oxygen-rich
[e.g. Rintoul 1998]. This mixture of RSBW and ALBW within the Australian-
Antarctic basin contributes signicantly to the total AABW production. Orsi et al.
[1999] suggest that this mixture should contribute as much as 40% of the total
AABW production but neglects more recently found sources.
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Within the Australian-Antarctic basin, AABW has freshened, [Aoki et al. 2005;
Rintoul 2007; Shimada et al. 2012; Aoki et al. 2013] warmed and decreased in volume
by about 50% over the last four decades [van Wijk and Rintoul 2014]. The observed
changes in AABW properties (potential temperature, salinity, density and volume)
are not fully understood. To understand these changes better, it is important to
investigate the water properties of the two sources, ALBW and RSBW, their rate
of production, and their interactions with the icescape (sea ice, ice shelves and
icebergs) near the Antarctic continent.
1.2 Antarctic ice sheet and Southern Ocean
1.2.1 Antarctic ice sheet mass balance and sea level rise
Ice sheets are the main control on sea level over millennia and longer time scales
[Chapter 2: Siedler et al. 2013]. The largest ice sheet on Earth is the Antarctic
ice sheet, and accurate estimates of its mass balance are important for sea level
rise predictions and climate variability. The Antarctic ice sheet has a potential
contribution to sea level rise of 58 m on the global ocean [Fretwell et al. 2013].
The West Antarctic ice sheet has the greatest observed thinning for the Antarctic
continent, and has accelerated over the present decade [e.g. McMillan et al. 2015;
Flament and Remy 2012]. The average rate of thinning between 2010 and 2013
was 31% higher than it was during the period 2005-2010, while in East Antarctica
and along the Antarctic Peninsula, the average change in ice sheet mass remains
small [McMillan et al. 2015], but the uncertainties in ice-mass changes remain large
[Hanna et al. 2013].
The Antarctic ice sheet drains into the Southern Ocean through oating ice shelves
around the continent. As a result, ice shelves are the link between the Antarctic ice
sheet and the Southern Ocean. Ice shelf basal melting and iceberg calving into the
Southern Ocean are the main processes for Antarctic ice sheet mass loss [Pritchard
et al. 2012]. Most of the Antarctic ice shelves are thinning and ocean driven basal
melting is responsible for twice the ice shelf mass loss compared to iceberg calving
[Liu et al. 2015; Depoorter et al. 2013; Pritchard et al. 2012]. Ice shelves around
Antarctica buttress the ow of the grounded Antarctic ice sheet onto the Southern
Ocean. The thinning of an ice shelf decreases the buttressing eect on the ice sheet
and increases the ice sheet discharge onto the ocean [Paolo et al. 2015; Pritchard
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et al. 2012]. Antarctic ice shelves have been observed to be thinning over recent
decades, mainly in West Antarctica. Paolo et al. [2015] estimate an increase of about
70% of the mass loss in West Antarctica in the past decade, while East Antarctica
seems to be stable overall after gaining volume during the previous decades with
some regional dierences.
The East Antarctic ice shelves are particularly important in that they buttress an
ice sheet that includes more than 73% of the Antarctic grounded ice sheet below
mean sea level (marine ice sheet) [Fretwell et al. 2013]. The implications of a marine
ice sheet can be dramatic when the ice shelf is unstable [Schoof 2007; Gudmundsson
2013]. If the grounding line (transition between grounded ice sheet and oating ice
shelf) retreats on bedrock that deepens inland, the ice shelf can be unstable under
specic conditions [Gudmundsson 2013], increasing the ice shelf discharged rate and
subsequently increasing the retreat of the grounding line and releasing more fresh
glacial meltwater into the Southern Ocean. Thus, ocean/ice shelf interactions play
an important role in controlling the ow of the grounded ice sheet into the ocean,
and thereafter the ice shelf basal melting and input of glacial meltwater into the
ocean that may contribute to the freshening of water masses on the continental
shelf.
1.2.2 Dierent modes of sub-ice shelf melting
Ice shelf basal melting produces a buoyant, fresh and cold (colder than the surface
freezing temperature) water-plume that rises along the underside of the ice shelf,
giving rise to `ice pump' circulation [Lewis and Perkin 1986]. This fresh water plume
interacts with the surrounding water masses to form Ice Shelf Water (ISW). Jacobs
et al. [1992] describe three dierent modes of ice shelf basal melting related to the
ocean circulation. Intense sea ice formation in specic areas around Antarctica and
associated brine rejection drive convection of the relatively dense High Salinity Shelf
Water (HSSW), which sinks at the sea oor and can ow below local ice shelves. At
depth, HSSW is warmer than the in situ freezing temperature that decreases with
depth as a result of increasing pressure, and hence the ow of HSSW can drive ice
shelf basal melting (Figure 1.3). This melting is concentrated in the deepest part of
the ice shelf cavity and corresponds to mode 1 of the sub-ice shelf melting scenarios
described by Jacobs et al. [1992].
The second mode of sub-ice shelf melting is related to an inow of relatively warm
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modied CDW (mCDW) accessing the continental shelf and the ice shelf cavity at
the sea oor. In the Pine Island Glacier area, in West Antarctica, in situ tem-
peratures near the grounding zone of the ice shelf are almost 4 C above the in
situ freezing temperature [Jacobs et al. 2011]. This mode can drive strong melting
where warm water interacts with the ice shelf. On large ice shelves the inow can
also be restricted in an area with part of the heat available recirculating outside of
the ice shelf cavity. Lastly, mode 3 melting is related to shallower processes, where
summer surface water and tidal processes interact with the upper part of the ice
front to drive melting. In the next section, gaps and uncertainties about the impact
of the glacial meltwater input on AABW production, from the ice shelves to the
continental slope, are presented.
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Continental Shelf
refreezing
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wind
ISW
HSSW
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Figure 1.3: Schematic of wintertime ocean/ice shelf processes and description of the
`ice-pump' mechanism. Winds blow from the Antarctic continent and freeze the
ocean to push the sea ice away (polynya, see Section 1.4.2) forming High Salinity
Shelf Water (HSSW) due to the brine rejection. HSSW can sink at the sea oor
and interact with the ice shelf at depth, forming Ice Shelf Water due to the release
of glacial meltwater. The buoyant plume released by the melting can refreeze at
shallower depth underneath the ice shelf. Dense Shelf Water (DSW) is the result
of HSSW, ISW and Circumpolar Deep Water (CDW) inowing onto the shelf that
mixes with surrounding water masses. DSW then ows across the shelf break and
descend the slope to contribute to the Antarctic Bottom Water (AABW) formation.
Adapted from Galton-Fenzi et al. [2012].
1.3. GAPS AROUND AABW SENSITIVITY TO ICE SHELF MELTING 22
1.3 Gaps around AABW sensitivity to ice shelf
melting
1.3.1 Uncertainties about AABW variability
Long term analyses of AABW properties within the Australian-Antarctic basin have
shown important trends and interannual variability that are not yet fully explained.
Aoki et al. [2013] noticed a sustained freshening in the variation of bottom water
properties of the Australian-Antarctic basin from measurements between 1994 and
2012. van Wijk and Rintoul [2014] observed that the volume of AABW (with neutral
density (n) > 28:30 kg m 3) decreases in thickness at a rate of > 100 m per decade.
As mentioned before, AABW found in the Australian-Antarctic basin is a mixture
of a locally formed bottom water (ALBW) and of RSBW. Jacobs and Giulivi [2010]
and Shimada et al. [2012] observed a freshening of the RSBW that could explain
part of the freshening observed within the Australian-Antarctic basin. However,
interannual variability from the ALBW source is also likely to be important to
the ALBW production, given that variability in sea ice production (atmospheric
variability) or major changes in the icescape would aect the formation rate of
DSW that contributes to the ALBW formation.
The impact of ocean/ice shelf interactions on DSW formation and subsequent AABW
formation is still poorly known. Most of the uncertainties in global climate models,
used in CMIP5, are related to biases in the Southern Ocean water masses [Sallee
et al. 2013]. Therefore, improving our understanding of ocean/ice shelf and con-
tinental shelf processes around Antarctica has become a priority for ice sheet and
oceanographic based studies, as well as climate projections. In regions where HSSW
drives ice shelf basal melting (mode 1 melting [Jacobs et al. 1992]), meltwater mixes
with locally formed water masses (on the continental shelf), such as with HSSW
as described earlier. In this case, glacial meltwater has a cooling and freshening
impact on HSSW and subsequent DSW. Therefore, water mass properties on the
continental shelf will likely be impacted by an increase of the basal ice shelf melt
rate (increase in glacial meltwater input). The rate at which sea ice forms controls
the salinity of HSSW formed on the continental shelf. As a result, the vertical con-
vection due to brine rejection is directly aected by sea ice production variability,
and impacts on water masses that are entrained by this vertical convection.
Other factors may also drive variability in water mass properties on the continental
1.3. GAPS AROUND AABW SENSITIVITY TO ICE SHELF MELTING 23
shelf, such as CDW intrusions that modify shelf water properties and the subsequent
DSW. CDW intrusions are highly associated with the bathymetry at the shelf break
[e.g. Walker et al. 2007; Moat et al. 2009; Wahlin et al. 2010; St-Laurent et al. 2013].
At high latitudes, due to a small radius of deformation, small scale bathymetry
features such as troughs, will lead CDW onto the continental shelf. For instance,
St-Laurent et al. [2013] describe three mechanisms that are able to maintain warm
water within the ice shelf cavity in the presence of a trough: deep onshore ow can
be driven by strong ice shelf meltwater outow, interactions between the mean ow
along the shelf break and the trough, and the interactions of the Rossby wave along
the shelf break and the trough due to the small radius of deformation. Dinniman
et al. [2011] also demonstrated the strong relation between along shelf break wind
stress and warm water intrusion events in the West Antarctic Peninsula.
1.3.2 Limited observations beneath ice shelf
Collecting oceanographic data around the Antarctic continent is an onerous and
expensive task and often limited to measurements during summer. This task be-
comes even harder when attempting to make observations beneath ice shelves and
on the continental shelf where sea ice impacts shipping routes. Hydrographic data
beneath ice shelves have been measured by drilling boreholes [e.g. Nicholls et al.
2001; Herraiz-Borreguero et al. 2013; 2015], and Autonomous Underwater Vehicles
(AUV) have been deployed underneath a few Antarctic ice shelves to describe the
ocean circulation and water mass properties within the ice shelf cavity [e.g. Nicholls
et al. 2006; Dutrieux et al. 2014]. More recently, Autonomous Phase-sensitive Radio
Echo Sounders have been deployed on top of the ice shelf to monitor the basal melt
rate and deformation of an ice shelf [Nicholls et al. 2015]. While these techniques are
a big step forward, their deployments remain sparse around the Antarctic margin.
Modelling studies need to be combined with these observational studies to improve
our knowledge of ocean/ice shelf processes which are dicult to measure. Ocean/ice
shelf modelling is an emerging eld and many uncertainties still remain. In an ocean
model that includes ocean/ice shelf thermodynamics, the accuracy of the ice shelf
draft and bathymetry (within the ice shelf cavity as well as on the continental shelf)
is crucial to reduce uncertainties. The shape of the ice shelf base controls the melt
rate estimates. For instance, an ice shelf base with a steep slope will have its melting
enhanced by the buoyant meltwater plume rising along the base of the ice shelf and
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driving stronger melting than an ice shelf with a gentle slope. Little et al. [2009]
indicate that the ice shelf shape can inuence the basal melting as strongly as ocean
properties on the continental shelf.
As described earlier, the bathymetry at the shelf break is an important control on
the access of relatively warm CDW onto the continental shelf. The presence or
absence of troughs between the shelf break and ice shelf is thought to be critical for
CDW to access the ice shelf cavity. However, for most regions around Antarctica,
the bathymetry on the continental shelf and in particular beneath the ice shelves is
poorly known. As an example, radar sounding measurements, which aim to estimate
the ice shelf thickness as well as the bathymetry of the sea oor, have revealed small
features (troughs) underneath the Totten Ice Shelf (East Antarctica) [Greenbaum
et al. 2015] that could provide an alternate route to lead relatively warm water
towards the grounding line. Gwyther [2015, Chapter 6 ] has used a regional ocean
model to estimate the melt rates of three dierent ice shelf cavities of the Totten
Ice Shelf, both with and without the trough revealed in Greenbaum et al. [2015].
Gwyther [2015, Chapter 6 ] found that the area-average melt rate is similar between
the three geometries but the greatest change is seen in the spatial distribution of
the basal melting. Schodlok et al. [2012] have shown similar results for the Pine
Island Glacier (West Antarctica), using two bathymetries to study the role of the
ocean on the ice shelf mass loss. The more up-to-date bathymetry leads to a 25%
increase in the melt rate.
1.4 Region of interests
1.4.1 DSW production in the AGVL region
The Adelie and George V Land (AGVL) is one of the most monitored region in
East Antarctica with many studies covering the ice draft of the main ice shelf in the
area; the Mertz Glacier Tongue (MGT) [e.g. Legresy et al. 2004], the continental
shelf and slope bathymetry [e.g. Beaman et al. 2011], and the ocean circulation [e.g.
Bindo et al. 2000; Williams and Bindo 2003; Williams et al. 2008; 2010; Lacarra
et al. 2011; 2014; Shadwick et al. 2013]. The AGVL region was not considered
as an important source of AABW until the mid to late 1990s. AABW within
the Australian-Anatrctic basin was known from the 1970s [Gordon and Tchernia
1972] but thought to be primarily a mixture of the RSBW and WSBW with some
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negligible contribution from the AGVL coast [Carmack 1977]. Using measurements
from the 1990s, Rintoul [1998] estimated the contribution of ALBW to be 25%
of total AABW formation (66% from the WSBW, and 7% from the RSBW), and
Fukamachi et al. [2000] detected the injection of cold ALBW at 140 E, using data
from oshore moorings.
The rst and so far only wintertime experiment within the AGVL region occurred
in winter 1999 (July to August) [Bindo et al. 2001; Williams and Bindo 2003].
These wintertime analyses together with summer hydrographic data and year-round
mooring observations [Williams et al. 2008; 2010] have shown that DSW accumulates
within the Adelie depression, owing across the shelf break and contributing to
ALBW production (Figure 1.4). The export of DSW across the shelf break at the
main pathway outow was estimated to be about 0.1-0.5 Sv by Williams et al.
[2008]. They also described that the circulation on the continental shelf is driven by
HSSW due to the high rate of sea ice production as seen on Figure 1.4, interacting
with the local ice shelf (MGT) and the inowing mCDW onto the continental shelf
to form DSW that ows across the shelf break and downslope. Lacarra et al.
[2011] uses summer hydrographic observations to reconstruct the summer water
mass distributions on the continental shelf and conrm the ocean circulation within
the depression described by Williams et al. [2008].
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Figure 1.4: A schematic diagram of the circulation in the Adelie Depression and the
processes involved in the production of ALBW. Numbers represent the following: 1,
modied Circumpolar Deep Water (MCDW) intrusions; 2, brine rejection beneath
Mertz Glacier Polynya (MGP) along the Mertz Glacier Tongue (MGT) and in the
Coastal Bay Polynya (CBP) region including Commonwealth, Watt, and Buchanan
bays; 3, Dense Shelf Water (DSW) export through the Adelie Sill; 4, High Salinity
Shelf Water (HSSW) circulation at the base of the depression and beneath the MGT;
5, Ice Shelf Water (ISW) in Buchanan Bay in a cold, fresh westward coastal current;
and 6, downslope mixing of DSW contributing to the production of ALBW. Source:
Williams et al. [2008].
1.4.2 Importance of polynyas
Relative to the large continental embayments where AABW is formed in the Wed-
dell and Ross seas, the formation of ALBW is located in a restricted latent heat
polynya area called the Mertz Glacier Polynya (MGP). Polynyas are regions of open
water within the ice pack, and are categorised into sensible and latent-heat varieties
(Figure 1.5). Sensible heat polynyas (Figure 1.5a) are thermally driven and are
formed due to relatively warm water that upwells to the surface and melts any pre-
existing ice to prevent the growth of new sea ice [Morales Maqueda et al. 2004].
For instance, in the Canadian Arctic several sensible heat polynyas are found due
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to the presence of relatively warm water reservoir at depth and strong tidal mixing
[Hannah et al. 2009]. In this case, no sea ice is produced and therefore there is no
DSW formation. It is important to note that sensible heat polynyas are dierent
from \leads" that are small breaks between ice oes.
Latent heat polynyas (Figure 1.5b) are related to a change in the phase of the sea
water that freezes at the surface of the ocean. These polynyas are wind-driven and
often located in specic regions along the coast or along an ice shelf edge. The loca-
tion of the polynyas along the coast is determined by the presence of gravity winds
(katabatic winds) in certain regions where the topography channels the gravity-fed
winds from the interior of the continent. Katabatic winds act to maintain the open
water area of the polynya by actively driving any newly-formed sea ice away. These
regions are also called \ice factories" as they generate a very large amount of sea
ice growth relative to the average sea ice pack, and subsequently a large amount
of brine-rejection. This is the main mechanism to form very dense water on the
continental shelf. In the strongest polynyas this results in wintertime convection
throughout the water column and the formation of DSW.
Figure 1.5: Schematics of polynya formation. Sensible heat polynyas (a) are driven
by the presence of relatively warm water that is able to reach the sub-surface [after
Hannah et al. 2009] and latent heat polynyas (b) are driven by winds from the
continent that push the sea ice away and contribute to the formation of Dense Shelf
Water (DSW). Adapted from Talley [2011].
The AGVL coast has the strongest katabatic wind regime of anywhere in Antarc-
tica [Wendler et al. 1997]. Mawson [1915] was the rst to measure the strength and
duration of the storms in Commonwealth Bay (see Figure 1.6 for location) during
his expedition in 1911-1914 and called this region \The Home of the Blizzard". The
factors inuencing the formation of the MGP are the MGT which forms a topo-
graphical barrier (140 km long 25 km width) and prevents the westward advection
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of sea ice along the coast, as seen on Figure 1.6. Inland ice-sheet topography also
funnels strong and persistent katabatic winds from the continent to enhance rapid
sea ice formation. The MGP is one of the largest coastal polynyas in East Antarc-
tica [Massom et al. 1998; Tamura et al. 2008]. These strong and persistent winds
inuence the ocean by driving strong bottom salinity due to strong brine rejection
convecting through the whole water column in particular within Commonwealth
Bay [Lacarra et al. 2011].
Figure 1.6: Satellite imagery of the Mertz Glacier Polynya, taken from Massom
et al. [2001]. Dumont d'Urville (DD), Commonwealth Bay (CB), Watt Bay (WB)
and Buchanan Bay (BB) are shown. The MGT and extended region of grounded
icebergs (labeled \nger") are outlined, with the 1999 position of the Ninnis Glacier
tongue. Other areas of grounded bergs are labeled GB and are estimates. FI refers
to fast ice and the large iceberg B9B is also shown. Arrows denote the approximate
large-scale ice-drift direction (light denote new ice, dark denote thick, multi-year
and broken-out ice).
1.4.3 Major Calving of the Mertz Glacier in 2010
In February 2010, the MGT calved and reduced its length by about half of its original
size to become about 80 km long. The B9B iceberg, previously grounded east of the
MGT, became ungrounded and collided with the MGT. This movement changed the
ocean circulation via the tidal regime around the MGT during the calving event, and
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possibly triggered the MGT calving [Mayet et al. 2013] that was already weakened
by two large rifts [Lescarmontier et al. 2015]. This calving event led to a decrease
of 14 to 20% of the sea ice production in the region [Tamura et al. 2012] and a
freshening and lightening of the densest water mass on the continental shelf that
likely reduced the production of ALBW [Shadwick et al. 2013; Lacarra et al. 2014].
Modelling studies in the AGVL region have shown similar results. Kusahara et al.
[2011b] estimate a reduction in DSW outow (across the shelf break) of 23% from
the AGVL region associated with a decrease in density of the outowing DSW.
It is important to note that the model used in Kusahara et al. [2011b] does not
incorporate sub-ice shelf processes, with ice shelves treated as land [Kusahara et al.
2010].
Interannual variability of sea ice production is also known to have an important
impact on the DSW production and bottom salinity, as shown by the observations
[Shadwick et al. 2013; Lacarra et al. 2014] and modelling studies [Marsland et al.
2004; Cougnon et al. 2013]. From the observations pre-calving, the year-to-year
summer bottom salinity changes could reach 0.12 in the area with the highest sea
ice production, while in the same area after the calving event, the salinity dropped
by 0.15 between 2010 (pre-calving) and 2011 (post-calving) [Lacarra et al. 2014].
Modelling studies with pre-calving conditions have shown the importance of atmo-
spheric interannual variability on DSW formation. Marsland et al. [2004] focussed
on the interannual variability and estimated a 60% increase of the DSW outow
between a period of relatively weak polynya activity (low sea ice production rate)
and a period with strong polynya activity (high sea ice production rate) during the
pre-calving conditions. Results from Cougnon et al. [2013] are discussed in Chapter
2 of this thesis.
1.4.4 Modelling the region
In this study, the main results are drawn from a regional model used to study
the interannual variability of the DSW outow and the ice shelf basal melt rate of
the MGT with the heat and salt uxes (sea ice production) interannual variabil-
ity. A modied version of the three-dimensional Regional Ocean Modeling System
(ROMS) [Shchepetkin and McWilliams 2005] is used in this study. This modied
version of ROMS includes ocean/ice shelf and frazil thermodynamics following the
model set up in Galton-Fenzi et al. [2012]. Also, ROMS has a free surface and uses
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terrain-following vertical s-coordinates system, which has been adapted to allow the
coordinates to follow the ice shelf draft, as used in several studies around Antarctica
[e.g. Dinniman et al. 2007; Mueller et al. 2012; Galton-Fenzi et al. 2012; Gwyther
et al. 2013; Hattermann et al. 2014]. The vertical coordinates allow a higher reso-
lution at the bottom and at the surface of the water column, including just below
the ice shelf, to better parameterise the ocean/ice shelf interactions.
The ocean/ice shelf thermodynamics in the model are described by three equations
representing the conservation of heat, salt and a linearised version of the freezing
temperature, as a function of salinity and pressure, as described in Holland and
Jenkins [1999]. These equations are also dependant on the friction velocity, dened
in terms of the shear stress at the ocean/ice shelf interface. This parameterisa-
tion allows melting and freezing at the ocean/ice shelf boundary. Also, frazil ice
formation within the water column, in particular within the sub-ice shelf layer, is
allowed and parameterised as in Galton-Fenzi et al. [2012]. Frazils are ice crystals
formed in polynyas and leads, and is the rst stage of pancake ice formation (grease)
when waves are present. They are also formed underneath the ice shelf, within a
supercooled layer adjacent to the ice shelf, when the buoyant glacial meltwater rises
along the base of the ice shelf. This is due to the local freezing temperature that
increases with decreasing pressure. Large accretion of frazil ice crystals beneath an
ice shelf leads to the formation of marine ice and can enhance the ice shelf stability
by insulating the ice shelf from the direct impact of the ocean [Holland et al. 2009;
Craven et al. 2009].
The bathymetry and the ice shelf draft are based on RTopo-1 [Timmermann et al.
2010]. For the AGVL region, RTopo-1 is a combination of data from GEBCO [Smith
and Sandwell 1997] for the ocean and an ice draft estimated with BEDMAP topog-
raphy [Le Brocq et al. 2010]. For this study, RTopo-1 is modied to include local
high-resolution bathymetry data from Beaman et al. [2011] based on multibeam
swath sonar and singlebeam bathymetry data with about 250 m resolution for the
AGVL region (138-148E and 63-69S). This local high resolution bathymetry sig-
nicantly improve the the complexity of the glacial trough on the continental shelf
as well as the spatial distribution of the submarine canyons on the continental slope
[Beaman et al. 2011]. The iceberg positions and the MGT ice draft were created
using high-resolution SPOT5 imagery and radar proles from Legresy et al. [2004],
and more recent airborne radio echo sounding (ICECAP project from International
Polar Year and Greenbaum et al. [2010]). The bathymetry beneath the MGT has
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been created to accommodate the grounding line position and thickness [Legresy
et al. 2004] and is similar to Mayet et al. [2013].
Small features, such as grounded icebergs, are important for the formation of polynyas
in the region (see Section 1.4.2). Coastal polynyas and icebergs are often poorly
resolved in modelling studies due to the low resolution of winds that does not re-
solve katabatic winds, or are not parameterised. Katabatic winds are crucial in the
representation of buoyancy uxes resulting from the polynya as detailed in Section
1.4.2, removing heat from the ocean and releasing salt into the ocean. Therefore,
heat and salt uxes based on sea ice concentration observations derived from Special
Sensor Microwave Imager (SSM/I) from 1992 to 2013 [Tamura et al. 2016] following
Tamura et al. [2011] are prescribed in this study to force the open ocean surface
of the model. During summer, the Tamura et al. [2016] data are supplemented
with open-water heat and salt uxes using monthly climatologies from the Euro-
pean Centre for Medium-Range Weather Forecast Re-Analysis data (ERA-Interim)
or the National Centers for Environmental Prediction/Department of Energy Re-
Analysis data (NCEP2) data base.
1.5 Aim and thesis outline
In this thesis, the interannual variability of the MGT basal melting and the DSW
export from the Adelie and George V Land region before and after the Mertz calv-
ing is investigated with the previously described ocean/ice shelf model. Interannual
variability in sea ice production and episodic changes to the coastal icescape are part
of the natural forcing around Antarctica. DSW production and ice shelf basal melt-
ing can be dramatically impacted by these events. This study aims to understand
the sensitivity of DSW formation, the main source of AABW in East Antarctica, to
variability in surface uxes and glacial meltwater. AABW formation, downstream
of the AGVL region is also quantied.
This thesis is structured as follows:
 Chapter 2 investigates the inuence of the interannual variability in surface
heat and salt uxes in driving DSW export and ice shelf basal melting vari-
ability in the AGVL region for pre-calving conditions and compares the model
results with other studies.
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 Chapter 3 uses idealised two-dimensional (no Coriolis) overturning numerical
simulations to further investigate the sensitivity of ice shelf basal melting and
DSW export to changes in air/sea forcing intensity and associated changes in
vertical convection.
 Chapter 4 investigates the impact of the MGT calving on its basal melting,
as well as basal melting of two other ice shelves east of the MGT. Ocean
properties within other ice shelf cavities in the region are also studied in this
chapter.
 Chapter 5 uses the same set of simulations as presented in Chapter 4 to
investigate the ocean circulation changes on the continental shelf and changes
in DSW properties and export after the calving event. The impact on the
downslope ow of newly-formed AABW is also investigated to quantify the
impact of the calving event on AABW downstream of the AGVL.
 Chapter 6 summarises the key ndings before opening a discussion on future
work.
Chapter 2
Modelling interannual dense shelf water
export in the region of the Mertz Glacier
Tongue (1992-2007)
The following chapter is sourced from the peer-reviewed article: Cougnon, E. A.,
Galton-Fenzi, B. K., Meijers, A. J. S., and Legresy, B. (2013). Modeling interannual
dense shelf water export in the region of the Mertz Glacier Tongue (1992-2007).
Journal of Geophysical Research: Oceans, 118(10):5858-5872. It has been edited for
formatting and the abstract has been removed. The content remains unaltered.
2.1 Introduction
Antarctic Bottom Water (AABW) is an important part of the global thermohaline
circulation, and is known to form in the Weddell Sea, Ross Sea and Adelie Land
[Rintoul 1998; Orsi et al. 1999; Jacobs 2004]. More recently, AABW has been
observed to form in the vicinity of Cape Darnley, located immediately west of the
Amery Ice Shelf [Tamura et al. 2008; Kusahara et al. 2010; Fukamachi et al. 2010;
Ohshima et al. 2013]. The Australian-Antarctic Basin (80 o - 150 oE) contains two
types of AABW, dened by their sources: Ross Sea Bottom Water enters the basin
from the east and mixes with Adelie Land Bottom Water that is formed locally in
geographically restricted latent heat polynyas around the East Antarctic coastline
[Rintoul 1998]. AABW in the Australian-Antarctic Basin has been observed to be
freshening, possibly due to an increased supply of glacial meltwater from Antarctica
[Aoki et al. 2005; Rintoul 2007].
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The high rate of sea ice formation in latent heat polynyas and the associated brine
rejection drives convection due to the formation of relatively dense water (e.g. High
Salinity Shelf Water { HSSW). HSSW can sink below adjacent ice-shelves and drive
basal melting of these ice-shelves leading to the creation of fresher Ice Shelf Water
(ISW), which is dened as having a temperature below the surface freezing temper-
ature [Lewis and Perkin 1986]. The mixture of HSSW, ISW and to some degree the
overlying Circumpolar Deep Water (CDW) and Modied Circumpolar Deep Water
(MCDW) can form Dense Shelf Water (DSW). DSW may be exported from the
continental shelf, sinking into the deep ocean and mixing further with the MCDW,
forming AABW. Changes in the volume of ISW and HSSW formed on the shelf
can signicantly alter subsequent formation rates of AABW at the continental shelf
break [Hellmer 2004; Kusahara and Hasumi 2013].
During the period of this study (1992-2007), the Mertz Glacier Polynya (MGP), cen-
tred at about 67 S and 145 E, was the second largest polynya in area (23,300 km2)
along the East Antarctic coastline [Massom et al. 2001], and was a key source of
DSW that ultimately becomes AABW [Rintoul 1998; Williams and Bindo 2003;
Williams et al. 2008]. From satellite remote sensing observations, the MGP esti-
mated to produce an annual cumulative volume of sea ice of about 12011 km3 yr 1
[Tamura et al. 2008]. The factors that inuence the ice production of the MGP are
the steep ice-sheet topography inland from Commonwealth Bay and Buchanan Bay
(Figure 2.1) that funnel strong and persistent katabatic winds into the area, the
distribution of grounded icebergs and surrounding fast ice, and the position of the
Mertz Glacier oating ice Tongue (MGT) and other icebergs (like the large grounded
iceberg B9B) which form a barrier against westward moving sea-ice [Massom et al.
2001]. The MGT was 20 to 40 km wide and extended 150 km northward from the
grounded ice-sheet, prior to its calving in 2010, which cut its length in half.
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Figure 2.1: Bathymetry of the model and features of note around the Adelie and
Mertz depressions. In the ocean: (AB: Adelie Bank; AD: Adelie Depression; AS:
Adelie Sill; MB: Mertz Bank; MD: Mertz Depression; MS: Mertz Sill), with the ice
draft (dark line) of the Mertz Glacier Tongue (MGT; 140 km long, 25 km width),
the B9B (with a draft of 300 m) and of the fast ice (30 m thick for the fast ice
south east of the MGT and 10 m for the fast ice south east of B9B). Along the
continent: Watt Bay (WB), Commonwealth Bay (CB), and Dumont D'Urville base
(DDU). Cyan, green and blue dashed lines indicate the boxes (Adelie, Mertz and
MGT boxes), used for averaging model results. The eastern edge of the cyan box is
partially obscured by the green box and the yellow line. Cyan and green bold lines
show the Adelie and Mertz sill section respectively, and the yellow bold line along
the MGT shows the cavity section.
Direct observations of the ocean in the vicinity of the MGT during winter are
rare, due to the extreme conditions making access dicult. The rst and the only
wintertime experiment in the Adelie region occurred in July-August 1999 [Bindo
et al. 2001; Williams and Bindo 2003; Williams et al. 2008]. This wintertime
experiment and associated summer observations have shown that DSW accumulates
in the Adelie depression, and the Adelie sill is one of the primary outow region
for dense water to escape from the depression to the abyssal ocean [Bindo et al.
2000; Williams et al. 2008]. The annual mean export of DSW through the Adelie
sill was estimated to be 0.1{0.5 Sv [Williams et al. 2008], subsequently revised
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down to 0.073  0.086 Sv using improved analysis methods [Meijers et al. prep].
DSW exported at the sill depth (425 m) is dense enough relative to the oshore
water masses to mix down the continental slope and slope canyons to form AABW
[Williams et al. 2008]. More recent observations taken along the slope and over the
deep ocean suggest that the Mertz sill, to the east of the MGT, may also be a region
of DSW export [Williams et al. 2010]. The region to the east of the MGT also has
a deep depression, called the Mertz depression or Trough, a sill (600 m) and an
active local polynya in the lee of B9B. Modelling results also support the hypothesis
that the Mertz sill is a key region of DSW export from the Mertz depression to the
continental slope [Kusahara et al. 2011a].
Earlier model studies such as Marsland et al. [2004], using the Mertz-HOPE (Ham-
burg Ocean Primitive Equation) model (as described by Marsland et al. [2007])
and Kusahara et al. [2011a] using the Center for Climate System Research Ocean
Component (COCO) model [Hasumi 2006], have studied the Adelie/Mertz depres-
sions area. Both are coupled sea-ice/ocean models and have a global domain with
high horizontal resolution over the study area. Neither of these studies include ice
shelf/ocean interaction processes the circulation underneath ice-shelves or the for-
mation of ISW. Our study uses a high resolution (2.16-2.88 km) regional ocean
model, based on the Regional Ocean Modeling System (ROMS) [Shchepetkin and
McWilliams 2005] to study the interannual variability of DSW export from the
Adelie and Mertz depressions region from 1992-2007. The model is unique in that
it has been modied to include ice shelf/ocean interactions and frazil dynamics
and thermodynamics, and includes the ocean cavity beneath the MGT and other
ice-shelves, icebergs and fast ice in the region [following Galton-Fenzi 2009; 2010;
Galton-Fenzi et al. 2012]. Marsland et al. [2004] have shown a strong interannual
variability of DSW outow from the Adelie depression linked to variability in at-
mospheric forcing. In this study, we investigate the link between the variability of
the surface polynya forcing and the shelf water, and how it impacts the density and
volume of exported DSW.
Section 2.2 describes the model setup and forcing, and details the analysis procedure.
A similar approach to Marsland et al. [2004], using heat ux variability, is used in
section 2.3 to dene dierent polynya states. Using these polynya states, we examine
relationships between the intensity of polynyas and dense water export, and the
interactions with the ice shelf. In section 2.4 and 2.5 we discuss key ndings relating
to dense water export. These include the dierent pathways for DSW export and
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the importance of including the cavity under the MGT, as well as the link between
polynya activity and DSW export in comparison with previous model studies.
2.2 Methods
2.2.1 Model and forcing
The three-dimensional ice shelf/ocean cavity model used here is based on the Rut-
gers version of the Regional Ocean Modeling System (ROMS) [Shchepetkin and
McWilliams 2005]. ROMS has a free surface and uses a terrain-following verti-
cal s-coordinate system controlled by the applied surface pressure, which has been
adapted to allow the coordinates to follow the ice shelf draft [Dinniman et al. 2003],
and has been applied to other area of Antarctica [Dinniman et al. 2007; Mueller
et al. 2012]. The version of the model we use here was initially developed for studies
of the Amery Ice Shelf/Ocean system [Galton-Fenzi 2009; Galton-Fenzi et al. 2012]
and used in circum-Antarctic modelling studies [Galton-Fenzi 2010]. In the region
of our study, a version of this model has been used to simulate the circulation pat-
terns and water mass properties in the vicinity of the Adelie and Mertz depressions
[Hemery et al. 2011; Cottin et al. 2012]. It has also been compared directly with
summertime ship observations and year long current meter moorings at the Adelie
sill and found to accurately reproduce the seasonality and circulation within the
depression [Meijers et al. prep].
The model setup used here is similar to the one described by Galton-Fenzi et al.
[2012] and only the major features and dierences from the previous model are de-
scribed below. The model includes realistic tides and thermodynamic interactions
with the ice shelf, including the addition of a frazil subroutine. The ice shelf/ocean
interaction is described by three equations of state representing the conservation of
heat, salt, and a linearized version of the freezing point of seawater (as a function
of salinity and pressure) [e.g. Holland and Jenkins 1999], which are solved to simul-
taneously nd the temperature and salinity in the boundary layer beneath the ice
shelf and the melt rate at the ice shelf base. The model grid extends from 135.77 oE
(west of the French base Dumont D'Urville) to east of George V land at 158.08 oE
and covers the Adelie and Mertz depressions from the coast line up to the deep
ocean at 62.72 oS (Figure 2.1). The horizontal grid has a resolution of about 2.16
km near the southern boundary and 2.88 km near the northern boundary. The
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vertical grid uses 31 contour following  levels, arranged to give higher resolution
near the top and the bottom of the water column.
The bathymetry and ice shelf draft is based on RTopo-1 [Timmermann et al. 2010]
and was modied to include local high-resolution bathymetry data from Beaman
et al. [2011], which is based on multibeam swath sonar and singlebeam bathymetry
data with about 250 m resolution. The iceberg positions present in the region,
and the MGT ice draft was created using high resolution SPOT5 imagery, radar
proles from Legresy et al. [2004] and more recent airborne radio echo sounding
(ICECAP project from International Polar Year and Greenbaum et al. [2010]). The
bathymetry beneath the MGT has been created to accommodate the grounding
line position and its thickness [Legresy et al. 2004; Mayet et al. 2013]. The ice draft
of the MGT is shown in Figure 2.5, while the B9B icebergs has a draft of 300 m
and Ninnis icebergs have a comparable thickness. Fast ice is an important factor
to consider in the region because of its thickness and its multi-annual presence in
some areas [Massom et al. 2009]. We include a climatology from Fraser et al. [2012],
which produces two main areas of permanent fast ice near the MGT. These regions
are southeast of the ice tongue and southeast of the B9B iceberg, where fast ice is
continuously present with a relatively constant area (see Figure 2.1). Southeast of
the MGT fast ice attached to the glacier tongue is relatively old (at least 25 years)
and thick (from 10 to 55 m). This is about 10 times thicker than the mean thickness
of pack ice in the region [Massom et al. 2010].
Following Galton-Fenzi et al. [2012], the model is forced with monthly data over
the period from January 1992 to December 2007. Previous studies highlighted the
importance of small scale features, such as grounded icebergs, many of which are
only a few hundred meters in scale. These features are important for the formation
of polynyas and lead to localised enhanced DSW production [Kusahara et al. 2010].
However, coastal polynya and icebergs are often poorly resolved or are not param-
eterised in models, and so no sea ice model is coupled to the ocean in the present
study. Instead, heat and salt uxes, based on ice concentration from a climatology
derived model using Special Sensor Microwave Imager (SSM/I) observations from
1992 to 2007 [Tamura et al. 2008; 2011], are used to adequately resolve the ne-scale
polynya in the region, as has been done for other similar studies as Dinniman et al.
[2003; 2007]. During summer, the Tamura et al. [2008] data are supplemented with
open-water heat and salt uxes using monthly climatologies from NCEP-2 [Kana-
mitsu et al. 2002]. Surface winds are derived from the second version of CORE data
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developed by Large and Yeager [2009] for global ocean-ice modelling [Gries et al.
2009]. The surface kinematic wind stress,  , is calculated in the i and j -direction
from the wind velocity eld, u as:
i;j = acaui;jjui;jj
where, a is the air density (1.3 kg m
 3) and ca is the dimensionless air-sea friction
coecient (1.4  10-3). Lateral boundary elds, including potential temperature,
salinity and horizontal velocities are relaxed to monthly elds from ECCO2 over
the period [Menemenlis et al. 2008; Wunsch et al. 2009]. The model was run for
48 years, including a spinup phase of 32 years to reach equilibrium using a repeating
loop of synoptic forcing from between 1992 to 2007. The nal 16 years are used in
the analysis.
2.2.2 Analysis regions and experiments
To investigate the exchange between both shelf depressions and the export of DSW
over the shelf break, our analysis is focused on three boxes around the Adelie and
Mertz depressions and the MGT (Figure 2.1), and on three sections at the Mertz
and Adelie sills and at the MGT cavity. These regions are chosen so as to facilitate
comparisons with other studies [e.g. Marsland et al. 2004; Kusahara et al. 2011a;
Meijers et al. prep]. The variables that are examined are potential temperature,
salinity, horizontal velocities and the volume transport of the main water mass
classes (dened below). The boxes chosen completely surround the MGT in order
to investigate the circulation through the cavity and ISW formation. They also
include both the Adelie and Mertz depressions and their corresponding polynya
areas, where the formation of shelf water occurs, and nally include both sills,
where the export of DSW from the depressions is thought to occur [Williams et al.
2010; Kusahara et al. 2011a].
Dierent types of water interact within our study area, coming from oshore or
forming over the shelf (Table 2.1). Antarctic Surface Water (AASW) is relatively
warm and is the least dense water mass in the region, appearing at the surface.
Below the surface oshore there is warm and saline CDW, and the deepest water
mass o the shelf break is AABW. CDW moves southward and becomes Modied
CDW (MCDW) through mixing with AASW and water over the shelf, before cross-
ing the shelf break and entering the shelf region in the mid-water column where it
2.3. RESULTS 40
can interact with HSSW and ISW created during sea ice formation and ice tongue
melting respectively. Low Salinity Shelf Water (LSSW), corresponds to a water
mass similar to the HSSW in potential temperature but with a salinity less than
34.5 psu. We dene DSW here as any water having a potential density greater
than 1027.88 kg m-3. This potential density has been used in previous studies as
being the minimum potential density capable of sinking o the shelf and reaching
abyssal depths, eventually contributing to the formation of AABW [Bindo et al.
2001; Williams et al. 2008; Kusahara et al. 2010].
To highlight the importance of considering ocean/ice shelf thermodynamics in mod-
elling studies of shelf processed and dense water export, two experiments are per-
formed for this paper:
1 { \Reference simulation": the reference simulation uses the best version of the
model described above, including ice shelf/ocean thermodynamics.
2 { \Without ice shelf thermodynamics": reference simulation, but without ice shelf
basal melting/freezing, so no ISW will be generated.
Table 2.1: Water masses dened by potential temperature (), salinity (S) and
potential density (). fp is the in-situ freezing temperature of sea water at 50 dbar.
Water type  (oC) S(psu)  (kg m-3 -1000)
AASW -1.75    2 -   27.75
MCDW -1.75   < 1 - 27.75 <  < 27.88
HSSW fp <  < -1.75 S > 34.5 -
LSSW fp <  < -1.75 S  34.5 -
ISW  fp - -
DSW - -   27.88
2.3 Results
2.3.1 Polynya activity
The 16 year time series of heat uxes from Tamura et al. [2008; 2011] shows an in-
terannual variability in polynya activity (intensity) in the region (Figure 2.2). This
gure shows the cumulative heat ux anomalies and the average wintertime heat
ux anomalies for an area including both the Adelie and Mertz depressions (black
line). It also shows those anomalies for smaller areas, one centred on the Mertz
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Glacier Polynya (MGP) over the Adelie depression (dashed line) and the other on
the polynya in the lee of B9B iceberg over the Mertz depression (dotted line). The
polynya activity is slightly dierent between the MGP and the region over the B9B
polynya, but not dramatically so. For simplicity, we dene the state of polynya
activity as changes over the combined area of the depressions. The cumulative heat
ux anomalies from monthly means over the Adelie and Mertz depressions (Figure
2.2a), shows a sudden change in polynya activity occurring in 2002. A positive cu-
mulative ux trend indicates that the ux of heat from the ocean to the atmosphere
is less than the normal trend over the whole period, and therefore indicates a de-
crease in polynya activity. A negative trend in polynya activity indicates intensied
heat loss and increased polynya strength. In Figure 2.2a, interannual variability is
observed with a net increased cumulative ux from 1999 to 2001 inclusive (about
+550 MJ m-2) with a sudden change in 2002 and a strong decrease of the cumulative
ux until 2004 (about -600 MJ m-2). From 1992 to 1996, the cumulative heat ux
anomalies are relatively constant before increasing from 1997 to 1999 (+300 MJ m-2),
although at a weaker rate than from 1999 to 2001.
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Figure 2.2: a) Cumulative heat ux anomalies for the shelf area including both
the Adelie and Mertz depressions (black line), for a small area over the Adelie
depression (Mertz Glacier Polynya, dashed line) and a small area over the Mertz
depression (B9B polynya, dotted line). Vertical dashed lines show the dierent states
in polynya activity described in the text. b) Heat ux anomalies for monthly means
from Tamura et al. [2011] (ne grey line) and wintertime averages from May to
September inclusive over the shelf area including both Adelie and Mertz depressions
(black line with dots), the Adelie depression (Mertz Glacier Polynya, dashed line)
and the Mertz depression (B9B polynya, dotted line). Negative anomalies indicate
increased polynya strength and Dense Shelf Water formation.
The average heat ux anomalies (Figure 2.2b) for the wintertime average (from May
to September inclusive), show the same pattern in terms of interannual variability,
with the same two key periods of polynya activity. The period from 1999 to 2001
inclusive has a wintertime positive heat ux anomaly of approximately 84 W m-2,
corresponding to a `weak polynya state'. The period from 2002 to 2004 inclusive
has a wintertime negative heat ux anomaly of approximately -113 W m-2, corre-
sponding to a `strong polynya state'. It is more dicult to dene persistent strong
or weak states for the other years because negative heat ux anomalies alternate
with positive anomalies each year, corresponding to a constant cumulative heat ux.
We therefore call the period from 1992 to 1998 the `mean polynya state'. Marsland
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et al. [2004] dened similar periods in polynya activity for the years in which the
studies overlap (1992-2001). They dened a strong polynya state from 1993 to
1999, corresponding to the `mean' polynya state in our study, and weak polynya
years (1999 and 2000) corresponding with our weak polynya state. As our study is
longer, we dene another period of `strong' polynya activity from 2002 to 2005.
2.3.2 Transport from the Adelie and Mertz depressions
The export by time for each density class between 1027.65 kg m-3 and 1028.00 kg m-3
is shown in the colored panels of Figure 2.3. The export is binned in density incre-
ments of 0.01 kg m-3 for the Adelie and Mertz boxes and both sills. This export
is calculated as monthly averages over the entire period (from 1992 to 2007). The
critical DSW density limit (1027.88 kg m-3) is represented by the horizontal dashed
line. Figure 2.3 clearly shows interannual variability in the export of DSW for both
depressions and sills, but also seasonal variability. The minimum density for ex-
ported water is denser at the end of each winter and slightly lighter during summer,
and does not always exceed the critical value. Over the 16 study years, three dis-
tinct periods of DSW export can be dened, as indicated by the vertical dashed
lines. The rst period is from 1992 to 1998, where the DSW export is strong for the
Adelie box, and the two sills, associated with an import of the densest DSW into
the Mertz box. 1999 is a transition year with lighter water exported, too light to be
considered DSW but dense enough to be still exported from the Adelie box. This
transition period is followed by a second period from 2000 to 2002, where there is
almost no export of DSW from any of the boxes and sections. The last period is
from 2003 to 2005 where there is an increase of DSW export mainly seen to ow out
of the Adelie box and circulate through the cavity to the Mertz box. These periods
lag the previously dened periods of polynya activity (shown by the arrows on the
gure) by about a year.
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a) Adélie Box b) Adélie Sill
c) Mertz Box d) Mertz Sill
Figure 2.3: Transport (in Sv) by potential density class (in kg m-3 -1000) for each box
and sill. Positives values (red) correspond to an export; negative values (blue) cor-
respond to an import. Horizontal dashed line is the critical density 1027.88 kg m-3.
Vertical dashed lines show the limits of dierent states of DSW export, as discussed
in the text. The arrows at the top of each panel show the transition between polynya
activity states.
Dierent water masses can share the same density characteristics, so it is therefore
useful to consider the transport results presented in Figure 2.3 together with poten-
tial temperature and salinity characteristics to determine the transport pathways of
each of the main water masses. Figure 2.4 shows the net transport across both boxes
and sills binned by potential temperature and salinity, averaged over the periods
1992-1998, 2000-2002 and 2003-2005. This projection allows us to see the dierent
water masses that enter and exit each depression. The dierent water masses de-
ned in Table 2.1 are labelled in Figure 2.4a, and we focus on the variability of the
four main water masses: MCDW, HSSW, ISW and DSW. ISW is dened here to be
colder than the freezing temperature of sea water at 50 dbar. Using a depth below
the surface is a necessary condition so that very shallow ISW produced by melting of
thick fast ice east of the MGT (at about 35 m) is excluded. The averaged transport
for each water mass (in 103 m3 s-1 or milli-Sverdrups) and period for the Adelie and
Mertz boxes and sills, and also for the cavity are summarized in Table 2.2 a, b and
c. Averages are also calculated for each case during the annual `peak export' period,
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which is dened as July to November, following Marsland et al. [2004] and which
also corresponds to the peak dense water formation from observations [Williams
et al. 2008].
The density transport for both the Adelie and Mertz depressions diers between
each period. However, in all three periods there is an import of relatively warm
MCDW (between 0 oC and 0.5 oC, see Figure 2.4a, b, c, g , h and i) with a density
between 1027.80 kg m-3 and 1027.85 kg m-3. For the Adelie box, an export of water
denser than 1027.85 kg m-3 (dense enough to exist below the imported MCDW) is
seen for both the rst period (1992-1998) and the last period (2003-2005). This
contributes to an export of DSW of 378 mSv for the rst period and of 273 mSv
for the last (Table 2.2 a). During the rst period, 29% of the DSW exported from
the Adelie depression ows out through the Adelie sill (110 mSv), while only 19%
goes through the sill during the last period (51 mSv). During the second period
the export is less dense, more spread in terms of density and salinity, and is only
marginally denser than the imported water, so there is very little net DSW exported
through the sill (< 30 mSv).
An export of very salty and dense HSSW is observed from the Adelie box with a
transport of 212 mSv and 159 mSv for each period respectively. This export has
the same characteristics as the very dense water imported into the Mertz box (Fig-
ure 2.4g, h and i). The circulation through the cavity section makes up a large
proportion of the total DSW transport: 43% of the exported DSW formed in the
Adelie depression is going through the cavity (165 mSv) during the rst period and
46% (127 mSv) during the last period. This implies that 28% of DSW formed in
the Adelie depression during the rst period and 35% during the last period exits
the box through pathways other than beneath the cavity or through the sill. These
other pathways are discussed further in section 2.4.2.
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Figure 2.4: Potential Temperature-Salinity transport diagrams for the Adelie box (a,
b, c) and sill (d, e, f), and Mertz box (g, h, i) and sill (j, k, l), split by period. Positive
values (red) correspond to an export, and negative values (blue) correspond to an
import (in milli Sv). Water masses are shown on the top-left panel. Some potential
density contours are shown on each diagram, with a dashed line corresponding to
the freezing temperature of sea water at 50 dbar, used to dene ISW in this study.
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Table 2.2: Net export for each period from the Adelie box and sill (a) and for
the Mertz box and sill (b) for the dierent water masses (milli Sv) from Table 2.1.
Positive values correspond to an export and negative values to an import. Values
in squared brackets are averaged for the peak DSW export period from July to
November inclusive.
a)
Mean (1992-1998) Weak (2000-2002) Strong (2003-2005)
Adelie box
AASW -97 [-91] -197 [-199] -75 [-55]
MCDW -310 [-394] 94 [63] -154 [-296]
HSSW 212 [281] 108 [140] 159 [220]
LSSW -12 [-15] 37 [40] -43 [-58]
ISW 61 [91] 9 [12] 31 [47]
DSW 378 [490] -15 [-15] 273 [440]
Adelie sill
MCDW 2 [-4] 188 [76] 7 [-46]
HSSW 16 [23] 10 [14] 11 [18]
ISW 5 [9] 1 [0] 4 [7]
DSW 110 [138] 30 [20] 51 [74]
b)
Mean (1992-1998) Weak (2000-2002) Strong (2003-2005)
Mertz box
AASW -66 [-62] 139 [99] -60 [-84]
MCDW -23 [-24] -253 [-143] 84 [131]
HSSW -127 [-182] 7 [0] -70 [-94]
LSSW -16 [-29] -10 [-31] 8 [2]
ISW -40 [-55] 1 [0] -11 [-19]
DSW 120 [116] 48 [16] -35 [-62]
Mertz sill
MCDW 162 [194] -60 [55] 225 [312]
HSSW 11 [13] 0 [0] 17 [28]
ISW 1 [1] 0 [0] 2 [3]
DSW 207 [286] 23 [44] 69 [114]
c)
Mean (1992-1998) Weak (2000-2002) Strong (2003-2005)
Cavity
MCDW -26 [-42] 41 [150] 45 [39]
HSSW 151 [224] -5 [3] 119 [181]
ISW 40 [56] -1 [0] 18 [29]
DSW 165 [260] 22 [58] 127 [214]
DSW that circulates beneath the MGT from the Adelie depression appears as an
import into the Mertz box and is the sole pathway of DSW into the Mertz box
through lateral boundaries. The 120 mSv exported out of the Mertz box are formed
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in the Mertz depression, primarily from the polynya in the lee of B9B, which is two
third less than the DSW produced in the Adelie depression. The distribution of the
water exported through the Mertz sill, in terms of density, shows a small import
of MCDW (Figure 2.4j, k and l), coupled with an export of cooler MCDW. Also,
207 mSv of DSW is exported through the sill during the rst period signicantly
more than the net depression export. During the last period 69 mSv of DSW goes
out through the Mertz sill, while the global DSW transport over the entire Mertz box
shows an import of 35 mSv. This highlights the importance of the Adelie depression
as the primary source of DSW and of the circulation beneath the MGT. During the
second period, associated with weak polynya forcing, there is only a weak export of
DSW (< 50 mSv) from the whole Mertz box.
2.3.3 Transport and melting in the Mertz Glacier Tongue
cavity
In this section we examine the transport through the cavity. DSW formed in the
Adelie depression ows into the MGT cavity on its western side, interacting with the
ice shelf and mixing with ISW, leading to an export of slightly fresher and lighter
water into the Mertz depression from the eastern side of the MGT. The dierence
between the second (weak) and the rst (mean) periods in  and S along the section
dened by the MGT box are shown in Figure 2.5a and 2.5b. The third period
(strong) is similar to the rst, so anomalies from this period are not shown. The
second period is mostly fresher and warmer everywhere along the section, except at
about 400 m along the northern part of the MGT where a warm and salty anomaly
occurs (of about +1 oC and +0.04 psu). The perpendicular velocity across the MGT
transects over both periods (Figure 2.5c and 2.5d) shows a corresponding change in
the circulation and magnitude along the northern part of the MGT at about 400
m. Import into the cavity at depth increases on the western boundary of the MGT,
and a current can also be seen crossing the northeasterly tip of the MGT, heading
in a southeasterly direction between 400-600 m. This is indicative of an import of
MCDW under the northern part of the MGT during the period of weak polynya
activity.
The change in circulation impacts MGT melting (Figure 2.6). The area-averaged
melt rate, integrated over the whole MGT for the entire period, is 1.91.4 m yr-1
(11.48.4 Gt yr-1). For ice deeper than 900 m, melt rates are 4.52.3 m yr-1
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(3.01.5 Gt yr-1, not shown). The standard deviations of these values indicate
the large temporal variability due to tidal, seasonal and interannual forcing on the
tongue. Observational estimates of melt rates, from ux gate calculations close to
the grounding line vary from 11 m yr-1 [Berthier et al. 2003] to 18 m yr-1 [Rignot
2002]. Given that 14-18 Gt yr-1 of ice is estimated to ow into the MGT from
the grounded ice sheet [Wendler et al. 1996; Frezzotti et al. 1998], our estimates of
basal melting indicate that about 63 to 81% of the total ice owing into the MGT
is melting from the underside, underlining how important it is to understand the
ice-ocean interactions.
Figure 2.6 shows that the period of greatest net melt (3.81.5 m yr-1) occurs during
the second (weak) period of polynya activity (2000 to 2002 inclusive) with the max-
imum melt rate (< 8.5 m yr-1) occurring during the summer of 2002/2003. Melting
starts to decrease in 2003, corresponding to the beginning of the third (strong) pe-
riod, when the export of dense water increases again. The area-averaged melt rate
for the rst and the third periods is 1.20.4 m yr-1. Despite the enhanced melting
only small amounts of ISW, dened here as having a potential temperature below
the freezing temperature at 50 dbar, is exported from beneath the MGT during the
second period. This suggests that the additional glacial meltwater is warmer than
our dened freezing temperature, and so is not classied as ISW and therefore likely
to have been produced by warm MCDW during melting.
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Figure 2.5: Dierences in potential temperature a) and salinity b) for the MGT
box between the second (2000-2002) minus the rst (1992-1998) periods. The black
line on a) and b) shows the MGT ice draft for each edge of the ice tongue. c) and
d) show the perpendicular velocity through the MGT box sections for the rst and
second period respectively (m s-1), with potential density contours. Positive values
are out of the MGT box.
2.3.4 Sensitivity of Dense Shelf Water export to glacial melt-
water
A recent study by Kusahara and Hasumi [2013] has shown the importance of in-
cluding basal melting in modelling studies such as that one. To test the eect of
having ice shelf thermodynamics in our model, a comparison between both the ref-
erence simulation and the simulation without ocean/ice shelf thermodynamics are
presented in this section. Ocean/ice shelf thermodynamics in the model allows the
formation of fresh and supercooled water due to ice shelf melting, which can mix
with the surrounding dense water. Hellmer [2004] has shown that a decrease in ice
shelf area with an associated reduction of basal melting signicantly changes shelf
water characteristics and enhances the formation of DSW.
Figure 2.7 shows monthly climatologies of both simulations along both sills and
along the cavity section on the eastern edge of the MGT. The simulation without
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ocean/ice shelf thermodynamics shows denser water in the cavity (0.06 kg m-3
denser) and at both sills (0.02 kg m-3 denser). Associated with this increased in
density, a greater transport of DSW through these sections is also seen. Around
0.05 Sv more DSW ows from the Adelie to Mertz depression, but over 0.30 Sv
extra is exported from the Mertz sill. Table 2.3 summarises the averaged transport
through the studied sections.
The simulation without ocean/ice shelf thermodynamic overestimates DSW export
by dierent magnitudes depending on the region. Compared to the reference simu-
lation, DSW export is 100% greater for the Adelie sill and 50% larger for the entire
Adelie box. However, for the Mertz box, omitting ocean/ice shelf thermodynamics
induces an overestimation of DSW export of more than 500%. This very large in-
crease in DSW export through the whole Mertz box is explained by the presence of
more ice shelves in the Mertz box area (MGT, B9B, Ninnis icebergs and fast ice).
This relatively larger ice area in the Mertz depression induces greater volume of
fresh and supercooled water, which mixes with the dense water imported from the
Adelie depression and produced locally, and results in lighter and cooler DSW.
Net melt rate (m/yr)
Figure 2.6: Net melt rate from the Mertz Glacier Tongue (in m yr-1), combining the
mass lost from the ice tongue and the accumulation of frazil ice. Vertical dashed
lines show the same polynya transitions as in Figure 2.3.
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2.4 Discussion
2.4.1 Links between polynya activity, ice shelf melting and
DSW export
Our results show a delay between the timing of the strength of polynya activity
and the corresponding change in dense water export, not seen in previous studies.
The weaker export, from 2000 to 2002, is delayed by about a year after the weakest
polynya activity occurs during 1999 to 2001. The strongest polynya state (2002-
2004) induces an increased DSW export in volume and density steadily over all
three years from 2003 to 2005. However, this export remains on average less dense
than during the rst period (1992-1998). This dierence in density export between
the two periods suggests that after a period of weak polynya activity leading to a
decrease of DSW export, three or more years of strong polynya activity are needed
to precondition the density of shelf water to support the export of very dense water
again. It is interesting to note that during the `mean' polynya state, there is a
stronger export of the densest DSW than during the `strong' polynya state. This is
likely due to the spinup period of the model. For the 32-spinup years prior to 1992,
the model uses the same forcing (1992-2007), so the water masses at 1992 for the
`mean' polynya state have been preconditioned by the last years of the atmospheric
forcing, driving stronger net export.
The temporal interannual variability in the basal melt rate of the MGT follows
the same pattern as the DSW export. Whilst the MGT is melting at a rapid rate
between 2000 and 2002 (3.81.5 m yr-1), only small amounts of ISW are seen passing
through the analysis boxes used in this study. During this time the glacial meltwater
that is produced must mix with the warmer ambient water and form a watermass
that contains glacial meltwater which is warmer than our denition of ISW.
During the weak polynya state, MCDW penetrates further on-shelf, although the
actual volume entering the Adelie box does not change signicantly from the strong
or mean states (2.3 Sv for 1992-1998, 2.1 Sv for 2000-2002, and 2.0 Sv for 2003-
2005). The mechanism driving MCDW onto the shelf may be due to a combination
of factors. In some regions, the primary mechanism causing MCDW to move on-
shelf is changes in winds [e.g. Steig et al. 2012; Dinniman et al. 2012]. Alternatively,
St-Laurent et al. [2013] demonstrates that a warm slope front current may be also
guided on-shelf via troughs in the slope bathymetry.
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Figure 2.7: Monthly climatologies averaged over the entire period (1992-2007) for
the potential density (left panels) and DSW transport (right panels) for the reference
simulation (black line) and the simulation without ocean/ice shelf thermodynamics
(dashed line) for the Adelie sill (a and b), the Mertz sill (c and d) and the cavity
section (e and f).
A detailed dynamical examination of the factors driving MCDW circulation onto the
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shelf is beyond the scope of the present study, although qualitatively the Mertz Bank
does appear to be important in guiding intrusions towards the MGT (Figure 2.8).
What we nd, however, is that MCDW import is not correlated with changes in
DSW export nor with changes in surface wind stress (not shown). This supports
the ndings of Marsland et al. [2004] who found that polynya buoyancy ux was
the primary factor controlling DSW export and winds had little correlation with the
DSW production. Of course polynya activity is not independent from the winds,
ocean temperature or circulation and there exist complex feedbacks between these
factors. However, polynya activity, as measured by heat ux, is representative of
an integration of these atmospheric and oceanic terms for the purpose of this study,
and we nd that there exists a useful correlation with the strength of these polynyas
driving DSW export.
The lack of correlation between polynya activity and MCDW import does not imply
that inow from o the shelf is unimportant to the circulation. During weak polynya
states the intruding MCDW is not cooled as dramatically and may interact with the
MGT and modify the ice shelf/ocean driven circulation [Klinck and Dinniman 2010]
by intensifying the ice pump mechanism through cavity enhanced basal melting
[Lewis and Perkin 1986]. MCDW driven basal melting makes the water fresher
and more buoyant which causes it to rise along the bottom of the ice shelf. This
buoyancy driven ow has the eect of pulling deeper water to the base of the ice
shelf. This induces more ice shelf melting which may further decrease the formation
and density of DSW in the region. This positive feedback between intruding warm
MCDW and increased freshening is discussed further in the following section.
2.4.2 Regional circulation
The model allows the detailed examination of DSW export pathways from the re-
gion, and we nd several more than have been previously assumed in observational
studies. The time-averaged potential temperature and density at the model bottom
layer, overlaid with the current direction during each period is shown in Figure 2.8.
This gure shows that dense water spreads between both depressions through the
MGT cavity and over the shelf break. Signicant volumes of DSW are being ex-
ported from the Adelie box via the cavity under the MGT (120 mSv averaged over
the entire period) as well as along the coast to the west (from the western edge
of the Adelie box, 18 mSv averaged over the entire period). The heat ux forcing
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[Tamura et al. 2011] includes many small but active polynyas along the coast to the
west of the MGT, such as in Commonwealth Bay. The model produces HSSW from
these regions during winter and transports some DSW westwards as part of the
coastal current. However, observations do not nd any circulation of DSW along
the coast, likely because of their summertime bias. In the model during summer
there is no HSSW production and DSW present in deep troughs and depressions
does not easily escape the shelf region, except at the Adelie sill, as in observations
[Williams et al. 2008]. Future wintertime observations should observe these water
masses predicted by the model to establish the importance of export westwards via
the coastal current and outows of the western edge of the basin.
The o-shelf export is simulated to occur through both Adelie and Mertz sills, and
is also identied through another region located to the east of the Mertz sill (see
black circles on Figure 2.8a and b), which export about 32 mSv of DSW averaged
over the entire period. A signicant part of the export going through the sills is
missing in our current sill section locations. About 51 mSv of DSW, averaged over
the entire period, is going throughout the western corner of the Adelie box and
about 34 mSv throughout the western corner of the Mertz box directly west of the
Mertz sill. This highlights the limitations of observational studies that only capture
narrow regions of transport.
The net export of DSW from the Mertz depression is greater at the sill than over
the entire depression (Table 2.2 b) due to the import from the Adelie depression
via the cavity beneath the MGT. However, the DSW exported through the Mertz
sill (with potential temperature between -1.5 and -0.5 oC and a salinity below 34.5
psu) has dierent properties than the incoming DSW ow from the Adelie depression
(colder than -1.5 oC and sometimes saltier than 34.5 psu). This suggests that mixing
occurs in the Mertz depression between DSW coming from the Adelie depression,
the DSW or HSSW formed locally due to the polynya in the lee of B9B iceberg,
ISW and overlying MCDW to produce relatively less dense DSW.
The ow of DSW from the Adelie to the Mertz depression is strongly controlled by
the activity of the MGT polynya. Figure 2.8 and Table 2.2 show clearly that during
the rst period there is signicant formation of DSW, occurring mainly in the Adelie
depression. The DSW created in the Adelie depression ows both into the cavity
beneath the MGT and across the Adelie sill towards the abyssal ocean. In contrast,
the second (weak) period has warmer bottom water, particularly over the Mertz
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depression and the northern edge of the MGT, and the water is signicantly fresher
on the Adelie and Mertz banks. Not enough DSW of sucient volume and density
is formed in the Adelie depression to enable the circulation to escape the shelf at
the Adelie sill. Some DSW continues to circulate through the cavity and into the
Mertz depression and through the sill but at much reduced rate. DSW starts to
form again during winter 2003, mainly in the Adelie depression, which then spreads
over the shelf to again escape through the Adelie sill at lower rate than during the
rst period, indicating a phase lag between the initial formation and eventual export
of DSW. More than a year of strong polynya state is needed to form a sucient
volume and density of DSW to recover from the weak forcing period and to ow
into the deep ocean.
During the second period a reduced volume of ISW escapes the region, when we may
have expected to see more due to the increased melt rates during this period. The
extra melting is produced by enhanced MCDW penetration into the cavity. The
warmer water mixes with the meltwater, resulting in a watermass warmer than the
denition of ISW. Our results suggest that the commonly used denition of ISW
that we have adopted for this study is inadequate for quantifying the amount of
glacially sourced meltwater exported from the shelf.
The additional freshwater produced by the MCDW intrusion and glacial melting
may provide one possible explanation for the lag between enhanced polynya strength
and the recovery of DSW export following a period of weak polynya activity. Mars-
land et al. [2004] showed that the volume averaged salinity within the Adelie Depres-
sion prior to the onset of winter polynya activity was an important `preconditioner'
for DSW production and more saline pre-existing watermasses led to stronger ex-
ports of DSW and vice versa. The enhanced melting of the MGT during weak
polynya states may lead to such preconditioning of the water column, from which
DSW export subsequently takes several years to recover. These dynamics are be-
yond the present study, however, and further examination is required to establish
the impact of the enhanced buoyancy during weak polynya years.
2.4. DISCUSSION 57
1992 - 1998 1992 - 1998
2000 - 2002 2000 - 2002
2003 - 2005 2003 - 2005
a)
e) f )
b)
c) d)
Figure 2.8: Potential temperature (left panels) and density (right panels), overlaid
with velocity directions (arrows) averaged for each period at the bottom model
layer. The velocity eld is deduced from streamlines, but is indicative of direction
only. The blue line on the potential temperature panels shows the -0.3 oC isotherm,
and the red line on the potential density panels is the critical limit for DSW export
and AABW formation (1027.88 kg m-3). Dashed lines show box boundaries, black
circles show the three main areas of export, and white lines depth contours.
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2.4.3 Comparison with other studies
Two other modelling studies, [Marsland et al. 2004; Kusahara et al. 2011a], have ex-
amined this area using global domain ocean/sea-ice models, but neither include im-
portant ocean/ice shelf/fast-ice interaction processes or the circulation underneath
ice-shelves. Marsland et al. [2004] used the years 1991-2000 to show an interannual
variability in the wintertime heat ux, with weak (1991, 1992, 1999-2000) and strong
(1993 through 1998 inclusive) states in the polynya activity corresponding to dier-
ent states of circulation and magnitudes of DSW export from the region. Kusahara
et al. [2011a] also examined DSW export from the same region. The model was
shown to reproduce key water masses of the region and a seasonal variability in the
export of DSW through the Adelie sill linked to the seasonal sea-ice production in
coastal polynyas area, but did not include ISW formation.
The export of 100-500 mSv of DSW through the Adelie Sill observed in 1998 using
ADCP moorings [Williams et al. 2008] is substantially higher than the modelled
value of 70 mSv with the current sill section. This dierence may be explained,
however, by the assumption made by Williams et al. [2008] that the measured
current magnitude was directed entirely through the Adelie sill. This assumption
was necessary due to the absence of compass heading measurements on the moorings,
so the true current direction could not be determined. Subsequent observations
using current meters with compasses measure substantially less transport directed
through the sill (7383 mSv), which is in much closer agreement with the results
from our study [Meijers et al. prep].
We show a net DSW export of 240 mSv from the Adelie depression compared to
Marsland et al. [2004] who found 150 mSv. Kusahara et al. [2011a] found a stronger
export through the Adelie sill (210 mSv) than through the Mertz sill (120 mSv),
which is the opposite of our pattern with 70 mSv for the Adelie sill and 120 mSv for
the Mertz sill. This dierence in sill export is likely due to the circulation under the
MGT connecting the two depressions, which is not included in either of the previous
studies. Both earlier models consider the MGT as a land barrier separating the
two depressions. As the polynyas are stronger in the Adelie depression area than
in the Mertz depression area, Kusahara et al. [2011a] therefore shows more DSW
exported from the Adelie sill than from the Mertz sill. In our model, the connection
between the basins via the MGT cavity enables both the melting of the MGT and
the transport of DSW from the Adelie depression to inuence the Mertz depression,
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and thus changes the ratio of DSW that is exported from each sill. In addition, both
Kusahara et al. [2011a] and Marsland et al. [2004] cannot produce ISW, which means
they may overestimate both the amount and density of the DSW, as demonstrated
here by the experiment where we shut o ocean/ice shelf thermodynamics, which
showed that DSW export is up to 100% stronger.
Table 2.3: Comparison of dense water export for observations and modelling stud-
ies (Sv)
Region Export (Sv)
This study (1992-2007)
Reference Without Ice Shelf
Simulation Thermodynamics
Adelie box 0.240.18 0.360.11
Mertz box 0.050.13 0.320.26
Adelie sill 0.070.06 0.140.07
Mertz sill 0.120.12 0.350.22
Cavity 0.120.07 0.160.08
Marsland et al. [2004] (1991-2000)
Adelie depression 0.15
Kusahara et al. [2011a] (1979-2008)
Adelie sill 0.210.05
Mertz sill 0.120.07
Observations [Meijers et al. prep] (2008)
Adelie sill 0.0730.083
2.5 Summary
The region near the Mertz Glacier Tongue (MGT) is known to be a source of Dense
Shelf Water (DSW) that contributes to the formation of Antarctic Bottom Water
(AABW) [Rintoul 1998; Marsland et al. 2004; Williams et al. 2008; Kusahara et al.
2011a] and is associated with intense polynya activity. Here we have used a regional
ice shelf/ocean model to investigate the shelf sea processes controlling the export of
DSW from the continental shelf in the vicinity of the MGT. The model is improved
over previous studies in that it includes ice shelf/ocean interaction processes, and a
cavity beneath the MGT linking the two major regional shelf depressions. Modelled
DSW export is in good agreement with available, although sparse, observations.
Here we show that there is a delay of about a year between the change of polynya
activity and the DSW export response. A single year of signicantly weaker polynya
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activity can limit DSW export. A prolonged strong or mean polynya state (> 1 year)
is, however, needed for the volume of DSW on the continental shelf and depression
to become large enough to escape the sill and move down slope to the abyssal ocean.
We note, as previous studies have already done [Williams et al. 2010], that using
a xed critical density to dene DSW is limiting and does not always capture the
true export of DSW to the abyssal ocean. The critical value required for DSW to
ow o-shelf should instead depend on the relative dierence in the on-shelf DSW
and the ambient o-shore water densities for greater accuracy.
The connection between basins under the MGT allows dense water (mainly High
Salinity Shelf Water { HSSW) from the Adelie depression to enter the Mertz de-
pression as well as contributing to ice shelf basal melt. The glacial meltwater pro-
duced further decreases the density of DSW, and limits the net export of DSW. We
highlight that models without ocean/ice shelf interaction processes will signicantly
overestimate rates of DSW and AABW export. We also show that in addition to the
Adelie and Mertz sills DSW can also ow out of the continental shelf through the
north eastern edge of the Mertz depression, and along the coast to the west of the
Adelie depression, although whether or not these pathways contribute to AABW
formation is unknown.
Our study shows that DSW formed from active polynyas plays an important role
in insulating ice shelves from melting by intrusions of relatively warm Modied Cir-
cumpolar Deep Water (MCDW). Here, our results suggest that during a sustained
decrease in DSW formation, due to a reduction in the strength of the polynya ac-
tivity (reduction in the strength of brine rejection), warm and salty MCDW will
ow further on-shelf and drive higher ice shelf basal melting. The strong cou-
pling between the polynya activity, DSW export and the basal melting of the MGT
highlights the importance of understanding atmosphere-ocean-ice shelf interaction
processes over the continental shelf seas, as well as exchange of water across the
shelf break.
We show that high interannual sub glacial melting and the coupling between the
polynya activity, the variability of the volume and the density of DSW and glacial
meltwater is likely to be an important control on AABW variability. Unfortunately,
the lack of long-term bottom water observations does not presently allow the eval-
uation of the interannual variability study in terms of DSW export and in terms of
quantifying the AABW freshening due to atmospheric forcing.
Chapter 3
Sensitivity of ice shelf basal melting and
dense shelf water formation to varying
idealised winter surface conditions
3.1 Chapter outline
In this chapter, the sensitivity of ice shelf basal melting and Dense Shelf Water
(DSW) formation to air/sea forcing is investigated. In Chapter 2, interannual vari-
ability in the air/sea forcing is identied as an important driver of interannual
variability in both DSW export and ice shelf basal melting. Here, a simple set
of numerical simulations of the two-dimensional overturning circulation (without
Coriolis) are used to investigate the close relationship between air/sea forcing, DSW
production and ice shelf basal melting. In this chapter, dierent relaxation times for
the imposed temperature and salinity at the surface are used to simulate dierent
sea ice growth rates (strong versus weak) and to evaluate the impact of dierent sur-
face forcing on the vertical convection and modes of sub-ice shelf melting described
by Jacobs et al. [1992]. The ocean circulation resulting from this type of forcing is
buoyancy driven. The set of experiments used in this chapter are arranged to test
dierent intensities of sea ice formation in winter, by changing the amount of salt
injected into the ocean to drive convection (buoyancy driven).
The chapter is structured as follows:
 The description of the idealised model and the set of simulations used in this
chapter are given in Section 3.2
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 The sensitivity of the overturning circulation to the changes in surface forcing
are described in Section 3.3.1
 The sensitivity of the overturning circulation to the changes in ice shelf basal
melting are described in Section 3.3.2
 The relation between air/sea uxes, basal ice shelf melt rate, warm water
import and DSW outow is discussed in Section 3.4
3.2 Model set up and experiments
The model used for this series of simulations is based on the Regional Ocean Mod-
eling System (ROMS) [Shchepetkin and McWilliams 2005] and modied to include
ocean/ice shelf thermodynamics [Galton-Fenzi et al. 2012]. The ocean/ice shelf ther-
modynamics are parameterised with the three equations from Holland and Jenkins
[1999] that allow the estimation of the ice shelf basal melting and freezing. For
simplication, the model set up used here does not include frazil ice thermodynam-
ics within the water column and there is no tidal forcing. In addition, the Coriolis
parameter is not used in these simulations as they are restricted to two dimensional
overturning. The model has a free surface and uses terrain following vertical s-
coordinate, which has been adapted to allow the coordinates to follow the ice shelf
draft [Dinniman et al. 2003] and to increase the resolution in the upper and lower
cells of the water column.
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Model domain and spatial resolution:
Choices of the model domain were made to be similar to the Ice Shelf Ocean Model
Intercomparison Project (ISOMIP) geometry 2 [Hunter 2006], also used in Gwyther
et al. [2016] with ROMS. However, the model set up here is dierent from the
ISOMIP experiments as ISOMIP is three-dimensional. Also, the model domain ex-
tends to 500 km on a north-south section (instead of 10 in latitude for ISOMIP
{ about 1,111km) and 50 km on an east-west section to keep the domain as close
as possible to two-dimensional study using free-slip side walls. The bathymetry is
set at a uniform depth of 600 m, and the ice shelf draft follows a linear southward
downslope from 100 m depth to 500 m at the southern boundary along 100 km
(Figure 3.1). For these simulations, the vertical grid use 11 levels that correspond
to approximately 3 to 17 m vertical resolution at the southern boundary under the
ice shelf, 13 to 84 m under the ice shelf front and 15 to 100 m vertical resolution for
the open ocean. The horizontal resolution is 5 km.
Ice Shelf
mCDW
Exported water
mass
air/sea forcing
Melt/Freeze
Figure 3.1: Schematic of the model domain (cross section) with the uxes studied
in this chapter.
Boundary conditions:
The southern, eastern and western boundaries are closed walls, so external forcing
arise from the northern boundary or the surface forcing applied for each simulation.
Also, water masses can be modied due to the ocean/ice shelf thermodynamics
enabled in the model. The northern boundary is open using the radiation condition
in ROMS, ensuring that any water leaving the domain is replaced by incoming water
with the potential temperature of -1 C and salinity of 34.6, that can form a water
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mass with a potential density of 1027.83 kg m 3. These water mass properties
are similar to modied Circumpolar Deep Water (mCDW) that is present o the
continental shelf of the Adelie and George V Land (AGVL) region. For simplicity,
the potential density discussed in this chapter will be the anomaly of the computed
potential density (- 1000 kg m 3). In this case the potential density will be noted
27.83 kg m 3. Salinity values used here are on the Practical Salinity Scale (PSS78)
and are dimensionless.
In ROMS, the radiation condition determines whether an open boundary is active
(inow) or passive (outow). When the boundary is active, dynamical equations
require external information and the solution can be strongly nudged towards ex-
ternal values without causing an over-specication problem. In the active-boundary
case, the radiation extrapolation is applied and allows the information from the
interior solution to pass through the boundary without strong reection [March-
esiello et al. 2001]. Here, the radiation condition is used at the northern boundary
with a relaxation time (nudging) of 1 day on the inow, while no relaxation scheme
is set on the outow. This way, the inowing water mass is driven by the amount
and location of the outowing water mass (top or bottom half of the water column).
Initial conditions and air/sea forcing:
The model is initialised with an homogeneous potential temperature of -1.6 C and
salinity of 34.4 over the whole domain. At the surface of the ocean, the temperature
is relaxed to surface freezing conditions of -1.90 C and a salinity of 34.6 using
relaxation times of 0.5 - 1.5 days. Here, `winter conditions', or constant surface
freezing conditions, are used to represent the latent heat polynya conditions in the
lee of an ice shelf. Surface temperature and salinity relaxation was preferred instead
of relaxing to a known surface heat and salt uxes to allow the model to produce
water masses with known temperature and salinity (therefore density). This set up
has previously been used in ISOMIP experiments, such as in Gwyther et al. [2016];
Hunter [2006] and similarly to [Olbers and Hellmer 2010] box model circulation and
melting within an ice shelf cavity.
In these idealised simulations, the salt ux resulting from the freezing of the ocean
surface is only applied when the surface of the ocean is at freezing temperature.
Restoring the surface of the ocean to a temperature close to the surface freezing
temperature induce a negative heat ux (cooling) until the surface of the ocean
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reaches the in-situ surface freezing temperature and then the surface salinity is re-
stored to the prescribed salinity resulting in a positive salt ux (input of salt) to
represent the sea ice formation. The sea ice is then assumed to be transported
outside of the domain, so it does not melt within the domain (no fresh water input
at the surface). The constant cooling and salt input when the surface is at freezing
temperature aims to drive convection (and HSSW formation) at dierent intensities
relative to the relaxation times used in each simulation, resulting in the formation
of water masses with dierent densities for each simulation.
Experiments:
A set of four `winter condition' simulations are analysed in this chapter, therefore no
annual cycle is parameterised in the simulations. To represent freezing conditions,
dierent relaxation time for the surface salinity and its corresponding freezing tem-
perature are used (Table 3.1). These experiments are buoyancy driven due to the
density induced at the surface by the prescribed potential temperature and salinity,
and the density of the water mass prescribed at the northern boundary. The main
dierence between the simulations is the relaxation time used for the salinity and
potential temperature at the air/sea interface. The salinity prescribed at the surface
is the same as prescribed at the northern boundary. Using dierent relaxation time
drives changes in the salt input into the ocean and consequently changes the density
of the water mass formed via the air/sea forcing for each simulation.
A reference simulation (`ref') is analysed using a surface salt and potential tem-
perature relaxation time of 1 day. To evaluate the impact of the glacial meltwater
within the water column of the entire model domain, the same simulation was run
with no ocean/ice shelf thermodynamics (`no melt'). A shorter relaxation time of
0.5 day is used to simulate stronger air/sea forcing (`strong') and represent a more
intense sea ice formation (higher rate of brine rejection). As opposed to the `strong'
simulation, a `low' forcing condition is also applied using a surface relaxation time
of 1.5 days to simulate weaker rate of sea ice formation. The model ran for 15 years
and reached equilibrium after about 11 years of runtime. Only the average of the
nal year is used for further analyses in this chapter.
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Table 3.1: Surface forcing conditions (prescribed surface temperature, salinity and
relaxation time) for each experiment. The surface temperature corresponds to the
surface freezing point for a water mass with a prescribed surface salinity.
Simulations Potential Salinity Time
Temperature (C) relaxation (days)
ref -1.90C 34.6 1
no melt -1.90C 34.6 1
strong -1.90C 34.6 0.5
low -1.90C 34.6 1.5
3.3 Results
3.3.1 Ocean circulation
By examination of the meridional overturning circulation and meridional water mass
properties, the `ref' simulation shows an expected overturning circulation beneath
the ice shelf (Figure 3.2a and b). The prescribed surface temperature and salinity
drive dense (> 27.84 kg m 3 { Figure 3.2a) and cold (Figure 3.2b) water to sink
in the ocean domain between about 130 km to 250 km away from the southern
boundary. Heat and salt uxes at the ocean/ice shelf and ocean/air interfaces are
shown in Figure 3.3 for each simulation and illustrate where the salt is injected
into the domain. The brine rejection drives a clockwise overturning circulation
underneath the ice shelf with a fresh glacial melt water plume rising along the ice
shelf to the surface of the ocean, typical the rst mode of sub-ice shelf melting
described by Jacobs et al. [1992] and also associated to an `estuary' mode as the
ice shelf melting acts like a river. The rest of the domain is driven by an anti-
clockwise circulation that is divided from the ice shelf circulation by a `separation'
streamline at approximately 130 km from the southern boundary, that acts as a
dynamical barrier (Figure 3.2b). It is interesting to note that the model does not
manage to relax to the exact prescribed surface temperature and salinity, but instead
produces a water mass with a salinity of about 34.58. However, this water mass is
suciently dense to sink to the sea oor. This cold and dense water mass (HSSW-
type) circulates towards the ice shelf cavity and interacts with the base of the ice
shelf.
The water mass that reaches the cavity is warmer than the local freezing temper-
ature and is able to drive melting of the base of the ice shelf. Also, the clockwise
circulation within the cavity and just outside the cavity is almost thermodynami-
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cally independent of the circulation in the rest of the domain due to the dynamical
barrier. Heat from the northern part of the domain can only ow across the stream-
line via diusion. From the ice shelf melting, a fresh and cold plume, that will
always be lighter than the water mass driving the melt rate, rises along the ice shelf
and reaches the surface of the open ocean at the front of the ice shelf (Figure 3.2a
and b). The Potential Temperature - Salinity (-S) diagram at dierent locations
along the model domain (Figure 3.2c) illustrates the cooling of the surface water, in
the middle of the domain (red dots), towards the surface freezing temperature. The
water mass below the surface freezing point is called Ice Shelf Water (ISW) and is
a mixture of glacial meltwater and water masses driving the ice shelf basal melting.
This ISW plume is at or below the surface freezing temperature when reaching the
surface of the ocean at the ice shelf front (orange dots in Figure 3.2c).
Surface heat ux at the air/sea interface in the model represents the eective heat
ux (Figure 3.3a). The surface forcing are set to cool the surface of the ocean until
the surface freezing temperature, before to input salt into the ocean (Figure 3.3b).
In other words, the heat ux from the model output is the eective strength of the
model trying to cool the surface water, while the surface salt ux illustrates the
polynya activity by adding salt into the domain where the surface temperature is
at or below surface in-situ freezing temperature (condition to form sea ice). If the
surface temperature is below the prescribed freezing temperature (in front of the ice
shelf front) the model restores to the prescribed temperature and add salt to simulate
sea ice growth. In the case where the surface temperature is above the prescribed
surface freezing temperature, the model relaxes towards the prescribed temperature
without adding salt until it reaches the in-situ surface freezing temperature.
The ISW plume explains the positive heat ux (Figure 3.3a) just in front of the
ice shelf as the potential temperature is below the prescribed potential tempera-
ture (-1.90 C). However, this is where the salt ux into the ocean is at maximum
(Figure 3.3b), illustrating that the water mass near the ice shelf front is fresher
compared to the prescribed surface salinity and can only be produced by the ice
shelf basal melting. In the rest of the domain, from 150 km away from the southern
boundary to the northern boundary, the heat ux is negative (cooling), while the
salt ux is at zero, illustrating that no salt is injected into the ocean as the surface
temperature is not at the surface freezing temperature. This situation represents
open water conditions (no sea ice production).
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The northern boundary prescribes a relatively warm water (mCDW-type) owing
across the boundary and towards the ice shelf in the upper half of the water column.
At the surface, this water mass is quickly eroded (cooled) due to the surface forcing
that tries to bring the surface layer to the surface freezing temperature. This is
shown with the surface heat ux (Figure 3.3a), that is strongly negative near the
northern boundary (about -300 W m 2). On the other hand, the salt ux near the
northern boundary is equal to zero as the surface temperature is not at the surface
freezing temperature. Fast cooling at the surface of the model domain occurs, and
the convection of the HSSW-type closer to the ice shelf front pulls the incoming
mCDW-type downward between 150 and 250 km away from the southern bound-
ary. Similarly, the outowing water mass is warmer than the prescribed surface
temperature, due to mixing with the warmer inowing water mass.
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Figure 3.2: Section along the model domain for each simulation, `ref' (a, b and c),
`no melt' (d, e and f), `strong' (g, h and i) and `low' (j, k and l) forcing simulation.
Salinity, overlaid with potential density contours (kg m 3) are in the left column
panels, potential temperature (C) overlaid with the overturning streamfunction
contours (Sv, positive is a clockwise overturn) are in the middle column panels.
Potential Temperature - Salinity (-S) diagrams for 4 vertical proles of each simu-
lation are in the right column panels. Each colour on the -S diagrams correspond
to a vertical prole shown on each salinity panels. The inclined straight lines are
the Gade Lines [Gade 1979] described in the text and the dashed lines correspond
to the surface freezing temperature.
To investigate the impact of the ISW, the `no melt' simulation is forced with the same
air/sea forcing as the `ref' simulation but with no ocean/ice shelf thermodynamics;
heat and salt uxes beneath the ice shelf are set to zero. The water column is
cooled by the air/sea forcing and forms a bottom layer denser than in the `ref'
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simulation with a potential density of 27.85 kg m 3 (Figure 3.2d and e). Similarly
to the `ref' simulation, two overturning cells are present in the `no melt' simulation
with a `separation' streamline at about the same location as the `ref' simulation.
However, the overturning cells are weaker, in particular the clockwise cell beneath
the ice shelf. The weaker vertical convection in the `no melt' simulation is due to
weaker heat and salt uxes near the ice shelf front.
As expected, no ISW-type with low salinity and potential temperature below the
surface freezing point is present in the domain (Figure 3.2f). In the `ref' simulation
the fresh ISW plume drives stronger salt input just at the ice front edge (Fig-
ure 3.3b). In the `no melt' simulation, the surface salt ux is positive (salt input
into the ocean) near the ice shelf but weaker than in the `ref' simulation. However,
the salt ux is positive on a wider area in the `no melt' simulation, from the ice
shelf front to 250 km away from the southern boundary. The fact that salt is
input over a wider area of the open water of the `no melt' simulation, drives denser
water to sink to the sea oor. Also, the `no melt' simulation is saltier over the entire
model domain by 0.006 compared to the `ref' simulation. As for the `ref' simulation,
the surface heat ux is strongly negative near the northern boundary due to the
inowing mCDW-type, but less intense than in the `ref' simulation as the mCDW
at the northern boundary is cooler (Table 3.2). Within the area of the ice shelf
cavity overturning cell, the `no melt' simulation is warmer by 0.04 C compared to
the `ref' due to no cooling from the ice shelf.
3.3. RESULTS 71
Figure 3.3: Surface heat (a) and salt (b) uxes along the north-south view of the
domain. The ice shelf extend from the southern point (0 km) to 100 km. The
solid line represent the `ref' simulation, the grey lled-circles the `no melt', the open
squares the `strong' and the open triangles the `low' forcing simulation. A negative
heat ux illustrate a cooling of the ocean surface.
The `strong' forcing simulation (Figure 3.2g, h and i) is very similar to the `ref'
simulation, forming a denser water mass (HSSW-type, > 27.85 kg m 3) than in the
`ref' simulation (> 27.84 kg m 3). The overturning circulation underneath the ice
shelf is about the same intensity as in the `ref' simulation but covers a wider area,
driving the `separation' streamline further north compared to the `ref' simulation (at
approximately 170 km away from the southern boundary instead of 130 km for the
`ref'), resulting in the mCDW not penetrating as far south as in the `ref' simulation.
Near the ice shelf front, the surface heat ux is higher and positive (adding heat
into the ocean) in the `strong' compared to the `ref' simulation, due to the cooler
ISW plume rising from beneath the ice shelf to the surface of the ocean. However,
the negative surface heat ux further north, in the `strong' simulation, has a weaker
cooling eect than in the `ref' simulation because the surface water is closer to the
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surface freezing temperature than in the `ref' simulation.
The salt ux is positive from the ice shelf front until 400 km away from the south-
ern boundary, driving a wider convection which explains the change of location of
the `separation' streamline. The steep curvature of the surface heat ux from the
`strong' simulation towards the northern boundary illustrates the intense cooling
eect, eroding very quickly the warm water owing from the northern boundary.
However, the average heat ux for the `strong' simulation is -100  30 W m 2 is
similar to the `ref' simulation (-131  2 W m 2). It is important to note that
the high variability of the `strong' forcing simulation heat ux illustrates a highly
variable surface temperature due to highly variable transport of warm water into
the domain (Figure 3.2g and h) from the northern boundary of 1.3  0.3 Sv for the
inow, while the `ref' simulation as a more constant transport across the northern
boundary of 0.99  0.02 Sv (Table 3.2).
The `low' forcing simulation induces a change in the ocean circulation within the
model domain and a clear threshold is passed between the `ref' and the `low' sim-
ulations (Figure 3.2j, k and l). The surface relaxation time of 1.5 day produces a
lighter water mass that is not able to sink and convect to the sea oor. Instead, the
inowing mCDW enters the model domain across the lower half of the water col-
umn to drive a single clockwise overturning cell within the entire domain, this is the
second mode of sub-ice shelf melting described by Jacobs et al. [1992]. Warm deep
water (about -1.11 C { Table 3.2) enters the domain and directly interacts with the
ice shelf, driving a buoyant meltwater plume to the surface that ows northward
and straties the water column with cooler potential temperature (-1.60 C) and a
lower salinity (34.51 { Table 3.2), which is very dierent from the three other sim-
ulations where the `separation' streamline insulates the ice shelf cavity from warm
water intrusions.
At the surface and near the ice front, strong cooling (negative heat ux) and near
zero salt ux illustrate that the fresh water plume is not at the surface freezing
temperature, meaning that the melting driven by the warm inowing mCDW forms
an ISW that is fresh and above the surface freezing temperature in this simula-
tion. The surface heat ux averaged over the entire area of open water is weak
(-32.59  0.08 W m 2) due to the buoyant plume of ISW formed due to the melting
that has a potential temperature close to the surface freezing temperature. As a
result, the exported water mass is mainly cooled by the melting of the ice shelf, and
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insulates the warm mCDW owing into the domain at depth from the prescribed
surface freezing conditions. Thus, the warm inowing water mass reaches the ice
shelf cavity after undergoing minimal modications.
Table 3.2: Northern boundary water properties (potential temperature {  { and
salinity { S) for inowing (in) and outowing (out) water masses, associated with
the transport (Sv) across the boundary (trpin and trpout).
Simulations in out Sin Sout trpin trpout
ref -1.229 -1.835 34.580 34.583 0.99  0.02 1.02  0.02
no melt -1.429 -1.841 34.583 34.590 0.91  0.07 0.93  0.07
strong -1.457 -1.764 34.591 34.595 1.3  0.3 1.3  0.3
low -1.115 -1.598 34.587 34.510 0.6736  0.0002 0.6035  0.0006
3.3.2 Ocean/ice shelf interface
The melt rate in the model is governed by two factors, the thermal driving and the
friction velocity that are used in the parameterisation of turbulent heat and fresh
water transfer at the ocean/ice shelf interface, described by Holland and Jenkins
[1999]. The thermal driving is dened by Holland and Jenkins [1999] as:
T = TM   TB; (3.1)
where TM is the in situ temperature at the top layer of the model beneath the
ice shelf and TB is the in situ freezing temperature within the ocean/ice bound-
ary layer (pressure dependent). In this study, TB is calculated assuming that the
pressure and the salinity at the top layer of the model are the same as within the
ocean/ice boundary, which is similar to other studies such as Gwyther et al. [2016]
and Dansereau et al. [2013]. The friction velocity is directly linked with the current
velocity beneath the ice shelf and is calculated as follows:
u =
p
Cd UM ; (3.2)
where Cd = 0:005 is the dimensionless drag coecient, spatially constant over the
entire ice shelf and UM is the model top layer velocity (m s
 1) directly underneath
the ice shelf, which is known to be an important driver of the basal melting [Gwyther
et al. 2016; Dansereau et al. 2013].
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The pattern of the ice shelf basal melting for the `ref' simulation (Figure 3.4a { solid
line) shows near zero melting at the grounding line, maximum melting at the lower
half of the ice shelf (about 40 km north of the grounding line) and refreezing at the
ice shelf front. The minimummelt rate (Figure 3.4a) is correlated with the maximum
thermal driving (Figure 3.4b) and the minimum value of the friction velocity (Figure
3.4c). The low friction velocity near the southern point of the domain explains the
near zero melting while the thermal driving is high. The friction velocity increases
along the ice shelf as the ISW plume rises and the thermal driving decreases as
glacial meltwater is released into the ocean. The melt rate reaches the maximum
value when both thermal driving and friction velocity reach an equilibrium (Figure
3.4d).
It is interesting to note that for the `no melt' simulation the thermal driving is linear
along the ice shelf base. For this simulation, no heat and salt uxes (no melt) are
prescribed beneath the ice shelf, so there is no cooling or freshening of the ocean by
the ice shelf. However, thermal driving and friction velocity can be calculated. The
thermal driving is linear following the change in local freezing temperature due to
the change in pressure (Figure 3.4b). However, the friction velocity along the ice
shelf draft does not increase linearly (Figure 3.4c), in particular for the upper half
of the ice shelf, where Tu is maximum at about 60 km (Figure 3.4d). In parallel,
T almost doubles in the `no melt' simulation within the ice shelf cavity compared
to the `ref' simulation, as no glacial meltwater is released from the melting of the
ice shelf to cool the water column within the ice shelf cavity.
The `strong' simulation is similar to the `ref' simulation and the averages of melt
rate, T and u are about the same, 0.76 m yr 1 and 0.78 m yr 1 respectively for
the melt rate (Table 3.3). However, the `low' forcing experiment is very dierent
with an area-averaged melt rate reaching 8.45 m yr 1 (990% higher than the `ref'
simulation). The maximum melt rate is at mid ice shelf (about 50 km from the
grounding line) and then plateaus until the ice shelf front, while the thermal driving
is maximum at the grounding line and the friction velocity is at its minimum (cor-
responding to the minimum area averaged melt rate). The 50 km mark corresponds
to an ice draft of about 400 m depth, which is also the depth of the warmest layer
from the inowing mCDW that interacts with the ice shelf (Figure 3.2l).
The `low' forcing experiment is more sensitive to thermal driving than to the friction
velocity. The averaged friction velocity in the `low' simulation is only doubled
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compared to the `ref', while the thermal driving is almost 300% higher and the
area-averaged melt rate is about 11 times higher (990%, Table 3.3). Gwyther et al.
[2016] use the same model, but with a dierent set up (e.g. wider domain, closed
boundary, Coriolis parameter) to perform similar studies focused on the ice shelf
melting and its driver for dierent ocean conditions. They also found that the
melt rate distribution in a hot cavity environment (comparable to the `low' forcing
simulation here) is more correlated with thermal driving, while in a cold cavity
environment (comparable to the `ref' and `strong' forcing simulations here) the melt
rate distribution is mostly driven by the ocean circulation.
Table 3.3: Area-averaged melt rate (m), averaged friction velocity (u) and averaged
thermal driving (T) along the base of the ice shelf for each experiment. The
percentage of change for each simulation compared to the `ref' simulation is given
in square brackets.
Simulation m (m yr 1) u (m s 1) T (C)
Ref 0.78 3.6 e 3 0.15
No melt 0.00 [ - ] 1.3 e 3 [-60%] 0.25 [+67%]
Strong 0.76 [-3%] 3.5 e 3 [-3%] 0.15 [ 0%]
Low 8.45 [990%] 7.5 e 3 [+108%] 0.59 [293%]
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Figure 3.4: Ice shelf basal melt rate (a), thermal driving (T: b), friction velocity
(u: c) and Tu (d) along the ice shelf base for each experiment. As for Figure
3.3 the `ref' simulation is represented with the solid line, `no melt' with grey dots,
`strong' with squares and `low' simulation with triangles.
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3.4 Discussion
The change in ocean circulation and ice shelf basal melting for the `low' forcing
simulation is signicant. From a relatively homogeneous water column in front
of the ice shelf front for the `ref' and `strong' forcing scenarios, the `low' forcing
switches to a stratied water column for the whole domain. The `ref' and `strong'
simulations could be compared to the Mertz Glacier Polynya (MGP) region, with
the latent heat polynya forming intense brine rejection that convects to the sea
oor along the coast and the local ice shelf. On the other hand, the `low' forcing
simulation could be compared to the Pine Island Glacier (PIG) region. PIG in
West Antarctica undergoes strong melting due to warm mCDW entering the ice
shelf cavity at depth and interacting with the base of the ice shelf, measuring water
mass near the grounding line with an in-situ temperature of about +4 C above the
local freezing temperature [Jacobs et al. 2011].
The impact of the ice shelf meltwater on water mass transformation is seen on
the Potential Temperature - Salinity diagram (-S diagram, Figure 3.2c, f and l).
For the `ref' and `strong' forcing simulations, interactions with the ice shelf forms
a fresher and cooler (below surface freezing temperature) water mass, following a
linear prole (solid black line on the gure). This solid line on Figure 3.2c, f and l
show the trajectory of a water parcel in -S scape when interacting with the base
of an ice shelf and is called a Gade Line [Gade 1979]. The water mass driving the
ice shelf melting in the `ref' and `strong' simulations, is the saltiest water within
the domain (about 34.58 and 34.60 respectively) with a potential temperature near
the surface freezing temperature. This is mode 1 of sub-ice shelf melting described
by Jacobs et al. [1992], where HSSW driven by the brine rejection due to sea ice
formation interacts with the deepest part of the base of the ice shelf. On the other
hand, the `low' simulation has an ice shelf melting driven by the warmest (and
saltiest) water mass in the model domain. This corresponds to mode 2 of sub-
ice shelf melting [Jacobs et al. 1992], where an inow of relatively warm mCDW
interacts with the ice shelf.
The basal ice shelf melt rate pattern (Figure 3.4a) along the ice shelf shows the
dierences between the two regimes (`strong' and `ref' versus `low' forcing). For
the `strong' and `ref' simulations with an ice shelf melting driven by HSSW (HSSW
regime) the maximum melt rate occurs when Tu is maximum (about 40 km away
from the southern boundary) and not when the thermal driving is maximum. It is
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similar for the `low' forcing simulation where the ice shelf basal melt rate is driven
by mCDW (mCDW regime). However, the maximum melt rate is further north
(about 50 km away from the southern boundary), and plateaus until the ice shelf.
Both regimes follow a linear prole when comparing the melt rate to Tu (Figure
3.5) with a y-intercept at almost zero and a high coecient of determination (R2)
of almost 1; T and u control the melt rate. However, for the deep ice of the `low'
simulation, the melt rate values depart from the linear t. As discussed earlier, the
thermal driving here is calculated using the in-situ freezing temperature at the top
layer of the model and not directly at the ocean/ice boundary, that could explain
that the deep ice melt rate is not aligned on the linear t in Figure 3.5 due to strong
ocean heat ux interacting directly with the ice shelf.
Figure 3.5: Melt rate (m yr 1) in function of the thermal driving times friction
velocity (Tu: C m s 1). The colour scale is the corresponding depth of the ice
draft (m). Circle and square symbols are for the `ref' and the `strong' simulations
respectively and the triangles for the `low' simulation.
To link the impact of the air/sea uxes on the water masses at the northern bound-
ary, Figure 3.6 summarises the water properties across the northern boundary for
the inowing and outowing water masses (Table 3.2) in potential temperature -
salinity space relatively to the averaged surface heat ux for the open water. It is
interesting to note that the inowing water mass for each simulation have dierent
properties (potential temperature and salinity). Salinity is similar between each
inowing water mass and ranges only between 34.58 and 34.59, while the potential
temperature of the inowing water mass ranges between -1.1 to -1.45 C.
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In the `ref', `no melt' and `strong' simulations the outowing water mass is colder
and saltier than the inowing water mass due to cooling and addition of salt by
the surface forcing. The `strong' forcing simulation exports the densest water mass
(> 27.85 kg m 3) compared to the other simulations, however similar to the `ref' and
the `no melt' simulations. The area averaged surface heat ux for the `ref' simulation
is -131  2 W m 2, -98  12 W m 2 for the `no melt', and -100  30 W m 2 for
the strong simulation, which is fairly similar according to the high variability of the
`strong' simulation. However, the `low' forcing simulation (mCDW regimes, triangle
on Figure 3.6) is very dierent. The exported water mass is colder (-0.48 C) but
also fresher (-0.077) than the inowing water mass across the northern boundary.
Also, the surface heat ux at the air/sea boundary is much lower than the other
simulations with -32.59  0.08 W m 2.
The main dierence between the `ref'/`no melt'/`strong' and the `low' simulations
is the presence or not of the `separation' streamline. In the HSSW regime (`ref', `no
melt' and `strong') this front acts as a dynamic barrier that blocks the mCDW to
interact directly with the ice shelf. The surface heat and salt uxes between the ice
shelf front and the `separation' streamline can impact on the ice shelf basal melting
and change the ocean conditions within the ice shelf cavity. The only way that
heat ux from the northern boundary could impact the ice shelf is by horizontal
diusion. On the other hand, the `low' simulation has a single cell overturning
circulation. There is no dynamic barrier that protects the ice shelf from the warm
mCDW intrusion. Instead, the ocean heat circulates directly to the ice shelf cavity
driving high melting and forming a buoyant water mass that straties the water
column.
The change of location of the `separation' streamline between the `ref' and the
`strong' simulations, illustrates that if the freezing conditions are intense (highly
negative heat ux and high salt ux), like in an intense latent heat polynya region
(MGP for instance), dense HSSW is formed and the dynamical barrier moves away
from the ice shelf front. Warm mCDW intrusions do not penetrate as far towards
the ice shelf and the `separation' streamline insulates the ice shelf cavity from the
mCDW heat ux. Eventual the `separation' streamline can move as far as the model
domain extend, or at the shelf break in a more realistic scenario. On the other hand,
when the freezing conditions are less intense, the water mass formed via the surface
uxes drives a water mass with a density closer to the mCDW and the `separation'
streamline moves closer to the ice shelf front. The mCDW intrusions ow closer to
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the ice shelf cavity, until it reaches a threshold where the water mass formed via
the surface uxes drives a water mass lighter than the mCDW and the dynamical
barrier disappear as no dense water mass is formed, leading the mCDW to interact
directly with the ice shelf.
Figure 3.6: Potential temperature and salinity for each simulation for the inow-
ing (above -1.5 C) and outowing (below -1. 5C) water masses at the northern
boundary, coloured by the open water surface heat ux. Triangles represent the
`low' forcing simulation, squares the `strong' and the circles (circled stars) the `ref'
(`no melt').
3.5 Summary
In this chapter, a set of four two-dimensional simulations, based on the Regional
Ocean Modelling System (ROMS) [Shchepetkin and McWilliams 2005] model, were
used to test idealised winter conditions applied at the surface of the ocean. Two
regimes of ocean circulation are found and described in this study. The rst regime
is called `HSSW regime' and is driven by the vertical convection of the densest wa-
ter mass formed via air/sea uxes. This regime is similar to the conditions in the
region of the Mertz Glacier Polynya and corresponds to the mode 1 of sub-ice shelf
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melting described by Jacobs et al. [1992]. On the other hand, the second regime
(`mCDW regime') is driven by an inow of warm mCDW that reaches the ice shelf
cavity at depth. This is typical of the Pine Island Glacier in West Antarctica and
corresponds to the mode 2 of sub-ice shelf melting described by Jacobs et al. [1992].
The major conclusions of this chapter are as follow:
 The HSSW regime with air/sea uxes strong enough to drive convection of
denser water masses, that results in forming an homogeneous water column
in front of the ice shelf front. The dynamical barrier insulates the ice shelf
cavity from mCDW intrusion.
 The HSSW regime, north of the homogeneous water column, modies the
inowing mCDW by cooling and adding salt to drive dense and cold water to
be exported through the northern boundary.
 The mCDW regime with weak air/sea uxes that are not able to drive dense
water to the sea oor, results in a relatively warm and salty water mass
(mCDW) owing towards the ice shelf at depth, driving high ice shelf basal
melting that contribute to the formation of a buoyant cold and fresh water
mass at the surface that straties the water column and insulate the mCDW
from the surface uxes.
 The ice shelf basal melting in a mCDW regime is more sensitive to thermal
driving than friction velocity compared to the HSSW regime.
 The location of the dynamical barrier in the HSSW regime is dependent on
the strength of the surface heat and salt uxes and acts as a thermodynamical
barrier against warm mCDW intrusions.
Future work is necessary to evaluate the threshold between the two regimes and to
understand how the HSSW regime can switch to the mCDW regime. Understanding
this threshold is strongly related with recent studies that aim to understand how
the heat from warm Circumpolar Deep Water north of the shelf break can ow
onto the continental shelf and ultimately interact with the ice shelf. Klinck and
Dinniman [2010] give a good review of the dierent physical processes responsible
for the transport of CDW across the shelf break. More recently, other studies have
shown the importance of eddies within the Antarctic Slope Current in transporting
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heat across the shelf break [e.g. Nst et al. 2011; St-Laurent et al. 2013; Hattermann
et al. 2014; Stewart and Thompson 2015].
Chapter 4
Modelling ice shelf basal melting of the
Mertz Glacier before and after a major
calving event
4.1 Overview and chapter outlines
This chapter focuses on the Mertz region and the impact of the Mertz Glacier Tongue
(MGT) calving event, that occurred in 2010, on the area-averaged basal melt rates
from major ice shelves in the region. Ocean conditions underneath the ice shelves
are examined with two numerical simulations being run, one for before the calving
event (PRE) and the second after the calving event (POST). The simulations used
a modied version of the Regional Ocean Modeling System (ROMS) [Shchepetkin
and McWilliams 2005], similar to the version used in Chapter 2. This modelling
study primarily focuses on the impact of the calving event on the meltwater pro-
duction from the MGT, as well from the other major ice shelves included in the
model domain. The regional ocean model used here includes ocean/ice shelf and
frazil thermodynamics, tidal forcing and sub-ice shelf thermal and salinity exchange
velocity coecients which are determined by the local thermodynamics.
Before it calved, the MGT extended 150 km northward from the grounded ice sheet.
After the calving event in 2010, the oating ice tongue was reduced to 80 km. The
ice mask used in the simulations shows that the calving event led to a 40% decrease
in the basal area of the glacier. Despite this decrease in available basal area, the
simulations show an increase in basal melt rate (see Table 4.1), indicating that this
major calving event changed the ocean conditions and the input of oceanic heat into
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the ice shelf cavity. As described in Chapter 1, the Mertz region is a key source of
Dense Shelf Water (DSW) that contributes to the formation of Antarctic Bottom
Water (AABW) in the Australian-Antarctic basin [e.g. Rintoul 1998; Williams and
Bindo 2003; Williams et al. 2008; 2010]. Understanding the changes in ice shelf
melting in the region is key to understanding changes in DSW production. This
last point will be the main focus of the following chapter.
This chapter is structured as follows:
 Section 4.2 provides details of the two numerical simulations, the grid (bathymetry
and ice geometry) and the changes relative to the model used in Chapter 2.
In particular, the improved implementation of air/sea uxes are described.
 Section 4.3 presents estimates of the area-averaged ice shelf basal melting of
the major ice shelves in the region, as well as other ice masses (icebergs and
fast ice) included in the domain between the PRE and POST MGT calving
simulations.
 Section 4.4 discusses the association between the basal melt rate estimates
and the ocean characteristics beneath the ice shelves.
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4.2 Model development and forcing
The model setup used here is similar to the one described by Cougnon et al. [2013],
and in Chapter 2, using the same horizontal and vertical grid. In this version,
some modications have been made to improve the vertical mixing scheme (B.
Galton-Fenzi personal communication). Previously, the strong mixing induced by
the intense latent heat polynya in winter, convected the entire water column in
one time step. In this version of the model, the maximum convection depth of the
surface oceanic boundary layer is kept to a minimum value in order to avoid mixing
the entire water column in one time step, and is done using a maximum vertical
mixing coecient of 0.4 m2 s 1. In addition, one year in the model is equal to
364 days, this is to allow tidal forcing to be periodic in a year. Whereas previously
in Chapter 2 realistic tidal predictions were used, following the same methods as in
[Galton-Fenzi et al. 2012]. The tidal forcing used in the current chapter is detailed
later in this section.
The bathymetry (Figure 4.1a) and ice draft (see Figure B.1 for more details) used in
the pre-calving simulation (PRE) are the same as described in Chapter 2 [Cougnon
et al. 2013], with the exception that the ice drafts of the Ninnis icebergs have been
updated. The smaller Ninnis iceberg locked in the fast ice south of the B9B iceberg
now has an ice draft of 500 m depth, and the larger Ninnis iceberg east of the MGT
has an ice draft of 450 m (B. Legresy personal communication). Previously a 200 m
ice draft was used without changing the bathymetry underneath. The B9B iceberg
has an ice draft of 300 m and is located between two relatively shallow banks, the
Ninnis bank (200 m) and a shallow area southeast of the iceberg (200 m). The
ice drafts of the three main ice shelves in the domain are shown in Figure 4.1, for
the MGT (panel b), the Ninnis Ice Shelf (panel c) and the Cook Ice Shelf (panel
d). Also, a minimum water column thickness of 20 m is kept beneath each ice shelf
(and iceberg) to allow basal melt rate, so the iceberg in the model are not physically
grounded but act as they were.
The bathymetry and ice draft used in the post-calving simulation (POST) also
now have an improved iceberg conguration relative to Chapter 2. The position of
the B9B and Ninnis icebergs have been determined using satellite imagery (mainly
AQUA MODIS images provided by NASA) from the austral summer 2012-2013
[Lieser et al. 2013]. The images show that the B9B iceberg moved from east of
the MGT to settle north of Commonwealth Bay (west of the MGT, see Figure
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4.1a), during the austral summer of 2011 [Lacarra et al. 2014]. The smaller Ninnis
iceberg, previously located in the fast ice north of the Ninnis Ice Shelf, has been
located near the new Mertz Glacier front since the calving event occurred. The
larger Ninnis iceberg broke apart and a smaller piece is now grounded near the
Adelie sill.
A climatology of `permanent' fast ice (between 2010 and 2012) updated from Fraser
et al. [2012], is also included in the model. The fast ice in the model is set to have
an ice draft of 10 m, except for the fast ice southeast of the MGT, which is set with
an ice draft of 35 m. However, the icebergs and fast ice in the region have changed
location since the simulations were run, and their current spatial distribution di-
verges from the geometry used in the POST simulation presented in this chapter.
In December 2014, the small Ninnis iceberg moved from the Mertz ice front to the
west of the Adelie depression, south of the other Ninnis iceberg and north of the
B9B iceberg. This movement formed a barrier to the westward advection of sea-ice.
Also, some fast ice southeast of the MGT broke apart and moved out of the domain.
Subsequently in spring 2015, the B9B showed further signs of break-up.
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Figure 4.1: Bathymetry (in m) of the model (a) overlaid with the model ice mask
contour (grey contours). Solid grey outline corresponds to the ice mask for the PRE
simulation and the solid white outline corresponds to the ice mask for the POST
simulation. The light grey contours are the bathymetry contours every 500 m on the
continental shelf (until 1500 m) and every 1000 m for the deeper part of the model
domain. Notable features are indicated on the bathymetry. In the ocean: AB:
Adelie Bank; AD: Adelie Depression; AS: Adelie Sill; MB: Mertz Bank; MD: Mertz
Depression; MS: Mertz Sill; NT: Ninnis Trough; DT: D'Urville Trough. Along the
continent: Watt Bay (WB), Commonwealth Bay (CB), and Dumont D'Urville base
(DDU). Bottom panels are the ice draft (in m) for the 3 main ice shelves in the
domain, Mertz Ice Tongue (b), Ninnis (c) and Cook (d). Dashed line contours on b,
c and d show the 300 m, 600 m and 900 m ice draft contours, the light grey outline
is the ice mask post-calving. The dark grey line across the MGT cavity on panel b,
shows the transect described in Section 4.4.
The model is forced at the surface with monthly data (adjusted for a 364 day-year)
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using the year 2009 for the PRE simulation and 2012 for the POST simulation.
Without a dynamic sea ice model, the ne-scale polynya activity is resolved by
forcing the surface of the model with monthly heat and salt uxes. These uxes
are based on sea ice concentration from a climatology derived model using Special
Sensor Microwave Imager data (SSM/I { Tamura et al. [2011; 2016]) that is adjusted
to a 364 day-year. Some modications were needed to apply these air/sea forcing.
In the previous simulation [Cougnon et al. 2013], at the onset of freezing conditions,
the surface of the ocean was set to cool down and instantly become saltier at the
same time (see Appendix A for more details). In addition, during summer the
surface of the ocean was warming at temperatures higher than expected (up to
approximately +8 C). For the current simulations, the surface of the ocean is cooled
to approximately the surface freezing temperature before to apply the salt ux at
the surface of the ocean to simulate the brine rejection from the sea ice formation.
During summer, the surface temperature is maintained to 0 C maximum, which
is a reasonable limit on the continental shelf according to the summer observations
available in this region [Lacarra et al. 2011]. More details about these issues and
the modications are given in Appendix A.
The choice of the year 2009 for the PRE simulation forcing was made after analysing
the monthly heat and salt uxes that were averaged over the Mertz Glacier Polynya
(MGP) area for the period 1992 to 2013 (see Figure B.3 for more details). The period
from 2007 to 2009 was identied as a sustained period of relatively strong polynya
activity with a winter average (May to September inclusive) of  -164 W m 2,
while the average over the pre-calving period (1992-2009) was -159  17 W m 2.
Similarly, the salt ux average for 2007 to 2009 was  0.82 kg m 2, while the average
for 1992 to 2009 was 0.82  0.1 kg m 2. As a result, 2007 to 2009 is considered as
being a representative period for the pre-calving MGP region. Ultimately 2009, the
year prior to the calving event, was chosen and a single year forcing was preferable
to a pre-calving climatology, when compared to a single year forcing for the post-
calving simulation restricted to one year forcing due to forcing availability. In the
post-calving scenario, the year 2012 was chosen because of clear visibility of the
permanent features situated in the region between 2010 and 2012 (A. Fraser personal
communication). In summary, the results from these simulations are not restricted
to the year chosen for the forcing, they can be compared with other years of similar
salt and heat ux intensity.
Surface kinematic wind stress in the model is calculated using the 10 m surface
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monthly wind record from ERA-interim product [Dee et al. 2011], that is adjusted
to a 364 day-year for 2009 and 2012. The same lateral boundary forcing is used
in both PRE and POST simulations. Lateral boundary elds, including potential
temperature, salinity and horizontal velocities are relaxed to a climatology that is
calculated from monthly elds from ECCO2 for the period 1992-2013 [Menemenlis
et al. 2008; Wunsch et al. 2009] and are adjusted to 364 day-year. The model
includes analytic tidal forcing at the lateral boundaries. The frequencies of the four
main tidal constituents are adjusted to be periodic in 14 days, following the same
design as Pingree and Griths [1981a;b]. A periodic tidal signal of 26 cycles for a
364 day-year in the model is implemented to facilitate the analyses. It is important
to note that salinity values used in the model are on the Practical Salinity Scale
(PSS78) and are dimensionless. The total run time of the model simulation was
33 years for each simulation. This 33 years run includes a spinup phase of 30 years
to reach equilibrium, using a repeating loop of the climatology forcing. The last
three years of the run are used for the analyses.
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4.3 Basal melt rate
To simplify the analyses, the results shown in this chapter are averaged to obtain
a 6-hourly climatology. As the model is forced by a constant and periodic tidal
forcing of 26 cycles of 14 days per year, each time step of the three nal years of
high temporal resolution output (6-hourly data) can be averaged together. The
area-averaged basal melt rate of each of the ice shelves (and other variables) are
presented with a one year 6-hourly climatology.
4.3.1 Area-averaged melt rate
The total area of ice shelf available for melting in the model (including ice area from
icebergs and fast ice) decreased by 19% between the PRE and the POST simula-
tions (Table 4.2) with an increase in area-averaged melt rate by 7% (Table 4.1).
Figure 4.2 shows the 6-hourly climatology for each simulation, with a ltered cli-
matology where the tidal signal has been removed. The area-averaged melt rate
seasonal cycle from all the ice in the model (including each ice shelves, icebergs and
fast ice) nearly doubles during late summer (from day 25 to 75 which corresponds
to mid-January till mid-March), and the melt rate variability increases due to the
inuence of tides (high variability) when the melt rate is high (Figure 4.2a).
Each major ice shelf in the model domain experiences changes in both basal melt
rates and seasonal pattern of melt. For the MGT, the PRE simulation indicates
a basal melting of 0.9  0.2 m yr 1 (5.6  1 Gt yr 1) and the POST simulation
indicates a basal melting of 1.7  0.1 m yr 1 (6.0  0.4 Gt yr 1). The Mertz ice
shelf basal area decreased by 42%, coinciding with an increase of 89% in the area-
averaged melt rate (and a mass loss increase of 7%). Furthermore, the maximum
melting during the POST simulation correlates with the minimum melting during
the PRE simulation that occurs in winter (around day 150 and 230 { Figure 4.2b).
In Table 4.1 the standard deviation is calculated for the 6-hourly climatology, as well
as for the ltered climatology (value in squared-brackets). Both standard deviations
show how the seasonal pattern of melt is important compared to the tidal signal
on the melt rate. For the Mertz Glacier case, the standard deviation for the PRE
simulation with the non-ltered climatology is greater (0.2 m yr 1) than for the
ltered climatology (0.1 m yr 1), illustrating that the tidal signal has more inuence
than the seasonal signal on the Mertz Glacier basal melt rate. On the other hand,
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for the POST simulation, both standard deviations for the Mertz Glacier average
basal melt rate are equal, illustrating that the seasonal signal has a similar impact
than the tidal signal on the ice shelf basal melt rate. The root-mean-square (RMS)
of the depth averaged velocity calculated beneath the MGT, illustrates that the
tidal velocities are more important in the PRE simulation (8.6  10 4 m s 1) than
the POST simulation (8.4  10 5 m s 1).
Similar changes in the melt rate and seasonal pattern of melt (Figure 4.2c) are
observed for the Ninnis Ice Shelf (directly east of the Mertz Glacier). The proximity
of the Ninnis Ice Shelf with the Mertz Glacier may explain the similarities in melt
rate between them. The area-averaged melt rate of the Ninnis Ice Shelf doubled,
from 0.4  0.2 m yr 1 to 0.8  0.3 m yr 1 with no change in the area of the ice
shelf. In contrast, the area-averaged basal melt of the Cook Ice Shelf in the eastern
side of the domain decreased by about a third between the PRE and the POST
simulation, from 1.9  0.3 m yr 1 to 1.2  0.3 m yr 1. However, the seasonal signal
pattern did not change, even when the melt rate decreased (Figure 4.2d).
The standard deviation of the ltered and non-ltered data for both the Ninnis and
the Cook ice shelves are the same, illustrating that the seasonal cycle and the tidal
signal have a similar impact on the basal melt rate. Also, the RMS of the depth
averaged velocity calculated beneath the Ninnis, 4.5  10 5 m s 1 for the PRE and
5.3  10 5 m s 1 for the POST simulation, illustrate a negligible inuence of the
tides within the Ninnis embayment. On the other hand, beneath the Cook ice shelf,
the RMS is greater than beneath the Ninnis (1.8  10 4 m s 1 for both simulation)
but lower than beneath the MGT pre-calving, likely because the Cook ice shelf is
located within an embayment, while the MGT pre-calving has most of its ice shelf
outside the embayment.
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Figure 4.2: Area-averaged melt rate (m yr 1) for the 6-hourly one year climatology
of the three nal years of each simulation (grey for the PRE simulation and light
blue for the POST). A low pass lter, with a window span of 14 days is applied to
remove the tidal signal and is represented by the black line for the PRE simulation
and blue line for the POST simulation. The x-axis is in day of the year from day 1
to day 364. Results are shown for a) the entire ice area in the model, b) the Mertz
Glacier, c) the Ninnis Ice Shelf, and d) the Cook Ice Shelf.
4.3. BASAL MELT RATE 93
Table 4.1: Area-averaged basal melt rate (m yr 1) from the non-ltered climatology.
The values in squared-brackets are the standard deviations applied to the ltered
climatology.
All ice in the model including ice shelves, icebergs and fast ice.
 Other ice refers to icebergs and minor ice shelves in the domain.
Ice Shelf PRE POST % melt
(m y 1) (m y 1) change
Total  0.88  0.23 [0.18] 0.94  0.48 [0.47] +7
Mertz 0.9  0.2 [0.1] 1.7  0.1 [0.1] +89
Ninnis 0.4  0.2 [0.2] 0.8  0.3 [0.3] +100
Cook 1.9  0.3 [0.3] 1.2  0.3 [0.3] -37
Fast ice (10m) 0.3  0.2 [0.2] 0.6  0.9 [0.9] +133
Fast ice (35m) 0.2  0.3 [0.3] 0.5  0.7 [0.7] +67
Other ice 1.5  0.5 [0.3] 0.8  0.3 [0.1] -47
Mertz:
M < -900m 3.24  0.04 [0.03] 5.1  0.1 [0.4] +57
-900 < M < -600m 0.56  0.04 [0.03] 1.09  0.09 [0.08] +95
-600 < M < -300m 0.47  0.2 [0.05] 0.70  0.1 [0.08] +49
M > -300m 1.1  0.7 [0.5] 0.6  0.3 [0.2] -42
4.3.2 Spatial melting distribution
The dierence in averaged spatial melting (POST minus PRE simulation) for the
ice present in both simulations is shown in Figure 4.3. The three main ice shelves
show dierent patterns in melting over their ice shelf area. The scatter grid cell
scale noise eect on the melt rate near the grounding line (Figure 4.3) results in
some numerical artefacts in the horizontal velocity eld, due to a thin water column
thickness (20 m minimum). As described by Adcroft et al. [1999] and Losch [2008],
the horizontal velocity eld on a C-grid model [Arakawa and Lamb 1977] such as the
one used by ROMS, that does not resolve the Rossby radius, can allow a standing
grid-scale noise near topography (beneath an ice shelf for instance). However, this
noise is not important for the results presented in this study, as the focus is on the
melt rate average for each ice shelf (wider spatial scale).
The Mertz Glacier is dierent from the Ninnis and the Cook ice shelves because of
its geometry. Most of the Mertz Glacier is conned within a narrow embayment.
The glacier has a thick ice draft (1600 m thick near the grounding line) and water
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Table 4.2: Rate of mass loss (Gt yr 1) from the non-ltered climatology. The values
in squared-brackets are the standard deviations applied to the ltered climatology.
All ice shelves in the model including icebergs and fast ice.
 Other ice refers to icebergs and minor ice shelves in the domain.
Ice Shelf PRE POST % mass % area
(Gt y 1) (Gt y 1) loss change change
Total  23.7  6.1 [4.8] 20.8  10.5 [10.3] -14 -19
Mertz 5.6  1 [0.6] 6.0  0.4 [0.4] +7 -42
Ninnis 0.6  0.3 [0.3] 1.3  0.4 [0.4] +117 0
Cook 7.3  1.1 [1.1] 4.5  1.0 [1.0] -38 0
Fast ice (10m) 3.4  2.1 [2.1] 6.6  9.2 [9.1] +94 +3
Fast ice (35m) 0.3  0.4 [0.3] 0.2  0.3 [0.2] -33 -65
Other ice 6.5  2.2 [1.2] 1.8  0.6 [0.3] -72 -49
Mertz:
M < -900m 2.16  0.03 [0.02] 3.4  0.2 [0.2] +57 0
-900 < M < -600m 0.86  0.06 [0.05] 1.7  0.1 [0.1] +98 0
-600 < M < -300m 1.2  0.5 [0.1] 0.89  0.2 [0.08] -26 -50
M > -300m 1.4  0.9 [0.6] 0.009  0.005 [0.003] -99 -99
column thickness is of 400 to 500 m for most of the ice shelf and 20 m near the
grounding line (see Figure B.2 for more details). In comparison to this, the Ninnis
and the Cook ice shelves have wider embayments, with shallower ice draft (600 m
maximum at the grounding lines) and shallower water column thicknesses (20 m over
most of the ice shelf areas). The basal melt rate of the Ninnis Ice Shelf increases
homogeneously over the ice shelf basal area for the POST simulation. The Cook
Ice Shelf basal melting decreases over the entire ice shelf, except near the eastern
grounding line area, where there is almost no melting.
The Mertz Glacier is the key ice shelf in the model domain and shows an irregular
spatial melt pattern over the area common to both simulations. A strong increase
in melting does not occur at the grounding line, but rather near the narrowest point
of the embayment, north of the grounding line, while a decrease in melting is seen
at the north west corner of the embayment. A closer look at the Mertz Glacier is
given in Figure 4.4, which show the area-averaged melt rate for four specic areas
of the glacier, following the ice draft contours (Figure 4.1b). Two areas are chosen
for the embayed ice shelf, focusing on ice with a draft of 600 m to 900 m and ice
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with a draft thicker than 900 m (i.e. ice near the grounding line). Two other areas
are chosen outside of the embayment, one with an ice draft of 300 m to 600 m and
the other with an ice draft shallower than 300 m. Most of the Mertz basal melting
occurs near the grounding line with nearly 40% of the PRE melting occurring below
900 m, increasing to 54% for the POST simulation.
The dierent selected areas of the Mertz Glacier show dierent temporal patterns
of basal melting. The areas of the Mertz Glacier located outside of the embayment
show a stronger variability in the melt rate pattern due to tides (Figure 4.4b and
c). The seasonal signal is mainly seen for the ice shallower than 300 m for the PRE
simulation, and the RMS of the depth averaged velocity calculated beneath the ice
of the same order of magnitude (6.3  10 4 m s 1) than the RMS calculated over
the entire pre-calving MGT (8.6  10 4 m s 1). Note that there is almost no ice
draft shallower than 300 m depth for the POST simulation (only a few cells in the
model), which explains the negligible mass loss in Table 4.2 and in Figure 4.4c.
The embayed ice shelf shows less melt rate variability due to tidal or seasonal forcing.
For the PRE simulation, the ice in the cavity is isolated from signicant external
seasonal and tidal variability (Figure 4.4d and e). The melt rate pattern is fairly
constant with an area-averaged melt rate of 3.24  0.04 m yr 1 for the ice deeper
than 900 m. The weak standard deviation in the non-ltered data ( 0.04 m yr 1)
associated with a RMS of 4.3  10 6 m s 1, indicate a negligible tidal and seasonal
variability in the cavity (embayed area) for the PRE simulation. These results
illustrate that the ice shelf in the embayment is isolated from the variability (tidal
and seasonal) of the far eld ocean.
In contrast, the melt rate of the Mertz Glacier in the cavity during the POST
simulation shows a stronger seasonal variability, with an area-averaged melt rate
of 5.1  0.1 m yr 1 and a maximum melt rate in late autumn (at approximately
day 100 to 170). It is also important to note that for the deeper ice, the standard
deviation from the ltered climatology is greater than the standard deviation from
the climatoliogy for the POST simulation, indicating that the seasonal variability is
more important than the tidal signal to the ice shelf basal melt rate after the calving
event. Also, the RMS for the ice deeper than 900 m is weak (5.3  10 6 m s 1)
illustrating a negligible impact from the tides.
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Figure 4.3: Time averaged spatial melt rate dierence in m yr 1 between the POST
and the PRE simulations for the 3 main ice shelves and the fast ice common to both
simulations in the domain.
4.3. BASAL MELT RATE 97
0
5
10
N et m e lt ra te  G t/Y r M G T
50 100 150 200 250 300 350
0
2
4
M elt ra te  G t/Y r M G T ice  she lf be low  900m
0
2
4
M elt ra te  G t/Y r M G T ice  she lf be tw een 600m  and900m
0
2
4
M elt ra te  G t/Y r M G T ice  she lf be tw een 300m  and 600m pre
post
0
2
4
M elt ra te  G t/Y r M G T ice  she lf above  300m
a
b
c
d
e
Figure 4.4: Rate of mass loss (Gt yr 1) for the 6-hourly climatology overlaid with
the ltered data for each simulation. The x-axis is in days of the year from day 1
to day 364. Results are shown for a) the entire Mertz Glacier, b) for the ice located
above 300 m depth, c) located between 300 and 600 m depth, d) located between
600 and 900 m depth and e) below 900 m depth. For the PRE simulation (grey and
black lines) and the POST simulation (blue).
4.3.3 Comparison with other studies
In the earlier simulation presented in Chapter 2 [Cougnon et al. 2013], an area-
averaged melt rate of 1.9  1.4 m yr 1 produced a mass loss of 11.4  8.4 Gt yr 1
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for the entire Mertz ice tongue. This earlier simulation ran for a period of 16 years
(1992-2007), including inter-annual variability within the external forcing. This
inter-annual variability is also observed in the melt rate estimates, that includes a
3 to 4 year period of more intense melting (2000-2003). The intense melting from
this earlier study is related to the interannual variability of the air/sea forcing.
The value of mass loss estimated in Cougnon et al. [2013] for deep ice (below 900 m)
during a sustained period of weak polynya activity ( 4.9 Gt yr 1) is comparable
with the POST simulation here. Similarly, mass loss estimated for deep ice during a
period of mean to strong polynya activity ( 2.4 Gt yr 1) is comparable to the PRE
simulation here. Observational estimates of melt rates, from ux gate calculations
close to the Mertz Glacier grounding line, vary from 11 m yr 1 [Berthier et al. 2003]
to 18 m yr 1[Rignot 2002] at the grounding line. These observed estimations are
much greater than what is estimated by the model, which is  3.24 m yr 1 pre-
calving and 5.1 m yr 1 post-calving, suggesting that the model is under-estimating
the basal melting near the grounding line.
More recent studies, focused on the global Antarctic mass loss, have estimated
melt rate for the Cook, Ninnis and Mertz ice shelves. Rignot et al. [2013] use a
comparison between the volume ux divergence of Antarctic ice shelves, the surface
accumulation and the thinning of the ice shelves to estimate an area-averaged melt
rate of 1.4  0.6 m yr 1 for the Mertz Glacier (pre-calving), 1.2  2 m yr 1 for
the Ninnis Ice Shelf and 1.3  1 m yr 1 for the Cook Ice Shelf. Depoorter et al.
[2013] use a dierent method that includes a calving ux to estimate the basal mass
balance. They estimate a melt rate of 0.87  0.79 m yr 1 for the Mertz Glacier
(pre-calving), 0.16  2.28 m yr 1 for the Ninnis Ice Shelf and 0.92  2.08 m yr 1
for the Cook Ice Shelf. These values are closer to the melt rates estimated here.
Other studies estimate thickness changes around the Antarctic continent using satel-
lite data (e.g. Pritchard et al. [2012]; Paolo et al. [2015]). However, these studies
are too recent to estimate major changes of the Mertz Glacier as a result of the
calving event. Also, the Cook and Ninnis ice shelves are poorly resolved by satel-
lite imagery. In Paolo et al. [2015] only 55% of the area of the post-calving Mertz
Glacier total area is surveyed, and only 35% of the Cook Ice Shelf is surveyed. Also,
Paolo et al. [2015] estimate a nil rate of thickness-change from 1994 to 2012 for both
the Mertz and the Cook ice shelves. Pritchard et al. [2012] estimate a light gain in
thickness-change for the shorter period 2003 to 2008, of about 1.1 m yr 1 for the
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Cook Ice Shelf and about 0.3 m yr 1 for the Mertz Glacier (pre-calving). Future
satellite studies looking at thickness-change on a longer time-scale after the calving
event should show a decrease in the Mertz Glacier melt rate if the model trend is
correct. The strong increase in mass loss seen in the model (+57% for the deeper
ice and +98% for the ice with an ice draft between 600 m and 900 m) should result
in a notable decrease in the surface height of the Mertz Glacier.
Many studies have shown that tides have an important impact on melting and
freezing (eg: Makinson et al. [2011]; Mueller et al. [2012]; Gwyther et al. [2016]). In
this study, the impact of the tides is seen in the variability of the basal melt rate
signal, mainly impacting the shallower region of the ice shelf that extends beyond
the coastal embayments. Also, there is greater variability in basal melting when
there is higher melt rates, due to tidal forcing, as seen in Figure 4.2a in summer (at
around day 50).
4.4 Ocean state beneath the ice shelves
4.4.1 Ocean circulation within the Mertz Glacier cavity
An examination of the vertically integrated horizontal velocity eld beneath the
Mertz Glacier for the PRE and POST simulations (Figure 4.5a and b) is used to
understand the interactions between the ocean and the base of the Mertz Glacier.
The ocean circulation in both simulations within the Mertz cavity is very similar,
with a clockwise ow exiting along the western edge of the cavity. This clockwise
circulation does not reach the grounding line at about 67.9 S but instead is recir-
culated at about 67.6 S. In addition, the magnitude of the depth averaged velocity
is weak (in the order of 1 cm s 1) in both simulations, with a slightly stronger mag-
nitude for the POST simulation (red arrows in Figure 4.5a and b). The increase in
melt rate drives a stronger outow along the western edge of the cavity, strengthen-
ing the buoyancy-driven circulation and driving a stronger inow along the eastern
edge of the cavity.
The section across the Mertz cavity (shown in Figure 4.5a and b, yellow dashed line)
illustrates that the POST simulation is warmer by 0.19  0.02 C along the section
(Figure 4.6a and b, and Table 4.3). A maximum warming of +0.37 C is seen within
the outowing water mass along the western edge of the cavity. Along the same
section, the POST simulation is fresher by 0.105 0.005 with a maximum freshening
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of 0.22 seen at the sea oor (Figure 4.6c and d, and Table 4.3). The warming and
freshening of the section result in a decrease in potential density (contour lines on
Figure 4.6c and d) by 0.091  0.004 kg m 3. During the POST simulation, the
potential density is more homogeneous in the interior of the cavity than during the
PRE simulation.
The velocity eld across the section (contour lines on Figure 4.6a and b) illustrates
the intensity of the clockwise circulation observed with the vertically integrated
horizontal velocity eld (Figure 4.5a and b). The outward ow (owing out of the
cavity { solid contours on Figure 4.6a and b) is associated with a water mass that is
fresh and below the surface freezing temperature, which originates from the melting
of the ice shelf (Ice Shelf Water { ISW) for both simulations. On the other hand,
the inward ow (owing into the cavity { dashed line contours on Figure 4.6a and
b) is associated with relatively warm water, in particular for the POST simulation.
During the PRE simulation the main water mass owing into the Mertz cavity
originates from the Adelie depression, predominantly during winter (Figure 4.5a).
In the POST simulation the main ow going into the Mertz cavity originates from
dierent sources, the Adelie depression and the area north of the Ninnis trough.
During the POST simulation, a \hotspot" of warming is located near the bottom of
the cavity, on the eastern side of the section where warmer water from the Ninnis
trough ows into the cavity.
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Figure 4.5: Vertically integrated horizontal velocity eld (m s 1) for the Mertz
Glacier area (a and b), the Ninnis Ice Shelf (c and d) and the Cook Ice Shelf (e
and f). Averaged over winter (a, c and e { July-August-September) and averaged
over summer (b, d and f { December-January-February) in m s 1 for PRE (white
arrows) and POST (red arrows) simulations. The grey bold lines are the ice mask
outline for the PRE and POST ice mask and the background is the bathymetry
(in m) with few contours outline on each panel. The yellow dashed line on panel a
and b is the section across the cavity discussed in the text. The unit vector at the
bottom of each panel corresponds to 0.05 m s 1
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Figure 4.6: Time averaged potential temperature (C) overlaid with contours of the
velocity (m s 1) perpendicular to the section (a and b) and time averaged salinity
overlaid with the potential density (kg m 3) contours (c and d) for the PRE (a and
c) and POST (b and d) simulations along the section shown on Figure 4.1b.
Potential Temperature - Salinity (  S) diagrams (Figure 4.7) illustrate the shift
in potential temperature and salinity discussed previously along the transect across
the Mertz cavity. The exported water owing out of the cavity (in red) is colder
and fresher (less dense) than the incoming water owing into the cavity (in blue),
illustrating the impact of additional glacial meltwater on the water masses owing
within the cavity. The inclined dashed line on each panel of Figure 4.7 illustrates the
changes in potential temperature and salinity due to the ice shelf melting. Given the
expected potential temperature and salinity of the water mass responsible for the
melting of an ice shelf, a linear prole can be dened using under ice thermodynamics
following Gade [1979], as used in Chapter 3.
In the PRE simulation, ISW lls the entire cavity (Figure 4.7a). Only the upper
part of the water column (top layers directly underneath the ice shelf) is considered
as ISW in the POST simulation, with a thicker ISW layer on the western side of the
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Table 4.3: Time averaged potential temperature (C), salinity, potential density
(kg m 3), velocity (m s 1) transport (Sv :  106 m3 s 1) and area (km2) on the
inow and the outow across the transect (shown on Figure 4.1b), for the PRE and
POST simulations, as well as their dierences.
PRE POST POST - PRE
 -1.99  0.04 -1.79  0.05 +0.19  0.02
max -1.92 -1.56 +0.36
min -2.46 -2.43 +0.03
S 34.60  0.01 34.49  0.02 -0.105  0.005
Smax 34.65 34.54 -0.11
Smin 34.42 34.23 -0.19
 1027.86  0.01 1027.77  0.02 -0.091  0.004
max 1027.90 1027.80 -0.1
min 1027.72 1027.57 -0.15
Vin -0.006  0.003 -0.007  0.003 +17%
j Vin(max) j 0.028 0.028 0%
Vout 0.007  0.008 0.01  0.01 +25%
j Vout(max) j 0.077 0.11 +43%
Transportin -0.06  0.03 -0.08  0.04 +33%
Transportout 0.06  0.02 0.08  0.03 +33%
Area of inow 9.37  103 9.78  103 +4.4%
Area of outow 6.89  103 6.49  103 -5.9%
cavity associated with the greater outward velocity (Figure 4.6d and Figure 4.7b).
The transport through the section (colour map on Figure 4.7) also illustrates the
intensication of the ocean circulation in the POST simulation. The transport
inow and outow are of 0.06 Sv for the PRE simulation across the section, with
both increasing by about 33% in the POST simulation (Table 4.3). The increase
in the inow can be explained by velocity increases of only 17% and increases of
4.4% in the area of the inow. Alternatively, the area of the outow decreased
during the POST simulation by 5.9%, with an increase of the outow velocity by
 25%. These dierences can explain the increase of the outow transport. During
the POST simulation, a warmer water mass (+0.19 C) is responsible for the basal
melting of the ice shelf (inclined dashed line on Figure 4.7b) associated with a
stronger ocean circulation and transport within the cavity (Table 4.3).
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Figure 4.7: Potential Temperature (C) - Salinity (-S) diagrams averaged for the
section (red dashed line on Figure 4.5a and b) for PRE (a) and POST (b) simu-
lations. The colour bar is the transport in Sv (106 m3 s 1). Negative (blue) is a
ow going into the cavity and positive (red) is a ow going out of the cavity. The
horizontal dashed line corresponds to the surface freezing point and the inclined
dashed lines on the data correspond to an example of a Gade Line [Gade 1979].
Some reference potential density (-1000 kg m 3) contours have been added to the
gure.
4.4.2 Velocity within the Ninnis and Cook Ice Shelf cavities
Further analyses of the vertically integrated horizontal velocity eld (Figure 4.5c
and d) near the Ninnis Ice Shelf indicates that a change in the ocean circulation
north of the Ninnis Ice Shelf drives stronger currents beneath the ice shelf. This
change in velocity between the simulations is likely due to the major dierences in
the icescape between the two simulations. Most of the fast ice that is attached to
the Ninnis Ice Shelf in the PRE simulation is not present in the POST simulations.
Similarly, the icebergs north of the Ninnis Ice Shelf (B9B and Ninnis icebergs) are
not present in the POST simulation changing the ocean circulation in the area.
For the PRE simulation (white arrows on Figure 4.5c and d), the main ow reaching
the area of the Ninnis Ice Shelf in winter (Figure 4.5c) comes from the MGT/Adelie
depression area and ows northward without strong interactions with the ice shelf.
This lack of interaction may explain the low melt rates estimated in the previous
section. In summer (Figure 4.5d), the main ow reaching the area comes from north
of the Ninnis Ice Shelf in the PRE simulation and circulates westward within and
north of the Ninnis trough. During the POST simulation, the winter and summer
velocity elds are very similar to the summer velocity eld of the PRE simulation.
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A southward ow coming from north of the Ninnis Ice Shelf ows beneath the ice
shelf to drive a uniform increase in melt rate over the ice shelf (Figure 4.3).
The Cook Ice Shelf is dierent from the Mertz Glacier and the Ninnis Ice Shelf,
due to its location at the eastern boundary of the domain. However, the lateral
boundary forcing is the same in both simulations, so any changes observed near the
Cook Ice Shelf are the result of changes in the air/sea forcing and changes in the
icescape further west of the Cook Ice Shelf. The velocity elds around the Cook Ice
Shelf (Figure 4.5e and f) do not indicate any major changes in velocity magnitude
or direction. The vertically integrated horizontal velocity eld indicates a small
decrease in the magnitude of the current at the eastern side of the ice shelf in winter
(Figure 4.5e) with a slight change of direction (more southwestward) for the POST
simulation (red arrows on Figure 4.5f).
The greatest changes in velocity are located beneath the northern part of the ice
shelf. During the POST simulation, near the front of the ice shelf, there is a shift in
the POST simulation vectors in winter (Figure 4.5e). The southward ow recircu-
lates northward further north in the POST simulation than for the PRE simulation.
As a result, less water circulates within the cavity, which may explain the decrease
in melt rate described in the previous section (Figure 4.3). As for the Ninnis cavity,
it is important to note that most of the water column thickness within the Cook
cavity is only 20 m thick (Figure B.2 for more details).
4.4.3 Thermal forcing
Another way to estimate the impact of a change in ocean properties on the ice shelf
and its melting is to investigate variability of the two major components of the
model melt rate parametrisation, the friction velocity and the thermal forcing at
the base of each ice shelf. It is known that friction velocity plays an important role
in the spatial distribution of the ice shelf basal melt rate [e.g. Mueller et al. 2012;
Gwyther et al. 2015]. Here, the friction velocity is calculated using the dimensionless
drag coecient (Cd = 0:005), that is spatially constant over the entire ice shelf and
the modelled velocity (m s 1) of the top layer that is beneath the ice shelf (Utop):
u =
p
Cd Utop.
Dierent denitions of thermal forcing have been used within the literature, de-
pending whether observations or numerical simulations are used for analysis. In
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general, observations will use the closest measurement from the ice shelf depending
on the observations available. For instance, Rignot and Jacobs [2002] use the clos-
est observed in-situ ocean temperature from each ice shelf and compare it with the
freezing temperature at the depth of 0.88HGL (HGL is the grounding line depth).
Dansereau et al. [2013] and Gwyther et al. [2016] use the dierence between the
in-situ temperature beneath the ice shelf and the in-situ freezing temperature that
varies with pressure in their numerical models. These are examples of models that
estimate the impact of the thermal forcing on ice shelf melting.
In this study, the `thermal forcing' (T ) is calculated in two dierent ways to
investigate the potential of the top layer of the model beneath the ice shelf to drive
melting, as well as the potential of the water column underneath the ice shelf to
contribute to the melting. `Thermal forcing' due to the ocean layer immediately
beneath the ice shelf is investigated and is dened as follows: TN = TN(in situ)  
Tf(ISbase), where TN(in situ) is the in-situ ocean temperature averaged along the top
layer of the water column below the ice shelf, and Tf(ISbase) the averaged in-situ
freezing temperature at the base of the ice shelf averaged for the same area as
TN(in situ).
Similarly, `thermal forcing' due to the ability of the ocean within the ice shelf
cavity to contribute to the basal melting is investigated and is dened as follow:
TV = TV (in situ) Tf(ISbase), where TV is the dierence between the volume aver-
aged in-situ ocean temperature underneath the ice shelf (TV (in situ)), and Tf(ISbase).
For the Mertz Glacier case, TN(in situ), TV (in situ) and Tf(ISbase) are averaged for the
area south of the section described in Figure 4.1b with a corresponding melt rate
of 1.6 m yr 1 (2.7 m yr 1) for the PRE (POST) simulation (Table 4.4). For the
Ninnis and the Cook ice shelves TN(in situ), TV (in situ) and Tf(ISbase) are averaged
for the entire ice shelf area shown on Figure 4.1c and d.
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Figure 4.8: Melt rate (m yr 1) function of TN (lled symbols) and TV (open
symbols), described in the text, for the 3 main ice shelves in the domain for PRE
(circles) and POST (squares) simulations (in C) is shown in panel a. For the
Mertz Glacier, the area south of the section across the cavity is considered. Melt
rate (m yr 1) function of the friction velocity times TN for each ice shelf and for
PRE and POST simulation is shown in panel b. In both panels, the linear t is
shown with the grey line. The equation and the coecient of determination (r2)
are given beside each linear t.
As expected, there is a linear relationship between the melt rate and the `thermal
forcing' calculated here (Figure 4.8a). The coecient of determination (r2) for TN
linear t is 0.88. However, for TV the r
2 = 0.47, illustrating that not all the heat
within the ice shelf cavity is used to melt the ice shelf and is highly dependent on
each ice shelf. The linear t for TN indicates that a 1
C increase at the top layer
of the ocean beneath one of these ice shelf will increase the melt rate by 5.3 m yr 1
(MR = 6:03TN   0:69).
The non-zero y-intercept (0.69) with the TN value can result from using only
six data points. The result of a non-linearity in melting at low thermal forcing as
suggested in previous studies [e.g. Holland et al. 2008; Little et al. 2009] can also
be responsible for the non-zero y-intercept. These regressions need to be carefully
interpreted as they do not include the impact of friction velocity on the melt rate
calculation. Figure 4.8b illustrates that using the friction velocity along with the
thermal forcing result in a coecient of determination closer to 1 (r2 = 0.98) and a
y-intercept is closer to zero (0.2) compared to using TN only.
Collecting data from underneath an ice shelf is a very dicult and expensive task.
Several studies have investigated hydrographic data measured underneath an ice
shelf via a borehole drilled through the ice shelf. For instance, ocean data un-
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Table 4.4: Area averaged melt rate for each ice shelf in the domain with their
corresponding friction velocity (u: m s 1) and thermal forcing (TN and TV
detailed in the text: C) is summarised in this table. The percentage change of each
variable between the PRE and the POST simulation is given.
Ice shelf Melt rate u TN TV
(m yr 1) (m s 1) (C) (C)
Mertzpre 1.4 2510 4 0.42 0.58
Mertzpost 2.3 3010 4 0.53 0.80
% change +64 +20 +26 +34
Ninnispre 0.4 7.210 4 0.16 0.34
Ninnispost 0.8 1210 4 0.32 0.55
% change +100 +67 +100 +62
Cookpre 1.9 3210 4 0.37 1.07
Cookpost 1.2 2510 4 0.28 0.81
% change -37 -22 -24 -24
derneath the Filchner-Ronne ice shelf [Nicholls et al. 2001] or the Amery ice shelf
[Herraiz-Borreguero et al. 2015; 2013; Galton-Fenzi et al. 2012] have been used to
describe the ocean circulation and the water masses underneath the ice shelf, or to
validate ocean model circulation underneath an ice shelf.
Autonomous Underwater Vehicles (AUV) have also been used to measure water
properties underneath an ice shelf, for instance underneath the Filchner-Ronne ice
shelf [e.g. Nicholls et al. 2006], or underneath the Pine Island Glacier (PIG) in
West Antarctica [e.g. Dutrieux et al. 2014]. The PIG is known to have the highest
`thermal forcing' around Antarctica, estimated to be nearly +4 C [Jacobs et al.
2011; Rignot and Jacobs 2002].
These observations illustrate the water column properties underneath the ice shelf,
that could be compared with the linear t calculated here for TV . When comparing
with observation based studies, TV is preferred rather that TN as it uses the
volume averaged in-situ temperature beneath the ice shelf, which is then closer
to the ocean temperature used in these studies. If a `thermal forcing' of +4 C
is considered, the PIG melt rate would be estimated to be 9 m yr 1 using the
method described in this chapter, while the observations estimate the PIG melt
rate is 16 m yr 1 [Rignot et al. 2013; Depoorter et al. 2013]. It is important to
note that the calculations here do not include the velocity beneath the ice shelf,
known to be important underneath the PIG due to the cavity geometry [Dutrieux
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et al. 2014].
More recently, Autonomous Phase-sensitive Radio Echo Sounders are being used
to monitor ice shelf and ice sheet thinning. This new instrumentation allows the
collection of time series of the basal melt rates of the monitored ice shelf [Nicholls
et al. 2015], and could be applied to the investigation of the seasonal and tidal
impact the ocean has on the ice shelf basal melt rate.
4.5 Summary
This chapter investigates the impact the Mertz Glacier Tongue (MGT) calving event
had on the basal melt rate, as well as changes to ocean state within the Mertz cavity
and the two other major ice shelves in the domain, Ninnis and Cook. This study used
an adapted version of the Regional Ocean Modeling System (ROMS) [Shchepetkin
and McWilliams 2005]. The simulations are forced with the same lateral boundary
forcing, while the air/sea ux forcing is adapted for the pre- and the post-calving
ice geometry. This set of experiments allows comparison and quantication of the
impact of the calving, and the related ocean state changes, on the area-averaged
basal melt rate and ocean heat availability for melting.
The major conclusions of this chapter are as follow:
 An increase in the area-averaged Mertz Glacier basal melting of 89% leads to
a 7% increase in the glacial meltwater added into the ocean between the pre-
(PRE) and the post- (POST) calving simulation, after a near 50% reduction in
the area of the MGT. Higher melt rates in the POST simulation are related to
a decrease in salinity of about 0.1 and an increase of about 0.2 C in potential
temperature within the Mertz cavity (Table 4.3 and Figure 4.6).
 Warmer water (by about 0.2 C) is owing into the cavity during the POST
simulation leading to an increase in basal melting. This relatively warmer
(above the surface freezing temperature) water accesses the bottom of the
cavity via the Ninnis trough, and reaches the deep ice near the grounding
line. The warmer water that reaches the eastern side of the Mertz cavity also
contributes to an increased area-averaged basal melt rate at the Ninnis Ice
Shelf. The Ninnis basal melt rate is low for the PRE simulation, 0.4  0.2
m yr 1, with a corresponding mass loss of 0.6  0.3 Gt yr 1. This doubles
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to 0.8  0.3 m yr 1 for the POST simulation, which is still less than half of
the area-averaged basal melt rate of the Mertz Glacier and is about 4.6 times
lower than the Mertz Glacier mass loss (Tables 4.1 and 4.2).
 Ocean circulation underneath the Mertz Glacier is intensied by the increased
of ocean temperature driving a stronger buoyancy circulation, resulting in an
increase of about 33% in the magnitude of the transport in the Mertz cavity
(Figure 4.7 and Table 4.3).
 Ice shelf basal melt rate in the model domain is strongly related to changes in
ocean heat and ocean velocity beneath the ice shelf. The dierence between
the two denitions of `thermal forcing' calculated in this chapter illustrates
that not all the heat averaged over the water column within an ice shelf cavity
is used for melting the ice shelf.
 More analyses are needed to better understand the impact of the changes in
air/sea uxes, as well as the impact of the calving event had on the ocean
further north from the cavities and along the continental shelf. The following
chapter will focus on the ocean state changes between the PRE and the POST
simulation to investigate this last point.
Chapter 5
Impact of calving of the Mertz Glacier
Tongue on formation of Dense Shelf Water
5.1 Overview and chapter outlines
This chapter focuses on the changes in the general oceanography of the continental
shelf after the Mertz Glacier calving event. It uses the same simulations (PRE and
POST) detailed in the previous chapter. Whereas Chapter 4 detailed the changes
in ocean/ice shelf interaction, this chapter examines the impact of the calving on
Dense Shelf Water (DSW) across the Adelie and George V Land region (AGVL).
The study area for this chapter is centred on the Adelie and Mertz depressions, key
regions of DSW formation and export as reported by observational [e.g. Williams
and Bindo 2003; Williams et al. 2008; 2010] and modelling studies [e.g. Marsland
et al. 2004; Kusahara et al. 2010; Cougnon et al. 2013]. Also, the impact of the
calving has been observed as driving an abrupt decrease of the DSW salinity and
density [Shadwick et al. 2013] that correlates with a decrease by 14-20% of the sea
ice production in the region [Tamura et al. 2012]. The 2010 calving has also been
modelled, simulating a decrease in DSW production of 23% [Kusahara et al. 2011a]
(using a critical density limit to dened DSW) and a change of the currents near
the Mertz Glacier Tongue (MGT) [Mayet et al. 2013]. However, none of these two
modelled based papers include ocean/ice shelf or frazil thermodynamics.
In this chapter, a regional and temporal denition of DSW is used to estimate the
change in DSW export between the two simulations. The second half of the chapter
explores the impact of the calving event on the downstream production of Antarc-
tic Bottom Water (AABW) from the DSW exported from the AGVL region. The
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chapter concludes with an investigation into the downslope pathways and properties
of the overows of newly-forming AABW from the AGVL region, before and after
the calving.
This chapter is structured as follows:
 Ocean circulation and water mass properties at the bottom layer of the model
on the continental shelf are analysed in Section 5.2 in order to estimate the
changes in DSW formation and properties within the Adelie and Mertz de-
pressions due to the drop in sea ice production after the Mertz Glacier calving
[Tamura et al. 2012].
 Section 5.3 examines changes of DSW properties and export before and after
the calving, downstream of the Adelie and Mertz depressions.
 In order to follow the path of DSW downstream, the bottom layer of the model
is analysed and a quantication of the downslope ow is given in Section 5.4.
5.2 Ocean circulation and water mass properties
on the Adelie Land continental shelf
The bathymetry and key features of the model domain are shown in Figure 5.1, as
well as the oceanographic sections used hereafter for the analyses of the continental
shelf. Following Chapter 2, these sections surround the Adelie and Mertz depres-
sions (Adelie and Mertz box) sharing the same edge along the western side of the
MGT. Specic ocean sections through the Adelie and Mertz sill are used following
Chapter 2 to capture the main DSW export pathways. In the case of the Adelie sill,
the transect has been extended further west to capture all DSW export through the
sill because the previous transect missed part of the DSW outow that is deected
westward under the Coriolis force.
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Figure 5.1: Bathymetry of the model domain (m). Blue box (dashed line): Adelie
box; bold blue line: Adelie sill; magenta box (dashed line): Mertz box; bold magenta
line: Mertz sill as used in Cougnon et al 2013. Grey (white) contours are the ice mask
for the PRE (POST) simulations. Grey thin contours are bathymetry contours every
500 m and bold black line the land mask contour. Notable features are indicated
on the bathymetry. In the ocean: DT: D' Urville Trough; AB: Adelie Bank; AD:
Adelie Depression; AS: Adelie Sill; MB: Mertz Bank; MD: Mertz Depression; MS:
Mertz Sill; NB: Ninnis Bank; NT: Ninnis Trough. Along the continent: Watt Bay
(WB), Commonwealth Bay (CB), and Dumont D'Urville base (DDU).
5.2.1 Ocean circulation before and after the Mertz calving
The ocean circulation on the continental shelf over the Adelie and Mertz depression
for the PRE and POST simulations is investigated in this section. In both simula-
tions the circulation is presented using the vertically integrated horizontal velocity
and the bottom velocity of the model, for the PRE (Figure 5.2) and POST (Figure
5.3) simulations, averaged for summer (December, January and February { model
days from 1 to 61 and 334 to 364) and winter (June, July and August { model days
from 152 to 243).
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Oceanographic observations have shown that warm modied Circumpolar Deep Wa-
ter (mCDW) intrudes onto the shelf over the Mertz Bank [Williams et al. 2008]. In
both PRE and POST simulations, water ows onto the continental shelf along the
western edge of the Ninnis bank as well as over the Mertz bank. In the PRE sim-
ulation, during summer (Figure 5.2a), the Mertz bank inow (mCDW) interacts
with the northern tip of the Mertz Glacier Tongue (MGT). Then the main ow
goes westward along the coast and northwestward to join the Adelie sill. Summer
bottom velocity (Figure 5.2c) within the Adelie depression shows a dierent circu-
lation pattern, suggesting a denser water mass (DSW) lls the deepest part of the
Adelie depression. A clockwise circulation within the deepest part of the Adelie
depression drives DSW to ow towards the MGT and to reach the Ninnis trough
and the Mertz cavity along its eastern side wall. Along the western edge of the
Mertz cavity, a westward ow is observed along the coast and the southern part of
the Adelie depression towards Commonwealth Bay.
The ocean circulation in the PRE simulation averaged for winter (Figure 5.2b) is
relatively similar to the general clockwise circulation observed in the region during
the Mertz Polynya Experiment in winter 1999 [Williams and Bindo 2003]. The
vertically integrated horizontal velocity vectors (Figure 5.2b) correlate with the
bottom velocity vectors (Figure 5.2d), illustrating the clockwise circulation covers
the entire water column. Brine rejection and DSW formation within the depression
and near Commonwealth Bay sinks to the bottom of the depression, one part of DSW
ows westward along the coast and then northward towards the Adelie sill. The
other part ows underneath the MGT, into the Mertz cavity and the Ninnis trough,
before eventually owing northwards into the Mertz Depression. On the other hand,
mCDW ows southward onto the continental shelf on the Mertz Bank. One part
interacts with the Mertz Glacier, while the other part ows back northwestward
along the southern ank of the Mertz bank (400-500 m isobath).
Major changes to the ocean circulation were found in the POST simulation (Fig-
ure 5.3). While the water masses north of the shelf break follow the same pathways
onto the continental shelf, there is a westward ow forming on the continental shelf
from south of the Ninnis bank to the Adelie depression (Figure 5.3a and b), with
a potential of increasing the input of warm waters into the region and the oceanic
heat input to the ice shelves. Pre-calving the ice geometry prevented water masses
originating from the east to ow towards the Mertz depression due to the presence
of the B9B iceberg grounded along the Ninnis bank. Within the Adelie depres-
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sion in winter, a weak clockwise circulation similar to the PRE simulation is seen.
Velocity vectors in the bottom layer of the model (Figure 5.3c and d) show an inten-
sication of the clockwise circulation compared to the vertically integrated velocity
(Figure 5.3a and b) within the Adelie depression; however weaker than in the PRE
simulation, suggesting a decrease in DSW formation. No major seasonal changes
are simulated during the POST simulation.
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Figure 5.2: Vertically integrated (over the entire water column) horizontal velocity (a and b) and velocity at the bottom layer
(c and d) of the model on the continental shelf (Adelie and Mertz depressions) for summer (a and c) and winter (b and d),
for the PRE simulation. Unit vector represents 0.05 m s 1. Bathymetry (m) is shown at the background.
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Figure 5.3: Vertically integrated (over the entire water column) horizontal velocity (a and b) and velocity at the bottom layer
(c and d) of the model on the continental shelf (Adelie and Mertz depressions) for summer (a and c) and winter (b and d),
for the POST simulation. Unit vector represents 0.05 m s 1. Bathymetry (m) is shown at the background.
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5.2.2 Water properties of the continental shelf bottom layer
before and after the Mertz calving
Water masses formed on the continental shelf are controlled by the variability of the
air/sea forcing (see Chapter 2) as well as by the glacial meltwater released from the
local ice shelves. Dierent air/sea forcing are used for both simulations (see Section
4.2). Within the Mertz Glacier Polynya (MGP), north of Watt Bay (averaged
over 5  5 grid points), the surface heat ux is -220  10 W m 2 for the PRE
scenario, and decreased by 36% in the same area (-140  30 W m 2) for the POST
scenario. Similarly, the fresh water ux present in the air/sea model forcing shows a
corresponding increase of 60%, with a fresh water ux for the same area within the
MGP PRE (POST) of -3.7  0.3 cm day 1 (-1.5  0.6 cm day 1). The cumulative
sea ice production for the PRE and the POST simulations is shown in Appendix B
(Figure B.4) to illustrates the changes in sea ice location and production for the
region.
Water mass properties along the continental shelf near the Adelie and Mertz de-
pressions have changed dramatically between the PRE and POST simulations (see
Figures 5.4, 5.5 and Table 5.1). The seasonal (summer and winter) changes in poten-
tial temperature and salinity at the bottom layer of the model are seen in Figure 5.4
and 5.5 respectively for the Adelie and Mertz depressions. Water mass properties
for specic areas in the bottom layer of the model are summarised in Table 5.1
to quantify the regional changes. The potential temperature at the base of the
Adelie depression, the main reservoir of DSW in the PRE simulation, is essentially
unchanged in POST and is close to the surface freezing temperature (Figure 5.4).
This is conrmed in Watt Bay, shown in Table 5.1, where the potential temperature
increased by only 0.04  0.01 C between the two simulations. Overall this suggests
that wintertime convection due to polynya activity is still strong enough to form
DSW after the calving. However, the DSW properties have freshened (-0.1 north of
Watt Bay, Table 5.1 and Figure 5.5), most likely in response to the decrease in sea
ice formation and associated brine rejection.
The greatest change in bottom potential temperature is found over the Mertz Bank
and Mertz Depression, north and northeast of the Adelie Depression, respectively.
The bottom potential temperature increased by 1 C (Figures 5.4 and Table 5.1).
The Mertz depression is aected by the inow from the east described previously
(section 5.2.1) allowing warmer water to get closer to the ice shelf. Pre-calving the
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B9B iceberg (grounded at the Ninnis bank) acted as a barrier against warmer water
accessing the continental shelf from the east. In addition, in the PRE scenario, the
latent heat polynya region in the lee of B9B iceberg modied any warmer water
owing underneath the fast ice near the B9B iceberg, via intense brine rejection.
The salinity pattern (Figures 5.5) illustrates the freshening of the water masses on
the continental shelf due in part to additional glacial meltwater being released by
the increase of ice shelf basal melting, but also as a consequence of the decrease
in sea ice production (brine rejection) in the area, reducing the salinity of High
Salinity Shelf Water (similar density than DSW but at surface freezing temperature
{ HSSW) at the base of the depression.
In the PRE simulation, the maximum bottom salinity on the continental shelf is
observed within the Adelie depression, the Ninnis trough, the Mertz cavity and
within Commonwealth Bay in winter. Observations post-calving have noticed a
decrease in bottom salinity of 0.12 between observations taken in 2010 and 2012
in an area between the Mertz Glacier and Watt Bay [Lacarra et al. 2014]. In the
model POST simulation, the bottom salinity in the Adelie depression has decreased
by 0.11  0.01, which is in good agreement with the observations. On the other
hand, in the model, the salinity on the Mertz bank has increased by 0.08  0.03,
with an increase of the potential temperature of 0.9  0.2 C, due to the inow
of mCDW that is less mixed by ambient cold and fresher water masses formed on
the continental shelf. However, no measurements were taken near the Mertz bank
post-calving to compare with the model as shown on Figure 1 from Lacarra et al.
[2014].
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Table 5.1: Time averaged bottom potential temperature (: C) and salinity (S),
for PRE and POST simulations, with the dierences (POST-PRE) for several key
areas on the continental shelf. For each area, 5  5 grid points at the bottom layer
of the model are averaged to estimate the bottom water properties. The deepest
part of the deep Adelie depression is dened for an area north of Watt Bay. The
deepest area is used along the Adelie and Mertz sill sections and within the Mertz
depression. The shallowest area of the Mertz bank is used to quantify the warming
of the intruding water masses.
PRE POST POST - PRE
Deep Adelie depression
 -1.915  0.007 -1.87  0.01 +0.04  0.01
S 34.62  0.01 34.51  0.01 -0.11  0.01
Adelie sill
 -1.89  0.04 -1.4  0.2 +0.5  0.1
S 34.61  0.02 34.56  0.007 -0.05  0.02
Top of Mertz bank
 -1.87  0.04 -1.0  0.2 +0.9  0.2
S 34.51  0.03 34.589  0.003 +0.08  0.03
Deep Mertz depression
 -1.86  0.04 -0.85  0.03 +1.01  0.04
S 34.61  0.01 34.616  0.001 +0.01  0.01
Mertz sill
 -1.3  0.1 -0.87  0.06 +0.4  0.2
S 34.608  0.005 34.610  0.004 +0.002  0.005
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Figure 5.4: Potential temperature (C) at the bottom layer of the model averaged over summer (December, January and
February { a-c) and winter (June, July and August { d-f) for PRE (a and d), POST (b and e) and their dierences (POST -
PRE { c and f).
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Figure 5.5: Salinity at the bottom layer of the model averaged over summer (December, January and February { a-c) and
winter (June, July and August { d-f) for PRE (a and d), POST (b and e) and their dierences (POST - PRE { c and f).
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5.2.3 Transport through key sections before and after the
Mertz calving
The transport through key parts of the previously dened Adelie and Mertz boxes
is examined to link the water masses to the observed ocean circulation. The sec-
tions are dened as follows from east of the Mertz depression to west of the Adelie
depression (Figure 5.6):
{ MeE: eastern edge of the Mertz box, to capture any warm ow from the eastern
side of the model domain
{ MeN: northern edge of the Mertz box including the short section on the west
joining the northern edge of the Mertz box to the northern edge of the Adelie
box, to capture the inow of mCDW across the shelf break near the Ninnis
bank and the outow of DSW across the Mertz sill
{ AdN: northern edge of the Adelie box but not including the easternmost part
common with the Mertz box, to capture the inow of mCDW across the shelf
break near the Mertz bank and the outow of DSW across the Adelie sill
{ AdW: western edge of the Adelie box, to capture the DSW outow near the
coast
Potential Temperature - Salinity (-S) diagrams in Figure 5.6 illustrate the net
transport across these sections binned by potential temperature and salinity. In-
trusions of mCDW into the Mertz and Adelie boxes occurs via the sections MeE,
MeN and AdN. The MeN, AdN and the AdW sections are the areas of main DSW
outow. DSW outow along the MeN and AdN is located across the respective sill
sections (Section 5.3). The transport of mCDW through the sections can be fol-
lowed with Figure 5.6. In the PRE simulation, along MeE (Figure 5.6e, grey circle),
mCDW ows westward into the Mertz depression. Through the MeN (Figure 5.6d,
grey circle), a similar mCDW ows northward (Figure 5.6d, grey circle) resulting
from the MeE mCDW being modied (mainly cooling) via interactions with the
surrounding ice (B9B and fast ice) and local HSSW.
On the other hand, the AdN and AdW (Figure 5.6b and c) are not directly aected
by water masses from the Mertz depression, as seen in the ocean circulation dis-
cussed in Section 5.2.1 for the PRE scenario. However, mCDW and other lighter
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water masses (Antarctic Surface Water and Low Salinity Shelf Water { AASW and
LSSW) ow towards the Adelie depression via the AdN section (blue) and denser,
colder and saltier water (DSW and highly mCDW) is exported northward (red) af-
ter modications within the Adelie depression due to the addition of HSSW (brine
rejection) and interaction with the MGT.
In the POST scenario, mCDW from the MeE (Figure 5.6i) ows westward across
the Mertz depression. The warmest (0 C) and saltiest (34.6) mCDW along
MeE (grey arrow in Figure 5.6i) ows through the MeN section (grey arrow in Fig-
ure 5.6h) after being modied (cooled) by the surrounding water masses. According
to Figure 5.3, part of this mCDW ows towards the Adelie depression/Mertz bank
and eventually crosses the AdN section after interaction with the surrounding HSSW
and glacial meltwater resulting in a cooler and fresher mCDW owing northward
(grey arrow in Figure 5.6g). Only a small amount of relatively dense water (DSW
{ dense enough to ow at the bottom of the water column) is exported through the
AdN section (grey circle in Figure 5.6g).
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Figure 5.6: Bathymetry (m) and details of the sections around the Adelie and Mertz box (Figure 5.1) are shown in panel a.
Potential Temperature - Salinity (-S) diagrams coloured by the net transport (Sv { 106 m3 s 1) across sections for PRE (b-e)
and POST (f-i) simulations. For b, e, f and i positive values are eastward and negative westward (normal to the sections).
For c, d, e and h positive values are northward and negative values are southward (normal to the sections). The horizontal
dashed line corresponds to the surface freezing temperature. Some potential density contours are shown on each diagram.
Main water masses are indicated on panel b. Grey arrows and circles show specic features detailed in the text.
5.3. DSW EXPORT BEFORE AND AFTER THE MERTZ CALVING 126
In Chapter 2, AdW was identied as a potential outow section, suggesting that
the ow of DSW along the coast could reach the D'Urville trough. Here, the AdW
section (Figure 5.6f) is the section that is the least modied in terms of water
masses PRE and POST simulations. In both simulations, HSSW and Ice Shelf
Water (ISW), with a potential temperature below the surface freezing temperature,
are present. However, in the POST scenario the salinity of both water masses is
substantially fresher. In the PRE scenario, DSW was advected from the Adelie
depression and Commonwealth Bay towards the western boundary of the Adelie
box. Post-calving a polynya is formed in the lee of the post-calving position of the
B9B iceberg, driving HSSW formation near AdW at a weaker rate and fresher than
the HSSW present in the PRE simulation, as suggested in Fogwill et al. [2016].
5.3 DSW export before and after the Mertz
calving
5.3.1 Dening DSW
Changes in the export rate of DSW and its water mass properties (salinity, potential
temperature and potential density) is analysed in this section. As mentioned in
Chapter 2 and in Williams et al. [2010], using a xed critical limit to dene DSW
is not ideal and may underestimate the export of DSW. In addition, using water
mass denitions based on observations may not be appropriate for modelling studies
given biases in the model. Here, DSW export is estimated as being the densest water
mass at the bottom of the water column (denser than any inowing water masses
into the Adelie or Mertz box) owing across one of the sections dening each box,
excluding HSSW that ows from the Adelie to the Mertz box in the PRE scenario.
A focus is given to the sill sections near the shelf break, where DSW ows o-shelf
and is potentially able to contribute to AABW formation. This new way to dene
DSW in a model study allows the potential density limit of DSW to change over
time and to dier between the Adelie and Mertz formation regions. The maximum
potential density simulated around the Adelie box is approximately 1027.95 kg m 3
for the PRE simulation and approximately 1027.85 kg m 3 for POST (Figure 5.7a
and b). This decrease in potential density of the densest exported water mass is a
consequence of the freshening described in section 5.2.2 that drives less and lighter
DSW formation in the POST simulation.
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The maximum density of DSW export from the Mertz box is 1027.87 kg m 3 PRE
and 1027.83 kg m 3 POST simulations (Figure 5.7c and d). As described in Chap-
ter 2, pre-calving, dense HSSW from the Adelie depression ows underneath the
MGT to access the Ninnis trough and eventually ows into the Mertz depression
and mixes with the ambient HSSW formed via the B9B polynya. DSW exported
from the Mertz box in the PRE scenario is a mixture of this dense HSSW coming
from the Adelie depression, the HSSW formed locally via the polynya in the lee of
the B9B iceberg and mCDW intrusions into the area. In the POST simulation, the
connection between both depressions via the Ninnis trough is not as obvious as in
the PRE simulation, in part because of the decrease in HSSW production within the
Adelie depression. The densest water mass being exported through the Mertz box
is very similar to the imported water masses within the Mertz box (Figure 5.7d).
Very little water mass transformation occurs within the Mertz depression for the
POST simulation.
It is interesting to note the substantial dierence between the PRE simulation and
the interannual forcing simulation discussed in Chapter 2. Potential density of DSW
for the interannual forcing simulation was mainly greater than 1027.88 kg m 3 for
a mean to strong polynya activity, while the PRE simulation has an averaged DSW
potential density of 1027.84 kg m 3 for the Adelie depression. The PRE simulation
described in this chapter is dierent from the Chapter 2 simulation mainly due to
the modications applied on the air/sea forcing that decreases the amount of salt
released into the ocean (Appendix A).
Also, the heat and salt uxes data from Tamura et al. [2016] used in the air/sea
forcing for the PRE and POST simulations are derived from Special Sensor Mi-
crowave Imager (SSM/I) observations using the European Centre for Medium-Range
Weather Forecast Re-Analysis data (ERA-Interim), while the simulation in Chap-
ter 2 uses heat and salt uxes derived from SSM/I observations using the Na-
tional Centers for Environmental Prediction/Department of Energy Re-Analysis
data (NCEP2). According to Tamura and Ohshima [2011] sea ice production calcu-
lated using the NCEP2 data is higher by 12% compared to the sea ice production
calculated with ERA-Interim data. Dierences in heat and salt uxes imposed at
the surface between the interannual forcing Mertz simulation (Chapter 2) and the
PRE/POST simulations explain the dierences in DSW export and water mass
properties.
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Figure 5.7: Transport (Sv or 106 m3 s 1) by potential density class (in kg m 3 -1000),
monthly averaged from the 6-hourly climatology. Positive values (red) correspond
to an export outside of the Adelie (a and b) and Mertz (c and d) box; negative
values (blue) correspond to an import into the Adelie and Mertz box, for the PRE
(a and c) and POST (b and d) simulations. Horizontal dashed line is the critical
density 1027.88 kg m 3 usually used to dene DSW able to contribute to the AABW
formation.
5.3.2 Changes in DSW properties
DSW properties exported from the Adelie and Mertz depression are investigated
in this section. As each box surrounds both depressions, DSW formed within each
depression is exported across one of the sections. For the PRE scenario DSW is
relatively easy to identify and estimate compared to the relatively light incoming
mCDW (Figure 5.7a and b). In the POST scenario, two ranges of density are
exported and two ranges of density are imported into both depressions (Figure 5.7c
and d). The transition from outow to inow (red to blue in Figure 5.7) is taken
as the minimum density dening the DSW layer in each box. However, very weak
import is seen within the greatest density classes. For instance, a weak import into
the Adelie box of the 1027.97 kg m 3 density class in June (Figure 5.7a), with a
transport value less than 10 4 Sv (106 m3 s 1), is negligible. The minimum density
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for DSW (evolving in time) dened for the Adelie and Mertz boxes are then used
for the Adelie and Mertz sills respectively.
The averaged net DSW transport and its water properties through each box and
sill for the monthly climatology from the PRE and POST simulations are given in
Table 5.2. Transport-weighted DSW properties of the climatology are also given in
Table 5.2, with the maximum and minimum to illustrate the distribution of each
property within the exported layer. Around the Adelie box, the export of DSW
decreased by 80% between the PRE and POST simulation. DSW potential density
decreases by 0.03 kg m 3 around the Adelie box but the averaged salinity has
not changed between both simulations (34.59). On the other hand, the DSW
potential temperature increases by 0.7 C. The most interesting POST scenario
change in the DSW export for the Adelie box is seen by examining the extrema.
The maximum potential density simulated around the Adelie box for the POST
simulation has decreased by 0.1 kg m 3 and the maximum salinity by 0.08
forming a more homogeneous DSW. Lighter, warmer and more homogeneous DSW
exported around the Adelie box illustrates that DSW is more susceptible to mix
with mCDW in the POST simulation.
Similarly, DSW export at the Adelie sill decreases by 33% in the POST simulation
compared to the PRE, associated with a decreased in the averaged potential density
of 0.03 kg m 3 and an increase of the potential temperature of 0.7 C, with no
change in the salinity. The increase in potential temperature and salinity across the
Adelie sill is likely to be caused by the westward mCDW ow along the southern
edge of the Mertz bank (see Section 5.2.1). This relatively warm mCDW owing
onto the continental shelf during the POST simulation is less modied by brine
rejection than during the PRE simulation. Along the western edge of the Adelie
box (south of the Adelie sill section) the potential temperature has not changed,
but the potential density and the salinity have decreased by 0.5 kg m 3 and
0.6 respectively with DSW export decreased by 63 % (Table 5.2). The decrease in
salinity, while temperature is unchanged and near the surface freezing point, implies
a direct link to the decrease in sea ice production (brine rejection) in this region, as
also suggested in Section 5.2.3.
Sea ice conditions within the Mertz box for the PRE scenario are dierent from
the Adelie box. More fast ice and icebergs are present within the Mertz box pre-
calving, decreasing the salinity compared to the Adelie box because of lower brine
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rejection and increased meltwater. The sea ice production for the polynya area
within the Mertz box (in the lee of the B9B iceberg { PRE) is less intense than for
the polynya within the Adelie box. In addition, DSW from the Adelie depression
accesses the Mertz depression via the Ninnis trough, preconditioning the volume of
DSW from the Mertz depression within the Mertz box. In the POST simulation,
the exported DSW has a similar potential density (1027.812  0.005 kg m 3) than
in the PRE simulation (1027.80  0.02 kg m 3), but covers a smaller range between
the maximum and the minimum potential density around the Mertz box.
5.3.
D
S
W
E
X
P
O
R
T
B
E
F
O
R
E
A
N
D
A
F
T
E
R
T
H
E
M
E
R
T
Z
C
A
L
V
IN
G
131
Table 5.2: Twelve months average climatology DSW export, and transport-weighted properties per density class for DSW
potential density (0), potential temperature () and salinity (S), associated with the average climatology of the maximum
and minimum of each water property.
sections
DSW export 0 (kg m
 3)   1000  (C) S
(Sv) mean min max mean min max mean min max
Adelie box
PRE 0.5  0.2 27.84  0.01 27.81 27.93 -1.7  0.1 -1.919 -1.5 34.59  0.01 34.56 34.69
POST 0.1  0.1 27.81  0.02 27.80 27.83 -1.0  0.4 -1.2 -0.8 34.59  0.02 34.57 34.605
POST-PRE -80% -0.03 -0.01 -0.10 +0.7 +0.72 +0.7 0.00 +0.01 -0.08
Adelie sill
PRE 0.3  0.1 27.83  0.01 27.81 27.88 -1.4  0.2 -1.93 -1.0 34.59  0.01 34.58 34.63
POST 0.2  0.3 27.80  0.02 27.78 27.82 -0.7  0.2 -1.0 -0.6 34.585  0.007 34.57 34.594
POST-PRE -33% -0.03 -0.03 -0.06 +0.7 +0.93 +0.4 -0.00 -0.01 -0.04
Adelie west
PRE 0.08  0.07 27.84  0.03 27.82 27.91 -1.8  0.2 -1.9 -1.7 34.59  0.03 34.57 34.67
POST 0.03  0.05 27.79  0.03 27.79 27.82 -1.8 0.1 -1.89 -1.8 34.53  0.04 34.52 34.56
POST-PRE -63% -0.05 -0.03 -0.09 0.00 +0.01 -0.1 -0.06 -0.05 -0.11
Mertz box
PRE 0.3  0.1 27.80  0.02 27.79 27.84 -1.3  0.1 -1.7 -1.45 34.56  0.02 34.54 34.59
POST 0.16  0.08 27.812  0.005 27.806 27.83 -0.6  0.1 -0.83 -0.5 34.605  0.003 34.603 34.613
POST-PRE -47% +0.01 +0.02 -0.01 +0.7 +0.87 +0.95 +0.05 +0.06 +0.02
Mertz sill
PRE 0.3  0.1 27.81  0.01 27.79 27.854 -1.2  0.1 -1.8 -0.9 34.58  0.02 34.55 34.60
POST 0.12  0.05 27.813  0.005 27.806 27.829 -0.5  0.1 -0.89 -0.4 34.611  0.004 34.607 34.614
POST-PRE -60% 0.00 +0.02 -0.02 +0.7 +0.9 +0.5 +0.03 +0.06 +0.01
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The exported DSW in the POST simulation is warmer by 0.7 C and saltier by
0.05 in average (Table 5.2). It is interesting to note that the minimum DSW po-
tential temperature has increased by almost 0.9 C in the POST simulation around
the Mertz box, illustrating that near-freezing HSSW is no longer present in the
Mertz depression. Warm and salty mCDW is modied within the Mertz box to
become the densest water mass in the area (1027.81 kg m 3) and is less likely
to contribute to AABW formation than HSSW previously formed with the PRE
conditions. However, this relatively warm DSW (densest exported water mass) that
crosses the Mertz sill could precondition the inowing water masses over the Mertz
bank that reach the Adelie depression as it ows westwards.
5.3.3 DSW seasonality at the Adelie sill
This section focuses on the best-known and observed DSW export pathway, the
Adelie sill. To evaluate the seasonality of DSW exported through the Adelie sill,
the bottom layer of the model along the Adelie sill section is analysed (Figure 5.8).
It is important to note that the Adelie sill section used here is just north of the
shelf break to capture DSW exported from the continental shelf, with an averaged
maximum depth of approximately 440 m ranging from 230 m to 600 m. As a result,
the Adelie sill section in the model is impacted by dierent dynamics (downstream
of the shelf break) than from the continental shelf and could explain some dierences
in water mass properties compared to observations (moorings) made just south of
the shelf break, as the bottom water mass endures more mixing while descending
the slope.
Pre-calving, the seasonality is similar to the observations fromWilliams et al. [2008],
with a maximum potential density and salinity that plateaus in October/November
for the observations and through October to December for the model (days 274 to
364). The maximum density period also corresponds to the minimum in potential
temperature, near surface freezing temperature. However, the increase in potential
density and salinity is later in the model ( September) than for the observations
( July). Also, the model simulates weaker salinity and potential density ranges
than mooring observations taken at the Adelie sill during several years. Bottom
potential density ranges between 1027.83 kg m 3 to 1027.97 kg m 3 in the mooring
data (averaged between measurements from 1998, 1999 and 2008, from Williams
et al. [2008] and Snow et al. [manuscript in preparation]), while the model simulates
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potential density between 1027.81 kg m 3 to 1027.88 kg m 3 (Table 5.2) across the
Adelie sill section for the PRE simulation.
The seasonal cycle of the potential temperature and density POST simulation in
the bottom layer of the model follows a similar pattern to the PRE simulation
through the Adelie sill section (Figure 5.8a and c), with a potential density maximum
late November/December (days 305 to 350). However, this bottom layer (POST
simulation) is warmer by 0.62  0.09 C and lighter by 0.04  0.01 kg m 3 over the
climatology compared to the PRE simulation. Very little seasonality is seen for the
salinity in the POST climatology and is on average fresher by 0.03  0.02 compared
to the PRE simulation (Figure 5.8b). The seasonality in the model is dierent from
the observations, where a clear seasonal cycle is present at the bottom of the sill
with a salinity dierence of about 0.13 (0.08) pre-(post-)calving between the spring
and autumn means [Snow et al., manuscript in preparation].
The dierences in salinity and potential density observed in the mooring data for
the peak of the DSW export period pre- and post-calving are comparable to the
model. The model simulates a freshening of 0.049  0.003 with a decrease in
potential density of 0.055  0.003 kg m 3 for the period from day 305 to 350, while
the moorings show a freshening of about 0.05 (34.71 pre-calving to 34.66 post-
calving) in spring and a decrease in potential density of 0.05 kg m 3 (1027.96 to
1027.91kg m 3) using measurements averaged over the years 1998, 1999 and 2008
for the pre-calving and 2011 and 2012 for the post-calving [Snow et al., manuscript
in preparation].
Lighter HSSW is formed due to weaker polynya activity over the Adelie depression
for the POST simulation resulting in a lighter DSW that mixes more easily with
the surrounding mCDW. As described in Section 5.2, the Adelie sill section is im-
pacted by the northwestward mCDW ow that carries warmer water and this in
part explains the warming of the POST bottom layer. This could also explain the
weakening of the seasonal cycle compared to the observations. However, in both
model and observations DSW exported during the peak period has freshened and
became lighter. It is also interesting to note that a higher temporal variability is
seen in the POST climatology of the model compared to the PRE simulation, in
particular during the winter months.
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Figure 5.8: 6-hourly climatology with 14 days running average (to remove the tidal
signal) of the potential temperature (a), salinity (b) and potential density (c) along
the bottom layer of the Adelie sill section.
To illustrate the dierences between PRE and POST conditions at the Adelie sill in
the model, two snapshots of the potential temperature are shown in Figure 5.9 cor-
responding to the minimum potential density (day 150) seen in both simulations at
the bottom layer and the maximum potential density (day 325) for both simulations
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(Figure 5.8). PRE scenario, for both snapshots (Figure 5.9a and b), a clear contrast
in potential temperature is seen all along the section between near surface freezing
temperature at the bottom and relatively warm water (> -1 C) above, illustrating
the DSW outow (Figure 5.9a and c).
POST scenario, at day 150 (Figure 5.9c), relatively warm water lls the bottom of
the Adelie sill section except along the western edge of the section where relatively
cold water dominates the water column. This relatively cold water (near surface
freezing temperature) is associated with a deepening of the potential density con-
tour. This light and cold water mass corresponds to the glacial meltwater formed
by the basal melting of Ninnis iceberg located south of the Adelie sill section and
being advected through the section. At day 325 (Figure 5.9d) a relatively cold water
layer is seen along the bottom of the Adelie sill section at day 325, corresponding
to the maximum in DSW export across the Adelie sill for the POST simulation.
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Figure 5.9: Snapshots of potential temperature (C) for PRE (a-b) and POST (c-d)
at day 150 (a and c) and 325 (b and d) along the Adelie sill section, as in Figure 5.1.
Potential density (kg m 3 -1000) is shown with white contours. The vertical black
dashed line shows the corner of the Adelie sill section (Figure 5.1).
5.4 Impact on the downstream production of
ALBW
5.4.1 Spatial distribution of Bottom Water
Potential temperature and salinity at the bottom layer of the model (Figure 5.10)
illustrate where the relatively cold and fresh Bottom Water (BW) formed on the
continental shelf ows along the slope to the deep ocean to eventually become Adelie
Land Bottom Water (ALBW). This BW is also referred to as modied Shelf Water
in recent literature [Orsi and Wiederwohl 2009] before reaching 2500 m depth. It
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is important to note that the lateral boundary forcing used for these simulations
comes from a 22 year climatology (1992-2013) calculated from the monthly elds
from ECCO2 reanalysis [Menemenlis et al. 2008; Wunsch et al. 2009]. However, the
ECCO2 reanalysis does not represent the densest AABW variety and produces a
warmer and less dense AABW compared to observations [Azaneu et al. 2014]. Also,
within the Australian-Antarctic basin the AABW volume is underrepresented and
there is no ALBW present in the reanalysis.
BW present in the model domain is thus formed on the continental shelf within the
model domain. Due to the relaxation time scale of 30 days applied on the inow
and outow along the boundaries, not all BW formed in the model domain is able to
be exported outside of the model domain through the western boundary. Instead,
BW re-circulates northward along the western boundary and eventually oods the
deepest area of the model domain and exits slowly through the northern boundary.
In the observations, it is known that AABW found in the Australian-Antarctic
basin is a mixture of ALBW, formed along the Adelie Land and George V coast,
and the Ross Sea Bottom Water (RSBW) formed further east within the Ross Sea
and owing westward towards the Adelie Land Region [Rintoul 1998]. RSBW is
relatively warm and salty, while ALBW is cold and fresh. In the area of the model
domain, the two BW types can still be distinguished in the observations. In this
model, only one type of BW is present, ALBW. Instead of mixing with a slightly
warmer and salty BW (RSBW), ALBW formed in the model mixes with a warm
(positive potential temperature) and salty water with properties similar to CDW at
the boundaries.
Relatively cold and fresh BW is found mainly on the western area of the model
domain for both the PRE and POST simulations (Figure 5.10), while warm and
salty water lls the eastern area (between 145E and 157E) of the bottom layer of
the model domain, originating from the boundary conditions. This warm and salty
water does not change between both simulations as illustrated by the dierence
map (Figure 5.10c and f). However, the western area of the model domain (between
136E and 145E), is directly impacted by shelf water.
`Streams' of cold and fresh water can be followed from dierent points along the
shelf break following bathymetry features (channels) for both simulations. In the
PRE scenario, BW overow along the slope are simulated at the Mertz sill, the
Adelie sill and along the Adelie bank. These overows do not ow directly north-
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ward but are instead deected westward by the Coriolis force and ow progressively
northwestward down to the continental rise following bathymetry features. The
bathymetry in this region is very important as the densest water mass follows a
system of channels with steep edges [Caburlotto et al. 2006] present along the slope
and continental rise.
In the POST simulation, similar BW overow pathways down the continental rise
are observed (Figure 5.10b and e) but, the bottom layer is warmer and saltier
compared to the PRE simulation. No signal of BW is clearly observed between
140E to 145E and along 64.5S. On the other hand, along the shelf break, the
water mass at the bottom is fresher in response to fresher DSW owing o-shelf.
The fact that lower on the slope BW becomes saltier than the PRE simulation
illustrates that the lighter BW in POST is more susceptible to mix with CDW than
during the PRE simulation. Also, salty water from the boundary conditions across
the slope and rise is less diluted due to less DSW exported through the shelf break.
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Figure 5.10: Potential temperature (C: a-c) and salinity (d-f) at the bottom layer of the model for PRE (a and d) and
POST (b and e) simulations averaged for the entire 6-hourly climatology with their dierences (c and f). Thick grey contours
highlight the ice mask for each simulation and the thin black contour highlight the zero contour on the dierences panels (c
and f).
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5.4.2 Quantifying the downslope ow of Bottom Water
As demonstrated earlier, using a xed density limit to dene BW is not ideal. To
follow the plume of DSW from the shelf break down to the continental rise, also
called gravity current, and estimate its thickness and water properties, the method
of Muench et al. [2009] is used to dene the upper limit of the BW layer. Muench
et al. [2009] used the inection point in  - S space between the BW and the over-
lying CDW for each CTD (Conductivity, Temperature and Depth proler) cast. In
the model, warm and salty water is present at the sea oor of the eastern area of
the model domain, due to the boundary conditions and cannot be dened as BW.
To avoid dening a BW layer that is not formed via continental shelf processes, a
potential temperature condition is used. The method is applied only if the bottom
layer of the model has a potential temperature below 0 C, then using Muench et al.
[2009] method the upper limit of BW is dened. However, near the shelf break, the
potential temperature at the bottom layer can be negative while the water column
is relatively well mixed and the inection point in  - S space is not clear. No BW
is dened in this case to avoid dening the entire water column as BW. An example
of the Muench method is shown in Figure 5.11.
Figure 5.11: Example of the Muench et al. [2009] method (a) at the intersection of
`NS3' with `EW1' for PRE (black) and POST (blue) simulations. The upper limit
of BW layer is determined by the red circle. Panel b is a zoom in of the inection
point area.
To follow BW along the slope, a set of 7 sections following the model grid (Fig-
ure 5.12) are chosen to accommodate the slope and avoid the deepest area of the
model domain that is directly aected by the BW re-circulation. The southernmost
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point of the sections normal to the coast line (called `NS' sections later) corresponds
to the shelf break.
{ NS1: west of the Adelie sill to capture BW owing westward along the slope
{ NS2: crossing the western area of the Adelie sill, to capture any BW from the
Adelie depression
{ NS3: directly east of the Adelie sill to quantify BW coming from the east and
eventually preconditioning the Adelie sill outow
{ NS4: along the western corner of the Mertz sill to capture any BW from the
Mertz depression
{ NS5: eastern most section, aims to check if BW-like come from further east
than the Mertz sill
{ EW1: in line with the Mertz sill to identify channels used by BW along the
slope
{ EW2: near the upper continental rise to identify where BW ows and identify
the channels downstream
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Figure 5.12: Bathymetry of the model domain (m). Grey (white) contours highlight
the ice mask for the PRE (POST) simulations. Grey thin contours are bathymetry
contours every 500m. Red and cyan lines are sections following the model grid and
used in the bottom water layer analysis as described in the text.
5.4.3 Changes in BottomWater properties and mixing path-
ways
On the continental shelf, potential density with a surface reference pressure can
be used to compare water masses. However, to compare water masses along the
slope and deeper that undertake important pressure changes, potential density is
not ideal. Instead neutral density (N : kg m 3) is used in this section [Jackett
and McDougall 1997]. Table 5.3 and Table 5.4 summarise neutral density, potential
temperature and salinity along the dened BW layer along the rise (Table 5.3) and
along the slope (Table 5.4). BW thickness estimated with the Muench method,
along the `NS' and `EW' sections, is shown in Figure 5.13 for both simulations.
`NS4' and `NS5' are very similar to `NS3' and are not shown in Figure 5.13.
Along the continental rise, no BW is identied along `NS3', `NS4' and `NS5'. BW
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thickness along `NS1' (`NS2') decreased by 90 m (130 m) after calving which corre-
sponds to a decrease of 14% (32%) of the area along the continental rise (Table 5.3).
Following the WOCE Hydrographic Programme standards for CTD (Conductivity-
Temperature-Depth) sensors temperature and salinity precision (0.0005 C and
0.001 respectively) [Joyce 1991], the potential temperature along `NS1' (`NS2') in-
creased by0.09 C (0.04 C), and the salinity slightly increased by+0.007 (0.001)
for a corresponding decrease in neutral density of 0.006 kg m 3 (0.005 kg m 3,
Table 5.3). As seen on the continental shelf, the most important changes are in
the extrema (Nmax and min). The maximum neutral density within the bottom
layer has decreased by 0.03 kg m 3 for `NS1' and `NS2' sections. The minimum
potential temperature increased by 0.3 C for `NS1' and `NS2', but the maxi-
mum salinity is almost unchanged for any of the sections along the continental rise
(Table 5.3).
Most of the dierences within the BW layer are seen along the slope. The thickness
is more variable than along the rise, showing dierent behaviour in the entrainment
of the gravity current down the slope. In the POST simulation, water masses
exported from the continental shelf are lighter and are less likely to ow down the
slope. As seen between `NS1' and `NS2' (Figure 5.13a and b), the thickest area of
BW in POST along `NS2' is at the upper part of the slope near the shelf break,
and is entrained westward and downward to `NS1'. On the other hand, in the PRE
simulation the thickest BW along the upper part of the slope is found along `NS3',
as a result of the dense outow from the Mertz sill. This overow from the Mertz
sill is likely to precondition the mixing with the dense overow descending from the
Adelie sill and explain the thickest BW layer from mid to bottom of the slope along
`NS2' as the gravity current is deected westward and downward along the slope.
In the POST simulation along `NS3' a thinner BW layer is seen with an area de-
creased by 46% (Table 5.4), illustrating that the POST production of DSW within
the Mertz depression has signicantly decreased and is also less likely to ow all the
way down to contribute to the production of ALBW. A signicant warming along
each of the sections is simulated, in particular along `NS3' (+0.25 C) associated
with a decrease in neutral density of 0.05 kg m 3 while the salinity has not change
signicantly (+0.005). However, the most signicant changes are seen for the ex-
trema along the BW layer for all the sections. The minimum potential temperature
within `NS3' BW layer has increased by 0.9 C with a decrease in neutral density
by 0.04 kg m 3 (Table 5.4).
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Figure 5.13: Bottom Water thickness (black and dark blue lines) and two neutral
density (grey and light blue: kg m 3) contours around the upper limit of the BW
layer for `NS1', NS2', `NS3', `EW1' and `EW2' section, for PRE (black and grey
lines) and POST (blue and light blue lines) simulations. Vertical dashed line show
the intersection points with the other sections labelled along the line.
On average along the slope and the continental rise, the neutral density has de-
creased for each section of the POST simulation. Overall potential temperature
has increased, in particular the minimum potential temperature within the BW has
warmed by up to 0.9 C on the slope. However, following the standard precision
by Joyce [1991] the salinity does not change signicantly between both simulations
and has even slightly increased in the POST simulation. Along `NS3' slope, the
salinity has increased by 0.005 in average for the entire BW layer, while the maxi-
mum salinity decreased by 0.01. The densest water mass formed on the shelf has
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freshened and become lighter, allowing the dense water to mix more easily with the
saltier layer above as the gravity current of BW descends the slope.
In the observations a freshening of the BW layer is seen over recent decades in this
area [eg Jacobs 2004; Aoki et al. 2005; Rintoul 2007; Shimada et al. 2012; Purkey
and Johnson 2013; Shadwick et al. 2013; van Wijk and Rintoul 2014]. Also, Aoki
et al. [2013] notice a negative trend in neutral density (-0.0082  0.0062 kg m 3)
of the BW on the slope near the AGVL along the 140E averaged over 1994 to
2012. More recent observations from the continental rise at 140E and about 64.5S
(southern end of SR3 section: Rintoul [1998]) of the ALBW core, before mixing with
RSBW, have shown a similar shift in neutral density of about -0.017 kg m 3. This
estimation is from an average of the bottom 200 m at a depth of 3000 to 3500 m,
using data from 2003 and 2008 for the pre-calving period, and 2012, 2013 and 2015
for the post-calving period. This decrease in density is mainly due to an increase
in potential temperature by +0.13 C and a negligeable increase of salinity of
0.002 (S. Rintoul personal communication). The closest section in the model is
`NS1', which shows a decrease in neutral density of 0.006 kg m 3 (0.03 kg m 3 for
the maximum neutral density) along the continental rise, a potential temperature
increase of 0.09 C and a salinity increase of 0.007 (Table 5.3).
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Table 5.3: Bottom Water properties along the continental rise for each section. HBW is the averaged BW thickness estimated
via the Muench method [Muench et al. 2009]. Neutral density ( N), potential temperature ( ) and salinity ( S) within the
BW layer are averaged along the continental rise, and their maximum or minimum are also given in the table.
section HBW % change 
N Nmax  min S Smax
(m) in area (m kg 3) (m kg 3) (C) (C)
NS1pre 600  180 28.313  0.001 28.358 -0.05  0.02 -0.65 34.674  0.003 34.699
NS1post 510  160 -14 28.307  0.001 28.328 0.04  0.02 -0.31 34.681  0.003 34.697
POST-PRE -90 -0.006 -0.03 +0.09 +0.34 +0.007 +0.002
NS2pre 570  200 28.312  0.004 28.362 -0.01  0.06 -0.73 34.679  0.006 34.70
NS2post 440  130 -32 28.307  0.002 28.329 0.03  0.03 -0.41 34.680  0.003 34.697
POST-PRE -130 -0.005 -0.03 +0.04 +0.32 +0.001 +0.003
NS3pre { { { { { { { {
NS3post { { { { { { { {
NS4pre { { { { { { { {
NS4post { { { { { { { {
NS5pre { { { { { { { {
NS5post { { { { { { { {
EW2pre 580  120 28.313  0.003 28.370 0.004  0.039 -0.76 34.681  0.004 34.702
EW2post 520  100 -12 28.308  0.001 28.329 0.07  0.02 -0.32 34.686 0.003 34.698
POST-PRE -60 -0.005 -0.04 +0.07 +0.44 +0.005 -0.004
5.4.
IM
P
A
C
T
O
N
T
H
E
D
O
W
N
S
T
R
E
A
M
P
R
O
D
U
C
T
IO
N
O
F
A
L
B
W
147
Table 5.4: Bottom Water properties along the slope for each section. HBW is the averaged BW thickness estimated via the
Muench method [Muench et al. 2009]. Neutral density ( N), potential temperature ( ) and salinity ( S) within the BW layer
are averaged along the slope, and their maximum or minimum are also given in the table.
section HBW % change 
N Nmax  min S Smax
(m) in area (m kg 3) (m kg 3) (C) (C)
NS1pre 350  290 28.29  0.01 28.40 -0.36  0.06 -1.45 34.629  0.004 34.672
NS1post 400  290 +7 28.268  0.009 28.340 -0.35  0.05 -1.02 34.618  0.006 34.679
POST-PRE +50 -0.02 -0.06 +0.01 +0.43 -0.011 +0.007
NS2pre 780  510 28.285  0.007 28.455 -0.40  0.06 -1.87 34.628  0.006 34.668
NS2post 510  290 -33 28.26  0.01 28.33 -0.26  0.04 -1.08 34.628  0.004 34.663
POST-PRE -270 -0.025 -0.125 +0.14 +0.79 0 -0.005
NS3pre 430  390 28.297  0.008 28.367 -0.49  0.07 -1.63 34.625  0.007 34.697
NS3post 250  150 -46 28.25  0.02 28.33 -0.24  0.05 -0.74 34.630  0.005 34.685
POST-PRE -180 -0.05 -0.04 +0.25 +0.89 +0.005 -0.01
NS4pre 430  360 28.29  0.01 28.43 -0.3  0.08 -1.81 34.639  0.003 34.694
NS4post 180  100 -65 28.25  0.02 28.33 -0.17  0.07 -0.85 34.638  0.003 34.670
POST-PRE -250 -0.04 -0.1 +0.13 +0.96 -0.001 +0.006
NS5pre 450  320 28.268  0.008 28.304 -0.19  0.04 -0.65 34.643  0.003 34.692
NS5post 200  160 -54 28.25  0.01 28.30 -0.07  0.04 -0.36 34.647  0.001 34.683
POST-PRE -250 -0.018 -0.006 +0.12 +0.29 +0.004 -0.009
EW1pre 660  240 28.302  0.007 28.399 -0.14  0.05 -1.19 34.656  0.003 34.690
EW1post 470  180 -28 28.297  0.005 28.347 -0.08  0.05 -0.79 34.659  0.005 34.689
POST-PRE -190 -0.005 -0.052 +0.06 +0.41 +0.003 +0.001
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5.5 Summary
In this chapter, the impact of the Mertz Glacier Tongue (MGT) calving and as-
sociated decrease in sea ice production on Dense Shelf Water (DSW) export from
the continental shelf is investigated. The set of simulations used in this chapter
do not show the evolution of the impact of the calving, but instead simulate the
ocean conditions for two stable ice geometries and corresponding air/sea forcing
before and after the Mertz Glacier calving event. The impact of a major change
in ice shelf conguration together with associated changes in sea ice production is
then investigated for a key region in DSW formation that contributes to the AABW
formation, the Adelie and George V Land.
The main conclusions of this chapter are as follows:
 The near surface freezing temperature at the bottom of the Adelie depression
in both pre- and post-calving simulations shows that HSSW formation contin-
ues after calving. However, the salinity in the bottom layer of the model
decreases by 0.11 in the post-calving simulation, illustrating the weaker
polynya forms less and fresher HSSW within the Adelie depression.
 DSW export from the Adelie depression decreased by 80% after calving.
 DSW exported from the Adelie depression in the post-calving simulation is
warmer by0.7 C. The maximum salinity decreased by 0.08 while the average
salinity has not changed, illustrating a more homogeneous DSW layer in terms
of salinity. This lighter DSW is more likely to mix with the surrounding water
masses while descending the slope.
 The bottom potential temperature within the Mertz depression has increased
by 1 C and no HSSW is present along the Mertz box during the post-calving
simulation, as there is no latent heat polynya near the Mertz depression.
 A westward ow in the post-calving simulation carries warmer water closer to
the Mertz Glacier and near the Adelie depression. This pathway was blocked
by the icebergs and fast ice in the pre-calving conguration.
 After calving, the Bottom Water (BW) on the slope and continental rise be-
came warmer, saltier, lighter and decreased in thickness. Because less DSW
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is produced on the shelf, warm and salty ambient water from the boundary
conditions is less diluted but also, DSW is lighter post-calving and mixes more
easily with surrounding water masses while descending the slope. Changes in
bottom water properties on the continental shelf and along the continental
slope and rise will eventually have consequences on AABW properties and
production rates downstream.
 No BW is seen in the post-calving simulation in the eastern area of the model
domain, illustrating that DSW capable of forming AABW is no longer pro-
duced from the Mertz Depression.
Future work is necessary to identify the source of the freshening simulated on the
continental shelf. These changes observed between the two model simulations can
be caused by the increase of glacial meltwater released by the Mertz Glacier post-
calving, or by the decrease of 36% in sea ice production and brine rejection within
the Mertz polynya. At least three additional simulations would be needed to dier-
entiate these two causes:
 Pre- and post-calving congurations without ocean/ice shelf thermodynamics
to test the impact of the glacial meltwater on dense water formation for both
pre- and post-calving simulation.
 Post-calving ice conguration with pre-calving air/sea forcing to test whether
the icescape or the air/sea forcing has the most importance in blocking the
westward ow into the Mertz depression.
Chapter 6
Conclusions
6.1 Main ndings
This thesis improves our understanding of the causes of variability in the Antarctic
Bottom Water (AABW) observed in the Australian-Antarctic Basin, as a result
of interactions between sea ice production, ice shelf basal melting, and Dense Shelf
Water (DSW) formation and export. The impact of the calving of the Mertz Glacier
Tongue (MGT) on basal melting and ocean conditions has also been quantied, with
a focus on DSW properties. Some key themes presented through several chapters,
are summarised together to give an overview of the sensitivity of DSW formation
to sea ice formation and ice shelf basal melting:
1. Interannual variability of the sea ice production, applied to the model via
heat and salt uxes for a stable Adelie and George V Land (AGVL) icescape
(before calving), shows that weak polynya activity (sea ice production) over
a sustained period reduces DSW formation and export across the shelf break.
DSW export across the Adelie sill decreased by 86% between a normal period
of polynya activity to a weak polynya state (from 138 mSv to 20 mSv during
the peak period). A sustained period of strong polynya activity (high rate
of sea ice production) is needed to re-build a large enough volume of DSW
to enable the ow across the shelf break into the deep ocean, with a lag of
about a year between the change in polynya activity and the response in DSW
export (Chapter 2).
2. The MGT melt rate follows a similar pattern to the DSW export due to
the interannual variability of the heat and salt uxes applied at the air/sea
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interface of the model. The polynya and associated brine rejection \protect"
the ice shelf from the warm mCDW owing onto the Antarctic continental
shelf. Similarly, a weaker polynya activity (weaker cooling) produces a thinner
protective band against the mCDW intrusions. The MGT melt rate triples
during the sustained period of weak polynya activity (from 1.2  0.4 m yr 1
to 3.8  1.5 m yr 1) due to the increased presence of relatively warm water
interacting with the base of the ice shelf. Warmer water is present near the
MGT in part because of a decrease in High Salinity Shelf Water (HSSW)
formation within the Mertz Glacier Polynya. Similarly to the DSW export,
the MGT basal melt rate responds after a year of change in polynya activity
(Chapter 2).
3. Idealised numerical simulations with a simple two-dimensional domain illus-
trate the competing roles of the air/sea forcing and warm modied Circum-
polar Deep Water (mCDW) intrusion on the ice shelf basal melting and DSW
formation (Chapter 3). Depending on the strength of the freezing conditions
at the air/sea surface, there is a change in ocean circulation. Two distinct
regimes are simulated, driving two modes of sub-ice shelf melting.
{ Ice shelf basal melting driven by HSSW (mode 1 of sub-ice shelf melting),
insulates the ice shelf cavity from warm mCDW intrusions by forming an
homogeneous water column at surface freezing temperature. Mode 1 of
sub-ice shelf melting is associated with formation of DSW and is typical
for the Mertz Glacier Polynya region (Chapter 3 and also introduced in
Chapter 2).
{ In mode 1, heat can only be transferred to the ice shelf cavity by lateral
diusion across the dynamical barrier, which results from the convection
that forms HSSW. The location of the dynamical barrier is dependent on
the strength of the surface heat and salt uxes and inhibits the advection
of warm mCDW towards the ice shelf. If the air/sea uxes are weak (weak
sea ice formation) the dynamical barrier moves closer to the ice shelf front
(Chapter 3).
{ Subsequently, if weak sea ice production forms a water mass lighter than
the inowing mCDW, there is no dynamical barrier as no HSSW convects
to the sea oor. Warm mCDW can ow near the bottom of the domain to
the ice shelf cavity, driving mode 2 of sub-ice shelf melting. This mode
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of sub-ice shelf melting increases the melt rate of the ice shelf due to
the warm mCDW within the ice shelf cavity which increases the thermal
forcing at the ocean/ice shelf interface. The buoyant water mass resulting
from the ice shelf melting straties the water column and insulate the
warm bottom mCDW from the surface uxes. As a result no DSW is
formed, which is typical for the Pine Island Glacier region (Chapter 3).
4. Pre- and post- Mertz calving simulations have shown that the change in
icescape and associated air/sea forcing (heat and salt uxes from sea ice pro-
duction) drive an 89% increase in the area-averaged basal melt rate, after a
50% reduction in the MGT area available for melting. Higher melt rates in
the post-calving simulation are related to warmer (+0.2 C) water accessing
the Mertz cavity, and an intensication of the velocity within the Mertz cavity
due to a 33% increase of the transport into the cavity (Chapter 4). Pre-calving,
formation of cold and salty HSSW results in a homogeneous water column in
the ice shelf cavity, with potential temperatures at or below the surface freez-
ing point. Post-calving, the water column in the cavity is stratied, with a
warmer and saltier layer near the sea oor. The post-calving stratication is
therefore similar to the weak polynya regime, with weak formation of HSSW
and greater presence of MCDW (Chapter 2 and 4).
5. DSW export changed dramatically between the pre- and post-calving simula-
tions. Within the Adelie depression, the export of DSW decreased by 80%,
with changes in water mass properties forming a more homogeneous DSW
(warmer, fresher and lighter). Across the Adelie sill, DSW potential density
decreases during the post-calving simulation by about 0.03 kg m 3 over the
climatology, while the densest DSW becomes lighter by about 0.06 kg m 3
which is in agreement with preliminary analyses on mooring observations that
measure a decrease of about 0.05 kg m 3 during the period of the densest
DSW export in spring [Snow et al., manuscript in preparation]. Also the
model simulates a relatively warm DSW across the Mertz sill (-0.5 C) during
the post-calving simulation, due to mCDW accessing the Mertz depression
from the east, and this is unlikely to contribute to the downslope production
of AABW (Chapter 5).
6. Analyses of the overows of exported DSW in the model have shown that
the lighter, warmer and fresher DSW formed on the continental shelf in the
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post-calving simulation mixes more easily with the salty and warm water mass
above to form a lighter, warmer and slightly saltier Bottom Water (BW) that
is able to contribute to the Adelie Land Bottom Water (ALBW) formation.
Also, no BW is seen in the post-calving simulation in the eastern area of the
model domain, conrming that the DSW seen at the Mertz sill post-calving
is not able to contribute to ALBW (Chapter 5). Such modications from
the source of ALBW on the continental shelf (DSW) and downstream along
the continental slope and rise (BW layer) will have consequences on AABW
properties and production rates.
6.2 Future work
The analyses presented in this thesis improve our understanding of the changes
in bottom water properties due to changes in polynya activity and major icescape
modications, as a result of the MGT calving event. These results are important for
the understanding of the AGVL region but also give information on processes that
are responsible for local changes in DSW properties that can impact circumpolar
AABW properties. Here are some suggestions for possible future work that would
extend and build upon outcomes of this thesis.
 This thesis focuses on the main drivers of the DSW formation, the sea ice
formation (brine rejection) and the ocean/ice shelf interactions. However,
little discussion around mCDW intrusions is given in this thesis. Even if no
changes in mCDW intrusions onto the continental shelf are seen in the analyses
presented in the `realistic' simulations of this thesis, a study of the cross-shelf
exchange of DSW and mCDW in both pre- and post-calving conditions is
needed to fully understand the behaviour in the model.
 Further investigations with the idealised simulations to understand the thresh-
old between the two regimes of circulation detailed in Chapter 3 is necessary
to investigate the possibility of switching between the two regimes under pre-
dicted climate change. This threshold has implications on understanding how
the heat from warm Circumpolar Deep Water north of the shelf break can ow
onto the continental shelf and ultimately interact with the ice shelf [e.g. Klinck
and Dinniman 2010; Nst et al. 2011; St-Laurent et al. 2013; Hattermann et al.
2014; Stewart and Thompson 2015].
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 The changes in the pre- and post-calving simulations are driven by both
changes in the air/sea uxes and an increase in glacial meltwater input due
to the increase of the ice shelf basal melting. To quantify the impact of the
glacial meltwater on DSW formation, the same simulations should be run with
no ocean/ice shelf thermodynamics, as has been done in Chapter 2.
Appendix A
Application of satellite-derived surface
heat and salt uxes into ROMS
Heat and salt uxes are prescribed at the surface of the ocean/ice shelf model used
in this study, instead of using a dynamic sea ice model to resolve the ne-scale
polynya activity. This appendix describes how these uxes from Special Sensor
Microwave Imager (SSM/I) observations [Tamura et al. 2011] are applied in the
modied version of the Regional Ocean Modeling System (ROMS) [Shchepetkin
and McWilliams 2005] used in this study. Initially, the simulation in Chapter 2,
and presented in Cougnon et al. [2013], followed the parameterisation described by
Galton-Fenzi et al. [2012]. Subsequently modications were made to the transfer of
heat and salt during the freezing season and applied to the simulations in Chapters
4 and 5 for reasons described below.
The Tamura et al. [2011; 2016] data set provides monthly (and daily) heat and
salt uxes derived with the assumption that the sum of radiative and turbulent
uxes at the ice surface is balanced by the conductive heat ux in the ice. For
this calculation, sea ice thickness estimated with the SSM/I observations using the
Tamura et al. [2007] algorithm, that estimates thin ice thickness, and the European
Centre for Medium-Range Weather Forecast Re-Analysis data (ERA-Interim) or the
National Centers for Environmental Prediction/Department of Energy Re-Analysis
data (NCEP2) data are used. In the model, monthly heat and salt uxes from
Tamura et al. [2011; 2016] data set are used in the surface forcing.
During winter (freezing season), negative heat ux (the ocean loses heat from the
atmosphere) is set to zero when the surface temperature is equal to the surface freez-
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ing temperature. This avoids freezing the surface temperature of the ocean falling
below the surface freezing temperature. Also, during summer (sea ice melting sea-
son) a factor of 0.5 is applied to the positive heat ux imposed at the surface of the
ocean (the ocean gains heat from the atmosphere). An issue using the Tamura et al.
[2011; 2016] data set with ROMS is that during the sea ice melting season (spring
and summer), the prescribed heat ux is positive (adding heat into the ocean) and
drives high surface ocean temperatures in the model. This factor was implemented
to avoid parameterising warm surface temperature at the surface of the Southern
Ocean. The simulation used in Chapter 2 [Cougnon et al. 2013] uses this 0.5 factor
on positive imposed heat ux. However, surface temperature of up to about +8 C
are noticed for the summer months in some areas, away from the coast but over
the continental shelf. As a reference, Lacarra et al. [2011] show a maximum surface
temperature of 0.25C in summer, near the shelf break in the Adelie and George V
Land region (on the Adelie Bank, see Figure 5.1 { Chapter 5).
At the start of the freezing season (autumn), negative heat ux (cooling) and pos-
itive salt ux are forced at the surface of the ocean coincidently in the same time
step. In reality, the convection of cold and salty water begins in early autumn due
to surface cooling. Only after the remnant heat from the summer mixed layer is
eroded, the surface layer maintains its temperature to the freezing point and sea
ice begins to grow and rejects salt into the ocean. This autumnal conditioning of
the upper surface layer has been explored in the Mertz region by Williams et al.
[2011]. In the model, salt is input into the ocean at the same time than the heat
ux cools the surface of the ocean, without taking in consideration the sea surface
temperature [Cougnon et al. 2013]. Hereinafter this is referred to as the `OLD'
parametrisation.
The pre-calving air/sea uxes are associated with strong negative heat ux (strong
and fast cooling) during the winter months. The warm surface layer is eroded in
only a few model time steps. The surface of the ocean is cooled to the surface
freezing temperature quickly enough to form a water mass at the surface freezing
temperature with the addition of salt that can sink to the sea oor. However, this
issue became a problem for the post-calving simulation, where heat and salt uxes
have decreased by 36% in a small area within the most intense polynya area (see
Section 5.2.2 { for more details) and by 14-20% over the Mertz Glacier Polynya
area [Tamura et al. 2012]. With the `OLD' scheme, in some areas during weak
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freezing scenarios, the heat ux is insucient to cool the ocean surface to the freezing
temperature and yet salt is still injected into the ocean. As a result, warmer water
is convected to the sea oor, with implications for oceanic heat input to the base of
the ice shelves.
To improve the ocean surface temperature and the salt ux during the freezing
season, two modications have been made in the `NEW' parameterisation of the
model air/sea imposed uxes:
1. During a melting event (positive heat ux) the ocean surface temperature is
limited to a maximum of 0 C
2. During freezing conditions (negative heat ux), the surface temperature must
reach the freezing point before the positive salt ux is applied:
Let the heat ux to cool the surface of the ocean to Tf+0:1
C before applying
the prescribed salt ux (Tf is the in situ freezing temperature) as illustrated
in Figure A.1.
Figure A.1: Schematic showing the eect of the `NEW' parameterisation of
the air/sea uxes in potential temperature - salinity space compared to the
`OLD'.
To illustrate this issue, an area north of the Mertz Glacier, over the Mertz Bank
(for localisation see Figure 5.1), is chosen to analyse heat and salt uxes into the
ocean for both pre- and post-calving simulations using the `OLD' and the `NEW'
parameterisation used in Chapter 4 and 5 (Figure A.2). Heat and salt uxes from
the Tamura et al. [2011] data simulate sea ice formation north of the Mertz Glacier
Tongue (MGT), in the lee of icebergs grounded along the eastern ank of the Mertz
Bank (see Figure 1.6). These grounded icebergs are not part of the ice mask of the
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model but the surface heat and salt uxes are imposed in this area simulating the
sea ice growth in the lee of these icebergs, north of the MGT.
Heat and salt uxes used in the model for this area are relatively similar in both
pre- and post-calving simulations for the `OLD' set up (Figure A.2a-d, black line).
However, the ocean surface temperature for the same area illustrates some incon-
stancy (Figure A.2e and f). First of all, during summer months (December, January
and February) of the pre-calving simulation (Figure A.2a, c and e, black line) the
surface temperature increases up to 5 C, which is not expected in this area. Be-
sides, in March (month 3) of the pre-calving simulation, the heat ux is negative
(Figure A.2a) due to the cooling of the ocean during the sea ice formation, and the
salt ux is positive (Figure A.2c) because of the brine rejection. However, the sur-
face temperature is -1.2 C (Figure A.2e), far from the surface freezing temperature
of about -1.9 C. As the temperature is still above the freezing temperature, sea ice
formation should not be simulated, and the salt ux should be equal to zero.
In the post-calving simulation, similar issue is seen but the consequences are more
dramatic (Figure A.2b, d and f). For instance, in March the sea ice formation is
forced at the surface with negative heat ux (Figure A.2b) and positive salt ux
(Figure A.2d), however the surface temperature (Figure A.2f) is -0.23 C. In ad-
dition, from March to October, the temperature is fairly constant around -0.23 C
while salt keeps being injected into the ocean, driving a relatively warm and salty
water mass that is dense enough to sink at the sea oor and eventually drive higher
ice shelf basal melting if it ows towards the ice shelf cavity.
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Figure A.2: Surface heat (a and b) and salt (c and d) uxes for the pre-calving (left panels) and the post-calving (right panels)
simulations averaged for a small area over the Mertz Bank (north of the main polynya).
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These two modications are not perfect but are an improvement for the model that
simulate more realistic brine rejection within the model during the freezing season
(sea ice formation season) as seen on Figure A.2 (blue lines). For instance for the
post-calving simulation (Figure A.2b, d and f) during the cooling period (negative
surface heat ux) from April till October (month 4 to 10) the surface temperature is
around -1 C, which is greater than the surface freezing temperature, so no salt ux
is prescribe in this case (Figure A.2d). An issue with this parameterisation is that it
may lead to under estimating the amount of salt injected into the ocean. Ultimately
a coupled sea-ice model is needed to resolve the seasonal changes in upper ocean
stratication in response to sea ice formation and melt. However, coastal polynya
and icebergs are often poorly resolved in models and imposing heat and salt uxes
better resolve the ne-scale polynya in the region, as used in similar studies [eg:
Dinniman et al. 2003; 2007; Galton-Fenzi et al. 2012; Hattermann et al. 2014].
Appendix B
Additional Figures
In this appendix extra gures are displayed to give more information about the
model. The ice draft for the whole domain is shown for the Mertz pre-calving and
post-calving set up, along with the water column thickness beneath the three major
ice shelves in the domain. The time series of the surface uxes within the Mertz
Glacier Polynya from the Tamura et al. [2016] data set are also shown, as well as
the cumulative sea ice production for the two years used to force the model (2009
and 2012).
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B.1 Ice draft
Figure B.1: Ice draft (m) of the PRE (a) and POST (b) simulations detailed in
Chapter 4 and 5. Dark blue on the colour bar corresponds to the fast ice with a
draft of 10 m, except for the fast ice located east of the Mertz Glacier Tongue which
has a draft of 35 m.
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B.2 Water column thickness
Figure B.2: Water column thickness (m) of the PRE (a) and POST (b) simulations
used in Chapter 4 and 5, in the area of the three main ice shelves (Mertz, Ninnis
and Cook), with bathymetry contours every 500 m.
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B.3 Surface heat and salt uxes
Figure B.3: Monthly surface heat (a) and salt (b) uxes averaged over the Mertz
Glacier Polynya (MGP) from Tamura et al. [2016] data set, with winter time average
(May to September inclusive) shown with the crosses.
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B.4 Cumulative sea ice production
Figure B.4: Cumulative sea ice production (m yr 1) from Tamura et al. [2016]
data set for the years of the model forcing; 2009 (a) and 2012 (b). Dierence in
cumulative sea ice production (2012-2009: c). The black line outlines the coast line
in the model and the grey contour outlines the ice mask in the model.
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