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Abstract
In this paper we present some approaches to classification of almost com-
plex structures and to construction of local or formal pseudoholomorphic
mapping from one almost complex manifold to another. The corresponding
criteria are given in terms of Nijenhuis tensors and their generalizations.
We deal with the prolongations of the Cauchy-Riemann equation in 1-
jets of the mapping from one almost complex manifold to another. We give
a criterion of the prolongation existence of k-th pseudoholomorphic jets to
the (k + 1)-th ones. As a consequence basing on the Kuranishi’s approach
we obtain formal normal forms of almost complex structures. As another
consequence we get the formal part of Newlander-Nirenberg’s theorem on
integrability.
We also introduce the notion and study the properties of the linear Nijen-
huis tensor, which we apply to almost complex structures of general position.
Two applications are exhibited: a classification of four-dimensional almost
complex structures in terms of distributions and a characterization of the
new class of structures which we call Lie almost complex structures.
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Introduction
Let (L2l, jL) and (M
2m, jM) be almost complex manifolds, i.e. manifolds
equipped with automorphisms jL and jM of the tangent bundles which satisfy
the conditions j2L = −1L : T∗L→ T∗L and j
2
M = −1M . A pseudoholomorphic
(PH-)mapping u : L→M is such a mapping that its differential u∗|x = dux :
TxL → Tu(x)M commutes with the almost complex structure: jM ◦ u∗ =
u∗ ◦ jL.
If M = C| a (nontrivial) pseudoholomorphic mapping u : L → M is
called a complex coordinate and in general case there is no such a coordinate
(moreover if on a manifold L2l there exist l independent local complex coor-
dinates then it is complex). For l = 1, i.e. when (L, jL) is a Riemann surface,
PH-mappings do exist and moreover the family of such mappings possesses
the manifold structure (under some additional conditions, see [Gr1], [MS]). If
l > 1 then for an almost complex structure jL of general position such a map-
ping does not exist even locally. An obstruction is the Nijenhuis tensor. It is
well-known ([NN], [NW]) that if the Nijenhuis tensor equals zero identically
then the almost complex manifold is complex and for a pair of such mani-
folds L and M there exists a local holomorphic mapping u : (L, x)→ (M, y)
(for more see [K]). In this paper we consider the existence conditions of
formal and local pseudoholomorphic mappings for general almost complex
structures.
It is worth mentioning that the existence of a (nontrivial) pseudoholomor-
phic mapping is a rare situation for mappings u : L → M between almost
complex manifolds (L2l, jL) and (M
2m, jM) in general position unless l = 1.
For example, for any N ≥ 1 the pseudoholomorphic imbedding to the stan-
dard complex space (L2l, jL) → (C|
N , j0) exists if and only if the structure
jL is integrable, i.e. complex, which is of course not the case of general posi-
tion. This rigidity result exhibits a great difference between almost complex
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structures and some other tensor fields such as Riemannian metrics. Recall
that according to the Nash’s theorem [N] any Riemannian manifold admits
an isometric imbedding (V, g) → (IRN , g0) to the Euclidean space of some
big dimension N ≫ 1 (see also [Gr2]). Thus any pseudoholomorphic map-
ping (L2l, jL) → (M2m, jM), l > 1, is very unstable under the perturbation
of almost complex structures, and hence due to the strict rigidity of local
pseudoholomorphic mappings the problem generally goes onto the formal
level.
The structure of the paper is the following. In chapter 1 we prove a
necessary and sufficient condition for the existence of a prolongation of a
pseudoholomorphic on 1-jet level mapping of one almost complex manifold
to another to a pseudoholomorphic mapping on 2-jet level. In other words we
describe the first prolongation of the corresponding Cauchy-Riemann equa-
tion on the 1st-jet level. In this case the Cauchy-Riemann equation is the
commutation condition of the required mapping u differential Φ = du at a
point with the almost complex structures: jM ◦ Φ = Φ ◦ jL. We introduce
the space of k-jets of pseudoholomorphic mappings which does not have
the manifold structure in general case but does have for formally integrable
”completed” Cauchy-Riemann equations. Here by ”completion” we mean
an addition of defining relations, i.e. a contraction from the point of view
of jet spaces ([KLV]). The Cauchy-Riemann equation for mappings of one
almost complex manifold to another is formally integrable in the integrable
case only, i.e. when the manifolds are complex. In general case this equation
must be ”completed”. The first term of ”completion” is the commutation
condition of the required mapping differential with the Nijenhuis tensors:
NjM ◦∧
2Φ = Φ◦NjL. In chapter 2 we consider the question of formal integra-
bility, introduce a new invariant — Nijenhuis tensor of the second order N
(2)
j
and write down the next term of ”completion”: N
(2)
jM
◦ ∧2(∧2Φ) = Φ ◦N (2)jL .
In chapter 3 we prove the solvability criterion for the Cauchy-Riemann
equation on the higher jet spaces. As a corollary we get the formal part of
the well-known Newlander-Nirenberg theorem on the integrability of almost
complex structures. We also use this criterion to find formal normal forms
of almost complex structures.
In chapter 4 we introduce the space of linear Nijenhuis tensors and con-
sider the recovery question for liner complex structure by a Nijenhuis tensor.
In chapter 5 we define the notion of the Nijenhuis tensors of general posi-
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tion. We call an almost complex structure the structure of general positions
if the corresponding Nijenhuis tensor is in general position. For the mani-
fold equipped with such structures the necessary and sufficient condition for
existence of a pseudoholomorphic mapping may be formulated in terms of
Nijenhuis tensors only, which forms the statement of theorem 6.
In section 6.1 we present a classification of almost complex structures
of general positions on four-dimensional manifolds in terms of distributions.
In section 6.2 we introduce the notion of Lie almost complex structure and
present a classification of such structures of general position.
In appendix we prove that the notion general position for the Nijenhuis
tensors, introduced in chapter 3, actually satisfies the general position prop-
erties.
Chapters 4–6 do not use the results and methods of chapters 1–3 and
might be read independently.
The author is grateful to prof. V.V. Lychagin for a warm attention to
the work and helpful discussions.
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Chapter 1
Nijenhuis tensor as the first
obstruction
to the construction of
pseudoholomorphic mapping
For the mapping u : (L, x)→ (M, y) we denote by u∧k∗ : ∧
kTxL→ ∧kTyM
the induced mapping.
Let us denote by µ = µx the ideal in the ring of functions C
∞(L) vanishing
at the point x. The power of this ideal µk is the ideal in the ring of functions
vanishing at the point x together with their derivatives of the order < k: µk =
{f |∂σf(x) = 0, |σ| < k}. Let’s denote by µk = µkT (p, q) the submodule in
the module of tensors of the type (p, q) vanishing at the point x up to the
order k. Denote by the symbol OL(x) the germ of neighborhoods of the point
x ∈ L. Let us also denote µkx,y = {Φ : TOL(x)→ TOM(y)| ImΦ ⊂ µ
k
y}.
A formal pseudoholomorphic mapping is a mapping u : OL(x)→ OM (y)
such that jM ◦u∗−u∗ ◦jL ∈ µ∞. The mapping is called nontrivial if u∗ /∈ µ∞.
Moreover we will consider, in general, nondegenerate mappings: u∗ /∈ µ or
dux 6= 0.
Let us consider the Nijenhuis tensors NjL and NjM on manifolds L and
M :
Nj(ξ, η) = [jξ, jη]− j[jξ, η]− j[ξ, jη]− [ξ, η].
Immediately from the definition it follows that if u : L → M is a PH-
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mapping then NjM ◦ u
∧2
∗ = u∗ ◦ NjL. Moreover this equality holds at the
point x if u preserves the almost complex structure up to the second order:
jM ◦ u∗ − u∗ ◦ jL ∈ µ2x,y.
Let us denote J0PH(L,M) = J
0(L,M) = L×M (we will use the notations
from the jet spaces theory, see [KLV], [KS]). Let us denote by J1PH(L,M)
the subbundle of the jet bundle J1(L,M)→ J0(L,M) with the fiber
(J1PH)x,y = {Φ : TxL→ TyM | jM ◦ Φ = Φ ◦ jL}.
In other words the manifolds J1PH is a bundle over L × M with the fiber
(J1PH)x,y being the factor space of the space {u∗ : TOL(x) → TOM(y) |jM ◦
u∗ − u∗ ◦ jL ∈ µx,y} by the space {u∗ ∈ µx,y}. Let us also denote
JkPH ⊃ (J
k
PH)x,y =
{u∗ : TOL(x)→ TOM(y) | u∗ ◦ jL − jM ◦ u∗ ∈ µkx,y}
{u∗ : TOL(x)→ TOM(y) | u∗ ∈ µkx,y}
.
Unlike J1PH the set J
k
PH , k ≥ 2, does not have in general the manifold struc-
ture. This is connected with the fact that for the mapping πr,sPH of the re-
striction of the projection πr,s : Jr(L,M) → Js(L,M), r ≥ s, the inverse
image might be empty: (πr,sPH)
−1(pt) = ∅.
We apply the Cartan’s method of prolongations-projections ([ALV]) to
obtain a criterion of existence of a formal PH-mapping. Denote by Ek the
image of the projection Im πk,1PH ⊂ J
1
PH ⊂ J
1(L,M). One may consider these
subsets in the 1-jet spaces as differential equations of the first order. The
problem of formal pseudoholomorphic mapping construction is reduced to
the contraction of the equation — to the finding of a projective limit
E∞ ⊂ . . . E2 ⊂ E1 ⊂ J1(L,M).
The equation E1 = J1PH is fibered over J
0 = L×M with the fiber
E1x,y = (π
1,0
PH)
−1(x, y) = {Φ : TxL→ TyM | jM ◦ Φ = Φ ◦ jL}.
Theorem 1. The restriction of the projection π1,0PH to the equation E
2 ⊂ J1PH
has the inverse images
E2x,y = {Φ : TxL→ TyM | jM ◦ Φ = Φ ◦ jL, NjM ◦ Φ
∧2 = Φ ◦NjL}.
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Notations. For the proof of this and further theorems we need the calcula-
tions in jet spaces. For this purpose we introduce the following constructions.
Definition 1. Let us define for arbitrary vector field ξ on X the mapping
dpξ = dp∇ξ : ⊗
p
1TxX → TxX , x ∈ X by the formula
dξ(η) = ∇ηξ, d
2ξ(η1, η2) = ∇η2∇η1(ξ)−∇∇η2η1(ξ), and for arbitrary p :
dp+1ξ(η1, . . . , ηp+1)
= d (dpξ(η1, . . . , ηp)) (ηp+1)−
∑p
i=1 d
pξ(η1, . . . , dηi(ηp+1), . . . , ηp),
where ∇ is some symmetric connection. If the curvature of the connection
∇ vanishes then the differential dp∇ξ is symmetric, d
p
∇ξ : S
pTxX → TxX , and
in local Euclidean coordinates it has the form:
dpξ(η1, . . . , ηp)
i =
∂pξi
∂xi1 . . . ∂xip
ηi11 . . . η
ip
p ,
and it’s easy to see that for dξ = d1ξ holds Lξη = [ξ, η] = dη(ξ)− dξ(η).
Definition 2. For arbitrary morphism of the bundles A = (Ax)x∈X , Ax :
∧qTxX → TxX , let us define the mapping dpA, dpAx : ∧qTxX ⊗ (⊗
p
1TxX)→
TxX by induction: d
0A := A, dp+1A(ξ1, . . . , ξq+p+1) =
= d (dpA(ξ1, . . . , ξq+p)) (ξq+p+1)−
q+p∑
i=1
dpA(ξ1, . . . , dξi(ξq+p+1), . . . , ξq+p).
If the curvature of the connection ∇ vanishes (which always might be
supposed locally true) then the differential dpAx : ∧qTxX ⊗ SpTxX → TxX
has the following form in local coordinates:
[dpA(ξ1, . . . , ξq+p)]
i =
∑
i1<...<iq
∂pAii1...iq
∂xiq+1 . . . ∂xiq+p
ξi11 . . . ξ
iq
q . . . ξ
iq+p
q+p .
Thus a Euclidean connection ∇ defines the mapping
dp∇ : Ω
q ⊗D → Ωq ⊗ SpΩ1 ⊗D,
where D is the module of vector fields, and Ωq is the module of exterior forms.
Let us note that such a mapping might be constructed by any connection ∇
([P]), but as far as all the arguments below using ∇ are local we will suppose
in general that this connection is trivial (Euclidean). We will write dp instead
of dp∇.
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Proof of theorem 1. 1-PH-jet Φ is lifted to 2-PH-jet iff the following equa-
tions hold:
 jM ◦ Φ(ξ) = Φ ◦ jL(ξ), Φ
(2)(ξ, η) = Φ(2)(η, ξ),
djM(Φξ,Φη) + jM ◦ Φ(2)(ξ, η) = Φ(2)(jLξ, η) + Φ ◦ djL(ξ, η),
(1)
where ξ, η ∈ TxL and Φ(2) : S2TxL → TyM is the 2-symbol of the required
PH-mapping (in local coordinates Φ(2)(ξ, η)i = ∂
2ui
∂xr∂xs
ξrηs). Let us consider
the tensor
P ∈ T ∗xL⊗ T
∗
xL⊗ TyM, P (ξ, η) = jM ◦ Φ
(2)(ξ, η)− Φ(2)(jLξ, η). (2)
From (1) we have:
P (ξ, η) = Φ ◦ djL(ξ, η)− djM(Φξ,Φη). (3)
Lemma 1. The tensor P defined by a symmetric tensor Φ(2) by the formula
(2) satisfies the equations
(i) jM ◦ P (ξ, η) = −P (jLξ, η), (4)
(ii) P (ξ, η)− P (η, ξ) = P (jLξ, jLη)− P (jLη, jLξ). (5)
Lemma 2. Every tensor satisfying the system (4)-(5) may be represented in
the form (2) where Φ(2) is a symmetric tensor.
Proof of lemma 2. Since any bilinear map is decomposed to the sum of (jL-
jM -)linear and antilinear by the first argument maps it follows from (4) that
P (ξ, η) = jM ◦B(ξ, η)−B(jLξ, η) (6)
for some B. The lemma states that the map B : TxL⊗TxL→ TyM might be
chosen symmetric. Let us consider the decomposition of B into the symmetric
and antisymmetric components:
B = B0 +B1, Bi(ξ, η) =
1
2
[B(ξ, η) + (−1)iB(η, ξ)].
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The substitution of this expression into (5) taking into account (6) gives:
jM ◦B1(ξ, η)−B1(jLξ, η)− B1(ξ, jLη)− jM ◦B1(jLξ, jLη) = 0. (7)
Let us decompose B1 into linear and antilinear by the first and the second
argument components:
B1 = B
0,0
1 +B
0,1
1 +B
1,0
1 +B
1,1
1 , B
1,1
1 ≡ 0,
B0,01 (ξ, η) =
1
2
[B1(ξ, η)− B1(jLξ, jLη)],
B0,11 (ξ, η) =
1
2
[B1(ξ, η) + jM ◦B1(ξ, jLη)],
B1,01 (ξ, η) =
1
2
[B1(ξ, η) + jM ◦B1(jLξ, η)].
Using (7) one could easily verify the properties
Br,s1 (ξ, η) = (−1)
r+1jM ◦B
r,s
1 (jLξ, η) = (−1)
s+1jM ◦B
r,s
1 (ξ, jLη).
Note that the tensor
Bˆ0(ξ, η) = B
0,1
1 (ξ, η)− B
1,0
1 (ξ, η) =
jM
2
[B1(ξ, jLη)− B1(jLξ, η)]
is symmetric and the tensor B1 + Bˆ0 = B
0,0
1 + 2B
0,1
1 is (jL-jM -)linear by ξ.
Therefore the transformation
B = B0 +B1 7→ B − (B1 + Bˆ0) = B0 − Bˆ0
determines the required symmetric tensor Φ(2) = B0 − Bˆ0, which satisfies
(2). ✷
Thus the equation E2 is singled out as a subequation in E1 by relations
(3)-(5). At that the equation (4) gives the identity according to
jM ◦Φ = Φ◦ jL, jL ◦djL = −djL ◦ (jL⊗1), jM ◦djM = −djM ◦ (jM ⊗1). (8)
Under substitution of equation (3) into (5) we get
djM(Φξ,Φη)− djM (Φη,Φξ)− djM(jMΦξ, jMΦη) + djM(jMΦη, jMΦξ) =
Φ (djL(ξ, η)− djL(η, ξ)− djL(jLξ, jLη) + djL(jLη, jLξ)) .
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Multiplying this equality by jM and using (8) and the identity
Nj(ξ, η) = −dj(jξ, η)− dj(ξ, jη) + dj(jη, ξ) + dj(η, jξ), (9)
we get the equation NjM ◦ Φ
∧2 = Φ ◦NjL , and the theorem is proved. ✷
Thus the theorem gives the equations at a point (on TxL) determining
the possibility of pseudoholomorphic mapping construction on 2-jet level.
Let us introduce the linear space of Nijenhuis tensors at the complex
linear space (C| n, j) (further it will be shown in theorem 5 (chapter 4) that
every tensor from this space can be realized as the Nijenhuis tensor of some
almost complex structure):
N (n)j = {N ∈ ∧
2(C| n)∗ ⊗C| n | N(jξ, η) = N(ξ, jη) = −jN(ξ, η)}. (10)
Consider on N (n)j the factorization mapping
θ : N (n)j → N
(n)
j /GlC| (n), (11)
which associate to each tensor its orbit under the full group of complex linear
transformations. The Cartan’s approach to formal integrability (and also one
of Spencer, see Goldshmidt’s theorem in [KS], [ALV]) assumes to find by the
prolongations-projections method the equation E (∞) ⊂ E2 ⊂ J1PH, which
prolongs to the 2-jet space and the symbols of which form a bundle. In
particular, one needs to require that (E2)x′,y′ 6= 0 for all x′ ∈ L, y′ ∈ M .
For example, it is so if one requires the constancy of the natural mappings
θ
(N)
L : OL(x) → N
(l)
jL
/GlC| (l), θ
(N)
M : OM (y) → N
(m)
jM
/GlC| (m), associating
to a point x the image of the Nijenhuis tensor (Nj)x at this point upon
the mapping (11), and the existence of a morphism Φ : TxL → TyM , which
conjugates NjL with NjM . Manifolds (L, jL) with θ
(N)
L ≡ const do exist as the
following example shows. Note also the complexity of the linear classification
problem for linear Nijenhuis tensors N ∈ N (n)j . This problem contains Lie
algebras classificational problem as a subproblem.
Example 1. Let’s consider a Lie group G. The Lie algebra of the Lie group
G×G is isomorphic to G ⊕ G. Let’s introduce the almost complex structure
on Te(G×G) by formula j(ξ, η) = (−η, ξ) and extend it by the left shifts onto
the whole group. The Nijenhuis tensor is left-invariant and has the form:
N((ξ, 0), (η, 0)) = −N((0, ξ), (0, η)) = (−[ξ, η], [ξ, η]),
N((ξ, 0), (0, η)) = N((0, ξ), (η, 0)) = ([ξ, η], [ξ, η]). ✷
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Remark 1. In the paper [Gau] it is shown that there exists a canonical almost
complex structure j[1] on the manifold J1PH(L,M). This structure is defined
as (jL⊕ jM )⊕ jM on T•J1PH = T•J
0
PH⊕Smbl
1
E1 in the decomposition induced
by minimal connections on manifolds L and M (a minimal connection is
by definition such that its torsion form coincides with the torsion form of
the almost complex structure, i.e. with the corresponding Nijenhuis tensor,
see [L]). At the points p ∈ E2 ⊂ J1PH the almost complex structure j
[1]
on TpJ
1
PH may be defined easier. Actually, 1-PH-jet p prolongs to 2-PH-
jet p(2), and p(2) determines a subspace Lp(2) in the tangent space to J
1
PH ,
i.e. the tangent space to the graphic inducing p(2), cf. [KLV]. Thus, the
tangent space TpJ
1
PH is isomorphic to the direct sum of the space Smbl
1
E1
— the tangent space to the linear space-fiber and the space Lp(2) , and since
both summand are complex, there exists a canonical complex structure on
TpJ
1
PH. Note that even though the prolongation p
(2) may be chosen not
in unique way the structure j[1]p does not depend on it. Suppose that the
subsets (E2)x′,y′ do not depend on points x′ ∈ L, y′ ∈ M (compare with the
above arguments) and form a bundle over J0PH , i.e. E
2 is a submanifold in
E1. It follows from theorem 1 that this submanifold is not, in general case,
complex, and its difference from complex one ”measures” the nonintegrability
of the structures jL and jM . Actually, due to the antilinearity, the quadric
determined in the complex linear space {Φ ∈ T ∗xL⊗ TyM | jM ◦ Φ = Φ ◦ jL}
by the condition {NjM ◦ Φ
∧2 = Φ ◦ NjL} is not a complex submanifold iff
(NjM )|ImΦ∧2 6≡ 0. Hence on J
2
PH does not exist a complex structure such
that the projection restriction π2,1PH : J
2
PH → J
1
PH is pseudoholomorphic.
As long as J1PH(L,M) possesses the canonical almost complex structure
j
[1]
L,M , we can consider the manifold J
[2]
PH(L,M) = J
1
PH(L, J
1
PH(L,M)) with
the almost complex structure j
[2]
L,M , and define by induction the manifolds
J
[k+1]
PH (L,M)= J
1
PH(L, J
[k]
PH(L,M)) with almost complex structures j
[k+1]
L,M .
Note that JkPH(L,M) ⊂ J
[k]
PH(L,M). We say that 1-jet Φ ∈ (J
1
PH(L,M))x,y is
lifted up to the k-jet if (JkPH)x,y ⊃ (π
k,1
PH)
−1(Φ) 6= ∅. According to theorem 1,
1-jet Φ is lifted up to a 2-jet iff NjM ◦ Φ
∧2 = Φ ◦NjL, and in this case there
exists (not necessarily unique) a lift Φ[2] ∈ (J2PH)x,y ⊂ (J
[2]
PH)x,y, which could
be considered as a 1-jet in the ambient space. This 1-jet can be lifted up to a
2-jet Φ[3] ∈ (J [3]PH)x,y iff Nj[1]
L,M
◦ (Φ[2])∧2 = Φ[2] ◦NjL. In general case, if among
11
lifts Φ[k] ∈ (J [k]PH)x,y of the jet Φ
[k−1] ∈ (J [k−1]PH )x,y there exists such that
N
j
[k−1]
L,M
◦ (Φ[k])∧2 = Φ[k] ◦NjL, (12)
then the jet Φ[k] ∈ (J [k]PH)x,y may be lifted up to a jet Φ
[k+1] ∈ (J [k+1]PH )x,y. Thus
we have a sequence of necessary conditions (12), and upon their fulfillment
there exist lifts Φ[r] ∈ (J [r]PH)x,y of 1-jet Φ ∈ (J
1
PH)x,y, and one can try to find
such lifts that Φ[r] ∈ (JrPH)x,y. ✷
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Chapter 2
The pseudoholomorphic
mapping construction
on a higher jet level
In chapter 1 we found an algebra of invariants A2j =< j,Nj > generated
relative to commutator by the elements j, Nj , and such that E2x,y = {Φ :
TxL→ TyM | A
2
jM
◦ Φ∧⋆ = Φ ◦ A2jL}. Applying the prolongation-projection
method (see chapter 1) we contract the equation E2 onto the equation E∞ and
find an algebra of invariants A∞j such that E
∞
x,y = {Φ : TxL→ TyM | A
∞
jM
◦
Φ∧⋆ = Φ ◦A∞jL}. As it is shown in remark 7 (section 6.2) neither the algebra
A2j nor its closure under differential Nijenhuis bracket (see [FN], [ALV]) —
the Nijenhuis algebra ANj — coincides with the algebra A
∞
j looked for, i.e.
ANj 6= A
∞
j =< j,Nj, . . . > . Below we construct an invariant coming from
a higher jet space and being a new (the third) generator of A∞j . Note that
performing further computations one could find other generators.
Theorem 2. There exist new tensor invariants — higher Nijenhuis tensors
— such that A∞j =< j,Nj , N
(2)
j , . . . > . The first of such invariants N
(2)
j has
the following form
N
(2)
j (ξ, η, ζ, ν) = −[Nj(ξ, η), jNj(ζ, ν)]− [jNj(ξ, η), Nj(ζ, ν)]
+Nj([ξ, jNj(ζ, ν)], η) +Nj(ξ, [η, jNj(ζ, ν)]) + jNj([ξ, Nj(ζ, ν)], η)
+jNj(ξ, [η,Nj(ζ, ν)])−Nj([ζ, jNj(ξ, η)], ν)−Nj(ζ, [ν, jNj(ξ, η)])
−jNj([ζ, Nj(ξ, η)], ν)− jNj(ζ, [ν,Nj(ξ, η)]),
(13)
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where ξ, η, ζ, ν are arbitrary vector fields extending the vectors prescribed
at the point x. In general case this invariant is the first among generating
invariants from A∞j distinguishing structures j and (−j) (see remark 4).
Proof. As it is shown in theorem 3 for the equation E˜1 = E2 ⊂ J1PH the
projections E˜k = Ek+1. So instead of consideration the problem on projec-
tions of higher prolongations of the equation E1, which leads to a formally
integrable equation (see chapter 1), one may consider the problem of find-
ing out the projections of higher prolongations of the new equation E˜1, and
at the first step, the problem of lifting on one level. The solution on 1-jet
level of the equation E˜1 prolongs to the solution on 2-jet level iff there holds
equality (1) and:
U(ξ, η, θ) : = Φ(2)(NjL(ξ, η), θ)−NjM (Φ
(2)(ξ, θ),Φη)−NjM (Φξ,Φ
(2)(η, θ))
= d(NjM )(Φξ,Φη,Φθ)− Φ ◦ d(NjL)(ξ, η, θ). (14)
From (1) and (14) we have:
U(ξ, η, jLθ) + jMU(ξ, η, θ) = 2jM ◦ Φ(2)(NjL(ξ, η), θ)
+djM(Φθ,NjM (Φξ,Φη))− Φ ◦ djL(θ,NjL(ξ, η))−NjM (djM(Φθ,Φξ),Φη)
−NjM (Φξ, djM(Φθ,Φη)) + Φ ◦NjL(djL(θ, ξ), η) + Φ ◦NjL(ξ, djL(θ, η))
= d(NjM )(Φξ,Φη, jMΦθ) + jM ◦ d(NjM )(Φξ,Φη,Φθ)
−Φ ◦ d(NjL)(ξ, η, jLθ)− Φ ◦ jL ◦ d(NjL)(ξ, η, θ).
Hence:
2jM ◦ Φ
(2)(Nj(ξ, η), θ) = RjM (Φξ,Φη,Φθ)− Φ ◦RjL(ξ, η, θ),
where
Rj(ξ, η, θ) = d(Nj)(ξ, η, jθ) + jd(Nj)(ξ, η, θ)
+Nj(dj(θ, ξ), η) +Nj(ξ, dj(θ, η))− dj(θ,Nj(ξ, η)).
(15)
Since Φ(2) is a symmetric tensor then for the tensor
N
(2)
j (ξ, η, ζ, ν) = Rj(ξ, η, Nj(ζ, ν))− Rj(ζ, ν, Nj(ξ, η)) (16)
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we have:
N
(2)
jM
◦ (Φ∧2)∧2 = Φ ◦N (2)jL . (17)
Therefore according to (17) we have a new invariant, which we will call
a higher Nijenhuis tensor , N
(2)
j ∈ A
3
j ⊂ A
∞
j . Formula (16) shows the tensor
nature of the invariant N
(2)
j ∈ ∧
2(∧2T ∗x ) ⊗ Tx, while formula (13), following
from formulae (14)-(15), shows its independence of the Euclidean connection
∇ which defines d = d∇. Note that a priori the tensor of the valence (1,4)
N
(2)
j might become dependent with tensors of forth order coming from A
2
j
such as Nj(Nj(ξ, η), Nj(ζ, ν)), i.e. not to be new, but example 2 shows that
this is not the case. ✷
Example 2. Let ∂i =
∂
∂xi
be basis vectors on IR4 = IR4(x1, x2, x3, x4). Let’s
define an almost complex structure by the formula:
j∂1 = ∂2, j∂2 = −∂1, j∂3 = ∂4 + x
2∂1, j∂4 = −∂3 − x
2∂2.
For the tensors Nj and N
(2)
j we have:
Nj(∂1, ∂2) = 0, Nj(∂3, ∂4) = x
2∂1,
Nj(∂1, ∂3) = −Nj(∂2, ∂4) = ∂1, Nj(∂2, ∂3) = Nj(∂1, ∂4) = −∂2;
N
(2)
j (∂1, ∂3, ∂3, ∂4) = −∂1,
N
(2)
j (∂1, ∂3, j∂3, ∂4) = N
(2)
j (∂1, ∂3, ∂4, ∂4) + x
2N
(2)
j (∂1, ∂3, ∂1, ∂4) = 0. ✷
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Chapter 3
A solvability criterion for the
Cauchy-Riemann equation
and formal normal forms of
almost complex structures
3.1 Solvability of the Cauchy-Riemann equa-
tion
The set of PH-jets may be locally described as follows:
JkPH = {(x, y,Φ
(1), . . . ,Φ(k)) | x ∈ L, y ∈M, (18)
Φ(i) ∈ SmbliPH(L,M) ⊂ S
iT ∗L⊗ TM},
∑
r1+...+rp=k
1≤p≤k
∑
1≤irs≤k,#{i
r
s}=k
i11<i
1
2<...<i
1
p
i1s<i
2
s<...<i
rs
s
dp−1jM
(
Φ(r1)(ξi11, . . . , ξi
r1
1
), . . . ,Φ(rp)(ξi1p, . . . , ξirpp )
)
=
∑
1≤p≤k,i11=1,1≤i
r
s≤k,
#{irs}=k,i
1
s<i
2
s<...<i
∗
s
Φ(k−p+1)
(
djp−1L (ξi11, . . . , ξi
p
1
), ξi12, . . . , ξik−p2
)
.
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Here #S denotes the number of different elements of the set S.
The following theorem generalizes theorem 1 corresponding to the case
k = 2.
Theorem 3. Let the mapping u : OL(x)→ OM (y) be such that
jM ◦ u∗ = u∗ ◦ jL(modµ
k−1), NjM ◦ u
∧2
∗ ≡ u∗ ◦NjL(modµ
k−1) (k ≥ 2). (19)
Then there exists a mapping u˜ : OL(x)→ OM (y) such that
jM ◦ u˜∗ − u˜∗ ◦ jL ∈ µ
k, u∗ − u˜∗ ∈ µ
k−1.
In particular if (u∗)x 6= 0 then (u˜∗)x 6= 0, and if (u∗)x is an embedding or a
surjection then the same is true for (u˜∗)x.
Proof. A (k − 1)-PH-jet defined by means of symbols (Φ,Φ(2), . . . ,Φ(k−1)) is
lifted up to k-PH-jet iff some symmetric tensor Φ(k) satisfies equation (18).
Consider the tensor
Pk = jM ◦ Φ
(k) − Φ(k) ◦ (jL ⊗ 1
k−1
L ). (20)
Lemma 1k. (ik) jM ◦ Pk = −Pk ◦ (jL ⊗ 1
k−1
L ),
(iik) Pk(ξ, η, ~θ
k−2)− Pk(η, ξ, ~θk−2) = Pk(jLξ, jLη, ~θk−2)− Pk(jLη, jLξ, ~θk−2),
(iiik) Pk ∈ T ∗xL⊗ S
k−1T ∗xL⊗ TyM . ✷
Lemma 2k. Every tensor Pk, satisfying the conditions of lemma 1k may be
represented in form (20), where Φ(k) ∈ SkT ∗xL⊗ TyM .
Proof of lemma 2k. Let’s consider the tensor B(ξ, ~η
(k−1)) such that Pk =
jM ◦ B − B ◦ (jL ⊗ 1
k−1
L ). Due to (ik) it always can be found, and because
of (iiik) one can suppose that B is symmetric by the last (k− 1) arguments:
B ∈ T ∗xL ⊗ S
k−1T ∗xL ⊗ TyM . Note that under the change of B by a tensor
jL-jM -linear by the first argument, the corresponding tensor Pk does not
change. Thus in the decomposition B = B0,∗ + B1,∗ by jL-jM -linear and
antilinear by the first argument components one may eliminate the first term
and assume that B = B1,∗.
Consider the decomposition
B1,∗ =
k−1∑
p=0
Cp,
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where Cp =
∑
τp∈ZZ
k−1
2
B1,τp , and ZZ2 = {0, 1}, the number of units in τp is
equal to #1τp = p, and the tensor B
1,τp is a jL-jM -linear or antilinear by
s-th argument if there’s placed, respectively, 0 or 1 on the s-th place in
(1, τp). Note that if units form the set i1, . . . , ir in τp and zeros form the
set j1, . . . , jk−r−1, then the tensor B
1,τp is symmetric by the corresponding
arguments ξi1 , . . . , ξir and by ξj1, . . . , ξjk−r−1. Note also that the tensor B
1,τp
is symmetric by the arguments ξ1, ξis. Actually, for example, for B
1,1,∗ from
the formula (iik) we have (we use jL-jM -antilinearity by ξ1):
B1,∗(ξ, η, ~θk−2)+jMB
1,∗(ξ, jLη, ~θ
k−2) = B1,∗(η, ξ, ~θk−2)+jMB
1,∗(η, jLξ, ~θ
k−2),
i.e. B1,1,∗(ξ, η, ~θk−2) = B1,1,∗(η, ξ, ~θk−2).
Thus the tensor B1,τp is symmetric by arguments ξ1, ξi1, . . . , ξir . It is not
hard to show that if γ ∈ Sk−1 is a permutation then the tensor B1,γ(τp) is
equal to B1,τp ◦ (1 × γ), where (1 × γ) acts by permutation on arguments;
in the case when γ(τp) = τp the statement coincides with the noted above
symmetry property of B1,τp . Hence if we add the sum
∑
#1τp+1=p+1
B0,τp+1 to
the tensor Cp, where B
0,τp+1 = B1,τp ◦ σ for σ ∈ Sk being such a permutation
that (0, τp+1) = σ
−1(1, τp), then we obtain a new symmetric tensor Cˆp ∈
SkT ∗xL⊗ TyM .
Let us consider the tensor Φ(k) =
k−1∑
p=0
Cˆp. It is symmetric by the con-
struction and (Φ(k) − B) is jL-jM -linear. Therefore the tensor Pk = jM ◦
Φ(k) − Φ(k) ◦ (jL ⊗ 1k−1) constructed by Φ(k) is equal to the similar tensor
constructed by B, and lemma 2k is proved.
Note that the proposed construction slightly differs from the construction
of lemma 2 (k = 2) in theorem 1. For the case k = 3 we have:
B1,∗ = B1,0,0 + (B1,0,1 +B1,1,0) +B1,1,1.
The tensor B1,1,1 is symmetric, and B1,0,0 is symmetric by the last two ar-
guments (η, θ). Hence if σ is a cyclic permutation of arguments, σ(ξ, η, θ) =
(η, θ, ξ), then B1,0,0 ◦σ and B1,0,0 ◦σ2 are jL-jM -linear by the first argument,
and the tensor (B1,0,0 + B1,0,0 ◦ σ + B1,0,0 ◦ σ2) is symmetric. The tensor
B1,1,0 is symmetric by the arguments (ξ, η) due to (ii3). So B
1,1,0(ξ, η, θ) =
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A(ξ, η, θ) + A(η, ξ, θ) for some tensor A jL-jM -antilinear by the first two ar-
guments and linear by the last. Moreover, the tensor B1,∗ is invariant under
the permutation τ of the last two arguments, τ(ξ, η, θ) = (ξ, θ, η). Therefore
B1,0,1(ξ, η, θ) = B1,1,0 ◦ τ(ξ, η, θ) = A(ξ, θ, η) + A(θ, ξ, η),
B1,0,1(ξ, η, θ) = B1,1,0(ξ, θ, η) = B1,1,0(θ, ξ, η) = B1,1,0 ◦ σ2(ξ, η, θ).
Let’s define the tensor
B0,1,1(ξ, η, θ) := B1,1,0 ◦ σ(ξ, η, θ) = A(η, θ, ξ) + A(θ, η, ξ).
Note that (B1,1,0 +B1,0,1 +B0,1,1) is a symmetric tensor and B0,1,1 is jL-jM -
linear by the first argument. So the tensor
Pk = jM ◦B
1,∗ −B1,∗ ◦ (jL ⊗ 1⊗ 1) = jM ◦ Φ
(3) − Φ(3) ◦ (jL ⊗ 1⊗ 1),
where Φ(3) ∈ S3T ∗xL⊗ TyM is defined by the equality
Φ(3) = (B1,0,0 +B1,0,0 ◦ σ +B1,0,0 ◦ σ2) + (B1,1,0 +B1,0,1 +B0,1,1) +B1,1,1.
✷
The statement of the lemmas may be reformulated as exactness of the
following complex:
0→ Gk
i
−→ SkT ∗L⊗ TM
σk−→ T ∗L⊗ Sk−1T ∗L⊗ TM
κk⊕νk−→ (Θk ⊕∆k)→ 0.
Here Gk is the prolongation of the symbol ([ALV], [KLV]) of the Cauchy-
Riemann equation E1, SkT ∗L⊗ TM is the space of all the symbols, i is the
inclusion, and σk is the linearization of the operator ∂¯:
σk(Ψ) = jM ◦Ψ−Ψ ◦ (jL ⊗ 1
k−1).
The maps κk and νk on the spaces
Θk = ∧
2T ∗L⊗ Sk−2T ∗L⊗ TM and ∆k = S
k−1T ∗L⊗ HomC| (TL, TM)
have the form:
κk = δk ◦ σ˜k and νk(X ⊗ ~Y
(k−1) ⊗ Z) = (~Y (k−1) ⊗ ǫ(X ⊗ Z)),
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where δk is the operator of alternation by the first two arguments,
δk(B)(X, Y, ~Z
(k−2)) = B(X, Y, ~Z(k−2))−B(Y,X, ~Z(k−2)),
σ˜kΨ = jM ◦Ψ−Ψ ◦ (1⊗ jL ⊗ 1
k−2),
and ǫ(B) = jM ◦ B + B ◦ jL is the linearization of the operator ∂. Note
that the term Θk, corresponding to the condition (iik) of lemma 1k, gives
the preserving condition for the Nijenhuis tensor differential and the term
∆k, corresponding to the condition (ik), gives the identity. In more details,
let us express the tensor Pk by local representative (Φ,Φ
(2), . . . ,Φ(k−1)) of
(k−1)-jet of the mapping u : OL(x)→ OM(y) by means of formula (18) and
let us substitute the corresponding expression into the formulae of lemma
1k. Then the conditions (ik) and (iiik) give identities and (iik) gives the
preserving condition for (k − 1)-jet of the Nijenhuis tensor. The relevant
calculations are quite similar to those of theorem 1 which correspond to the
case k = 2.
For example, if k = 3 we have:
Φ3(ξ, η, θ) = jMΦ
(3)(ξ, η, θ)− Φ(3)(jLξ, η, θ)
= Φd2jL(ξ, η, θ)− d
2jM(Φξ,Φη,Φθ) + Φ
(2)(djL(ξ, θ), η) + Φ
(2)(djL(ξ, η), θ)
−djM (Φ
(2)(ξ, θ),Φη)− djM(Φξ,Φ
(2)(η, θ))− djM(Φ
(2)(ξ, η),Φθ). (21)
The substitution of expression (21) into (i3) and (iii3) gives the identity
according to formulae (8) and the formula
d2j(jξ, η, θ) = −jd2j(ξ, η, θ)− dj(dj(ξ, θ), η)− dj(dj(ξ, η), θ). (22)
Let us substitute expression (21) into (ii3) and use formulae (1), (8), (22)
and the identity
dj(Nj(ξ, η), θ) + jdNj(ξ, η, θ) =
d2j(jξ, jη, θ)− d2j(jη, jξ, θ)− d2j(ξ, η, θ) + d2j(η, ξ, θ) +
dj(dj(ξ, θ), jη)− dj(dj(η, θ), jξ) + dj(jξ, dj(η, θ))− dj(jη, dj(ξ, θ)),
which is obtained from identity (9) by differentiation. We have∗:
∗We omit a page of calculations
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0 = Φ(2)(djL(ξ, θ), η) + Φ
(2)(djL(ξ, η), θ))−
djM (Φ
(2)(ξ, θ),Φη)− djM(Φξ,Φ
(2)(η, θ))− djM(Φ
(2)(ξ, η),Φθ) +
Φd2jL(ξ, η, θ)− d
2jM(Φξ,Φη,Φθ)−
Φ(2)(djL(η, θ), ξ)− Φ
(2)(djL(η, ξ), θ) +
djM (Φ
(2)(η, θ),Φξ) + djM (Φη,Φ
(2)(ξ, θ)) + djM (Φ
(2)(η, ξ),Φθ)−
Φd2jL(η, ξ, θ) + d
2jM (Φη,Φξ,Φθ)−
Φ(2)(djL(jLξ, θ), jLη)− Φ
(2)(djL(jLξ, jLη), θ) +
djM (Φ
(2)(jLξ, θ), jMΦη) + djM(jMΦξ,Φ
(2)(jLη, θ)) + djM(Φ
(2)(jLξ, jLη),Φθ)
−Φd2jL(jLξ, jLη, θ) + d
2jM(jMΦξ, jMΦη,Φθ) +
Φ(2)(djL(jLη, θ), jLξ) + Φ
(2)(djL(jLη, jLξ), θ)−
djM (Φ
(2)(jLη, θ), jMΦξ)− djM(jMΦη,Φ
(2)(jLξ, θ))− djM (Φ
(2)(jLη, jLξ),Φθ)
+Φd2jL(jLη, jLξ, θ)− d
2jM(jMΦη, jMΦξ,Φθ)
= jM [−Φ
(2)(NjL(ξ, η), θ)− ΦdNjL(ξ, η, θ) +
NjM (Φ
(2)(ξ, θ),Φη) +NjM (Φξ,Φ
(2)(η, θ)) + dNjM (Φξ,Φη,Φθ)].
But the vanishing of the last expression means exactly that the 1-jet from
E˜1 may be prolonged to a 2-jet.
We omit calculations for the case of general k. The theorem is proved. ✷
Corollary. Let the Nijenhuis tensors be of smallness of order k at the point
x ∈ L and y ∈M : NjL ∈ µ
k
x, NjM ∈ µ
k
y (1 ≤ k ≤ ∞). Then there exists such
a mapping u : OL(x)→ OM(y) that dux 6= 0 and
jM ◦u∗−u∗◦jL ∈ µ
k+1. ✷
Remark 2. When dimC| L = dimC| M = n, k = ∞, this assertion is the
formal part of Newlander-Nirenberg theorem (see [NN], [NW]), stating that
if the Nijenhuis tensors of the almost complex structures j and j0 coincide
then these structures are locally isomorphic; here j0 is the standard complex
structure in OC| n(0) (certainly Nj0 ≡ 0, see formula (9)). A generalization
of this fact is theorem 6 below. Note also that smooth equivalence does not
follows from the formal one. Actually, one may construct an almost complex
structure j such that Nj ∈ µ∞, but Nj 6≡ 0 (see the proof of theorem 5 at
chapter 4). Then j is formally equivalent to j0 but not equivalent smoothly.
✷
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Remark 3. The conditions of the corollary might be reformulated in the fol-
lowing form: dNjL ∈ µ
k−1
x , dNjM ∈ µ
k−1
y , where d = d∇ and ∇ is a trivial
connection. Let us note that there are no almost complex structures save
complex ones such that d(Nj) ≡ 0. Actually, in this case there exist co-
ordinates in which the components of the Nijenhuis tensors are constant,
and additionally we may suppose that the induced coordinates in the fixed
tangent space Tx ≃ C|
n are complex. Let’s write the action of the almost
complex structure on the basis vectors ∂r =
∂
∂xr
:
j∂2r−1 = ∂2r +
∑
ai2r∂i, j∂2r = −∂2r−1 +
∑
ai2r−1∂i; a
s
t ∈ µx.
If for almost any vector ξ: dimNj(ξ, Tx) = 2n − 2, i.e. the tensor Nj is of
general position, ℑ≀Nj = 2 almost everywhere, in the sense of definition 4
from chapter 4, then from Nj(j∂2r−1, ∂2r) ≡ Nj(j∂2s−1, ∂2s) ≡ 0 it follows
that a2r2s ≡ a
2r
2s−1 ≡ a
2r−1
2s ≡ a
2r−1
2s−1 ≡ 0 for all r 6= s, i.e. by definition
Nj(∂2r, ∂2s) = 0; contradiction. Let us suppose now that there is a subspace
K1 ⊂ Tx (dimK1 ≥ 4) such that Nj |∧2K1 ≡ 0, and we also suppose that K1 is
maximal satisfying this property. Extending K1 by affine shifts in the fixed
coordinate system to a neighborhood of the point x we obtain a foliation
K1, dimK1 = dimK1, j-invariant according to Nj(jξ, η) = −jNj(ξ, η) = 0
for ξ, η ∈ T•K1, and the restrictions of j to fibers of which are integrable,
Nj |K1 ≡ 0. In an additional subspace let’s choose a maximal degenerate
relative to Nj subspace K2, and construct the foliation K2 by it and so on.
Finally, we are lead to the situation when the almost complex structure j in
a neighborhood O(x) is represented as a direct sum of complex structures
on the fibers of the standard foliations Ki, which are obtained from the
summand of the complex decomposition Tx = ⊕Ki. Now it is easy to obtain
contradiction with the condition dNj ≡ 0, if j is not globally integrable.
Let us note however that there are nontrivial connections ∇ such that
d∇(Nj) ≡ 0. Actually, if one takes for ∇ an almost complex connection ([L]),
then d∇(j) ≡ 0, which implies d∇(Nj) ≡ 0. In particular, this property is
satisfied by a minimal connection ∇, which is nonsymmetric and have the
torsion tensor equal to T∇ = Nj; such connections always exist, see [L]. ✷
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3.2 Formal normal forms of almost complex
structures
By means of theorem 3 it is possible to construct formal normal forms
of almost complex structures . One may consider almost complex structures
modulo µk, i.e. such automorphisms j : Tx′X → Tx′X , x′ ∈ X , that j2 =
−1X(mod µkx).
Let us suppose that we constructed normal forms of almost complex struc-
tures modulo µk: Jk = {jλ1,...,λk−1}. Here λ1, . . . , λk−1 are parameters deter-
mining elements Jk. Consider those of the structures that prolong to almost
complex structures modulo µk+1, i.e. those Jk ∈ Jk that there exists an auto-
morphism of the tangent bundle ∆Jk ∈ µk for which the structure Jk +∆Jk
is almost complex modulo µk+1; let us call such structures k-compatible. If
Jk is almost complex structure modulo µ
k+1 and ∆Jk ∈ µk, then Jk +∆Jk is
almost complex structure modulo µk+1 iff j0 ◦∆Jk +∆Jk ◦ j0 ∈ µk+1, where
j0 = Jk(modµ) is the linearization of the structure Jk.
Proposition 1. Two almost complex modulo µk+1 (k ≥ 1) structures Jk
and Jk + ∆Jk are equivalent by module µ
k+1 iff the automorphism ∆Jk is
compatible with the complex structure j0 by module µ
k+1:
N(j0,∆Jk)(ξ, η) := [j0ξ,∆Jkη] + [∆Jkξ, j0η]− j0[ξ,∆Jkη]
− j0[∆Jkξ, η]−∆Jk[ξ, j0η]−∆Jk[j0ξ, η] ∈ µ
k+1.
Actually, N(Jk+∆Jk,Jk) := N(Jk+∆Jk) −NJk ≡ N(j0,∆Jk)(mod µ
k+1). ✷
Thus, k-compatible almost complex structures jλ1,...,λk−1 from Jk define
normal forms of almost complex structures modulo µk+1 jλ1,...,λk from Jk+1,
where the parameter λk takes values in the symbols of k-jets of the compat-
ibility Nijenhuis tensors
λk = [N(j0,∆Jk)]k ∈ (µ
k ∧2 T ∗x ⊗ Tx)/(µ
k+1 ∧2 T ∗x ⊗ Tx) = ∧
2T ∗x ⊗ S
kT ∗x ⊗ Tx.
(compare the values space with the term Θk+2 in the complex from the proof
of theorem 3).
So we have constructed normal forms of almost complex structures
modulo µk+1: Jk+1 = {jλ1,...,λk}, i.e. we have found such structures that
for every almost complex structure (modulo µk+1) j : O(x) → O(x) there
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exists a diffeomorphism ϕk : O(x) → O(x) and a collection of parameters
λ1, . . . , λk, which satisfy the identity
ϕ∗kj ≡ jλ1,...,λk(mod µ
k+1).
Let’s call the tree of almost complex structures the hierarchy J1 = {j0},
J2 = {jλ1}, J3 = {jλ1,λ2}, and so on. Let’s call a branch of the tree any
sequence of prolonging each other almost complex structures from the tree
j0, jλ1 , jλ1,λ2 , jλ1,λ2,λ3, . . .; let us denote such a sequence by the symbol
j{λi}∞1 , and their union by the symbol J∞. By Borel’s theorem for any
formal diffeomorphism there exists a smooth one inducing it. Hence from
the arguments above it follows the statement:
Theorem 4. The set J∞ defines formal normal forms of almost complex
structures modulo µ∞, i.e. for any formal almost complex structure j, j2 +
1 ∈ µ∞, there exists such an element j{λi}∞1 ∈ J∞ and a diffeomorphism
ϕ : O(x)→ O(x), that
ϕ∗j ≡ j{λi}∞1 (mod µ
∞). ✷
Note that the constructed normal forms are not minimal in the sense of
decomposition on nonintersecting classes even modulo µ2, i.e. by module of
Nijenhuis tensors classification at a point, see the arguments after theorem 1.
But nevertheless this classification essentially reduces the number of possible
Taylor series expansions of almost complex structures, e.g. there is only one
branch of the tree which correspond to all complex structures.
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Chapter 4
Linear theory of Nijenhuis
tensors
Let us consider a Nijenhuis tensor N = Nj on a fixed tangent space Tx as
a bilinear map N : Tx⊗Tx → Tx. This map is antilinear and skew-symmetric,
N ∈ Nj, see (10). There’re no other constraints on it.
Theorem 5. For any tensor N ∈ Nj0(Tx) (see (10)) there exists an almost
complex structure j in O(x) such that jx = j0 and N = (Nj)x.
Proof. Let (xi) be such a coordinate system in a neighborhood of the point
x that the vectors ∂i =
∂
∂xi
∣∣∣∣
x
form the standard complex relative to j0 basis
in Tx. Then in a neighborhood of x ∈ X :
j∂2r−1 = ∂2r +
∑
ai2r∂i
j∂2r = −∂2r−1 +
∑
ai2r−1∂i; a
i
s(0) = 0;
(23)
we suppose the coordinates xi = 0 at the point x. We have:
Nj(∂2s−1, ∂2t−1)0=
∑(∂a2i−12t
∂x2s
(0)−
∂a2i−12s
∂x2t
(0) +
∂a2i2t
∂x2s−1
(0)−
∂a2i2s
∂x2t−1
(0)
)
∂2i−1
+
∑(∂a2i2t
∂x2s
(0)−
∂a2i2s
∂x2t
(0)−
∂a2i−12t
∂x2s−1
(0) +
∂a2i−12s
∂x2t−1
(0)
)
∂2i
=
∑(
c2i−1s,t ∂2i−1 + c
2i
s,t∂2i
)
. (24)
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The theorem states that under arbitrary choice of the constants cis,t,
1 ≤ i ≤ 2n, 1 ≤ s < t ≤ n, equation (24) has a solution. Actually, let
ai2t(x
1, . . . , x2n) =
∑
s<t
cis,tx
2s and let’s define ai2t−1 from the condition j
2 = −1,
using formula (23). ✷
Definition 3. Let’s call the space of linear Nijenhuis tensors the set of ten-
sors N (n)j on a fixed complex linear space V ≃ C|
n, defined by formula (10).
Let us consider the map associating to a Nijenhuis tensor N ∈ Nj(V ) on
V ≃ C| n the function ℑ≀N : V → 2ZZ+:
ℑ≀N(ξ) := dim{η | N(ξ, η) = 0} = 2dimC| {η | N(ξ, η) = 0} ∈ 2ZZ+.
Since ℑ≀N(ξ) = ℑ≀N(jξ) we could also consider the function ℑ≀N as the map-
ping ℑ≀N : PV ≃ C| P
n−1 → 2ZZ+. The function ℑ≀N(ξ) is upper semicontin-
uous by ξ: lim
ξ→ξ0
ℑ≀N(ξ) ≤ ℑ≀N(ξ0), ∀ξ0 ∈ V ; it’s also upper semicontinuous by
N : lim
N ′→N
ℑ≀N ′(ξ) ≤ ℑ≀N(ξ), ∀N ∈ N .
Definition 4. Let us say that a linear Nijenhuis tensor N ∈ Nj is of general
position if for almost all ξ we have ℑ≀N(ξ) = 2, i.e. restrictions of N onto
two-dimensional planes vanish only on complex lines save the set of two-
dimensional planes of zero measure.
It is easy to show that the condition in definition 4 is really a condition
of general position: the set of tensors N ∈ Nj with ℑ≀N(ξ) = 2 for a.e. ξ is
open due to semicontinuity and everywhere density is easily proved by using
example 3 below (this is proved in details in appendix).
Example 3. Let us consider a bilinear skew-symmetric map A : ∧2(IRn)→
IRn, defined by the formula:
A(ξ, η) =
n∑
i=1
(ξiηi+1−ξi+1ηi)ei, ξ =
n∑
i=1
ξiei, η =
n∑
i=1
ηiei, ξ
n+1 = ξ1, ηn+1 = η1.
The tensor A satisfies the property that for a.e. vector ξ it follows from the
condition A(ξ, η) = 0 that vectors ξ and η are parallel.
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Define a complex structure j on IR2n = IRn1⊕IR
n
2 by the formula j(ξ⊕η) =
(−η, ξ), and define the corresponding antiinvariant tensor N ∈ N (IR2n),
N : ∧2(IR2n)→ IR2n by the formula:
N(ξ1 ⊕ η1, ξ2 ⊕ η2) = [A(ξ1, ξ2)− A(η1, η2)]⊕ [−A(ξ1, η2)−A(η1, ξ2)].
It’s easy to see that ℑ≀N(ξ) = 2 for a.e. ξ (see appendix for details). ✷
It follows from definition 4 that complex lines might be singled out from
two-dimensional planes by means of a Nijenhuis tensor of general position
N : C| ξ = KerN(ξ, ·) for almost all ξ 6= 0, and for others use continuity.
Hence one might define complex independency of vectors using a Nijenhuis
tensor N of general position: vectors ξ1, . . . , ξr are complex independent if
for any vector ξ from the linear span Λ =< ξ1, . . . , ξr > and any number
s the equality N(ξs, ξ) = 0 implies ξ = const ·ξs, or the same for a small
perturbation of Λ. Moreover, from any complex independent collection of
n = dimC| V vectors in V one can canonically construct by means of the
tensor N a decomposition on complex lines V = ⊕ni=1C| , associating to each
vector its (two-dimensional) N -annihilator (or doing the same after a small
perturbation and then taking the limit when the perturbation vanishes).
Proposition 2 Let N ∈ ∧2V ∗ ⊗ V be a skew-symmetric tensor, antilinear
regardness two almost complex structures j1 and j2 on a complex linear space
V , N ∈ Nj1 ∩Nj2. If N is a tensor of general position then j1 = ±j2.
Proof. Let us consider arbitrary complex line C| ⊂ V , i.e. two-dimensional
complex space, the restriction of the Nijenhuis tensor N on which vanishes, if
we suppose that it is complex generated by the vector ξ such that ℑ≀N(ξ) = 2,
this is the case of general position due to definition 4; the invariance of this
space regarding to j1 and j2 follows automatically. There exists a vector ξ 6= 0
on this line such that the vectors j1ξ and j2ξ are parallel. Actually, up to
dilations, the complex multiplication jk acts on a complex line by rotations:
ϕ 7→ ϕ+ δk(ϕ) 7→ ϕ + π, ϕ ∈ S
1 = IR1(mod 2π).
Changing j2 by (−j2), if needed, one may suppose that δ1(ϕ), δ2(ϕ) ∈ (0, π).
Neither of inequalities δ1(ϕ) < δ2(ϕ), δ1(ϕ) > δ2(ϕ) could be true for all ϕ
since j21 = j
2
2 = −1. Therefore, there exists ϕ such that δ1(ϕ) = δ2(ϕ), i.e.
there exists a vector ξ 6= 0 for which j1ξ = αj2ξ, α ∈ IR \ {0}.
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For any vector η /∈ C| = C| ξ we have:
N(ξ, j1η) = N(j1ξ, η) = N(αj2ξ, η) = N(ξ, αj2η),
i.e. N(ξ, j1η−αj2η) = 0. But j1η ∈ C| η and j2η ∈ C| η (see the remarks before
the proposition that C| η depends not on the structures j1 and j2), and also
C| ξ ∩C| η = {0}. So due to the condition that ℑ≀N(ξ) = 2 almost everywhere
we have j1η = αj2η for any vector η /∈ C| ξ, and hence, by continuity, also for
any η ∈ V . Thus, j1 = αj2, from where α = ±1. ✷
Let us consider a linear space V , two complex structures j1 and j2 on
it and arbitrary Nijenhuis tensor N ∈ Nj1 ∩ Nj2, not necessary of general
position. Suppose that N 6≡ 0. Then there exists a vector θ = N(ξ, η) 6=
0. Note that j1j2θ = N(j1ξ, j2η) = j2j1θ. Therefore the subspace Θ =
< θ, j1θ, j2θ, j1j2θ > is j1- and j2-invariant. Note that Θ is decomposed into
the sum of invariant subspaces:
Θ =< θ+, j1θ
+ > ⊕ < θ−, j1θ
− >,
where θ+ = j1θ + j2θ and θ
− = j1θ − j2θ satisfy the properties j1θ+ = j2θ+,
j1θ
− = −j2θ−. Hence, if the subspace Θ is four-dimensional then there
exist nonzero vectors θ± such that j1θ
± = ±j2θ
±; if on the other side Θ is
two-dimensional then there exists only one of such vectors. Let us denote
Π+ = {ξ | j1ξ = j2ξ}, Π
− = {ξ | j1ξ = −j2ξ}, Π = Π
+ ⊕Π−.
We showed that any vector θ ∈ ImN(·, ·) is represented as a sum of a vector
from Π+ and a vector from Π−. Note that any vector θ ∈ V is represented
as a sum θ = θ(+) + θ(−), where θ(±) =
1
2
(θ ∓ j1j2θ), where N(θ(+),Π
−) = 0,
N(θ(−),Π
+) = 0. Let us denote
K+ =< ξ |N(ξ,Π−) = 0 >, K− =< ξ |N(ξ,Π+) = 0 > .
We have proved:
Proposition 3 For the subspace Πˆ ⊂ V , generated by ImN(·, ·), the fol-
lowing inclusion holds: Πˆ ⊂ Π. Moreover Π+ ⊂ K+, Π− ⊂ K−, V =
K+ + K−. The intersection K+ ∩ K− coincides with the space of vectors
K = KerN(·,Π) := {ξ |N(ξ,Π) = 0}. ✷
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Example 4. Let us consider a linear space V 8 = C| 1⊕C| 2⊕C| 3⊕C| 4, C| s =
< ∂2s−1, ∂2s >, with the standard complex structure j1 and with a structure
j2, which differs from j1 on basis vectors only on C| 3, where j2∂5 = ∂6 + ∂1,
j2∂6 = −∂5 − ∂2. Let’s consider the tensor N ∈ Nj1 ∩ Nj2, given by the
conditions:
N(∂1, ∂3) = ∂1, N(∂5, ∂7) = ∂1, N(C| 1 ⊕C| 2,C| 3 ⊕C| 4) = 0.
We have: Π− = 0, Π = Π+ = C| 1 ⊕ C| 2 ⊕ C| 4, K
− = KerN(·,Π) = C| 4,
K+ = V 8, KerN(·, ·) = 0. ✷
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Chapter 5
Almost complex structures of
general position
and their classification
In this chapter we study the general properties of Nijenhuis tensors and
simplify the corollary from theorem 3 (chapter 3) for almost complex struc-
tures of general position.
Definition 5. We say that an almost complex structure j on O(x) is of
general position at a point x, if for the jet of the Nijenhuis tensor the following
separability property holds: for almost every vector ξ ∈ Tx there exists a
number k = k(ξ) ≥ 0 such that with some trivial connection∇ it follows from
dk∇Nj(ξ, η, ~ν
(k)) = 0, η ∈ Tx, for all ~ν(k) ∈ SkTx, that η ∈ C| ξ =< ξ, jξ >.
Moreover we suppose that the pair (O(x), j) is not isomorphic to the pair
(O(x),−j).
Definition 4 for linear Nijenhuis tensor is obtained from definition 5 when
k ≡ 0. It’s easy to see that the set of almost complex structures j on O(x) of
general position contains an open and everywhere dense set in the set of all
almost complex structures; hence it follows that the set of the points, where
an almost complex structure is of general position, is open. Note that similar
to the linear case for an almost complex structure j of general position from
any complex independent collection of n vectors in Tx one can canonically
construct by means of the tensor Nj a complex polarization: Tx = ⊕ni=1C| .
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Remark 4. An almost complex structure j of general position on O(x) is not
isomorphic to the structure (−j). Actually, for the invariant, introduced in
chapter 2, we have: N
(2)
−j = −N
(2)
j , and for a general almost complex structure
j tensors N
(2)
j and (−N
(2)
j ) (on the fixed tangent space) are nonisomorphic.
Note that (Tx, jx) ≃ (Tx,−jx), and N−j = Nj , from where it follows that
j ≃ (−j) (mod µ2x) on O(x), but almost always j 6≃ (−j) (mod µ
3
x) and the
tensor N
(2)
j is the first generating invariant in A
∞
j , which distinguish, in
general case, almost complex structures j and (−j). ✷
Example 5. Consider the almost complex structure in IR4, defined by the
equalities:
j∂1 = ∂2, j∂3 = ∂4 + (x
2)2∂1 + ε(x
3)2∂2,
j∂2 = −∂1, j∂4 = −∂3 − (x
2)2∂2 + ε(x
3)2∂1.
For ε = 0 almost complex structures j and (−j) are isomorphic, and for
ε 6= 0 are not. It’s easy to see that the given almost complex structure for
any ε 6= 0 is of general position. ✷
Theorem 6. Let us suppose that almost complex structures jL on OL(x) and
jM on OM(y) are of general position.
1◦. Let us suppose that there exists a mapping u : OL(x) → OM(y),
which conjugates NjL with NjM and is a diffeomorphism on the image. Then
u is either pseudoholomorphic or antipseudoholomorphic mapping: jM ◦u∗ =
±u∗ ◦ jL.
2◦. If the Nijenhuis tensors are conjugated formally, NjM ◦u
∧2
∗ ≡ u∗ ◦NjL
(modµ∞x,y), and the dimensions of manifolds L and M are equal, 2l = 2m,
then the almost complex structure jL is formally equivalent to exactly one of
the structures jM or (−jM).
Proof. Let us consider the case of smooth conjugacy of the Nijenhuis tensors;
the formal one is obtained by passing on to series. Let NjM ◦∧
2u∗ = u∗ ◦NjL.
One may choose complex parallelizations Tx′L = ⊕
l
1C
| and Ty′M = ⊕
m
1 C
|
such that the mapping u∗ includes one into the other. Therefore the image
u(L) is jM -invariant. Hence one can consider the case of the manifolds of the
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same dimensions 2l = 2m and suppose that u is a diffeomorphism. Thus we
have at a point y′ ∈ u(L)∩M the Nijenhuis tensor NjM = u∗ ◦NjL ◦ (u
∧2
∗ )
−1
and two complex structures jM and u∗◦jL◦u−1∗ on Ty′ , regardness to which it
is antilinear. Note that the statement of proposition 2 holds true if instead of
the tensor N one considers the jet ⊕kdkNj of the Nijenhuis tensor of general
position. Therefore, jM = ±u∗jL, and since an almost complex structure j
of general position is not isomorphic to (−j), the theorem is proved. ✷
Remark 5. The theorem is not true for almost complex structures not of
general position. If jL on OL(x) and jM on OM(y) are structures of general
position then the Nijenhuis tensors of almost complex structures jL⊕jM and
jL ⊕ (−jM ) on OL(x)×OM(y) coincide, while the structures themselves are
neither isomorphic nor antiisomorphic. ✷
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Chapter 6
Two special cases
6.1 Almost complex structures in IR4
Let us consider an almost complex structure j in IR4 in a neighborhood
of zero. Suppose that (Nj)0 6= 0. In this case the image ImNj(·, ·) is two-
dimensional and complex generated by a vector Nj(ξ, η) 6= 0 for any two
complex independent vectors ξ and η. Consider a two-dimensional distribu-
tion Π2x = Im(Nj)x ⊂ Tx = TxIR
4. This distribution is an invariant of almost
complex structure and hence invariants of this distribution lead to invariants
of the almost complex structure.
An important invariant of a distribution is the Tanaka invariant ([T],
[Y]): a collection of graded Lie algebras Q(x) for each point x, associated to
the filtered algebras {Dp(x) ⊂ Tx}p≥1, where the module of sections D(p) of
the distribution Dp is defined as (p − 1)-th derivative: D(p) = ∂(p−1)D(1) =
∂(p−2)D(1)+ [D(1), ∂(p−2)D(1)], [·, ·] being the commutator of the vector fields,
and ∂(0)D(1) = D(1) is the sections module of the initial distribution D1; the
Lie product is induced by the commutator of vector fields.
Let us suppose that the first derivative of the distribution Π2∗ is nontrivial
at the point: (∂(1)Π2)0 6= Π20. Then we have a three-dimensional distribution
Π3 = ∂(1)Π2 in O(0). There exist vectors ξi = ξi(x) 6= 0, i = 1, 2, 3, in the
space Π3x ⊂ Tx such that Nj(ξ1, ξ3) = ξ1, Nj(ξ2, ξ3) = −ξ2. Actually, for any
ξ3 ∈ Π3 \ Π2 the mapping η 7→ N(η, ξ3) is an orientation reversing isomor-
phism of Π2, and hence there exist two one-dimensional invariant subspaces.
Consider a vector ξ1 on one of them. We have: N(ξ1, ξ3) = fξ1, f 6= 0. Let’s
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change the vector ξ3 7→
1
f ξ3. Then N(ξ1, ξ3) = ξ1 and N(jξ1, ξ3) = −jξ1, i.e.
we may take ξ2 = jξ1.
Denote by Υ1 =< ξ1 > and Υ2 =< ξ2 > the one-dimensional subspaces
generated by the vectors ξ1 and ξ2, Π
2
x = (Υ1)x ⊕ (Υ2)x. Let us note that
if the half-space (Π3x)
+ ⊂ Π3x \ Π
2
x, in which lies the vector ξ3, is fixed then
the vector is defined up to Π2x-shifts: ξ3 7→ ξ3 + α1ξ1 + α2ξ2. If one changes
the half-space: ξ3 7→ ξ˜3 = −ξ3, then the vectors ξ1 and ξ2 (and hence the
distributions Υ1 and Υ2) interchanges: ξ˜1 = ±ξ2, ξ˜2 = ±ξ1. Selecting a
half-space in Π3x \ Π
2
x, i.e. an orientation on Θ
1
x = Π
3
x/Π
2
x, we fix which
one of the distributions Υ1 and Υ2 is the first and which is the second;
changing this orientation we change the numeration. In other words, there is
a canonical orientation on the two-dimensional space Θ1x×P (Π
2
x). Let us call
this orientation the Θ-orientation. Note also that there’s singled out a pair
of two-dimensional affine subspaces in the space Π3x: {±ξ3 + α1ξ1 + α2ξ2},
i.e. there’s fixed a metric on Θ1x. Let us call it the Θ-metric.
Consider now the cofactor Ξ1x = T
4
x/Π
3
x of the subspace Π
3
x ⊂ Tx. There
exists a vector ξ4 /∈ Π
3
x such that Nj(ξ1, ξ4) = ξ2, Nj(ξ2, ξ4) = −ξ1. In its
half-space T 4x \ Π
3
x it is determined up to Π
2
x-shifts: ξ4 7→ ξ4 + α1ξ1 + α2ξ2,
and so there exists a natural metric on Ξ1x. Let us call it the Ξ-metric. Under
the change of half-space ξ4 7→ ξ˜4 = −ξ4 in one of two subspaces Υ1 or Υ2 the
orientation changes: ξ1 7→ −ξ1 ξ2 7→ −ξ2. Therefore there’s determined the
natural orientation of the space Υ11×Υ
1
2×Ξ
1. Let us call it the Ξ-orientation.
Let us call the ΥΘΞ-invariant the pair of distribution Υi and Θ- and Ξ-
metrics and orientations. From the arguments above together with theorem 6
it follows
Theorem 7. Let the Nijenhuis tensors of almost complex structures j1 in
OIR4(x) and j2 in OIR4(y) do not equal to zero and the first derivative of the
distribution Π2 is nontrivial, ∂(1)Π2 6= Π2. Pseudoholomorphic or antipseu-
doholomorphic mapping u : (OIR4(x), j1) → (OIR4(y), j2) exists if and only
if there exists a mapping OIR4(x) → OIR4(y), which transforms one ΥΘΞ-
invariant to the other. ✷
Remark 6. In the case if the second derivative of the distribution Π2 does
not coincide with the first, ∂(2)Π2 6= ∂(1)Π2 6= Π2, i.e. (∂(2)Π2)x = T
4
x , the
Tanaka invariant ([T]) — graded Lie algebra — has the underlying space of
the form
Q(x) = Q(x)1 ⊕ Q(x)2 ⊕ Q(x)3 ≃ Π
2
x ⊕Θ
1
x ⊕ Ξ
1
x.
34
In this case, because of the gradation, the Lie product is determined by
a 2-form on Π2x with values in Θ
1
x and by 1-form on Π
2
x with values in
Hom(Θ1x,Ξ
1
x). Due to existence of the Θ- and Ξ-metrics and orientations
and due to the decomposition Π2x = (Υ1)x ⊕ (Υ2)x, the Lie algebra struc-
ture on Q(x) is given by elements ω2x ∈ (Υ1)
∗
x ⊗ (Υ2)
∗
x = Hom(Υ1,Υ
∗
2)x and
ω1x ∈ (Υ1)
∗
x ⊕ (Υ2)
∗
x. Thus the Tanaka invariant gives us two additional
invariants: ω1 and ω2. ✷
6.2 Lie almost complex structures
Let us consider an almost complex structure j and its Nijenhuis tensor
Nj . This tensor defines a bilinear skew-symmetric map Nj : D ⊗ D → D
on the module D of vector fields. In general this map is not a Lie product.
Actually, from the Jacobi identity for the elements ξ, η, jζ
N(ξ, N(η, jζ)) +N(η,N(jζ, ξ)) +N(jζ, N(ξ, η)) = 0
it follows that
jN(ξ, N(η, ζ)) + jN(η,N(ζ, ξ))− jN(ζ, N(ξ, η)) = 0,
which together with the Jacobi identity for ξ, η, ζ gives:
N(ξ, N(η, ζ)) ≡ 0. (25)
Thus (D, N(·, ·)) is a Lie algebra iff identity (25) holds. Let us denote by
Πx ⊂ Tx the subspace generated by ImN(·, ·) and denote Ax = {ξ |N(ξ, ·) ≡
0}. Formula (25) is equivalent to the inclusion of (j-invariant) subbundles
Π ⊂ A ⊂ TX .
Definition 6. Let us call an almost complex structure j on X Lie almost
complex structure if its Nijenhuis tensor Nj defines a Lie algebra structure
on the module D.
From theorem 6 (chapter 5) and the arguments above it follows
Theorem 8. A Lie almost complex structure j defines a solvable Lie algebra
G = (D, Nj(·, ·)) with the solvability rank 2: G(2) = 0. Lie almost complex
structures of general position are equivalent or antiequivalent (formally or
smooth) iff the corresponding Lie algebras (D, N(·, ·)) are equivalent. ✷
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Thus the theorem reduces the classification of Lie almost complex struc-
tures to the classification of Lie algebras bundle (Lie algebras structures on
the tangent spaces Tx′X), i.e. to the analysis of Lie multiplication deforma-
tions; let us note that not all such deformations realize, see remark 3.
Remark 7. Let us consider Nijenhuis (sub)algebra ANj , which is generated
by the complex structure j by means of the algebraic commutator [A,B] =
B∧¯A − (−1)degAdegBA∧¯B and the Nijenhuis bracket |[·, ·]|, in the algebra of
vector-valued forms Ω•⊗D on the manifoldX (see [FN], [ALV], the notations
are similar to [KS]). Here Ω• is the algebra of scalar valued differential forms
and D is the module of vector fields. Note that in the case of Lie almost
complex structure ANj = < j,Nj , j ◦ Nj >. Actually, as formulae (2.9),
(2.10), (2.16), (5.6), (5.8), (5.22), (5.23) from [FN] together with the Jacobi
identity Nj∧¯Nj = 0 for Nj show, the following equalities hold true:
[j, j] = 0, [j, Nj ] = −3j∧¯Nj =
3
2
Nj∧¯j = −3j ◦Nj , [j, j ◦Nj ] = 3Nj ,
[Nj , Nj] = 2Nj∧¯Nj = 0, [Nj , j ◦Nj ] = 0, [j ◦Nj , j ◦Nj ] = 0,
|[j, j]| = Nj , |[j, Nj ]| = 0, |[j, j ◦Nj ]| = −
1
2
Nj∧¯Nj = 0,
|[Nj , Nj ]| = 0, |[Nj , j ◦Nj ]| = 0, |[j ◦Nj, j ◦Nj ]| = 0.
It follows from the example below that the values set of (ANj )x at the point
x is not sufficient for formal classification of the almost complex structure,
i.e. ANj 6= A
∞
j , see the beginning of chapter 2. ✷
Example 6. Let us consider the almost complex structure defined by the
formulae:
j∂1 = ∂2, j∂3 = ∂4 + f(x
5)∂1, j∂5 = ∂6,
j∂2 = −∂1, j∂4 = −∂3 − f(x5)∂2, j∂6 = −∂5.
The Nijenhuis tensor on the basis vectors is given by the identities:
Nj(∂1, ·) = Nj(∂2, ·) = Nj(∂3, ∂4) = Nj(∂5, ∂6) = 0,
Nj(∂3, ∂5) = −Nj(∂4, ∂6) = f
′(x5)∂2, Nj(∂3, ∂6) = Nj(∂4, ∂5) = f
′(x5)∂1.
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One can see that the structure j is not formally classified by the algebra
(ANj )x. Actually, for f(x
5) = ε ·x5, there is an additional independent invari-
ant (dNj)0, and for f(x
5) = x5 + ε(x5)2 the algebra ANj also is not sufficient
for distinguishing the structures corresponding to different ε, even though
the Nijenhuis tensors are conjugated in all the point from the neighborhood
of x. ✷
Remark 8. Let us consider the Nijenhuis tensor of a Lie almost complex
structure j in O(x). There exists an increasing j-invariant filtration Θk ⊂ Tx,
where Θk is generated by Im d
kN(·, ·, ∗). One can relate to a point x the
following invariant: the associated graded (j-)complex Lie algebra regardness
N -product — ⊕Vk, Vk = Θk/Θk−1. ✷
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Appendix A
Linear Nijenhuis tensors of
general position
Here we prove that tensors N ∈ Nj satisfying the condition of definition 4
of chapter 4 are actually the tensors of general position in Nj. Let V ≃ C|
n
be the complex linear space.
Theorem 9. The set Uj of all tensors N ∈ Nj(V ) such that ℑ≀N(ξ) = 2 for
almost all ξ ∈ V is open and everywhere dense in Nj.
Proof. 1◦. Let us fix a complex basis on V , i.e. we fix an isomorphism
V = C| n. Let us also fix a Euclidean structure on V in which the basis is
orthonormal; in particular the automorphism j is an orthogonal transforma-
tion. Consider an (n−1)-dimensional complex subspace Π ⊂ V , i.e. (2n−2)-
dimensional subspace invariant under j. Consider the mapping Nξ : Π→ V ,
Nξ(η) = N(ξ, η), where ξ /∈ Π. The last condition means that the complex
line C| ξ =< ξ, jξ > is transversal to Π. Let us fix an orthonormal complex
basis η1, . . . , η2n−2 in Π, η2k = jη2k−1. Define the function αN : V \Π→ IR as
the (2n− 2)-dimensional volume of the body {
2n−2∑
k=1
xk ·Nξ(ηk) | 0 ≤ xk ≤ 1}.
The condition ℑ≀N(ξ) = 2 of definition 4 is equivalent to αN(ξ) > 0 for
ξ ∈ V \ Π.
Note that the square of the function αN(ξ) is a rational fracture of the
variable ξ = (ξ1, . . . , ξ2n). So if αN 6≡ 0 then the set of ξ such that αN (ξ) = 0
is a hypersurface (actually a cone over a surface) and so has the measure 0.
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2◦. Show that the set Uj in Nj is nonempty. Really, consider the tensor
N ∈ Nj defined by
N(~z, ~w) =
(
0,
∣∣∣∣∣ z¯1 z¯2w¯1 w¯2
∣∣∣∣∣ ,
∣∣∣∣∣ z¯1 z¯3w¯1 w¯3
∣∣∣∣∣ , . . . ,
∣∣∣∣∣ z¯1 z¯nw¯1 w¯n
∣∣∣∣∣
)
,
where ~z = (z1, . . . , zn) ∈ C|
n, ~w = (w1, . . . , wn) ∈ C|
n and z¯k = xk − jyk for
zk = xk + jyk. One easily sees that if z1 6= 0 and ~w 6= λ~z for any λ ∈ C| then
N(~z, ~w) 6= 0. So here we have αN(ξ) 6= 0 for all ξ /∈ Π = {~z | z1 = 0}.
3◦. Show that Uj is open in Nj. Let N ∈ Uj ⊂ Nj. Consider the set
{ξ | αN (ξ) = 0, |ξ| = 1}. This is a hypersurface in S2n−1 ⊂ V . Let W be a
small neighborhood of it. Let a > 0 be the minimum of αN on the closure
S2n−1 \W . There exists a neighborhood Y of N in Nj such that for any
N ′ ∈ Y we have
αN ′(ξ) >
a
2
, ξ ∈ S2n−1 \W.
Hence αN ′ 6≡ 0 and N ′ ∈ Uj according to 1◦, and we have proved the desired
inclusion Y ⊂ Uj.
4◦. Let us prove that Uj is everywhere dense in Nj . Let N ∈ Nj and let
N0 ∈ Uj be the tensor constructed in 2◦. Consider the 1-parameter family
Nε = εN + (1 − ε)N0 ∈ Nj . We have: N1 = N . The square of the function
αNε(ξ) is a rational fracture of ε. This function is not equal to zero for ε = 0
for almost all ξ. So it could not be zero identically. In particular there exists
a number ε0 > 0 such that for any ε ∈ (1− ε0, 1) the function αNε does not
vanish identically, i.e. Nε ∈ Uj . ✷
In the same way one could prove the theorem ”without j”. Let the set
V consist of all vector two-forms A ∈ ∧2(IRn)∗ ⊗ IRn such that for almost all
ξ ∈ IRn the equality A(ξ, η) = 0 implies that η = λξ for some λ ∈ IR.
Theorem 10. V is open and everywhere dense in ∧2(IRn)∗ ⊗ IRn. ✷
One of the forms A ∈ V is given in the example 3 from chapter 4. We
prolong this tensor A to the tensor N on the complexified space IRnC| =
C| n ≃ IRn ⊕ IRn = IRn ⊕ jIRn as is shown in the example. Let us show that
ℑ≀N = 2 almost everywhere. Really, consider ξ1 = (1, . . . , 1), η1 = (1, . . . , 1),
Π = {(0, ∗, . . . , ∗) ⊕ (0, ∗, . . . , ∗)} ⊂ IRn ⊕ jIRn. Let ξ2 = (0, ξ22, . . . , ξ
n
2 ) and
η2 = (0, η
2
2, . . . , η
n
2 ) be two vectors from Π (ξ
1
2 = η
1
2 = 0). We have:
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N(ξ1 ⊕ η1, ξ2 ⊕ η2) =
[
n∑
k=1
(ξk+12 − ξ
k
2 )ek −
n∑
k=1
(ηk+12 − η
k
2)ek
]
⊕
[
−
n∑
k=1
(ηk+12 − η
k
2 )ek −
n∑
k=1
(ξk+12 − ξ
k
2 )ek
]
.
So if Nξ1⊕η1(ξ2⊕ η2) = 0 then
n∑
k=1
(ξk+12 − ξ
k
2 )ek = 0,
n∑
k=1
(ηk+12 − η
k
2)ek = 0,
from where we have ξk2 = η
k
2 = 0, k = 2, . . . , n. Hence αN(ξ1 ⊕ η1) > 0 and
ℑ≀N(ξ1⊕ η1) = 2, which means that N is of general position (see the proof of
theorem 9).
Remark 9. We can construct tensors A ∈ V, A : ∧2IRn → IRn, such that
A(ξ, η) = 0 only for parallel vectors ξ and η. Let us denote them by V0. For
n = 2: V0 = [∧2(IR
n)∗ ⊗ IRn] \ {0}. For n = 3 we can take as example of A
the usual vector product IR3∧ IR3 → IR3. Let us consider the case n = 4. We
have the Plu¨cker-Grassmann mapping:
PG : ∧2IR4 → IR4, (ξ.η) 7→ θ = (θrs)1≤r<s≤4,
where θrs =
∣∣∣∣∣ ξ
r ξs
ηr ηs
∣∣∣∣∣. The image Im(PG) is the quadric (cone) given by
the equation
C : {θ12θ34 − θ13θ24 + θ14θ23 = 0}.
Let us take the four-dimensional subspace {θ12 = −θ34, θ13 = θ24} in IR
6.
The orthogonal projection pr on this subspace is given by the formulae:
µ1 = θ12 − θ34,
µ2 = θ13 + θ24,
µ3 = θ14,
µ4 = θ23.
So by composition pr ◦PG we obtain the map A : ∧2IR4 → IR4. This map
satisfies the property that A(ξ, η) = 0 only for parallel ξ and η. Actually, in
this case θ12 = θ34, θ13 = −θ24, θ14 = 0, θ23 = 0. Substituting these equalities
into the formula for C we have
θ212 + θ
2
13 = 0,
40
i.e. θrs = 0 for all 1 ≤ r < s ≤ 4, which means that ξ is parallel to η.
As in the formula of example 3 we could construct a mapping NA :
∧2IR2n → IR2n, IR2n = IRn ⊕ IRn = IRn ⊕ jIRn, NA ∈ Nj. But this map
does not satisfy the property that NA(ξ, η) = 0 only for C| -dependent vec-
tors ξ and η (note that in difference with definition 4 here we require that the
property holds not almost always but always). Actually, the author do not
know whether there is for any n the tensor N ∈ N (n)j such that N(ξ, η) = 0
implies ξ ∈ C| η unless η = 0. ✷
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