We empirically analyze Taylor-type equations for short-term interest rates in the United Kingdom using quarterly data from 1970Q1 to 2006Q2. Starting from strong evidence against a simple linear Taylor rule, we model nonlinearities using logistic smooth transition regression (LSTR) models. The LSTR models with time varying parameters consistently track actual interest rate movements better than a linear model with constant parameters. Our preferred LSTR model uses lagged interest rates as a transition variable and suggests that in times of recessions the Bank of England puts more weight on the output gap and less so on inflation. A reverse pattern is observed in non-recession periods. Parameters of the model do not change after 1992, when an inflation target range was announced. We conclude that for the analysis of historical monetary policy and for interest rate forecasting, the LSTR approach is a viable alternative to linear reaction functions.
Introduction
Following the work of Taylor (1993) , fairly simple linear interest rate reaction functions have been used to analyze and evaluate monetary policy of central banks. There is, however, an ongoing debate on how to model these decisions empirically. In line with the New Keynesian theory discussed in Clarida, Galí & Gertler (1999) , a forward looking approach to estimate a central banks' reaction function is widely used. Alternatives include backward looking and contemporaneous Taylor rules (see e.g. Gerlach & Schnabel (2000) , Gerlach-Kristen (2003) , Gerdesmeier & Roffia (2004) and Surico (2003) ). Typically, empirical results depend to some extent on the used estimation techniques and sample period. Another serious problem with the empirical results reported in the literature is that parameters from linear models seem to be rather unstable over time (see e.g. Judd & Rudebusch (1998) 
for the US economy).
A look at the history of monetary policy in the UK illustrates that the Bank of England's (BoE) policy towards inflation and interest rate setting has quite likely changed over time. Although an inflation reducing policy in has been announced in 1976, a specific inflation target range was only introduced after the pound crisis that led to the break down of the European Monetary System (EMS) in 1992. While an average target for inflation of 2.5 percent was already officially announced in 1995, the BoE gained operational autonomy to fulfill the inflation target set by the Her Majesty's Treasury (HMT) only in May 1997. Recent empirical literature (see e.g. Martin & Milas (2004) , Kesriyeli, Osborn & Sensier (2004) , Assenmacher-Wesche (2006) , and Kharel (2006) ) points out time-varying and nonlinear evidence in the relationship between nominal interest rates set by the central bank and deviations of output and inflation from their corresponding target values. Thus, a strictly linear rule-based approach may not adequately reflect the actual interest rate setting behavior in the UK.
To analyze possible changes in monetary policy, Assenmacher-Wesche (2006) uses a Markovswitching approach to estimate central banks' reaction functions of the US, UK and Germany. She models abrupt switches, indicating different reactions dependent on existing inflationary pressure. A drawback of the Markov-switching approach is that it does allow for slow transitions between different states. To incorporate slowly changing behavior, some authors estimate nonlinear Taylor rules using smooth transition regressions. In these models, the speed of transition between regimes is not predetermined. Smooth changes are typically induced by a time trend as a transition variable. More abrupt switches are obtained using an economic variable as transition variable. For instance, Kesriyeli et al. (2004) conducted an analysis for the US, Germany and the United Kingdom using monthly data starting in 1984. In their backward looking Taylor rules, the transition variable is either the first difference of a lagged interest rates or a linear trend. Martin & Milas (2004) estimate a logistic smooth transition regression (LSTR) model with two regime switches for UK's monetary policy over a broad time span using nonlinear least squares and instrumental variable estimators. They focus on determining varying behaviour of the Bank of England (BoE) induced by inflation changes. They find stronger reactions on increasing inflation if inflation is above the target than on decreasing inflation below the target after 1992 and, more general, a smaller influence of inflation on the interest rate before 1992. Kharel (2006) estimates an LSTR model for the sample after the decision on inflation targeting in 1992Q3 using a forward looking approach and confirms the findings of Martin & Milas (2004) detecting the bias towards deflation in BoE's monetary policy, keeping inflation below the target of 2.5 percent on average.
Thus, there is some evidence for nonlinearities in the interest rate reaction function for the UK. These nonlinearities may reflect the structural changes related to monetary policy changes in the UK that have been going on in the past decades. In this paper, we take a closer look at these nonlinearities within a smooth transition regression model (see e.g. Teräsvirta (1998) , van Dijk, Terävirta & Franses (2002) and Teräsvirta (2004) ). We estimate LSTR models for forward looking interest rate reaction functions in the UK using data from 1970Q1-2006Q2. We use the forward looking interest rate (in the spirit of Clarida, Galí & Gertler (1998) ) to reflect that future inflation is the relevant quantity for todays central bank's interest rate decision.
Alternative logistic smooth transition regression models are specified which differ with respect to the chosen transition variable. We find that all considered nonlinear models outperform the simple linear specification in terms of model fit and the ability to track the actual interest rate. Our preferred model specification is a LSTR model where a lagged interest rate is used as a transition variable. From this model we indeed find evidence for changing parameters on both inflation and the output gap. In periods of recessions, the BoE seems to have put more weight on the output gap and less so on inflation. A reverse pattern is observed for non-recession periods. Another interesting observation from this model is the fact that changes in the parameters only occurred prior to 1992. After this date, which coincides with the decision for inflation targeting, the parameters of the Talyor-type relation are constant. Thus our empirical model is consistent with the fact that monetary policy goals have not greatly changed after 1992. Overall, we find for the UK, that the smooth transition regression approach of this paper is a viable alternative to the widely used linear Taylor-type rules if interest is in the analysis of historical monetary policy or in forecasting interest rates.
The remainder of the paper is organized as follows. Section 2 introduces the smooth transition regression modeling framework and the empirical equations for nonlinear interest rate reaction functions. The empirical analysis including a comparison to the linear model is contained in Section 3. Section 4 focuses on the economic interpretation of our results and finally Section 5 concludes.
The Modeling Framework
Since the seminal paper by Taylor (1993) the nominal interest rate set by central banks is often assumed to depend on the output gap and on inflation. Our starting point is the forward looking Taylor-type reaction function (see e.g. Clarida et al. (1998) ), where the nominal interest rate r * t depends on the deviation from an inflation target, E[π t+1 |Ω t ]−π * , and on the output gap, E[y t |Ω t ]− y * t . Letr denote the long-run equilibrium rate, then r * t can be expressed as
Following Clarida et al. (1998) , we define α =r − βπ * and y gap t = y t − y * t to write (2.1) as
In empirical specifications, additional terms are needed to account for the fact that interest rate changes are smooth. Thus a typical specification assumes that the actual rate adjusts only partially according to J j=1 ρ j )γ and unobserved variables have been replaced by realized values. In this paper, we extend this linear specification by introducing a smooth transition regression (STR) model. The STR model is discussed in detail in Teräsvirta (1998 ), Teräsvirta (2004 and applied to our setting allows to model smooth changes in the reaction function of the central bank. To be more specific, we start with a model where we allow all coefficients to vary over time, including those of lagged interest rates.
1 For this purpose,
we introduce a nonlinear term in (2.4) such that the model is written as
where α * 0 , β * 0 , γ * 0 and ρ 0j , j = 1, 2 are the parameters in the linear part of the model and α * 1 , β * 1 , γ * 1 and ρ 1j , j = 1, 2 are the parameters in the nonlinear part of the model. The error terms ε t are assumed to be iid (0, σ 2 ). The transition function
is a logistic function, where s t denotes a particular transition variable. In our application, s t will either be a linear deterministic trend or an economic variable. c k denotes particular threshold values to be determined from the data. We consider models with K = 1 and K = 2. For K = 1 the parameters may change monotonically depending on the variable s t . For instance, the parameter on inflation may change from β * 0 to β * 0 + β * 1 . We refer to this model as a LSTR1 in the following. If K = 2 the parameters change systematically around the point (c 1 + c 2 )/2. This model is called the LSTR2 in the following. The choice of K is an empirical question. The parameter θ > 0 governs the speed of transition between two regimes. The smaller θ > 0 in equation (2.6), the smoother is the transition between regimes. The speed of transition not predetermined in this model but estimated from the data. Note that this specification also nests the linear model for the case when the transition function is constant (see also Teräsvirta (2004) for more details on STR models). In the empirical specification, tests for linearity are conducted and for this purpose, it is convenient to rewrite the model (2.5) in compact notation as
where for instance for J = 2 on has z t = (1, r t−1 , r t−2 , π t+1 , y gap t ) as the vector of regressors and the vectors φ = (α * 0 , ρ 01 , ρ 02 , β * 0 , γ * 0 ) and ψ = (α * 1 , ρ 11 , ρ 12 , β * 1 , γ * 1 ) contain the parameters from the linear and the nonlinear part, respectively. This modeling framework provides a fairly flexible way to model possible nonlinearities in the central bank's reaction function. The choice of the transition variable s t as well as the number of regimes is an empirical question and is therefore discussed in the empirical analysis in the Section 3.
3 Empirical Analysis
The Data
To estimate the interest rate setting rule discussed above for the UK, we use quarterly data for a sample period of 1970Q1:2006Q2. The three-month Treasury bill rate provided by the IMF-IFS database is used as the short-run nominal interest rate r t . Another proxy would be the interbank overnight rate because of the flat yield curve between the bank rate and the interbank overnight rate. We stick to the Treasury bill rate because the other data are only available from 1978Q1 onwards and no significant differences occur. Inflation π t is calculated as a year-to-year change π t = 100 · (P t − P t−4 )/P t−4 of the retail price index (RPI), denoted by P t . Because starting in 1992 the BoE reports the retail price index without mortgage prices (RPIX), we construct the inflation series using the RPI until 1992Q3 and the RPIX afterwards. Both series are taken from the EcoWin Economics database. The output gap y gap t is constructed by using HP-filtered real GDP as measure for trend output and substracting it from the actual GDP series. Quarterly real GDP data are taken from the OECD Main Economic Indicators.
2 Figure 1 shows the seasonally adjusted series for interest and inflation rate as well as for the output gap. While these series show some persistence, we follow the standard practice in this literature and do not consider the possibility of unit roots in the interest rate and the inflation rate as they are not plausible from an economic point of view. Besides domestic variables, we also include the US federal funds rate in some of our models to account for foreign effects. 
Testing for STR nonlinearities
We start the empirical analysis by estimating the linear model in equation (2.4) using ordinary least squares (OLS) 4 . Using bootstrapped Chow sample split and break point tests we find evidence for 2 Since monthly real GDP data is not available for the UK, we also estimate the monthly data model using the industrial production index. Results are available on request. 3 We also tried to include the German call money market rate, German M3 money and the Dollar/Pound exchange spot rate. These additional variables turned out not to be very important in our models. Consequently, the corresponding results are not shown. 4 Forward looking Taylor rules are commonly estimated using GMM estimation due to the involved expectations.
However, we feel that results depend crucially on the choice of instruments and feel encouraged not to use GMM, as changing parameters in the model, hence a linear model with constant parameters is clearly rejected for the full sample period (1970Q1:2006Q2). Therefore, we explore the possibility that nonlinear LSTR models can capture the changes in the parameters.
To detect nonlinear pattern in the form of equation (2.5), we perform LM-type linearity test. Details on this approach are given in Teräsvirta (1998) and Teräsvirta (2006) . Since the model is only identified under the alternative of nonlinearity as written in equation (2.5), a third-order Taylor approximation around θ = 0 is done for
From the Taylor expansion one obtains
wherez t denotes the vector of z t without the constant when s t is an element of z t . Under the null hypothesis of linearity, δ j = 0 ∀ j; under the alternative δ j = 0 for at least one j. The test procedure considers each regressor as a candidate transition variable and is implemented as an Fsignificance test. In case of rejecting the null for several specifications, we tend to use the variable with the strongest rejection of the null (with the lowest p-value). The test results for two different subsamples are given in Table 1 . The p-values of the joint significance test are given in the first column denoted by F. To make a decision on the number of regime shifts K, we consider three other hypotheses for which the p-values of the corresponding F statistics are given in the columns labled F4, F3 and F2 in Table 1 , respectively. Following Teräsvirta (2004), the three hypothesis are H 04 : δ 3 = 0, H 03 : δ 2 = 0|δ 3 = 0 and H 02 : δ 1 = 0|δ 2 = δ 3 = 0 from equation (3.1), an LSTR1 model would be proposed by the strongest rejection in either H 04 or H 02 , whereas the smallest pvalue being the one for H 03 would imply to model nonlinearities via LSTR2 (or exponential STR) models.
Using this test strategy, we find that in a model with a trend as transition variable, the linear model with constant parameters is rejected (in line with the results from the Chow tests) and a LSTR with K = 1 (LSTR1) model is suggested. For the full sample, the tests suggest a linear specification if the inflation rate is used as a transition variable. In contrast, a LSTR1 model is suggested in the shorter subsample starting in 1978Q1. Furthermore, the linear specifications are typically rejected when either the output gap or lagged interest rates are considered as a transition variable. Interestingly, we do not find evidence for a STR model with the US federal funds rate as a transition variable. In summary, the trend, the output gap and the lagged interest rates seem to be among the set of possible transition variables. The evidence is less clear for the one-period ahead value of the inflation rate. The choice of K = 1 or K = 2 is not very clearcut. Therefore, we estimate different models suggested by the linearity test and check their ability to describe the data. The alternative models are described in the following subsections.
LSTR Models with a Trend as a Transition Variable
In this section we discuss the results from LSTR models that use a linear deterministic trend as a transition variable. This model allows only one smooth transition between the parameters of two the linear OLS estimation fits the results of Clarida et al. (1998) TSLSE quite well.
states. We estimate these and all following LSTR models by conditional maximum likelihood. A grid search determines initial values for the coefficients θ and c. We fix θ and c and estimate the remaining parameters as functions of both. This is done for a set of grid points with in advance specified boundaries. The one specification with the minimum sum of squared residuals is used for conditional maximum likelihood estimation using the Newton-Raphson algorithm. Note that the proposed lag length in the linear specification does not have to be best choice for the fitted nonlinear model, but works as a good first guess. Model evaluation is done in terms of tests of residual autocorrelation at lag 2 and 4, remaining additive nonlinearity and nonconstancy of parameters. Furthermore, we perform residual tests for non-normality and ARCH effects. For a derivation of these tests based on third-order Taylor approximations see e.g. Teräsvirta (1998) .
Estimation of the LSTR1 model for the full sample period (1970Q1-2006Q2) leads to a model that is not satisfactory. Although coefficients in the nonlinear part are significant, diagnostic tests provide evidence for remaining nonlinearity and parameter constancy has to be rejected at the 5% level. Therefore, the precise results are not shown to conserve space. Instead we report results for a sample period starting in 1978Q1.
The results for the STR models (together with the results of a linear specification) for the sample period (1978Q1-2006Q2) are given in Table 2 together with results from diagnostic tests given in Table 3 . The tests do not show any evidence for remaining nonlinearity nor evidence for parameter nonconstancy. Thus, the model seems to be well specified. From the parameter estimates given in Table 2 we find that inflation rate enters significantly in the linear part of the model, while it is insignificant in the nonlinear part. In comparison to the linear model, the inflation coefficient in the linear part increases and, in contrast to the linear model, the output gap coefficient is no longer significant in the linear part but enters the nonlinear part significantly. Thus, we conclude that the nonlinear part contains substantial information. This is also obvious from looking at Figure 2 where we have plotted the transition function together with the implied linear and nonlinear part of r t for both considered sample periods. The transition function deviates from zero right at the time of the recession in 1979 and reaches its turning point shortly before the last recession (1990Q2). The final state is not reached before 1999, i.e. just after introduction of inflation targeting and the EMS II system. Adding the federal funds rate to equation (2.5) results in a steeper transition, but the reduced form coefficients are robust to this. The linear part overstates the actual interest rate, at least since the end of the last recession; the nonlinear part is negative then and brings down the estimated interest rates.
STR models with a trend as a transition variable allow for a one-time smooth change of the coefficients only. Therefore, a more flexible modeling approach is to consider STR models, where the transition depends on different states of the economy. In other words, a more flexible model can be obtained by letting the transition variable s t be an economic variable. In these models, changes in the parameters take place whenever the economic transition variable falls above or below a certain threshold. Such models are considered next.
LSTR Models with the Output Gap as a Transition Variable
In this section we consider LSTR models with the output gap as a transition variable. Empirical results for equation (2.5) with s t = y gap t are given in Table 4 together with results of diagnostic tests in Table 5 . Following the suggestion obtained from the linearity test, we specify LSTR1 and LSTR2 models. The residuals of the LSTR2 model reported in column one of Table 4 are not autocorrelated but show some signs of ARCH effects. The first column of Table 5 reveals no remaining nonlinearity. Parameter constancy is rejected on the 5% but not on the 1% level in a model that excludes the federal funds rate. If the federal funds rate enters the regression, there is some evidence for remaining nonlinearity (in lagged interest rates) but parameters are constant over time. We have also estimated a model for a sample starting in 1978Q1 but find evidence for both, remaining nonlinearities and parameter non-constancy and therefore. Therefore, we do not consider this model in the following. Our preferred model is the LSTR2 for the full sample without the federal funds rate.
The nonlinear behavior of our preferred LSTR2 model is summarized in Figure 3 . The left panel indicates that nonlinearity sets in whenever the economy is right before a recession period and also during the frequent fluctuations in the eighties. Including the federal funds rate results in less peaks in the transition function (results not shown).
LSTR Models with Lagged Interest Rates as Transition Variables
Linearity tests provide support for smooth transition models using lagged interest rates as transition variables and results for these models are summarized in Tables 6 and 7 and Figure 4 . The first column of Table 6 presents estimated coefficients from an LSTR1 with r t−1 as a transition variable. Inflation enters the linear and the nonlinear part significantly, while the output gap is only significant in the nonlinear part. Note, however, that the coefficient on one-period ahead inflation is quite small in the linear part and has a negative sign in the nonlinear part. Very similar coefficient estimates are obtained when considering a LSTR2 model with r t−2 as a transition variable (see 2nd column of Table 6 . Interestingly, the federal funds rate enters in both models significantly in the linear part. When considering the sample 1978Q1:2006Q2, the estimates of the inflation coefficient increase drastically in the linear part, which may reflect the fact that the BoE has put more weight on inflation in the later sample. In line with the estimates for the full sample, the output deviations are still important in the nonlinear part (in a model that include the federal funds rate). The results of the diagnostic tests in Table 7 suggest that (apart from some residual non-normality and ARCH effects) the LSTR1 and LSTR2 model for the full sample and the LSTR1 model with the federal funds rate for the reduced sample are reasonably well specified. In particular, there is neither evidence for remaining nonlinearity nor for non-constant parameters. In contrast, the LSTR1 model without the federal funds rate for the period 1978Q1-2006Q2 (2nd last column of Table 7 shows signs of both non-constant parameters and remaining nonlinearities.
For the LSTR2 (full sample) and the LSTR1 (reduced sample, with federal funds rate) we provide a graphical representation of the nonlinear parts and the transition functions in Figure 4 . In both model the transition sets in at the beginning of the second recession in 1979 and short before the third one in 1989. The different degree of smoothness in the regime changes are due to differences inθ/s.e.(θ), the estimated standardized coefficient of the transition variable. Nevertheless the transition starting points are almost identical. There is mixed evidence for time-varying parameter. In the LSTR2 model regime changes occur regularly and are also relevant after 1992Q3, while in the LSTR1 for the reduced sample no parameter changes occur after 1992.
Comparing Linear and Nonlinear Models
To compare the model fit of the linear and our nonlinear models, we recursively calculate the estimate for the implied target interest rate r * t . In analogy to the linear model the implied target rate is determined by plugging in the estimates to
Here, following Assenmacher-Wesche (2006), we do not apply interest rate smoothing to make the differences easier to visualize. We find that the nonlinear models outperform the linear ones in the sense, that the nonlinear specifications are able to track the actual rate better for most specifications. Figure 5 compares the implied target rates from the linear and nonlinear models with actual rates. The upper left panel shows the actual interest rate and the rate 'predicted' by the linear Taylor rule. For most periods the predicted rate from the linear Taylor rule is below the actual rate. In particular, the linear model does not track the actual target well in volatile times. In contrast, results for the LSTR1 model with a trend as the transition variable (upper right panel) indicate that this model tracks the actual interest rate quite well. The two remaining panels show results for the LSTR2 model with the output gap and the LSTR1 with lagged interest rates as a transition variable. Again, the nonlinear models capture actual interest rate dynamics better than the linear model. To shed some more light on the relative gains from using the nonlinear models, we report relative mean squared errors to compare linear and nonlinear specifications. To be more precise, we compute
where r t denotes the actual interest rate,r t,nonlin andr t,lin denote the fitted values for a particular nonlinear STR model and the linear model, respectively. To make a fair comparison, we also correct for the different number of parameters to be estimated in linear and nonlinear models. The results for different nonlinear STR models and for both considered sample periods are reported in Table 8 . The results are quite clearcut. Any nonlinear model specification outperforms the linear model as indicated by entries well below 1. Thus, we conclude that the model fit of our nonlinear specifications is clearly superior to the simple linear model. A possible reason is, of course, that the linear model does not capture parameter changes due to structural breaks. In the next section we turn to the economic interpretation of our results.
Economic Interpretation
In this section we consider the evolution over time of the key parameters in the Taylor-type equation. For this purpose we focus on the evolution of the coefficients on inflation and the output gap in the structural form of our Taylor specifications. Thus, we need to calculate back the structural form parameters from the reduced form estimation results. Due to the nonlinearity of the model, the structural coefficients are made up of the linear and the nonlinear part. First, we have to account for interest rate smoothing such that
where β 0t and γ 0t are the parameters from the linear part, which are now time varying due to time variation in interest rate smoothing. β 1t and γ 1t denote the parameters from the nonlinear part of the model and finally the overall coefficients are given by
and
A graphical representation of these two time-varying parameters obtained from the LSTR model where a time trend is the transition variable is given in Figure 6 . We show the time varying coefficient on inflation and the output gap for the LSTR1 model fitted to the sample 1978Q1-2006Q2 with and without the federal funds rate as an additional regressor. In the model with the federal funds rate included, the inflation coefficient (left panel) increases steeply around 1986. In contrast, in our preferred model specification (without the federal funds rate), the transition sets in later and the turning point of the coefficient function is exactly at the end of the last recession. The estimated inflation coefficientβ t increases to above unity for most specifications, thus implying an effect on the real interest rate in the later periods. The increase of the inflation coefficient over time may be interpreted as representing a more stringent policy of the BoE. Thus, the bank's policy towards inflation and interest rate setting has clearly changed over time. This is for instance reflected by events like the announcement of an inflation target in 1992 after the pound crisis or operational autonomy of BoE to fulfill inflation target in 1997. These slow changes in preferences are captured by using a trend as transition variable. The right panel of Figure 6 plots the output gap coefficients obtained from equation (4.3). There is some evidence for an increasing importance of the output gap in the BoE's interest setting policy in the later periods. The turning point in the transition function is around the end of the recession period 1990-1992. The left panel of Figure 7 plots the estimated coefficient on inflation obtained from the LSTR2 model for the full sample using output deviations as transition variable. We find small decreases in the inflation coefficient whenever output falls below the trend and in general higher coefficients since 1994. Since the coefficient is smaller than one there will be no influence on the real rate using this policy instrument (result not shown). The estimated coefficient of y gap t is given in the right panel of Figure 7 . Regime shifts appear quite often during volatile times in the beginning of the sample until regimes become more stable at the end. The coefficient on output deviates symmetrically around the estimate from the linear model (indicated by the long dashed line). Thus, there is no sign of asymmetric preferences. Essentially, the output coefficient changes from values around zero to large positive values. The switches also occur in the middle of recession. In case of positive output deviations from trend and increasing inflation, the BoE seems to put more weight on both, inflation and output gap.
Considering now the results based on the preferred LSTR model with lagged interest rate as a transition variable, we give the evolution of the parameters over time in Figure 8 . The inflation coefficient declines sharply whenever being in a recessionary periods. In these times the weight on the output gap increases substantially. Thus, in recession periods the BoE seems to put more weight on output, while weight on inflation increases in non-recession periods. Note that the coefficients on inflation and output gap fluctuate only in the time before 1992, indicating ongoing changes in the preferences of the central bank (possibly due to volatile movements in the economy). Interestingly, after 1992/1993, the coefficient do not change anymore. Thus, in contrast to a linear model, our nonlinear model is able to capture the changing environment at the beginning our sample period and at the same time also indicates more constant parameters in the recent years. Moreover, the implied weight on inflation for the later periods is such that an effect on the real rate is obtained.
Conclusions
Using quarterly UK data for the period 1970Q1-2006Q2 we find strong evidence against a linear Taylor type relation. We find evidence for changing parameters using different Chow test variants and therefore test for the possibility of nonlinearities in form of smooth transition regression models. Alternative logistic smooth transition regression models are specified which differ with respect to the chosen transition variable. All considered nonlinear models outperform the simple linear specification in terms of model fit and the ability to track the actual interest rate.
First, we use a linear trend as a transition variable thereby allowing a one-time gradual change of the parameters. From this model we find evidence for the fact that the BoE's weights on inflation and output gap have indeed changed over time. Against this background we interpret the Bank of England's failure to bring down inflation rates in the 1970s and 1980s as a result of very low weights on inflation during this period.
A more flexible model that allows for more than one gradual change in the parameters uses the output gap as a transition variable. We find that parameters on inflation and the output gap have changed more frequently in the first part of the sample. This reflects the more volatile economic environment of the 1970s and 1980s and the changing UK monetary policy during that time.
Our overall preferred model specification (based on diagnostic tests) is a model where a lagged interest rate is used as a transition variable. From this model we again find evidence for changing parameters on both inflation and the output gap. In periods of recessions, the BoE seems to have put more weight on the output gap and less so on inflation. A reverse pattern is observed for nonrecession periods. Another interesting observation from this model is the fact that changes in the parameters only occurred prior to 1992. After this date, the parameters of the Talyor-type relation are constant. This is consistent with the fact that monetary policy goals have not greatly changed after 1992.
Clearly, the estimated regression equations are based on a purely empirical approach. An extension of this study could therefore include a more detailed analysis of events that drive the nonlinearities and of how these events are related to monetary policy. This information could then be used to analyze changes in central bank preferences in more detail.
In summary, we find that estimating linear Taylor-type rules with constant parameters is not adequate for UK data. This is particular true for time spans with high interest rate and inflation volatility. Findings based on the linear model may therefore be quite misleading and may lead to inferior interest rate forecasts. For the UK case, the smooth transition regression approach followed in this paper is a viable alternative for the analysis of historical monetary policy and for forecasting interest rates. The table presents the linear and nonlinear regression results using a time trend as transition variable for the latter. The first column gives the results for the structural form of the Taylor rule. Estimated standard errors are given in parentheses. *, **, *** denote significance at the 10%, 5% and 1% level, respectively. 
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