We report the observation of a sharp absorption line in the photoluminescence excitation spectra of individual naturally occurring quantum dots in a narrow (2.8 nm) GaAs͞Al 0.3 Ga 0.7 As quantum well that is remarkably constant throughout the sample. We propose that it is identified as the delocalized two-dimensional exciton. This assignment is confirmed by photoluminescence and photoluminescence excitation diffusion experiments. PACS numbers: 78.40.Fy, 78.55.Cr, 78.66.Fd Excitons in narrow quantum wells and wires tend to be localized by width fluctuations. This picture was put forth relatively early on the basis of observed inhomogeneous and homogeneous linewidths [1, 2] . Recently, this picture has been affirmed using the techniques of high spatial resolution optical spectroscopy of individual excitons [3] [4] [5] [6] [7] [8] [9] and detailed simulations by Zimmermann et al. [10] . Based on these photoluminescence experiments, it is now clear that narrow quantum wells and wires are usually better described as an inhomogeneous distribution of zero-dimensional (0D) quantum dots. This result has considerable impact on the comparison of experiment with theory; for example, the exciton binding energy [11] and many of the dynamical properties will depend strongly on whether the exciton is 2D or 0D.
Excitons in narrow quantum wells and wires tend to be localized by width fluctuations. This picture was put forth relatively early on the basis of observed inhomogeneous and homogeneous linewidths [1, 2] . Recently, this picture has been affirmed using the techniques of high spatial resolution optical spectroscopy of individual excitons [3] [4] [5] [6] [7] [8] [9] and detailed simulations by Zimmermann et al. [10] . Based on these photoluminescence experiments, it is now clear that narrow quantum wells and wires are usually better described as an inhomogeneous distribution of zero-dimensional (0D) quantum dots. This result has considerable impact on the comparison of experiment with theory; for example, the exciton binding energy [11] and many of the dynamical properties will depend strongly on whether the exciton is 2D or 0D.
But are there delocalized excitons in these systems and if so is it possible to study them? Here we demonstrate a novel single exciton imaging experiment that yields evidence for the coexistence of delocalized quantum well states and quantum dot states in a 10 monolayer (2.8 nm) wide GaAs quantum well. This result demonstrates that precise studies of delocalized 2D excitons at the single exciton level are possible with the same precision and control currently achievable for the 0D excitons.
Previous techniques of high spatial resolution imaging spectroscopy in a cryogenic environment are based on traditional far-field optics [4, 9] with spatial resolution of order 1 2 2l, or aperture based near-field optics [3, 7, [12] [13] [14] [15] , which can achieve spatial resolution of order 0.1 mm. While both of these techniques have yielded several interesting experiments, they exist at different ends of the tradeoff between throughput and spatial resolution. The far-field optical technique has high throughput but it does not allow submicron spatial resolution. Conversely, aperture based near-field optical techniques enable high spatial resolution, but the transmission efficiency through subwavelength sized pinholes can be extremely small, varying from 10 23 to 10 26 [16] depending on the technique. We use solid immersion optics [17] [18] [19] [20] as a compromise between the need for high spatial resolution and large transmission efficiency. We document that this technique can achieve l͞3 spatial resolution in a cryogenic environment while maintaining all the advantages of far-field optical imaging. As is described below, the use of this technique provides a more detailed picture of the landscape of these narrow quantum wells, revealing that both zero-dimensional and twodimensional eigenstates coexist.
Our sapphire solid immersion lens (SIL) is a conventional Weierstrass optic [21] . Its index of refraction, n 1.76, allows us to realize a numerical aperture, N.A. 1.5. Depicted in Fig. 1(a) , the sample is mounted on a piezoelectric tube scanner and the SIL is placed directly on the sample. Both the sample and the SIL move together when scans take place. Both a coherent fiber bundle and a single mode fiber are imaged onto the sample through a beam splitter and a condensing optic, which consists of a Geltech, 0.5 N.A., singlet diffractionlimited aspherical lens and a plano-convex lens. The entire microscope is mounted in a cryostat and the data presented here are taken with the sample at 6 K in a helium atmosphere. The sample is photopumped via the fiber bundle with a tunable Ti:sapphire laser. The resulting photoluminescence (PL) is collected by the single mode fiber, dispersed using a 0.6 m monochromator and detected with a cooled charge-coupled device (CCD) detector. The spectral resolution of both the laser and the monochromator is of order 100 meV. Since the fiber bundle and single mode fiber are independent imaging devices, we can pump and probe at different places on the sample by accessing different fibers in the fiber bundle. All data presented here are taken with pump intensities less than 50 nW, yielding photoluminescence intensities of a few hundred to a few thousand photons per second at the CCD detector.
The sample is a 2.8 nm GaAs quantum well sandwiched by 25 nm Al 0.3 Ga 0.7 As barriers [ Fig. 1(b) ] grown by molecular beam epitaxy. The well is grown on a (100) semi-insulating GaAs substrate. A two minute growth interrupt is carried out at each interface. The spectroscopy of this sample is already well documented [5, 6] . The farfield PL spectrum (i.e., typical sampling area greater than 10 mm
2 ) consists of two broad peaks. They are centered at 1.680 and 1.694 eV with 3-5 meV linewidths and have been identified as originating from 10 monolayer and 9 monolayer thick regions, respectively, of the quantum well. The 10 monolayer and the 9 monolayer regions are also referred to as the lower monolayer (LML) and the upper monolayer (UML) regions, respectively. As the sampling area is reduced below 1 mm 2 , the PL spectrum evolves into a series of very narrow emission lines with spectral widths of order 30 50 meV. Further reduction of the sampling area reduces the number of the narrow emission lines.
Figures 2(a) and 2(b) show two such spectra taken in our microscope at two different locations on the sample. Typical spectra contain at most a few emission lines and occasionally only one emission line. The spectra in such as these are generally obtained with pump intensities less than 50 nW. At higher pump intensities, the sharp PL lines saturate and a broad background emission emerges, which has been previously speculated [6] to be due to less localized or delocalized excitons. However, the large collection efficiency of the SIL system allows us to work in the low intensity limit such that only sharp lines exist in the PL spectra.
To make a spectroscopic image, we obtain spectra from a grid of points spaced at 80 nm intervals in Fig. 2(e) , indicates that the bright spots have a full width at half maximum (FWHM) of 0.24 mm, consistent with the diffraction limit of our optical system.
A spatial average, i.e., a sum of I͑x, y, E͒ over x and y, yields the spectrum shown in Fig. 3(a) . It is consistent with the typical large area spectrum, showing the two inhomogeneously broadened peaks. The images shown in Figs. 3(b) and 3(c) are obtained by summing I͑x, y, E͒ over spectral windows corresponding to the low energy (1.673-1.687 eV) and high energy (1.687-1.698 eV) peaks, respectively, of Fig. 3(a) . In total, we observe 106 LML dots and 93 UML dots in this particular field of view.
There are two conclusions from this PL data which will be important in what follows. First, the LML and UML images of Figs. 3(b) and 3(c) spatially anticorrelate (contours are used to help the reader). This ordering occurs on length scales as large as 1 mm. Second, if one assumes that the dots are tens of nanometers in diameter [5] , it is clear that only 1% to 3% of the sample emits light. This confirms the conclusions of Ref. [6] .
We have performed local photoluminescence excitation (PLE) studies on 34 of the LML dots in the sample. In these experiments, the pump is centered on the probe and we choose which dot we study by moving the sample appropriately. Five such spectra are shown in Fig. 4(a) . While each dot exhibits a unique PLE spectrum, there exists an adsorption peak at 1.6868 eV in the spectrum of each of the 34 LML dots we have studied. Shown in Fig. 4(b) are the spectral positions of the PL and of this common PLE absorption line for all 34 of these LML dots. These data were compiled over the course of many thermal cyclings of the sample and from fields of view that differ in position by a couple of millimeters. While the PL emission energy varies over several meV, the energy of the common PLE absorption line fluctuates by only 100 meV, which is of order the resolution of our laser. Also note that these spectra are taken using 30 nW of pump intensity. At higher pump intensities, these sharp-line PLE spectra evolve into a broad background and the common absorption line is no longer observed. Here again, the SIL microscope allows us to work in the limit of very low photoexcitation where only the sharpline structure are observed.
The most interesting aspect of this common line is that its spectral position is nearly centered between the two broad PL peaks shown in Fig. 3(a) . We propose that this absorption line corresponds to the two-dimensional free exciton associated with a perfect ten monolayer thick quantum well. We observe the common resonance in all LML dot PLE spectra because the size of our probe, 0.25 mm, is significantly larger than the size of the typical dot and thus generates excitations not only in the dot under study but also in the material adjacent to the dot. This implies that the LML dots are 11 monolayer islands in an otherwise smooth ten monolayer well [ Fig. 1(b) ]. That the spectral position of the resonance is constant for all dots indicates that the ten monolayer region, which serves as the lateral confinement barrier for these dots, is uniform throughout the sample over a length scale of at least millimeters. Given the observed density of dots, these data suggest that most of the sample in the LML region is a high quality, ten monolayer, 2D quantum well.
As an initial test of this identification, we quantify the proposition [22] [23] [24] that the inhomogeneous distribution of emission lines in PL represents a distribution in the size of the dots. The difference in energy between the PL and the common absorption line is interpreted as being due to the lateral confinement of an exciton in a dot. The confinement length is then related to the confinement energy using the simple model of a particle in an L by L 2D square box model for both the UML and LML dots. This calculation is displayed as the abscissa along the top of Fig. 3(a) . It shows the average dot size to be about 45 nm and agrees with previous scanning tunneling microscopy data [6] and spectroscopic experiments [5, 25] . This agreement supports the assignment of this common absorption line to the 2D exciton.
As stated above, the energy of this PLE common line occurs at a minimum in the PL spectrum. Presumably, the 2D excitons diffuse into the dots before they can emit. We have tested this hypothesis by performing PLE diffusion (PLE-D) studies. In these experiments, the probe is centered on an LML dot and the pump is scanned through a field of view, typically 2 mm by 2 mm, centered on the dot. These PLE-D images can be made as a function of pump energy and can thus be used to categorize PLE resonances as being either localized on the emitter or an extended state that diffuses to the emitter.
PLE-D data associated with one such dot is shown in the series of images in Fig. 5 . We start by presenting PL images, Figs. 5(a) and 5(b), of the LML and UML dots in this particular field of view. Contours are superimposed on the images to aid the reader in identifying the UML and LML regions. The dot we study is indicated by the circle in Fig. 5(a) . This dot happens to be near the boundary between the LML and UML regions. PLE-D images for this dot have been generated as a function of pump energy. At absorption resonances less than 1.6868 eV, the PLE-D images yield a diffractionlimited spot centered on the dot. One such image is shown in Fig. 5(c) . The PLE-D image generated with the pump energy fixed at the 1.6868 eV common line resonance yields the image shown in Fig. 5(d) . This image clearly shows diffusion from a region much larger than our diffraction-limited spot. Note that the shape of the diffusion region is defined by the surrounding landscape, both UML barriers and adjacent LML dots. While we observe the diffusion length of order 0.5 mm, this is no doubt limited by capture into adjacent dots. The diffusion data show conclusively that the 1.6868 eV absorption resonance is an unconfined 2D exciton. After photoexcitation, these 2D excitons diffuse to LML dots where they are captured and subsequently emit.
In conclusion, we report PL and PLE imaging studies of a 2.8 nm GaAs͞AlGaAs quantum well whose PL spectra are dominated by quantum-dot-like excitons localized by interface roughness. We document that most of the sample does not luminesce; however, we also demonstrate that these dark areas can be probed through a novel form of spectroscopic imaging based on PL excitation spectroscopy in which the excitation and detection energies and spatial positions are all independently scanned. In this way, we have identified an absorption resonance at 1.6868 eV that is remarkably constant across fields of view separated by millimeters. We identify this absorption resonance as the two-dimensional free exciton. Our findings strongly suggest that localized excitons are imbedded in material that is sufficiently uniform to allow the simultaneous existence of two-dimensional excitons in spite of the strong localization arising from interface roughness in this narrow quantum well.
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