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Computer simulations of complex many-body systems by Centroid Molecular Dynamics
(CMD) are a practical route for the calculation of time dependent properties, i.e., time cor-
relation functions, of quantum systems in thermodynamic equilibrium. The CMD approach
can be readily implemented into standard codes for Monte Carlo or molecular dynamics path
integral simulations of static properties. However, the advantageous property of being readily
implementable is not a prerequisite for the even more important property of predicting correct
results. In this context, the rigorous formulation of CMD is an important goal to understand its
capability to describe real time quantum dynamics. Our purpose in this contribution is fourfold:
(i) to present a derivation of CMD and a related dynamic approach within the Schro¨dinger for-
mulation, as an alternative to the usual route based on the path integral formulation; (ii) to
analyze the capability of these approaches in the study of simple exact solvable models; (iii) to
review the CMD applications done on a variety of systems and properties; (iv) to summarize
the most important open problems for CMD applications.
1 Introduction
The formulation of statistical mechanics using path integrals (PI) provides a practical com-
putational route for the simulation of static properties of quantum many-body systems in
thermodynamic equilibrium.1–5 One of the most suggestive pictures derived from the PI
approach is the so-called quantum-classical isomorphism. This isomorphism states that
the statistical behavior of a set of quantum particles can be mapped onto a classical model
of interacting “ring polymers”. In more precise terms, the canonical partition function,
Z, of N quantum particles results to be identical to the classical partition function of N
interacting “ring polymers”,
Z ≡ Zclaring−polymers . (1)
The isomorphism opens the possibility to extend classical simulation methods such as
Monte Carlo (MC) and molecular dynamics (MD) to the quantum domain. Thus, static
properties of quantum systems, i.e., those that can be derived from the partition function
Z, can be readily computed by classical simulations of ring polymers.
A second version of the quantum-classical isomorphism was worked out by Feynman
and Hibbs in 1965.1 These authors realized that the classical partition function of the
N rings polymers can be alternatively rewritten in terms of the N centroid positions or
center of masses of the ring polymers. As a result, Feynman and Hibbs defined an effective
classical potential, Vecp, that allowed them to formulate a new isomorphism: The partition
function of the N quantum particles, Z, turns out to be identical to the classical partition
function of N particles moving in the effective classical potential, Vecp,
Z ≡ Zclaecp . (2)
325
The computation of Vecp is a difficult task that implies solving fixed centroid path inte-
grals, that are defined as standard path integrals with a geometrical constraint that fixes
the centroid position. There exists an important body of literature on methods based on
the effective classical potential and fixed centroid path integrals. Many interesting works
focus on the formulation of variational approximations for Vecp, that can be applied to com-
pute static properties.1, 6–9 Other relevant application is the formulation of the PI quantum
transition state theory (QTST), a kinetic approach to compute rate constants of thermally
activated quantum processes.4, 10–15
Based on the success of the quantum-classical isomorphism for the simulation of static
properties, one may wonder if there exists some kind of dynamic quantum-classical iso-
morphism, that would allow us to derive exact quantum dynamics from classical dynamics
of either the “ring polymers” or their centroids. Unfortunately, the answer is not. The rea-
son is that dynamic properties, like time correlation functions, can not be derived from the
knowledge of the partition function. Thus, an identity in the partition functions of the quan-
tum system and its classical isomorph, does not imply a coincidence in the corresponding
dynamic properties. However, the suggestive picture provided by the quantum-classical
isomorphism has motivated the sought of an approximate description of real time quantum
dynamics in terms of classical dynamics of the corresponding classical isomorph.
The most practical approximation developed so far is centroid molecular dynamics
(CMD), formulated by Cao and Voth in 1994.16–20 CMD solves the dynamic equations
of classical particles moving in the effective classical potential, Vecp. For the simple case
of a particle of mass m, whose centroid position and momentum are (X,P ), the CMD
equations read
X˙ =
P
m
, (3)
P˙ = fm . (4)
where the dot indicates a time derivative, and fm is the mean force, defined as the position
derivative of the effective classical potential
fm = −dVecp
dX
. (5)
The capability of CMD to describe real time quantum dynamics lies on the assumption that
the effective classical potential, Vecp, provides some kind of average of dynamic properties
of the quantum system, so that classical dynamics using Vecp reproduces quantitatively
some dynamic results. More precisely, Cao and Voth suggested that classical time correla-
tion functions of position or momentum coordinates, calculated from trajectories generated
by the CMD equations, are a well-defined approximation to the Kubo transform of the cor-
responding quantum time correlation functions.
One appealing characteristic of the CMD equations is their simplicity. However, the
derivation of CMD is cumbersome and not easy to understand. From the original CMD
derivation,18 it was not clear why the centroid coordinate should play such a prominent
role in the determination of time correlation functions. A more rigorous formulation of
CMD was presented by Jang and Voth in 1999.21–23 The essential step for this improved
derivation was the definition of an operator, called the quasi-density operator, whose repre-
sentation in a position basis corresponds to a fixed centroid path integral. The main result
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derived by Jang and Voth was to demonstrate that Kubo transformed time correlation func-
tions of position or momentum operators can be exactly represented in terms of averages
of operators calculated using the quasi-density operator. The operator formalism presented
by Jang and Voth21 is an essential prerequisite for a sound theoretical formulation of the
CMD approximation, and represents a substantial improvement with respect to the original
CMD formulation.18
The specialized PI concepts that are needed for the definition of CMD, like centroid
coordinates, fixed centroid path integrals, and the effective classical potential, cannot be
easily translated into physical quantities defined outside the PI formulation. This circum-
stance is unfortunate, because one who is not familiar with these specialized concepts will
have serious difficulties in understanding the physical meaning of CMD and other applica-
tions involving centroid coordinates. Paradoxically, the increasing number of these appli-
cations over the last 40 years strongly suggest that these concepts have a precise physical
significance. This significance should be made clearer if the formulation of CMD were
presented without reference to the PI formulation.
One of the main goals of the present chapter is to present a derivation of CMD, and a
related improved dynamic approach, by working within the Schro¨dinger formulation. The
Schro¨dinger formulation of CMD is complementary to the PI formulation and offers some
distinct advantages besides. In particular, the Scho¨dinger formulation shows how CMD is
related to the time evolution of canonical density operators and also clarifies the relation
of CMD to linear response theory and the fluctuation-dissipation theorem. Both topics are
of considerable importance for a full understanding of the CMD approximations. A short
account of the Schro¨dinger formulation of CMD has been presented elsewhere.24
This chapter is organized as follows. In Section 2 we review the basic relations that
characterize a quantum system in thermodynamic equilibrium. Some auxiliary quantities,
that will be used in the Schro¨dinger formulation of fixed centroid path integrals, are also
introduced. The standard PI formulation of fixed centroid path integrals is presented in
Section 3, while their Schro¨dinger formulation is presented in Section 4. The derivation
of CMD and a related dynamic approximation is the main goal of Sec. 5. Numerical tests
of the capability of these dynamic approximations to treat some exact solvable models are
given in Sec. 6. A review of already published CMD simulations is presented in Sec. 7.
Some open problems for CMD applications are summarized in Sec. 8. The chapter ends
with the conclusions in Sec. 9.
2 Denition of Auxiliary Quantities
For the sake of clarity, we consider a canonical ensemble of independent particles of mass
m moving in one dimension. The extension of most of the present study to a many-body
problem is straightforward. The Hamiltonian of the particle is assumed to be
Hˆ =
pˆ2
2m
+ V (xˆ) , (6)
where xˆ, pˆ, and V (xˆ) are the position, momentum, and potential energy operators, respec-
tively. The unnormalized canonical density operator of the ensemble of particles is
ρˆ = e−βHˆ , (7)
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where β = (kBT )−1 is the inverse temperature and kB is the Boltzmann constant. The
partition function is the trace of the density operator,
Z = Tr[ρˆ] . (8)
It is convenient to define a normalized density operator, whose trace is unity, by dividing
the unnormalized one by its trace. Normalized density operators are represented by a tilde
˜,
ˆ˜ρ = Z−1ρˆ . (9)
The canonical average of an arbitrary quantum mechanical operator, Aˆ, is the following
trace
〈Aˆ〉 ≡ 〈Aˆ〉ρ = Tr[Aˆ ˆ˜ρ] . (10)
Some auxiliary quantities will be needed for the Schro¨dinger formulation of fixed centroid
path integrals. The first one is the auxiliary Hamiltonian, Hˆa(f, v), defined by adding
linear terms in xˆ and pˆ to the Hamiltonian Hˆ
Hˆa(f, v) = Hˆ − fxˆ− vpˆ . (11)
The parameter f represents a constant external force acting upon the quantum particle and
the parameter v has dimensions of velocity. Note the following equivalence: Hˆa(0, 0) ≡
Hˆ. The auxiliary canonical density operator, ρˆa(f, v), and the auxiliary partition function,
Za(f, v) are defined using the auxiliary Hamiltonian, Hˆa(f, v) with the help of Eqs. (7)
and (8). The average of an operator Aˆ, calculated with the auxiliary density operator,
ρˆa(f, v), is
〈Aˆ〉ρa(f,v) = Tr[Aˆ ˆ˜ρa(f, v)] , (12)
where the normalized auxiliary canonical density operator is
ˆ˜ρa(f, v) = [Za(f, v)]
−1ρˆa(f, v) . (13)
3 Denition of Fixed Centroid Path Integrals
In this Section, we present the PI formulation of the canonical density matrix and the
definition of fixed centroid path integrals. An important relation between fixed centroid
path integrals and the auxiliary canonical density matrix is derived. This relation will
provide the starting point for the Schro¨dinger formulation of fixed centroid path integrals.
3.1 PI Formulation of the Canonical Density Matrix
The position representation of the unnormalized canonical density operator, ρˆ, is the matrix
ρ(x, x′) ≡ 〈x|ρˆ|x′〉 , (14)
where |x〉 is an eigenfunction of the operator xˆ. The matrix elements ρ(x, x′) are prop-
agators representing the probability amplitude associated to the movement of the particle
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from position x′ to x in an Euclidean time β
 
. The phase space PI formulation of these
matrix elements is25
ρ(x, x′) =
∫ x
x′
D[x(u), p(u)] e−
S[x(u),p(u)]

. (15)
[x(u), p(u)] are the position and momentum defining a particle path in phase space. The
Euclidean time action is defined by the following functional of the path
S[x(u), p(u)] =
∫ β 
0
du
{
p(u)2
2m
+ V [x(u)]− ip(u)x˙(u)
}
, (16)
where x˙(u) is the derivative of x(u) with respect to u. The integral measure is given by
D[x(u), p(u)] = lim
N→∞
N−1∏
k=1
dxk
N−1∏
k=0
dpk
(
1
2pi
 
)N
, (17)
where the path [x(u), p(u)] has been discretized in phase space as
(x′, p0), (x1, p1), (x2, p2), ..., (xN−1, pN−1), (x, p0) . (18)
The Euclidean time action in Eq. (16) displays a quadratic dependence on the momen-
tum coordinates p(u). Therefore, all Gaussian integrals in p(u) that appear in Eq. (15) can
be evaluated analytically. The resulting path integral is1, 25
ρ(x, x′) =
∫ x
x′
Dx[x(u)] e
−
Sx[x(u)]

, (19)
where the Euclidean time action is now
Sx[x(u)] =
∫ β 
0
du
{m
2
x˙(u)2 + V [x(u)]
}
, (20)
and the integral measure is given by
Dx[x(u)] = lim
N→∞
N−1∏
k=1
dxk
(
mN
2piβ
 
2
) N
2
. (21)
3.2 PI Formulation of Constrained Propagators
The centroid position and centroid momentum of a given path [x(u), p(u)] are defined as
the average position and momentum of the path
xc =
1
β
 
∫ β 
0
du x(u) , (22)
pc =
1
β
 
∫ β 
0
du p(u) . (23)
For the uncountable set of paths contributing to the path integral in Eq. (15), the property
of having the same average point xc and pc is an equivalence relation that allows us to
classify the paths into equivalence classes.9 Each value of (xc, pc) labels a different class
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of paths. A fixed centroid path integral or constrained propagator is defined by a path
integral like Eq. (15), that includes only the paths of a given equivalence class (X,P )
σ(x, x′;X,P ) =
∫ x
x′
D[x(u), p(u)]δ(X − xc)δ(P − pc) e−
S[x(u),p(u)]

, (24)
where δ is the Dirac delta function. The path integral in Eq. (15) can be recovered by
integrating over all equivalence classes
ρ(x, x′) =
∫
∞
−∞
∫
∞
−∞
dXdPσ(x, x′;X,P ) . (25)
It is important to formulate the relationship between fixed centroid path integrals,
σ(x, x′;X,P ), and the auxiliary canonical density matrix, ρa(x, x′; f, v). Considering
the definition of the Euclidean time action in Eq. (16), one readily derives that the Eu-
clidean time action corresponding to the auxiliary Hamiltonian Hˆa(f, v), is related to that
one of the original Hamiltonian, Hˆ , by
Sa[x(u), p(u); f, v] = S[x(u), p(u)]− β   fX − β   vP , (26)
where (X,P ) are the centroid position and momentum of the path [x(u), p(u)]. This result
implies that the PI formulation of the auxiliary density matrix can be written as
ρa(x, x
′; f, v) =
∫ x
x′
D[x(u), p(u)] e−
S[x(u),p(u)]

eβfXeβvP . (27)
Considering the definition of the fixed centroid path integral in Eq. (24), the previous
relation can be alternatively written as
ρa(x, x
′; f, v) =
∫
∞
−∞
∫
∞
−∞
dXdPσ(x, x′;X,P )eβfXeβvP . (28)
This equation shows that the canonical propagator, ρa(x, x′; f, v), and the constrained
propagator, σ(x, x′;X,P ), are related by a two-sided Laplace transform.26 The variables
(X, βf) and (P, βv) form pairs of conjugate variables in this integral transform. This re-
lation is the essential link to define fixed centroid path integrals within the Schro¨dinger
formulation.
4 The Schr¤odinger Formulation of Fixed Centroid Path Integrals
We have chosen to present the results of this Section in a way that is formally analogous to
the formulation of the Wigner representation of canonical density operators.27 We recall
that with the help of an integral transform of the canonical density matrix, ρ(x, x′), one
defines the Wigner representation, ρW (x, p). The coordinates (x, p) of the Wigner matrix
defines a phase space, and the statical and dynamic properties of the canonical ensemble
can be represented within this phase space.
In this Section, we will define by an integral transform of the auxiliary density operator,
ρˆa(f, v), a new representation, σˆ(X,P ). The coordinates (X,P ) define a phase space and
we will show that the statical and dynamic properties of the canonical ensemble can be
represented within this phase space.
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Some results of this section have been derived by Jang and Voth using the PI formu-
lation.21 However, our derivation is presented without reference to the PI formulation and
offers new physical insight. A short account of the present derivation has been presented
elsewhere.24
4.1 Definition of the Static Response Phase Space
As Eq. (28) is valid for arbitrary x and x′, one can omit these variables to get a relation
between quantum mechanical operators
ρˆa(f, v) =
∫
∞
−∞
∫
∞
−∞
dXdP σˆ(X,P )eβfXeβvP . (29)
The auxiliary density operator, ρˆa(f, v), is related to the operator σˆ(X,P ) by a two-sided
Laplace transform. This integral transform is an operator relation that can be used as
starting point to define σˆ(X,P ), without referring to the PI formulation.
It is convenient to visualize that the coordinates (X,P ) define a phase space associated
with the canonical ensemble: The static response (SR) phase space. Each phase space
point, (X,P ), is associated to a quantum mechanical operator, σˆ(X,P ). The name “SR
phase space” has been chosen because the auxiliary density operator ρˆa(f, v) obviously
depends on the static response of the original canonical ensemble to arbitrary linear modi-
fications of its Hamiltonian Hˆ. The SR phase space has interesting properties, in particular
for the study of the linear response of the canonical ensemble defined by the Hamiltonian
Hˆ (see below).
By taking the trace of the operators in Eq. (29), and considering the linear property of
two-sided Laplace transforms, one readily derives
Za(f, v) =
∫
∞
−∞
∫
∞
−∞
dXdP C(X,P )eβfXeβvP , (30)
where C(X,P ) is the following trace
C(X,P ) = Tr[σˆ(X,P )] . (31)
We refer to C(X,P ) as the SR phase space density associated to the point (X,P ). The SR
phase space average of an arbitrary function, g(X,P ), is defined as
{g(X,P )} = Z−1
∫
∞
−∞
∫
∞
−∞
dXdP C(X,P )g(X,P ) . (32)
Note the use of braces {...} to represent SR phase space averages. The basic elements of
the SR phase space are illustrated in Fig. 1 .
For the formulation of operator averages it is convenient to define a normalized operator
ˆ˜σ(X,P ) = [C(X,P )]−1σˆ(X,P ) . (33)
We call ˆ˜σ(X,P ) the generalized SR density operator. The word generalized indicates that
ˆ˜σ(X,P ) is a generalization of a true density operator, in the sense that it describes mixed
states where the “probabilities”, wn, associated to the eigenfunctions of the operator, may
be not only numbers satisfying 0 ≤ wn ≤ 1, but also numbers greater than one and
lower than zero (see below). For a true density operator, as ˆ˜ρ(f, v), these probabilities are
necessarily numbers in the range 0 ≤ wn ≤ 1.
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σ^(X, P)
C(X, P)
Figure 1. Schematic representation of the SR phase space. Each phase space point (X,P ) is associated with a
quantum operator, σˆ(X,P ), whose trace defines the phase space density, C(X,P ).
By setting f = 0 and v = 0 in Eq. (29) and after dividing by Z, one derives the
definition of the normalized canonical density operator as a SR phase space average
ˆ˜ρ ≡ {ˆ˜σ(X,P )} . (34)
To avoid confusion in the nomenclature, let us summarize the relationship between the
phase space concepts introduced in this section, and fixed centroid path integral concepts,
that are currently used in the literature:
• The SR phase space coordinates (X,P ) are the centroid position X and momentum
P associated to fixed centroid path integrals.
• The position representation of the unnormalized operator, σˆ(X,P ), corresponds to
the fixed centroid path integral given in Eq. (24).
• The normalized operator ˆ˜σ(X,P ) is identical to the quasi-density operator defined by
Jang and Voth21 as the inverse two-sided Laplace transform of Eq. (29).
The main advantage of our formulation,24 with respect to the similar work by Jang
and Voth,21 is that we make explicit use of the integral transform relation in Eq. (29) to
derive the properties of the operator ˆ˜σ(X,P ). For example, given the dynamic and Bloch
equations for the auxiliary canonical density operator, ˆ˜ρa(f, v), Eq. (29) allows us to derive
the corresponding transformed equations for ˆ˜σ(X,P ).
In the next Subsections, the most important properties of the SR phase space are de-
rived. We focus on the four following topics:
• the dynamic equation for σˆ(X,P ),
• the Bloch equation for σˆ(X,P ),
• the formulation of canonical averages as SR phase space averages,
• the formulation of time correlation functions as SR phase space averages.
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4.2 Dynamic Equation for the Operator σˆ(X, P )
The dynamic equation of the auxiliary canonical density operator, ρˆa(f, v), evolving in
time under the action of the Hamiltonian Hˆ, is
i
  ∂ρˆa(f, v)
∂t
= [Hˆ, ρˆa(f, v)] , (35)
where [Hˆ, ρˆa(f, v)] is the commutator of the operators inside the square brackets. This re-
lation is the starting point to derive the dynamic equation for σˆ(X,P ). The time derivative
of the two-sided Laplace transform in Eq. (29) is
∂ρˆa(f, v)
∂t
=
∫
∞
−∞
∫
∞
−∞
dXdP
∂σˆ(X,P )
∂t
eβfXeβvP . (36)
By applying (left and right) the Hamiltonian operator Hˆ to Eq. (29), and taking into
account the linear property of the operator Hˆ , one gets
Hˆρˆa(f, v) =
∫
∞
−∞
∫
∞
−∞
dXdPHˆσˆ(X,P )eβfXeβvP , (37)
ρˆa(f, v)Hˆ =
∫
∞
−∞
∫
∞
−∞
dXdP σˆ(X,P )HˆeβfXeβvP . (38)
Subtracting the last two Eqs., one derives
[Hˆ, ρˆa(f, v)] =
∫
∞
−∞
∫
∞
−∞
dXdP [Hˆ, σˆ(X,P )]eβfXeβvP . (39)
The results of Eqs. (35), (36), and (39) imply that the dynamic equation for σˆ(X,P ) is
identical to that one corresponding to a canonical density operator
i
  ∂σˆ(X,P )
∂t
= [Hˆ, σˆ(X,P )] . (40)
This dynamic equation can be integrated to give
σˆ(X,P ; t) = e−i
Hˆt

σˆ(X,P )ei
Hˆt

. (41)
By taking the trace of the last equation and considering the cyclic invariance of the trace
of a product of operators, one readily derives that the trace, C(X,P ), of this operator is a
conserved quantity
Tr[σˆ(X,P ; t)] = Tr[σˆ(X,P )] . (42)
4.3 Bloch Equation for the Operator σˆ(X, P )
The Bloch equation, defining the temperature dependence of the operator σˆ(X,P ), can be
derived as the two-sided Laplace transform of the Bloch equation of the auxiliary density
operator ρˆa(f, v)
∂ρˆa(f, v)
∂β
= −Hˆa(f, v)ρˆa(f, v) . (43)
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Figure 2. (a) Three-dimensional plot of the SR density matrix σ˜ω(x, x′; 0, 0) corresponding to a harmonic oscil-
lator with m = ω = 1 a.u. and β = 2 a.u.. (b) Eigenfunctions, ψn(x), and eigenvalues, wn, of σ˜ω(x, x′; 0, 0)
for n ≤ 2. The eigenfunctions are identical to the energy eigenfunctions of a harmonic oscillator. The eigenval-
ues form an alternating series of positive and negative real numbers.
This derivation is straightforward and it has been published elsewhere,28 therefore we
present the final result
∂σˆ(X,P )
∂β
= −
[
Hˆ +
xˆ−X
β
∂
∂X
+
pˆ− P
β
∂
∂P
− 2
β
]
σˆ(X,P ) (44)
One interesting point to be stressed here is that this Bloch equation can be solved analyti-
cally for the particular case of a harmonic oscillator.28 The spectral decomposition of the
harmonic SR density operator reads
ˆ˜σω(X,P ) =
∞∑
n=0
wn|ψn(X,P )〉〈ψn(X,P )| , (45)
where wn are the eigenvalues and |ψn(X,P )〉 are the eigenvectors of the operator.
At temperature T = 0 all eigenvalues are zero except w0 = 1.28 This result means
that ˆ˜σω(X,P ) is a pure quantum state at T = 0. However, at finite temperature (T > 0),
the eigenvalues wn form an alternating series of positive and negative real numbers. Then,
the operator, ˆ˜σω(X,P ), is a generalization of a true density operator, in the sense that the
“probabilities” or occupation numbers associated to some eigenvectors are allowed to be
negative real numbers or even larger that unity. For a harmonic oscillator the eigenvalues
wn satisfy the conditions28
∞∑
n=0
wn = 1, |wn| ≤ 2. (46)
The SR density matrix associated to the SR phase space point (0, 0),
σ˜ω(x, x
′; 0, 0) = 〈x|ˆ˜σω(0, 0)|x′〉 , (47)
is shown in Fig. 2a. The first eigenfunctions and eigenvalues of this operator are shown in
Fig. 2b.
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4.4 Formulation of Canonical Averages as SR Phase Space Averages
We want to formulate the SR phase space representation of the canonical average of an
arbitrary operator, Aˆ. By applying Aˆ to Eq. (29) and by taking into account the linear
property of quantum mechanical operators, one gets
Aˆρˆa(f, v) =
∫
∞
−∞
∫
∞
−∞
dXdPAˆσˆ(X,P )eβfXeβvP . (48)
From the linear property of the two-sided Laplace transform, one derives
Tr[Aˆρˆa(f, v)] =
∫
∞
−∞
∫
∞
−∞
dXdP Tr[Aˆσˆ(X,P )]eβfXeβvP . (49)
Dividing both members by Za(f, v)−1, and multiplying and dividing the integrand by
C(X,P ), we obtain
〈Aˆ〉ρa(f,v) = [Za(f, v)]−1
∫
∞
−∞
∫
∞
−∞
dXdP C(X,P )〈Aˆ〉σ(X,P )eβfXeβvP , (50)
where the average of Aˆ using the SR density operator is
〈Aˆ〉σ(X,P ) = Tr[Aˆˆ˜σ(X,P )] . (51)
By setting f = 0 and v = 0 in Eq. (50), one gets
〈Aˆ〉 = {〈Aˆ〉σ(X,P )} . (52)
This relation shows that arbitrary canonical averages can be represented as SR phase space
averages.
4.5 Formulation of Time Correlation Functions as SR Phase Space Averages
The time correlation function of the position operator xˆ and an arbitrary operator Aˆ is
defined by29
CxA(t) ≡ 〈xˆ(0)Aˆ(t)〉 = Z−1Tr[e−βHˆ xˆ(0)Aˆ(t)] , (53)
where the Heisenberg operator Aˆ(t) is
Aˆ(t) = ei
Hˆt

Aˆe−i
Hˆt

. (54)
The Kubo transformed time correlation function is defined as29
KxA(t) ≡ 〈xˆ(0); Aˆ(t)〉 =
∫ β
0
dλ
β
〈xˆ(−iλ   )Aˆ(t)〉 , (55)
where the operator xˆ(−iλ   ) is [see Eq. (54)]
xˆ(−iλ   ) = eλHˆ xˆe−λHˆ . (56)
The definition in Eq. (55) is written in a form that is not ideal for grasping the physical
meaning of Kubo transformed time correlation functions. An alternative definition is based
on linear response theory and the fluctuation-dissipation theorem.29 We are interested in
near-equilibrium states driven by the external force, f . Let us assume that the external
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perturbation started to work in the infinite past, i.e., at t → −∞, when the system with
Hamiltonian Hˆa(f, 0) was in equilibrium at a certain temperature, i.e., the density matrix
was initially canonical, ρˆa(f, 0). At t = 0 the external perturbation is set to zero (f = 0)
and then the system evolves in time under the action of the unperturbed Hamiltonian Hˆ .
The average of an arbitrary operator Aˆ at t > 0 is
〈Aˆ(t)〉ρa(f,0) = [Za(f, 0)]−1Tr
[
ρˆa(f, 0)Aˆ(t)
]
, (57)
where the time dependence of the Heisenberg operator Aˆ(t) is determined by the unper-
turbed Hamiltonian Hˆ [see Eq. (54)].
The Kubo transformed time correlation function can be defined by the following ex-
pression, which is a version of the quantum fluctuation-dissipation theorem29
〈xˆ(0); Aˆ(t)〉 = 1
β
[
∂〈Aˆ(t)〉ρa(f,0)
∂f
]
f=0
+ 〈xˆ(0)〉〈Aˆ(0)〉 , (58)
This expression displays, more clearly than Eq. (55), the physical meaning of Kubo trans-
formed time correlation functions. Note that the definition of the derivative implies[
∂〈Aˆ(t)〉ρa(f,0)
∂f
]
f=0
= lim
f→0
〈Aˆ(t)〉ρa(f,0) − 〈Aˆ(0)〉
f
, (59)
where we have considered that the average of Aˆ(t) is stationary if the external force van-
ishes (f = 0), i.e.,
〈Aˆ(t)〉ρa(0,0) ≡ 〈Aˆ(t)〉 = 〈Aˆ(0)〉 . (60)
Eqs. (58) and (59) imply that the time dependence of the Kubo transformed function
KxA(t) is determined by the time dependence of the average 〈Aˆ(t)〉ρa(f,0) for a vanishing
small value of f .
Our next goal is to derive the representation of Kubo transformed time correlation
functions as SR phase space averages. Note that the derivation of Eq. (50), giving the
average, 〈Aˆ〉ρa(f,v), as an integral over the SR phase space, is also valid if the operator Aˆ
is substituted by Aˆ(t). Then, by applying Eq. (50) to the operator Aˆ(t) and after setting
v = 0 in the resulting expression, one gets
〈Aˆ(t)〉ρa(f,0) = [Za(f, 0)]−1
∫
∞
−∞
∫
∞
−∞
dXdP C(X,P )〈Aˆ(t)〉σ(X,P )eβfX . (61)
The derivative of the last expression with respect to f is
∂〈Aˆ(t)〉ρa(f,0)
∂f
= [Za(f, 0)]
−1
β
∫
∞
−∞
∫
∞
−∞
dXdP C(X,P )X〈Aˆ(t)〉σ(X,P )eβfX −
β〈xˆ(0)〉ρa(f,0)〈Aˆ(t)〉ρa(f,0) ,(62)
where the second term comes from the derivative of [Za(f, 0)]−1 with respect to f by
noting that
Za(f, 0) = e
−βFa(f,0) , (63)
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∂Za(f, 0)
∂f
= −Za(f, 0)β ∂Fa(f, 0)
∂f
= Za(f, 0)β〈xˆ(0)〉ρa(f,0) . (64)
Fa(f, 0) is the auxiliary free energy. For the particular case that f = 0, Eq. (62) reads[
∂〈Aˆ(t)〉ρa(f,0)
∂f
]
f=0
= Z−1β
∫
∞
−∞
∫
∞
−∞
dXdP C(X,P )X〈Aˆ(t)〉σ(X,P )−β〈xˆ(0)〉〈Aˆ(0)〉 ,
(65)
The last equation can be alternatively written as[
∂〈Aˆ(t)〉ρ(f,0)
∂f
]
f=0
= β{X〈Aˆ(t)〉σ(X,P )} − β〈xˆ(0)〉〈Aˆ(0)〉 . (66)
Comparing the last expression with Eq. (58), we see that
〈xˆ(0); Aˆ(t)〉 ≡ {X〈Aˆ(t)〉σ(X,P )} , (67)
i.e., the Kubo transformed time correlation function 〈xˆ(0); Aˆ(t)〉 can be expressed as a SR
phase space average. An analogous derivation using the auxiliary Hamiltonian Hˆ(0, v)
leads to the result
〈pˆ(0); Aˆ(t)〉 ≡ {P 〈Aˆ(t)〉σ(X,P )} . (68)
Note that these results can not be generalized to the calculation of a correlation function
〈Bˆ(0); Aˆ(t)〉, if the operator Bˆ is different from xˆ or pˆ.
5 Constrained Time Evolution of the Operator ˆ˜σ(X, P )
We have defined the most important formal relations that characterize the SR phase space.
Our next goal is the formulation of a practical approximation aiming at the calculation of
the Kubo transformed time correlation function as a SR phase space average using Eqs.
(67) or (68). The dynamic information in these expressions is carried by the average
〈Aˆ(t)〉σ(X,P ) = Tr[Aˆ(t)ˆ˜σ(X,P )] = Tr[Aˆˆ˜σ(X,P ; t)] , (69)
where
ˆ˜σ(X,P ; t) = [C(X,P )]−1σˆ(X,P ; t) , (70)
and Aˆ(t) and σˆ(X,P ; t) were defined by Eqs. (41) and (54), respectively.
The exact calculation of 〈Aˆ(t)〉σ(X,P ) implies [see Eq. (69] the determination of the
time evolution of the SR density operator associated to (X,P )
ˆ˜σ(X,P ) (time =0) −→ ˆ˜σ(X,P ; t) (time =t) . (71)
The computation of this time evolution is, for a general quantum system, a difficult prob-
lem. Moreover, the calculation of a SR phase space average implies solving this difficult
problem for a set of operators associated with different points (X,P ). The only practical
route to undertake this calculation lies on the formulation of an approximate dynamics for
the SR density operator. CMD should be understood as an approximate dynamics for the
SR density operator. One clear reason for the difficulty in understanding the original CMD
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formulation is that CMD was formulated in 1994,18 while the SR density operator was first
defined in 1999.21, 24 In this section, an approximate dynamics for the SR density operator
is presented by following these steps:
• discussion of a factorization property of the SR density matrix
• formulation of a variational constrained dynamics for the SR density operator,
• study of the harmonic and high temperature limits of the dynamic approximation.
5.1 Factorization Property of the Matrix Elements σ(x, x  ; X, P )
The position representation of the SR density operator has a factorization property, that
is valid if the Hamiltonian Hˆ depends quadratically on the momentum operator pˆ. The
derivation has been published elsewhere,21, 28 the final result is that σ(x, x′;X,P ) factor-
izes into X- and P -dependent factors
σ(x, x′;X,P ) = σX(x, x
′;X)σP (x, x
′;P ) . (72)
The P -dependent factor is
σP (x, x
′;P ) =
(
β
2pim
) 1
2
e−
βP2
2m e
m(x−x′)2
2β
 2 ei
P (x−x′)

. (73)
The X-dependent factor, σX (x, x′;X) is the position representation of the operator
σˆX(X), that is defined as
σˆX(X) =
∫
∞
−∞
dP σˆ(X,P ) . (74)
The matrix elements, σX (x, x′;X), represent constrained propagators whose PI represen-
tation is the following fixed centroid path integral
σX (x, x
′;X) =
∫ x
x′
Dx[x(u)]δ(X − xc) e−
Sx[x(u)]

. (75)
The diagonal elements σP (x, x;P ) are [see Eq. (73)], a constant independent of x.
This fact implies that the trace of σ(x, x′;X,P ) factorizes also into X- and P -dependent
terms. Using Eq. (72) to calculate this trace, one gets
C(X,P ) =
∫
∞
−∞
dxσX (x, x;X)σP (x, x;P ) , (76)
C(X,P ) = CP (P )
∫
∞
−∞
dxσX (x, x;X) ≡ CP (P )CX (X) . (77)
CP (P ) is the momentum density in the SR phase space
CP (P ) ≡ σP (x, x;P ) =
(
β
2pim
) 1
2
e−
βP2
2m , (78)
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which has the form of a classical momentum distribution. CX(X) is the trace of the
operator σˆX (X), and it is the position density in the SR phase space. This density is used
to define the effective classical potential, Vecp(X), as
CX(X) =
(
m
2pi
 
2β
) 1
2
e−βVecp(X) . (79)
Other property derived from the fact that σP (x, x;P ) does not depend on x is the
following: The averages 〈Aˆ〉σ(X,P ) of operators defined as arbitrary functions of xˆ do not
depend on the variable P . For example, the mean force, fm(X), is the average of the force
operator, fˆr,
〈fˆr〉σ(X,P ) = Z−1
∫
∞
−∞
dx
[
−dV (x)
dx
]
σX (x, x;X) ≡ fm(X) . (80)
fm is a function of X but not of P . Another important average is the dispersion of the
position operator xˆ
δx2(X) = 〈xˆ2〉σ(X,P ) −
[〈xˆ〉σ(X,P )]2 , (81)
that does not depend on the coordinate P . We note that
〈xˆ〉σ(X,P ) = X (82)
5.2 A Variational Constrained Dynamic Approximation
An approximate dynamics for the operator ˆ˜σ(X,P ) is defined by the following two condi-
tions:
• (i) Constrained dynamics: The dynamic state at an arbitrary time t is constrained to
be a SR density operator, ˆ˜σ(X,P ),
ˆ˜σ(X,P ; t) ≈ ˆ˜σ(X(t), P (t)) . (83)
The constrained time evolution of ˆ˜σ(X,P ; t) is then characterized by a trajectory
[X(t), P (t)] in the SR phase space. A representation of the constrained dynamics is
given in Fig. 3.
• (ii) Variational short time approximation: The constrained dynamic equations are
derived from the Gauss principle of least constraint, i.e., from the condition that the
difference, in a least square sense, between the exact and constrained short time dy-
namics of ˆ˜σ(X,P ) is minimum.
The derivation of the variational short time approximation is done in the position rep-
resentation. The algebra is straightforward, but rather lengthy. Therefore, we summarize
the main steps of the derivation:
(1) The exact (e) time derivative of the matrix elements ρa(x, x′; f, v) is derived using
the time dependent Schro¨dinger equation. The result is[
∂ρa(x, x
′; f, v)
∂t
]
e
=
[
f(x− x′)
i
  − v
(
∂
∂x
+
∂
∂x′
)]
ρa(x, x
′; f, v) . (84)
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XP σ^~ (X, P) ,  t = 0
σ^~ (X, P; t) ~~ σ^~ (X(t),P(t))
Figure 3. Schematic picture of the constrained dynamics for the operator ˆ˜σ(X,P ), defined at t = 0. The
dynamic state at time t, ˆ˜σ(X, P ; t), is constrained to be a SR density operator, ˆ˜σ(X(t), P (t)). The arrow
represents the trajectory (X(t), P (t)) that characterizes the constrained dynamics from t = 0 to time t.
(2) The exact time derivative of the matrix elements σ˜(x, x′;X,P ) is derived with the
help of the two-sided Laplace relation between ρa(x, x′; f, v) and σ(x, x′;X,P ) [see Eq.
(28)]. The result is[
∂σ˜(x, x′;X,P )
∂t
]
e
=[
i
(
x− x′
β
 
) (
∂
∂X
+
∂
∂x
+
∂
∂x′
)
− P
m
(
∂
∂x
+
∂
∂x′
)]
σ˜(x, x′;X,P ) . (85)
(3) The constrained (c) dynamic equation for σ˜(x, x′;X,P ) is formulated according
to condition (i)[
∂σ˜(x, x′;X,P )
∂t
]
c
=
∂σ˜(x, x′;X,P )
∂X
X˙ +
∂σ˜(x, x′;X,P )
∂P
P˙ . (86)
where
X˙ =
dX
dt
; P˙ =
dP
dt
. (87)
(4) The variational short time approximation is derived from minimizing, with respect
to X˙ and P˙ , the following function
I(X˙, P˙ ) =
∫
∞
−∞
∫
∞
−∞
dxdx′
∣∣∣∣
[
∂σ˜(x, x′;X,P )
∂t
]
e
−
[
∂σ˜(x, x′;X,P )
∂t
]
c
∣∣∣∣
2
, (88)
where |...| indicates the modulus of a complex number.
(5) The minimization results in the following set of equations that define the con-
strained dynamics
X˙ = −P
m
x1(X,P )
x2(X,P )
, (89)
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P˙ =
p1(X,P )
p2(X,P )
. (90)
The functions x1(X,P ) and x2(X,P ) are defined by the following integrals, where the
shorthand notation, σX ≡ σX (x, x′;X), σ ≡ σ(x, x′;X,P ), and fm ≡ fm(X), has been
used
x1(X,P ) =
∫
∞
−∞
∫
∞
−∞
dxdx′|σ|2
(
∂ lnσX
∂x
+
∂ lnσX
∂x′
) (
∂ lnσX
∂X
− βfm
)
, (91)
x2(X,P ) =
∫
∞
−∞
∫
∞
−∞
dxdx′|σ|2
(
∂ lnσX
∂X
− βfm
)2
. (92)
The functions p1(X,P ) and p2(X,P ) are defined by
p1(X,P ) =
∫
∞
−∞
∫
∞
−∞
dxdx′|σ|2(x− x′)2 1
β
(
∂ lnσX
∂X
+
∂ lnσX
∂x
+
∂ lnσX
∂x′
)
, (93)
p2(X,P ) =
∫
∞
−∞
∫
∞
−∞
dxdx′|σ|2(x− x′)2 . (94)
The variational equations for the constrained dynamics imply the determination of the diag-
onal and off diagonal elements of the matrix σ(x, x′;X,P ), a cumbersome computational
task. Therefore, we will introduce an additional approximation to simplify the variational
equations.
5.3 The RMD Approximation
The following factorization approximation is applied to simplify the variational equations
|σ(x, x′;X,P )|2 ≈ σ(x, x;X,P )σ(x′ , x′;X,P ) . (95)
This relation is exact for a pure state. E.g., if σ(x, x′) denotes a pure state, then
|σ(x, x′)|2 = |〈x|ψ〉〈ψ|x′〉|2 = σ(x, x)σ(x′ , x′) . (96)
We recall that the SR density operator is a pure state only at temperature T = 0.31, 32
Therefore, the use of the factorization approximation implies that the variational character
of the dynamic equations is lost, except in the limit T = 0. The computational advantage of
this approximation is that only the diagonal elements of the SR density matrix are needed.
We define the function φ(x;X) as the square root of these diagonal elements
φ(x;X) = [σ˜(x, x;X,P )]1/2 ≡ [σ˜X (x, x;X)]1/2 . (97)
Applying the factorization approximation to the variational equations in Eqs. (89) and
(90), one gets
X˙ =
P
m
γ(X) , (98)
P˙ = fm(X) + ν(X) . (99)
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x,X
X X+   X∆
σho
~ (x,x;X,P) σho
~ (x,x;X+   X,P)∆
Figure 4. Schematic representation of the translational symmetry of the diagonal elements of the SR density
matrix, σ˜ho(x, x;X,P ). The diagonal elements associated to two SR phase space positions, X and X + ∆X,
are functions of x that differ by an overall translation. This result is valid for a harmonic oscillator at arbitrary
temperature and for an arbitrary potential in the high temperature limit.
This dynamic approximation is called the constrained response matrix dynamics (RMD).
The function γ(X) represents a correction factor for the particle mass in the constrained
dynamics. It is defined as
γ(X) = −γ1(X)
γ2(X)
, (100)
γ1(X) =
∫
∞
−∞
dx
∂φ(x;X)
∂X
∂φ(x;X)
∂x
, (101)
γ2(X) =
∫
∞
−∞
dx
[
∂φ(x;X)
∂X
]2
. (102)
The function ν(X) is a temperature dependent correction term for the mean force fm(X),
ν(X) =
kBT
2
∂ ln
[
δx2(X)
]
∂X
. (103)
Note that ν(X) vanishes at temperature T = 0 and that δx2(X) is the dispersion of the
operator xˆ defined in Eq. (81).
5.4 The Harmonic and High Temperature Limits of the RMD Approximation
Let us apply the RMD equations to a harmonic oscillator (ho) at arbitrary temperature and
to the high temperature limit of an arbitrary potential. For these two cases, the diagonal
elements of the SR density matrix satisfy the following equation28
σ˜ho(x, x;X + ∆X,P ) = σ˜ho(x−∆X, x−∆X ;X,P ) . (104)
This relation means that the diagonal elements of the SR density matrix associated to the
phase space points (X,P ) and (X + ∆X,P ) are identical, apart from an overall transla-
tion by ∆X (see Fig 4). Thus, the function φho(x;X), defined in Eq. (97), satisfies the
condition
φho(x;X + ∆X) = φho(x−∆X ;X) . (105)
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This relation can be rewritten using a Taylor expansion of the l.h.s. around X and of the
r.h.s. around x. The result, to first order in both ∆x and ∆X , is
φho(x;X) + ∆X
∂φho(x;X)
∂X
= φho(x;X)−∆X ∂φho(x;X)
∂x
. (106)
The last equation implies that
∂φho(x;X)
∂X
= −∂φho(x;X)
∂x
. (107)
By introducing this result in the definition of γ(X) in Eq. (100), one gets
γho(X) = 1 . (108)
It is also easy to show that
νho(X) = 0 , (109)
as Eq. (105) implies that the dispersion δx2(X) is a constant independent of the coordinate
X .
The previous conditions (γho = 1, νho = 0) imply that the RMD equations become
identical to CMD in the cases where CMD is known to be exact, i.e., for a harmonic os-
cillator at arbitrary temperature and for an arbitrary potential in the high temperature limit.
In the numerical test examples of the following Section, we will see that the correction
factors γ(X) and ν(X) have little influence in the resulting dynamics (except in the study
of quantum tunneling at temperature T = 0). Thus, for practical purposes RMD produces
nearly the same dynamic results as CMD and then our derivation of RMD provides new
insight into the physical meaning of CMD.
Let us summarize several properties of the RMD and CMD equations:
• At temperature T = 0 the RMD approximation is a variational approximation. CMD
is, like RMD, a constrained dynamics but it is not a variational approximation. Then,
we expect that RMD will provide more accurate results than CMD at temperature
T = 0.
• At any finite temperature the RMD approximation is not variational, because it in-
cludes the factorization approximation given in Eq. (95). One expects that the quality
of the RMD and CMD results decreases as the temperature increases above T = 0,
i.e., as the temperature deviates from the variational T = 0 limit.
• However, in the high temperature limit, RMD and CMD go over the correct classical
limit. Therefore, above some unspecified temperature, the quality of the RMD and
CMD results should increase as the temperature increases towards the classical limit.
• CMD can be derived from RMD as a harmonic or high temperature limit.
• If γ(X) 6= 1 or νho(X) 6= 0 the RMD equations generate a non-Hamiltonian SR
phase space dynamics; i.e., they imply a nonzero phase space compressibility
d
dt
C[X(t), P (t)] 6= 0 . (110)
CMD always conserves the SR phase space probability.
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6 Numerical Test on Model Systems
As we stated in the introduction, the capability of CMD (and also RMD) to describe real
time quantum dynamics rest on the assumption that the effective classical potential, Vecp,
represents some kind of realistic average of dynamic properties. In this Section we apply
the CMD and RMD approximations to the study of simple problems that can be solve
exactly by mean of numerical techniques.
The main questions to be addressed are:
• In which cases does Vecp carry an accurate dynamic information?
• How does the RMD approximation compare to CMD?
6.1 The Zero Temperature Limit of CMD and RMD
We consider the quantum dynamics of a particle of mass m = 16 a.u. moving either on a
double-well potential (Vdw) or on a quartic potential (Vq), defined as
Vdw(x) =
1
4
(x2 − 1)2 , (111)
Vq(x) = 2.2015x
4 , (112)
where x is expressed in a.u.. The Vecp has the following simple physical meaning at tem-
perature T = 0:31, 32 It is related to the ground state energy,E0(f), of the auxiliary Hamil-
tonian, Hˆa(f, 0),
Hˆa(f, 0)|φ0(f)〉 = E0(f)|φ0(f)〉 . (113)
|φ0(f)〉 is the ground state of Hˆa(f, 0). The relation between Vecp(X) and E0(f) has the
form of a Legendre transform
Vecp(X) = E0(f) + fX , (114)
where the centroid position X is the average of the position operator xˆ
X = 〈φ0(f)|xˆ|φ0(f)〉 = −dE0(f)
df
. (115)
The calculation of Vecp at T = 0, can be done by solving numerically, for a set of values of
the parameter f , the time independent Schro¨dinger equation for the Hamiltonian Hˆa(f, 0).
The function Vecp for the studied model potentials are shown in Fig. 5 as continuous lines.
The dotted lines are harmonic approximations at the potential minimum located at X = 0.
At temperature T = 0, the SR density operators associated to the SR phase space
points (X, 0) are pure states identical to the kets |φo(f)〉.31, 32 The centroid positionX and
the force parameter f are related by Eq. (115). Thus, the RMD and CMD approximations
are wave packets dynamics in this T = 0 limit. The difference between both approaches
is determined by the deviation from unity of the RMD parameter γ(X) that appears in Eq.
(98). The functions γ(X) for the the two studied model potentials are shown in Fig. 6.
The deviation of γ(X) from unity is appreciable for Vdw, but small for Vq .
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Figure 5. (a) Effective classical potential at temperature T = 0 corresponding the double-well potential Vdw .
The dotted line represents a harmonic approximation around the minimum at X = 0. The two positions (X1
and X2), marked as filled circles, define two initial (t = 0) states used in the dynamic study. (b) The same
information is provided for the quartic potential Vq .
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Figure 6. (a) Parameter γ(X) for the two studied model potentials at T = 0.
For the potential Vdw, we study the dynamics of two different initial states correspond-
ing to the SR density operators associated to the points (X1, 0) and (X2, 0). The coor-
dinates X1 and X2 are shown in Fig. 5a. The coordinate X1 belongs to a region where
Vecp is well described by a harmonic approximation (dotted line in Fig. 5a), while at po-
sition X2, Vecp deviates clearly from the harmonic limit. The exact phase space trajectory
[X(t), P (t)] corresponding to a given initial state, ˆ˜σ(X,P ), is determined by the following
averages
X(t) = 〈xˆ(t)〉σ(X,P ) , (116)
P (t) = 〈pˆ(t)〉σ(X,P ) . (117)
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Figure 7. (a) Phase space trajectory for the SR density operator associated to the point (X1, 0) at time t = 0.
(b) The average X(t) for SR density operator associated to (X1, 0) at t = 0. (c) Phase space trajectory for the
SR density operator associated to the point (X2 , 0) at time t = 0. (d) The average X(t) for SR density operator
associated to (X2, 0) at t = 0. In the four panels (a)-(d), the exact results are shown by continuous lines, the
RMD results by dashed lines, and the CMD results by dotted line. The results corresponds to the double-well
model potential, Vdw .
The exact phase space trajectories corresponding to the initial states associated to (X1, 0)
and (X2, 0) are compared in Figs. 7a and 7c with the results derived from the RMD
and CMD approximations. The exact result for X(t) is compared to the RMD and CMD
expectations in Figs. 7b and 7d. The RMD approximation provides better results than the
CMD approximation for the phase space trajectory [X(t), P (t)] and also for the frequency
of the oscillation in X(t). The main effect of the factor γ(X) in the RMD equations, is
the slowing down of this frequency, when compared to the CMD results. The improved
RMD results are consequence of its variational character at T = 0, a property not shared
by CMD.
We observe that the RMD and CMD results derived for the initial state given by (X1, 0)
are more accurate that those one derived for (X2, 0). This behavior can be rationalized in
terms of the dynamical information carried out by the effective classical potential. The
initial state defined by (X2, 0) explores a largerX region along its dynamic evolution than
the initial state defined by (X1, 0), as it is seen by comparing Figs. 7a and 7c. The an-
harmonicity of Vecp (see Fig. 5) causes that the frequency of the time oscillations in X(t)
increases for the initial state defined by (X2, 0) with respect the result obtained for (X1, 0)
(see Figs. 7b and 7d). This anharmonic effect in Vecp is an unphysical dynamic result, be-
cause the exactX(t) does not display any change in the oscillation frequency as a function
of the initial state. The exact result forX(t) shows that the main dynamic effect associated
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Figure 8. (a) The function X(t) for a initial state defined by the SR density operator associated to the phase state
point (X1, 0). The exact result is compared to the constrained dynamic approximations (RMD and CMD). (b)
Exact, RMD, and CMD results for X(t) for an initial state defined by (X2, 0). The meaning of the plotted lines
is the same as for the panel (a). The results correspond to the quartic potential, Vq . Note that the RMD and CMD
results are nearly identical.
to the change in the initial condition is a coherent superposition of two different frequen-
cies. Both RMD and CMD are completely unable to reproduce this coherent superposition
of frequencies. The final conclusion is that the most meaningful dynamic information of
Vecp is contained only in the harmonic region around the potential energy minimum at
X = 0 (see Fig. 5), and that the anharmonic region of Vecp provides unphysical dynamic
information.
In Fig. 8, we compare the exact result for X(t) with those derived from the RMD and
CMD approximations for the quartic potential Vq . We have considered two different initial
states defined by the SR density operators associated to the points (X1, 0) and (X2, 0),
The values X1 and X2 are shown in Fig. 5b. We find that for the quartic potential, Vq ,
the RMD and CMD results are, for practical purposes, indistinguishable. The constrained
dynamic approximations (CMD, RMD) are more accurate for the initial state defined by
(X1, 0), when the function X(t) is characterized by oscillations with a unique frequency
(see Fig. 8a). For the initial state defined by (X2, 0), the exact time evolution of X(t)
displays a coherent superposition of different frequencies. Again, we find that both RMD
and CMD are unable to reproduce this coherent superposition (see Fig. 8b). The main
change observed in the CMD and RMD results as a function of the initial condition is an
increase in the frequency of the oscillations of X(t). Again, the conclusion to be drawn
is that the relevant dynamic information of Vecp at T = 0 is reduced to the harmonic
part of the potential around the energy minimum, The anharmonic region of Vecp leads to
unphysical results in the CMD and RMD approximations.
6.2 Finite Temperature CMD and RMD Results
We present some results for the time correlation function of the position operator at differ-
ent temperatures
C(t) = 〈xˆ(0)xˆ(t)〉 = Z−1Tr[e−βHˆ xˆei Hˆt xˆe−i Hˆt ] . (118)
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Several general properties of quantum time correlation functions can be readily derived by
writing them in a basis of eigenfunctions of the Hamiltonian. Thus, C(t) can be shown to
be a complex function of t.
C(t) = CR(t) + iCI(t) , (119)
The corresponding Kubo transformed correlation function, K(t), is a real function of t.
By defining the Fourier transform of K(t) as
K(ω) =
1√
2pi
∫
∞
−∞
dtK(t)e−iωt , (120)
one can readily show that18, 29, 30
C
R
(ω) =
β
 
ω
2
coth
(
β
 
ω
2
)
K(ω) , (121)
iC
I
(ω) =
β
 
ω
2
K(ω) , (122)
where C
R
(ω) and C
I
(ω) are the Fourier transforms of CR(t) and CI(t), respectively.
The real part, CR(t), of the time correlation function of the position operator has been
studied for the quartic potential, Vq , at three different temperatures (Ta = 0.03, Tb =
0.14, and Tc = 0.5 a.u.). The energy difference between the first excited state and the
ground state amounts to ∆E = 0.35 a.u.. Thus, at the two lowest studied temperatures,
Ta and Tb, one expects that the time correlation function will be mainly dominated by
ground state dynamics, while at Tc one expects dynamic contributions from higher excited
states. The exact CR(t) curves are shown in Fig. 9 by continuous lines. The results
corresponding to the CMD (dotted line) and RMD (dashed line) approximations are also
displayed in Fig. 9. The first conclusion from these data is that CMD and RMD provide
nearly indistinguishable results at all temperatures. The second conclusion is that the time
correlation function derived by either CMD or RMD decays to zero too fast as temperature
increases. Comparing the CMD results at Ta and Tb, we note that at Tb the time correlation
has decayed to zero at times larger than about t = 40 a.u.. This is clearly an unphysical
behavior related to the anharmonicity of the effective classical potential. Our previous
conclusion derived at temperature T = 0, that only the harmonic region of Vecp carries
meaningful dynamic information seems to be also true at low enough temperatures. From
the data in Fig. 9, and also from other published numerical work,32–34, 22 one can establish
a temperature range
kbT 
∆E
4
, (123)
where CMD provides the most realistic results for low temperature quantum dynamics. At
temperatures above this range the quality of the CMD results decreases. This fact is clearly
seen in Fig. 9 by comparing the CMD results at Ta and Tb. The CMD results at Ta are a
better approximation to the exact data at Tb, that the CMD results derived at Tb (see Fig.
10). Note that Ta ≈ ∆E12 is in the range defined by Eq. (123), while Tb ≈ ∆E2 is outside
this range.
As the temperature increases above the low temperature range defined in Eq. (123),
e.g., for the temperatures Tb and Tc in Fig. 9, the CMD data are accurate only for short
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Figure 9. Real part, CR(t), of the time correlation function of the position operator as calculated for the model
potential Vq . The exact results are compared to the CMD and RMD approximations. The CMD and RMD
curves are nearly identical. Three temperatures were analyzed: (a) T = 0.03 au; (b) T = 0.143 au; (c) T = 0.5
a.u..
times. The value, tm, defining the upper time where CMD is accurate should increase with
temperature, because tm becomes eventually infinity in the high temperature limit when
CMD becomes exact. An interesting point should be to study how the time tm depends on
temperature.
Other numerical investigations comparing CMD and exact results for position time
correlation functions has been published by Krilov and Berne34, Jang and Voth22, and Cao
and Voth18, 19. Let us summarize the main conclusions of our numerical investigation at
low temperature, that should be applicable to vibrational problems in molecules, solids,
impurities in solids, etc.
• The RMD approximation provides results nearly identical to CMD, except in the study
of quantum tunneling, where the RMD approximation provides improved results.
• There is a low temperature region, defined as a function of the energy difference be-
tween the first excited and ground states [see Eq.(123)], where the significant dynamic
information of Vecp is the curvature of the potential around its energy minimum. Long
time dynamics derived in this low temperature region by CMD is realistic.
• At temperatures above this low temperature region, the long time dynamics derived
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for the model potential Vq at temperature T = 0.14 a.u. with those results obtained from CMD approximations
at temperatures T = 0.14 a.u. and T = 0.03 a.u.. The exact curve agrees better with the CMD result at low
temperature.
by CMD has no physical meaning. However, the short time dynamics is predicted
realistically.
6.3 Quantum Transmission Coefficients
The previous numerical results have shown that the RMD correction term, ν(X), for the
mean force has little influence in the dynamics. In this Subsec. we check the influence
of this term in the context of PI-QTST. The quantum correction factor to the classical rate
constant is given within PI-QTST by11, 15
ΓQTST =
e−β∆Vecp
e−β∆V
(124)
where ∆V is the classical potential energy barrier, while ∆Vecp is the corresponding bar-
rier for Vecp. This factor measures the enhancement of the quantum rate with respect to
the classical one. If the coordinates Xi and Xb label the reactant and barrier positions, the
quantity ∆Vecp can be calculated as an integral of mean force
∆Vecp = −
∫ Xb
Xi
fm(X)dX . (125)
If one includes the RMD correction term [see Eq. (99)], ν(X), in the integrand of the last
equation, one gets a modified effective potential
∆VRMD = ∆Vecp − 1
2β
ln
δx2(Xb)
δx2(Xi)
. (126)
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By substituting ∆VRMD by ∆Vecp in the expression of ΓQTST , we obtain the following
quantum correction factor
ΓRMD =
[
δx2(Xb)
δx2(Xi)
] 1
2
ΓQTST . (127)
The correction term, ν(X), leads to a simple dynamic factor in the PI-QTST expression for
the rate constant. We have tested the capability of this expression to calculate, for a sym-
metric Eckart barrier, the transmission coefficient of an incident flux of protons (m=1836
a.u.), with initial velocities given by the classical Maxwell-Boltzmann distribution. The
Eckart barrier is
V (x) = Vb sech2(x/a) . (128)
The parameters defining the potential are the barrier height Vb = 0.2485 eV and the distance
a = 0.3491 A˚. These values have been chosen to correspond to the same physical situation
as that studied in Refs.15, 35, 36.
The quantum correction factor Γ evaluated exactly for the symmetric Eckart barrier is
compared in Tab. 1 to the values of ΓQTST and ΓRMD . The column Γv was calculated
using a dynamic preexponential factor derived by Gillan11, and also by Cao and Voth.35
The dynamic factor derived from the RMD equation provides a realistic result.
T (K) ΓQTST Γv ΓRMD Γ
10000 1.00 1.00 1.00 1.00
503.27 1.42 1.62 1.52 1.52
301.96 2.70 3.45 3.12 3.10
150.98 105.3 141.3 177.0 161.9
81.97 1.54× 107 2.65× 107 3.97× 107 3.77× 107
26.60 1.71× 1037 4.28× 1037 6.23× 1037 7.84× 1037
Table 1. Quantum correction factors for the symmetric Eckart barrier at several selected temperatures. ΓQTST
is the PI-QTST result. Γv was obtained by multiplying the value, ΓQTST , by a previously derived dynamic
factor (see text). ΓRMD is calculated using the dynamic factor derived from the RMD approximation. Γ is the
exact value.
7 A Review of CMD Applications
The numerical solution of the CMD equations is a classical molecular dynamics problem.
However, the computation of the mean force, fm, is a quantum problem that must be han-
dled numerically by PI simulations and requires the use of efficient algorithms. Although a
detailed account of these algorithms is outside the scope of the present chapter, we quote in
the next Subsection some relevant literature. The subsequent Subsections present a review
of CMD applications on noble gases, liquid p-H2, water, anharmonic molecule vibrations,
and vibrational energy relaxations.
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7.1 Numerical Algorithms
The PI computation of the mean force, fm, can be performed either by MC or MD sim-
ulations. However, most CMD applications use the adiabatic or “on the fly” PI MD
method.20, 37, 38 The setup of these simulations implies the transformation of the set of
cartesian coordinates defining the “ring polymers” into a set of normal modes by a Fourier
expansion. The centroid coordinate of each particle corresponds to the normal mode whose
wave vector is zero. The centroid modes can be made the slowest moving modes in the
MD simulation by assigning a sufficiently small mass to the non-centroid path modes. By
virtue of the adiabatic principle, the slow degrees of freedom (the centroids) will move on
the effective classical potential that is dynamically produced by the “on the fly” averaging
of the non-centroid path modes. To ensure an ergodic exploration by PI MD it is also nec-
essary to modify the dynamics of the normal modes by the attachment of a Nose´-Hoover
chain thermostat to each normal mode.39, 40 A detailed theoretical account of the combi-
nation of ab initio Car-Parrinello molecular dynamics with CMD has been presented by
Marx et al.,41 while a similar implementation has been published by Pavese et al..42 The
efficiency of CMD algorithms can be largely increased by the parallel implementation of
the method.43
7.2 Noble Gases
The calculation of the diffusion constant of Ne at T = 40K was one of the first test of the
CMD approximation.18 The interaction was described by a Lennard-Jones potential and
the calculation of Vecp was simplified by using the variational Feynman-Hibbs approxi-
mation.1 The diffusion coefficient of the liquid was calculated as the time integral of the
centroid velocity autocorrelation function. The CMD result is 7% lower than the value
derived from a classical simulation.18
Miura et al.44 have presented an interesting study of nonsuperfluid liquid 4He at 4
K. The diffusion coefficient and the power spectra of the velocity autocorrelation function
were derived by CMD simulations. This work presents also a calculation of the dynamic
structure factor, Scoh(k, ω), of the liquid. This is an important quantity that is measured by
neutron scattering experiments. In numerical simulations, Scoh(k, ω) can be derived from
the relaxation function of the density fluctuations, that is defined as a Kubo transformed
correlation function
Rcoh(k, t) =
1
N
∫ β
0
dτ
β
〈ρˆk(−iτ)ρˆ−k(t)〉 , (129)
where the density operator, ρˆk, is the following sum over the position operators, rˆi, of the
N system particles
ρˆk =
N∑
i=1
eikrˆi . (130)
In addition to the CMD approximation, Miura et al.44 make the assumption that the Kubo
transformed time correlation function, Rcoh(k, t), can be approximated by the correlation
function associated to density fluctuations of the centroid positions
Rcoh(k, t) ≈ 1
N
{ρ(c)
k
(0)ρ
(c)
−k
(t)} , (131)
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where ρ(c)
k
is the number density associated to the centroid positions, Ri,
ρ
(c)
k
=
N∑
i=1
eikRi . (132)
The assumption given in Eq. (131) has no physical justification, because the density oper-
ator ρˆk is not a linear function of the position operator [see Eqs. (67) and (68)]. This
assumption may lead to unphysical results, e.g., the value of the correlation function,
Rcoh(k, 0) at t = 0, is a static quantity that is incorrectly reproduced using Eq. (131)
(see Fig. 3 of the original work).44 Interestingly, several results derived for 4He using this
assumption show a remarkable agreement with experiment. In particular, the simulated dy-
namic structure factor, Scoh(k, ω), shows a satisfactory agreement with the experimental
spectrum for 0.2 < k < 2.2 A˚−1.
7.3 Liquid para-H2
Liquid p-H2 has been focused of a large number of CMD investigations. The diffusion
coefficient of p-H2 was determined by CMD at T=14 and 25 K, showing a good agreement
to experimental data.38 CMD simulations on liquid p-H2 were also performed to check:
(i) the quality of a pairwise approximation to the many-body function, Vecp;45 (ii) the
performance of a parallel CMD algorithm.43
The diffusive and vibrational properties of clusters Li(p-H2)n (n=13, 55, and 180) and
of a p-H2 slab containing a lithium impurity has been investigated by CMD.46, 47 The dy-
namic simulations focused on the computation of centroid mean square displacements and
the power spectra of velocity autocorrelation functions. The generated centroid trajecto-
ries were analyzed to characterize the diffusion of the lithium impurity and the melting
properties of the p-H2 clusters.
Kinugawa48 has presented a study of the dynamic structure factor, S(k, ω), of liquid
p-H2. This simulation is the first calculation of S(k, ω) by a CMD approach supplemented
by the assumption in Eq. (131). The calculated spectral profile indicates the existence
of collective dynamics modes in this quantum liquid of Boltzmann particles. The pre-
dicted profiles were experimentally confirmed by two different neutron scattering experi-
ments performed after the simulations.49, 50 The agreement between simulation data and
experimental results is remarkable, specially because the approximation used to derive the
simulation data has not sound theoretical justification.
7.4 Water and Proton Transport in Water
The influence of quantum effects in the dynamic properties of water at T=300 K has been
studied by CMD using an empirical potential to describe the interatomic interactions.51
Information on both collective and individual relaxation processes were derived from the
study of several time correlation functions. The Debye dielectric relaxation time is the time
constant associated to the exponential decay of the collective dipole moment correlation
function. The rotational correlation time is associated to a single molecule time correlation
function that depends on the molecule orientation with respect to a body-fixed reference
frame. The correlation times derived by CMD are lower than the values obtained from a
353
classical simulation. This faster decay of the quantum correlation functions with respect to
the classical ones, is also consistent with the larger value of the self-diffusion coefficient
derived under inclusion of quantum effects. The simulation results for the time constants
and the self-diffusion coefficient deviate significantly from the experimental values, proba-
bly due to deficiencies of the employed empirical potential. The wave numbers of the three
intramolecular vibrational modes were derived from the power spectra of the velocity time
autocorrelation function, showing a red shift of about 100 cm−1 with respect to the results
of a classical simulation.51
Another CMD simulation has been presented using a different empirical potential for
water.52 In this simulation, the effective classical potential, Vecp was approximated by a
simple Feynman-Hibbs approach.1 Unfortunately, the use of different empirical potentials
precludes the comparison of CMD results derived with and without the use of the Feynman-
Hibbs approximation.52, 51
The proton transport in water has been studied by CMD using a two state53 and a mul-
tistate empirical valence model (EVB).54 Schmitt et al. undergo an analysis of the CMD
trajectories in order to determine the rate constant for proton transport in water. This anal-
ysis is complicated because of the fluxional character of the excess proton, that can be
associated to either the solvated Zundel (H5O2+) and Eigen (H9O4+) cations only as lim-
iting ideal structures.55 The rate constant was evaluated using a population autocorrelation
function formalism, where selected many-body reaction coordinates were used to define
different proton hopping pathways. The quantum rate was found to be two times faster
compared to a classical treatment, and in good agreement to the experimental value.54 The
same simulation methodology was applied to study the kinetic H/D isotope effect in the
proton transfer, resulting in an overestimation of this effect by about 25% with respect to
the experimental value.56
7.5 Anharmonic Molecule Vibrations
CMD can be applied to the determination of vibrational frequencies, by means of the cal-
culation of the power spectra derived from either the velocity or position autocorrelation
functions of the atomic nuclei. Calculations of this type has been presented for small
molecules, as H2,41, a linear chain of four water molecules,42 and Cl−(H2O)n clusters.57
While the position of the peaks in the power spectra are expected to be a realistic approxi-
mation of the vibrational frequencies, Marx. et al. pointed out that the width of the peaks in
the power spectra are most likely an artifact inherent to the CMD approach.41 This conclu-
sion in in agreement with the model study presented in Sec. 6. At temperatures where the
molecule is in its vibrational ground state, the width of the CMD power spectra, is due to
the anharmonicity of the effective classical. We have already shown that these anharmonic
regions in the Vecp lead to unphysical dynamic results. Therefore, one should be aware of
the limitations of the CMD procedure to study temperature effects in the vibrational spec-
tra. An alternative to the CMD method for the determination of vibrational frequencies has
been presented recently.33 This method is based on the diagonalization of the covariance
tensor of the position centroid fluctuations, as determined by equilibrium (nondynamic)
simulations. The capability of this approximation has been tested in the study of the tun-
neling frequency of a particle in a double-well potential, the vibrational frequencies of
molecules (H2, C2H4 and HOCl), and the phonon frequencies of diamond.33, 58
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7.6 Vibrational Energy Relaxation
Two different strategies have been employed for the CMD simulation of vibrational energy
relaxation. The first, and more direct approach, is to run a CMD simulation with a prepared
initial condition, so that the vibrational degree of freedom to be relaxed is initially excited
through an internal potential energy boost. The energy dissipation is then monitored along
the CMD run. This approach has been applied to study the relaxation rate of a CN− ion
in water.59 The second approach is based on the use of a golden rule formula for the
thermal rate, which requires the determination of the time autocorrelation function of the
bath quantum force operator. This approach has not been yet applied to real systems, the
main efforts aimed at the test of different approximations to simplify the calculation of the
force autocorrelation function.60–62
8 Open Problems
In some sense, the CMD approach is not an approximation, but a set of different approx-
imations under a common name. Thus, at temperature T → 0, CMD is a wave packet
dynamics, while at T → ∞, CMD is Newton dynamics. The dynamic character of the
CMD equations changes with temperature because the effective classical potential changes
with temperature. The curves shown in Fig. 10 provide a striking example of this change:
CMD results are shown at two temperatures, Ta < Tb. CMD at temperature Ta is a rea-
sonable approximation to the exact result at Tb, while CMD at Tb deviates more from the
exact result at Tb. The physical conditions where the effective classical potential provides
meaningful dynamic information in vibrational and diffusive problems need to be further
characterized.
A second important problem is that CMD is an approximation for the simulation of
time correlation functions of a product of an arbitrary operator with a position or momen-
tum operator. Several recipes for the calculation of time correlation functions of nonlinear
operators has been the subject of theoretical investigations.19, 63 However, from a practical
point of view it is not clear which is the most convenient way to deal with nonlinear opera-
tors. In particular, it is important to clarify the calculation of the dynamic structure factor,
S(k, ω), of liquids by CMD simulations.
Another interesting problem is the extension of CMD to the study of boson and
fermions.64, 65, 69 Several groups are working on this extension following different ap-
proaches. Two different methods define so-called permutation potentials in order to mimic
the effect of the indistinguishability of the particles.66–68 Thus, the Bose/Fermi system is
mapped onto a pseudo-Boltzmann system where CMD is used to approximate Kubo trans-
formed time correlation functions. The role of the permutation potential in the dynamic
calculation requires careful study that leads to unexpected results. In this line, Kinugawa
has shown that the time correlation function for position operators can be derived from the
CMD trajectories in the pseudo-Boltzmann system, but not such relation appears for the
momentum operator.67 The latest formulation of CMD for Bose/Fermi systems shows the
convenience of using an operator formalism without any reference to path integral tech-
niques.70
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9 Conclusions
The rigorous formulation of CMD turns out to be a cumbersome task. It is much easier
to explain how to perform a CMD simulation (see the Introduction) than to explain, in
quantum mechanical terms, the physical meaning of this dynamic approach (see Sections
4 and 5). Even more difficult is to specify the cases where CMD leads to correct results for
describing real time quantum dynamics of many-body systems at finite temperature. This
latter point is surely an important issue for future research.
In this chapter we have focused on the Schro¨dinger formulation of CMD. Although
for historical reasons the original CMD formulation was based on the path integral ap-
proach, it has become clear that the most sensible way to formulate this approximation is
using an operator formalism in the Schro¨dinger formulation. However, one can not avoid
the path integral formulation, because the only feasible way to perform many-body CMD
simulations is via path integrals.
Proceeding along this line we have found a slightly different approach (RMD), that
differs from CMD by the presence of two correction terms (one for the mass and the other
for the force) that modify the CMD equations. Test calculations performed on simple one
dimensional models show that these correction terms improve the dynamic description in
some special cases (description of quantum tunneling in the zero temperature limit and
calculation of quantum transmission rates), but their influence is negligible in most cases.
For this reason, we do not believe that the RMD equations represent a practical alternative
to improve CMD.
One conclusion of our work is that it is not realistic to expect that a modification of the
CMD equations (as RMD does) will lead to a significant improvement of the dynamic de-
scription. The reason is that the main source of error in CMD is not the dynamic equations
used to propagate the centroid coordinates. The main limitation of CMD is a consequence
of being a constrained dynamic approximation, i.e., the dynamic states accessible along
the time evolution are severely limited. These states corresponds to fixed centroid path
integrals and we do not see any feasible way to avoid the limitation of using fixed centroid
path integrals in the constrained dynamics.
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