This paper details a precise analytic e¤ect that inclusion of a linear trend has on the power of Neyman-Pearson point optimal unit root tests and thence the power envelope. Both stationary and explosive alternatives are considered. The envelope can be characterized by probabilities for two, related, sums of chi-square random variables. A stochastic expansion, in powers of the local-tounity parameter, of the di¤erence between these loses its leading term when a linear trend is included. This implies that the power envelope converges to size at a faster rate, which can then be exploited to prove that the power envelope must necessarily be lower. This e¤ect is shown to be, analytically, greater asymptotically than in small samples and numerically far greater for explosive than for stationary alternatives. Only a linear trend has a speci…c rate e¤ect on the power envelope, however other deterministic variables will have some e¤ect. The methods of the paper lead to a simple direct measure of this e¤ect which is then informative about power, in practice.
Introduction
The power envelope is a fundamental measure of how e¤ectively we can discriminate between false null hypotheses and speci…ed alternatives. Every new unit root test, whether testing against stationary or explosive/bubble alternatives, must have its power characteristics compared with this envelope. Despite this, the analytic properties of the unit root power envelope are generally unknown. The focus has instead been on the stochastic properties of tests and estimators, capitalizing on the pioneering methods of Phillips (1987a Phillips ( , 1987b and Chan and Wei (1987) . This paper seeks to capture the precise e¤ect, on the power envelope, of the inclusion of a linear trend. For Economic data the unit root remains one of the most tested hypotheses. And the inclusion or otherwise of a linear trend has a profound e¤ect on both the theoretical and observed properties of unit root tests, see both Elliott, Rothenberg and Stock (1996) and Nielsen (2008) . To emphasize the importance of this, as measured via numerical resolution of the asymptotic power envelope of the former paper and in the context of an autoregressive parameter T = 1 + c=T; tests can have 50% power against a local alternative value c = 7 with no linear trend, but not until c = 13:5 if there is. The net e¤ect of a linear trend on power is equivalent to a practitioner discarding 48% of their data. There is no other context in Econometrics where the e¤ect of a single regressor is so profound.
Since there is no uniformly best invariant (UBI) test against either stationary or explosive alternatives the power envelope is constructed via the union of the powers of the continuum of point optimal tests. For each, a critical value is …rst required to …x size under the null, before its power is evaluated under the alternative. Therefore, for every value under the alternative two probabilities must be considered. In this paper these are characterized via probabilities for two, related, weighted sums of chisquared random variables, similar to the original representations in Dickey and Fuller (1979) . These two weighted sums generally have a stochastic di¤erence, near c = 0; of order O p (c 2 ). When there is a linear trend, this falls to O p (c 4 ), asymptotically.
This induces a change in the rate of convergence of the power envelope itself to the chosen size. Speci…cally, for arbitrarily small positive $ 1 and $ 2 it is O (c 2 $ 1 ) when there is no linear trend and O (c 4 $ 2 ) ; when there is. This step change can be exploited to formally prove that powers of linear trend invariant tests are necessarily lower. Intuitively this arises because the covariance and its derivative are proportional, when there is a unit root. The algebraic mechanism by which this occurs can also be used to construct a simple measure of the impact of regressor invariance on any hypothesis on the covariance structure of data. In the current context this measure correlates very well with power.
The next Section presents the main results, two Lemmas (proved in the supplementary appendix to this paper) and a Theorem detailing the analytic e¤ects of a trend which is proved in the Appendix. Section 3 discusses the implications of these results utilizing numerical results also presented in tables in the supplementary appendix.
Characterization of the Power Envelope and its Properties
The Gaussian power envelope is constructed from the powers of each point optimal test, e.g. see King (1980) and King and Sriananthakumar (2015) . However, as is clear from Elliott, Rothenberg and Stock (1996) and Marsh (2011) , the asymptotic distribution of these tests is the same under far more general assumptions. Let (y t )
T t=1
be generated from,
where x t is a k 1 deterministic regressor, a k 1 unknown parameter, " t is a zero mean error process and we put T = 1 + c=T:
We will consider tests of H 0 : c = 0 against both stationary (S) and explosive (E) alternatives, as in
Elliot, Rothenberg and Stock (1996) can also be generated using the results of Phillips (1987b) and Chan and Wei (1987) , see for example Harvey and Leybourne (2014) .
Let y = (y 1 ; ::; y T ) 0 ; X = (x 1 ; ::; x T ) 0 ; = ( 1 ; ::; k ) 0 , L be a lower triangular matrix with 1 0 s on the …rst lower diagonal and 0 0 s elsewhere, = I L and let W = 1 X: Put n = T k; and de…ne
where
and C 0 C = I n ; and let i , i = 1; ::; n; be the ordered eigenvalues of A: Finally let z = (z 1 ; ::; z n ) 0 = C 0 1 y and de…ne the following two statistics;
The following Lemma provides alternative characterizations of the asymptotic power envelopes as well as a stochastic expansion of the limits of the two statistics de…ned in (4). Both the general assumptions under which it applies and its algebraic demonstration is given in the supplementary appendix.
Lemma 1 (i) Let fz i g i2Z denote a sequence of IID N (0; 1) random variables, then the asymptotic power envelope at size for testing either H S 1 and H E 1 ; for any set of explanatory variables X, can be characterized by
where the critical value is de…ned by
(ii) Denote the j th derivative of A with respect to c, evaluated at 0; by D j , and let f 1;i g
Lemma 1 provides a representation for the asymptotic power envelope in terms of an (in…nite) weighted sum of chi-square random variables. Given that there is no UBI test, the properties of the power envelope can only be explored by directly comparing Q 1 (c) with Q 0 (c) : Via the stochastic expansions presented in Lemma 1
(ii) we can establish the rate of convergence of the asymptotic power envelope to the chosen size, as in the following Lemma.
where k is such that Q is O p (1) ; then the power envelope satis…es
where $ k > 0 is an arbitrarily small constant.
and so the envelope is locally + O (c 2 $ 1 ) :
Now denote the column space of X by M(X) and the linear trend by = (t) neighbourhood of c = 0; however by exploiting the analytic properties of (c) these …ndings can be continued to demonstrate that inclusion of a linear trend necessarily implies the power envelope is strictly lower for any …nite value of c:
ii) At the signi…cance level,
iii) Let the set of regressors X satisfy x 0 T = o T 1=2 ; so that the power envelope is (c) : If we add the column to X; then we obtain power envelope (c) ; which satis…es
for all …nite c:
3 Analysis and Conclusions i) Parts (i) and (ii) of Theorem 1 apply only in a neighbourhood of c = 0: However, the power envelope (via (5) and (6)) is a function of both regressor set X and local parameter c through the eigenvalues of the matrix A c : Since these eigenvalues are analytic in c; then so is the power envelope. That ii) The local expansions remain informative about the power envelope globally. Table 1a in the supplementary appendix presents outcomes of the power envelope for a variety of simple choices of d t (a constant, a linear trend and trends involving the logarithm, square root, square and exponent of time) in (1) for T = 250. It is worth noting that not all trends are associated with low power, exponential trends imply powers similar to those of the constant case. In Table 1b the power envelopes are approximated using stochastic expansions of Q 0;n (c) and
As is evident comparing across entries in Tables 1a and 1b simulation of just the leading terms of these statistics capture the envelope almost entirely.
iii) Although the results in Theorem 1 are asymptotic, their proof yields the insight that the e¤ect of a linear trend can be greater asymptotically, than in …nite samples. From the proof of Theorem 1(i), when there is a trend, the O p (c 3 ) term in the stochastic di¤erence between Q 0;n (c) and
which converges in probability to 0 only as T ! 1: This indicates a di¤erential relative e¤ect that a linear trend has on the …nite sample and asymptotic envelopes: To illustrate, Table 2 contains the ratios of the power envelopes evaluated for d t = 1 + 2 t and d t = 1 for values of c from 1:25 to 5:0 and for di¤erent signi…cance levels, = :01; :05; :10 evaluated for sample sizes of T = 50; 250; 500. The e¤ects are clear and signi…cant, particularly when c is small. This di¤erence in the behaviour of the asymptotic and …nite sample envelopes has signi…cance for the choice of unit root tests in practice. As Francke and de Vos (2007) note, tests designed to have power close to the asymptotic power envelope may not have power functions close to the …nite sample one, in the presence of trends. This can only be explained via the quantitative di¤erence between them found in this paper. It is also suggestive that new tests ought to be compared to both …nite sample and asymptotic envelopes to justify their properties.
iv) The mechanism by which the power envelope is reduced on inclusion of a linear trend is algebraic. Speci…cally, as in the proof of Theorem 1(i), letting 1+c=T = 0 1+c=T 1+c=T 1 be the covariance of a pure 'near unit root'process, then
To construct invariant tests we …rst let w = C 0 1 y; which removes dependence on :
when X contains a linear trend we …nd
That is 2 A c is proportional to 2 A 0 up to and including the O (c) term when there is a linear trend. Since we also require scale invariance this, heuristically, captures the e¤ective cause of the dramatic loss of power. Algebraically this proportionality is exact in the unit root/linear trend problem. Generically, suppose we wish to
is D 1 then we would expect low power if A 0 and D 1 are proportional. A simple measure of the proportionality of two matrices is the variation in the ratio of their respective ordered eigenvalues, i and 1;i : To proceed, let
, and de…ne
where ? denotes the null set, i.e. X is empty and no invariance is required in the construction of w. In terms of ranking these outcomes match perfectly the power envelopes given in Table   1a . This measure could be adapted for any (simple) hypothesis test on a covariance matrix, when invariance with respect to the mean is required. It provides a simple measure of the sensitivity of power to the choice of deterministics, similar in spirit to the analysis of Leamer (1985) . Calculating the eigenvalue variation de…ned in (7) we …nd 2 X = 0:997 for the constant case and 2 X = 0:993 for the linear trend case, so the relative impact of a linear trend is extremely small when testing against functional alternatives. This is bourne out in the outcomes for the ratios of the power envelopes presented in Table 3 which repeat the experiments reported in Table 2 , but for the functional alternatives, 
see also the proof of Theorem 1 in Marsh (2007a) . Consequently and only when 2 M(X); 1;i = T 1 and 12;i = T 1 2;i : Substituting these into the de…nitions of 1 and 2 in the statement of Lemma 1, we …nd
Since also both P n i=1 2;i~ 2 2;i and
Part (iii). Since point optimal tests are unbiased and the power envelope is monotone, then for any c 6 = 0 both (c) > and (c) > . Suppose …rst that c < 0; then the di¤erence in rates implied by part (ii) implies there exists some value c < 0 such that (c ) < (c ) :
Similar to the proof of Theorem 1 in Marsh (2011), let
where R 1 ( ) = 1 2n
P n i=1 log (1 2 i ) is the mean cumulant generating function of P n i=1 iz 2 i : Note that (c) = lim n!1 F 1;n ( ) ; i.e. the asymptotic distributions are de…ned as the limit of the …nite sample, consistent with the set-up of Lemma 1.
Since A is an analytic function of c then so are the i and hence so is F 1;n ( ) ;
and its limit, through R 1 ( ) : Consequently both 
Supplementary Appendix
The asymptotic power envelope of Elliott, Rothenberg and Stock (1996) was formally derived under their Condition A, although can be readily generalized, as in the following Assumption taken from Chang and Park (2002) . Let (y t ) T t=1 be generated from
and assume:
Assumption 1 (i) ( t ; F t ) is a martingale di¤erence sequence with …ltration F t , and such that a) E [
(ii) in (S1) " t = P 1 j=0 j t j ; where P 1 j=0 j j m < 1, 0 = 1; and
Denoting the power envelope by (c) when
while when d t also includes a linear trend:
In (S2) and (S3) V c (t; c) is the Gaussian process, 
Proof of Lemma 1:
(i) The asymptotic power envelope is the same for any process fy t g t2Z constructed as in (S1) and satisfying Assumption 1. Therefore, without loss of any generality, we may assume that " t iidN (0; 1 1+c=T "; or
Following the analysis of Marsh (2007a) , put W = 1 X and apply the results of King (1980) , then the maximal invariant for testing H 0 : c = 0 in (S4), is
where CC 0 = M and C 0 C = I n . Also from King (1980) , the density of v (with respect to normalized Haar measure on the surface of the unit sphere in n = T k
where A = C 0 0 1 1 1 0 1 C: Immediately, and see also Podivinsky and King (2000) , the Neyman-Pearson point optimal test of H 0 : = 1 vs.
where the critical value in (S5) is chosen so that the size of the test is :
Here the point optimal tests take the form of a quadratic form distributed on the sphere, rather than the di¤erence in quadratic forms presented in Elliott, Rothenberg and Stock (1996) . Marsh (2011) demonstrates the equivalency of these formulations using the marginal-likelihood methods developed in Francke and de Vos (2007) , while Marsh (2007b) extends to the case of testing for a unit root in a lagged dependent variable.
Under H 0 : c = 0; w = C 0 1 y N (0; 2 I n ), so the critical value k of the the point optimal test (S5) for testing H 0 against H 1 : c 6 = 0; at size ; is de…ned by
where z i iidN (0; 1) and the f i g n i=1 are the ordered eigenvalues of A: The power of (S5) against H 1 : c 6 = 0 is
Letting z = (z 1 ; ::;
again with z i iidN (0; 1) :
establishes part (i) of the Lemma via the limit n ! 1:
(ii) De…ne the two in…nite sums,
and Q 1 (c) = lim
; then since 0 < i < 1 both Q 0 (c) and Q 1 (c) are O p (1), and satisfy
Because the power envelope is constructed, at each point, via probabilities involving both statistics a stochastic expansion the di¤erence between Q 1 (c) (the random variable de…ning power) and Q 0 (c) (the random variable de…ning size) is required.
When c = 0; we have that i = 1 for all i; and so the problem is degenerate, with Q 1 (0) Q 0 (0) = 0; or local to the origin in c; 
We can write down Taylor Series expansions around c = 0 of both Q 0;n (c) and
while for Q 1;n (c) we instead have,
Including up to O p (c 3 ) terms, we then obtain
and
Considering …rst the O p (c) terms, notice that for all i;
see Section 8.7 of Magnus and Neudecker (1988) . We then have
since Aj c=0 = I n ; and
Immediately we then …nd that Q 1;n (c)
; for all cases.
For the O p (c 2 ) and O p (c 3 ) terms, although in principle expressions for the higherorder derivatives of the eigenvalues and their inverse can be found resolving them can prove prohibitive since they also involve the derivatives of the eigenvectors. Instead, for Q 1;n (c) ; write
and D j is de…ned in the statement of the theorem. Now let f j;i ; j;i g n i=1 be the eigenvalues and eigenvectors of D j and de…ne
where U j = f j;1 ; ::; j;n g; so that we can write
For Q 0;n (c), and similar to (S6), we also have
so that if we successively di¤erentiate the identity A 1 A = I (noting that all derivatives of A are symmetric) then we obtain,
Evaluating these derivatives at c = 0 and noting the de…nition of D j ; then we …nd
As a consequence, and letting f 12;i ; 12;i g n i=1 be the eigenvalues and eigenvectors of the matrix D 1 D 2 ; we then have the following stochastic expansion for Q 0;n (c) ; 
where the~ 12;i are elements of the vector E 12 = U 12z and U 12 = f 12;1 ; ::; 12;n g :
Directly subtracting (S7) from (S8) we get
Taking the limit as n ! 1 of (S9) with p n~ 
Proof of Lemma 2:
For brevity put Q 0 = Q 0 (c) and Q 1 = Q 1 (c) and let Q = c 2k [Q 0 Q 1 ] : Using the characterization of the asymptotic power envelope derived in Lemma 1, we have
Now let f (q 0 ; q) denote the joint density of Q 0 ; Q and let f Q 0 (q 0 ) and f Q ( q) denote the marginal densities of Q 0 and Q; so that
and following the proof of Lemma 3 in Bykhovskaya and Phillips (2017) , we can put
for some, arbitrarily small, $ k > 0; as required.
Tables
The following tables report the outcomes of experiments detailed in the discussion and conclusion of the main paper. All reported values are based on simulations involving 100000 Monte Carlo replications. 
