Abstract. The probability that a max-stable process η in C[0, 1] with identical marginal distribution function F hits x ∈ R with 0 < F (x) < 1 is the hitting probability of x. We show that the hitting probability is always positive, unless the components of η are completely dependent. Moreover, we consider the event that the paths of standard MSP hit some x ∈ R twice and give a sufficient condition for a positive probability of this event.
Introduction and Preliminaries
A max-stable process (MSP) ζ = (ζ t ) t∈ [0, 1] which realizes in the space C[0, 1] := {f : [0, 1] → R : f continuous}, equipped with the sup-norm f ∞ = sup t∈[0,1] |f (t)|, is a stochastic process with the characteristic property that its distribution is maxstable, i.e., ζ has the same distribution as max 1≤i≤n (ζ i − b n )/a n for independent copies ζ 1 , ζ 2 , . . . of ζ and some a n , b n ∈ C[0, 1], a n > 0, n ∈ N (cf. de Haan and Ferreira [1] ), where the maximum is taken pointwise.
As in the finite dimensional case, it is possible to consider some standard case of univariate marginal distributions and reaching all other cases via transformation of the univeriate margins, cf. [2] , [1] . In this paper we say that an MSP η is a standard MSP, if it is an MSP with standard negative exponential (one-dimensional) margins, P (η t ≤ x) = exp(x), x ≤ 0, t ∈ [0, 1].
In the following, we show that the paths of such standard MSP hit every x 0 < 0 with positive probability, unless the margins are completely dependent. In Section 3 we go beyond and consider the event that the sample paths of standard MSP hit some x 0 < 0 more than once.
The abbreviations "f.s." and "f.a." mean "for some" and "for all", respectively, for example
Denote by E 
The connection between η and Z is
which holds for every f ∈Ē − [0, 1]. Conversely, if there is some continuous process Z with properties (1.1) then there exists a standard MSP η with this generator, cf. [3] .
It is easy to see that · D defines a norm onĒ − [0, 1], and it is called the Dnorm of η. While a generator Z is not uniquely determined by equation (1.2), the generator constant m = 1 D obviously is.
Hitting Probability of standard MSP
The considerations in Aulbach et. al [3] entail in particular, that for every subinterval I ⊂ [0, 1] of positive length (2.1)
Furthermore, there is for every f ∈Ē
which follows immediately from the fact, that every D-norm is equivalent to the sup-norm onĒ
Now one may raise the question wether P (η t = f (t), f.s. t ∈ [0, 1]) = 0 is true for f ∈Ē − [0, 1], in accordance to the finite dimensional case: as a rv X = (X 1 , . . . , X d ) in R d with negative exponentially distributed margins has a continuous distribution, there is P (X i = x, for some i ∈ {1, . . . , d}) = 0 for every x ∈ (−∞, 0]. Example 2.1. Consider the complete dependence case, i.e. the standard MSP η with generator constant m = 1 (note that this is the case iff the corresponding D-norm is equal to the sup-norm, · D = · ∞ , due to the functional version of Takahashi's Theorem [4] , [3] ). We get immediately
On the other hand, for arbitrary non-constant continuous functions f ∈C
as the image im(f ) of f is an interval of positive length.
The next Proposition is the main result of this paper and gives a complete answer to the foregoing question. 
Conversely, if for a subinterval I ⊂ [0, 1] with positive length there is
Proof. Assume P (η t = x 0 , f.s. t ∈ I) = 0 for some x 0 < 0 and an interval I ⊂ [0, 1] with positive length. Define for k ∈ N and arbitrary t 0 ∈ I the functions g,
By assumption, we get on the other hand
and, thus,
As Z is a generator process fulfilling the conditions (1.1), we get for every s ∈ I E sup
and, thus, Z t = Z s for all s, t ∈ I with probability one.
We give an example of a standard MSP η, which has a generator constant m > 1 but there is a interval I on which its generator Z fulfills Z t = Z s for all s, t ∈ I a.s.. Example 2.3. Let Z 0 , Z 1 some independent and identical distributed rv with
for some n ∈ N. With some 0 < a < b < 1 define
and Z is obviously a generator process fulfilling (1.1). But η is for n > 1 not the complete dependence MSP as
The following Corollary follows immediately from Proposition 2.2. 
for some x 0 < 0. In this case (2.3) holds for every x 0 < 0. Now we consider for some standard MSP η the function
Then h η (x) is the "hitting probabilitiy" of η and x. Proposition 2.6 below states some properties of h η . Its proof uses the next lemma, which is established in Aulbach et al. [3] . Moreover,
Proof. The assertion follows by Proposition 2.2 and the inequality
which holds for all x ∈ (−∞, 0] by Lemma 2.5.
In the setup of the preceding proposition, the term 
Probability of hitting more than once
Now the question arises how often the paths of a standard MSP hit some x 0 < 0. We give a sufficient condition on the generator Z of a standard MSP η such that the probability of the event that the paths of η hit some x 0 < 0 (at least) two times in some interval [t ′ , t ′′ ] ⊂ [0, 1] is positive for every x 0 < 0. We need the following Lemma which is of interest of its own.
Lemma 3.1. Take 0 ≤ t ′ < t ′′ ≤ 1 and consider a standard MSP η with generator Z. Then, for every t 0 ∈ (t ′ , t ′′ ) and every x 0 < 0
if, and only if,
Proof. Let t 0 ∈ (t ′ , t ′′ ) and x 0 < 0 be given. Then
and this is equal to zero if, and only if,
Since t 0 ∈ (t ′ , t ′′ ) was arbitrary, we get for finitely many t 1 , . . . , t n ∈ (t ′ , t ′′ ), n ∈ N,
and, thus, the continuity of Z implies with {t 1 , t 2 , . .
with probability one, which is equivalent to
Now the following assertion on the hitting probability follows easily from the foregoing Lemma. 
then, for every t 0 ∈ (t ′ , t ′′ ) and every x 0 < 0,
Proof. By Lemma 3.1, condition (3.2) is equivalent to P (η t ′ ≤ x 0 , η t0 > x 0 , η t ′′ ≤ x 0 ) > 0, and, thus,
In the proof of Lemma 3.1, the property sup t∈[t ′ ,t ′′ ] Z t = max(Z t ′ , Z t ′′ ) almost surely of a generator process Z plays a crucial role, cf. equation (3.1) . It is clear that a generator process which is pathwise linear on [t ′ , t ′′ ], i.e. Z t := real numbers a, b, c, d , e > 0 with the following properties:
and define
Let Y, Y be some independent Bernoulli rvs with P (Y = 1) = p = 1 − P (Y = 0) and
Elementary computations show that E(Z
. is a proper generator process. We have
for arbitrary 0 ≤ t ′ < t ′′ ≤ 1, as three of the possible four paths are (strictly) monotone, and there is (with probability p · p) one path which is (strictly) convex. Note that the numbers a, b, c, d, e can be substituted by appropriate rvs (independent of each other and of Y, Y ), which have those values as their expectation, respectively, and that Z 1/2 can also be chosen to be random.
Nevertheless, equation (3.1) has some further implications. 
Proof. The proof of Proposition 3.2 already contains (i) ⇐⇒ (ii) ⇐⇒ (iii). Moreover, (iii) is true, if, and only if,
for all x 0 < 0, i.e. (iii) ⇐⇒ (iv). Finally, we have for arbitrary x 0 < 0
which is (v) by using the inclusion-exclusion formula.
We finish with an example which shows in particular, that there are standard MSP, which hit every x 0 < 0 twice with positive probability, but the probability of hitting any x 0 < 0 three or more times is equal to zero. Elementary computations show, that all fidis of η are max-stable and that the one-dimensional marginal distributions are standard negative exponantial, so η is a standard MSP.
We have P (η t < x, f.a. t ∈ [0, 1]) = P (max(η 0 , η 1 ) < x) = exp(2x) for x < 0, so the generator constant of η is given by m = 2.
Moreover, elementary computations yield for abitrary x < 0:
h(x) = P (η t = x, f.s. h(x) dx = 3/2. Furthermore, in this example elementary computations yield for every t 0 ∈ (0, 1) and arbitrary x 0 < 0 P {η t = x 0 , f.s. t ∈ [0, t 0 )} ∩ {η t = x 0 , f.s. t ∈ [t 0 , 1]} = (exp(x 0 (1 − t 0 )) − exp(x 0 ))(exp(x 0 t 0 ) − exp(x 0 )) > 0, so all paths of η hit every x 0 < 0 two times with positive probability.
On the other hand, it can be shown by elementary arguments that we have for disjoint intervals I 1 , I 2 , I 3 ⊂ [0, 1] P k=1,2,3 {η t = x 0 , f.s. t ∈ I k } = 0, x 0 < 0,
