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Abstract

Neural networks are a powerful machine learning tool, especially when trained
on a large dataset of relevant high-quality data. Generative adversarial networks,
image super resolution and most other image manipulation neural networks require a
dataset of images and matching target images for training. Collecting and compiling
that data can be time consuming and expensive. This work explores an approach
for building a dataset of paired document images with a matching scanned version of
each document without physical printers or scanners. A dataset of these document
image pairs could be used to train a generative adversarial network or image super
resolution neural network to convert a scanned document into a pristine document
free of artifacts. It could also be used in optical character recognition of scanned
documents to improve understanding of documents with degraded quality. Generating
a dataset like this without mechanical hardware saves time and materials and has the
potential to build similar paired image datasets for other applications. The proposed
approach centers on conditional generative adversarial networks to generate the paired
dataset from unpaired document images. This work explores StyleGAN2, CycleGAN,
CUT, Pix2PixHD, SPADE and SEAN. I find that the base version of each model is
currently insufficient for this task.
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Glossary of Abbreviations/Symbols

Conditional Generative Adversarial Network (cGAN) A type of generative adversarial network that accepts a segmentation mask to label the input image
content for learning.
Contrastive Unpaired Translation (CUT) A specific generative adversarial network model that uses comparisons of image patches.
Dots Per Inch (DPI) The number of dots per inch printed. The physical
resolution of a printed document.
Generative Adversarial Network (GAN) A neural network model that
makes two components compete with each other to learn and improve content generation.
Graphics Processing Unit (GPU) The hardware commonly used to train
and run neural networks.
Mean Squared Error (MSE) The average of the squares of the errors.
Optical Character Recognition (OCR) The field of study for recognizing
text in images.
Peak Signal-to-Noise Ratio (PSNR) Comparison metric for determining
the amount of degradation in a generated or compressed image.
Rectified Linear Unit (ReLU) A type of activation function for a neural
network.
Root Mean Square Error (RMSE) The square root of the mean square
error.
Semantic Region-Adaptive Normalization (SEAN) A generative adversarial network model that adds better style encoding.

x

SPatially-Adaptive (DE)normalization (SPADE) A generative adversarial network model that uses the segmentation mask throughout the neural network.
Structural Similarity (SSIM) A comparison metric of how similar the overall structure is for two image signals.

xi

1
Introduction

How much data is required to train a neural network? The specific answer
to that question can be debated and is dependent on the application, though it
is undeniable that the current top tier machine learning models use so much data
that only a few companies can afford to train them. Research is advancing to lower
that requirement, but until then each application of machine learning requires large
amounts of data. That data also needs to be labeled or paired, which is tedious
and expensive. A major application of machine learning is to automate tedious or
expensive tasks. This raises another question: Why not use machine learning to
automate the generation of data to train other neural networks on more complicated
tasks?
This exploratory study was undertaken to determine if machine learning could
be used to generate the data required for training other neural networks. The study
focuses on generating data for the fields of document quality, optical character recognition (OCR), and document understanding. The data most needed for this field of
research is images of the degraded data that needs to be improved, and a matching
clean image for each that shows what the improved image should look like. Degraded
data in this case is composed of documents that contain artifacts or imperfections
that a printed paper may have or a scanner could cause. Examples are aged pages,
toner dropout, bent pages, text from the opposite side of the page, faded content,
light bleed or artifacts.
This thesis explores six generative adversarial network models for this applica-
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tion. Generative adversarial networks (GANs) are composed of two neural networks,
a generator and a discriminator. The discriminator is shown an image and classifies
the image as real or fake. The generator attempts to create synthetic images that
will trick the discriminator into selecting the fake image as a real image. This thesis
experiments with GANs to determine if the generator can convert pristine digital
documents into matching documents with the artifacts and degradations commonly
created by printers and scanners. The goal is to create a dataset of bad-quality document images with matching good-quality document images. To build a dataset like
this without an automated method would require manually printing and scanning
every document in the dataset with a variety of printers and scanners. A manual
method also requires matching the image sizes and renaming the files to match the
original. The entire process would get expensive and tedious to build a large enough
dataset for most machine learning models. The costs would include paper, printer
ink, access to multiple printers and scanners, the cost of personnel to manage the
process, as well as time.
To my knowledge, there does not exist a public dataset of paired pristine
and scanned document images. Using generative adversarial networks to generate a
dataset like this will provide a benefit to the research community and would require
little cost or effort to add new document images to the dataset. A method capable of
generating paired data has two major benefits beyond the time and cost factors. First,
by directly generating the scanned documents from the pristine ones, we can simulate
a wide range of artifacts that occasionally appear when scanning documents. Many
of those artifacts are difficult to reproduce reliably when using manual methods and
sometimes are created from damaging the paper or the scanner. Second, the method
can be shared with the community, who can then input their own documents to
make scanned versions of them without needing to print and scan them first. Once
2

a technique is solidified and shared, creating unique scanned documents will require
little effort for whomever needs the data.
Scanned documents span a wide range of image qualities. Some look almost
perfect and are very clear to read, while others have artifacts, smudges, blurs, visible
text from the other side of the page, or external markings like coffee stains. Ideally,
scanned documents are easy to read and free of these imperfections. Throughout
the years different techniques have been created to help with this. Most of them
are manual methods of detecting specific imperfections and correcting for that. This
is tedious and requires a manual solution for each of the hundreds of imperfections,
some of which are rare and hard to reproduce. The technique explored in this thesis
is the first step towards making these manual methods obsolete by automating the
corrections that these manual methods attempt to solve.
The first two GANs explored start with noise that the generator converts into
target images that match the style. The rest use conditional methods that accept an
input that is then converted to the desired style. Most conditional methods utilize a
segmentation mask to define the content of the input image. The segmentation mask
allows the generator to learn more detailed information that can be applied to the
appropriate content.
In addition to conditional methods, the GANs explored, use an unpaired approach to style transfer. Unpaired style transfer means that the input images do not
have an exact target to generate. Instead the GAN is provided with style examples
of what should be generated, but not exact translations of the input data. The generator is able to learn to generate a target style by providing the discriminator with
a “real” dataset of images of the target style.
The generator creates a new document that matches the structure and wording
of the original document with artifacts and imperfections added. Once the “scanned”
3

documents are generated with synthetic artifacts and abnormalities, the resulting
images can be used as a paired set of document images with the inputs. The resulting
dataset can be used to train new algorithms to improve document quality, optical
character recognition, and document understanding.
The structure of the remainder of the thesis is as follows: In Chapter 2, I
provide background information and discuss relevant work in the project. I explain
generative adversarial networks, style transfer, image segmentation and document image synthesis. In Chapter 3, I explain the experiments performed, as well as the main
method explored in this thesis for handling the data and creating masks for isolating
the content. In Chapter 4, I review the results and metrics of the project by showing
examples of the generated documents, and how they compare with the originals and
target images. I also discuss a post-processing technique that improves the results of
the generated documents. Finally, in Chapter 5, I explain my conclusions, summarize
the project and discuss possible future work to build on this technique.
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2
Background

In this chapter, I provide the foundation for understanding the work done in
this thesis by describing the core concepts and related work.
2.1 Generative Adversarial Networks
Generative adversarial networks (GANs) are the core concept used in this thesis to take a clean digital document and generate a version of the document that
appears as if the document was printed and scanned. They are composed of two
machine learning neural network models, a generator and a discriminator. The generator and discriminator compete with each other in order to learn. The simpler of
the two models is the discriminator model. The discriminator needs to learn how
to create a dividing line between input data in a binary classification of the input
images and state whether the images are real or generated. The generator needs to
fully understand the images in order to create new ones with the hope of tricking the
discriminator into thinking that the generated image is real and not synthetic. The
goal is to teach the generator how to create new content that could be believed to
belong in the dataset of real images. Once trained, the generator model can be used
to create new images in that style.
During training of the GAN, the generator takes in a random input that is
often noisy, so the generator can create a wide variety of outputs. The input for the
discriminator is content from the real dataset and what the generator created. The
discriminator does not know which input provided the content until after a decision
has been made. Both models receive feedback about whether the discriminator was
5

correct in classifying the image or not, through back propagation. Back propagation
is a mathematical technique for updating the weights of each connection in a neural
network. The technique slightly adjusts each of the weights based on the accuracy of
the classification. During back propagation, the generator needs access to the weights
of the discriminator to know how much each node is affecting the output decision.
This helps the generator to understand what the discriminator is looking for, so the
generator can create the right type of content.
The two models take turns training to make sure they both are able to learn.
Otherwise, the generator would always be learning old discriminator information and
would never learn the target content to generate. Technically, the two models are
competing with each other, but the goal is to have the generator lean to create the
target content. This is why the generator is allowed to access the discriminator’s
weights during back propagation. The discriminator is trained first for a set number
of epochs without the generator learning as shown in Figure 2.1. The generator is
then trained for the same number of epochs without the discriminator learning as
shown in 2.2. In this way, both the generator and discriminator update their weights
on their turn, based on the result, and continue to compete with each iteration until
training is complete.
The generator uses latent space, or embedding space, to categorize details
about the target images. Latent space is a different dimension for parameters that
define the input and output of the generator. This other dimension of space is a
mathematical way to help categorize parameters that are not easily separated within
their normal dimension. Latent space is represented as a predefined Gaussian or
uniform distribution, which provides the benefit of ensuring latent space convexity,
but loses the original structure of the distribution[12]. Variables are mapped into
latent space to sort and cluster the data based on those features. For example,
6

Figure 2.1: Explanation of training the discriminator. The full process of training the
discriminator part of the GAN. The discriminator takes in images from the dataset
that are real and images generated by the generator. The discriminator does not
know at the time where the image came from until after the prediction is made.
After predicting, the decision is compared with the label, the loss is calculated, then
fed back to the discriminator.

Figure 2.2: Explanation of training the generator. The full process of training of the
generator entails generating images from noise then getting feedback about whether
the generated image tricked the discriminator or not. The back propagation goes
through the discriminator to the generator so the generator can learn how to create
images that may trick the discriminator.
people with blue eyes will be grouped together in one area while people with brown
eyes will be mapped to a different section of latent space. Between the two groups is
space that represents other colors that may or may not be normal for human eyes,
7

like purple. The transition from one section of latent space to another is a gradient
that can be used to generate interesting combinations of features.
Convergence of the GAN can be a difficult target to hit because once the
generator becomes proficient at creating the target content, the discriminator will
have a hard time discerning which image is generated. The discriminator can then
start to degrade by continuously making incorrect classifications. If the discriminator
degrades, then the feedback the generator gets is unreliable and could lead to a
collapse of the entire model. To prevent a collapse, the right stopping conditions
need to be defined. A loss function is used to assist with convergence and determining
when to stop training.
Separate loss functions are used for the discriminator and the generator models. Both functions are derived from the same base loss function measuring the same
probability distributions. Since the distribution measurement is the same, the two loss
functions are able to work together. The generator does not get to see the distribution
of the real data. Instead, the generator must learn the probability distributions. The
original GAN paper[2] uses the Minimax loss function (2.1)

Ex [log(D(x))] + Ez [log(1 − D(G(z)))]

(2.1)

D(x) is the discriminator’s probability estimate that x is real. G(z) is the
generator’s output given noise z. D(G(z)) is the discriminator’s probability estimate
that a synthetic instance is real. Ez is the expected value over all random inputs. This
formula derives from the cross-entropy between the real and generated distributions.
The discriminator is attempting to maximize the score for correctly classifying
an image. It penalizes itself through the loss function when incorrect. The generator is
attempting to trick the discriminator into classifying generated images as real. Since
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the generator only learns based on whether the discriminator is correct, the generator
wants to minimize the score of the discriminator, resulting in a smaller loss.
The popular machine learning library TensorFlow defaults to using the Wasserstein loss[1] instead of the MiniMax loss that the original GAN paper used. The GANs
in this thesis utilize a range of loss functions including: StyleGAN2 loss, cycle consistency loss, patchwise contrastive loss, improved adversarial loss and a combination
of adversarial loss, feature matching hinge loss and perceptual loss.
2.1.1 Style Transfer
Style transfer is the concept utilized in this thesis to apply a “scanned” look
or style to the original clean documents. Style transfer is a special subset of GANs
that focuses on taking the style of one image and applying that style to another. The
goal is to keep the underlying structure of the original image, but make the generated
image look more like the style of the sample image. A good example of style transfer
is to make a photograph look like it was painted by a famous artist like Van Gogh.
Even if the object in the photograph did not exist when Van Gogh was alive. An
example from the work of Zhu et al. [16] of converting landscape photos into paintings
that look like they were painted by different artists can be seen in Figure 2.3.
Style transfer works by learning the latent space that relates to the desired
image style. Once the generator has learned that, the generator can convert the
input image to that style by adjusting the latent space of the input into the sections
of latent space of the desired output style. Applying this shift is able to keep the
overall shape of the input image roughly the same while adjusting the features that
define the style.

9

Figure 2.3: Style transfer example. An example from the work of Zhu et al. from the
CycleGAN paper[16] of how style transfer can make a photograph look like it was
painted by a famous artist.

2.2 Image Segmentation
Image segmentation is a full field of research that labels each pixel of an image
as what the pixel represents. The simplest form of image segmentation is a binary
threshold mask on a black and white image. The binary threshold reads the value
of each pixel and if that pixel is above the threshold that pixel becomes white, else
the pixel becomes black. This divides the image into two parts that work really
well for separating text from the background in documents. Most images are more
complex than that and require a more intelligent segmentation. That is where neural
networks can be used to analyze the image and classify each pixel appropriately. That
is beyond the scope of this thesis and will be discussed as an area of improvement as
future work in Chapter 5.1.
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2.2.1 Conditional GANs
General GANs and style transfer GANs are great at generating images, but the
GAN is allowed to modify core components of the image. Certain applications require
the structure of some components to remain unchanged, like text. For document
synthesis, the goal is to have the synthetic generated images include the same words
in the same order as the input images. Traditional GANs will keep the rough structure
of the document, but will not retain the exact words. In order to retain the words of
the input document, we explore conditional generative adversarial networks (cGANs).

Figure 2.4: Pipeline showing how conditional GANs work. The process of how a
conditional GAN woks. The generator accepts an image and a segmentation mask
instead of noise.
A conditional GAN has two main differences from traditional GANs as can be
seen in Figure 2.4. First, the generator accepts a segmentation mask and an input
image, instead of noise. The mask can contain two or more layers. The generator
will learn unique styles for each layer during training that will be applied to the
generated images. The generator applies styles to the input image to create the
11

generated image. Second, the conditional GAN retains the shape of each layer of the
segmentation mask. When the segmentation is precise enough to mask out individual
letters, the generator will retain the shape of each letter of text in the new generated
image.
2.3 Document Image Synthesis & Processing
Image synthesis is the process of combining image components to generate a
new image from the constituent parts. Image synthesis is the root of what is being
done by GANs to generate images. Traditional image synthesis is performed using
a computer to select, arrange and combine the different components of the image
into a digital file. That file can then be displayed in a digital format or printed
to a physical medium. The most common method for this in today’s culture is to
PhotoShop something using the popular software product by Adobe to modify images.
Compositing and visual effects for movies is the other most common use case for image
synthesis to create impressive worlds and content that do not actually exist, for films
or games.
Document image synthesis applies this same concept to documents. The parts
that are often combined for documents are text, tables, graphics, and images. This
thesis adds scan artifacts to that list in order to degrade the quality of the documents
to make them look like they were printed and scanned.
One example of document synthesis is to add handwritten words to a scanned
form. The work done by Jo[5] explores a method of segmenting handwritten text and
synthesizing that text onto document forms. This approach allows for the labeling of
each pixel of the document image as handwritten text or part of the document. That
information can then be used in research to recognize handwritten text on forms.
Future work on this thesis could incorporate a similar technique for segmenting the
12

different types of content including handwriting in a document and synthesizing those
together in the correct manner.
2.4 Related Work
In this section, I review the recent work on generative adversarial networks
that are further experimented with throughout this thesis.
2.4.1 StyleGAN2

Figure 2.5: StyleGAN2 model architecture. The StyleGAN2 model architecture is
reprinted from the work of Karras et al. in the StyleGAN2 paper[7] that shows how
they revolutionized style transfer GANs by inserting the style at multiple points of
the network.
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StyleGAN2 is the improved version of StyleGAN and is the baseline standard
to beat in style transfer generative adversarial networks. StyleGAN and StyleGAN2
use an alternative generator architecture for generative adversarial networks than
the precursor GANs. The architecture was modified to improve two features. The
first improvement is for the unsupervised learning task of classifying high-level image
attributes like pose and identity of human faces. The second improvement is for
correctly creating stochastic variation, like freckles and hair, in the generated images
[6]. StyleGAN2 is able to generate realistic looking images by disentangling the
features of input images into latent space and using that to generate new images that
look like the real inputs. Many of the modern style transfer GANs are built on top
of StyleGAN2 or are similar in structure with minor modifications for specific use
cases[7].
2.4.2 Pix2Pix

Figure 2.6: Pix2PixHD model. The Pix2PixHD model reprinted from the work of
Wang et al.[13] shows the network convolutions with the segmentation mask, residual
blocks and downsampling.
Pix2Pix explores a conditional GAN approach to style transfer, while also
applying an extra loss goal. The loss adds extra constraints on the generator. Instead
of just trying to trick the discriminator, the generator must also minimize the L1
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distance to the ground truth target output. The authors opted for the L1 distance
because it generates less blurry images than the commonly used L2 distance[4].
One of the authors worked with NVIDIA to create a high-resolution version of
Pix2Pix called Pix2PixHD[13], which is readily available as a python package, making
Pix2PixHD the easiest of the GANs to set up.
2.4.3 CycleGAN

Figure 2.7: CycleGAN model. The CycleGAN model reprinted from the work of Zhu
et al.[16] shows how the image is converted to a new generated one, then back to the
original. The loss is checked after each conversion to properly learn the structure of
the images.
CycleGAN is built on the base Pix2Pix model and adds the feature of converting the generated image back to the original image. This cycle feature is the core
improvement made over Pix2Pix, by creating cycles that are used in the loss function
during training. The technique learns the latent space that signifies the style and
the generator applies that to the input image. CycleGAN does not produce a perfect
cycle, but the technique helps to reinforce the learning of the generator to get better
results of style transfer[16].
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Figure 2.8: CUT overview. The CUT overview reprinted from the work of Park et
al.[10] shows the multi-layer patches and how they are compared.

2.4.4 CUT
Contrastive Unpaired Translation (CUT) is an unpaired style transfer technique that is able to recognize specific features in an image and convert them to a
different style. For example, converting a horse into a zebra in the same pose. The
point of this technique is to find a sensible translation from one image to another.
CUT does not change the body pose and parts, but changes the coloring and textures.
An overview of the concept can be seen in Figure 2.8.
CUT divides the image into patches and compares those with other patches to
calculate the contrastive loss between the input and the generated images. The loss
marks the patches as positive or negative pairs depending on how similar they are.
The goal is to maximize the positive pairs and minimize the negative pairs to get the
best result in the generated image.
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The second stage is to use the same technique to compare different sized
patches with the multilayer patchwise contrastive loss. By comparing different sized
patches, the network is able to learn more of the structure and relations of the objects
in the images and apply that to the generated image. For example, the network is
able to recognize that the legs of a horse are of similar shape to a zebra. Then, the
generator can apply the correct color and texture of a zebra onto the horse’s legs,
even if the scale is different. This method works on single image datasets due to the
contrastive patch loss technique[10].
2.4.5 SPADE

Figure 2.9: SPADE model architecture. The SPADE model architecture reprinted
from the work of Park et al. in the Semantic image synthesis with spatially-adaptive
normalization paper[11] shows how the segmentation map is added to multiple parts
of the network.
SPatially-Adaptive (DE)normalization (SPADE) introduces the spatially adaptive normalization layer that takes in a semantic layout and synthesizes a photorealistic image. The key difference with this technique is that the segmentation mask is
provided to the neural network at multiple points throughout the network, instead of
just at the beginning. This keeps the network from normalizing out and ignoring the
mask. The results are significantly better than when the segmentation mask is only
provided once alongside the input image [11].
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2.4.6 SEAN

Figure 2.10: SEAN model architecture. The full SEAN pipeline (A) shows the architecture of the SEAN network. The style encoder defines the style of each layer of the
segmentation mask and provides that information to the network throughout. Then
the SEAN ResBlk (B) broken out, is the core component of the SEAN network that
does the main convolutions and learning. The diagram is reprinted from the work of
Zhu et al. in the SEAN paper[17].
Semantic region-adaptive normalization (SEAN) makes modifications to the
SPADE network by replacing the SPADE ResBlk with a SEAN ResBlk. The difference
is that SEAN uses the conditional constraints of style codes and the segmentation
mask to control the modulation parameters. All previous GANs do not have these
constraints on the modulation of their parameters[17]. The architecture can be seen
in Figure 2.10.
Style encoding as a style matrix is based on convolutions designed to recognize
the style of the input images. Encoding the style in the parameters of the networks
normalization layer is the method used by each of the big networks for general style
encoding within a single neural network. StyleGAN[7], SPADE[11] and FUNIT[8] are
all examples of networks that utilize this same technique.
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The SEAN network expands the style encoding to a full style encoding network
for per-region style encoding. It defines each region based on the segmentation mask.
Each region then learns a different style, in contrast to the previous methods that
learn only one style of an entire image.
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3
Method

In this chapter, I discuss the specifics of the experiments done in this thesis.
First, I explain the data that I used. Second, I explain the required pre-processing
that prepares the data to be provided as an input to the GANs. Third, I discuss
how each network was trained and tested. Finally, I summarize each of the GANs
and show sample generated images for each. The GANs I experimented with include
StyleGAN2, CycleGAN, CUT, Pix2PixHD, SPADE and SEAN.
3.1 Data
The documents are input to the system as images. They can be of any dimension and resolution as long as there is enough resolution to read the document. Higher
resolution input images will result in higher resolution results. This section will cover
the image datasets used to provide the required data to train a style transfer GAN.
3.1.1 PRIMA IMPACT dataset
For this thesis, images from the PRIMA IMPACT dataset were chosen as the
target style. The PRIMA IMPACT dataset is created by the IMPACT Centre of Competence in Digitisation (digitisation.eu)[9]. The dataset consists of around 600, 000
images of scanned text documents from major European libraries. The dataset covers texts from 1500 AD to 2000 AD and includes material from newspapers, books,
pamphlets and typewritten notes. The documents have a wide range of resolutions,
but the average is around 1991x2811 pixels.
All of the selected documents have at least one artifact from printing or scan20

ning technology of the time the document was printed or scanned. Since the documents span hundreds of years, the dataset has a good sampling of artifacts due to
aging, handling of the pages and the range of techniques used to create, scan and
compile the documents. Many of the documents are from books and show the edges
of other pages on the side of the image, or the text on the opposite side of the page,
as can commonly be seen in scanned document images.

Figure 3.1: PRIMA IMPACT dataset samples. Sample images from the PRIMA
IMPACT dataset[9] that is used as the style the GAN is learning.

3.1.2 PubLayNet dataset
This thesis also requires clean document images to apply the learned style
to. For that, the PubLayNet dataset created by Zhong et al.[15] was selected. The
dataset consists of around 350, 000 document images from the PubMed Central Open
Access Subset. Each document image is a ready for printing document in the jpeg
format. The document images are provided in a range of resolutions, though most
are around 600x840 pixels. The entire collection also has annotations associated with
each document for the layout of the document. The annotations were created by
IBM Research Australia and they classify each section of the document with labels
including “text”, “list” and “figure”. Each of these annotations will be applicable to
the corresponding generated document images in this thesis.
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Figure 3.2: PubLayNet dataset text samples. Sample images of pure text documents
from the PubLayNet dataset[15] that is used as the input to the GAN after the
generator has learned the style. These are the pristine versions of the document
pairs.

Figure 3.3: PubLayNet dataset image samples. Sample images from the PubLayNet
dataset[15] that include images and are also used as input to the GAN after the
generator has learned the style. These are the pristine versions of the document
pairs.

3.1.3 Pre-Processing
Pre-processing of the data is required for three reasons. First, the images need
to be in the same format for consistency and compatibility with the GANs. The GANs
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do support multiple image formats, but for simplicity and consistency the file types
should match. Second, Many of the GANs are designed to take in a square image
as the input. Documents are traditionally a rectangle shape meaning that either the
images need to be converted to squares or all of the GANs tested need to be modified
to accept input images of different shapes. Third, the conditional GANs require a
segmentation mask to go along with the document image. That segmentation mask
needs to be generated for each document.

Document formatting
For consistency, the documents must be of the same file type and color space.
This work chose to use the PNG file format due to the smaller file size while also
providing high quality images. The 8 bit sRGB color space was selected to allow
for a wide range of realistic documents that include colored text, figures and images
as well as colored artifacts and backgrounds like a yellowed page that has aged or
a brown coffee stain. A script was created to make sure that each image met these
requirements. If the image does not, then the script would convert the image to the
right format before using the image in training or testing the GAN.
The architecture of this GAN, like most GANs, requires the input images to
be square. A square input is a commonality across the major GANs. The reason for
this is that an input ratio has to be defined for the first layer of the GAN’s neural
network. Requiring the inputs to be a square shape and a power-of-two is a simpler
option than supporting multiple input sizes. The inputs of each GAN could have
been modified instead, but modifying the dataset once is a simpler and more time
effective method.
For traditional full sized documents to be used in the network, they need to
be converted from their rectangle shape to square document images. To avoid a loss
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of content I wrote a script to add a white background to both sides of the image in
the shorter dimension to match the length of the longer dimension. A plain white
background was selected for this to have the least amount of impact on the changes
the neural network will apply to the image. Since the background of a clean document
image is already white, adding extra white pixels will not influence the neural network
to add any specific artifacts or content around the edges of the document. The script
records the original dimensions of each document image so that the generated image
can be cropped back to the original dimensions before being added to the dataset.
The process can be seen in Figures 3.4 and 3.5.
Instead of always using a white fill color, the color of the edge of the document
could be sampled and used. This approach was not explored, but could be in future
work, because the generated images are cropped back to the original dimensions. The
extra pixels should have minimal effect on the generated image.
Additionally the dimensions of the document images must be a power-of-two.
The length of 1024 pixels was selected for most of the input images for three reasons.
First, 1024 is the closest power-of-two value to the resolution of the majority of the
input images. Second, this dimension provides a high enough quality version of the
document for the GAN to generate legible text and content. Third, the dimension
is the highest power-of-two resolution that can be handled with the resources I had
available to train the GANs.

Document Segmentation
Document segmentation is used to separate the document content from the
background. The process creates a segmentation mask that can be passed to the
GAN. The mask lets the conditional GAN know what pixels are assigned to what
content.
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Figure 3.4: Pre-processing steps. The input image is made square by adding white
space, then the mask is created to separate the content from the background.

Figure 3.5: Pre-processing steps for documents with images. The input image is
made square by adding white space, then the mask is created to separate each layer
of content into a different color value.
I wrote an OpenCV Python script to create the mask of all content in the
document. First, the document image is converted to a black and white image.
Second, the content of the image is isolated by using a binary threshold that changes
each pixel to one of two values, pure white or pure black. A threshold value of 200 was
selected on the scale of 0 (pure black) to 255 (pure white). This means that a pixel
with a value of 200 or higher was converted to 255 and all pixels with a value lower
than 200 were converted to 0. For document images the background is traditionally
a white or an off white color and the content comprises everything that is darker.
By selecting a threshold value that is closer to the white values, more pixels will be
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labeled as content.
The GAN networks are designed to have the 0 value of the mask be the background and each incremental value above 0 is a separate layer. The images created
from the above script have the background set as 255 and the content as 0. These
need to be adjusted to match what the GAN is expecting. The script was modified to
invert the colors, then convert the content values to be 1. This leaves the background
pixels with a value of 0 and the content pixels with a value of 1 matching the expectations of the GAN. If the content was separated into more labels, like text, images,
tables, figures, etc. Then each label would need to assign its pixel values to the next
incremental value of the mask.
When this generated segmentation mask is viewed by the human eye, the mask
appears to be just a black image, because the values are still in the range that our
eyes see as black. The GAN on the other hand reads the exact values of each pixel
and is able to differentiate each one. When a human does need to look at the mask for
verification or when explaining the process, a high contrast set of colors are chosen,
starting with primary colors as can be seen in Figures 3.4 and 3.5.
3.2 Training the GANs
The GANs require document images to be selected and pre-processed before
they can be used for training. I selected a wide range of 2, 677 documents with varying
levels of quality based on legibility, artifacts, and overall structure from the PRIMA
IMPACT dataset for training. I then selected another 382 images to be used for
validation during training and 382 for testing.
The pre-processing needs to be performed on all of the selected data. This
includes verifying that all images are in the right file format format, making them
square and generating the segmentation masks. The files need to be stored as 8 bit
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sRGB PNGs and the segmentation masks will divide the document up into binary
sections of content and background.
Each GAN is trained for 200 epochs, with an iteration for each input image,
resulting in 2, 677 iterations per epoch. Each image is cropped to patches of 64x64
pixels during training to decrease the required memory and the training times. All
of the samples from the “real” dataset shown to the discriminator are also cropped.
That way, the discriminator is shown similar content from both the generated and
real datasets. The patches provide enough information about documents that both
the discriminator and the generator are able to learn the target styles defined by the
segmentation mask and the sample images.
Like all GANs the training is alternated between training the discriminator
and the generator so they do not simultaneously update, which would require them
to attempt to hit a moving target with each update. While one is learning, the
other does not update any weights. The discriminator is isolated and updates based
on whether the prediction about the classification of the image was correct. When
the generator is learning, the final nodes of the network must be connected to the
input nodes of the discriminator, so that the results can be properly back propagated
through the discriminator to reach the generator.
Most GANs require a lot more images to train. The GANs tested likely would
have benefited from a larger dataset. The problem with larger datasets is that more
resources are required to train the GANs. This thesis had limited access to hardware
for training the GANs.
A single NVIDIA GeForce GTX Titan X GPU was used to train each GAN for
200 epochs, over 7 days, per GAN. As an experiment to see if the small training set
was sufficient, the SEAN GAN was trained on an additional 3, 563 images for another
week and saw negligible improvements in the generated documents. Although this
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experiment was performed, the extra images and training time still may not have
been sufficient to properly train the GANs.
3.3 Testing the GANs
There are two grading rubrics required for evaluating document images generated for this application. First, is the accuracy of the degradations and artifacts.
One of the goals of this thesis was to see if learning techniques alone could be used
to create the target images. As a result, only a couple quantitative metrics, defined
in Section 4.1, are used to evaluate the generated images.
Second, is aesthetic quality, does the document look like a scanned document?
This was the core rubric used in this thesis. Without the definitions of the first rubric,
a computer is unable to properly judge if these results are good or not. After training,
select images were provided to the generator and the generated images were manually
evaluated.
After evaluating the generated images, the learning rate, input image resolution and the cropping amount were modified before training again. Due to limited
resources, iterations of retraining were limited.
The full process for testing each GAN is as follows: test clean document images
are preprocessed and the segmentation mask is created. Then both the square input
and the segmentation mask are given to the generator which creates a new document
image. Finally, the generated image is cropped back to its original shape and size.
This is the final generated image that is evaluated. The whole process is shown as a
diagram in Figure 3.6.
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Figure 3.6: Full process for generating a document image with the trained GAN.
Pre-processing makes the image square then creates a segmentation mask to separate
the content. Both the square image and the segmentation mask are given to the
generator as inputs. The generator creates a square image that is then cropped back
to the original size of the input document image.

3.4 GAN Experiments
In this section, I show the different GAN networks I experimented with in
this thesis. I explain why I selected each network and the benefits and shortcomings
of each for this application of document synthesis. Each of these GAN networks
was trained on the PRIMA dataset so the generator would understand the desired
scanned document style that should be generated. Then, each was tested by inputting
documents from the PubLayNet dataset as well as some higher resolution documents
that I created[3].
3.4.1 StyleGAN2
I started with StyleGAN2, which is the industry baseline standard for style
transfer GANs. StyleGAN2 has some of the best results for generating realistic looking human faces and scenery. StyleGAN2 is also able to generate documents that at
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a glance look like real scanned documents. StyleGAN2 is able to learn and generate the structure and overall format, look and feel of a document. For overall style,
StyleGAN2 provides some of the best results. See Figure 3.7a for an image wall of
generated examples.
There are two issues with this network that make StyleGAN2 unfit for the
goals of this thesis. First, the network does not take specific images as input for each
output. Instead, the network generates a completely new document based on the style
learned. Second, the network does not generate real words because the generator is
just attempting to create the look and does not understand the meaning of text to
make coherent letters, words or sentences. Figure 3.7b gives a close up of two of the
generated scanned documents where you can see that the text is not real.
3.4.2 CycleGAN
The next experiment is with CycleGAN, which takes in an input image and
does a one-to-one mapping with the generated output image. CycleGAN was selected
to see if the cycle consistency loss would be able to retain the input text and properly
learn the desired artifacts.
CycleGAN struggled to create good fake images that match the style. Instead,
it generated mostly white images with black and gray splotches. This generated data
included enough information for the GAN to do a decent job in recreating the initial
image, during that phase of the cycle. The recreated images looked more like the
target scanned versions. Some of the artifacts look like real scanned deficiencies.
There are again two issues that make this network not work for the goals of
this thesis. First, in the few cases where the fake image contains more than random
smudges, the generator modifies the text of the input document and the reconstruction
does not always contain the same text. This is because there are no constraints to
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(a)

(b)

(c)

Figure 3.7: StyleGAN2 generated results. A wall of document images generated by
StyleGAN2 after 1600 iterations of training. Notice at this size the text and structure
looks reasonably like a scanned document image. The images look unrealistic, like
blobs of spilt ink. (a) and close up versions of the results (b)(c).
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retain the text in the document images, only the appearance. Second, the one-toone mapping does not allow for a variety of output images with different artifacts,
which limits the capabilities of generating a large varied dataset of scanned document
images. An example of a recreation can be seen in Figure 3.8. The generated fake
image appears as a mostly blank white image, so is not shown here.
3.4.3 CUT
For the next experiment, I decided to test the follow up work to CycleGAN
called CUT. CUT uses multilayered patches for comparison and can adjust for scaling
issues between the input and target style. The idea of using this technique is to see if
the generator is able to compensate for the small text, larger images and background
artifacts. CycleGAN struggles with maintaining that balance. The results are a little
better, but ultimately have the same issues of no constraints to keep the text as actual
words. An example can be seen in Figure 3.9.
3.4.4 Pix2PixHD
To fix the issue of keeping the text in the generated images, I switched my
experiments to cGANs. I start with the Pix2Pix network because it is the baseline
for cGANs. This work tests the high resolution version[13] of the network.
The Pix2PixHD network takes a segmentation mask as an input along with the
image which makes the generator capable of retaining the input text in the generated
output. The issue is that the generator adds large blurry artifacts around all of the
content and does not add any artifacts to the rest of the document image. I believe
this occurs because the segmentation map is only inserted at the beginning of the
network and through the convolutions the segmentation map is normalized, causing
the mask to bleed out in all directions. This allows the network to generate the text
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(a) Generated recreation

(b) Input

Figure 3.8: Sample input and output of CycleGAN.
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(a) Generated output

(b) Input

Figure 3.9: Sample input and output of CUT.
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style in the areas around the text as well, which causes the blurring or bleeding effect.
In the case of the example, seen in Figure 3.10, the effect starts to give the feel of a
newspaper. Pix2PixHD is a step in the right direction, but the generated documents
do not look like realistic scanned documents.
3.4.5 SPADE
Next, I experiment with the SPatially-Adaptive (DE)normalization (SPADE)
network. SPADE adds the segmentation map throughout the convolutions of the
network to make sure that the segmentation is properly maintained with minor convolutions done between. This allows the segmented layers to accurately join with
their surroundings without losing their shape. SPADE was selected to see if the improvements would fix the blending issue of Pix2PixHD. An example of the results
can be seen in Figure 3.11. The results are some of the best looking so far, but still
provide unrealistic looking artifacts.
3.4.6 SEAN
Finally, I experimented with the Semantic Region-Adaptive Normalization
(SEAN) network. SEAN was selected for this experiment to see if the regional styling
based on the segmentation map would improve the style of the text content. SEAN
also uses more upsampling than the other GANs. The combination of those features
could help explain the engraved feel and smudges of the example image seen in Figure
3.12.
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(a) Generated output

(b) Input

Figure 3.10: Sample input and output of Pix2PixHD.
36

(a) Generated output

(b) Input

Figure 3.11: Sample input and output of SPADE.
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(a) Generated output

(b) Input

Figure 3.12: Sample input and output of SEAN.
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4
Results

In this chapter, I discuss the results of the experiments. First, I explain the
quantitative metric used to compare the conditional GANs. Second, I interpret the
generated content of the experiments. Third, I describe a post-processing method
that improves the results when low resolution document images are provided as an
input to the GAN. Finally, I add a bonus experiment to see what happens when I
use a previously scanned document as the input to the trained SEAN GAN.
4.1 Metrics
Like art, the images that GANs generate can be viewed subjectively and each
enjoyed for different reasons by the beholder. Researchers need a quantitative method
for evaluating and comparing the generated results. The industry commonly uses
structural similarity (SSIM) for evaluating the accuracy of the structure of the generated image.
The difficulty with calculating the quantitative metrics for this project, is that
there is no exact target “scanned” image for any given input. A physical scanner will
create different artifacts each time the document is scanned. Due to this variation,
SSIM, which evaluates the general structure of content, makes the most sense for
this application. In contrast, other common metrics, like root mean square error
(RMSE) and peak signal-to-noise ratio (PSNR), focus on the quality of details, like
how clean the generated image is. This application is to degrade the document images,
while retaining the core content, so RMSE and PSNR would not provide meaningful
information. Only SSIM is utilized.
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(a) Input

(b) Real scanned image

(c) Pix2PixHD

(d) SPADE

(e) SEAN

Figure 4.1: Comparison with real scanned document. This shows one of the images
used in the metrics to compare the three cGANs tested in this thesis along with
the input image and a real scanned image of the same content. Each cGAN was
trained on the same data and parameters. Take note of the structure consistency
when compared with the input as well as which components look like real scanned
artifacts.
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Method

SSIM

Pix2PixHD[4]
SPADE[11]
SEAN[17]

0.71
0.81
0.78

Standard
Deviation
0.04
0.03
0.08

Table 4.1: Quantitative comparison of the GANs. This is a table showing the quantitative comparison of the reconstruction quality using structural similarity (SSIM).
The values shown are the average across all of the tested images, comparing the generated image with the original input. The range is from 0 to 1, where a higher value
is better.
SSIM is an image quality assessment created by Wang Et Al.[14] that is used
in style transfer GANs to assess the quality of the generated images. SSIM compares
the generated image with the original image to see how similar the structure of the
images are. The result is a number from 0 to 1. A value closer to 1 means the two
images are very structurally similar. If the value is closer to 0, then the two images
have very few structural similarities.
The SSIM value measures the overall structure of the document to determine
similarities. For example, if the document has two columns of text and an image
in one of them, the goal for this thesis is to retain those same two columns with
the image. If the SSIM is low, then the generated document image may have three
columns and four images, drastically changing the structure of the document. The
SPADE method has the best average SSIM values on the test images, with SEAN
close behind, meaning that the generator does a good job of keeping the base structure
of the input image in the generated image. Pix2PixHD has a lower value here from
the extra blending of the background into the content.
SSIM is calculated by measuring the luminance of two aligned nonnegative
image signals and comparing them. Then after removing the mean intensity from
the signal and taking the square root of the variance to estimate the signal contrast
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which is also compared between the signals. Next, the signals are normalized and
compared to determine the structural similarities. Finally the three comparisons are
combined to get the final overall similarity measure[14]
4.2 Experiment Results
All of the experiments were performed on the same machine in their own
Conda environment. Each of the GAN networks described in Section 3.4 were trained,
validated and tested on the same sets of PRIMA IMPACT document images. Training
on the same machine and with the same data provides the same constraints and
resources for each GAN and cultivates an environment for evenly comparing each of
the networks on this task.
None of the GANs were able to consistently generate documents that appear
to be printed or scanned. Occasionally, the GANs would generate a document that
has some of the target qualities. The SEAN GAN generated documents with the
text closer to the target more often than the other GANs. StyleGAN2 was more
consistent with the overall document image look. The recreated document images
that CycleGAN produced were also occasionally close to the target, but the fake
images generated, that should have been in the target style, were usually white and
black splotches. More side-by-side comparisons of the cGANs can be seen in Appendix
A.
This work is focused on the text of the documents, so the images and figures
were ignored while evaluating the generated document images. For some documents,
the generators are able to add artifacts to the background of the document. More
often, the generator provides these artifacts surrounding the text and around the
edges of the document. The resulting brown blotches are unrealistic looking and are
likely due to an attempt at recreating an aged page look, but mistakenly applying
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the look to small regions instead of the entire document. This is an area that needs
some improvements for all of the GANs tested.
I found that the quality of the input document image has a major effect on the
quality of the generated document image. A comparison of generated images with
different resolutions can be seen in Figure 4.2.

(a) 256x256 resolution

(b) 256x256 resolution

(c) 256x256 resolution

(d) 1024x1024 resolution

(e) 1024x1024 resolution

(f) 1024x1024 resolution

Figure 4.2: Results from using low resolution vs high resolution inputs. Documents
generated from providing compressed low resolution of 256x256 and a higher resolution or 1024x1024 images from the PubLayNet document images as the input.
High resolution input documents, with a print quality of 200-300 dots per
inch (DPI), have enough information for the GAN to work with to directly generate
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(a) Input

(b) Output

(c) Input

(d) Output

Figure 4.3: Generated results from high resolution input images. The generated
images directly from SEAN GAN when provided with high resolution cropped input
images. On the left are the real input images and the right is the generated images.
scanned artifacts on the document without requiring a post processing step. Generating high resolution 300 DPI documents of 1024x1024 or higher requires more
memory on the GPU than the one used for this project. To show the results, I generated patches of high resolution documents that can be seen in Figure Figures 4.3 and
4.4. When generated in patches, the final document that is generated by the GAN is
still legible and looks more like a scanned document.
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(a) Input

(b) Generated

Figure 4.4: Larger sample of a high quality input to the SEAN GAN and the resulting
generated file.
Low resolution input documents, with a print quality of 72 DPI, have limited
information to provide to the GAN. The segmentation mask is not as precise for
low resolution images, resulting in blocky segmentations that make individual letters
difficult to distinguish. Further, if the input document text is difficult to read before
being passed to the GAN, then the output will be even more difficult to read. This
is because if the resolution is too low, then the precision of the input will also be low
and the generator has less to work with to match or improve the precision.
If the input image is compressed and contains noise, then the segmentation
mask will also contain noise. A noisy segmentation mask divides the layers into
smaller pixel clusters that increases the difficulty for the generator to learn the correct
45

styles. Avoiding noisy compressed images is best. If it is necessary to use input images
with noise, then extra steps to remove the noise from the image and the mask should
be used. Support for that is beyond the scope of this thesis.
4.3 Post-Processing
I performed another experiment to see if a post-processing step could be performed to improve the legibility of document images generated from low resolution
inputs. For this I used an image synthesis technique of layering two images on top
of each other and multiplying the intensity values with each other. The technique
emphasizes the initial content, which makes the text more legible. The results of full
documents going through the technique can be seen in Figure 4.5 and cropped close
up versions of the same document can be seen in Figure 4.6. I tested different levels
of opacity for the generated image that is on top. As can be seen in Figure 4.7 an
opacity of 75% provides a good balance of legibility while retaining the generated
scanned look. The full technique is visualized in Figure 4.8.

(a) Input

(b) Generated

(c) Merged

Figure 4.5: Example of compressed input with post-processing. Compressed PubLayNet input document going through the process of generating the scanned artifacts
and merging with the original.
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(a) Input

(b) Generated

(c) Merged

Figure 4.6: Close-up example of compressed input with post-processing. Cropped
zoomed in version of the same low quality document inputs of Figure 4.5 showing the
input (a), the low quality generated document (b) and the processed document (c)

(a) 50% opacity

(b) 75% opacity

(c) 100% opacity

Figure 4.7: Opacity value comparisons for post-processing method. Comparison of
different opacity values used in the post-processing multiply technique. At a 5%
opacity not enough of the generated look is present where at 100% opacity the text
becomes illegible. 75% opacity seems to be the happy medium with the best of both
worlds.
A benefit of this post-processing technique is retaining the images from the
input document in the generated document. Since the GAN is not trained on images
with separate segmentation layers the images in the generated documents are mostly
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blocks of random color. When the generated color artifacts are applied onto the
original images, the image is retained with a few artifacts added.

Figure 4.8: Diagram showing the post-processing steps. Full process for generating
a document image and merging the generated with the input to get the best results
for lower quality input documents. Pre-processing makes the image square then
creates a segmentation mask to separate the content. Both the square image and
the segmentation mask are given to the generator as inputs. The generator creates
a square image that is then cropped back to the original size of the input document
image. Finally, the cropped generated image is merged with the input image to
generate a legible final document image.
Requiring a post-processing step to get the generated images closer to the
target is not ideal. The goal of the thesis is to see if learning methods are able to
accomplish the task on their own. Post-processing techniques can be used in the
meantime, if necessary, while improvements are made to learner methods.
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4.4 Scanned Document Input Experiment
For a bonus experiment, I wanted to see what would happen if I provided
scanned documents as the input to the trained SEAN GAN instead of the clean ones.
For this experiment, I selected a few images from the PRIMA dataset, that were not
used to train the network, to use as the input. The results can be seen in Figure 4.9.
The first input image was given a lower resolution look that is very noticeable
on the diagonal lines in the figure. A high resolution image is able to make diagonal
lines appear straight, where low resolution images do not have enough precision to
display straight angles. This look could have been generated if the document had
been scanned on an old scanner with a low resolution. The quality of the background improves by removing bleed from the opposite page and shifts the color of the
background closer to white.
The second input image received a hazy yellow color that a bar scanner could
add. The color could also be a simulation of aged paper. Since the GAN is not
trained on images, the image does not translate well. The legibility of the text got
worse in both images as would be expected from scanning a document a second time.
As expected, the overall quality of putting a scanned document image through the
GAN to apply the look of another scan degrades the document image quality more.
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(a) Input 1

(b) Generated 1

(c) Input 2

(d) Generated 2

Figure 4.9: Experiment with providing a scanned document as the input. A visualization of the data generated when using a previously scanned document as the input
for the trained SEAN GAN.
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5
Conclusions and Future Work

In this thesis, I explored six models of style transfer generative adversarial
networks to generate paired synthetic documents with the artifacts commonly created
by scanners. I explained key elements of each and showed samples of the generated
images. Each method utilized an unpaired technique for learning to generate the
images. Unpaired learning is more difficult for learning because exact examples of
the desired target are not provided for each input image. I found that the current
base model of each style transfer model is insufficient to generate the documents with
the desired imperfections. Traditional methods still outperform these GANs for this
task.
Utilizing more resources to train the GANs may have improved their learning. With more example images and access to more GPUs, the GANs would have
the opportunity to learn more over time. The top tier learner models currently utilize large quantities of high-end computer hardware that is not available and cost
prohibitive for most researchers. While this would help, other methods of defining
specific artifact examples would help to directly teach the GANs specific desired outputs. Having specific definitions of many of the common artifacts would also provide
a better comparison for evaluating the generated document images.
A successful GAN would be capable of regenerating the input document with
scanner artifacts and content deformations, while retaining the original content. The
GANs explored regularly create unrealistic brown smudges between letters or lines of
text and do not include many other common artifacts. The brown smudges are likely
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from the GAN unsuccessfully attempting to apply an aged look to the document.
When necessary to use a low-resolution input image, an additional postprocessing technique was discussed, which synthesizes the input with the generated
document image to create a document image that has similar legibility as the input
document. This technique also was shown to handle the other types of document
content, like images, better. Traditional overlay methods like this currently work
better than using a GAN to directly create the scanned document appearance. The
GAN could be modified to just generate the artifacts, which then could be applied to
the document images.
Overall, the exploratory work done in this thesis found that the current state
of these unpaired conditional style transfer generative adversarial networks is not
sufficient for this task. The next section will discuss a road map of possible improvements to discover if these learner models are capable of completing this task better
than current manual methods.
5.1 Future Work
This section discusses next steps for continuing research to determine if learner
models, like the ones explored, are capable of generating paired “scanned” documents
from clean versions.
5.1.1 Increase Training Data and Iterations
The amount of document images shown to the GANs were a relatively small
dataset of images. This was due to hardware resource constraints. A first step to see
if the GANs are able to learn to generate this style on their own is to provide it with
more data and more training time. This is a brute force method and will take a lot of
time to complete. While that is training, the following subsections will provide more
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scientific steps for improving the GANs.
5.1.2 Defining Artifacts
The GANs tested were trained on a set of example images with a wide range
of degradations. It is likely that there were too many inconsistent variations for the
generator to learn the desired target style with the resources provided. If instead, the
most important and common degradations are defined and shown to the GAN, the
generator will likely have an easier time of learning the target style.
The following is the beginning of a list of common degradations from printers,
scanners and physical damage to the paper. Printers could cause: toner dropout,
misalignment of printheads, skewed paper, and low ink causing undesired colors.
Scanners could cause: light bleed, faded backgrounds, skewed pages, and inaccurate
reflections of content due to surface type. Physical paper damage could include: aged
paper, bent pages, wrinkles, damage from liquids like water, coffee or tea, and cut
or ripped pages. This is a small sampling of the hundreds of possible degradations
found from printers, scanners and paper.
Classical image processing approaches could be used to generate specific degradations or the full scanned document look. Any classical approaches defined and built
could be used as baseline comparison with the GANs. If any classical approaches are
found to perform consistently better than learner techniques, like GANs, then it
could show that learner techniques are not the correct tool for this task. Classical approaches would include: spatial convolution filters, binarization, thresholding,
alpha-blending or a combination of these or other classical approaches.
When enough specific degradations are defined, the generator can be taught on
each one separately, until it has learned how to apply each of them. Utilizing specific
definitions will also improve the evaluation of the generated documents. Specific
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comparison metrics will work and provide more insights into how the generator is
learning. This would be a major improvement over visual inspections.
5.1.3 Improve GAN Architecture
This thesis did not modify the architecture of any of the GANs tested. Customizing the architecture for document degradation should improve the learning and
the generated results for this task.
Improvements in the networks could include modifying the input to allow
rectangular input images instead of square, which would reduce the pre-processing
requirements as well as training time for documents and other non-square datasets.
Additional improvements to the GAN networks themselves could help to tailor the
network to the specific intricacies of document images. Research to explore these kinds
of improvements could find techniques that would work well for document images as
well as other image types.
5.1.4 Better Image segmentation
The current implementation works really well on text and does an OK job
with the background of a document, but fails to provide good results for photos and
most diagrams. The text and background are the target of this thesis and are all
that is needed for optical character recognition and a majority of document quality
improvements. However, expanding the technique to work well on images, figures and
diagrams would allow the dataset to be used by a wider audience across more areas
of research.
To accomplish this, work will need to be done on improving the image segmentation of the documents. Neural networks that focus on segmentation classification
would benefit this the most. The network would need to distinguish between the dif-
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ferent types of document content and label each pixel of that content appropriately in
the segmentation mask that is provided to the GAN for generating the new scanned
documents. This would provide more information to the GANs about the different
components of the document images. With the current implementation, the GAN
only knows that there is document content and a background and the content is tailored towards text. That means that the generator handles all content as text, which
does not provide the best results for content that is not text. Once the GAN knows
the difference between text, images, figures, tables, headers, artifacts and the background, different styles and modifications can be applied to each that better match
the way a printer and scanner would apply these modifications. This will drastically
improve the overall quality of the generated document images.
5.1.5 Building the Dataset
If a learner method is found to successfully convert document images into
their “scanned” counterparts, a natural next step would be to build a full highquality paired dataset that could be shared with the research community. Creating
this dataset would require a collection of high-quality document images with the
right licensing to allow for sharing of the documents in their current form, as well
as modified forms. The PubLayNet dataset of PubMed research papers and articles
meets the requirements of size, variety and annotations, but the document images are
too low of a resolution to generate high quality images with this technique.
Generating the dataset will require some processing time on GPUs. Once
created, web hosting space will be needed to share the dataset with the community.
The size requirements will depend on the resolution of the document images as well
as the number of documents in the dataset. To be of the most use, the dataset will
be large with a lot of images, requiring more hosting space.
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An initial step could use the PubLayNet dataset of lower resolution input
images and utilize the post-processing technique defined in Figure 4.8. This would
generate a dataset that could be used by some of the community as a starting point.
Then once a higher quality input dataset is discovered or created, a new dataset could
be created with higher quality documents.
5.1.6 Expand to Other Datasets
Finally, if an unpaired conditional style transfer generative adversarial network, or another learner based method, becomes capable of generating this dataset,
the technique could be expanded to generate other datasets of images for neural
network training.
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Appendix: Extra Figures

A sample of real scanned documents can be seen in Figure 1.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 1: This shows the real scanned images of some of the comparison documents[3].
More generated images in side-by-side comparisons can be seen here.
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Figure 2: Side-by-side comparisons of the four GANs that accept a specific image as
input.
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Figure 3: Comparison of the cGANs with image 1.
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Figure 4: Comparison of the cGANs with image 2.
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Figure 5: Comparison of the cGANs with image 3.
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Figure 6: Comparison of the cGANs with image 4.
65

