We show for a large class of discrete Harper-like and continuous magnetic Schrödinger operators that their band edges are Lipschitz continuous with respect to the intensity of the external constant magnetic field. We generalize a result obtained by J. Bellissard in 1994, and give examples in favor of a recent conjecture of G. Nenciu.
Introduction and the main results
Harper-like operators. Let Γ ⊂ R 2 be a (possibly irregular) lattice which has the property that there exists an injective map F : Γ → Z 2 such that |F (γ) − γ| < 1/2. The Hilbert space is l 2 (Γ). The elements of the canonical basis in l 2 (Γ) are denoted by {δ x } x∈Γ , where δ x (y) = 1 if y = x and zero otherwise. In the discrete case, to any bounded self-adjoint operator H ∈ B(l 2 (Γ)) it corresponds a bounded and symmetric kernel H(x, x ′ ) = Hδ x ′ , δ x = H(x ′ , x). We will extensively use the Schur-Holmgren upper bound for the norm of a self-adjoint operator:
Denote by x − x 0 α = [1 + (x − x 0 ) 2 ] α 2 , α ≥ 0. We define C α to be the set of bounded and self-adjoint operators H ∈ B(l 2 (Γ)) which have the property that their kernels obey a weighted Schur-Holmgren type estimate:
We also define the space H α which contains bounded and self-adjoint operators H which obey:
3)
The flux of a unit magnetic field orthogonal to the plane through a triangle generated by x, x ′ and the origin is given by:
Note the important additive identity:
ϕ(x, y) + ϕ(y, x ′ ) = ϕ(x, x ′ ) + ϕ(x − y, y − x ′ ), (1.5) |ϕ(x − y, y − x ′ )| ≤ 1 2 |x − y| |y − x ′ |.
Let K ∈ C 0 . Let its kernel be K(x, x ′ ). We are interested in a family of Harper-like operators {K b } b∈R given by the kernels e ibϕ(x,x ′ ) K(x, x ′ ). Clearly, {K b } b∈R ⊂ C 0 . The usual Harper operator lives in l 2 (Z 2 ), and its generating kernel has the form K(x, x ′ ) = k(x − x ′ ) where k(x) equals 1 if |x| = 1, and 0 otherwise.
In Lemma 2.1 we will show that H α ⊂ C 0 if α > 1. Now here is the first main result of our paper: Theorem 1.1. Let α > 3 and K ∈ H α . Construct the corresponding family of Harper-like operators {K b } b∈R . Then we have:
i. The resolvent set ρ(K b ) is stable; more precisely, if dist(z, σ(K b0 )) ≥ ǫ > 0 then there exist δ > 0 and η > 0 such that dist(z, σ(K b )) ≥ η whenever |b − b 0 | < δ.
ii. Define E + (b) := sup σ(K b ) and E − (b) := inf σ(K b ). Then E ± are Lipschitz functions of b.
iii. Let α > 4. Assume that K b0 has a gap in the spectrum of the form (e − (b 0 ), e + (b 0 )), where e ± (b 0 ) ∈ σ(K b0 ) are the gap edges. Then as long as the gap is not closing by varying b in a closed interval I containing b 0 , the operator K b will have a gap (e − (b), e + (b)) whose edges are Lipschitz functions of b on I.
Remark. Denoting by δb = b−b 0 , then according to our notations we have that K b = (K b0 ) δb . It means that it is enough to prove spectral stability and Lipschitz properties near b 0 = 0.
We can complicate the setting by allowing the generating kernel to depend on b. Corollary 1.2. Assume that the generating kernel K(x, x ′ ; b) obeys all the spatial localization conditions of Theorem 1.1, uniformly in b ∈ R. Moreover, assume that it also satisfies an extra condition: sup
Consider the family {K b } b∈R generated by e
Continuous Schrödinger operators. Let us consider the operator in
where we assume that the scalar potential V is smooth and bounded together with all its derivatives on R 2 . This very strong condition is definitely not necessary for the result given below, but it simplifies the presentation. For the same reason we formulate the result only near b 0 = 0. Theorem 1.3. Assume that the spectrum of H(0) has a finite and isolated spectral band σ 0 , where
Then if |b| is small enough, σ 0 will evolve into a still isolated spectral island σ b ⊂ σ(H(b)). Denote by s − (b) := inf σ b and s + (b) := sup σ b . Then these edges are Lipschitz at b = 0, i.e. there exists a constant C such that |s
Remark. We do not exclude the appearance of gaps inside σ b . Moreover, the formulation of this result is slightly different from the one we gave in the discrete case. Here we look at the edges of a finite part of the spectrum, and not at the edges of a gap. In the discrete case both formulations are equivalent. However, our proof does not work in the continuous case if σ 0 is infinite.
Previous results and open problems
Spectrum stability is a fundamental issue in perturbation theory. It is well known that if W is relatively bounded to H 0 , then the spectrum of H λ = H 0 + λW is at a Hausdorff distance of order |λ| from the spectrum of H 0 . But this is in general not true for perturbations which are not relatively bounded. And the magnetic perturbation coming from a constant field is not relatively bounded, neither in the discrete nor in the continuous case.
With the notable exception of a recent paper by Nenciu [28] , all previous results on the discrete case we are aware of deal with the situation in which Γ = Z 2 and the generating kernel obeys
, where k is sufficiently fast decaying at infinity. Maybe the first proof of spectral stability of Harper operators is due to Elliott [11] . The result is refined in [5] where it is shown that the gap boundaries are Later results by Avron, van Mouche and Simon [2] , Helffer and Sjöstrand [16, 17] , and Haagerup and Rørdam [14] pushed the exponent up to 1 2 . In fact they prove more, they show that the Hausdorff distance between spectra behaves like |b − b 0 | 1 2 . These results are optimal in the sense that the Hölder constant is independent of the length of the eventual gaps, and it is known that these gaps can close down precisely like |b − b 0 | 1 2 near rational values of b 0 [17, 15] . Note that Nenciu [28] proves a similar result for a much larger class of Harper-like operators. Many other spectral properties of Harper operators can be found in a paper by Herrmann and Janssen [18] .
In the continuous case, the stability of gaps was first shown by Avron and Simon [1] , and Nenciu [27] . Nenciu's result implicitly gives a The first proof of Lipschitz continuity of gap edges for Harper-like operators was given by Bellissard [3] (later on Kotani [21] extended his method to more general regular lattices and dimensions larger than two). The configuration space is Γ = Z 2 and the generating kernel is of the form
, where k(x; b) decays polynomially in |x| and is allowed to depend smoothly on b. This extra-dependence is not central for our discussion, so we will consider that k is b independent. Bellissard's innovative idea uses in an essential way that the Harper operators generated by translation invariant and fast decaying kernels k(x − x ′ ) can be written as linear combinations of magnetic translations:
Bellissard's crucial observation was that the C * algebra A b0+δ generated by {W b0+δ (γ)} γ∈Z 2 is isomorphic with a sub-algebra of A b0 ⊗ A δ which is generated by {W b0 (γ) ⊗ W δ (γ)} γ∈Z 2 . Thus one can construct an operator K b0+δ which is isospectral with K b0+δ . The new operator lives in the space l 2 (Z 2 ) ⊗ L 2 (R), and K b0 = K b0 ⊗ Id. It turns out that it is more convenient to study the spectral edges of the new operator. The reason is that the singularity induced by the magnetic perturbation is hidden in the extra-dimension. But the proof breaks down in case of irregular lattices or if the generating kernel K(x, x ′ ) is not just a function of x − x ′ . Coming back to our proof, its crucial ingredient consists in expressing the magnetic phases with the help of the heat kernel of a continuous Schrödinger operator, see (5.8)-(5.12). Moreover, the proof in the discrete case also works for continuous kernels living on R 2 and not just on lattices. This is what we use in the last step of the proof of Theorem 1.3 dealing with continuous magnetic Schrödinger operators.
A limitation of our method consists in the fact that the phases ϕ(x, x ′ ) are generated by a constant magnetic field. A more general discrete problem was formulated by Nenciu in [28] where he proposed to replace the explicit formulas in (1.4) and (1.5) with more general real and antisymmetric phases obeying φ(x,
where ∆(x, y, x ′ ) is the triangle generated by the three points. These phases appear very naturally in the continuous case, see [7, 8, 19, 22, 23, 24, 25, 26] , where it is shown that if a(x) is the transverse gauge generated by a globally bounded magnetic field |b(x)| ≤ 1, then φ(x, x ′ ) can be chosen to be the path integral of a(x) on the segment linking x ′ with x. This is the same as the magnetic flux of b through the triangle generated by x, x ′ and the origin. Using a completely different proof method, Nenciu shows among other things in [28] that the gap edges are Lipschitz up to a logarithmic factor, and he conjectures that they are actually Lipschitz. His method relies on the theory of almost convex functions, and the result provided by this technique is optimal in the sense that it cannot be improved in order to get rid of the logarithm. A new idea would be necessary in order to prove Nenciu's Lipschitz conjecture.
Our current paper supports this conjecture because it provides examples of phases not coming from a constant magnetic field which still generate Lipschitz gap edges. Let us show this here.
Consider an irregular lattice Γ ⊂ R 2 which is a local deformation of Z 2 , that is there exists a bi-
) where ϕ is given by (1.4).
Choose any self-adjoint operator K ∈ B(l 2 (Z 2 )) given by a kernel K(x, x ′ ) sufficiently fast decaying outside the diagonal. The same operator can be seen in B(l
is unitary equivalent with an operator in B(l 2 (Γ)) with a kernel
In this case, we know from Theorem 1.1 that the edges of the spectral gaps of K b and thus K b will have a Lipschitz behavior. But the general case remains open.
Proof of Theorem 1.1
This section is dedicated to the proof of our first theorem. Parts of this proof will be later on adapted to the continuous case in Theorem 1.3.
Proof of (i)
Let us start by showing the existence of natural embeddings of C α 's in H α 's given by the following short lemma:
| obeys a Schur-Holmgren estimate and thus defines a bounded operator.
Proof. Choose some small enough ǫ > 0 such that α > β + 1 + ǫ. We write:
and see that the Cauchy-Schwarz inequality gives
Another technical estimate to be proved in the Appendix claims that if H has a kernel which is localized near the diagonal, then the resolvent's kernel will also have such a localization.
, and there exists a constant C independent of z such that
Remark. This proposition is related to what specialists in von Neumann algebras would call dual action, see [29, 30, 31] . Stronger localization results have been earlier obtained by Jaffard [20] , later generalized by Gröchenig and Leinert [13] . We choose for completeness to give an elementary proof in the Appendix; our proof also highlights the uniformity in z ∈ ρ(H).
Now let us start the proof of (i). Constants only depending on ǫ will be named C ǫ even though they might have different values.
Remember that it is enough to prove the stability result near b 0 = 0. Let K ∈ H α with α > 3. Lemma 2.1 gives us some β > 2 such that K ∈ C β . Proposition 2.2 says that (
Denote by G(x, x ′ ; z) the kernel of (K − z) −1 . From (2.2) and (2.1) we obtain a constant C ǫ such that: sup
Define the operator S b (z) to be the one corresponding to the kernel e ibϕ(x,x ′ ) G(x, x ′ ; z). Using the Schur-Holmgren criterion we can write
Using (1.5) we can write:
where T b (z) is given by the kernel
Note that
Then for any f ∈ l 2 (Γ) with compact support we can write:
and after applying the Schur-Holmgren criterion we get:
Thus if |b| is small enough, ||T b (z)|| ≤ 1/2 whenever dist(z, σ(K)) ≥ ǫ. Now if Imz = 0 we know that K b − z is invertible, and from (2.4) we conclude that there exists a constant C ǫ such that 8) uniformly in the imaginary part of z. This means that dist(z, σ(K b )) ≥ 1 Cǫ > 0 whenever |b| ≤ b ǫ and dist(z, σ(K)) ≥ ǫ, and the proof of (i) is over.
Proof of (ii)
As before, we only need to consider b 0 = 0. We give the proof just for the upper spectral limit E + , since the argument for E − is similar.
Reduction to localized operators
We start with an abstract lemma. Proof. For every ψ ∈ H with ||ψ|| = 1 we can write
we obtain the inequality:
A similar argument shows the same estimate for the infimum of the spectra. Regarding the Lipschitz property, we use that sup σ(M (0)) = sup σ(N (0)) and then we apply the triangle inequality:
Getting back to our theorem, we now want to reduce the problem to operators with kernels supported near the diagonal. Denote by χ the characteristic function of the interval [0, 1]. Denote by K b the operator given by the kernel
α with α > 3, according to Lemma 2.1 we have the bound:
Via the Schur-Holmgren criterion we obtain:
Using Lemma 2.3 for the pair K and
The same lemma for the pair K b and
Then the triangle inequality leads to:
Thus we have reduced the problem to the study of the spectral edges of K b and K b .
Study of the operators with cut-off
. Without loss, assume that b > 0. Take ψ ∈ l 2 (Γ) with compact support and compute (use (5.10) in the second equality):
Now denote by A b (t) the operator with kernel
The crucial observation is that equation (2.15) leads to: 16) where in the last line we used (5.12). It means that sup σ( K b ) ≤ sup(σ(A b (t))) for all t. Now let us show that the operator A b (t) − K b has a norm proportional with b if t is large enough (say t = b −1 ). Indeed, we can write
and on the support of χ we can bound the above difference with:
The right hand side defines an operator whose norm behaves like b. Thus (2.16) and (2.18) imply:
Using (2.10) for the pair A b (b −1 ) and K b we arrive at:
We now want to change places between K b and K b in the above inequality, which would lead to sup σ( K b ) ≤ sup σ( K b ) + C b and thus:
which together with (2.14) would imply:
The key step in the proof of (2.20) was (2.15). Since
we can write (use (5.11) in the second line):
Now everything will work as before, because the phase e ibϕ(x,x ′ ) changes neither the localization nor the C 2 norm of the operators. The proof for the upper spectral edges is over. The proof for the lower spectral edges is based on an estimate which is very similar with (2.16), in which we reverse the inequality and show that inf σ( K b ) ≥ inf σ(A b (t)) for all t. We give no further details.
Proof of (iii)
The idea is to reduce the problem to the previous case. Again it is enough to consider b 0 = 0 and b > 0 small enough. Assume that K has a gap in its spectrum of the form (e − , e + ), with e ± ∈ σ(K). Then due to (i) we know that if b is small enough the gap will survive: we can choose a positively oriented circle L in the complex plane containing
The orthogonal projector P b corresponding to Σ + (b) can be written as a Riesz integral and we have:
If we consider K b P b as an operator living on the whole space l 2 (Γ), then its spectrum is given by the union {0} ∪ Σ + (b). If we choose λ := 1 + sup σ(K), then for b small enough the operator 
Proof. Remember that we imposed α > 4. We have that ||K b || H α = ||K|| H α < ∞ for all b. According to Lemma 2.1, there exists β > 3 such that ||K b || C β = ||K|| C β < ∞. Then if b is smaller than some constant only depending on L, Proposition 2.2 tells us that 
is the integral kernel of (K − z) −1 , then we introduced at point (i) the operator S b (z) given by the kernel e ibϕ(x,x ′ ) G(x, x ′ ; z). Using (2.8) we can write:
provided b is small enough. Denoting by D 0 the operator given by the integral kernel
and by (D 0 ) b the operator generated by e
, then using (2.24) we arrive at the estimate: 
Proof of Corollary 1.2
In order to keep the notation simple, we will only consider b 0 = 0. Here the generating kernel K(x, x ′ ; b) depends on b and (1.6) at b 0 = 0 reads as:
Let us introduce the family K b where their kernels are given by e
We know that Theorem 1.1 (ii) applies for K b around b = 0, so the only thing we have left is to extend it to K b . From Lemma 2.3 we immediately conclude that sup σ(K b ) and inf σ(K b ) are Lipschitz at b = 0.
The spectral stability of K b can be shown with the same strategy as the one one used in (2.3)-(2.8). The operator S b (z) must be constructed starting from the kernel of (K 0 − z) −1 which gets multiplied with the phase e ibϕ(x,x ′ ) . When we act with K b − z on S b (z) as in (2.4) , we obtain an extra term which enters in T b (z), which is (
This error is again proportional with |b| if z is at some distance from the spectrum of K 0 . Thus (2.8) holds again.
For the case of gaps, the proof is identical with the case independent of b.
Proof of Theorem 1.3
There are important similarities between the proof strategies in the discrete and continuous cases. Although the stability of the resolvent set of H(b) is known, we will sketch a short proof which will also provide some ingredients for the proof of the Lipschitz behavior of the band edges.
Stability of gaps
is an integral operator given by an integral kernel Q 0 (x, x ′ ; z). The singularities of Q 0 (x, x ′ ; z) are the same as in the case of the free Laplacean and there exists some δ > 0 and C M < ∞ such that uniformly in x = x ′ [12, 10] :
In particular we have the following Schur-Holmgren type property:
This allows us to define for every z ∈ M a bounded operator S b (z) whose integral kernel is given by:
Define T b (z) to be the operator with the integral kernel:
The kernel T b (x, x ′ ; z) is bounded because the inequality |a(x − x ′ )| ≤ |x − x ′ | compensates the local singularities of ∇ x Q 0 (x, x ′ ; z) and Q 0 (x, x ′ ; z) when |x − x ′ | is small, while when |x − x ′ | is large we have the exponential decay which comes into play. In fact, using (4.1) we see that the kernel T b (x, x ′ ; z) obeys a Schur-Holmgren estimate. We get:
Note the important identity valid on Schwartz functions:
Let us note that S b (z) leaves the Schwartz space invariant and for such two functions f and g we have (using (4.6)):
The operator H(b) is essentially self-adjoint on the Schwartz space, and after a density argument we conclude that the range of S b (z) is contained in the domain of H(b) and (
Then after a standard argument we conclude
This means that the gaps in the spectrum of H(0) are preserved. In particular, for every ǫ > 0 there exists b 2 (ǫ) > 0 such that:
Choose a positively oriented circle L isolated from σ(H(0)) such that L completely contains the finite band σ 0 . Then if |b| is small enough L will completely contain σ b and remain separated from σ(H(b)).
The reduction to Harper-like operators
As in the discrete case, we construct the Riesz integrals
The operator H(b)P b seen in the whole space L 2 (R 2 ) will have the spectrum σ b ∪ {0}. Fix
Similarly, choosing λ − :
In other words, the band edges s ± will be Lipschitz at b = 0 if the spectral edges of the operators
have the same property. Note that the operator K ± (0) has an integral kernel given by: 10) where the local singularity at x = x ′ dissapears due to the integral with respect to z. Now using (4.8), (4.3) and (4.5) we have:
According to Lemma 2.3, the spectral edges of K ± (b) are Lipschitz at b = 0 if the same property is true for
This notation wants to highlight the fact that (K ± (0)) b is given by the integral kernel
At this point we are in a situation which is completely similar to the discrete case, with the difference that the Hilbert space is L 2 (R 2 ) and the sums over Γ have to be replaced by integrals. The unperturbed kernel K ± (0)(x, x ′ ) has an exponential localization. We can mimic the proof of Theorem 1.1 (ii) and conclude that the spectral edges of (K ± (0)) b are Lipschitz at b = 0, and we are done.
Appendix

Proof of Proposition 2.2
Denote by G(x, x ′ ; z) the integral kernel of (H − z)
uniformly in x ′ , an estimate which is in fact much better than (2.2). So from now on we may assume that 0 < α ′ < α. For k ∈ R 2 define the unitary multiplication operator U k by (U k f )(x) = e ik·x f (x). Define the family of isospectral operators H k = U k HU * k , with integral kernels given by
. We need the following technical result:
Lemma 5.1. Let H be an element of C α . Let n be the integer part of α. Then the mapping
is n times continuously differentiable in the norm topology. Moreover, any n'th order mixed partial derivative of H k is α − n Hölder continuous at k = 0 in the norm topology.
Proof.
Let n be the integer part of α. Then H k is n times differentiable in the norm topology with respect to k j , j ∈ {1, 2}, and its n'th mixed partial derivative ∂ m k1 ∂ n−m k2 H k is given by the integral kernel
′ n and then we can use (1.2). For the Hölder continuity statement, we use the estimate |e
which holds for every 0 ≤ β ≤ 1.
we have:
Let us denote by n the integer part of α. We can suppose that n ≥ 1 since the case 0 < α < 1 is covered by the argument below. From the identity
and from Lemma 5.1 we conclude that the map
is continuous in the norm topology, and also differentiable. We have:
Using this identity at k = 0 in (5.1) leads to:
which gives:
.
This is true because we have the pointwise bound
By induction we obtain the following rough estimate:
Now let us assume that n < α < n + 1. The integral kernel of the n'th partial derivative of (H k − z) −1 with respect to k 1 is given by i n e
. Moreover, using (5.3) and Lemma 5.1 we conclude that the operator ∂ n k1 (H k − z) −1 is α − n Hölder continuous at k = 0. Let k = (k 1 , 0). We also have the identity:
If |k 1 | ≤ 1 the following norm estimate holds true according to Lemma 5.1:
Choose n < α ′ < α < n + 1. Then the following integral converges in norm and defines a bounded operator:
Its integral kernel is given by This argument can be repeated for the other coordinate and bound the l 2 norm of ·−x ′ α ′ G(·, x ′ ; z) using (5.4). The proof of Proposition 2.2 is over.
A few identities from the continuous case
We list here a few well known facts about the continuous two dimensional magnetic Schrödinger operator with constant magnetic field equal to b in L 2 (R 2 ):
The integral kernel of the semi-group e −tH b is denoted with G b (x, x ′ ; t) and is given by the following explicit formula: which is clearly x independent.
