Background: Tuberculosis (TB) is a major cause of illness and death in many countries, especially in Asia and Africa. Repeated tests of microscopic examination are needed to be performed for early detection of the disease. Hence there is a need to automate the diagnostic process for improvement in the sensitivity and accuracy of the test. Objective: To automate the decision support system for tuberculosis digital images using histogram based statistical features and evolutionary based extreme learning machines. Materials and methods: The sputum smear positive and negative images recorded under standard image acquisition protocol are subjected to histogram based feature extraction technique. Most significant features are selected using student 't' test. These significant features are further used as input to the differential evolutionary extreme learning machine classifier. Results: Results demonstrate that the histogram based significant features are able to differentiate TB positive and negative images with a higher specificity and accuracy. Conclusion: The methodology used in this work seems to be useful for the automated analysis of TB sputum smear images in mass screening disorders such as pulmonary tuberculosis.
Introduction
Tuberculosis (TB) is a communicable disease for which early diagnosis is critical to control the disease. Sputum smear microscopy continues to be the most widely used TB diagnostic method. The microscopy based TB screening method provides significant benefit to a large number of TB burdened communities across the globe [1] .
The International Union Against Tuberculosis and Lung Disease recommend at least 100 view fields to be examined per sputum sample. The number of bacilli in these view fields is counted to grade the severity of the disease [2] .
Manual screening using microscope is a conventional method employed for TB identification but it is tedious and requires highly trained experts [3] . Besides huge variability in sensitivity, manual screening for bacillus identification is a labor intensive task.
It consumes 40 minutes to 3 hours depending on patient's level of infection and it is needed to analyse 40 to 100 images of one slide. Hence automatic methods for TB identification are highly demanded [3, 4] .
Several image analysis techniques have been reported for the automatic identification and classification of sputum smear samples [4, 5, 6] . Image histogram is an important digital image tool that represents the statistical information of the data within an image. The shape of the histogram provides many clues to the characteristics of the image. Different useful features from the histogram describe quantitatively the first and higher order statistical properties of the image. Common features include mean, variance, skewness, kurtosis, energy and entropy [7] . In order to classify the TB images into positive and negative, most significant features are derived from the original data sets. These significant features are used as input to the evolutionary based learning machine for the classification of sputum smear images into TB positive and negative.
Various machine learning techniques have been applied in classifying the TB positive and negative images. The hybrid approach which takes advantages of both Differential Evolution (DE) and Extreme Learning Machine (ELM) has a more compact network. The DE process is a global searching optimization method used to tune the input weights and hidden layer biases where the output weights are determined by the generalized inverse procedure. The ELM learning algorithm is faster and has good generalization ability. The ELM algorithm overcomes many issues in traditional gradient algorithms such as stopping criterion, learning rate, number of epochs and local minima. On account of these advantages, DE-ELM has been effectively used in the field of medical diagnosis [8, 9] .
In this work, histogram based statistical features are extracted from the sputum images. Most significant features are further given as input to the DE-ELM classifier to classify the TB positive and negative images.
Methods and Materials

Image Acquisition
The digital images of TB sputum smears captured using a fluorescence microscope at magnification 20× with a camera in monochrome binning mode are used for this analysis. The digitized sputum smear images (N = 100) are subjected to histogram based feature extraction to identify and classify the images into TB positive and negative.
Histogram Based Statistical Features
The histograms are constructed by quantizing the image into bins. The statistical features such as mean, variance, skewness, kurtosis, energy and entropy are calculated by the probability distribution of intensity levels in the histogram bins. The statistical feature mean represents the brightness of the image. The mean measures the average value of intensity values. The image is bright if mean value is high and dark if it is low. The variance is the second order moment and it shows the contrast of gray level intensities. The low value of the variance indicates low contrast and the high value shows the high contrast of the image [10] .
Skewness is a third order moment and it measures the inequality of intensity level distribution about the mean. The negative skewness value indicates a large number of intensity values on the right side of the mean or the tail on the left side is longer than the right side. The positive value indicates a large number of intensity values on the left side of the mean or the tail on right side is longer than the left side. The zero value indicates that the distribution of the intensity values is relatively equal on both sides of the mean [11] .
The fourth order moment kurtosis is used to measure the peak distribution of intensity values around the mean. The high value of kurtosis indicates a sharp peak distribution with long and fat tail. The low value of kurtosis indicates a rounded peak distribution with short and thin tail. The kurtosis of normal distribution is three. Kurtosis value is greater than three for the distributions that are more outlier prone than normal distribution. Distributions that are less outlier prone have kurtosis less than three [10] .
The energy feature measures the uniformity of intensity level distribution. If the value is high, then the distribution is to a small number of intensity levels. The entropy measures the randomness of the distribution of the coefficients values over the intensity levels. If the value of entropy is high, then the distribution is among more intensity levels in the image and this measurement is the inverse of energy [10] .
The mathematical formulations of the statistical features extracted from the histogram are given in Table 1 . The n th moment of the normalized gray level histogram is given by:
where k l is the gray value of the l th pixel, m is the mean gray value of the pixel, L is the number of distinct gray levels, p(k l ) is the normalized histogram representing the probability density function of the pixel [11, 12, 13] . 
Features Formula
To choose the most significant features, student 't' test is performed over the feature sets for further classification of the sputum smear images. The statistically significant (p < 0.0001) features chosen are mean, skewness and kurtosis.
Differential Evolutionary Extreme Learning Machines
Differential evolution proposed by Storn and Price is a global searching optimization method which obtains more compact network than the original ELM, as they require a large number of hidden units and long time for responding to new input patterns [9] . The network archi- tecture comprises of three layers such as input, hidden and output each consisting of one layer and is trained with K hidden neurons to learn N distinct samples. In the ELM algorithm, the network weights w i and bias b i are randomly assigned. The hidden layer output matrix, H = {h ij }(i = 1, . . . , N andj = 1, . . . , K) is then calculated where h ij = g(w j .x i + b j ) denotes the output of the j th hidden neuron with respect to the input x i and g(x) represents the activation function. Finally, the output weight β is computed from the least square solutions β = H † T , where H † is the Moore-Penrose generalized inverse of H and T = t 1 , . . . , t N T is the matrix of desired outputs [8] . The Root Mean Square Error (RMSE) between the test target and the actual target is calculated. The RMSE of testing samples is used as a standard to analyze the testing accuracy, which is affected by the number of hidden neurons and activation function. Classification accuracy increases with decrease in RMSE and reflects the discrepancy between the actual and target values and is evaluated as [14] RM SE =
The performance of the classifier is tested using sensitivity, specificity and accuracy. Sensitivity is referred to the fraction of positive images correctly classified as positive, specificity is referred to the fraction of negative images correctly classified as negative and accuracy is referred to the ratio of correctly classified images to the total images.
Results and Discussion
Typical representative of TB positive and negative smear images are shown in Figures 1 (a) and (b) respectively. TB positive image shows the presence of rod shaped bacilli objects on a dark background. The negative images may contain scanty or absence of bacilli. The sputum smear images considered contain debris, which can be due to poor or nonspecific staining of the smear slides and due to overlapping bacilli. These debris objects do not have uniform morphology. Histogram based statistical features are extracted from these images to extract useful statistical information that aid in differentiating the images into TB positive and negative.
The normalized average and standard deviation values of the histogram based statistical features for TB positive and negative images are shown in Table 2 . It is observed that the average values of the features mean, variance, skewness, kurtosis and entropy except energy are found to be high for TB positive images than negative. The mean intensity value of positive images is higher than the negative that represents the brightness of the image. Since the number of bacilli in TB negative images is lower, the brightness is less and image is dark as represented by the mean feature in Table 2 . presence of numerous foreground objects (bacilli) in positive images, the skewness is higher than negative.
The higher value of kurtosis is due to the sharp change in gray level that arises around the edge of bacilli and smears in the positive images. The energy feature measures an equal value which measures the uniformity of intensity level distribution in both positive and negative images. The entropy is observed to be high for positive images as the distribution is among more intensity levels than negative. To reduce the complexity in classifying the positive and negative images the most significant features are chosen using student 't' test. Table 2 shows the highly statistically significant (p < 0.0001) features mean, skewness and kurtosis.
Quadratic fit of skewness and kurtosis as a function of mean values are shown in Figures 2 (a) and (b) . The mean value of TB positive images is 0.87 that differs from that of negative which is about 0.83. The plot in Figure 2 (a) shows the variation of average intensity with respect to the distribution of intensity values for both positive and negative images. It is observed that the two (TB positive and negative) groups centred on the mean value assist in classification of these images. Similarly Figure 2 (b) shows the variation of average intensity with respect to degree of peaked-ness of the distribution.
The quadratic fit of kurtosis as a function of skewness value is shown in Figure 2 (c). It is observed that the skewness value of TB positive images is centered on 0.56 and for negative images it is centered on 0.30. Also, Figure 2 (c) presents the variation in distribution of intensity values with respect to degree of peaked-ness. In order to differentiate the positive and negative images, the en7 three significant features are further given as input to the DE-ELM classifier. The performance of the classifier is evaluated using RMSE by varying the number of hidden neurons as shown in Figure 3 . The evaluation is performed for different activation function such as radial basis, triangular, hard limit, sigmoidal and sine. The corresponding RMSE values are presented in Table 3 .
It is observed from Table 3 that radial basis activation function seems to perform with a lower RMSE value (0.637) for ten numbers of hidden neurons. Hence radial basis activation function is considered for further analysis of the classifier. The error plot and classification accuracy is shown in Figure 4 for different number of hidden neurons with radial basis function as the activation function. The number of hidden neurons is observed to be ten for the minimum RMSE and maximum classification accuracy. Table 4 shows the confusion matrix of the classifier, presenting the actual and the predicted classes for both training and testing. Since all the negative images subjected to this methodology are predicted correctly, specificity of both training and testing is observed to be 100%. Except three of the 40% test data remaining are correctly predicted and thus the accuracy is observed to be 92.5% with a training accuracy of 96.7%.
Conclusion
Any person with active tuberculosis is capable of infecting on average between 10 and 15 people every year [15] . Therefore, early automated detection of the disease is vital for monitoring, control and for treatment of tuberculosis.
In this work, an attempt has been made to automate the decision support system for tuberculosis digital images using histogram based statistical features and evolutionary based extreme learning machines. Results demonstrate that the significant histogram features are able to differentiate TB positive and negative images with a higher specificity and accuracy. Thus the methodology seems to be useful for the automated analysis of TB sputum smear images in mass screening disorders such as pulmonary tuberculosis.
