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Abstrakt
Tato diplomová práce pojednává o možnostech zpracování signálů pomocí digitálních zaří-
zení. Zejména se jedná o analýzu odezvy Dopplerova radaru a následné získání informací
o detekovaném objektu (rychlost, směr pohybu, délka, . . . ). Jde však o málo probádanou
oblast, a proto je nezbytné vypůjčit si některé postupy z různých oborů, více či méně pří-
buzných informačním technologiím. V případě využití nekonvenčních výpočetně náročných
metod, které však lze snadno provádět souběžně, je předpokládána hardwarová realizace
na čipech FPGA. Propojením s radarovým modulem vzniká velmi rychlý on-line systém,
schopný řešit většinu úkonů přímo a v reálné čase. Na výstup jsou pak s minimálním
zpožděním odesílána již zpracovaná a transformovaná data, která je možno vizualizovat a
zobrazit.
Abstract
This master’s thesis describes ways of signal processing via digital devices. Major field of
interest is an analysis of Doppler radar response and then mining of informations about
detected object (e.g. speed, movement direction, length, . . . ). There was realized too little
research, that’s why borrowing some procedures from different branches not too much rela-
ted to the IT is necessary. In case of using very complex methods that are easy to parallel,
hardware implementation on the FPGA is supposed. With transceiver there is created a
very powerful on-line system able to process most of tasks real-time. Then processed and
transformed data are sent to the output so visualization and display can be made.
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Kapitola 1
Úvod
V dnešní době plné přetížených dopravních komunikací a řidičů, kteří si dálnici pletou se
závodní dráhou, je důležitější než kdy předtím průběžné monitorování plynulosti provozu a
měření rychlosti na kritických úsecích. Stejně jako v případě bezpečnostních kamer v nákup-
ním centru by takový dohled nad situací mohl provádět člověk. Avšak v případě průjezdu
vozidel po dopravní komunikaci nás zajímá především to jakou rychlostí se pohybují (nebo
zda stojí například v zácpě), což může velice snadno rozhodnout počítač.
Existuje velké množství zařízení a technologií, které lze použít pro snímání situace při
automatizovaném monitoringu a měření průjezdu. Asi nejznámějším je kamera zazname-
návající rastrový obraz. Ten obsahuje pro člověka zřetelné a srozumitelné informace. Už ne
tak pro počítač. Algoritmy vyhledávání v obraze jsou velmi komplexní a snahy napodo-
bit lidské vidění (včetně zpracování údajů v mozku) často selhávají. Nejvíce problematické
bývají reálné snímky pořizované v exteriérech, jakými například dopravní komunikace bez-
pochyby jsou. Extrakce informací, jako například přítomnost vozidla, pak naráží na spoustu
problémů (vliv pozadí, osvětlení, povětrnostních podmínek, . . . ). Je proto snaha realizovat
počítačové vidění některými z netradičních technik.
Jedním z možných řešení je použití různých laserových skenerů. Obdobnou ale zatím
nepříliš probádanou možností je nasazení mikrovlnného detektoru, takzvaného radaru. Ten
sice oproti kameře nedává na první pohled srozumitelné informace, avšak o co je jejich inter-
pretace pracnější pro člověka, o to je jednodušší pro počítač. Analýzu signálu lze většinou
provádět na digitálních zařízeních pomocí nepříliš složitých metod, jejichž algoritmy jsou na
druhou stranu velmi náročné na výpočetní výkon. Provádění těchto algoritmů však lze ve
většině případů snadno akcelerovat paralelním zpracováním, což je úkol jako stvořený pro
implementaci na FPGA čipech. Mezi výhody použití radarové detekce patří téměř nulová
citlivost na různé podmínky osvětlení (slunečno, zataženo, noc). Částečně je eliminován také
vliv počasí. Radar je schopen měřit především rychlost pohybu, ale také lze s jeho pomocí
odhadnout například délku vozidla. Nevýhodou využití radarového měření pak mohou být
odrazy od dalších objektů (nebo různých částí téhož objektu), což často vede k nejednozna-
čné odezvě a následně i k jejímu složitějšímu zpracování. Slabiny a nedostatky jednotlivých
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přístupů lze nejjednodušeji kompenzovat jejich vhodnou kombinací, a tak je možno sestavit
mnohem flexibilnější systém. Jako příklad může sloužit stacionární měřící stanoviště, které
kombinuje použití radaru (detekce rychlosti) a kamery (záznam o případném přestupku).
Lze také provádět statistická měření, kdy je pro dané časové úseky například sčítán počet
vozidel, popřípadě může být zjišťována maximální nebo celková průměrná rychlost vypoč-
tená ze všech průjezdů.
Cílem tohoto projektu je tedy vytvoření aplikace, která v reálném čase zpracovává
průběh radarové odezvy, provádí jeho analýzu a následně rozhoduje o tom, co se v odpoví-
dajícím okamžiku mohlo před radarem dít. Tedy například zda byl přítomen objekt, jakou
rychlostí se pohyboval, popřípadě jaká byla jeho délka. Implementace systému by měla být
realizována pro různé platformy, především PC, embedded systémy (ARM ) a experimen-
tálně také FPGA, kde každá z nich má své výhody i nevýhody. Srdcem aplikace pak zřejmě
bude frekvenční analýza signálu. Důraz bude kladen na otestování nových nekonvenčních
metod (použití rezonátorů) proti zaběhlým a odzkoušeným (diskrétní Fourierova transfor-
mace). Výsledky získané v rámci řešení tohoto projektu by pak mohly být použity při
vytváření modifikovaných aplikací, jako například snímání prostoru více radary současně.
Tato práce je přehledně členěna do několika kapitol, jejichž obsah je zhruba následu-
jící. Úvodní kapitola 1 má za úkol seznámit s daným problémem a nastínit obsah kapitol
dalších. V sekci 2 je vysvětlen pojem Dopplerův radar (včetně potřebných teoretických
podkladů), na což navazuje popis principu šíření signálu. Následuje představení radaro-
vého modulu doplněné příkladem konkrétního zařízení, načež jsou ukázány reálné odezvy
radaru na pohybující se objekt. Sekce je zakončena soupisem hardwarových prvků využitel-
ných pro sestavení radarového systémů. Kapitola 3 se téměř výhradně zabývá zpracováním
průběhu signálu. Postupně je rozebrán problém A/D převodu, jsou představeny číslicové
filtry a následuje popis metod využitelných pro předzpracování signálu. V navazujících sek-
cích jsou podrobně popsány dva konkrétní přístupy k řešení problému frekvenční analýzy,
totiž diskrétní Fourierova transformace a rezonátory. Kapitola 4 pak pojednává o způso-
bech extrakce různých informací z výsledků provedené analýzy, případě přímo ze samotného
průběhu signálu. Postupně je rozebrána detekce objektu, zjištění rychlosti pohybu (popří-
padě i směru) a také výpočet jeho délky. Ke každému z bodů je pak doplněn vysvětlující
příklad, nebo vhodná ilustrace. V kapitole 5 jsou shrnuty poznatky z kapitol předchozích,
následuje diskuze možných přístupů k návrhu řešení a jejich hlavní výhody a nevýhody.
Také jsou představeny konkrétní platformy vhodné pro realizaci systému. Kapitola 6 po-
drobně popisuje důležité aspekty implementace jednotlivých navržených řešení. V kapitole
7 jsou prezentovány dosažené výsledky v podobě vyobrazených příkladů reálných měření.
Poslední závěrečná kapitola 8 již jen shrnuje získané poznatky a diskutuje možnosti pokra-
čování práce.
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Kapitola 2
Dopplerův radar
Radiolokátor, neboli radar, je akronymem anglického slova Radio Detecting And Ranging.
Detekce objektů je tedy primárním úkolem tohoto zařízení. Pomocí elektromagnetických vln
dokáže radar zaznamenat rychlost, kurz, výšku a vzdálenost pohybujících se i nehybných
objektů, jako jsou lodě, letadla, motorová vozidla, ale i mraky a terén. Tyto a následující
řádky byly přeloženy z [15] a [14].
Radar vysílá úzký kužel elektromagnetického signálu (frekvence v řádu jednotek MHz
až stovek GHz ). Ten může být po dopadu na povrch objektu částečně pohlcen a zbytek
je odrazem rozptýlen. Část tohoto signálu se vrátí nazpět a tvoří takzvanou odezvu. Ta je
však velmi slabá a po zachycení anténou musí být zesílena. Informace o zjištěném objektu
(vzdálenost, rychlost, velikost) lze z přijaté odezvy extrahovat její důkladnou analýzou.
Například v případě CW radaru (viz dále) může mít odražený signál oproti vyslanému
mírně pozměněnou vlnovou délku (tudíž i frekvenci), což značí, že je detekovaný objekt
vůči lokátoru v pohybu.
Typů radarů je velké množství, liší se v různých aspektech a účelech použití. Podle
způsobu, jakým pracují se signálem, lze radiolokátory rozdělit na:
• CW (contignous wave) radar vysílá kontinuální vlnu, a tak je schopen provádět
detekci bez omezení vzdálenosti. Poskytuje však pouze informaci o rychlosti zjištěného
objektu na základě změny frekvence odraženého signálu. Neumožňuje měřit vzdále-
nost a nedokáže detekovat nepohybující se objekty. Mezi zařízení tohoto typu patřily
v historii první radary. V dnešní době však tento princip stále nachází použití napří-
klad u systémů včasného varování, policejních radarů, nebo také v případě přístroje
sledujícího a zaznamenávajícího dráhu letu golfového míčku.
• FM-CW (frequency modulated) radar moduluje (frekvenčně) kontinuální vlnu
pilovým průběhem. Jinými slovy, periodickou lineární změnou kmitočtu je do vysíla-
ného signálu v každém okamžiku zakódovávána jakási jedinečná časová značka. Podle
frekvence přijaté odezvy je možno zjistit dobu, která uběhla mezi okamžikem vyslání
a přijetí příslušné části signálu. Z tohoto časového rozmezí lze pak již snadno určit
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vzdálenost objektu, který vlnu odrazil. Tento typ radaru je navíc schopen detekovat
i nepohybující se objekty. Velmi časté použití pak nachází jako výškoměr v letadlech.
• Pulse-Doppler radar vysílá sekvenci krátkých pulzů vysokofrekvenční energie. Po-
stupně se vracejí odpovídající odezvy, z jejichž zpoždění lze zjistit vzdálenost objektů.
Odražený signál má navíc pozměněnou frekvenci, a tak je možno určit rychlost po-
hybu (nízká i vysoká, nadzvuková). Na rozdíl od předchozích dvou variant umožňuje
pulzní radar detekci více objektů zároveň. Navíc lze z odezvy zjistit i jejich radiální
rychlost. Dosah zařízení je limitován četností opakování vysílaných pulzů. Tento typ
radarů se často používá pro monitorování vzdušného prostoru (civilní, armádní), ale
i pro meteorologické účely (radarové snímky oblačnosti).
Dále lze radary dělit například podle frekvence vysílaného signálu (rádiové vlny nebo mik-
rovlny), dosahu (velký u vojenských zařízení), rozlišení (jemné pro meteorologická měření)
a podle spousty dalších aspektů.
Následující text bude zaměřen (nebude-li uvedeno jinak) na mikrovlnné radary v režimu
CW, jaké jsou používány například dopravní policií, nebo na monitorovacích stanovištích
umístěných u dopravních komunikací.
2.1 Dopplerů jev
Rakouský fyzik jménem Christian Doppler zjistil (datováno do roku 1842), že v případě
pozorovatele pohybujícího se (relativně) vůči zdroji zvuku je frekvence vln přijímaných
odlišná od kmitočtu vln vyslaných. Tento úkaz byl nazván Dopplerovým jevem. Běžně
si lze tohoto frekvenčního posunu všimnout u zvukových vln. Například projíždí-li okolo
sanitka se zapnutou sirénou, při přibližování se jeví tón vyšší a ihned po průjezdu kolem se
náhle sníží. Dopplerův jev však lze pozorovat i v případě světla (posun barevného spektra
hvězd) nebo elektromagnetických vln (základ principu měření rychlosti radarem). Text této
podkapitoly byl přeložen z [13].
V klasické fyzice (vlny postupující prostředím), kde rychlosti pohybu vysílače a přijímače
nejsou větší než rychlost šíření vlny v prostředí, lze vztah mezi přijatou frekvencí fr a
vyslanou frekvencí ft zapsat rovnicí
fr =
(
v + vr
v − vt
)
ft (2.1)
kde v je rychlost vlny v médiu a vr (respektive vt) je rychlost přijímače (respektive vysílače)
vzhledem k médiu. S rychlostí zdroje a pozorovatele je počítáno tak, že přibližují-li se
k sobě, výsledná frekvence je vyšší než vysílaný kmitočet. Naopak pokud se od sebe vzdalují,
přijímaná frekvence je nižší (vždy úměrně vzhledem k vzájemné rychlosti). Ilustraci tohoto
jevu si lze prohlédnout na obrázku 2.1. Je však nutné si uvědomit, že rovnice 2.1 platí pro
zdroj zvuku blížící se přímo k pozorovateli. Pokud se ale přibližuje pod určitým úhlem, jeho
relativní rychlost průběžně klesá a s ní také výška přijímaného tónu. Stejně tak frekvence
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Obrázek 2.1: Změna vlnové délky způsobená pohybem zdroje zvuku (převzato z [13]).
zvuku postupně roste když zdroj projede okolo a začne se náhle vzdalovat. Na vzdálenosti,
v jaké je pozorovatel zdrojem míjen, závisí strmost přechodu z vysokých tonů na nízké. Je-li
tento odstup velmi malý, změna se jeví téměř jako skoková. Se zvětšující se vzdáleností je
přechod mezi vyšší a nižší frekvencí plynulejší.
Za určitých okolností lze aproximovat základní vzorec Dopplerova jevu (rovnice 2.1).
Podstatné je splnění dvou podmínek:
1. rychlost šíření vlny je mnohem větší, než vzájemná rychlost zdroje a přijímače (což
platí v případě elektromagnetických vln, radaru a pohybujícího se objektu)
2. vlnová délka je mnohem menší, než vzdálenost mezi zdrojem a pozorovatelem (spl-
něno v případě reálného použití mikrovlnného radaru pro měření rychlosti objektů)
Pokud dojde k porušení některé z podmínek, stává se rovnice 2.2 nepřesnou. Aproximovaný
vztah mezi přijatou frekvencí fr a vyslanou frekvencí ft je dán rovnicí
fr ≈
(
1 +
vt,r
c
)
ft (2.2)
a vztah pro změnu frekvence ∆f lze zapsat jako
∆f = fr − ft ≈ vt,r
c
ft =
vt,r
λt
(2.3)
kde vt,r je vzájemná rychlost vysílače a přijímače (kladná pohybují-li se směrem k sobě,
záporná v opačném případě), konstanta c je rychlost světla (ve vakuu 299 792 458 ms ) a λt
reprezentuje vlnovou délku vyslaného signálu.
Dopplerův jev nachází uplatnění ve spoustě aplikací, ať už se jedná o zjišťování relativ-
ních rychlostí hvězd a galaxií vůči Zemi, měření teploty plynů, nebo měření vibrací povrchů.
Avšak nejznámějším zařízením využívajícím tento jev je právě radar.
2.2 Princip funkce radaru
Základním principem funkce mikrovlnného CW radaru je právě Dopplerův jev. Nutno
podotknout, že v případě měření rychlosti radarem (vysílač i přijímač ve stejném místě)
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dochází k modifikaci frekvence při odrazu signálu od pohybujícího se objektu. Dopplerův
posun se tak uplatní hned dvakrát, poprvé při dopadu vlny (povrch objektu je přijímačem),
podruhé při jejím opětovném vyslání odrazem (povrch se stává vysílačem). Následující
vzorce byly použity z [14].
Princip odrazu elektromagnetické vlny od povrchu objektu je shodný s principem odrazu
světla od pohybujícího se zrcadla (viz publikace [3] a [6]). Za tohoto předpokladu lze odvodit
vztah mezi přijatou (posunutou) frekvencí fr a vyslanou (původní) frekvencí ft jako rovnici
fr =
(1 + vc )
(1− vc )
ft (2.4)
z níž je možno pro Dopplerovu frekvenci fd získat úpravami a dosazením vzorec
fd = fr − ft =
(
2v
c− v
)
ft (2.5)
a za předpokladu, že platí v  c (v případě klasického měření rychlosti radarem vždy), lze
jej aproximovat jako
fd ≈ 2v
c
ft (2.6)
kde c je konstanta udávající rychlost světla (ve vakuu 299 792 458 ms ) a v je rychlost dete-
kovaného objektu vzhledem k radaru (kladná přibližuje-li se, záporná v opačném případě).
Z rovnice 2.6 je na první pohled vidět, že bylo dosaženo výše zmíněného předpokladu
o uplatnění dvou Dopplerových posunů (dvojnásobná změna frekvence ze vzorce 2.3).
Je zřejmé, že na základě určení Dopplerovy frekvence (z rozdílu kmitočtu vyslaného
a přijatého signálu) lze snadno vypočítat rychlost, kterou se detekovaný objekt vůči ra-
daru pohyboval. Podle znaménka hodnoty rychlosti je možno zjistit, zda šlo o přibližování
(kladné), nebo o vzdalování (záporné). Změna vlnové délky při odrazu signálu od pohybu-
jícího se objektu je ilustrována na obrázku 2.2.
Obrázek 2.2: Příklad kladného Dopplerova posunu (zmenšení vlnové délky), způsobeného
odrazem vlny od přibližujícího se objektu (převzato z [4]).
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2.3 Šíření vysílaného signálu
Pro vysílání signálu a zachytávání zpětných odrazů využívá radar anténu. Ta má specifické
směrové vlastnosti, které lze popsat sférickým diagramem (viz obrázek 2.3) udávajícím
útlum vlny v závislosti na úhlu vyslání nebo příjmu (ve vertikálním i horizontálním směru).
V praxi to znamená, že vysílaný signál není všesměrový, ale šíří se jako úzký rozptylující
se svazek. Radary pak lze konstruovat s velkým dosahem (úzký kužel), nebo naopak širším
úhlem záběru (větší rozptyl).
Obrázek 2.3: Příklad sférického diagramu radarové antény udávajícího citlivost v horizon-
tálním i vertikálním směru (převzato z [9]).
Radarový signál tedy není tvořen jen jednou vlnou. Jedná se o trs vln kmitajících na
stejné frekvenci, které jsou pod malým úhlem rozptýleny do prostoru (přesný směr šíření
záleží na konstrukci antény). Části signálu mohou být utlumeny či pohlceny již během letu
k objektu (stejně tak i cestou nazpět). Například v atmosféře některé plyny pohlcují elektro-
magnetické záření o specifické frekvenci (vodní páry 22.24GHz, kyslík 60GHz). Stejně tak
může radarový signál významněji ovlivnit silnější déšť, nebo kapky vody stékající po anténě
(více viz publikace [11]). K další ztrátě energie vlny dochází při dopadu na povrch objektu.
Většina materiálů má dostatečnou odrazivost elektromagnetického vlnění na to, aby mohlo
dojít k detekci. Naopak moderní armádní letadla a lodě konstruované s technologií stealth
mohou mít své trupy postaveny z dielektrických kompozitů a na kovové části je pak na-
nesen speciální nátěr. Díky těmto konstrukčním prvkům může být velké množství energie
dopadajícího elektromagnetického vlnění pohlceno. V případě měření dopravním radarem
na krátké vzdálenosti k utlumení signálu v atmosféře téměř nedochází (kromě deštivého
počasí) a míra odrazivosti povrchu vozidel je také na velice dobré úrovni (pro mikrovlnné
signály).
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Co se odrazu signálu týče, povrch objektu (matný i relativně lesklý) lze rozdělit na
množství různě orientovaných malých plošek, které jsou podle struktury povrchu více či
méně odkloněny od ideální roviny. Od každé z nich se pak odrazí zlomek vyslaného signálu
(v závislosti na její velikosti). Prakticky dochází k jevu známému z optiky jako difuzní
odraz (viz ilustrace na obrázku 2.4), díky čemuž je radar schopen detekovat i zdánlivě rovné
Obrázek 2.4: Difuzní odraz paprsků od nerovného povrchu (převzato a upraveno z [12]).
celistvé povrchy, které nejsou orientovány kolmo k němu. Nazpátek se pak vrací vlnění pouze
z plošek (elementárních částí povrchu) směřujících prakticky přímo k anténě zařízení. Tyto
jednotlivé vlny v místě antény radaru interferují a dohromady tvoří přijímanou odezvu. Její
energie však bývá velice slabá (velká část původního signálu byla odrazem rozptýlena do
okolí) a je tedy nezbytné ihned po příjmu provést zesílení.
Přijímaný signál nemusí obsahovat pouze odezvu odpovídající detekovanému objektu.
V reálném provozu se prakticky nelze vyhnout nežádoucím rušivým vlivům. Ty přicházejí
z vnějších zdrojů, nebo vznikají přímo uvnitř radaru a následně interferují s odezvou. Z těch
nejčastějších lze jmenovat (text byl přeložen z [15]):
• Šum může být buď vnitřním zdrojem rušivých vlivů (elektronické komponenty ra-
daru), ale stejně tak i zdrojem vnějším (přirozené tepelné záření v pozadí zahalující
detekovaný objekt). Dochází pak k jeho superpozici s přijatou odezvou a ta se v zá-
vislosti na míře zašumění stává hůře analyzovatelnou.
• Falešná odezva (anglicky clutter) vzniká odrazem vyslaného signálu od objektů,
které původně neměly být detekovány. Může se jednat o déšť, vzdušné víry nebo
zvířata (především ptáci). Tyto odezvy lze ze signálu dostatečně efektivně filtrovat.
• Rušení (anglicky jamming) znamená, že radarová anténa přijímá i signály přicházející
z různých aktivních vysílačů (pracujících na frekvencích blízkých vysílacímu kmitočtu
radaru). Hlavním problém je, že radarový signál musí urazit cestu k objektu a nazpět,
a tak se vrací s velmi malou energií. Proto i slabší zdroj elektromagnetických vln může
způsobovat rušení (stačí aby jím vyslaný signál dorazil k radaru).
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Z nepřeberného množství možností umístění a nasměrování dopravních radarů se po-
stupem času osvědčili dva přístupy. Každý z nich se hodí pro jiné účely ačkoli je měření
rychlosti primárním úkolem obou. Existují v zásadě dvě možnosti:
• Měření na delší vzdálenosti je princip využívaný převážně u policejních radarů.
Vyznačuje se úzkým paprskem s velkým dosahem, čímž umožňuje detekci na velkou
vzdálenost. Lze s jeho pomocí provádět bezproblémové měření rychlosti v CW i od-
stupu objektu v FM-CW režimu. Nejčastěji bývá nasměrován co nejvíce vpřed, pokud
možno přímo proti pohybujícímu se objektu. Ilustrace takového měření je znázorněna
na obrázku 2.5.
Obrázek 2.5: Měření rychlosti vozidla na delší vzdálenost (s úzkým úhlem záběru).
• Měření na kratší vzdálenosti je používáno především na pevných měřících stano-
vištích pro monitorování průjezdu vozidel. Velkou odlišností od předchozí varianty je
širší úhel záběru ve vertikálním i horizontálním směru. Často bývá používán pouze
CW režim pro měření rychlosti (zjišťování vzdálenosti je mírně problematičtější), ale
navíc je možno určit i délku projíždějícího vozidla. Radar bývá umístěn relativně vy-
soko nad místem průjezdu a nejčastěji je nasměrován spíše dolů k vozovce a je jen
mírně natočen proti směru pohybu přibližujících se objektů. Jak by mohlo vypadat
měření takovouto sestavou si lze prohlédnout na obrázku 2.6.
Obrázek 2.6: Monitorování průjezdu vozidel pod radarem (se širším úhlem záběru).
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2.4 Radar jako modul
V dnešní době je možné nalézt na trhu již hotová řešení (radarové pistole, informační
ukazatele rychlosti, . . . ), lze ale také pořídit radar jako samostatný modul. Ten je pak
možno zabudovat do vlastního systému navrženého na míru pro konkrétní účel.
Modul si lze představit jako malé kompaktní zařízení ve tvaru dlaždice (viz obrázek 2.7).
Radarová anténa bývá integrována přímo na čelní ploše a není tedy nutno používat externí.
Obrázek 2.7: Radarový modul K-MC1 (převzato z [9]).
Rovnou uvnitř modulu je řešen problém výpočtu rozdílu vysílaného a přijímaného kmitočtu
(pomocí směšovače) a také následné zesílení diferenčního signálu. Výstupem zařízení je pak
tedy přímo Dopplerova frekvence.
Příkladem vhodného modulu může být zařízení s označením K-MC1 vyráběné švýcar-
skou firmou RFbeam Microwave GmbH (následující údaje byly použity z [9]). Mezi jeho
nejvýznamnější vlastnosti patří:
• vysílací frekvence 24.125GHz
• možnost použití CW i FM-CW režimu (±45MHz)
• dva výstupní kanály (I/Q) pro indikaci směru pohybu objektu
• rozptyl svazku 25◦ respektive 12◦ v horizontálním respektive vertikálním směru
• speciální mód snížené spotřeby (vhodné především při požití bateriových zdrojů)
• tenká konstrukce
Využití tento modul může najít v dopravě (sledování nebo měření rychlosti vozidel),
lze pomocí něj zjišťovat vzdálenost a nebo jej použít jako průmyslový senzor. Jak zařízení
vypadá je možno vidět na obrázku 2.7 a co se týče směrových vlastností jeho antény, ty
ilustruje obrázek 2.3 (umístěný v předchozí podkapitole).
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2.5 Průběh odezvy
Jak již bylo řečeno, radarový modul poskytuje na svém výstupu rozdíl vysílaného a přijíma-
ného kmitočtu, takzvanou Dopplerovu frekvenci. Tento spojitý výstupní signál lze považo-
vat za radarovou odezvu, z níž je později možno zjistit příslušné informace o detekovaném
objektu pomocí analýzy (zpravidla se jedná o analýzu frekvenční).
Podle popisu principu Dopplerova radaru z oddílu 2.2 by leckdo mohl nabýt dojmu,
že je radarová odezva tvořena pouze sinusovým průběhem s frekvencí průběžně se měnící
v čase (viz obrázek 2.8). Frekvenční analýza takového signálu by spočívala v nalezení jediné
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Obrázek 2.8: Syntetizovaný průběh radarové odezvy (jediná vlna s konstantní energií).
frekvence v každém segmentu jeho průběhu.
Výše uvedené by platilo pouze v případě jedné vlny vyslané k objektu. Radarový signál je
však tvořen svazkem takovýchto vln (viz oddíl 2.3), které navíc mírně divergují. V závislosti
na velikosti plochy, jež část vln odrazila zpět k radaru, zařízení přijímá signál s energií řádově
mnohem menší, než v případě vysílaného svazku. Ta navíc není v čase konstantní, protože se
vlny odrážejí nazpět od různě velkých ploch. Pro představu, jak by taková odezva vypadala,
lze nahlédnout na obrázek 2.9. I v tomto případě by šlo o hledání jedné frekvence uvnitř
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Obrázek 2.9: Syntetizovaný průběh radarové odezvy (jediná vlna s měnící se energií).
příslušné části signálu, ale navíc by bylo zapotřebí vzít v úvahu i energii radarové odezvy.
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V případě skutečných průběhů je ale situace ještě o něco složitější. Uplatňují se opět
změny ve frekvenci a stejně tak se průběžně mění i energie odezvy. Navíc jak bylo popsáno
v oddílu 2.3, jednotlivé části signálu odražené od různých míst na povrchu objektu interfe-
rují v místě dopadu na radarovou anténu a dohromady tvoří přijatý signál. Jedná se o směs
velkého množství vln. Skutečnou odezvu na projíždějící automobil je možno vidět na ob-
rázku 2.10. Rozbor reálného průběhu je mnohem složitější než v předchozích idealizovaných
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Obrázek 2.10: Reálný průběh radarové odezvy (detekce průjezdu automobilu).
případech. Směs sinusovek je nutno analyzovat komplexnějšími metodami, jejichž výsledkem
bude frekvenční spektrum (popřípadě spektrální hustota výkonu) pro každý ze segmentů
signálu.
Jak již bylo řečeno v podkapitole 2.2, Doplerův posun ve frekvenci může být v závislosti
na směru pohybu objektu (respektive jednotlivých jeho částí) jak kladný, tak i záporný. Je
tedy nutné tyto dva případy na výstupu radarového modulu nějak rozlišit (frekvence bude
vždy kladná). Jedním z možných řešení jak znaménko Dopplerova posunu indikovat je
použití hned dvou výstupních kanálů. Rozdíl fází odpovídajících frekvenčních složek obou
signálů bude v závislosti na Dopplerově frekvenci buď pi2 rad (záporná fd) nebo −pi2 rad
(kladná fd). Posuny se sice projevují zvlášť na každém z kmitočtů, pokud však některý z nich
výrazněji dominuje, lze na výstupech pozorovat fázové posunutí mezi téměř identickými
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Obrázek 2.11: Fázový posun (cca −pi2 rad) mezi signály ze dvou kanálů radarového modulu.
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signály (viz obrázek 2.11). Stejné řešení indikace směru pohybu využívá například modul
popsaný v podkapitole 2.4 (označení kanálů jako I a Q).
2.6 Radarové systémy
Radarové moduly na svém výstupu většinou dávají spojitý průběh napětí, který lze přímo
zpracovat uvnitř analogových obvodů. Jejich design je však velice náročný nejen na odborné
znalosti a zkušenosti návrháře, ale i na celkovou dobu realizace a testování výsledného za-
řízení. U takovýchto obvodů navíc nelze jednoduše provádět rekonfiguraci. Drtivou většinu
těchto nevýhod je možno odstranit přenesením procesu zpracování z analogových zařízení
do moderních digitálních. Ty jsou s každým rokem cenově dostupnější, jejich výkon stále
roste (lze provádět v reálném čase stále složitější algoritmy) a rozměry, které takové řešení
zabere, se neustále zmenšují. Kompletní radarový systém pak vzniká spojením radarového
modulu, signal processing jednotky a části pro finální zpracování, zaznamenávání a vizua-
lizaci výsledků. Části následujícího textu a obrázky byly převzaty z publikace [7].
Konečné zpracování se dnes téměř výhradně provádí na osobních počítačích (nebo po-
dobných strojích). Ty mají v první řadě výbornou konektivitu, což se hodí například při
komunikaci s databází za účelem záznamu výsledků, ale i pro případné spojení s částí sys-
tému provádějící analýzu průběhu signálu. Navíc na připojených monitorech je pak možno
transformované výsledky analýzy vhodně zobrazit. V případě jednotky zajištující zpraco-
vání signálu je však možných řešení vícero. Velké radary (například ty pro monitorování
letového provozu) přijímají v odezvách obrovské množství informací. Navíc je zde požadavek
na zpracování v reálném čase a z toho důvodu byly pro tyto účely vyvinuty speciální proce-
sory. V případě dopravních radarů, kde je zpravidla množství informace obsažené v odezvě
mnohem menší, lze využít některé z následujících levnějších a dostupnějších řešení:
• PC neboli osobní počítač je výhodným skloubením signal processing jednotky a
části pro finální zpracování do jednoho zařízení. Největší síla dnešních osobních počí-
tačů tkví v dostatečně velkém výpočetním výkonu (jde o čistě softwarové řešení) a
také v možnosti sestavení konfigurace na míru podle konkrétních potřeb. Akceleraci
běhu algoritmů je možno provádět pomocí speciálních SIMD (Single Instruction Mul-
tiple Data) instrukčních sad procesoru zajišťujících zpracování většího množství dat
souběžně, nebo nově použitím grafické karty pro obecné výpočty. Každé PC je pak
schopno v reálném čase zpracovávat data pouze z omezeného počtu dopravních ra-
darů (přibližně 4 až 8 v závislosti na svém výkonu). V tomto případě převažuje snaha
provozovat jedno dražší výkonné zařízení s nezanedbatelnou spotřebou.
• Embedded systém (do češtiny překládáno jako vestavěný) lze považovat za jakýsi
protipól k osobnímu počítači. Hlavní procesor nedisponuje nijak oslnivým výpočet-
ním výkonem (opět se jedná o softwarové řešení) a konfigurace systému jako celku je
v drtivé většině případů neměnná (jde o plošný spoj osazený obvody a konektory).
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Navíc na trhu nebývá nijak bohatý výběr zařízení, která by konkrétní požadavky
splňovala zcela bez kompromisů. Velkou výhodou vestavěných systémů je ale jejich
cena a spotřeba energie. Díky tomu je možno ke každému radarovému modulu (popří-
padě dvojici modulů) přiřadit vlastní jednotku pro zpracování signálu. Ta pak odesílá
výsledky nadřazenému počítači, který se stará o jejich následnou reprezentaci. V pří-
padě embedded systémů je trendem spíše použití více levnějších a méně výkonných
zařízení, které lze navíc napájet pomocí bateriových zdrojů a solárních panelů.
• FPGA (Field-Programable Gate Array) je polovodičový obvod jehož vnitřní struk-
turu lze téměř libovolně programovat. Typicky bývá složen z programovatelných lo-
gických bloků označovaných jako CLB (Configurable Logic Block). Každý z nich pak
obsahuje vyhledávací tabulku (Look Up Table) se čtyřmi vstupy, úplnou sčítačku a
klopný obvod typu D (viz schéma na obrázku 2.12). Jednotlivé bloky mohou být mezi
CLB
LUT
A
B
C
D
D
CLK
RST
OUT
Obrázek 2.12: Typická struktura konfiguračního logického bloku.
sebou spojeny pomocí globální propojovací matice. Napojení na piny pouzdra je za-
jišťováno vstup-výstupními obvody nazývanými zkráceně IOB (Input/Output Block),
jež v sobě typicky obsahují registr, budič, multiplexer a ochranné obvody. Kompletní
propojení je ilustrováno na obrázku 2.13. Dále bývají součástí programovatelného
hradlového pole i paměťové prvky, které mohou fungovat jako obyčejný klopný obvod
a nebo z nich lze vystavět větší celistvý úsek paměti. Díky možnosti téměř libovolné
konfigurace výše uvedených prvků je FPGA perfektním pomocníkem při snaze urych-
lit výpočty, jež lze provádět souběžně. Je tedy možno vytvořit návrh vnitřní struktury
na míru podle konkrétních požadavků a prakticky jediným omezením je velikost čipu
(převážnou část vnitřní struktury zabere propojovací matice). Nevýhodou je, že de-
sign hardwarového zapojení uvnitř takovéhoto obvodu vyžaduje řadu zkušeností a
velmi odlišný přístup k návrhu než v případě klasického softwarového řešení (jako
v případě PC či vestavěných systémů). Odměnou však bývá velice rychlé zpracování
(žádné zdržování operačním systémem či emulací instrukcí), díky čemuž je možno re-
alizovat v reálném čase i ty algoritmy, jejichž provádění v software by bylo prakticky
nemyslitelné. Velkou výhodou je také poměrně bohatý výběr takzvaných IP cores, což
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Obrázek 2.13: Vnitřní struktura FPGA čipu.
je znovu použitelná logická jednotka navržená pro konkrétní účel (vlastně se jedná
o obdobu softwarové knihovny). Na závěr je vhodné poznamenat, že pro reálné vyu-
žití FPGA čipu je potřeba přídavných obvodů či konektorů a proto bývá velice často
osazováno jako součást na zakázku vyrobených embedded systémů.
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Kapitola 3
Zpracování průběhu signálu
Jak již bylo zmíněno, přímé zpracování analogového průběhu má nemálo nevýhod (viz
podkapitola 2.6). Je tedy lépe pracovat s diskrétní reprezentací průběhu a z toho důvodu
bude signál zpracováván výhradně v rámci digitálních zařízení, které mohou konkurovat
analogovým obvodům nejen cenou, ale především mnohonásobně vyšším výkonem a uni-
verzálnějším použitím. Diskrétnímu zpracování je postupně uzpůsobena i koncepce dalšího
textu. Není výjimkou použití pojmů jako vzorek, číslicové filtry a spousta dalších.
Prvním nezbytným krokem číslicového zpracování je A/D převod vstupního signálu
(vzorkování, kvantování). Před samotnou analýzou ještě bývá provedeno více či méně
důležité předzpracování diskrétních vzorků, které zjednoduší následný rozbor. Poté již násle-
duje frekvenční analýza diskrétního signálu. Ta však není nikterak triviální, jak by se mohlo
na první pohled zdát a obecně je vysoce náročná na výpočetní prostředky. Analýzu lze pro-
vádět pomocí konvenční metody (Fourierova transformace) i netradičního řešení (aplikace
rezonátorů). Pro účely dalšího zpracování výsledků rozboru (získání co možná nejpřesnějších
informací o skladu frekvencí v signálu) je podstatné splnit následující požadavky:
1. analyzovat co nejkratší segmenty signálu (krátké časové úseky)
2. získat co nejjemnější rozlišení ve frekvenci
Jak bude ukázáno dále, dostatečné splnění obou těchto bodů zároveň je pro první z me-
tod takřka nepřekonatelný problém. Každý z přístupů má samozřejmě své výhody, ale i
nevýhody, proto se hodí pro odlišné oblasti použití.
3.1 A/D převod
Vstupem systémů pro zpracování signálu bývá zpravidla analogový průběh napětí. Za úče-
lem číslicového zpracování je tedy nutné provést jeho A/D převod, který se zpravidla skládá
z následujících kroků:
• Anti-aliasing filtrace eliminuje ze spojitého vstupního signálu frekvence větší než je
polovina vzorkovacího kmitočtu. Tak je zaručeno splnění vzorkovacího teorému (téže
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Shannonův, Kotelnikovův či Nyquistův), reprezentovaného vzorcem
Fs > 2fmax (3.1)
kde Fs je vzorkovací frekvence a fmax nejvyšší kmitočet tvořící průběh signálu. Vy-
jádřeno slovy, pokud pro nejvyšší kmitočet obsažený v signálu platí, že není větší než
polovina vzorkovací frekvence, potom nedochází k nežádoucímu aliasingu (tento jev
je znázorněn na obrázku 3.1) a signál lze korektně rekonstruovat. Jako anti-aliasing
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Obrázek 3.1: Vznik aliasu při rekonstrukci vzorkovaného signálu (Fs = 1333Hz).
filtr je nejčastěji používána dolní propusť s příslušnými parametry (hranice propustné–
závěrné pásmo odpovídající polovině vzorkovací frekvence), realizovaná ve formě elek-
tronického obvodu.
• Vzorkování je proces převodu analogového signálu na sekvenci vzorků. Ty pak re-
prezentují hodnoty spojitého průběhu snímané v určitých okamžicích (násobky vzor-
kovací periody), což lze zapsat jako
sA(nTs) = sA[n] (3.2)
kde sA(nTs) popřípadě sA[n] je příslušný analogový vzorek, n jeho číslo a Ts vzor-
kovací perioda (F−1s ). U vstupního analogového signálu se již apriori předpokládá
splnění Shannonova teorému. Jak takový vzorkovaný signál (tentokrát již bez alia-
singu) vypadá si lze prohlédnout na obrázku 3.2.
• Kvantování je posledním krokem A/D převodu. Po vzorkování je již signál nespojitý
v čase a nyní je potřeba sekvenci analogových vzorků převést na diskrétní hodnoty.
To lze zapsat jako
sD[n] = QB(sA[n]) (3.3)
kde QB je funkce přiřazující spojité hodnotě příslušnou z 2B kvantových hladin, sA[n]
je analogový a sD[n] diskrétní kvantovaný vzorek. Ke každému rozmezí spojitých hod-
not pak náleží odpovídající kvantová hladina (viz obrázek 3.3) a dochází k mapování
sA[n] ∈ R QB−−→ sD[n] ∈ Z (3.4)
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Obrázek 3.2: Převod spojitého signálu na sekvenci vzorků (Fs = 10 kHz).
tedy intervalu v oboru reálných čísel do rozmezí v oboru čísel celých. Lze zapsat také
jako
〈a, b〉 ∈ R QB−−→ 〈2B−1, 2B−1 − 1〉 ∈ Z (3.5)
kde a respektive b je minimum respektive maximum intervalu spojitých hodnot a B
počet bitů diskrétního vzorku. Velikost kroku spojitého intervalu, ke kterému náleží
jedna kvantová hladina, pak lze vyjádřit vztahem
∆QB =
b− a
2B
(3.6)
a polovina této hodnoty bude rovna maximální velikost chyby kvantování. Příklad
části průběhu mapovací funkce si lze prohlédnout na obrázku 3.3. Posledním podstat-
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Obrázek 3.3: Výřez průběhu mapovací funkce (B = 12).
ným údajem je odstup signál–šum (v decibelech), který značí míru zašumění signálu
odchylkami vzniklými zaokrouhlením na příslušnou kvantovou hladinu (plus dalšími
druhy šumu). Lze jej aproximovat vzorcem
SNRQB ≈ 6B +K (3.7)
kde B je počet bitů a K konstanta závislá na charakteru signálu. Lze tedy říci že
přidáním jednoho bitu se odstup signál–šum zvýší o 6 dB.
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Jako referenční signál pro další kapitoly poslouží průběh z obrázku 3.4. Odpovídá ana-
logovému signálu vyobrazenému v grafu 2.10 po provedení A/D převodu s vzorkovací frek-
vencí Fs = 10 kHz, kvantováním na dvanáct bitů (B = 12), funkcí Q12 (viz obrázek 3.3)
mapující mezi intervaly
〈0, 5〉 ∈ R Q12−−→ 〈−2048, 2047〉 ∈ Z
z toho vyplývajícím kvantovým krokem
∆Q12 =
5
4096
≈ 1.22mV
a odstupem signál–šum
SNRQ12 ≈ 72 + 1.76 ≈ 74 dB
vypočteným s konstantou odpovídající kvantování sinusového průběhu.
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Obrázek 3.4: Referenční signál po A/D převodu (Fs = 10 kHz, 12 bitů).
3.2 Číslicové filtry
Digitální filtraci lze použít pro úpravu obsahu kmitočtových složek v diskrétním signálu.
Výstupní průběh může mít tedy oproti vstupnímu libovolně pozměněné rozložení energie
v různých částech frekvenčního spektra. Některé kmitočty tak lze zvýraznit, jiné eliminovat.
Následující text byl inspirován z [19].
Obecný číslicový filtr lze matematicky vyjádřit pomocí rovnice složené ze dvou poly-
nomů, tedy
y[n] =
Q∑
k=0
bkx[n− k]−
P∑
k=1
aky[n− k] (3.8)
kde y[n] je hodnota na výstupu filtru, y[n − k] předchozí výstupy, x[n − k] vstupní signál
zpožděný o k vzorků, bk a ak jsou koeficienty filtru (vstupní a zpětnovazební). Jak vypadá
zapojení takového filtračního obvodu lze vidět na obrázku 3.5, blok z−1 potom představuje
zpoždění o jeden vzorek (odpovídající vstup paměťového prvku se na jeho výstupu objeví
s dalším krokem).
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Obrázek 3.5: Obecný číslicový filtr.
Vzhledem k obecné rovnici filtru pak lze psát
x[n− k] = z−kx[n] (3.9)
což značí pozdržení vstupní hodnoty o k vzorků, tedy zapojení k bloků z−1 za sebe do
jakési zpožďovací linky.
Podle použitých vstupních a zpětnovazebních koeficientů (viz blokové schéma 3.5) lze
filtry rozdělit na tři typy:
• nerekurzivní FIR – pouze b0 . . . bQ nenulové, je vždy stabilní
• čistě rekurzivní IIR – jen b0, a1 . . . aP nenulové
• obecně rekurzivní IIR – b0 . . . bQ i a1 . . . aP nenulové
Pro účely implementace horních, dolních a pásmových propustí se většinou nejvíce hodí
obecně rekurzivní IIR filtr. V případě filtru s konečnou impulsní odezvou by bylo nutno
použít velké množství vzorků, což by vedlo ke dlouhé době inicializace a zbytečně rozsáhlé
zpožďovací lince.
Návrh obecně rekurzivních IIR filtrů není jednoduchou záležitostí. Práci může značně
ulehčit některý z dostupných nástrojů. Asi nejznámějším je profesionální program Matlab.
V jeho prostředí jsou přímo vestavěny funkce pro výpočet koeficientů filtrů a stejně tak i pro
samotnou filtraci. Polynomy eliptického filtru (vhodného pro horní, dolní a širší pásmové
propusti) je možno vypočítat pomocí následující sekvence příkazů:
Fs = 10000; Fs2 = Fs/2; % normalized by half of Fs
wp = 2500/ Fs2; % pass−band corner frequency
ws = 2600/ Fs2; % stop−band corner frequency
rp = 3; % pass−band ripple in dB
5 rs = 20; % stop−band attenuation in dB
[N, wp] = e l l ipord (wp , ws , rp, rs) % compute filter order N
[B, A] = e l l i p (N, rp, rs, wp) % compute B and A polynoms
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V případě potřeby simulace rezonančních obvodů s velmi úzkou šířkou pásma lze vypočíst
odpovídající koeficienty pro filtr druhého řádu pomocí příkazů:
Fs = 10000; Fs2 = Fs/2; % normalized by half of Fs
w0 = 1035/ Fs2; % filter peak location
bw = 39/ Fs2; % bandwidth at the +3dB point
q = w0/bw; % filter quality factor
5 [B, A] = iirpeak(w0, bw) % compute B and A polynoms
Následnou filtraci diskrétního signálu pak lze jednoduše provést (na základě vypočtených
polynomů) spuštěním příkazu:
y = f i l t e r (B, A, x) % filter input signal x
3.3 Předzpracování vstupních vzorků
Preprocessing (neboli předzpracování signálu) není nutno využívat za všech okolností. Může
však ulehčit práci již tak dost vytíženým algoritmům provádějícím následnou analýzu (na-
příklad použití převzorkování) a někdy také dokáže eliminovat rušivé faktory, které mohou
znepřesnit výsledky rozboru (toho lze dosáhnout odstraněním stejnosměrné složky). V ka-
ždém případě se jedná o jednoduché úkony, jež se v případě náznaku potřeby rozhodně
vyplatí použít.
Downsampling
Pokud je vzorkovací frekvence A/D převodníku pro potřeby dalšího zpracování zbytečně
velká, lze ji následně snížit (a s ní i počet vzorků za sekundu) technikou zvanou downsam-
pling. Avšak i tento nižší kmitočet musí vzhledem k signálu splňovat vzorkovací teorém,
proto by měla být před samotným převzorkováním opět provedena filtrace dolní propustí
(s parametry odpovídajícími snížené vzorkovací frekvenci).
Jde vlastně o průměrování několika vzorků v závislosti na na poměru frekvencí. Faktor
snížení vzorkovacího kmitočtu lze vyjádřit jako
M =
Fs1
Fs2
(3.10)
kde Fs1 je frekvence s jakou byl původní signál vzorkován a Fs2 je požadovaný snížený
kmitočet (Fs1 jím musí být dělitelný bezezbytku). Vlastní průměrování vstupních vzorků
lze zapsat jako
s2[n] =
1
M
M−1∑
i=0
s1[nM + i] (3.11)
kde s2[n] je převzorkovaný signál, M downsampling faktor (nutně celočíselný) a s1[nM + i]
původní signál. Změnu vzorkovací periody je možno pozorovat na obrázku 3.6.
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Obrázek 3.6: Původní a převzorkovaný signál (Fs1 = 10 kHz, Fs2 = 5 kHz).
Odstranění stejnosměrné složky
Některé A/D převodníky mohou na výstupu poskytovat vzorkovaný signál, který obsahuje
stejnosměrnou složku. Ta však nenese žádnou užitečnou informaci a naopak může být pro
další zpracování rušivá. Je tedy vhodné ji ze signálu pro potřebu analýzy odstranit (nejlépe
pro každý z kanálů zvlášť). To lze provést odečtením střední hodnoty podle vzorce
s′[n] = s[n]− µs (3.12)
kde n je číslo aktuálního vzorku, s[n] signál obsahující stejnosměrnou složku, µs střední
hodnota tohoto signálu a s′[n] průběh bez stejnosměrné složky.
Střední hodnota však často není známa a je nutno ji průběžně odhadovat z příchozích
vzorků. Pro zpracování průběhu v reálném čase je vhodné použít on-line metodu popsanou
v [19]. Lze ji realizovat jako IIR filtr (s nekonečnou impulsní odezvou) odpovídající rovnici
s¯[n] = γs¯[n− 1] + (1− γ)s[n] (3.13)
kde γ → 1 (přesná hodnota závisí na amplitudě signálu), n je opět číslo vzorku, s[n] vzorek
signálu a s¯[n] aktuální odhadnutá střední hodnota. Takovýto filtr pak poskytuje kvalitní
odhad a relativně rychle konverguje ke správné hodnotě.
Pro každý vzorek signálu bude k odstranění stejnosměrné složky použita aktuálně od-
hadnutá střední hodnota. Vzorec 3.12 se pak změní na
s′[n] = s[n]− s¯[n] (3.14)
což mimo jiné značí, že po počáteční inicializaci (několik stovek až tisíc kroků v závis-
losti na parametru γ) bude stejnosměrná složka z průběhu signálu dostatečně odfiltrována.
Postupná eliminace a průběžný odhad střední hodnoty je ilustrován na obrázku 3.7.
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Obrázek 3.7: On-line filtrace a odhad stejnosměrné složky s parametrem γ = 0.999.
3.4 Segmentace signálu
Frekvenční analýza průběhu signálu jako celku by byla možná pouze v případě, že by tento
byl v každém okamžiku tvořen konstantním skladem frekvenčních složek (splnění poža-
davku stacionarity). To je však vyloučeno u reálných signálů, kde se různé kmitočtové
složky náhodně objevují a opět mizí. Řešením je analýza krátkých úseků (pokud možno
stacionárních), jejichž délka závisí na možnostech zvolené metody. Některé mohou analy-
zovat část signálu jako celku zpětně, jiné provádějí průběžnou analýzu nad jednotlivými
příchozími vzorky. Výsledky frekvenčního rozboru jsou pak získávány pro každou z částí
průběhu zvlášť (text této kapitoly byl inspirován z [19]).
V případě metod které analyzují kompletní úsek signálu najednou (například Fourie-
rova transformace) je vždy vybrán krátký segment, neboli rámec, nad kterým je následně
proveden rozbor. Vyjmutí požadované části z průběhu je možné provést jednoduše aplikací
pravoúhlého okna, pro které platí
wrect[n] =
{
1, 0 ≤ n ≤ N − 1
0, jinde
(3.15)
kde N je délka segmentu. Toto okénko však nemá příliš dobré frekvenční vlastnosti, proto
extrakcí dojde k zarušení frekvenčního spektra rámce komponentami o vyšších kmitočtech.
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Jak vypadá rámec získaný násobením pravoúhlého okna a signálu lze vidět na obrázku 3.8.
Lepším řešením je okraje vybrané části signálu postupně utlumit, čímž se sníží vliv oříznutí
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Obrázek 3.8: Referenční segment signálu (z obrázku 3.4) o délce 64 vzorků.
na čitelnost výsledného spektra. Toto zajistí velice často používaná Hammingova okénková
funkce, kterou lze vyjádřit jako
whamm[n] =
{
0.54− 0.46 cos( 2pinN−1), 0 ≤ n ≤ N − 1
0, jinde
(3.16)
kde N je opět délka rámce. Výsledek aplikace Hammingova okna na stejný úsek jako v před-
chozím případě lze vidět na obrázku 3.9. Násobením takovýchto frekvenčních okének se sig-
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Obrázek 3.9: Referenční rámec z grafu 3.8 po aplikaci Hammingova okna.
nálem tedy dochází k utlumení okrajů segmentu. V těchto místech se informace o průběhu
signálu ztrácí a při posouvání okna o celou svou délku by zůstala vždy podstatná část
nevyužita. Je proto lépe provádět kratší posuny, což znamená že se jednotlivé rámce mezi
sebou více či méně překrývají. Pokud bude překrytí:
• malé nebo žádné, je zajištěn rychlý posun v čase (malé nároky na výpočetní výkon),
výsledky analýzy se však mezi jednotlivými rámci mohou hodně měnit (velká závislost
na počátečním posunu signálu vůči oknu)
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• velké, pak se výsledky rozboru nad jednotlivými rámci mění velmi pozvolna, naopak
nároky na výpočetní výkon jsou velmi vysoké
Kompromisem je překrytí cca 50% délky segmentu, což zajišťuje relativně rychlý posun
a dostatečně plynulou změnu výsledků frekvenční analýzy jednotlivých rámců. Výsledné
hodnoty jsou navíc téměř nezávislé na konkrétní vzájemné pozici okna a počátku průběhu
signálu.
3.5 Diskrétní Fourierova transformace
Jedná se asi o nejznámějším metodu frekvenční analýzy objevenou roku 1807 francouzským
matematikem Josephem Fouirierem. Diskrétní Fourierovu transformaci (zkráceně DFT ) lze
použít pro převod číslicového signálu z časové domény na kmitočtové spektrum. Následně je
možno s její pomocí snadno odhadnout spektrální hustotu výkonu (PSD) a posléze sestavit
spektrogram. Existuje i efektivnější varianta DFT a tou je rychlá Fourierova transformace
(FFT ), jejíž výpočet je mnohonásobně rychlejší. Navíc má vynikající podporu ve formě ho-
tových řešení (softwarové knihovny, instrukce specializovaných procesorů). Postupem času
se FFT stala v oboru zpracování signálu nepsaným standardem. Nevýhoda diskrétní Fourie-
rovy transformace obecně se pak skrývá v závislosti rozlišení ve frekvenci na počtu použitých
vzorků (což může být problematické vzhledem k dalšímu zpracování). Následující text byl
převzat z [19].
Jak již bylo řečeno, jedná se o metodou více než vhodnou pro výpočet frekvenčního spek-
tra (rozložení energií na jednotlivých kmitočtových složkách) číslicového signálu. Diskrétní
Fourierovu transformaci lze popsat pomocí vzorce
S(k) =
N−1∑
n=0
s[n]e−j2pi
nk
N k = 0, 1, . . . , N − 1 (3.17)
kde S(k) je v tomto případě příslušný frekvenční vzorek (tvořený komplexní hodnotou), n
lze považovat za číslo vzorku analyzovaného průběhu s[n] a N reprezentuje délku rámce.
Získané kmitočtové spektrum tedy není v žádném případě spojité, ale je rozděleno na to-
lik frekvencí (pravidelně rozprostřených v intervalu 〈0, Fs〉), kolik vzorků má analyzovaný
signál. Krok mezi jednotlivými kmitočty pak lze zapsat vzorcem
∆f =
Fs
N
(3.18)
kde Fs je frekvence, s jakou byl průběh vzorkován a N opět délka segmentu. Komplexní
frekvenční vzorek S(k) tedy popisuje energii složky signálu o kmitočtu k∆f . Vzorek S(0)
odpovídá stejnosměrné složce signálu, která je vždy reálná, bývá ji však lepší dopředu
odstranit (viz podkapitola 3.3). Zobrazována či použita pro další výpočty je pak většinou
pouze spodní polovina spektra (o délce N2 + 1), protože frekvenční vzorky
S(k) = S(N − k) k = 1, 2, . . . , N
2
− 1 (3.19)
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jsou po dvojicích komplexně sdružené (mají stejný modul ale opačnou fázi). Kmitočty
z horní poloviny již navíc nesplňují vzorkovací teorém (viz sekce 3.1) a nemá smysl je dále
využívat. Jak vidno, počet vzorků analyzované části signálu je rovný počtu frekvencí roz-
borem získaných (často reálně využitelná pouze polovina). Odtud plyne hlavní nevýhoda
DFT, a to přímá závislost rozlišení ve frekvenci na délce segmentu. Toto omezení lze z části
obejít technikou nazývanou zero-padding, kdy je analyzovaná část signálu prodloužena sle-
dem nul. Ve výsledku pak dojde ke zvýšení rozlišení ve frekvenci (zjemnění spektra), ale
zároveň se projeví na všech kmitočtech změna energie vzniklá prodloužením segmentu (do-
jde k zarušení spektra). Před samotným doplněním rámce o sled nul je vhodné provést
aplikaci Hammingova okna (viz podkapitola 3.4), čímž se výrazně zmenší skok na rozhraní
rámec–prodloužená část a zároveň se znatelně začistí výsledné frekvenční spektrum.
Aplikací DFT na krátký rámec (jako referenční byl vybrán segment na obrázku 3.9) je
tedy provedena transformace signálu z časové domény do frekvenční. Z odhadnutého spektra
je pak možno vyčíst, na kterých kmitočtech je soustředěna energie signálu. V případě výše
uvedeného segmentu je tomu tak v oblasti nižších frekvencí (viz obrázek 3.10) a lze si
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Obrázek 3.10: Dolní polovina frekvenčního spektra rámce z obrázku 3.9 (modul a fáze).
povšimnout, že dvě seskupení kmitočtů výrazněji dominují nad ostatními frekvencemi. Ve
zde uváděném příkladě je analyzováno N1 = 64 vzorků signálu což odpovídá stejné velikosti
frekvenčního spektra s rozlišením na ∆f1 = 156Hz. Zároveň bylo pro demonstrační účely
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provedeno čtyřnásobné prodloužení segmentu na celkových N4 = 256 vzorků, díky čemuž
se spektrum zjemnilo na ∆f4 = 39Hz. Zmíněného zvýšení rozlišení ve frekvenci i zarušení
spektra si lze všimnout na obrázku 3.10.
Odhad PSD
Způsobů jak odhadnout spektrální hustotu výkonu (Power spectral density – PSD) je celá
řada. Asi nejpoužívanějším z nich je provedení odhadu na základě kmitočtového spektra
vypočteného pomocí diskrétní Fourierovy transformace. PSD potom říká, jak je výkon sig-
nálu distribuován mezi jednotlivými frekvenčními složkami. Odhadnutí spektrální hustoty
výkonu pomocí DFT lze matematicky vyjádřit jako
GˆDFT (k∆f ) =
1
N
|S(k)|2 k = 0, 1, . . . , N − 1 (3.20)
kde GˆDFT (k∆f ) je právě spektrální hustota výkonu, S(k) příslušný frekvenční vzorek, N
počet vzorků rámce. Výsledkem bude opět diskrétní řada hodnot, reprezentujících PSD
každé z kmitočtových složek (s frekvenčním krokem shodným jako u odpovídající DFT ).
Odhadnutou spektrální hustotu výkonu ze spektra referenčního rámce (viz graf 3.10) si lze
prohlédnout na obrázku 3.11. Lze na první pohled vidět, že došlo k vytažení výraznějších
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Obrázek 3.11: PSD spektra z obrázku 3.10.
frekvencí na úkor slabších. To je výhodné například pro vyhledávání dominantních kmi-
točtů.
Vytvoření spektrogramu
Pokud je analyzován delší signál, bývá lépe provést jeho segmentaci (viz sekce 3.4). Po-
skládáním PSD odhadnutých pro jednotlivé rámce signálu je vytvořena matice 2D hodnot
reprezentujících průběh spektrální hustoty výkonu v čase. Tuto matici lze vizualizovat v po-
době spektrogramu, který je navíc možno kvůli lepší čitelnosti vhodně kolorovat. Z důvodu
použití DFT spektra bude odhadnutá spektrální hustota výkonu (tudíž i spektrogram)
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sdílet omezení diskrétní Fourierovy transformace, tudíž je možno vytvořit dva typy spek-
trogramů:
• long-term – použito větší množství vzorků (dlouhé rámce), jemné rozlišení ve frek-
venci (viz obrázek 3.12)
• short-term – použití malého počtu vzorků (krátké rámce), hrubé frekvenční rozlišení
(viz obrázek 3.13)
Nemožnost dosažení jemného rozlišení ve frekvenci při použití krátkých rámců je dána
vlastností diskrétní Fourierovy transformace. Tedy má-li průběh N vzorků, spektrum bude
rozděleno na stejný počet frekvencí (od 0 do vzorkovacího kmitočtu). Čím větší je toto číslo,
tím delší bude rámec a tím vyšší bude počet výsledných kmitočtů. A obdobně naopak.
Jediným způsobem jak frekvenční rozlišení zjemnit je použití techniky zero-padding pro
prodloužení rámce, tudíž i zvýšení počtu vzorků spektra a PSD. To vše za cenu postupné
kumulace nepřesností, které se nejvíce projeví právě ve spektrogramu (viz obrázek 3.14).
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Obrázek 3.12: Long-term spektrogram signálu z obrázku 3.4 (N = 256 vzorků na rámec).
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Obrázek 3.13: Short-term spektrogram signálu z obrázku 3.4 (N = 64 vzorků na rámec).
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Obrázek 3.14: Short-term spektrogram signálu z obrázku 3.4 (N = 64 vzorků na rámec,
zero-padding na celkovou délku 256 vzorků).
3.6 Frekvenční analýza pomocí rezonátorů
Použití rezonátorů je druhým přístupem, kterým lze řešit frekvenční analýzu (oproti DFT
také méně konvenčním). Rezonátor obecně je systém, který vykazuje známky rezonančního
chování. To znamená, že přirozeně osciluje na některém z kmitočtů s vyšší amplitudou než
na zbylých frekvencích. Ten lze nazvat rezonančním kmitočtem. Oscilace mohou být jak
elektronické (RLC obvod – sériové či paralelní zapojení rezistoru, cívky a kondenzátoru)
tak mechanické (kyvadlo nebo hudební nástroje). Rezonátory lze použít buď pro generování
vln se specifickou frekvencí, nebo právě pro selekci takových kmitočtů ze signálu (více viz
publikace [16]).
Elektronické rezonátory jakými mohou být kupříkladu sériové RLC obvody lze v počí-
tači realizovat (nebo lépe simulovat) pomocí číslicových filtrů, což je zvláště výhodné pro
implementaci v FPGA. Jak již bylo zmíněno v podkapitole 3.2, nejlepším řešením je použití
obecně rekurzivních IIR filtrů. Ty využívají rozumný počet koeficientů a zároveň mají krát-
kou zpožďovací linku. Pro návrh konkrétního rezonátoru (například v programu Matlab) je
potřeba znát jeho dva důležité parametry:
• rezonanční kmitočet (f0) je nejdůležitějším údajem charakterizujícím filtr
• šířka pásma (∆f ) značí rozmezí frekvencí ve kterém má filtr útlum menší než je
požadovaná hodnota (standardně 3 dB)
Na základě předchozích dvou parametrů je možné vypočítat takzvaný faktor kvality (neboli
Q faktor) a to podle vzorce
Q =
f0
∆f
(3.21)
z jehož výsledné hodnoty lze vyčíst předpokládané vlastnosti filtru. Větší hodnota značí nižší
ztrátovost energie (vetší amplituda na výstupu), ale za cenu pomalejší reakce na změnu
vstupu. Takto navržené rezonátory pak kmitají na vlastní frekvenci, avšak čím je jejich
rezonanční kmitočet blíže kmitočtu vstupního signálu, tím větší je rozkmit filtrovaného
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výstupu (relativně vzhledem k amplitudě na vstupu). Protože se však ve skutečnosti jedná
o úzkou pásmovou propusť, filtry nemusejí kmitat pouze na jednom z kmitočtů, ale může
jít o směs frekvenčních složek v rámci šířky pásma. Na výstupu rezonátoru se tak ne vždy
objeví dokonalá sinusovka.
Jako příklad byl využitím pomůcky pro výpočet koeficientů rezonančních filtrů (viz
kapitola 3.2) navržen konkrétní rezonátor s požadovanými parametry
f0 = 1035Hz ∆f ≈ 39Hz Q = 0.0377
pro něž jsou výsledkem dvě řady koeficientů (vstupních a zpětnovazebních) s hodnotami
b0 ≈ 0.01212 b1 = 0 b2 ≈ −0.01212
a1 ≈ −1.57238 a2 ≈ −0.97575
což odpovídá polynomům IIR filtru druhého řádu. Jak by pak vypadala kmitočtová charak-
teristika tohoto rezonátoru je možno vidět na obrázku 3.15. Po průchodu signálu takovýmto
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Obrázek 3.15: Frekvenční charakteristika rezonátoru s vlastním kmitočtem f0 = 1035Hz
(modul a fáze).
filtrem se na výstupu objeví s rozumnou energií pouze ty frekvenční složky, které odpoví-
dají kmitočtům jeho úzkého propustného pásma (viz obrázek 3.16). V závislosti na hodnotě
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Obrázek 3.16: Referenční signál (viz graf 3.4) po průchodu filtrem s rezonančním kmitočtem
f0 = 1035Hz.
Q faktoru lze na výstupu rezonátoru pozorovat jistou zpožděnou reakci na vstupní signál.
Také si lze všimnou, že méně kvalitní filtr je výrazně citlivější na frekvence v širším okolí
vlastního kmitočtu (viz obrázek 3.17).
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Obrázek 3.17: Reakce rezonátoru (f0 = 1035Hz) na sinusové průběhy o různých frekven-
cích.
Využití banku filtrů
Pro kompletní frekvenční analýzu v celé šířce intervalu od nuly do poloviny vzorkovacího
kmitočtu je potřeba sestavit více rezonátorů do jakéhosi banku. Každý filtr pak bude ope-
rovat nad jiným z frekvenčních pásem (vzájemně se nepřekrývajících). Šířka každého z nich
potom bude
∆f =
Fs
K
(3.22)
kde Fs je vzorkovací frekvence a K je počet rezonátorů v banku. Lze si povšimnout, že oproti
téměř shodnému vzorci 3.18 (platného pro DFT ) není ve jmenovateli počet vzorků signálu
využitých pro analýzu, ale pouze počet rezonátorů. Frekvenční rozlišení tedy závisí čistě jen
na množství využitých filtrů, proto nevzniká přímá závislost na délce analyzovaného úseku
(jež byla jednou z vlastností diskrétní Fourierovy transformace). Na základě stanovené šířky
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pásma lze pak jednoduše určit rezonanční kmitočet příslušného filtru podle vzorce
f0k = (k + 0.5)∆f k = 0, 1, . . . ,K − 1 (3.23)
kde k je číslo reprezentující odpovídající rezonátor. Příklad, jak by mohla taková sestava
filtrů vypadat (ve frekvenční oblasti), je možno vidět na obrázku 3.18. Analyzovaný signál
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Obrázek 3.18: Frekvenční charakteristiky banku 128-mi rezonátorů v rozmezí 0− 5000Hz
(modul a fáze).
tedy prochází všemi filtry souběžně. Výstupem každého z nich pak bude průběh kmita-
jící přibližně na rezonanční frekvenci s rozkmitem úměrným celkové energii odpovídajícího
rozmezí frekvenčních složek obsažených v signálu. S velkou amplitudou na výstupu tedy
budou kmitat pouze ty rezonátory u nichž jsou v signálu výrazněji zastoupeny frekvence
velmi blízké té vlastní. V ideálním případě by měl každý z kmitočtů výrazně ovlivňovat
pouze jeden z filtrů, ostatní by na něj neměli reagovat. Výstupy několika sousedních rezo-
nátorů jako reakci na referenční rámec (viz graf 3.8) je možno vidět na obrázcích 3.19 a
3.20. Lze si povšimnout, že každý z filtrů kmitá na jiné frekvenci (té vlastní), což odpovídá
předpokladu. Nutno ještě podotknout, že je potřeba analyzovat signál jako celek, protože
díky setrvačnosti rezonátorů by analýza samostatného krátkého rámce nedávala správné
výsledky.
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Obrázek 3.19: Referenční rámec (viz graf 3.8) po průchodu sousedními rezonátory banku
(371− 527Hz).
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Obrázek 3.20: Referenční rámec (viz graf 3.8) po průchodu sousedními rezonátory banku
(957− 1113Hz).
Aby bylo možno rozhodnout o míře zastoupení jednotlivých frekvenčních složek v sig-
nálu, je třeba v daném rozmezí zjistit maximální amplitudy na výstupech filtrů. To lze
matematicky zapsat jako
R(k) = max
n∈{0,1,...,Nk−1}
(|rk[n]|) k = 0, 1, . . . ,K − 1 (3.24)
kde R(k) je nalezená maximální výchylka pro rezonátor k, rk[n] reprezentuje část průběh
signálu na výstupu rezonátoru, Nk je velikost tohoto úseku a K představuje celkový počet
filtrů v banku. Z uvedeného vzorce je na první pohled zřejmá hlavní výhoda rezonátorů
a to nezávislost množství analyzovaných vzorků na počtu výsledných frekvencí. Jak by
potom mohlo vypadat odhadnuté rozložení maximálních amplitud v rámci jednotlivých
frekvenčních složek reálného průběhu je možno vidět na obrázku 3.21. Lze si všimnout,
že byly nalezeny stejné dominantní kmitočty jako v případě odpovídajícího DFT spektra
(viz obrázek 3.10). Pokud je třeba analyzovat kompletní průběh signálu je nezbytné opět
provést segmentaci signálu. Nejedná se však o rozdělení na rámce jako tomu bylo u diskrétní
Fourierovy transformace, ale v případě rezonátorů je lépe tento pojem chápat jako určení
počtu vzorků na výstupu filtru, v rámci kterých je hledána maximální amplituda. Nejlepším
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Obrázek 3.21: Rozložení maxim jednotlivých kmitočtových složek odhadnuté pro úsek sig-
nálu z grafu 3.8.
řešením je zvolit šířku úseku úměrnou vlastnímu kmitočtu rezonátoru. Nejjemnější krok by
pak byl roven délce jedné periody ve vzorcích (zaokrouhleno nahoru), což lze zapsat jako
Nk =
⌈
Fs
f0k
⌉
k = 0, 1, . . . ,K − 1 (3.25)
kde Fs je právě vzorkovací frekvence, f0k rezonanční kmitočet filtru a K reprezentuje veli-
kost banku rezonátorů. Rozlišení v čase je tedy přímo určeno počtem použitých vzorků pro
vyhledání maxima (díky tomu může být velmi jemné již od nižších frekvencí). Na obrázku
3.22 je pak možno vidět průběh maximálních hodnot amplitud pro jednotlivé frekvence
v čase (lze si všimnout i nestejnoměrné velikosti úseků mezi nižšími kmitočty). Na první
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Obrázek 3.22: Průběh maxim amplitud na jednotlivých kmitočtových složkách po průchodu
signálu z grafu 3.4 bankem rezonátorů (viz obrázek 3.18).
pohled je možno pozorovat velkou podobnost se spektrogramy z podkapitoly 3.5. Průběh
maxim hodnot na jednotlivých frekvencích je evidentně mnohem jemnější co se rozlišení
v čase týče. Oproti zmiňovaným spektrogramům si však lze všimnout mírného zarušení
především na slabších frekvencích, k čemuž může dojít buď setrvačností rezonátorů (tu lze
pozorovat ve směru osy X ), nebo ovlivněním sousedními frekvencemi (projevuje se ve směru
osy Y ). Tyto nežádoucí jevy by ale neměly pro další zpracování představovat výraznější
problémy, v opačném případě by je bylo možno dodatečně odfiltrovat.
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Kapitola 4
Extrakce informací o objektu
Na základě provedeného zpracování radarového odezvy je nyní možné pokusit se provést
extrakci různých informací o objektu. K dispozici je jak samotný průběh signálu, tak i
rozložení frekvencí v jednotlivých úsecích a PSD pro každý z rámců. Nejprve je ale potřeba
detekovat, zda daný segment může patřit objektu. Pokud ano, je možno zjistit například
směr pohybu, rychlost, délku a další. Pro účely monitoringu a měření rychlosti průjezdu
objektu se předpokládá použití CW režim radaru.
4.1 Detekce objektu
Pro korektní zpracování výsledků frekvenční analýzy je potřeba určit, které analyzované
úseky signálu by mohly patřit odezvě odpovídající objektu. Segmenty s větší energií než
je hodnota prahu pak budou součástí detekce. Mezi prvním a posledním z úseků se tak
pravděpodobně v zorném poli radaru pohyboval detekovaný objekt.
Provést detekci lze ještě nad samotným průběhem radarové odezvy. Sledováním střední
krátkodobé energie (viz publikace [19]) je možno určit, které z úseků signálu jsou součástí
odezvy detekovaného objektu. Jde vlastně o sumu energií jednotlivých vzorků normalizo-
vanou délkou úseku, což lze zapsat jako
Edet =
1
N
N−1∑
n=0
s2[n] (4.1)
kde N je počet vzorků segmentu a s[n] je diskrétní průběh radarové odezvy. Druhou mož-
ností pro rozhodnutí zda může být část průběhu odezvou objektu je využití odhadnuté
PSD. Suma spektrální hustoty výkonu (dolní poloviny) normalizovaná délkou rámce dává
prakticky shodné výsledky jako předchozí vzorec. Součet řady je možno vyjádřit rovnicí
Edet =
1
N
N
2
+1∑
k=0
GˆDFT (k∆f ) (4.2)
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kde N je opět počet vzorků segmentu a GˆDFT (k∆f ) je odhadnutá PSD rámce. Jako součást
detekce pak budou přijaty všechny úseky, pro které platí
Tdet ≥ Edet (4.3)
kde Tdet je zvolený detekční práh. Při hledání vhodného prahu je často počítáno s loga-
ritmem energie (viz obrázek 4.1), což je mnohem výhodnější u poměrně velkých rozsahů
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Obrázek 4.1: Logaritmus energie referenčního signálu z grafu 3.4 (práh detekce Tdet = 1.9).
hodnot. Přesné určení vyžaduje trochu experimentování. Čím menší je pak hodnota prahu,
tím pravděpodobnější bude výskyt falešné detekce v důsledku šumu. Naopak při vyšších
hodnotách může dojít k odmítnutí i těch úseků, které odezvě detekovaného objektu ve sku-
tečnosti patří. Někdy ale nelze nespojitostem v detekci zabránit i přesto, že úseky signálu
jsou stále součástí odezvy jednoho objektu. V takovém případě je třeba tolerovat kratší vý-
padky, u kterých je jisté, že se ještě nemůže jednat o jiný objekt. Naopak někdy může dojít
k dlouhé falešné detekci (například při dešti), proto je dobré kontrolovat i její maximální
délku a po dané době ji prohlásit za neplatnou.
Zároveň s detekcí je možno odhadnout dobu průjezdu objektu zorným polem radaru.
Tu lze nejjednodušeji odvodit z počtu segmentů (tudíž i vzorků) mezi prvním a posledním
úsekem (včetně) v rámci platné detekce. Výpočet je možno provést podle odpovídajícího
vzorce, zapsaného jako
tdet =
MN
Fs
(4.4)
kde N je délka segmentu (ve vzorcích), M počet úseků platné detekce a Fs frekvence, s jakou
byl průběh radarové odezvy vzorkován. Jistě netřeba zdůrazňovat, že přesnost určení doby
průjezdu objektu je přímo závislá na správnosti zvoleného detekčního prahu.
4.2 Určení směru pohybu
Směr pohybu lze vyčíst z Dopplerova posunu (kladný nebo záporný). Jak ale bylo popsáno
v podkapitole 2.5, radarový modul na výstupu poskytuje vždy kladný kmitočet a znaménko
Dopplerovy frekvence je tedy indikováno fázovými posuny (na jednotlivých frekvenčních
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složkách) mezi dvěma výstupními kanály. Pokud je předpokládaný směr pohybu objektu
dopředu znám, lze na základě rozdílu fází provádět i filtraci spektra. To má však smysl
pouze v případě segmentů, které jsou součástí detekce.
V každém rámci lze Dopplerovy posuny (popřípadě jejich znaménka) pro jednotlivé
frekvenční složky vypočíst z komplexních spekter obou posunutých signálů. Každé takové
spektrum je reprezentováno řadou komplexních čísel, které lze zapsat ve tvaru
z = a+ bi (4.5)
kde a je reálná a b imaginární složka. Jejich fázi je možno vypočítat pomocí goniomet-
rické funkce tangens. Z fázových posunů jednotlivých odpovídajících složek pak lze určit
znaménko Dopplerovy frekvence pomocí vzorce
dir =
{
1, ϕ1 ≤ ϕ2
−1, jinde (4.6)
kde výsledná hodnota rovna 1 znamená přibližování, −1 naopak vzdalování a ϕ1 respek-
tive ϕ2 jsou fáze frekvenční složky prvního respektive druhého signálu. Při implementaci
v software je však třeba dát pozor na to, že použití funkce atan2(x,y) (potřebné pro vý-
počet fází v intervalu 〈−pi, pi)) značně zatíží procesor. Zvláště u méně výkoných zařízení,
jakými jsou například embedded systémy, je jakékoli použití takovéto funkce (zvlášť pro
každou hodnotu) více než kritické. Protože však není potřeba znát přesný fázový rozdíl, lze
vypočíst pouze jeho znaménko. Tím je možno vzorec zredukovat na jednu podmínku, ve
které jsou zastoupeny pouze dva součiny reálných a imaginárních složek komplexních čísel.
To lze zapsat rovnicí
dir =
{
1, a2b1 ≤ a1b2
−1, jinde (4.7)
kde výsledné hodnoty mají stejný smysl jako v předchozí rovnici, a je opět reálná a b ima-
ginární složka. Nahrazení konkrétních hodnot fází (vypočtených pomocí funkce atan2(x,y))
zjednodušenou ekvivalentní podmínkou vede k nezanedbatelnému snížení zátěže procesoru.
Pokud je dopředu znám předpokládaný směr pohybu objektu, lze provádět filtraci frek-
venční složek s opačnými fázemi. Toho lze vhodně využít například pokud prší. Radar je
orientován téměř svisle k zemi (jen mírně směřuje proti směru pohybu objektů) a měl by
tedy měřit pouze přibližující se objekty. Padající kapky deště (které ve větším množství
mohou způsobit falešnou detekci) se však oproti radaru vzdalují a díky tomu je lze ze spek-
tra odfiltrovat. V případě, že by odpovídající frekvenční složky byly ponechány, mohly by
ovlivnit či dokonce znemožnit následné zjišťování rychlosti objektu. Opačné fáze mezi frek-
venčními složkami signálů se mohou objevit i v případě hodně slabých hodnot, které jsou
často ovlivněny šumem. Jejich filtrování je demonstrováno na obrázku 4.2.
39
Sample [−]
Fr
eq
ue
nc
y 
[H
z]
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500
0
1000
2000
3000
4000
5000
Obrázek 4.2: Filtrovaný spektrogram z obrázku 3.14, tmavě modře jsou vyznačeny frekve-
nční složky s opačným fázovým rozdílem (indikující vzdalování).
4.3 Zjištění rychlosti
Jak již bylo několikrát zmíněno, radar na základě principu Dopplerova jevu do své odezvy
zaznamenává rychlost pohybujícího se objektu. Protože je však směrem k vozidlu vrhán
úzký kužel signálu, není výsledkem jediná frekvence odpovídající rychlosti objektu jako
celku, ale jde o směs kmitočtových složek úměrných rychlostem pohybu jednotlivých jeho
částí (viz podkapitola 2.5). Je tedy potřeba zjišťovat střední frekvence, což lze provést
pomocí průměrování.
Nejlepším řešením pro určení středního kmitočtu je spočtení váženého průměru frekve-
nčních složek přes všechny úseky v rámci detekce. První možností jak získat potřebné váhové
koeficienty je použití odhadnuté spektrální hustoty výkonu. Nejprve je potřeba zjistit pro
každý platný rámec detekce hodnotu maxima PSD. Lze tedy psát
wkmax(m) = max
k∈{0,1,...,N−1}
(GˆDFTm(k∆f )) m = 0, 1, . . . ,M − 1 (4.8)
kde wkmax(m) je právě maximální zjištěná hodnota, GˆDFTm(k∆f ) spektrální hustota vý-
konu rámce m (z celkového počtu M), k reprezentuje číslo odpovídající normované frekvenci
a N je počet vzorků rámce. Na základě toho pak lze provést filtraci hodnot (vah), které
jsou menší než poměrná část zjištěného maxima. Vzorec pro odpovídající váhový koeficient
je pak možno zapsat jako
wk(m) =
{
GˆDFTm(k∆f ), GˆDFTm(k∆f ) ≥ wkmax(m)Tperc100
0, jinde
(4.9)
kde m = 0, 1, . . . ,M − 1 a Tperc je procentuální práh určující poměrnou část maxima.
Alternativně lze v případě použití rezonátorů (pro provedení frekvenční analýzy) vypočíst
odpovídající váhy obdobným způsobem. Vzorec pro nalezení maxima by pak bylo možno
zapsat jako
wkmax(m) = max
k∈{0,1,...,K−1}
(Rm(k)) m = 0, 1, . . . ,M − 1 (4.10)
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kde k je odpovídající rezonátor (z celkového počtu K), Rm(k) zjištěná maximální amplituda
na jeho výstupu a m je index konkrétního úseku. Filtraci vah pak lze provést opět na základě
poměrné části maxima, tedy lze psát
wk(m) =
{
Rm(k), Rm(k) ≥ wkmax(m)Tperc100
0, jinde
(4.11)
kde m = 0, 1, . . . ,M − 1 a Tperc je opět procentuální práh. Je potřeba si uvědomit, že délka
úseků pro různé rezonátory není konstantní a proto je nutné v daném časovém okamžiku
snímat vždy aktuální platné výstupy (maxima) každého z nich. Na základě vypočtených
vah je již možno určit střední frekvenci, a to pomocí váženého průměru zapsaného vzorcem
f¯d =
M−1∑
m=0
K−1∑
k=0
wk(m)k∆f
M∑
m=0
K−1∑
k=0
wk(m)
(4.12)
na základě kterého lze následně vypočíst rychlost pohybu. Je však nutno si uvědomit, že
radar není orientován přímo proti směru pohybu objektu, ale dívá se na něj spíše shora.
Tuto skutečnost je třeba při výpočtu zohlednit. Vzorec pro výslednou rychlost objektu pak
lze zapsat jako
vobj =
f¯d
fd1
sinβ (4.13)
kde f¯d je střední Dopplerův kmitočet, fd1 je frekvenční krok odpovídající změně rychlosti
o jeden kilometr v hodině a β je dopředný úhel, pod kterým je radar natočen proti směru
pohybu objektů.
Příklady selekce silných frekvenčních složek je možno vidět na obrázku 4.3 (PSD) a
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Obrázek 4.3: Selekce silných frekvenčních složek spektrogramu z obrázku 3.14 s procentu-
álním prahem Tproc = 64%.
také na obrázku 4.4 (rezonátory). Frekvenční krok na jeden kilometr v hodině lze určit na
základě dosazení rychlosti pohybu v = 1 kmh , vysílací frekvence radaru ft = 24.150GHz a
41
Sample [−]
Fr
eq
ue
nc
y 
[H
z]
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500
0
1000
2000
3000
4000
5000
Obrázek 4.4: Selekce silných maximálních amplitud frekvenčních složek (viz graf 3.22) s pro-
centuálním prahem Tproc = 64%.
rychlosti šíření světla ve vakuu 299 792 458 ms do aproximované rovnice pro výpočet Dop-
plerova posunu (viz vzorec 2.6). Pak vyjde
fd1 ≈ 44.75Hz
což odpovídá velikosti změny Dopplerovy frekvence v reakci na zvýšení rychlosti o jeden
kilometr v hodině.
4.4 Výpočet délky objektu
Délka objektu je zřejmě nejjednodušší údaj co se náročnosti výpočtu týče. Její přesnost
je však závislá na korektní detekci objektu (době průjezdu) a správném určení jeho rych-
losti. K zanesení dalších chyb do výpočtu může dojít také během nezbytné korekce, nebo
působením dalších faktorů jež nelze ovlivnit.
Leckdo by mohl nabýt dojmu, že v případě délky objektu jde pouze o součin zjištěné
rychlosti pohybu a doby detekce. Je však potřeba si uvědomit, k čemu při měření radarem
dochází. Jak je možno vidět na obrázku 4.5, první moment, kdy se odezva objektu začne
projevovat, je okamžik interakce jeho přední části s čelními paprsky radaru. Zároveň po-
sledním momentem, kdy ještě radar pohybující se objekt vidí, je chvíle, ve které již zadní
část téměř mizí z jeho zorného pole (viz obrázek 4.6). Z toho je na první pohled zřejmé,
že dráha mezi místem započetí detekce a místem jejího ukončení není v žádném případě
shodná se skutečnou délkou objektu. O kolik je prodloužena závisí především na umístění a
natočení radaru, ale také na rozptylu vysílaného signálu. Před samotným výpočtem délky
objektu je tedy potřeba stanovit korekční hodnotu, tedy velikost průmětu zorného pole na
vodorovnou podložku (vozovku). Matematicky ji lze vyjádřit jako
∆l = h(tan(β +
α
2
)− tan(β − α
2
)) (4.14)
kde h je výška, ve které je radar umístěn, α reprezentuje vertikální rozptyl signálu radaru
(zorný úhel) a β je dopředný úhel (často velmi malý), pod kterým je radarový modul
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Obrázek 4.5: Počátek detekce, přední část objektu se objevuje v zorném poli radaru.
Δl
Obrázek 4.6: Ukončení detekce, objektu opouští zorné pole radaru.
odchýlen od svislého směru. Rovnice pro výpočet délky (včetně provedení potřebné korekce)
je již pak velmi jednoduchá a lze ji zapsat jako
lobj = vobjtdet −∆l (4.15)
kde vobj je zjištěná rychlost objektu a tdet je délka detekce.
Chyby jsou do výpočtu zaneseny především nepřesným určením velikosti průmětu zor-
ného pole ∆l. Ten se může lišit v závislosti na konkrétní trajektorii průjezdu objektu. Pokud
bude směřovat přímo k radaru, velikost průmětu bude větší, než když se bude pohybovat
více při pravé či levé straně (avšak stále v zorném poli). Také je rozhodující výška přední
části objektu, ve které detekce započne a ještě zásadnější vliv má tvar a výška zádi (místa
kde detekce končí). Vozidla s vyšší zadní částí pak budou změřeny jako delší, než ve skuteč-
nosti jsou. Tyto faktory bohužel nelze příliš spolehlivě ovlivnit (z radarové odezvy je není
možno s dostatečnou jistotou vyčíst). Přesnost vypočtené délky je ale navíc velmi citlivá
i na správné zvolení velikosti prahu. Vyšší hodnoty proto budou délku objektu úměrně
snižovat (zároveň s dobou detekce).
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Kapitola 5
Analýza a návrh řešení
Úkolem této práce je otestování nekonvenčního přístupu k provedení frekvenční analýzy.
Následné porovnání se zaběhnutými metodami by mělo naznačit, zda má takovéto řešení
smysl a je-li rozumné se jím do budoucna podrobněji zbývat (popřípadě pro jaké konkrétní
aplikace je vhodné jej použít). Na základě provedených experimentů bude vytvořen systému
pro real-time zpracování radarového signálu. Ten by mohl být vhodným předchůdcem pro
obdobné složitější aplikace, jakými může být například využití více radarů pro sledování
pohybu objektů. Pro samotnou implementaci systému bylo vytipováno několik konkrétních
platforem, z nichž ne každá musí být dobrou volbou za všech okolností. Proto je důležité
problém měření radarem nejprve důkladně zanalyzovat a na základě provedeného rozboru
navrhnout co možná nejlepší způsob řešení.
5.1 Shrnutí problému
Dopplerovy radary již dávno nejsou jen komplikovaná zařízení s velkou rotující anténou.
Díky pokročilé technologii výroby je dnes na trhu možno vybírat ze spousty kompaktních
řešení (modulů) za přijatelnou cenu, a tak lze radarové moduly najít již například i ve
snímačích pohybu pro automatické otevírání dveří. Kde však malé radary nacházejí využití
nejčastěji je monitorování provozu a měření rychlosti na silnicích. Již téměř v každé vesnici
lze narazit na informační měřící tabuli, která právě radarový modul pro zjišťování rychlosti
používá.
Radary se jeví jako zajímavé řešení problému monitoringu provozu na dopravních komu-
nikacích, měření rychlosti průjezdu nebo zjištění délky objektu. Mohou tedy být vhodnou
alternativou pro některé aplikace videokamer (sledování provozu, detekce průjezdu, úse-
kové měření) nebo laserových skenerů (snímání profilu a měření délky vozidla). V praxi
radar sám o sobě na výstupu nedává přímo srozumitelnou informaci o detekovaném ob-
jektu (viz kapitola 2). Radarová odezva v sobě tedy nese větší množství informace, než by
bylo možno rozluštit primitivní analýzou. Je tedy výhodné využít známých technik čísli-
cového zpracování signálu popsaných v kapitole 3. Frekvenční analýza odezvy pak bude
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mnohem komplexnější a v zásadě jsou dvě možnosti řešení:
• Diskrétní Fourierova transformace (viz podkapitola 3.5) přináší řadu výhod, ale
ruku v ruce s nimi jdou i nevýhody. Konkrétně by stálo za to zmínit tyto vlastnosti:
⊕ léty osvědčená metoda vhodná pro provedení frekvenční analýzy
⊕ existuje i rychlá varianta v podobě FFT (dostupné knihovny, IP cores)
	 přímá závislost množství analyzovaných vzorků na počtu získaných frekvencí
• Rezonátory implementované pomocí obecně rekurzivních IIR filtrů (viz podkapitola
3.6) se vyznačují následujícími vlastnostmi:
⊕ teoreticky téměř neomezené frekvenční rozlišení
⊕ lze analyzovat velmi krátké úseky (již od nízkých frekvencí)
⊕ možnost libovolného rozmístění rezonátorů (například logaritmicky)
⊕ jednotlivé filtry lze konstruovat s odlišnou šířkou pásma
	 výrazně zpožděná reakce na vstup u rezonátorů s užším pásmem
	 ovlivňování rezonátoru kmitočty sousedních pásem
	 velká výpočetní náročnost pro větší počty filtrů
Dle konkrétních požadavků je pak možno vybrat vhodnější ze zmíněných metod. Pro kla-
sické měření rychlosti bývá často DFT dostačující. Existují však i aplikace které vyžadují
velmi jemné rozlišení v čase při zachování rozumného počtu frekvencí (odhad profilu vozu,
kombinace více radarů). Také se někdy může hodit možnost umístění rezonátorů pouze na
některé frekvence, popřípadě použití větší šířky pásma na nižších frekvencích a užších pá-
sem na vyšších kmitočtech. Zde by pak mohlo být místo pro praktické využití rezonátorů.
Ty sice do frekvenční analýzy vnášejí jistou nepřesnost (setrvačnost, ovlivňování frekven-
cemi v sousedních pásmech). Odchylky je však možné do jisté míry tolerovat a je-li s nimi
dopředu počítáno, lze při následném zpracování omezit jejich vliv. Na základě provedeného
zpracování je již pak možno pomocí nepříliš náročných metod provést extrakci informací
o objektu, jemuž zkoumaná radarová odezva patřila (podrobněji viz kapitola 4).
Asi nejvíce náročné problémy, na které je možno v této práci narazit, se převážně týkají
rezonátorů. Mírně problematické je jejich navržení tak, aby filtry dostatečně rychle reago-
valy na změnu vstupu, zároveň je však potřeba zajistit jejich frekvenční selektivitu. To jsou,
jak již bylo několikrát zmíněno, velmi protichůdné požadavky. Proto je potřeba s konkrét-
ními hodnotami a zvoleným rozvržením dostatečně experimentovat, vždy však bude nutné
zvolit kompromisní řešení.
5.2 Dostupná číslicová zařízení
Jak již bylo několikrát zmíněno, v současné době nemá analogové zpracování signálu oproti
digitálnímu prakticky žádné výhody. Navíc při cenách dnešních číslicových zřízení, ja-
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kými jsou například počítače, rozhodně nelze upřednostněním digitálního zpracování udělat
chybu. Konkurence na trhu je ve většině případů dost velká na to, aby tlačila výrobce do
vývoje a nasazení nových technologií, díky čemuž mohou být číslicová zařízení stále výkon-
nější ale také levnější a úspornější. Ve většině případů nemá tedy smysl vymýšlet vlastní
řešení, protože počítače a vestavěné systém dnes dokáží uspokojit téměř jakékoli požadavky.
Výjimkou potvrzující pravidlo mohou být na zakázku vyráběné systémy, jejichž srdcem je
čip FPGA. Nasazení takových zařízení bývá smysluplné v těch případech, kde je rychlost
zpracování na konvenčních procesorech nedostatečná.
O možnostech číslicového zpracování již pojednávala podkapitola 2.6. Nyní by bylo dobré
se na jednotlivé druhy zařízení podívat také z trochu jiného úhlu pohledu, a to s ohledem
na implementaci a obsluhu výsledného systému pro zpracování signálu:
• PC je tedy univerzální stroj mezi jehož výhody a nevýhody lze zařadit:
⊕ velký výpočetní výkon (možno využití SIMD instrukcí)
⊕ schopnost provádět obecné výpočty (architektura x86 )
⊕ programování v jazyce C/C++
⊕ možnost volby konkrétního operačního systému (Windows, Linux, . . . )
⊕ operační systém se stará o všechny vstup-výstupní operace (audio, TCP/IP)
⊕ lze provozovat i aplikace s GUI
⊕ možnost obsluhy přes vzdálenou plochu
	 často nemusí být využit potenciál zařízení
	 vyšší pořizovací náklady, větší spotřeba energie
• Embedded system lze považovat za obdobu klasického PC, avšak v mnohem me-
nším balení. Předpokladem pro rozumnou využitelnost je použití operačního systému
Linux. Z nejdůležitějších vlastností pak lze vybrat:
⊕ lze provádět libovolné obecné výpočty (architektura ARM )
⊕ programování opět v jazyce C/C++ (lze použít stejný kód jako PC )
⊕ všechny vstup-výstupní operace zajišťuje operační systém
⊕ možnost vzdálené obsluhy přes SSH
⊕ nízká cena, velmi malá spotřeba energie
	 řádově nižší výpočetní výkon než v případě PC
	 velmi pomalé operace s floating-poit čísly
	 většinou lze nahrát jen operační systém Linux
	 je možno provozovat pouze konzolové aplikace
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• FPGA je hardwarový čip s programovatelnou vnitřní strukturou. Mezi jeho přednosti
a nedostatky je možno zařadit:
⊕ možnost akcelerace výpočtů využitím paralelního provádění
⊕ lze vytvořit téměř libovolný návrh vnitřní struktury čipu
⊕ velké množství dostupných IP cores (například i FFT )
⊕ vhodná kombinace s PC nebo embedded systémem
	 omezená velikost programovatelné struktury čipu
	 velmi náročný návrh propojení logické struktury a složité odlaďování běhu
	 programování v jazyce VHDL (odlišná filozofie od C/C++)
	 samotný čip je nepoužitelný — potřeba podpůrných obvodů
Velice zajímavě tedy vychází použití vestavěného systému. Jde o levné zařízení, jehož vý-
kon není nijak oslnivý, avšak pro účely zpracování radarové odezvy bohatě stačí. Potom lze
každému z radarů přiřadit jeden takový embedded systém, který bude analyzovat příchozí
data a výsledky bude reportovat nadřazenému počítači. Velkou výhodu je možnost pou-
žití stejných úseků kódu programu jako v případě PC. Již jednou odladěnou aplikaci pak
lze s minimální námahou zprovoznit i na vestavěném systému. V neposlední řadě je zde
díky velmi nízké spotřebě možnost napájení z bateriového zdroje a fotovoltaického panelu.
Naopak FPGA má smysl využít spíše jako podpůrný obvod zajišťující urychlení vysoce ná-
ročných výpočtů (například rezonátory). Spojením s PC, nebo lépe s vestavěným zařízením
tak dostaneme velmi výkonný systém, který lze navíc celkem dobře obsluhovat a ladit.
5.3 Plán realizace
Na základě provedené analýzy problému jsem se rozhodl implementovat radarový systém,
jehož primárním úkolem je real-time zpracování radarového signálu. Výstupem by tak měla
být změřená rychlost a také vypočtená délka korektně detekovaného objektu. Tyto výsledky
budou následně vhodně zobrazeny, popřípadě reportovány. Systém bude využívat jak metod
klasické frekvenční analýzy, tak i těch nekonvenčních. Kritickým pak bude výběr vhodné
platformy pro implementaci.
První částí systému bude radarový modul K-MC1 (zmíněný v kapitole 2.4) s předem
daným umístěním a natočením. Poběží pouze v CW režimu a na jeho výstupu se objeví
spojitý průběh signálu. Další částí systému pak bude digitální zařízení zajišťující samotné
číslicové zpracování. Nejdříve je tedy potřeba provést A/D převod signálu. Obsahuje-li za-
řízení ve své konfiguraci zvukovou kartu, pak je nejjednodušším řešením konverze průběhu
signálu na kompatibilní úrovně napětí a následné použití stereofonního audio vstupu (le-
vý/pravý zvlášť pro kanály I /Q). Často je možno zvolit počet bitů, na které bude signál
kvantován (nejčastěji 8, 16 nebo 32), nebo zda budou data typu signed či unsigned. Vy-
brat lze také požadovaný vzorkovací kmitočet kanálů, například 22050Hz, 32000Hz nebo
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44100Hz (záleží na konkrétním zřízení). Pokud není zvuková karta přítomna je potřeba vy-
užít vlastního A/D převodníku a zajistit jeho spojení se zařízením. Samotné zpracování již
bude mít na starosti algoritmus, který poběží v rámci některé konkrétní platformy. Z těch
nejvhodnějších byly vybrány:
• Klasické PC bývá nejčastěji používaným zařízením. Na výběr je velké množství
procesorů architektury x86 (32 i 64-bitové). Ty jsou dostupné s různými počty jader
(1, 2 a více), odlišnými taktováním, výkonem, ale i spotřebou energie. Konfiguraci
počítače jako celku lze často zvolit na míru podle konkrétních potřeb. Je tedy možno
v případě potřeby přidat například zvukovou kartu, síťový adaptér nebo videokartu.
Často však jsou tyto komponenty integrovány přímo na základní desce. Přidání pa-
měťových modulů (RAM ) a pevného disku je pak vytvořen plnohodnotný stroj, na
kterém lze provozovat různé operační systémy (Windows, Linux, . . . ). Aplikace pak
lze vyvíjet v různých IDE, na výběr je také velké množství programovacích jazyků.
Jako příklad této platformy pak může posloužit Micro ATX základní deska s proceso-
rem Intel Atom (viz [5]). Jde vlastně o jakýsi kompromis mezi embedded zařízením a
PC s rychlým více-jádrovým procesorem, a to jak výkonem, tak i rozměry a spotřebou
energie. Fotografii konkrétního zařízení si lze prohlédnout na obrázku 5.1.
Obrázek 5.1: MicroATX deska osazená procesorem Intel Atom (převzato z [5]).
• Leopard Board je typickým embedded zařízením. Jeho srdcem je 32-bitový procesor
Texas Instruments TMS320DM355 (taktovaný na 216MHz), který obsahuje jádro
rodiny ARM9, což umožňuje běh operačního systému Linux. Stinnou stránkou proce-
soru je velmi slabý výkon při provádění floating point operací. Deska ve své konfiguraci
dále obsahuje 128MB DDR RAM, integrovanou zvukovou kartu, ethernet, kompozitní
videovýstup, ale především také slot na SD kartu pro uložení souborového systému
OS. Napájení desky je možné pomocí síťového adaptéru, nebo s využitím USB kabelu.
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Překlad aplikací v jazyce C/C++ (včetně sestavení jádra a souborového systému) je
řešen v rámci speciálního RidgeRun SDK (viz [10]). Tento způsob překladu aplikace
na jiném stroji (obvykle PC ) je nazýván cross compiling. Fotografii tohoto vestavě-
ného zařízení lze najít na obrázku 5.2 a podrobnější informace je možno dohledat
v [2]).
Obrázek 5.2: Leopard Board s připojeným kamerovým modulem (převzato z [2]).
• Xilinx Virtex-II je již starší rodinou FPGA, která však nijak výrazně nezaostává za
dnešními čipy a je proto velice vhodná pro akceleraci výpočetních problémů, jakými
mohou být například rezonátory. K dispozici jsou různé velikosti čipu, kde nejmenší
XC2V40 obsahuje přibližně 40 tisíc hradel, 256 slices, 8 kb distribuované RAM, čtyři
násobičky a z jeho pouzdra je vyvedeno 88 výstupních pinů. Naopak největším členem
rodiny je XC2V8000, který má uvnitř své struktury 8 milionů hradel, 46 592 slices,
1 456 kb DistRAM, 168 násobiček a ven z pouzdra je vyvedeno 1 108 výstupních pinů.
Mezi těmito dvěma extrémy se nachází 9 dalších variant, takže zřejmě je možno uspo-
kojit téměř jakékoli požadavky. Nejčastěji používanými jsou však XC2V250, XC2V500
a XC2V1000, jejichž velikost je pro většinu aplikací dostačující a pořizovací cena je zá-
roveň velmi příznivá. Návrh vnitřního propojení je řešen ve VHDL, což je hardwarový
jazyk navržený speciálně pro popis logických jednotek a jejich propojení. Syntézu kódu
do formy bitového řetězce srozumitelného pro FPGA lze provést pomocí nástrojů,
jež jsou součástí IDE od firmy Xilinx. Existují však i další syntezátory krom nativ-
ního XST, a to Precision, Leonardo Spectrum a řada dalších. Vygenerovaný bitstream
po nahrání do čipu zajistí nakonfigurování příslušného propojení vnitřní struktury.
Velkou výhodou pak je možnost odsimulování vytvořeného návrhu, lze tak mnohem
snadněji nalézt chyby v kódu. Jak takové FPGA může z vnějšku vypadat je možno
vidět na obrázku 5.3 a podrobné specifikace této rodiny čipů lze najít v [18].
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Obrázek 5.3: Pouzdro FPGA čipu Xilinx Virtex-II XC2V1000 (převzato z [18]).
Všechny zmíněné platformy jsem zvolil z toho důvodu, že jsem se již s nimi měl mož-
nost podrobněji seznámit, a přišly mi v jistém směru pro radarový systém přínosné. V IT
oboru s osobním počítačem pracuji prakticky každý den a v jazyce C/C++ jsem již pro
PC implementoval velké množství aplikací, díky čemuž jsem schopen odhadnout, zda je
daný problém počítačem efektivně řešitelný, nebo zda bude potřeba nějakým způsobem
výpočet akcelerovat. Co se týče vestavěného zařízení Leopard Board, to jsem měl možnost
testovat (ve spojení s radarovým modulem) během práce na diplomovém projektu a díky
provedeným experimentům jsem pronikl i do problému výpočtů v pevné řádové čárce. To se
bude velice hodit pro optimalizaci implementace radarového systému. Poslední ze zmiňova-
ných platforem bylo FPGA rodiny Virtex-II, na kterém je postavena moje bakalářské práce.
Z nabytých zkušeností vím, že návrh ve VHDL je velice zrádný a těžko se hledají případné
chyby (velmi obtížné ladění). Avšak možnosti urychlení výpočtu, které FPGA poskytuje,
bohatě vykompenzují zmíněná úskalí.
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Kapitola 6
Implementace systému
Na základě navrženého řešení z kapitoly 5 byla provedena implementace systému. Ten by
měl být schopen v reálném čase zpracovávat příchozí data generovaná radarovým modulem
a následně vhodně reprezentovat výstupy zpracování. V následujícím textu jsou popsány
podstatné rysy implementace a zmíněny jsou také techniky, které byly při realizaci systému
použity.
Jako programovací jazyk pro realizaci softwarové části je využito výhradně objektového
C++, pro implementaci v FPGA potom VHDL. Výsledná aplikace by teoreticky měla být
multiplatformní, v praxi se ale bohužel nelze vyhnout použití platformně závislých knihoven
pro práci se zvukovou kartou. Proto je v současné době podporován pouze operační systém
Linux. Protože je možno použít stejné kódy pro PC a embedded zařízení Leopard Board,
budou obě dvě platformy jednotně popisovány jako softwarové řešení. V případě osobního
počítače může být součástí aplikace navíc také grafické uživatelské rozhraní. Jádro programu
zajišťující zpracování by však mělo zůstat stejné a lze jej tedy mezi platformami sdílet. Při
implementaci systému pak lze postupovat s ohledem na dvě možné konfigurace:
• Čistě softwarové řešení je postaveno, jak již název napovídá, pouze na univerzál-
ním procesoru počítače. Je tedy třeba spoléhat jen na jeho výpočetní výkon. Jednot-
livé bloky implementace jsou pak třídy programovacího jazyka C++. Ilustrace této
konfigurace je na obrázku 6.1.
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Obrázek 6.1: Čistě softwarová implementace sytému.
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• Kombinace software–FPGA je výhodná ve chvíli, kdy již softwarová část sama
o sobě nestíhá přicházející data v reálném čase zpracovávat. Takovéto řešení je o po-
znání složitější co se skloubení návrhu týče. Náročná je především realizace propojení
FPGA se zařízením, na kterém software běží. Schéma takovéto konfigurace lze vidět
na obrázku 6.2.
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Obrázek 6.2: Softwarová implementace systému s využitím FPGA.
Přímá algoritmizace matematicky zapsaných principů zpracování signálu (viz kapitola 3)
a extrakce informací o detekovaných objektech (viz kapitola 4) bývá často problematická,
a tak může v kódu dojít ke vzniku těžko odhalitelných chyb. Vhodným mezistupněm je
tedy využití speciálního výpočetního programu, jakým je například MATLAB. Funkční kód
zapsaný v jazyce tohoto prostředí je někde na půli cesty mezi matematickým vyjádřením a
syntaxí jazyků C/C++. Výborná je podpora práce s poli a začleněno je také velké množství
funkcí použitelných právě při zpracování signálu. Díky tomu je možno MATLAB využít
také jako referenční pomůcku pro ověření a vizualizaci výstupů následně implementovaného
systému.
6.1 Rozvržení do tříd
Protože je C++ objektový jazyk, přímo se nabízí rozdělení systému jako celku na menší
části, neboli třídy. Problém zpracování radarového signálu lze popsat jednoduše jako načtení
dat, jejich následný processing a konečně report výsledků (viz obrázek 6.1). Podle toho je
pak možno rozvrhnout členění celé aplikace na několik méně složitých objektů. V případě
této konkrétní implementace se jedná o následující tři:
• Třída input zajišťuje vstup dat ze zvukové karty a jejich následné uložení do fronty
zpracování. Pro vyčítání hodnot z bufferu audio zařízení jsou použity funkce z knihovny
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ALSA (viz publikace [8]). Nejprve je potřeba zvukovou kartu inicializovat a provést
její nastavení (konkrétně pro zachytávání vstupu, ukládání hodnot do bufferu proklá-
daně se vzorkovací frekvencí 22 050Hz a kvantováním na 16 bitů znaménkově). To
zajistí následující pořadí funkčních volání:
#include <alsa/asoundlib.h>
snd_pcm_t *device; snd_pcm_hw_params_t *hw_params;
snd_pcm_open (&device , "default", SND_PCM_STREAM_CAPTURE , 0);
5 snd_pcm_hw_params_malloc (& hw_params );
snd_pcm_hw_params_any(device , hw_params );
snd_pcm_hw_params_set_access(device , hw_params ,
SND_PCM_ACCESS_RW_INTERLEAVED );
snd_pcm_hw_params_set_format(device , hw_params ,
10 SND_PCM_FORMAT_S16_LE );
unsigned rate = 22050;
snd_pcm_hw_params_set_rate_near(device , hw_params , &rate , NULL);
snd_pcm_hw_params_set_channels(device , hw_params , 2);
snd_pcm_hw_params(device , hw_params );
15 snd_pcm_hw_params_free(hw_params );
snd_pcm_prepare(device );
Použití každé z funkcí by pak ještě bylo vhodné ošetřit pro případ výskytu chyby. Jak
vidno inicializace zvukového zařízení je velice složitá. Zato vyčítání hodnot z bufferu
je otázkou jediného volání funkce (opět nutno ošetřit):
int16_t frame = (int16_t *) malloc(FRAME_SIZE* s i z eo f (int16_t ));
snd_pcm_readi(mSoundDevice , frame , FRAME_SIZE ));
Jedná se o blokující operaci, jinými slovy se funkce navrací až po naplnění celé vy-
rovnávací paměti. Obsah bufferu zvukové karty je překopírován do dynamicky alo-
kovaného pole. Do fronty zpracování je pak zařazen pouze ukazatel a pro další čtení
z audio zařízení je alokován nový úsek paměti. O uvolnění dynamického pole se pak
již stará třída zajišťující zpracování.
• Třída process přijímá vstupní data (stará se o uvolnění odpovídající paměti), pro-
vádí jejich zpracování a do výstupní fronty výsledků zařazuje extrahované informace
o případném detekovaném objektu. Výpočetními algoritmy použitými v této třídě se
podrobněji zabývá podkapitola 6.2.
• Třída output přebírá výsledky provedeného zpracování a stará se o jejich reprezen-
taci. Z fronty výsledků vyčítá jednotlivé záznamy, které následně ořeže o nepodstatné
informace a poté je buď může vypsat na standardní výstup, nebo lze provést jejich
záznam do souboru. Navíc by bylo možné jednotlivé informace o detekcích posílat
například přes TCP/IP nadřazenému serveru.
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Využití vláken
Na první pohled je vidět, že rozdělení celého komplexního systému na jednotlivé podpro-
blémy má logický základ. Je však nutné si uvědomit, že kód tříd může obsahovat blokující
volání (zde například v třídě input). Často je ale nepřípustné aby čekání na vstup–výstupní
operaci blokovalo provádění ostatních výpočtů. Operační systém však poskytuje efektivní
řešení v podobě vláken (anglicky threads). Na procesoru jich pak může běžet několik pseudo-
paralelně (spravedlivě se střídají), nebo i současně v případě více jader.
Implementací vláken je nepřeberné množství a drtivá většina z nich je platformně zá-
vislá. Možným řešením však je C++ knihovna Boost (viz [17]), což je jakýsi soubor neo-
ficiálních rozšíření standardní knihovny. Zajímavou je právě část zvaná Boost.Thread, což
je vlastně obálka Windows implementace vláken Win32 Threads a zároveň Linuxových
Pthreads (standard POSIX ). V závislosti na použitém operačním systému je pak zvolena
odpovídající varianta vláken. Lze tak s použitím Boost.Thread vytvořit aplikaci, která bude
platformně nezávislá. Předpokladem pro podporu vláken ze strany třídy je obohacení její
struktury o dvě metody:
• metoda execute představuje samostatnou hlavní smyčku (ta pak může spouštět i
ostatní metody třídy)
• metoda terminate je vázána na boolovský atribut terminated, který značí nenásilné
ukončení provádění vlákna (měl by být pravidelně kontrolován v hlavní smyčce)
Je li třída pro běh v rámci Boost.Thread připravena, pak lze provést spuštění hlavní metody
pomocí následujícího kódu:
#include <boost/thread.hpp >
CProcess process; // class instance
5 boost :: thread processThread (& CProcess ::execute , &process ); // exec
processThread.join (); // wait for thread finalization
Program bude standardně čekat na dokončení vlákna, avšak v případě potřeby lze provést
dřívější nenásilné přerušení provádění právě pomocí metody terminate.
Vzájemné vyloučení
S využitím vláken se dere na povrch další problém, který je vhodné řešit. Jednotlivé spu-
štěné instance tříd mezi sebou sdílejí data a struktury (například fronty) a ty je dobré
nějakým způsobem střežit proti nežádoucímu současnému přístupu. Pro tyto účely lze vyu-
žít techniky vzájemného vyloučení (mutual exclusion, zkráceně mutex ). Z velkého množství
již tradičně platformě závislých implementací je možno opět vyzvednout knihovnu Boost.
Ta poskytuje v rámci svých vláken vynikající řešení vzájemného vyloučení. Pro střežení
kritické sekce je pak možno použít následující kód:
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#include <boost/thread/mutex.hpp >
#include <boost/thread/locks.hpp >
#include <boost/thread/condition_variable.hpp >
5 boost ::mutex dataMutex; // data mutex
boost :: condition_variable dataCond; // data conditional
boost :: unique_lock <boost ::mutex >
dataLock(dataMutex , boost :: defer_lock ); // create lock
10
dataLock.lock (); // lock
while (!ready) dataCond.wait(dataLock ); // wait for signal
// critical section − consume
dataLock.unlock (); // unlock
Zpracovávající vlákno v případě, že vstup ještě není připraven zahájí pasivní čekání. Z něj
ho může probudit thread, který má na starosti zásobování druhého vlákna daty, a to pro-
vedením následujícího kódu:
dataLock.lock (); // lock
// critical section − produce
dataLock.unlock (); // unlock
dataCond.notify_one (); // send signal
Jedná se vlastně o obdobu zaslání signálu čekajícímu vláknu. Velkou výhodou je, že čekání
není aktivní, tudíž procesor a paměťová sběrnice nejsou zatěžovány neustálým testováním.
6.2 Jádro zpracování
Třídu process lze považovat v rámci implementace za jádro zpracování. Jedná se bezesporu
o nejvíce vytíženou část systému. Problémy pak mohou nastat u pomalejších embedded
zařízení. Konkrétně v případě platformy Leopard Board bude největší překážkou velmi
slabý výkon floating point operací. Je proto nezbytné vysoce náročné výpočty v plovoucí
řádové čárce převést na odpovídající fixed point operace. Samozřejmě dojde k mírné ztrátě
přesnosti, což však odhad parametrů objektu nikterak výrazně neovlivní. Proto je možno
tyto úpravy algoritmů bez obav zachovat i pro PC variantu implementace.
Z předchozích poznatků lze nabýt dojmu, že jakýkoli floating point výpočet v rámci
embedded zařízení je nežádoucí. Ve skutečnosti se však není třeba operací v plovoucí řádové
čárce bát, pokud se nejedná o počítaní s velkými poli, jako například v případě FFT. Je tedy
rozumné floating point aritmetiku zachovat pro výpočty různých koeficientů nebo korekč-
ních faktorů. Fixed point aritmetika se od té v plovoucí řádové čárce liší pevně stanoveným
počtem desetinných míst (ten si lze většinou zvolit).
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Preprocessing
Prvním úkolem předzpracování (jak bylo popsáno v kapitole 3) je nejprve případné pře-
vzorkování vstupního signálu. To lze provést jednoduchým průměrováním několika po sobě
následujících vzorků (v závislosti na downsampling faktoru). Poté je na řadě on-line filtrace
stejnosměrné složky:
mean = (99999* mean + frame[n])/100000; // estimate mean
frame[n] -= mean; // filter input
Při dlouhodobém běhu je výhodnější použít větší hodnotu parametru, výsledkem je pak
stabilnější odhad.
FFT
Rychlá Fourierova transformace je typickým představitelem frekvenční analýzy v software.
Z velkého množství dostupných knihoven byla vybrána právě Kiss FFT implementace (viz
[1]). Její velkou výhodou je orientace především na embedded zařízení. Podporována je
tedy i fixed point aritmetika. Knihovna má vlastní datové typy (jde jenom o předefinované
standardní typy), které se při překladu automaticky přiřadí v závislosti na zvoleném režimu.
Pro implementaci systému na zařízení Leopard Board bude nutno zvolit 16-bitový integer,
a to z toho důvodu, že funkce knihovny vnitřně počítají na datech dvojnásobné délky a
procesor ARM je pouze 32-bitová architektura. Výběr požadovaného režimu zajistí definice
(nutně na začátku kódu):
#define FIXED_POINT =16
Před provedením samotné transformace je potřeba pole vzorků vynásobit Hammingovým
oknem (pochopitelně celočíselným). To je vypočteno pouze jednou, a to při inicializaci třídy:
kiss_fft_scalar win[FFT_LENGTH ]; // Hamming window
for ( int n = 0; n < FFT_LENGTH; n++) { // loop over window
win[n] = // prepare window
5 ( int )((0.54 -0.46* cos ((2*PI*n)/( FFT_LENGTH -1))) * 32);
}
Následná aplikace frekvenčního okna na sekvenci vstupních vzorků je pak provedena pomocí
jednoho posunu a násobení:
kiss_fft_scalar in[FFT_LENGTH*FFT_RESIZE ]; // input array
for ( int n = 0; n < FFT_LENGTH; n++) { // loop over input
in[n] = (in[n] >> 5) * win[n]; // apply window
5 }
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Potom už nic nebrání v provedení kýžené Fourierovy transformace. V rámci knihovny je
navíc možno použít variantu, která pracuje s reálnými vstupními daty. Ta je mnohem
efektivnější než obecná FFT. Výpočet pak lze provést pomocí:
kiss_fft_complex out[FFT_LENGTH*FFT_RESIZE /2+1]; // input array
kiss_fftr_cfg cfg = // create config
kiss_fftr_alloc(FFT_LENGTH*FFT_RESIZE , 0, NULL , NULL);
5 kiss_fftr(cfg , in, out); // perform FFT
Výstupem je pole již komplexních čísel (pouze spodní polovina koeficientů). Je však třeba
dát pozor na to, že byl výstup automaticky normalizován délkou provedené transformace
(ochrana proti přetečení). Tomu je tedy buď potřeba přizpůsobit následující zpracování, a
nebo je možno provést odpovídající posun (informaci z ořezaných bitů však stejně nijak
nezískáme):
const int SHIFT_LEFT =
( int )ceil(log2(FFT_LENGTH*FFT_RESIZE )); // shift length
for ( int n = 0; n < (FFT_LENGTH /2* FFT_RESIZE +1); n++) { // loop
5 out[n] <<= SHIFT_LEFT; // shift FFT output right
}
Na základě vypočteného výsledného komplexního spektra pak bude možno provádět další
zpracování.
Postprocessing
První fází finálního zpracování by mohlo být odstranění frekvencí odpovídajících rychlostem
nižším než požadované minimum. Následovat bude výpočet fází mezi jednotlivými frekve-
nčními složkami. V kapitole 4 byl popsán způsob, kterým lze obejít použití funkce tangens
(to ušetří spoustu zdrojů):
for ( int n = 0; n < (FFT_LENGTH /2+1); n++) { // loop over output
phdif[i] = // determine phase difference
(in1[n].i*in2[n].r <= in2[i].i*in1[i].r) ? 90 : -90;
}
Na základě určených fází je pak provedena filtrace spektra. Následně bude počítán váhový
průměr a dochází také ke sledování průběhu detekce, po jejímž ukončení jsou výstupní třídě
zaslány informace o změřeném objektu.
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6.3 Frekvenční analýza v FPGA
V případě, že nelze splnit požadavek na zpracování v reálném čase pouze s použitím soft-
ware, je nutné do systému zařadit vhodné zařízení, jež bude schopno problematické výpočty
urychlit. Takovým zařízením je bezesporu FPGA a zde se konkrétně jedná o realizaci rezoná-
torů (půjde vlastně o blok frekvenční analýzy). Do FPGA jsou zasílána data předzpracovaná
třídou input. Průběžně je prováděna analýza těchto vstupních vzorků a na výstup (třídě
output) jsou pak odesílány její výsledky (viz 6.2).
V ideálním případě by bylo možno jednotlivé filtry v FPGA implementovat jako plně
samostatné entity schopné souběžného výpočtu. Je však potřeba si uvědomit, že při číslicové
filtraci jsou potřeba operace jako sčítání a násobení. Zvláště druhá zmíněná je kritická.
Například čip s označením Xilinx Virtex-II XC2V1000 obsahuje pouze 40 násobiček 18×18
bitů. V případě použití 256 rezonátorů, z nichž každý má právě 5 koeficientů, to znamená
celkem 1280 operací násobení. Samozřejmě lze provést optimalizaci a vstupní linku pak
počítat společně pro všechny filtry dohromady (mají shodné vstupní koeficienty). I přesto
bude potřeba provést 512 + 3 součinů. Je tedy zřejmé, že nebude možné zpracovat příchozí
vzorek v jednom taktu. Pak je nevyhnutelné sdílení násobičky mezi jednotlivými filtry. Asi
nejjednodušším řešením je sestavení matice 16× 2 násobiček, kde každá z nich bude mít na
starost konkrétní koeficient daného rozmezí filtrů (viz tabulka 6.1).
a1 a2 a1 a2
1− 16 MUL01 MUL02 129− 144 MUL17 MUL18
17− 32 MUL03 MUL04 145− 160 MUL19 MUL20
33− 48 MUL05 MUL06 161− 176 MUL21 MUL22
49− 64 MUL07 MUL08 177− 192 MUL23 MUL24
65− 80 MUL09 MUL10 192− 208 MUL25 MUL26
81− 96 MUL11 MUL12 209− 224 MUL27 MUL28
97− 112 MUL13 MUL14 225− 240 MUL29 MUL30
123− 128 MUL15 MUL16 241− 256 MUL31 MUL32
Tabulka 6.1: Distribuce 32 násobiček mezi zpětnovazební koeficienty (2) a filtry (256).
Jednotlivé výstupní zpožďovací bloky filtrů jsou na vstup násobičky přepínány pomocí
demultiplexerů se 16-ti vstupy. Při bližším pohledu na koeficienty banku rezonátorů si lze
všimnout, že nejen hodnota b0, b1, b2, ale i a2 je konstantní pro všechny filtry a koefici-
ent tedy může být permanentně připojen na vstup odpovídající násobičky. Lze tak ušetřit
právě 32 demultiplexerů. Koeficient a1 se však rezonátor od rezonátoru různí a proto přepí-
nán být musí. Výstupy odpovídajících násobiček se pak střetávají ve sčítačce. Poněvadž má
pouze dva vstupy, je nutno provést její kaskádové zapojení (dvoustupňové). Výstup kaskády
sčítaček pak putuje do odpovídajícího zpětnovazebního zpožďovacího bloku. Mezi jednotli-
vými zpožďovacími bloky v rámci posloupnosti je dobré realizovat shift mechanizmus. Suma
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sumárum je tedy pro uniformní logiku filtrů využito:
• 514 registrů pro uložení zpožděných hodnot (2 vstupní a 256× 2 výstupních)
• 96 demultiplexerů se 16-ti vstupy (64 pro zpožďovací linku a 32 pro koeficienty)
• 32 multiplexerů se 16-ti výstupy pro napojení sčítačky na zpětnovazební linku
• 35 násobiček (3 vstupní a 16× 2 výstupních)
• 66 sčítaček (2 pro vstupní kaskádu a 32× 2 pro zpětnovazební)
Kvůli nutnosti přepínat mezi jednotlivými filtry pak výstup každého z rezonátorů zareaguje
na vstup jednou za 16 taktů, což by při frekvenci vnitřních hodin FPGA rovné 50MHz
znamenalo možnost zpracování signálu vzorkovaného s kmitočtem 3MHz. To je asi tak
150 krát více, než by bylo potřeba.
Na výstup jednotlivých rezonátorů je pak potřeba umístit jednoduchý prvek, který
zjišťuje hodnotu derivace a v případě, že tato změní smysl, je porovnána příslušná výstupní
hodnota s dosavadní maximální. Pokud jde o nové maximum v rámci úseku, je jím to pů-
vodní v registru přepsáno. S danou periodou (odpovídající délce zkoumaného úseku) je pak
registr extrémních hodnot nulován a proces hledání maxim začíná od znova. V libovolných
intervalech lze provádět snímání jednotlivých extrémních hodnot a jejich následné odesílání
zpět do softwaru. Je však potřeba věnovat pozornost zvolení správné periody snímání, pro-
tože v případě nejjemnějšího možného rozlišení by byl software zatěžován až 500 násobným
množstvím výstupních dat oproti počtu dat zaslaných na vstup. Teoreticky by bylo možné
provést v rámci FPGA implementace ještě následné částečné zpracování výsledků, čímž by
se objem výstupních dat mohl rapidně snížit (za cenu větší složitosti návrhu). Koeficienty
jednotlivých rezonátorů pak lze do čipu nahrát na základě konfiguračního souboru s daty
vygenerovanými pomocí nástroje popsaného v příloze A.
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Kapitola 7
Dosažené výsledky
Implementovaný radarový systém byl podroben sérii zátěžových testů a ověřena byla také
jeho funkčnost. Díky tomu je možno prohlásit, že se jedná o spolehlivý systém, který by
bylo možno nasadit i do reálného provozu.
7.1 Zátěžové testy
Podle prvotních předpokladů bylo ověřeno, že rezonátory jsou velice náročné na výpočetní
výkon. Z provedených testů vyplývá, že zpracování shodného počtu vzorků může být s pou-
žitím rezonátorů více než 300-krát pomalejší, nežli v případě vysoce optimalizované FFT
(samozřejmě o délce mocniny dvou). Není se čemu divit, protože s každým příchozím vzor-
kem je nutno přepočíst všechny zpožďovací bloky zpětnovazební linky každého z filtrů.
Software tedy není vhodným kandidátem pro implementaci rezonátorů, protože by v žád-
ném případě nebylo možno splnit požadavek na zpracování v reálném čase.
V případě FPGA je situace příznivější. Přestože není možno provádět jednotlivé filtrace
plně souběžně (kvůli omezenému počtu násobiček), lze s jistotou říci, že toto řešení bude
podstatně efektivnější. V každém taktu je pak možno využít většinu dostupných jednotek
pro násobení a mezi jednotlivými zpožďovacími bloky bude postupně přepínáno. V ideálním
případě je pak FPGA schopno produkovat odpovídající výsledky každých 16 taktů, což
odpovídá periodě 320ns. Pro účely zpracování radarového signálu však bohatě stačí 50ms.
7.2 Příklady měření
Ověřit funkci navrženého a implementovaného systému lze nejlépe na reálných vstupech.
Pro tyto účely byla využita data poskytnutá firmou CAMEA. Jedná se o výstupy radarových
modulů zaznamenané na některém z mnoha měřících stanovišť. Konkrétně jde o průjezdy
čtyř vozidel různých rozměrů a kategorií. Lze si všimnout mírných rozdílů v zjištěných
rychlostech a vypočtených délkách, vše je závislé na konkrétním nastavení prahů (detekčních
a procentuálních). Celkově lze říci, že DFT i rezonátory produkují odpovídající výsledky.
60
Typ vozidla Mercedes-Benz třídy A
Radarová odezva vzorkovací frekvence Fs = 20 kHz, kvantování na B = 12 bitů
0 50 100 150 200 250 300 350 400 450 500 550 600−640
−480
−320
−160
0
160
320
480
640
Time [ms]
Am
pl
itu
de
 [−
]
 
 
nothing
detection
DFT délka rámce N = 256 (prodloužení na 512), překryv 50%
Time [ms]
Fr
eq
ue
nc
y 
[H
z]
0 50 100 150 200 250 300 350 400 450 500 550
0
2000
4000
6000
8000
10000
Rezonátory počet lineárně rozmístěných filtrů K = 256
Time [ms]
Fr
eq
ue
nc
y 
[H
z]
0 50 100 150 200 250 300 350 400 450 500 550
0
2000
4000
6000
8000
10000
61
DFT detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Rezonátory detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Měření rozptyl radaru α = 12◦, natočení β = 19◦, výška umístění h = 7m
DFT rychlost pohybu vobj = 49.9kmh
odhadnutá délka lobj = 4027mm (skutečná 3606mm)
Rezonátory rychlost pohybu vobj = 49.9kmh
odhadnutá délka lobj = 4184mm (skutečná 3606mm)
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Typ vozidla Škoda Octavia
Radarová odezva vzorkovací frekvence Fs = 20 kHz, kvantování na B = 12 bitů
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DFT detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Rezonátory detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Měření rozptyl radaru α = 12◦, natočení β = 19◦, výška umístění h = 7m
DFT rychlost pohybu vobj = 49.6kmh
odhadnutá délka lobj = 4518mm (skutečná 4569mm)
Rezonátory rychlost pohybu vobj = 49.3kmh
odhadnutá délka lobj = 4599mm (skutečná 4569mm)
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Typ vozidla BMW 3 Touring
Radarová odezva vzorkovací frekvence Fs = 20 kHz, kvantování na B = 12 bitů
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DFT detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Rezonátory detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Měření rozptyl radaru α = 12◦, natočení β = 19◦, výška umístění h = 7m
DFT rychlost pohybu vobj = 53.8kmh
odhadnutá délka lobj = 4573mm (skutečná 4520mm)
Rezonátory rychlost pohybu vobj = 53.9kmh
odhadnutá délka lobj = 4793mm (skutečná 4520mm)
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Typ vozidla Fiat Ducato
Radarová odezva vzorkovací frekvence Fs = 20 kHz, kvantování na B = 12 bitů
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DFT detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Rezonátory detekční práh Tdet = 2.5, procentuální práh maxima Tperc = 64%
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Měření rozptyl radaru α = 12◦, natočení β = 19◦, výška umístění h = 7m
DFT rychlost pohybu vobj = 60.8kmh
odhadnutá délka lobj = 7217mm
Rezonátory rychlost pohybu vobj = 63.2kmh
odhadnutá délka lobj = 7622mm
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Kapitola 8
Závěr
V úvodu diplomové práce bylo stanoveno několik cílů. Vzhledem k tomu, že se podařilo
srovnat různé konvenční i nekonvenční metody frekvenční analýzy a následně implementovat
systém provádějící real-time zpracování radarového signálu, považuji předem vytyčené cíle
za splněné.
Zadáním této diplomové práce bylo pět jasně definovaných bodů, které byly splněny
takto:
1. Co se prvního bodu týče, tak prostudování literatury na téma implementace subsys-
tému zpracování signálů v hardware a na téma struktury FPGA obvodů jsem provedl
ještě před samotným zahájením prací na projektu. Podstatné poznatky jsou uvedeny
v úvodních kapitolách, přičemž všechny prameny, ze který jsem čerpal lze nalézt v se-
znamu použité literatury na konci této práce.
2. Úkol skrývající se pod bodem dvě, totiž vytipovat (po dohodě s vedoucím práce)
vhodný algoritmus pro implementaci v hardware na bázi FPGA, byl splněn také ještě
před započetím s vlastními pracemi na projektu. Jako velice zajímavý problém se
jevila realizace některé z netradičních metod frekvenční analýzy, jež by mohla být
vhodnou alternativou k osvědčené diskrétní Fourierově transformaci. Nakonec padla
volba na rezonátory, které jsou jako stvořené pro implementaci v FPGA čipu. Teorii
kolem rezonančních obvodů, realizovaných jako číslicové filtry lze nalézt na konci
kapitoly 3 a možnosti následného zpracování pak v kapitole 4.
3. Implementace systému podle předchozího bodu zadání (tedy bod 3) byla na základě
připraveného návrhu provedena v rámci vhodných dopředu zvolených platforem. Veš-
keré poznatky ohledně realizace jsou uvedeny v kapitolách 5 a 6.
4. Diskuze dosažených výsledků a možností pokračování práce (bod číslo čtyři) proběhla
na základě srovnání cílů stanovených před započetím prací na projektu s cíli, jež byly
dosaženy po jeho dokončení. Vše je zevrubně rozebráno v závěrečné kapitole 8.
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Bylo ukázáno, ačkoli to na první pohled není zřejmé, že radarová odezva v sobě nese
velké množství informace. Zpracování takového signálu však není v žádném případě triviální
a vyžaduje použití složitých metod. Vedle dnes již tradiční diskrétní Fourierovy transfor-
mace se jako velice zajímavě řešení ukázalo použití rezonátorů. Jde však o velmi málo
prozkoumanou metodu (co se týče jejího použití pro frekvenční analýzu) a na rozdíl od
velmi dobře definované DFT vyžaduje experimentování s konkrétním rozmístěním rezo-
nátorů na jednotlivé frekvence a s volbou vhodné šířky pásma. Při realizaci pomocí IIR
filtrů však narážíme na problém velké výpočetní složitosti (oproti velice efektivní FFT je
více než 300-krát pomalejší). Možným řešením je paralelní zpracování, pro nějž jsou rezo-
nátory jako stvořené. Potom je vhodné pro implementaci použít FPGA čip, nebo nějakou
z možností v rámci platformy PC (SIMD instrukce, výpočty na grafické kartě). Využití
rezonátorů dává smysl v případě složitějších aplikací vyžadujících jemné rozlišení v čase i
frekvenci. Pro klasické měření rychlosti lze bez obav použít diskrétní Fourierovu transfor-
maci, díky čemuž je možno provádět zpracování i na relativně málo výkonných embedded
zařízeních. Podle mého názoru má počítačové vidění realizované pomocí radaru velký po-
tenciál a jistě do budoucna najde uplatnění kromě monitorování dopravy a měření rychlosti
také ve spoustě dalších aplikací.
Možnosti pokračování práce vidím například již u samotných rezonátorů. Jistě by bylo
dobré ještě o něco zmenšit setrvačnost a vylepšit jejich frekvenční selektivitu. Určitě také
bude možno nalézt vhodné způsoby pro zrychlení, popřípadě zjednodušení výpočtu (navíc
možnost prostorových optimalizací). Dalším zajímavým problémem by mohlo být přivedení
průběhů obou kanálů radarového modulu zároveň na vstup rezonátoru a přímo uvnitř pro-
vádět filtraci jednotlivých frekvenčních složek. Určitě bude stát za to pokusit se o vylepšení
FPGA části implementace, a tak ji ještě o něco více přiblížit případnému reálnému nasa-
zení. Také bych viděl jako zajímavý experiment implementaci jádra zpracování na některé
z moderních grafických karet za pomoci jazyků CUDA nebo OpenCL, včetně následného
porovnání výkonnosti s již realizovaným řešením. V neposlední řadě bych rád vyzkoušel
různé sestavy několika radarových modulů, současně použitých pro sledování pohybu ve
snímaném okolí. Prostoru pro případné další experimenty je tedy jak vidno dostatek.
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Příloha A
Resonator designer
Pro zjednodušení návrhu banku rezonátorů byla vytvořena pomůcka v podobě MATLAB
funkce resdesign. Ta v závislosti na zvoleném počtu filtrů vrací dvojrozměrné pole odpovída-
jících vstupních a zpětnovazebních koeficientů. Jejich hodnoty lze navíc uložit do souboru
ve formátu CSV, díky čemuž je pak možno vypočtené koeficienty rezonátorů nahrát do
radarového systému napsaného v C/C++, nebo realizovaného v FPGA.
%===================================================================%
% Design resonator filters bank.
% Function designs parametrs of resonators and optionally creates
% CSV file.
5 %
% K Number of resonators.
% filename Name of CSV file (optional).
%
% B Array of B polynoms of resonator.
10 % A Array of A polynoms of resonator.
%
%===================================================================%
function [B, A] = resdesign (K, filename)
15 % Check parameters
assert(K > 0, ’Parameter "K" must be greater than zero.’);
% Initialize result arrays
B = zeros (3,K);
20 A~= zeros (3,K);
% Loop over the bank
for k=1:K
25
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% Resonator parameters
w0 = (k -0.5)/K;
bw = 1/K;
30 % Compute resonator koeficients B and A
[B(:,k), A(:,k)] = i i rpeak (w0, bw);
end
35
% Write CSV
i f ( exist (’filename ’))
csvwrite(filename , cat(2,B’,A’));
end
40
end
%===================================================================%
% End of resdesign function.
%===================================================================%
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