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Abstract
High-resolution image reconstruction refers to reconstructing a higher resolution image
from multiple low-resolution samples of a true image. In Chan et al. (Wavelet algorithms
for high-resolution image reconstruction, Research Report #CUHK-2000-20, Department of
Mathematics, The Chinese University of Hong Kong, 2000), we considered the case where
there are no displacement errors in the low-resolution samples, i.e., the samples are aligned
properly, and hence the blurring operator is spatially invariant. In this paper, we consider
the case where there are displacement errors in the low-resolution samples. The resulting
blurring operator is spatially varying and is formed by sampling and summing different spa-
tially invariant blurring operators. We represent each of these spatially invariant blurring
operators by a tensor product of a lowpass filter which associates the corresponding blur-
ring operator with a multiresolution analysis of L2(R2). Using these filters and their duals,
we derive an iterative algorithm to solve the problem based on the algorithmic framework
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of Chan et al. (Wavelet algorithms for high-resolution image reconstruction, Research Report
#CUHK-2000-20, Department of Mathematics, The Chinese University of Hong Kong, 2000).
Our algorithm requires a nontrivial modification to the algorithms in Chan et al. (Wavelet
algorithms for high-resolution image reconstruction, Research Report #CUHK-2000-20, De-
partment of Mathematics, The Chinese University of Hong Kong, 2000), which apply only to
spatially invariant blurring operators. Our numerical examples show that our algorithm gives
higher peak signal-to-noise ratios and lower relative errors than those from the Tikhonov least
squares approach.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In [2], we introduced wavelet algorithms for solving general deconvolution prob-
lems and applied them to high-resolution image reconstruction problems where
higher resolution images are reconstructed from multiple low-resolution samples of
the true images with the low-resolution sensors aligned properly. The blurring oper-
ator thus formed is spatially invariant and can be represented by a tensor product of a
lowpass filter that generates a multiresolution analysis ofL2(R2). The low-resolution
samples are viewed as the high-resolution image passed through the blurring opera-
tor. Since the blurring operator is spatially invariant, the reconstruction is essentially
a deconvolution problem.
This paper considers the high-resolution image reconstruction from low-resolu-
tion sensors that have subpixel displacement errors, i.e., the sensors are not aligned
properly. The resulting blurring operator is spatially varying and is formed by sam-
pling and summing different spatially invariant blurring operators. Previous work in
[1,9] reduces the problem to a system of linear equation and solves it by the precon-
ditioned conjugate gradient method.
Here, we represent the different spatially invariant blurring operators by tensor
products of different lowpass filters. To take advantage of the ideas developed in [2],
we first design a dual filter for each lowpass filter associated with the corresponding
blurring operator. Using the simple structure of these filters, we then modify the
algorithms in [2] to obtain an algorithm for the spatially varying case. We note that
although the algorithmic framework laid out in [2] still applies, the modification
is nontrivial since the problem itself is no longer a simple deconvolution problem.
Numerical experiments indicate that our algorithm gives higher peak signal-to-noise
ratios (PSNRs) and lower relative errors (REs) than those of the Tikhonov least
squares method.
The outline of the paper is as follows. In Section 2, we recall the mathematical
model of the high-resolution image reconstruction problem. In Section 3, filters are
designed and our wavelet algorithm is presented. Numerical experiments follow in
Section 4.
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2. The mathematical model
Here we give a brief introduction to the mathematical model of the high-resolution
image reconstruction. Details can be found in [1,2]. Let the intensity function of an
underlying continuous image be f (x1, x2). Our model assumes that an image at a
given resolution is obtained by means of averaging f over the pixels which have
size corresponding to that resolution. We note that higher the resolution, smaller in
size are the pixels. Our mathematical problem is: given several averages of f at a
low resolution, how can we deduce a good approximation to an average of f at a
higher resolution? In what follows, we will make these notions more precise.
Suppose the image of a given scene can be obtained from sensors with N1 ×N2
pixels. Let the actual length and width of each pixel be T1 and T2 respectively. We
will call these sensors low-resolution sensors. The scene we are interested in, i.e.,
the region of interest, can be described as
S = {(x1, x2) ∈ R2 | 0  x1  T1N1, 0  x2  T2N2}.
Our aim is to construct a higher resolution image of S by using an array of K1 ×
K2 low-resolution sensors, i.e., we want an image of S with M1 ×M2 pixels, where
M1 = K1N1 and M2 = K2N2. Thus the length and width of each of these high-
resolution pixels will be T1/K1 and T2/K2 respectively. To maintain the aspect ratio
of the reconstructed image, we consider only K1 = K2 = K .
Let f (x1, x2) be the intensity of the scene at any point (x1, x2) in S. By recon-
structing the high-resolution image, we mean to find or approximate the values
K2
T1T2
∫ (i+1)T1/K
iT1/K
∫ (j+1)T2/K
jT2/K
f (x1, x2) dx1 dx2, 0  i < M1, 0  j < M2,
which is the average intensity of all the points inside the (i, j)th high-resolution
pixel:[
i
T1
K
, (i + 1)T1
K
]
×
[
j
T2
K
, (j + 1)T2
K
]
, 0  i < M1, 0  j < M2. (1)
In order to have enough information to resolve the high-resolution image, there
are subpixel displacements between the sensors in the sensor arrays. Ideally, the sen-
sors should be shifted from each other by a value proportional to the length and the
width of the high-resolution pixels. However, in practice there can be small pertur-
bations around these ideal subpixel locations due to imperfection of the mechanical
imaging system. Thus, for sensor (k1, k2), 0  k1, k2 < K with (k1, k2) /= (0, 0),
its horizontal and vertical displacements dxk1k2 and d
y
k1k2
with respect to the (0, 0)
reference sensor are given by
dxk1k2 =
(
k1 + xk1,k2
)T1
K
and dyk1k2 =
(
k2 + yk1,k2
)T2
K
.
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Fig. 1. Sensors without and with displacement error when K = 2 (left and right respectively).
Here xk1,k2 and 
y
k1,k2
are the horizontal and vertical displacement errors respectively.
They can be obtained by the manufacturers during camera calibration. Fig. 1 shows
the case when we have a 2 × 2 sensor array. We assume that∣∣xk1,k2 ∣∣ < 12 and ∣∣yk1,k2 ∣∣ < 12 . (2)
For if not, the low-resolution images from two different sensor arrays will be
overlapped so much that the reconstruction of the high-resolution image is rendered
impossible. For example, in Fig. 1, if x > 12 , then the three high-resolution pixels
on the left hand side are not covered by the lower resolution pixel at all whereas the
three high-resolution pixels on the right hand side are covered twice by two adjacent
lower resolution pixels.
For sensor (k1, k2), the average intensity registered at its (n1, n2)th pixel is mod-
eled by
gk1k2[n1, n2] =
1
T1T2
∫ T1(n1+1/2)+dxk1k2
T1(n1−1/2)+dxk1k2
∫ T2(n2+1/2)+dyk1k2
T2(n2−1/2)+dyk1k2
f (x1, x2) dx1 dx2
+ ηk1k2[n1, n2]. (3)
Here 0  n1 < N1 and 0  n2 < N2 and ηk1k2[n1, n2] is the noise (see [1]). Exam-
ples of low-resolution images are given in Figs. 3(a) and 4(a). We intersperse all the
low-resolution images gk1k2 to form an M1 ×M2 image g by assigning
g[Kn1 + k1,Kn2 + k2] = gk1k2 [n1, n2]. (4)
The image g is called the observed high-resolution image. It is already a better im-
age than any one of the low-resolution samples gk1,k2 themselves (see Figs. 3(b)
and 4(b)).
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To obtain an even better image than g, one will have to solve (3) for f. According
to [1], we solve it by first discretizing (3) using the rectangular quadrature rule, which
is an approximation to the physics of the CCD arrays. Equivalently, we assume that
for each (i, j)th high-resolution pixel given in (1), the intensity f is constant and
is equal to f [i, j ] for every point in that pixel. Then carrying out the integration in
(3), and using the re-ordering (4), we obtain a system of linear equations relating
the unknown values f [i, j ] to the given low-resolution pixel values g[i, j ]. This
linear system, however, is not square. This is because the evaluation of gk1k2[n1, n2]
in (3) involves points outside S. For example, g0,0[0, 0] in (3) requires the value
of f [−1,−1]. Thus we have more unknowns than given values, and the system is
underdetermined.
To resolve this, one can impose boundary conditions on f for points outside S. A
standard way is to assume that f is periodic outside:
f (x + iT1N1, y + jT2N2) = f (x, y), i, j ∈ Z, (5)
see for instance [7, Section 5.1.3]. Using (5) and ordering the discretized values of
f and g in a column-by-column fashion, the blurring matrix corresponding to the
(k1, k2)th sensor can be written as
L
(
xk1 , 
y
k2
) = L(xk1,k2)⊗ L(yk1,k2) (6)
where ⊗ is the Kronecker tensor product and L(xk1,k2) is an M1 ×M1 circulant
matrix with the middle row given by
1
K
[
0, 0, . . . , 0, 12 + xk1,k2 , 1, . . . , 1︸ ︷︷ ︸
K−1
, 12 − xk1,k2 , 0, . . . , 0
]
. (7)
Since we are using the rectangular rule in (3), the entries in (7) are just the area of the
high-resolution pixels which fall inside the low-resolution pixel under consideration
(cf. Fig. 1). The M2 ×M2 blurring matrix L(yk1,k2) is defined similarly. We note
that there are other boundary conditions that one can impose on the image (see for
instance [1,10]). In this paper, we will only consider the periodic boundary condition.
The blurring matrix for the whole sensor array is made up of matrices from each
sensor:
L(x, y)=
K−1∑
k1=0
K−1∑
k2=0
Dk1,k2L
(
xk1,k2 , 
y
k1,k2
)
=
K−1∑
k1=0
K−1∑
k2=0
Dk1,k2
[
L
(
xk1,k2
)⊗ L(yk1,k2)]. (8)
Here both x and y are K ×K matrices, and Dk1,k2 are the sampling matrices,
which are diagonal matrices with diagonal elements equal to 1 if the corresponding
component of g comes from the (k1, k2)th sensor and zero otherwise (see (4) or [1]
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for more details). Because of the sampling matrices,L(x, y) is spatially variant and
has no tensor structure or Toeplitz structure. Furthermore, since (3) is an averaging
process, it is ill-conditioned and susceptible to noise. To remedy this, we can employ
the Tikhonov regularization which solves the system
(L(x, y)∗L(x, y)+ βR)f = L(x, y)∗g (9)
for f. Here f and g are the column vectors formed by f and g respectively, R is a reg-
ularization operator (usually chosen to be the identity operator or some differential
operators) and β is the regularization parameter (see [7, Section 5.3]).
The normal equation (9) is derived from the least squares approach. In the next
section, we will derive an algorithm by using the wavelet approach.
3. Filter design and the algorithm
Since (3) is an averaging process, the blurring matrix L(xk1,k2 , 
y
k1,k2
) correspond-
ing to the (k1, k2)th sensor can be considered as a lowpass filter acting on the image
f . From (6) and (7), this lowpass filter is a tensor product of the univariate refinement
masks
1
K
( 1
2 + , 1, . . . , 1︸ ︷︷ ︸
K−1
, 12 − 
)
, (10)
where the parameters  are different in the x and y directions for each sensor.
For simplicity, we consider K = 2 in this section. The general case can be ana-
lyzed similarly. Recall that a function φ in L2(R) is refinable if it satisfies
φ = 2
∑
α∈Z
m(α)φ(2 · −α).
The sequence m is called a refinement mask, or lowpass filter. The symbol of the
sequence m is defined as m̂(α) =∑α∈Z m(α)e−iαω. The function φ is stable if its
shifts form a Riesz system, i.e., there exist constants 0 < c  C < ∞, such that for
any sequence q(α) ∈ "2(Z),
c‖q‖2 
∥∥∥∥∥
∑
α∈Z
q(α)φ(· − α)
∥∥∥∥∥
2
 C‖q‖2.
Stable functions φ and φd are called a dual pair when they satisfy
〈φ, φd(· − α)〉 =
{
1, α = 0,
0, α ∈ Z \ {0}.
We will denote the refinement mask of φd by md.
For a given compactly supported refinable stable function φ ∈ L2(R), define
S(φ) ⊂ L2(R) to be the smallest closed shift invariant subspace generated by φ
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and define Sk(φ) := {u(2k·) : u ∈ S(φ)}, k ∈ Z. Then the sequence Sk(φ), k ∈ Z,
forms a multiresolution of L2(R2). Here we recall that a sequence Sk(φ) forms a
multiresolution when the following conditions are satisfied: (i) Sk(φ) ⊂ Sk+1(φ);
(ii) ∪k∈ZSk(φ) = L2(R) and ∩k∈ZSk(φ) = {0}; (iii) φ and its shifts form a Riesz
basis of S(φ), see [4]. The sequence Sk(φd), k ∈ Z, also forms a multiresolution of
L2(R).
The biorthonormal wavelets ψ and ψd are defined by
ψ := 2
∑
α∈Z
r(α)φ(2 · −α) and ψd := 2
∑
α∈Z
rd(α)φd(2 · −α),
where r(α) := (−1)αmd(1 − α), and rd(α) := (−1)αm(1 − α) are the wavelet
masks (see for example [4] for details). From the wavelet theory (see e.g. [3]), the re-
finement masks m, md and the wavelet masks r , rd satisfy the perfect reconstruction
equation:
m̂dm̂+ r̂ d̂r = 1. (11)
The existence of a biorthogonal wavelet pair for a given refinement mask is the
basis of our analysis in [2]. In the next subsection, we therefore first construct wavelet
masks corresponding to the lowpass filters in (10).
3.1. Filter design
Our wavelet algorithm depends on the existence of wavelet masks corresponding
to the lowpass filters of the low-resolution sensors. When there are no displacement
errors, the lowpass filters are the tensor product refinement masks of ( 14 ,
1
2 ,
1
4 ) for the
2 × 2 sensor array, and ( 18 , 14 , 14 , 14 , 18 ) for the 4 × 4 sensor array, cf. (7) with xk1,k2 =
0. Thus the filters from different sensors are the same and so are the corresponding
wavelet masks.
When there are displacement errors, the lowpass filters of the sensors are per-
turbations of the above filters. They are tensor products of the filter in (10) and are
different for different sensors. However, we can still identify their refinement masks,
their corresponding dual refinement masks and the wavelet masks. We note that since
the blurring matrix of the whole sensor array is made up by adding the individual
blurring matrix from each sensor (see (8)), there does not exist a tensor product
bivariate filter corresponding to the whole sensor array.
As examples, we give below the refinement masks and wavelet masks for each
sensor for K = 2 and K = 4. Again, for simplicity, we give only the univariate
masks. The actual masks for each sensor are obtained by taking the tensor product.
Example 1. For K = 2, the corresponding mask (10) is
m(−1) = 12
( 1
2 + 
)
, m(0) = 12 , m(1) = 12
( 1
2 − 
)
,
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and m(α) = 0 for all other α. It has many dual masks. The nonzero terms of one of
its dual masks are
md(−2) = −1
8
+ 
4
, md(−2) = 1
4
, md(0) = 3
4
,
md(1) = 1
4
, md(2) = −1
8
− 
4
.
The dual pair of the wavelet masks are
r(α) := (−1)αmd(1 − α) and rd(α) := (−1)αm(1 − α).
It can be shown, by applying Theorem 3.14 in [11] (also see [8]), that if || < 12 (i.e.,
(2) holds), then m and md are the refinement masks of a dual pair of stable functions
φ and φd with dilation 2.
When  = 0, Example 1 is the well-known biorthogonal linear spline filter (see
[4, p. 277]).
Example 2. For K = 4, the corresponding mask (10) is
m(α) = 14
( 1
2 + 
)
, 14 ,
1
4 ,
1
4 ,
1
4
( 1
2 − 
)
, α = −2, . . . , 2,
with m(α) = 0 for all other α. The nonzero terms of a dual refinement mask of m is
md(α) = − 1
16
+ 
8
,
1
8
,
5
16
+ 
8
,
1
4
,
5
16
− 
8
,
1
8
,− 1
16
− 
8
, α = −3, . . . , 3.
The nonzero terms of the corresponding wavelet masks are
r1(α) = −18 −

4
,−1
4
,

2
,
1
4
,
1
8
− 
4
, α = −2, . . . , 2,
r2(α) =− 116 −

8
,−1
8
,
5
16
− 
8
,−1
4
,
5
16
+ 
8
,
−1
8
,− 1
16
+ 
8
, α = −2, . . . , 4,
r3(α) = 116 +

8
,
1
8
,− 7
16
− 
8
, 0,
7
16
− 
8
,−1
8
,
− 1
16
+ 
8
, α = −2, . . . , 4.
The dual highpass filters are
rd1 (α) = (−1)1−αr3(1 − α), rd2 (α) = (−1)1−αm(1 − α),
rd3 (α) = (−1)1−αr1(1 − α),
for appropriate α. Again, if || < 12 , then m and md are the refinement masks of a
dual pair of the stable functions φ and φd with dilation 4.
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3.2. The algorithm
In this subsection, we present our algorithm. For simplicity, we let K = 2. Since
the blurring matrix from each sensor is a tensor product (see (8)), it suffices to con-
sider the one-dimensional case, i.e., the 1 × 2 sensor array. The general case of K ×
K sensors can be derived similarly by taking the tensor products. For simplicity, we
denote the number of low-resolution pixels by N and the number of high-resolution
pixels by M(= 2N).
For the 1 × 2 sensor array, the blurring matrix for the whole sensor array is given
by
L() = D1L(0)+D2L(1).
Here D" are the sampling matrices (by factor 2), i.e., D" = IN ⊗ diag(e") where
e" denotes the "th column of the 2 × 2 identity matrix and  = (0, 1). The M ×
M matrices L(k), k = 0, 1 are defined in (12) below. They are the blurring matri-
ces corresponding to the kth sensor with displacement error k . In matrix forms, all
the matrices corresponding to sensor k are the circulant matrices generated by the
corresponding masks. They are
Ld(k) = circulant
(
3
4
,
1
4
,−1
8
+ k
4
, 0, . . . , 0,−1
8
− k
4
,
1
4
)
,
L(k) = circulant
(
1
2
,
1
2
(
1
2
− k
)
, 0, . . . , 0,
1
2
(
1
2
+ k
))
, (12)
H d(k) = circulant
(
1
4
− k
2
, 0, . . . , 0,
1
4
+ k
2
,−1
2
)
,
H(k) = circulant
(
1
4
,−3
4
,
1
4
,
1
8
− k
4
, 0, . . . , 0,
1
8
+ k
4
)
.
Here circulant(c1, . . . , cM) denotes the M ×M circulant matrix with (c1, . . . , cM)
as the first row.
For each sensor k (k is 0 or 1), the matrices Ld(k), L(k), H d(k), and H(k),
satisfy
Ld(k)L(k)+H d(k)H(k) = I, (13)
because of (11). Our iterative algorithm starts from this identity. Suppose that at Step
n, we have the nth approximation fn. Then (13) gives
Ld(k)L(k)fn +H d(k)H(k)fn = fn.
Assume that L(k)f is available, then we replace L(k)fn by L(k)f to improve the
approximation. By this, we define
fn+1 = Ld(k)L(k)f +H d(k)H(k)fn. (14)
For the case with no displacement error, i.e., 1 = 2 = 0, we have L(1) =
L(2) = L(0). We have analyzed (14) in [2] through multiresolution analysis by
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using the lowpass and highpass filters that generate the matrices L(0), Ld(0), H(0)
and H d(0). We showed that the blurred image can be represented by a function in
the low-resolution space, the reconstructed image is in a high-resolution space, and
H fn is the high-frequency component of fn which can be represented by a function
in the wavelet space. At each iterate, the term L(0)f is always chosen to be g which is
the low-frequency content of the original image and is given by the observed image.
The high-frequency content of the original image is updated by the high-frequency
content of the previous iterate. It was further shown in [2] that the sequence of
functions corresponding to the high-resolution images at each iteration converges
to the function corresponding to the original image f in L2-norm. When g contains
noise, then fn has noise brought in from the previous iteration. To build a denoising
procedure into the algorithm, we further decompose the high-frequency component
H(0)fn via the standard wavelet decomposition algorithm. This gives a wavelet
packet decomposition of fn. Then, applying a wavelet thresholding denoising algo-
rithm to this decomposition and reconstructing H(0)f back via the standard recon-
struction algorithm leads to a denoising procedure for fn. The details of this algorithm
and its analysis can be found in [2].
For the case with displacement errors, the blurred image g has error from the
displacement and the matrices differ from one sensor to the other. To implement
(14), we need to approximate L(k)f, the first term on the right-hand side of (14).
(As we have seen in the previous paragraph, for the case with no displacement error,
L(0)f is simply g.) For the case with displacement error, we may simply ignore
the different matrices used at the two sensors and fix on only one set of matrices,
say Ld(0), L(0), H d(0) and H(0). Then we apply (14) with L()f = g as the
(approximation of) the observed image. This gives an algorithm close to Algorithm
3 of [2] and it converges independent of the choice of . But doing this will ignore
the displacement errors between the sensors.
In order to take into the consideration the displacement errors and use our algo-
rithm (14), we modify it by updating the approximation of L(k)f through exploring
the available information at each iterate. More precisely, we divide the (n+ 1)th
iteration into the following two steps:
• Choose g
n+ 12 = D1g +D2L(0)fn and define
f
n+ 12 = L
d(0)gn+ 12 +H
d(0)H(0)fn.
• Choose gn+1 = D1L(1)fn+ 12 +D2g and define
fn+1 = Ld(1)gn+1 +H d(1)H(1)fn+ 12 .
Since L(0)f = D1L(0)f +D2L(0)f and D1g = D1(D1L(0)+D2L(1))f =
D1L(0)f, we only need to approximate D2L(0)f in order to get an approxima-
tion of L(0)f. Thus, in the first step of (n+ 1)th iteration, we use D2L(0)fn to
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approximate D2L(0)f. Similarly, in the second step of (n+ 1)th iteration, we use
D1L(1)fn+ 12 to approximate D1L(1)f.
When g contains noise, the wavelet thresholding algorithm can be built in natu-
rally again as in [2]. To do it, we first introduce a truncation operator:
Dλ
(
(x1, . . . , xl, . . .)
T) ≡ (x1χ|x1|>λ, . . . , xlχ|xl |>λ, . . . )T.
Here χ|x|>λ equals to 1 if |x| > λ, and 0 otherwise. Then for any given L(), Ld(),
H() and H d() satisfying (13), and a data vector v with noise, we define the thres-
holding operator:
TJ,(v) ≡ (Ld())J (L())J v
+
J−1∑
j=0
(Ld())jH d()Dλ(H()L
j ()v), J = 1, 2, . . . .
The thresholding operator TJ, consists of three steps. The first step is a trans-
lation invariant wavelet transformation with L() and H(). Let v be a function at
certain level of multiresolution analysis representing the data v. The operator TJ,
transforms the data v into (L())J v, which is the coefficients of the representation
of a coarse approximation of v at J th level down and contains mainly low-frequency
content of v; and H()Lj ()v, j = 0, . . . , J − 1, the detailed parts of v at level j
that are the wavelet coefficients of v and contain high-frequency contents of v.
The second step in TJ, is noise removal by thresholding. To guarantee that the
thresholded Dλ
(
H()Lj ()v
)
keeps the original information of v, a proper λ must
be selected. Here we choose λ = σ√2 log(M) which was shown to be an optimal
threshold from a number of perspectives [5,6], and σ is the variance of v estimated
numerically by the method in [5].
The third step is the inverse transformation of the translation invariant wavelet
transformation with Ld() and H d(). The thresholding step enables us to discrimi-
nate the information between signal and noise, and therefore obtain a good approxi-
mation of v with less noise from the original data v after applying the third step.
Our algorithm is now given as follows.
Wavelet algorithm
(i) Choose an initial approximation f0 (e.g. f0 = g);
(ii) Iterate on n until convergence;
(1) take g
n+ 12 = D1g +D2L(0)fn and do
f
n+ 12 = L
d(0)gn+ 12 +H
d(0)TJ,0 (H(0)fn) .
(2) take gn+1 = D1L(1)fn+ 12 +D2g and do
fn+1 = Ld(1)gn+1 +H d(1)TJ,1
(
H(1)fn+ 12
)
.
(3) increase n to n+ 1 and go to Step (1).
(iii) Let fn0 be the final iterate from Step (ii). The final solution of our algorithm is
fc =TJ,0(fn0).
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The computational complexity of our algorithm depends on the number of itera-
tions required for convergence. In each iteration, we essentially go through a J -level
wavelet decomposition and reconstruction procedure K times, therefore it needs
O(M) = O(KN) operations. As for the value of J , the larger it is, the finer the wave-
let packet decomposition of fn and fn+ 12 will be before it is denoised. This leads to a
better denoising scheme. However, a larger J will cost slightly more computational
time. From our numerical tests, we find that it is already good enough to choose J to
be either 1 or 2. The variances σn,k are estimated by the method given in [5] which
uses the median of the absolute value of the entries in the vector H(k)fn+ k2 . Hence
the cost of computing σn,k is O(M log(M)) (see for instance [12]). Finally, the cost
of Step (iii) is less than one additional iteration of Step (ii). As a comparison, each
iteration of the preconditioned conjugate gradient method used in [9] would require
the same amount of work, i.e., O(M log(M)) operations. One nice feature of our
algorithm is that it is parameter-free if we choose λ = σ√2 log(M). We then do not
have to choose the regularization parameter β as in the Tikhonov method (9).
As shown above, one of the key facts used in our algorithm is (13), the matrix form
of the “perfect reconstruction” identity from the masks. The equation was derived
under the periodic boundary assumption we imposed on the images. Since the masks,
which are determined by the lowpass filters of the sensors, are not symmetric, one
cannot obtain (13) if one imposes the symmetric boundary condition instead.
4. Numerical experiments
In this section, we implement the wavelet algorithm developed in Section 3.2 and
compare it with the Tikhonov least squares method (9). We evaluate the methods
using the RE and the PSNR which compare the reconstructed image fc with the
original image f. They are defined by
RE = ‖f − fc‖2‖f‖2 and PSNR = 10 log10
2552N2
‖f − fc‖22
,
where the size of the restored images is N ×N .
We use the “Boat” image of size 260 × 260 shown in Fig. 2 as the original image
in our numerical tests. To simulate the real world situations, the pixel values of the
low-resolution images near the boundary are obtained from the discrete equation
of (3) by using the actual pixel values of the “Boat” image. No periodic boundary
conditions are imposed on these pixels. For the Tikhonov method (9), we will use
the identity matrix I as the regularization operator R. The optimal regularization
parameter β∗ is chosen by trial and error so that they give the best PSNR values for
the resulting equations. For our algorithm, we stop the iteration as soon as the values
of PSNR peaked. We use J = 1 in our algorithm as it incurs the least cost and the
result is already better than that of the Tikhonov method. In case that PSNR is not
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Fig. 2. The original “Boat” image.
Fig. 3. (a) Low-resolution 128 × 128 image from the (0, 0)th sensor; (b) observed high-resolution
256 × 256 image (with white noise at SNR = 30 dB added); (c) reconstructed 256 × 256 image from
the least squares method with periodic boundary condition; (d) reconstructed 256 × 256 image from our
algorithm with periodic boundary condition.
available, we stop the iteration, when the two consecutive iterants are less than a
given tolerance.
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Fig. 4. (a) Low-resolution 64 × 64 image from the (0, 0)th sensor; (b) observed high-resolution
256 × 256 image (with white noise at SNR = 30 dB added); (c) reconstructed 256 × 256 image from
the least squares method with periodic boundary condition; (d) reconstructed 256 × 256 image from our
algorithm with periodic boundary condition.
4.1. 2 × 2 sensor array
For 2 × 2 sensor arrays, the bivariate filter for the blurring process is the tensor
product of the lowpass filter given in Example 1. By applying the matrix L2(x, y)
of size 260 × 260 on the true “Boat” image and then adding white noise, the result-
ing image is then chopped to size 256 × 256 to form our observed high-resolution
image g. We note that the four 128 × 128 low-resolution frames can be obtained by
downsampling g by a factor of 2 in both the horizontal and the vertical directions.
In what follows, all images are viewed as column vectors by reordering the entries
of the images in a column-wise order. The blurring matrices and the wavelet matrices
are formed by the tensor product (see (6)). In particular, we have
Lk1,k2
(
xk1,k2 , 
y
k1,k2
) = L(xk1,k2)⊗ L(yk1,k2),
Hk1,k2,(0,1)
(
xk1,k2 , 
y
k1,k2
) = L(xk1,k2)⊗H (yk1,k2),
Hk1,k2,(1,0)
(
xk1,k2 , 
y
k1,k2
) = H (xk1,k2)⊗ L(yk1,k2),
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Hk1,k2,(1,1)
(
xk1,k2 , 
y
k1,k2
) = H (xk1,k2)⊗H (yk1,k2),
Ldk1,k2
(
xk1,k2 , 
y
k1,k2
) = Ld(xk1,k2)⊗ Ld(yk1,k2),
H dk1,k2,(0,1)
(
xk1,k2 , 
y
k1,k2
) = Ld(xk1,k2)⊗H d(yk1,k2),
H dk1,k2,(1,0)
(
xk1,k2 , 
y
k1,k2
) = H d(xk1,k2)⊗ Ld(yk1,k2),
H dk1,k2,(1,1)
(
xk1,k2 , 
y
k1,k2
) = H d(xk1,k2)⊗H d(yk1,k2),
for k1, k2 = 0, 1. Here L(), Ld(), H(), and H d() are given by (12) and (13). In
our test, the 2 × 2 parameter matrices x and y are randomly chosen to be
x =
[
0.4751 0.3034
0.1156 0.2430
]
, y =
[
0.4456 0.2282
0.3810 0.0093
]
.
Table 1 gives the PSNR and RE values of the reconstructed images for differ-
ent Gaussian noise levels, the optimal regularization parameter β∗ for the Tikhonov
method and also the number of iterations required for Step (ii) in our algorithm.
We see that our algorithm is better than the Tikhonov method. Fig. 3 depicts the
reconstructed high-resolution image with noise at PSNR = 30 dB. The values of the
parameter λ used in our algorithm are given in Table 2 for reference.
Table 1
The results for the 2 × 2 sensor array with the periodic boundary condition
SNR (dB) Least squares model Our algorithm
PSNR RE β∗ PSNR RE Iterations
30 28.00 0.0734 0.0367 30.94 0.0524 2
40 28.24 0.0715 0.0353 31.16 0.0511 2
Table 2
The values of λ used for the 2 × 2 sensor array with the periodic boundary condition
SNR (dB) = 30 SNR (dB) = 40
First iteration
(1,1) sensor 7.895506 8.207295 10.129142 6.874447 7.152288 8.553909
(1,2) sensor 7.279207 7.996708 7.429606 6.580909 7.285088 6.449729
(2,1) sensor 6.294780 6.636084 5.206178 5.644065 6.150834 4.560466
(2,2) sensor 5.456852 6.134216 4.610481 5.044906 5.615505 4.107130
Second iteration
(1,1) sensor 6.092229 6.646058 4.689150 5.533156 6.070886 4.193728
(1,2) sensor 5.191947 5.777596 4.444771 4.795744 5.417667 3.983984
(2,1) sensor 5.250779 5.795288 4.169715 4.785113 5.407161 3.746287
(2,2) sensor 4.979601 5.730307 4.129098 4.614156 5.288188 3.676112
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Table 3
The results for the 4 × 4 sensor array with the periodic boundary condition
SNR (dB) Least squares model Our algorithm
PSNR RE β∗ PSNR RE Iterations
30 24.63 0.1084 0.0492 27.80 0.0752 5
40 24.67 0.1078 0.0505 26.81 0.0751 6
4.2. 4 × 4 sensor array
We have done similar tests for 4 × 4 sensor arrays. The bivariate filters are the
tensor products of the filters in Example 2. The observed high-resolution image g is
generated by applying the bivariate lowpass filter on the true “Boat” image. Again,
true pixel values are used and no boundary conditions are assumed in generating g.
After adding white noise, the vector g is then used in the Tikhonov method and our
algorithm to recover f. The matrices
Lk1,k2
(
xk1,k2 , 
y
k1,k2
)
, Ldk1,k2
(
xk1,k2 , 
y
k1,k2
)
, Hk1,k2,ν
(
xk1,k2 , 
y
k1,k2
)
and H dk1,k2,ν
(
xk1,k2 , 
y
k1,k2
)
, ν ∈ Z24 \ {(0, 0)}
can be generated by the corresponding filters in Example 2 like what we did in Sec-
tion 4.2. In our test,
x =


0.4751 0.4456 0.4107 0.4609
0.1156 0.3810 0.2224 0.3691
0.3034 0.2282 0.3077 0.0881
0.2430 0.0093 0.3960 0.2029

 ,
y =


0.4677 0.0289 0.0694 0.1361
0.4585 0.1764 0.1014 0.0994
0.2051 0.4066 0.0994 0.0076
0.4468 0.0049 0.3019 0.3734

 .
From Table 3, we see that the performance of our algorithm is again better than
that of the least squares method. Fig. 4 depicts the reconstructed high-resolution
image with noise at SNR = 30 dB. Since the problem is more difficult than the 2 × 2
case, we see that the algorithm requires few more iterations to get to the solution.
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