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The work in this dissertation is divided into two areas: (1) the
determination of models that adaquately describe the system for control 
purposes from experimental input-output data and (2) the use of these 
models in a direct digital control scheme to control the system. The 
entire study was done on an IBM 7040 computer including the generation 
of the experimental data.
■ One of the methods used to identify the deterministic portion of 
the system was quasilinearization. Starting with an initial trial 
solution to the differential equations the problem is formulated as 
a sequence of linear problems whose solution converge to the non-linear 
solution. This method correctly identified the parameters in a dy­
namic model including dead time up to third order from input-output 
data. The order of the equation for which quasilinearization will be 
successful is limited by the fact that only .one state variable is 
observed and the others must be calculated. The number of calculations 
and thus the computer running time for this particular problem was 
greatly reduced by defining the state variables in terms of the change 
in the parameters and by using the model equation instead of the funda­
mental solutions to update the output and its derivatives. The para­
meter space in which convergence will occur for this particular prob­
lem was demonstrated to be increased by the incorporation of Marquardt's 
method into quasilinearization or by using only a portion of the step
x
size calculated by quasilinearization.
Recent work by Box and Jenkins suggest a form of a deterministic 
model for the system dynamics and a stochastic model for the distur­
bance, Using these models an extensive comparison of optimization 
techniques including: Optimum Gradient", Gradient Partan, Davidon,
Fletcher Powell, Marquardt, Rotational Discrimination, Pattern, Powell, 
and Rosenbrock was made as applied to the specific problem of determ­
ining the model parameters. It was found that Pattern Search was the 
best of the methods tried due to its reliability, simplicity and 
efficiency in the limited parameter space.
The control strategy used in the second portion of this investi­
gation was that proposed by Box and Jenkins. The stochastic model 
was used to predict the error from set point some number of sampling 
periods in the future. The dynamic model was used to calculate the 
change in the manipulated variable which will prevent the system 
from being off target by this predicted amount. Applying this control 
strategy to second order systems with dead times of greater than .5 
sampling periods, control was unstable. Decreasing the sampling rate 
was found to be the best solution. The predictor controller showed on 
the average a 507=, improvement over an optimally tuned PI controller for 
a noisy system and step changes in both disturbances and set point.
The complete procedure for obtaining the model and controlling the 
system was demonstrated on a chemical reactor. It was found that al­
though a good fit of the experimental data could be obtained that 
equivalent control was not always possible due to the limited amount 
of change of the manipulated variable.
CHAPTER I 
INTRODUCTION
A system needs to be controlled because it is subject to dis­
turbances which force it away from the best or optimal operating 
conditions. This requirement has given rise to conventional analog 
controllers and, more recently, to digital computers for process 
control. Possession of a mathematical model that adequately describ 
the physical or chemical system or process will facilitate implemen­
tation of control and optimization of the system. Such models must 
accurately describe complicated systems, yet be simple enough to per 
mit rapid calculations. Computers have made it possible to perform 
calculations rapidly and have, therefore, become important control 
devices. _ .
With all the potentials of the computer available, it would be 
desirable if the computer could (1) identify the system (including 
both deterministic and stochastic characteristics), (2) compute the 
control strategy, and (3) implement the control. This may sound too 
idealistic but there are possibilities.
The method of quasilinearization as proposed by Bellman and 
Kalaba (1) can be use to identify the deterministic portion of the 
system. The parameters estimation is treated as a multipoint bounda 
value problem. Starting with an initial trial solution to the diffe 
ential equations the problem is formulated as a sequence of linear
problems whose solutions converge to the non-linear solution.
Recent work by Box and Jenkins (2, 3, 4, 5, 6) describes a method 
that potentially would make it possible for the computer to perform 
the three desired operations. The~~computer ascertains the determinis­
tic and stochastic characteristics of the system under control from 
the normal input to the computer (the feedback variable) and output 
from the computer (the manipulated variable). The computer then 
incorporates the parameters for this derived mathematical model into 
a control equation.
Chapter II deals with the development of quasilinearization as 
it applies to the specific problem of determining the parameters 
of a dynamic model from process input-output data. A computational 
procedure was developed where by systems up to third order including 
dead time could be correctly identified. The inherent problems of 
this method including large storage requirements, large number of 
computations and limited parameter space of convergence were investi­
gated. A number of ideas were tested which seem to alleviate some of 
the“se problems for the cases tested.
Chapter III reviews the back ground for the method proposed by 
Box and Jenkins. General models are developed for both the dynamic 
response of the system and the stochastic nature of the disturbance. 
Chapter IV discusses specific computational aspects involved in deter­
mining the model parameters. Inherent in the results is an extensive 
comparison of optimization techniques. Thus, this work has entailed 
trials of the various optimization techniques available in the litera­
ture for this specific problem. The objective was not to determine
a good optimization technique in general, but one that works well for 
this specific problem.
Chapter V uses the models developed in the previous chapters 
to design an optimal control scheme. The stochastic model is used 
to predict -in advance what the next disturbance will be. The dynamic 
model is then used to calculate the change in the manipulated vari­
able which will prevent this predicted deviation from occuring. This 
control strategy is used to investigate the control problems of a 
second order system including dead time and a non-linear chemical re­
actor. A comparison is made between this predictive scheme' and an 
optimally tuned proportional plus integral controller for these two 
noisy system.
In summarizing, the research work discussed in this dissertation 
can be divided into two areas: (1) determination of models that ada- 
quately describe the system from experimental input-output data and 




1. Bellman, R. E., and R. E 0 Kalaba, .Quasilinearization and Nonlinear 
Boundary-Value Problems, American Elsevier,— New York, (1965).
2. Box, Go E. P., and Go M. Jenkins, "Mathematical Models for Adap­
tive Control and Optimization," Technical Report No. 49, Univer­
sity of Wisconsin, (May, 1965).
3. Box, Go E. P., and G. M. Jenkins, "Mathematical Models for Adap­
tive Control and Optimization," AIChE-I Chem. E. Symposium Series 
No. 4, (1965).
4. Box, G„ E„ P., and G. M„ Jenkins, "Recent Advances in Forecasting 
and Control," Technical Report No. 5, University of Lancaster, 
(July, 1966).
5. Box, Go E. P., and G„ M. Jenkins, "Some Statistical Aspects of
Adaptive Optimization and Control,"J. R. Statist. Soc. 3., 24,
(1962), pp. 297-343.
6„ Box, G. E„ P. and G. M. Jenkins, "Further Contributions to Adaptive
Quality Control: Simultaneous Estimation of Dynamics: Non Zero
Coasts," Bulletin of the International Statistical Institute, 34th 
Session, Ottowa, Canada, (May, 1963).
I
CHAPTER II 
DETERMINATION OF DYNAMIC MODEL 
PARAMETERS USING QUASILINEARIZATION
System identification, or the development of a model for a given 
system, has become quite important in all fields of engineering. The 
possession of an adequate model facilitates implementation of control 
and optimization of the system, as well as giving insight into its 
operation. The forms of the differential equations describing various 
systems are fairly well documented; however, the parameters must often 
be obtained from experimental data. These parameters generally 
cannot be measured directly but must be determined from input-output 
data taken at intervals of time. The problem now becomes one of find­
ing the parameters which give the best fit to discrete experimental 
data for a set of linear or nonlinear differential equations. The 
method of system identification called quasilinearization, developed 
by Bellman and Kalaba (1), treats this problem as a multipoint boundary 
value problem. Starting with an initial trial solution, the problem 
is formulated as a sequence of linear problems whose solutions con­
verge to the non-linear solution.
This chapter discusses the application of quasilinearization to 
the specific problem of determining the parameters in a dynamic model. 
The model includes parameters related to the system time constants, 
the gain, and the dead time (transportation lag or time delay). The
5
objectives of this research are:
1. To show quasilinearization could be used to determine all
model parameters including the dead time.
2. To determine the effect of data length and the number of
significant figures on the convergence.
3. To minimize the number of calculations per iteration.
a. Calculate the solution in terms of parameter change 
rather than the parameters.themselves, which removes 
the necessity of a particular solution.
b. Use the model equation to update the output and its 
derivatives instead of the fundemental solutions.
4. To investigate various methods to increase the parameter 
space in which convergence will occur including:
a. Incorporation of Marquardt's Method into quasilineari­
zation.
b. Taking only a portion of the calculated step.
To illustrate the approach of quasilinearization and to establish 
the notation that will be used in this chapter, consider the N 
order linear differential equation generally used for control pur­
poses to describe system dynamics (including dead time):
^  + ... + ax + x(t) = gM(t-e) 2.1
dt‘
The a's are related to the time constants of the process, g is the
process gain, and 8 is the dead time. This equation can be written
in state variable form by chosing the N state variables to be x(t) 
and its derivatives:





















c = [ I  o o o - - " ^ 1
It is desired to determine the parameters thru a^, g and the dead 
time 0 from discrete observations on only the first state variable 
x(t) and the manipulated variable M(t).
As the initial conditions for all of the state variables are 
not known, but only a record of discrete input-output data, the para­
meter estimation must be formulated as a multipoint boundary value 
problem. The mathematical treatment and solution of linear boundary 
value problems is well understood. It is therefore desirable to 
formulate nonlinear boundary value problems in such a way that linear 
techniques of solution may be used. Quasilinearization, which stems 
from Kantorovich's extension of the well-known Newton-Raphson proce­
dure to function space, treats the non-linear problem as a limit of 
a sequence of linear problems (2).
Since in the original problem the parameters an, a„, ... a ,1 z ^
g and 9 are unknowns they can be treated as additional state variables. 
As these state variables are constant with respect to time,they are 
described by the differential equations:
da. da„ da„ . ,.
 L =  2 — _ q _ q M  = o 2 3
dt dt dt dt dt
However, Equation 2.1 is now no longer linear with respect to the 
state variables. To illustrate the method used by quasilinearization 
to linearize non-linear differential equations consider a first order 
system described by the equation:
d:'3"--‘)- = - —  x(t) + •S- M(t-B) = —cx(t) + GM(t-e) 2.4at ax a1
where
c = G = £ a
The constants c, G and the dead time Q are to be determined from 
discrete observations on x(t) and M(t). As the unknown parameters 
are treated as state variables, the number of state variables is in­
creased from N to m where m = 2N+2. Application of the generalized 
Newton-Raphson Formula:
f(x ,) = f(x ) + f '(x ) (x ,-x ) n+1 n' s n' v n+1 n'
to Equation 2.4 yields:
n+1
c x + G M(t-8 ) + n n n ' n'
2.5
(x --x ) (-c ) + (c ,,-c ) (-X ) +  v n+1 n n n+1 n n
(Gn+l “ + G ^ - M ' C t - e j ]n n+1 n n
The remaining differential equations which describe this problem are: 
dc'n+1 dG , d6 ,, n+1 n-rl = 0dt dt dt
and are already linear.








the equations are represented by the linear equation 
= A x ,, + Bxn+1 x n+1 x 2.6
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and the A matrix and B vector become:
A



























If the m state variables are defined in terms of the change of the 
state variables from one solution to the next, the equations become 
homogeneous, making it unnecessary to calculate a particular solution. 
The necessary equations are:
x , . = x +o n+1 n
o =
x , 1 - x n+1 n
c . -i - c n+1 n
G - G n+1 n
n+1 n
Formulation of the problem in terms of the changes of the parameters 
is thus very desirable and significantly reduces the number of calcu­
lations that must be made.
During each iteration of quasilinearization it will be neces­
sary to numerically determine the solution to this set of linear first 
order differential equations. Appearing in this set of equations is 
the derivative of the manipulated variable, which is not directly 
available. However, the integrated form of the solution will not 
contain this derivative, thus making it possible for this method to 
determine the system dead time.
Consider the differential equation 
x / = Ax + B
where the order of the matrixes and vectors is m. The homogeneous
solution can be expressed as a linear combination of the fundamental
solution obtained by solving the equation 
i




i = 1, 2, m
h. = 1 
J
The particular solution is the solution of the equation 
Y' = AY + B 2 . 8




The solution for x ,, now becomesn+1
m
x = 2 ji.Y, + Yn+1 . -j i n , pJ=1 i
2.9
where the. constants are determined from the boundary conditions on x.
In the above discussion it was shown that quasilinearization 
could be applied by either of the following equations:
x ' , = A x - + B n+1 x n+1 . x
13
or
6'= A .6 o
Obviously using the second formulation eliminates the need for cal­
culating the particular solution, and thus reduces the calculations.
set of solutions must be determined from the available experimental 
observations. Quasilinearization treats this as an overspecified 
multipoint boundary value problem. Thus the coefficients are chosen 
to minimize the sum of squares of the deviations from the observed 
points, or mathematically,
This can be applied with equal facility to either of the above formu­
lations.
Programming Considerations
The computer program to determine the parameters in the dynamic 
model using the method of quasilinearization was written in Fortran IV 
for use on a 32K IBM 7040. Up to sixth order differential equations 
of the general form in Equation 2.1 could be used for the model.
One of the inherent problems with this method is the large demands 
placed on core storage for storing the fundamental solutions (Equa­
tion 2.7). This can be circumvented by sacrificing computer running 
time to reduce core storage requirements, which was done in the 
program. For example, if the model is third order including the dead
The coefficients u. in the linear combination of the fundamentall
k
min 2.11
time and 200 data points are used with five points being calculated 
between each data point to improve the accuracy of the integration, 
the storage of the fundamental solution would require 72K. The pro­
gram whose outline is shown in Figure 2.1 requires only 3072 storage 
locations for the same purpose but the fundamental solution must be 
generated twice. Each of these-blocks perform a basic operation 
required by quasilinearization and are written in subroutine form.
To initialize the iterations for quasiiinearization requires 
assumptions of values for each state variable at every point in time 
corresponding to observed data points. The function of the subroutine 
ASSUME is to generate this initial solution for any given set of para­
meters and forcing function. The missing state variables, the 
output, and the necessary derivatives are calculated from the differ­
ential equation being used as the model. These values of the state 
variables must be stored for later use.
The most time-consuming calculation during each iteration of 
quasiiinearization is the numerical calculation of the fundamental 
solutions. The function of the subroutine SOLUTION is to generate —  
these fundamental solutions. To minimize the storage requirement all 
the homogeneous solutions and the particular solution, if used, are 
generated simultaneously with only the most recent value being re­
tained. The calculations are kept to a minimum by taking advantage 
of the many zeroes that appear in the matrices.
Since the complete solutions are not stored, it is necessary to 
calculate the fundamental solutions twice during each iteration.











Figure 2.1. General Program Outline of Quasiiinearization.
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is generated to calculate the new parameter values. The subroutine 
MATRIX takes this information and forms m algebraic equations which 
are solved simultaneously in subroutine GAUSS by Gauss reduction 
(using row interchange) for the new parameters. The second time the 
solution is generated the new parameters are used and subroutine 
REGEN- is used to update the remaining state variables, namely the out­
put and its derivatives. By generating the solutions twice consider­
able computer storage is saved but the calculation time is nearly 
doubled. However, this was faster than using bulk storage. The con­
vergence is then checked to see if the parameters changed sufficiently 
during the last iteration to warrant going through the iterative 
process again.
All numerical integration throughout this program was done using 
rectangular integration. To increase the accuracy, the interval be­
tween observations was subdivided. The forcing function used in each 
of these subintervals was the linearly interpolated value between 
the observed values. Melsa, Pillmeir, Bottorff, and Steinway (6) 
report a survey of numerical integration methods on quasiiineariza­
tion including: Newtonian, Gaussian quadrature, backward differences,
and rectangular integration. Their conclusion was that rectangular 
integration is adequate.
Identification of the Dead Time
The term M(t-9) which appears in the differential equations is . 
calculated by looking back in time a period of Q sampling periods.
If the dead time is not an integral number of sampling periods linear 
interpolation is used between the two nearest points. M is therefore
17
replaced by (q+l-6)M +(0-q)M as illustrated in Figure 2.2,p-q P-q-1
where q is the integral number of sampling periods in 0. It is 
possible that on certain iterations as the solution is approached 
that a negative dead time will appear. Although this situation is 
physically unrealizable for real systems, this does not interfere with 
the convergence procedure.
The convergence of quasiiinearization is quadratic and very rapid 
when it does occur. Unfortunately the parameter space, for this 
particular problem in which convergence will occur is rather narrow. 
Table 2.1 shows the effect on convergence of increasing the order 
of the model. The data for each test was generated from the approp­
riate order model equation using a damped sine as the forcing function. 
The correct parameters were therefore known and a perfect fit was 
possible. Table 2.1 shows that as the order of the model increases 
the parameter space in which convergence will occur becomes narrower. 
This means that the initial trial vector of parameters must be closer 
to the solution vector as the order of the model increases. Includ­
ing dead time in the model, systems from first to third order were
»
correctly identified. Fourth order data using 50 data points was 
impossible to identify even when the trial solution was extremely 
close to the true solution. The order of the equation for which 
quasiiinearization will be successful is limited by the fact that 
only one state variable, namely x(t), is observed and the other m -1 
must be calculated. For this particular model equation including 
dead time, third order appears to be the limit. Table 2.1 also 
indicates that the dead time parameter 0 is more difficult to
- o
p-q
Figure 2.2. Dead Time M(p-O)
------------------  o
P
.. q  ---------------- >_
>
► -»CO
EFFECT OF ORDER OF MODEL ON CONVERGENCE
Order of Order of 
Model Data c4 °3 C2 C1




Correct Parameters 1 2.5 2.5 2.5
Starting Point 1 .6 .6 .6 No 50 6
.8 .8 .8 Yes 1 i 50 6
1.0 1.0 1.0 Yes 5 50 6
Correct Parameters 2 2.5 2.5 2.5 2.5
Starting Point 2 .9 .9 .9 .9 No 50 6
1.0 1.0 1.0 1.0 Yes 7 50 6
Correct Parameters 3 2.5 2.5 2.5 2.5 0
Starting Point 3 1.5 1.5 1.5 1.5 0 Yes 4 50 6
1.0 1.0 1.0 1.0 0 Yes 5 50 6
0 0 0 0 0 Yes 6 50 6
TADLK 2. i co;li'INUED
Order of Order of 
Model Data °4 °3 C2 C1




Correct Parameters 3 2.5 2.5 2.5 2.5 2.5
Starting Point 3 1.0 1.0 1.0 1.0 1.0 No 50 6
1.2 1.2 1.2 1.2 1.2 Yes 20 50 6
1.3 1.3 1.3 1.3 1.3 Yes 16 50 6
1.5 1.5 1.5 1.5 1.5 Yes 7 50 6
2.0 2.0 2.01 2.0 2.0 Yes 7 50 6
Correct Parameters 4 2.51 2.5 2.5
i
2.5 2.5 0
Starting Point 4 2.0 2.0 2.0 2.0 2.0 0 Yes 8 50 6
Correct Parameters 4 2.5 2.5 2.5 2.5 2.5 2.5
Starting Point 4 2.4 2.4 2.4 2.4 2.4 2.4 No 50 6
determine then is an additional dynamic parameter. The third order 
system without dead time was correctly identified down to a starting 
point of zero. The same system with a dead time would not converge 
at a starting point of 1.0. On the other hand, in go. ,.g from a 
second order system to a third order system very little difference 
was noted in the decrease of the parameter space. Also higher than 
third order systems, namely fourth, were correctly identified when 
the dead time was not included in the model.
Effect of Data on Converper.ee
The parameter space in which convergence will occur is affected 
very little by the number of data points used. Table 2.2 shows that 
for a third order system not including dead time that 20 data points 
were sufficient. A fourth order system including dead time could not 
be identified even when the number of data points was increased to 
200. In the majority of tests 50 data points were used and if con­
vergence did not occur increasing the amount of data did not help.
The accuracy of the final answer was a function of the number of 
properly spaced data points and the accuracy of the data. Table 2.2 
shows the effect of reducing the number of significant figures. 
Convergence was not adversely affected by the number of significant 
figures as the same number of iterations were required whether 3, 2 
or 1 significant figures were used. The accuracy of the final answer 
was however-affected by the number of significant figures. By in­
creasing the amount of data used the accuracy of the results was 
increased.
Model
Cor ract Parametera 
Starting Point





EFFECT 01' DATA ON CONVKPGKNCK
Order of Order of c. 3 2 1 - °
2.5 2.5 2.5 2.5 2.5 
1.2 1.2 1.2 1.2 0
Iteration Converged Number of Siguifj-
Data Points cant Fig.
2.5 2.5 2.5 2.5
1.5 1.5 1.5 1.5














































Minimizjng Number of Calculations
The method of quasiiinearization has thus been demonstrated to 
successfully determine the parameters in a dynamic model, up to third 
order including dead time, from input-output data. The convergence 
of this method, when it does occur, is quadratic and thus very rapid 
as far as the number of iterations is concerned. However, the number 
of calculations that must be performed during each iteration is 
extremely large. Because of the particular form of the differential 
equation for this problem and utilizing knowledge of the physical 
situation,the number of calculations can be reduced. Any reduction 
in the number of calculations will increase the efficiency of the 
method as far as computer running time is concerned.
Earlier in this chapter the deletion of the particular solution 
by defining the state variables in terms of the changes in the para­
meters was discussed. For a second order model not including dead 
time this reduces the number of calculations in the solution of the 
differential equations by 207,. Since about 907. of the computer run­
ning time is required to generate the fundamental solutions due to the 
large number of calculations and the amount of necessary indexing, a 
20% reduction represents a significant decrease.
The necessity of having to generate all of the fundamental 
solutions the second time during each iteration to update the missing 
state variable can be circumvented by using subroutine ASSUME to 
regenerate the necessary output and its derivatives. (Figure 2.3)
The number of calculations performed by ASSUME is equivalent to the 










Figure 2.3. Solution-Assume Program Outline of Quasiiinearization.
For a second order system this means a savings of 35% in computer 
running time. For higher order systems the savings will even by 
greater.
A second order system not including dead time was correctly 
identified by the original general program in five iterations requir­
ing a total of 59 seconds computer running time. Taking into account 
all of the suggested reduction in calculations the computer running 
time per iteration for this particular problem could be reduced by 
50%. This means that within the parameter space where convergence 
will occur the method of quasiiinearization would be competitive with 
other techniques for solving the same problem, such as optimum seeking 
methods. However before this method would be very useful for the 
identification of a dynamic model the parameter space in which con­
vergence will occur must be increased.
The effect of the previously described program changes on conver­
gence was investigated using a second order system not including dead 
time. Fifty data points were generated as in the previous tests and 
three significant figures were used. Three initial starting points 
were chosen so that two, namely 5. and 12. were within the parameter 
space of convergence for the original general program and the third, 
20. was outside. The results of this test are shown in Table 2.3.
Defining the state variables in terms of the changes of the 
parameters had no effect on the convergence of quasiiinearization.
This was expected as the same values should have been calculated at 
each iteration for the two programs (Table 2.3). If it can be assumed 
that the physical system is at steady state before the forcing
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TABLE 2.3
EFFECT OF PROGRAM CHANGES ON CONVERGENCE
°2 <1 g Iterations Conver
Correct Parameters 2.5 2.5 2.5
Starting Point
General 5.0 5.0 5.0 5 Yes
12.0 12.0 12.0 6 Yes
20.0 20.0 20.0 No
Change 5.0 5.0 5.0 5 Yes
12.0 12.0 12.0 6 Yes
20.0 20.0 20.0 No
onIII—1
zi. 5.0 5.0 5.0 5 Yes
12.0 12.0 12.0 No
Solution-Assume 5.0 5.0 5.0 5 Yes
(M-x = M-2 = °)
12.0 12.0 12.0 No
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function is introduced, the dimensionality of the problem can be “
reduced. Normally for a second order system, not including dead 
time, five values of j, must be determined corresponding to the out­
put x(|0), its derivatives x^O), and the constant parameters C2 > C p  
and G. If initially the system is at steady state then x(0) and 
x '(0) are known to be zero so only the constant parameters C2 > C p  
and G remain to be determined. The results shown in Table 2.1 indi­
cate that lower order systems have a larger parameter space in which 
convergence will occur. Thus it was expected that a reduction in the 
dimensionality of the problem would improve convergence. However, 
Table 2.3 indicates that this was not the case. When the parameters 
and (j,̂ were restricted to a value of zero convergence was not 
achieved for a starting point of 12., whereas the general program
was successful from this starting point. i Subroutine ASSUME also was
programmed with x(0) and x /(0) equal to zero. Thus when subroutine 
ASSUME, rather than SOLUTION, was used during each iteration to up­
date the output and its derivatives the convergence was the same as 
for ^  = n2 = 0.
Increasing the Parameter Space of Convergence
Several methods have been mentioned in recent literature for 
circumventing this problem of convergence. Connelly and Quon (2) 
have developed the method of data perturbation. Using this technique 
the data is altered until convergence occurs for the initially assumed 
solution. This solution is then used as the initial solution with the 
original data. ...If convergence does not occur the data is perturbed 
again and the procedure repeated until convergence occurs without
altering the data. In this work, two other approaches were investi­
gated to increase the parameter space of convergence:
1. Incorporation of Marquardt's method.
2. Reduction of step size.
Quasiiinearization as originally proposed uses Newton's method 
exclusively and the convergence is thus limited to an area near the 
true solution. The method of steepest descent, on the other hand, 
is known to work very well in regions far removed from the true solu­
tion but very poorly in areas near the solution. Marquardt's method pro 
vides for an automatic transition from the method of steepest descent 
to Newton's method as the minimum of a function is approached. This 
method can be incorporated into quasiiinearization if a least squares 
criterion is used. By the proper use of steepest descent and Newton's 
method the parameter space of convergence should be increased.
To minimize a function f Marquardt's method calculates the 
change Q in the parameters (j, by solving the equation:
(Z + XI)Q  = B
where
z kxk = PTP 
3f .
P = i = 1, 2, ... L j = 1, 2, ...K
D = PT (Y-f ) o
L = number of data points
K = number of parameters 
As X is varied from 0 to 03 the search trajectory varies between that 
of Gauss-Newton and steepest descent. Quasiiinearization as origxrrarlly
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programmed uses the same A matrix to calculate the parameters y, by 
solving the set of equations:
Z jl - b _
By writing this equation in terms of updating the previous values of 
the parameters jl 
Z (fTn + ~Q = b
the least squares criterion used in quasiiinearization can be' formu­
lated in the form of Marquardt's method:
(Z + XI) C = b - Z J
Using the same test of convergence as was previously discussed 
the effect of Marquardt's method was investigated. Various starting 
values of X were tried along with various rates of changing the value 
of X from iteration to iteration. As the solution is approached the 
value of X is decreased to take advantage of both steepest descent 
and Newton's method in the regions they work best. The efficiency 
of Marquardt's method is thus greatly influenced by both the start­
ing value of X and the_ rate at which it is varied.
Table 2.4 shows that at a starting point of 20 the most efficient 
convergence was obtained with a starting X of -01 decreasing it by 
a factor of 10 during each iteration. At a starting point of 50 
convergence would not occur when X was varied between iterations.
At this starting point it was found best to hold the X constant at 
.001. At a starting point of 100 the search trajectory for steepest 
descent was found to be in the wrong direction. Newton's method 







COMPARISON OF CONVERGENCE USING MARQUARDT'S METHOD
c2 c-̂ g Iterations Converged Starting Rate of Changing
Value of A X per Iteration
2.5 2.5 2.5
5 5 5 5 Yes 0 0
20 20 20 6 Yes .01 x/io
20 20 20 16 Yes 10. A/10
50 50 50 No 1. \ / 2
50 50 50 25 Yes .001 0
50 50 50 38 Yes .002 0
100 100 100 No .001 0
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The problem of determining what value of X should be used and 
at what rate it should be varied is not peculiar to the incorporation 
of Marquardt's method into quasiiinearization. Even when Marquardt's 
method is used as an optimization technique by itself the same prob­
lem exists. No good general procedure is known for determining the
value of X. However, this test did demonstrate that Marquardt's
method does increase the parameter space of convergence.
Reduction of 5-tep Size
Since the previous test indicated that Newton's method often 
gave correct search trajectories but that too large a step size was 
preventing convergence, it would appear advantageous to take only a 
portion of the calculated step initially, but the whole step in 
regions near the true solution. Two methods of varying the step size 
were tested:
1. The step size was varied in a preassigned manner.
2. The step size was adjusted as part of the iteration cycle.
The problem with the first method is that the poorer the assumed
solution, the smaller the initial step size must be to assure conver­
gence. Any general function that could be used to adjust the step 
size for a wide variety of starting points would thus be rather in­
efficient for starting points close to the true solution. On the 
other hand, the use of a function that is adjusted for each starting 
point will require several trials before the best one is found. To 
demonstrate that this method will work a function was chosen which 
could be adjusted for various starting points and asymptotically 
approached 1.
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Portion of step size = l-(h) n 
By adjusting the value of h the rate at which the function approached
1. was changed. The second method which adjusts the step size as 
part of the iteration cycle does not have this problem and would 
therefore be more efficient. This method was programmed to check the 
sum of the squares and if no decrease was noted over the previous 
iteration the step size was cut in half until a decrease did occur 
or until the step size was insignificant, at which point the program 
terminated. It is known this procedure does not guarantee the loca­
tion of the optimum as the search trajectory for Newton's method 
occasionally is in a direction in which the criterion function in­
creases. This could have been corrected however by moving in the 
negative gradient direction when Newton's method failed to show on 
improvement.
The same test as was discussed previously was useo :o check the 
effect of these two methods on convergence. Using the preassigned 
change in the step size always required several trials before the 
right function was found. As indicated in Table 2.5 convergence was 
achieved for starting points of 20, 50, and 100. The second method 
which calculates the step size internally proved to be very efficient 
and was successful up to a starting point of 200. For this particular 
problem the search trajectory of Newton's method was always in a 
direction in whrich the criterion function decreased.
Summary
The method of quasiiinearization has thus been shown to correctly 
identify the parameters in a dynamic model including dead time up to
TABLE 2.5
( COMPARISON OF . CONVERGENCE USING REDUCED STEP SIZE
C2 C1 g Iteration h Conver,
Correct Parameters 2.5 2.5 2.5
Starting Pointl
Portion of ' ^ 20 20 20 11 .8 Yes
Step Size j-
Reassigned 50 50 50 13 .91 Yes
100 100 100 18 .95 Yes
Portion of . 20 20 20 6 Yes
Step Size j-
Calculated 50 50 50 6 Yes
100 100 100 7 Yes
200 200 200 8 Yes
CoCo
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third order from input-output data. The accuracy of the answer is 
affected by the number of significant figures in the data and can 
be increased by increasing the amount of data. The number of calcu­
lations and thus the computer running time for this particular problem 
can be greatly reduced by defining the state variables in terms of 
the change in the parameters and by using the model equation instead 
of the fundamental solutions to update the output and its derivatives. 
The parameter space in which convergence will occur for this particular 
problem was demonstrated to be increased by the incorporation of 
Marquardt's method into quasiiinearization or by using only a portion 
of the step size calculated in quasiiinearization. The overall 
efficiency of this method for this particular problem is thus prob­
ably comparable with optimization methods.
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NOMENCLATURE
parameters related to the time constants of the system
constant matrix (nri-1 x m) 
constant vector (1 x m) 
steady state system gain 
2N + 2
level of manipulated variable at time t
solution number
order of model equation
whole number of sampling periods delay in 8 
level of system output at time t 
fundemental solutions of system equations
particular solution of system equations
dead time in units of sampling time 
change in parameters
weighting factors for fundamental solutions
CHAPTER III
THEORETICAL DEVELOPMENT OF PREDICTOR MODELS
The problem of interest is described by Figure 3.1. This is a 
simple closed loop system in which discrete observations of the out­
put are fed back into the computer. Knowing both the output value 
and the setpoint, the computer calculates the value of the manipulated 
variable to keep the output at the setpoint. The approach to this 
problem taken by Box and Jenkins (1,2,3,4,5) is to develop a deter­
ministic model for the system dynamics and a stochastic model for 
the disturbances. As this model can predict the error at some time 
in the future, the manipulated variable can be adjusted to compensate. 
Stochastic Model
As the objective of a control system is to compensate for dis­
turbances entering the process, a model to predict the unmeasurable 
disturbances is essential. The model should be simple and yet should 
describe a wide variety of situations. Although disturbances may 
enter at any point in the system, the model need only represent their 
accumulated effect at the output. The disturbance at time p is 
therefore defined in terms of the effect it would produce at the 
output if no control were applied (as if the system were operating 
open loop). This definition allows the disturbances to be represent­
ed as entering subsequent to the system dynamics in Figure 3.1. A 






Figure 3.1. Description of Computer Control System.
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i “ 1 2. tn
Z , ■> = Y .V a +... y iof +Y S a +Yn ® a "*"• • • Ym i ̂  01 +0?̂ j.i (3.1)P+i ‘-j p '-1 p 'o p '1 p un-l p p+l
where
%  = W i
Sffp = V ffp-l+ap-2+-  (3>2)
and the sequence a  ,n, a  , a  , is white noise. Box and Jenkins havep+l p ’ p-1
found that nearly all disturbances can be satisfactorily described
with only two parameters of the above model, namely:
Vl " YoS°P + Yls2“p + Vl (3'3)
For control purposes, a predictor is needed to predict the dis­
turbance knowing only values up to and including time p. The
least squares prediction Z (t) of Z can be obtained from the abovep p+t
model by omitting the cz ' s which have not been observed. The one step 
ahead predictor is therefore:
y i >  -  Y0S«p + (3.4)
where Zp (l) donotes the prediction of made at time p. For
computational purposes it is more convenient to write the predictor 
in terms of updating the previous value:
V 15 ■ + y°"p + y is“p (3-5)
Specifying that Z?+1 - Zp (l) = 
the disturbance model becomes
2 , ,-Z = y k + Y,sa + c ( xl -a (3.6)p+l p To p '1 p p+l p 
This equation will be used to model the characteristics of the dis­
turbances.
Dynamic Model
The dynamics (other than dead time) of processes are usually 
modeled using linear differential equations of the type:
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an + + ai + X(t) = (3'7)dt
where g is the steady state gain and the a's represent the dynamic 
parameters. In Laplace transform notation this becomes:
X(S) _________ (3.3)
with all initial conditions being zero. Fortunately, many dynamic 
systems can be adequately described by including only up to the second 
derivative term, thus leaving:
a2 ~ +  X(t) = gM(t) 
d t
In a discrete system the differential equation must be replaced 
by a difference equation. Defining X^ as the specified value of the 
output from time p to time p+l, it then takes one sampling period 
for the change in the input to be reflected in the output. The dif­
ference equation for the dynamics of the process thus becomes
(1 + 0 ^  + 02V2) Xp+]_ = gMp (3.9)
Writing the model in terms of adjustments*
(1 + 8^V + 0£^) Xp+q ~ (3.10)
Thus far the model does not represent any delay or dead time 
(transportation lag). If the dead time is not an integral number of 
sampling periods delay as shown in Figure 3.2, m^ is replaced by 
(q + 1 - X)n>p q + ( . X -  q)ra^_q The complete dynamic model is now:
* In general, capital letters will denote the present values of the 
variable, whereas lower case letters will denote changes. That is,






Figure 3.2. Dead Time M(p-?v) .
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( i  + e1v + e2v2)xp+1 = g, / q+1-*> V q + a “q) V q - U  o .  i d
Solving this equation for x , makes it more convenient to generateP+l
x , , from m : p+l p
Xp+l=6lXp " 62Xp-l + S(1”61+62)^<q+l"^)mp-q + ^ " q^mp-q-l^ (3-12)
-where
0i+2e2 e9
6-, = n.;'■■ 6n =
(3.12a)
1 1+0 -[+02 3 1+6 ]_+®2
The parameters 6^ and 6^ are related to the time constants of the
system and T2 by the equations:
. 1 . 1
6^ = e T1 + e T2
-T(I + I )
. T1 2 §2 = e
where T = the sampling period.
Determination of Parameters
The models that have been derived so far are:
THE STOCHASTIC NATURE OF THE DISTURBANCE
Z -Z = v c? +y. Sc? +c? , . -c? (3.13)p+l p o p '1 p p+l p N '
THE DYNAMIC RESPONSE OF THE SYSTEM
Xp+1 = 6lXp-62Xp-l+g(1'6l+62)[(q+1"X)lnp-q+ a “q)mp-q-l^ (3*14)
The problem is now to find suitable values for the constants yq »
Y]_> ^2> X, and g. These parameters could be determined from
input-output data taken while some form of control is being applied 
to the process. We must therefore relate the input M to the output
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through the models. It can be seen from Figure 3.1 that
Z + X = C (3.15)
P P P
or in terms of adjustments
Z...-Z +■ x , = C , -C (3.16)p+l p p+l p+l p v '
Substituting in the stochastic model and solving for tfp+ ^ yields 
the relationship
C , ■. — C +v oi +vi So? +Q1 , n -cv +x , (3.17)p+l p Yo p "1 p p+l p p+l v '
where Xp+ ^ is given by the dynamic model. This gives the necessary 
link between input and output. The input data or controller action 
is used in the dynamic model to calculate This is compared
with the record of the output data and the corresponding difference 
is attributed to the disturbance. The difference between the pre­
dicted disturbance and the observed disturbance is rv ,.p+l
V r V V i  ( 3 - 1 8 )
It is desired to determine the parameters so as to minimize this
difference. For a least squares fit the criterion used in the op-
2timization technique is to minimize ; that is, the one-step-ahead
prediction error is to be minimized. For any set of values of the 
parameters and a record of input-output data a set of a^'s can be 
calculated recursively. The calculation is initiated by setting
= 0, xq = 0, = 0, mQ = 0 and using Equation (3.4) to calculate
x ^ ^  and Equation (3.17) to calculate
The search for. the model parameters is aided by knowing the 
stability limits of the models:
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61 < 62 + 1





Y ] _ > 0
Outside this region the model becomes unstable and leads to very 
large sums of the squares.
An analysis of the above model equations indicates that an exact 
fit of process data will only be possible if and y ^ are zero or 
when the process has pure dynamics and no disturbances. This is 
inherent in the model for when an exact fit is obtained the one-step- 
ahead prediction errors (the 1s) must be zero, and the equations 
reduce to a pure dynamic system. In this way the stochastic model 
is very similar to the discrete algorithm for a proportional plus 
integral controller, in that it requires an error to have a non-zero 
output. It can also be seen that the stochastic model contains a 
term which is a constant times the current value of the error plus 
a term containing a constant times the sum of the previous errors, 
which is the same form as-the controller algorithm.
In some cases it may be possible to reduce the complexity of 
the above models, or it may be necessary to add more terms. Knowing 
what is involved in a particular process may help to determine how 
complicated a model is necessary. Various other models can be tested,
retaining in the final model only those terms which contribute 
significantly to a reduction in the sum of the squares. These 
models are thus very flexible and can be adjusted to satisfactorily 
describe a large variety of processes. ' ^
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CHAPTER IV
DETERMINING THE MODEL PARAMETERS
Given input-output data from the physical system the model para­
meters must be determined to minimize the one-step-ahead prediction
2error (minimize £<> ). The approach taken in this chapter is to screen
the various available optimization techniques to determine which one 
works best on this particular problem. The success of the model to 
predict the error from setpoint depends on accurately determining the 
model parameters. The dynamic parameters, namely 6 ,̂ 6 anc  ̂ S are 
the most critical. Small errors in any of these parameters may 
cause the controlled process to be unstable, or at least very poorly 
controlled. The disturbance paramerers Y 0> Y-̂ » on the other hand, 
are not nearly as critical. For this reason the initial problem 
considered was that of determining only the four parameters of the 
dynamic model. Only those techniques which perform satisfactorily 
during this initial screening are considered for use on the overall 
problem discussed later in the chapter. This will give some assurance 
that for the case of the purely deterministic system that the best 
model parameters will be determined.
When the dynamic model is considered by itself there are other 
methods of determining the model parameters besides optimization 
techniques, including regression analysis and linear programming.
Due to the deterministic model being in difference form and the fact
47
_that the criterion -function is the-minimum sum of the squares, the 
two parameters related to the time constants, 6 -̂ and 6^, and the sys­
tem gain g can be determined by regression analysis while a one­
dimensional search is still required to determine the dead time 
This technique is used in this chapter to reduce the dimensionality 
of the search by one and give a different contour surface on which to 
test the optimization techniques.
All the optimization methods used in this chapter can be classi­
fied into one of two categories: (1) those which use mathematical
techniques or gradient methods and (2) those which use directed 
search techniques or pattern methods. The gradient methods calculate 
in some manner the partial derivatives of the criterion function and 
use this information to determine in which direction to move. The 
methods that are included in this group are: Optimum Gradient,
Gradient Partan, Davidon's methods, Davidon's method with modifica­
tions suggested by Fletcher and Powell, Conjugate Gradients, Mar- 
quardt's method, and Rotational Discrimination. The directed search 
methods on the other hand do not evaluate the gradient but take trial 
steps in various directions, establishing a pattern which dictates 
the search direction. Included in this group are: Pattern Search,
Powell's method, and Rosenbrock's Hill Climbing method. A description 
of each of the optimization techniques and a discussion of the pecu­
liarities of each of the computer programs is presented in Appendix A. 
Four Parameter--Dynamic Model
All programs used in this survey were written in subroutine 
form in FORTRAN IV and run under the IBSYS monitor for the IBM 7040. 
The criterion function contours in the stable region for the dynamic
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model have the general shape of a steep sided curved valley. The 
bottom of the valley and the regions surrounding the valley are quite 
flat. The stable region for the dynamic model is surrounded by a 
region yielding very high values of the criterion function and the 
stable region slopes away from the boundaries. The problem can there­
fore be treated as an unconstrained optimization as long as the 
starting point is within the stable region.
The input-output data used in each case was generated from the 
dynamic model using a step input. The parameter values were there­
fore known at the minimum and a perfect fit was possible. In order 
to have a valid^ comparison between the various techniques the same 
starting point was used. The value of the criterion function at 
this point was 5563, the units being the square of the units of the 
error signal.
When comparing various optimization techniques the number of 
iterations is not very useful as the connotation for iteration 
varies from technique to technique. The two most useful numbers for 
comparison are computer running time and total number of function 
evaluations. So that the running time would be a valid comparison 
only the optimal values of the parameters were printed. Also listed 
in the table of results is the criterion function evaluations to reach 
a criterion function of 5. This was done in an effort to show that 
some of the techniques work very nicely as middle-game strategy and 
very poorly as end-game strategy.
Of the gradient techniques used optimum gradient had the most 
difficulty locating the minimum. During the initial iterations 
significant reduction in the criterion function was obtained. As
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the method descended into the' valley, however, a great deal of
oscillation from one side of the valley to the other occurred with
only very gradual improvement in the criterion function. A modified
form of steepest descent (16) was also tried. In this version the
gradient partial derivatives are replaced with normalized derivatives
. c)F 5F |
ain(Xi) dXt ‘ i
Since SX. and X. have the same dimensions, the effect of the scale 1 1 . ’
on the derivatives is removed. On this particular test problem this 
modification showed some improvement over steepest descent in the 
first few iterations. However, the minimum was never attained using 
this method.
Marquardt's method for this particular problem behaved very 
similar to steepest descent, as indicated by the program selecting X 
values between 9 and 27. Gradient partan showed a major improvement 
over steepest descent especially in the first portion of the search. 
Table 4.1 shows that it took optimum gradient 1190 function evalua­
tions to reach a criterion function of 5 while gradient partan took 
only 232 function evaluations. It therefore would be possible to 
use this method as a middle-game strategy provided a good end-game 
was available. Conjugate gradients also showed a need for a good 
end-game. This method required 215 function evaluations to reach a 
function evaluation of 5 and^another 450 function evaluations to reach 
a criterion function of .00142. However both of these methods gen­
erally operated as well as Rosenbrock's hill climbing method.
Rotational discrimination, Davidon's method, and Davidon's method 




50 DATA POINTS EVALUATIONS FUNCTION
C.F.<5 EVALUATIONS
Optimum Gradient 1190 2600
Marquardt 455 1940
Gradient Partan 232 1118
Rosenbrock II 141 793
























well on this problem. Table 4.1 shows that the latter two required 
a few more function evaluations but have significantly lower funning 
times. Rotational discrimination also has the added problem of de­
termining external scale factors, which are not always easy to calcu­
late. The success of both Davidon's method and the Fletcher Powell 
modification depend on keeping the Hessian matrix positive definite, 
which means that the gradients are accurately calculated and that the 
minimum is accurately located during each linear search. These three
o
methods work better than Rosenbrock's by a factor of 3 to 4 on this 
particular problem. Rosenbrock's method required 632 function eval­
uations while Davidon's method required 160, Fletcher Powell modifi­
cation 210 and Rotational Discrimination 90 function evaluations.
The biggest problem with all pattern type searches is to choose 
the correct initial step size so that the methods work efficiently. 
Rosenbrock's Hill Climbing method has a fixed initial step and prob­
ably for that reason is less efficient than the other pattern type 
searches tried. Two different programs for Rosenbrock's method were 
tried. The program called Rosenbrock's I is called only once from 
the main program, with the optimum being returned. The program called 
Rosenbrock's II returns to the main program after each iteration where 
the check for convergence is made. If convergence is not achieved the 
search subroutine must be called again. The first of these programs 
seems to be a little more efficient in its operation.
The initial step size for pattern search was chosen to be one 
order of magnitude smaller than the estimated range of the variables. 
Since this method searches only in the coordinate directions it is not
as powerful as methods which calculate new search directions as part 
of the iteration cycle. It is possible for pattern search to get 
hung-up on a high resolution ridge, or the method may prematurely 
decrease its step size and lose its efficient operation due to the 
ridge. Even with all the shortcomings that can be foreseen for this 
simple method, it has worked surprisingly well on all the problems 
tried. _Pattern search was about a factor of 2 times better than 
Rosenbrock's.
Powell's directed search technique (required 165 function evalu- 
ations) is as efficient in this case as the three best gradient meth- 
dos. The initial step size was chosen to be two orders of magnitude 
smaller than the estimated range of the variables. The program called 
POOF is Powell's method with an open ended Fibonacci search replacing 
the one suggested by Powell. This program was less efficient as a
specified number of experimental points were tried at each iteration. 
The effectiveness of the Fibonacci search depends on being able to 
bracket the minimum in the first three experimental points. If this 
is not done much of its efficiency is lost.
Reduction of Dimensionality
Due to the nature of the equations used for the dynamic model 
and the fact that the criterion function is expressed in terms of 
the sum of the squares, the dimensionality of the search problem 
can be reduced. Since the gain enters the equation in a linear 
fashion it can be determined by a linear regression, while the other 
three parameters are still determined by a nonlinear search. Ad­
vantages may be gained from this in not only reducing the dimension­
ality of the search but also in changing the shape of the contour
surfaces. It is known that the gain caused the steep-sided valley 
in the orginal problem. By determining this parameter by regression 
analysis the contour surface should have more nearly symmetrical 
contours, and therefore be a less difficult problem for the search 
techniques to handle.
To implement this technique the criterion function was evaluated 
in the following way:
1. The process input values Xp and the three parameters B from
the search subroutine were read in.
2. The output Cp was generated from the model equation with a
gain of 1.
3. The gain was then determined as follows by minimizing
2
(C - C using a linear regression: . —p pulib
Cp = g cp (B) ^
£ '  S ' Cp - Cp°BS>2
- E(g <p (B) - CpQBS)2 
§§ - S2<g f <B) - Cp0BS) cp (B) - 0
o = g 2 cp (B)2 - 2 cp (B) Cp0BS
2 * <B> CpOBS
S 2 cp (B)
Using the same input-output data that was used in the four parameter 
search, the optimization techniques were evaluated using this form of 
the criterion function.
The results of this study are shown in Table 4.2. Due to the 
change in contour shape some of the methods showed improved efficiency





50 DATA POINTS C„F.<5 EVALUATIONS SECONDS
- Gradient Partan • 811 83
Rosenbrock II 98 516 62
Optimum Gradient 330 459 55
Rosenbrock I 402 48
Poof 145 308 40
Fletcher Powell 116 280 34
Davidon 276 32
Pattern 237 29
Conjugate Gradient 68 216 26
Powell 166 21
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and conjugate gradients showed the biggest improvement. Optimum 
gradient required 2699 function evaluations for the four parameter 
search and only 459 using this technique, while conjugate gradients 
required 665 function evaluations for the four parameter search and 
only 216 using this technique. All of the techniques showed some 
reduction in function evaluations except for Davidon's method and the 
Fletc’ner-Powell modification of Davidon's.
This survey of various optimization techniques was conducted to 
determine the method which is most suited for this particular problem. 
Since the end product of this research would be used to control a 
real physical system, it is important to have some assurance :vat the 
optimization method used will determine the correct model parameters. 
The efficiency of the method is also important as we anticipate that 
there will not be much computer time available on a small control 
computer to perform such calculations. The optimization program 
should also be simple so that it will not require a large block of 
computer core storage. Using these criterion some of the optimization 
techniques can be eliminated. Rosenbrock's Hill Climbing method, 
Conjugate Gradients, Gradient Partan, Marquardt's method, and Optimum 
Gradient were eliminated as they require a significantly larger number 
of function evaluations than the other methods. Rotational Discrimi­
nation was eliminated due to the length of the program and the long 
running time. Remaining for further testing on the six parameter 
model are Pattern, Fletcher Powell modifications of Davidon's method, 
Davidon's method, and Powell's method.
An effort was made on all of the programs to run them in the most
efficient manner. For instance, a number of step sizes were tried 
on the directed search techniques and it was found to be most efficient 
to decrease the step size as the minimum is approached, rather than 
to use a constant step size. Although some of these alterations 
greatly increased the efficiency of the method on this particular 
problem they may not be applicable to all problems. In general there 
was a problem at this point with all the methods in determining when 
to terminate the search. Several different techniques were tried 
but a completely satisfactory method was not found. This problem 
was not further investigated, however, as the object of this survey 
was just to screen available techniques to determine which methods 
should be tried on the six parameter model.
Six Parameter--Complete Model
The results from the screening of various optimization techniques 
on the pure dynamic system (61, b , g) indicate that only four 
of the methods, namely, Davidon, Fletcher-Powell, Powell, and Pattern, 
remain for consideration on the six parameter model. The data that 
was used for this test was obtained by forcing the dynami c model 
with a unit step and superimposing partially correlated noise on the 
output. Using this technique the correct dynamic parameters, namely 
6^, 6^, g and X,  were known but a perfect fit was not possible due 
to the noise. The noise was generated by passing white noise through 
a first order lag and adjusting the gain so that a desired value of 
the root mean square (RMS) was obtained at the output. The time 
constant and RMS were chosen so that the data looked very similar to 
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The value of the criterion function at the starting point was 81 
while the best fit obtained had a criterion function of 1.7. Since 
200 data points were used instead of 50, as was used in Tables 4.1 
and 4.2, each function evaluation took four times as long.
It appears from Table 4.3 that the best method to use on this 
particular problem would be Davidon's; however, other things must 
be considered. The starting point of the search seemed to have a 
great effect on the operation of each method. At some starting 
points the optimization methods would terminate indicating that a 
minimum was found with a low value of the criterion function, but 
the dynamic parameters would be far removed from what was known to 
be the correct parameters. In certain instances the gradient tech­
niques would terminate indicating a minimum was found but the criter­
ion function would be very large. This indicated that the reliability 
of the four optimization techniques must again be considered as 
well as the efficiency of the method.
To aid in the final decision of which optimum seeking method 
would finally be used, the contour surfaces were investigated for 
various forcing functions and various root mean square values of 
noise. Two parameters were investigated at a time while the others 
were held at their optimal values for the particular set of data 
used. It was hoped that this investigation would indicate whether 
the optimization techniques were truly locating the minimum, why the 
correct dynamic parameters were not always located and why in some 
cases the gradient methods did not work at all.
The contour surfaces indicated that when the optimization tech­
niques were terminating with low values of the criterion function that
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indeed, some sort of minimum had been located. Since the optimiza­
tion techniques are working correctly the problem must be with the 
shape of the contour surface. The deviation of the dynamic para­
meters from.the known correct values can be accounted for by three 
situations: 1. The possible presence of local minimums, 2. The
flattening of the contours of the dynamic parameters as the amount 
of noise is increased and 3. A minimum did not exist at the known 
dynamic parameters.
The two dimensional contours for the dynamic parameters ( 6 ^, 6 ,̂ 
g, X) indicate in some cases the possible presence of local minimums.
For example, in Figure 4.1 there appear three unconnected areas 
displaying the lowest value of the criterion function in the vicinity. 
This same phenomena is also seen in Figure 4.4. It is not correct to 
conclude from these figures that these are local minimum, but only 
that there is the possibility, as only two of the six dimensions were 
considered. The presence of ridges in the contour surface could also 
give the appearance of Figure 4.1 in two dimensions. The X's on the 
diagrams indicate the termination points of the search techniques.
In all cases, when the termination point of the optimum seeking 
method and the contour surfaces were compared, there was no indication 
of the presence of local minimum. If local minimum were present in 
the vicinity of the global optimum the search would have most probably 
terminated at different final values for the various starting points 
used. None of the optimization methods are guaranteed to find the 
global optimum in the presence of local minimum. If indeed this was 
the problem, the only solution is to start the search at various 
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Figure 4.4. Two Dimensional Contour X vs g (Noise RMS = .2)
As the amount of noise added to the system is increased, rela­
tive to the forcing function, the contour surfaces for the dynamic 
parameters flatten out, and the gradients for the stochastic para­
meters increase. The. flattening of the contours can be seen by- 
comparing Figures 4.1 and 4.3 and Figures 4.2 and 4.4. The RMS value 
of the noise in Figures 4.1 and 4.2 was .1 while in Figures 4.3 and 
4.4 it was .2. As the RMS value of the noise increased the gradient 
of the parameters and 62 decreased by about two orders of magnitude 
In the case of the gain g the gradient decreased by 4 orders of mag­
nitude. At the same time the gradients of the stochastic parameters 
(Yq 5 both increased by one order of magnitude. Accurate dynamic
parameters are therefore difficult to obtain when the amount of noise 
is large relative to the forcing function. This would indicate that 
it may be advantageous to take two sets of process data when trying 
to fit this model: one with no forcing function and one with a rela­
tively large forcing function if possible. The first set of data 
would have steep gradients with respect to the stochastic parameters 
so Yq 3 Y1 could be accurately located. Holding the stochastic para­
meters at their optimal values the second set of data with steep 
gradients with respect to the dynamic parameters would be used to 
determine 6 ,̂ ^ ancJ §•
The third problem associated with obtaining incorrect dynamic 
parameters but low values of the criterion function is that minimums 
in some cases do not exist at the correct dynamic parameters. This 
problem seemed to be most prevalent with the dead time but did affect 
the other dynamic parameters as the amount of noise was increased.
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Figures 4.2 and 4.4 most clearly demonstrate this problem. The 
correct value for the dead time is .8 (indicated in Figures 4.4 by 
P) but the two dimensional contours display a ridge in this area 
with tne optimal value at a dead time of 3. The X indicated tine 
final value located during the search, indicating again that the 
optimization methods are working correctly. The problem is the con­
tour surface does not have the correct shape. Two ways of possibly 
changing the contour surface is to change the shape of the forcing 
function used to obtain the information and increasing the number' of 
data points used to create the surface.
Three different forcing functions were chosen for testing based 
on their ease of generation in the actual process situation. They 
included 1. the unit step, 2. the unit pulse, 3. the unit pulse 
occurring at random intervals, and of random duration. Table 4.4 
shows the results of these various forcing functions as they effected 
the two parameters and 62* Using a unit step forcing function the
parameters 6  ̂ and could be correctly identified up to a root mean
square value of noise of .1, for a unit pulse up to .3 and for a 
random unit pulse up to .5 or slightly higher. By exciting the dy­
namic portion of the system more frequently more information on the 
dynamic parameters is incorporated into the contour surface. The 
random pulse was far superior to the other forcing function tested 
and was used for all subsequent experimental work. Table 4.5 indi­
cated the effect of increasing the number of data points on 6-̂ and 
which again is just increasing the amount of information used in the 
contour surface. Economically it is desirable to use the fewest data
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TABLE 4.4
EFFECT OF FORCING FUNCTION ON 61 AND 62
FORCING FUNCTION NUMBER OF RMS 6,
DATA POINTS OF NOISE
Unit Step 200 .1 1.506
200 .2 1.291
Unit Pulse 200 .3 1.504
200 .5 1.449






































points possible without significantly reducing the accuracy of the 
parameters. Table 4.5 shows that as more data points are used the 
additional information gained is diminished. For this particular 
problem it was found that the necessary number of data points to 
obtain accurate values for 6^ and increased about linearly with 
respect to the root mean square of the noise (Figure 4.5) for a random 
pulse forcing function. While changing the forcing function and in­
creasing the number of data points did make it possible to obtain 
accurate values for 6^ and it had very little effect on the dead 
time X.  The dead time X and the process gain g are by far the most 
diffucult parameters to determine in a noisy system. Fortunately the 
controller is not very sensitive to the dead time so an accurate value 
will not be required.
When the gradient optimization methods would terminate with 
very large values of the criterion function, the parameters would 
be in the unstable region. A short ways into the unstable region 
the value of the criterion function becomes large enough to over­
flow the computer. This made it impossible to calculate the gradients 
at this point and caused the program to terminate. The stability 
limit that was most generally violated was:
§1 < $2 + 1
Investigation of the parameters 6^ and 6^ shows that they will always 
lie close to the unstable region as long as the time constants of the 
system are greater than the sampling period. (Table 4.6) As the 
time constants of the systems increases with respect to the sampling 

















COMPARISON OF SYSTEM TIME CONSTANTS WITH 61 AND 
T/tx T/t2 6x 62 6l"62'f
4 4 .0270 .00034 .0267
3 3 .1000 _ .0025 .0975
2 2 .2720 .0185 .2565
1 1 .736 .136 .6000
.7 .7 .996 .248 .748
.5 .5 1.216 .368 .848
.3 .3 1.484 .550 .934
.1 .1 1.810 .819 .991
.05 .05 1.902 .905 .997
.1 1 1.273 .334 .939
.1 .7 1.403 .450 .953
.1 .5 1.513 .550 .963
.1 .3 1.647 .671 .976
*  System Unstable if 6^ - &2 = 1.0.
The value of the criterion function outside of the stable region 
increases very rapidly. Both Davidon's and Fletcher Powell's method 
calculate a step size, make the step, and must then be able to accu­
rately calculate the gradient at this point. The gradient for these 
two parameters are so much greater outside the stable region than 
within that a small error in the step size will make it impossible 
to calculate the gradients.
Pattern Search also had some difficulty with this stability 
limit for the particular starting point and the step size chosen.
If the starting point and the step size were chosen such that it is
easy to obtain a difference of exactly 1.0 between the parameters 
6^ and then the search would get "hung up" on the boundary. This 
is illustrated in Figure 4.1, where S is the best point found to 
date and the t's are the trial steps about it. It is easy to see that 
all of the trial steps could give higher values of the criterion 
function. This is one of the inherent problems with Pattern Search,
that it can get stuck on very high resolution ridges and valleys.
This problem may not stall the method in all situations but the step 
size most likely will reduce prematurely causing a loss in efficiency. 
Proper choice of the initial step size seems to circumvent this prob­
lem. If the starting point for the search was chosen to be even 
numbers an initial step size of 1.0 would occasionally cause the 
method to "hang up" but a set size of .95 always worked with no prob­
lems. In general the pattern type searches did not have the problem
the gradients method exhibit in the unstable region. Since only the 
value of the criterion function at any point must be evaluated and
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it is higher in the unstable region, the pattern type searches are 
forced back into the stable regiqn.
For the particular set of data used there also seemed to be 
a tendency to slightly violate the boundary condition y^ S 0. The 
minimum value of the criterion function for this parameter was always 
slightly negative, but never greater than -.2. This was found to be 
quite serious as a negative value for y^ makes the controller unstable. 
To avoid this necessitated placing constraints on all of the optimi­
zation methods. The only search method in which this was satisfactor­
ily accomplished was Pattern Search. Any point that would violate 
the boundary conditions was treated as though it had a large value 
of the criterion function even though it was not evaluated. The 
methods of Powell, Davidon, and Fletcher-Powell were not designed 
to recognize constraints. An attempt was made to adjust the step 
sizes of these methods when they went out of bounds but this leads 
to situations where the optimization method will continually want to 
step out of bounds.
The original criterion for chosing an optimization method used 
previously when screening the 4 parameter model must now be applied 
again to the complete 6 parameter model. The reliability of the 
final optimization method chosen is very important. To be able to 
successfully control a process better than the present control schemes 
will require accurate values of the parameters. If any on-line up­
dating of the model is necessary the ability of the optimization 
method to locate the correct parameters without getting "hung-up" is 
essential. Efficiency is also important but not nearly as much as
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reliability. Of the four methods tested these criteria limit the 
final decision to only Pattern Search. For this particular problem 
where the values of the parameters are limited to very narrow ranges 
Pattern Search is ideally suited. For the initial identification 
of the model parameters Pattern Search may take a few minutes more 
of computer time if very poor guesses of the parameters are made, 
but will reliable reach a minimum. However, initially a good deal of 
time can be afforded to locate the best model parameters. If updat­
ing of the model is necessary, a very good guess of the model para­
meters is available, so Pattern Search will be as efficient as 
any of the other methods. This method also has no difficulty recog­
nizing the boundary condition that was found necessary in the six 
parameter model. Of all the optimization programs tested Pattern 
Search contained the fewest number of statements and will therefore 
require the least computer core storage.
This chapter has described the first phase of this investigation 
of the development and application of stochastic models for process 
control. Using only the deterministic portion or the model an initial 
screening of optimization techniques was made, eliminating all but 
four methods which were tested on the complete six parameter model.
Due to the necessity of having to add one constraint to the optimiza­
tion and based on the reliability of the method Pattern Search was 
chosen as the final method to be used.
Summary
To illustrate the type of data on which Pattern Search was test­
ed three systems were chosen which varied only in their relative
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amount of noise to the forcing function. The forcing function was 
a random unit pulse with random duration and the RMS value of the 
noise was set at .2, .5 and 1. At an RMS value of .2 only 100 data
points were required to obtain the correct parameters and a criterion
function value of 1.7 (Figure 4.6). At an RMS value of .5, 200 data 
points were required and the final criterion function was 10.2
(Figure 4.7). While at an RMS of 1., 400 data points were required
and the final value of the criterion function was 40.5 (Figure 4.8). 
All of these values of the criterion function are based on 200 data 
points. In each of the three cases the value of the stochastic para­
meters remained the same. This lends support to the earlier sugges­
tion to use two different sets of data when fitting the model. One 
with no forcing function to determine the stochastic parameters and 
one with a relatively large forcing function to determine the dynamic 
parameters. Possibly this would require only as many data points 
as would be needed for one set of data. If the use of a relatively 
large forcing function is not possible due to the process operating 
limits, then a random pulse of maximum allowable height is recommend 
as the forcing function. Since the stochastic parameters are not a 
function of the amount of noise the accuracy of the model to predict 
the disturbances decreases as the amount of noise increases.
The interest in optimization was only to find the most efficient 
and reliable technique for use on this particular problem. No speci­
fic method is recommended as a universal technique to be used on all 
problems, as it is not felt this is possible. This can be seen by 
comparing Tables 4.1, 4.2 and 4.3 where the order of efficiency
Figure 4.6. Model Error on Experimental Data (Noise RMS = .2)
Figure 4.7. Model Error on Experimental Data (Noise RMS = .5).
-vj
ii
Figure 4.8. Model Error on Experimental Data (Noise RMS = 1.)
CO
changed quite markedly for the three contour surfaces tested. It is 
also felt that the only way to determine which method will work best 
on any specific problem is to try them.
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CHAPTER V
DEVELOPMENT OF STOCHASTIC CONTROL'
Having developed a procedure which would determine the six para­
meters in the proposed model from input-output data, an optimal con­
trol scheme must be designed. The stochastic portion of the model can 
be used to predict the error from set point at some, number of sampling 
periods in the future. The change in the manipulated variable that 
will offset this predicted error is then calculated from the dynamic 
portion of the model. Included in this chapter are two illustrative 
examples of the application of this proposed control strategy. The 
first example is a second order system for which the correct model 
parameters are known. This system was used to determine the sensitiv­
ity of the model and control parameters as well as to investigate the 
problem of large dead time. A comparison was made between the pre­
dictor controller and an optimally tuned proportional plus integral con­
troller for (1) a noisy system, (2) a noisy system with a step change 
in disturbance, and (3) a noisy system with a step change in set point. 
The second example is the control of a nonlinear chemical reactor.
The optimum seeking method discussed in Chapter IV were used to de­
termine the model parameters. A comparison was also made in this 
example of an optimally tuned proportional plus integral controller 
and the experimentally determined predictor controller.
Development of Control Strategy
Using the stochastic model, the best prediction of the deviation
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from set point t sampling periods in advance if nothing is done to 
prevent it is:
A . * A
zP(t) " zP-i(t) = [ Yo+Ct-i^] %  + y1 5.1
fchTo prevent the system from being off target in the p+t sampling 
period by this predicted amount, the manipulated variable m^ must 
be adjusted such that the output of the dynamic model cancels
this predicted error:
A
-x ,. = Z (t) - Z .(t) 5.2p+t p v ' p-l' '
Using the dynamic model written for the p+t sampling period the ad­
justment which will give the correction “X i-s calculated:
m . .. i = “A im ,^ o  + A_X , .. - A 0X i + A, X , „ „ 5.3p-q+t-1 1 p-q+t-2 2 p+t 3 p+t-1 4 p+t-2
where
A 1 = q+l-X A 2 = g(l-61+ 62)(q+l-\) A 3 = 61A2 \  = 62A2
For equation (5.3) to be correct t must be chosen to satisfy the 
relationship: 
t = q + 1
where q equals the whole number of sampling periods delay in 
Thus a system with less than one sampling period delay requires a 
one step ahead predictor and a system with 1 to 2 sampling periods 
delay requires a two step ahead predictor. If possible the sampling 
interval should be adjusted so that a one step ahead predictor is 
used as when t increases the accuracy of the predictor decreases.
The general control Equation 5.3 calls for a change in the ma­
nipulated variable which is a linear function of the previous
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manipulated variable, the predicted error from set point, and two 
previous values of the predicted error. The control computer 
would therefore have to store Equations 5.1 and 5.3 plus one value 
of the manipulated variable and two values of the previous predicted 
error for each control loop.
Application of Preditor Controller to â Second Order System
In this first example the system to be controlled is a second
order lag including dead time on whose output has been superimposed
partially correlated noise with and RMS value of 0.2. The correct
dynamic parameters were thus known and the stochastic parameters
were found to be
Y = 1.6732 o
and
by using Pattern Search. The sensitivity of the model parameters
( A. > 6-̂j Y0> as weH  as the control parameters (A^,
A A ^ )  were investigated on this system for errors up to + 20%.
2The sum of the error from the set point squared (Ze ) and the sum of
2the change in the manipulated variable squared (Em ) were used as the 
criteria for comparing the effectiveness of the controller. Figure
5.1 shows the effect of the parameter error on the control 
error. For this particular system the values of 6  ̂ and §2 are very 
close to the unstable region so small errors in this direction makes 
control impossible. However, even within the stable region these para­
meters are sensitive only to errors of greater than 15% in one direc­
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Figure 5.2. Effect of Model Parameter Error on Manipulated Variable
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accurately, the control error is fortunately relatively insensitive 
to this parameter.
Figure 5.2 shows the effect of the parameter errors on the change 
in the manipulated variable. If the value of the gain is below the 
true value a larger change in the manipulated variable will be calcu­
lated by Equation 5.3 to obtain the desired output. This explains the 
larger change in the manipulated variable and poorer control for nega­
tive errors in the system gain. A positive error in the dead time means 
the controller has less time to correct for the predicted error and too 
large a change in the manipulated variable will result. A value of yo 
above the true value will predict too high an error and will also 
cause too large a change in the manipulated variable. Since the para­
meters 6  ̂ and §£ are both functions of the two time constants of the 
system their behavior is not easily explained. However, it is apparent 
that increasing one causes the same effect as decreasing the other.
Comparing Figures 5.1 and 5.2 it appears that errors of less 
than 20% in the parameters g, X , and yo that tend to decrease the 
change in the manipulated variable have very little effect on the 
control error. Using this fact the change in manipulated variable 
can be greatly reduced without adversely affecting the control error.
For example, in this particular system if the gain is increased by
210% over its true value, Em is decreased by 29% and the control 
2error Ee is only increased by 5%..
The control parameters A^, A^> A^, A^, appear to be less sensi­
tive than the individual model parameters (Figures 5.3 and 5.4).
The reason for this is that an error in any of the model parameters 
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Figure 5.4. Effect of Control Parameter Error on Manipulated Variable.
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parameters are the end product of the system identification 
problem (from which the control parameters must be calculated), the 
sensitivity of the control parameters do not have much physical 
meaning or use.
Since there will be some error in the model parameters, on-line 
tuning of the controller may be beneficial even though not often 
practical. It was found that for this particular system where the 
dynamic parameters were accurately known and where the only error
must be in the stochastic parameter yo > tuning the controller using
2 2 the Ee as the criterion function resulted in the reduction of 2 e
2by 167o and Em by 20%. Since (1) the model parameters have larger
gradients and (2) their physical significance would help to determine
in which direction to change the parameters, they should be used to
tune the controller rather than the control parameters. As relatively
small changes in the parameters result in significantly better control
it may be possible to use some sort of evalutionary procedure to tune
the controller. In certain instances it may be desirable to change
2 2 2the function being minimized from Ee to £(e +rm ), thus including
a penalty for changing the manipulated variable. As shown in Table
2
5.1 as the value of r is increased to .01 the control error (£e )
2
doubles but the change in manipulated variable (2 m ) is decreased by 
a factor of four.
As the dead time X in the controller Equation 5.3 approaches 
one for a one step ahead predictor, the control parameters A^, A 
A^, and A^ approach infinity, and thus the changes in the manipulated 
variable become very large. The reason for this is that the dead
TABLE 5.1









































time reduces the effective time in each sampling period in which the 
controller can respond. Thus as the dead time increases the control 
action must also increase so that the predicted error will be compen­
sated for at the end of the sampling period. For this particular 
second order system effective control could be maintained up to a 
dead time of .5. (Table. 5.2), However, practically speaking a dead 
time of .3 was limiting due to the rapid increase in the change of 
the manipulated variable above this point (Figure 5.5). For systems 
with too large a dead time the sampling rate must be adjusted such 
that the dead time falls within the region where control can be 
achieved without excessive changes in the manipulated variable.
By increasing the sampling rate the dead time-can be adjusted 
so that a multi-step ahead preditor is required. This was found not 
to be at all successful for this particular system. The additional 
error encountered by predicting more than one sampling period in ad- . 
vance made the control of the system impossible. Even if control 
would have been possible, there is often not much point in sampling at 
rates more frequent than the dead time as little improvement in con­
trol can be obtained. The other alternative was to sample less fre­
quently so that a one step ahead predictor could be used. This means 
that either the model parameters already determined have to be ad­
justed for the slower sampling rate or a set of data at the slower 
sampling rate must searched to determine the new parameters. The 
dynamic parameters can be easily adjusted for any sampling rate once 
they are known. The gain g is not a function of the sampling rate, 
the dead time 0 has the units of sampling periods so it can be 
easily adjusted and the parameters 6^ and §2 can be calculated using
TABLE 5.2
CONTROL OF SECOND ORDER SYSTEM WITH DEAD TIME
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Figure 5.5. Change in Manipulate Variable as the Dead Time Increases.
Equation 3.12a. Box and Jenkins (1,2,3,4,5) show that the stochastic 
parameters for a system whose disturbance can be predicted with some 
non-zero value of yo and y^ = 0 can be adjusted for various sampling 
rates. If only every h ^  observation had been recorded, the resulting 
disturbance could be predicted using a similar predictor with yQ . 
some function of h and y^ still zero.
v02(h> =
l-yo(h) l-yQ
For systems where y^ is not zero the model parameters for different 
sampling rates must be obtained from experimental data taken at that 
sampling rate.
Using a second order system with a dead time of .4 the effect 
of less frequent sampling on control was investigated. Even when 
the sampling interval is larger than the dead time, the control 
achieved using a certain sampling interval may be unnecessarily 
tight so that less frequent sampling is called for. However, for 
this particular system reducing the frequency of sampling greatly 
reduced the effectiveness of the controller (Table 5.3).
Today in the chemical industry the most widely accepted and 
often used form of control is a proportional plus integral (PI) 
controller. For this reason the discrete form of a PI controller will 
be used as the standard to which the performance of the preditor 
controller will be compared. The system was a second order lag with 
no dead time on which partially correlated noise with an RMS value 
of .2 was superimposed. A comparison between the two controllers 
was made for (1) the noisy system, (2) the noisy system with a step
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TABLE 5.3
LESS FREQUENT SAMPLINGTHE EFFECT OF
h A 1 A 3 A 3
.6667 21.33 32.0
2 .25 5.208 5.854
3 .20 2.875 2.427






change in disturbance of 1. and 10. and (3) the noisy system with a 
step change in set point of 1, and 10. (Table 5.4). The same values 
of the control parameters for the predictor controller were used in 
each case, but the PI controller was tuned for each case. The op­
timal control parameters are also shown in Table 5.4. Even when the 
PI controller was optimally tuned the preditor controller always 
showed better control. Figure 5.6 shows the response of the predictor 
controller to the noisy system as well as the change in the manipulated 
variable. Figure 5.7 shows the response for a step change of 10 in 
the disturbance. Using the predictor controller a step change of 1 
in disturbance was not visible in the output. Figure 5.8 shows the 
response of the predictor controller to a step change of 1 in the set 
point. For this particular system the control using the predictor 
controller was approximately twice as good as what could be achieved 
with an optimally tuned PI controller. For systems with dead time the 
predictor controller would have shown even greater improvement. 
Application of Preditor Controller To Chemical Reactor
In the previous example a system with known parameters was used 
to investigate the controller itself. In this section a considerably 
more complex example is considered to demonstrate the complete prob­
lem of determining the model parameters and then controlling the sys­
tem. Thus, consider the stirred tank reactor shown in Figure 5.9 (7). 
The liquid feed to the reactor is at temperature T (°F), flow rate 
w(lbs/min), and concentration C (lb-moles/cu ft) of reactant A.
3 .0
The product stream is of concentration C (lb moles/cu ft), flow rate 
w(lb/hr), and temperature T^(°F). Since the contents of the tank
TABLE 5.4
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Figure 5.6. Predictive Control of Second Order System (Noise RMS = .2).
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Figure 5.7. Predictive Control of Second Order System for a Step Change in Disturbance of 10
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Figure 5.8. Predictive Control of Second Order System for a Step Change in Set Point of 1.










0.9 Btu/lb °F100 gal.
= 13.38 ft' 
VB = 8.64 ft3
A b = 200.0 ftB
Pt - 55.0
INITIAL CONDITIONS:
C = .5975 lb-mole/ff ao
C = .2068 lb-mole/ft' a
T . = 80°F wi
T = 218.86 °F w
c = 1.0 Btu/lb °F 
P
p. = 62.4 lbs/ft3 
J
AH = -12,000 Btu/lb-mole 
U = 75.0 Btu/hr-°F-ft2
T = 175°F 
P
T, = 205. 31° F k
m = 26.89 lbs/min 
w = 73.5 lbs/min 
Figure 5.9. Predictive Control of Chemical Reactor.
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are well mixed, the outlet concentration of A is approximately equal
to the concentration of A in the tank.
In the reactor component A reacts to yield B according to the*
following irreversible reaction 
2A-*~ B
This reaction is exothermic, with a heat of reaction A H  of -12,000 
BTU/lb mole. The rate of disappearance of A is given be
r = k C ^ 5.4a a
where k is the reaction rate constant. Although k is independent 
of C , its dependence upon temperature is given by the following
cl
equation
k = k exp(-k /T ) 5.5c a p
g
For this reaction, k = 8.33 x 10 cu ft/lb-mole min and k =c a
14,000 °R. There is no volume change during the reaction.
To remove heat from the reaction mass, coolant is admitted to
the tube bundle at temperature Tw ^(°F) and flow rate m(lbs/min).
The contents of the tube bundle are recirculated sufficiently rapidly 
to insure that the tube bundle temperature is uniform. In this 
example, the heat loss to the surroundings is neglected, as well as 
the heat generated by the mixer. The level in the reactor is assumed 
constant, as well as the heat capacity and density of all streams.
To mathematically describe this system without the controller, 
unsteady state enthalpy balances were written for the tube bundle 
and the kettle, as well as an unsteady state mass balance for compo­
nent A in the kettle. For the kettle an unsteady state enthalpy 
balance reveals
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An unsteady state mass balance for component A in the kettle indicates
The above three equations, along with Equation 5.4, describe the
reactor system without the controller.
To control the temperature of the reacting mass, a predictor
controller will be used. The temperature of the product leaving
the reactor will be measured and fed back to the controller which
will manipulate the coolant flow rate m to the tube bundle.
All streams entering the reactor are noisy. There is variation in
the mass flow rate of the reactants w(lb/min), in the temperature of
the reactants T^(°F), in the concentration of the reactants
3Cao(lb-mole/ft ) and in the temperature'of the coolant Tw ^(°F).
The inlet streams were'generated by superimposing noise on the 
steady state values. The noise was generated by passing white noise 
through a first order lag and adjusting the gain and the time con­
stant to give the desired result. Three different noise levels were 
investigated and will be denotated as low, medium and high noise.
The RMS value and the time constant for each inlet stream are shown 
in Table 5.5 as well as the resulting RMS of the temperature of the 
exiting stream. Figure 5.10 illustrated the feed stream fluctuations 
for the medium noise level over a 16 hour period.
The initial sampling interval of five minutes was chosen as one
half the space time of the reactor. The pulse height of 10 lb/min of
5.7
For the tube bundle an unsteady state enthalpy balance yields
5.8
TABLE 5.5 
NOISE ON REACTOR FEEDS









RMS Tf RMS Tf RMS T - f RMS Tf RMS
Low 2.5 50 5. 100 .02 50 .3 1. 1.785
Med. 10.0 50 20. 100 .2 50 1.0 1. 12.785
High 25.0 50 50. 100 .2 50 3.0 1. 18.25
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Figure 5.10. Feed Stream Fluctuations to the Chemical Reactor.
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coolant was experimentally determined by increasing the pulse 
height until a sufficient change was noticed in the outlet tempera­
ture. A random pulse was used as the forcing function due to the 
work discussed in Chapter IV. The initial number of data points was 
arbitrarily chosen to be 200. A rough check on the experimental 
conditions can be made if the RMS value of the uncontrolled output 
is available directly, or can be reconstructed from the model. A 
rough estimate of the RMS value can be obtained very quickly from 
the uncontrolled data as suggested by Goff (6).
_ Peak-To-Peak ValueRMS - --------------------
Using the pulse height of 10 lb/min and the experimentally determined 
gain of 2.1 the effective pulse height at the outlet is 21°F. The 
ratio of the RMS value of the product temperature to the effective 
pulse height can then be used in Figure 4.5 to determine the necessary 
number of data points. For this particular system 200 data points 
were sufficient for both the low and medium noise, but 300 to 400 
should have been used at the high noise level. This check gives a 
rough estimate of the reliability of the experimentally determined 
parameters. If it is found that the correct experimental conditions 
were not used then additional data should be collected.
The results of using Pattern Search to determine the system 
parameters are shown in Table 5.6. One run was made without noise 
to determine the dynamic parameters of this system. A perfect fit 
was not obtained in this case as the process is not a true second 
order system. The fact that 6 2 is negative prevents the calculation 
of the time constants of the system. Even though no physical
TABLE 5.6
DETERMINATION OF CHEMICAL REACTOR PARAMETERS
Noise Run Forcing Sampling A 6i 8 Y„ y. CriterionFunction Interval J. z 'o '1 Function
min
None 1 Pulse of 10 5 .4636 .4604 -.1938 -2.028 2
Low 2 Random Pulse of 10 5 .2375 .8064 .0406 -2.385 1.516 0 27
Medium 3 Random Pulse of 10 5 .1729 .8389 0 -2.884 1.754 0 765
4 Random Pulse of 10 5 .1093 .9748 .1539 -2.428 1.300 .807 727
5 Random Pulse of 10 2.5 .4370 .8732. .0247 -1.678 1.842 0 196
6 Random Pulse of 10 2.5 .4313 .8523 -.0047 -1.713 .906 1.57 ; 88
High 7 Random Pulse of 10 5 .9044 .8000 0 -2.904 1.999 0 1807
8 Random Pulse of 10 5 .2147 .9412 .0425 -4.917 1.238 .831 1621
9 Random Pulse of 10 2.5 .5006 .4504 -.399 -1.825 .994 1.320 217
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significance can be attached to 61 and 6^, the system is still stable
At the low noise level (Run 2) a good fit of the experimental data 
2
was obtained (^o^ = 27.5). For the medium noise at a sampling
interval of five minutes the criterion function increased to over 
700. It was found that two minimums could be obtained, one with 
Y^ = 0 and one with Yq = .8075 (Runs 3 and 4). At these two mini­
mums the dynamic parameters are almost identical but the stochastic
parameters are greatly different. However, the difference in the fit 
is almost insignificant. The same results were also noted for the 
high noise at this sampling rate (Runs 7 and 8). By doubling the 
sampling rate a better fit of the experimental data could be obtained 
Only one minimum was obtained for both medium and high noise and that
was with £ 0. (Runs 6 and 9). The data for Run 5 (y^=0) was
obtained by restricting the solution to illustrate the increased 
effect of Y at this sampling rate. Thus, it has been demonstrated 
that a fairly good representation of this chemical reactor can be 
obtained with this model if the correct sampling rate is used.
Using the information obtained by Pattern Search for the various 
levels of noise the control of the chemical reactor was investigated. 
The limits on the flow rate of coolant were set at 0 and 200 
lb/min to correspond to the valve being completely closed or open. 
Each run (Table 5.7) consisted of controlling the reactor for a 
period of 16 2/3 hours.
At the low noise level the controller reduced the standard de­
viation of the product temperature from 1.785 to .312 (Run 1). By 
tuning this controller the standard deviation could be reduced
TABLE 5.7
PREDICTIVE CONTROL OF CHEMICAL REACTOR
Noise Tuned Run Sampling
Interval A 1 A2 A 3 A4 Y0 Yl
r, 22 e 2RMS E m
Low No 1 5 .311 -2.347 -1.893 -.095 1.516 0 19.486 .31 261.8
Yes 2 5 .312 -3.147 -1.593 -.095 1.516 0 13.679 .26 561.2
Medium No 3 5 .209 -2.603 -2.183 0 1.755 0 726.550 1.91 29547.0
Yes 4 5 .165 -2.290 -2.510 -.19 1.753 0 650.300 1.81 30307.0
No 5 5 .121 -2.530 -2.460 -.389 1.300 .808 756.000 1.94 29387.0
No 6 2.5 .7584 -7.178 -6.117 .034 1.853 0 Uncontrolable
No 7 2.5 .7726 -6.095 -6.095 -.172 .907 1.577 515.450 1.60 671110.0
High No 8 5 9.460 -18.005 -14.404 0 1.999 0
1
Uncpntrolable
No 9 5 .273 -2.556 -2.406 -.109 1.238 .831 1796.700 3.00 105370.0
No 10 2.5 1.003 -7.286 -3.281 2.907 .999 1.321 Uncontrolable
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to ,261 (Run 2), but the amount of valve motion was increased. Better 
control in this example was always found to correspond to increased 
valve motion.
At the medium noise level the controller.reduced the standard de­
viation of the product temperature from 12.06 to below 2.0. The addi­
tional noise also increased the valve motion by about a factor of 10. 
Runs 3 and 4 show the effect of tuning the controller at this noise 
level. Run 5 at a sampling interval of five minutes indicated that the 
inclusion of y^ did not help control. However, when the sampling rate
was doubled the inclusion of y^ was necessary to control the system.
2Run 7 showld have shown a Ee of less than 100, but due to the limita­
tions of the valve this was unattainable. During this run quite fre­
quently the valve was completely closed or open as shown by the large 
2Em , but the overall control was the best obtained at this noise level. 
In Run 6 where y^=0 no control was obtained as the valve was always 
completely closed or open.
At the high noise level the controller reduced the standard 
deviation of the temperature of the product from 18.25 to 3.0. Again 
the valve motion was increased by a factor of 4 over that required 
by the medium noise. The y^ parameter was found necessary for con­
trol to be maintained at all (Run 9). In Run 8 at the slow sampling 
rate and in Run 10 at the fast sampling rate no control was obtained
as the valve was either open or closed at all times. For Run 10 if
2control would have been possible the Ee would have been near 200.
From this example it is apparent that the quality of control 
predicted by the fit of the experimental data is not always attain­
able. The better the control the more valve movement is required and
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thus the quality of control is limited by the range of the manipulated 
variable. For this particular example the control at the medium and 
high noise levels could have been improved by altering the physical 
system. Increasing the system gain by increasing the area of the 
tube bundle would have made better control possible.
A comparison was made at the medium noise level of an optimally 
tuned PI controller and the preditor controller used in Run 7. The 
results of a 16 hour run are shown in Figure 5,11 and Table 5.8. For 
this particular case the PI controller did almost as well as the 
predictor controller showing only a 12% improvement untuned and 21% 
improvement tuned.
Summary
A control strategy was designed based on the model developed 
in Chapters III and IV. The stochastic portion of the model was used 
to predict the error from set point a number of sampling periods in 
advance. The dynamic portion of the model is then used to calculate 
the value of the manipulated variable that will counteract this pre­
dicted error. Applying this control strategy to a second order sys­
tem including dead time showed that the change in the manipulated 
variable could be reduced by adjusting g, X or without adversely 
affecting the control error. This particular system became uncon­
trolable for a dead time greater than .5. Decreasing the sampling 
rate was found to be the best solution to this problem. The predictor 
controller showed on the average a 50% improvement over an optimally 
tuned PI controller for a noisy system and step changes in both dis­
turbance and set point.
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Figure 5.11. Comparison of Predictive Control and PI Control of a Chemical Reactor.
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TABLE 5.8
COMPARISON OF PI AND PREDICTOR CONTROL OF A CHEMICAL REACTOR 
Predictor Controller PI Controller K
Untuned Tuned
Se2 726.55 650.30 826.98 3.9





The complete procedure for obtaining the model and controlling 
the system was then demonstrated on a chemical reactor. It was found 
that although a very good fit of the experimental data could be ob­
tained, that equivalent control was not always possible. Since im­
proved control also means more change in the manipulated variable 
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NOMENCLATURE
Z = magnitude of disturbance at time pP
Z (t) = best predictor of Z ,, made at time pP p-rl
a  = uncorrelated random variables or while noise
S = summation operator
V = backward difference operator
Yj = parameters in stochastic model
M = level of manipulated variable at time oP
m = change in manipulated variable between time p-i and pP
X = accumulated compensation at output
x = compensation between time d -1 and p?
g = steady-state gain of system
5. = parameters in dynamic modelJ ‘
= .. parameters in dynamic model (function of 0.)
a = dead time parameter
R = setaoint at time aP ‘ 1
APPENDIX A 




The method of optimum gradient employed is due to Beckey (1).
The steps are:
1. Determine the direction of the gradient at the starting 
point P .
2. Perform a linear search in the negative gradient direction 
to locate minimum ooint P..i
3. Repeat steps 1 and 2 until minimum is located.
Discrete approximations for the partial derivatives are used in the 
calculation of the gradient and are obtained by perturbing each para­
meter by .01% as suggested elsewhere (17). The method is called 
optimum gradient as an optimum point is located in each linear search 
and an optimum step size is calculated based on a modified Newton- 
Raphson method. The step is taken in the negative gradient direction 
and the criterion function is evaluated at this point and halfway 
between this point and the originahL point. On the basis of these 
values the step size is doubled or halved until the approximate 
minimum is located. In order to determine the minimum more accu­
rately, quadratic interpolation is used over the last three values 
of the criterion function. The step size for future iterations is 
determined from the results of previous iterations. The method is 
terminated when the gradients and parameter changes become very small.
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1. For starting values relatively far from the optimum, this 
method will usually pick good directions and reduce the 
criterion function rapidly during the first few iterations.
2. The method will inherently stay away from saddlcpoints (21). 
Disadvantages are:
1. Since the analytical partial derivative functions are
usually not available or are impractical to evaluate, 
numerical methods were used to estimate the partials with 
the resulting inaccuracies.
2. Very slow convergence is incurred in most cases as the
optimum is approached. Theoretically it will take an 
infinite number of steps to reach the optimum.
3. The method has a tendency to oscillate.
Grad lent Partan
Gradient Partan or the method of parallel tangents stems from 
the fact that, for a two dimensional positive definite quadratic 
criterion function, the line joining the base point and the point 
obtained after two iterations of optimum gradient passes directly 
through the optimum. The steps in this method implemented are:
1. To start the search perform two iterations using the tech­
nique of optimum gradient from point to locate points
P9 and P^ (refer to Figure A-3).
2. Perform a linear search along the line connecting points
P. and P.. to locate minimum P, .i. J ~f
3. Determine the direction of the gradient at the point .




4. Perform a linear search in the negative gradient direction 
to locate minimum P^.
5. Perform a linear search along the line connecting points
P„ and P. to locate minimum ' P. .2 a 6
6. Continue with one step in the negative gradient direction
and then one step in the acceleration direction until the
minimum is located.
The computer program for this method uses the linear search technique 
present in the optimum gradient program. The optimum step size is 
calculated separately for the acceleration steps and the gradient 
steps. For a quasi-quadratic function the method of gradient partan 
will converge to the optimum in 2N-1 unidimensional searches provided 
no error is incurred during gradient calculations or linear searches.
For functions that are not quasi-quacratic, partan will not reach 
the optimum in 2N-1 steps. It is also best not to locate the minimum 
for the one dimensional search too accurately as this may cause 
sticking on a resolution ridge (21). The method is terminated when 
the parameter change and the gradients become very small.
Advantages are:
1. As the first few iterations are in the gradient direction,
bad starting points will not be a handicap.
2. The acceleration step removes some of the oscillation 
present in optimum gradient and gives the method the abil­
ity to follow ridges.
lavidon'3 hethod
The variable metric -method of minimiaation developed by llillin...
C. Davidon is also a gradient method (3). In the process cf locating
each minimum a matrix which characterizes the behavior of the function 
about the minimum is determined. For a region in which the function 
depends quadratically on the variables, no more than N iterations 
are required, where N is the number of variables.
Outline of Method
1. The metric matrix and the gradient are usee to establish 
a search direction.
2. Successively larger steps are taken in this direction until 
the relative minimum is bracketed.
3. A linear search is performed to locate the minimum within 
the interval. The improvement in the criterion function is 
compared with a step perpendicular to this direction at the 
relative minimum.
4. The metric matrix is updated based on information about the 
function obtained in this direction.
In the neighborhood of any point the second derivatives of f(x) 
specify a linear mapping of changes in position, ax, onto changes 
in gradient dg. For example in the case of the i >' Ll variable
\T 2
d = I dx.\dx./ , , ox.dx. jx j=l i j
..2^ o 1 _ ., . .vnere E   -—  = H. . or cne nessian matrix. ir m i s  matrix were
c x .-
constant ana explicitly known, then the value of the gradient at any 
point would suffice to determine the minimum. In this case the de­
sired step Ax would be given by
_ ! '7 t  1-1 £)f_
“ ‘j ^ij'i b x ±
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Since the matrix K. . is neither constant nor known this method eir.nloysxj ‘ J
an iterative technique to iirnrcve the estimates of II. . based on thexj
changes in the gradients and the parameters. To start the method,
H_. . is set equal to the unity matrix, making the first step in the x J
direction of steepest descent. After every N + 1 iterations the 
metric matrix is set back equal to the unit matrix. In the linear 
search portion of the program cubical interpolation is used to locate 
the minimum. The method is designed for problems where an analytical 
expression is available for the derivatives. However a modification 
of this -method has been published by Stewart (19) which indicates 
how to use difference approximations for the derivatives.
Advantages:
1. This method is the basis for one of the most powerful gra­
dient methods known to date.
2. The method has the property of quadratic convergence.
3. As the dinensionality of the search increases the number 
of function evaluations only increases in a linear manner.
jiSafl van t C. 2 £ s *
1. The method works best when ar.alitical express ions are avail­
able for the derivatives.
Conjugate Gradients
The method of conjugate gradients used in this survey was de­
veloped by Fletcher and Reeves (1 ).
Crflir.e of Method
J0
the searcn a:_r-.ctioa c^ = -j.
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2. Perform a linear search in the direction d. on the linei
through x^ to locate the relative minimum >n__-.
3. Evaluate the gradient g... at x,,, and calculate
1 + i  l r l
2 , 2  
=  Cr Cr
i °i+l °i
4. Calculate the new direction d... = -g.,, + S.d..1+1 i+l ri i
5. The method is terminated if g. = 0 or N + 1 iterations°i
starting from a steepest descent search, produces no re­
duction in the value of the function, otherwise a new 
iteration is started.
This process is guaranteed, apart from rounding errors, to locate 
the minimum of any quadratic function of N arguments in at most h 
iterations. For functions which are non-quadratic the process is 
iterative. After every N + 1 iterations a step is taken in the neg­
ative gradient direction to prevent oscillation and slow convergence. 
The linear search used in this program is the same one used in both 
Davidon's method and the Fletc’ner-Powell modification.
Advantages:
1. Particular advantages of this method are its simplicity and 
its modest demands on storage space (only three vectors 
are required).
2. This method also exhibits quadratic convergence.
Fletcher, Powe11 Modification of Davidon 1s Method (11)
This method is a modification of the original method devised by
W. C. Davidon (8) and published in 1959.
Outline of Method
1. Given the parameter vector x. and the gradient vector gi i
calculate the direction d.:i
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d. = -H'.g.1 I X
where II. is the metric matrix which is initially the unity x J J
matrix.
Find o', so that the criterion function f(x.+cr.d.) is a x x x x
minimum along x.+cr.d..x x x
Set x.,, = x. + cr.d. and calculate g.., = g(x.in) and Y. = x+1 x x x  tox+l x+1 x
a  -  cr
°i+l °i
4. Form by
T Td.d. H.Y.Y. H.7T n  , 2- X X X X X
H .  , , -  H . t  ot m   “ ---- 77----------iml i x ^ l̂ . x.̂  ^
i i i “i^i
5» Terminate the search when the direction d. and the parameter
c. become less than some minimum, x
This method like Davidon's has quadratic convergence and will require 
11 iterations to converge for a quadratic function. If convergence in 
general is not reached in N iterations or if the directional deriva­
tives are positive the metric matrix is set equal to the unity matrix 
and the search started again. This method like Davidon's was designed 
to use analytical expressions for the derivatives. If difference 
approximations are used care must be taken to obtain accurate values. 
This may mean going to central differences in certain cases. The 
advantages and disadvantages are basically the same as for Davidon's. 
Karquar-dt's Method
This method developed by Marquardt (14) provides for an automatic 
transition from the method of steepest descent to Gauss-Newton as the 
minimum of a function is aoproached.
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Outline of Method
1. Form the matrix A and E where
v „ of.
i = 1, 2 -  M j = 1, 2 -  N
, NxN , T.A = d b
~ TA = b (R-f ) R = experimental datao 1
M = number of data points 
N — number of parameters
= value from mathematical model at point i 
X = parameters
2. Scale the matrix A and the vector b by the square root of 
the diagonal elements of A.
5. Solve
( A * + \ I ) G * = b *  £ = £*//A
J <J
X~r 1 ^4. Evaluate the criterion function at X T = -i- Q
If the criterion function is less than the previous go to 
step 1. If tf2 criterion function is greater than the pre­
vious adjust the value of X and go to step 3.
A sufficiently large X always exists which will give a Q value that 
will decrease the value of the criterion function if X is not at the 
minimum. I\rnen X =  0 this method is identical to the Gauss-Newton 
method and when \ » it is similar to steepest descent. Intermediate
values of X give trajectories between that of steepest descent and 
Gauss-Newton. Several values of 1 will usually be tried during each 
iteration to find the best, as it takes considerable effort to
reevaluate A and b. This method tries to utilize the best qualities 
of two different techniques, steepest descent for points far removed 
from the minimum and Gauss-Newton in the vicinity of the minimum. 
Rotational Discrimination
The method of rotational discrimination, developed by Law and 
Farris (9), is probably one of the most sophisticated methods avail­
able.
Outline of Method
1., Select a base point, pG, and a maximum allowable distance 
factor L.
2. Compute —  and ■G ~ ~Y—oX ,̂,2OA
-,2 o,
3. Find the eigenvalues and eigenvectors of -2 L.v- )
ox
Tand calculate C = S ° '"—  S ordering the diagonal
ox“
elements in descending algebraic order. S is a vector of 
scale factor.
4. Starting with y^, the elements of y are computed by
Y = - —  / C i oY. 7 ii
until
a) i = N
b) C. . a: 0ii
c) y1 > L
5. When the sequence is terminated for reasons (b) or (c)(,c; aoova
tnthe k parameter, then a switch is made from Newton's mechod t
steepest descent lo0ic. For the parameter, y
to
is tnen assigned
a scale factor of 1 and
- -L 3gn & A^ \Oi, /
Iv
6. If there are parameters in the list after the k j. one, the 
steepest descent logic is continued until the end of the 
parameter list is reached.
•v 47h - \ h fr / 5yx k
7. The resulting Y vector is converted back into a Ax vector
by Ax = SY and a one-dimensional search along the vector
x = x° t  oAx is performed.
S. The distance factor is updated from
. i+iL
— —  = exp S.. 88255 tan (.56654 In a)]
L 1 o
9. Convergence is achieved when either
a) the change in f between iterations is within a tolerance.
b) aAX becomes very small.
c) each -r~—  becomes very small.O A  .1
If convergence is not met, go to step 2.
Rotational discrimination is basically a tactic for choosing a supe­
rior search vector in terms of rotated coordinates which exhibit 
zero local interaction. The program requires external scale factors 
so that a move in any direction will cause approximately the same 
change in the criterion function. Based on the assumption that this 
c_n be done rotational discrimination attempts to combine the best 
features of Newton's method and a form of steepest descent to compute
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a search vector. If resonable external scaling cannot be provided, 
the algorithm will still operate, but will tend to resemble either 
Causs-Newton or steepest descent in its behavior, usually the former. 
Pattern Search
The pattern search presented in this paper is discussed on page 
307 of Reference (21).
Outline of Method
1. Evaluate the criterion function at the initial point b^.
2. Make a trial step in each of the coordinate directions. If
the value is better than the previous point use it as a
base point and step about it in the other directions. If 
the criterion function is higher than the bast value to 
cate step in the opposite direction and evaluate the crrca- 
rion function. If no improvement is found for this co­
ordinate direction, step in another direction from the best 
point available.
3. After each coordinate direction has been tried an accele­
ration step is made in the direction of the line connecting 
the original and final comparison points used in each ite­
ration in step 2. The length of the acceleration step is 
tha distance between these two points. The criterion func­
tion is not evaluated at this point but step 2 is initiated 
using the best point available for comparison.
4. The method is terminated when a step in all directions yields 
no improvement.
To increase the efficiency of the computer program a large step-sise 
is used initially and after it fails to yield improvement the step
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size is reduced by a factor of ten. The program terminates after a 
specified number of step reductions have been made. The successful 
•directions are stored during each iteration and are tried first in 
the next iteration.
Advantages:
1. Derivatives do not have to be evaluated.
2. As the number of variables increases tne computation rime 
increases only as the first power of the number of variables.
3. The method has the ability to follow a ridge.
4. Simple inequality constraints can be incorporated into the
method.
Disadvantages:
1. An initial step size must be read into the program. The
value of this step size effects the efficiency of the search.
Powell's Method
This method minimizes a sum of the squares of non-linear func­
tions by changing one variable at a time. Each iteration starts 
with a search along K linearly independent directions starting from 
the best known approximation to the minimum. Initially the directions
are chosen as the coordinate directions.
Outline of Method
1. For a base point x^ for i = 1, 2  N, where N is the num­
ber of variables, calculate cr. so that the criterion func-’ i
tion f(x. ,+cr.d.) is a minimum and define x. = x. ,-rcr.d..x-1 i i i i-l x i
2. Find the integer k,(l £ k £ N) so that {f(x, 1-f(x, )1
i>. -  X ix J
is a maximum and define 4 = f(x% -f(x,_).
1




4. If either f„ 2: f and/or1
(fr 2f2+3) • (fr f2-A)2 s ^A(f1-f3)2
then use the old directions d., d»  d for the next ite-i 2 n
ration and use x for the next x„. Otherwise, n 0
5. Define d = x^-xq , calculate a so that f(x^-Gc) is minimum,
and use d., d„  d , d  d , d as the directions and1  2. Tu *" 1  u V t  i  n
x̂ . + ad as the starting point for the next iteration, 
the linear search in this method is pcr_ormed by fitting a quadratic 
equation to three function evaluations in order to predict the turn­
ing point of the quadratic. If this point is within the maximum step 
allowed the criterion function is evaluated there and replaces one 
of the original three points. If the predicted step exceeds the max­
imum step allowed, a step is taken equal to the maximum. This is 
repeated until two points fall within the required accuracy which is 
then designated the minimum.
An alternate technique of this methoo was also programed. The 
same basic logic is used but a different linear search--an open ended 
Fibonacci search. Since the extreme points are not known the minimum 
must be bracketed by stepping out in an accelerated manner from the 
base point. Once the minimum is bracketed a Fibonacii search is per­
formed to locate the minimum within the desired accuracy.
Both methods have been programed so that initially the required 
accuracy of the linear starch can be low and increased as the minimum
Advantages:
This method converges rapidly from a bad approximation
2. Every variable has a chance of changing an equal number of 
times, whereas in Smith's method (IS) this is not true. 
Rosenbrock' s lietho d
finding maximums or minimums and can be used when the variables are 
restricted to a certain region.
Outline of Method
1. Trial steps are taken in one search direction and the step 
size adjusted until one step has failed and one step has 
succeeded in each direction. All successful steps are used 
as new base points. Initially the coordinate directions
2. New directions are now chosen using the following technique.
Rosenbrock's hill climbing method is a pattern search method for
are used as the search directions
Let c^ be the algebraic sum of all the successful steps in




Return to step 1 using the new directions.
is the vector joining the initial and final points in step 1 a 
A 9 is the sum of all the advances made in directions other than t 
first. The A vectors are then transformed into a set of orthogon 
unit vector.; B and finally into the new direction vectors d. Ey 
using this method of determining the directions the vector, d^ is 
always along the direction of the fastest advance and d^ along the 
bast direction normal to d^ and so on. This program always starts 
out with an initial step size of .1. The step length there after 
adjusted by a factor of .5 or 3. as the logic requires.
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GC' I F  2 3
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C C  1 7  I I  =  ]  , N C  ! <  P  2 
C C  1 3  K K  =  1 , ! \ C R F 3
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P L  I  =  P L  I B  
G S  =  G S P  
C  C  2  A  £  J  =  1  ,  N  F  
P  (  J  )  =  T  U  (  J  )
G  {  J  )  =  G  H  (  J  )
G C  T C  2 1
G S S  =  2 .  #  S  B L C C K  A 9
I P X  =  3
& -x- a ■> a a a a a fi- a a fi * a fi fi a a a * fi k a a a * a * « a a a a fi «*&■«* fi a * * * a fi * * fi t- a * fit a a a a fit a * -a1; a fi-fi- * a a a * < a a *
C  f <  E  S  S
« « * * « * * * *  J t !  »*«■#«• »»■»«••(;• * • » • » # # # « ■ « * *  « fi fi fi *  fi * fi fi fi fi- « I- fi fi fi fi fi fi- fi fi fi fi fi fi fi fi fi fi fi fi fi fi fi fi
T H E  F  I .  R  P  C  S  r  C L  T H I S  S E C T I O N  I S  T C  M O D I F Y  T H E  H E T R I C  H  C N  I L L  
B A S I S  C F  I  \  E  0  R  N  A  T 1  N  O R T A I N E C  A B O U T  T I E  F U N C T I O N  A L O N G  T H E  
C  I  R  F  C  T  I  C  P .  S  .
i fi fi fi * fi fi * fi fi fi fi fi fi fi t i fi fi fi r. fi fi « k K- fi fi fi fi « i : fi a $: fi- k k *- fi k a fi -s « fi a a- a a < a a a « * a a a -a fi fi- a c- a a- fi a -a a fi fi a
C C 2  5 C  J  =  1 , \ P  
P  {  J  )  =  T  U  (  J  )
C - C  T C  (  5 1  ,  5 7 , 5 9  )  ,  I  K *
C A L L  C U L T  ( H  , C L S  ,  T C  ,  3  .  ,  , \ P ,  1  )
C A L L  I  \ P R O U ( T C , C U S , I  C , i \ P )
I F  ( T C  -  C S S * * 2 / S C S  -  E P P  . L T .  0 . )  G O  T O  5 5  
C C  5 A  I I  - -  1  ,  ! \ D  
C C  5 A  J  =  1 , K  P
L ( I  I , J )  =  H (  I  I , J )  -  T U (  1  I  )  f i  T  L  (  J  >  /  T  C
C  C  I .  T  A  =  C  E  L  T  A  f i  l \  L A P  f i  G S S  /  T  0
C C  5 6  I I  =  1 , ! \ P  
C C  5 6  J  =  l , i \ P
H  {  I  I  ,  J  )  -  H ( I I , J )  +  ( w L A K / O S S )  «  S I  I I )  f i  S ( J )
P H I  =  P I  I R  
D C 2 3 8  J  -  1 , , \ P
B L C C K
B L C C K  5 1  
B L C C K  5 ?  
B L C C K  5 3  
B L C C K  5 A
B L C C K  5 5  
B L C C K  5 6
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2  5  8  G ( J )  -  C  G  (  J  )
I P  { I F F  N T  . G C .  C  )  C C  1 ( 3 1 5 8  B L C C K  5  7
W R I T E  ( 6 ,  1 1 5 )  I ,  F t  I  
W  R  I  T  0  (  6  ,  1  5  )
D C 2 5 7  J  =  1 , N P  
2 5 7  W R I  1 ' E  ( 6 ,  1 1 0 )  J  »  F  (  J  )  i  G  (  . J  )
W R I T E  ( 6 ,  1 - . J M  
D C  3 5 7  J  =  l , i \ P  
3 5 7  W R I T E ( 6 , 1 1 1 )  J ,  ( I - (  J  ,  J  J  )  ,  . 1 J  =  l , i \ P )
W R I T E  ( 6 , 1 3 0 )  C E L T / '
1 5 8  I F  ( X X  .  N  E .  N D  ^  1 )  G O  T f l  5 8  
C  C  4  5  7  I  L  =  1  ,  n .  P  
C  C  A  5  7  J  =  1 ,  t \  P  
K I L . J )  =  J  •
^ 5 7  H { I L ,  I L )  =  1 .
D E L T A  =  1 . 5  
K X  =  C
5 8  I  =  I  +  1  B L C C K  5 8
I  P  (  I  . E C .  2 1 )  R  C  T  L  R  . \
K  X  =  K  X  +  1
I F ( P P I  +  P V I N  . C F .  C L D P H I )  G C  T C  6 7  
C L D P F I  =  P K r  
D C  7  J  J  =  1 , , \ P
I F ( A E S ( S ( J ) ) . G T .  P F I N )  G O  T O  6
7  C -  i  F  (  A P S  (  S  I C V A  (  J  )  )  . G T .  .  C  0  I  )  C C  T C  4
G C  T C  6 7
5 9  D E L T A  =  D E L T A  *  W L A P  *  S G S  /  C S S  B L C C K  5 9
D C .  6 C  I I  =  1 , N P  B L C C K  t v
C  C  6  C  J  =  1  ,  \  P
6 :  1 ( 1 1 , 2 )  =  F ( I  I , J )  - t  S  (  I  I  )  *  S ( J )  *  W L A y  /  ( G S S  #  S G S )
G C  T C  5 7
C  * •' J" *  s  -  a -  { -i «  t  !  < f  s  s  {  < s a c  a  a  a -a a a  a  *  n a a  a  t  a  « «  a -a- * *  a- ■» * *  *  tt * a  *  e s - « » e s e # 8 s e a * * - i t « « s i - s s t -  a- a  -a
6 7  W R I  T E  ( 6 ,  1 2 7 )  H L C C - K  6 7







W  R  I  T  c  (  b  ,  1  5  )  
n r ? 6 7  j  =  i , i \ p  
2 6 7  V \ R  I  I ’ t  (  6  j  1 1  j  )  J  j  F  (  J  )  i  G  (  J  )
W R I T E  ( 6 ,  1 - J 6 )
C C  3 6  7  J  =  1  t  N F  
3 6  7  W  R  I  T  E  (  6  ,  1 1 1  )  J ,  (  I - (  J  ,  J  J  )  f  J  J  =  i , N P )
W  R I T  E  (  6  ,  1  3  : ■ )  C E L I A
P C - T U R N
E N D
S U B R O U T I N E  f  3  C  U  N  r  S ( X  ,  I  )
C l  P E N S  I C N  X  (  1  ■ _ '  )
I  =  C
I  F (X ( ] ) . L T .  C. ) G C  T O  I  7 j  
I  F  { X  (  2  ) . G T .  X  (  3  ) - f  1 .  ) C.n I f  1  7  J
I  F  (  X  (  2  )  . L I " .  (  -  X  (  3  )  -  1 .  )  )  G C  F C  1 7  3
I F  (  X  ( 3  )  . G T .  1 .  }  G C  T C  1 7 " .
I  F  {  X  (  5  )  . L T .  C . )  G C  T O  1 7 '
I  F  (  X  (  5  )  .  C  T  .  (  6  .  -  X  (  L )  )  /  2  .  )  G  C  1 C  1  7  j
I  F  (  X  (  6  )  . L T .  C . )  G C  T O  1 7 . )
R E T U R N  
1 7 0  I  =  1  
R  E  T  U  R  h 
E N D
S U R R C I T  I  N i t  C E R T  (  G  ,  R E  I  ,  P  ,  N P  )  .
T H E  F U N C T I O N  C F  T H I S  S U B R O U T I N E  I S  T O  E V A L U A T E  T H E  
I F  A N  A N A L Y T I C A L  E X P R E S S I O N  I S  A V A I L A B L E  F O R  T H E  O E  
S H O U L D  B E  U S E D  I N  T H I S  S U B R P L I  I N L .
C C Y f - ' C N  X  A  (  5  /  ' !  )  ,  Y  A  (  M ,  K  J  K  ,  G  A  I  ’•]
r ;  i  f  c  n  s  I  c  n  g  ( i  ■ ;  ) ,  p  1 1  c  j ,  p  2 ( 1 :  j
C A L L  F U M P H I , P , N P )
G  R  A 0 1  E N T .
. U  V A T  I  V C  I T
208
c c  i r  i
1 C  P 2  ( i )  = I M  I  )
1 ,  N  p
C C  1 1  I  
C  E  L  T  A
1  ,  N  P  
A  P .  S  ( 1  *  P (  1  )  )
■  i f ( c e l t a  . l t .  > :  i )  d e l i  a  -  . c . : o c o i
1 3  P  2  <  I  )  =  P (  I  )  +  C  £  L 1  A
1 2  C A L L  F U N  {  P H  I  1  ,  P . '  ,  \ P  )
C -  {  I  )  =  (  P L  I  1  -  F I -  I  )  /  C E L T  A
1 1  P 2 (  I )  =  P (  I  )
R E T U R N
E N D
S U B R C L T I M E  N U L T  {  A  ,  F  , C , C , N A , N ! C )
C C N N C N  X  A  (  5  ’  )  t  V  A  (  £  . >  )  ,  , \ i ,  K J K . G M i - J
D I P E N S I C N  A  (  K  ,  2 )  ,  H (  1  .  )  ,  C  (  1  .  )
D C  i  I  =  1 1 N  f t  
C  (  I  )  =  3 .
C C  1  K  =  1 , N A  
1 C ( I ) = C ( I ) + / U I , K ) « R ( K ) * C  
R E T U R N  
E N D
S  U  R  R  C  L  T  I N C  I  N  P R C  C  (  X  ,  Y  ,  Z  ,  L  )
C C P N C N  X A  (  3  . 3  )  ,  Y  A  (  £  ; . )  )  ,  , \ | ,  K  J  K  ,  G  A  I  N  
C  I  N  E  N  S  I  C  N  X  (  1 C  )  ,  Y  {  1  )
z = (..:
C C .  A 1  K A  =  1 , L  
S U P  =  X ( K  A )  *  Y ( K  A )
A 1  1 = 2  +  S U P  
R  F  T  L  R  N  
E N D
S  L  B  R  C I T  I  N  £  I N  P U  1  (  C  F . n ,  N  P , P  ,  I - ,  C  E  L  T  A  ,  1  P  R  M  T  ,  P  N  I  N  )  


























C  T H I S  P R O G R A M  R E A L S  I K  N E C E S S A R Y  I  N  F O R M  A T  I C N  F C R  D A V I O C W
C  C P T I M I Z A T I Q \ .
C
C  I  M  i :  N  S  I  C  \  ?  (  1  : )  ,  P  {  1  j  ,  1  ; •  )
R  E  A  C  (  5  r  1  ■ - '  )  E P t  C ,  F M I N ,  I M P ,  1 P R M  
1 C  F O R M A T ( 3 F  1  0 .  5 , 2  I  I S )
E P  =  T  W  C  T  I  y  F  S  F R A C T I O N A L  A C C U R A C Y  T O  W H I C H  T H C  F  U M C  T  1  C  R  
I S  I C  R E  M I M M I Z r C
C  =  A  L I  F I T  I N C  V A L L E  F O R  W H A T  I S  T O  B E  C O N S  I  H E  R E D  A S  A  
R E A S O N A B L E  M I M M L M  V A L U E  O F  T H E  F U N C T I O N .  F O R  L E A S T  S Q U A R E S  
P R O B L E M S  H  C A N  E E  S E T  E Q U A L  T C  Z E R O .
P F I K  I F  A L L  P A R A M O I E  R S  C H A N C E  B E  L E S S  T H A N  T H I S  A F P U N T
C R  I F  A L L  C O V P C N E N T S  OF T H E  C I R  E  C  T  1 0  M  A R E  L E S S  T H A O  T H I S  T H E  
S  F  A  R C  F  I S  T  E R F I N A  T  C L
K P  =  K  U  M  E  F .  R  C F  P A R A M E T E R S  I N  T E E  S Y S T E M .
I  P R  N T  =  C .  W I L L  E L I M I N A T E  P R  I K  I  I N C  A T  E A C H  I T ' - R A T  I L K .
R  F  A  C  (  5  ,  J .  5  )  (  P  (  I  )  ,  I  r 1 ,  \ P )
1 5  F O R M A T ( L F 1 3 . 5 )
P  =  I M T I A L  G U E S S E S  F O R  A L L  P A R A M E T E R S .
C C  2 C  T  =  1 , N F  
C C  2 C  J  =  1 , N P  
H  (  I  ,  J  )  =  j .
2 C  H ( I , I  )  =  1 .
C  E  L  T  A  -
F  I S  A  N O V - N E G A T I V E  S Y M M E T R I C  M A T R I X  W H I C H  t v  I L  L  B E  U S E D  A S  A  
M E T R I C  I \  T H E  S P A C E  O F  T H E  V A R I A B L E S .  I F  A N  E S T I M A T E  P I  T H E  
A C C U R A C I E S  C F  T H C  I M T I A L  P A R A M E T E R S  A  A  L  K N O W N ,  T H E I R  S Q U A R E S  
U S E D  F C «  T H E  C l  A G C N A L  M A T R I X  F !  K  t  P  L  A  C  I  N  G  T H E  I N  I T  M  A  T  R  I  X  .  T H E






o B E 5 I  K N C w N  V A L U E S  C  F  H  S H O U L D  H  E  U S L D  I F  C O N  T I M  L *  I  \ G  A P R O B L E M
T H E  H  U S E U  I K  H  I S  P R C M / U '  A S S U R E S  T H A T  T H E  H I T S !  S T E P  T A K E N
I S  I N  T H E  U I T L C I I I N  O F  S  T  F  f  P E S T  C  E S C  E M ' .
D E L T A  I S  T H E  C  E  I  E  R  f -  I  . \  A . \  T  0  F  I  .




































f S U R R C L T I N t  F P C G  P U R  PC St
T C  F I N D  A  L C C A L  P  I N  I  P I J P  O F  A  F l i N C l  I O N  C l -  S E V E R A L  V A R I A B L E S
B Y  T F C  f - ' -  F  T  h  C  C  C F  C O N  J U G  A T  F  G R  A O  I C N  1  S
U  S  A  G  C
C A L L  F P C G  ( F U N C T  , N  *  X , F , G , C  S T , L P S , L I P  I  T  ,  I  F T , H  )
D E S C R I P T I O N  C F  F  A  A  A  P  F  I  i  S
F U N C T  -  U S F R - V i  R I I  T E N  S U B R C U T  I N E  C O N C E R N I N G  T H E  F U N C T I O N  T C  
B E  P  I  M  P  1  7  L  D  .  I T  P  U S  1  C  C  0  F  T  H  E  F  0  R  M  
S U B R C  L T  I  N E  E U N C 1  ( K , A R C  , V A L , G C A T  )
AND F U S T  S E R V E  T H E  C C  L 1 . 0 1  \ G  P U R P O S E
F C R  F A C E  N - U  1  P E N S  I f  A  L  A R G U M E N T  V E C T O R  A R G  »
FUi\CT ICN VAL U F AN C GRADIENT VECTOR MUST BE COPPUTFL'
ANC» C\  i <FTUR\ , s  ICR EC 10 VAL AND GRAD RLSPLCTI VLLY 
N. -  NUMBER CF VARIABLES
X  -  V E C T O R  C F  D I M F N S I C N  N  C  D M  1 '  A  I  N  I  \ ' G  T E E  I N I T I A L
A R G U M E N T  W H E R E  T H E  I T E R A T I O N  S T A R T S ,  C M  R E  T U R N ,
X  E C L C S  T E E  A R G U M E N T  C O  R , <  E  S  P O N D  I  N G  T O  T  l i t
C  C P  P  L  T  E  i: P  I  I  N i l . l !■' V U N  C  T  I  O N  V  A  L  U  F  
F  -  S I N G L E  V A R I A B L E  C C N T A I N I N G  T H E  M 1 K I P U P  F C M C T I C M
V A L U E  C N  R E T U R N .  I . E .  f  =  F  C  X  )  .
I  X I N G  T E E  G R A D I E N T  
P I N  I  P U P  C N  R E T U R N ,
G  -  V F C T C H  C l  D I  M E N S I C N  N  C O N T
V E C T O R  C C R R t s P ( J D  I N G  T O  T H  
I . E .  G  =  G ( X  )  .
E S T  -  I S  A N  E S T I M A T E  F I T  T F C  P I N 1 P U P  F U N T I U N  V A L U E .
E P S  -  T E S T  V A L L E  K , r : P R  C  S  L N  T  I  N G  T i l L  I :  X P E C  I  F C  A U S 0 L U T E  E R R C  F  .
A  R E A S  C  N  A  B  L  F  C H O I C E  I S  l . F - E f , ,  I . E .
S C P F W F A T  G R E A T E R  1 1 -  A  \  l . E - C .  W E ’ E  A L  D  I S  1 H E  
N U P B F R  C F  S I  C  N  I  f :  I  C  A  , W  1  D I G I T S  I N  F  L  0  A  T  1  F T  G  P  0 1  N  T  
R E P R F S  E N T  A T  I  O N .
U N I T  -  P A X  I  F U N  N U M B E R  C F  1  1  C  R  A  T  I  f j  i \  S  .
1 E F  -  F R R C H  P A R A M E T E R
































I G R  =  1  ^ T A N S  • • • • ! ( '  C O N  V  E  R  C L  a C l  1 \  L  I  M  I  I  1  T l  R A T I O N S
I G R  = - 1  M E A N S  E R K F i a S  I N  G R A D I E N T  C A L C U L A T I O N ’
I 6 R  =  2  M E A N S  L  I N  T A P .  S C A R C E  T E C H N I Q U E  I N D I C A 1  F :  S  
I T  I S  L I K E L Y  I  I J  A 1  T H E R E  E X I S T S  N C I  M I N I M U M .
E  -  W O R K I N G  S T O R A G E  f ! l  D I M E N S I O N  2 * N .
R  E  M  A  R  K  S
I )  T H E  S U P R C L  I  I N C  N A M E  R E P L A C I N G  T L L  D U M P Y  A R G U M E N T  l : U N ' C T  
F U S T  B E  C E C l A R E C  A S  E . X I  C R N A L  I N  T I ' L  C A L L I N G  P R O  G  R  A  M .
N A F L L Y  C L R F  E X T L R N ’ A L  D E R F
I I )  I E R  I S  S E T  T C  2  I F ,  S T E P P I N G  I N  O N E  O F  T I ’ L  C O M P U T E D  
D I R E C T I O N S ,  I L F  F U N G T I C N  W I L L  N E V E R  I N C R E A S E  W I T H I N  
A  T O L E R A B L E  R A - - I G T  O F  A  R  G  L M L N T  .
1  t R  =  2  F A Y  C C C L J R  A L S O  I F  T H E  I N T E R V A L  W H E R E  F  
I N C R E A S E S  •  I S  S  ' I  A  L  L  A  C  T E E  I M  I  T  I  A  L  A  R  G  I :  F  i :  N  I  W  A  S  
R E L A T I V E L Y  F A R  A W A Y  f  R O M  T H E  M I N I  M U M  S U C H  T E i A T  I M F  
M I N I M U M  W A S  C V F . R L E A P E P .  T H I S  I  S  •  D U E  T O  T I ' L  S E A R C H
I E C H N I C U L  W H I C H  D O U B L E S  1 H F  S T  H P  S I Z E  U N T I L  A  P O I N T
I S  F C U N C  U E L R F  T l - E  F U N C 1 I C N  I N C R L A S F S .
S U B R O U T I N E S  A N D  F U N C T I O N  S U B P R O G R A M S  R E Q U I R E D  F U N C T
S U B R O U T I N E  P  P  C  C  (  P  ,  H  I  )  M U S T  E V A L U A T E  C R  I  T E R  I  ( K M  F U N T I O N  F O R
V E C T C R  P  A \ F  R E T U R N  T H E  V A L L E  I N  P H I .  S U H R O U I I N H  D t R F  W I L L
T A K E  C A R L  C F  T H E  G R A D I E N T S .
K J K  =  N U M B E R  C F  F U N C T I O N  E V A L U A T I O N S ,  I F  P R O C  P R U V I D F S  F U R  
C O U N T  I  \ ' G ,  A N T  KJK I S  E N T E R E D  I N T O  C O M M O N  
M L T I - C f
T E E  M E T H C C  I S  D E S C R I B E D  I N  T F F .  F O L L O W I N G  A R 1 I C L F  
R . F L L 1 C H L R  A  K  C  C . H . R E h V L S ,  F U N C T I O N  M  I  N I M I Z A T I  U N  B Y  
C O N J U G A T E  C R A G  1  I  M ' S  
C  C C F P I E R  J O U R N A L  V O L . 7 .  I S S . 2 ,  1 9 4 4 ,  P P . 1  A  9 -  1  3 A .
S U O R C l .  1  1  N E  F M C G  (  F U N C  T  ,  N  ,  X  ,  F T  i ; ,  E S  T  ,  E P S  ,  L  I  M  I I  ,  I  F R  ,  F I  )
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F I N I F U F  K A S  C V F R L E A P E C .  T H I S  I S  U U L  F O  T H E  S E A R C H
T F C F N I C I E  W H I C H  D O U F ' L F S  T I E  ' S  T  L  p  S  I  Z  E  U N T I L  A  P O I N T  
I S  F  L  U  N  C  W  F :  E  R  E  T I E  F  U  V  C  T  I  C  N  1  \ !  C R E A S E S .
S U B R O U T I N E S  A \ C  F U N C T I O N  S U P .  F R C G R  A M . S  R  L  L  U I  R  F  0  
F I  N  C  T
S U B R O U T I N E  P R O C ( P , P h I  )  M U S T  E V A L U A T E  C R I T E R I C N  I U  N T I  0  N  r  O R  
V E C T L R  P  A  N  C  R E T U R N  T H E  V A L L E  I N  P H I .  S U P R O U l I N f :  D F R F  W I L L  
T A K E  C A R E  L  F  T I  -  E  G  R  A  C I E M  y  s ,
K J K  =  N U M B E R  C ' F -  F U N C T I O N  E V A L U A T I O N S ,  I F  P k L C  P R O V I D E S  F C R  
C L  L U T I N G ,  A N  C  K J K  I S  E N T E R E D  I N  T I T  C O M i - L N  
F F T H C C
C TF E FI r u m :  is D E S C R I B E D  IN T F E  F O L L O W  INC. A R T I C L E
C R. F L E T C H E R  A i\ C t' . J . D ■ P 0 K ELI., A R A P I D  D E S C E N T  M E T  H D D  F O R
C F IN 1 1 7. A T I C K .
C C C F P U T L R  J O U R N A L  V 0 L . 6 , I S S .  2, 1 9 0 3 ,  P P . 1 A 3~ 1 6 B .
S U B R C L T  I M E  F M f P ( F L N C  T , N , X , F , C, E  5 T , E P S  , L I M 1 T , I. O R  ,H )
C C I F E  N S 1 0 , \  F C E U M F Y V R I A p L i S
COMMON X  R { - i ' } ) , Y A ( ; _  ) , N A j K J K , C A I N 
C l  M E N  S I  O F :  H  (  1  )  ,  X  (  1  )  ,  G  (  1  )  ,  X A  (  1  ,  _  )
Mt-o
l-o
C c r ' .1 ! r  f l T C i l i T  VM. i  T : A " i : a i v: A r  F ! :< 1 ! i 1 A !
CALI. I I  v :  ! ( • , ., • •, ' )
c h l  5. • - 1 IT i. a f 11: is c s m  ’.Fa; c:: : : a \ i F  i l t . m  11 y f a  n < i x
I ' a a.
K f U M O  
K2 = M N
A 2 = f\ 2 -i \
f \  3  1  -  N  - I  ]
K R -  iT\ •" ( +  7 ) /  i
} K -  i\ 3 1
c  r  a  j  =  i , i\
J- ( K ) = 1 .
N J - i \ -  J
I r ; a j  ) 5 ,  r>, j
2 Cr3 t .=  l , N J  
K L. = K -f !_
3  I  (  K  L  )  =  . . .
A K ~ K L -< 1
C START 1 r ’ M i !  U ' UP
5 K r.UK 1 - C IPS T -i 1
T T I  IT (6  , 6 .  ) K C t M
6C K.RPAT ( 1 -A I l !  . R A H  I T  \!C . I j )
h I: I T L- ( • ) ,  A. 1 ) ( ( I ) , 1 = 1,  ■;)
6 1  F  C  R !' / ' I  (  ?  i  P  i  '  I S .  7  )
r I i • (•' s •: :; ) r ,  k .i •;
62 f C R iv A T ( 7 1 J’ P i ] = L 2 . . S / 2 A I : RvC . (•, F U ' T I M ' ;  [VAUJ/ .  : I T S  113)
C S A V F  f -UT' .  I I C i\ V A I U l .  A R ; -\ | v i C T i  k A m :  f . RA ' A i  f ' IT VP ( ' . 10
r  l n f = f
C C 9 J .1 ,f\
!' = ?•;■! J 
I ( I '. ) -  G ( J )
I C I )  -  X  {  J  )
F  (  K  )  =  X  {  J  )
C  '  C E T F R M I  N E  D I R E C T I O N  V E C T O R  H
K  =  J  + 1 \  2  
T = 0 .
C C 8  L  =  1 ,  N  
T = T-G ('L ) *H ( K )
I  F  (  L -  J  )  £  ,  7  ,  7
6 K = K + N - L  
GC TC 8
7 K = K + 1
8 C ON T I N UE
9 H ( J ) = T
C CHECK WHETHER F U N C T I O N  W I L L  CECRL A SE S T E P P I N G  ALCNG H.
c v = c .
F K R R = C .
G N R N = C .
C C A L C U L A T E  C I P E C I  I UNAL COR I VAT I V E  AND T E S T V A L U E S  FOR D I R E C T I O N
C VECTOR H ARC G R A D I E N T  VECTOR G.
D C 10 J = 1 i N
F  N  R  F  =  F  N  R  0  +  A  8  S  ( H ( J ) )
G N R R = G N R R + A P S ( G ( J ) )
10  C Y = C Y + H ( J ) * G ( J )
C REPEAT SCARCE I N D I R E C T  I ON CO STEFI - ’ EST DESCENT I F  D I R E C T I O N A L
C D E R I V A T I V E  APPEARS TO RE P O S I T I V E  OR ZERO.
I F ( DY ) 1 1 , 5 1 , 5 1
C REPEAT SCARCE IN D I R E C T I O N  CF S T E E P E S T  DESCENT I F  D I R E C T I O N
C VECTCR H I S  S P A L L  COMPARED TO G R A D I E N T  VECTOR G.
11  I F ( H N R N / G N R F - E P S  ) 5 1 , 5 1 , 12
C  S E A R C H  V I N . I M T '  A L O N G  D I R E C T I O N  F I
C SFARCF ALCNG F FOR P O S H  I V E  D I R E C T I O N A L  D E R I V A T I V E
1 2  FY = F
A L F A = 2 . * I E S T -  F ) /  D Y 
ANBCA = 1 .
C USE E S T I M A T E  FOR S T E P S ! Z E  ONLY I F  I T  I S  P O S I T I V E  AND L ESS THAN
225
C  1 .  r  I  I  1  S f  T  A  i <  t  1 .  A S  S T E P S I Z i :
I  F  {  A  L  F  A  )  1  5  ,  1  5 ,  1  1
1 3  I  F  (  A I  F  A  -  A  N  3  C  A  )  1 4  ,  1 5 ,  1 3
1  A  A  N  G  C  A  =  A  L  f -  A
1 5  A  L  F  A  = , . .
C  S A V E  F U N C T I O N  A N  C  D E I * .  I  V A T  I V t  V A L U E S  F O R  O L E  A R G U M E N T
I d  F X  =  F Y  
C X  =  C Y
C C  1 1 6  I  =  1 ,  \
1 1 6  X A (  [ )  =  X { I  )
C  S T E P  A R G U N  E M  A L C N G  H
1 1 7  C  C 1 7  I  =  1  j  N
1 7  X ( l )  =  X  A  (  I  )  +  A  N  P  C  A  *  H  (  I  )
C  C H F C K  S T A B I L I T Y  L I M I T S
I  F  (  X  (  1  )  . L T .  • : . )  G C  T O  1 7 :
I  F  [  X  {  2  )  .  G  T  .  X  (  3  )  +  1 .  )  G O  T  C  1  7  L i
I F  ( X  ( 2  ) . L T .  ( - * m - l . n  G O  T C  1 7 7
I F ( X  C 3 ) . G T .  1 .  ) G C  T O  1 7  7
I F ( X (5) . L T .  S . ) CC T O  1 7 /
I  F  (  X  (  5  )  - G T .  (  4  .  -  X  {  6  )  )  /  2  .  )  G C  E C  1 7 , '
G C  T C  1 7 7
C  S Y S T E M  O U T S I L ' L  C F  L I M T S
1 7 0  A  N B C A  =  . 4 0  *  A  N E C  A
ALFA - .40 * ALFA 
G C  T C  1 1 7
C  C C N P U T E  F U N C T  I C . \  V A L U E  A  \ :  C  G R A D I E N T  F O R  N E U  A R G U N E N T
1 7 7  C A L L  F U i \ C  1 ’  (  K  ,  X  ,  F  ,  C  )
F  Y  =  F
C  C C N P U T E  P I R G C T i r i s A L  O C R  I V  A T I  V E  D Y  F O R  N E V .  A R G U N E N T .
C  S E A R C H ,  I F  C Y  I S  P O S I T  I V I ,  I T  C Y  I S  Z E R O  T H E  N I N  I  N U N
C  Y  =  C  .
c c i a  i  =  i  , n
I B  ,  C Y = C Y + G (  1  )  ^ I  (  I  )
I F ( C  Y  )  1 5 , 3  6 , ?  2
E R N 1 K A V  
S  F C I N D
C  I F  R R  I  , \ A T  F -  S l i m ' :  I -  A L S O  I F  I F F  F U N C T  I  O K  V A L U E  I N D I C A T E S  T H A T
C  A  M M  N U N  H A S  B E E N  P A S S E D .
19  I F ( F Y - F X ) 2 ‘  , 2 2 , 2  2
C  R E P E A T  S E A R C H  A N C  D O U B L E  S T E P W I S E  F O R  F U R T H E R  S E A R C H E S
2 0  A  F  B  C  A  =  A  R  P  0  A  +  A  L  F  A  
A  L  F  A  =  A  F  P  D  A
C  E K E  C F  S E A R C H  L C C P
C  T  E  P  N I N  A  T P  I F  T H E  C H A R G E  I  A  A R G U M E N T  G E T S  V E R Y  L A R G E
I F  (  H  N  R  F  *  A  Y  B  D  A  -  I  .  E  1 C  )  1 6  ,  1 6 ,  2 1  
C  L I N E A R  S E A R C H  T F C F N I C U F  I N C 1 C A I E S  T H A T  N O  M N I N U Y  E X I S T S
21  I E R = 2  !
R E T U R N
C  I N T E R P O L A T E  C U E I C A L L Y  I N  T H E  I N T E R V A L  D E F I N E D  B Y  T H E  S E A R C H
C  A E T V E  A N D  C C H P U I L '  T H E  A  R  G  U  R E N T  X  F C R  W H I C H  T H E  I  N  T  E R P  C L  A  T  I  C N
C  P C L Y N C M A L  I S  H M H ' I Z E l U
22 1=0 .
2 3  1  F  t  A H L ’ C A  )  2 4  ,  3 6  ,  2 4
2 4  Z = 3 . M F X - F Y )  /  A M  [ M  +  C X + C Y
A L F A  =  A Y A X 1 ( A P S ( I )  ,  A P S ( C X  )  , A R S ( C Y )  )
C  A  E  F  A  =  Z  /  A  L  F  A
E  A  L  F  A  = C  A  L  F  A  * D  A  L  F  A  - D  X / A  L  T  A  « D  Y  1A  L  F  A  
I F  ( D A L  F A ) 5 1 , 2  5 , 2  5
25 K-ALFA*SGRT{CALF A )
A L F A = { D Y 4  w - Z ) *  A N  P C  A / ( O Y  +  2 . " W - U X I  
C  C  2  6  I  =  1  , K
26  X  I  I  )  =  X  (  I  )  +  ( T - A L F A ) * P ( I  )
C  T E R M N A M ,  I F  I F F  V A L U E  O F  T H E  A C T U A L  F U N C T I O N  A T  X  I S  L E S S
C  T H A N  T H E  F U N C T I O N  V A L U E S  A T  T H E  I N T E R V A L  E N D S .  O T H E R W I S E  R E D U C E
C  T F E  I N T E R V A L  E Y  C H O O S I N G  C N E  E N D - P O I N T  E C U A L  T C  X  A N D  R E H E A T
C  T H E  I N T F R P C L A T I C N .  W H I C H  E N C - P O I N I  I S  C H O O S L N  D E P E N D S  O N  T H E
C  V A L U E  C F  . T H E  F U N C T I O N  A N D  I I S  G R A D I E N T  A T  X .
C A L L  F U N C T ( N , X , F , G )
I F ( F - F X ) 2 7 , 2 7 , 2 E
2 7  I F { F - T Y ) 3  6 , 3  6 » 2 E
to
to
2  8  D  A  L  F  A  =  C  .
E C 2 9 I = l f N
2 9  C A L F A = C A L F A + G (  I  ) « F (  I  )
I  F  (  C  A  L  F  A  )  3  ) ,  3  3  ,  2  3
3 0  I F ( F - F X ) 3 2 , 3 1 f 3 2
3 1  I F ( C X - C A L F A ) 3 2 , 2 6 , 2 2
3 2  F  X - F  
C X = l A L F A  
T  =  A  L  F  A
A  f -  B  C  A  =  A  L  F  A  
G C  T C  2 2
3 3  i r ( F Y - F ) 3 5 f 3 4 , 3 5
3 4  I F ( C Y - C A L F A ) 3 5 , 3 G , 3 5
3 5  F Y = F  
C Y = C A L F A
A  N  B  D  A  =  A  N  B  0  A  -  A  L  F  A  
G C  T C  2 2
C  C C N P U T E  C I F F E P E N C E  V E C T O R S  C F  A R G U M E N T  A N D  G R A D I E N T  F R C . V
C  T U C  C O N S E C U T I V E  H E P A T I C X  S
3 6  C C 3 7 J = 1 , N  
K  =  N +  J
F ( K )  =  G (  J ) - . H ( K )
K = ,\ + K
3 7  F ( K ) =  X ( J ) - H ( K  )
C  T G R V I N A T f ,  I F  F L  N  C  T I  O N  H A S  N C I  D E C R E A S E D  D U R I N G  L A S T  I T E R A T I O N
I  F  (  C  L F  F  -  f )  5 1  ,  5  1  ,  3  i  
C  T E S T  L E N G T H  C F  A R C H ' F N l  D I F F E R E N C E  V E C T O R  A N C  D I R E C T I O N  V C C T C R
C  I F  A T  L E A S T  N  I  T  E  R A T  I  U N ' S  H A V E  B E E N  E X E C U T E D .  T U R N  I  N ' A T E  «  I F
C  B  C  T  H  A  R  r  L  E  S  S  T  I -  A  N  E  P  S  .
3 8  I  F ; R  =  G
I F {K C L N 1 - N  ) 4 2 , 3 S ,39
3 9  T = 0 .
Z = 0.
















K - N + J 
W=H(K)
K = K + N
T=T+AFS (F (K ) }
Z = Z + M I ‘ (K)
WRITE ( 6 , 8 1 7 )  FNFP 
FCRFAT ( 5 1- •? H N. R , Fi : .  . 5 )
I F ( F N R F - C P S ) 4 1 , 4 1  , 4 2  
I F ( T - E P S ) 3 6 , 5 6 , 4 2
TEHFI NATF,  IF NI PPER OF I T h R A T 1UN'S WOULD EXCEED U N I T  
I F ( K C L T -  L I F I T ) 4 3 » 5 v. , 5  ',
PREPARE UPDATING CF FAI R I *  h 
A L F A = C .
CC4 7 J = 1 , N  .
K=J  + N3
K — \j •
CC4 6 L = 1 ,Nf 
KL=N+L
k = W + F ( K L ) »FI( K )
I F ( L - J ) 44  , 4 5  , 4 5  
K = K + N- L 
GC TC 4 6 
K = K + 1 
CENT IMJL 
K = N' +J
A L F A = A L F A + W * H ( K )
H ( J ) = k
REPEAT SCARCE IN CI RECTI CN CF STEEPEST DESCENT IF RESULTS 
ARE NCI SATI SFACTORY 
I F ( /  * A I. i A) 48 , 1 , 4 8  
UPDATE FATR1X p 
K = N 3 1 
C C 4 Q L = 1 , N 




r e v - ;  j  = l , i\
N J = N 2 + J
H ( K ) = H  K ) + 1 * { K L > « M  N J ) /  Z - 1- ( L ) * I- ( J ) /  U  F A 
K = K + 1 
G C  T C  5
E r e  C F  I T E R M  I O N  L G C P
i\C C C N V F R G E N C F  A F T F: ;< L I M I T  I T E R A T I O N ' S  
1 E R = 1 
R E T U R N
R E S T O R E  C L C  V A L L E S  C F  F U N C T I O N  A N D  A R G U M E N T S  
C C 5 2 J = 1 j N 
L L  = K R  + J 
X ( J )  = F I L L )  
f: = C L D F
R E P E A T  S C A R C E  IN C I R E C T I C N  O F  S T E E P E S T  D E S C E N T  I F  
F A I L S  T C  B E  S U F F I C I E N T L Y  S M A L L  
I F ( G N R M -  E P S I 5 5 , 5 5 » E 2
T E S T  F C R  R E P E A T F C  F A I L U R E  C F  1 T E R A I I O N  
I F { I E R ) 5 6 , 5 4 » 5 4  
I E R = - 1  
G C  T C  l
I e r  = :
R E T U R N
E N D




o F A F G U A R D T S  Y E T F C C  F C R  L E A S T  S Q U A R E S  U  P  T  I  M  I  7  A  T  I  C M  
A S  A P P L I E S  T C  T I E  S  P  r  C  1  F  1  C  P R O  R  L  I :  M  O P  D E T E R  K  I  N  I  j \  G  T H E  D Y N A M I C
P  A  R  A  NT T  E R S  .
C C F F C N  X  (  * 5  5  j  )  1 Y A M  5  0 ,  N ,  K J K
C I  P E N S  I  C M  G { 6 )  ,  A { 6 , 0  )  ,  I B ( 5 ) , R ( 6  )  , A A ( 6 , 6  )  , D E L ( 6 )
P L A N  =  9 .  j
I T R  =  1
K J K  =  0
C A L L  I ' V P U  I ' (  K  ,  I P  ,  I  R  ,  L ’  )
C  X  I  N  G E N E R A T E S  E X P E R I M E N T A L  C  A  T  A
C A L L  X  I N (  I B )
1  C A L L  F T P i ' X  (  H  ,  I P  ,  K  ,  I  P  ,  G  ,  A ,  P I  I  )
C A L L  X  N  C  R  ’v  (  A  ,  G  ,  K  ,  A  A  )
C A L L  L A M !  ( P L A N  ,  /  A  ,  A  ,  K  ,  G  ,  R  ,  D  E  L  ,  P  I -  I  )
W R I T E ( 6 , i : ' )  I T R ,  P E I ,  ( B ( I ) ,  I  =  1 ,  K ) ,  K J K ,  F L A P  
I C C  F C R P A T  ( 1 4 P . )  I T E R A T I O N  N O  ►  I 5 / 7 F  3 P F I  =  t  1  5  .  3  /  2 H  M I ,  6 1  1  8 .  6
1 / 2 8 H C N O .  C F  F U N C T I O N  E V A L U A T I O N S  I  5  /  I C ' H L  L A  H i ]  D A  =  E 1 5 . 3 )
W R  I  T  E ( 6  ,  1  C l  )  G A I N  
1 C 1  F O R M A T  I  G h - . G A I  N  F 1 5 . 5 )
I T R  =  I  I K  +  1
C C  1 2  I  =  I ,  K
1 2  I  F ( A  E  S ( C  F  L  (  I  )  )  . G T .  .  J j  1  )  G O  T C  1
C A L L  C L C C K ( I C U T )
T I C  =  ( I  C U T  -  I N )  /  1 3 0 )
W R I T E ( 6 , 3 8 3 )  T I N  
8 8 8  F C R P A 1  (  1 3 H 0 P U N N  I N C  T I M E  F  1  0  .  C . ,  2 X  ,  7 H S E C O X ' D S  )
S T O P
E N C
S U I 3 R C L T  I  ix E  I N  P U T  (  K  ,  I  P ,  I  R  ,  P ,  )
C C M C N  X M T ) ,  Y A M M ) ,  N ,  K J K  
C l  P E N  S I G N  1 8 ( 5 ) ' ,  R  (  c  )




C  I P  =  N U M B E R  C P  P A R A M E T E R S  U 5 C C  I N  A N Y  C N F  P R O B L E M
R h A  D ( 5 , 1  :  )  K ,  I P
1 0  F C R N M  ( 2  I  l - * < )
C  1 0  =  I C t . M I F  I C A T  I  U N  O F  P A R A M E T E R S  0 0 1  B E I N G  U S E D
R  E :  A C  ( 5 , 1 1 ) (  I  R (  I )  ,  I  =  1 , 5 )
1 1  F O R M A T C 5 1 3 )
C  B  =  I N I T I A L  V A L L E S  O F  P A R A M E T E R S  f i  1 1 M  G  U S E D
R  E  A  C  (  5  ,  1  2  )  (  P  (  I  )  ,  I  =  1  ,  K  )
1 2  F  C  R  M  A T  (  A  P  1 0  .  5  )
R F T L R N
E N D
S U  B  R C  L  T  I  N  E  L  A  M  0  (  P  L  A  M  ,  A  A  ,  A  ,  K  ,  G ,  B  ,  D  E  L  ,  P  F  I  )
C O M M O N  X  (  5  5  ■  ■  )  ,  V  A  (  ‘j  E  ■ )  »  N ,  K J K
D I M E N S I O N  A A ( 6 , f  )  , A ( 6 , 6 )  , G ( 6 )  ,  P ( 6 ) , B A ( f c )  , D 0 L ( 6 )  f S 0 A A I 6 )  , G A ( 6 )  
V  =  2 .
L  N  =  1
I F  ( P L  A M /  V  . L T .  . C O J E 1 )  G O  T C  C  
A L A M  =  P L A M / V  
N L X  =  1  
G C  T C  I C O  
6  A L A M  =  P L A M  
N L X  =  2  
I O C  C C  1  I  =  1 ? K  
C C  1 C  J  =  1 , K  
1 0  A  A ( I , J )  -  A ( I , J  )
G A (  I  )  =  G ( I )
A A (  I  ,  I  )  =  A ( I  ,  I  )  +  A L A M
1  S  C  A  A  (  I  )  =  S  Q  R  T  (  /  A  (  I ,  I )  )
C A L L  G  A  U  S  S ( K , C  E  L  , A A , G A )
C C  2  1  =  1 , K
2  0 A ( 1 )  =  B  (  I  )  - f  C E L  ( I )  /  S C A  A  (  I  )
C A L L  S U R R 2 (  P A . P I - 1 1 )
K  R  I  T  F  ( 6 , 3  )  P F I 1
30 FCRNAT ( 8F0PF  I 1 = E 2 C . 8 )
C - C  T C  ( 7 , 8 )  ,  N  L  X
7  I F t P P I l  . I . E .  P E I )  G C  T C  2 0  
G C  T C  6
8  I F ( P C  I I  . L E .  P F I )  G C  T C  2 0  
A  L  A  N  =  F  L  A  M  «  V  *  *  L  W
L  W  -  L  W  +  1  
G C  T C  1 G > ;
2 0  P L  A C  =  A L A  M  
P I - 1  =  P F I 1
D C  2 1  I  =  1  ,  K
2 1  B ( I )  =  B A  (  I  )
R E T U R N
E N D
C O M M O N  X ( 5  5 '  ) ,  Y A ( 5 5 . > ) ,  N ,  K J K  
C C C  C A L C U L A T I O N  C F  F U N C T I O N ' ,  S U «  S G  , D E L T A  F  A N D  M A T R I X  O C C O O j O I
S U B R C L T I N E  P T P M X U ? ,  I  B  ,  K  ,  I P , G , A , P C I )
C  S T A R T  T H E  C A L C U L A T I O N  O F  T H E  P T P  M A T R I X  O t C O O 0 0 3
D  I  N  E  N  S  I  C  N  G  (  6  )  ,  A  (  6  ,  6  )  ,  I  B  (  6  )  ,  p  (  6  )  ,  B  (  6  )  ,  R  A  (  6  )
D I  P E N S I O N  F P ( 7  )  , S F P ( 7  )  , F X 1 ( 7  )  , F X 2 ( 7 )
C O M M O N  X  (  5  5 0  )  ,  Y  (  E  5 0  )  ,  N  ,  l <  J  K  ,  G A I N  
. 9 4 0  F O R M A T  (  1  3  H  Y H  A  T  T C C  B I G )  O C C C O U - 1 3
W R I T E ( 6 , 2 )  ( B ( I ) ,  I  =  1 , 6 )
2  F O R M A T ( 6 F 2 0 . 5 )
K J K  =  K J K  +  A  
C C  1 C  J  =  1 , 7  
F  P  (  J  )  =  0  .
I A  1  I vJ / —  L/ •
1 0  F  X  2  (  J )  =  0 .
S  F  P  (  J  )  =  0  .  
F  X 1 ( J  )  =  0 .
rAu ij i —
D C  6 2  I = 1 , K  






T j j j * * ( 0 I 8 - M i) 3 8 1 9
2 9 0 0 9 3 3 0 o o i m i i i x d o 2X9
1 9 C 0 0 0 0 C 219 ‘ ( 29*219 ( ( I I ) d I -0) dl
3 C 0 0 3 3 0 dl * I = I 1 219 30 0 19
5 10 0 0 o:}0 9 1 9 * 3 1 9 * 8 1 9  ( d I ) dI 8 39
9 1 0 0 0  3 00 T=T
9 1 0 0 0 0 0 0 d = SMd
ID-DT ‘ (029 *909) 31 33
( r ) d d + (r ) d d s - ( r ) d d s
d - { I + I ) A  = ( O d d  
£XJ = I r )2Xd
(r ) 2 x d = (r ) i x j
909
1902
(r ) d j s  * ( 9 ) G + ( D d d * (  (  9  )  n -  * I )  - ( I  )A+Exd + = d 9 002
65 000 0 00 13.2 31 33
8 5 0 C C 3 3 0 ( D A  = d
9?■ 2 ‘9 302 * 3 C : 2 ( I -I ) J I
5002
0 V l d * ( ( E ) U + ( 2 ) a - M ) * (*)fl+{r)TXd*(£):l-(r)2Xd*(2)9 = £Xd *302
990 00 0 j 0 (u r 11)x * ( ( i )a-*i + a r d ) = D v i d
9 9 CCOO 00 s r - i  = g n  i
• 7 9 0 0 0 0  0  0 d r = « r d £ 0 0 2
£ 5  n o  3  3 . )  3 9 3 . ' :  2 31 33
29 0 033 00 • 3 =  3 V 3 d 2032
T 9 0 0 0 0 0 0 £  0 3 2 *  2 3 C 2 * 2 C 0 2 (  b T - 1 )  d I 0 0 0 2
D 9 H O D O O O * 7 0  32 31. 33
6 * 0 0 0 0 9 0 ( i - H r i i ) x * ( a r d - (i ) i m  ( v i r 1 1 )  x* ( ( n o - * i + a r d )  =9vid
8* 00 00.9 0 a r - i = o r i i
1 y n 0 0 3 3 0 a r = o r d 1 0 0 2
9 * C 0 30 3 0 I 0 0 2 * 3 3 3 2 1.0 f  0 2 ( T - a r - I )dl
9 9 0 003 90 ( i ) a =  ar 
i =  r
I 362
9 0 - C O 3 9  0 I =  8 3HMI 209
3  2 0  0 0  J  ;  0 *  :  =  n d
9 2 0 9 o D 3 3 1  =  1 . £ 1
















I  F  (  C  8  h  . 1 , 1 .  . C C C C 0 1  )  D O W  =  . C C C C j l  
T  U  S  =  R  (  J  )
B < J )-R (JJ+DSW 
I W H E R  -  2  
G C  T C  2  5 0  1  
B  (  J  )  =  T  W  S
P ( J > = ( F - F W S I / C B w  
G C  T C  6 2 2  
P (  J ) = C .
J  =  J  +  1
I F  ( J - K  ) 6  9 8 , 6 3 8 , c 2 4  
F  =  F K S
E K C  C F  E S T I M A T E D  P  S  R O U T I N E
N C k ,  U S E  T H E  P  
C C  8 2  J  J  =  1  ,  K
G ( J J ) - G ( J J )  +  ( Y (  I  )  - F  )  »  p ( j  j  )
C C  8 2  I  I =  J  I ,  K
A  (  I  I  ,  J  J  }  =  A  (  I  I , J  J  )  +  P (  I I  ) *  P ( J  J  )  
A ( J J , I I ) = A ( I I f v j J )
W  S  =  Y  {  I  +  1  )  -  F  
I F ( K J K  . K E .  4 )  C C  T C  3 1 5  
P H I  =  P F I  +  W  S  *  k  S  
1 = 1 + 1 
I L L - C
I F  (  I  -  N  )  6 ) 2 , 6 3 2 , 8 6  
I  F  (  I  P  )  £  8  ,  8  8  ,  8  5  
CC 87 JJ = 1 , IP 
I  k  S  =  I  E  (  J  J  )
C C  8 6  1 1 = 1 , K  
A  (  I  W  S  ,  I  I  )  =  3  .
A  (  I  I  ,  I  W  S  )  =  O  .
A  (  I  k  S  ,  I  v .  S  )  =  1 .
W R I T E ( 6 , 1 )  P H I
S  T C  . M A K E  P A R T I A L S  f ' A T R I X
r
‘0 0  ,.! E 5  
0 0 .’8 6
•J u ' \j J 8  9  
0 C C 0 G 9 9 3  
C C C 0 0  0 9 1  
O C C O O 0 9 2  
0 C C 0 U U 9 3  
D C  C O O  0 9 4  
0  C  C  0  0  0  9  5  
G C C C 0 0 9 6  
, 0 6 0 0 0 0 9 7  
0  C  C  0  0  0  9  8  
0  C  C  0  ill 0  9  9
G  6  C  0  0  1  0  1  
C C C 0 G 1 0 2  
0 C C C 0 1 C 3
O C C O O 107 
CCC 0 0 1 C 8 
G  6  C C  01 (• 9  
CCC C  0  11C 
G C C C. 0 111 
C 3 C 00112 
0CCCO113 
O C C O O 1 1 4  
0 C C 0 0 115
ho
C OCT\
1 FCRFAT ( 7K- PI - '  I = E 2 : . 8 )
8 8  R E T U R N  
E N D
C C C  N C R K A L I Z E S  N  A  f  R  I  X  B E F C R F .  I N V E R S I O N
S U B R O U T I N E  X N ' C R N  (  A  ,  G ,  K  ,  A  A )
0 I M EN S I C N A ( 6 , 6 ) , G ( 6 ) , A A ( 6 ,  6 ) , S A ( 6 ) 
C C N N C N  X ( 5 5 0 ) »  Y  {  55 :  )  ,  N ,  K J K  
9 0  C C  9 2  1 = 1 , K
I F  ( A P S  (  A  {  I  ,  I  )  J - l . S - 6 )  5 9 0 . - ) ,  5 9 0 C ,  5 9 0 1  
5 9 C 0  A  (  I  ,  I  )  -  0 .
S A ( 1 )  = ■  0 .
G C  T C  9 2  
5 9 0 1  S A ( I )  =  S C R T  ( A  (  I  ,  I  )  )
9 2  C C N T I N U E
D C  1 C  6  I  =  1 »  K  
C D  I C C  J = 1 , K  
U S  =  S A ( I  ) * S A  (  J  )
I F  ( U S )  9 6 ,  9 6 , 9  fc 
9 6  A ( I , J  )  = 0 .
G C  T C  1 0 ,
9 8  A  (  I  ,  J  )  =  A  (  I  ,  j  )  /  S  
•  I C O : C C N T I N U E
I F  I S A (  I  )  )  1 0  2 ,  1 - 9  2 ,  1 0 6  
1 0 2  G ( I )  =  C  .
G C  T C  1 6  
1 0 4  G ( I ) = G ( I ) / S A ( I )
1 0 6  ' C C N T I N U E
C C  1 1 C  I  =  1 ,  K  
1 1 0  A ( I , I  )  =  1  .
R E T U R N
S U B K C U T I N E  S U R R 2 ( R , F F I  )
0 C C 0 0 1 1 6  
0 U S i. G 117











occ \ ) 01 A-
0 c c 0 0 14 1
occ r 014 2
occ rC--014 3
CCC 0 • j 14 4
ecu C 0 14 5
OCCi 0 1 4 6
'\J 1* wn 014 7
c c cn 0148
C L CC-.•0 1 4 9
,  • f ' *»
V V. u U 1 5 0
occ J 0 1 5 1
c c c 0168






n E V A L U A T I O N  OF THE C R I T E R I O N  F U N C T I O N  FOR T H R E E  D I M E N S I O N A L  
S E A R C H  W I T H  THE S Y S T E M  G A I N  B E I N G  D E T E R M I N E D  BY R E G R E S S I O N  
A N A L Y S I S  
C O M M C N  X (5 5 • j ) t Y A I 5 5 0 ) ,  N, KJK 
D I M E N S I O N  B ( 7 ) » P ( 6 )
NI = N + 1




IFIKJK .NE. 5) GO TG 10 
SY = 0.
SYS = 0.
DO 5 I = 2» N I
SY = SY + Y { I )
5 SYS = SYS + Y( I )**2 
YS = S Y * * 2
YSC = SYS - Y S / F L O A T I N )
10 DO 11 II = 1,7
11 B(I I ) = 0.
DO 12 II = 1,3 
L = II + 1
12 BIL) = P ( 11 }
B(5) = 1.
940 F O R M A T { 1 3 H Y H A T  TOC BIG)
300 1=1
P FI I = 0 .
302 IF(I-l) 2 9 0 0 , 2 9 0 0 , 2 9 0 1  
2 9 0 0  F X 1= 0 o 
FX2=0.
S F P = G .
FP = 0.
F X 1 W S  = 0.
F PWS = u .
238
F X 2 W S  =  0 .
S F P W S  = 0 .
2 9 0 1  J O  =  0 ( 2 )
I F ( I - J B - l )  2 0 0 0 , 2 0 0 0 , 2 0 0 1
2 0 0 1  F J B = J B
1 1 J B = I - J B
F L A G = ( F J B + 1 . - B ( 2 ) ) *  X ( I  I J  B )  +  (  B { 2 ) - F J B ) * X ( I  I J B - 1  )
G O  T C  2 0 0 4  
2 0 0 0  I F I I - J B ) 2 0 0 2 , 2 0 u 2 , 2 C 0 3
2 0 0 2  F L A G = C .
G O  T C  2 0 0 4
2 0 0 3  F J B = J B
I  I  J  B  =  I - J B
F L A G = ( F J B + 1 . - B ( 2 ) ) * X ( I I J B )
2 0 0 4  F X 3 = B ( 3 ) * F X 2 - B ( 4 ) * F X 1 + B { 5 ) * (  l . - B ( 3 )  +  B ( 4 ) ) * F L A G
2 0 0 6  F = + F X 3 + Y ( I  ) - ( 1 . - B ( 6 ) ) * F P + B ( 7 ) * S F P
2 0 0 7  F P W S  =  Y (  I  + 1  )  -  F
I F I A B S  ( F P W S J - l . E + 9  )  2 0 1 1 , 2 0 1 1 , 5 1 1 1
2 0 1 1  S F P W S  =  S F P W S  +  F P W S
I F I A B S  ( S F P W S ) - l . E + 9  )  2 0 1 2 , 2 0 1 2 , 5 1 1 1
2 0 1 2  I F ( A B S  ( F X  3 ) - 1 . E  +  9  )  2 0 1 3 , 2 0 1 3 , 5 1 1 1  
5 1 1 1  P H I  =  l . E + 1 8
W R I T E  ( 6 , 9 4 0 )
I  =  N
G O  T C  2 C 0 9
2 0 1 3  C O N T I N U E  
F P  =  F P W S  
S F  P  =  S F P W S  
F X 1  =  F X 2  
F X 2  =  F X  3
2 0 0 9  C O N T I N U E
S X  =  S X  +  F
S X S  =  S X S  +  F * # 2
X Y  =  X Y  +  F  *  Y I H - 1 )
239
1 = 1 + 1
I F ( I - N) 3 0 2 , 3 C 2 , 3 1 6  
316 XS = S X * * 2
G A I N  = (XY - SX * SY / F L O A T  ( N ) ) / (SXS
YHC = G A I N  * (XY - SX * SY / F L O A T ( N ) )
P(4) = G A I N
PHI = YSC - Y H C
R E T U R N
END
S U B R O U T I N E  G A U S S (N TG ,A A ,B )
C O M M O N  X ( 550 ) , V A ( 5 5 0 ) ,  N, K J K 
D I M E N S I O N  G ( 6 ) , A A { 6 , 6 ) ,  B (6)
W R I T E ( 6 » 7 9 )
79 F O R M A T (5 H C A M A T )
DO 83 I = 1 vN
83 W R I T E ( 6 , 8 0 ) (A A ( I ,J ), J = 1,N)
80 F O R M A T {I X , 7 E 1 7 . 8 )
W R I T E (6,81) (B ( I )» I = 1,N)
81 F O R M A T (5 H 0 B V E C / ( IX, 7 E 1 7 . 8 ) )
10 NN = N—  1
DO 5 I = 1,NN 
J = N+l - I 
L = J - 1 
DO 20 II = 1,1
I F ( A B S ( A A ( J , J ) ) .GE. A B S (AA( 11 ,J ))) GO TO 20 
DO 21 LL = 1,'N 
AS = A A (J ,LL )
A A ( J s L L ) = A A ( I I , L L )
0 21 A A ( I I tLL) = AS
AS = B ( I I )
B ( I I ) = B ( J )
B (J > = AS 

















DO 6 K = 1,L
FACT = A A ( K , J ) / A A (J , J )
DO 7 m = 1»J 
7 A A ( K , N ) = A A ( K , M )  - FACT * A A ( J » M )
6 B {K ) = B (K ) - F A C T  * B ( J )
5 C O N T I N U E
G (1) = B {1) / A A (1,1)
DO 11 I = 2,N 
SUM = B ( I )
M = I - 1 
DO 9 J = 1,M 
9 SUM = SUM — AA f I , J) * G( J)
11 G (I ) = SUM / A A ( 1,1)
W R I T E ( 6 , 8 2 ) (G ( I ) , I = 1,N)
82 F O R M A T ( 3 H 0 C C / 1 I X ,  7 E 1 7 . 8 ) )
R E T U R N
END
S U B R O U T I N E  X I N ( N P A R )
C XIN G E N E R A T E S  D A T A  FROM THE C Y N A M I C  M O D E L
C O M M O N  X (550), Y A ( 5 5 0 ) ,  N, KJK 
D I M E N S I O N  A B ( 7 ) , X A ( 5 0 0 ) ,NPA R ( 6 )
PY = 0.
R E A D { 5,1) {A B ( I ), I = 1,7)
1 F O R M A T ( 7 F 10.5)
XI Ml = 0.
XI = 0.
Y A {1) = 0.
XW = 0.
Q = 0.
N = A B (1)
N  I = A B (1) + 1.5 
DO 3 I = 1 , NI 
IF ( I .EC!. 5) Q = 10.
0 C C 0 0 2 6 0  
0 C 0 0 0 2 61 
0 0 0 0 0 2 6 2  
O C O C 0 2 6 3  
O C O 0 0 2 6 4  
0 0 0 0 0 2 6 5  
C C C 0 0 2 6 6
0 0 0 0 0 2 6 7
0 0 0 0 0 2 6 8  
0 C C 0 0 2 6 9  
0 0 0 0 0 2 7 0
0 0 0 0 0 2 7 2
0 0 0 0 0 2 7 4
O G 0 0 0 2 7 5
0 0 0 0 0 2 7 6
X A ( I ) = Q
X { I ) = X A ( I ) - XW 
3 XW = X A ( I )
J = A B  { 2 )
FJ = J
DO 100 I = 1, N I 
K = I-J
I F (K J 1 0 , 1 0 , 2 0  
20 IF(K-l) 3 0 , 3 0 , 4 0
40 F L A G  = (F J + l .- A B (2)) * X ( K ) +  ( A B ( 2 ) - F J )  
GO TC 60 
10 F L A G  = 0.
GO TC 60
30 FLAG = (FJ + 1. - A B (2)) *X(K>
60 XIP1 = A B ( 3 ) * X I  - A G ( 4 ) *XIMl - A B ( 5 ) * l l
XI Ml = XI 
XI = XIP1
Y A ( I ) = - X I P 1  + PY 
PY = Y A ( I )
100 W RIT E (6,2 ) I, X A { I ) , Y A ( I )
2  F O R M A T ( 1 H O , 1 5 , 1 G X , 5 F X A  =  F 2 u  . 4 , 1 0 X , 5 H Y A  

































S l ' B R C l T I N E  P A T E E N  ( N P , P , S T E P ,  N R C ,  I C . C U S T )
P  A  I  T  E R  ; \  S  l  A  R  C  F  
P A T T E R  N  S E A R C H  P  R  O C R  A 1 -  C  D  E Y  C .  F .  M O O R E  L S U
N P  =  N U M B F R  C F  P A R A M E T E R S
P  =  I N I T I A L  V E C 1 C R  C F  P A R A M E T E R S .  M U S T  B E  h I T H I N  S T A B L E  
R  E  C  I  C  N
S T E P  =  I N I T I A L  S T E P  S I Z E
N R  C  =  N U M B E R  C F  T I M E S  T H E  S T E P  S I Z E  I S  R E D U C E D  B E  A  
F A C T C R  O F  T E N  
I C  =  P R I N T  C C N T R C L  
I C  =  0  N T  P R I N T I N G  I S  D O N E  
I C  =  1  O N L Y  T F E  A N S W E R  I S  P R I N T E D  
I C  =  2  P R I N T I N G  I S  C O N E  F U R  E A C H  I T E R A T I O N
I C  =  3  P R I N T I N G  I S  C O N E  F C R  E A C H  T R I A L  S T E P
C C S T  =  V A L U E  C F  T F E  C R I T E R I O N  F U N C T I O N  
C I R E N E  I O N  P ( N F )  , S T E P  < N P  )  , H I  ( 1 0 G C  )  , 3 2 (  1 C  L G ) , T ( 1 C 0 G ) , S ( 1 0 0 0 )
S T A R T I N G  P O I N T
L = 1  i  I
I C K = 2 f  
I  T  T  E  R  =  v  
C O 5  I  =  1  ,  P  
B  1  (  I  )  =  P  (  I  )
E  ?. (  I  )  =  P  (  I  )
T ( I ) = F ( I )
S (  I  )  =  S T E P {  I  ) * n .
I N I T I A L  B O U N D A R Y  C F E C K  A N D  C C S F  E V A L U A T I O N
B C L M C S  =  U S E R  S U P P L I E D  S U B P R O G R A M  W H I C H  E V A L U A T E S  T H E .  S T A B I L I T Y  
A T  P O I N T  P .  I F  1 0  U T  C O V E S  B A C K  j  T F E  P O I N T  I S  I N  B O U N D S  A N D  
I F  I  C U T  I S  1  T F E  P O I V T  I S  O U T  O F  B O U N D S  
C A L L  E C U N D S ( P , I  C U T  )
I  F  (  I  C  L  T  .  L  U  .  .  )  G  C  T  f l  1 . .
I F  (  I C . L F . G  )  G O  T O C  
W  R  I T  E  (  A  ,  1  ;  ;  5  )
fO■P-
I
wr i i f  f l , i  ; : c ) ( j  , p ( j  ) ,  j = i  , np  j
6  R E T U R N  ■
H  C A L L  F R C C ( P , C 1 )
I F  (  I C . L S 2 . 0  )  G O  T O  1 1  
U R I T E ( £ - , l ; : . j l )  I T 1 E R . C 1  
w r  i t  e (6 , i : :•) ( j  , p ( j  ) , .j = i , \  p )
C - - - - - - - - - - - - - - - - - - - - B E G I N N I N G  C F . P A T T E R N  S F A R C L  S T R A T E G Y
1 1  C C 9 9  I  N ! R  D  =  1  ,  N R C  
C  C 1  2  I  =  1  .  N  P
1 2  S ( I  )  =  S  (  I  )  /  I  : .
I F ( I C . L E . O ) G O T O  2 0  
V \  R  I  T  t i  (  6 -  T  1  J  \ !  3  )
W R I T  L I  6 , 1  J ' ; 0 )  ( J  , S ( J )  , J = 1 , N P )
2 0  I  F  A  I  L  = v , .  J
c - - - - - - - - - - - - - P  R  F  T  L  R  B  A T  I  0  \  A D C U T  T
C C 3 C  1  =  1 ,  N P
IC = o ;
2 1  P (  I  )  =  T (  I  ) + S (  I  )  1 
I C = I C - U
C A L L  F : C U N D S ( P ,  I C U T  )
I  F  C  I C L T . G T . : ,  ) C C I C 2 2  
C A L L  F R C C ( p , C  2 )
L  =  L  +  L
I  F  (  I  C  .  L  T  .  3  )  G  r )  I  f !  2  2  
W R I T C I c ,  1  : j  : 2 ) L ,  C 2  
W R I T E  (  6  ,  1 C  ) • ;  )  (  J  ,  P  (  J  )  ,  J = 1  ,  N P  )
2 2  I F ( C 1 - C  2 ) 2 3 , 2 3 , 2 5
2 3  I F ( I C . G E . 2 ) G C T C 2 4  
S  {  I  )  =  -  S  (  I  )
G C T C 2 1
2  A  I  F  A  I  L  =  J  f  A  I  L  h  1  
P  I  I  )  =  T  (  I  )
G C T C 3 C  
2 5  T ( I )  =  F ( I )
245
C  1  =  C  2  
C C M I N U E
I F  U F A I L . L T . \ P ) C C T C 3 G
1 T (  I C K . E L ' . 2 ) G C T C 9 C  
I F ( I C K . 2 C . 1 ) G C T C 3 - 
CALL F R C C (T ,C 2 )
L  =  L  +  1
I  F  (  I  C  .  L  T  .  2  )  G  f l  T  0  2  i  
W R I T  E t C ,  1 .  ‘ 2 ) L ,  C  2  
W R I T F ( f c , l  I O C )  ( J  , T ( J ) , J = 1 , N P )  
I F ( C 1 - C 2 ) 3 2 , 3 A , 3 A  
I C K = 1
C C 2 3  1 = 1 , N P  
B 1 ( I ) = H 2 (  I  )
P ( I )  =  P 2 (  I  )
T ( I  )  =  E 2 (  I  )
G C . T C 2 C  
C  1  =  C  2  
I  P 1  = C
C C 3 G  1  =  1 , N P  
B 2 (  r  ) = T ( I )
I F  ( A C S ( n i  ( 1  ) - R 2 ( I )  )  . L T . 1 . 0 F - 2 J )  I B  1  =  1 3 1 + 1  
C C . N T  I  M J t i
I F ( I K 1 . E C . M P ) G C T C 9 l  
I  C K  =  C
I T  I  E R  =  I T  1  E R + 1 .
I F  ( I C . L T . 2 I GOTO A !
W R I T E ( c ,  K  J 1 )  I T  T E R , C l  
W R  I I E ( £ , l O C O )  ( J  , T ( J  }  , J = 1 , N P )  
A C C E L E R A T I O N  S T E P  
S  J  =  1 .  < ;
C C A  5  1 1 = 1 , 1 1  
C C A  2  1 = 1 , \ P




( SCINnOfl dO 1 HD SMd ldWVXGM 1 M I JLI Ni I H 0 £ 1 d I ) 1 tf/dli 3 d
( S >1 d i  d W V Id V d 3 a1 I 1 d G id 8 I  4 X ‘: d 4 V * 9 I  3 4 = 1 $ 3 3 d 6 X 5 I 
/ /  SNO I I V D I V A 3  3V,\;011 3 N: n d d £ Z 4X Z 4£I  4 « 3 i d V  SddXSXV' l iei IMT ) l \ / .ddOd
( >J d 1 3 W V b V d H37d HJd 3 Z I S  d d I  S Hb Z XI  /  ) H  G d 
( 9 * 6 I -1 4 = J S (JO-15X9 49 I  4 * 3 Ni d £ X o I ) LtfWd3d
(3X3 J. d V'l V >: V eld 31 I
4X3.7‘9 * c -{3‘ =ISUOHS *X c / c i * * Q f-3 N!U 1l t f  b'd 1 L I d 9 1 X T /  / ) i  V W»3 d
( / ( 9 *  e l d  4 41 ) G ‘ X? I  ) 1 V'/d^Dd
M a n n a
(d.Nj41 - r 4 (r ) d 4 r ) (o: 01 4 9 ) 311 sm
T3 41 ( 9  r 1 4 9 H 1 1 a n
M d n i d b t  6 * 1 3 *  31)  di
13 = 1 S33 
( I )1 = ( 1 ) d 
diN4I = I O H O a  
3 n M U . M D 3  
( I J Z 3 = ( I ) 1 
o\!4I = l 1433 
3 331 J 3
( i ) 2 h = ( i ) i a
d \ i 4 I = I 4933  
3 fl V 1 1X33  
I  -  X 3 I ( TI  * 3 J * I I ) d I  
9 *7 3 133( 1  * 1 3 * 1 3 3 1  >dl  
1 ( . L 3 J I  4 1 ) S ' J N O J a  3 3 9 3
| i * - r s = r s































SUB RCL T  1 Mf  PON ( FP , N P , O B , A' - ' ,  0 F , N S T E P , MPRN 1 )
P C O E L L S  f-T: TFCC CF O P T I M I Z A T I O N  
PF = VECTCR CF I N I T I A L  PARAMETERS 
N F = N U P, C; R CF PARAMET ERS
NS T F P  = NUMBER CF T I - V I7S STEP S I Z E  I S  REDUCED BY A FACTOR CF I Fl v 
AM = MAXI MUM STEP S I Z E  ALLOWED
EP = I N I T I A L  I N T E R V A L  OF CCNV E R V E NG O. WHEN STEP S I Z F  I S  
CHANGED TFE I N T E R V A L  OF CCN' VERGENCi  I S  REDLCEL)  BY A FACTOR 
CF TEN
NPFNT = C C N L Y  TFE FI NAL ANSWER I S PRI NTED 
NPFNT = 1 I NFORMATION IS PRI NTED AT LACK I TERATI ON 
CF = . 1  * A v 
KJ K = I TERATI ON NUMBER 
DI MENSI ON P(  A , 1  I ) , S ( 1 : , 1 3 ) , PP(  1,  ) , B ( 3 )
MUST CHANGE D I M E N S I O N  S T A T E ME N T S  FOR MORE THAN 10  V A R I A B L E S  
N ST = 1 
NFP = NP + 1 
I T R  = C- 
DO 1C J  = 1 , 4  
DO *10 I = 1 , NPP 
1C P ( J , I ) = J . !
DC 8 J = 1 , N P
P M A T R I X  WHI CH C O N T A I N S  FCLR PARAMET ER V E C T O R S .  THE BEST  
VECTOR I S  ALWAYS FOUND I N  ROW F OUR.
S M A T R I X  CF D I R E C T I O N S .  1 M T A L L Y  THE C O D R D I N A T l  D I R L C 1 I C N S  
DC 9 I = 1 , N P F  
9 S ( J , I ) = . . .
SI  J , J ) = 1 .
S ( J , N F P ) = 1 .
8  P  (  A  ,  J  )  -  P  P  { . J  }
C A L L  F R C C I  P , 4 , N F )
P P ( N F + 1 ) = P ( A , N P + 1 )
F CLD = F ( 4 , \  P + 1 )
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I
18 D E L T A  = •;.
ITR = ITR + 1 
CC 17 J = 1,\PP
17 PP(J) = P ( 4 tJ)
FI = F P ( N P P )
EG 2C J = 1,\P 
K = J
C A L L  S R C H ( S , P , K , N P , P f i fA M , F P , P )
T C E L T A  = POLC - P ( 4 , \ P + 1 )
FT = J
I F (T C E L T A  .LT. LFLTA) GO TO IS 
C E L T A  = T D T L T A 
F = P T
19 PCLC = P ( 4 j \ P + l )
20 C C N T I M J E
CC 2 5 J - l , \ P  
2 5 P { 3 , J ) = 2. * P ( 4 , J ) - PP t J )
C A L L  FRCC(P,3,.\F)
F 3 = F ( 3 , N P + 1 )
F 2 = F (4 ,!\P + 1 )
I F ( F3 .C E . FI) CC TC 4 3 
I F { ( F 1 - 2 . * F 2 + F 3 ) * ( ( F 1 - F ? - D E L T A ) « * 2 )  .GE. 
1 GC TC 48 
I F ( F .EC. NP) GC TC. 29 
NPR = NP - 1 
CC 3i J = F ,NPR
CC 30 I = 1 , N P
3C S ( J,I ) = S(J+l, I )
29 SUP = 0.
CC 31 J = 1,\P
S ( N P , J ) = P ( 4 , J ) - F P ( J )
31 SUP = SUP + S(.\F,J)**2
SUP = S C R T ( S U F )
C r 3 2 J = I , f\ p
(  .  5 * D E L T A ) » ( F 1 - F 3 ) * * 2 )
to
O
3 2 S ( INI P » J ) = S ( N P » J ) /  SUP 
S ( N P , K F P )  = 3 . j  
CC 3 3 J = 1 , N P P  
P ( 2 , J ) = P ( A , J )
P ( A , J ) = P P ( J )
33  P ( 1 , J )  = P P ( J )
C A C C E L E R A T I O N  STEP
6 ( 1 )  -  C.
6 ( 2 )  = ( P ( 2 ,  1 ) -  P ( 1 , 1 ) ) /  S ( N P , 1 )
8 ( 3 )  = 2 .  * 0 ( 2 )
C A L L  S R C H ( S , P » N F , N P . e 8 , A V f E P , B )
S ( N P , N P + 1 )  = l . :
PCLC = P ( A » \  P P )
A 8 I F ( N P F N T  . EO.  0 )  GC 10 A 9 
WRI T E  ( A i 7 A ) I T R
W R I T E ( 6 , A j  ) ( P ( A , J ) f J = 1 , N F )
W R I I E ( ft , A 1 ) P ( A , h P + 1 )
DC 111  I -  1 ,  A
1 1 1  W R I T E ( 6 ,  1 1 2  ) ( P ( I , J ) ,  J = l . N P P )
1 1 2  FCRRAT ( 2 H J P ,  7 r i t ;  . 5 )
CC 1 1 ?  I = 1 , N P
1 1 5  W R I T E ( A , 1 1 3 )  ( S ( I  * J ) . J = l . N P P )
1 1 3  FCR. RAT ( 2 l r ; S  , 7 F 1 C . 5 )
W R I T E ( 6 , 7 3 ) K J K
A 9 CC DC J = 1 , N P
5 0  I F ( A P S ( P ( A , J )  -  F P ( J ) ) . G T .  EP ) GO TO 16 
I F U S T  . E C .  N S T E P )  CC TC 5 A 
EP = EP / 11'.
8 8  = EB /  2 .
AN = AP /  2 .
KST = NST + 1
GC (C 13 
5 A WR 1 1 F ( 6  , l.j) P ( A » N P + 1 )








C C  7 1  - J  =  1 , N P
7 1  N  R  I  T  E  (  6  ,  7  2  )  J ,  F ( 4  ,  J  )
U  R  I  T  F ( 6 , 7 3 )  K  J  K
4 0  F C R M A T ( 2 h  ; P ,  l . : F i : : . 5 )
4 1  F C R K A T ( 7 H 0 P F I  =  E  2 .  8  )
7 0  F O R M A T  (  1  5 H O C P T  I F  A L  V  A L U E S / 7 h C P F  I  =  C 2 G . 8 )
7 4  F C R F A T (  1 4 F 0 I T F R A T  I C N  M G .  1 5 )
7 2  F O R M A T  (  2 H ; - B ,  I  1  ,  2 F  -  F 1 5 . 3 )
7 3  F O R M A T  (  3 8 F T N C .  C F  C R I T E R I O N  F U N C T I O N  E V A L U A T I O N S  I I . . )
R E  T U R F
E N D
S U B R O U T I N E  S  R  C  F  (  5  ,  P  »  N  C  ,  \  P  ,  P 1 )  ,  A  M  ,  E  P  ,  B  )
C N F  C I K F . N S I C A A L  S E A R C H
U S I N G  T H R E E  F C I M S  A  Q U A D R A T I C  E Q U A T I O N  I S  F I T T E D .
T F E  T U R N I N G  F C i l M  I S  P R E D I C T E D  A N D  I F  I T  D O E S  N O T  E X C E E D  T F F
M A X I M U M  S T E P  A L L O W E D  I T  R E P L A C E S  T F E  W O R S T  P O I N T .  T H I S  I S  
R E P E A T E D  U N T I L  T u C  P O I N T S  L I E  W I T H I N  T H E  F I N A L  I N T E R V A L  C F  
U N C E R T A I N T Y  
C I M E N S I C N  L (  3 ) , E <  2 ) , P {  4 , 1  1  )  ,  S (  1 0 , 1 1  )
C C N M C N  X I S . i D i  Y 1 5 J C ) ,  N ,  K J K . C A I N  
K S T  =  C  
S A M  =  A N  
C C  7  J  =  1 ,  3
7  L  (  J  )  =  C
I F ( S ( N  0 i N  P + 1 }  .  N  E  .  2 . )  G O  T C  b  
L  (  1  )  =  1
L  ( 2  ) =  2
L  (  3  )  =  3
’ S A M  =  3 .  *  R ( 2 )
G C  T C  I C O  
5 R ( l )  = .
C C  8  J  =  1  ,  N P
8  P  (  1  ,  J  )  =  P  (  4  T  J  )
to
N>
P  ( 1  , N  F  +  1  ) -  P  < 4  , N  P  +  1  )
L  ( 1  ) =  1  
L3 ( 2 ) = E B 
CC 1C J = 1 , N P 
10 P { 2 , J ) = P ( 4 , J ) + B ( 2 ) * S ( \ C » J )
C A L L  F  R  C C ( D , 2  , ! \ F  )
L (?) = 2
I F ( P ( l , f \ P + l )  . L L .  F ( 2 , N P + 1 ) )  C C  T C  2 1  
B ( 3 )  =  2 .  *  E D  
C C  2 C  J = 1 , N P  
2 C  P ( 3 , J ) = P ( 4 , J ) + R ( 3 ) * S ( N  C , J )
C A L L  F  R  C  C ( P  t  3  t  N  F  )
L  ( 3  ) =  2  
G  C  T  C  I C O  
21 fi(3) = -PR
C C  2 2  J  =  1 , I \ ; P  
2  2  P ( 3  t J ) -  P ( 4 , J  ) +  P ( 3 )  *  S ( \ C  > J )
C A L L  F R C C ( P , 3 , N F >
C C  2 3  J  =  1 , 3  
2 3  L I J )  =  L ( J )  +  1  
C C  K  S T  =  K S T  +  1
I F { K S  T  . E C .  1 1 )  C C  7  0  7 j
C = . 5* ( ( B( 2 ) * * 2 - E  ( 3 ) * *2 ) *P ( 1 , NP + 1 ) + (8 ( 3 ) **2-!3 ( I ) * » 2  ) *P ( 2 , \ P + 1  H
1  (  E  (  1 )  * * 2 - 8  (  2 )  * «  2 )  « F  (  3 ,  I M P  +  I  )  )
C D  =  ( B (  2  ) - i . M  3  ) ) * P  ( 1  , N P  +  1  ) 4  ( E  ( 3  ) -  *3 ( 1  ) ) * P (  2  , N P  +  1  ) +  ' ( B  ( 1  ) - D  ( 2  ) ) *
1  P  ( 3  , K  F  -f 1  )
C  =  C  /  C C
C  2  =  C D  /  ( P  { 1  ) - R ( 2  ) ) *  ( ! H  2  ) -  I? ( 3  ) ) *  ( B  ( 3  ) - f i  ( 1  ) )
I F ( D 2  . G C .  ' . )  C  =  - 0  *  ( S  A  K  +  i . ) /  A 8 S ( D )
I F { A  P  S ( C ) . L  E  .  S  A N ) C O  T  C  3  1 
C  =  C  * S A C  /  A P S ( C )
S  A  V =  S A P  +  A  p  
G C  T C  4 , ,
30 CC 31 J = 1,3
-  C  )  .  L I  .  F P  )  G O  T O  7  )
1  )  , \  a  =  J
2 )  f \ B  =  J
3 )  N C  =  J  
C ) C C  T C  5  7
C  )  G C  T O  4  5
31 IF C a e S (P (J )
4  0  C  C  4  1  J  =  1 , 3
1 1 -  (  L  (  J  )  .  F  0  .
I F ( L ( J )  . E C .
4 1  I  F ( L ( J )  .  E Q .
I  F  (  B  (  N  P  )  '  .  L  T  .
I F  ( D I N A )  .  G T .
B ( i \ C )  =  C  
C C  4  3  J  =  1 , N P  
4  3  P ( i \ C , J )  -  P  {  4  j  J  )  +  
C A L L  F R C C ( P , N C , N P )
L  (  N  A  )  =  1
L  (  N  C  )  =  2
L  (  N  G  )  =  3
G C  T C  r . . c  
4  5  I  F  (  P  {  N  A  ,  f \  P  +  1 )  .  C  T  .  
B ( N C )  =  C  
C C  4 6  J  =  1 , N P  
4  6  P ( N C  t  J )  =  P ( 4  ,  J  )  +  
C A L L  F R C C ( P , N C , N P )  
L ( . N C )  =  1
L ( N A )  =  2
L  (  N  B  )  =  3
G C  T C  1 C
4 8  B  (  N A  )  =  C
C  C  4  5  J  =  1 , \ P
4 9  P ( M A , J )  =  P { 4  ,  J  >  +
C A L L  F  R  C  C { P  »  N A  ,  N  P  )
G C  T C  1 - 0
5 0  I F ( C ( C C )  . L T .  C )  G C  
P .  (  N  A  )  =  D
C C  5 1  J  =  1 , \ P
5 1  P ( , \ A , J )  =  P  (  4  T  J  )  4  
C A L L  F  R  C  C ( P  »  N  A , A  P  )
C  {  \ |  C  )  «  S  ( N  C  ,  J  )  
P l N C . N P  +  l  )  )  G C  T O  4 8
e t N C )  *  s ( m ; , j )
F ( N A  )  *  S  (  N C  ,  J  )
T O  5  5  





L  (  N  f i  )  =  1
L ( \ A )  =  2
L ( N C )  -  3
G C  T C  K . .
5 5  I  F ( P ( N C , N P + 1 )  .  C - T  .  P  (  i \  A  ,  \ ' P +  1  )  )  G C  T O  5 8  
G ( N A )  =  C
C C  5 6  J  =  1  ,  N  P
5 6  P { N ! A , J )  =  P  ( ^  ,  J  )  +  P(\*A) «  S ( N C , J )
C A L L  F R C C ( P , N A , N P )
L ( N E )  =  1
L ( N C )  =  2
L  (  N  A  )  =  3
G C  T C  1  v .  : »
5 8  6 ( N C )  =  C
C C  5 5  J  =  1  ,  N  P
5 5  P ( N C t J )  =  P f - ' t j J )  +  C  ( N  C  )  *  S ( N C , J )
C A L L  F R C C  (  P  ,  f \ C  ,  N P  )
G C  T C  1 C  : •
7 0  P T  =  F ( 1 , N P + 1 )
N L  =  1
C C  7 1  J  =  2 , 3
I  F { P T  . L T .  P ( J , N P + 1  )  )  G C  T C  7 1  
P T  =  F ( J , N P + 1 )
N L  =  J
7 1  C C N T I N U E
C C  7 2  J  =  1 , N P
7 2  P { A  ,  J  )  =  P { N L , J  )
P  (  4  ,  N  F  +  1  )  =  P  (  N  L  ,  N  P  +  1  )



















S U B R O U T  I M E  P C O F  ( P P  , N P ,  D E L  , F I N , N C  , M S T E  P , N P R N T  )
P C W E L L S  M E T H C D  C F  O P T  I M  I Z A ri L'N
O P E N  E N D E D  F I B O N A C C I  S E A R C H  U S E D  I N S T E A D  O F  O N E  S U G G E S T E D  
B Y  P O W E L L
N P  =  N U M B E R  C F  P A R A H T E R S
N S T E P  =  N U M B E R  O F  T I M E S  T H E  S T E P  S I Z E  I S  R E D U C E D  B Y  A  F A C T O R  
O F  T E N
N C  =  M A X I M U M  N U M B E R  O F  E X P E R I M E N T S  P E R  I T E R A T I O N  
D E L  =  F I N A L  I N T E R V A L  O F  U N C E R T A I N T Y  
F I N  = I N I T I A L  S T E P  S I Z E  
N P R  N T  = 0  C N L Y  A N S W E R  I S  P R I N T E D
N P R I N T  = 1 I N F O R M A T I O N  A T  E A C H  I T E R A T I O N  I S  P R I N T E D  
P P  = V E C T O R  C F  I N I T I A L  P A R A M E T E R S  
D I M E N S I O N  P I  5, 1 I ) , S I 1 0 , 1 1  ) , P P ( 1 0 ) , B I  A ) , A ( 1 0 0 )
A l l )  = 1 .
A (2) = 1.
D O  3 I =  3 , 1 0 0  
All) =
3  A l l )  =  A ( I - l )  + A I I - 2 )
NS.T = 1 
N P P  =  N P  +  1 
I T R  = 0  
D O  1 0  J = 1,5 
D O  1 C  I =  1 , N  P P 
1 0  P I  J , I  ) = 0 .
C  P M A T R I X  C O N T A I N S  F I V E  V E C T O R S  O F  P A R A M E T E R S
C T H E  B E S T  P A R A M E T E R  V E C T O R  I S  A L W A Y S  I N  T H E  F I F T H  R O W
C  S M A T R I X  C O N T A I N S  T H E  S E A R C H  D I R E C T I O N S
C  I N I T I A L L Y  T H E  C O O R D I N A T E  D I R E C T I O N S  A R E  U S E D
D O  8 J =  1 , N P  
D O  9  I =  1 , N P P  
9  S I J , I ) = 0  .
S ( J , J )  =  1.
S ( J , N F P ) = 1 .
8 P { 5 , J ) = P P  ( J )
C/VL L F R C C . ( P , ‘j,!\F )
P P ( f\ F -t 1 ) -- F ( 5 , M -  + U  
F C L C = F ( 5 f »•■: F + 1 )
1 8  C E L T / '  = - j .
C  I I P  =  I T E R A T I O N  N U M D F R
I T R  =  I T R  +  1  
C C  1 7  J = i , N P F  
1 7 P P ( J )  = P ( * 3 , J )
F 1 = F P ( N  F P  )
C C  2 C  J = 1 t N P  
K = J
C A L L  S R C H ( S , p , K , N P , C L L , F I \ ‘, N C , A )
T C F L T A = P C. L C -  P ( 5 , N P + 1 )
F T  = J
I F ( IC t L T A . I T .  CELT/-' ) G C  1 0  ]5 
C E L T  A = T C E L T A  
F = F T
1 9  P C L C  = F ( 5 , K P  + 1 )
2 0  C O N T I N U E
C C  2 5 J - I , \ P
2 5 P ( 3 , J ) - 2 . * P ( fi, J ) -  P P ( J )
C A L L  F R C C ( P , 3 f \ F )
F 3 = F ( 3 , \ p * 1 )
F 2 = F ( 5 » \ "  + 1 )
I F ( F 3 . G E . F I )  C  C T C 4 8
I F  { ( F 1 - 2 .  * F 2  + F 3  ) « ( ( F 1 -  F 2 - 0  E L  1 A ) * * 2  ) . G E .  ( . 5 * C E  L  T A ) ( F 1 - F 3 ) * * 2  )
1 G C  T C  4 8  
I F  { F  . E C .  N'O) C C  T C  2 9  
N P R  = N P  -  1 
CC 3 C  J = F' i N T R  
C C  3 C  I = 1 1N P
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