A precision measurement of the parity nonconserving left-right asymmetry, LR A , in Møller scattering () eeee
. Since LR A is a The first conclusive evidence for neutral weak interactions was found in 1973 at the European center for particle physics, CERN. The members of this experiment produced a photograph, using a giant bubble chamber called Gargamelle, that suggested the following neutrino scattering reaction: In 1978, parity violation in the neutral current interaction was unambiguously observed at the Stanford Linear Accelerator Center (SLAC). This pioneering experiment, the predecessor of SLAC-E158, was led by Charles Prescott [1] . The experiment measured parity violation in deep inelastic scattering of electrons off nucleons. The key to the success of this experiment was the 1975 discovery of a new method for producing polarized electrons made by a group in Colorado, which included E.L. Garwin of SLAC.
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Shortly thereafter, a new source was built for the SLAC linac utilizing the method, thus allowing for the 1978 parity violation measurements which were in close agreement with those predicted by the GWS model. Not surprisingly, Glashow, Weinberg, and Salam received the Nobel Prize in physics in 1979.
The first set of experiments confirming the existence of neutral weak interactions were truly remarkable efforts, since most weak processes are masked by competing electromagnetic ones. Indeed, this is why neutrino scattering was originally employed to find the effect. Neutral processes are mediated by either the photon, denoted by γ , or the 0 Z . At low energies, such as the SLAC experiment, the photon mechanism dominates.
Very subtle interference effects between the two exchanges, which will be described later, and very sensitive measuring devices, were the key ingredients to the success of the SLAC experiment. Despite the difficulties, these early experiments roughly determined a very important parameter in the GWS theory -the weak-mixing angle, w θ . The experimental data towards the late seventies suggested 29
The GWS theory predicts that the old Fermi coupling strength can be re-expressed as, In closing, SLAC-E158 is the first experiment to measure a purely leptonic weak neutral current coupling away from the 0 Z pole with sufficient accuracy to access electroweak radiative corrections.
(1.2) Introduction to the Glashow-Weinberg -Salam Theory:
In order to understand how the SLAC-E158 experiment employs Møller scattering to measure the weak mixing angle, one must understand the basic principles of the Glashow-Weinberg-Salam theory. The general structure of this theory is revealed as one examines the historical developments which eventually led to the assertion that the electroweak interaction arises from a "spontaneously broken" SU(2)U(1) × gauge symmetry.
The first serious treatment of the weak interaction was developed by Enrico
Fermi. In his famous 1933 paper, Fermi described the β -decay of the nucleus in terms of the creation and immediate emission of an electron and a neutrino. This was a bold hypothesis at that time. Pauli had only reluctantly postulated the existence of the ne utrino three years prior in an effort to account for the continuous spectrum of the emitted electron. In modern terminology, Fermi proposed a contact interaction of four spin-12 quantum fields. In this process a neutron decays into a proton, electron, and anti-electron neutrino (internal structure of nucleons is ignored). The proposed invariant amplitude associated with the interaction is e µ Fnp?µe MG(u ?u) (u?u) = .
The similarity of this amplitude to the electromagnetic amplitude is striking. In Quantum The structural difference of the electromagnetic and charged weak currents appears at face value to preclude any possibility of unification. Amazingly, with some suggestive notation, and a better understanding of the 5 γ operator, the path to the GWS theory is now in sight [2] . First, one finds that for a massless Dirac particle spinor, the 5 γ operator is equivalent to the helicity operator, which has eigenvalues 1 ± ; hence, the (1-) γ is the identity operator if the particle has helicity 1 − , and is the zero operator if the particle has helicity 1 + . In general, the operator 
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The subscript L denotes the left-handed "chiral spinor". In essence, the factor is a good symmetry of the strong nuclear interaction because the up and down quarks have similar masses.
The motivation for examining nuclear isospin is that the internal symmetry group The GWS model is derived from the gauge symmetry group
part is generated by a quantity referred to as "weak isospin" and the subscript L refers to the fact that only left-handed particles couple to the gauge bosons of (2) SU .
The group (1) Y U is generated by a quantity called "weak hypercharge". The interaction
Lagrangian of the GWS model is:
Three weak isospin currents, When Glashow proposed his model for electroweak unification in 1961, there was no experimental evidence for a neutral weak current interaction. Yet, his scheme correctly surmised that a neutral current exists, and moreover, it is not simply the third component of weak isospin. Rather, the third component of weak isospin combines with the weak hypercharge current to form the electromagnetic current and the neutral weak current. More precisely, the weak hypercharge current is defined to be the difference of the electromagnetic current and the third weak isospin current, ( ) The origin of the (2)(1) LY SUU × symmetry breaking is through the Higgs mechanism, which is also responsible for generating the masses of the intermediate vector bosons, as well as the quarks and leptons. Much can be said here about the Higgs mechanism, and even more remains to be learned (indeed, the observable Higgs particle has ye t to be detected). However, the most important features of the GWS model necessary for understanding the physics of E158 have now been established, and it is to this subject that we now turn. The nuclear spins in the cobalt sample were aligned by an external magnetic field. An asymmetry in the direction of emitted electrons was observed (see Figure 2 ). This . This corresponds to a precision of 2 (sin)0.0007 w δθ : .
(2) EXPERIMENTAL DESIGN
The asymmetry in Møller scattering, LR A , is measured by rapidly flipping between the two possible electron beam helicity states, and then averaging the fractional difference in the cross-section over many such complementary pairs of pulses. The important assumption in this method is that all experimental parameters remain virtually unchanged over the duration of a given pulse pair. Indeed, much work in this experiment is dedicated to ensuring that helicity correlated systematics are controlled and eliminated.
The design of this experiment may be broken down into five major sub-sections: (1) the polarized electron beam, (2) the electron beam monitoring systems, (3) the liquid hydrogen target, (4) the spectrometer, and (5) the calorimeter. In this section the most important aspects of each system will be highlighted and discussed [5] .
(2.1) The Polarized Electron Beam
The polarized electron beam is produced by photoemission from a GaAs photocathode. A flash lamp pumped Ti:sapphire laser ejects electrons off the photocathode in 100-350 ns pulses. The laser light is polarized by a linear polarizer and two Pockels cells (see Figure 3) . A Pockels cell is a crystal whose birefringence is
proportional to the applied electric field across its face. In general, circular polarized light is obtained by setting the CP Pockels cell voltage to its quarter-wave voltage and the 
2) Electron Beam Monitoring Systems
The measurement of the electron beam parameters (charge, energy, position, and angle) is the major topic of this paper and will be discussed more thoroughly in subsequent sections. Briefly, the beam parameters are measured close to the source at ASSET, at specific locations in the A-Line, and just before the target in the Alcove (see 
(3) EXPERIMENTAL REQUIREMENTS ON BEAM PARAMETERS
The number of Møller scattered electrons necessary for the desired statistical accuracy of the experiment thus places definite requirements on the electron beam.
First, let us examine the consequences this number has on the required beam intensity and beam time [7] . The number of scattered electrons incident on the detector is a product of three quantities, M NTLσ = : the total time in which the experiment is taking data, the luminosity at the detector, and the Møller differential cross-section integrated over the detector aperture. The E158 experiment has been taking data for roughly seven months. Accounting for the fa ct that not all the data is taken at full repetition rate, and systems are not up continuously, let us assume roughly 50% efficiency so that 7 10 Ts = .
The luminosity at the detector, L , may be expressed roughly as a product of two quantities: ( 
4) ELECTRON BEAM PARAMETER MONITORS
In the previous section, we examined how the desired precision of the LR A measurement places very specific requirements on the electron beam parameters -charge, energy, position, and angle. In this section, the systems which monitor and record the beam parameters on a pulse by pulse basis are discussed. The discussion is divided into two parts. First, the beam position monitoring system is discussed. Despite the name, this system also measures beam energy and beam angle with respect to the zaxis (the desired axis of electron propagation). After discussing the beam position monitoring system, we examine the toroid system, which measures charge.
(4.1) The Beam Position Monitoring System
The beam position monitoring system consists of many resonant copper cavities (called BPMs) strategically placed throughout the linac, A-Line, and Alcove (see Figure   4 , Section 2.2). A given BPM unit consists of three cavities: one cavity which is sensitive to x-position, one cavity which sensitive to y-position, and one cavity which is sensitive to phase. The placement of a BPM unit is determined by the parameter the unit must be sensitive to. When the electron beam passes through the cavity, the beam fields couple to the cavity, depositing energy, and the cavity "rings". A connecting guide contains an antenna that carries an induced voltage waveform through a cable to electronics for processing. Therefore, on a pulse by pulse basis, the signal from a BPM may be processed and recorded for analysis. In the following sections we will examine the details of this system.
(4.1.1) The Function of a Resonant BPM Cavity
In general, a cavity mode functions as a damped harmonic oscillator, driven by the beam and any other external drive. In the case of a BPM cavity, the cavity is driven only by the beam and serves as a pickup [8] . As the beam passes through the cavity, the cavity couples to the beam through the beam-multipole moments. Thus, one may speak of a cavity mode as a monopole mode, a dipole mode, and so on. The geometry of the cavity determines the mode and resonant frequencies at which the cavity oscillates when Now that we understand how the geometry of the cavity determines the mode sensitivity, let us consider the waveform induced as a result of a excitation by a bunch train. Since a cavity mode functions as a damped harmonic oscillator, the waveform envelope rises as a bunch train passes through the cavity. The rise is exponential, similar to a charging capacitor. Once the train has completely passed through the cavity, the energy stored in the cavity fields dissipates and the envelope of the waveform decays exponentially.
The rate of exponential rise and decay depends on how well the cavity is tuned to the beam frequency. Small tuning cavities which can adjust the effective geometry of the cavity are used to tune the BPMs (these can be seen at the top of Figure 5 ). One can use a network analyzer to ping the cavities and optimize the effective geometry by tuning the cavity to resonate at 2856 MHz . One can also optimize the quality factor, Q . When tuning the cavities, the goal was to obtain a Q of approximately 3000 at 2856 MHz . . Hence for the upper right plot in Figure 7 , which depicts the cavity BPM 12X, we find that 3,323 Q = . The goal of the BPM electronics is to remove the fast oscillation so that the resulting waveform can be integrated and yield a non-zero value. This integral is proportional to the product of the average position and charge (there is also a dependence on phase which will be discussed later). The BPM waveform processing electronics utilizes the quadrature IF mixing scheme to achieve this goal. In practice, the phase adjustor is tuned so that so that the relative phase difference between the LO and cavity RF is zero or pi -hence the sine term vanishes and the cosine term goes to 1 or -1. In this ideal situation only one processor component would be needed, and hence only one ADC channel. However, phase drifts may occur. One source could be thermal expansion of the cables carrying the signals. Therefo re both outputs are read into the ADCs, although only the cosine channel is presently used to represent position. A method for calibrating the mixers such that both outputs can be to reconstruct the full amplitude will be discussed in section (3.1.5). Another type of BPM calibration is a relative calibration. This is type of calibration is performed between BPM pairs. In section (3.1.2) it was noted that most BPMs come in pairs, separated by 0.5 m (that is, a triplet of BPMs is augmented by another triplet close by). The reason for this is redundancy to gain information on measurement resolution. The two x-cavities, say, are calibrated independently.
However, one can provide a relative calibration between the two, which is independent of the absolute calibration, by stipulating that the two should agree on position. Clearly, the assumption is that beam position should not change over the distance between the two cavities; under normal operating conditions this is a very good assumption. One can even improve the assumption by computing the angle dependence and subtracting it.
A rough sketch of the algorithm to compute the relative calibration constants goes as follows. Suppose the BPM pair under consideration is labeled BPM-A and BPM-B .
For a given run, one plots BPM-ABPM-B − versus BPM-B . This should yield a linear relationship, the slope of which represents the percent correction one would need to make the absolute calibration constants yield position agreement. There are a few subtle details worth mentioning. In practice one actually plots the pulse pair differences of the above quantities. Also, one must take into consideration the above mentioned angle dependence and also make appropriate cuts so that the fits are representative of the true linear ( 
4.1.5) The Phase Drift Problem
In section (3.1.3) it was noted that only one BPM processor output is used to represent beam position. The phase adjustor in the BPM processor unit is set so that phase difference between the local oscillator signal and the RF signal from the cavity is either zero or pi. Thus, the IF output of one channel is maximized while the other is set to zero. The motivatio n for doing this is to avoid the need to use both outputs to reconstruct the full waveform amplitude. Such a reconstruction would require an accurate calibration of the mixer electronics.
Adjusting the phase is an ideal solution to this problem. In practice, however, the phase between the two signals will drift. There are many possible sources of phase drift.
One obvious source is the time dependent thermal expansion of the cables carrying the RF signal from the cavity to the electronics. One hopes that the phase shifts are small and hence negligible. For small drifts, the error in using one channel is quadratic in phase (consider the Taylor expansion of cosine to second order).
Although only one channel is calibrated and used to represent position, both channels are read out to the ADCs. Therefore, one can monitor the phase drifts in order to assess the potential for significant error in position measurements. Figure 12 shows a phase plot over the Run I production data set. What is plotted is the mean of the sine of phase of the Q-cavities. Additionally, the sine of the phase of the cavities is considered with respect to the sine of the phase of the cavity closest to the electronics. Clearly, one can see from the plot below that the phase drifts may not necessarily be small. Hence, considerable position information may be lost if the phase drifts are not accounted for. If one does not wish to continually monitor the phase, frequently resetting the phase adjustor to account for drifts, one must first calibrate the BPM electronics.
Calibrating the BPM electronics accounts for imperfections of the quadrature IF mixer. The high frequency component will be filtered out, but the remaining component will oscillate with frequenc y δω . However, the two IF outputs are still in phase quadrature, so each is the product of the input amplitudes multiplied by the sine or cosine of some time dependent phase . Therefore, if plotted against each other, one would find a circle in the ideal mixer case. In the non -ideal mixer case one sees an ellipse.
The goal of the mixer calibration is to parameterize the ellipse so that the degree of imperfection of the power divider and 90 o hybrid are reflected in the fit parameters.
More specifically, we seek the parameters of a linear transformation which takes us from the ideal circle to the observed ellipse. The appropriate parameters are a pinching parameter, δ , which qua ntifies the deviation from a true 90 o hybrid, and a scale parameter, s , which quantifies the result of unequal RF power division. Once, these parameters are determined for each mixer, the two outputs can be corrected and added in quadrature to yield a position reading which is independent of phase. The algorithm for finding these constants is depicted in Figure 12 , and a list of all the ellipse fit parameters is shown in Figure 13 . Additionally, few plots depicting the process are shown in Figure   14 . Finally, the fit parameters for a few BPM processors are listed in Table 4 . These numbers suggest that simply adding the outputs in quadrature without calibration may yield results that are no more accurate than allowing for small phase drifts in the one channel scheme. The parameters will be calculated for all BPM processors and the data will be reprocessed such that position can be inferred in a manner accounting for the phase drifts. 
1) Toroid System Overview
The toroid system is a much simpler system than the beam position monitoring system. As the beam bunch passes through a toroid, the magnetic fields which circulate about the direction of beam motion alter the flux through the toroid wire loops, and hence induce a current. The toroid "rings" accordingly and the goal is to use the size of the ringing to infer the charge present in the bunch train.
The toroid system as a whole a whole can be viewed as an LRC circuit driven by the beam. The inductor is the toroid, and the inductance, L, is fixed by the geometry of the toroid. The two ends of the toroid are connected by a twin-axial cable to a toroid preamplifier. The pre-amplifier functions as a resistor, a capacitor, and an amplifier, and is a solid-state device. The resistanc e, R, and the capacitance, C, are variable quantities which may be adjusted.
From elementary circuit analysis we know that the resonant frequency of an LRC circuit is 0 1 LC ω = , the decay time constant is LR τ =
, and the quality factor is 0 Q ωτ = . The pre -amp is adjusted such that the decay time constant is sufficiently small. This is to prevent the ringing induced by one bunch from lasting until the arrival of the next bunch. Also, to ensure that this absolutely does not occur, there is a damping mechanism which discharges the circuit after a certain amount of time has elapsed, before the arrival of the next pulse.
The time constant characterizes the exponential decay of the envelope of the induced current waveform. Within this waveform envelope is an oscillating sinusoidal signal. One may think of the bunch train as a delta function impulse. Therefore, the frequency of the sinusoidal signal is the resonant frequency of the circle. Additionally, the sinusoidal assumes both positive and negative values. The ultimate goal is to integrate this signal by means of an integrating ADC and call the value of this integral the charge (assuming proper calibration). The fact that the signal oscillates rapidly through positive and negative values requires us to use an absolute value rectifier as the last electronic element before the ADC input, in order to obtain a non-zero integral.
(4.2.2) Toroid Calibration
The toroids are calibrated by sending a pulse of known charge down a cable which passes through the toroid, thereby mimicking the beam. The response of the toroid is processed by the electronics and recorded. The toroid calibrator basically consists of a capacitor which itself can be accurately calibrated. One can specify the voltage on the capacitor, and hence the charge. Therefore, ADC count can be plotted versus charge and a calibration slope is obtained.
For the most part, the toroid system responds linearly with beam charge.
However, the toroid pre-amp is a solid-state device which may become non-linear if the 
