Abstract. Let D be a C1 domain in R", and u the harmonic measure of 3D, with respect to a fixed pole in D. Then, du = k da, where k is the Poisson kernel of D. We show that log k has vanishing mean oscillation of SD.
Introduction. The main goal of this article is to study the sharp regularity properties of the Poisson kernel for C1 domains in R"+ ', n 3= 1. A domain in R"+ ' is called a C1 domain if it is given locally by graphs of C1 functions. It is called a Lipschitz domain if the functions are merely Lipschitz, and is called C1,a if the functions have a gradient which is Holder continuous of order a. It is well known (see [14] ) that if 7) is a CXa domain 0 < a < 1, and « is the harmonic measure of 37) with a fixed pole X0 E D, then the Poisson kernel of 7), k(Q) -du/do, and its reciprocal k~\Q) are Holder continuous of order a. This means that | log k(Q) -log k(Q') \< C | Q -Q' |a for Q, Q' E 37). In this article we analyze the case of C1 domains, i.e. a = 0. It is very easy to see already in two dimensions that for C1 domains k and l/k need not be bounded, and hence cannot be continuous. It is well known by now that many times when L°° estimates break down, the appropriate replacement are BMO estimates, where BMO denotes the space of functions of bounded mean oscillation of John and Nirenberg. In [3] , B. Dahlberg showed that on a Lipschitz domain log k G BMO(dD), i.e.,
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Because one expects k to have more regularity for C1 domains than for Lipschitz domains, B. Dahlberg [5] posed the question of whether for C1 domains log k E VMO(oD). When n -1, this result follows by conformai mapping. In fact, if 4> maps the unit disc conformally onto D, a classical theorem of Lindelöf shows that arg $' is continuous. But then log | $' | is in VMO because the conjugate function of any continuous function is in VMO by results in [13] . Moreover, in [12] , Pommerenke generalized this result. He showed that for a simply connected domain 7) in the plane, log | í>' | is in VMO if and only if 37) is asymptotically smooth, i.e.
KQu Qi)/\ Q\ -02 I-1 as | Qx -Q2|-0, where l(Qx, Q2) is the length of the shortest arc of 37) between Qx and Q2. In higher dimensions, Fabes, Kenig and Neri [6] obtained some partial results towards Dahlberg's problem. In [13] Sarason showed that VMO is the closure of the space of continuous functions in the BMO norm. In [6] it was shown that log k belongs to the closure of Lx in the BMO norm.
In this paper we answer Dahlberg's question in the affirmative for any n > 1. We actually prove a stronger result, reminiscent of Pommerenke's theorem. We prove that if 7) is a bounded domain which can be written locally as the graph of Lipschitz functions with arbitrarily small Lipschitz norms, then log k E VMO(oD) . Our theorem shows that logk(x) is stable in BMO norm under C1 perturbations (see 3.4). 1 . In this section we set up notations and recall results needed throughout this paper.
Capital letters X and Y will denote points of a domain D in R"+', and ( X, Y > will be the inner product in R"+1. Lower case letters x and y are reserved for points of R", and x ■ y will be the inner product in R". | X\= (X, X)l/2 and | x \= (x ■ x)]/2 denote the Euclidean length in R"+1 and R", respectively. The letter c will be used to denote constants that are not necessarily the same in different occurrences. Their dependence on the dimension will not be mentioned, since ti is fixed throughout. Points of the boundary of D, 37), are denoted Q, and NQ will denote the outer unit normal to D at Q. B(Q,r)= [XER"+l:\X-Q\<r), r > 0.
A domain 7) C R"+1 is a Lipschitz domain if there exists 8 such that for each g G 37) there exist a ball B(Q, r) and an isometric coordinate system (x, t) of R"+1 with Q as origin for which B(Q, r)PD = B(Q, r) P {(x, t):xER",t> <p(x)} for some Lipschitz function <p: R" -» R satisfying (1.1) <p(0) = 0 and II v<p\\x < 8 < oo.
For convenience we will always assume that 8 < -r^. This does not affect our reasoning because we are concerned with what happens as 8 tends to zero. Let o be the surface measure of 3D. By a surface ball A of 37) we mean B(Q, r) P aD for some Q E 37) and r > 0. Denote by ux the harmonic measure of D with pole at X, that is, the measure on 37) satisfying u(X) = jSDfdux for every bounded harmonic function u with continuous boundary values / in C0(37)). According to 1.3 there is a density kx such that dux -kxdo. Evidently (1.2) kx>0 and f kxdo= 1.
ÏM+1
In the well-known case of the upper half-space R+ = {(x, t): x 6 R", / > 0) the density is the usual Poisson kernel kY(Q) -P,(x, y) = cnt(\ x -y \2 + r2)-(n+1)/2, where Y = (y, t), Q = (x,0), and c" = T((n + l)/2)/w(n+1)/2. Fix a point X0 G D.
The kernel function is K(X, Q) = dux/dux°(Q). Thus, kx(Q) = K(X, Q)kXo(Q).
Let <p satisfy (1.1). For x G R", let A(x, r) -{(y, <p(y)): | x -y |< r, y G R"}. Because 8 < -fo, A(x, r) and the surface ball A = B((x, <p(x)), r) n 37) are interchangeable in all of the succeeding results. We will not distinguish between them. Theorem 1.3 (Dahlberg [3] ). Let <p satisfy (1.1). 7) = {(x, t): x E R", t > <p(x)}. Then where <o" is the surface area of the unit sphere in R"+l.
Here is a scale independent version of Harnack's inequality. Lemma 1.5. Let D be as in 1.3, QE aD. Let u be a positive harmonic function in D n B(Q, r). For any e > 0 and any M there exists c depending on M and 8 but not on e, r such that u(Xx) < cu(X2), whenever Xx, X2 E D n B(Q, r/2), dist(Xj, 37)) 3= e,/= 1,2, and \XX -X2\< Me.
Next, we need several lemmas concerning positive harmonic functions that vanish on a portion of the boundary. The first is elementary (see [9] , for example). The third in the series, a comparison of two such functions, is due to Dahlberg [3] .
Lemma 1.8. Let D, <p, and 8 be as in 1.3 and 1.6 and let ux and u2 satisfy the same hypotheses as u. There is a constant c depending only on 8 such that ux(X)/u2(X) < cux(X')/u2(X') for all X, X' E B(Q, r/2) n 7).
There is a refinement due to Jerison and Kenig [9] . A variant of 1.9 is (see [9] ) Lemma 1.10. Let D, <p and8 be as in 1.3 and Q E 37). Let X0 E D\B(Q,4r), X E D n B(Q,2r)\B(Q, r) and denote K(X, Q') = dux/diûx°(Q'). There exist c and v > 0 depending only on 8 such that if Q' E 37) and \ Q -Q'\< sr, then
All of these lemmas can be stated on general rather than special Lipschitz domains, but the constants involved depend on the number and orientation of the coodinate charts. (In fact, the constants depend on what are called the NTA constants of the region; see [9] .) However we will not need the precise dependence of the constants, but only the following immediate consequence of 1.9. exists for every Q' E B(Q, r) n 37) and (denoting the limit by u(Q')/v(Q')) u/v is Holder continuous in B(Q, r) n 7), i.e., there exist constants c and v > 0 depending on D, Q, and r such that
If B(Q, r) is a coordinate ball as in (1.1), then the constants c and v depend only on 8.
Finally, we have use for an inequality of Sarason [13] .
Lemma 1.12. Let (£, m) be a measure space with total mass 1: 77i(3£) = 1. Let w be a nonnegative measurable function on 3£ such that (fwdm)(fw->dm) *£ 1 + s3, where 0 <s< + 77ievi / | log w -/ log w dm \ dm < 16s.
2. Throughout this section we will work with domains D = {(x, t): t > <p(x)} where <p satisfies (1.1). The point Q = (x, <p(x)) of 37) will often be identified with x and functions defined on 37) will often be thought of and written as functions of x. For instance, kY(x) = kY(Q) = kY((x, <p(x))). When more than one function tp is under consideration, we will use kY(Q) =s kY(Q) to indicate the dependence of kv(Q) on w. Our goal in this section is to prove Lemma 2.6. For any positive e, ß, and 6, there exist a and 8 such that if <p satisfies (1.1), \y\<ß, \y -xx \<ßt,\y -x2\< ßt,0 < t < 1, and ux(X) = ux{A(xx,t6))(tey"; u2(X) = ux{A(x2, tß))(tßY", then 1 -e < ux(X)/u2(X) < 1 + e whenever X G 7) and\X\>a.
Proof. The proof will show that we can assume y = 0, <p(y) = 0, by choosing a sufficiently large. Since | t'lX\>\X\>a,vte can use the dilation Xi-» t~xXas in 2.3 and assume without loss of generality that t = 1. We will examine first a model case. Denote w(x, s) -fM<xPs(x -y)dy, the bounded harmonic function in R"++1 with boundary values w(*,0) = l, |*|<1, = 0, |*|>1.
Let wr(x, t) = r'"w(r'xx, r'xt). For any e, > 0 and any e2 > 0 there exist tj sufficiently small and a s= 10 sufficiently large (depending also on 9 and ß) such that (2.7)
wp,(x -x2, t + tj) < (1 + ex)wê,(x -xx, t -r¡) whenever ß/2 < p' < 2ß, 6/2 < 0' < 26, | (x, r) |^ a, and t 3= e2. (In particular, we assume that 0 < tj < e2.) This follows from an elementary calculation based on the explicit formula for the Poisson kernel. From now on a is fixed, but there is one further restriction on r¡. Denote by v(x, t) the harmonic function in the half-ball {(x, t): \x\2 + t2 < I, t > 0} with boundary values v(x,t) = 1, \x\2 + t2 = 1,/ >0, = 0, r = 0,|x|<l. By 1.6 (or explicit computation) for any e3 > 0 we can choose M sufficiently large such that (2.8) v(x,t)<e3 îoT\(x,t)\<M-l,t>0.
An application of 1.6 to 0~" -ux(X) = ö""(l -ux(A(xx, 6))) shows that, for any e4,0 < e4< 6/2, there is tj > 0 sufficiently small such that (2.9) ux(x, <p(x) + s) > (6 + e4)~" whenever j < 2rj and | x -xx \< 6 -e4.
Let 8 satisfy 0 < SMa < ij/2. Then B((0,0), Ma) D {(x, t): t = tj} is contained in 7) . Denote w'(x, t) -we_Bi(x -xx, t -r/). Then wl < (f?/2)"". Therefore the maximum principle and (2.9) imply that for any e5 > 0 we can choose e4 so that wl(x,t) -(6/2)~"v(x/Ma,(t-t\)/Ma) < (l + e5)ux(x,t) for I (x, t -i\) |< A/a, t 3= r¡. (2.8) then implies wx(x, t) -(f?/2)""e3 <(1 + e5)ux(x,t) for | (*,r)l= «, t>ij.
A similar argument shows that u2(x, t) < (1 + e5)(w2(x, i) + (jß/2)""e3) for \(x,t)\=a,t^ tj, where w2(x, i) = wß+et(x -x2, t + 17). Hence, by (2.7) for any e6 > 0 and any e2 > 0 we can choose e3, e4, e5 sufficiently small (depending on 6, ß, and a) such that u2(x, t) < (1 + e6)ux(x, t) for \(x,t)\= a,t> e2.
Similarly, we can show that ux(x, t) < (1 + e6)u2(x, t) for \(x,t)\=a,t> e2.
To complete the proof we must compare ux and u2 on the set in 7) where I (x, t) I = a and r < e2. Let Q E 37) be such that | ß | = a. Note that both ux and i/2 vanish on B(Q, 1) n 37). Thus Lemma 1.9 is satisfied with r = 1 and in the notation used there,^4
(2e2) -ce2 < ux(x, t)/u2(x, t) < a{2e2) + ce2
for I (x, t) |= a, t «£ e2. But we have just shown that ^4(2e2) 3= (1 + e6)"' and a(2e2) < 1 + e6. Hence, for e2 and e6 sufficiently small depending on e, I -e< ux(x, t)/u2(x, t) < 1 + e for | (x, t)\-a and t < e2. Proof. It follows from 1.10 that for any e, > 0 we can choose 6 > 0 (depending also on ß) such that 1 -e, < 7i"(Y, x)/K(Y, x') < 1 + e, for \y\< ß,\x -y\< 2ßt,\x' -y\< 2ßt and \x -x'\<26t.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Hence, averaging over A(*, 6t), we find
A direct calculation shows that for any e, > 0, we can also choose 6 > 0 sufficiently small such that (1 -ex)P,(y -x) < P, * A6t(y -x)<(\ + ex)Pt(y ~ x), for \y |< ß; | x -y | < ßt. Moreover, for any e2 > 0, we can choose a depending on 6 and ß as in 2.6. In the notation of this lemma the conclusion of 2.6 is rephrased as
for | x -y |< ßt. Therefore, to prove 2.10 we need only show that for any e > 0 there exists 5 > 0 depending on 6, ß, and e such that Lemma 2.11. Let D and <p be as in 1.3. Given e > 0 there exist ß -ß(e) and a = a(e, ß) sufficiently large and 8 = 8(e, ß) > 0 sufficiently small that if k(x) = k(Q) = dux°/do,\ X0\> a,0 < t < 1, then 1 -e « k * ft(x)/k * A,(x) < 1 + e for \x\< ß and similarly for g,.
Proof. For any e, > 0 there exist 6 > 0 sufficiently small and ß sufficiently large such that
Consequently, k * ft(x) <(1 -ex)~lk * f * Ae¡(x) + exk * A2ßt(x). 2.6 says that we can choose 8 depending on ß and e, so that for all \x\< ß and Xj satisfying \x -Xj\< ßt, j -1,2,3,
in the sense that the ratio of any pair is bounded between 1 ± e,. Because Jf(y) dy = 1, k * f * A8l(x) -(k * A9l) * ft(x) is an average of k * A9l(xx) over | x -xx |< ßt. Hence, for small ex, k * f(x) < (1 + e)k * A,(x). The opposite inequality is proved similarly.
We are now ready for the main step in the proof of 2.1.
Lemma 2.12. Let D and<p be as in 1.3 . Given e > 0 there exist ß = /5(e), a = a(e, ß) and 8 = 8(e, ß)>0so that ifX0 ED,\X0\>a and k(x) = k(Q) = du/do, then (k * g,(y)f < k2 * g,(y) < (1 + e)(* * g,(y))2 for \y |< 1,0 < t < 1. If we apply Lemma 1.4 to the case of the upper half-space 7) = R"^1 with X -(0, t) we find that
F(ß) is the ratio of the truncation of these two integrals to the range \x\<ß. Therefore, F(ß) tends to 1 as ß tends to infinity. For sufficiently large ß, k2 * g,(y) < (1 + e)k * A,(y)k * f(y), \y\<\\
Finally, Lemma 2.11 says that we can replace both k*A,(y) and k * f,(y) by k * g,(y) yielding k2 * g,(y) < (1 + e)(k * g,(y))2-The other inequality follows from Schwarz' inequality.
We are now in a position to prove Theorem 2.1. Using Lemma 1.12 with dm(x) = g,(x -y)k(x) dx/k * g,(y) and w(x) -k(x), we obtain from 2.12 f\ log k(x) -c(y, t) | gt(x -y)k(x) dx/k * g,(y) < 16e1/3. Consequently,
J\x-y\<t J\x~y\<t because gt(x -y) > ct~" for \x-y\<t and because by 2.11, k * g,(y) < ck * A,(y).
It remains only to replace the weight k(x) dx in (2.13) by the weight dx. This argument is well known. By Theorem 1.3(b) and [2] for sufficiently large/», sup í^ík){-r^ík~,/p^)P 1<c-License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
The John-Nirenberg inequality for the weight k(x) dx (see [10] ) says that (2.13) implies that for any p < oo
where A = A(y, t). Hence by Holder's inequality,
3. In this section we establish the main result and state some corollaries. Proof. Let e > 0 be given. Choose a and 5 as in 2.1. Find balls B(Qj, r,), / = 1,..,A, covering 37) with Qj E 37) so that in some isometric coordinate system (xj,tj) in H»+1, Bf n D = {(xj, tj): x¿ E R", tj > <p(Xj)} n Bf, where B/ = B(Qj, 2rß and tr^ satisfies <p,(0) = 0, || v<p, II x < 8. In addition we may assume ç < \. Pick now y0 so small that if A is a surface ball, diam A < y0, then A C 7? for some/. Also, let kj = k$ay By 1.3(c) and 1.11, log(k/kj) are uniformly continuous on Bj n 37). Thus, we can choose y7 so that if diam A «£ y., and A C B-n 37), then maxAlog(Tc/Tc7) -minAlog(A:/A:>) «S e. Let now y = min{y0, y,,... ,yN}, and let A be a surface ball of 37), diam A < y. Then, there exists a / so that A C B. n 37). Hence, --jf | log /c -(log fc)A | ¿a < --jf | log Tc -log kj -(log Ac/*y)A I do + ^)/jl0g^"(l0g^)A|<2e' and the theorem follows. |A|4' ' |A|V > Hence,
(1 -e)e/i<j^-r jemd6 = ku¡<(l + e)ef*.
I I A
Taking the logarithm, we obtain (3.6) for k = kx; the estimate for kr is the same.
Having fixed y, we can now choose 8 > 0 sufficiently small such that (3.7) sup | logfcA -log(¿JA |< e.
diam(A)>y |r-l|<«
This results from a straightforward barrier argument based on 1.6. In the conclusion of the proof it is more convenient to work with "surface cubes" A rather than surface balls. There is no difference in the proofs of any of the preceding results in the case of cubes in place of balls. What we will use about cubes is that if A is a cube of diameter 2My, Af = 1,2,..., then A is the disjoint union (up to sets of d6 measure zero) of cubes A,, j -1,..., 2"M, of diameter y. For \r -1 | < 8, Tat/ \fr{6)-f(6)\d6 = 2-" 2 rhf \fr(o)-f(e)\d6 
