Abstract-Partial Least Squares Regression (PLSR) is a linear regression technique developed to relate many independent variables to one or several dependent variables. Robust methods are introduced to reduce or remove the effects of outlying data points. In the previous studies in robust PLSR field it has been mentioned that if the sample covariance matrix is properly robustified further robustification of the linear regression steps of the PLS1 algorithm (PLSR with univariate dependent variable) becomes unnecessary. Therefore, the purpose of this study is to propose a new approach to robust PLSR based on statistical procedures for covariance matrix robustification by selecting the well-known S-estimators. Both simulation results and an analysis on a real data set, which is used in robust PLSR literature frequently, showing the effectiveness, success in fitting to regular data points and predictive power of the new proposed robust PLSR method.
I. Introduction Partial Least Squares (PLS) is a useful procedure for relating a set of dependent variables to many independent variables. It could be seen as a general dimension reduction technique which takes into account the linear relationship between the dependent variables and the independent variables. It is well known that the popular algorithms for PLS regression (NIPALS and SIMPLS) are very sensitive to outliers in the dataset. For univariate or multivariate dependent variables, several robustified versions have already been proposed. Wakeling and Macfie (1992) worked with the PLS with multivariate dependent variables (which was called PLS2) and their idea was to replace the set of regressions involved in the standard PLS2 algorithm by M estimates based on weighted regressions. Griep et al. (1995) compared least median of squares (LMS), Siegel's repeated median (RM) and iterative reweighted least squares (IRLS) for PLS with univariate dependent variable (PLS1 algorithm), but these methods are not resistant to high leverage outliers. Procedures combining robust covariance matrices and robust regression methods have been proposed by Gil and Romera (1998) , Hubert and Vanden Branden (2003) . González et al. (2009) also concentrated in the case of univariate response (PLS1) and showed that if the sample covariance matrix is properly robustified the PLS1 algorithm will be robust and, therefore, further robustification of the linear regression steps of the PLS1 algorithm is unnecessary [2, 3, 5] .
In this study, similar to Gil and Romera (1998) and González et al. (2009 ) studies, we also concentrate in the case of univariate response (PLS1) and we present a procedure which applies the standard PLS1 algorithm to a robust covariance matrix. In our study, we estimate the covariance matrix used in PLS1 algorithm robustly by using well-known S-estimators.
The rest of the paper is organized as follows. Section 2 reviews briefly the PLS1 algorithm for an one-dimensional dependent variable and analyzes the implication of the robustification of the covariance matrix for the regression steps. Section 3 presents the new approach to robust PLSR analysis. Section 4 reports a simulation study where the performance of the new robust method is compared to classical method and other four robust methods existing in robust PLSR literature. Section 5 illustrates the performance of the proposed method on a well-known set of a real data in literature. Conclusions are reported in Section 6.
II. The Classical PLS1 Algorithm
It is supposed that we have a sample of size n of a 1+p dimensional vector     X y z , , which could be decomposed as a set of p independent variables, x and a univariate dependent variable y. Throughout this paper, matrices are denoted by bold capital letters and vectors are denoted by bold lowercase letters. Let z S , be the sample covariance matrix of z, consisting of the
. From these results it is easy to see that the vectors i w can be computed recursively as in below.  
The application of this algorithm can be seen as a two step procedure: (1) the weights i w that define the new orthogonal regressor i t , are computed with Equations (2.7) and (2.8) by using the covariance matrix of the observations; (2) the regression coefficients i q are computed from a simple regression between the response, y and the regressor i t . As it is shown in Equation (2.9), these two steps depend only on the covariance matrix of the observations and it may be thought that if this matrix is properly robustified the procedure will be robust [3] .
III. A New Approach to Robust Partial Least Squares Regression Analysis
In this section, following the idea of the methods proposed by Gil and Romera (1998) and González et al. (2009) we propose a new approach to robust PLSR by using S-estimators in order to robustify the sample covariance matrix, z S , in the PLS1 algorithm. Thus, firstly, we will briefly recall the definition of an S-estimator of multivariate location and scatter. Then, we will give detailed information about FastS algorithm used for calculating multivariate S-estimators for location and scatter. Finally, we will give the three steps of our new proposed robust PLSR method which we named as 'PLS-Smult' [8] .
S-estimators for multivariate location and scatter have been studied by Davies (1987) , Rousseeuw and Leroy (1987) and Lopuhaä (1989). S-estimators for multivariate location and scatter are highly robust with breakdown value (BDP) up to 50%. [6] .
A. The FastS Algorithm for Multivariate Location and Scatter
In this section, the main idea of the FastS algorithm will be layed out. Firstly, the C z in Eq. (3.1) is written as 
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The algorithm starts with N initial estimates Σ of the lth subset [6, 8] .
. Next those estimates are refined by performing k so-called I-steps, resulting in [6, 8] .
The jth I-step to refine the estimate
goes as follows [6, 8] :
Compute the weighted mean
  j l µ and the weighted covariance
After performing k I-steps, the scale
until convergence while keeping   
Here A is the maximum of the  best scales that were fully iterated so far. This idea was first developed by Yohai and Zamar
with the smallest scales need to be refined until convergence using I-steps as described above, and the final estimate
is the one with the smallest scale after full refinement.
The final estimate for the covariance matrix 6, 8] .The FastS algorithm code, which was written by Riani et al. (2012) , could be found in MATLAB FSDA Toolbox and it was named as 'Smult' [9] .
In this study, firstly, by using robust covariance estimator obtained by using FastS algorithm, the robust covariance estimator IV. Simulation Study In the previous section, the new proposed robust PLSR method 'PLS-Smult' is explained in detail. In this section, the comparison of PLS-Smult with other four robust PLSR methods existing in literature is shown in order to validate the good properties of the new PLS robusification. Hence, in this study, five robust PLSR procedures are compared to the classical PLSR method. The first one, RSIMPLS, is the algorithm proposed by Hubert and Vanden Branden (2003) [5] .The second one, PRM, is the partial robust M-estimator proposed by Serneels et al. (2006) [11] . The third one, PLS-SD, is the one proposed by Gil and Romera (1998) [2] . The fourth one, PLS-KurSD, is the one proposed by González et al. (2009) [3] . The last robust PLSR method is PLS-Smult, is the one proposed in this paper. In this study, following the study of Hubert et al. (2012) the number of subsets is chosen as N=500 for 'Smult' function used in PLS-Smult algorithm.
We compare efficiency, goodness-of-fit (GOF) and predictive ability of classical PLSR, robust RSIMPLS, PRM, PLS-SD, PLS-KurSD and new proposed robust PLS-Smult methods by performing a simulation study on uncontaminated and contaminated data sets.
According to the initial models given in Equations (2.1) and (2.2), and following a simulation design similar as the one described in Engelen et al. (2003), we have generated the data sets as in Eq. Next, contamination is added by replacing 10% of the observations by different types of outliers. The contaminated parts of the data are denoted as  T ,  X and  Y .
1. Bad leverage points were constructed by substituting
However, the corresponding y-values did not change. For each situation, m=1000 data sets were generated and they were analyzed with k=1; 2 and 3 components. The efficiency of the considered methods is evaluated by means of the MSE of the estimated regression parameters β that is defined as in Eq. (4.2). Moreover, it is clear that the true parameter vector is determined as
Here   l k β denotes the estimated parameter based on k components in the lth simulation. The MSE indicates to what extent the slope and intercept are correctly estimated. Therefore, the aim is to obtain a MSE value close to zero. Furthermore, we are ISSN: 2231-5373 http://www.ijmttjournal.org
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interested on how well the methods fit the regular data points. Because of the simulation settings, we know exactly their indices as we store in the set r G . Then, the GOF criterion is defined as in Eq. (4.3). Here k , i r is the residual of the ith observation when k components are computed. The objective is to obtain a GOF value close to 1 [1] .
The predictive ability of the methods could be measured by means of the Root Mean Squared Error (RMSE). First a test set G t of uncontaminated data points with size n t =50 is generated and then Eq. (4.4) is computed. Here,
is the predicted y-value of observation i from the test set when the regression parameter estimates are based on the training set (X, Y) of size n and k components are retained in the model. The optimal number of components is often selected as that k for which this RMSE value is minimal [1] .
The results of the simulations are shown in Tables I-III . Table I shows that in case of no contamination is added and when there is only k=1 component is selected, although RSIMPLS method performs better than classical PLSR method in terms of efficiency and predictive ability, the other four robust PLSR methods (including the new proposed robust PLS-Smult method) have nearly close performance to classical method in terms of efficiency, fitting to data and predictive ability. When only k=2 components are retained in the model, PRM and new proposed robust PLS-Smult methods have nearly close performance to classical method in terms of efficiency and predictive ability. When the model with k=3 is examined, though robust RSIMPLS and PRM methods are better than classical PLSR method in terms of efficiency and showing a close performance to classical method in terms of predictive ability, it could be mentioned that the classical PLSR method outperforms the other three robust PLSR methods (including PLS-Smult) in terms of efficiency and predictive ability. Overall, when no contamination is added, the classical method performs somewhat better than their robust versions, as it would be expected. It could be seen from both Table II and Table III that when the data set is contaminated, classical PLSR method clearly break downs. The MSE of the regression parameter estimates for classical method increases drastically and even attains their minimum at k=1. The GOF values for classical PLSR method are very low, especially when the data contain bad leverage points. The low GOF values mean that the regular data points are badly fitted. The high RMSE values indicate the low predictive ability of the classical method. Table II shows that when the data contain bad leverage points, the performance of classical PLSR method in terms of efficiency, fitting to data and predictive ability decrease drastically against robust methods for k=1, k=2 and k=3. The MSE of the regression parameter estimates for classical method increase drastically and even attain their minimum at k=1. When the GOF values of methods are examined for each of the number of components (k=1, 2 3), it is seen that the values related to classical method is lower than the robust methods as it is expected. This shows that the regular data points are badly fitted for classical PLSR method.
It is obvious from Table II that when k=1, k=2 or k=3, the new proposed robust PLS-Smult method outperforms robust PRM, PLS-SD and PLS-KurSD methods in terms of efficiency, fitting to data and predictive ability. Consequently, for this simulation setting in the presence of 10% bad leverage points in the data set, the superiority of new proposed robust PLS-Smult method ISSN: 2231-5373 http://www.ijmttjournal.org
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against robust PRM, PLS-SD and PLS-KurSD methods in terms of efficiency, fitting to data and predictive ability could be seen clearly. Table III shows that the classical PLSR method has a very low efficiency and predictive ability, much badly fitting to data than the five robust PLSR methods (including PLS-Smult) in the presence of vertical outliers in the model with k=1, 2 or 3 components. Especially when the model with k=3 is examined, it is seen that the MSE value of classical method (29.0442) is higher than the MSE values of the five robust methods. RSIMPLS method is the forefront robust method in terms of efficiency and predictive ability for k=1, however, the new proposed robust PLSR method shows a close performance to the robust PRM, PLS-SD and PLS-KurSD methods. When k=2 components are retained in the model, PLS-Smult method is more efficient, fitting to data better and it has a higher predictive ability than PLS-KurSD method. Furthermore, for the model with k=2 components, the new proposed robust PLS-Smult, robust RSIMPLS and PRM are forefront methods especially in terms of efficiency and predictive ability. For the model with k=3 components, it is seen that the new proposed robust PLS-Smult method is more efficient and it has a higher predictive ability than robust PLS-SD and PLS-KurSD methods existing in literature. Both GOF and RMSE appear to be good criteria to select the optimal number of components 'k opt '. In this study, generally, it is clearly seen from Tables I-III that the differences GOF 3 -GOF 2 are very small compared to GOF 2 -GOF 1 , however, as it is mentioned in Engelen et al. (2003) study it could not be concluded that k opt should be chosen for which GOF k is maximal. On the other hand, the minimal value of RMSE is always reached at the k=2. This suggesting to select k such that RMSE k is minimal, therefore, k opt =2 is selected [1] . If Table II and Table III are examined together, it is concluded that in case of the data set is contaminated by 10% of bad leverage points or vertical outliers, it is clear that the new proposed robust PLS-Smult is one of the most efficient methods for k opt =2. The new proposed robust PLS-Smult method is more efficient and it has a higher predictive ability than robust RSIMPLS, PRM, PLS-SD and PLS-KurSD methods in case of the data set is contaminated by bad leverage points and k opt =2 is selected. Moreover, when the data set is contaminated by vertical outliers and k opt =2 is selected, PLS-Smult and PRM are the forefront methods with their performance in terms of efficiency and predictive ability.
V. An Example: Fish Data In this section, the new proposed robust PLSR method and four robust PLSR methods existing in the literature will be compared on a real data including outliers in terms of goodness-of-fit and predictive ability by using Eq. (4.3) and Eq. (4.4). For this purpose, the fish data which was given in Naes (1985) will be used. The fish data comprise 45 observations and the last 7 are outliers (in the words of Naes, 'abnormal samples'). In this example, fat concentration (percentage, %) of 45 fish samples (rainbow trout) and independent variables of the absorbance at 9 Near Infrared Reflectance (NIR) wavelengths measured after sample homogenisation. The aim of the analysis made on this data set is to model the relationships between the fat concentration (one dependent variable) and these nine spectrums (independent variables). In this study, the data set is divided into two parts. The first 5 observations are the test set and the other remained 40 samples are the training set [2, 4, 7] .
Firstly, similar to the our simulation studies, while computing the GOF values 7 outliers are removed from training set that occurs of 40 samples. However, while computing the RMSE value the models are constituted using the training set including the 7 outliers. Then, by using the regression coefficients obtained from these models, the predictions are made from clean test set that occurs of 5 samples. Hence, the predictive ability of the new robust PLSR method especially against the classical PLSR method and the other four robust methods is examined.
The GOF or RMSE values could be considered while selecting the number components that will be retained in the model. The optimal number of components could be selected as the k for which the GOF values are no more change. However, as it is mentioned before, it is more convenient to consider the RMSE values while selecting the optimal number of components. The significant point while selecting the optimal number of components that will retain in the model is that adding one more component whether cause an important decrease or not in RMSE value. Hence, both the aim of data reduction is not deviated and an unnecessary component is not added to model. From Table IV , it is seen clearly that the optimal number of components should be selected as k opt =3 for this data set, as adding the third component to the model cause an important decrease in the RMSE values for all the robust methods and classical method. Furthermore, it is clear that the fitting to data also improves for all the methods after adding the third component. Table IV shows that PLS-Smult has a higher predictive ability than both classical method and robust PLS-SD and PLS-KurSD methods for k opt =3. Moreover, PLS-Smult method fits the data better than the robust PRM method existing in the literature for k opt =3. VI. Conclusions In this study, we propose a new robust PLSR method for the PLSR model with one dependent variable, called as 'PLS-Smult', in order to obtain robust predictions in case of outliers existing in the data set.
The simulation study shows that when no contamination is added to the data set, the new proposed PLS-Smult gives almost give identical results to classical PLSR method for k opt =2. However, when the data set is contaminated with bad leverage points or vertical outliers, it is seen that the new proposed robust PLS-Smult method outperforms especially the classical PLSR method but also the robust RSIMPLS, PRM, PLS-SD and PLS-KurSD methods with more or less differences in terms of efficiency, fitting to data and predictive ability. In case of the data set is contaminated with bad leverage points, it is seen that most efficient methods are PLS-Smult and RSIMPLS for k opt =2, respectively. Moreover, when the data contain bad leverage points and k opt =2, the new proposed robust PLS-Smult method shows a better predictive ability than robust RSIMPLS, PRM, PLS-SD and PLS-KurSD methods existing in the literature. In case of the data containing vertical outliers and k opt =2, the most efficient methods are the new proposed robust PLS-Smult and PRM methods. Furthermore, these two robust methods are also come forefront with their predictive ability performance.
The results obtained from real data analysis show that the optimal number of components is selected k opt =3, as adding the third component to the model causes a considerably decrease in the RMSE values of robust methods. The results for the model containing k opt =3 components show that the GOF values for the new proposed robust PLS-Smult method are higher than especially both robust PRM method existing in the literature and classical PLSR method. However, when k opt =3 is selected, the RMSE value for PLS-Smult is lower than classical PLSR method. Generally, for the real data analysis it could be mentioned that whatever the number of the components in the model, the new proposed robust method gives much better models than classical PLSR method in terms of fitting to data and predictive ability.
Consequently, it could be mentioned that when the data contaminated by a reasonable amount of outliers the new proposed robust PLS-Smult method outperforms the classical PLSR method in terms of efficiency, fitting to data and predictive ability. Moreover, PLS-Smult is a good alternative to robust RSIMPLS, PRM, PLS-SD and PLS-KurSD methods existing in the robust PLSR literature that in some cases it outperforms or shows a similar performance with these four robust PLSR methods.
