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GENERALIZED BESSEL MULTIPLIERS IN HILBERT SPACES
GH. ABBASPOUR TABADKAN∗, H. HOSSEIN-NEZHAD AND A. RAHIMI
Abstract. The notation of generalized Bessel multipliers is obtained by a
bounded operator on ℓ2 which is inserted between the analysis and synthe-
sis operators. We show that various properties of generalized multipliers are
closely related to their parameters, in particular it will be shown that the
membership of generalized Bessel multiplier in the certain operator classes
requires that its symbol belongs in the same classes, in special sense. Also,
we give some examples to illustrate our results. As we shall see, generalized
multipliers associated with Riesz bases are well-behaved, more precisely in
this case multipliers can be easily composed and inverted. Special attention
is devoted to the study of invertible generalized multipliers. Sufficient and/or
necessary conditions for invertibility are determined. Finally, the behavior of
these operators under perturbations is discussed.
1. Introduction
Frames for Hilbert spaces were introduced in 1952 by Duffin and Schaefer [22]
in the context of nonharmonic Fourier series. Later, Daubechies, Grossmann and
Meyer [21] found a new fundamental application to wavelet and Gabor transforms
in which frames played an important role. Moreover, frames are main tools for
signal and image processing [14, 34, 31], data compression [16], sampling theory
[1], optics [23, Ch.14], signal detection [23, Ch.11], filter banks [13], etc.
Several notions generalizing the concept of frames have been introduced and
studied, namely; Banach frames, pseudo frames, fusion frames (or frames of sub-
spaces), G -frames and etc. See for example [15, 27, 17, 28].
Although frames are useful tools in applications and theory, there are many
systems that do not satisfy both frame conditions at the same time, therefore
the concepts semi frames [2] and reproducing pairs [32, 3] have also been recently
introduced.
Bessel multipliers in Hilbert spaces were introduced by Balazs in [6]. Bessel
multipliers are operators that are defined by a fixed multiplication pattern which
is inserted between the analysis and synthesis operators. We refer to [6] for an
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introduction to the concept of Bessel multipliers and theirs properties. Reproducing
pairs are closely related to frame multipliers [6, ?]
The standard matrix representation of operators using an orthonormal basis was
presented in [20] and it has been generalized in several directions. One of the recent
directions of such generalizations is investigated by Balazs [8] by using the Bessel
sequences, frames and Riesz bases. In the same paper, the author also established
the function which assigns an operator in B(H1,H2) to an infinite matrix in B(ℓ2).
The last concept is a generalization of Bessel multiplier as introduced in [9].
In this paper, in addition to recalling some results from [8, 9], we also derive new
original results. Particularly, we interested to study the possibility of invertibility of
generalized multipliers depending on the properties of its corresponding sequences
and its symbol. Finally, we investigate the behavior of generalized Bessel multipliers
when the parameters are changing.
2. Notation and preliminaries
Throughout the paper, H will denote a separable Hilbert space and B(H1,H2)
is the Banach space of all bounded linear operators from H1 to H2 with operator
norm. At the first, we recall some definitions.
A countable family of elements {fk}∞k=1 in H is a
(1) Bessel sequence if there exists a constant B > 0 such that
∞∑
k=1
|〈f, fk〉|2 ≤ B‖f‖2, (f ∈ H), (2.1)
(2) frame for H if there exist constants A,B > 0 such that
A‖f‖2 ≤
∞∑
k=1
|〈f, fk〉|2 ≤ B‖f‖2, (f ∈ H), (2.2)
the numbers A, B in (2.2) are called frame bounds,
(3) Riesz basis for H if span{fk}∞k=1 = H and there exist constants A,B > 0
such that
A
∞∑
k=1
|ck|2 ≤ ‖
∞∑
k=1
ckfk‖2 ≤ B
∞∑
k=1
|ck|2, (2.3)
for every finite scalar {ck} ∈ ℓ2.
Every orthonormal basis is a Riesz basis, and every Riesz basis is a frame (the
bounds coincide). The difference between a Riesz basis and a frame is that the
elements in a frame might be dependent. More precisely, a frame {fk}∞k=1 is a
Riesz basis if and only if
∑
k
ckfk = 0, {ck} ∈ ℓ2(N)⇒ ck = 0 (k ∈ N). (2.4)
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A frame that is not a Riesz basis is said to be overcomplete. The option of having
overcompleteness in a frame makes the concept more flexible than that of a basis:
we have more freedom, which enhances the chance that we can construct systems
having prescribed properties. The overcompleteness is also useful in practice, e.g.,
in the context of signal transmission. More details can be found in [19].
We denote the synthesis operator and the analysis operator associated to a Bessel
sequence {fk}∞k=1 by D{fk} and C{fk}, respectively, which are defined as follow
D{fk} : ℓ2(N)→ H, D{fk}({ck}) =
∑
k
ckfk, (2.5)
C{fk} : H → ℓ2(N), C{fk}(f) = {〈f, fk〉}k. (2.6)
Composing D{fk} and C{fk}, we obtain the (associated) frame operator
S{fk} : H → H, S{fk}(f) =
∑
k
〈f, fk〉fk. (2.7)
We state some of the important properties of the mentioned operators; proofs
can be found in [19]. The index set will be omitted in the following, if no distinction
is necessary.
Proposition 2.1 ([19]). Let {fk}∞k=1 be a Bessel sequence for H. Then ‖fk‖ ≤
√
B
and the operators D and C are adjoint to each other. Moreover ‖D‖op = ‖C‖op ≤√
B.
Theorem 2.2 ([19]). Let {fk}∞k=1 be a frame with frame operator S and frame
bounds A and B. Then the following hold:
• S is bounded, invertible, self-adjoint and positive.
• {S−1fk}∞k=1 is a frame with frame operator S−1 and frame bounds B−1
and A−1. Also every f ∈ H has expansions f = ∑k〈f,S−1fk〉fk and
f =
∑
k〈f, fk〉S−1fk, where both sums converge unconditionally in H.
The frame {S−1fk}∞k=1 is called the canonical dual frame of {fk}∞k=1.The reason
for the name is that it plays the same role in frame theory as the dual basis in the
theory of bases. We denote the canonical dual frame of {fk}∞k=1 by {f˜k}∞k=1.
If {fk}∞k=1 is an overcomplete frame, then by [19, Lemma 6.3.1] there exist frames
{gk}∞k=1 6= {f˜k}∞k=1 for which
f =
∑
k
〈f, gk〉fk, (f ∈ H). (2.8)
{gk}∞k=1 is called an alternative dual of {fk}∞k=1.
In [30], R. Schatten provided a detailed study of ideals of compact operators using
their singular decomposition. He investigated the operators of the form
∑
k λkgk⊗
fk, where {fk}∞k=1 and {gk}∞k=1 are orthonormal families. In [6], the orthonormal
families were replaced with Bessel and frame sequences to define Bessel and frame
multipliers.
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Let H1 and H2 be Hilbert spaces. Let {fk}∞k=1 ⊆ H1 and {gk}∞k=1 ⊆ H2 be
Bessel sequences. Fix m = {mk}∞k=1 ∈ ℓ∞. The operator
Mm,{gk},{fk} : H1 → H2, Mm,{gk},{fk}(f) =
∑
k
mk〈f, fk〉gk (2.9)
is called the Bessel multiplier of the Bessel sequences {fk}∞k=1 and {gk}∞k=1. The
sequence m is called the symbol of M.
Also, the Bessel multiplier can be considered in terms of the synthesis and anal-
ysis operators. Let the mapping Mm : ℓ2 → ℓ2(m ∈ ℓp) is given by the pointwise
multiplication Mm({ck}) = {mkck}. So a Bessel multiplier Mm can be written as
Mm = D{gk}oMmo C{fk}.
Before mentioning some properties of Bessel multipliers, it will be convenient to
recall some basic facts regarding the operators on Hilbert spaces.
If f, g are elements of a Hilbert space H, we define the tensor operator f ⊗ g on
H by (f ⊗ g)(h) = 〈h, g〉f , for h ∈ H. For an operator U ∈ B(H), the following
equalities are readily verified:
U(f ⊗ g) = U(f)⊗ g, (f ⊗ g)U = f ⊗ U∗(g).
Each finite rank operator is a linear combination of rank one operators of the form
f ⊗ g, for f, g ∈ H.
If U is a compact operator, then there exist orthonormal sets {ek}∞k=1 and
{σk}∞k=1 in H such that
Uf =
∑
k
λk〈f, ek〉σk, (f ∈ H),
where λk is the k-th singular value of U , [35]. Given 0 < p < +∞, we define the
Schatten p-class of H [30], denoted Sp(H), to be space of all compact operators U
on H with its singular value sequence {λk} belonging to ℓp. It is known that Sp(H)
is a Banach space with the norm
‖U‖p =
[∑
k
|λk|p
] 1
p
.
S1(H) is also called trace-class and S2(H) is usually called the Hilbert-Schmidt
class. If U is a trace-class operator on H, then the trace-class norm can also be
calculated by
‖U‖1 :=
∑
k
〈|U|ek, ek〉,
where |U| is the operator for which |U| = (U∗U)1/2 and {ek}∞k=1 is any orthonormal
basis of H [30]. Moreover, the compact operator U is Hilbert-Schmidt if and only
if ‖U‖2 :=
∑
k ‖Uek‖2 < +∞, for all orthonormal bases of H [35].
It is proved that Sp(H) is a two sided ∗-ideal of B(H). Analogously, for Hilbert
spaces H1,H2,H3,H4 and for operators U ∈ B(H1,H2),V ∈ B(H4,H3) and W ∈
Sp(H3,H1), we have UW ∈ Sp(H3,H2) andWV ∈ Sp(H4,H1). Moreover, if U ∈ Sp
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and V ∈ B(H), then ‖UV‖p ≤ ‖U‖p‖V‖ and ‖VU‖p ≤ ‖U‖p‖V‖. We refer to
[30, 35, 29] for more detailed information about these operators.
Theorem 2.3 ([6]). Let M = Mm,{gk},{fk} be a Bessel multiplier for the Bessel
sequences {fk}∞k=1 ⊆ H1 and {gk}∞k=1 ⊆ H2 with the bounds B and B′, respectively.
Then
• Ifm ∈ ℓ∞,M is a well-defined bounded operator with ‖M‖op ≤
√
BB′‖m‖∞.
Moreover the sum
∑
kmk〈f, fk〉gk converges unconditionally for all f ∈ H1.
• (Mm,{gk},{fk})∗ =Mm¯,{fk},{gk}.
• If m ∈ c0, M is a compact operator.
• If m ∈ ℓ1, M is a trace-class operator with ‖M‖1 ≤
√
BB′‖m‖1.
• If m ∈ ℓ2, M is a Hilbert-Schmidt operator with ‖M‖2 ≤
√
BB′‖m ‖2.
3. Generalized Bessel multipliers
It is well known that each linear operator is represented by corresponding matrix,
and the opposite is also true: each matrix generates corresponding linear operator.
Some authors have constructed various types of matrix representation of operators
using an orthonormal basis [20], frames and their canonical duals [18], Gabor frames
[25], Bessel sequences [8] and localized frames [11]. The operators induced by
matrices, with respect to Bessel sequences, are also introduced by Balazs [8].
In the sequel we focus on the properties of these operators.
Definition 3.1. LetH1 andH2 be Hilbert spaces and {fk}∞k=1 ⊆ H1 and {gk}∞k=1 ⊆
H2 be Bessel sequences. Also suppose that U is an arbitrary non zero bounded and
linear operator on ℓ2, which can be considered as a matrix. Then, the operator
MU ,{gk},{fk} : H1 → H2 defined by
MU ,{gk},{fk} = D{gk}o U o C{fk}. (3.1)
is called the generalized Bessel multiplier.
The operator U is called the symbol of M. In particular if U = Mm, the
mentioned pointwise multiplication, then MU is a Bessel multiplier. Clearly, the
roles of sequences and symbol in (3.1) is very important.
If we denote MU ,{fk} =MU ,{fk},{fk}, then it is easy to check that for orthonor-
mal sequence {ek}∞k=1, we have the ’symbolic calculus’ as follows
MU1,{ek}o MU2,{ek} =MU1o U2,{ek}. (3.2)
Now, we plan to establish analogues of Theorem 2.3 for generalized Bessel multi-
pliers. It is worth mentioning that some of known results in the following theorem
have already been stated in [8, 9] without proofs. However, we include the proofs
for the sake of completeness.
The interested reader can find the properties of these operators in [29].
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Theorem 3.2. [9, Theorem 6.0.4] Let M =MU ,{gk},{fk} be the generalized Bessel
multiplier for the Bessel sequences {fk}∞k=1 ⊆ H1 and {gk}∞k=1 ⊆ H2 with the
bounds B and B′, respectively. Then
(1) If U ∈ B(ℓ2), then M is a well-defined and bounded operator with ‖M‖op ≤√
BB′‖U‖op.
(2) (MU ,{gk},{fk})
∗ =MU∗,{fk},{gk}.
(3) If U is a compact operator on ℓ2, then M is a compact operator from H1
to H2.
(4) If U ∈ Sp(H1,H2), then M ∈ Sp(H1,H2) with ‖M‖p ≤
√
BB′‖U‖p.
(5) If U ∈ B(ℓ2) is a positive operator, then MU ,{fk} ∈ B(H1) is also positive.
Proof. (1) Since {gk}∞k=1 is a Bessel sequence and for each f ∈ H1, we have
Uo C{fk} ∈ ℓ2, so (3.1) is a well-defined operator. Furthermore
‖M‖op = ‖D{gk}o U o C{fk}‖op ≤ ‖D{gk}‖op.‖U‖op.‖C{fk}‖op ≤
√
BB′‖U‖op.
(2) Clearly by Definition 3.1, for each f ∈ H1 and g ∈ H2, we have:
M∗U ,{gk},{fk} = (D{gk}o Uo C{fk})∗
= (C∗{fk}o U∗o D∗{gk})
= (D{fk}o U∗o C{gk})
=MU∗,{fk},{gk}
(3) First we show that M is a finite rank operator if U is one. Let U be a finite
rank operator on ℓ2. Without loss of generality, we may assume that U is positive.
Then U =∑nj=1(xj ⊗ xj), for some vectors {xj} ∈ ℓ2. Hence
M = D{gk}o U o C{fk} =
n∑
j=1
(
D{gk}(xj)⊗ C∗{fk}(xj)
)
=
n∑
j=1
(
D{gk}(xj)⊗D{fk}(xj)
)
,
since the operators D{gk}(xj)⊗D{fk}(xj) are finite rank, we are done.
Now, suppose U is a compact operator on ℓ2. Then, by [35, Theorem 1.3.13],
there exists the sequence {Uα} of finite rank operators on ℓ2 such that Uα → U
with respect to the operator norm in B(ℓ2). Now
‖MUα −MU‖op = ‖D{gk}o Uα o C{fk} −D{gk}o U o C{fk}‖op
= ‖D{gk}o(Uα − U) o C{fk}‖op
≤ ‖D{gk}‖op‖Uα − U‖op‖C{fk}‖op
≤
√
BB′‖Uα − U‖op.
As proved, MUα ’s are finite rank operators and MU is a limit of such operators, so
MU is compact.
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(4) Since Sp(H1,H2) is a two sided ideal of B(H1,H2), so M ∈ Sp(H1,H2). More-
over, by the inequality
‖D{gk} o U o C{fk}‖p ≤ ‖D{gk}‖op‖U‖p‖C{fk}‖op,
the result holds.
(5) Since U is positive, 〈c,Uc〉 ≥ 0 for all c = {ck} ∈ ℓ2(N). Hence for each f ∈ H,
〈f,MU ,{fk}(f)〉 = 〈f,D{fk}U C{fk}(f)〉 = 〈C{fk}(f),U C{fk}(f)〉 ≥ 0.
So it follows that MU ,{fk} is positive. 
Here is an example which shows that a generalized Bessel multiplier may not be
a compact operator if U /∈ K(ℓ2).
Example 3.3. Let {fk}∞k=1 and {gk}∞k=1 be two Bessel sequences in H. Moreover
let U : ℓ2(Z)→ ℓ2(Z) be the convolution operator which is defined as:
U : ℓ2 → ℓ2, U(a) = (a ∗ c)j =
∑
k
ak cj−k, (0 6= c ∈ ℓ1).
We know that U is not compact, indeed under the Fourier transform, this oper-
ator is unitarily equivalent to the multiplication operator Mϕ(f) on L
2(T), (T =
the unit circle). We can see in [20], the multiplication operatorMϕ is compact only
if ϕ = 0, now ϕ is the same as the Fourier transform of c, so c = 0.
Now, define the generalized Bessel multiplier MU : H → H by
MU = D{gk} U C{fk}.
Clearly
MU(f) =
∑
j
∑
k
cj−k〈f, fk〉gj =
∑
j
∑
k
cj−k gj ⊗ fk(f).
One can check that, in general, this operator is not compact. For instance, if
{fk}∞k=1 and {gk}∞k=1 are Riesz bases, then MU is compact if and only if U is a
compact operator.
In the next example, we give two compact generalized multipliers associated to
compact symbols.
Example 3.4. Suppose that {aij} is a complex multi-index sequence such that∑
ij |aij |2 <∞. Define the operator U : ℓ2(N)→ ℓ2(N) by
{xn}∞n=1 U7→ {yn}∞n=1
where yn =
∑∞
k=1 ankxk. In fact, if we consider A = [aij ], then A is the Frobenius
matrix (see [8, Definition 3.2]) such that Ux = Ax for x ∈ ℓ2(N). Since the
Frobenius matrices correspond to Hilbert-Schmidt operators, hence U is a Hilbert-
Schmidt operator. Now, if {fk}∞k=1 and {gk}∞k=1 are two Bessel sequences for Hilbert
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spaces H1 and H2, respectively, one can define the corresponding generalized Bessel
multiplier M : H1 → H2 by
f 7→
∞∑
n=1
∞∑
k=1
ank(gn ⊗ fk)(f).
Then, by [8, Proposition 3.6], M is a Hilbert-Schmidt operator. Now, if U is the
operator corresponding to the following tri-block diagonal matrix
A = [aij ] =


1 1 0 0 0 0 . . .
1 1√
2
1√
2
0
. . .
. . .
. . .
0 1√
2
1√
3
1√
3
. . .
. . .
. . .
0 0 1√
3
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . . 1√
n
. . .
...
. . .
. . .
. . .
. . .
. . .
. . .


,
then, by [4, Theorem 2], U defines a compact operator on ℓ2(N) and so by Propo-
sition 3.2, the generalized Bessel multiplier MU : H1 → H2 is compact.
The following two propositions, which are similar to [26, Proposition 3.9], indi-
cate that the underlying Bessel sequences of bounded below generalized multipliers
must be frames.
Proposition 3.5. Let {fk}∞k=1 and {gk}∞k=1 be Bessel sequences for H.
(1) If MU ,{gk},{fk} is a bounded below operator on H, then {fk}∞k=1 is a frame
for H.
(2) If there exists A > 0 such that for each f ∈ H, A‖f‖2 ≤ |〈MU ,{gk},{fk}f, f〉|,
then {fk}∞k=1 and {gk}∞k=1 are both frames.
Proof. (1) Since MU ,{gk},{fk} is bounded below, there exists a constant C > 0 such
that C‖f‖ ≤ ‖MU ,{gk},{fk}(f)‖ for every f ∈ H. Now, for each non-zero element
f ∈ H, one can choose some h ∈ H with ‖h‖ = 1 and C‖f‖ ≤ |〈MU ,{gk},{fk}(f), h〉|.
Thus, if B is the Bessel bound for {gk}∞k=1, we have
C‖f‖ ≤ |〈MU ,{gk},{fk}(f), h〉| = |〈D{gk} o U o C{fk}(f), h〉|
= |〈C{fk}(f),U∗o C{gk}(h)〉|
≤ ‖C{fk}(f)‖2 ‖U∗o C{gk}(h)‖2
≤
√
B‖U‖op
( ∞∑
k=1
|〈f, fk〉|2
)1/2
,
hence (
C2
B‖U‖2op
)‖f‖2 ≤∑∞k=1 |〈f, fk〉|2. The upper bound is obvious, since {fk}∞k=1
is a Bessel sequence. Therefore {fk}∞k=1 is a frame.
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(2) For each f ∈ H, since A‖f‖2 ≤ |〈MU ,{gk},{fk}f, f〉| ≤ ‖MU ,{gk},{fk}f‖‖f‖, it
follows thatMU ,{gk},{fk} is bounded below and so by part (1), {fk} is a frame. Fur-
thermore, by the same argument we have A‖f‖2 ≤ ‖MU∗,{fk},{gk}f‖‖f‖. Hence,
MU∗,{fk},{gk} is also a bounded below operator and so {gk} is a frame. 
Proposition 3.6. Let {fk}∞k=1 and {gk}∞k=1 be Bessel sequences for H.
(1) If there exist λ1 < 1 and λ2 > −1 such that
‖f −MU ,{gk},{fk}(f)‖ ≤ λ1‖f‖+ λ2‖MU ,{gk},{fk}(f)‖, (f ∈ H),
then {fk}∞k=1 is a frame for H.
(2) If there exists λ ∈ [0, 1) such that ‖f −MU ,{gk},{fk}(f)‖ ≤ λ‖f‖, for every
f ∈ H, then {fk}∞k=1 and {gk}∞k=1 are frames for H.
Proof. (1) Since ‖f−MU ,{gk},{fk}(f)‖ ≥ ‖f‖−‖MU ,{gk},{fk}(f)‖, so by assumption
λ1‖f‖+ λ2‖MU ,{gk},{fk}(f)‖ ≥ ‖f‖ − ‖MU ,{gk},{fk}(f)‖,
hence ‖MU ,{gk},{fk}(f)‖ ≥
1− λ1
1 + λ2
‖f‖. Now the result follows from Proposition
3.5.
(2) We have
‖f −MU∗,{fk},{gk}(f)‖ = ‖(IdH −MU ,{gk},{fk})∗(f)‖
≤ ‖IdH −MU ,{gk},{fk}‖ ‖f‖
≤ λ‖f‖,
therefore by using part (1), we obtain that {fk}∞k=1 and {gk}∞k=1 are frames. 
In [8], Balazs established Bessel sequences, frames and Riesz bases of the class
of Hilbert-Schmidt operators using tensor products of the same sequences in the
associated Hilbert spaces. Indeed, if {gk} and {fi} are frames (Riesz bases) with
bounds A,B and A′, B′ for Hilbert spaces H2 and H1, respectively, then {fi⊗gk} is
a frame (Riesz basis) for S2(H2,H1) with bounds AA′ and BB′. Moreover, the syn-
thesis operator associated with {fi⊗ gk} is the generalized multiplier MU ,{gk},{fi},
where U ∈ S2(ℓ2). So by (2.3), for Riesz bases {gk} and {fi}, we have
√
AA′‖U‖S2(ℓ2) ≤ ‖MU ,{gk},{fi}‖S2(H2,H1) ≤
√
BB′‖U‖S2(ℓ2).
The following proposition gives a lower bound for generalized multipliers associated
to Riesz bases. Recall that two sequences {fk}∞k=1 and {gk}∞k=1 in a Hilbert space
are biorthogonal if
〈fk, gj〉 = δk,j . (3.3)
For any Riesz basis {fk}∞k=1, there is a unique biorthogonal sequence, which is also
a Riesz basis and denoted by {f˜k}∞k=1.
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Proposition 3.7. Let {fk}∞k=1 and {gk}∞k=1 be Riesz bases with bounds, respec-
tively, A,B and A′, B′. Then
K
√
AA′ ≤ ‖MU ,{gk},{fk}‖op ≤
√
BB′‖U‖op,
where K = sup{‖U(en)‖ℓ2 ;n ∈ N} and {en} is the canonical basis of ℓ2.
Proof. As we have seen in Theorem 3.2, the upper bound condition is satisfied.
Now for the lower bound, consider an arbitrary element k0 in the index set. Then
MU ,{gk},{fk}(f˜k0) = D{gk}o U o C{fk}(f˜k0)
= D{gk}o U{〈f˜k0 , fk〉k}
= D{gk}o U{δk0,k}k,
therefore
‖MU ,{gk},{fk}‖op =sup{
‖MU ,{gk},{fk}(f)‖H
‖f‖H }
≥ ‖MU ,{gk},{fk}(f˜k0) ‖H‖f˜k0‖H
=
‖D{gk} o U{δk0,k}k‖H
‖f˜k0‖H
≥
√
A′‖U{δk0,k}k‖2
1/
√
A
,
since k0 is chosen arbitrary, it follows that K
√
AA′ ≤ ‖MU ,{gk},{fk}‖op. 
It is mentioned that for an orthonormal sequence {ek}, the combination of mul-
tipliers is just the combination of symbols as MU1,{ek}o MU2,{ek} = MU1oU2,{ek}.
This is true for all biorthogonal Bessel sequences as follows.
Proposition 3.8. Let {fk}∞k=1, {gk}∞k=1, {lk}∞k=1 ⊆ H2 and {hk}∞k=1 ⊆ H1 be
Bessel sequences, such that {lk} and{fk} are biorthogonal to each other. Then
MU1,{gk},{fk} o MU2,{lk},{hk} =MU1oU2,{gk},{hk}.
Proof. The details are left to the reader as a simple exercise. 
4. Sufficient and necessary conditions for invertibility of
generalized multipliers
As multipliers are important for applications, it is interesting to determine their
inverse. Also the invertibility of multipliers helps us to obtain more reconstruction
formula.
Moreover, as is mentioned above, the concepts multipliers and reproducing pairs
are closely related to each other. Reproducing pairs is recent development of frames
that generates a bounded analysis and synthesis process while the frame condition
can be omitted at both stages. Recall that if {fk}∞k=1 and {gk}∞k=1 are two families
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in H, then the pair ({fk}, {gk}) is called a reproducing pair for H if the operator
S : H → H, weakly given by
〈Sf, g〉 =
∑
k
〈f, fk〉〈gk, g〉,
is bounded and boundedly invertible. Clearly, if the multiplier MI,{gk},{fk} is
invertible, then the pair ({fk}, {gk}) forms a reproducing pair for H.
Some conditions of the possibility of invertibility of generalized multipliers have
been investigated more recently in work of Balazs and Rieckh (see [12]). They
obtained a representation of the inverse of these operators using the pseudo-inverse
operator U†. In this section, the invertibility of generalized multipliers is studied.
We provide some conditions for invertibility of such operators depending on the
underlying symbol and sequences.
It was shown, In [8, Theorem 3.5], that if {fk}∞k=1 and {gk}∞k=1 be two Riesz
bases of H, then the mapping U 7→MU ,{gk},{fk} from B(ℓ2) to B(H) is invertible.
The following proposition gives a different viewpoint for the invertibility of gener-
alized Riesz multipliers. Indeed, we show that for Riesz sequences, the generalized
multiplier is invertible if and only if its symbol is. This covers the part (i) of [33,
Theorem 5.1].
Proposition 4.1. Let U ∈ B(ℓ2) and {fk}∞k=1 and {gk}∞k=1 be Riesz bases. Then
U is invertible if and only if the associated generalized multiplier MU ,{gk},{fk} is
invertible.
Proof. At the first, suppose that U is invertible. Then for each f ∈ H, by using the
orthogonality property of dual Riesz bases, we have
(MU ,{gk},{fk} o MU−1,{f˜k},{g˜k})(f) = (D{gk}o U o C{fk}) o (D{f˜k}o U−1o C{g˜k})(f)
= (D{gk}o U o U−1o C{g˜k})(f)
= (D{gk}o C{g˜k})(f) = Id(f),
so M−1U ,{gk},{fk} =MU−1,{f˜k},{g˜k}.
Conversely, let MU ,{gk},{fk} has the inverse N. Then for each c ∈ ℓ2
Uo
(
C{fk}oNoD{gk}
)
(c) =
(
Uo C{fk}oN
)
oD{gk}(c)
= C{g˜k}oD{gk}o
(
Uo C{fk}oN
)
oD{gk}(c)
= C{g˜k}o
(
D{gk}oUo C{fk}oN
)
oD{gk}(c)
=
(
C{g˜k}o D{gk}
)
(c)
= Id(c),
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and by the similar argument,
(
C{fk}oNoD{gk}
)
o U = Id and therefore U is invert-
ible. 
In [33, Proposition 3.1], it is proved that if one of the sequences is Bessel, invert-
ibility of M(1),{gk},{fk} implies that the other one must satisfies the lower frame
condition. The following proposition gives a general version of this result.
Proposition 4.2. Let MU ,{gk},{fk} be an invertible operator on H. If {fk}∞k=1
({gk}∞k=1) is a Bessel sequence for H with bound B, then {gk}∞k=1 ({fk}∞k=1) satisfies
the lower frame condition for H.
Proof. For every f, g ∈ H
|〈MU ,{gk},{fk}(f), g〉| = |
∑
k
(U〈f, fk〉)〈gk, g〉|
≤
(∑
k
|(U〈f, fk〉)|2
)1/2(∑
k
|〈gk, g〉|2
)1/2
≤ ‖U‖‖f‖
√
B
(∑
k
|〈gk, g〉|2
)1/2
.
Now for f =M−1U ,{gk},{fk}(g), we have
‖g‖ ≤ ‖U‖‖M−1U ,{gk},{fk}‖
√
B
(∑
k
|〈gk, g〉|2
)1/2
and so the result holds. 
We immediately obtain the following useful corollary.
Corollary 4.3. Suppose {gk}∞k=1 is a Riesz basis and {fk}∞k=1 is a Bessel sequence
for a Hilbert space H. Moreover, let U ∈ B(ℓ2) be a bijective operator. Then
MU ,{gk},{fk} is invertible if and only if {fk}∞k=1 is a Riesz basis.
Proof. If {fk}∞k=1 is a Riesz basis, it is obvious, by Proposition 4.1, thatMU ,{gk},{fk}
is invertible. Conversely, suppose MU ,{gk},{fk} is invertible. Then by Proposi-
tion 4.2, {fk}∞k=1 is a frame for H. Furthermore, invertibility of MU ,{gk},{fk} =
D{gk}oUo C{fk} implies that the analysis operator C{fk} is surjective. The result
now follows by [19, Theorem 7.1.1]. 
Our next result is analogous to [33, Proposition 4.2] which gives sufficient con-
ditions for the invertibility of generalized frame multipliers.
Proposition 4.4. Suppose that {fk}∞k=1 is a frame for H with bounds A,B and
{gk}∞k=1 is an arbitrary sequence in H. Let 0 < µ <
1
B
(AB2 −A2B
A2 +B2
)2
be such
that for each f ∈ H, ∑
k
|〈f, fk − gk〉|2 ≤ µ‖f‖2.
GENERALIZED BESSEL MULTIPLIERS 13
Moreover let ‖U − Id‖ < A
2
B2
, where U is a non-zero bounded linear operator on ℓ2.
Then the following holds.
(1) {gk}∞k=1 is a frame for H.
(2) MU ,{fk},{gk} is invertible.
Proof. (1) It follows from [19, Corollary 22.1.5].
(2) Let S be the frame operator associated with {fk}∞k=1. Note first that for every
f ∈ H,
‖MU ,{fk},{fk}(f)− S(f)‖ = ‖MU ,{fk},{fk}(f)−MId,{fk},{fk}(f)‖
= ‖MU−Id,{fk},{fk}(f)‖
≤ ‖U − Id‖‖D{fk}‖‖C{fk}‖‖f‖
< (A2/B)‖f‖.
Since
A2
B
≤ 1‖S−1‖ , we conclude, by [33, Proposition 2.2], that MU ,{fk},{fk} is
invertible. Now
‖MU ,{fk},{gk}(f)−MU ,{fk},{fk}(f)‖ = ‖MU ,{fk},{gk}−{fk}(f)‖
≤ ‖U‖‖D{fk}‖‖C{gk}−{fk}(f)‖
≤ ‖U‖
√
B
√
µ‖f‖.
To complete the proof, it is enough to check that ‖U‖√B√µ < 1‖M−1U ,{fk},{fk}‖
.
But
‖U‖
√
B
√
µ <
A2 +B2
B2
√
B
√
µ < A− A
2
B
≤ 1‖S−1‖ −
A2
B
≤ 1‖M−1U ,{fk},{fk}‖
,
where the last inequality follows from the second part of [33, Proposition 2.2]. 
5. Perturbation of generalized Multipliers
A generalized Bessel multiplier clearly depends on the chosen symbol, analysis
and synthesis sequence. We check some states of convergence. Before presenting
our results, we borrow the following essential definition from [6].
Definition 5.1. Let {fk}k and {f (l)k }k be sequences of elements of H, for all l ∈ N.
The sequences {f (l)k }k are said to converges to {fk}k in an ℓp sense, denoted by
{f (l)k }
‖.‖ℓp−→ {fk}, if for all ǫ > 0, there exists N > 0 such that
(∑
k ‖f (l)k −fk‖pH
) 1
p <
ǫ for all l ≥ N .
Proposition 5.2. Let U ∈ B(ℓ2) and MU ,{gk},{fk} be the generalized Bessel multi-
plier for the Bessel sequences {fk}∞k=1 and {gk}∞k=1 with Bessel bounds B and B′,
respectively. Then for the indexed sequences {U (l)} in B(ℓ2) and Bessel sequences
{f (l)k } and {g(l)k } we have:
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(1) (a) If U (l) ‖.‖op−→ U , then ‖MU(l),{gk},{fk} −MU ,{gk},{fk} ‖op→ 0.
(b) If U (l) ‖.‖1−→ U , then ‖MU(l),{gk},{fk} −MU ,{gk},{fk} ‖1→ 0.
(c) If U (l) ‖.‖2−→ U , then ‖MU(l),{gk},{fk} −MU ,{gk},{fk} ‖2→ 0.
(2) (a)If {g(l)k }
‖.‖
ℓ1−→ {gk}, then ‖MU ,{g(l)
k
},{fk} −MU ,{gk},{fk} ‖1→ 0.
(b)If {g(l)k }
‖.‖
ℓ2−→ {gk}, then ‖MU ,{g(l)
k
},{fk} −MU ,{gk},{fk} ‖2→ 0.
(3) For Bessel sequence {f (l)k } converging to {fk}, similar properties as in (2)
satisfy.
Proof. (1) (b)This is a direct result of Theorem 3.2 as follows:
‖MU(l),{gk},{fk} −MU ,{gk},{fk} ‖1 =‖M(U(l)−U),{gk},{fk} ‖1
=‖ D{gk}o (U (l) − U) o C{fk} ‖1
≤‖ D ‖op ‖ U (l) − U ‖1 ‖ C ‖op
≤
√
BB′ǫ.
(a) and (c) can be proved similarly.
(2) (a) By the polar decomposition theorem for synthesis operator D, there exists
partial isometry V such that |D| = VD. So
‖D{g(l)
k
} −D{gk}‖1 =
∞∑
n=1
〈|D{g(l)
k
−gk}|en, en〉
=
∞∑
n=1
〈(D{g(l)
k
−gk})en,Ven〉
=
∞∑
n=1
〈g(l)n − gn,Ven〉
≤
∞∑
n=1
|〈g(l)n − gn,Ven〉|
≤ ‖V‖
∞∑
n=1
|g(l)n − gn| ≤ ǫ,
hence
‖MU ,{g(l)
k
},{fk} −MU ,{gk},{fk}‖1 = ‖(D{g(l)k } −D{gk}) o U o C{fk}‖1
≤ ‖D{g(l)
k
} −D{gk}‖1 ‖U‖op ‖C{fk}‖op
≤ ‖U‖op
√
Bǫ.
(b)
‖D{g(l)
k
} − D{gk}‖2 = (
∞∑
n=1
‖(D{g(l)
k
−gk})en‖
2)1/2 = (
∞∑
n=1
‖g(l)n − gn‖2)1/2 ≤ ǫ,
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hence
‖MU ,{g(l)
k
},{fk} −MU ,{gk},{fk}‖2 = ‖(D{g(l)k } −D{gk}) o U o C{fk}‖2
≤ ‖D{g(l)
k
} −D{gk}‖2 ‖U‖op ‖C{fk}‖op
≤ ‖U‖op
√
Bǫ.
(3) Use a corresponding argumentation as in (2). 
6. Conclusion
In this paper, we discussed the generalized multipliers, which is the composition
of analysis operator, an operator U ∈ B(ℓ2) and synthesis operator. At first, we
have started with collecting some important properties of these operators. We found
that when the symbol belongs to certain operator spaces, such as bonded, positive,
compact or Hilbert-Schmidt operators, the associated generalized Bessel multiplier
belongs to the same operator spaces, in the special sense. Also, we have given the
lower and upper bounds for the generalized Riesz multipliers. In the sequel, we
were interested in the investigation of the invertibility of generalized multipliers.
As another result, we showed that the generalized multiplier depends continuously
on the symbol and on the involved sequences. Moreover, we gave some examples
to support our results.
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