We use the idea of free fields to obtain highest weight representations for the extended affine Lie algebra gl 2 (C q ) coordinatized by the quantum torus C q and go on to construct a contravariant hermitian form. We further give a necessary and sufficient condition such that the contravariant hermitian form is positive definite.
(π(a)u, v) = (u, π(ω(a))v) for all a ∈ g, and u, v ∈ V (0.5) is called contravariant. One can show that, under some natural conditions, for any highest weight λ : B → C there exists a unique highest weight representation with a nondegenerate contravariant hermitian form. As pointed out in [JK1] , the non-trivial problem is then whether this contravariant hermitian form is positive definite(the representation π is thus unitarizable).
The free fields construction was first given by Wakimoto [W2] for the affine Lie algebrâ sl 2 and in a great generality by Feigin and Frenkel [FF] for the affine Lie algebrasŝl n . The book [EFK] gave a detailed treatment for the free fields construction of the affine Lie algebraŝl 2 .
In this paper we use the idea of free fields to give a new class of highest weight representations of the extended affine Lie algebra gl 2 (C q ) with respect to some natural Borel subalgebra, where C q is the quantum torus (or the algebraic version of the irrational rotation algebra in the non-commutative geometry). This class of representations depends on an infinite family X of elements of SL 2 (C) and one complex parameter µ and is realized on the commutative polynomial algebra V = C[x (m,n) : (m, n) ∈ Z 2 ] in terms of the Weyl algebra W = C[x (m,n) , ∂ ∂x (m,n) : (m, n) ∈ Z 2 ] twisted by an action of the family X of elements of SL 2 (C). This is the main result which is stated in Theorem 2.12. It may be noteworthy to point out that this realization involves operators which are cubic on standard generators of the twisted Weyl algebra. The construction of these representations is motivated by Wakimoto's works in particular the unpublished manuscript [W1] where he considered the Lie algebra sl 2 (C[s ±1 , t ±1 ]). Our Theorem 3.6 provides a contravariant hermitian form for the gl 2 (C q )-module. To find out a necessary and sufficient condition for the contravariant hermitian form being positive definite (see Theorem 4.8), we employ the techniques developed by Jakobsen-Kac [JK2] .
Throughout this paper, we denote the field of complex numbers, real numbers and the ring of integers by C, R and Z respectively. §1. Extended affine Lie algebras.
Let q be a non-zero complex number. A quantum 2-torus associated to q (see [M] ) is the unital associative C-algebra C q [s ±1 , t ±1 ] ( or, simply C q ) with generators s ±1 , t
±1
and relations (1.1) ss −1 = s −1 s = tt −1 = t −1 t = 1 and ts = qst.
Then we have
Define κ : C q → C to be a C-linear function given by
For the associative algebra C q over C, we have the matrix algebra M 2 (C q ) with entries from C q . We will write A(x) ∈ M 2 (C q ) for A ∈ M 2 (C) and x ∈ C q , where
Let gl 2 (C q ) be the Lie algebra associated to M 2 (C q ) as usual. The Lie algebra gl 2 (C q ) has a nondegenerate invariant form given by
We form a natural central extension of gl 2 (C q ) as follows.
(
for m 1 , m 2 , n 1 , n 2 ∈ Z, A, B ∈ M 2 (C), where c s and c t are central elements of gl 2 (C q ).
The derivations d s and d t can be extended to derivations on gl 2 (C q ). Now we can define the semi-direct product of the Lie algebra gl 2 (C q ) and those derivations:
Next we extend the nondegenerate form on gl 2 (C q ) to a symmetric bilinear form on gl 2 (C q ) as follows:
Then gl 2 (C q ) is an extended affine Lie algebra of type A 1 with nullity 2. (See [AABGP] and [BGK] for definitions).
Let E ij be the matrix whose (i, j)-entry is 1 and 0 elsewhere. Then, in gl 2 (C q ), we have
The extended affine Lie algebra gl n (C q ) for n ≥ 2 has been studied in [BGT] , [BS] , [E] , [G1, 2, 3] , [G-KK] , [VV] , and among others. §2. Representations for gl 2 (C q ).
In this section, we will construct gl 2 (C q )-modules by using Wakimoto's free fields [W1, W2] . Let
be the (commutative) polynomial ring of infinitely many variables. The operators x (m,n) and ∂ ∂x (m,n) act on V as the usual multiplication and differentiation operators respectively.
Given a family X = {X m,n |(m, n) ∈ Z 2 } of 2 × 2 lower triangular matrices, where
It is easy to see the following formula holds true.
(2.4)
Lemma 2.5. For A, B, C ∈ Z 2 , we have
For a fixed µ ∈ C, define the following operators on V :
for m 1 , n 1 ∈ Z. Although e 11 (m 1 , n 1 ), e 22 (m 1 , n 1 ), e 12 (m 1 , n 1 ), D 1 and D 2 are infinite sums, they are well-defined as operators on V . Now we can state our first result. 5
Theorem 2.12. The linear map π X,µ : gl 2 (C q ) → End V given by
for m 1 , n 1 ∈ Z, 1 ≤ i, j ≤ 2, is a Lie algebra homomorphism.
Proof. Since the parameter q is involved in our construction (2.6) through (2.9), we shall handle the verifications in a few more details.
The following three identities are straightforward.
[e 11 (m 1 , n 1 ),
[e 11 (m 1 , n 1 ), e 11 (m 2 , n 2 )]
Similarly to the above case, one can check that
[e 11 (m 1 , n 1 ), e 12 (m 2 , n 2 )]
(the second and the fourth terms are negative to each other)
In a similar way, one may obtain that
Next we shall handle the most complicated situation.
[e 12 (m 1 , n 1 ), e 12 (m 2 , n 2 )]
where
Note that J 1 = J 4 , J 2 = J 3 and J 5 = −J 6 . Thus
[e 12 (m 1 , n 1 ), e 12 (m 2 , n 2 )] = 0.
It is clear that [e 21 (m 1 , n 1 ), e 21 (m 2 , n 2 )] = 0. Next we check the identities involving D 1 and D 2 .
It is obvious that the following identities hold.
[
=m 1 e 12 (m 1 , n 1 ). Therefore by comparing with (1.11) we see that the linear map π X,µ is indeed a Lie algebra homomorphism. §3. Hermitian forms.
Here we shall unify the hermitian forms independently studied by Wakimoto [W1] and Jakobsen-Kac [JK2] .
Define ω : gl 2 (C q ) → gl 2 (C q ) a R-linear map as the following:
where R−linear map¯: C q → C q is defined as λs m t n =λt −n s −m =λq mn s −m t −n , andλ is the complex conjugate, for any λ ∈ C, and m, n ∈ Z.
In the following sections, we always assume that= 1 (or |q| = 1). This assumption will guarantee that the map¯is of order two.
Lemma 3.4. ω is an anti-linear anti-involution of gl 2 (C q ).
we have
− q m 1 n 1 +m 2 n 2 +m 2 n 1 m 1 δ jk δ il δ n 1 +n 2 ,0 δ m 1 +m 2 ,0 c s − q m 1 n 1 +m 2 n 2 +m 2 n 1 n 1 δ jk δ il δ n 1 +n 2 ,0 δ m 1 +m 2 ,0 c t
As for identities involving d s and d t , we have
The other cases are trivial and so the proof is completed.
Theorem 3.6. Assume that µ is a real number. Then there exists a contravariant, with respect to π X,µ and ω, hermitian form (·, ·) on V so that
for every f, g ∈ V, a ∈ gl 2 (C q ).
Proof. Since V is a polynomial algebra, it is sufficient to define the form on a pair of monomials in the variables
whose degree in x (m,n) is positive, where A (m,n) ∈ Z + {0} and only finitely many A (m,n) = 0, denote by f (m,n) the unique monomial such that
Denote by deg f the total degree of f . Now we define a hermitian form (f, g) on V inductively on the degree of f . Since a hermitian form requires (f, g) = (g, f ), we only need to define (f, g) with deg(g) ≦ deg(f ).
We set
Fix a positive integer N and assume that the form is defined for all monomials f , g such that deg(g), deg(f ) ≦ N − 1 and satisfies
It is easy to see that (3.13) holds true when deg f , deg g ≤ 1. Take f with deg(f ) = N , and choose (m, n) ∈ Z 2 such that the degree of f in x (m,n) ≥ 1.
Observe that
Note that all terms here are defined by induction and (3.13) holds. Suppose now that deg g = N . The first term in (3.15) still makes sense as deg
Then the last term is also defined by applying the same formula to g and P (m,n) f (m,n) and using the fact that the form is hermitian.
We have to show (3.15) is well-defined, which means that the right-hand side of (3.15) is independent of the choice of (m, n). Namely, we need to show that if A (m,n) ≥ 1,
substituting to the left-hand side of (3.16), we obtain LHS of (3.16)
Exchanging (m, n) and (l, k) in (3.18) and noting that f (m,n) (l,k) = f (l,k) (m,n) , we get 14 the right-hand side of (3.16):
RHS of (3.16) (3.19)
Hence (3.16) holds true and (3.15) is well-defined. So we obtained a form on V , and the form satisfies (3.13) for any f, g ∈ V .
Since (3.13) holds and E 22 (x) is a linear combination of E 11 (x) and [E 12 
, in order to prove that the form we defined is contravariant it remains to check
We do this by using induction on the degree of f and g. First we have
Hence (3.22) is also true and the form is indeed a contravariant hermitian form on V . §4. Conditions for unitarity.
It is important to have the contravariant hermitian form on V to be positive definite so that the underlying module is unitarizable.
¿From the definition of our contravariant form in Theorem 3.6, we see that
Thus the hermitian form on different degrees can be non-zero. It is therefore difficult to determine when the hermitian form is positive definite. For this we use another base of V as in [JK2] rather than the natural monomial base of V . We further work out the necessary and sufficient conditions for the unitarity. We shall follow the approach in [JK2] .
Definition 4.1. If the hermitian form is positive definite, π X,µ is said to be unitarizable (w.r.t ω).
Here we simplify π X,µ (E ij (r)).v as E ij (r).v, for any v ∈ V, r ∈ C q .
Lemma 4.2. The elements E 21 (r 1 )E 21 (r 2 )...E 21 (r k ).1, where k ∈ Z + {0}, r i = s m i t n i , i = 1...n, m i , n i ∈ Z forms a basis for V . Moreover, if f is a monomial of degree N , then f can be written as a linear combination of E 21 (r 1 )E 21 (r 2 )...E 21 (r k ).1 with k ≤ N .
Proof. Prove by induction on the degree of f . It is obvious true for deg f = 0, i.e f = 1.
If degf = 1, f = x (m,n) = E 21 (s m t n ).1. Now we assume that f is a monomial whose degree in x (m,n) is positive, then
here degf (m,n) = N − 1. The induction proves our claim.
Note that the elements E 21 (r 1 )E 21 (r 2 )...E 21 (r k ).1 are independent of the order in which the operators are applied.
Since the leading term of
form a base for V with k ranges in {0, 1, 2, 3, · · · , } and r i ranges in {s m t n : m, n ∈ Z}.
It immediately follows from Lemma 4.2 that V is generated as a gl 2 (C q )-module by 1, and
for any a 1 , a 2 , a 3 ∈ C q , here κ(a) is defined as in (1.4). The subalgebra
is a Borel subalgebra of gl 2 (C q ) in the sense of (0.1).
Hence we have Proposition 4.4. V is a highest weight module of highest weight λ : B → C, where λ is defined as follows.
and 1 is the highest weight vector.
Let i ∈ N, γ = (γ 1 , ..., γ s ) be the s-partition of i. Denote by P ar s (i) the set of all partitions γ = (γ 1 , ..., γ s ) of i with s parts.
Given γ ∈ P ar s (N ), we say that π
) can be obtained from the analogous expression for π 1 × π 2 by a permutation of the s factors κ(· · · ) and/or by cyclic permutation of the variables(e.g. κ(z 1 w 1 z 2 w 2 z 3 w 3 ) = κ(z 3 w 3 z 1 w 1 z 2 w 2 )).
The set of equivalence classes is denoted by [S N × S N ](γ). The following result was due to Jakobsen-Kac [JK2] . (−1) γ 1 −1 (−µ)κ(z π 1 (1) w π 2 (1) ...z π 1 (γ 1 ) w π 2 (γ 1 ) )
.(−1) γ 2 −1 (−µ)κ(z π 1 (γ 1 +1) w π 2 (γ 1 +1) ...z π 1 (γ 2 ) w π 2 (γ 2 ) ).
...(−1) γ s −1 (−µ)κ(z π 1 (γ 1 +...γ s−1 +1) w π 2 (γ 1 +...+γ s−1 +1) ...z π 1 (N) w π 2 (N) ).1 19 We shall call k the level of the element E 21 (r 1 ) · · · E 21 (r k ).1 ∈ V , where k ∈ Z + {0}, r i = s m i t n i , i = 1...n, m i , n i ∈ Z.
Proposition 4.7. (i) The hermitian form on different level is 0.
(ii) Let h be an element of level n. Then (h, h) is a polynomial in µ with the leading term c(h)µ n for some constant c(h) > 0.
Proof. Since (−1) γ 1 −1 (−µ)κ(z π 1 (1) w π 2 (1) ...z π 1 (γ 1 ) w π 2 (γ 1 ) )
.(−1) γ 2 −1 (−µ)κ(z π 1 (γ 1 +1) w π 2 (γ 1 +1) ...z π 1 (γ 2 ) w π 2 (γ 2 ) ). is a polynomial P of µ, whose coefficients depends on h and h ′ . If degP = N , then there exists at least a π ∈ S N , such that κ(z i w π(i) ) = 0, that is κ(t −n i s −m i s l π(i) t r π(i) ) = q (l π(i) −m i )(−n i ) δ (l π(i) −m i ,r π(i) −n i ),(0,0) = 0, hence z i = w π(i) for any 1 ≤ i ≤ N . So if h = h ′ , the coefficient of µ n is the number of such elements π, otherwise it equals zero. Hence with Lemma 4.2, we proved (ii).
Next we prove the unitarity of the hermitian form.
