Introduction
Herschfeld's original statement and proof of the HCT (Herschfeld's Convergence Theorem) is as follows (Herschfeld 1935) : Theorem (Strong HCT). Assuming the numbers in the sequence (a n ) n∈Z + are non-negative, the infinite radical a 1 + √ a 2 + . .
. converges if and only if
there is some M ∈ R such that a n < M 2 n for all n. can show that 1 + 1 + . . . √ 1 with n occurences of 1 must be less than 2. Additionally, this sequence in n is monotonically increasing. By the Monotone Convergence Theorem, the radical φ = 1 + √ 1 + . . . must therefore converge.
Proof. Observe that a
Since a 1 + a 2 + . . . √ a n is a bounded, monotonically non-decreasing sequence, this sequence must converge according to the Monotone Convergence Theorem.
We called the above theorem the Strong Herschfeld Theorem. The result we prove in Section 2 will be called the Weak Herschfeld Theorem. The Strong version of the theorem is non-constructive, as we will prove in Section 3.
Herschfeld's paper also contains a weak error bound (too weak to constructively justify the HCT), and an analysis of "infinite radicals" of the form a n + a n−1 + . . . √ a 1 . There is a survey paper on infinite radicals by Jones (2017) .
In this paper, we strengthen the above result by providing a constructive proof of it. As a bonus, this provides an algorithm for estimating the limit of any infinite radical. This paper is organised as follows: In the rest of this section, we discuss the constructivity of the proof below, as well as the benefits of providing a constructive proof. In Section 2, we begin by describing the main theorem of the paper, and prove it via a sequence of lemmas. In Section 4, we speculate on other ways of proving the theorem that haven't yet been realised.
Constructivity
The argument below uses the Axiom of Countable Choice AC ω . This axiom is accepted by all major schools of Constructive Analysis: BISH, INT, RUSS (and CLASS). (Waaldijk 2005) There are good reasons to prove something constructively. One advantage of doing so is that it implicitly yields an algorithm. This is made precise by the realisability interpretation of constructive proofs. This provides a way to mechanically extract an algorithm from a constructive proof, as long as the proof is written in an appropriate formal language (such as Intuitionistic Type Theory). (Bauer 2005) A constructive proof is valid in many more mathematical universes. The "standard" mathematical universe is that of ZFC (Zermelo-Fraenkel set theory with the Axiom of Choice).
One formal theory of mathematical "universes" is Topos Theory (Borceux 1994) . This consists of the study of toposes (essentially universes), in which principles like the Law of Excluded Middle (not accepted in constructive proofs) and the Axiom of Choice (also not accepted) do not hold generally. A constructive proof is valid in many more toposes than a classical proof.
Topos theory provides a promising way of studying computability, general topology, differential geometry, domain theory, algebraic topology, among other things.
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Proof
We will prove the following theorem: Theorem (Weak HCT). Given a sequence (a n ) n∈Z + , if there exists an M ∈ R such that lim sup n→∞ a
We prove some lemmas before we prove Theorem .
We begin by introducing some notation:
e ≈ 2.718 . . . is the base of the natural logarithm.
The name a n will refer to the terms in a 1 + √ a 2 + · · ·.
M denotes lim sup n→∞ a 2 −n n . We will also remark that whenever we assume the existence of a limit like M above, we will assume that we have access to the corresponding witness data. What this means is that when we say that
is true, we mean that there is a function that given some ǫ > 0, produces an N such that a 2 −n n < M + ǫ for all n > N . And we will assume access to this function. We believe that Countable Choice allows us to take this assumption for granted. Remark. Notice that the following two propositions are almost logical negatives of each other, if not for the ǫ (where ǫ > 0 is arbitrary)
The ǫ is required for constructivity.
Lemma 1. Given ǫ > 0 and an integer N , it's true that either (∀n
Proof. We have that lim sup n→∞ a 2 −n n = M . This implies that there is a K ∈ Z such that for all n > K, a 2 −n n < M (1 + ǫ). Therefore, the scenario "(∀n > N )a 2 −n n < M (1 + ǫ)" needs to be verified only for the values of n between N and K. For any real number x, the statement "x < M (1 + ǫ) or x > M " is true. We therefore form a finite sequence of 1s and 2s, denoted as (p N +1 , p N 
Corollary 2.1. Generalising lemma 2: For any integer T , there exists an integer
Applying lemma 2 to (a ′ n ) n and M ′ gives that there exists an integer N such
Substituting the a n s and M s back in gives
Lemma 3. If for some ǫ > 0 and some integer N , (∀n > N )a
with corresponding lower bound being a 1 + a 2 + . . . √ a N , with the difference being at most 2 −N (φe
If N is "large" and ǫ = 2 −N , then the difference between upper and lower bounds is 2 −N (φe − 1) √ M , which is "small".
Proof. By corollary 2.1, we have that there exists an B such that
By termwise comparison, we
upper bound, and f (L) is a lower bound. By the Mean Value Theorem, we have that
there is an integer ν > N such that:
Proof. Consider this N . There must be a ν > N such that (∀n > ν)a
We have an uninteresting lower bound L = a 1 + a 2 + . . . √ a N combined with the upper
Theorem (Weak HCT).
Given a sequence (a n ) n∈Z + , if there exists an M ∈ R such that lim sup n→∞ a 2 −n n = M , then there exists an L ∈ R such that lim n→∞ a 1 + a 2 + . . . √ a n = L.
Proof. Form a sequence L N of lower bound, and a sequence U N of upper bounds. Do this according to the following scheme:
Consider a particular value of N , and let ǫ = 2 −N . By lemma 1, either (∀n > N )a
