Abstract. A sti system of conservation laws is analyzed with a di erence method. The existence of entropy-satisfying BV-solutions to the initial value problems is estabilished. Furthermore, we show that the solutions converge to the solutions of the corresponding equilibrium system as the relaxation time tends to zero.
Introduction
In this paper we use a di erence scheme to study the following system of conservation laws with a sti source term u t + (f(u) ? v) x = 0; v t + v ? (1 ? )f(u) = 0:
Here f is a given function of u; is a parameter; the scalar variables u and v are unknown and is a small positive parameter, called the relaxation time.
The above system serves as a model for the equations of motion for a viscoelastic solid. Precisely, the relation of the system to the equations of motion for a nonlinear Maxwell solid is the same as the relation of the Burgers equation, u t +(u 2 =2) x = 0, to the equations of motion for an ideal gas (see 2] and references cited therein). Furthermore, the system (1.1) is an example of general hyperbolic conservation laws with sti source terms ( 8] ).
The main results of the present paper are the existence of entropy-satisfying BVsolutions (u ; v ) to the above system with proper initial data and the convergence of (u ; v ), as tends to zero, to the solution of the so-called equilibrium or reduced system of (1.1) u t + f(u) x = 0; v ? (1 ? )f(u) = 0:
Those results are based on the following condition on f and f 0 (u) > 0 and 0 < < 1:
This condition on system (1.1) is equivalent to the stability condition in 8] and the subcharacteristic condition in 4].
Here an entropy solution is de ned in the following way. holds in the sense of distribution for any convex entropy pair ( ; q), which is de ned in section 3. System (1.1) has been studied by several authors. In 2] Greenberg and Hsiao dealt with a class of Riemann problems of the above system. For the Cauchy problems with bounded measurable initial data, Chen and Liu ( 1] ) proved the existence of L 1 entropy solutions by using the viscosity method and the theory of compensated compactness; furthermore they again used the theory of compensated compactness to discuss the limit as tends to zero.
Inspired by the papers 7] and 5] of Tveito and others, I prove the existence of entropysatisfying BV-solutions for system (1.1) by demonstrating convergence of a di erence scheme. Because of such an existence result, the study of the zero relaxation limit becomes a very simple matter. In fact, the existence result says that the family of solutions, indexed by the parameter , lies in a bounded subset of L 1 (R + R) \ L 1 (R + ; BV (R)) \ Lip(R + ; L 1 (R)) with R + = (0; 1), which is compactly (see 6]) embeded into L 1
This compactness is naturally used to study the zero ralaxation limit.
We note that the Kru zkov entropy condition was used by Tveito and others in 7] and 5] to study a simpler model. However, the entropy condition does not make sense for system (1.1). Thus, the approach in 7] does not seem to be valid for our problem. But the approach here works for the problem in the aforementioned papers and some more general systems than that given in (1.1).
The paper is organized as follows. Section 2 is devoted to the analysis of a di erence scheme for system (1.1). In section 3, we analyze entropies for more general systems and establish an entropy inequality for the di erence solution. The main results are shown in section 4. Here x, t are the increments respectively in x and t; u n j and v n j denote approximations of u(x; t) and v(x; t), respectively, over the grid-block x j ; x j+1 ) t n ; t n+1 ) with x j = j x and t n = n t; j = 0; 1; 2; and n = 0; 1; 2; . Let C 1 and C 2 be such constants that the initial data take values in , which means C 1 f(u 0 
where the second relation means that the initial data are close to equilibruim.
In what follows, for convenience we often use the Riemann invariant U = f(u) Next we show that the di erence solution remains close to equilibrium for all time.
From now on, C denotes a generic positive constant which may change from relation to relation and is independent of x, t and .
Lemma 2.3. There is a constant C such that for all n, kv This completes the proof. By combining Lemma 2.5 and the well-known error estimate in 3], we immediately obtain Lemma 2.6. There is a constant C T , depending only on T, such that for all n with n t T, ku n; ? u 0 ( ; n t)k L 1 + kv n;
Here (u 0 ; v 0 )(x; t) is the unique solution of the reduced system in (1.2) with initial data (u 0 ; v 0 )(x).
3. Entropies In this section, we discuss entropies for general systems of the form u t + F(u; v) x =0; v t + Q(u; v) =0:
We assume that there is a function h(u) such that Q(u; v) = 0 implies v = h(u). In addition, we call (3.1) a full system and u t + F(u; h(u)) x = 0 (3.2) its equilibrium or reduced system. Now, the stability condition like that in (1. Obviously, there exist convex entropies for the systems in (3.1). Furthermore, we have Lemma 3.1. Let ( ; q) be an entropy pair for the full system and v vanish along v = h(u). Then ( ; q)(u; h(u)) is an entropy pair for the reduced system. Conversely, given an entropy pair ( ; q ) for the reduced system, there is an entropy pair ( ; q) for the full system, such that ( ; q)(u; h(u)) = ( ; q )(u) and v (u; h(u)) = 0:
Proof. For the rst part, we only need to show that q(u; h(u)) 0 = (u; h(u)) 0 F(u; h(u)) 0 : In fact, the relations in (3.5), satis ed by and q, give us q(u; h(u)) 0 = q u (u; h(u)) + q v (u; h(u))h 0 (u)
For the other part, by the general representation in (3.6) of the entropy pairs we need to choose and such that The F(g(v); h(g(v) )) = v. where we have used the fact that h has an inverse h ?1 , which is also implied by the stability condition in (3.3) with the relation in (3.4) . This proves the lemma.
The stability condition in (3.3) also implies F u (u; v) 6 = 0. Without loss of generality, we assume that F u (u; v) > 0. Thus, the scheme for the system in (1.1) is an example of the following scheme for the system in (u (x; t) In this framework of BV-solutions, the zero relaxation limit can be very easily discussed.
In fact, the standard argument in 6] proves actually that the embedding of L 1 (R + 
