Abstract: We show that the Hilbert scheme, that parametrizes all ideals with the same Hilbert function over an exterior algebra, is connected. We give a new proof of Hartshorne's Theorem that the classical Hilbert scheme is connected. More precisely: if Q is either a polynomial ring or an exterior algebra, we prove that every two strongly stable ideals in Q with the same Hilbert function are connected by a sequence of binomial Gröbner deformations.
Introduction
Throughout the paper k stands for an infinite field. The classical Hilbert scheme, introduced by Grothendieck [Gr] , parametrizes subschemes of P r with a fixed Hilbert polynomial.
Theorem 1.1. [Ha] The Hilbert scheme, that parametrizes subschemes of P r with a fixed Hilbert polynomial, is connected.
Let Q be either the exterior algebra over k with basis x 1 , . . . , x p or the polynomial ring over k on variables x 1 , . . . , x p . SetQ = Q ⊗ k [t] . LetM be an ideal inQ such that Q/M is flat as a k[t]-module. For α ∈ k, the quotientQ/M ⊗ (k[t]/(t − α)) is denoted (Q/M ) α and is called the fiber over α. For any α, β ∈ k we say that the fibers (Q/M ) α and (Q/M) β are connected by a deformation over A 1 k . We say that two ideals M and M in Q are connected by a sequence of deformations over A Our construction is entirely different than Hartshorne's. The idea is the following: Every graded ideal is connected by a Gröbner deformation to a strongly stable ideal with the same Hilbert function. Let I be a strongly stable ideal that is not lexicographic. Then it has holes (or gaps). We fill some of the holes by adding new generators, and simultaneously we remove some generators in order to keep the Hilbert function the same. We prove that this can be achieved by two binomial Gröbner deformations. Thus, we obtain a new strongly stable ideal that is closer to the lexicographic ideal. After applying this construction a finite number of times, we reach the lexicographic ideal with the same Hilbert function.
The main point in Hartshorne's proof is to show that after applying his construction repeatedly one reaches the lexicographic ideal. In contrast: in our proof it is obvious that after applying our construction repeatedly one reaches the lexicographic ideal, so the main point is to prove that the construction can be realized as a sequence of deformations.
Preliminaries
Throughout the paper E stand for an exterior algebra over k with basis x 1 , . . . , x p , and S = k[x 1 , . . . , x p ] stands for a polynomial ring on variables x 1 , . . . , x p . For convenience we use the same symbols x 1 , . . . , x p to denote exterior or polynomial variables. Let Q be either the ring E or the ring S. The ring Q is standardly graded with deg(x i ) = 1 for 1 ≤ i ≤ p. When Q = S we impose the condition char(k) = 0. Gröbner basis theory over exterior algebras is build in [AHH, Gr2] ; cf. [Ei, Chapter 15] for Gröbner basis theory over polynomial rings. In particular, cf. [AHH, Gr2, Ei] for the existence of generic initial ideals, which are defined as initial ideals taken after generic change of variables. Throughout the paper we consider lexicographic order with x 1 lex . . . lex x n . We use generic initial ideals; these are initial ideals taken after generic change of variables, cf. [AHH, Gr2, Ei] .
Order the monomials (in Q) in each degree lexicographically. For a monomial
(where x i /b means that the variable x i divides the monomial b). An ideal M in Q is called strongly stable if it is generated by monomials and the following property is satisfied: if b is a monomial in M , x i /b, and 1 ≤ j ≤ i, then x j b x i ∈ M . Every generic initial ideal in Q is strongly stable.
A set of monomials U of the same degree is called a lex-segment if the following property is satisfied: if b ∈ U and c lex b, then c ∈ U . The empty set is a lex-segment. An ideal L in Q is called lexicographic if for each i ≥ 0 the vector space L i is spanned by a lex-segment.
Let G be a fixed Hilbert function. We consider the Hilbert scheme that parametrizes all graded ideals with this Hilbert function. Note that the Hilbert scheme has the universality property, so it is unique despite that it could be constructed in different ways. If P is a graded ideal with Hilbert function G, and M is a generic initial ideal of P , then a construction from Gröbner basis theory provides a flat family such that the fiber over 1 is the ring Q/P and the fiber over 0 is Q/M . Since the generic initial ideal M is strongly stable, it follows that each connected component of the Hilbert scheme contains a strongly stable ideal. Macaulay's theorem for polynomial rings [Ma] and KruskalKatona's theorem for exterior algebras [Kr, Ka] show that there exists a lexicographic ideal L G with Hilbert function G. Note that the ideal L G is strongly stable. Our goal is to construct a sequence of binomial Gröbner deformations from a given strongly stable ideal to L G .
First, we introduce the following definitions.
Definition 2.1. A monomial b is called a gap in a monomial ideal M if b / ∈ M and M contains a lex-smaller monomial of the same degree.
Definition 2.2. Let M and M be two monomial ideals in Q with the same Hilbert function. We say that M is lex-closer than M is, if there exists a degree r such that the following conditions are satisfied: (1) M j = M j for each j < r (2) Let m 1 , . . . , m p and m 1 , . . . , m p be the gaps of M r and M r , respectively, ordered lexicographically in decreasing order. Then m j lex m j for the first j for which the j'th gaps are different.
Lemma 2.3. Let I be a strongly stable ideal in Q, and let q ≥ 1. Suppose that I q−1 is spanned by a lex-segment. If c ∈ I q is a monomial and b lex c is a gap in I q , then c is a minimal monomial generator of I.
Proof: Suppose that c is not a minimal monomial generator of I. Therefore, c ∈ (x 1 , . . . , x p )I q−1 . As I q−1 is spanned by a lex-segment, it follows that (x 1 , . . . , x p )I q−1 is spanned by a lex-segment. As b lex c, we conclude that b ∈ (x 1 , . . . , x p )I q−1 . This is a contradiction because b is a gap by assumption.
Hilbert schemes over exterior algebras
In this section we consider the case when Q is an exterior algebra E over k with basis x 1 , . . . , x p . The goal is to prove Theorem 1.3. A monomial b in E has the form b = x j 1 ∧ x j 2 ∧ . . . ∧ x j r , where 1 ≤ j 1 < j 2 < . . . < j r ≤ p are natural numbers. For example, x 1 ∧ x 2 is a monomial, but x 2 ∧ x 1 is not. It is important to use this definition in order to be able to keep track of the signs (note that this is not needed in the polynomial case). Each monomial in E is square-free, that is, it is not divisible by the square of any variable.
In this section, I stands for a non-lexicographic strongly stable ideal in E. We denote by mg(I) the set of canonical minimal monomial generators of I. Let q = min{i ∈ N | I i is not spanned by a lex-segment} .
In 3.1-3.13 we construct a strongly stable ideal that is lex-closer than I is.
Definition 3.1. Denote by m the lex-greatest (first) gap in I q , and denote by f the lex-greatest (first) monomial in I q that is lex-smaller (after) m. 
where i < i 2 < . . . < i s ≤ p are natural numbers and d is a monomial such that
Proof: (5) holds by the definition of f . (4) holds by Lemma 2.3 applied to m and f .
(1) We can write m and f in the form
where i < i 2 < . . . < i s ≤ p and j < j 2 < . . . < j s ≤ p are natural numbers, i = j, and d is a monomial such that either d = 1, or max(d) < i and max(d) < j. Since m lex f , it follows that i < j. Therefore, j ≥ i + 1, j 2 ≥ i + 2, . . . , j s ≥ i + s. As f ∈ I and the ideal I is strongly stable, we have that
Since f is the lex-greatest (first) monomial in I q that is lex-smaller (after) m and since i = j, we conclude that
(2) We have that max(m) = i s and max(f ) = i + s. Suppose that i s ≤ i + s. It follows that i r ≤ i + r for every 2 ≤ r ≤ s. Therefore, m = d ∧ x i ∧ x i 2 ∧ . . . ∧ x i s ∈ I because f ∈ I and I is strongly stable. This is a contradiction since m is a gap by assumption. Hence i s > i + s.
(3) Let r ≤ i s be a natural number. If x r divides m, then m ∧ x r = 0. Suppose that
∧ x r ∈ I because m is the lex-greatest (first) gap in I q . Therefore, m ∧ x r ∈ I.
Construction 3.3. Consider m and f as in Lemma 3.2. An initial f -segment has the form d ∧ x i+1 ∧ x i+2 ∧ . . . ∧ x i+r for some 2 ≤ r ≤ s. An initial m-segment has the form
We consider multiples of the initial f -segments and m-segments. Consider the set
u is a monomial; 2 ≤ r ≤ s; min(u) > i r if u = 1 ,
is the base of the element. Choose an element h in T whose base has minimal degree.
Thus, g is the initial f -segment of minimal degree among all bases of the elements in T . There might exist several choices for h. However, the choice of g and n is unique.
As h ∈ T , we have that g ∧ w ∈ mg(I), n ∧ w / ∈ I, and either min(w) > i t or w = 1. Each of g, n, h, w is a monomial.
We form the binomial ideal
where g and n are fixed by the construction above, and u varies. We denote by gb(N ) the set of generators of N listed above.
Since n lex g, we have that n ∧ u lex g ∧ u for each g ∧ u ∈ T . Denote by ≺ the degree-reverse-lexicographic order for which
The proposition will be proved later.
Examples 3.5. (1) Consider the strongly stable ideal
(where the monomial generators are ordered lexicographically, and "..." means that we take all monomials that are between x 1 ∧x 2 ∧x 3 and x 1 ∧x 4 ∧x 7 in the lexicographic order) in an exterior algebra with basis x 1 , . . . , x 7 . In this case, the gaps in I 3 are x 1 ∧ x 5 ∧ x 6 , x 1 ∧ x 5 ∧ x 7 and x 1 ∧ x 6 ∧ x 7 . Therefore, we have that
(2) Consider the strongly stable ideal
(where the monomial generators are ordered lexicographically) in an exterior algebra with basis x 1 , . . . , x 9 . In this case, the gaps in
We choose h = x 2 ∧ x 3 ∧ x 6 , so w = x 6 . Then g = x 2 ∧ x 3 and n = x 1 ∧ x 5 . Hence
For the proof of Proposition 3.4 we need six short lemmas. At this point, it is helpful to note that
• the integer q is fixed (before Definition 3.1)
• the monomials m, f, d and the integers s, i, i 1 , . . . , i s are fixed as in Lemma 3.2
• the monomials h, g, n and the integer t are fixed as in Construction 3.3.
Lemma 3.6. For each j < q we have I j = N j . If b is a monomial of degree q such that b lex m, then b is divisible by a monomial in gb(N ).
Proof: Let a ∈ I. It follows that there exists a c ∈ mg(I) that divides a. If a / ∈ gb(N ), then there exists a gap a lex a.
There are no gaps in I q that are lex-greater than m. Therefore, b ∈ gb(N ). For each j < q, the equality I j = N j holds because there are no gaps in I j .
Lemma 3.7. max(g) < max(n).
Proof: By (3.1) we have that max(n) = i t and max(g) = i + t. Suppose that i t ≤ i + t. Then i r ≤ i + r for each 2 ≤ r ≤ t. Since the ideal I is strongly stable and g ∧ w ∈ I, it follows that n ∧ w ∈ I. This is a contradiction because n ∧ w is a gap. Hence i t > i + t.
Proof: Suppose that n ∧ v is not divisible by a monomial in gb(N ). Since n ∧ v ∈ I, we have that n ∧ v is divisible by some minimal monomial generator of I. As this generator is not in gb(N ), it has to be an element in T . Thus, there exists an u, such that g ∧ u ∈ T divides n ∧ v. By Lemma 3.7 it follows that g divides n, which is a contradiction.
Proof: If x j divides n, then x j ∧ n ∧ u = 0. Suppose that x j does not divide n. As j ≤ max(n), it follows that x j does not divide m either.
and max(u ) < min(u ). As x j does not divide m and as j < max(n), we have that x j ∧ n ∧ u lex m. By Lemma 3.6 it follows that x j ∧ n ∧ u is divisible by a monomial in gb(N ). Hence, x j ∧ n ∧ u is divisible by a monomial in gb(N ).
Proof: By (3.1) we have that max(g) = i + t. Note that t ≥ 2 because g ∧ w ∈ I and
It remains to consider the case when t > 2. Assume that
But this contradicts the fact that we have chosen the element h in T to have r minimal (see Construction 3.3).
Lemma 3.11. If g ∧ u ∈ T , then either min(u) > max(n) or u = 1.
Proof: If u = 1, then we have that min(u) > i r ≥ i t = max(n).
Finally, we are ready for the proof of Proposition 3.4.
Proof of Proposition 3.4: We will prove that the set
defined in Construction 3.3, is a Gröbner basis of the ideal N that it generates. We will use the following description of the first syzygies of I over E. We can fix a minimal system of generators of the first syzygy module of I over E consisting of elements of the following two types:
• Given a monomial a ∈ mg(I) and a natural number r < max(a), such that x r does not divide a, let c be the pure-lex-greatest minimal monomial generator (of I) that divides x r ∧ a. We denote this by c = begin(x r ∧ a). Let z be the ±monomial such that x r ∧ a = z ∧ c. We have a first syzygy corresponding to the relation x r ∧ a − z ∧ c = 0 . Note that min(z) > max(c).
• Given a monomial a ∈ mg(I) and a variable x r dividing a, we have a first syzygy corresponding to the relation x r ∧ a = 0. The minimal system of generators of the first syzygy module is a subset of the set of syzygies of the two types above. See [EK] and [AAH] for a description of the entire minimal free resolution of I.
We want to prove that the set gb(N ), defined in Construction 3.3, is a Gröbner basis of N . By [Ei, Theorem 15 .8] (which applies not only in the polynomial case but in the exterior case as well), it suffices to check that if A, B ∈ gb(N )∪0 and σ in(A)−τ in(B) = 0 is a relation yielding a minimal first syzygy of I (where σ and τ are ±monomials), then σA − τ B can be reduced to zero; this follows from The case when both A and B are monomials is trivial. Otherwise, by symmetry, we can suppose that A is a binomial. Therefore, we have that A = g ∧ u − n ∧ u for some g ∧ u ∈ T . If B is a binomial, then we can write B = g ∧ v − n ∧ v for some g ∧ v ∈ T , and we get case (1) below. If B is a (non-zero) monomial, then we can write B = c for some c ∈ gb(N ) and we get either case (2) or case (3) below. If B = 0, then we get case (4). We have to check that each of the four types of elements below can be reduced to zero. Below c is a monomial, b is a ±monomial, and u, v are monomials such that
The four cases are:
, and min(b) > max(c)
, where x r divides g ∧ u.
We consider each case separately.
(
We will show that this binomial vanishes.
We have to show that b ∧ n ∧ u is divisible by a monomial in gb(N ).
If min(b) ≤ max(n), then by Lemma 3.9 we have that b ∧ n ∧ u is divisible by a monomial in gb(N ). Suppose min(b) > max(n).
First, we suppose that x r divides u. Set v = u x r ∧ b. Note that v is a monomial and that min(v) > max(n) because min(b) > max(n) and min(u) > max(n) by Lemma 3.11. We have that c = g ∧ v ∈ gb(N ). Since g ∧ v / ∈ T and min(v) > max(n), it follows that n ∧ v ∈ I. By Lemma 3.8, we get that n ∧ v is divisible by a monomial in gb(N ). Thus, b ∧ n ∧ u is divisible by a monomial in gb(N ). Now, we suppose that x r does not divide u. Hence, x r divides g. Set v = u ∧ b.
Note that v is a monomial and min(v) > max(n). We have that c = g x r ∧ v ∈ mg(I).
Since x r divides g, we have that r ≤ max(g) = i + t. As g x r ∧ v ∈ I and the ideal I is strongly stable, it follows that
∧ v for some monomial v that divides v and with min(v ) = min(v). Thus, g x i+t ∧ v ∈ mg(I).
By Lemma 3.10 it follows that n x max(n) ∧ v ∈ I. Hence n ∧ v ∈ I. By Lemma 3.8, we get that n ∧ v is divisible by a monomial in gb(N ). Thus, b ∧ n ∧ u is divisible by a monomial in gb(N ).
We have to show that x r ∧ n ∧ u is divisible by a monomial in gb(N ).
If r ≤ max(n), then x r ∧ n ∧ u is divisible by a monomial in gb(N ) by Lemma 3.9. Suppose that r > max(n).
Write c = ±ḡ ∧ū ∧ x r , whereḡ andū are monomials such thatḡ divides g and u divides u. Denote by v the unique monomial such that v = ±ū ∧ x r . We have that min(v) > max(n). Suppose that g =ḡ. Then ±ḡ ∧ū ∧ x r = c = ± begin x r ∧ g ∧ u implies that r < max(g). By Lemma 3.7, we get r < max(n), which is a contradiction. Therefore, g =ḡ. Then c = g ∧v ∈ gb(N ), so g ∧v / ∈ T . Hence n∧v ∈ I, so n∧u∧x r ∈ I, and we are done by Lemma 3.8.
(4) Consider x r ∧ (g ∧ u − n ∧ u) = −x r ∧ n ∧ u. We have to show that x r ∧ n ∧ u is divisible by a monomial in gb(N ).
If x r divides u, then x r ∧ n ∧ u = 0. Suppose that x r divides g. By Lemmas 3.7 and 3.9, it follows that x r ∧ n ∧ u is divisible by a monomial in gb(N ).
Thus, we have checked all four cases.
It is possible that the ideals I and N have the same Betti numbers, but we have not investigated this property.
Proposition 3.13.
(1) J is strongly stable and N is binomial.
(2) J is lex-closer than I is. (2) First, we will show that in ≺ lex (N ) is lex-closer than I is. Let r be the smallest degree such that T r = ∅. By the construction of N , it follows that I j = N j = (in ≺ lex (N )) j for each j < r. We conclude that (in ≺ lex (N )) r is spanned by the monomials in N r and the monomials {n ∧ u | g ∧ u ∈ T r }. On the other hand, since n ∧ u lex g ∧ u for each g ∧ u ∈ T , we conclude that I r is spanned by the monomials in N r and the monomials {g ∧ u | g ∧ u ∈ T r }. Let v be the lex-greatest monomial such that g ∧ v ∈ T r . Therefore, n ∧ v is the lex-greatest monomial among {n ∧ u | g ∧ u ∈ T r }. It follows that if b is a gap of (in ≺ lex (N )) r that is lex-greater than n ∧ v, then b is a gap in I r as well. Also, note that n ∧ v ∈ (in ≺ lex (N )) r , but n ∧ v / ∈ I r . Therefore, in ≺ lex (N ) is lex-closer than I is. Since I is strongly stable, it follows that I j = (in ≺ lex (N )) j = J j for each j < r, and that J is lex-closer than I is. Theorem 1.3. Every two graded ideals in an exterior algebra with the same Hilbert function are connected by a sequence of Gröbner deformations; all the deformations are binomial except possibly the first and the last one. The Hilbert scheme, that parametrizes all graded ideals with the same Hilbert function over an exterior algebra, is connected.
Proof: Let P be a graded ideal in E. The generic initial ideal I = gin ≺ lex (P ) is strongly stable and has the same Hilbert function. Apply repeatedly Construction 3.3 and Proposition 3.4 as many times as it is possible. We obtain a sequence of ideals
connected by binomial Gröbner deformations and such that (1) for each j, the ideal I (j) is strongly stable and N (j) is binomial (2) for each j, the ideal I (j+1) is lex-closer than I (j) is.
Since there exist only finitely many different strongly stable ideals with a fixed Hilbert function, it follows that the process terminates after finitely many steps. Therefore, the last ideal is lexicographic. Denote it by L.
Thus, P is connected to L by a sequence of Gröbner deformations. All the deformations are binomial except possibly the first one.
The proof above provides a new proof of the following well-known result.
Theorem. [Kr, Ka] Let P be a graded ideal in E. There exists a lexicographic ideal with the same Hilbert function as P .
Note that the above theorem implies that the number of elements in a minimal system of homogeneous generators of P is less or equal to the number of elements in a minimal system of homogeneous generators of the lexicographic ideal with the same Hilbert function. It can be observed directly in our constructions that the the number of minimal monomial generators of I is less or equal to the number of minimal monomial generators of J.
Hilbert schemes over polynomial rings
In this section we consider the case when Q is the polynomial ring S = k[x 1 , . . . , x p ] over a field k with char(k) = 0. The goal is to prove Theorem 1.4. The constructions and the arguments below are along the lines of Section 3. We have to make some modifications due to the different properties of polynomial rings and of exterior algebras. We have written this section as close to Section 3 as possible.
A monomial in S is a product of powers of the variables. In this section, I stands for a non-lexicographic strongly stable ideal in S. We denote by mg(I) the set of canonical minimal monomial generators of I. Let q = min{i ∈ N | I i is not spanned by a lex-segment} .
In 4.1-4.13 we construct a strongly stable ideal that is lex-closer than I is.
Definition 4.1. Denote by m the lex-greatest (first) gap in I q , and denote by f the lex-greatest (first) monomial in I q that is lex-smaller (after) m. 
where β 1 , . . . , β r , α, α 2 , . . . , α s ∈ N \ 0, i = j, 1 ≤ i < i 2 < . . . < i s ≤ p, 1 ≤ j < j 2 < . . . < j r ≤ p, and d is a monomial such that either d = 1, or max(d) ≤ i and max(d) ≤ j. Since m lex f , it follows that i < j. Hence each of the numbers j, j 2 , . . . , j s is greater or equal to i + 1. As f ∈ I and the ideal I is strongly stable, it follows that d x β 1 +β 2 +...+β s i+1 ∈ I. Set β = β 1 +β 2 +. . .+β s . Since f is the lex-greatest (first) monomial in I q that is lex-smaller (after) m and since i = j, we conclude that f = d x β i+1 . The equality β = α + α 2 + . . . + α s follows from the fact that m and f have the same degree.
(2) We have that max(m) = i s and max(f ) = i + 1. Suppose that i s ≤ i + 1. Then
i+1 ∈ I and I is strongly stable, it follows that m ∈ I. This is a contradiction since m is a gap by assumption. Hence i s > i + 1. x r ∈ I because m is the lex-greatest (first) gap in I q . Therefore, mx r ∈ I. . . . x α r i r with α r = γ − α − α 2 − . . . − α r−1 > 0. We consider multiples of the initial f -segments and m-segments. Consider the set
. By Lemma 4.2 we have that f ∈ T (with u = 1, r = s), so T = ∅.
If the element d x γ i+1 u ∈ T , then we say that the initial f -segment d x γ i+1 is the base of the element. Choose an element h in T whose base has minimal degree.
As h ∈ T , we have that gw ∈ mg(I), nw / ∈ I, and either min(w) ≥ i t or w = 1. We form the binomial ideal
Since n lex g, we have that nu lex gu for each gu ∈ T . Denote by ≺ the degreereverse-lexicographic order for which x 1 ≺ x 2 ≺ . . . ≺ x n . Therefore, gu nu for each gu ∈ T . Then in ≺ (N ) ⊇ I. Proof: The argument in the proof of Lemma 3.6 works.
Lemma 4.7. max(g) < max(n).
Proof:
We have that max(n) = i t and max(g) = i + 1. Suppose that i t ≤ i + 1. Then
i+1 . Since the ideal I is strongly stable and gw = dx ν i+1 w ∈ I, it follows that nw ∈ I. This is a contradiction because nw is a gap. Hence i t > i + 1.
Lemma 4.8. If nv ∈ I and min(v) ≥ max(n), then nv is divisible by a monomial in gb(N ).
Proof: The argument in the proof of Lemma 3.8 works.
Lemma 4.9. Let gu ∈ T . If j < max(n), then x j nu is divisible by a monomial in gb(N ).
Proof: Since gu ∈ T , we have that nu is a gap in I. Therefore, deg(nu) ≥ q. Hence deg(x j nu) > q. Write x j nu = x j nu u so that deg(x j nu ) = q and max(u ) ≤ min(u ). We have that x j nu lex m. Since m is the lex-greatest gap in I q , by Lemma 4.6 it follows that x j nu is divisible by a monomial in gb(N ). Hence, x j nu is divisible by a monomial in gb(N ).
Proof: Note that by (4.1) it follows that ν − α ≥ 1.
First, consider the case when ν − α = 1, that is α 2 = 1 and t = 2. Then n x max(n) = It remains to consider the case when ν − α > 1, that is, α 2 + . . .
Assume that n x max(n) v / ∈ I. Therefore, g x max(g) v ∈ T . But this contradicts the fact that we have chosen the element h in T so that its base has a minimal degree (see Construction 4.3).
Lemma 4.11. If gu ∈ T , then min(u) ≥ max(n) or u = 1.
Proof: If u = 1, then we have that min(u) ≥ i r ≥ i t = max(n).
Finally, we are ready for the proof of Proposition 4.4.
Proof of Proposition 4.4: We will prove that the set gb(N ), defined in Construction 4.3, is a Gröbner basis of N .
We will use the following description of the first syzygies of I. We can fix a minimal system of generators of the first syzygy module of I consisting of elements of the following form: Given a monomial a ∈ mg(I) and a natural number r < max(a), let c be the purelex-greatest minimal monomial generator (of I) dividing x r a. Sometimes we denote this by c = begin(x r a). Let z be the monomial such that x r a = zc. We have a first syzygy corresponding to the relation x r a − zc = 0 . Note that min(z) ≥ max(c). The set of syzygies of the form above is a minimal system of generators of the first syzygy module. See [EK] for a description of the entire minimal free resolution of I.
We want to prove that the set gb(N ), defined in Construction 4.3, is a Gröbner basis of N . By [Ei, Theorem 15.8] , it suffices to check that if A, B ∈ gb(N ) and σ in(A) − τ in(B) = 0 is a relation yielding a minimal first syzygy of I (where σ and τ are monomials), then σA − τ B can be reduced to zero. The case when both A and B are monomials is trivial. Suppose that A is a binomial. Then we have that A = gu − nu for some gu ∈ T . If B is a binomial, then we can write B = gv − nv for some gv ∈ T , and we get case (1) below. If B is a monomial, then we can write B = c for some c ∈ gb(N ) and we get either case (2) or case (3) below. It follows that we have to check that each of the three types of elements below can be reduced to zero. Below b, c, u, v stand for monomials, and gu ∈ T , gv ∈ T . Note that gu, gv ∈ in ≺ (N ).
The three cases are:
(1) b(gu − nu) − x r (gv − nv), where bgu = x r gv, x r divides gu, r < max(gv), and min(b) ≥ max(gu) (2) b(gu − nu) − x r c, where bgu = x r c, c ∈ gb(N ), x r divides gu, r < max(c), and min(b) ≥ max(gu) (3) x r (gu − nu) − bc, where x r gu = bc, c ∈ gb(N ), x r divides c, r < max(gu), and min(b) ≥ max(c).
(1) Consider b(gu − nu) − x r (gv − nv) = −bnu + x r nv. Since bgu = x r gv, it follows that bu = x r v. Hence −bnu + x r nv = 0.
(2) Consider b(gu − nu) − x r c = −bnu. We have to show that bnu is divisible by a monomial in gb(N ).
If min(b) < max(n), then by Lemma 4.9 we have that bnu is divisible by a monomial in gb(N ). Suppose that min(b) ≥ max(n).
First, we suppose that x r divides u.
because min(b) ≥ max(n) and min(u) ≥ max(n) by Lemma 4.11. We have that c = gv ∈ gb(N ). Since gv / ∈ T and min(v) ≥ max(n), it follows that nv ∈ I. By Lemma 4.8, we get that nv is divisible by a monomial in gb(N ). Thus, bnu is divisible by a monomial in gb(N ). Now, we suppose that x r does not divide u. Therefore, x r divides g. Set v = ub. We have that c = g x r v ∈ mg(I). Since x r divides g, we have r ≤ max(g) = i + 1. As g x r v ∈ I and the ideal I is strongly stable, it follows that g x i+1 v ∈ I. Since max(g) < max(v),
we have that begin g x i+1 v = g x i+1 v for some monomial v that divides v and with min(v ) = min(v). Thus, g x i+1 v ∈ mg(I). By Lemma 4.10 it follows that n x max(n) v ∈ I.
Hence nv ∈ I. By Lemma 4.8, we get that nv is divisible by a monomial in gb(N ). Thus, bnu is divisible by a monomial in gb(N ).
(3) Consider x r (gu − nu) − bc = −x r nu. We have to show that x r nu is divisible by a monomial in gb(N ).
If r < max(n), then x r nu is divisible by a monomial in gb(N ) by Lemma 4.9. Suppose that r ≥ max(n).
Since x r gu = bc, we can write c =ḡūx r , whereḡ divides g andū divides u. Set v =ūx r . We have that min(v) ≥ max(n). Suppose that g =ḡ. Thenḡūx r = c = begin x r gu implies that r ≤ max(g). By Lemma 4.7, we get r < max(n), which is a contradiction. Therefore, g =ḡ. Then c = gv ∈ gb(N ), so gv / ∈ T . Hence nv ∈ I, so nvx r ∈ I, and then we are done by Lemma 4.8.
Thus, we have checked all three cases.
It is possible that the ideals I and N have the same Betti numbers, but we have not investigated this property. Proof: The argument in the proof of Theorem 1.3 works. Use Construction 4.3 and Proposition 4.13 instead of Construction 3.3 and Proposition 3.13. It is known that there exist only finitely many different strongly stable ideals with a fixed Hilbert function over a polynomial ring, cf. [Mac] for a very short argument.
The proof of Theorem 1.4 provides a new proof of Macaulay's Theorem [Ma] , Hartshorne's Theorem 1.1, and of Theorem 1.2, in case char(k) = 0.
Note that Macaulay's Theorem implies that the number of elements in a minimal system of homogeneous generators of a given homogeneous ideal P is less or equal to the number of elements in a minimal system of homogeneous generators of the lexicographic ideal with the same Hilbert function. It can be observed directly in our constructions that the number of minimal monomial generators of I is less or equal to the number of minimal monomial generators of J.
Remark. Suppose that char(k) = p > 0. Then generic initial ideals are not necessarily strongly stable. They are p-Borel fixed, so they satisfy a more complicated combinatorial property. It is a challenging open question to describe the minimal free resolution of a p-Borel fixed ideal. In our proof we do not need the entire resolution; we use only the first syzygies. The first syzygies of a p-Borel fixed ideal can be described. Thus, it is possible that our proof can be extended to work in positive characteristic, but we have not investigated it.
