One finds intertwined with ideas at the core of evolutionary theory claims about 
terfactual sequence of events ( §2). There are a number of objections to such theories, and I believe that the idea should at best be deployed only with extreme reservations. In this paper I review two of the most damning arguments against hypothetical frequency, the "unjustified counterfactuals problem" ( §3) and "the reference sequence problem" ( §5). These arguments are not as well known as they should be among those interested in philosophical issues concerning biology, and the arguments should give pause to anyone who wants to countenance hypothetical frequency as an interpretation of probability in evolutionary theory.
The real point of examining the two arguments, however, is to investigate whether-apart from the viability of hypothetical frequency-similar arguments are troublesome for common claims in evolutionary theory concerning counterfactual sets of populations and infinitely large populations. I explain why, when properly understood, these claims from evolutionary theory are not undermined by the arguments against hypothetical frequency. I'll look at two particular examples of such claims which seem representative of many similar ones. In Section 4 I examine a discussion from a well-known textbook (Roughgarden, 1979) which invokes counterfactuals about frequencies of states in sets of populations. I argue that a variant of the unjustified counterfactuals argument implies that these counterfactuals about frequencies of states in sets of populations are literally false. However, I explain that such that biological probabilities might be understood in terms of ideas from statistical mechanics (Bouchard and Rosenberg, 2004; Rosenberg, 2001; Weber, 2001) , in terms of complex causal structure and large scale patterns of events (Abrams, 2005) , in terms of persistence of frequencies (Millikan, 2000) , or in terms of theoretical role (Sober, 2000 (Sober, , 2005 .
counterfactual claims are merely stand-ins for other claims about probabilities concerning future states of a single population, and that the latter claims are not subject to anything like the unjustified counterfactuals problem (nor the reference sequence problem). In Section 6 I analyze an extension of a simple theorem about the decay of heterozygosity (Gillespie, 1998) in order to clarify the nature of claims about infinite populations of organisms. I argue that the character of the argument for the extended theorem allows it to avoid both the reference sequence problem and the unjustified counterfactuals problem.
What is hypothetical frequency?
First, let me illustrate very briefly the need for an interpretation of probability in a biological context where this need has been widely recognized. The propensity interpretation of fitness defines "fitness" so that it will be proportional to expected number of offspring (Brandon, 1978; Mills and Beatty, 1979) . That is, according to the PIF, fitness is proportional to
where P(O = n) is the probability that a given organism or kind of organism will have n offspring. There is then a further question as to what the probabilities P(O = n) consist in.
To see the problem more clearly, note that mathematical axioms determine the formal characteristics of probability.
3 The axioms justify inferences from statements about probabilities to statements about other probabilities or properties defined in terms of probability (variance, for example). The axioms themselves, however, do not determine what it is that statements mentioning probabilities literally assert about the world. The axioms don't specify what it is in the world, if anything, that numerical values of probability correspond to.
A hypothetical frequency interpretation of probability, or hypothetical frequency theory, is a proposal that at least some probabilities should be defined partly in terms of what frequencies in a very long sequence of events would be were such a sequence to occur. Thus a hypothetical frequency theory defines a kind of probability in terms of counterfactuals about relative frequencies in long sequences of trials. 4 The following is then definitionally necessary for there to be a probability r of an outcome E: Were there many tokens of a particular kind of trial, the relative frequency of E among all such trials would tend to r in the limit or perhaps the finite long run. Note that it's crucial 3 Here is one version of standard axioms that a probability function P(x) must satisfy:
(1) 0 ≤ P(x) ≤ 1 (2) P(x) + P(y) = P(x or y) − P(x and y)
These axioms are supplemented with axioms which specify how the events or propositions which are arguments to P(x) are allowed to combine. Axiom (2) is often replaced with a stronger axiom that covers infinite sums. 4 (Hacking, 1965) and (Gillies, 1973) are two classic statements of hypothetical frequency theories. See also note 6.
that there be specific circumstances which are repeated in every trial-that is what is meant by "kind of trial".
Hypothetical frequencies used as a basis for fitness, for example, would depend on counterfactuals concerning repetitions of trials consisting of a given organism's life in a given environment, or repetitions of trials consisting of lives of different organisms with the same genotype (or phenotype) in the same environment. For example, on a hypothetical limiting frequency account, the probability of a certain number of offspring would be defined as the limit, as the number of trials is increased, of the relative frequencies of trials in which exactly that number of offspring were produced. 5 Notice that frequencies in a sequence of events as it becomes longer and longer are, properly speaking, frequencies in a sequence of larger and larger sets of events, where each succeeding set includes its predecessor as a proper subset.
I won't need to distinguish here between various kinds of hypothetical frequency theories, some of which go by the name "long-run propensity theory", while others go by "long-run frequency theory" or "limiting frequency theory". 6 In the rest of the paper, I'll reserve "long-run frequency" for any fre-5 More precisely, let χ n (i) be the function which is equal to 1 if organism or type O's number of offspring is n on trial i, and equal to 0 otherwise. Then the relative frequency of cases in which O has n offspring in the first k trials is
The probability of having n offspring would then be lim k→∞
most of the trials which determine the values of χ n (i) are to be counterfactual. 6 "Long-run propensity" is usually used for a theory which attributes objective probabilities to single trials but defines those probabilities in terms of counterfactuals about long sequences (cf. (Fetzer, 1981; Gillies, 1973 Gillies, , 2000b Kyburg, 1974) ).
"Long-run frequency", by contrast, is somewhat more likely to be used for theories quency or limit of frequencies in a large number of trials, whether actual or counterfactual. Thus a hypothetical frequency theory will be any interpretation of probability given in terms of counterfactuals about long-run frequencies.
Hypothetical frequency seems to be on unusually shaky ground despite some continued popularity (e.g. in (Gillies, 2000b) ). In Sections 3 and 5 I'll describe two important objections in detail . Both of the objections seem to have been rarely noticed in discussions of probability in evolutionary biology, and they have never to my knowledge been discussed as supplying more direct challenges to talk of counterfactual sets of populations and infinite populations ( § §4, 6).
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which apply only to fairly long sequences of actual trials; long-run frequency would then be defined in terms of the counterfactual extension of the sequence to many more trials. (It's generally agreed that "long-run frequency theory" and "limiting frequency theory" should be applied to the interpretations of von Mises (1957) and Reichenbach (1949) , but views differ about whether these authors' views should be interpreted as invoking counterfactuals.) Long-run propensity in the sense mentioned is also contrasted with single-case propensity (which need not depend on counterfactual sequences). Both senses of "propensity" derive from (Popper, 1957 (Popper, , 1959 . Note that single-case propensity is what philosophers of biology often mean by "propensity"-as in (Mills and Beatty, 1979) or (Brandon, 1990) . Philosophers of biology tend to use "long-run frequency" for what I'm calling hypothetical frequency (Brandon, 1990; Graves et al., 1999; Rosenberg, 2001; Sober, 2000 Sober, , 2005 . 7 Works on philosophy of biology which mention objections relevant to hypothetical frequency include (Bouchard and Rosenberg, 2004; Graves et al., 1999; Richardson and Burian, 1992; Sober, 1984b Sober, , 2000 . Other arguments counting against hypothetical frequency theories can be found in (Armstrong, 1983; Cohen, 1989; Eagle, 2004; Fetzer, 1981; Giere, 1976; Hájek, 1996 Hájek, , 2002 Howson and Urbach, 1993; Kyburg, Hypothetical frequency is defined in terms of counterfactuals about long-run frequencies in repetitions of similar trials. However, it is not at all clear that such counterfactuals are ever true (whether or not counterfactuals are problematic in general). I'll begin by considering a claim that a coin has a probability of r to land heads. We could instead consider a claim about the probability for an organism to live to the age of reproduction, or to have 14 offspring rather than some other number. Intuitions will be clearer, however, if we step back from the complexities of biological contexts for the moment.
According to a simple hypothetical frequency theory, part of what makes it true that the probability of heads is r is that if a coin were tossed many times, perhaps an infinite number of times, the limiting frequency of heads among the counterfactual tosses would be r, or would be about r, or the frequencies would in some sense or another tend toward r. There is insufficient reason to think that any such counterfactual is true, however. Note, first, that on every toss heads is a possibility. what probabilities are supposed to be-to provide a reason to think that worlds with a long-run frequency of r for heads are nearest, if you like (cf. (Lewis, 1974; Sklar, 1970; Van Fraassen, 1980) .
1973)). However, this issue is generally ignored.
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The preceding is an argument that even if there were a sequence of trials of the same kind, counterfactuals about frequencies would not be justified. Biological cases might be even more problematic, though, for it will often be unclear what a counterfactual situation with many similar biological trials would be like. As Richardson and Burian (1992) point out, actual environments may fluctuate in drastic ways over time. In that case, a counterfactual situation in which fairly similar conditions are repeated over and over again during a very long period of time may be particularly unlike real biological situations, requiring bizarre assumptions which make counterfactuals about repetitions impossible to evaluate. Now, in the coin-tossing example, of course we feel that we won't see certain sequences, say, all heads in ten thousand trials. You might even be tempted to say that such sequences would not be likely to occur. However, that would simply be to say that the sequence is not probable, and you would then seem to need an independent source for probabilities over sequences of outcomes.
One might think we could just require that there be some distribution of limit-8 Eagle (2004) calls the unjustified counterfactuals problem the "Jeffrey problem"
after a related argument in (Jeffrey, 1977) . Variants of the argument can be found in (Armstrong, 1983; Giere, 1976; Hájek, 2002; Sklar, 1970 ). Sober's (1984b, p. 111; 2000, p. 62; version of this argument against hypothetical frequency assumes that we already have some (other) kind of objective probability on individual trials; part of the point of a hypothetical frequency theory is to be able to deny such assumptions. Note that van Fraassen (1980, ch. 6) "avoids" this problem by in effect simply stipulating that relative frequencies are the same in each relevant 'counterfactual' world-actually a structure in a model.
ing frequencies in the relevant counterfactual worlds-that long-run frequency have the same value in almost every relevant world or that such and such proportion of worlds have limiting frequencies near some value. But we can't just count worlds; since physical properties such as location vary continuously, the number of relevant counterfactual worlds is uncountably infinite (cf. (Lewis, 1973, p. 20) ). The complexity of biological environments makes this point particularly salient. So we would need to weight sets of worlds in some other way than by counting. That would be tantamount to providing a probability measure over these worlds, and this would again need an independent source. will move to state 2. (Roughgarden, 1979, p. 61) 
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Notice that the argument's premise gives probabilities of various combinations of gametes into zygotes, while its conclusion gives frequencies of populations in various states at a later time. These frequencies are equal to the probabilities mentioned in the premise. Given that the conclusion claims that frequencies definitely would have certain values in a set of counterfactual populations, it's reasonable to ask whether an argument similar to that given against hypothetical frequency in the preceding section could be used to challenge Rough-garden's conclusion.
First, notice one very significant difference between Roughgarden's conclusion and the claims which ground a hypothetical frequency theory of probability: While Roughgarden's conclusion is supposed to be justified by probabilities which are antecedently assumed to exist, hypothetical frequency theories generally make no assumption that any other kind of probability exists (since the point is to define a sense of probability in terms of something more basic).
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That hypothetical frequency is not based on any other kind of probability is part of what leaves counterfactual claims about long-run frequencies without any mooring. However, Roughgarden's claims about counterfactual frequencies are not in much better shape. For it simply doesn't follow from the fact that the probability of a kind of event is r that the frequency of such events will be r. 12 Roughgarden provides no additional premises which could justify 11 A hypothetical frequency theory defines probability in terms of many frequencies in finite sets, and frequencies are, mathematically, probabilities (they satisfy one standard set of axioms). But a hypothetical frequentist, while recognizing that fact, need not take the finite, counterfactual frequencies which she uses to define hypothetical frequency to be probabilities in sense of providing an interpretation of what is meant by "probability" in a particular scientific or practical context. 12 A reviewer suggested that Roughgarden might be claiming only that the expected frequency of populations in a given state s will be r. That would be to claim that the average of frequencies of populations in state s will be r. or "expectation". I suggest a simpler non-literal interpretation of Roughgarden's conclusions below. 13 The most interesting difference between a computer simulation and a realistic counterfactual case is that in the simulation, the stochasticity captured by an interpretation of probability in evolutionary theory is generally provided by a random number generating algorithm rather than whatever is the source of stochasticity in the world. Still, if the simulation is a good one, it should produce a pattern of behavior similar to what a counterfactual situation in the world would produce.
Rather, Roughgarden's claims about counterfactual populations seem to be nothing more than a loose way of making concrete a claim concerning the probabilities of various states for any one population. A claim that the frequency of state s in a counterfactual set of populations is r is a pedagogical device for conveying the intuition that there is a probability of r that a single population will change to state s. This is confirmed by other passages in Chapter 5, such as Roughgarden's remark that "we develop theory to predict the Most of Roughgarden's claims also are not subject to anything like the reference sequence problem, described below, because they only concern finite sets of populations. Roughgarden does make a passing remark about infinitely many populations (p. 61). It is not undermined by the reference sequence problem, for reasons illustrated below in Section 6. (Note that contrary to a remark Roughgarden makes, it is not strictly correct that "In the limit of infinitely many populations, each with the same finite number of individuals in it, the theory would be exact" (p. 61), i.e.
There is another problem for hypothetical frequency theories which invoke limiting frequencies based on infinite sequences of events rather than merely long finite sequences. As I'll show below, by changing the order of terms in such an infinite sequence we can make its associated limiting frequency take any value we want. We can even make the frequencies fail to converge to a limit.
Hájek (2002) calls this the "reference sequence problem". 15 The problem for a hypothetical frequency theory is this: Even if we had a reason to think that the limiting frequency for a sequence would be r in a counterfactual situation, additional justification would be needed to take the particular order of those events to be the relevant order.
that her predictions would be correct for an infinitely large set of populations. In the limit as we increase the number of populations, the frequencies of populations in each state need not correspond exactly to the probabilities of those states. Rather, such an outcome has a probability of 1; that does not mean that it is guaranteed to occur. Consider for comparison an infinite sequence of tosses of a fair coin, where on each toss the probability of heads is .5. A strong law of large numbers implies that there is a probability of 1 that the limiting frequency of heads is .5 (i.e. the set of sequences with limit .5 has probability 1). Nevertheless, it is possible that an infinite sequence consisting of all heads will occur. In fact, that particular sequence has exactly the same probability as every other sequence, namely, a probability of zero. Similar remarks apply to many similar claims about infinite populations.) 15 This problem is often ignored in works which advocate hypothetical frequency as an interpretation of probability, and I don't believe that it has been widely recognized. It is not particularly new, however; a version can be found in (Russell, 1948, pp. 366f ). does not seem to be any strong justification for any particular ordering of a counterfactual infinite sequence of biological trials. However, without a determinate order, the (counterfactual) limiting frequency will be indeterminate as well.
To see why, let us again look at a non-biological example. Notice that in an infinite sequence of heads and tails with limit 1/2 for tails, there is an infinite number of heads and an infinite number of tails. Consider the tails outcome which occurs earliest in the sequence. Move the second of the tails outcomes into a new position just in front of that first tails outcome. Then move the third tails outcome into the place where the second was, and for every tails outcome that is moved up, move the next tails outcome into its place. We thus shift all of the tails outcomes without adding or removing any of them, creating a sequence in which there is one more tails outcome near the beginning of the sequence. Next repeat this whole procedure for each tails outcome after the initial pair of tails we just created. This results in a sequence of heads outcomes and pairs of tails outcomes, where a pair of tails replaces each single tails outcome in the original sequence. Thus the limiting frequency of tails pairs is 1/2, but considered as a sequence of single outcomes, the limiting frequency of tails will now be 2/3. However, nothing has been added or removed from the set of outcomes in the sequence.
The essential point here, which applies to biological trials as well as coin flips, is that in every infinite sequence in which an outcome has a limiting frequency other than 0 or 1 (as well as some with limit 0 or 1) there are exactly as many instances of the outcome and its contrary as in any other such sequence:
Each set of instances is countably infinite. Thus any such sequence can be reordered into almost every other. The point, however, is not that we might devise a certain way of permuting an infinite sequence, but rather that a principled justification is needed for taking an infinite set of events in any particular order. Without that there is no principled reason for taking some particular limit as significant. 16 (Note the point from Section 5, that a limit of frequencies is actually based on a sequence of sets of events, where each set 16 Thus it does not matter that one could rule out the reordering example I gave by requiring that sequences satisfy a randomness requirement derived from von
Mises' (1957) definition of probability. Any sequence with limit r satisfying such a requirement can in principle be transformed into another satisfying the same requirement but with a different limit (or none), since all allowable sequences contain an infinite number of instances of each outcome.
contains the sets earlier in the sequence. The present point then is that there is no principled reason for putting events in earlier, as opposed to only later sets in the sequence of sets.)
If biological probabilities such as those underlying fitness are to be given an interpretation as counterfactual limiting frequency, some rationale for taking counterfactual trials in some particular order is needed. However, I see no such rationale available for biological cases.
Infinitely large populations of organisms
Biologists sometimes make claims about infinitely large populations. For example, a common kind of claim is that in an infinitely large population, selection will drive a certain gene to fixation even though in a finite population drift may prevent that particular outcome. Talk of frequencies in an infinite population makes no sense, however, if interpreted literally. In an infinitely large population any property with a frequency other than zero would have to be shared by an infinite number of organisms. In that case we can't just take the quotient of two infinities to determine the frequency of the property. Generally, claims about infinite populations can only be justified as shorthands for claims about limits as population size is increased without bound. Note that such a limit involves a sequence of sets, each larger than the preceding, and recall from Section 5 that, strictly speaking, the sequence used to define hypothetical frequency is just such a sequence of sets. This suggests that an argument like the one at the core of the reference sequence problem might imply that there's something illegitimate about talk of infinite populations of organisms. It's instructive to see why this is not so. I'll give an overview of the reasons why followed by an illustration using a particular biological example.
First, note that the reference sequence problem-like the unjustified counterfactuals problem-is a problem for certain kinds of attempts to define a fundamental sense of objective probability in terms of limits of frequencies.
It is not clear that any argument like it can raise problems for claims about limits where these claims are derived from assumptions about some other kind of probability which is assumed to have its own justification. Biologists' claims about infinite populations seem to be justified by limit theorems of this latter kind-ones justified by calculations over previously (sometimes tacitly) assumed probabilities. The resulting claims about infinite populations would seem to be problematic to whatever extent the assumed probabilities which justify them are problematic, but not because the claims concern infinitely large populations.
Second, the limits which justify infinite population claims don't seem to depend on the kind of facts that make the reference sequence problem applicable.
The reference sequence problem is a problem for a limit defined in terms of a a sequence of sets. In particular, the reference sequence problem arises when there is inadequate justification for grouping items into these various sets.
However, the sort of limits used to justify infinite population claims do not generally depend on which organisms are in which populations in a sequence of populations. What matters for the limit in such cases is only that the population size increases from one set in the sequence to the next (while, for example, gene frequencies remain the same). An extension of a simple theorem in (Gillespie, 1998, §2 .2) will illustrate these points.
Gillespie derives the proposition that after t generations, the probability H t that two alleles drawn randomly (without replacement) are different is
Here H 0 is the corresponding initial probability and N is the population size.
Gillespie speaks only of large, not infinite populations, but this is nevertheless a simple illustration of the kind of proposition which biologists use to justify claims about infinite populations. Equation (1) implies that if the population size N is infinite, the probability that two randomly chosen alleles are type identical is 1, and further that this probability does not change with time.
More precisely, this is a case where a claim about an infinite population is a shorthand for a claim about a limit as the population size is increased without bound. In equation (1), if N is increased without bound,
2N
goes to 0 in the limit. Thus in the limit of population size, H t remains constant at H 0 :
First note that proposition (2) depends on assumptions about existing probabilities. Gillespie's derivation of equation (1) begins with a stated assumption that mating is random (p. 23). Gillespie defines "random mating" as what occurs when "mates are chosen with complete ignorance of their genotype (at the locus under consideration), degree of relationship, or geographic locality."
(p. 11) It's common to use similar wording to imply that mating is random in the mathematical sense that every organism in the population has an equal probability of mating with any other. 17 Indeed, when Gillespie uses the as-17 To say that there is an equal probability of choosing any individual is to attribute quite a bit of systematicity to outcomes of choices; it is to say that outcomes accord with the probability calculus. Strictly speaking, the mere claim that choices are sumption of random mating on pp. 23f, its implication is that the probability of a particular token allele being chosen (with replacement, presumably) to combine with another allele is 1 2N
, and it is this implication which gives rise to the term subtracted from 1 in equations (1) and (2). This assumption about the probability of one allele combining with another would most naturally be justified by an assumption that each token allele present in the previous generation has an equal probability of being matched with another. Thus the implications of Gillespie's arguments for large population sizes N are justified by a prior assumption that there are certain probabilities of alleles being combined into a new individual.
Second, notice that the limit in (2) It is reasonable to think that other claims concerning infinite populations made "with complete ignorance" of a property is consistent with choices being so erratic that there is no sense in which outcomes can be characterized in terms of probability.
have similar properties. In that case these claims also would not be subject to anything like the reference sequence problem.
Conclusion
The primary purpose of this paper was to investigate whether two objections to hypothetical frequency interpretations of probability also tell against claims in evolutionary theory concerning counterfactual, possibly infinite populations and sets of populations. A secondary purpose was to argue that hypothetical frequency interpretations should not be taken seriously as candidates for an interpretation of probabilities in evolutionary theory. After presenting each of the two objections to hypothetical frequency theories, I discussed common claims in evolutionary theory which plausibly would be vulnerable to similar objections. I then argued that in each case the evolutionary claims turn out in the end to be safe from the objections. Examples from two textbooks (Roughgarden, 1979; Gillespie, 1998) illustrated the relevant biological claims.
The unjustified counterfactuals problem is the problem of providing an independent justification of counterfactual claims about long-run frequencies.
It appears to be intractable. We saw that counterfactual claims like Rough- The reference sequence problem is the problem that in a limit of frequencies in an infinite sequence of events, there does not seem to be a principled justification for taking the events in a particular order. Yet changing their order can result in a different limiting frequency. Using an extension of a simple theorem about heterozygosity presented by Gillespie (1998, §2.2), I argued that the limits which ground infinite population claims do not depend on ordering of elements in a way which would make something like the reference sequence problem applicable.
It is thus reasonable to think that counterfactual claims about large and infinite populations and sets of populations are not undermined by the two arguments against hypothetical frequency. However, the discussion of the example from Roughgarden shows the importance of properly interpreting biologists'
claims about probability and frequency.
Note that in both of the examples I gave, the claims made by biologists were justified by derivation from assumptions that certain probabilities exist. These probabilities were not simply the probabilities of having certain numbers of offspring which are often mentioned in discussions of biological fitness. Thus my discussion helps to emphasize the need for an interpretation or interpretations of probability to make sense of various kinds of probabilities assumed in evolutionary theory. 18 For example, an interpretation of probability is needed to provide a foundation for models in which there is or is not assortative mating, or for models in which the probability of migration enters into cal- 
