Abstract-Tensor analysis has been a widely studied in physics applications including circuit theory and electric machines. This paper reviews some of the main features of this type of representation for unbalanced power distribution systems and discusses its implementation in modern programming languages. A tensor representation simplifies the nomenclature and calculations in three phase unbalanced grids, reduces the storage requirement and improves the computation speed. A fixed point algorithm is proposed for the power flow solution showing the flexibility of the tensor approach. Simulations in Matlab/Octave demonstrate the advantages of this representation.
I. INTRODUCTION
Load-flow is a key tool for power systems operation, planning and control. This algorithm allow to determine the state variables of the system for stationary state operation. There is a vast literature in power flow algorithms which is possible to classify into two main groups, namely, those based on the Newton's method and those based on a fixed point iteration. The former correspond to the classic Newton-Raphson and its modifications such as the decoupled and fast-decoupled load flow algorithms [?] . The later includes the gauss-seidel algorithm and the forward-backward sweep algorithm for radial distribution systems [?] . All these algorithm require an efficient storage of the topological characteristics of the grid by using a matrix representation. However, this representation can be modified in order to use Tensors instead of Matrices. This modification can be cumbersome at the beginning but presents clear advatages in unbalanced power distribution grids in the ABC reference frame.
Tensors are a key tool for modern applications where invariant laws require to be described independently of the reference frame. Although their use in power systems go back to the seminal work of Gabriel Kron [1] , they are little used in current power systems analysis. Most of the modern power systems are represented and analyzed using matrix theory. However, unbalanced distribution systems and microgrids are applications in which tensors are more convenient, specially in respect to its implementation in script based programming languages such as Matlab, Octave or Python. Recent attempts to include tensor analysis in power systems are [2] and [3] . However, these works do not fully exploit the advantages of tensors in terms of nomenclature, invariance of the reference frame, geometric interpretation and computational implementation.
Power distribution grids are different from power systems in three main aspects: lines are usually unbalanced, they lack of transposition and the relation R/X is usually high. Transposition is the periodic swapping of phase positions of the conductors of a transmission line. When a line has transposition, the grid can be easily transformed into independent symmetric components. Therefore, the first aspect (unbalance) is usually studied in power systems by the use of the method of symmetrical components, which simplifies its analysis. This simplification is not possible in unbalanced power distribution grids (unless we accept some approximations). In addition, the third aspect (relation R/X) makes difficult to establish approximations as in the case of power systems, especially in the formulation of the power flow.
This paper presents a tensor formulation for unbalanced power distribution systems in a modern perspective. Special emphasis is made on the computational implementation since modern programming languanges such as Octave/Matlab, Phyton and Julia allows direct implementation of multidimensional arrays and tensors. In addition, the paper proposes a sparse technique for storage and operation of the proposed tensors. A fixed point iteration in the tensor space is proposed for the load flow calculation. This methodology allows to solve the power flow in radial and meshed distribution grids.
The rest of the paper is organized as follows: Section II presents a brief review of tensor algebra and multidimentional arrays including basic definitions and nomenclature. Section III shows the model for unbalanced grids and its main characteristics (specially from the point of view of the relation between nodal voltages and currents). Next, the proposed computational implementation is described in Section IV. A new scheme for storing the sparse tensors is also presented in this section. After that, Section V describes some basic simulations implemented in Octave/Matlab. Finally, conclusions and future research directions are presented in Section IV followed by relevant references. of view, tensors are multidimentional arrays with some useful characteristics that simplifies the analysis of complex networks [4] . Each tensor can be represented as a number followed by a series of subscripts. The rank of the tensor indicates the number of subscripts to be used and the dimension of the tensor. Thus, a rank-1 tensor is a conventional vector, a rank-2 tensor is a matrix and a rank-3 tensor is an structure similar to a rubik's cube (see Fig 1) .
Some authors include two indices (m, n) for the classification of the tensor, and allows a notation with subscripts and superscript like x kw ij . In these representation n is the number of contravariant indices (subscripts) and m is the number of covariant indices (superscpripts) [?] . This differentiation is related on how the vector changes for a given transformation. By a little abuse of notation, we will represent each tensor by a simple subscripts since in this stage, it is not relevant to differentiate between covariant and contravariant vectors.
On the other hand, tensor of the same rank can be added and multiplied by an scalar in a conventional way as
In fact, tensor can define a complete linear space in which is possible to include additional algebraic operations such as the dot product and and induced norm. Now, when the multiplication is between two tensors, we have expressions like this
This notation is greatly simplified by noticing that each repeated subscript corresponds to a sum. In other words, the sum is assumed implicit if the index is repeated. This results in the following clean notation
This is named the Einstein summation convention 1 .
1 Some classic books include this notation only when a subscript and a superscipt is repeated. Here, we are not differentiating between covariant and contravariant vectors allowing to use the notation even for vectors of the same type.
III. MODELING UNBALANCED DISTRIBUTION GRIDS

A. Hypergraph
An hyper-graph is a generalization of a graph in which nodes and edges that share a similar characteristics are collected as a new set named hyper-nodes and hyper-edges as depicted in Fig 2. A three phase distribution grid can be efficiently represented by an oriented hyper-graph in which there is a set of hyper-nodes N = {1, 2, . . . , n} each one having three different nodes {a, b, c}. Therefore, each nodal voltage must be represented by two sub-indices as v jm where j correspond to the phase and m to the hyper-node. In the same way, distribution lines are represented by hyper-edges E = N × N having three different currents for each phase (or four in case to consider the neutral point). In our representation, it is clear that each voltage and current must be stored using two sub-indices (v jm ). This representation is also simpler for the subsequent analysis of the results. For example, consider a three phase system with 10 nodes. Therefore, there are 30 nodal variables that require to be analyzed. In tensor representation, the voltage v 25 is clearly the voltage in the phase b = 2 and the node 5. In a conventional vector representation the phases are usually stacked as
B. General model of the grid
A feeder section in a power distribution grid can be represented by a π model as shown in Fig 3. Both, series and shunt parts of the model are now 3 × 3 complex matrices which can be non-symmetrical since, in contradistinction to the power systems, the distribution line does not have transposition.
In this case, we require four index for representing the transmission line. For example, the term z bc is the mutual impedance between phase b and c. However, we also require to define the line section km; thus, we need a (4,0)-tensor z kmbc in order to obtain an unequivocal representation.
Using this concept, we can define a tensor for the nodal admittance (y ijkm ) which replaces the Y BUS in a conventional representation. This tensor relates nodal voltages and currents as follows 
where i, j represent phases and k, m represent nodes. In general, currents are a covariant 2-tensor and voltages are contravariant 2-tensors, however, for our study they are simply hypermatrix. Recall here we are using the Einstein summation convention that eliminates the sum for a repeated index. This representation has interesting theoretical an practical consequences. From the theoretical point of view it represents an invariant of the system. This means that the expression is the same no matter the reference frame. From the practical point of view it can be storage efficiently due to the minor symmetry of the tensor y, namely:
In addition, the tensor y is sparse and weakly-diagonal dominant, the latear means that
where e jm is a vectors of ones.
C. Other variables
Tensors allows an efficient representation of the grid but also a way to consider change of basis maintaining an invariant relation.
Let us consider a three-phase load connected to the node m in which voltages and currents are given by v jm and i jm respectively. These components can be represented in coordinates using three basisê A ,ê B ,ê C which correspond to each phase:
we drooped the subindex jm in order to simplify the notation. Geometrically, v is just a vector represented in the space spanned byê A ,ê B ,ê C , but physically, it is a representation of the phase-to-neutral voltages. Of course, the set of voltages in each node can be also represented in terms of the line-to-line voltages which geometrically is the same space just spanned by three new bases, namelyê AB ,ê BC ,ê CA . Therefore, there is a set of line-to-line voltages v ′ which can be obtained from the original phase-to-neutral voltages v as follows
In this case v Therefore, line-to-line voltages can be represented as
we can make the same for the currents, just in this case the line currents i jm are given in function of the currents inside a delta-connected load i
On the other hand, the total apparent losses is bȳ
wheres L represents the complex conjugate of s L . This equation together with (5) complete the representation of the stationary state of a three-phase grid.
IV. COMPUTATIONAL IMPLEMENTATION
A. Construction of the tensor y ijkm
The construction of the tensor y ijkm is similar to the construction of the Y BUS matrix. It is required only one forloop as given in the following algorithm: 
It is important to notice that our implementation will be done in Octave/Matlab and hence the nomenclature is closely related to the actual implementation. For example, the colon operator (:) allows to retain the array shape during the assignment. That is y (:,:,nx,ny) is a 3 × 3 tensor which is directly assigned in the memory. Moreover, all variables are stored as a complex hyper-array.
B. Storing the sparse tensor
A Y BUS matrix is highly disperse. This characteristics is also inherited to the tensor y ijkm . In fact, this tensor has additional symmetries that enable a more efficient implementation. For this, y ijkm is split into two terms
where D ijkm = y ik δ ijkm being δ ijkm the kronecker delta. The storage of the tensor requires not only a reduced use of the memory but is also an efficient way to obtain back the data and to make the tensor multiplication given by (5) . For this, let us define a structure Y with six members Y = {D, F, M, C, E}.
In this case, D is a matrix which stores the components of D ijkm while F stores the components of F ijkm . Although both tensors can be stored as hyper-arrays in Octave/Matlab, the symmetry given by (6) allows this simpler storage. On the other hand, M is a matrix which store the non-zero positions (km) of the tensor while C and E indicate respectively the beginning and end of each row.
C. Tensor multiplication
The proposed sparse storage allows an efficient tensor multiplication as follows:
This algorithm shows explicitly the use of the structure Y and each of its data members: D and F have the values themselves while M, C and E determine the order in which the array is obtained. 
Numerical simulations where performed in the IEEE 123 test distribution system [5] depicted in Fig 4. The system was implemented in Octave/Matlab and executed in a computer with i7 − 6700CP U/3.4GHz. The code in Octave/Matlab is available in [6] . A simple calculation for calculation of voltages and currents was performed using a three phase y BUS and the proposed tensor representation with sparse implementation. The size of each array and the elapsed time for obtaining currents from the voltages are given in Table I . There is a reduction of more than 95% in the execution time by using the proposed tensor representation with sparse storage. This is an important reduction in many practical problems in which this sub-rutine is executed many times.
Sparse representation of the tensor required only 5829 memory positions while the conventional Y BUS representation requires 127449 memory positions. This means, the proposed sparse representation required only 5% of the memory.
VI. CONCLUSIONS
This paper presented a tensor representation of a three-phase unbalanced distribution systems using tensors. Some concepts of tensor algebra were reviewed and studied in the context of power distribution grids.
The Y BUS matrix was represented by a 3× 3×N ×N −rank tensor that shows additional symmetries that are hidden in the matrix representation. This can be used from the theoretical but practical point of view. From the theoretical point of view, symmetries are desirable feature that allows simplifications whereas from the practical point of view, they allows a more efficient storage in digital computers.
A sparse storage of the tensor y ijkm was also proposed. This required only 2% of the memory required for a full matrix representation. In addition, calculation time was only 5% of the calculation for the three-phase matrix representation. This is a big reduction of the calculation time. An additional feature of the tensor representation is a 'clean code' when it is implemented in Matlab/Octave. This may seem like a a minor advantage, but a 'clean clode' is important in large Although application of tensor algebra applied to power systems goes back to the work of Gabriel Kron, this theory is little used in current power system analysis. It is the author belief that some of these concepts should be evaluated taking into account the use of programming languages such as Octave/Matlab and Python. These languages allows to manipulate easily hyper-arrays of several complex variables. More research is required in this direction.
