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ON POLY(ANA)LOGS I
PHILIPPE ELBAZ-VINCENT AND HERBERT GANGL
Abstrat. We investigate a onnetion between the dierential of polylogarithms (as on-
sidered by Cathelineau) and a nite variant of them. This allows to answer a question raised
by Kontsevih onerning the onstrution of funtional equations for the nite analogs, us-
ing in part the p-adi version of polylogarithms and reent work of Besser. Kontsevih's
original unpublished note is supplied (with his kind permission) in an "Appendix" at the
end of the paper.
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Introdution and Motivation
In an unpublished note [22℄ (inluded as an Appendix) Kontsevih dened the 112 -logarithm,
assoiated to a prime p, as the trunated power series of − log(1 − x) (for whih we propose
the trunated letter £, pronouned sterling) as a funtion from Z/p to Z/p:
£1(x) = £
(p)
1 (x) =
p−1∑
k=1
xk
k
(mod p).
The rst author was partly supported by a Marie Curie fellowship of the EU.
The seond author is supported by a Habilitationsstipendium der Deutshen Forshungsgemeinshaft.
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For reasons whih beome apparent below we refer to it as the nite 1-logarithm. Kontsevih
observed that it satises a funtional equation whih is known in the literature as the funda-
mental equation of information theory (see [1℄), and provided a ohomologial interpretation
of the equation.
Cathelineau [8℄ was led to the same equation by onsidering an innitesimal version of a
one-valued ousin of the dilogarithm funtion whih is dened over C. He had enountered
the fundamental equation of information theory already in [6℄ where, motivated by questions
arising from Hilbert's third problem, he dedued an innitesimal version of the famous Bloh
Suslin omplex (whih alulates ertain algebrai K-groups of a eld). Furthermore, he
provided a homologial interpretation of the equation. Cathelineau extended his results to
innitesimal versions of higher polylogarithms, and in partiularby mimiking Gonharov's
setup [19℄ whih generalizes the BlohSuslin omplexdedued an innitesimal analogue of
Gonharov's omplexes. In the proess, he produed the generi funtional equation for the
innitesimal trilogarithm whih ontains 22 terms in 3 variables.
Kontsevih had asked expliitly in [22℄ for funtional equations similar to the fundamental
equation of information theory for the next ase, i.e. for the ase of the nite dilogarithm
£2(x) =
∑p−1
k=1 x
k/k2. Guided by the analogy between nite 1-logarithm and the innitesimal
dilogarithm, it was found that Cathelineau's equation for the innitesimal trilogarithm is also
satised by £2 and provides an answer to Kontsevih's question. Furthermore, £2 is hara-
terized by the latter equation (atually, it is already haraterized by ertain speializations).
In fat we get a stronger statement: eah of the funtional equations for the innitesimal
n-logarithm in this paperand this inludes the distribution formulas for any nhas been
proved for the nite (n− 1)-logarithm (whose denition should be lear by the above).
What is more, there is a whole mahinery to obtain this type of funtional equations: on
the one hand, Cathelineau had given a tangential proedure for elements in Z[F ] (for ertain
elds F ) whih is ompatible with the passage from funtional equations for the dilogarithm to
equations for the innitesimal dilogarithm. It turns out (see 5) that the same is true for higher
polylogarithms, and we will show how we an get a funtional equation for an innitesimal
n-logarithm by taking the derivative of a funtional equation for the lassial n-logarithm
relatively to an absolute derivation over F . On the other hand, sine p-adi polylogarithms in
the sense of Coleman [10℄ satisfy the same funtional equations as the lassial ones by work of
Wojtkowiak [34℄ (for a more preise statement f. 6), one arrives via Cathelineau's tangential
proedure (proved by him in harateristi 0) at its p-adi equivalent and one ould hope that
there is a version of p-adi polylogarithms whose appropriate dierential redues to the nite
polylogarithms. This hope (vaguely antiipated in [14℄) has been made preise by Kontsevih
(private ommuniation) and was subsequently proved (in a slightly modied form) by Besser
[2℄. Combining the above, we obtain a reipe for deduing funtional equations for £n−1 from
funtional equations for the n-logarithm, and thus we get analogues of distribution relations
for eah n and further non-trivial ones at least up to n = 7 (f. [37℄, [17℄). The properties
stated motivate the terminology of poly(ana)logs for the dierent analogues of polylogs. To
help the reader to understand the interdependenies between the notions already disussed,
we give the following piture, whih an serve as a guideline for the paper:
ON POLY(ANA)LOGS I 3
The oneptual relationship between the dierent Poly(ana)logs
Classial Polylogs p-adi Polylogs
Finite Polylogs
Innitesimal Polylogs
p-adi
Innitesimal Polylogs
Standard Ditionary
Dierential
proess
p-adi
dierential
proess
Redution
mod p
Standard Ditionary
The present paper investigates the basi properties of the innitesimal version of polylog-
arithms, inluding the p-adi ones, and their relationship with the nite polylogarithms and
also with the lassial polylogarithms via the derivation map (setion 5). In partiular, the
answer to Kontsevih's question an be found in setion 4 (Theorem 4.12), together with a
proof of the uniity of £2 (Theorem 4.23). The sequel paper [15℄ exhibits interrelationships
among the polylogarithmi groups and also among their innitesimal versions, introdues nite
versions of the so-alled multiple polylogarithms (f. e.g. [21℄) and in partiular some multi-
pliative struture related to them: it turns out that the proofs of the identities for the nite
eld ase are far from trivial, and espeially the most oneptual one found for Cathelineau's
22-term equation involves an identity expressing £1(a)£1(b) in terms of £2 only. The speial
ase of a = b in the latter produt is an identity found by Mirimano whih is ruial for
proving his riteria for Fermat's last theoremthe nite polylogarithms have appeared in the
literature prominently in the guise of Mirimano polynomials (f. Ribenboim's 13 Letures
[27℄). Others of Mirimano's identities an be reinterpreted in terms of funtional equations
of nite polylogarithms (atually, multiple polylogarithms) whih might nurture the hope
that further knowledge onerning the latter ould provide more obstales for a solution of
FLT to exist (but this may well turn out to be a too pollyanna
1
attitude)...
The organisation of the present work is as follows:
Part I is dediated to the introdution of lassial and innitesimal polylogarithms (in hara-
teristi 0) and their assoiated funtional equations and groups. In partiular we re-introdue
several notions of Cathelineau [6, 8℄ and give omplementary properties.
Part II introdues the nite polylogs, the funtional equations that they satisfy and give
1
Pollyanna. The name of the heroine of stories written by Eleanor Hodgman Porter (1868-1920), Amerian
hildren's author, used with allusion to her skill at the `glad game' of nding ause for happiness in the most
disastrous situations; one who is unduly optimisti or ahieves happiness through self-delusion.
[Oxford English Ditionary 2℄
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their haraterizations (setion 4). We also introdue in the setion 5 the onstrution of the
derivation map and show that funtional equations for lassial polylogs give rise to fun-
tional equations for innitesimal polylogs. The last setion of this part (setion 6) introdues
the p-adi methods, and shows (Corollary 6.12), via Besser's result, that funtional equations
for innitesimal p-adi polylogs produe funtional equations for nite polylogs (under mild
assumptions).
Finally, the main proofs of Part II are given in Part III.
The paper ends with a reprodution of the note of Kontsevih [22℄, originally written for a
private booklet dediated to Friedrih Hirzebruh on the oasion of his Emeritierung (re-
tirement). We are grateful to him for letting us inlude it as an appendix.
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Part I. Preliminary Bakground
1. Definitions of polylogarithms and their analogues (in harateristi 0)
In the following we will reall some standard, and some less standard, fats about polyloga-
rithms and their funtional equations. The main referenes will be Zagier [36℄ and Gonharov
[20℄ (for the lassial ase) as well as Cathelineau [8℄ (for the innitesimal ase).
1.1. Classial and one-valued Polylogarithms. Let n > 1 , and Dn : C → R(n − 1)
be the Bloh/Wigner/Ramakrishnan/Zagier/Wojtkowiak funtion [36, 20, 8, 33℄, or modied
nth polylogarithm, dened by
Dn(z) = ℜn
(
n−1∑
k=0
2kBk
k!
logk|z|Lin−k(z)
)
,
where ℜn denotes Re or iIm, and R(n) = R or iR , depending on whether n is even or odd.
The Bk are the Bernoulli numbers (B0 = 1 , B1 = −
1
2 , B2 =
1
6 , B3 = 0 , . . . ), and Lim
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denotes the lassial m-logarithm
Lim(z) =
∞∑
n=1
zn
nm
, |z| < 1,
whih an be analytially ontinued to the ut plane C− [1,∞) [36℄. For example, we have,
D1(z) = − log |1− z|,
D2(z) = i Im
(
Li2(z) + log(1− z) log |z|
)
,
D3(z) = Re
(
Li3(z)− log |z|Li2(z)−
1
3
log2 |z| log(1− z)
)
.
Remark 1.1. 1. The virtue of these modiations of lassial polylogarithms lies in the
fat that they are one-valued funtions on the whole omplex plane (at the points 0 and 1
they are dened by ontinuity)as opposed to the multi-valued lassial polylogarithm
funtionsand that they satisfy lean funtional equations (i.e. without lower order
terms suh as produts of polylogarithms of lower degrees).
2. Instead of the above Dn there is also the losely related real-valued funtion Pn (origi-
nally introdued by Zagier [36℄) widely used, and also denoted Ln, e.g. [19℄. It diers
from Dn only by a possible fator of i.
3. Polylogarithms of a real variable. In a similar manner one an dene real valued funtions
as given by Zagier [36℄ (eq. (31), p.412), f. also Lewin [25℄ (eq.(16), p.7), whih ould
be alled Rogers polylogarithms in view of Rogers's investigations in the ase n = 2 [28℄:
Ln(x) =
n−1∑
j=0
(− log |x|)j
j!
Lin−j(x) +
(− log |x|)n−1
n!
log |1− x| , |x| 6 1,
and for |x| > 1 via the inversion relation
Ln
( 1
x
)
= (−1)n−1Ln(x) .
1.2. Innitesimal polylogarithms. We mainly follow the presentation in Cathelineau [8℄.
Dierentiating the funtions Dn gives (see [8℄, p. 1328)
∂
∂z
Dn(z) = −
n−1∑
k=1
2k−1Bk
k!
logk−1|z|
z
Dn−k(z) +
2n−2Bn−1
(n− 1)!
logn−1|z|
1− z
,
and
∂
∂z¯
Dn(z) = (−1)
n−1 ∂
∂z
Dn(z).
Finally we an dedue the expression for dDn(z)
dDn(z) =
∂
∂z
Dn(z)dz +
∂
∂z¯
Dn(z)dz¯
= −
n−1∑
k=1
(
2kBk
k!
logk−1|z|Dn−k(z)Υk(z)
)
−
2n−1Bn−1
(n− 1)!
logn−1|z|Υn−1(1− z).
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If k is even : Υk(z) = d log|z| , and if k is odd : Υk(z) = diarg(z) . The main examples are
dD1(z) = −d log |1− z|,
dD2(z) = − log |1− z| diarg(z) + log |z| diarg(1− z),
dD3(z) = D2(z)diarg(z) +
1
3
log |z|
(
log |1− z| d log |z| − log |z| d log |1− z|
)
.
Remark 1.2. Gonharov [19℄(Prop. 1.18) had dedued a slightly dierent, but equivalent,
formula earlier (the terms whih seem a priori dierenthe wrote d log|z| instead of d arg(z)
turn out to be multiplied by a Bernoulli number Bk whih is zero sine k is odd).
2. Groups related to polylogarithms
In the following, F will denote a eld, and we abbreviate F •• = F − {0, 1}. We an think
of it as a doubly puntured ane line over F .
2.1. The sissors ongruene group. We dene the sissors ongruene group p(F ) as the
quotient of Z[F ••] by the subgroup generated by the elements
[a] − [b] +
[
b
a
]
−
[
1− b
1− a
]
+
[
1− b−1
1− a−1
]
,
whenever suh an expression makes sense. The relation is the famous ve term equation for
the dilogarithm (rst stated by Abel, f. [23℄). This group, whih has a geometri origin (see
for instane [11℄), aptures the algebrai properties of the dilogarithm, more preisely one has
Proposition 2.1. If F ⊂ C, then the dilogarithm D2 is dened on p(F ).
Suslin's denition of the Bloh group of a eld is given by the following exat sequene (see
[30℄),
0→ B(F )→ p(F )
λ
→ (F× ⊗Z F
×)s → K
M
2 (F )→ 0,(2.1)
where KM2 (F ) is the Milnor K2 of the eld F (see [29℄, hapter 4), (F
×⊗ZF
×)s is the quotient
of F× ⊗Z F
×
by the subgroup generated by the elements of the kind x⊗ y + y ⊗ x. The map
λ is then dened by λ([a]) = a⊗ (1− a) and the Bloh group of F is dened as the kernel of
this map.
Remark 2.2. 1. In [11℄, Dupont and Sah have studied in detail the sissors ongruene
group and also its onnetion to the dilogarithm.
2. If F is an innite eld, the preise relationship between K3(F ) and B(F ) is desribed
by Suslin in [30℄, and rationally we have K3(F )Q ∼= B(F )Q whih gives a desription of
K3(F )Q in terms of generators and relations.
3. Weibel [32℄ has omputed the group B(F ) if F is a nite eld and has shown that it has
the same relationship to K3 as in the ase of innite elds.
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4. The original denition of Bloh [4℄(Leture 6, p.59) is given by the following exat se-
quene
0→ B(F )→ A(F )
λ
→ F× ⊗Z F
× → K2(F )→ 0,
where A(F ) is just the group Z[F ••]. Notie that he also generalized the denition
to rings in order to prove some rigidity property [4℄(pp.62-68). Moreover, he obtained
a map between B(F ) and Kind3 (F )/Tor
Z
1 (F
×, F×) for any algebraially losed eld F
[4℄(pp.71-72). (Here, Kind3 (F ) denotes the quotient of K3(F ) by the image of K
M
3 (F ) in
K3(F ).) Later, Suslin [30℄ showed that we have an analogous map with B(F ) and that,
modulo 2-torsion, this map is an isomorphism.
5. In fat the exat sequene (2.1) holds also for rings with many units, suh as semiloal
rings with innite residue elds (this is a onsequene of results in [12℄).
2.2. Polylogarithmi groups and Gonharov omplexes. Zagier has generalized in [36℄
(setion 8) the onstrution of the Bloh group to higher n and dened higher Bloh groups,
on whih the orresponding polylogarithm funtions Dn are dened. They are onstruted by
an indutive proedure whih has been made more oneptual by Gonharov whose framework
we adopt here. Let P1(F ) be the projetive line over F . The onstrution of an intermediate
group Bn(F ), desriptively alled polylogarithmi group in [7℄, proeeds by indution on n > 2.
We rst need to onstrut ertain subgroups An(F ) and Rn(F ) of Z[P1(F )]. Suppose that
Rn(F ) is dened, then we set
Bn(F ) = Z[P
1(F )]/Rn(F ).
Dene the morphisms
δ2 = δ2,F : Z[P1(F )] →
∧2
Z F
×
(2− torsion)
,
[x] 7→
{
0 if x = 0, 1,∞,
(1− x) ∧ x otherwise,
and for n > 3
δn = δn,F : Z[P1(F )] → (Bn−1(F )⊗ F×),
[x] 7→
{
0 if x = 0, 1,∞,
{x}n−1 ⊗ x otherwise,
where {x}n denotes the lass of x in Bn(F ).
Although it is not used in the indutive denition, let us dene R1(F ) to be the group generated
by [∞] and [x+ y − xy]− [x]− [y], where x, y ∈ F\{1}. Then B1(F ) ∼= F
×
.
For n > 2, we dene An(F ) as the kernel of δn and Rn(F ) as the subgroup of Z[P1(F )] spanned
by [0], [∞] and the elements
∑
ni([fi(0)] − [fi(1)]), where the fi are rational frations in the
indeterminate T , suh that
∑
ni[fi] ∈ An(F (T )). Gonharov proved the following basi
Lemma 2.3. For all n > 2, the group Rn(F ) is ontained in the kernel of δn.
Proof. See [19℄(Lemma 1.16, p.221) and also [8℄(Proposition 1, p.1330).
We then have a (ohain) omplex, due to Gonharov [19, 20℄, with the group Bn(F ) put in
degree 1,
Bn(F )
δ
→ Bn−1(F )⊗ F
× δ→ Bn−2(F )⊗
∧2F× δ→ · · · δ→ B2(F )⊗∧n−2 F× δ→ ∧n F×(2−torsion) ,
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with
δ({x}n−i ⊗ y1 ∧ ... ∧ yi) = {x}n−i−1 ⊗ x ∧ y1 ∧ ... ∧ yi , i = 0, . . . , n− 3,
and
δ({x}2 ⊗ y1 ∧ ... ∧ yn−2) = (1− x) ∧ x ∧ y1 ∧ ... ∧ yn−2.
Zagier's higher Bloh groups [36℄ arise in this ontext as the rst ohomology group of the
above omplex, namely
Bn(F ) =
An(F )
Rn(F )
.
Note the typographial dierene: one has Bn(F ) ⊂ Bn(F ). (There are in the literature
several similar denitions of the set of relations Rn(F ), denoted also Cn(F ) in [36℄.)
Remark 2.4. 1. Aording to Zagier's main onjeture, the groups Bn(F ) in the ase of a
number eld F are presumably rationally isomorphi to K2n−1(F )Q. Using his omplex,
Gonharov was able to formulate a orresponding onjeture for any eld and involving
the γ-ltration of the K-theory of F .
2. One of the major ahievements onerning the above omplexes was Gonharov's proof
[19℄ of Zagier's onjeture for n = 3 in the ourse of whih he has given an expliit set
of relations for (some version of) R3(F ) whih enabled him to relate B3(F ) to (some
graded piee of) the algebrai K-group K5(F ) . It is not known, however, whether his
relations generate all funtional equations for the 3-logarithm.
2.2.1. Funtions on the polylogarithmi groups. The following proposition relates fun-
tional equations for polylogarithms and relations in Bn(F ). (It is essentially the ontent of
[36℄, Prop.3, in the form given in [19℄.)
Criterion 2.5. The funtion Dn vanishes on Rn(F ), assuming that F ⊂ C.
Let us end this setion with a haraterization of funtions whih atually an be dened
on the orresponding Bn(F ). For n 6 3 one knows from work of Bloh and Gonharov,
respetively, a haraterization of the measurable funtions whih are dened on Bn(C) :
Proposition 2.6. (Charaterization of D1 , D2 and D3 )
1. The funtion D1(z) = − log |1−z| is (up to a onstant fator) the only measurable fun-
tion dened on B1(C) .
2. The funtion D2 is (up to a onstant fator) the only measurable funtion : C→ R whih
vanishes on R2(C) and thus denes a morphism on B2(C) .
3. The spae of measurable funtions : C → R whih vanish on R3(C) and thus dene a
morphism on B3(C) , is two-dimensional, spanned by D3 and z 7→ log |z|D2(z).
Proof. 1. is lassial, 2. has been proved by Bloh [4℄, and 3. was given by Gonharov
[19℄.
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2.3. The innitesimal polylogarithmi groups. Cathelineau [8℄ has given analogues of
the Gonharov omplexes for innitesimal polylogarithms whose ohomology is expeted to
be omputed by some graded piee of Hohshild homology (the latter an be viewed in a
sense as arising from applying a ertain tangent funtor to algebrai K-theory).
One denes the group β2(F ) , for F any innite eld, as follows
β2(F ) =
F [F ••]
r2(F )
,
where r2(F ) is the kernel of the map
F [F ••] −→ F+ ⊗ F×, [a] 7→ a⊗ a+ (1− a)⊗ (1− a).
If D2 denotes the Bloh-Wigner dilogarithm funtion, as dened in (1.1), and if F ⊂ C , then
d˜D2 , a somewhat modied dierential dened below, is zero on r2(F ) .
For n > 3 , one denes indutively
βn(F ) =
F [F ••]
rn(F )
,
where rn(F ) is the kernel of the map
∂n = ∂n,F : F [F
••]→ (βn−1(F )⊗ F
×)⊕ (Bn−1(F )⊗ F ),
[a] 7→ 〈a〉n−1 ⊗ a+ {a}n−1 ⊗ (1− a),
and where 〈a〉k and {a}k denotes the lass of [a] in βk(F ) and Bk(F ), respetively.
The F -vetor spaes βn(F ) an be viewed as innitesimal analogues of the groups Bn(F ) .
The previous denition still makes sense in the ase of a nite eld F , but it would give
β2(F ) = 0. But there is also a presentation of β2(F ) in terms of generators and relations
given in [6℄(setion 1, pp.52-53). As we are mainly interested by the strutural properties of
innitesimal polylogarithms, we introdue the following group
Denition 2.7. Let F be an arbitrary eld. The group b2(F ) is dened as the F -vetor spae
generated by symbols 〈a〉, a ∈ F ••, subjet to the relation
〈a〉 − 〈b〉+ a
〈 b
a
〉
+ (1− a)
〈 1− b
1− a
〉
= 0,
for a 6= b.
We should notie that we always have a natural map b2(F ) → β2(F ). In harateristi 0,
using [8℄(setion 4.2, pp. 1336-1337), we have
Proposition 2.8. If F is a eld of harateristi 0 then the groups b2(F ) and β2(F ) are
isomorphi.
Remark 2.9. 1. Denition 2.7 makes sense for any eld.
2. It is not obvious that for a nite eld F of harateristi p we have b2(F) 6= 0. It will
be proven later that this is atually the ase. As a ounterpoint, if F is a nite eld
or, more generally, a perfet eld of harateristi p 6= 2, we then have β2(F ) = 0 (see
[6℄(Théorème 1, p.57)).
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3. The innitesimal analogue (in the sense of Cathelineau) of the above higher Bloh group
Bn(F ) would be ker ∂n/rn(F ) whih turns out to be 0 for n = 2, 3 if F is any eld of
harateristi 0. In fat we an show that the analogue of the Bloh group B2(F ) is
given by the seond Harrison homology group [13℄, proving that it is zero for any smooth
Q-algebra. The results and problems desribed in [13, 9℄, illustrate the (presumably)
lose onnetion between innitesimal Bloh groups and smoothness properties.
Observation 2.10. (Possible extension of generators in harateristi 0)
1. If we allow the symbols 〈1〉n and 〈0〉n in βn(F ) then, using the distribution relation
(3.10) below, we neessarily have 〈1〉n = 〈0〉n = 0 if n = 2, 3.
2. We have 〈−1〉2k+1 = 0 by the inversion relation.
2.3.1. Funtions on innitesimal polylogarithmi groups. The following proposition
from [8℄ relates, for F = C , funtional equations for the innitesimal polylogarithms and
relations in the orresponding groups.
Proposition 2.11. [8℄ For n > 2 , the morphism of R-vetor spaes
d̂Dn : C[C••] −→ R(n− 1)
b[a] 7→ dDn(a)(a(1 − a)b),
is zero on rn(C) , hene we get a morphism
d˜Dn : βn(C) −→ R(n− 1).
Remark 2.12. The denition is to be understood as follows: onsider C as a 2-dimensional
R-vetor spae with basis (1, i) and with multipliation indued by the one in C. Then Dn is
seen as a map from R2 → R, dDn(a) is given by the Jaobian matrix in a (i.e. a row matrix of
length 2). Identifying a(1 − a)b as a olumn vetor relative to the basis (1, i), the expression
dDn(a)(a(1−a)b) is just the evaluation of the linear map dDn(a) in a(1−a)b (i.e. the produt
of a row matrix of length 2 by a olumn vetor of same size).
Proposition 2.13. (Charaterization of dD2 )
The funtion dD2, restrited to R, is (up to a onstant fator) the only ontinuous funtion
G : R•• → R whih satises the equation
a(1− a)G(a) − b(1− b)G(b) +
b(a− b)
a
G
(
b
a
)
+
(1− b)(a− b)
1− a
G
(
1− b
1− a
)
= 0 .
whenever the terms are dened.
Proof. Dene H(a) = a(1−a)G(a), a ∈ R••, and H(0) = H(1) = 0, then the above funtional
equation is redued to the equation from 2.7, for whih it is well-known (f. e.g. [22℄) that there
is only the dierentiable funtion H(x) = −x log |x|− (1−x) log |1−x| (up to a multipliative
onstant) whih satises the latter equation.
Remark 2.14. Azel and Dhombres [1℄(setion 5.4, pp.66-69) have shown that if g is a real
funtion loally integrable on ]0, 1[ and if, moreover, g fullls the Fundamental Equation of
Information Theory, namely
g(x) + (1− x)g
(
y
1− x
)
− g(y) − (1− y)g
(
x
1− y
)
= 0,
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then there exists c ∈ R suh that g = cH, where H :]0, 1[→ R, is the funtion H(x) =
−x log(x)− (1− x) log(1− x). For more detail on this topi see [16℄.
3. Funtional equations
Denition 3.1. A funtional equation of the n-logarithm resp. innitesimal n-logarithm over
the eld F is an element in Rn(F ) resp. in rn(F ) (f. s.2.2).
Let F = K(t1, . . . , tr) and K
′
be an extension of K. We will say that t1 = z1, . . . , tr = zr,
with zi ∈ K
′
, is an admissible K ′-speialisation for a funtional equation ξ(t1, . . . , tr) ∈ Rn(F )
(resp. rn(F )), if ξ(z1, . . . , zr) is well dened as an element of ker(δn,K ′) (resp. ker(∂n,K ′)).
Remark 3.2. The restrition in the denition of a funtional equation for the n-logarithm
to rational arguments (in the denition of Rn(F )), as opposed to algebrai arguments, is
probably not a serious one, sine the orresponding polylogarithmi groups are expeted to
be rationally isomorphi (f. e.g. [19℄, pp.225, Conjeture 1.20). The above denition has the
advantage of being more diretly aessible to alulations.
3.1. Funtional equations for lassial polylogarithms. We rst list the equations whih
are true for general n: the inversion and distribution relations.
Proposition 3.3. (Funtional equations for Dn , any n )
1. The inversion formula: {1
a
}
n
= (−1)n−1{a}n .
2. The distribution formula
{am}n = m
n−1
∑
ζm=1
{ζa}n
holds in Bn(C) for m ∈ Z and redues to the inversion relation for m = −1.
Remark 3.4. There is another symmetry oming from the omplex onjugation:
Dn(z) = (−1)
n−1
Dn(z) .
Note that this does not ome from a funtional equation in the above sense, sine the orre-
sponding relation {z}n + (−1)
n{z}n is not zero in Bn(C).
3.1.1. The ase n = 2. The following funtional equations are well-known for the diloga-
rithm: apart from the distribution relations above it satises a 2-term relation relating the
arguments x and 1− x, while the most important relation (whih atually haraterizes D2)
is the ve term relation whih allows a formulation as a 3-oyle relation.
Proposition 3.5. (Funtional equations for D2 )
1. A two term relation.
{x}2 = −{1− x}2 .(3.1)
2. The ve term relation. We give two dierent formulations:
(a) (as a oyle relation in ve variables): denote cr(a, b, c, d) = a−ca−d
b−d
b−c . Then
5∑
i=1
(−1)i
{
cr(x1, . . . , xˆi, . . . , x5)
}
2
= 0 .(3.2)
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(b) in two variables (using the arguments as in Suslin's denition of the Bloh group;
this equation is a speialization of (a), putting (x1, . . . , x5) = (∞, 0, 1, a, b)):
{a}2 − {b}2 +
{
b
a
}
2
−
{
1− b
1− a
}
2
+
{
1− b−1
1− a−1
}
2
= 0 .(3.3)
3.1.2. The ase n = 3. For the trilogarithm one has, in addition to the inversion and distribu-
tion relations, an equation with 3(+1) terms (in one variable), the well-known Kummer-Spene
equation with 9(+1) terms (in two variables) and, most important, Gonharov's equation with
22(+1) terms (in three variables, the +1 referring to some onstant term).
Proposition 3.6. (Funtional equations for D3)
1. There is a 3-term relation
{1− x}3 + {x}3 +
{
1−
1
x
}
3
= {1}3 .(3.4)
2. The Kummer-Spene equation:
(3.5)
{
a (1− b)
b (1− a)
}
3
+
{
(1− a) a
b (1− b)
}
3
+
{
a b
(1− b) (1 − a)
}
3
− 2
{
1− a
1− b
}
3
− 2
{
b
b− 1
}
3
− 2
{
a
a− 1
}
3
− 2
{
b
a
}
3
− 2
{
a
1− b
}
3
− 2
{
1− a
b
}
3
+ 2 {1}3 = 0 .
An equivalent version is given by
(3.6)
{
x(1− y)2
y(1− x)2
}
3
+ {xy}3 +
{
x
y
}
3
− 2
{
y(1− x)
y − 1
}
3
− 2
{
1− x
1− y
}
3
− 2
{
y(1− x)
x(1− y)
}
3
− 2
{
x− 1
x(1− y)
}
3
− 2 {x}3 − 2 {y}3 + 2 {1}3 = 0 .
3. Gonharov's equation: Set
f(a, b, c) ={a}3 +
{
b(1− a)
b− 1
}
3
+
{
a(1− b)
a− 1
}
3
+
{
1− a
1− abc
}
3
+
{
cb(1 − a)
1− abc
}
3
(3.7)
− {ab}3 −
{
−
a(1− c)(1− c)
(1− a)(1− abc)
}
3
.(3.8)
Then
f(a, b, c) + f(b, c, a) + f(c, a, b) + {abc}3 = 3{1}3 .
3.1.3. The ase n > 3. For general n , there are only the inversion relation and the distri-
bution relations known (they are the so-alled trivial ones), while the existene of non-trivial
equations has only been established up to n 6 7 (f. [17℄).
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3.2. Funtional equations for innitesimal polylogarithms. Most of the funtional
equations for dDn stated in this setion an be viewed as analogues of equations for the
orresponding Dn. The main example whih annot be interpreted in this way (so far) is
Cathelineau's equation for dD3.
We rst list the equations whih are true for general n: the analogues of the inversion and
distribution relations.
Proposition 3.7. (Funtional equations for dDn , any n )
1. The inversion formula
a
〈1
a
〉
n
= (−1)n−1〈a〉n .(3.9)
2. The distribution formula
〈am〉n = m
n−2
∑
ζm=1
1− am
1− ζa
〈ζa〉n(3.10)
holds in βn(C) for m ∈ Z and redues to the inversion relation for m = −1. When
m = 2, we all this equation the dupliation formula.
3.2.1. The ase n = 2. The following funtional equations are true for the innitesimal
dilogarithm:
Proposition 3.8. (Funtional equations for dD2 )
1. The 2-term relation.
〈x〉2 = 〈1− x〉2 .(3.11)
2. A six term relation. Let s ∈ F . Then
(1− y)
〈x− s
1− y
〉
2
+ y
〈s
y
〉
2
+ 〈y〉2(3.12)
is symmetri in x and y . Speially, we have for s = 0 the
fundamental equation of information theory
(1− y)
〈 x
1− y
〉
2
− 〈x〉2 = (1− x)
〈 y
1− x
〉
2
− 〈y〉2(3.13)
whih is equivalent to Cathelineau's version
〈a〉2 − 〈b〉2 + a
〈 b
a
〉
2
+ (1− a)
〈 1− b
1− a
〉
2
= 0 .(3.14)
3. A family of ve term relations is given by taking linear ombinations of the following
two equations in ve variables: denote cr(a, b, c, d) = a−ca−d
b−d
b−c and denom(a, b, c, d) =
(a− d)(b− c) . Then one has
5∑
i=1
(−1)i denom(x1, . . . , x̂i, . . . , x5)
〈
cr(x1, . . . , x̂i, . . . , x5)
〉
2
= 0 ,(3.15)
and
5∑
i=1
(−1)i xi denom(x1, . . . , x̂i, . . . , x5)
〈
cr(x1, . . . , x̂i, . . . , x5)
〉
2
= 0 .(3.16)
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4. The same family of ve term relations an be stated with less parameters in the arguments:
(b+ t)〈a〉2 − (a+ t)〈b〉2 + (1 + t)a
〈 b
a
〉
2
+ t(1− a)
〈 1− b
1− a
〉
2
+ b(1− a)
〈a(1− b)
b(1− a)
〉
2
.
(3.17)
Proof. It is a straightforward matter to hek that the above elements lie in the kernel of ∂2.
Nevertheless, we give some interrelationships between the various equations.
1. The symmetry of equation (3.12) is equivalent to (3.14):
We have to write the following relation
(1− y)
〈x− s
1− y
〉
2
+ y
〈s
y
〉
2
+ 〈y〉2 = (1− x)
〈y − s
1− x
〉
2
+ x
〈 s
x
〉
2
+ 〈x〉2
as a sum of 4-term relations.
On the left hand side of the equation we add the 4-term relation in the following form
−y
〈
s
y
〉
2
− 〈y〉2 + 〈s〉2 + (1− s)
〈
1− y
1− s
〉
2
= 0 ,
and we do the same on the right hand side with y replaed by x. This leaves us with
another form of the 4-term relation
(1− y)
〈
x− s
1− y
〉
2
+ (1− s)
〈
1− y
1− s
〉
2
= (1− x)
〈
y − s
1− x
〉
2
+ (1− s)
〈
1− x
1− s
〉
2
(to see this we should replae, in (3.14), x by x−s1−s and y by
y−s
1−s and use (3.11)), thereby
proving the rst laim.
The equivalene of (3.14) and (3.13) is easily shown using the inversion and the 2-term
relation.
2. The seond family of ve term relations is almost diret to dedue: the ombination given
is the sum of t times the 4-term relation (3.14) and its following equivalent formulation
b〈a〉2 − a〈b〉2 + a
〈 b
a
〉
2
+ b(1− a)
〈a(1− b)
b(1− a)
〉
2
.(3.18)
(replae in (3.14) a and b by their inverses, respetively, then multiply the result by −ab
and nally use the inversion relation on three of the ensuing terms).
From this, we get a very simple proof of the ve term relations in oyle form, i.e.
(3.15) and (3.16): in eah of the two versions (3.14) and (3.18) of the 4-term relation
we put a = cr(x1, x2, x3, x4) and b = cr(x1, x2, x3, x5). Introduing for the moment the
notation (ijkl) := cr(xi, xj , xk, xl), we an rewrite the two equations in a onise way:〈
(1234)
〉
−
〈
(1235)
〉
+(1234)
〈
(1245)
〉
+ (1324)
〈
(1345)
〉
,
(1235)
〈
(1234)
〉
− (1234)
〈
(1235)
〉
+(1234)
〈
(1245)
〉
+ (1235)(1324)
〈
(2345)
〉
.
Given λ ∈ Z, there is a linear ombination of the two equations suh that the oeient
of
〈
cr(x1, x3, x4, x5)
〉
(whih only ours in the rst equation) and of
〈
cr(x2, x3, x4, x5)
〉
(only ourring in the seond equation) is −xλ2(x1−x5)(x3−x4) and x
λ
1(x2−x5)(x3−x4),
respetively. If, for λ = 0 and λ = 1, we ompute the oeients of the other three
arguments, we obtain exatly the expressions given in the laim.
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For example, let us ompute the oeient of the rst argument in the ase λ = 1: the
rst equation is multiplied by
−x2(x1 − x5)(x3 − x4)
(x1 − x4)(x3 − x2)
(x1 − x2)(x3 − x4)
,
the seond by
x1(x2 − x5)(x3 − x4)
(x1 − x5)(x2 − x3)
(x1 − x3)(x2 − x5)
(x1 − x4)(x3 − x2)
(x1 − x2)(x3 − x4)
,
so the oeient beomes
−x2(x1 − x5)
(x1 − x4)
(x1 − x2)
(x3 − x2) + x1(x2 − x5)
(x1 − x4)
(x1 − x2)
(x3 − x2) ,
whih is equal to x5(x1 − x4)(x2 − x3) .
Remark 3.9. The generalized version of the fundamental equation of information theory,
namely (3.12), is equivalent to the one given by both Kontsevih and Cathelineau (referring
to Azél-Dhombres), as was shown in the proof (part 1.) above. At rst glane, it is somewhat
surprising that we do not get anything new although we an ahieve to insert a third (non-
homogenizing) parameterbut there are related phenomena known for the ve term relation.
In partiular, we do not gain new information for information theory.
3.2.2. The ase n = 3. For the innitesimal trilogarithm one has an equation with three
terms (in one variable), a derived version of the Kummer-Spene equation with eight terms
(in two variables) and, most important, Cathelineau's equation with 22 terms (in three vari-
ables).
The proposition below gives omplementary information on β3(F ).
Proposition 3.10. (Funtional equations for dD3)
1. There is a 3-term relation
〈1− x〉3 − 〈x〉3 + x
〈
1−
1
x
〉
3
= 0 .(3.19)
2. The Kummer-Spene analogue: the F -linear ombination
(3.20)
(1− b) b
1− b− a
〈
(1− a) a
b (1 − b)
〉
3
+
(1− b) (1− a)
1− b− a
〈
a b
(1− b) (1− a)
〉
3
+ (1− b)
〈
1− a
1− b
〉
3
− (1− b)
〈
b
b− 1
〉
3
− (1− a)
〈
a
a− 1
〉
3
− a
〈
b
a
〉
3
+
(a− b− 1) (1 − b)
1− b− a
〈
a
1− b
〉
3
−
(a− b+ 1) b
1− b− a
〈
1− a
b
〉
3
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vanishes in β3(F ) . An equivalent version, denoted KS(x, y), is given by
(3.21) 〈xy〉3 + y
〈
x
y
〉
3
− (1− y)
〈
y(1− x)
y − 1
〉
3
+ (1− y)
〈
1− x
1− y
〉
3
− x(1− y)
〈
y(1− x)
x(1− y)
〉
3
+ x(1− y)
〈
x− 1
x(1− y)
〉
3
− (1 + y) 〈x〉3 − (1 + x) 〈y〉3
Proof. The 3-term equation and (3.6) will follow diretly from the equation in the next propo-
sition. The equivalene of the two Kummer-Spene analogues beomes evident after applying
the hange of variables x = a1−b , y =
1−a
b , and multiplying the result by
b(1−b)
1−a−b .
We an also notie the following formal property, that we will give as
Lemma 3.11. In β3(F ), the inversion formula is a onsequene of the 3-term equation.
Proof. Add the 3-term equation to its variant where x is replaed by 1− x. Four of the terms
anel and the remaining two give the inversion relation.
Cathelineau has given a 22-term equation whih ompletely desribes the set of relations for
the innitesimal polylogarithmi group β3(F ) : In order to state it onveniently, we use his
notation for a distinguished linear ombination of seven terms
[[a, b]] = (b− a)τ(a, b) +
1− b
1− a
σ(a) +
1− a
1− b
σ(b) ,(3.22)
where we have set
τ(a, b) =
[a]
1− a
−
[b]
1− b
+
a
a− b
[ b
a
]
−
1− a
b− a
[ 1− b
1− a
]
+
b(1− a)
b− a
[a(1− b)
b(1− a)
]
,
(τ arises by taking the ve term relation (3.3) and multiplying eah [zi] with the oeient
1
1−zi
) and
σ(a) = a[a] + (1− a)[1 − a] .
Then we an state the 22-term relation as follows
Denition 3.12. We dene the formal expression J(a, b, c) in the indeterminates a, b, c as
J(a, b, c) = [[a, c]] − [[b, c]] + a
[[ b
a
, c
]]
+ (1− a)
[[ 1− b
1− a
, c
]]
.
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Remark 3.13. 1. Writing out all the terms, we obtain 22 dierent arguments:
J(a, b, c) = c [a]− c [b] + (a− b+ 1) [c]
+ (1− c) [1− a]− (1− c) [1− b] + (b− a) [1− c]
− a
[ c
a
]
+ b
[c
b
]
+ ca
[
b
a
]
− (1− a)
[
1− c
1− a
]
+ (1− b)
[
1− c
1− b
]
+ c(1− a)
[
1− b
1− a
]
+ c(1− a)
[
a(1 − c)
c(1 − a)
]
− c(1 − b)
[
b(1− c)
c(1− b)
]
− b
[ca
b
]
− (1− b)
[
c(1− a)
1− b
]
+ (1− c)a
[
a− b
a
]
+ (1− c)(1− a)
[
b− a
1− a
]
− (a− b)
[
(1− c)a
a− b
]
− (b− a)
[
(1− c)(1 − a)
b− a
]
+ c(a− b)
[
(1− c)b
c(a− b)
]
+ c(b− a)
[
(1− c)(1− b)
c(b− a)
]
.
2. When a, b, c are elements of an arbitrary eld F , we will still use the notation J(a, b, c)
for the evaluation of J in the speied values.
Theorem 3.14. (Cathelineau, [8℄, Corollaire 1, p.1345) Let F be a eld of harateristi zero.
1. The image of J(a, b, c) under the projetion F [F ••]→ β3(F ) is zero.
2. Furthermore, J(a, b, c) , together with its speializations to c = a, b, ab or
1−a
1−b , respe-
tively, and the inversion relation generate the set of relations whih dene β3(F ) . Here
we understand 〈1〉3 = 0.
Remark 3.15. 1. In the presentation of [8℄, Corollaire 1, one an replae his equation 1)
oming from [[a, b]]− [[b, a]] by the shorter inversion relation (3.9). (Proof: add his equa-
tion 1) to the same relation where a and b are replaed by 1a and
1
b and where the result
is multiplied by ab.)
2. The ombinations [[a, c]]+a[[1/a, c]] and [[a, c]]− [[1−a, c]] give versions of the Kummer-
Spene analogue. Sine, e.g., 〈a〉2 − 〈1 − a〉2 = 0 results formally from the four term
relation (at least up to 2-torsion), we get the Kummer-Spene analogue diretly from
J(a, b, c).
3. By Observation 2.10, one an introdue elements [a] for a = 0, 1 and set their image in
β3(F ) equal to zero. What is more, one an add a formal generator [∞] as well, for whih
we only require 0[∞] = 0. One an then formally dedue the 3-term equation (3.19) by
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speializing a = 1 in 1b−1J(a, b, c) and one obtains the Kummer-Spene analogue (3.6)
by speializing a = 0 in (1 − x)(1 − y)J(a, (1 − x)−1, (1 − y)−1), (these speializations
are not allowed in Cathelineau's ontext, but will make sense in the nite polylog ase
below).
4. A dierent way to obtain the Kummer-Spene analogue is to symmetrize, i.e. to form
J(a, b, c) + J(b, a, c) + c
(
J(a, b,
1
c
) + J(b, a,
1
c
)
)
,
and then to hek that one obtains the dierene of two Kummer-Spene analogues
KS(c, ba)−KS(c,
1−b
1−a).
5. Alternatively, one an dedue the Kummer-Spene analogue or the 3-term relation (non-
expliitly) from J(a, b, c) by simply heking that the orresponding linear ombinations
lie in the kernel of ∂3 , and then use Cathelineau's theorem to dedue that eah suh
ombination must be a onsequene of J(a, b, c) .
6. In the ase of the lassial trilogarithm, Gonharov has given a new funtional equation
in 22(+1) terms whih presumably generates all funtional equations for D3, i.e. the
kernel of δ3, but there are (innitely many) funtional equations (f. [35℄, [18℄) whih
are not known to be formal onsequenes of it. Cathelineau's result in the innitesimal
setting is stronger in the sense that it atually generates the kernel of ∂3.
One of the major onsequenes of Theorem 3.14 is that it allows us to give a general
denition for b3.
Denition 3.16. Let F be an arbitrary eld. The group b3(F ) is dened as the F -vetor
spae generated by symbols [a], a ∈ F , subjet to the relations J(a, b, c) , together with its
speializations to c = a, b, ab or
1−a
1−b , respetively, the inversion relation and [1] = [0] = 0.
If in β3(F ) we introdue elements [a] for a = 0, 1, we then have, in virtue of (2.10), a
surjetive map of F -vetor spaes b3(F ) → β3(F ), whih is an isomorphism in harateristi
0. As in the ase n = 2, if F is a nite eld of harateristi p, β3(F ) = 0 but it will be
shown in part III that b3(F ) 6= 0. The groups bn(F ), for n = 2, 3, measure how muh the
group βn(F ) deviates from being generated by the main funtional equations of innitesimal
polylogarithms.
3.2.3. The ase n > 3. For general n , there are only the inversion relation and the distri-
bution relations, as seen in (3.10), known. For eah funtional equation of the orresponding
lassial polylog, using the derivation map desribed in the setion 5, there is assoiated a
funtional equation (atually many) for the innitesimal polylogarithm. From what has been
stated above for the lassial ase, this means that at least up to n = 7 there are non-trivial
ones.
Part II. The Results
4. Finite versions of polylogarithms and their funtional equations
In this setion we will study what we an all nite analogs of the polylogarithms and also
the groups bn(F ) for n = 2, 3 in the ase where F is a eld of harateristi p 6= 2 (eventually
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nite). We will show that for n = 2, 3 the nite analogs of the polylogarithms dene funtions
on bn(F ), showing that surprisingly they behave like the innitesimal polylogarithms. As
for the previous ases, we will show, at least in low dimension, that these nite polylogs are
uniquely haraterized by their funtional equations.
For the remainder of the paper, let us x an odd prime p . We shall work over an arbitrary
eld F of harateristi p.
4.1. Denition and rst properties of nite polylogarithms.
Denition 4.1. For any eld F of harateristi p, the nth nite polylogarithm or nite
n-logarithm is given by the following polynomial in F[T ] :
£n(T ) =
p−1∑
k=1
T k
kn
.
Notation 4.2. For the remainder of this paper, we will denote P˜ the funtion assoiated to
the polynomial P .
Remark 4.3. 1. Extension by periodiity
If F is of harateristi p, it has Fp as prime subeld, whih is xed by the Frobenius
morphism x 7→ xp. As a result we have the (p − 1)−periodiity £n+p−1 = £n, and we
need only onsider n < p.
2. It is important to notie that the funtions £˜n are not identially zero on F.
The following dierential equation relates the nite polylogarithms of dierent orders (just
like in the lassial ase)
d£n(U) = £n−1(U) d log(U),
where we denoted
dU
U by d log(U). Extending this formally, it is onvenient to introdue the
following notation:
Denition 4.4. Let F be a eld of harateristi p. Dene the following Frobeniizing map
£̂m : F [F
••]→ F ,
c[f ] 7→ cp£m(f) .
One observes that, for any c and f in F , the dierential operator ∂∂x ats linearly on the
oeient c of £̂m
(
c[f ]
)
and, as above, like d log on the generator [f ]:
∂
∂x
£̂m
(
c[f ]
)
= £̂m−1
(
c[f ]
) ∂
∂x
log(f) .
Observation 4.5. 0. For n = 0 we have
£0(T ) =
T − T p
1− T
,
and therefore
T£0(1− T ) = −(1− T )£0(T ).(4.1)
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1. For n = 1, by expanding (1 − T )p and notiing that 1p
(p
k
)
= 1k
(p−1
k−1
)
= (−1)
k−1
k , we get a
simple (and well-known) formula
£1(T ) ≡
1− T p − (1− T )p
p
(mod p) .
Note that the term on the right hand side ours in the polynomials whih dene the
sum of the two Witt vetors (1, 0, . . . , 0, . . . ) and (−T, 0, . . . , 0, . . . ).
4.2. Funtional equations for nite polylogarithms. A priori, there seems to be at least
two natural andidates for funtional equations for the nite n-logarithm: we ould ask for
linear ombinations
∑
i ci[xi] suh that £˜n vanishes for all speializations of the parameters
whih make sense (i.e. no term 
0
0  ours); we will all those ombinations weak funtional
equations. But this denition has the disadvantage that there are too many ambiguities
involved (just think of a oeient that is divisible by xp − x). Instead, we will impose the
stronger property that
∑
i ci£n(xi) vanishes as a rational expression, and by multiplying with
the ommon denominator, we an even assume it to vanish as a polynomial.
Denition 4.6. A funtional equation in the strong sense for the nite n-logarithm over
a eld F of harateristi p is a nite linear ombination
∑
i ci£n(xi) ∈ F (t)[F (t)] whih
vanishes identially as a polynomial.
A funtional equation in the weak sense is a nite linear ombination
∑
i ci£n(xi) ∈ F (t)[F (t)]
whih vanishes for eah speialization of parameters whih makes sense.
In the following we list a number of equations whih are idential to the ones for the
innitesimal polylogarithms, apart from Frobeniizing the oeients (i.e. raising them to
the pth power). The proofs will be postponed to 7.
4.2.1. General funtional equations for £n.
Proposition 4.7. Let n ∈ Z be arbitrary. We have the following identities
1. Inversion formula: £n(T ) = (−1)
nT p £n
(
1
T
)
.
It an be viewed as a speial ase (m = −1) of the following
2. Distribution formulae: assume F ontains a primitive mth root of unity. Then
£n(T
m) = mn−1
∑
ζm=1
1− T pm
1− ζpT p
£n(ζT ) .
3. Speial values: £˜n(1) = 0 if (p− 1)6 |n and = −1 else, while £˜2n(−1) = 0 for any n. Let
Bj = be the jth Bernoulli number and set Gj = 2(1− 2
j)Bj . Then for 0 < m < (p− 1)
we have that £˜p−m(−1) =
Gm
m
.
Remark 4.8. Notie that the numbers Gm are integers by virtue of lassial results (for
instane it is a onsequene of the Theorem of von Staudt-Clausen[31℄(Theorem 5.10, p.56)).
These numbers are alled the Genohi numbers and we have mGp−1+m = (m− 1)Gm mod p
whih is nothing else than the famous Kummer ongruene for Bernoulli numbers.
Still mirroring the set-up in the innitesimal ase, we now state several funtional equations
spei to n = 1, 2 .
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4.2.2. Equations for £1.
Proposition 4.9. 1. The 2-term relation: £1(T ) = £1(1− T ).
2. The generalized fundamental equation of information theory: let s , x and y be inde-
terminates. The expression
H(x, y, s) = (1− y)p£1
(
x− s
1− y
)
+ yp£1
(
s
y
)
+ £1(y)
in F[x, y, s] is symmetri in x and y . Speially, we have
£1(a)−£1(b) + a
p
£1
(
b
a
)
+ (1− a)p £1
(
1− b
1− a
)
= 0 .(4.2)
3. The ve term relations.
Denote cr(a, b, c, d) = a−ca−d
b−d
b−c and denom(a, b, c, d) = (a − d)(b − c) . Then we have
the polynomial identities in F[x1, . . . , x5]
5∑
i=1
(−1)i
(
denom(x1, . . . , x̂i, . . . , x5)
)p
£1
(
cr(x1, . . . , x̂i, . . . , x5)
)
= 0 ,
and
5∑
i=1
(−1)i xpi
(
denom(x1, . . . , x̂i, . . . , x5)
)p
£1
(
cr(x1, . . . , x̂i, . . . , x5)
)
= 0 .
Corollary 4.10. The F-vetor spae b2(F), as dened in (2.7), is of dimension at least 1. If,
moreover, F is a perfet eld, then b2(F) = F.
Proof. Aording to Proposition 4.9, the funtion £˜1 is a well-dened funtion on b2(F), and
as it is not identially zero on F, the dimension of b2(F) is non-zero. By [6℄(Théorème 1, p.57),
we know that β2(F) = 0. But as the relations in β2(F) are given by the 4-term equation (i.e.
the Fundamental Equation of Information Theory) and the relation
∑p−1
k=2[k1F], (see setion
1.1 and also Sah's Lemma in [6℄(pp.52-53)), and as we further know, again by Sah (see the
remark on p.53 in op. it.), that these two relations are independent, we an onlude that
the kernel of the map b2(F) → β2(F) is generated by the element
∑p−1
k=2[k1F]. Evaluating £˜1
on this element shows that it is non-zero, whih ends the proof.
4.2.3. Equations for £2. In this subsetion we will give answers to the question raised by
Kontsevih in [22℄. Notie that we need to assume p > 3 throughout.
Proposition 4.11. The 3-term relation and the Kummer-Spene analogue are funtional
equations for £2.
Proof. This is a onsequene of the following theorem, together with remark (3.15).
Theorem 4.12. The image of J(a, b, c) under the map £̂2 is a polynomial whih is identially
zero in F[a, b, c].
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Remark 4.13. 1. By 6, there is a better answer to Kontsevih's question, at least quan-
titatively: eah funtional equation for dD3 indues a funtional equation (in the weak
sense) for £2. This is true in partiular for the 3-term equation and the Kummer-Spene
analog.
2. One an nd further equations (in the strong sense) for £2 and in general for £n with
n > 3 in [16℄.
By similar arguments as in the proof for £1, we get
Corollary 4.14. The F-vetor spae b3(F) is of dimension at least 1.
4.3. Charaterization of nite polylogarithms. We an haraterize £1 and £2 by the
funtional equations they satisfy.
Proposition 4.15. The spae (over F) of solutions of the fundamental equation of informa-
tion theory is of dimension 1 generated by £1.
Proof. Set f(T ) =
∑p−1
i=0 aiT
i ∈ Fq[T ] , and suppose that f veries f(0) = 0 and the
following identity in Fq[x, y]
f(x) + (1− x)pf
(
y
1− x
)
− f(y)− (1− y)pf
(
x
1− y
)
= 0 .
Dierentiating the previous equation with respet to x gives,
df(x) +
y(1− x)p
(1− x)2
df
(
y
1− x
)
−
(1− y)p
1− y
df
(
x
1− y
)
= 0,
with df(T ) = a1+
∑p−1
i=2 iaiT
i−1
and thus df(0) = a1 . Setting x = 0 in the previous identity
gives
a1 + y df(y)−
1− yp
1− y
a1 = 0.
But as
1−yp
1−y =
∑p−1
i=0 y
i
, the previous equality implies ai =
a1
i . In other words, sine f(0) = 0
we have f = a1£1 , whih proves the laim.
In fat we have a stronger statement
Proposition 4.16. The 2-term equation, the inversion and the dupliation formulae hara-
terize altogether £1.
Proof. It is a onsequene of the following lemma
Lemma 4.17. Suppose that ak is a sequene of integers with k = 1, . . . , p−1 (p an odd prime
xed), whih fullls the following rules
ak =
{
−12
∑p−1
i=k+1 ai
(i
k
)
, if k is odd,
1
2a k
2
otherwise,
and ap−k = −ak for all k = 1, . . . , p− 1. Then ak =
a1
k ∈ Fp for all k = 1, . . . , p− 1.
Proof of the lemma. The proof goes by desending indution starting from p − 1. First we
notie that by the third rule, we have ap−1 = −a1 =
a1
p−1 modulo p. Suppose that ai =
a1
i
modulo p for all i > k. Now ompute ak modulo p. Observe that we an assume k 6 p − 3,
sine we an ompute from the rules ap−1 and ap−2. If k is odd then by the rst rule we
dedue diretly ak, but we still have to show that ak =
a1
k modulo p. This is done via the
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Sub-Lemma 4.18. If k is odd and ai =
a1
i modulo p for all i > k. Then ak =
a1
k modulo p.
Proof of the sub-lemma. We have to show that, modulo p,
a1
k
= −
1
2
p−1∑
i=k+1
a1
i
(
i
k
)
,
or equivalently, assuming a1 6= 0, that
−2 =
p−1∑
i=k+1
k
i
(
i
k
)
.
But
k
i
(
i
k
)
=
(
i− 1
k − 1
)
.
Using the usual rule
(
m
n
)
= 0 if n > m, we have
p−1∑
i=k+1
k
i
(
i
k
)
=
p−2∑
i=0
(
i
k − 1
)
− 1.
But
∑p−2
i=0
(
i
k−1
)
=
(
p−1
k
)
, and as, modulo p, we have
(
p−1
k
)
= (−1)k, we nally get, using the
fat that k is odd, the desired identity.
Now return to the proof of the lemma and suppose that k is even. If k = 2 then the proess
ends, so we an suppose that k > 3. The idea is to show that we an ompute diretly ak−1
and to dedue ak from the rst rule (we will still need to show the desired property). As k is
even, k− 1 is odd and thus p− k+1 is even. Thus by the third rule we have ak−1 = −ap−k+1
and by the seond rule we have
ap−k+1 =
1
2
a p−k+1
2
.
But there exists j ∈ N suh that p = k + j with 3 6 j < p (beause k 6 p − 3). Hene,
applying one again the third rule gives
a p−k+1
2
= −a
p− p−k+1
2
.
But
p−
p− k + 1
2
=
p+ k − 1
2
= k +
j − 1
2
.
And as j > 3, we have j−12 > 1, whih means, applying the indution, that ap− p−k+1
2
is already
known. We then get the value of ak−1 and by applying the rst rule to it we dedue the value
of ak. Now to nish the proof we need to show that, in this ase ak =
a1
k modulo p. Notie
that we an also assume by the indution that ai =
a1
i modulo p for all i > k. First we show
that in the previous proess, we get ak−1 =
a1
k−1 modulo p. Indeed, by the indution we have
a
p− p−k+1
2
=
a1
p− p−k+12
.
Thus
a p−k+1
2
= −
a1
p− p−k+12
.
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And nally
ak−1 = −ap−k+1,
=
1
2
(
a1
p− p−k+12
)
,
=
a1
k − 1
.
To onlude we need to prove a variant of Sub-Lemma 4.18.
Sub-Lemma 4.19. Suppose that k is even, ai =
a1
i modulo p for all i > k and ak−1 =
a1
k−1
modulo p. Then ak =
a1
k modulo p.
Proof of Sub-Lemma 4.19. We have the equality
a1
k − 1
= −
1
2
akk −
1
2
p−1∑
i=k+1
a1
i
(
i
k − 1
)
.
Using the same arguments than in the proof of Sub-Lemma 4.18, we get the following identities,
p−1∑
i=k+1
k − 1
i
(
i
k − 1
)
=
p−2∑
i=0
(
i
k − 2
)
−
(
k − 1
k − 2
)
−
(
k − 2
k − 2
)
,
= (−1)k−1 − (k − 1)− 1,
= −1− k, as k is even.
And we nally have
a1
k − 1
= −
1
2
akk +
(1 + k)a1
2(k − 1)
,
from whih we dedue ak =
a1
k .
Hene the proof of Lemma 4.17 is omplete.
Bak to the proof of Proposition 4.16. Suppose that P (T ) =
∑p−1
i=0 aiT
i ∈ Fp[T ] veries the
onditions of the proposition. Then applying the three equations to P gives a0 = 0, and the
other oeients ai fulll the rules desribed in the Lemma 4.17.
Remark 4.20. Cohomologial haraterization of £1
Kontsevih showed that £1 gives a non-zero 2-oyle in H
2(Z/p,Z/p). Sine the latter group
is isomorphi to Z/p, this haraterizes £1 up to a salar.
4.4. Spae of solutions for equations assoiated to £2. As J(a, b, c) is the main relation
for b3 , we an expet that it haraterizes £2 . In fat, we an rst give a family of polynomials
(whih form a spae of dimension growing linearly with p) and then haraterize £2 by
imposing also the dupliation relation (i.e. the distribution relation for £2 with m = 2). Sine
these two equations are onsequenes of the Kummer-Spene analogue, and the latter in turn
is a onsequene of J(a, b, c), we are done.
Proposition 4.21. The dimension of the Fp-spae of solutions assoiated to the equation
T pP
(
1−
1
T
)
− P (T ) + P (1− T ) = 0(4.3)
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grows with p and is at least of dimension p−13 + 1. The family of polynomials
τi,p(T ) = T
i(1− T )i(T p−3i + (−1)i),
with i ∈ N suh that the valuation of τi,p is > 0 (for instane if i 6
⌊p
2
⌋
), is a solution of
(4.3). Moreover, for i = 0, . . . , p−13 , this family is free.
Proof. The fat that τi,p fullls (4.3) is a diret omputation. For i = 1, . . . ,
p−1
3 , the family
is free for degree reasons, sine deg(τi,p) = p − i. Furthermore τ0,p does not belong to this
family for valuation reasons.
Remark 4.22. 1. We already know, by Lemma 3.11, that the inversion formula is a on-
sequene of the 3-term equation. But a straightforward omputation shows that the
polynomials τi,p fulll the inversion formula for £2.
2. In fat the rank of the family τi,p is greater than
p−1
3 , but the proof is a little bit more
involved. We an also notie that £2 is never expressible in terms of τi,p if i runs only
through 0, . . . , p−13 − 1.
Thus the 3-term equation is insuient for the haraterization of £2. Nevertheless, we have
the following main result
Theorem 4.23. Let P be a polynomial of F[T ] of degree less than or equal to p − 1. Set
h = TP ′. Then if P fullls the dupliation relation and the 3-term equation, and if moreover
h fullls the 2-term equation then P is equal, up to a multipliative onstant, to £2.
Proof. Let P be a polynomial of degree 6 p− 1, and suppose that P fullls the following two
equations
T pP
(
1−
1
T
)
− P (T ) + P (1− T ) = 0,(4.4)
2(1 + T p)P (T ) + 2(1 − T p)P (−T )− P (T 2) = 0.(4.5)
Then observing that we an dedue the inversion formula as a onsequene of the 3-term,
and taking the derivative with respet to these equations shows that h fullls the inversion
formula and the dupliation formula. As, by hypothesis, h fullls also the 2-term equation,
we onlude from Proposition 4.16 that h is £1 up to a onstant, whih implies that P is £2
up to a onstant.
Remark 4.24. We atually expet a slightly stronger result to be true, inasmuh as already
the dupliation and 3-term relation haraterize £2; this laim has been veried for all primes
3 < p < 200.
As we an formally dedue the two equations in the proposition from the Kummer-Spene
analogue and the Kummer-Spene analogue in turn from the Cathelineau equation J(a, b, c)
(beause in this ase the speialisation mentioned in (3.15) is allowed), we get
Corollary 4.25. The spae of solutions of the Kummer-Spene analogue and the spae of
solutions of the Cathelineau equation are both of dimension 1 generated by £2.
Proof. We only need to show that if P ∈ F[T ], assumed to be of degree less than or equal
to p − 1, setting h = TP ′, h fullls the 2-term equation. In order to do that let KS(a, b)
denote the formal Kummer-Spene analogue, then taking the derivative with respet to a, and
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rewriting the equation with h and nally speializing to a = 0, we an see that, modulo the
inversion formula for h (whih we an get diretly by deriving the inversion formula for P ),
we have the identity h(b) = h(1− b).
5. Deriving funtional equations : onstrution of the derivation map
The main goal of this setion is to prove that one an pass from funtional equations
for polylogarithms to funtional equations for the orresponding innitesimal polylogarithms.
For this purpose we will onstrut a family of maps, parametrized by a given derivation, from
Bn(F ) to βn(F ). The origin of suh maps omes from the ategorial setting whih is behind
the tangential proessing involved in the onstrution of the innitesimal polylogarithmi
groups, whih is to some extent disussed in [3, 6, 9℄, and will be treated in more detail in
[15℄.
In subsetion 5.1, we present the derivation map from polylogarithmi groups to inn-
itesimal polylogarithmi groups. In subsetion 5.2, we prove, as an appliation, that the
derivation of a funtional equation for any polylogarithm gives rise to a funtional equation
for the orresponding innitesimal polylogarithm, and we will show several examples.
5.1. From lassial polylogarithmi groups to innitesimal polylogarithmi groups.
For the onstrution of the polylogarithmi groups (see setion 2 on page 6), we gave an
initial proedure for n = 2 and an indutive proedure for higher n. The onstrution of the
derivation map follows this priniple.
5.1.1. The ase n = 2.
Lemma 5.1. Let F be a eld and D ∈ DerZ(F ) be an absolute derivation. Consider the
well-dened maps fD : Z[F ••] → F [F ••], [a] 7→ D(a)[a] and gD :
∧2(F×) → F× ⊗Z F ,
x ∧ y 7→ −x⊗ D(y)y + y ⊗
D(x)
x . Then the following diagram
Z[F ••]
fD−−−→ F [F ••]
δ2
y y∂¯2∧2(F×) −−−→
gD
F× ⊗Z F,
is ommutative, where ∂¯2([a]) =
1
a ⊗
1
1−a +
1
1−a ⊗
1
a .
Proof. First we observe that the map gD is well dened. Indeed this is a onsequene of the
d log property of the map y 7→ D(y)y dened on the units and of the fat that gD(x ⊗ x) = 0
whih implies that gD(x ∧ x) = 0. Then, the ommutativity of the diagram is a diret
hek.
As a diret onsequene we get a map from ker(δ2) to ker(∂¯2). Similarly, we an obtain
a map ker(δ2) to ker(∂2) by replaing fD by f˜D : [a] 7→
D(a)
a(1−a) [a] whih indues a map
τ2,D : B2(F )→ β2(F ).
5.1.2. The ase n > 2. Suppose we have dened the derivation map τn−1,D : Bn−1(F ) →
βn−1(F ) (with respet to a derivation D) for the level n− 1. Then we an onstrut τn,D by
indution as follows.
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Proposition 5.2. Let D ∈ DerZ(F ) be an absolute derivation for the eld F . Then we have
the following ommutative diagram:
Z[F ••]
f˜D−−−→ F [F ••]
δn
y y∂n
Bn−1(F )⊗ F
× −−−→
gn,D
βn−1(F )⊗Z F
× ⊕Bn−1(F )⊗Z F
where f˜D is dened on generators as [a] 7→
D(a)
a(1−a) [a], while gn,D is given by
gn,D : {x}n−1 ⊗ y 7→ τn−1,D
(
{x}n−1
)
⊗ y + {x}n−1 ⊗
D(y)
y
and ∂n by
∂n([a]) = 〈a〉n−1 ⊗ a + {a}n−1 ⊗ (1− a) .
Remark 5.3. We want to point out that despite their apparent simpliity, these ruial
ommutative diagrams do not show up at rst sight.
This indues a map from ker(δn) to ker(∂n) whih in turn indues the desired derivation
map τn,D : Bn(F )→ βn(F ).
Denition 5.4. Let F be a eld and D ∈ DerZ(F ) be an absolute derivation for the eld F .
We will all the map τn,D : Bn(F ) → βn(F ) the derivation map from Bn(F ) to βn(F ), with
respet to D. If x is an element of Bn(F ), the element τn,D(x) ∈ βn(F ) will be alled the
derivative of x with respet to D.
As usual, if D is lear from the ontext we will omit it.
Remark 5.5. We an notie that all the τn,D, and also all the maps involved in the previous
propositions, give rise to an F -linear map τn : DerZ(F )→ HomZ(Bn(F ), βn(F )) for all n > 2.
5.2. Expliit derivation of funtional equations. As a onsequene of the previous set-
ting we get
Corollary 5.6. Eah element in ker δn indues (many) elements in ker ∂n.
The ruial main onsequene is the following result.
Corollary 5.7. Let K be an arbitrary eld and set F = K(t1, . . . , tr), with (t1, . . . , tr) a tran-
sendene basis over K. Let D ∈ DerZ(F ). Then any funtional equation of the n-logarithm
over K indues, via the derivation map τn,D, a funtional equation of the innitesimal n-
logarithm over K.
Proof. It is a diret onsequene of the denition 3.1 and of the onstrution of τn,D.
Remark 5.8. Notie that, in the above orollary, DerZ(F ) 6= 0 sine DerK(F ) 6= 0, at least
if r > 1. In pratie it ould be interesting to have a dierential basis, and thus we an assume
that if K is of harateristi p then (t1, . . . , tr) is a p-basis over K.
It is a priori not lear that the proedure gives non-trivial equations, but the following
examples show that it is atually the ase:
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Example 5.9. The rst example is taken from [8℄ and it retrieves the 4-term relation from
the 5-term relation (3.3) by applying the above proedure with
D = a(1− a)
∂
∂a
+ b(1− b)
∂
∂b
,
assuming that F = K(a, b) with a, b indeterminates over the eld K, and that ∂∂a and
∂
∂b are
the usual partial derivatives.
The following proposition gives a partial answer to Cathelineau's question onerning the
relationship of his 22-term equation for dD3 and Gonharov's equation (3.7) for D3 (with
the same number of terms). It is a onsequene of the previous results but an also be veried
diretly.
Proposition 5.10. 1. The innitesimal funtional equation below, whih is derived from
the Gonharov funtional equation for the trilogarithm is zero in β3(F ) .
2. If F ⊃ Q, the Gonharov equation is expressible in terms of an F -linear ombination of
J(a, b, c) .
We give an example of suh a derived version in the ase F = K(a, b, c) with a, b, c indeter-
minates over the eld K, applying the above proedure with
D = a(1− a)
∂
∂a
+ b(1− b)
∂
∂b
+ c(1 − c)
∂
∂c
to the equation stated in (3.7). Let us set
ϕ(a, b, c) =[a]−
(b− 1)(a− 1)
ab− 1
([
−
b(a− 1)
b− 1
]
+
[
−
a(b− 1)
a− 1
])
+
(c2b+ cb2 − 3cb+ 1)
cb− 1
[
a− 1
abc− 1
]
−
(abc− a− b− c+ 2)
cb− 1
[
cb(a− 1)
abc− 1
]
−
(a+ b− 2)
ab− 1
[ab]−
(a2bc− 2abc+ b+ c− 1)(a − 1)
(ac− 1)(ab− 1)
[
−
a(c− 1)(b − 1)
(a− 1)(abc − 1)
]
.
Then, modulo the inversion formula,
ϕ(a, b, c) + ϕ(b, c, a) + ϕ(c, a, b) −
(a+ b+ c− 3)
abc− 1
[abc]
is the dierential of the Gonharov equation and vanishes in β3(F ) by virtue of Corollary 5.6.
Observation 5.11. We should notie that we have not yet proved that the innitesimal
Gonharov equation also holds in harateristi p and to know that this equation is expressible
in terms of an F -linear ombination of J(a, b, c) is not enough to ensure this (unless we know
that this linear ombination is independant of F ). It will be seen in the next setion that it
is the ase, at least if we see £2 as a funtion from Z/p to Z/p.
6. Redution of funtional equations mod p via the p-adi realm
In this setion, we want to prove the following statements (whih are made more preise
below):
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Ê Eah funtional equation for the lassial n-logarithm Dn indues a funtional equation
for ertain p-adi n-logarithm funtions (those whih satisfy Wojtkowiak's p-adi version
of Zagier's riterion).
Ë Eah funtional equation for the lassial n-logarithm indues a funtional equation for
the innitesimal n-logarithm (via the derivation proedure given in the previous setion).
A similar statement holds for the p-adi ase.
Ì Eah funtional equation for the innitesimal n-logarithm dDn indues a funtional equa-
tion for the orresponding p-adi innitesimal n-logarithm denoted DFn (see Denition
6.6).
Í Eah good Qp-speialization, as dened in (6.10) below, of a funtional equation for
the p-adi innitesimal polylogarithm indues a funtional equation (in the weak sense)
for the nite (n− 1)-logarithm.
Combining the four statements, we arrive at the somewhat more surprising statement:
Surprise: Eah funtional equation for the lassial n-logarithm indues a funtional equation
for the nite (n− 1)-logarithm.
Throughout this setion, we denote by Lin(z) Coleman's p-adi n-logarithm [10℄. Let
us rst look for the p-adi ombinations whih should play the same role as the modied
polylogarithms Dn.
Remark 6.1. The inversion relation
(
in its lean form Pn(z) = (−1)
n−1Pn(1/z)
)
for a om-
bination Pn(z) =
∑n−1
k=0 ak log
k(z)Lin−k(z) is equivalent to the following ondition on the
oeients:
n−1∑
k=0
ak
(n− k)!
= 0(6.1)
(f. [34℄, Lemma 4.2). Sine the inversion relation is in the kernel of ∂n, we an restrit our
investigations to ombinations Pn(z) satisfying those onditions.
While one needs to work harder in the lassial ase to nd funtions whih satisfy leanly
their funtional equations, it turns out that in the p-adi ase the above ondition is already
good enough, and we an state the above laim Ê more preisely as
Proposition 6.2. (Wojtkowiak, [34℄, Proposition 4.4)
Let ξ ∈ ker δn,Qp(t1,...,tr). Then eah admissible Cp-speialization of ξ is mapped to a onstant
by the p-adi funtions
Pn(z) =
n−1∑
k=0
ak log
k(z)Lin−k(z) ,(6.2)
if the oeients satisfy ondition (6.1).
This motivates the following denition:
Denition 6.3. A linear ombination of p-adi polylogarithms of the form (6.2) whose oef-
ients satisfy (6.1) is alled a lean p-adi polylogarithm.
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Remark 6.4. 1. For n = 2, there is, up to a multipliative onstant, only one lean p-adi
2-logarithm P2 satisfying (6.1).
2. The original statement was atually somewhat stronger: Qp(t1, . . . , tr) was replaed by
Cp(t), where Cp denotes a ompletion of an algebrai losure of Qp.
The laim in Ë follows immediately from the derivation map in 5.
Before we show a more preise version of Ì by imitating Proposition 7 of [8℄, we state our
intermediate goal: We are looking for a morphism F [F ]→ F0, where F = Cp(z) and F0 = Cp.
More preisely, we want to have a family of morphisms (DPn)n>2 on βn(Cp) expressed in
terms of the dierential operator D = z(1 − z) ddz and some lean p-adi polylogarithms Pn.
There are many andidates:
Proposition 6.5. Let (Pn)n>2 be a family of lean p-adi polylogarithms suh that for n > 3
DPn(z) = λn (1− z)Pn−1(z) + µn log(z)DPn−1(z) ,(6.3)
for some λn, µn ∈ C×p .
Then, for any n, DPn denes a morphism on βn(Cp).
Proof. Pn is dened on Bn(Cp) by assumption. For n = 2, we have seen that the funtion is
essentially unique:
P2(z) = −2Li2(z) + log(z)Li1(z) ,
and the resulting innitesimal dilogarithm
DP2(z) = (1− z) log(1− z) + z log(z)
vanishes on r2(Cp) (due to Proposition 2.8, it is enough to hek that it vanishes on the four
term relation, whih is straightforward).
Now suppose the laim is true for n − 1. The maps DPn−1 ⊗ log : βn−1(Cp) ⊗ C×p → Cp,
x〈y〉n−1 ⊗ z 7→ xDPn−1(y) log(z) resp. Pn−1 ⊗ Id : Bn−1(Cp) ⊗ Cp → Cp, {y}n−1 ⊗ z 7→
zPn−1(y), are well-dened by the indutive assumption resp. by assumption (Pn−1 is lean).
Furthermore, an element ξ ∈ rn(Cp) lies in the kernel of eah of the omponents of ∂n, say
∂′n : Cp[Cp]→ βn−1(Cp)⊗ C
×
p and ∂
′′
n : Cp[Cp]→ Bn−1(Cp)⊗Cp, and therefore(
µnDPn−1 ⊗ log + λn Pn−1 ⊗ Id
)(
∂nξ) =
(
µnDPn−1 ⊗ log ◦∂
′
n + λn Pn−1 ⊗ Id ◦ ∂
′′
n
)
ξ = 0 ,
whih shows that the funtion dened by (6.3) an be linearly extended to a well-dened
funtion on βn(Cp).
Denition 6.6. Besser's p-adi n-logarithm is dened as
Fn(z) =
n−1∑
k=0
ak,n log
k(z)Lin−k(z)(6.4)
with
ak,n =
(−1)k
k!
(k − n) .
We will all DFn the distinguished innitesimal p-adi n-logarithm.
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Proposition 6.7 (Existene). There exist families of lean p-adi polylogarithms satisfying
(6.3) for some λn, µn ∈ C×p .
In partiular, Besser's family (6.4) satises (6.3) with (λn, µn) = (
1
n−1 ,−
1
n−1), n > 3.
There are many other possibilities.
Proof. Again, the ase n = 2 gives the unique hoie for P2 (up to multipliative onstant).
Indutively, starting from Pn−1 and DPn−1, one an form an arbitrary linear ombination
of them using λn and µn whih gives a andidate for DPn, with oeients bk,n, say; a
subsequent integration (putting a0,n = −n and suessively ak+1,n = −n(bkn−akn)/(k+1),
k = 0, . . . , n − 2) provides a andidate Pn whose oeients akn have to satisfy the further
ondition (6.1)this gives a linear restrition on the possible (λn, µn) at eah step. We thus
obtain indutively an extra degree of freedom at eah level.
For example, normalizing Pn(z) suh that a0 − n, we obtain suessively
λ3 − µ3 = 1 , λ4 − µ4 =
1
2− λ3
, etc.
It remains to hek that Besser's hoie (6.4) does satisfy
(n− 1)DFn(z) = (1− z)Fn−1(z) − log(z)DFn−1(z)(6.5)
whih is straightforward. Also, the ak,n satisfy ondition (6.1) sine
−
n−1∑
k=0
(−1)k
k!(n − k)!
(n− k) =
1
(n− 1)!
(1− 1)n−1 = 0 .
Remark 6.8. 1. Writing Φn(z) = (n − 1)!Fn(z) and notiing that (1 − z) = D log(z),
we an reformulate (6.5) more suggestively, using the ad-ho onvention D−(a ⊗ b) :=
D(a)b− aD(b), as
DΦn(z) = D
−
(
log(z) ⊗Φn−1(z)
)
.
2. We have just seen that, a priori, there are many hoies for the Pn individually, but
the ondition that the morphisms at level n and n − 1 be linked via the ondition
ρDPn(z) = (1− z)Pn−1(z)− log(z)DPn−1(z) for some ρ ∈ Cp provides us with a unique
funtion, up to a multipliative fator, the ondition (6.1) still being true for Pn. We
have not found a natural justiation for the ondition (6.5), though. A normalization
ondition for the above Pn is then a0,n + a1,n = −1 whih entails ρ = n − 1. The
resulting family oinides with Besser's funtions (6.4)his hoie of oeients was
fored by two rather natural requirements: rst, a ertain p-adi power series expansion
beomes independent of the diretion in whih to expand; seond, one retrieves the
nite (n− 1)-logarithm by reduing DFn mod p
n
(or, more preisely, reduing p1−nDFn
mod p) on elements in Z×p ∩ (1 − Zp)
× ⊂ Cp (for an improved statement of this and of
the following theorem f. [2℄).
The Fn an be haraterized by the following
Theorem 6.9. (Besser, [2℄, Theorem 1.1)
Let X = {z ∈ Zp , |z| = |1 − z| = 1}. For p > n + 1, one has DFn(Zp) ⊂ pn−1Zp, and for
z ∈ X:
p1−nDFn(z) ≡ £n−1(z) (mod p) .
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The hoie of oeients (in Q) for Fn is unique for a lean p-adi polylogarithm whih
satises the above property for all p > n+ 1.
In order to formulate the subsequent statements onveniently, we introdue the following
notion:
Denition 6.10. A good Qp-speialization for
∑
ni[xi] ∈ F [F ], F ⊂ Qp(t1, . . . , tr), is a
family of numbers uj ∈ Qp, j = 1, . . . , r, suh that the images of ni = ni(t1, . . . , tr), xi =
xi(t1, . . . , tr) and 1−xi = 1−xi(t1, . . . , tr) under the speialization map tj 7→ uj , j = 1, . . . , r,
are in Z×p .
The virtue of a good Qp-speialization lies in the fat that we an redue it modulo pZp.
As we an notie, a good Qp-speialization is, in partiular, an admissible Qp-speialization.
Now, putting Proposition 6.5 and Theorem 6.9 together, we an make Í more preise:
Corollary 6.11. Let n > 2, p > n+ 1, and η ∈ ker ∂n,Qp(t1,...,tr). Then we have
a) For eah admissible Cp-speialization ηspec for η, DFn(ηspec) = 0.
b) For eah good Qp-speialization ηspec for η, the redution mod p gives
£n−1(η
spec) ≡ 0 (mod p) .
Proof. The innitesimal polylogarithm DFn vanishes on η by Proposition 6.5, and reduing
mod p obviously onserves this vanishing property. Besser's result now says that the redution
of p1−nDFn(η
spec) is equal to £n−1
(
ηspec (mod p)
)
.
Going even one step further, we an state a more preise version of the above surprise:
Corollary 6.12. Let n > 2, p > n+ 1, and ξ ∈ ker δn,Q(t1,...,tr). Then we have
a) For eah admissible C-speialization resp. Cp-speialization ξspec for ξ, the quantities
Dn(ξ
spec) resp. Fn(ξ
spec) are onstants.
b) For eah absolute derivation ∆ ∈ DerZ(Q(t1, . . . , tr)), ξ indues ξ∆ ∈ ker ∂n,Q(t1,...,tr),
and therefore, for eah admissible C-speialization resp. Cp-speialization,
dDn(ξ∆) = 0, resp. DFn(ξ∆) = 0 .
) For eah good Qp-speialization ξ
spec
∆ for ξ∆, the redution mod p gives
£n−1(ξ
spec
∆ ) ≡ 0 (mod p) .
Proof. a) Follows from Zagier [36℄ and Wojtkowiak [34℄, respetively.
b) This follows via the derivation map (see 5).
) 0 = p1−nDFn(ξ∆) ≡ £n−1(ξ
spec
∆ ).
Alas, although being quite powerful, the above strategy does not give the full answer to our
problem.
Remark 6.13. 1. The virtues of the proedure desribed above lie in its generality: we
do not need to (nd and) prove funtional equations for (p-adi) innitesimal or nite
polylogs, sine they drop out using the mahinery.
2. The drawbaks of the mahinery lie in its lak of ontrol:
(a) We do not get the funtional equations as polynomial identities but only on points,
i.e. in the form of (good) speializations.
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(b) A more mundane reason for proving funtional equations for £n in the strong sense
is the fat that all the ones whih have ourred in our investigations are not only
true for Fp but atually hold more generally for any eld of harateristi p.
() (a minor point, given the range in whih we mostly work) We need to assume that
p > n+ 1.
This restrition is not (always) neessary for the polynomial identities to hold: there
are examples of equations for £3 whih are still true in harateristi 3.
In summary, there are still plenty of reasons whih leave us with the task of nding proofs of
funtional equations for the nite polylogarithms. The nal setion will therefore be dediated
to this issue.
Part III. The Main Proofs
7. Proofs of funtional equations over fields of harateristi p.
7.1. Straightforward demonstrations.
Proof. (of Proposition 4.7)
1. The inversion relation an be heked via a straightforward algebrai manipulation.
2. In order to prove the distribution relation, let us x a primitive mth root of unity ζ .
Dividing both sides by mn and developing the fration into a (nite) series leaves us to
prove:
p−1∑
k=1
T km
(km)n
=
1
m
∑
ζm=1
(
1 + (ζT )p + (ζT )2p + · · ·+ (ζT )(m−1)p
) p−1∑
k=1
(ζT )k
kn
=
1
m
p−1∑
k=1
1
kn
∑
ζm=1
(
(ζT )k + (ζT )p+k + (ζT )2p+k + · · ·+ (ζT )(m−1)p+k
)
=
1
m
p−1∑
k=1
∑
ζm=1
(
(ζT )k
kn
+
(ζT )p+k
(p+ k)n
+
(ζT )2p+k
(2p + k)n
+ · · ·+
(ζT )(m−1)p+k(
(m− 1)p+ k
)n)
=
1
m
pm−1∑
r=1
p6 |r
( ∑
ζm=1
ζr
)T r
rn
,
and this is true due to the harater relations∑
ζm=1
ζr =
{
m, if m|r
0, otherwise.
3. (Proof of the speial values) £˜n(1) = 0 if (p − 1)6 |n follows from the well-known fat
that
∑p−1
k=0 P (k) = 0 for any polynomial P ∈ Z/pZ[x] of degree 6 p − 2 (here we apply
it to the monomials x, . . . , xp−2), the statement for (p− 1)|n being obvious.
The assertion for £˜2n(−1) = 0 is a diret onsequene of the inversion relation.
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To prove the last formula of Proposition 4.7 we only need to take m = 2n (the odd
values orrespond to the above identities). For this, one an use the speial ase a = 2,
in [27℄(Proposition (5B), p.108), p− 1 6 |2n:
(1− 22n)B2n ≡ 2n 2
2n−1
∑
16j< p
2
1
j1−2n
(mod p)(7.1)
and the fat that £1−2n(−1) is equal to the sum in (7.1): rewriting
£˜p−2n(−1) = £˜1−2n(−1) =
(p−1)/2∑
j=1
(2j)2n−1−
(p−1)/2∑
j=1
(2j−1)2n−1 = 2
(p−1)/2∑
j=1
(2j)2n−1−
p−1∑
j=1
j2n−1 ,
one sees that the rst sum is equal to 22n times the sum in (7.1), while the seond one
equals −£˜1−2n(1) and therefore is zero (for 0 < n <
p−1
2 ) by the above speial value.
7.2. A reipe for proving funtional equations. Let R be a domain of harateristi p.
In order to show that a polynomial Q(T ) ∈ R[T ] is zero, we divide it into three parts:
Q(T ) = Q(0) +Q1(T ) +Q2(T
p) ,
where Q1(T ) involves only powers of T whih are not divisible by p. Then we verify separately
that Q2(T
p) and the onstant Q(0) vanish and that ddTQ1(T ) is zero as well. We an iterate
this proedure in an obvious way.
Proof of Proposition 4.9. 1. We will apply the reipe above. We have
d
dT
£1(1− T ) = −
1
1− T
£0(1− T ),
=
1
T
£0(T ) by (4.1),
=
d
dT
£1(T ),
and as the degree of either polynomials is less than p − 1 , we onlude that £1(T ) =
£1(1− T ) + c where c is a onstant.
This, in turn, implies that 2c = 0 (speialize T = 0 and T = 1 , respetively), and
therefore we get as a by-produt £1(1) = £1(0) = 0 (in harateristi 6= 2).
2. The following proof is a slight variation of the reipe, in that it uses two iterated deriva-
tives.
Denote by ∂x and ∂y the derivatives to respet to x and y . We an hek, using the
dierential equation for £1 and the rational expression (..) for £0 , that
∂y∂xH(x, y, s) =
1− yp − xp + sp
(1− y − x+ s)2
,
whih is an expression that is symmetri in x and y . Thus
∂y∂x(H(x, y, s)−H(y, x, s)) = 0.
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But the maximum degree for eah indeterminate in the polynomial H(x, y, s) is never
greater than p− 1 , and as a onsequene the above identity implies that
H(x, y, s)−H(y, x, s) = R0(s) +R1(s)x+R2(s)y,
where R0, R1, R2 ∈ F[s] . But setting x = y implies both R0 = 0 and R1+R2 = 0, and
the onstrution of R1 and R2 shows diretly that they are both zero
(
the oeients
of x and y in H(x, y, s) are both equal to
∑p−2
k=0(−s)
k
)
.
Proof of Proposition 4.11. 1. Set
E(T ) = £2(1− T )−£2(T ) + T
p
£2(1−
1
T
).
We want to prove that E is 0 in F[T ] . Computing ddTE we get
d
dT
E(T ) = −
1
1− T
£1(1− T )−
1
T
£1(T ) +
T p−1
T − 1
£1(1−
1
T
).
But by Proposition 4.9, £1(1− T ) = £1(T ) and £1(1−
1
T ) = £1(
1
T ) . Moreover by the
inversion formula (see Proposition 4.7) we have £1(
1
T ) = −
1
T p £1(T ) . Hene,
d
dT
E(T ) = −
1
1− T
£1(T )−
1
T
£1(T )−
1
(T − 1)T
£1(T ),
= 0.
As E(0) = 0 and deg(E) 6 p , we know that E(T ) = cT p and therefore T pE( 1T ) = c,
but using the inversion relation one sees that T pE( 1T ) = E(T ), whih implies c = 0.
Remark 7.1. A dierent way to prove that c = 0 : For this we look diretly at E(T ) and
try to ompute this oeient whih an only appear in the expression
T p£2(1−
1
T
) =
p−1∑
i=1
T p−i(T − 1)i
i2
.
But, for eah i , the oeient of T p is 1
i2
, and thus c = £2(1) = 0 .
Proof of Theorem 4.12. The strategy of proof ould be summarized as follows:
(i) Prove that ∂c£̂2(J(a, b, c)) = 0 in F[a, b, c].
(ii) Prove that £̂2(J(a, b, 0)) = 0 in F[a, b].
(iii) Prove that the oeient of cp in £̂2(J(a, b, c)) is 0.
For the proof of this funtional equation we will need several preliminary formulas. First we
will use these two relations, in F[x, y], oming from the 4-term equation for £1
(1− y)p£1
(
x
1− y
)
= £1(x) + (1− x)
p
£1
(
y
1− x
)
−£1(y),(7.2)
£1(y)−£1(x) = (1− x)
p
£1
(
1− y
1− x
)
+ xp£1
(y
x
)
.(7.3)
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We use impliitly the following formal derivation rules, where t is an indeterminate and λ a
onstant independent of t:
d
dt
£2
(
λ(1− t)
)
= −
1
1− t
£1(λ(1 − t)),
d
dt
£2
(
λ
(
1−
1
t
))
= −
1
t(1− t)
£1
(
λ
(
1−
1
t
))
.
We also point out that the following simple formula will be often used:
1
t
+
1
1− t
=
1
t(1− t)
.
For the onveniene of the reader we will give detailled omputations in order to make hek-
ing almost straightforward.
Let's rst split £̂2(J(a, b, c)) into six piees to failitate the identiation of the anellation
in the forthoming omputations:
A1 = c
p
£2(a)− c
p
£2(b) + (a− b+ 1)
p
£2(c)
+ (1− c)p£2(1− a)− (1− c)
p
£2(1− b) + (b− a)
p
£2(1− c),
A2 = −a
p
£2
( c
a
)
+ bp£2
(c
b
)
+ cpap£2
(
b
a
)
− (1− a)p£2
(
1− c
1− a
)
+ (1− b)p£2
(
1− c
1− b
)
+ cp(1− a)p£2
(
1− b
1− a
)
,
A3 = c
p(1− a)p£2
(
a(1− c)
c(1− a)
)
− cp(1− b)p£2
(
b(1− c)
c(1− b)
)
,
A4 = −b
p
£2
(ca
b
)
− (1− b)p£2
(
c(1− a)
1− b
)
,
A5 = −(a− b)
p
£2
(
(1− c)a
a− b
)
− (b− a)p£2
(
(1− c)(1− a)
b− a
)
+ cp(a− b)p£2
(
(1− c)b
c(a− b)
)
+ cp(b− a)p£2
(
(1− c)(1− b)
c(b− a)
)
,
A6 = (1− c)
pap£2
(
a− b
a
)
+ (1− c)p(1− a)p£2
(
b− a
1− a
)
.
Set d = ∂∂c .
First step: prove that
∑
dAi = 0.
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It is immediate that dA6 = 0. Using the rules desribed above, we get the following equalities:
dA1 =
1
c
£1(c) +
(a− b)p
c(1 − c)
£1(c),
dA2 = −
ap
c
£1
( c
a
)
+
bp
c
£1
(c
b
)
+
(1− a)p
1− c
£1
(
1− c
1− a
)
−
(1− b)p
1− c
£1
(
1− c
1− b
)
,
dA3 = −
cp(1− a)p
c(1 − c)
£1
(
a(1− c)
c(1− a)
)
+
cp(1− b)p
c(1− c)
£1
(
b(1− c)
c(1− b)
)
,
dA4 = −
bp
c
£1
(ca
b
)
−
(1− b)p
c
£1
(
c(1− a)
1− b
)
,
dA5 =
(a− b)p
1− c
£1
(
(1− c)a
a− b
)
+
(b− a)p
1− c
£1
(
(1− c)(1 − a)
b− a
)
−
cp(a− b)p
c(1 − c)
£1
(
(1− c)b
c(a− b)
)
−
cp(b− a)p
c(1 − c)
£1
(
(1− c)(1 − b)
c(b− a)
)
.
Then, applying onseutively (7.2) to dA5, with x = 1− c, y =
b
a , with x = 1−
1
c , y =
b
a , and
with x = 1− 1c , y =
1−a
1−b , and to dA3 with x = 1−
1
c , y =
1
a , and using (7.3) for simpliation
as well as the basi relations for £1, we get
dA4 + dA5 + dA3 = −
£1(b)
1− c
+
£1(a)
1− c
+
cp
c(1− c)
(
£1
(
b
c
)
−£1
(a
c
))
−£1(c) +
(b− a)p
c(1 − c)
£1(c),
then
dA1 + dA4 + dA5 + dA3 = −
£1(b)
1− c
+
£1(a)
1− c
+
cp
c(1− c)
(
£1
(
b
c
)
−£1
(a
c
))
.
It remains to transform dA2, but using (7.3), we have e.g.
(1− b)p£1
(
1− c
1− b
)
= £1(c)−£1(b)− b
p
£1
(c
b
)
,
then
dA2 =
£1(b)
1− c
−
£1(a)
1− c
+
bp
c(1− c)
£1
(c
b
)
−
ap
c(1 − c)
£1
( c
a
)
.
Now by invoking the inversion formula we see that
5∑
i=1
dAi = 0.
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Seond step: Prove that the relation is true for c = 0.
Putting c = 0 in
∑6
i=1Ai gives
£2(1− a)−£2(1− b)− (1− a)
p
£2
(
1
1− a
)
+ (1− b)p£2
(
1
1− b
)
ap£2
(
a− b
a
)
+ (1− a)p£2
(
b− a
1− a
)
− (a− b)p£2
(
a
a− b
)
− (b− a)p£2
(
1− a
b− a
)
and applying the inversion formula for £2 we get 0.
Third step: Prove that the oeient of cp is 0.
Notie rst that if λ is an expression independent of c, then the oeient of cp in the sum∑p−1
i=1
λi
i2
cp−i(1 − c)i is £2(−λ). Using this fat, we an see that the oeient of c
p
in the
expression
∑6
i=1Ai is given by
£2(a)−£2(1− a) + (1− a)
p
£2
(
−a
1− a
)
−£2(b) + £2(1− b)− (1− b)
p
£2
(
−b
1− b
)
+ ap£2
(a
b
)
− ap£2
(
a− b
a
)
+ (a− b)p£2
(
−b
a− b
)
+ (1− a)p£2
(
1− b
1− a
)
− (1− a)p£2
(
b− a
1− a
)
+ (b− a)p£2
(
−
1− b
b− a
)
.
But eah of the previous lines are 0 by using the 3-term funtional equation of £2 (see Propo-
sition 4.12 1. ) and this ompletes the proof of the 22-term funtional equation for £2.
Remark 7.2. We want to stress some more strutural properties in the rather omputational
parts of the previous proofthereby also giving an indiation that there should exist a ommon
proof for both the nite and the innitesimal ase:
(i) we rst use the (d log-like) behaviour (f. the omment after (Denition 4.4))
d
dc
£̂m
(
cα(1− c)β
)
=
(α
c
−
β
1− c
)
£̂m−1
(
cα(1− c)β
)
to group the terms of
d
dc£̂2
(
J(a, b, c)
)
with a oeient
1
c (resp.
1
1−c) togetherthese
are exatly the terms with a fator c (resp. 1− c). For instane, the terms with 1c are as
follows:
1
c
£̂1
(
(a− b+ 1)[c]
− a
[ c
a
]
+ b
[c
b
]
− b
[ca
b
]
− (1− b)
[c(1− a)
1− b
]
− c(1 − a)
[ 1− c−1
1− a−1
]
+ c(1− b)
[1− c−1
1− b−1
]
− c(a− b)
[1− c−1
1− ab
]
− c(b− a)
[ 1− c−1
1− 1−a1−b
])
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In order to verify that this expression vanishes, we rewrite it in a slightly more onvenient
fashion (in order to be able to apply the four term relation line by line), negleting the
fator
1
c , we get:
£̂1
(
(a− b+ 1)[c]
− a
[ c
a
]
− c(1 − a)
[
1− c−1
1− a−1
]
+ b
[c
b
]
+ c(1 − b)
[
1− c−1
1− b−1
]
− b
[
c(
b
a
)]− c(a− b)[ 1− c−1
1−
(
b
a
)−1
]
− (1− b)
[
c(
1−a
1−b
)−1
]
− c(b− a)
[
1− c−1
1− 1−a1−b
])
Applying the 4-term equation (3.18) linewise to the 2nd, 3rd, 4th and 5th line above
with x = a, x = b, x = ba and x =
1−b
1−a , respetively, this latter expression is seen to
redue to
£̂1
(
(a− b+ 1)[c]
− a[c] + c[a] + b[c]− c[b]
− a
(
b
a
[c]− c
[
b
a
])
− (1− a)
(
1− b
1− a
[c]− c
[
1− b
1− a
]))
= £̂1
(
c
(
[a]− [b] + a
[
b
a
]
+ (1− a)
[
1− b
1− a
]))
whih vanishes, again in view of the four term equation (and beause the oeients for
[c] add up to zero). The terms with 11−c an be treated in a ompletely analogous way.
(ii) The onstant term in c of the polynomial £̂2(J(a, b, c)), i.e. the polynomial £̂2(J(a, b, 0)),
is zerothis orresponds in the innitesimal ase to the degenerate ase where we also
put c = 0 but where we need to give sense to expressions like a[ ba ] for a = 0, the onsis-
tant hoie being that it should be zero.
(iii) Instead of onsidering the oeient of cp in the polynomial £̂2(J(a, b, c)) we an equiv-
alently hek that the onstant oeient in cp£̂2(J(a, b,
1
c )) is zero. In the innitesimal
ase we an perform the same hek using c£̂2(J(a, b,
1
c )) (so we an use the analogy
again).
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The 1
1
2-logarithm
(appendix to on poly(ana)logs i by ph. elbaz-vinent and h. gangl)
maxim kontsevih
This appendix to the paper of Elbaz-Vinent and Gangl is inluded for historial purpose.
It reprodues the text of [22℄, initially written for the private booklet Friedrih Hirzebruhs
Emeritierung.
Let p > 2 be a prime. Dene a map from Z/pZ to itself by the formula
Hp(x) =
p−1∑
k=1
xk
k
= x+
x2
2
+ · · ·+
xp−1
p− 1
(mod p) .
This funtion appears in expliit formulas for abelian extensions of ylotomi elds. It looks
like a trunated version of log( 11−x). Of ourse, it ould not be a logarithm beause there is no
nonzero homomorphism from (Z/pZ)× ≃ Z/(p− 1)Z to Z/pZ. I laim that Hp is analogous
to another well-known funtion of a real variable. I will derive the analogy by writing several
funtional equations for Hp. These equations will be independent of p and I will suppress the
index p from the notations.
(A): H(1− x) = H(x) .
Proof. we an ompute expliitly the oeients of the polynomial H(1− x). First of all, its
zeroth oeient is H(1) = 1+ 12 + . . .
1
p−1 = 1+ 2+ · · ·+ (p− 1) =
p(p−1)
2 = 0 (mod p). For
l between 1 and p− 1 the l-th oeient of H(1− x) is equal to
p−1∑
k=1
1
k
(−1)l
k(k − 1) . . . (k − l + 1)
l!
=
(−1)l
l!
p−1∑
k=1
(k − 1) . . . (k − l + 1) =
= −
(−1)l
l!
(0− 1)(0 − 2) . . . (0− l + 1) =
(l − 1)!
l!
=
1
l
.
We use here the standard fat that
p−1∑
k=0
P (k) = 0
for any polynomial P ∈ Z/pZ[x] of degree at most p− 2.
A simple generalization of the previous argument shows that
(B): H(x+ y) = H(y) + (1− y)H( x1−y ) + y H(−
x
y ) for y 6= 0, 1 .
Also there is a very elementary identity
(C): xH( 1x) = −H(x) for x 6= 0.
ON POLY(ANA)LOGS I 43
Claim: there is only one (up to a salar fator) nonzero ontinuous solution of equations
(A), (B), (C) in maps from R to itself. It is
H∞(x) = − (x log |x|+ (1− x) log |1− x|) .
Also the funtion Hp is the unique (up to salar fator) solution in maps from Z/pZ to itself.
Cohomologial interpretation of funtional equations. Let F be a eld and suppose
that H : F → F satises (A) and (B). The equation (C) will be irrelevant. We assoiate with
H a homogeneous funtion φ : F × F → F of degree 1:
φ(x, y) :=
{
(x+ y)H
(
x
x+y
)
if x+ y 6= 0 ,
0 if x+ y = 0 .
Equation (A) implies that φ(x, y) = φ(y, x). Equation (B) is equivalent to the identity
φ(x, y)− φ(x, y + z) + φ(x+ y, z)− φ(y, z) = 0 .
Thus, φ is a 2-oyle of the abelian group F (the additive group of the eld) with oeients
in itself as a trivial module. Beause this oyle is invariant under the usual ation of the
multipliative group F× (ating both on the group and on the oeients), we get a 2-oyle
of the group of ane transformations of the line over F
A(1, F ) = {t 7→ at+ b|a ∈ K×, b ∈ K}
with oeients in the non-trivial 1-dimensional representation given by the rst oeient.
This 2-oyle denes an extension of A(1, F ) by F . The resulting group G an be identied
as a set with F × F × F×.
Now we onsider the ase of F = R and assume that H is a measurable map. There are
no non-trivial measurable ohomology lasses in H2(R,R), hene φ should be a oboundary.
This means that there exists a funtion ψ : R→ R suh that
φ(x, y) = ψ(x) + ψ(y) − ψ(x+ y) .
The homogeneity of φ implies that for any λ 6= 0 the funtion ψλ(x) := ψ(λx) − λψ(x) is
additive in x. If we deal with measurable maps only then ψλ is a linear funtion. From this
one an easily dedue that
ψ(x)/x = a log |x|+ b
for some a, b ∈ R. Thus we get the solution of funtional equations for F = R.
Now we turn to the ase F = Z/pZ. If the ohomology lass in H2(F,F ) ≃ Z/pZ orre-
sponding to H is zero then by arguments parallel to the previous one obtains a homomorphism
from (Z/pZ)× to Z/pZ. This homomorphism (a logarithm) vanishes inevitably, thus giving
the uniqueness of H up to a salar fator.
The group G in the ase of F = R is a 3-dimensional solvable Lie group. The Lie algebra
of G is dened over Z and it has a base x, y, z in whih the ommutation relations are
[x, y] = y, [x, z] = y + z, [y, z] = 0 .
This Lie algebra annot be the Lie algebra of any algebrai group over Z or over Q. Never-
theless, we have dened groups of points over R and over Z/pZ for all odd primes p.
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Entropy. The funtion H is the entropy of a random variable taking two values. More
generally, if ξ takes a nite number of values with probabilities p1, . . . , pk,
∑
pi = 1 then the
entropy of ξ is dened as
H(ξ) := −
k∑
i=1
pi log(pi) .
We will onsider the entropy also as a funtion of the olletion of probabilities of elementary
events, H(ξ) = H(p∗). The main property of entropy is that if one random variable (say, ξ) is a
funtion of another random variable (say, η) then the entropy of η an be omputed as follows.
Let us denote probabilities of all possible values of η by p1,1, p1,2, . . . , p1,l1; p2,1, · · · : . . . pk,lk in
suh a way that p1,1 + p1,2 + · · ·+ p1,l1 = p1 et. Then we have k onditional distributions of
probabilities pi,∗/pi for eah i ≤ k. The main identity of entropies is
H(p∗,∗) = H(p∗) +
k∑
i=1
piH(
pi,∗
pi
) , H(η) = H(ξ) +Hξ(η) .
The last term in the formula above is the average value of the entropies of η with given values
of ξ and it is alled the relative entropy.
Using the main identity one an redue by indution the alulation of the entropy of any
random variable to the ase of a two-valued variable, i.e. our funtion H(x). One an hek
easily that the entropy of random variables omputed using H(x) is well-dened i funtional
equations (A) and (B) are satised.
Conlusion: If we have a random variable ξ whih takes nitely many values with all
probabilities in Q then we an dene not only the transendental number H(ξ) but also its
residues modulo p" for almost all primes p !
I propose alling the funtions Hp 1
1
2 -logarithms," beause their funtional equation on-
tains 4 terms, whih is between 3 (the logarithm) and 5 (the dilogarithm giving an element in
H3(Sl(2,C),R)).
The natural question is to nd funtional equations for the map x 7→
∑p−1
k=1 x
k/k2 from
Z/pZ to itself. I don't know how to do it.
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