The aim of this article is to study the local stability of equilibria, investigation related to the parametric conditions for transcritical bifurcation, period-doubling bifurcation and Neimark-Sacker bifurcation of the following second-order difference equation
Introduction
Studying the dynamics of a difference equation means that we attempt to do the following actions: determine equilibrium points, analyze their stability, asymptotic stability, boundedness and bifurcation. The dynamic of any situation refers to how the situation changes over the course of time. In many scientific fields researchers need to study difference or differential equations that contain parameters, so it is important to study the behavior of these equations as the value of certain parameter varies. This study focuses on the concept of bifurcation. Qualitative theory of difference equations which parallels the qualitative theory of differential equations has been investigated by several authors. For more details of theory of difference equations and their applications, we refer to the books [1] [2] [3] [4] [5] [6] [7] [8] . Investigation of the global stability character, boundedness and bifurcation of difference equations has been considered by many authors such that in [9] Metwally et al. studied the boundedness, the asymptotic behavior, the periodic character and the stability of solutions of the difference equation
where the parameters α and β are positive numbers and the initial conditions are arbitrary non-negative real numbers.
Wenjie et al. in [10] studied the boundedness and the asymptotic behavior of the positive solutions for difference equation
x n+1 = a + bx n exp(−x n−1 ), where a and b are positive constants and the initial values x −1 , x 0 are non-negative numbers.
In [11] the global behavior of the positive solutions for difference equation
is investigated, where a, b are positive constants and the initial values x −1 , x 0 are positive numbers. The authors in [12] studied the system of difference equations:
x n+1 = ay n + bx n−1 exp(−y n ), x n+1 = cx n + dy n−1 exp(−x n ),
where a, b, c and d are positive constants and the initial values x −1 , x 0 , y −1 , y 0 are positive numbers. Hui Feng et al. in [13] investigated the global stability and bounded nature of the positive solutions for difference equation
where the parameters a ∈ (0, ∞), b ∈ (0, 1), c ∈ (0, ∞) and the initial conditions are arbitrary non-negative numbers. For other papers related to the qualitative behavior of difference, we refer to [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Furthermore, for bifurcation analysis and chaos control in discrete-time models, we refer to [25] [26] [27] [28] [29] [30] [31] [32] [33] .
The main purpose of this paper is to investigate the local stability of equilibria, bifurcation analysis and chaos control for the following second-order exponential difference equation:
x n+1 = αx n + βx n−1 exp(−σx n−1 ), n = 0, 1, · · · , (1.1)
where the parameters α, β and σ are positive numbers and the initial conditions x −1 and x 0 are arbitrary positive real numbers. Moreover, introducing y n = x n−1 , we obtain the following planar discrete-time system equivalent to (1.1):
x n+1 = αx n + βy n exp(−σy n ), (1.2) y n+1 = x n . This paper was organized as follows. In Section 2, we determine the equilibrium points and explore the parametric conditions for the the local stability of the equilibria of system (1.2). In Section 3, we investigate parametric conditions for transcritical bifurcation, period-doubling bifurcation and Neimark-Sacker bifurcation at the fixed points of a two-dimensional map associated to system (1.2). Section 4 is dedicated to chaos control for the system (1.2) under the influence of Neimark-Sacker bifurcation and period-doubling bifurcation. Finally, in Section 5, some numerical examples are presented in order to illustrate the theoretical discussions.
Local stability analysis of equilibria
In this section, we study local dynamical behavior for equilibria of system (1.2). First we see that steady-states of (1.2) solve the following system: x = αx + βy exp(−σy), y = x.
Solving aforementioned system yields E 0 = (0, 0) and E 1 = 1 σ ln β 1−α , 1 σ ln β 1−α two equilibria for system (1.2) . Moreover, assume that 0 < α < 1 and α + β > 1, then 1 σ ln β 1−α , 1 σ ln β 1−α is unique positive equilibrium point for system (1.2) . Assume that J(x, y) denotes Jacobian matrix of system (1.2) evaluated at (x, y), then it follows that:
Moreover, characteristic polynomial for J(0, 0) is computed as follows:
and characteristic polynomial computed for J 1 σ ln β 1−α , 1 σ ln β 1−α is given by:
Keeping in view the relation between roots and coefficients for a quadratic equation, the following Lemma gives local dynamical behavior of system (1.2) at its trivial steady-state (0, 0). Similarly, for positive equilibrium point, we have the following Lemma: Lemma 2.2. Assume that 0 < α < 1, then for positive equilibrium of the system (1.2) the following statements hold true: 
Bifurcation analysis
In this section, we investigate the parametric conditions for existence of transcritical bifurcation, perioddoubling bifurcation and Neimark-Sacker bifurcation for the system (1.2) at its fixed points.
Transcritical bifurcation at E 0
Assume that β = 1 − α, then J(0, 0) has two eigenvalues ν 1 = α − 1 and ν 2 = 1. In this case, we discuss a transcritical bifurcation. The first equation of the system (1.2) takes the form
= αx n + βy n − βσy 2 n + O(| y n | 3 ) Lemma 3.1. If β = 1 − α, α 0, the system (1.2) undergoes a transcritical bifurcation at the fixed point (0, 0).
Proof. Let µ n = β − (1 − α), the system (1.2) becomes
We use the transformation
Then, the map (3.1) can be rewritten in the following form:
From the center manifold theory of discrete system, we can express a center manifold of the map (3.2) as follows
Assume that h(y, µ) has the following form
which must satisfy
Then, we can find that
then the map (1.2) undergoes a transcritical bifurcation at the fixed point (0, 0).
Period-doubling bifurcation at E 0
Suppose that β = 1 + α, then J(0, 0) has two eigenvalues ν 1 = α + 1 and ν 2 = −1. In this case we will investigate a flip (period-doubling) bifurcation. 
which transforms the map (3.3) into the following standard form
From the center manifold theory of discrete dynamical systems, we can express a center manifold of the map (3.4) as follows
Hence, we obtain
Since we have
Then system (1.2) undergoes a subcritical flip bifurcation at (0, 0). 
Transcritical bifurcation at E
1 For β = (1 − α), hence J( 1 σ ln β 1−α , 1 σ ln β 1−α ) two
Period-doubling bifurcation at E
is a flip bifurcation point by the following Lemma:
Proof. Let ζ n = x n − 2α σ(α−1) , η n = y n − 2α σ(α−1) , µ n = β − (1 − α) exp( 2α α−1 ), then the system (1.2) becomes
Which must satisfy that
Then we obtain
.
Then, it follows that
Since
Then system (1.2) undergoes a supercritical flip bifurcation at ( 1 σ ln
Neimark-Sacker bifurcation at E 1
In this section, we discuss the Neimark-Sacker bifurcation analysis of Eq.(1.2). For this, first we state Neimark-Sacker bifurcation theorem, which is also known as Poincare-Andronov-Hopf bifurcation theorem for maps, see[ [24] , [34] , [35] ].
be a C 4 map depending on real parameter λ satisfying the following conditions: By putting the linear part of such a map into Jordan canonical form, we may assume F to have the following form near the origin
Moreover, for all sufficiently small positive (negative) λ F has an attracting (repelling) invariant circle if a(λ 0 ) < 0 (a(λ 0 ) > 0) respectively; and a(λ 0 ) is given by the following formula:
In order to apply Theorem 3.5 we make a change of variable y n = x n − − x in (1.1). Then, transformed equation is given by
By using the substitution u n = y n−1 , v n = y n we write Eq.(3.7) in the equivalent form:
Let F be the function defined by:
Then F has the unique fixed point (0, 0). The Jacobian matrix of F is given by
At (0, 0) J F (u, v) has the form
The eigenvalues of (3.9) are µ ± (β) where
Then we have that
The eigenvalues of J F (0, 0) are µ(β 0 ) and
The eigenvectors corresponding to µ(β 0 ) and
we have
One can prove that | µ(β 0 ) | = 1,
From which follows that µ k (β 0 ) 1 for k = 1, 2, 3, 4. Substituting β = β 0 and − x into (3.10) we get
Hence, for β = β 0 system (3.10) is equilvalent to
Then system (3.10) is equivalent to its normal form
,
Other calculation gives
and
Now we have that
, (3.14) γ 02 (β 0 ) − γ 02 (β 0 ) = σ 2 α 2 (4 + 3α 4 ) 64(4 − α 2 ) (3.15) Then by using (3.12) , (3.13) , (3.14) and (3.15) we get that
One can see that
From the above analysis, we have the following Lemma:
Lemma 3.6. If 4 > α 2 , then system (1.2) undergoes a Neimark-Sacker bifurcation at its positive equilibrium E 1 when β = β 0 .
Chaos control
In this section, a feedback control methodology (that is, OGY method) is implemented to system (1.2) for controlling chaos under the influence of Hopf and period-doubling bifurcation at positive steady-state of system (1.2). Ott et al. [36] introduced a feedback control method for controlling chaos in discrete-time systems and this method is known as OGY method.
For the application of OGY method, we write system (1.2) in the following form:
x n+1 = αx n + βy n exp(−σy n ) = f (x n , y n , β), y n+1 = x n = (x n , y n , β), (4.1)
where β denotes parameter for chaos control. Suppose that β lies in a small interval, that is, β ∈ β − η,β + η such that η > 0 andβ represents nominal value for β which belongs to some chaotic region. Suppose that (x * , y * ) = 1 σ ln β 1−α , 1 σ ln β 1−α denotes an unstable fixed point for (1.2) in chaotic region which is produced under the influence of Hopf bifurcation or flip bifurcation. In this case, (4.1) is approximated in the neighborhood of (x * , y * ) = 1 σ ln β 1−α , 1 σ ln β 1−α as follows:
where
. Furthermore, the system (4.1) is controllable if the following matrix has rank 2
According to assumption for existence of positive equilibrium, we have (1 − α) ln β 1−α > 0 and this implies that rank of C is 2. Furthermore, we set [β −β] = −K x n − x * y n − y * , where K = k 1 k 2 , then system (4.2) is written as follows
In this case, the corresponding control system of (1.2) is given as follows
Moreover, the positive equilibrium point x * , y * of (4.5) is locally stable if and only if absolute values of both eigenvalues of J − BK are less than one. Moreover, the matrix J − BK is given as follows:
The characteristic equation for the matrix J − BK is given as follows
Assume that λ 1 and λ 2 represent the roots of (4.6), then it follows that
Moreover, we take λ 1 = ±1 and λ 1 λ 2 = 1. Then, the lines of marginal stability for (4.5) are computed as follows:
L 1 : k 1 + k 2 +βσ = 0, (4.9) Then, stability region for (4.5) is triangular region bounded by L 1 , L 2 and L 3 in k 1 k 2 -plane.
Numerical simulations
In order to illustrate theoretical discussion, first we take α = 0.0005, σ = 5.8 and β ∈ [2, 20]. Then, system (1.2) undergoes flip bifurcation and corresponding diagrams are depicted in Fig. 3 and Fig. 4 . Next, we choose α = 0.3, σ = 0.1 and β ∈ [5, 35] with initial conditions x 0 = y 0 = 20, then system (1.2) undergoes Neimark-Sacker bifurcation at β = 7.93987. Moreover, at (α, σ, β) = (0.3, 0.1, 7.93987) the system (1.2) has unique positive fixed point (24.2857, 24.2857) , and characteristic equation for Jacobian matrix of system (1.2) is computed as follows:
The roots of aforementioned characteristic equation are λ 1 = 0.15 − 0.988686i and λ 2 = 0.15 + 0.988686i with absolute values equal to one. Thus for these parametric values, system (1.2) undergoes Neimark-Sacker bifurcation, and bifurcation diagrams are depicted in Fig. 5 and Fig. 6 . In order to apply OGY control method to system (1.2), we take (α, σ, β) = (0.3, 0. 1, 20) . In this case system (1.2) has a unique positive unstable equilibrium point (33.5241, 33.5241) located in chaotic region. Moreover, implementation of OGY control strategy yields the following controlled system:
x n+1 = 0.3x n + 20 − k 1 (x n − 33.524) − k 2 (y n − 33.524) y n exp(−0.1y n ), y n+1 = x n .
(5.1)
The Jacobian matrix of (5.1) is computed as follows: 0.3 − 1.17334k 1 −1.64669 − 1.17334k 2 1 0 .
The characteristic equation for aforementioned Jacobian matrix is given as follows:
λ 2 − (0.3 − 1.1733425261224528k 1 )λ + 1.646685052244906 + 1.1733425261224528k 2 = 0.
Moreover, the lines of marginal stability are calculated as follows: 
