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Abstract
For the random entire functions defined by some random Dirichlet series almost surely every
horizontal line is a Julia line without exceptional values. These results contain and generalize partially
a theorem of P.L. Davies. The proofs are different.
 2004 Elsevier SAS. All rights reserved.
Résumé
Pour les fonctions entières aléatoires définies par certaines séries aléatoires de Dirichlet presque
sûrement chaque droite horizontale est une droite de Julia sans valeurs exceptionnelles. Ces résultats
contiennent et généralisent en partie un théorème de P.L. Davies. Les démonstrations sont différentes.
 2004 Elsevier SAS. All rights reserved.
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Under the guidance of his teachers George Valiron and Szolem Mandelbrojt the author
began in 1948 to study Dirichlet series and in particular the growth and the value
distribution of entire functions defined by Dirichlet series. Inspired by some classical
papers of R.E.A.C. Paley and A. Zygmund [8] he initiated the study of the growth and
the value distribution of random entire functions defined by Dirichlet–Rademacher or
Dirichlet–Steinhaus series. Examining the author’s thesis [15] Prof. G. Valiron indicated
him the important paper of J.E. Littlewood and A.C. Offord [11].
In the seventies of the last century inspired by the papers of G. Valiron [13,14]
and L. Arnold [1,2] the author extend his research to Dirichlet, Dirichlet–Rademacher,
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342 J. Yu / Bull. Sci. math. 128 (2004) 341–353Dirichlet–Steinhaus and Dirichlet–Gauss series convergent or convergent almost surely
(a.s.) only in a half-plane [16–18]. With Sun Dao-chun, Ding Xiao-qing, Tian Fan-ji and
others the related research is extended to more general random Dirichlet series and more
accurate results are obtained [4,9,10,12,22]. For example, for some random Dirichlet series
a.s. convergent only in a half-plane, if it is a.s. of order (R) ρ ∈ (0,+∞), then a.s. every
point on the axis of a.s. convergence is a Borel point of order (R) ρ+1 without exceptional
values and if it verifies a.s. some weaker condition of growth then every point on the a.s.
convergence is a Picard point without exceptional values.
For random entire functions defined by random Dirichlet series there are some better
results on functions a.s. of infinite order (R) [20,21]. This paper gives a result on some
random entire functions a.s. of zero order (R) which is general but does not contain a
theorem of P.L. Davies [3].
The books [5,6] are very enlightening and helpful in the related research.
1. Statement of the results
Let
f (s,ω) =
+∞∑
n=0
anXn(ω)e
λns, (1)
where {an} ⊂ C, 0 λn ↑ +∞, s = σ + it ,
lim
n→+∞
logn
λn
< +∞, lim
n→+∞
log |an|
λn
= −∞ (2)
and in the probability space (Ω,A,P ) (ω ∈ Ω), {Xn(ω)} is a sequence of non-degenerate,
symmetric and independent complex random variables of the same distribution and
verifying
0 <E
(∣∣Xn(ω)∣∣2)= d2 < +∞. (3)
For f (s,ω) we have the following theorem.
Theorem 1. If
lim
n→+∞
log+ log+ |an|−1
logλn
= c
c − 1 (1 < c < +∞), (4)
then almost surely (a.s.) f (s,ω) is an entire function verifying
lim
σ→+∞
log+ log+ M(σ,ω,f )
logσ
= c (5)
and a.s. every horizontal line in the s-plane is a Julia line without exceptional values of
f (s,ω), i.e., ∃A ∈A (P (A) = 1) such that ∀ω ∈ A, (5) holds and that ∀ω ∈ A, ∀t0 ⊂ R,
∀η > 0 and ∀α ⊂ C,
lim n(σ, t0, η,ω,f = α) = +∞, (6)
σ→+∞
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M(σ,ω,f ) = sup({∣∣f (σ + it,ω)∣∣: t ∈ R})
and
n(σ, t0, η,ω,f = α) = #
{
s: f (s,ω) = α, Re s  σ, | Im s − t0| < η
}
.
Theorem 1 contains a theorem on random Taylor series. Consider
g(z,ω) =
+∞∑
n=0
anxn(ω)z
n, (7)
where {an} ⊂ C,
lim
n→+∞
log |an|
n
= −∞ (8)
and {Xn(ω)} is a sequence of complex random variables as above. For g(z,ω) we have the
following theorem.
Theorem 2. If
lim
n→+∞
log+ log+ |an|−1
logn
= c
c − 1 (1 < c < +∞) (9)
then a.s. g(z,ω) is an entire function verifying
lim
r→+∞
log+ log+ M(r,ω,g)
log log r
= c (10)
and a.s. every ray from the origin in the z-plane is a Julia direction without exceptional
values of g(z,ω), i.e., ∃∀ ∈A (P (A) = 1) such that ∀ω ∈ A, (10) holds and that ∀ω ∈ A,
∀θ0 ∈ [0,2π], ∀η > 0 and ∀α ∈ C,
lim
r→+∞n(r, θ0, η,ω,g = α) = +∞, (11)
where
M(r,ω,g) = max{∣∣g(z,ω)∣∣: |z| = r}
and
n(r, θ0, η,ω,g = α) = #
{
z: g(z,ω) = α, |z| r, |argz − θ0| < η
}
.
Since for ε ∈ (0, c−12 ), (10) implies
lim
r→+∞
logM(r,ω,g)
(log r)c−2ε
= +∞ (1 < c − 2ε < c < +∞).
Theorem 2 can be applied to extensive cases to which a theorem of P.L. Davies [1]
cannot be applied. But Theorem 2 does not contain the latter.
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In order to prove Theorems 1 and 2 we need some lemmas.
Lemma 1. Under the above hypotheses on {Xn(ω)} we have:
(i) Xn(ω) = O(n) (n → +∞) a.s.;
(ii) ∃δ > 0 such that limn→+∞|Xn(ω)| > δ a.s.;
(iii) ∀{nk} ⊂ N (0 < nk ↑ +∞),∃δ′ > 0 such that limk→+∞|Xnk(ω)| > δ′ a.s.;
(iv) ∃β ∈ (0,1) such that sup{P(Xn(ω) = c): c ∈ C, n ∈ N} < β .
(i) and (ii) are stated in [12]. But (i) is not stated correctly there. (iv) can be found in [4,
20].
Lemma 2 (Paley–Zygmund). Let {Zn(ω)} be a sequence of independent complex random
variables in (Ω,A,P ) verifying
E
(
Zn(ω)
)= 0, E(∣∣Zn(ω)∣∣2)= d2 (0 < d2 < +∞) and
E
( |Zn(ω)|
d
)
= dn  c > 0.
Then ∀H ∈A, (P (H) > 0), ∃B = B(d,H) and ∃K = K(H, {Zn}) ∈ (0,+∞) such that
∀{bk} ∈ C and ∀p and ∀q verifying q > p >K ,∫
H
∣∣∣∣∣
q∑
n=p
bnZn(ω)
∣∣∣∣∣
2
P(dω)B
q∑
n=p
|bn|2d2.
The above is one of the generalizations of the Paley–Zygmund lemma which is stated
in [12] and the proof of which is similar to that of a corresponding lemma in [22]. Another
version of this well-known lemma can be found in [5,6].
The sequence {Xn(ω)} verifies evidently the hypotheses on {Zn(ω)} in Lemma 2.
Consider
F(s) =
+∞∑
n=0
ane
λns , (12)
where {an} and {λn} (0  n ↑ +∞) verify (2). Then the abscissas of convergence and of
absolute convergence of the series (12) are +∞ and F(s) is an entire function [16,20].
Lemma 3. For F(s) we have
lim
σ→+∞
log+ log+ M(σ,F )
logσ
= c ⇔ lim
n→+∞
log+ log+ |an|−1
logλn
= c
c − 1 , (13)
where M(σ,F ) = sup{|F(σ + it)|: t ∈ R} and 1 < c < +∞.
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lim
σ→+∞
log+ log+ m(σ,F )
logσ
= lim
σ→+∞
log+ log+ M(σ,F )
logσ
= c,
where m(σ,F ) = max{|an|eλnσ : n ∈ N}.
By means of the above formula the proof of this lemma is similar to the proofs of the
results on the order (R) of Dirichlet series. Compare the related proofs in [15,16,19].
Consider now some simple mappings. Let
z = φ1(s) = exp
(
π
2η
(s − it0)
)
and w = φ2(z) = z − 1
z + 1 , (14)
where t0 ∈ R and η > 0. Denote the inverse mappings by
s = Φ1(z) and z = Φ2(w)
and let w = φ(s) = φ2 ◦ φ1(s) and s = Φ(w) = Φ1 ◦ Φ2(w).
Let B(t0, η) = {s: |Im s − t0| < η}, B∗(σ, t0, η) = {s: Re s  σ } ∩B(t0, η),
H1 =
{
z: |argz| < π
2
}
, H2 =
{
z: |argz| < π
4
}
,
H ∗k (r) = {z: |z| r} ∩Hk (k = 1,2) and
D(R) = {w: |w| <R} (0 <R  1).
Then Φ(D(1)) = B(t0, η). We have the following lemma [11].
Lemma 4. For R ∈ (0,1), let
r = 1 +R
1 −R and σ =
2η
π
log r.
Then we have
B∗
(
σ + 2η
π
logk1, t0,
η
2
)
∩
{
s: Re s = σ + 2η
π
logk1
}
⊂ Φ(D(R))⊂ B∗(σ, t0, η)
(
1
4
< k1 <
1
2
)
(15)
and
π
2η
σ − log 2 < − log(1 −R) < π
2η
σ. (16)
Proof. For R ∈ (0,1),
Φ2
(
∂(R)
)={z = x + iy: (x − 1 + r2
2r
)2
+ y2 =
(
r2 − 1
2r
)2}
,
where ∂D(R) denotes the boundary of D(R). Hence
Φ2
(
D(r)
)⊂ H ∗1 (r) and Φ1(H ∗1 (r))= B∗(σ, t0, η)
and the right-hand side of the expression (15) follows.
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{
(k1r, k1r),
(
k2
r
,
k2
r
)}
,
where 1/4 < k1 < 1/2 < k2 < 3/2. Hence
Φ2
(
D(R)
)⊃ H ∗2 (k1r)∩ {z: |z| = k1r}
and
Φ1
(
H ∗2 (k1r)∩
{
z: |z| = k1r
})
= B∗
(
σ + 2η
π
logk1, t0, η
)
∩
{
s: Re s = σ + 2η
π
logk1
}
.
The proof of (15) is completed. It is easy to prove (16). 
We combine in the following lemma some known results on holomorphic functions in
the unit disc.
Lemma 5. Let G(w) be holomorphic in D(1). The following affirmations hold.
(i)
1 −R
4
log+ M(R,G) T
(
R + 1
2
,G
)
 log+ M
(
R + 1
2
,G
)
(0 <R < 1),
where M(R,G) = max{|G(w)|: |w| = R} and T (R,G) = 12π
∫ 2π
0 log
+ |G(Reiθ )|dθ .
(ii) If g1 and g2 are any two different complex numbers or g1(z) and g2(z) are any two
different holomorphic functions in D(1) verifying
T
(
R,gj (w)
)= o(T (R,G(w))) (R ↑ 1) (j = 1,2),
then
T
(
R,G(w)
)
 3
2∑
j=1
N(R,G = gj )+ O
(
log(1 −R)−1) (R ↑ 1),
or
T
(
R,G(w)
)
 3
2∑
j=1
N
(
R + 1
2
,G(w) = gj (w)
)
+ O
( 2∑
j=1
N
(
R + 1
2
, gj (w)
)
+ log(1 −R)−1
)
, (R ↑ 1),
where n(R,G(w) − gj or gj (w)) = #{w: G(w) = gj or gj (w), |w|R} and
N
(
R,G(w) = gj or gj (w)
)= gj (w) =
R∫
R0
n(u,G(w) = gj or gj (w))
u
du+ O(1),
R0 being a fixed number in (0,1).
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also be found in [10, p. 33].
3. Proof of Theorem 1
The proof is divided into the following steps.
(1) f (s,ω) is a.s. an entire function verifying (5).
It is not difficult to deduce these results from formulas of convergence and absolute
convergence abscissas of Dirichlet series [15,19], Lemma 1(i), (iii) and Lemma 3.
(2) By (1), ∃A ∈ A (P (A) = 1) such that ∀ω ∈ A, (5) holds. Now we prove that
∀A∗(⊂ A) ∈A (P (A∗) = 1) such that ∀ω ∈ A∗, ∀t0 ∈ R and ∀η > 0,
lim
σ→∞
log+ log+ M(σ, t0, η,ω,f )
logσ
,= c, (17)
where M(σ, t0, η,ω,f ) = sup{|f (σ + it,ω)|: |t − t0| < η}.
Suppose that for tj ∈ R, ηk > 0,
∃H =
{
ω: lim
σ→∞
log+ log+ M(σ, tj , ηk,ω,f )
logσ
< c
}
(⊂ A) ∈A
such that P(H) > 0. Then ∃ε ∈ (0, c − 1) and ∃H1 ⊂ H (P(H1) > 0) such that ∀ω ∈ H1,
and for σ sufficiently large,
M(σ, tj , ηk,ω,f ) < exp
(
σc−ε
)
.
By Lemma 2, ∃B and K > 0 such that ∀p and ∀q ∈ N verifying q > p >K ,
B
q∑
n=p
|an|2d2e2λnσ 
∫
H1
∣∣∣∣∣
q∑
n=p
anXn(ω)e
λns
∣∣∣∣∣
2
P(dω),
where Re s = σ and |Im s − tj | < ηk . By Lebesgue theorem,
B
+∞∑
n=p
|an|2d2e2λnσ 
∫
H1
∣∣∣∣∣
+∞∑
n=p
anXn(ω)e
λnσ
∣∣∣∣∣
2
P(dω).
Hence for ω ∈ H1, and σ sufficiently large,
|an|eλnσ  B ′ exp
(
σc−ε
)
,
where n p and B ′ is a positive constant.
We would have log |an| σc−ε − λnσ + O(1) and, by setting σ = ( λnc−ε )1/(c−ε−1),
log |an|−1 > λ
c−ε
c−ε−1
n
(
1
c − ε
) 1
c−ε−1(
1 − 1
c − ε
)
+ O(1).
Then
lim
log+ log+ |an|−1
logλ
 c − ε
c − ε − 1 >
c
c − 1 , (18)n→+∞ n
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tj ∈ R and ηk > 0, ∃Ajk (⊂ A) ∈A such that P(Ajk) = 1, where
Ajk =
{
ω ∈ A: lim
σ→+∞
log+ log+ M(σ, tj , ηk,ω,f )
logσ
= c
}
. (17′)
Let {tj } be a sequence of all rational numbers in R and ηk ↓ 0. Then for every
pair (j, k),∃Ajk verifying (17′) and P(Ajk) = 1. Let A∗ = ⋂+∞n=0⋂nj+k=0 Ajk . Then
P(A∗) = 1 and ∀ω ∈ A∗, ∀t0 ∈ R and ∀η > 0, (17) holds.
(3) If {sm}(⊂ C) verifies
mh Re sm = σm  (m+ 1)h (m ∈ N, h > 1),
then
lim
m→+∞
log+ log+ |f (sm,ω)|
logσm
= c a.s.
We shall prove that P(J ) = 0, where
J =
{
ω ∈ A∗: lim
m→+∞
log+ log+ |f (sm,ω)|
logσm
< c
}
.
Suppose that P(J ) > 0. Then ∃ε ∈ (0, c − 1) and ∃Mk > 0 such that P(J1) > 0, where
J1 =
{
ω ∈ J : ∀m >Mk,
∣∣∣∣∣
+∞∑
n=0
anXn(ω)e
λnσm
∣∣∣∣∣< exp(σc−εm )
}
.
By Lemma 2 we would obtain, for some p ∈ N,
+∞∑
n=p
|an|d2e2λnσm K
∫
J1
∣∣∣∣∣
+∞∑
n=p
anXn(ω)e
λnσm
∣∣∣∣∣
2
P(dω) < K ′ exp
(
2σc−εm
)
,
where K and K ′ are positive constants. Hence, for n p,
|an|deλnσm <
√
K ′ exp
(
σc−εm
)
and
log |an| < −λnσm + σc−εm +K ′′,
where K ′′ is a positive constant.
Choose m = mn and σmn such that
mhn 
(
λ
c − σ
) 1
c−ε−1
 (mn + 1)h and mhn  σmn  (mn + 1)h.
Then (
mn
m + 1
)h(
λn
c − ε
) 1
c−ε−1
 σmn 
(
mn + 1
m
)h(
λn
c − ε
) 1
c−ε−1
.n n
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log |an| < λ c−εc−ε−1
(
1
c − ε
) 1
c−ε−1 [−( mn
mn + 1
)h
+
(
mn + 1
mn
)h(c−ε) 1
c − ε
]
.
For n sufficiently large, the expression in the right-hand side of the last inequality would
be negative and consequently
lim
n→+∞
log+ log+ |an|−1
logλn
= c − ε
c − ε − 1 >
c
c − 1 ,
which is contrary to (7). Hence P(J ) = 0.
(4) Consider the mappings given in (14). Their composed inverse mapping Φ = Φ1 ◦Φ2
maps the unit disc D(1) in the w-plane into the strip B(t0, η) in the s-plane. The above
mapping transforms (1) into a holomorphic function in D(1):
ψ(w,ω) =
+∞∑
n=0
anXn(ω) exp
(
λnΦ(w)
)
.
By Lemma 4, for ω ∈ A∗, 0 <R < 1, r = 1+R1−R and for σ = 2ηπ log r sufficiently large
log+ log+ M(σ + 2η
π
) logk1, t0, η2 ,ω,f )
log πσ2η
 log
+ log+ M(R,ω,ψ)
log log 11−R
 log
+ log+ M(σ, t0, η,ω,f )
log(πσ2η − log 2)
.
Hence by (18) and by Lemma 5(i),
lim
R→1
log+ log+ M(R,ω,ψ)
log log 11−R
= c > 1 and lim
R→1
log+ T (R,ω,ψ)
log log 11−R
 c.
We shall prove P(V ) = 0, where
V =
{
ω ∈ A∗ − J : lim
R→1
log+ T (R,ω,ψ)
log log 11−R
< c
}
.
Suppose that P(V ) > 0. Then ∃ε ∈ (0, c−12 ) and ∃R∗ ∈ (0,1) such that P(V1) > 0,
where
V1 =
{
ω ∈ V : T (R,ω,ψ) <
(
log
1
1 −R
)c−2ε
,1 >R >R∗
}
.
Then for ω ∈ V1, and 1 >R >R∗,
1
2π
π/4∫
π/4
log+
∣∣ψ(Reiθ ,ω)∣∣dθ < (log 1
1 −R
)c−2ε
.
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∑+∞
n=1
1
n2
, and
consider
An(θ,ω) =
{
(θ,ω): θ ∈
[
−π
4
,
π
4
]
,ω ∈ V1,
∣∣ψ(Rneiθ ,ω)∣∣> exp
((
log
1
1 −Rn
)c−ε)}
.
Then for a fixed ω ∈ V1, mAn(θ,ω) < 14 (log 11−Rn )−ε and
m
(⋃
n
An(θ,ω)
)

∑
n
mAn(θ,ω) <
1
4
∑
n
(
log
1
1 −Rn
)−ε
<
1
4
∑
n
π
ν
· 1
n2
<
π
4
,
where m denotes the Lebesgue measure on [−π4 , π4 ].
Let B(θ,ω) = [−π4 , π4 ] × V1 −
⋃
n An(θ,ω). Then
(m× P)B(θ,ω) 1
2
πP(V1)− 14πP(V1) =
1
4
πP(V1) > 0. (19)
On the other hand, if ∀θ ∈ [−π4 , π4 ], P (B(θ,ω)) < 12P(V1) , we would have
(m× P)B(θ,ω) =
π
4∫
π
4
dθ
∫
V1
1B(θ,ω)P (dω) <
1
2
πP(V1)
which is contrary to (19). Hence ∃θ0 ∈ [−π4 , π4 ] such that P(B(θ0,ω)) 12P(V1) > 0, i.e.,
P
({
ω ∈ V1:
∣∣ψ(Rneiθ0,ω)∣∣ exp
((
log
1
1 −Rn
)c−ε)
, n ∈ N
})
> 0.
Applying the mappings in (14), we obtain
Sn = Φ
(
Rne
iθ0
)
(Re sn = σn)
and (
ν
π
)1/ε
n2/ε = log 1
1 −Rn + O(1) = O(1)
(
σn + O(1)
)
(n → ∞).
Hence for ω ∈ V1,
lim
n→+∞
log+ log+ |f (sn,ω)|
logσn
 c − ε,
which is contrary to the result in (3). Hence P(V ) = 0 and ∀ω ∈ A∗ −J −V (P(A∗ −J −
V ) = 1).
lim
R→1
logT (R,ω,ψ)
log log 11−R
= c and lim
R→1
T (R,ω,ψ)
log 11−R
= +∞.
Consequently ∀ω ∈ A∗ − J − V and ∀α ∈ C, except perhaps for an exceptional value,
lim
R→1
N(R,ω,ψ = α)
log 1
= +∞.
1−R
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be as in (1) and {cj }+∞j=M+1 ⊂ C such that
lim
n→+∞
log+ log+ |ancn|−1
logλn
= c
c − 1 . (20)
Then by Lemmas 3(i) and 4, as in the above proof,
GM(w) =
+∞∑
n=M+1
ancn exp
(
λnΦ(w)
) (21)
is holomorphic in D(1). Choose {cn} such that we have not only (21) but also
lim
R→1
T (R,GM)
log 11−R
= +∞. (22)
By (4), this is possible.
We prove that there exist at most a number (c0, c1, . . . , cM) ∈ CM+1 and a number or
α ∈ C such that
lim
R→1
N(R,G∗(w, c) = α)
log 11−R
< +∞ (23)
since by (23)
lim
R→1
T (R,G∗(w, c))
log 11−R
< +∞, (24)
where
G∗(w, c) =
M∑
n=0
ancn exp
(
λnΦ(w)
)+GM(w), (25)
and c = (c0, c1, . . . , cM, cM+1, cM+2, . . .) ∈ C∞.
Prove now the case λ0 > 0 and the case λ0 = 0 can be deduced. In fact, if (23) holds,
we cannot find a point (c′0, c′1, . . . , c′M,α′) = (c0, c1, . . . , cM,α) in CM+1 such that we
would have (23′)–(25′) obtained from (23)–(25) by replacing c0, c1, . . . , cM and α by
c′0, c′1, . . . , c′M and α′. Otherwise, there would exist two different holomorphic functions
in D(1)
g1(w) = α −
M∑
n=0
ancn exp
(
λnΦ(w)
)
and g2(w) = α′ −
M∑
n=0
anc
′
n exp
(
λnΦ(w)
)
such that
lim
R→1
N(R,GM = gj )
log 11−R
< +∞ (j = 1,2),
which is contrary to Lemma 5(ii).
Let E∞ = {c ∈ C∞: G∗(w, c) verifies (20), (24) and (23)} and E∞,M = {(cM+1, cM+2,
. . .): c ∈ E∞ ⊂ C∞}.
352 J. Yu / Bull. Sci. math. 128 (2004) 341–353(6) Calculate the probability of the event
S =
{
ω ∈ A∗ − J − V : ∃α ∈ C such that lim
R→1
N(R,ψ(w,ω) = α)
log 11−R
< +∞
}
.
Let S∞ = {(X0(ω),X1(ω), . . .): ω ∈ S} ⊂ E∞.
Consider the probability space (C,Bn,µn) generated by the random variables Xn(ω)
and let
µ∞ =
+∞∏
n=0
µn, µ˜M =
M∏
n=0
µn, µ∞,M =
+∞∏
n=M+1
µn,
z = (z0, z1, . . .), z˜M = (z0, z1, . . . , zM) and z∞,M = (zM+1, zM+2, . . .).
We have, by Lemma 1(iv),
P(S) =
∫
Ω
1SP (dω) =
∫
C∞
1S∞µ∞(dz)
∫
C∞
1E∞µ∞(dz)
=
∫
E∞,M
µ∞,M(dz∞,M)
∫
CM+1
1{z0=c0,...,zM=cM }µ(dz˜M)
=
∫
E∞,M
M∏
n=0
P
({
Xn(ω) = cn
})
µ∞,M(dz∞,M) < βM+1.
Let M ↑ +∞. We obtain P(S) = 0, i.e., ∀ω ∈ A∗ − J − V (P(A∗ − J − V − S) = 1) and
∀α ∈ C,
lim
R→1
N(R,ψ(w,ω) = α)
log 11−R
= +∞
and consequently
lim
R→1n
(
R,ψ(w,ω) = α)= +∞
and (6) hold for a fixed pair (t0, η).
Now we complete the proof of Theorem 1. As in (2), for each pair (tj , ηk) we can obtain
the sets Vjk and Sjk as we obtain V and S in (4) and in (6) and construct an event A∗∗ =⋂+∞
n=0
⋂n
j+k=0(Ajk − J − Vjk − Sjk). Then P(A∗∗) = 1 and ∀ω ∈ A∗∗, {s: Im s = t0} is a
Julia line without exceptional values of f (s,ω). Here A in Theorem 1 is replaced by A∗∗.
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