We study coherent quantum phase-slips which lift the ground state degeneracy in a Josephson junction ring, pierced by a magnetic flux of the magnitude equal to half of a flux quantum. The quantum phase-slip amplitude is sensitive to the normal mode structure of superconducting phase oscillations in the ring (Mooij-Schön modes). These, in turn, are affected by spatial inhomogeneities in the ring. We analyze the case of weak periodic modulations of the system parameters and calculate the corresponding modification of the quantum phase-slip amplitude.
I. INTRODUCTION
Peculiarities of superconductivity in one-dimensional systems attracted interest of the scientific community long ago [1] [2] [3] [4] [5] . Since then, an important role played by phase-slips has been realized [6] . A quantum phaseslip (QPS) is a sudden change of the superconducting phase difference along a one-dimensional superconductor by 2π via quantum-mechanical tunneling. Presently, one-dimensional superconductivity can be realized in Josephson junction (JJ) chains or thin metallic wires (see Refs. [7] and [8] for respective reviews). In a good superconductor the QPSs have low probability, but they can give rise to qualitatively new effects, such as small but finite dc resistance of the superconductor at low temperatures [9] [10] [11] [12] [13] , or system coupling to external charges [14] [15] [16] [17] [18] . If the QPSs become frequent enough, they can turn the system into an insulator [19] [20] [21] [22] . One distinguishes between incoherent QPSs, which are accompanied by energy dissipation, and coherent QPSs, which only shift the system energy levels. Both incoherent [9, [11] [12] [13] [23] [24] [25] [26] and coherent [17, [27] [28] [29] QPSs have been observed experimentally. On the one hand, QPSs are of fundamental interest as they manifest the quantum behavior of a macroscopic collective degree of freedom (the superconducting phase). On the other, new devices based on coherent QPSs have been proposed [30] [31] [32] [33] .
When phase tunneling in a JJ chain is described quasiclassically [15, 34] , the amplitude of a single QPS is proportional to e −SQPS , where S QPS 1 is the action on the classical imaginary-time trajectory corresponding to the QPS (we set = 1 throughout the paper). This classical trajectory involves phase winding by 2π on one † Deceased 15 May 2017.
of the junctions, accompanied by phase readjustment to the slipped configuration in the rest of the chain. This readjustment is governed by the gapless Mooij-Schön modes [35] [36] [37] [38] [39] [40] , which play the role of the environment for the QPS. This environment contribution diverges logarithmically with the chain length L and gives rise to the logarithmic interaction between phase-slips in multi-QPS configurations [19] [20] [21] .
Here we study spatially inhomogeneous JJ chains. One can distinguish two types of inhomogeneities. One type correponds to inhomogeneous charge distribution along the system (which may be due to extrinsic static charges, inhomogeneous external potentials, electron density modulations, etc.); this results in different phases of the QPS amplitudes at different junctions due to Aharonov-Casher effect [14, 15] , but does not change S QPS . Random inhomogeneities of this kind were the primary interest in Ref. [41] . The second type is an inhomogeneity of the island or junction sizes along the chain, which is our main interest in this paper. An extreme case is when one junction is much smaller than all the rest, so the QPS is pinned to this junction; this situation was analyzed in Refs. [42, 43] . However, the environment part of the action is not affected in this situation, and we are not aware of any calculation of S QPS in a spatially inhomogeneous system.
Obviously, the Mooij-Schön modes are affected by spatial modulations. In the disordered case, they are all localized [44] . The effect of periodic spatial modulations on the Debye-Waller factor of Mooij-Schön modes has been studied in Ref. [45] . Here we analyze the QPS action in a JJ chain whose parameters have a weak periodic spatial modulation. We calculate the correction to S QPS due to the modulation, and find that it has the same form as the main term, but the logarithmic divergence is cut off at the modulation period rather than the system length. The case of random modulations will be the subject of a future study. As a by-product of our calculation, we ob-tain a more precise expression for S QPS in a homogeneous JJ chain than the one given in Ref. [34] .
Although here we focus on JJ chains, their lowfrequency properties are quite similar to those of thin superconducting wires (in fact, it was a weak link in a superconducting wire that was studied in Refs. [42, 43, 45] ). The logarithmic part of the QPS action is determined by the Mooij-Schön modes with low frequencies and is the same for wires and JJ chains. Our results are applicable to spatially modulated wires as well.
This paper is organized as follows. In Sec. II we specify the model, briefly review the previously known facts about spatially homogeneous JJ chains, and summarize our results for the periodically modulated system. In Sec. III we derive the general expressions for the QPS action in a spatially inhomogeneous system. The specific case of the periodic modulation is addressed in Sec. IV. In Sec. V we discuss applicability of our results to superconducting wires. In Sec. VI we give our conclusions. In Appendix A we give a calculation of the QPS amplitude in homogeneous JJ chains.
II. MODEL, QUALITATIVE DISCUSSION, AND SUMMARY OF RESULTS

A. Phase action for Josephson junction chains
The model system is implemented as a chain of Josephson junctions between neighboring superconducting islands. Then, the dynamical variables are the phases φ n , where the integer n labels the islands. We assume that the chain of N + 1 junctions is closed in a ring, pierced by a magnetic flux (Fig. 1) . Then, the island n = 0 is identified with the island n = N + 1, so that φ 0 = φ N +1 , which corresponds to periodic boundary conditions.
Since we are going to study quantum tunnelling of the superconducting phase φ in the quasiclassical limit, it is natural to pass to imaginary time τ and describe the system by its zero-temperature Euclidean action, which can be written as [7] 
whereφ n ≡ ∂φ n /∂τ . Here E J and C are the Josephson energy and the capacitance of the junction between two neighbouring islands, while C g is the capacitance between an island and a nearby ground plane; Φ is the magnetic flux in units of the superconducting flux quantum divided by 2π (one flux quantum piercing the ring corresponds to Φ = 2π). Typically, C C g [39, 40] . We also assume E J e 2 /C. In principle, the phase can slip on any of the N junctions; QPSs at different junctions contribute to the same quantum transition (i. e., with the same initial and final states), so their amplitudes should be added up coherently [14, 15] . Let us choose one of the junctions and study the corresponding amplitude. It is also convenient to number the junctions so that the slipping junction is the one between the islands n = N and n = 0, which we will call "boundary". Then, it is convenient to perform a gauge transformation,
which corresponds to twisted boundary conditions, φ N +1 = φ 0 + Φ. Then the flux disappears from all cosine terms in Eq. (1), except the last one, which becomes −E J cos(φ N − φ 0 − Φ). The coefficients C g , C, E J in Eq. (1) need not be the same for all junctions and islands. It is possible to fabricate Josephson junction chains with different parameters for different junctions; in principle, an arbitrary spatial pattern can be produced. One example is when one of the junctions is much smaller than the rest, then the QPS amplitude on this junction dominates over the rest [27, 46, 47] . To describe this situation, we introduce the explicit notationsC andẼ J for the capacitance and the Josephson energy of the boundary junction between n = N and n = 0. We will analyze the general situation when the relation betweenC,Ẽ J and C, E J can be arbitrary, including also the special caseC C,Ẽ J E J . While allowing one junction in the chain to be strongly different from others, for the rest of the junctions we assume spatial modulations of the parameters to be smooth on the length scale of the island size a, which plays the role of the lattice constant. Then it is convenient to pass to the continuum limit for the rest of the junctions, treating the bulk of the ring and the boundary junction separately (Fig. 2) . Namely, we take the limit na → x, φ n → φ(x), φ n+1 − φ n → a(∂φ/∂x), n → dx/a, N a = L, and the action can be written as
Here we denoted e c = a(2e)
Here s a represents the screening length for the electrostatic Coulomb interaction between charges on different islands. While the lattice action (1) describes the Josephson junction chain down to the shortest length scale, the island size a, action (3) is coarse-grained. Still, it turns out to be well-behaved at short distances due to the second term in L with the mixed derivatives; no extrinsic ultraviolet cutoff will be needed in the theory. We only assume that the coefficients 1/e c , 2 s /e c , e l smoothly depend on x. It is convenient to characterize the chain by its lowfrequency impedance in the units of superconducting conductance quantum (2e) 2 /(π ) (we momentarily restore ), or its inverse, the dimensionless admittance:
In the following we assume g 1, otherwise the chain would be in the insulating rather then the superconducting state [19] [20] [21] . 
B. Normal modes
To deal with the slow phase dynamics described by the quadratic Lagrangian density (4), it is convenient to decompose the phase field φ(x) into the normal modes. Namely, we write down the Euler-Lagrange equations of motion and look for the solutions in the form φ(x, τ ) = Ψ(x) e ±ωτ (since τ is the imaginary time). This gives the following equation for the normal mode wave functions:
with the Dirichlet boundary conditions, Ψ(0) = Ψ(L) = 0 at x = 0, L, as will be discussed in detail in Sec. III A. For a spatially homogeneous chain, the solutions are plane waves, Ψ(x) ∝ sin kx, for which Eq. (6) gives the dispersion relation [39, 40] :
where ω p = √ e c e l / s is the plasma frequency of a single junction in the chain. At small |k| 1/ s the dispersion is linear, ω ≈ v p |k|, characterized by the plasma velocity v p = √ e c e l [37] . In the limit L → ∞, modes with frequencies ω ω p effectively form an Ohmic bath. In the following, much of the effort in calculating the QPS amplitude for a modulated JJ chain will be dedicated to solving Eq. (6) with space-dependent coefficients which describes the modification of the bath properties by the spatial modulation.
C. Classical phase configurations
For each value of Φ, there is a single static classical phase configuration, minimizing the potential energy. The exception is for Φ being an odd multiple of π, when there are two configurations with equal potential energies. Quantum tunnelling between these degenerate configurations is the main subject of our study. As the de-pendence of action (3) on Φ is periodic, we can focus on Φ = π without loss of generality.
Let us find the classical phase configurations taking into account the spatial dependence e l (x). Minimization of the bulk action leads to the equation
which is nothing but the current conservation. Its solution contains two integration constants, φ 0 and ϑ:
The constant ϑ should be found by minimizing the total potential energy including the boundary term [42] :
At this point it is convenient to introduce the length scale
As the integral in the denominator is proportional to L, the scale J does not depend on the chain length. For a spatially homogeneous chain, J /a is the number of chain junctions which has the same Josephson inductance as that corresponding toẼ J . If all E J =Ẽ J , then J = a; for E J Ẽ J , one has J a. For a spatially inhomogeneous chain, it is the spatial average of the inductance that enters. Then, Eq. (10) can be written as [42] 
We assume L J , then ϑ ≈ Φ + 2πm with any integer m gives a local minimum (half-integer values of m give local maxima) with the potential energy (Φ + 2πm) 2Ẽ J J /(2L). If Φ = π, then the two configurations with ϑ = π and ϑ = −π have the same energies.
The observable quantities are flux-dependent ground state energy E 0 (Φ), or the persistent current I 0 (Φ) ∝ ∂E 0 /∂Φ. In the zero approximation, one can associate E 0 (Φ) with the static potential energy, discussed above. Then, I 0 (Φ) has a discontinuous sawtooth-like dependence on Φ, as schemetically shown on Fig. 4 . Quantum tunneling results in energy splitting between the degenerate configurations when Φ is close to an odd multiple of π, which is measurable [28] . Also, the sawtooth in I 0 (Φ) is smoothened. A spatial modulation of the chain parameters modifies the quantum tunneling amplitude, together with the energy splitting and the smoothening of the sawtooth in I 0 (Φ).
The second integration constant φ 0 cannot be found from energetic considerations, as the energy does not depend on the global phase. This does not mean, however, that φ 0 can be simply dropped from the consideration. Because of the degeneracy with respect to φ 0 , each of the found energy minima is a circle rather than a point in the configuration space. The system eigenstates can be classified by the conjugate variable, which is the conserved total charge (the number of Cooper pairs). To estimate the tunnel splitting in the sector with zero excess charge, we can assume that the system starts from some point on the ϑ = π circle, which can be taken φ 0 = 0 without loss of generality, and then sum the amplitudes of tunnelling towards different points of the ϑ = −π circle. For a spatially homogeneous chain, symmetry considerations fix the dominant destination at ϑ = −π to be φ 0 = π [42] . In the inhomogeneous case, it should be determined by the classical trajectory, as given by Eq. (27a).
D. The QPS trajectory
The main contribution to the tunnelling amplitude comes from the vicinity of the classical imaginary-time trajectory, connecting the two minima, which satisfies the Lagrange equations of motion in the imaginary time. Following the discussion of Ref. [42] for a spatially homogeneous ring, we schematically show the corresponding configuration space trajectory φ(x, τ ) in Fig. 5 .
The trajectory consists of several stages. (i) Slow flattening of the phase profile in the whole chain on the time scales which are linked to the spatial scales as τ ∼ x/v p , except the vicinity of theẼ J junction. This vicinity is characterized by a certain length scale * to be deter-
A schematic representation of the classical trajectory φ(x, τ ) going from the static configuration with ϑ = π (solid line on upper panel) to ϑ = −π (solid line on the lower panel) for a spatially homogeneous ring. Straight arrows correspond to the slow adjustment of the phase in the whole ring, the round arrows show the fast flip of the phase in the vicinity of theẼJ junction. In a ring with spatially modulated parameters, some modulation will also be superimposed on φ(x, τ ). In Secs. II A-II D we introduced several energy and length scales. Here we summarize what is known about QPSs in spatially homogeneous JJ chains for different relations between these scales [15, 34, 42, 43] . For completeness, we give the calculation details in Appendix A.
ForẼ J E J one can imagine two limiting cases:
The former case automatically applies if theẼ J junction is the same as the rest of the chain. The caseẼ J ω p can be realized ifẼ J is
In this case, the normal modes with ω Ẽ J remain in the ground state when a Cooper pair tunnels through theẼ J junction; the overlap between the ground states before and after the tunnelling renormalizes the tunnelling amplitudeẼ J [42, 43] . The effect of a spatial modulation of the chain parameters on this renormalization was studied in Ref. [45] and will not be considered here. In the following, we assume ω p Ẽ J .
The matrix element W for a QPS on theẼ J junction
where S fast and S env are the actions along the classical instanton trajectory corresponding to the fast motion in the vicinity of the QPS center and the Ohmic environment part, respectively, as discussed in Sec. II D. The prefactor A is due to Gaussian integration over the fluctuations around the classical trajectory. These quantities have somewhat different form, depending on the relation between various length scales of the problem. Besides the chain length L, assumed to be the largest scale, we have the screening length s , defined in Sec. II A, as well as J = e l /Ẽ J , defined in Sec. II C. It is convenient to introduce one more length scale,
The Ohmic environment contribution is given by
The cutoff scale * determines the non-Ohmic vicinity of theẼ J junction. Eq. (15) was obtained in Refs. [42, 43] and in Ref. [34] for the cases * ∼ J and * ∼ s , respectively. The fast non-Ohmic part of action can be evaluated in two limits:
where Υ(z) is bounded, 1.5 < Υ(z) < 2. The practically important case when theẼ J junction is identical to all others, corresponds to J c = 2 s / J , Υ(1) = 1.74126 . . .. In the mentioned limiting cases, it is also possible to evaluate the prefactor A:
The first term in Eq. (16b) can be rewritten as
, similar to Refs. [15, 34] . To the best of our knowledge, the numerical constant in Eq. (16a) and the Υ term in Eq. (16b) have not been reported in the literature before.
F. Summary of our results for modulated JJ chains
We consider a JJ chain whose parameters e l (x), e c (x), 2 s (x) have a weak spatial modulation, for simplicity chosen to be periodic with period L/m. We assume m 1 to be integer, so that there is no discontinuity of the modulation at theẼ J junction. We calculate the correction δS to the QPS action S QPS to linear order in the modulation amplitude. We consider several cases, when all three parameters are modulated, or only one or two of them are modulated while the rest remain constant, as discussed in more detail in Sec. IV A.
For all these cases our main result can be expressed as
Here g 0 is the dimensionless admittance of the homogeneous chain, and δg = π e l (0)/e c (0) − g 0 is the change in the local value of the admittance at the phase-slip position due to the parameter modulation. Different modulation types (when only e l or e c is modulated, or both of them) correspond to different δg, and it is this δg that enters Eq. (18) . The O(1) term depends on the modulation type, it is calculated numerically in Sec. IV. The logarithmic term has the same form as Eq. (15), but the logarithm is cut off at the modulation period instead of the chain length. Eq. (18) is valid when L/m * ; otherwise, the expression in the square brackets is small. The general picture is that the QPS action is sensitive to modes whose wavelength is ∼ * or larger; on the other hand, modes with the wavelength larger than modulation period are not affected by the modulation since it effectively averages out. For this reason, the long-distance cutoff of the main logarithmic term in Eq. (15) is not modified, and the coefficient is determined by the spatial average of g. This also implies that the modulation does not affect the long-distance physics of the superconductor-insulator transition in the thermodynamic limit, although the transition point may be shifted.
We have also calculated the linear correction to the first term in Eq. (16b), important in the limit J c .
If the modulation period L/m s , the correction corresponds to setting the capacitances C and C g to their local values at the QPS location. If the period is short, L/m s , the modulation is averaged out and the action is determined by the spatial average of the capacitances.
III. SPATIALLY MODULATED JJ CHAIN: GENERAL RELATIONS
A. Change of variables and elimination of harmonic modes
Let us perform a change of variables in action (3), similarly to Ref. [34] : (19) where we denoted
and Ψ α (x) are the eigenfunctions of Eq. (6). Since φ 0 (τ ) and ϑ(τ ) take care of the uniform phase shift and the phase jump between x = 0 and x = L, respectively, Ψ α (x) can be chosen to satisfy the Dirichlet boundary conditions, Ψ α (0) = Ψ α (L) = 0. They are orthogonal,
with the scalar product of two arbitrary functions f 1 (x) and f 2 (x) defined as
(22) The constant offset in Eq. (20a) is chosen specifically to yield (1, X) = 0. Using the relations
we rewrite action (3) in the new variables (we also set Φ = π explicitly and add a constant for the instanton action to be finite):
At
with the kernel K most easily expressed in the Fourier space:
where the Green's functions are defined as
for arbitrary f 1 (x), f 2 (x). (Note that the second line is not necessarily zero: while the functions Ψ α (x) form a complete set in the space of functions with Dirichlet boundary conditions, both 1 and X(x) do not belong to this space.) If the solution of Eq. (24) is found, the eliminated variables φ 0 and φ α>0 can be found from
The same kernel K(τ − τ ) determines the action for ϑ obtained upon integration over all other modes:
The kernel K(ω) can also be related to the chain impedance Z(ω) at complex frequencies [43] :
For a spatially homogeneous chain, K(ω) can be calculated exactly. Leaving the details for Appendix A, here we give its low-and high-frequency asymptotics:
where the length scale c = s /2 + e c /Ẽ c was introduced in Sec. II E. The classical trajectory ϑ cl (ω) can be found explicitly in the two limiting cases J c and J c , and the action S cl along this trajectory can be evaluated (see Appendix A for details).
B. Linear response to a modulation
In the following, we will assume the spatial modulation of the chain parametrs to be weak, and focus on the linear correction δS cl to the classical action S cl . The modulation results in a linear correction δK(τ − τ ) to the kernel for a homogeneous JJ chain, which, in turn, produces a correction δϑ cl (τ ) to the classical trajectory. Note, however, that the classical trajectory was found from the condition δS/δϑ = 0, so the correction to the action can be evaluated on the zero-approximation classical trajectory, which is most conveniently done in the Fourier space:
When calculating the correction δK(ω) to the linear order in modulations, one can ignore the last term in Eq. (25) . Indeed, the homogeneous chain is symmetric with respect to x → L − x, so 1 and X(x) have different parity, and G 1X (ω) = 0. A modulation breaking this symmetry will produce G 1X (ω), linear in the modulation, so the last term in Eq. (25) is quadratic. First, in the limit J c , the classical trajectory is given by (see Appendix A for details)
As 1/τ 1 v p / c , only the low-frequency asymptotics of K(ω) is needed to calculate the classical action. It is determined by the low-frequency modes which can be found from Eq. (6) without the second term, s → 0.
For J c , the classical trajectory is given by
As 1/τ 2 v p / c , the high-frequency asymptotics of K(ω) should be taken into account. It is convenient to separate the two contributions as
where K low (ω) corresponds to the first line in Eq. (26) for G XX and remains finite at ω → ∞. In the correction to S env from K low (ω), the integral converges at frequencies ω ∼ min{ω p , 1/τ 2 }. Thus, in both limits the correction to the logarithmic term in S env can be calculated as
where the functions F 1,2 (z) are defined as
The coefficient K 2 in Eq. (34) determines the action S fast for c J ; its general expression is
Then, δS fast = 4 δK 2 /τ 2 .
IV. PERIODICALLY MODULATED JJ CHAIN A. Physical mechanisms for the modulation
Here we apply the general scheme, outlined in the previous section, to the simplest case of a weak periodic modulation of the chain parameters. We assume the modulation period, L/m, to be an integer fraction of the chain length L (that is, m 1 is integer). This introduces no discontinuity of the JJ chain parameters at the QPS location. Thus, the modulation is assumed to have a profile
where t 1 is the relative modulation amplitude, k 2m ≡ 2πm/L, and x 0 parametrizes the relative QPS position with respect to the modulation. One can consider different modulations, depending on their physical implementation.
When fabricating JJ chains, one can control the area of each junction. While the Josephson energy E J and the capacitance C between the islands are both proportional to the junction area, the capacitance of each island to the ground is controlled by the island area. Assuming the junction areas to be modulated and the island areas to remain constant, we arrive at the following spatial pattern of the coefficients in action (3):
(39a) Another possible way to modulate the parameters is to vary the island areas. In this case, the ground capacitance C g of each island is modulated, while E J an C remain constant. This corresponds to
µ(x) , e l (x) = e l0 . (39b)
Finally, each Josephson junction can be implemented as a superconducting quantum interference device (SQUID). In a magnetic field, the corresponding Josephson energy of each SQUID is sensitive to the SQUID loop area. This enables one to modulate E J independently of C; this may lead to qualitatively different effects from the previous cases [48] . Thus, we consider the profile
Below we will analyze these cases separately, closely following the approach of Ref. [45] .
B. Junction area modulation
We start with the case of modulation (39a). First, we calculate the correction to the classical configuration:
. (40) Then, we find the normal mode wave functions Ψ α (x) and frequencies ω α from the modulated wave equation,
where κ(ω) denotes the inverse of the dispersion (7):
For t = 0 this gives the homogeneous result Ψ α (x) = 2/(1 + k 2 2 s0 ) sin k α x with κ(ω α ) = k α = πα/L. First, we use perturbation theory in t 1, seeking the wave function in the form
The perturbation theory gives
and the correction to ω α is O(t 2 ).
However, the perturbative expression (43) is not always valid. By a direct check, we see that the corrections are small when two conditions are fulfilled:
The first condition breaks down in the relatively narrow interval of α, where the gap in the frequency spectrum opens up. The resulting modification of a relatively small number of terms in the α sum in Eq. (35), those with |α − m| ∼ tm, leads to a small correction to the L/m factor inside the logarithm in Eq. (18) . This correction is beyond our precision. For large α, the second condition (46) breaks down. Then, instead of doing perturbation theory, one can construct Ψ α (x) using the WKB approximation:
The frequency ω α is determined by the boundary condition for Ψ α (x), that is, s(L) = πα. This results in a small relative correction O(t 2 ) to the frequency and determines the normalization factor in Eq. (47a). Although the relative difference between s(x) and its zero-approximation value k α x is small, the absolute difference may become of the order of one, and then sin s(x) − sin k α x ∼ 1 as well. This is the reason of the perturbation theory breakdown at large α. Note, however, that the perturbation theory is valid at α m/t, while the WKB approximation is valid at α m, so their regions of validity overlap. Now we evaluate the overlap (X, Ψ α ) writing it as Note that e is(x) is fast oscillating, while the rest of the integrand is smooth, due to the condition k α k 2m . Thus, we introduce the complex variable z such that x = Re z, and deform the contour into the upper complex half-plane, as shown in Fig. 6 . The contour can be moved up to the branching points of s(z), located at
The integral over the horizontal part of the contour near the branching points is suppressed as t α/(2m) ; the branching points determine the small reflection probability from a weak smooth potential, which in the present case of a periodic modulation leads to opening of small gaps at high frequencies. This effect is beyond our precision, so the contribution of interest comes from the steepest descent in the positive imaginary direction from the points x = 0 and x = L. To linear order in 1/k α this gives
This coincides with Eq. (45) in the limit α m. The reason for this coincidence is that even though the WKB wave function differs significantly from the perturbative one in the bulk of the chain, the overlap integral is dominated by the vicinities of x = 0, L, where the phase accumulated in s(x) is still small on the absolute scale.
Thus, Eq. (45) can be used for all α. Substituting it into Eq. (35) and neglecting O(t 2 ) terms, we obtain
The sum can be replaced by the integral which should be understood as the principal value (the contribution of the term with α = 2m has relative smallness ∼ 1/m). The last factor cuts off the integral at k α ∼ 1/ * . At k m * 1 the integral is logarithmic, where the small k cutoff is determined by the first factor. In this case it is convenient to rewrite it as
where we used the fact that the integral of k/(
if k m * 1; at k m * 1, the correction is suppressed as ∼ 1/(k m * ) or 1/(k m * ) 2 , depending on the limiting case.Υ is a number of the order of unity, evaluated numerically. In the limit J c , we obtaiñ Υ = ln 4 − γ ≈ 0.809 . . . within our numerical precision (γ = 0.577 . . . is the Euler-Mascheroni constant). Finally, to find the correction to the high-frequency asymptotics of the kernel K(ω), determined by Eq. (37), we directly evaluate
For k m s0 1, this correction corresponds precisely to the local value of s , and thus of 1, the correction is suppressed, as the modulation is effectively averaged out on the length s0 , as discussed in Sec. II F.
C. Island area modulation
For modulation (39b), Eq. (20a) gives
The wave functions Ψ α are found from the wave equation
The perturbative expression for Ψ α (x) is again Eq. (43), with coefficients obtained from Eqs. (44) by replacing k α±2m → k α in the numerators and inverting the overall sign. The WKB wave function is given by the same expression (47a), but instead of Eq. (47b), the phase s(x) is given by
The final result for (X, Ψ α ) turns out to be exactly the same as for the case of the junction area modulation, Eq. (45) . δS env is also given by Eq. (52). Evaluation of Eq. (37) with the perturbed wave functions again gives Eq. (53). This time, at k m s0
1 it corresponds to taking the local value of the ground capacitance C g .
D. SQUID area modulation
For modulation (39c), the profile X(x) is again given by Eq. Evaluation of Eq. (37) can be simplified by noting that modulation (39c) does not affect the scalar product. By completeness, α Ψ α (x)Ψ α (x ) ≡ I(x, x ) is the kernel of the unit operator in the space of functions with Dirichlet boundary conditions, and it does not depend on the choice of the functional basis Ψ α in this space. Thus, Eq. (37) can be evaluated using the wave functions for the homogeneous chain, Ψ α (x) = 2/(1 + k 2 α 2 s0 ) sin k α x. As a result, the correction vanishes. Indeed, modulation (39c) does not involve the capacitances at all.
E. Combined modulation
We can also consider a case when both Josephson energies and capacitances are modulated, e l (x) = e l0 µ l (x) and e c (x) = e c0 /µ c (x), generally speaking, with two different amplitudes t l and t c . Then, it is easy to see that the resulting effect on (X, Ψ α ) is additive. For the firstorder perturbative wave functions this follows trivially, while for the WKB wave functions it follows from the steepest-descent calculation, analogous to Eq. (48) . Its result is determined by the derivative s (x = 0), which, in turn, can be calculated perturbatively.
The results obtained above may be conveniently combined if we introduce the local dimensionless admittance:
For all types of modulation, discussed in Sec. IV A, we have δg(x)/g 0 = −(t/2) cos k 2m (x − x 0 ) + O(t 2 ). For the combined modulation with two different amplitudess t l and t c , the correction is δg(x)/g 0 = −(t l /2 + t c /2) cos k 2m (x − x 0 ) + O(t 2 ). Then, up to terms O(1), at k m * 1 we can express correction δS env in terms of δg(x = 0) for all types of modulations, matching Eq. (18):
V. MODULATED SUPERCONDUCTING WIRES
We finish our study by discussing applicability of our results, derived for JJ chains, to the case of thin superconducting wires. The Mooij-Schön modes with low frequencies, which determine the Ohmic environment, are quite similar in the two cases. The difference is that while in the JJ chain model there are no excitations above the cutoff frequency ω p , in a wire the role of the cutoff frequency is played by the superconducting gap 2∆, above which quasiparticle excitations are present and can be virtually excited during the phase tunnelling process. Thus, for the Ohmic part of the action one can use the expressions derived in this paper if s is defined as the inverse cutoff wave vector: s ∼ √ e l e c /∆. Moreover, in the limit J c , the non-Ohmic part should also be equivalent for chains and wires, since the instanton duration τ 1 is longer than the inverse cutoff frequency, so the high-energy excitations do not matter [42, 43] .
The non-Ohmic contribution to the action is significantly different for wires and JJ chains when J c . A quantitative theory for the non-Ohmic contribution to the action S fast in superconducting wires still does not exist. Still, some qualitative understanding can be reached. The key fact is that for wires, the instanton duration in the limit J c is of the order of ∆ −1 [43] . Then, the contribution to the action from the integral of K(ω) is parametrically smaller than that from the JosphsonẼ J term (for wires the Josephson term has a more complicated form, non-local in time, but the corresponding contributions can still be identified and estimated [43] ). Thus, S fast is determined not by the length c , but by the superconducting coherence length ξ, the shortest length scale in the theory. As a result, modulations with L/m * are not averaged out and S fast is determined by the local values of wire parameters at the QPS position. Only very short-wavelength modulations with period L/m ξ average out.
VI. CONCLUSIONS AND OUTLOOK
We have analyzed coherent QPSs in a superconducting Josephson junction ring, whose parameters are subject to a weak periodic modulation in space. We calculated the correction to the QPS semiclassical action, linear in the modulation strength. We have shown that this correction is large when the modulation period is larger than the size of the non-Ohmic vicinity of the junction on which the QPS occurs; in that case, it is determined by the local value of the chain admittantce at the phase-slip position and by a logarithmic factor whose long-distance cutoff is the modulation period, in contrast to the main term in the action where the cutoff is the system length.
Our results can be extended to other spatial profiles of the modulation. Indeed, the superposition principle for the first-order correction discussed in Sec. IV E remains valid for a combination of modulations with different periods. An arbitrary modulation can be expanded in the Fourier series, and the effects of different terms can be added up. Thus, arbitrary modulations can be described, as long as they are relatively weak. In particular, random inhomogeneities will be studied in the future. chain
For a spatially homogeneous chain we have
The kernel K(ω) can be calculated exactly by evaluating the sum over α in Eq. (26) for G XX (G 1X vanishes by parity):
We will mostly work with the L → ∞ limit of this expression [21] 
whose low-and high-frequency asymptotics are
Classical trajectory
First, let us study the case
It can be checked directly that the function
with the Fourier tranform
satisfies Eq. (24) with the kernel (A3a). This approximation is consistent because condition (A4) ensures that 1/τ 1 ω K . Then, the instanton action is given by
(A6) The last term equals π e l /e c ≡ g, while in the first term the integral is logarithmically divergent at ω → 0. To handle this divergency, one has to go back to Eq. (A1). At ω ω K this amounts to replacing Eq. (A3a) by
Strictly speaking, the solution is no longer given by Eq. (A5b) ; however, the 1/ω behavior at ω → 0 is unchanged since it is determined by the overall change of ϑ(t) from t → −∞ to t → ∞. The resulting action is given by where the constant c 1 = −0.837877 . . . is easily calculated numerically.
In the opposite limit, J c , we start with the function
whose Fourier transform is
This function is the exact solution of Eq. (24) with the kernel (A3b), which then describes a usual pendulum. The condition J c ensures that 1/τ 2 ω K , so expression (A10) is valid everywhere except the narrow frequency range |ω| ω K . Indeed, the low-frequency expansion of Eq. (A10) is
while the analogous expansion of solution (A5b) contains a term proportional to |ω| in the square brackets. The solution is expected to have the same analytical properties in both limiting cases, so we have to study the low-frequency region in more detail. Indeed, the presence of the |ω| term indicates that the trajectory ϑ(τ ) very slowly reaches its limiting values ±π, which is due to coupling with the slow Ohmic modes of the chain. To analyze the slow part of the trajectory ϑ(τ ), we note that it is mostly determined by the motion near the maxima of the potential at ϑ = ±π. Thus, if one replaces the potential V (φ) = −Ẽ J (1 + cos φ) → V (φ) = −Ẽ J (|φ| − π) 
and uses the fact that sign ϑ(τ ) = − sign τ , it is easy to see that ϑφ satisfies a linear equation which is most easily written in the Fourier space
and gives ϑ(ω) = 2π iω
This expression has the required |ω| term at low frequencies, but if one expands this expression in the powers of K/Ẽ J ∼ ω 2 τ 2 2 1, the ω 2 τ 2 2 term already does not match the expansion of cosh(πωτ 2 /2). However, Eq. (A15) shows that the relative error of the expression (A10) is ∼ |ω|ω p s /(e cẼJ ), so the relative error in the action evaluated on the trajectory (A10) will be of the order of ω p s /(e cẼJ τ 2 ) ∼ J / c .
To evaluate the action on the trajectory (A10), we represent 1/ cosh 2 = 1 − tanh 2 and notice that in the term with tanh 2 the limit L → ∞ can be taken directly: 
Thus defined Υ(z) is a monotonic bounded function:
1.567514 . . . = Υ(0) Υ(z) < Υ(∞) = 1.922 . . . .
Functional determinant
As discussed in Refs. [49, 50] , the tunnelling matrix element W between two neighboring minima can be represented as
where S cl is the action on the classical instanton trajectory ϑ cl (τ ), found in the previous subsection, τ * is defined as
while Λ j and Λ (0) j are the eigenvalues of the equatioñ 
It is convenient to pass to the Fourier space, which is discrete, ω m = 2πm/β, m = . . . , −1, 0, 1, . . ., because of the boundary conditions ψ(β/2) = ψ(−β/2). Thus, we
The same set of eigenvalues is obtained for left-traveling solutions. Then the determinants' ratio evaluates to 
