A study combining artificial grammar and sentence comprehension methods investigated the learning and online use of probabilistic, nonadjacent combinatorial constraints. Participants learned a small artificial language describing cartoon monsters acting on objects. Self-paced reading of sentences in the artificial language revealed comprehenders' sensitivity to nonadjacent combinatorial constraints, without explicit awareness of the probabilities embedded in the language. These results show that even newly-learned constraints have an identifiable effect on online sentence processing. The rapidity of learning in this paradigm relative to others has implications for theories of implicit learning and its role in language acquisition.
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Introduction
Language comprehenders rapidly weigh and integrate many partially informative sources of information when understanding language. For example, Kamide, Altmann, and Haywood (2003) found that listeners' expectations about direct object nouns were modulated by information from the conjunction of the sentence subject and verb: for a scene with a man, girl, motorcycle, and carousel, listeners' eye movements showed they rapidly anticipated the carousel given the speech context ''The girl will ride the. . ." but anticipated the motorcycle given ''The man will ride the...". While both carousels and motorcycles are plausible direct objects of the verb ride, their relative plausibility changes when the subject and verb are considered together. Bicknell, Elman, Hare, McRae, and Kutas (2008) obtained similar results in the absence of visual contexts, using sentence reading and EEG measures.
These and many similar results support constraintbased accounts of language comprehension (MacDonald, Pearlmutter, & Seidenberg, 1994; Tanenhaus & Trueswell, 1995) , which hold that comprehenders weigh complex long-distance combinatorial constraints in real time to interpret language. Constraints are assumed to be learned from people's prior experiences with events and language, but many studies of artificial grammar learning have suggested that constraints of this sort are extremely difficult to learn. For example, research using the serial reaction time task has shown that learning, evidenced by reaction time to more vs. less predictable patterns, declines precipitously as the number of elements required to make a prediction increases, and with the introduction of irrelevant elements in the sequence (Cleeremans & McClelland, 1991; Remillard, 2008) . Similarly, learning relationships between nonadjacent speech sounds (Gomez, 2002; Newport & Aslin, 2004) or tones (Creel, Newport, & Aslin, 2004) appears to require the presence of a perceptual or statistical grouping cue that distinguishes critical elements from interveners. These results are striking in light of the fact that long-distance, complex constraints of this sort are said to be critical in sentence comprehension, challenging both the view of statistical learning as a sufficient mechanism for much of language acquisition and also constraint-based comprehension accounts that assume that such learning has occurred.
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