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Abstract. We study the non-Gaussian character of quantum optomechanical
systems evolving under the fully nonlinear optomechanical Hamiltonian. By using
a measure of non-Gaussianity based on the relative entropy of an initially Gaussian
state, we quantify the amount of non-Gaussianity induced by both a constant and
time-dependent cubic light–matter coupling and study its general and asymptotic
behaviour. We find analytical approximate expressions for the measure of non-
Gaussianity and show that initial thermal phonon occupation of the mechanical
element does not significantly impact the non-Gaussianity. More importantly,
we also show that it is possible to continuously increase the amount of non-
Gaussianity of the state by driving the light–matter coupling at the frequency
of mechanical resonance, suggesting a viable mechanism for increasing the non-
Gaussianity of optomechanical systems even in the presence of noise.
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1. Introduction
Understanding nonlinear, interacting physical systems is paramount across many areas
in physics. Specifically, “nonlinear” (or “anharmonic”) dynamical systems include all
those whose Hamiltonian cannot be expressed as a second-order polynomial in the
quadrature operators. Crucially, these systems allow us to generate non-Gaussian
states, which cannot be done given only quadratic couplings. One family of system
where this is possible are optomechancial systems, where light interacts with a
mechanical element through a cubic interaction term.
In recent years, the intrinsic value of nonlinear systems, as opposed to the
aforementioned limitations that linear systems face, has been made clearer and
more rigorous. It has been shown that non-linearities in the form of non-Gaussian
states constitute an important resource for quantum teleportation protocols [1],
universal quantum computation [2, 3], quantum error correction [4], and entanglement
distillation [5, 6, 7]. This view of non-Gaussianity as a resource for information-
processing tasks has inspired recent work on developing a resource theory based
on non-Gaussianity [8, 9, 10]. In addition, it has been found that non-Gaussianity
provides a certain degree of robustness in the presence of noise [11, 12].
In the context of quantum information and computation, there has been a
drive towards the realisation of anharmonic Hamiltonians as well as more general
methods and control schemes capable of generating and stabilising non-Gaussian
states [13, 14, 15, 16, 17, 18]. On the one hand, this is motivated by the fact that, in
order to obtain effective qubits from the truncation of infinite dimensional systems,
one needs unevenly spaced energy levels, such that only the transition between the two
selected energy levels may be targeted and driven. In turn, this requires a sufficiently
anharmonic Hamiltonian. On the other hand, it has always been clear that protocols
entirely restricted to Gaussian preparations, manipulations and read-outs, through
quadratic Hamiltonians and general-dyne detection, are classically simulatable, as
their Wigner functions may be mimicked by classical probability distributions [19].‡
In optomechanical systems [20], where electromagnetic radiation is coherently
coupled to the motion of a mechanical oscillator, the light–matter interaction induced
by radiation pressure is inherently non-linear [21, 22, 23]. The nonlinear features of
optomechanical systems have been frequently explored in the context of metrology,
such as force sensing [24] and gravimetry [25, 26]. In particular, the nonlinear
coupling enables the creation of optical cat states in the form of superpositions of
coherent states [21, 22]. These cat states can also be transferred to the mechanics [27],
which opens up the possibility of using massive superpositions for testing fundamental
phenomena such as collapse theories [28] and, potentially, signatures of gravitational
effects on quantum systems at low energies [29, 30]. In addition to cat states, other
non-Gaussian states such as compass states [31, 32] and hypercube states [33], and
also all been found to have excellent sensing capabilities. This combination of sensing
with nonlinear state and fundamental applications makes it imperative to explore the
nonlinear properties of the mechanical systems.
A number of different optomechanical systems have been experimentally
implemented, including Fabry–Pe´rot cavities with a moving-end mirror [34], as
‡ We should note here that, since uncertainties in quantum Gaussian systems are fundamentally
bounded by the Heisenberg uncertainty relation, which in principle does not hold for classical systems,
Gaussian operations are in fact sufficient to run some protocols requiring genuine quantum features,
such as continuous variable quantum key distribution.
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Figure 1. An optomechanical system consisting of a moving end mirror. The
operators aˆ and aˆ† denote the creation and annihilation operators for the light
field, and bˆ and bˆ† denote the motional degree of freedom of the mirror. Other
examples of optomechanical systems include levitated nanobeads and cold–atom
ensembles.
shown in Figure 1, levitated nano-diamonds [35, 36], membrane-in-the-middle
configurations [37] and optomechanical crystals [38, 39]. While several experiments
have demonstrated genuine nonlinear behaviour (see for example [40, 41, 42, 43]), most
experimental settings can however be fully modelled with linear dynamics [44, 43], and
it is generally difficult to access the fully nonlinear regime. As a result, significant effort
has been devoted to the question of how the non-linearity can be further enhanced.
Most approaches focus on the few-excitation regime, where increasing the inherent
light–matter coupling allows for detection of the non-linearity. This enhancement can
be achieved, for example, by using a large-amplitude, strongly detuned mechanical
parametric drive [45], or by modulating the spring constant [46]. Similar work has
shown that the inclusion of a mechanical quartic anharmonic term can be nearly
optimally detected with homodyne and heterodyne detection schemes, which are
standard measurements implemented in the laboratory [47].
A natural question that arises considering the approaches above is: Are there
additional methods by which the amount of non-Gaussianity in an optomechanical
system can be further increased? One such proposal was put forward in [48] where it
was suggested that the nonlinearity in electromechanical systems could be enhanced
by several orders of magnitude by modulating the light–matter coupling. This is
achieved by driving the system close to mechanical resonance and takes a simple
form in the rotating-wave approximation. Here, we seek to fully quantify the non-
Gaussianity of the exact, nonlinear optomechanical state for both ideal and open
systems. More precisely, given an initial Gaussian state evolving under the standard
optomechanical Hamiltonian, we quantify how non-Gaussian the state becomes as
a function of time and the parameters of the Hamiltonian in question. To do so,
we make use of recently developed analytical techniques to study the time-evolution
of time-dependent systems [49], and employ a specific measure of non-Gaussianity
based on the relative entropy of the state [50]. Our results include the fact that
the non-Gaussianity of an optomechanical system initially in a coherent state scales
with the inherent light–matter coupling, as expected. We also find that the non-
Gaussianity scales logarithmically with the coherent state parameter of the optical
system, and we illustrate how this behaviour differs for small and large coherent
states. Most importantly, however, we find that the non-Gaussianity of the state can
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be continuously increased by modulating the light–matter coupling strength at the
mechanical resonant frequency. Such a continuous increase might prove especially
useful given open system dynamics, where it would allow for the creation of an
effectively non-Gaussian steady state. Moreover, we find that the system does not
have to be cooled to the ground state in order to access significant amounts of the
non-Gaussianity. Finally, we discuss several methods by which this modulation can
be realised for optomechanical systems in the laboratory.
This paper is organised as follows. In Section 2 we present the Hamiltonian of
interest and solve the resulting dynamics. In Section 3 we introduce the measure
of non-Gaussianity from [50], and in Section 4 we derive some generic results based
on the measure which apply in different regimes. We then proceed to examine the
behaviour of the non-Gaussianity in optomechanical systems for two cases: a constant
light–matter coupling in Section 5; and a time-dependent coupling in Section 6,
where we also show that driving the coupling results in continuously generated non-
Gaussianity. Both preceding sections also include an analysis of the open system
dynamics. Finally, in Section 7 we discuss our results and propose various methods
by which the modulation of the optomechanical coupling can be achieved. Section 8
concludes this work, and many of the derivations used in this work can be found in
Appendix A, Appendix B, Appendix C, and Appendix D
2. Dynamics
We start our work by presenting the necessary mathematical tools needed to solve the
dynamics. We refer the reader to Appendix A for a more extensive introduction on
the techniques presented below.
2.1. Hamiltonian
We begin by considering two bosonic modes corresponding to an electromagnetic
mode and a mechanical oscillator. Without loss of generality, we shall henceforth
refer to the electromagnetic mode as the optical mode. The operators aˆ and bˆ
of the cavity and mechanical modes respectively, obey the canonical commutation
relations [aˆ, aˆ†] = [bˆ, bˆ†] = 1, while all other commutators vanish. The radiation
pressure induces a nonlinear interaction between the light and mechanics, and the
whole systems is modelled by the following Hamiltonian:
Hˆ = ~ωc aˆ†aˆ+ ~ωm bˆ†bˆ− ~ g(t) aˆ†aˆ
(
bˆ+ bˆ†
)
, (1)
where ωc and ωm are the frequencies of the cavity mode and the mechanical mode
respectively, and g(t) drives the, potentially time-dependent, nonlinear light–matter
coupling. The light–matter coupling strength g(t) takes on different functional forms
for different optomechanical systems, and we also note that this Hamiltonian governs
the evolution of many similar systems, including electro–optical systems [51].
To simplify our notation and expressions, we rescale the laboratory time t
by the frequency ωm, therefore introducing the dimensionless time τ := ωm t,
the dimensionless frequency Ω := ωc/ωm, and the dimensionless coupling g˜(τ) :=
g(tωm)/ωm. This choice will prove convenient throughout the rest of this work,
and dimensions can be restored when necessary by multiplying by ωm. This
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renormalisation effectively is equivalent to the use of time τ and the Hamiltonian
Hˆ/(~ωm) = Ω aˆ†aˆ+ bˆ†bˆ− g˜(τ)aˆ†aˆ
(
bˆ+ bˆ†
)
. (2)
To determine the action of this Hamiltonian on initial states, we now proceed to solve
the dynamics induced by (2).
2.2. Time evolution of the system
We now need an expression for the time evolution operator Uˆ(τ) for a system evolving
with (2). The unitary time-evolution operator reads
Uˆ(τ) :=
←
T exp
[
−i
∫ τ
0
dτ ′ Hˆ(τ ′)
]
, (3)
where
←
T is the time-ordering operator [52]. This expression simplifies dramatically
when the Hamiltonian Hˆ is independent of time, in which case one simply has
Uˆ(τ) = exp
(−i Hˆ τ). As we will here consider time-dependent light–matter couplings
g˜(τ), we instead seek to solve the full dynamics of the time-dependent Hamiltonian.
To do so, we make the ansatz that the time-evolution operator can be written as
a product of a number of operator Uˆj . This is possible if there exists a finite set of
generators Gˆj that form a closed Lie algebra under commutation [52]. We thus write
the evolution operator (3) as
Uˆ(τ) =
∏
j
Uˆj(τ) =
∏
j
e−iFj(τ) Gˆj , (4)
where Fj(τ) are generally time-dependent coefficients determining the influence of
the generator Gˆj on the quantum state. Our task is to find these coefficients, which
has been done in [49] for an analogous setting. We note that compared with [49],
the operators aˆ and bˆ have been swapped and that in our case the coupling g˜(τ) is
preceded by a minus-sign. For clarity, we therefore present the full derivation for the
case considered here in Appendix A.
With these techniques, we find that the time-evolution operator Uˆ(τ) can be cast
into the convenient form
Uˆ(t) = e−i Nˆb τ e−i FNˆ2a Nˆ
2
a e
−i FNˆa Bˆ+ Nˆa Bˆ+e−i FNˆa Bˆ− Nˆa Bˆ− , (5)
where the operators, given by,
Nˆa := aˆ
†aˆ Nˆb := bˆ†bˆ Nˆ2a := (aˆ
†aˆ)2
Nˆa Bˆ+ := Nˆa (bˆ
† + bˆ) Nˆa Bˆ− := Nˆa i (bˆ† − bˆ), (6)
form a closed Lie algebra under commutation, and where the coefficients that
determine the evolution in (5) are given by
FNˆ2a
= 2
∫ τ
0
dτ ′ g˜(τ ′) sin(τ ′)
∫ τ ′
0
dτ ′′ g˜(τ ′′) cos(τ ′′),
FNˆa Bˆ+ = −
∫ τ
0
dτ ′ g˜(τ ′) cos(τ ′), and
FNˆa Bˆ− = −
∫ τ
0
dτ ′ g˜(τ ′) sin(τ ′). (7)
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Note that in (5), we have transformed into a frame rotating with Ωc Nˆa in order to
neglect the phase-term e−iΩτ . Given an explicit form of g˜(τ), it is then possible to
write down a full solution for Uˆ(τ). The decoupling techniques necessary to obtain this
compact solution have a long tradition in quantum optics [53] and were generalised
and refined recently [52]. Finally, before we proceed, we also define the following two
parameters:
θa = 2
(
FNˆ2a
+ FNˆa Bˆ+FNˆaBˆ−
)
F = FNˆa Bˆ− + iFNˆa Bˆ+ . (8)
These quantities will be useful when discussing features of the non-Gaussianity.
2.3. Recovering the standard dynamics
Let us show here that this method reproduces the standard evolution operator for
the optomechanical Hamiltonian. For this specific case, the light–matter interaction
is held constant with g˜(τ) = g˜0. The functions (7) simplify to
FNˆ2a
= −g˜20
[
1− sinc(2τ)] τ,
FNˆa Bˆ+ = −g˜0 sin (τ),
FNˆa Bˆ− = g˜0
[
cos (τ)− 1]. (9)
These coefficients allow us to write the time evolution operator Uˆ(τ) as
Uˆ(τ) = e−i Nˆb τ ei g˜
2
0 [1−sinc(2τ)] τ Nˆ2a ei g˜0 sin (τ) Nˆa Bˆ+ ei g˜0 (1−cos (τ)) Nˆa Bˆ− . (10)
This expression matches that found in the literature (see e.g. equation 3 in [22],
which can be obtained with some rearrangement of the terms in (10)).
2.4. Initial states of the system
In this work, we will examine the non-Gaussianity of the evolved state given two initial
states: a coherent state and a thermal coherent state.
i) Coherent states. We start by considering the case when both the optical and
the mechanical modes are in a coherent state, which we denote |µc〉 and |µm〉
respectively. These states satisfy the relations aˆ |µc〉 = µc |µc〉 and bˆ |µm〉 =
µm |µm〉. For the optical field, this is a readily available resource, since coherent
states model laser light quite well. The mechanical element in optomechanical
systems is most often found in a thermal state or, assuming perfect preliminary
cooling, in its ground state, with µm = 0. The initial state |Ψ(0)〉 of the compound
system will therefore be
|Ψ(0)〉 = |µc〉 ⊗ |µm〉 . (11)
i) Thermal coherent states. The assumption that the mechanics is in the
ground state is not always justified, and therefore we shall also consider the
non-Gaussianity of cases where the mechanics is in a thermal coherent state [54].
Such state is obtained simply by integrating over the coherent state parameter
with an appropriate kernel [55]. We define the thermal state ρˆth as
ρˆth =
1
n¯pi
∫
d2β e−|β|
2/n¯ |β〉 〈β| , (12)
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where n¯ is the average thermal phonon occupation of the state, |β〉 is a coherent
state, and the integration occurs over the full complex space. Assuming that the
optical mode in the coherent state |µc〉, the full initial state is therefore given by
ρˆ(0) = |µc〉 〈µc| ⊗ ρˆth (13)
By starting in an initial Gaussian state, we ensure that any non-Gaussianity
revealed by our work is due to the nonlinear coupling in Eq. (2). Indeed, the only way
an initially Gaussian state may at any time be non-Gaussian is for the corresponding
Hamiltonian to induce some nonlinear evolution [56]. We do however note that while
the measure of non-Gaussianity that we shall make use of has a clear and operational
notion of the measure for pure states, it is harder to make statements about the non-
Gaussianity of states that are mixed, such as the coherent thermal state ρˆth. See
Section 7 for a discussion of the properties of the relative entropy measure.
2.5. Open system dynamics
All realistic systems experience decoherence. In optomecahnical systems, this
manifests as photons leaking from the cavity or as damping of the mechanical motion.
Given a sufficiently weakly coupled environment, we can model the open dynamics
of the system with the help of the Lindblad equation [57]. We note, however, that
there is increasing evidence that the standard master equation treatment breaks down,
especially in the strong coupling regime [58]. Here, we shall only consider weak
coupling in the presence of noise, and so the Lindblad equation is given by
˙ˆρ = −i
[
Hˆ, ρˆ
]
+ Lˆc ρˆ Lˆ
†
c + Lˆm ρˆ Lˆ
†
m −
1
2
{Lˆ†cLˆc, ρˆ} −
1
2
{Lˆ†mLˆm, ρˆ}, (14)
where Lˆc and Lˆm are the Lindblad operators for the optics and mechanics, respectively.
To model photon and phonon decay, we assume that Lˆc =
√
κc aˆ and Lˆm =
√
κm bˆ,
where κc is the optical decoherence rate and κm is the phonon decoherence rate.
While analytic solutions for this particular choice of Lˆm were obtained in [22],
photon decay can currently only be modelled numerically. We therefore make use of
the Python library QuTiP to simulate the noisy state evolution and its effect on the
non-Gaussianity of the resulting state. We shall examine the non-Gaussianity for open
systems in Sections 5 and 6, but first, we define the measure of non-Gaussianity.
3. Measures of deviation from Gaussianity
Given a Hamiltonian Hˆ, and an initial Gaussian state ρˆ(0), we ask the following
question: can we quantify how much the state ρˆ(τ) deviates from a Gaussian state at
time τ? This question stems from the following observation. The dynamics of our
system is non-linear. Therefore, we expect an initial Gaussian state, characterised
by a Gaussian Wigner function, to become a non-Gaussian state at later times. In
fact, the only way for a Gaussian state to preserve its Gaussian character would be
to evolve through a linear transformation, which is induced by a Hamiltonian with at
most quadratic terms in the quadrature operators [59].
To answer our question we first need to find a suitable measure of deviation from
Gaussianity. In this work we choose to employ a measure for pure states, which we
denote δ, that is based on the comparison between the entropy of the final state and
that of a suitably chosen reference Gaussian state [50]. A similar measure has been
used to compute features of mixed systems [60].
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3.1. Measures of deviation from Gaussianity: definition
Let us detail here the construction of the non-Gaussianity quantifier δ(τ) for our
nonlinear dynamics. First, our initial state ρˆ(0) evolves into the state ρˆ(τ) at time τ .
With our full solutions for the dynamics in Section 2.2, we can find analytic expressions
for the first and second moments of ρˆ(τ). Then, we construct a state ρˆG(τ), which is
the Gaussian state defined by the first and second moments that coincide with those
of ρˆ(τ). Now, we recall that a Gaussian state is fully defined by its first and second
moments. Therefore, if two Gaussian states ρˆ1 and ρˆ2 have equal first and second
moments they are the same state [56, 59]. In general, our state ρˆ(τ) at time τ will not
be Gaussian and therefore cannot be specified fully by its first and second moments.
This implies that we can introduce a measure δ(τ) that quantifies how ρˆ(τ) deviates
from ρˆG(τ):
δ(τ) := S(ρˆG(τ))− S(ρˆ(τ)), (15)
where S(ρˆ) is the von Neumann entropy of a state ρˆ, defined by S(ρˆ) := −Tr(ρˆ ln ρˆ).
This measure has been shown to capture the intrinsic non-Gaussianity of the system,
and it vanishes if and only if ρˆ(τ) is a Gaussian state [50]. In other words, if at all
times δ(τ) = 0 this implies that the state is Gaussian and the dynamics is fully linear.
We now note that the time evolution is unitary. This means that S(ρˆ(τ)) =
S(ρˆ(0)). If we start from a pure state, then S(ρˆ(0)) = 0 and δ(τ) = S(ρˆG(τ)). We
discuss the case where the initial state is mixed in Section 7.
3.2. Measures of deviation from Gaussianity: computation using the covariance
matrix formalism
Since ρˆG(τ) is a Gaussian state, its entropy can be exactly computed using the
covariance matrix formalism [56, 59]. The covariance matrix consists of the second
moments of a quantum state, and can be used to fully characterise a Gaussian state
(along with its first moments). This is convenient, as the construction of ρˆG involves
finding the first of second moments of ρˆ anyway. While we could compute the entropy
for ρˆG by finding a diagonal basis in the Hilbert space, there exists a straight-forward
method within the covariance matrix formalism.
To compute the entropy, we introduce the 4 × 4 covariance matrix σ(τ) of the
state ρˆG(τ). This matrix contains the second moments of the state ρˆ(τ) which in our
specific choice of basis Xˆ = (aˆ, bˆ, aˆ†, bˆ†)T is defined through its elements σnm(τ) :=
〈{Xˆn, Xˆ†m}〉 − 2 〈Xˆn〉〈Xˆ†m〉, where {•, •} is the anti-commutator, we have defined the
expectation value of an operator 〈•〉 := Tr{• ρG}, and where for the sake of simpler
notation, we have chosen not to write out the time-dependence explicitly. To compute
the entropy S(ρˆG(τ)) we require the symplectic eigenvalues {±ν+(τ),±ν−(τ)} of σ(τ),
where the property ν±(τ) ≥ 1 holds for all states. The symplectic eigenvalues can be
computed by finding the eigenvalues of the object iΩσ(τ), where Ω is the symplectic
form given by Ω = diag(−i,−i, i, i) in this basis. The von Neumann entropy S(σ) is
then given in this formalism by S(σ) = sV (ν+) + sV (ν−), where the binary entropy
sV (x) is defined by sV (x) :=
x+1
2 ln
(
x+1
2
)− x−12 ln (x−12 ). In summary, the state ρˆ(τ)
is non-Gaussian at time τ if and only if δ(τ) > 0.
3.3. Measures of deviation from Gaussianity: General behaviour
We shall now infer some general characteristics of the measure of non-Gaussianity δ(τ).
The following analysis only holds when the system is pure, which in our case means
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that we assume that both the optics and mechanics start off as coherent states. As
mentioned above, the symplectic eigenvalues ν± satisfy ν± ≥ 1 [59]. Therefore, we can
conveniently write ν± = 1 + δν±, where δν± ≥ 0 captures any deviation from purity.
If the state is pure at time τ = 0 then it follows that ν±(0) = 1 [59]. If the evolution
is linear, then it is also the case that ν±(τ) = 1 for all τ . For closed dynamics, the
symplectic eigenvalues may only change if the evolution is non-linear. In this case, we
would define ν± = ν0± + δν± with ν0± > 1. Then, we would have that ν±(0) = ν0±
and, again, linear evolution would imply that ν±(τ) = ν0±. The preceding statements
imply that δν± are functions of the nonlinear contributions alone. Thus, when the
non-linearity tends to vanish, then δν± → 0. Among the possible asymptotic regimes
we have that δν± → +∞ or that it becomes constant.
These observations are important. To understand their implications we use the
expression ν± = 1 + δν± to compute the general deviation from Gaussianity as
δ(τ) = sV (1 + δν+) + sV (1 + δν−). Using this form, we see that in the nearly linear
(Gaussian) regime with only small contributions from the nonlinear dynamics, we will
have δν±  1 and therefore
δ(τ) ≈− δν+
2
ln
δν+
2
− δν−
2
ln
δν−
2
. (16)
On the contrary, in the highly nonlinear (non-Gaussian) regime we have δν±  1
and therefore δ(τ) ≈ ln δν+2 + ln δν−2 . If the symplectic eigenvalues depend on a
large parameter x  1, then one will in general find that they have the asymptotic
form ν± ∼ xN±
∑N±
n=0 ν
(n)
± x
−n for some appropriate real coefficients ν(n)± , where N±
constitutes the upper limits of the sum [61].
A careful asymptotic expansion of the measure of nonlinearity in this regime gives
δ(τ) ∼ (N+ +N−) lnx. (17)
These general results allow us to anticipate that these general behaviours will be
confirmed by the explicit analytical and numerical computations below. A detailed
computation can be found in Appendix C.
4. General results
We now proceed to evolve the initial state ρˆ(0) with the evolution operator Uˆ(τ) in (5).
To compute the amount of non-Gaussianity of this state δ(τ), we must first find the
elements σnm of the covariance matrix σ, which we construct form the first and second
moments of ρˆ(τ). We do so in full generality, meaning that the light–matter coupling
g˜(τ) can take the form of any time-dependent function.
We have computed the second moments and the covariance matrix σ in Appendix
B. The second moments for the mechanical being in an initial coherent state and in an
initial coherent thermal state can be found in (B.5) and (B.9) respectively. These can
then be used to compute the covariance matrix elements σnm where n,m take values
0, 1, 2, 3. We have explicitly computed the elements of σ for a mechanical coherent
state in (B.6).
Our challenge now is to compute the symplectic eigenvalues ν±, given the
expressions (B.6). The process of computing the eigenvalues can be simplified by
using the expression 2 ν2± = ∆ ±
√
∆2 − 4 det(σ), which is based on the existence of
symplectic invariants [59]. The definition of ∆ is given in Appendix A.2. The full
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analytic expression for the symplectic eigenvalues ν± of σ in (B.6) is too long and
cumbersome to be printed here. It also does not yield any immediate insight into
the behaviour of δ(τ). Instead, we will proceed to derive two analytic expressions for
the two different regimes we identified in Section 3.3; small and large coherent state
parameters respectively.
4.1. Asymptotic behaviour for a small optical coherent state parameter
We begin by looking at the case where |µc|2  1 and where the mechanics is initially
in a coherent state. Here, one can take the covariance matrix elements (B.6) and, after
some algebra, show that the perturbative expansion of the symplectic eigenvalues gives
ν+ ∼1 +
(
1− |F |2 e−|F |2
)
|µc|2
ν− ∼1 +
(
1− e−|F |2
)
|F |2 |µc|2. (18)
This implies that the behaviour of δ(τ) for small |µc| goes as
δ(τ) ∼ −
(
1 +
(
1− 2 e−|F |2
)
|F |2
)
|µc|2 ln |µc|, (19)
in perfect agreement with (16). This approximation suggests that δ(τ) scales with
∼ |F |2|µc|2 ln |µc| to leading order.
These expressions do not hold if the mechanical element is initially mixed.
However, we will find in the next section that initial phonon occupation only
marginally affects the non-Gaussianity.
4.2. Asymptotic behaviour for a large optical coherent state parameter
We now investigate the case where |µc|  1. Our goal is to derive an analytic
expression for the non-Gaussianity that can be used to analyse the overall features
of δ(τ). Before making any quantitative evaluation, we recall that the measure will
have the form (17), where now x ≡ |µc|2. Let us proceed to demonstrate this result
analytically for this specific case.
For large µc and for the mechanics in the ground-state µm = 0, it is clear that
whenever θa 6= 2pin for integer n, the matrix elements σ31, σ21 and σ41 in (B.6) vanish,
due to the exponentials containing the factor |µc|2. Therefore, far (enough) from the
times where θa = 2pin we are left with the following covariance matrix elements
σ11 ∼ σ33 = 1 + 2|µc|2
(
1− e−4 |µc|2 sin2 θa/2 e−|F |2
)
σ22 ∼ σ44 = 2 |µc|2|F |2 + 1
σ42 ∼ σ∗24 = 2 |µc|2 e−2iτF ∗2, (20)
and all other elements are zero. We have kept the full expression for σ11 because
it reproduces some key elements of δ which we shall discuss later. Therefore, we do
not expect the thermal occupation of the mechanics to significantly affect the non-
Gaussianity that can be accessed in this system. Note also that we need to keep the
next leading order in each element of (20), which is a constant in the case of σ11 and
σ22. Naively neglecting of this element would give an incorrect result when computing
the entropy, as the neglected factor becomes significant in the logarithm [61]. If the
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thermal element is in a coherent thermal state, however, the expectation values of 〈a〉
changes slightly and σ11 in (20) will look different. However, if we approximate σ11
as σ11 ≈ 1 + 2 |µc|2, which follows from that 〈a〉 ∼ 0 for very large µc, the non-zero
covariance matrix elements of the coherent thermal mechanical state are the same as
in (20). We therefore conclude that an initially thermal coherent mechanical state
will also exhibit most of the non-Gaussianity we will examine for coherent mechanical
states.
With this simplified matrix, we are able to find a simple and analytic expression
for the symplectic eigenvalues, which reads
ν+ ∼ 1 + 2|µc|2
(
1− e−4 |µc|2 sin2 θa/2 e−|F |2
)
ν− ∼
√
4|µc|2 |F |2 + 1. (21)
We note that both eigenvalues grow with |µc|, as expected from our analysis in
Section 3.3. The amount of non-Gaussianity for large µc is now given by the following
expression
δ(τ) ∼ sV
(
1 + 2|µc|2
(
1− e−4 |µc|2 sin2 θa/2 e−|F |2
))
+ sV (
√
4|µc|2 |F |2 + 1), (22)
which scales asymptotically as δ(τ) ∼ δ˜(τ) := 4 ln |µc|, in perfect agreement with (17).
Note that (22) is also valid for a time-dependent light–matter coupling g˜(τ). In
all cases, the nonlinearity grows as ln |µc| to leading order. In Sections 5.2 and 6.3 we
will compare the asymptotic measure δ˜(τ) with the full measure δ for different cases.
5. Applications: Constant coupling
Let us now move on to a quantitative analysis of the evolving non-Gaussianity in
different contexts. We begin by considering the case where the nonlinear light–matter
interaction is constant: g˜(τ) = g˜0. To a large extent, this is the case for most
experimental systems. The coefficients which determine the time-evolution are those
found in (9), and we note that the function F , defined in (8), which appears in the
covariance matrix elements σnm is now given by F = g˜0 (1− e−iτ ).
We now proceed to compute the exact measure of non-Gaussianity δ(τ) for
constant coupling g˜0 and with the system initially in two coherent states. The exact
expression is again too long and cumbersome to be reprinted here, but we plot the
results in Figure 2 and Figure 3. In Figure 2a we plot the measure of non-Gaussianity
δ(τ) as a function of time τ for different values of the coherent state parameter µc,
over the period 0 < τ < 2pi. The other parameters are set to g˜0 = 1 and µm = 0. It
is known that the full nonlinear dynamics is periodic (or recurrent) with period 2pi,
see [25], whenever g˜20 is an integer and this is clearly reflected in our plot.
At τ = 2pi, the optics and mechanics are no longer entangled, and while the
mechanics returns to its initial coherent or coherent thermal state (see Supplemental
Note 1 in [25] for an explicit proof), the final optical state will depends on the value
of g˜0. For example, when g˜0 = 0.5, the cavity state becomes a superposition of
coherent states at τ = 2pi, also known as a cat state [22]. However, if g˜20 is integer,
we obtain a phase factor of e2piig˜
2
0 = 1 in the optical state, and the optics returns
to an initial state as well. This is the case in Figure 2, where δ(2pi) = 0. We will
make use of the asymptotic measure defined in Section 4.2 to analyse this behaviour,
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(a) (b)
(c)
Figure 2. The measure of non-Gaussianity δ(τ) vs. time τ for systems with
constant nonlinear coupling g˜0. (a) A plot of δ(τ) as a function of time τ for
different coherent state parameters µc. The rescaled coupling is g˜0 = 1 and the
mechanics is in the ground state with µm = 0. (b) A plot of δ vs. time τ near
τ = pi for varying µc. The measure displays a local minimum centered around
τ = pi that becomes sharper with larger µc. Here g˜0 = 1 and µm = 0. (c) A
plot of log10 δ(τ) at very small times τ for different coherent state parameters µc,
g˜0 = 1 and µm = 0. The measure increases exponentially at first before it plateaus
towards a constant value, which is the overall behaviour we observe in (a).
see Section 5.2. Furthermore, while it might seem that the non-Gaussianity peaks at
τ = pi, the measure δ exhibits a local minimum which grows increasingly narrow with
larger µc. This is apparent from Figure 2b where we have shown a close-up of δ around
τ = pi for increasing values of µc, and for g˜0 = 1 and µm = 0. The dip occurs because
at τ = pi, we find that θa = −2pig˜20 and F = −2g˜0. Thus, for integer g˜20 , we have
sin2 θa/2 = 0 and σ11 becomes σ11 = 1 + 2|µc|2
(
1− e−4g˜20
)
. The non-zero exponent
causes the non-Gaussianity to temporarily decrease, and the same behaviour occurs
in the other covariance matrix elements, resulting in the dip.
As already noted, increasing µc yields a logarithmic increase in δ(τ), which is
evident from the approximation in Eq. (22). Figure 2a also implies that for closed
dynamics, the nonlinear system will almost immediately become maximally non-
Gaussian. It will then retain approximately the same amount of non-Gaussianity until
τ = 2pi, meaning there will be a rapid decrease of non-Gaussianity before the system
revives again. The appearance of these plateaus shows that the maximum amount
of non-Gaussianity available during one cycle can be accessed almost immediately
Enhanced continuous generation of non-Gaussianity through optomechanical mod...13
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Figure 3. The behaviour of the measure of non-Gaussianity δ(τ) at τ = pi
for systems with constant nonlinear coupling g˜0 starting in coherent states. (a)
A log–log plot of δ(τ) vs. the rescaled coupling g˜0. As g˜0 increases, the state
becomes more and more non-Gaussian, polynomially at first but then it quickly
tends towards a constant value. (b) A log-plot of δ(τ) vs. the coherent state
parameter µc for different values of g˜0. δ(τ) first increases quickly, then plateaus
towards a single value.
without requiring the system to evolve for a long time. As a side remark, we note
that the functional form of δ(τ) in Figure 2a closely resembles the linear entropy of
the traced-out subsystems as found in [22, 25].
To better understand the behaviour of δ(τ) for small times τ , we plot the
behaviour of log10 δ(τ) for τ  1 for different values of µc in Figure 2c. We note
that δ(τ) increases quickly at first, but soon tends to a near-constant value. This
means that δ(τ) grows linearly for an interval of small times, which can be seen as the
increasing and decreasing parts in Figure 2a.
Finally, we proceed to examine the scaling behaviour of δ(τ) at fixed time τ = pi.
Figure 3a shows a log10–log10 plot of the measure δ(τ) as a function of the nonlinear
coupling g˜0 for different values of µc. As g˜0 increases, the amount of non-Gaussianity
first grows linearly in the logarithm, then plateaus as g˜0 increases further. The same
behaviour occurs for larger µc, only more rapidly. This suggests that if we wish to
increase the non-Gaussianity substantially, it will become increasingly difficult to do
so by increasing g˜0. As such, focusing on increasing the coupling g˜0 will only give
marginal returns. Similarly, 3b shows log10 δ(τ) as a function of increasing µc for
various values of g˜0.
5.1. Small coherent state parameters
For a small amplitude coherent state of the optics, with |µc|2  1, and with the
mechanics in a coherent state, we found in (19) that δ(τ) scales with ∼ |F |2|µc|2 ln |µc|.
Given the explicit form of F , we see that it scales with F ∝ g˜0. Since δ(τ) in this
regime is proportional to |F |2, it follows that δ(τ) grows quadratically with the light–
matter coupling in this regime.
5.2. Large coherent state parameters
We derived an asymptotic form of δ(τ) in (22) for the case |µc|  1, which we
called δ˜(τ). As argued before, the behaviour of the measure δ(τ) in this regime
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(a) (b)
Figure 4. Comparing the measure of non-Gaussianity δ(τ) (solid lines) with
the asymptotic form computed in Eq. (22) (dashed lines) for coherent states. (a)
Exact measure (solid line) vs. the approximation for different values of µc. As
µc increases, the approximation grows increasingly accurate. In this plot, g˜0 = 1.
(b) Exact measure (solid line) vs. the approximation for large µc for increasing
values of g˜0 and µc = 10. The approximation becomes increasingly accurate as
g˜0 increases, even towards the beginning and end of one oscillation period.
depends crucially on the distance of θa from the value 2pi. In our present case we
have that θa ∼ τ3 for τ  1 and θa ∼ −g˜20τ for τ  1. The functions that
we decided to ignore (except for σ11) in the derivation of δ˜(τ) are of the form
f|µc|(θ) = (1 − exp[−β |µc|2 sin(θa/2)]) or f|µc|(θ) = (1 − exp[−β′ |µc|2 sin2(θa/2)])
where β and β′ are irrelevant numerical constant of order 1. We focus on f|µc|(θ) and
note that a similar argument applies for the other function as well. Finally, we ignore
the transient regime of τ  1 and focus on times θa ∼ −g˜20θ.
To see how well the asymptotic form δ˜(τ) in (22) approximates the exact measure,
we have plotted both the exact form of δ(τ) (solid lines) with the asymptotic form
(dashed lines) in Figure 4. We note that, even for |µc| ∼ 1, the asymptotic measure
δ˜(τ) well approximates the exact value of δ(τ). In fact, it becomes even more accurate
as the optical coherent state parameter µc increases, which is to be expected given
the nature of the approximation. The asymptotic form also becomes more accurate
once we also increase g˜0, as evident in Figure 4b. For g˜0 = 10
2, the approximation is
almost entirely accurate. This occurs because the function θa increases with g˜0, which
further suppresses the off-diagonal covariance matrix elements at the beginning and
end of each cycle.
Let us discuss the fact that the measure recurs with τ = 2pi for integer g˜20 which we
can now address analytically by examining the asymptotic covariance matrix elements
in (20). We find that F = 0 for all τ = 2pin with integer n. This means that σ42 = 0
and that σ22 = 1. We also find that θn(2pi) = −4pig˜20 . Thus, if g˜20 is integer, we find
that sin2 θa/2 = 0 and the final covariance matrix element is σ11 = 1. This results
in σ = diag(1, 1, 1, 1) which corresponds to a coherent state, which is fully Gaussian.
As a result, the non-Gaussianity vanishes. When g˜20 is not an integer, some non-
Gaussianity will be retained, but the fact that F = 0 will still result in a reduction at
τ = 2pi.
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(a) (b)
Figure 5. Non-Gaussianity of open optomechanical systems with constant light–
matter coupling starting in a coherent state. (a) Non-Gaussianity δ vs. time τ
for a system with increasing values of photon decoherence κ¯c for g˜0 = 1, µc = 0.1
and µm = 0. (b) Non-Gaussianity δ vs. time τ for a system with increasing
values of phonon decoherence κ¯m for g˜0 = 1, µc = 0.1 and µm = 0. A populated
mechanical coherent state µm 6= 0 does not affect the non-Gaussianity.
5.3. Non-Gaussianity in open systems with constant coupling
Any realistic system will suffer from decoherence. In Figure 5 we have plotted the
non-Guassianity δ(τ) as a function of time for an optomechanical system with open
dynamics. Here, the cavity state and the mechanics are both in initial coherent
states (11). Figure 5a shows the non-Gaussianity for increasing values of the photon
decoherence rate κ¯c = κc/ωm with Lindblad operator Lˆc =
√
κ¯c aˆ and values µc = 0.1,
g˜0 = 1 and µm = 0. We have chosen a low value of µc to ensure high numerical
accuracy of the simulation, as larger values quickly lead to numerical instabilities. We
note that the non-Gaussianity δ(τ) tends towards a steady value, which is clear from
the fact that the higher values of decoherence start to coincide around τ = 5pi. We also
note that around τ = 2pin, for integer n the inclusion of noise appears to temporarily
increase the non-Gaussianity. This could, however, be due to the fact that the relative
entropy measure cannot distinguish between non-Gaussianity induced as a result of
genuinely nonlinear dynamics or as a result of classical mixing of the states [62]. We
discuss this further in Section 7. Similarly, in Figure 5b we have plotted the non-
Gaussianity δ(τ) for increasing values of phonon decoherence rate κ¯m with Lindblad
operator Lˆm =
√
κ¯m bˆ and the same values as before.
6. Applications: Time-dependent coupling
In all physical systems, such as optomechanical cavities, the confining trap is not ideal.
This means that, in general, the coupling g˜(τ) is time-dependent as a consequence of,
for example, trap instabilities. Time-dependent variations such as phase fluctuations
in the laser beam used to trap a levitated bead will modulate the coupling.
In this work, we want to exploit the possibility of controlling the coupling g˜(τ) by
considering its periodic modulation in time. In practice, such time-dependent control
would be achievable for an optically trapped and levitated dielectric bead that interacts
with a cavity field by controlling the optical phase of the trapping laser field. In fact,
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such phase determines the bead’s equilibrium position which, in turn, affects the cavity
light-bead coupling through the varying overlap between the bead and the cavity mode
function. Technically, the trapping laser’s optical phase may be controlled through an
acoustic-optical modulator. Alternately, control on a bead’s equilibrium position may
also be enacted by adopting Paul traps, which work for levitated nanospheres [63],
and have been used to shuttle ions across large distances, typically for the purpose of
quantum information processing [64, 65]. See also Section 7 for additional methods
by which the coupling can be modulated.
6.1. Modelling the trap modulation
We shall model a time-dependent light–matter coupling g˜(τ) by assuming that the
coupling has the simple form
g˜(τ) = g˜0 (1 +  sin(Ω0 τ)) . (23)
Here, g˜0 is the expected value of the coupling,  is the amplitude of oscillation
and Ω0 := ω0/ωm is the dimensionless frequency that determines how the coupling
oscillates in time. We can insert this ansatz in the general expressions (7) and obtain
an explicit form for this case. The full expressions for the coefficients in (7) are again
very long and cumbersome, and we do not print them here. They are listed in (D.1).
We can now compute δ(τ) for this time-dependent coupling for initial coherent
states, and we display the results in Figure 6. In 6a we plot δ(τ) vs. τ for different
values of the oscillation frequency Ω0. Note that we here include a larger range of τ
to capture potentially recurring behaviour. In the limit Ω0 → 0 we recover the time-
independent solution, as expected. Interestingly, when Ω0 6= 0 we see that we can
achieve higher values for the nonlinear measure δ(τ). This is especially pronounced
as Ω0 → 1, where the trap oscillation frequency is equal to the mechanical frequency
ωm, for which δ(τ) ceases to oscillate periodically, but instead steadily increases. We
discuss this case in detail in the following section.
6.2. Trap modulation on resonance
The functions (D.1) contain denominators of the form Ω0 − 1. Therefore, among
all possible values of Ω0, we can ask what happens on resonance, i.e., when Ω0 =
1. Figure 6a already provides evidence that the system should behave markedly
differently.
At resonance, where Ω0 = 1, the functions (D.1) take the relatively simple form
FNˆ2a
= − 1
16
g˜0
[
16 τ − 8 sin(2 τ) +  (32− 36 cos(τ) + 4 cos(3 τ))
+ 2
(
6 τ − 4 sin(2 τ) + sin(2 τ) cos(2 τ))]
FNˆa Bˆ+ = −g˜0 sin(τ)
(
1 +

2
sin(τ)
)
FNˆa Bˆ− =
g˜0
4
 (sin(2 τ)− 2 τ)− 2 g˜0 sin2
(τ
2
)
(24)
We have plotted in Figure 6 the exact measure of non-Gaussianity δ(τ) in the resonant
case for initially coherent states and for different values of µc. As anticipated, here
we no longer have recurrent behaviour. Instead, the non-linearity increases as ln τ .
Formally, this growth can continue for arbitrarily large times τ , however, the maximum
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Figure 6. The measure of non-Gaussianity δ(τ) for systems with time-dependent
coupling g˜(τ) = g˜0(1 +  sin (Ω0τ)), where  is the amplitude and Ω0 = ω0/ωm is
the modulation frequency. (a) Plot of δ(τ) vs. rescaled time τ for different values
of Ω0. The case Ω0 = 0 (blue line) corresponds to the time-independent setting.
At resonance, with Ω0 = 1 (green line), the system displays a drastically different
behaviour. Other parameters are g˜0 =  = 1 and µm = 0. (b) Plot of δ(τ) vs.
rescaled time τ at resonance Ω0 = 1 for various values of coherent state parameter
µc. The system no longer exhibits closed dynamics. Other parameters include
g˜0 =  = 1 and µm = 0. (c) A plot of δ(τ) vs. time τ for increasing oscillation
frequency  at resonance Ω0 = 1 and with µc = 1. δ(τ) increases slowly with .
Again, we have set µm = 0.
time τ that can be achieved in practice is limited by the coherence time of the
experiment. Similarly, we plotted δ(τ) for various values of  in Figure 6c. We note
that δ(τ) oscillates increasingly rapidly with larger  but with decreasing amplitude
for increasing τ , as |F |2 ∼ g˜20 2 τ2 becomes the dominant term for τ  1.
As already noted, it is evident from Figure 6 that the non-Gaussianity increases
continuously. The nonlinear coupling in the Hamiltonian is derived by considering the
effect of photon pressure on the mechanical element. Given that the overall photon
number 〈aˆ†aˆ〉 is conserved, the coupling acts as a photon number displacement. If
this coupling is time-dependent, this means that the photon pressure displaces with
a time-dependence. When this occurs at resonance, this linear displacement grows
linearly in time. See also [48] for further insight once the rotating wave approximation
has been applied.
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Figure 7. A comparison between the full measure δ(τ) (solid line) and the
approximate measure (dashed lines) for time-dependent couplings g˜(τ). (a) Plot
showing the accuracy of the approximation for different values of µc at Ω0 = 0.5.
The approximation becomes very accurate as µc increases. (b) Plot comparing
the accuracy of δ˜ for a different values of  at µc = 10. The approximation
becomes more accurate as  increases.
6.3. Large coherent state parameters at resonance
Using the explicit form of the coefficients (24), we note that |F |2 = F 2
Nˆa Bˆ−
+ F 2
Nˆa Bˆ+
has the asymptotic behaviour |F |2 ∼ 14 g˜20 2 τ2 for τ  1. This implies that
exp[−|F |2] 1 for large τ and therefore we expect, as it happened in Section 4.2, that
most covariance matrix elements will vanish and will not contribute to the asymptotic
form of δ(τ). This observation allows us to compute the symplectic eigenvalues, which
read ν+ = 1 + 2|µc|2
(
1− e−4 |µc|2 sin2 θa/2 e−|F |2
)
and ν− =
√
1 + 4 |µc|2 |F |2, and
they match the expressions (21). We again stress that we have retained the exact
expression for σ11 to capture some crucial features of the non-Gaussianity, such as
δ(0) = 0.
In Figure 7, we compare the exact measure δ(τ) at resonance with the asymptotic
form derived in (22). The solid lines represent the exact measure δ(τ) and the dashed
lines represent the asymptotic expression. In Figure 7a we compare them for different
values of µc. We note that, except for at very small τ , the asymptotic form is entirely
accurate and gets even more precise for increasing values of µc. This is a consequence,
as we noted before, of the exponentials in (B.6) that suppress some elements for large
µc, unless θa = npi. Similarly, in Figure 7b we have plotted δ(τ) and its asymptotic
form for different values of the oscillation amplitude . Again, the suppression of the
exponentials with increasing  means that larger values of  yield a more accurate
expression.
6.4. Open system dynamics at resonance
If it is possible to continuously increase the non-Gaussianity, the system might have a
certain tolerance to noise. That is, there is a level of noise at which the non-Gaussianity
essentially reaches a steady-state. In Figure 8 we have plotted the non-Gaussianity δ as
a function of time for different values of photon and phonon decoherence. Figure 8a
shows the system at resonance with photons leaking from the cavity with a rate
κ¯c = κc/ωm for parameters µc = 0.1, g˜0 = 1,  = 0.5 and µm = 0. We note that
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Figure 8. Non-Gaussianity for open optomechanical systems at mechanical
resonance. (a) Non-Gaussianity δ vs. time τ for a system with increasing values
of photon decoherence κ¯c for g˜0 = 1, µc = 0.1,  = 0.5, and µm = 0. (b)
Non-Gaussianity δ vs. time τ for a system with increasing values of phonon
decoherence κ¯m for g˜0 = 1, µc = 0.1,  = 0.5, and µm = 0. Changing to µm 6= 0
does not affect the results.
κ¯c = 0.3 yields what is essentially a steady-state of the non-Gaussianity. In Figure 8b
we note the same behaviour but for phonon decoherence with rate κ¯m = κm/ωm.
7. Discussion and practical implementations
We have employed a measure of non-Gaussianity δ(τ) in order to quantify the deviation
from linearity of an initial Gaussian state induced by the Hamiltonian (1). Our results
show that, for a constant light–matter coupling g˜0, the non-Gaussianity δ(τ) scales
differently in two contrasting regimes: (i) For a weak optical input coherent state |µc|,
the nonlinear character of the state grows as g˜20 |µc|2 ln |µc| if the mechanics is also
in a coherent state, (ii) conversely, for large |µc|, the nonlinear character of the state
grows logarithmically with the quantity g˜0|µc|, which also holds when the mechanical
element is not fully cooled. The same general scaling with |µc| occurs when g˜(τ) is
time-dependent.
Crucially, we also find that the amount of non-Gaussianity can be continuously
increased by driving the light–matter coupling at mechanical resonance. This becomes
especially useful in the presence of noise. We will now discuss these results in the
context of concrete experimental setups, and specifically discuss how the modulated
light–matter coupling can be engineered. First, however, we will discuss the measure
of non-Gaussianity that we have used in this work.
7.1. Choice of measure
In this work, we chose to work with a relative entropy measure of non-Gaussianity
(see Section 3) which was first defined in [50]. This measure has previously been
extensively used to compute the non-Gaussianity of various states [66], as well as
in an experimental setting where single photons were gradually added to a coherent
state to increase its non-Gaussian character [62]. Several additional measures for the
quantification of non-Gaussianity have been proposed in the literature, linking it to
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the Hilbert-Schmidt distance [67] or to quantum correlations [68]. Specifically, the
relative entropy measure was shown to be more general than the Hilbert-Schmidt
measure [67]. Furthermore, a connection has been put forward between the non-
Gaussianity of a state and its Wigner function [69], and similarly there appears to be
an intrinsic link between the quantum Fisher information and the lowest amount of
non-Gaussianity of a state [70].
Most crucially, this measure is not upper-bounded. This means that, as opposed
to, for example, an entanglement measure where the notion of a maximally entangled
state is well-defined, there is no such thing as a maximally non-Gaussian state. This
is reflected by our results, where taking µc to infinity yields limµc→∞ δ = ∞. As
such, it is only possible to state that one state is more non-Gaussian than another.
However, for pure states, there is the relation of the measure to the Hilbert-Schmidt
measure. As such, the non-Gaussianity δ(τ) of pure states has strong operational
implications [8].
For mixed states, the operational meaning is not clear because the measure cannot
detect the difference between classical mixtures of Gaussian states, which can be easily
prepared by classical mixtures of Gaussian states, and inherent non-Gaussianity due
to some nonlinear evolution of pure states [62]. This means that the measure often
needs to be used together with a measure of non-classicality, such as the negativity
of the Wigner function. We know from previous work [22, 25] that for a constant
coupling, the system is maximally entangled at τ = pi, which satisfies the occurrence
of non-classicality in conjunction with the non-Gaussianity. The state is however fully
disentangled at τ = 2pi, and in the case of open system dynamics, this feature of the
measure becomes apparent. We note that the non-Gaussianity plotted in Figure 5
spikes at times τ = 2pin for integer n, which is when we usually have no entanglement.
This implies that the addition of non-Gaussianity most likely comes from a classical
mixture of coherent states that have slightly decohered.
7.2. Experimental regimes
There are two relevant experimental regimes for optomechanical systems. They are
determined by the magnitude of the light–matter coupling g compared to the other
frequencies in the system. In the weak single-photon optomechnical coupling regime,
the light–matter coupling g is small compared to the resonant frequency ωm and the
optical decoherence rate κc. Such experiments usually involve a strong laser drive,
which tends to wash out the non-linearity. In the strong single-photon coupling
regime, nonlinear effects are in practice small but more significant. Under these
conditions, a single photon displaces the mechanical oscillator by more than its zero-
point uncertainty and weak optical fields tend to be used [71]. In summary, most
approaches fall into one of two categories: (i) small g and linearised dynamics and (ii)
large g and low number of photons.
Our work suggests that we can further increase the amount of non-Gaussianity by
modulating the light–matter coupling. We emphasize that this scheme is applicable
in both the weak and strong coupling regimes. This sets it apart from other schemes,
which usually focus on enhancing the non–Gaussianity in one of the two categories
mentioned above.
Let us also briefly discuss our results with regard to linearised dynamics. This
linearisation of dynamics is fundamentally different to the scenarios considered in this
work. When linearising the dynamics, the system is opened and the field operators
Enhanced continuous generation of non-Gaussianity through optomechanical mod...21
aˆ are treated as flucutations around a strong optical field as such: aˆ → aˆ = α + aˆ′,
where aˆ′ are the fluctuations. In this work, we have retained the nonlinear dynamics,
even when considering open system dynamics. Thus, while we observe that a large
coherent state parameter µc increases the non-Gaussianity, we cannot generalise this
result to the linearised dynamics.
7.3. Methods of modulating the light–matter coupling in physical systems
We saw in Section 6 that the amount of non-Gaussianity in the system increases when
the light–matter coupling g˜(τ) is modulated. An explanation of this phenomena was
provided in [48]. Consider the force ~F exerted by the photons on the mechanics. For
a number of n photons, this force is proportional to ~F ∝ (n+ 1/2), where 1/2 comes
from the zero-point energy. When the light–matter coupling is constant, this force is
constant, and thus we see the periodic evolution. However, when we modulate g˜(τ),
the photon-pressure force ~F acts periodically on the mechanics, and is amplified when
pushing in tandem with the mechanical resonance.
While engineering the modulation is challenging, we shall explore several methods
that can achieve it. The question is whether the modulation can be performed at
mechanical resonance. As a basis for this discussion, we present a derivation of a
time-dependent light–matter coupling for levitated nanobeads in Appendix E, which
is based on the work in [72]. There are several practical ways in which one may
envisage to increase the non-linearity by modulating the coupling, depending on the
nature of the trap at hand:
i) Optically-trapped levitating particles. The effect that we are looking for
can be realised by modulating the phase of the trapping laser beam (which, in
turn, can be achieved through an acousto–optical modulator). In our derivation in
Appendix E, this phase is denoted by ϕ(τ) and it affects the light–matter coupling
strength by determining the particle’s location with respect to the standing wave
of the cavity field. Thus if we let ϕ(τ) = pi2 (1 +  sin Ω0τ), with Ω0 = ω0/ωm,
and where ω0 is the phase modulation frequency, we obtain the expression used
in Section 6. If, then, the phase frequency is resonant with Ω0 = 1, it should be
possible to increase the non-Gaussianity even further.
ii) Paul traps. The shuttling of ions has been demonstrated [65, 64] using Paul
traps, which are customarily used for ions but which have also recently been used
for trapping nanoparticles [63, 73, 74]. These works indicate that a modulation
of the particle’s position, and hence, a modulation of the coupling as per point
i), can be obtained in a Paul trap as well.
iii) Micromotion in hybrid traps. Paul traps display three different kinds of
particle motion. Firstly, we have thermal motion, whereby the particle moves
around the trap. Secondly, and most importantly to our scheme, we have
micromotion, which induces small movements around the potential minimum.
Finally, there is mechanical motion, which is the harmonic motion in the trap,
here denoted by ωm. Since the micromotion moves the bead around the potential
minimum with a frequency ωd, this already modulates the light–matter coupling,
and is, in a way, an equivalent implementation to the “shaking” of the trap. If
the micromotion can be engineered to occur with a frequency ωd equal to ωm,
then one could, instead of averaging it out, adopt the micromotion’s variables to
increase the non–Gaussianity with the scheme we propose in Section 6.2. To date,
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the micromotion is generally smaller than the mechanical frequency, ωd ≤ ωm,
but current experimental efforts appear promising.
There are potentially many more ways in which the light–matter coupling could
be modulated, including with optomechanically induced transparecny [75, 76] and by
using the Kerr effect to change the refractive index of the oscillator.
We conclude that the enhancement of the non-linearity predicted by our work
can be realised in experiments, given the capabilities mentioned above. There are, of
course, many challenges to be overcome. In fact, to take advantage of the rather slow
logarithmic scaling with time τ , one must keep the system coherent for longer, which
is difficult. However, although our analytical results are restricted to Hamiltonian
systems, we note that there is no reason to expect that this enhancement should
disappear in a noisy setting.
7.4. Detecting and measuring non-Gaussianity in optomechanical systems
In practise, how would one proceed to measure the amount of non-Gaussianity in the
laboratory? As shown in [62], the measure of non-Gaussianity used in this work has
been measured for the addition of single photons to a coherent state. This requires full
state tomography and is thus an expensive process. There are however others ways
to proceed. In [77] a witness of non-Gaussianity was proposed based on bounding
the average photon number in the system from above. While they apply to a single
system, they can probably be extended to bipartite systems as well.
Finally, we here suggest a simple method by which non-Gaussianity can be
detected for pure states. We note that the von Neumann entropy S(ρˆAB) of a
bipartite state ρˆAB is bounded by S(ρˆAB) ≥ |S(ρˆA)−S(ρˆB)|, through the Araki–Lieb
inequality [78] where ρˆA and ρˆB are the reduced states of the optical and mechanical
subsystems, respectively. Therefore, the measure of non-Gaussianity δ(τ) that we
defined in (15) is lower-bounded by
δ(τ) ≥ |S(ρˆA)− S(ρˆB)| − S(ρˆ(0)). (25)
In this sense, this reduced measure acts as a sufficient (but not necessary) condition
for non-Gaussianity. That is, finding that the measure is non-zero does tell us that
the state is non-Gaussian, however it does not tell us the full magnitude of the
non-Gaussianity. Furthermore, to compute this measure, one would still have to
measure the second moments of the optical and mechanical subsystems. This does,
however, require fewer measurements than full state tomography on the joint optical
and mechanical system.
8. Conclusions
We have quantified the non-Gaussianity of initially Gaussian coherent states evolving
under the standard, time-dependent optomechanical Hamiltonian. We used a measure
of non-Gaussianity based on the relative entropy of a state to characterise the deviation
from Gaussianity of the full system. Our techniques allowed us to derive asymptotic
expressions for small and large optical coherent-state amplitudes, see Equation (19)
and Equation (22) respectively. We found that for coherent states with amplitude
|µc| ≥ 1, the amount of non-Gaussianity grows logarithmically with the input average
number of excitations |µc| and with the light–matter coupling. At resonance, we find
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that the non-Gaussianity is further enhanced by a logarithmic scaling with the time
of interaction.
An important and promising aspect of our study consists in showing that the
amount of non-Gaussianity in the system can be continuously increased by driving
a time-modulated optomechanical coupling at mechanical resonance. This allows
us to circumvent the usual periodic increase and decrease of non-Gaussianity, and
we find that this behaviour effectively yields a non-Gaussian steady-state in the
presence of noise. As such, this points to a practically accessible, mechanism to
enhance the nonlinear character of optomechanical dynamics at a given light–matter
coupling strength. We point out that certain systems, such as hybrid-trap systems,
are particularly well-suited for this purpose, as their light–matter interaction is
naturally modulated due to the trap characteristics. Finally, we also conclude that the
mechanical system does not have to be cooled to the ground state in order to access
significant amounts of the non-Gaussianity.
Our work can be extended to more complicated Hamiltonians of bosonic modes,
and we can include modifications such as squeezing of the mechanical state. This
setting will be explored in future work.
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Appendix A. Derivation of the dynamics and general tools
In this appendix, we will derive the coefficients in (7) that determine the time-evolution
of the system. This follows the derivation in [49]. We will also show the explicit time-
dependence of the second moments and discuss some methods related to computing
the symplectic eigenvalues of the covariance matrix.
Appendix A.1. Properties of of the nonlinear Hamiltonian
Firstly, we remind the reader that the laboratory time t is rescaled by ωm. Finding
a simple expression for Uˆ(τ) is straight-forward when the light–matter coupling
g˜ = g/ωm is not time-dependent. If g˜(τ) = g(ωmτ)/ωm is time-dependent we require
a more rigorous framework. This is what we present here.
We will here follow the derivation in Appendix A in [49]. We note that compared
with [49], we have here swapped the definition of aˆ and bˆ, and we have a minus-sign
in front of g˜(τ).
For the time-dependent Hamiltonian Hˆ in (1), the time-evolution operator is
given by
Uˆ(τ) :=
←
T exp
[
−i
∫ τ
0
dτ ′ Hˆ(τ ′)
]
, (A.1)
where
←
T is the time-ordering operator.
The basis for decoupling the operator is finding a Lie algebra of generators Gˆi
that induce the time-evolution. This Lie algebra must be closed under commutation,
that is, either [Gˆj , Gˆk] ∝ Gˆl, or [Gˆj , Gˆk] = c where c is a scalar. This will allow for
the terms in Uˆ(t) to be moved with the Baker–Campbell–Hausdorff formula such that
Uˆ(t) can be written in a simpler form.
We start with the ansatz that the evolution operator (3) can be written as
Uˆ(τ) =
∏
j
Uˆj(τ) =
∏
j
e−iFj Gˆj , (A.2)
where Fj are coefficients corresponding to each of the generators Gˆj . Our task is now
to find the coefficients Fj .
We begin by defining the operators Gˆj in the algebra:
Nˆa := aˆ
†aˆ Nˆb := bˆ†bˆ Nˆ2a := (aˆ
†aˆ)2
Nˆa Bˆ+ := Nˆa (bˆ
† + bˆ) Nˆa Bˆ− := Nˆa i (bˆ† − bˆ), (A.3)
It can be verified that the operators in (A.3) form a closed Lie algebra under
commutation. With these operators, our ansatz can be written as
Uˆ(τ) = Uˆa(τ) Uˆb(τ) Uˆ
(2)
a (τ) Uˆ+(τ) Uˆ−(τ), (A.4)
where we identify
Uˆa(τ) = e
−i FNˆa Nˆa Uˆb(τ) = e
−i FNˆb Nˆb Uˆ (2)a (τ) = e
−i FNˆ2a Nˆ
2
a
Uˆ+(τ) = e
−i FNˆa Bˆ+ Nˆa Bˆ+ Uˆ−(τ) = e
−i FNˆa Bˆ− Nˆa Bˆ− . (A.5)
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To find the coefficients, we note the following equivalence:
←
T exp
[
−i
∫ τ
0
dτ ′ Hˆ(τ ′)
]
= e−i FNˆa Nˆa e−i FNˆb Nˆb e−i FNˆ2a Nˆ
2
a e
−i FNˆa Bˆ+ Nˆa Bˆ+e−i FNˆa Bˆ− Nˆa Bˆ− . (A.6)
Differentiating both sides brings down the Hamiltonian (1) on the left, which we here
write in terms of the generators (6). We then multiply both sides by U† to obtain the
following differential equation:
Ω Nˆa + Nˆb − g˜(τ) Nˆa Bˆ+
= F˙Nˆa Nˆa + F˙Nˆb Nˆb + FNˆ2a
Nˆ2a + F˙Nˆa Bˆ+Uˆb(τ) Nˆa Bˆ+Uˆ
†
b (τ)
+ F˙Nˆa Bˆ−Uˆb(τ) Uˆ+(τ) Nˆa Bˆ− Uˆ
†
+(τ) Uˆ
†
b (τ) (A.7)
where F˙i =
d
dtFi. This is the equation that determines the coefficients. We can now
commute all the operators through, where we find
Uˆb Nˆa Bˆ+Uˆ
†
b = cos (FNˆb) Nˆa Bˆ+ − sin (FNˆb)Nˆa Bˆ−
Uˆb Nˆa Bˆ− Uˆ
†
b = cos (FNˆb)Nˆa Bˆ− + sin (FNˆb) NˆaBˆ+
Uˆ+ Nˆa Bˆ− Uˆ
†
+ = Nˆa Bˆ− + 2FNˆa Bˆ+ Nˆ
2
a , (A.8)
By inserting this into (A.7), we are able to determine the coefficients by linear
independence. Integrating, we obtain:
FNˆa = Ω τ,
FNˆb = τ,
FNˆ2a
= 2
∫ τ
0
dτ ′ g˜(τ ′) sin(τ ′)
∫ τ ′
0
dτ ′′ g˜(τ ′′) cos(τ ′′),
FNˆa Bˆ+ = −
∫ τ
0
dτ ′ g˜(τ ′) cos(τ ′), and
FNˆa Bˆ− = −
∫ τ
0
dτ ′ g˜(τ ′) sin(τ ′), (A.9)
where Ω = ωc/ωm and τ = ωm t. Depending on the form of g˜(τ), we can now use
these equations to find a simplified form of Uˆ(t).
Appendix A.2. Computing determinants of symplectic matrices
When computing the amount of non-Gaussianity in (15), it is useful to consider the
symplectic eigenvalues of a Gaussian state [59]. In short, for an arbitrary covariance
matrix σ, they are the eigenvalues of the matrix iΩσ, where Ω = diag(−i,−i, i, i)
is the symplectic form. There are other ways to define the symplectic eigenvalues
though. In the following, we have to switch the basis of the operators to a more
convenient one, but this does not affect the final result. The correct definition can be
found in [56]. Let us write an arbitrary covariance matrix σ in the particular basis
Xˆ = (qˆa, pˆa, qˆb, pˆb)T as
σ =
(
A C
CT B
)
, (A.10)
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where A = AT , B = BT and all matrices are 2 × 2 matrices. The symplectic
invariants are defined as the following four quantities: a2 := det(A), b2 := det(B),
c+c− := det(C), and µ−2 := det(σ) = (ab− c2+)(ab− c2−).
Finally, we introduce the parameter ∆ as ∆ := det(A) + det(B) + 2 det(C). The
symplectic eigenvalues ν± are then given by
2 ν2± :=∆±
√
∆2 − 4 det(σ)
=a2 + b2 + 2c+c− ±
√
(a2 − b2)2 + 4(a c+ + b c−)(a c− + b c+). (A.11)
Appendix B. Evolution of first and second moments
In the Heisenberg picture, the time evolution of the mode operators aˆ and bˆ induced by
the Hamiltonian considered here is simply aˆ(t) := Uˆ†(t) aˆ Uˆ(t) and bˆ(t) := Uˆ†(t) bˆ Uˆ(t).
In terms of the generators of the Lie algebra defined in (A.3), we explicitly have
aˆ(t) :=e
−i FNˆ2a e−2 i (FNˆ2a+FNˆa Bˆ+ FNˆa Bˆ− ) Nˆa e−i FNˆa Bˆ+ Bˆ+ e−i FNˆa Bˆ− Bˆ− aˆ
bˆ(t) :=e−i τ
[
bˆ+ (FNˆa Bˆ− − i FNˆa Bˆ+) Nˆa)
]
. (B.1)
This expression can also be rewritten in more compact notation as
aˆ(t) = e−iθa(Nˆa+1/2) Dˆbˆ(F
∗) aˆ
bˆ(t) = e−i τ
[
bˆ+ F ∗ Nˆa
]
, (B.2)
where Dˆbˆ(F
∗) is a Weyl displacement operator and where we have introduces the
quantities
θa = 2
(
FNˆ2a
+ FNˆa Bˆ+FNˆaBˆ−
)
F = FNˆa Bˆ− + iFNˆa Bˆ+ . (B.3)
These expectation values can then be used to compute the elements of the covariance
matrix σ, which in our basis are given by
σ11 = σ33 = 1 + 2 〈aˆ†aˆ〉 − 2 〈aˆ†〉 〈aˆ〉
σ31 = 2 〈aˆ2〉 − 2 〈aˆ〉2
σ22 = σ44 = 1 + 2 〈bˆ†bˆ〉 − 2 〈bˆ†〉 〈bˆ〉
σ42 = 2 〈bˆ2〉 − 2 〈bˆ〉2
σ21 = σ34 = 2 〈aˆbˆ†〉 − 2 〈aˆ〉 〈bˆ†〉
σ41 = σ32 = 2 〈aˆbˆ〉 − 2 〈aˆ〉 〈bˆ〉 , (B.4)
where we have suppressed the time-dependence for notational convenience.
We now compute the expectation values for initial optical coherent states and
coherent and thermal coherent states of the mechanics.
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Appendix B.1. Mechanical coherent states
For the initial coherent state |Ψ(t = 0)〉 = |µc〉 ⊗ |µm〉 in (11) and ignoring the global
phases e−iΩ τ , which can be done by transforming into a frame rotating with Ωaˆ†aˆ,
we obtain
〈aˆ(t)〉 := e−i 12 θa e|µc|2(e−iθa−1) e− 12 |F |2 eF∗µ∗m−Fµm µc
〈bˆ(t)〉 := e−iτµm + e−iτ F ∗ |µc|2
〈aˆ2(t)〉 := e−2i θa e|µc|2(e−2iθa−1) e−2|F |2 e2(F∗µ∗m−Fµm) µ2c
〈bˆ2(t)〉 := e−2iτ (µm + F ∗ |µc|2)2 + e−2iτF ∗2 |µc|2
〈aˆ†(t)aˆ(t)〉 := |µc|2
〈bˆ†(t)bˆ(t)〉 := ∣∣µm + F ∗ |µc|2∣∣2 + |F |2 |µc|2
〈aˆ(t)bˆ(t)〉 := e−i 12 θa e|µc|2(e−iθa−1) e− 12 |F |2 eF∗µ∗m−Fµm µc e−iτ
[
µm +
(|µc|2e−iθa + 1)F ∗]
〈aˆ(t) bˆ†(t)〉 : = e− 12 iθa e|µc|2(e−iθa−1) e− 12 |F |2 eF∗µ∗m−Fµm µc eiτ
[
µ∗m + |µc|2e−iθaF
]
.
(B.5)
where we have introduced F := FNˆa Bˆ− + iFNˆa Bˆ+ and θa := 2(FNˆ2a
+ FNˆa Bˆ+FNˆa Bˆ−).
The covariance matrix elements are given by
σ11 = σ33 = 1 + 2|µc|2
(
1− e−4 |µc|2 sin2 θa/2 e−|F |2 eF∗µ∗m−Fµm
)
σ31 = 2µ
2
c e
−iθa e−|F |
2
(
e−iθa e|µc|
2 (e−2 iθa−1) e− |F |
2
e2(F
∗µ∗m−Fµm)
− e2|µc|2(e−iθa−1) e2(F∗µ∗m−Fµm)
)
σ22 = σ44 = 1 + 2 |µc|2 |F |2
σ42 = 2 e
−2 i τ |µc|2 F ∗2
σ21 = σ34 = 2F µc |µc|2 (e−iθa − 1) e−i 12 θa ei τ e|µc|2(e−iθa−1)e− 12 |F |2 eF∗µ∗m−Fµm
σ41 = σ32 = 2F
∗ µc
(|µc|2(e−iθa − 1) + 1) e− i2 θa e−i τ e|µc|2(e−iθa−1) e− |F |22 eF∗µ∗m−Fµm .
(B.6)
Appendix B.2. Mechanical thermal coherent states
In Section 2.4 we noted that the mechanical state is most often found in a thermal
state. We assume that the initial state is a coherent thermal state of the form
ρˆth =
1
n¯pi
∫
d2β e−|β|
2/n¯ |β〉 〈β| , (B.7)
where n¯ is the average thermal phonon occupation number. The cavity is still in the
coherent state |µc〉. Several of the expectation values can then simplified by noting
that ∫
d2β β = 0,
∫
d2β β2 = 0. (B.8)
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As a result, the expectation values for the initial mechanical states as a coherent
thermal state are given by
〈aˆ(t)〉 := 1
n¯pi
∫
d2β e−|β|
2/n¯ e−i
1
2 θa e|µc|
2(e−iθa−1) e−
1
2 |F |2 eF
∗β∗−Fβ µc
〈bˆ(t)〉 := e−iτ F ∗ |µc|2
〈aˆ2(t)〉 := 1
n¯pi
∫
d2β e−|β|
2/n¯ e−2i θa e|µc|
2(e−2iθa−1) e−2|F |
2
e2(F
∗β∗−Fβ) µ2c
〈bˆ2(t)〉 := e−2 i τF ∗2 |µc|2
(
1 + |µc|2
)
〈aˆ†(t)aˆ(t)〉 := |µc|2
〈bˆ†(t)bˆ(t)〉 := |F |2|µc|2
(
1 + |µc|2
)
〈aˆ(t)bˆ(t)〉 := 1
n¯pi
∫
d2β e−|β|
2/n¯ e−i
1
2 θa e|µc|
2(e−iθa−1) e−
1
2 |F |2 eF
∗β∗−Fβ µc
× e−i τ [β + (|µc|2e−iθa + 1)F ∗]
〈aˆ(t) bˆ†(t)〉 : = 1
n¯pi
∫
d2β e−|β|
2/n¯ e−
1
2 iθa e|µc|
2(e−iθa−1) e−
1
2 |F |2 eF
∗β∗−Fβ µc
× ei τ [β∗ + |µc|2e−iθaF ] . (B.9)
The resulting covariance matrix elements can be computed from here.
Appendix C. Derivation of the asymptotic form of the symplectic
eigenvalues
The symplectic eigenvalues ν± have the expression ν± = 1 + δν±. We would like to
see what is the form of the function f(x) = x+12 ln
x+1
2 − x−12 ln x−12 when we compute
f(ν±) and δν±  1 or δν±  1.
In the first case, δν±  1, and we have
f(ν+) =f(1 + δν+)
=
2 + δν+
2
ln
2 + δν+
2
− δν+
2
ln
δν+
2
=
(
1 +
δν+
2
)
ln
(
1 +
δν+
2
)
− δν+
2
ln
δν+
2
=
(
1 +
δν+
2
)
δν+
2
− δν+
2
ln
δν+
2
+O
((
δν+
2
)3)
=− δν+
2
ln
δν+
2
+O
(
δν+
2
)
. (C.1)
An analogous computation can be done for ν−. The last line of (C.1) is a consequence
of the fact that −x lnx x for x 1.
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In the second case we have δν±  1, therefore
f(ν+) =f(1 + δν+)
=
2 + δν+
2
ln
2 + δν+
2
− δν+
2
ln
δν+
2
=
(
1 +
δν+
2
)
ln
(
1 +
δν+
2
)
− δν+
2
ln
δν+
2
=
(
1 +
δν+
2
)
ln
δν+
2
(
1 +
2
δν+
)
− δν+
2
ln
δν+
2
=
(
1 +
δν+
2
)
ln
δν+
2
+
(
1 +
δν+
2
)
ln
(
1 +
2
δν+
)
− δν+
2
ln
δν+
2
= ln
δν+
2
+
(
1 +
δν+
2
)
ln
(
1 +
2
δν+
)
+O
((
2
δν+
)2)
= ln
δν+
2
+
(
1 +
δν+
2
)
2
δν+
+O
((
2
δν+
)2)
= ln
δν+
2
+ 1 +O
(
2
δν+
)
, (C.2)
which concludes the proof of the claim, since δν±  1 and therefore ln δν+2  1. An
analogous computation can be done for ν−.
Appendix D. Coefficients for time-dependent light–matter coupling
In this appendix, we compute the coefficients used in Section 6. Starting from (A.9),
we assume that the coupling has the functional form g˜(τ) = g˜0(1 +  sin τ Ω0), where
we have set g˜(τ) = g(ωmt)/ωm. The algebra is straightforward, although cumbersome,
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and it leads us to the expressions:
FNˆ2a
= −g˜20
[
τ − sin(τ) cos(τ)]+ 2  g˜20
Ω0
[
sin2(τ) cos(τΩ)− 2 sin2
(τ
2
)]
−  g˜
2
0
4Ω0(1 + Ω0)
4 sin(2τ) sin(Ω0 τ)−  g˜
2
0
2Ω0(1− Ω20)
8 cos(τ) sin2
(
(1− Ω0)τ
2
)
+ 2
g˜20
4 Ω0(1 + Ω0)
(2 τ − 4 sin(τ) cos(Ω0 τ)(cos(τ) cos(Ω0 τ)− 2))
+ 2
g˜20
4 Ω0(1− Ω20)
(
4 sin(τ) cos(Ω0 τ)(cos(τ) cos(Ω0 τ)− 2) + 8 cos(τ) sin(Ω0 τ)
+ (1− 2 cos(2 τ)) sin(2 Ω0 τ)− 2 τ
)
+ 2
g˜20
4 Ω0 (1− Ω20)2
(
8 Ω0 sin(τ) cos(Ω0 τ)− 2 Ω0 sin(2 τ) cos(2 τ Ω0)
− 8 cos(τ) sin(Ω0 τ) + 2 cos(2 τ) sin(2 τ Ω0)
)
FNˆa Bˆ+ = −
g˜0
1 + Ω0
 sin(τ) sin(Ω0 τ) +
2 Ω0 g˜0
1− Ω20
 sin2
(
(1− Ω0)τ
2
)
− g˜0 sin(τ)
FNˆa Bˆ− = −
g˜0
1 + Ω0
 (sin(τ) cos(Ω0 τ) + sin((1 + Ω0)τ)) +
g˜0
1− Ω20
 sin((1− Ω0)τ)
− 2 g˜0 sin2
(τ
2
)
(D.1)
It can be seen from these expressions that there are some resonances expected, namely
a drastic change in the behaviour of (some of) the functions in the limit Ω0 → 1, which
occurs when ω0 = ωm.
It is straight-forward to see how the terms FNˆa Bˆ+ and FNˆa Bˆ− simplify as Ω0 → 0
by noting that limΩ0→1 sin τ(1− Ω0/(1 − Ω20) = τ/2. The long expression for FNˆ2a is
more challenging. We note that the terms independent of  remain unchanged with
Ω0. Thus, at resonance, these coefficients read:
FNˆ2a
= − 1
32
g˜0
[
2
(
12 τ − 8 sin(2 τ) + sin(4 τ))
+  (64− 72 cos(τ) + 8 cos(3 τ)) + 32 τ − 16 sin(2 τ)]
FNˆa Bˆ+ = −g˜0 sin(τ)
(
1 +

2
sin(τ)
)
FNˆa Bˆ− =
g˜0
4
 (sin(2 τ)− 2 τ)− 2 g˜0 sin2
(τ
2
)
. (D.2)
Appendix E. Derivation of the modulated light–matter coupling
In this appendix, we will show how the time-dependent term used in Section 6 can be
derived for levitated nanobead systems. In [72], a fully general theory of light–matter
coupling is presented. We will recount some of the derivation here and show how the
cavity volume can be modulated in a manner such that it is useful to our scheme.
Given a number of assumptions regarding the light–matter interaction (see [72]
for a full description) the full Hamiltonian that describes the light–matter interaction
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for a homogeneous dielectric object is the following:
Hˆtot = Hˆfm + Hˆ
f
c + Hˆ
f
c + Hˆ
f
out + Hˆ
f
free + Hˆ
i
cav−out + Hˆ
i
diel. (E.1)
The term Hˆfm = pˆ
2/2M , where M is the total mass of the system, is the kinetic energy
of the centre-of-mass position along the cavity axis. HˆFc = ~ωcaˆ†aˆ is the energy of
the cavity mode. Hˆfout and Hˆ
f
free are terms describing an open system, which we shall
ignore in this work. We likewise ignore Hˆicav−out which describes a coupling between
the cavity input and the output mode.
The last term Hˆidiel describes the light–matter coupling and can be written in the
general form
Hˆidiel = −
1
2
∫
V (r)
dxP (x) Eˆ(x), (E.2)
where P (x) is the polarization of the levitated objects (which we assume to be a scalar
quantity) and Eˆ(x) is the total electric field, which can be obtained from solving
Maxwell’s equations given a set of well-defined boundary conditions. The quantised
modes of the electric field can thus be written as [59]
Eˆ(x) = i
∑
s,m
Em
(
as,m − a†s,m
)
χs,m(x), (E.3)
where s is the spin-polarization index and m signifies the field-mode number, and
Em =
√
ωm~
20 Vc
is the field amplitude with Vc being the cavity mode volume. The
functions χs,m must obey the spatial solutions to the wave-equations, where the full
classical solutions separate into E(r, t) = χ(r)T (t).
If we assume that the polarization is given by P (x) = c0E(x), we obtain the
simpler expression
Hˆidiel = −
c0
2
∫
V (r)
dx [Eˆ(x)]2, (E.4)
where c = 3
r−1
r+2
, and where r is the relative dielectric constant of the nanodiamond.
We now assume that the electric field operators are displaced by a classical part:
aˆ → 〈aˆ0〉 + aˆ. The classical part 〈aˆ0〉 will form the optical trapping field, while the
quantum part describes the light–matter interaction.
Thus the classical contribution to the electrical field is given by
E(x) = i
√
ωc
20Vc
(αf(x)− α∗f∗(x)) , (E.5)
where α is a complex prefactor and f(x) is a complex function which describe the
standing waves inside the cavity. We now write our full electric field as Eˆtot(x) =
Eˆ(x) + E(x), where Eˆ(x) is the quantum contribution containing aˆ and aˆ†, and E(x)
is the classical part. The full Hamiltonian is now
Hˆidiel = −
c0
2
∫
V (r)
dx [Eˆ(x) + E(x)]2
= −c0
2
∫
V (r)
dx [Eˆ2(x) + E2(x) + 2Eˆ(x)E(x)]. (E.6)
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The classical contribution, E(x) will yield a trapping frequency, while the operator
terms Eˆ(x) will yield the light–matter interaction term for the levitated sphere. The
cross-term, Eˆ(x)E2(x) will generate elastic scattering processes inside the cavity which
converts cavity photons and tweezer photons into free modes [72]. We shall ignore them
here and focus on the generation of the trapping frequency ωm and the coupling g(t).
We begin with the trapping frequency.
Appendix E.1. Mechanical trapping frequency
We now assume that the classical field has a Gaussian profile which extends in the
y-direction for a cylindrical geometry. The cavity extends along the z-direction. We
here follow the derivation presented in [79].
If we denote the radius of the cylinder by r, we can write down the trapping field
as
E(y, r) = E0 W0
W (y)
exp
(
− r
2
W 2(y)
)
, (E.7)
where E0 =
√
Pt
0cpiW 20
, Pt is the trapping laser power and W0 is the beam waist
with the full beam as a funtion of y being W (y) = W0
√
1 + y
2λ2
pi2W 40
. It follows that
the narrowest part of the beam W0 occurs at y = 0, which is the minimum in the
potential where the nanobead is trapped.
We can now expand [E(y, r)]2 to second order in r and y around the origin
y0 = r0 = 0. We start with the exponential, which we expand as
[E(y, r)]2 ≈ E20
W 20
W 2(y)
(
1− 2 r
2
W 2(y)
)
. (E.8)
Next, we expand the inverse beam width to second order in y:
1
W 2(y)
≈ 1
W 20
(
1− y
2λ2
2pi2W 40
)
. (E.9)
Combining the two expressions give us
[E(y, r)]2 ≈ E20
(
1− y
2λ2
2pi2W 40
)(
1− 2 r
2
W 20
(
1− y
2λ2
2pi2W 20
))
≈ E20 −
E20 y
2 λ2
pi2W 20
+ r2E20
(
4y2 λ2
pi2W 40
− 2
W 20
)
. (E.10)
If we now assume that y W0, meaning that the beam waist is much larger than the
region we consider, we can approximate the above as
[E(y, r)]2 ≈ E20 − r2E20
2
W 20
. (E.11)
We then insert this now constant expression into the integral for the Hamiltonian
and we drop all constant terms as they are just constant energy shifts. To perform
this integral, we now assume that the radius R of the bead is much smaller than the
wavelength of the light. This is often referred to as the ‘point–particle approximation’,
or the Rayleigh approximation. Essentially, this means that the field inside the bead
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is constant (although the field still changes in space with x and y). Thus we can
assume that wherever the sphere is located in the field, the integral just simplifies to
the volume of the sphere times the field amplitude. For a derivation which includes
arbitrary particle sizes, see [80].
This gives
Htrap ≈ c
2
∫
V (r)
dx r2E20
2
W 20
≈ r2 cE
2
0
W 20
V, (E.12)
where V is the integration volume. The result is a harmonic trapping of the form
1
2
mω2mr
2 =
cE
2
0
W 20
V r2, (E.13)
where we identify the trapping frequency as
ω2m =
2
m
cE
2
0
W 20
V =
12Im
ρccW 20
(
r − 1
r + 2
)
, (E.14)
where ρ = mV is the density of the levitated object and where we have used E
2
0 =
2I
c0
,
where I is the intensity of the laser beam, and c = 3
r−1
r+2
.
Appendix E.2. The light–matter interaction term
We now come to the most important term, which is the light–matter interaction term
denoted g in this work. We will continue to follow the derivation in [72] to show
exactly where time–dependence could potentially be included.
If the sphere is sufficiently small, we can choose a TEM 00 (transverse
electromagnetic mode) as the cavity mode, which is aligned in the z-direction. In
this mode, the cross-section in x and y is perfectly Gaussian, and it is one of the most
commonly used modes in experiments. If the sphere is smaller than the laser waist
and if it is placed close to the centre of the cavity, we can approximate the field at the
centre of the beam by
[E(x)]2 ≈ ωc
20Vc
(
1− 2(x
2 + y2)
W 2c
)
cos2 (kcz − ϕ) aˆ†aˆ. (E.15)
Here, the laser waist is given by Wc =
√
λL
(2pi)2 , L is the cavity length. λ is the laser
wavelength. We assume that the wave-vector kc points in the z-direction, along the
axis of the cavity, and ϕ is a generic phase which determines the minimum of the
potential seen by the bead. For laser-trapped nanobeads, this phase can be made
time-dependent, whereas for a Paul trap, it is static. We will leave out the time-
dependence for now for notational simplicity. Finally, aˆ and aˆ† are the annihilation
and creation operators of the electromagnetic field.
To obtain the Hamiltonian term, we now integrate over the full energy within the
volume of the nanobead. For a bead situated at r = (x, y, z) leads to
Hˆdiel = −c0
2
∫
V (r)
dx [E(x)]2
= −c0
2
∫
V (r)
dx
ωc
20Vc
(
1− 2(x
2 + y2)
W 2c
)
cos2 (kcz − ϕ)aˆ†aˆ. (E.16)
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We now assume that the radius of the sphere R is much smaller than the wavelength
of the light, such that kcR  1. As mentioned above, this is the ‘point–particle
approximation’, or the Rayleigh approximation.
Thus the integral simplifies to
Hˆdiel = −c0
2
∫
V (r)
dx
ωc
20Vc
(
1− 2(x
2 + y2)
W 2c
)
cos2 (kcz − ϕ) aˆ†aˆ = ωcf(r) aˆ†aˆ,
(E.17)
where we have defined the function f(r) as
f(r) = −V c
4Vc
(
1− 2(x
2 + y2)
W 2c
)
cos2 (kcz − ϕ). (E.18)
Now, we assume that the sphere is trapped at position r0 = (x0, y0, z0)
T, which we
take to be the origin of the cavity with x0 = 0, y0 = 0 and z0 = 0. For small
perturbations to z, which we will later quantize, we can expand (E.18) around z0 = 0
to first order. For this to be valid, we must also expand ϕ to first order. We write
cos2 (kcz − ϕ) = [cos(kcz) cos(ϕ) + sin(kcz) sin(ϕ)]2
≈
[(
1− k
2
cz
2
2
)(
1− ϕ
2
2
)
+ kczϕ
]2
≈ [1 + kczϕ]2
≈ 1 + 2kczϕ. (E.19)
We note the linearised z-coordinate here, which will later become our quantum
operator. We can then write down the full expression
ωcf(r)aˆ
†aˆ = −ωcV c
4Vc
(1 + 2kczϕ) aˆ
†aˆ. (E.20)
From this term, we note that the light-interaction yields a constant reduction of the
cavity resonant frequency ωc of the form
ωc → ω˜c = ωc
(
1− cV
4Vc
)
. (E.21)
The first-order correction in z can now be quantised by promoting z to an operator
z → zˆ =
√
~
2ωmm
(bˆ† + bˆ) so that we find the interaction term
Hˆint = −ωcV c
2Vc
kcϕzˆ. (E.22)
We now use the fact that kc =
ωc
c to write
Hˆint = −
√
~
2ωmm
ω2cV cϕ
2Vcc
aˆ†aˆ
(
bˆ† + bˆ
)
, (E.23)
where we can define the final expression for the light–matter coupling:
g =
√
~
2ωmm
ω2cV cϕ
2Vcc
. (E.24)
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In all traps, optical and Paul traps, the bead is trapped in a minimum of the potential.
This occurs at ϕ = pi2 .
In optical traps, we can now modulate ϕ → ϕ(t), to change the light–matter
coupling. If we let ϕ(t) = pi2 (1 +  sinω0 t), we obtain the scenario we investigate in
Section 6. Finally, we note that there might be many additional ways in which the
coupling can be modulated that we have not discussed in this work.
