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Abstract
We give a detailed physical argument for the area law for entanglement en-
tropy in gapped phases of matter arising from local Hamiltonians. Our approach
is based on renormalization group (RG) ideas and takes a resource oriented per-
spective. We report four main results. First, we argue for the “weak area law”:
any gapped phase with a unique ground state on every closed manifold obeys
the area law. Second, we introduce an RG based classification scheme and give a
detailed argument that all phases within the classification scheme obey the area
law. Third, we define a special sub-class of gapped phases, topological quantum
liquids, which captures all examples of current physical relevance, and we rigor-
ously show that TQLs obey an area law. Fourth, we show that all topological
quantum liquids have MERA representations which achieve unit overlap with
the ground state in the thermodynamic limit and which have a bond dimension
scaling with system size L as ec log
d(1+δ)(L) for all δ > 0. For example, we show
that chiral phases in d = 2 dimensions have an approximate MERA with bond
dimension ec log
2(1+δ)(L). We discuss extensively a number of subsidiary ideas and
results necessary to make the main arguments, including field theory construc-
tions. While our argument for the general area law rests on physically-motived
assumptions (which we make explicit) and is therefore not rigorous, we may con-
clude that “conventional” gapped phases obey the area law and that any gapped
phase which violates the area law must be a dragon.
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2
1 Introduction
In this paper we make progress towards a proof of the area law for entanglement entropy
in gapped phases of matter arising from local Hamiltonians. The area law conjecture
states that if ρ = |g〉〈g| is a ground state of a local Hamiltonian with an energy gap
to excitations, then given a subregion A with state ρA = trA¯(ρ) the entanglement
entropy S(A) of A obeys S(A) ≡ −tr(ρA log(ρA)) ≤ |∂A|. Although the area law for
gapped phases is widely believed to hold, at least for “conventional” gapped phases,
there are no rigorous proofs of the area law outside one dimension. Hastings’ seminal
result [1] gave the first rigorous proof of an area law for local gapped Hamiltonians in
one dimension. There have since been several alternative proofs and improvements of
Hastings’ result in one dimensional systems [2–5]. In more than one dimension there
are various partial results including area laws for gapped free fermion systems, for
certain special kinds of gapped frustration free systems, and numerous special cases
which have been checked numerically [2–25]. It has also recently been shown that if
one representative (meaning a particular Hamiltonian) within a phase obeys the area
law, then all representatives within the phase obey the area law [26].
By contrast, the authors have long believed on physical grounds that “conventional”
gapped phases obey the area law and that the area law is robust within phases. Indeed,
we believe that the area law is robust even within gapless phases like emergent U(1)
electrodynamics, but the existing rigorous techniques are unable to demonstrate this.
This circumstance raises the following questions: Can we at least give a convincing, if
not rigorous, physical argument for the area law in “conventional” phases? And what
about “unconventional” phases where physical intuition provides a weaker guide? To
make various physical intuitions into a real argument for the area law, three things
are required. First, we must specify what is meant by “conventional” phases (our
answer, for gapped states, is the notion of “topological quantum liquids”). Second,
we must characterize the range of possible “unconventional” phases. Third, we must
show that all such phases obey the area law. In this paper we propose a classification
scheme for gapped phases of matter (which quantifies how conventional they are) and
give a detailed physical argument for the area law based on it. Our argument for a
general area law is not rigorous and rests on our classification scheme. As part of the
argument, we develop additional tools based on the idea of reconstructing global states
from local data which are independent of the classification scheme but which rest on
other assumptions. As anticipated in Hastings’ original work, the techniques necessary
to argue for the area law give additional insight into the structure of gapped phases.
Our approach is based on renormalization group (RG) ideas and takes a resource
oriented perspective. We define the notion of an s source RG fixed point in d dimensions
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as a phase of matter where we need s copies of the entangled ground state at linear size
L (the resource) along with initially unentangled degrees of freedom to produce the
ground state at linear size 2L by acting with a quasi-local unitary transformation1. It
follows from our definitions that all s source RG fixed points with s < 2d−1 obey the area
law. Much of the paper is concerned with demonstrating that various interesting models
are s source fixed points and with building tools that relate s to spectral properties of
the Hamiltonian. Ultimately, our approach is an attempt to make rigorous the simple
intuition that violations of the area law are infrared phenomena, so to violate the area
law a phase of matter should have many low-energy states.
It should also be emphasized that we are studying quantum phases of matter, not
just isolated gapped Hamiltonians. In our analysis we make crucial use of the existence
of families of Hamiltonians at varying length scales with uniform local properties which
are all in the same phase; this leaves open the possibility of isolated cases outside our
framework (a possibility we discuss further below). See Appendix A for a further
discussion of what we mean by a phase of matter.
Besides the importance of understanding the entanglement structure of gapped
phases of matter, e.g., for purposes of classical simulation, we have a seemingly differ-
ent motivation for the constructions presented here. Holographic duality [27–31] relates
quantum many-body systems without gravity to quantum gravitational systems. It has
long been known that entropy is related to geometry in gravitational systems, e.g., ther-
mal entropy [32] and entanglement entropy [33]. [34] proposed to construct the dual
holographic geometry from entanglement in the quantum many-body system using a
renormalization group construction like MERA [35] (see also [36]). Besides qualita-
tively matching many features of conventional holographic duality, it is now possible
to directly derive the gravitational dynamics from the dynamics of entanglement plus
the assumption that “entanglement = geometry” [37, 38]. The proposal of [34] natu-
rally produces the identification “entanglement = geometry”, but applying this to a
particular model requires that a MERA representation (or something similar) exists.
Our demonstration that such MERA representations exist for gapped field theories (in-
cluding long-range entangled topological theories) thus strengthens the logic beginning
from [34] and ending at quantum gravity.
1In our formulation, the RG transformation is reversible. This assumption can be relaxed to give
a more general construction, but we will not need it here. Relatedly, we are using the term ‘fixed
point’ in the metonymic sense that a fixed point of the RG labels a phase of matter. The systems we
describe will often have finite correlation length.
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1.1 Overview of results and axioms
The overall structure of the argument for the area law is as follows. We first rule out
very highly entangled states using a thermodynamic argument based on weak spectral
assumptions. Then we discuss in detail two more-or-less independent approaches to
the remaining range of gapped phases, the s source RG fixed point approach and the
reconstruction from local data approach. With certain physical assumptions which can
be proven in some cases and for which we offer general arguments, both approaches give
an area law for phases with fewer than ecL
d−1
ground states on various spaces. Finally,
while neither approach seems able to give a general area law by itself, the combination
of the two does permit us to argue for a general area law.
In terms of the s source framework, we argue that gapped phases with fewer than
ecL
d−1
torus ground states (d dimensions, size L torus, c a constant) have s < 2d−1 and
obey the area law. We also show that, with a weak assumption about the thermal free
energy, the area law may be violated at most logarithmically. This argument rules out
phases with s > 2d−1 and leaves one interesting case, s = 2d−1, which is dangerous to
the area law. We treat the special case s = 2d−1 separately and argue such phases of
matter either do not exist or obey the area law.
Throughout this paper we will, with a few exceptions, consider gapped phases of
matter that are stable to arbitrary weak Hamiltonian perturbations (sometimes this
can be proven [39–42], but we take it as a physical assumption). Except for translation
invariance, symmetry plays no role in our analysis, and translation invariance beyond
rough homogeneity is not at all essential to the construction. We will also assume that
when the phase of matter possesses degenerate ground states, those ground states are
locally indistinguishable. Local indistinguishability is a consequence of stability, for if
the degenerate ground states were locally distinguishable then the degeneracy could be
split with a local field and the system would not be stable2. Quantitatively, we assume
that the ground states are split by at most an exponentially small amount of order
e−cL
α
for some constants c and α (see the Ground State Degeneracy Lemma in §3.2).
Our fundamental assumption is that all stable gapped phases of matter are gener-
alized s source fixed points (defined below) for some s. We will discuss this assumption
further, but for now let us simply note that we know of no gapped phase of matter
that is not plausibly such a fixed point; we refer to a phase which is not a fixed point
2For example, this restriction rules out a dilute array of decoupled spins for which there exist linear
combinations of degenerate states with lots of entanglement. A more interesting case is a dilute array
of non-abelian anyons. Unlike in the spin case, there are no operators localized at a single anyon that
can split the degeneracy. Nevertheless, as we discuss in Appendix D the anyon array also violates our
assumptions.
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as a dragon. (For work towards constructing a possible dragon, see [43]3). In essence,
we are assuming that all phases of matter are renormalization group fixed points.
Within our broader analysis an important role is played by what we call the “weak
area law” which asserts that all gapped states with a unique ground state on any
closed manifold obey the area law for entanglement entropy. We give several physical
arguments for the weak area law. Using the weak area law plus our basic assumption
that all gapped phases are generalized s source fixed points, we show that all gapped
phases with torus ground state degeneracyG(L) scaling slower than ecL
d−1
obey the area
law. This leaves a small window of highly degenerate topological phases (with s = 2d−1)
which, if they exist, may violate the area law. We give a special argument in this
marginal case (§8) to show that such phases in fact do not exist. These arguments rely
on ideas about reconstructing quantum states from local data and lead to additional
arguments for the weak area law.
We further define the notion of topological quantum liquids (a subset of all possible
topological phases) which are, roughly speaking, topological phases that are insensitive
to the local details of the system and to the precise geometry. For example, the ground
state degeneracy of a topological quantum liquid depends only on long distance data,
so the ground state degeneracy on a d-torus is independent of torus size. The primary
experimental realizations of topological quantum liquids are the fractional quantum
Hall states [44–46]. Any phase of matter which can be adiabatically deformed from
linear size L to linear size 2L is a topological quantum liquid. States with ground state
degeneracy independent of system size and shape have also been singled out in [47]
and more recently in [48].
We prove that topological quantum liquids obey the area law in d > 1. We also
show how to produce a MERA representation using modest resources for all topological
quantum liquids in any dimension. For example, we show that chiral topological phases
in d = 2 have approximate MERA representations (see [49–53] for important prior work
on this topic; see [54] for a discussion of some obstructions). The MERA representative
has bond dimension ec log
d(1+δ)(L) in d dimensions and achieves unit overlap with the
ground state in the thermodynamic limit. The δ factor arises from truncating almost-
exponentially decaying interactions; any δ > 0 will do, and we can even achieve a
dependence like ec(log(L) log(log(L)))
d
as a limit δ → 0. Although such a MERA is not
quite contractible in time polynomial in L, it is much more easily contracted than PEPS
3The system described in [43] is similar to two infinite dimensional clusters coupled by a weak
link. As such, it appears to violate our assumptions that the space must have a definite dimension
and that the Hamiltonian arise from a Hamiltonian motif (Appendix A). Other examples of highly
entangled states include [9, 12]. These states also fall outside our assumptions since the gap vanishes
with increasing system size, however, they are interesting in that they challenge standard field theory
scalings of entanglement with spectral gap.
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constructions [17, 55, 56] of similar bond dimension. Furthermore, if we don’t require
such fantastic accuracy in the thermodynamic limit, our results support the conjecture
that universal properties can be captured with a constant bond dimension MERA. Our
procedure for constructing a MERA is quite different from one which obtains a MERA
by variational calculation, so it may lead to interesting new algorithms.
We conclude with discussion and conjectures about the extension of our results to
gapless systems. The ideas previewed in this final section will be discussed in greater
detail in a forthcoming companion paper.
Given the length and complexity of the paper, here is a brief summary of results
and a guide to notation. An attempt has been made to render the sections modular
so that readers may skip around. The paper may be roughly divided into three parts.
First, the basic s source RG construction is introduced and developed (§2-§4). Second,
a number of concrete examples and some elaborations of the basic framework are
discussed (§5-§7). Finally, the more advanced arguments for the area law, for MERA
representations, and for all field theories having s ≤ 1 are presented (§8-§10). The
quickest way to proceed is to study the basic s-source definitions in §2 and §3 and the
examples in §5. After listing the main results and definitions, we briefly indicate the
level of rigor of the various results. The main definitions and results include:
• Definition of s source RG fixed points and demonstration that a large number of
phases fall into this class. [§2,§3,§5]
• Definition of an inverse state |ψ−1〉 for a state |ψ〉: a state |ψ−1〉 such that |ψ〉|ψ−1〉
is deformable to a product state by a quasi-local unitary. [§3]
• Definition of short-range entangled states: a state is short-range entangled if it
has an inverse state. [§3]
• “Wormhole array” argument that phases with a unique ground state on any
closed manifold have an inverse state, implies the weak area law. [§3]
• Demonstration of at most logarithmic violation of the area law with a weak
assumption about thermal free energy (generalizes Hastings’ argument [17]). [§4]
• Explicit demonstration that a chiral phase (Chern insulator) is an s = 1 fixed
point. [§5]
• Definition of a topological quantum liquid (TQL): a phase which can be adiabat-
ically locally deformed, proof that TQLs are s ≤ 1 fixed points, proof of an area
law for TQLs in d > 1. [§6]
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• Definition of generalized s source RG fixed points, conjecture that all stable
gapped phases are such fixed points. [§7]
• Argument for area law for generalized s source fixed points with ground state
degeneracy G scaling slower than ecL
d−1
, assumes weak area law. [§7]
• Reconstruction from local data argument for weak area law, argument for the
entanglement entropy bound S(A) ≤ O(|∂A|) + log(G(HA)) where G(HA) is the
ground state degeneracy on a space with boundary. [§8]
• Proof that entropy bound S(A) ≤ O(|∂A|) + log(G(HA)) plus assumption that
all phases are s source fixed points implies area law. [§8]
• Construction of approximate MERA representative with ec logd(1+δ)(L) bond di-
mension (δ > 0) for TQLs in d dimensions. [§9]
• Conjecture that TQLs have an approximate MERA representative with poly-
nomial bond dimension, argument for universal properties from bounded bond
dimension. [§9]
• Expanding universe construction for field theories, argument that all gapped
field theories are s ≤ 1 fixed points, explicit example with Dirac fermions (same
universality class as Chern insulator), discussion of relation to dS/CFT. [§10]
Of these results, the area law for TQLs, the area law for s < 2d−1 RG fixed points,
the MERA construction for TQLs, the demonstration that Chern insulators are TQLs,
the logarithmic bound on area law violations from thermodynamics, the Dirac fermion
field theory construction, and the weak area law for frustration free Hamiltonians are
(or can be made) rigorous. The weak area law in full generality, the general field theory
constructions, the bound S ≤ O(|∂A|) + log(G), and the suggestion that system-size-
independent bound dimension in MERA suffices to capture universal properties are
given strong physical arguments. The s source RG framework (and the general area
law result which relies on it) plausibly applies to all phases we are aware of, but we
cannot rule out isolated cases outside the framework at the present time.
Notation: A denotes a subregion, L is the linear size of the whole system, R is the
linear size of A. c and k denote generic constants which don’t depend on important
parameters, s specifies the number of copies or the matrix of RG dependencies. d
is the dimension of space, D is the local Hilbert space dimension. ∆ and m denote
gaps, J denotes the magnitude of terms in the Hamiltonian. G(L) is the ground state
degeneracy on a torus of linear size L; sometimes we use G(R) to denote the ground
state degeneracy on an open manifold of size R and G(H) to denote the ground state
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degeneracy of a Hamiltonian H. Ground states are often denoted |g〉 or |gi〉. Couplings
in the Hamiltonian are denoted gx or sometimes λ and should not be confused with
the labels of ground states.
2 The RG-like transformation
L black sites are intercalated with L blue sites using a quasi-
local unitary.  The output is the black state on on 2L sites.  In 
the simplest case (s=0), the blue sites start in product states. 
Figure 1: A d = 1 version of the RG trans-
formation.
We begin by defining an s source RG
fixed point in d dimensions. The num-
ber s specifies the number of non-trivial
resources (“source states”) needed to con-
struct the state of a larger system in
terms of states of smaller systems. Un-
entangled states always cost nothing and
can be added or removed at will. Note
that this first definition is a simplified ver-
sion (single type theory) of the full theory
(multi-type theory) where we restrict to
source states that are identical. Below
(§7) we define the notion of a generalized
s source RG fixed point (multi-type the-
ory) which we conjecture is a sufficiently powerful notion to include all gapped phases.
The single type theory is nevertheless quite useful as it illustrates the main ideas in a
simpler setting and describes many cases of physical interest.
Definition 1 (s source RG fixed point) A d dimensional s source RG fixed point
is a system where a ground state on (2L)d sites can be constructed from s copies of
the ground state on Ld sites plus some unentangled degrees of freedom by acting with a
quasi-local unitary as in Fig. 1. Unless otherwise noted, s is assumed to be the smallest
value for which the construction is possible.
A quasi-local unitary is a unitary U generated by time evolution for a time of order
L0 by a Hamiltonian K which is a sum of terms that are local up to tails decaying
faster than any power. In detail, K =
∑
xKx and
Kx =
∑
r
Kx,r (2.1)
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where each term Kx,r is supported on a disk of radius r centered at x and has norm
‖Kx,r‖ decaying faster than any power of r.4
Recall that we restrict to stable phases, so the gap does not close under small
Hamiltonian perturbations (i.e. the s source fixed point is a completely attractive RG
fixed point). We will relax this assumption for future extensions to gapless states. In
many cases we need only consider 0 ≤ s ≤ 2d−1 (see §4). The case s = 0 corresponds
to ground states which can be produced at any size just from product states with a
quasi-local unitary.
As a technical note, for concreteness we focus on coarse-graining schemes where
linear dimensions are halved, e.g. a decimation scheme where we map 2d sites to one
site. Nothing in the formalism depends on this choice, so we may immediately extend
our results to other kinds of decimation schemes. Indeed, some phases of matter in
the recent literature behave best under coarse-graining transformations with different
coarsening factors, and the formalism can easily accommodate this degree of freedom.
We can even grow the system anisotropically, enlarging some dimensions while keeping
others fixed, but we do not make use of this extra freedom in the present paper.
Let us also be clear about the notion of quasi-locality. What we are considering is
a situation where the s copies at scale L are intercalated and then glued together by
a quasi-local unitary as shown in Fig. 1. We are not gluing together regions at their
boundaries. We are imagining that the s copies exist in the same space and are merged
together locally (like riffling a deck of cards) with respect to the usual Euclidean metric.
Note that the range of the quasilocal unitary which accomplishes this does not depend
on the system size L.
Finally, we assume that there exists an L0 such that the local Hilbert space is
isomorphic at all scales L ≥ L0. If this were not so then we could always trivially
realize a size 2L system with local dimension D as a size L system with local dimen-
sion D2d , so to get an interesting definition we must make a restriction on the local
Hilbert space. Furthermore, throughout we assume no symmetry besides translation
invariance, and translation invariance primarily means that we consider Hamiltonians
which are roughly homogenous in space. Clearly our approach can be refined by the
inclusion of symmetry (leading to the physics of topological insulators [58–66]), but we
leave this for future work.
Several detailed examples are presented below. As a preview, any trivial insulator
is an s = 0 RG fixed point while the toric code/Z2 gauge theory is an s = 1 RG
4The terms decay with distance r as e−rg(r) where g(r) is any function with the property that∫∞
1
dr g(r)r < ∞ [57]. For example, g(r) ∼ r−δ or g(r) ∼ (log(r))−2 are sufficient. This almost
exponential decay is the origin of the δ factor in our MERA constructions.
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fixed point. Haah’s code [67] is an example of an s = 2 RG fixed point in d = 3 [68]
(see also [69]). The concept of an s source RG fixed point has been latent for some
time. In particular, the (gapless) case of fermions with a Fermi surface seems to realize
an s = 2d−1 fixed point (although we do not prove this claim here). Indeed, it is
the distinction between the RG for a conformal field theory (CFT) [70] and a Fermi
surface [71–73] which we are trying to capture with our notion of s source fixed point.
However, we will put these motivations aside for the present paper which is concerned
almost exclusively with gapped phases. The notion of an s source fixed point shares
some similarities with branching MERA [74], but we emphasize that our construction
is different in various important ways. Chief among them, our formalism (making
use of quasi-local unitaries) is sufficiently flexible to naturally describe a wide class of
phases, while producing a MERA or branching MERA with its strict causality structure
requires a blow-up of complexity5. Later we will discuss the precise relation to MERA
(see §9).
The concept of a phase of matter is a primitive notion discussed in Appendix A.
An important property of many phases is that they can be defined on any space6.
However, in some cases it is not clear at present how to make the definition, e.g. with
Haah’s code. The phases we consider must have some part of this flexibility so that
they may be defined on tori and disks of various sizes. Considerably greater flexibility
is available for phases obtained from a Hamiltonian with two-body interactions after
sufficient coarse-graining (e.g., by drilling a lattice of little holes). There is a large
literature on related two-body constructions realizing interesting topological states,
e.g., [75, 76]. We conjecture that at least all phases with s ≤ 1 have such two-body
Hamiltonians. In any event, we will work for the most part in the simplified setting of
tori and disks7.
5Our framework also preserves translation invariance, where as the MERA network breaks trans-
lation invariance. However, the MERA construction in §9 shows that a nearly translation invariant
MERA is achievable despite the bias in the network.
6Extending the real time quantum theory to a Euclidean theory defined on an arbitrary Euclidean
spacetime is a non-trivial further step.
7Interesting phenomena occur when we deviate substantially from flatness or significantly compli-
cate the topology, e.g., [77] which studied the toric code on a negatively curved space with extensive
first Betti number. Fascinating as such examples are, we restrict to flat geometries and small per-
turbations thereof; one reason for this is that the area law is less well defined in a hyperbolic-like
geometry where volumes and areas scale in the same way.
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3 The s source framework
We now present a number of basic assumptions and results within the s source RG
framework that will be used extensively later. The first statement is our basic assump-
tion, namely that all gapped phases of matter are generalized s source fixed points.
The second statement is the weak area law. We offer physical arguments for both these
assumptions, we also later rigorously prove the weak area law for the restricted class
of frustration free Hamiltonians. Then we characterize how the entropy of sub-systems
depends on size via a recursive bound. We also characterize the growth of ground state
degeneracy as a function of system size. Finally, we show that s can be restricted to a
certain reasonable range with an additional weak spectral assumption.
Conjecture 1 (Fundamental Assumption) All stable gapped phases are (general-
ized) s source RG fixed points for some s.
Evidence: As a warm-up note that all continuum topological field theories have s = 1
or s = 0. Indeed, we may place the field theory (mass gap m) into a slowly expanding
universe with metric ds2 = −dt2 +a2(t)d~x2 with the scale factor obeying a˙/a m (see
§10). The adiabatic time evolution from a = 1 to a = 2 generates an approximation
to the desired quasi-local unitary transformation. The short wavelength modes which
expand with the universe are the analogs of the unentangled auxiliary degrees of free-
dom. Since we need only one copy of the state to do this evolution we have s ≤ 1.
(More details of this protocol can be found in §10.)
More generally, as we show below, generalized s source fixed points can accom-
modate a wide variety of scalings of entanglement entropy (up to volume law scaling)
and can even support long-range correlations. In other words, the formalism is quite
expressive in terms of the states it can accommodate. Indeed, the authors know of no
gapped phase which isn’t plausibly in this class.
For a state to not be in this class, it must be the case that there is no path in the
space of local Hamiltonians (of system-size-independent length) which connects the
Hamiltonian on (2L)d sites to 2d other decoupled Hamiltonians each on Ld sites and
which keeps the gap open. This must be true even if we permit the use of extra initially
unentangled degrees of freedom which are returned to their unentangled state at the end
of the adiabatic path. Note that stability implies that we have an open set in the space
of Hamiltonians to work with, at least in the neighborhood of the fixed points and we
need just one connection between these open sets. The preceding statements must also
be true for all other choices of coarse-graining scheme. Given the considerable freedom
this construction affords us, we believe it is a plausible fundamental assumption.
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We also tend to the opinion to that a gapped Hamiltonian which is so radically
disconnected from any other gapped Hamiltonian at smaller scales would be very un-
usual beast. Our RG intuition probably provides very little guidance to the properties
of this Hamiltonian. Nevertheless, it should be said that our frustration free results (if
the Hamiltonian is in this class) still provide a measure of control independent of the
assumption of being an s source fixed point. For example, we can still show that to
violate the area law the system would have to have many degenerate ground states on
an open manifold. Thus our basic intuition that area law violations are related to the
existence of many low energy states is still partially preserved.
As a final point in favor of the s source framework, we observe that it produces
conclusions in harmony with a variety of independent results. For example, assuming
the entanglement entropy obeys an area law and the sub-leading terms have a certain
structure, [78] has shown that the number of locally indistinguishable ground states
is bounded by certain combinations of entanglement entropies. The structure of sub-
leading terms necessary to have G(L) ∼ ecL is precisely what is predicted by the s
source framework.
In essence, our fundamental assumption claims that all phases of matter arising
from local Hamiltonians are renormalization group fixed points. In any event, the very
wide applicability of the s source framework justifies its study even if phases outside
the framework are eventually identified.
3.1 Weak area law
“Physics” Theorem 1 (Weak Area Law) All gapped phases of matter with a unique
ground state (on any closed geometry) obey the area law.
Argument: We now present our first argument for the weak area law. In fact, we estab-
lish a stronger result: phases with a unique ground state on any closed geometry always
have an “inverse state” (defined momentarily). We give an independent argument for
the weak area law in §8.
Inverse state
To begin, let us define the notion of an “inverse state”. Given a gapped ground
state |ψ〉 defined on some local geometry, we say |φ〉 (defined on the same geometry)
is an inverse state for |ψ〉 if the tensor product |ψ〉|φ〉 can be deformed into a product
state with a quasi-local unitary. Note that |ψ〉 is also an inverse state for |φ〉. As an
example, if |ψn〉 is a quantum Hall state with n filled Landau levels, then a state |φ−n〉
with n filled Landau levels of the opposite magnetic field is an inverse state for |ψ〉.
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This is because we may cancel the chiral edge states between the two states, so while
either state alone is non-trivial, the combination is a trivial insulator.8
Now if |ψ〉 has an inverse state, then |ψ〉 obeys the area law. Indeed, we have
|ψ〉|φ〉 = U−1|0〉2Ld where U is quasi-local and we have assumed without loss of gener-
ality that ψ and φ are defined on Ld sites. Then the entropy bound for a quasi-local
unitary implies that
Sφ(R) + Sψ(R) ≤ Rd−1, (3.1)
so both entropies obey the area law separately since they are both positive. Our goal
is thus to show that every phase of matter with a unique ground state on every closed
geometry has an inverse state.
As an aside, the existence of an inverse state is a good criterion for calling a state
short-range entangled (and is different from circuit definitions, e.g. [81], which fail
to classify integer quantum Hall states as short-range entangled). Since phases with
an inverse have a unique ground state on any closed geometry, the ground state can
be exactly reconstructed from local data [82, 83], so the inverse-based definition of
short-range entanglement seems closely related to Kitaev’s definition of short-range
entanglement [80].
Edge inverse
Decoupled disks with edge states 
Disks   hemispheres 
Gapped sphere Hamiltonian 
Glue at equator 
Figure 2: Coupling H (blue disk) to its ori-
entation reversed partner Hrev (red disk)
along their common boundary, we can pro-
duce the gapped sphere Hamiltonian.
Intuitively, if a phase has a unique
ground state then there is little interest-
ing happening in the bulk of the phase.
However, the system may display inter-
esting physics if we place it on a man-
ifold with boundary. In particular, we
have the phenomenon of protected “edge”
or “boundary” states which are bound-
ary degrees of freedom that are necessar-
ily gapless (or otherwise have some neces-
sary low energy degeneracy). The canon-
ical example here is chiral edge states in
d = 2 dimensions. An integer quantum
Hall state has a unique ground state on
any closed manifold, but on any open
manifold the system necessarily possesses
8The related notion of an invertible topological field theory has been used recently in [79]. Kitaev
has independently developed a very similar notion [80]. Hastings has proven the existence of inverse
states for free fermions [49].
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chiral edge modes which transport charge and heat.
These edge states will obstruct attempts to deform the system to a product state
(making chiral states s = 1 fixed points, for example). Fortunately, every phase has
an “edge inverse”: another phase that can be coupled with the first phase just along
the boundary to gap out the edge states.
To show the existence of an edge inverse, let H be a Hamiltonian defined on a d-disk
which may have protected edge states, e.g., the top blue disk (d = 2) in Fig. 2. Let
Hrev be the Hamiltonian defined on a d-disk which is obtained from H by reversing
the orientation, e.g., the bottom red disk (d = 2) in Fig. 2. For example, if H were a
quantum Hall system, the sign of the magnetic field would be reversed in Hrev. Now
imagine deforming these two d-disks into the northern and southern hemispheres of
a d-sphere as in Fig. 2. Then couple the boundary of H to the boundary of Hrev
while keeping them decoupled in the bulk. The resulting state, for suitable couplings
and perhaps after passing through an edge phase transition, is the ground state of the
original system but defined on a d-sphere with Hamiltonian Hsphere. Since this is a
closed manifold, the Hamiltonian Hsphere possesses an energy gap, so every protected
edge state may be gapped out by pairing it with its reverse. Furthermore, if the phase
in question has a unique ground state on any closed manifold, then the edge inverse,
which can be defined analogously for arbitrary open geometries, always leads to a
unique gapped bulk state.
Wormhole array
Figure 3: An array of wormholes in d = 2.
At this point, it is important to note
that edge gappability by itself does not
imply that an inverse state exists. Edge
states can always be gapped by coupling
to Hrev, but the bulk remains non-trivial
if it has non-trivial ground state degen-
eracy. Indeed, if the ground states are
locally indistinguishable, then no quasi-
local unitary can connect the ground
states to product states because product
states are locally distinguishable. If such
a quasi-local unitary did exist, we could
locally distinguish the supposedly locally
indistinguishable ground states by choosing a local operator that distinguishes the
corresponding product states and conjugating it with the quasi-local unitary.
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However, we now argue that edge gappability plus trivial ground state degeneracy
on any closed manifold implies that an inverse state exists. To begin, consider such a
system with Hamiltonian H on an open manifold consisting of a d-torus of linear size L
with a periodic array of holes of linear size Lh and separation Ls. The system may have
gapless edge states around these holes, but we know that such edge states can be gapped
by coupling to Hrev. Hence we introduce an identical torus with holes supporting
Hrev and couple the two systems along the boundary of the holes. The resulting
coupled system is equivalent to the original system but defined on a closed “wormhole
array” geometry which is illustrated in d = 2 in Fig. 3. As shown there, we have two
layers, corresponding to H and Hrev, and the layers are coupled with “wormholes”
connecting the boundaries of the corresponding holes. Since this wormhole array is a
closed geometry, the system, by assumption, possesses a unique ground state on it. A
similar construction was used in [84] to relate topological groundstate degeneracy to
topological entanglement entropy.
Construction of adiabatic path
Create microscopic wormholes 
(white holes) 
Pinch off microscopic links 
(grey links) 
Expand wormholes 
Expand wormholes 
Figure 4: The transformation to a trivial
state using an expanding wormhole array.
The white spaces denote product states or
just empty space. We have suppressed the
wormholes and are effectively viewing the
whole system as a composite of H and Hrec
on a system with boundary.
To complete the argument we make
two physical assumptions. Assumption
1: [Deformability] Because the system
possesses a unique ground state on the
wormhole array for any set of parame-
ters L, Lh, and Ls, we assume that it is
possible to deform the size and shape of
the wormhole array without closing the
gap. Assumption 2: [Micro-insensitivity]
We assume that we may make local mi-
croscopic deformations, e.g. creating and
pinching off microscopic wormholes with-
out closing the gap. Both assumptions es-
sentially say that because the initial and
final Hamiltonians are gapped, because
the changes are local, and because the
state is completely featureless, i.e. no bulk
physics, no edge physics, and hence noth-
ing to require a phase transition, it should
be possible to find a gapped path in Hamiltonian space connecting the initial and final
points. In other words, surely we can drill a dilute array of small holes in the system
without closing the gap.
16
For example, to drill a single hole, consider the Hamiltonian H(η) = (1−η)Hno hole+
ηHhole. Since this is a local perturbation, finite size effects may be sufficient to keep
the gap open. However, suppose the gap does close along this path, say at η0. Then we
should be able to add to the Hamiltonian a local perturbation V (η) which only turns
on near η0 and which keeps the gap open. Suppose the two states that are about to
cross are |0〉 and |1〉. Zooming in on these two states, the Hamiltonian can be put in
the form H(η) ∼ (η − η0)(|0〉〈0| − |1〉〈1|) = (η − η0)Z. The gap may be kept open by
adding an X perturbation, e.g., V (η) = v(η)X with v(η) a coupling localized in η near
η0. We must only show that X is a local operator, but this follows because |0〉 and
|1〉 are indistinguishable far from the hole (they are gapped ground states of the same
stable unique ground state Hamiltonian modulo a localized perturbation). Hence the
operator which sends |0〉 to |1〉 is local and we can drill a hole in the system without
closing the gap. Using the locality of the process plus the stability of the system to
weak perturbations (due to effects from distant holes), we should also be able to drill a
dilute array of holes without closing the gap. A similar argument applies to the process
of expanding the holes, e.g., done a site at a time.
Using [Deformability] and [Micro-insenstivity], an adiabatic path to a product state
may be found as illustrated for d = 2 in Fig. 4. Begin with two decoupled layers, one
containing H and one containing Hrev, which are shown as a single system in Fig. 4.
Then introduce an array of microscopic wormholes coupling the two layers. This can
be done without closing the gap by [Micro-insensitivity]. Next expand the wormholes
to larger and larger sizes. This can be done without closing the gap because we know
H coupled to Hrev has a unique gapped ground state and by [Deformability]. Finally,
when the wormholes have expanded to consume almost the entire system, pinch off
the remaining thin tubes connecting different bulk regions. This can be done without
closing the gap by [Micro-insensitivity]. At the end of this process we have reduced
the system to product states. Our assumptions imply that a system-size-independent
gap may be maintained throughout this process and that therefore the duration of
the required adiabatic time evolution (as well as the depth of the resulting circuit
approximation) is also independent of system size.
In d = 1 the introduction of wormholes simply disconnects the space into many
small pieces, so we immediately obtain a product state. In d > 2 a slightly more
complicated recursive protocol is required. To begin, take two “layers” consisting
of H and Hrev and introduce an array of microscopic wormholes coupling them as
before. Let the wormhole spacing be Ls. Expand these wormholes until their size is
close to Ls (the generalization of the process in Fig. 4 to higher dimensions). The
expanding wormholes eat most of the d-dimensional bulk of the system, but leave a
set of d − 1-dimensional faces which are still entangled (analogous to the thin grey
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tubes at the end of Fig. 4). Now repeat the procedure by introducing wormholes in
the d− 1-dimensional faces and expanding the wormholes to consume the faces. This
leaves d − 2-dimensional objects which are then eaten with still more wormholes and
so on. The process terminates when we reach a one-dimensional network at which
point introducing wormholes simply disconnects the remaining degrees of freedom into
product states.
Thus the ground state of H + Hrev is an s = 0 fixed point in any dimension d,
and the ground state of Hrev is an inverse state for the ground state of H. This more
general result, the existence of an inverse state, implies the weak area law. Note the
crucial role played by the wormhole array and the assumption that the system has a
unique ground state on it.
3.2 Basic s source results
Lemma 1 (Entropy Lemma) The entanglement entropy S(R) of a region of size R
in any s source RG fixed point obeys S(2R) ≤ sS(R) + kRd−1 where k depends on the
details of the quasi-local unitary.
Proof: The entropy of a region of size 2R can be no more than the sum of the
entropies of the s regions of size R used to make it plus a term coming from the quasi-
local unitary. Such a quasi-local unitary can generate at most area law entanglement
[26]. (This result is illustrated in Appendix E.) Although we have phrased this as a
bound, it should describe the asymptotic behavior provided all s copies are actually
being used at every RG step and the quasi-local unitary is adding some entropy. Note
that we have implicitly assumed that the entropy S(R) is independent of L provided
L  R; this is one example of what we call insensitivity to boundary conditions in
Appendix A. This assumption is not essential to the bound, but it is part of what we
mean by a phase of matter and can be proven in some cases.
This bound is similar to the entropy accounting in branching MERA [74], but our
bound is more general because we allow quasi-local unitaries instead of strictly local
circuits. The extension to quasi-locality, while intuitively plausible, is not immediate
and requires the technology in [26]. Furthermore, for strictly local circuits one has
much more control, e.g. over even the Schmidt rank, but such control is currently
lacking for quasi-local unitaries.
Lemma 2 (Ground State Degeneracy Lemma) The ground state degeneracy G(L)
of a s source RG fixed on a d-torus of linear size L obeys the recursion relation
G(2L) = G(L)s.
18
Proof: Recall that we are assuming all ground states are locally indistinguishable.
Choose one ground state from each of the s copies at scale L. By assumption we can
construct a ground state at scale 2L using a quasi-local unitary. However, because the
unitary is quasi-local and because the ground states are locally indistinguishable, we
can actually produce a different orthogonal ground state at size 2L for every choice of
ground state from each of the s sources at size L using the same quasi-local unitary.
Indeed, the action of all local Hamiltonian terms, modulo the slight spreading due to
the quasi-local unitary, remains local throughout and so has the same effect on all
ground states. In other words, if we get a ground state from one choice, we get a
ground state for another choice, because all Hamiltonian terms act the same on the
locally indistinguishable states.
To be precise, we take local indistinguishability to mean that we have a set of
ground states {|gi〉}i=1,...,G such that we have
|〈gi|O|gj〉| <  (i 6= j), (3.2)
and
|〈gi|O|gi〉 − 〈gj|O|gj〉| < 2, (3.3)
for any normalized local operator O and with  ∼ e−cLα . To distinguish ground states
we need to act with some operator supported on Lα sites (called the code distance),
thus any exact ground state degeneracy is broken at order Lα in perturbation theory
which is the origin of the above estimate for .
Then let |ψI(2L)〉 = U |i1〉...|is〉 denote the state obtained at scale 2L from ground
states labelled I = {i1, ..., is} (plus product states) at scale L. By definition we
have
∑
x〈ψI(2L)|Hx(2L)|ψI(2L)〉 = Eg(2L) where {Hx(2L)} are the local Hamilto-
nian terms at size 2L and Eg(2L) is the ground state energy at size 2L. Since U is
quasi-local and Hx(2L) is local, the conjugated operators U
†Hx(2L)U are also quasi-
local. Hence by local indistinguishability we have 〈i1|...〈is|U †Hx(2L)U |j1〉...|js〉 =
hx(2L)δi1j1 ...δisjs with hx(2L) a c-number up to exponentially small corrections. Hence∑
x〈ψI(2L)|Hx(2L)|ψJ(2L)〉 = Eg(2L)δIJ up to exponentially small corrections and we
have G(L)s ground states at scale 2L.
Lemma 3 (Restriction Lemma) Under weak spectral assumptions, we may restrict
to s ≤ 2d−1.
Proof: As discussed just below, a weak spectral assumption on the low temperature
thermal free energy implies that gapped phases obey the area law up to logarithmic
corrections. Assuming all s = 2d−1+α copies of the state at size L are needed to produce
the state at size 2L (otherwise, choose a smaller s) and that the quasi-local unitary
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is adding entropy, the bound in the entropy lemma will be asymptotically saturated.
Then the entanglement entropy scales as S(R) ∼ Rd−1+α, but this violates the area
law worse than logarithmically when α > 0. When α = 0 a logarithmic violation is
consistent with the entropy lemma. Hence we must have α ≤ 0 as claimed.
If the quasi-local unitary is not adding any entropy, then we have a decoupled
system which can be understood within the layer construction (see §5 just below).
Apply the argument of the previous paragraph to the non-trivial components making
up the layers to reach the same conclusion.
Alternatively, suppose the quasi-local unitary adds no entropy. In this case the
entropy obeys S(2R) = sS(R) and S(R) ∼ slog(R)S(1). Assuming there is some en-
tanglement to begin with, this formula gives an entanglement entropy growing faster
than Rd−1 log(R) for s > 2d−1. In fact, even considering the perverse possibility of the
quasi-local unitary removing entropy, it can only remove an area’s worth of entropy,
so there is a lower bound S(2R) ≥ sS(R) − kRd−1. For s > 2d−1 it may be verified
that the only consistent possibilities are S = 0 or S growing faster than Rd−1 log(R).
Hence as claimed s > 2d−1 implies worse than logarithmic violation of the area law.
4 S(R) ≤ Rd−1 log(R) from spectral assumptions
Following [14] and [17] (see also [13] for an argument for at most logarithmic viola-
tions of the area law with somewhat different spectral assumptions), we can show that
with a weak spectral assumption the area law can be violated at most logarithmically.
We first review Hastings’ original argument bounding ground state entanglement by
thermal mutual information at low temperature and then generalize the argument to a
wider class of physically relevant systems, e.g., perturbed conformal field theories which
flow to massive infrared fixed points and which violate Hastings’ density of states as-
sumption. We also give an explicit argument that the thermal mutual information
bounds the ground state entanglement even when we have many locally indistinguish-
able ground states.
To motivate the assumption, consider a trivial paramagnet on Ld sites. The Hamil-
tonian is just a local magnetic field which favors the spins to align with the field, and
the gap is ∆. The number of excited states at energy E (between E and E + ∆, say)
scales like
D(E) ∼ D0
(
Ld
)E/∆
(E/∆)!
(4.1)
where D0 is some constant. In other words, we can flip E/∆ spins, and these flipped
spins can be on any of the sites, but spin flips are indistinguishable so we must divide
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by the factorial. In fact, the above formula overestimates D(E) because once a spin is
flipped, we cannot flip it again, so the correct formula is actually
D(E) ∼ D0 1
(E/∆)!
Ld(Ld − 1)(Ld − 2)...(Ld − (E/∆) + 1)︸ ︷︷ ︸
(E/∆) factors
. (4.2)
This formula is bounded by the form in Eq. 4.1, so below we assume that Eq. 4.1
bounds the true spectral density (with some system-size-independent constant ∆).
Now let P denote the ground state projector and let ρ(T ) = e−H/T/Z be the thermal
state of the system. Clearly we have
lim
T→0
ρ(T ) =
P
G
(4.3)
where G = tr(P ) is the ground state degeneracy. We would like to now approximate
the ground state projector by taking a small but non-zero temperature.
We can easily compute the trace distance between ρ(T ) and P/G to be∣∣∣∣PG − ρ(T )
∣∣∣∣
1
=
1
G
− 1
Z(T )
+
Z(T )−G
Z(T )
. (4.4)
We have set the ground state energy equal to zero and then used the fact that Z ≥ G.
We want the difference in trace norm to go to zero like L−q to achieve high overlap in
the thermodynamic limit.
To achieve this, we may set T = ∆
κ log(L)
. Then we write the partition function as
Z = G+
∑
E>0
D(E)e−E/T ≤ G+
∑
E
D0
(
Ld
)E/∆
(E/∆)!
e−κE log(L)/∆. (4.5)
Introducing the variable x = E/∆ we have
Z ≤ G+D0
∞∑
x=1
(Ld−κ)x
x!
= G+D0
(
eL
d−κ − 1
)
. (4.6)
If κ > d then the term in the exponent is going to zero at large L and we have
Z ≤ G+D0Ld−κ, (4.7)
and setting κ = d+ q provides the desired accuracy in trace norm.
We now use the property that the mutual information between any region A and
its complement A¯ in such a thermal state obeys [14]
I(A, A¯) ≤ J |∂A|/T (4.8)
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where J is the norm of the local Hamilonian terms. This bound is proven by comparing
the free energy, defined as F (ρ) = tr(ρH) − TS(ρ), of ρAρA¯ to the free energy of ρAA¯
and using F (ρAρA¯) ≥ F (ρAA¯) (the thermal state ρAA¯ minimizes the free energy). Using
our expression for T we find that the mutual information is bounded by
I ≤ κJ
∆
|∂A| log(L). (4.9)
The mutual information in the thermal state is also close to the mutual information
in the equal weight mixture of ground states as follows from Fannes’ inequality [85,86]
provided q > d. Hence the mutual information of any region A of linear size R in the
equal weight mixture of ground states is bounded by ∼ Rd−1 log(L).
The above arguments also go through if the ground states are only approximately
locally indistinguishable and split by an exponentially small amount.
4.1 Entanglement entropy from mutual information
To compute the actual entropy of the region A in the equal weight mixture we need
a little more work. First, suppose that A is small enough so that the ground states
are still locally indistinguishable with respect to observables supported on A. Recall
we assume locally indistinguishable ground states up to exponential correctons, in the
sense of Eqs. (3.2), (3.3). With these definitions, any finite region of a sufficiently large
system satisfies the criterion of local indistinguishability. Now the state of region A is
ρA = trA¯
(
P
G
)
=
1
G
G∑
a=1
trA¯(|ψa〉〈ψa|) (4.10)
where |ψa〉 are the ground states. By the assumption of local indistinguishability we
have trA¯(|ψa〉〈ψa|) ≈ trA¯(|ψb〉〈ψb|) for all a and b. Thus the sum over a is a sum over
identical terms, so the sum cancels the overall factor of G and we find that the state
of A in the equal weight mixture of ground states is approximately the state of A in
any particular ground state.
What about the state of A¯? We have
ρA¯ =
1
G
G∑
a=1
trA(|ψa〉〈ψa|), (4.11)
but now A¯ is too large to guarantee local indistinguishability. However, this is now
useful because the states ρA¯,a = trA(|ψa〉〈ψa|) must be orthogonal. Let {Pa, 1−Pa} be
the projective measurement which distinguishes ρA¯,a from all other states ρA¯,b so that
we have tr(PaρA¯,b) = δa,b. It follows from positivity of PaρA¯,bPa that PaρA¯,bPa = ρA¯,aδa,b
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and that (1− Pa)ρA¯,b(1− Pa) = ρA¯,b(1− δa,b). Hence we have ρA¯,aρA¯,b = PaρA¯,aPa(1−
Pa)ρA¯,b(1 − Pa) = 0 as desired. With the assumption of orthogonality plus the above
results for the entropy S(ρA) we have
S(ρA¯) = log(G) + S(ρA). (4.12)
Hence the mutual information I(A, A¯) = S(ρA) + S(ρA¯) − S(ρAA¯) is given by
I(A, A¯) = 2S(A), so the entanglement entropy of region A in any ground state is
approximately half the mutual information obtained above. Finally, taking R ∼ Lδ for
some positive δ (e.g. 0 < δ < α), we have S(R) = Rd−1g(R) with g(R) ≤ k log(R) for
some k. If this were not so, we could overwhelm the bound S(R) ≤ Rd−1 log(L) by
taking R ∼ Lδ and using the fact that for sufficiently large L we have g(Lδ) > kδ log(L)
for any k.
4.2 Generalized argument for massive deformations of CFTs
Unfortunately, not all systems obey the spectral assumption discussed above. For
example, consider a massive relativistic field φ. Even with the mass gap m, the density
of states at high energies scales like
D(E  m) ∼ exp (cT (EL)d/(d+1)) , (4.13)
a result which is fixed by scale invariance and thermodynamics at high temperature
(cT is a constant). Since we will consider field theories explicitly in §10, it is important
to understand this case.
Of course, one may object that if a field theory is properly regulated, then perhaps
the scaling of D(E) in the previous section can be recovered from the physics of the
regulator. Perhaps this is so in some cases, but it is a physically irrelevant objection,
because violations of the area law should have nothing to do microscopic details. In
fact, we can show directly in the continuum that the same argument of the previous
section, even with the CFT scaling of D(E) at high energies, gives at most logarithmic
violation of the area law for gapped field theories. The argument is identical except
that we assume the thermal free energy scales like F = −T log(Z) ∼ Lde−∆/T at low
temperature. This scaling is satisfied by all gapped field theories, for example, despite
the fact that these field theories violate the above spectral assumption above at high
energies. We now give a free field example to demonstrate the argument.
To carry out the argument in the previous section we need to know the density of
states D(E) of a massive free boson or fermion field in d dimensions. Since we will
be especially interested in the limit of low temperatures, where we have a dilute gas
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of particles, both types of particles are effectively classical and their statistics become
irrelevant. We focus on the boson case for simplicity.
The density of states is by definition
D(E) =
∑
{nk}
δ(E − E({nk})) (4.14)
where E({nk}) =
∑
k knk, k =
√
k2 +m2 is the relativistic dispersion relation, and
nk is the number of particles in mode k. We can easily develop an expression for this
quantity, but in fact what we really need is the partition function. Since the total
density of states can be written as a many-fold convolution (over all k) of each mode’s
density of states and since the partition function is essentially the Laplace transform of
the density of states, we have a simple formula for the partition function as a product
of the partition functions of the individual modes.
That is, we have
Z(T ) =
∫
dED(E)e−E/T =
∏
k
∑
nk
e−knk/T ≈
T→0
∏
k
(1 + e−k/T ). (4.15)
Taking the logarithm of both sides we obtain
log(Z(T )) =
∑
k
log(1 + e−k/T ) ≈ Ld
∫
ddk
(2pi)d
e−k/T . (4.16)
When T  m, the integral over k may be well approximated as∫
ddk
(2pi)d
e−k/T ≈ cde−m/T (mT )d/2 (4.17)
with cd a dimension dependent constant.
If we now wish to have the total partition function close to one we must have
Ldcde
−m/T (mT )d/2 ∼  1. (4.18)
This is easily satisfied if we take
T ∼ m
log(Ld/)
, (4.19)
and even if we demand  ∼ 1/Lq, we can achieve this with only a logarithmically small
T .
More generally, it should be clear that what we require to demonstrate an area law
up to at most logarithmic violations is a low temperature free energy F of the form
F = −T log(G) + Fexcited (4.20)
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where Fexcited is extensive and decays as e
−∆/T . This suffices to bound the mutual
information. With the same assumptions about the scale of the failure of local indis-
tinguishability, the entanglement entropy can be bounded as well. This formula will
also be useful later when we argue for the area law in §8.
5 Examples
In this section we give numerous examples to flesh out the formalism. We also discuss
in more detail how to construct the quasi-local unitary which maps size L to size 2L.
5.1 Trivial insulators, any d
Any trivial insulator with an energy gap ∆ that is independent of system size is an
s = 0 RG fixed point (even if it is protected by a symmetry) because we can construct a
quasi-local unitary transformation (which may not commute with the symmetry) which
produces the ground state from a product state9. This is because by the definition of
a trivial insulator there is a path H(η) in the space of Hamiltonians such that H(0)
has a product ground state and H(1) is the Hamiltonian of the trivial insulator. With
this path in Hamiltonian space we can construct the required quasi-local unitary.
Define the quasi-adiabatic generator
− iK(η) =
∫ ∞
−∞
dtF (t)eiH(η)t∂ηH(η)e
−iH(η)t (5.1)
with F a filter function [87, 88]. F (t) is a fast-decaying, odd function of t with the
following properties. First, its Fourier transform F˜ satisfies F˜ (ω) = − 1
ω
for |ω| ≥ ∆
and second, F˜ (ω = 0) = 0. K(η) is designed to do the following job: when acting on the
ground state |ψ(η)〉 of H(η) it outputs i∂η|ψ(η)〉 as defined by first order perturbation
theory. The assumption of a finite gap is necessary to keep K(η) quasi-local. Once
we know that K(η) is quasi-local, then we know that it generates a quasi-local unitary
that maps the product state to the trivial insulator ground state. The quasi-locality
of K(η) also implies that all trivial insulators obey an area law [26].
To get a sense of what K(η) is doing, consider a family of gapped Hamiltonians
defined on L spins of the form
H(θ) =
L∑
x=1
∆
2
(Zx cos(θ) +Xx sin(θ)) . (5.2)
9It is worth mentioning that the ground state of quantum chromodynamics (QCD) in the context
of Hamiltonian lattice gauge theory, say, is likely an s = 0 fixed point.
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Observe thatH(θ) is gapped with gap ∆ for all θ. We could then appeal to the adiabatic
theorem to argue that if we vary θ slowly the time evolved state will approximately
follow the instantaneous ground state. However, even with a finite gap there will
typically be some small probability p of error, e.g., a transition into a local excited
state. Since the probability of error is independent between sites, it follows that the
total probability to remain in the ground state of the whole system is (1− p)L. Even if
p is quite small, for a sufficiently large L there will always be an excitation somewhere
in the system and we will no longer be in the global ground state.
There are three responses to this fact. The first response is to say that we just don’t
care if the system has a (roughly) exponentially small density of excitations, since this is
not expected to modify physical properties except perhaps at exponentially long times,
etc. And such a nearly exponential scaling is achievable since the probability p of error
can typically be made nearly exponentially small in the gap times the timescale, τ , of
the adiabatic evolution: p ∼ e−(∆τ)1−δ . The second response is to say that if we really
want close to zero excitations, we need only make p ∼ 1/Lq for some sufficiently large
q. Assuming p ∼ e−(∆τ)1−δ we may take τ ∼ log1+δ(L), an evolution time growing very
modestly with system size. The third response reminds us that the above concern is
silly: there is another Hamiltonian H˘(θ) which is a sum of single spin operators which
generates a time evolution that exactly maps the ground state of H(0) to the ground
state of H(θ). Identifying θ = η, the quasi-adiabatic generator K(θ) is nothing but an
explicit construction of a Hamiltonian like H˘(θ) which generates a time evolution that
exactly maps ground state to ground state. (For the example (5.2), the quasi-adiabatic
generator (5.1) evaluates to K(η) =
∑
x Yx, which clearly generates a rotation from Z
to X without incident.)
Returning to the general case of a gapped local Hamiltonian, we still have the first
two responses above and they may be sufficient for many purposes. However, it is now
less obvious that the third response remains valid, that there exists a local Hamiltonian
like H˘(η) which generates a time evolution that maps ground states to ground states.
Remarkably, the quasi-adiabatic generator K(η) can still be defined and, at the cost of
a mild weakening of strict locality to quasi-locality, generates a time evolution which
exactly maps ground states to ground states. Note that this doesn’t preclude the
existence of a strictly local Hamiltonian which does the same job, but a quasi-local
generator like K(η) is sufficient for almost all purposes.
5.2 Chiral insulators, d = 2
Examples here include p+ ip superconductors, integer quantum Hall states [89,90], the
E8 state of bosons [91], and various kinds of chiral topological states such as fractional
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quantum Hall states [44,45]. The distinguishing feature of this class is that any system
in it, when placed on a manifold with boundary, supports chiral edge modes which
cannot be gapped [92].
On general grounds, we can argue that such insulators are s = 1 fixed points. For
example, in the context of a coupled island construction it is possible to remove some
faction of the islands and place them into product states provided the rest of the islands
remain coherent. We cannot do this simultaneously for all islands, because the system
is not an s = 0 fixed point, but it is possible remove a finite fraction of the islands.
Later we will give a very general field theory argument for s = 1 which applies to
various field theoretic representations of these phases.
In the remainder of this sub-section we would like to give another construction for
chiral insulators using band engineering in a free fermion limit. For concreteness, we
consider the case of integer quantum Hall states in the guise of Chern insulators. A
simple lattice model for a Chern insulator [93] is obtained by taking a square lattice
with two orbitals cra per site r = (x, y) and Hamiltonian H =
∑
k c
†
khkck (cka =
L−1
∑
r e
ikrcra) where
hk = tAB (sin(kx)X + sin(ky)Y ) + (m+ tAB (cos kx + cos ky))Z. (5.3)
If 0 < m < 2tAB then at half-filling this system is a gapped Chern insulator with Chern
number C = 1.
Introduce a Q = (pi, pi) perturbation which doubles the unit cell. The perturbation
has the form ∆1H =
∑
r V (−1)x+yc†rcr. The resulting k space Hamiltonian is thus
h˜k =
(
hk V
V hk+Q
)
. (5.4)
We then obtain the band structure for all V and find that up to V = 1 the bulk gap
remains open. At V = .8 the two filled bands below the gap are themselves separated
by a gap with the band nearer the chemical potential carrying C = 1 and with the
other band carrying C = 0. Having achieved a non-trivial separation of the original
Chern band into a non-trivial band and a trivial band, we may now add additional
perturbations to manipulate the trivial band. In fact, we may deform the trivial C = 0
band into a perfectly flat perfectly localized band which forms an independent trivial
insulator supported on L2/2 sites.
The specific perturbations which accomplish this are
∆2H =
1
2
∑
r∈A
tAA
(
c†r(Z − iX)cr+x−y + c†r(Z − iY )cr+x+y + h.c.
)
+
∑
r∈B
uc†rZcr (5.5)
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where A/B refer to the two sites of the enlarged (by the V term) unit cell. In momen-
tum space, this is ∆2H =
∑
k c
†
k∆2h˜kck with
∆2h˜k =
(
tAA (2 cos(kx) cos(ky)Z + sin(kx − ky)X + sin(kx + ky)Y ) 0
0 uZ
)
The tAA term is a hopping term within the A-sublattice of the same form as the
original hopping; to preserve the gap, we must turn tAA on as we turn off the hopping
between sublattices tAB. The u term freezes the spins of the B-site particles. A specific
protocol for varying parameters between (5.4) and a Hamiltonian where the B-sites are
decoupled and host a completely trivial insulator, without closing any gaps, is given in
Table 1.
tAB −V u −tAA description of step
1 0 0 0 Original bandstructure.
1 .8 0 0 Turn up (pi, pi) potential V , double unit cell.
1 .8 1 0 Turn on B-site field u.
1 .8 1 .4 Turn on AA hopping. The sign is important.
1 1.3 1 .4 Turn up (pi, pi) potential.
.5 1.3 1 .4 Turn down AB hopping.
.5 1.3 1 .6 Turn up AA hopping.
.3 1.3 1 .6 Turn down AB hopping.
.3 1 1 .6 Turn down (pi, pi) potential.
.3 1 1 .8 Turn up AA hopping.
0 1 1 .8 Turn off AB hopping.
0 1 1 1 Turn up AB hopping.
0 1 5 1 Crank up B-site field with impunity.
0 0 5 1 Turn off V →
B-site bands
become flat,
decouple.
A-sites have
original bandstructure,
rotated by pi/4.
Table 1: The details of the Chern-band-folding protocol. Parameters are in units
of m. We checked that the gap stays open along a linear interpolation between each
of these these checkpoints, and (therefore) that the Chern numbers of the four bands
remain (0,−1, 1, 0) from top to bottom. The tricky part is gradually turning off tAB
while turning on tAA. A movie of the resulting band-folding is available upon request.
This construction can be performed two times to go from L2 to L2/2 to L2/4 sites
supporting the Chern insulator. Furthermore, since all manipulations preserved the
bulk gap, the quasi-local generator K(η) defined above generates a quasi-local unitary
28
that implements the coarse-graining. Hence such Chern insulators are s = 1 fixed
points. This also implies that they obey an area law.
Given a quasi-local evolution generated by K implementing an s source RG trans-
formation, the entropy S(2R) of a region of linear size 2R in the new 2L linear size
system obeys
S(2R) ≤ sS(R) + kRd−1 (5.6)
where S(R) is the entropy of the same region type at size R in the linear size L system
and k is a number dependent on the details of K. With s = 1 the bound (5.6) is easily
iterated to obtain
S(2log(R)) ≤
log(R)∑
m=1
k
(
2log(R)
2log(R)−m
)d−1
≤ k′(2log(R))d−1 = k′Rd−1. (5.7)
Hence the entropy is consistent with the area law.
One can also extend the argument to phases with chiral edge states and anyon
excitations. In this context it is useful to note that discrete gauge theories in d = 2
have exact MERA representations and hence are s = 1 fixed points [94–96], so there
is no obstruction to bringing anyons into the picture. Using a similar gauge theory
picture, we can exhibit wavefunctions for fractional quantum Hall states by projecting
copies of free fermion chiral states onto a gauge invariant subspace [97]. Adiabatically
deforming the state of the partons from size L to size 2L produces a short-ranged
quantum Hall state which adiabatically deforms as well, and it is quite plausible that
such a state is the ground state of a local Hamiltonian. The analysis of discrete gauge
theories can also be extended to higher dimensions to exhibit exact MERAs for a
variety of p-form gauge theories.
Before ending this subsection, we give one example with chiral edge states and
topological order analogous to the model in [91]. Consider spinless fermions fr hopping
on some two dimensional lattice with mean-field-like pairing Hamiltonian
Hf =
∑
rr′
wrr′f
†
rfr′ +
∑
rr′
∆rr′frfr′ . (5.8)
The couplings in Hf are chosen so that the ground state of Hf is a ν = 1 p + ip
superconductor. Now introduce spins σzrr′ living on the links, and for every term in
the mean-field fermion Hamiltonian choose a path γrr′ connecting r and r
′. Defining
W [γrr′ ] =
∏
`∈γrr′ σ
z
` , we form the Hamiltonian
Hf+Z2 =
∑
rr′
wrr′f
†
rW [γrr′ ]fr′ +
∑
rr′
∆rr′frW [γrr′ ]fr′
−K
∑
p
∏
`∈p
σz` − U
∑
r
(−1)f†r fr
∏
`|r∈`
σx` . (5.9)
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The Hamiltonian Hf+Z2 describes the f fermions coupled to a Z2 gauge theory in the
tensionless limit.
A pi-flux defect where
∏
`∈p σ
z
` = −1 supports a single Majorana zero mode and this
system has Ising topological order [98]. Furthermore, because the Hamiltonian Hf+Z2
is solvable we can exhibit a quasi-local unitary mapping size L to size 2L. We use
a combination of the free fermion unitary which implements the mapping for the fs
and the Z2 circuit which implements the mapping for the spin degrees of freedom to
produce a mapping for the total system. Thus Ising topological order is (as expected)
an s = 1 fixed point.
5.3 Layer construction
A class of examples of s source RG fixed points for s > 1 is provided by the layer
construction. Consider an s0 source RG fixed point in d0 dimensions, the “layer”, and
stack Ld−d0 copies of these layers, which are size Ld0 objects, to form a torus of Ld
sites. We may also add local perturbations and couplings between the layers provided
the individual layers remain incoherent with each other. This layered system is an
s = s02
d−d0 RG fixed point in d dimensions. By the restriction lemma s0 ≤ 2d0−1, so
the layered system also obeys the restriction lemma.
As a concrete example, consider a d = 3 system composed of L layers of integer
quantum Hall states. Such a system, when cut open along a boundary piercing through
the layers, supports L chiral edge states that cannot be gapped. Furthermore, since no
individual integer quantum Hall state can be produced from a product state using a
quasi-local unitary, it follows that we need s = 2 copies of the L layer system to make
a 2L layer system using a quasi-local unitary.
Note that in the context of the layer construction, some cancellation may arise.
For example, it may be the case that multiple layers of a lower dimensional state can
be deformed into a product state even if a single layer cannot (as with the notion of
inverse states in §3.1). In such a case, the effective value of s will be reduced. In other
words, we do not require the full s copies since multiple layers can be produced from
product states.
There is one interesting line of thought suggested by the layer construction. Observe
that as s increases we come closer to violating the area law. However, in the layer
construction having large s requires stacking low dimensional objects. This intuition is
precisely the same as for Fermi liquid entanglement [99]. Following for a moment this
gapless line of thought, ordinary CFTs, being like s = 1 fixed points, are hopelessly far
from defeating the area law. We can do better by bundling lower dimensional gapless
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systems, and when we bundle gapless one dimensional systems we finally manage to
violate the area law.
To obtain a gapped state, we want to stack lower dimensional topological objects.
If we could stack one dimensional topological objects with s = 1, then we would
obtain a d dimensional topological system which violated the area law. However,
such one dimensional s = 1 gapped states do not exist (see §8). Of course, the layered
construction is an amusing toy, but it is too trivial to cover the interesting examples (like
Haah’s code). We speculate that some local generalization of the layer construction, a
“bundle” of layers, similar to the idea of a Fermi surface’s worth of 1 + 1 CFTs, would
provide a more robust framework in which to understand the area law.
6 Topological quantum liquids
In this section we make good on our promise to define “conventional” gapped phases.
We call our proposal “topological quantum liquids” since they have the have the ability
to “flow” and take the local “shape” of the system. We prove that all topological
quantum liquids obey the area law and have s ≤ 1. We conjecture that all systems
with s ≤ 1 are topological quantum liquids. Our definition of a topological quantum
liquid is strong, so proving that s ≤ 1 implies liquidity requires some work establishing
local deformability from the global ability to map L to 2L.
A topological quantum liquid is, informally, a gapped (topological) quantum phase
of matter which is insensitive to the local details of the system (liquid). Continuum
field theories with a mass gap, by their very definition, are topological quantum liquids.
This is because in order for a continuum limit to exist, the microscopic details of the
space must be irrelevant. A reason for singling out topological quantum liquids is that
they represent, almost exclusively, the type of gapped states encountered in Nature
so far. Indeed, all experimental realizations of gapped phases are, to the best of the
authors’ knowledge, topological quantum liquids, or layers thereof. These realizations
include most prominently all integer and fractional quantum Hall states.
An example of a gapped state which is not a topological quantum liquid is Haah’s
code. This interesting Hamiltonian has the property that the ground state space man-
ifold depends sensitively on the precise number of sites in the lattice. This is not to
say that Haah’s code is uninteresting, only that it is not liquid-like. Indeed, it displays
features much more reminiscent of a glass. Following [100], we might call such a phase
a topological quantum glass. We do want to imply that the dichotomy between topolog-
ical quantum liquids and topological quantum glasses is exhaustive. At the very least,
the layer construction demonstrates that we may have layers of topological quantum
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liquids which do not form a higher dimensional topological quantum liquid and have
crystalline as opposed to glassy features.
The intuitive properties of topological quantum liquids include a ground state man-
ifold that depends only on global features of the system as well as the ability to relax
into thermal equilibrium on a reasonable timescale. We may formalize these criteria
by saying that a topological quantum liquid has the property that the shape of the
underlying geometry may be changed without closing the gap. We define a topological
quantum liquid as a gapped phase of matter with the property that any ground state
on a manifold M may be deformed into a ground state on a manifold M ′ without
closing the gap provided there is a homeomorphism from M to M ′. As a technical
point, M and M ′ should also support Riemannian metrics such that the deformation
from M to M ′ is slowly varying compared to the correlation length ξ.
In the discrete setting, we demand that for any two graphs Mˆ and Mˆ ′ which differ
only locally, there exists a gapped Hamiltonian path mapping ground states of the
TQL on Mˆ to ground states of the same TQL on Mˆ ′. This gapped Hamiltonian path
may be defined on a third graph Mˆ ′′ having the property that both Mˆ and Mˆ ′ may be
obtained from Mˆ ′′ by locally deleting or identifying edges and vertices. Equivalently,
we may imagine that both Mˆ and Mˆ ′ form locally equivalent triangulations of some
manifold M .
To give a few examples, in the continuous context the two manifolds M and M ′
could have different sizes. In the discrete setting, Mˆ could be a torus with Ld sites
while Mˆ ′ could be a torus with (L + 1)Ld−1 sites, i.e. having one extra layer of sites.
Topological quantum liquids have the property that any ground state on one such
manifold or graph can be deformed into a ground state on the other manifold or graph
using a quasi-local unitary without closing the gap.
Theorem 1 (TQL structure theorem) All topological quantum liquids have s ≤ 1.
Proof: (trivial) Let Mˆ be an isotropic d-torus of length L and let Mˆ ′ be an isotropic d-
torus of length 2L. Then Mˆ and Mˆ ′ are locally equivalent. Indeed, we may take Mˆ ′′ =
Mˆ ′ so that Mˆ is obtained by identifying every 2d sites into one site. By assumption
there exists a gapped path connecting ground states on Mˆ to ground states on Mˆ ′.
This is precisely the definition of an s = 1 fixed point. s = 0 fixed points are also
allowed.
As a trivial consequence of the structure theorem, all topological quantum liquids
obey the area law and have system-size-independent ground state degeneracy. There
is one subtlety, however. System size independent ground state degeneracy is not,
by itself, enough to guarantee s ≤ 1. Indeed, layers of s = 1, G = 1 states are
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not topological quantum liquids (for example, we cannot in general add layers with
a quasi-local unitary), but they continue to have G = 1. However, it does seem that
system-size-independent G plus some measure of isotropy is often sufficient to give a
topological quantum liquid.
This section may be summarized with the following brief statement. If size L and
size 2L are in the same phase (meaning connected by a quasi-local unitary) and if
d > 1, then the phase obeys the area law.
6.1 Local stability for s = 1 fixed points
Here we sketch an argument that gapped s = 1 fixed points are stable to local defor-
mations of the space. This is of course plausible since the ground state degeneracy is
independent of system size. It is obvious for s = 0 fixed points. Local gapped quantum
field theories also boast this kind of local stability; this follows because local changes
in the geometry couple to a local operator, the stress tensor, which is short-range cor-
related (and in fact identically zero in the topological limit). The motivation for this
sketch is simple: since the definition of a topological quantum liquid is naively quite
strong, it is helpful to show that local deformability follows from simpler assumptions.
What we are after is a spatially varying Hamiltonian Hinterpolate which, given a local
region A, interpolates between HL far away from A and H2L deep inside A. Let H(η)
be a gapped path between HL at η = 0 and H2L at η = 1. Decompose H(η) into local
terms as
H(η) =
∑
x
Hx(η), (6.1)
and then construct Hinterpolate as
Hinterpolate =
∑
x
Hx(ηx), (6.2)
where ηx is a slowly varying function that asymptotes to zero far from A and to one
deep inside A. Since both size L and size 2L are in the same phase, since the phase is
stable, and since the perturbation is slowly varying, it must be that Hinterpolate is also
gapped. We will give a more detailed argument for this conclusion in §8.
Combined with the ability to rearrange local regions without closing the gap (see
the discussion of [Micro-insensitivity] in §3.1), the ability to insert and remove degrees
of freedom strongly suggests that the phase possesses local deformability. Indeed, given
any two homogeneous Hamiltonians H1 and H2 connected by an adiabatic path H(η),
we should be able to construct a gapped interpolating Hamiltonian which asymptotes
to H1 or H2 in different regions. Thus adiabatic deformability in time implies adiabatic
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deformability in space (but not vice versa: there are states with topological order but
no gapless edge modes) [101], and the phase appears to be locally stable. Hence our
original definition of a topological quantum liquid is apparently essentially equivalent
to having s ≤ 1.
7 Generalization of the s source framework
In this section we generalize the s source framework to effectively allow fractional s.
The data defining a generalized s source fixed point are as follows. We have a label
set Λ whose elements label distinct gapped phases which transform into each other
under the RG. We also have an RG rule which specifies that a type i phase can be
obtained from si1 copies of a type 1 phase plus si2 copies of a type 2 phase plus and
so on. As a technical assumption, we assume that the total number of types of phases
over all scales involved in producing a given phase at a given scale is bounded by a
system-size-independent constant. We also assume that the quasi-local unitary at each
RG step always adds some entropy (so the entropy recursion relation determines the
asymptotic entropy instead of simply bounding it). We believe these assumption can
be relaxed, but they make the arguments much simpler, so we leave their relaxation
for future work.
Definition 2 (Generalized s source RG fixed point) A d dimensional generalized
s source RG fixed point is a phase, denoted i, with the property that a ground state on
(2L)d sites can be constructed from a set of ground states on Ld sites using a quasi-local
unitary U . We write |ψi(2L)〉 = U
(∏
j |ψj(L)〉sij
)
. Unless otherwise noted, we assume
that s represents the smallest set of states for which the construction is possible.
What follows are generalized entropy and ground state degeneracy lemmas.
Lemma 4 (Generalized Entropy Lemma) The entanglement entropy Si of a type
i phase obeys Si(2R) ≤
∑
j sijSj(R) + kR
d−1 where k depends on the details of the
quasi-local unitary.
Lemma 5 (Generalized Ground State Degeneracy Lemma) The ground state
degeneracy Gi(L) of a type i phase on a d-torus of linear size L obeys the recursion
relation Gi(2L) =
∏
j Gj(L)
sij .
Lemma 6 (Generalized Restriction Lemma) For each type i, we must have
∑
j sij ≤
2d−1. In particular, only a finite number of the sij can be non-zero even if the index
set is infinite.
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Proof: The argument is identical to the case of the single type theory. Roughly speak-
ing, if we are really using more than 2d−1 copies, then the entropy must violate the
area law worse than logarithmically. This contradicts the bound from thermodynamics
in §4.
7.1 Entropy scaling in generalized s source fixed points
Let us characterize the set of phases that can violate the area law. Let Y0 be the set
of phases obeying the area law and let Ylog be the set of phases violating the area law
logarithmically. We can imagine other types of violation, weaker than logarithmic,
which could also arise in the generalized s source framework. Let Yf denote the set
of phases which violate the area law like S(R) ∼ Rd−1f(R). We must have k1 ≤ f ≤
k2 log(R).
Assume that the recursion relation in the entropy lemma is saturated (this being
the worst case for the growth of S(R)). Then the entropy at size R = 2log(R) scales like
S(2log(R)) ∼
log(R)∑
`=0
(
R
2`
)d−1
s`k (7.1)
where s is a matrix and k is some vector of entropies added by the local unitary. The
fastest growth of entropy occurs if
s` = λ`sˆλ + ... (7.2)
or if this is obeyed after taking some number of RG steps as one. Then the entropy is
given by
S(R) ∼ Rd−1sˆλk
∑
`
(
λ
2d−1
)`
∼

Rd−1, λ < 2d−1
Rd−1 log(R), λ = 2d−1
Rd−1+α, λ = 2d−1+α
. (7.3)
So long as λ < 2d−1 the area law is obeyed.
Next we analyze the ground state degeneracy. Taking logarithms of the terms in
the ground state degeneracy lemma gives us
log(Gi(2L)) =
∑
j
sij log(Gj(L)). (7.4)
Thus the logarithm of the ground state degeneracy obeys a very similar recursion
relation to the entanglement entropy. With the same assumptions on s, we find
log(Gi(L)) ∼ slog(L) log(G(2)) (7.5)
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where logG(2) denotes the ground state degeneracy of all types on some fixed small
system size in the ideal limit of no ground state mixing.
Two cases are relevant. If sˆλ log(G(2)) 6= 0, that is if some state with non-trivial
ground state degeneracy is participating in the asymptotics controlled by sˆλ and λ,
then the ground state degeneracy grows like λlog(R). Thus if λ = 2d−1, so that the area
law is violated, then the number of ground states must also grow like logG ∼ Ld−1 as
claimed.
If no phases with non-trivial ground state degeneracy participates in the asymp-
totics, then at large scales all source terms have no ground state degeneracy and hence
obey the area law (by the weak area law). The generalized entropy lemma with all
sources obeying the area law is then only consistent with an area law for the state at
larger scales.
7.2 Example: Haah’s code
Within the layered construction we can construct various examples which make use of
the generalized s source framework. As a non-trivial example, Haah has shown that
his code is a generalized s source RG fixed with Λ = {1, 2} and source rules s11 = 1,
s12 = 1, s21 = 0, s22 = 2 [67,68].
A simple calculation then gives
s` =
(
1 2` − 1
0 2`
)
. (7.6)
s` grows at large ` like λ`sˆλ with λ = 2 and
sˆλ =
(
0 1
0 1
)
. (7.7)
Hence both phases have roughly log(G) ∼ 2` = L on a size L = 2` system.
Since Haah’s code is a stabilizer code with locally indistinguishable ground states,
the entanglement entropy in any ground state can be computed exactly, see e.g., the
discussion in [102] for the toric code. The general formula for the entropy is S(A) =
qubits in A − stabilizers in A. Haah’s code is defined on a cubic lattice with two
qubits per site and two stabilizers per cube [67]. In a cube of R3 sites there are 2R3
qubits and 2(R − 1)3 stabilizers, so the entanglement entropy of the cube is S(R) =
2R3 − 2(R− 1)3 = 6R2 − 6R + 2. This formula obeys the area law but has a peculiar
subleading term proportional to R.
36
By contrast, the entanglement entropy of Z2 gauge theory in d = 3, which is also a
stabilizer code, has no such term. Z2 gauge theory in d = 3 dimensions can be defined
on a cubic lattice with one qubit per link and stabilizers for each vertex (Gauss’ law)
and face of the lattice (flux constraint). Given a cube with R links on a side, the number
of qubits is 3R(R + 1)2, the number of vertex stabilizers is (R − 1)3, and the number
of plaquette stabilizers is 3R3 + 3R2 − R3 (the last subtraction accounts for the fact
that only 5 of the 6 plaquette stabilizers for each elementary cube are independent).
Hence the entanglement entropy is S(R) = 6R2 + 1. To understand this formula, note
that the number of surface sites is 6R2 + 2, so the entropy is the number of surface
sites minus one. In gauge theory language, each surface site gives one bit of freedom
(electric flux or no electric flux entering the site from outside) and there is one overall
constraint of total Z2 charge neutrality.
8 Towards a general area law
In this section we discuss the structure of states that could, within our RG framework,
violate the area law, and we give a physical argument that such states do not exist.
The tools developed here, based on reconstructing states from local data, also provide
independent arguments for the weak area law and for the stronger claim that phases
with ground state degeneracy scaling slower than log(G) ∼ Ld−1 obey the area law.
Thus we provide an independent check on the results from the s source RG framework.
For convenience in this section we will typically assume that the phases in question
have no protected edge states. This assumption entails no loss of generality as regards
the area law. Intuitively, this is because edge states can only contribute area law
entropy. Alternatively, the general existence of an edge inverse (§3.1) implies that for
every phase which has protected edge states and violates the area law, there is another
phase which violates the area law and has no protected states. Hence ruling out area
law violations in all phases with no protected edge states rules out area law violations
in phases with protected edge states. Except where explicitly stated otherwise, we
assume the “accidental” edge states which arise in the constructions below can be
removed with local perturbations.
Our goal is to establish a bound of the form S(ρA) ≤ O(|∂A|) + log(G) for an
appropriate ground state degeneracy G10. We do this by constructing a local Gibbs
state (exponential of a local “effective Hamiltonian”) which is locally consistent with
the state ρA and which upper bounds the entropy of ρA. The quickest route through the
10Assuming the bound is saturated, as is plausible, states with unusual ground state degeneracy
will have unusual terms in their entanglement entropy, e.g., a linear in L term in d = 3 for G ∼ ecL.
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argument is to jump to the main argument in §8.2 referring back to the preliminaries
in §8.1 as needed.
Although the arguments in this section are powerful by themselves, we still need
the s source framework to argue for the general area law. Furthermore, the s-source
RG also provides a powerful method to argue for the existence of frustration free
Hamiltonians (see the MERA discussion in §9). Frustration free Hamiltonians are an
important special case in our analysis, and we expect such Hamiltonians to exist on
general RG grounds provided we are deep within the phase where spatial correlations
are minimized. We also use ideas from §4, in particular the free energy estimate (4.20),
in the arguments below.
8.1 Preliminaries
Several tools are needed to proceed with the arguments. First we discuss reconstruction
of global states from local data. Then we discuss the idea of a local gap and the stability
of spatially varying local Hamiltonians. Finally, we describe the idea of a diverging
local gap.
Local reconstruction
It is useful to consider trying to reconstruct the ground states from local data (for
important early work in this direction see [83, 103–105]). This reconstruction is more
feasible than one might at first imagine. For example, given access to the states of all
local d-disks of sufficiently large (but still microscopic) size, [82, 83] have shown that
the maximum entropy global state approximately consistent with this local data is
close to the ground state projector. In other words, one can reconstruct global ground
states from local data (even in topological phases). Here we consider a variant of this
situation: the problem of reconstructing the state of a subsystem A of size R from local
data.
Suppose we have a set of local operators {Oi} supported in a region A. We want to
find the maximum entropy state which gives expectation values for the Oi that agree
with expectations taken in the true state, ρA, of A. In other words, among all possible
states σA such that tr(σAOi) = tr(ρAOi) for all i, we want the state that maximizes the
entropy S(σA). This problem has a known solution. Construct the variational function
f(σ, {λi}) given by
f(σ, {λi}) = S(σ) +
∑
i
λi(tr(σOi)− tr(ρAOi)) + λ(tr(σ)− 1). (8.1)
Then maximize f with respect to σ and the λs. The resulting maximum entropy state
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has the form
σ? =
exp (−∑i λ?iOi)
Z
, (8.2)
and hence is a local Gibbs state.
Suppose the operators Oi form a complete set of observables for a set of small regions
{Aj} such that ∪jAj = A. Then we say σ? is a maximal entropy reconstruction of ρA
from local data. Denoting the disk of radius r centered at x0 by D(r, x0), a typical
choice for the Aj might be all regions of the form A∩D(r, x0) for all x0 and some fixed
small r. The linear size, R, of A will be much larger than r in our constructions.
Why is this formalism useful? Note that ρA is locally consistent with itself, so it is
a candidate for the maximum entropy state and
S(ρA) ≤ S(σ?). (8.3)
Furthermore, σ? is by construction a local Gibbs state, so it is easier to manipulate
than ρA.
Localized excitations
Let σA be the maximum entropy state consistent with local data on patches of
linear size r  R. Write
σA = e
−H˜A (8.4)
and define HA to be the Hamiltonian H restricted to terms having support just in A.
We have just shown that H˜A is a sum of local operators supported on patches of linear
size r. But what does H˜A look like? It turns out that σA is close to being a ground
state of HA as we now show.
The Hamiltonian of the whole system is H =
∑
xHx where, without loss of gener-
ality, we assume each term Hx ≥ 0. Let the ground state energy of HA be Eg,A and
let the ground state projector be Pg,A. To control the energy of σA we first bound the
expectation value of HA in the state ρA as follows [13].
Separate the Hamiltonian into three pieces, and H = HA + HA¯ + H∂A, where the
terms act within A, A¯, and at the boundary of A respectively. We use the positivity
of H∂A to bound 〈HA +HA¯〉,
〈HA +HA¯〉g ≤ 〈HA +HA¯ +H∂A〉g = Eg, (8.5)
where we have taken expectation values in a global ground state |g〉. Now we bound
the ground state energy using the variational principle and the trial state ρfactor =
Pg,A
tr(Pg,A)
trA(|g〉〈g|). We obtain
〈HA+HA¯+H∂A〉g ≤ tr(ρfactor(HA+HA¯+H∂A)) ≤ Eg,A+〈HA¯〉g+max
x∈∂A
(‖Hx‖)|∂A|. (8.6)
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Combined with the first inequality we have for 〈HA〉g = tr(ρAHA) = 〈HA〉ρA the result
Eg,A ≤ 〈HA〉ρA ≤ Eg,A + J∂|∂A| (8.7)
where J∂ = maxx∈∂A(‖Hx‖).
Because the correct expectation values of the terms in HA are included in the local
data defining σA (assuming r is bigger than the range of the terms Hx), we also have
the bound
Eg,A ≤ 〈HA〉σA ≤ Eg,A + J∂|∂A|. (8.8)
Since H˜A a sum of local operators and since the average excitation energy of σA is
non-extensive, it must be that the entropy coming from excitations is non-extensive
and scales like the average excitation energy.
For example, if we restrict the local data defining σA to just the terms Hx contained
in HA, then H˜A has the form
H˜A =
∑
x
gxHx (8.9)
where we have renamed the Lagrange multipliers λi → gx. The local effective temper-
ature, 1/gx, must go to zero away from ∂A in order for the excitation energy of HA to
be proportional to |∂A|. Equivalently, σA reproduces ground state correlations of HA
away from ∂A, so the local temperature must go to zero or equivalently the local gap
must diverge away from ∂A.
Local gap and local thermodynamics
To justify the notion of a local gap, we first appeal to the stability of the phase.
It is trivially true that H and gH give the same ground states for all g > 0. Now
consider the Hamiltonian H[g] =
∑
x gxHx. We expect that the stability of the phase
implies that the couplings in H can be modulated slowly in space without closing the
gap. Suppose the variation in gx is bounded and small. Then since H[g] − H[1] is a
sum of bounded local operators, the gap must be preserved if the perturbation is small
enough since the phase is stable. To build up larger changes in gx we can consider as
a basic building block bump configurations of gx. These bump configurations, gx =
g0 +(g1−g0)χx(A), are smooth functions gx which approach g0 outside region A and g1
inside region A. If the region A is sufficiently large, then inside A the Hamiltonian is
effectively indistinguishable from g1H[1]. Since H[1] and g1H[1] trivially have the same
ground state, the difference in the ground states of H[1] and H[g0 + (g1 − g0)χx(A)] is
actually localized near ∂A.
Finally, since the ground state properties deep inside A are indistinguishable from
those far outside of A, the stability of the uniform Hamiltonian implies that we may
make further changes deep inside A. Hence we may repeat the argument by adding
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another bump function localized deep inside A which further increases gx. To argue
for stability to arbitrary smooth variations gx, we first approximate gx by collection of
bump functions, then we use the stability of the bump function Hamiltonian itself to
smooth out the bump functions and produce gx. This is possible because the difference
between gx and its bump function approximation is a sum of bounded local operators
and hence obeys the criterion of stability for sufficiently slow variations.
To be quantitative suppose we have some disk B(l, x0) of radius l centered at x0
where the Hamiltonian locally looks like
H =
∑
x∈B
gx0Hx + (∂g)x0(x− x0)Hx + ..., (8.10)
where ... includes terms outside B and higher derivative corrections. These local terms
are smoothly patched together to form the entire Hamiltonian, and as long as the local
gap is larger than the perturbation, the phase should be stable. If ∆ is the bulk gap
when gx = 1 then the local gap is roughly g(x0)∆, and the strength of the perturbation,
assuming the norm of the Hamiltonian terms is of the same order as the gap, should
be roughly ξ(∂g)x0∆ where ξ is the correlation length. Hence stability only requires
that g vary slowly,
ξ(∂g)x  gx. (8.11)
Stability for all slowly varying gx and hence the persistence of short-range correlations
justifies the notion of a local gap.
Infinite bulk gap
We now make quantitative the idea that the local gap must diverge away from ∂A
sufficiently fast to bound the entropy of excitations by |∂A|. This property of [Infinite
Bulk Gap] implies that entropies may be bounded by the logarithm of the relevant
ground state degeneracy plus a term of order |∂A|.
Call ςA the maximum entropy state consistent just with the expectation values of
the local terms in HA. This state has the form
ςA =
exp
(−∑x∈A gxHx)
Zς
(8.12)
and satisfies the inequality S(ςA) ≥ S(σA) (because ς satisfies fewer constraints than
σ). Since the average excitation energy of this state is proportional to |∂A|, local
thermodynamics implies that the entropy of excitations is similarly bounded.
The condition for stability (8.11) when interpreted as a statement about local tem-
peratures is the condition for local thermodynamics to be valid,
ξ
|∂T |
T
 1, (8.13)
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where T = T (x) ∼ 1/gx is a position-dependent temperature. Given the validity of
local thermodynamics, we can estimate the free energy of ςA using the formula (4.20),
F = −T log(G) + Fexcited. (8.14)
In particular, we assumed Fexcited was extensive, so the excited state free energy per
unit volume goes like ∼ e−∆/T where ∆ and T are the local gap and temperature. Of
course, there is an ambiguity in splitting the ratio ∆/T into a gap and a temperature;
all that really matters is the ratio.
Suppose (8.11) is not obeyed by gx. Then gx increases at least exponentially fast
away from ∂A and clearly the entropy of excitations will be bounded by |∂A|. Thus
suppose gx does obey (8.11) so that local thermodynamics is applicable. The free
energy of excitations may be estimated as
Fexcited ∼
∑
x
e−∆gx (8.15)
where ∆ is the gap when gx = 1. The danger is this: it might be possible for gx to
decay in such a way that the energy of excitations is bounded by |∂A| while the entropy
of excitations scales less favorably with the size of A.
To put this danger to rest, consider the generalized free energy
F(T ) = F0
∑
x
e−∆gx/T (8.16)
which reduces to Fexcited when T = 1. Conventional thermodynamics relates the energy,
E(T ), and the entropy, S(T ), of excitations to F :
S(T ) = −∂TF(T ) (8.17)
and
E(T ) = F(T ) + TS(T ). (8.18)
The entropy is thus
S(T ) = F0
∑
x
∆gx
T 2
e−∆gx/T (8.19)
while the energy is
E(T ) = F0
∑
x
(
1 +
∆gx
T
)
e−∆gx/T . (8.20)
It is thus clear that since gx is increasing, the entropy of excitations cannot outgrow
the energy of excitations. The entropy of excitations is bounded by |∂A| and gx must
increase sufficiently rapidly away from ∂A to guarantee these bounds.
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As an aside, if one is uncomfortable with the idea of using local thermodynamics
near zero temperature, another way to phrase the above results is in terms of the density
of states. Since the magnitude of the local terms in
∑
x gxHx is slowly increasing, it
must be the density of states is also thinning relative to the density of states of
∑
xHx.
With the rather mild assumption that the density of states thins relatively locally with
gx, the above claims about entropy again follow.
8.2 Main argument for area law
Using the ideas just established plus the s source framework, we now give our main
argument for the area law. A is a subregion with state ρA inside a large gapped phase
in a ground state of the global Hamiltonian H .
Let σA be the state of maximal entropy locally consistent with ρA. σA has the form
σA =
e−H˜A
Z
. (8.21)
Since ρA is locally consistent with itself, we have S(ρA) ≤ S(σA).
Recall that we may restrict to phases without protected edge states. H˜A is locally
gapped away from ∂A, but H˜A may have accidental edge states. Repair these with a
perturbation V which is localized near ∂A.
Let the thermal state of the fully gapped Hamiltonian H˜A + V be
σ′A =
e−(H˜A+V )
Z
. (8.22)
σ′A minimizes its own free energy, so we have (temporarily dropping the A subscript)
〈(H˜A + V )〉σ − S(σ) ≥ 〈(H˜A + V )〉σ′ − S(σ′). (8.23)
Rearranging terms gives
S(σ) ≤ S(σ′) +
[
〈(H˜A + V )〉σ − 〈(H˜A + V )〉σ′
]
. (8.24)
The terms in [...], whatever they may be, are proportional to |∂A| because V is
localized near ∂A and σ and σ′ give approximately the same expectation values for
local terms Hx in H˜A far from ∂A. In fact, the convergence of the local terms is
exponentially fast since the system has a finite correlation length and the perturbation
V is localized near ∂A.
This gives
S(σA) ≤ S(σ′A) +O(|∂A|). (8.25)
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H˜A + V is in the same phase as a gapped local Hamiltonian on A and has a diverging
local gap away from ∂A by [Infinite Bulk Gap]. Thus the entropy of σ′ is bounded by
the ground state degeneracy of H˜A + V , which is the universal value associated with
the phase on this open geometry, plus a term proportional to |∂A|,
S(ρA) ≤ S(σA) ≤ log(G(H˜A + V )) +O(|∂A|). (8.26)
If S(ρA) ∼ Rd−1f(R) with f a growing function of R, then the number of ground
states G(H˜A + V ) must also grow faster than e
cRd−1 . However, if we build up the open
boundary system defined on A using our RG procedure (which we can do if the system
has no protected edge states), then the ground state degeneracy on A will obey the
same recursion relation as the torus ground state degeneracy. Violating the area law
with a logarithmic correction requires s = 2d−1, but s = 2d−1 gives a ground state
degeneracy growing only like log(G) ∼ Rd−1. This growth violates the lower bound
on log(G) in (8.26): we simply don’t have enough ground states to account for the
anomalous entropy. Hence S(ρA) ≤ S(σA) must obey the area law even with s = 2d−1.
If we further assume that the entropy recursion relation is saturated, then there are
no gapped phases with s = 2d−1. Either way, we obtain a general area law for gapped
phases.
Even without the s source framework, the bound (8.26) implies the weak area law.
Of course, the wormhole array argument in §3.1 gives more information than just the
area law, but the present argument provides a useful independent check.
8.3 Frustration free Hamiltonians
Frustration free local Hamiltonians provide a very general setting in which the above
argument can be made more rigorous. Suppose that the global ground states are
frustration free ground states of the local Hamiltonian H =
∑
x Px which is assumed
to be a sum of projectors Px (not necessarily commuting, the easier commuting case
is discussed in Appendix F). Frustration free means that every term Px independently
annihilates the ground state. The truncated Hamiltonian HA is still a sum of projectors
and the state ρA lies entirely within the ground state manifold of HA. This is because
ρA is annihilated by every projector in HA, so we have tr(ρAHA) = 0 which is the
minimal energy of HA.
The following lemma bounds the entropy of ρA in terms of the number of ground
states of HA.
Lemma 7 (Frustration Free Entropy Bound) Let H be a frustration free Hamil-
tonian (meaning its ground states are frustration free) and let ρ be a ground state of
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H, tr(ρH) = 0. Then the entropy S(ρ) obeys S(ρ) ≤ log(G(H)) where G(H) is the
ground state degeneracy of H.
Proof: (trivial) Since ρ is a ground state, it cannot have more entropy than the max-
imum entropy ground state. The maximum entropy ground state is the equal weight
mixture of all G(H) ground states and its entropy is log(G(H)).
Applied to the case of HA and ρA, this lemma bounds the entropy of ρA as desired.
In particular, if HA descends from another frustration free Hamiltonian H
′
A which
differs from HA only at the boundary ∂A and has fully gapped edge states, then one
expects that deleting the boundary terms in H ′A within ` of ∂A can only add e
c|∂A|`
additional ground states associated with the edge. Then the entropy of ρA would be
bounded by the logarithm of the bulk ground state degeneracy of H ′A (assumed to have
no edge states) plus an area term.
Theorem 2 (Limited Growth of Ground State Manifold) Let HˇA be a gapped,
stable, and frustration free Hamiltonian written as a sum of positive operators with
strictly bounded support on an open region A with G(HˇA) locally indistinguishable zero
energy ground states and let HA be obtained from HˇA by deleting operators within ` of
∂A. Then we have log(G(HA)) ≤ log(G(HˇA)) + c|∂A|`.
First Proof: Let V denote HˇA−HA, i.e. the edge terms which gap out the accidental
edge states of HA. Then consider the Hamiltonian H(λ) = λHA+V and let its thermal
state at temperature T be σ(λ, T ),
σ(λ, T ) =
e−H(λ)/T
Z(λ, T )
. (8.27)
Because σ(λ, T ) minimizes its own free energy, we have the bound
tr
(
(λHA + V )
Pg,A
G(HA)
)
− T log(G(HA)) ≥ tr ((λHA + V )σ(λ, T ))− TS(σ(λ, T )).
(8.28)
Rearranging terms, using the positivity of the Hamiltonian, using that tr(Pg,AHA) = 0,
we find
T log(G(HA)) ≤ tr
(
V
Pg,A
G(HA)
)
+ TS(σ(λ, T )). (8.29)
The above bound holds for all λ, so send λ → ∞. Since the “bulk temperature”
T/λ is now zero, we would like to argue that S(σ(∞, T )) is scales like |∂A|. To do this
we compute the heat capacity, C(T ) = T∂TS(T ), using the formula C(T ) = ∂TE(T ).
By definition, E(T ) is given by
E(T ) = lim
λ→∞
tr ((λHA + V )σ(λ, T )) . (8.30)
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As λ goes to infinity, the average of all the terms in HA are set to zero. Indeed, every
term in HA is positive definite, so if any term had a non-zero value, the energy would
tend to infinity in the Boltzmann weight thus giving zero contribution. Hence the
contribution from λHA must be zero as λ goes to infinity.
This intuition may be proven by noting that, given two positive operators P1 and
P2 with a common null space, the partition function Z(λ1, λ2) = tr
(
e−λ1P1−λ2P2
)
is a
monotonically decreasing function of λ1. Indeed, we have −∂λ1 log(Z(λ1, λ2) = 〈P1〉 ≥
0. Integrating both sides with respect to λ1, we obtain the formula − log(Z(∞, λ2)) +
log(Z(1, λ2)) =
∫∞
1
〈P1〉(λ1)dλ1. Since the left hand side is finite, it must be the case
that 〈P1〉 vanishes faster than 1/λ1 as λ1 goes to infinity. Hence limλ1→∞ λ1〈P1〉 = 0.
Now since V is explicitly localized near ∂A, it follows that E(T ) and C(T ) are
bounded by |∂A|. Integrating the heat capacity to produce the entropy, we find that
S(T )− S(0) is also bounded by |∂A|. Hence we bound log(G(HA)):
log(G(HA)) ≤ O(|∂A|) + log(G(λHA + V )) = O(|∂A|) + log(G(HˇA)). (8.31)
The second equality follows because log(G(λHA+V )) = log(G(HˇA)) since every ground
state of a frustration free Hamiltonain
∑
xHx is also a ground state of
∑
x gxHx for all
gx > 0 and vice versa.
Second (Restricted) Proof: We give another proof of a weakened version of the
theorem. Let a Hamiltonian HA defined on an open region A be called ` bulk stable
if the ground state manifold is stable to all perturbations a distance greater than `
from ∂A. Then if HˇA is stable and HA is at least bulk stable, we can again prove that
log(G(HA)) ≤ log(G(HˇA)) + c|∂A|`.
Let |gA〉 be a ground state of HA which is not a ground state of HˇA and let |gˇA〉
be a ground state of HˇA. If |gA〉 is locally indistinguishable from |gˇA〉 then |gA〉 is a
ground state of HˇA. Thus |gA〉 must be locally distinguishable from |gˇA〉. However,
|gA〉 cannot be distinguishable from |gˇA〉 in the bulk because HA is bulk stable. If |gA〉
could be distinguished from |gˇA〉 by a bulk operator then we could partially lift the
degeneracy of HA by a bulk perturbation contradicting bulk stability.
Thus |gA〉 must be distinguishable from |gˇA〉 only near the boundary ∂A. The num-
ber of states distinguishable from |gˇA〉 only by operators within ` of ∂A is bounded
by ec|∂A|` for some constant c. Hence the ground state degeneracy of HA obeys
log(G(HA)) ≤ log(G(HˇA)) + c|∂A|` as claimed.
Two annoying features of the second (restricted) proof are the requirement of strict
locality of the Hamiltonian terms and the extra assumption of bulk stability for HˇA.
Does bulk stability not follow from the stability of HA? Indeed, it does but at the cost
of relaxing strict locality.
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Lemma 8 (Bulk Stability from Stability) Let HˇA be a gapped, stable, and frus-
tration free Hamiltonian written as a sum of positive operators with quasi-local support
on an open region A with G(HˇA) locally indistinguishable zero energy ground states and
let HA be Hamiltonian obtained from HˇA by deleting up to c|∂A|` operators localized
near ∂A. Then HA can be taken to be bulk stable.
Proof: Observe that every ground state of HˇA is a ground state of HA. Let |gA〉 be a
ground state of HA which is not a ground state of HˇA and assume |gA〉 is distinguishable
from a ground state |gˇA〉 of HˇA in the bulk. Then there exists a quasi-local bulk operator
O such that O|gA〉 6= 0 but O|gˇA〉 = 0. Add to HˇA a bulk term O†O. The resulting
bulk Hamiltonian has the same ground state manifold since O|gˇA〉 = 0, and the bulk
Hamiltonian is of the same form as assumed in the theorem statement. However, the
resulting edge deleted Hamiltonian no longer has as a ground state the state |gˇA〉 since
there exist zero energy states, e.g., |gˇA〉, but the energy of |gA〉 is non-zero. Hence we
may assume that HA is bulk stable.
The technical subtlety is that while we can guarantee that a quasi-local O exists,
we cannot guarantee that a strictly local O exists. If O does have some quasi-local tail,
then we must not delete O†O from the bulk Hamiltonian when removing boundary
terms. We can truncate these tails with 1
poly(R)
error by taking ` ∼ log(R), but this
leads to weakened (and not useful for the area law) bound of the form log(G(HA)) ≤
log(G(HˇA)) + c|∂A| log(R). This technical point leads us naturally to the general case.
8.4 Reducing general gapped phases to frustration free phases?
What about general gapped ground states |g〉 which may not be frustration free? If it
were possible to approximately reduce any gapped phase to a frustration free phase,
then the logic of the previous section might be sufficient. On very general RG grounds,
one expects that in the extreme long wavelength limit of a gapped phase, the ground
state can be specified by local constraints. Unfortunately it is difficult to prove this
intuition, although some progress is possible (see also the MERA discussion §9).
Suppose we have a general Hamiltonian H =
∑
xHx where each term satisfies
〈g|Hx|g〉 = 0 and has bounded norm. Then we can construct new operators Hˆx that
annihilate the ground state [91]. Let the gap of H be ∆ and let f˜(ω) be smooth
function satisfying f˜(−ω) = f˜ ∗(ω), f˜(0) = 1, and f˜(ω) = 0 for |ω| ≥ ∆. The Fourier
transform f(t) =
∫
dω
2pi
e−iωtf˜(ω) decays faster than any power of t and we can define a
quasi-local Hˆx by
Hˆx =
∫
dtf(t)eiHtHxe
−iHt. (8.32)
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Each Hˆx then annihilates all ground states up to terms exponentially small in system
size. Indeed, since f˜ = 0 beyond the gap, the operators Hˆx keep us within the ground
state manifold, and since the ground states are locally indistinguishable, the operators
Hˆx don’t connect different ground states. Local operators that annihilate the ground
state manifold are called local constraints.
Given local constraints, a simple local frustration free Hamiltonian with the same
ground state manifold as H can be defined. Let Hˆ be
Hˆ =
∑
x
Hˆ2x, (8.33)
so that every term is a positive operator and annihilates the ground states of H. The
issue is that Hˆ may not be gapped, although Kitaev has conjectured that a gapped
Hamiltonian built from local constraints always exists.
Conjecture 2 (Existence of local constraints (Kitaev [91])) Every gapped phase
with locally indistinguishable ground states admits a gapped Hamiltonian of the form
Hˆ =
∑
xM
†
xMx where the Mx are local operators that annihilate the ground state man-
ifold.
We may still allow exponentially small splittings of the ground state manifold and we
have two versions of the conjecture depending on whether the constraints are assumed
to be strictly local or only quasi-local. For our purposes, Kitaev’s conjecture with strict
locality would certainly be sufficient to establish the required properties of [Universal-
ity] and [Infinite Bulk Gap]. Even the conjecture with quasi-locality may be sufficient,
but it appears to require surmounting some technical obstacles.
If we accept Kitaev’s conjecture with strictly local operators, then the results of
the previous section complete the argument. What about quasi-local constraints? A
quasi-local constraint can always be truncated to a strictly local one of range ` with an
error which decays faster than any power of `. To make the error smaller than 1
poly(R)
,
take ` ∼ log1+δ(R) for any δ > 0. This extra ∼ log(R) blowup seems dangerous to
the strict area law, e.g., the effective width of the boundary region near ∂ may grow
slightly with R.
However, suppose the phase does not have protected edge states. Then we have
some intuition, illustrated in Fig. 5, that even quasi-local constraints may be sufficient
to prove the that entropy is bounded by ∼ log(G). As long as the number of constraints
we must delete from Hˆ to obtain the Hamiltonian restricted to A is bounded by |∂A|`
(plus terms strictly in A¯) for some system-size-independent `, then the arguments of
the previous section would be sufficient. So the dangerous constraints are those that
are further from ` from the boundary but closer than log(L) so that they cannot be
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truncated without further analysis. Given one of these dangerous distant but not too
distant constraints, the idea is that if the edge of the system can be gapped, then there
is a different quasi-local constraint, shown on the right in Fig. 5, which lives strictly
within A and which does the same job (e.g., we smear the local Hamiltonian term with
the gapped Hamiltonian with edge).
vacuum 
gapped bulk gapped edge 
Figure 5: The red dot is local term in the
Hamiltonian which is smeared into a quasi-
local constraint. The dashed circle is a cut-
off where we truncate the qausi-local con-
straint to a strictly local constraint. Gap-
pability of an edge suggests the constraint
can be chosen to live strictly within A.
Pick a region A and suppose that all
quasi-local constraints further than some
system-size-independent ` but less than
∼ log(L) from ∂A can be deformed as
in Fig. 5 to live strictly within A. Then
we have a frustration free Hamiltonian
Hˆdeformed which has the property that
when restricting the Hamiltonian to re-
gion A, the number of terms we must
delete is bounded by |∂A|`. Since we al-
ready assumed the edge can be gapped,
it follows that Hˆdeformed,A (the restric-
tion of Hˆdeformed to A) can be completed
to a gapped frustration free Hamiltonian
with a perturbation V which consists of
a boundary’s worth of operators. Then
the analysis of the previous section im-
plies that the ground state degeneracy of
Hˆdeformed,A is bounded by ground state de-
generacy of Hˆdeformed,A + V times a factor of the order of e
c|∂A|` (the exponential of the
number of operators in V ).
It should be said that the above intuition about squeezing quasi-local constraints
using gapped boundaries suggests that phases without protected edge states can be
described by strictly local constraints or perhaps even commuting projector Hamilto-
nians. This would be a converse to the result of [106].
In this section we have given a general argument for the bound S(ρA) ≤ O(|∂A|) +
log(G(HA)). It should be emphasized that we have not proven that the entanglement
Hamiltonian (named in [107]), log(ρA), is local (although we believe this is probably
true). Instead, we worked with the maximal entropy state σA consistent with local
data which is provably the Gibbs state of a local Hamiltonian and which can be more
easily controlled. The bound (8.26) sharply encodes our intuition that many ground
states are required to violate the area law. Besides our general arguments, we have
proven this bound in the context of frustration free Hamiltonians. Finally, we showed
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how the above bound, together with the s source framework, leads to an argument for
the area law.
9 Relation to MERA
We now show how to cast our results into the form of a MERA provided the quasi-
local unitaries are generated by quasi-local operators. Quasi-locality will mean that
the effective range of the generator is bounded by a rapidly decaying function h(r)
which we may take to be, for example, h(r) ∼ e−r1−δ or h(r) ∼ e−r/ log2(r). The
basic idea of the construction is then to truncate quasi-local tails when they reach
size 1
poly(L)
; this requires us to take h(rtrunc) ∼ 1poly(L) and hence rtrunc ∼ log1+δ(L) or
rtrunc ∼ log(L) log(log(L)). We then group rdtrunc sites into a single supersite and show
that the quasi-local unitary may be approximated by a strictly bounded width circuit
acting on these supersites.
We restrict our discussion here to MERA representations for s = 1, although our
techniques should also provide approximate branching MERA representations for s > 1
states. We leave the details of these branching constructions to future work. Note that
MERA has been applied to models which probably host s = 1 fixed points [108].
Finally, although the bond dimensions we achieve are comparable to those recently ob-
tained in the PEPS context using a very different method [56], the MERA construction
has the advantage that it is contractible in time polynomial in the bond dimension.
This gives an exponential speedup in the contractibility of the network in the worst
case. Our results show that, given the MERA network (which may still be hard to
find), it is possible to calculate properties of even complicated topological quantum
liquids in time almost polynomial in system size.
The MERA construction also sheds light on the question of the existence of frustra-
tion free Hamiltonians for gapped states. In §10 we will show how to construct MERAs
for all TQLs by studying gapped field theories in an expanding universe.
9.1 Truncating time evolutions with exponentially decaying
interactions
Given a quasi-local generator K, we may truncate the generator to a strictly finite
range generator K` by setting to zero all interactions acting beyond range ` (` is what
we called rtrunc just above). The neglected terms have size of order h(`). We may
determine the error in time evolution introduced by this truncation by studying the
evolution under K − K`. To be precise, we must compute the average of eiKe−iK`
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to determine the error due to evolving with K` instead of K, and this exponential
can be processed using Baker-Campbell-Hausdorff to give ei(K−K`)+
1
2
[iK,iK`]+... where ...
denotes further commutators. Since the commutator [K,K`] is bounded by h(`) and
of the same order as K−K`, it suffices to consider K−K` to get the scaling structure.
We compute the probability p(t) to remain in the state |ψ〉 under time evolution
by δK = K −K` in perturbation theory. By definition we have
p(t) = |〈ψ|e−iδKt|ψ〉|2, (9.1)
and expanding to first non-trivial order we obtain
p(t) ∼ 1− t
2
2
〈(δK)2〉. (9.2)
Suppose δK is the sum of an extensive number of terms, δK =
∑
x δKx, each of
magnitude Jh(`) or less. We then compute
〈(δK)2〉 =
∑
x,y
〈δKxδKy〉 ≤ J2h2(`)
∑
x,y
e−|x−y|/ξ, (9.3)
where we have used the exponential decay of connected correlations and have assumed
(without loss of generality) that 〈δKx〉 = 0.
Evolving for a time of order 1/J we find
p(t ∼ 1/J) ∼ 1− h2(`)Ldξd. (9.4)
Demanding that this probability be close to one, so that the perturbative calculation
is valid, we must have
h(`) ∼ 1
L
d+q
2
(9.5)
with q > 0. Then we are guaranteed that p(t ∼ 1/J) ∼ 1 − L−q which converges to
one in the thermodynamic limit L→∞.
9.2 Conversion of an s = 1 fixed point to a MERA
We have just argued that to have the evolution under K−K` preserve the state in the
thermodynamic limit, we must take ` ∼ log1+δ(L). This cost is modest given the global
accuracy since we are only required to coarse-grain chunks of `d ∼ logd(1+δ)(L) sites
into supersites of total Hilbert space of dimension ec log
d(1+δ)(L) to have a local generator
acting only on neighboring supersites. We now show that the unitary generated by
K can also be truncated to a strictly bounded-causal-width circuit acting only on
neighboring supersites with local Hilbert space scaling in the same way with L. This
circuit then constitutes one layer of a MERA of bond dimension ec log
d(1+δ)(L).
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Figure 6: The staggered circuit composed
of blocks of size ˆ` which approximates the
action of the quasi-local unitary mapping
|ψL〉 to |ψL/2〉|0〉L/2 in d = 1 for an s = 1
fixed point. The colors of the circuit el-
ements are coordinated with the colors of
the terms in the equation in the figure.
Note that the contraction of a MERA
with ec log
d(1+δ)(L) bond dimension is al-
most polynomial in system size, and since
a MERA is contractible in time poly-
nomial in the bond dimension, it fol-
lows that physical properties of s =
1 fixed points may be computed in
time ec log
d(1+δ)(L) given the MERA circuit
(which may be hard to find). Further-
more, while this large a bond dimension
may be prohibitive in practice, our result
provides strong support for the conjec-
ture that universal properties can be com-
puted to high accuracy with a system-
size-independent bond dimension, as we
discuss in §9.4.
To show that a ec log
d(1+δ)(L) bond di-
mension MERA exists, we must take the strictly local unitary evolution generated by
the local operator K` and turn it into a quantum circuit with strictly bounded causal
width. In this case, we can again appeal to a coarse-graining argument.
Consider first the case of d = 1. Suppose we are given a range ` two body Hamil-
tonian K` acting on qubits. Group neighboring sets of ˆ` sites into supersites of Hilbert
space dimension 2
ˆ`
as shown in Fig. 6. By acting with one layer of unitaries on the
supersites and one layer of unitaries between neighboring supersites (say between ˆ`/2
on the left and ˆ`/2 on the right) we obtain a causal width of 2ˆ`. To accuracy 
one can replicate the action of the local time evolution generated by K` by taking
ˆ`∼ `+ vLRt+ log() where ` is the interaction range, vLR is the Lieb-Robinson veloc-
ity [109,110], and t is the evolution time.
A crisp way to make the argument is to use the interaction picture with respect to
the generator restricted to the size ˆ` blocks. The remaining coupling terms between
blocks get effectively smeared out by an amount much less than ˆ`by the Lieb-Robinson
bound [109,110]. Then take the resulting time evolution with these smeared generators
which couple neighboring supersites and truncate the exponential tails beyond size ˆ`/2
on either side of the interface. We have a two layer circuit consisting of staggered
unitaries acting on blocks of linear size ˆ`; this is the bounded-causal-width quantum
circuit discussed above. Since ` already scales like log1+δ(L), it follows that (even with
 ∼ L−q) ˆ` does as well. In fact, Lemma 1 of [7] can be adapted to rigorously prove
that the above construction provides an excellent approximation to the time evolution;
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see also [111,112] for earlier independent work along the same lines.
1 
2 
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Figure 7: The three layers of an d = 2 cir-
cuit approximation of the quasi-local uni-
tary transformation. In layer 1 we apply
K in the red boxes to leave a qausi-one-
dimensional network which is dealt with
in layers 2 and 3 using the blue and pur-
ple unitaries similar to Fig. 6. We have
|ψL〉 ≈ U3U2U1|ψL/2〉|0〉3L2/4. The colors
of circuit elements in the figure are coor-
dinated with the colors of terms in the pre-
vious equation.
When d > 1 a very similar construc-
tion may be used. First, we block the
system into blocks of linear size ˆ` ∼
log1+δ(L) as shown in Fig. 7. Then we
apply a unitary generated by K restricted
to have support completely within the
blocks. Each block unitary commutes
with every other block unitary by con-
struction. Next, we switch to the in-
teraction representation of the block re-
stricted K. The remaining terms in K
will be smeared in the process, but pro-
vided we take ˆ` large enough, these inter-
action terms will be confined to thin re-
gions near the boundaries of the blocks.
In d = 2, for example, we would be left
with a thin network of terms along the
boundaries of the blocks. These terms are
now essentially one dimensional and the
arguments in the previous paragraph can
be used to deal with them. For example,
by applying the blue and purple unitaries
in Fig. 7 we approximate the remaining quasi-local unitary acting on the quasi-one-
dimensional network with a circuit. The only difference from the setup in Fig. 6 is
that we have junctions in the quasi-one-dimensional network, but the purple junction
unitaries (which play the role of the second staggered layer of unitaries in Fig. 6) handle
this overlap.
In d = 3 we would first block the system into cubic blocks (red blocks in Fig. 8) and
apply the unitary generated by K restricted to those blocks. Then we would switch
to the interaction representation of the blocks and apply a unitary generated by the
terms in K restricted to the faces between neighboring blocks (blue faces in Fig. 8.
Then we would again be left with a quasi-one-dimensional network of unaccounted-for
terms in K, and the one dimensional construction may be brought to bear. In general
d dimensions, we recursively deal with the d-blocks, then the d − 1-blocks between
neighboring d-blocks, then the (d− 2)-blocks between neighboring d− 1-blocks, and so
on until we reach the one dimensional limit. In this way, a general quasi-local evolution
may be blocked into a quantum circuit acting on up to∼ logd(1+δ)(L) degrees of freedom
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at a time. This is a generalized MERA with bond dimension ∼ ec logd(1+δ)(L) which has
unit overlap with the ground state in the thermodynamic limit.
9.3 Polynomial bond dimension MERA?
Figure 8: The blocking scheme in d = 3.
First, we deal with the red blocks. Then
we deal with the blue faces. Finally, we are
left with a quasi-one-dimensional network
where the blue faces intersect.
One reason to be optimistic that a poly-
nomial bond dimension MERA exists
is that the quasi-local tails which ob-
structed our construction above can per-
haps be partially incorporated by mod-
ifying the tensors at smaller scales. In-
deed, a MERA with bounded bond di-
mension can accommodate power-law de-
caying correlations, so at least in terms of
raw expressive power, a polynomial bond
dimension MERA should easily be able
to accommodate exponential tails. We
also know that many kinds of topologi-
cal phases without edge states have, at a
certain point in their phase diagram, an
exact MERA representation with system-
size-independent bond dimension.
We encode our speculations as a conjecture:
Conjecture 3 (Polynomial Bond Dimension MERA) Every s = 1 RG fixed point
has a MERA representation with poly(L) bond dimension which achieves high overlap
with the ground state in the thermodynamic limit.
Note that the conjecture implies a strong result, that s = 1 fixed points are well
approximated in the thermodynamic limit by states with Schmidt rank bounded by
ec|∂A| log(L) for any bi-partition AA¯. Such a result has already been proven in the context
of regulated field theories in [113] which showed that truncating the reduced density
matrix of a size R region to its ec|∂A|+δ largest eigenvalues left a state which was still
 close to the correct reduced density matrix with δ ∼ − log(). As a rough estimate,
to produce a state with error  ∼ 1
poly(L)
for all R, we must take a bond dimension of
order poly(L). With such a bond dimension, the Schmidt rank of any region will be
ec|∂A| log(L) which is sufficient to produce small error. Note that our construction above
gives a Schmidt rank going like ec|∂A| log
d(1+δ)(L) for a  ∼ L−q approximation to the true
state, but there are subtleties in this analysis; see Appendix C for a further discussion.
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It should be further noted that ground states of frustration free Hamiltonians have
Schmidt rank bounded by G(HA), the ground state degeneracy of the Hamiltonian
truncated to region A. Since G(HA) obeys an area law for s = 1 fixed points, it
follows that these ground states have strictly area law Schmidt rank. Combined with
the existence of the quasi-local unitary mapping size L to size 2L, surely a polynomial
bond dimension MERA exists.
We proceed to set up some definitions to reduce the above conjecture to a sharp
technical statement. To be concrete, we mostly consider d = 1 and briefly remark
about what changes in d > 1.
Call K` a range ` quasi-local generator if it is a sum of local terms which decay faster
than any power of distance beyond distance `. Call U` a range ` quasi-local unitary if
it is generated by a quasi-local generator of range `′ evolving for a time t with ` = `′+ t
(we have put the Lieb-Robinson velocity to one). It follows that the effects of a range
` quasi-local unitary decay faster than any power of distance beyond size `. Finally,
call a range ` quasi-local unitary acting on L sites (`′, `loc, ) recursively localizable if
its action on |0〉L can be reproduced up to error  in norm by a two layer quantum
circuit of staggered unitaries of strictly bounded range `loc times another quasi-local
unitary of range `′ acting only on every other site (more generally acting only on the
sites surviving at size L/2), ∥∥U`|0〉L − UcircuitU`′ |0〉L∥∥ < . (9.6)
Since |0〉L is the ground state of a local gapped Hamiltonian, our construction
of the ec log
d(1+δ)(L) bond dimension MERA shows that every quasi-local unitary is
(0, log1+δ(L), L−q) recursively localizable with the quasi-local unitary acting on L/2
sites taken to be the identity. By considering non-trivial quasi-local unitaries acting
on L/2 sites we can hope to improve the parameters.
Recursive localizability of unitaries acting on |0〉L is clearly equivalent to recursive
localizability of unitaries acting on any state obtained from |0〉L by a quasi-local unitary
V acting on every other site. Indeed, we may simply absorb this L/2 site quasi-local
unitary into the unitary defining the recursive localization at the cost of increasing
`′ by the range of V . If we define recursive localizability of unitaries acting on the
state |ψL/2〉|0〉L/2 with |ψL/2〉 not quasi-locally equivalent to |0〉L/2, then we obtain a
potentially different classification of unitaries. A particularly interesting classification
is obtained if |ψ〉 is allowed to be a local gapped s = 1 ground state on L/2 sites.
Call a quasi-local unitary U` acting on L sites (`
′, `loc, )|ψ〉 recursively localizable
if there exists a staggered circuit and another quasi-local unitary acting on L/2 sites
such that ∥∥U`|ψL/2〉|0〉L/2 − UcircuitU`′ |ψL/2〉|0〉L/2∥∥ < . (9.7)
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These definitions generalize in an obvious way to higher dimensions by mimicking
the structure of the s = 1 fixed point. They are purposefully set up to be recursive.
Indeed, suppose every quasi-local unitary W` is (`/2, `loc, L
−q)|ψ〉 recursively localizable
for all s = 1 RG fixed points |ψ〉 with `loc ∼ logζ(L) and ζ ≤ 1d . Then every s = 1 RG
fixed point has a MERA representation with poly(L) bond dimension. Note that `/2
was chosen as the first parameter because we are coarse-graining by a factor of 2, so
the quasi-local unitary on L/2 sites has the same effective range as before (since those
L/2 sites are twice as far apart as measured in the un-decimated lattice).
Proof: We work in d = 1 then remark on the extension to d > 1 at the end. By
assumption, there is a quasi-local unitary UL,` acting on L sites with range ` that
accomplishes the s = 1-source RG step UL,`|ψL/2〉|0...0〉 = |ψL〉. We assume that the
range ` can be taken to be the same at every scale L and that all range ` quasi-
local unitaries are (`/2, `loc, )|ψL/2〉 recursively localizable for all L with  ∼ L−q and
`loc ∼ logζ(L).
Then there exists a quasi-local unitary VL/2,`/2 and a strictly local circuit VL,c such
that ∥∥∥∥∥∥UL,`|ψL/2〉| 0...0︸︷︷︸
L/2
〉 − VL,cVL/2,`/2|ψL/2〉| 0...0︸︷︷︸
L/2
〉
∥∥∥∥∥∥ < . (9.8)
Multiply the quasi-local unitary VL/2,`/2 by the unitary UL/2,` to produce a new quasi-
local unitary U˜L/2,3`/2. Apply recursive localizability for the unitary W = U˜L/2,3`/2 to
produce a new circuit VL/2,c and a new quasi-local unitary VL/4,3`/4 such that∥∥∥∥∥∥VL,c(VL/2,`/2UL/2,`)|ψL/4〉| 0...0︸︷︷︸
3L/4
〉 − VL,cVL/2,cVL/4,3`/4|ψL/4〉| 0...0︸︷︷︸
3L/4
〉
∥∥∥∥∥∥ < . (9.9)
Repeat the entire process by absorbing VL/4,3`/4 into UL/4,` to produce U˜L/4,7`/4.
Notice that the range of U˜ will always be less than 2` so there is no blowup of the
range in the recursive process. This is important because `loc depends in principle on the
range `, so to avoid a blowup of `loc we must avoid a blowup of the range. For example,
at the next stage we use recursive localizability of W = VL/4,3`/4UL/4,` = U˜L/4,7`/4 to
exhibit a new circuit VL/4,c and a new quasi-local unitary VL/8,7`/8 such that∥∥∥∥∥∥VL,cVL/2,cVL/4,3`/4UL/4,`|ψL/8〉| 0...0︸︷︷︸
7L/8
〉 − VL,cVL/2,cVL/4,cVL/8,7`/8|ψL/8〉| 0...0︸︷︷︸
7L/8
〉
∥∥∥∥∥∥ < .
(9.10)
To complete the argument, we iterate log(L) times, add and subtract the interme-
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diate states within the norm, and use the triangle inequality to show that∥∥∥∥∥|ψL〉 − VL,cVL/2,c...| 0...0︸︷︷︸
L
〉
∥∥∥∥∥ <  log(L). (9.11)
Since  ∼ L−q we have shown high overlap between |ψL〉 and a MERA-like sequence
circuits of range `loc acting on |0...0〉.
Returning to general d, grouping `dloc sites into one supersite and using `loc ∼
logζ(L), we produce a MERA with ec`
d
loc ∼ ec logdζ(L) bond dimension. If ζ = 1/d
can be achieved, then we have a polynomial bond dimension MERA. If ζ < 1/d is
possible, the MERA actually has sub-linear bond dimension. We doubt this is possible
generically, but it may be achievable in some special cases.
It would thus be very interesting to make progress on the technical problem of
recursive localizability of quasi-local unitaries. As an intermediate step, we might
conjecture that phases which have exact MERAs at some point in their phase diagam
have at worst a poly(L) bond dimension MERA throughout the entire phase.
9.4 Universal properties from bounded bond dimension MERA?
We have stated that our results support the idea that universal properties can be
obtained with a bounded bond dimension MERA. We now sketch an argument for
this conclusion, but first we must clarify what is meant by universal properties. It is
difficult to give a general list of universal properties, but typically one means quantities
that depend only the phase of matter and not on the particular realization (particular
Hamiltonian) of that phase. Examples from two dimensional topological phases include
the statistics of anyons, topological entanglement entropy, and the chiral central charge.
Because it is difficult to define these universal properties in complete generality
not to mention rigorously prove that they are invariant under adiabatic deformations,
we adopt a simpler approach. Having already shown that MERA captures the correct
global structure of topological quantum liquids, we now argue that local properties may
be obtained to high accuracy with bounded bond dimension. Good local properties plus
the correct global (RG) structure of the network, when taken together, strongly suggest
that universal physical properties can be obtained from a bounded bond dimension
MERA. Indeed, it should always be kept in mind that demanding high overlap with
the wavefunction in the thermodynamic limit is an absurd requirement from the point
of view of most experimental settings where imperfectly known Hamiltonians, neglected
degrees of freedom, dirt, etc. essentially always guarantee that a model wavefunction
has tiny overlap with the physical state.
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To argue for good local properties we appeal to the idea that adiabatic evolution
for a finite time, while failing to preserve the global ground state, will still generate
a controlled density of excitations. Alternatively, taking the quasi-adiabatic generator
and truncating it to finite range (independent of system size) will again introduce a
controlled density of excitations (while failing to preserve the global ground state).
Some additional local error is also incurred in the truncation of the resulting local
unitary evolution to a strictly bounded-causal-width circuit. We expect that both
types of error can be made roughly exponentially small (at least decaying faster than
any power) in the relevant cutoff length- or time-scale.
To make an estimate we suppose that approximating the exact quasi-local unitary
with a strictly bounded-causal-width (independent of system size) quantum circuit
produces a finite density of excitations. Let the induced energy density of excitations
be δE . As discussed above, we expect that δE ∼ e−(∆τ)1−δ for a finite evolution time
τ and gap ∆; similarly, we expect the δE ∼ e−`1−δ where ` is the causal width of the
truncated circuit approximating the full quasi-local unitary.
We estimate the energy density E2L at scale 2L as follows. Recall that (s = 1 fixed
points) to obtain the state at scale 2L we take the state at scale L, add (2d − 1)Ld
product states, and act with a quasi-local unitary. Thus given the energy density EL
at scale L, we first dilute it (since the product states are in their exact ground state)
to obtain an energy density EL/2d. Then we act with the approximate circuit which
increases the density of excitations by δE . The final energy density is thus
E2L = EL
2d
+ δE . (9.12)
Iterating this recursive equation then gives
EL ∼
log(L)∑
n=0
δE
(2d)n
∼ δE
1− 2−d +O(L
−d). (9.13)
Thus the density of excitations at scale L is essentially just given by δE , so by choosing
large but system-size-independent parameters τ and ` we may achieve a small density
of excitations. In fact, the convergence appears to be almost exponentially fast.
Finally, why should universal properties be captured correctly by such an approx-
imate state? One line of thought proceeds as follows. Once the energy density of the
approximate state is sufficiently close to zero, there should exist another Hamiltonian
H ′ which is a perturbation of H (whose exact ground state we are approximating) for
which the approximate state is the correct ground state. Furthermore, because the
energy density relative to H is close to zero, the necessary perturbation to reach H ′
should be small, hence the stability of the phase implies that H and H ′ are in the same
58
phase and thus have the same universal properties. A candidate for the Hamiltonian
H ′ (which turns out to be frustration free) is a sum of projectors onto the null spaces
of the local reduced density matrices of the approximate state.
This final point, that H ′ is frustration free, is interesting. If H ′ is also gapped, then
this answers in the affirmative (for s = 1 fixed points) Kitaev’s conjecture about the
existence of local constraints (strictly local case). It is hard to imagine that H ′ is not
gapped for sufficiently large (but still bounded) bond dimension, but we do not prove
that here.
9.5 Comments on algorithms
In addition to showing that a MERA with modest resources exists for s = 1 fixed
points, we have given a novel procedure to construct such a MERA. Start with the
exact ground state on some small cluster; this data forms the initial condition of the
MERA network (the “top” tensor). Then we take any path in Hamiltonian space that
connects size L to size 2L without closing the gap and form the quasi-local unitary
that maps the ground states. This can be converted into a layer of the MERA network
as discussed above. Then repeat. When finished, we have the top tensor and all the
layers of the network and at no point have we done a variational calculation for a large
system.
Now of course it may be that finding such a gapped path in Hamiltonian space is
hard, and it may be that constructing the quasi-adiabatic generator is hard. On the
other hand, for some problems of interest we may have a plausible guess for a path, or
we may even be able to provably find such a path without knowing the ground state.
Furthermore, although constructing the quasi-adiabatic generator requires simulating
time evolution, the effective time under which we evolve is of order one, so the quasi-
local unitary should be open to efficient approximation. Alternatively, we could use the
adiabatic approach instead of the quasi-adiabatic approach if we are interested only in
local properties.
The point of this discussion is not that we have a provably superior algorithm,
but simply to observe that our procedure provides a rather different approach to con-
structing a MERA. In particular, we are never faced with the problem of an explicit
variational calculation on a large system, so we might hope to avoid the problem of
local minima in some cases. Of course, such local minima may manifest in other ways,
for example, as a small gap at some intermediate stage of the quasi-adiabatic evolution.
In any event, the present construction is close in spirit to the core motivation for the
MERA construction where one has a picture of removing local entanglement scale by
scale, a motivation that is to some extent obscured by the variational approach.
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10 Field theory construction
In this section we consider what may be gained by studying topological quantum
liquids in the continuum limit. As discussed above, the continuum limit necessitates
the consideration of a topological quantum liquid. Let us simply assume that the
system has some conventional field theoretic representation where we may even impose
Lorentz invariance if we wish. We would like to implement the mapping from size L
to size 2L in this context. We show that this can be done by placing the system into
a background geometry consisting of an expanding universe. This construction shows
that all massive field theories are s ≤ 1 RG fixed points. We also give an explicit
example with free fermions.
Imagine we have a field theory with some mass gap m playing the role of the gap
∆ above. For example, we could consider a Chern-Simons theory, a massive Dirac
fermion, a gapped non-linear sigma model, a gapped discrete gauge theory, or even
fermions with a Fermi surface gapped out by a superconducting order parameter. We
place the system into an expanding universe with metric
ds2 = −dt2 + a2(t)d~x2. (10.1)
Where necessary, we can compactify the spatial directions into a torus of coordinate size
L0; more generally, we could take the spatial geometry to be any closed d-dimensional
manifold. There may also be ambiguities in defining the field theory on such a curved
spacetime geometry, but we may resolve these ambiguities any way we like provided
the mass gap is preserved, e.g. non-minimal couplings to the background gravitational
field are allowed provided the gap is not closed.
In (10.1) the proper distance corresponding to a coordinate distance of |~x| is a(t)|~x|.
Thus letting a(t) run from a0 at t = t0 to 2a0 at t = t0 + τ effectively doubles the linear
size of the system. Furthermore, if τ is long compared to m−1, then we are in the
adiabatic limit and the instantaneous ground state will be a good local approximation
to the true state of the system at all times. The most useful aspect of the field theory
approach is that it dispenses with the lattice scale details and gives us a universal
recipe for implementing our RG transformation. Hence a very large class of topolog-
ical theories, regarded in a continuum approximation, indeed have a quasi-adiabatic
transformation which maps from L to 2L and MERA representatives with the basic
features outlined above.
Now it must be said that to be truly globally close to the ground state (i.e. finite
overlap as L → ∞), we must, as before, either use the quasi-adiabatic generator or
perform an adiabatic evolution for a time poly-logarithmic in system size. For variety,
let us first analyze the adiabatic approach. Assuming the function a(t) is smooth
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and constant outside the interval [t0, t0 + τ ], the Fourier transform a˜(ω) can be made
to decay faster than any power of ω for |ω| > τ−1. First order perturbation theory
then gives, for the probability to create an excitation, a quantity of order |a˜(m)|2. An
achievable decay of a˜(ω) is
a˜(ω) ∼ e−(ωτ)1−δ (10.2)
for any δ > 0, hence by choosing
τ ∼ m−1 log1+δ(L) (10.3)
we may assure that the probability to create an excitation is bounded by L−q where
L = a(t)L0 is the proper size of the system. Furthermore, because the system is in
finite volume perturbation theory converges.
A comment about regulators is in order. If for example we impose a hard cutoff Λ0
on momenta defined with respect to the coordinate distance |~x|, then as space expands
the physical cutoff, Λ = Λ0/a, decreases with time. Without changing the cutoff Λ0
the Hilbert space remains the same at all scales (unlike in our lattice constructions
above). In keeping with the lattice construction, it is better to keep the physical cutoff
Λ the same before and after space expands. One way to accomplish this is to add to
the system auxiliary heavy spectator fields. Then as space expands some of the high
energy states from these spectator fields can be incorporated into the “low energy”
(but still gapped) field theory of interest to keep the physical cutoff invariant. In other
words, we can always safely steal states from trivial field theories at very high energies
(in fact, this is in a sense the only non-trivial part of the construction). It may also
be necessary to truncate some unbounded operators to apply our results for bounded
strength interactions. This should always be possible. Hence we claim that any regu-
larizable massive field theory obeys the area law and has a MERA representation with
modest bond dimension.
10.1 Example: Dirac fermion, d = 2
We will now work through the example of a massive Dirac fermion ψ in d = 2 evolving
in a time dependent background. This case is interesting because the system exhibits
the quantized Hall effect determined by the sign of mass m, so our analysis will show
this theory is an example of an s = 1 fixed point. The background geometry is
ds2 = −dt2 + a2(t)(dx2 + dy2) (10.4)
which we cast in the form gµν = e
a
µe
b
νηab where η is the flat metric and e is the vierbein.
We read off the values of e from the metric and find that
exˆx = e
yˆ
y = a, e
tˆ
t = 1. (10.5)
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The spin connection ω is defined as
dea + ωab e
b = 0, (10.6)
and we find
ωxˆtˆ =
a˙
a
exˆ, ωyˆ
tˆ
=
a˙
a
eyˆ, (10.7)
and all others zero.
For flat space γ matrices we take γ tˆ = iZ, γxˆ = X, and γ yˆ = Y which satisfy
{γa, γb} = 2ηab. Curved spacetime Γ matrices may then be defined as Γµ = eµaγa. The
Dirac action (with ψ¯ = ψ†Γ0) is then
SD[ψ] =
∫
dtdxdy a2
[
ψ¯ Γµ
(
i∂µ − i
2
ωµabσ
ab
)
ψ −mψ¯ψ
]
(10.8)
where σab = i
4
[γa, γb] are the Lorentz generators.
The necessary components of σ are σtˆxˆ = −iY/2 and σtˆyˆ = iX/2. If we also switch
to Fourier modes ψ(x) =
∑
k e
i~k·~xψk then the resulting action is SD[ψ] =
∑
k SD,k[ψk]
and the action for a given k mode is
SD,k[ψk] =
∫
dt a2(t)
[
ψ¯k
(
X
a
) (−kx + a˙2Y )ψk + ψ¯k (Ya ) (−ky − a˙2X)ψk
+ ψ¯kiZi∂tψk −mψ¯kψk
]
. (10.9)
Observe that the two terms from the spin connection both combine to give 2iZ a˙
a
. Per-
forming a time dependent rephasing ψk = a
i/2Φk removes the spin connection term.
The details are not ultimately important; what is important is that we have a Hamil-
tonian system of finite dimension which is changing adiabatically.
As reviewed above, we may compute the probability pk for each k mode to remain
in its ground state using perturbation theory. We have pk ≥ 1− ce−(
√
k2+m2τ)1−δ , where
τ is the evolution time. This perturbation theory converges for any finite τ  m−1
since each k mode is finite dimensional.
Multiplying over all k modes, the total probability to remain in the ground state is
p ∼
∏
k
pk ∼ exp
(
−
∑
k
ce−(
√
k2+m2τ)1−δ
)
, (10.10)
where the second estimate follows if τ  m−1. Replacing the sum over k with an
integral we obtain
p ∼ exp
(
1− cLd
∫
ddk
(2pi)d
e−(
√
k2+m2τ)1−δ
)
(10.11)
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which can be made to approach one as 1 − L−q if τ ∼ m−1 log1+δ(L) for some δ > 0.
Crucially, the upper cutoff on k does not enter because the integral converges rapidly.
Hence in this case the formal cutoff may be sent to infinity and no heavy spectator
fields are required; the expansion of space smoothly brings down higher momentum
modes to continually fill the growing number of long wavelength modes.
10.2 Black holes and dS/CFT
The preceding discussion of continuum field theory in expanding universe, in particular
of bringing in product states at the UV cutoff, can be recognized as a regulated de-
scription of the “Unruh vacuum” for quantum fields in curved spacetime. Its defining
properties are “reasonable at short distances” – that is, the large-k modes are in their
groundstates – plus no particles initially. The procedure we have described is just what
is done to compute density perturbations in inflation and also Hawking radiation [114],
and in particular is the resolution, in practice, of the so-called ‘trans-Planckian prob-
lem’ raised by large gravitational blue-shifts.
Such a connection between renormalization group evolution and the physics of an
expanding universe also appears in the ‘dS/CFT correspondence’ for the case of de
Sitter space [115] and for more general FRW spacetimes [116].
This connection between entanglement renormalization and gravitational physics is
different from the one proposed in [34,117] (see also the further developments [118–120])
in that here the evolution produced by the quantum circuit is really timelike; such a
Wick rotated picture has been advocated in [121] (see also the sketch in [122]). An
explicit calculation of the entanglement entropy of subregions of an expanding universe
for free field theory was made in [123].
These previous analogies between FRW cosmology and the RG were motivated by
hopes of learning something about quantum gravity and cosmology, while in the bulk
of this paper, we are using this idea in the other direction.
The restriction to log(G) < cLd−1, when interpreted as a statement about an en-
tropy, is temptingly reminiscent of the black hole entropy bound. One way to attempt
to make a connection is to consider collapsing a shell of matter to form a black hole
in a space which already supports such a highly entangled state. Now because the
system is gapped and because the curvature is weak at the event horizon, one might
imagine that the highly entangled ground state survives (at least away from the sin-
gularity). Further assuming that the entanglement entropy of the matter across the
horizon contributes to the black hole entropy, we may be able to violate the Bekenstein
area bound if we had a gapped phase that violated the area law. If so, the coupling to
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gravity would forbid violations of the area law in gapped ground states. Notice that the
indistinguishability of the groundstates is important to ensure that the state outside
the horizon is not perturbed by the gravitational collapse. At present, however, this
argument is speculative.
Nevertheless, the coupling to gravity does provide constraints on the behavior of
any putative topological field theory. Consider a topological quantum field theory Q.
Its Euclidean path integral ZQ on Σd × S1 (Σd is some closed d-manifold) computes
tr
(
e−βHQ(Σ
d)
)
where HQ(Σd) is the Hamiltonian of the topological theory on space Σd
and β is the length of the S1 factor. Since in the topological limit the gap to excitations
is infinite, the trace reduces to counting the number of ground states of HQ(Σd), that
is
ZQ[Σd × S1] = G(HQ(Σd)). (10.12)
Without invoking the topological nature of Q we must allow ZQ to depend on
the metric gΣij on Σ
d, but with the assumption that Q is topological we can rule out
interesting dependence on gΣ. Let g be the metric of spacetime; assuming Q couples
minimally to gravity we have
ZQ[g + δg] = Z[g] exp
(
1
2
∫
Σd×S1
dd+1x
√
gδgµνT
µν
Q
)
(10.13)
where T µνQ is the stress tensor of Q. But TQ = 0 since Q is topological, so ZQ[g] is
independent of small deformations of g. Note also that the coupling to TQ is a small
perturbation, so the stability of the phase guarantees that the gap does not collapse.
This together implies that ZQ[Σd × S1] is independent of the size of Σd and hence so
is the ground state degeneracy.
This argument does not rule out systems with ground state degeneracy depending
on the “size” of the space, but it does imply that they must couple to gravity differently.
For example, suppose we realized a phase with G ∼ ecL in d = 3 in the lab by
constructing an array of coupled localized objects, e.g., a lattice of cold atoms. Now
suppose that a gravitational wave passes through the system. What happens is that
the distance between the different potential wells, say, is changed, but the number of
wells is not modified. Hence the coupling to gravity modulates the couplings between
different localized objects, but does not change the “size” (number of localized objects)
of the system. Said differently, there is extra data in the path integral ZQ on which the
ground state degeneracy does depend and which is not sensitive to weak gravitational
perturbations (because the phase is stable).
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10.3 Lorentz invariant entanglement Hamiltonian
As a final application of the field theory construction, we may explicitly verify the
claimed properties of the maximum entropy locally consistent state σA. For simplicity
we analyze the case where region A is a half-space, but we expect that the lessons
generalize to all regions because of the gap.
As shown in [124–128], the entanglement Hamiltonian for a half-space in any
Lorentz invariant quantum field theory can be related to a generator of boosts Mxt. To
be precise, suppose A is a half-space given by A = {~x|x ≥ 0, x⊥ ∈ Rd−1}. Associated
to region A we have the causal development C(A) which is given by all (t, x, x⊥) with
(x, x⊥) ∈ A and |t| < x. The causal development or “Rindler wedge” C(A) is mapped
into itself by the flow generated by the boost generator
Mxt =
∫
A
dd−1x⊥dx xT00, (10.14)
where T00 is the energy density. Then by constructing a path integral for ρA in which
the Euclidean angle in the x− t plane is used as time, [128] showed that
ρA =
e−2piMxt
tr (e−2piMxt)
. (10.15)
In other words, the entanglement Hamiltonian − log(ρA) is local.
Since the entanglement Hamiltonian 2piMxt is local, it follows that σA = ρA. Thus
the maximum entropy locally consistent state explicitly has the form argued for in §8
and in particular has the property of [Infinite Bulk Gap]. We may then pursue the
kind of general local thermodynamic arguments given in §8. Alternatively, we may
explicitly compute the spectrum of Mxt in simple cases and verify that the entropy
obeys an area law.
11 Discussion and speculation
In this paper we have argued for an area law for gapped phases, and we have shown
how to produce tensor network representations of interesting phases. We introduced
the idea of an s source RG fixed point. Assuming all gapped phases are s source
fixed points, we argued that only phases with ground state degeneracy scaling like
G(L) ∼ ecLd−1 or faster could violate the area law. We also used ideas about local
reconstruction of quantum states to argue for the bound S(ρA) ≤ O(|∂A|)+log(G(HA))
which gave another proof of the claim that a stable hamiltonian requires G(L) ∼ ecLd−1
or greater to violate the area law. Combining the two approaches, we showed that even
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with G(L) ∼ ecLd−1 , we could not support the suggested logarithmic violation of the
area law. More extreme violations of the area law were ruled out with weak spectral
assumptions about the low temperature thermal free energy.
Some of our results are rigorous, including the proof of the area law for topolog-
ical quantum liquids, the MERA construction, and the bound S(ρA) ≤ O(|∂A|) +
log(G(HA)) for ground states of frustration free Hamiltonians. Nevertheless, our over-
all argument for the area law rests on non-trivial physical assumptions and is not
rigorous. On the other hand, we see no immediate obstacle to making much of the
general argument more rigorous. More interesting, in our opinion, is our claim that if
a phase does violate the area law, then it must be a rather strange beast. For example,
if it is an s source fixed point and obeys the free energy condition, it seems that the
phase must violate our reconstruction arguments in §8. If a frustration free gapped
phase violates the area law, then it must have a very large ground state degeneracy.
If the phase is not an s source fixed point, then it is peculiarly disconnected from its
peers at smaller and larger scales. So while it would be very interesting to exhibit such
a peculiar beast, we hope to have convinced the reader that the area law holds for a
huge class of systems including essentially all models of current physical relevance.
There are numerous directions for future work. We have not tried to optimize the
analytic parts of the arguments to achieve the best possible bounds, so it should possible
to do better than our simple estimates, e.g., in the MERA construction. Making
progress on the question of recursive localizability or otherwise exhibiting a poly(L)
bond dimension MERA would be very interesting. Providing further arguments for the
s source framework (or counterexamples) is highly desirable. The inclusion of symmetry
in the analysis is a logical next step. Another possible direction would be to explore
the consequences of the s source framework for defects, e.g., interfaces between phases.
It would also be interesting to study the precise quantitative relationship between the
gap and the entanglement entropy. Finally, of particular interest is the extension of
our results to gapless systems.
A very natural speculation is that conventional conformal field theory (CFT) fixed
points with gapless degrees of freedom match our definition of s = 1 fixed points. One
may object that we have only studied gapped phases in this work, but this objection
has significantly less force than one might imagine. Various kinds of topological states
in d > 1 have just as much entanglement in their ground state as CFTs, so the amount
and structure of entanglement is not obviously at issue. Furthermore, long range
correlations can easily be included in the MERA network, so this too does not seem
to be a real objection. We also only require the state to global accuracy L−q; this is
consistent if very high dimension operators are truncated from the spectrum (because
they only contribute very rapidly decaying power law corrections which are well within
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our error threshold). The field theory constructions are also very promising. Non-
local tensor networks that exactly represent gapless phases have been exhibited [129]
and [113] has argued that even ground states of gapless regulated field theories can
be approximated by states with limited Schmidt rank. It is also amusing to note that
the structure of correlations in strongly coupled large N gauge theories described by
holographic duals is not so different from a gapped phase, e.g., short-ranged mutual
information to leading order in N . Taken together, this evidence suggests that the
conjecture that conventional field theory fixed points are also s = 1 RG fixed points
is quite reasonable. Of course, even if this conjecture is true, it remains to construct
the required quasi-local unitary. We plan to address these points in a forthcoming
companion paper.
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A What is a phase?
In this appendix we briefly discuss some of the properties we expect of decent quantum
phases of matter (clearly this will be a somewhat personal perspective; for a somewhat
complementary discussion, see [130]). The starting point is typically what we call a
Hamiltonian motif which is a function that maps a set G of graphs (or more generally
a cell complex) to a set H of Hamiltonians defined on those graphs. The set of graphs
often has some restrictions, e.g., to d-dimensional graphs, to trivalent graphs, to planar
graphs, or to graphs with an even number of sites (e.g., in spin-1/2 systems). Cru-
cially, the set of admissible graphs must include a sequence of graphs with size going
to infinity to define a thermodynamic limit. For the present paper we always restrict
to local graphs which can be understood as living in d dimensions. The word motif
is appropriate because typically the way the function works is to assign terms to the
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Hamiltonian based on local features or patterns in the graph, e.g. a term for every ver-
tex, link, or plaquette. So when we speak of a phase of matter we are really considering
an equivalence class of Hamiltonian motifs where two motifs are equivalent if they give
the same global properties. In particular, a gapped phase refers at least to a family of
Hamiltonians defined on systems of various sizes all having a system-size-independent
gap (or lower bound on the gap).
However, not just any function from graphs to Hamiltonians can be a representative
of a gapped phase of matter. A Hamiltonian motif must obey certain rules to represent
a gapped phase. We do not attempt to give a completely rigorous definition of a gapped
phase, but instead enumerate the most important rules that a gapped phase must obey.
Indeed, there is some subtlety here. For example, the ground state manifold of Haah’s
code at size L cannot typically be adiabatically connected to the ground state manifold
of Haah’s code at size L+ 1, so by some definitions these two systems are in different
phases. However, because they descend from the same Hamiltonian motif and because
they share many properties, one might like to think of them as representing the same
phase. It is not clear to us which view-point is superior.
[Stability]: A phase of matter has the property of stability with respect to small
changes in the Hamiltonian motif. We may assign slightly different Hamiltonians to a
given graph without encountering any change in the global properties of the system.
Indeed, there should be an open set in local Hamiltonian space around the Hamiltonian
on any graph within which the global properties are unchanged. In the case of gapped
phases, one convenient way to encode this criterion is to demand that there be a family
H(η) of gapped Hamiltonians interpolating between the initial and final Hamiltonians.
Then ground states of the initial Hamiltonian may be mapped to ground states of the
final Hamiltonian using a quasi-local unitary.
[Local indistinguishability]: Stability of the Hamiltonian implies that the number of
ground states cannot depend on small local perturbations. This leads one to the idea of
local indistinguishability. Truly stable gapped quantum phases must have the property
that all ground states are approximately locally indistinguishable. This ensures that no
local perturbation can split the ground state manifold except possibly by an amount
exponentially small in system size. We will always assume that ground states are
locally indistinguishable unless otherwise specified.
[Insensitivity to Boundary Conditions]: Related to the idea of local indistinguisha-
bility is the idea of insensitivity to boundary conditions. Given some region A in a d
dimensional graph G and given two gapped Hamiltonians H1 and H2 representing the
same phase which differ only far away from A, it should be the case that the state of A
is approximately the same in any ground state of either Hamiltonian. Note, however,
that this notion is subtle. For example, in an integer quantum Hall state on a torus,
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inserting flux through the cycles of the torus, which is a global operation, does lead to
a non-trivial Berry phase, so we are not claiming that boundary conditions are totally
irrelevant, far from it. Still, we will assume that local data is indeed insensitive to
boundary conditions. Because this final assumption is not so straightforward as local
indistinguishability and stability (since it requires the notion of a phase), we spend a
little time discussing it.
The starting point for any discussion of insensitivity to boundary conditions should
begin with the decay of correlations. In any gapped phase of matter it can be proven
that all connected correlations decay exponentially. In other words, although the sys-
tem may have long-range entanglement, correlations of local operators always fall off
rapidly with distance. As a necessary tool to prove the decay of correlations, one should
also mention the Lieb-Robinson bound [109, 110] which states that causal influences
propagate with a finite velocity up to exponentially decaying tails. Causality, in the
form of the Lieb-Robinson bound, is another important primitive in the discussion
about insensitivity to boundary conditions.
Now suppose we have two Hamiltonians H1 and H2 differing only far from region
A such that there is a gapped Hamiltonian path H(η) from H1 to H2 also differing
only far from A. Then by constructing the quasi-adiabatic generator K(η) and its
associated quasi-local unitary, we can map ground states of H1 to ground states of H2.
Since ∂ηH is only non-zero far from A, it follows that the quasi-local unitary generated
by K(η) has an effect on A which is smaller than any power of the separation between
A and the region where ∂ηH(η) is non-zero.
This result is nice, but it relied on the existence of a gap. We want an even stronger
notion of insensitivity to boundary conditions. For example, we might introduce a
boundary to the system which hosts gapless edge states, but we would still expect
that regions far from the boundary are in approximately the same state as before the
boundary was introduced. There is thus a notion of a local gap which protects regions
even from the effects of gapless degrees of freedom provided those degrees of freedom
are localized far from the region of interest.
We can try to make this idea of a local gap sharper using the generator of quasi-local
evolution defined as
− iK(η) =
∫ ∞
−∞
dtF (t)eiH(η)t∂ηH(η)e
−iH(η)t. (A.1)
Suppose that all members of the family H(η) have gapless edge states near some
boundary, but we demand that H(η) is only changing far from these edge states. As
usual, we choose the filter function F such that its Fourier transform vanishes for
energies less than ∆. Then if we had a bulk gap, we could take ∆ to be the gap,
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but the presence of gapless edge states makes that impossible. On the other hand, if
the matrix elements of K(η) between states of energy less than ∆ are exponentially
small, e.g. because such low energy states are localized far away from where ∂ηH(η) is
non-zero, then we still approximately map ground states to ground states. This is one
example of what we mean by a local gap and insensitivity to boundary conditions.
As the strongest notion of insensitivity to boundary conditions, we might demand
that even if we delete entirely some part of the system, the state of distant regions
remains approximately the same. This situation can be viewed as an extreme version
of the gapless edge state situation where we take an entire region of size R through a
phase transition into a trivial gapped phase (product state ground state). The gap of
the entire system will typically go to zero as R−p, but we still expect that the state
of distant regions will be little modified. However, it should be noted that the ground
state manifold can change in this process. New ground states with splitting at most
e−R
α
can come down into the ground state manifold during the phase transition. We
expect all these new ground states to be locally indistinguishable far from the region
which experienced the phase transition.
In some cases, this expectation of strong insensitivity to boundary conditions can
be explicitly verified. Suppose we wish to take a large region A through a phase
transition into a trivial phase. Let us further suppose that there is a Hamiltonian
H(η) which interpolates between the initial and final Hamiltonians and which is gapped
throughout the phase transition. Only a non-local (but still few body) Hamiltonian
could possibly maintain a gap throughout the phase transition, but if the non-locality
can be approximately confined within A, then we may still prove a strong result.
Evolving for a finite time with the quasi-adiabatic generator K(η) still generates a
unitary which maps ground states to ground states, but now this unitary will be non-
local within regionA. However, outside of regionA the unitary will again be quasi-local,
so if ∂ηH(η) is confined near region A, then we can prove that the state of regions far
from A are approximately preserved by the evolution.
One obstruction to the existence of such a gapped non-local Hamiltonian interpo-
lating between two gapped local Hamiltonians is if the initial and final ground state
degeneracies are different. This is expected to be a concern if we are effectively chang-
ing the topology or changing the system size in an s > 1 fixed point with ground state
degeneracy which depends on system size. In the examples we understand, e.g., the
layer construction and Haah’s code, the boundary conditions far away are indeed prov-
ably irrelevant. In the layer construction this is trivial while in Haah’s code it follows
because the Hamiltonian consists of commuting projectors.
There may be other obstructions and we do not give a general prescription for find-
ing such a non-local Hamiltonian. However, one idea is to force all pairs of local oper-
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ators to have their correction expectation values, e.g. Hnon-local ∼
∑
x,y,α,β(Ox,αOy,β −
〈Ox,αOy,β〉)2.
An example where the limited non-local approach does work is in the gluing together
of two disks of integer quantum Hall fluid. The difficult step is to exhibit a non-local
gapped Hamiltonian whose ground state is a d = 1 Fermi gas. Consider fermions
at half-filling on a one dimensional lattice of length L. It is convenient to work in
momentum space with states labelled by k ∈ [−pi, pi). The desired Hamiltonian can be
constructed by demanding a single particle energy spectrum (k) which is given by
(k) =
{
∆/2, k ∈ [−pi,−pi/2) ∪ [pi/2, pi)
−∆/2, k ∈ [−pi/2, pi/2) . (A.2)
Then the free fermion ground state with states k ∈ [−pi/2, pi/2] filled is an exact ground
state and the Hamiltonian is gapped. The real space hopping amplitudes which produce
such a single particle spectrum may be found by Fourier transform and decay as one
over distance. We can further modify this Hamiltonian to adiabatically continue it to
a local insulating Hamiltonian thus producing a gapped path from a product state to
the fermion gas ground state.
We use the various physical properties just reviewed throughout the paper. For
example, we assume some ability to place phases on different types of geometries. If
the phase can be represented as a Hamiltonian motif which only assigns terms to links
on a graph, then we can place such a phase on any type of geometry. More generally, at
least some freedom is required to proceed with our results, e.g. we need tori and open
regions of various sizes. We also use the ideas of stability, local indistinguishability,
and insensitivity to boundary conditions repeatedly. An important statement following
from insensitivity to boundary conditions is that the entanglement entropy S(R) of a
region of linear size R is independent of L for R L. However, when we give theorems
we endeavor to state the mathematically precise assumptions.
B Adiabatic perturbation theory
Suppose we have a Hamiltonian H(t) which depends on time. Let the instantaneous
energy eigenstates and energies be given as
H(t)|n, t〉 = En(t)|n, t〉. (B.1)
We start evolving at t = 0 from |ψ(0)〉 = ∑n cn(0)|n, 0〉 and expand the time dependent
state as
|ψ(t)〉 =
∑
n
cn(t)e
−i ∫ t0 En(t′)dt′ |n, t〉. (B.2)
71
|ψ(t)〉 obeys the Schrodinger equation i∂t|ψ(t)〉 = H(t)|ψ(t)〉 which we want to convert
into an equation for the cn.
Taking the time derivative of |ψ(t)〉 we obtain three terms:
i∂t|ψ(t)〉 =
∑
n
(
En(t)cne
−i ∫ t0 En(t′)dt′ |n, t〉)+
∑
n
(
(i∂tcn)e
−i ∫ t0 En(t′)dt′ |n, t〉+ cne−i ∫ t0 En(t′)dt′i∂t|n, t〉
)
. (B.3)
The first term containing En cancels with H(t)|ψ(t)〉, so we have
0 =
∑
n
(
i∂tcne
−i ∫ t0 En(t′)dt′ |n, t〉+ cne−i ∫ t0 En(t′)dt′i∂t|n, t〉
)
. (B.4)
We take a derivative of the eigenvalue equation for |n, t〉 to find an equation for
∂t|n, t〉. First, since 〈n, t|n, t〉 = 1 it follows that 〈n, t|∂t|n, t〉 = 0. Then we obtain for
∂t|n, t〉 the equation
i∂t|n, t〉 = −i(H − En)−1(∂tH)|n, t〉 (B.5)
where it is understood that the singular term in the inverse is omitted. Expanding the
time derivative of |ψ(t)〉 in the |n, t〉 basis we find (with some relabelling of n and m)
(i∂tcn)e
−i ∫ t0 En(t′)dt′ = ∑
m6=n
ie−i
∫ t
0 Em(t
′)dt′
En − Em 〈n, t|∂tH|m, t〉. (B.6)
We can simply this equation to
∂tcn =
∑
m6=n
e−i
∫ t
0 (Em(t
′)−En(t′))dt′
En − Em 〈n, t|∂tH|m, t〉. (B.7)
See [131,132] for a recent general analysis of this formula and [133] for rigorous results;
our needs are simpler.
Suppose we have a single unique ground state separated at all times by a gap of at
least ∆ from the rest of the spectrum. We wish to estimate the probability to remain in
the ground state using perturbation theory assuming that ∂tH(t) is a smooth function
which vanishes for t outside [0, τ ]. We have
c0(τ)− c0(0) =
∫ τ
0
dt
∑
m6=0
e−i
∫ t
0 (Em(t
′)−E0(t′))dt′
E0 − Em 〈0, t|∂tH|m, t〉, (B.8)
and upon taking absolute values and using the triangle inequality we obtain
|c0(τ)− c0(0)| ≤
∑
m 6=0
∣∣∣∣∣
∫ τ
0
dt
e−i
∫ t
0 (Em(t
′)−E0(t′))dt′
E0 − Em 〈0, t|∂tH|m, t〉
∣∣∣∣∣ . (B.9)
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This expression is a sum of Fourier transforms of the matrix elements of ∂tH times a
function of the energy differences.
To complete the analysis define δEn(t) = En(t)−En(0) and note that Em−E0 ≥ ∆
for all m. Then we may write
|c0(τ)−c0(0)| ≤
∑
m6=0
∣∣∣∣∫ τ
0
dt
e−i(Em−E0)t
∆
[
e−i
∫ t
0 (δEm(t
′)−δE0(t′))dt′〈0, t|∂tH|m, t〉
]∣∣∣∣ . (B.10)
The function in brackets is smooth and has rapidly vanishing Fourier transform; call
the Fourier transform Hm(ω). Then we have the bound
|c0(τ)− c0(0)| ≤ 1
∆
∑
m 6=0
|Hm(Em − E0)|. (B.11)
Assuming Hm(ω) decays like Je
−(ωτ)1−δ and assuming the number of non-vanishing
matrix elements of ∂tH between excited states and the ground state is not too large,
we find a bound like
|c0(τ)− c0(0)| ≤ J
∆
e−(∆τ)
1−δ
. (B.12)
If we are considering a Hilbert space of bounded dimension then this bound follows
immediately, and if the Hilbert space dimension is large, then we need a bound on the
number of matrix elements going like poly(log(D)) for a Hilbert space of dimension D.
The probability for the groundstate to decay is Pdecay = 1 − |c0(τ)|/2 (with the
initial condition cn(0) = δn,0). The above bound implies that |c0(τ)| ≥ 1− J∆e−(∆τ)
1−δ
and hence
Pdecay ≤ 2 J
∆
e−(∆τ)
1−δ
.
C Controlling the Renyi entropy
A unitary U acting on a Hilbert space V1 ⊗V2 of dimension D2 (assume for simplicity
that D1 = D2 = D) can only increase the Schmidt rank of a state by a factor of D2.
This may be proven by noting that U may always be decomposed as
U =
D2∑
i=1
O1iO2i (C.1)
since U is a vector in the space (V1 ⊗V∗1 )⊗ (V2 ⊗V∗2 ). If V1 and V2 are parts of larger
systems, V1E1 = V1 ⊗ VE1 and V2E2 = V2 ⊗ VE2 , then this bound remains true. In
fact, the bound may be saturated by applying a swap operator which exchanges 1 and
73
2 to an initial state in which 1 is maximally entangled with E1 and 2 is maximally
entangled with E2.
Applying this simple fact to the case where 1E1 = A and 2E2 = A¯ with 1 and
2 small regions neighboring ∂A, the Schmidt rank of ρA can change by at most a
factor of min(D21,D22). Having approximated the sequence of quasi-local unitaries with
a sequence of circuits acting on `d ∼ logd(1+δ)(L) degrees of freedom at a time, the
total Schmidt rank of a region A in d > 1 can bounded by estimating the number
of such circuit chunks acting across ∂A. A simple counting argument shows that this
number is Nchunks ∼ |∂A|/`d−1 in d > 1. Since the Hilbert space of a block of size `d has
dimension of order ec`
d
, it follows that the state built from the sequence of circuits has
Schmidt rank across ∂A bounded by eNchunks`
d
= ec|∂A|` ∼ ec|∂A| log1+δ(L). This bound is
independent of d and provides a better bound than PEPS constructions. Recall that
the resulting state is also within  ∼ L−q of the true ground state. Thus there is a
approximation to |ψL〉 with limited Schimdt rank for any region A.
However, this does not imply that |ψL〉 has limited Schmidt rank. Indeed, the
Schmidt rank is badly discontinuous. Furthermore, all Renyi entropies Sn with n < 1
are only barely continuous. The Renyi entropy is defined as
Sn(ρA) =
1
1− n log (tr(ρ
n
A)) , (C.2)
where S1 = −tr(ρA log(ρA)) is the usual entanglement entropy. For n = 1 we have the
Fannes-Audenaert inequality [85,86]: if 1
2
‖ρ− σ‖1 = T ≤ 1 is the trace distance and if
ρ and σ are defined on a space with dimension D, then
|S1(ρ)− S1(σ)| ≤ T log(D − 1)− T log(T )− (1− T ) log(1− T ). (C.3)
The inequality is saturated for
ρ = diag(1, 0, ...︸︷︷︸
D−1
) (C.4)
and
σ = diag(1− T, T/(D − 1), ...︸ ︷︷ ︸
D−1
) (C.5)
with S1(ρ) = 0 and S1(σ) = T log(D − 1)− T log(T )− (1− T ) log(1− T ).
Given the same two states ρ and σ, an elementary exercise gives Sn(ρ) = 0 and
Sn(σ) =
1
1− n log
(
(1− T )n + (D − 1)1−nT n) . (C.6)
To have Sn(σ) of order , we must take T ∼ 1/nD− 1−nn which is much smaller than the
T ∼ 
log(D) needed for n = 1. Since D grows exponentially with system size, we need
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states to be exponentially close to bound the Renyi entropy for n < 1, and hence the
Renyi entropy is effectively discontinuous.
We still conjecture that the Renyi entropy of s = 1 fixed points |ψL〉 obeys an area
law in keeping with the analysis of [113], but our results here are insufficient to prove
this. We have shown that there is an approximate state with Renyi entropy which can
at most modestly violate the area law.
D Dilute array of non-abelian anyons
Suppose we have an array of N non-abelian anyons a in d = 2 dimensions with quantum
dimension da > 1. Associated with these anyons is a non-local fusion space V of
dimension dim(V) ∼ dNa . If we distribute the anyons roughly equidistant from each
other (with pinning potentials, say), then the spacing between anyons will be roughly
n−1/2 where n = N
L2
is the anyon density. Since the underlying topological phase is
gapped with correlation length ξ, the states in V are locally coupled with strength
Ja ∼ e−n−1/2/ξ. The total spectral width of the anyon Hamiltonian is then of order
NJa and hence if n
−1/2 increases as Lα then the all dNa states are essentially only
exponentially split.
Given a finite region of size R, the number of anyons contained within it is nR2,
so unless n approaches a constant in the thermodynamic limit L→∞, the number of
anyons in a finite region approaches zero. Then even if we imagine sitting in a highly
entangled state in V , the extra entanglement in a region of size R will be negligible
as L → ∞. This conclusion is slightly delicate since the states in V are not strictly
labeled by local data, but if no anyons are present in a region, then the state of the
system will be the same as in the ground state which obeys the area law.
Thus while this is an interesting case (and clearly permits highly entangled states
to be formed, e.g., as in a topological quantum computation), there are states in V
which are lightly entangled. In any event, the setup violates our assumptions.
E Topological entanglement entropy is RG invari-
ant
In this appendix we use the s-sourcery to give an argument that the topological entan-
glement entropy (TEE) is a well-defined property of an s = 1 fixed point, that is, it is
preserved under the s = 1 RG step we have defined. This argument is complementary
to an argument for universality given in [84,134] and provides a check on our methods.
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Figure 9: A,B,C label regions used in the
definition of the topological entanglement
entropy. The ancillas which are unentan-
gled before the action of the quasilocal uni-
tary are not pictured. The grey disks repre-
sent regions of linear size ˆ`, on which a sin-
gle layer of the staggered circuit representa-
tions of the quasilocal unitary has support,
as in Fig. 6.
The TEE can be defined [84,134] as γ
in
2γ ≡ SAB + SBC − SB − SABC
with regions A,B,C as in the figure.
We assume A,B,C have linear size much
larger than `, the range of the quasilocal
unitary (small disks in Fig. 9). We will re-
strict the discussion to d = 2, but believe
that the argument extends to the gen-
eralization to arbitrary dimensions given
in [135].
The s = 1 RG step acts on a copy of
the system tensored with a collection of
decoupled ancillas; the subspace labelled
A includes both the system Hilbert space
associated to region A and the accompa-
nying ancillas which will be intercalated
by the RG step. We need to show that
a quasilocal unitary of range `, acting on
the system at size L times these ancillas
preserves the combination γ, up to cor-
rections polynomial in 1/L.
For any region R, the change in its entanglement entropy produced by such a
quasilocal unitary can be approximated as
∆SR =
∫
∂R
dσs(σ) +
∑
corners,α
c(θα) (E.1)
where s is a smooth geometric function localized to the boundary of R, and c(θα)
is the contribution from a corner of ∂R which makes an angle θα. This formula is
similar in spirit to the formula of [135] for the whole entanglement entropy for regions
of topological quantum liquids. The precise ∆SR is a Riemann-sum approximation to
such an integral, with error determined by ˆ`.
To accomplish this, approximate the quasilocal unitary by a staggered circuit as
in §9.2 and in particular Fig. 6 (the support of one layer of the circuit is depicted
by the gray disks in Fig. 9). The error in the entanglement entropy from this circuit
approximation is usefully bounded by using the Fannes-Audenaert inequality again; a
useful approximation requires  ∼ L−q as before. The contributions to the change in
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entanglement entropy of any region R from each layer of the circuit comes only from
disks which intersect the boundary. Away from corners of the region (red disks in
Fig. 9), these contributions can be represented by a derivative expansion in ` times
local geometric functionals of the shape of the boundary, as in [135]:
s(σ) = a0 + a2`κ
2 + a3`∂σκ+ ...
where κ is the extrinsic curvature of the boundary and the ellipsis represents terms
suppressed by more powers of `. Terms in this expansion which are odd under ex-
changing the inside and outside of region R vanish because the whole system is in a
pure state [135].
Corners, where the shape of the boundary is not smooth, even at the scale `, must
be treated specially. The only property of the corner contribution c(θ) we require is
that it depends only on the angle between the edges which enter and exit the corner
disk (θ = pi is no corner).
Adding up the contributions in the form (E.1) to ∆γ, the area-law contributions
proportional to a0L
1 cancel by design, leaving behind terms proportional to `
L
. (This
step of the argument is identical to that of [135], with ` here playing the role of the
correlation length there.) The corner contributions also directly cancel in pairs. In the
thermodynamic limit, therefore, we find ∆γ = 0.
F Commmuting projector Hamiltonians
Here we review prior work on commuting projector Hamiltonians as a simple illustration
of the frustration free setting. Many workers have extensively developed this machinery
(see e.g. [103–105,136,137]).
Suppose H =
∑
x Px is a sum of commuting projectors with Px|g〉 = 0 for all locally
indistinguishable ground states |g〉. It has already been proven that the ground states
of such Hamiltonians obey the area law. Our aim is to use this case to illustrate our
alternative approach. However, let us first establish the area law using an argument
similar to that in [15].
Consider the ground state projector Pg which can be obtained thermodynamically
as
Pg = lim
β→0
e−βH . (F.1)
Because H is a sum of commuting projectors, the thermal state of H is a quantum
Markov chain for all β [137]. For our purposes this means that the conditional mutual
information, I(A : C|B) = S(AB) + S(BC) − S(B) − S(ABC), vanishes whenever
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B isolates A from C. Since the Markov property holds for all β, it also holds for
the normalized ground state projector. Furthermore, provided we work locally, local
indistinguishability implies that the conditional mutual information in the ground state
projector is the same as in any particular ground state.
Hence we have that I(A : C|B) = 0 whenever B isolates A from C in every ground
state. Let A be any simply connected region of linear size R, let B be a strip of width
W bordering A, and let C be the rest of the system. Then we have
0 = I(A : C|B) = S(AB) + S(BC)− S(B)− S(ABC), (F.2)
but because the state of ABC is pure we have S(ABC) = 0, S(AB) = S(C), S(BC) =
S(A), and S(B) = S(AB). Then we also find that
0 = S(C) + S(A)− S(AC), (F.3)
which states that the mutual information I(A,C) vanishes. Thus we have
S(A) = S(AC)− S(C) = S(B)− S(AB) ≤ 2S(B)− S(A) (F.4)
by the Araki-Lieb inequality [138], S(AB) ≥ |S(A) − S(B)|. Since the size of B is
bounded by Rd−1W and since the mutual information vanishes once W is greater than
the range of the Hamiltonian, we immediately find
S(A) ≤ WRd−1 (F.5)
which is the area law.
The Markov property also implies that we can reconstruct states of subregions using
only local data [103, 104]. In terms of our previous variables, σA = ρA for quantum
Markov chains. Furthermore, σA is given by
σA =
Pg,A
G(HA)
, (F.6)
where Pg,A is the ground state projector for HA, the Hamiltonian truncated to region A.
(The formula for SA used in §7.2 is a consequence of this relation.) Because commuting
projector Hamiltonians cannot support protected edge states, there is another commut-
ing projector Hamiltonian HˇA which has a full gap except for locally indistinguishable
ground states. These two Hamiltonians differ only in boundary terms localized near A.
The ground state degeneracy of HA is then bounded by the ground state degeneracy
of HˇA plus an area law piece. The ground state degeneracy of HˇA is something we can
relate to s using the RG framework, so we have precisely the situation discussed in the
section 8.
78
References
[1] M. B. Hastings, “An area law for one-dimensional quantum systems,” Journal
of Statistical Mechanics: Theory and Experiment 8 (Aug., 2007) 24, 0705.2024.
[2] I. Arad, Z. Landau, and U. Vazirani, “Improved one-dimensional area law for
frustration-free systems,” Phys. Rev. B 85 (May, 2012) 195145, 1111.2970.
[3] I. Arad, A. Kitaev, Z. Landau, and U. Vazirani, “An area law and
sub-exponential algorithm for 1D systems,” ArXiv e-prints (Jan., 2013)
1301.1162.
[4] F. G. S. L. Brandao and M. Horodecki, “Exponential Decay of Correlations
Implies Area Law,” ArXiv e-prints (June, 2012) 1206.2947.
[5] D. Aharonov, I. Arad, Z. Landau, and U. Vazirani, “Quantum Hamiltonian
complexity and the detectability lemma,” ArXiv e-prints (Nov., 2010)
1011.3445.
[6] J. Eisert, M. Cramer, and M. B. Plenio, “Colloquium: Area laws for the
entanglement entropy,” Reviews of Modern Physics 82 (Jan., 2010) 277–306,
0808.3773.
[7] S. Michalakis, “Stability of the Area Law for the Entropy of Entanglement,”
ArXiv e-prints (June, 2012) 1206.6900.
[8] T. Barthel, M. Kliesch, and J. Eisert, “Real-Space Renormalization Yields
Finite Correlations,” Physical Review Letters 105 (July, 2010) 010502,
1003.2319.
[9] D. Gottesman and M. B. Hastings, “Entanglement versus gap for
one-dimensional spin systems,” New Journal of Physics 12 (Feb., 2010) 025002,
0901.1108.
[10] A. Sen(de), U. Sen, J. Dziarmaga, A. Sanpera, and M. Lewenstein,
“Frustration, Area Law, and Interference in Quantum Spin Models,” Physical
Review Letters 101 (Oct., 2008) 187202, 0706.2094.
[11] A. Riera and J. I. Latorre, “Area law and vacuum reordering in harmonic
networks,” Phys. Rev. A 74 (Nov., 2006) 052326, quant-ph/0605112.
[12] S. Irani, “Ground state entanglement in one-dimensional translationally
invariant quantum systems,” Journal of Mathematical Physics 51 (Feb., 2010)
022101, 0901.1107.
79
[13] L. Masanes, “Area law for the entropy of low-energy states,” Phys. Rev. A 80
(Nov., 2009) 052104, 0907.4672.
[14] M. M. Wolf, F. Verstraete, M. B. Hastings, and J. I. Cirac, “Area Laws in
Quantum Systems: Mutual Information and Correlations,” Physical Review
Letters 100 (Feb., 2008) 070502, 0704.3906.
[15] S. Bravyi, M. B. Hastings, and F. Verstraete, “Lieb-Robinson Bounds and the
Generation of Correlations and Topological Quantum Order,” Physical Review
Letters 97 (Aug., 2006) 050401, quant-ph/0603121.
[16] J. Eisert and T. J. Osborne, “General Entanglement Scaling Laws from Time
Evolution,” Physical Review Letters 97 (Oct., 2006) 150404,
quant-ph/0603114.
[17] M. B. Hastings, “Entropy and entanglement in quantum ground states,”
Phys. Rev. B 76 (July, 2007) 035114, cond-mat/0701055.
[18] F. Verstraete, M. M. Wolf, D. Perez-Garcia, and J. I. Cirac, “Criticality, the
Area Law, and the Computational Power of Projected Entangled Pair States,”
Physical Review Letters 96 (June, 2006) 220601, quant-ph/0601075.
[19] N. de Beaudrap, T. J. Osborne, and J. Eisert, “Ground states of unfrustrated
spin Hamiltonians satisfy an area law,” New Journal of Physics 12 (Sept.,
2010) 095007, 1009.3051.
[20] I. H. Kim, “Determining the structure of the real-space entanglement spectrum
from approximate conditional independence,” Phys. Rev. B 87 (Apr., 2013)
155120, 1210.1831.
[21] T. B. Wahl, S. T. Haßler, H.-H. Tu, J. I. Cirac, and N. Schuch, “Boundary
theories for chiral Projected Entangled Pair States,” ArXiv e-prints (May,
2014) 1405.0447.
[22] J. Cho, “Entanglement area law in thermodynamically gapped spin systems,”
ArXiv e-prints (Apr., 2014) 1404.7616.
[23] L. Huijse and B. Swingle, “Area law violations in a supersymmetric model,”
Phys. Rev. B 87 (Jan., 2013) 035108, 1202.2367.
[24] L. Amico, R. Fazio, A. Osterloh, and V. Vedral, “Entanglement in many-body
systems,” Rev. Mod. Phys. 80 (May, 2008) 517–576,
http://link.aps.org/doi/10.1103/RevModPhys.80.517.
80
[25] E. Hamza, S. Michalakis, B. Nachtergaele, and R. Sims, “Approximating the
ground state of gapped quantum spin systems,” Journal of Mathematical
Physics 50 (Sept., 2009) 095213, 0904.4642.
[26] K. Van Acoleyen, M. Marie¨n, and F. Verstraete, “Entanglement Rates and
Area Laws,” Physical Review Letters 111 (Oct., 2013) 170501, 1304.5931.
[27] G. ’t Hooft, “Dimensional Reduction in Quantum Gravity,” ArXiv General
Relativity and Quantum Cosmology e-prints (Oct., 1993) gr-qc/9310026.
[28] L. Susskind, “The world as a hologram,” Journal of Mathematical Physics 36
(1995), no. 11 6377–6396,
http://scitation.aip.org/content/aip/journal/jmp/36/11/10.1063/1.531249.
[29] J. Maldacena, “The Large-N Limit of Superconformal Field Theories and
Supergravity,” International Journal of Theoretical Physics 38 (1999)
1113–1133, hep-th/9711200.
[30] S. S. Gubser, I. R. Klebanov, and A. M. Polyakov, “Gauge theory correlators
from non-critical string theory,” Physics Letters B 428 (May, 1998) 105–114,
hep-th/9802109.
[31] E. Witten, “Anti-de Sitter space and holography,” Advances in Theoretical and
Mathematical Physics 2 (1998) 253, hep-th/9802150.
[32] J. D. Bekenstein, “Black Holes and Entropy,” Phys. Rev. D 7 (Apr, 1973)
2333–2346.
[33] S. Ryu and T. Takayanagi, “Holographic Derivation of Entanglement Entropy
from the anti de Sitter Space/Conformal Field Theory Correspondence,”
Physical Review Letters 96 (May, 2006) 181602, hep-th/0603001.
[34] B. Swingle, “Entanglement Renormalization and Holography,” Phys.Rev. D86
(2012) 065007, 0905.1317.
[35] G. Vidal, “Class of Quantum Many-Body States That Can Be Efficiently
Simulated,” Phys. Rev. Lett. 101 (Sep, 2008) 110501,
http://link.aps.org/doi/10.1103/PhysRevLett.101.110501.
[36] M. Van Raamsdonk, “Comments on quantum gravity and entanglement,”
ArXiv e-prints (July, 2009) 0907.2939.
[37] T. Faulkner, M. Guica, T. Hartman, R. C. Myers, and M. Van Raamsdonk,
“Gravitation from entanglement in holographic CFTs,” Journal of High Energy
Physics 3 (Mar., 2014) 51, 1312.7856.
81
[38] B. Swingle and M. Van Raamsdonk, “Universality of Gravity from
Entanglement,” ArXiv e-prints (May, 2014) 1405.2933.
[39] I. Klich, “On the stability of topological phases on a lattice,” Annals of Physics
325 (Oct., 2010) 2120–2131, 0912.0945.
[40] S. Bravyi and M. B. Hastings, “A Short Proof of Stability of Topological Order
under Local Perturbations,” Communications in Mathematical Physics 307
(Nov., 2011) 609–627, 1001.4363.
[41] S. Bravyi, M. B. Hastings, and S. Michalakis, “Topological quantum order:
Stability under local perturbations,” Journal of Mathematical Physics 51
(Sept., 2010) 093512, 1001.0344.
[42] S. Michalakis and J. P. Zwolak, “Stability of Frustration-Free Hamiltonians,”
Communications in Mathematical Physics 322 (Sept., 2013) 277–302,
1109.1588.
[43] Z. Landau, D. Nagaj, M. Szegedy, and U. Vazirani, “Counter-examples to
generalized area laws,” unpublished (2014)
http://simons.berkeley.edu/talks/mario-szegedy-2014-03-24.
[44] D. C. Tsui, H. L. Stormer, and A. C. Gossard, “Two-Dimensional
Magnetotransport in the Extreme Quantum Limit,” Phys. Rev. Lett. 48 (May,
1982) 1559–1562.
[45] R. B. Laughlin, “Anomalous Quantum Hall Effect: An Incompressible
Quantum Fluid with Fractionally Charged Excitations,” Phys. Rev. Lett. 50
(May, 1983) 1395–1398.
[46] X. G. Wen and Q. Niu, “Ground-state degeneracy of the fractional quantum
Hall states in the presence of a random potential and on high-genus Riemann
surfaces,” Phys. Rev. B 41 (May, 1990) 9377–9396.
[47] B. Yoshida, “Classification of quantum phases and topology of logical operators
in an exactly solved model of quantum codes,” Annals of Physics 326 (Jan.,
2011) 15–95, 1007.4601.
[48] B. Zeng and X.-G. Wen, “Stochastic local transformations, emergence of
unitarity, long-range entanglement, gapped quantum liquids, and topological
order,” ArXiv e-prints (June, 2014) 1406.5090.
[49] M. B. Hastings, “LETTER: Topology and phases in fermionic systems,” Journal
of Statistical Mechanics: Theory and Experiment 1 (Jan., 2008) L1, 0710.3324.
82
[50] Z.-C. Gu, F. Verstraete, and X.-G. Wen, “Grassmann tensor network states and
its renormalization for strongly correlated fermionic and bosonic states,” ArXiv
e-prints (Apr., 2010) 1004.2563.
[51] B. Be´ri and N. R. Cooper, “Local Tensor Network for Strongly Correlated
Projective States,” Physical Review Letters 106 (Apr., 2011) 156401,
1101.5610.
[52] M. P. Zaletel and R. S. K. Mong, “Exact matrix product states for quantum
Hall wave functions,” Phys. Rev. B 86 (Dec., 2012) 245305, 1208.4862.
[53] J. Dubail and N. Read, “Tensor network trial states for chiral topological
phases in two dimensions,” ArXiv e-prints (July, 2013) 1307.7726.
[54] M. B. Hastings, “Notes on Some Questions in Mathematical Physics and
Quantum Information,” ArXiv e-prints (Apr., 2014) 1404.4327.
[55] M. B. Hastings, “Solving gapped Hamiltonians locally,” Phys. Rev. B 73 (Feb.,
2006) 085115, cond-mat/0508554.
[56] A. Molna´r, N. Schuch, F. Verstraete, and J. I. Cirac, “Approximating Gibbs
states of local Hamiltonians efficiently with PEPS,” ArXiv e-prints (June, 2014)
1406.2973.
[57] A. E. Ingham, “A Note on Fourier Transforms,” Journal of the London
Mathematical Society s1-9 (1934), no. 1 29–32,
http://jlms.oxfordjournals.org/content/s1-9/1/29.short.
[58] C. L. Kane and E. J. Mele, “Z2 Topological Order and the Quantum Spin Hall
Effect,” Physical Review Letters 95 (Sept., 2005) 146802, cond-mat/0506581.
[59] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, “Quantum Spin Hall Effect and
Topological Phase Transition in HgTe Quantum Wells,” Science 314 (Dec.,
2006) 1757–, cond-mat/0611399.
[60] M. Ko¨nig, S. Wiedmann, C. Bru¨ne, A. Roth, H. Buhmann, L. W. Molenkamp,
X.-L. Qi, and S.-C. Zhang, “Quantum Spin Hall Insulator State in HgTe
Quantum Wells,” Science 318 (Nov., 2007) 766–, 0710.0582.
[61] L. Fu and C. L. Kane, “Topological insulators with inversion symmetry,”
Phys. Rev. B 76 (July, 2007) 045302, cond-mat/0611341.
[62] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava, and M. Z. Hasan,
“A topological Dirac insulator in a quantum spin Hall phase,” Nature 452
(Apr., 2008) 970–974, 0902.1356.
83
[63] M. Z. Hasan and C. L. Kane, “Colloquium: Topological insulators,” Reviews of
Modern Physics 82 (Oct., 2010) 3045–3067, 1002.3895.
[64] X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, “Symmetry protected topological
orders and the group cohomology of their symmetry group,” Phys. Rev. B 87
(Apr, 2013) 155114, http://link.aps.org/doi/10.1103/PhysRevB.87.155114.
[65] A. Vishwanath and T. Senthil, “Physics of Three-Dimensional Bosonic
Topological Insulators: Surface-Deconfined Criticality and Quantized
Magnetoelectric Effect,” Phys. Rev. X 3 (Feb, 2013) 011016,
http://link.aps.org/doi/10.1103/PhysRevX.3.011016.
[66] Y.-M. Lu and A. Vishwanath, “Theory and classification of interacting integer
topological phases in two dimensions: A Chern-Simons approach,”
Phys. Rev. B 86 (Sept., 2012) 125119, 1205.3156.
[67] J. Haah, “Local stabilizer codes in three dimensions without string logical
operators,” Phys. Rev. A 83 (Apr., 2011) 042330, 1101.1962.
[68] J. Haah, “Bifurcation in entanglement renormalization group flow of a gapped
spin model,” Phys. Rev. B 89 (Feb., 2014) 075119, 1310.4507.
[69] B. Yoshida, “Exotic topological order in fractal spin liquids,” Phys. Rev. B 88
(Sep, 2013) 125122, http://link.aps.org/doi/10.1103/PhysRevB.88.125122.
[70] K. G. Wilson, “The renormalization group: Critical phenomena and the Kondo
problem,” Rev. Mod. Phys. 47 (Oct, 1975) 773–840,
http://link.aps.org/doi/10.1103/RevModPhys.47.773.
[71] R. Shankar, “Renormalization-group approach to interacting fermions,” Rev.
Mod. Phys. 66 (Jan, 1994) 129–192,
http://link.aps.org/doi/10.1103/RevModPhys.66.129.
[72] J. Polchinski, “Effective Field Theory and the Fermi Surface,” ArXiv High
Energy Physics - Theory e-prints (Oct., 1992) hep-th/9210046.
[73] G. Benfatto and G. Gallavotti, “Renormalization-group approach to the theory
of the Fermi surface,” Phys. Rev. B 42 (Dec, 1990) 9967–9972,
http://link.aps.org/doi/10.1103/PhysRevB.42.9967.
[74] G. Evenbly and G. Vidal, “Class of Highly Entangled Many-Body States that
can be Efficiently Simulated,” Phys. Rev. Lett. 112 (Jun, 2014) 240502,
http://link.aps.org/doi/10.1103/PhysRevLett.112.240502.
84
[75] R. Koenig, “Simplifying quantum double Hamiltonians using perturbative
gadgets,” ArXiv e-prints (Jan., 2009) 0901.1333.
[76] S. A. Ocko and B. Yoshida, “Nonperturbative Gadget for Topological Quantum
Codes,” Physical Review Letters 107 (Dec., 2011) 250502, 1107.2697.
[77] M. Freedman, D. Meyer, and F. Luo, “Z2 systolic freedom and quantum codes,”
Comput. Math. Ser. (2002) 287–320.
[78] I. H. Kim, “Long-Range Entanglement Is Necessary for a Topological Storage of
Quantum Information,” Physical Review Letters 111 (Aug., 2013) 080503,
1304.3925.
[79] D. S. Freed, “Short-range entanglement and invertible field theories,”
1406.7278.
[80] A. Kitaev, “On the Classification of Short-Range Entangled States,”
unpublished (2013) http://scgp.stonybrook.edu/archives/7874.
[81] X. Chen, Z.-C. Gu, and X.-G. Wen, “Local unitary transformation, long-range
quantum entanglement, wave function renormalization, and topological order,”
Phys. Rev. B 82 (Oct., 2010) 155138, 1004.3835.
[82] B. Swingle and I. H. Kim, “Reconstructing quantum states from local data,”
ArXiv e-prints (July, 2014) 1407.2658.
[83] M. Cramer, M. B. Plenio, S. T. Flammia, R. Somma, D. Gross, S. D. Bartlett,
O. Landon-Cardinal, D. Poulin, and Y.-K. Liu, “Efficient quantum state
tomography,” Nature Communications 1 (Dec., 2010) 1101.4366.
[84] A. Kitaev and J. Preskill, “Topological entanglement entropy,” Phys.Rev.Lett.
96 (2006) 110404, hep-th/0510092.
[85] K. M. R. Audenaert, “A sharp continuity estimate for the von Neumann
entropy,” Journal of Physics A: Mathematical and Theoretical 40 (2007), no. 28
8127, http://stacks.iop.org/1751-8121/40/i=28/a=S18.
[86] M. Fannes, “A continuity property of the entropy density for spin lattice
systems,” Communications in Mathematical Physics 31 (1973), no. 4 291–294,
http://dx.doi.org/10.1007/BF01646490.
[87] M. B. Hastings, “Lieb-Schultz-Mattis in higher dimensions,” Phys. Rev. B 69
(Mar., 2004) 104431, cond-mat/0305505.
85
[88] M. B. Hastings and X.-G. Wen, “Quasiadiabatic continuation of quantum
states: The stability of topological ground-state degeneracy and emergent gauge
invariance,” Phys. Rev. B 72 (July, 2005) 045141, cond-mat/0503554.
[89] K. v. Klitzing, G. Dorda, and M. Pepper, “New Method for High-Accuracy
Determination of the Fine-Structure Constant Based on Quantized Hall
Resistance,” Phys. Rev. Lett. 45 (Aug, 1980) 494–497,
http://link.aps.org/doi/10.1103/PhysRevLett.45.494.
[90] R. B. Laughlin, “Quantized Hall conductivity in two dimensions,” Phys. Rev. B
23 (May, 1981) 5632–5633.
[91] A. Kitaev, “Anyons in an exactly solved model and beyond,” Annals of Physics
321 (Jan., 2006) 2–111, cond-mat/0506438.
[92] B. I. Halperin, “Quantized Hall conductance, current-carrying edge states, and
the existence of extended states in a two-dimensional disordered potential,”
Phys. Rev. B 25 (Feb, 1982) 2185–2190,
http://link.aps.org/doi/10.1103/PhysRevB.25.2185.
[93] X.-L. Qi, T. L. Hughes, and S.-C. Zhang, “Topological field theory of
time-reversal invariant insulators,” Phys. Rev. B 78 (Nov., 2008) 195424,
0802.3537.
[94] M. Aguado and G. Vidal, “Entanglement Renormalization and Topological
Order,” Physical Review Letters 100 (Feb., 2008) 070404, 0712.0348.
[95] Z.-C. Gu, M. Levin, B. Swingle, and X.-G. Wen, “Tensor-product
representations for string-net condensed states,” Phys. Rev. B 79 (Feb., 2009)
085118, 0809.2821.
[96] R. Ko¨nig, B. W. Reichardt, and G. Vidal, “Exact entanglement renormalization
for string-net models,” Phys. Rev. B 79 (May, 2009) 195123, 0806.4583.
[97] X.-G. Wen, “Projective construction of non-Abelian quantum Hall liquids,”
Phys. Rev. B 60 (Sep, 1999) 8827–8838,
http://link.aps.org/doi/10.1103/PhysRevB.60.8827.
[98] G. Moore and N. Read, “Nonabelions in the fractional quantum hall effect,”
Nuclear Physics B 360 (Aug., 1991) 362–396.
[99] B. Swingle, “Entanglement Entropy and the Fermi Surface,” Phys. Rev. Lett.
105 (Jul, 2010) 050502,
http://link.aps.org/doi/10.1103/PhysRevLett.105.050502.
86
[100] C. Castelnovo and C. Chamon, “Topological quantum glassiness,” Philosophical
Magazine 92 (Jan., 2012) 304–323, 1108.2051.
[101] A. Kitaev, “Toward Topological Classification of Phases with Short-range
Entanglement,” unpublished (2011)
http://online.kitp.ucsb.edu/online/topomat11/kitaev/.
[102] A. Hamma, R. Ionicioiu, and P. Zanardi, “Bipartite entanglement and entropic
boundary law in lattice spin systems,” Phys. Rev. A 71 (Feb., 2005) 022315,
quant-ph/0409073.
[103] D. Petz, “Sufficient subalgebras and the relative entropy of states of a von
Neumann algebra,” Comm. Math. Phys. 105 (1986), no. 1 123–131.
[104] P. Hayden, R. Jozsa, D. Petz, and A. Winter, “Structure of States Which
Satisfy Strong Subadditivity of Quantum Entropy with Equality,”
Communications in Mathematical Physics 246 (2004) 359–374,
quant-ph/0304007.
[105] D. Poulin and M. B. Hastings, “Markov Entropy Decomposition: A Variational
Dual for Quantum Belief Propagation,” Physical Review Letters 106 (Feb.,
2011) 080403, 1012.2050.
[106] C.-H. Lin and M. Levin, “Generalizations and limitations of string-net models,”
ArXiv e-prints (Feb., 2014) 1402.4081.
[107] H. Li and F. D. M. Haldane, “Entanglement Spectrum as a Generalization of
Entanglement Entropy: Identification of Topological Order in Non-Abelian
Fractional Quantum Hall Effect States,” Phys. Rev. Lett. 101 (Jul, 2008)
010504, http://link.aps.org/doi/10.1103/PhysRevLett.101.010504.
[108] G. Evenbly and G. Vidal, “Frustrated Antiferromagnets with Entanglement
Renormalization: Ground State of the Spin-1
2
Heisenberg Model on a Kagome
Lattice,” Phys. Rev. Lett. 104 (May, 2010) 187203,
http://link.aps.org/doi/10.1103/PhysRevLett.104.187203.
[109] E. H. Lieb and D. W. Robinson, “The finite group velocity of quantum spin
systems,” Communications in Mathematical Physics 28 (1972), no. 3 251–257,
http://projecteuclid.org/euclid.cmp/1103858407.
[110] B. Nachtergaele and R. Sims, “Lieb-Robinson Bounds and the Exponential
Clustering Theorem,” Communications in Mathematical Physics 265 (July,
2006) 119–130, math-ph/0506030.
87
[111] T. J. Osborne, “Efficient Approximation of the Dynamics of One-Dimensional
Quantum Spin Systems,” Physical Review Letters 97 (Oct., 2006) 157202,
quant-ph/0508031.
[112] T. J. Osborne, “Simulating adiabatic evolution of gapped spin systems,”
Phys. Rev. A 75 (Mar., 2007) 032321, quant-ph/0601019.
[113] B. Swingle, “Structure of entanglement in regulated Lorentz invariant field
theories,” ArXiv e-prints (Apr., 2013) 1304.6402.
[114] V. Mukhanov and S. Winitzki, “Introduction to quantum effects in gravity,”.
[115] A. Strominger, “The dS / CFT correspondence,” JHEP 0110 (2001) 034,
hep-th/0106113.
[116] A. Strominger, “Inflation and the dS / CFT correspondence,” JHEP 0111
(2001) 049, hep-th/0110087.
[117] B. Swingle, “Constructing holographic spacetimes using entanglement
renormalization,” 1209.3304.
[118] G. Evenbly and G. Vidal, “Tensor Network States and Geometry,” Journal of
Statistical Physics 145 (Nov., 2011) 891–918, 1106.1082.
[119] J. Haegeman, T. J. Osborne, H. Verschelde, and F. Verstraete, “Entanglement
Renormalization for Quantum Fields in Real Space,” Phys. Rev. Lett. 110
(Mar, 2013) 100402, http://link.aps.org/doi/10.1103/PhysRevLett.110.100402.
[120] M. Nozaki, S. Ryu, and T. Takayanagi, “Holographic geometry of entanglement
renormalization in quantum field theories,” Journal of High Energy Physics 10
(Oct., 2012) 193, 1208.3469.
[121] T. Hartman and J. Maldacena, “Time Evolution of Entanglement Entropy from
Black Hole Interiors,” JHEP 1305 (2013) 014, 1303.1080.
[122] C. Be´ny, “Causal structure of the entanglement renormalization ansatz,” New
Journal of Physics 15 (Feb., 2013) 023020, 1110.4872.
[123] J. Maldacena and G. L. Pimentel, “Entanglement entropy in de Sitter space,”
Journal of High Energy Physics 2 (Feb., 2013) 38, 1210.7244.
[124] J. J. Bisognano and E. H. Wichmann, “On the duality condition for a Hermitian
scalar field,” Journal of Mathematical Physics 16 (1975), no. 4 985–1007,
http://scitation.aip.org/content/aip/journal/jmp/16/4/10.1063/1.522605.
88
[125] W. G. Unruh, “Notes on black-hole evaporation,” Phys. Rev. D 14 (Aug., 1976)
870–892.
[126] S. A. Fulling, “Nonuniqueness of Canonical Field Quantization in Riemannian
Space-Time,” Phys. Rev. D 7 (May, 1973) 2850–2862.
[127] P. C. W. Davies, “Scalar production in Schwarzschild and Rindler metrics,”
Journal of Physics A Mathematical General 8 (Apr., 1975) 609–616.
[128] W. G. Unruh and N. Weiss, “Acceleration radiation in interacting field
theories,” Phys. Rev. D 29 (Apr, 1984) 1656–1662,
http://link.aps.org/doi/10.1103/PhysRevD.29.1656.
[129] A. J. Ferris, “Fourier Transform for Fermionic Systems and the Spectral Tensor
Network,” Phys. Rev. Lett. 113 (Jul, 2014) 010401,
http://link.aps.org/doi/10.1103/PhysRevLett.113.010401.
[130] M. B. Hastings, “Locality in Quantum Systems,” ArXiv e-prints (Aug., 2010)
1008.5137.
[131] G. Rigolin, G. Ortiz, and V. H. Ponce, “Beyond the quantum adiabatic
approximation: Adiabatic perturbation theory,” Phys. Rev. A 78 (Nov., 2008)
052508, 0807.1363.
[132] C. De Grandi and A. Polkovnikov, “Adiabatic Perturbation Theory: From
Landau-Zener Problem to Quenching Through a Quantum Critical Point,” in
Lecture Notes in Physics, Berlin Springer Verlag (A. K. K. Chandra, A. Das,
and B. K. K. Chakrabarti, eds.), vol. 802 of Lecture Notes in Physics, Berlin
Springer Verlag, p. 75, 2010. 0910.2236.
[133] G. Nenciu, “Linear adiabatic theory. Exponential estimates,” Communications
in Mathematical Physics 152 (1993), no. 3 479–496,
http://projecteuclid.org/euclid.cmp/1104252515.
[134] M. Levin and X.-G. Wen, “Detecting Topological Order in a Ground State
Wave Function,” Phys. Rev. Lett. 96 (Mar, 2006) 110405,
http://link.aps.org/doi/10.1103/PhysRevLett.96.110405.
[135] T. Grover, A. M. Turner, and A. Vishwanath, “Entanglement Entropy of
Gapped Phases and Topological Order in Three dimensions,” Phys.Rev. B84
(2011) 195120, 1108.4038.
89
[136] S. Bravyi, D. Poulin, and B. Terhal, “Tradeoffs for Reliable Quantum
Information Storage in 2D Systems,” Physical Review Letters 104 (Feb., 2010)
050503, 0909.5200.
[137] W. Brown and D. Poulin, “Quantum Markov Networks and Commuting
Hamiltonians,” ArXiv e-prints (June, 2012) 1206.0755.
[138] H. Araki and E. H. Lieb, “Entropy inequalities,” Communications in
Mathematical Physics 18 (1970), no. 2 160–170,
http://projecteuclid.org/euclid.cmp/1103842506.
90
