Frequency weighting capabilities are introduced in a recent subspace based frequency domain identification algorithm. Weighting matrices constructed from the impulse response of weighting filters are used to weight a Hankel matrix prior of deriving the signal subspace by the singular value decomposition. The resulting algorithm is shown to asymptotically produce models which are the frequency weighted balanced truncation of the identified system. An illustrative example shows the applicability of the method for finite data.
Introduction
In most practical identification applications it is important to be able to shape the resulting identification error. Often prior information is available which can be used to improve the model quality. A most common knowledge is the frequency content used in the excitation and the spectral density of the noise sources. For identification in the time domain this is accomplished by pre-filtering input and output data [6, 111. For frequency domain methods, i.e., when samples of the frequency response functions is the primary data, it is often quite straight forward to use weightings since most methods are based on parametric optimization techniques. The archetypical situation is the minimization of a frequency weighted norm
M -1

G ( z ) = arg min
IlF,"(Gk -G(ej""))Ftl]
G ( z ) E M k=O
where Gk are the A4 measured frequency responses and G(z) the identified model from some model set M . Here F{ is the output weight matrix and F: the input weight matrix. For the single input and/or single output case it suffices with one weight matrix since G ( z ) in this case is vector or scalar valued.
The aim of this contribution is to present an algorithm which produces a suboptimal solution. The . By introducing a particular frequency weighted state space basis followed by state truncation a lower dimensional model results which has a frequency weighted truncation error. Successful applications are reported [l, 141. In (12, 131 the frequency weighted balanced realizations are used to interpret which state-space basis estimated models using subspace based algorithms will belong to. Also the direct identification of a lower order model is discussed for various subspace algorithms.
Most model reduction methods assume the knowledge of a high order system and the task is to find a lower order model with desired model error properties usually given as bounds of the frequency response of the model error. In this contribution we instead assume frequency response measurements of a high order system (possible infinite dimensional) are available and we directly identify a low order model. By using frequency weights we show that the user is free to tune the identification in order to obtain a good fit for important frequency ranges.
The paper has the following outline. In the next section we introduce the problem and fix some notation. Section 3 describes the frequency weighted balanced truncation. In Section 4 we present the identification algorithm and analyze it's properties. Section 5 contains an illustrative example and is followed by the concluding section.
Identification Problem
Our focus will be on stable discrete time systems. The input-output properties of such a system can represented by the impulse response g k by the convolution where y ( t ) E R p , u(t) E R" and g k E R p x m . If the system is of finite order n it can be described by a state-space model 
The frequency response of (1) is
k=O which for the state-space model (2) can be written as
Our problem formulation is: Given M measured
of the frequency response of the system at equidis-
a finite dimensional state-space system (2) of order n, denoted by G, such that the true system and the identified model are "close". In (6) G(ejWk) represents the system frequency function (4) and nk denotes the noise. Closeness between systems is quantified by the distance between the true and estimated transfer functions and is given by
where F,(z) and Fy(z) are user supplied stable filters which are used to shape the modeling error.
Frequency Weighted Balanced Model Reduction
This section is based on the material in [U, Chapter 5.31. The technique of balanced truncation introduced in [9] and [lo] is now a much used method for model reduction. This technique was extended [3., 21 to also enhance the fit in certain frequency regions by user supplied weighting filters.
Given a model G(z) E Cpxm of order n , the aim is to find a lower order model Gl(z) E Cpxm, 1 < n minimizing IlFy(z)(G(z) -Gl(4)Fu(4 llm where Fy(z) E Cpxp and F,(z) E C m x m are the output and input frequency filters respectively. These filters are chosen by the user to influence the distribution of the error to certain frequencies. The idea is based on considering the cascaded system
A particular state space basis is determined by diagonalizing parts of the observability and controllability Gramian for the cascaded system (8 If the realization of G(z) undergoes a similarity transformation T E RnXn
it is easy to show that
In a similar fashion as for the classical balancing prob-
it is always possible to make the two Gramian matrices diagonal and equal for a proper choice of transformation matrix T . with All E RzXz, BI E R J x m and C1 E R p x l , a reduced order model is given by the realization ( A l l , B1, C 1 , D ) . The reduced order transfer function is then 
G~( z )
= C i ( z 1 -A11)-'B1 + D.
Frequency Weighted Identification
In this section we introduce a frequency weighted version of the subspace based algorithm [7] . This dgorithm is based on the geometrical properties of a Hankel matrix H constructed by the coefficients resulting from the inverse discrete Fourier transform of the noise-free samples of the true system frequency function. It is straight forward [7] to show that
where is the q-block extended observability matrix and
is the r-block column controllability matrix. This shows that H has rank n, the system order. The column space of H thus equals the column space of 0. By using the singular value decomposition H = UsEsKT where U, E EtWQPxn, U,C:/2 is the extended observability matrix of some realization of the true system. By utilizing the block shift properties of this matrix the 2 and matrix can be determined Theorem 1 Suppose A4 equidistant noise-free frequency samples of a stable linear system G of order n are given. Let F,(z) and Fy(z) be any stable filters with I), and D, matrices of full rank. Let G be the identified system of order 1 < n using Algorithm I .
Then G converges to the frequency weighted balanced truncation of G and C , + C(Fu, Fy) as M , q , r -+ 00.
Proof: Stability implies A2M -+ 0 as M -+ 00 and it is well known that hi converges to the impulse response g k Consequently, from (12) we obtain H = OC. In (18)- (20) which is equal to formula (18) (with the new notation U l , C1 and V I ) . By similar arguments it directly follows that C 1 and B1 is obtained by formulas (19) We are now ready to present the main result of this paper.
and ( Although C, + C (F,,F,) we can not bound the identification error by (11) by using only data since Qk and p k are quantities which depend on the high order system. In the next section we will evaluate the practical applicability of the method by considering a small example. Case 1 Algorithm 1 with low pass frequency filter.
Case 2 Algorithm 1 with high pass frequency filter.
Case 3 Algorithm 2 with low pass frequency filter.
Case 4 Algorithm 2 with high pass frequency filter.
Since we are dealing with a SISO system we let F,(z) = Fy(z) and use a fifth order standard Butterworth filter with cut-off frequency 0 . 4~ rad/s in the low-pass form for Case 1 and 3 and in high-pass form for the other two cases. In Figure 1 the results of the four cases are presented. The solid graphs are the magnitude of the original fourth order system. The dashed graphs represent the estimated second order models for the four different cases. The magnitudes of the frequency filters are shown as dotted lines and the dash-dotted lines are the magnitude of the difference between the original model and the second order estimated models. In all four cases the peak is correctly estimated which indicates that the pole locations in the desired frequency band have been properly found. The final error in the weighted frequency band is lower for case 3 and 4. This stems from improved DC-level and zero locations by the additional weighted least-squares step found in Algorithm 2. Based on this example it is clear that the frequency weights F, and F, make the algorithms focus on a selected frequency range.
Conclusions
In this paper we have shown how the identification algorithms [7] can be augmented with frequency weighting capabilities. We do this by using a technique closely related to frequency weighted balanced model reduction [2]. As the size of the Hankel matrix tends to infinity, we show that the identification method yields a model which is the frequency weighted balanced truncation of the high order system. By considering an example, the applicability of the new frequency weighted algorithms to the case of finite data has been shown to be adequate. The algorithms are thus well suited for lower order modeling directly from frequency data. This approach is thus a viable alternative to the two step approach of higher order modeling followed by a model reduction step. 
