Abstract-A new bandlimited two-parameter Kautz basis, for application to reduced-order modeling (ROM), is proposed. It is derived from the original Kautz basis by means of a pertinent rational frequency transformation, and is shown to be orthonormal over a narrowband frequency interval. By means of obliquely projecting a general th-order state space transfer function onto this bandlimited Kautz basis, we obtain a new ROM technique, which does not belong to the class of Krylov methods, but to the rather more general family of oblique projection techniques. Pertinent features of the new method are the reduction in computational effort and the fact that a more efficient ROM approach is obtained by focusing on the frequency band under scrutiny. The robustness and accuracy of the new method is illustrated by applying it to a number of benchmark examples.
I. INTRODUCTION
T HE use of reduced-order modeling (ROM) in order to obtain compact descriptions of initially large linear state space models has become a standard component in computer-aided design methodologies for high-density VLSI circuits and for electromagnetic and electromechanical systems. Two ROM approaches can currently be distinguished. The first approach is the balanced realization method [1] , which is accurate enough in general, but requires large computing resources to calculate the underlying Grammian matrices. The second approach consists of the projection-based Krylov-subspace methods [2] , which are much faster since they are based on the block nonsymmetric Lanczos or block Arnoldi algorithms. However, it is known that these algorithms, especially in the Lanczos case, frequently suffer from breakdown conditions [3] , although these breakdowns can be avoided by using so-called "look-ahead" techniques.
Another approach, based on a projection onto a scaled orthonormal Laguerre basis, followed by a singular value decomposition (SVD) step, was proposed in [4] , [5] . However, the Laguerre basis being a typical low-frequency orthonormal basis, it is not at its best in zooming in and performing ROM on typical bandpass systems. A better basis for bandpass systems is the two-parameter Kautz basis [6] , since it contains a control parameter allowing one to deal with structures with simple or multiple resonances. In this paper, we define a new bandlimited Kautz basis, derived from the original Kautz basis by means of a judiciously chosen rational frequency transformation [7] , which is shown to be orthonormal over a narrowband frequency interval. By means of obliquely projecting the original transfer function, which may be expressed quite comprehensively in general polynomial th-order state space format, onto the bandlimited Kautz basis, we obtain a new ROM technique, which does not belong to the class of Krylov methods, but to the rather more general family of projection techniques [8] , [9] .
The main advantage of the oblique projection method is that the two projection matrices involved contain only half the number of columns as compared with the number of columns in the simpler orthogonal projection methods with one projection matrix. Another advantage of the new technique, besides its pertinent bandlimited approach, is that it reduces a given polynomial th-order system into a new polynomial th-order system of lower degree. Note that this means that we reduce the dimension of the characteristic polynomial matrix while preserving the order of the characteristic polynomial. This is of particular importance in the case of second-order systems , which are frequently employed to describe mechanical and electro-mechanical systems [10] .
II.
TH-ORDER STATE SPACE MODELS Notation: In the sequel stands for the transpose of the matrix , stands for in the case of square matrices, is the -dimensional identity matrix and is the Laplace transform variable. By a real-rational function we mean a rational function such that the complex conjugate for all real . Consider a rational multiport matrix transfer function of the form (1) where and are respectively and real matrices and is a characteristic polynomial matrix defined as (2) where all are matrices. Note that the rational transfer function description (1) we have a so-called second-order system, frequently employed to describe mechanical and electro-mechanical systems [10] . It should be noted that it is always possible to transform the th-order system (3) into an equivalent first-order system of degree by putting . . .
. . .
The contrary however is false: given a general first-order system of degree , it is not possible in general to write it in the form (3). This is a consequence of the special sparse structure of the matrices involved in (4), (5) .
The main objective of ROM, when the system degree is large, is to replace with a ROM transfer function of lower degree, such that is close to over a certain frequency range. In projection based ROM [8] , [9] this is implemented by means of matrices , satisfying the biorthogonality constraint , yielding the ROM (6) Note that thus defined is again an th-order system of the form (7) with (8) It is clear that the crux of projection-based ROM relies in obtaining suitable matrices , . In order to do so, as discussed in Section III, we must first get some insight in what is meant by projection methods and to analyze the underlying oblique projections and idempotents. Then, as discussed in Section IV, we will set our minds on obtaining a suitable bandlimited rational orthonormal basis. Finally, in Sections V and VI, a comprehensive bandlimited ROM algorithm, involving the two-parameter bandlimited Kautz basis derived in Section IV, will be implemented and tested on three benchmark cases consisting of two electromagnetic and one mechanical example.
III. OBLIQUE PROJECTIONS AND IDEMPOTENTS
Oblique projections [11] , [12] and idempotents arise quite naturally when aiming at solving linear systems. To capture the idea, let us attempt to solve (9) where is an real matrix and is an column vector. Following [12] , we can approximately reduce (9) to a linear system of lower order by introducing the left and right matrices , of size and the new column vector of unknowns such that (10) is an approximation to , i.e.,
. Then, projecting (9) by means of (11) we obtain, after solving for and , (12) where we suppose to be nonsingular. Defining (13) it is easily seen that is an oblique projector or idempotent, i.e., satisfying . An alternative definition of idempotency is that is diagonalizable with sole eigenvalues 0 and 1. From this we deduce that , the range of , i.e., the span of the eigenvectors with eigenvalue 1, and , the nullspace of , i.e., the span of the eigenvectors with eigenvalue 0, form complementary subspaces [13] . Hence, from (12) it follows that when , then . We also have the following interesting result concerning the closeness of different idempotents of the form (13)-see also [14] .
Theorem 1: Let , be two real square matrices and , two real matrices with such that and are nonsingular. Then the idempotents and as defined in (13) are such that is nilpotent.
Proof: It is seen that (14) and hence (15) This can be interpreted as meaning that and are not close in the sense that , but in the sense that .
Another important result, which will be extensively utilized in Section V, is as follows. Proof: First, when we have that is an orthogonal projector, i.e., . Writing down the "economy-size" SVD of as we find that (19) since has orthogonal columns, i.e., . A rather unwanted property of nonvanishing idempotents is that, although the spectral radius (maximal absolute eigenvalue) is unity, the spectral norm (maximal singular value) can be much larger than unity. Regarding this aspect of idempotents we have the following:
Theorem 3: Let be a nontrivial idempotent, i.e., , with nulspace and range . Then, the spectral norm is , where is the angle between and , defined as (20) Proof: See [13] . Note that when is an orthogonal projector, we have and hence , since in that case nullspace and range form orthogonal complements, i.e., .
IV. BANDLIMITED RATIONAL BASES
Before proposing our bandlimited ROM algorithm in the next section, we need to describe a convenient bandlimited orthonormal basis on which to project the transfer functions under scrutiny. Let us first consider the simple real-rational Laguerre basis (21) where . This basis is known to be a complete orthonormal basis in the Hardy space of functions analytic in the open right halfplane with extension on the imaginary axis. The same can be said about the two-parameter Kautz basis [16] (22) (23) where . It should be noted that the two-parameter Kautz basis description (22) , (23) utilized herein is a more symmetric description than the one presented in [6, p. 268] in the sense that for , the two-parameter Kautz basis (22) , (23) simplifies to the Laguerre basis (21) . All two-parameter Kautz basis functions exhibit the same frequency behavior in magnitude, i.e., we have for all that (24) When , the function peaks at the value (25) and when is sufficiently small. Hence, for these particular choices of and , the two-parameter Kautz basis seems appropriate when dealing with bandlimited systems in the vicinity of a resonant peak. However, the main problem with the orthonormality (26) is that it extends over an infinite frequency range, and hence at first sight it seems impossible with this two-parameter Kautz basis to zoom in on a narrowband frequency range. We would certainly be better off if we could dispose off a real-rational basis with orthonormality over a frequency range with compact support such that (27) Now, if we take to be the symmetric narrowband support , with , this can be obtained [7] by projecting the orthonormality relation (26) onto an orthonormality relation over by means of the rational frequency coordinate transformation (28) Using the coordinate transformation (28) the orthonormality relations (26) can be written as (29) This results in the bandlimited orthonormal real-rational basis , it is certain, by orthonormality, that they decrease in norm, but one cannot in general safely estimate the actual rate of decrease. Regarding the angle , it may be conjectured that the pertinent idempotents are also close to orthogonal projectors, but it is difficult to provide hard proof of this. However, it should be noted that in the numerical simulations and comparisons with existing methods, we have observed that our method performs remarkably well in a host of very different situations.
Important Remark: In the symmetric case , , it is clear that we have and , implying and , which is then an orthogonal projector. In that case the reduced-order transfer function simplifies to (53) where, by the Corollary of Theorem 2, is the left factor of the "economy-size" SVD of . Note also that the same approach can be followed if our only aim is to match the coefficients or alternatively the coefficients by means of an orthogonal projector of the form .
B. Implementation
A key issue is the actual calculation of the matrix coefficients , . By virtue of the orthonormality of the bandlimited two-parameter Kautz basis, these matrix coefficients can be obtained by means of the integrals (42), which therefore need to be evaluated. Since the integrands of (42) are real-rational, the coefficients , are real and can be written as (54) and similarly for . If we opt for quadrature points with positive weights , we obtain the approximations
where the matrices , are the solutions of the linear equations (56)
The basis functions are not calculated by means of the explicit expressions (22) , (23) , but more efficiently by making use of the simple recursive relationship (57) Note that, since our numerical simulations deal with low polynomial-order ( , 2) state space formats, we compute the matrices, and hence the and matrices, directly from the polynomial expansion (2) . For simplicity, we will adopt a -point trapezoidal rule in the simulations of the next Section. Once the coefficients and/or have been calculated, the matrices and/or can be constructed, and Theorem 2 can be invoked to construct the pertinent projection matrices and/or .
VI. NUMERICAL SIMULATIONS
In this section, a number of numerical examples are investigated. The bandlimited Kautz ROM technique will be applied to two electromagnetic systems and one mechanical system. The bandlimited Kautz basis functions (22), (23), (30) require four parameters , , and . Comparison with the bandlimited Laguerre ROM method of [7] shows that, in addition to the parameters and which determine the bandwidth, two more degrees of freedom and have to be fixed. When presenting the numerical results, it should be noted that the algorithm's parameters are rescaled to yield genuine frequency values instead of angular frequency values, according to the simple scaling , , and . In the sequel, we will distinguish three types of parameter choices. The "bandlimited Laguerre setting" is a special case which is identical with the method presented in [7] . In that case, the parameters are , , where we define (58)
We also consider the "symmetrical setting" and the "resonance setting" with the estimated resonance frequency of the configuration at hand. This last setting is particularly interesting due to the fact that this parameter choice yields quicker convergence in the case of resonant systems. In the examples below, the relative error norm of the real part of a transfer function with respect to a reference transfer function is defined as (59)
A. Resonances in Electromagnetic Systems
In order to demonstrate the robustness of the method, the bandlimited Kautz ROM technique will be applied to two particular bandlimited reductions of finite-difference time-domain (FDTD) state space systems. The first system features a sharp resonance which needs to be characterized with high precision and the second system is a very large state space system model of a coaxial transmission line with square cross-section. Both systems are constructed by discretizing space according to a Yee scheme [20] with an identical space discretization step in all spatial dimensions, and without discretizing time [19] . The physical simulation domain is terminated by a Mur [21] first-order absorbing boundary condition. The resulting system of equations is then written in descriptor state space format. The input to the system is an FDTD soft current density source defined along a line. The output is a recorded voltage, resulting from integrating the electrical field components along the same line. Hence, the transfer function represents an input impedance. The resulting electromagnetic system is subsequently written as (60) The vector contains all the and field variables, the scalar is the imposed current and the scalar is the recorded voltage. The -matrix contains the permittivities of the media and the -matrix stores the conductivities and the topological connectivity information. The -and -matrices are large but sparse. Details on the method can be found in [19] . The examples show that a particular choice of the bandlimited Kautz method's parameters substantially speeds up the algorithm's convergence for resonant systems.
In simulation contexts, where ROMs are to be plugged into larger global frameworks, the accuracy of the reduced model proves to be of utmost importance. The experience with several of the examples presented below, shows that the CPU time per solve (56) is more or less constant. Therefore, a more accurate model with will only take 20% longer to calculate compared to a less accurate reduction with . We want to stress at this point that due to the large sizes of the systems we are discussing below, the use of standard LU decompositions for solving (56) is highly inappropriate, since the sparsity of the local descriptions (60) implies that iterative solvers such as LSQR or GMRES should be used to provide fast reductions.
1) Interconnect System:
The first example is a small interconnect consisting of two parallel perfectly electric conducting (PEC) conductors in free space, terminated with a lumped resistive load of 10 , implemented as a symmetrical termination of two parallel lumped resistors of 20 at the end of the transmission line. The structure is depicted in Fig. 1 . The dimensions are in units of 0.1 m. The length of the parallel conductors is 30 m and their width is 0.2 m. The size of the discretization step is m. The simulation volume counts . Counting about 6 field variables per elementary cell, we obtain exactly 142905 field variables, representing the total number of electric and magnetic field variables in the simulation domain. Due to the rather low termination of 10 , the input impedance exhibits a resonance with a relatively high Q factor. This resonance is to be expected at the frequency where two times the conductors' length added to twice the distance between the conductors equals one wavelength. Hence, we may expect a resonance at m GHz. A bandlimited Kautz reduction of the system was made with the parameters GHz, GHz defining the simulation bandwidth. The number of quadrature points is . The transfer function, i.e., the input impedance , was first calculated with the symmetrical parameter setting . A second simulation was run with the resonance setting and MHz. The real parts of the reduced input impedance functions for these two parameter choices are shown in Fig. 2 , together with the simulation result of a bandlimited Laguerre reduction ( , ). In Fig. 3 , the corresponding imaginary part is depicted. The results for the different parameter choices coincide completely. This is a strong indication that the method is very robust with respect to the choice of different values for and .
In order to obtain a clearer picture of the convergence properties for the different parameter choices, the maximum of the real part, depicted in Fig. 2 , was investigated. The parameter was swept between 1 Hz and 1 GHz. The convergence behavior for some of these values is shown in Fig. 4 . In this figure, the relative error of the real part of the transfer function with respect to the mean of the values obtained at , as a function of the size of the reduced system , is shown. Here, is the frequency where the maximum is situated. At , the maximum is , 9.89612938 , 9.89612942 and 9.89612936 for the settings bandlimited Laguerre, Kautz (symmetric setting) with , Kautz (resonance setting) with GHz and Kautz (resonance setting) with MHz (see figure caption) , respectively. Clearly, the resonance type setting leads to a quicker convergence. More confirmation of this conclusion will be provided in the next example. In order to compare the proposed method with other reduction techniques, we compared the interconnect example with the multipoint Padé algorithm presented in [9] . In Fig. 5 the relative error norms of the real parts of the transfer functions with respect to their "converged" transfer function at is shown as a function of frequency. The number of quadrature points chosen is . The Kautz reduction method was implemented using the bandlimited setting with . For both reduction methods, the same frequency points were chosen in order to have a sound comparison. Therefore, in the multipoint Padé method, purely imaginary matching points were chosen. The curves shown correspond with only one Krylov vector per matching point. Even for a low -value, the multipoint Padé reductions shown in Fig. 5 exhibit small errors in the lower part of the spectrum. The Kautz algorithm needs a higher -value in order to provide small errors for the lower part of the spectrum, but guarantees a more or less equal error over the complete simulation bandwidth. The maxima of the error function curves presented in Fig. 5 , are subsequently plotted as a function of the reduction order in Fig. 6 . It is apparent that the Kautz algorithm is able to provide smaller maximal errors for equal reduction orders. The multipoint Padé method exhibits an increasing relative error norm in the higher part of the spectrum, even for a relatively high reduction order. The advantageous frequency independent reduction convergence property of the Kautz algorithm, as seen from the present example, is a consequence of the frequency properties of the Kautz basis functions, which for some choices corresponding with the special case presented in [7] even boil down to a product of a lowpass filter with a weighed sum of bandpass filters. Other simulations, using the multipoint Pade method, with a higher number of Krylov vectors per matching point did not result in better convergence. We ran a simulation with five frequency points. For each frequency point, four derivatives were calculated (including the zeroth). The convergence behavior was not as good as the results obtained with 20 frequency points and 1 derivative per frequency point (thus obtaining a reduced system of the same size:
). More simulations, where a combination of real and complex frequency points were selected, have been performed. Neither of those calculations provided better results.
It has also been investigated whether the superior results for the Kautz reduction could be due to the-for large systems often numerically less accurate-modified Gram-Schmidt (MGS) orthogonalization. Accordingly, we implemented a second algorithm where the original multipoint Padé method was combined with the same SVD algorithm utilized in the Kautz algorithm. However, no significant difference could be discerned. This leads to the conclusion that for the size of this particular example, MGS provides adequate orthogonalization.
2) Large Transmission-Line Example: We consider the long coaxial transmission line depicted in Fig. 7 , terminated at each end by a parallel network of lumped resistances of 250 each. The symmetric termination is necessary in order to be able to represent the structure by the TEM transmission-line equivalent of Fig. 8 . The elementary space step is mm. The outer dimensions of the rectangular cross section measure 12 mm by 12 mm, the inner conductor dimensions are 2 mm by 2 mm and the length is 278 mm. The simulation volume counts 115200 elementary cells, stemming from a 20 20 288 discretization. The total number of resulting field variables is 557248. The coaxial line is air-filled and the conductors are PEC. We also ran simulations with other typical dielectric materials, without experiencing numerical problems. The input current source is placed exactly in the middle.
The characteristic impedance of the structure was calculated by a 2-D solver yielding . The real part of the input impedance simulated with the Kautz reduction method and the "resonance setting" parameter choice ( MHz, ) is depicted in Fig. 9 as a function of frequency. The number of quadrature points is . For each of these curves, the corresponding projection matrices consist of columns. The selected bandwidth is the interval GHz GHz ]. The obtained input impedance functions coincide nicely in the selected bandwidth. As a consequence of the symmetrical current source excitation, the simulated impedance equals twice the input impedances of two 139 mm long transmission lines, as depicted in Fig. 8 . We imposed a load impedance of exactly 50 , realized by five parallell 250 lumped resistors. Transmission-line theory predicts that twice the input impedance should vary between i.e., 50 and i.e., 208.4 . The correspondence between these predictions and the simulation results is very good. In contrast with the bandlimited Laguerre reduction method [7] , nice extrapolation outside the bandwidth, (e.g., up to dc, as in the first numerical example of [7] ), is not observed when . In order to examine the convergence properties of the algorithm, the minimum of the real part of the transfer function in the frequency interval [5 GHz, 6 GHz] was investigated. Its relative error with respect to the value at is plotted in Fig. 10 . Here, is the frequency where the minimum occurred. For , the minimum is , 23.481 and 23.440 for the resonance, symmetrical and bandlimited Laguerre settings (see figure caption) respectively. It can be seen that choosing different from zero, but inside the interval leads to quicker convergence. Also here, choosing the resonance or symmetrical settings clearly leads to optimal convergence.
Instead of using both the left and right projections to obtain the necessary information for the calculation of the reduced system's matrices, or, stated otherwise: instead of calculating both the and projection matrices (see the Important Remark of Section V), we could also consider using only the information of the left projection, and hence, calculate only . This last approach has the advantage that all the vectors defining the projection matrices are mutually orthogonal, whereas in the oblique biorthogonal case (see Theorem 2), the vectors of and are not necessarily orthogonal.
In Fig. 11 , a biorthogonal projection reduction with resonance setting ( MHz, GHz, , GHz GHz ) is compared with three orthogonal reductions with simulation bandwidth GHz GHz and with parameter choices We would like to remark that, in order to match an equal amount of matrix coefficients, the orthogonal projection matrix needs twice the amount of columns as compared to the number of columns of both the and projection matrices in the biorthogonal case. The four transfer functions are however identical in the requested bandwidth. Hence, the biorthogonal reduction method has the advantage that the projection matrices contain only half the number of columns in comparison with the bandlimited Laguerre method or similar reduction methods. This is important since it leads to decreased memory requirements, as the orthogonalization of the projection matrix is the memory bottleneck for large ROM problems. The examples presented in this paper were calculated on a 2 GB Linux PC. The 288 mm long transmission-line example needed about 1.8 GB of memory during the orthogonalization with the bandlimited Laguerre reduction method. If one extends the length of this transmission line to 588 mm, but with the other dimensions and the discretization step kept unchanged, we are still able to reduce this larger system, using the biorthogonal projection reduction. The reduced transfer functions for are depicted in Fig. 12 . The parameter choices are ( , , , GHz GHz ). The degree of the unreduced system is 1136848. During the calculations, we noticed that the condition numbers of the reduced matrices resulting from the biorthogonal reduction were significantly worse than those which emerged from the orthogonal reduction. However, for this particular example, this did not give rise to significant loss of accuracy in the transfer functions.
B. A Mechanical System
As an example of a higher order system, we study a secondorder mechanical system. Such systems constitute a recent reseach topic [17] , [18] . The importance of an accurate prediction of resonant behavior in second-order systems was stressed in [10] . In that article, the catastrophic closing of the Millenium bridge over the river Thames three days after its opening, due to the occurrence of an excessive 10-cm oscillation, is mathematically investigated. Here, we will discuss a similar case of a model of a large building, in our case a large city hall [22] . The model is derived by applying the finite element method to the equations governing the dynamics of the motion of the building. The system describes the coordinate vector as a function of an external force vector . The equations describing the building's dynamics can be written as (61) Here is the mass matrix, is the damping matrix, is the stiffness matrix and is the external force vector. Since the and matrices are related to the kinetic and strain energy respectively, they are symmetric and positive definite. The , and matrices are of size 26294 26394. We performed a model-order reduction of the system, using the ban- dlimited Kautz reduction method. Since orthogonal projections guarantee the conservation of positive definiteness, the pertinent reduced matrices are also positive definite. The matrix accounts for the damping properties, which are [10] often difficult to assess as accurately as the mass and stiffness matrices. For this particular mechanical system, is modeled as a linear function of and (62) with typical constants and . The bandwidth under scrutiny is . The other simulation parameters are and . The real part of the response of the building system is shown in Fig. 13 , where the ROM transfer functions (63) are shown for . Note that the original is the 26394 1 column vector with all its entries equal to 1. Hence, the original transfer function describes the sum of all the coordinates , resulting from a unit force function applied to all building segments. The corresponding imaginary part is depicted in Fig. 14. Significant resonant behavior is detected in the bandwidth [0.1 Hz, 1 Hz]. In order to check the convergence properties of the reduction algorithms, we made a comparison with the (tedious) calculation of the complete original system prior to reduction. In order to limit calculation times to a reasonable amount, only 500 frequency points were used. In Fig. 15 the real part of the transfer function is shown (only a part of the simulation bandwidth is shown, 50 frequency points). The imaginary part can be found on Fig. 16 . The results coincide nicely. Recently, other methods capable of reducing state space systems while preserving the systems's special structure (such as second-order structure) have appeared in the literature [23] - [26] .The parameter matching reduction method proposed in [23] requires the three pertinent matrices to be symmetric. In our building example these conditions are fulfilled. The comparison with the parameter matching method is presented below. In Fig. 17 the real parts of the transfer function for are depicted for the Kautz reduction method with , , and (dashed line), together with the real parts of the transfer function obtained with the parameter matching reduction method (dash-dot line). In order to compare the convergence properties of both methods, the result of a direct inversion with a sparse LU method (full line) is included. The parameter matching method appears to be less accurate in the oscillatory parts of the simulation bandwidth. The comparison of the relative error norms for these transfer functions is depicted in Fig. 18 . The mean error associated with the Kautz reduction is 3.38% whereas the error due to the parameter matching method is 29.98%.
