We present an efficient strategy for the numerical propagation of small Solar System objects undergoing close encounters with massive bodies. The trajectory is split in several phases, each of them being the solution of a perturbed two-body problem. Formulations regularized with respect to different primaries are employed in two subsequent phases. In particular, we consider the Kustaanheimo-Stiefel regularization and a novel set of non-singular orbital elements pertaining to the Dromo family. In order to test the proposed strategy, we perform ensemble propagations in the Earth-Sun CR3BP using a variable step-size and order multi-step integrator and an improved version of Everhart's radau solver of 15 th order. By combining the trajectory splitting with regularized equations of motion in short-term propagations (one year), we gain up to six orders of magnitude in accuracy with respect to the classical Cowell's method for the same computational cost. Moreover, in the propagation of asteroid (99942) Apophis through its 2029 Earth encounter, the position error stays within 100 meters after 100 years. In general, as to improve the performance of regularized formulations, the trajectory must be split between 1.2 and 3 Hill radii from the Earth. We also devise a robust iterative algorithm to stop the integration of regularized equations of motion at a prescribed physical time. The results rigorously hold in the CR3BP, and similar considerations may apply when considering more complex models. The methods and algorithms are implemented in the Naples Fortran 2003 code, which is available online as a GitHub repository.
INTRODUCTION
The reliable and accurate prediction of planetary close encounters is paramount in Space Situational Awareness (SSA), dynamical astronomy and planetary science.
Interest on this topic was first spurred in the xix century by the search for the origin of short-periodic comets. According to the capture hypothesis, originally attributed to Laplace and further developed by Le Verrier (Everhart 1969) , they hail from long-periodic comets experiencing close encounters with Jupiter that decrease their orbital energy. It was one of these encounters -ended up with the disintegration of Comet Shoemaker-Levy 9 in Jupiter's atmosphere in July 1994 -that drew attention on the possibility that E-mail: d.amato@upm.es such a fierce event could happen on Earth. The episode built momentum for modern large-scale asteroid surveys, which spectacularly increased the number of catalogued main belt and Near-Earth Asteroids (NEAs) and posed the basis for impact monitoring activities.
Close encounters have been found to induce exponential growth of the distance between initially close trajectories, leading to the decrease of Lyapunov times (Tancredi 1998) . In fact, initially close trajectories diverge linearly after one encounter due to different post-encounter orbital periods. However, the divergence accumulates multiplicatively after each encounter, eventually resulting in an exponential behaviour (Valsecchi et al. 2003) . The latter is a necessary condition for chaotic trajectories to arise (Devaney et al. 2003, p.50) .
Discovering NEAs with highly nonlinear dynamics re-quires to routinely propagate thousands of initial conditions, following orbital updates coming from observations. The required computational load might become critical when newgeneration NEA surveys will settle into place and greatly increase the frequency of observations. For NEAs in which the orbit determination process is nonlinear, some of the currently operating impact monitoring systems propagate the orbital probability density function by using a Monte Carlo approach in a unidimensional subspace, the Line of Variations (LOV). The LOV is sampled, generating several thousands of Virtual Asteroids (VAs) that need to be numerically propagated with a sophisticated dynamical model for subsequent analysis (Milani et al. 2005) . Using efficient numerical techniques might bring about significant savings in computational cost. Increasing the accuracy of numerical propagation can also improve the estimation of impact probabilities.
When integrating numerically the equations of motion, planetary close encounters introduce a sudden spike in the magnitude of the right-hand side (i.e. the vector field describing the evolution of the state vector), which may disrupt the integration. Considerable effort has been dedicated to improving the accuracy of the solutions in such cases. Everhart (1974 Everhart ( , 1985 , while working on cometary debris, developed a very efficient single-step integrator, radau, which has been extensively applied in the integration of planetary close encounters and multiple star systems. Its strength relies in the choice of Gauss-Radau spacings for the substeps, which allow to build a 15 th -order numerical scheme with only seven substeps. This integrator has been recently improved by Rein & Spiegel (2015) in the ias15 code, which achieves outstanding performances in the integration of cometary orbits affected by close encounters with Jupiter.
Dynamical astronomers have classically used symplectic numerical schemes in long-term integrations covering time spans comparable to the age of the Solar System. Due to their Hamiltonian-preserving nature they keep the energy error bounded in many situations, however the symplectic character is lost if the time step of the integration is changed. Nevertheless, several symplectic algorithms capable of efficiently handling close encounters have been developed. In the method of Chambers (1999) , implemented in the MER-CURY package, a switch from a completely symplectic to a hybrid regime is applied when two bodies get close enough. A conventional integrator is used for the close encounter terms of the Hamiltonian together with those corresponding to the two-body problems with the Sun, while the other terms are solved symplectically. The method by Wisdom (2017) , which only treats massless test particles, improves on the latter by employing Jacobi coordinates rather than democratic heliocentric ones, and by using a smoother switching function. Duncan et al. (1998) devised a variant of mixed-variable symplectic methods which applies different time steps to the individual force components during close encounters. Using universal Kepler solvers (Wisdom & Hernandez 2015) , Hernandez & Bertschinger (2015) proposed a second-order symplectic and time-reversible integrator, whose ability to reproduce close encounters efficiently was demonstrated by Hernandez (2016) .
Even with non-symplectic methods, collisional problems can still be solved efficiently in the Hamiltonian formalism, especially if other properties such as time-reversibility are exploited. The method by Kvaerno & Leimkuhler (2000) is based on the time-reversible integration of Hamiltonian equations. It makes use of a continuous switching function to handle close encounters; the latter are numerically integrated by a high-order scheme using Gauss-Legendre spacings. While the integration is performed with a fixed step-size, the method makes use of a first-order Sundman transformation to achieve automatic step-size regulation. Gonçalves Ferrari et al. (2014) also presented a method for the integration of the N-body problem through a splitting of the Hamiltonian into separate two-body problems. The method is not time-reversible (Hernandez & Bertschinger 2015) , and second-order convergence is achieved by a composition of self-adjoint first-order maps.
Hamiltonian methods are ideal for integrating N-body systems in which most of the bodies are mutually interacting. Symplectic methods enable reliable integrations on time spans comparable to the age of the Solar System and are particularly suited for qualitative studies. The mathematical formulation allows for continuous splitting strategies, in which the terms of the Hamiltonian relative to particles undergoing encounters are interchanged continuously between the main and perturbing parts. However, including dissipative forces requires special care (Mikkola 1997; Tsang et al. 2015) , and poses challenges to the accuracy of the methods. Moreover, using variable step-sizes is not straightforward, and high orders of integration are cumbersome to achieve.
Here, we are concerned with formulations of the perturbed two-body problem, which is a special case of the Nbody. We assume the existence of a primary body that exerts an acceleration significantly larger than those of the remaining N −1, which can be considered as perturbing bodies. This approach accurately models the motion of an asteroid with negligible mass, and is the one commonly used in near-Earth asteroid monitoring activities. The positions and velocities of the N − 1 remaining bodies are assumed to be retrieved from tabulated high-precision ephemerides such as the JPL Development Ephemerides (Folkner et al. 2014) . In contrast to Hamiltonian methods, the implementation of both conservative and dissipative perturbations is straightforward, and high-order adaptive solvers can be used without any particular precaution.
In this work, regularized formulations of the perturbed two-body problem are used to propagate close encounters with the Earth. Regularization is an analytical procedure to remove the 1/r 2 singularity from Equation 1. As it will be briefly explained in section 2, it is usually achieved by a transformation of time and of the spatial coordinates. These formulations of dynamics have shown excellent numerical performances due to several characteristics: the solution is well-behaved also close to the primary body; the independent variable is an angle-like quantity (also called fictitious time) which produces an analytical step-size regulation in physical time; the instability of Keplerian motion 1 is mitigated or suppressed; the equations of motion are linear in 1 Consider at a certain epoch a particle following a Keplerian ellipse and another particle having a slightly different position and velocity. The two orbital energies will differ by some amount, and since the orbital period depends on the energy, for arbitrary small variations of the position and velocity after some time the the Keplerian case (Stiefel & Scheifele 1971; Deprit et al. 1994) . Linearization of Equation 1 is also possible without eliminating the singularity at collision. In Burdet's focal method (Burdet 1969) , for example, one of the state variables is the inverse of the orbital radius. Here, we consider also these formulations as "regularized" since the vector field does not explicitly present denominators with powers of r. Due to these characteristics, regularized formulations considerably reduce the global truncation error. The accumulation of round-off error can also be mitigated by adopting a suitable numerical scheme (Hairer et al. 2008; Rein & Spiegel 2015) .
Regularization has proved highly beneficial in integrating the perturbed two-body problem, and regularizations for multiple bodies have been devised (Szebehely 1967, ch. 3). We employ two regularized methods: the KustaanheimoStiefel regularization (Stiefel & Scheifele 1971) , and a set of non-singular orbital elements (Baù et al. 2015) , which stems from the Dromo formulation originally developed by Peláez et al. (2007) for tether bead models. The Dromo elements are strictly related to Burdet's focal variables. The numerical power and mathematical elegance of this method stimulated further work in recent years, which resulted in the inclusion of a perturbing potential (Baù et al. 2013 ) and of time elements (Baù & Bombardelli 2014) . Furthermore, Baù et al. (2015) particularized the original Dromo variables to the case of negative total energy, while Roa & Peláez (2015) and Baù et al. (2016) did the same for the positive case in Minkowskian and Euclidean geometry, respectively.
Formulations of dynamics based on orbital elements are particularly suited to the integration of weakly perturbed problems. However, close encounters generate quasiimpulsive perturbations on a heliocentric scale, which irremediably deteriorate the performance of this class of methods. Therefore, we propose to split the trajectory into heliocentric and geocentric phases, which unfold on different time and distance scales. This approach underlies analytical methods that decompose the full three-body problem in two-body problems with distinct primaries, such as patched conics (Kemble 2006 (Kemble ) andÖpik's (Öpik 1976 Valsecchi et al. 2003) . In a similar manner, we try to exploit the extremely favourable numerical characteristics of element methods for weakly perturbed problems by switching reference systems and primary bodies during the integration of a planetary close encounter.
The question of where (or equivalently, when) to switch during the integration arises quite naturally, and elicits a non-trivial answer. Intuitively, we would switch systems at the surface separating regions of gravitational influence in a restricted three-body problem. Thus, the question ultimately shifts to the definition of such regions. Laplace's sphere of influence and Hill's sphere (Battin 1999, p. 395) are suitable candidates; recently also definitions in terms of the variation of the two-body energy have been attempted (Araujo et al. 2008) . However, none of these explicitly guarantees minimization of the numerical error, in particular when regularized formulations are involved. While this objective requires a rigorous analysis taking into acdistance between the two particles will become bigger than a given bound (Stiefel & Scheifele 1971, p. 75) . count the particular numerical scheme and formulation of dynamics, we have embarked on a preliminary study of the matter.
The performance of the regularized formulations is compared to that of the equations of motion in Cartesian coordinates, both with and without splitting the trajectory. This is accomplished by conducting large-scale simulations in the planar Circular, Restricted Earth-Sun three-body Problem (CR3BP). In these simulations, we propagate an ensemble of trajectories that are affected by a single close encounter with the Earth. The initial conditions are derived from three parameters that fix the encounter geometry. For propagations in which the trajectory is split, the test particles enter and exit the geocentric phase at an assigned distance from the Earth. The accuracy is measured by computing position and energy errors with respect to a reference propagation obtained in quadruple precision, while the number of right-hand side evaluations is considered as a computational cost metric. Moreover, we also investigate the impact of the distance at which the primary bodies are switched on the accuracy and computational cost of integrations with regularized formulations. We extend our results to the long-term propagation (on a centenary scale) of the asteroid (99942) Apophis. We propagate the trajectory for 100 years with the presented methods and analyse the growth of the numerical error in more detail. For the Apophis test case, we also compare our methods to the Bulirsch-Stoer integrator and the hybrid method by Chambers (1999) , which are implemented in the MERCURY package. Thus we assess the feasibility of using the latter methods, which are widely employed in the planetary systems studies, to asteroid impact monitoring.
In all of the simulations, the regularized formulations and the Cowell equations are integrated by employing adaptive solvers. We use a multi-step solver with variable stepsize and order, and a single-step solver with variable stepsize based on the Everhart-Radau numerical scheme (Rein & Spiegel 2015) . They are implemented in the lsodar and xra15 packages, respectively. The paper is organized as follows. We illustrate the prominent features of the regularized formulations used in this work in section 2. The propagation strategy based on splitting the close encounter into two weakly-perturbed twobody problems is detailed in section 3. Relevant aspects of the solvers used in the work are shown in section 4. We propose a simple parametrization of planar close encounters in the CR3BP in section 5, which we use in the large-scale simulations performed in section 6. Along with section 7, in which we analyse the long-term propagation of Apophis, section 6 contains the key results of the work. These include the comparison of regularized formulations to the equations of motion in Cartesian coordinates, and the study on the choice of switch distances in the context of trajectory splitting. Section 8 gives details on the software implementation, while conclusive remarks are in section 9.
REGULARIZED FORMULATIONS OF DYNAMICS
In special perturbations, the most straightforward way of solving the perturbed two-body problem is by numerically integrating the equations of motion in Cartesian coordinates,
where r is the position with respect to the primary body, µ is its gravitational parameter and F is the perturbing acceleration. This approach, known as Cowell's method or Cowell's formulation (Battin 1999, p. 447) , is simple and robust, especially in situations where the magnitude of the perturbation F is comparable to that of the main gravitational acceleration. However, the direct integration of Equation 1 can be disadvantageous from the computational point of view. In fact, its solutions are unstable even in the unperturbed case, i.e. for Keplerian motion. This implies that the propagation of numerical error is quite fast. It also exhibits a singularity for r = 0 that poses limits on the step-size when close to the primary body, and makes the integration of collisional orbits impossible. For these reasons, sophisticated and adaptive numerical solvers are required to reach satisfactory levels of accuracy, in particular when close encounters are involved.
All of these issues can be ameliorated by regularizing the equations of motion, that is by analytically removing the singularity in Equation 1. Regularization is achieved in two steps. The first one is to change the independent variable from the physical time t to a fictitious time s by means of the generalized Sundman transformation
where f , in general, is a function of the state vector y and is constant if the motion is unperturbed, and α is a positive constant that has to be smaller than 3 2 . Depending on the value of α, a uniform step-size distribution in s results in step-sizes in t which are the smaller the closer to one or to both of the apses; this is a favourable situation for numerical integration. The second step is to represent the two-body problem with linear differential equations that do not contain the singularity r = 0. This result is usually achieved by embedding some Keplerian integrals in the equations of motion (Bond & Allman 1996, ch. 9 ) and introducing new state variables, rather than position and velocity.
Linearity is a desirable feature for improving the numerical performance and can be obtained also without regularization. In Burdet's focal method (Burdet 1969 ) the Keplerian motion is decomposed into the radial displacement with respect to the primary and the free rotation of the radial direction in space. Then, if the true anomaly is taken as independent variable (α = 2 in Equation 1), the inverse of the orbital radius and the radial unit vector satisfy linear differential equations with constant coefficients.
By applying the variation of parameters technique (VOP) to the solution of the linearized equations, we can define new orbital elements, and use them as state variables. These quantities, being integrals of the motion, exhibit a smooth evolution for weakly-perturbed problems. Due to this characteristic, element formulations are highly efficient when the magnitude of the perturbing acceleration F is small. Moreover, the same beneficial properties of the parent variables are inherited by the derived elements: they may be well-defined for circular and equatorial orbits, and at collision.
All these schemes transforming the two-body problem into a set of linear differential equations are here referred to as regularized methods. Note that they suffer of some little drawbacks: an iterative procedure is necessary to know the state vector y at specific epochs (see for example Appendix A); position and velocity must be obtained from y through algebraic formulas; and the vector y is composed by redundant variables. Regularization has a long history in celestial mechanics, and several sets of regularized equations exist in the literature. We consider two of them in this work: the Kustaanheimo-Stiefel (K-S) regularization and EDromo: a set of orbital elements developed by Baù et al. (2015) , which are related to Burdet's method.
Kustaanheimo-Stiefel regularization
The K-S regularization has seen extensive use in dynamical astronomy, and it is described in detail in the text by Stiefel & Scheifele (1971) . It is based on the classical Sundman transformation, i.e. f = α = 1 in Equation 1, and on a mapping from u ∈ R 4 to r ∈ R 3 given by
where the matrix L(u) is made by the four parameters (u 1 ; u 2 ; u 3 ; u 4 ) = u as follows:
Let the perturbation F stem from a potential V and a non-conservative acceleration P:
The total energyε is the sum of the Keplerian energy ε and the perturbing potential V ,
Denoting with a prime differentiation with respect to s, the differential equation for the K-S parameters is written as
Note that Equation 7 becomes linear for Keplerian motion, furthermore ifε < 0 it represents four scalar harmonic oscillators of the same frequency. Time must be obtained by the Sundman transformation
or by introducing a time element (Stiefel & Scheifele 1971) . A key operation for improving the efficiency of K-S regularization is to regard the total energyε as a state variable instead of computing it from u, u , t. The reason becomes clear if we consider the case in which P = 0 and V does not depend on time. Then, from the differential equatioñ
we haveε(s) =ε (0), while on the other hand the functioñ ε(u, u , t) will deviate fromε(0) due to errors affecting time and the K-S parameters.
The state vector is y = (u, u , t,ε), and its dimension is 10. The set of differential equations to be integrated is given by Equations 7 (rewritten as 8 first-order equations), 8, 9. The transformations between the Cartesian and K-S state vectors are possible through explicit algebraic relations which are given in Stiefel & Scheifele (1971, p. 33) .
EDromo
The method Dromo (Peláez et al. 2007; Baù et al. 2013) consists of seven orbital elements: three of them allow us to recover the motion along the radial direction and the remaining four fix the orientation of the orbital plane and a departure point on it. The angular displacement between the radial unit vector and this point is provided by the independent variable, which is the true anomaly when the motion is unperturbed. Dromo elements can be derived from the focal method developed by Burdet (1969) through the VOP technique (more details can be found in the Introduction of Baù et al. 2015) .
EDromo was born from the idea of applying the same decomposition of the dynamics as in Dromo but with the time transformation 2
whereε is the total energy (Equation 6). This choice was made to improve the performance of Dromo for highly eccentric motion under third-body perturbations. As in Dromo, the main role is played by an intermediate reference frame {x, y, z} with the axis z oriented as the angular momentum vector. The evolution of this frame is given by the four components (λ 4 , λ 5 , λ 6 , λ 7 ) of a unit quaternion. From the differential equation of the orbital radius, which becomes linear in the two-body problem, two orbital elements (λ 1 , λ 2 ) can be defined by applying the VOP method. These turn out to be the projections of the eccentricity vector (or its generalized version, see Baù et al. 2015) on the axes x, y of the intermediate frame. The quantities λ 1 , λ 2 , and λ 3 = −1/(2ε) allow us to compute the radial solution and the angle ν between the position vector r and the departure axis x, as follows:
where
and s is the fictitious time.
The perturbations are split into conservative and nonconservative terms according to Equation 5, and projected on the radial, local-horizontal and out-of-plane axes as F = (R, T, N ) and P = (R p , T p , N p ). The differential equations for the spatial elements are written as:
and
Physical time is computed by either a constant or a linear time element. We have, respectively
(1 + 3Λ 3 s).
In unperturbed motion the elements λ 0,c , λ 1 , . . . , λ 7 are constants, while λ 0,l is a linear function of the independent variable. As for the K-S formulation, the conversion between the EDromo elements and the Cartesian state vector is managed by explicit algebraic relations (Baù et al. 2015) .
Note that the EDromo formulation is only defined for ε < 0. Analogous formulations forε > 0 have been developed by Roa & Peláez (2015) and Baù et al. (2016) . Also, equations (18) to (21) are singular for n = 0. This condition, when V = 0, is satisfied if the angular momentum vanishes.
PROPAGATION STRATEGY
In planetary close encounters, the fundamental character of the perturbed two-body problem changes on time scales that can be orders of magnitude smaller than the period of the heliocentric orbit. Almost suddenly, the gravitational acceleration from the perturbing body may become larger than that of the primary. Thus, heliocentric orbits experience strong, quasi-impulsive perturbations.
Uncertainties that are small on a Solar System scale have a significant impact on the close encounter, since the latter takes place on much smaller (planetary) time and distance scales. Moreover, trajectories which are close before the encounter diverge afterwards; this divergence can be exponential after subsequent encounters, thereby spawning chaotic dynamics. Therefore, some kind of adaptation of the integration process to the close encounter is mandatory in order to mitigate the propagation error. This can be provided by numerical solvers with variable step-size or order. The sudden growth of the magnitude of F in Equation 1 is detected by an increase in the local truncation error, which causes the integrator to choose a shorter step-size and a higher order. Adaptive solvers, which are commonly used in Cowell's method, are here applied to regularized formulations. We show that they can successfully accommodate the change in the dynamics brought about by the encounter if the propagation is split in three phases. Far from the perturbing body, the orbit is computed in a heliocentric phase, where the primary body and the origin of the reference system is the Sun. When a certain switch distance R sw from a major Solar System body (i.e. a planet) is reached, the integration is stopped, and the position and velocity are computed with respect to the planet. This becomes the new primary body, while the Sun is regarded as a perturber. The new perturbed two-body problem is numerically solved until the distance R sw is reached again. Then, another switch of reference systems and primary bodies is applied, so that the Sun and the planet come back to play the roles of main attractor and perturber, respectively.
The procedure described above is here called trajectory splitting, and it can be automatized and repeated indefinitely for multiple close encounters. Conceptually, it is similar to the analytical technique of patched conics for designing interplanetary trajectories, with the difference that any perturbation can be added in the physical model. The important effect of the proposed approach is to transform a strongly-perturbed two-body problem into a series of less perturbed two-body problems. When employing the Cowell formulation, this strategy does not bring about evident advantages. In the right-hand side of Equation 1, the primary and the perturber are treated equally. Splitting the trajectory only switches their roles, but the equation formally remains the same. On the other hand, the performance of regularized formulations may be substantially improved. In the K-S formulation, a weaker perturbation produces a smaller rate of variation of the total energy, which results in more stable differential equations for the K-S parameters. Also methods based on orbital elements, like EDromo, become faster and more accurate.
There are some caveats to trajectory splitting. If the independent variable is not the physical time, stopping the propagation requires an iterative algorithm (see Appendix A). Moreover, particular care must be taken for the selection of the optimal value of the switch distance.
NUMERICAL SOLVERS
As to extensively study the performances of regularized sets of equations, we choose two solvers with different numerical schemes. Both of them are adaptive, in the sense that either just the step-size or both the step-size and the order can be changed along the integration. We adjust the accuracy by setting the value of the dimensionless parameter , which is a threshold on the magnitude of the local truncation error.
The solvers are equipped with event location algorithms, which allow us to stop the integration when a function of the independent variable reaches a desired value. They are necessary to detect close encounters and to assess the value of the physical time, if this is not the independent variable (see subsection 4.3).
The length of the first step of a propagation can be passed to the solver. We discuss this aspect and propose a way to get a reasonable initial step-size in Appendix B.
The numerical schemes used by the solvers in this work are not time-reversible. Although time-reversibility is a desirable property for an integrator, its lack does not affect the relative strengths of the methods presented in any way.
LSODAR multi-step solver
The Livermore Solver for Ordinary Differential Equations with Automatic Root-finding (lsodar), implemented in the odepack Fortran 77 package 3 , is a multi-step solver with variable step-size and order. lsodar includes automated root-finding and scheme switching capabilities (Radhakrishnan & Hindmarsh 1993) . It uses the Adams-BashforthMoulton (ABM) method, and if the equations become stiff (Petzold 1983 ) it switches to a Backward Differentiation Formula (BDF) implicit method. The step-size is regulated as to comply with absolute and relative tolerances on the local truncation error. In our simulations, these quantities are set to be both equal to the accuracy parameter . As to achieve larger step-sizes, the solver is endowed with an order-changing algorithm that selects orders of up to 12 and 5 for the ABM and the BDF methods, respectively.
XRA15 single-step solver
We first implemented the variable step-size 15 th -order radau solver (Everhart 1985) in the xra15 Fortran 2003 subroutine. The core of this code is the implicit, single-step numerical scheme with seven stages developed by Everhart (1974) . Then, in order to improve the accuracy and robustness of the original solver, we modified the step-size control and predictor-corrector algorithms as proposed by Rein & Spiegel (2015) .
Everhart's radau can integrate either first-or secondorder equations. However, Everhart (1974) recognizes that "results are up to 10 6 times more accurate at the same number of function evaluations" when the position is obtained from the acceleration instead of the velocity. Therefore, in Cowell's method we directly apply xra15 to the secondorder Equation 1. On the other hand, for the K-S regularization we write a system of ten differential equations of the first-order. 4 While lsodar has been used especially in research areas different from celestial mechanics, like analytical chemistry and computational biology, radau was conceived as a powerful tool for orbit propagation in the presence of close encounters.
Event location
An event is said to occur at the value s = s * of the independent variable, if s * is a root of the event function g(s, y(s)), where y(s) is the state vector. The event location problem consists in finding the roots of g during the propagation.
In our numerical simulations we have to solve this problem for two cases. Time is a function of s in regularized methods, thus stopping the propagation at a prescribed time t f requires to find the root of the equation
Also, if the trajectory splitting is activated (see section 3), we want to know for which value of s the distance r from the encountered body is equal to the switch radius R sw , that is
lsodar has a very efficient algorithm to solve the event location problem. When a change of sign in the event function g is detected between two integration steps, lsodar finds all the roots inside the step in sequence, starting from the leftmost (Hiebert & Shampine 1980) . The value of the root is refined iteratively using a modified regula falsi algorithm (Dahlquist, G. and Björck,Å. 1974, ch. 6 ). This method proved extremely reliable, and we did not find any cases in which the detection of a close encounter failed. The strict tolerances used in our tests imply that the steps taken by the solver are small enough for the event location algorithm to easily locate and converge to the roots of Equation 27. For the xra15 solver, we developed a reliable event location algorithm for Equation 26, which is described in detail in Appendix A.
PARAMETRIZATION OF PLANAR CLOSE ENCOUNTERS
Most of the tests performed in this work rely on massive numerical simulations in the planar, Sun-Earth CR3BP. We introduce a simple parametrization of planar close encounters to determine initial conditions for the integrations. Also, we use the patched conics approach to derive the heliocentric orbital elements from the encounter parameters. These elements allow us to analyse the impact of the dynamics on the amplification of the numerical error.
Close encounter parameters
Let us consider the epoch in which the propagated object reaches the closest point to the Earth's center of mass. A close encounter can be characterized by these three parameters: the minimum approach distance (d); the eccentricity of the geocentric hyperbola (e > 1); the angle ϑ between the position vector d and the Sun-Earth direction (see Figure 1) . Two more parameters describing the hyperbolic encounter are of particular interest: the asymptotic velocity U and the angle ϕ (∈ [0, π/2]) between the incoming (or outgoing) asymptote and the apse line of the hyperbola. By the vis-viva and conic equations, we obtain U and ϕ from d and e as where µ ⊕ is the Earth's gravitational parameter. Equation 28 shows that level curves of the Keplerian energy ε are straight lines on the plane (d, e), with steeper slopes corresponding to higher values of ε. Since ε = U 2 /2 we speak equivalently of high (low ) energy and fast (slow ) encounters. Note that smaller values of d correspond to higher velocities, while the directions of the asymptotes are not affected. Moreover, higher values of e correspond to faster motion along hyperbolic trajectories that tend to be rectilinear.
From encounter parameters to heliocentric elements
We can gain valuable knowledge about the effect of close encounters in the planar CR3BP by looking at the variations in the orbital elements of the heliocentric trajectory. These can be estimated with the patched conics approximation, which is based on two hypotheses: the motion is Keplerian, and the close encounter happens instantaneously. Consider a heliocentric reference system {S, x, y} such that the Earth lies on the x axis at 1 au from the Sun, and let i, j be the unit vectors of the axes x, y, respectively. We are concerned with computing the energy and eccentricity before and after the encounter, because they strongly affect the numerical performance (see section 6.3.1). In the following we use the superscripts "−" for the pre-encounter quantities, and "+" for the post-encounter ones.
As shown in Figure 1 , the orientation of the asymptotic velocity vectors U − , U + with respect to the Earth's velocity v ⊕ depends on ϑ and ϕ. Adding U ∓ to v ⊕ = v ⊕ j, we obtain the expressions for the heliocentric velocities,
By employing Equation 30 along with the vis-viva equation we can write the Keplerian energies before and after the encounter as
The corresponding eccentricities are readily obtained as 
From Equation 30
we have that the ∆v due to the encounter is
Its magnitude ∆v = 2U cos ϕ depends only on the shape of the hyperbola. Figure 2 displays level curves of ∆v over the set of pairs (d, e) that we considered in our simulations. While ϑ does not influence the rotation of the velocity vector from U − to U + , it has instead a significant impact on the heliocentric dynamics. Indeed, from Equation 31, the energy variation results
and both open and closed orbits may be obtained by changing ϑ for fixed values of d and e. The analytical variations of the orbital elements are in good agreement with numerical tests, and adequately describe the evolution of the particles in the limits of the patched-conics approach.
LARGE-SCALE NUMERICAL EXPERIMENTS
The performances of the formulations presented in section 2 are analysed in the planar, Sun-Earth CR3BP by means of massive ensemble integrations, which are carried out with both lsodar and xra15 solvers. The main focus of the numerical experiments is to investigate the efficiency of the trajectory splitting strategy (section 3) when it is applied with regularized methods. We also study the effect of the switch distance R sw : its choice must be taken with some care to avoid the build-up of truncation error and increases in the computational effort. In the following the propagation method will denote the strategy, i.e. with or without trajectory splitting, the adopted formulation(s), and the solver. First, we expound on the implementation of the numerical experiments and on the quantification of the performance, then we present the results.
Tests description
Given d, e, ϑ (see Figure 1) we compute the geocentric position and velocity of the particle at the epoch t ca of its closest approach with the Earth. Starting from them, we obtain a reference trajectory by integrating forwards and backwards until t i = t ca − ∆t/2 and t f = t ca + ∆t/2, respectively. The propagation is done in quadruple precision by applying Cowell's formulation and the lsodar solver with a very strict accuracy parameter . The position and velocity relative to the Sun at time t i are then set as initial conditions for the test simulations. These span the interval [t i , t f ], and are executed in double precision using different propagation methods. Test trajectories are compared to the reference to evaluate their accuracy, as explained in section 6.1.1. If trajectory splitting is applied, several switch distances R sw are considered in order to investigate the impact of this parameter on the numerical performance of a propagation method. Our tests are built up by taking thousands of different combinations of (d, e, ϑ).
The time interval ∆t has been set equal to one year, so that we can thoroughly study only one close encounter. Much longer propagations would increase the probability of experiencing multiple encounters, and would require prohibitively high computational times. On the other hand, a shorter ∆t would not allow an appreciable accumulation of the truncation error.
Performance metrics
We quantify the accuracy by means of the relative position and energy error metrics. The former is computed as
where r f,test = r test (t f ) and r f,ref = r ref (t f ) are the heliocentric positions for the test and reference propagations, respectively, at the final time t f . The latter is obtained as
where ε is the two-body energy of the asteroid with respect to the Sun, and the subscripts have the same meaning as before. The quantity δε can be understood as a secular drift of the asteroid position in the along-track direction, which in the long run may cause its loss. Thus, in short-term propagations the energy error is more important than the position error.
As to capture the overall behaviour of the error of a propagation method for encounter hyperbolas of different shape we average the quantities δr, δε, over the pairs (d, e) for a fixed ϑ, as follows:
where x can be either δr or δε. As it will be shown later, the errors can vary by up to three orders of magnitude depending on the values of (d, e). By taking the geometric average the influence of large outliers is mitigated, giving a more effective information. As a metric for the computational cost of each propagation, we use the number of evaluations FE of the right-hand side of the equations of motion. This metric has the advantage of being machine-independent; furthermore, it is representative of the computational time especially when the evaluation of the perturbing forces is time-consuming. We also average FE according to Equation 37.
Choice of the accuracy parameter
The growth of truncation error during the integration can be contained by using small values of the accuracy parameter (section 4), which lead to shorter integration steps. However, decreasing also results in more floating-point operations, which generate round-off error. If is small enough, the global (i.e., accumulated) round-off error will surpass the global truncation error. This situation is to be avoided, since the accuracy is degraded and the numerical scheme might go into instability.
In our simulations is chosen according to the following criterion. For each propagation method, we computed the lowest possible such that the numerical error is dominated by the truncation error. This value, which is here called round-off limit, is found by an iterative procedure. Each simulation is repeated using decreasing values of ,
The global truncation error, which is measured through the average position error, also decreases until reaching a small enough ,
for all ϑ. Equation 40 signals the entry into a round-off dominated regime. We define R as the round-off limit, that is the value of the accuracy parameter below which the numerical error is dominated by round-off. Different propagation methods are then compared at the round-off limit. We elect the best method as the one that reaches the highest accuracy and with the lowest computational cost. The round-off limit mainly depends on the solver. For lsodar, it is around or even below machine zero in double precision. For xra15 it is more difficult to find this value. The very high order of the solver implies that the convergence of the integration is very sensitive to the parameter : values that are just a few orders of magnitude greater than the round-off limit might leads to a very large global truncation error. Therefore, the xra15 solver requires some calibration to find the range of that lead to stable propagations. Also, the round-off limit in xra15 is noticeably dependent on the type of propagated trajectory, and on the perturbations. While this phenomenon does not strongly affect the numerical performances in our simulations, it should be taken into account to avoid numerical instabilities in practical applications. Algorithms that mitigate the round-off error, as those described in Rein & Spiegel (2015) , would lower the round-off limit and thereby allow us to choose conservative values for without the need for calibration. We found a good estimate for the round-off limit to be 10 −3 for element methods, and between 10 −6 and 10 −7 for coordinate-based formulations. These values are quite close to the estimates derived in Rein & Spiegel (2015) to reach machine precision in the integration of Newtonian equations. The specific value of that guarantees the best performance must be chosen on a case-by-case scenario, taking into account the considered perturbations and the propagation span. The threshold on the local truncation error for most applications will be higher than the round-off limit. However, as long as the round-off error does not dominate the integration we do not expect the relative strengths of the presented methods to change significantly. Regularized formulations ultimately work by reducing the local truncation error, therefore a gain in performance at the round-off limit R will be reflected in propagations at any other > R .
Simulations without trajectory splitting
We analyse results from large-scale propagations carried out by keeping the Sun as the primary body for the whole integration span. More specifically, we consider one million different combinations of the encounter parameters d, e, ϑ (see Figure 1) 
Note that most of the values of d and e correspond to deep and slow encounters, which are very challenging to integrate due to larger perturbations.
Our purpose is to assess the performances of regularized formulations compared to Cowell's. This analysis also allows us to gain insight on the dependence of the numerical error on the parameters (d, e, ϑ), which affect the orbital elements of the heliocentric trajectory and the magnitude of perturbations. Understanding such dependence sheds light on the characteristics of the formulations of dynamics involved in the study, and lets us identify particularly critical close encounters.
We will only show plots of the energy error in this section, since it is the most critical for short-term propagations (section 6.1.1). The position error exhibits a similar behaviour.
Impact of the dynamics on the performance
The relative energy error δε is plotted in Figures 3 and 4 as a function of d and e for propagations carried out with lsodar and xra15, respectively. The upper panels refer to the Cowell's formulation and the lower ones to the KustaanheimoStiefel (K-S). The number of function evaluations FE of all these simulations is shown in Figures 5 and 6 . We show the plots for the values ϑ = 180 • , 270 • , which approximately correspond to extrema of δε with respect to ϑ. The energy error depends on the heliocentric eccentricities before and after the encounter (e ± , Equation 32) and on the change in velocity imposed to the particle (∆v, Equation 33 ). The latter is strictly related to the magnitude of the perturbation generated by the close encounter. Comparing the error plots with Figure 2 shows that accuracy degrades where the ∆v is larger. Moreover, observe that quasi-parabolic encounters, taking place at e ≈ 1, imply ∆v ≈ 0 in the patched conics approximation, and in fact they are propagated very accurately (this is particularly evident by looking at the blue regions in the lowest part of the plots for ϑ = 270 • ). The left half of the (d, e) region corresponds to high values of e ± and ∆v. Both are detrimental to the accuracy of the propagations and increase the computational cost. Figure 7 displays the behaviour of the average relative errors in energy and position, and of the average number of function evaluations, with respect to ϑ, computed by Equation 37. These plots reveal how the performance is influenced through the angle ϑ by the heliocentric Keplerian energy (ε ± , Equation 31) and its variation ∆ε (Equation 34). The former affects the computational cost: more negative values of the energy correspond to orbits with faster time scales and shorter periods. Because the time interval of propagation is the same for all the simulations, the number of steps will be higher for these orbits. A faster time scale also implies sharper changes in the perturbing accelerations, which increase the cost. Since for most of close encounters ϕ takes values close to 90 • (ϕ > 70 • in 86% of the simulations) we have that variations in ε ± are mainly driven by variations of cos ϑ. In fact, the number of function evaluations in Cowell's formulation rises markedly around ϑ = 180 • . The quantity ∆ε affects instead the accuracy. As we could expect from Equation 34 the error exhibits smaller values when sin ϑ is close to 0.
Comparison of the propagation methods
The combination of K-S and lsodar allows one to obtain the best performance. Figure 7 shows that this method is two and four orders of magnitude more accurate than integrating Newtonian equations with lsodar and xra15, respectively, for a comparable computational cost. The remarkable efficiency displayed by the K-S regularization vanishes when the xra15 solver is used. Figures 4  and 6 show that K-S is computationally more expensive than Cowell for the same level of accuracy. Therefore, quite a large value of had to be chosen in Figure 7 with energy and position errors that are roughly three orders of magnitude larger. This unusual behaviour of K-S arises because in the initialization phase the xra15 corrector loop requires many more iterations to converge with respect to Cowell. The resulting number of function evaluation becomes dominant in one simulation when the time interval of propagation is short, as in this case. We are not aware of any previous works in which the Everhart-Radau numerical scheme has been employed in the integration of regularized formulations, hence this issue might have come unnoticed until now.
The propagation method that, in double precision, reaches the highest accuracy as measured in terms of δε, δr is Cowell's formulation and xra15. It obtains the lowest average energy and position errors, on the order of 10 −13 and 10 −12 , respectively. In fact, on the scale of 1 au a relative position error of 10 −11 corresponds to sub-metric accuracy. However, the computational cost required by the method is very high and makes it uninteresting for this comparison. The combination of K-S and lsodar with = 10 −16 is only slightly less accurate, but the number of function evaluations is 2.5 times smaller.
Impact of LSODAR order changes on accuracy
We highlight a phenomenon that arises with the lsodar solver when it is used with the Cowell formulation. For values of the accuracy parameter bigger than about 10 −15 , the numerical error shows an erratic behaviour on the (d, e) region (see Figure 8a ). This is due to how lsodar handles very rapid variations in the right-hand side of the differential equations. If the predicted step-size for a given integration order is substantially reduced to satisfy the bound on the local truncation error, then the order is increased so that a larger step-size can be applied. For each simulation of Figure 8a , we computed the average order q over the number of integration steps. By juxtaposing the patterns of the energy error and of the average order as in Figures 8a and 8b , we find out that order changes have a dramatic impact on the accuracy. Apart from these considerations, choosing higher values of in lsodar does not bring a qualitative change of the performance with respect to the dynamical characteristics of the trajectories. Finally, we carried out the same type of analysis using K-S. For this formulation the numerical error has a much smoother behaviour, and it is less dependent on q.
Element formulations
We do not show here results obtained with the EDromo formulation; its performance is much less sensitive to the heliocentric eccentricity, but it is heavily affected by the magnitude of ∆v. Using EDromo without performing the trajectory splitting is disadvantageous with both solvers as high values of the numerical error and function evaluations are obtained. We also noticed that lsodar often switches to the BDF method to prevent the arising of stability issues. This signals that the right-hand side of the EDromo equations is not well-behaved if the Sun is kept as the primary body throughout all the integration. The reason is that a fast and strong perturbation on a heliocentric time-scale considerably deforms the trajectory, which cannot be well described by orbital elements. By introducing trajectory splitting it is possible to reduce the magnitude of the perturbations, thus substantially improving the performance of element formulations, as it will be shown in the next section.
Simulations with trajectory splitting
We describe the numerical experiments for the case in which the trajectory is split during the integration of a close encounter according to the procedure detailed in section 3.
Detection of close encounters
For test simulations that apply trajectory splitting we want to know when the distance r between the particle and the Earth is equal to some fixed value R sw (section 3). First, in the reference integration we solve the event location problem r (t) − R sw = 0. Since we only consider one close encounter, there exist two solutions t 1 , t 2 , representing the times of beginning and end of the geocentric phase. Then, for each test simulation we solve the event location problem t(s) − t * = 0, where t * will be t 1 , t 2 in sequence. In practice, the switch of the primary is done when the geocentric distance is equal to R sw along the reference propagation 5 . The reason for using an event function based on time rather than on distance is that the former, being a strictly increasing function of s, is more convenient for the application of an algorithm for root-finding as the one described in Appendix A.
Impact of the switch distance on the performance
The primary body is switched at a suitable geocentric distance R sw along the trajectory. Ideally, we would like R sw to be optimal in the sense of minimizing the numerical error and the computational cost. Finding such a switch distance is not trivial: it should be neither too large nor too small, since strong third-body perturbations would arise in the geocentric and heliocentric propagation phases, respectively. This is the rationale which is often used to justify the change of the origin of the coordinate system at the sphere of influence, or at the Hill sphere, whose radii for the Earth are approximated by R SoI and R Hill , respectively,
However, these criteria do not take into account the characteristics of the numerical scheme and of the formulation, hence they might not guarantee the best efficiency. For instance, in regularized schemes the perturbing force does not enter the right-hand side of the differential equations alone, because it is multiplied by functions of the state vector. The optimal switch distance is searched for numerically as follows. We consider the same pairs in this geometry, most of the particles approach the Earth's orbit nearly tangentially. A larger period of the heliocentric orbit is spent in a highly perturbed region close to the Earth, so the change of primary body is more convenient at a larger distance. In general, switch distances smaller than 1 R SoI must be avoided since they cause the computational cost to increase of up to 60%, without bringing any improvement of the accuracy.
The best performance with the xra15 solver is obtained by employing EDromo in the heliocentric phase and Cowell in the geocentric. The behaviours of the errors and computational cost shown in Figure 11 depart from those obtained with lsodar. The position and energy errors exhibit an evident "plateau" for R sw approximately between 1 and 3 Hill radii; outside of this region, they may increase by up to two orders of magnitude. The number of function evaluations decreases steadily with R sw , only showing signs of growth near the highest values of the considered range. We note that while = 10 −3 is the round-off limit only for EDromo, it does not allow us to get the best accuracy with Cowell's formulation. This is the reason why for R sw bigger than 3 R Hill the error accumulated in the geocentric propagation starts to deteriorate the accuracy of the whole integration. If a stricter accuracy parameter is used, as = 10 −5 , the error plateau is extended but the number of function evaluations, for the same accuracy, becomes comparable to that of Cowell's method without trajectory splitting.
As a simple rule of thumb, splitting the propagation between 1.2 and 3 Hill radii yields the best numerical performances. On the other hand, by choosing one radius of the sphere of influence we do not achieve, in general, the best performance with regularized methods. Note that although the main features of close encounters are well replicated in the CR3BP, the value of R sw maximizing the performance must be chosen depending on the particular problem.
Comparison of the propagation methods
We analyzed the performances of the propagation methods that apply the trajectory splitting in terms of accuracy and computational cost for several values of ϑ in the range [0 • , 360 • ], as previously done in Figure 7 . Taking advantage of the results shown in 6.4.2 we selected the value 0.015 au for the switch distance because it guarantees an almost optimal efficiency in all the simulations. The best methods at the round-off limit are the pairs EDromo, K-S with lsodar ( = 10 −15 ), and EDromo, Cowell with xra15 ( = 10 −3 ). In particular, while the latter is more accurate, the former is computationally faster. In Figures 12 and 13 we separately show their performance together with other propagation methods, which do not split the trajectory and adopt the same solver, for a comparable average number of function evaluations. Concerning the integration of K-S equations with lsodar, changing the primary improves the accuracy by three orders of magnitude. When K-S is employed only in the geocentric propagation and EDromo in the heliocentric one, the errors are reduced by four orders of magnitude instead. The mitigation of the error in the pre-encounter phase afforded by this element formulation is highly beneficial to numerical efficiency. For the xra15 solver, using EDromo and Cowell when the Sun and the Earth are, respectively, the primary body enhances the accuracy by two orders of magnitude with respect to Cowell's formulation without trajectory splitting. The use of K-S instead of Cowell in the geocentric phase does not lead to a further improvement for this solver. It is remarkable that although regularized methods have an overhead due to the event location algorithm implemented in xra15, EDromo exhibits an excellent numerical performance. Finally, note that for a similar computational effort of the combination EDromo, K-S in Figure 12 , Cowell's method loses up to six more digits in the correct final position (see Figure 13) . In fact, the energy error oscillates violently between 10 −5 and 10 −10 , indicating that the exact evolution of some trajectories is not even coarsely reproduced by the numerical integration.
Regularized element methods for hyperbolic motion
A regularized element formulation conceptually analogous to EDromo has been recently developed for orbits with strictly positive total energy (Roa & Peláez 2015; Baù et al. 2016 ). We carried out many simulations adopting this scheme in the geocentric phase. However, some trajectories exhibit peculiar dynamical phenomena which complicate its use with trajectory splitting. Therefore, we do not show any results, and we only explain the issues that arise. For slow encounters the Keplerian energy along the geocentric motion may attain a negative value at some point, leading to a temporary capture. In this case the formulation fails. Another problematic event, which may occur in the highly perturbed region far from the Earth, is when the angular momentum vanishes. The method incurs in a singularity and the whole propagation fails. It is always possible to avoid these scenarios by setting a sufficiently small switch radius. However, by proceeding in this way we are not sure to minimize the numerical error, therefore the performance analysis would get more difficult.
LONG-TERM PROPAGATION OF (99942) APOPHIS
In the previous section we dealt with short-term, bidimensional propagations in the planar CR3BP. We extend our analysis to the long-term, three-dimensional propagation of a NEA. As a test case of particular interest for impact monitoring activities, we choose the asteroid (99942) Apophis. This NEA will experience a close encounter with the Earth in April 2029 at a minimum distance d of 6 R ⊕ . Such a small value of d corresponds to a very deep encounter, which may be followed by possible resonant returns. We use the same physical model as in the previous section, that is the Sun-Earth CR3BP. Note that an actual impact risk analysis would require a more refined physical model, as in Farnocchia et al. (2013) .
Reference trajectory
The reference trajectory is obtained with the same procedure described in subsection 6.1. The position and velocity at the epoch of the closest approach are given by the nominal solution available in JPL's Horizons system 6 . The total duration of the propagation is 100 years, which is the time interval habitually considered for impact monitoring activities. We checked that the main features of the 2029 R sw (R SoI ) Figure 10 . Same as Figure 9 . Here EDromo is used in the heliocentric propagation and Kustaanheimo-Stiefel in the geocentric one. The numerical solver is lsodar and the accuracy parameter is = 10 −15 .
encounter are replicated in our propagation. In particular, we reproduce Apophis' jump from the Apollo to the Atens group.
Amplification of round-off error
The amplification of an initial round-off error after the close encounter imposes a limit to the maximum accuracy achievable by the numerical integration. As to quantify this lower bound, we carry out another propagation in which the magnitude of the initial velocity v i , relative to the Sun, is perturbed as follows:
where dp = 2.22×10 −16 is the double-precision machine zero.
The propagation is performed in quadruple precision and with the same formulation, solver and accuracy parameter of the reference one. Hence, the difference between the two trajectories is due to the effect of the encounter on the initial deviation in velocity.
By never performing propagations under the round-off limit (subsection 6.2), we ensure that the orders of magnitude of the measured errors are not affected by round-off error. However, understanding its behaviour for both solvers may be especially important for highly accurate propagations on time spans longer than a century. We estimated the rate of growth of round-off error by propagating (99942) Apophis in the unperturbed case for up to 10 6 integration steps, and by monitoring the error in the two-body orbital energy. When lsodar is employed with the coordinatebased formulations Cowell and K-S, the round-off error accumulates linearly in time. If xra15 is used instead, round-off R sw (R SoI ) Figure 11 . Same as Figure 9 . Here EDromo is used in the heliocentric propagation and Cowell in the geocentric one. The numerical solver is xra15 and the accuracy parameter is = 10 −3 . Figure 12 . Performance comparison of several propagation methods with the lsodar solver in terms of the average relative energy and position errors (δε, δr) and number of function evaluations (FE). The curves labeled "Cow" and "K-S" refer to propagations with Cowell's and Kustaanheimo-Stiefel formulations without performing any change of the primary. In the other two methods that we consider the trajectory is split at R sw = 0.015 au with K-S employed in the geocentric propagation and either K-S or EDromo in the heliocentric phase. The accuracy parameters for Cow, K-S, K-S + K-S are chosen so that the computational cost is comparable to the one of EDr + K-S. We show for this method the best possible performance working in double precision.
grows as the square root of time with the Cowell formulation, thus following Brouwer's law (Brouwer 1937 ). This result is in agreement with that obtained by Rein & Spiegel (2015) for the ias15 solver. Thus, we discover that the achievement of Brouwer's law in ias15 is not exclusively due to the suppression of round-off error by compensated summation, since this device is not implemented in xra15. When the K-S formulation is integrated with xra15, the round-off error again grows linearly.
If the EDromo formulation is employed with a constant time element, there is no round-off accumulation in the unperturbed problem since the right-hand side of Equations 15-21 and of Equation 25 is identically zero. Integrating Equation 24 for the linear time element with lsodar again gives rise to a linear drift in the orbital energy, but with the xra15 solver the error is kept within machine precision. The reason for this quite interesting result might be connected to the very high order of the solver, but it is not yet completely understood.
Considerations on chaos
Analogously to Equation 43, we have also perturbed the single components of the initial velocity and position for several values of p, with 3 dp < p < 10 dp . In all of the tests, the distance δr f between the perturbed and the reference positions at the end of the propagation does not exceed 10 −5 au. In both the pre-encounter and post-encounter phases, the distance δr between the perturbed and reference trajectories grows linearly. Moreover, the close encounter amplifies Figure 13 . Same as Figure 12 but here we consider the xra15 solver. Cowell's method with the Sun at the origin of the coordinate system is compared to EDromo and Cowell's formulations employed in the heliocentric and geocentric phases, respectively, with R sw = 0.015 au. We show for EDr + Cow the best possible performance working in double precision.
the δr by the same factor for all values of p. Therefore, the magnitude of δr f is proportional to p. In fact, while the pre-encounter distance is strongly amplified due to the encounter, the regular evolution of the perturbed trajectories indicates that the problem is not chaotic on the considered time span. While a single close encounter results in a linear divergence of initially close trajectories, chaotic dynamics only arise due to sequences of close encounters through the mechanism mentioned in the Introduction. Thus, we do not expect the dynamics to be chaotic on this time span.
Performance analysis
We run in double precision test simulations starting 50 years before the 2029 close encounter and covering a time interval of 100 years. Several propagation methods are considered with lsodar and xra15. We include in our comparison Cowell's formulation, keeping the Sun always at the origin of the coordinate system and regularized schemes that are used with trajectory splitting at R sw = 0.016 au. More specifically, the Kustaanheimo-Stiefel regularization (K-S) is employed in the geocentric propagation, and either K-S or EDromo in the heliocentric phases. For EDromo the linear time element is implemented instead of the constant one, because it is more efficient for long-term propagations (Baù & Bombardelli 2014) .
We measure the accuracy of the propagations by computing the errors in position and velocity with respect to the reference. Moreover, we take into account the relative error on the Jacobi constant J (Battin 1999, p. 373 
where J i = J (t i ) is the initial value. We estimate the computational cost by measuring the number of function evaluations and the computational time. The latter is computed as the average of 10 identical runs on an Intel i7 quad-core machine at 3.10 GHz, using Linux Mint 18 and the gfortran 5.4.0 compiler without optimizations.
The numerical error and computational cost for each of the tests are displayed in Table 1 . At the round-off limit (subsection 6.2) the propagation method that reaches the highest accuracy is the pair EDromo, K-S for both numerical solvers. When compared to Cowell's method the position and velocity errors at the end of the propagation are two orders of magnitude smaller. We also report the performance of Cowell's formulation and the pair K-S, K-S for a comparable number of function evaluations to that of the best method. Cowell's final position error is in the order of 1 au, while for the combination EDromo, K-S it can be as low as 100 meters. This value is even smaller than the difference between the reference trajectory and the one starting with the perturbed initial velocity. It is also notable that by employing EDromo instead of K-S in the heliocentric propagation the position accuracy is improved by three and six orders of magnitude when using lsodar and xra15 respectively.
The errors on position, velocity and Jacobi constant of the propagation methods as a function of time are displayed in Figures 14, 15 , and 16, respectively. Since the 2029 close encounter amplifies the error in position and velocity by a factor 10000, the best way to reduce the final error is by improving the accuracy in the computation of the preencounter arc of the trajectory. EDromo achieves the lowest pre-encounter errors in position, velocity and on the Jacobi constant. In particular, the position error is kept around 10 −12 au or 10 −13 au depending on the numerical solver. It is difficult to find a reliable fit to the errors with a power law in the pre-encounter part of the propagation. This is due to the fact that the asteroid only completes 63 revolutions from 1979 to 2030, thus the fit is not performed on a very large time span.
Contrary to the errors in position and velocity, the error on the Jacobi constant does not show a significant increase after the close encounter. However, in impact monitoring activities it is the position of the asteroid the quantity that must be known most accurately. Therefore, the quality of numerical integrations should be measured by using errors on the fast variables, i.e. position and velocity.
In all the simulations in which trajectory splitting is applied the number of function evaluations relative to the geocentric propagation accounts for less than 3% of the total. As long as the error accumulated in this portion does not compromise the accuracy of the post-encounter heliocentric phase, the choice of the formulation to be used when the Earth is the primary body is of secondary importance.
Propagation efficiency
For all the methods and for both solvers considered, we repeated the propagation of (99942) Trajectory splitting with EDromo in the heliocentric phase and K-S in the geocentric achieves the highest efficiency. It always exhibits a number of function evaluations from two to three times smaller than the Cowell formulation for both solvers. In particular, for the propagations performed at the round-off limit, the computational cost decreases by the factors 3.6 and 2.2 with lsodar and xra15, respectively (Table 1 ). The advantage from using EDromo is particularly relevant for a solver of very high order, such as xra15. In fact, the local truncation error is proportional to the (k+1)-th derivative of the right-hand side of the equations of motion. The smoothing of the right-hand side achieved by using EDromo equations results in a much smaller value of this derivative. The higher the order of the solver k, the more the local truncation error is consequently reduced.
Using the K-S formulation in the heliocentric phase is also advantageous in combination with the lsodar solver. For coarse accuracies the corresponding method shows similar performances to EDromo, however the latter allows one to reach higher accuracies. The K-S formulation is less efficient when used in combination with xra15, having a number of function evaluations that is intermediate between that of Cowell's method and EDromo.
Note that the smallest values of that we considered are smaller than the round-off limit, as to illustrate the entry into a round-off dominated regime. As outlined in section 6.2, round-off error starts dominating when the computational cost increases while the accuracy worsens. Using trajectory splitting with the regularized formulations also makes the integration more robust with respect to the accumulation of round-off error. The number of function evaluations after the round-off limit is passed (leftmost points in Figures 17, 18, 19) is not as high as in the case of the Cowell formulation.
Comparison with the MERCURY code
Having assessed that the method using EDromo is the most efficient among those examined, we compare it to the Bulirsch-Stoer method for conservative equations (BS) (Press et al. 1992, ch. 16 ) and the hybrid symplectic method of Chambers (1999) , which are implemented in the MERCURY package 7 . The first method integrates second-order equa-tions in heliocentric Cartesian coordinates using an approach based on Richardson extrapolation. The latter uses a secondorder, mixed-variable symplectic scheme to integrate the dynamics with the Sun as a primary body. A close encounter starts when the distance between two bodies decreases below a changeover radius R crit , fixed at the beginning of the propagation. During a close encounter, the dynamics are integrated at high precision using the BS method. The switch between the integrator is handled through a continuous function, which ensures the formal symplecticity of the switching algorithm (Chambers 1999; Wisdom 2017) . We propagate at the maximum available accuracy by decreasing the time step and the BS tolerance until the errors in position and velocity start increasing, with a procedure analogous to that of subsection 6.2. We find that the round-off limit is reached with a time step of 0.1 days for the mixed-variable symplectic method and a tolerance of 10 −14 for the BS method. We use the default value of 3 Hill radii for the changeover radius.
The numerical error and computational cost for the tests are reported in Table 1 . We do not count the number of function evaluations for the hybrid method, and only report its computational time. In fact there are two choices to consider for the count of the function evaluations in the mixed-variable symplectic scheme, i.e. the evaluation of the Keplerian term and of the interaction term of the Hamiltonian, but choosing either of these does not result in an accurate metric of computational cost.
The BS method is four orders of magnitude more accurate in position and two times less computationally expensive than the hybrid, and appears to be competitive for this problem. However, it does not achieve the performance of the EDromo method, which has a similar accuracy in position with a computational cost that is 30% lower when used with the xra15 solver. The latter also requires a computational cost four times lower than the hybrid method while being four orders of magnitude more accurate, and keeps the final error on the Jacobi constant close to machine zero. Figure 20 shows the time history of the errors. Note that the time span of the integration is probably short enough for the global truncation error of conventional methods (such as BS) to be lower than the one of the symplectic, even if the latter is bounded on the Hamiltonian. The BS method exhibits the smallest error jumps due to the close encounter, although it does not realize the lower final errors. This suggests that it might be applied efficiently to the integration of other formulations; however a full characterization of the BS method is outside the scope of this paper.
Finally, we emphasize that the integrators in the MER-CURY package have been recently shown to be not numerically symplectic (Hernandez 2016) . In this case, the lack of symplecticity does not appear to be concerning due to the satisfying accuracy in conserving the Jacobi constant.
SOFTWARE IMPLEMENTATION
The large-scale numerical experiments were performed with the Naples (Numerical Analysis of PLanetary encounterS) Fortran 2003 code. To facilitate the reproducibility of the results, we make it available online as a GitHub repository, https://github.com/dkamato/NAPLES. The xra15 solver and its auxiliary files are also contained in the code. Table 1 . Cow and EDr + K-S represent the highest accuracy that one can get from Cowell's formulation (keeping the Sun as primary body) and the combination EDromo, K-S with the latter employed in the geocentric propagation. If we use K-S also in the heliocentric phase instead of EDromo, the resulting error is shown by K-S + K-S for a computational cost similar to that of EDr + K-S. The errors of the K-S + K-S method for the xra15 solver are multiplied by the factor 10 −3 . Figure 15 . Time evolution of the velocity error of several methods for the long-term propagation of the asteroid (99942) Apophis. The description of the curves is the same as in Figure 14 . Table 1 . Numerical error and computational cost for propagations of 100 years of the asteroid (99942) Apophis. The errors δr, δv, δJ are respectively in position, velocity and on the Jacobi constant (the latter is a relative error). The computational cost is shown by the number of function evaluations and the CPU time. The accuracy parameter of EDr + K-S and Cow corresponds to the round-off limit, while for K-S + K-S and Cow * it is chosen to have a computational cost similar to that of EDr + K-S. The last two rows refer to the conservative Bulirsch-Stoer integrator and the hybrid method of the MERCURY software, which are ran at the round-off limit. For these solvers, is the tolerance of the Bulirsch-Stoer integrator. The time step of the mixed-variable symplectic integrator is 0.1 days.
Solver
Formulation log 10 δr (au) δv (au/day) δJ FE CPU time (s) Figure 16 . Time evolution of the error on the Jacobi constant of several methods for the long-term propagation of the asteroid (99942) Apophis. The description of the curves is the same as in Figure 14 . Some of the curves are multiplied by the factors displayed in the plots.
CONCLUSIONS
The aim of this work is to improve numerical performances in the orbit computation of objects that experience planetary close encounters. We propose a strategy that consists in changing the origin of the coordinate system from the Sun to the encountered planet when the distance between the particle and the planet is smaller than a given value R sw . Therefore we have a sequence of perturbed two-body problems, and each of them is solved by integrating regularized equations of motion with an adaptive solver. We consider the Kustaanheimo-Stiefel regularization (K-S) and EDromo, a formulation based on non-singular orbital elements. The numerical solvers that we employ are a multi-step and a singlestep scheme, denominated lsodar and xra15, respectively. The latter is an improvement on Everhart's radau integrator of 15 th -order (Rein & Spiegel 2015) , and it includes an event location algorithm that we have developed for propagations with regularized formulations.
A systematic study is carried out through ensembles of short-term propagations in the planar Earth-Sun CR3BP. Each propagation is parametrized by three quantities, which (99942) Apophis. The names of the curves refer to simulations performed with Cowell's formulation (curve "Cow"), K-S in the geocentric phase and either K-S or EDromo in the heliocentric phase (curves "K-S+K-S" and "EDr+K-S"). For the lsodar solver, the curves were obtained by decreasing from 10 −3 to 10 −19 . For the xra15 solver, was decreased from 0.01 to 10 −8 when using Cowell's formulation and to 10 −4 for the others. univocally define a trajectory. In this way we simulate many different kinds of close encounters. Concerning propagations carried out without splitting the orbit, K-S shows an excellent performance when the numerical solver is lsodar. For the same computational cost, this method increases the accuracy by up to four orders of magnitude with respect to the integration in Cartesian coordinates by xra15. We also note that it is not convenient to combine this solver with the K-S formulation in short-term simulations due to the high number of function evaluations required by the initialization phase. The splitting strategy allows us to obtain the best performances. Use of EDromo in the heliocentric propagation and K-S in the geocentric one, both with lsodar, is much more accurate than Cowell's method for the same computational effort.
We also studied the impact of the switch radius R sw on the numerical efficiency. With an empirical analysis, we find out that both accuracy and cost of computation are improved if the primary body is changed between 1.2 and 3 Hill radii, rather than at the sphere of influence. The exact value of the switch radius maximizing the performance must be chosen depending on the specific physical problem.
We extended our investigation to the long-term propagation of the asteroid (99942) Apophis, which undergoes a very deep close encounter with the Earth in 2029. The propagation method that in double precision achieves the highest accuracy is given by the combination of EDromo and K-S with the xra15 solver. The former is employed to propagate the motion when the primary body is the Sun, the latter when it is the Earth. In our simplified model, this method leads to a position error of 100 meters after 100 years. It is notable that the best propagation with Cow- Figure 19 . Function evaluations versus final error on the Jacobi constant for several methods for the long-term propagation of the asteroid (99942) Apophis. The description of the curves is the same as in Figure 17 . The points are obtained by varying . Figure 20 . Time evolution of the errors on position, velocity and Jacobi constant for the long-term propagation of the asteroid (99942) Apophis. The curves "EDr + K-S" are the same as those relative to the xra15 solver in Figures 14 to 16 . The curves "BS2" and "Hyb" are obtained at the round-off limit with the conservative Bulirsch-Stoer integrator and the hybrid method implemented in the MERCURY code. Spikes in the error on the Jacobi constant take place when the distance from the Earth is less than 0.3 au.
ell's method is two orders of magnitude less accurate with a computational cost that is 3.6 and 2.2 times higher, depending on the solver. Also, the combination of EDromo and K-S with xra15 is four orders of magnitude more accurate than the hybrid method implemented in the MERCURY package, with a computational cost four times smaller. We assess that the latter method is better suited for qualitative studies, in which the time spans of integration may be several orders of magnitude larger than the ones considered.
We stress that adaptive solvers represent the best option to integrate Newtonian equations in strongly-perturbed problems. The advantages of regularizations with respect to Cowell's formulation are much greater if fixed step-size, fixed order numerical solvers are used.
Applications beyond the problem of asteroid propagations in the Solar System (e.g. planetary formation) are possible. However, additional work will be needed to address possible limitations of the method under extreme conditions. For instance, in case of very fast encounters due to retrograde objects, one may need to consider a more sophisticated switch criterion. For a forthcoming work, we are investigating the possibility of adopting a smoother criterion based on the estimated local truncation error, rather than on the position. Finally, we expect that integrating regularized formulations with the Bulirsch-Stoer solver would achieve an outstanding numerical performance due to its efficiency. This assertion will be verified through additional numerical tests in a further work. Table A1 . Expressions of t (s), t (s) as functions of the state vector and the independent variable s for the formulations used in this work (see section 2). Prime denotes differentiation with respect to s.
