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I. INTRODUCTION 
Recent investigations of the neutron population in a nuclear reactor 
have studied the neutron multiplication as a branching process. In the 
one-dimensional model, it is assumed that if a neutron is born at a point 
x of the “body,” 0 < x < L, then there is a probability density k(x, y) dy 
of its undergoing a transition by collision with a nucleus at y, 0 < y < L, 
and a probability u(x) of its escaping from the body without a transition, 
44 + j,#x, Y) dy = 1. The transformation into a random number 
of particles, which is produced by the collision, is given by the generating 
function /z([, y) = zx”, e qk(y)lk, where qk(y) is the probability that a 
collision at y will produce k neutrons, .Z’F=O qk(y) s 1. The process 
continues with the assumptions that each neutron has the same properties 
as the initial neutron and is independent of the others in its behavior. 
The development of the process is described by the random variables 
Z,,(x), 0 < x < L, which represent the number of neutrons in the nth 
generation as a function of the position of the initial neutron. 
If the process is formulated in terms of the generating functions 
f,,(l, x) for the Z,(x) then the generating function for the nth generation 
of a process with k initial neutrons at y is I,,“([, y) ; and so, if the number 
of neutrons at y is given by the random variable with generating func- 
tion hz(,$, y) then the generating function for the size of the nth generation 
as a function of the position y is k[fn(l, y), y]. If the initial neutron at x 
is transformed at y into k neutrons, then the (n + 1)th generation is 
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formed from k independent families, as a function of the position y, 
with n generations. This suggests that the generating functions f,,(t, x) 
satisfy the recursion relation 
f& 4 = E. (l.la) 
fn+dt, 4 = 44 + I h[fn(L YL ylk(x, Y)~Y. 
n 
(Lib) 
The process as defined by (1.1) is an extension of the Galton-Watson 
process for which an account of the limiting theorems and references is 
given by Harris [l, 21. The formulation of limiting theorems for processes 
defined by (1.1) is analogous to that for the Galton-Watson process as 
discussed by Levinson [3]. If the second moment for the transformation 
probabilities is assumed to exist then the random variables 2,(x)/E [Z,(x)] 
= W,(x) converge in distribution to a random variable W(x) with 
E[W(x)] = 1 [4]. If only the first moment for the transformation prob- 
abilities is assumed to exist then, since the W,,(x) form a martingale with 
E[jW,,(x)l] = 1, the convergence of W,(x) to a random variable W(x) 
with probability 1 follows from the theory of martingales [5, p. 3191; 
however, in this case, 0 < E [W(x)] < 1 is all that is known. 
For the Galton-Watson process there is a condition on h(E), stronger 
than the existence of the first moment and weaker than the existence 
of the second moment, which is sufficient and essential for W,(x) to 
converge in distribution to a random variable W(x) with E [W(x)] = 1 [3]. 
This concept has been applied to age-dependent branching processes to 
obtain a similar limit theorem (Levinson [6]), and the methods of that 
paper are applied in this study to obtain a limit theorem for position- 
dependent branching processes as defined by (1.1). 
II. SUMMARY 
It is shown that if the recursion relation of (1.1) is assumed as the 
definition for the process and if the functions a(x), k(x, y), h(E, y) are 
assumed to have the following properties: 
a(x) and K(x, y) are continuous with 0 < a(x), 0 < R(x, y) 
L 
5 
(2.la) 
U(X) + k(x, y) dy = 1 for 0 < x, y <L, 
0 
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and 
45, Y) = ,r Qk(YKk where q*(y) is continuous, 0 < qk(y) 
k=O 
(2.lb) 
cc 
h(l, y) = 2 qk(y) = 1 for 0 < y < L, k = 0, 1, 2,. . ., 
k=O 
then the recursion formula (1.1) defines a sequence of generating func- 
tions. The functions (a/86)/,(1, ) x are then shown to satisfy an auxiliary 
relation 
%J(x) = 1, (2.2a) 
L 
m,(x) = 
s 
f% - l(Y)W YMY) dY 
0 
(2.2b) 
where p(y) = L’~=iIZqk(y). The kernel K(x, y)p(y) is used to study the 
problem of criticality; in this case, the behavior of (a/@)/,,(l, x) as a 
function of n. If K(x, y)p(y) is positive and continuous, there is a positive 
maximum characteristic value p with a positive characteristic function 
o(x) and the asymptotic behavior of (a/@)/,(l, x) = m,(x) is given by 
(2.3) 
where c is a positive constant. If p < 1, m,(x) ---f 0 for each x as n -+ 00 
and the process is called subcritical; if 1 < p, m,(x) ---f do for each x 
and the process is called supercritical. The problem of criticality for 
processes defined by (1.1) has been investigated in greater detail in a 
special case by Harris [4], in the general case by Mullikin [7], and for a 
class of similar processes relating diffusion and fission by Sevasty’anov [8]. 
The basic limit theorem can now be stated. If Iz(e-“, y) satisfies the 
expansion requirement 
where u(o) is a continuous nondecreasing function with a(O) = 0 and 
i 
E@<m , 
fJ 
0 
(2.4b) 
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and if the process defined by (1.1) is supercritical, then for each x, 
0 < x < L, as n-+ co, 2,(x)/m,(x) h as a limiting distribution U(t, x) 
with Laplace-Stieltjes transform z/J([, zx) 
limf, (exp !- ~/~&41, 4 = $(L 4, R[[]>O and O<x<L; 
n-+m 
(2.5) 
moreover, $(c, x) is the solution to 
#(O, 4 = 1, l#(5, %)I < 1, and for u = R[<], (2.6b) 
lim ! - ~(” ‘) ___~- = 1 uniformly in x, 0 < X < L. (2.6~) 
040 + cr 
For k(t) independent of y (2.4) is implied by a summabilitp type condition 
on the first moment [3, Lemma 2.13. 
III. ASYMPTOTIC BEHAVIOR OF (a/&$)/,(1, x) 
The functions a(x), k(x, y) and h(E, ) x are assumed to satisfy certain 
conditions which are : 
(4 
( w 
k(x, y) is continuous and positive, 0 < x, y < L, 
a(x) is continuous and nonnegative, 0 < x < L, (3.1) 
(4 
L 
a(x) + 
5 
4% y) dy = 1, 0 < x d L, 
0 
(a) qk(y) is continuous and nonnegative, 0 < y < L, k = 0, 1,. , . , 
a, * 
(b) h(t, Y) = 2 qk(Y)tk> h(l, y) = 2 qk(y) = 1, (3.2) 
k=O k=O 
(C) P(Y) = j&k(Y) is continuous and positive, 0 < y < L. 
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There is a continuous, nondecreasing function a(u), 0 < 0 < co, 
such that 
a(0) = 0 and 44 ----au< -20. 
u 
0 
(3.3b) 
The formal relation (1.1) of Section I is the motivation for the first 
theorem. 
THEOREM 1. If a(x), k(x, y) arcd Q7, x) satisfy Ihe conditions of (3.1) 
and (3.2) artd if the seqwnce f,,(t, x), f,([, x),. . . is defilzed by the recursion 
formula 
(3.4a) 
L 
fn(& 4 = 44 + 
5 
h[fn- l(E, Y). YIW Y) dy, 
0 
(3.4b) 
Ihe% f,,(l, x) has the properties: 
(a) f,,(t, x) is colztilzzlozls in (t, X) for 151 < 1 artd 0 < x < L, 
lb) f,,(E, x) is artalytic in 5, )6/ < 1, for fixed x, 
(4 Ifn(E, x)1 < 1 for (tj < 1 and 0 < x < L, 
Cd) fn(1, x) = 1, 0 < x ,< L alzd 
(3.5) 
(4 fn(E, 4 = 2 f&)E’ for IE/ < 1 artd 0 < x < L with 
j=o 
f,,Jx) contimozss alzd noltlzegative for 0 < x < L. 
PROOF. The function fo([, x) = 6 has properties (a) - (e). If f,,(l, x) 
has properties (a) and (b) then, since h(l, y) satisfies (3.2), the composition 
Isv,,(l, y), y]li(x, y) is continuous in (6, x) and analytic in t with fixed x, 
for each y. This is sufficient for f,, +1 (E, x) to satisfy (a) and (b). Since 
IW, r)l G .%(y) = 1 for /El < 1 and h(l, y) = 1, if f,,(E, x) has prop- 
erties (c) and (d), then f,,+l(E, x) satisfies 
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L L 
jfn+*(59 x)! d 44 + 
s 
Ipa& Yh YllW Y)dY,< 44 + 
.r 
4% Y) dY = 1, 
0 0 
(3.6a) 
L L 
fn+~l(l,x) = a(x) + 
I 
hCfn(l, Y), ylk(x, Y)~Y = 44 + 
I 
W ~)dy = 1. 
0 (1 
(3.6b) 
By property (b), each f,,(l, x) has an expansion of the form 
i”([, 4 = &&f fn,j(XF, (l(<l and O<%<L. (3.7) 
j=O 
Since in+i([, x) satisfies (3.4), 
The function (a/al)k h[f,(O, y), y] is a sum of terms of the form 
i ) Tg awfn(o> Y),Yl * fn(Ot Y) [( "iu' I"... [(;pnto.Yp 
and so, if (a/%Jk f,(O, Y) = k!  h,k(Y) is continuous and nonnegative, 
k = O,l,. . .) then (a/a@ Iz[f,(O, y), y]k(x, y) is continuous and non- 
negative and (3.8) implies that f,,+l,rc (x) is continuous and nonnegative 
for k = 0, 1, 2,. . . This completes the proof for Theorem 1. 
The functions (a/iYE)f,(l, ) x are shown in Theorem 2 to satisfy an 
auxiliary recursion formula which will be used to develop the behavior 
of (a/@)fn(l, x) as n+ 00. Lemma 1, which will be used in the proof 
of Theorem 2, is proved first. 
LEMMA 1. If h(E, x) satisfies (3.2) and (3.3), then 
I P(Y) - -___ 
1 - 47, Y) 
1-q 
<a[2(1-q)] for &<q<l and O<y<L. 
(3.9) 
1 - 4% Y) 
PROOF: If F(q, y) = p(y) - =--, then by (3.2) 
(3.10) 
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and 
eh Y) - ml* Y) = &y @k(Y) 
k=l 
for 0 < qr, “17s < 1. 
If 0 < q1 < 7%~ 1, then since (1 - xk)/(l - x)K is an increasing func- 
tion of x, (3.11) implies that r(q, y) is a decreasing function of 7, 0 <q < 1, 
for each y. Since r(l -, y) = 0, this means that r(q, x) > 0 for 
0 6 q -C 1. For 0 < 7 < 1, l/(1 - q) > l/- log 7; and so, r(r, x) > 0 
implies, if o = - log q, that 
0 G P(Y) - 1 - ml Y) < p(y) _ 1 - hh Y) = /qy) _ 1 - hP* Y) 
l--r -1%?I c7 
(3.12) 
By assumption h([, x) satisfies (3.3); so (3.12) implies 
1 - hh Y) 
P(Y) - 1 _ r - G P(Y) - 
I I 
1 - h(e-q y) 
cJ < a(o) = a(- log q). 
(3.13) 
Since - log q < 2(1 - 7) for 4 < q < 1, and since a(o) is a nondecreasing 
function, a(- log q) < a[2(1 - r)] for Q < q < 1. This and (3.13) 
imply 
P(Y) - 
1 - h(rt Y) 
1-v 
< a[2(1 - r])] for 4 < q < 1 and 0 < y < L. 
(3.14) 
This completes the proof for Lemma 1 
THEOREM 2. If a(x), K(x, y) and h([, x) satisfy (3.1), (3.2), and (3.3) 
and if the seqtience m,(x), ml(x), . . . is defined by the recwsion formula 
wJ(x) = 1, (3.15a) 
L 
m&4 = 
s 
mu - ~YW, Y)P(Y) dy, (3.15b) 
0 
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then the functions f,([, x) defined by (3.4) satisfy 
lim ’ - fn(” ‘) 
l--t 
= m,(x) tiniformly in x, 0 < x < L, (3.16a) 
r-+1- 
lirn l - fn(z’ ‘) 
I--t = 2 kfn,k(X) t 
O<x<L. (3.16b) 
t--t1 - k=l 
PROOF. Since the kernel k(x, y)p(y) is continuous in (x, y), an induc- 
tive argument shows that m,(x) is continuous for 0 < x < L. The restric- 
tionsonh(t, y)implythat I(a/Z)h(F, y)I <ZFxl WY) = ,4y),for jtj < 1 
and 0 < y < L, and by the mean value theorem h(qs, x) - h(q,, x) 
= (a/aE)h(q8, x) (q2 - rt) for yr < vs < 7s; so, combining these state- 
ments gives 
Since /,,(f, x) is defined by the recursion formula (3.4), 
L 
1 - f&t 4 = 
1-T 5 
1 - h[f,-&t Y), rl 
l--t 
@a Y) dy, (3.18) 
0 
and the substitution of (3.17) with q2 = 1 and Q = f,,- r(t, y) < 1 into 
(3.18) gives 
L 
1 - fn-lb, Y) 
l--r W, YMY) dy, 
0 
O<T<I, O<x<L. 
Inequality (3.19) for n = 1 gives 
L 
j -1 - fib, 4 
1 1-T I s 
< k(x, y)p(y) dy = m,(x), since fo,(t, 4 = E; 
0 
and so, by induction 
1 - fn(t* 4 
l--t 
< ms - ,(yW, Y) dy = ~44. 
0 
(3.19) 
(3.20) 
(3.21) 
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The definitions of #,(l, ZX) and m,(x) directly imply that 
firn 1 - f&> 4 
l---z 
= m,(x). 
t-1 - 
In order tq proceed with an inductive argument, suppose that 
lim I - fn-l(zt ‘) = m _ (y). 
r-+1 - I-r-- WI 
The inequalities (3.17) and (3.21) imply that [l - f,,- I(t, y)]/(l - t) is 
continuous in y uniformly in t, 0 < z < 1, since 
L 
j 1 - fn- lb, x2) 1 - fn - I@, x1) < 
1 iI 
1 - h[fm-z(z, Y), Yl 
I l--z - 1-r ; 1 - fn - z(t, Y) 
(3.22) 
b 
x (I-fs-e(WI 
1-r 
IW,, Y) - %, Y) I dY 
L 
d P(Y) mw-- 2(y) I%, Y) - Wx,, ~11 dy. 
I 
b 
The continuity of [I - fnel(t, y)]/(l - t) and m,-i(y) implies that 
there is a B(E), 0 < E, such that 
1 - fti-l(t* Yz) 
/ I 
1 -/n-h Yl) / 
ICE 
for 
I----t i-, l--z 
O<t<l, (3.23) 
Jw-1(y2) - m,- l(rJl < c if 135 - Y21 < 6. (3.24) 
Let 5 = max {y, Y = 0, 1,. . . ) VB < L} and let yV* = v8 for v = 0,. . ., 1. 
Then the convergence of [l - f,, _ r(t, y)]/(l - t) implies that there is a 
r,,,(e), 0 -C E, such that if z, < t < 1 then 
mu - l(yy*) - 
1 -- f"-l(t, y**) 
<E for 
1-r 
v = 0,. . ., i. (3.25) 
For any y, 0 < y < L, there is a yy* such that y - yV* < S; and so, 
1 -fn-l(TPY) ! 1 - fn - l(G Yr*) 1 -fn-dz, y) i 
m.-l(r) - <I -- l--z \ l--z l-r 
+ (m,- 
1 - fn - l(C YY*) 
l(r) - 132, - l(yy*) 1 + mu - l(yy*) - l--t 
< 3e, (3.26) 
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by (3.23), (3.24), and (3.25). This shows that 
lirn 1 - fn - lb, 34 
1-r = %-l(Y) 
uniformly in y, 0 < y < L. 
t+l- 
(3.27) 
By Lemma 1, if t0 is so chosen that 4 < f,- r(r, y) < 1 for t,, < r < 1 
and O<y<L, then 
p(y) - ’ - Wfn-l(tr ‘)I ?J ! <a[2(1 - fn-r(t, y))! 
1 - fn - I@, Y) 
. (3.28) 
Since a(0) = 0 and f,,- r(t, y) + 1 uniformly in y as t -, 1 -, (3.28) 
implies 
lim 1 - h[fn-lb YL Yl = p(y) 
1 - fn-lb, Y) 
uniformly in y, 0 < y < L 
r-b1 - 
(3.29) 
Writing 
1 - hV*-l@, Y), Yl = 1 - It[fn-l(Tt y), Yl 1 - fn-lk, Y) 
l--t 1 - fn-l(T, Y) 1-T 
and letting t+ 1 -, the uniform convergence in (3.27) and (3.29) implies 
lim ' -  h[fn-l(z' ')' 'I = p (y )m, -  l(y) 
1-r 
, uniformly in y, 0 < y < L. 
r-+1 - 
(3.30) 
Letting t-+ 1 - in (3.18) and using (3.30) gives 
L 
1 - h [fn - dz~~j~ - 
I--t 1 ’ 
qx y) dy 
0 
L 
= 
5 
ms - I(Y)P.(Y)~~, Y) dy = 44. (3.31) 
0 
The development in (3.22)-(3.27) shows that the convergence in (3.31) 
is uniform with respect to x if YZ is written for 12 - 1. 
This completes the proof for part (a). 
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ByTheorem l,r,(t,~)=~“=ofn,i(~)~i; andso, since (1 -ti)/j(l-r) <l 
for O<t,(l, 
1 - A&, 4 
l-r 
(3.32) 
O<rtl, O<x<L. 
Since lim r+l-(1 - rj)/j(l - t) = 1, letting r ---t 1 - in (3.32) gives 
For fixed N, 
since all terms are nonnegative; and so, 
jj j.,j(%) < lim 1 i F”,’ ‘) = m,(x). (3.34) 
i=l 
r+l- 
Letting N --+ do, (3.32) and (3.34) imply 
This completes the proof for Theorem 2. 
The behavior of m,,(x) = (a/@)jfi(l, x) as n- 00 is developed from 
the observation that m,(x) is given by the lzth iterate of a compact linear 
transformation on the Banach space V[O, L] of continuous functions q(x), 
0 < x < L, with the norm lIyl/ = max (Ip( IO < x < L). If 
K(x, y) = k(x, y),u(y), then (i) @l)(x, y) = ,6(x, y) is continuous in (x, y) 
for 0 < x, y < L, (ii) each of its interates A(“)(x, y) = ~,,‘~~“- ‘)(x,z)k(z, y) dz 
is continuous in (x, y) for 0 < x, y < L, and (iii) the associated linear 
transformations 
L 
I+) q,(x) = 
i 
-)(x, y)q~(y) dy, n=1,2,... (3.36) 
0 
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are compact on V [0, L]. Since m,(x) is defined by (3.15), it follows from 
the definition of l?(“) that 
m,(x) = A%) f&(x) (3.37) 
where C&X) =_ 1, 0 < x < L. 
In order to continue the development, the following theorems are 
required. 
THEOREM I. I f  the kernel T(x, y) is continuous and flositive in (x, y) 
for 0 < x, y  < L, then the associated compact linear transformation T 
defined on %[O, L] has 
(a) a positive characteristic value p such that for all other char- 
acteristic values li, I&j < p, and 
(b) every characteristic function belonging to p is a constant 
multiple of a positive continuous function o(x) 
[Y, p. 4961. 
(3.38) 
THEOREM II. I f  T is a compact linear transformation on a Banach 
space B, then for each characteristic value A,, of T, there is a decomposition 
T = S + R, with S and R compact linear transformations on B, such that 
(a) SR = RS = 0, 
(b) A,, is a characteristic value of S and a regular value of R, 
(c) if 1 # ,I,, or 0, then 1 is a regular value of S, 
(d) the range of-S is th.e characteristic subspace associated 
with & and 
(e) a value I # 1, or 0 is a characteristic value of R if and 
only if it is a characteristic value of T [lo, p. 170]. 
(3.39) 
THEOREM III. I f  T is a bounded linear transformation on a Banach 
space B, then denoting the lzorm of an operator T by ITI, the limit 
lim (T(“)jlIfi (3.40) 
IL+ cc 
exists and is equal to the radius of the smallest closed disk with center at 0 
which contains the spectrum of T [lo, p. 4251. 
Since the kernel h(x, y) = k(x, y)p(y) is continuous and positive for 
0 < x, y < L, the linear transformation k is compact on %[O, L] and its 
spectrum consists of characteristic values iii # 0 and possibly the point 
I = 0. Also, by Theorem I, there is a positive continuous characteristic 
function w(x) associated with a positive characteristic value p, such that 
for all other characteristic values iii, I& < p. If x = 3 + a is the 
decomposition of l? with respect to p, which exists by Theorem II, then p 
is the only nonzero characteristic value of 3 and by Theorem I (b) and 
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Theorem II, there is a positive constant ci for which Sqs(x) = ci w(x), 
where Q,,(X) ,“I I G 1, 0 < x < L. If $(“) and a(“) are the respective iterates 
of 3 and 8, then Theorem II (a) implies that a(“) = SC”) + a(“); so that, 
m,(x) = R(“) &) = 9) q7&) + I?@) fp&) (3.41) 
= cp”o(x) + a@) q&x), 
where c = cl/p. Since w(x) is a positive continuous function on [0, L] 
there is a positive constant K, such that 
0 < $ < w(x) < K,,. (3.42) 
0 
This is used with (3.41) to obtain 
m&) 
CPn c&d 
-1 zrz l /a(*) plow 
CP”W(X) 
< %f lR(fl)qo(x)(. (3.43) 
Since i? is a compact operator on U[O, L] with characteristic values {A,}, 
Z = max I&l < p, Theorem III implies that there is an N(r), X<r <p, 
such that 
p(q <Y”, for n > N(r). (3.44) 
If (3.44) is used in (3.43), then 
mu(x) 
CP” 44 
- 1 G $$ I%(4 < +$ pq Il&)ll (3.46) 
n 
&e) 
0 c P 
n > W) 
and letting B+ 00 gives, 
lim m&) 
O-coo cp” w(x) 
= 1, uniformly in x, 0 < x < L, (3.46) 
since (r/p) < 1. This gives the behavior of m,(x) = (6’/@)f,(l, x) as 
n+ 00 in relation to p and o(x) where 
L 
PO(X) = 
5 
~(Y)W YMY) dY= (3.47) 
0 
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The behavior of (a/a[)f,,(l, x) as n + co is used to classify the process 
as subcritical if p < 1 and as supercritical if 1 < p. In the subcritical 
case, (3.46) implies that (a/@)f,(l, x)-+0 as n+ co, and in the super- 
critical case, it implies that (a/@)f,(l, x)-+ cx, as N--, 00. It is assumed 
for the work in Sections IV and V that the process is supercritical, i.e., 
1 < p. (3.48) 
In both cases, an upper estimate for p can be developed in terms 01 
{r(y). Taking the maximum with respect to x in (3.47) gives 
I< 
p max (o(x)lO < x < L) < max 1 
IS 
k(x, y)p(y) dyl0 < x < L 
0 
x max {4y)!O < y < Ll. (3.49) 
Since SOL k(x, y) dy < 1, (3.49) implies the final result 
P < max My)JO < Y < Ll. (3.50) 
IV. A LIMITING THEOREM FOR f, (exp [- a/(cp” o(x))], x) 
If the sequence fr(E, x),. . . is defined by the recursion formula (3.4) 
and if the sequence B&o, x), B,(o, x), . . . is defined by 
B,(o, x) = fo(e-O, x) = e-“, (4.la) 
&(b, x) = fn exp (- a/(cp”o(x), 4, n = 1,2,. . ., (4.lb) 
then the functions B,,(o, x) satisfy the functional relation 
L 
B,(g, 4 = 44 + 5 12 [exp (--d(cp44L y)lW, 39 dy 
(4.2a) 
‘i j (cp;(x) #Y), Y]k(r,YbiY. = a(x) + h B, ___ 
0 
&(a,x) = a(x) + h [f,,-lexp (- a/(cp”44), YL YIW Y) dy 
s 
(4.W 
=u(~)+~~,~"-lia:::,;Iy,~(~,y:~y, fi=%%... 
0 
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There is no difficulty with this normalization becoming indeterminate 
since 0 < l/K, < o(x) (3.42). If limn+s, B,(a, CC) = $(a, X) does exist, 
then formally letting n+ CO in (4.2) suggests that &o, x) should satisfy 
THEOREM 3. If a(x), K(x, y) ad h(E, x) satisfy the conditions in (3.1), 
(3.2), and (3.3), thert the eqtiatiolz 
has a solution &CT’, x) with these @roperties: 
(a) +(a, x) is contilzuous in (a, x) for 0 < a < 00 and 0 < x < L ; 
(b) 4(0, 4 = 1, 0 < #a, 4 < 1, and (4.5) 
(4 lim,,o + (P - $(a, x)1/0} = 1, uniformly in x, 0 < x < L. 
PROOF: Define the sequence &(a, x), $i(a, x), . . . by the recursion 
formula 
cba(a, 4 = e-0, (4.6a) 
C(a,~)=a(*)+ji[CL(~,Y),Y]kiZ.Y)dY. (4.6b) 
0 
Since +o(a,x) = e-‘, O,<+,,(a,x),<l and 4o(O,x)=l. If O<$,,-r(a,x)<l 
and I$,,- 1(0, x) = 1, then 
L L 
O< &(a, x)< a(x) + h[l, YI@, Y)~Y = 44 + 
s 5 
k(x, Y)@J = 1 (4.7) 
0 0 
L 
b(O, 4 = 44 + 1 h[l, ~1% Y)~Y = 1, 
0 
(4.8) 
since h(q, y) is an increasing function of q, 0 < 7 < 1, with h(l, y) = 1. 
It follows by induction that c$~(O, x) = 1 and 0 < $Ja, x) < 1 for 
O<x,<L and n=O,1,2 ,... . If +%- l(a, x) is continuous in (a, x), 
then the function 
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is continuous in (c, x, y) ; and so, &,(o, x) is continuous in (a, x). The 
function &,(a, x) = ema is continuous; and so, by induction, &(a. x) is 
continuous in (a,~) for O,<a< 00, O,<x,<L and rt=O,1,2 ,.,. 
Since c&(u, x) satisfies (4.6) for ti = 1, if u = to(~), then 
L 
I~~- hhJ(4,4 _ 1 5 1 - k [exp (- 
7co.J (4 P&4 
(r/P)~(Y)&~o(y)k(x 
WPMY) 
Y) dy, 
1 . 
0 
(4.9) 
By (3.47, 1 = [I/pw(x)] SOL ~(y)k(x, y)p(y) dy; and so subtracting (4.9) 
gives 
(4.10) 
L 
1 
zz- 
P44 I[ 
p(y)pl- h[exp [-- (dPb4Y)lJYl 
WPb(Y) I 
o(y)K(x 
2 
Y)dy, 
0 
Since a(t) is a nondecreasing function of z and since w(x) < K,, by (3.42), 
it follows that a[(z/p)w(y)] < a(Ko(z/p)). By assumption, lz([, x) satisfies 
(3.3) which implies 
l/l(y) _ 1 - b[exp [- (dPk4Y)l>Yl 
I ' blPb(Y) 
/ <a(fw(y))<c(Ko~); and so, 
(4.11) 
Since ,u(y) is continuous and positive, (3.2), there is a positive constant K, 
such that 0 < K, <p(y); and so, with (4.12) 
L L 
1 
5 
4~)w Y) ay G 
1 
~__ 
P44 4 p&J J 
4~)k(x, Y)PU(Y) ay = &- (4.13a) 
1 
0 0 
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(4.13b) and 
imply 
(4.14) 
If al(z) = (l/K,)a(K&t/p)) + K, t then al(t) satisfies (3.3b) and 
I A(Mx)l 4 - Ak44,4 I < M4alW. (4.15) 
Using (4.6) for TZ = p and n = #J - 1 and subtracting, gives 
If “1 = &-IWP)dY)~ Y) and q2 = $9-2(t/p)w(y), y) in (3.17), then 
(4.17) 
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and the substitution of (4.17) into (4.16) gives 
Inequality (4.18) for 9 = 2 and (4.15) gives 
To continue by induction, if i&-l(~~(~), x) - &,-2(t~(~), x)1 < 
tw(x)a(t/pnw2), then 
z 
= to(x __- . 
i 1 P 
n-1 
For a given positive ;6, (4.20) with 0 = TO(X) gives 
Since al(o) is a nondecreasing function of (T and since 0 < l/K, < o(x), it 
follows that al(a/w(x)pi) < a,(& a/p’) and 
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If zc= K&/p’), then 
and 
K,a/p” - 1 
1 
0 
(4.22) 
Since 1 < p, by (3.48), given E and CT,,, 0 < E and 0 -=c IJ,,, n can be chosen 
large enough so that 
&J/p” - 1 
1 
aliN El%P --du<- ; 
u 
i, 
00 
and so, j&+&, 4 - #+, 41 < E, for 0 < u < a0 and 0 < x < L. For 
fixed a,, this is sufficient for ~$,(a, x) to converge to a limit d(a, x) 
uniformly in (CT, X) on 0 < CY < a0 and 0 < x < L. Since for each s, 
~$,(a, x) is continuous in (o, x), $,,(O, x) = 1, 0 < &(o, x) < 1 and it 
satisfies (4.6), the uniform convergence of $,,(o, x) on 0 < u < a0 and 
0 < x < L is sufficient for d(u, x) to be continuous in (a, x), +(O, x) = 1, 
0 < $(a, z) < 1 and it satisfies (4.4) for 0 ,< u < 00 and 0 ,< x < L. 
Since +o(u, x) = e-“, there is a ur(c), 0 -C E, such that 
1 _ 1 - +oo(u, *I <g > 0 < u < up and O<x<L. 
U 
(4.23) 
This implies that 
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If n = 0 and $-+ CC in (4.22), then the convergence of &(o, x) to $(a, x) 
gives 
KO~P 
I 
0 
(4.25) 
There is a oz(e), 0 < E, for which (l/log p) ~,-,“@P[M~(u)/u] du < E if 
0 < 0 < CI~(E); and so (4.24) and (4.25) imply that 
(4.26) 
This completes the proof for Theorem 3. 
The properties listed in (4.5) are sufficient for the uniqueness of a 
solution to (4.4). 
THEOREM 4. If $,( , ) a x and +Ja, x) aye two solutions of (4.4) which 
satisfy (4.5), then bl(a, x) z &(a, x), 0 < 0 < 00 and 0 < .2: < L. 
PROOF: Since C&(CT, x) and g&( , ) u x satisfy (4.4), if -x0(2$ = ~7 in 
(4.4)) then 
41(4x)1 4 - &444> 4 (4.27) 
Inequality (3.17) for qI = &(t/p)o’r), Y) and 72 = $2(z/~b(Y)1 Y) gives 
(4.28) 
and so, 
L 
1 
d--- 
P44 iI 
$1 ((dPk4YL Y) - M++!a!$ j o)(y)@, y)p(y) dy. 
WP)dY) 
0 
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then (4.29) implies 
(4.30) 
Writing 
if follows that 
(4.31) 
By assumption q$(o, x) and+&, x) eachsatisfy lim,,, +( [l - &a, %)]/a} = 1 
uniformly in x; so (4.31) implies that A(0 +) = 0. The iteration of 
(4.30) gives 
A(T) <A $ , 
( 1 
j = 1,2,. . . (4.32) 
Since1 <p, t/pi+Oasj-+ ce.Lettingj+ coin(4.32)givesA(t)<A(O+); 
and so, A(0 +) = 0 implies that A(z) = 0, 0 < t < CQ. With d,(O, x) 
= $.JO, x) = 1 and o(x) > 0, A(z) = 0 implies that +l(~, x) = q$(a, x) 
for 0 < 0 < 00 and 0 < x < L. This completes the proof for Theorem 4. 
Since m,(x) is defined by (3.15) and B,,((T, X) by (4.1), if n,(x) is given by 
(4.33) 
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then 
~Y)W Y)P(Y) dy, (4.34) 
L 
1 - B&w(x), x) 1 
~~--- I_-. = 
m(x) MX) 5 
l - ‘LB*- l((t/dw(Y), Y,L Y j~  m(y)k(x y) dy 
0 
(4.35) 
and 
(4.36) 
L 
II 
~n-l(Y)/4Y) - 
’ - hB*-l((t/P)ob% Y)p y 
1 
w(y)qx y) dy, 
0 
Equation (4.36) is rewritten in the form 
L 
1 - B,(to(x), x) 
n,(x) - - 
1 1 - 8% - l((dPMY)? Y) -= ~~___ 
d4 P44 SI 
%- l(Y) - ~ -- (t,p)o(y) 
-~I 
0 
% ~(Y)W YMY) dy (4.37) 
L 
-+ -.I-~ 1 - Bn- lWP)4Y)t Y) -- 
P44 WPMY) 
p(y) _ 1.: hBn-l((dPbJ(Y)~ YQl 
blPb(Y) J 
x ~Y)G, Y) 4'. 
In Lemma 2 some properties of 6,(z, x) = z,,(x) - [l - B,(zo(x), x)]/tw(x) 
are developed. 
LEMMA 2. If  &(t, x) = n,(x) - [l - B,(zo(x), x)]/Tw(x), then 
(a) &(z, x) is continuow in (t, x), 0 < z < m and 0 < x < L, 
(b) 6,(0 +, x) = 0, zlniformly irt x, and (4.38) 
(c) &(t, x) is an increasing fmction of T for fixed x. 
PROOF. Property (a) is a consequence of the continuity of m,,(x), w(x), 
and B,(zo(x), x). By Theorem 2, lin+,I{[l - fn(q, x)1/1 - q> = m,,(x), 
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uniformly in x; and so, lim,,,,+{ [l - /,(e-‘, x)1/u> = m,(x) uniformly 
in x. This and the definitions of B,(o, x) and n,,(x) imply that 
uniformly in x, 0 < x < L ; and so, S,(O +, x) = 0 uniformly in x, 
o< x<.L. Since fn(o, x) = Zj~of~,i(~)o’, by Theorem 
m,(x) = ZjZ r j/,,Jx), by Theorem 2, 
m 
B(zo(x), X) = 2 fn,j (x) exp (-- T/Cpn) 
j=o 
and 
l j if?&) ; nn(x) = qPo(x) j=l 
and so, 
6Jzp x) 1 Zf Co. 1 *,i o[ x 1 1 - exp (- = ~~lcp~) _ cpn o(x) i= 1 
wPn I 
1, and 
(4.40) 
(4.41) 
(4.42) 
(4.43) 
Since 1 - e-“/L is a decreasing function of 1 and f&x) > 0, (4.43) implies 
that S,(t,, x) - S,,(t,, x) > 0; and so, for each x, 0 < x < L, &(z, x) 
is an increasing function of t, 0 < z < 0~. This completes the proof for 
Lemma 2. 
LEMMA 3. I f  a(x), k(x, y), and h(E, x) satisfy the conditions in (3.1), 
(3.2), and (3.3), if the sequence B,(u, x), B,(cr, x), . . . is defined by (4.1), 
and if z,,(x) is given by (4.33), then there is a to(&), 0 < E, such that 
for 0 < -r < to(E) I O<x<L, n=O,l,... . 
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PROOF. Lemma 2, (b) and (c), implies that for n = 0, 1,. . . 
1 - &&44,x) 
0 < S,(t, x) < n,(x) - -- 
1 - zo(x) 
for 0 < r ( bo and 0 < x < L. Since limn+m 3t,(x) = 1 uniformly in x, 
by (3.46), there is such a K, that 0 < n,(x) < K, for 0 < x < L and 
n = 0, 1,. . . ; and so, 
(4.45) 
o<z< 00, O<x<L, n=O,l,... 
Since o(x) < K,, (4.45) implies 0 < I - B,-. i(ro(x), x) < K, K, t. 
Using Lemma 1 with r,~ = B,-,((t/p)o(y), y) and K, K, z,, < Q, 
(4.46) 
for 0 < t < to and 0 < x < L. If the integrand in the second integral 
of (4.37) is written in the form 
1 - B,-1((t/p)w(y), Y) &/) _ _1 - ~CB”-l((df)dY), Y)J Y: __~~ 
WPb(Y) (dfb(Y) 
(4.47) 
1 - Bn-dWpMY)> Y) = p(y) _ 1 - ~r.f4l-dk/PbdY)~ Y)l Yl 
(dPb(Y) 1 - h-lWPb(Y), Y) 
then using (4.45) to estimate the first factor and (4.46) to estimate the 
second factor gives 
1 - Bf%-l((dP)w(Y)~ Y) -~~- __ 
(dPk4Y) 
pu(y) -1 - ~[~~-l((~lP)4YL Y)l Y: 
WPb(Y) 
(4.48) 
d &a WOK2 b/p)) 
for 0 < z < z. and 0 < x < L. The definition of 6,(z, x) and the in- 
equalities (4.37), (4.48), and (4.13a), imply that 
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for 0 < T < z,, K, = 2K, K, and K, = KS/K,. If s,(t) = mar: (b,(z, x)[ 
O<x<L), then Lemma 2 implies that s,(t) is a continuous nondecreasing 
function of t, 0 < t d to, with 6,(0 +) = 0. Inequality (4.49) 
. + K,u Ka; 
( 1 
since [l/pw(x)l JoL w(Y)k(% Y)P(Y) dY = l. 
If A,(T) = max {S,(t)ln = 0,. , ., N>, then A,(0 t-) = 0, 
d&, x) < &(4 =G 44 
and 
The iteration of (4.52) gives 
(4.51) 
(4.52) 
(4.53) 
Since 1 < p, z/pi-+ 0 as i- 00. Letting i -+ 00 in (4.53) gives 
&(4 < K, 2 a > O<Z<Tz, and n=O,l,... . 
j=l 
(4.54) 
Since a(z) is nondecreasing, 
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If zt = K,(t/pt), then 
;%5 
If r1 is so chosen that 
then (4.51) and (4.54) imply that for each 1z, 
h,(t, x) -c E for 0 < t < min (to, zl) 
This completes the proof for Lemma 3. 
11 = 0, 1,. . . 
and 0 < x < L. (4.55) 
'THEOREM 5. If a(x), k(x, y) alzd h([, x) satisfy the conditions in (Xl), 
(3.2), ad (3.3), if the sequence B,(u, x), B,(a, x), . . . is defined. by (4.1) 
and if +(o, x) is the uniqzle solution to (4.4) and (4.5) then, for 0 < CT < 00, 
lim B&, x) = $(u, x), uniformly in x, O<X<L. (4.5ti) 
n+m 
PROOF. If TW(X) = 0, then the hypotheses imply that 
W&4,x) - +(tw(4* 4 (4.57) 
and so, 
(4.5H) 
L 
1 
d ~-~I_ 
PW(X) 5 
iB%-l (WP)+)~ Y) -Md~)dyLy) j O(Y)k(X y)p(y)dy, 
I ----_- (t,p)cfi(y) , ) 
0 
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then by (4.58) 
(4.59) 
By Theorem 3, (4.5) (c), there is a positive constant K, for which 
for O<a,<m and O<x<L. (4.60) 
The inequalities (4.45) and (4.60) imply that for each 1z, n = 0, 1, 2,. . . 
-GK,+K, for O<Z< 00, O,<x<L. (4.61) 
If d(t) = lim,,, d,(t), then (4.61) implies that d(t) < 00 and (4.59) 
implies that d(t) < d(r/p). With 
+ l - +dX)f x) 
[ -UlJ (4 I 
+ [l - n,(x)], 
taking the maximum with respect to x gives 
44 < Jn’Yt) + Jn(2)(t) + J*(3)(t) (4.62) 
where 
Jn(l)(t) = max Z”(X) - 
1 - &(X0(x), x) 
___ jO<x<L 
MN 
<2K2, 
Jn(3)(z) = max (11 - n,(x)/ IO < x < L) < 1 + K,. 
- 
If J@)(t), Jt2)(t), and J@)(r) are the respective lim as n+ co, then 
d(z) < J(l)(t) + .P2’(2) + P’(2) 
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and 
(a) Lemma 3 implies that J(‘)(O +) = 0, 
(h) since Jnt2)(z) is independent of 12, lim,,+{ [l - #~(a, ~)]/a} = 1 
uniformly in x implies that J@(O +) = 0, and (4.63) 
(4 limn+m n,(x) = I uniformly in x, (3.46), implies that 
J’“‘(z) E 0, 0 < -c < co. 
Since d(0 +) < J(‘)(O +) + Jc2)(0 +) + Jf3)(0 +), (4.63) implies that 
A(0 +) = 0; and so, 
with A(0 +) = 0, O<T< w. (4.64) 
The iteration of (4.64) gives o(t) < d(t/pi) and letting j---f w gives 
d(z) <A(0 +) = 0 (4.65) 
since 1 < p and t/pi- 0 and j- 00. Since d(t) = limn+md,(z), it follows 
that there is an N(F, t), 0 < E, such that if n. > N(s, t), then 
A,(t) < e/r&; and so with cr = TW(X) > 0, 
d zKJd,(z) < &, n > N(E, z). (4.66) 
Since B,(O, X) = #O, x) = 1, (4.66) implies that for 0 < CJ < 00, 
lim B&J, x) = lim f,(exp [- a/cp”o(x)]. X) = C#J(G, x) (4.67) 
n-em n-+cc 
uniformly in 0 < x < L. 
This completes the proof for Theorem 5. 
V. A LIMITING THEOREM FOR f,, (exp [- C/m,(x)], x) 
The results of Section IV are now extended to complex 5 = CJ + iq. 
THEOREM 6. If a(x), k(x, y) and h(t, z) satisfy the conditions in (3.1), 
(3.2), and (3.3), then for each x, 0 < x < L there is a distribution fumtion 
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U(t, x), - co < t < 03, with Lafilace-Stieltjes transform S&C, x), R(c) > o 
and there exists 
lim f,, (exp [- l/cpnm(x)], x) = t,.b([, x), R(c) > 0 and 0 < x < L. 
Moreover, the fumtion #([, x) satisfies 
#(O, 4 = 1, l#(i‘, 41 G 1 and 
lim ’ - ~(a’ ‘) --------= 1 
0 
zlniformly in x, O< x<L. 
o-+0 + 
PROOF. If for each x, the function U,(t, x) is given by 
(5.1) 
(5.2a) 
(6.2b) 
(5.2c) 
(5.3) 
then (i) it is, as a function oft, a distribution function since Z,?!= o f&x) = 1, 
and (ii) f,(exp [- [/cp” w(x)], x) is its Laplace-Stieltjes transform 
m 
fti (exp [- Slcpn441, 4 = e-r*dUn(t,4, 
5 
R(t) 2 0. (5.4) 
O- 
If, for each x, U,,(t, x) does not converge to a distribution function, then 
there is an x0 for which U+,(t, x0) does not converge as n-+ 00 and there 
are two subsequences, by the Helly selection theorem, Widder [lo, p. 271, 
which converges everywhere to different limits. If the limits are normalized 
than the convergence is still true at points of continuity; and so, 
and 
Un(l)(t, x0) + wyt, X0)’ U,(2’(& x0) --f uyt, x0) (5.5a) 
U(l)@, x0) + W)(t, x0), for some Z. (5.5b) 
If #‘)(L x0) and $(2)(5, x0 are the corresponding Laplace-Stieltjes trans- ) 
forms, then #o)([, x0) # #c2)(c, x0) by the uniqueness theorem for Laplace- 
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Stieltjes transforms of normalized functions of bounded variation [lo, 
p. 63]. However, since &(a, x0) = l; e-“clC,(t, x,,) converges to &cr, X) 
as n+ce, Theorem 5, #l)(o, x,,) = #2)(o, x0) for 0 < o < co. This 
implies that #t”)([, x0) = $“)(c, x,,) for R[[] >, 0 since they are analytic 
for R(c) > 0. Therefore for each x, U,(t, x) converges to a limit distribu- 
tion function Ti(l, x) at the points of continuity of CT(f, x), 
lim U,(t, x) = U(t, X), up, x) = 0, t < 0. (5.6) 
n-+m 
If, for each x, r,/~([, x) is the Laplace-Stieltjes transform of U(t, x), then 
(5.6) implies, by the Levy continuity theorem, Hirschman and Widder 
i12, pp. 39-40], that for each x, 0 < x < L 
limf, (exp r- 5/cp"s(41, x) = Gl,(i-, 4, R 151 > 0. (5.7) 
Since f,(exp [- o/cp” o(x)], x) = B&T, x), Theorem 5 implies that 
#(o, x) = +(a, x); and so, z,/I(~, X) satisfies (5.2a) for [ = cr. For each x, 
t&C, x) is the L ap ace-Stieltjes 1 transform of the distribution function 
U(t, x) ; and so i#(C, x) 1 < 1 for R [I;] > 0 and 0 < x < L. The estimate 
jh ~~WY)/P+), YIP rl i < 1 is sufficient JS [#(54r)/p44, Y), yl&, y) 4~ 
to be analytic in [, R[[] > 0, for fixed x. To conclude, for each x, #([, X) 
and 44 + J%b,W4r)/p~(~), Y), YIW, Y) dy are defined for R[LI 3 0, 
analytic for R[[] > 0, and equal for 0 < 1‘ = CT < co. This implies that 
RLCl 2 0, O<x<L. 
This completes the proof for Theorem 6. 
If the normalization sequence 1, cpw(x), cp2 W(X),. . . is replaced by 
the sequence ma(x) = 1, m,(x), m,(x),. . ., then the convergence to the 
limit #(C, x) is not lost. 
THEOREM 5. If the sequence C,(c, x), C,([, x),. . . is defilted by 
C,(C~ 4 = fn (exp [- C/m,(x)!, 4, R[C] 30 and O< x <L, 
(5.9) 
then there exists 
R[[] 3 0 and 0 < x < L, (5.10) 
where $I({, x) is given by Theorem 6 and satisfies (5.2). 
590 CONNER 
PROOF. If for each x, 0 < x < L, V,(t, x) is defined by 
= 0, t< 0, 
then, since L’,Teof,,j(x) = 1, it is for fixed x, a distribution in t, 
- 00 < t < co, and C,(C, x) is its Laplace-Stieltjes transform. The 
asymptotic behavior of m,,(x) as YZ-+ co, (3.42), implies that for fixed x, 
lim [V,(t, x) - U,(t, x)] = 0, (5.12) 
n+oo 
where U,,(t, x) is given by (5.3). The convergence in (5.6) and (5.12) 
implies that for each x, 0 < x < L, 
lim V,(t, x) = U(t, x) (5.13) 
n-Pa, 
at the points of continuity of U(t, x) as a function of t. Since for each x, 
0 < x < L, the Laplace-Stieltjes transform of U(t, x) is #(c, x) and #(c, x) 
satisfies (5.2), Theorem 6, the Levy continuity theorem, and (5.13) imply 
that for each x, 0 < x < L, 
lim UC, 4 = $(t, x), RPZI 2 0. (5.14) 
n-boo 
This completes the proof for Theorem 7. 
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