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Abstract--We define the O-l Integer Programming Problem in a finite field or finite ring with identity as: 
given an m x n matrix A and an n x 1 vector b with entries in the ring R, find or determine the 
non-existence of a O-I vector x such that Ax = b. We give an easily implemented enumerative algorithm for 
solving this problem, along with conditions that spurious solutions occur with probability as small as 
desired. Finally, we show that the problem is NP-complete if R is the ring of integers modulo r for r 2 3. 
This result suggests that it will be difficult to improve on our algorithm. 
1. INTRODUCTION 
The “O-l Integer Programming Problem” is that of finding, or determining the non-existence of, 
an n x 1 vector x = (Xi) of O’s and l’s which solves the system of inequalities Ax 2 b, where 
A = (Uij) is an M x n integer matrix and b = (bi) is an m x 1 integer vector. Many practical 
situations give rise to such a problem (see [5]), and the problem in genera1 is known to be 
difficult (i.e. NP-complete [l, 21). Of course, this problem is not defined in a non-archimedean 
field or ring. We consider instead the problem Ax = b (also NP-complete; see Section 4), which 
makes sense even if the entries of A and b are elements of an unordered ring with identity. To 
this author’s knowledge, this problem has not been considered in the literature before. We 
describe an enumerative algorithm which, for a large class of such rings, solves this problem 
and uses 2”-k steps, where k = rank A. Each step may be accomplished with k additions and at 
most k comparisons (but probably much fewer) and so is relatively inexpensive. Thus, if n -k 
is not too large, this algorithm produces a timely solution, and, from a programming standpoint, 
it is simple and straightforward. 
The technique has the disadvantage that it does not allow for rejection of certain classes of 
solutions, which would enable a considerable reduction in the amount of computation in many 
cases. As a result, the expected number of steps is 2”-k-’ if a solution exists and 2”-k if one 
does not. As an example of a rejection criterion in an ordered ring or field, suppose that all the 
entries of the first row of A were non-negative and that aoo+ sol + ao2 > bo. Then all binary 
vectors with first three coordinates equal to 1 could be discarded. In a non-archimedean ri g or 
field, conditions for eliminating an entire class of solutions must take a different form; for 
example, restrictions on the binary density of x might be imposed. Since our algorithm does not 
take any rejection criteria into account, it probably is not suitable for application to the classical 
O-l integer programming problem unless the problem size is moderate. 
Applications for the algorithm may arise, for example, when there is a cyclic feature to the 
problem, such as may occur if the entries of A and b are dependent upon a clock which returns 
periodically to 0. When solving such a problem, it is possible to estimate the number of 
“random” O-l solutions, and therefore to determine a minimum value for k = rank A such that 
the system has a “spurious” or “non-causal” solution with probability < l for any desired l> 0. 
This is done in Section 3. In Section 4 we show that the O-l integer programming problem in the 
ring of integers (mod r) in NP-complete for rz 3. This result, together with the absence of 
rejection criteria, suggests that our algorithm is optimal, or very nearly so, unless P = NP. 
2. THE ALGORITHM 
Assume that the entries of A are rational integers. Using a standard Gauss-reduction 
procedure, we can find an invertible m x m matrix P with rational entries and an n x n 
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permutation matrix Q such that 
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I a 
PAQ= 0, 02 ’ [ I (2.1) 
where I is the k x k identity matrix (again, k = rank A), 0, is the (m - k) x k 0 matrix, and O_, is 
the (m - k) x (n - k) 0 matrix. Let d be the least positive integer such that dP is integral. Then 
our original problem Ax = b may be written 
dPAQQ’x = dPb, or 
(2.2) 
where c = dPb, and y = Q’x is still a O-l vector. Observe that the system is inconsistent unless 
Q = Ck+1 =. * * = c,,,_~ =0. This could serve as a useful indication of garbles (that is, a misstated 
equation or equations). However, if A may be considered to be a random matrix, it is well 
known that the probability is high that k = m even for relatively modest values of IRJ. 
Therefore, as a practical matter, this test is not of much value. 
Thus, if garbles are a problem, the possibility that they will be detected because k < m is 
remote. We might then attempt o minimize the presence of garbles by considering the least 
number of equations (i.e. smallest possible m) which is computationally feasible and yet 
provides high probability of a unique solution, if one exists. If, in addition, the equations 
require some effort to generate, the idea of taking m as small as is computationally feasible is 
even more attractive. We discuss this further in Section 3. 
From (2.2) we have that 
d 
or 
Now, given any binary (n - k)- tu y -,), we can tell if z extends to a solution .., n 
of (2.2) computing the of (2.3) checking to if it a vector O’s and If it 
not, then select another - k)-tuple and try If we through the choices 
for in Gray order (see for a discussion) so that new binary z differs 
the previous in only coordinate, then the of (2.3) be “updated” 
simply adding subtracting a column dA, which k additions/subtractions. If these 
computations are performed on a machine with a vector processing capability, or on a pipelined 
processor, then the computations may be performed very rapidly indeed. 
ck-I 
Yk 
Yk+I 
, 
(2.3 
If our calculations take place in a finite field F = GF(q), then we may take d = 1. If 
operations are performed in a finite ring R and A contains a k x k submatrix A such that det A 
is a unit in R, then, again, d = 1. If A contains no such submatrix, then the Gauss reduction 
technique may fail to produce an equation such as (2.1). For example, suppose R = Z/6, 
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A = 0440 . A cannot be put in the form (2.1), or even in the form 0 
L 1 [ 1 0 , where D is 
diagonal, which would be just as good. If, however, R is a direct sum CF, 0; finite fields (as it is 
in this case), the problem may be solved in each of the component subfields using our 
algorithm. Note that a O-l solution in R must be a solution in each component subfield, and 
thus if the algorithm yields just a few solutions in one of the subfields Fi, then the solutions in R 
must be among these. Therefore, the problem may be solved by simply checking to see which 
of these solutions in Fi are solutions in R. More generally, these same remarks apply if R is a 
direct sum ZRj of rings such that the algorithm may be applied in one or more of the 
component subrings Ri. That is, even if the algorithm fails in R, it may succeed in some subring 
of R, producing a small number of solutions (probably just one-see Section 3), among which 
are the solutions in R. 
When computing in a finite field/ring with 4 elements, an additional advantage may be 
gained by performing additions using table lookups if 4 is not too large. Moreover, the number 
of comparisons required is on the average, 
kt(f)“(l-$)=--& if (i)‘@*. 
Thus, on the average, almost all the work at each step of the algorithm is contained in the k 
additions (or table lookups) required to update the r.h.s. cf (2.3). 
We now propose a 
can be developed for 
equation 
variant of the above method which may reduce computation if criteria 
rejecting classes of solutions. For convenience, take d = 1. Then the 
may be rewritten 
aj=c-j. (2.4) 
For a fixed binary k-vector j, (2.4) has the same form as the original equation Ax = b, only A is 
an m x n matrix, whereas a is k x (n - k). Thus, the algorithm which produced (2.4) may be 
recursively called until k is diminished to the point where the problem may be easily decided. 
Of course, at each subroutine call, a new choice for the k-vector j must be made. If rejection 
criteria are available, it may be possible to eliminate portions of the tree associated with this 
procedure. In the worst case, of course, the algorithm is exponential. 
3. THE PROBABILITY OF UNWANTED SOLUTIONS 
The notion of an unwanted solution may seem curious at first. The idea here is that the 
equations are generated from some mathematical model, and that “causal” solutions must have 
relevance to that model. Such a solution would be a solution to the system of equations no 
matter how many equations were generated. A spurious solution, on the other hand, may exist 
because the rank k of the system of equations is less than n, and would be eliminated if there 
were enough equations We now compute the number of independent equations necessary so 
that the probability of a non-causal solution is small. 
If the entries of A and b are considered to be chosen at random from a finite ring R with q 
elements, and if x E R”, then there are @ possibilities for Ax (k = rank A). The number of such 
vectors with Xi = 0 or 1 cannot exceed 2”. Therefore, the probability of a random O-l solution to 
Ax = b is 5 (2”lq’). Given E > 0, we can assure that such an event has probability less than e if 
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For example if n = 34, e = 2-8, 4 = 131, then k = (l/7)(34 + 8) = 6 would suffice. The worst-case 
work factor in this case is 234-6 = 2* 2 , which may not be excessively high on some computing 
machines, but probably more equations are needed in order to obtain a solution in reasonable 
time. As n increases, the consideration of computing time requires a value of k far larger than 
that needed to assure that (2”lq’) is small enough. 
4. THIS PROBLEM IS COMPUTATIONALLY DIFFICULT 
In this section we prove the following 
THEOREM. 
The O-l Integer Programming Problem in Z/r (the integers mod r) is NP-complete for r 2 3. 
Proof. It is clear that this problem is in NP[l], so we must prove that it is NP-hard. For 
r 2 4, we extend an argument of Karp[2] to obtain the desired result. In doing this, it is 
convenient to discuss four problems: the Satisfiability Problem, the Satisfiability Problem with 
at most three literals per clause, the O-l integer programming problem in 2, and the O-l integer 
programming problem in Z/r. According to the custom in complexity theory, we represent 
these problems as follows: 
(1) Sutisfiabiliry 
Input. Clauses cl, c2,. . . ,c,, each consisting of disjunctions from the set {xi,. . . ,xn} U 
{a,, 22,. . . ,f”}. 
Property. The set {c,, c2,. . . , c,} is satisfiable; that is, there is an assignment Xi = l(TRUE) 
or O(FALSE) such that cl A c2 A.. . A c, = l(TRUE). 
(2) Satisfiability with at most 3 literals per clause 
Input. Clauses cl, c2,. . . ,cm, each consisting of disjunctions of at most 3 literals from the 
set {XI, X2, . . . ,X”} u {a,, .f2,. . . ,I”}. 
Property. The set {c,, . . . ,c,} is satisfiable. 
(3) 0-l Integer programming in Z 
Input. An integer matrix A and a vector b. 
Property. There exists a O-l vector x such that Ax 2 b; that is, if A is m x n, then 
for each i, 1s i 5 m. 
(4) O-l Integer programming in Z/r 
Input. An integer matrix C and an integer vector b. 
Property. There exists a O-l vector y such that Cy = b(mod r). 
Problems (1), (2) and (3) are known to be NP-complete [I, 21. Thus any one of them 
“reduces” to any of the others. The reduction of problem (1) to problem (3) given in [1] and [2] 
is as follows: Define A = (a,) by 
I 
1 if Xj E Ci 
Ufj= -1 ifTjECj 
0 otherwise, 
(4.1) 
bi = 1 - (number of complemented literals in ci). 
It follows easily that Ax Z b if and only if cl A c2 A . . . A c, = 1. 
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We now proceed to show that a modification of this reduction reduces problem (2) to 
problem (4). If the number of literals per clause is at most 3, then 
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and 
bi-ls ” 
r; 
UijXj s bi + 2, 1 I i s m, 
I= 
for any binary n-vector x. Therefore, x is a solution to Ax L b if and only if there exist binary 
m-vectors v and ‘w such that Ax = b + v + w. Now let C be the m x (n + 2m) vector given by 
C = (A (- I)- I), 
where I is the m x m identity matrix. Let y represent an (n +2m)-long O-1 vector. Then 
Ax = b + v + w has a solution if and only if Cy = b has a solution 
Y 
Y = v . H Y 
That is, 
Ax=b+v+weC 
Now, the matrix C has the property that 
n+2m 
bi-3S 
cl 
cijyj~bi+2, 1liSm 
I= 
for any f&l vector y. Consider now the problem Cy = b in 2 and Cy = b(mod r). Clearly, any 
solution to the former problem is a solution to the latter. Conversely, suppose y is a O-l vector 
such that Cy E b(mod t). Then for each i, X,cijyj = bi + rki for some integer ki. Thus, 
bi - 3 I bi + rki s bi + 29 
- 3 s rki I 2. 
Clearly, if r 2 4, then ki = 0 for each i. Therefore, if r 2 4, Cy = b(mod I) if and only if Cy = b. 
In summary, our reduction of (2) to (4) is the following: 
Define A = (aij) and b = (bi) by (4.1), and let C = (A(- II- I). 
To obtain the desired result for t = 3,t we recall the following NP-complete problem (see [l], 
[31): 
(5) Exact set cover with at most 3 elements per set 
Input. A finite set 2 and a collection Y of subsets of 2 such that each element of Y is a set 
containing at most 3 elements of 2. 
Property. There exists a subcollection Y’ G Y such that each element Z is contained in 
precisely one of the sets of Y’. 
tl am indebted to M. Garey for the proof in this case. 
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Garey and Johnson[ l] note that problem (5) remains NP-complete if it is amended to include 
the condition that each element of W is in at most three of the sets comprising Y. It is this 
amended problem which we reduce to the O-l Integer Programming Problem in Z/3. 
Let W={w,, w2,. . . ,w,}, Y ={Y,, Y2,. . . , Y,} and define C = (c,) by cij = 1 if Wi E Yj, 
cij = 0 otherwise. Let b be the m-vector with each coordinate qual to 1. Since each row of C 
contains at most three l’s, a O-1 solution x to Cx = b(mod 3) is also a solution to Cx = b in 2. 
Moreover, it is clear that any such vector x is a characteristic vector for an exact cover Y’; that 
is, Y’ = { Yi : Xi = 1). This completes the proof. 
5. CONCLUSIONS 
The O-l Integer Programming Problem Ax = b, A an m x n integer matrix, b an m x 1 
integer vector, X = (Xi)* Xi = 0 or 1, 0 5 i 5 tI - 1, may be solved with an easily implemented 
enumerative algorithm which requires no more than 2”-k steps (k = rank A). The algorithm has 
its greatest application when computations are performed in a finite field or ring. The &l 
integer programming problem in the ring Z/r is NP-complete if r 2 3. Thus, the possibility of 
finding a polynomial-time algorithm is remote. This result and the fact that rejection criteria for 
classes of solutions are difficult to obtain in an unordered ring indicate that it will be difficult to 
improve on the proposed technique. 
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