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Abstract
In our work we set up to achieve two main goals, first is to discover operating
principles of the cortex, second is to build systems based on these principles,
we start with anatomy and physiology, which are constraints on how the
theoretical principles could work, then we developed some principles, and
model them in software. Our models can only perform using specific type
of robots.
With each passing year, autonomous robots that can interact with the en-
vironment in natural manner are becoming more and more real. One of
the most essential sensory information of these robots is vision. Numerous
studies have been devoted to robot’s perception of human intentions and/or
emotions. The problem that the researchers face in designing such system
concerns the parallel and the hierarchical way of our brain that processes
the input stimuli from our eyes. Moreover, the technology used for robotic
system is still developing. Even though we have good cameras that can
capture images at high frame rate, the hardware that supports the process-
ing of these data are designed for specific functions. Due to recent progress
in electronics and computing power, in control and agent technology, and
in computer vision and machine learning, the realization of an autonomous
robots platform capable of solving high-level deliberate tasks in natural
environments can be achieved.
We implemented our vision system in two robot platforms: First in our
Humanoid Robot (RoboVie-R2), which has two cameras with 2 degree of
freedom. Second we used iPhone 5 technologies with Arduino microproces-
sor to build our iRov Robot. iRov is a desk-top size robot the can perform
image processing onboard utilizing the A6 which is a System-on-a-Chip
(SoC). With the CPU and the GPU processors working in parallel, we de-
sign our robot to be able to move in the environment and to change its focus
and interact with the objects. Our robot has two cameras; one is front cam-
era to locate and trace the objects and the other one is mounted in the top
of the robot for navigation and avoid obstacle. In addition, we are using
parallel processing power of graphics processing unit (GPU), which enables
us to implement our 3D object recognition in realtime.
3D robotic vision could be realized using a neural network model that forms
sparse distributed memory traces of spatiotemporal episodes of an object.
These episodes are generated by the robot’s interaction with the environ-
ment or by robot’s movement around 3D object. The traces are distributed
in each cell and synapse that participates in many traces. This sharing of
representational substrate enables the model for similarity based general-
ization and thus semantic memory. The results are provided showing that
spatiotemporal patterns map to similar traces, as a first step for robot 3D
vision system. The model achieves this property by measuring the degree
of similarity between the current input pattern on each frame and the ex-
pected input given the preceding frame and then adding an amount of noise,
inversely proportional to the degree of similarity, to the process of choosing
the internal representation for the current frame and the predictable input
given the preceding frame.
The significance of our study is not just to design intelligent vision system for
robots but also to understand how our brain works. And that by analyzing
the functionality of each of our vision system layers that works in top-down
and bottom-up fashion to achieve specific behavior, And by applying this
system in real experiment, we contributed in the knowledge of how our brain
performs tasks such as learning and memory, attention, and 3D perception.
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Chapter 1
Introduction
1.1 Motivation
Active perception research (1) is discovering how sensory systems process vast quantities
of data with remarkable spatial and temporal precision. Current directions in active
perception are towards integrating mathematical formulas and resources from rapidly
advancing core disciplines (engineering, computer science, robotics, neural network) to
engineer and model the data processing of the mind (2). One of the main branches of
the Active perception researches is Active vision (3). Active Vision is close, in principle,
to the biological systems that inspired it and so it seems intuitively acceptable that as
a visual sensor it is perfectly suited to human/robot interaction and autonomous robot
navigation in human environments.
1.1.1 Robot vision problem
The manipulation and control capabilities of robots as well as the range of application
areas have developed greatly. In robotics, vision can not be considered an isolated
component, but it is instead a part of a system resulting in an action. Thus, in robotics
the vision research should include consideration of the control of the system, in other
words, the entire perception-action loop (4).
Biological vision systems have become highly optimized over millions of years of
evolution, developing complex neural structures to represent and process stimuli. More-
over, biological systems of vision are typically far more efficient than current human-
made machine vision systems (5). The human visual system generates an internal rep-
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resentation of stimuli from the external environment, enabling the brain to construct
internal data structures for recording the spatial distribution of stimulus attributes.
These data structures eventually become materials that are processed by a range of
perceptual algorithms. Image recording is typically a primary step in computer vision,
and determining which attributes should be recorded, and by which type of data struc-
ture, is often problematic. An appropriate solution to these problems could greatly
improve the efficiency of computer image processing. In this work, we studied first,
what characteristics an optimal representation schema should have, second how biolog-
ically the retina and visual cortex, as exemplary prototypes, achieve this goal.
1.1.2 Intelligent behavior
Behavior-based robotics became popular in the mid-1980’s. Brooks introduced the
subsumption architecture in (6) with three key ideas of his work being to:
Mimic evolution - Incrementally add layers of behavior and complexity to a system.
Behaviors can operate with or without the presence of prior behaviors. Interaction
of these multi-layered behaviors produces a new emergent behavior guiding the
system’s interaction with the environment
Tightly couple perception and action in each added layer
Minimize interaction between layers
This paradigm worked well for simple mobile robots, however, as the field of hu-
manoid robotics began to emerge Brooks (7) later suggested “in order to act like a
human, an artificial creature with human form, needs a vastly richer set of abilities”.
Because humans are the highest form of intelligence, it is only natural that intelligent
robots begin to assume qualities found in humans.
Although a certain consensus on these principles is emerging in the robotics and
related communities, the new field of behavior-based robotics is still lacking a firm
foundation like control theory for traditional robotics. The theory needs to be fur-
ther developed, and we must work toward a better understanding of how behavior is
“orchestrated” rather than controlled.
2
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1.2 Purpose
Our purpose in this work is to develop a general purpose robot vision, a common
approach in constructing general purpose robot vision systems is to use brain modeling.
That is to say we attempt to construct a system which works in a way analogous to
the human vision system. Such systems fall into these three layers:
1. An attention system
2. Dynamic 3D vision
3. Learning and memory
1.2.1 An attention system
Robot vision is the application of computer vision with a robot body, an attention is
one of those visual phenomena that has been very easy to ignore in robot vision but
seems to now be emerging as an important issue, our aim is to develop and attention
system suitable for an interactive robot in the 3D world.
To provide a basis for more complex social behaviors, an attention system must
direct limited computational resources and select among potential behaviors by com-
bining perceptions from a variety of modalities with the existing motivational and
behavioral state of the robot. We present a robotic implementation of an attention
system based upon models of human attention and visual search. We further outline
the ways in which this model interacts with existing perceptual, motor, motivational,
and behavioral systems
1.2.2 Dynamic 3D vision
Unlike conventional vision systems, the output of our sensor is not an image (frame)
but an address events stream. In this work, we introduce algorithm for spatiotemporal
tracking that is suitable for dynamic vision sensor. In particular, we address the prob-
lem of 3D object recognition with 2D sensors like a camera, and that by generating
different episodes for different objects, to do that the robot should rotate around the
object while keeping the object in its view. Preliminary results prove that our approach
can successfully recognize 3D objects in real-time.
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1.2.3 Learning and memory
With a minimal set of assumptions resulting from considerations about the perception
of temporal structure, we argue for the existence of a spatiotemporal memory estab-
lished by the mapping of time into simultaneous physical properties. An immediate
consequence of such a structure is the emergence of properties usually associated with
the concept of iconic memory or informational persistence.
Some of the qualities we believe that intelligent robots should possess are the ability
to: learn, record learned information, represent the world around, “focus” on task
related information, and perform tasks or self-generate motion. This covers the relative
ideas presented in this thesis.
1.2.4 Understanding brain functions
We believe that our work is a step to understand brain functions. During the past
decade alone, scientific and technical progress in all fields of brain research has been
astonishing Fig.(8). Despite these and other significant advances in the field of brain
research, most of the processes responsible for the integrated functioning of billions of
brain cells remain a mystery. Research on the brain in the new millennium is crucial
to our effort to come to a complete understanding of this fascinating organ.
As the field of computer vision advances, the robot’s representation of the world
will similarly advance to incorporate the latest advances and understandings of human
perceptive abilities. As understanding of the cognitive abilities and mechanisms in
intelligent beings advances, the basic world representations and behavioral interactions
with that world can be built upon or modified.
To achieve that we use a Hierarchical Temporal Memory (HTM) (9) which explains
how the cortical mechanism works, A typical HTM network is a tree-shaped hierarchy
of levels that are composed of smaller elements called nodes or columns. A single
level in the hierarchy is also called a region. Higher hierarchy levels often have fewer
nodes and therefore less spacial resolvability. Higher hierarchy levels can reuse patterns
learned at the lower levels by combining them to memorize more complex patterns.
The benefit of hierarchical organization is efficiency. It significantly reduces training
time and memory usage because patterns learned at each level of the hierarchy are
reused when combined in novel ways at higher levels. For an illustration, let’s consider
4
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1.1. At the lowest level of the hierarchy, the brain stores information about tiny sections
of the visual field such as edges and corners. An edge is a fundamental component of
many objects in the world. These low-level patterns are recombined at mid-levels into
more complex components such as curves and textures. An arc can be the edge of an
ear, the top of a steering wheel or the rim of a coffee cup. These mid-level patterns are
further combined to represent high-level object features, such as heads, cars or houses.
To learn a new high level object you don’t have to relearn its components.
Figure 1.1: BrainHierarchy, showing the connections between different layers in the neo-
cortex
Comparing high-level structures and functionality of neocortex with HTM is most
appropriate. HTM attempts to implement the functionality that is characteristic of a
hierarchically related group of cortical regions in the neocortex. A region of the neocor-
tex corresponds to one or more levels in the HTM hierarchy, while the hippocampus is
remotely similar to the highest HTM level. A single HTM node may represent a group
of cortical columns within a certain region.
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1.3 An Open Source General Purpose Robot Vision Sys-
tem
To implement our algorithm, we designed and developed a general platform for au-
tonomous camera-equipped robot systems we call it iRov robot (10), a platform which
is based on iPhone 5 technology with Arduino Microcontroller platform. This robot
platform is excellent for broad range of active vision related researches, behavior-based
robots, image and signal processing. More than that, it can be used as an educational
platform, due to its low price and ease of use.
1.3.1 For education
This kind of robot platform can attract students by offering a curriculum that includes
the latest technological advances in a fun and accessible way. High schools all over the
world are revolutionizing the way they teach by incorporating technology and engineer-
ing across the entire curriculum, and by using a smartphone technology we could build
a small size robot that can perform on the desktop environment Fig. 1.2.
Figure 1.2: An illustration showing iRov robot interacting with students
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1.3.2 For research
iRov robot platform can perform in real world application, and it can integrate an object
recognition subsystem and a motion planning subsystem in both mobility and manipula-
tion tasks. These requirements involve the vision system capable of self-localization for
navigation tasks and object recognition for manipulation tasks, while communicating
with the motion planning subsystem. In this thesis, we describe a design and imple-
mentation of knowledge based visual 3D object recognition system with bio-inspired
hierarchical temporal memory.
7
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Chapter 2
Background
2.1 Biological
Biology can be used as a source of inspiration for artificial vision systems, and we can
harness the phenomenal processing power available from the latest computer technology
to reproduce some of the capacities of biological vision system.
2.1.1 Bio-inspired vision system
It is now generally accepted that vision may be treated in three different levels of
processing: low, intermediate and high. The boundaries between these are blurred
(11).
2.1.1.1 Low level processing
Operations carried out on the pixels in the image to extract properties such as the
gradient (with respect to intensity) or depth (from the viewpoint) at each point in the
image. We may for example be interested in extracting uniform regions, where the
gradient of the pixels remains constant, or first order changes in gradient, which would
correspond to straight lines, or second order changes which could be used to extract
surface properties such as peaks, pits ridges etc. Low level processing is invariably data
driven, sometimes called bottom up. It is the area where modeling the visual cortex
functioning is most appropriate.
9
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2.1.1.2 Intermediate level processing
The intermediate level of processing is fundamentally concerned with grouping entities
together. The simplest case is when we group pixels into lines. Similarly, if the output
of the low level processing is a depth map, we may further need to distinguish object
boundaries, or other characteristics. Even in the simple case where we are trying to
extract a single sphere, it is no easy process to go from a surface depth representation
to a centre and radius representation. Since intermediate level processing is concerned
with grouping, much of the recent work has concentrated on using perceptual grouping
methods.
2.1.1.3 High level processing
Interpretation of a scene goes beyond the tasks of line extraction and grouping. It
further requires decisions to be made about types of boundaries, such as which are
occluding, and what information is hidden. Further grouping is essential at this stage
since we may still need to be able to decide which lines group together to form an
object. To do this, we need to further distinguish lines which are part of the objects
structure, from those which are part of a surface texture, or caused by shadows. High
level systems are therefore object oriented, and sometimes called top down. They
almost always require some form of knowledge about the objects of the scene to be
included.
2.1.2 Memory
There are three memory storage: sensory memory, short-term memory, and long-term
memory. First they differ mainly in the types of information codes they deal with,
Second their capacity for information storage, and third information duration (Fig. 2.1
adopted from (12)).
2.1.2.1 Visual memory
Visual memory is one of the sensory memories that have been closely studied. It can
be thought of as activity in the sensory system, including areas in the cortex of the
brain that receive inputs from the eyes. Visual memory exists as a sort of copy of the
10
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Figure 2.1: The model of processing the visual data from the stimulus to the response,
showing the role of the memory system in this processes
immediate stimulus environment, but it can persist after a stimulus is gone for some
fraction of a second. Thus, while its capacity is very large, its duration is brief.
2.1.2.2 Short-term memory
Short-term memory is sometimes called ”working memory” to indicate that its contents
are determined by what we are doing currently and are aware of. It can conveniently be
equated with consciousness. Although its capacity is severely limited (we can attend to
only a very few things at a time), its contents can be maintained as long as necessary
by continued attention or rehearsal.
2.1.2.3 Long-term memory
Long-term memory is the more or less permanent repository for all our knowledge and
experiences. Its capacity is very large, and it is continuously updated throughout our
lives. Although the exact principles of such a system are not yet clear, many researchers
have agreed on some of its main features that can help to design a similar system to
achieve advanced robot behaviors. For example: i) The learning and memory techniques
should fall somewhere in between stability and plasticity spectrum. ii) Synaptic weights
should code some knowledge of the past experiences. iii) Adaptable to dynamic changes
with minimum computational time.
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2.1.3 Brain microcolumns
The part of the brain most central for thinking and complex perception in addition to
the body movement is the cortex. And neurons in the cortex are generally organized
into structures called Microcircuit. The term microcircuit refers to a collection of
interconnected neurons within a brain region (13). Some studies focus on microcolumns
within individual layers of the cortex, whereas others consider microcolumns composed
of interconnected neurons in different layers.
Typically, researchers assume that a microcolumn within a particular region is com-
posed of specific cell types. Connectivity within each microcolumn is also assumed to
follow a stereotyped pattern, in which cells of a given type receive inputs from similar
sources and send outputs to similar targets.
2.1.3.1 Structure
The microcolumn is the most critical structure occupying the intermediate level be-
tween neurons and the large-scale brain regions depicted in Modha’s diagram (Fig.
2.2 adapted From Peters 1996). Each microcolumn spans the six layers of the cortex,
passing charge up and down the layers and also laterally to other microcolumns. There
are a lot of neurons called “interneurons” that carry out inhibition between columns -
when one microcolumn gets active, it sends charge to interneurons, that then inhibit
the activity of certain other microcolumns.
2.1.3.2 Function
In the visual cortex, you can have columns recognizing particular patterns in particular
regions of space-time, for instance. So one column might contain neurons responding
to patterns in a particular part of the visual field, where the neurons higher up in the
column represent more abstract, high-level patterns. Lower-level neurons in the column
might recognize the edges of a car, whereas higher-level neurons in the same column
might help identify that these edges, taken together, do actually look like car.
2.1.3.3 Integrated connections
The biological evidence suggests that the neocortex implements a common set of algo-
rithms to perform many different intelligence functions. The Proceedings of the Na-
12
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Figure 2.2: Correspondence to minicolumns adapted from Peters and Sethare 1996
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tional Academy of Sciences (PNAS) published a paper entitled ”Network architecture
of the long-distance pathways in the macaque brain” (14) Fig. 2.3
Figure 2.3: The long-distance network of the Macaque monkey brain, spanning the cortex,
thalamus, and basal ganglia, showing 6,602 long-distance connections between 383 brain
regions
This picture shows 383 regions of the macaque monkey brain and how they connect
to each other. Most of these correspond to similar regions in the human brain; and a
similar diagram could be made for the human brain.
Each of these brain regions has a literature of scientific papers about it, telling you
what sorts of functions they tend to carry out. In most cases, our knowledge of each
brain region is badly incomplete. The nodes near the center of his diagram happen to
correspond to what neuropsychologists call the “executive network”, the regions of the
brain that tend to get active when the brain needs to control its overall activity.
But all these different parts of the brain do seem to work according to some common
underlying principles. Each of them is wired together differently, but using the same
14
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sorts of parts; and there’s a lot of commonality to the dynamics occurring within each
regions as well.
2.2 Neurorobotics
Neurorobotics represents the two-front approach to the study of intelligence. Neuro-
science attempts to discern what intelligence consists of and how it works by investi-
gating intelligent biological systems, while the study of artificial intelligence attempts
to recreate intelligence through non-biological, or artificial means. Neurorobotics is
the overlap of the two, where biologically inspired theories are tested in a grounded
environment, with a physical implementation of said model. The successes and failures
of a neurorobot and the model it is built from can provide evidence to refute or support
that theory, and give insight for future study.
Neuroscientists benefit from neurorobotics because it provides a blank slate to test
various possible methods of brain function in a controlled and testable environment.
Furthermore, while the robots are more simplified versions of the systems they emulate,
they are more specific, allowing more direct testing of the issue at hand (15). They
also have the benefit of being accessible at all times, while it is much more difficult to
monitor even large portions of a brain while the animal is active, let alone individual
neurons.
2.2.1 Motor control
Neurorobots are often used to study motor feedback and control systems, and have
proved their merit in developing controllers for robots. Locomotion is modeled by a
number of neurologically inspired theories on the action of motor systems. Locomotion
control has been mimicked using models or central pattern generators, clumps of neu-
rons capable of driving repetitive behavior, to make four-legged walking robots (16).
Other groups have expanded the idea of combining rudimentary control systems into
a hierarchical set of simple autonomous systems. These systems can formulate com-
plex movements from a combination of these rudimentary subsets (17). This theory
of motor action is based on the organization of cortical columns, which progressively
integrate from simple sensory input into a complex afferent signals, or from complex
15
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motor programs to simple controls for each muscle fiber in efferent signals, forming a
similar hierarchical structure.
Another method for motor control uses learned error correction and predictive con-
trols to form a sort of simulated muscle memory. In this model, awkward, random,
and error-prone movements are corrected for using error feedback to produce smooth
and accurate movements over time. The controller learns to create the correct control
signal by predicting the error. Using these ideas, robots have been designed which can
learn to produce adaptive arm movements (18) or to avoid obstacles in a course.
2.2.2 Learning and memory systems
Many robots designed to test theories of animal memory systems. Many studies cur-
rently examine the memory system of rats, particularly the rat hippocampus, dealing
with place cells, which fire for a specific location that has been learned (19)(20). Sys-
tems modeled after the rat hippocampus are generally able to learn mental maps of the
environment, including recognizing landmarks and associating behaviors with them,
allowing them to predict the upcoming obstacles and landmarks (20).
Another study has produced a robot based on the proposed learning paradigm of
barn owls for orientation and localization based on primarily auditory (15), but also
visual stimuli. The hypothesized method involves synaptic plasticity and neuromodu-
lation, a mostly chemical effect in which reward neurotransmitters such as dopamine
or serotonin affect the firing sensitivity of a neuron to be sharper. The close interac-
tion between motor output and auditory feedback proved to be vital in the learning
process, supporting active sensing theories that are involved in many of the learning
models (15).
Neurorobots in these studies are presented with simple mazes or patterns to learn.
Some of the problems presented to the neurorobot include recognition of symbols,
colors, or other patterns and execute simple actions based on the pattern.
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Related Work
3.1 The Problem With Robot Vision Systems
The subjects of artificial vision and image processing are two of the most important
areas in the development of robot technologies. Due to the overall failure of classical
computational methods to provide general purpose applications in these areas, soft
computing techniques and biologically inspired approaches to computation have become
more and more popular in the last decade. Many work have been done to develop such
system, starting from the primary filters that enhance and accumulate the sensory input
from the environment such as edge detection, attention and tracking mechanisms, to
advance cognition systems (21).
3.2 Edge Detection
Edge detection is one of the main filters of retina neural connection, It play an im-
portant role in reduce the redundancy while in the same time enhance the salience
features of the environment, the degree of its importance in digital systems lies on the
level of automation needed in such systems (22). Edge detection is mainly responsible
for extracting accurate edges from the image, which paves the image for any farther
processes such as, object recognition, feature extraction, 3D environment constructing,
etc. (23).
Traditional edge detection algorithms in image processing typically convolute a filter
mask and the input image, and then map overlapping input image regions to output
signals. Convolution also serves as a basis in Sobel, Laplace, Canny algorithms (21).
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Despite the success of these works, the idea of predesigning the mask, however, could
limit the sensitivity of these models when applied in different edge features, more than
that, thresholds is used to suppurate the noise from the real edge. A threshold set too
high can miss important information. On the other hand, a threshold set too low will
falsely identify irrelevant information.
One may choose other edge detection which is more biologically plausible, DoG
(Difference of Gaussian) filter, which performs edge detection by performing a Gaussian
blur on an image at a specified theta (also known as sigma or standard deviation). The
resulting image is a blurred version of the source image. The module then performs
another blur with a sharper theta that blurs the image less than previously. The final
image is then calculated by replacing each pixel with the difference between the two
blurred images and detecting when the values cross zero, i.e. negative becomes positive
and vice versa. The resulting zero crossings will be focused at edges or areas of pixels
that have some variation in their surrounding neighborhood. Compared with Canny
method, the DoG edge model has proven to be more effective as shown in (24).
This DoG edge model, however, is not without limitations. Due to the nature of
isotropic filter kernel, the aggregate of edge pixels may not clearly reveal the direction
of the edge. Also, the thresholded edge map may exhibit some set of isolated, scattered
edge components that clutter the output, especially in an area with image noise or
weak contrast. Although we may consider adjusting the threshold in order to improve
the edge coherence, the result can be even poorer due to added noise.
In this line of researches, Cognitive Vision Research Group in Hungarian Academy
of Sciences (25), have designed a model for edge detection based on the center surround
structure receptive fields that present in retina. They have simulated the eye tremors
and drifts to enhance the output image, however, their filter were static and cannot
distinguish between the noises and the edges. Y. Becerikli and H. Engin has tried to
solve similar problem by building a neural network and trained it by BackPropagation
to ignore the noise (26). The work, however, does not guarantee the ability to detect
different edge formations.
Along this line of research we here are aiming to develop a dynamic mask inspired
by the horizontal cells contribution in the mammalian retina. The proposed mask is
constructed by artificial neural network and applied in parallel on the robot’s view, the
18
3.3 Attention System
weights in this network can adapt to the orientation and different edge features. Ex-
perimental results show the validity of the proposed model in achieving edge resolution
in efficient manner that could strength the robots vision. that give our filter not just
the ability to ignore the noises but also the dynamic behavior to agist it self to the
input patterns.
3.3 Attention System
There have been some work for developing human like attention system starting from
the variant photoreceptor distribution in retina, for example in (27) a computable
method using Laplacian and Gaussian multi-resolution pyramids is presented to per-
form the simulated distribution of human retinal photoreceptors for space variant res-
olution imaging, this work is interesting nevertheless it mess the real different between
robs and cones and their functions in the retina, more than that this method needs
high resolution images to produce the final result.
While in (28) propose an interactive multi-resolution monitor system composed of a
multi-resolution input channel and output display. The multi-resolution input channel
consists of a wide angle camera and a Pan/Tilt/Zoom (PTZ) camera. The wide-angle
camera provides a wide field of view at a lower resolution, whereas the PTZ camera
provides a limited sub-view of the same scene at a high resolution. These two cameras
are calibrated to simultaneously provide both a rough overview and a detailed sub-view
from a scene.
The work done in (29) presents a novel method for identifying and tracking objects
in multi-resolution digital video of partially cluttered environments. there method is
motivated by biological vision systems and uses a learned “attentive” interest map on
a low resolution data stream to direct a high resolution “fovea”. Objects that are
recognized in the fovea can then be tracked using peripheral vision. Because object
recognition is run only on a small foveal image, the system achieves performance in
real-time object recognition and tracking that is well beyond simpler systems. The
weakness of this work is the difficulty to combine these two high resolution image in
single representation so that the tracking can be done by the same system.
Giorgio (30) worked in an attention system for humanoid robot based on space
variant vision for motor control. The work, however, has missed the nature of the
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variety of photoreceptor in the human retina.
To solve this problem we separated the system to fast primary and slower secondary
layers, that work independently from each other, the primary layers represent retinal
neurons layers and it takes the row images from the camera and its responsible for edge
and motion detection while the second layer represent the attention system, which
direct the attention to the region of the interest.
3.4 Memory Models
So far, understanding the exact mechanism of how the human brain learns and mem-
orizes behaviors or names of objects has proven to be a rather complex issue, which
remains a subject of intense debate for most researchers (30). Although the precise
principles of this mechanism are not yet clear, the majority of researchers have agreed
on some of its primary features, which can be utilized, to a certain degree, in designing
an artificial system as a controller for a bio-Inspired robot. In this regard, the algo-
rithms for learning and memorization should be characterized by a balance between
plasticity and stability, where plasticity indicates that the learning capabilities of a
network should automatically grow on the basis of the incoming data, and stability
is the parameter restricting the performance level of the network within certain lim-
its when it is situated in a dynamic environment. Furthermore, the synaptic weights
should encode knowledge about past experiences of the agent, such as memory level,
which should control the existing knowledge and accelerate its future progress. Finally,
the computation time required for adaptation to dynamic changes must be minimal.
3.4.1 Recurrent back-propagation-based models
Reber (31) showed that when subjects were asked to perform an episodic recall task that
involved memorizing strings of letters generated by an artificial grammar [in particular,
a Finite-State Automaton (FSA)], they were later able to recognize novel instances
vs. non-instances of grammatical sequences. Reber’s findings showed that subjects
automatically and unconsciously acquired knowledge of the underlying statistical or
similarity structure of the set of stimuli. This type of behavior is referred to as implicit
learning and is subsumed by the generalized definition of semantic memory.
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Such an artificial Reber grammar is depicted in Fig. 3.1. Letter strings, for both
learning and test trials, are generated by the grammar by entering at the right and
following the transitions until state six is reached at which time the exit transition is
taken. Decisions at branch points are made probabilistically. Of particular interest is
that the grammar produces complex sequences and, more to the point, that the entire
set of letter strings comprising the learning trials constitutes a large set of complex
sequences.
Figure 3.1: A Reber grammar. Processing begins be entering node one. Each arc from any
of the nodes has a 50% chance of being traversed. Thus the grammar produces finite state
sequences in which states can recur multiple times-i.e., complex state sequences (CSSs)
Recently, recurrent backpropagation-based (RBP) models-in particular, the Sim-
ple Recurrent Network (SRN) of Elman (32) and the Real-Time Recurrent Learning
(RTRL) model of Williams & Zipser (33) have demonstrated the ability to embed the
statistical structure of the input domain and thus correctly differentiate instances of
the grammar from non-instances. This a spatiotemporal pattern recognition task. The
reason the RBP models perform well on this task is because they exhibit the property
of continuity in the mapping from the space of inputs (I-space) to the space of internal
representations (IR-space). Such continuity is necessary if the system is to embed the
higher-order statistics of I-space in IR-space. Within the neural network and psychology
disciplines, the property of continuity is often referred to as context-sensitivity.
The RBP models achieve this continuity by using context. Specifically, on each
time slice, an explicit representation of previous state [either of the output units (JRN)
or of the hidden units (SRN)] is combined with the representation of the current state.
Fig. 3.2 depicts the basic architecture of two of these models. Hierarchical clustering
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analysis reveals that these models have the desirable property (from the standpoint
of generalization and categorization) that similarity between internal representations
varies directly with similarity of the spatiotemporal contexts in which those states
occur. For example, all noun tokens cluster in one region of the internal representation
space (IR-space), all ’car‘ tokens, for example, cluster in a sub-region of the noun
region, all sentence-final ‘car’ tokens cluster in a sub-region of the ‘car’ region, etc.
Furthermore, using principal components analysis, Elman (34) has shown that such a
similarity relationship holds between trajectories in I-space and trajectories in IR-space.
Figure 3.2: Jordan and Elman recurrent nets
While continuity in the mapping from I-space to IR-space enhances a model’s ca-
pabilities for similarity-based generalization and categorization, it generally impacts
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capacity for storing individual items. Furthermore, these models have great diffi-
culty representing sets of CSSs containing multiple instances of common subsequences
(35)(36)(37). These limitations are due to the use of backpropagation, which acts
to increase the similarity of [or, ‘homogenize’ (38)] the internal representations cor-
responding to the various instances of a given state. That is, the same continuity
property that leads to these models’ success at pattern recognition undermines their
abilities at episodic recall. In (39) points out that the internal representations (i.e.,
hidden units patterns) developed by the network reflect two influences: “a ‘top-down’
pressure to produce the correct output, and a ‘bottom-up’ pressure from the successive
letters in the path which modifies the activation pattern independently of the output
to be generated.” Assuming that maximal episodic retention corresponds, in general,
to minimally overlapped internal representations, it follows that the compression of the
space of actually used internal representations, due to backpropagation, makes it very
unlikely that the RBP models can be adapted so that they exhibit both episodic and
semantic memory properties.
3.4.2 Hippocampal model of CSS processing
Levy (40) provides a detailed discussion of some of the fundamental computational
issues involved with representing information, in particular, temporal sequence infor-
mation, and proposes a sparse distributed model of the hippocampus for processing
such information.
Fig. 3.3(41) graphically summarizes Levy’s model. Panel A shows the correspon-
dence between the formal components of the model and the hippocampal circuitry. A
central feature of this model is the match computation that is hypothesized to take
place at the CA1 field of the hippocampus. The vector of inputs from EC (layer III)
to the distal dendrites of the CA1 pyramidal cells represents the current input state.
This is matched against the representation of the previous state that has traversed
the hippocampal circuit (i.e., EC-DG-CA3) and arrives at the proximal CA1 pyrami-
dal dendrites. TESMECOR also centrally involves a matching process. However it is
hypothesized to take place in the CMs that, again, are analogous to minicolumns of
entorhinal cortex (EC).
An important property of his model and the RBP models, is that they are strictly
local in time. That is, the dynamics of these models depends only on the set of cells
23
3. RELATED WORK
 
 
Figure 2.11: A) Summary of Levy's hippocampal model and its correspondence to hippocampal 
circuitry. B) Summary highlighting just the formal components of the model. This figure is redrawn 
from fig. 2 of Levy (1989). Copyright ©1989 by William B. Levy.  
 
An important property of his model, as well as of TEMECOR and the RBP models, is that they 
are strictly local in time. That is, the dynamics of these models depends only on the set of cells 
active on the previous time slice (i.e., dynamics is first-order in time) and individual nodes do not 
represent temporal information. All temporal information is such models in present in the 
macroscopic state—i.e., distributed activation pattern—of the network. In contrast, certain other 
Figure 3.3: A) Summary of Levy’s hippocampal model and its correspondence to hip-
pocampal circuitry. B) Summary highlighting just the formal components of the model
(Levy 1989)
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active on the previous time slice (i.e., dynamics is first-order in time) and individual
nodes do not represent temporal information. All temporal information is such models
in present in the macroscopic state, distributed activation pattern-of the network. In
contrast, certain other models involve either explicit time delays of various magnitudes
(42). That is, the individual elements (i.e., nodes) of the model either must remember
information across multiple time slices or must accumulate information across multi-
ple time slices. In either case, individual nodes explicitly store temporal information.
Thus, more processing capability is assumed of individual nodes in such models. While
these other methods of representing time are probably used within the brain, models
involving only first-order temporal dynamics (e.g., Levy‘s model, RBP models) reveal
an additional, very powerful mechanism for representing sequence information, that of
representing temporal information is the distributed pattern of activity of the network.
3.4.3 Sliding window models
Elman ((43) p. 180) says the most common approach in the PDP literature to repre-
senting time is “the attempt to ‘parallelize time’ by giving it a spatial representation”.
In other words, this is the class of models in which separate fields of cells are used to
represent different time slices of input, so that if the model has N such fields, it always
explicitly represents the past N time slices of input. The TDNN (Time Delay Neural
Network) model of (44) and (45) is an instance of this type of approach that I will refer
to as sliding window solution. Elman lists several problems with the sliding window
solution.
1. It requires an interface to the environment that buffers input.
2. The longest (temporally) pattern that can be learned is limited to the size of the
buffer, or shift register
3. All input vectors must be the same length.
4. It “does not easily distinguish relative temporal position from absolute temporal
position.”
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3.5 Robot in the Market for Research Purpose
Due to the advancement in digital camera technology, cameras have been used as sensors
in many robots platforms, but its has many limitations, such as the size of the frames,
the frames rate, in addition to the limitation of the parallel computation capability.
These are some examples that available currently.
3.5.1 Desk-top sized robot
The E-puck (46) is a desk-top size robot and it is widely used for research purposes,
especially in behavior-based robots. It is equipped with a camera with a resolution of
640 x 480 pixels. The full flow of information this camera generates cannot be processed
by a simple processor like the dsPIC on the robot. Moreover the processor has 8k of
RAM, not sufficient to even store one single image. To be able to acquire the camera
information, the frame rate has to be reduced as well as the resolution. Typically we
can acquire a 40 x 40 subsampled image at 4 frames per second. This size of image is
enough to study and realize insect like vision such as optical flow, but it is not useful
in studying high level visual functions that exist in mammalian vision systems.
3.5.2 Laptop based robot
Another type of robots is bigger in size and it is operated by a laptop computer. The
base Pioneer 3-DX platform arrives fully assembled with motors with 19 cm wheels
(47). Adding a laptop equipped with camera this robot can be used as platform for
robot vision research. The hardware of such robots does not have the flexibility to be
reconfigured according to different vision tasks. Moreover, because of its large size it is
quite impossible to operate in the desk-side environment.
3.5.3 Robot design or active vision research
To design a robot with active vision, that can realize mammalian like visual behaviors,
and help in studying different high cognitive and vision function, the robot has to be
equipped with high resolution camera that can operate in real-time and with high frame
rate. In addition to that, if the image filters are performed by parallel microprocessor
such as GPU, the robot would have the ability to perform in real-time, and change its
attention and perspective of vision to interact with the users and the objects. Moreover,
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the robot hardware should have the flexibility to be reconfigured for every different
experiments, such as interactive 3D object recognition or human-robot interaction.
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Chapter 4
The Proposed Robot Vision
System
Our proposed vision system consist of three layers of processing as shown in Fig. 4.1,
this structure useful in dividing the processing load of the system in different processors,
For example the first stage filters are performed in the GPU, which reads the camera
data directly, while the second layer perform in the robot CPU directing the robot
attention and movement, the result of these layers then passed to the stationary server
to perform the third layer of processes which is responsible for learning and memory
stage of the system.
We implement this system in our humanoid robot Robovie-r2 to be able to interact
with multiple user in natural manner and in real-time, in addition to that, by modifying
the system we could implement it in our mobile robot iRov which we will present later in
this thesis, for real-time attention and 3D object recognition, more than that this system
can locate the users and their hands and read human hand gesture for performing some
tasks. the auditory part is integrated in the system for real time feed back from the
user for reinforcement learning
1. Primary Filters Layer, the first layer is the fastest layer, which represents the
primary filters that exist in mammalian retina, the layer is responsible for reducing
noise and redundancy in the view by applying dynamic edge enhancement. Since
this layer operates in high frame rate motion detection is also possible at the
same time. The filters in this layer are distributed in a way similar to that exist
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Figure 4.1: The three layers of the proposed system, showing the relation between dif-
ferent parts of each layer and the connections between them
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in human foveal vision, where in the center (fovea) edge detection is applied, while
the periphery is responsible for detecting any movement.
In our humanoid robot we used the two cameras mounted on the robot head for
generating the foveal representation from the environment view by adding a small
telescope in one of the robot cameras, while in our iRov robot we produce this
representation of the environment by adding additional lenses ware in front of the
camera, that generate sharp detailed fovea and wide periphery.
2. Eye Movement Layer, the second layer receive the result from the first layer, and
it operates at a slower frame rate and performs complex functions that occur in
the visual cortex, including detection of objects and their location, controlling
the robot attention by moving robot eye to the locations of the salient object in
the environment, or the movement in the periphery for expected target.
By performing voluntary and involuntary eye movement, the robot can maintain
the target object or user in its fovea even though the robot or the object is
moving, in addition to that our mobile robot is able to change its prospective to
the objects for recognition and learning stage.
3. Memory and Memory Layer, the third layer is the memory layer, which organizes
memory as separate modules each being responsible for recognizing specific state
of the object, for example, color, size and shape of the object. The modules
would be connected in such away that the output of each module is projected
to the input of the next modules in the hierarchy. More than that, this layer is
responsible for storing a mental map of the memorized objects and their location.
This modules are divided to two stages of processes as shown in Fig. 4.1:
(a) This group of modules are responsible for memorizing different colors and
its variant states by taking the feedback from the user to adjusting it waits
and it consist mainly of: color memory, witch is responsible for memoriz-
ing new colors; and color switcher that is responsible of detecting different
elimination of the same color and return it to its original state
(b) This group of modules are responsible for recognizing and memorizing 3D
object parameters such as Size, Orientation
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4.1 Retina Dynamic Filters
In this chapter, we will introduce our Bio-Inspired Dynamic Edge Detection algorithm
and its adaptation mechanism. The implementation of the algorithm in real-time in a
humanoid robot (Robovie-r2) shows the dynamic behavior of the algorithm, and that
when the object or the user moves to new location of the view. By comparing the result
to other famous edge detection algorithms we show its advantage and its robustness to
the noise.
4.1.1 The proposed dynamic edge detection
To simulate the effect of horizontal cells in human retina, a three-layer neural network
mask is represented (Fig. 4.2). The input layer is used to represent the photoreceptor
cells, the internal layer to represent the bipolar cells, and the output layer to represent
the ganglion cells. The horizontal cell’s layer is responsible for adjusting the synaptic
weights between the photoreceptors and the bipolar cells. The above proposed mask is
a part of multi masks that are represented in parallel in the robot vision (Fig 4.3).
	  
Figure 4.2: The proposed dynamic neural network mask, showing the negative and the
positive weight that represent the center surround structure of the bipolar cell, while the
dynamic weights are representing the horizontal cells contribution
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Figure 4.3: The relation between the input and the output with 2 pixels overlap in the i
and j directions of the proposed dynamic filter
From the mathematical point of view, mapping between the input layer and the
output layer can be expressed by (Eq.4.1).
Out(z,k) = (
3∑
i=1
3∑
j=1
In(z,k)i,j × w(z,k)i,j)/9 (4.1)
Where w represents the weight (GABA variation), and i, j is the location of the
input neuron. The address of any mask in the robot’s vision is identified by the value
of k and z.
The weights in each mask are updated similar to that done by the glutamates
and GABA effect (48), where the redistribution of the weights is done based on the
contribution of each input pixel to the location of k and z, (Eq.4.2).
C(z,k)i,j = (w(z,k)i,j × In(z,k)i,j)/(9×Out(z,k)) (4.2)
Where inputs with high/low contribution value gradually increased/decreased its
related weights overtime (Eq.4.3), (Eq.4.4).
W(z,k) =
3∑
i=1
3∑
j=1
(0.1× w(z,k)i,j) (4.3)
[w(z,k)i,j ](t) = [(9× w(z,k)i,j)/(C(z,k)i,j ×W(z,k))](t−1) (4.4)
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By using this method we maintain the overall summation of the weights in each
mask to be a constant in any given time (Eq.4.5). This is important to the filter to
adapt itself to different elimination in the input.
[
3∑
i=1
3∑
j=1
wi,j ](t) − [
3∑
i=1
3∑
j=1
wi,j ](t−1) = 0 (4.5)
We believe by the above proposed model, each mask can gradually adapt its synaptic
weight connections during the time to reflect the input pattern of the edges in its
associated area.
4.2 Robot Attention System
Since our proposed mask relying on time to converge to the best resolution, it’s impor-
tant that the robot can move his eyes (2 color cameras mounted in the RoboVie-R2’s
head with 2 degree of freedom each) to trace the object of interest to be always in
the center of its vision. The movement techniques can be compared by the one called
Saccade and Pursuit (30).
This movement gives a robot wider view, and tries to maintain the main subject
most of the time in the fovea. To achieve that, we have to generate foveal representation
of the view and that by combining two different camera images one with sharper view
and the other one with wider view for the same location of the environment.
4.2.1 Variant distribution of filters in robot view
To achieve such a attention system, an equivalent variant distribution of the actual
photoreceptor in the retina (Cone and rods) is designed in the robot vision (Fig. 4.4).
The cones are dense in the center of the retina (Fovea) and responsible for edge detection
and object recognition. The rods are absent in the fovea but dense in the peripheral
area. It has less resolution and responsible for motion detection.
Here we applied the edge detection algorithm in the images captured from left
camera, while the right camera is responsible for motion detection, since the left camera
images is six times more resolution than the right camera images (Fig. 4.5).
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Figure 4.4: The method used to combine the two different images from robot cameras
(which are similar to the photoreceptor distribution in human eyes), to generate foveal
vision with sharp fovea and wide periphery
	  
Figure 4.5: The top view of the robot interacting with two users, user-1 is in the robot
fovea while user-2 in periphery of robot vision
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We use Eq.4.6 to combine the two images in one single image.
Out(r0) =
{
InL(r(r0)) |r0| ≤ 0
InR(r(r0)) |r0| > 0 r(r0) =
√
loge(r0 + 1) (4.6)
where r0 represents the radians from the center of the vision to the periphery, while r
is the radians in the output image, InL and InR is the to input image from the left
and right cameras.
	  
Figure 4.6: Combining the two different resolution images to produce one representation
with sharp central vision (fovea)
4.2.2 Robot eye movement
This representation of the image is used to support the robot eye movements (Fig.
4.7). The image in the SC is the foveal image from the retina. It has two parts: fovea
and periphery. When the user approaches the robot and starts the conversation, the
robot, at first, locates the user in its fovea and sends an inhibitory signal to PPRF.
This allows the robot to give better attention to the target user by ignoring most of
the movement surrounding him. The location of the user will be temporary memorized
in the FEF.
When the user is interacting with the robot and in the same time starts to move,
the FEF will provide the PPRF by the user direction and velocity, so the PPRF can
send signal to rotate both eyes smoothly, and keep the user always in its fovea.
In the PPRF stage, the robot will decide to keep looking to the user or change the
attention to something moving in the periphery depend on the conversation state and
the characteristic of the moving object, If any moving object in the periphery takes the
robot attention then the PPRF will send signal to motoneurons to generate saccade
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Figure 4.7: Different parts of robot eye movement control system, which is similar human
eye movement system
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and move the eyes to the spot of the movement. Concurrently, the PPH will change
the location of the SC in the mental map, so that the new input will not overlap with
the previous information.
When the robot move its eyes to the new location, it will have the chance to examine
that location in its fovea for any another user. If another user exists, the FEF will store
the location of the new user in its mental map. If the robot notices that the second
user is interesting to start interaction with him, the robot will try to interact with
both users and update their locations, so that the robot will have a memory about the
current users’ location, even that they are out of its eyes range.
4.3 Real-Time Robot Memory
The last layer of our vision system is memory layer, this layer play significant rule in
object recognition and human robot interaction, by taking the feed back from the user
and adopting it self for next experience. to achieve that, we are proposing a model that
has ability to keep learning new information with its various phases without forgetting
previously acquired knowledge and can retrieve this information easily. The model is
presented by three-level HCBPM that works in top-down and bottom-up fashion. We
believe that this model is an indispensable tool for teaching the robot in natural way.
4.3.1 Hierarchical constructive back-propagation with memory
This section describes the Hierarchical Constructive Back-Propagation with Memory
(HCBPM) model, and the working mechanism of each level. From the figure, HCBPM
is represented by three levels:
• Network Switcher (NS), which is used to learn different phases of the object and
switch it to its original form, before passing it to the next level.
• Constructive BackPropagation network (CBP), which is used for incremental
learning.
• Memory Space (MS), which is used for storing and retrieving the data.
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Figure 4.8: A schematic model of the HCBPM, showing its three layers Network Switcher
layer (NS), Constructive BackPropagation layer (CBP), and memory space layer (MS)
4.3.1.1 Network switcher
The Network Switcher NS represents the upper level of HCBPM (Fig. 4.8). It is used
to learn different phases of the object. It has three layers: i) Input-layer that has
similar number of neurons to its output, plus one addition neuron called user sensor
(US), which is used to confirm the input from the user before activate and train the
network. The neurons in this layer are connected to both the hidden layer neurons
and the output layer neurons except for the US neuron which is only connected to
the hidden layer neuron. ii) Hidden layer that works as a switcher to the network. It
has excitatory and/or inhibitory impact to the network output neurons. This layer is
activated either by the user comment or by the amount of the input value that could
reach a certain threshold value assigned during the earlier training. If the input objects
in its original form, this layer will not be activated. iii) The output layer that represents
the input neurons of the CBP network.
4.3.1.2 Constructive back propagation
The Constructive Back Propagation (CBP) is a three-layer network structure used by
the robot to learn various names (Fig. 4.8). The hidden-layer is initialized by two
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neurons and can be incrementally increased based on the amount of data that the
robot can learn during its life. The output layer contains one neuron that maps the
network output to the MS level. CBP is trained by the constructive back-propagation
algorithm. The working mechanism of CBP. In brief:
1. Weights in CBP are randomly initialized.
2. Robot reads the front object by its camera (since we are dealing with colors, the
robot reads the RGB of the color).
3. If the robot has previously experienced the color, i.e. it is already mapped into
its memory; the robot will identify the color, call it from its memory and say its
name.
4. If the robot has not experienced the color, it will ask the user about its name,
assign a particular data point with a certain range for the color, and check the
possibility of any overlap between the new data and the existed data in its mem-
ory.
5. If there is an overlap, the error tolerance (ET) will be gradually decreased, so
that, the range of each data point in the MS will be shrunken to open a new
space for upcoming data points and then continue the training.
6. During the training, if the error rate (ER) reaches to a value that is equal or less
than the ET, then the training will be stopped and the learning will be confirmed.
Otherwise, the memory space will be expanded by adding a hidden neuron to the
CBP, if and only if, the training does not reach to its target within 500 cycles.
Although constructive learning algorithms have many advantages, they are very
sensitive to changes in the stopping criteria. If training is too short, the components
of the network will not work well to generate good results. If training is too long, it
costs much computation time and may result in over fitting and poor generalization.
Therefore, in this stage we have selected a variable stopping criteria ET that can be
gradually decreased during the learning to satisfy the training requirement at that time.
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4.3.1.3 Memory space
The Memory Space MS in this level is represented by a number of data points that
each of which represents a name of the color that the robot learns from the user. These
points are assigned in MS between [0-1]. Each of these points has a range that is
changeable based on the value of the variable ET, which indeed based on the density
of the data in the memory. The number of the data points along the MS is assigned
by the size of the hidden layer neurons in CBP level.
Assigning the data points in the MS for each upcoming object is done orderly by
the CBP network output neuron in aim to control the network training direction.
4.4 Results
4.4.1 Results edge detection
In this platform, we examine the validity of the proposed dynamic edge detection
to extract clear edges in real time from a user standing in front of the robot (Fig.
4.9). Note that, at this stage, the robot’s eyes movement techniques to trace the
user movement were not activated. Therefore, when the user changes his position, the
learned edges were lost and the network needed to be retrained to adapt to the changes.
From the figure, it can be seen that after passing 40 frames (2 second), the network
converges to detect accurate edges from user’s face.
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. The convergence of the weights in the proposed network in 80 frames (4 second). 
 
Comparison between the proposed algorithm and the famous canny edge detection algorithm, obtained by a 
detector of edges similar to the work done by [15], with its ground truth can be achieved through a set of 
direct measurements, such as the number of correctly detected edge pixels, the number of pixels 
erroneously classified as edge pixels, and the amount of edge pixels that were not classified as edge pixel, 
from these measures, we compared our result with the famous canny edge detection algorithm [4] (Fig.5 a). 
From the figure we can observe that our proposed model can detect more clear edges than canny edge 
detection. It is interesting to say that the dynamic feature of the proposed model gives the ability of each 
mask to adapt itself to suit within the input pattern, and allow it to overcome the noises (Fig.5 b). 
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Fig. 5. (a) Comparing between the proposed algorithm and Canny edge detection algorithm by the 
time passage (frames), (b) The performance of our algorithm and Canny edge detection algorithm 
with the present of noise.  
4.2  Object tracing and Photoreceptor Distribution 
As we can see in Fig.4, when the user changes his location, the network needed a time to re-converge 
to the new input. To improve this, the robot always moved its eyes to trace the user face in the center of its 
vision similar to the work done in [8]. As we can see in Fig.6, the user was always in the center of the 
URERW¶VYLVLon (fovea). 
 
 
 
 
 
 
 
 
 
Fig. 6. Combining the two different resolution images to produce one representation with sharp 
central  vision(fovea), and wide range peripheral vision, that help the robot to trace the user and 
keep his face in its fovea. 
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Figure 4.9: The convergence of the weights in the proposed network in 80 frames (4
second), showing the drop in the convergence rate of the filter when the user change his
face location
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By comparing between the proposed algorithm and the well-known Canny edge de-
tection algorithm, obtained by a detector of edges similar to the work done by Boaven-
ture and Gonzaga (49). Its ground truth can be achieved through a set of direct
measurements, such as the number of correctly detected edge pixels, the number of
pixels erroneously classified as edge pixels, and the amount of edge pixels that were not
classified as edge pixel (Fig. 4.10).
	  
Figure 4.10: Comparing between the performance of the proposed algorithm and Canny
edge detection algorithm by the time passage (frames)
From the figure we can observe that our proposed model can detect clearer edges
than canny edge detection. More than that, it is interesting to say that the dynamic
feature of the proposed model gives the ability of each mask to adapt itself to suit
within the input pattern, and allow it to overcome the noises (Fig. 4.11).
4.4.2 Results attention
In this stage, we applied the above combined proposed models to the robot. The robot
was presented in an office-like environment with a number of students moving around.
In addition to the running models presented in this study, the robot was also run by
a simple face recognition program we developed, and a speech recognition program
borrowed from Microsoft Corporation (Microsoft-speech).
At the initial time, robot started to look around randomly giving more priority to
moving objects. When a user (user-1) approached the robot and started a conversation,
the robot gave attention to the user by centering his face into its fovea and started to
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Figure 4.11: The performance of our algorithm and Canny edge detection algorithm with
the present of noise
response to the user conversation. During the conversation, the robot always attempted
to keep the user into its fovea, training its mask, as long as the user was giving it
attention. The robot was also neglecting the other users who were moving around even
that the robot was aware of them, because of the advantage resulting by proposed
control system Fig. 4.12.
After the passage of time, another user (user-2) approached the robot and engaged
in the conversation. The robot could successfully interact with both users at the same
time in natural way. While giving attention to user-2, the robot kept memorizing
the location of the user-1 in its mental map so that it could return to him and keep
continuing the conversation between them. After a period of time user-2 left the scene,
and the robot gave back its all attention to the user-1 (4.12).
As we can see in Fig. 4.11, when the user changes his location, the network needed
a time to re-converge to the new input. To improve this, the robot always moved its
eyes to trace the user face in the center of its vision. As we can see in Fig. 4.13, the
user was always in the center of the robot’s vision (Fovea).
4.4.3 Results robot memory
This section presents the experimental validation of the work. In the following experi-
ment, all the synaptic weights in the HCBPM level were initialized randomly and the
MS were set up empty.
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Figure 4.12: Robot mental map of the environment and users. The robot giving attention
to user-2, memorizing the location of user-1, and detecting any movement in the periphery
for exacted target
	  
Figure 4.13: The adaptation of the synaptic weights after applying robot eye movement,
showing the stability of the filter weights even though the users are moving
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4.4.3.1 The robot and the task
The validity of the proposed model is tested by using an actual humanoid robot
(Robovie-R2) (Fig. 4.14). Robovie-r2 is equipped with various types of sensory in-
put and motor output systems. In this study, we utilize the color camera and the
microphone mounted inside the head of the robot. The camera is used for reading
colors, and it is also used together with the microphone in order to facilitate the task
of interacting with the user (e.g., the robot locates the face of the user, turns its head
toward the user’s face and follows the direction in which the user is pointing; see Fig.
4.14).
The robot is given the task to learn the names of certain colors (e.g., Red, Green,
Blue, Yellow and Magenta) and their different phases (original phase, phase 1 and phase
2) with the assistance of a regular user (Fig. 4.15), as well as to retrieve these data
with the help of its memory and to teach another user what it has learned.
4.4.3.2 Interacting with user (learning and memory)
In this experiment, a user showed sequentially four different colors to the robot (Red,
Green, Blue and Magenta) and asked the robot for their names (Fig. 4.16).
The following points illustrate the scenario that occurred during the experiment:
1. The user first showed the robot the red color and asked, “Do you know what this
color is?”
2. The robot looked at the color, took four samples from it, and read the RGB of
each sample
3. The robot tested the samples by its network and found that it is a new color,
which it had not experienced before. The robot, therefore, answered: “No, I don’t
know, Can you please tell me what this color is?”
4. The user answered the robot: “it is Red”
5. The robot assigned a data point for the color in its MS, where in this case
Red=0.5. The CBP’s level was then trained by BP, where the new samples
of RGB represented the input (training set) of the network and (red=0.5) repre-
sented the output (target)
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4 THE ROBOT AND THE TASK 
The validity of the proposed model is tested by using an actual humanoid robot 
(Robovie-R2) (www.atr-robo.com/product/r2/robo-r2.html) (Figure 5). Robovie-R2 
is equipped with various types of sensory input and motor output systems. In this 
study, we utilize the color camera and the microphone mounted inside the head of the 
robot. The camera is used for reading colors, and it is also used together with the 
microphone in order to facilitate the task of interacting with the user (e.g., the robot 
locates the face of the user, turns its head toward the user’s face and follows the 
direction in which the user is pointing; see Figure 5). 
The robot is given the task to learn the names of certain colors (e.g., red, green, 
blue, yellow and olive) and their different phases (original phase, phase 1 and phase 
2) with the assistance of a regular user (Figure 6), as well as to retrieve these data 
with the help of its memory and to teach another user what it has learned. 
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FIGURE 5. (A) The locations of the camera and the microphone of Robovie-R2. (B) Layout of the 
environment for interaction between the user and the robot. Left, the robot has its head turned directly 
toward the face of the user for more natural communication. Right, the robot responds by turning its 
head toward the place pointed at by the user  
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Figur 4.14: (A) The locations of the camera and the microphone of Robovie-R2. (B)
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FIGURE 6. Sample of red color in its (A) original phase, (B) phase 1 and (C) phase 2. Note that phases 
1 and 2 represent the same color at different lighting levels.  
5 VALIDATION OF THE FRAMEWORK  
This section demonstrates the experimental validation of the framework. In the 
following experiment, all the synaptic weights in the HCBPM are initialized 
randomly and the MS is prepared empty.   
5.1 Interaction with a User: Learning New Colors 
In this experiment, a user sequentially presented five different colors to the robot (red 
R, green G, blue B, yellow Y and olive O) and asked the robot to provide their names. 
Table 1 shows the standard RGB value of each color and the range of each value as 
read by the robot. Note that differences in the color readings occurred because the 
experiments were conducted in an open environment, where the results were sensitive 
to the brightness level of the surroundings, which changed during the day. 
The following points illustrate the scenario that took place during this experiment:  
• The user first presented the red color to the robot and asked, “Do you know 
what this color is?” 
• The robot inspected the color, took samples and read the average RGB of each 
sample (Figure 7). Note that we have selected a wide range of samples in order 
to reduce image noise and to obtain a superior training set. 
• The robot tested the samples through its network and determined that it was 
being presented a new color which it had not yet encountered. Therefore, the 
robot replied, “No, I don’t know. Can you please tell me what this color is?” 
• The user answered the robot, “It is red.” 
• The robot simulated the network output of the RGB sample in its memory, and 
based on the result, assigned an RP for the color. In this case, the assigned RP 
for red = (0.75, 0.75). The CBP level was then trained, where the new samples 
of RGB values represented the input training set of the network and (Red = 
0.75,0.75) represented the desired output (Target). This color initially reserved 
Figure 4.15: Sample of red color in its (A) original phase, (B) phase 1 and (C) phase 2.
Note that phases 1 and 2 represent the same color at different lighting levels
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6. After training the network and storing the new data in its memory, the robot
confirmed the training “Thank you, I know now what is Red”
7. The user continued showing the rest of the colors to the robot and similar scenario
was occurred
 
 
7. If there is an overlap, the particular assigned EG is gradually decreased, with the 
result that the range of involved points in the MS is shrunk in order to clear 
space for the new data, after which the training continues. 
8. If the target is met, the training is stopped and the learning is confirmed. 
Otherwise, if the maximum number of epochs (Epochs = 500) is reached while 
the network is not yet fully trained, the memory space is expanded by adding a 
hidden neuron to the CBP level (i.e., additional RPs are added). 
 
 
 
FIGURE 3. Simplified flowchart of the HCBPM. 
 
RGB Input 
Ignore NS & 
Train CBP 
New color or new phase 
of already learned 
color?  
Train NS 
Test CBP Assign the 
output data in 
MS 
User confirmation/ ! 
New color New phase 
Figure 4.16: Simplified flowchart of the HCBPM
Fig. 4.16, shows the steps of learning each of the color’s name and storing it in the
robot’s MS. Notice that all the colors in this stage are in its original phase.
From the figure, CBP was initialized by two hidden neurons and the ET was set
to 0.2. During the learning, ET was gradually decreased (Fig. 4.17). This decrease
shortened the range of each data point in the MS to open a new space for upcoming
data. Two hidden neurons were sufficient to learn the first three colors (Fig. 4.17 B,
C& D). When the user showed the forth color, CBP’s level failed to train the network
to the target, therefore, a new hidden neuron was added into the CBP’s level. This
additional neuron expanded the memory and gave new space. CBP therefore could
continue the training.
After teaching the robot the four colors, the user reshow the colors to the robot and
the robot could identify each of these colors successfully.
4.4.3.3 Learning different phases
This experiment is to examine the validity of NS’s level to learn the different phases of
each color and switch it to its original before it hands it over to the CBP’s level. This
47
4. THE PROPOSED ROBOT VISION SYSTEM
 
 
                                 (A)                (B)                (C)  
Fig. 4. (A) RoboVie-R2 while reading the color which given by the user. (B) A sample of the red color in 
its original form. (C) The red color in the Light-on phase. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. The steps to store new color names in the memory space. 
 
 
 
 
 
 
 
 
 
 
Fig. 6. The change of ER during the learning 
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Figure 4.17: The steps to store new color names in the memory space. (A) the first color
assigned to 0.5, (B) the second color assigned to 0.25, (C) the third color assigned to 0.75,
and (D) the fifth color assigned to 0.125
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Fig. 4. (A) RoboVie-R2 while reading the color which given by the user. (B) A sample of the red color in 
its original form. (C) The red color in the Light-on phase. 
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Figure 4.18: The change of the error rate ER during the learning of the first 4 colors,
after the 3rd color the network reached it full capacity, but by adding new hidden neuron
in the CBP layer the capacity increased to learn the 4th color
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level requires the feedback from the user at the early stages to set up the threshold
value of its hidden layer neuron.
In this level, the user showed the robot the red color again but with its new phase
(Light-on) (Fig. 4.14C). The robot read the samples of the new RGB, which is, for
simplicity, a representation of a regular shifted form from its original. Since NS was
not yet trained, the robot, therefore, assumed it as a new color and asked the user of
its name as follows:
1. Robot: “I don’t know, Can you please tell me what this color is?”.
2. User: “This is Red but Light-on”
3. Since the original red color has been trained before, the robot activated the NS’s
level and trained it by BP. The network input (training set) were the new RGB
samples and the network output (target) was the nearest value of the original
form of the red color.
4. The hidden layer neuron in NS’s level was then assigned by a threshold value that
can be activated by any other color with its (Light-on) phase.
To confirm the learning of the NS’s level, the user trained the robot with various
samples of the red on its (light-on) phase (Table.??). For the testing stage, the user,
showed a green color with (light-on) to the robot. Interestingly, even that the robot had
not experienced the green color with the light-on phase, the RGB of this phase could
reach the threshold value and activate the NS’s level. The robot could successfully
identify the color and its “This is Green Light-on”
We tested different phases of the original form of some colors to be learned by
similar scenario as in Fig. 4.19.
4.4.3.4 Retrieving existing data to teach another user
In this experiment, we examine the ability of the robot to retrieve the information that
it learned from the above experiments to teach another user the names of the colors.
The scenario was similar to the one in the first experiment but with a replacing
between the position of the user and the robot. In this experiment, the robot started
to point randomly at the colors and asks the user about its names. If the user does not
know the name, the robot can teach him. This experiment was carried out successfully.
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Table 4.1: Standard RGB values of different colors and the range of each color as read
by the robot after sampling the object, these samples are the range of eight reading in
different time during a day with different lighting conditions
Standard RGB RGB range as read by the robot
Color name R G B R G B
Red (R) 255 0 0 174-184 83-103 66-87
Green (G) 0 255 0 133-140 161-168 18-33
Blue (B) 0 0 255 64-78 112-117 190-201
Yellow (Y) 255 255 0 165-186 168-190 13-42
Magenta (O) 150 150 0 120-135 127-140 28-38
 
 
 
 
FIGURE 10. RGB of the red color in its phase 0 and phase 1. 
 
 
 
 
FIGURE 11. RGB values of different colors in their respective phase 0, phase 1 and phase 2. Each data 
point represents an average of 4 runs. 
5.3 Interacting with User: Retrieving Existing Data to Teach Another User 
In this experiment, we investigated the ability of the robot to retrieve the data that it 
had learned in the previous experiments for the purpose of teaching the names of 
colors to another user.  
The scenario was similar to the one of the first experiment, with the roles of the 
user and the robot reversed, where the robot became the one who teaches the names 
of colors to the user. In this experiment, the robot pointed randomly at the colors on 
the front table and asked the user to name each color. If the user did not know the 
name of the color, the robot taught them. This experiment, which was carried out 
successfully, is explained in Figure 12. 
!1 
!2 
Red  Blue                Green               Yellow               Olive 
Original  
Phase 1 
Phase 2 
!1 
Red  
R 
G B 
Original phase 
Phase 1 
 (Phase 1) 
 (Phase 0) 
R`+G`+B` (Phase 1) 
R`+G`+B` (Phase 0) 
R`+G`+B` (Phase 2) 
R`+G`+B` 
R`+G`+B`  
R
G
B
’s
 V
al
ue
 
Figure 4.19: RGB values of different colors in their respective phase 0, phase 1 and phase
2. Each data point represents an average of 4 runs
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4.5 Hand Gesture Recognition
Since the hand has always been the natural interaction methods among humans, a
recent resurgence in developing new hand modeling techniques has been observed. Re-
gardless of the technique used, the main goals have always been: using descriptive
gestures while keeping the computer processing and modeling as simple as possible.
4.5.1 Using Complex-Valued Neural Network (CVNN)
In this part we investigated a complex-valued neural network which is a biologically
plausible neuron model (50). Recently developed a two-layer complex-valued neural
network (CVNN) that maps complex-valued input to real-valued output (51)(52). It
exhibited good performance; faster training and better classification than the conven-
tional three-layer real-valued neural networks (RVNN). In this study, we extended it
to a three-layer CVNN that maps complex-valued input to real-valued output. The
aim of the network is to solve classification problems where inputs are represented in
complex domain. In this section, we describe the network and exhibit the performance
in an application to skeletal wireframe pattern recognition problem.
Nowadays, complex-valued data is utilized in many real-world applications, such
as array signal processing (53)(54), radar and magnetic resonance data processing
(55), communication systems (56), and signal representation in complex baseband (57).
Recognition of skeletal wireframe representation of data has been attempted for various
purposes (58)(59)(60). In our previous study (61), we present a simple representation of
human hand (Hand Skeleton) after applying edge detection and thinning algorithms to
the input image, we then defined gestures for each English characters. This encouraged
us to develop a skeletal wireframe classification system in complex domain.
In this study, complex-valued data that represents human hand was obtained after
applying sequence of filters to the image captured by Microsoft Kinect camera (62).
The Kinect was used due to the ease of development, having a variety of sensors,
and the high performance in image processing. We then used a three layer complex-
valued neural network (CVNN) that maps complex-valued input to real-valued output
to process complex-valued data of hand-skeleton representation. We derived training
algorithm based on the Complex Levenberg Marquardt Algorithm (CLMA), that is
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known to provide much faster training and higher accuracy than conventional complex
gradient descent algorithm (52).
We investigated the recognition performance with respect to various complex-valued
activation functions in the hidden layer. The output layer uses a recently proposed
activation function, that helps an output neuron behave like a discriminating function
(51).
Using of CVNN provided better recognition rate and faster training. Further more,
Complex-Valued Learning Vector Quantization (CLVQ) was used to demonstrate the
benefits of using complex-valued data over real-valued data representing the Hand
Skeleton structure, and that by studying how well the classes of different gesture have
been separated.
4.5.2 Extraction of hand gesture
In this research, we utilized the RGB camera and the depth sensor of a Microsoft Kinect
motion-sensing input device (62). It is accompanied by OpenCV platform which have
the computational capabilities required for real-time image acquisition and handling
(Fig. 4.20).
Figure 4.20: Illustration of background deletion; the image in the left is the source image,
the image in the middle is the depth map that Kinect’s camera provides, and the image in
the right is the result after deleting the background
The detail of the method has been described elsewhere (61). In short, Fig. 4.21
represents a modular view of the final system. The image acquired by the Video
Input Module is passed to both the Hand Location Module and the Image Processing
Module. While the Hand Location Module is responsible for detecting the location
of the hand within the image, the Image Processing Module processes the area that
has been previously detected by the Hand Location Module. The output of the Image
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Figure 4.21: Human hand gesture recognition system, showing its modules and the
connections between them
Processing Module is then passed to the Hand-Skeleton Construction Module which
is responsible for creating a skeleton representation from the image of the hand. This
module has two outputs: a skeleton model of the hand, and supplementary data passed
to the Hand Location Module to increase the location detection accuracy. The skeletal
model is then passed to the CVNN where the actual recognition takes place. The
following subsections describe in detail each stage of the system:
4.5.2.1 Image processing and skeletal wireframe construction
After locating the human hand region in the image, the system filters the hand image
as shown in Fig. 4.22.
First, by applying Sobel Edge Detection Algorithm (63) we can get a contour of the
hand. This filter scans the image for sharp contrast differences, and assigns a white
color shade equivalent to the contrast in that region.
Next, by restricting the white color intensity to a specific threshold, the system
deletes any noisy edges effectively creating a sharper edge representation. However,
that step would produce disconnected regions in the edges of the hand, affecting the
outcome of thinning algorithm. To avoid that drawback, we used a dilation algorithm
resulting in a fully connected figure.
The dilated image is then passed to a thinning algorithm (64). This algorithm
generates one line of pixels representing the branching of the structure. The outcome
of that step is the hand as interconnected lines meeting at multiple nodes.
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Figure 4.22: The image filters that applied in real-time for the hand location, that
produce connected branches of line which represent the fingers of human hand
4.5.2.2 Representation of human hand as skeletal wireframe
The final step involves reading the skeleton representation. The system creates a data
pair for each branching by tracing the line that connects the nodes, calculating the
length and the angle of these lines. The length of the line which connects two nodes
and its relative angle is shown in Fig. 4.23.
The data is the amplitude-phase pairs that can be processed by the CVNN. The
complete conversion process is made of the following steps:
1. Locate the lower-most branch r0 (root).
2. Measure the angle between branches from the node at the end of the root branch
and the imaginary extension of the root branch (θ1) and the length of that branch
(r1).
3. Repeat step 2 until you reach branches that don’t branch at their terminal nodes.
4. If the number of terminal branches is less than 5 (that is, less than the number of
human fingers), other terminal branches are assigned with zeroes for both phase
and amplitude. For simplicity, the zeroed data pairs follow a predefined pattern
(the dotted branches in Fig. 4.23).
By using parallel processing we can achieve the real-time performance of 10 fps.
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Figure 4.23: The left side of the figure is the hand-skeleton branches and nodes that
have been generated from the result of the thinning algorithm. Dotted branches indicate
missing branches. The right side is the pairs of data that can be abstracted from these
branches
4.5.3 Three layered complex-valued neural network with real-valued
output
Since the CVNN processes complex-valued data, it is necessary to map real input
values to complex values in order to solve real-valued classification problems. After
such mapping, the neuron processes information in a way similar to the conventional
real-valued neural model except that all the parameters and variables are complex-
valued, and computations are performed according to complex algebra.
4.5.3.1 Input layer
At the input layer we used Euler’s formula to generate complex value z for each branch.
z = r ∗ eiθ = r ∗ (sin(θ) + i ∗ cos(θ)). (4.7)
Where r is the length of the branch and θ is the angle that it makes with the
previous branch (Fig. 4.23).
4.5.3.2 Hidden layer
The Hidden layer neurons sums up the weighted complex-valued inputs, then the
weighted sum is fed to a complex activation function.
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In order to see how the characteristics of hidden layer activation function affect
the hand gesture recognition problem, we investigated a number of complex activation
functions listed below.
splitTanh (65) : f(z) = tanhu+ j tanh v (4.8)
linear(66) : f(z) = z (4.9)
George (67) : f(z) = z/(c+ |z|/r), c, r, constants (4.10)
discrim (67) : f(z) = ((1/(1 + e−u)− (1/(1 + e−v))2 (4.11)
sin (66) : f(z) =
eiz − e−iz
2i
(4.12)
asin (66) : f(z) = arcsin z =
∫ z
0
dt
(1− t)1/2 (4.13)
4.5.3.3 Output layer
As illustrated in Fig. 4.24, the output neurons first sum up the weighted complex-
valued inputs from the hidden layer and the threshold, and then the weighted sum is
fed to an activation function which maps the internal state (complex-valued weighted
sum) to a real value. Here, the activation function combines the real and imaginary
parts of the weighted sum. We used an activation function that was proposed by us in
(51) and that is shown to be suitable for classification problems.
Let the net-input of a complex neuron be z = u+iv, then we define the activation
functions, as follows:
fC→R(z) = (fR(u)− fR(v))2. (4.14)
where fR(x) is defined as:
fR(x) = 1/(1 + exp(−x)). (4.15)
where x, u, v ∈ R, the activation functions combine the real and imaginary parts.
The real and imaginary parts are first passed through the same sigmoid function sep-
arately, bounding them within the interval (0,1).
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space into multiple regions representing the classes. Since the
net-input of a CVN is a complex number, it is a two-dimensional
space. Both the proposed activation functions are differentiable
with respect to real and imaginary parts of the net-input. As a
result, a gradient-based learning rule can be derived. To present
complex-valued inputs to the CVN, real-valued inputs are phase
encoded between 0 and p. We will show in the following sections
that such a CVN is able to solve linear and nonlinear classification
problems such as two-input Boolean functions, 253 among 256
three-input Boolean functions, and symmetry detection in binary
sequences.
To solve n-class problems, we considered a single-layered
CVNN (without hidden layer) consisting of n CVNs described
above, and formulated the learning and classification scheme. The
single-layered CVNN has been applied and tested on various real
world benchmark problems. Experimental results showed that the
generalization ability of the single-layered CVNN is comparable to
the conventional two-layered (with one hidden layer in addition
to input and output layer) real-valued neural network (RVNN). It
is noteworthy that in the proposed single-layered CVNN, the
architecture selection problem does not exist. In the multilayered
RVNNs which are considered as universal approximators [6], in
contrast, the architecture selection is crucial to achieve better
generalization and faster learning abilities.
The remainder of the paper is organized as follows. In
Section 2, we discuss the model of CVN along with the proposed
activation functions. In Section 3, we develop a gradient-based
learning rule for training the CVN. In Section 4, we discuss the
ability of the single CVN for some binary-valued classification
problems. In Section 5, performances of the single-layered CVNN
consisting of multiple CVNs are compared to those of the
conventional two-layered RVNN on some real world benchmark
problems. Finally, Section 6 gives a discussion and concluding
remarks.
2. Complex-valued neuron (CVN) model
Since the CVN processes complex-valued information, it is
necessary to map real input values to complex values in order to
solve real-valued classification problems. After such mapping, the
neuron processes information in a way similar to the conventional
neuron model except that all the parameters and variables are
complex-valued, and computations are performed according to
complex algebra. As illustrated in Fig. 1, the neuron, therefore, first
sums up the weighted complex-valued inputs and the threshold
value to represent its internal state for the given input pattern,
and then the weighted sum is fed to an activation function which
maps the internal state (complex-valued weighted sum) to a real
value. Here, the activation function combines the real and
imaginary parts of the weighted sum.
2.1. Phase encoding of the inputs
This section explains how the real-valued information is
presented to a CVN. Consider (X, c) as an input example, where
XARm represents the vector for m attributes of the example, and
cA{0,1} denotes the class of the input pattern. We need a mapping
Rm-Cm to process the information with the CVN. One such
mapping for each element of the vector X can be done by the
following transformation:
Let x 2 ½a; b"; where a; b 2 R; then j ¼ pðx% aÞðb% aÞ (1)
and
z ¼ eij ¼ cos jþ i sin j (2)
Here i ¼
ffiffiffiffiffiffiffi
%1
p
. Eq. (1) is a linear transformation which maps
xA[a, b] to jA[0, p]. Then by Euler’s formula, as given by Eq. (2), a
complex value z is obtained. When a real variable moves in the
interval of [a, b], the above transformation will move the complex
variable z over the upper half of a unit circle. As shown in Fig. 2,
the variation on a real line is thus now the variation of phase j
over the unit circle.
Some facts about the transformation are worth noting. Firstly,
the transformation retains relational property. For example, when
two real values x1 and x2 hold a relation x1px2, the corresponding
complex values have the same property in their phases as such,
phase(z1)pphase(z2). Secondly, the spatial relationship among the
real values is also retained. For example, two real values x1 and x2
are farthest from each other when x1 ¼ a and x2 ¼ b. The
transformed complex values z1 and z2 are also farthest from each
other as shown in Fig. 2. Thirdly, the interval [0,p] is better than
the interval [0, 2p] as we loose the spatial relationship among the
variables in the latter. For example, x1 ¼ a and x2 ¼ b will be
mapped to the same complex value since ei0 ¼ ei2p. It is worth
noting that interval [0, p/2] can also be used for phase encoding.
However, experiments presented in Section 5 and Table 9 show
that learning convergence is faster in the case of the interval [0,p].
Finally, the transformation can be regarded as a preprocessing
step. The preprocessing is commonly used even in RVNNs in order
to map input values into a specified range, and so on. The
transformation in the proposed CVN, therefore, does not increase
any additional stage for the process with neural networks. In fact,
the above transformation does not loose any information from the
real values; rather it lets a CVN process the information in a more
powerful way.
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Figure 4.24: Model of a complex neuron. The sign
∑
sums up the weighted inputs
wjxj(1 ≤ j ≤ m) and the bias θ. fC→R is an activation function that maps the complex-
valued internal state to a real-valued output y
4.5.3.4 Complex levenberg marquardt algorithm
The Levenberg Marquardt Algorithm is a widely used batch-mode fast learning algo-
rithm in the neural networks. It also yields higher accuracy in function approximation
than the gradient descent algorithm (52),(68). Basically, it is an extension of Gauss-
Newton algorithm. Therefore, the Gauss-Newton algorithm will be first derived in the
complex-domain.
The Gauss-Newton method iteratively re-linearizes the nonlinear model and up-
dates the current parameter set according to a least squares solution to the linearized
model. In the CVNN, the linearized model of network output g(z , z ∗) around (zˆ , zˆ ∗) is
given by;
g(zˆ + ∆z , zˆ ∗ + ∆z ∗) ≈ gˆ + Jz∆z + Jz∗∆z ∗ (4.16)
The error associated with the linearized model is e = eˆ − (Jz∆z + Jz∗∆z ∗) Then the
Gauss-Newton update rule is given by the least squares solution to ‖eˆ−(Jz∆z + Jz∗∆z ∗) ‖.
So we encounter a more general least squares problem, ‖b − (Az + Bz ∗) ‖min
z
, than the
well known problem, ‖b −Az‖min
z
.
Let A and B are arbitrary complex matrices of same dimension. Then a solution
to the least squares problem, ‖b − (Az + Bz ∗) ‖min
z
, is given by the following normal
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equation:
CH
(
[l]b
b∗
)
= CHC
(
[l]z
z ∗
)
; where C =
(
[l]A B
B∗ A∗
)
(4.17)
This equation has been proven in our previous work (52). The LM algorithm makes
a simple modification to the Gauss-Newton algorithm in the following way:
(
[l]∆z
∆z ∗
)
=
(
GHG + µI
)−1
GH
(
[l]eˆ
eˆ∗
)
(4.18)
The parameter µ is varied over the iterations. Whenever a step increases the error
rather than decreasing, µ is multiplied by a factor β. Otherwise, µ is divided by β.
A popular choice for the initial value of µ is 0.01 and β = 10. The LM is a batch-
mode learning algorithm, and hence all the training examples are presented before a
parameter update. Consequently, the Jacobians Jz and Jz∗ become submatrices of two
larger Jacobian matrices containing the derivatives for all examples. The following are
the steps of the complex-LM algorithm:
1. Present all the input data to the CVNN and compute network outputs and error.
Arrange error vectors for all the input patterns into a single column vector and
compute the norm of the error vector.
2. Compute the Jacobian and conjugate Jacobian sub-matrices for all the patterns.
Again arrange all the submatrices into two corresponding larger Jacobian matrices
in such way that the patterns get augmented row-wise and the parameters as
column-wise.
3. Use Eq.4.18 to obtain ∆z.
4. Recompute the norm of the error vector using z+ ∆z. If the new norm is smaller
than that computed in step 1, then reduce µ by β admit the update z = z+ ∆z
and go back to step 1. If the error norm does not get reduced, then increase µ
by β and go back to step 3.
5. The algorithm is stopped if some stopping criteria is met, for example, error goal
is met or a given maximum number of iteration have been passed.
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4.5.4 Complex-valued learning vector quantization
Learning Vector Quantization (LVQ) is a learning algorithm for training competitive
layers of neurons in a supervised manner (69). A competitive layer automatically learns
to classify input vectors according to the similarity between them. The classification
depends solely on the distance between input vectors. The more similar two input
vectors are, the higher the probability of being put in the same class. In this respect,
we want to compare between real-valued and complex-valued representations of the
gesture skeleton, and study how the LVQ network can classify them.
Input Output
Competitive layer Linear layer
  W +    W +  
Figure 4.25: Learning Vector Quantization (LVQ)
An LVQ network has a competitive layer and a linear layer (Fig. 4.25). The
competitive layer bears classification characteristics similar to Self-Organizing Feature
Maps(69). It can be therefore considered to be the supervised version of self organizing
map (SOM). The linear layer converts competitive layer’s classes to target classifications
defined by the user, such as mapping gestures to alphabet. The classes learned by the
competitive layer are called ”subclasses”, and the classes of the linear layer are called
“target classes”.
Fig. 4.26 shows the competitive layer neural network structure. In the real-valued
case both input and output are real-valued, while in complex-valued case the input is
complex-valued data and the output layer should map from the complex space to real
space using same neural structure shown in Fig. 4.24
The learning process involves having pairs of input/output vectors I and O respec-
tively. The network is trained so that the input vectors would produce an output at
only one neuron in the linear layer, corresponding to the correct classification class.
First we calculate the distance between the input vector I and the weights of the
competitive layer W(t).
In the real-valued case the distance can be calculated as shown in eq.4.19
D(t) =
√∑
(I(t)−W (t))2 (4.19)
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Input 
Layer
Output 
Layer
Figure 4.26: The directions of the arrows show the vector values, among which the winner
and the six neighbors change in the self-organization
While in the complex-valued case the distance can be calculated by computing the
absolute value of the difference of the two vectors (eq.4.20).
D(t) =
√∑
((I(t)−W (t))2 + (I∗(t)−W ∗(t))2) (4.20)
The neurons of the competitive layer would try to minimize the distance between
the input and the weights for the winning neuron, neurons that produced output O for
the correct class, while increasing the distance for the losing neuron.
The weights of the competitive layer are adjusted with the Kohonen learning rule
as shown below.
For winning neurons:
W (t+ 1) = W (t) +D(t) (4.21)
For losing neurons:
W (t+ 1) = W (t)−D(t) (4.22)
Where W(t+1) is the new weight, W(t) is the previous weight, and D(t) is the
distance function.
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4.5.5 Experimental results
We defined distinguishable gestures of the hand to represent each character in the
English alphabet (61). These gestures have been selected in a way that would make
it easier for the system to recognize them while taking in consideration the human’s
capability to switch from one gesture to other. The algorithm detected the edges
between the fingers even if the fingers were in close proximity to each other. This
allowed us to design a simple representation for each character as shown in Fig. 4.27.
a b c d e f
g h i j k l
m n o p q r
s t u v w x
y z
Figure 4.27: Hand gesture for each English character, we can notice that the gestures
are differing in the number of fingers and the angles they make with each other
We captured 600 samples for each of the 26 hand gestures. These samples are
divided as follows; 50% is the training set, 25% is the validation set, and 25% is the
testing set. The samples were processed by the image processing algorithm described
before, and the complex-valued skeleton data were fed to the neural network.
4.5.5.1 Real-valued neural network
First, we attached the system to a real-valued neural network (RVNN) for comparison
and tried to use it to recognize the gestures in the captured samples. We used a feed-
forward network with a single hidden layer. Supervised learning algorithm was used
61
4. THE PROPOSED ROBOT VISION SYSTEM
for optimizing the weights of the neural network. The training method selected is the
back-propagation with a variable learning rate.
The number of input neurons is determined by the maximum number of branches
in the skeleton representation, which is 9. Because each branch has both length and
relative angle and the number of gestures are 26, the RVNN has 18 input and 26 output
nodes.
To determine the optimal number of neurons in the hidden layer, we started by
assigning a low number of neurons and then kept on increasing the number while
checking the decrease in validation error level. The optimum number of neurons in the
hidden layer was determined to be 30 in our study.
4.5.5.2 Complex-valued neural network
Second, we tested the system with three layer CVNN. The input of the CVNN is in the
complex domain, which allows as to represent each branch’s length and angle as one
complex number. Since we have 5 fingers and 4 structural branches (refer to Fig. 4.23),
the input layer consists of 9 complex-valued neurons, while the output layer consists of
26 neurons that represent English alphabets.
We presented all the input data to train with the CLMA, computed the outputs
and the validation error for different activation functions of the hidden layer. We can
notice in Fig. 4.28 that the optimal or near optimal number for the neurons in the
hidden layer was 4 for all activation functions,
Figure 4.28: Validation error for different activations function and number of neurons in
the hidden layer
62
4.5 Hand Gesture Recognition
Table 4.2: Classification error for different activation functions
Activation Functions Classification Error(%)
splitTanh(65) 13.07
George(67) 13.84
discrim (63) 14.61
sin(66) 14.76
linear(66) 17.69
asin(66) 26.92
The learning processes are shown in Fig. 4.29. The learning process was termi-
nated if some stopping criteria were met, such as, validation error increases rather than
decreases.
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Figure 4.29: Mean squared error with different activation functions
Table 4.2, shows the classification error for different activation functions sorted by
the smallest value. From the table we can notice that the split Tanh performed better
for this problem.
4.5.5.3 Comparison between CVNN and RVNN
The learning processes of RVNN and CVNN with split Tanh activation function are
shown in Fig. 4.30. Table 4.3 shows the result of testing 26 English characters for one
minute at a rate of 10 fps. After training the neural network with the training set of
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these character, we can see that each gesture has different recognition rate, and that is
due to the edges that have been created from each finger. Notice that CVNN is faster
in learning and better in recognition rate than those of RVNN.
Figure 4.30: Learning convergence of RVNN and CVNN with split Tanh activation
function
4.5.5.4 Comparison with learning vector quantization
Next, we tested the LVQ Network with; first 18 real-valued input vectors that repre-
sent the angle and length of the hand-branches, second 9 complex input vectors that
represent the skeleton branches.
We used 36 neurons in the Competitive Layer since this number can provide a high
classification capability with fast training. These subclasses are then assigned to one
of 26 output classes by the 26 neurons in output layer.
Fig. 4.31 shows the distances between neighboring neurons, using the following
color coding:
1. The blue hexagons represent the neurons.
2. The red lines connect neighboring neurons.
3. The colors in the regions containing the red lines indicate the distances between
neurons.
4. The darker colors represent larger distances.
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Table 4.3: The result of testing 26 english character in real time
Gesture RVNN CVNN
a 89% 92%
b 94% 98%
c 90% 94%
d 84% 99%
e 89% 99%
f 77% 82%
g 41% 64%
h 85% 86%
i 55% 65%
j 80% 87%
k 87% 96%
l 76% 94%
m 63% 65%
n 81% 87%
o 98% 99%
p 73% 84%
q 95% 98%
r 70% 95%
s 98% 99%
t 71% 89%
u 61% 81%
v 86% 87%
w 71% 92%
x 85% 86%
y 87% 85%
z 81% 85%
Average 80% 88%
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5. The lighter colors represent smaller distances.
Figure 4.31: The right part of the figure shows the neighbor weight distance of the
complex-valued data, while the left part is the neighbor weight distance of the real-valued
data
Notice that in case of CVNN (right) classes are better separated. Fig. 4.32 shows
the classes that each of the Competitive Layer neurons response to.
4.5.6 CVNN Observations
Applying CVNN with complex-valued input and real-valued output to skeletal wire-
frame data have been proposed in this study. It is shown that encoding skeleton data
inputs into complex values, and processing information in complex domain, improves
classification ability.
Advantage of using CVNN is illustrated by comparing it with RVNN regarding
the number of neuron required in the hidden layer, learning convergence, classification
ability, and its performance in real application.
Regarding the learning process, CVNN required far less training iterations to reach
the minimum validation error than the RVNN counterpart as we can see in Fig. 4.30.
In other words, learning convergence of CVNN is faster than that of the RVNN.
Moreover, while the RVNN needed 30 neurons in the hidden layer, CVNN required
just 4 neurons in the hidden layer to give comparable validation error. The classification
ability was much higher, 88% with CVNN v.s. 80% with RVNN in average. This shows
the capability of the CVNN to efficiently classify skeletal wireframe data.
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Monday, January 16, 12
Figure 4.32: Illustration of classes that the competitive layer classified, extracted from
its weights
We tested a number of activation functions in the hidden layer of the CVNN. Fig.
4.29 shows that the split Tanh function performs better for dealing with skeleton-
representation of human gestures, while the linear function has faster convergence rate
and training time. The faster convergence rate of the linear seems to be due to the uni-
form shape of the function that provides a more consistent decrease in error regardless
of the number of previous iterations. Whereas, the tanh function, due to the compact-
ness around the edges of the function, suffers from a lower decreasing rate of error as
the number of iterations increase. The lower training time of the linear function is due
to the fact that the implementation of that function is much simpler, requiring much
less processing power than than the tanh function. However, the compactness of the
tanh around the edges give it the advantage of being to get closer and closer to the
minimum possible training error.
By implementing LVQ for both the real-valued and complex-valued gesture, we
showed the advantage of using complex-valued representation for this problem. Fig.
4.32 show that in the complex-valued case, the LVQ could increase the distance between
the classes that represent hand gestures. This was the reason for the better recognition
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rate.
Skeletal wireframe representation of gestures can be in three dimension (for exam-
ple, human body skeleton that Kinect sensor generates (62)) in this case we can use
quaternions neural networks to enhance the recognition ability.
We think using CVNN with real-valued output works efficiently for classification
problem of skeletal wireframe data and deserves further research in various application.
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Chapter 5
The Proposed Open Source
Robot
There is no general platform for developing embedded systems such as autonomous
camera-equipped robot systems. The existing platforms are mostly based on pre-
specified models, which are difficult to obtain for various applications due to complexity
and imponderables of the environmental world. For designing and developing a general
platform for autonomous camera-equipped robot systems we propose for the first time
iRov robot, a platform which is based on iPhone 5 technology with Lego NXT and Ar-
duino platform. This robot platform is excellent for broad range of active vision related
researches, behavior-based robots, image and signal processing. More than that, it can
be used as an educational platforms, due to its low price and ease of use.
In this section we will introduce the design of iRov robot, and show how this robot
can perform image filtering and recognize 3D objects in real-time, more than that
the robot can interact with the user by recognizing human hand gesture.To reach our
goal we decided to use iPhone 5 cameras and utilize the A6 chip for the vision research.
Furthermore, iPhone 5 and new generation iPods are quipped with multi-touch display,
speaker, external stereo microphones, accelerometer and gyro-meter. These allow the
robot to be able to interact with humans and objects in a natural manner. Moreover,
We built the robot body with Lego NXT parts. It made the robot flexible to be
configured differently for different tasks, taking the advantage of the three connected
servos.
In the design phase, we took into consideration of the robot’s ability to change its
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prospective to the object and be able to manipulate it. To achieve that, iRov consists
of two parts the head and the Body. The head can rotate 180◦ so the foveal vision
(see Sect. 5.2 for detail) can face up and down, to the object or to the user, while the
body helps the robot to move to change the robot prospective and to manipulate the
objects. Fig. 5.1 shows the components of iRov robot.
	  
Figure 5.1: Drawing of different parts of iRov robot
5.1 Characteristics of iRov
Because the iRov robot is small in size, it can perform in lab environment. Fig. 5.2
shows the setup consists of the user, the robot, and the stationary server, which establish
the connection between the iPhone and the Lego NXT. This will be used for high
computational load like object recognition.
Since the iPhone 5 cannot send commands to the Lego NXT part directly we used a
server computer to establish this connection between the iPhone and Lego NXT parts
as shown in Fig. 5.3.
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Figure 5.2: Typical experiment setup. The user interacting with the robot by using the
interactive touch display
5.2 Robot Cameras
Mounted in the top of the robot is a panorama camera (the view through the camera
is shown in Fig. 5.4). This camera helps the robot localize itself in the environment
and avoid obstacles.
The range of the back-facing camera in iPhone 5 is 30◦. In order to have wider view
of the periphery, while maintaining the sharpness of the center, we used a special lens
as shown in Fig. 5.5. It generates this representation that helps the robot to be aware
of any movement in the periphery (120◦). At the same time it allows to examine the
detail of the object in the center (fovea).
5.3 Computation
By dividing the robot vision to foveal and periphery vision, we could implement an
attention system similar to our previous work. Since iRov has a high-speed image
processing ability, iRov can recognize a simple 3D object and its orientation in real-time.
To do that we implemented Hierarchical Chamfer Matching which is a parametric edge
matching algorithm (HCMA) (70). By utilizing the capability of parallel processing of
the A4 chip we could achieve real-time image filtering.
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Figure 5.3: The different parts of the robot and their connections
5.4 3D Object Recognition
Before applying HCMA we need to generate edges of the 3D model templates and the
real edges of the object.
5.4.1 Using hierarchical chamfer matching algorithm
First the model templates are programmatically generated (Fig. 5.6).
Second the image in the robot fovea has to pass through filters such as Gaussian
Smoothing and Edge Detection as Fig. 5.7 (b). Third Building distance image pyramid
(Fig. 5.7 (c)) (71). Finally by applying HCMA (72), we can found the local minimum
of the best match between the template and the detected edges (Fig. 5.7 (d)).
5.4.2 Utilizing the GPU parallel processing
To perform these algorithms in real time we utilize the A4 Chip (SoC), which has a
general purpose processor called the CPU, as well as a second processor called the
GPU. With the two processors working in parallel, the device is capable of doing a lot
more works at one time. But this doesn’t happen automatically. The main program
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Figure 5.4: Panorama view from iPhone 5 front facing camera
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Figure 5.5: Foveal view of the environment using special lenses (iPhone 5 back facing
camera)
that runs in the CPU has to send small programs that runs in the GPU in the run
time. These programs called shaders, and perform the following tasks:
Shader-1 This shader smoothes the row buffer by gaussian blur filter and stores it in
the buffer-1 for 20 fps.
Shader-2 This shader performs motion detection by: First comparing between the
RGB of buffer-1 and buffer-2 for any change and adds the result to the alpha
channel in the buffer-2. Second copy the RGB of buffer-1 to buffer-2, this shader
runs for 20 fps too.
Shader-3 This shader runs in 5 fps to copy the result from the buffer-1 to buffer-3,
then performs Sobel edge detection to the image in buffer-3. Finally it builds
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Figure 5.6: From 0◦ to 90◦ template generation by considering camera prospective to the
object
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Figure 5.7: 3D object recognition by applying Hierarchical Chamfer Matching Algorithm
(HCMA)
distance image pyramid for HCMA search algorithm which need four iteration on
the image.
Shader-4 Finally this shader which runs every 1/4 of the second generates the final
result in buffer-4 from the pixel data in buffer-2 and buffer-3, which will be send
to the server for attention and object recognition tasks. Listing-1 shows the code
of this shader as example.
Listing 5.1: Shaper 4 
1 p r e c i s i o n mediump f loat ;
2 vary ing vec2 textureCoord inate ;
3 uniform sampler2D MD;
4 uniform sampler2D ED;
5
6 void main ( )
7 {
8 f loat r , func ;
9 vec4 fovea = texture2D (ED, textureCoord inate ) ;
10 vec4 per iphery = texture2D (MD, textureCoord inate ) ;
74
5.5 Sparse Distributed Memory Model
11 r = s q r t ( textureCoord inate . x ∗ textureCoord inate . x
12 + textureCoord inate . y ∗ textureCoord inate . y ) ;
13 func = pow ( 2 . 7 , −16.0 ∗ pow ( 1 . 0 − r , 2 . 0 ) ) ;
14 g l FragCo lor = ( r < 1 . 0 ) ?
15 func ∗ per iphery +(1.0− func ) ∗ fovea
16 : vec4 ( 0 . 0 , 0 . 0 , 0 . 0 , 1 . 0 ) ;
17 } 
From this listing we can see how shader-4 generates foveal representation (Fig.
5.7 (b)) from the motion detection result (MD) and edge detection result (ED), by
implementing equation 1, where r is the distance from the center of the view.
Output = ED ∗ (1− e−16(1−r)2) +MD ∗ e−16(1−r)2 (5.1)
The final result then passed to the stationary server throw wireless connection every
1/4 of the second to complete the image recognition parts.
5.5 Sparse Distributed Memory Model
We used a sparse distributed neural network model, TESMECOR (Temporal Episodic
and Semantic Memory using Combinatorial Representations) (73) (74) (Temporal Episodic
and Semantic Memory using Combinatorial Representations), that can learn full episodes
from a single trial, and we showed the advantage of using this model in the 3D robot
vision system. The model predicts its episode, on each frame, and computes the sim-
ilarity between the predicted and real input patterns and then adding an amount of
noise inversely proportional to the similarity into the process of choosing an internal
representation (IR) for that frame. When expected and actual inputs match entirely,
no noise is added, allowing those IR cells having maximal input via previously modified
weights to be reactivated for fully deterministic recall. When they entirely mismatch,
enough noise is added to over write the previous learned weights, resulting in activation
of an IR having little overlap with preexisting traces.
We show that TESMECOR performs better when getting feedback from the robotic
system, by slowing down or speeding up according to robot movement speed around the
object, more than that, by providing the direction of robot-movement to the model. The
model can learn various episodes for a single object regardless of the robot movement.
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5.6 Robot and Episodic Spatiotemporal Memory
To use this algorithm we improved our desk-size robot as shown in the Fig. 5.8.
Figure 5.8: The robot we used in our experiment, using smart-phones technology and
our previously proposed Foveal Vision System
By dividing the robot vision to foveal and periphery vision, we could implement an
attention system similar to our previous work (75). The head can rotate vertically and
horizontally to locate the object in the center of its vision (fovea), while the body helps
the robot to move to change the robot position relative to the object.
We used smart-phones platform as a robot brain, and used its camera as eye for our
robot, and by utilizing the capability of parallel processing of the platform we could
achieve real-time image filters onboard. The processed information then send wirelessly
to a server for training and recalling stages.
Using this design the robot can rotate around the object and generate episodes of
an 3D object as shown in Fig. 5.9.
As shown in Fig. 5.10, TESMECOR model consists of two layers. Layer 1 (L1)
consists of binary feature detectors and its layer 2 (L2) consists of competitive modules
(CMs). L2 cell has horizontal connections to all other L2 cells via a horizontal matrix
(H-matrix) of binary weights, except those in its own CM.
The model operates in the following way. On each frame, a pattern is presented
to L1. On that same frame, one L2 cell is chosen at random to become active in each
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Figure 5.9: Different time slices (frames) of an episode for a 3D object (cup) while
the robot rotating around it (clockwise), after applying Gaussian Smoothing and Edge
Detection
CM corresponding to an active L1 cell. In addition, the horizontal weights from the
L2 cells active on the prior frame to those that become active on the current time are
increased to their maximal value of one. In this way, spatiotemporal memory traces
are embedded in the H-matrix.
On each Frame, the global degree of match between the actual current input and
the predicted input, given the spatiotemporal context of the current input, modulates
the amount of noise injected into the process of selecting which L2 cells will become
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Figure 5.10: TESMECOR architecture. Each L1 cell has a connection with each cell in
L2. Each L2 cell has horizontal connections to all other L2 cells except those in its own
CM
active. The smaller the match, the more noise is added and the greater the difference
between the internal representation (IR) that would have become active purely on the
basis of the deterministic inputs reflecting prior learning and the IR that actually does
become active. The greater the match, the less is noise added and the smaller the
difference between the most highly implicated IR (on the basis of prior learning) and
the actually chosen IR.
5.7 The TESMECOR Model
The following is the TESMECOR’s processing algorithm, which is computed on each
time slice for each L2 cell.
In Eq. 5.2, each L2 cell, i, computes its total weighted input, ψi,t, from the set, Γt,
of currently active L1 cells.
ψi,t =
∑
j∈Γt
Wji (5.2)
In Eq. 5.3, the ψ values are normalized within each CM. That is, we find the
maximum ψ value, in each CM and divide all the individual values by the greater of
that value and F-matrix threshold, FΘt.
FΘt is needed to ensure that small feedforward
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signals are not amplified in subsequent normalization steps.
Ψi,t =
ψi,t
max(maxj∈CM (ψi,t),F Θt)
(5.3)
In Eq. 5.4, each L2 cell, i, computes its total weighted input, φi,t, from the set,
∆t−1, of L2 cells active on the prior time slice.
φi,t =
∑
j∈∆t−1
Wji , t > 0 (5.4)
In Eq. 5.5, the φ values are normalized within each CM. That is, we find the
maximum φ value, in each CM and divide all the individual values by the greater of
that value and an H-matrix threshold,HΘt.
HΘt is needed to ensure that small H values
are not amplified in subsequent normalization steps.HΘt also varies from one time slice
to the next.
Φi,t =
φi,t
max(maxj∈CM (φi,t),H Θt)
, t > 0 (5.5)
In Eq. 5.6 works differently on the first time slices of episodes than on the rest.
When t >0, we multiply the two pieces of evidence, Ψi,t and Φi,t, that cell i should
become active but we do this after passing them through separate exponential filters.
Since Ψi,t and Φi,t, are both between 0 and 1, the final χi,t values output from this
step are also between 0 and 1. The exponential filters effect a generalization gradient:
the higher the exponents, u,w, and v, the sharper the gradient and the more sensitive
the model is to differences between inputs (i.e., the finer the spatiotemporal categories
it would form) and the less overlap between the internal representations chosen by the
model.
χi,t =
{
Ψui,tΦ
v
i,t , t > 1
Ψwi,t , t = 1
(5.6)
In Eq. 5.7, we normalize the combined evidence vector, again subject to a threshold
parameter, χΘt, that prevents small values from erroneously being amplified.
Xi,t =
χi,t
max(maxj∈CM (χi,t),χ Θ)
, t > 0 (5.7)
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(a) Case 1 (b) Case 2
(c) Case 3
Figure 5.11: Robot movement around the object
In Eq. 5.8, we determine the maximum value, pik,t, of the Xi,t values in each CM.
These pi values constitute local, i.e., within each CM, comparisons between the model’s
expected and actual inputs.
pik,t = max
j∈CMk
Xi,t , 1 ≤ k ≤ Q (5.8)
In Eq. 5.9, we compute the average of these local comparison results across the Q
CMs of L2, resulting in the model’s global comparison, Gt, of its expected and actual
inputs.
Gt =
Q∑
k=1
pik,t/Q (5.9)
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In Eq. 5.10, we convert the Xi,t values back into a probability distribution whose
shape depends on Gt. We want to achieve the following: if Gt is 1.0, indicating that
the actual input has perfectly matched the model’s expected input, then, in each CM,
we want to choose, with probability 1.0, the cell belonging to the IR representing that
expected input. On the other hand, if Gt = 0, then we want to make all the cells, in
any given CM, be equally likely to be chosen winner. the function, f, is a sigmoid that
meets the above goals.
Pi,t =
f(Xi,t, Gt)∑
j∈CM f(Xi,t, Gt)
(5.10)
In the last phase of the learning algorithm, the model uses the global familiarity
measure, G, to nonlinearly transform the local degree of support values, X, into final
probabilities ρ, of being chosen winner. Eqs. 5.11, 5.12 and 5.13 together define
how G modulates, in a graded fashion, the character of that transform. The precise
parameters of these equations are not particularly important: they provide various
means of controlling generalization gradients and the average separation (i.e., Hamming
distance) between codes. What is important is the overall effect achieved, i.e., that code
overlap is an increasing function of spatiotemporal similarity.
at =
([
Gt −Xα
1−Xα
]+)d
× C ×K (5.11)
ξt(i) =
at
1 + e−b(chit (i)−c)
+ 1 (5.12)
ρt(i) =
ξt(i)∑
k∈CM ξt(k)
(5.13)
Once, the final ρ-distribution is determined (Eq. 5.13), a choice of a single winner (in
each CM) is made according to it. The behavior of the model in this last phase is best
described in terms of three different regimes: G ≈ 1, G ≈ 0, and G somewhere in the
middle. A G value close to 1 means that there is a particular previously experienced
(stored) moment, σ∗, that is extremely similar to the current (query) moment and
therefore is causing the high G value. In this case, the model should reinstate σ∗’s code,
∆σ∗ , with probability very close to 1.0. This is achieved by adjusting the transform’s
parameters so that it is a highly expansive nonlinearity, as shown in Fig. 5.13a. This
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Figure 5.12: Ψt,z, depicts a hypothetical vector (distribution) of normalized BU inputs
(Ψ values) to the units of CMz at time t. The dashed ellipse represents a Ψ value of
1.0. Similarly, Φt,z depicts a vector of normalized H inputs for CMz. Ψt,z and Φt,z are
exponentiated (see text) and then multiplied together yielding a final combined local degree
of support distribution, Xt,z, over the units of CMz
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effectively causes units with the highest X values in their respective CMs to win with
probability close to one, and therefore ∆σ∗ , as a whole, to be reinstated with probability
close to one. In contrast, when G is near 0, the transform becomes a completely flat
constant function (Fig. 5.13b), which assigns equal probability of winning to all units
in a module. This minimizes the average overlap of the set of winners (which is a new
code) and all previously stored (known) codes. For middling G values ranging from 0 up
to 1, the transform gradually morphs from the perfectly compressive constant function
of Fig. 5.13b into a highly expansive sigmoid as shown in Fig. 5.13a. The higher the
value of G, the larger the average overlap of the winning code and the closest matching
stored code. Thus, this G-dependent gradual morphing of the transform directly yields
the desired property that spatiotemporally similar moments map to similar codes.
Figure 5.13: Mapping local similarity values (X values) to final probabilities of being
chosen winner (Ψ values)
Note that in the G ≈ 1 regime, the model is actually not in a learning mode. That
is, because the choice of code depends on the product of H signals from the previously
active code and BU signals from the input, exact reinstatement of a stored code implies
that both the prior code and the current input are as they were on the past occasion
that is so similar to the current t moment (i.e., causing G ≈ 1). That means that
there are no novel pairings, {i,j}, of active units, such that unit i is active on the prior
time step and unit j is active on the current time step, and thus that there are no
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new opportunities for synaptic increases. Thus, no learning can occur. The expected
number of novel pairings and therefore the amount of learning that will occur gradually
increases as G drops to zero. Thus, G effectively automatically controls the model’s
movement along the continuum from learning to recalling/recognizing.
This last point in the discussion of the learning algorithm bridges naturally to the
discussion of retrieval, i.e., recall and recognition. For when G is near 1, it is safe,
in fact, optimal, to simply choose the max X unit in each CM to become active: the
winner selection process becomes one that can be purely local and still be optimal.
By ‘optimal’, we mean that it retrieves the most similar stored moment to the current
query moment, or in other words, retrieves the maximum likelihood hypothesis. Thus,
during recall and recognition, at each moment, the model simply activates the maximal
X unit in each CM. The recognition algorithm consists of Eqs. 5.2-5.6, followed by
activating the max X unit in each CM. The retrieval algorithm is slightly simpler
because, following presentation of the first item (i.e., the prompt), only H signals are
used to determine which L2 units become active at each successive moment. Hence,
the retrieval algorithm consists of Eqs. 5.2-5.5, followed by Eq. refeq:07, and then by
activating the maximal X unit in each CM. Once the L2 code is activated, each L1
unit computes its total TD input. Those whose TD input exceeds a threshold, typically
set slightly lower than the number of L2 CMs, Q, become active, thus replaying the
original sequence at L1.
Xi,t =
{
Ψui,t , t = 1
Ψwi,t , t > 1
(5.14)
5.7.1 Result
In this section, we provide the results of preliminary investigations of the model demon-
strating that it performs similarity-based generalization and categorization in the spa-
tiotemporal pattern domain.
The three cases as shown in Fig. 5.11 are performed, each with two different speed,
fast and slow, generating 6 episodes of 20 frames. The model was then tested by pre-
senting sequence of 5 frames of the perturbed episodes as prompt. Following the prompt
frames, the model entered a free-running mode (i.e. cutting off any further input) and
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processing continued from that point merely on the basis of signals propagating in the
H-projection.
In Table 5.1, R1, R2 is the recall accuracy with frame 0 to 5 and frame 10 to 15
given as prompt for the model respectively (Fig. 5.14).
CM Layer
Starting samples Predictions 
Figure 5.14: The figure at the top showing the CM layer with its Competitive Modules
with one active neuron, by providing the starting samples of the learned object, the CM
layer can predict the succeeding frames in the learned episode for the same object
To calculate the recall accuracyRe, for a given episode e, we used Eq. 5.15.
Re = (Ce −De)/(Ce + Ie) (5.15)
where Ce is the number of L2 cells correctly active during recall of eth episode, De
is the number of deleted L2 cells, and Ie is the number of intruding L2 cells.
85
5. THE PROPOSED OPEN SOURCE ROBOT
Table 5.1: Categorization Results
Cases R1Case R
2
Case
Case1 fast 90.1 89.0%
Case1 slow 92.3 93.7%
Case2 fast 93.3 92.9%
Case2 slow 89.7 91.4%
Case3 fast 82.3 87.3%
Case3 slow 85.7 88.2%
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Discussion
The cortext is a predictive modeling system. It’s responsible for generating and process-
ing our senses. for example the retina is an array of a million sensors, streaming data
in at an incredible rate. The brain is born with incredible capacity, but no knowledge.
So the brain has to build a model of the world. When we see something. Our brain
is invoking the model and making predictions about what will happen next, and using
those to detect any different in its predictions and its sensory input. In our work we
show that using such prediction mechanism our robot can distinguish between different
3D objects (Fig. 6.1).
Sensory  
Module
Vision 
Module
Robot central vision Robot sensory state  
Recognition Module  
Figure 6.1: Illustration of the sensory integration in iRov robot
The cortext is working in a hierarchy: sensory information bubbles up the hierarchy,
and then signals are pushed back down. And it’s interesting because it appears that
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everything in the neocortex works the same: a single algorithm for sight, hearing, touch
(Fig. 6.2).
The primary memory in the cortext is sequence memory. When we speak, we are
playing back things we have learned in time sequence. And when we see something we
are processing a time sequence of inputs. Even hearing works this way.
The brain uses sparse distributed representations (SDR). At any given time only a
few cells are used. SDR has some interesting properties: we can compare two SDRs,
and if they have shared 1 bits, they have semantic similarity. Because they are sparse
structures, this is unlikely to happen by chance.
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Figure 6.2: The complete connections between different robot sensors and motors and
the intermediate layers
Cells become active from input from the world, and then form connections to a
sub-sample of previously active cells. That allows it to predict its own future activity.
Multiple predictions can occur at once. Sequences of predictions are established using
layers of cells. To build an online learning system, you have to train on every new input.
If a pattern does not repeat, forget it. If it repeats you reinforce it. many researchers
are using memory models with weights that can be strengthen and weaken for learning,
but recently neuroscience researcher show that synapses grow in a matter of seconds,
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so it’s more useful to think of synapses as forming and unforming.
We applied this model to 3D vision, the model need to operate using robot that can
rotate the objects or rotate around it, and then predict its sensory input, using this
information the robot can store different characteristic of the objects, we believe that
this is analogous to how the child learn when its first encounter with 3D objects.
In the future we want to integrate the function of the hippocampus to our model.
where we can study short term memory and long term memory, by studding the con-
nection between different cortical areas and its connection with the hippocampus as
shown in Fig. 6.3.
Hippocampus
Cortical Hemisphere
Figure 6.3: Simplified model of the cortical hemisphere with the Hippocampus connec-
tions
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Chapter 7
Conclusion
By implementing our vision system in iRov robot, iRov could locate the object in its
fovea and detect it edges which is necessary for 3D object recognition, in addition iRov
could locate human hand and recognize the hand gestures to perform some tasks, and
by dividing the process between the CPU and the GPU on the iPhone 5 and the server
computer, we achieved real-time performance.
The significance of iRov robot platform fills in two main fields: First, as research
tool for active vision robots, it takes the advantage of the mentioned performances
and the flexibility of the robot to be configured for different experiments. Second, as
education tool, because of the publicity of both the Arduino and iPhone in the education
environment, it provides the excellent programming experience to the students through
this robot platform.
We have developed a hand gesture recognition system, which is shown to be robust
for detecting various gestures, and we tested our system to distinguish among 26 differed
gestures (English Alphabet). The system is fully automatic and it works in real-time.
It is fairly robust to ignore the noise. The advantage of the system lies in the ease of
its usage. Experiments on a single hand in real time have been conducted and a result
with the accuracy of 82% has been achieved.
Our results provide preliminary evidence that using TESMECOR as a robot vision
system allows the system to exhibits generalization, and categorization, in the spa-
tiotemporal domain, in addition to that, it allows the robot to recognize its location
and movement around 3D objects.
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The results regarding the 3D object recognition indicate that the model was ex-
tremely good at locking into the trace corresponding to the most-closely-matching
original episode. The accuracy measure, Rset measures how close the recall L2 trace is
to the L2 trace of the most-closely-matching original episode. The view taken here in is
that given that the pattern to be recalled are spatiotemporal, the most relevant measure
of performance is the measure of accuracy on the last frame of the test episode. If the
model can “lock into” the correct memory trace by the end of the recalled trace, then
that should be sufficient evidence that model has recognized the input as an instance
of a familiar episode.
More than that the result R2 from the table show that the model can correctly
locking into the episode starting from any time frame, this indicate that the robot can
recognize its position relative to the 3D objects.
We believe that this approach is a first step to study how the brain can think and
dream in a 3D world, by using this approach our robot could arguably rotate 3D objects
in its mind.
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