Submodular functions are discrete analogue of convex functions, arising in various fields of applied mathematics including game theory, information theory, and queueing theory. This survey aims at providing an overview on fundamental properties of submodular functions and recent algorithmic developments of their optimization and approximation.
Introduction
Let V be a finite set. A set function f : 2 V → R is said to be submodular if it satisfies
It is called monotone if X ⊆ Y implies f (X) ≤ f (Y ). Throughout this paper, we assume that a submodular function f satisfies f (∅) = 0 and an evaluation oracle that computes the function value for each input in time EO is available. Submodular functions arise in combinatorial optimization and various other fields of applied mathematics such as game theory [75] , information theory [23] and queueing theory [12, 74] . Examples include the cut capacity functions of networks, the rank functions of matroids, and the entropy functions of multiple information sources.
Submodular functions are discrete analogue of convex functions. This analogy was exhibited by the discrete separation theorem of Frank [19] and the Fenchel-type duality theorem of Fujishige [25] . A more direct connection was established by Lovász [53] , who clarified that the submodularity of a set function can be characterized by the convexity of a continuous function obtained by extending the set function in an appropriate manner. This observation together with valuated matroids invented by Dress and Wenzel [8] motivated Murota [58, 59, 60] to develop theory of discrete convex analysis.
Most efficiently solvable combinatorial optimization problems are related to submodular functions. The maximum flow and minimum spanning tree problems are two fundamental examples. The maximum-flow minimum-cut theorem says that the maximum flow value is equal to the minimum cut capacity. Since the cut capacity function is submodular, the maximum flow problem can be viewed as a special case of submodular function minimization. The greedy algorithm for the minimum spanning tree problem is extended and understood in the context of finding a minimum weight base in a matroid. The validity of this matroid greedy algorithm comes from the submodularity of the rank function.
The convex hull of the characteristic vectors of bases in a matroid is described by a set of linear inequalities that reflects the rank function. Although this polyhedral description requires an exponential number of inequality constraints, the greedy algorithm efficiently solves the linear optimization problem over the polytope. The greedy algorithm is further extended to solve a linear optimization problem over polyhedra associated with general submodular functions.
Grötschel, Lovász, and Schrijver [34] established a general principle that the optimization and separation problems are polynomially equivalent via the ellipsoid method, which had been used to give the first polynomial algorithm for linear programming by Khachiyan [48] . As a consequence, submodular functions can be minimized by the ellipsoid method in polynomial time, provided that an oracle for evaluating the function value is available. A strongly polynomial version was also developed in [35] . In spite of its polynomial time complexity, however, the ellipsoid method is not so efficient in practice.
Combinatorial strongly polynomial algorithms have been developed for general submodular function minimization independently by Schrijver [72] and by Iwata, Fleischer, and Fujishige [44] . Both of these algorithms build on earlier works of Cunningham [5, 6] . Since then several improved algorithms have been presented [16, 41, 42, 46, 67] . The current best strongly polynomial bound, due to Orlin [67] , is O(n 5 EO + n 6 ), where n is the cardinality of the ground set V .
In contrast, submodular function maximization is known to be NP-hard. It is also known that there is no polynomial algorithm that can maximize general submodular functions. This negative result is valid independently of the usual assumption that P = NP. There are quite a few interesting approximation results for submodular function maximization. The first such result is due to Nemhauser, Wolsey, and Fisher [65] , who presented a constant factor approximation algorithm for maximizing a monotone submodular function under a cardinality constraint. Replacing the cardinality constraint by a matroidal constraint turns out to admit an approximation algorithm with the same constant factor [4] . The algorithm, however, relies on more sophisticated techniques such as pipage rounding originated by Ageev and Sviridenko [1] .
For maximizing general nonnegative submodular functions, Feige, Mirrokni, and Vondrák [14] have presented a deterministic 1/3-approximation algorithm and a randomized 2/5-approximation algorithm based on local search techniques. They have shown that there is no polynomial algorithm with approximation factor better than 1/2. Extensions with matroidal and/or knapsack constraints are designed subsequently [51, 77] .
It is a natural attempt to replace linear functions in combinatorial optimization problems with submodular functions to obtain a more general results applicable to a wide variety of problems. Perhaps, the most successful classical result of this type is the theory of submodular flows introduced by Edmonds and Giles [10] . The submodular flow problem is obtained from the minimum cost flow problem by replacing the linear function in the conservation law with a submodular function, or even more generally a crossing submodular function. This problem generalizes the minimum cost flow, matroid intersection, and some graph connectivity problems such as the shortest dijoin problem [18, 54] . Algorithmic techniques for network flow problems such as the scaling methods [11] and the push/relabel framework [33] have been extended to submodular flows [7, 28, 40] . Svitkina and Fleischer [76] have started a systematic study of approximation algorithms for submodular cost minimization problems. For submodular sparsest cut and submodular load balancing problems, they have developed randomized O( n/ log n)-approximation algorithms and shown that this factor is in fact best possible. This is in contrast to the corresponding original problems, which admit logarithmic or constant factor approximation algorithms. A recent work of Goel, Karande, Tripathi, and Wang [29] provides matching lower and upper bounds for the approximability of submodular cost versions of efficiently solvable problems such as the shortest path, minimum spanning tree, and minimum weight perfect matching problems. These results demonstrate that submodular functions are so general that replacing a linear cost by a submodular function often makes it much harder to solve the problem even approximately.
A generic method for design of approximation algorithms for combinatorial optimization problems with submodular costs is to approximate the cost function f by a well-behaved submodular function f that is computable in polynomial time. If f (S) ≤ f (S) ≤ α f (S) holds for every S ⊆ V and there exists a µ-approximation algorithm for the problem with cost function replaced by f , then we are able to design an algorithm with approximation ratio αµ. Goemans, Harvey, Iwata, and Mirrokni [30] have presented nearly O( √ n) lower and upper bounds on α for monotone submodular functions. In some cases, however, combinatorial optimization problems with submodular costs may admit much better approximation results. For instance, 2-approximation algorithms have been devised for the submodular vertex cover problem [29, 45] . This is further extended to the set cover problem with submodular cost functions. The submodular partition problem that generalizes the multi-cut problem admits constant factor approximation algorithms [66, 80] .
These are the aspects of submodular functions this paper will survey. It is far from being comprehensive. The readers are referred to related chapters of Fujishige [27] , Korte and Vygen [49] , and Schrijver [73] for general background on submodular functions in combinatorial optimization. See also Frank [20, 21, 22] for applications of submodular functions in graph theory.
Throughout this paper, let R V denote the set of all the real valued functions x : V → R, which forms a linear space of dimension n = |V |. We identify a vector x ∈ R V with a set function defined by x(Y ) = v∈Y x(v). For a subset S ⊆ V , we denote by χ S the characteristic vector in R V , i.e., χ S (v) = 1 if v ∈ S, and χ S (v) = 0 otherwise.
Examples of Submodular Functions
In this section, we describe four examples of submodular functions.
Cut Capacity Functions. Let G = (V, A) be a (directed or undirected) graph with an nonnegative arc capacity function c : A → R + . For each vertex subset X ⊆ V , we denote by κ(X) the sum of the arc capacities c(a) of all the arcs a connecting X to V \ X. Then κ forms a submodular function on the subsets of V . If G is undirected, then κ is symmetric, i.e., κ(X) = κ(V \ X) holds for every X ⊆ V .
Set Cover Function. Let G = (U, V ; E) be a bipartite graph with bipartition of the vertex set into U and V . For each X ⊆ V , let Γ(X) denote the set of vertices in U adjacent to X. Then the function γ defined by γ(X) = |Γ(X)| forms a monotone submodular function. The theorems of König and Hall show that the size τ (G) of a maximum matching in G is given by
Thus the maximum bipartite matching problem can be viewed as a special case of submodular function minimization.
The bipartite graph can be used to represent set covers. Let S = {S 1 , . . . , S n } be a collection of of subsets of U indexed by V = {1, . . . , n}. Then we can construct a bipartite graph G = (U, V ; E) whose edge set E consists of pairs (i, j) such that i ∈ S j . Then for each subset X ⊆ V , we have Γ(X) = {S j | j ∈ X}. In particular, X ⊆ V is called a set cover if Γ(X) = U . The maximum coverage problem asks to find a subset X ⊆ V of given cardinality k so that γ(X) is maximized. This is a special case of maximizing a monotone submodular function under a cardinality constraint.
Matroid Rank Functions. The concept of matroids was introduced by Whitney [79] as a combinatorial abstraction of linear independence. Let V be a finite set and I be a family of subsets of V . A pair (V, I) is a matroid if it satisfies a certain system of axioms. A member in I is called an independent set. The rank function ρ of the matroid is defined by ρ(X) = max{|J| | J ⊆ X, J ∈ I}. Then ρ is a monotone submodular function that satisfies ρ(∅) = 0 and ρ(X) ≤ |X| for X ⊆ V . Conversely, such an integer valued set function defines a matroid by
The convex hull of the characteristic vectors of the independent sets in R V coincides with
which is called the matroid polyhedron. Testing if a given vector z ∈ R + V is in MP(ρ) can be reduced to minimizing the submodular function f (X) = ρ(X) − z(X). Cunningham [5] presented a combinatorial strongly polynomial algorithm for this special type of submodular function minimization.
Entropy Functions. Let V be a set of discrete memoryless information sources (random variables). For each nonempty subset X of V , let h(X) denote the Shannon entropy of the corresponding joint distribution. In addition, we assign h(∅) = 0. Then the set function h is a submodular function, which follows from the nonnegativity of conditional mutual information. Let K be a positive definite symmetric matrix whose row/column set is indexed by V . For each X ⊆ V , let K[X] denote the principal submatrix of K indexed by X. The set function f defined by f (∅) = 0 and f (X) = log det K[X] for nonempty X is a submodular function. The submodularity of this function f , known as Ky Fan's inequality, is a refinement of Hadamard's inequality. It can be interpreted as the submodularity of the entropy function of a multivariate normal distribution with covariance matrix K.
Associated Polyhedra and Discrete Convexity
For a submodular function f on the subsets of V , we consider the submodular polyhedron P(f ) and the base polyhedron B(f ) defined by
A vector in B(f ) is called a base. In particular, an extreme point of B(f ) is called an extreme base. The base polyhedron B(f ) is the set of maximal vectors in P(f ). An extreme base can be computed by the greedy algorithm of Edmonds [9] and Shapley [75] as follows.
Let
The greedy algorithm with respect to L generates an extreme base y ∈ B(f ) by
Conversely, any extreme base can be obtained in this way with an appropriate linear ordering.
Given a nonnegative vector
The greedy algorithm with respect to L yields an optimal solution to the problem of maximizing the inner product p,
where p k+1 = 0. Then the function f satisfies
which follows from the validity of the greedy algorithm. Note that the above definition of f is free from the submodularity of f . For a set function f in general, we define f in the same way. Then f (χ S ) = f (S) holds for any S ⊆ V . Hence we may regard f as an extension of f .
The restriction of f to the hypercube [0, 1] V can be interpreted as follows. A linear ordering L corresponds to the simplex whose extreme points are given by the characteristic vectors of L(v) for v ∈ V and the empty set. Since there are n! linear orderings of V , the hypercube [0, 1]
V can be partitioned into n! congruent simplices obtained by this way. Determine the function values of f in each simplex by the linear interpolation of the values at the extreme points. The resulting function f is a continuous function on the hypercube.
The following theorem exhibits a close connection between submodularity and convexity. The proof relies on the validity of the greedy algorithm.
Theorem 3.1 (Lovász [53] ). A set function f is submodular if and only if f is convex.
Submodular Function Minimization
This section is devoted to combinatorial algorithms for minimizing submodular functions. More detailed descriptions and comparisons are given in [43, 55] .
For any vector x ∈ R V , we denote x − (v) := min{x(v), 0}. The following min-max theorem plays a crucial role in submodular function minimization. 
Moreover, if f is an integer valued function, then the maximum in the righthand side is attained by an integer vector x.
This theorem is immediate from the vector reduction theorem on polymatroids due to Edmonds [9] . Note that
holds for any pair of x ∈ B(f ) and Y ⊆ V . The theorem shows that these inequalities are tight for appropriately chosen x and Y . Theorem 4.1 seems to provide a good characterization of the minimum value of f . In fact, if we have a pair of W ⊆ V and x ∈ B(f ) with f (W ) = x − (V ), then it follows from Theorem 4.1 that W attains the minimum value of f . This suggests a natural way to find the minimum by moving x ∈ B(f ) so that x − (V ) increases. However, it is not easy to verify that the vector x in our hand stays in B(f ). A direct way to check this by the definition requires an exponential number of steps. On the other hand, an extreme base y of B(f ) can be verified by a linear ordering of V generating y. According to Caratheodory's theorem, an arbitrary point in a bounded polyhedron can be expressed as a convex combination of its extreme points. Keeping x ∈ B(f ) as a convex combination x = i∈I λ i y i of extreme bases y i , we are able to verify x ∈ B(f ) efficiently, provided that I is not too large. A base x ∈ B(f ) expressed by this way provides a compact certificate of f (W ) being the minimum value if x − (V ) = f (W ) holds. This approach was introduced by Cunningham [5] in the separation problem for matroid polyhedra. Bixby, Cunningham, and Topkis [3] employed this approach to develop a combinatorial algorithm for minimizing a submodular function by a finite number of steps. Furthermore, Cunningham [6] improved this algorithm to the first combinatorial pseudopolynomial algorithm for computing the minimum value of an integer valued submodular function. In general, a pseudopolynomial algorithm runs in time polynomial in the number of inputs and the maximum absolute value of the inputs. The running time bound of Cunningham's algorithm is O(n 6 EOM log nM ), where M is the maximum absolute value of f .
Combinatorial strongly polynomial algorithms have been developed by Iwata, Fleischer, and Fujishige (IFF) [44] and by Schrijver [72] . Both of these algorithms build on works of Cunningham [5, 6] .
The IFF algorithm employs a scaling scheme developed for the submodular flow problem [17, 40] . In contrast, Schrijver [72] directly achieves a strongly polynomial bound by introducing a novel subroutine in the framework of lexicographic augmentation. Subsequently, Fleischer and Iwata [15, 16] have described a push/relabel algorithm using Schrijver's subroutine to improve the running time bound. It has turned out however that Schrijver's algorithm has the same running time bound [78] . Combining the scaling scheme with the push/relabel technique yields a faster combinatorial algorithm [42] , which currently achieves the best weakly polynomial running time bound O((n 4 EO + n 5 ) log M ) for submodular function minimization. The current best strongly polynomial bound is O(n 5 EO + n 6 ) due to Orlin [67] . This algorithm adopts a modified push/relabel technique and utilizes a system of linear equations whose coefficient matrix is an M-matrix, whereas Schrijver's subroutine solves a system of linear equations with a triangular coefficient matrix. Combining the techniques of [42] and [67] together with the use of a quadratic potential function, Iwata and Orlin [46] have presented a combinatorial approach that nearly matches the best weakly and strongly polynomial bounds.
All of these combinatorial algorithms perform multiplications and divisions, although the problem of submodular function minimization does not involve such arithmetic operations. Schrijver [72] has asked if one can minimize a submodular function in strongly polynomial time using only additions, subtractions, comparisons, and the oracle calls for function values. It turns out that the IFF strongly polynomial algorithm can be converted to such a fully combinatorial algorithm [41] . The subsequent algorithms developed in [42, 46] can also be implemented in a fully combinatorial manner. The current best running time bound of a fully combinatorial algorithm is O((n 7 EO + n 8 ) log n) given in [46] . The existence of a fully combinatorial algorithm is used by Nagano [64] to show strong polynomiality of the line search problem in submodular polyhedra with the aid of the parametric search technique of Megiddo [56, 57] A particularly nice feature of submodular function minimization is that the set of all the optimal solutions can be expressed in a compact manner. If X and Y both minimize a submodular function f , then it follows from the submodularity that both X ∩ Y and X ∪ Y minimize f as well. Thus the set of all the minimizers of f forms a distributive lattice. In particular, there is a unique minimal/maximal minimizer of f . According to Birkhoff's representation theorem, any distributive lattice can be expressed as the set of ideals of a poset.
To be more concrete, one can obtain the poset that represents the set of all the minimizers as follows. Let x = i∈I λ i y i be a base that attains the maximum in the right-hand side of the min-max relation in Theorem 4.1, where y i is an extreme base and the coefficient λ i in the convex combination is positive for each i ∈ I. The strongly polynomial algorithms presented in [16, 67, 72] [3] . Take the superposition of those posets to obtain a digraph G x = (V, E x ). Then a subset Y ⊆ V is a minimizer of f if and only if x(Y ) = x − (V ) and there is no arc leaving Y in G x . In particular, the set of vertices reachable from N = {v | x(v) < 0} in G x is the unique minimal minimizer of f . The unique maximal minimizer is the set of vertices from which
The minimum-norm base of f is a base x ∈ B(f ) that minimizes
The following theorem suggests that finding the minimum-norm base provides another possible approach to submodular function minimization. [24, 26] ). Let x * be the minimum-norm base of f . Then S = {v | x * (v) < 0} is the unique minimal minimizer, and T = {v | x * (v) ≤ 0} is the unique maximal minimizer.
Theorem 4.2 (Fujishige
Fujishige [27, §7.1 (a)] describes an algorithm for finding the minimum-norm base, which works well in practice. The complexity analysis of this algorithm remains open. Submodular function minimization finds a variety of applications in evacuation planning [38] , wireless communication [31] , and computational group theory [71] . A certain type of submodular functions that arise in multiclass queueing systems allow a much more efficient algorithm based on computational geometry [39] .
Grötschel, Lovász, and Schrijver [35] have discussed minimizing submodular functions among odd subsets. Goemans and Ramakrishnan [32] have presented extensions, including an efficient method to find the second smallest value of a submodular function.
Symmetric Submodular Function Minimization
A set function f is said to be symmetric if f (X) = f (V \ X) holds for every X ⊆ V . A symmetric submodular function f satisfies f (X) ≥ f (∅) for any X ⊆ V . Hence it is trivial to compute the minimum value of f . Symmetric submodular function minimization is the problem of finding the minimum value of f (X) among proper nonempty subsets X.
Examples of symmetric submodular functions are the cut capacity function of an undirected network and the connectivity function of a matroid. Symmetric submodular function minimization for the cut capacity function corresponds to the minimum cut problem. Based on the max-flow min-cut theorem one can efficiently find a minimum cut in a graph via maximum flow algorithms. Instead, Nagamochi and Ibaraki [62] introduced a novel algorithm that finds a minimum cut directly and more efficiently. The algorithm exploits the maximum-adjacency ordering of vertices in each iteration. As a generalization of this minimum cut algorithm, Queyranne [69] presented a fully combinatorial strongly polynomial algorithm for symmetric submodular function minimization.
Queyranne's algorithm in fact deals with an arbitrary submodular function f to find a proper nonempty subset X that minimizes f (X) + f (V \ X). It adopts a novel procedure Pendant-Pair that provides an ordering of V as follows. First, select an arbitrary element as v 1 . Subsequently, for j = 1 to n − 1, given W j = {v 1 , . . . , v j }, the procedure selects an element u ∈ V \ W j that minimizes f (W j ∪ {u}) − f ({u}) as v j+1 . The pair (v n−1 , v n ) is called a pendent pair.
Theorem 5.1 (Queyranne [69] ). For any subset X that separates the pendent pair v n−1 and v n , we have
Theorem 5.1 suggests a way to find the minimum value of f (X) + f (V \ X). Let (u, v) be the pendant pair obtained by applying Pendant-Pair to f . Consider a submodular function f on the ground set V := V \ {v} defined by
Then the minimum value of f (X) + f (V \ X) is equal to f ({v}) + f (V \ {v}) or to the minimum value of f (X)+f (V \X), which can be computed recursively. Thus we obtain an algorithm to find the minimum value of f (X) + f (V \ X) by applying Pendant-Pair O(n) times. Since one application of Pendant-Pair takes O(n 2 EO) time, the total running time bound is O(n 3 EO). This algorithm is further generalized in two different directions by Nagamochi and Ibaraki [63] and by Rizzi [70] .
Nagamochi [61] has presented another efficient minimum cut algorithm as well as its generalization to symmetric submodular function minimization. The minimum cut algorithm uses the minimum degree ordering of vertices instead of the maximum adjacency ordering. Nagamochi's algorithm for symmetric submodular functions works as follows.
Let f be a symmetric submodular function. The algorithm adopts a procedure Flat-Pair that provides an ordering v 1 , v 2 , . . . , v n of V as follows. For j = 0 to n − 1, given W j = {v 1 , . . . , v j }, where W 0 = ∅, the procedure selects an element u ∈ V \ W j that minimizes f (W j ∪ {u}) + f ({u}) as v j+1 . The pair (v n−1 , v n ) is called a flat pair.
Theorem 5.2 (Nagamochi [61] ). For any subset X that separates the flat pair v n−1 and v n , we have f (X) ≥ min{f ({v}) | v ∈ X}.
A subset X ⊆ V is called an extreme set if it satisfies f (Z) > f (X) for every proper nonempty set Z X. Then the family of extreme sets forms a laminar, i.e., for a pair of extreme sets X and Y , we have X ⊆ Y , X ⊇ Y , or X ∩ Y = ∅. Theorem 5.2 suggests a way to enumerate all the extreme sets. All the singletons are extremes sets. Put θ(u) = f ({u}) for each u ∈ V . Let (u, v) be the flat pair obtained by applying Flat-Pair to f . Then any set X that separates u and v is not an extreme set unless X is a singleton. Shrink the flat pair (u, v) into a new element w. The value of θ(w) is given by the minimum of θ(u), θ(v), and f ({u, v}). If θ(w) < min{θ(u), θ(v)}, then w corresponds to an extreme set. We repeat this process until V becomes a singleton. Thus we obtain all the extreme sets, among which there is a minimizer of f .
Since one application of Flat-Pair takes O(n 2 EO) time, the total running time is O(n 3 EO). This is the same as that of Queyranne's algorithm, whereas Nagamochi's algorithm provides not only a minimizer but also all the extreme sets.
Submodular Function Maximization
Submodular function maximization has also been studied extensively. It finds interesting applications in marketing strategy through social networks [36, 47] and selecting features or sensors for observation [50] .
The first guaranteed approximation algorithm was developed by Nemhauser, Wolsey, and Fisher [65] for maximizing a monotone submodular function under a cardinality constraint.
Let f : 2 V → R be a monotone submodular function. The algorithm determines a linear ordering (v 1 , . . . , v n ) of V as follows. For j = 0 to n − 1, given W j = {v 1 , . . . , v j }, where W 0 = ∅, select u ∈ V \W j that maximizes f (W j ∪{u}) as v j+1 . The linear ordering thus obtained has the following property. Theorem 6.1 (Nemhauser, Wolsey, and Fisher [65] ). For any subset S ⊆ V of cardinality k, we have f (W k ) ≥ (1 − 1/e)f (S). Theorem 6.1 suggests that W k serves as an approximate solution with ratio at least 1 − 1/e. On the other hand, Feige [13] has shown that there is no polynomial algorithm with approximation factor better than 1 − 1/e for the maximum coverage problem, assuming P = NP.
Maximizing non-monotone submodular function is also known to be NPhard, as it contains the max cut problem. Constant factor approximation algorithms for this fundamental setting have been presented only recently by Feige, Mirrokni, and Vondrák [14] . More specifically, they provide a deterministic local search algorithm with an approximation ratio 1/3, and its randomized version with approximation ratio 2/5. The deterministic local search algorithm works as follows. The algorithm starts with a singleton S = {v} with maximum value. Then the algorithm repeatedly adds an element to S or deletes an element from S if this increases the value of f by more than a factor of 1 + /n 2 . The algorithm terminates if no such element is left, and returns the maximum of f (S) and f (V \ S). Feige, Mirrokni, and Vondrák [14] showed that this local search algorithm terminates after O( 1 n 3 log n) function evaluation and the obtained solution achieves the value at least ( 1 3 − n ) times the optimal value. Their randomized version improves this ratio to 2 5 − n . Submodular function maximization under a matroid constraint is of interest. Let M = (V, I) be a matroid with ground set V and independent set family I. Suppose that f is a monotone submodular function over the subsets of V . Then the problem is to find an independent subset I ∈ I that maximizes the value f (I). This maximization problem generalizes the one with a cardinality constraint. Calinescu, Chekuri, Pál, and Vondrák [4] have devised a (1 − 1/e)-approximation algorithm for this general problem.
The key concept in this algorithm is a multilinear extensionf of the submodular function f . For any point in p ∈ [0, 1] V , consider a random set R p that contains v ∈ V with probability p(v). Thenf (p) is defined to be the expectation of f (R p ), i.e.,
Then the multilinear extensionf satisfies 
The algorithm consists of two phases: continuous greedy algorithm and pipage rounding. The continuous greedy algorithm aims at finding a good approximate solution for maximizingf in the matroid polyhedron MP(ρ). The output y is shown to be a (1 − 1/e)-approximate solution. Then the pipage rounding scheme finds a base B whose value is at least as large asf (y) in expectation. Thus the entire algorithm serves as a randomized (1− 1/e)-approximation algorithm for maximizing a monotone submodular function among the independent set.
A motivating example of this problem is the social welfare maximization in combinatorial auction. Suppose we are given a set U of m items and n players. Each player j has a utility function f j : 2 U → R that is submodular. Then the goal is to find a partition of U into disjoint subsets S 1 , . . . , S n so as to maximize the social welfare n j=1 f j (S j ). This can be formulated as maximizing a submodular funtion over a matroid as follows. Let U 1 , . . . , U n be disjoint copies of U and V denote their union. Each utility function f j can be regarded as a set function on U j . Consider a partition matroid on the ground set V , in which a subset X ⊆ V as independent if no distinct copies of the same item belong to X. This way the problem is to maximize the submodular function value f (X) = n j=1 f j (X ∩ U j ) among the independent sets.
Submodular Function Approximation
This section is devoted to the problem of approximating submodular functions everywhere. Let f be a nonnegative submodular function given by an evaluation oracle. The goal is to construct a function f such that f (S) ≤ f (S) ≤ α f (S) holds for every S ⊆ V by a polynomial number of oracle calls and arithmetic operations. The constructed approximate function f should be evaluated in polynomial time for any input. It is shown in [30, 76] that this requires α = Ω( n/ log n). On the other hand, Goemans, Harvey, Iwata and Mirrokni [30] have developed algorithms with α = √ n + 1 for matroid rank functions and α = O(log n) for monotone submodular functions in general.
For a monotone submodular function f , let Q(f ) be a polyhedron defined by
which is called the symmetrized polymatroid. Since Q(f ) is a centrally symmetric convex body, it follows from John's theorem that the maximum volume ellipsoid E contained in Q(f ) satisfies E ⊆ Q(f ) ⊆ √ nE. Because of the symmetry of Q(f ), the maximum volume ellipsoid E must be axis-aligned. Hence E can be represented as
where d(v) > 0 for each v ∈ V . If this ellipsoid were known, we could construct a submodular function f by
Then this would imply f (S) ≤ f (S) ≤ √ nf (S) for every S ⊆ V . Instead, the algorithm approximately finds the maximum volume ellipsoid. The algorithm keeps an axis-aligned ellipsoid E ⊆ Q(f ) and repeatedly checks if it satisfies Q(f ) ⊆ √ n + 1 E approximately with an approximation ratio β. If the answer is 'yes,' then the algorithm adopts the current axis-aligned ellipsoid. Otherwise, it uses the certificate to update the axis-aligned ellipsoid so that the volume will increase by at least a factor of 1 + 4/n 2 . Starting with a certain initial ellipsoid, the algorithm terminates after O(n 3 log n) iterations, and the obtained ellipsoid
The decision problem in each iteration is reduced to a separable convex quadratic maximization in the polymatroid, which has an optimal solution at an extreme point. In the special case of matroid rank functions, all the extreme points are 0-1 vectors. One can exploit this fact to solve the problem exactly, i.e., β = 1. Thus we obtain α = √ n + 1 for matroid rank functions. For general monotone submodular functions, an O(1/ log n) approximation algorithm is presented in [30] , which leads to α = O( √ n log n).
Svitkina and Fleischer [76] have introduced the submodular load balancing problem. Let f 1 , . . . , f m be monotone submodular functions on the ground set V . The goal is to find a partition of V into disjoint subsets V 1 , . . . , V m that minimizes max j f j (V j ). Svitkina and Fleischer [76] have shown that any algorithm with polynomial number of oracle calls could not achieve the approximation ratio o( n log n ). They have also presented a randomized approximation algorithm matching this lower bound.
Alternatively, one can use the approximate submodular functions f 1 , . . . , f m to design a deterministic algorithm [30] . Suppose that each f j is in the form of
Minimizing max j f j (V j ) means minimizing max j v∈Vj d j (v). This problem is equivalent to minimizing the makespan in nonpreemptive scheduling on parallel machines, for which Lenstra, Shmoys, and Tardos [52] have given a deterministic 2-approximation algorithm. Adopting the output of this algorithm, we obtain a √ 2α-approximate solution to the original problem. Thus we have a deterministic O( √ n log n)-approximation algorithm for the submodular load balancing problem.
Submodular Cost Set Cover
Let U be a finite set of cardinality m and S = {S 1 , . . . , S n } be a collection of its subsets indexed by N = {1, . . . , n}. We say that a subset X ⊆ N is a set cover if U = {S i | i ∈ X}. Given a nonnegative cost function c : N → R + , the set cover problem asks for finding a set cover X ⊆ N that minimizes the cost c(X) = i∈X c(i). This problem is known to be solved approximately in polynomial time within a factor of O(ln m) or the maximum frequency η = max u∈U |N u |, where N u = {i | u ∈ S i }. Given a nonnegative submodular function f : 2 N → R + , the submodular cost set cover problem asks for finding a set cover X ⊆ N that minimizes f (X).
The O(log m)-approximation for the set cover problem is achieved by a greedy algorithm. However, this approach does not extend to the submodular cost set cover problem. In fact, it is shown in [45] that no polynomial algorithm can achieve an approximation factor of o(m/ log 2 m) even for the special case of the submodular edge cover problem.
In contrast, the η-approximation results have been extended to the submodular cost set cover problem. Consider the following convex programming relaxation of the submodular cost set cover problem:
This problem can be solved in polynomial time with the aid of the ellipsoid method. Let x * ∈ R N be an optimal solution to (SCP). Then T = {i | x * (i) ≥ 1/η} is a set cover. Let T
• denote the unique minimal minimizer of f among all the subsets Z with T ⊆ Z ⊆ N . Note that T
• can be obtained by executing submodular function minimization. Then T
• is an η-approximate solution for the submodular cost set cover problem. This extends the rounding algorithm due to Hochbaum [37] .
Alternatively, one can extend the primal-dual approximation algorithm due to Bar-Yehuda and Even [2] . The dual problem to (SCP) is given as follows.
The primal-dual algorithm keeps a feasible solution (y, z) of (DCP) and a subset T ⊆ N that is z-tight. The algorithm starts with y := 0, z := 0 and T := ∅. Since f is a nonnegative submodular function with f (∅) = 0, this gives a feasible solution of (DCP) and we have z(T ) = f (T ). While T is not a set cover, there must be an element u ∈ U which is not covered by T . The algorithm augments y(u) and z(i) for i ∈ N u as much as possible without violating the constraints in (DCP). Then the algorithm updates T to be the unique maximal set with z(T ) = f (T ). The algorithm iterates this procedure until T becomes a set cover. The number of iterations is at most n and the resulting T is an η-approximate solution to the submodular cost set cover problem. A very special case with η = 2 can be formulated in terms of graphs. Let G = (V, E) be a graph with vertex set V and edge set E. A vertex subset X ⊆ V is called a vertex cover in G if every edge in E is incident to a vertex in X. Given a nonnegative submodular function f : 2 V → R + , the submodular vertex cover problem asks for finding a vertex cover X ⊆ V that minimizes the cost f (X).
A natural approach to this problem is to consider the following relaxation problem:
This convex programming relaxation problem can be solved by the ellipsoid method in polynomial time. It is shown in [45] that the relaxation problem has a half-integral optimal solution. Moreover, such a half-integral optimal solution can be found by a combinatorial algorithm for minimizing a submodular function over a distributive lattice. Let x * a half-integral optimal solution to (CRP). Then X * = {v | x * (v) ≤ 1 2 } is a vertex cover. Moreover, f (X * ) ≤ 2f (X) holds for any vertex cover X in G. This provides a rounding 2-approximation algorithm for the submodular vertex cover problem.
Submodular Partition
Let f be a nonnegative submodular function on the subsets of V . The submodular partition problem asks for finding a partition of V into k disjoint nonempty subsets V 1 , . . . , V k minimizing k j=1 f (V i ). This problem contains the multi-cut problem of graphs, which is known to be NP-hard if k is a part of the input.
A natural approach to the submodular partition problem is a greedy splitting algorithm that works as follows. The algorithm starts with a trivial partition that consists of only one component V . In each iteration, given a partition of V into j disjoint subsets, the algorithm computes a partition of each component W into S and W \ S minimizing f (S) + f (W \ S). This can be done by Queyranne's algorithm for symmetric submodular function minimization. Then the algorithm compares the minimum values among components and adopts the smallest one to obtain the partition into j + 1 disjoint subsets. At the beginning of this iteration, the algorithm has already computed a minimum partition of each of j −1 old components, and hence it suffices to compute the minimum partition within the new two components. Therefore, the entire algorithm consists of O(k) applications of symmetric submodular function minimization.
Zhao, Nagamochi, and Ibaraki [80] have presented and analyzed this greedy splitting algorithm. They have shown that the approximation ratio is k − 1 for general nonnegative submodular functions and 2 − 2 k for monotone submodular functions. The same performance guarantee 2 − 2 k for symmetric submodular functions were suggested earlier by Queyranne.
They have also considered a generalization called a multiway partition problem. In this problem, a subset T is specified, and the goal is to find a partition that minimized k j=1 f (V k ) with an additional constraint that V j ∩ T = ∅ for each j = 1, . . . , k. This problem contains the multiway cut problem of graphs, which is also known to be NP-hard. On the other hand, if T = V , the multiway partition problem reduces to the above submodular partition problem.
In order to deal with the additional condition, they modified the greedy splitting algorithm as follows. In each iteration, the algorithm finds a minimum partition in each component W with an additional constraint that the both parts S and W \ S must intersect with T . This can be done by applying general submodular function minimization |W ∩ T | times. Thus the modified algorithm runs in O(k|T |SFM) time, where SFM designates the time for submodular function minimization. Zhao, Nagamochi, and Ibaraki [80] have shown that the same performance guarantee as the submodular parition problem is extended to this general setting.
A recent paper of Okumoto, Fukunaga, and Nagamochi [66] presents improved approximation algorithms for the submodular partition problem for general nonnegative submodular functions with fixed k. In particular, they have devised an efficient exact algorithm for k = 3.
