The paper provides theoretical justification for the "3-periodicity property" observed in protein coding regions within genomic DNA sequences. We propose a new classification criteria improving upon traditional frequency based approaches for identification of coding regions. Experimental studies indicate superior performance compared with other algorithms that use the 3-periodicity property.
INTRODUCTION
Automated identification of protein coding regions in genomic DNA sequences is a fundamental step in the computational annotation of genes. Most gene prediction algorithms [1] - [4] exploit short range correlations in the nucleotide arrangement within coding regions. In particular, the discrete Fourier transform (DFT) of a protein coding region of length N exhibits a significant peak at frequency (k = N/3). No such peak is observed in noncoding region. This characteristic, referred to as the 3-periodicity property [1, 2] , has been used in [1] and [3] to design gene prediction algorithms. In this paper, we provide theoretical justification for the 3-periodicity property by defining a new parameter referred to as the position count function (PCF), which measures the number of times different nucleotides appear in the three phases within a DNA codon.
A second contribution of the paper is to improve the DFT based gene prediction algorithm [3] .
− In the proposed algorithm, the DFT spectrum at k = N/3 is computed by parsing the DNA sequence in codons and counting the number of different nucleotides at each of three phases. The approach is of O(N ) and is computationally efficient than the fast Fourier transform (FFT). − The proposed algorithm normalizes the DFT spectrum with average energy present in the DFT coefficients. The resulting parameter, referred to as the signal-to-noise ratio, provides an automated approach in predicting coding regions. − Reference [3] applies rectangular windows to parse the DNA sequence, which causes abrupt truncations of the DNA sequence and results in extraneous peaks in the DFT spectrum. We show that the Bartlett window provides improved results and removes most of these extraneous peaks.
Section 2 defines the position count function and derives important properties for binary sequences. Section 3 provides theoretical justification for the 3-periodicity property, while section 4 introduces the proposed DFT based splicing algorithm. Section 5 presents our experimental results. Finally, in section 6, we conclude the paper.
This work was supported in part by the Natural Science and Engineering Research Council (NSERC), Canada under Grant No. 228415-03. 
NUMERICAL REPRESENTATION
and counts the number of 1's at phase s in the w-bit parsed words. For the DNA sequence given in (1), C 
Proof:
, which is rearranged as We now state Theorem 2, which expresses the average value of the DFT coefficients in terms of the PCF's. Theorem 2 is derived using the Parseval's property. To save on space, its proof is not included. Theorem 2: The average value | A (1) av | 2 of the squared magnitude,
of the DFT of a binary sequence (i.e., ex-
Next, we generalize Theorem 1 to 3m-bit parsed words. 
The following corollary results directly from Theorem 5. Corollary 3.1: The magnitude of the DFT A[N/3m] in a 3m-bit parsed binary sequence is zero if
for (0 ≤ s ≤ 2) and k = 0, 1, 2, . . . such that (s + 3k) < w.
The above results are also valid for the DFT's
In the next section, we use Theorems 1-3 to prove the "3-periodicity" property observed in the DNA sequences.
3-PERIODICITY PROPERTY
The 3-periodicity property [2] states that the spectral energy
derived from the DFT's of the four binary signals representing a DNA protein coding region of length N, exhibits a peak at discrete frequency k = N/3. No such peak is observed in the spectral energy of noncoding regions. To verify the 3-periodicity property, we report two observations made from protein coding and noncoding regions. Though these observations are verified for a number of Table 2 . Same as Table 1 but for locations (s = 0, 1, . . . , 5) in coding DNA words of length (w = 6).
eukaryotic organisms, we include results from chromosome III of C. elegans (Accession no. NC 003281) downloaded from the NCBI database [5] . Tables 1 and 2 are constructed from protein coding regions (cumulative length of about 4 million nucleotides), while Tables 3 and 4 are based on noncoding regions (cumulative length of about 9 million nucleotides). Observation 1: When coding regions are parsed in words of length w that is a multiple of 3, w = 3m, we observe that:
for (0 ≤ s ≤ w − 3). Table 1 records the PCF's for the four nucleotides within coding regions parsed in words of length w = 3. In each case, the PCF is expressed as a fraction of the total number of the nucleotide of the type being counted in the PCF. In Table 1 , we observe that the entries in each column are significantly different from each other. This is in accordance with Observation 1, which states that the PCF's C * w (0), C * w (1), and C * w (2) are not equal for w = 3. Table 2 repeats the earlier experiment performed in Table 1 for protein coding regions except that the DNA segment is parsed in words of length w = 6. To show the similarity between positions 0 and 3, 1 and 4, and 2 and 5, we have rearranged the order of the six rows. We observe that the PCF's C *
. This verifies Observation 1. Observation 2: The PCF's obtained by parsing noncoding regions in words of length w are equal. Explicitly, for nucleotide A,
for (3 ≤ w ≤ N ). Eq. (11) is also valid for the PCF's for nucleotides C, G, and T. Tables 3 and 4 record the normalized PCF's for nucleotides A, C, T, and G at locations 0 to (w −1) for DNA words of lengths w = 3 and w = 7 parsed from noncoding regions obtained from the C. elegans dataset. The PCF's for each nucleotide are equal. Observation 2 is, therefore, confirmed. Table 4 . Same as Table 3 Finally, the value of S[N/3] within noncoding regions, is shown to be 0 by combining Observation 2 with Corollary 1.1. Collectively, the above explanation proves the 3-periodicity property.
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SPLICING ALGORITHM
Our splicing algorithm exploits the 3-periodicity property. Step 1: Apply a rectangular window of length N1 to select the first N1 nucleotides of the DNA sequence. In our experiments, the length N1 of the parsing window is set to 351. Step 4: According to the 3-periodicity property, the spectral energy | R[N1/3]| 2 peaks within protein coding regions. However, the values of these peaks vary significantly across DNA specimens obtained from different organisms. We use
as the classification criteria. Terms | R
av | 2 and | W . These values are computed using Theorem 2.
Step 5: The rectangular window is moved forward by 3 nucleotides and the value of is incremented by 1. Starting from step 2, the procedure is repeated till the entire DNA sequence is scanned.
Step 6: Plot SNR[ ] as a function of . The peaks in the plot identify protein coding regions. To automate our classification, we use a threshold value η such that SNR[ ] ≥ η corresponds to protein coding regions, while SNR[ ] < η corresponds to noncoding regions. The value of threshold η is computed in section 5. Bartlett Window: The aforementioned algorithm uses a rectangular window to partition the DNA sequence into subsequences of length N1. Rectangular windows introduce discontinuities by abruptly truncating the DNA sequences and tend to spread the spectrum of the original DNA sequence in the frequency domain. This causes the power of the DFT to leak over into adjacent frequencies. To minimize the leakage, we use the Bartlett window
to partition the DNA sequence. The proposed algorithm uses the Bartlett window and involves steps 1-6 except step 3 uses
EXPERIMENTS
The experiments are designed to make three major points. First, we show that the use of the Bartlett window improves the performance of the splicing algorithm by removing the extraneous peaks introduced by abrupt truncations of the rectangular window. Second, we determine the value of threshold η to classify the peaks in SNR, (13), as coding versus noncoding peaks. Third, we quantify the performance of the proposed splicing algorithm. Fig. 1 illustrates the differences between the magnitudes of | R[N/3]| 2 for the proposed splicing algorithm with rectangular and Bartlett windows. Results from two different DNA sequences, obtained from the C. elegans dataset, are included. Each DNA stretch has two coding regions at positions enclosed within the vertical dotted lines. The algorithm using rectangular window (Figs. 1(a) and 1(c)) is not accurate as it produces peaks at wrong locations. In Figs. 1(a) and 1(c) , we also observe more than one peak within a single coding region. On the other hand, the algorithm using V -655 Fig. 2 shows the fraction of coding regions with SNR less than the abscissa, while the dotted curve shows the fraction of noncoding regions with SNR greater than the abscissa. We select a threshold value of 1.75 to distinguish between protein coding regions from noncoding regions. Note that by setting η = 1.75, Fig. 2 bounds the decoding capability of the splicing algorithm to about 85% in correctly identifying protein coding and noncoding regions.
To quantify the performance of the proposed algorithm, we process protein coding regions in chromosome III of C. elegans. The chromosome has a total of 13783268 nucleotides with 8172 coding regions. The minimum length of coding regions is 2 nucleotides, while the maximum length is 7204 nucleotides. Table 5 lists the number of successfully detected coding regions, arranged in order of the increasing length. We observe that the performance of the algorithm is better in detecting coding regions whose lengths are comparable to the window size (N1 = 351). For example, coding regions with lengths equal to 250 nucleotides are correctly identified at a detection rate of about 80%. With larger coding regions, the detection rate improves even further. However, when the length of coding regions is smaller than 150 nucleotides, the DFT based splicing algorithm does not perform as well. In such cases, the data extracted by the window contains both coding and noncoding nucleotides. The "3-periodicity" condition is no longer valid and the proposed DFT based algorithm is relatively inaccurate. In terms of the detection of noncoding regions, the proposed algorithm correctly identifies 7053 or roughly 85% of noncoding regions.
SUMMARY
In this paper, we provide a theoretical justification for the 3-periodicity property, which results in a significant peak in the DFT spectrum within protein coding regions of genomic DNA sequences. A new classification criteria, which normalizes the DFT spectrum with average energy present in the DFT coefficients, results in an automated approach in predicting coding regions. In our experiments, the proposed approach provides considerable improvement over other DFT based algorithms that we tested. 
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