Introduction
In 1997, SPE published a tutorial by Plank [19] on implementing Reed-Solomon codes for erasure correction in redundant data storage systems. The motivation of this tutorial was to present these codes, which are typically described mathematically by coding theorists, in a way accessible to the programmers who need to implement them. The tutorial as published presented an information dispersal matrix , which does not have the properties claimed -that the deletion of any ¡ rows results in an invertable ¢ ¤ £ ¥ ¢ matrix. The purpose of this note is to present a correct information dispersal matrix that has the desired properties, and to put the work in current context.
The Continued Need For Erasure Correcting Codes
As disk array technology continued to blossom in the 1990's [4, 5] , a need arose to tolerate a disk's failure without waiting for the disk to be repaired. Straight replication performs this fault-tolerance, but at a high storage overhead.
RAID Level 5 encoding, termed "N+1 Parity" [5] , reduces the storage overhead for fault-tolerance, and allows a parity disk to store redundancy for ¢ data disks in such a way that the failure of any single disk may be tolerated. However, as the number of disks in a disk array grows, so does the the need to tolerate multiple simultaneous failures. ReedSolomon coding has the properties necessary to add arbitrary levels of fault-tolerance to disk array systems. One may add ¡ coding disks to ¢ data disks so that the failure of any ¡ disks may be tolerated, and although none of the levels of RAID employs Reed-Solomon codes, the original work on disk arrays make note of the codes' desirable properties [5] .
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As wide-area network computing has become more popular, the uses of erasure-correcting codes have broadened.
Rizzo employs them to avoid retransmission in point-to-point [20] and multicast [21] communication protocols. This work has resulted in standardization efforts for such codes in multicast scenarios from the IETF [15, 16] . Additional uses of Reed-Solomon codes have been in cryptography [8] , distributed data structures [10] , energy-efficient wireless communication [7] and distributed checkpointing [18] .
The advent of wide-area and peer-to-peer storage systems has further motivated the need for erasure-correcting codes. For example, OceanStore employs Reed-Solomon coding for RAID-like fault-tolerance in a wide-area file system [9] . More interestingly, several content dispersal systems have noted that erasure coding can be used for caching rather than for fault-tolerance [2, 3, 22] . Specifically, suppose that There are other erasure coding techniques in addition to the one which this tutorial addresses. Examples are Tornado codes [13, 14] , Cauchy Reed-Solomon codes [1] and other parity-based schemes [6] . Of these, Tornado codes are worth special mention, as they form the backbone of the Digital Fountain content dispersal system [2] . Tornado codes , a true comparison has yet to be performed. Currently, there is no implementation guide for Tornado codes akin to [19] . As the knowledge of their performance advantages become more widespread, perhaps this will change.
A Correct Information Dispersal Matrix

¤
The desired properties for the information dispersal matrix for Reed-Solomon coding is that: . Since arithmetic is over a Galois field, the addition operation is bitwise exclusive-or.
The
-th element of a Vandermonde matrix is defined to be
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By definition, this matrix has the property that any submatrix formed by deleting 
Example
As an example, we construct
, over GF(
). As detailed in [19] , in GF( 0 ), addition is performed by exclusive-or, and multiplication/division may be performed using logarithm tables, reproduced in 
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Row 0 is already an identity row. To convert row 1, we note that
, so we need to replace 
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All that is left is to convert row 2. First, since 
