With the advent of very complex engineering designs such as those of high-speed computers or supersonic aircraft, it has become increasingly important to study the relationship between the functioning and failure of single components and the performance of the entire system and, in particular, to be able to make quantitative statements about the probability that the system will perform according to specifications. It is the aim of this paper to present some inequalities for this probability.
1.2. We shall assume that there are only two states possible for every component of a system, as well as for the system itself: either it functions or it fails. When the system consists of n components, we shall ascribe to each of them a binary variable which will indicate its state (1.2.1) _ {1 when the i-th component functions, 0 when the i-th component fails for i = 1, 2, * , n. Similarly, we ascribe to the entire system a binary indicator variable (1.2.2) fl when the system functions, *O when the system fails.
When the design of a system is known, then the states of all n components (that is, the values of xl, x2, * , xn) determine the state of the system, that is the value of u so that (1.2.3) u = 0(x1, x2, ... , x,n) where 0 is a function assuming the values 0 or 1. This function 4 will be called the structure function of the system. The indicator variable xi will sometimes be referred to as "component xi" and 4 will sometimes be called "structure 4 Pr{Xi =O} = qi= 1-pi, and we shall make the assumption that Xi, X2, * * *, Xn are totally independent. The probability Pi will be called the reliability of the i-th component.
In the following, it will always be assumed that (1.3.2) pl = P2 = ... = pn = P) that is, that all components have the same reliability, for example, the reliability of the least reliable component.
1.4. For a known structure function +(X), the value of p determines the probability that the system will function (1.4.1)
that is, the reliability of the system for given component reliability p. The function h,(p) is called the reliability function for 0; we will mostly denote it by h(p), omitting the subscript qb.
In this paper we shall present inequalities for h'(p), the derivative of the reliability function, which can be obtained when only partial information about (x) is available. We shall then discuss a procedure by which such inequalities can be used to obtain some conclusions about h(p). 1.5 . The assumption of 1.2 is restrictive, since it precludes consideration of systems whose components may function only partially and yet the systems will deliver a satisfactory performance. Similarly, the assumption of 1.3 is rather special, since, often, functioning or failure of different components of a system is correlated. Nevertheless, these two assumptions are a reasonable approximation to many practical situations, and they make it possible to simplify the theory to a manageable level.
1.6. For state vectors x, y we shall use the following notations: (i) x< ywhenxi < yifori = 1, 2, *--, n; (ii) x < y when x < y and xi < y, for some j;
(iii) ( )(lk, X*) $ O(0k, X*). If +(x) is any function on I, not necessarily a structure function, the same definition of an essential component can be used.
1.7. For given n there are 2(2') possible different structure functions. Among all these possible structure functions we shall single out the class of coherent structure functions which is defined in the following (this definition was introduced in [1] ), and which not only has some intuitive appeal, but also has been found to have a number of rather interesting properties [2] .
A structure function +(x) is coherent when it fulfills the following conditions: (1.7.1)
From now on we shall assume that all structure functions considered are coherent.
1.8. A state vector x is called a path for 4 when +(x) = 1, and x iscalleda cut for 4 when 4+(x) = 0. This terminology is analogous to that used in circuit theory.
That 4 is coherent implies immediately that (a) if x is a path for 4 and x < , then y is a path for 4, and (b) if x is a cut for 4 and x 2 y, then y is a cut for 4.
For every state vector x e I,, we define S(x) = St I xi equal to the number of functioning components in x and call SLx) the size of x. [3] and generalized in [1] to all coherent systems, and in [4] According to these definitions we have +(x) = 0 for all x such that S(x) < 1 -1, (2.3.1) +(x) = 0 for some x such that 1 < S(x) < n -w, 4O(x) = 1 for some x such that I < S(x) < n-w, ¢(x) = 1 for all, such that n-w + 1 < S(x). Sometimes the only information one has about a system 0 consists of the knowledge of 1,, or w6, and, possibly, Al or A.. The remainder of this section will be devoted to the problem of obtaining grids when some or all of the parameters 1, w, AI, A. are known.
According to (2.3.1), we compute
j=n-w+l' Hence, using formula (6.3) in [4] for pi = P2 = = pn, we obtain
Using the inequality Aj 2 1 for 1 < j < n -w, which follows from (2.3.1), and inequality (1.9.1), one obtains n-j + 1 < n-j + 2 < ... < n .I< 1 
In this inequality, the first sum may be empty if 1 > n -1, and the second sum may be empty if w > 1 -1. Both these sums are empty when 1 > n -1 and w > 1 -1, which implies 1 + w > n, so that, in view of the known inequality 1 + w < n + 1, one then has 1 + w = n or 1 + w = n + 1. Inequality (2.3.9) is of the form (2.1.1). The corresponding differential equation of the form (2. + E (j 1) (n) pi-l(l -)n-ij j=n-w+l and, again, the first or the second sum, or both, can be empty.
The general solution of (2.3.10) is (2.3.11) 9Cc = cp1(1 -p)n-+ AI n, (i) pi (1 - 
The family of functions (2.3.11) constitutes a grid for the class of reliability functions corresponding to coherent systems with given n, 1, w, and A l. This class will be denoted by JC,(n, 1, w, A1).
If I and w are known, but Al is not known, then (2.3.9) can be replaced by a (weaker) inequality by setting Al = 1, and one obtains the grid ()) (2.3 .12)
for the class 3C,(n, 1, w) of reliability functions corresponding to coherent systems with given n, 1, and w.
If only n and 1 are known, then the resulting grid is n-I (( 2.3.13)
When in (2.3.9) all terms but the first on the right side are omitted, one arrives at the particularly simple grid for aC0(n, 1): (2.3.14) qc = cp1(j -p)n-1.
For h(p) e J3C(n, 1, w, AI), one always has n (2.3.15)
h(p) = Alpl(l -p)n-1 + Ajpi(l -p)n-i > Alpl(l -p)n-1, j=l+1 so that no h(p) in this class can go through points in the region h < A1lpl(1 -p)n-.
2.4. Again using (2.3.1), one computes
where A* = (n.) -Aj = number of cuts of size j. Hence,
and duplicating the arguments of section 2.3 one obtains
an inequality of the form (2.1.1).
As was done in section 2.3 with regard to inequality (2.3.9), we may retain all or some terms of the right side of (2.4.3), replace in each case inequality by equality, integrate the resulting differential equations, and obtain grids for the respective classes of reliability functions. We consider here, explicitly, only the case when all but the first term on the right side of (2.4.3) are omitted. One obtains then the simple grid (2.4.4) 'c(p) = 1 -cpn-w(l -p)w for the class 3C,(n, w) of reliability functions for coherent systems for which n and w are known. Then Xb,(P) can be used as a lower bound for p 2 Pi, and so on. In some cases, an analytic discussion can be carried out for the use of several grids, and a practically useful example of such a discussion follows.
3.2. In sections 2.2, 2.3, and 2.4 we have seen that the families of curves (2.3.14), (2.2.3), and (2.4.4) are grids for the class 3Ce(n, 1, w). For the purposes of our discussion we rewrite the equations of these grids to be (3.2.1)
As,(p) = 1 -Cpn-w(l -p)w.
In order that the curve of each of these families passes through a given point figure 3 . If it is known that h(p) E fC0 (n = 10, 1 = 5, w = 2) and that the graph of h(p) goes through the point P1 = (.20,.05), then our theory tells us that for p 2 .20, that graph is bounded from below by a curve which first goes along the 9C-curve through P1 to its intersection with 11, then along the Moore-Shannon curve (in this case the diagonal) to its intersection with 12, and then along the A-curve. This lower bound is indicated by a heavy line.
Similarly, if a reliability function h(p) of our family is known to go through P2 = (.34, .10), then for p 2 .34 one obtains for h(p) the lower bound indicated by the heavy line beginning at P2.
Another lower bound for h(p) going through P3 = (.32, .40) is indicated by the heavy line beginning at that point. These grids are an improvement on (2.2.3), since (i) is steeper than the corresponding Moore-Shannon curve at every point such that p > h, and (ii) at every point such that p < h. A derivation of this new grid is being prepared for publication [5] .
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