We reformulate the Gauss' law of error in presence of correlations which are taken into account by means of a deformed product arising in the framework of the Sharma-Taneja-Mittal measure. Having reviewed the main proprieties of the generalized product and its related algebra, we derive, according to the Maximum Likelihood Principle, a family of error distributions with an asymptotic power-law behavior.
Introduction
Although the Gaussian function is one of the most wellknown and ubiquitous distributions observed in nature, there is now growing evidence of the existence of non Gaussian distributions. In particular, distributions with power-law behavior, currently under intensive investigations [1, 2] , are widely observed in several physical, biological, geophysical, social and economic systems [3] . As it is well-known, the universality of the Gauss distribution is justified by means of the central limit theorem which states that normal distribution arise in the limit of a large number of statistically independent and identically distributed events. Inspired by this important result and with the purpose of explaining the recurrence of non Gaussian distributions, some preliminary ideas for a generalized version of the central limit theorem have been advanced in literature [5, 6] where generalized Gaussian distributions are expected in the limit of a large number of statistically dependent (correlated) and identically distributed events. However, historically the central limit theorem has been anticipated by another milestone in the mathematical probability theory: the Gauss' law of error [4] . Therefore we think that a generalization of this last principle could help us understand a better approach to a generalization of the central limit theorem, just as the original Gauss' law of error did for the standard central limit theorem. In this paper, we present a reformulation of the Gauss' law of error by means of the Maximal Likelihood Principle (MLP), in a formalism based on the Sharma-Taneja-Mittal (STM) information measure [7, 8] . The statistical correlations among events are taken into account by means of a suitable composition law (a deformed product), which arise in a natural way in the framework of the generalized statistical mechanics [9] [10] [11] and could play a role in the foundations of these theories [12] [13] [14] . The results presented in this work unify some already known one-parameter generalizations of Gauss' law of error [15, 16] , together with the original Gauss' derivation which is now recovered as a particular case. The paper is organized as follows. In Section 2, we revisit the STM formalism and the related generalized distribution. In Section 3, we introduce the deformed algebraic formalism. The original Gauss' law of error is briefly derived, for convenience, in Section 4, while in Section 5, we present its generalization. The conclusions are reported in Section 6.
Sharma-Taneja-Mittal measure and (κ )-Gaussian
We start by introducing the STM measure in the form [17, 18] 
which is similar to the expression of the standard Shannon-Boltzmann-Gibbs entropy through the replacement of the logarithm function with its generalized version
By imposing the condition −|κ| ≤ ≤ |κ|, ln {κ } ( ) becomes a strictly monotonic function so that its inverse function, the generalized exponential exp {κ } ( ), certainly exists.
Under the above condition, we can easily verify that 
leads to the following variational problem
where γ and β are Lagrange multipliers associated with the two respective constraints. Its solution assumes the expression
where the constants α and λ, given by
fulfill the relations (1 + ± κ) α ±κ = λ and 1/λ = ln {κ } (1/α). Equation (5) is a two-parameters generalization of the Gaussian distribution which is recovered in the (κ ) → (0 0) limit and, in the same limit, the constants in (6) for → ±∞. The Lagrange multipliers γ and β can be obtained by inserting solution (5) in constraints (3) where we observe that the convergence condition of the second integral enforces us to limit further the parameters κ and according to −|κ| < < |κ| for 0 ≤ |κ| ≤ 1/6 and |κ| − 1/3 < < 1/3 − |κ| for 1/6 < |κ| < 1/3. These limitations differ lightly from the one given in [17, 18] since there, the variational problem was applied to a fixed mean energy ( ) = U, a linear constraint different from the quadratic one imposed by the variance. Finally, we recall that the STM entropy preserve several mathematical and physical features of the standard entropy being positive definite, continuous, symmetric, expandable, decisive, maximal, concave, Lesche stable and fulfills a generalized Pesin-like identity [17] [18] [19] [20] . It contains some one-parameter entropic forms already known in literature, like the -entropy [24] , the κ-entropy [25] and the quantum-group entropy [26] . In [21] , the entropy S κ [ ] has been derived from a generalized version of the Shannon-Khinchin axioms and the corresponding uniqueness theorem. The related thermo-statistics theory fulfills the Legendre structure [22] , while the main properties of the statistical mechanics based on S κ [ ] has been investigated, in the microcanonical picture, in [23] .
Generalized algebras
Starting from the following functions
we can construct two pairs of operations (deformed sum and deformed product) that define two distinct algebraic structures. Firstly, for any ∈ I R, we introduce the following composition laws
where sgn( ) is the sign function (sgn( ) = +1 if ≥ 0 and sgn
It is easy to verify that the generalized sum ⊕ κ : I R × I R → I R and product ⊗ κ : I R × I R → I R fulfill, respectively, the proprieties:
• Neutral and identity element: ized sum and product reduce, respectively, to the ordinary composition laws of sum and product. Secondly, for any ∈ I R, we introduce the following composition laws
Again, we can verify that the generalized sum • Commutative:
• Associative:
• Distributive:
• Neutral and identity element: Finally, we observe that the two algebras and are intimately related to each to other according to the following correspondences:
(exp( )) → sgn( ) (ln( ))
In fact, these relations transform Eqs. (8)- (9) in Eqs. (11)- (12) and, as a consequence, change algebra in algebra .
Gauss' law of error
Let us resume briefly the derivation of Gauss' law of error (or Gauss' principle), originally introduced in [4] , by means of MLP and linear average. We consider a situation where observed values
are the result of a set of mutually independent measurements of some observable. Each observed value is distributed around an exact (unknown) value ex , according to
where are the errors made in the measurement. Each error is the outcome of a random variable E whose distribution functions ( ) are identically and independently distributed, i.e. ( ) ≡ ( ) for all . We introduce the likelihood function for the estimator ex in accordance with
where we have introduced, without loss of generality, an arbitrary and positive multiplicative constant . Its role will be clarified later. We remark that Eq. (18) 
where we set φ( ) = ( )/ ( ). Accounting for the relation
which holds for ex = *
, we obtain 1 = −1 for = 1 (22) so that, from Eq. (20) we get
As a consequence, there exists a constant ∈ IR such that (see [15] for a proof)
whose solution is φ ( ) = + for some constant ∈ IR. Applying this result to Eq. (20) 
and therefore = 0. Consequently
whose solution reads
Since ( ) should be a normalized probability density function, we must require < 0. Therefore, there exists a constant σ > 0 with = −1/σ 2 and ( ) assumes the form
which is the well-known Gaussian probability density function with mean zero and variance σ 2 .
Generalization
Let us generalize the previous derivation of the Gauss' law of error by considering a situation where observed values
are now the result of a set of measurements of some observable which we assume to be not statistically independent. For instance, memory effects can plague the observed system so that, in a series of successive measures there will be an error propagation, in the sense that errors occurring in the latter measure will be influenced by the errors occurring in the former measurements. We assume that the observed values are distributed around an exact (unknown) quantity ex , according to Eq. (17) , where each error is the outcome of a random variable E whose distribution functions ( ) are identically distributed but not independent.
In analogy with the original Gauss' derivation we introduce the following likelihood function
We can interpret this quantity as the pdf for a system of the -values correlated random variable ≡ { 1 2 }, where the hypothesis of statistical correlation is taken into account by means of the deformed product ⊗ κ between the distributions ( ). In the (κ ) → (0 0) limit, the function κ ( ex ) reduces to ( ex ) ≡ 0 0 ( ex ), given in Eq. (18), with the constant = . We apply the MLP by requiring that the maximum of κ ( ex ) is reached at the point ex = * . Actually, it is more convenient to study the function ln {κ } κ ( ex ) whose maximum coincides with that of κ ( ex ) being ln {κ } ( ) a monotonically increasing function. In this way, from Eq. (10), we obtain
where the deformed product is transformed in an ordinary sum, simplifying the procedure considerably. We require that the derivative of Eq. (31) 
On the other hand, from Eqs. (21)- (22), it follows that
with β an arbitrary real constant and λ, given in Eq. (6), still a constant. In this way, Eq. (33) can be rewritten in
and, after integration, we obtain
where we have set the integration constant in the form of γ/λ. The value of γ is fixed by the normalization of ( ).
The final result reads
which coincides with the pdf (5) 
Conclusion
We have reformulated the derivation of the original Gauss' law of error in the context of a generalized information theory. It has been shown that correlations among the measurements of an observable produce deviations of the distribution from that of the well-known Gauss' distribution. As an example, we have considered the case where correlations are taken into account by means of a deformed product, obtained in the framework of the Sharma-TanejaMittal information measure. The corresponding distribution error is provided by a generalized Gaussian, which exhibits an asymptotic power-law behavior different from the exponential one of the standard Gaussian distribution. As a by product, we have presented a unique mechanism which joins, in a unified model, several derivation of generalized distributions' error already presented in literature [15, 16] . The original Gauss' derivation is now recovered as a special limit corresponding to statistically independent measurements.
