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CHAPTER I. INTRODUCTION 
Statement of Problem 
People ~ have very strong and idiosyncratic_fe.eling£~t 
~ like a@ what they do not like to see. Thus, preferences 
~'!ID'Jspects~hJUnterio_r_~e~~~!! __ <?lJen _differ. But 
what kind of interiors do people genera.!!LPxefer? How do they 
generally respond to different interior scenes? There are many largely 
unanswered questions of this type. Moreover, there is a need to 
understand w~ c~taiIl: __ ~~p..Q~.~n.ts of __ .design make people. ,-prefer ~ 
certain interiors to others. 
-------------_ .. -----
Preference has a frivolous connotation. It seems decorative 
rather than essential, !avored rather than necessary. If human basic 
needs can not be met, people can not afford to worry about preference. 
But environmental 'p"reference is viewed somewhat differently. 
----- - --------
Environmental preference, as demonstrated by numerous studies, is an 
expression of an underlying facet of Auman functioning and is closely 
related to the most basic human concerns. _ 
-
Preference can be expected to be greater for settings in which an 
organism is likely to thrive and diminished for those in which it 
may be harmed or rendered ineffective. Thus humans, like other 
2 
animals, are far more likely to prefer a setting in which they can 
------=-function effectiveJL ----
Aesthetic reactions thus reflect neither a casual nor a trivial 
aspect of the human makeup. Rather, they appear to constitute a 
guide to human behavior that is both ancient and far-reaching..-
Underlying such reactions is an assessment of the environment in 
terms of its compatibility with human needs and purposes. Thus 
aesthetic reaction is an indication of an environment where 
effective human functioning is more likely to occur (Kaplan and 
Kaplan 1989, p.10) 
Understanding environmental preference can provide a firm 
basis on which to plan, develop, and manage visual resources to 
construct a visually satisfying environment. In other words, design 
should depend up on knowledge of the actual preferences of intended 
users. Direct input regarding what users prefer in built environments 
should be incorporated into the planning process. 
Designers always seek better ways of measuring visual 
preferences for built environments and of gathering more reliable 
__ inf~rll!'lti01L-with __ which ~_~redict visual- preference. Research has 
- . ------ ------
.shown, however;-thaL~ference judgements made by designers and 
by users aE_no_Llh_e same Ulale 1982, R. Kaplan 1973, S. Kaplan 1979, 
.---:---- -'- .. -.--.-.-~-~--.---. --
~_~ Clearly, a theoretical framework defining visual 
------ . preference is needeo,iifwhich-designers can interpJ..eL.and._ apply real 
---- -----architectural and interior design problems. 
- .,. -'- .-.. - ----.. -------.... 
------~Sr~b;bly influences people's response to their environment 
more~an-d-'With greater salience than do the other senses. 
----------People have begun realizing that the visual and aesthetic 
characteristics of built environments can influence well-being. Thus, 
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the issue of visual preferences for vanous built environments has 
become increasingly important. I 
Since 1965, many scholars have studied visual preference 
(Arthur and Boster 1976). But much of their research has concentrated 
on exploring preferences for natural environments. Therefore,~ 
of preferences focused on the interior spaces of built_e.nyJronments 
would provide needed information. 
-One such en~nment for potential stu9 is the shopping mall. 
« -----Today, shopping malls have evolved as community centers; not only as 
places to shop, .buLalso to eat, to socialize, to be entertaineg,_ and to 
- ---~ .-~.- -------- .-. ..... -----.. -~ 
take in sights. ,Malls have become places to congregate, to people 
-------" 
watch, to touch the fabric of society. According to a report from the 
International Council of Shopping Centers, "bL the J!_~~~_~O ,,,~ears, the 
... _.- - -.. .,...----..~,.... ... 
, n~er of _shopping __ c~nters_has_increased ~<:>re than !!!~:Jold-­
Today, the shopping c~~ter js, an, i!1~C?g.raL part of the -econOlJJic= __ C!ng, 
-------- .-'-. - .--
social fabric of America" (International Council Shopping Centers 1989, 
p. 7). -~ survey-sho'Wed-that "Americans were spending more time In 
malls than anywhere else except home, job. or sch9-ol. They make 
seven billion trips in an9~,t of shopping centers ev.ery year" 
- ---.......----
(Kowinski 1985, p. 22). 
-------------------In the past few -decades, a type of urban shopping mall has 
evolved that makes the interior pedestrian area its primary a~actlOn 
= and spatial org~ Yet relatively little research exists concerning 
either how people visually perceive the interjor environments in the 
pedestrian areas of shopping malls or how designers address people's 
4 
visual preferences for shopping-mall environments. Thus, shopping 
malls were selected as the focus of this study. 
Given the nature of the problem as discussed thus far, the 
research questions to be addressed can be summarized as follows: 
1. What tYpes-Gf-interi{)r-environment~_~_QI~le respond to most 
favorably in shopping malls? 
-------------------------
2. Why do people prefer certain environments over others 111 
shopping malls? 
Purpose of the Study 
The general purpose of this study is to explore preferences for 
interior environments in the pedestrian areas of shopping malls. The 
specific objectives of this study are 
1. to determine and ide!lJjfy the possible vis.u.aLauri1:rntes and 
----features influencing preferences for different interior 
___ __~,_~ ....... __ -... ___ " .. _~ __ ~_ •• __ ~ _____ A _____ _ 
environ!!!~I!ts __ of shopping malls. 
_ ................ _---.... "--...,.-..,-
---._--
2. to investigate whether the "mystery" and "coherence" variables 
identified in Kaplans' informational model (Kaplan and Kaplan 
1978, 1982) are related to preference for various interior scenes 
in the shopping-mall environment. 
5 
Organization of the Document 
In this chapter, the nature of the problem, as well as the purpose 
and the objectives of the study have been presented. A discussion of 
the related literature will be presented in Chapter II. Chapter III will 
provide a detailed description of the methodologies applied in this 
study including the statistical procedures. Chapter IV will present the 
data and the results. In the final chapter, the implications of findings 
will be discussed, suggesting areas of further research. 
6 
CHAPTER II LITERATURE REVIEW 
Introduction 
The initial part of this chapter will focus on the shopping-mall 
environment itself: its origin, its evolution, and its current status. Next, 
-----.... __ . ~ ~ .. --.~ -...... ---
-~---, 
a review of selected literature on environmental perception and 
preference will be presented. The third section will focus on the visual 
assessment approaches pertinent to.. thjs study. The fourth section will 
focus on Jheoretjcal frameworks relevant to envU:.o.nmental-preferen~ 
Methodological approaches will be presented and compared in the fifth 
section. Hypotheses will be addressed as a conclusion to the literature 
review. 
Shopping Mall 
Definition 
In technical terms, a mall is a specially designed pedestrian 
------
environment, which incorporates certain restrictions so as -to aIIow 
people to move about freely and saf~ly. Onibokun wrote that "By 
---aefiniii~;'-p~destrian malls are a variant of shopping areas. They are 
7 
streets or public ways converted to pedestrian ways and restricted to 
pedestrian usage." (Onibokun 1975, p. 203). More precisely, the 
shopping mall is a shopping area with streets or public ways in the 
middle, frequently inside the structure. 
Jhe use of the word "malE....to~describe __ a pedestrianised shopping 
street al!!lo)~L_certainly originatedjn~North America_in_ an .effort to 
convey~-'a J greater sense of space, -quality and-elegance-than--is- --
normally assocJ~ted with arcade. Malls are - usually covered and 
wide enough to 'provide a central area for planting,- seating, -
.. founiai~~;~ an((~otherfurniture. (Northen and Haskoll., J 977 L p. 6) 
The showing mall as a public place 
A public place is commonly defined as an area accessible to all 
people for their use and enjoyment. _Originally, public places were 
simply areas where people gathered. In modern times, people come to 
~~b_l.....:ic~p-=.la=c:...:e:-::n:..:o..:..t-=f:.;:o=-r_'-,'tQge1herness"\ so much as for individual pnvate 
-
-
experiences - a sequence of emotions, perceptions, and sensations 
._----(Glazar and Lilla 1987, p. 277). Most people's primary purpose In 
visiting a shopping mall is not only to shop, but also to eat, to pass time, 
to recreate, and to socialize. The shopping mall is an enVlfonment 
conducive to a lively and :atisfying day/night ~~!!~!Y_Q.LJ_eoE_le __ 
activities," an area in which modem individuals may roam freely, 
pursuing private goals. The indoor shopping mall has become the 
---------
functional equivalent of the old downtown business district and should 
-_._._-
_-.-!.~~ be cons~c!e!ed. ~s a public _sE.ac~~ 
!oday, the public spaces in shopp-in~al1s are being routinely 
outfitted with the amenities such as s_eats, plants, fountains, food 
_._--_. 
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service, etc. that are essential to public gathering places. Most 
,transactions do ...noLoccur-iIl-these-public-spac.es~_buLjn_ Jhy __ 
establishments surroundin..&-.!!!~!p.!- The interior public space provides 
... * .. ---- --... --- -- --_. --~-- --.....-------.-
shops with a visual context in which to present themselves to the 
-------------- - -----------.--.~- -- -
public. Public areas of shopping malls should create e~~ironm~nt~-.!.o_ 
-----which people will be drawn and in which theY...2YilLl?~_ ~ncouraged to 
.. - -------. 
shop. 
A survey of public attitudes to~ards a ran.g!L.9f_in900r~!!~ ____ ,,_ 
outdoor public spaces in winter and summer was conducted by the San 
Francisco architectural firm of Kaplan, Mclaughlin, and Diaz.. The study 
,.,,- .. -
concluded that ~nclosed public areas, if well des!g~e~, are E,0tential!.L. 
better used than outdoor parks and plazas, particularly in extreme 
___ _ ___ .~ .. ___ -" uc.... _ .-...~ .. __ 
climates. ("I~90_0.r,.,,9utdoor Spaces Studied in San Francisco" 1985). 
'- - _. - --.... ~. --.-- .- .------_.--- .. ------ .. --~------
Therefore, an understanding of the interior scenes that a tYPIcal user 
might survey in walking about the public spaces of shopping malls may 
be invaluable to retailers and designers. 
The emergence of malls in the United States 
The rise of the shopping center is one of the most significant 
postwar retailing innovations. In the early 1950s, modern planned 
shopping centers followed the suburban development boom, which 
continued into the 1960s and 1970s. Before the mid-1950s the 
downtown of a city was still the center of commerce. But the 
------.~,,--------- --------..----~ 
downtown declined in the post-World-War-II period: most old shops 
and nearly all restaurants, coffee shops, and tearooms there closed, and 
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many small busirles.ses moved to malls.... Clearly, the emergence of 
shopping malls played a role in the demise of downtown retail stores. 
-The first fully enclosed shopping center was built in 1956 at 
---..::. 
Southdale, near Minnejlp-oJis-,-_ by:Yictor--Gruen-and-Associates-(Fi tch--and 
Knobel, 199Q1 ' As a complex incorporating dramatic public art, 
..,..--_ .. -----. - . ---....., 
Southdale proved greatly _ ~uc~.e.ss[l!!!~ quickly attracting public attention 
_  _____________ "_ ... ___ ~ ___ R .__ ,_ ~ _ ~ _ ~.' ~_ ~_ _ 
and inspiring many imitators. 
The development and the spread of shopping centers in the 
United States in the past 30 years has been quite ,g§.1QDi shing. The 
number of shopping centers grew from a few hundred at the end of 
WWII to 2,900 in 1958, 7,100 in 1963. and.J2.tOOO in 1980 (Hoyt 1960, 
............... -
p. 5; Shopping Center Age 1964,_Ih-l!.;-Muller 1981). "Today, according 
to the National Research Bureau, there are 32,560 shopping centers in 
-
-==--
the U.S. - ---This number increased from 30,600 centers at the begmmng 
of 1988" (International Council of Shopping Centers 1989, p. 9). 
Currently, about half of all retail sales take place in shopping 
centers. And shopping center retail sales are increasing. It has been 
estimated that by 1987, this increase in consumer demand would 
require approximately~350.~.mjUio_n.._~qu_;u~-feet of retaiL space and that 
by 1992, approximately 1 billion square-feet would be required 
(Rathbun 1986). Undoubtedly, shopping malls are ~J.g_busines!tJ9d~y_ 
~-- -- -- -- ------ -- -- -,,--~".----
and are ~~~J~ct~.~_"~o continu~ jncrease-in_-popularity . 
Today's shopping malls are the new-world marketplaces. They 
are exciting, bright, dynamic, and ever changing. Often spectacular 
~-- --. - -." " - ~ ... " ~ -'-~- --.-- _. - -.---
environments not only for shopping but for strolling, soci~lizjl}g~_ and 
• _ ........ M,N,- ... -
... -'-" 
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enjoying the pleasures of urban life. Most malls have had a 
snowballing effect by providing a favorable stimulus to the economic, 
social, cultural, and aesthetic life of both downtown and suburban 
areas. This new shopping environment has created new opportunities 
~~----..-----.. - ~--.. ----."""-~--" ..... -'----
-- .-.-.-.. -----~ 
and new vi8E! in the art of commercial interior design . 
. . - ~-.- ------------------
Although shopping malls differ g:eatly in terms of the number 
and types of amenities and conveniences that they offer, they have 
.". ......... -" ".~>Y# 
----_ ........... ,~...-'---'-'-"" 
---quICKly tapped the CiVIC and 'cOm~ercial vitality of cities and suburbs. 
As they evolved from the 50's, the current and typical shopping-mall 
environments can be characterized as one-story or multilevel enclosed 
-
....... ,' __ , ............. _"-'<..0..<-...0 ............. _ --...--- ....... ~---..~~ .... - .. ..,~-"F- ~ __ -.. ~ '" __ . __ , ....... -. ........ _..,. .. _._ 
~"""'~ '", .... ~., ......... -." .. , ... -,-...... ,",<~-~ 
mall with two or three major department stores as t!1e_,.J,nai,n, .. attractlOn_s 
----------.- ~ ~ ..... - --- ........... -" ..... ~-----,...,. 
and with enclosed central courts and arcades inte_t:90I!!1_~~.!i!l.g_.fi!!y_"t~ 
-----.:-~- --....... --~~-~ .. ----_.--..---- ~ -~--.--..'"--- -...-- ~ -
eighty specL~!!Y_sjl0E.~ and service storeL The most common visual 
-= --,:--- -. --.-- -'"'---- _.,.-....-
elements found in mall public spaces can be categorized as follows: 
(Fitch and Knobel 1990, Gillette 1985, Kent 1989, Wright 1974) 
1. vista from the horizontal level; 
2. seating (chairs, benches, low walls, etc.); 
3. level changing (ramps, stairs, etc.); 
4. vista from upper levels, looking down (birds-eye view); 
5. prominent vertical elements (sculptures, trees, etc.); 
6. water features; 
7. open spacious areas; and 
8. vista from lower levels, looking up (skylights, ceilings, etc.); 
1 1 
Because this study involves visual preferences regarding 
shopping malls, after reviewing literature on the shopping-mall 
environment itself, we will now review how people visually perceive, 
how people think about, and what they prefer in physical 
environments. The role of the relation between people and their 
environment, a role which has relevance to the exploratory objectives 
of this study, will be discussed in the next section. 
Understanding the Role of the Reciprocal Relation between 
People and Their Environment 
The physical environment affects people in vanous and profound 
ways. But just as the physical environment plays an important role in 
human behavior, almost everything that people do have environmental 
consequences (Fisher et al. 1984). Thus, it is important to understand 
how people relate to their environments. 
The environment is highly diverse, rich, complex, and uncertain; 
the amount of potential information regarding it is overwhelming. But 
humans are not by nature passive organisms. Rather, they are active 
and often struggle with the environment around them. Moreover, the 
human mind, as an information-processing system, functions tn the 
physical world (Kaplan and Kaplan 1978, 1982). In the area of 
human/environment relations, it is necessary to understand how 
people perceive, how they think, what they care about, what they 
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prefer, and the circumstances under which they behave in a reasonable 
and constructive fashion in an environment. Thus, we are viewing the 
environment both in terms of people and in terms of the informational 
qualities making human functioning possible. 
In this section, the literature review will focus on how, why and 
1D what ways this interrelation between people and the environment 
manifests itself. It will cover the review of perception, cognition, and 
preference to examine the evaluation process. 
Perception 
Perception is the reaction of humans to their environments. 
Accordingly, we will consider the individual perceptual experience and 
the environment to be equally important. There are two central 
aspects of environmental perception: one is perceiving objects; the 
other is perceiving the space in which objects exist. The 
comprehending both things and their surroundings plays a central role 
in the way people relate to the physical world (Kaplan and Kaplan 
1982). Humans live by their wits, by anticipating events and acting 
accordingly. They come to perceive, to recognize objects, and to take 1D 
the space surrounding the objects. They can perceive things efficiently 
because of the power and ingenuity of the mechanisms involved. In 
other words, the humans have a special ability of the integration of 
spatial data from the senses to form a composite perception of the 
environment. 
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Ittelson (1978) suggests that cogmtive, affective, interpretive, 
and valuative processes are all involved in environmental perception, 
and that all operate at the same time. As people perceive an 
environment, they may imagine what they can do within it, and so 
certain images may come to mind. Thinking about, recognizing and 
laying out the environment are parts of the cognitive process. How 
people feel about the environment influences their perception of it, and 
at the same time their perception of the environment influences their 
feelings. Additionally, the meaning people derive from an environment 
is contained in environmental perception. When perceiving the 
environment, people might be concerned about how they can interpret 
the scenes in the environment in a meaningful way. Finally, 
environmental perception encompasses a valuative process by which 
people decide whether to admire the environment or abhor it, or ignore 
it (Fisher et al. 1984). 
To sum up, environmental perception involves cognitive, 
affective, interpretive, and evaluative processes which are assumed to 
occur simultaneously. As Fisher et al. puts it, ". . . environmental 
perception exammes the person-environment system as the unit of 
study and considers information processing as central to the perceptual 
process" (Fisher et al. 1984, p.56). 
Cognition and cognitive map 
When discussing the human/envIronment relations, also referred 
to as "environmental perception," designers raise another issue, which 
14 
involves knowing as much as perceiving. In the area of environmental 
perception and cognition, cognitive-map theory has been proposed to 
provide an explanation of how people experience and know the 
environment. When not actually viewing an environment, people can 
still experience it mentally. Mental representations of spatial relations 
in the environment are termed the "cognitive map;" and the general 
way of thinking about, recognizing, and organizing the layout of 
environment is termed "environmental cognition." The cognitive map 
is the structure organizing the information an individual has about the 
environment. A cognitive map, or mental map, may not exist, but some 
representation of certain real-world characteristics certainly does. 
Clearly, there is some correspondence between the "real" and the 
"mental" worlds. Cognitive map theory has been summarized by 
Stephen Kaplan: 
The cognitive map is a construct that has been proposed to explain 
how individuals know their environment. It assumes that people 
store information about their environment in simplified form and 
in relation to other information they already have. It further 
assumes that this information is coded in a structure which people 
carry around in their heads, and that this structure corresponds, at 
least to a reasonable degree, to the environment it represents. It 
is as if an individual carried around a map or model of the 
environment in his head. The map is far from a cartographer's 
map, however. It is schematic, sketchy, incomplete, distorted, and 
otherwise simplified and idiosyncratic. It IS, after all, a product of 
experience, not of precise measurement. (Kaplan, S. 1973, pp. 275-
276) 
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The real world is highly complex and diverse. At the same time, 
humans can retain information from the environment for only limited 
time and limited capacity. In theory, when referring to his or her 
cognitive map, the individual has information about the environment 
that extends beyond what is immediately perceived, and thus must 
rely heavily on past experience or familiarity (Kaplan and Kaplan 
1982). The more familiar people are with an environment, the more 
accurate and thorough their cognitive maps of it are likely to be (Evans 
1980, Moore 1974). In this sense, prior experience and familiarity 
with one's environment is central to cognitive map theory. 
Because people perceive environmental stimuli based on the 
internal cognitive representations produced through previous 
experience and coded mentally, perception and cognitIon are closely 
related processes. Understanding these processes and their relations to 
each other is essential to understanding how people relate to the 
environment. 
Stea described cognitive mapping as "the fundamental process by 
which spatial information is acquired, coded, stored, decoded, and 
applied to the everyday physical environment" (Stea 1974, p.159). By 
understanding how cognitive mapping takes place in the brain and 
what those entities constituting impressions of the environment are, 
designers might determine what the environmental setting really 
means to the user. 
16 
Preference 
Perception and cognition, as we have seen, are both essential as 
the bases for knowing where one is or what is going on. Given a basic 
understanding of what humans perceive and know, one could have a 
tentative conception of an environment that is supportive and 
satisfying for humans. The purpose of thought process, which provides 
sufficient basis for deciding what to do, is to make action possible. 
Most studies of preference have been done 10 the visual-sense 
modality because most human intelligence concerning the outside 
world arises through this modality. In other words, humans are visual 
animals for whom visual stimuli effectively evoke associated 
information that is not interpreted in visual terms exclusively. For the 
purposes of this study, we will be concerned primarily with the visual 
aspect of preference. 
Once people perceive the environment, they tend to deCide 
whether to like, detest, ignore, or eliminate it. They tend to evaluate 
objects or events in either a positive or negative way. Such evaluation 
involves effects or emotions of pleasantness or unpleasantness, like or 
dislike. In other words, things associated with pleasurable effects tend 
to please when perceived again. Likewise, things associated with 
unfavorable effects tend to displease when perceived again. The 
decision of what people are going to do next is thus closely tied to the 
evaluation of the situation. Because environmental perception involves 
affective and cognitive processes, clearly the environmental perception, 
evaluation, and preference are closely related (Fisher et al., 1984). 
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According to Kaplan, environmental evaluation is assumed to be 
associated with internal representations. The representations have 
evaluative codes that are either positive or negative (pleasant or 
unpleasant) and which are part of the cognitive maps. These codes 
analyze human preferences to anticipate what a person will like or 
dislike (Kaplan and Kaplan 1982). Thus preference is a guide to human 
behavior. 
Moreover, as seen in numerous studies, preference is an 
expression of the underlying aspect of human functioning (Ellsworth 
1982; Gimblett 1984; Herzog 1984, 1987, 1989; Kaplan and Kaplan 
1978, 1982; Kent 1989; Scott, S. 1989). It is closely related to basic 
human needs. People are more likely to prefer the environment in 
which they can function effectively (Kaplan and Kaplan 1989). 
Because most people's tastes are different, false conclusions, such 
as "human tastes are whimsical and frivolous" or "there is no 
accounting for people's tastes," are likely to be drawn. Preferences are 
expressed in different ways. There are, however significant and 
consistent differences as to what people like in the environment. These 
differences are interesting for what they add to the understanding of 
preference in general (Kaplan and Kaplan 1989). Thus the consistency 
in environmental preferences provides a considerable insight into 
certain factors of human functioning. These factors integrate for the 
making preference judgements and seem to account for preference for 
certain environments. 
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The factors of human functioning include both content or the 
specific elements of the environment, and different organizations of the 
elements of the environment (Kaplan and Kaplan 1989). In other 
words, both the content and the organization of the elements of the 
environment play important roles in people's preferences. We must, 
therefore, examine not only the specific environmental elements that 
are preferred but also the relations among these elements. Both the 
elements and their relations can be easily understood in terms of the 
human inclination to seek and process information. In sum, humans, as 
processors of information, more or less effectively deal with the 
information offered from the environment, thereby making human 
functioning possible. Humans are extremely facile in their ability to 
extract information from the enVIronment. If the characteristics of the 
environment that enhance some sense of appropriateness or rightness 
could be identified and recognized, designers are able to incorporate 
them in designing and decision making. 
Approaches of Landscape Assessment 
Much preference research involves scenic assessment of the 
natural environment. Although the literature related to landscape 
assessment will be reviewed, an attempt will be made to apply these 
principles to the interior of built environments. There are many 
approaches by which to assess landscape quality. These approaches 
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can be classified in many ways. Some approaches are based on the 
expert's judgement and some on the user's. Currently, there are three 
major similar and overlapping classifications of landscape-assessment 
methods by Greene; by Daniel and Vining; and by Zube, Sell, and Taylor. 
These classification systems help organize the researcher efforts to 
determine landscape value. 
Three approaches classified by Greene 
Greene (1983) has defined three approaches used in landscape 
assessment: the descriptive approach, the physical-perceptual 
approach, and the psychological approach. The descriptive approach IS 
a method employed by landscape architects to describe a scene through 
a number of descriptive elements such as line, form, color, and texture. 
These elements are recognized by architects and designers in their 
creative efforts. Examples of principles on whIch architects rely to 
describe the organization of elements are contrast, convergence, and 
enframement. The descriptive approach is useful in general and is 
widespread in practice, being applied to evaluate scenic quality (Greene 
1983). However, the descriptive approach as used by architects, is 
subjective and may therefore not reflect the judgements of the general 
public (nonexperts). 
Another approach defined by Greene (1983) is the physical-
perceptual approach. By this approach, which usually involves 
sophisticated mathematical techniques, a panel of judges determines 
how much concrete physical objects in the scene contribute to scenic 
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value. For example, Daniel and Boster (1976) assessed preference 
regarding an Arizona forest and found that preferences were associated 
with such variables as amount of downed wood, average tree diameter, 
tree density, and distribution of downed wood. Because the physical-
perceptual approach is derived scientifically, it does have objective 
merit. According to Pitt and Zube, this approach does a very 
respectable job of predicting the assessments of a scene (Pitt and Zube 
1979). Nevertheless, it does not always make intuitive or theoretical 
sense (Weinstein 1976). 
The third method of scenic assessment is termed the 
psychological approach (Greene 1983). According to this approach, the 
psychological organization of elements in a scene is determined by a 
panel of judges, and typical factors such as complexity, coherence, 
ambiguity, spaciousness, and uniqueness, are determined subjectively. 
Five conceptual models 
To assess landscape quality, Daniel and Vining developed five 
conceptual models: The ecological, formal aesthetic, psychophysical, 
psychological, and phenomenological models. These models are 
identified by means of different approaches to several central issues 10 
landscape assessment: different choices of aesthetic standards, 
different assumptions about relevant landscape properties, and 
different emotional emphasis, such as perceptions, feelings, or 
interpretations (Danil and Vining 1983). 
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In the "ecological" model, assessments are usually carried out by 
experts specially trained in ecology. This model tends to define 
aesthetic quality in biological terms. The "formal aesthetic" model, 
usually applied by experts with formal training, is the method most 
widely used in landscaping. According to this model, aesthetic values 
in the abstract features of landscape include formal properties such as 
lines, forms, colors, and textures, and their relations. The primary 
determinants of aesthetic value include variety, harmony, unity, and 
contrast. 
The "psychophysical" model was established to determine the 
quantitive relations between physical features of environmental 
stimuli and psychological responses (human perceptual judgement). 
Variables representing physical features in the environment may be 
defined in terms of "manageable features," such as trees per acre, 
pounds per acre of grass, and cubic feet of downed wood. Or they can 
be defined in photographic terms, such as the area of a picture covered 
by either trees or sky. Human perceptual response can be expressed m 
several ways, such as rank orders (Shafer and Brush 1977), rating 
scales of various kinds (Daniel and Boster 1976), or paired-comparison 
choices (Buhyoff and Wellman 1978). 
The "psychological" model is based on the human perceptual 
response evoked by various landscapes. The human perceptual 
response involves the cognitive and affective reactions of people and 
thus characterizes the landscape in relatively subjective terms. This 
method is usually employed by having respondents rate settings on a 
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battery of perceptual, cognitive, and affective scales. The dimensions 
of the scales involve, for example, colorfulness, beauty, information, 
complexity, mystery, legibility, value, fearfulness, and stress. 
Whereas both the psychophysical and psychological models focus 
on the interaction between respondents and landscape, the 
"phenomenological" model places considerable emphasis on feelings, 
emotions, expectations, and interpretations. A phenomenological 
assessment is usually conducted by having subjects recall or imagine a 
place through either detailed interviews or verbal questionnaires. The 
personal experiences and the impressions of the researcher are thus 
the bases of such assessments. Inasmuch as the approach determines 
the meaning and significance of various aspects of an environment for 
the individual, the emphasis of this approach is the person-Iandscape-
context complex of a unique landscape. 
Four paradigms 
Yet another type of landscape-quality assessment method was 
developed by Zube, Sell, and Taylor (1982), who organized diverse 
landscape perceptions and assessments into four paradigms: expert, 
experiential, psychophysical, and cognitive. This construct closely 
paralleled the five conceptual models identified by Daniel and Vining 
and was reminiscent of Greene's three approaches. 
In the four paradigm system, both the ecological and formal 
aesthetic models identified by Daniel and Vining are categorized as 
experts. This reliance on experts is parallel to Green's descriptive 
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approach. The psychological model defined by Daniel and Vining is 
similar to the cognitive paradigm labeled by Zube et al. and parallels 
Greene's psychological approach. The phenomenological model defined 
by Daniel and Vining is labeled the experiential paradigm, which is not 
included in Green's classification. The psychophysical model identified 
by Daniel and Vining is the equivalent of the psychophysical paradigm, 
which parallels Green's physical-perceptual approach. 
In sum, according to these approaches, models, and paradigms, 
both humans and the environment play roles in determining landscape 
quality. Landscape quality is determined entirely by features of the 
environment, rather than by human, in the ecological and formal 
aesthetic models, the expert paradigm, and the descriptive approach 
Humans are placed in a central position in the psychophysical, 
psychological, and phenomenological models; the psychophysical, 
cognitive, and experiential paradigms; and the physical-perceptual and 
psychological approaches. From among the conceptual models of 
landscape-quality assessment, the psychological model IS the most 
useful in improving scenic assessment models, because it creates a 
sound theoretical basis from which to make predictions about the 
perceived values of landscapes. It appears that the psychological 
model is the most compelling approach by which to evaluate the 
interior domain. 
Scrutiny of the approaches developed for the assessment of 
landscape aesthetics points to the need of a theoretical framework 
capable of explaining environmental preference is needed. In next 
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section the literature relevant to the theories of environmental 
preference will be reviewed. 
Environmental Preference: Three Theoretical Frameworks 
Based on the psychological model, three dominant theoretical 
approaches have been developed the explain the cognitive basis of 
environmental preference. These three approaches are Kaplans' 
Information Processing model (Kaplan and Kaplan 1978, 1982, 1989), 
Berlyne's Arousy theory (Bedyne 1960, 1972, 1974), and Appleton 
Prospect and Refuge theory (Appleton 1975). The research focus of 
these three approaches has been the meaning of landscape, and 
scenery has primarily been viewed as a mental construct bUIlt up, 
usually from vIsual modes of information gathering. Of these three 
frameworks, the Information Processing model has received the most 
attention in the research literature (see S. & R. Kaplan 1978, 1982; 
Ulrich 1977; Anderson 1978; Herbert 1981; Ellsworth 1982). 
Information Processing Model for the prediction of preference 
One of the dominant theoretical approaches relevant to 
understanding environmental preference is Kaplans' Information 
Processing model. In recent years, this model has been used 
extensively, across a range of visual assessment studies (R. Kaplan 
1977; Kaplan et al. 1972; Hammitt 1978; Gallagher 1977). To date, only 
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the Kaplans' theoretical framework has been employed in an applied 
scenic assessment procedure (Schauman and Pfender 1982). This 
theory and its implications, as well as research conducted by the 
Kaplans and others point to the potential of this theory in interior 
environments. 
The Information Processing model is described in detail by the 
Kaplans (1978, 1982). It falls within what Zube, Sell, and Taylor (1982) 
have called the Cognitive paradigm which refers to a search for human 
meaning associated with landscape properties. Daniel and Vimng 
(1983) included this Information Processing model under their 
Psychological model, which refers to the cognitive and affective 
reactions of people evoked by various landscape. Greene (1983) 
referred to this Information Processing model as the Psychological 
approach and characterized it as relating to "the psychological 
organization of the elements in the scene which contribute to predict its 
value." 
Arising from the evolutionary perspective, the Kaplans' 
Information Processing model is based on the concept that information 
is necessary and important to human survival. Two major categories in 
this model--"making sense" and "involvement" --are each viewed as a 
pervasive human need and as a cognitive process. Making sense refers 
to the process of organizing an environment so that one can 
comprehend it and find one's way around in it. The motive to make 
sense drives people to find which of their cognitive maps applies to a 
given situation. Involvement refers to the process of engaging and 
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sustaining one's interest in an environment. The motive of 
involvement forces people to explore, to enter new settings, and to 
extend their cognitive maps. 
Kaplans' Information Processing model assumes that a human IS 
an information processing organism; it asserts that humans prefer 
scenes that they can make sense of, qUIckly, and that they prefer 
scenes promising additional information (S. Kaplan and Wendt 1972). 
The Kaplans concluded that "As pervasive and far-reaching human 
needs, makIng sense and involvement are important components In 
preference. These needs profoundly influence human preference for 
patterns of information" (Kaplan and Kaplan 1982, p. 80). 
According to the Kaplans (1982), these two informational are set 
in time dimensions addressing both present, or immediate, needs and 
future, or longer-term, possibilities. So for each of these categories, two 
specific variables were included. The combination of these 
Informational needs yields four distinct variables: coherence, 
complexity, legibility, and mystery. The four variables were analyzed 
in terms of the way in which they aided in understanding or 
exploration, and in terms of a two- or three- dimensional analysis of 
the scene (Kaplan and Kaplan 1989). Table 2.1 provides brief 
descriptions of these four variables within the model. 
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T bl 21Th K 1 'I f a e . e ap.ans n ormatIon P rocessIllg M d 1 o e 
Making Sense Involvement 
(Understanding) (Exploration) 
Present or Coherence Complexity 
Immediate order, "hanging together, " Richness, intricacy, 
(2 Repeated elements no. different elements 
dimensions) 
Future or Legibility Mystery 
Promise Finding one's way there, Promise of new but 
(3 distinctiveness related information 
dimensions) 
(Kaplan et al. 1989) 
The four informational variables presented III Table 2.1 are 
briefly defined as follows: 
Coherence- The extent to which the scene "hangs together" and the 
ease with which the scene can be organized through 
repetition of elements, textures, and structured factors 
facilitating comprehension 
Complexity- The amount of variety or diversity of elements presented 
in the scene, which has sufficient information to sustain 
one's interest 
Mystery- The degree to which more information may be gained by 
proceeding further into the scene 
Legibility- The recognition of an environment III which one might be 
able to explore extensively without getting lost; the extent 
to which the larger environment contains features 
allowing one to put together a useful map for way-finding 
(Kaplan 1982; Gimblett et al. 1985; Herzog 1987). 
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The Kaplans concluded that the Information Processing model IS a 
framework, or a structure for analysis; it might not account for all 
aspects of environmental preference, but it could provide a fairly 
universal. This model suggests that the needs for making sense and for 
involvement are both important; one can not replace the other. All the 
same, both present and future possibilities coexist (Kaplan and Kaplan 
1989). 
This underlying theoretical framework is based on the concept 
that perceptual processes involve extracting information from the 
environment. This model is concerned with the organization of space 
rather with than the specific elements of physical settings. The way In 
which the space is organized provides the viewer with considerable 
information about how he or she might function in it. 
A scene or landscape or setting is not merely something to 
perceive but something to enter into. Implicitly at least, one 
must consider how one would function if one were to enter into 
the space and move around in it. Thus the longer range, or more 
future, aspect of preference depends upon the analysis of the 
inferred three-dimensional space. The more immediate aspect of 
preference seems to involve the two-dimensional qualities of the 
scenes. (Kaplan and Kaplan 1982, p.82) 
A number of studies have applied the theoretical framework to 
make predictions of environmental preference. The review showed 
that twenty-one studies, from 1972 to 1989, regarding content 
concerns, openness, spatial definition, and variables in the information-
processing model as potential predictors of environmental preference. 
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These studies included five doctoral dissertations (Anderson 1978; 
Gallagher 1977; Medina 1983; Scott, S. 1989; Woodcock 1982) and 
three master's theses (Ellsworth 1982; Herbert 1981; Levin 1977). 
There were also six studies by Herzog alone (1984, 1985, 1987, 1989) 
and with Kaplan and Kaplan (1976, 1982), two by Kaplan et al. (1972, 
1989), one by R. Kaplan (1973), and one each by Gimblett et al. (1985), 
Kent (1989), Nasar (1983), and Schutte et al. (1986). 
The choice of predictors differed greatly among these studies. 
Mystery, Coherence, and Complexity were included most frequently; 
legibility received less attention. Other variables affecting preference, 
but not contained in the information processing model, were also 
included. These variables were familiarity (Anderson 1978; Kaplan, R. 
1973; Medina 1983), edge (Gallagher 1977, Kaplan et al. 1989), 
spaciousness (Anderson 1978; Gallagher 1977; Herzog 1984, 1985, 
1987; Nasar 1983), texture (Gallagher 1977; Herzog 1984, 1985, 1987), 
prospect! refuge (Woodcock 1982, Herzog 1989), and identifiability 
(Herzog 1984, 1985, 1987). The analytic approaches to data analysis 
also differed among studies. 
This large group of studies employed different environmental 
contexts. Most of the studies included natural settings such as 
riversides, forests, marshes, fields, mountains, deserts, canyons, etc. 
(e.g. Anderson 1978; Ellsworth 1982; Gallagher 1977; Gimblett et al. 
1985; Herzog 1984, 1985, 1987; Kaplan et al. 1989; Levin 1977; Schutte 
et aI. 1986; Woodcock 1982). Some studies focused on urban scenes 
such as highways, buildings, downtowns, residential areas, commercial 
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areas, and industrial areas (Herzog et a1. 1976, 1982; Kaplan, R. 1973; 
Nasar 1983; Medina 1983). Some included a mixture of built and 
natural settings (Herbert 1981; Herzog 1989; Kaplan et. a1. 1972). Only 
two studies found on interior settings: one focused on scenes in a 
shopping mall (Kent 1989) and the other focused on general 
commercial interiors (Scott, S. 1989). 
Kent's study demonstrated that "There IS a positive relationship 
between mystery and preference in the built environment as 
represented by shopping malls" (Kent 1989, p. 34). Scott's study 
examined the relationships between visual attributes of the 
environment and preference, determined the relationship between 
preference and mystery, and investigated the relationships between 
mystery and environmental attributes. The findings of Scott's research 
supported the cognitive perspective of mystery to be useful In 
explaining preferences within the interior environment. 
Generalizing across these studies suggests the following: 
1. Mystery is reliably associated with high preference in natural 
environments (Anderson 1978; Ellsworth 1982; Gallagher 
1977; Gimblett et al 1985; Hebert 1981; Herzog 1984, 1985, 
1987, 1989; Kaplan et a1. 1989; Levin 1977; Woodcock 1982). 
2. Coherence has predicted preference successfully in a number 
of studies (Anderson 1978; Ellsworth 1982; Gallagher 1977; 
Hebert 1981; Kaplan, R. 1973; Nasar 1983; Herzog 1985,1989). 
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3. Complexity has been marked by theoretical controversy and 
contradictory findings. 
4. Legibility's role is still not satisfactorily judged. 
As can be seen, compared with complexity and legibility, mystery 
and coherence seem more reliable variables in accounting for 
preference. Although the impact of these variables was not so striking 
in some study areas, nonetheless it must be remembered that 
preference did vary from scene to scene. Thus, these findings at least 
suggest that certain variables may be effective only in certain 
environments. 
Arousal theory 
Berlyne's Arousal theory, another theoretical approach to 
preference, assumed preference to be a response to the level of 
environmental stimulation. The central concept of arousal theory is the 
linkage between visual stimuli and human arousal and exploratory 
responses. In other words, according to this theory, the collative 
properties of visual stimuli elicit comparative and investigatory 
responses encompassing complexity, novelty, incongruity, and 
surprisingness. Complexity is defined as the extent to which a variety 
of components constitute an environment. Novelty is defined as the 
extent to which an environment involves new characteristics. 
Incongruity is defined as the extent to which there is a mismatch 
between an environmental factor and Its context. Surprisingness is 
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defined as "the extent to which the individual's expectations about the 
environment are disconfirmed (Berlyne 1960, 1972, 1974). 
Berlyne also identified two kinds of exploratory responses: 
Diversive and Specific explorations which are two different types of 
responses to stimulation level. Diversive exploratory activity occurs 
when perceiving the stimuli: the individual is trying to find something 
to do in order to achieve some optimum level. Specific exploratory 
activity occurs when, perceiving a particular stimulus, the individual 
investigates it to reduce uncertainty (Berlyne 1960, 1972, 1974). 
Consequently, those environments that are intermediate on the 
scale of collative properties and thus intermediate in terms of 
uncertainty, conflict, or arousal should be the environments 
judged most beautiful. That is, environments that are 
intermediate in complexity and novelty and surprisingness 
should be judged the most beautiful, whereas environments that 
are extremely high or low in terms of these collative properties 
should be judged less beautiful or even ugly. (Fisher et al. 1984, 
pp. 41-42.) 
Prospect and Refuge theory 
The third dominant theoretical approach related to understanding 
environmental preference is Appleton's (1975) Prospect (openness) 
and Refuge (protection) theory, which employs spatial variables. 
According to this theory, prospect and refuge are preferred because of 
their survival values. In the Prospect and Refuge theory, Appleton's 
concept of seeing without being seen is a prospect affording the 
opportunity both to see widely and at a great distance and to see 
threats in advance. Situations conducive to not being seen are labeled 
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"refuge," which affords protection (Appleton 1975). ThIs theory 
postulates that the ability to see without being seen was necessary if 
early humans were to meet survival needs. Additionally, all attributes 
ensuring satisfaction of survival needs can become sources of aesthetic 
satisfaction and preference (Balling and Falk 1982). 
Although Prospect and Refuge theory has its foundation in animal 
behavior and is a functionalistic approach to preference, it is still 
adaptable to aesthetics. As a species, humans still respond pleasurably 
when in a preferred environmental situation (Appleton 1975). In 
Appleton's framework, an environment is preferred if one has a chance 
to hide, to find refuge, to seek, and to look into the distance. Moreover, 
research in a variety of urban contexts has consistently demonstrated 
that people prefer prospect (openness) (Horayanknra 1978; Anderson 
1978; Nasar 1983). Research does not seem to support the refuge 
element of Appleton's theory (Woodcock 1982). 
To conclude this review of the three theoretical approaches to 
environmental preference, a number of suggestions can be made: 
Berlyne's Arousal theory on general aesthetics has important 
implications for environmental aesthetics. Nevertheless, it does not 
answer all the questions regarding environmental evaluation. 
Appleton's Prospect-Refuge theory is not well suited to resource 
management, because it lacks an operational definition of the prospect 
and refuge components, and as yet these have not been tested or 
applied in scenic resource assessments. Kaplans' Information-
Processing model provides an objective, analytical basis on which to 
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evaluate and predict observers' responses to landscape. AdditIOnally, 
the underlying theory of R. and S. Kaplan and their colleagues is well 
documented, reasonable, understandable, and multidisciplinary and 
appears to be applicable to the interior design domain. Among those 
studies including the four variables in the Information Processing 
model as predictors of preference, coherence and mystery have been 
more significant predictors of preference than have complexity and 
legibility. Thus, mystery and coherence are considered the most 
promising variables with which to test preference for interior scenes. 
Issues Related to Measuring Visual Preference 
Items selection and rating 
The selection of environmental stimuli is an important Issue In 
visual preference research. There is no simple solution to this sampling 
problem. First, to understand people's preferences for diverse 
environments, environments must be sampled broadly. Kaplan (1975) 
stresses the importance of sampling environments adequately. In 
research of this kind, there are usually more scenes located than are 
eventually used: For example, Herbert (1981) used 55 of an initial 110 
slides, Nasar (1983) used 60 of 84 initial slides, and Kent (1989) used 
45 of 175 initial slides. The final number of test slides, in most 
preference research, ranges from 50 to 80 (Ellsworth 1982; Herbert 
1981; Kaplan, R. 1973; Kaplan et al 1972; Herzog 1976, 1985, 1987, 
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1989; Medina 1983; Nasar 1983; Scott, S. 1989; Woodcock 1982). "By 
starting with considerably more instances than one eventually plans to 
use and obtaining the ratings of several Judges as to the content 
category each instance falls in, a balanced collection of material can be 
selected" (Kaplan and Wendt 1972, p. 6-7-2). 
Other measurement issues are the number of variables and types 
of rating scale. According to Kaplan's suggestion (1972), respondents 
should not be asked to rate too many different variables on a single 
item. It is better to limit the number of rating for one group of 
subjects to two or three variables. While there is no absolute answer to 
the issue of suitable scale, generally however, five-point and six-point 
scales have been satisfactory across a great variety of different 
attributes (Ellsworth 1982; Herzog 1976, 1982, 1984, 1985, 1987, 
1989; Gimblett 1984; Gimblett et al. 1985; Kaplan, R. 1973; Kaplan and 
Wendt 1972; Kaplan et al. 1989; Kent 1989; Keyes 1984; Scott, S. 1989). 
The five-point format has been validated and discussed In previous 
studies (Williamson and Chalmers 1982; Kaplan and Kaplan 1982). As 
Woodcock (1984, p.26) states, "Preference ratings of scenes on a five-
point scale would perhaps suffice. Indeed, people enjoy doing this and 
do it quickly. And that it is a relatively effortless performance may 
suggest that respondents act on immediate feeling rather than 
conscious calculation." 
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On-site visits vs. environmental simulation 
The presentation of environmental scenes to respondents has 
perhaps been the most problematic issue in preference research. An 
on-site visit is the preferred method of presenting environmental 
scenes in environmental preference research because, as a result of 
their direct experience, respondents should be less biased. On-site 
visits, however, do produce certain empirical and analytical problems. 
For reasons of time, money, efficiency, and ease of analysis, 
investigation of human responses to environmental arrays have usually 
used simulations rather than real settings. 
Simulation In the environmental SImulation method, 
human responses are evoked from representations of environments 
rather than from actual environments themselves. Many types of 
media, such as drawings, computer graphics, videotapes, photographs, 
can be used to simulate the environment. Although respondents may 
not be able to react to these simulation in the same way they would to 
the more total experience of real environments, environmental 
simulation has been used extensively for preference research. Certain 
studies have shown that photographs and drawings can reproduce 
effective visual experience and that videotapes can produce an even 
more lifelike experience (Friedmann et al. 1978). 
A number of studies have proved the usefulness of photography 
as an environmental presentation medium (Danford and Willems 1975; 
Howard et aI. 1972; Seaton and Collins 1972; Shafer and Richards 1974; 
Shuttleworth 1979). For example in a study conducted by Seaton and 
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Collins (1972), subjects rated color slides, black and white films, 
videotapes, and actual settings on several dimensions. The ratings 
agreed fairly closely across modalities. The study suggested that 
simulation techniques were as good as on-site visits. The results of 
Shuttleworth's study (1979) indicated that there were very few 
significant differences between the responses to and the perceptions of 
landscapes, either when viewed on site or through photographs: 
Overall, our research results suggested that, when color-slide or 
picture presentations adequately depict most of the vanation of 
natural and man-made environments, the adjective-pair 
measurement of response to the picture presentations agrees 
favorably with similarly measured on-site responses to the same 
scenes (Shafers and Richards 1974, p. 26). 
Thess studies suggest, with greater or lesser degrees of 
confidence, that in terms of overall response patterns to the use of 
pictorial simulation can be an adequate substitute for real 
environments. 
Slides Presentation of slides of a wide range of settings IS a 
conventional technique used in experimentally viewing natural 
environments. Fisher et al. (1984, p.385) noted that "An underlying 
assumption in this form of simulation is that slides constitute accurate 
reproductions of the human-made and natural environments and can 
therefore be used in their place." The use of slides were validated and 
discussed in Kaplans' study (1982), and responses to slides were found 
comparable to on-site responses to those scenes (Howard et al. 1972; 
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Shafer and Richards 1974; Shuttleworth 1979). Herzog summarizes 
this methodological issue: 
Color slides were used as surrogates for actual environment. 
Although some researchers seem dogmatically opposed to this 
approach, a through review of landscape simulation research by 
Zube, Simcox, and Law (1987) gave it a strong endorsement on 
grounds of reliability and validity (Herzog 1989, p. 30). 
Overall, there are several advantages to using slides as a 
simulation media: they are easy to show to either a small or a large 
group; they can be used with greater speed; their production cost IS 
low; and a great variety of scenes can be presented at one time. 
Color vs. black-and-white Certain studies considered color 
photographs preferable to black-and-white photographs as a 
simulation medium. Seaton and Collins (1972) concluded that color 
photographs represented reality better and provided more reliable and 
powerful simulations than did models and black-and-white 
photographs. Howard (1972) assumed that color slides deviated less 
from the actual environments than did black-and-white slides. The 
results of Shuttleworth's (1979, p.74) study suggested that "black-and-
white photographs tended to induce more extreme and more highly 
differentiated responses than color photographs, and that the latter 
related more closely to field responses." 
It was therefore concluded that color slides as a simulation 
medium can be used to study human response to an environment. 
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Conclusions and Hypotheses 
The revIew of literature has shown that the shopping mall is an 
important and popular type of built environment in the day-to-day life 
of contemporary Americans. Each of the common visual elements 
found in mall public places can be placed into eight categories based on 
visual features and functional characteristics. Visual preference plays 
an important role in human functioning. Among the approaches to 
landscape-quality assessment, the psychological model identified by 
Daniel and Vining is the most useful in terms of explaining the 
theoretical bases for preference. Based on the psychological model, 
Kaplans' information processing model is the most developed 
theoretical framework successfully predicting environmental 
preference. This information model is applied to explore the visual 
preference of interior public spaces within the shopping-mall context. 
Within Kaplans' information processing model, mystery and coherence 
variables were, according to most studies, the most important 
contributors to environmental preference. Finally, in environmental 
preference research, there have been several advantages attributed to 
the use of color slides when used as the environmental presentation 
medium. 
Based on the objectives of this study and on conclusIOns drawn 
from the literature review, four hypotheses were developed for testing 
in this study: 
40 
1. Mystery and coherence variables each wIll be a useful 
predictor of preference for intenor scenes in shopping malls. 
2. Differences in patterns of preference for the interior scenes of 
shopping malls can be organized into a finite group of 
attributes that can be defined by similar visual characteristics. 
3. Significant differences between attributes will exist In terms of 
mean ratings of preference, as well as coherence, and mystery. 
4. Significant differences in mean ratings of preference, as well 
as coherence, and mystery will exist among the eight 
categories of visual and functional features found in mall 
public places. 
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CHAPTER III. METHODOLOGY 
Research Design 
To test the proposed hypotheses, two groups of respondents rated 
slides of interior scenes from American shopping malls. The first group 
of two panels of experts rated 80 scenes for mystery and coherence 
(phase I). The final 60 slides were selected from the 80 slides rated by 
these experts. The final 60 slides were shown to the second group of 
195 students, who rated the slides for preference (phase II). 
Respondents used a five-point scale to indIcate their rating for each 
slide. The ratings obtained were analyzed through the qualitative 
methods. More details on the research design are presented in this 
chapter, while the results are described and discussed in Chapter.Four. 
Sampling the Shopping Mall Environment 
Scenes from shopping malls were compiled by taking color slIdes 
from both books and the most recent three years of certain journals, 
and magazines (Bednar 1989; Fitch and Knobel 1990; Rathbun 1988, 
1990; Scott, N. 1989; Shopping Center World 1989, 1990; Chain Store 
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Age Executive 1990; National Mall Monitor 1989). If the photographs 
provided views that typical users might have when walking about 
shopping mall, either in or out of the pedestrian or eating areas, but not 
inside retail stores, the photographs were chosen. Only photographs 
with a minimum number of people were included. When sampled, 
scenes were considered to encompass the range and variety of built-
environment variables in shopping malls that might be perceived and 
responded to by users. A broad sample of scenes was included to 
enhance the generalizability of the study: By representing twenty-six 
states, the scenes should be a reasonably representative of malls 
around the United States. From the published materials, 149 slides 
were taken with a 35mm camera using ASA 160 Ektachrome film. 
Of these initial 149 slides, 38 were eliminated because of poor 
focus, poor lighting, photographic distortion, and/or redundancy. The 
remaining 111 slides were grouped into the eight categories that 
reflected the visual or functional features of the interior settings and 
that were identified through the literature review (Fitch and Knobel 
1990, Gillette 1985, Kent 1989, Wright 1974): 
1. vista from the horizontal level; 
2. seating (chairs, benches, low walls, etc.); 
3. level changing (ramps, stairs, etc.); 
4. vista from upper levels, looking down (birds-eye view); 
5. prominent vertical elements (sculptures, trees, etc.); 
6. water features; 
7. open spacious areas; 
8. vista from lower levels, looking up (skylights, ceilings, etc.); 
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The presorting of the slides was accomplished by having 13 
senior architecture and interior design students sort the scenes into the 
eight categories based on visual similarity. After presorting, at least 11 
slides fell into each category. The best ten slides were picked for each 
category, and in the end these were ten slides from each of these eight 
categories, reflecting a balance of sorts. These 80 subenvironment 
slides broadly covered the most common scenes and a range of 
aesthetic development found in malls. 
Data Collection 
Phase I. Obtaining mystery and coherence ratings 
S u bj ects These were 19 expert judges consisting of 1) SIX 
professors from the college of Design, Iowa State University, all of 
whom were in one of the three areas of landscape, architecture, or 
interior design and 2) thirteen professional architects or interior 
designers from the Des Moines area. The six professors were contacted 
personally by the researcher. The thirteen designers were contacted 
by senior interior design manager, who also arranged the rating 
session. 
Rating session There were four rating seSSIOns In phase I of the 
study. On November 2nd, 1990, the first two ratmg sessions for the six 
professors were held in a conference room of the Design College 
building at Iowa State University. On November 9th , 1990, the second 
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two sessions for the 13 professional designers were held in a 
conference room of RDG Bussard Inc., Des Moines, Iowa. 
Slide orgamzation To avoid biasing effects from other 
ratings, all slides were rated for "mystery" before proceeding to 
"coherence." To control for order effect, the slides were presented In 
four different orders for each of the rating sessions. Table 3.1 shows 
the four different orders used in presenting the slides during the phase 
I rating sessions. 
T bl 3 1 Sl'd a e . 1 e presentanon or er, J!. ase d h I . 
Group 6 professors 13 designers 
session 1. mystery 2. coherence 3. coherence 4. m~stery 
slide order 1-40 41-80 41-80 1-40 
slide order 41-80 1-40 1-40 41-80 
Rating Procedure Sessions procedures were as follows. Each 
expert was given two separate response forms (see Appendixes A.1. 
and A.2.), as well as a brief description of the concepts mystery and 
coherence. Mystery was defined as "The degree to which you can gain 
more information if you could walk deeper into the scene" (Herzog 
1987,1989; Itami and Fitzgibbon 1985). Coherence was defined as "The 
extent to which the scene hangs together through repetition of 
elements, textures, and structural factors which facilitate 
comprehension" (Itami and Fitzgibbon 1985, p. 88). 
After reading the slide rating instructions, experts were shown 
six practice slides with which to evaluate and record their ratings. The 
practice slides were shown on the screen for as long as raters wished 
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and discussion was permitted. The practice slides shown in the pre-
test were selected to give an idea of the range of both mystery and 
coherence in the scenes to be evaluated. These slides gave raters the 
chance to clarify their understandings of the definitions of mystery and 
coherence. 
Next, each of the 80 slides was shown for 15 seconds, with a one- \ 
minute break after the first 40. There was a three-minute break 
between the rating sessions for mystery and the one for coherence. It 
took about 30 minutes for each rating session and a total of sixty 
minutes to complete the project. All ratings utilized a five-point scale 
ranging from 1 = "not at all" to 5 = "a great deal." 
Reduction of the slides 
The slide-selectIOn procedure was as follows. Mean ratings of 
coherence and mystery were computed for each of the 80 slides. The 
10 slides with the highest mean rating for mystery and 10 slides with 
highest mean rating for coherence were identified. This included a 
total of 17 slides due to overlap in the two groups. In the same way 
the 10 slides with the lowest mean mystery ratings and the 10 sides 
with the lowest mean coherence ratings were identified resulting in a 
total of 15 slides. The remaining 48 slides were arranged in the order 
in which they had been shown to the experts. From this, a sample was 
drawn by picking every other slide until 28 slides were selected. 
These were randomly intermixed with the 32 high and low rated slides 
resulting in a set of 60 slides (see Appendixes B and F). Within this 
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group, the 60 slides fell into each of the 8 categories of visual and 
functional features previously listed are shown in Table 3.2. 
Table 3.2. Distribution of sixty test slides within the eight visual 
an d f I unctIOn a categones 
Initial visual & functional categories Slide no. Qty 
1. vista from the horizontal level 1, 2, 16, 42, 43, 55, 58 7 
2.seating (chairs, benches, low 3, 4, 17, 18, 19 39, 41, 8 
walls, etc.) 54 
3.level changing (ramps, stairs, etc.) 5, 6, 20, 37, 40, 51, 52, 9 56, 57 
4. vista from upper levels looking 7, 21, 22, 23, 36, 38 6 
down (birds-eye view) 
5.prominent vertical elements 8, 9, 24, 25, 35, 48, 49, 8 
IscuIJ~tures, trees, etc.) 53 
6.water feature 10, 11, 26, 33, 34, 50 6 
7.open spacious 12, 13, 27, 28, 29, 31, 32 9 area 44, 46 
8.vista from lower levels looking 14, 15, 30, 45, 7, 59, 60 
7 up (skylights, ceilings, etc.) 
Phase II. Obtaining preference ratings 
Subject In phase II, after research approval had been 
obtained from both of the Psychology Department Human Research 
Review Committee and the Iowa State University Committee on the use 
of Human Subjects in Research, sign-up sheets for participant 
volunteers were posted on the bulletin board in the Psychology 
Department at Iowa State University. Each scheduling sheet provided a 
brief description of the experiment, as well as the time, place, and 
length of time required of participants. Each participant earned one 
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extra credit hour for his or her participation In the experiment. The 60 
test slides were presented to 195 undergraduate students enrolled in 
one section of Introductory Psychology course at Iowa State University. 
Thirteen students were in design field, based on data provided on the 
response form (see Appendix A.3). To avoid bias of this design 
experience, these students were eliminated from this research. Thus 
182 subjects' data was used for data analysis. 
Rating sessions There were sixteen rating sessions In phase II of 
this study. These sessions, with from 5 to 22 participants were held In 
different classrooms on the Iowa State University campus, between 
November 12th and November 16th, 1990. 
Slide organization To control for order effects, the 60 slides 
were presented in eight different orders. Each order was used for two 
of the sixteen sessions. The first order was generated randomly. The 
second, third, and fourth orders were devised by systematically 
interchanging the quarters of the first order. The fifth presentation 
order was the reverse of the first order, and the sixth, seventh, and 
eighth presentation order were devised by systematically 
interchanging the quarters of the fifth order. Table 3.3 shows the eight 
different orders of slide presentations in the sixteen rating sessions of 
phase II. 
T hI 33 Srd a e . I e presentatIon 
session 1 , 2 3,4 5 , 6 
1-15 31-45 16-30 
slide 16-30 46-60 31-45 
order 31-45 1-15 46-60 
46-60 16-30 1-15 
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d h or er, p ase II 
7,8 9 , 10 
46-60 60-46 
1-15 45-31 
16-30 30-16 
31-45 15-1 
. 
11, 12 13, 14 
30-16 45-31 
15-1 30-16 
60-46 15-1 
45-31 60-46 
Rating Procedure Each student was provided with a 
15, 16 
15-1 
60-46 
45-31 
30-16 
response sheet (see Appendix A.3) on which to indicate his or her 
response to the question "How much do you like the scene?" on a five-
point scale ranging from 1 = "not at all" to 5 = "a great deal." Six 
practice slides proceeded the 60 slides, and a one-minute intermission 
occurred halfway through the section. Students were shown sample 
slides to help them adjust to the task and to the five-pomt scale. Each 
slide was presented for 15 seconds. It took about thirty minutes to 
complete the project for each rating seSSIon. 
Data Analysis Procedure 
The types of data obtained in this study were independent 
mystery, coherence, and preference ratings for 60 interior scenes In 
shopping malls. The majority of the data analysis involved 
mathematical computations and statistical procedures that were carried 
out with the use of computer on the campus of Iowa State University 
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using the SAS statistical software package. Data were analyzed 
according to four strategies. 
The first strategy was to examine correlations between each of 
the two informational variables (mystery and coherence) and 
preference. This was accomplished by calculating a correlation 
coefficient for each of the two variables and preference. 
The second strategy was to determine whether mystery or 
coherence was more strongly related to preference. This was 
accomplished by using a regression analysis for the entire set of 60 
scenes. 
The third strategy was to discover common patterns In people's 
preferences for interior scenes in shopping malls. 
the 60 scenes were subjected to a factor analysis. 
Preference ratings of 
First, a principal 
component analysis was performed to determine the number of factors. 
Then a varlmax factor rotation was performed. The final solutions 
derived were interpreted to identify common visual attributes within 
each factor. 
The fourth strategy was to use an analysis of vanance (ANOV A) 
to evaluate if (1) there were statistically significant differences 
between any of the initial feature categories or any of the factor 
analysis groups in terms of the mean ratings of mystery and coherence 
or (2) there were statistically significant differences between eight 
initial categories or seven factor groups in terms of preference mean 
ratings. 
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CHAPTER IV. RESUL TS AND DISCUSSIONS 
A presentation and discussion of data gathered, statistical 
procedures employed, and results obtained has been organized into 
four sections, according to the hypotheses addressed in Chapter II. 
Experts' mean and standard deviation for mystery and coherence 
ratings of the slides, as well as the respondents' mean ratings and 
standard deviation for preference are presented in Appendix C.1. 
Hypothesis Number One 
Hypothesis number one: Mystery and coherence variables each 
will be a useful predictor of preference for mtenor scenes in shopping 
malls. 
The relations between preference and mystery 
The overall preference mean for the test slides was 3.41, with a 
range of 2.05 to 4.28 and a standard deviation of 0.48. The overall 
mean for mystery was 2.97 with a range of 1.26 to 4.15 and a standard 
deviation of 0.69. Inspection of mystery and preference ratings 
revealed the following relations: 
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1. The ten slides with the highest mystery scores had a mean 
preference rating of 3.86 (Table 4.1); 
2 The ten most preferred slides had a mean mystery rating of 
3.54 (Table 4.2); 
3 The ten slides with the lowest mystery scores had a mean 
preference rating of 2.90 (Table 4.3); 
4 The ten least preferred slides had a mean mystery rating of 
2.2 (Table 4.4). 
These results suggest a positIve relations between mystery and 
preference: When mystery scores were high, preference tended to be 
high, when mystery scores were low, preference scenes tended to be 
low. With one exception the preference scores fell above the mean for 
high mystery scores and below the mean for low mystery. A Pearson 
product moment correlation coefficient (r) of .73876 was obtained from 
comparing the 60 preference and 60 mystery ratings. When only ten 
of the highest-rated slides and ten of the lowest-rated slides for 
mystery were selected, the correlation coefficient of .87168 was 
obtained. This indicates that the correlation between preference and 
mystery for the 20 highest and lowest rated slides for mystery is 
stronger than that for the entire set of 60 slides and that mystery 
rating accounts for approximately 76% of the variance in preference 
rating. This outcome supports a strong positive linear correlation 
between preference and mystery. 
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Table 4.1 Mean preference ratmg for ten highest-rated 
t rd mys ery s 1 es 
Slide no. Mystery mean Preference mean 
1 1 4.15 4.18 
52 4.10 3.80 
55 4.10 4.24 
40 4.00 3.79 
29 3.89 3.82 
26 3.84 4.28 
34 3.84 3.84 
49 3.84 3.48 
21 3.73 3.47 
31 3.73 3.75 
Xm = 3.92 Xp = 3.86 
Table 4.2 Mean mystery rating for ten most preferred 
slides 
Slide no. Mystery mean Preference mean 
26 3.84 4.28 
55 4.10 4.24 
1 1 4.15 4.18 
37 3.52 4.14 
60 3.57 4.08 
45 3.42 4.06 
59 3.31 4.04 
7 3.36 3.98 
8 2.89 3.96 
47 3.26 3.92 
Xm = 3.92 Xp = 4.09 
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Table 4.3 Mean preference rating for ten lowest-rated 
rd mystery s 1 es 
Slide no. Mys tery mean Preference mean 
53 2.31 3.16 
22 2.26 3.34 
51 2.26 3.63 
3 2.05 2.90 
19 2.05 2.88 
54 1.94 2.51 
36 1.89 2.56 
33 1.63 3.24 
12 1.42 2.76 
27 1.26 2.05 
Xm = 1.91 Xp = 2.90 
Table 4.4 Mean mystery rating for ten least preferred 
slides 
Slide no. Mystery mean Preference mean 
2 2.68 2.89 
19 2.05 2.88 
4 2.78 2.82 
28 2.36 2.78 
12 1.42 2.76 
42 2.42 2.67 
32 3.26 2.66 
36 1.89 2.56 
54 1.94 2.51 
27 1.26 2.05 
Xm = 2.21 X p = 2.66 
The relations between preference and coherence 
The overall preference mean for the 60 slides was 3.41, WIth a 
range of 2.05 to 4.28 and a standard deviation of 0.48. The overall 
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mean for coherence was 2.98, with a range of 1.68 to 4.15 and a 
standard deviation of 0.60. Inspection of the coherence and preference 
ratings revealed the following relations: 
1. The ten slides with the highest coherence scores had a mean 
preference rating of 3.63 (Table 4.5); 
2 The ten most preferred slides had a mean coherence rating of 
3.50 (Table 4.6); 
3 The ten slides with the lowest coherence scores had a mean 
preference rating of 2.89 (Table 4.7); 
4 The ten least preferred slides had a mean mystery rating of 
2.28 (Table 4.8). 
These results suggest that a positive hnear relations exists 
between coherence and preference: When coherence scores were high, 
preference scores tended to be high, and when coherence scores were 
low, preference scores tended to be low. With three exceptions the 
preference scores fell above the mean for high coherence scores and 
below the mean for low coherence scores. A Pearson product moment 
correlation coefficient of .67141 was obtained when 60 preference and 
60 coherence ratings were compared. When only the ten slides with 
the highest coherence ratings and ten slides with the lowest coherence 
ratings were selected, a correlatIon coefficient of .79377 was obtamed. 
This indicates that the correlation between preference and coherence 
for the 20 slides with the highest and lowest coherence ratings slides IS 
stronger than that for the entire set of 60 slides and that coherence 
rating accounts for approximately 62% of the variance in preference 
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rating. This outcome supports a positive correlation between 
preference and coherence. 
Table 4.5 Mean preference rating for ten highest 
-rated coherence slides 
Slide no. Coherence mean Preference mean 
52 4.15 3.80 
46 4.10 3.64 
55 4.05 4.24 
7 3.89 3.98 
14 3.89 3.54 
37 3.84 4.14 
5 3.63 3.37 
20 3.63 2.90 
1 3.57 3.19 
49 3.57 3.48 
Xc = 3.83 Xp = 3.63 
Table 4.6 Mean coherence rating for ten most 
f d I'd pre erre s 1 es 
Slide no. Coherence mean Preference mean 
26 3.36 4.28 
55 4.05 4.24 
1 1 3.15 4.18 
37 3.84 4.14 
60 3.42 4.08 
45 3.42 4.06 
59 3.26 4.04 
7 3.89 3.98 
8 3.36 3.96 
47 3.21 3.92 
Xc = 3.50 Xp = 4.09 
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Table 4.7 Mean preference rating for ten lowest-rated 
coherence slides 
Slide no. Coherence mean Preference mean 
6 2.31 3.26 
17 2.26 3.31 
9 2.15 3.39 
33 2.15 3.24 
42 2.00 2.67 
48 2.00 3.01 
54 2.00 2.51 
36 1.89 2.56 
19 1.84 2.88 
27 1.68 2.05 
Xc = 2.03 Xp = 2.89 
Table 4.8 Mean coherence rating for ten least 
f d rd pre erre s 1 es 
Slide no. Coherence mean Preference mean 
2 2.57 2.89 
19 1.84 2.88 
4 2.31 2.82 
28 2.42 2.78 
12 2.68 2.76 
42 2.00 2.67 
32 3.47 2.66 
36 1.89 2.56 
54 2.00 2.51 
27 1.68 2.05 
Xc = 2.28 Xp = 2.66 
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Relations of mystery and coherence to preference 
To determine which of the two informational variables (mystery 
or coherence) was more strongly related to preference, a regression 
analysis of the 60 test slides was performed. Throughout the analyses, 
the Kaplans' statement was born in mind: 
Regression analyses are useful for isolating the effectiveness of 
each factor in its "purest" form (i.e., having statistically 
eliminated potential joint effects with other factors). (Kaplan and 
Kaplan 1989, p. 66) 
The results of the regression analysis (Table 4.9.) suggested that 
the mystery variable provided statistically significant prediction 
regarding variability in mean preference and coherence did not. In 
other words, mystery seemed more strongly related to preference than 
did coherence. 
Table 4.9 Regression analysis summary results for preference 
ratmgs 'h h d WIt co erence an mystery ratmgs 
Source Sum of square F-Value P-significant level 
Coherence 0.34725 3.36 0.072 
Mystery 1.65148 15.98 0.002* 
*Significant at the 0.05 level. 
Summary 
The results presented in this section indicate that both mystery 
and coherence are positively related to preference but this relatIOnship 
is only significant for mystery. This fact partially supports the 
hypothesis that both variable are useful predictors of preference for 
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interior scenes in shopping-mall contexts. In other words, the mystery 
predictor is more robust than is the coherence predictor. 
Hypothesis Number Two 
Hypothesis number two: Differences in patterns of preference for 
the interior scenes of shopping malls can be organized into a finite 
group of attributes that can be defined by similar visual characterzstlcs. 
Results of the factor analysis of preference ratings 
The third strategy of analysis was accomplished by using a 
principal component's analysis to determine the existence of common 
factors accounting for variance in preference judgements. The 
objective of this analysis was to identify interior attnbutes underlymg 
preference judgements regarding the shopping mall environment. As 
an aid to interpreting the relations between common interior attributes 
and preference, a factor analysis was conducted based upon 182 cases. 
This statistical technique examined a correlation matrix in which the 60 
scenes of interior settings served as variables, and in which 
correlations reflected the relations between preference ratings for the 
60 scenes. It was assumed that there were certain underlying 
dimensions, or factors, embodied in participants' preference responses 
because certain factors were common among scenes or certain 
attributes specific to a scene. A Varimax factor rotation was performed 
as an aid to discover more easily interpretable factors. Factor groups of 
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5, 6, 7, 8, 9, 10, and 18 were developed. Based on variance accounted 
for and number of scenes in each group, a seven factor solution 
appeared to be the most interpretable and have the most balanced 
scenes (Table 4.10). The amount of total variance accounted for by the 
seven factor groups was 29.21%. Their labels were based on a post-
hoc-subjective analysis of visual attributes common to interior scenes. 
Inasmuch as one or two scenes were not described well by these, the 
labels are employed for identification purposes and are not considered 
absolute. 
Table 4.10 Preference, coherence, and mystery mean ratings and 
No. 
1 
2 
3 
4 
5 
6 
7 
t d d d'f b f t I' san ar eVla lon, 'Y seven ac or-analysIs groups 
7 common factor groups Xp SDp 
Heavy proportion and 2.91 0.38 
minimal detail 
Curvilinear form in 3.51 0.43 
3-dimensional volume 
Route passes between 3.37 0.41 
planting 
Contrast between shadow 3.52 0.20 
and brightness 
High-tech steel-frame 3.53 0.39 
roof structure 
Spatial articulation with 3.84 0.37 
artificial illumination 
vertical emphasis with 3.62 0.33 
focused VIew 
Xp = preference mean rating 
Xc = coherence mean rating 
Xm = mystery mean rating 
SDp = preference standard deviation 
SDc = coherence standard deviation 
SDm = mystery standard deviation 
Xc SDc Xm sOm 
2.44 0.46 2.20 045 
2.93 0.53 3.36 0.51 
3.06 0.66 3.13 0.50 
3.13 0.44 2.85 0.36 
3.39 0.62 3.37 0.59 
3.33 0.30 3.45 0.50 
3.19 0.73 2.82 0.80 
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Factor 1 - heavy proportion and minimal detail This factor 
group includes more scenes than any other factor, consists of fifteen 
slides (scenes 2, 3, 12, 16, 19, 22, 27, 35, 36, 39, 41, 42, 51, 53, and 54) 
that appear to have in common a minimum amount of detail. Seven of 
the fifteen slides (scenes 2, 12, 19, 27, 36, 42, 54) making up this group 
are among the ten least preferred slides in the set of 60 slides. The 
mean preference rating for the fifteen scenes constituting this group is 
2.91, the lowest mean rating among the seven factor groups. This 
group also has the lowest mean coherence and the lowest mean 
mystery ratings. The proportion of total variance accounted for by 
factor group one is 6.94%. 
Most of the scenes in this group are of typical corridors with 
informal or formal seating arranged in poor repetition. Proportion and 
scale in most of the scenes are large, blocky, and heavy. Other similar 
visual attributes common to this group are minimal architectural 
features, unrefined detail, and arbitrary finish materials. 
Factor 2 - curvilinear form in three dimensional volume Ten 
slides (Scenes 9, 13, 15, 29, 32, 34, 40, 48, 57, and 60) comprise this 
factor group that is one of the two second-largest groups. The mean 
preference rating is 3.51. The proportion of total variance accounted 
for by this factor is 4.81 %. Seven of the ten slides are of open, spacious 
atrium areas with mUltiple retail levels overlooking a central court. 
Dominant vertical elements, such as grand staircases, scenic elevators, 
spiral escalators, and enormous concrete columns rising from floor to 
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roof, are used as focal points and add a vertical emphasIs to an 
expansive atrium area. 
The most distinctive feature of this factor group is the lively and 
active lines that occupies three-dimensional space. Emphasis is placed 
on volume rather than on the two-dimensional surfaces of ceding, wall, 
or floor. 
Factor 3 - route passes between planting Eight scenes (4, 5, 
6, 17, 20, 21, 24, and 37) constitute this factor group. The mean 
preference of all the scenes in this factor is 3.37. The proportion of 
total variance accounted for by factor group three is 4.61%. The visual 
attribute identified is the extensive use of plant1Ogs. For example, 
stone containers are filled with ficus trees and luxuriant herbage, 
raised low walls are cloaked with trailing foliage, or potted plants are 
placed casually on the ground. Scenes are screened by careful but 
seemingly casual use of plants, which make the appearance of the 
space less institutional. 
The prominent attribute in scenes 10 this factor group IS the 
location of planting around the route passes, which in turn facilitate the 
movement of people either from one spot to another (horizontal) or 
from one level to another (vertical). 
Factor 4 - Contrast between shadow and brightness Six shdes 
(scenes 14, 17, 18, 23, 44, 47, and 56) constitute the fourth factor. The 
mean preference rating of all the scenes in this group is 3.52. The 
proportion of total variance accounted for by this factor is 3.90%. 
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Initially, scenes in this group seemed quite different and difficult to 
discern. On closer analysis, an interesting attribute is identified--that 
of the dramatic contrast of light and dark areas. In three scenes of this 
group, a combination of specific artificial illumination and architectural 
members such as balconies or staircase create a dramatic atmosphere. 
Other characteristic attributes of the group include umque roof and 
ceiling profiles. Additionally, three scenes include domes and rotundas. 
Factor 5 - high-tech steel-frame roof structure The fifth 
factor group, present in seven slides (scenes 28, 30, 43, 45, 46, 49, and 
52), is characterized mainly by the modular rhythm of a skylight 
setting in a high-tech structural framework. This attribute lends 
continuity to the malls' central spaces. Based on all scenes in this factor 
group, the mean preference rating is 3.53. The proportion of total 
variance accounted for by this factor is 3.83%. 
The spatial interest of all the scenes, accomplished by the use of 
structural elements in a decorative fashion, IS created with both a 
steel-truss roof and an elegantly transparent balustrade. These 
characteristics may account for the reason this factor has the highest 
coherence mean rating (3.39) of the seven factor groups. Six interior 
scenes in this group feature a soothing pastel of classic cool-whIte 
paint, patterned floor edging, and unique column heads. Additionally, 
the six slides tend to be of long and narrow spaces with relatively great 
distances to the farthest visible point. Three of the ten hIghest 
63 
coherence ratings (Scenes 46, 49, and 52) are from among the seven 
scenes in this group. 
Factor 6 - spatial articulation with artificial illumination This 
factor group, one of two second largest groups, is comprised of ten 
scenes (scenes 1, 8, 10, 11, 25, 26, 31, 55, 58, and 59). Based on all the 
scenes in this factor group, the mean preference rating is 3.84. This 
group has both the highest mystery (3.45) and the highest preference 
(3.84) mean ratings among the seven factor groups. The proportion of 
total variance accounted for by this factor is 3.09%. 
The following distinctive attributes can be seen In all the scenes 
in this group: (1) There is spatial order and harmony of composition in 
both plan and section of the space. This harmony furthers visual and 
physical amalgamation. (2) The proportioned detailing, its excellent 
integration with extensive water features, and brilliant artificial 
lighting effects make the space a fashionable setting and give each 
scene an aura of theater. 
The other noticeable characteristic among the scenes is simplicity 
and clarity of space. This spatial quality generates a rhythm, which 
might lend to the scenes mystery and an air of the unexpected. Four of 
the ten scenes (11, 26, 31, and 55) included in this factor are among 
the ten slides with the highest mystery ratings. The scenes encourage 
the viewer to look beyond immediate vistas and to explore around the 
corner. This exploration can account for most of the scenes being rated 
high in mystery. Five of the scenes in this factor (8, 11, 26, 55, and 
64 
59), including the three slides with the hIghest preference ratmg, are 
among the ten most preferred slides. 
Factor 7 - vertical emphasis with focused view This factor 
group, the smallest of the seven consists of four slides (7, 33, 38, and 
50). The mean preference rating of all the scenes in this factor is 3.62. 
The proportion of total variance accounted for by this factor is 2.00%. 
This factor is typified by an atrium with multiple retail levels 
overlooking a central water feature. 
All the scenes grouped into this factor are small, with a vertical 
rather than a horizontal expansiveness, having an open but focused 
view. A few of the distinct characteristics presented in these scenes IS 
the stepping horizontal shapes and a variety of planting materials, from 
trailing foliage to street sized trees. 
Summary 
Based on the results of the factor analysis, seven common factors 
exit that show consistent differences in preference patterns. In other 
words, seven factor groups were produced via a factor analysis to 
reflect the underlying pattern of preference ratings. These seven 
factors parallel the pattern of preference responses of partIcipants, who 
were reacting to certain attributes specific to a scene or common among 
scenes. The results presented in the foregoing section seem to indicate 
that certain attributes in interior scenes do influence people's 
preference judgements regarding shopping-mall contexts. In other 
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words, differences in underlying patterns of preference for the interior 
scenes of shopping malls can be organized into a finite group of 
attributes. Thus, the second hypothesis is supported. 
As noted earlier the scenes were obtained from different sources. 
By chance in several cases diverse scenes of different areas in the same 
malls were taken from different published sources. After the 
elimination and the selection processes, there were still six pairs of 
scenes (scenes 5, 8; scenes 7, 50; scenes 14, 44; scenes 21, 34; scenes 
23, 56; and scenes 30, 49) and four sets of three scenes (scenes 3, 27, 
41; scenes 6, 42, 54; scenes 11,38,52; and scenes 25, 31, 59) from the 
same malls. Because several dominant elements in each scene are 
obviously different, the fact that the scenes are from the same malls 
can not be recognized easily. After the seven factor groups were 
produced, four of the six pairs of scenes, as well as two sets of three 
scenes from the same mall fell into the same groups. Additionally, in 
one set of triple scenes from the same mall, two scenes fell into the 
same group (Scenes 42, 54 in group one). Scenes 3, 27, and 41 fell into 
group one. Scenes 25, 31, and 59 fell into group six. Scenes 7 and 50 
were In group seven. Scenes 14 and 44 fell into group four, as did 
Scenes 23 and 56. Scenes 30 and 49 were both in group five. Certain 
visual attributes should be common to the scenes from the same mall, 
thus people's response should show a consistent pattern in preference 
ratings to these scenes. This finding implies that people's responses to 
certain visual attributes common among scenes show better consistent 
pattern in preference ratings. 
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Hypothesis Number Three 
Hypothesis number three: Significant differences between 
attributes will exist in terms of mean ratmgs of preference, as well as 
coherence, and mystery. 
Based on the results of the factor analysis, the seven factor-
analysis groups were produced to reflect consistent patterns 
determined from attributes common among the scenes or specific to a 
scene. If a statistically significant differences among the seven factor-
analysis groups in terms of the mean ratings of preference, coherence, 
and mystery can be determined, the hypothesis will be supported. 
The ratings of preference, coherence, and mystery for all the 60 
slides in each of the seven factor groups were averaged, yielding the 
expressions of preference, coherence, and mystery on a relative scale 
per group (see Table 4.10, p. 59). 
The analysis of variance (ANOV A) was used to determine which, 
if any, of the seven factor groups had a statistically significant effect on 
explaining variance in preference, coherence, and mystery ratings. 
Mean comparisons according to analysis of variance for linear contrasts 
were conducted to ascertain whether there were significant differences 
between the seven factor-analysis groups in terms of respondents' 
mean preference, coherence, and mystery ratings. 
67 
Differences In preference ratings among the seven factor-analysis 
groups 
As can be seen from Table 4.11, the ANOVA indicates statistically 
significant differences among the seven factor-analysis groups in terms 
of mean ratings for preference. These F values are significant at the 
0.005 level. 
Table 4.11 ANOV A for preference ratings of the seven 
fl' actor-analYSIS groups 
Preference 
Source df Sum of squares Mean square F P 
Total 59 13.73327 
Group 6 6.00551 1.00091 6.86 0.0001 * 
Error 53 7.72806 0.14581 
*significant at .005 level 
The implicatIOns (see Appendix D.l) of the compansons of the 
seven factor-analysis groups are as follows: 
1 Perceived differences in expressions of preference between factor 
one--heavy proportion and minimal detail (the lowest mean 
preference )--and the other six factor groups are meaningful. 
2. Perceived differences in expressions of preference between factor 
three--route passes between planting (the second-lowest mean 
preference)-- and factor six--spatial articulation with artificial 
illumination (the highest mean preference)--are meaningful 
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Differences in terms of coherence and mystery ratings among the seven 
factor-analysis groups 
As can be seen from Tables 4.12 and 4.13, the ANOVA indicates 
statistically significant differences among the seven factor groups in 
terms of mean ratings for coherence and mystery. These F values are 
significant at the 0.005 level. 
Table 4.12. ANOVA for coherence ratings of seven 
fl· actor-ana lYSIS groups 
Coherence 
Source df Sum of squares Mean square F P 
Total 59 21.64198 
Group 6 7.14013 1.19002 4.35 0.0012* 
Error 53 14.50185 0.27361 
*significant at .005 level 
Table 4.13 ANOVA for mystery ratings of seven 
fl· actor-anaLYSIS groups 
Mystery 
Source df Sum of squares Mean square F P 
Total 59 28.46228 
Group 6 14.39242 2.39873 9.04 0.0001 * 
Error 53 14.06985 0.26546 
*significant at .005 level 
The implications (see Appendix D.2 and D3) of the comparison of 
the seven factor-analysis groups are as follows: 
1. Perceived differences in terms of expressions of coherence and 
mystery between factor one--heavy proportion and minimal detail 
(the lowest mean coherence and mystery)--and the other six factor 
groups are meaningful. 
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2 Perceived differences in terms of expressions of mystery between 
factor six--spatial articulation with artIficial illumination (the 
highest-mean mystery scores)--and both factor four--'contrast 
between shadow and brightness'--and factor seven--vertical 
emphasis with focus view (the two lowest-mean mystery scores)--
are meaningful. 
Summary 
Based on the results of the ANOV A, statistically sIgmficant 
differences exist in terms of mean preference, coherence, and mystery 
ratings among the seven factor-analysis groups. These differences 
support the third hypothesis. The differences were accounted for 
mainly by factor group one being different from the other six factor 
groups. 
The seven factors grouped VIa factor analysis were based on 
preference reactions to similar attributes in interior scenes in shopping 
malls. Because the grouping reflects the pattern of the preference 
ratings, it was assumed that there would be obvious differences 
between the seven factor-analysis groups in terms of preference 
ratings. The results of ANOV A further verify that preference rating 
differences are statistically significant. These dIfferences imply that 
not only do certain attributes exist among the different scenes, thereby 
influencing preference judgements, but also that the effects of these 
differences on preference ratings are statistically significant. 
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Additionally, mystery and coherence have been found to be 
correlated with preference. Thus, the existence of statIstically 
significant differences among the seven factor groups in terms of 
mystery and coherence ratings is inferable, reasonable, and congruent 
with the results of this ANOV A. 
Hypothesis Number Four 
Hypothesis number four: Significant differences in terms of mean 
ratings of preference, as well as coherence, and mystery will exist 
among the eight categories of visual and functional features found in 
mall public places. 
Thirteen senior architecture and interior design students 
identified eight initial feature categories to reflect the visual or 
functional characteristics of the interior settings that they were shown, 
a procedure described in Chapter Three. Ratings for preference, 
coherence, and mystery for all sixty slides in each of the eight 
categories were averaged. This gave the expression of preference, 
coherence, and mystery on a relative scale for each category (Table 
4.14 ). 
The ANOV A was used to determine which, if any, of the eight 
predetermined feature categories had a statistically signifIcant effect 
on explaining variances in preference, coherence, and mystery ratmgs. 
Mean comparisons using ANOV A for linear contrasts were conducted to 
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ascertain whether there were significant differences among the eight 
predetermined categories in terms of respondents' mean preference, 
coherence and mystery ratings. 
Table 4.14. Preference, coherence, and mystery mean ratings and 
standard deviation, by eight predetermined categories 
of visual and functional features 
No 
1 
2 
3 
4 
5 
6 
7 
8 
Predetermined categories of visual 
and functional features 
Vista from the horizontal level 
Seating (chairs, benches, etc.) 
Level changing (ramps, stairs, etc.) 
Vista from upper levels 
looking down (bird's-eye view) 
Prominent vertical elements 
(sculptures, trees, etc.) 
Water features 
Open spacious areas 
Vista from lower levels 
looking up (skylights, ceilings, 
Xp = preference mean rating 
Xc = coherence mean rating 
Xm = mystery mean rating 
etc.) 
Xp 
3.28 
3.02 
3.51 
3.37 
3.44 
3.80 
3.16 
3.84 
SOp = preference standard deviation 
SDc= coherence standard deviation 
SDm= mystery standard deviation 
SDp Xc SDc Xm 
050 3.10 067 3.17 
030 241 042 239 
0.36 3.26 0.63 3.20 
045 309 0.66 2.84 
036 2.87 0.58 2.92 
0.40 3.07 0.45 3.20 
0.61 2.84 067 280 
0.24 331 0.31 3.34 
Differences in preference ratings among eight feature categories 
SDm 
0.57 
035 
0.67 
0.71 
0.52 
0.94 
096 
0.25 
As seen in Table 4.15, the ANOVA did indicate statistically 
significant differences among the eight predetermined categories m 
terms of preference ratings. 
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Table 4.15 ANOVA of the preference ratings of eight 
pre d d f etermme eature categones 
Preference 
Source df Sum of squares Mean square F P 
Total 59 13.73357 
Category 7 4.24183 0.60597 3.32 0.0054* 
Error 52 9.49173 0.18253 
*significant at .005 level 
Implications (see Appendix D.4) of the comparison of the eight 
predetermined categories are as follows: 
1. Perceived differences in the expressions of preference for category 
with the highest mean-preference scores (i.e., skylights, ceilings) and 
categories with the three lowest preference scores (i.e., viewing from 
horizontal levels, seating, and open spacious areas) are meaningful. 
2. Perceived differences in the expression of preference for category 
with the second-highest mean preference (water features) and 
categories with the three lowest preference scores (i.e., vlewmg from 
horizontal levels, seating, and open spacious areas) are meaningful. 
3. Perceived differences in the expressions of preference for category-
level changing (third-highest mean preference score) and category-
seating (lowest mean-preference score) are meaningful. 
Differences in coherence and mystery ratings among eight feature 
categories 
As seen in Tables 4.16 and 4.17, the ANOVA indicates no 
statistically significant differences among eight predetermined 
categories in terms of the informational variables coherence and 
mystery. 
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Table 4.16 ANOVA for coherence ratings of the eight 
pre d d f etermme eature categones 
Coherence 
Source df Sum of squares Mean square F P 
Total 59 11.64198 
Category 7 4.55115 0.65016 1.98 0.0759 
Error 52 17.09082 0.32866 
Table 4.17 ANOV A for mystery ratings of the eight 
d d f pre etermme eature categones 
Mystery 
Source df Sum of squares Mean square F P 
Total 59 28.46228 
Category 7 5.11531 0.73075 1.63 0.1484 
Error 52 23.34697 0.44898 
Summary 
The ANOV A indicates statistically significant differences in terms 
of preference ratings among the eight feature categories. The ANOV A 
results indicate no statistically significant differences, however, among 
the eight categories in terms of the informational variables coherence 
and mystery, a fact which must lead to the rejection of part of the 
fourth hypothesis. 
The eight predetermined categories are based on functional and 
visual characteristics and related only to dominant features, rather 
than to different patterns in visual organization. Results suggest that 
significant differences among certain interior-scene features eXlst and 
influence people's preferences for scenes in shopping malls. The 
results of the A VONA has indicated that the eight predetermined 
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categories had a statistically significant effect on explaining variance In 
preference rating. Even though coherence and mystery were related to 
preference, there were still no statistically sIgnificant differences 
between the coherence and mystery ratings of the eight categories. It 
would seem that the sigmficant differences among the eight feature 
categories in terms of preference ratings are not as strong as those 
among the seven factor-analysis groups. 
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CHAPTER V CONCLUSION 
The goal of this research has been to explore visual preferences 
for interior scenes in the pedestrian areas of shopping malls. The 
purposes of this chapter are to summarize and to evaluate the 
objectives and results of the study. The discussion WIll address the 
support or rejection of the study's four hypotheses as they relate to the 
major findings. Finally, implications for future research will be 
discussed. 
As noted earlier, two research questions were initially posed: 
1. What types of interior environments do people respond to most 
favorably in shopping malls? 
2. Why do people prefer certain environments over others 1D 
shopping malls? 
The objectives of this study, which were concerned with the 
questions posed above, were twofold: 
1. to determine and identify the possible visual attributes and 
features influencing preferences for different interior 
environments of shopping malls. 
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2. to investigate whether the "mystery" and "coherence" variables 
identified in Kaplans' informational model (Kaplan and Kaplan 
1978, 1982) are related to preference for various interior scenes 
in the shopping-mall environment. 
Interpretation of Visual Preference Rating 
There are at least two possible statistical approaches to 
determining and identifying the visual attributes and features 
influencing preference judgements for interior scenes in shopping 
malls--factor analysis and analysis of variance--both of whIch help to 
answer the first research question mentioned: "What types of interior 
environments do people respond to most favorably in shopping malls?" I 
Factor analysis 
Seven factor-analysis groups are identified as being associated 
with visual preference. These seven groups neither follow along 
functional lines exclusively, nor are they based solely on visual 
characteristics. Rather, the factor-analysis groups show that 
underlying patterns of ratings are related to preference reactIOns to 
scenes in shopping malls. Certain attributes common among scenes or 
specific to a scene are found highly associated with preference reaction 
patterns, which will be interpreted and discussed below in terms of 
implications of the analysis of variance (ANOV A). These findings 
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support the second hypothesis that differences III patterns of 
preference for the interior scenes of shopping malls can be organized 
into a finite group of attributes. 
Analysis of variance 
Of the two major studies conducted of indoor bUIlt environments, 
one was conducted of shopping malls (Kent 1989) and the other of 
general commercial interiors (Scott, S. 1989). By using factor analysis, 
both of these studies found certain attributes common among scenes 
and precategorized the scenes according to visual similarities to yield 
balanced criteria. But neither study tested the precategorized scenes 
further. The ANOV A is employed in this study to see if there are 
statistically significant differences in terms of mean ratings of 
preference, coherence, and mystery among the seven factor groups 
and/or the eight predetermined categories. 
According to the results of the analyses of variance, there do 
seem to be statistically significant differences in terms of mean 
preference ratings among both the seven factor groups and the eight 
initial feature categories. Both the seven factor-analysis groups and 
the eight feature categories have statically significant effects on 
explaining variance in the mean preference ratings, a fact which 
supports part of the third and fourth hypotheses. The seven factor I 
groups reflects consistent preference patterns due to attributes I 
common among scenes or specific to a scene. It is assumed that 
differences in mean preference ratings among the seven factor-analysis 
78 
groups exist, and the result of the ANOVA supports this assumptIOn. 
Although in close examination this statistical significance is due mainly 
to factor one. The eight predetermined categories identified are based 
on visual and functional features specific to a scene. The results of 
ANOV A for these eight categories indicate significant differences among 
the mean preference for certain features. The ANOV A for the seven 
factor-analysis groups also indicates that significant dIfferences 
between certain attributes influence preference. 
Although it is not practical to examine all sixty slides 
individually, it seems worthwhile to examine these factor groups and 
feature categories visually following the implications of the ANOV A. 
Visual attributes Factor group one (heavy proportion and 
minimal detail) receives the lowest mean preference rating and 
accounts for most of the statistical significance in the ANOV A. 
Attributes of this group are typical corridors with poor repetitious 
seating arrangements. This finding supports Kent's (1989) results. 
Among Kent's six factor groups, factor three (corridors and passages) 
receives the lowest mean preference ratings. According to Kent, "These 
scenes were mainly characterized by featureless walls, and uniformity 
in lighting and color" (Kent 1989, p. 32). 
Other attributes common to factor group one are minimal 
architectural features with unrefined detail, and arbitrary finish 
materials. This finding is similar to that of Scott (Scott, S. 1989), among 
whose eight factor groups, factor one (open with monotonous 
repetition) receives the second-lowest mean preference rating. "This 
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quality was emphasized by the visual prommence of the ceiling plane 
plus either the total absence of physical forms wIthin the space or the 
confinement of forms to a uniformly low level in the space" (Scott, S. 
1989, p. 84). 
Factor group three (route passes between planting) receIves the 
second-lowest mean preference rating. The attribute common to this 
group is the extensive use of planting around route passes. This 
finding conflicts with Scott's. In that study, "The two factors with the 
highest preference scores included the notable presence of plants, 
while three of the factors which had the lowest preference scores 
showed virtually no evidence of natural greenery" (Scott, S. 1989, 
p.137). 
Visual features The three predetermined categories with the 
highest mean preference scores (Appendix DA) should be examined. 
These include: 1) vista from lower levels lookmg up (skylights and 
ceilings), 2) water features, and 3)level changing (ramps and stairs). 
People like the vista from lower levels looking up, which implies that 
people tend to like a more open rather than focused view. Another 
feature specific to preferred scenes is water features, which suggests 
that people prefer being close to natural features even though they are 
in an indoor, built environment. The third preferred feature is level 
changing, which implies that people prefer having the option of 
changing position or of viewing spaces with more complexity. 
The three categories with the lowest mean preference ratings are 
also notable. These categories included 1) seating, 2) open spacious 
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areas, and 3) vista from the horizontal level. It is the difference in 
mean ratings between these three highest preferred categories and the 
three least preferred categories that accounts for the statistical 
significance of the ANOV A. 
Interpretation of the Informational Variables Mystery and 
Coherence 
Physical descriptions of the preference aspects of interior scenes 
In shopping malls provide an Idea of what people see; It is also 
important, however, to understand why they prefer certain views over 
others. Interpreting preference from the viewpoint of informational 
processing will help explain preference and may reveal predictors of 
visual preference for shopping mall environments. Thus, the second ) 
research question, "Why do people prefer certain environments over I 
others in shopping malls?" will be addressed. 
There are three statistical approaches to investigating whether 
mystery and coherence variables are related to preference for interior 
scenes in shopping malls--Pearson's Product Correlation Coefficient, 
regression analysis, and analysis of variance. 
Pearson's Product Moment correlation coefficient 
A Pearson's Product Moment Correlation Coefficient of 073876 
(between mystery and preference) and of 0.67141 (between coherence 
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and preference} obtained from all sixty slides confirms a positive 
relations between mystery and preference, as well as between 
coherence and preference. Results verifies the existence of a positive 
relations between each of the two variables (coherence and mystery) 
and preference. They suggest that when mystery is high, preference 
will also be high and that when mystery is low, preference will be also 
be low, and similarly with coherence. They also suggest that mystery I 
accounts for approximately 76% of the variance in preference and 
coherence accounts for only approximately 54% of the variance in 
preference. This finding is congruent with the findings of Kent and of 
Scott. But both Kent and Scott investigated only the relation between 
mystery and preference. A correlation coefficient between mystery 
and preference of 0.69 was obtained by Kent (1989), and one of 0.58 
was obtained by Scott (1989). In a number of studies, both mystery 
and coherence variables have been found useful predictors of 
preference for natural environment (Ellsworth 1982; Herzog 1985, 
1989; Kaplan, R 1973). 
Regression analysis 
Results of the regression analysis suggest that the mystery I 
I 
variable provides more information regarding variability in mean 
preference than did coherence. The results are congruent with 
previous finding that mystery accounts for 76% and coherence accounts 
for 62% of the variance in preference. This finding, partially 
supporting the first hypothesis, suggests the relatIOnships between 
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these two variables and preference are only significant for mystery. 
Thus, mystery seems more strongly related to preference than does 
coherence. Along these lines, in Herzog's study, "The regression 
analyses show that (a) among the rated predictors, only coherence, 
mystery, and nature had power to predict preference independently 
from all other variables, . . ." (Herzog 1985, p.39). Herzog's findings 
indicated that coherence, mystery, and nature were more related to 
preference than were the other six variables he studied. Nevertheless, 
he did not mention which of the three variables IS more strongly 
related to preference. 
Analysis of variance CANOVA) 
The ANOV A do indicate statistically significant differences among 
the seven factor groups in terms of the experts' ratings of coherence 
and mystery. This finding supports part of the third hypothesis. Yet 
the ANOV A indicates no statistically significant differences in terms of 
coherence and mystery ratings among the eight predetermined 
categories, a fact leading to the rejection of part of the fourth 
hypothesis. 
Seven factor groups The ANOV A verified that statistically 
significant differences exist in terms of mean ratings of coherence and 
mystery. These differences are accounted for mainly by differences 
between factor one and the other factors. 
The group with the highest mean mystery scores (spatial 
articulation with artificial illumination) and the group with the lowest 
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mean coherence and mystery scores (heavy proportion and minimal 
detail) warrant examination (Appendix D.2 and D.3). 
Factor group six (spatial articulation with artificial illumination), 
with the highest mean mystery score also had the second-highest mean 
coherence rating. Attributes common to scenes of this group include 
spatial order, harmonious composition, simplicity, clarity, dynamic 
rhythm, and artificial lighting effects, features which are concerned not 
only with specific ingredients but also their organization. The 
ingredients of the scenes appear to be organized harmoniously which 
may facilitate immediately understanding of the space by people. 
Organization is associated with coherence, which entails people's 
making immediate sense out of the space around them. Simplicity and 
clarity in organization generate a dynamIc rhythm, which draws people 
to distant vista. Artificial lighting effects create a dramatic atmosphere 
encouraging exploration and discovery. Drawing people to distant VIsta 
and encouraging people's exploration and discovery are associated with 
the mystery, which encourages people to remain and become involved 
an area. 
Factor group one (heavy proportion and minimal detail) had the 
lowest mean coherence and mean mystery ratings. Attributes common 
to this group, such as seating arranged in poor repetition, minimal 
architectural features, and arbitrary finishing materials, also relate to 
their composition of ingredients in scenes. If the arrangement of 
furniture can not define space well, people will be confused and unable 
to make immediate sense out of the space. If materials for different 
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features are used coherently throughout the entire scene, the resulting 
order will help people understand the environment. Other attributes 
common to this group, such as unrefined detail and heavy proportion 
and scale suggest that space which does not offer sufficiently varied 
and interesting information can not encourage people to move around 
and become involved in the space. 
One obvious difference between group one and group SIX found is 
the depth of the view. The group six offer longer view than the group 
one does. The other evident difference is that the vertical emphasis In 
group six is much stronger than that in group one. The organizations of 
visual elements in the scenes within group six are more elegant than 
those within group one. 
Eight feature categories The eight predetermined categories, 
developed through the sorting process are based on functional and 
visual features dominant in scenes. Although ANOV A indicates that 
significant differences exist among the eight categories in terms of both 
mean preference ratings and there are high correlatIons between 
preference and each variable (coherence and mystery), there are still ' 
no statistically significant differences in terms of mean coherence and 
mystery ratings among the eight categories. One of two reasons may 
explain this result. One is that the grouping of the eight predetermined 
categories is subjective and can not objectively account for preference. 
The other is that both coherence and mystery variables still may not 
offer enough information to consistently account for variances in 
preference ratings. In other words, mystery and coherence variables ' 
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can not entirely account for preference: the other variables are 
involved. 
In sum, from the informational viewpomt based on Kaplan's 
theory, the interpretation of preference may well explain why people 
prefer certain scenes over others in shopping malls. Human 
functioning plays an important role in preference. If theory regarding 
the two major human functional needs--making sense and 
involvement--can be applied to interior design, people will prefer to 
remain in and enjoy indoor, public spaces. 
Summary and Implication 
Although preference has a frivolous, nonessential connotatIOn and 
although many variables influence preference, there is virtually 
unanimous agreement that designers should strive to take preference 
into account when designing interior space. Understanding both 
preference's common themes and their variations, designers will be 
better able to create appropriate, satisfying, and humane interiors. 
This study concerns insights into preferences for built 
environments specifically for the public places of shopping malls. 
Certain visual features and attributes are identified as existing in the 
interior scenes of shopping malls and as influencing preference for 
these scenes. The visual features and attributes identified offer a rich 
source of information about what type of interior environments people 
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prefer. Ideally these features and attributes should, however, be 
examined under more controlled condition. 
The study's results also confirm the usefulness of a theoretically 
based approach--Kaplan's information processing model in particular--
in accounting for preferences for shopping-mall environments. This 
informational perspective on preference appears to be quite useful m 
explaining what people liked or disliked about such environments. The 
applicability of coherence and mystery variables to an information 
processing model predicting preference for shopping-mall public places 
appears to be verified in this study. The mystery variable continued to 
be an important variable accounting for preference in built 
environments (Kent 1989; Scott, S. 1989). Coherence variable found m 
this study may be a somewhat predictor of preference m shoppmg-
mall environment. In short, mystery variable is quite an effective ' 
predictor of shopping-mall environment preference, and coherence IS 
less so. 
In conclusion, this study points the way to intriguing possibilitIes 
for future research. Future studies should investigate the remaming 
components of the information processing model (i.e., complexity and 
legibility) and investigate each of the four variables in depth. 
Additionally, differences in gender, age, or group might influence 
preferences for shopping-mall environments. Future studies should 
examine the impact on preference of these differences. 
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Appendix A 
A.I Response Form for Mystery 
A.2 Response Form for Coherence 
A.3 Response Form for Preference 
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A.I Response Form for Mystery 
DATE_: ____ _ 
Please check the appropriate box in each category 
A. Your professional background 
01 Architect 
02 Interior Designer 
03 Other 
INSTRUCTIONS: 
(1) Please rate the displayed slides according to: 
"MYSTERY" IS DEFINED AS "THE DEGREE TO WHICH 
YOU CAN GAIN MORE INFORMATION IF YOU 
COULD WALK DEEPER INTO THE SCENE." 
(2) Please indicate the extent of Mystery you percelve in each of the 
following slides, using the 1-5 scale where 1 means "not at all" 
and 5 means "a great deal" 
(3) Please circle the single number corresponding to your rating. "For 
example 1 2 3 4 5 indicates you perceive a substantial amount 
of Mystery in the scene." Evaluate each slide according to Us own 
merit, not in comparison to other slides in this exercise 
SAMPLE SCENES: 
Sample 
Sample 
Sample 
not at all a great 
A 1 2 3 4 5 
B 1 2 3 4 5 
C 1 2 3 4 5 
deal 
Sample 
Sample 
Sample 
not at all a great 
D 12345 
E 1 234 5 
F 12345 
deal 
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SURVEY SCENES: 
not at all a great deal not at all a great deal 
Scene 1 1 2 345 Scene 2 1 1 234 5 
Scene 2 1 2 345 Scene 2 2 1 2 345 
Scene 3 1 234 5 Scene 2 3 1 2 345 
Scene 4 1 234 5 Scene 2 4 1 2 345 
Scene 5 1 2 345 Scene 2 5 1 2 345 
Scene 6 1 2 3 4 5 Scene 2 6 1 2 345 
Scene 7 1 2 345 Scene 2 7 1 2 345 
Scene 8 1 2 345 Scene 2 8 1 234 5 
Scene 9 1 2 345 Scene 2 9 1 2 345 
Scene 1 0 1 2 345 Scene 3 0 1 2 345 
Scene 11 1 234 5 Scene 3 1 1 2 345 
Scene 1 2 1 2 345 Scene 3 2 1 2 345 
Scene 13 1 2 345 Scene 3 3 1 234 5 
Scene 1 4 1 2 345 Scene 3 4 1 234 5 
Scene 15 1 2 345 Scene 3 5 1 2 3 4 5 
Scene 1 6 1 2 345 Scene 3 6 1 2 345 
Scene 1 7 1 2 345 Scene 3 7 1 2 3 4 5 
Scene 1 8 1 234 5 Scene 3 8 1 234 5 
Scene 1 9 1 234 5 Scene 3 9 1 2 3 4 5 
Scene 2 0 1 2 345 Scene 4 0 1 2 3 4 5 
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not at all a great deal not at all a great deal 
Scene 4 1 1 2 345 Scene 6 1 1 2 3 4 5 
Scene 4 2 1 234 5 Scene 6 2 1 2 3 4 5 
Scene 4 3 1 2 345 Scene 6 3 1 234 5 
Scene 4 4 1 234 5 Scene 6 4 1 2 3 4 5 
Scene 4 5 1 2 345 Scene 6 5 1 234 5 
Scene 4 6 1 234 5 Scene 6 6 1 2 3 4 5 
Scene 4 7 1 2 345 Scene 6 7 1 2 3 4 5 
Scene 4 8 1 234 5 Scene 6 8 1 2 345 
Scene 4 9 1 2 3 4 5 Scene 6 9 1 234 5 
Scene50 1 2 345 Scene 7 0 1 2 345 
Scene 5 1 1 2 3 4 5 Scene 7 1 1 234 5 
Scene 5 2 1 2 345 Scene 7 2 1 2 345 
Scene 5 3 1 2 345 Scene 7 3 I 2 345 
Scene 5 4 1 234 5 Scene 7 4 1 2 345 
Scene 5 5 1 2 345 Scene 7 5 1 2 345 
Scene 5 6 1 234 5 Scene 7 6 1 2 345 
Scene 5 7 1 2 345 Scene 7 7 1 234 5 
Scene 5 8 1 234 5 Scene 7 8 1 2 345 
Scene 5 9 1 2 345 Scene 7 9 1 2 345 
Scene 6 0 1 2 345 Scene 8 0 1 2 345 
91 
A.2 Response Form for Coherence 
DATE_: ____ _ 
Please check the appropriate box in each category 
A. Your professional background 
01 Architect 
02 Interior Designer 
03 Other 
INSTRUCTIONS: 
(1) Please rate the displayed slides according to' 
"COHERENCE" IS DEFINED AS 'THE EXTENT TO 
WHICH THE SCENE "HANGS TOGETHER" THROUGH 
REPETITION OF ELEMENTS, TEXTURES, AND 
STRUCTURAL FACTORS WHICH FACILITATE 
COMPREHENSION. ' 
(2) Please indicate the extent of Coherence you perceive in each of 
the following slides, using the 1-5 scale where 1 means "not at all" 
and 5 means "a great deal." 
(3) Please circle the single number corresponding to your rating "For 
example 1 2 3 4 5 indicates you perceive a substantial amount 
of Coherence in the scene." Evaluate each slide according to Its own 
merit, not in comparison to other slides in this exercise 
SAMfLE SCENES: 
not at all a great deal not at all a great deal 
Sample A 1 2 3 4 5 Sample D 1 234 5 
Sample B 1 2 3 4 5 Sample E 1 2 3 4 5 
Sample C 1 2 3 4 5 Sample F 1 234 5 
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SURVEY SCENES: 
not at all a great deal not at all a great deal 
Scene 1 1 234 5 Scene 2 1 1 2 345 
Scene 2 1 234 5 Scene 2 2 1 2 345 
Scene 3 1 2 345 Scene 2 3 1 234 5 
Scene 4 1 234 5 Scene 2 4 1 2 345 
Scene 5 1 2 3 4 5 Scene 2 5 1 2 3 4 5 
Scene 6 1 2 345 Scene 2 6 1 2 345 
Scene 7 1 2 345 Scene 2 7 1 234 5 
Scene 8 1 2 3 4 5 Scene 2 8 1 2 345 
Scene 9 1 2 345 Scene 2 9 1 2 3 4 5 
Scene 1 0 1 234 5 Scene 3 0 1 2 345 
Scene 11 1 2 345 Scene 3 1 1 2 345 
Scene 1 2 1 2 345 Scene 3 2 1 2 345 
Scene 13 1 2 3 4 5 Scene 3 3 1 2 345 
Scene 1 4 1 2 345 Scene 3 4 1 2 345 
Scene 1 5 1 2 345 Scene 3 5 1 2 3 4 5 
Scene 1 6 1 2 345 Scene 3 6 1 2 3 4 5 
Scene 17 1 234 5 Scene 3 7 1 2 345 
Scene 1 8 1 234 5 Scene 3 8 1 234 5 
Scene 1 9 1 2 345 Scene 3 9 1 234 5 
Scene 2 0 1 234 5 Scene 4 0 1 234 5 
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not at all a great deal not at all a great deal 
Scene 4 1 I 234 5 Scene 6 1 1 2 345 
Scene 4 2 1 234 5 Scene 6 2 1 2 345 
Scene 4 3 1 2 3 4 5 Scene 6 3 1 234 5 
Scene 4 4 1 2 345 Scene 6 4 1 2 345 
Scene 4 5 1 2 345 Scene 6 5 1 2 345 
Scene 4 6 1 2 345 Scene 6 6 1 2 345 
Scene 4 7 1 2 345 Scene 6 7 1 234 5 
Scene 4 8 1 2 3 4 5 Scene 6 8 1 2 3 4 5 
Scene 4 9 1 2 345 Scene 6 9 1 2 3 4 5 
Scene 5 0 1 2 345 Scene 7 0 1 234 5 
Scene 5 1 1 2 345 Scene 7 1 1 2 3 4 5 
Scene 5 2 1 2 3 4 5 Scene 7 2 1 2 3 4 5 
Scene 5 3 1 2 345 Scene 7 3 1 234 5 
Scene 5 4 1 2 345 Scene 7 4 1 2 3 4 5 
Scene 5 5 1 2 345 Scene 7 5 1 2 3 4 5 
Scene 5 6 1 2 345 Scene 7 6 1 2 3 4 5 
Scene 5 7 1 2 345 Scene 7 7 1 2 3 4 5 
Scene 5 8 1 2 345 Scene 7 8 1 2 3 4 5 
Scene 5 9 1 2 345 Scene 7 9 1 2 3 4 5 
Scene 6 0 1 2 345 Scene 8 0 1 2 3 4 5 
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A.3 Response Form for Preference 
MAJOR.: DATE.: _______ _ 
YEAR.: COURSE: ______ _ 
INSTRUCTIONS: 
(1) Please rate the displayed slides accordmg to: 
HOW PLEASING DO YOU FIND THE SCENE OR 
HOW MUCH DO YOU LIKE THE SCENE? 
(2) Please indicate the extent of preference you perceIve in each of 
the following slides, using the 1-5 scale where 1 means "not at all" 
and 5 means "a great deal." 
(3) Please circle the smgle number correspondmg to your rating "For 
example 1 2 3 4 5 indicates you perceive a substantial amount 
of Preference in the scene." Evaluate each slide according to Its own 
merit, not in companson to other slides in this exercise. 
SAMPLE SCENES: 
Sample A 
Sample B 
Sample C 
do not 
like It at all 
like it 
very much 
1 2 3 4 5 
1 2 345 
1 2 345 
do not 
hke It at all 
like It 
very much 
Sample D 
Sample E 
Sample F 
1 2 3 4 5 
1 2 345 
1 2 3 4 5 
SURVEY SCENES: 
do not lIke it 
like it at all very much 
Scene 1 1 2 3 4 5 
Scene 2 
Scene 3 
Scene 4 
Scene 5 
Scene 6 
Scene 7 
Scene 8 
Scene 9 
Scene 10 
Scene 11 
Scene 12 
Scene 13 
Scene 14 
Scene 15 
Scene 16 
Scene 17 
Scene 18 
Scene 19 
Scene 20 
Scene 21 
Scene 22 
Scene 23 
Scene 24 
Scene 25 
Scene 26 
Scene 27 
Scene 28 
Scene 29 
Scene 30 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 345 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 345 
1 2 345 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 345 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
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do not lIke it 
lIke it at all very much 
Scene 31 1 2 3 4 5 
Scene 32 
Scene 33 
Scene 34 
Scene 35 
Scene 36 
Scene 37 
Scene 38 
Scene 39 
Scene 40 
Scene 41 
Scene 42 
Scene 43 
Scene 44 
Scene 45 
Scene 46 
Scene 47 
Scene 48 
Scene 49 
Scene 50 
Scene 51 
Scene 52 
Scene 53 
Scene 54 
Scene 55 
Scene 56 
Scene 57 
Scene 58 
Scene 59 
Scene 60 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
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APPENDIX B 
The List of Shopping Mall of 60 Samples 
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Slide Mall 
Scene 1 
Scene 2 
Scene 3 
Scene 4 
Scene 5 
Scene 6 
Scene 7 
Scene 8 
Scene 9 
Scene10 
Scene11 
Scene12 
Scene13 
Scene14 
Scene15 
Scene16 
Scene17 
Scene18 
Scene19 
Scene20 
Scene21 
Scene22 
Scene23 
Scene24 
Scene25 
Scene26 
Scene27 
Scene28 
Scene29 
Scene30 
Scene31 
Scene32 
Wayne Town Center, Wayne, NJ 
New Oleans Center, New Olean, LA 
Summit Place Mall, Michigan, MI 
South Plains Mall, Lubbock, TX 
Water Tower Place, Chicago, IL 
Sunrise Mall, Corpus Christi, TX 
Saint Paul Center, St. Paul, MN 
Water Tower Place, Chicago, IL 
Fort Worth Town Center, TX 
Moorestown Mall, Moorestown, NJ 
Saint Louis Center, St. Louis, MO 
Evergreen Plaza, Chicago, IL 
Riverplace Mall, Minneapolis, MN 
Oxmoor Center, Louisville, KY 
Crossroads Mall, Omaha, NE 
Crocker Center, San FrancIsco, CA 
Tysons II in Mclean, V A 
Dadeland Mall, Miami, FL 
Lakeside Shopping Center, LA 
The Broadway Center, Ealing 
Georgetown Mall, Washington DC 
Altamonte Mall, FL 
Macon Mall, Atlanta, GA 
Fashion Mall, Chicago, IL 
Tysons Corner Center, Mclean, VA 
Gallery at Harborplace, Baltimor, MD 
Summit Place Mall, Michigan, MI 
Palacio De Hierro Mall 
Birmingham's Riverside Galleria, AL 
Erieview Galleria, Cleveland, OH 
Tysons Corner Center, Mclean, VA 
Buckland Hills in Manchester, CT 
Source 
SCW, 4/90, p. 39 
SCW, 9/89, p. 17 
SCW, 5/90, P. 310 
NMM, 11&12/87. p.87 
SCD, p206 
NMM, 11&12/87, p.89 
SCW, 7/88, p. 27 
Retail Design, p. 191 
NMM, 5/88, p. 209 
SCW, 4/90, p. 86 
NMM, 9/87, p. KM3 
SCW, 5/90, p. 338 
NMM, 9/87, p. 24 
SCW, 5/90, p. 302 
SCW, 11/88, p. 54 
IPP, P68 
SCW, 5/90, p. 245 
NMM, 7&8/88, p.26 
NMM, 10/89, p. op-ll 
SCD, p. 206 
SeD, p. 135 
CSAE, 3/90, p. 80 
sew, 4/89, p. 39 
CSAE, 3/90, p. 27 
sew, 2/89, p. 32 
IPP, p. 79 
sew, 5/90, P.310 
SOY, p. 90 
NMM, 9/88, p. AL-4 
NMM, 3/88, p45 
NMM, 3/88, p47 
sew, 5/90, p. 234 
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Slide Mall Source 
Scene33 Davison's Mall, Atlanta, GA SOY, p. 11 
Scene34 Georgetown Park, Washington DC IPP, p.74 
Scene35 Holly Hill, Burlington, NC NMM, 3/89, p. 44 
Scene36 Tanglewood Mall, Roanoke, V A SCW, 11/89, p. 101 
Scene37 Cresent Galleria, Dallas, TX SCW, 11/88, p. 44 
Scene38 Saint Louis Center, St. Louis, MO SCD, p. 123 
Scene39 Kirkwood Plaza Mall, Bismark, ND SCW, 5/89, p.32 
Scene40 Rodeo Drive Collection, CA SCD, p.139 
Scene41 Summit Place Mall, MI SCW, 5/90, p. 308 
Scene42 Sunrise Mall, Corpus Christ, TX NMM, 11&12/87, p.89 
Scene43 Arden Fair, Sacramento, CA SCW, 5/90, p. 232 
Scene44 Oxmoor Center, Louisville, KY SCW, 5/90, p. 306 
Scene45 Boca Town Center, Boca Raton, FL NMM, 3/88, p. 26 
Scene46 Planking ton Arcade, Mil waukee, WI IPP, p. 69 
Scene47 Pentagon City Fashion Center SCW, 5/90, p. 416 
Scene48 Santa Anita Fashion Park, CA SCW, 5/89, p. 273 
Scene49 Galleria at Erieview, Cleveland, 0 H IPP, p. 70 
Scene50 Saint Paul Center, St. Paul, MN IPP, p. 170 
Scene51 Staten Island Mall, NY CSAE, 5/90, p. 126 
Scene52 Saint Louis Center, St Louis, MO IPP, p. 72 
Scene53 Plaza Camino, Carlsbad, CA SCW, 5/90, P.348 
Scene54 Sunrise Mall, Corpus Christi, TX NMM, 11&12/87, p.88 
Scene55 Pavilion Saks, Houston, TX NMM, 10/89, p. op-12 
Scene56 Macon Mall, Atlanta, GA SCW, 4/89, p. 39 
Scene57 Poughkeepsie Galleria, NY SCW, 1/89, p. 18 
Scene58 Westlake Center, Seattle, WA SCW, 6/89, p. 91 
Scene59 Tysons Corner Center, Mclean, VA SCW, 11/89, p. 68 
Scene60 South Bay Galleria, CA SCD, p. 138 
IPP--Interior Pedestrian Places 
CSAE--Chain Store Age Executive 
NMM--National Mall Monitor 
SCD--Shopping Center DesIgn 
SCW --Shopping Center World 
SOY --Store of the Year 
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APPENDIX C 
Means and Standard Deviation of Coherence, Mystery. and 
Preference by Slide 
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C Means and Standard Deviation 
of Coherence, Mystery, and Preference by Slide 
COH SIDCOH MYS SIDMYS PRE STDPRE 
SLIDE 1 3.1923 1.1569 3.5789 1.1213 32105 10317 
SLIDE2 2.8956 0.9889 2.5789 1.1698 26842 09459 
SLIDE3 2.9066 1.0859 2.5263 1.0733 20526 0.7050 
SLIDE4 2.8242 0.9759 2.3158 08852 2.7895 1.1343 
SLIDE5 3.3791 1.1145 3.6316 1.2115 3.5789 13045 
SLIDE6 3.2637 09673 2.3158 1.1082 2.4211 1.0706 
SLIDE7 3.9835 0.9430 3.8947 0.8753 3.3684 0.8307 
SLIDE8 39670 1.0817 3.3684 1.0651 2.8947 0.7375 
SLIDE9 33901 1.1057 2.1579 09582 32632 10457 
SLIDE10 3.4396 1.0690 3.1053 11002 2.6842 10569 
SLIDEll 4.1813 0.9833 3.1579 1.1673 4.1579 0.7647 
SLIDE12 2.7637 1.0214 2.6842 10029 1.4211 05073 
SLIDE13 3.5275 0.9673 27368 1.0457 2.9474 0.9703 
SLIDE 14 3.5495 1.0849 38947 0.9941 3.3684 0.9551 
SLIDE 15 3.7088 10016 3.1053 1.1002 3.6316 1.0651 
SLIDE16 3.0824 0.9157 3.0000 08819 2.8421 08342 
SLIDE 17 3.3132 1.0223 2.2632 11471 2.5263 1.1723 
SLIDE18 3.4396 11096 2.8947 1.2425 2.5789 11698 
SLIDE19 2.8846 1.0837 18421 06021 2.0526 09703 
SLIDE20 2.9066 1.2200 3.6316 1.0116 34211 1.2164 
SLIDE21 34725 1.1452 31579 0.9582 37368 0.8719 
SLIDE22 3.3462 0.9838 3.0000 10541 2.2632 06534 
SLIDE23 3.4176 1.1712 3.2632 1.1471 2.5263 1.1723 
SLIDE24 3.6703 0.8864 3.3684 0.8307 3.1053 0.6578 
SLIDE25 3.8407 08993 30526 0.9113 3.1053 0.5671 
SLIDE26 4.2857 0.9318 3.3684 0.7609 3.8421 07647 
SLIDE27 2.0549 0.9503 1.6842 0.7493 1.2632 0.4524 
SLIDE28 2.7857 1.0685 2.4211 0.9612 2.3684 08951 
SLIDE29 3.8242 1.0832 2.8947 1.1496 3.8947 08093 
SLIDE30 3.5495 1.0592 2.8947 0.6578 2.8421 0.7647 
SLIDE31 3.7582 1.1208 3.0526 0.9113 3.7368 09335 
SLIDE32 2.6648 1.0786 3.4737 0.8412 3.2632 0.9335 
SLIDE33 3.2418 0.9787 2.1579 1.1187 1.6316 0.6840 
SLIDE34 3.8407 1.0832 3.2632 0.8719 3.8421 1.0145 
SLIDE35 2.9945 1.0746 2.8947 1.1496 2.3684 1.1648 
SLIDE36 2.5659 09185 1.8947 0.8093 1.8947 0.7375 
SLIDE37 4.1484 0.9194 3.8421 08983 3.5263 0.8412 
SLIDE38 34670 0.9082 3.3684 1.0116 32632 0.9335 
SLIDE39 2.9780 1.0135 23684 07609 2.3158 1.0569 
SLIDE40 3.7912 1.1372 35263 13486 40000 1.1547 
SLIDE41 3.3022 10310 3.1053 1.4489 2.8947 1.0485 
SLIDE42 26703 1.0828 2.0000 1.0000 2.4211 1.3871 
SLIDE43 3.4396 1.0105 3.1579 1.0145 3.4211 0.9016 
SLIDE44 3.4560 0.9724 2.5789 0.9016 2.6842 1.0569 
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COH SIDCOH MYS SIDMYS PRE STDPRE 
SLIDE45 40659 0.9782 3.4211 1.0174 3.4211 11213 
SLIDE46 3.6429 0.9685 4.1053 08753 3.6316 09551 
SLIDE47 3.9286 0.9807 3.2105 09177 3.2632 08057 
SLIDE48 3.0110 1.0245 2.0000 0.8819 2.4737 0.9643 
SLIDE49 3.4835 1.1308 3.5789 08377 3.8421 10145 
SLIDE50 38187 0.9432 3.3684 1.1161 30526 0.9703 
SLIDE51 3.6374 1.0029 2.5263 08412 2.2632 09335 
SLIDE52 3.8077 1.0145 4.1579 07647 4.1053 0.8753 
SLIDE53 3.1648 10274 2.5789 1.0174 2.3158 0.7493 
SLIDE54 2.5165 1.0231 2.0000 12019 19474 1.0260 
SLIDE55 4.2418 0.9558 4.0526 0.7799 41053 0.9366 
SLIDE56 3.3626 1.1076 2.9474 1.0788 2.7368 1.0976 
SLIDE57 3.3297 1.1898 2.7895 09763 2.7895 0.7133 
SLIDE58 3.4560 1.0437 3.3684 1.0116 35263 08412 
SLIDE59 4.0440 0.8721 3.2632 0.9335 33158 0.8201 
SLIDE60 4.0879 1.0262 3.4211 1.2164 35789 0.7685 
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APPENDIX D 
D.l ANOVA for Preference Ratings of Seven Factors 
D.2 ANOV A for Coherence Ratings of Seven Factors 
D.3 ANOV A for Mystery Ratings of Seven Factors 
D.4 ANOV A for Preference Ratings of Eight Categories 
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0.1 ANOVA for Preference Ratings of Seven Factors 
Comparisons significant at 
the 0.05 level are indicated by '***'. 
lower difference upper 
factor confldence between confidence 
comparison limIt Means Limit 
6 - 7 -0.2402 0.2129 0.6660 
6 - 5 -0.0760 0.3014 0.6788 
6 - 4 -0.0805 0.3150 0.7105 
6 - 2 -0.0195 0.3231 0.6656 
6 - 3 0.1051 0.4684 0.8317 *** 
6 - 1 0.6104 0.9231 1.2358 *** 
7 - 6 -0.6660 -0.2129 0.2402 
7 - 5 -0.3916 0.0885 0.5685 
7 - 4 -0.3923 0.1021 0.5965 
7 - 2 -0.3430 0.1102 0.5633 
7 - 3 -0.2135 0.2555 0.7245 
7 - 1 0.2792 0.7102 1.1412 *** 
5 - 6 -0.6788 -0.3014 0.0760 
5 - 7 -0.5685 -0.0885 0.3916 
5 - 4 -0.4125 0.0136 0.4397 
5 - 2 -0.3558 0.0217 0.3991 
5 - 3 -0.2294 0.1670 0.5634 
5 - 1 0.2711 0.6217 0.9723 *** 
4 - 6 -0.7105 -0.3150 0.0805 
4 - 7 -0.5965 -0.1021 0.3923 
4 - 5 -0.4397 -0.0136 0.4125 
4 - 2 -0.3875 0.0081 0.4036 
4 - 3 -0.2602 0.1534 0.5670 
4 - 1 0.2381 0.6081 0.9780 *** 
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lower difference upper 
factor confIdence between confIdence 
comparison LImit Means LImit 
2 - 6 -0.6656 -0.3231 0.0195 
2 - 7 -0.5633 -0.1102 0.3430 
2 - 5 -0.3991 -0.0217 0.3558 
2 - 4 -0.4036 -0.0081 0.3875 
2 - 3 -0.2180 0.1453 0.5086 
2 - 1 0.2873 0.6000 0.9127 *** 
3 - 6 -0.8317 -0.4684 -0.1051 *** 
3 - 7 -0.7245 -0.2555 02135 
3 - 5 -0.5634 -0.1670 0.2294 
3 - 4 -0.5670 -0.1534 0.2602 
3 - 2 -0.5086 -0.1453 0.2180 
3 - 1 0.1194 0.4547 0.7900 *** 
1 - 6 -1.2358 -0.9231 -0.6104 *** 
1 - 7 -1.1412 -0.7102 -0.2792 *** 
1 - 5 -0.9723 -0.6217 -0.2711 *** 
1 - 4 -0.9780 -0.6081 -0.2381 *** 
1 - 2 -0.9127 -0.6000 -0.2873 *** 
1 - 3 -0.7900 -0.4547 -0.1194 *** 
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D.2 ANOV A for Coherence Ratings of Seven Factors 
Comparisons signifIcant at 
the 0.05 level are indicated by '***' 
lower dIfference upper 
factor confidence between confidence 
comparison Limit Means Limit 
5 - 6 -0.4629 0.0542 0.5712 
5 - 7 -0.4640 0.1936 0.8512 
5 - 4 -0.3243 0.2594 0.8431 
5 - 3 -0.2178 0.3252 0.8682 
5 - 2 -0.0629 0.4541 0.9712 
5 - 1 0.4651 0.9454 1.4256 *** 
6 - 5 -0.5712 -0.0542 0.4629 
6 - 7 -0.4812 0.1395 0.7602 
6 - 4 -0.3365 0.2053 0.7471 
6 - 3 -0.2266 0.2710 0.7687 
6 - 2 -0.0692 0.4000 0.8692 
6 - 1 0.4629 0.8912 1.3196 *** 
7 - 5 -0.8512 -0.1936 0.4640 
7 - 6 -0.7602 -0.1395 0.4812 
7 - 4 -0.6115 0.0658 0.7430 
7 - 3 -0.5109 0.1316 0.7740 
7 - 2 -0.3602 0.2605 0.8812 
7 - 1 0.1613 0.7518 1.3422 *** 
4 - 5 -0.8431 -0.2594 0.3243 
4 - 6 -0.7471 -0.2053 0.3365 
4 - 7 -0.7430 -0.0658 0.6115 
4 - 3 -0.5009 0.0658 0.6324 
4 - 2 -0.3471 0.1947 0.7365 
4 - 1 0.1792 0.6860 1.1928 *** 
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lower dIfference upper 
factor confIdence between confIdence 
comparison LImit Means LImit 
3 - 5 -0.8682 -0.3252 0.2178 
3 - 6 -0.7687 -0.2710 0.2266 
3 - 7 -0.7740 -0.1316 0.5109 
3 - 4 -0.6324 -0.0658 0.5009 
3 - 2 -0.3687 0.1290 0.6266 
3 - 1 0.1609 0.6202 1.0795 *** 
2 - 5 -0.9712 -0.4541 0.0629 
2 - 6 -0.8692 -0.4000 0.0692 
2 - 7 -0.8812 -0.2605 0.3602 
2 - 4 -0.7365 -0.1947 0.3471 
2 - 3 -0.6266 -0.1290 0.3687 
2 - 1 0.0629 0.4913 0.9196 *** 
1 - 5 -l.4256 -0.9454 -0.4651 *** 
1 - 6 -l.3196 -0.8912 -0.4629 *** 
1 - 7 -l.3422 -0.7518 -0.1613 *** 
1 - 4 -l.1928 -0.6860 -0.1792 *** 
1 - 3 -l.0795 -0.6202 -0.1609 *** 
1 - 2 -0.9196 -0.4913 -0.0629 *** 
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D.3 ANOV A for Mystery Ratings of Seven Factors 
Comparisons significant at 
the 0.05 level are indicated by '***'. 
lower difference upper 
factor confidence between confidence 
comparison LImit Means Limit 
6 - 5 -0.4273 0.0819 0.5912 
6 - 2 -0.3727 0.0895 0.5516 
6 - 3 -0.1705 0.3197 0.8099 
6 - 4 0.0646 0.5983 1.1319 *** 
6 - 7 0.0176 0.6289 1.2403 *** 
6 - 1 0.8360 1.2579 1.6798 *** 
5 - 6 -0.5912 -0.0819 0.4273 
5 - 2 -0.5018 0.0075 0.5168 
5 - 3 -0.2971 0.2378 0.7726 
5 - 4 -0.0586 0.5163 1.0913 
5 - 7 -0.1007 0.5470 1.1947 
5 - 1 0.7029 1.1760 1.6490 *** 
2 - 6 -0.5516 -0.0895 0.3727 
2 - 5 -0.5168 -0.0075 0.5018 
2 - 3 -0.2599 0.2303 0.7205 
2 - 4 -0.0249 0.5088 1.0425 
2 - 7 -0.0719 0.5395 1.1509 
2 - 1 0.7465 1.1684 1.5903 *** 
3 - 6 -0.8099 -0.3197 0.1705 
3 - 5 -0.7726 -0.2378 0.2971 
3 - 2 -0.7205 -0.2303 0.2599 
3 - 4 -0.2796 0.2785 0.8366 
3 - 7 -0.3236 0.3092 0.9421 
3 - 1 0.4857 0.9382 1.3906 *** 
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lower difference upper 
factor confidence between confidence 
companson Limit Means Llmit 
4 
- 6 -1.1319 -0.5983 -0.0646 *** 
4 
- 5 -1.0913 -0.5163 0.0586 
4 - 2 -1.0425 -0.5088 0.0249 
4 - 3 -0.8366 -0.2785 0.2796 
4 
- 7 -0.6364 0.0307 0.6978 
4 - 1 0.1604 0.6596 1.1588 *** 
7 - 6 -1.2403 -0.6289 -0.0176 *** 
7 - 5 -1.1947 -0.5470 0.1007 
7 - 2 -1.1509 -0.5395 0.0719 
7 - 3 -0.9421 -0.3092 0.3236 
7 - 4 -0.6978 -0.0307 0.6364 
7 - 1 0.0474 0.6289 1.2105 *** 
1 - 6 -1.6798 -1.2579 -0.8360 *** 
1 - 5 -1.6490 -1.1760 -0.7029 *** 
1 - 2 -1.5903 -1.1684 -0.7465 *** 
1 - 3 -1.3906 -0.9382 -0.4857 *** 
1 - 4 -1.1588 -0.6596 -0.1604 *** 
1 - 7 -1.2105 -0.6289 -0.0474 *** 
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D.4 ANOV A for Preference Ratmgs of Eight Categories 
Comparisons significant at 
the 0.05 level are indicated by '***'. 
lower dIfference upper 
category confidence between confidence 
comparison Limit Means Limit 
8 - 6 -0.4305 0.0464 0.5234 
8 - 3 -0.0983 0.3337 0.7657 
8 - 5 -0.0362 0.4075 0.8512 
8 - 4 -0.0047 0.4723 0.9493 
8 - 1 0.1069 0.5652 1.0234 *** 
8 - 7 0.2515 0.6835 1.1156 *** 
8 - 2 0.3834 0.8271 1.2708 *** 
6 - 8 -0.5234 -0.0464 0.4305 
6 - 3 -0.1646 0.2873 0.7391 
6 - 5 -0.1019 0.3611 0.8241 
6 - 4 -0.0691 0.4259 0.9208 
6 - 1 0.0418 0.5187 0.9957 *** 
6 - 7 0.1852 0.6371 1.0889 *** 
6 - 2 0.3177 0.7807 1.2437 *** 
3 - 8 -0.7657 -0.3337 0.0983 
3 - 6 -0.7391 -0.2873 0.1646 
3 - 5 -0.3428 0.0738 0.4904 
3 - 4 -0.3133 0.1386 0.5904 
3 - 1 -0.2006 0.2315 0.6635 
3 - 7 -0.0543 0.3498 0.7540 
3 - 2 0.0769 0.4934 0.9100 *** 
5 - 8 -0.8512 -0.4075 0.0362 
5 - 6 -0.8241 -0.3611 0.1019 
5 - 3 -0.4904 -0.0738 0.3428 
5 - 4 -0.3982 0.0648 0.5278 
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lower difference upper 
category confidence between confIdence 
comparison Limit Means Limit 
5 - 1 -0.2860 0.1577 0.6014 
5 - 7 -0.1406 0.2760 0.6926 
5 - 2 -0.0090 0.4196 0.8483 
4 - 8 -0.9493 -0.4723 0.0047 
4 - 6 -0.9208 -0.4259 0.0691 
4 - 3 -0.5904 -0.1386 0.3133 
4 - 5 -0.5278 -0.0648 0.3982 
4 - 1 -0.3841 0.0929 0.5698 
4 - 7 -0.2406 0.2112 0.6631 
4 - 2 -0.1082 0.3548 0.8178 
1 - 8 -1.0234 -0.5652 -0.1069 *** 
1 - 6 -0.9957 -0.5187 -0.0418 *** 
1 - 3 -0.6635 -0.2315 0.2006 
1 - 5 -0.6014 -0.1577 0.2860 
1 - 4 -0.5698 -0.0929 0.3841 
1 - 7 -0.3137 0.1184 0.5504 
1 - 2 -0.1817 0.2620 0.7057 
7 - 8 -1.1156 -0.6835 -0.2515 *** 
7 - 6 -1.0889 -0.6371 -0.1852 *** 
7 - 3 -0.7540 -0.3498 0.0543 
7 - 5 -0.6926 -0.2760 0.1406 
7 - 4 -0.6631 -0.2112 0.2406 
7 - 1 -0.5504 -0.1184 0.3137 
7 - 2 -0.2730 0.1436 0.5602 
2 - 8 -1.2708 -0.8271 -0.3834 *** 
2 - 6 -1.2437 -0.7807 -0.3177 *** 
2 - 3 -0.9100 -0.4934 -0.0769 *** 
2 - 5 -0.8483 -0.4196 0.0090 
2 - 4 -0.8178 -0.3548 0.1082 
2 - 1 -0.7057 -0.2620 0.1817 
2 - 7 -0.5602 -0.1436 0.2730 
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APPENDIX E 
E.l Test Slides Sequenced in Descending Order of 
Mean Mystery Rating 
E.2 Test Slides Sequenced in Descending Order of 
Mean Coherence Rating 
E.3 Test Slides Sequenced in Descending Order of 
Mean Preference Rating 
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E.I Test Slides Sequenced in Descending Order of 
Mean Mystery Rating 
slide no coherence mystery preference 
1 1 3.15789 4.15789 4.18132 
52 4.15789 4.10526 3.80769 
55 4.05263 4.10526 4.24176 
40 3.52632 4.00000 3.79121 
29 2.89474 3.89474 3.82418 
26 3.36842 3.84211 4.28571 
34 3.26316 3.84211 3.84066 
49 3.57895 3.84211 3.48352 
21 3.15789 3.73684 3.47253 
31 3.05263 3.73684 3.75824 
15 3.10526 3.63158 3.70879 
46 4.10526 3.63158 3.64286 
5 3.63158 3.57895 3.37912 
60 3.42105 3.57895 4.08791 
37 3.84211 3.52632 4.14835 
58 3.36842 3.52632 3.45604 
20 3.63158 3.42105 2.90659 
43 3.15789 3.42105 3.43956 
45 3.42105 3.42105 406593 
7 3.89474 3.36842 3.98352 
14 3.89474 3.36842 3.54945 
59 3.26316 3.31579 4.04396 
9 2.15789 3.26316 3.39011 
32 3.47368 3.26316 2.66484 
38 3.36842 3.26316 3.46703 
47 3.21053 3.26316 3.92857 
1 3.57895 3.21053 3.19231 
24 3.36842 3.10526 3.67033 
25 3.05263 3.10526 3.84066 
50 3.36842 3.05263 3.81868 
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slide no coherence mystery preference 
13 2.73684 2.94737 3.52747 
8 3.36842 2.89474 3.96703 
41 3.10526 2.89474 3.3022 
16 3.00000 2.84211 3.08242 
30 2.89474 2.84211 3.54945 
4 2.31579 2.78947 2.82418 
57 2.78947 2.78947 3.32967 
56 2.94737 2.73684 3.36264 
2 2.57895 2.68421 2.8956 
10 3.10526 2.68421 3.43956 
44 2.57895 2.68421 3.45604 
1 8 2.89474 2.57895 3.43956 
17 2.26316 2.52632 3.31319 
23 3.26316 2.52632 3.41758 
48 2.00000 2.47368 3.01099 
6 2.31579 2.42105 3.26374 
42 2.00000 2.42105 2.67033 
28 2.42105 2.36842 2.78571 
35 2.89474 2.36842 2.99451 
39 2.36842 2.31579 2.97802 
53 2.57895 2.31579 3.16484 
22 3.00000 2.26316 3.34615 
51 2.52632 2.26316 3.63736 
3 2.52632 2.05263 2.90659 
19 1.84211 2.05263 2.88462 
54 2.00000 1.94737 2.51648 
36 1.89474 1.89474 2.56593 
33 2.15789 1.63158 3.24176 
12 2.68421 1.42105 2.76374 
27 1.68421 1.26316 2.05495 
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E.2 Test Slides Sequenced in Descending Order of 
Mean Coherence Rating 
slide no coherence mystery preference 
52 4.15789 4.10526 3.80769 
46 4.10526 3.63158 3.64286 
55 4.05263 4.10526 4.24176 
7 3.89474 3.36842 3.98352 
14 3.89474 3.36842 3.54945 
37 3.84211 3.52632 4.14835 
5 3.63158 3.57895 3.37912 
20 3.63158 3.42105 2.90659 
1 3.57895 3.21053 3.19231 
49 3.57895 3.84211 3.48352 
40 3.52632 4.00000 3.79121 
32 3.47368 3.26316 2.66484 
45 3.42105 3.42105 4.06593 
60 3.42105 3.57895 4.08791 
8 3.36842 2.89474 3.96703 
24 3.36842 3.10526 3.67033 
26 3.36842 3.84211 4.28571 
38 3.36842 3.26316 3.46703 
50 3.36842 3.05263 3.81868 
58 3.36842 3.52632 3.45604 
23 3.26316 2.52632 3.41758 
34 3.26316 3.84211 3.84066 
59 3.26316 3.31579 4.04396 
47 3.21053 3.26316 3.92857 
1 1 3.15789 4.15789 4.18132 
21 3.15789 3.73684 3.47253 
43 3.15789 3.42105 3.43956 
10 3.10526 2.68421 3.43956 
15 3.10526 3.63158 3.70879 
41 3.10526 2.89474 3.3022 
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slide no coherence mystery preference 
25 3.05263 3.10526 3.84066 
3 1 3.05263 3.73684 3.75824 
16 3.00000 2.84211 3.08242 
22 3.00000 2.26316 3.34615 
56 2.94737 2.73684 3.36264 
18 2.89474 2.57895 3.43956 
29 2.89474 3.89474 3.82418 
30 2.89474 2.84211 3.54945 
35 2.89474 2.36842 2.99451 
57 2.78947 2.78947 3.32967 
13 2.73684 2.94737 3.52747 
12 2.68421 1.42105 2.76374 
2 2.57895 2.68421 2.8956 
44 2.57895 2.68421 3.45604 
53 2.57895 2.31579 3.16484 
3 2.52632 2.05263 2.90659 
51 2.52632 2.26316 3.63736 
28 2.42105 2.36842 2.78571 
39 2.36842 2.31579 2.97802 
4 2.31579 2.78947 2.82418 
6 2.31579 2.42105 3.26374 
17 2.26316 2.52632 3.31319 
9 2.15789 3.26316 3.39011 
33 2.15789 1.63158 3.24176 
42 2.00000 2.42105 2.67033 
48 2.00000 2.4 7368 3.01099 
54 2.00000 1.94737 2.51648 
36 1.89474 1.89474 2.56593 
19 1.84211 2.05263 2.88462 
27 1.68421 1.26316 2.05495 
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E.3 Test Slides Sequenced in Descending Order of 
Mean Preference Rating 
slide no coherence mystery preference 
26 3.36842 3.84211 4.28571 
55 4.05263 4.10526 4.24176 
1 1 3.15789 4.15789 4.18132 
37 3.84211 3.52632 4.14835 
60 3.42105 3.57895 4.08791 
45 3.42105 3.42105 4.06593 
59 3.26316 3.31579 4.04396 
7 3.89474 3.36842 3.98352 
8 3.36842 2.89474 3.96703 
47 3.21053 3.26316 3.92857 
25 3.05263 3.10526 3.84066 
34 3.26316 3.84211 3.84066 
29 2.89474 3.89474 3.82418 
50 3.36842 3.05263 3.81868 
52 4.15789 4.10526 3.80769 
40 3.52632 4.00000 3.79121 
31 3.05263 3.73684 3.75824 
15 3.10526 3.63158 3.70879 
24 3.36842 3.10526 3.67033 
46 4.10526 3.63158 3.64286 
51 2.52632 2.26316 3.63736 
14 3.89474 3.36842 3.54945 
30 2.89474 2.84211 3.54945 
13 2.73684 2.94737 3.52747 
49 3.57895 3.84211 3.48352 
21 3.15789 3.73684 3.47253 
38 3.36842 3.26316 3.46703 
44 2.57895 2.68421 3.45604 
58 3.36842 3.52632 3.45604 
10 3.10526 2.68421 3.43956 
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slide no coherence mystery preference 
18 2.89474 2.57895 3.43956 
43 3.15789 3.42105 3.43956 
23 3.26316 2.52632 3.41758 
9 2.15789 3.26316 3.39011 
5 3.63158 3.57895 3.37912 
56 2.94737 2.73684 3.36264 
22 3.00000 2.26316 3.34615 
57 2.78947 2.78947 3.32967 
17 2.26316 2.52632 3.31319 
41 3.10526 2.89474 3.3022 
6 2.31579 2.42105 3.26374 
33 2.15789 1.63158 3.24176 
1 3.57895 3.21053 3.19231 
53 2.57895 2.31579 3.16484 
16 3.00000 2.84211 3.08242 
48 2.00000 2.47368 3.01099 
35 2.89474 2.36842 2.99451 
39 2.36842 2.31579 2.97802 
3 2.52632 2.05263 2.90659 
20 3.63158 3.42105 2.90659 
2 2.57895 2.68421 2.8956 
19 1.84211 2.05263 2.88462 
4 2.31579 2.78947 2.82418 
28 2.42105 2.36842 2.78571 
12 2.68421 1.42105 2.76374 
42 2.00000 2.42105 2.67033 
32 3.47368 3.26316 2.66484 
36 1.89474 1.89474 2.56593 
54 2.00000 1.94737 2.51648 
27 1.68421 1.26316 2.05495 
118 
APPENDIX F 
Shopping Mall Sample of 60 Interior Scenes 
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Scene 1 Scene 2 Scene 3 Scene 4 
Xp=3.19 Xp=2.89 Xp=2.90 Xp=2.82 
Xc=3.57 Xc=2.57 Xc=2.52 Xc=2.31 
Xm=3.21 Xm=2.68 Xm=2.05 Xm=2.78 
Scene 5 Scene 6 Scene 7 Scene 8 
Xp=3.37 Xp=3.26 Xp=3.98 Xp=3.96 
Xc=3.63 Xc=2.31 Xc=3.89 Xc=3.36 
Xm=3.57 Xm=2.42 Xm=3.36 Xm=2,89 
Scene 9 Scene 10 Scene 11 Scene 12 
Xp=3.39 Xp=3.43 Xp=4.18 Xp=2.76 
Xc=2.15 Xc=3.10 Xc=3.15 Xc=2.68 
Xm=3.26 Xm=2.68 Xm=4.15 Xm=I.42 
Scene 13 Scene 14 Scene 15 Scene 16 
Xp=3.52 Xp=3.54 Xp=3.70 Xp=3.08 
Xc=2.73 Xc=3.89 Xc=3 .10 Xc=3.00 
Xm=2.94 Xm=3.36 Xm=3.63 Xm=2.84 
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Scene 17 
Xp=3.31 
Xc=2.26 
Xm=2.52 
Scene 21 
Xp=3.47 
Xc=3.15 
Xm=3.73 
Scene 25 
Xp=3.84 
Xc=3.05 
Xm=3.10 
Scene 29 
Xp=3.82 
Xc=2.89 
Xm=3.89 
Scene 18 
Xp=3.43 
Xc=2.89 
Xm=2.57 
Scene 22 
Xp=3.34 
Xc=3.00 
Xm=2.26 
Scene 26 
Xp=4.28 
Xc=3.36 
Xm=3.84 
Scene 30 
Xp=3.54 
Xc=2.89 
Xm=2.84 
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Scene 19 
Xp=2.88 
Xc=1.84 
Xm=2.05 
Scene 23 
Xp=3.41 
Xc=3.26 
Xm=2.52 
Scene 27 
Xp=2.05 
Xc=I.68 
Xm=I.26 
Scene 31 
Xp=3.75 
Xc=3.05 
Xm=3.73 
Scene 20 
Xp=2.90 
Xc=3.63 
Xm=3.42 
Scene 24 
Xp=3.67 
Xc=3.36 
Xm=3.10 
Scene 28 
Xp=2.78 
Xc=2.42 
Xm=2.36 
Scene 32 
Xp=2.66 
Xc=3.47 
Xm=3.26 
Scene 33 
Xp=3.24 
Xc=2.15 
Xm=I.63 
Scene 37 
Xp=4.14 
Xc=3.84 
Xm=3.52 
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Scene 41 
Xp=3.30 
Xc=3.10 
Xm=2.89 
Scene 45 
Xp=4.06 
Xc=3.42 
Xm=3.42 
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Scene 34 
Xp=3.84 
Xc=3.26 
Xm=3.84 
Scene 38 
Xp=3.46 
Xc=3.36 
Xm=3.26 
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Scene 42 
Xp=2.67 
Xc=2.00 
Xm=2.42 
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Scene 46 
Xp=3.64 
Xc=4.10 
Xm=3.63 
Scene 35 Scene 36 
Xp=2.99 Xp=2.56 
Xc=2.89 Xc=1.89 
Xm=2.36 Xm=1.89 
Scene 39 Scene 40 
Xp=2.97 Xp=3.79 
Xc=2.36 Xc=3.52 
Xm=2.31 Xm=4.00 
Scene 43 Scene 44 
Xp=3.43 Xp=3.45 
Xc=3.15 Xc=2.57 
Xm=3.42 Xm=2.68 
Scene 47 Scene 48 
Xp=3.92 Xp=3.01 
Xc=3.21 Xc=2.00 
Xm=3.26 Xm=2.47 
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Scene 49 Scene 50 Scene 51 Scene 52 
Xp=3.48 Xp=3.81 Xp=3.63 Xp=3.80 
Xc=3.57 Xc=3.36 Xc=2.52 Xc=4.15 
Xm=3.84 Xm=3.05 Xm=2.26 Xm=4.l0 
Scene 53 Scene 54 Scene 55 Scene 56 
Xp=3.16 Xp=2.51 Xp=4.24 Xp=3.36 
Xc=2.57 Xc=2.00 Xc=4.05 Xc=2.94 
Xm=2.31 Xm=1.94 Xm=4.l0 Xm=2.73 
Scene 57 Scene 58 Scene 59 Scene 60 
Xp=3.32 Xp=3.45 Xp=4.04 Xp=4.08 
Xc=2.78 Xc=3.36 Xc=3.26 Xc=3.42 
Xm=2.78 Xm=3.52 Xm=3.31 Xm=3 .57 
123 
BIBLIOGRAPHY 
Anderson, E. "Visual resource assessment: Local perceptions of familiar 
natural environments." Ph.D. dissertation, University of 
Michigan, 1978. 
Anderson, L. M.; B. E. Mulligan; and L. S. Goodman. "Effects of Sounds 
on Preferences for Outdoor Settings." Environment and Behavior 
15 (1983): 539-566. 
Appleton, J. The Experience of Landscape. London: Wiley, 1975. 
Arthur, L. and R. S. Boster. Measuring Scenic Beauty: A Selected 
Annotated Bibliography. General Technical Report RM-35. Ft. 
Collins: U.S. Forest Service, 1976. 
v Balling, J. D. and J. H. Falk. "Development of Visual Preference for 
Natural Environments." Environment and Behavior 14 (1982): 5-
28. 
Bednar, M. J. Interior Pedestrian Places. New York: Whitney Library 
of Design, 1989. 
Berlyne, D. E. Arousal and Curiosity. New York: McGraw-Hell, 1960. 
Berlyne, D. E. Studies in the New Experimental Aesthetics: Steps 
toward an Objective Psychology of Aesthetic Appreciation. New 
York: Halsted Press, 1970. 
Berlyne, D. E. Aesthetics and Psychobiology. New York: Appleton, 
1972. 
Berlyne, D. E. , ed. Studies in the New Experimental Aesthetics. New 
York: Wiley and Sons, 1974. 
Buhyoff, G. J. and J. D. Wellman. "Landscape architect's interpretation 
of people's landscape preferences." Journal of Environmental 
Management 6 (1978): 255-262. 
124 
Cast, S. R. "Perception of Business Imagery in Landscape." Master 
thesis. University of Arizona, 1988. 
Chain Store Age Executive. Jan. to Dec., 1990. 
Dale, F. D. "Patterns of preference in the indoor environment" Honors 
Thesis, University of Michigan, 1982. 
Danford, S. and E. P. Willems. "Subjective Responses to Architectural 
Displays A Question of Validity." Environment and Behaviour 7, 4 
(December 1975): 486-516. 
Daniel, T. C. and R. S. Boster. Measuring landscape esthetics: The Scenic 
V Beauty Estimation method (Paper RM-167). USDA Forest Service, 
1976. 
Daniel, T. C. and J. Vining. "Methodological Issues in the Assessment of 
',,--,I Landscape Quality." Behavior and the Natural Environment, ed. 
Irwin Altman and Joachim F. Wohlwill, 39-80. New York: Plenum 
Press, 1983. 
Ellsworth, J. C. "Visual assessment of rivers and marshes: An 
examination of the relationship of visual units, perceptual 
variables, and preference." Master thesis, Utah State University, 
Logan, 1982. 
Evan, O. W. "Environmental Cognition." Psychological Bulletin 88 
(1980): 259-287. 
Fisher, J. D.; P. A. Bell; and A. Baum. Environmental Psychology. New 
York: The Dryden Press, 1984. 
'- Fitch, R., and L. Knobel. Retail Design. Oxford: Phaidon Press Limited, 
1990. 
Friedmann, A.; C. Zimring; and E. Zube. Environmental Design 
Evaluation. New York: Plenum Press, 1978. 
125 
v Gallagher, T. J. "Visual preference for alternative natural landscapes." 
Ph.D. dissertation, University of Michigan, Ann Arbor, 1977. 
Gillette, Howard, Jr. "The Evolution of the Planned Shopping Center in 
Suburb and City." Journal of The AmerIcan Planning Association, 
Autumn 1985. pp. 449-460. 
Gimblett, H. R. "The Perception of Mystery as a Dimension of Rural 
landscape Scenery." Master thesis, the University of Guelgh, 
1984. 
Gimblett, R.; R. M. Itami; and J. E. Fitzgibbon. "Mystery in an 
Information Processing Model of Landscape Preference." 
Landscape Journal 4, 2 (1985): 87-95. 
Glazer, N. and M. Lilla, ed. The Public Face of Architecture: Civic 
Culture and Public Spaces. New York: The Free Press, 1987. 
Greene, T. C. "Land-use, instructional set, and policies for landscape 
evaluation." Ph.D. Dissertation, Colorado State University, 1983. 
v Hammitt, W. E. "Visual and user preference for a bog environment." 
Ph.D. dissertation, University of Michigan, Ann Arbor, 1978. 
v Herbert, E. J. "Visual resource analysis: Prediction and preference In 
Oakland County, Michigan." Master thesis, University of 
Michigan, Ann Arbor, 1981. 
Herzog, T. R. "A Cognitive Analysis of Preference for Field-and-Forest 
Environments." Landscape Research 9 (1984): 10-16. 
Herzog, T. R. "A Cognitive Analysis of Preference for Waterscapes." 
Journal of Environmental Psychology 5, 3 (Sep. 1985): 225-241. 
Herzog, T. R. "A Cognitive Analysis of Preference for Natural 
Environments: Mountains, Canyons, and Deserts." Landscape 
Journal 6, 2 (Fall 1987):140-152. 
Herzog, T. R. "A Cognitive Analysis of Preference for Urban Nature." 
Journal of Environmental Psychology 9 (March 1989): 27-43. 
126 
") Herzog, T. R.; S. Kaplan; and R. Kaplan. "The Prediction of Preference for 
V Familiar Urban Places." Environment and Behavior 8, 4 (December 
1976): 627-645. 
Herzog, T. R.; S. Kaplan; and R. Kaplan. "The Prediction of Preference for 
Unfamiliar Urban Places." Population and Environment 5, 1 
(Spring 1982): 43-59. 
Horayangkura, V. 
Approach." 
"Semantic Dimensional Structures: A Methodological 
Environment and Behavior 10 (1978):555-584. 
u Howard, R. B.; F. G. Mlynarski; and G. C. Sauer. "A Comparative Analysis 
of Affective Responses to Real and Represented Environments." 
Environmental Design: Research and Practice. Proceedings of the 
EDRA 3/AR 8 Conference. Los Angeles, Jan, 1972. 
Hoyt, Homer. "The Status of Shopping Centers in the United States." 
Urban Land 19, 9 (1960): 3-6. 
"Indoor, Outdoor Spaces Studied in San Francisco." Architecture, June 
1985. p. 16. 
International Council of Shopping Centers. The Scope of The Shopping 
Center Industry in the United States. New York: International 
Council of Shopping Centers, 1989. 
Ittelson, W. H. "Environmental perception and urban experience." 
Environment and Behavior 10 (1978):193-213. 
;J/ 
\ Kaplan, R. "The Dimensions of The Visual Environment: Methodological 
\ Considerations." Environmental Desi gn: Research and 
Practice.Proceedings of the EDRA 3/AR 8 Conference Los Angeles, 
Jan, 1972. 
v Kaplan, R. "Predictors of Environmental Preference: Designers and 
'Clients'." Environmental Design Research Volume One Selected 
Papers. 4th International Edra Conference. PA: Dowden, 
Hutchinson & Ross, Inc., 1973. 
127 
v Kaplan, R. "Some Methods and Strategies in the Prediction of 
Preference." Zube, E. H.; R. O. Brush; and Julius Gy. Fbos, ed. 
Landscape Assessment: Values. Perceptions and Resources. PA: 
Dowden, Hutchinson & Ross, Inc., 1975. 
Kaplan, R. "Down By The Riverside: Informational Factors in 
Waterscape Preference." Proceedings: River Recreation 
Management and Research Symposium. (Jan 24-27, 1977): 285-
289. 
Kaplan, R. and S. Kaplan. The Experience of Nature. New York: 
Cambridge University Press, 1989 
Kaplan, R.; S. Kaplan; and T. Brown. "Environmental Preference a 
Comparison of Four Domains of Predictors." Environment and 
Behaviour 21, 5 (September 1989): 509-530. 
v Kaplan, S. and J. S. Wendt. "Preference and The Visual Environment: 
Complexity and some Alternatives." Environmental Design: 
Research and Practice. Proceedings of the EDRA 3/AR 8 
Conference. Los Angeles (Jan, 1972): p6-8-1---6-8-5. 
" Kaplan, S.; R. Kaplan; and J. S. Wendt. "Rated Preference and 
Complexity for Natural and Urban Visual Material." Perception & 
Psychophysics 12, 4 (1972): 354-356 
Kaplan, S. "Cognitive Maps, Human Needs and the Designed 
Environment." Environmental Design Research. ed. Wolfgang F. E. 
Preiser, pp. 275-283. PA: D. H. & Ross, Inc., 1973. 
Kaplan, S. and R. Kaplan. Humanscape: Environment for people 
Belmont, CA: Duxbury Press-A Division of Wadsworth Publishing 
Company, Inc., 1978. 
Kaplan, S. "Perception and Landscape: Conceptions and MisconceptIOns." 
USDA General Technical Report PSW35 (1979): 241-248. 
Kaplan, S. and R. Kaplan. Cognition and Environment Functioning In an 
Uncertain World. New York: Praeger Publishers, 1982. 
128 
Kent, R. L. "The Role of Mystery in Preferences for Shopping Malls." 
Landscape Journal. (Spring 1989): 28-35. 
Kowinski, W. S. The MaIling of America. New York: Wilham Morrow 
and Company, Inc., 1985. 
\r Levin, J. "Riverside preference: On-site and photographic reactions." 
Master thesis, University of Michigan, Ann Arbor, 1977. 
Medina, A. Q. "A Visual assessment of children's and environmental 
educators' urban residential preference patterns." Ph.D. 
dissertation, University of Michigan, Ann Arbor, 1983. 
Moore, G. T. "Developmental variations between and within individuals 
in the cognitive representation of large-scale spatial 
environments." Man-Environment Systems 4 (1974): 55-57. 
Muller, T. "Appraising the central city option." Shopping Centers: USA. 
Edited by George Sternlieb and James W Hughes. New 
Brunswick, N.J.: Center for Urban Policy Research, Rutgers 
University. 
Nasar, J. L. "Adult Viewers' Preferences in Residential Scenes, A Study 
of the Relationship of Environmental Attributes to Preference." 
Environment and Behaviour 15, 5 (September 1983): 589-614. 
National Mall Monitor. Jan. to Dec., 1989. 
Northen, R. I. and M. Haskoll. Shopping Centers. College of Estate 
Management, 1977. 
Onibokun, Adepoju. "A Comprehensive Evaluation of Pedestrian Malls 
in the United States." The Appraisal Journal (April 1975): 202-
218. 
Pitt, D. G. and E. H. Zube. The Q-sort method: Use in landscape 
assessment research and landscape planning. (UDSA Forest 
Service General Technical Report PSW-35). Berkeley, CA: Pacific 
Southwest Forest and Range Experiment Station, 1979. 
129 
Rathbun, R. D. Shopping Centers and Malls Book 1. New York: Retail 
Reporting Corporation, 1986. 
Rathbun, R. D. Shopping Centers and Malls Book 2. New York: Retail 
Reporting Corporation, 1988. 
Rathbun, R. D. Shopping Centers and Malls Book 3. New York: Retail 
Reporting Corporation, 1990. 
Schauman, S. and M. Pfender. An Assessment Procedure for 
Countryside Landscapes. Seattle, Washington: Department of 
Landscape Architecture, University of Washington, 1982. 
Schutte, N. S. and J. M. Malouff. "Preference for Complexity in Natural 
Landscape Scenes." Perceptual and Motor Skill 63 (1986): 109-
110. 
Scott, N. Keith. Shopping Center Design. London: Van Nostrand 
Reinhold (International) Co. Ltd., 1989. 
v Scott, S. B. "Preference, Mystery, and Visual Attributes of Interiors: a 
Study of Relationships." Ph.D. dissertatIOn, University of 
Wisconsin-Madison, 1989. 
Seaton, R.W. and J. B. Collins. "Validity and Reliability of Ratings of 
Simulated Buildings." Environmental DesIgn: Research and 
Practice,Proceedings of the EDRA 3/AR 8 Conference. Los Angeles 
Jan, (1972):6-10-1---6-10-12 
,/"\. 
! 
/\j Shafer, E. L. and Brush, R. O. "How to measure preferences for 
\ 
photographs of natural landscapes." Landscape Planning 4 
(1977): 237-256. 
v Shafer, E. L., and T. A. Richards. "A Comparison of Viewer Reactions to 
Outdoor Scenes and Photographs of Those Scenes." U. S. 
Northeastern Forest Experimental Station Research Paper.NE302. 
Upper Darby, Penn.: U.S.D.A. Forest Service, 1974. 
Shopping Center World. Jan. to Dec., 1989, 1990. 
130 
"Shopping Centers 1964-Where Do We Go from Here?" Shopping Center 
Age. 3,1 (1964): 10-11. 
\. 
Shuttleworth, S. "The Use of Photographs as an Environment 
Presentation Medium in Landscape Studies." Journal of 
Environment Management 11 (July 1980): 61-76. 
Stea, D. Architecture in the Head: Cognitive Mapping. Edited by Joh 
Lang. Designing For Human Behavior. PA: Dowden, Hutchinson & 
Ross, Inc., 1974 
Stea, D. Environmental Perception and Cognition Toward a Model for 
"Mental" Maps Edited by S & R. Kaplan. Humanscape. Michigan: 
Ulrich's Books, Inc., 1982. 
Ulrich, R. S. "Visual landscape preference: A model and application." 
Man-Environment Systems 7 (1977): 279-293. 
"v Weinstein, N. D. "The statistical prediction of environmental 
-J preferences." "Environment and Behavior 8 (1976): 611-626. 
Williamson, D. N. and J. D. Chalmers. Perception of Forest Scenic Quality 
in Northeast Victoria: A Technical Report of Research Phases I 
and II. Melbourne, Victoria: Forests Commission, 1982. 
v - Woodcock, D. • A FU~liStiC Approach to Environmental 
Preference." Ph. . dissertation, The University of Michigan, Ann 
Arbor, Michigan, 1982. 
Wright, Lance. "Shopping the environment." Ekistics 219 (Feb. 1974): 
116-121. 
Zube, E. H.; D. G. Pitt; and T. W. Anderson. Perception and 
measurements of scenic resources in the southern Connecticut 
River Valley. Amherst: Institute for Man and Environment, 
University of Massachusetts, 1974. 
Zube, E. H.; J. L. Sell; L.Taylor James; and G. Jonathan. "Landscape 
Perception: Research, Application and Theory." Landscape 
Planning 9 (1982): 1-33. 
131 
ACKNOWLEDGEMENTS 
I would like to thank my graduate committee of Dorothy Fowles, 
Fred Malven, and Arvid Osterberg, for their guidance, advice, criticisms, 
and then patIence during the course of this study. 
I would like to thank Kui-Jang Wang for his concern and help, 
whose invaluable assistance made this study possible. 
Finally, to mom and dad, and Gilbert, I have always chenshed 
your love, encouragement, and support during my entire graduate 
studies in the U. S. A. 
