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Resumen Uno de los principales problemas al que nos enfrentamos al
momento de realizar agrupamiento de datos consiste en elegir cua´l es el
mejor me´todo de clustering para clasiﬁcarlos, y cua´l es la cantidad ideal
(k) de grupos en los que se deber´ıan separar esos datos. En este trabajo
presentamos una primera aproximacio´n de un me´todo que, a partir de
un conjunto de datos estandarizados, sugiere el me´todo de clustering y
el valor de k que mejor los agrupa. Para esto considera cuatro ı´ndices de
evaluacio´n de la estructura ﬁnal de clusters: Dunn, Silueta, Entrop´ıa y
Widestgap. El algoritmo esta´ implementado como un algoritmo gene´ti-
co en el cual los individuos son posibles conﬁguraciones de me´todos de
clustering y sus para´metros. En este primer prototipo, el algoritmo su-
giere entre los me´todos de particio´n K-means, PAM, CLARA y Fanny.
Asimismo, adema´s de sugerir el me´todo que presento´ mejor desempen˜o,
tambie´n se obtiene como resultado el valor de los para´metros para eje-
cutarlo. El prototipo fue desarrollado en un entorno de R y se pudo
corroborar que sus resultados son consistentes con una combinacio´n de
resultados provistos por otros me´todos con objetivos similares. La idea
de este trabajo es que sirva de base inicial para un desarrollo que incor-
pore opciones para reduccio´n de la matriz de datos, evaluacio´n de ma´s
me´todos de agrupamiento y optimizacio´n de los operadores gene´ticos del
algoritmo.
Keywords: algoritmos gene´ticos, clustering particional, computacion
evolutiva
1. Introduccio´n
Este art´ıculo presenta una propuesta, basada en algoritmos evolutivos, para
la resolucio´n de uno de los principales problemas conocidos en el a´mbito del
Clustering, el cual consiste en la identiﬁcacio´n de los me´todos ma´s adecuados
para llevar a cabo el agrupamiento no supervisado de datos y la estimacio´n
de sus correspondientes para´metros. Adema´s, el art´ıculo pretende ser una gu´ıa
ba´sica de pasos a seguir al momento de realizar Clustering de datos, por lo que
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se inicialmente mencionara´n algunos aspectos ampliamente conocidos en el a´rea.
¿Que´ es el Clustering? El clustering o agrupamiento de datos consiste en la
tarea de encontrar grupos de objetos de tal forma que quienes pertenecen a un
grupo se parezcan ma´s entre s´ı de lo que se parecen con objetos de otros grupos.
La deﬁnicio´n formal de Clustering (o agrupamiento), dependera´ inevitablemen-
te de la deﬁnicio´n formal de Cluster y ambos te´rminos parecen estar deﬁnidos
de diversas maneras en la literatura. En [5] podemos encontrar una deﬁnicio´n
bastante simple para Clustering : “regiones cont´ınuas del espacio que contienen
una densidad relativamente alta de puntos, separadas de otras regiones del es-
pacio por regiones cuya densidad de puntos es relativamente baja”. Si bien esta
descripcio´n parece bastante natural, cuantiﬁcar la cercan´ıa de dichos puntos de-
pendera´ de los tipos de clusters presentes en el conjunto de datos sobre el que
se trabaja. Ya que los datos pueden agruparse en formas compactas, alargadas
o formando algu´n tipo de trazo dentro de cada cluster.
Interpretacio´n y preparacio´n de los datos. Como medida de interpretacio´n gene-
ral, en este art´ıculo vamos a considerar que cada ﬁla de la matriz de datos que se
va a procesar es una observacio´n, mientras que cada columna es una variable. Es
decir, si la matriz de datos tiene dimensio´n n×m, estaremos trabajando con n
observaciones y m variables. Es importante tener en cuenta que los datos deben
ser estandarizados previo a la aplicacio´n del me´todo de clustering, para lograr
que las variables sean comparables entre s´ı.
2. Antecedentes
2.1. Conceptos ba´sicos
Existen varias cuestiones a tener en cuenta al momento de elegir la estrategia
con la cual se llevara´ a cabo el agrupamiento. Por ejemplo, si se tratara´ de un
agrupamiento estricto, en cuyo caso cada elemento pertenecera´ a un u´nico grupo,
o no. Si se podra´ aplicar un me´todo supervisado, para el cual se contara´ con casos
etiquetados, o si so´lo se podra´ aplicar un me´todo no supervisado.
Uno de los factores ma´s importantes a considerar es cua´l sera´ la me´trica que se
usara´ para medir la distancia. El agrupamiento de las observaciones requerira´ de
algu´n me´todo que permita evaluar la distancia (o similitud/dissimilitud) entre
los elementos que se esta´n intentando agrupar (en nuestro caso observaciones).
Por medio de estas distancias se podra´ conformar una matriz de distancias que
es requerida por algunos de los me´todos de clustering. Dos de las me´tricas ma´s
comunes para medir la distancia entre dos observaciones x e y son:
Distancia Eucl´ıdea, deﬁnida como: De =
√∑n
i=1(xi − yi)2
Distancia Manhattan, deﬁnida como: Dm =
∑n
i=1 |(xi − yi)|
En ambos casos xi e yi corresponden respectivamente a la i-e´sima componente
de los vectores x e y de longitud n. Existen otras me´tricas para medir distancia,
como Pearson, Kendall o Spearman [17,18,10,11,21], las cuales esta´n basadas en
correlacio´n.
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Matriz de Distancia. Una vez deﬁnida la me´trica de distancia a utilizar se
puede calcular la matriz de distancia, Md, de n × n, tal que la componente
Md[i, j] indicara´ la distancia (o similitud/dissimilitud) entre el vector (ﬁla) i y
el j de nuestra matriz original. Como es de suponer, esta matriz sera´ sime´trica
y con ceros (o unos) en la diagonal. No todos los me´todos utilizan esta matriz.
2.2. Estrategias cla´sicas para realizacio´n de Clustering
Como mencionamos anteriormente, las estrategias cla´sicas para intentar iden-
tiﬁcar las caracter´ısticas de los grupos de datos subyacentes dentro de un conjun-
to de datos particular se dividen en dos grupos principales: Me´todos jera´rquicos
y Me´todos no jera´rquicos.
Me´todos jera´rquicos. Estos me´todos permiten trabajar con distintos tipos de
variables y son u´tlies cuando no se conoce previamente el nu´mero de clusters,
siempre y cuando el conjunto de datos no sea muy grande. Estos algoritmos
pueden ser, a su vez, Aglomerativos, en los que en cada etapa se van agrupando los
clusters calculados hasta el momento de tal forma de obtener un nu´mero menor
de clusters, o Divisivos, que trabajan de manera inversa. En ambos casos se
trabaja minimizando alguna funcio´n de distancia (o maximizando alguna funcio´n
de similitud), para lo cual se utiliza la matriz de distancias (o similitudes).
Me´todos no jera´rquicos (o de particionamiento). Estos me´todos, a dife-
rencia de los jera´rquicos, trabajan procurando alcanzar la mejor particio´n posible
de los datos para un nu´mero dado de clusters (k) . Este nu´mero debe ser deter-
minado de manera previa a la ejecucio´n del algoritmo. En general, estos me´todos
no trabajan sobre una matriz de distancia sino sobre los datos originales.
Existe una gran variedad de algoritmos no jera´rquicos, entre los ma´s comunes po-
demos mencionar K-means [14], K-medoids (PAM) [9], CLARA, DBSCAN [4].
A continuacio´n se explicara´n de forma resumida en que´ consisten los me´todos
que se utilizaron en este trabajo.
K-means [14]. Este me´todo, propuesto en 1967, es uno de los algoritmos no
supervisados ma´s utilizados para realizar el particionamiento de un conjunto de
datos en k subconjuntos. La idea ba´sica consiste en lograr determinar grupos
de objetos de tal forma que se minimice la variacio´n total dentro de los clusters
(within-cluster variation) medida por el error cuadrado total (Ed) de la siguiente
manera: Ed =
∑k
i=1
∑ni
j=1 d(xij , ci)
2, donde, d es la me´trica de distancia utiliza-
da, k es el nu´mero de clusters, xij es la j-e´sima obervacio´n del cluster i, y ni y
ci son la cardinalidad y el controide del cluster i.
La forma y el momento en que se recalcula dicho centroide ha dado origen a
distintas variantes del algoritmo, como MacQueen [14], Forgy/Lloyd [6,13] y
Hartingan [7].
PAM [9,12]. PAM proviene de Partitioning Around Medoids. Este me´todo,
propuesto en 1987, es una de las implementaciones ma´s conocidas del algoritmo
K-medoids. El objetivo del me´todo es encontrar una secuencia de objetos (o
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medoides) tales que se encuentren ubicados de manera central en los grupos o
clusters. Es ma´s robusto ante el ruido y outliers que K-means porque minimiza
una suma de disimilaridades (entre pares de puntos) en vez de una suma de
distancias eucl´ıdeas cuadradas. Algunos resultados experimentales han mostrado
que PAM funciona relativamente bien para conjuntos de datos pequen˜os [12],
pero se vuelve ineﬁciente con conjuntos de datos grandes debido a que el tiempo
de ejecucio´n de cada iteracio´n aumenta en forma cuadra´tica con N [21].
CLARA [12,21]. En el me´todo clara (Clustering LARge Aplications) fue desa-
rrollado con el objetivo de resolver los problemas de PAM frente a conjuntos de
datos grandes. La idea subyacente de CLARA es procesar aleatoriamente una
muestra Xi de taman˜o Ni del conjunto de datos entero, X, y determinar el con-
junto de medoides, θi que representa mejor a Xi utilizando PAM. CLARA utiliza
PAM sobre un nu´mero de subconjuntos de X, denotados como X1, ..., Xm, de
tal forma que en cada ejecucio´n de PAM se obtiene un conjunto de medoides,
θ1, ..., θm. Luego, se evalu´a la calidad del agrupamiento asociado a cada uno de
los conjuntos θi teniendo en cuenta el conjunto de datos entero. Trabajando de
esta manera, el algoritmo logra requisitos de tiempo y almacenamiento lineales.
Fanny [12]. Fanny (Fuzzy Analysis clustering) es un algoritmo de particio-
namiento difuso (“fuzzy”). Es decir, a diferencia del resto de algoritmos vistos
hasta ahora, las observaciones no se clasiﬁcan en un u´nico cluster sino que se les
asigna las probabilidades de pertenecer a cada grupo. Estas probabilidades no
pueden ser negativas y deben sumar 1. Si uij es la probabilidad del elemento i de
pertenecer al cluster j, el objetivo del algoritmo Fanny es minimizar la funcio´n∑k
v=1
∑n
i=1
∑n
j=1 u
r
ivu
r
jvd(i,j)
2
∑n
j=1 u
r
jv
, donde n es el nu´mero de observaciones, d(i, j) es la
disimilitud entre las observaciones i y j y k es el nu´mero de clusters. El valor r
se denomina exponente de membres´ıa o pertenencia y si es cercano a 1 produce
como resultado grupos menos difusos, mientras que si tiende a inﬁnito se logra
una difusio´n completa.
2.3. Validacio´n de los Clusters
Si bien es claro que existen algunas caracter´ısticas ba´sicas que se desea al-
canzar con el agrupamiento encontrado, como por ejemplo que la densidad entre
los elementos del grupo sea superior a la densidad entre esos elementos y otros
elementos externos, no es trivial evaluar que´ tan bueno es dicho agrupamiento
de la manera ma´s adecuada posible. Adema´s, se debe tener en cuenta que la
bondad de cada grupo sera´ relativa a la aplicacio´n o problema que se esta´ inten-
tado resolver. Existe un gran nu´mero de ı´ndices que permiten evaluar diferentes
aspectos del resultado de un algoritmo de clustering y, si bien se han clasiﬁcado
de varias formas [1,21,2], la categorizacio´n ma´s ampliamente utilizada es la que
los agrupa en internos y externos [1,21]. La principal diferencia esta´ en si la
medida usa o no informacio´n externa para la validacio´n, es decir, informacio´n
que no es producto de la te´cnica de clustering. En general, de una u otra manera
todas las medidas internas buscan analizar dos caracter´ısticas principales de la
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estructura: cohesio´n y separacio´n. La primera busca que el miembro de cada
cluster sea lo ma´s cercano posible a los otros miembros del mismo cluster y la
segunda apunta a tener clusters ampliamente separados. Los ı´ndices de valida-
cio´n interna ma´s utilizados son Dunn y Silueta. En este trabajo, se eligieron dos
ı´ndices adicionales, Entrop´ıa y Widestgap, que permiten un ana´lisis ma´s global
del resultado ﬁnal del algoritmo.
Dunn [3,15]. El objetivo principal de este ı´ndice es dar un valor sobre la cohe-
sio´n de los clusters analizando la varianza entre los miembros del cluster y la
separacio´n entre los clusters. La distancia entre los miembros de un cluster debe
ser lo ma´s pequen˜a posible y entre los clusters lo ma´s grande posible. Su valor
va desde cero hasta inﬁnito y se calcula como:
D = mı´n
1≤i≤n
{
mı´n
1≤j≤n,i =j
{
d(i, j)
ma´x1≤k≤n d′(k)
}}
(1)
donde d(i, j) representa la distancia entre los clusters i y j, y d′(k) mide la
distancia dentro del cluster k.
Silueta [15,19]. Este ı´ndice se utiliza para evaluar la compactitud (inter-cluster)
y separabilidad (intra-cluster) de una estructura de clusters. El coeﬁciente de
Silueta para un agrupamiento se calcula a partir del valor s(i) de cada elemento
de la siguiente manera:
S =
1
N
N∑
i=1
s(i) (2)
donde s(i) se calcula a partir de a(i) (la distancia media entre el objeto y todos
los otros objetos del mismo cluster) y b(i) (la distancia media entre el objeto
y todos los otros objetos del cluster ma´s pro´ximo) como: s(i) = b(i)−a(i)max(a(i),b(i)) .
Un valor de s(i) cercano a cero indica que el objeto i esta´ en la frontera de dos
clusters. Un valor de s(i) cercano a uno indica que el elemento se ha agrupado
adecuadamente y, por el contrario, si el valor de s(i) es negativo, es probable
que el elemento haya sido incorrectamente agrupado.
Entrop´ıa. El tercer ı´ndice analizado mide la entrop´ıa de la distribucio´n de los
elementos de un cluster. En todos los a´mbitos en que se analice, la entrop´ıa se
concibe como una medida del desorden. Por esta razo´n, cua´nto ma´s chico sea
este valor, mejor sera´ la calidad de la estructura del clustering. Si bien esta me-
dida suele ser utilizada como una herramienta para comparar dos agrupamientos
diferentes, por medio de la medicio´n de la informacio´n mutua existente entre los
mismos, en este art´ıculo so´lo se utiliza como una forma de evaluar el desorden
de un agrupamiento particular, funcionando como una me´trica de validacio´n in-
terna. Segu´n la deﬁnicio´n de entrop´ıa asociada a un agrupamiento C dada en
[16] se calcula como:
H(C) = −
K∑
k=1
P (k)logP (k) (3)
donde K es el nu´mero de clases del agrupamiento C y P (K) es la probabilidad
de que un elemento pertenezca al grupo k, dada por P (k) = nkn , donde nk es
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el nu´mero de elementos en el grupo k y n es el nu´mero de observaciones en el
conjunto de datos.
Widestgap [22,8]. Finalmente, la cuarta medida considerada calcula la brecha
ma´s grande dentro de cada cluster, y retorna la mayor de todas. El valor del
ı´ndice de widesgap para un cluster C se calcula como:
Wg = ma´x
c ∈ C
wg(c), donde wg(c) = ma´x
c ∈ C
para D,E:
D∪E=C
D∩E =∅
⎧⎨
⎩ mı´nx ∈ D
y ∈ E
d(x, y)
⎫⎬
⎭ (4)
Como puede verse en esta ecuacio´n, una vez calculados los valores de los espacios
(o brechas) ma´s grandes encontrados dentro de cada cluster (wgc), Wg se deﬁne
como el ma´ximo de dichos espacios. Este espacio deber´ıa ser minimizado pues
implica clusters ma´s compactos.
3. Algoritmo propuesto: MetaCLAS
MetaCLAS es un algoritmo gene´tico implementado en R que, a partir de
una matriz de datos, propone un me´todo de clustering y sus correspondientes
para´metros. Hasta ahora, los posibles me´todos son K-means, PAM, CLARA y
Fanny, cuya eleccio´n depende de la calidad de los resultados obtenidos para la
matriz de entrada. Los ı´ndices utilizados para evaluar la calidad del resultado
del me´todo de clustering son: Dunn, Silueta, Entrop´ıa y Widestgap.
Representacio´n de los individuos. Cada individuo se compone por los cam-
pos “MC, K, Algoritmo”. MC es un entero que representa el me´todo de
clustering (K-means, PAM, CLARA o Fanny). K es la cantidad de clusters a
obtener (fanny, clara) o una lista de centroides (K-means) o una lista de me-
doides (PAM) segu´n corresponda para el me´todo de clustering elegido en MC.
Por u´ltimo el campo Algoritmo guarda, en el caso de K-means, una referencia
al nombre del algoritmo (Hartigan-Wong, Lloyd, Forgy o MacQueen), y en los
otros tres casos (PAM, CLARA o Fanny) guarda el me´todo utilizado para cal-
cular la distancia entre dos observaciones.
Al momento de crear el individuo es importante mantener consistencia entre el
me´todo de clustering y sus para´metros. Por esto se realizo´ la validacio´n del
k segu´n las restricciones del me´todo siguiendo estas reglas: los me´todos K-
means, PAM y CLARA requieren que 0 < k < n. El me´todo Fanny requiere
que 0 < k < (n/2)− 1. Esto es considerado a lo largo de todo el algoritmo para
conservar la factibilidad de los individuos.
La poblacio´n inicial se crea de manera aleatoria respetando en cada caso las res-
tricciones de los individuos, acorde a los para´metros requeridos por cada me´todo.
El me´todo de seleccio´n utilizado es el de torneo binario.
Cruzamiento. Para el cruzamiento de dos individuos, se seleccionan los padres
con una probabilidad PC = 0,7, y se cruzan aleatoriamente usando una de las
siguientes opciones:
Opcio´n 1: Los hijos heredan el valor de k y reciben intercambiado el me´todo
de clustering de los padres.
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Opcio´n 2: Los hijos heredan el me´todo de clustering del padre y reciben
intercambiado el valor de k.
Este proceso requiere una correccio´n del valor de k para preservar la propiedad
de individuos factibles mencionada anteriormente.
Mutacio´n. Para mutar a un individuo, utilizamos una te´cnica de reemplazo
total. El individuo es seleccionado con una probabilidad PM = 0,2 y en su
posicio´n se genera un individuo nuevo.
Evaluacio´n de la aptitud de cada individuo. La evaluacio´n del ﬁtness de
un individuo determinado se hace en dos pasos. En el primer paso, se ejecuta el
me´todo correspondiente al individuo, utilizando los para´metros especiﬁcados pa-
ra el mismo, para lo cual se utilizaron los paquetes stats y cluster de R. Luego, se
utiliza la funcio´n cluster.stats {fpc} para validar el resultado del me´todo. Dicha
funcio´n calcula varias estad´ısticas de validez para una estructura de clustering
y una matriz de disimilitud. En este caso, de todas las estad´ısticas que devuelve
cluster.stats, se analizaron los valores de los ı´ndices Dunn, Silueta, Entrop´ıa y
Widestgap. El objetivo ﬁnal de la funcio´n de aptitud es maximizar los primeros
dos ı´ndices y minimizar los u´ltimos dos.
Dado que nos encontramos ante un problema de varios objetivos, en esta pri-
mera aproximacio´n se decidio´ utilizar la forma ma´s directa de abordarlo que
es mediante una funcio´n de agregacio´n. La misma consiste en combinar todas
las funciones objetivo fi(x) en una u´nica funcio´n F (f1(x), ..., fk(x)). La funcio´n
ma´s utilizada es la combinacio´n o agregacio´n lineal de los objetivos en base a la
siguiente ecuacio´n:
F =
k∑
i=1
wifi(x) (5)
donde wi son los pesos de cada funcio´n objetivo, siendo comu´n que sean norma-
lizadas, tal que la suma de todos los pesos sea igual a 1. En este trabajo todos los
objetivos tienen igual peso. Los objetivos a maximizar se suman y lo dema´s se
restan. Ma´s espec´ıﬁcamente, las funciones objetivo fueron determinadas como:
f1 = D, f2 = S, f3 = −H y f4 = −Wg en base a las ecuaciones dadas en (1),
(2), (3) y (4).
4. Evaluacio´n
Para comprobar el desempen˜o del algoritmo se utilizo´ un ejemplo tradicional
en el ana´lisis de conglomerados. Se trata del conjunto de datos introducido por
[20] que esta´ compuesto por 75 observaciones sobre dos variables, x e y.
En la Figura 1 se pueden ver dos posibles soluciones de clustering encontradas
con diferentes nu´meros de clusters. Se puede ver que en el grupo de cuatro
clusters, la separacio´n entre clusters es visualmente reconocible, mientras que a
medida que nos movemos al caso de cinco grupos, la interpretacio´n e incluso la
deﬁnicio´n de los grupos es menos clara.
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Figura 1: Posibles agrupamientos encontrados para los datos Ruspini, para 4 y 5 grupos
respectivamente.
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Fig. b
4.1. Disen˜o de experimentos
La experimentacio´n se organizo´ en 100 corridas independientes del Meta-
CLAS. Para cada corrida se registra la conﬁguracio´n de clustering sugerida por
el mejor individuo utilizando los ı´ndices de evaluacio´n presentados en la seccio´n
anterior. Una vez ﬁnalizadas las corridas, se coteja el resultado utilizando la
funcio´n NbClust del paquete con el mismo nombre. Esta funcio´n utiliza 30 ı´ndi-
ces para determinar el mejor nu´mero de clusters. Sin embargo, a diferencia de
nuestro me´todo, no propone el algoritmo que arroja los mejores resultados. So´lo
realiza el ana´lisis usando un algoritmo no jera´rquico, el kmeans, y uno jera´rqui-
co, el HAC (Hierarchical Agglomerative Clustering), sin dar la posibilidad de
poder modiﬁcar estos me´todos.
4.2. Ana´lisis de resultados
En la tabla 1 mostramos un resumen de los valores obtenidos en las 100 co-
rridas del MetaCLAS. Cabe destacar que solo una de las 100 veces, el algoritmo
sugirio´ una conﬁguracio´n con 2 clusters. El resto de las corridas sugirieron entre
4 y 5 clusters. Es importante recordar que nuestro me´todo decide cua´ndo una
conﬁguracio´n es mejor que otra en te´rminos de los ı´ndices Dunn, Silueta, En-
trop´ıa y Widestgap. De acuerdo a lo que podemos ver en los resultados, nuestro
algoritmo sugiere que utilizando el me´todo CLARA con k = 5 obtenemos los
mejores valores para los objetivos perseguidos en te´rminos generales. No se ve
una gran diferencia entre las me´tricas utilizadas para este me´todo. S´ı podemos
ver que el me´todo PAM con distancia Eucl´ıdea tambie´n demuestra una buena
performance, para un k = 4. En este punto es cuando se pone en evidencia la
importancia de incorporar medidas de evaluacio´n externas que, en vista de es-
tos resultados, ayuden a completar el ana´lisis. Si so´lo nos concentramos en el
valor de k a sugerir, tendremos como resultado que nuestro algoritmo preﬁere
estructuras con 4 clusters. Cabe destacar que cada vez que se sugirio´ k = 4,
la estructura fue ide´ntica para todos los casos, mientras que para k = 5 hab´ıa
distintas variantes.
Como dijimos anteriormente, validamos los resultados de este caso de estudio
con la funcio´n NbClust. Al invocar dicha funcio´n con el dataset de ruspini y una
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Tabla 1: Algoritmo ma´s adecuado sugerido y nu´mero de clusters correspondiente pa-
ra cada ejecucio´n del MetaCLAS. En donde, H-W:Hartigan-Wong, L:Lloyd, F:Forgy,
McQ:MacQueen, E:Eucl´ıdea, M:Manhattan.
K-means PAM Fanny CLARA
H-W L F McQ E M E M E M
k=4 5 1 3 14 8 9 8 8 12 68
k=5 5 14 12 31
9 27 17 46
variacio´n de k desde 2 hasta 8, el resultado obtenido es que entre todos los
ı´ndices:
1 propone que el mejor nu´mero de clusters es 2,
3 proponen que el mejor nu´mero de clusters es 3,
6 proponen que el mejor nu´mero de clusters es 4,
1 propone que el mejor nu´mero de clusters es 5,
2 proponen que el mejor nu´mero de clusters es 8,
y la conclusio´n a la que llega es que “de acuerdo con la regla de mayor´ıa, el
mejor nu´mero de clusters es 4”.
Este resultado nos da dos indicios: el primero es que en te´rminos de la cantidad
de clusters, estamos sugiriendo lo mismo que este me´todo que es bien conocido
y usado ampliamente en la literatura. El segundo es que elegimos correctamente
cuatro ı´ndices que resumen las caracter´ısticas deseables de una estructura de
clusters. En cuanto al me´todo que estamos sugiriendo (clara) no podemos cons-
tatar este resultado ya que no existe, hasta donde sabemos, un algoritmo cuyo
objetivo sea tambie´n proponer el me´todo ma´s adecuado para una estructura
determinada.
5. Conclusiones
En este art´ıculo presentamos el algoritmo MetaCLAS, un algoritmo gene´tico
cuyos individuos representan distintas conﬁguraciones de me´todos de clustering,
para´metros de los mismos y distintos valores de k. El algoritmo fue validado con
el dataset Ruspini, el cual es ampliamente usado en la bibliograf´ıa de testeo de
clustering. Los me´todos entre los cuales nuestro algoritmo sugiere el que mejor
se desempen˜a son los me´todos de particio´n K-means, CLARA, PAM y Fanny.
Para seleccionar la mejor conﬁguracio´n de me´todo/para´metros/k, usamos los
ı´ndices de validacio´n interna Dunn, Silueta, Entrop´ıa y Widestgap. Luego de
realizar 100 corridas independientes de nuestro algoritmo, pudimos comprobar
usando el paquete NbClust de R que el me´todo propuesto sugiere las mejores
conﬁguraciones. Por esto consideramos que el me´todo presentado en este trabajo
es un buen punto de partida para una futura implementacio´n en la cual, toman-
do esta primera implementacio´n como base, vamos a agregar la posibilidad de
evaluar distintas reducciones de la matriz como parte del individuo para manejar
grandes volu´menes de datos. Adema´s planeamos incluir ma´s me´todos de cluste-
ring y como objetivo adicional, resta optimizar los operadores de cruzamiento y
mutacio´n del algoritmo gene´tico.
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