Some results for probability measures on function spaces are extended to finite signed measures (FSM's). In particular FSM's on the space of continuous functions and right-continuous functions with left-hand limits are patched together by a procedure of Stroock and Varadhan. Given an increasing sequence of stopping times the procedure is carried out repeatedly. A sequence of transition functions and, an extension result for the linear maps associated with these transition functions are obtained.
Introduction* In recent years some papers have appeared related to signed measures on function spaces (see [3] and [4] ). This paper extends certain results for probability measures on function spaces to finite signed measures (FSM's) on such spaces. A more detailed discussion can be found in [8] .
In part I we introduce conditional FSM's and consider the existence of a regular conditional distribution (ROD) of an FSM on a standard measurable space mimicking Chapter V of [5] . Further, the Jordan decomposition of an RCD is investigated. We then consider a sequence of transition functions and associate linear maps between Banach spaces of FSM's with these transition functions. An extension result for the linear maps is obtained.
In part II FSM's on Ω = C([0, oo); S) and Ω = D ([0, <») ; S) with S a separable metric space are patched together by the procedure used in [6] for probability measures on C([0, oo); E d ). In fact, if * is the σ-field on Ω generated by the coordinate projections {X u t ^> s} and τ an s-stopping time with respect to the (/-fieldŝ f t 8 = σ{X u , s <: u<^t}, then an FSM on ^/έ* is patched together with a family {μ ω } ωeΩ of FSM's where μ ω has domain ^Γ (ω) if τ(α>) < <*>.
If S is a complete separable metric space, (Ω, ^f 8 ) and (Ω, ^%f) are standard measurable spaces. In this case any FSM on (Ω, ^/έ s ) with an RCD given ^/έ* can be thought of as obtained by patching. If τ 0 , τ lf is an increasing sequence of s-stopping times ^C*, f T [, is the corresponding sequence of ^-fields and, given families of FSM's {μ nω )ω on ^Γ* (ω) for each n with the right properties the patching procedure can be applied repeatedly. We have in fact an associated sequence of transition functions and the results of part I apply.
Basic facts on FSM's are taken from [2] . REMARK 
Note that for all ΰe^ \μ(B\Σ)\ £ h,(Ω\Σ) + h 2 (Ω\Σ)
except on a μ-null set N (which depends on B in general). DEFINITION 1.4. Let (Ω, ^ μ) be an FSM space, Σ a sub σ-field of ^ and R the set of real numbers. The function Q: Ω x &~ -> R is called an RCD of μ given J? if it has the properties:
( Proof. The proof is the same as for regular conditional probability distributions (RCPD's). 2* Extension theorems for FSM's* In this section we generalize theorems for probability measures appearing in Chapter V of [5] to theorems on FSM's. DEFINITION 2.1. Let {^}Γ be an increasing family of σ-fields on the space X. The family of FSM's {μ n }? is said to be consistent if μ n is defined on ^ and for all A e & n and m^>n, μ n (A) = μ m (A). The family is said to be uniformly bounded if sup % | μ n \ (X) < oo.
We will need the following simple lemma of which we omit the proof. LEMMA Moreover, \μ\(X) = Proof. The necessity is proved in [5] . In order to prove the sufficiency we first prove the analogue for FSM's of Theorem 3.1 on p. 138 of [5] , We use the notation of [5] and make the further assumption that sup % | μ n \ (Z n ) < oo.
Let μ be the finitely additive bounded set function on analogous in the obvious way to μ on p. 139 of [5] . We will show that if {AJΓ is a decreasing sequence in &~ and if \μ\(A n ) ^ δ > 0 for all n and some δ > 0, then Γ\ n A n Φ0
Without loss of generality we may assume A n e 3r n for n = 1, 2, . 
Together with (*) we obtain Put K n = Γ\7=i Kj,us) for w = 1, 2, . As in [5] it follows that f\ n A n Φ 0. Thus μ is countably additive on ^T Therefore μ has a unique extension to an FSM on 3ϊ, which we also denote by μ, and \μ\(Z) = suv n \μ n \(Z n ).
We can now prove the analogue for FSM's of Theorem 3.2 on p. 139 of [5] . This proof and the proof of the theorem at hand go through in the same way as in [5] . For details see [8] .
The next theorem is Kolmogorov's extension theorem for FSM's. Its proof is similar to Parthasarathy's proof for probability measures. With the notation of Theorem 5.1 on p. 144 of [5] we have the following. THEOREM 2.4. Let (X a , & a Proof. The necessity follows immediately from the definition. If X is countable the sufficiency is a direct consequence of Theorems 1.1 and 1.2. Let X be uncountable. As is shown in [5] there exists an increasing sequence of finite σ-fields {^n}T such that \J n & n generates & and any uniformly bounded consistent sequence of FSM's on {^JΓ is extendable to an FSM on ^.
Following [5] it is easy to see that for n -1, 2, there exists a function Q n :
JA
By the argument in [5] and Remark where P is any fixed probability measure on ^. Now | Q \ (x, X) = sup w |Q»|(ίc, X) if xeX -N and, consequently, Remark 1.3 implies that &-»|Q|(<B, X) is ^-integrable. That Q is an RCD of μ given Σ follows now as in [5] . AeΣ and Be&, Q(x, AB) -h(x)Q(x,B) ifxeX-N.
Proof. Clearly, iί AeΣ and Be^, Q(x, AB) = I A (x)Q(x, B)
except for a; in a μ-null set in Σ depending on A and B. Now both Σ and & are countably generated and the proof is completed by a standard argument.
The next theorem concerns the Jordan decomposition of an RCD. THEOREM 
Let (X, &) be a standard measurable space and Σ a countably generated sub σ-field of &. Let μ be an FSM on & with an
RCD, Q, given Σ. If Q(x, •) = Q + (x, •) -Q~(x, •) is the Jordan decomposition of Q(x, •)> thenQ(x, B) = Q + (x, X)Q 1 (x, B) -Q-(x, X)Q 2 (x, B) if xeX-N. Proof From Q + (x, B) = l/2{|Q|(a?, B) + Q(x, B)} and Q~(x, B) = l/2{|Q|(ά, B) -Q(x, B)} it
(x, B) and Q-(x, AB) = I A (x)Q-(x, B) if x e X -N x .
Let P be any probability measure on (X, &) such that μ and P are absolutely continuous with respect to each other and let Q f be an RCPD of P given Σ. We set F x = {x: Q + {x, X) = 0} and F 2 = {x: Q-(χ, X) = 0} and define, for all
Let probability measures P, and P 2 on έ% be defined by P X {B) -
Clearly, Q, and Q 2 are RCPD's given Σ of P x and P 2 respectively. Moreover, for all AeΣ and
The proof is complete. Proof. This is straight forward and will be omitted. We only observe that for n > m ^ 0 and B 6 <^, For
With the usual operations and the total variation norm M n is a Banach space. Let {/JΓ be transition functions as in Lemma 4.2. For n -1,2--define the linear maps In § §5 and 6 the patching Theorem on p. 367 of [6] is generalized. Instead of X t we also write X(t). The Borel σ-field of S will be denoted by &(S) or Sf.
If0^α^ί^6<oo, then ^° = σ(X t , a^t^b)
is the σ-field on Ω generated by the maps X t , a <: t <^ δ. If b = oo we write (E) and thus the assertion is true for all 5eσ(ίr ro+ ). But cr(^Γ 0+ ) = t ,^Γ° and the lemma is proved.
6. The patching theorem* In this section S will be a separable metric space. The σ-field ,^s then is countably generated. Proof. Suppose μ is another FSM on .^s satisfying (i), (ii) and (iii), and let Q be its RCD given ^τ\ Let B = {X (Q e Γ,; i = 0, , n) with s = t Q < t x < --< t n and Γ o , , Γ n e S< Put A t = {ί, ^ τ < ί ί+1 } for I -0, 1, , n -1 and A n = {τ ^ ί n }. Clearly, A, 6 ^ for I -0,1, ••-,%. Now it follows from Lemmas 5.7 and 5.8, and (i) 8* The reverse of patching. From now on S will be a complete separable metric space. Let 0 <£ a <^ h < °° and let C? = C ([a, &] ; S) be the space of continuous functions on [α, δ] with values in S. It is well known that Cl with the uniform metric is a complete separable metric space and that the Borel σ-field on Cl coincides with the σ-field generated by the coordinate projections, e.g., see [9] . Let Dl -D( [α, 6] ; S) be the space of functions on [α, b] that are right-continuous and have left-hand limits, with values in S. If S = R, it is shown in [1] that Dl with the Skorohod topology is a separable completely metrizable space. Its Borel σ-field coincides with the α-field generated by the coordinate projections. If S is any complete separable metric space the same can be shown, see for instance [8] . That (£?, ^0") is standard is then an easy application of Theorem 2.3.
If τ is an s-Markov time as in 5.1, it is shown in [6] ) (see also [7] ). Along similar lines it can be shown that (Ω, ^C s ) is standard if Ω = C([0, oo) ; S) or Ω = D ([0, oo); S) with S any complete separable metric space. In fact ^/S τ s is generated by the collection of sets of the form {X(t, Λτ)eΓ lf , X(t n A τ) e Γ n ) with t lf , t n points in [s, °°), Λ, , Γ n e £f and n^l. Also Ω(τ) = {ω: X(t, ώ) = X (t A τ(ω) , ω) for all t ^ 0} is a set in ^€ s (compare p. 395 of [6] ). If Ψ T :Ω-+Ω is defined by W τ (ω)(t) = ω(t A z(ω)) for all ωeΩ and t S 0, then Ψ~\^s ΓΊ Ω(τ)) = ^€ τ s . For details see [8] . We have the following extension of Theorem 1.3.4 on p. 34 of [7] . The condition
