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Abstract. The aim of this study is to clarify the physics which governs the transition
from epsilon phase to zeta phase of solid oxygen observed experimentally at 96 GPa
using density functional theory (DFT). The transition was predicted at 40 GPa with PBE
functional. Then the Hubbard correction was added to enhance the localization of
p-orbital of oxygen. The epsilon-zeta transition pressure was significantly improved to
70 GPa. Finally, we included the non-local van der Waals correction. The transition
pressure slightly increases to 80 GPa. These results demonstrate that the contribution
from Hubbard term is superior to van der Waals term.
1. Introduction
Solid oxygen under high pressure has been studied widely for many decades [1-10]. Recently, A. J.
Ochoa-Calle et al [9] have reported their calculations using various methods from Hartree-Fock (HF) to
DFT with LDA, PBE, Meta-GGA, and hybrid functionals in order to obtain a good agreement with the
experimental results of the epsilon-zeta transition at 96 GPa [1, 6, 10]. They found that the hybrid
functionals yield better quantitative results compared to non-hybrid functionals and HF method. The
role of hybrid functionals in this case is apparently still unclear because the agreement was reach when
they used 27% of non-local HF exchange for their hybrid functional but HF method with 100%
non-local HF exchange predicted no epsilon-zeta phase transition up to 160 GPa.
X-ray diffraction study reported that epsilon-oxygen has a monoclinic C2/m symmetry in which four
O2 molecules associate into a unit cell called (O2)4 [5]. The electronic properties of epsilon-oxygen thus
strongly depends on the localization of electronic states in (O2)4 and the non-local interaction between
the units (O2)4. Our strategy is as follows: we first conducted the calculation with a conventional DFT
functional. Then we included the Hubbard term for improving the localization of oxygen atomic orbitals.
Finally, we added the van der Waals correction to improve the description of non-local interaction.
2. Computational details
The calculation was performed in the framework of DFT [11] using the Quantum Espresso package
[12] which implements the norm-conserving pseudopotential Martins-Troullier method [13]. The
number of k-points in the irreducible Brilloin zone was equal to 84 (the 5 x 6 x 8 sampling). The kinetic
energy cutoff was set at 150 Ry with 10-9 Ry total energy convergence. We carried out the variable-cell
optimization with Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [14] for both ions and unit
cell dynamics. The initial structure of the geometry optimization at 10 GPa was chose based on the
X-ray measurement at 17.6 GPa [5]. The convergence threshold on forces for ionic minimization was set
at 10-3 a.u. The C2/m symmetry was assigned to epsilon phase. It was shown that the magnetic properties
of solid oxygen collapse in epsilon phase [4]. Thus we only carried non spin-polarized calculation. For
the local Hubbard interaction, we employed the rotationally invariant scheme with a simplified version
of Cococcioni et al [15]:
where nI,σ is the on-site occupation matrix of oxygen. Details of EU and Ueff were mentioned in ref. [15].
The Hubbard correction was applied only to the p-orbitals. The calculated result of Ueff for epsilon phase
at 10 GPa was 9.6 eV and virtually did not change at higher pressure up to 50 GPa. The Ueff then slightly
increased to 10 eV at higher pressure up to 100 GPa. We assumed 9.6 eV is a good value for epsilon and
zeta phases at the pressure regime we investigated. We applied 9.6 eV of Ueff for Hubbard correction in
whole range of pressure from 10 GPa to 140 GPa. To investigate the van der Waals interaction, we used
the non-local functional vdW-DF which used revPBE [16] for exchange GGA term [17]. We also tested
the vdW-DF2 [18] which used optB86b exchange for GGA term. We found that the vdW-DF functional
gives the results closer to the experimental data than vdW-DF2 functional. In this paper, we report the
results of vdW-DF functional. Moreover, for comparison, we also used the semi-empirical method
DFT-D [19] which is widely used in calculation of van der Waals interaction.
3. Results and discussion
Figure 1 (color online) the top and bird-eye views of a unit cell of epsilon phase of solid oxygen.
Figure 1 shows the top and bird-eye views of our model for epsilon-oxygen. In this study we
investigate the evolution of lattice parameters a, b, c with pressure.
3.1. The structure calculations with conventional DFT functionals
Figure 2 (color online) The comparison of LDA, BLYP, PBE and Meta-GGA calculations for lattice parameters a,
b, c. The experimental results are referred from ref. 6 (orange).
In this section, we carried out the variable cell optimization with conventional DFT functionals: LDA,
PBE, BLYP, and Meta-GGA. The functionals were chosen based on the Jacob's ladder of
exchange-correlation functionals [20]. Figure 2 shows evolution of lattice parameter a, b, c with
pressures. For comparison, the experimental data obtained from Weck et al [6] are also included. The
LDA yields the epsilon-zeta transition at 30 GPa while the experiment data shows the transition at 96
GPa. The PBE and BLYP functionals improve the LDA's results by 10 GPa, i.e., the transition pressure
is at 40 GPa. Interestingly, the Meta-GGA gives the transition at 30 GPa. This demonstrates that another
deterministic approach to study epsilon and zeta oxygen should be developed to understand the nature of
solid oxygen.
3.2. The impact of Hubbard correction
Figure 3 (color online) Calculated lattice parameters in comparison with experimental measurement in ref. 6:
(a) PBE calculation, (b) PBE+U calculation. The right hand side shows the evolution of charge density difference.
To further enhance the accuracy, we study the role of localization of electrons by introducing the
Hubbard correction. The Hubbard energy was calculated from Eq. (1). Figure 3(a) and (b) show the
lattice parameter a, b, c calculated with PBE and PBE+U, respectively. We can see that the transition
pressure is much improved with the presence of U. In particular, the PBE+U shows the transition
pressure at 70 GPa. To clarify how U improves the transition pressure, the charge density difference
(CDD) was calculated as the charge density minus superposition of atomic densities. The CDD is
positive where the bond is formed and is negative where electron is lost. In Fig. 3, we show the
cross-section of CDD on the ab plane (c = 0). It can be seen from Fig. 3 that the CDD is positive within
the region of a cluster (O2)4 and is negative at the region in between two (O2)4 clusters. Compared to the
PBE calculation, the PBE+U gives the CDD to be more negative at the region between two (O2)4
clusters. This suggests that U makes electron to be more localized within the (O2)4 region. Therefore,
higher pressure is needed to make these clusters strongly interact each other in order to get the
transformation into zeta phase.
3.3. The impact of non-local van der Waals interaction
Figure 4 (color online) The comparison between (a)
U+vdW-DF, and (b) U+vdW-D
Recently, there are two approaches to include the van der Waals interaction into DFT calculation: the
first approach is modifying a non-local term directly in a functional called vdW-DF functional and
calculate the total energy based on this functional, the second one is adding an empirical van der Waals
energy to the total energy calculated from a conventional functional such as PBE called vdW-D. In this
study, for comparison, we consider both approaches. Figure 4 shows the lattice parameter a, b, c
calculated from U+vdW-DF, and U+vdW-D method. The U+vdW-DF predicts the transition pressure at
70 GPa while the result for the U+vdW-D is slightly enhanced to 80 GPa. That means the contribution of
the van der Waals interaction to the transition is small. This is understandable because, under high
pressure, the interatomic distances decrease so that the role of non-local interaction becomes smaller.
This suggests that there is a competition between van der Waals and Hubbard term. The competition was
also observed between van der Waals interaction and magnetic interactions in solid oxygen [21-23].
4. Summary and Conclusions
We carried out the DFT calculations to investigate the transition from epsilon to zeta phase in solid
oxygen. The results show that the Hubbard correction strongly improves the prediction of transition
pressure to 70 GPa. In contrast, the impact of van der Waals interactions is smaller.
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