Introduction
For much of the past decade, hyper-spectral imaging has been an area of active research and development, and hyper-spectral images have been available only to researchers. With the recent appearance of commercial airborne hyper-spectral imaging systems, hyper-spectral imaging is poised to enter the mainstream of remote sensing. Hyper-spectral images will find many applications in resource management, agriculture, mineral exploration, and environmental monitoring. But effective use of hyper-spectral images requires an understanding of the nature and limitations of the data and of various strategies for processing and interpreting it. The "hyper" in hyper spectral means "over" as in "too many" and refers to the large number of measured wavelength bands. Hyper spectral images are spectrally over determined, which means that they provide ample spectral information to identify and distinguish spectrally unique materials. Hyper spectral imagery provides the potential for more accurate and detailed information extraction than possible with any other type of remotely sensed data.The noise in HSIs can be distinguished into two classes random noise and fixed-pattern noise. Photon and thermal noise are examples of random noise in HSIs, whereas striping, periodic, and interference noise are examples of fixed-pattern noise, which is generated by errors in the calibration process and can be removed from the HSI by suitable procedures. However, random noise, due to its stochastic nature, cannot be removed by those procedures and influences the performance of the algorithms adopted in hyper-spectral data exploitation. For sensors used in hyper-spectral imagery, the theory predicts that random noise mainly comes from two aspects: signal-independent (SI) electronic noise and signal-dependent (SD) photonic noise[1].
II.
System Architecture A. Proposed system: In our proposed system we design new approach removing noise in HSI image. Using hybrid of algorithms namely Hyper-spectral noise estimation, Parallel factor analysis and Multi-dimensional Wiener filter. Its design is based on eliminating the existing methods drawbacks and removal of the SI white noise, SI color noise and SD noise from the HSI with high degree of accuracy. The SI white noise is the Gaussian white Noise and SI color noise is random variable noise. The white Gaussian noise adds white pixel in the image leads to low density and low lighting. The random noise randomly adds black and white pixels caused by electrical circuit and SD noise caused by photonic noise of the circuit. The SI white noise will be removed by using hybrid of PARAFAC, HYNE, and MWF. Then the random noise will be removed by using the combination of PARAFAC and HYNE methods. Then the SD noise will be removed by using PARAFAC decomposition method. All types of noise are having major impact on the hyper-spectral image due to that reasons the researchers concentrate on the removal of those noises and getting accurate hyper-spectral image as possible.
All of the previous noise removal processes are done by means of filters but the filters removed only any one of the noise. But it is desired that all the noises will need to be removed to get the best result by getting high quality image. In that cause we design a new hybrid method for de-noising purpose. In that de-noising process we remove white noise by using MWF. The image noise is estimated by using HYNE method it is a type of multi linear algebra algorithm. Then we are using PARAFAC analysis to decompose the image and MWF is used to remove the SI white noise. After that the SI color noise is removed by decomposing the SI noise removed image by estimating that noise by Hyper-spectral noise estimation and decompose it with the Parallel Factor analysis to remove the SI color noise and the output image will contains only the SD noise then that noise will be removed by using PARAFAC decomposition. The original input image is noiseless image because in real world all the digital image is noise free image. So that reason we add the noise in input image. In our proposed we added three types of noise they are SI white noise, SI color noise, SD noise. The SI color noise [2] in real world that created by the electronic circuits. The SD noise in real world cause of Photonic noise. The property of those noise is add randomly added the image pixels. In real world the SI white Gaussian noise crated by low lighting and low brightness. The property of the white Gaussian noise is adding white pixels in image pixels. In proposed method we add noise in image based on that properties. After adding the noise we calculate the PSNR value to estimate the noise level in the input image.
B. Flow diagram

2) Steps involved in Noise removal:
The three types of noise will be removed based on the hybrid of three different types of method of HYNE, PARAFAC, and MWF. That method combination of different manner it remove different type of images.
Hyne:
The HYNE means Hyper spectral noise estimation method. The HYNE method is based on the Multi linear Regression (MLR). MLR is used as common basis for three analysis methods used in The Unscramble: • Multiple Linear Regressions; • Analysis of Effects; • Response Surface Analysis
The Decomposition algorithm is the most widely used algorithm to compute the estimated regression coefficients for MLRHyperspectral sensors measure the radiance from the observed scene in many spectral bands very close in wavelengths; thus, the signal X is generally characterized as having strong spectral correlation. MLR-based approach that exploits the strong spectral correlation of the signal and the weak between band correlations of the SI noise in HSI. After estimating the pixel values in each band as a linear combination of the pixel values in the remaining bands, the noise is reduced as a result.
Parafac:
Parallel factor analysis extends the ideas and methods of standard two-way factor analysis to three way data. The tri-linear model underlying PARAFAC [2] may be the simplest nontrivial way to extend the algebra of the factor analysis model from two-way to three way data.
Where X i,j is the entry in row i and column j of the I by J data matrix X.
Factor analysis is a statistical method used to describe variability among observed, correlated variables in terms of a potentially lower number of unobserved variables called factors. For example, it is possible that variations in four observed variables mainly reflect the variations in two unobserved variables. Factor analysis searches for such joint variations in response to unobserved latent variables. The observed variables are modeled as linear combinations of the potential factors, plus "error" terms. The information gained about the interdependencies between observed variables can be used later to reduce the set of variables in a dataset. Computationally this technique is equivalent to low rank approximation of the matrix of observed variables. Factor analysis originated in psychometrics, and is used in behavioral sciences, social sciences, marketing, product management, operations research, and other applied sciences that deal with large quantities of data. Factor analysis is related to principal component analysis (PCA) [3] , but the two are not identical. Latent variable models, including factor analysis, use regression modeling techniques to test hypotheses producing error terms, while PCA is a descriptive statistical technique. There has been significant controversy in the field over the equivalence or otherwise of the two technique.
Multi-dimensional median filter:
The multi-dimensional median filter is very well filter to remove the white Gaussian noise. Wiener theory, formulated by Norbert Wiener, forms the foundation of data-dependent linear least square error filters. Multi-dimensional Wiener filters play a central role in a wide range of applications such as linear prediction, echo cancellation, signal restoration, channel equalization and system identification. The coefficients of a Multidimensional Wiener filter are calculated to minimize the average squared distance between the filter output and a desired signal. In its basic form, the Wiener theory assumes that the signals are stationary processes. However, if the filter coefficients are periodically recalculated for every block of N signal samples then the filter adapts itself to the average characteristics of the signals within the blocks and becomes block-adaptive. A blockadaptive (or segment adaptive) filter can be used for signals such as speech and image that may be considered almost stationary over a relatively small block of samples. In this chapter, we study Multi-dimensional Wiener filter theory, and consider alternative methods of formulation of the Multi-dimensional Wiener filter problem. We consider the application of Multi-dimensional Wiener filters in channel equalization, time-delay estimation and additive noise reduction. A case study of the frequency response of a Multi-dimensional Wiener filter, for additive noise reduction, provides useful insight into the operation of the filter. We also deal with some implementation issues of Multi-dimensional Wiener filters. That Filter will remove the white Gaussian noise in the signal data.
3) Removal of SI white Noise:
In the Hyper-spectral noise removal process starts from the reduction of the SI white noise in the image. The SI white noise reduction technique involves the decomposition of image by using PARAFAC and estimate the noise in each pixel by using HYNE method then remove the noise using MWF. After that the SI white noise will be removed then the image contains only the SI color noise and SD noise. 
IV. Results
Fig. 2 workspace for noise removal
V. Conclusions
First, PARAFAC decomposition and HYNE and MWF methods can be applied to remove the SI white noise, or PARAFAC decomposition and the HYNE method can be used to delete the coloured SI noise. Then, to reduce the residual SD components, PARAFAC decomposition is applied to the denoised HSI by the previous step. The performance of the proposed PARAFACSI -PARAFACSD, HYNE-PARAFAC, and MWF-PARAFAC methods is validated on the simulated HSIs distorted by both SD and white SI noise and on the realworld HYDICE HSIs.
