The paper deals with an extremal problem concerning equitable colorings of uniform hypergraph. Recall that a vertex coloring of a hypergraph H is called proper if there are no monochromatic edges under this coloring. A hypergraph is said to be equitably r-colorable if there is a proper coloring with r colors such that the sizes of any two color classes differ by at most one. In the present paper we prove that if the number of edges |E(H)| ≤ 0.01 n ln n r−1 r r n−1 then the hypergraph H is equitably r-colorable provided r < 5 √ ln n.
Introduction
The present paper deals with the well-known problem concerning colorings of hypergraphs. Let us start with recalling some definitions.
Main definitions and new result
Let H = (V, E) be a hypergraph. A coloring of the vertex set V of a hypergraph H = (V, E) is called proper if none of the edges in E is monochromatic under this coloring. A hypergraph is said to be r-colorable if there exists a proper coloring with r colors for it. A coloring of the hypergraph vertices is said to be equitable if it is proper and the sizes of any two of color classes differ by at most one. The last means that the set of vertices V can be divided not just into r independent sets, but into r independent sets of almost the same size.
The main result of the paper provides a sufficient condition for admitting an equitable r-coloring by an n-uniform hypergraph as the restriction on the number of edges.
ln n then any n-uniform hypergraph H = (V, E) with |E| ≤ 0.01 n ln n r−1 r r n−1 is equitably r-colorable provided |V | is divisible by r.
Related work and method
Let us begin with well-known extremal problem concerning hypergraphs colorings. This whole thing started when Erdős and Hajnal proposed to find the value m(n, r) which is equal to the smallest number of edges in an n-uniform none-r-colorable hypergraph. We will only note that for small r in comparison with n, the best current bounds are the following: c 1 n ln n r−1 r r n−1 ≤ m(n, r) ≤ c 2 n 2 r n ln r,
were c 1 , c 2 > 0 are some absolute constants. The lower bound was proved by Kozik and Cherkashin [1] , the proof of upper bound is that of Erdős (see the proof in Kostochka's paper [2] ).
In fact, the result of Kozik and Cherkashin remains true for large r compared to n, but in this case, Akolzin and Shabanov proved more stronger estimates [3] . Reader can find more results on the related problems in [4] - [7] . Recent advances concerning colorings of random hypergraphs were obtained in [8] - [11] . Now we will move on to history of equitable colorings. A significant interest in equitable colorings historically arose in connection with the celebrated theorem of Hajnal and Szemerédi [12] of 1970, which verified the following conjecture of Erdős [13] : every graph G with maximal vertex degree ∆(G) admits not only a proper but also an equitable coloring with ∆ + 1 colors.
It is worth noting that the original proof of Hajnal and Szemerédi [12] was long enough and complicated. In 2008 Kierstead and Kostochka [14] presented another proof, that was short and transparent. Moreover, they refined this result to the case of maximum edge degree [15] and together with Mydlarz and Szemerédi found a fast algorithm for obtaining an equitable coloring [16] .
The generalization of Erdős's conjecture to uniform hypergraphs was obtained by Lu and Székely. Namely, they proved that: if |V | is divisible by r and the maximum vertex degree ∆(H) ≤ r n−1 /(2en), then H admits an equitable r-coloring [17] .
The main aim of the present paper is to give the sufficient condition for an equitable rcolorability of a hypergraph as a restriction on the number of edges in the general class of n-uniform hypergraphs. In other words, we study the analog of the Erdős-Hajnal problem for equitable colorings [18] . We also stress, that the previous best known bound that guarantees the existence of an equitable r-coloring of an n-uniform hypergraph was just r n−1 . The proof of Theorem 1 is based on the idea that there is a coloring in which there are few specific configurations, so-called ordered k-chains, where k ∈ {1, 2, ..., r}. The idea of considering ordered r-chains was first conceived and proved by Pluhar [19] : an arbitrary hypergraph is rcolorable if and only if there exists order on V without ordered r-chains. The similar idea was used by Cherkashin and Kozik [1] , who get the best known result for the case when n is big enough in comparison with r.
Let's get back to Theorem 1. The crucial moment is that: Pluhar criterion does not provide the information on the cardinalities of color classes, while consideration of ordered chains of all sizes does provide it.
The rest of the paper is organized as follows. In Section 2 we show that the theorem holds for hypergraphs with few vertices. Section 3 is devoted to the random algorithm, which with positive probability creates proper, but not necessarily equitable r-coloring of H. In Section 4, by the recoloring of few vertices, we will ensure the equalities of sizes of the color classes keeping the lack of the monochromatic edges.
Hypergraphs with few vertices
Assume that H = (V, E) is a hypergraph from Theorem 1. Let m = |V | denote its number of vertices. The aim of this paragraph is to show that the following conditions:
imply that the hypergraph H admits an equitable coloring with r colors. For this purpose, it is sufficient to consider a random balanced coloring with r colors. A coloring is said to be balanced if the sizes of its color classes are equal, i.e. it is a partition of V into r parts with the same size: 
The Taylor expansions of the logarithmic functions imply that
. Summarizing the degrees in the product of exponents, we finally obtain:
Hence, with positive probability the random balanced coloring C is equitable. It remains to consider hypergraphs with the number of vertices greater than n 2 (r − 1)/(2 ln n).
3 Algorithm 1: construction of a proper coloring Assume now that the hypergraph H satisfies the conditions of Theorem 1 and has large number of vertices:
We denote the set of colors by {1, . . . , r}.
For every vertex v ∈ V , let σ(v) be an independent random variable with uniform distribution on [0, 1). The value σ(v) is called the weight of the vertex v. With probability 1 the mapping
The Algorithm 1 will be parametrized by the value
We divide the unit interval [0, 1) into subintervals ∆ 1 , δ 1 , ∆ 2 , δ 2 , . . . , ∆ r as on the Figure 1 , i.e.
The length of each large subinterval ∆ i is equal to
, and every small subinterval δ i has length equal to We color the vertices of hypergraph H according to the following Algorithm 1, which consists of two stages.
• First, each v ∈ ∆ i is colored with color i, i = 1, . . . , r
• Then, moving with growth of weight, we color a vertex v ∈ δ i with color i if such assignment does not create a monochromatic edge in the current coloring. Otherwise we color v with color i + 1.
Let C 0 denote the random coloring obtained after the consideration of all the vertices.
Analysis of Algorithm 1
Suppose that Algorithm 1 fails to produce a proper coloring and there is a monochromatic edge A in the initial coloring C 0 . Let i ∈ {1, 2, ..., r} denote the color of A and let v A be the first vertex of A. We note that v A could receive color i only in two cases: either v A ∈ ∆ i or v A ∈ δ i−1 . In the second case there exists an edge B, such that v A is the last vertex of B and the remaining vertices of B were colored with color (i − 1). In this situation we say that the pair (A, B) is conflicting.
For the first vertex v B of the edge B we also have an alternative: either v B ∈ ∆ i−1 or v B ∈ δ i−2 and there exists an edge C such that v B is the last vertex of C and the remaining vertices of C are colored with color (i − 2). Repeating the above arguments, we obtain a construction, called an ordered k-chain for color i. It is an edge sequence H = (C 1 , ..., C k−1 = B, C k = A) such that the first vertex of C 1 belongs to the subinterval ∆ i−k+1 , and for every j = 2, ..., k,
Let us make some important notes concerning ordered chains.
1. The case of ordered 1-chain corresponds to the case when v A ∈ ∆ i .
2. The last vertex of the edge C k = A belongs to the subinterval ∆ i (otherwise we should prefer the color i + 1).
3. Every pair (C j−1 , C j ) has exactly one vertex in common and this vertex belongs to δ j−1 .
Summarizing the above, we can say that Claim 1. If for injective σ : V → [0; 1) and for each color i ∈ {1, 2, ..., r}, there are no ordered chains then Algorithm 1 produces a proper coloring. ways. If this set can form a chain, say, (A 1 , . . . , A k ), then any successive two edges have exactly one common vertex and the remaining pairs do not intersect. So, there is only one more possible chain (A k , . . . , A 1 ).
Auxiliary claims concerning ordered k-chains
Lemma 2. Suppose k ≥ 1 and let H = (C 1 , . . . , C k ) be an ordered k-tuple of edges in the hypergraph H. Then the probability that H forms an ordered k-chain for color i does not exceed 2 ln n n Proof. Suppose k ≥ 2. Let v j = C j ∩ C j+1 denote a common vertex of C j and C j+1 , j = 1, . . . , k − 1, i.e. the vertex v j is the last vertex of the edge C j and is the first vertex of the edge
So, for given weights σ(v j ) = x j , j = 1, . . . , k −1, the event that H forms an ordered k-chain for color i, can be described as follows:
• every vertex w ∈ C 1 \ {v 1 } should belong to the subinterval ∆ i−k+1 [α i−k+1 , x 1 );
The weights are independent, so denoting y j = x j − α i−k+j , we obtain the following estimate for the conditional probability:
≤ |take out the factor r −k(n−2)−2 and use the estimate (1 + y)
To obtain the final estimate, we have to integrate over (y 1 , . . . y k−1 ) ∈ [0, p/(r − 1)] k−1 and substitute p from (4). Thus, the probability under the consideration does not exceed
If k = 1 then every vertex of C 1 should belong to ∆ i , so the probability does not exceed
Outcome of Algorithm 1
Lemmas 1 and 2 immediately imply the following statement.
Lemma 3. The probability that a monochromatic edge occurs in the random coloring C 0 does not exceed 0.04e.
Proof. Lemma 1 estimates the number of possible configurations that can form an ordered k-chain and Lemma 2 does the same for the probability that a k-chain happens for a given color i. Bringing them together, we obtain that the required probability does not exceed
Some auxiliary claims concerning color classes
Let us return to the analysis of Algorithm 1:
Let X(i) denote the number of vertices v ∈ δ i which have been colored with color i + 1 during the evaluation of Algorithm 1. In other words, X(i) is equal to the number of vertices v ∈ δ i which Algorithm 1 could not color with i. The following lemma provides an estimate of the expected values of X(i) in terms of number of edges |E|. (ii) with probability at least (1 − 0.04e) every X(i) does not exceed n ln n . Proof. Suppose that v ∈ δ i was colored with color i + 1 during the evaluation of Algorithm 1. Since the color i was not allowed, there exists an edge A such that if v is colored with color i then A would become monochromatic of color i. This means that all the vertices in A \ {v} have smaller weights than v and have been colored with i during Algorithm 1. Now we can consider the first vertex of A. The same argument as in the proof of Claim 1 provides a chain (C 1 , . . . , C k ) such that
Lemma 4. Suppose that number of edges
|E| of H is at most 0.01 n ln n r−1 r r n−1 . Then1. C k = A.
Every pair
belongs to δ i−k+j .
3. The first vertex of C 1 belongs to ∆ i−k+1 .
A pair (C
5. The last vertex v of the edge C k belongs to δ i .
Roughly speaking, the last property is the only difference with ordered k-chain for color i. We will say that in the situation described above the set of edges (C 1 , . . . , C k ) forms an improper k-chain for color i.
Estimation of the probability almost repeats the argument in Lemma 2. Again we use the notation δ j = [α j , β j ), β j − α j = p/(r − 1). For given weights σ(v j ) = x j , j = 1, . . . , k − 1, the event that (C 1 , . . . , C k ) forms an improper ordered k-chain for color i, can be described as follows:
The weights are independent, so denoting y j = x j − α i−k+j , we obtain the following estimate for the conditional probability: To obtain the final estimate, we have to integrate over (y 1 , . . . y k−1 ) ∈ [0, p/(r − 1)] k−1 and substitute p from (4). Thus, the probability under the consideration does not exceed
So, the expected value of X(i) can be estimated as follows:
The last statement of Lemma 4 obviously follows from Markov inequality:
Let K 1 , . . . , K r denote the color classes of the initial coloring C 0 . For every color class K α , let us define nonnegative integers ex α and sh α , where ex α stands for the excess value, i.e. a positive difference between number of vertices of the color α and m/r, and sh α stands for the shortage value. Formally,
The following lemma estimates the value of excesses and shortages.
Lemma 5. With probability at least 1/2 − 0.04e the following conditions hold simultaneously:
1. the first r − 1 colors are in excess, i.e. the sizes if their color classes are at least m/r, ) . Then the number of vertices colored with color i in C 0 is equal to
for each color
We use Chernoff's inequality which states that for any random binomial variable ξ and any z > 0, it holds that
Let us apply it for ξ = Z(i) and z = 13m ln r r . Due to the initial restrictions on the parameter r we have that z < m/(2r). Hence,
Similarly,
Then, with probability at least 1 − 0.04e − 2 −1 = 1/2 − 0.04e the following conditions hold simultaneously:
Hence, we have a desired upper bound on the excess value. Now notice that the first (r − 1) colors will be in excess if
Since m > n 2 (r−1) 2 ln n , the last inequality holds for r < 3 √ ln n and all large enough n.
Construction of an equitable coloring
The final part of our work is devoted to restoring the color balance in the coloring C 0 . According to Lemma 5 we know that with positive probability first (r − 1) color classes are in excess, i.e. their sizes are at least m/r. Therefore, we are going to recolor some vertices from the color classes K 1 , ..., K r−1 with color r keeping the lack of the monochromatic edges. Now we formalize our idea: we want show that in every ∆ i , i = 1, . . . , r − 1, it is possible to choose a vertex subset W i of size ex i such that the recoloring of sets W i with color r does not create monochromatic edges. If such choice of subsets is possible then we will be able to correct the color balance.
Proof of the existence of sets W i
Before we introduce the proof, let us simplify the next sum by one symbol and introduce a new parameter:
Now we are ready to establish the existence (with positive probability) of the required collection of sets. We consider a random subset V i , i = 1 . . . , r − 1, constructed according to the binomial scheme: with probabilityp
every vertex of ∆ i is included to V i independently of each other.
Which vertices of V i are not suitable to include in W i ? Clearly, we do not want to take the vertices whose recoloring with color r can create monochromatic edges of color r. This situation happens when there is an edge A and a subset of vertices U (A) ⊂ A such that
• all vertices in A \ U (A) are colored with r in the coloring C 0 ;
• all vertices in U (A) belong to ∪ r−1 i=1 V i . In this case we do not want to take U (A) completely into ∪ r−1 i=1 W i . Such an edge A is called dangerous. Let Q denote the number of dangerous edges. So, to establish the existence of the required sets W 1 , . . . , W r−1 it suffices to show that with positive probability the following conditions hold: for any i = 1, . . . , r − 1,
We have already shown that with positive probability ex i ≤ p r(r−1) m + 13m ln r r + n ln n . So, it remains only to estimate Q and the cardinalities |V i |.
Let us start with |V i |. It is clear from the construction that |V i | is a binomial random variable Bin(m, q/m). So, by using Chernoff inequality, we get
for all large enough n. Hence, with probability at least 1 − r −9 ≥ 1 − 2 −9 every |V i | is at least
Dangerous edges and k-complex ordered chains
Suppose that A is a dangerous edge. Let us denote A = A\U (A). Then A can be considered as a monochromatic "pseudo-edge" of color r during the evaluation of Algorithm 1. Hence, we can construct an ordered k-chain H = (C 1 , ..., C k = A ) for color r with the "pseudo-edge" A as the last edge in the chain. Note that A should be contained in δ r−1 ∪ ∆ r (A is colored with r in C 0 ) and, vice versa, none of the vertices of U (A) can be contained in δ r−1 ∪ ∆ r , so A = A ∩ (δ r−1 ∪ ∆ r ). Now we can described a k-complex ordered chain H = (C 1 , ..., C k = A) as follows:
, is an ordered k-chain for color r with pseudo-edge A ;
• every vertex w ∈ A ∩ C j should belong to V r−k+j , j ∈ {1, ..., k − 2};
• every vertex w ∈ (A \ A ) ∩ C k−1 should belong to V r−1 .
Lemma 6. For given edge A, the number of configurations that can form a k-complex ordered chain k ≥ 2 in the hypergraph H with A as the last edge is at most 2
Proof. Let us take an arbitrary unordered family of k − 1 edges of H, say, A 1 , . . . , A k−1 . This can be done in at most
ways. If A 1 , . . . , A k−1 can form a chain then there are only two candidates for the the first edge in the chain (it should have only one common vertex with the union of others). After choosing the first edge the order in the chain is defined uniquely.
Lemma 7. With probability at least (1−0.02) the number of dangerous edges Q does not exceed 1 r n ln n Proof. Suppose k ≥ 2. We want to estimate the probability that an ordered k-tuple of edges H = (C 1 , . . . , C k = A) is a k-complex ordered chain. For any j = 1, . . . , k − 2, we denote v j = C j ∩ C j+1 and s j = |A ∩ C j |.
Then we choose a vertex v j ∈ C k−1 ∩ A to be the unique common vertex of A and C k−1 and denote s k−1 = |A ∩ C k−1 | − 1. Denote also s = s 1 + ... + s k−1 .
Recall that we use the notation δ j = [α j , β j ). Thus, for given weights σ(v j ) = x j ∈ δ r−k+j , j = 1, . . . , k −1, the event that H forms a k-complex ordered chain for color r, can be described as follows:
• every vertex w ∈ C 1 \ {v 1 } should belong to the subinterval ∆ r−k+1 [α r−k+1 , x 1 );
• every vertex w ∈ C j \ ({v j ∪ v j−1 }), j = 2, . . . , k − 1, should belong to the subinterval [x j−1 , β r−k+j−1 ) ∆ r−k+j [α r−k+j , x j );
• every vertex w ∈ A\({v k−1 }∪C 1 ∪. . .∪C k−1 ) either belongs to the subinterval [x k−1 , β r−1 ) ∆ r or belongs to some V i , i = 1, . . . , r − 1;
• every vertex w ∈ (A ∩ C j ) should belong to V r−k+j , j ∈ {1, ..., k − 2}.
• every vertex w ∈ (A ∩ C k−1 ) \ {v k−1 } should belong to V r−1 .
Note that for every vertex w, P(w ∈ V i ) = (1 − p)/r · p = q/m and this event is independent of the weights of other vertices.
As before, let y j = x j − α i−k+j . Now we are ready to estimate the conditional probability of event the k-complex chain occur given weights x j are fixed: So, with probability at least 1/2−(0.04e+0.04e+0.02+2 −9 ) > 0 there are no monochromatic edges and for every color i, the following relation holds:
Hence, we can choose the required sets W i of size ex i and safely recolor them with color r to obtain an equitable coloring of H. Theorem 1 is proved.
