Several approaches have been adopted over the years for grapheme-to-phone conversion for European Portuguese: handderived rules, neural networks, classification and regression trees, etc. This paper describes different approaches implemented as Weighted Finite State Transducers (WFSTs), motivated by their flexibility in integrating multiples sources of information and other interesting properties such as inversion. We describe and compare rule-based, data-driven and hybrid approaches. Best results were obtained with the rule-based approach, but one should take into account the fact that the data-driven one was trained with automatically transcribed material.
INTRODUCTION
This paper describes the development of a grapheme-to-phone conversion module based on WFSTs for European Portuguese. We investigated both the use of knowledge-based and data-driven approaches.
The objective of a grapheme-to-phone module implemented as WFSTs is justified by their flexibility in the efficient and elegant integration of multiple sources of information, such as the information provided by other "text-analysis" modules. The flexibility of WFSTs also allows the easy integration of knowledge-based with data-driven methods.
Our first approach to grapheme-to-phone (GtoP) conversion for European Portuguese was a rule-based system (DIXI), with about 200 rules [l] . All the code was programed in C, directly in the case of the stress assignment rules, and using the SCYLA ("Speech Compiler for Your Language") [2] rule compiler, developed by CSELT, for the remaining rules. The multi-level structure of this compiler allowed each procedure to simultaneously access the data resulting from all the previous procedures, so the rules could simultaneously refer to several levels (such as the grapheme level, phone level, sandhi level, etc.)
Later, this rule-based approach was compared with a neural net approach [3] that, in spite of the fairly good results, was never integrated in our synthesizer. Instead, we integrated an approach based on CARTs (Classification and Regression Trees) combined with a large coverage lexicon, as part of the porting of our 'ITS system (now designated as DIXI+) [4] to the Festival framework
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Some of the most common approaches to grapheme-to-phone convertion can be compiled to WFSTs, among which are CARTs [6] , and most rule systems, such as two-level [7] and rewriting rules [8] .
In this work, we first show how we compiled the rules of the D W system to WFSTs (Section 2), we then present data-driven approaches to the problem (Section 3), and finally we combine the knowledge-based with the data-driven approaches (Section 4).
In order to assess the performance of the different methods, we used a pronunciation lexicon built on the PF ("Portugu&s Fundamental") corpus. The lexicon contains around 26000 forms. 25% of the corpus was randomly selected for evaluation. The remaining portion of the corpus was used for training or debugging.
The size of the training material for the data-driven approaches was increased with a subset of the BD-Pdblico [9] text corpus. This corpus includes a collection of texts from the on-line edition of the Pdblico newspaper. We used all the words occumng in the first 1,000,000 paragraphs of this corpus, and obtained their transcription by rule using DIXI. The 205k words not in PF were added to the training set.
KNOWLEDGE-BASED SYSTEM
Our first goal was to convert DIXI's rules to a set of WFSTs.
SCYLA rules are of the usual form 4 --+ $/A--+ where 4, $, X and p can be regular expressions that refer to one or multiple levels. The meaning of the rules is that when 4 is found in the context with X on the left and p on the right, $ will be applied, replacing it or filling a different level of $.
The application of standard generative rewriting rules [lo] to a sequence of graphemes, poses some well known problems, as it leads to unnecessary rule dependencies due to the replacement of graphemes by phones: the first rule has only graphemes on its context, while the last ones have mainly phones. That happens to a small-extend in [ 111, for example.
In DIXI's case, some of these problems may be avoided, as most of the grapheme-to-phone rules were written such that 4, X and p only refer to the grapheme level (with stress marks already placed on it) and $ only to the phone level, represented in a different tier of the multi-level data-structure. Default rules need to be the last and in some cases in which the contexts of different rules overlapp partially, the most specific rule needs to be applied first.
In order to preserve the semantic of DIXI's rules we opted to use rewriting rules, but in the following way:
First, the grapheme sequence 91, g 2 , ..., gn, is transduced into 91, -, g 2 , -, ..., -, gn, where -is an empty symbol, used as a placeholder for phones. Each rule will replace -with the phone corresponding to the previous grapheme, keeping it. The context of the rules can now freely refer to the graphemes. The few DIXI rules whose context referred to phones can also be straightforwardly implemented. The very last rule removes all graphemes, leaving a sequence of phones. The input and output language of the rule transducers is thus a subset of (grapheme phone)'. The set of graphemes and the set of phones do not overlap.
Rule specification language
The rules are specified using a rule specification language, whose syntax resembles the BNF (Backus Naur Form) notation, allowing the definition of non-terminal symbols (e.g. $Vowel). Regular expressions are also allowed in the definition of non-terminals.
Transductions can be specified by using the simple transduction operator a + b, where a and b are terminal symbols. This work motivated us to extend the language with two commands.
OB-RULE n, 4 + $/A---p
The first one is:
where n is the rule name and 4, $, A, p are regular expressions. OB-RULE specifies a context dependent obligatory rule, and is compiled using Mohri and Sproat's algorithm[l4].
CD-TRANS n, r + k --p
The second command is:
where r is a transducer (an expression that might include the
+ operator). CD-TRANS (Context-Dependent Transduction) is a generalization where the replacing expression depends on what was matched. It is compiled using a variation of Mohri and
Sproat's algorithm, that uses TI ( r ) instead of 4, and r instead of the cross product 4 x $. Its main advantage is that it can succinctly represent a set of rules that apply to the same context. We use it mainly in the stress-marking phase of the grapheme-to-phone conversion.
Grapheme-to-Phone Phases
The rules of the grapheme-to-phone system are organized in various phases, each represented by transducers that can be composed to build the full system. The following example illustrates the specification of 2 gr2ph rules for deriving the pronunciation of grapheme g: either as /U (e.g. agenda, gisela) when followed either by e or i, or as /g/ otherwise (SAMPA symbols used).
OB-RULE 0200, g EMPTY
OB-RULE 0201, g EMPTY --> 9 -9 \ / NULL __ NULL
From rules to transducers
The compilation of the rules results in a very large number of WFSTs (almost 500) that need to be composed in order to build a single grapheme-to-phone transducer. We did not build a single WFST but selectively composed the WFSTs and obtained a small set of 10 WFSTs that are composed with the grapheme WFST in runtime to obtain the phone WFST. The most problematic phase was gr2ph. We started by composing each of the other phases in a single WFST. gr2ph was first converted to a WFST for each grapheme. Some graphemes, such as e, lead to large transducers, while others, lead to very small ones. Due to the way we specified the rules, the order of composition of these WFSTs was irrelevant. Thus we had much flexibility in grouping them and managed to obtain 8 transducers with an average size of 410k. Finally, introduce-phones and remove-graphemes were composed with other WFSTs and we obtained the final set of 10 WFSTs.
In runtime, we can either compose the grapheme WFST in sequence with each WFST, removing dead-end paths at each step, or we can perform a lazy simultaneous composition of all WFSTs. This last method is slightly faster than the D W system.
Evaluation
We evaluated the WFST-based rule approach, and compared its performance with the one of our previous rule-based D W system. As can be seen in table 1, the WFST achieved almost the error rate of the D E I system it is emulating, both at a word level and at a segmental level. The two rightmost columns show the error rates obtained without taking stress mark errors into account. The difference between the performance of the current and previous approaches is due to the exception lexicon included in DIXI that we did not yet implement. Such a lexicon can be easily implemented as a WFST applied after pref ix-lexicon. We plan to integrate this lexicon and balance its size with the rule system, in order to simplify it by replacing rules that apply to just a few words with lexicon entries. 
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DATA-DRIVEN APPROACH
Grapheme-Phone Alignment
The first step in preparing the corpus for the data driven techniques consisted of aligning each grapheme with the corresponding phone. We performed the alignment by minimizing the string-edit distance between corresponding grapheme and phone strings. We encoded the distance between any grapheme and any phone, as well as the insertion costs of phones and the deletion costs of graphemes as a transducer s. The alignment between a grapheme sequence g and a phone sequence p was obtained as bestpath(g o s o p ) .
When creating s we opted to capitalize on the knowledge obtained from the rule system, although automatic techniques exist that can learn such a transducer automatically [15] .
Besides the usual matching of 1 grapheme to 1 phone, we also allowed the direct matching of some sequences. The cost of matching a grapheme sequence with a phone sequence was set to zero if there is a rule that assigns the phone sequence to the grapheme sequence (completely ignoring the context of the rule). In most cases, the matching was of 1 grapheme to 1 phone, but we modeled some cases of 2 graphemes to 1 phone (such as nh + /J/, lh -+ / I , / , IT -+ /w) and some cases of 1 grapheme to 2 or 4 phones (such as e + / 6 4 -6 -~j~/ in t&m). In order to score all possible alignments, we allowed the alignment of a grapheme with any phone, the deletion of graphemes and the insertion of phones, also at a cost. The costs were set empirically but are similar to the costs used to determine the word error rate in speech recognition (3 for insertion and deletion, 4 for substitution and 0 for matching).
N-gram approach
The alignment obtained in section 3.1 is a sequence of pairs (grapheme, phone), where the grapheme or the phone can also be E. Our first data-driven approach consisted of modeling that sequence using an n-gram model, as proposed by [16] . This model is based on the probability of a grapheme matching a particular phone given the history up to the previous n -1 pairs
The language model is first converted to a finite-state acceptor (WFSA) over pairs of symbols, and then to a finite-state transducer t, by transforming each pair of symbols into an input and an output ( P ( b i , Pi ) I (Si-n -1 , Pi -n -1 1.. . (Si-1 , pi-1 ) ) ) .
label. t is ambiguous because epsilons are used to model backoff transitions during the conversion from n-gram to WFSA, and hence, even is there is an explicit n-gram in the model, the WFSA will still allow altemative paths that use the backoff.
Due to this ambiguity, in order to use the WFST to convert a grapheme sequence WFST g to phones, we need to compute bestpath(m (g o t ) ) .
We trained various n-gram backoff language models using history lengths n -1 ranging from 2 to 7. Table 2 shows the size of the various models, and table 3 shows the error rate on the test set (second and third columns). Table 3 . Performance of the n-gram approach.
COMBINING DATA-DRIVEN AND KNOWLEDGE-BASED APPROACHES
One of the greatest advantages of the WFST representation is the flexible way in which different methods may be combined. In this section we show some examples of the combination of data-driven with knowledge-based methods. In [ 161, as an example of the integration of knowledge-based with data-driven methods, some improvements were obtained by composing the n-gram WFST with a WFST that restricts the primary stress to exactly one per word. This type of restriction had also been implemented in our neural network method as a postprocessing filter.
We opted for a different approach: as we have the stress marking WFST stress, we decided to perform the grapheme-phone alignment of the training data not with the original words, but with the output of the stress WFST. The alignments thus obtained were used to build n-gram WFSTs, as described in section 3.2. To convert a sequence of graphemes g to phones, we now use bestpath (Tz(g o stress o t ) ) . Table 4 shows the results obtained with this variation with several n-gram models. We observe a reduction of the word error rate to less than half. The result is even more impressive when we remember that around 90% of the training set was converted by rule with a system that has around 3% errors. The size of the n-gram WFSTs was similar. Table 4 . Performance of the n-gram approach, when trained and used after the stress marking WFST.
CONCLUDING REMARKS
This paper compared sdveral WFST-based approaches to GtoP for European Portuguese: rule-based, data-driven and hybrid. Best results were obtained with the rule-based approach, but one should take into account the fact that the data-driven one was trained with automatically transcribed material.
The comparison between the different approaches should consider as well the size of the resulting transducers and other properties which may also be quite relevant, such as the fact that the rule-based approach generates dead ends, whereas the n-gram approach does not, but requires a best-path search.
In the future, we plan to improve our rule-based approach by obtaining a better balance between number of rules and lexicon size, as explained earlier. We also plan to convert our CART-based approach to the WFST framework. This will give us much flexibility in combining the various methods, for example, a WFST resulting from the conversion of the tree of a particular grapheme could replace the respective grapheme rules in the WFST rule-based system.
Another type of approach we plan to explore is transformation-based learning (TBL). This approach was first proposed as an effective way to learn part-of-speech (POS) rules [17] , and it has since been used in other tasks such as spelling correction, dialogue act tagging, etc. In [ 111 it was used as a way to improve a Dutch rule-based grapheme-to-phoneme system. TBL is a very attractive technique because the learned rules can be very readable and interpretable. Furthermore, the learned rule-set can be converted to an efficient deterministic WFST [18] .
The inversion property of transducers opens the possibility of using GtoP techniques in tasks such as reconstructing out of vocabulary words [ 191 in large vocabulary speech recognition systems. This is an area which we also plan to explore in the near future.
