Abstract-This paper describes the design and development of the Smart Eye Assistive device. The domain of Finger-Worn assistive devices as user interfaces has only recently begun to be explored and the miniaturization of technology has enabled us to develop a device, which utilizes natural pointing gestures to connect the user with his/her surroundings. In the following paper, the development of the Smart Eye Hardware & Software is presented. Utilizing off-self components, and image processing algorithms based on MATLAB image processing toolbox, scenarios where the Smart Eye can be an effective tool for day-to-day interaction, reactions from users as well as its drawbacks are discussed and a conclusion is reached, that such a finger worn device is highly viable for future development.
INTRODUCTION
About 285 million people are estimated to be visually impaired in the world, with 39 million people blind and 246 million to have low vision. The prevalent virtual awareness techniques, while still viable are cumbersome for today's fast developing environment [1] . The sense of sight has the highest influence on human perception of surroundings [2, 3] . A person uses sight along with other senses to interact with the world and for the visually impaired; the loss of which, is the main obstacle affecting their day-to-day lifestyle. The most commonly used tool for the visually impaired is, the Walking Stick White.
Cane helps the subjects with impaired eye-sight in better understanding their surrounding and avoid bumping obstacles; however, it does not ensure protection form all types of obstacles and situations.
The most natural language for interaction with the world has always been the Gestural language [4, 5] human beings use pointing gestures inherently, to refer to nearby objects. It is identified as fundamental to human behaviour.
In this work Smart Eye is proposed, which is designed to leverage pointing gestures to get more accurate information regarding the surrounding environment. It is a seamless interface between a person and the actual or virtual environment. The design and implementation of such a device is under focus in this work along with the objectives of making it as easy to use as possible.
II. DESIGN CONSIDERATIONS
The development of vision-based wearable technology for the Visually Impaired has been on the rise for the last decade or so, such as research based on Stereo Vision using dual camera to acquire location, distance and object data for an impaired user to be able to navigate efficiently [6] . A prototype of this system was named SVETA: Stereo Vision based Electronic Travel Aid shown in Fig 1. Similarly, The Eye-ring is a prototype product of research towards fingerworn Wearable devices [7, 8] . Similar to SVETA the recent trend in wearable devices for the blind, focus more on devices that process and transmit the data constantly to the visually impaired person [9] [10] [11] [12] . The Smart Eye however, processes and transmits data on command as required by the impaired person. This allows for more freedom and reduced the load of available information on the user. Similar assistive devices [13] for the blind also include the FingerReader [14] and the Smart Finger [15] as shown in Fig. 2 .
In the classification of smart assistive devices, 'ring' based smart devices have not been explored due to limitations of tactile actuator based feedback [16] .The Smart Eye ring is designed to only have simple tactile feedback while most of the information is transmitted via a computer generated voice.
The goal of this project is to create a device, which enables visually impaired users for ease of access to environmental information not available to them under normal living conditions. Multiple guidelines for designing untethered, unobstructive wearable assistive technologies are followed [17, 18] As a wearable device, the Smart-Eye has been designed to be lightweight, with better power efficiency, and allowing for the use of pointing gestures. As such, the initial concept design for the Smart-Eye has been conceived as shown in Fig 3 .
Based on the initial design, a better, sturdier version of the original design has implemented in Fig 4. This design has been also tested, 3D printed, and utilized in the remainder of this research project.
III. SMART EYE
The Smart Eye device consists of an Infrared JPEG camera, a micro-controller, a push button for triggering events, a vibrating motor for Tactile Feedback and a computational element, that is, either a computer or a smartphone for data processing and auditory feedback to the user. This hardware architecture can be seen in as shown in Fig 5. Data acquired from the Smart Eye device is transferred on to the computational element for process in order to generate an audio response to the user in consequence, as shown in Fig.  6 .
Fig. 6: Interaction Flow of the SMART EYE Device

A. Hardware Design
The prototype Smart Eye device in this work has used a JPEG image compression camera, fitted through a TTL Interface to micro-controller for transfer of image data via the UART connection. The device also has used a Micro Switch Push Button for user input and a vibrating motor for feedback. The initial concept design is of a single finger ring; however considering user reaction, size of electronic components and estimated weight of the ring it is redesigned to be a 2-finger ring, housing a battery and a charging circuit that ensures an estimated five (5) hours of continuous usage.
• Micro-Controller: The Arduino ProMini prototyping board housing, an AT-MEGA 328 microcontroller chip is used due to its small size and also because the microcontroller is only required to access the camera and other peripherals. The digital I/O pin is used as an input pin connected to the push button and the other configured as an output connected to the vibrating motor, the devices used two UART connection one physical and the other software based to connect to both the Camera for image acquisition and Bluetooth for data transfer.
• Camera Module: The camera module used in the Smart Eye device is the Link Sprite JPEG Camera Module housing an on-board JPEG Compression engine and TTL interface, which allow the images to be transferred via the UART connection on the micro-controller.
• Bluetooth Module: A high speed Bluetooth module for wireless data transfer configured to auto connect to a predetermined PC or Android device was used. The serial connection was set at 128 KBPS, which allows the transfer around eight images per second.
B. Software Design
The software for the Smart Eye device is initially designed on a portable computer using Windows based programming software, to be later ported as an Android app. The computer received image data based on button click events on the Smart Eye Device and processes the images based on the application mode selected. Interaction flow as shown in Fig. 6 .
C. Region of Interest Localisation
One of the challenges for processing real-time images from the Smart Eye hardware is the extraction of the region of interest. The region of interest is the region in the image that has the relevant data required for further processing; the extraction of the region of interest has been accomplished using the following steps shown in Fig. 7 and Fig. 8 .
Fig. 7: Region of Interest Extraction
The region of interest is extracted by applying the mentioned processes on the input image and the resultant co-ordinates are sent to the different application modes for further processing 
D. Application Modes
A number of applications designed for the Smart Eye device is aimed toward improving the quality of day-today life for the visually impaired user. These applications include; Coin Currency Counter: The Coin Currency Counter mode was designed as a prelude to a full-blown currency recognition application. Although such applications do exist, the number of steps required in their operation becomes quite taxing for an impaired user.The counter performs the following steps in processing the images.
• The user spreads out the coins along any flat surface and take an overhead picture of it, • The picture is then subjected to the region of interest localization process as shown in Fig. 7 and 8 • After obtaining the Region of Interest, the processed binary image is cropped using received co-ordinates.
• The holes in the image is filled and the connected regions counted and labled.
• The properties of the connected regions are measured and a numerical value is obtained by compairing the diamemters of the connected regions.
• The final output numerical value is sent to the user. As shown in the algorithmic flowchart in Fig. 9 .
Fig. 9. Coin Counting Algorithm
Color Sorter: The Color Sorter mode is made to help partially impaired users to determine the apparent color of any object. Any images taken in this mode are processed according to the following steps.
• The image is cropped to half its size, localising the center of the image area • The image color map is identified and converted to RGB is it differs • The R, G and B components are spereated and inserted into 3 seperates zero matrices • The image percision is converted to doubles • The resultant image is sent to the K-Mean approximation algorithm [19, 20] .
The K-means partitions n data points into K disjoints subsets Sj containing Nj data points [21] .
Where xn is a vector representing the n th data point and μj is the geometric centroid o K-means approximation here is used for color quantization [21, 22] We used the HSV color space as it is more robust [23, 24] . when dealing with external lighting changes and provides less variation in the resultant color values as compaired to the RGB color space.In order to test the effectiveness of the HSV color space agianst the HSV color space 15 sample images each for 4 different objects were tested. The resultant RGB values for each sample image showed an average of 40% variance due lighting condition, as shown in Fig. 11 .The HSV color model gave accurate results on all sample images as shown in Fig. 10 . .The HSV model isolates the effects of brightness from the color carrying components i.e. hue and saturation [25] .Which allows the program to quickly recognise the color based on the observed value. The HSV color model is defined below [26] .
Where ߜ = (MAX -MIN), MAX = max(R, G, B), and MIN = min(R, G, B).
Using the HSV color space the program then recognizes the color hue and identifies the name of the color. Currently, 7 unique colors have been identified but these should be vibrant and bright colors for the algorithm to work effectively. The resultant isolated colors as shown in Fig 12 Fig • The images are processed to exract the region of intrest as explained in Fig. 9. • The image is then cropped according to the region of interest received.
• The cropped image is sent to the OCR algorithm [27, 28] .
• The text is sorted based on allowed characters o Many special characters are excluded from the results o The allowed special characters are "+", "-","#","@".
• Text positions are identified and sorted accordingly to a string which iis forwarded to the text to speech function.. The results for the card reader algorithm are shown in figure  14 and 15 .Based on iterative sample images and their extracted readable word count the efficiency of this mode was determined to be around 71%, sample results as shown in Fig. 13 . 
IV. INITIAL REACTION FROM IMPAIRED USER
After the production of the first prototype of the Smart Eye ring, it is introduced in a school for the visually impaired subjects. The first response has been uncertain as the school already had different techniques to circumvent the problems that are being addressed through the device. However, after properly utilizing the device, the conclusion has been that the learning curve for the visually impaired using this device has been shorter compared to using similar applications on a smartphone. The leveraging of the pointing gesture and ease of access via Bluetooth has made the operation of the Smart Eye very simple and easy. 
V. CONCLUSION
The Smart Eye is a functional prototype for a seamless interface between a person and their environment. Due to its small space occupancy requirement on the fingers it is able to properly leverage Free-Pointing gestures to obtain accurate data to process. The only drawback has been the image transfer time, which has been found to be around six (6) seconds due to the specifications of the Camera module. Currently, due to the limitations of locally available hardware used in the Smart Eye ring the required image transfer time is impractical. However, for the ongoing detection techniques to be easily implemented the image processing for the modes must be done on-board the smart eye device, with the increase in functionality of portable devices and miniaturization of electronics components it is expected that the required high speed miniature devices should soon be possible. Regardless of its limitation, the first prototype for the Smart Eye display is a remarkable use of wearable technology and Free pointing gestures for assistive technologies, while fulling its purpose as a prototype project.
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