Let X H (t) be a fractional Brownian motion with index H (1/2 < H < 1), and let D n (t 0 , t 1 , . . . t n ) (0 ≤ t 0 < t 1 < · · · < t n ) denote the correlation matrix of {X H (t k )−X H (t k−1 ) : k = 1, . . . , n}. In this paper, we give an evaluation of det D n .
Introduction
Let X H (t) be a fractional Brownian motion with index H (0 < H < 1). That is, X H is a real-valued centered Gaussian process such that
or equivalently,
If H = 1/2, then X H is the ordinary Brownian motion.
Definition 1.1. Let 0 ≤ t 0 < t 1 < · · · < t n , and Put
We denote by C n = C n (t 0 , t 1 , . . . , t n ) the covariance matrix of the n-dimensional random vector
and by D n = D n (t 0 , t 1 , . . . , t n ) the correlation matrix, the covariance matrix of the standardized increments, i.e.,
In particular, if H = 1/2, then we have
and det D n (t 0 , t 1 , . . . , t n ) = 1.
In the general case where 0 < H ≤ 1/2, we have the following inequality.
The upper bound of (8) is an easy consequence of the fact that for any positive definite matrix A = (a ij ) 1≤i,j≤n , it holds that det A ≤ a 11 a 22 . . . a nn . Since σ 2 (t) is concave, we obtain the lower bound of (8) applying lemma of Csörgő, et al.( [1] ). Notice that (9) can be rewritten as follows:
In this paper, we consider the case where 1/2 < H < 1, and give an evaluation of det D n in some sense. If 1/2 < H < 1, then σ 2 (t) is not concave and thus we need to find other way to evaluate the lower bound of det C n .
Main Results
Theorem 2.1. Assume that 1/2 < H < 1. Let X H (t) be a fractional Brownian motion with index H. We denote by D n (t 0 , t 1 , . . . , t n ) the correlation matrix of
Then, there exist positive numbers (0 < < 1) and u (u > 1) such that
The upper bound of (13) is obtained for the same reason as (10). To evaluate the lower bound, we refer to the following theorem by Kalantari and Pate.
Theorem A([2]
) . Let A be an n × n invertible matrix with eigenvalues λ 1 , λ 2 , . . . , λ n , and let and u be distinct positive numbers such that
for each i = 1, 2, . . . , n. If
Now, we prove Theorem2.1. Let λ 1 , λ 2 , . . . , λ n be the eigenvalues of D n (t 0 , t 1 , . . . , t n ), and put I n = {1, 2, . . . , n}. Since D n (t 0 , t 1 , . . . , t n ) is a correlation matrix, tr(D n ) = n. By a property of positive definite matrices, we have λ i > 0 (i ∈ I n ). From the assumption of index H (1/2 < H < 1), the minimal value of the eigenvalues of D n is less than 1, and the maximal one is greather than 1. Thus, there exist and u satisfying
Applying Theorem A, we have
The problem in this paper was motivated by the study of the asymptotic behavior of (1/n) log det D n as n tends to ∞. In the case where 0 < H ≤ 1/2, we showed that the following limit exists in some sense and that the limit is a constant c H , which depends only on H (see [3] ). lim n→∞ 1 n log det D n (t 0 , t 1 , . . . , t n ).
The author believe that the condition 0 < H ≤ 1/2 may be replaced by 0 < H < 1, but it is still open.
