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Abstract—This paper studies the solution of optimization problems using a new hybrid population-based algorithm. The 
Gravitational Search – Black Hole Algorithm (GSBHA) is proposed as a combination of the Black Hole Algorithm (BHA) and 
Gravitational Search Algorithm (GSA). The main idea is to improve the standard BHA by using GSA. To evaluate the 
performance of GSBHA, standard test functions of CEC 2014 for real-parameters are used to compare the hybrid algorithm 
with both the standard BHA and GSA algorithms in evolving the best solution. The results obtained demonstrate better 
performance of the hybrid algorithm and better capability to escape from local optimums with faster convergence than the 
standard BHA and GSA.       
Keywords— Optimization, Black Hole, Gravitational Search Algorithm, Hybrid algorithms and CEC14. 
  
1. INTRODUCTION 
 
To solve optimization problems, efficient search or optimization algorithms are needed. There are many optimization algorithms, 
which can be classified in many ways, depending on the focus and characteristics. If the derivative or gradient of a function is 
the focus, optimization can be classified as gradient-based algorithms and derivative-free or gradient-free algorithms [1] and [2]. 
Gradient-based algorithms, such as hill-climbing, use derivative information, and they are often very efficient.   
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From a different perspective, optimization algorithms can be classified into trajectory-based and population-based [3] and [4]. A 
trajectory-based algorithm typically uses a single agent or one solution at a time and traces a path as the iterations continue [5] 
and [6]. Hill-climbing is trajectory-based, and it links the starting point with the final point via a piecewise zigzag path. Another 
important example is simulated annealing, which is a widely used metaheuristic algorithm. Population-based algorithms, such as 
particle swarm optimization (PSO), use multiple agents that interact and trace multiple paths (Kennedy and Eberhardt, 1995) [8]. 
Optimization algorithms can also be classified as deterministic or stochastic. If an algorithm works in a mechanical deterministic 
manner without any random nature, it is called deterministic. Hill-climbing and downhill simplex are good examples of 
deterministic algorithms. If there is some randomness in the algorithm, the algorithm usually reaches a different point every time 
the algorithm is executed, even though the same initial point is used. Genetic algorithms and PSO [11] are good examples of 
stochastic algorithms [7]. In this case, the algorithms can be divided into local and global search algorithms. Local search 
algorithms typically converge towards a local optimum, not necessarily (often not) the global optimum, and such an algorithm is 
often deterministic and has no ability to escape from local optima. Simple hill-climbing is an example [29]. For global 
optimization, local search algorithms are not suitable, and global search algorithms should be used. Optimization approaches can 
be classified into exact algorithms and approximate algorithms [21] and [23]. Exact approaches are able to find the exact optimal 
answer [26] and [27]. Approximate algorithms are able to find good answers (near the optimal solutions) [24]. These algorithms 
are divided into two groups of heuristic algorithms and meta-heuristic algorithms. Heuristic approaches create suitable and good 
solutions, which are normally not the best solution. Meta-heuristic approaches have been formed according to inspiration by 
nature, physics and humans. In recent years, many of these algorithms and their improved forms have been successfully applied 
to various problems of engineering optimization [8].   
Algorithms can be a mixed type or hybrid, which use some combination of deterministic components with randomness or 
combine one algorithm with another to design more efficient algorithms [15] and [18]. Hybridization [16] and [17] of some of 
these algorithms is intended to combine the strengths of their respective heuristic techniques into a better algorithm [19] and [22]. 
This new algorithm should produce solutions closer to the optimal, or in less time, or both [32] and [33]. An algorithm that 
produces satisfactory results in less time can also be applied to large problems [30]. In general, hybridization can usually make 
some improvements in terms of either computational speed or accuracy. 
In the current literature, the Gravitational Search Algorithm (GSA) and Black Hole algorithm (BHA) are used to obtain suitable 
solutions and better performance than conventional calculation methods for some complicated and difficult real-world 
optimization problems. The motivation in this experiment to form a hybrid between these algorithms refers to the combination 
of the characteristics of (GSA), such as gravity, motion, objects, velocity and masses, and the characteristics of (BHA), such as 
gravity of a black hole, stars, movement of stars and positions. Although the ability of GSA [7] has been proved by many 
researches on different problems, there is also the possibility of premature convergence [31]. Because the guiding force attracts 
the objects to each other, the algorithm performance falls if the objects converge to a non-optimal solution [5],[20] and [25]. 
The goal of these algorithms is to find the best outcome (global optimum) among all possible inputs. To do this, a heuristic 
algorithm should be equipped with two major characteristics to ensure finding the global optimum. These two characteristics are 
exploration and exploitation. For good performance, it is necessary to make a suitable trade-off between exploration and 
exploitation capabilities [5]. 
Solving optimization problems based on improved BHA is proposed here. The obtained results are compared with two other 
optimization algorithms. This paper is organized as follows: in section 2, BHA and its characteristics are reviewed. In section 3, 
GSA and the basic concept are briefly explained. In section 4, the proposed BHGSA is presented. In section 5. The experimental 
parameters and the experimental results are presented in section 6. Finally, the section 7 presents the conclusions of the 
experiments.   
 
   2.  BLACK HOLE ALGORITHM  
 
The Black Hole Algorithm (BHA) is a recent population-based metaheuristic algorithm inspired by the physical phenomenon of 
black holes. A black hole is a region of space packed with so much matter that its own gravity prevents anything from escaping 
– even a ray of light. Black holes can form when massive stars run out of fuel and collapse under their own weight, creating such 
strong gravity that they disappear from view. BHA is population-based and is one of the newest approaches that has been created 
and used successfully for solving optimization problems. The population of candidate solutions (stars) in this algorithm is 
generated randomly from the existing points in the research space [12] and [28]. After initialization, the fitness values of the 
population are evaluated, and the best candidate –which has the best fitness values –is introduced as a black hole and the other 
stars are selected as normal stars. Then, all of the stars commence moving towards the black hole and the black hole absorbs the 
stars around it. The movement of stars towards black hole is as follows:  
 𝑥" 𝑡 + 1 = 𝑥" 𝑡 + 𝑟𝑎𝑛𝑑 ∗ 𝑥,- − 𝑥"	 𝑡                                                              (1) 
 
                                                                   𝑖 = 1,2,3, ……… . . 𝑁           
 
where			𝑥" 𝑡 + 1   and 𝑥"	 𝑡  are the locations of the ith star at iterations t+1 and t. Rand is a random number between zero and 
one. 𝑥,-  is the location of the BH in our search space. N is the number of candidate solutions (stars) [1].  
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Figure 1: Flowchart of the standard BHA.  
 
After the movement of the star to a new position (towards the black hole), if its fitness value is better than the value of the black 
hole, the star is selected as the black hole. Then, this algorithm continues with the black hole in the new location, and the stars 
start moving towards this new black hole. Moreover, there is a probability of crossing the event horizon (star’s distance with 
black hole) during star movement towards the black hole [13] and [14]. 
A candidate solution (star) that crosses the event horizon of the black hole is swallowed by the black hole. Then, a new star 
following the swallowed one is generated and distributed randomly in the search space. This generation is performed to keep the 
number of stars (candidate solutions) constant. When all of the stars have moved once, the next iteration begins, as shown in Fig. 
1. The radius of the event horizon (R) is formulated as follows: 
 7897:;:<=                                                                                          (2) 
 
where𝑓,-   is the fitness value of the black hole, N is the number of candidate solutions (stars) and fi is the fitness value of the 
ith star. When the star’s distance to the black hole is less than a defined radius (R), the star is swallowed by the black hole. 
 
 
3.  GRAVITATIONAL SEARCH ALGORITHM          
 
GSA is a heuristic optimization algorithm that has been gaining interest among the scientific community. GSA is a nature-inspired 
algorithm that is based on Newton’s law of gravity and the law of motion [7]. GSA is grouped under the population-based 
approach and is reported to be more intuitive [9]. GSA was introduced by Rashedi et al. in 2009 and is intended to solve 
optimization problems. The population-based heuristic algorithm is based on the law of gravity and mass interactions [2]. 
The agents are considered as objects and their performance is measured by their masses. Gravity causes global movement, where 
all objects move towards objects with heavier masses. The slow movement of heavier masses guarantees the exploitation step of 
the algorithm and corresponds to good solutions. The law of gravity is shown in equation (3), and the law of motion in Equation 
(4).    
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	𝐹 = 𝐺 𝑀1𝑀2 𝑅2                                                                                           (3) 𝑎 = 𝐹 𝑀                                                                                                    (4) 
 
 F represents the magnitude of the gravitational force, G is the gravitational constant, M1 and M2 are the mass of the first and 
second objects and R is the distance between the two objects. Equation (3) shows that in Newton’s law of gravity, the gravitational 
force between two objects is directly proportional to the product of their masses and inversely proportional to the square of the 
distance between the objects. For Equation (4), Newton’s second law shows that when a force, F, is applied to an object, its 
acceleration, a, depends on the force and its mass, M. 
In GSA, the agent has four parameters, which are the position, inertial mass, active gravitational mass, and passive gravitational 
mass. The position of the mass represents the solution of the problem, where the gravitational and inertial masses are determined 
using a fitness function, as shown in fig. 2. The algorithm is navigated by adjusting the gravitational and inertia masses, whereas 
each mass presents a solution. Masses are attracted by the heaviest mass [10]. Hence, the heaviest mass represents an optimum 
solution in the search space. The steps of GSA are as follows:  
 
 Step 1: Agents initialization 
 
The positions of the N number of agents are initialized randomly.  
 
 	 𝑥" = 𝑥"C …… . 𝑥"D 													𝑓𝑜𝑟	𝑖 = 1,2, ……………𝑁                                                 (5) 
 
 𝑥"D   represents the positions of the ith agent in the dth dimension, whereas N is the space dimension. 
 
Step 2: Fitness evolution and best fitness computation 
For minimization or maximization problems, the fitness evolution is performed by evaluating the best and worst fitness for all 
agents at each iteration. 
Minimization problems: 
 𝑏𝑒𝑠𝑡 𝑡 = 𝑚𝑖𝑛 𝑓𝑖𝑡 𝑗 𝑡                                                                                (6) 
 𝑤𝑜𝑟𝑠𝑡 𝑡 = 𝑚𝑎𝑥	𝑓𝑖𝑡	𝑗 𝑡                                                                            (7) 
                                                                                                                                                                                         
 Maximization problems: 𝑏𝑒𝑠𝑡	 𝑡 = 𝑚𝑎𝑥	𝑓𝑖𝑡	𝑗 𝑡                                                                            (8) 𝑤𝑜𝑟𝑠𝑡 𝑡 = 𝑚𝑖𝑛	𝑓𝑖𝑡	𝑗 𝑡                                                                           (9) 
 
 fit j (t) represents the fitness value of the jth agent at iteration t; best (t) and worst(t) represent the best and worst fitness at iteration 
t. 
 
Step 3: Gravitational constant (G) computation 
 
Gravitational constant G is computed at iteration t.  
 𝐺 𝑡 = 𝐺L	𝑒	(N	OP/R)                                                                              (10) 
 
G0 and α  are initialized at the beginning and are reduced with time to control the search accuracy. T is the total number of 
iterations [2]. 
 
Step 4: Masses of the agents’ calculation 
 
The gravitational and inertia masses for each agent are calculated at iteration t.   
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𝑀T"	 = 𝑀U"	 = 𝑀""	 = 𝑀"	, 𝑖 = 1, 2, ……𝑁                                                                (11) 
 
Mai and Mpi are the active and passive gravitational masses, respectively, and Mii is the inertia mass of the ith agent.  
  
  
 Step 5: Accelerations of agents’ calculation 
 
 Acceleration of the ith agents at iteration t is computed. 
 
      𝑎"D	 𝑡 = 𝐹"D 𝑡 /𝑀"" 𝑡                                                                 (12) 
                                                                                                                                      
 	𝐹"D 𝑡  is the total force acting on ith agent calculated as: 
 
   	𝐹"D 𝑡 = 𝑟𝑎𝑛𝑑V		𝐹"VD	 𝑡                                                                (13) 
                  	𝑗 ∈ 𝐾YZ[\	, 𝑗 ≠ 𝑖        
 𝐾YZ[\	 is the set of first K agents with the best fitness value and biggest mass. 
 𝐾YZ[\	 will decrease linearly with time and at the end there will be only one agent applying force to the others. 	𝐹"VD 𝑡  is computed as the following equation: 
                                                          𝐹"VD 𝑡 = 𝐺 𝑡 . ^_: \ ∗^`: \a:b \ 	 𝑡 + 𝜀 . 𝑋VD 𝑡 − 𝑋"D	 𝑡                                                (14) 𝐹"VD 𝑡  is the force acting on agent i from agent j at dth dimension and tth iteration. 𝑅"V 𝑡  is the Euclidian distance between two agents i and j at iteration t. G(t) is the computed gravitational constant at the same 
iteration while 		𝜀 is a small constant. 
 
Step 6: Velocity and positions of agents  
 
Velocity and the position of the agents at next iteration (t+1) are computed based on the following equations: 
 𝑉"D 𝑡 + 1 = 	 𝑟𝑎𝑛𝑑" ∗ 𝑉"D 𝑡 + 𝑎"D 𝑡                                                             (15) 
  𝑋"D 𝑡 + 1 = 𝑋"D 𝑡 + 𝑉"D 𝑡 + 1                                                                (16) 
                                                                                                                             
Step 7: Repeat steps 2 to 6 
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Figure 2: Steps of the standard GSA.   
 
 
4. THE PROPOSED ALGORITHM (THE HYBRID ALGORITHM) (BH-GSA) 
 
In GSA, there is a possibility of premature convergence. Because the guiding force attracts the objects to each other, the algorithm 
performance decreases if the objects converge to a non-optimal solution, and the algorithm suffers from slow searching speed in 
the last iterations. 
In BHA, over time, exploring is reduced and the exploitation ability fades in, so the algorithm adjusts itself in the semi-optimal 
points. There should be a balance between exploration and exploitation to keep black hole algorithm safe from being trapped in 
local optima [12]. 
The Black Hole Algorithm can be improved by merging the two algorithms. The gravitational force between stars and the 
movement of stars to the black hole is adjusted while searching the solution space. To improve the standard Black Hole Algorithm 
(BHA) using (GSA), we assume some of the heavy objects are stars in a gravitational system, which become black holes, and 
the exploitation of GSA is improved.    
In the duration of the algorithm, the radius of the black hole decreases, and more objects are encompassed, which helps to prevent 
premature convergence. Then, some of the best objects become the black hole, affecting other objects by their strong gravity. 
The other objects are divided into two categories: heavy agents and light agents. The position and velocity of the heavy agents 
and light agents change with (15) and (16), respectively. These influences depend on the distance of the black hole r to the other 
masses. This distance is compared with Schwarzschild radius Rs to determine whether the object is close enough to the black 
hole, and the principle of the hybrid algorithm is shown in Fig. 3.  
 
 
  5. EXPERIMENTS AND RESULTS 
 
The hybrid BHGSA algorithm is applied to the 30 CEC 2014 test function to evaluate the performance of the algorithm, and by 
using MATLAB R2011, the test functions are analysed as minimization problems with the same search space for all functions, 
which is [-100, 100] for all dimensions [7]. 
The mean fitness of the algorithms for each test function was used to compare the results of all algorithms statistically.  All the 
agents have fitness values which are evaluated by the fitness function, the mean fitness is the average over all members in the 
current population, which calculated after 2000 iterations and 50 runs. 
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Figure 3: GSA-BH algorithm. 
 
 
 
Table 1: Mean values of GSA-BH, BH and GSA. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Function BHA GSA BH-GSA 
F1 2472895000.25 340747493.45 6186372.90 
F2 167571789177.31 388934724.62 6653713.45 
F3 438046.16 156440.09 122284.34 
F4 47843.71 4307.85 2172.21 
F5 521.19 519.99 520 
F6 673.85 661.90 649.42 
F7 2332.59 1204.21 727.21 
F8 1537.52 1071.13 993.02 
F9 1795.57 1259.38 1185.55 
F10 14790.94 9229.24 7882.96 
F11 15029.09 10381.52 8251.73 
F12 1203.84 1200.07 1200.24 
F13 1308.89 1306.20 1303.27 
F14 1834.30 1631.45 1459.63 
F15 16257815.36 735631.42 8483.01 
F16 1622.97 1622.64 1621.75 
F17 204008925.69 398186063.45 11078675.86 
F18 8869606986.12 7768759443.79 11081025.87 
F19 3115.04 2757.25 2044.235 
F20 343988.15 161537.83 37005.71 
F21 46325593.56 25988841.19 2711120.26 
F22 7248.82 47345.37 4187.31 
F23 4040.82 2518.30 2838.22 
F24 3089.08 2620.69 2622.95 
F25 2924.45 2707.05 2728.17 
F26 2724.74 2800.15 2715.37 
F27 5169.06 4608.91 4498.06 
F28 14138.96 6245.14 10448.59 
F29 1061443110.45 3100.21 15322360.49 
F30 12338450.86 4946907.33 1520918.62 
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All of the algorithms were subjected to the same parameter settings: the number of agents (N) was 100, the number of iterations 
(tMax) was 2000, the number of dimensions (D) was 50 and the number of runs (runMax) was 50. The bench-mark functions 
of CEC 2014 are summarized in Table 1. 
The mean fitness of the proposed GSA-BH algorithm, GSA and BHA for each test function was used to compare the results of 
all algorithms statistically, as shown in table 1. These results are compared statistically to those obtained by the standard BH 
and GSA algorithms.    
For unimodal test functions, it can be seen that the GSA-BH is better than GSA and BH for F1, F2 and F3 functions. For simple 
multimodal test functions, the results show that GSA-BH is better than GSA and BH for all cases,  except in case of F12. For 
hybrid functions, the results of GSA-BH algorithm are better than GSA and BH in all cases. For the composition cases GSA-
BH outperformed GSA and BH in F26 and F27 and was not able to outperform GSA and BH another cases.   
 
 
6. CONCLUSIONS 
 
 
In this paper, a hybrid BH-GSA is presented to solve different optimization problems with high accuracy. For this purpose, the 
Black Hole Algorithm and Gravitational Search Algorithm are combined. The combination of these algorithms has led to 
finding the global optimum with high accuracy. The results of the experiments on various test functions show that the new 
hybrid BH-GSA has higher performance in finding the centre of the search space by setting a local minimum trap at that 
position. Therefore, this algorithm can be used for optimization of different and complex projects.    
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