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ABSTRACT 
The problem treated is that of identifying the poles of a finite order system by 
observing its transient decay for a limited time after cessation of input. The basic 
method for solving this problem is Prony’s method. We present two new results about 
Prony’s method, including an extension of the geometric method of Henderson to the 
case of multiple poles, and the development of a new method for eliminating known 
poles from a time series in order to compute the remaining poles. 
1. INTRODUCTION 
Problems in time series analysis and system theory often lead to linear 
algebra problems involving Hankel matrices. Many of these problems are 
discussed in [I], [2], [3], and [4], f or example. In this paper we will consider 
time series of the type 
f(t) = t ckeAk’, 
k=l 
(1) 
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where ck and A,, k = 1,. , n, denote complex constants. These time series 
are often seen in the natural decay of acoustic, mechanical, and electromag- 
netic systems. The ck’s depend upon the excitation, sensor location, and time 
origin, but the spectral poles A, are fundamental constants of the system; see 
[ll, [41, [81, or [lOI. 
Prony’s method [lo] has been widely used to identify the poles. Let 
f,=f(jA)= i c~(~*AA)-‘= f c,z:, j = 0,l >‘..> (2) 
h=l k=l 
with zI, = e*“‘, where A is a constant called the sample rate. For the 
moment we ~~sslllne that Z,, ) ;,,, are distinct. The method is based on the 
fact that the data fi must satisfy a difference equation of order II 
k ylfi+k=O, k=O,l,..., 
1 = 0 
with y,, = 1. (3) 
The characteristic equation of (3), denoted by 
c y,;‘= 0, (4) 
/ = 0
has the roots ;,, z”,. , z,,. 
More generally, let 11 1~ any positive integer, and consider the system 
A,,P,, = - (lpt 1 (5) 
and the polynomial 
Tr,,(z)=;“+a,,_,z’J-‘+ .*. +a,=.+a,,, (6) 
where 
'.j= (f,-,.'...f,+,,,-,)“, P,,=(ac ,,..., a,,_,)r, and 
A,,=b,,...,u,,) (7) 
for rt~ > n, w > p. Henderson showed [4] that for any solution p,, of (5), the 
polynomial 7r,,(;) in (6) always contains ; I,..‘, Z,, as its zeros when 11 > II. 
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Henderson extended the above result to the case of irregularly spaced 
samples in [5]. Let (r,, . . . ,T,,+~} and {ti,. . , , t,,>} be two sets of increasing 
nonnegative numbers. Set 
fij = f( tj + TV) = f ckeAk(‘l+TI) 
k=l 
(8) 
and 
aj=(flj3..‘9 L,,i)'a .i=l,...tP+l, P,, = (LY~~,...,(Y,,-~)~, and 
A,=(a,,...,a,,). (9) 
Henderson proved that under appropriate conditions on m, p, ti, i = 1,. . , m, 
and ri, j = 1,. . , p + 1, the system (5) is consistent, and for any solution j?,, 
of(l0) A,,..., Ak satisfy h,,(h,) = 0, where 
h,,(h) = ehTjj+I + a,,_,eA7j, + . . . + aleAT + aOehT1. (10) 
[If the T~‘S are equally spaced-that is, 7j = (j - l>A, j = 1,. . , p + 1, where 
A > 0 is some constant-then h,,(h) is a polynomial of degree p in the 
variable z = eAi\.] 
Throughout this paper we consider time series with the form 
f(t)= $ z ck,c,t"-le"k', 
k=l c/=1 
(11) 
where the constants in (11) satisfy the conditions in 
ASSUMPTION 1. A,, . . ., h, are distinct, mk > 1, ck,,,,,: #Ofor k=l,...,L, 
and Cf= 1 m, = n. 
In Section 2 we extend Henderson’s results to time series (11) which 
satisfy the conditions in Assumption 1. We show that results similar to the 
simple pole case can be obtained. A thorough discussion of this problem with 
constant sample rate appears in [3]. 
In Section 3 we introduce a new method to eliminate known poles from a 
time series in order to compute the remaining poles. We call this method the 
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deflated version of Prony’s method. This method differs from the constrained 
Prony method [l]. 
II. EXTENSIONS OF HENDERSON’S RESULTS TO TIME SERIES 
WITH MULTIPLE POLES 
In this section we consider time series with the form (11) which satisfy 
the conditions in Assumption 1. 
Let ti, i = 1,. . ., III, and T,, i = 1,. ., p + 1, denote constants satisfying 
0<t,<1,< ... < t,,, and 0 < T, < ~~ < * . . < T,,+ ,, respectively. set 
for q>nnO, 
otherwise. 
Then 
& =f(ti + q) = j, z ck,,,(ti + q)“T?*~(f,+~J 
‘, = I 
Let Vk = (u(t)) denote an m x mk matrix, 17~’ = (c::~‘) denote an mk x p 
matrix, and C, = (c$) denote an ~12~ x tnL. matrix with entries 
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(We set C&,+‘_l = 0 if q + r - 1 > mk.) Set 
V{ 
v,,= : 1.1 =(u ,i”., t+,>> (14) V,l 
where Ok, i=l,..., p, denote the p columns of V,,. With this notation, one 
can easily show that if fii is defined by (X2), then the matrix A,, and vector 
a ,, + , defined by (9) can be decomposed as 
A,,=UCV,, and u,,+~ =Uc~j,~,,, 
where u,, + 1 is the (p + 1)st column of V,,+l. 
We need a definition before stating our result. 
DEFINITION. An m X n matrix A is called nondegenerate if Rank(A) = 
min{m, n}. 
THEOREM 1. Consider the system (51, where A,), p,,, and up+, are 
dejned by (9) and hj by (12). Suppose that m > p, m > n, and that U und 
v,, y = p, p + 1, are nondegenerate. Then 
Rank( A,,) = min( n, p) . 
Hence, if p < n, then (5) is inconsistent (i.e., the system (5) has no exact 
solution). If p > n, then (5) is consistent, and for any solution P,, = 
(a (), . . . , cxJl_ l>T of (5) the function h,,(A) defined by (10) satisfies 
-&,h,,W =0 for 1=0 ,..., rnk-l and k=l,..., L. (15) 
A=Al. 
Proof. By the assumptions, Rank(U) = n, Rank(C) = n, and RanMVJ = 
min( 11, p}. Consequently, 
Rank( A,,) = Rank( UCV,,) < Rank( V,,) = min{n, p}, 
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Rank(A,) = Rank(VCV,,) 2 Rank(C-‘(V*V)-‘V*VCV,,) 
= Rank( V,,) = min{n, p]. 
That is, 
Rank(A,,) = min{n,p}. 
Similarly, we have 
Rank([A,,,a,,+, ])=Rank(A,,+l)=min{n,p+l]. 
When p < n, Rank(A,,) = p < p + 1 = Rank(A,,+ ,) and (5) is inconsistent. 
When p > n, Rank(A,,) = n = Rank(A,,+,) and (5) is consistent. 
If /3,, is any solution of (5) for p > n, premultiply both sides of (5) by 
C- *(V~*‘V>- ‘V* to get 
Partition 2;,, + 1 as 
Then (16) implies that 
V,,P,l = - up + 1 . 
with v 1,+&q 
VPI, = - v,,+,(k), k = l,...,L, 
that is, the result (15) is satisfied. 
(16) 
P 
“‘1 - 1 _ I’ 
&k jT. 
Theorem 1 provides easily stated algebraic conditions to check when 
Prony’s method can be generalized to time series containing multiple poles 
which are sampled at irregularly spaced sample points. However, an interest- 
ing and important problem remains, namely, to determine conditions under 
which the matrices V, V,,, and V,,+ 1 are nondegenerate. We have succeeded 
in providing sufficient conditions in two special cases. 
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Consider the time series f(t) defined by (11). If all coefficients ck,(, and 
exponents A, in f(t) are real, then f(t) has at most n - 1 zeros [9, p. 48, 
Problem 751, and the n functions t”eAk’, y = 0,. ,mk - 1, k = 1,. ., L, form 
a Tchebycheff system [6, Chapter 1, Section 41. Consequently, the first n 
rows of the matrices U, V,,, V,,,, are invertible, so U, V,,, and V,,+, are 
nondegenerate. 
In the second case we consider time series (11) which are evaluated at 
equally spaced sample points. This situation occurs most often in applica- 
tions, so we formulate and restate Theorem 1 in this important case. 
Let A > 0 denote a constant called the sample rate. If on the line (12) we 
set ti=(i--l)A, i=l,..., m, ri=(j-l)A, j=l,..., p+l, and zI;=ehk’, 
then fii has the form 
fi.i =f;.+,i_2 = f z ck,,,[(i + j -2)A]"-';k+c-i-' (17) 
k=I q = 1 
for i = 1,. , m and j = 1,. . . , p + 1, where fi+i_s = f<<i + j -2>A>. We then 
have 
TIIEOIUSI 2. Consider the system (5), where A,,, p,,, und up+, ure 
defined hy (9), and fii by (17). Suppose that m > p and m > n, and that 
z,, . , zL are distinct (md nonzero. Then 
Rank(A,,) = min(n,p}. 
Hence, i,fp < n, (5) is inconsistent. If p > n, (5) is consistent, and for any 
solution p,, = (LY,), . . . , a,, _ , Y of (5), the polynomial 
T,,(Z) = a,, + (Y1.z + . . . a,,_lz”-’ + z” (18) 
has the polynomiul (z - z,)““(z - zp)“‘z . . . (; - ;J”‘J. (1s a factor. 
Proof. First suppose that the matrices U, V,,, and V,,+ 1 defined by 
Equations (13) and (14) are all nondegenerate. Theorem 1 implies that the 
system (5) is consistent if and only if p > n. 
The ri’s are uniformly spaced, so the function h,,(A) defined by (10) can 
be written as h,,(A) = r,,(z) with 2 = e**. The relations (15) in Theorem 1 
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imply that 
d’r,,(=) 
dz 
=o for E=O ,..., mk-1, k=l,..., L. 
z1 = eA*l 
Consequently, rP(z) has the polynomial (z - z,)“~‘(z - zs)“” . . . (z - zJ”“. 
as a factor. 
To complete the proof we show that Rank(U) = n. The proof that 
Rank(VJ = min{p, n} is similar. Obviously, Rank(C) = n. 
Under the conditions ti = (i - l>A, 7j = (j - 1)A and the notation zk = 
ehkA, the matrix U defined by Equations (13) and (14) can be written as 
u = (B,(q), &(z,), . ..) LJ(Z,>))R 
where fii(zi) is the m X mi matrix defined by 
0 \ 
zi 
2m-I_2 
&i 
and R is the diagonal matrix 
R=diag(l,A,A’,..., A”‘,-‘,l,A ,..., A”‘-l,..., l,A ,..., Pk-‘). 
Set D = (D,(z,), D,(z,), , D,(z,)), w h ere D,(z,> consists of the first n 
rows of B,(z,), i = l,..., L. Since D consists of the first n rows of U, and U 
is an m X n matrix, and R is invertible, it suffices to show that det( D) # 0 to 
conclude that Rank(U) = n. (Note that if rni = 1, i = 1,. . ., L, then D is just a 
Vandermonde matrix.) 
Let 
fid~)=det((D,(y), D,(=,),..., DL(zL))). 
Then g,(y) is a polynomial in the variables y, z2,. . , zL. One can show that 
for 1= 2 ,..., L and j=O ,..., m,Xml-1, 
so g,(z,) has the factor (z, - zj)“““lf for j = 2,. . ., L. A similar result holds 
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when .zj is replaced by y for j = 2,. . , n, respectively. So 
det( D) = ipj (zi - z,~)“““” x h, (19) 
where h is some polynomial of zl,. . , zL. 
Secondly, using column elimination, we have det( D) = det(( Dr(z, 1, 
D&Z,), . . . ,mD,(z,)), where 
f 1 0 0 
Zl Zl 0 
b,,,-f 
q(z,)= . . 
z;‘-’ (7l- 1)z;‘-’ I,,,,_;‘-’ 
0 
0 
and the constants lj..i + 0 for j = 3,.. , m. So det(D) contains the factor 
I ,K..z;;lI-l= 
“I”1 ~;,II(“‘I- ‘)/‘. This result combined with (19) gives 
det( D) = h, &%+I)/~ x n (:I _ z,,)“i’“‘l, (20) 
i=l j>l 
The order of the right hand side of (20) is 
L m,(m,-I) L-1 L 
= 2 
+ C C fnlmj 
i=l I=1 .j=l+l 
= i mf - E + 5 ml(n - ml) = n(n2w1) . 
i=l I=1 
On the other hand, det( D) can be expressed as the sum of the products of 
the powers of z,, . . , zL, with the order of each (homogeneous) product being 
1+2+ .*. +(n-l)=n(n-1)/2. so h, in (20) is only a constant. We now 
apply the formula which expresses the determinant of D in terms of 
determinants of Di(zi), i = 1,. . . , n, to show that the coefficient of the term 
,(n-I)+ “’ +(ll--rll,)_(“-_,,,,-l)+ .” +(!t-“‘,-“‘~) . . . _(llr,,-l)+ ..’ +1 
-1 “2 _ I, 
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in det(D) does not equal zero. Consequently, det D f 0 if 2 ,, . . , zI are all 
different and nonzero, and the proof is complete. n 
REMARKS. 
1. An interesting open problem is to determine conditions under which 
the matrices U, V,,, and V,,+ I are nondegenerate for either real-valued or 
complex-valued time series (11) which satisfy the conditions in Assump- 
tion 1. 
2. In the case of a uniformly sampled time series, Theorem 2 shows that 
the data matrix A, is just the product of two generalized Vandermonde 
matrices and a coefficient matrix. The condition number of the generalized 
Vandermonde matrices strongly depends on the quantities d, = n i + k Jzi -zk) 
by the relationship cond(A,,) + 00 as d, -+ 0 for some value of k. If 
Re Ak < 0 for k = 1,. . ., L, and A is too small, then all Z&‘S are in a small 
neighborhood of one, so d, will be small for k = 1,. . . , n; if A is too big, all 
the zk’s are in a small vicinity of the origin, and again d, will be small. In 
these cases, the condition number of A,, will be very large, leading to 
inaccurate results. Consequently, the computational results strongly depend 
on the sample rate A. This point is discussed in [6]. When A is too big, 
another problem, aliasing, also occurs (see [7]). 
3. If the multiplicity of each pole in (11) is one, that is, lnx- = 1 for 
k = 1,. , L, then the proofs of Theorems 1 and 2 are simpler because the 
matrices U and V,, are just Vandermonde matrices. 
III. THE DEFLATED VERSION OF PRONY’S METHOD 
In this section we only consider the case of uniformly sampled time series 
(11). Therefore, we have tj = 7j = (j - DA, j = 1,2,. . . , where A > 0 is some 
constant. For each time series f(t) set f, = f(jA), so 
f, = 5 2 d~,,,_,A’l-‘j’l-‘=: 
,4=1 ‘, = I 
= i z cI,(,_, jcl-‘=L, j = 0,1,2 >..., (21) 
li=l ‘, = 1 
where .zk = eAAk, k=l,..., L, ~~,~,_~=d~,~,_~a(f-’ for y=l,..., mk, k= 
1 ,..., L,and m,+ ... +m,=n. 
Suppose that we know some of the poles z,, . . . , z1 in a time series (21) 
where 1 < I < n. Is it possible to simplify or improve the computation of the 
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remaining poles using the knowledge of the known poles? One can use the 
constrained Prony’s method. (For a detailed description see [l].) Here we 
provide a new method which we call the deflated version of Prony’s method. 
The following theorem forms the theoretical basis for the deflated version 
of Prony’s method: 
THEOREM 3. Suppose that fj has the form (21) for j = O,l,. . . , where 
ZI,...,ZL are all d$erent and nonzero, c,,,,,,_, z 0, j = 1,. . . , L, and m, 
+ . ’ . + rnL = n. Assume that we know the poles z,, . . , zL and their multi- 
plicities p,, . . . , p,, with p, + . . . + p, = 1. For simplicity, rewrite them as 
Xl>. . , Xl, where xl = . * . = x,,, = zl,. . .,xp,+ ,__ +lIL_,+, = . . . = x, = zL. Let 
S (,, . . , S, be the elementary symmetric functions of x,, . . , xl, that is, 
S,=l, s,= i xj,..., s,= l-ixj. 
j=l j=l 
Define new transient datafjc’) either by the recursion 
or by the relationship 
Then fj”’ has the form 
for constants ci$_ I which satisjij 
c:“!q,,, - 1 
f0 when pk -Cm, 
=o when pk =mk 
k=l,...,L. 
Let 
ajl) = ( fj'l_'l , . . . ,$c$,,t_2)?‘, A$’ = (a\‘), . . . , a$)), 
p:J)=([y:l),...,rY:ll,)T, 
(22) 
(23) 
(24) 
(25) 
(26) 
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A(#$’ = - a$ 1, (27) 
Suppose m >/ p, m z n - 1. lf p < n - 1, then (27) is inconsistent. If p > n - 1, 
then (27) is consistent, and for any solution 
p~~)=(cu~),...,all’l)T 
of (27) the polynomial 
always has the factor (z - z~)“~‘-“’ * . . (z - zJ”~-~~. 
Proof. It is easy to show that (23) and (24) give the same formulas for 
f!“, so we just prove the theorem when f]‘) is defined by (23). I 
Consider the recursion (23) with i = 1 and fj defined by (21). Then 
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where 
c(1) 
I.q-1 = z1 “glcl,i(qq, y=l,..., m,-1, 
i = cl 
and 
(1) 
cli.r,-l = =;k “5’ Ck,;(y+,Ck,,,_,, c/=1 ,..., “k. 
i=q-1 
Note that ~(lti,,,_~ = zlc ,,,,,, _ , (m, - 1) # 0 unless m, = 1, and CL!!,,,_, = (zk 
- “, )C k, ,,,~ _, f 0 because the zi ‘s are distinct. Consequently, we can con- 
clude that the time series $I) has poles =; 1, . , , zL with multiplicities 
m, - 1, m2,. ., mL, respectively, if m, # 1, and that f)” has poles zp,. . .,zL 
with multiplicities rnp,. . . , mL, respectively, if m1 = 1. In other words, j’jl’ 
has the form (25), (26). 
A straightforward mathematical induction argument using calculations 
similar to the previous ones establishes that fj” has the form (25), (26). 
We conclude the proof of this theorem by applying Theorem 2. n 
The algorithm for the deflated version of Prony’s method consists of two 
steps, assuming that the poles z,, . . .,zL and corresponding multiplicities 
y,, . . . , p, with p, + . . . + pL = 1 are known: 
Step 1. Form the deflated time series jj!” by the recursion (23) or (24). 
Step 2. Apply Prony’s method to the deflated time series f:“. 
REMARK. The deflated version of Prony’s method has two main advan- 
tages over the constrained Prony method [I]: 
1. It is applicable to time series with simple or multiple poles. 
2. The condition number of the matrix A(:,’ may be smaller than the 
condition number of the analogous matrix which appears in the constrained 
Prony method. 
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