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2.1 Gene interactions. (A) Directed edges with an arrow end
represent activation. (B) Directed edges with a dash end rep-
resents inhibition. (C) Schematic representation of a coherent
feed-forward Loop. . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Biological switch topology from [52]. The toggle switch is
constructed from any two repressible promoters arranged in a
mutually inhibitory network. It is flipped between stable states
using transient chemical or thermal induction and exhibits a
nearly ideal switching threshold. . . . . . . . . . . . . . . . . 24
2.3 Phase space of the bistable system described in [61].
The axes show the concentration of the two species involved in
the toggle-switch. The nullclines are drawn and the intersec-
tions represent the different equilibria: the central one is the
unstable and its unstable manifold is the separatrix able to
distinguish between the two bacin of attraction of the stable
equilibria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
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2.4 Topology of a biological oscillator from [45]. The system
is cmposed of three genes connected in a closed chain of inhi-
bition. The circuit built in Escherichia Coli is able to present
an oscillatory behaviour. . . . . . . . . . . . . . . . . . . . . . 26
2.5 Hopf Bifurcation. An illustrative scheme for Hopf bifurca-
tion is reported, in which the parameter p is considered as the
varying constant. The phase space are reported for a model of
three species moving p: solutions converge to a stable steady
state for low values of p, while starting to converge at the limit
cycle when the equilibrium is becoming unstable. . . . . . . . 27
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3.1 Design of the expression system. (A) PFL: the promoter
CMV-TET consists of seven direct repeats of a 42-bp se-
quence containing the tet operator sequences (tetO), located
just upstream of the minimal CMV promoter (PminCMV).
The Tetracycline-controlled transactivator tTA derives from
the addition of the VP16 activation domain to the transcrip-
tional repressor TetR. The d2EYFP is the destabilised yellow-
green variant of enhanced green fluorescent protein. (B) NOPFL:
the CMV promoter drives the expression of the tTA, which in
turns drives the transcription of the d2EYFP from the CMV-
TET promoter. (Inset) RealTime PCR performed on DNA
extracted from PFL and NOPFL cells shows that the DNA
levels of tTA and d2EYFP are comparable among the two
clonal cell populations. . . . . . . . . . . . . . . . . . . . . . . 46
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3.2 Degradation kinetics of d2EYFP. CMV-TET -d2EYFP
stably integrated CHO AA8 TET-OFF cells were treated at
t=0 with different concentrations of Cycloheximide (CHX):
panel A, 10µg/mL; panel B, 50µg/mL; panel C, 100µg/mL;
panel D, 500µg/mL. Fluorescence intensity was followed up to
750 minutes. Sampling time is equal to 15 min. The thin line
represents the mean over biological triplicates; the shaded area
represents the standard error. Experimental data were used to
fit the exponential decay of d2EYFP protein levels, and thus to
derive its half-life (τ). Fluorescence intensity in untreated cells
was not subjected to any significant decay (data not shown). 47
3.3 Phase portrait of the PFL model.The tTA-d2EYFP mRNA
concentration (y axis) has been plotted against tTA protein
concentration (x axis). Varying Doxycycline concentrations
(1 ng/mL through 1 µg/mL) were used to investigate the
dependence of the two stable equilibria (“ON” and “OFF”
in the graph) on the amplitude of the input. The shape and
dimensions of the two basins of attraction (the set of initial
conditions ending up in one of the two stable steady states)
can be studied with the same technique: in this figure the grey
shaded area represents the basin of attraction of the “OFF”
equilibrium for Doxycycline= 0 nM. . . . . . . . . . . . . . . 48
xiii
3.4 In silico and in vitro “switch OFF” experiments for
PFL cells following pulses of Doxycycline of different
duration. (a): The positive feedback loop (PFL) exogenously
controlled by Doxycycline able to switch off the system. (b):
Simulated d2EYFP fluorescence of PFL cells following simu-
lated treatment with Doxycycline of different duration. (c)
and (d): experimental d2EYFP fluorescence using the mi-
crofluidics device (solid green line) following treatment with
Doxycycline (red line) at time 120 min and removed after
∆ = 960 (c) or 1800 min (d); standard deviation (thin green
lines) is among at least three replicates; simulations (blue and
orange lines) are rescaled to experimental data and also rep-
resented in (b) (same colors). . . . . . . . . . . . . . . . . . . 49
3.5 Experimental and simulated switch off time-course across
the PFL and NPFL cell population. Experimental data
(thin lines) and model simulations (thick lines) were reported
for the PFL (left) and NOPFL (right) cells. Shaded areas rep-
resent standard deviations from replicate experiments. . . . . 50
xiv
3.6 Replicates of the experimental time-courses across the
PFL and NPFL cell population. Replicates of the exper-
imental time-courses for the PFL (left) and NOPFL (right)
cells. Each line in each panel represent the average fluores-
cence intensity across the cell population in one switch-off ex-
periment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.7 Switch off time τoff for varying Doxycycline concen-
trations from experimental data and model predic-
tions.The model predictions for the switch off times τoff are
shown for PFL (dashed thick line) and NOPFL (solid line).
Experimental quantification of the τoff for PFL and NOPFL
models have been reported for comparison with + and × re-
spectively. Observe that the experimental τoff for the PFL at
1ng/mL and 10ng/mL could not be estimated since the PFL
is not switching off in the experimental observation time (43h). 52
xv
4.1 Schematics of PNFL expression system. : the Tetracycline-
controlled transactivator (tTA) is self-regulated by binding
the tTA-responsive CMV-TET promoter, thus generating a
positive feedback loop (PFL - black lines), whose dynamics
are tracked by a destabilized EYFP (d2EYFP). The same
CMV-TET promoter drives the transcription of the human
microRNA miR-223 embedded in the first intron of the low
affinity nerve growth factor receptor (∆LNGFR) [25], followed
by a reporter gene encoding for the mCherry fluorescent pro-
tein (Negative Feedback Loop - NFL - red lines). miR223 in
turn down-regulates the tTA mRNA levels through 4-repeated
target sequences perfectly complementary to the miR-223 seed
sequence, placed at the 3’UTR of the PFL gene expression
cassette, thus inducing degradation of the target mRNA. Ad-
dition of doxycycline interrupts the tTA-mediate activation of
PNFL. WPRE, woodchuck hepatitis virus post-transcription
regulatory element. . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Bifurcation diagram for DDE model with parameters
of Table 4.2. tTA mRNA steady state is plotted against the
parameter h3 thus revealing a possible bistable behaviour for
low values of the parameter and the existance of a limit cycle
for higher values. . . . . . . . . . . . . . . . . . . . . . . . . . 62
xvi
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4.6 Bifurcation diagram for δ and λ, DDE model. Two vari-
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4.13 In silico and in vitro “switch OFF” experiments for
PNFL cells following pulses of Doxycycline of differ-
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0 hrs. Prior to time 0 hrs, both PFL and PNFL cells were
grown in the presence of Doxycycline for 72 hrs. (Subpanel):
histogram displaying FACS data for PFL 7 (blue frame) and
PNFL 7-2 (red frame) at times t = 0, 2880 min and 5760 min;
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the corresponding PNFL cells. PFL represented by blue line,
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hrs (0, 1440, 2880 min) following removal of Doxycycline at time
0 hrs. Prior to time 0 hrs, both PFL and PNFL cells were grown
in the presence of Doxycycline for 72 hrs. Error bars represent the
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6.1 Notch-Delta pathway When Notch binds the ligand on the
membrane of another cell, the Notch Intracellular Domain
(NICD) is cleaved and translocates into the nucleus promoting
the transcription of its target genes. This “chain of reactions”
is the way the two cells can communicate by biochemical in-
teractions. Figure from [63]. . . . . . . . . . . . . . . . . . . . 132
6.2 Transactivation and cis-inhibition. Notch receptor can
bind to Delta ligand available on the membrane of another
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Chapter 1
Introduction
Complex systems are open self-organizing structures able to modify their
behaviour and properties due to the interaction with the external environ-
ment. These modifications depend on the structure and conformation of the
systems themselves, but also on the available resources or on presence of
other interacting complex systems. Interactions with environment and other
systems are mediated by feedbacks. Examples of complex systems are living
organisms with their features depending on their own genetic code. Their
function and development depend on the molecular species, such as coding
and non-coding genes encoded in their inherited genome, but also on the
interactions between them: systems of interacting genes are called gene reg-
ulatory networks.
Gene regulatory networks are characterised by positive or negative reg-
ulatory interactions between transcription factors and their target genes:
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their composition allows the network to perform different functions in differ-
ent contexts, thus conferring specific dynamical properties to the expressed
genes. Considering the single components (transcription factors and regulated
genes) it is possible to use mathematical models to evaluate the behaviour of
the whole system, thus revealing its function and predicting its behaviour as
a result of endogeneous and exogeneous stimuli. One way to characterize the
single components in order to predict the function of the complete system
is to describe the single parts using differential equations and looking for a
solution able to reproduce the measured response of the system.
This kind of analysis is typical of the Dynamical Systems Theory and
it has been widely applied to physical, engineered, economical, social and
artificial systems and recently to biological ones. What it is known from Dy-
namical Systems Theory is that when the single components act following
nonlinear laws, the behaviour of the complex system cannot be deduced as
the simple sum of its parts, but unexpected properties can arise, thus lead-
ing to what are called emergent properties : they are known to appear when a
number of simple entities (agents) operates in an environment, giving rise to
more complex behaviors, as a collective, in an autonomous way. For example,
synchronization of coupled autonomous can be seen as an emergent property
of the self-organization between single agents.
In this Thesis, I propose to study a subset of gene regulatory network
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topologies, thus explaining the function of common regulatory motifs ob-
served at molecular level, highligthing the appeareance of unexpected be-
haviours due to the intrinsic nonlinearities and also revealing the versatility
of some of these networks in performing different actions, simply varying the
behaviour of a single component. First, I will focus on some synthetic gene
networks constructed ad-hoc so that the individual biological parts are well-
known and thus they can be easily characterized: this is a classical approach
used in the field of Synthetic Biology. Then, I will theoretically describe an
endogeneous gene network: in this case, the complex system under investi-
gation is first, modelled in a single cell and then as a “network of networks”
across multiple cells. The investigation of endogeneous gene networks is cen-
tral in the field of Systems Biology.
1.1 Systems and Synthetic Biology
In this work, approaches commonly used in the fields of Synthetic and Sys-
tems Biology will be applied. These disciplines are related to the description
of biological systems in order to uncover the basic properties using tools
from Mathematics, Engineering and Computer Science. In particular, while
Systems Biology aims at elucidating endogeneous systems starting from es-
perimental evidence, Synthetic Biology describes the molecular mechanisms
of gene regulatory network through the rational construction of simplified
regulatory motifs [33].
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Systems Biology is the study of biological systems using quantitative mea-
surements of the behavior of groups of interacting components: systematic
measurement technologies such as genomics, bioinformatics and proteomics,
and mathematical and computational models to describe and predict dynam-
ical behavior. Data coming from experiments or simple observations can be
analysed thus inferring the network topology [74].
So, while Systems Biology tries to deduce the components of the bio-
logical networks of interest validating hyphoteses based on the observable
behaviours, Synthetic Biology is based on the idea that reproducing synthet-
ically a network can lead to the comprehension of basic properties at molec-
ular level. Thus, biological networks are constructed de novo with known
components and with known and predefined interactions, thus making pos-
sible the analysis of a complete circuit starting from its single parts. Making
Biology “synthetic” is a way to test what kind of interactions (for example
in terms of quality, acting as inhibitors or activators or promoters of degra-
dation, strength, timescales) are needed to lead the cell to develop particular
functions and what of these properties can be modified to eventually improve
these features. Understanding the relationship between topology and dynam-
ics of transcriptional regulatory networks in mammalian cells is essential to
elucidate the biology of complex regulatory and signaling pathways. Different
circuits acting different functions (monostable, bistable, oscillating systems
and inducible ones are some examples) have been designed and implemented
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from bacteria to yeast and mammalian cells [52], [139], [27]. If on one hand,
synthetic circuits suggest what are the molecular mechanisms needed to op-
erate in a certain manner, they can also be used to perform specific functions:
this is the case of the many applications in which synthetic networks have
been built and integrated in cells in order to be used for treatment of dis-
eases or to function as biosensors, to produce energy or transform compounds
( [79], [72]). Another effort taking place in Synthetic Biology is the building
of a minimal cell able to reproduce specific cell functions [132].
1.2 Motivation and Thesis outline
The main aim of this thesis is to provide a mathematical characterization
of some very common motifs in gene regulation, analyzing their dynamical
properties starting from synthetic networks and then moving to endogeneous
ones. The networks here considered can exhibit a variety of dynamical be-
haviours, such as monostable, bistable or oscillatory dynamics. Moreover,
biological “parts” can perform different functions depending on the context,
as in the case of microRNAs. Moreover, besides the description of the com-
plexity of regulation inside a single cell, feedback regulation happens also
among cells, thus linking the networks into a more complex multicellular dy-
namical system.
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In Chapter 2, some preliminary concepts on the biology underlying the
systems under investigation are given as well as some mathematical tools for
building dynamical models of them.
In Chapter 3, the first synthetic network of interest is considered: an
inducible Positive Feedback Loop (PFL) integrated in a mammalian cell
line is described and modeled, thus comparing its dynamical features to the
properties of an ad hoc designed circuit in which no feedback is considered
(NOPFL).
In Chapter 4, the characterization of a more complex synthetic network is
provided: a negative feedback loop mediated by a microRNA is added to the
previous PFL, thus generating a Positive Negative Feedback Loop (PNFL).
The dynamical properties of this new circuit are studied and compared to
the PFL network, thus revealing the role of the microRNA in speeding up
the network dynamics. An experimental validation is also provided, thanks
to the use of a microfluidic device designed for handling mammalian cells
(courtesy of Prof Jeff Hasty at the University of California, San Diego).
In Chapter 5, the role of the microRNA in suppressing biological noise is
investigated. By comparing PFL to PNFL it is possible to study the varia-
tion in gene espression across genetically identical clonal cells. We observed
8
that clones expressing the PNFL have a reduced variation in gene expres-
sion when compared to PFL cells. The experimental observation is confirmed
and explained by dynamical and stochastic models of both the PFL and the
PNFL networks.
In Chapter 6, a literature review on the Notch-Delta Pathway is provided.
The Notch and Delta pathway is a prototype signalling pathway enabling
“communication” among different cells.
In Chapter 7, a mathematical description of Notch-Delta Pathway is pre-
sented. In particular, when cells are communicating through Notch and Delta,
“patterns” of gene expression can emerge in the tissue. The ability of this
signaling pathways to give rise to these inhomogeneous configurations of gene
expression is mathematically investigated.
In Chapter 8, I analyse a more peculiar interaction between Notch-Delta
and one of its effector genes: the Hes1 transcription factor, which exhibits
autonomous oscillations in expression in specific cell types and tissues. In this
case the behaviour of a tissue of autonomously oscillating cells is considered
and studied depending on the properties of the single components, such as
oscillator’s features or communication channel characteristics.
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The same kind of system is considered in Chapter 9, in which a study
on the synchroneous behaviour of the different oscillators is perfomed, thus
also contributing to a new hypothesis on the vertebrate segmentation process,
usually explained through the use of the classical Clock and Wavefront model.
To conclude, Chapter 10 provides a summary of the main results.
Furthermore, in Appendix A, more details on the experimental data and
material and methods are provided, together with the main algorithms used
for the numerical investigation of the models and for processing experimental
data.
All the synthetic circuits considered in this Thesis have been implemented
in vivo by Dr. Velia Siciliano at TIGEM (Dr. Diego di Bernardo - Synthetic
and Systems Biology Lab).
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Chapter 2
Preliminary Concepts
In this chapter some general concepts are provided on the meaning of biolog-
ical terms and the physical mechanisms involved in gene regulatory networks
and in network motifs. Moreover, I present an overview of the different meth-
ods to mathematically model and analyse gene regulatory networks.
2.1 Gene regulation and network motifs
Gene expression is consequence of the central dogma of Molecular Biology:
genes are perpetuated as sequences of nucleic acid, but function by being
expressed in the form of non-coding RNAs and proteins or for protein coding
genes. Transcription and translation are the two steps responsible for their
conversion from one form to the other. Starting from the part of the DNA
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double helix encoding the gene of interest, transcription generates a messen-
ger RNA (mRNA), a single-stranded RNA identical in sequence with one
of the strands of the duplex DNA. In protein-coding genes, translation will
convert the nucleotide sequence of mRNA into the sequence of amino acids
comprising a protein. This two-stage process is called gene expression: it is a
complex process regulated at several stages in the synthesis of proteins [18].
Some proteins are structural and will accumulate at the cell-wall or within
the cell to give it particular properties. Other proteins can be enzymes that
catalyse certain reactions. A large group of proteins have an important role
in the regulation of the genes, known as transcription factors (TF): these
proteins are able to bind to specific DNA sequences, thereby promoting or
blocking (eventually with other proteins in a complex) the recruitment of
RNA polymerase (the enzyme that performs the transcription of genetic in-
formation from DNA to RNA) to specific genes. So, genes are able to regulate
each other, thus modifying their expression and giving rise to large regulatory
networks.
There is a great variety of regulatory systems and organisms in which
feedback loops have been identified. The transcriptional interactions between
TF and target genes can be positive or negative, in the sense that a TF can
either activate or inhibit the transcription of its target genes, or even its own
transcription thus giving rise to positive or negative feedback loops.
In negative regulation, a TF binds to the promoter of a target gene (a
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region of DNA that facilitates the transcription of a particular gene), and
decreases the mRNA transcription, Figure 2.1A. In positive regulation, a
transcription factor is required to bind the promoter in order to increase the
mRNA transcription rate [6] (Figure 2.1 B). Several other steps in the gene
expression process may be modulated.
When a TF binds its own promoter, it can give rise to a Negative Feedback
Loop (NFL) if it behaves as an inhibitor of transcription, or to a Positive
Feedback Loop (PFL) if it behaves as an activator of the transcription.
The duality between positive and negative feedbacks has been predicted
in a biological setting [121], and it is a well established concept in “control en-
gineering”, a branch of engineering which deals with the design of automated
mechanisms to control a variable of interest (the altitude of an airplane, or
more simply, the temperature of a room via thermostat) [5]. Specifically, the
negative feedback loop is a classic control engineering approach useful to reg-
ulate the variable of interest and at the same time to speed up the response
times of the system, thus quickly achieving a desired value. Positive feedback
loops, on the contrary, can slow down the response of a dynamical system
to an external input. PFLs are used by control engineers to build “memory”
elements, also known as switches, which are able to be in one of the two
stable steady-states (ON or OFF), and which are robust against unwanted
transient perturbations that may inadvertently switch off (or on) the system.
Regulations between genes can act at different levels: indeed negative feed-
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backs can act either at the level of gene transcription or by promoting degra-
dation of the mRNAs. microRNAs (miRNAs), for example, are small non-
coding RNAs able to downregulate the expression of target genes by both
promoting their degradation and blocking protein translation.
In addition to feedback loops, other regulatory “motifs” are also possible:
The Feed-Forward Loop (FFL) is defined by a transcription factor (X) that
regulates a second transcription factor (Y), such that both X and Y jointly
bind a common target (Z). Since each of the regulatory interactions may
either be positive or negative there can be eight different types of FFL mo-
tifs. Two of the most frequently found in gene regulatory networks are the
coherent type 1 showed in Figure 2.1 (C)(where all interactions are positive)
and the incoherent type (X activates Z and also activates Y which represses
Z). In most of the cases the FFL can implement either an AND gate (X and
Y are required for Z activation) or OR gate (either X or Y are sufficient for
Z activation) but other input functions are also possible [6].
The regulatory chain consists of chains of three or more transcription fac-
tors in which one regulator binds the promoter of a second regulator, and in
turn the second binds the promoter of a third regulator and so forth.
An auto-regulation or feedback motif consists of a transcription factor
that binds its own promoter. The regulation can be positive or negative de-
pending on the properties desired, as discussed in details above.
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C
Figure 2.1: Gene interactions. (A) Directed edges with an arrow end rep-
resent activation. (B) Directed edges with a dash end represents inhibition.
(C) Schematic representation of a coherent feed-forward Loop.
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A multi-component loop motif consists of a regulatory circuit involving
two or more factors. The closed loop structure provides the capacity for the
feedback control and offers the potential to produce bistable systems, which
switch between two alternative states or oscillatory dynamics.
The single input motif contains a single regulator that binds a set of
target genes. In this way the expression of the target genes is coordinated
under a specific condition. In the multiple input motif, there is the presence
of multiple regulators acting on the metabolites of the system.
By combining together these network motifs, more complex systems can
be generated, like genetic switches ( [52], [77], [39]) or oscillators ( [99], [59],
[114]).
2.2 Mathematical modeling of gene regula-
tory networks
Synthetic and Systems Biology are based on the interactions between Biology
and Engineering, Physics and Applied Mathematics. Quantitative models are
useful instruments to describe, in terms of single components a synthetic (or
endogeneous) network under investigation, thus providing both a believable
understanding of the network and enabling quantitative predictions of its
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behaviour. A dynamical model is a formalization of the biological knowledge
about a certain system, where each component of the system is described by
an equation, which represents its behaviour as a function of its regulators.
In silico predictions of the behaviour of a biological system can be used to
complement in vivo experimental observations and accelerate the hypothesis
generation-validation cycle of research.
In this thesis, deterministic and stochastic dynamical models are used
to investigate the properties of synthetic and endogeneous systems. From a
modeling perspective, biological circuits can be analysed by looking at the
features of their single parts and products: promoter leakiness and strength,
transcription factors activity, mRNA and protein translation rates and de-
cays, the action of microRNAs, and more. Different models can be used to
investigate different properties of the same circuit: the desired prediction of
a system of interest can be in different contexts. For example, in the case of
a Positive Negative Feedback Loop as described in Chapters 4 and 5, we are
interested both in the analysis of its dynamical properties and on its robust-
ness to external perturbations: in the former case a deterministic model has
to be used, in the latter a stochastic one is needed.
Ideally, when modelling a biological process, the previous knowledge needs to
be formalized in the chosen framework, and all the relavant information (not
only concentrations and rates of events, but also spatial distribution, diffu-
sion parameters, and so on) has to be known in order to make a maximally
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accurate in silico replica of the system. Obviously, even for the best-studied
systems, the mass of accumulated data still falls short of describing, even
qualitatively, the variety of elementary processes that each molecular species
engages in: consequently, assumptions are necessary.
A huge variety of mathematical formalisms has been proposed in the lit-
erature, such as directed graphs, Bayesian networks, Boolean networks and
their generalizations, ordinary and partial differential equations, qualitative
differential equations, stochastic equations, and rule-based formalisms (see,
for example, [38], [42], [136] and references therein).
Quantitative models offer great detail in mimicking reality: moreover,
rich qualitative insights on the system are possible using theoretical tools
such as bifurcation and stability analysis, which, for example, indicate the
precise boundaries of parameter ranges to which steady states or sustained
oscillations correspond, or reveal the stability of the solutions before actu-
ally solving the dynamical equations representing the system. Quantitative
models can be either deterministic or stochastic.
Deterministic models of Differential Equations (DEs) are commonly used
to describe the average behaviour of a population of cells [38]. They have
been shown to be viable for the analysis of synthetic networks in a great
number of works (e. g. [45], [52], [77], [140], [133]). The reaction mechanism
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is described by applying the law of mass action: the rate of any given ele-
mentary reaction is proportional to the product of the concentrations of the
species reacting in the elementary process (reactants) [6].
When DEs are used, the cellular concentration of proteins, mRNAs and other
molecules are represented by continuous time variables with the constraint
that a concentration can not be negative. Differential equations can be Or-
dinary (ODEs) or Partial (PDEs) if also features like space, diffusion or
deformation have to be taken into account [97].
The ODEs modelling approach is based on the following biological assump-
tions: the quantified concentrations do not vary with respect to space and
they are continuous functions of time. These assumptions hold for processes
evolving on long time scales in which the number of molecules of the species
in the reaction volume is sufficiently large.
Usually, the functions describing transcriptional interactions are non-linear
Hill functions or Michealis-Menten, the two differing for considering or not,
respectively, the cooperativity of TF regulation on the gene of interest [6].
The Hill function models transcriptional interaction in the following way:
• activation: H+(y; k, h) = yh
yh+kh
;
• repression: H−(y; k, h) = kh
yh+kh
;
• combination of activation or repression
H+− = H+(y; k, h)(·,+)H−(z; k1, h1),
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where (·,+) indicates that we can either sum or multiply the Hill func-
tions in the case of multiple regulation, depending on the AND or OR kind
of interaction [6]; y and z represent transcription factor levels, h are the Hill
coefficients (pure numbers that refer to the cooperativity of the activation
binding reaction) and k are the Michaelis-Menten constants, equal to the
amount of transcription factor needed to reach half maximal activation (or
repression). In the case of Michalis-Menten term, the formalism is identical,
but the Hill coefficient h is fixed equal to 1. For a complete derivation of Hill
and Michealis-Menten formalism please refer to [6].
After the mathematical “structure” of the model has been defined, the pa-
rameters describing the physical properties of the system have to be identified
in order to obtain a full description of the interactions under investigation:
the parameter estimation problem can be formulated from the mathematical
viewpoint as a constrained optimization problem, where the goal is to mini-
mize the objective function, defined as the error between model predictions
and real data. In biological applications, the objective function usually dis-
plays a large number of local optima as measurements are strongly affected
by noise. For this kind of problems, classical optimization methods, based on
gradient descent from an arbitrary initial guess of the solution, can be unfea-
sible and show slow or absence of convergence. Hence, stochastic optimization
algorithms could be more convenient in order to explore parameters’ space in
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a way more insensitive to initial conditions and avoid being trapped in local
minima. In this thesis, algorithms based on “simulated annealing” tecnique
has been used to estimate the numerical values of the parameters character-
izing the models: specifically, the PottersWheel toolbox [84] implemented in
MATLAB was used (details on functioning in Appendix A).
Alternatives to simulated annealing are possible, such as Genetic Algo-
rithms (GA) [93] which provide a very flexible approach to non-linear opti-
mization in synthetic networks [145], [140].
Finally, the validity and usefulness of the model have to be checked, that
is its ability in predicting the behaviour of the biological process under in-
vestigation. To this end, ad-hoc experiments can be used both for parameter
identification, or to test the model predictions [129]. If the predictive perfor-
mances of the model are not satisfactory, it is necessary to refine the model
(for example, by increasing the level of details or modifying its proper struc-
ture) and/or to perform new experiments.
Stochastic models can be used when the number of molecular species and
consequently of reaction events decrease, so that the probabilistic nature of
biological events becomes more evident, or when the most interesting features
are related not to system dynamics level, but to its variability. Indeed, also
in a monoclonal population very different levels of fluorescence of a reporter
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protein can be observed. Moreover, the response of individual cells may be
significantly different from the average population response. Population het-
erogeneity arises from stochasticity in molecular events. Several methods are
used to study biological variability: the most common ones are those in which
Master Equations are derived from a deterministic model to yield a stochio-
metric model.
Besides the mathematical models, analytical tools and numerical simula-
tions are useful instruments to investigate the properties and the structure
of the system: bifurcation analysis, qualitative studies of the solutions, lin-
ear stability analysis of the Jacobian matrix and analytical tecniques are
essential to understand the main features of the system under investigation
without solving it directly, but focusing on the elements necessary to obtain
a determined behaviour.
Biological switches
As previously discussed, the interaction between positive and negative feed-
backs yields to different and more complex gene regulatory network. A bio-
logical switch is a system that can present two (or more) different equilibria.
Several genetic switches have been constructed in cells ( [52], [77], [112]) us-
ing a combination of two or more negative feedbacks activated or deactivated
by one or more external inducer molecules, as shown in Figure 2.2. Indeed,
22
a single autoregulatory positive feedback loop is enough to give rise to a
bistable system and a transient stimulus is necessary to switch the system
from one state to another.
From a mathematical point of view, a toggle-switch is a bistable system in
which at least three equilibria coexists, two of them being stable and one
unstable, as shown in Figure 2.3. The system is able to approach one of the
two different steady states depending on the initial condition: the unstable
equilibrium defines the boundaries of the bacins of attractions for the two
equilibria. In order to experimentally switch on or off the system, it is possible
to use an external inducer molecule, which acts as an external perturbation,
by transiently modifying the dynamical structure of the system and forcing
it into the desired bacin of attraction: when the solution, eventually crosses
the unstable manifold, and it is in the right bacin of attraction, then the
external stimulus can be removed, and the system will approach the new
desired equilibrium. In the case of a single autoregulatory positive feedback
loop, varying the strenght of the TF protein in promoting its own transcrip-
tion makes the system behaviour either as a monostable dynamical system
or a bistable system (switch): indeed, what defines the ability of a system
of being a monostable or bistable system are the instrinsic features of the
components besides its topological structure.
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Figure 2.2: Biological switch topology from [52]. The toggle switch is
constructed from any two repressible promoters arranged in a mutually in-
hibitory network. It is flipped between stable states using transient chemical
or thermal induction and exhibits a nearly ideal switching threshold.
Biological oscillators
A biological oscillator is a system that generates a periodic variation of a
molecular species: a type of biological oscillator is the transcriptional os-
cillator in which the oscillation in the expression of a gene induces cyclic
production of its protein product [49], [120]. In the field of Synthetic Biology,
trascriptional oscillators have been constructed in systems from bacteria to
mammalian cells ( [45], [133], [140]). The simplest oscillator is the Goodwin
oscillator [57], consisting of a single negative “delayed” feedback loop: as in
the case of the bistability for a positive feedback loop, in this case the delay
of the repression of the feedback on its own promoter is sufficient to sustain
an oscillatory behaviour. The first synthetic oscillator was constructed in Es-
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Figure 2.3: Phase space of the bistable system described in [61].
The axes show the concentration of the two species involved in the toggle-
switch. The nullclines are drawn and the intersections represent the different
equilibria: the central one is the unstable and its unstable manifold is the
separatrix able to distinguish between the two bacin of attraction of the
stable equilibria.
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cherichia Coli by [45] with the topology of a “repressilator”, i.e. a chain of
inhibition of three TFs as shown in Figure 2.4: in this case the oscillation
is due to the odd number of negative interactions giving rise to a delayed
negative feedback. From a Dynamical Systems Theory point of view, one
of the tecnique to obtain an oscillatory behaviour in a dynamical system is
to find parameters’ values for which a Hopf bifurcation occurs. This occurs
when the eigenvalues of the system dynamical matrix are complex conjugate
with real part moving from negative to positive values (i.e. from a stable to
an unstable equilibrium point coexisting with a stable limit cycle - from a
stable to an unstable focus), as shown in Figure 2.5.
Figure 2.4: Topology of a biological oscillator from [45]. The system is
cmposed of three genes connected in a closed chain of inhibition. The circuit
built in Escherichia Coli is able to present an oscillatory behaviour.
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Figure 2.5: Hopf Bifurcation. An illustrative scheme for Hopf bifurcation
is reported, in which the parameter p is considered as the varying constant.
The phase space are reported for a model of three species moving p: solutions
converge to a stable steady state for low values of p, while starting to converge
at the limit cycle when the equilibrium is becoming unstable.
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System of interacting cells
Besides the study of the dynamical properties of a molecular system in a
single cell, mathematical models can be useful tools also to study the be-
haviour of a network of cells. Cells can be modeled as autonomous systems
coupled to each other. Individual cells can communicate in different ways:
electrical or chemical signals, mechanical interactions and more. Moreover,
cells can communicate with each other via direct contacts (juxtacrine signal-
ing), over short distances (paracrine signaling), or over large distances and/or
scales (endocrine signaling) [48]. Some cell - cell communication mechanism
requires direct cell - cell contact. Some cells can form gap junctions that
connect their cytoplasm to the cytoplasm of adjacent cells. In cardiac mus-
cle, gap junctions between adjacent cells allows for electric action potential
propagation from the cardiac pacemaker region of the heart to spread and
coordinately cause contraction of the heart. In the case of juxtacrine signal-
ing, cells can communicate thanks to some signalling molecules localised on
their membranes: for example, a “receptor” molecule can bind to its “ligand”
molecule on the surface of the other cells.
From a mathematical and numerical point of view, it is possible to con-
sider cells like nodes of a network and connection between them as the edges.
There are different works focused on the dynamical properties of cells pop-
ulations [134], [105], [61], [91]. In particular, of great interest are the theory
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of biological pattern [53] or the synchronization of interacting oscillatory
cells [36]. In [36] the synchronization of a population of synthetic oscillators
inserted in Escherichia Coli is studied for the first time, describing the single
clock by a DDE mathematical model and then taking into account the popu-
lation behaviour by including a term for the diffusion of a coupling molecule
into the medium.
The theory of synchronization and control of complex networks has been
widely applied ( [40], [110], [9]): a new goal of the Synthetic Biology is to use
it to discover and manipulate the emergence properties of tissues.
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Chapter 3
Modeling of an inducible
Positive Feedback Loop stably
integrated in a mammalian cell
line
In this chapter, the mathematical modeling of an inducible synthetic tran-
scriptional positive feedback loop (PFL) constructed in mammalian cells is
described: the PFL is based on a CMV-TET promoter, responsive to the
Tetracycline-controlled transactivator tTA and driving expression of the tTA
protein itself and of a fluorescent reporter protein (Figure 3.1A). From an
experimental point of view, a clonal population of Chinese Hamster Ovary
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cells (CHO) carrying a stably integrated version of the PFL was generated
in order to obtain precise quantitative measurements in a genetically ho-
mogeneous cell population. PFL clones were compared to a control clonal
population of cells lacking the positive feedback loop (NOPFL), as shown in
Figure 3.1B.
Two mathematical deterministic models of Ordinary Differential Equa-
tions (ODEs) were derived to predict the behaviour of the two systems (PFL
and NOPFL): the model structure follows the usual “rules” as described in
Chapter 2 for the modeling of transcriptional networks; the parameters, in-
stead, were fitted using in-vivo quantitative measurements of fluorescence
intensity in time, following addition of the inducer molecule (Doxycyline)
able to“switch off” the PFL and NOPFL.
The two models were able to reproduce the experimental data and, inter-
estingly, highlighted differences in the dynamic properties of the PFL versus
the NOPFL networks, which are due to the intrinsic differences in the two
network topologies.
My results confirmed the slowing of the dynamics of the PFL compared to
the NOPFL network also in a mammalian cell system. This observation can
be instrumental in better understanding the properties of natural occurring
transcriptional and signaling networks.
All the results and the experimental methods were published in [126],
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where also authors’ contributions are declared.
3.1 Topology of the inducible positive feed-
back loop (PFL) and of the correspond-
ing control network (NOPFL)
The PFL is shown in Figure 3.1A. It is based on the Tetracycline-controlled
transactivator tTA, self-controlled by a CMV-TET promoter, responsive to
the tTA itself unless the Tetracycline, or its analogous Doxycycline, is added
to the medium in which cells are grown [58]. To follow the dynamics of the
PFL, a destabilised yellow-green variant of the enhanced green fluorescent
protein (d2EYFP), with a reported half-life of approximately two hours, is
placed under the control of the same promoter. To this end, a unique cassette
with an Intra Ribosomal Entry Sequence (IRES) in between of the transacti-
vator tTA and the d2EYFP was constructed, which enables a single mRNA
to encode for two different proteins (Figure 3.1A).
Clones were generated in CHO cells (details in the Appendix A or [126]).
In particular, it is important to observe that more than one monoclonal
population has been generated: in fact, the ability of lentiviruses to randomly
integrate in the genome of the host cells, with different expression levels
of the transgene according to the site of integration allowed to generate 9
PFL monoclonal populations with different level of expression of the reporter
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protein (PFL numbered from 2 to 10 in Figure 5.5).
In order to study the dynamical properties of the PFL, I report the results
only for one monoclonal population (PFL 7): the other clones will be useful
for a more complex analysis as developed in Chapter 5.
A control network lacking the positive feedback loop (NOPFL) was gen-
erated, using the same biological “parts” as in the PFL network. As shown
in Figure 3.1B, the same CMV-TET promoter is upstream of the d2EYFP.
The tTA protein is placed under the control of a constitutive promoter, thus
breaking the feedback loop. For this network a single clonal population in
CHO cells was generated (NOPFL cells).
3.2 Derivation of the mathematical models
for the PFL and NOPFL networks
The mathematical models for the PFL and NOPFL networks are based on
sets of Ordinary Differential Equations (ODEs): indeed, measures are based
on the average behaviour of a clonal population of cells. So, for each species,
i.e. each mRNA and correspondent protein concentration, an equation ex-
presses the change in concentration of the species in a given time interval, as
the result of a production term and a degradation term. We assumed:
• Hill functions to model the rate of gene transcription, including basal
activity to describe the leakiness of the CMV-TET promoter;
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• linear degradation for all genes and proteins;
• linear dynamics for the translation;
• Hill functions to model the effect of the inducer (Doxycycline);
• distinct dynamics for the unfolded (inactive) and folded (active) forms
of the reporter protein (d2EYFP).
The last assumption was introduced in order to take into account d2EYFP
maturation time needed for correct protein folding [140]. Thus, two differ-
ential equations are considered for protein maturation as in [140]: one for
the translation of mRNA to the unfolded d2EYFP protein, and one for the
folded protein d2EYFP.
Letting x1 be the tTA IRES d2EYFP mRNA concentration, x2 the tTA
protein concentration, x3 the unfolded d2EYFP protein concentration and x4
the folded d2EYFP protein concentration, the PFL network can be described
as follows:
dx1
dt
= v1
α1 + (1− α1)
(
θh2
θh2+Dh2
x2
)h1
Kh11 +
(
θh2
θh2+Dh2
x2
)h1
− d1x1, (3.1)
dx2
dt
= v2x1 − d2x2, (3.2)
dx3
dt
= v2x1 − (d3 +Kf )x3, (3.3)
dx4
dt
= Kfx3 − d3x4. (3.4)
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Note that, due to the presence of the IRES sequence, the concentrations
of tTA protein and d2EYPF protein depend on the same variable (x1), that is
the concentration of the single mRNA transcript encoding for both proteins.
For the NOPFL network, let x1 represent only the d2EYFP mRNA con-
centration, and (x¯2) the constant level of the tTA protein, due to the consti-
tutive promoter driving tTA expression in the NOPFL cells. The equations
thus become:
dx1
dt
= v1
α1 + (1− α1)
(
θh2
θh2+Dh2
x¯2
)h1
Kh11 +
(
θh2
θh2+Dh2
x¯2
)h1
− d1x1, (3.5)
dx3
dt
= v2x1 − (d3 +Kf )x3, (3.6)
dx4
dt
= Kfx3 − d3x4. (3.7)
So, the NOPFL is represented by a simpler linear system.
3.2.1 Fitting the model parameters
After deriving the differential equations, an estimation of the equation pa-
rameters is needed: in order to obtain a quantitative model of networks, bio-
logical experiments are needed to estimate the equation parameters. This can
be achieved by minimizing performance measure defined as the error between
model predictions and observations, which in this case are the experimental
time-series obtained during the “switch off” experiments, depicted in Figure
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3.5 and 3.6. Twelve parameters had to be fitted, 11 of which are common to
both the PFL and NOPFL models (Table 1).
Parameter were estimated using the Trust Region method (TRM) imple-
mented in PottersWheel [84]; thanks to the multi−model and multi−experimental
capabilities of this tool, 12 parameters were identified by simultaneously fit-
ting Eqs. (1) to (7) to all of the experimental time-courses at once. These
time-courses include all of the different Doxycycline concentrations for both
the PFL and NOPFL cells for a total of 24 time-courses, when taking exper-
imental replicates into account.
Note that the paramter h2 in Table 1, which affects the strength of Doxy-
cycline repression on the tTA protein activity, is much smaller than 1: usually
Hill coefficients are greater than 1, but for the range of Doxycycline conce-
tration used in the experiment (1ng/mL to 1µg/mL), using the parameters’
values in Table 1, the function θ
h2
θh2+Dh2
can be approximated by the func-
tion α + β θ
θ+D
(α ≈ 0.4 and β ≈ 0.6). This means that a Michealis-Menten
function can also describe the effect of Doxycyline on tTA activity, but a
certain level of leakiness (α) must be taken into account; that is even for
large concentrations of Doxycycline, the activity of the tTA protein cannot
be completely shut down.
The “switch off” time-series experiments were simulated with both the
PFL and NOPFL models using the fitted parameters as shown in Figure
3.5. The inferred models are able to recapitulate the observed dynamics in
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response to different inducer concentrations and experimental settings. Note
that, since the two networks are constituted by the same biological parts, the
parameters for both the PFL and NOPFL models are identical, except for
x¯2 in the NOPFL equations, which is not present in the PFL model. Hence,
the observed differences in the dynamical behaviour of the PFL and NOPFL
networks are due to the intrinsic differences in their topology, and are robust
to changes in parameters values.
Experimental determination of the reporter protein degradation
In order to evaluate in a more precise way and from experimental data
the degradation rate of the reporter protein (d2EYFP) some experiments
were performed on the monoclonal populations. Stably integrated NOPFL
cells were treated with Cycloheximide to a final concentration of 10µg/mL,
50µg/mL, 100µg/mL or 500µg/mL, to inhibit protein synthesis [127]. The
fluorescence intensity of NOFPL cells was followed for 12 hrs and images were
acquired at 15 min intervals. The resulting d2EYFP dynamics are shown in
Figure 3.2 and appear very similar, independently of the Cycloheximide con-
centrations. The experimental data were fitted to an exponential curve ke−d3t,
and the degradation coefficient d3 was used to obtain the half-life (τ 1
2
) of the
d2EYFP protein: τ 1
2
=log(2)/ d3 (Figure 3.2 and Table 1). So, τ 1
2
has to be
in the range 3.6h-4.4h. The estimated value is about two-fold the reported
d2EYFP half-life of 2h [143]; we believe that this discrepancy is likely due to
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Table 3.1: Parameters identified after the fitting procedures: parameters val-
ues as well as standard deviation are reported for each parameter.
Parameter Description Fitted value STD
K1 [nM] Activation coefficient 4.81 1.06
α1 Basal activity CMV-TET promoter 1.13E-05 3.62E-05
v1 [nM min
−1]
Maximal transcription rate
CMV-TET promoter
7.54E-02 1.97E-02
v2 [min
−1] General translation rate 2.71E-02 1.22E-02
d1 [min
−1] Degradation rate tTA mRNA 1.01E-02 1.22E-03
d2 [min
−1] Degradation rate tTA protein 1.00E-02 3.42E-03
d3 [min
−1] Degradation rate d2EYFP protein 3.24E-03 2.66E-04
h1
Hill coefficient of
the CMV-TET promoter
3.16 1.40E-01
θ [nM]
Affinity Doxycycline
CMV-TET promoter interaction
1.00 8.85E-03
Kf [min
−1] Folding rate d2EYFP 1.24E-03 1.41E-02
x¯2 [nM] Steady state tTA in NOPFL 13.69 7.63E-01
h2 Hill coefficient for Doxycyline 6.03E-02 7.19E-03
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the fact that cells were grown at a temperature 32 ◦C, rather than the usual
37 ◦C.
3.3 Dynamical properties of the PFL: mathe-
matical prediction and experimental val-
idation
To observe the dynamics of the PFL and NOPFL networks, time-series ex-
periments were performed in which stably-integrated CHO-PFL cells and
CHO-NOPFL cells were imaged using time-lapse fluorescence microscopy.
The experimental design consisted in treating both PFL and NOPFL cells
with different amounts of Doxycycline in order to “switch off” the circuit, by
preventing the tTA protein from binding the CMV-TET promoter. The fol-
lowing Doxycyline concentrations were tested: 1ng/mL, 10ng/mL, 100ng/mL
and 1µg/mL and the dynamic behaviour of both the PFL and NOPFL cells
for 43h was followed, collecting images every 15 min, and quantifying the
average fluorescence intensity of the cell population. In this way, we aver-
aged out cell-to-cell variability in the response, since at the beginning of
each experiment the tracked microscopy field contained at least 15 cells.
The average fluorescence intensity of the reporter gene across the cell
population for both the PFL and NOPFL networks is shown in Figure 3.5 for
the different concentrations of Doxycycline indicated. In Figure 3.6 replicate
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time-course experiments are shown for each of the Doxycycline concetrations
used.
The most striking feature is the slowing down in the switch off time of
the PFL cells as compared to the NOPFL cells; moreover, the switch off time
of the PFL is affected by Doxycycline concentrations, whereas NOPFL cells
always switch off with approximately the same dynamics.
In order to further investigate the relationship between topology and dy-
namical properties, we first observed that the NOPFL model described by
Eq.3.5-3.7 is a system of linear time-invariant ODEs, for which the theory of
linear dynamical systems applies [8]. From the theory, we know that changes
in Doxycycline concentration in Eq.3.5 will not affect the dynamic behaviour
of the model, which is governed by the smallest among three degradation
terms d1, d3, (d3 + Kf ). The concentration of Doxycycline affects only the
steady-state values, i.e. how much the network will switch off, but not its
dynamics, i.e. how fast it will switch off. Therefore, independently of the val-
ues of the parameters, the model of the NOPFL network predicts that for
any concentration of Doxycycline, the network will switch off with the same
dynamics, albeit possibly reaching different steady-state levels.
Figure 3.7 reports the “switch off” time, τoff, for both the PFL (dashed)
and the NOPFL (solid) networks as a function of Doxycycline concentration,
computed via numerical simulations of the two models with the parameters
estimated in Table 1. τoff is defined as the time taken by the fluorescence
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intensity to reach 50% of its final steady-state value (OFF), following treat-
ment with Doxycycline at a given concentration . As expected, the τoff for
the NOPFL network is constant and does not change with Doxycyline. This
is in agreement with the experimental observations; in Figure 3.7, the switch
off time for the NOPFL network for the different concentration of Doxycy-
cline was estimated from the experimental time-series data (defined by × in
Figure 3.7).
On the other hand, the PFL network has a very different behaviour, as can
be seen in Figure 3.7. Specifically, for a range of Doxycycline concentrations,
the PFL τoff is considerably longer (defined by + in Figure 3.7) that the
NOPFL counterpart, which again is in agreement with the experimentally
observed behaviour.
Moreover, in order to investigate the origin of the observed dynamical
behavior of the PFL circuit, the nullclines for different Doxycycline concen-
trations are shown in Figure 3.3. When no Doxycycline is present, two stable
points (OFF and ON) and one unstable equilibrium point coexist in the
same phase portrait, thus providing evidence for the bistability of the PFL
network, a shared property among positive feedback loops [17]. However, as
Doxycycline concentration increases, while the bacin of attraction of the OFF
state become larger for intermediate value of Doxycycline concentration, for
higher value the bistability is lost (Figure 3.3), and the only possible equi-
librium point is the OFF state, thus making the system monostable. This
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implies that without Doxycycline the probability for a cell to stay in an OFF
state is lower than the probability of staying in the ON state but, when cells
are cultered with fixed concentration of the external inducer, the probability
of the system to stay in an OFF state increases. So, from an experimental
point of view is simpler to see two subpopulations for the same clone when
cells are threated permanently with Doxycycline: however we know from the
mathematical analysis that bistability is also a structural property of the
PFL not-depending on the permanent threatment with the external inducer.
In order to prove this theoretically and experimentally we first simulate the
response of the system when only transient stimulus of different duration of
Doxycycline are provided to the system (Figure 3.4, panel b).
So, a simulated in silico series of “switch OFF” experiments is provided:
the switch OFF simulations were performed starting from the ON steady-
state and then simulating treatment with Doxycycline for a limited time
interval (∆).
Numerical simulations of the d2EYFP fluorescence level in Figure 3.4b for
the PNFL model, and in Figure 3.4b for the PFL model (used as a control)
show that, in both cases, when the duration of Doxycycline treatment is
below a threshold value (∆PFLth = 1200 min), d2EYFP expression initially
decreases (switches off) and then increases back ON once Doxycycline is
removed. However, when the Doxycycline treatment lasts longer than the
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threshold duration ∆th, d2EYFP expression switches OFF and it does not
increase again, even after Doxycycline has been removed. This is the telltale
feature of a bistable “toggle switch”.
To experimentally probe the toggle-switch behaviour of the PNFL circuit,
and to confirm numerical simulations, we used an innovative microfluidics
platform coupled to an inverted epi-fluorescence microscope to administer
Doxycycline and to follow in real time d2EYFP fluorescence in clonal popu-
lations of PFL [19], (in particular, on the same clonal population of PFL cells
selected before (PFL 7)). We then performed in vitro “switch OFF” experi-
ments by treating PFL cells with Doxycycline (at a concentration of 1µg/ml)
for a limited time interval (∆). The duration ∆ of Doxycycline treatments
was chosen according to the in silico analysis performed with the PFL mod-
els.
d2EYFP fluorescence measurements (Figure 3.4c,d) confirmed the results of
the in silico analysis, showing that the PFL is bistable: indeed treatment with
a pulse of Doxycycline lasting 1800 min (Figure 3.4d) permanently switched
the circuit OFF, whereas a pulse of 960 min is not able to switch off the
system completely.
Of course, the dynamics are the same of the other experiments performed
without the microfluidic device and with a permanent stimulus of Doxycy-
cline.
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3.4 Conclusions
This study demostrates in a mammalian experimental system that a tran-
scriptional positive feedback loop can slow down the “switch off” times, as
compared to an equivalent network without auto−regulation.
The reason for a cell to “choose” a PFL control strategy for transcriptional
regulation, rather than the NOPFL strategy, could be due to the intrinsic
robustness of this approach to transient activation of the network. For ex-
ample, in a signalling pathway, a ligand (equivalent to Doxycycline in our
PFL) could cause a transcription factor to stop transcribing itself, as well
as, a set of target genes, to initiate a specific response. However, in order for
the pathway not to respond to a transient concentration of the ligand, the
PFL strategy has to be chosen, otherwise the response would start immedi-
ately (NOPFL case). Moreover, the response time of the PFL network can
be modulated by the ligand concentration, if this is really high, the system
will switch off as quickly as possible (Figure 3.7), alternatively the ligand can
be present at low, or medium, concentration, but it should persist for a long
time, in order for the pathway to respond. This kind of behaviour has been
recently described as “persistence detection” in cellular signal processing to
indicate the ability of the genetic circuit to distinguish between transient and
persistent signals [146].
The PFL network can exhibit bistability for zero or low concentrations of
Doxycyline (Figure 3.3). A bistable genetic network will cause a population
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of cells to divide in two sub-populations, each in one of the two possible states
(OFF or ON). In yeast, this has been experimentally verified using a simple
PFL based on the rtTA system [17]. In our mammalian PFL, this behaviour
has been demonstrated using the microfluidic platform able to transmit a
variable stimulus of external inducer to the cells. Without this sort of ex-
periment, it is more difficult to evaluate this behaviour because the basin of
attraction of the OFF equilibrium point (Figure 3.3) is much smaller as com-
pared to that of the ON state, when no Doxycycline is present. Therefore,
just few cells will be stably in the OFF state and these will not be enough to
be significantly detected experimentally. However, for intermediate concen-
tration of Doxycycline (100ng/mL in Figure 3.3) the basin of attraction will
be comparable and bistability should be detected experimentally.
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Figure 3.1: Design of the expression system. (A) PFL: the promoter
CMV-TET consists of seven direct repeats of a 42-bp sequence containing
the tet operator sequences (tetO), located just upstream of the minimal CMV
promoter (PminCMV). The Tetracycline-controlled transactivator tTA de-
rives from the addition of the VP16 activation domain to the transcriptional
repressor TetR. The d2EYFP is the destabilised yellow-green variant of en-
hanced green fluorescent protein. (B) NOPFL: the CMV promoter drives the
expression of the tTA, which in turns drives the transcription of the d2EYFP
from the CMV-TET promoter. (Inset) RealTime PCR performed on DNA
extracted from PFL and NOPFL cells shows that the DNA levels of tTA and
d2EYFP are comparable among the two clonal cell populations.
46
Figure 3.2: Degradation kinetics of d2EYFP. CMV-TET -d2EYFP sta-
bly integrated CHO AA8 TET-OFF cells were treated at t=0 with differ-
ent concentrations of Cycloheximide (CHX): panel A, 10µg/mL; panel B,
50µg/mL; panel C, 100µg/mL; panel D, 500µg/mL. Fluorescence intensity
was followed up to 750 minutes. Sampling time is equal to 15 min. The thin
line represents the mean over biological triplicates; the shaded area represents
the standard error. Experimental data were used to fit the exponential decay
of d2EYFP protein levels, and thus to derive its half-life (τ). Fluorescence
intensity in untreated cells was not subjected to any significant decay (data
not shown).
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Figure 3.3: Phase portrait of the PFL model.The tTA-d2EYFP mRNA
concentration (y axis) has been plotted against tTA protein concentration
(x axis). Varying Doxycycline concentrations (1 ng/mL through 1 µg/mL)
were used to investigate the dependence of the two stable equilibria (“ON”
and “OFF” in the graph) on the amplitude of the input. The shape and di-
mensions of the two basins of attraction (the set of initial conditions ending
up in one of the two stable steady states) can be studied with the same tech-
nique: in this figure the grey shaded area represents the basin of attraction
of the “OFF” equilibrium for Doxycycline= 0 nM.
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Figure 3.4: In silico and in vitro “switch OFF” experiments for PFL
cells following pulses of Doxycycline of different duration. (a): The
positive feedback loop (PFL) exogenously controlled by Doxycycline able
to switch off the system. (b): Simulated d2EYFP fluorescence of PFL cells
following simulated treatment with Doxycycline of different duration. (c) and
(d): experimental d2EYFP fluorescence using the microfluidics device (solid
green line) following treatment with Doxycycline (red line) at time 120 min
and removed after ∆ = 960 (c) or 1800 min (d); standard deviation (thin
green lines) is among at least three replicates; simulations (blue and orange
lines) are rescaled to experimental data and also represented in (b) (same
colors). 49
Figure 3.5: Experimental and simulated switch off time-course across
the PFL and NPFL cell population. Experimental data (thin lines) and
model simulations (thick lines) were reported for the PFL (left) and NOPFL
(right) cells. Shaded areas represent standard deviations from replicate ex-
periments. 50
Figure 3.6: Replicates of the experimental time-courses across the
PFL and NPFL cell population. Replicates of the experimental time-
courses for the PFL (left) and NOPFL (right) cells. Each line in each panel
represent the average fluorescence intensity across the cell population in one
switch-off experiment.
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Figure 3.7: Switch off time τoff for varying Doxycycline concentra-
tions from experimental data and model predictions.The model pre-
dictions for the switch off times τoff are shown for PFL (dashed thick line)
and NOPFL (solid line). Experimental quantification of the τoff for PFL
and NOPFL models have been reported for comparison with + and × re-
spectively. Observe that the experimental τoff for the PFL at 1ng/mL and
10ng/mL could not be estimated since the PFL is not switching off in the
experimental observation time (43h).
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Chapter 4
Modeling of a Positive and
microRNA-based Negative
Feedback Loop system
4.1 Introduction
Negative feedbacks play a central role in trascriptional and post-trascriptional
regulation: autoregulatory, negative feedback loops in gene circuits provide
stability, thereby limiting the range over which the concentrations of net-
work components fluctuate ( [6], [60], [16]). Negative feedbacks can have
different roles: delayed negative feedbacks are known to generate oscilla-
tions [99], [59], [57] otherwise they can buffer noise fluctuations and also
speed up the dynamics of a switch [117].
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In Chapter 3, the role of a positive feedback loop has been discussed through
mathematical modeling and experimental validation of a simple synthetic
circuit inserted in a mammalian cell line. Now, a study is presented in which
the same system is considered with the addition of a negative feedback loop
mediated by a microRNA. In particular, the construction and the characteri-
zation of two synthetic networks composed by the PFL (previously described)
combined respectively with a non delayed and delayed microRNA-based Neg-
ative Feedback Loop, are here described. The experimental construction of
these networks has been performed in the Systems and Synthetic Biology
Lab of Dr. Diego di Bernardo by Dr. Velia Siciliano (for further information
see http://dibernardo.tigem.it). Both systems have been inserted in a mam-
malian cell-line. The mathematical characterization of these two constructs
reveals that both circuits can present a monostable, bistable or oscillatory
behaviour depending on the choice of the parameters: this implies that de-
pending on the physical characteristics of the components of the constructs is
possible to obtain a switch (parameters in the bistability region) or a genetic
oscillator (parameters taken in the oscillatory region).
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4.2 Design of a Positive and Negative Feed-
back Loop system in mammalian cells (PNFL)
The first network taken into account is the circuit shown in Figure 4.1. This
circuit is composed by an activator, which promotes its own transcription, as
well as the transcription of a microRNA directed against itself: the activator
is the tTA protein, also present in the PFL network, already described in
Chapter 3; the same transcription factor also binds another CMV-TET pro-
moter driving the expression of a natural occuring mammalian microRNA
(miR-223). Also in this case, the binding of the transcription factor to the
promoter can be inihibited by Doxycycline. miR-223 is specifically expressed
in the myeloid lineage, where it targets multiple genes inducing a low magni-
tude of repression, mainly acting as a rheostat to adjust protein output [13].
The microRNA, once expressed, targets the mRNA encoding for the tran-
scription factor, thanks to four sequence tags at the 3’ end of the transcript
perfectly complementary to the miR223 seed sequence [25].
The PNFL motif, made up of well known and characterized biological
parts, orthogonal to the endogenous ones was inserted in Chinese Hamster
Ovary (CHO) cells: the positive feedback motif and negative feedback motif
are embedded in two separate lentiviral vectors. Also in this case, using the
lentiviruses and starting from the 9 PFL monoclonal populations generated
as explained in Chapter 3, it was possible to generate fourteen matched PNFL
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Figure 4.1: Schematics of PNFL expression system. : the Tetracycline-
controlled transactivator (tTA) is self-regulated by binding the tTA-
responsive CMV-TET promoter, thus generating a positive feedback loop
(PFL - black lines), whose dynamics are tracked by a destabilized EYFP
(d2EYFP). The same CMV-TET promoter drives the transcription of the
human microRNA miR-223 embedded in the first intron of the low affinity
nerve growth factor receptor (∆LNGFR) [25], followed by a reporter gene en-
coding for the mCherry fluorescent protein (Negative Feedback Loop - NFL
- red lines). miR223 in turn down-regulates the tTA mRNA levels through
4-repeated target sequences perfectly complementary to the miR-223 seed
sequence, placed at the 3’UTR of the PFL gene expression cassette, thus
inducing degradation of the target mRNA. Addition of doxycycline inter-
rupts the tTA-mediate activation of PNFL. WPRE, woodchuck hepatitis
virus post-transcription regulatory element.
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clonal populations of CHO cells (PNFL cells), carrying both the PFL and
the NFL cassettes, as shown in Figs.4.13a and 5.5.
4.2.1 Derivation of the mathematical model
The PNFL network can be represented by different models. In this case I
considered an ODE model consisting of a system of seven ODEs as described
below
dx1
dt
= G1v1
α1 + (1− α1)
(
θh0
θh0+Dh0
x2
)h2
Kh21 +
(
θh0
θh0+Dh0
x2
)h2
− d1x1 (4.1)
− λ x4
h3
K3
h3 + x4h3
x1,
dx2
dt
= v2x1 − d2x2, (4.2)
dx3
dt
= G2v1
α1 + (1− α1)
(
θh0
θh0+Dh0
x2
)h2
Kh21 +
(
θh0
θh0+Dh0
x2
)h2
 (4.3)
− (d3 +KD)x3,
dx4
dt
= KDx1 − δx4, (4.4)
dx5
dt
= v4x1 − (Kfg + d4)x5, (4.5)
dx6
dt
= Kfgx5 − d4x6, (4.6)
dx7
dt
= v3x3 − (Kfr + d5)x7, (4.7)
dx8
dt
= Kfrx7 − d5x8. (4.8)
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where
• x1 refers to tTA mRNA,
• x2 refers to tTA protein,
• x3 refers to miR223 mRNA,
• x4 refers to miR223 mRNA in the active form
• x5 refers to d2EYFP unfolded protein,
• x6 refers to d2EYFP folded protein,
• x7 refers to mcherry unfolded protein,
• x8 refers to mcherry folded protein.
In this model, I considered two different equations for the tTA (one for the
mRNA and one for the mature protein), two equations for the microRNA and
two different equations for each fluorescent reporter. Indeed, I assumed that
the microRNA maturation time can be modeled by an extra linear equation,
as well as the fluorescent protein folding.
The structure of this model is the same as the PFL described in Chap-
ter 3 except for the inclusion of an additional term representing the post-
transcriptional degradation mediated by the microRNA (x3):
−λ x3
h3
K3
h3 + x3h3
x1.
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The parameter λ represents the strength of the microRNA-induced degra-
dation: when λ = 0 the PNFL model converges to the PFL one. Another
difference with the PFL model, are the additional parameters G1, G2: I took
into account that the PFL cassette and the Negative Feedback cassette can
be inserted into different positions in the genome for the different clonal pop-
ulation. Depending on the insertion site, the genes part of a network can be
more or less expressed. Hence by modulating these two parameters it is pos-
sible to account for the resulting differences in gene expression across clonal
populations.
As a second model, I propose a set of DDE equation, to model this mat-
uration time. In a DDE model in which the delay is explicit and I added it
to the tTA mRNA equation.
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dx1
dt
= G1v1
(
α1 + (1− α1) (x2)
h2
Kh21 + (x2)
h2
)
− d1x1 (4.9)
− λ x3(t− τ)
h3
K3
h3 + x3(t− τ)h3
x1,
dx2
dt
= v2x1 − d2x2, (4.10)
dx3
dt
= G2v1
(
α1 + (1− α1) (x2)
h2
Kh21 + (x2)
h2
)
− d3x3, (4.11)
dx4
dt
= v4x1 − (Kfg + d4)x4, (4.12)
dx5
dt
= Kfgx4 − d4x5, (4.13)
dx6
dt
= v3x3 − (Kfr + d5)x6, (4.14)
dx7
dt
= Kfrx6 − d5x7. (4.15)
where
• x1 is the tTA mRNA,
• x2 is the tTA protein,
• x3 is the miR223 mRNA,
• x4 is the d2EYFP unfolded protein,
• x5 is the d2EYFP folded protein,
• x6 is the mcherry unfolded protein,
• x7 is the mcherry folded protein.
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Also in this case the model is structured in the same way as before, but
the delay is explicit in the action of the microRNA degradation.
4.2.2 Bifurcation analysis and results
It is possible to perform a bifurcation analysis in order to derive what differ-
ences in the properties come from the difference in the modelling approach.
The considered models have a large number of parameters common to the
PFL model (i.e. the production and degradation rate of the tTA and d2EYFP
and the Hill functions describing the tTA self-activation and the effect of
Doxycycline). For the choice of the parameters concerning the microRNA,
it is useful to start with parameters from literature: in [34], a mathematical
model is presented to simulate the effect of silencing RNAs on gene expres-
sion. The first choice of parameters I used to simulate the models is reported
in Table 4.1: with these parameters the models do not present an oscillatory
behaviour, on the contrary they exhibit two different stable equilibria (so
they are bistable). In Figure 4.2 the bifurcation diagram for the DDE model
is reported; the ODE model present a similar bistable behaviour as shown in
the inset (data not shown).
I observed that slightly moving some parameters in the DDE model from
their initial values it is possible to obtain a stable focus in the phase plane
starting from the bistability region (Figure 4.2). In particular, the parameters
to modify are those concerning the folding and the action of the microRNA:
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d3 = 0.108, λ = 5, K3 = 0.007, KD = 0.00009, h3 = 7, α = 0.085. With
this choice of parameters only the DDE model exhibit damped oscillations,
but the same is not true for the ODE model. Moving h3 to higher values
it is possible to reach a limit cycle via a Hopf bifurcation, as shown in the
continuation diagram shown in Figure 4.2.
Stable node Stable focus
Stable limit cycle
Hopf bifurcation
Bistability region
Figure 4.2: Bifurcation diagram for DDE model with parameters of
Table 4.2. tTA mRNA steady state is plotted against the parameter h3 thus
revealing a possible bistable behaviour for low values of the parameter and
the existance of a limit cycle for higher values.
I then performed a 2-parameter bifurcation analysis by constraining the h3
parameter to be in the limit cycle region in order to get biologically plausible
values for the parameters: bifurcation diagrams are shown in Figs. 4.4, 4.5,
4.6, 4.8, 4.9, 4.10, while simulations I obtained with the new set of parameters,
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reported in Table 4.2, are shown in Figure 4.3.
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Figure 4.3: Simulation of the DDE model in the oscillatory region.
Simulation over time of the oscillatory behaviour of the PNFL motif when
parameters are chosen in the region in which a limit cycle exists (Table 4.2).
For this new choice of parameters (Table 4.2), I also simulated the be-
haviour of the ODE model but it does not present any oscillation. Althought
I cannot conclude that the ODE model is not able to present an oscillatory
behaviour, I can conclude that the structure of the DDE system is able to ex-
hibit bistability or limit cycle oscillations. In particular, the values reported
in Table 4.2 are compatible with biological constraints and the convergence
to a limit cycle or to a fixed point is robust enough to perturbations as the
bifurcation diagrams show (Figs 4.4, 4.5, 4.6, 4.8, 4.9, 4.10 - larger markers
correspond to longer periods).
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Figure 4.4: Bifurcation diagram for α1 and δ, DDE model. Two vari-
ables bifurcation diagram between the leakiness of the tTA promoter and
the degradation of the microRNA: the blue stars indicate the region in which
the system presents oscillations and the greater are the stars, higher is the
period.
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Figure 4.5: Bifurcation diagram for α1 and λ, DDE model. Two vari-
ables bifurcation diagram between the leakiness of the tTA promoter and the
strength of post-trascriptional degradation of the microRNA: the blue stars
indicate the region in which the system presents oscillations and the greater
are the stars, higher is the period.
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Figure 4.6: Bifurcation diagram for δ and λ, DDE model. Two vari-
ables bifurcation diagram between the degradation and the strength of post-
trascriptional degradation of the microRNA: the blue stars indicate the region
in which the system presents oscillations and the greater are the stars, higher
is the period.
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Figure 4.7: Bifurcation diagram for a1 and v1, DDE model. Two vari-
ables bifurcation diagram between the leakiness and te maximal transcription
rate of the tTA promoter: the blue stars indicate the region in which the sys-
tem presents oscillations and the greater are the stars, higher is the period.
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Figure 4.8: Bifurcation diagram for K3 and K1, DDE model. Two
variables bifurcation diagram between the Michelis-Menten constants of the
tTA and the miRNA: the blue stars indicate the region in which the system
presents oscillations and the greater are the stars, higher is the period.
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Figure 4.9: Bifurcation diagram for K3 and KD, DDE model. Two
variables bifurcation diagram between the Michelis-Menten constant and the
maturation rate of the microRNA: the blue stars indicate the region in which
the system presents oscillations and the greater are the stars, higher is the
period.
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Figure 4.10: Bifurcation diagram for KD and λ, DDE model. Two
variables bifurcation diagram between the Michelis-Menten constant and the
post-transcriptional degradation strength of the microRNA: the blue stars
indicate the region in which the system presents oscillations and the greater
are the stars, higher is the period.
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4.3 PNFL as a toggle-switch: experimental
validation
In parallel with the construction of a mathematical model, the generation of
14 monoclonal populations carrying the PNFL construct was performed. The
screening of all these clones by time-lapse experiments revealed that most of
them does not exhibit any oscillatory behaviour, see [124]. Hence, clones
were analysed to study if some of them did present a bistable behaviour. In
particular, a switch off time-lapse experiment was performed on clone PNFL
7-2 so to set the PNFL parameters in a compatible manner with the clone
considered. Thus, the parameters not belonging to the PFL were chosen to
minimize the Least Squared Error of the d2EYFP fluorescence time-course
following Doxycyline administration to the cell, as reported in Figure 4.15.
A bifurcation analysis shows that, with these parameters, the ODE model
presents a bistable behaviour as shown in 4.14; this is true also for DDE
model 4.12. However, it is convenient to choose equations 4.1 to describe the
system, first thanks to the presence of only ordinary differential equations
(simpler for mathematical studies) and second because it is known, from a
biological point of view, that, effectively, microRNA maturation takes more
steps ( [73], [28], [25], [35], [68]).
In order to detect in vivo this predicted bistable behaviour, a series of
“switch off” experiments was simulated for both the PFL and PNFL motifs:
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Figure 4.11: Bifurcation diagram for the PNFL described by the first
ODE system. The tTA mRNA is plotted as dependent on the microRNA
strength as described in the first model. The system reveals a bistable be-
haviour for low values of the parameter (λ).
the switch off simulations were performed by setting as initial conditions for
solving Eqs. 4.1-4.1, the values of the state variables at the ON steady state,
we then simulated pulses of Doxycycline treatment (at a concentration of
1µg/ml) of different durations ∆.
The behaviour of the PNFL motif and its robustness to model parame-
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Figure 4.12: Bifurcation diagram for the PNFL described by the
DDE model. The tTA mRNA is plotted as dependent on the microRNA
strength as described in the second model. The system reveals a bistable
behaviour for low values of the parameter (λ).
ters can be explored by numerical bifurcation analysis. As shown in the inset
of Figure 4.13b the PNFL can behave as a bistable system (toggle-switch),
which, in the absence of Doxycycline, can either be ON (high expression of
the d2EYFP) or OFF (low expression of the d2EYFP), as long as the repres-
sion of the miRNA is not too strong. Specifically, when the level of the TF
73
is above the promoter activation threshold, the PFL motif will switch ON
and stay ON due to its autocatalytic activity; if, however, the TF activity
is transiently blocked (i.e. by a small molecule, or signaling event) then its
protein product will decrease below the promoter activation threshold and
the PFL will switch OFF and stay OFF even after the transient block has
been removed [147], [51], [83], [17], [126], [78].
Numerical simulations of the d2EYFP fluorescence level in Figure 4.13b
for the PNFL model, and in Figure 4.13b for the PFL model (used as a
control) show that, in both cases, when the duration of Doxycycline treat-
ment is below a threshold value (∆PNFLth = 50 min and ∆
PFL
th = 1200 min),
d2EYFP expression initially decreases (switches off) and then increases back
ON once Doxycycline is removed. However, when the Doxycycline treatment
lasts longer than the threshold duration ∆th, d2EYFP expression switches
OFF and it does not increase again, even after Doxycycline has been removed.
This is the telltale feature of a bistable “toggle switch”.
To experimentally probe the toggle-switch behaviour of the PNFL circuit,
and to confirm numerical simulations, a microfluidics platform was used, cou-
pled to an inverted epi-fluorescence microscope to administer Doxycycline
and to follow in real time d2EYFP fluorescence in clonal populations of PFL
and PNFL cells [19]. PFL7 clone and the matched clonal population of PNFL
cells (PNFL7-2) derived from the same PFL clone were used to monitor the
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Figure 4.13: In silico and in vitro “switch OFF” experiments for
PNFL cells following pulses of Doxycycline of different duration.
(a): Transcription Factor (TF) self-activating its own transcription and the
transcription of a microRNA directed against itself; (b): Simulated d2EYFP
fluorescence of PNFL cells following simulated treatment with Doxycycline of
different duration ∆. (c) and (d):experimental d2EYFP fluorescence using
the microfluidics device (solid green line) following treatment with Doxycy-
cline (red line) at time 120 min and removed after ∆ = 60 min (c) or 240 min
(d); standard deviation is among at least three replicates (thin green lines);
simulations (blue and purple lines) are rescaled to the experimental data and
also represented in (b) (same colors).
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fluorescence. We then performed in vitro “switch OFF” experiments by treat-
ing PNFL and PFL cells with Doxycycline (at a concentration of 1µg/ml)
for a limited time interval (∆). The duration ∆ of Doxycycline treatments
was chosen according to the in silico analysis performed with the PNFL and
PFL models (Figure 4.13 b). Simulation are measured in Model Units (m.u.)
and experiments in Arbitrary Units (a.u.). The simulated data were rescaled
to the experimental units by using a linear function (yrescaleddata = axdata+b).
For PFL, the rescaling factors a and b are (3,−5) and (1.847, 0) respectively
for ∆ = 960 min and ∆ = 1800 min; for PNFL, the rescaling factors are
(2.15, 2.82) and (1.92, 1.32) respectively for ∆ = 240 min and ∆ = 60 min.
Numerical simulations were run using Matlab 2010b (Mathworks Inc.),
ode23s solver (a detailed discussion of the numerical methods used by ode23
can be found in [22]). For the parameter identification, also the PottersWheel
toolbox [85] implemented in MATLAB is used, as also described in (11.1).
d2EYFP fluorescence measurements (Figure 4.13 c,d for the PNFL cir-
cuit, and Figure 3.4 c,d for the PFL) confirmed the results of the in silico
analysis, showing that the PNFL is bistable: indeed treatment with a pulse of
Doxycycline lasting 60 (Figure 4.13c), or 240 (Figure 4.13d) minutes perma-
nently switched the circuit OFF, whereas a pulse of 20 minutes did not cause
any visible effect (data not shown). The PFL had the same overall behaviour
but its dynamics were much slower (Figure 3.4c,d). Moreover, as detailed in
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the next section, we further probed the bistable behaviour of additional PFL
and PNFL clones by Fluorescent Activated Cell Sorter (FACS), as reported
in Figure 5.1.
4.4 Design of a Positive and Delayed ampli-
fied Negative Feedback Loop in mammalian
cells (PDNFL)
In this section I derived for a model for a new design of the Negative Feed-
back Loop obtained by introducing in the feedback loop another “piece” to
“slow down” the negative feedback thus favouring oscillations rather than
bistability.
As shown in Figure 4.16, a three stage genetic oscillator was designed
to increase the time elapsing between the auto-activation of the positive
feedback loop and the repression of the microRNA on the tTA.
The PFL is conserved, but the tTA now drives the expression of a gene
expression cassette consisting of:
• destabilized artificial activator (dGAL4-VP16) whose expression has
been optimized for mammalian cells [142];
• IRES sequence;
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• destabilized cyan reporter (dCyan).
The NFL was modified so that the miR223 is now transcribed from the
GAL4 responsive promoter (UAS ). This promoter is composed by a minimal
cytomegalovirus promoter (CMVmini) fused with four tandem repeats of
the galactose upstream activating sequence [142]. Once the dGAL4-VP16 is
produced, it binds the responsive promoter (UAS ) driving the expression of
miR223, thus giving rise to a new Negative Feedback Loop (UAS-NFL), that
will silence the tTA-d2EYFP mRNA expression.
4.4.1 Derivation of the mathematical model of the three
steps oscillator
I derived a mathematical model based on ODEs. It preserves the structure of
the PFL and the part characterizing the cassette containing the microRNA,
as derived in Section 4.3.
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dx1
dt
= v1
α1 + (1− α1)
(
θh0
θh0+Dh0
x2
)h2
Kh21 +
(
θh0
θh0+Dh0
x2
)h2
− d1x1
− λ x5
h3
K3
h3 + x5h3
x1, (4.16)
dx2
dt
= v2x1 − d2x2, (4.17)
dx3
dt
= v1
α1 + (1− α1)
(
θh0
θh0+Dh0
x2
)h2
Kh21 +
(
θh0
θh0+Dh0
x2
)h2

− dGx3, (4.18)
dx4
dt
= vPGx3 − dPGx4, (4.19)
dx5
dt
= vUAS
αUAS + (1− αUAS)
(
θh0
θh0+Dh0
x4
)hUAS
KhUASUAS +
(
θh0
θh0+Dh0
x4
)hUAS

− d3x5, (4.20)
dx6
dt
= v4x1 − (Kfg + d4)x6, (4.21)
dx7
dt
= Kfgx6 − d4x7, (4.22)
dx8
dt
= v3x5 − (Kfr + d5)x8, (4.23)
dx9
dt
= Kfrx8 − d5x9. (4.24)
dx10
dt
= v5x3 − (Kcr + d6)x10, (4.25)
dx11
dt
= Kcrx10 − d6x11. (4.26)
where
• x1 is the tTA mRNA,
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• x2 is the tTA protein,
• x3 is the dGal4 mRNA,
• x4 is the dGal4 protein,
• x5 is the miR223,
• x6 is the d2EYFP unfolded protein,
• x7 is the d2EYFP folded protein,
• x8 is the mcherry unfolded protein,
• x9 is the mcherry folded protein,
• x10 is the cyan unfolded protein,
• x11 is the cyan folded protein,
This model only contains only one equation for the miR223; the second
“motivation” equation is not needed, being the delay produced by the new
“pair”. A phase-space portrait for this model is reported in Figure 4.17.
Unknown parameters were chosen from literature, in particular the half-life
of the protein dGAL4 is known to be of 3.76 hours, while the half-life of
miR223 was estimated to be of 25 hours, 4.3.
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4.4.2 Bifurcation analysis and Results
For this second topology, bifurcation diagrams are reported in Figures 4.19,
4.20, 4.21: when I varied the parameter KUAS, also the oscillatory region
varies, and in particular, when KUAS is higher, the oscillatory region is larger
too. Moreover, when comparing this bifurcation diagrams with the diagram
reported in Figure 4.7, it can be concluded that, in this case, the region of
oscillatory behaviour is smaller than the same region for the system of Topol-
ogy 1.
Looking at simulations and bifurcation analysis, a long oscillation period
can be predicted by this model for the second topology. So, the parameters
that can make this period smaller were studied by using bifurcation diagram:
some diagrams of period are reported as function of the new parameters from
Figure 4.22 to Figure 4.23, and in Figure 4.24 a bifurcation diagram between
two significant degradation rate is reported: from these data, we can observe
that the period can vary from 729 to 9260 minutes, with d3 and dPG varying
respectively in the intervals [0.0009, 0.0198] and [0.0007, 0.015]. This implies
that changing the degradation of the miR223 protein can introduce a smaller
period in the system.
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Table 4.1: Parameters from literature for the PNFL.
Parameters Definition unit Value
v1
maximal transcription rate
for CMV promoter
[nMmin−1] 0.075432
v2 translation rate for tTA protein [min
−1] 0.027131449
v3
maximal transcription rate
for CMVTET promoter
[nMmin−1] 0.075432026
v4 translation rate for mcherry [min
−1] 0.0271
d1 degradation rate for tTA mRNA [min
−1] 0.01012906
d2 degradation rate for tTA protein [min
−1] 0.010016646
d3 degradation rate for miR223 mRNA [min
−1] 0.054
d4 degradation rate for mcherry protein [min
−1] 0.003236
d5 degradation rate for d2EYFP [min
−1] 0.00048135
δ degradation rate for miR223 mRNA [min−1] 0.06
α1 basal activity for CMVTET promoter 0.00011292
λ maximal rate of silencing [min−1] 0.0081
K1 Hill constant for miR223 equation [nM ] 4.807645104
K3 Hill constant for d2EYFP equation [nM ] 80
KD folding rate for miR223 [nM ] 0.0008
h1 Hill constant for miR223 equation 3.163
h3 Hill constant for d2EYFP equation 4.47
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Table 4.2: Parameter for the third system with undamped oscillations: refined
parameters.
Parameters Definition unit Value
v1
maximal transcription rate
for CMV/CMVTET promoter
[nMmin−1] 0.075432
v2 translation rate for tTA protein [min
−1] 0.027131449
v4 translation rate for mcherry protein [min
−1] 0.0271
d1 degradation rate for tTA mRNA [min
−1] 0.01012906
d2 degradation rate for tTA protein [min
−1] 0.010016646
d3 degradation rate for inactive miR223 mRNA [min
−1] 0.0004814
d4 degradation rate for mcherry protein [min
−1] 0.003236
d5 degradation rate for d2EYFP protein [min
−1] 0.00048135
δ degradation rate for active miR223 mRNA [min−1] 0.007
α1 basal activity for CMVTET promoter 0.015
λ maximal rate of silencing [min−1] 0.073879
K1 Hill constant for CMVTET promoter [nM ] 3
K3
Hill constant for miR223
post transcriptional inhibition
[nM ] 2
KD folding rate for miR223 [nM ] 0.025
h0 Hill coefficient for Doxycycline inhibition 1.62
h2 Hill coefficient for CMVTET promoter 2
h3
Hill coefficient for miR223
post transcriptional inhibition
4
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Figure 4.14: Simulated “switch off” time-course across the PNFL
cell population following different impulses of Doxycycline and with
different miRNA strengths (λ).(A) Bifurcation diagram for PNFL model
with respect to parameter λ. When λ = 0 or λ = 0.014, the model represents
respectively the PFL and the PNFL; in both cases the systems are bistable
(green dot = OFF state, red dot = ON state). For high values of λ, the system
is no more bistable and the two equilibria collapse (red point). (B) - (C)
Different switch off time-courses were simulated by varying the parameter
λ representing the strength of miRNA mediated degradation of the tTA
mRNA; the value of λ can tune the dynamics of the PNFL by making it faster
(stronger repression) or slower (weaker repression). (D) The same simulation
is proposed for λ = 0.025 when the system is not bistable.
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Figure 4.15: Fitting of the PNFL parameters. A switch off experiment
was performed to estimate the unknown parameters of the PNFL. The red
line represents the action of Doxycycline; the solid bright green line represents
the mean fluorescence estimated on 23 replicates; the thin lines represents
standard deviation, while the dark green line represents the best fit obtained
with the PNFL ODE model.
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Table 4.3: Parameters for the PNFL system.
Parameters Definition unit Value
G1
insertion point
for the first construct
1.058
G2 insertion point for the second construct 1
v1
maximal transcription rate
for CMVTET promoter
[nMmin−1] 0.075432
v2 translation rate for tTA protein [min
−1] 0.027131449
v3
maximal transcription rate
for CMVTET promoter
[nMmin−1] 0.075432026
v4 translation rate for mCherry [min
−1] 0.0271
d1 degradation rate for tTA mRNA [min
−1] 0.01012906
d2 degradation rate for tTA protein [min
−1] 0.010016646
d3 degradation rate for miR223 mRNA [min
−1] 0.0012351
d4 degradation rate for d2EYFP protein [min
−1] 0.00453
d5 degradation rate for mCherry protein [min
−1] 0.00048135
δ degradation rate for miR223 mRNA [min−1] 0.00175
α1 basal activity for CMVTET promoter 0.000011292
λ maximal rate of silencing [min−1] 0.0142
K1 Hill constant for miR223 equation [nM ] 4.807645104
K3 Hill constant for d2EYFP equation [nM ] 3.97
KD folding rate for miR223 [nM ] 0.0142
h1 Hill constant for miR223 equation 3.163
h3 Hill constant for d2EYFP equation 4
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Figure 4.16: Topology 2. A new proposed Positive-Negative-Feedback-Loop
able to present oscillations. In addition to the first topology, another step is
added in the negative feedbak, thus to delay the negative interaction and
amplifying the region of oscillatory behaviour.
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Figure 4.17: Phase space for the model with parameters reported
in Table 4.4, second topology. A simulation in the phase space of the
solutions projected on the first three components of the model reveals that a
limit cycle exists for this set of parameters, thus implying the possibility of
oscillations.
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Figure 4.18: Simulation for the oscillator of the second topology.
Simulated time course of the solutions. With respect to the first topology,
the oscillations present two different time scale, going up faster than slowing
down.
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Table 4.4: Parameter for the first model with undamped oscillations: Topology
2.
Parameters Definition unit Value
v1
maximal transcription rate
for CMV promoter
[nMmin−1] 0.075432
v2 translation rate for tTA protein [min−1] 0.027131449
v3
maximal transcription rate
for CMVTET promoter
[nMmin−1] 0.075432026
v4 translation rate for mcherry [min−1] 0.0271
d1 degradation rate for tTA mRNA [min−1] 0.01012906
d2 degradation rate for tTA protein [min−1] 0.010016646
d3 degradation rate for miR223 mRNA [min−1] 0.0004814
d4 degradation rate for mcherry protein [min−1] 0.003236
d5 degradation rate for d2EYFP [min−1] 0.00048135
α1 basal activity for CMVTET promoter 0.015
λ maximal rate of silencing [min−1] 0.073879
K1 Hill constant for miR223 equation [nM ] 3
K3 Hill constant for d2EYFP equation [nM ] 2
h2 Hill coefficient for miR223 equation 2
h3 Hill coefficient for d2EYFP equation 4
αUAS Basal activity for Gal4UAS promoter 0.008
KUAS Hill constant for Gal4UAS promoter [nM ] 3
hUAS Hill coefficient for Gal4UAS promoter 4
dPG degradation rate for dGal4 protein [min
−1] 0.003086
dG degradation rate for dGal4 mRNA [min
−1] 0.0458
vUAS
maximal transcription rate
for Gal4UAS promoter
[nMmin−1] 0.055
vPG translation rate for dGal4 protein 0.02
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Figure 4.19: Bifurcation diagram for the second topology between
parameters α1 and v1, when KUAS = 1.75. Two variables bifurcation dia-
gram between the leakiness and maximal transcription rate of the CMV-TET
promoter, when the Michelis Menten constant of the GAL4-UAS promoter is
fixed to 1.75: the blue stars indicate the region in which the system presents
oscillations and the greater are the stars, higher is the period.
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Figure 4.20: Bifurcation diagram for the second topology between
parameters α1 and v1, when KUAS = 3. Two variables bifurcation dia-
gram between the leakiness and maximal transcription rate of the CMV-TET
promoter, when the Michelis Menten constant of the GAL4-UAS promoter
is fixed to 3: the blue stars indicate the region in which the system presents
oscillations and the greater are the stars, higher is the period.
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Figure 4.21: Bifurcation diagram for the second topology between
parameters α1 and v1, when KUAS = 4 . Two variables bifurcation dia-
gram between the leakiness and maximal transcription rate of the CMV-TET
promoter, when the Michelis Menten constant of the GAL4-UAS promoter
is fixed to 4: the blue stars indicate the region in which the system presents
oscillations and the greater are the stars, higher is the period.
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higher is the period.
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Chapter 5
miRNA confers phenotypic
robustness to the toggle-switch
by buffering noise in protein
expression
In this chapter, a study of the robustness of the PNFL system described in
Chapter 4 is proposed.
Negative feedback loops have been widely studied in literature for their role
in buffering biological noise. Here two different mathematical analyses are
performed, and experimentally validated, to demonstrate this properties in-
vivo in mammalian cells. Part of this chapter was published in [125].
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5.1 Introduction
miRNAs are small non-coding RNAs able to modulate protein expression by
pairing to cognate sites at the 3’ untraslated region (UTR) of target mRNAs,
thus promoting mRNA degradation and/or translation inhibition. The role
of miRNAs is still under debate because, unlike transcription-factors, the
phenotype induced by their perturbation (i.e. knock-down or overexpression)
is usually subtle [68]. For example, in C. elegans, systematic knockout of
single miRNAs, or even double or triple mutants, fails to elicit an observable
phenotype [2, 7, 92].
It has been postulated that miRNAs play a pivotal role in conferring
robustness to biological processes against enviromental fluctuations during
development [44,66,81] and, more generally, in buffering fluctuations in gene
expression [21,29,44,62,66,68,81,82,141,147].
Biological robustness has been defined as the ability to correctly perform
a biological function against endogenous and exogenous perturbations [75],
such as stochastic fluctuations in gene expression. This “biological noise”
has long been observed in both prokaryotes and eukaryotes, where it in-
creases phenotypic variability among individual cells [10], [70], [46], [107].
Increased cell-to-cell variability has been found to be either benificial, such
as during stress or differentiation, or detrimental such as during embryonic
development of multicellular organisms, where it can decrease robustness if
not properly controlled [115].
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For example, correct development of sensory organs in Drosophila de-
pends on the presence of the microRNA miR-7, but only in the face of
environmental perturbations [81]. Indeed, miR-7-mutant animals subjected
to fluctuating environmental temperature fail to form complete antennae,
whereas wild-type larvae develop normally [81].
So far, the ability to elucidate the role of miRNAs in conferring robust-
ness to a biological process has been hampered by the difficulty in clearly
distinguishing the contribution of the miRNA from the cross-talk of all the
other regulatory pathways that control the same biological process. Indeed,
miRNA-mediated negative feedback loops are often found coupled to multiple
transcriptional feedback loops in gene regulatory networks across species and
collaborate with transcription factors to regulate their targets [81, 87,141].
This is a complementary approach to the investigation of miRNAs in
an endogenous setting and it can uncover the design principles underlying
biological robustness.
5.2 Stochastic models: robustness of a Posi-
tive and microRNA-based Negative Feed-
back Loop system
It has been shown in Chapter 4 that the PNFL network can behave as a
toggle switch. Here I will analyse its capacity to mantain ita state indefinitely
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against environmental perturbation of biological noise. Ideally, once a toggle-
switch is OFF (or ON), it should stay OFF (or ON) indefinitely: so an ideal
toggle-switch has to maintain the ON (high protein level) or OFF (low protein
level) state indefinitely across multiple cell divisions and to switch only when
a specific signal is transiently applied to it. However, due to the auto-catalytic
nature of both the PFL and PNFL motifs (i.e. a transcription factor self-
activating its own promoter), it should be much easier for both motifs to
stay ON rather than to stay OFF: this is confirmed by the fact that when
the switch is OFF, small fluctuations in the transcription factor protein levels
may be amplified by the positive feedback loop, causing the system to switch
back ON. [70]
First, an evaluation of the phenotypic robustness of both the PNFL and
PFL motifs was performed, in terms of how long they were able to stay OFF
in the absence of Doxycycline.
A long-term experiment was performed by treating monoclonal popu-
lation of PNFL cells and their matched control population of PFL cells
with Doxycycline for 72 hrs (4320 min); after washing Doxycycline out, and
d2EYFP fluorescence is monitored in cells for 96 hrs (5760 min) by Flu-
orescence Activated Cell Sorting (FACS). If both motifs exhibit a robust
phenotype, then they should not re-express d2EYFP and stay permanently
OFF.
As shown in Figure 5.1a for the PFL 7 clone and the matched PNFL
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Figure 5.1: FACS switch off experiment. (A): d2EYFP fluorescence levels
in PFL cells (blue line) and PNFL 7-2 and 7-3 cells (respectively red - green
line) were measured at 0 hrs, 6 hrs (360 min), 12 hrs (720 min), 24 hrs (1440
min), 48 hrs (2880 min) and 72 hrs (4320 min) following treatment with
Doxycycline (1 µg/ml) at time 0 hrs. (B): d2EYFP fluorescence levels in
PFL cells (blue line) and PNFL cells (red line) cells were measured at 0 hrs,
24 hrs (1440 min), 48 hrs (2880 min), 96 hrs (5760 min) following removal
of Doxycycline at time 0 hrs. Prior to time 0 hrs, both PFL and PNFL cells
were grown in the presence of Doxycycline for 72 hrs. (Subpanel): histogram
displaying FACS data for PFL 7 (blue frame) and PNFL 7-2 (red frame) at
times t = 0, 2880 min and 5760 min; CVs computed at 0 hrs, 24 hrs, 48
hrs, 72 hrs are respectively 74.5, 105.1, 108, 202.6 for PFL and 81.9, 88.4,
85.75, 96 for the PNFL, thus revealing the higher variability for PFL clones
compared to PFL.
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7-2 and 7-3 clones, following Doxycycline treatment, both the PNFL and
PFL cells switched d2EYFP expression OFF, with dynamics similar to those
estimated using the microfluidics setup.
Strikingly, following Doxycycline washout, PFL cells started switching
back ON at 72 hrs (4320 min) and fully expressed d2EYFP at 96 hrs (5670
min) (Figure 5.1b). On the contrary, PNFL cells stayed OFF (Figure 5.1b).
As further confirmation of the miRNA role, the same experiment was per-
formed on PNFL cells but this time inhibiting the action of the miRNA by
transfection with a Locked Nucleic Acid complementary to the miR223 se-
quence (LNA 223) [109]. PNFL cells treated with the LNA increased d2YFP
expression at 72 and 96 hrs, whereas PNFL cells treated with a control LNA
maintained their OFF state, confirming our previous results (Fig. 5.6).
This long-term experiment was repeated on additional PFL and matched
PNFL clones, in order to exclude that the difference in phenotypic robustness
I observed was clone-specific. As reported in Figure 5.2a,b for the PFL 2 and
PNFL 2-2, 2-3 and 2-7 clones, and in Figure 5.2c,d for the PFL 10 and PNFL
10-2 clones, the presence of the miRNA-mediated feedback loop consistently
confers robustness to the PFL motif, allowing the PNFL cells to maintain
their OFF state for longer as compared to the matched PFL cells. The main
difference among the three PFL clones (PFL-7, PFL-2 and PFL-10) was
observed in the time taken to switch back ON following Doxycyline removal
(Fig. 5.1b and Figure 5.2b,d ). This difference is likely due to the different
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insertion site of the PFL cassette in the genome of the three clones.
In order to analyse theoretically the effect of the microRNA on noise
propagation in the PNFL network motif, a simplified stochastic gene expres-
sion model has been developed with transcription, translation and degra-
dation as probabilistic events occurring at exponentially distributed time
intervals [104,128].
Specifically, in the model, mRNAs are produced in transcriptional bursts
from the promoter, in agreement with the recent modeling and experimental
evidences concerning noise in eukaryotic gene expression [10,20,70].
Under a set of simplifying assumptions, a system of differential equations
describing the dynamics of the statistical moments in four different scenarios
(Fig. 5.7) can be derived: (1) unregulated transcription, i.e. the mRNA is
transcribed from a constitutive promoter [128]; (2) regulated transcription
where the protein activates its own transcription (i.e. the PFL motif); (3) a
negative feedback loop mediated by the microRNA inducing degradation of
the target mRNA (i.e. a NFL motif); (4) the PNFL motif.
Finally, an analytical expression for the Coefficient of Variation (CV )
was computed, i.e. the relative deviation of protein expression in each cell
compared to the population average, which can be used as a measure of noise.
Indeed, a small CV corresponds to a tight distribution centered around the
mean, hence a small cell-to-cell variability; a large CV corresponds to a loose
distribution, indicating large cell-to-cell variability.
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5.2.1 Simplified stochastic models of NOPFL, PFL and
PNFL motifs
In order to investigate the effect of the miRNA on the protein noise level, the
model of gene expression as shown in Figure 5.7 was used: in this model, the
mRNA is assumed to be transcribed in bursts and proteins are translated
from single mRNA molecules [128]. In this simplified model it is possible
to derive differential equations describing the time evolution of the different
statistical moments of the mRNA and protein counts [128]. From these mo-
ments, one can derive an analytical expression for the steady-state protein
noise level CV 2 = (Squared Coefficient of Variation) as function of the mean
number of mRNA molecules (m) for the four configurations in Figure 5.7
following the method derived by [128].
Following [128], the Squared Coefficient of Variation CV 2 for a simple
transcription- translation model (NOPFL in Fig. 5.7A) can be written as:
CV 2NOPFL =
γp(< B > + < B
2 >)
2 < B > (γp + γm) < m >
, (5.1)
where γm and γp represent the degradation rates for the mRNA and the
corresponding protein, B is the number of mRNA molecules produced per
burst of transcription, m is the mean number of mRNA molecules at the
steady state.
In the case of regulated transcription, where the protein activates its own
transcription, as depicted in Fig. 5.7B (PFL), the following expression can
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be derived:
CV 2PFL =
γp(< B > + < B
2 >)
2 < B > (γp + γm)(1− k) < m >
; (5.2)
where k (a positive number) represents the effect of the protein on the
mRNA transcription rate. By comparing Eq.5.1 to Eq.5.2 it is immediately
clear that CV 2PFL is always greater than CV
2
NOPFL, that is the PFL in-
creases noise levels.
In order to derive a simplified expression for CV 2 in the presence of a
miRNA, I assumed that the miRNA is transcribed together with the mRNA
as represented in Figure 5.7C and that the degradation rate of the mRNA
is proportional to the number of miRNA molecules, which in turn are pro-
portional to the number of mRNA molecules, thus yielding the following
equation for the mRNA degradation rate:
γm(m) =
(
1− km− < m >
< m >
)
γm. (5.3)
We can now write the following set of differential equations for the Neg-
ative Feedback Loop in Figure 5.7C:
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d < m >
dt
= km < B > − < γmm > (5.4)
d < p >
dt
= kp < m > −γp < m > (5.5)
d < m2 >
dt
= km < B
2 > +2km < B >< m > + < γm(m)m > −2 < γm(m)m2 >
(5.6)
d < mp >
dt
= km < B >< p > − < γmmp > +kp < m2 > −γp < mp >
(5.7)
d < p2 >
dt
= kp < m > +2kp < mp > +γp < p > −2γp < p2 > (5.8)
(5.9)
As before, denoting the number of mRNA and protein molecules at steady
state by < m > and < p >, I obtain:
CV 2NFL =
γp(< B > + < B
2 >)
2 < B > (γp + γm(1 + k)) < m >
. (5.10)
where the parameter k is a positive real number representing the effect
of the miRNA on mRNA degradation.
By comparing Eq.5.2, Eq.5.1 and Eq.5.10, it is possible to check that
that the following relationship is always satisfied: CV 2NOPFL ≤ CV 2NFL ≤
CV 2PFL. Hence the effect of miRNA acting on mRNA degradation is to
decrease noise in protein levels.
The case of a transcriptional PFL coupled to a miRNA-mediated NFL,
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as shown in Figure 5.7, is less straightforward and it is harder to derive an
analytical expression for CV 2, hence I formulated an heuristic approximation
for the PNFL by analogy to the previous results:
CV 2PNFL =
γ∗p(< B > + < B
2 >)
2 < B > (1− k)(γ∗p + γ∗m(1 + k)) < m >
(5.11)
The value of CV 2PNFL now depends both on the strength of the positive
feedback loop mediated by the protein k and on the strength of the negative
feedback loop k mediated by the miRNA.
Figure 5.3 shows a graph of the protein noise level (in red) for the PNFL
motif (CV 2PNFL) as a function of the mRNA expression level (m) compared
to the protein noise level (in blue) of the PFL motif (CV 2PFL) rescaled and
fitted to the experimental data obtained by FACS analysis of the PFL and
PNFL clones.
The numerical values of the parameters in Eq.5.2 and Eq.5.11 used in
Figure 5.3 were derived as follows: γm and γp correspond to the parameters
d1 and d2 in Table 4.3, whereas < B > and < B
2 > were chosen to minimize
the Mean Squared Error to the experimental FACS data in Figure 5.3. Table
5.1 lists the values of the fitted parameters.
From the analytical expression of the CV in the four scenarios, it can be
deduced that, independently of the model parameter values, noise increseas
when a transcriptional positive feedback loop is present, compared to unregu-
lated transcription, in agreement with previous modelling and experimental
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results [10, 17, 70]. On the contrary, noise decreases, compared to unregu-
lated transcripiton, when a microRNA-mediated negative feedback loop is
present, again in agreement with previous modelling and experimental re-
sults on negative feedbacks [10,70,118]. In the case of the PNFL motif, when
both negative and positive feedbacks are present, noise is reduced compared
to the PFL motif, but is greater than the unregulated transcription.
Table 5.1: Parameters for the stochastic model of CV 2 as represented in
Figure 7 of the main text.
Parameters numeric value
< B > 0.5595
< B2 > 6.1434
k 0.7508
k 0.6077
5.2.2 Stochastic models of the PFL and PNFL noisy
behaviour: Master Equations
The advantage of the simplified model, presented in the previous section, is
that it allows to compare analytically the CV 2 for the different motifs; the
disadvantage is that the model maybe too simplified thus yielding unrealistic
results.
We therefore also derived two master equations, one for the PNFL and
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one for the PFL motif, which take into account the discrete and stochastic
nature of chemical reactions [104,137].
In order to write the PNFL master equation, I generalized the determin-
istic model described by Eqs.4.1 and disregarded equations describing the
dynamics of the reporter proteins.
By denoting the tTA mRNA, tTA protein and miR223 mRNA with the
variables w , x1, q , x2 and r , x4 and assuming quasi-steady state for
Eq.(6) so that x3 ∝ x4, the deterministic model for the PNFL (Eqs.4.1)
becomes:
dw
dt
= (Kw +Kw(q))− gww − βw(r)w (5.12)
dq
dt
= Kqw − gqq (5.13)
dr
dt
= (Kr +Kr(q))− grr (5.14)
where Kw = G1v1α1, Kw(q) = G1v1(1 − α1) qh2
K
h2
1 +q
h2
, gw = d1, βw(r) =
λ r
h3
K3
h3+rh3
, Kq = v2, gq = d2, Kr = G2v1α1 and Kr(q) = Kw(q).
Similarly, the PFL model in [126] can be rewritten as:
dw
dt
= (Kw +Kw(q))− gww (5.15)
dq
dt
= Kqw − gqq (5.16)
Following the method described in [104], I linearized the nonlinear func-
tions Kw(q), Kr(q) and βw(r) to obtain:
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Kw(q) ' Kw0 +Kw1q (5.17)
Kr(q) ' Kr0 +Kr1q (5.18)
βw(r) ' βw0 + βw1r (5.19)
where Kw
0,Kw
1,Kr
0,Kr
1,βw
0 and βw
1 are constant terms.
The Master equation for the PFL circuit can be derived:
∂Pw,q
∂t
= (Kw +Kw(q))(Pw−1,q − Pw, q)+
Kqw(Pw,q−1 − Pw, q) + gw((w + 1)Pw+1,q − wPw,q)
+ gq((q + 1)Pw,q+1 − qPw,q) (5.20)
Introducing the moment generating function,( [104], [137]):
F (z1, z2) =
∑
w,q
z1
wz2
qPw,q, (5.21)
it is possible to derive the following Partial Differential Equation (PDE)
equation:
∂tF = (Kw +Kw
0)F (z1 − 1)+
+Kw
1z2∂z2F (z1 − 1)+
+Kqz1∂z1F (z2 − 1)+
+ gw∂z1F (1− z1) + gq∂z2F (1− z2) (5.22)
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which at the steady state becomes:
(Kw +Kw
0)F (z1 − 1) +Kw1z2∂z2F (z1 − 1)+
+Kqz1∂z1F (z2 − 1) + gw∂z1F (1− z1) + gq∂z2F (1− z2) = 0 (5.23)
From this equation, I can estimate the moments of the distribution in
order to evaluate the CV = σq
<q>
=
√
F22−F22+F2
F2
.
The moments are listed below:
F1 =
gq(Kw +Kw
0)
(gwgq −Kw1Kq)
(5.24)
F2 =
KqF1
gq
(5.25)
F12 =
gqF2[(Kw +Kw
0 +Kw
1)gw + gqgw + (Kw +Kw
0)gq]
(gw + gq)(gwgq −Kw1Kq)
(5.26)
F11 =
(Kw +Kw
0)F1 +Kw
1F21
gw
(5.27)
F22 =
KqF12
gq
(5.28)
where it is possible to demonstrate that F12 equals F21.
Similarly, I derived the Master Equation for the PNFL circuit:
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∂Pw,q,r
∂t
= (Kw +Kw(q))(Pw−1,q,r − Pw,q,r)+
+Kqw(Pw,q−1,r − Pw,q,r)+
+ (Kw +Kw(q))(Pw,q,r−1 − Pw,q,r)+
+ gw((w + 1)Pw+1,q,r − wPw,q,r)+
+ gq((q + 1)Pw,q+1,r − qPw,q,r)+
+ gr((r + 1)Pw,q,r+1 − rPw,q,r)+
+ βw(r)((w + 1)Pw+1,q,r − wPw,q,r) (5.29)
Using the moment generating function:
F (z1, z2, z3) =
∑
w,q,r
z1
wz2
qz3
rPw,q,r (5.30)
it is possible to derive a PDE equation:
∂Ft = (Kw +Kw
0)(z1 − 1)F+
+Kw
1z2F1(z1 − 1) +Kqz1F1(z2 − 1)+
+ (Kw +Kw
0)F (z3 − 1) +Kw1z2F2(z3 − 1)+
+ gwF1(1− z1) + gqF2(1− z2) + grF3(1− z3)+
+ βw
0F1(1− z1) + βw1z3F13(1− z1) (5.31)
which at the steady state becomes:
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(Kw +Kw
0)(z1 − 1)F +Kw1z2F1(z1 − 1) +Kqz1F1(z2 − 1)+
+ (Kw +Kw
0)F (z3 − 1) +Kw1z2F2(z3 − 1) + gwF1(1− z1)+
+ gqF2(1− z2) + grF3(1− z3) + βw0F1(1− z1)+
+ βw
1z3F13(1− z1) = 0 (5.32)
From this equation, it is possible to estimate the moments in order to
evaluate the CV = σq
<q>
=
√
F22−F22+F2
F2
:
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F1 =
(Kw +Kw
0 − βw0) +Kw1F2 − βw1F3
gw
(5.33)
F2 =
KqF1
gq
(5.34)
F3 =
(Kr +Kr
0) +Kr
1F2
gr
(5.35)
F11 =
(Kw +Kw
0 − βw0)F1 + βw1(F3 − F31) +Kw1F21 + βw0
gw
(5.36)
F12 =
(Kw +Kw
0 +Kw
1 − βw0)F2 +Kw1F22 +KqF11
gw + gq
+
+
KqF1 − βw1F32
gw + gq
(5.37)
F13 =
(Kw +Kw
0 − βw0 − βw1)F3 + (Kr +Kr0)F1
gw + gr
+
+
Kr
1F21 +Kw
1F23 − βw1F33
gw + gr
(5.38)
F22 =
KqF12
gq
(5.39)
F23 =
(Kr +Kr
0 −Kr1)F2 +Kr1F22 +KqF13
gr + gq
(5.40)
F33 =
(Kr +Kr
0)F3 +Kr
1F23
gr
(5.41)
We numerically solved Eqs. (5.24 - 5.28) for the PFL and Eqs.(5.33 -
5.41) for the PFL to simulate the CV 2 as function of the mean protein level.
Results are shown in Figure 5.8 and parameters used for the simulations are
reported in Table 5.2. This analysis further confirms our thesis of an higher
robustness of the PNFL circuit compared to the PFL in terms of protein
noise levels. In the same Figure 5.8 the simulation for the NOPFL is also
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reported using the moments already computed in [104] for the open circuit
(TF - target) in which the parameters in common to our PFL were chosen
with the same values.
Table 5.2: Parameters for the simulations reported in Figure 5.8. Note that
the common parameters are described by the same values.
Parameters numeric value
Kw 1.1882
Kw
0 0.143
Kw
1 0.2331
Kr =Kw
Kr
0 = Kw
0
Kr
1 = Kw
1
Kq 1.3621
gw 0.4847
gq 0.6557
gr 0.3
βw
0 0.01
βw
1 0.005
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5.3 Experimental validation
In order to investigate the validity of the stochastic model predicitions, a
measure of the distribution of fluorescence levels across the cells in each of
the monoclonal cell populations (9 for the PFL and 14 for the PNFL) has
performed, as shown in Fig. 5.3a. Then the protein noise level was estimated
by computing the (CV ) as the relative deviation of d2EYFP fluorescence in
each cell compared to the clonal population average. Figure 5.3b reports the
theoretical CV s derived for both the PFL and the PNFL stochastic models,
superimposed to the experimentally measured CV s in the 23 clones (9 PFL
and 14 PNFL).
Figure 5.3c shows representative examples of the d2EYFP fluorescence
distribution of two PFL clones and two PNFL clones, with similar average
fluorescence intensities; Figure 5.3b shows the CV for all the PFL and PNFL
clones.
The experimental results clearly demonstrate a reduced protein noise level
(CV ) in the PNFL cells as compared to the PFL cells, indicating a specific
effect of the miRNA-mediated negative feedback in buffering protein expres-
sion fluctuations.
The PFL motif is predicted to have a higher noise level than the PNFL
motif because fluctuations in the number of transcribed mRNAs are trans-
lated into fluctuations in the number of proteins, which in turn control the
number of transcribed mRNAs. This results in a net amplification of noise.
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On the other hand, when the miRNA-mediated negative feedback is present,
noise is reduced because fluctuations in the number of mRNA molecules am-
plified by the PFL are counterbalanced by the presence of the miRNA.
5.4 Discussion
The combination of computational analysis coupled with experimental bi-
ology, at the core of synthetic biology, has been used as a powerful tool to
elucidate complex cellular processes, such as cell polarization [30] and tran-
scriptional regulation [21].
Here, I used the synthetic biology paradigm to explore the role of miR-
NAs in conferring robustness to a fundamental network motif, the Positive
Feedback Loop.
A Positive Feedback Loop enables a gene regulatory network to encode a
“cellular memory” due to its switch-like behaviour created by two different
stable states [3,69]. Transitions across the states (i.e. switching) can be trig-
gered by a specific endogenous or exogenous event [62, 147], thus enabling
the control of key decision processes such as cell differentiation and cell fate
in response to specific clues [37].
The switch-like behaviour of the PFL motif, however, comes at a cost:
first, the PFL may considerably slow down the transcriptional response of the
circuit to the triggering event [126]; this can be acceptable, or necessary, in
some cases, but detrimental in others; the second and biggest issue is that the
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PFL motif increases biological noise because small fluctuations in the expres-
sion levels of the transcription factor are amplified by the self-regulatory loop.
The increased cell-to-cell variability in the transcription factor concentration
may cause the transcription factor level to be higher than the promoter ac-
tivation threshold, inducing transition of the switch from the OFF state to
the ON state, even in the absence of the triggering event [3, 62].
Here, I experimentally demonstrated that the presence of a miRNA suf-
fices to solve both issues at once, by conferring phenotypic robustness to the
toggle-switch, thanks to the reduction of biological noise, and by enabling
the circuit to respond faster.
Therefore, the difference in robustness between the PNFL and PFL mo-
tifs can be explained by taking into account the “stochastic switching” phe-
nomenon. Stochastic fluctuations in gene expression, due to biological noise,
will induce random transitions between the two states of the toggle-switch
[3, 90,144].
Interestingly, if the miRNA repression on the target mRNA is too strong,
then the PNFL will no longer be able to function as a toggle-switch because of
a loss of bistability (4.14). This intuitively means that the miRNA will force
the circuit to always be OFF by inhibiting the transcription factor expression.
In addition, the stronger the miRNA repression, the smaller the difference
between the OFF state and the ON state in terms of protein expression
levels. These constraints may have contributed to the evolution of the weak
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transcriptional effect exerted by the majority of the known miRNAs.
A recent experimental and computational analysis investigated the prop-
erties of the incoherent feedforward loop motif (FFL) consisting a transcrip-
tion factor inducing expression of both a reporter gene and a miRNA di-
rected against the same reporter gene [21]. The authors demonstrated that
the FFL made the reporter gene expression level insensitive to the motif-
carrying plasmid copy number. Moreover, they observed that the presence of
the miRNA led to a reduced variability in reporter protein expression among
cells transfected with the motif-carrying plasmid. Deans et al. used a small
short-hairpin RNA (shRNA) to enhance the robustness and performance of
an inducible mammalian genetic switch. [39]
Our results add further support to the role of miRNAs as noise suppressor.
In addition, I demonstrated that reducing noise is essential to maintain a
robust phenotype by preventing cells from unwanted stochastic switching.
We believe that our findings on the role of the miRNA explain the abun-
dance of miRNA-mediated negative feedbacks in gene regulatory networks
across species [87,141]. Indeed, it was previously suggested [141] that miRNA-
mediated NFLs may be needed to reduce intracellular noise, thus conferring
phenotypic robustness to the pathways they are part of. Here, I demonstrated
that indeed this is the case.
One of the best studied examples of PNFL in vivo is the E2F1/miR-17-92
network [102,135,141]. Here the E2F1 transcription factor, a main regulator
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of cell cycle, regulates its own transcription and that of the miR-17-92 cluster
targeting E2F1 itself. According to our results, and as previously suggested,
the role of the miRNA-mediated NFL should be of preventing stochastic
activation of E2F1 leading to unwanted proliferation or apoptosis [135,141].
In addition, several developmental transcription factors are regulated by
positive feedback loops [37]. These PFLs could be frequently coupled to
miRNA-mediated NFLs to prevent untimely activation of the transcription
factor, which would likely be lethal for the developing embryo [141]. For
example the muscle regulatory factor MYOD activates its own transcrip-
tion [47], [138] as well as transcription of miRNAs predicted to target MyoD
itself [135], [50].
Another example is provided by intestinal cell specification in the nema-
tode C. elegans during embryonic development. This process is regulated by a
positive feedback loop involving elt-2, the master regulatory gene of intestinal
differentiation [115]. Raj et al [115] demonstrated that stochastic activation
of the elt-2 PFL underlies incomplete penetrance of mutant embryos, leading
to pronounced phenotpyic variability.
A limitation of our synthetic network approach is that the miRNA seed se-
quence is perfectly complementary to the four recognition sites I engineered
at the 3’ ttA IRES d2EYFP of the mRNA (Fig. 4.13a). A perfectly com-
plementary binding site causes the miRNA to induce a catalytic-like RNA
interference process, rather than the more subtle gene expression “thresh-
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olding” effect observed in endogenous miRNA binding sites [98]. This effect
causes the miRNA-induced target mRNA repression to decrease, and even-
tually be completely abolished, if the target mRNA increases above a certain
threshold saturating the miRNA pool [98]. Our results are relevant to en-
dogenous miRNA regulation as long as the mRNA expression remains below
the threshold since, in this situation, endogeneous miRNA binding sites and
perfectly complementary binding sites have very similar effects. [98]
Our findings are a direct proof of the essential role of microRNAs in
providing phenotypic robustness to a biological process. Our results are also
relevant to the growing field of synthetic biology, in that they demonstrate
how to synthetise robust circuits by employing miRNA-mediated feedback
loops.
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Figure 5.2: FACS switch off experiment of PFL 2, PFL 10 cells and the
corresponding PNFL cells. PFL represented by blue line, PNFL green, red and
purple.(a): d2EYFP fluorescence levels in PFL 2 cells and PNFL 2-2, 2-3, 2-7 were
measured at 0, 6, 12, 24, 48, 72 hrs (0, 360, 720, 1440, 2880, 4320 min) following
treatment with Doxycycline (1 µg/ml) at time 0 hrs. (b): d2EYFP fluorescence
levels in PFL cells and PNFL cells cells were measured at 0, 6, 12, 18 hrs following
removal of Doxycycline at time 0 hrs. Prior to time 0 hrs, both PFL and PNFL cells
were grown in the presence of Doxycycline for 72 hrs. (c): d2EYFP fluorescence
levels in PFL 10 cells and PNFL 10-2 were measured at 0, 6, 12, 24, 48, 72 hrs (0,
360, 720, 1440, 2880, 4320 min) following treatment with Doxycycline (1 µg/ml) at
time 0 hrs. (d): d2EYFP fluorescence levels in PFL cells and PNFL cells cells were
measured at 0, 24, 48 hrs (0, 1440, 2880 min) following removal of Doxycycline
at time 0 hrs. Prior to time 0 hrs, both PFL and PNFL cells were grown in the
presence of Doxycycline for 72 hrs. Error bars represent the standard deviation
among three replicates.
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Figure 5.3: The miRNA-mediated negative feedback loop reduces fluctu-
ations in protein expression. (A): FACS-derived histograms of the distribution
of d2EYFP fluorescence for all clonal populations of PFL/PNFL cells. (B): Ex-
perimental and simulated data for different clones of CV 2 as a function of mean
fluorescence. FACS data for all the clonal populations of PFL and PNFL are shown
(PFL = blue points, PNFL = red points) ; CV 2 as function of the mean fluores-
cence has been plotted using the analytical form of CV 2 as described in the first
stochastic model for PFL and PNFL (respectively blue and red lines), in order to
simulate the experimental data. (C) FACS-derived histograms of the distribution
of d2EYFP fluorescence in two representative clonal populations of PFL and PNFL
cells (PFL 5,6 and PNFL 7-1, 7-3). The reduction of cell-to-cell variability due to
the effect of the miRNA is also visible in representative fluorescence microscopy
images. 123
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Figure 5.4: d2EYFP and mCherry integration levels in PFL, and
PNFL circuits. Real-time PCR was performed on genomic DNA extraction
from CHO cells to compare the rate of viral integration of each circuit in
monoclonal populations.
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Figure 5.5: Clone Tree. PFL clones were derived from the first Lentiviral
infection of CHO wild type cells while PNFL clones were derived from the
second Lentiviral infection performed on sorted monoclonal populations of
PFL cells.
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Figure 5.6: Fluorescence-Activated Cell Sorting (FACS) switch on
experiment of PNFL cells transfected with Locked Nucleic Acid
223 (LNA 223). d2EYFP fluorescence level in PNFL cells trasfected with
150 pmol of LNA 223 (green line), LNA negative control (blue line) and not
trasfected (magenta line) were measured at 0 hrs , 24 hrs (1440 min), 48 hrs
(2880 min), 96 hrs (5760 min) following removal of Doxycycline at time 0 hrs.
Prior to time 0 hrs, PNFL cells were grown in the presence of Doxycycline for
72 hrs and the cells were trasfected after 24 hrs from Doxycycline removal.
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Figure 5.7: Scheme of NOPFL, PFL, NFL, PNFL circuits. (A) Open
Loop circuit as represented in [128] and corresponding to the NOPFL cir-
cuit [126]. (B) PFL where the transcription feedback activates its own tran-
scription. (C) Negative Feedback Loop mediated by a microRNA inducing
degradation of the target mRNA. (D) A symplified scheme for PNFL system,
represented as a combination of PFL and NFL.
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Figure 5.8: CV 2 as function of the mean fluorescence as derived from
the simulation of the Master Equations. The blue line represents the
CV 2 of the PFL while the red line is the CV 2 of the PNFL. The green line
is the CV 2 of the NOPFL as preciously estimated in [104].
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Chapter 6
The Notch-Delta-Hes1 pathway
Having modeled synthetic circuits as illustrated in Chapters 3, 4, 5, in this
chapter I turned my attention to the analysis of endogeneous regulatory net-
works. The behaviour of endogeneous networks active in single cells can be
“modified” as a consequence of the communication with other networks of
the same kind expressed in different cells. Indeed, cells are not isolated sys-
tems but they react to the external environment, neighbouring cells included.
Cell signalling is part of a complex system of communication that governs
basic cellular activities and coordinates cell actions. Cells can sense signals
generated by intermediate external factors. Once detected the signal causes
a chain of biochemical reactions inside the cell itself, usually leading to the
actuation of inhibitor of a trascription factor. The set of events is called a
signal transduction pathway.
The Notch-Delta pathway is involved in several developmental processes
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in which many interactions and genes are implicated: for example, Hes1 is
representative for a large family of transcription factors with some specific
roles in several developmental processes conserved across the species.
In the following, a biological description of the Notch-Delta-Hes1 pathway is
provided.
6.1 Notch Receptor-Delta Ligand Pathway
During embryonic development, communication between cells becomes more
and more important: every cell has to correctly differentiate and migrate in
order to coordinate its behaviour with the other cells to form every tissue
and organ in the organism. The building of an organism from a single cell to
a multicellular three-dimensional structure of characteristic shape and size is
the result of coordinated gene action that directs the developmental fate of
individual cells. So, the evolution and the development of a complex organism
is due to the internal features of the single cells, but also to the coordination
between individual cells [11]. A single cell can proliferate giving rise to a great
number of equal cells that are able to differentiate in other kinds of cells, with
different roles depending on the developmental goals: this kind of choice for
each cell is the result of an auto-organization process of the group of cells
making the initial structure of the organism. One way adopted by the cells to
communicate is the physical interaction between proteins expressed on their
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membranes: these “membrane proteins” can be distinguished in “receptors”,
able to transduce the signals represented by the “ligands”, present on the
membrane of the other cell. The Notch-Delta pathway belongs to this class
of contact-based (juxtacrine) signaling pathways. The Notch-Delta signaling
pathway is a highly conserved in most multicellular organisms, it is present
in all metazoans and it is used to control cell fates through local cell inter-
actions: the Notch receptor is a single-pass transmembrane receptor protein
able to bind a set of ligand proteins like Delta/Serrate/Jagged/Dll [24] (de-
pending on the isoform or the particular organism).Once Notch binds one
of its ligand present on the surface of another cell, the Notch Intracellular
Domain (NICD - the cytoplasmatic part of the Notch protein) is clevead by
the enzyme γ-secretase. NICD translocates into the nucleus and cooperates
with other DNA-binding proteins to promote transcription of “target genes”
(including the bHLH genes of the Enhancer of split) with a fast track to the
nucleus [23,24].
Notch signaling is an evolutionary conserved mechanisms: the number of
its paralogues differs between species (there are four in mammals, two in
Caenorhabditis elegans) and one in Drosophila melanogaster, but the basic
paradigm is common throughout. Thus, Notch signaling is considered to be
a general developmental signalling pathway used to direct cell fate and, con-
sequently to build an organism.
Among the biological processes requiring Notch, the best characterized
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Figure 6.1: Notch-Delta pathway When Notch binds the ligand on the
membrane of another cell, the Notch Intracellular Domain (NICD) is cleaved
and translocates into the nucleus promoting the transcription of its target
genes. This “chain of reactions” is the way the two cells can communicate by
biochemical interactions. Figure from [63].
ones are: vertebrate somitogenesis, the sharp boundary formation of Drosophila
wing veins, the “salt and pepper” patterning of Drosophila eye disk, the bris-
tle patterning on the fly notum and more [122].
In order to elucidate the mechanisms underlying the Notch-Delta pathway
using a mathematical approach, we need first to distinguish the processes
considered (see Chapter 7, 8, 9) in two different classes that take into account
the dynamical features of biological processes where Notch is involved:
• “Patterning” includes processes in which the genes involved present a
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sustained static expression pattern extending over multiple cells (lateral
inhibition, stripe and boundary formation, lineage decision);
• “Synchronization” includes processes in which the target genes present
a dynamic expression (synchroneus behaviour over time, wave and sig-
nal propagation as in the somitogenesis case).
Indeed, depending on the specific process, sometimes Notch-effector genes
exhibit a costant level of expression, while other times they have a cyclic
expression. Of course, the mechanisms behind these different processes can
be sometimes interlinked and each of this regulations appears in different
contexts between different kinds of cells.
6.2 Role of Notch-Delta in Patterning
Since the Notch-Delta signaling is involved in different developmental pro-
cesses, several genes are regulated by the Notch receptor. One of this pro-
cesses is known as lateral inhibition [4], [11] where the Notch receptor is able
to amplificate and make stronger differences between communicating cells.
Lateral inhibition is an example of “patterning”: cells communicating in a
tissue present a nonuniform stable expression of the Notch receptor and tar-
get genes.During the lateral inhibition process, the cells approach a state of
non uniformity in which a group of cells presents a high level of expression
of Notch, while a second group presents a high level of Delta: this is the
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case of the Drosophila disc eye formation, where a single cells differentiate
in photoreceptor neurons at uniformly spaced positions, surrounded by other
photoreceptor cells.
The mechanism underlying the lateral inhibition process is the emergence
of a sort of self-organization from which a “chosen” cell is selected: this
cell transmit the signals to its neighbours to differentiate into other types
of cells, giving rise to a “salt and pepper” pattern. This contact-dependent
signaling leads to a “competition” with only one cell emerging as a “winner”,
strongly expressing Delta and preventing its neighbours from doing the same.
Lateral inhibition seems to be essential also in the case of neuron development
[119], in order to avoid the formation of too many neuronal cells in the
epidermal tissue, which is lethal. Lateral inhibition has been studied also
from a mathematical point of view: in [130] and [131], the authors derive a
model of lateral inhibition able to regulate the “salt and pepper” pattern
formation starting from a uniform tissue of equal cells.
From a mathematical point of view, “patterning” includes not only the
“salt and pepper” pattern typical of lateral inhibition, but all those cases
in which cells do not present a uniform state although they are identical.
Thus, the formation of stripes and the boundary formation (as in the case of
Drosophila wings) are included in the lateral inhibition process [26].
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During the proneural differentiation, another kind of behaviour is ob-
served, in which the target genes present an oscillatory behaviour in some
cells, while reaching a steady state level in other cells. In [67], [123] and [119]
this behaviour is described: in particular, the expression of some genes in-
volved in the mantainence of the undifferentiated state are seen to oscillate
in expression during this phase, while, when the tissue is coming to a stable
structure, the cells which will be differentiated into neurons, stop this cyclic
expression and switch to a sustained expression of the same genes.
Figure 6.2: Transactivation and cis-inhibition. Notch receptor can bind
to Delta ligand available on the membrane of another cell (transactivation)
or it can decrease the amount of free Delta in the same cell directly attaching
to it (cis-inhibition). Figure from [131].
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Figure 6.3: Receiver and Sender cells. Two neighbouring cells can be both
“sender”’ or “receiver”’ or one of the first type and the other of the second
one. A cell with a low amount of free Notch and a high amount of free Delta
is defined to be a sender, otherwise a receiver. Figure from [130].
6.3 Role of Notch-Delta in Synchronization:
the Hes1 ultradian oscillator
Qualitatively different from lateral inhibition is the case of somitogenesis.
Somitogenesis subdivides the paraxial mesoderm of vertebrate embryos into
a series of homologous subunits, the somites: they form sequentially at the
anterior end of the presomitic mesoderm (PSM) and in vertebrates, they
give rise to skeletal muscles, cartilage, tendons, endothelial cells, and der-
mis. A molecular oscillator known as the “segmentation clock” directs cyclic
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expression of genes in the PSM and is coupled with the progression of the
somitogenesis. Notch signaling is clearly central to somitogenesis as it can be
seen by mutating components of Notch pathway, which causes somites to be
eventually formed but segment boundaries are irregular and randomly posi-
tioned [106], [43]. To model the process of somite formation, the Clock and
Wavefront model (Figure 6.4) has been proposed as a possible explanation of
this phenomenon ( [113], [41], [116], [96], [14]). This model is characterized
by three fundamental components: an autonomous oscillator in each cell (the
clock), a global synchronization of the clock of the population, a gradient of
morphogens able to determine the point of the embryo in which the somite
will be formed (the wavefront) and thus determining the onset of the segmen-
tation program. In details, the cells involved form the Presomitic Mesoderm
(PSM) exhibit synchronized autonomous oscillations thanks to the cell-cell
coupling mediated by the Notch-Delta pathway; these cells are able to prop-
agate a transcriptional wave starting from the posterior part of the embryo;
this wave slows down thanks to an external gradient of FGF and Wnt until
it stops propagating at the anterior part of the embryo, thus determining the
exact point in which a new couple of somites will form. Somites are formed
in couples along the vertical axis of the embryo and starting from its ante-
rior part while it continues to elongate at the posterior. Each somites is thus
determined by the period of the oscillations able to modify their number and
size: somites also presents a rostral-caudal polarity. The biological factors
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taking part in the process of somite boundary formation and in the determi-
nation of the rostral-caudal polarity are not completely determined and their
mechanism is still controversial and under investigation: in [43], [106], [54]
it has been proven that somite boundaries are formed independently of the
clock, as the molecular oscillator is needed to time segment formation and
to confer the correct rostro-caudal polarity. The mammalian Hairy-related
transcription factors code for negative regulators that are able to regulate
their own transcription (Hes) display an oscillatory expression pattern and
are key genes for proper somite formation. Genes belonging to the family of
the
Oscillations of the mouse genes Hes7 and Hes1 have been observed in the
mouse PSM [71], and Hes1 oscillations were also observed in fibroblast cell
cultures synchronized by serum shock ( [64]). The mechanism underlying
the cyclic gene expression of Hes1 (or its homologous corresponding to the
species) is a negative delayed autoregulatory feedback loop, as shown in Fig-
ure 8.2. During somitogenesis, Hes genes have periods of 90 min, 120 min,
30 min, respectively in chick, mouse, zebrafish embryo.
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Figure 6.4: Somitogenesis: Clock-Wavefront model. (A) Advancing
stages of zebrafish embryo somitogenesis, lateral view. Somites bud sequen-
tially from the posterior unsegmented tissue: the pre-somitic mesoderm
(PSM, blue line). Embryonic growth and the segmentation process are co-
ordinated. (B) Dorsal view of the posterior of a segmenting vertebrate em-
bryo. Somites form in pairs on each side of the notochord.(C) The Clock
and Wavefront mechanism of vertebrate segmentation. The Clock is created
by oscillating gene expression in the PSM (blue) and the Wavefront by a
posteriorly moving front that arrests the oscillations of the Clock. Resulting
segments (red/white) have a length dependent on the period of the Clock
and the velocity of the Wavefront. Figure from [100].
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Chapter 7
Modeling the Notch-Delta
pathway: Patterning
In Chapter 6, I provided a biological description of the Notch-Delta pathway,
of its features and the processes it is involved in. In this chapter, biological
cellular mechanisms that bring to a stable inhomogeneous configuration in a
tissue (i.e. “patterning”) are studied and analysed from a mathematical point
of view. A review of models proposed in literature is provided and a new
model on the system composed by Receptor-Reporter-Ligand is proposed,
able to emulate different biological processes.
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7.1 Modeling cell-to-cell signalling and pat-
tern formation
Cell-to-cell signalling across a tissue can be modeled using the network frame-
work. In this case, each cell is a node and the cell-to-cell signaling (mediated
by Notch-Delta pathway) is represented as an edge between two nodes.
From a mathematical point of view, several analytical and numerical strate-
gies have been developed to study a network of cells or a lattice: often, PDEs
are useful to describe the diffusion of a substance able to create a communni-
cation between cells or from an external signal like a morphogen.
Coupling strength and the direction of the interaction are essential com-
ponents to reveal the dynamics of signal propagation across cells. Models
of the dynamical properties of Notch pathway across a cell population have
been proposed in [89] and in [131], [130], [122].
In [131] the authors use mathematics and experiments to model the cell-
to-cell signaling mediated by Notch-Delta. The authours distinguish trans-
interactions occurring between Notch on one cell and Delta on the other cell,
from cis-interactions occurring between Notch and Delta on the same cell.
This cis-interaction induces a mutual inactivation between the receptor and
the ligand in the same cell which is able to generate an ultrasensitive switch
between mutually exclusive sending (high Delta/low Notch) and receiving
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(high Notch/low Delta) signalling states, facilitating the formation of sharp
boundaries and lateral inhibition patterns. Indeed the authours were able to
simulate a non-uniform distribution of sender and receiver cells, giving rise
to a “salt and pepper” pattern starting from an homogeneous population of
cells.
Figure 6.2 (from [131]) shows the cleavage of NICD due to the transac-
tivation between Notch and Delta and the inhibition of the same molecules
when interacting in the same cell; in Figure 6.3 (from [131]) the mechanism
regulating the behaviour of a cell is presented: increasing the production of
Delta on the membrane, the cell present an increasing amount of ligand on
the membrane and a decreasing amount of Notch, thus becoming a “sender
cell”, otherwise, when the production of Delta is less than the production of
Notch, the cell becomes a “receiver cell”.
7.2 Modeling Notch - Delta in a single cell
I considered as a starting point two models first described in [130]: both mod-
els are constituted by an equation for free Delta, an equation for free Notch
and one equation for the reporter. The first model, shown in Figure 7.2, is
the simple Lateral Inhibition model (LI) in which the NICD can activate the
transcription of the reporter that inhibits Delta transcription thus diminish-
ing the amount of free ligand on the membrane, able to bind the receptor of
the other cells (trans-activation); the second model, in Figure 7.3, is the Lat-
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eral Inhibition Mutual Inactivation model (LIMI) in which the same system
is considered with the inclusion of a mutual inactivation term between the
receptor and the ligand in the same cell (cis-inhibition).
The ODEs describing the LI model are:
dN
dt
= βN − dNN − DextN
Kt
(7.1)
dD
dt
= βD
1
1 +R2
− NextD
Kt
− dDD (7.2)
dR
dt
= βR
(
(NDext)
n
kRS + (NDext)n
)
− dRR, (7.3)
in the case of the LIMI model the equation become:
dN
dt
= βN − dNN − DextN
Kt
− ND
Kc
(7.4)
dD
dt
= βD
1
1 +R2
− NextD
Kt
− dDD − ND
Kc
(7.5)
dR
dt
= βR
(
(NDext)
n
kRS + (NDext)n
)
− dRR. (7.6)
The two models are identical but for the cis-inactivation between Notch
and Delta in the same cell given by the term −ND
Kc
in Eqs. 7.4 and 7.5; N
and D represent the Notch and Delta amounts on the membrane with the
extra equation for the reporter R.
Referring to both models, Notch in Eq.7.4 is considered to be produced
at a constant rate βD accounting for the leakiness of its promoter, with a
linear degradation term (dN as degradation rate). The Notch production
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rate decreases also because of binding with both external and internal Delta.
The Delta production rate in Eqs. 7.2, 7.5 is the sum of reporter protein itself
by the binding with the external and internal Notch (Next and N) and by a
linear degradation (dD).
The LI and LIMI models can be adimensionalised using the following
variable changes:
N =
N
N0
,D =
D
D0
,R =
R
R0
, t = γRt,
where N0 = D0 = γkt and R0 = kDR. Thus the LIMI model becomes
τ
dN
dt
= bN −N − DextN− ND
kc
(7.7)
τ
dD
dt
= bD
1
1 + R2
− NextD− D− ND
kc
(7.8)
τ
dR
dt
= bR
(
(N Dext)
n
KRS + (N Dext)n
)
− R; (7.9)
choosing, N0 = D0 = γKt = 1, R0 = KDR = 1, τ =
γR
γ
= 1, bN =
βN
γN0
,
bD =
βD
γD0
, bR =
βR
γRR0
, kc =
Kc
Kt
, KRS =
kRSγsKt
N0D0
. Similar equations can be
derived for the LI model.
In addition to the LI and LIMI model, I considered also the MI (mutual
inactivation) model described in Figure 7.1. This model can be described by
the following adimensional equations:
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τ
dN
dt
= bN −N − DextN− ND
kc
(7.10)
τ
dD
dt
= bD
1
1 + R2
− NextD− D− ND
kc
. (7.11)
Figure 7.1: MI model. Mutual Inactivation model: Notch and Delta can
bind in the same cell inhibiting each other.
It is possible to show that, for a single cell, all the three models (LI,
LIMI, MI) can support either a sender or a receiver behaviour, i.e. they can
express high Notch and low Delta and viceversa, depending on the values of
bD and bN , as shown in Figs. 7.4, 7.5 and 7.6; when two interacting cells are
considered, the bifurcation analysis in Figure 7.7 shows that the MI model
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Figure 7.2: LI model. Lateral Inhibition model: in the same cell, only the
activation of Notch on the reporter is considered and the reporter on the
Delta.
cannot support a sender/receiver behaviour, i.e. the two cells can either be
both senders or both receivers, but it is never possible to have one sender cell
and one receiver cell. This implies that to obtain an “asimmetric” behaviour,
it is necessary to have an extra regulatory intermediate interaction as in the
LI and LIMI case. Bifurcation diagrams for the LI and LIMI models describ-
ing two cells scenario are reported in Figs. 7.8 and 7.9. These diagrams show
that both LI and LIMI models can approach different equilibria depending
on the starting point including a sender/receiver configuration.
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Parameter Value Meaning
bN 10 constant production for free Notch
dN 1 degradation rate for free Notch
bD 100 constant production for free Delta
dD 1 degradation for free Delta
bR 24300 maximal transcription rate for the reporter gene
dR 1 degradation rate for the reporter gene
kc 1 mutual inactivation strength
kt 1 trans-activation strength
KRS 300000 Hill constant for NICD and reporter binding site
n 3 Hill coefficient for NICD and reporter binding site
Table 7.1: Table of parameters for the MI, LI, LIMI proposed models
147
Figure 7.3: LIMI model. Lateral Inhibition and Mutual Inactivation model:
in the same cell, both interactions with the promoter and between Notch and
Delta are taken into account.
7.3 Modeling Notch - Delta in a system of N
cells
In order to consider a network of cells, I assumed a lattice in which each
cell in the network can communicate with the other six neighbouring cells as
shown in Figure 7.10 ( [32]).
The LIMI model presented in Section 7.2 for one cell, can be extended to
N cells and rewritten as:
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Figure 7.4: Sender-Receiver behaviour for a cell with MI system.
Bifurcation diagram for a single cell with respect to the parameter bD (i.e.
production of free Delta). Notch (in blue) and Delta (in green) are shown at
the steady state. When the production term is low Notch level is higher than
Delta level, thus the cell being a receiver; otherwise the cell become a sender.
dNi
dt
= bN −Ni −
∑
j=]i[
DjNi −NiDi (7.12)
dDi
dt
= bD
1
1 +Ri
2 −
∑
j=]i[
NjDi −Di −NiDi (7.13)
dRi
dt
= bR
(
(Ni
∑
j=]i[ Dj)
n
KRS + (Ni
∑
j=]i[ Dj)
n
)
−Ri. (7.14)
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Figure 7.5: Sender-Receiver behaviour for a cell with LI system.
Bifurcation diagram for a single cell with respect to the parameter bD (i.e.
production of free Delta). Notch (in blue) and Delta (in green) are shown at
the steady state. When the production term is low Notch level is higher than
Delta level, thus the cell being a receiver; otherwise the cell become a sender.
with symbol ]i[ we indicate the set of the indexes defining the six cells
neighbouring of the cell i. The term
∑
j=]i[ DjNi has the same meaning of the
component −DextN
Kt
for the LIMI model of one cell, thus obtaining a system
of 3×N equations.
In order to check if there exists a parameters’ region where patterning can oc-
cur, one needs to identify, conditions for the divergence from the homogeneous
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Figure 7.6: Sender-Receiver behaviour for a cell with LIMI system.
Bifurcation diagram for a single cell with respect to the parameter bD (i.e.
production of free Delta). Notch (in blue) and Delta (in green) are shown at
the steady state. When the production term is low Notch level is higher than
Delta level, thus the cell being a receiver; otherwise the cell become a sender.
steady-state solution , i.e. when all the cells reach the same equilibrium (no
sender/receiver pattern). To this end I performed a linear stability analysis
around the homogeneuos steady state [111], using the Maximum Lyapunov
Exponent (MLE). Equations 7.12-7.14 for the uniform steady state (when all
the cells are equal) become:
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Figure 7.7: Bifurcation diagram for a two-cell MI system. Bifurcation
diagram representing the Notch state of the first state depending on the
parameter bD (free Delta production). The system can be monostable and
the stable equilibrium is a situation of receiver/receiver or sender/sender, but
never of sender/receiver.
bN −N −DN −ND = 0 (7.15)
bD
1
1 + p22
−ND −D −ND = 0 (7.16)
bR
(
(ND)n
KRS + (ND)n
)(
α + (1− α) kp0
2
p02 + p2
2
)
−R = 0. (7.17)
To simplify the analysis we express the Jacobian as the sum of two ten-
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Figure 7.8: Bifurcation diagram for a two-cell LI system. Bifurcation
diagram representing the Notch state of the first state dependng on the pa-
rameter bD (free Delta production). The system can be monostable or mul-
tistable; depending on the color, the possible equilibria are receiver/receiver
(green or yellow) and sender/receiver (cyan and blue); no sender/sender state
is reachable.
sor products of matrices, one for the internal dynamics and the other for
interactions with the other cells [105]:
J = IN ⊗H +M ⊗B,
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Figure 7.9: Bifurcation diagram for a two-cell LIMI system. Bifurca-
tion diagram representing the Notch state of the first state dependng on the
parameter bD (free Delta production). The system can be monostable or mul-
tistable; depending on the color, the possible equilibria are receiver/receiver
(green or yellow), sender/sender (red or magenta) and sender/receiver (cyan
and blue).
where ⊗ is the tensor product as defined for matrices A,B of dimension k as
A⊗B =

a11B · · · a1kB
...
. . .
...
ak1B · · · akkB
 ,
IN represents theN×N identity matrix,N is the number of cells involved
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Figure 7.10: Scheme of the cell-to-cell interactions. Cells are depicted
as hexagons; the cell i communicates with the six neighbouring cells (black
arrows). Also the surrounding cells can interact each other following the
scheme of the purple arrows.
in the interactions in question, Hi,j =
∂q˙i
∂qj
is the change in production of
species i for a change in species j in the same cell, while the change in
production of the species i for a change in species j in a neighboring cell is
given by Bij =
∂q˙i
∂〈qj〉 . Then matrix M is the connectivity matrix, Mij =
1
6
if cell i is a neighbour of cell j, 0 otherwise. Once the Jacobian has been
simplified, its eigenvalues can be rewritten as the eigenvalues of the matrices
H + qkB, where qk are the eigenvalues of the connectivity matrix M . In our
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case, as in [105], qk ≥ −0.5, so the MLE can be computed only considering
qk = −0.5. So, we report H and B for both the LI and LIMI models:
HLI =

−(1 +D) 0 0
0 −(1 +N) −βD mRm−1(1+Rm)2
βRnKRS
D(ND)n−1
(KRS+(ND)n)2
0 −1
 ;
BLI =

0 −N 0
−D 0 0
0 βRnKRS
N(ND)n−1
(KRS+(ND)n)2
0
 ;
and
HLIMI =

−(1 +D + D
Kc
) − N
Kc
0
− D
Kc
−(1 +N + N
Kc
) −βD mRm−1(1+Rm)2
βRnKRS
D(ND)n−1
(KRS+(ND)n)2
0 −1
 ;
BLIMI =

0 −N 0
−D 0 0
0 βRnKRS
N(ND)n−1
(KRS+(ND)n)2
0
 .
Following [130], I plotted the MLE as function of bN and bD, for two
different values of the Hill coefficient n = 1 and n = 3. Results are shown
in Figs. 7.11. When MLE is negative, the cell population is homogeneous,
whereas when MLE becomes positive, the homogeneous solution is unstable
hence patterning may emerge.
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Figure 7.11: Master Lyapnov Exponent. MLE for (a) LI with n = 1 (b)
LIMI with n = 1 (c) LI with n = 3 (d) LIMI n = 3. When n = 1 no pattern
can be obtained, while when n = 3, patterns are more easily obtained.
By comparing the results in Figure 7.11 for the LI and LIMI model ob-
tained, we find the same results as in [130], that the LIMI is characterized by
a higher capacity (with respect to the LI model) of creating patterns also in
the case of a low cooperativity between the NICD and the promoter of the
gene reporter (case n = 1).
I also visualized the patterns emerging in the population for different val-
ues of the parameters (bN , bD) within the “patterning” parameters’ region.
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To this end, I considered a grid of 20 × 20 cells, and derived a connectivity
matrix L for the network with periodic boundary conditions. I chose ran-
dom initial conditions and let the LIMI system of ODEs i 7.7-7.9 evolves to
non-steady state. At each time point, the contributions deriving from all the
other cells can be computed as
v =

1
k1
∑
j=]1[ xj
...
1
kN
∑
j=]N [ xj
 ,
which can be rewritten as
v = −(L⊗ IN )x+ (K ⊗ IN )x,
where the vector x = (x1, ..., xN )
′ with
xi =

Ni
Di
Ri
 .
Matlab codes for performing this simulations are reported in Appendix A.
Figure 7.12 shows some patterns which can be obtained for different choices
of (bN , bD), such as “salt and pepper”, “stripes” and “boundary formation”.
Similar results can be obtained for the LI model.
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7.4 Conclusions
In conclusion, we have shown that a single model composed by Notch-Delta
pathway and a reporter is able to reproduce stable patterns in a lattice of
cells. In the following chapters, these results will be compared to the case
in which the target gene presents an oscillatory expression, leading to the
formation of other phenomena difficult to obtain in the case of genes with a
sustained expression.
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Figure 7.12: Patterning. Simulated tissue of communicating cells simulated
using Eqs. 7.7-7.9 for the LIMI model: each cell influences the behaviour of
the 6 neighbouring cells. (a) uniform state (b) salt an pepper (c) boundary
formation (d) stripes. Each pattern has been obtained with a different choice
of parameters (bD, bN).
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Chapter 8
Modeling the Notch-Delta
pathway: Synchronization
Here I developed a model to take into account the case in which the Notch
receptor regulates the expression of a reporter gene which exhibits an au-
tonomous oscillatory expression. The reporters gene considered is represen-
tative of the family of Hes/Her genes involved in several developmental pro-
cesses (refer to Chapter 6): after introducing some ideas on synchronization,
models from literature are reviewed for the autonomous oscillator, then a new
model is proposed and the collective behaviour of the coupled oscillating cell
population is studied.
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8.1 Introduction to Synchronization
First recognized in 1665 by Christiaan Huygens, synchronization phenomena
are abundant in science, nature, engineering and social life. He discovered
that a couple of pendulum clocks hanging from a common support had syn-
chronized, i.e., their oscillations coincided perfectly and the pendula moved
always in opposite directions: systems as diverse as clocks, singing crick-
ets, cardiac pacemakers, firing neurons and applauding audiences exhibit a
tendency to operate in synchrony. These phenomena are universal and can
be understood within a common framework based on modern nonlinear dy-
namics [110]. Physiological rhythms, for example, are central to life: some
rhythms are mantained throughout life and even a brief interruption leads to
death. The rhythms interact each other and with the external environment:
variation of rhytms outside the normal limits, or appearence of new rhytms
where none existed previously, is associated with a disease, [55].
Synchronization can be defined as an adjustment of dynamics of the indi-
vidual oscillators due to their interaction which eventually converge to the
same trajectory. Synchronization of oscillators is considered a spontaneous
and collective phenomen arising from nearly identical autonomous oscilla-
tors coupled to each other. Beside what is called “synchronization”, another
process is considered called “entrainment”, in which an external signal stimu-
lates “disconnected units” leading them to a common behaviour: in this case,
neither coupling between the different components nor autonomous oscilla-
162
tors are necessary. In the case of synchronization, oscillators starting from
different phases converge to the same trajectory depending on the intrinsic
properties of the oscillators considered and on the coupling features, such
as topology, coupling strength and mode (by diffusive effects or large/short
range of action). In the case of Huygens’ pendulum clocks, each pendulum
is an oscillator that can modify the behaviour of the other one thanks to the
information of its movement transmitted by the beam (their communication
channel). As a consequence, in order to develop an analysis on the synchro-
nization features of our system, a model for the autonomous oscillator is
necessary as the wiring between the other oscillating cells too.
8.2 A review of dynamical models of the Hes
oscillator
The Hes1 transcription factor is expressed at cyclic intervals in specific tis-
sues and cell types, as described in Chapter 6, Section 6.3. Several models
have been proposed in literature to describe the autonomous mechanism
of the “Hes1 oscillator”: most of these models use the Delayed Differential
Equations formalism ( [80], [95], [65]), other are based on Stochastic models
( [15], [31], [148]) or by Ordinary Differential Equations [64], [56]. The most
common model found in literature is the one described in [80]: the mechanism
of her1/her7 oscillator gene (member of the Hes family of TFs) during the
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zebrafish segmentation process is described by a system of two DDEs (one
for the mRNA and the other for the protein):
dx1
dt
=
k
1 + x2
2(t−τ)
p02
− cx1 (8.1)
dx2
dt
= ax1(t− Tp)− bx2. (8.2)
x1 and x2 represents the mRNA and the protein concentrations respec-
tively: the x1 transcription rate is given by a decreasing function of the pro-
tein with a delay equal to τ . This term represents the inhibiting action of
the protein on the mRNA transcription and a linear degradation term. The
x2 protein translation rate is proportional to the mRNA concentration with
a delay Tp and to a linear degradation term. In [80], also a numerical study
is proposed on the role of Notch-Delta in the somite formation in Zebrafish:
specifically, a single her1 gene oscillator described by Eqs. 8.1 and 8.2 is
shown to synchronize across cells via the Notch-Delta pathway. Notch is sup-
posed to be proportional to the quantity of Delta in the other cell, thus
contributing to the production of her1 gene.
The model described by 8.1 and 8.2 was also used in [65] to show that
Hes7 is crucial for the somitogenesis organization also in mouse. The authors
show that oscillations with a period of 120 minutes compatible with what has
been observed in mouse, can be generated by setting a delay τ = 37 minutes.
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Note that the period of oscillations in mouse is of 120 minutes, longer then
in Zebrafish, where the period is 20 minutes.
Another model of autonomous oscillation of Hes1 is described in [64], this
time using the ODE formalism:
dx
dt
= −Axz +By − Cx (8.3)
dy
dt
= −Dy + E
1 + x2
(8.4)
dz
dt
= −Axz + F
1 + x2
−Gz, (8.5)
where x is the protein concentration, y is the mRNA concentration and
z is a Hes-interacting factor. In this model, the oscillations are due to the
presence of an external factor z: when the equation corresponding to z is
removed, the system is not able to sustain oscillations.
A more complex model of Hes1 was presented in [94]: here, the Hes1
oscillator is modeled using a system of 5 DDEs which takes into account also
the nucleo-cytoplasmic transport, Hes dimerisation, and differential stability
of Hes monomers and dimers. The authors show that extending the model by
incorporating periodic forcing of the Hes1 circuit by cyclic phosphorylation
of the protein Stat3, time delays and differential stability act synergistically
to generate large amplitude oscillatory solutions that match.
Another mathematical model in which Notch-Delta pathway is involved
is reported in [103], where somite segmentation clock is investigated. Sim-
ulations were performed using a ODE model of six equations involving the
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Hes7 oscillator, Lunatic Fringe gene (Lfng), Notch and Dll1 as coupling
between cells: authors demonstrated that Notch signaling is responsible for
the synchronization of the autonomous oscillators and that Lfng represses
Notch activity in neighbouring cells by modulating Dll1 function. This work
proposes Lfng as an extra component acting between Hes7 and Dll1, and
interfering with Notch1 as shown in Figure 8.1.
Figure 8.1: Hes 7 network as proposed in [103]. Lunatic Fringe (Lfng) is
considered as intermediate step regulating the intercellular coupling of Hes7
by inhibiting Dll1 function in addition to Notch1 activity.
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8.3 A new model for the Hes1 molecular os-
cillator
In this section I derived a simple deterministic mathematical model for the
Hes molecular oscillator in mouse depicted in Figure 8.2. I first reduced the
DDE model described in Eqs. 8.1 and 8.2, to a monodimensional model,
described by 8.6) and I then transformed this model to a system of ODEs
described by Eqs. 8.7-8.9, so that the explicit time delay can be removed
from the equations.
The three dimensional model I derived belongs to the class of Goodwin
oscillators [86].
Figure 8.2: Internal autonomous oscillator as in [86]. The delayed neg-
ative feedback loop is proposed as the core mechanism leading to the Hes
gene oscillations.
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8.3.1 A DDE monodimensional model
I considered a simple, reduced model based on one delayed differential equa-
tion with the unique delay on the negative feedback loop of Hes1 on itself.
The obtained model is described by the following equation:
dx1
dt
=
k
1 + x1
2(t−τ)
p02
− cx1. (8.6)
I simplified the usual model (Eqs. 8.1-8.2) by considering a single equation
for the Hes1 mRNA and protein. Choosing τ = 55 minutes I could obtain
the experimentally observed period of 120 minutes.
In Figs. 8.3, 8.4, 8.5, I performed a series of bifurcation analyses describ-
ing the changes in the amplitude of the oscillation for different sets of the
parameters. Figures 8.6, 8.7, 8.8 show the bifurcation analyses related to the
period of oscillations.
8.3.2 A Goodwin oscillator model
It is known from literature that a delayed autoregulatory negative feedback
is the most simple case of an oscillating system [114], [101]: this is known
as the Goodwin oscillator [57]. This kind of system has been modeled either
with one or more delayed equations (as in the case of the Hes7 model in [80])
or by removing the dependence on the explicit time delay, by considering a
three dimensional ODE system of the following two kinds:
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Figure 8.3: Bifurcation analysis for the mono-dimensional DDE
model of Hes1, with respect to the parameter k. Parameter k rep-
resents the maximal transcription rate for the mRNA repression: the higher
is the value, the wider are the amplitude of the oscillator.
(A) a simple model with an high level of cooperativity between the repressor
and the responding promoter;
(B) a model with a low cooperativity but with a nonlinear term for the
degradation.
Here, the three equations represent the Hes1 mRNA and the Hes1 protein
in the unfolded and folded form.
The simplest form of type (A) model is described by the following equa-
tions:
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Figure 8.4: Bifurcation analysis for the mono-dimensional DDE
model of Hes1, with respect to the parameter p0. Parameter p0 rep-
resents the strength of the inhibition of the protein (x3) on the mRNA (x1):
oscillations are lost for very high values of p0.
dx1
dt
= bH
(
α + (1− α) p0
n
p0n + x3n
)
− d1x1 (8.7)
dx2
dt
= v1x1 − (d2 +Kf )x2 (8.8)
dx3
dt
= Kfx2 − d2x3 (8.9)
where
• x1, x2, x3 are respectively the mRNA, unfolded protein, folded protein
concentrations,
• parameter α represents the leakiness of the promoter,
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Figure 8.5: Bifurcation analysis for the mono-dimensional DDE
model of Hes1, with respect to the parameter c. Parameter c repre-
sents the degradation rate of the mRNA: an oscillatory behaviour is observed
for the system for low values of degradation.
• d1 and d2 the degradation rates,
• Kf the folding rate for the protein,
• bH and v1 the maximal transcription rates for the mRNA and the pro-
tein,
• p0 and n the coefficients of the Hill autorepressing function of Hes1.
The model can present oscillations if n > 8.
For the type (B), the equations are:
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Figure 8.6: Period analysis for the mono-dimensional DDE model of
Hes1, with respect to the parameter k. Parameter k does not affect the
period of the oscillation.
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Figure 8.7: Period analysis for the mono-dimensional DDE model of
Hes1, with respect to the parameter p0. Decreasing the parameter, the
period decreases too.
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Figure 8.8: Period analysis for the mono-dimensional DDE model of
Hes1, with respect to the parameter c. Decreasing the parameter, the
period decreases too.
dx1
dt
= τ
(
bH
(
α + (1− α) kp0
2
p02 + x32
)
− dHx1
)
(8.10)
dx2
dt
= τ (v1x1 − (d2 +Kf )x2) (8.11)
dx3
dt
= τ
(
Kfx2 − d2
(
x3
Kp + x3
))
(8.12)
where x1, x2, x3 represent respectively the Hes1 mRNA, the unfolded and
folded form of the protein; the parameters are the same as model (A), with τ
a time rescaling constant and K is the Hill constant for the nonlinear degra-
dation: this Hill function with exponent equal to 1 is sufficient to generate
oscillations.
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Since the high rate of cooperativity, represented by coefficient n, necessary
to reach a sustained oscillation for the model (A) is a very strong hypothesis
to accept biologically, I preferred to use model (B) with a nonlinear protein
degration rate. Thus, with the parameters reported in Table 8.3.2, model (B)
presents stable oscillations (Figure 8.9). The adimensional constant τ can be
used to change the time scale and hence the period of the oscillations. When
τ = 0.037 the model presents a 120 minutes oscillation period; as during
mouse somitogenesis, with τ = 0.055 the new period is 90 min as in chick
somitogenesis, while with τ = 0.15 the period becomes 30 min as in zebrafish
somitogenesis.
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Figure 8.9: Simulation for the three-dimensional model of Hes1. Blue
line for the mRNA oscillations; green line for the unfolded protein oscillation;
red line for the folded protein oscillations.
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Parameter Value Meaning
k 33 maximal transcription rate
τ 37 delay of Hes1 inhibition
p0 0.1 Hill constant for mRNA transcription pf Hes1
α 0.5
partition term between NICD
and Hes1 protein effect on Hes1 mRNA
bH 1 maximal transcription rate for Hes1 promoter
v1 1 maximal transcription rate for Hes1 unfolded protein
Kp 0.01 constant Hill for Hes1 protein nonlinear degradation
dH 1 degradation rate for Hes1 mRNA
d2 1 degradation rate for Hes1 protein
Kf 0.135 protein folding rate
Table 8.1: Table of parameters for the Goodwin oscillator
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In Figs. 8.10, 8.11, 8.12 I perform a bifurcation analyses illustrating the
change in amplitude of the oscillations for different sets of parameters. In
Figs. 8.13, 8.14, 8.15 bifurcation plots related to the period of the oscillations
are shown.
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Figure 8.10: Bifurcation analysis for the three-dimensional model of
Hes1, with respect to the parameter k. Parameter k represents the
maximal transcription rate for the mRNA repression: the higher is the value,
the wider are the amplitude.
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Figure 8.11: Bifurcation analysis for the three-dimensional model of
Hes1, with respect to the parameter p0. Parameter p0 represents the
Hill constant for the repression of the protein on the mRNA.
8.4 An ODE model of the Notch-Delta-Hes
pathway
In what follows, I describe the derivation of a model of the Hes molecular
oscillator interacting with the Notch-Delta pathway. In order to do this, I used
the LI and LIMI models described in Chapter 7, Eqs. 7.12-7.14, substituting
the simple “reporter” with the “repressor” which represents a generic gene
of the Hes/Her family and it is responsible of the delayed negative feedback
loop inducing oscillations. The LI and LIMI models become the LI-Repressor
and LIMI-Repressor systems (LIR and LIMIR), as shown in Figs. 8.16.
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Figure 8.12: Bifurcation analysis for the three-dimensional model of
Hes1, with respect to the parameter Kp. Parameter Kp represents the
Hill constant for the nonlinear degradation term for the protein: the lower is
the value, the wider are the amplitude.
The LIR model is described by the following system of ODEs:
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Figure 8.13: Period analysis for the three-dimensional model of Hes1,
with respect to the parameter k. The period increases with parameter
k.
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Figure 8.14: Period analysis for the three-dimensional model of Hes1,
with respect to the parameter p0. The period increases with significative
values of parameter p0.
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Figure 8.15: Period analysis for the three-dimensional model of Hes1,
with respect to the parameter Kp. The period decreases when parameter
Kp increases.
dN
dt
= τ(bN − dNN − DextN
Kt
) (8.13)
dD
dt
= τ(bD
1
1 + pf 2
− dDD − NextD
Kt
) (8.14)
dR
dt
= τ(bR
(
(NDext)
n
KRS + (NDext)n
)(
α + (1− α) kp0
2
p02 + pf
2
)
− dRR) (8.15)
dp
dt
= τ(bpR− (dp +Kf )p) (8.16)
dpf
dt
= τ
(
Kfp− df pf
Kp + pf
)
. (8.17)
(8.18)
The LIMIR is described by the following system of ODE:
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Figure 8.16: LIR and LIMIR models. (A) Lateral Inhibition Repressor
model (LIR) and (B) Lateral Inhibition Mutual Inactivation Repressor model
(LIMIR).
dN
dt
= τ(bN − dNN − DextN
Kt
− ND
Kc
) (8.19)
dD
dt
= τ(bD
1
1 + pf 2
− ND
Kc
− dDD − NextD
Kt
) (8.20)
dR
dt
= τ(bR
(
(NDext)
n
KRS + (NDext)n
)(
α + (1− α) kp0
2
p02 + pf
2
)
− dRR) (8.21)
dp
dt
= τ(bpR− (dp +Kf )p) (8.22)
dpf
dt
= τ
(
Kfp− df pf
Kp + pf
)
. (8.23)
(8.24)
The LIR and LIMIR models consist of 5 ODEs, two for free Notch and
Delta on the membrane and the other three describing the core mechanism
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of the repressor component with the Goodwin model formulated in Section
8.3.2. The two models differ for the term −ND
Kc
, indicating the cis-inactivation
between Notch and Delta hyphotised in [131]. The parameter τ is useful
to modify the period of the oscillator, thus the model can be adapted to
different situations. Parameters values are reported in Table 8.4: two different
cooperativity rates are considered between Notch and the repressor promoter
(n = 1 and n = 3).
In Figs. 8.17 and 8.18 the behaviour of LIR and LIMIR models open
loop with n = 1 is reported. As expected, for the LIR system, Notch is
at a constant level, while the repressor’s oscillation leads to an oscillatory
behaviour of the ligand Delta too; on the contrary, Notch is seen to oscillate
in the LIMIR model since its oscillation is guided by the mutual inactivation
term. For the LIR system a simple analytical analysis can be perfomed, as
in the following.
The adimensionalized models for LIR and LIMIR can be obtained by
setting N = N
N0
,D = D
D0
,R = R
R0
, t = γRt, where N0 = D0 = γkt and
R0 = kDR. If one considers a set of N coupled cells, the adimensionalised
LIR model becomes:
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Figure 8.17: Oscillations in a single cell LIR system. Numerical simu-
lation to discover the dynamical behaviour of the LIR system with n = 1.
dNi
dt
= τ(bN −Ni −
∑
j=]i[
DjNi) (8.25)
dDi
dt
= τ(bD
1
1 + p2i2
−
∑
j=]i[
NjDi −Di) (8.26)
dRi
dt
= τ(bR
(
(Ni
∑
j=]i[ Dj)
n
KRS + (Ni
∑
j=]i[ Dj)
n
)(
α + (1− α) kp0
2
p02 + p2i
2
)
− Ri) (8.27)
dp1i
dt
= τ(bpRi − (1 +Kf )p1i) (8.28)
dp2i
dt
= τ
(
Kfp1i − p2i
Kp + p2i
)
; (8.29)
(8.30)
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Figure 8.18: Oscillations in a single cell LIMIR system. Numerical
simulation to discover the dynamical behaviour of the LIMIR system with
n = 1.
whereas the adimensional LIMIR model is
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dNi
dt
= τ(bN −Ni −
∑
j=]i[
DjNi −NiDi) (8.31)
dDi
dt
= τ(bD
1
1 + p2i2
−
∑
j=]i[
NjDi −Di −NiDi) (8.32)
dRi
dt
= τ(bH + bR
(
(Ni
∑
j=]i[ Dj)
n
KRS + (Ni
∑
j=]i[ Dj)
n
)(
α + (1− α) kp0
2
p02 + p2i
2
)
− Ri) (8.33)
dp1i
dt
= τ(bpRi − (1 +Kf )p1i) (8.34)
dp2i
dt
= τ
(
Kfp1i − p2i
Kp + p2i
)
. (8.35)
(8.36)
8.5 Analytical study of the LIR and LIMIR
models
To proceed with an analytical study of these models, I first reduced both
models to only two equations corresponding to Notch and Delta by replacing
the oscillator equations with an explicit periodic forcing function, obtaining
for the LIR model the following equations:
dNi
dt
= bN −Ni − 
∑
j=]i[
DjNi (8.37)
dDi
dt
= bDf(t,
∑
j=]i[
DjNi)− 
∑
j=]i[
NjDi −Di. (8.38)
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Parameter Value Meaning
k 33 maximal transcription rate
τ 37 delay of Hes1 inhibition
p0 0.1 Hill constant for mRNA transcription pf Hes1
α 0.5
partition term between NICD and
Hes1 protein effect on Hes1 mRNA
bH 0 leackiness for Hes1 promoter
bp 24300 maximal transcription rate for the reporter gene
KRS 300000 Hill constant for Notch action on Hes1
bN 40 constant production for Notch
bD 40 maximal transcription rate for Delta ligand
dD 0.1 degradation of Delta ligand
Kp 0.01 constant Hill for Delta
Kf 0.135 protein folding rate
Table 8.2: Table of parameters for the three proposed models
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The LIMIR model can be obtained by adding the term −NiDi
Kc
to Eqs.
8.37 and 8.38. The function f is periodic and depends on the term NiDj.
8.5.1 The decoupled system  = 0
Let us consider for it only the single cell system (i.e. no coupling, which
implies  = 0). In this case, Eqs. 8.37 and 8.38 become:
dN
dt
= bN −N (8.39)
dD
dt
= bD cos(ωt)−D. (8.40)
The analytical solution is easy to obtain:
N(t) = bN − (bN −N0)e−t (8.41)
D(t) =
(
D0 − bD
1 + ω2
)
e−t +
bD(cos(ωt) + ω sin(ωt))
1 + ω2
. (8.42)
So the term D(t) is always an oscillating function with a transient phase
given by the exponential term.
When t→ +∞, D(t) can be approximated with the term bD
1+ω2
[cos(ωt) +
ω sin(ωt)]. This term can be rewritten as α cos(ωt− β). This implies
α cos β =
bD
1 + ω2
α sin β =
bDω
1 + ω2
and then
tan β =
1
ω
and α =
bD√
1 + ω2
.
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8.5.2 Single cell with an external constant input ( =
const.)
Now we model the case of a single cell with an external constant input :
dN
dt
= bN −N −  (8.43)
dD
dt
= bD cos(ωt+

K + 
)−D. (8.44)
As before, the equations are decoupled and the analytical solution is easy
to obtain:
N(t) = bN − + (N0 − bN + )e−t (8.45)
D(t) =
(
D0 − bD
1 + ω2
− bD 
K + 
)
e−t
+
bD(cos(ωt) + ω sin(ωt))
1 + ω2
+ bD

K + 
. (8.46)
The general behaviour of the system is the same as before: in particular,
the model structure can be reduced to the previous case as shown in the
following:
N = N +  (8.47)
D = D − bD
K + 
; (8.48)
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so the equations become as in the previous case:
dN
dt
= bN −N (8.49)
dD
dt
= bD cos(ωt)−D. (8.50)
8.5.3 Single cell with an external time-varying input
( = (t).)
In the case of a single cell with an external input  = (t), the equations to
be considered are:
dN
dt
= bN −N − (t) (8.51)
dD
dt
= bD cos(ωt+
(t)
K + (t)
)−D. (8.52)
The analytical solution is:
N(t) = bN − e−t
∫
et(t)dt+ (N0 − bN +
∫
(t)dt)e−t (8.53)
D(t) = Ce−t + bDe−t
∫
et cos(ωt)(t)
K + (t)
dt+ bDe
−t
∫
et(t)
K + (t)
dt
+ KbDe
−t
∫
et cos(ωt)
K + (t)
dt, (8.54)
where C is a constant obtained by setting D(0) = D0. It is now possible to
study the response of the oscillator to a constant, periodic or oscillating input.
Due to the complexity of the analytical form and in order to obtain explicit
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analytical results, I considered as a starting point the following model, in
which the influence of the external stimulus has been simplified:
dN
dt
= bN −N − (t) (8.55)
dD
dt
= bD cos(ωt+ (t))−D. (8.56)
The solution for this model now becomes:
N(t) = bN − e−t
∫
et(t)dt+ (N0 − bN +
∫
(t)dt)e−t (8.57)
D(t) = Ce−t + bDe−t
∫
et(t)dt+
bD
1 + ω2
[cos(ωt) + ω sin(ωt)],(8.58)
where
C = D0 − bD
1 + ω2
− bD
[∫
et(t)dt
]
t=0
.
8.5.4 The case (t) = sin(ωt)
When (t) = sin(ωt), the equation for N(t) its the same as in 8.37, while
D(t) becomes:
dD
dt
= bD(cos(ωt) + sin(ωt)) (8.59)
so the analytical solution becomes:
D(t) = Ce−t +
bD
1 + ω2
[(sinωt+ cosωt) + ω(sinωt− cosωt)]. (8.60)
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Otherwise, the equation can be rewritten as
dD
dt
= bD(cos(ωt) + sin(ωt)) (8.61)
= bD(α cos(ωt− β))−D (8.62)
8.5.5 The case (t) = A cos(ωt) +B sin(ωt)
Let us assume that our oscillator is perturbed by a generic signal (t) =
A cos(ωt) +B sin(ωt), hence the equation D becomes:
dD
dt
= bD(cos(ωt) + (A cos(ωt) +B sin(ωt)))−D (8.63)
= bD((1 + A) cos(ωt) +B sin(ωt))−D (8.64)
This form of the external input can be rewritten as
(t) = α cos(ωt− β) (8.65)
where, α =
√
((1 + A)2 +B2) and tan(β) = B
1+A
.
The equation becomes:
dD
dt
= bD(
√
((1 + A)2 +B2) cos
(
ωt− arctan B
1 + A
)
)−D. (8.66)
So, solving this kind of problem means solve the problem with the same os-
cillator with a different amplitude in oscillation and phase shift of arctan B
1+A
.
The analytical solution is
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D(t) = Ce−t+
bD
1 + ω2
√
(ω + Aω +B)2 + (1 + A−Bω)2 cos(ωt−arctan ω + Aω +B
1 + A−Bω ).
(8.67)
In conclusion, when perturbed by an harmonic oscillation, the resulting os-
cillation is always shifted and modified in amplitude.
8.6 Analytical study on the LIR and LIMIR
models for the N cell scenario
After considering the case of the single cell, I analysed the same model this
time extended to the N cells using methods from the perturbation theory.
Let us assume that our coupling term is  << 1, we can study the asymp-
totic behaviour of the system (Eqs. 8.37 and 8.38) starting from the synchro-
neous solution by adding a “small” perturbation term, in order to obtain the
approximate solution.
The synchroneous solution is:
dN
dt
= bN −N − ND (8.68)
dD
dt
= bD(cos(ωt) + ND)−D − ND (8.69)
Let us assume that N,D can be rewritten as:
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N = N0 + N +O(
2) (8.70)
D = D0 + D +O(
2), (8.71)
so that:
N˙ + N˙ = bN −N0 − N − N0D0 (8.72)
D˙ + D˙ = bD(cos(ωt) + N0D0)−D0 − D − N0D0 (8.73)
Solving this system, the analytical solution becomes:
N(t) = bN − C1e−t + C3e−t − e−t[ t√
1 + ω2
(C2bN
√
1 + ω2
− C1bD cos(ωt− arctan 1
ω
)) + C1C2e
−t
+
bDbNe
t
√
1 + ω2
cos(arctan
1
ω
− ωt)] (8.74)
D(t) = C2e
−t +
bD√
1 + ω2
cos(ωt− arctan 1
ω
)
+ C4e
−t +
(bD − 1)e−2t√
1 + ω2
[
C1C2√
1 + ω2
+ bDbNe
−2t cos(ωt− arctan 1
ω
) +
C2bN te
t
√
1 + ω2
− C1bDtet cos(ωt− arctan 1
ω
)]. (8.75)
Thus a synchroneous oscillatory behaviour is possible also with a weak
coupling.
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8.6.1 A numerical analysis of the LIR and LIMIR mod-
els for the N cells scenario
Let us consider the equations for the LI model for the “i-cell” derived in
Section 8.4 which I report again for clarity:
dNi
dt
= τ(bN −Ni −
∑
j=]i[
DjNi) (8.76)
dDi
dt
= τ(bD
1
1 + p2i2
−
∑
j=]i[
NjDi −Di) (8.77)
dRi
dt
= τ(bR
(
(Ni
∑
j=]i[ Dj)
n
KRS + (Ni
∑
j=]i[ Dj)
n
)(
α + (1− α) kp0
2
p02 + p2i
2
)
− Ri) (8.78)
dp1i
dt
= τ(bpRi − (1 +Kf )p1i) (8.79)
dp2i
dt
= τ
(
Kfp1i − p2i
Kp + p2i
)
. (8.80)
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and similarly for the equations for the LIMI model:
dNi
dt
= τ(bN −Ni −
∑
j=]i[
DjNi −NiDi) (8.81)
dDi
dt
= τ(bD
1
1 + p2i2
−
∑
j=]i[
NjDi −Di −NiDi) (8.82)
dRi
dt
= τ(bR
(
(Ni
∑
j=]i[ Dj)
n
KRS + (Ni
∑
j=]i[ Dj)
n
)(
α + (1− α) kp0
2
p02 + p2i
2
)
− Ri) (8.83)
dp1i
dt
= τ(bpRi − (1 +Kf )p1i) (8.84)
dp2i
dt
= τ
(
Kfp1i − p2i
Kp + p2i
)
. (8.85)
(8.86)
with symbol ]i[, I indicate the set of the indexes defining the six cells
neighbouring of the cell i in the hexagonal lattice in Figure 7.10. All the
components of the system have the same meaning of the system for one cell
with the extra of the contribution of the other cells (the sum), thus obtaining
a system of 5×N equations.
In order to numerically study the behaviour of a network composed by N
cells, I considered methods similar to those developed for patterning in Chap-
ter 7: the collective behaviour of the population of coupled oscillators can be
simulated using the connectivity matrix and periodic boundary conditions
to simulate a tissue of cells each one interacting with six neighbouring cells.
Differently from patterning, now over time the tissue does not approach a
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static configuration, but a common solution, in the case of synchronization, or
present other dynamical behaviours depending on the choice of parameters.
In order to obtain a plot of the region of parameters in which synchroniza-
tion can occur, I performed an analysis on the Master Stability Function as
in [108], [1].
The Master Stability Function (MSF) is an useful instrument able to
detect the convergence of a network of oscillators to a stable limit cycle. The
attractive state is the synchroneus state where all the cells are equal, thus
presenting the same states over time. Starting from
dx
dt
= F (x)
as the equation of the network where each x represents the dynamical variable
describing the single cell, the synchroneous state is
s = x1 = x2 = ... = xN ;
thus, it is possible to compute the largest Lyapunov exponent from the Ja-
cobian obtaining the Maximum Stability Function of the system.
Only when MSF is negative, the oscillators will synchronize. In this way,
I obtained a parameters’ region where synchronization can occur as shown
in Figures 8.19 and 8.20. Figure 8.20 shows the absolute values of the MSF
while, in Figure 8.19, I rescaled the values in order to more easily compare the
results for LIR and LIMIR models. In both models, when n = 1 the region of
synchronization is larger with respect to the case n = 3. Figures 8.21 and 8.22
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illustrate two representative simulations of the LIR model for an hexagonal
lattice of 9 cells. Figure 8.21 shows the numerical solution for the variable
Ni for all the 9 cells, when bN and bD are chosen in the synchronisation
region. It can be observed that each oscillator start from a different initial
condition but reach the same oscillatory solution (synchronization case), as
expected. Figure 8.22 shows the numerical solution when bD and bN are
chosen outside of the synchronization region. In this case, cells are not able
to reach a common behaviour (no-synchronization case), as expected.
In order to better appreciate the different behaviours in the case of a non-
synchronized behaviour, I show representative simulations for the LIR model
for a lattice of 12× 12 cells with paramters bD and bN have value outside the
synchronization parameter region, as reported in Figs. 8.23, 8.24, 8.24, 8.25
and 8.26.
In the case of the LIMIR model, similar behaviours can be obtained,
as reported in Figures 8.28, 8.30, 8.30 for n = 1 and 8.31, 8.32, 8.33 for
n = 3.
In conclusion, we can compare the uniform/patterning zone for LI/LIMI
models 7.11, with the synchronization/unsynchronization region for LIR/LIMIR
models 8.19, thus observing that parameters in which synchronization of cells
can occur are not the same in which patterning can occur.
Comparing results from the Maximum Lyapnov Exponent in the case of
a non-oscillatory gene (Figure 7.11) and the Maximum Stability Function in
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Figure 8.19: Master Stability Function. MSF rescaled to the interval
[−0.1, 0.1] for (a) LIR with n = 1 (b) LIMIR with n = 1 (c) LIR with
n = 3 (d) LIMIR n = 3.
the case of an oscillatory gene (Figure 8.19), it is possible to see that the syn-
chronization region in the MSF does not overlap with the patterning region
in the MLE plot. This implies that when the expression of the oscillatory
genes is synchronized, the system cannot approach a pattern when the neg-
ative feedback is silenced: synchronization of oscillators implies an uniform
steady state configuration when the feedback stops.
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Figure 8.20: Master Stability Function. MSF absolute values for (a) LIR
with n = 1 (b) LIMIR with n = 1 (c) LIR with n = 3 (d) LIMIR n = 3.
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Figure 8.21: Synchronized cells. Simulated network of 3× 3 cells starting
from different initial conditions and synchronizing. Above inlets are illustra-
tive for the network dynamics: each cell is represented by a square and can
communicate with 6 neighbouring cells, each one reaching different levels of
expression first and then the same.
Time [min]
Figure 8.22: Unsynchronized cells. Simulated network of 3×3 cells starting
from different initial conditions and continuing to express at random different
levels. Above inlets are illustrative for the network dynamics: each cell is
represented by a square and can communicate with 6 neighbouring cells,
each one reaching different levels of expression.
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Figure 8.23: Simulation for LIR. Expression in time for a LIR system in
which n = 1 and bD and bN are 100 and 10. (Blue = Notch, Red = Dll,
Green = mRNA reporter, Magenta = unfolded protein reporter, Black =
folded protein reporter)
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Figure 8.24: Simulation for LIR. Expression in time for a LIR system in
which n = 3 and bD and bN are 100 and 10. (Blue = Notch, Red = Dll,
Green = mRNA reporter, Magenta = unfolded protein reporter, Black =
folded protein reporter)
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Figure 8.25: Simulation for LIR. Expression in time for a LIR system in
which n = 1 and bD and bN are 130 and 430, MLE = 0.14. (Blue = Notch,
Red = Dll, Green = mRNA reporter, Magenta = unfolded protein reporter,
Black = folded protein reporter)
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Figure 8.26: Simulation for LIR. Expression in time for a LIR system in
which n = 3 and bD and bN are 20 and 45, MLE = 2.9. (Blue = Notch,
Red = Dll, Green = mRNA reporter, Magenta = unfolded protein reporter,
Black = folded protein reporter)
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Figure 8.27: Simulation for LIMIR. Expression in time for a LIMIR system
in which n = 1 and bD and bN are 100 and 10. (Blue = Notch, Red = Dll,
Green = mRNA reporter, Magenta = unfolded protein reporter, Black =
folded protein reporter)
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Figure 8.28: Simulation for LIMIR. Expression in time for a LIMIR system
in which n = 1 and bD and bN are 50 and 50, MLE = −0.048. (Blue = Notch,
Red = Dll, Green = mRNA reporter, Magenta = unfolded protein reporter,
Black = folded protein reporter)
206
0 5 10 15 20 25
0
20
40
60
80
100
120
140
LIMI n=1 (200,50)
time [min]
g
e
n
e
 e
x
p
re
ss
io
n
Figure 8.29: Simulation for LIMIR. Expression in time for a LIMIR system
in which n = 1 and bD and bN are 200 and 50, MLE = −0.0234. (Blue =
Notch, Red = Dll, Green = mRNA reporter, Magenta = unfolded protein
reporter, Black = folded protein reporter)
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Figure 8.30: Simulation for LIMIR. Expression in time for a LIMIR system
in which n = 1 and bD and bN are 200 and 200, MLE = 0.1439. (Blue =
Notch, Red = Dll, Green = mRNA reporter, Magenta = unfolded protein
reporter, Black = folded protein reporter)
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Figure 8.31: Simulation for LIMIR. Expression in time for a LIMIR system
in which n = 3 and bD and bN are 350 and 480, MLE = 6.89. (Blue = Notch,
Red = Dll, Green = mRNA reporter, Magenta = unfolded protein reporter,
Black = folded protein reporter)
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Figure 8.32: Simulation for LIMIR. Expression in time for a LIMIR system
in which n = 3 and bD and bN are 60 and 480, MLE = 4.25. (Blue = Notch,
Red = Dll, Green = mRNA reporter, Magenta = unfolded protein reporter,
Black = folded protein reporter)
210
0 20 40 60 80 100 120
0
50
100
150
200
250
300
350
400
40,70
time [min]
g
e
n
e
 e
x
p
re
ss
io
n
Figure 8.33: Simulation for LIMIR. Expression in time for a LIMIR system
in which n = 3 and bD and bN are 40 and 70, MLE = 1.16. (Blue = Notch,
Red = Dll, Green = mRNA reporter, Magenta = unfolded protein reporter,
Black = folded protein reporter)
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Chapter 9
Modeling Synchronization : the
somite segmentation clock
Here, the model of synchronization as presented in Chapter 8 is adapted to
study a more specific process: somitogenesis. Specifically, the Notch-Delta-
Hes model, derived in Chapter 8, is used to study somite formation during
embryogenesis by simulating the transcriptional wave propagation across the
pre-somitic mesoderm observed during vertebrate embryogenesis.
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9.1 Somitogenesis timing and boundary for-
mation
As explained in Chapter 6, somitogenesis is the process in which somites
form during the embryo elongation. The periodicity of somites is evident in
all vertebrate species and their features have been linked to the activity of the
autonomous oscillations of the Hes gene family in mammalian cells. During
the somites development, the Notch pathway couples the different cells, thus
allowing the synchronization of oscillators. Vertebrae size and number can be
correlated to the period of this oscillation. It has been observed experimen-
tally that, during this phase of embryo development, PSM cells are able to
propagate a periodic, anteriorly traveling wave of cyclic gene expression [12].
The signal of the segmentation clock is so translated into a spatial, periodic
pattern by a complex signalling gradient system within the presomitic meso-
derm (PSM).
The Clock and Wavefront model, as explained in Chapter 6, is the actual
accepted model of somite segmentation. However, recent studies show that
somitogenesis is an oscillator-independent process (see [106], [43]): Notch is
considered to be necessary for the synchronization of the genetic oscillators
and for the positioning of new somites, but somites are seen to form also
in absence of Hes cyclic expression. In this chapter, I provide an alternative
hyphotesis of how a transcriptional wave can travel across the tissue. Specifi-
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cally, I considered the hyphotesis that few cells are responsible for starting the
oscillatory behaviour and this stops at the correct position without requiring
a gradient of some molecule as for the Clock and Wavefront model.
9.2 A new model for the somite segmentation
clock
In the Clock and Wavefront model, the propagation of a wave along the
embryo is considered a process necessary for somite formation: to obtain this
traveling wave, the cells are assumed to be autonomous oscillators. Here, I
will show by simulation that a wave can travel along a stripe when all the
PSM cells are autonomous oscillators, according to the classical model: a
short pulse given to the first “group” of oscillating cells (first column of the
stripe) is able to propagate to the other adiacent cells in an ordered way
(Section 9.3). These propagation and shifting of phase is transient and then
oscillators came back in phase to the synchroneous solution.
However, according to [43], the formation of somites can be considered
as a process independent of the oscillatory behaviour: indeed the authours
demonstrated that isolating a portion of PSM of a quail embryo in a pe-
ripherical zone of it and treating the cells with an antagonist of the bone
morphogenetic protein (BMP), somites can form in grapes without showing
an oscillatory behaviour of the Hes. In Figure 9.1, the experimental setup is
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shown and the grape of resulting somites is indicated.
Figure 9.1: BMP inhibition generates normal somites. From ( [43]).
Experimental design. The PS of a donor quail or GFP-transgenic embryo is
excised; exposed to Noggin (BMP antagonist); and grafted, surrounded by
Noggin-beads, to the periphery of a host chick embryo [(A and B), arrows].
After overnight incubation, a group of somite-like structures arranged as a
bunch of grapes appears [(C and D), arrows]. These structures fluoresce if
the donor is a GFP-transgenic embryo (E). The ectopic structures are real
somites: They express paraxis (F and G) and N-cadherin [green in (H)] and
are surrounded by a Fibronectin matrix [red in (H)].
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The formed somites express all the somite characteristics except for the
characteristic rostro-caudal polarization. Hence, the data suggest that somites
can be thought as self-organizing structures more related to a phenomenon
of “patterning” rather to synchronization regime.
Therefore, it is possible to assume that the traveling wave is responsible
for the correct timing and spacing of somites and of their rostro-caudal polar-
ity, but not of their formation. Thus, I simulated a set of scenarios in which
cells do not exhibit autonomous oscillations. Biologically, this hypothesis im-
plies that cells in the presomitic mesoderm are not able to express cyclically
the Hes gene autonomously but require a group of pacemaker cells to start
and sustain the oscillations. Tha advantage of this modelling approach is
that, in the case the cell can present dampened oscillations when externally
entrained, no gradient is required to stop the wave propagation, differently
from the Clock and Wavefront model, as shown in what follows.
9.3 Oscillating PSM cells scenario
First, I performed a series of numerical simulations to show that, in the regime
of synchronization, it is possible to obtain a transient wave propagation along
a stripe of cells by transiently perturbing one column of cells, at one of the
edges of the stripe. A traveling wave of this kind has been observed during the
somitogenesis process. Indeed, during the elongation of the embryo a wave
of gene expression starting from the tail and directed to the anterior part is
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observed. In order to simulate the stripe of cells, I imposed fixed boundary
conditions so that the only cells receiveing the stimulus are those of the first
column. The stripe considered has a length of 20 cells and an height of 3 as
shown in Figure 9.2. The input given to the first column of three cells is a
pulse applied to all the five state variables of the LIR (or LIMIR) model.
An example of propagation over space and time along the stripe is shown in
Figure 9.2 and Figure 9.3, where it is possible to estimate the effects of the
transient shifting in phase. Of course there are several pulses that can give
rise to this type of propagation, depending on the starting point of the pulse
and its duration.
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Figure 9.2: Propagation of a signal along a stripe, over time. A pulse
(thin blue line) is given to the synchronized system of 20 × 3 cells: after
removing it, a transient shift of the picks leads to a propagation of the signal.
As indicated by arrows, the first column of cells goes up, followed by the
second, the third one and so on.
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Figure 9.3: Propagation along a stripe, in space. Simulation on a 3×15
lattice of cells of a pulse propagation. Cells are modeled as autonomous oscil-
lators and they are able to communicate with the 6 immediately neighbouring
cells. The parameters are chosen to obtain a region of synchronization so that
a pulse given on the boundary conditions on first column of cells is able to
propagate across the tissue. White signal represent a low level of expression,
while black one corresponds to a high level.
Propagation can not be obtained in the case of an unsynchronized state,
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thus being a phenomenon possible only in the case an “ordered system state”
as in the case of synchronization.
9.3.1 Non-oscillating PSM cells scenario
Here, we move to consider the simple case in which PSM cells do not oscillate
except for a small group at the tip of the elongating embryo.
To simulate this kind of situation, I set the parameter α to 1, thus remov-
ing the negative autoregulatory feedback. Mathematically, the cells reach a
steady state and they do not present oscillations, also in the case they are
stimulated. When a short pulse is applied to the first column of cells, this is
the first to react, followed by the second, the third and then all the others.
Effectively, as shown in Figure 9.4 and Figure 9.5, the pulse propagates from
one side to the other with a strong dampening. With the term “propagation”,
I mean the number of stripes that are involved in the signal transmission.
The same happens when increasing Notch and Delta production rates
(moving bD and bN from (40, 40) to (60, 60) ).In Figure 9.6 a simulation
over space and time is presented: the embryo is represented by a rectangle
of dimensions 3 × 29. Each square is a cell and it is able to interact with
the other six neighbouring cells. At time 0 the “tissue” presents an uniform
expression of the reporter gene. When stimulated with a single pulse at the
first column of cells, it reacts, losing this homogeneous expression: at the
beginning, a spatial transient can be observed with the first columns of cells
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Figure 9.4: Simulation over time of a single pulse on a tissue of non
oscillating cells. At time t = 3 a short pulse is applied to the first column of
cells in a stripe: each line corresponds to a single cell but in different positions
along the stripe (columns).
presenting opposite expression; after this phase, a gradient in expression can
be observed for further columns. The final columns are too far to react to
this perturbation. Over time this difference in expression is lost, in line to
what is shown in Figure 9.4.
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Figure 9.5: Simulation in space of a single pulse on a tissue of non
oscillating cells. At time t = 3 a short pulse is given to the first column of
cells in a stripe: each line corresponds to a different time instant.
9.3.2 PSM cells as dampened oscillators
I then considered cells as dampened oscillators, thus not able to oscillate
autonomously but only when perturbed. This is a plausible assumption since
PSM cells cultured in vitro exhibit weak oscillations with great variability
across the single cells [88]. To this end, I set the parameter α to 0.9.
Differently from the case of non-oscillating cells, in which the profile
clearly reveals a dampening of the stimulus across the tissue, in this case
the cells present an oscillatory expression, with their height dampened over
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time. So, a wave effectively propagates across the cells as can be seen from
Figure 9.7. Here, we can distinguish between temporal dampening and spatial
propagation: with “temporal dampening” I mean the oscillation’s amplitude
decay over time, while by “spatial propagation”, I mean how far across the
stripe the wave moves. An increment in bD and bN decreases dampening but
does not affect spatial propagation. For this kind of system, we gave a single
pulse as in the case described in Section 9.3.1. Also in this case, a spatial
transient phase is observed but, for after this, a wave propagation can be
observed, as shown in Figure 9.7. The wave travels with a dampening in
space (so that further cells cannot sense the signal) and over time (so that
the wavefront retrocedes in time). Thus, differently from the case in which
the negative feedback is completely stopped, wave propagation is possible for
a network of dampened oscillatory cells. Moreover, in order to simulate the
action of a group of pacemaker cells, a periodic external pulse can be given
at the tip of the embryo: results are shown in Figure 9.8, where it is possible
to see that wave propagation is always possible and the oscillation can stop
after a fixed number of cells’ column without the action of an external mor-
phogen. This ability of the network to determine autonomously where the
wave have to stop is thus entirely dependent on the properties of the single
cells, as seen comparing the behaviour of the system with that one described
in 9.3.
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9.4 Conclusion
In conclusion, I showed that it is possible to have a wave propagation even
when cells are not autonomous oscillators and that, in this case, no gradient
is needed to stop the wave propagation along the stripe, comparing Figure 9.3
to Figure 9.8. I suggest that this mechanism can be used to modify the “Clock
and Wavefront” model and yield to a new one in which the cells are dampened
clocks. Here, the gradient is not required in order to stop the wave at the
right place, but this is an intrinsic property of the tissue. This mechanism is
analogous to a ball rolling along a plane: without friction, it will never stop,
but adding it to the surface (i.e. dampening the oscillations) the ball can
stop. This traveling wave, provides the timing during the somite formation
and could also contribute to the formation of rostro-caudal polarity [43].
223
Figure 9.6: Propagation along a stripe, in space, of a single pulse
when cells are non-oscillating cells. Simulation on a 3 × 29 lattice of
cells of a wave propagation. Cells are modeled at the stable steady state and
they are able to communicate with the 6 immediately neighbouring cells.
White signal represent a low level of expression, while black one corresponds
to a high level. Starting from a uniform distribution, the cells sense the signal
one column at time with a strong dampening effect.
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Figure 9.7: Propagation along a stripe, in space, when cells are damped
oscillators. Simulation on a 3 × 40 lattice of cells of a pulse propagation. Cells
are modeled as dampened oscillators at the steady state. A pulse given on the
first column of cells is able to propagate across the tissue. White signal represent
a low level of expression, while black one corresponds to a high level. Starting
from a uniform distribution, the cells are able to oscillate: after a spatial transient
of some columns, in which cells oscillate in antiphase, the propagation occurs
along the stripe until the signal stops when too far from its source. Over time the
“wavefront” retrocedes up to the first lines, determing at every time the position
for a new couple of somites. 225
Figure 9.8: Propagation along a stripe, in space, when cells are periodi-
cally entrained dampened oscillators. Simulation on a 3× 30 lattice of cells
entrained by an external periodic input. Cells are modeled as dampened oscillators,
initially at the steady state and they are able to communicate with the 6 imme-
diately neighbouring cells. White signal represent a low level of expression, while
black one corresponds to a high level. Starting from an uniform distribution, the
cells are able to oscillate in a sustained manner and to propagate the signal coming
from the external input. This signal is dampened over space, thus determining the
possible wavefront where the oscillations can stop.
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Chapter 10
Conclusion
In this Thesis, modeling and analysis of synthetic networks and endogenous
systems have been discussed at single cell and tissue level. After an overview
on the tecniques used to mathematically describe biological systems, the
comparison between different network topologies is perfomed: the circuits
considered are synthetic in order to exactly know what are the interacting
components. These networks have been integrated in a mammalian cell line.
Beside the role of the different feedbacks involved, also the role of biological
parts such as the microRNA in biological systems has been investigated. All
these analyses are reported in Chapters 3, 4, 5.
Then, after the analysis of synthetic circuits, this thesis considered en-
dogeneous systems. Moreover, starting from the analyses obtained in the
previous chapters, in Chapter 9 a simulation and a new simple mechanism
is provided to simulate and explain a developmental process common to all
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vertebrates: somite segmentation. Somites are supposed to be self-organizing
structures independent of the oscillating activity of Notch-Delta genes. I pro-
posed a model which is able to reproduce the behaviour and the main features
of traveling transcriptional wave observed in vivo, without the further com-
plication of an external morphogen.
228
Chapter 11
Appendix A
Materials and Methods for construction and
treatment of the PFL
Experimental procedure: determination of d2EYFP half-
life
To evaluate d2EYFP degradation rate, 500 stably integrated CHO tetOFF
cells were plated in chamber slide (lab-Tek) and, after cell adhesion, Cyclo-
heximide (Sigma, stock dilution 10 mg/ml in sterile water) was added to
the medium to a final concentration of 10µg/mL, 50µg/mL, 100µg/mL or
500 500µg/mL. Temperature was maintained at 32 ◦C. Image acquisition and
analysis was performed as described above. The experimental data were fitted
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into an exponential curve using the curve fitting tool (cftool) from Matlab
2010b, and the degradation coefficient d3 was used to obtain the half-life (τ)
of the d2EYFP protein: τ=log(2)/ d3
Methods for the PNFL costruction and analy-
sis
Switch-OFF and switch-ON experiments
PFL7 and PNFL 7.2 cells were plated in a 12-well culture plate in order
to obtain 400,000 cells per well, and then treated (or mock-treated) with 1
µg/ml Doxycycline. Fluorescence was measured by Fluorescence-Activated
Cell Sorting (FACS) analysis at 0, 6, 12, 24, 48 and 72 hrs after treatment.
The Doxycycline-containing medium was replaced 48 hrs after treatment. For
the switch-ON experiments, PFL7 and PNFL 7.2 cells were pre-treated with
1 µg/ml Doxycycline for 72 hrs and then plated as described above, either in
medium containing Doxycycline or not (control). Fluorescence was measured
by FACS at 0, 24, 48, 72 and 96 hrs after treatment. For both switch-OFF
and switch-ON experiments, each FACS measurement was made on a sample
of 20.000 events in duplicate.
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Microfluidics and Microscopy
We used the microfluidic device for mammalian cell culture described in [76].
Before cell loading, the channels in the device were coated with 100 µg/ml
fibronectin for 1 hour at room temperature. After coating, the fibronectin
solution was removed using a vacuum manifold, and a high density cell sus-
pension (107 cells/ml) was loaded in the dedicated inlet. PFL and PNFL cells
were loaded into the cell traps at a seeding density of 10 to 20 cells per trap,
and the device was placed in a cell culture incubator to allow attachment
of cells. The device was then placed under a Nikon Eclipse TI-E inverted
epifluorescence microscope, equipped with an incubation chamber (H201-OP
R2, Okolab). The two syringes connected to the inlets were filled with un-
treated medium, or medium containing 1 µg/ml doxycycline. Sulforhodamine
101 (Sigma-Aldrich, Germany), a fluorescent dye, at a concentration of 1 µM
was added to the medium containing doxycycline. The flow was adjusted to
provide doxycycline for a given time interval (40 min, 60 min, 180 min for
PNFL cells and 960 min or 1800 min for PFL cells). Bright field and fluo-
rescence images of 3 to 20 traps per experiment were acquired with a 40x
objective at intervals of 15 min. Fluorescence images were taken using FITC
(for d2EYFP, excitation 460/40 nm, emission 510/50 nm) and TRITC (for
Sulforhodamine 101: excitation 530/30 nm, emission 590/60 nm) filters. Im-
ages were acquired using a Peltier-cooled Andor Clara camera controlled by
Nikon Instrument Software AR v.3.22.14.
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Doxycycline treatment of PFL and PNFL clones
with the microfludics device
PFL and PNFL cells were loaded into the cell traps of the microfluidic de-
vice at a seeding density of 10 to 20 cells per trap; the average fluorescence
intensity of the cells in at least 3, and up to 20, traps per experiment was
tracked by time-lapse microscopy at 15 min intervals. The microfluidics plat-
form enables to change in real-time growth conditions of cells by switching
between two different media. We provided the cells with untreated growth
medium for two hours, to rule out any fluctuation in metabolism due to dis-
placement of the device from the cell incubator to the incubation chamber of
the microscope; we then switched to Doxycycline-treated medium (1 µg/mL)
for different time intervals, according to the simulations: 960 min (Figure 2C
in the main text) or 1800 min (Figure 2D in the main text) for PFL cells,
and 60 min (Figure 3C in the main text) or 240 min (Figure 3D in the main
text) for PNFL cells. After the Doxycycline pulse, cells were switched again
to untreated medium for the rest of the experiment. We quantified the mean
fluorescence for each group of cells in a trap, as to rule out cell-to-cell vari-
ability, and we plotted the mean and standard deviation among all traps (i.e.
replicates) for each experiment.
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Image acquisition and processing
Images were acquired using an inverted epifluorescence microscope (Nikon
Eclipse TI-E, Nikon Instruments) equipped with an incubation chamber
(H201-OP R2 ,Okolab), a digital camera (Andor Clara, Andor), a 20X ob-
jective (Obj. CFI PF DLL 20X Ph1, Nikon) and a 512-nm/529-nm (B/G/R)
d2EYFP-specific excitation/emission filter set. Temperature was maintained
at a constant level as the experimental setup required, while CO2 concen-
tration was set to be 5% of the total air volume injected in the incubation
chamber. Both phase-contrast images and fluorescent fields were acquired at
intervals of 15 minutes. Exposure times for the phase-contrast field was set
to 2 ms (transmitted light lamp voltage was set to 4.5 V) while 300 ms (In-
tensilight lamp set at 10% of the maximum power) was chosen as exposure
time for the fluorescent images: this choice was meant to prevent photo-
bleaching while optimising the ratio between the quality of the images and
reflected-light-induced stress on the cells. Experiments were carried out using
NIS-Elements AR v.3.10 644 (Nikon Instruments) software package and the
Perfect Focus System (Nikon Instruments) to maintain the same focal plane
during the whole duration of the experiment. At the end of the acquisition
process, images were extracted as raw data for the fluorescence quantification
procedures.
The experiments were set up so that at the beginning of each experiment
the first image contained at least 15 cells and no more than 30 cells, to avoid
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cells exiting the image during the time-lapse experiment due to cell replica-
tion and “over-crowding”. Image segmentation was carried out in Mathworks
Matlab R2010b (Mathworks Inc.); the algorithm we implemented to quantify
fluorescence was meant to distinguish the foreground (living cells) from the
background in each image of the bright field. We used morphological oper-
ators such as erosion and dilation (imerode and imdilate functions from the
MATLAB image processing toolbox). Thus two binary masks were built in
order to compute separately the mean d2EYFP fluorescence of the foreground
and the background using an element by element matrix multiplication be-
tween the binary images and the fluorescent one. The average fluorescence
intensity across the cell population was then computed as the difference be-
tween the foreground and the background for each image at each time point
(i.e. no single cell fluorescence quantification is performed).
Model simulations and parameter identifica-
tion
Numerical simulations were run using Matlab 2010b (Mathworks Inc.). We
used ode23s solver (a detailed discussion of the numerical methods used by
ode23 can be found in [22]). For the parameter identification, we used the
PottersWheel toolbox [84] implemented in MATLAB. Two sets of parameters
were identified: the dynamical parameters governing the model and a scaling
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factor meant to approximate the transduction contribution of the microscopy
equipment. Since Doxycycline has been only added at time t = 0 min in our
experiment we forced the fitting procedures to start from the model predicted
ON steady state.
We defined the following objective function:
χ2 =
N∑
i=1
(yExp(i)− yModel(i))2
σExp(i)2
(11.1)
where N is the number of experimental data points, yModel are the pre-
dicted values of the mathematical model (using the inferred parameters),
yexp are the experimental data points and σExp(i)
2 is the sample variance
computed over the experimental replicates.
As optimisation algorithm we used Trust Region Method (TRM) in a loga-
rithmic parameter space: at the kth iteration of the optimisation procedure
the TRM approximates the shape of the function f to be minimised with the
model mk thus trying to solve the following problem:
min
p
mk(xk + pk) (11.2)
being xk + pk the new parameter vector considered as solution at the k
th
iteration. If the model mk has quadratic form the vector pk can be obtained
by observing that:
mk(xk + pk) = fk + p
T
k +∇fk +
1
2
pTkBkpk (11.3)
and therefore
pk = −∇k ∇fk‖ ∇fk ‖ (11.4)
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In order to allow an extensive exploration of the parameters’ space, and
to avoid local minima, we used a quasi-random number generator routine in
PottersWheel [84] to select an initial guess of the parameters’ values, and then
launched the TRM procedure M times (M=100 in our settings), requiring the
cost function in eq. 11.1 to be χ2/N ≤ 0.5 [84].
The values in Table 1 represent parameters for which the cost function
(eq. 11.1) is the smallest across the M runs; whereas the standard devation
of each parameter in Table 1 is evaluated by considering all of the M runs.
Moreover, in order to compare switch off times among the different ex-
periments, we computed the τoff defined as the time the circuit needed to
achieve the 50% of the mean initial fluorescence MIF calculated for each
experiment as follows:
MIF =
3∑
i=1
fi
3
(11.5)
with fi fluorescence of the i
th frame in the sequence smoothed by moving
average filtering.
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11.1 Algorithms for network simulations
Here, we provide some matlab codes useful to perform patterning simulatons
on a network of cells with periodic boundary conditions and the modified
codes to obtain the simulation of wave propagation along a stripe of cells
(fixed boundary conditions).
Main
Here, the main program to simulate the behaviour of a network of cells. The
LI model is considered in this case.
clear all
pack
clc
I = 30; %rows
M = 3; %number of cells for every row
bD = 40; %set bD
bN = 40; %set bN
k = 1;
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tend = 300; \%set the final time for integration
M = M*I; \%total cell number
par(1) = bN; %bN
par(2) = 1; %gamma
par(3) = 1; %kt
par(4) = 1; %m
par(5) = 24300; %bR
par(6) = 1; %n
par(7) = 300000; %kRS
par(8) = 1; %gammaR
par(9) = bD; %bD
par(10) = par(9); %bD
par(11) = 0.55; %kc
par(12) = 0.1; %p0
par(13) = 33; %K
par(14) = 0.5; %aH
par(15) = 1; %bP
par(16) = 0.135; %Kf
par(17) = 0.01; %Kp
[t y] = ode23s(@LI_delayHSS,[0 1000],[10 10 10 10 10],[],[bN bD],0);
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Not = y(end,1);
Dll = y(end,2);
R = y(end,3);
p1 = y(end,4);
p2 = y(end,5);
INIT1 = [Not Dll R p1 p2];
INIT = INIT1;
for i=1:M/I-1
INIT= [INIT;Not Dll R p1 p2];
end
%solving the homogeneous steady state
[t y] = ode23s(@LI_delayHSS,[0 1000],[10 10 10 10 10],[],[bN bD],0);
Not = y(end,1);
Dll = y(end,2);
R = y(end,3);
p1 = y(end,4);
p2 = y(end,5);
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%connection matrix construction:
%fixed boundary condition case
%periodic boundary condition case
L = matconn_retesag_NOPeriodic(I,M/I);
for i=M/I:M-1
INIT= [INIT;Not Dll R p1 p2];
end
int=0.01; %doppio del passo di integrazione
s=1;
Not = Not;%+random(’Uniform’,-Not*s,Not*s);
Dll = Dll;%+random(’Uniform’,-Dll*s,Dll*s);
R = R;%+random(’Uniform’,-R*s,R*s);
p1 = p1;%+random(’Uniform’,-p1*s,p1*s);
p2 = p2;%+random(’Uniform’,-p2*s,p2*s);
%setting the boundary condition:
%fixed boundary condition case
%periodic boundary condition case
BC = boundary_condition_striscia_pulse(I,M./I,par,Not,Dll,R,p1,p2,0);
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%BC = boundary_condition_sp(I,M./I,par,Not,Dll,R,p1,p2,0);
%number of equation for each cell
N = 5;
%weight and adiancent matrix construction
for i=1:M
D(i) = L(i,i);
end
K = diag(D);
G = - (L - K);
%solving the system of M x N equations using 4 order Runge-Kutta method
tempi = [0:int:tend];
x0 = [];
options =[];
res1 = [];
241
res2 = [];
res3 = [];
res4 = [];
res5 = [];
for i=1:M
x0 = [x0;INIT(i,:)’];
res1 = [res1,INIT(i,1)]; %Ni
res2 = [res2,INIT(i,2)]; %Di
res3 = [res3,INIT(i,3)]; %Ri
res4 = [res4,INIT(i,4)]; %p1i
res5 = [res5,INIT(i,5)]; %p2i
end
v = (kron(inv(K),eye(N)))*((kron(G,eye(N)))*x0)+BC;
step = 2;
time = 0;
i = 1;
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while (time(i)<=tend)
res = [];
BC = boundary_condition_s(I,M./I,par,Not,Dll,R,p1,p2,time(i)+int);
AC(i,:)=BC;
for j=1:M
input = v(1+N*(j-1):N+N*(j-1));
init = x0(1+N*(j-1):N+N*(j-1));
[t y] = rk4fixed(@LI_delay,[time(i),time(i)+int],init,step,input,[bN bD]);
res1(i+1,j) = [y(2,1)];
res2(i+1,j) = [y(2,2)];
res3(i+1,j) = [y(2,3)];
res4(i+1,j) = [y(2,4)];
res5(i+1,j) = [y(2,5)];
res = [res;res1(i+1,j);res2(i+1,j);res3(i+1,j);res4(i+1,j);res5(i+1,j)];
end
time(i+1) = t(2);
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v = (kron(inv(K),eye(N)))*((kron(G,eye(N)))*res)+BC;
i = i+1;
x0 = res;
end
for i=1:M
ss(i,:) = [res1(end,i) res2(end,i) res3(end,i) res4(end,i) res5(end,i)];
%ith cell
%figure,plot(time,res1(:,i),’b’,time,res2(:,i),’r’,time,res3(:,i),’g’)
end
LI model
LI model matlab script useful to solve the system of 5 × N equations in a
network of cells.
%LI model
function dy = LI_delay(t,y,input,par)
bN = par(1);%10;
bD = par(2);%100;
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bR = 24300;%1000000;
Krs = 300000;
n=1;
alfa = 0.9;
%alfa=alfa*(1-(sign(t-3)+1)/2) + 0.8*((sign(t-3)+1)/2);
k = 33;
p0 = 0.1;
Kt= 1;
bP = 1;
Kf = 0.135;
Kp = 0.01;
g=1;
g1=1.;
kc=0.;
tau=1;
U1 = input(1); % Notchext;
U2 = input(2); % Dllext;
%Notch
dy(1,1) = tau*(bN - g*y(1) - (U2*y(1))*Kt -kc*y(1)*y(2));
%Dll1
dy(2,1) = tau*(bD*(1./(1+y(5).^2))-(U1*y(2))*Kt-g1*y(2) -kc*y(1)*y(2));
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%Reporter mRNA
dy(3,1) = tau*((bR*(((y(1)*U2).^n)./(Krs + (y(1)*U2).^n))...
...)*(alfa + (1-alfa)*(k*(p0^2)./(p0^2+y(5)^2))) - y(3));
%reporter unfolded protein
dy(4,1) = tau*(bP*y(3)-(1+Kf)*y(4));
%reporter folded protein
dy(5,1) = tau*(Kf*y(4)- y(5)./(Kp + y(5)));
end
LI Model Homogeneous state
LI model rewritten to estimate the homogeneous steady state.
function dy = LI_delayHSS(t,y,par,alfa)
bN = par(1);%10;
bD = par(2);%100;
bR = 24300;%1000000;
Krs = 300000;
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n=1;
alfa = 0.9;
k = 33;
p0 = 0.1;
kc=0.;
Kt= 1;
bP = 1;
Kf = 0.135;
Kp = 0.01;
g=1;
g1=1.;
tau=1;
%Notch
dy(1,1) =tau*( bN - g*y(1) - (y(2)*y(1))*Kt -kc*y(1)*y(2));
%Dll1
dy(2,1) = tau*(bD*(1./(1+y(5).^2))-(y(1)*y(2))*Kt- g1*y(2) -kc*y(1)*y(2));
%Reporter mRNA
dy(3,1) = tau*((bR*(((y(1)*y(2)).^n)./(Krs + (y(1)*y(2)).^n))...
...)*(alfa + (1-alfa)*(k*(p0^2)./(p0^2+y(5)^2))) - y(3));
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%reporter unfolded protein
dy(4,1) = tau*(bP*y(3)-(1+Kf)*y(4));
%reporter folded protein
dy(5,1) = tau*(Kf*y(4)- y(5)./(Kp + y(5)));
end
Connection Matrix
Here, two MATLAB script are reported to determine the Connection Matrix
in the case of a periodic or non-periodic network. The network considered is
rectangular and each cell is hexagonal, able to communicate with the others
6 neighbouring cells.
Non-periodic grid
%matrix L construction
% J number of cells for each row
% I number of rows
function L = matconn_retesag_NOPeriodic(I,J)
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A = 4*eye(J);
A(1,1) = 2;
A(J,J) = 3;
A = A -diag(ones(J-1,1),1)-diag(ones(J-1,1),-1);
F = A;
F(1,1)=3;
F(J,J)=2;
B=-1*eye(J)-diag(ones(J-1,1),-1);
D=-1*eye(J)-diag(ones(J-1,1),1);
%case of two rows
if (I<3)
L = [A B; B A];
else
C = 6*eye(J);
C = C -diag(ones(J-1,1),1)-diag(ones(J-1,1),-1);
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C1 =C;
C1(1,1) = 5;
C1(J,J) = 3;
C2 =C;
C2(1,1) = 3;
C2(J,J) = 5;
L = [A B];
for j=3:I;
L = [L zeros(J)];
end
comp1 = [D C1 D];
comp2 = [B C2 B];
S = I - 3;
k = 0;
comp = comp1;
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for i = 2:I-1
riga = comp1;
for t = 1:k
riga = [zeros(J) riga];
end
for tt = 1:S
riga = [riga zeros(J)];
end
S=S-1;
k=k+1;
L = [L;riga];
var = comp1;
comp1 = comp2;
comp2 = var;
end
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ultima_riga = [];
for j = 1:I-2
ultima_riga = [ultima_riga zeros(J)];
end
if (mod(I,2)) %odd
ultima_riga = [ultima_riga B A];
else
ultima_riga = [ultima_riga D F];
end
L = [L ; ultima_riga];
end
end
Periodic grid
% J number of cells for each row
% I number of rows
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function L = matconn_retesag_torus(I,J)
A = 6*eye(J);
A(1,J) = -1;
A(J,1) = -1;
A = A -diag(ones(J-1,1),1)-diag(ones(J-1,1),-1);
B=-1*eye(J)-diag(ones(J-1,1),-1);
B(1,J)=-1;
D=-1*eye(J)-diag(ones(J-1,1),1);
D(J,1)=-1;
%case of two rows
if (I<3)
L = [A B; B A];
else
C = 6*eye(J);
C = C -diag(ones(J-1,1),1)-diag(ones(J-1,1),-1);
C(1,J) = -1;
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C(J,1) = -1;
L = [A B];
for j=3:I-1;
L = [L zeros(J)];
end
L = [L B];
comp1 = [D C D];
comp2 = [B C B];
S = I - 3;
k = 0;
comp = comp1;
for i = 2:I-1
riga = comp1;
for t = 1:k
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riga = [zeros(J) riga];
end
for tt = 1:S
riga = [riga zeros(J)];
end
S=S-1;
k=k+1;
L = [L;riga];
var = comp1;
comp1 = comp2;
comp2 = var;
end
ultima_riga = [D];
for j = 1:I-3
ultima_riga = [ultima_riga zeros(J)];
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end
if (mod(I,2)) %odd
ultima_riga = [ultima_riga B A];
else
ultima_riga = [ultima_riga D A];
end
L = [L ; ultima_riga];
end
end
Fixed Boundary Conditions
MATLAB script to set the boundary conditions for a network of cells. The
network is considered to be rectangular and each cell an hexagon, able to
communicate with the other 6neighbouring cells. In this case, boundary con-
ditions are considered fixed to zero around the network and a non-zero value
is consider only for one side of the rectangular network.
function BC = boundary_condition_s(I,J,par,Not,Dll,R,p1,p2,time)
BC = [];
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options =[];
input = [0 0];
bN=par(1);
bD = par(9);
%D=25*((((sign(time-2.74)+1)/2-(sign(time-28)+1)/2)));
NN_1 = Not*D;
DD_1 = Dll*D;
RR_1 = R*D;
RR_p1 = p1*D;
RR_f1 = p2*D;
app_1 = [NN_1 DD_1 RR_1 RR_p1 RR_f1];
app_0 = [NN_1 DD_1 RR_1 RR_p1 RR_f1];
app = [app_0;app_1];
%first row
i = 1;
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for j = 1:J
if (j==1 || j==J)
BC = [BC;[app(1,:)’]];
else
BC = [BC;app(1,:)’];
end
var = app(1,:);
app(1,:)=app(2,:);
app(2,:)=var;
end
%middle rows
if (I>1)
if (I>2)
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for i=2:I
for j=(i-1)*J+1:i*J
if (j==(i-1)*J+1 || j==i*J)
BC = [BC;[0 0 0 0 0]’];
if (j==(i-1)*J+1)
end
else
BC = [BC; [0 0 0 0 0]’];
end
var = app(1,:);
app(1,:)=app(2,:);
app(2,:)=var;
end
end
end
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end
end
Periodic Boundary Conditions
MATLAB script to set periodic boundary conditions for a network of cells.
function BC = boundary_condition_sp(I,J,par,Not,Dll,R,p1,p2,time)
BC = [];
options =[];
input = [0 0];
bN=par(1);
bD = par(9);
if time==0
[t y] = ode23s(@LI_delayHSS,[2,2+0.1],[Not Dll R p1 p2],options,[bN bD]);
NN_1 = y(1,1);
DD_1 = y(1,2);
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RR_1 = y(1,3);
RR_p1 = y(1,4);
RR_f1 = y(1,5);
else
[t y] = ode23s(@LI_delayHSS,[2,time+2],[Not Dll R p1 p2],options,[bN bD]);
NN_1 = y(end,1);
DD_1 = y(end,2);
RR_1 = y(end,3);
RR_p1 = y(end,4);
RR_f1 = y(end,5);
end
if time==0
[t y] = ode23s(@LI_delayHSS,[2+0,2+0.1],[Not Dll R p1 p2],options,[bN bD]);
NN_0 = y(1,1);
DD_0 = y(1,2);
RR_0 = y(1,3);
RR_p0 = y(1,4);
RR_f0 = y(1,5);
else
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[t y] = ode45(@LI_delayHSS,[2+0,2+time],[Not Dll R p1 p2],options,[bN bD]);
NN_0 = y(end,1);
DD_0 = y(end,2);
RR_0 = y(end,3);
RR_p0 = y(end,4);
RR_f0 = y(end,5);
end
app_1 = [NN_1 DD_1 RR_1 RR_p1 RR_f1];
app_0 = [NN_0 DD_0 RR_0 RR_p0 RR_f0];
app = [app_0;app_1];
%first row
i = 1;
for j = 1:J
if (j==1 || j==J)
BC = [BC;[app(1,:)’]];
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else
BC = [BC;app(1,:)’];
end
var = app(1,:);
app(1,:)=app(2,:);
app(2,:)=var;
end
%middle rows
if (I>1)
if (I>2)
for i=2:I
for j=(i-1)*J+1:i*J
if (j==(i-1)*J+1 || j==i*J)
BC = [BC;[0 0 0 0 0]’];
if (j==(i-1)*J+1)
end
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else
BC = [BC; [0 0 0 0 0]’];
end
var = app(1,:);
app(1,:)=app(2,:);
app(2,:)=var;
end
end
end
end
end
Runge-Kutta
Runge-Kutta MATLAB script to integrate the netwrok system equations.
function [T,X]=rk4fixed(Fcn,Tspan,X0,N,v,par)
% Matlab implementation of a fixed-step RK4 algorithm.
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% Written by R.G. Longoria 950129.
h = (Tspan(2)-Tspan(1))/N;
halfh = 0.5*h;
%
neqs=size(X0);
X=zeros(neqs(1),N);
T=zeros(1,N);
X(:,1)=X0;
T(1)=Tspan(1);
Td = Tspan(1);
Xd = X0;
for i=2:N,
[RK1]= feval(Fcn,Td,Xd,v,par);
Thalf = Td + halfh;
Xtemp = Xd + halfh*RK1;
[RK2] = feval(Fcn,Thalf,Xtemp,v,par);
Xtemp = Xd + halfh*RK2;
[RK3] = feval(Fcn,Thalf,Xtemp,v,par);
Tfull = Td + h;
Xtemp = Xd + h*RK3;
[RK4] = feval(Fcn,Tfull,Xtemp,v,par);
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X(:,i) = Xd + h*(RK1+2.0*(RK2+RK3)+RK4)/6;
T(i) = Tfull;
Xd = X(:,i);
Td = T(i);
end
X=X’;T=T’;
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