Most organisms have adapted to the daily rotations of the earth by evolving temporal regulation mechanisms that generate internal circadian rhythms. Circadian rhythms provide an advantage in cycling environmental conditions as they allow for biologic processes to be promoted at the most favorable times of the day.[@cit0001]^,^[@cit0002] Circadian rhythms have been detected in all kingdoms of life, and the extensive list of processes known to be under their control is still expanding. In plants, temporally regulated processes include traits of agricultural value such as flowering time, growth and stress resistance.[@cit0003] Manipulating circadian rhythms might therefore be a way of improving crop performance in different environments.[@cit0004] Natural variation in circadian rhythms has been described in natural genotypes of several plant species,[@cit0005]^,^[@cit0006]^,^[@cit0007] and this variation was shown to follow a latitudinal gradient in *Arabidopsis thaliana*.[@cit0005] A new study now describes similar latitudinal gradients in soybean (*Glycine max*) and the monkey flower (*Mimulus guttatus*).[@cit0007] These latitudinal clines provide evidence that circadian rhythms are adaptive, but several questions still need to be addressed before we understand how natural variation in circadian rhythms provides benefits in specific environments. Rhythms need to be studied in day/night conditions that resemble the conditions that plants experience in nature, not only in artificial continuous conditions usually used to determine circadian parameters. Moreover, a broader view of the molecular outputs and phenotypes that vary as a consequence of these changes in rhythms is required to know what benefits changes in rhythms confer.

Within day/night cycles, rhythms are precisely controlled by the circadian clock and by external inputs from the environment, *e.g.* light and temperature. These external inputs can directly influence rhythms by, for instance, regulating the timing and amplitude of gene expression during the day. External inputs can also influence rhythms indirectly through complex interactions with the circadian system. An example of these interactions is the control by light and temperature of the pace of the circadian clock (circadian period length). Another example is the resetting of the circadian system by environmental transitions at dawn and dusk. Resetting ensures that the period of an oscillation is synchronized to the 24-hour external cycle. A consequence of resetting is that period length and other properties of the oscillator can only be determined in artificial constant conditions in which plants are relieved from the influence of environmental transitions that reset the circadian system. Latitudinal clines in period length have been reported,[@cit0005]^,^[@cit0007] but interpreting these clines requires assessing the impact of changes in period length on circadian rhythms measured during day/night cycles where the influence of external inputs plays an important role. Studies that have extensively surveyed natural variation in the timing (phase) of biologic rhythms during day/night cycles are scarce,[@cit0008] and tend to agree with data showing that phase and period do not necessarily correlate in natural genotypes.[@cit0005]^,^[@cit0008] Why phase and period can vary independently might at least partly be explained by the direct influence of external inputs on particular rhythms,[@cit0008] a phenomenon that in circadian terminology is called masking.[@cit0009]^,^[@cit0010]^,^[@cit0011] These observations do not imply that changes in period length never influence phase, but they nevertheless emphasize the need to measure natural variation of circadian rhythms during day/night cycles that more closely reflect what plants experience in their natural environment.

Natural variation in circadian rhythms during the day was extensively surveyed in a collection of 77 Arabidopsis accessions transformed with a circadian reporter that allowed monitoring of rhythms at high temporal resolution and in different photoperiods.[@cit0008] The marker consisted of the *GIGANTEA* promoter fused to the firefly *Luciferase* cDNA (*GI*::*LUC*). *GIGANTEA* is a pleiotropic gene whose rhythm of expression is characterized by a peak in the evening that is delayed by long day photoperiods ([Fig. 1A](#f0001){ref-type="fig"}).[@cit0012]^,^[@cit0013]^,^[@cit0014] *GI*::*LUC* expression precisely follows the temporal expression pattern of the endogenous gene, and is an established circadian marker that displays robust rhythms in a variety of conditions.[@cit0015]^,^[@cit0016]^,^[@cit0017] Natural variation in the peak time of *GI* expression (hereafter called *GI* peak time or *GI* phase) was mostly detected when the accessions were grown in long day (LD) photoperiods of 12 to 16 hours, but was reduced when the accessions were grown in short days (SD).[@cit0008] In the current study, we used the same rationale than in previous works describing natural variation of circadian rhythms,[@cit0005]^,^[@cit0007] and asked whether the timing of *GI* expression measured in LDs depended on the geographical origin of Arabidopsis accessions. For this analysis we took into account that a major feature of the regulation of *GI* was its sensitivity to photoperiod, defined as the delay of *GI* expression by long day lengths ([Fig. 1A](#f0001){ref-type="fig"}). We reasoned that the sensitivity to photoperiod better reflects what plants experience in their natural habitats where photoperiod is not constant but changes dynamically. The rate of day length change varies depending on the latitude, with day length increasing faster during spring in northern latitudes compared with latitudes closer to the equator. Natural variation in the sensitivity to photoperiod of agronomical traits has been described in plants, and was proposed to contribute to yield improvement in different environments.[@cit0018]^,^[@cit0019] Here, we tested if the sensitivity of *GI* to photoperiod depended on the latitude of origin of Arabidopsis accessions. Figure 1.Arabidopsis accessions from northern latitudes show reduced sensitivity of *GI* expression to changing photoperiods. The measurement of *GI* peak time in the accessions and the description of how the transgenic lines were obtained are described in.[@cit0008] (A) *GI* peak time in the 2 accessions Gre-0 and Edi-0 grown in SDs of 8 h, LDs of 12 h and LDs of 16 h. These 2 accessions were chosen to illustrate the variation in the response of *GI* to photoperiod changes from LDs of 12 h to LDs of 16 h. (B) For each accession, the sensitivity of *GI* to photoperiod (from LDs of 12 to 16 h) was estimated by calculating the absolute peak time difference between both day lengths, but also by calculating the relative peak time variation and the angle of the response as described in [Table 1](#t0001){ref-type="table"}. The angle of the response is illustrated by the arc in A. The distribution of the relative *GI* peak time variation is shown in B. (C) Relative *GI* peak time variation negatively correlates with the day length changes that the accessions experience in spring at their site of origin (between the 21st of March and the 21st of June). Results of the correlations presented on the plot include one outlier (in gray on the plot). When the outlier was removed the results of the Pearson test were R^2^ = 0.1936 and p = 0.0003. The day length data were determined based on the geographical coordinates of each accession obtained from.[@cit0044] Only the 63 accessions whose geographical origin had been tested in[@cit0044] were included in the analysis. (D) Geographical distribution of the PHYB indel. The accessions used in this analysis included the 77 accessions described in,[@cit0008] accessions from the Hapmap collection,[@cit0045] and iberian accessions described in.[@cit0026] In total 576 accessions were tested for the presence of the insertion, out of which 228 were from latitudes below 47° N. Only European accessions were considered, with the coordinates of the most eastern accessions being 38°28′ E. In house genotyping was necessary to verify the presence of the insertion because the available resequencing data of Arabidopsis accessions (<http://www.1001genomes.org/>) in most cases failed to detect the deletion. The presence of the insertion was tested by PCR using primers PHYBfw (5′--3′: TTCACCCTAAATCCTTCCTTGTCTC) and PHYBrev (5′--3′: CGTCGTCGTTTTGAGTGATTGTG). Horizontal dashed lines indicate latitudes 40°, 50° and 60°. The corresponding day lengths at summer solstice are indicated on the right of the panel.

Natural variation of *GI* phase in the accession had originally been detected in LD photoperiods but not in SDs,[@cit0008] so we estimated the sensitivity of *GI* to lengthening spring photoperiods by calculating the delay of *GI* peak time from 12 to 16 hour photoperiods. 12 hours is the day length that the 77 accessions would experience in their native European environment at the spring equinox (21st of March), and 16 hours lies within the range of photoperiods that the accessions would experience at the summer solstice (21st of June). The sensitivity of *GI* expression to changing day lengths was estimated in multiple ways for each accession. First, we calculated the absolute peak time difference between LDs of 16 h and LDs of 12 h. The lowest and highest values of absolute peak time differences were detected in the Edi-0 accession (0.18 h) and in Gre-0 (1.80 h), respectively ([Fig. 1A](#f0001){ref-type="fig"}). Second, we calculated a relative estimate of photoperiod sensitivity based on a method described elsewhere,[@cit0018]^,^[@cit0019] and which consisted in normalizing the peak time difference between 12 h and 16 h day lengths to the total peak time difference between 8 h and 16 h day lengths. The distribution of this relative estimate is shown in [Fig. 1B](#f0001){ref-type="fig"}. Finally, we calculated the angle of the response, as represented by the arc in [Fig. 1A](#f0001){ref-type="fig"}. We found that *GI* sensitivity to day length significantly correlated with latitude and with the day length variation that each accession experiences at its site of origin in spring (calculated between the 21st of March and the 21st of June) ([Fig. 1C](#f0001){ref-type="fig"}, [Table 1](#t0001){ref-type="table"}). The correlations were significant with the 3 estimates of *GI* sensitivity to day length but were stronger with the relative estimate and the angle of the response, suggesting that these estimates were better predictors of how *GI* expression responds to lengthening photoperiods ([Table 1](#t0001){ref-type="table"}). In summary, latitudinal clines in circadian period length have been observed in various plant species, but we now show that the temporal regulation of a rhythm measured during day/night cycles can also vary with latitude in an extensive collection of Arabidopsis accessions. Table 1.*GI* sensitivity to day length significantly correlates with the latitude or with the day length variation at the site of origin of the accessions. The correlation coefficient (R) and the p value (p) were determined with the Pearson test. The absolute *GI* peak time difference is the absolute difference between *GI* peak times measured in LDs of 16 h and LDs of 12 h. The relative *GI* peak time variation was obtained by normalizing the peak time differences between LDs of 12 and LDs of 16 h to the total variation from SDs of 8 h to LDs of 16 h (illustrated in [Fig. 1A](#f0001){ref-type="fig"}). The angle of the response was determined as represented in [Fig. 1A](#f0001){ref-type="fig"}. The latitudinal data were obtained from.[@cit0044] Only the 63 accessions whose geographical origin had been verified were included in the analysis.[@cit0044] The day length data were determined based on the geographical coordinates of each accession, and the day length variation at the site of origin was calculated between the spring equinox and the summer solstice (21st of March and 21st of June, respectively). AngleRelative *GI* peak time variation from LDs of 12 to 16 hAbsolute *GI* peak time variation from LDs of 12 to 16 hLatitude of originR\
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The interpretation of the latitudinal cline is that the delay of *GI* expression in response to lengthening spring photoperiods is enhanced in southern accessions despite the rate of day length change being slower in the south. On the contrary, northern accessions tend to limit the delay of *GI* despite day length changing faster in the north. Arabidopsis accessions from northern latitudes might have evolved mechanisms to compensate for the faster rate of day length change that they experience at their site of origin. Such patterns of phenotypic variation known as counter-gradient variation have been widely documented in the literature.[@cit0020]^,^[@cit0021] We next tested if the geographical distribution of a natural allele that regulates the timing of *GI* expression was consistent with the tendency of northern accessions to limit *GI* sensitivity to day length. The Col-0 allele of *PHYTOCHROME B* (*PHYB*) bears an insertion that advances the timing of *GI* expression in LDs of 16 h but not in LDs of 12 h,[@cit0008] and in effect reduces the sensitivity of *GI* to day length. Genotyping of a large panel of accessions revealed that the insertion is exclusively present in central and northern genotypes, and is absent in southern accessions coming from below 47° N ([Fig. 1D](#f0001){ref-type="fig"}). The phenotypic effect of the Col-0 *PHYB* allele is weak,[@cit0008]^,^[@cit0022]^,^[@cit0023] and the distribution of this allele alone cannot fully explain the geographical distribution of *GI* expression patterns ([Fig. 1C](#f0001){ref-type="fig"}). More experiments and data are needed to determine whether the *PHYB* locus is under selection, but these results nonetheless show that the Col-0 *PHYB* insertion is tolerated in northern accessions, and that its effect is consistent with the latitudinal cline. Most Arabidopsis accessions descend from a lineage that originates from an unknown glacial refugium, and this lineage has invaded the habitats once occupied by older "relict" populations.[@cit0024]^,^[@cit0025] Relict populations can still be found in the Iberian peninsula where they co-exist with "non-relict" genotypes. The uncommon *PHYB* insertion was not detected in any of the 162 Iberian genotypes that were tested here and that include 20 relict accessions.[@cit0026] This polymorphism likely appeared after the spread of the non-relict genotypes in Europe.

The need for accessions to reduce *GI* sensitivity to day length in the north and increase it in the south might be explained by deleterious phenotypic consequences of *GI* peak time occurring outside of an optimal time window. The peak time of *GI* expression is evolutionarily conserved among plant species,[@cit0027]^,^[@cit0028]^,^[@cit0029] suggesting that evolutionary forces have acted to maintain the peak time of *GI* within an appropriate range. It is possible that maximum expression levels of *GI* too early in the day or during the night could have deleterious effects on phenotypes controlled by *GI*. Fully understanding the ecological significance of temporal *GI* expression patterns will require unravelling the molecular targets and phenotypes that vary as consequence of the observed changes in *GI* expression. This was addressed by searching for *GI*-regulated phenotypes that co-vary with changes in *GI* expression induced by natural loci.

Alterations of *GI* function via artificial mutations affect a wide range of phenotypes,[@cit0012] but connecting changes in *GI* expression with downstream phenotypic variation in natural accessions is challenging due to the genetic complexity of this material. To circumvent this issue, a NIL population was generated in which combinations of QTLs that precisely regulate *GI* expression were introgressed in a homogeneous genetic background.[@cit0008] Significant variation in the phase of *GI* expression was associated with precise alterations of *GI* expression levels in the evening, that in turn strongly correlated with hypocotyl growth.[@cit0008] We looked for other traits associated with changes in *GI* expression in the NILs, and found that evening *GI* expression levels significantly correlated with the growth of the stem ([Fig. 2A](#f0002){ref-type="fig"}). Height was measured for each NIL on the day that the first flower opened, which corresponds to stem elongation before resources are allocated to flowers and fruits. This measurement of height was expected to be dependent on the flowering interval (number of days between bolting and flowering), a character that could potentially be regulated independently of growth. To distinguish between effects of *GI* on growth and on flowering time, we determined the growth rate of the stem by expressing height at flowering relative to the flowering interval. *GI* expression correlated more strongly with growth rate than with height and did not correlate with the flowering interval ([Fig. 2A](#f0002){ref-type="fig"}). Changes in *GI* expression therefore seem to influence growth *per se* and not the time available for growth before the opening of the first flower. Growth rate measurements in the *gi-2* mutant further confirmed that *GI* is a repressor of stem growth ([Fig. 2B](#f0002){ref-type="fig"}), which is consistent with *GI* being a repressor of hypocotyl elongation.[@cit0030] In conclusion, the stem growth experiments generally support that natural variation in *GI* expression is correlated with growth related traits. Figure 2.Variation of *GI* expression correlates with stem growth rate. Generation of the 12 NILs and measurements of *GI* expression with the luciferase system are described in.[@cit0008] *GI*::*LUC* expression levels at the time of peak (or *GI* maximum expression) were obtained for each NIL from 5 independent experiments, with 12 individuals per genotype per experiment. The height of each NIL grown in LDs of 16 h was measured on the day that the first flower opened. The flowering interval, defined as the number of days between bolting and the opening of the first flower, was used to normalize the height data and to calculate stem growth rate for each line. 10 plants per NIL were used to determine stem growth. (A) *GI* maximum expression significantly correlates with stem growth rate but not with height or with the flowering interval. The Pearson test was used to determine the significance of the correlations. The Pearson correlation coefficient (R) indicates the strength of the correlations, 1 and −1 indicating perfect positive and negative correlations respectively. \*: p ≤ 0.05. (B) Stem growth rate was determined in wild type Col-0 and in the *gi-2* mutant in the same way than in the NILs (n = 10). \*\*\*: p ≤ 0.001 with a 2 tailed Student t-test (α = 0.05). Error bars represent SE of the mean.

In parallel to screening for phenotypes that co-vary with *GI* expression in the NILs, another approach was to identify the genes whose expression correlates with changes in temporal *GI* expression patterns. This approach demonstrated that changes in *GI* expression modify hypocotyl growth through the repression of *PHYTOCHROME INTERACTING 4* (*PIF4*) expression,[@cit0008] a transcription factor that promotes growth.[@cit0031] Causality between changes in *GI* expression, *PIF4* expression and growth was supported by genetic and molecular analyses of artificial mutants.[@cit0008] It was proposed that GI might regulate *PIF4* through its interaction with components of the Evening Complex (~EC~),[@cit0032] a protein complex that represses *PIF4* during the night. We now report that *GI* expression in the NILs also correlates with the nighttime expression of *PSEUDO RESPONSE REGULATOR 9* (*PRR9*) ([Fig. 3A](#f0003){ref-type="fig"}), another direct transcriptional target of the ~EC~.[@cit0033]^,^[@cit0034] This tendency was confirmed by quantifying the expression of *PRR9* in null mutants. Genetic experiments had demonstrated a synergistic effect of the *gi-2* and *phyB-9* mutations on the activation of *PIF4* expression,[@cit0008] and quantification of *PRR9* expression in the mutants support that *GI* and *PHYB* interact to regulate *PRR9* in a similar manner ([Fig. 3B](#f0003){ref-type="fig"}). Overall, the results reveal that *PRR9* and *PIF4* are regulated by a common GI-dependent mechanism, and argue that *PRR9* is another *GI* regulated gene whose expression responds to precise changes in *GI* expression. PRR9 is a circadian clock component implicated in the regulation of metabolism and cold tolerance,[@cit0035]^,^[@cit0036] and it will be interesting to test whether changes in *GI* expression alter these processes as well. From a broader perspective, a deeper analysis of all the genes and phenotypes regulated by *GI* should provide insights on how variation in daily rhythms of expression of a single gene generally impacts on downstream pathways and phenotypes. As *GI* is a pleiotropic gene tightly regulated by the circadian clock and external inputs, it will be a useful model gene to address such questions. Figure 3.Variation of *GI* expression correlates with *PRR9* expression. Generation of the 12 NILs and measurements of *GI* expression with the luciferase system are described in.[@cit0008] *GI*::*LUC* expression levels at the time of peak (or *GI* maximum expression) were obtained for each NIL from 5 independent experiments, with 12 individuals per genotype per experiment. As described previously for *PIF4*,[@cit0008] *PRR9* mRNA levels were quantified in the different genotypes after 10 d of entrainment in LDs of 16 h, and samples were harvested 20 hours after dawn. (A) Correlation of *GI* maximum expression in the NILs with *PRR9* mRNA. cps: counts per second. (B) *PRR9* mRNA levels quantified by qRT-PCR in Col-0, *phyB-9, gi-2* and *phyB-9 gi-2*. PCR conditions and cycles were as described in,[@cit0008] and *PRR9* expression was quantified by qRT-PCR using primers PRR9fw (ATCAAAAGCTTAGCCTCTCTG) and PRR9rev (CTGTGGACTGAAGAACTTGGTTAC). The isopentenyl pyrophosphate / dimethylallyl pyrophosphate isomerase (*IPP2*) was used as a housekeeping gene for normalization. Erros bars represent SD of 4 technical replicates.

Collectively, our data not only show that the temporal regulation of gene expression can vary depending on the latitude, but also illustrate how natural variation in temporal expression waveforms can impact on various phenotypes and on the transcription of different genes. An important aspect of our experiments is that rhythms were measured during ecologically relevant day/night cycles, in different photoperiods and in a large collection of natural accessions. Due to this combination of conditions and material, and because the timing of *GI* expression is sensitive to photoperiod, it was possible to estimate the sensitivity of a rhythm to changes in day length, a condition that more accurately reflects what organisms experience in their natural habitat. The latitudinal cline in the temporal regulation of *GI* expression is largely consistent with the growing body of evidence supporting that circadian rhythms vary with latitude. To demonstrate that temporal patterns of *GI* expression are adaptive, it will be necessary to find all the phenotypes that vary as a consequence of these changes in rhythms, and then ask if the phenotypic variation induced by *GI* provides a benefit in specific environments. Intriguingly, *CONSTANS* expression and flowering did not significantly correlate with *GI* expression in the NILs, emphasizing that not all downstream pathways are equally sensitive to changes in gene expression waveforms.[@cit0008] Different sensitivities of *GI* outputs to alterations of *GI* function had already been reported in *gi* mutant alleles.[@cit0037] Transcriptomics approaches will help identify the downstream pathways that most strongly respond to changes in daily expression patterns of *GI* and of other model circadian-regulated genes.[@cit0006]^,^[@cit0038] Future studies will additionally need to address how much the post-translational regulation of GI and of other circadian-regulated proteins contribute to changes in the activity of downstream molecular pathways.[@cit0039]^,^[@cit0040]^,^[@cit0041] Finally, ecological approaches consisting of testing the impact of natural variation of rhythms in populations grown in natural field conditions will greatly contribute to enhance our understanding of the adaptive value of circadian rhythms.[@cit0042]^,^[@cit0043]
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