COLLOIDAL TRANSPORT IN LIQUID CRYSTALS AND CONNECTIONS BETWEEN RHEOLOGY AND DYNAMICS OF SOFT DISORDERED SOLIDS by Chen, Kui
COLLOIDAL TRANSPORT IN LIQUID CRYSTALS AND 
CONNECTIONS BETWEEN RHEOLOGY AND DYNAMICS OF SOFT 






A dissertation submitted to Johns Hopkins University in conformity with the requirements for 










In this thesis, I report experimental studies on soft matter physics.  Two fields 
were investigated. The first part of the thesis concerns colloidal transport within liquid 
crystals.  When a colloidal particle translates through a liquid crystal under an external 
force, its mobility is not only affected by viscous forces, but also by the elastic properties 
of the liquid crystal. For example, the anisotropic viscous and elastic interaction in the 
liquid crystals can make the mobility highly dependent on the direction of motion. To 
explore such hydrodynamics, I have performed a series of experiments examining the 
transport behavior of colloidal particles suspended in liquid crystals with spatially 
periodic order.  In Chapter 3, I describe experiments of colloids transport in cholesteric 
finger textures. When a cholesteric liquid crystal is confined within a homeotropic cell, 
the helical alignment is distorted into a finger texture, which includes a periodic array of 
disclinations. Interactions between colloids and the defects affect the particle translation. 
Under an external constant driving force, such interactions, along with the anisotropic 
viscosity of the cholesteric, lead to highly different particle mobility along the directions 
parallel and perpendicular to the cholesteric pitch. We characterized experimentally this 
mobility, which included stick-slip motion, a built a model that accounts for it 
quantitatively.  In Chapter 4, I report investigations of colloidal transport within nematic 
liquid crystals within mircrofluidic arrays of obstacles. In contrast with the behavior in 
isotropic liquids, the interaction between the particles and obstacles mediated by the 
elasticity of the liquid crystal, along with the spatially varying anisotropic viscosity of the 
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nematic, contributes to the mobility. A quantitative analysis distinguishes the viscous and 
elastic contributions to the mobility. In addition, the directional locking phenomenon was 
has been observed previously in isotropic liquids is shown to be altered by the liquid 
crystal forces, indicating a mechanism for particle separation technology.  
My research in the second field is focused on the nonlinear rheology and shear-
induced dynamics of soft disordered solids.  Nonlinear viscoelasticity is widely observed 
in these systems. In particular, when an applied stress exceeds the solid’s elastic limit, the 
solid yields, and irreversible changes to the material’s structure at the nanoscale to 
microscale occur. As described in Chapter 5, I have applied X-ray photon correlation 
spectroscopy (XPCS) to interrogate how shear-induced microscopic structural dynamics 
connects with the macroscopic deformation and flow properties in a set of soft disordered 
solids including concentrated nanocolloidal gels.  
This work was conducted under the supervision of Prof. Robert L. Leheny. The 
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The research described in this thesis deals with two major areas of soft matter 
physics.  The first is liquid crystals.  Specifically, as part of my thesis, I have performed a 
series of experiments examining the transport behavior of colloidal particles suspended in 
liquid crystals.  The experiments include investigations of colloidal transport in 
cholesteric finger textures described in Chapter 3 and studies of microspheres translating 
in nematics within obstacle arrays described in Chapter 4.  The second area of my 
research has been soft glassy materials.  My research in this area has focused on the 
nonlinear rheology of soft disordered solids.  In particular, as described in Chapter 5, I 
have applied advanced coherent x-ray scattering techniques to interrogate how shear-
induced microscopic structural dynamics connects with the macroscopic deformation and 
flow properties in these materials.  In this chapter, I provide a general introduction to 
both topics, focusing primarily on the aspects of each that are relevant to my research. 
 




Liquid crystals are materials that can exist in states that have mechanical and 
symmetry properties between those of a liquid and those of a crystal. While crystals have 
both three-dimensional long-range positional and orientational order, and liquids have 
only short-range order, liquid crystal phases can possess orientational order without long-
range positional order, or with positional order in only one or two directions. Typically, 
liquid crystals are fluids composed of aspherical molecules, known as mesogens, and the 
long-range orientational order in the material is associated with the alignment of the 
molecules. For instance, mesogens with rod-like or disk-like shapes can form liquid 
crystal phases.  Examples of the molecular arrangements in common liquid crystal phases 
are shown in Fig. 1.1.  These include the nematic phase, which has only orientational 
order, the smectic phase, which has positional order in one direction, and the columnar 
phase, which has positional order in two directions [1].  
Based on the thermodynamic variable that controls their phase behavior, a liquid 
crystal (LC) can be described as thermotropic or lyotropic. Thermotropic LCs exhibit 
phase transitions controlled by temperature, while lyotropic phase behavior is controlled 
 
Figure 1.1: Schematics of three phases of liquid crystals. The director 𝒏 representing the 
orientation of the orientational order is shown with the nematic. Rod-like molecules are 
used to form the nematic and smectic phases, while disk-shape molecules form the 




by the concentration of the mesogens in a solvent.  In my research, I will focus on 
thermotropic liquid crystals, especially on the elongated organic molecule 4-cyano-4’- 
pentylbiphenyl (5CB), whose chemical structure is shown in Fig. 1.2.  The 5CB molecule 
is about 2 nm  long. 5CB undergoes a phase transition from a crystalline state to a 
nematic state at 18 °C and transitions from a nematic to an isotropic state at 35 °C [2]. 
 
 
1.1.1 Nematic Phase 
In a nematic phase, the average direction of the liquid crystal molecules in a local 
volume defines the local director, labeled by a unit vector 𝒏. The ability to define 𝒏 
reflects the orientional order in the fluid.  In a nematic, the alignment is invariant to the 
ends of the mesogens (e.g., in nematic 5CB, the molecules align with the cyano groups 
along 𝒏  and away from 𝒏  with equal probability). This symmetry makes 𝒏  and −𝒏 
indistinguishable. Therefore, nematic order has no dipolar component, and proper 
description of the orientational ordering requires a traceless second rank tensor 𝑄𝛼𝛽 [3]:  
𝑄𝛼𝛽 = 〈𝑛𝛼𝑛𝛽〉 −
1
3
𝛿𝛼𝛽                                                         (1.1) 
 
Figure 1.2: The chemical structure of the 5CB molecule. 
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where 𝛼, 𝛽 are the indices specifying the Cartesian coordinates 𝑥, 𝑦, 𝑧, and 〈⋯ 〉 means an 
average over volume.  According to this symmetry, if we choose the 𝑧 direction along the 
















                                                      (1.2) 
where we introduce a scalar 𝑆, which is the amplitude of the nematic order parameter.  As 
a matter of fact, for uniaxial mesogens, such as 5CB, 𝑄 and thus 𝑆  can completely 




Since the isotropic-nematic transition is weakly first order, 𝑆 changes discontinuously at 
the transition [1, 4-6].  For example, 𝑆 jumps from 0 to about 0.3 at the isotropic to 
nematic transition of 5CB [7,8].  
 
1.1.2 Cholesteric Phase 
Cholesteric liquid crystals (CLCs) are a special kind of nematic liquid crystal with 
both long-range orientational order and broken translational symmetry. Locally, a 
cholesteric is very similar to a nematic. However, the direction of the nematic order, also 
labeled with director 𝒏, forms a helical structure in space, as depicted in Fig. 1.3(a). If the 
𝑧-axis is the helical axis, then the director can be expressed as: 
𝑛𝑥 = cos(𝑧 𝑝⁄ + 𝜙)                                                           (1.3𝒂) 
𝑛𝑧 = sin(𝑧 𝑝⁄ + 𝜙)                                                           (1.3𝒃) 
𝑛𝑧 = 0                                                                                   (1.3𝒄) 
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where 𝜙 is an arbitrary phase and p is called the pitch, representing the spatial period. To 
be more accurate, the pitch p is a vector, whose direction is the chiral axis and whose 
magnitude is the period [1]. Such alignment of molecules in space introduces strong 
anisotropy in the physical properties between the directions parallel to the pitch and 
perpendicular to pitch, which will be discussed more in Chapter 3.  
When we observe a cholesteric liquid crystal placed between two plates with the 
helicoid axis lying in the plane of the cell, the twist of the director is revealed as a 
periodic texture [1,9]. Such a structure is called a finger texture, and an example is shown 
in Fig. 1.3(b). We will investigate the behavior of colloids in finger textures.  
 
 
1.1.3 Elastic Energy 
In a nematic liquid crystal, distortion of the orientational order, which makes the 
director a function of position, 𝒏(𝒓), will lead to elastic energy stored within the fluid. 
Such deformation of relative orientations away from equilibrium is called curvature 
strains, and the restoring forces opposing these deformations are called curvature stresses. 
 
Figure 1.3: (a) A schematic diagram illustrating the director field within cholesteric liquid 
crystals. (b) Microscopy image of a cholesteric finger texture.  
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Assuming a uniaxial liquid crystal, at position 𝒓 we can introduce a local right-handed 
Cartesian coordinate system, with z along 𝒏(𝒓) . Then, there are six components of 
curvature: 
Splay: 𝑠1 = 𝜕𝑛𝑧 𝜕𝑥⁄ , 𝑠2 = 𝜕𝑛𝑦 𝜕𝑦⁄                                                (1.4) 
  Twist: 𝑡1 = −𝜕𝑛𝑦 𝜕𝑥⁄ , 𝑡2 = 𝜕𝑛𝑧 𝜕𝑦⁄                                             (1.5) 
Bend: 𝑠1 = 𝜕𝑛𝑥 𝜕𝑧⁄ , 𝑏2 = 𝜕𝑛𝑦 𝜕𝑧                                                (1.6)⁄  
The free energy density 𝑓 can be expanded in terms of these six curvature strains: 
𝑓 = ∑ 𝑘𝑖𝑎𝑖
6
𝑖=1 + 1/2∑ 𝑘𝑖𝑗𝑎𝑖𝑎𝑗
6
𝑖,𝑗=1                                                (1.7)  
where 𝑘𝑖 and 𝑘𝑖𝑗 are the curvature elastic constants, and for 𝑎𝑖 we have: 
𝑎1 = 𝑠1, 𝑎2 = 𝑡2, 𝑎3 = 𝑏1, 𝑎4 = −𝑡1, 𝑎5 = 𝑠2, 𝑎6 = 𝑏2                          (1.8) 
The symmetry of the nematic introduces some constraints on 𝑓: rotation about the 𝑧 axis 














− 𝑘12(∇ ∙ 𝑛)(n ∙ ∇ × n)   
(1.9) 
Eq (1.9) is called the Frank free energy density [1,10,11]. The four terms correspond to 
the four types of deformations found in liquid crystals: splay, twist, bend, and saddle-
splay [12], depicted in Fig. 1.4. Under most situations, we do not consider the saddle-
splay term, because it can be written as a complete derivative and expressed as a surface 
energy. Therefore, we ignore this term when focusing on the director field configuration 



























2, with zero 𝑠0 and nonzero 𝑡0 = 2𝜋/𝑝, where 𝑝 is the pitch. 
The elastic constants  𝑘11 , 𝑘22 , and 𝑘33  are important parameters for liquid 
crystals. For 5CB, the typical values are on the order of 𝑝𝑁 [10,13]. In most cases, these 
three values are similar in magnitude, and a “one-elastic-constant approximation” is often 
applied under the approximation that all elastic constants are equal. Within this 









The orientation of the director is sensitive to interactions with bounding surfaces, 
and surface anchoring is a widely used technique to control the alignment of liquid 
crystals within the bulk.  These interactions can be incorporated into the free energy of 
the liquid crystal though an anchoring energy contribution: 
 
Figure 1.4: Three types of elastic deformations of a nematics: twist, bend and splay. The 







2(𝜃 − 𝜃0) +
𝑠
𝑊2cos
2(𝜑 − 𝜑0)) d𝑠                        (1.11) 
where 𝜃  and 𝜑  are the polar and azimuthal angle of the director with respect to the 
surface, 𝜃0 and 𝜑0 correspond to the minimum-energy orientation, and 𝑊1 and 𝑊2 are the 
anchoring strengths [14].  The integral is over the whole surface of the fluid.  Based on 
the values of the anchoring strength, one can distinguish weak anchoring and strong 
anchoring. For strong anchoring, 𝑊1 > 10
−4J/m2  and 𝑊2 > 10
−3J/m2 , and for weak 
anchoring 𝑊1 < 10
−6J/m2 and 𝑊2 < 10
−4J/m2. With strong anchoring, the fluid will 
incorporate even severe elastic distortions to keep the mesogens near the surface tightly 
constrained to the minimum energy orientation, while with weak anchoring, the 
alignment of mesogens will be decided by both the anchoring energy and bulk 
contributions, including importantly the Frank energy [15].  In addition, based on the 
orientation of the mesogens near a surface, the anchoring condition can also be divided 
into three types: planar (mesogens align parallel to surface), homeotropic (mesogens 
align perpendicular to surface) and titled (mesogens align in an oblique angle to surface), 
as shown in seen in Fig. 1.5.  
 
 
1.1.5 Defects in Nematics and Cholesterics 
 
Figure 1.5: A schematic diagram illustrating the three anchoring configurations of liquid 
crystals molecules at a boundary. (a) planar anchoring. Liquid crystal molecules are 
parallel to the surface. (b) homeotropic anchoring. Molecules are perpendicular to the 




When there exist regions within a liquid crystal where the director field cannot be 
well defined, topological defects form [1,16,17]. Defects can take the form of points, 
lines, or walls, as shown in Fig. 1.6. Because the states 𝒏 and −𝒏 are indistinguishable in 
nematics, the topological charge of defects can be integers or half-integers.  For point 
defect, only integer defects are observed in experiment. Line disclinations, with strength 
of +1/2 and -1/2, are also often commonly observed experimentally. When the director is 
constrained to be spatially varying, for example by anchoring conditions, defects can 
appear to minimize the free energy.  Consider, for example, the two-dimensional cross-
section of a line defect and describe the system using an XY model. When the director 
field lies in a plane, as it does in this situation, it can be parameterized with a single 
variable 𝜑(𝑥, 𝑦) as 𝑛𝑥 = cos𝜑(𝑥, 𝑦) and 𝑛𝑦 = sin𝜑(𝑥, 𝑦). Under a one-elastic-constant 




𝐾(∇𝜑)2                                                           (1.12) 
Minimizing 𝑓 is thus equivalent to solving Laplace’s equation: ∇2𝜑 = 0.  The nontrivial 
solution is 𝜑(𝑥, 𝑦) = 𝑁 ∙ 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑦
𝑥
) + 𝜑0, where 𝑁 represents the defect’s strength (or 
topological charge) and 𝜑0 is a constant. Near the origin, the gradient of 𝜑 diverges, thus 
causing the Frank energy density to blow up. To avoid this divergence, the nematic can 
instead transform to the isotropic phase within a radius of the origin, thereby substituting 
the Frank energy cost with the free energy cost of melting.  To calculate the total free 
energy, we should thus limit the integral of the Frank free energy density to outside a 
small circle with radius 𝑟𝑐, which is often called the defect core, and add the contributsion 
to melting the volume within this radius [1, 17-19].  For example, for our cross section 
















2𝐿                                                  (1.13) 
where 𝜎𝑐 is the energy density of melting.  Here, we assume that the length of the defect 
line is 𝐿, and the bulk dimension is 𝑅. From Eq (1.13), we find that the free energy 
consists of two parts: the Frank free energy and defect’s core energy. On one side, the 
Frank free energy term is proportional to the square of defect’s charge. Therefore, defects 
with small charges are preferred. For example, a +1 line disclination would split into two 
+1/2 line disclinations to reach a lower-energy configuration [17]. On the other side, to 
minimize the total energy, 𝑟𝑐  is approximately √
𝐾
𝜎𝑐
, which does not depends on the 
system size 𝑅.  A similar analysis can also be made for point defects. 
 
 
Figure 1.6: A schematic diagram of point defects and line defects. The top two 
configurations are point defects, with +1 and -1 charge. The bottom two are line defects, 




1.1.6 Colloids in Liquid Crystals 
A major goal of my research has been to understand the behavior of colloidal 
particles suspended in liquid crystals. The boundary conditions created by the anchoring 
of the director at the surface of a colloid will in general introduce distortions and defects 
in the director field, with corresponding costs in the free energy [20-23].  The 
minimization of these energy costs can, in turn, engender forces on the particles that lead 
to striking and unexpected results, such as the levitation of particles in opposition to 
gravity and the formation of stable colloidal crystals [24].    
 
For example, consider a spherical particle in a nematic liquid crystal; studies have 
shown that different anchoring conditions on the particle surface lead to at least three 
different possible director field configurations, as shown in Fig. 1.7. In Fig. 1.7(a), the 
sphere surface imposes a planar anchoring condition. As a result, two +1 point defects 
called boojums are located at the north and south poles of the sphere [23]. However, 
when the sphere surface imposes a homeotropic anchoring condition, there exist two 
possible configurations [20]. In Fig. 1.7(b), the defect structure consists of one -1 point 
 
Figure 1.7: A schematic diagram of three director field configurations around a colloidal 
sphere. (a) a sphere with planar anchoring. Two +1 point defects known as boojums lie 
on the north and south pole of the sphere (b) A hedgehog around a homeotropic sphere. 
The −1 point defect lies in front of sphere about 1.3𝑅 away from the center. (c) Saturn 




defect, called a hedgehog, that forms about ~ 1.3𝑅 away from the center of the sphere, 
where 𝑅 is the sphere radius. Fig. 1.7(c) displays an alternative solution to the director 
field around the sphere with homeotropic anchoring in which a -1/2 “Saturn ring” line 
defect encircles the sphere. Whether the dipole configuration with the hedgehog defect or 
the configuration with the Saturn ring, which has quadrupolar symmetry, is the minimum 
energy configuration depends on the sphere size, the anchoring strength, and the elastic 
constant of liquid crystals.  For example, Saturn rings tend to form around small size 
spheres and under conditions of weak anchoring.  
 
1.1.7 Viscosity in Liquid Crystals 
 
 
A particular interest in my work has been to understand the dynamic behavior of 
colloids moving in liquid crystals.  In this case, we must consider not only the storage of 
elastic energy but also the hydrodynamic forces and the corresponding dissipation of 
energy through viscous drag.  The shear viscosity of a fluid is defined as a measure of its 
 
Figure 1.8: A schematic diagram of a Miesowicz experiment. Liquid crystal is sheared 
between two plates, with the top plate moving at constant velocity 𝒗𝟎 and the bottom 
plate stationary. The director field 𝒏 is uniform between the plates. The flow velocity 
gradient is constant and in the vertical direction. (from Stark, 2001 [20]) 
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resistance to flow by shear stress. Specifically, the viscosity is given by the ratio of the 
shear stress to the strain rate.  If the viscosity is independent of the stress, the fluid is 
called Newtonian, otherwise, it is called non-Newtonian.  At high flow rates, the director 
in a nematic can be altered due to the shear stresses, which leads to non-Newtonian 
behavior.  The importance of such effects is parameterized by the Ericksen number, 
which is the ratio of the elastic to viscous forces and is explained in more detail below.  
At small Ericksen number, the viscosity of liquid crystals such as 5CB can be 
approximated as constant. However, due to their anisotropic structure, the flow behavior 
still cannot be characterized by a single viscosity, but rather the response to stress 
depends on the orientation of the stress field with respect to the director.  In 1946, Marian 
Miesowicz investigated the viscous behavior of nematic liquid crystals, and he defined 
three different viscosities, now known as the Miesowicz viscosities, that characterize the 
nematic’s resistance to flow when the stress field is commensurate with different high-
symmetry directions within the nematic, as shown in Fig. 1.8 [25, 26].  𝜂𝑎 is identified as 
the viscosity when the flow velocity 𝒗𝟎 and its gradient are both perpendicular to the 
director 𝒏, 𝜂𝑏 corresponds to when the flow 𝒗𝟎  is parallel to the director while flow 
velocity gradient is perpendicular to 𝒏 , and 𝜂𝑐  corresponds to when the flow 𝒗𝟎  is 
perpendicular to 𝒏 while flow velocity gradient is parallel to 𝒏. For rod-like mesogens, 
𝜂𝑏 < 𝜂𝑎 < 𝜂𝑐. Although the Miesowicz viscosities cannot be used directly when dealing 
with colloidal motion with nematics, since the flow field around a moving colloidal will 
not correspond exclusively to shear along a high symmetry direction, often they still 
provide a point of reference for interpreting with measured drag forces. For 5CB at room 
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temperature, the values of the Miesowicz viscosities are: 𝜂𝑎 = 37 𝑐𝑃, 𝜂𝑏 = 23 𝑐𝑃, and 
𝜂𝑐 = 130 𝑐𝑃 [27]. 
 
1.1.8 Ericksen Number 
Under low Reynolds number conditions, the hydrodynamic force acting on a 
moving particle in a Newtonian fluid simplifies to the viscous Stokes drag [28]. A simple 
case is that where a sphere translates with velocity ?⃗? inside an isotropic fluid, in which 
case the drag force is: 
𝑭 = −𝐷𝑠𝜂𝒗                                                          (1.14) 
where 𝐷𝑠 = 6𝜋𝑅 is the sphere’s geometric coefficient, and 𝜂 is the viscosity of the fluid.  
In the case of nematic liquid crystals, hydrodynamic forces couple to the nematic order 
and its corresponding anisotropic viscous behavior, which a makes complete description 
complicated, even in the low Reynolds number limit. The Erickson-Leslie equations, 
which are comprised of eight coupled differential equations [29-32], describe the 
hydrodynamic behavior or nematics, but their complicated form limits their utility. 
Generally speaking, to analyze most experimental situations, we do not need to solve the 
complete Ericksen-Leslie equations. Since the viscosity of the nematic is anisotropic, an 
important consideration in nematohydrodynamics is whether viscous forces of the flow 
are sufficiently strong to overwhelm the elastic forces and alter the director field away 
from its equilibrium (static) configuration, thus leading to non-linear effects.  Analogous 
to the Reynolds number, the Ericksen number is a dimensionless parameter that provides 




                                                               (1.15) 
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where 𝜂  is the average viscosity of the liquid crystal, 𝑣  is the average speed of the 
flow,  𝐾  is the average elastic constant, and 𝑎  is the physical size of the flow.  For 
example, in considering the flow field created by a colloidal particle moving in a nematic, 
𝑎 would be the particle size.  Low Ericksen number means that the viscous forces are too 
weak to distort the director field. Therefore, the director field is assumed to be static. The 
assumption of 𝐸𝑟 ≪ 1 puts a constraint on a colloidal particle’s speed 𝑣. In the case of 
5CB, 𝜂  is about 0.06 𝑃𝑎 ∙ 𝑠, and 𝐾  is about 10 𝑝N. Therefore, for a colloidal particle 




                                                               (1.16) 
This constraint on the speed is easily to achieved in an experiment. For example, in the 
classic falling ball experiment, the stable speed when gravity of the particle is balanced 




𝑎3(𝜌 − 𝜌5𝐶𝐵)𝑔                                               (1.17) 
Using the values above and the density of silica for the sphere, 𝑣~1 𝜇𝑚/𝑠 , which 
satisfies the constraint of Eq (1.16). Therefore, under such conditions, we can apply a 
linear Stokes drag to approximate the viscous force.  
 
1.1.9 Stokes Drag in A Nematic Environment and Effective Viscosities 
Although under many situations the viscous forces acting on moving particles 
through nematic liquid crystals can be expressed simply as Stokes drag, the anisotropic 
viscosity of the nematic leads to some interesting consequences [33].  For example, the 
drag force will be different if a particle moves perpendicular versus parallel to the 
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nematic director, and in general a tensorial form of the Stokes equation is required to 
describe the drag [34]. Also, as described above, different anchoring conditions at a 
particle’s surface lead to different director field configuration and defect structures in the 
surrounding nematic, thus leading to drag forces that depend on the surface anchoring 
conditions and hence surface chemistry. In particular, a defect moving through a nematic 
induces dissipation [20], and therefore the presence of defects around colloids contributes 
to the drag they experience. In addition, as discussed by Stark, the streamlines bending 
around the particle also contributes to increasing the drag.  Under these circumstances, 
the Stokes equation can still describe the viscous force, but the viscosity that enters the 
equation is an effective viscosity that includes the contributions from these effects. Stark 
summarized theoretical results for the effective viscosities of the Stokes drag in 5CB for 




This anisotropic drag leads to an interesting phenomenon when the force driving 
the colloid through the nematic is applied at an oblique angle to the director.  In this case, 
as predicted by Ruhwandl and Terentjev [35] and demonstrated experimentally by 
Rovner et al. [24], the colloid experiences a so-called nematic lift, such that the colloid’s 
Table 1.1. The effective drag viscosities in 5CB for three different director configurations 
and for motion parallel and perpendicular to the director. As a reference, the three 
Mesowicz viscosities are included. Data is from Starks, 2001 [20]. 
 
 17 
velocity acquires a component normal to the force. Rovner et al. found that that a model 
based on a tensorial Stokes equation accounted quantitatively for magnitude of the lift 
and hence the direction of the velocity.  
 
 
1.2 Soft Glassy Materials 
Disordered complex fluids and soft solids, such as glassy colloidal suspensions, 
gels, and pastes, are ubiquitous in nature.  These materials differ from simple liquids or 
solids due to hierarchical structure on the nanometer or micrometer scale.  This structure 
instills these materials with elaborate mechanical properties, such as shear thinning, shear 
thickening, and thixotropy [36-38].  Underlying this nonlinear macroscopic deformation 
and flow behavior are shear-induced changes to the microstructure and microstructural 
dynamics.  Identifying and understanding the connections between these microscopic 
structural dynamics and the macroscopic rheological properties remain a central goal for 
the fields of soft matter and colloidal science.  This effort is made more challenging by 
the out-of-equilibrium nature of many disordered soft solids.  
In recent years, x-ray photon correlation spectroscopy (XPCS) has emerged as a 
powerful probe for gaining insight into the microstructural dynamics that are relevant to 
the rheology of disordered complex fluids and soft solids.  As part of my thesis research, 
I have participated in an effort to expand the potential of XPCS to probe microstructural 
dynamics associated with nonlinear rheology through the development of capabilities that 
combine coherent x-ray scattering with in situ shear.  In the following chapters, I describe 
the basics of the technique and the results of my research employing it to study soft 
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glassy materials.  Although the experiments I performed involved several soft glassy 
solids, including nanocolloidal gels, nanoemulsions, and clays gels, in this thesis, I focus 
on the results of the study of the nanocolloidal gels.  In the sections below, I present a 
brief introduction to some of background concepts relevant to these studies. 
 




Figure 1.9: Schematic phase diagram depicting the boundary between the ergodic fluid 
state and nonergodic disordered solid states of colloidal suspensions with concentration φ 
and short-range attraction 𝑈. At high concentration, suspensions form a glass, while in 
the limit of dilute concentration and strong attraction, they form a gel through diffusion-
limited cluster aggregation. The arrows refer to the experimental protocol of quenching 
moderately concentrated suspensions through the ergodic-nonergodic boundary by the 
sudden initiation of a short-range attraction of varying strength. Figure adapted from 
Reference [39]. 
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Colloidal suspensions can transform between fluid and disordered solid states as a 
function of the colloidal volume fraction and the strength and nature of the colloidal 
interactions [39,40]. Control of this process is crucial to numerous technologies in a 
diverse range of areas including ceramics, food processing, and pharmaceuticals. As 
colloidal suspensions are among the simplest and most accessible materials for the study 
of ergodic to nonergodic transitions in soft condensed matter, they have also served as 
important models for addressing the fundamental physics of such transformations. For 
example, repulsive hard-sphere colloids undergo a glass transition at a colloid volume 
fraction 𝜙  near 𝜙𝑔 = 0.58 , and characterization of this process has led to insights 
relevant to the glass transition in molecular liquids and other materials. When a short-
range, attractive interaction between the colloids is introduced, ergodicity breaking can 
occur at smaller volume fractions, as the colloids gel into long-lived network structures. 
In the limits of strong attraction and low concentration, the colloids create gels via the 
process of diffusion-limited cluster aggregation [41]. Such dilute gels have provided 
useful examples for understanding the formation and properties of materials with self-
similar, fractal structures.  Furthermore, at volume fractions slightly above 𝜙𝑔 , 
suspensions can display re-entrant glassy behavior with increasing attraction, providing 
evidence for an attractive glass transition [42-46]. A schematic phase diagram shown in 
Fig. 1.9, which depicts the fluid-to-solid boundary of suspensions of colloids with short-
range attraction 𝑈, captures these different scenarios.  As described below, the XPCS 
experiments on nanocolloidal gels under shear focused on gels with volume fractions 
around 0.3, which is intermediate between the dilute limit of fractal aggregates and the 
jammed limit of colloidal glasses. 
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1.2.2 Depletion Force 
The interparticle attraction in the nanocolloidal gels that I studied was controlled 
by a depletion interaction. Here, I explain briefly the origin of this interaction. The 
depletion force arises when large colloidal particles are in a solution of smaller ones and 
are sterically constrained to avoid them [47]. The physical origin of the depletion force is 
that the overlap of the excluded volumes around the large particles increases the volume 
accessible to the small ones, thus raising the entropy by an amount ∆𝑆 and lowering the 
free energy 𝐹 by 𝐹 = −𝑇∆𝑆.              
The depletion force is widely used in colloidal suspensions.  In the samples I 
studied, the large particles were nano-sized silica spheres, and they were suspended in a 
solution of the non-absorbing polymer polystyrene, which acted as the depletant. To 
formulate the depletion interaction between the colloids, we can approximate the 
polymers as hard spheres of diameter 𝜎, as shown in Fig. 1.10. When the depletion zones 
with thickness 𝜎/2 around the colloidal particles with radius 𝑅 overlap, a net force arises 
between the particles. This is because when the distance 𝑟 between the centers of the 
colloidal particles is smaller than 2𝑅𝑑 = 2𝑅 + 𝜎, the small spheres cannot enter the gap 
between the colloids, leading to an osmotic pressure difference between the two sides of 
each sphere.  Based on the symmetry, the depletion force points toward the centers of the 
spheres, and the only pressure on the surfaces that is not balanced is acting between 𝜃 =
0  and 𝜃0 = 𝑎𝑟𝑐 cos (
𝑟
2𝑅𝑑
), as seen in Fig. 1.10. Therefore, the net force on each sphere is:  
















0,                          𝒓 ≥ 𝟐𝑹𝒅 
, 𝟐𝑹 ≤ 𝒓 < 𝟐𝑹𝒅 
(1.18) 
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Here, the surface pressure is 𝑃 = 𝑛𝑏𝑘𝑇, according to Van’t Hooff law, where 𝑛𝑏 is the 
polymer number density, and the negative sign indicates the force is attractive. This result 
is known as the Asakura-Oosawa model. Based on the form of the force, the depletion 





2 (3𝑅 + 𝜎 +
ℎ
2
)                                        (1.19) 




≪ 𝑅, the depletion force and potential simplify to: 
𝐹(ℎ) = −𝜋𝑛𝑏𝑘𝑇𝑅(𝜎 − ℎ)                                                  (1.20) 










Figure 1.10: The schematic diagram of two colloids spheres (blue) immersed in small 
hard spheres (red) solution with separation h. The dashed circles represent the effective 
depletion radius. The unbalanced pressure (P) acting on each colloidal sphere leads to the 
attractive depletion force. 
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1.2.3.1 Linear Rheology and Viscoelasticity 
Rheology is the study of deformation and flow of materials. It deals with the 
relations between the microscopic structure and macroscopic mechanical response, and 
the relations between deformation and applied forces. Based on materials’ strain response 
to stress, we can identify two limits, those of an ideal solid and Newtonian liquid. An 
ideal solid is fully elastic, and the deformation is reversible without dissipation. In a 
Newtonian liquid, the deformation is irreversible and all mechanical energy is lost 
through viscous dissipation. However, materials in the real world generally behave as 
partially elastic and partially viscous. In rheology, we are interested in these viscoelastic 
materials. 
   
 
Shear stress and strain are the central concepts in rheology. The shear stress 𝜎 is 
defined as the shear force F per unit area A: 𝜎 =
𝐹
𝐴
, while the strain 𝛾 =
∆
𝐻
 is defined as 
the ratio of the displacement of the surface subjected to the shear force to the sample 
thickness, as seen in Fig. 1.11. For an ideal solid, 𝛾 and 𝜎 simply follow Hooke’s law: 
 
 
Figure 1.11: Material with thickness H deforms by an amount d under the stress 𝜎. 𝛾 =
𝑑/𝐻 is the strain. 
 23 
𝜎 = 𝐺𝛾 , where 𝐺  is the shear modulus. For an ideal fluid, 𝜎 = 𝜂?̇? , where 𝜂  is the 
viscosity and ?̇? is the shear rate. For a viscoelastic material, whose response has both 
viscous and elastic components, the stress response is more complicated, and the modulus 
𝐺 is a complex function of frequency (or time) consisting of two parts: the storage and 
loss moduli. Specifically for a applied small oscillatory shear stress 𝜎 = 𝜎0𝑒
𝑖𝜔𝑡 , the 
strain response in the linear regime is 𝛾 = 𝛾0(𝜔)𝑒
𝑖(𝜔𝑡+𝛿) , where 𝛿  is the phase shift. 








cos 𝛿(𝜔) is the storage modulus and 𝐺"(𝜔) =
𝜎0
𝛾0(𝜔)
sin 𝛿(𝜔) is the 









1.2.3.2 Non-linear Viscoelasticity 
When the viscoelasticity is linear, the material satisfying two conditions: (i) the 
creep is a function of the entire loading history and (ii) each increment of load makes an 
independent and additive contribution to the total deformation [48]. A simple picture of 
linear viscoelasticity is to assume that the material response has two separable 
components: an elastic component and a viscous component.  Based on this picture, 
several models including the Maxwell model, Kelvin-Voigt model and standard linear 
solid model have been developed to describe linear viscoelasticity.  
As part of my thesis, I have been interested in materials that exhibit non-linear 
viscoelasticity, for example, the attractive colloidal gels in Chapter 5. For these gels, the 
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response to small shear stress is linear and primarily elastic, and their response to stress 
near or above a yield stress becomes nonlinear. Such nonlinear viscoelasticity will be 




In general, fluids exhibiting non-linear or non-Newtonian behavior can be 
categorized according to the time dependence of the stress-shear-rate behavior as either 
time-independent fluids or time-dependent fluids.  For the time-independent fluids, the 
stress 𝜎 at a given time can exclusively determine the value of ?̇?, regardless of history, 
and vice versa. Based on the form between 𝜎 and ?̇?, shear thinning, visco-plastic, and 
shear thickening materials can be identified.  Shear thinning behavior means that the 
viscosity 𝜂 decreases with increasing shear rate; while shear thickening is the opposite. A 
visco-plastic fluid behaves like an elastic solid when the external stress is below the yield 
stress  𝜎0 while it behave like a Newtonian fluid or shear thinning fluid when the external 
stress is above  𝜎0.  Furthermore, when a visco-plastic fluid exhibits Newtonian behavior 
 
Figure 1.12: A qualitative diagram of flow curves for the different types of both 
Newtonian and non-Newtonian fluids. (from reference [48]) 
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above the yield stress, it is called a Bingham plastic fluid. According to this definition, 
the model of Bingham plastic behavior can be formulated as: 
𝜎 = 𝜎0 + 𝜂?̇?         𝜎 > 𝜎0                                         (1.23(𝒂)) 
?̇? = 0                      𝜎 < 𝜎0                                         (1.23(𝒃)) 
where 𝜎 is the external applied stress. On the other hand, if the behavior above yield 
stress is shear thinning, the visco-plastic fluid is called yield-pseudoplastic. Fig. 1.12 
summarizes the flow curves of Newtonian and non-Newtonian fluids.   The nanocolloidal 

















As discussed in the Introduction, the research in this thesis deals with two major 
areas of soft matter physics: liquid crystals and soft glassy materials.   In this chapter, I 
describe some of the experimental methods used in the research and provide some details 
regarding experimental procedures. The research into liquid crystals employed primarily 
polarization microscopy, and an essential component of the experiments involved 
creating sample cells that introduced the desired anchoring conditions (whether uniform 
or patterned) for the nematic director.  Therefore, I describe the procedures for 
fabricating these cells in some detail.   The research into soft glassy materials employed 
x-ray photon correlation spectroscopy (XPCS), a technique that utilizes coherent small-
angle x-ray scattering to characterize the structural dynamics in disordered materials at 
nanometer length scales.  In particular, a goal of the research was to integrate in situ shear 
deformation of materials into XPCS experiments; thereby gaining insight into the shear-
induced microscopic dynamics that underlie the materials’ rheological response.  Hence, 
in this chapter, I briefly review both XPCS and rheology. 
 
2.1 Liquid-Crystal Cell Fabrication 
2.1.1 Making The Planar and Homeotropic Cell Device 
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Most sample cells employed in the liquid crystals experiments were comprised of 
two optical quality glass plates separated by small spacers, often called a sandwich 
structure, as depicted in Fig. 2.1. On the inner surfaces, we could dictate the desired 
anchoring conditions to control the alignment of the liquid crystals molecules near the 
surface, thereby controlling the alignment directions within the bulk, as described in 




2.1.1.1 Planar Cell  
Planar anchoring refers to alignment of liquid crystals molecules at a surface 
parallel to the surface. If the anchoring has no energetic preference for any direction 
within the plane parallel to the surface, it is called the degenerate planar anchoring; if the 
anchoring promotes alignment in a single direction, it is called the uniform planar 
anchoring.  The widely used method to achieve uniform planar anchoring on glass slides 
is to employ a polymer coating.  By rubbing certain polymer films with a cloth such as 
felt, an anisotropy in the film structure at the nanometer scale may be introduced that 
causes the liquid crystals molecules in contact with the film to align parallel to the 
 
Figure 2.1: The “sandwich” structure of liquid crystal cells. Blue plates are glass slides; 
grey represents the spacers; and the black rods denote the liquid crystals molecules. 
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surface. In our experiment, we employed this method using films of polyimide 2555 (PI-
2555, HD Microsystems) that we spin-coated onto the glass slides.   
 To create glass slides with polyimide films for planar anchoring, the glass was 
first cleaned thoroughly using the following procedure: (i) add concentrated Hellmanex 
solution into DI water at 1%−2% by volume; (ii) heat the diluted Hellmanex solution just 
below boiling; (iii) place the glass slides, which have been cut to the proper size, into the 
prepared solution, and sonicate for about 10 mins; (iv) rinse the glass slides with DI water 
several times; and (v) dry the glass slides with nitrogen gas.  
 The next step was to coat the cleaned glass slides with PI-2555. To improve the 
adhesion of the PI-2555 to the glass, the slides were pretreated by promoter VM651.  
VM651 was diluted with DI water at a volume ratio 1:999, and the glass slides were 
immersed into the diluted solution for about 1 minute. The slides were then dried with 
nitrogen air flow. For the spin coating the concentrated PI-2555 solution received from 
the manufacturer was diluted with the solvent 1-Methyl-2-pyttolidinone to achieve a 
desired viscosity. Specifically, the ratio of PI-2555 and 1-Methyl-2-pyttolidinone should 
be adjusted until the mixture displays a light yellow coloration.  The mixture was then 
spread on the pretreated glass slide surface and subjected to spinning. The typical 
spinning rate was about 2000−3000 rpm, leading to films with thicknesses around 2.5 
− 3.5 μm. Following spin coating, the slides were hard baked to stabilize the polyimide 
film by leaving the coated slides on a 200 °C hot plate for at least 2 hours. 
After coating was finished, we needed to introduce the uniform planar anchoring 
by rubbing the polymer film.  We did so by placing the coated glass side facing down to a 
flat board covered with fine-pile velvet, and sliding the glass in one direction about 5 or 6 
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times. The preferred anchoring orientation for the nematic is then induced parallel to the 
sliding direction. As a matter of fact, the induced orientation is not exactly parallel to 
rubbing direction.  Instead, it has a small tilt angle to the plane, as depicted in Fig 2. 
Therefore, when assembling two slides to construct a cell with uniform planar anchoring, 
we have two different ways to arrange the slides: “parallel” (Fig. 2.2(a)) and “anti-




The final step in creating a planar cell involved securing two treated slides 
parallel with the desired separation.  To set the separation, I glued small pieces of plastic 
film with the correct thickness to the slides.  To fill the cells, I placed them on a hot plate 
at 40 °C (above isotropic-nematic transition of 5CB) and introduced the 5CB into cell 
through a pipet from one side. Capillary action caused the liquid crystal to fill the cell 
spontaneously. The typical volume of 5CB to fill a cell was about 30~50 μl.  Once a cell 
was filled, I turned off the hot plate and allowed the cell to cool slowly through the 
nematic phase to room temperature so that a defect-free uniform nematic texture was 
achieved. 
 
Figure 2.2: Two arrangements for the planar anchored slides. The arrow represents the 
rubbing direction on this surface. (a) Parallel alignment. (b) Anti-parallel alignment. 
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2.1.1.2 Homeotropic Cell 
The fabrication of a cell with surfaces promoting homeotropic anchoring is 
relatively simple. The common method is to introduce self-assembled monolayers onto 
the glass slides using silane coupling agents as depicted in Fig. 2.3. The agents have a 
hydrolyzable group, which reacts with the substrate to form a chemically stable bond, and 
a long linker (or organic functional group), which promotes perpendicular orientation of 
the liquid crystal molecules at the surface. In my experiments, I employed the silane 
coupling agent N,N-Dimethyl-N-octadecyl-3-aminopropyltrimethoxysilyl chloride 
(DMOAP), which is a quaternary amine functional silane, as illustrated in Fig. 2.4(a). 
The silane sites of DMOAP can bond to glass (silica) surfaces, while the long (𝐶𝐻3)𝑛 
linkers interact with liquid crystals molecules to orient them parallel to the chains and 
hence perpendicular to the substrate. 
 
 
   
The formation of homeotropic anchoring with DMOAP is illustrated in Figs. 
2.4(b) to (d). DMOAP adheres to the glass when the slides are immersed in an aqueous 
 
Figure 2.3: Structure of silane coupling agents. (a) four groups commonly exist inside a 
silane coupling agent. (b) silane coupling agent functionalization between substrate 
surface and in-solution polymer.  (pictures from website: www.gelest.com) 
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solution of the coupling agent.  When the slides are immersed in water, the –OH groups 
on the glass surface are ionized with negative charge. Therefore, not only do the silane 
groups bind to the surface, but also positively charged N-sites are attracted to the –OH 
group, leaving the linker (𝐶𝐻3)𝑛  perpendicular to surface. If the density of linkers is 
appropriate, liquid crystal molecules will inter-digitate and adopt the perpendicular 
orientation, leading to, homeotropic anchoring. The spacing of the linkers can be 




To create homeotropic cells, the first step is to clean the glass slides following the 
same procedure as in making planar cells. Second, one dilutes the DMOAP by mixing it 
into DI water at a mass ratio of 2:98. Then, the slides are immersed in the DMOAP 
solution for about 5 minutes so that the DMOAP molecules can bond to the slide surface. 
Finally, the glass slides are dried with nitrogen gas flow. To fabricate a homeotropic cell 
 
Figure 2.4: Structure of DMOAP and schematic of formation of homeotropic anchoring 
condition. (a) The surface group at wet glass surfaces. (b) Structure of DMOAP (c) 
DMOAP reacting with substrate surface. (d) Liquid crystals mesogens (black rods) 
inserting into spaced formed by DMOAP to achieve homeotropic anchoring. (from 
reference [49]) 
 32 
from such treated slides, one can follow the same procedure as in fabricating a planar 
cell.  
 
2.1.2 Making PDMS Microfluidic Devices 
In my thesis, I studied the behavior of colloids within nematic liquid crystals 
confined to the interstitial spacing in an array of microfluidic posts. The process of 
making these devices involves photolithography, PDMS molding, PDMS bonding, and 
surface treatments, as shown in Fig. 2.5.  In this section, I describe each of these 





Photolithography is a process of microfabrication that uses UV light to transfer a 
geometric pattern from a photomask to a light-sensitive chemical called photoresist on a 
substrate. Photoresist consists of two types: positive resists and negative resists. 
A positive resist is a type of photoresist in which the portion of the photoresist that is 
 
Figure 2.5: A schematic diagram of PDMS microfluidic device fabrication. (a) SU8 mold 
created via photolithography. (b) PDMS mold created from the SU8 template mold. (c) 
PDMS post array formed from the PDMS mold. (d) Post array bonded with a PDMS 
plate to form enclosed microfluidic device.   
 
 33 
exposed to light becomes soluble in the photoresist developer, and the portion of the 
photoresist that is unexposed remains insoluble, as depicted in Fig. 2.6(a). Alternatively, 
with a negative resist, the areas that are exposed to light become insoluble to the 
developer, and the unexposed regions are dissolved by the developer, as in Fig. 2.6(b).  
Commonly used positive resists are the S1800 series (Shipley) and AZ series 
(MicroChemicals), while a commonly used negative resist is the SU-8 series 
(MicroChemicals). Generally speaking, positive resists can have a feature resolution as 
small as 1 μm, but require small film thickness less than 10 μm; negative resists have 
lower resolution, but allow larger film thickness between 10 μm to several mm. In my 
thesis, I used SU8-2050 negative photoresists. In addition, Fig. 2.7 displays the 





Figure 2.6: The comparison between types of photoresist. (a) Positive resist. The exposed 
resist becomes dissolvable by developer. (b) Negative resists. The unexposed resist 
becomes dissolvable by developer.  (pictures by Cepheiden, 2010)  
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For the photolithography process, I employed a silicon wafer as the substrate. The 
procedure I followed was: (i) I cut the wafer to the desired shape and cleaned it with 
Hellmanex solvent; (ii) I rinsed the wafer with DI water for 30 seconds, air dried it, and 
left it on a hot plate at 115 °C to evaporate remaining water molecules; (iii) I allowed the 
wafer to cool to room temperature and placed it on the spinner; (iv) I spread SU8 2050 to 
cover the whole surface. (Because the temperature may affect the spreading behavior of 
SU8 2050 resist, maintaining both the wafer and SU8 at room temperature is necessary.) 
(v) Following the published SU8 2050 spinning curve, I used 2000 rpm for about 1min to 
obtain a 60 μm thick film.  (vi) I soft baked the film for 3 minutes at 65 °C and 9 minutes 
at 95 °C and then allowed the wafer to cool to room temperature prior to UV exposure.  
(vii) To apply a typical exposure for a 60 μm thick SU8 2050 film of about 100 mJ/𝑐𝑚2 




post-baking of 60 °C for 1 minute and 95 °C for 7 minutes and then let the wafer cool to 
room temperature. (viii) To develop the exposed SU8, I placed the wafer in developer 
solution and stirred using a magnetic stir bar at a moderate rate (a setting of 3.5-4.5 on 
 
 
Figure 2.7: (a) Photomask (b) Photomask under microscope. 
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the magnetic stirrer in the clean room) for about 20 minutes. (ix) I then removed the 
wafer from the developer and rinsed with isopropyl alcohol. (x) If a white film appeared 
on the waver, I concluded the SU8 was under developed, and developed for additional 
time.  (xi) Once developing was complete, I dried the wafer with nitrogen gas flow, and 
checked the structure under a microscope.  (xii) I applied hard baking at 180 °C for 10 
minutes to enhance the adhesion between the wafer and SU8 film, heal any cracks on the 
surface, and make the film more uniform. A typical resulting film structure obtained by 




2.1.2.2 PDMS Molding 
Due to degradation by thermal stress during the curing process and by de-molding 
forces, repeated use of an SU8 mold is limited. Therefore, I created PDMS molds from 
the SU8 molds to increase the lifetime of the molds.  PDMS consists of two components: 
 
Figure 2.8: Confocal image of SU8 mold used to make post arrays. The height of the 
posts is about 40 𝜇𝑚, the diameter is about 35 𝜇𝑚 and the distance between two nearest 
post centers is about 60 𝜇𝑚. 
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the agent and the kit.  To create a PDMS mold, I followed these procedures: (i) Mix the 
agent and kit at a mass ratio of 10:1. (For PDMS with a larger elastic modulus, the ratio 
should be lowered and vice versa.) (ii) Stir the mixture for at least 10 minutes. (iii) Pour 
the mixture onto the wafer with the SU8 pattern, (iv) Place in a vacuum oven and degas 
for about 30 minutes until all bubbles disappear. (v) Break vacuum in the oven and cure 
the PDMS at 80 °C for about 2 hours. (A higher curing temperature will decrease the time; 
however, the resulting structures will be more prone to defects.)  (vi) Peal the PDMS 
from the patterned SU8 wafer.  (vii) Perform plasma-based surface modification of the 
PDMS to achieve anti-sticking behavior needed for PDMS-PDMS molding. To do so, 
apply oxygen plasma (available in the Microfabrication Lab) to the PDMS surface at 0.4 
Torr, and 25W for 45 seconds. (viii) Place the PDMS in the vacuum oven along with 
several drops of Trichloro (1H,1H,2H,2H-perfluoro-octyl) silane solution. Pumping a 
vacuum in the oven accelerates the evaporation of the silane, which forms a thin layer on 
the PDMS surface that acts as an anti-stick film during subsequent PDMS-PDMS 
molding.  
 
2.1.2.3 PDMS Bonding 
After the PDMS mold is ready, it may be employed to create PDMS-based 
microfluidic devices using the following procedures: (i) mix the PDMS agent and kit 
again and pour the mixture onto the PDMS mold.  (ii) Cure at 80 °C for another 2 hours.  
(iii) Peal the PDMS device from the PDMS mold.  (iv) Bond another, flat PDMS sheet to 
the PDMS patterned sheet to form an enclosed microfluidic device.  (v) Bond the two 
PDMS pieces using oxygen plasma. With the oxygen plasma, the Si-O bonds at the 
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PDMS surfaces will be opened and will transform to O-Si-O bonds between the surfaces, 
leading to a permanent bonding. Note this same method can be used to bond other 
surfaces with Si-O bonds, such as PDMS and glass. In addition, oxygen plasma is also 
widely applied for dry etching.  For example, realizing photolithography of SU8 on glass 
is often difficult because of the weak adhesion of SU8 to glass. To improve the adhesion, 
the glass can be pre-treated by strong oxygen plasma. The typical treatment condition is 
100 W and 0.5 Torr for 10 minutes.  
 If the PDMS device is to be used in liquid-crystal studies like those described in 
this thesis, two additional steps before the plasma process are needed. First, holes must be 
punched through the top PDMS sheet to form channels for injecting the liquid crystal. 
Second, to achieve the desired anchoring conditions at the PDMS surfaces, the surfaces 
must be functionalized. Untreated PDMS promotes degenerate planar anchoring. For 
homeotropic anchoring, the surfaces can be coated with DMOAP by following the same 
procedure as coating glass slides before the plasma bonding. Since the DMOAP 
functionalization will be destroyed by the plasma process used to bond the PDMS, only 
areas of the PDMS where the bonding is to occur should be exposed to the UV during the 
plasma treatment. Therefore, I covered the area of the device containing the posts with a 
black paper, thus preserving the homeotropic coating on the PDMS surface, and left 
uncovered the area around the edges to bond to the top PDMS sheet.  The final steps to 
complete the bonding and the device fabrication were (i) Place the top PDMS sheet with 
punched holes and the treated PDMS posts with center covered into oxygen plasma 
chamber at 30 W and 0.3 Torr for 30 s, and (ii), Soft bake the device at 80 °C for 5 
minutes in order to enhance the bonding.  
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2.1.3 Growth of Cholesteric Figure Textures in a Homeotropic Cell 
As a part in my thesis, I investigated colloidal transport within cholesteric figure 
textures. The cholesteric finger textures were created in homeotropic cells by mixing 
nematic 5CB with the chiral dopant CB15. In the dilute limit, the cholesteric pitch 𝑝 was 




where 𝑓 = 7.3 𝜇𝑚−1  is the macroscopic helical twisting power. In my experiment, I 
controlled the concentration of CB15 to adjust the pitch and applied external electric and 
magnetic fields to control the growth rate and direction of the cholesteric finger texture, 




First, I built a homeotropic cell with two flat ITO covered glass slides. ITO-glass 
slides were used because the ITO coating is conductive but transparent.  Homeotropic 
anchoring was achieved following the same process described above.  I then placed the 
 
Figure 2.9: Schematic of approach for growing cholesteric finger textures. The dark line 
represents the conductive side of ITO glass slide. 
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conductive sides of the ITO-glass slides face to face and separated them by Mylar film to 
form a sandwich structure. In order to obtain a uniform finger texture, the cell thickness 𝑑, 
which is set by Mylar film thickness, should be approximately equal to the pitch, 𝑑/𝑝~1. 
The glass slides also need to be staggered about 5 𝑚𝑚 to each other, so that electric 
cables have enough space to connect to the ITO surface, as depicted in Fig. 2.9. UV-
cured glue was used to stabilize the connection between the Mylar film and ITO glass 
slides.  
Then the cholesteric mixture of CB15 and 5CB with appropriate molecular ratio 
was injected into the cell. I then placed the cell at the center of an electromagnet, which 
applied about 1T field. In the presence of the in-plane magnetic field, I quickly applied an 
electric field across the cell in order to null the initial random fingerprint texture by 
reorienting 5CB molecules along the field normal to the plates. An AC power supply 
with frequency of 1Hz and magnitude of 10V was used. After 10 minutes, I slowly turned 
off the electric field and left the sample in the magnetic field for another 1 hour. The 
result was macroscopically aligned finger textures. 
 
2.1.4 Preparation of Colloid-Dispersed Liquid Crystals 
As discussed in Chapter 1, the behavior of micrometer-sized colloids suspended 
in liquid crystals depends highly on the anchoring condition at the colloid surface. The 
research described in this thesis involves colloids composed of two materials, silica and 
nickel.  (As fabricated, nickel colloids possess a thin surface layer of nickel oxide.) In 
both cases, untreated colloids in 5CB impose planar anchoring. Homeotropic anchoring 
requires chemical modification of the surfaces, which can be achieved with DMOAP 
 40 
functionalization. The procedure is quite similar to the treatment of glass.  In summary, I 
first prepared a DMOAP solution in DI water in 2:98 mass ratio. I then added the colloids 
into the DMOAP solution and sonicated for several minutes. After sonication, I added 
more DI water to dilute the unreacted DMOAP.  I then usually let the colloids sediment 
to the bottom of the container, extracted the supernatant with a pipet, and repeated 3 to 4 
times.  To accelerate this step, centrifugation can be applied, or for the nickel particles, a 
magnet can be placed underneath the vial.  Following the last step of removing the 
supernatant, I dried the colloids on a hot plate at 80 °C. It is important to leave the 
colloids on the hot plate for enough time to ensure that most water molecules are 
evaporated.  I then added 5CB to the dried colloids and sonicated for 10 minutes to 
disperse the colloids.  
 
2.1.5 Image Analysis: Particle Tracking and Line Tracking 
 Video microscopy is widely used in the experiments in this thesis. Therefore, I 
developed several image analysis techniques to track the position of colloidal particles 
and other objects, such as disclination lines, from sequences of video images.  
 The core algorithms for particle tracking are based on the work from previous 
graduate student Daniel Allan, who wrote the Python code “trackpy”, which focuses on 
identifying circular objects in video images and connecting their positions frame-to-frame. 
Details about the software can be found in Dr. Allan’s Github webpage1. This tracking 
method is quite efficient and accurate and can be applied in various environments. For 
example, in the research described in Chapter 3 and Chapter 4, I applied it to track the 
                                                 
1https://github.com/soft-matter 
 41 
motion of disks in cholesteric finger textures and the motion of spheres in nematics 
within obstacles arrays. Example tracking results are displayed in Fig. 2.10(a)-(b).  
Another feature I tracked through image analysis was the shape and position of line 
defects over the time, as be described in Chapter 3. Defect lines usually have a stronger 
brightness compared with the background. Based on this color feature, we could locate 





2.2. X-ray Scattering  
2.2.1 Static X-ray Scattering 
Following their discovery by Wilhelm Rontgen in 1895, x-rays quickly developed 
into a means to characterize the microscopic structure of materials. X-rays are broadly 
defined to have a wavelength ranging from 0.01 to 10 nanometers, corresponding to a 
frequency between 3 × 1016Hz and 2 × 1019Hz.  In an x-ray scattering experiment, the 
incident beam interacts with the electrons of the atoms in a material, causing the electrons 
to resonate and emit photons that form the scattered light. By measuring the intensity 
patterns of the scattered light, we may infer structural information about the materials. 
 
Figure 2.10: Examples of particle tracking and defect tracking. Red lines represent the 
results. (a) and (c) Nickel disks in cholesteric finger texture. (b) Silica spheres in a 
nematic within an obstacle array.  
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Assume the incident beam has a wave vector 𝒌𝑖 , and the scattered light has a 
wave vector 𝒌𝑓. Under a quasi-elastic approximation where the energy change is small, 
we can take |𝒌𝒊| = |𝒌𝒇|. To build the general theory of x-ray scattering, let’s consider the 
case as shown in Fig 2.11. The scattering amplitude is: 
𝐴(𝒒) = ∑𝑓𝑛𝑒
−𝑖𝒒∙𝒓𝑛                                                           (2.1)  
where 𝒒 = 𝒌𝑓 − 𝒌𝑖, 𝑓𝑛 is the atomic scattering factor of the n
th atom at position 𝒓𝒏 and 
the summation is over all the scatterers. Therefore, the intensity 𝐼(𝒒) can be written as: 
 𝐼(𝒒) = |𝐴(𝒒)|2 = (∑𝑓𝑛𝑒
−𝑖𝒒∙𝒓𝑛) (∑𝑓𝑚
∗𝑒𝑖𝒒∙𝒓𝑚)                               (2.2) 
If the material consists of many identical scattering units, then  
𝐼(𝒒) = |𝐹(𝒒)|2 ∙∑𝑒−𝑖𝒒∙(𝒓𝑛−𝒓𝑚)
𝑚,𝑛
                                        (2.3) 
where 𝐹(𝒒) is called the form factor, which represents the scattering from a single unit, 
in this case the atom.  Furthermore, the second term can be written as: 
 
Figure 2.11: A schematic diagram of X-ray scattering. An incident X-ray is scattered by a 




= ∫ < 𝜌(𝒓1)𝜌(𝒓2) > 𝑒
−𝑖𝒒∙(𝒓1−𝒓𝟐)𝑑𝒓1𝑑𝒓2             (2.4) 
where 𝑆(𝒒) is called the static structure factor, and < 𝜌(𝑟1)𝜌(𝑟2) > is the density-density 
correlation function, which is the conditional probability  of finding a scatterer at position 
𝒓2  when there is a scatterer at position 𝒓1 . If the material is homogenous, 
〈𝜌(𝒓1)𝜌(𝒓2)〉 = 〈𝜌(|𝒓1 − 𝒓2|)𝜌(0)〉; therefore,  
𝑆(𝒒)=𝑉 ∫ < 𝜌(𝑟)𝜌(0) > 𝑒−𝑖𝒒∙𝒓𝑑𝒓                                              (2.5) 
From Eq (2.5), we see that the structure factor is the direct Fourier transformation of 
density-density correlation function. More details can be found in Warren’s book [49].  
 
2.2.2 Coherent and Incoherent Scattering 
In the above discussion on x-ray scattering theory, which closely follows the 
standard description provided in textbooks, an important assumption is made about the 
coherence properties of the incident x-ray beam.  Specifically, the beam must be coherent 
over length scales in which the density-density correlation function displays features, so 
that scattered waves over this length scale interfere.  However, since the correlation 
function is a thermodynamic quantity, the measurement must average over numerous 
correlation regions to sample an ensemble.   These features are achieved by the x-ray 
beams created at a typical synchrotron, where at the sample position the transverse 
coherence lengths are usually of order ten micrometers while the beam is of order a 
millimeter across.  Hence, the scattering volume contains many thousands of coherence 
volumes that produce coherent scattering patterns that add incoherently at the detector to 
provide the ensemble average.     
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2.2.3 X-ray Photon Correlation Spectroscopy 
However, if the incident beam is restricted in size to only a few coherence 
volumes, then the scattering intensity will be proportional to the amplitude squared of the 
fourier transform of instantaneous electron density distribution inside the material (and 
not an ensemble average). Taking advantage of the high brightness of third-generation 
synchrotron radiation sources, measurements can indeed restrict incident beams to this 
size.  For a disordered material, the resulting scattering is a highly mottled interference 
pattern of bright and dark spots known as speckles.  One example of speckle is displayed 
in Fig 5.2, Chapter 5.  Under some circumstances one can invert such a speckle pattern to 
recover information about the atomic positions in a material (and not simply their 
statistical average).  This is the principle of the technique of coherent diffraction imaging. 
Furthermore, however, if the scatterers in the material are moving, the intensity 
fluctuations of speckle patterns will vary over time, providing information about the 
microscopic structural dynamics within the material.  Analyzing such time dependence to 
infer dynamics is the principle of x-ray photon correlation spectroscopy (XPCS) [50,51], 
which is the technique I employed in the research described in Chapter 5.  XPCS is a 
powerful probe to gain direct insight into the microstructural dynamics that are relevant 
to soft materials’ rheology. Specifically, when applied in a small angle x-ray scattering 
(SAXS) geometry, XPCS usually measures the low frequency dynamics (103 − 10−3 Hz) 
in a q range corresponding to length scales of nanometers to tens of nanometers.  This 
combination of length and time scales is well matched to those of the structural dynamics 
that figure prominently in the rheological behavior of many soft materials.  This 
capability has led to efforts to connect the microscopic information about structural 
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dynamics obtained from XPCS to the macroscopic mechanical response in a host of 
materials with interesting and complicated rheology [52].   The research I describe in 
Chapter 5 is an effort to build on this idea by using XPCS to investigate the structural 
dynamics of soft disordered materials undergoing in situ shear. In the following sections, 
I briefly review previous work in this area. 
 
2.2.3.1 XPCS under Flow 





                                        (2.6)                 
Here 𝐼𝑖𝑗(𝒒, 𝑡𝑤) is the scattering intensity measured at the (𝑖, 𝑗) pixel on the CCD detector 
at scattering vector 𝒒  and at waiting time 𝑡𝑤 . 𝑡  is the delay time and < ⋯ >  means 
averaging over all pixels with nearly the same 𝒒 value and all waiting time 𝑡𝑤. 𝑔2(𝒒, 𝑡) is 
a quantity we can determine directly from the measurement. In the case of homodyne 
scattering, 𝑔2(𝒒, 𝑡) is related to the dynamic structure factor 𝑔1(𝒒, 𝑡) through the Siegert 
relations: 
𝑔2(𝒒, 𝑡) = 1 + 𝛽|𝑔1(𝒒, 𝑡)|
2                                             (2.7) 
where 𝑔1(𝒒, 𝑡) is the dynamic structure factor, which is another principal quantity that 
describes the structural dynamics in materials.  For a system containing N scatterers,  
𝑔1(𝒒, 𝑡) ∝ ∑∑ < 𝒃𝑛
∗ (𝒒, 0)𝒃𝑚(𝒒, 𝑡) exp[−𝑖𝒒 ∙ (𝒓𝑛
′ (0) − 𝒓𝑚






where is the, 𝒃𝑛(𝑡) is the scattering length of particle 𝑛 in the material at time 𝑡 and 
𝒓𝑛
′ (𝑡) is this particle position in the presence of flow at time 𝑡 . When we focus on 
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homodyne SAXS measurements on dilute colloidal suspensions where the particles can 
be assumed to be non-interacting and uncorrelated, 𝑔1(𝒒, 𝑡) is simplified as: 
𝑔1(𝒒, 𝑡) ∝ ∑ < 𝒃𝑘
∗ (0)𝒃𝑘(𝑡) exp[−𝑖𝒒 ∙ (𝒓𝑘




              (2.9) 
In considering the motion of particles under flow, the difference of particle position at 
different time can be expressed by: 
𝒓𝑘
′ (0) − 𝒓𝑘






                          (2.10) 
Here 𝒓𝑘(𝑡) − 𝒓𝑘(0) is the change in the 𝑘th particle position caused by diffusive motion 
over the time interval t, 𝒗0 is the average particle flow velocity over the incident beam 
area, and 𝛿𝒗 is the flow velocity difference between positions 𝒓𝑘(𝑡) and 𝒓𝑘(0). These 
three terms in Eq (2.10) contribute to the decay of the intensity autocorrelation function 
𝑔2(𝒒, 𝑡) with different mechanics [53, 54]: 
(i)   Particle Diffusion: the characteristic decay time scale is 𝜏𝐷 = (𝐷𝑞
2)−1, where 
𝐷 is the diffusion coefficient.  
(ii)  Transit effect: the decay of intensity autocorrelation function can also be 
caused by the nonzero net flow where particles exit and new particles enter the 
illuminated volume. In this case, the characteristic time is 𝜏𝑇 = 𝐿/𝑣0, where 𝐿 is 
the transverse beam size and 𝑣0 is the average flow speed.  
(iii) Shear effect: a shear gradient can introduce the velocity gradient between two 
different positions that causes a decay in the correlation function. . The physics 
behind this shear-induced effect is that the frequencies of the x-rays scattered by 
particles which are moving with different velocities are Doppler-shifted, therefore 
the scattering from pairs of such particles are phased shifted. The characteristic 
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time is 𝜏𝑆 = (𝑞?̇?𝐻𝑐𝑜𝑠𝜃)
−1, where ?̇? is the magnitude of local velocity gradient, 𝐻 
is the sample thickness and 𝜃  is the angle between local velocity and the 
scattering wave vector. .  
Provided that the characteristic times of these three processes are well separated, 
the intensity autocorrelation function can be factorized into three terms based on the 
above three contributions: 
|𝑔1(𝒒, 𝑡)|






                  (2.11) 




= exp(−2𝐷𝑞2𝑡)                                       (2.12) 
However, when a shear is applied, the diffusion can become anisotropic and dependent 
on the shear rate ?̇?: 
|𝑔1,𝐷(𝒒, 𝑡)|
2









(?̇?𝑡)2)]            (2.13) 
here 𝑞∥ and 𝑞⊥ are the components of wave vector parallel to the flow and perpendicular 
to the flow [55].  
As mentioned above, the transit term, given by the term |𝑔1,𝑇(𝒒, 𝑡)|
2
, decays on a 
time scale set by its characteristic time 𝜏𝑇 = 𝐿/𝑣0.  Under most situations, 𝜏𝑇 is much 
larger than characteristic times of the other terms, and |𝑔1,𝑇(𝒒, 𝑡)|
2
can be approximated 
as a constant.  
The shear-induced term |𝑔1,𝑆(𝒒, 𝑡)|
2
 can be obtained by sum over all pairs of 











3                     (2.14) 
where 𝛿𝒗(𝒓1, 𝒓2) is the velocity difference between position 𝒓1 and 𝒓2. 
 
2.2.3.2 XPCS under Steady Shear 
Recently, Burghardt et al. reported XPCS experiments on colloidal suspensions 
under homogeneous steady shear flow (i.e. flow with a time-independent and spatially 
uniform velocity gradient) [56]. In these experiments, the incident beam was parallel to 
the shear gradient direction, so that in the small-angle-scattering limit of the 
measurements the scattering wave vectors lay in the flow-vorticity plane. In this case, Eq 



















2        (2.15) 
where the incident beam direction is taken to be the y-direction. Again, since |𝑔1,𝑆(𝒒, 𝑡)|
2
 
depends only on the component of the wave vector parallel to the flow, by analyzing 
𝑔2(𝒒, 𝑡) along different wave-vector directions, Burghardt et al. were similarly able to 
characterize independently the velocity gradients of the shear flow and colloidal diffusion 
along the vorticity direction. However, a key observation that they made was that the 
ability to resolve the colloidal diffusion was restricted to measurements at relatively low 
shear rates. At higher rates, the decay in the transit term |𝑔1,𝑇(𝒒, 𝑡)|
2
 becomes a dominant 
effect along 𝑞⊥. Also, due to the need to average over pixels that subtend a finite range of 
scattering angles to obtain 𝑔2(𝒒, 𝑡), measurements nominally along  𝑞⊥ must also include 
contributions with a small component along 𝑞∥, and hence the shear term becomes also 
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appreciable at high rates. In particular, Burghardt et al. concluded that measurements at 
sufficiently high Peclet number (𝑃𝑒 = ?̇?𝑅2/𝐷, where 𝑅 is the particle radius) to observe 
shear-induced perturbations to the intrinsic dynamics would be unfeasible in the 
scattering geometry they employed, although other geometries might offer improvements 
[56].  In Chapter 5, I describe experiments in which XPCS in combined with large-
amplitude oscillatory shear (LAOS).  One motivation for this work was to investigate 
whether such measurements could overcome some of the limitations that steady shear has 
in accessing shear-induced structural dynamics. Also, as I describe in Chapter 5, coherent 
scattering in conjunction with LAOS can uncover unique information about the particle 
rearrangements and other microscopic processes that underlie yielding and plastic flow in 














Colloidal Transport in Cholesteric Liquid Crystals 
 
3.1 Introduction 
An important area of soft matter concerns the mobility of colloidal particles 
within structured fluids. Typically, the drag forces and other interactions that a particle 
experiences in a structured fluid are significantly subtler and more complicated than the 
Stokes drag from a simple Newtonian fluid [57-59]. The resulting dynamics can provide 
insightful, microscopic perspectives into the properties of the fluid. They can also form 
the foundation for new technologies in areas such as self-assembly, separations, and 
sensing. Although much research has concerned colloids within nematic liquid crystals, 
distortions to cholesteric order imposed by a suspended particle may lead to interparticle 
interactions and colloidal assemblies not seen in nematics, in part because the distortion 
to the order depends not only on the anchoring conditions at the particle surface but also 
on the size of the particle relative to the pitch [60,61].  Further, recent studies have shown 
how the size dependence affects dynamics, specifically by making the drag force on a 
sphere moving through a cholesteric a nonlinear function of the sphere radius in contrast 
with Stokes law [60, 62]. In this chapter, I report an experimental investigation of the 
mobility of discoidal colloidal particles in frustrated cholesterics known as finger textures 
that are characterized by a periodic array of disclinations in the order.  
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As introduced in Chapter 1, as a special type of liquid crystal with helical 
structure, cholesteric liquid crystals (CLCs) can form finger textures when sandwiched 
between two glass slides.  As described below, finger textures are actually the result of 
distorting the cholesteric structure by confining it between plates with homeotropic 
anchoring, which creates a boundary condition incompatible with the cholesteric director 
field given by Eq. (1.3).  Previous research indicated an elaborate phase diagram of CLCs 
finger textures controlled by the relative size of the cell gap thickness 𝑑 and pitch 𝑝, the 
applied voltage U, and the dielectric and elastic properties of the CLC [63,64]. What’s 
more, the geometrical frustration that leads to the distorted director structure also imposes 
the formation of topological defects, and one difference among the finger texture phases 
that can form is the various configurations of defects that each possesses.  Exploring 
motion in these frustrated cholesteric enables me to investigate both colloidal mobility in 
a fluid with broken translational symmetry and the effect of interactions between defects 
in the order and the colloids on the colloid dynamics. 
 
 
3.2 Experimental Methods 
Figure 3.1 displays a schematic of the experimental arrangement.  We followed 
the procedures described in Chapter 2 to create homeotropic ITO glass cells containing 
mixtures of 5CB and CB15 to form the finger textures. Fig. 3.2 displays one sample with 
𝑑 = 24 𝜇𝑚 and 𝑝 = 24 𝜇𝑚. Silica spheres and nickel disks were premixed into the 5CB 
in order to introduce them into the system.  The mobility of the colloidal particles in the 











Figure 3.1: Schematic of the sedimentation experiments. The microscope was tilted 90° 
to make the driving force (gravity) parallel to the focal plane. Strong homeotropic 
anchoring at the surfaces of the glass slides (blue) caused the cholesteric liquid crystal 
with pitch p to assume a distorted CF-1 finger texture. The local director orientation 
within the texture, which is depicted by the cylinders, includes nonsingular +1/2 (red 




on a particle with a density larger than that of the surrounding fluid is measured by 
balancing it with gravity, as illustrated in Fig. 3.1. Two types of micro-size particles are 
studied: untreated silica spheres with 10 𝜇𝑚  diameter, and planar nickel disks with 
40 𝜇𝑚 diameter and 300 𝑛𝑚 thickness.  In order to decrease the interaction between the 
particles and substrate, the optical microscope was tilted by 90° to make gravity parallel 
to the focal plane (also the sample plane), as depicted in Fig. 3.1. The in-plane angle 𝛼 
was adjusted by rotation of the sample stage; I define 𝛼 = 0  to be parallel to the 
cholesteric pitch. 
The chiral structure of the cholesteric is frustrated by the homeotropic anchoring 
condition at the substrates. As a result, the director field assumes a distorted 
configuration that nevertheless preserves the periodicity of the cholesteric. Four different 
metastable textures, or finger textures, have been identified for cholesterics in 
homeotropic cells. As mentioned above, the prevalence of each depends on parameters 
such as the strength of the anchoring, the elastic constants of the liquid crystal, and the 
strength of any external electric field. The texture that has the lowest energy under most 
conditions and hence is the most commonly observed is known as CF-1 [63], and the 
conditions in our experiment led to the formation of this texture. In the CF-1 texture, the 
cholesteric axis orients parallel to the substrates, and each period contains two pairs of 
closely positioned non-singular 𝜆+1/2  and 𝜆−1/2  disclinations that run perpendicular to 
the cholesteric axis, as depicted schematically in Fig. 3.1.  
 
3.3 Experimental Results 



















Figure 3.2: Silica sphere translated through cholesteric liquid crystals responding to 
gravity. (a) Sphere moves exclusively parallel to disclination direction under different 
rotational angle 𝛼. (b) Plotting of sphere speed with different 𝛼. cos 𝛼 is proportional to 
driving force along disclination direction. Perfect linearity between v and cos 𝛼 indicates 
a constant effective drag viscosity. 
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I observed that silica spheres moving under the force of gravity through the finger 
textures were unable to cross the disclination lines. As a result, the spheres remained 
trapped within one period of the texture and translated exclusively parallel to the lines, as 
depicted in Fig. 3.2(a).  The velocity v of a sphere as a function of the in-plane angle 𝛼 is 
shown in Fig. 3.2(b). The velocity varies linearly with the cos 𝛼, which is proportional to 
the component of gravity perpendicular to the pitch (parallel to the disclination lines) and 
hence parallel to the velocity. This linear relationship indicates that the spheres 
experience a simple viscous Stokes drag in this direction: 
𝑭𝐷𝑟𝑎𝑔 = 6𝜋𝑅𝜂𝒗                                                         (3.1)                                                            
where 𝑅  is the radius of the silica spheres, and 𝜂  is the effective drag viscosity. 
Meanwhile, the component of the gravitational force parallel to the pitch (perpendicular 
to the disclination lines) is balanced by an elastic force associated with deformation of the 
lines that impedes any motion in this direction.  To obtain a value for the effective drag 
viscosity, we can equate the drag with the gravitational force: 




𝜋𝑅3(𝜌𝑠𝑖𝑙𝑖𝑐𝑎 − 𝜌5𝐶𝐵)𝑔, and 𝜌𝑠𝑖𝑙𝑖𝑐𝑎 and 𝜌5𝐶𝐵 are densities of silica and 5CB 
respectively. Interestingly, we find that the effective viscosity is anomalously large, 
around 720 𝑚𝑃𝑎 ∙ 𝑠, which is several times larger than the largest Miesowicz viscosity of 
nematic 5CB. As described below, we observed similarly large drag viscosities on the 
nickel disks translating through the finger textures. A discussion of this effect is given 
below.  
 











Figure 3.3: Images of a Ni disk sedimenting through a cholesteric finger texture with a 62 
mm pitch. The disk velocity is parallel to gravity, which is perpendicular to the 
cholesteric axis. The texture distorts in the vicinity of the moving disk, increasing the 
drag. The time interval between successive images is 150 s. 
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The mobility of the disks in the cholesteric finger textures showed a strong 
dependence on the size of the pitch. At small pitch (𝑝 < 40 𝜇𝑚), the disk motion was 
exclusively perpendicular to the cholesteric axis regardless of the orientation of the 
applied force, and a force parallel to the axis resulted in no motion. Thus, the elastic 
forces associated with distortions of the texture balanced the component of gravity along 
the cholesteric axis. However, in textures with larger pitch, the dynamics were complex 
as the gravitational force was sufficient to overcome the elastic retardation along the axis, 
leading in some cases to stick-slip motion. In the sections below, we describe the nature 
of the motion for various conditions of pitch size and direction of applied force that 
illustrate this highly anisotropic and pitch-dependent mobility, and we present a model 
that describes the stick-slip dynamics.  
 
A. Sedimentation force perpendicular to cholesteric axis  
The simplest behavior was observed when the gravitational force was oriented 
perpendicular to the cholesteric axis and hence parallel to the disclinations (𝛼 = 𝜋/2). In 
this case, the disks moved at a constant velocity v parallel to the force. Fig. 3.3 displays a 
series of bright-field micrographs showing a disk moving in this direction in a texture 
with 𝑝 = 62 𝜇𝑚 . Since the motion was at low Reynolds number (𝑅𝑒~10
−6 ), this 
constant velocity implied that drag forces from viscous dissipation 𝑭𝒅 balanced gravity, 
𝑭𝒅 = −𝑭𝒈. For a disk translating in a simple isotropic liquid, the drag force would be 
given by Stokes law, 
𝑭𝒅 = −𝜁𝒗 = −
32
3




𝑅𝜂 is the drag coefficient for a disk, and 𝜂 is the liquid’s shear viscosity. 
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From the velocity of the sedimenting disk in the cholesteric, one can employ Eq (3.3) to 
obtain an effective drag viscosity 𝜂𝒆𝒇𝒇 that characterizes the dissipation. We stress that 
the application of Eq (3.3), with 𝜁 =
32
3
𝑅𝜂𝒆𝒇𝒇 to describe the drag on the disk in the 
cholesteric, is not strictly valid. Due to the broken orientational and translational 
symmetry of the cholesteric, the flow field around the disk and hence the nature of the 
drag are more complicated than those of an isotropic liquid for which Stokes law is 
derived. In particular, as discussed further below, the disk mobility depends strongly on 
the relative size of 𝑅 and 𝑝, indicating a distinctly non-Stokesian character to the motion. 
Nevertheless, we employ the Stokes form to describe the drag since it provides a measure 
of the drag in a familiar form that allows easy comparisons of the dissipation experienced 
under different circumstances. For example, for the motion depicted in Fig. 3.3, we 
obtain 𝜂𝑒𝑓𝑓 = 420 𝑚𝑃𝑎 ∙ 𝑠. Similar values were found for disks moving perpendicular to 
the cholesteric axis in textures with different 𝑝 . As with the motion of the spheres 
described above, this effective drag viscosity is strikingly large compared with that 
describing colloidal motion in nematic 5CB where, depending on the direction of motion 
with respect to the nematic director and the anchoring conditions at the particle surface, 
drag viscosities vary between 25 𝑚𝑃𝑎 ∙ 𝑠 and 110 𝑚𝑃𝑎 ∙ 𝑠, which fall in the range of the 
Miesowicz coefficients of 5CB. We attribute the anomalously large drag in the finger 
textures to dissipation associated with motion of the disclination lines, which must 
deform in the vicinity of the disk as it falls, as illustrated in Fig. 3.3. As mentioned above, 
this result is similar to the experiment on silica spheres translating through the finger 
textures. In contrast, in an experiment of on nickel, wires with longitudinal surface 











Figure 3.4: Images of a Ni disk sedimenting through a cholesteric finger texture with 60 
μm pitch in response to gravity parallel to the cholesteric axis. Five sets of disclination 
lines are labeled A through E in the top image. The contour of one set, labeled C, is 
depicted in red in all three images to illustrate the time-dependent distortion of the texture 
as the disk undergoes stick-slip motion. The time of each image matches the time axis 
of Fig. 3.5. 
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created no observable distortion of the texture, the wires sedimented with an effective 
drag viscosity that was similar to the values in pure 5CB. Specifically, the effective drag 
viscosity experienced by a 10 𝜇𝑚  long Ni wire with diameter 350 𝑛𝑚  translating in 
70 𝜇𝑚 pitch texture was approximately 150 𝑚𝑃𝑎 ∙ 𝑠. 
 
B. Sedimentation force parallel to cholesteric axis 
When the force of gravity was oriented parallel to the cholesteric axis (𝛼 = 0), the 
viscous response of the texture was accompanied by spatially varying elastic 
contributions whose strength depended on the cholesteric pitch. In textures with small 
pitch (𝑝 < 40 𝜇𝑚), the disks remained stationary (𝑣 = 0). We interpret this lack of 
motion as due to a balance between the elastic forces associated with distortion of the 
texture and gravity. In textures with larger pitch, the elastic forces, while still present, 
were insufficient to balance gravity and instead the disks underwent periodic stick-slip 
motion. Fig. 3.4, which displays a series of bright-field micrographs of a disk in a texture 
with 60 𝜇𝑚 pitch, illustrates this motion. A set of disclination lines in each micrograph is 
highlighted in red. As the disk passed through the disclinations they temporarily attached 
to the disk. As a result, the disk distorted the texture, stretching the disclinations as it fell. 
Eventually, the disk detached from the disclinations, allowing the texture to recover from 
the distortion. As the disk stretched the disclinations, its motion was increasingly 
retarded. Then, when it detached, it briefly moved relatively unencumbered until it 
encountered the next set of disclinations, and the process repeated. Fig. 3.5(a) displays 
the height and velocity as a function of time of a disk undergoing this motion as it 









Figure 3.5: (a) Position (solid triangles) and velocity (open triangles) of the disk shown 
in Fig. 3.4 sedimenting through a 60 μm pitch figure texture in response to gravity 
parallel to the cholesteric axis. Downward in the images in Fig. 3.4 is taken as the 
positive y direction. The solid red line is the result of a fit to the position using the model 
described in Section 3.3.3. (b) The lengths of the disclination lines labeled in the top 




steadily decreased, corresponding to when the disk stretched the disclinations, and then 
suddenly jumped to a larger value, signaling detachment. In the following section, we 
present a model that describes this periodic stick-slip motion. 
 
C. Sedimentation force at oblique angle to cholesteric axis 
When the gravitational force was oriented at an oblique angle to the cholesteric 
axis, the resulting disk motion contained elements of the behavior seen in both the 
perpendicular and parallel configurations, and the nature of the motion depended both on 
the pitch size and on the angle 𝛼 between the force and the axis. In textures with large 𝑝 
at small,𝛼 the motion was similar to that when the force was parallel to the axis: the disks 
translated parallel to the driving force with periodic stick-slip motion. However, at large 
𝛼 the component of gravity parallel to the cholesteric axis was sufficiently small that the 
elastic forces associated with distorting the texture could balance it. The resulting motion 
in this case is illustrated in Fig. 3.6, which displays a series of micrographs of a disk in a 
texture with 𝑝 = 60 𝜇𝑚 and 𝛼 = 70°. Instead of undergoing stick-slip motion, the disk 
remained near one set of disclinations and moved parallel to the disclinations (and hence 
at an angle 𝜋 − 𝛼  to the applied force) at constant velocity. Assuming that the force 
causing this motion was the component of gravity perpendicular to the cholesteric axis 
(parallel to the disclinations), we can again interpret the constant velocity as the result of 
a balance between the driving force and drag forces from viscous dissipation,𝑭𝒅 =
−𝑭𝒈 sin 𝛼. Further, to quantify this dissipation we can again adapt Stokes law, Eq (3.3), 
to obtain an effective drag viscosity. From the velocity of the disk in the texture with 𝑝 =
60 𝜇𝑚 and 𝛼 = 70° shown in Fig. 3.6, we obtain a very large value, 𝜂𝑒𝑓𝑓 = 1080 𝑚𝑃𝑎 ∙
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𝑠. (We again stress that this quantity should not be considered literally as the shear 
viscosity of the cholesteric but rather as a measure of the dissipation for comparison with 
other sedimentation conditions.) As before, we interpret this large dissipation as the 
consequence of contributions from motion of the disclination lines, which experience 
considerable deformation by the moving disk at this orientation of the texture.  
The range of angles 𝛼 at which the disks either displayed stick-slip motion or 
moved at a constant velocity parallel to the disclinations depended on the size of the 
pitch. For small pitch, where no stick-slip motion was observed even at 𝛼 = 0 the disk 
velocity was parallel to the disclinations at all 𝛼 (except at 𝛼 = 0 where the component of 
gravity parallel to the disclinations was zero and hence the velocity was zero). For larger 
pitch and at intermediate 𝛼, the disk dynamics could be considered a hybrid of the two 
types of motion seen at large and small 𝛼. That is, during their motion the disks moved 
parallel to the disclinations and hence at an angle to the applied force at times, but the 
texture also periodically yielded so that the disks could traverse the texture from one 
period to the next. Fig. 3.7, which displays a series of bright-field micrographs of a disk 
in a texture with 𝑝 = 114 𝜇𝑚 at 𝛼 = 42°, illustrates this motion. Fig. 3.8(a) shows the 
zigzag trajectory made by the disk depicted in Fig. 3.7, while Fig. 3.8(b), which shows its 
time-dependent velocity as it traversed two periods of the texture, illustrates its stick-slip 
motion. Notably, the disk’s direction of motion as it traversed each period of the texture 
unencumbered by the disclinations was not strictly vertical and parallel to gravity but 
instead was oriented farther toward the cholesteric axis. We attribute this deflection of the 
velocity from the direction of the applied force to a lift force created by the anisotropic 








Figure 3.6: Images of a Ni disk sedimenting through a cholesteric finger texture with 60 
μm pitch in response to gravity oriented at an angle α = 70° to the cholesteric axis. The 

















Figure 3.7: Images of a Ni disk sedimenting through a cholesteric finger texture with 114 
μm pitch in response to gravity oriented at an angle α = 42° to the cholesteric axis. The 
time in each image matches the time axis of Fig. 3.10(b). The dashed line denotes the 
trajectory of the disk. 
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3.4 Model for Stick-Slip Motion 
As the descriptions above illustrate, the response of the cholesteric finger texture 
to colloidal motion is highly anisotropic and non-Stokesian. A key ingredient of this 
response is the behavior of the periodic array of disclinations, whose distortion gives rise 
to the anomalously large drag and to the stick-slip motion. To model the forces that create 
the stick-slip motion, we characterized the distortions in the texture by measuring the 
length and positions of the sets of disclinations in the vicinity of sedimenting disks 
undergoing the motion. From these measurements we identified two contributions to the 
elastic energy cost of distorting the texture: one from stretching the disclinations and one 
from compressing the cholesteric pitch. However, as described below, in modeling the 
effect of these energy costs on the disk motion, we found that the contribution from the 
compression could be neglected. For simplicity, we therefore focus on the stretching 
energy, which we approximate as  
𝑈𝑠 = 𝑇∑ Δ𝐿𝑖𝑖 = 𝑇Δ𝐿𝑡𝑜𝑡𝑎𝑙                                               (3.4)                                                       
where Δ𝐿𝑖 is the excess length of the i
th set of disclinations, and T is the energy per unit 
length, or line tension, of the disclinations. For example, Fig. 3.5(b) depicts the time-
dependent length Δ𝐿 in excess of the undistorted length of the five sets of disclinations 
labeled in the top image in Fig. 3.4 along with their sum Δ𝐿𝑡𝑜𝑡𝑎𝑙. This energy cost leads 







                                               (3.5) 
where 𝑦 is the vertical position of the disk. Fig. 3.9 displays the results for Δ𝐿𝑡𝑜𝑡𝑎𝑙 from 
Fig. 3.5(b) plotted as a function of 𝑦. We note that the oscillating nature of Δ𝐿𝑡𝑜𝑡𝑎𝑙 









Figure 3.8: (a) Trajectory and (b) magnitude of velocity of the nickel disk in Fig. 
3.7 sedimenting through a cholesteric finger texture with 114 μm pitch in response to 
gravity oriented at an angle α= 42° to the cholesteric axis. Note the positive-y direction is 
defined as downward (parallel to gravity). 
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force, which is associated with stretching the disclinations, acts on a disk only when it is 
actually stretching the disclinations and Δ𝐿𝑡𝑜𝑡𝑎𝑙  is increasing, and that all the elastic 
energy stored in the disclinations is lost to viscous dissipation as they retract. However, 
measurements of the stick-slip motion in textures with large 𝑝, where the motion of the 
disks when they were not touching any disclinations could be clearly resolved, showed 
that during this part of the motion the disks actually accelerated, suggesting the presence 
of an increasing downward force working in conjunction with gravity. The oscillating 
nature of Δ𝐿𝑡𝑜𝑡𝑎𝑙  captures both the retarding nature of the disk’s interaction with the 
disclinations due to stretching and this downward force. 
In addition, we model the viscous dissipation during the stick-slip motion by a 
Stokes drag, Eq (3.3). At low Reynolds number, the gravitational force on the disk is 
hence balanced by these elastic and drag forces, leading to an equation of motion for the 
disk,  
𝐹𝑔 = 𝐹𝑑 + 𝐹𝑒 =
32
3
𝑅𝜂𝑒𝑓𝑓𝒗 +  𝑇
𝑑(Δ𝐿𝑡𝑜𝑡𝑎𝑙)
𝑑𝑦
                              (3.6)                                            
In principle, one can solve this equation to obtain a prediction for the position of the disk 
as a function of time. However, because of the scatter in Δ𝐿𝑡𝑜𝑡𝑎𝑙, direct differentiation of 
the data to obtain 𝐹𝑒 is impractical. Therefore, to compare the model with the data, we 
integrate Eq (3.6) to obtain:  









[Δ𝐿𝑡𝑜𝑡𝑎𝑙(𝑦2) − Δ𝐿𝑡𝑜𝑡𝑎𝑙(𝑦1)]         (3.7) 
where 𝑦1  and 𝑦2  are two values of the disk’s position. Using the values of the disk 
velocity from Fig. 3.5(a) and the excess length of the disclinations from Fig. 3.9 as 

















Figure 3.9: Total excess length of the disclinations ΔLtotal from Fig. 3.5(b) plotted as a 
function of disk height. 
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The result of the fit, shown by the solid red line in Fig. 3.5(a), agrees closely with the 
measurements. The best fit value for the effective viscosity, 𝜂𝑒𝑓𝑓 = 680 𝑚𝑃𝑎 ∙ 𝑠, again 
indicates an anomalously large drag reflecting the dissipation associated with motion of 
the disclinations. The best fit value for the disclination line tension, 𝑇 = 13.6 𝑝𝑁, can be 
compared with the theoretically expected tension of the four (nonsingular) 𝜆-disclinations 
in each period of the finger texture:  
𝑇 = 4𝜋𝐾𝑠2𝐿𝑛 (
𝐿
𝑟𝑐
)                                                  (3.8)                                                                
where 𝐾 ≈ 5 𝑝𝑁  is the average Frank elastic constant of 5CB [66], 𝑠 = 1/2  is the 
strength of the 𝜆  disclinations, 𝐿  is the effective size of the system, and 𝑟𝑐  is the 
disclination core radius. The core radius of the 𝜆-disclinations is approximately the pitch 
𝑝 [17]. Taking 𝐿 to be the spacing between the substrates, we hence expect 𝐿𝑛(
𝐿
𝑟𝑐
) to be 
of order one, and hence the tension to be a few times 𝐾, which is in good agreement with 
the fit result. Further, from 𝑇 and estimates of 
𝑑(Δ𝐿𝑡𝑜𝑡𝑎𝑙)
𝑑𝑦
 at the yield points, we find that 
the maximum stretching force at yielding is approximately 12 ± 2 𝑝N for 𝑝 = 60 𝜇𝑚. 
This yield force, which depends on the pitch, derives from several factors including 𝐾 
and the strength of the anchoring at the particle surface. Its important feature is its 
similarity to the sedimentation force 𝐹𝑔, which leads to the complex dynamics displayed 
by the disks.  
As the remarkable agreement between the model for the stick-slip motion (Eq 
(3.7)) and the measured results for the disk position demonstrates, the model appears to 
capture the key ingredients involved in causing the periodic motion through the finger 
texture. This agreement is perhaps surprising given the simplicity of the model and the 
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approximations that it makes. For example, by approximating the viscous dissipation in 
terms of a single effective viscosity through Stokes law, the model neglects the full 
complexity of viscous drag in liquid crystals. As mentioned in the Introduction, the drag 
on a colloidal particle moving in a liquid crystal depends on its direction of motion with 
respect to the surrounding director field. Since the orientation of the director varies as a 
function of position within each period of the finger texture, the viscous drag on the disk 
should similarly vary with position. This spatial variation is compounded by the 
contribution to the dissipation from the motion of the disclinations, which also varies as 
the disk traverses each period in the stick-slip motion. In addition, due to the spatial 
variation of the director field in the cholesteric texture, the distortion imposed on the 
director by the disk beyond stretching the disclinations should vary with position, and 
hence the elastic energy cost of that distortion should also vary. Such a gradient in 
distortion energy should further give rise to a force on the particles [65, 67, 68]. As 
mentioned above, the form of 𝐹𝑒  includes both a retarding force when the disks are 
attached the disclinations and stretching them as well as an accelerating force during 
detachment, and this accelerating component could be serving to approximate some of 
these effects. Nevertheless, the good agreement between the model prediction and the 
data in Fig. 3.5(a) demonstrates that the overwhelming contribution to the forces on the 
disk in the finger texture that creates the stick-slip motion is from interactions with the 
disclinations.  
 
3.5 Discussion on Compression Energy in Stick-Slip Model 
A noteworthy feature of the disk’s effect on the texture was that not only did the 
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disclinations attached to the disk change length as the disk fell but so did nearby 
disclinations. For instance, during the time the set of disclinations labeled C in Fig. 3.4 
were in contact with the disk (the time interval 420 s to 800 s in Fig. 3.5(b)), not only did 
Δ𝐿 of that set of disclinations go through a maximum as the disk stretched them and then 
detached but so did Δ𝐿 for the set of disclinations immediately below the disk, labeled D, 
and to a lesser extent the next set below, labeled E. We associate the distortion of these 
neighboring disclinations with the tendency of the finger texture to maintain a preferred 
periodicity. This preference implies an energy cost to compressing (or expanding) the 
texture, which we approximated as 
𝑈𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠 = 𝐵∑∫(ℎ𝑖(𝑠) − 𝑝)
2𝑑𝑠                                 (3.9)
𝑖
 
where the integral is along the contour of each set of disclinations, ℎ𝑖(𝑠)  is the 
perpendicular distance from the local contour of set 𝑖 of disclinations to the next set, 𝑖 +
1 , and 𝐵  is a coefficient setting the compression energy. As mentioned above, in 
modeling the effect of the energy costs associated with distorting the texture on the disk 
motion, we found that the contribution from this compression energy could in fact be 
neglected. That is, the quality of fits using the model to describe the data was statistically 
indistinguishable when we set 𝐵 = 0 and when we allowed 𝐵 to be a free parameter. 
 
3.6 Conclusion 
In conclusion, these experiments to investigate the mobility of discoidal particles 
in cholesteric finger textures have illustrated the novel behavior that can occur as part of 
sedimentation within structured fluids. The broken translational symmetry of the finger 
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textures and the organized array of defects that are inherent to the textures provide a 
means to spatially modulate mobility in a way that is sensitive to the size of the particles 
relative to the structural length scales that characterize the fluid. Further, the ability of the 
disclinations in the texture to redirect the disks away from the direction of externally 
applied forces (such as gravity) illustrates the potential of such particle–defect 
interactions for manipulating colloids. In particular, while the ability to channel colloidal 
particles through their interactions with defects, for example in microfluidic 
environments, has been demonstrated previously [69], the present work highlights the 
varied behavior that can occur when these interactions compete with other forces. 
Experiments that explore the possibility of similar phenomena in colloidal transport 
within other structured fluids with broken translational symmetry and ordered defects, 
such as the blue phase of liquid crystals and smectic liquid crystals in wedge samples, 











Colloidal Transport within Nematic Liquid Crystals 
with Arrays of Obstacles 
 
4.1 Introduction 
When colloidal particles are suspended in a liquid crystal, the anisotropic viscous 
and elastic properties of the liquid crystal introduce a host of novel phenomena.  For 
example, in a nematic liquid crystal, the boundary conditions created by the anchoring of 
the nematic director at the particle surface introduce distortions and defects in the 
surrounding director field, with corresponding costs in the free energy of the liquid 
crystal [20,65,70-76].  The minimization of these energy costs can, in turn, engender 
forces on the particles that lead to remarkable and unexpected results, such as the 
levitation of particles in opposition to gravity [58,65,67,77] and the formation of stable 
colloidal crystals [78-81].  In addition, the anisotropy of the nematic, and the effects of 
flow on the orientational order, can make the mobility of inclusions both velocity and 
direction dependent, and can cause striking dynamical phenomena not seen in isotropic 
fluids [24,58,59,67,82-95].  Such observations have made inclusions in liquid crystals 
valuable for exploring fundamental issues of liquid-crystal viscoelasticity and interfacial 
phenomena, particularly as they relate to topological defects. They have also motivated 
interest in employing the interactions within liquid crystals as a mechanism for colloidal 
 75 
manipulation [68,69,85,91,92,96-99] and self-assembly that is intrinsically and uniquely 
anisotropic. 
Recently, research has expanded on this theme of colloidal manipulation and 
assembly through liquid crystal elastic forces to investigate the behavior of colloids 
within patterned director fields [68,101,102].  Spatially modulated colloidal transport has 
been demonstrated previously in liquid crystals with intrinsically periodic structures, such 
as cholesterics [62,103]. An example of such work is the study of colloidal mobility 
through cholesteric finger textures described in the previous chapter.  Here, I address the 
possibility of engineering such modulation through patterned anchoring by exploiting the 
periodic director field configurations that form within arrays of obstacles within 
microfluidic devices.   These studies build on research on colloidal transport in simple 
liquids in microfluidic devices containing engineered arrays of obstacles that drive the 
particles on precisely controlled paths that depend on the particle size [100, 104-118].  
We find similarities in the behavior of the colloids in the nematic with that in the 
isotropic liquids but also some notable differences.  Most significantly, the velocity of the 
colloids through the array displays a pronounced modulation that we identify as the 
consequence of the combined effects of a spatially varying effective drag viscosity and 
elastic forces between the colloids and the obstacles. 
 














Figure 4.1. Schematic of experimental setup and structure of microfluidic device. (a) 
Microfluidic device was placed on the stage with tilt angle θ = 70°. (b) micrograph of 
micropost array filled with nematic 5CB and silica microspheres. Red arrows point to 
microspheres. (c) three-dimensional view of the periodic array of obstacles under 
confocal microscopy.  
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Colloidal transport through the microfluidic post arrays was characterized by 
classic “falling ball” experiments in which particles with a density larger than that of the 
surrounding fluid were driven through the array by gravity, as illustrated in Fig. 4.1(a).  
The arrays were fabricated from PDMS using the procedures described in Chapter 2.  
Briefly, a square lattice of circular holes arranged in a square lattice was created in a film 
of photoresist (SU8 2050, Microchem Corp., MA) that had been spin coated on a silicon 
wafer. This array was then employed as a mold for making the arrays of circular posts on 
a PDMS film.  The height of the posts was determined by the thickness of photoresist, 
which was about 40 𝜇𝑚, as illustrated in Fig. 4.1(a), which displays an image of an array 
obtained from confocal microscopy.   The diameter of the posts was 35 m and their 
spacing in the square lattice was 60 m.  Since bare PDMS surfaces impose weak planar 
anchoring of the nematic director, the PDMS containing the post arrays was 
functionalized with N,N-Dimethyl-N-octadecyl-3-aminopropyltrimethoxysilyl chloride 
(DMOAP) to achieve strong homeotropic anchoring.  We bonded the PDMS post arrays 
to a sheet of flat PDMS by oxygen plasma in order to create an enclosed environment. 
During the UV exposure the region of the PDMS containing the post array was shielded 
to preserve the DMOAP functionalization. The flat sheet of PDMS forming the top of the 
device was left unfunctionalized and hence imposed weak planar anchoring.  Two small 
holes punched into the sheet prior to the bonding served as channels for introducing the 
5CB.  Untreated Silica spheres with density of 2𝑔 𝑐𝑚3⁄ and diameter between 10 −
20 𝜇𝑚  were premixed with 5CB at low concentration, and the mixture was then 












Figure 4.2. Director field of nematic 5CB within microfluidic device. (a-b) microscopic 
images under crossed polarizers. (c) side-view of 5CB director field between two posts. 
Red dots represent the +1/2 disclination rings. (d) top-view of director field underneath 
the top surface. Director field escapes into the vertical direction at the center of two posts 
and the center of four posts. Dark circles are PDMS cylinders.  
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the device was heated to 40 ℃ and allowed to cool slowly to erase any dependence of the 
director field on flow during the filling.        
The anchoring conditions on the PDMS surfaces created a periodic director field 
configuration within the array that I characterized using polarization microscopy images 
like those shown in Figs. 4.2(a) and (b).  Schematic representations of the director field 
are shown in Figs. 4.2(c)-(d).  Due to the homeotropic anchoring on the posts, a strength 
½ disclination ring encircles each post.  I note that Cavallaro et al. [101] employed 
fluorescence confocal polarization microscopy and numerical modeling to determine the 
nematic director field within micropost arrays of similar geometry and also observed such 
disclination rings.  (The geometries of the system Cavallaro et al. [101] studied and that 
of my devices were not identical in that theirs had homeotropic anchoring on all surfaces, 
while the top of my device had weak planar anchoring.)   
To conduct the measurements, I mounted the microfluidic devices on a rotatable 
stage of an optical microscope (Nikon). The microscope was tilted so that the focal plane 
was at an angle θ = 70° with respect to gravity as shown in Fig. 4.1(a).  By rotating the 
stage through an angle α, the direction of the component of gravity parallel to the focal 
plane could be varied with respect to the symmetry direction of the post array.  
 
4.3. Experimental Results 
4.3.1 Periodic Velocity Modulation along 𝛂 = 𝟎 
When the post arrays were oriented so that the gravitational force was parallel to a 
symmetry axis of the lattice (α = 0), the colloidal particles could traverse the lattice 













Figure 4.3. Microsphere translating through nematic 5CB within post array. (a-c) 
Micrographs of spheres moving inside the microfluidic channel. (e) Varying speed along 
y direction. A (center of two posts) and B (center of four posts) correspond to positions in 
(b). Origin of y is set as the particle position when we started to record the motion. Here 
we took three periods after the motion was stable (f) Varying speed within a period. 
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depicted in the series of micrographs in Figs. 4.3(a)-(d), which show a sphere with radius 
6.08 𝜇𝑚 descending through an array. However, interactions between the spheres and 
posts mediated by the liquid crystal, as well as the anisotropic viscosity of the nematic, 
led to a pronounced modulation in the velocity of the colloids following these paths. For 
example, Fig. 4.3(e) shows the velocity of the sphere shown in Figs. 4.3(a)-(d) as a 
function of position as it traverses three periods of the array.    Fig. 4.3(f) shows the 
velocity through a single period on an expanded scale with vertical position h measured 
with respect to the position of the post centers indicated by the dashed line in Fig. 4.3(d).   
As the sphere approaches this height (h = 0), the speed increases, and reaches a maximum 
at the value h slightly less than 0. After passing between the posts, velocity decreases 
until it reaches a minimum when the sphere approaches the midway point between two 
rows of posts.  
To understand the origin of this velocity modulation, I consider the forces on the 
sphere as is moves through the array: gravity, viscous drag, and elastically mediated 
interactions between the sphere and posts. Under the low Reynolds number conditions of 
the sphere motion (𝑅𝑒 ~ 10−6), these forces sum to zero,  
                                                   𝑭𝑔 + 𝑭𝑑𝑟𝑎𝑔 + 𝑭𝑒𝑙 = 0                                                   (4.1)                                                          
Taking account of the buoyancy force and the tilt angle 𝜃, 𝐹𝑔 = 𝑉𝑆𝑖𝑂2(𝜌𝑆𝑖𝑂2 − 𝜌5𝐶𝐵)𝑔 ∙
sin 𝜃 .  Further, as discussed in Chapter 1, at sufficiently small velocity (i.e., small 
Ericksen number, 𝐸𝑟~0.1), the drag on a particle translating through a nematic liquid 
crystal can be approximated by Stokes drag, 






Figure 4.4. (a) The variation of ∆𝑣 within one period for the sphere shown in Figs. 4.3(a)-
(c). (b) The elastic force 𝐹𝑒𝑙 (solid circles) and 𝐹𝑑𝑟𝑎𝑔 (open circles) at different positions 
within one period. The forces are normalized by the gravitational force. Red line plots the 
result of fitting Eq (4.15) to 𝐹𝑒𝑙 between ℎ = −10 𝜇𝑚 and ℎ = 10 𝜇𝑚. (c) The variation 
of the effective drag viscosity within one period. The viscosity is symmetric about ℎ = 0. 
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where 6𝜋𝑅 is the geometric coefficient for a sphere with radius 𝑅, 𝜂𝑒𝑓𝑓 is the effective 
drag viscosity and 𝒗 is the velocity of the sphere.  Since the director field in the post 
array is spatially varying, the viscous drag in principle is spatially varying.  We assume 
that both the effective viscosity and the particle-post interactions have the periodicity of 
the lattice and hence can be expressed as functions of h: 𝜂𝑒𝑓𝑓 = 𝜂𝑒𝑓𝑓(ℎ)  and 𝐸𝑒𝑙 =
𝐸𝑒𝑙(ℎ) .  The same is thus the case for the elastic force, 𝐹𝑒𝑙 = −𝑑𝐸𝑒𝑙/𝑑ℎ = 𝐹𝑒𝑙(ℎ) . 
Therefore, Eq (4.1) can be written as: 
𝐹𝑔 − 6𝜋𝑅𝜂𝑒𝑓𝑓(ℎ) 𝑣(ℎ) + 𝐹𝑒𝑙(ℎ) = 0                                             (4.3) 
Here, each term is expressed as a scalar when we choose the positive y direction to be  
parallel to gravity.  
Furthermore, images of spheres traversing the array, such as Figs. 4.3(a)-(d), 
indicate that the distortions of the director field induced by the sphere are symmetric 
about ℎ = 0, implying,  
𝜂𝑒𝑓𝑓(ℎ) = 𝜂𝑒𝑓𝑓(−ℎ)                                                             (4.4) 
𝐸𝑒𝑙(ℎ) = 𝐸𝑒𝑙(−ℎ)                                                               (4.5) 
𝐹𝑒𝑙(ℎ) = −𝐹𝑒𝑙(−ℎ)                                                              (4.6) 
Hence, if we consider the force equation, Eq (4.3), when the particle is at position −ℎ, we 
have: 
𝐹𝑔 − 6𝜋𝑅𝜂𝑒𝑓𝑓(−ℎ) 𝑣(−ℎ) + 𝐹𝑒𝑙(−ℎ) = 0                                         (4.7) 
With Eq (4.4) and Eq (4.6), this expression can be written as: 
𝐹𝑔 − 6𝜋𝑅𝜂𝑒𝑓𝑓(ℎ) 𝑣(−ℎ) − 𝐹𝑒𝑙(ℎ) = 0                                           (4.8) 
And, subtracting this result from Eq (4.3), we get: 
2𝐹𝑒𝑙(ℎ) = 6𝜋𝑅𝜂𝑒𝑓𝑓(ℎ) ∆𝑣(ℎ)                                                  (4.9) 
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where ∆𝑣(ℎ) = 𝑣(ℎ) − 𝑣(−ℎ).   
Results for ∆𝑣(ℎ) are plotted in Fig. 4.4(a).  With these results and Eq (4.9), one 
can attain the spatially varying drag viscosity and elastic interactions experienced by the 
colloid as it traverses the array.   Specifically, solving Eq (4.9) for 𝜂𝑒𝑓𝑓(ℎ) and inserting 






𝐹𝑔                                                      (4.10) 
Furthermore, the Stokes drag and effective viscosity are obtained as: 
𝐹𝑑𝑟𝑎𝑔(ℎ) = −𝐹𝑔 − 𝐹𝑒𝑙(ℎ) = −
2𝑣(ℎ)
2𝑣(ℎ) − ∆𝑣(ℎ)




                                            (4.12) 
Eqs (4.10)-(4.12) thus provide the elastic force, Stokes drag, and effective viscosity.  The 
results for these quantities, obtained from the velocity data in Fig. 4.3, are shown in Figs. 
4.4(b) and (c).  
As expected from symmetry, 𝐹𝑒𝑙 = 0 when ℎ = 0 and ℎ = ±𝐻/2, At any point in 
the particle’s trajectory, the force is directed toward the closest row of posts, so that at 
ℎ < 0 the force is downward (positive), and at ℎ > 0 it is upward (negative).  Over a 
broad range of positions centered at ℎ = 0, the force is linear in the displacement from 
ℎ = 0, indicating an effective Hookean interaction. To interpret the origin of this force, 
we consider the change to the director field when the sphere comes in proximity to a pair 
of posts.  As the images in Figs. 4.3(b) and (d) indicate, the sphere distorts the director 
field in the volume of fluid between the sphere and posts depicted schematically in Fig. 
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4.5. We can approximate the size of this volume as V = 2R2l, where l is the distance 






+ ℎ2 − 𝑅𝑝 − 𝑅                                               (4.13) 
We can further approximate the elastic energy density stored in this region as 𝐸𝑒𝑙 =
𝐾𝑉(∇𝒏)2, where K is the average Frank elastic constant, and ∇𝒏 is the gradient in the 
director.  The incompatible boundary conditions between the sphere and post surfaces 














                                            (4.15) 






− 𝑅 − 𝑅𝑝)
2 ℎ                                         (4.16) 
Thus, in the limit of small h, the dependence of the distorted volume on sphere position 
leads to a Hookean restoring force.  The solid line in Fig. 4.4(b) shows the result of fitting 
the force over the range −10 𝜇𝑚 < ℎ < 10 𝜇𝑚, using Eq (4.16), with K as the free 
parameter.  The value obtained from the fit K ≈ 0.4 pN. Compared with the order as the 
room-temperature average Frank elastic constant of 5CB, which is 𝐾5𝐶𝐵 ≈ 4 pN [10,13], 
our fitted K is relatively small. We attributed this small value to the missing contribution 
to the elastic energy. As a matter of fact, the total elastic energy stored in particle-post 

















Figure 4.5. Schematic of particle-post system geometry. The circles enclosed by solid 
line are cylindrical posts, with radius 𝑅𝑝. The black dashed lines represent the outline of 
the defect ring around each post with a distance 𝑅𝑑 from the post center, while the blue 
dashed lines represent the highly distorted area stretched by the sphere. Solid black circle 
is the silica microsphere. The period of array is 𝐻. Positions A and B are the same as 
previously labeled in Fig. 4.3: the center of two post (ℎ = 0) and the center of four posts 
(ℎ = 𝐻/2) respectively.  
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and post, which is expressed in Eq (4.14), and (ii) the elastic energy around the particle, 
which is exclusively decided by the director field on the particle surface. The second term 
is larger at ℎ = 0 because of the tight confinement, while small at ℎ = ±𝐻/2 because of 
loose confinement. Therefore, the elastic force caused by this energy behaves the 
opposite way as the force we consider in Eq (4.14), further reducing our estimation of 
real 𝐾 magnitude.  
The spatially varying viscous drag and effective viscosity are plotted in Figs. 
4.4(b)-(c), respectively. The effective viscosity 𝜂𝑒𝑓𝑓  decreases as the sphere translates 
toward the passage way between two posts, reaching a minimum at ℎ = 0 , before 




)/𝜂𝑒𝑓𝑓(0), is about 1.5.  This magnitude of anisotropy is approximately equal to 
the variation in drag that colloids experience in 5CB when they move parallel versus 
perpendicular to the director. Due to the spatial variation in the director in the 
microfluidic array, the colloid experiences a changing local director field as it traverses 
the array, and this variation should contribute to the change in effective viscosity with 
position.  However, given the relatively large variation in Fig. 4.4(c), we believe a second 
contribution is playing a role.   Specifically, the microscopy images indicate that when 
the sphere is between two posts, at ℎ = 0, the incompatible boundary conditions on the 
sphere and post surfaces suppress the nematic order between the sphere and posts further 
contributing to the relatively small effective drag viscosity in this region [66].   
 










Figure 4.6. The trajectory of a microsphere translating near an isolated post. Blue line 
represents the trajectory.  
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A somewhat surprising aspect of the elastic interaction between the posts and 
sphere that is observed in the arrays is its attractive nature since naively one would expect 
the differing boundary conditions on the two (homeotropic on the posts, planar on the 
spheres) would lead to a repulsion, at least as small distances. To understand this 
interaction better, we performed additional measurements within arrays in which the 
lattice spacing (i.e., the distance between posts) was much larger to characterize the 
behavior of colloids near isolated posts. Fig. 4.6 displays the trajectory of silica sphere 
with radius 10 𝜇𝑚 translating under the force of gravity in the vicinity of a post with 
radius of approximately 30 𝜇𝑚. When the sphere was far from the post, only the viscous 
drag force and gravity acted on particle, leading to constant velocity along the 𝑦 direction. 
However, when the sphere was near the post, its trajectory deflected away from the post, 
consistent with a short-range repulsive interaction.  The range in which this interaction is 
appreciable, inferred from the distance over which the sphere trajectory deviates from a 
straight line, is about 80 𝜇𝑚, which is about twice the spacing between the substrates, 
suggesting any longer-range interactions are screened by the substrates. This evidence for 
a repulsive interaction between an isolated post and sphere thus indicates how 
confinement within the lattice alters qualitatively the nature of the sphere-post interaction. 
 
4.3.3 Directional Locking 
As mentioned above, a key motivation for investigating the transport of colloidal 
particles in nematics within microfluidic post arrays was the transport behavior observed 
in such arrays containing a simple isotropic liquid.  Specifically, as Drazer and coworkers 
[112-117] have explored in detail, when the angle 𝛼 between the driving force (gravity) 
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and the columns of posts is varied continuously, the direction of propagation of the 
colloids through the lattice changes discretely, in a manner that depends on geometric 
considerations, specifically on the relative sizes of the posts, lattice spacing, and colloids.  
In order to understand how this behavior might be varied and potentially controlled 
through the interactions between the posts and colloids mediated by a nematic fluid, we 
investigated the propagation of the colloids through 5CB within the arrays as a function 
of 𝛼 and compared the behavior to that seen in equivalent measurements performed in 
water. 
Employing silica spheres with diameters around 15 𝜇𝑚, we found that the spheres 
exhibit directional locking by selecting among only three propagation directions through 
the lattice is  is varied from 0 to 45 degrees. These directions, which can be labeled 
based on their lattice vector [𝑝, 𝑞], as [0,1],[1,2] and [1,1], are illustrated in Figs. 4.7(a)-
(c).  Fig. 4.7(d) shows the migration angle, defined as the angle between the propagation 
direction and the [0,1] direction as a function of 𝛼.  When the angle between the force 
and [0,1] direction is small, the particle motion remains locked with the lattice in the [0,1] 
direction; when the angle between force and lattice [0,1] direction is close to 45°, the 
particle direction is locked with the lattice in the [1,1] direction; while when the angle 
between the force and [0,1] direction is intermediate: the particle direction is locked to 
lattice [1,2] direction and exhibits a doubly periodic motion. The angle at which the 
particle direction transitions from being locked to [0,1] to locked to [1,2] is 
approximately 12°, and the transition angle from [1,2] to [1,1] is approximately 25°. We 
note that the Peclet number in the experiment can be estimated by 












Figure 4.7. Directional locking of silica microspheres translating in post array within 
nematic 5CB. (a-c) illustrate three locking directions observed in the experiment. (a) 
migration direction locked into [0,1] (b) migration direction locked into [1,2] (c) 
migration direction locked into [1,1]. (d) average migration angle as a function of the 
forcing direction for microspheres in nematic 5CB and in water. Force angle is defined as 
the angle between force and the [0,1] direction. Migration angle is defined between the 
average direction of motion and the [0,1] direction. The dashed line represents equality 
between the migration angle and forcing angle.  
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where 𝑘𝐵  is the Boltzman constant, and 𝑇 is temperature. Based on the values above, 
𝑃𝑒~2.4 × 104 , indicating that diffusion is negligible and this particle motion is 
essentially deterministic. 
For comparison, we performed the same set of measurements on silica spheres of 
the same size translating through an isotropic liquid (15 mM KOH aqueous solution). The 
results for the propagation directions are also shown in Fig. 4.7(d). In the isotropic liquid, 
the spheres assume the same three locking directions as in nematic 5CB; however, the 
transition angles from [0,1] to [1,2] and from [1,2] to [1,1] are different.  Specifically, 
they are 23° and 30°, respectively, in the isotropic fluid.  We can compare these numbers 
with theoretical calculations by Risbud and Drazer [112], who considered colloid 
propagation in a lattice of obstacles in which hydrodynamic interactions (which are time 
reversible) and short-range non-hydrodynamic interactions (which are not reversible) act 
between the particles and posts.  Their calculations predict for the geometry in our 
experiment (60 𝜇𝑚  lattice period, 35 𝜇𝑚  post diameter and 15 𝜇𝑚  diameter spheres) 
transitions from [0,1] to [1,2] propagation at about 𝛼 = 22.6°, and from [1,2] to [1,1] at 
about 𝛼 = 30.3°, which are very close to our measured results.  The smaller transition 
angles in 5CB than in water can be attributed to the effects of the larger-range particle-
post interaction in the liquid-crystal environment. In particular, the attractive elastic 
interaction quantified in Fig. 4.4(b) can be considered loosely like expanding the 
effective particle size, which the calculations of Risbud and Drazer indicate should lead 




In conclusion, the experiments to investigate the mobility of colloidal particles in 
nematics through obstacles arrays have illustrated the form of particle-post interactions 
mediated by liquid crystals and the influence of these interaction on the directional 
locking behavior. Although a repulsive interaction is behavior of particles near isolated 
posts, geometric confinement leads to an attractive interaction instead when particles 
translate through the obstacle arrays. In particular, the spatially modulated mobility 
observed in the experiment has provided insight on the form of the particle-post 
interaction and the varying effective viscosity through the array. The unconventional 
attractive particle-post interaction also reshapes the response of the particles’ migration 
behavior to the applied force, resulting in smaller transition angles compared with that in 
isotropic liquids. Experiments which explore new mechanisms of particles separation 





























Any solid subjected to applied stress possesses an elastic limit above which it 
fails, either by fracturing or yielding. Signatures of yield at the nanoscale to microscale 
are irreversible changes to the material’s structure. In amorphous solids, such as glasses, 
pastes, and gels, the intrinsic disorder makes identifying these microstructural changes 
difficult. Despite recent progress, particularly on yielding of glasses [119-122], 
understanding the microstructural dynamics associated with the transition from elastic 
response at low strain to nonlinear deformation and flow at high strain in disordered 
solids remains incomplete. Formulating such connections between microscopic properties 
and macroscopic mechanical response is a central challenge for soft-matter physics. In 
this chapter, I present an experimental approach that exploits the capabilities of coherent 
x-ray scattering with in situ shear to reveal details about the nanometer-scale structural 
dynamics of soft disordered solids underlying their bulk mechanical response. This work 
was conducted in collaboration with Prof. James Harden and Dr. Michael Rogers of the 
University of Ottawa. 
Conventional small-angle x-ray and neutron scattering under in situ shear has 
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provided information about the average structural modifications of soft materials due to 
stress and flow [123-134]. However, a full understanding of the interdependence of 
microscopic properties and macroscopic rheology requires in situ information about the 
structural dynamics driven by stress. A promising technique for probing such dynamics is 
x-ray photon correlation spectroscopy (XPCS), introduced in Chapter 2, wherein 
fluctuations in coherent scattering intensity, or speckle patterns, directly monitor 
dynamical evolution in the microstructure. For a solidlike amorphous sample subject to 
an oscillatory shear strain in an XPCS measurement, the motion of constituent particles 
due to the strain will cause a decay in the intensity autocorrelation function 𝑔2(𝒒, 𝑡), due 
to the shear term described in Chapter 2. However, if the deformation is elastic and 
reversible, the scattering particles will return to their original position after a complete 
strain cycle, causing the speckle pattern to recover its original configuration. These 
“echoes” in the speckle pattern will cause 𝑔2(𝒒, 𝑡)  to return to 𝑔2(𝒒, 𝑡) , and the 
correlation function will peak at integer multiples of the oscillation period, as depicted in 
Fig. 5.1(a). However, if shearing induces irreversible rearrangements so that some 
particles fail to return to their original positions, the echo peak will be attenuated, like in 
Fig. 5.1(b), providing a measure of the microscopic irreversibility. 
A similar approach to measure echoes with diffusing wave spectroscopy (DWS, 
dynamic light scattering in the highly multiply scattering limit) has been used to 
investigate shear-driven structural dynamics in foams, colloidal glasses, and other soft 
materials [135-140]. Recently, Laurati et al. reported a DWS study on concentrated 
colloidal gels under in situ oscillatory shear that showed evidence for plastic 













Figure 5.1: (a) Calculated XPCS intensity autocorrelation function from a material 
undergoing affine deformation due to an in situ oscillatory shear strain with period T. The 
lineshape is based on Eq.  (5.6) with q|| = 0.025 nm− 1, γ0 = 0.01, and H = 500 μm. (b) 
Schematic of the correlation function depicting the attenuation of the echo peaks resulting 
from strain-induced irreversible microscopic rearrangements. 
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scattering in DWS, the technique  is sensitive to motions over essentially a single length 
scale, which in Ref. [140] was approximately the particle radius. In this chapter, I 
describe XPCS experiments measuring shear echoes to track the irreversible 
rearrangements underlying the nonlinear rheology of a model concentrated nanocolloidal 
gel. Beyond providing nanometer-scale resolution of yielding behavior in the gel, the 
wave-vector dependence of 𝑔2(𝒒, 𝑡)  gives information about the shear-induced 
rearrangements over a range of length scales, thereby providing insight into the spatial-
size distribution of the irreversible rearrangements. 
 
5.2 Experiment Methods 
5.2.1 Gel Characterization 
The gel, provided by Prof. S. Ramakrishnan from Florida State University, was 
comprised of octadecyl-grafted silica nanocolloids with radius R ≃ 16 nm and colloid 
volume fraction ϕ = 0.3 . This volume fraction placed the gel in the moderately 
concentrated regime, above the dilute regime (ϕ ≤ 0.1) where gel structures have fractal 
character but below the crossover to the attractive glass regime, which is thought to be 
around ϕ ~ 0.4 [141]. The colloids were in the solvent decalin with added polystyrene 
with radius of gyration R𝑔  ≃ 3.5 𝑛𝑚 and concentration c𝑃 𝑐𝑃
∗⁄ = 0.20, where 𝑐𝑃
∗  is the 
overlap concentration. The nanoparticles experience an entropic depletion attraction due 
to the presence of the nonabsorbing polymer that causes them to form a gel at this ϕ and 
c𝑃 𝑐𝑃
∗⁄ .  Specifically, for these values of R𝑔 𝑅⁄  and ϕ , the gel transition occurs at a 
polymer concentration c𝑃 𝑐𝑃
∗⁄ ≃ 0.09 [142], so the gels in the experiment were far from 








Figure 5.2: (a) Storage (red circles) and loss (blue squares) moduli and (b) elastic stress at 
ν = 0.318 Hz as a function of strain amplitude. The arrow in (a) indicates the threshold 
strain above which the XPCS shear echo amplitude displays pronounced attenuation. 
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The phase behavior, structure, and bulk mechanical properties of such 
nanocolloidal depletion gels are well characterized [142-144].  Furthermore, these gels 
were employed in a previous XPCS study to track microscopic dynamics of recovery 
following a pre-imposed fluidizing shear [145]. The shear modulus, 𝐺∗(𝜐) = 𝐺′(𝜐) +
𝑖𝐺′′(𝜐) of the gel, shown in Fig. 5.2(a) as a function of strain amplitude 𝛾 at frequency 
𝜈 = 0.318 Hz, possesses nonlinear characteristics typical of soft disordered solids.  At 
low 𝛾 , 𝐺′  and 𝐺′′  are roughly constant with 𝐺′  ≫  𝐺′′ , indicating a solid-like elastic 
response.  At larger 𝛾 , 𝐺′  decreases rapidly and eventually crosses 𝐺′′ indicating 
viscoplastic flow.   
Fig. 5.2(b) shows the strain dependence of the product 𝐺′𝛾, known as the elastic 
stress, which is a representation of the strain-dependent rheology that facilitates 
identification of points of yielding [146].  Above a linear regime at low strain, where the 
𝐺′𝛾 is proportional to 𝛾, the stress-strain relation becomes sublinear, and 𝐺′𝛾 reaches a 
local maximum near 𝛾 = 5%.  Such maxima are common in the rheology of disordered 
soft solids, including in depletion gels similar the one in the current study [146], and their 
position is often used to locate the yield point. In fact, the nonlinear rheologies of 
attractive colloidal glasses and concentrated colloidal gels has been shown to display two 
such features as a function of strain, which are identified as two separate yielding 
processes in these materials [146-148]. For concentrated colloidal gels like in the present 
study, the second yield point is seen only above 𝛾 = 100%, and hence outside the range 
shown in Fig. 5.2. As described below, the irreversible rearrangements that affect the 
XPCS shear echoes become apparent at strains near the first yield point at 𝛾 ≈ 5%, 
which is associated with initial bond-breaking events [146,147].  Hence, we focus on the 
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behavior at these smaller strains.  Presumably, a second yielding process like that seen 
previously, which has been associated with cage breakup in the case of denser colloidal 
systems and cluster breakup in less dense systems [146,147], would be apparent in 
measurements on the gel that extended to 𝛾 > 100%. 
 
5.2.2 XPCS within Situ LAOS 
To investigate the nanoscale structural rearrangements corresponding to the 
nonlinear rheology, we conducted small angle XPCS experiments under in situ 
oscillatory shear.  Measurements were performed at beamline 8-ID-I of the Advanced 
Photon Source using 7.34-keV x-rays using a custom shear cell built by Prof. Harden.  
The gel was contained between parallel diamond windows with 500 μm spacing. A thin 
sheet of polyamide was attached to each window and was roughened to prevent wall slip. 
One window was held static and the other was attached to a stage that was translated by a 
voice coil linear actuator. An optical encoder with 50 nm precision, zero reference, and 
32-kHz refresh rate was attached to the translating stage to enable precise application of 
arbitrary, time-dependent shear strains through computer control of the actuator. A 20 ×
 20 μm2 partially coherent beam was incident on the sample normal to the windows, and 
measurements of the coherent scattering were made in transmission. In this configuration 
the incident beam was parallel to the shear-gradient direction, so that in the small-angle-
scattering limit of the measurements the scattering wave vectors lay in the flow-vorticity 
plane. A direct-illuminated CCD area detector (Princeton Instruments, 1300 ×
 1340 pixels) located 4.07 m after the sample measured the scattering intensity over 
wave-vector magnitudes 0.03 nm−1 < 𝑞 < 0.22 nm−1  in both the flow and vorticity 
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directions. For analysis, the detector pixels were partitioned according to q magnitude 
and direction with ~ 103 − 104 pixels (where the speckle size was approximately equal 
to 1 pixel) in each partition to ensure proper ensemble averaging. Fig. 5.3 shows an 
example of a CCD image of the scattering intensity from the gel with two such partitions 
highlighted.  
A schematic representation of the oscillatory strain profile applied during the 
measurements is shown in Fig. 5.4.  The strain followed a sinusoidal time dependence 
between extrema in its value. At each extremum the strain was held constant for a short 
period during which a scattering image was obtained. Periodically holding the strain 
fixed in this way eliminated smearing of the speckle pattern due to shearing during the x-
ray exposures. In most cases, a measurement at a given strain amplitude and oscillation 
frequency included 256 images (128 oscillation periods) from which 𝑔2(𝒒, 𝑡)  was 
determined. Prior to each measurement, several periods of oscillation were applied to 
avoid any transient effects. By analyzing the first half of the images and the second half 
separately [i.e., by calculating 𝑔2(𝒒, 𝑡) from the first 128 frames and from the second 128 
frames separately], we confirmed that no systematic changes in the correlation function 
occurred during the measurement, indicating that the measurements probed the steady-
state behavior under oscillatory shear. In addition, measurements of 𝑔2(𝒒, 𝑡)  under 
quiescent conditions were performed before and after the measurements under shear, and 
no systematic effects from intervening shearing, such as shear-induced rejuvenation, were 
observed for any of the shear profiles applied in the experiment (strain amplitudes 𝛾 ≤
30%). This robustness is consistent with previous studies of these depletion gels that 









Figure 5.3: A CCD image of the x-ray scattering intensity. The incident beam position, 
corresponding to 𝑞 = 0, is obscured by the shadow of the beamstop in the upper right. 
The wave-vector directions parallel to the flow direction 𝑞v and parallel to the vorticity 
direction 𝑞ω are indicated by arrows. Two examples of partitions delineating the pixels 
included in the analysis of 𝑔2(𝒒, 𝑡) at fixed wave-vector magnitude and direction are 
shown by the red boxes. These two partitions are located at 𝑞 = 0.19 𝑛𝑚−1. 
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cessation of applied shear [149]. We also repeated several measurements during the 
course of the experiment. The repeated measurements showed good agreement, 
indicating no shear-driven sample evolution.  
We note that the brief interruptions at the strain extrema for obtaining the x-ray 
images potentially complicate comparisons of the echo results with rheology and 
(incoherent) scattering studies that employ LAOS to investigate the nonlinear response of 
colloidal gels [140, 146]. However, we believe these complications are minor and valid 
comparisons can be made. Studies have shown that concentrated gels formed from 
colloids with short-range attraction obey the so-called Delaware-Rutgers rule [131], 
which states that for yielding concentrated suspensions with large structural relaxation 
times, the response during oscillatory deformation is dictated by the maximum shear rate 
(the product of frequency and strain amplitude) rather than the frequency of deformation 
[150]. Hence, for comparisons with LAOS measurements, one should consider the 
magnitude and the period of the sinusoidal part of the strain (neglecting the interruption) 
in the XPCS measurements.  
 
5.3 Results 
Fig. 5.5 displays examples of the intermediate scattering function 𝑔2(𝒒, 𝑡) during 
application of strain profiles with amplitudes 𝛾 = 4% and 12% at 𝑞 = 0.18 𝑛𝑚−1 , a 
wave vector near the interparticle structure factor peak in the scattering intensity, in a 
direction parallel to the vorticity direction. The strain rate between extrema corresponded 
to a sine wave with frequency 0.318 Hz and the hold time at each extremum was 0.5 s, 











Figure 5.4: Schematic of the oscillatory strain profile and microstructural response. The 
strain followed a sinusoidal form (green) between extrema. At each extremum the strain 
was held constant for a short time (red) during which a coherent x-ray exposure was 
obtained. The cartoons of the amorphous solid illustrate the change in strain each half 
period and the recovery of the microstructure each full period. The circled particles 
highlight a region that undergoes irreversible rearrangement during the cycle. 
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of T = 4.14 s. For comparison, 𝑔2(𝒒, 𝑡) measured in the absence of shear is also shown. 
In this quiescent state, 𝑔2(𝒒, 𝑡) has a shape common to many disordered soft solids in 
which it maintains a large value at short delay times t, indicating a nominally static 
configuration, but decays at long delay times (t ≳ 100 s) with a compressed-exponential 
form that can be associated with slow relaxation of heterogeneous residual stress [52, 
151-154]. For the measurements under in situ shear, 𝑔2(𝒒, 𝑡) displays periodic peaks 
corresponding to echoes in the speckle pattern. As illustrated schematically in Fig. 5.4, 
the change in strain between extrema leads to gradients in the particle displacements that 
alter the speckle pattern completely [56, 155] even for modest values of strain. Thus, 
𝑔2(𝑞, 𝑡) ≈ 1 at 𝑡 = (𝑛 +
1
2
) 𝑇, where n  is an integer. However, at delay times separated 
by an integer number of repeat times t = nT, the strain returns and the speckle pattern is 
recovered, causing 𝑔2(𝒒, 𝑡)  to increase above one. At 𝛾 = 4% , 𝑔2(𝒒, 𝑡 = 𝑛𝑇)   traces 
𝑔2(𝒒, 𝑡) measured under quiescent conditions, indicating that the particles undergo no 
shear-induced irreversible rearrangements. At 𝛾 = 12%, 𝑔2(𝒒, 𝑡 = 𝑛𝑇)  decays rapidly, 
revealing significant irreversible rearrangement in the gel.  
Fig. 5.6 displays 𝑔2(𝒒, 𝑡 = 𝑛𝑇)  at 𝑞 = 0.18 𝑛𝑚
−1 along the vorticity direction at 
several γ  as a function of the number of delay cycles n.  [We emphasize that 𝑔2(𝒒, 𝑛) is a 
measure of the speckle correlations in images separated by n periods of oscillation in 
steady state.]  The attenuation of the echo peaks increases sharply between 𝛾 = 6% and 
8%, indicating a transition to irreversible, nanoplastic deformation above a threshold 
strain 𝛾𝑐 ≈ 7%. The arrow in Fig. 5.2 indicates the approximate value of 𝛾𝑐.  We note 
that this critical strain for the onset of microscopic irreversibility is close to yield point 











Figure 5.5: Echoes in the intensity autocorrelation function during application of 
oscillatory strain with amplitudes γ = 4%(blue circles) and 12% (red squares) measured 
in the vorticity direction at q = 0.18 nm−1. The applied strain between extrema followed 
a sine wave with frequency 0.318 Hz and the hold time at each extremum was 0.5 s, 
leading to a repeat time of 4.14 s. The blue and red lines are guides to the eye. The echoes 
at γ = 4% track the intensity autocorrelation of the quiescent gel (black line), indicating 








Figure 5.6: Echo-peak amplitudes at wave vectors along the vorticity direction at (a) 𝑞 =
0.09 𝑛𝑚−1 and (b) 𝑞 = 0.20 𝑛𝑚−1 as a function of delay cycle for strains γ = 6% (red 
circles), 8% (blue squares), 12% (green triangles), 22% (black diamonds), and 30% 
(purple inverted triangles). Also shown are the amplitudes at γ = 12% along the flow 
direction (open green triangles). Solid lines are the results from fitting an exponential 
decay to the echo-peak amplitude. 
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modulus 𝐺′(𝜐) displays significant strain softening and the loss modulus goes through a 
peak at considerably lower , revealing that there is a range of strains that cause nonlinear 
but fully reversible deformations.  Studies of glasses and granular materials have 
observed that reversible plastic events are prevalent at strains below those causing 
irreversible events and in some cases these events can be linked to the onset of a 
nonlinear stress response [156, 157]. Our results on the nanocolloidal gel, an attractive 
system, indicate that this behavior is general to both repulsive and attractive systems. 
Also shown in Fig. 5.6 are the echo-peak amplitudes at one strain above the threshold 
( 𝛾 = 12% ) for 𝑞  parallel to the flow direction. Surprisingly, the attenuation is 
anisotropic, with the echoes decaying more rapidly as a function of n for q along the 
vorticity direction than along the flow direction; however, the results along both 
directions indicate 𝛾𝑐 ≈ 7% for the onset of irreversibility.  
The solid lines in Fig. 5.6 are results from fitting exponential decays to the peak 
amplitudes: 
    𝑔2(𝒒, 𝑛) = 1 + 𝛽 exp(−𝛤𝑛)                                            (5.1) 
where 𝛽 ≃ 0.30 is the Siegert factor determined from separate measurements on a static 
sample (aerogel). We find that an exponential decay accurately describes the peak 
amplitudes at all 𝛾 and 𝑞, in both the flow and vorticity directions, for which the decay is 
sufficiently rapid to dominate the intrinsic, quiescent decay in 𝑔2(𝒒, 𝑡). Fig. 5.7 shows 
the decay rate Γ as a function of wave-vector amplitude at 𝛾 = 8% for 𝒒 parallel to the 
flow and vorticity directions. Consistent with the results in Fig. 5.6, the rate is larger 
along the vorticity direction than along the flow direction. However, the static scattering 











Figure 5.7: Echo-decay rate Γ  (in 1/cycle) at γ = 8% as a function of wave-vector 
amplitude for wave vectors in the flow direction (red circles) and the vorticity direction 
(blue squares). Solid lines indicate the result of power-law fits, which give exponents α = 














Figure 5.8: Static x-ray scattering intensity as a function of q along the flow (red dashed 
line) and vorticity (blue solid line) directions at γ = 8%. 
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indicating no corresponding signatures of shear-induced anisotropy in the structure. In 
both 𝑞  directions, the decay rate scales as a weak power law with wave vector, 
Γ(𝑞) ~ 𝑞𝛼 with α = 0.82 ± 0.03  in the flow direction and α = 0.88 ± 0.03 in the 
vorticity direction, as shown by the power-law fits in Fig. 5.7. Such power-law behavior 
is seen at all 𝛾  for which Γ could be accurately determined. Although the value of α 
varied somewhat between measurements, perhaps due to sample heterogeneity, it showed 
no clear systematic dependence on strain profile. The average value was α = 0.7 ± 0.2. 
 
5.4 Discussion 
5.4.1 Length Scale of Structural Response to Shear 
As Fig. 5.8 demonstrates, the imposed oscillatory shear creates no noticeable 
anisotropy in the gel structure over the range of wave vectors probed with small-angle x-
ray scattering. A prominent structural signature seen in dilute gels in the fractal regime 
(𝜙 < 0.1 ) is the formation of large-scale, shear-induced anisotropies that manifest 
distinct scattering profiles known as butterfly patterns at lower q in static light scattering 
[133,134]. (These patterns can also be observed for gels with larger concentration in the 
higher-𝒒  range of small-angle x-ray and neutron scattering, but only at considerably 
larger strain amplitudes than those probed here [131].) While we cannot completely rule 
out such a large-length-scale structural response in the concentrated gel under study, we 
believe it is unlikely. As Masschaele et al. have shown in a study on yielding in two-
dimensional gels [158], the characteristic scale of structural deformations becomes 
increasingly localized as gel concentration increases, and the typical spatial scale is only 
a few particle diameters in the concentrated regime. Further, effective theories based on 
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mode-coupling ideas have successfully predicted many features of yielding in 
concentrated colloidal gels [159, 160]. These theories consider only local structural 
properties, specifically those contained in the static structure factor 𝑆(𝒒), and issues such 
as large-scale heterogeneity, the connectivity of the gel structure, and bond percolation 
are not taken into account. Hence their success suggests that these nonlocal properties 
ultimately have only a weak effect on the structural dynamics associated with yielding in 
concentrated gels. Finally, the motion associated with the rigid rotation of large-scale 
clusters like that pictured to create the anisotropic low-𝒒 scattering profiles at lower 
concentration would cause immediate complete decorrelation of 𝑔2(𝒒, 𝑛) in the range of 
𝑞 accessed with XPCS, in stark contrast to what we observe. Thus, from the structural 
and dynamical information provided in this XPCS study, we can infer that the shear-
induced structural response of the concentrated gel near the first yield point involves 
primarily small-scale structural rearrangements. 
 
5.4.2. Model for The Shear-induced Structural Dynamics 
The observed exponential decay in 𝑔2(𝒒, 𝑛) provides insight into the nature of the 
irreversible rearrangements underlying the nonlinear mechanical behavior of the gel. In 
particular, the fact that 𝑔2(𝒒, 𝑛) decays fully to one with no sign of persistent correlations 
implies that shear causes essentially the entire sample within the scattering volume 
eventually to undergo irreversible rearrangement. That is, when viewed over multiple 
shear cycles, the irreversible rearrangements are not isolated to a portion of the sample as 
one might expect, for example, with shear banding. 
One possible interpretation for such non-localized dynamics would invoke a 
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stress-induced effective diffusivity of the colloidal particles [161, 162]. While such 
motion would lead to an exponential decay in 𝑔2(𝒒, 𝑛), the decay rate would vary with 
wave vector as Γ~𝑞2, perhaps modulated by the structure factor 𝑆(𝒒) in analogy with de 
Gennes narrowing. In contrast, the much weaker power-law dependence of Γ on 𝑞 in Fig. 
5.7, with no influence of features in 𝑆(𝑞) like the large interparticle structure-factor peak 
near 𝑞 = 0.19 𝑛𝑚−1, is incompatible with a picture of effective diffusion. Instead, we 
can understand the exponential decay in 𝑔2(𝒒, 𝑛)  through a model of heterogeneous 
dynamics in which regions of the sample comprising a volume fraction f undergo 
irreversible rearrangements during a shear cycle. The coherent scattering from these 
regions becomes randomized, while that from the remainder of the sample remains 
unchanged. In this case, the intermediate scattering function 𝑔1(𝒒, 𝑡), which as mentioned 
above is related to 𝑔2(𝒒, 𝑡)though the Siegert relation 𝑔2(𝑞, 𝑡) = 1 + 𝛽 𝑔1
2(𝒒, 𝑡), is a 
mixture of contributions from scattering from these dynamic and static components, 
much like in a heterodyne measurement [163]. Following such a heterodyne analysis, the 
dynamics during a cycle leads 𝑔1 to a decrease such that 𝑔1(𝒒, 𝑛 = 1) = (1 − 𝑓)𝑔1(𝒒, 0) 
[164]. Further, if the regions that rearrange in a given cycle are located randomly in the 
sample, independent of the locations of previous events, then the fraction of sample that 
remains unaltered over 𝑛  cycles is (1 − 𝑓)𝑛 . Thus, for such rearrangements with no 
history, 𝑔1(𝒒, 𝑛) =  (1 − 𝑓)
𝑛𝑔1(𝒒, 0) or, since 𝑔1(𝑞, 0) = 1,  
𝑔1(𝒒, 𝑛) =  (1 − 𝑓)
𝑛                                                   (5.2) 
which leads directly to an exponential form for 𝑔2(𝒒, 𝑛) like in Eq (5.1) with Γ = 2𝑓.  
Thus, within this model the 𝑞  dependence of Γ is that of 2𝑓 . To interpret this 
dependence, we note any irreversible event that decorrelates 𝑔2 at a wave vector 𝑞 must 
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cause the particles to rearrange their positions on a length scale 𝑙 ≳ 𝑞−1. Hence, if an 
event contributes to attenuating 𝑔2  at some 𝑞 , it does so for all larger 𝑞  as well. 
Therefore, since 𝑓 ~ Γ ~ 𝑞𝛼, the fraction of the sample involved in events during each 
shear cycle that rearrange the positions of particles over a length scale 𝑙 greater than some 
given length 𝑙0  varies as 𝑓(𝑙 > 𝑙0)~ 𝑙0
−𝛼
. The fraction in which the scatterers are 
rearranged on a length scale 𝑙 thus scales as 
𝑓(𝑙) ~ 𝑙−𝛼+1                                                         (5.3) 
This model leads to an interpretation of the anisotropy in Γ in Fig. 5.7: The different 
decay rates imply that the motion within rearranging regions is on average anisotropic 
(larger along the vorticity direction than the flow direction), but this anisotropy is self-
similar and the power-law size distributions in the two directions differ by only a scale 
factor.  
Further, assuming that the linear size of a region L undergoing rearrangement 
scales with 𝑙, then the fraction of the sample involved in events of size L similarly varies 
as 𝑓(𝐿) ~ 𝐿−(𝛼+1) . Since each event of linear size 𝐿 occupies a volume V that scales as 
𝐿3, the number of events hence scales with their linear size as 𝑁(𝐿) ~ 𝐿−(𝛼+4). Thus, the 
number of events varies with their volume as 
𝑁(𝑉) ~ 𝑉−
𝛼+4
3                                                         (5.4) 
or, taking α = 0.7 ± 0.2 , 𝑁(𝑉) ~ 𝑉−𝜉  with 𝜉 = 1.56 ± 0.06 . Such a power-law 
distribution of event sizes indicates a nonequilibrium critical transition in the gel at 
yielding. Many physical phenomena involving disorder, from earthquakes to Barkhausen 
noise to fluid-interface depinning, exhibit power-law statistics in their response to a 
driving force, and ideas of nonequilibrium critical phenomena provide a unifying 
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perspective for this behavior. Indeed, power-law distributions have been observed in the 
nonlinear mechanical response in numerical simulations of glasses [164, 165] and in 
experiments on disordered crystals [166-168] and metallic glasses [169, 170], where the 
measured quantities were fluctuations in energy or stress 𝜎 that scaled as 𝑁(𝜎) ~ 𝜎−𝜏  
with τ in the range 1.5–1.6.  The remarkably similar values of τ and the exponent 𝜉 we 
obtain suggest that the spatial size of plastic events scales with the energy dissipated by 
them, 𝜉 = τ. 
 
5.4.3 Echo Lineshapes 
Additional information can be obtained from studies combining XPCS with 
LAOS that not only compare speckle patterns obtained stroboscopically each oscillation, 
as in the experiment described in the previous section, but that also characterize the full 
lineshape of 𝑔2(𝒒, 𝑡) at a temporal resolution that is large compared to the oscillation 
frequency. In particular, such lineshapes, when they deviate from the shape 
corresponding to an affine deformation, could give insight into nonaffine response to the 
shear. The expected shape of 𝑔2(𝒒, 𝑡) during LAOS on a material that does undergo 
affine and reversible deformation can be found by generalizing the results discussed in 
Chapter 2 (specifically, Eq (2.14) and Eq (2.15)) to the case of a sinusoidal strain, 𝛾(𝑡) =
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sin2 (𝑞∥𝛾0𝐻(cos(𝜑) − cos(𝜔𝑡 + 𝜑)))
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                                         (5.5) 
In practice, an XPCS measurement under steady-state LAOS will span multiple cycles of 
the shear, so that 𝑔2(𝒒, 𝑡) will be determined from an average over pairs of scattering 
images in which the first image is obtained at different points in the oscillation. Thus, 
𝑔2(𝒒, 𝑡) will be an average over the phase 𝜑,  


























(𝐽1(2Δ) ∙ [𝜋Δ𝐻0(2Δ) − 1] + Δ𝐽0(2Δ) ∙ [2 − 𝜋𝐻1(2Δ)]          
(5.6) 
where Δ = 𝑞∥𝛾0𝐻𝑠𝑖𝑛 (
𝜔𝑡
2
), and 𝐽𝑛(𝑥) and 𝐻𝑛(𝑥) are the Bessel function of the first kind 
and the Struve function, respectively. Fig. 5.1(a) above displays an example of 𝑔2(𝒒, 𝑡) 
calculated from Eq (5.6). As noted above, the extreme sharpness of the echo peaks, 
whose width is set by (𝑞∥𝛾0𝐻)
−1 , creates a challenge in measurements that seek to 
resolve the lineshape since a very high temporal resolution relative to the oscillation 
frequency is required. 
As a test of the validity of Eq (5.6) in describing the XPCS intensity 
autocorrelation function from a material undergoing affine oscillatory deformation, Fig. 
5.9 displays 𝑔2(𝒒, 𝑡) from measurements on a dilute colloidal suspension in the highly 
viscous liquid polyglycerol subjected to an oscillatory shear at two strain amplitudes. The 
plots focus on the initial decay in 𝑔2(𝒒, 𝑡)  (rather than the echo peaks) to avoid 












Figure 5.9: XPCS intensity autocorrelation function measured on a dilute colloidal 
suspension in viscous polyglycerol undergoing in situ oscillatory shear strain with ω = 2 
𝑠−1 at (a) 𝛾0 = 0.02 and (b) 𝛾0 = 0.05. Results are shown at wave-vector magnitude 𝑞 = 
0.024 𝑛𝑚−1  at varying ranges of angle θ between q and the flow direction, 𝑞∥ = 𝑞cos θ. 
The solid lines are the results of calculations based on Eq (5.16) and are compared with 
the data using no free parameters. (The sample thickness was H= 500 μm.) 
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delay times. The correlation function is shown for a single wave-vector magnitude, 𝑞 =
0.024 𝑛𝑚−1 , over varying ranges of angle 𝜃  between 𝑞  and the flow direction (𝑞∥ =
𝑞𝑐𝑜𝑠𝜃). The solid lines in the figure are the results of calculations using Eq (5.6) and are 
compared with the data using no free parameters. The calculated lineshapes correspond 
closely to the data except at wave vectors close to the vorticity direction (𝜃 ≈ 90°). These 
discrepancies are not surprising since near the vorticity direction the transit and shear 
terms have comparable decay rates, making the validity of their factorization 
questionable. Also, near the vorticity direction the comparison between calculated and 
measured lineshapes is particularly sensitive to any misalignments that introduce 
uncertainty in 𝜃 . These issues aside, the otherwise good agreement between the 
calculated and measured lineshapes in Fig. 5.9 indicates that the XPCS correlation 
functions can accurately assess the deformation of materials during LAOS when the 
strain is affine. 
A scientifically more interesting measurement is in which this agreement breaks 
down, thereby providing a microscopic perspective on nonaffine shear response. As an 
illustration of such a break down, Fig. 5.10 displays 𝑔2(𝒒, 𝑡) from a measurement on the 
same concentrated nanocolloidal gel as in the experiment described above during in situ 
oscillatory shear strain. In the measurement the detector frame rate, 60 fps, was much 
higher than the oscillation frequency, 𝜈 ≈ 0.136 Hz, to assure good temporal resolution. 
The strain amplitude, 𝛾0 = 0.01, was in the regime below the yield point where the echo 
peaks showed negligible attenuation but where the macroscopic rheology showed strain 
softening and enhanced dissipation. The wave-vector magnitude, 𝑞 = 0.2 𝑛𝑚−1 , was 














Figure 5.10: XPCS intensity autocorrelation function measured on a concentrated 
nanocolloidal gel undergoing in situ oscillatory shear strain with 𝛾0 = 0.01 and ω = 0.85 
𝑠−1. Results are shown at 𝑞 = 0.2 𝑛𝑚−1, a wave-vector near interparticle structure factor 
peak, over three different ranges of angle θ between 𝑞 and the flow direction as indicated 
in the legend. 
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on the order of the interparticle spacing. Unlike with affine deformations, where echo 
peaks broaden as the angle θ between the wave vector and the flow direction increases 
(and hence 𝑞∥ decreases), in Fig. 5.10 the echo peak is broadest at an oblique angle, 𝜃 ≈
70°, indicating a nonaffine distortion. Such behavior in the concentrated gel is perhaps 
not surprising since particle interactions likely prevent perfectly affine strain at these 
length scales. However, as Fig. 5.10 illustrates, XPCS with LAOS can provide 
information about these distortions in nanostructured soft materials at the particle scale, 
which with appropriate modeling could lead to quantitative insight into the microscopic 
origins of their nonlinear rheology. 
 
5.5 Conclusion 
In conclusion, measurements of the XPCS echo peaks on a concentrated colloidal 
gel under oscillatory shear reveal a threshold strain for irreversible particle 
rearrangements that is near a (first) local maximum in the elastic stress, a signature of a 
yield point in gel rheology. The gel also displays strain softening well below this 
threshold, indicating a range of strains at which the rheology is nonlinear but the 
microscopic deformations are reversible. This behavior has been noted previously in 
repulsive systems and now this result generalizes it to systems with attractive particle 
interactions. Further, the wave-vector dependence of the XPCS echoes not only 
demonstrates that nanocolloidal gels undergo a nonequilibrium critical transition at 
yielding, but also uniquely provides direct characterization of the spatial-size distribution 
of the critical events on a nanometer scale. An interesting future experiment would obtain 
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both exponents ξ and τ on the same system to test the scaling between the energy and 
spatial size of plastic events.  
Another challenge for rheo-XPCS concerns measurements incorporating LAOS. 
As the work described in section 5.4.3 above illustrates, XPCS with in situ LAOS can 
uncover the microscopic features of nonaffine deformations associated with nonlinear 
rheology. However, quantitative understanding of such results, like those illustrated in 
Fig. 5.7, will require the development of approaches for modeling the echo lineshapes. A 
potentially fruitful strategy that could deepen the interpretation of LAOS and other rheo-
XPCS measurements would be to incorporate cross correlation analysis of speckle 
patterns that quantify not only time correlations of the intensity at fixed q but also time 
correlations between intensities at different wave vectors [171,172]. In the case of 
materials under in situ deformation and flow, the structural distortions associated with 
strain can be expressed as a continuous transformation of points in reciprocal space [54] 
that should have signatures in the time-dependent speckle pattern that such cross-
correlation methods could capture. 
More generally, the wealth of nanostructured soft solids with pronounced 
nonlinear rheology that are amenable to interrogation via XPCS with in situ shear should 
make further application of x-ray speckle echo an important tool for this field. Indeed, 
beyond accessing structural dynamics at nanometer scales, other demonstrated 
advantages of XPCS, such as the abilities to measure opaque samples and to interrogate 
heterogeneous dynamics with micrometer-sized beams, should have particular value in 
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