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ABSTRACT
Particle-based fluid simulations have become popular in computer graphics due to
their natural ability to handle free surfaces and interfaces, splashes and droplets,
as well as interaction with complex boundaries. However, particle methods have
some disadvantageous properties degrading the physical behavior of a simulated
fluid and thus the resulting visual quality. Although these problems are present in
almost any particle-based fluid solver, this dissertation addresses some of the ma-
jor problems of the Lagrangian method Smoothed Particle Hydrodynamics (SPH).
This thesis starts by reviewing the standard SPH model and its difficulties to
satisfy the incompressibility condition. In the standard model, liquids are typi-
cally approximated by compressible fluids where pressures are determined by an
equation of state, resulting in undesired compression artifacts. Although incom-
pressibility can be enforced, it represents the most expensive part of the whole
simulation process and thus renders particle methods less attractive for high qual-
ity and photorealistic water animations. In this thesis, we present a novel, incom-
pressible fluid simulation method based on SPH. In our method, incompressibility
is enforced by using a prediction-correction scheme to determine the particle pres-
sures. For this, the information about density fluctuations is actively propagated
through the fluid and pressure values are updated until the targeted density is sat-
isfied. With this approach, the costs per simulation update step can be held low
while still being able to use large time steps in the simulation.
Next, we shift our attention to the problem of complex interactions between
multiple different fluids as well as between fluids and solids. We first focus on
i
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the artifacts caused by standard SPH when simulating multiple fluids with high
density ratios. In the standard model, the smoothed quantities of particles near the
fluid interface show falsified values and the physical behavior is severely affected,
especially if density ratios become large. The artifacts include spurious and un-
physical interface tension as well as severe numerical instabilities. In this thesis
we derive a formulation which can handle discontinuities at interfaces of multiple
fluids correctly and thus avoids the problems present in standard SPH. With our
concepts, an animator has full control over the behavior of multiple interacting
fluids.
Furthermore, we propose to represent both, fluids and solids, by particles, fa-
cilitating the interaction between the different object types. We present a unified
simulation model for fluids, rigid, and elastic objects, and show how phase tran-
sitions can be modeled by only changing the attribute values of the underlying
particles. New effects like merging and splitting due to melting and solidification
are demonstrated, and we show that our model is able to handle coarsely sampled
and even coplanar particle configurations without further treatment.
Finally, we present a novel point refinement method to achieve a higher vi-
sual quality of low-resolution fluids. We introduce new algorithms to efficiently
upsample an initial point set given by the physical computation. Our method fea-
tures the ability to accurately preserve surface details and to reach a uniform point
distribution. Another challenge is to reconstruct smooth surfaces from the par-
ticles. The visualized fluids typically suffer from bumpy surfaces related to the
irregular particle distribution. In order to achieve smooth surfaces, this thesis in-
troduces a new surface reconstruction technique based on the center of mass of the
particle neighborhood. We show how artifacts in concave regions can be avoided
by considering the movement of the center of mass.
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1C H A P T E R
INTRODUCTION
1.1 Physics-Based Fluid Simulation
Animating fluids by physics-based simulation has gained increasing importance
in computer graphics in the last decade. Application areas of fluid simulations in-
clude feature films, commercial work, medical simulations, virtual environments,
and computer games (Figure 1.1). The characteristics of the simulation methods
employed in the individual fields of application are vastly different. In the film
industry, the simulated fluids visually have to match reality so that an observer
cannot distinguish between real scenarios and completely modeled and simulated
environments. The inclusion of simulated fluids is a fairly new development that
has been advanced by the increase in processing power over the last years. Hence,
the film industry is making more and more use of simulation tools to model cer-
tain fluid effects that for an observer appear to be physically plausible. To achieve
the desired realism high resolution fluid simulations have to be run that capture
small-scale features like splashes, droplets and foam [Losasso et al., 2008]. This
represents a very time-consuming process, thus the fluid movement is typically
computed offline by using several CPUs in parallel. In contrast to the film and
television industry, virtual reality applications and computer games are focusing
on speed and stability of the simulation. The complexity of the physics is often
reduced such that a fluid solver can be run in real-time on standard PCs and game
consoles. This comes at the cost of low-resolution fluids and simplified physics,
degrading the resulting physical behavior of the fluid. In particle-based fluid sim-
1
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Feature Films
Image courtesy Industrial Light 
and Magic
Commercials Computer Games
Image courtesy Fusion CI Studios Image courtesy AGEIA
Pre-computed Real-time
Figure 1.1: Applications of fluid simulations in computer graphics include the film in-
dustry (left), commercials (middle), and computer games (right). The characteristics of a
simulation highly depends on the particular application.
ulations, such simplifications include for example that liquids are approximated
by compressible matter in order to be able to increase the time step of the sim-
ulation and thus the performance [Mu¨ller et al., 2003]. The performance can be
further increased by reducing the number of particles which discretize the fluid’s
volume. The real-time constraint also requires improved methods for rendering
the fluids, for example by taking the visibility and view-dependent level of details
into account [Mu¨ller et al., 2007].
Although the different fields of applications demand different simulation prop-
erties, they have the common need for new and efficient methods that improve the
fluid behavior and thus increase the resulting visual quality. This thesis concen-
trates on such improvements for the particular Smoothed Particle Hydrodynamics
(SPH) fluid solver.
1.2 Lagrangian and Eulerian Models
In the graphics literature, there are currently two main approaches to simulating
fluids, the Eulerian and the Lagrangian models. The underlying representations of
both techniques are illustrated in Figure 1.2. Figure 1.3 gives an overview over the
main characteristics of both approaches. In the Eulerian grid approach (recent pa-
pers include [Stam, 1999; Foster and Fedkiw, 2001; Enright et al., 2002; Feldman
et al., 2005; Losasso et al., 2006a; Losasso et al., 2008]), it is observed how fluid
quantities change in time at fixed points in space. In the MAC grid method, the
first step is to identify which grid cells currently contain fluid, and a buffer zone of
air is created around the fluid. After the grid has been updated, the velocity field is
1.2 Lagrangian and Eulerian Models 3
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(a) Lagrangian Viewpoint
v(x)
(b) Eulerian Viewpoint
Figure 1.2: In the Lagrangian viewpoint (a), the fluid is discretized by particles carrying
physical quantities like velocity v(x). In the Eulerian representation (b), the quantities
are measured at fixed points in space, for example at the cell centers. Note that staggering
the velocity components by placing them to the center of the cell faces tends to produce
more stable results.
advanced by ∆t. Then, external forces and viscosity are added. At this point, the
velocity field does not satisfy the incompressibility condition, thus the pressures
in the fluid cells are set so that the divergence throughout the fluid will be zero.
To make all cells divergence free after pressure has been applied, a large, sparse
linear system with one variable for the pressure of each cell containing fluid has
to be solved. After the pressure has been applied, the fluid velocities are extrap-
olated into the buffer zone surrounding the fluid, and the velocities of solid cells
are set. After the velocity field has been advanced, the marker particles or some
other representation of the fluid such as a level set can be moved.
One strength of grid-based methods is the solution of the incompressibility
condition. The grid discretization facilitates the formulation and solution of the
equation system to determine the pressure values, thus incompressibility can be
enforced within reasonable computation time. However, the grid discretization
makes it difficult to accurately handle complex boundaries, free surfaces and inter-
faces between multiple fluids, as well as splashes and single droplets [Chentanez
et al., 2006; Losasso et al., 2006b]. Other difficulties exist with the advection
part of the Navier-Stokes (NS) equations often resulting in numerical dissipation
due to averaging operations [Molemaker et al., 2008]. Visually, this leads to unde-
sired damping, and often nonphysical terms such as vorticity confinement must be
added to counter this effect [Selle et al., 2005]. Recently, [Mullen et al., 2009] pro-
posed a family of fully Eulerian integration schemes that provide control over the
amount of dissipation.
On the other hand, Lagrangian particle approaches trivially handle advection
4 1 INTRODUCTION
Lagrangian
Models
Eulerian
Models
Incompressibility
Complex Interactions
Advection
Smooth Surfaces
Splashes, droplets
Figure 1.3: Characteristics of Lagrangian and Eulerian fluid simulation models. In this
thesis we use a Lagrangian fluid solver based on SPH, focusing on improving some major
problems of particle-based methods.
since the fluid is discretized by particles moving freely along the velocity field.
In these meshfree methods, each particle is either directly associated with one
discrete physical object or represents a part of the continuum problem domain.
Hence the particle size can range from nano- to macro-scales. While molecular
dynamics relate each particle to one molecule, a particle in SPH represents a cer-
tain amount of volume and thus SPH is employed to simulate macro areas where
classical continuum assumptions apply.
The advantage of particles is the natural ability to handle free surfaces and
interfaces, splashes and droplets, as well as the interaction with highly complex
boundaries and solid objects [Mu¨ller et al., 2003; Mu¨ller et al., 2005b; Keiser
et al., 2005; Solenthaler et al., 2007a; Solenthaler and Pajarola, 2008; Becker
et al., 2009]. However, particle approaches have difficulties to satisfy the incom-
pressibility condition of liquids such as water, since the fluid is typically approx-
imated by a compressible fluid where pressures are determined by an equation
of state (EOS) [Monaghan, 1994; Becker and Teschner, 2007]. This problematic
issue, and the difficulties to reconstruct smooth surfaces out of particles, are the
main reasons why grid methods are currently favored in graphics. However, par-
ticles and point representations have gained increasing attention in recent years,
both for physics-based animations and rendering. Their simplicity and flexibility
render a fluid solver into a powerful tool to simulate all kinds of phenomena such
as water, smoke and fire, as well as complex interaction effects between multi-
ple fluids and solid objects. Due to these beneficial properties, this thesis uses a
Lagrangian fluid solver based on the SPH particle method.
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1.3 Challenges of Particle Systems
As indicated above, particle systems feature some disadvantageous properties de-
grading the physical behavior and thus the resulting visual quality of a liquid.
Although the described problems are present in almost any particle system, we
specifically discuss some of the major problems of the SPH particle method which
is the fluid solver this thesis is based on. In the list below, the bold items indicate
problems that are addressed in this thesis. A short discussion about our proposed
solutions of these problems will be given in Section 1.4.
1) Comparison with Eulerian solvers
Lagrangian SPH solvers and Eulerian grid solvers are two simulation models
that are often used to simulate 3D fluids. In computer graphics, neither com-
putational nor visual comparisons of these two solvers have been made so far.
Hence it is not clear how the number of cells in grid solvers and the number
of particles in SPH simulations actually relate to each other. Thus, the visual
results and performance measurements of both methods can hardly be com-
pared with each other. In order to evaluate the adequate solver for a particular
problem it would be desirable to have better knowledge about the strengths
and weaknesses of both solvers, including comparisons about fluid resolution,
performance, and reproduced details of real fluids.
2) Efficiency
Fluid simulations require a high discretization resolution in order to achieve a
certain physical and visual quality. Generally, the more particles that are used
the lower the fluid viscosity and the more small-scale details like splashes,
spray, and surface waves are visible. Most recent SPH research papers refer
to particle numbers of up to 1-3M that are computed on a single CPU [So-
lenthaler and Pajarola, 2008; Becker et al., 2009; Solenthaler and Pajarola,
2009]. In order to speed up the computation of high resolution simulations,
SPH has been implemented on the GPU with promising results [Harada et al.,
2007; Zhang et al., 2008]. Another possibility is to reduce the overall particle
number by adaptively sampling the fluid according to certain criteria like geo-
metric complexity [Adams et al., 2007]. Although such an adaptive sampling
reduces the computational costs considerably, difficulties exist in exactly re-
producing the density profile while splitting and merging particles. As a con-
sequence, pressure shocks and thus oscillating particles are visible during this
process. As long as the particle movement dominates the velocity field these
shocks are hardly visible, but as soon as the fluid comes to rest these artifacts
are clearly apparent. Other techniques to speed up the computations include
hybrid simulation models that couple two-dimensional with three-dimensional
6 1 INTRODUCTION
fluid simulations, for example a 2D shallow water simulation with a 3D free
surface fluid simulation model as presented in [Thu¨rey et al., 2006].
3) Incompressibility condition
In the standard SPH model (e.g. [Monaghan, 1992; Mu¨ller et al., 2003; Mu¨ller
et al., 2005b]), the pressures are computed using a soft EOS resulting in un-
desired compression artifacts. Although incompressibility can be enforced, it
represents the most expensive part of the whole simulation process and thus
renders particle methods less attractive for high quality and photorealistic an-
imations of water. In the literature, two different strategies have been pursued
to model incompressibility. First, the weakly compressible SPH (WCSPH)
method has been used where pressure is modeled using a stiff equation of state
(e.g. [Monaghan, 2005; Becker and Teschner, 2007; Becker et al., 2009]), and
second, incompressibility has been achieved by solving a pressure Poisson
equation (ISPH methods, e.g. [Cummins and Rudman, 1999; Shao, 2006; Hu
and Adams, 2007]) similar to Eulerian fluid solvers. Although both meth-
ods satisfy incompressibility, the computational expenses of simulating high
resolution fluid animations are too large for practical use. The drawback of
WCSPH is the severe time step restriction since the stiffness of the fluid typi-
cally dominates the Courant-Friedrichs-Levy (CFL) condition. Thus the com-
putational cost increases with decreasing compressibility. Although ISPH al-
lows larger time steps, the computational cost per physics step is immensely
higher. Furthermore, the complexity to formulate and solve the equation sys-
tem on unstructured particle configurations represents a major problem and is
computationally expensive.
4) Interfaces of multiple fluids
In standard SPH, particles have a spatial distance (smoothing length) over
which their properties are smoothed by a kernel function [Monaghan, 1992].
Problems arise at interfaces of multiple fluids with density contrast, since the
rest densities and masses of neighboring particles vary within the smoothing
length. As a result, the smoothed quantities of a particle show falsified values
and the physical behavior is severely affected, especially if density ratios be-
come large [Hoover, 1998; Agertz et al., 2006]. The undesirable effects reach
from falsified densities and pressures to spurious and unnatural interface ten-
sions, degrading the visual result tremendously. With increasing density ra-
tios, one has additionally to cope with severe numerical instabilities which
cannot be overcome by decreasing the time step of the simulation alone [Co-
lagrossi and Landrini, 2002].
5) Complex fluid-solid interactions
In current simulation systems, fluids and solids are often discretized by differ-
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ent models thus restricting the number of interaction effects which can be sim-
ulated (e.g. [Terzopoulos et al., 1989; Cani and Desbrun, 1997; Mu¨ller et al.,
2004]). To facilitate the interaction between fluids and solids, it is highly de-
sirable to have a single simulation method that can handle different types of
materials [Mu¨ller et al., 2004; Keiser et al., 2005] and that is able to combine
several properties and effects in a single model. Examples of such properties
are melting and solidification even while being surrounded by other liquids,
the distinction of multiple objects which are touching as long as no melting is
involved, the ability to merge multiple close objects into one when melting is
involved, and to split objects as a result of phase changes. Moreover, coarsely
sampled and even coplanar particle configurations should be handled without
further treatment since they often result from phase change processes.
6) Reconstructing smooth surfaces
Another challenge in particle animation methods is to reconstruct visual ap-
pealing surfaces from the particles. Applications which have to run in real-
time or at interactive frame rates suffer from blobby surfaces and smoothed
surface details since the number of simulated particles is limited [Mu¨ller et al.,
2003]. When using a point splatting approach as rendering technique, under-
sampled geometries show artifacts at the silhouette and blur due to large splat
radii (e.g. [Guennebaud et al., 2004; Solenthaler et al., 2007b]). Hence it
would be desirable to improve the visual quality of low resolution particle
simulations that can be simulated at interactive frame rates.
Unfortunately, with high-resolution simulations bumpy surfaces related to
the particle distribution are still visible. Although the color-field presented
in [Mu¨ller et al., 2003] improves the trivial approach of blobbies [Blinn,
1982], flat surfaces cannot be achieved due to the irregular particle distribu-
tion. [Zhu and Bridson, 2005] proposed an approach involving the center of
mass of neighboring particles resulting in smooth surfaces. Normal vectors
are not involved in their reconstruction technique, avoiding the problem of in-
correct particle normals in splashes and drops which are typically represented
by a few particles only. Unfortunately, their approach leads to significant ar-
tifacts in concave regions which they suggest to remove in a post-processing
step. However, difficulties exist in distinguishing between artifacts and real
surface, thus erroneous surface parts cannot be removed completely.
7) Boundary deficiency
The standard density summation equation of SPH has problems at the fluid
boundaries since the neighborhoods of particles close to the boundary are not
completely filled. As a result, densities are underestimated in such situations
thus causing errors in the resulting pressure and force fields. Although the
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density convergence equation, where densities are initially set and evolved
over time, does not suffer from the deficiency problem, one has to cope with
stability issues due to the accumulation of density integration errors. Hence
the use of the convergence equation is typically omitted in graphics applica-
tions since large time steps and long-term simulations exacerbate the prob-
lems. In the literature, the deficiency problem is typically addressed by using
ghost particles along the domain boundaries, for example by mirroring the
fluid particles at the walls (e.g. [Morris et al., 1997]). However, this is only ap-
plicable if the boundary is simple, and has the disadvantage of increased com-
putational cost since ghost particles have to be included in the physics compu-
tation. Another solution is the use of the corrected SPH (CSPH) method where
adapted kernel functions are used that compensate for the missing neighbor-
hood [Bonet and Kulasegaram, 2002; Becker et al., 2009].
8) Viscous fluids
Liquids simulated with SPH often appear to be too viscous compared to liq-
uids in the real world. The main reason for that is the artificial viscosity force
that has to be added in order to stabilize the numerical algorithm ( [Lucy,
1977; Monaghan, 1992]). Viscous forces are acting between each particle and
its neighbors inside the support radius, accelerating the particles in the direc-
tion of the relative speed of its environment. The size of the support radius is
chosen so large such that it includes around 30-40 particles. When increasing
the particle resolution, the support domain can be reduced hence covering a
smaller area of the simulation domain. This reduces the damping problem
of the artificial viscosity. However, the behavior does also depend on the
characteristics of the viscosity formulation. Different techniques have been
proposed (e.g. [Hernquist and Katz, 1989; Balsara, 1995; Morris and Mon-
aghan, 1997]), but further studies and comparisons need to be done in order
to evaluate the formulation that meets the demands of graphics applications
best.
Another defect of SPH that visually results in a relatively strong viscous be-
havior is that pressure forces compel the particles to arrange in a stable lattice
structure [Lombardi et al., 1999]. This crystallization prevents particles to
move since they have to break open the stable particle configuration at first.
As a result, small turbulences and buoyancy effects are damped.
1.4 Contributions
In this thesis, we focus on the elimination of some of the major problems of
particle-based simulations, in particular we address the issues 3) - 6) previously
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Figure 1.4: In this thesis, we focus on improving some of the major problems of particle-
based simulations. We present a new SPH method that can efficiently handle incompress-
ibility, we propose a modified SPH model that eliminates the artifacts at the interface
of multiple fluids with high density ratios, we demonstrate a unified particle model to
simulate fluids, solids, and phase changes, and we show a surface point refinement and
reconstruction method improving the smoothness of the fluid surface.
described in Section 1.3. We introduce new methods to solve these problems
while bearing in mind the resulting efficiency of the simulation. First, we focus
on the major disadvantage of particle systems, which is the efficient solution of
the incompressibility condition. Second, we focus on complex interaction effects.
Although one strength of particles is the ease to handle interaction effects with
complex boundaries, there still exist severe problems when simulating specific
effects like multiple fluids with high density ratios or phase change processes.
And third, we enhance the smoothness of the fluid surfaces by sophisticated point
refinement and surface reconstruction techniques. The illustration in Figure 1.4
gives an overview over the contribution of this thesis. In the following, we sum-
marize our solutions:
1) Incompressibility condition:
Predictive-corrective incompressible SPH method
We present a novel, incompressible fluid simulation method based on the La-
grangian SPH model. In our method, incompressibility is enforced by using a
prediction-correction scheme to determine the particle pressures. For this, the
information about density fluctuations is actively propagated through the fluid
and pressure values are updated until the targeted density is satisfied. With this
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approach, we avoid the computational expenses of solving a pressure Pois-
son equation, while still being able to use large time steps in the simulation.
The achieved results show that our predictive-corrective incompressible SPH
(PCISPH) method clearly outperforms the commonly used weakly compress-
ible SPH (WCSPH) model by more than one order of magnitude while the
computations are in good agreement with the WCSPH results.
2) Interfaces of multiple fluids:
Adapted SPH for fluids with density ratios
To overcome the problems at interfaces present in the standard SPH method,
we propose a modified SPH formulation that can handle density discontinuities
at interfaces between multiple fluids correctly without increasing the computa-
tional costs compared to standard SPH. The basic idea is to replace the density
computation in SPH by a measure of particle densities and consequently de-
rive new formulations for pressure and viscous forces. These modifications
of the SPH formulation corrects for density problems, spurious and unphysical
interface tension, and instabilities otherwise present at high density contrast in-
terfaces. The elimination of these artifacts enables an animator to fully control
the physical behavior of multiple fluids, including the selection of the desired
amount of interface tension according to the simulation problem at hand. Our
modifications do not increase the overall computational cost compared to the
standard SPH model.
3) Complex fluid-solid interactions:
A unified particle model to simulate fluids, solids, and phase changes
We present a new method for the simulation of melting and solidification in
a unified particle model. Our technique uses the SPH method for the sim-
ulation of liquids, deformable as well as rigid objects, which eliminates the
need to define an interface for coupling different model representations. Using
this approach, it is possible to simulate fluids and solids by only changing the
attribute values of the underlying particles. We significantly changed a prior
elastic particle method to achieve a flexible model for melting and solidifica-
tion. By using an SPH approach and considering a new definition of a local
reference shape, the simulation of merging and splitting of different objects,
as may be caused by phase change processes, is made possible. In order to
keep the system stable even in regions represented by a sparse set of parti-
cles we use a special kernel function for solidification processes. The results
demonstrate new interaction effects regarding the melting and solidification of
material, even while being surrounded by liquids.
4) Reconstructing smooth surfaces
A particle refinement and surface reconstructing method improving the
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surface quality
A novel point refinement method is presented for irregularly sampled, dynamic
points coming from a particle-based fluid simulation. Our interpolation algo-
rithm can handle complex geometries including splashes, and at the same time
preserves features like edges. Point collisions are avoided resulting in a nearly
uniform sampling facilitating surface reconstruction techniques. No point pre-
processing is necessary, and point neighborhoods are dynamically updated re-
ducing computation and memory costs. We show that our algorithm can effi-
ciently detect and refine the surface points of a fluid and we demonstrate the
improvement of rendering quality and applicability to real-time simulations.
Additionally, we propose a surface reconstruction technique producing smooth
surfaces without requiring high quality point normals. To avoid artifacts in
concave regions, our reconstruction is based on considering the movement of
the center of mass which reduces these rendering errors.
1.5 Dissertation Overview
This dissertation first gives a brief description of the SPH formalism in Chapter 2.
Based on the equations of motion of a fluid, the basic formalism of SPH is de-
rived and the resulting SPH equations for the density, pressure, and forces are
summarized. The animation loop of the standard SPH algorithm is described in
the following. Further, the compressibility problem due to the equation of state is
discussed, and the weakly compressible SPH (WCSPH) model is introduced. We
discuss the time stepping and present measurements that illustrate the time step
restriction of stiff fluid systems.
Chapter 3 introduces our new incompressible SPH method based on a prediction-
correction scheme. Our results show that our model combines the advantages of
both WCSPH and incompressible SPH (ISPH) in one model, namely low com-
putational cost per physics update and large time steps. Performance results are
presented which show that our new method outperforms the commonly used WC-
SPH by more than an order of magnitude, while the physical behavior is in good
agreement with the WCSPH results.
In Chapter 4 we focus on the interface problems of multiple fluids with density
contrast. We illustrate the smoothing problem of SPH and show how the falsi-
fied quantities lead to spurious interface tension and instability problems. We
demonstrate how the equations of a standard SPH implementation can be adapted
to avoid physical artifacts and stability problems when simulating multiple fluids
with high density ratios. We show that our modifications do not increase the over-
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all computation cost of SPH while improving the physical behavior significantly.
Chapter 5 presents a flexible, unified model based on SPH to simulate fluids,
deformable bodies, and rigid bodies represented by particles. We discuss how
melting and solidification effects can be modeled, and how merging and splitting
due to phase changes can be stably achieved. Various animation effects are shown,
including complex interaction between fluids, elastic objects, and solid objects, as
well as phase changes between the states.
In Chapter 6 we describe how the visual quality of low-resolution fluid surfaces
can be improved by upsampling the surface points using our spherical interpola-
tion method. It is explained how computation and memory costs can be reduced
by using efficient algorithms for neighborhood update and collision avoidance.
Further, we show how smooth surfaces can be extracted from fluid point data
without the need for high quality normals. Artifacts in concave regions are suc-
cessfully avoided by investigating the movement of the center of mass.
Each Chapter 3-6 includes a thorough discussion about the specific problem as
well as relevant related work. Results and discussions can also be found in the
particular chapters.
We conclude the dissertation in Chapter 7 with a summary and directions for fu-
ture work.
2C H A P T E R
SMOOTHED PARTICLE
HYDRODYNAMICS
2.1 Equations of Motion
In SPH, the physical forces acting on the particles are derived from the Navier-
Stokes (NS) equations. The conservation of momentum and the conservation of
mass are written as
ρ
Dv
Dt
= −∇p+ ρg + µ∇2v (2.1)
Dρ
Dt
= −ρ∇ · v, (2.2)
where ρ is the density, v the velocity, p the pressure, g an external body force,
such as gravity, and µ the viscosity of the fluid. Note that Dq
Dt
= ∂q
∂t
+ v · ∇q is
the material derivative denoting the change of a quantity q over time. Since in the
Lagrangian viewpoint the quantity moves with the fluid (i.e. with the particles),
the material derivative equals the partial time derivative, meaning that Dq
Dt
= ∂q
∂t
and that the convective term v · ∇q is zero.
Equation 2.1 is simply Newton’s second law F = ma which can easily be
seen by multiplying both sides of the equation by the volume Vi of a particle i
mi
Dvi
Dt
= −Vi∇pi +mig + Viµ∇2vi. (2.3)
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On the right hand side of Equation 2.3 there are three forces, the pressure force
−Vi∇pi, the external force mig, and the viscous force Viµ∇2vi
mi
Dvi
Dt
= Fpressurei + F
external
i + F
viscosity
i . (2.4)
For the acceleration a of a particle i we then get
ai =
Dvi
Dt
=
Fi
mi
, (2.5)
where Fi is the sum of all forces acting on i. To determine the acceleration ai of
a particle i in the Lagrangian simulation environment, the density ρi, the pressure
pi, and the total force Fi have to be derived. For this, the SPH approximations
described in Section 2.3 can be applied.
Equation 2.2 is called the mass-conservation or continuity equation. For an
incompressible fluid the density does not change, corresponding to Dρ
Dt
= 0. In
the Lagrangian formulation, this equation is typically not satisfied due to the im-
mense computational costs. Rather, the liquid is typically modeled as a compress-
ible fluid which reduces the costs but degrades the visual quality of the animated
liquid. This is discussed in detail in Section 2.5 and Chapter 3.
2.2 Basic Formalism
SPH, originally developed for the simulation of astrophysical problems [Gingold
and Monaghan, 1977; Lucy, 1977], uses the concept of integral representation of
a function or field variable A(x)
A(x) =
∫
Ω
A(x′)δ(x− x′)dx′ (2.6)
where Ω is the domain, dx′ the differential volume element, and δ(x − x′) is the
Dirac delta function. If the Dirac delta function is replaced by a smoothing kernel
function W with support radius or smoothing length h, the integral representation
of A(x) is given by
A(x) =
∫
Ω
A(x′)W (x− x′, h)dx′. (2.7)
Note that as long as W is not the Dirac delta function, the integral representation
in Equation 2.7 is only an approximation. The kernel function W should satisfy
a number of conditions. First, the normalization condition states that the kernel
function has to be normalized according to∫
W (x− x′, h)dx′ = 1. (2.8)
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Second, the Delta function property has to be satisfied
lim
h→0
W (x− x′, h) = δ(x− x′), (2.9)
and third, the compact condition defines the non-zero area of the smoothing func-
tion
W (x− x′, h) = 0 when |x− x′| > h.
The smoothing kernel is most often approximated by spline kernels with finite
support [Monaghan, 1992; Mu¨ller et al., 2003].
The integral in Equation 2.7 is discretized onto a finite set of interpolation
points, the fluid particles, by replacing the integral by a summation and the differ-
ential volume element dx′ by the volume V which is the mass m divided by the
density ρ (Figure 2.1)
A(x) =
∑
j
mj
ρj
AjW (x− xj, h). (2.10)
Gradient and Laplacian values can be easily calculated by taking the first and
second derivative of the kernel, respectively
∇A(x) = ∑j mjρj Aj∇W (x− xj, h) (2.11)
∇2A(x) = ∑j mjρj Aj∇2W (x− xj, h). (2.12)
2.3 Governing Equations
2.3.1 Density
In the literature, there are two different equations used to compute the density.
Typically, the standard density summation is implemented, where the SPH inter-
polation is applied to the density field resulting in
ρi =
∑
j
mjW (xij, h). (2.13)
With this equation, densities of particles close to the boundary are underestimated
due to empty parts in the neighborhood, thus causing errors in the resulting pres-
sure and force fields.
Alternatively to the standard density summation, the density can be evolved
over time according to the continuity equation (convergence equation) [Mon-
aghan, 1994]. With this formulation, particle densities are initially set and evolved
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h
i
W(xij,h)
Figure 2.1: In SPH, the particle quantities are smoothed over a neighborhood of size h.
To evaluate a quantity at a particle’s location, the weighted contributions of the neighbors
are summed up, while close neighbors have a larger weight than neighbors farther away.
during the simulation by computing the rate of change of the density of each par-
ticle i by
dρi
dt
=
∑
j
mj(vi − vj) · ∇W (xij, h). (2.14)
Although the convergence equation does not suffer from underestimated densities
at free surfaces due to the particle deficiency at such locations, it does not produce
stable results for long-term simulations. This is due to severe density integra-
tion errors, especially when using large time steps and low-order time integration
schemes which is important for the targeted type of graphics applications. There-
fore, the models used throughout this thesis all implement the standard density
summation equation.
2.3.2 Pressure and Pressure Forces
The pressure pi of a particle is then derived from the equation of state (EOS)
according to [Batchelor, 1967]
pi =
kρ0
γ
((
ρi
ρ0
)γ − 1), (2.15)
where k controls the stiffness of the fluid, ρ0 is the reference density, and γ is
usually set to 7. Note that when using a γ of 1, Equation 2.15 corresponds to the
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pressure formulation in [Desbrun and Cani, 1996], which is
pi = kρ0((
ρi
ρ0
)− 1) = k(ρi − ρ0). (2.16)
In WCSPH, k is chosen so that the speed of sound is large enough to keep
the density fluctuations small (∼ 1%) (see Section 2.5.1). Note that the CFL
condition requires smaller time steps for stiffer fluids which increases the overall
computation cost tremendously when simulating water (see Section 2.5.3).
In [Mu¨ller et al., 2003], the pressure force field is then computed by
Fpressurei = −
mi
ρi
∑
j
mj
ρj
pi + pj
2
∇W (xij, h). (2.17)
Alternatively to Equation 2.17, the pressure force equation according to [Mon-
aghan, 1992] can be used:
Fpressurei = −
∑
j
mimj(
pi
ρ2i
+
pj
ρ2j
)∇W (xij, h). (2.18)
We compare these two equations in the context of multiple fluids in Chapter 4. If
not stated otherwise we use Mu¨ller’s Equation 2.17.
2.3.3 Viscous Forces
Viscous forces are mainly used to stabilize a particle system. Several formulations
have been presented for different applications (e.g. [Hernquist and Katz, 1989;
Balsara, 1995; Morris and Monaghan, 1997]). If not stated otherwise we use the
following equation from [Mu¨ller et al., 2005b]
Fviscosityi =
mi
ρi
∑
j
µi + µj
2
mj
ρj
(vj − vi) ∇2W (rij, h), (2.19)
where µ is the viscosity constant of a particle defining the strength of viscosity.
2.3.4 Smoothing Kernels
If not stated otherwise, we use the following polynomial kernel presented in [Mu¨ller
et al., 2003] which can be efficiently computed
Wpoly6(xij, h) =
315
64pih9
{
(h2 − x2ij)3 0 ≤ xij ≤ h
0 otherwise,
(2.20)
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Figure 2.2: The smoothing kernels Wpoly6, Wspiky, and Wviscous presented in [Mu¨ller
et al., 2003]. The thick, thin, and dotted lines show the kernels, their gradients, and
Laplacians, respectively. Image courtesy of Matthias Mu¨ller, NVIDIA.
where xij = ||xij||. However, if this kernel is used for the computation of the
pressure forces particles tend to cluster if they get close to each other. This hap-
pens because the gradient approaches zero at the center and thus repulsion forces
vanish. For pressure computations, therefore, a spiky kernel is used
Wspiky(xij, h) =
15
pih6
{
(h− xij)3 0 ≤ xij ≤ h
0 otherwise. (2.21)
The viscous forces are computed using a third kernel
Wviscous(xij, h) =
15
2pih3
{
− x3ij
2h3
+
x2ij
h2
+ h
2xij
− 1 0 ≤ xij ≤ h
0 otherwise,
(2.22)
whose Laplacian is positive everywhere. This is an important property since oth-
erwise the resulting viscous forces acting between close particles increase the par-
ticles’ relative velocities and thus decrease the stability of the simulation.
2.3.5 Time Integration
Generally, time integration schemes are classified either as explicit or implicit.
Explicit methods calculate the state of a system at time t + 1 from the state of
the system at the current time t, while implicit methods find a solution by solving
an equation involving both the current state of the system and the later one. With
implicit methods, stability is maintained for large time steps, but large computing
time per integration step is required. Although explicit methods require small
time steps for stability, they allow fast computation per integration step, which
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is essential if frequent updates are required. In SPH, explicit time integration
schemes are typically used, while first- and second-order methods are favored due
to their fast execution. In most cases, the Leap-Frog method is applied because of
its simplicity and second-order accuracy.
After having calculated all particle accelerations ai, the velocities and posi-
tions of the particles are forwarded in time using the Leap-Frog time integration
scheme. The velocity and position of the next simulation step are given by
vi(t+ 1) = vi(t) + ∆t
Fi
mi
(2.23)
xi(t+ 1) = xi(t) + ∆tvi(t+ 1), (2.24)
where ∆t is the time step size which can be determined by the CFL condition
(see Section 2.5). Its simplicity and the second-order accuracy make this scheme
attractive for efficient animations. Note that in the Leapfrog scheme positions and
velocities are off by half a time step.
2.4 Animation Loop
One simulation step includes the computation of the equations discussed above.
In our current implementation, we use four passes over all particles, summarized
in Algorithm 1.
First, for each particle, the neighboring particles within the range h have to
be found. Several search data structures have been proposed differing in compu-
tational complexity and memory consumption. Non-hierarchical data structures
such as grids can be built and updated efficiently, while hierarchical data structures
like octrees and kd-trees often allow faster queries than grids. However, the per-
formance depends largely on the particle number used in the simulation [Keiser,
2006]. In this thesis we use a uniform 3D grid with cells of size h. Thus, for each
particle, 27 cells have to checked to find the neighbors. The support radius h is
typically chosen so that the average number of neighbors of a particle is around
30-40.
After having determined the neighbors of each particle, the densities and pres-
sures can be computed with Equations 2.13 and 2.15. Since each particle has
to know the quantities of its neighbors to compute the forces, an additional pass
is needed to compute the pressure force (Equation 2.17), viscous force (Equa-
tion 2.19), and external forces (for example tension forces which are discussed in
Chapter 4).
Then, the forces are used to integrate the velocities and positions forward in
time (Equations 2.23 and 2.24), and the new particle positions are checked for
collisions with the domain boundary.
These steps are repeated as long as the animation is running.
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Algorithm 1 SPH / WCSPH
1 while animating do
2 for all i do
3 find neighborhoods Ni(t)
4 end for
5 for all i do
6 compute density ρi(t)
7 compute pressure pi(t)
8 end for
9 for all i do
10 compute forces Fp,v,g,ext(t)
11 end for
12 for all i do
13 compute new velocity vi(t+ 1)
14 compute new position xi(t+ 1)
15 collision handling
16 end for
17 end while
2.5 Compressibility Analysis
2.5.1 Weakly Compressible SPH
In reality, water is slightly compressible. Sound waves are traveling through the
medium, meaning that volume and thus density gets perturbed. However, this
volume change can hardly be noticed, even in the ocean at 4000m depth where
pressures are 4 · 107Pa, there is only a 1.8% decrease in volume. At 10m depth,
the volume decrease is only 0.0045%. These tiny perturbations in the volume have
so a small effect on how fluids move at macroscopic level that they are practically
irrelevant for animation. For that reason, water is often treated as incompress-
ible which means that the volume stays constant. In finite difference methods,
this incompressibility constraint is enforced by solving a pressure Poisson equa-
tion to determine the appropriate pressure values. Although the same concept can
be applied to particles, the equation system gets more complex and thus compu-
tationally more expensive to solve. Therefore, SPH typically approximates water
by an artificial fluid which is slightly compressible. Analogously to standard SPH,
the weakly compressible SPH (WCSPH) method relates the density and the pres-
sure using the Tait equation (Equation 2.15). The difference is that WCSPH uses
such a large value for k so that the speed of sound cs =
√
k is large enough to
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keep density fluctuations |δρ|
ρ0
small. δρ corresponds to the deviation from the rest
density ρ0. According to [Monaghan, 2005],
|δρ|
ρ0
∼ |v|
2
c2s
, (2.25)
where v is the maximum speed of the fluid and cs is the speed of sound. Thus, to
ensure that |δρ|
ρ0
∼ η, k can be determined by
k = c2s =
|v|2
η
. (2.26)
Typically, η is set to 0.01, thus allowing density varitations of 1%. To enforce the
condition given by Equation 2.26, an estimate of the maximum speed is required.
This is often quite difficult to do without running the simulation in advance, since
the fluid might interact with complex domain boundaries and solid objects. Even
worse, for many applications it is not sufficient to run the animation in advance
since there might be unforeseen external forces or sudden impacts of solid bodies
which influences the maximum speed significantly. Consequently, an animator
cannot get around extensive testing and parameter tuning to find the appropriate k
which enforces η ≤ 1%.
2.5.2 Speed of Sound
To demonstrate the influence of k more clearly, we have set up a test scene con-
sisting of a tube of length 1m. The tube is closed to all sides, and the particles
fill the tube completely (Figure 2.3). Gravitation is turned off in this example,
and the particles are initially at rest. In the first iteration, a pressure wave is ini-
tiated on the left side of the tube. For different values for k, we have measured
the time when the wave reaches the particles on the right side. The measurements
are summarized in Table 2.1. In the real world, the speed of sound in water is
1497m
s
≈ 1500m
s
at 25◦ Celsius. This means that a pressure wave, initiated on
the left side of the tube and propagating through the fluid, reaches the right side
of the tube after t = 1
1500
s ≈ 6 · 10−4s. To reach the same time in the simulation,
a k between 106 and 107 has to be chosen. Note that in the graphics literature k
is often set to 1000, which for our example means that information is propagated
approximately 68 times slower than in the real world (Table 2.1). Obviously, this
negatively affects the fluid behavior since splashes and waves emerge delayed.
Another defect is the ”breathing” behavior which can be observed with high com-
pressibility since particles get too strongly compressed and pressure waves get
reflected. This energy loss further reduces or prevents waves and splashes from
evolving. With a k of (at least) 106 that is needed to achieve the correct wave
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Δx
t1
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t3
Figure 2.3: Our test scene is a tube of length ∆x = 1m completely filled with particles.
Gravitation is turned off in this scene, and the particles are initially in rest. A pressure
wave (indicated in red) is initiated on the left side of the tube at time t1. The wave
propagates through the fluid and reaches the right side of the tube at time t3. For different
stiffness values k, we measure the time when the compression wave reaches the other end
of the tube.
k 101 102 103 104 105 106 107
t[s] 0.5988 0.1734 0.0413 0.0118 0.0034 0.0011 0.0003
Table 2.1: Information propagation measurements with different values for k.
speed in our test scene, and a support radius h of 0.02, the time step has to be set
to 8.0 · 10−6s according to the CFL condition given by Equation 2.27. This means
that 125’000 simulation steps have to be executed in order to simulate 1s of real
time.
To verify that the size of the time step does not influence the wave speed,
we have fixed the stiffness of the fluid to k = 100 and have again measured the
propagation time using different time step sizes ∆t. Table 2.2 shows that the prop-
agation time, as expected, does not change with smaller ∆t (the small differences
in time can be explained by time integration and measurement inaccuracies).
2.5.3 CFL Condition
The numerical integration can be carried out by standard methods, like the Leap-
frog scheme which is used in the implementation of this thesis, with a time-step
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∆t 6 · 10−4 6 · 10−5 6 · 10−6 6 · 10−7
t[s] 0.1734 0.1712 0.1727 0.1802
Table 2.2: Information propagation measurements with different time step sizes ∆t for k
set to 100.
control involving a CFL condition. The condition ensures that an information
which propagates with velocity v does not leave out some grid points in a grid
with cell size ∆x, giving the condition v∆t
∆x
≤ 1. Otherwise such leaps will result
in a lack of information at these points and will give rise to instability. Applied to
particles, the CFL condition requires that no particle is left out, meaning that
∆tc ≤ αh
c
, (2.27)
where c is the speed of sound and α is approximately 0.4. When simulating highly
viscous fluids, the condition has to be extended to account for the viscous terms
[Monaghan, 1992]. But for low viscous fluids like water the term incorporating
the speed of sound dominates the viscous terms and thus the viscous terms can be
neglected. When dealing with large forces the condition has to be extended with
the term ∆tf considering the force per unit mass f as described in [Monaghan,
1992]
∆tf = 0.25 ·min
i
(
h
|fi|)). (2.28)
Then, the resulting time step ∆t is given by
∆t = min(∆tc,∆tf ). (2.29)
In WCSPH, where density fluctuations are held below 1%, ∆tc usually dominates
the condition as k and cs, respectively, have to be chosen sufficiently large. As the
equation indicates, the time step size has to be decreased with increasing stiffness,
i.e. with increasing cs, to get a stable simulation.

3C H A P T E R
PREDICTIVE-CORRECTIVE
DENSITY
3.1 Incompressible SPH
Enforcing incompressibility in fully particle-based fluid simulations represents
the most expensive part of the whole simulation process and thus renders particle
methods less attractive for high quality and photorealistic water animations. In the
context of Smoothed Particle Hydrodynamics (SPH), two different strategies have
been pursued to model incompressibility. First, the weakly compressible SPH
(WCSPH) method has been used where pressure is modeled using a stiff equa-
tion of state (EOS), and second, incompressibility has been achieved by solving
a pressure Poisson equation. Although both methods satisfy incompressibility,
the computational expenses of simulating high resolution fluid animations are too
large for practical use.
In the standard SPH and WCSPH model the particle pressures are determined
by an EOS. The characteristics of this equation and the stiffness parameter deter-
mine the speed of the acoustic waves in a medium. The EOS-based SPH with low
stiffness according to [Desbrun and Cani, 1996] was used in a series of papers to
simulate water [Mu¨ller et al., 2003; Adams et al., 2007], multiple fluids [Mu¨ller
et al., 2005b; Solenthaler and Pajarola, 2008], fluid-solid coupling [Mu¨ller et al.,
2004; Lenaerts et al., 2008; Becker et al., 2009], melting solids [Mu¨ller et al.,
2004; Keiser et al., 2005; Solenthaler et al., 2007a], and fluid control [Thu¨rey
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et al., 2006]. In contrast to the standard SPH formulation, WCSPH uses a stiff
EOS [Monaghan, 2005; Becker and Teschner, 2007; Becker et al., 2009] resulting
in acoustic waves traveling closer to their real speed through the medium. Typi-
cally, the stiffness value is chosen so large that the density fluctuations do not ex-
ceed 1%. The required stiffness value to achieve this, however, is difficult or even
impossible to determine before running the simulation. Consequently, an anima-
tor cannot get around extensive testing and parameter tuning. Another drawback
is that WCSPH imposes a severe time step restriction as the stiffness of the fluid
usually dominates the Courant-Friedrichs-Levy (CFL) condition. Thus the com-
putational cost increases with decreasing compressibility – since higher stiffness
requires smaller time steps, making it infeasible to simulate high resolution fluids
within reasonable time.
Rather than simulating acoustic waves, incompressibility in Lagrangian meth-
ods can be enforced by solving a pressure projection similar to Eulerian methods
(e.g. [Enright et al., 2002]). These incompressible SPH (ISPH) methods first in-
tegrate the velocity field in time without enforcing incompressibility. Then, either
the intermediate velocity field [Cummins and Rudman, 1999], the resulting vari-
ation in particle density [Shao, 2006], or both [Liu et al., 2005; Hu and Adams,
2007; Losasso et al., 2008] are projected onto a divergence-free space to satisfy
incompressibility through a pressure Poisson equation. With these ISPH methods
density fluctuations of 1% to 3% have been reported. A problem with these meth-
ods, however, is the complexity to formulate and solve the equation system on
unstructured particle configurations. Although ISPH allows larger time steps than
WCSPH, the computational cost per physics step is much higher. A Poisson solver
was also used in [Premoze et al., 2003] for the particle method Moving-Particle
Semi-Implicit (MPS), increasing the cost per physics time step enormously. In
contrast to the fully Lagrangian models, [Zhu and Bridson, 2005] propose to use
an auxiliary background grid to simplify the equation system to a sparse set of lin-
ear equations which can be efficiently solved. A similar hybrid solver for vorticity
confinement is presented in [Selle et al., 2005]. In [Losasso et al., 2008], a two-
way coupled level set method with an SPH solver is introduced to simulate dense
and diffuse water volumes. They demonstrate how to enforce incompressibility
and target the particle number density with a single Poisson solve.
In this thesis, we propose a novel, fully Lagrangian, incompressible SPH
method featuring the advantages of both WCSPH and ISPH in one model, namely
low computational cost per physics update and large time steps (Figure 3.1). Our
method makes use of a prediction-correction scheme which propagates the esti-
mated density values through the fluid and updates the pressures in such a way
that incompressibility is achieved. The propagation stops as soon as a previously
user-defined density variation limit is reached for each individual particle. We
will show in this thesis that our new predictive-corrective incompressible SPH
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ISPH
large time steps small time steps large time steps
high cost / step low cost / step low cost / step
WCSPH PCISPH
solving linear 
equation system
stiff equation of state prediction-correction 
scheme
Figure 3.1: Comparison of different incompressible SPH methods. Our predictive-
corrective incompressible SPH (PCISPH) method features the advantages of both ISPH
and WCSPH: large time steps and low computational cost per physics update.
(PCISPH) method outperforms WCSPH by more than an order of magnitude
while the computations are in good agreement with the WCSPH results. The
efficiency of our method enables an animator to produce high-resolution fluid an-
imations within reasonable time without compressibility artifacts.
3.2 PCISPH Model
3.2.1 PCISPH Algorithm
To avoid the time step restriction of WCSPH we propose to use a prediction-
correction scheme based on the SPH algorithm (PCISPH). In our method, the
velocities and positions are temporarily forwarded in time and the new particle
densities are estimated. Then, for each particle, the predicted variation from the
reference density is computed and used to update the pressure values, which in
turn enter the recomputation of the pressure forces. Similar to a Jacobi iteration
for linear systems, this process is iterated until it converges, i.e. until all parti-
cle density fluctuations are smaller than a user-defined threshold η (for example
1%). Note that this is a nonlinear problem since we include collision handling and
updated kernel values in our iteration process. As a final step, the velocities and
positions of the next physics update step are computed. The PCISPH method is
illustrated in Algorithm 2.
3.2.2 Pressure Derivation
One of the main difficulties is to derive the pressure change from the predicted
density variation (line 18 of Algorithm 2). This pressure update is executed in
each iteration, reducing the density fluctuation of the particle. The aim is to find
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Algorithm 2 PCISPH
1 while animating do
2 for all i do
3 find neighborhoods Ni(t)
4 end for
5 for all i do
6 compute forces Fv,g,ext(t)
7 initialize pressure p(t) = 0.0
8 initialize pressure force Fp(t) = 0.0
9 end for
10 while (ρ∗err(t+ 1) > η) || (iter < minIterations) do
11 for all i do
12 predict velocity v∗i (t+ 1)
13 predict position x∗i (t+ 1)
14 end for
15 for all i do
16 predict density ρ∗i (t+ 1)
17 predict density variation ρ∗err(t+ 1)
18 update pressure pi(t)+= f(ρ∗err(t+ 1))
19 end for
20 for all i do
21 compute pressure force Fp(t)
22 end for
23 end while
24 for all i do
25 compute new velocity vi(t+ 1)
26 compute new position xi(t+ 1)
27 end for
28 end while
a pressure p which changes the particle positions in such a way that the predicted
density corresponds to the reference density. Over the course of this section, a
set of approximations will be made to derive a simple update rule for the pres-
sure (Equations 3.7 to 3.9). Although the approximations increase the number of
convergence iterations which are needed until the desired density fluctuation limit
is reached, they keep the final pressure update rule simple and thus efficient to
compute.
For a given kernel smoothing length h, the density at a point in time t + 1
is computed using the SPH density summation equation analogously to Equa-
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tion 2.13
ρi(t+ 1) = m
∑
j
W (xi(t+ 1)− xj(t+ 1))
= m
∑
j
W (xi(t) + ∆xi(t)− xj(t)−∆xj(t))
= m
∑
j
W (dij(t) + ∆dij(t))
where dij(t) = xi(t) − xj(t), and ∆dij(t) = ∆xi(t) − ∆xj(t). Assuming that
∆dij is relatively small, the first order Taylor approximation can be applied to the
term W (dij(t) + ∆dij(t)) resulting in
ρi(t+ 1) = m
∑
j
W (dij(t)) +∇W (dij(t)) ·∆dij(t)
= m
∑
j
W (xi(t)− xj(t)) +
m
∑
j
∇W (xi(t)− xj(t)) · (∆xi(t)−∆xj(t))
= ρi(t) + ∆ρi(t).
In this equation, the term ∆ρi(t) is unknown and, as we show later, a function of p
which we are looking for. After reformulation and using Wij = W (xi(t)−xj(t))
we get
∆ρi(t) = m
∑
j
∇Wij · (∆xi(t)−∆xj(t))
= m
(∑
j
∇Wij∆xi(t)−
∑
j
∇Wij∆xj(t)
)
= m
(
∆xi(t)
∑
j
∇Wij −
∑
j
∇Wij∆xj(t)
)
(3.1)
∆x can be derived from the time integration scheme (Leap-Frog). Neglecting all
forces but the pressure force we get
∆xi = ∆t
2F
p
i
m
. (3.2)
If we make the simplistic assumption that neighbors have equal pressures p˜i and
that the density corresponds to the rest density ρ0 (according to the incompress-
ibility condition), this results in
Fpi = −m2
∑
j
(
p˜i
ρ20
+
p˜i
ρ20
)∇Wij = −m2 2p˜i
ρ20
∑
j
∇Wij. (3.3)
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Inserting Equation 3.3 into Equation 3.2 we get
∆xi = −∆t2m2p˜i
ρ20
∑
j
∇Wij. (3.4)
Due to the pressure pi of particle i the position of a neighboring particle changes
by ∆xj|i. As the pressure forces are symmetric, particle j gets the following
contribution from i
Fpj|i = m
2(
p˜i
ρ20
+
p˜i
ρ20
)∇Wij = m2 2p˜i
ρ20
∇Wij,
and the position of j changes by
∆xj|i = ∆t2m
2p˜i
ρ20
∇Wij. (3.5)
Note that we only consider the effect of the central particle i here, i.e. ∆xj =
∆xj|i. Equation 3.4 and Equation 3.5 can now be inserted into Equation 3.1 re-
sulting in
∆ρi(t) = m
(
−∆t2m2p˜i
ρ20
∑
j
∇Wij ·
∑
j
∇Wij −
∑
j
(∇Wij ·∆t2m2p˜i
ρ20
∇Wij)
)
= ∆t2m2
2p˜i
ρ20
(
−
∑
j
∇Wij ·
∑
j
∇Wij −∑
j
(∇Wij · ∇Wij)
)
After solving for p˜i we get
p˜i =
∆ρi(t)
β(−∑j∇Wij ·∑j∇Wij −∑j(∇Wij · ∇Wij)) (3.6)
where β is
β = ∆t2m2
2
ρ20
.
The meaning of Equation 3.6 is that a pressure p˜i is needed to achieve a change
in density of ∆ρi(t). As we know the predicted density error ρ∗erri = ρ
∗
i − ρ0 of a
particle, we can thus reverse that error by applying a pressure of
p˜i =
−ρ∗erri
β(−∑j∇Wij ·∑j∇Wij −∑j(∇Wij · ∇Wij)) .
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This formula shows problems in situations where i is suffering from particle defi-
ciency in the neighborhood, which can be observed for example at domain bound-
aries and at the free surface of the fluid [Chen et al., 1999]. In these situations,
the SPH equations result in falsified values. To circumvent that problem, we pre-
compute a single scaling factor δ according to the following formula which is
evaluated for a prototype particle with a filled neighborhood. The resulting value
is then used for all particles. Finally, we end up with the following equations
which are used in the PCISPH method
δ =
−1
β(−∑j∇Wij ·∑j∇Wij −∑j(∇Wij · ∇Wij)) (3.7)
and
p˜i = δρ
∗
erri
. (3.8)
Since we repeat the prediction-correction step as long as the incompressibility
condition is not yet satisfied, the correction pressures of the individual iterations
are accumulated as indicated on line 18 of Algorithm 2
pi+= p˜i. (3.9)
3.2.3 Implementation
Neighborhood Approximation
Before predicting the density ρ∗i (t + 1) of a particle (line 16 of Algorithm 2), the
neighborhood should be recomputed using the predicted positions x∗(t+1). How-
ever, for efficiency reasons we reuse the current neighborsNi(t) at time t and only
recompute the distances and the kernel values. This approximation leads to small
errors in the density and pressure estimates. In the case of density overestima-
tion the final real densities show lower fluctuations than the requested threshold
η. In the opposite case – density underestimation – the correction loop might be
aborted prematurely. Such situations are not yet handled in the current implemen-
tation but can be avoided by using sufficiently small time steps, or by recomputing
the neighborhoods in these particular situations.
Information Propagation
To limit temporal fluctuations in the resulting pressure field we found it advan-
tageous to employ a minimum number of iterations in the pressure update loop.
This gives the particles enough time to propagate information about predicted par-
ticle locations. We found a minimum of 3 iterations generally sufficient to achieve
a low level of pressure fluctuations.
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3.3 Results
3.3.1 Performance Comparison
We set up a test scene (Figure 3.4) to compare the simulation times and visual
results of both the commonly used WCSPH and our new PCISPH method. The
performance measurements and simulation data are summarized in Table 3.1. All
timings are given for an Intel Core2 2.66 GHz CPU.
We executed different simulation runs with varying particle resolutions (10K
and 100K) and varying error threshold η (1% and 0.1%) which defines the maxi-
mally allowed density fluctuation from the reference density. The 10K and 100K
examples have corresponding scene setups but different fluid discretizations, mean-
ing that a particle in the 10K example represents a larger fluid volume than one
in the 100K example. Since in SPH a particle always needs to have around 30-40
neighbors, the support radius has to be increased with increasing particle volume,
which in turn influences the time step size. The time step is set according to a CFL
condition where the force terms, the stiffness parameter k, and the viscous term
are involved [Monaghan, 1992]. While in WCSPH the time step is dominated
by k, it has no influence in PCISPH and can be omitted. Thus, for low viscosity
fluids, the time step in PCISPH is dominated by the force terms, allowing sig-
nificantly larger time steps than those used in WCSPH. The stiffness parameter
k of WCSPH was set in such a way that η was satisfied, which was found to be
k = 7 · 104 for η = 1%, and k = 6 · 106 for η = 0.1%. In contrast, PCISPH does
not have to cope with finding an appropriate stiffness value since the desired η can
be specified directly.
In the case of η=1%, the time step of PCISPH is determined to be in fact 35
times larger than the one of WCSPH. With a smaller η the difference is even
larger, η = 0.1% leads to an increase of the time step for PCISPH by a factor of
151. While in WCSPH the computation time per simulation step stays more or
less constant, it varies in PCISPH since the time per simulation step depends on
the number of executed convergence iterations. Therefore, we compare the overall
computation time of WCSPH and PCISPH over the entire simulated time period.
Although the cost per physics time step is higher with PCISPH than WCSPH, the
overall speed-up over WCSPH still reaches a factor of 15 and 16 for η = 1% and
55 for η = 0.1%, respectively (Figure 3.2).
3.3.2 Convergence Analysis
In the previously described test scenes, the average number of convergence iter-
ations executed per physics step is between 3.24 and 4.46. Note that the particle
resolution has no effect on the average number of iterations. For the simulation
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Model η [%] #p k ∆t [s] ∆t ratio [s] Iteravg tsim [min] speed-up
WCSPH 1.0 10K 7·104 3.78e-5 - - - 142.05 -
PCISPH 1.0 10K - 0.0013 35 3.24 9.37 15.2
WCSPH 1.0 100K 7·104 1.78e-5 - - 4941.5 -
PCISPH 1.0 100K - 0.00062 35 3.49 297.7 16.6
WCSPH 0.1 10K 6·106 4.08e-6 - - 1327.66 -
PCISPH 0.1 10K - 0.00062 151.96 4.46 23.97 55.39
Table 3.1: Comparison of PCISPH and WCSPH. The stiffness value k of WCSPH is
chosen so that the density fluctuations are below η, and the time step size is determined
according to the CFL condition. With our PCISPH method, a speed-up of a factor of
15 and 16 over WCSPH is reached with a maximal density fluctuation of η=1%. By
restricting the error to η=0.1%, PCISPH reduces the computation time by a factor of 55.
run with 100K particles the average number of iterations is plotted over time in
Figure 3.3(a). The end time of 8s corresponds to the simulated real time.
The peaks indicate particle collisions with the ground and the side walls as in
such situations larger density errors are predicted. Figure 3.3(b) shows several ex-
amples of the convergence within a single physics update step. It can be seen that
the density error is approximately halved after the first iteration and continuously
reduced in the following iterations until the error drops below η. In our experience
this algorithm proved to be very robust and we did not encounter any divergence
problems. However, it is likely that certain particle configurations exist that might
show such problems.
3.3.3 Visual Result
The physical and visual results of WCSPH and PCISPH are compared in Fig-
ure 3.4. In this scene, the fluid is represented by 100K particles and a maxi-
mal density fluctuation of 1% is enforced. The comparison shows nicely that the
PCISPH computations are in full agreement with the WCSPH results with only
very minor detail differences. In this particular example, we reached a speed-up
over WCSPH of a factor of 15.
When limiting the overall simulation time to 298min we have to reduce the
particle number with WCSPH to 17k particles so that the simulation finishes
within the given time constraint. With PCISPH, a resolution of 100K particles
can be simulated within the given time (see the corresponding entry in Table 5.1).
The comparison of the simulation results is shown in Figure 3.5. It can be seen
that the lower particle resolution leads to less surface details and notably damped
fluid movement.
A higher resolution example computed with PCISPH is shown in Figure 3.6
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Figure 3.2: Performance comparison of WCSPH and PCISPH according to Table 3.1.
With PCISPH, a speed-up over WCSPH of a factor of 15 and 16 for η = 1% and 55 for
η = 0.1%, respectively, can be achieved.
and Figure 3.7 where a wave generator agitates a water body consisting of 700K
particles to interact with cylindrical obstacles in a tank. Collisions with the obsta-
cles and the domain boundaries represent situations where large density variations
are predicted and more iterations have to be executed. In Figure 3.8, 2M particles
are used to simulate the collapsing column example with PCISPH. In both of these
simulations, a η of 1% is enforced which eliminates compression artifacts and en-
ables realistic wave breaking and splashing behavior. In all examples, the surface
of the fluid is reconstructed and rendered with the raytracing approach presented
in Section 6.3.
3.4 Discussion
One issue of the current implementation is the neighborhood approximation which
can lead to underestimated density errors aborting the convergence loop prema-
turely as we have discussed in Section 3.2.3. This problem can be addressed
by detecting such situations and adapting the time step size or recomputing the
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neighbors in this particular simulation step. Besides that, our current implemen-
tation does not yet account for the particle deficiency near boundaries. In these
situations, density values are falsified and compression artifacts can occur. The
inclusion of ghost particles in the density computation or the use of the Corrective
Smoothed Particle Method presented in [Chen et al., 1999] can solve this problem.
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(a) Average number of convergence iterations over time. After 8s of simulated real time,
an average of 3.49 is reached.
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(b) Several convergence examples at different points in time t.
Figure 3.3: Convergence statistics of the 100K particles simulation shown in Table 3.1
and Figure 3.4.
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Figure 3.4: Side-by-side comparison of a fluid discretized by 100K particles at time t =
1.3s, t = 2.4s, t = 3.2s, and t = 4.5s. The example is simulated with WCSPH (left)
and PCISPH (right), respectively. The computations correspond to the statistics given in
Table 5.1 for the 100K particles simulation.
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Figure 3.5: Comparison of WCSPH (left, 17k particles) and PCISPH (right, 100K parti-
cles) with equal computation times. The rows correspond to the times t = 1.3s, t = 2.4s,
t = 3.2s, and t = 4.5s.
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Figure 3.6: Wave breaking and splashing in a wave tank simulated with the proposed
incompressible PCISPH method.
Figure 3.7: Close-up views of the wave tank containing 700K particles simulated with
our incompressible PCISPH method.
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Figure 3.8: PCISPH simulation of 2M particles interacting with cylinder obstacles.
4C H A P T E R
INTERFACE TENSION
4.1 Multiple Interacting Fluids
When simulating fluids, it is important to capture interaction effects accurately in
order to reproduce real world behavior. Focusing on the interaction between mul-
tiple fluids, the challenges are to realistically model miscible as well as immiscible
liquids. In that context, we can observe that surface tension forces produce effects
observable in everyday life. Some examples are the formation of drops, puddles
on a surface, soap bubbles, and separation of dissimilar liquids such as oil and
water.
So far, multiple fluids have been modeled using Eulerian as well as Lagangrian
simulations. Although the strength of grid-based methods are the smooth and vi-
sually appealing surfaces, difficulties still exist in resolving small-scale features
on or below the scale of the underlying grid. It is also clear that these methods
still demand more attention to avoid the severe volume loss encountered, espe-
cially when simulating several turbulent liquids [Losasso et al., 2006b; Losasso
et al., 2008]. Another approach is to use a fully particle-based fluid model such as
SPH (Smoothed Particle Hydrodynamics) where particles with different physical
quantities are used to represent several fluids [Mu¨ller et al., 2005b]. In contrast
to level set methods, particle simulations need some effort to achieve smooth sur-
faces from the particles, but small-scale features down to single droplets are mod-
eled implicitly, facilitating and enriching the simulation of complex interactions
between multiple liquids.
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Figure 4.1: Problems at interfaces of multiple fluids arise when rest densities and masses
of neighboring particles vary within the smoothing length h since in such cases the result-
ing smoothed quantities show falsified values.
In SPH, particles have a spatial distance (smoothing length) over which their
properties are smoothed by a kernel function. Problems arise when rest densities
and masses of neighboring particles vary within the smoothing length, as in such
cases the smoothed quantities of a particle show falsified values. Such problems
can be observed near the interface of multiple fluids with density contrasts. The
erroneous quantities lead to undesirable effects, reaching from unphysical den-
sity and pressure variations to spurious and unnatural interface tensions (see for
example the left image in Figure 4.2), and even to severe numerical instabilities.
In literature, these problems have been mainly described in computational
physics so far, nevertheless, graphics applications have to cope with similar diffi-
culties. In [Hoover, 1998], the spurious interface tension due to degraded densi-
ties and pressures near interfaces has been described for the first time. A similar
observation was reported in [Agertz et al., 2006], where it has been shown that
the erroneous pressure forces lead to a gap between two fluids with high density
contrasts preventing important instabilities such as Kelvin-Helmholtz to evolve.
When increasing the density contrast of the fluids, one has additionally to cope
with severe numerical instabilities. [Colagrossi and Landrini, 2002] have shown
that density ratios of more than a factor of 10 between two fluids cannot be stably
simulated with SPH and that decreasing the time step does not reduce or overcome
this problem. Alternatively to the standard density summation, the authors evolve
the density over time according to the SPH equation for continuity (convergence
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Figure 4.2: In contrast to the new method (right), the use of standard SPH produces a
spurious interface tension and a gap between two fluids with a density contrast (left).
equation) [Monaghan, 1994]. Although the use of the convergence equation al-
lows to set the initial densities freely, similar problems are encountered as when
calculating the density directly from the particle distribution [Ott and Schnetter,
2003].
Because of the different requirements of computational physics and computer
graphics, this thesis focuses on 3D simulations and visually demonstrates how the
unnatural interface tension of the standard SPH formulation behaves. Our exam-
ples highlight the fact that when using standard SPH a user has no control over
the behavior of multiple fluids and that in the worst case the simulation results in
instability. As one of the main issues in graphics is to have full control over the
simulated materials, we introduce a method which can handle interface disconti-
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nuities and eliminates the artifacts described above. Since our derived equations
are simple modifications of a standard SPH solver, they are easy to implement and
do not negatively affect the performance. In the following, we propose to compute
the density based on the particle number density and we derive new formulations
for the pressure equation, pressure forces as well as viscous forces. Additionally,
a new interface tension model based on a smoothed and normalized color field is
introduced, adding a fully controllable interface tension to our model. This allows
us to simulate miscible as well as immiscible fluids according to the simulation
problem of interest.
Similar to us, [Ott and Schnetter, 2003; Tartakovsky and Meakin, 2005; Hu
and Adams, 2006] handle density discontinuities at interfaces of multiple flu-
ids. [Ott and Schnetter, 2003] have derived an adapted continuity equation and
they have compared sound and shock wave simulation results to analytical so-
lutions. Although the results for these specific applications are promising, our
experiments have shown that the use of the standard as well as the adapted conti-
nuity equation does not produce stable results for long-term simulations. This is
due to severe density integration errors, especially when using large time steps and
low-order time integration schemes which is important for the targeted type of ap-
plications. Both [Tartakovsky and Meakin, 2005] and [Hu and Adams, 2006] use
a corrected density summation for their investigations. The former work concen-
trates on miscible flow in fracture apertures with complex geometry and combines
a modified SPH flow equation with an advection-diffusion equation. Tension
forces are not included in their model, and the pressure computation does only
allow the simulation of closed systems or systems with periodic boundary condi-
tions. The latter work focuses on the investigation of numerical examples such
as droplet oscillation and deformation in shear flow in 2D and the comparison
to analytical solutions. This work has been extended with an incompressibility
condition in [Hu and Adams, 2007].
Besides the works already mentioned above, earlier research on multi-phase
fluid simulation methods includes [Kang et al., 2000; Pelupessy et al., 2003; Hong
and Kim, 2005], addressing discontinuous properties, and [Hong and Kim, 2003;
Greenwood and House, 2004; Mihalef et al., 2006; Zheng et al., 2006], focus-
ing on bubbles and foam. While these techniques are all fully Eulerian, [Losasso
et al., 2008] introduced a level set method which is coupled with SPH particles
representing diffuse regions such as spray. A shallow water simulation using SPH
particles to represent foam has been presented in [Thu¨rey et al., 2007], and a pure
particle simulation based on SPH to deal with multiple liquids and boiling effects
has been demonstrated in [Mu¨ller et al., 2005b]. In the latter work, density ratios
are kept small, reducing the visibility of the problems coming with multiple flu-
ids. Immiscible fluids have been animated in [Mao and Yang, 2006] by explicitly
detecting colliding particles.
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4.2 Adapted SPH Equations for Miscible Fluids
4.2.1 Problem of Standard SPH
The standard SPH density summation (Equation 2.13)
ρi =
∑
j
mjW (xij, h)
becomes problematic as soon as a particle has neighboring particles with different
rest densities (and therefore different masses, as we require constant rest volumes
throughout the particles). This is the case close to the interface of two fluids
with a rest density contrast. For particles close to the interface, the computed
density is underestimated if they belong to the fluid with higher rest density, and
overestimated otherwise. This happens because the standard SPH formulation
smoothes the density and cannot accurately represent sharp density changes as it
would be desired. This is illustrated in Figure 4.3 (a) and (b) and visualized in the
left part of Figure 4.4. The falsified densities induce wrong pressure values close
to the interface (Figure 4.3 (c)), leading to a spurious interface tension and a large
gap between the fluids (Figure 4.2). Even worse, the erroneous pressure forces
induce numerical instabilities at the interface and make it impossible to simulate
multiple fluids with high density ratios.
4.2.2 Comparison of Pressure Force Equations
Regarding the standard SPH formulation for multiple different fluids, not only
the density is problematic but also the computation of the pressure forces. We
compare the two techniques mainly used in graphics, which are (Equations 2.17
and 2.18)
Fpressurei = −
mi
ρi
∑
j
mj
ρj
pi + pj
2
∇W (xij, h)
and
Fpressurei = −
∑
j
mimj(
pi
ρ2i
+
pj
ρ2j
)∇W (xij, h),
and derive adapted equations applicable to multiple fluids later on.
Our experiments have shown that for fluids with small density contrasts (den-
sity ratios of approximately a factor of 2), both pressure force equations result
in almost the same behavior regarding spurious interface tension and the unde-
sired gap between the fluids. When increasing the density contrast, the use of
Equation 2.17 leads to unstable simulations which cannot be overcome even by
decreasing the time step of the simulation significantly (Figure 4.5 (a) upper-left).
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Figure 4.3: Several physical quantities in a 1D example. Standard SPH cannot represent
actual desired density discontinuities (a), as it smoothes the density over the interface (b).
As a result, erroneous pressures are present near the interface (c). We derive new SPH
equations using the particle density, resulting in densities (d) and pressures (e) with the
desired behavior.
For these tests, we used a viscosity coefficient µ of 5Ns/m2 and a stiffness k of
1000Nm/kg. When using the parameters described in [Mu¨ller et al., 2005b] which
are a µ of 20Ns/m2 and a k of 20Nm/kg, the simulation of density ratios up to a
factor of 10 is feasible, but it comes at the expense of undesired smoothing and
compressibility effects. As we have shown in Chapter 3, a k of 7 · 104 Ns/m had
to be used to keep density fluctuations in our simulation example below 1%.
The simulation behaves differently when using Equation 2.18 as it is stable up
to a density ratio of 10 (Figure 4.5 (a) lower-left). Larger density contrasts are not
stable, and reducing the time step has again no effect onto the stability.
In Section 4.2.4, we present the modified equations for both pressure force
equations and we show that the numerical instabilities and spurious interface ten-
sions are eliminated for both approaches (Figure 4.5 (b)).
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Figure 4.4: Standard SPH density (left) versus our corrected density (right). The two
fluids have rest densities of 1000kg/m3 and 100kg/m3. The computed density is color-
coded with yellow being 1000, red 700, blue 400, and black 100, respectively.
4.2.3 Density Model
To handle density discontinuities at interfaces between multiple fluids with vary-
ing rest densities correctly, we propose to replace the standard density summation
given by Equation 2.13 by a measure of particle density (sometimes called number
density), similar to [Ott and Schnetter, 2003; Premoze et al., 2003; Tartakovsky
and Meakin, 2005; Hu and Adams, 2006]. The idea is to make each particle treat
its neighbors as if they would have the same rest density and mass as itself. The
particle density δi of a particle is defined as
δi =
∑
j
W (xij, h). (4.1)
We then compute the adapted physical fluid density ρ˜i of a particle by multiplying
the particle density by the mass of the particle
ρ˜i = miδi = mi
∑
j
W (xij, h). (4.2)
For the volume V of a particle we then get
Vi =
mi
ρ˜i
=
1
δi
. (4.3)
For a single fluid where all particles have equal masses and rest densities, the
presented formulation corresponds exactly to the standard SPH formulation. But
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(a) original (b) adapted
[Mu¨ller et al., 2003] adapted [Mu¨ller et al., 2003]
[Monaghan, 1992] adapted [Monaghan, 1992]
Figure 4.5: Two fluids with a density ratio of 10 are simulated with two different pressure
force equations, (a) on the left using the original formulations, and (b) on the right using
our adapted equations. While the standard formulations result in instability (upper left:
Equation 2.17) and spurious tension problems (lower left: Equation 2.18), these problems
can be overcome by using our modified equations (Equation 4.7 and Equation 4.12).
when dealing with multiple fluids of different densities we can achieve a density
field reproducing sharp density changes at the interface of the fluids as shown in
Figure 4.4 on the right.
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4.2.4 Adapted Pressure and Pressure Forces
Following [Batchelor, 1967; Monaghan, 1994], we use the Tait equation to com-
pute the pressure. In Equation 2.15, we replace the standard SPH density ρ by
the adapted density ρ˜ introduced above, yielding the following equation for the
pressure p˜
p˜i =
kρ0
γ
((
ρ˜i
ρ0
)γ − 1). (4.4)
Consequently, we can derive a new formulation for the pressure force. In the
pressure gradient term a = −∇p/ρ of the Navier Stokes equations we replace ρ
by ρ˜ and p by p˜, yielding
a = −∇p˜
δm
. (4.5)
For the pressure force Fpressure = ma we then get
Fpressure = −∇p˜
δ
. (4.6)
When using the formulation of [Mu¨ller et al., 2003], the pressure force is derived
by applying the SPH rules to ∇p and symmetrizing the equation. In the standard
approach, this yields Equation 2.17. We derive the adapted pressure force equation
similarly, but we again replace ρ by ρ˜ and p by p˜, yielding the final equation for
the pressure force
Fpressurei = −
1
δi
∑
j
1
δj
p˜i + p˜j
2
∇W (xij, h). (4.7)
Monaghans pressure force equation [Monaghan, 1992] is derived differently from
the one in [Mu¨ller et al., 2003]. In Monaghans derivation, the pressure gradient
term of the Navier Stokes equations is symmetrized by applying the quotient rule
∇p
ρ
= ∇(p
ρ
) +
p
ρ2
∇ρ. (4.8)
This formulation uses the density gradient∇ρ, which is problematic when apply-
ing our modified density ρ˜ for multiple fluids. In contrast to the standard SPH
density ρ which was smoothed over the interface (Figure 4.3 (b)), ρ˜ is discontinu-
ous (Figure 4.3 (d)) and the derivative thereof is thus not defined. Simply inserting
ρ˜ and p˜ into Monaghans pressure force equation results in severe instabilities at
the interface.
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To solve this problem, we have to derive the pressure gradient in a different
way. Our approach is to replace the discontinuous quantity∇ρ by aC1 continuous
one. We use Equation 4.6 and apply the quotient rule. Thus, Equation 4.8 becomes
∇p˜
δ
= ∇( p˜
δ
) +
p˜
δ2
∇δ. (4.9)
As can be seen, the discontinuous quantitiy ∇ρ is replaced by the continuous and
derivable particle density. Applying the SPH rules, Equation 4.9 can be rewritten
to ∇p˜
δ
=
∑
j
(
p˜j
δj
+
p˜i
δi
2 δj)Vj∇W (xij, h). (4.10)
In Equation 4.10, the volume Vj can be replaced by 1/δj , resulting in
∇p˜
δ
=
∑
j
(
p˜j
δj
2 +
p˜i
δi
2 )∇W (xij, h). (4.11)
Finally, we get for the pressure force of a particle i
Fpressurei = −
∑
j
(
p˜j
δj
2 +
p˜i
δi
2 )∇W (xij, h). (4.12)
In [Tartakovsky and Meakin, 2005; Hu and Adams, 2006], this formulation has
been derived differently but adopted in a similar way.
4.2.5 Adapted Viscous Forces
We derive the adapted viscous forces by replacing the density ρ by the modified
density ρ˜ in the viscosity term µ∇2v/ρ of the Navier-Stokes equations as well as
in the derived SPH formulation. We end up with the following equation for the
viscous force
Fviscosityi =
1
δi
∑
j
µi + µj
2
1
δj
(vj − vi) ∇2W (xij, h). (4.13)
4.2.6 Controlling Interface Tension Forces
With the modified density, pressure, and force equations presented in the last sec-
tions we are able to eliminate all spurious and unnatural interface tension effects
which are present when using the standard SPH method. Now we can introduce
a fully controllable interface tension to our model, enabling a user to select the
desired amount according to the simulation problem of interest.
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Similar to [Morris, 2000], we use a color field to model tension forces. In con-
trast to their work and to [Mu¨ller et al., 2005b; Hu and Adams, 2006], we model
the tension forces such that the free surface remains unaffected while the desired
interface tension between any two different fluids can be controlled arbitrarily.
If desired by the user, additional tension forces acting at the free surface can be
simply added by using the technique presented in [Morris, 2000]. We define the
interface tension force to be
Finterfacei =
1
δi
θκn, (4.14)
where θ is the tension coefficient defining the strength of the force and n is the
normal on the interface. This force acts to smooth interface regions of high cur-
vature κ, in an attempt to minimize the total surface area. In order to compute n
and κ, a color field is defined which is non-zero at all particle locations, and dif-
ferent color values are assigned to different fluid types. As suggested in [Morris,
2000], we smooth the color field to obtain more accurate estimates of the normals
n = ∇c afterwards. In order to avoid tension at the free surface, we additionally
normalize the smoothed color value. Thus, the smoothed color value is given by
< c >i=
∑
j
1
δj
cjW (xij, h)∑
j
1
δj
W (xij, h)
. (4.15)
The accuracy of the normal can be improved additionally by using the difference
between neighboring particle colors
ni =
∑
j
1
δj
(< c >j − < c >i)∇W (xij, h). (4.16)
The curvature, which is defined as κ = −∇ · nˆ, where nˆ is the unit normal, can
be formulated with SPH and our adapted density as
κ =
−∑j 1δj (nˆj − nˆi) · ∇W (xij, h)∑
j
1
δj
W (xij, h)
. (4.17)
4.3 Results
To demonstrate the effectiveness of our approach, we simulated several examples
with varying resolution ranging from 20K to 1M particles on an Intel Core2 2.66
GHz. The computational cost for the examples range from 0.2s to 10s per time
step and 20s to 40min to render one frame using the raytracing approach presented
in Section 6.3. For all scenes, we used the leapfrog time integration scheme with
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constant time step size throughout the simulation. The time step size was initially
determined by using a CFL condition [Courant et al., 1967]. In our examples,
this value was dominated by the stiffness of the fluid and was between 10e-3s
and 10e-4s. Note that, compared to standard SPH, the time step size does not
have to be decreased when using our method, and the cost per time step stays
the same. Furthermore, our approach makes the simulation of high density ratios
possible which cannot be stably simulated with standard SPH. An example where
standard SPH failed in our tests is depicted in Figure 4.9, where 1 million particles
representing 3 different fluids with a density ratio of 20 in total were simulated
with our method. The margins are slightly cut to see the interior of the fluid.
Figures 4.6 and 4.7 depict another Rayleigh-Taylor instability with 80K par-
ticles representing two fluids with a density ratio of 10. Although we were able
to simulate this example using Monaghans pressure equation, the result is suf-
fering from severe and unnatural interface tension (Figure 4.6 (a), Figure 4.2).
Our modifications eliminate all spurious interface tension effects (Figure 4.6 (b)),
and allows us to explicitly add tension forces with full control over its strength
(Figure 4.7 (c), (d)), facilitating the simulation of miscible and immiscible fluids.
Figure 4.8 shows another example of how our interface tension between two fluids
work.
In the last sections, we derived new equations for two different types of pres-
sure force equations which are often used in graphics, allowing a user to select the
desired formulation. Regardless of the type, the instability and spurious tension
problems of the standard formulation (Figure 4.5, (a)) can be overcome by using
our new method (Figure 4.5, (b)). While the standard SPH technique allows only
the simulation of density ratios up to 2 or 10, respectively (depending on the type
of pressure force equation as we have discussed in Section 4.2.2), our method en-
ables the simulation of fluids with very high density ratios without having stability
problems. This is demonstrated in Figure 4.10, where fluids with density ratios of
up to 100 were simulated.
4.4 Discussion
Although our method overcomes the discontinuity problems at interfaces of mul-
tiple fluids, we would like to point out that other limitations of SPH remain. When
dealing with large density ratios in SPH, the behavior of small, light volumes is
negatively affected as the buoyancy is damped in specific situations. Although vis-
cosity dampens turbulence and buoyancy to some extent, we have observed that
this defect is apparent even without integrating any viscosity into the SPH model.
We believe that this defect results from pressure forces compelling the particles
to arrange in a stable equilibrium lattice structure [Lombardi et al., 1999]. As a
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result, the buoyant volumes have to break open the crystallized particle configura-
tion in order to rise. Thus the buoyancy may get weakened, most notably visible
at small volumes and when the system comes to rest. Although this effect will
need some attention in the future, this thesis focuses on the specific challenge of
spurious and unphysical interface tension effects with the standard SPH approach
only. Our proposed solution addresses this identified problem in such a way that
no other aspects of SPH are seriously affected, being it its simulation performance
or its advantages in modeling small-scale features and multiple materials, but also
for that matter other disadvantages remain.
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(a) (b)
Figure 4.6: Two fluids with a density ratio of 10 at two different points in time. While
standard SPH produces unnatural interface tension (a), our method prevents any spurious
tension between the fluids (b).
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(c) (d)
Figure 4.7: Two fluids with a density ratio of 10 at two different points in time. Since
our method prevents any spurious tension between the fluids, interface tension forces can
be added with full control, (c) and (d) show a tension strength of θ = 5 and θ = 35,
respectively.
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Figure 4.8: The effect of interface tension acting between two fluids.
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Figure 4.9: Rayleigh-Taylor instability of three fluids with density contrasts simulated
with our method using one million particles. The margins are slightly cut to see the
interior of the fluid. In contrast to our method, standard SPH fails to stably simulate this
example.
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Figure 4.10: From left to right: two fluids with a density ratio of 1, 10, and 100, respec-
tively.
5C H A P T E R
UNIFIED PARTICLE MODEL
5.1 Fluid-Solid Interactions
The interaction between fluids, solids, and their surroundings is becoming increas-
ingly important in computer graphics. These interaction processes are physically
very complex and very difficult to simulate. It is highly desirable to have a single
simulation method which can handle different types of materials, and interactions
between them as well. This eliminates the need to define an interface for coupling
different fluid and solid models. Currently, coupled models are widely used in
computer graphics, but the variety of the simulated materials and effects is often
constrained by the interfaces between the models (Table 5.1). Furthermore, they
suffer from the effect, that their methods, or the combination thereof, are not ap-
propriate to simulate the whole variety of interaction processes, including phase
changes between fluid and solid. Especially melting and solidification which are
caused by a surrounding liquid did not receive enough attention yet, although they
contribute a lot to a realistic simulation of the interaction of fluids with their envi-
ronment.
Lagrangian mesh-based and mesh-free methods are widely used in computer
graphics for the simulation of deformable objects as well as for fluids. With
the preliminary work of [Terzopoulos et al., 1989], melting of solids into fluids
through heat and heat transfer using particle dynamics was introduced in graph-
ics. Their deformable objects are represented by mass-spring systems (MSS)
and melting is achieved by varying the spring constants and finally removing the
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[Tonnesen, 1991] [Baraff, 1997] [Carlson et al., 2002] [Mu¨ller et al., 2003]
Rigids x
Elastics +
Rigid-Elastics1
Fluids x x x
Melting x +
Solidification + +
Distinction2 –
Merging3 + x
Splitting3 + x
[Carlson et al., 2004] [Mu¨ller et al., 2004] [Keiser et al., 2005] [Losasso et al., 2006a]
Rigids x x
Elastics x x
Rigid-Elastics1
Fluids x x x x
Melting x x x
Solidification + +
Distinction2 – x –
Merging3 x
Splitting3 x
Table 5.1: Overall comparison of the effects to related previous work. Our model can
handle all effects listed above.
x: Effect is covered in previous work
+: Effect is covered in previous work but with limitations
–: not applicable
1: objects consisting of rigid as well as elastic parts
2: between multiple close (touching) deformable objects and parts of the same
deformable object which are close (touching)
3: as illustrated in Figure 5.1
springs. The liquefied particles then interact with Lennard-Jones (LJ) potentials,
corresponding to a fluid simulation on the microscopic level. This approach is ex-
tended in [Tonnesen, 1991], where the MSS is replaced by different LJ potential
energy functions that vary the strength of the attractive and repulsive forces to pro-
duce fluid or solid behavior according to the particle temperature. Although both
previous works succeeded in melting objects, the identification of the relevant pa-
rameters of the LJ interaction forces and the MSS remains a major problem. As
discussed in [Nealen et al., 2005], spring constants of a MSS are often chosen
arbitrarily since the model does not allow the direct integration of physical pa-
rameters. This leads to problems when changing the model resolution as it is not
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clear how the parameters have to be modified to retain the same behavior. Similar
problems exist for LJ potential functions. Another difficulty of MSS is that the
behavior of the model is highly dependent on the topology, which is problematic
during a solidification process where springs have to be added continuously. The
use of different LJ potential functions causes problems during solidification as
well, since the equilibrium between gravitational forces and inter-particle forces
is shifted, leading to spurious particle expansion or contraction. Using a mesh-
free continuum-mechanics-based framework for the animation of elastic objects,
as we use in our unified SPH model, offers the advantage of not having to take
care about topology at all and that the resolution has only an effect on the accuracy
of the method and not on the parameters defining the material properties.
The SPH method was originally developed to model cosmological fluids [Gin-
gold and Monaghan, 1977; Monaghan, 1992] and was introduced to computer
graphics in [Stam and Fiume, 1995]. Later, [Desbrun and Cani, 1996] used SPH
for the animation of highly deformable objects, and extended it in [Stora et al.,
1999] to animate lava by coupling the viscosity to temperature. Since then, SPH
has been used for a wide range of applications in computer graphics. [Mu¨ller et al.,
2003] use SPH for the simulation of fluids at interactive rates. Their work has
been extended later to simulate the interaction of fluids with deformable meshes
by adding boundary particles to the surface of the mesh [Mu¨ller et al., 2004]. The
interaction between multiple SPH fluids with different physical properties is in-
troduced in [Mu¨ller et al., 2005b]. Melting and freezing using SPH particles is
addressed in [Wicke et al., 2006], where particles are subject to elastic restoring
forces arranging them in a locally defined lattice. [Mu¨ller et al., 2004] proposed a
technique to model elastic, plastic and melting behavior of objects using particles,
where a Moving Least Squares (MLS) approach is used to calculate the elastic
forces. The elastic model is extended in [Keiser et al., 2005], where additionally
a method for the handling of topological changes is proposed. [Cani and Desbrun,
1997] presented a method that uses implicit surfaces for animating deformable
models. Their elastic objects can collide under low pressure and merge to one
object otherwise.
Recent work on the simulation of fluids with Eulerian approaches addressed
the simulation of different materials and phase changes, as well as interaction pro-
cesses between fluids and solids. [Losasso et al., 2006b] presented the simulation
of complex interactions between multiple fluids with different physical properties.
Two-way interaction between fluid and solid was introduced in [Carlson et al.,
2004], where the rigid objects are treated as a fluid constrained to rigid body
motion. The coupling between an Eulerian fluid solver and deformable solids
was demonstrated in [Ge´nevaux et al., 2003] and [Chentanez et al., 2006], and
coupling water to thin deformable and rigid shells was shown in [Guendelman
et al., 2005]. A simulation of melting has been presented in [Carlson et al., 2002],
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where deformable bodies are represented as a very viscous fluid. Melting is made
possible by adapting the viscosity depending on the temperature. By adding elas-
ticity to an Eulerian fluid simulation instead of increasing the viscosity, [Goktekin
et al., 2004] achieved animations of viscoleastic fluids. Recently, [Losasso et al.,
2006a] introduced a fluid model coupled with a solid simulator, where the solid
objects are represented by meshes. Their simulation can handle the melting and
burning of solid objects into liquids and gases, but the solidification process is still
a major challenge. Using the lattice Boltzmann method (LBM) [Zhao et al., 2006]
demonstrated melting and flowing in a multiphase environment.
We refer to an extensive survey on physically based deformable models in
[Nealen et al., 2005]. Concerning the dynamics of rigid bodies a comprehensive
introduction is given in the notes of [Baraff, 1997].
The model we propose in this thesis is a Lagrangian approach, which we find
to be advantageous for the simulation of mixing processes between different flu-
ids and solids. Our work has been motivated by the fact that previous particle
models only fulfill a subset of the desired interaction processes as summarized in
Table 5.1, which makes it difficult to combine them into a single model. Our ap-
proach borrows from many prior particle methods, and thus is not fundamentally
different from these, but we have enhanced and altered many critical components
as described mainly in the Sections ’Elastic Bodies’ and ’Rigid Bodies’. However,
the main contribution is the integration of all the presented modifications and ef-
fects into a single unified particle model. In our model, fluids and solids are both
represented by particles, each of which knows its own attribute values describing
its physical properties of matter. Since each particle interacts with its neighboring
particles regardless of the state of matter, we achieve a two-way coupled fluid-
solid interaction without any further treatment.
Phase change behavior is already addressed in previous work, but the proposed
models are limited in the resulting interaction effects, as can be seen in Table 5.1.
By using our technique the simulation of a wide range of effects is made possible
which are not producible with any single of the previous methods alone. Our
model can combine the following properties:
• Flexibility of materials: Support for fluids, elastic and rigid objects, and
even the combination of both, i.e. elastic and rigid parts, in one single
object.
• Melting and solidification: A solid body can turn into a fluid when heat is
applied and vice versa for cooling. The simulation can handle partial and
continuous melting and solidification, even while interacting with a sur-
rounding liquid.
• Distinction of objects: The model supports distinction between multiple
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Figure 5.1: Top: Merging. A solid melts due to heating and touches the other solid in the
process. After cooling, the two objects merge to a single one. Bottom: Splitting. A solid
melts due to heating and some parts separate. Cooling down leads to two independent
solids.
objects or parts of the same object which are close (touching), as long as no
melting is involved in the process.
• Merging and Splitting: Ability to merge multiple close (touching) objects
into one when melting is involved (Figure 5.1, top) and split objects (Fig-
ure 5.1, bottom) as a result of phase changes.
5.2 Elastic Bodies
5.2.1 Model Extensions
Our method for modeling deformable bodies extends the work of [Mu¨ller et al.,
2004; Keiser et al., 2005], where at every particle position the gradient of dis-
placement from the undeformed (reference) shape of the body is used to compute
the strain , stress σ, and elastic forces Felastic. However, the approach has been
altered significantly:
1. In our model we use an SPH approach instead of MLS, which has the ad-
vantage that it can handle coarsely sampled and even coplanar particle con-
figurations, as they often result from phase change processes (Figure 5.2).
The use of SPH affects Equations (5.5) and (5.7) in the following section.
2. We have modified the elasticity model fundamentally with a new definition
of the reference shape of a body. Instead of referring to an initial, global
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Figure 5.2: A phase change process may result in coarsely sampled regions and coplanar
particle configurations which can be handled by SPH but not by MLS.
x ij
pi
x ij
pi pi
x ij
Figure 5.3: Our model uses a locally undeformed object condition, where each particle
stores a distance vector to each of its local neighbors. If objects merge, the reference
distances of the new neighbors are added to the particle.
undeformed reference shape as in [Keiser et al., 2005], we consider a lo-
cally undeformed object condition. So, instead of storing the position of the
reference shape, each particle stores a distance vector to each of its local
neighbors. The neighborhood of a particle is defined by the support radius
of the SPH smoothing kernel. The locally undeformed object condition is
also critical for the merging of multiple bodies into one, and the splitting
of bodies as a result of phase changes. This behavior is illustrated in Fig-
ure 5.3. Without our extension, if two separated and undeformed bodies
move and merge during the simulation, large strains will erroneously be
measured. The definition of this local reference shape of a body has effects
on the computation of the body volume of a particle (see Equation (5.2))
and on Equation (5.6).
3. In contrast to [Mu¨ller et al., 2004], the reference neighborhood of a particle
does not change during elastoplastic processes. This property allows for the
distinction between multiple close (touching) objects or parts of the same
object.
5.2 Elastic Bodies 65
5.2.2 Resulting Elasticity Model
For calculating the elastic force of particle i, we need to determine the strain
energy Ui of the particle. This is usually measured in terms of an energy density
and is given as
Ui = V i
1
2
(i · σi), (5.1)
where V i is the body volume (reference volume) of particle i. V i is computed as
if all of its body neighbors jbody were located at a relative position xij , which is
equal to the distance vector between the reference positions of particle i and j in
our locally undeformed object definition. As the volume is calculated by dividing
mass by density the body volume of particle i is defined as
V i = V (xi) =
mi∑
jbody
mjW (xij, h)
. (5.2)
Since we use a linear stress-strain relationship it holds that σ = C, which is
known as Hooke’s law. C is a rank four tensor, approximating the constitutive
law of the material, and both  and σ are symmetric 3x3 tensors ( [Mu¨ller et al.,
2004]). In addition, we only use isotropic materials in our simulations, which
means that C depends only on the Young’s Modulus E and the Poisson’s Ratio
ν. There are different formulas for calculating the strain, the one employed here
is called the Green-Saint-Venant strain tensor, but it can be easily replaced by a
different one.
The elastic force Felastic can then be defined as the negative gradient of strain
energy U with respect to displacement. The force that particle i exerts on its jth
neighbor is given by
Felasticji = −∇ujUi = −2V i(I+∇uTi )σidij, (5.3)
where I is the identity matrix, ∇ui is the gradient of the displacement from the
reference shape of the body and dij is defined by
dij =
∂∇ui
∂uj
. (5.4)
For more detailed derivations of (5.3) and (5.4), refer to [Mu¨ller et al., 2004]. We
calculate (5.4) using the SPH method, thus∇u is defined as
∇ui =
∑
jbody
V j∇W (xij, h)(uji)T , (5.5)
where the displacement difference vector uji is a function of the current position
r and xij:
uji = uj − ui = rj − ri + xij. (5.6)
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The derivative of (5.5) with respect to uj is computed by the resulting SPH equa-
tion for dij
j 6= i→ dij = V j∇W (xij, h). (5.7)
5.2.3 Elasticity Kernel
The kernel function used to calculate a certain attribute or force has a great in-
fluence on the behavior of an SPH simulation. The most obvious effects of the
smoothing kernel are those on stability and speed. When melting and solidifica-
tion is introduced, arbitrary sets of particles can solidify into deformable bodies.
While a fluid cools, there may be parts where already very few cold particles (pos-
sibly only two) form small objects. The ”spiky kernel” presented in [Desbrun and
Cani, 1996] turned out to be unable to cope with such situations since the simula-
tion becomes unstable as soon as elastic forces are computed for particles with a
deficient neighborhood. To cope with this problem, we replaced the spiky kernel
with a sine shaped kernel function (Figure 5.4):
W (r, h) =
{
c2h
pi
cos( (r+h)pi
2h
) + c2h
pi
0 ≤ r ≤ h
0 otherwise.
As we use W in a normalized form, c is determined by
c =
pi
8h4(pi
3
− 8
pi
+ 16
pi2
)
. (5.8)
Given that c is a constant, it can be precomputed at the beginning of the simulation.
5.2.4 Plasticity and Fracture
Objects in the real world are not perfectly elastic. Depending on the amount of
experienced strain, materials often do not fully return to their original shape. This
effect is called plasticity, which we capture by integrating the model proposed
in [O’Brien et al., 2002]. If plastic flow occurs in an object, a part of the deforma-
tion is absorbed by the material, and its shape is permanently changed. However,
this occurs only after the object has been deformed sufficiently, which can be de-
fined by an elastic limit. We use the von Mise’s yield criterion which is based on
the deviation of the elastic strain as described in [O’Brien et al., 2002]. We first
compute the base change of plastic deformation as well as the plastic strain. Then,
the current elastic strain of each particle is then represented by the difference be-
tween the particle’s plastic strain and the particle’s total strain. Moreover, the
plastic deformation will not go beyond some plastic limit. Every particle knows
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Figure 5.4: The smoothing kernel along one axis used for the elastic forces, for smoothing
length h=1. The thick line shows the kernel and the dotted line its gradient.
its own elastic and plastic limits, which makes it possible to simulate different
materials at the same time.
Additionally, a simplified fracture rule is added to the deformable model, con-
sidering the distance between two body neighbors. If this distance gets too large
and exceeds a limit, they discard each other as object neighbors. As a result, they
do not perform any forces on each other anymore and the object breaks at this
location.
5.3 Rigid Bodies
For modeling rigid bodies the basic SPH fluid model is extended to enforce rigid
body motion. For that, the total forces acting on the particles belonging to a rigid
body are accumulated in the body, then its movement is restricted to translation
and rotation [Baraff, 1997]. The rigidity method described here builds upon the
body neighbor object representation introduced for elastic objects. Our model
keeps track of particles that belong to the same rigid body to allow for merging
and splitting during phase change processes as presented in the following section.
In order to constrain the motion of an object to rigid body motion, we have
to handle rotation explicitly. To do so, we compute a torque vector τ according
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to [Baraff, 1997]:
τi = (ri − rcm)× Fi, (5.9)
where rcm is the center of mass of a body and Fi denotes the total force exerted on
the ith particle. Fi is the sum of all forces calculated with SPH (the force densities
fi are multiplied by the volume of i to get forces) and all external forces present
in the simulation. The total force acting on a body is given by Fbody =
∑
ibody
Fi
and the total torque is defined by τbody =
∑
ibody
τi. Note that for efficiency, the
computation of force densities between pairs of particles that belong to the same
rigid body are skipped.
After the total force and torque of a body are determined, time integration is
performed by first iterating over a rigid object to calculate the effect of the forces
and torques, i.e. the effect on the position and the linear and angular velocity of the
body, then the particles belonging to the body are updated to reflect the changes
of their parent. The angular velocity of a rigid body is defined as
ω = I−1L, (5.10)
where I is the inertia tensor and L is the angular momentum, which is updated in
every time step by calculating
L← L+ τ∆t. (5.11)
5.4 Phase Changes
5.4.1 Temperature Effects
A temperature is attributed to every particle. It can change either because of heat
diffusion among neighbor particles or because of outside influences. Using the
SPH formalism, the evolution of the temperature Ti due to diffusion sampled at
the particles can be computed analogously to [Stora et al., 1999] as
∂Ti
∂t
= c
∑
j
mj
Tj − Ti
ρj
∇2W (rij, h), (5.12)
where T is the temperature and c is a diffusion constant. We integrate the attributes
in time using a simple Euler-scheme. Additionally, every particle stores a melting
point tmelt and a solidification point tsolid according to the material. If t is above
tmelt, the particle is liquid, and if t is below tsolid, it is solid, belonging either to
a deformable body with maximal Young’s Modulus E (maximal elastic stiffness)
or to a rigid body. In between, the particle belongs to a deformable body with
E and the viscosity µ interpolated linearly, whereas the Poisson’s Ratio ν stays
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0
E
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rigid / elastic elastic liquid
Figure 5.5: Stages of the phase change process. A particle belongs either to a liquid, an
elastic or a rigid object according to its type, its current temperature and its melting and
solidification temperatures stored.
constant (Figure 5.5). By choosing tsolid = tmelt the intermediate state is left out
and it is possible for a liquid to solidify directly to a rigid body or melt a rigid
body directly into a liquid.
5.4.2 Phase Changes of Elastic and Rigid Bodies
During melting, a particle must be able to separate from its parent object as soon
as it is liquified, and it must be able to merge with a touching solid object during
solidification as well. To model this behavior for elastic particles the following
needs to be updated: the set of body neighbors jbody, the set of reference distance
vectors xij , and the body volume vi. Note, this has to be done for both the particle
that solidifies or melts, and the body neighbors that are added or discarded respec-
tively. For merging and splitting behavior of rigid objects, the model must keep
track of particles that belong to the same rigid body. In all these cases we have
to update the following object quantities: the mass m, the center of mass rcm, the
inertia tensor I, the velocity v and the angular momentum L.
5.5 Results
We have tested our method with several example simulations. The aim of these
examples is not to compete for highest visual quality but to demonstrate the flex-
ibility of the unified model, and to show the wide range of interaction effects not
producible with any single of the previous methods alone. In Table 5.1 the ef-
fects covered by our model are compared to previous work which is related to or
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integrated in our method.
All simulation scenes are performed with about 40,000 particles (except the
scene in Figure 5.6 which consists of 3,000 particles) on a Intel iMac 2GHz. Note
that the performance measurements shown below cannot be directly compared to
the timings of Chapters 3 and 4 since different hardware has been used for the
computations.
In our simulation, the calculation of the physics takes around 0.5 second per
frame in the slowest case, whereas high quality raytracing using our surface re-
construction including shadows and antialiasing take together on average 1 minute
per frame in Povray for a resolution of 640x480.
Figure 5.6 shows the rigid-elastic interaction on the left and the elastic-elastic
interaction on the right. Apart from choosing a high gas constant k, no special
collision handling is necessary to avoid penetration of the objects.
After heating the ground, the rigid (blue) and elastic (red) blocks melt until
cooling is turned on in Figure 5.7. This leads to solidification and merging of all
objects since they touch each other. The resulting object consists of rigid as well
as elastic parts.
Figure 5.8 shows a grey block which is moved on a board. While passing the
other blocks, heating is in some cases turned on. Due to heating and cooling, the
first two blocks melt at one side and merge to a single solid afterwards. If there
is no heating involved as with the last two blocks they do not stick to the moving
block although they touch each other as it moves by.
In Figure 5.9 a rigid bunny is dropped into a liquid and starts to melt as soon
as the temperature exceeds its melting point. Slower melting can be realized by
choosing a higher melting point or by reducing the temperature diffusion rate.
Different buoyancy behavior can be achieved by varying the density of the bunny
particles.
In Figures 5.10 and 5.11 hot liquid matter is dropped into a cold viscous liquid,
i.e. cream. Due to temperature diffusion, the poured liquid cools down and either
fully (Figure 5.10) or partially (Figure 5.11) solidifies to a shell. The partially
solidified shell is lifted up and rotated while the simulation of the cream is tem-
porarily stopped. Due to gravity, the still hot and liquid part of the shell flows out
and solidifies after colliding with the cold splash of the cream. The color shows
the object temperature, where a light color corresponds to a high temperature and
a dark to a low one.
A solid cold white chocolate bunny is dipped into hot brown chocolate in
Figure 5.12. Depending on the time in the chocolate, the bunny’s head gets coated
with it (dark brown color indicates that the chocolate is cold) or melts.
5.6 Discussion 71
Figure 5.6: Rigid-elastic interaction (left) and elastic-elastic interaction (right). No spe-
cial collision handling is necessary to avoid penetration.
Figure 5.7: Merging of rigid (blue) and elastic objects (red) after melting and solidifica-
tion.
5.6 Discussion
The scenes in the screenshots do not compete for highest visual quality, since
only a few thousand particles are used. Although it is our intention in the future
to simulate larger scenes to improve the visual quality, it was the focus to create a
model capable of running at interactive rates. Our current physics implementation
runs at roughly 2 frames per second using 40,000 particles even without applying
elaborated optimization techniques. We believe that an acceleration by a factor of
10 is feasible using a combination of fast incremental neighbor search, parallelism
and hardware accelerated techniques. An additional increase in efficiency can be
achieved by using adaptive particle sizes to have more details where necessary
and less computational costs in unchanging regions.
Open problems exist in the handling of collisions with solids. Particle pen-
etrations may occur if strong forces are involved. In our experience, most colli-
sion problems can be handled very well by choosing a high gas constant (Fig-
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Figure 5.8: A couple of rigid blocks and one elastic block (red) on a plate. The grey block
is moved, passing by the other blocks. If heating is on while passing, the objects merge
(blue and purple), otherwise distinction can be observed.
ure 5.6, 5.8), but an explicit collision handling or additional boundary forces
would be desired to guarantee no penetrations despite strong forces involved.
Still to be investigated is how the accuracy of the method relates to the number
of particles discretizing a certain amount of volume as well as to the time step
used in the Leap-Frog integration scheme. It is difficult to give an estimate of
the accuracy of our method. Clear is, that the method gets more accurate by
choosing smaller particle sizes and smaller time steps. Further investigations and
comparisons with the real world have to be done.
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Figure 5.9: A solid bunny melts inside hot liquid. Top: particles with a temperature coded
color, where the left image shows a cut through the particles. Middle, Bottom: raytraced
particles.
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Figure 5.10: A shell is formed as hot fluid solidifies when it drops into a cold viscous
fluid.
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Figure 5.11: Hot liquid matter partly solidifies inside a cold viscous liquid. After lifting
and turning the shell, the liquid inner part flows out and solidifies after colliding with the
cold splash.
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Figure 5.12: A solid cold white chocolate bunny is dipped into hot brown chocolate.
Depending on the time in the hot chocolate the bunny becomes coated with chocolate or
melts.
6C H A P T E R
REFINED SURFACE
RECONSTRUCTION
6.1 Smooth Surfaces and Upsampling
Point representations have been used successfully in geometric modeling and in
physically based particle systems. The lack of topological and connectivity in-
formation simplifies modeling interaction effects (eg. [Mu¨ller et al., 2004; Mu¨ller
et al., 2005a; Mu¨ller et al., 2005b; Pauly et al., 2005; Solenthaler et al., 2007a])
as well as geometric manipulations (e.g. [Zwicker et al., 2002; Adams and Dutre,
2003; Pauly et al., 2003; Pauly et al., 2006]). However, it comes at a cost, as neigh-
borhood information has to be computed. Nevertheless, [Mu¨ller et al., 2003] suc-
ceeded in interactively simulating and rendering particle-based fluids and demon-
strated its applicability to virtual reality simulators and 3D games [Mu¨ller et al.,
2004; Ageia, 2005]. However, due to the real-time constraint, the number of sim-
ulated particles has to be low which causes a loss of visual quality. Surface de-
tails are smoothed out as a result of surface reconstruction techniques and bumps
related to the coarse particle distribution are visible. Using a point splatting ap-
proach as rendering technique is also not feasible as under-sampled geometries
show artifacts at the silhouette and blur due to large splat radii. It would be desir-
able to improve the visual quality of low resolution particle simulations while still
running at interactive frame rates.
The approach presented in this thesis is to use an upsampling algorithm on the
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surface particles to optimize the visual appearance of particle simulations. Such
a technique avoids the overhead of running a high resolution physical simulation
which is substantial as the number of physical particles increases disproportion-
ally with the desired number of surface particles. Even worse, the Courant con-
dition requires smaller time steps for higher resolutions ( [Monaghan, 1989]) re-
sulting in a computational effort of physical simulations increasing quadratically
with the number of desired surface particles.
To reconstruct the surface from a set of fluid particles several techniques have
been proposed, all without upsampling the surface points of a fluid. An efficient
approach is presented in [Mu¨ller et al., 2003] where they render the isosurface of
a color field defined by the particles. A grid-based level-set simulation guided by
particles is presented in [Premoze et al., 2003], where they succeeded in achiev-
ing high visual quality but at the expense of computation time. [Zhu and Bridson,
2005] presented a reconstruction technique using an implicit function defined on
the center of mass of a local neighborhood of the particles leading to very smooth
surfaces. Unfortunately, this method suffers from artifacts in concave regions
which they propose to remove in a post processing step. In [Solenthaler et al.,
2007a], a method is presented to detect and avoid these errors on the fly. Another
extension has been presented in [Adams et al., 2007], where particle-to-surface
distances are used for the reconstruction of surfaces from adaptively sized parti-
cles.
In geometry processing, a surface reconstruction based on the use of Radial
Basis Functions with global support is presented in [Carr et al., 2001], whereas
[Ohtake et al., 2003; Tobor et al., 2004] reduce the support by local approaches.
MLS surface reconstruction [Levin, 2003] has shown to be successful in surface
editing [Pauly et al., 2003], raytracing [Adamson and Alexa, 2003], and up- and
down-sampling [Pauly et al., 2002; Alexa et al., 2003]. A sphere fit MLS im-
proving the stability of the projection in low-sampled and curved regions has been
presented in [Guennebaud and Gross, 2007]. However, since the projection proce-
dure of the MLS is quite expensive, it is unsuitable for upsampling a set of points
in real-time. Real-time upsampling restricted to static, uniformly sampled point
data was presented in [Guennebaud et al., 2004]. [Guennebaud et al., 2005] over-
comes this weakness and presented a method which is able to fill large holes of
static point clouds.
In this thesis, we propose an efficient upsampling method applicable, but not
limited to irregularly sampled, dynamic point data in order to reveal all details
present in (low resolution) particle-based fluid simulations (for interactive and
real-time applications). The main features of our method are:
• Low computational costs: No point preprocessing is necessary, new points
are added efficiently, and neighborhoods are updated dynamically instead of
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being determined from scratch each refinement step, reducing computation
and memory costs.
• Irregular inital sampling: SPH particles are often irregularly distributed
during the simulation. The refinement procedure effectively copes with this
problem, and holes are generated only if indicated by the physics simula-
tion.
• Uniform sampling after refinement: Point collisions are detected and
avoided resulting in a nearly uniform sampling.
• Details and sharp features: Our interpolation yields many details of sur-
faces and splashes, and preserves features like edges.
• Splashes and isolated particles: Although isolated particles and particles
in splashes posess low-quality normals, curvature and connectivity are pre-
served in a plausible way.
To achieve a smooth surface from particles, we propose a surface reconstruction
similar to [Zhu and Bridson, 2005], but with reduced reconstruction artifacts even
for inhomogeneously distributed and sparse particles.
6.2 Refinement
6.2.1 Surface Particle Detection
Since we are interested in visualizing the fluid surface, we only want to refine
surface particles. The detection of free surface particles is a difficult problem
and has shown to be a critical step in our refinement procedure as erroneously
detected and erroneously undetected particles can lead to surface artifacts. In the
particle simulation literature, several methods to detect surface particles have been
proposed, often based on the number of neighbors in the support radius. These
techniques do not satisfy our needs as particles are partly erroneously detected
as surface, especially when high pressure forces are involved. This is ascribed
to the irregular particle distribution and therefore to the non-constant number of
particles in the neighborhoods.
We propose a method to detect surface particles which is based on the distance
from the particle to the normalized center of mass cm of its neighborhoodN . This
criterion still investigates the particle distribution in the neighborhood of a particle
but is independent on the actual number. In our experiments, this technique has
proven to be stable in all situations including regions with high pressure forces as
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Figure 6.1: Our surface particle detection method applied to a splashing scenario (left).
The red particles are detected as being surface (middle) and correspond to the input set
of the upsampling procedure (right).
well as splashes (Figure 6.1). For each particle pi, this distance di,cm is calculated
by
di,cm =
∑
j(xi − xj)mj∑
jmj
. (6.1)
A surface particle is defined by having a di,cm exceeding a certain threshold. In
order to avoid oscillations between being surface and not being surface, we use
a slow reaction for surface particles to turn into the state of not being surface.
This is achieved by using two different thresholds, where a lower one is used for
particles which are already marked as surface. Isolated particles have to be treated
separately, where they are defined by having an empty neighborhood.
6.2.2 Point-Normal Interpolation
Initial Neighborhood
We use the surface particles as initial point set P0 for the refinement procedure
(Figure 6.1). Similar to [Guennebaud et al., 2004] we insert additional points
which yield a new point set P1 with P1 ⊃ P0. The new point set P1 is then used
for the next refinement step. This procedure can be repeated until the desired
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Figure 6.2: A wavy scene is upsampled from 2.5K to 110K points. The point colors
correspond to the different refinement steps: black P0, blue P1, red P2, and yellow P3.
point resolution is reached. During one refinement step, an additional point is
inserted between each point pi and its neighbors pj , where it is avoided to generate
points which are too close to points already created in order to achieve a nearly
uniform sampling (Section 6.2.3). Figure 6.2 illustrates the points of the individual
refinement steps. The neighborhood N surfacei of each point pi ∈ P0 is inherited
from the physics simulation, where N surfacei ⊂ Ni: if two surface particles are
visible to each other in the physics calculation, meaning that they interact with
each other, the pair is refined. Otherwise, if two particles have a distance larger
than the support radius and do not interact with each other, no additional point
is added. That is, the initial visibility radius r0 used in the refinement procedure
is equal to the support radius r used in the physics. Note that r0 is the same for
all points. In the following refinement step, the radius is reduced as described in
Section 6.2.2. The point normals are determined either in the physics by using the
method proposed in [Mu¨ller et al., 2003] or by using a transformation invariant
homogeneous covariance analysis as described in [Pajarola, 2003]. The latter is
more expensive but leads to higher quality normals which is crucial when using
point splatting as rendering technique (see Figure 6.12).
Spherical Interpolation
If a new point is added, its position and normal have to be determined. For real-
time applications, it is important that we get these values at low computational
costs. Nevertheless, surface details should be preserved as far as possible. We
propose a spherical interpolation method which sets a new point (child c1,2) onto
a sphere which is defined by the two points being refined (parents p1 and p2), as
illustrated in Figure 6.3. The child point is set onto the perpendicular bisector of
d = x1 − x2, where the displacement from d onto the sphere is called h. The
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position of the child xc is given by
xc =
x1 + x2
2
+ hnc, (6.2)
where nc is the normal of c1,2 as defined in Equation 6.13.
Each parent computes a displacement h1 and h2, respectively, and the final h
is a function of h1 and h2. There are different possibilities to determine h, one is
to take the average, another one is to take the absolute minimum:
h =
h1 + h2
2
(6.3)
h = min(|h1|, |h2|). (6.4)
The first one (illustrated in Figure 6.3) leads to a smooth surface whereas the
second one preserves edges and corners more accurately. We prefer the second
one and our results are all computed using this approach.
To facilitate the calculation of h1 and h2, we determine the slopes s1t1 and
s2
t2
.
The displacements are given by
h1 =
s1
t1
|d|
2
(6.5)
h2 =
s2
t2
|d|
2
, (6.6)
where s and t are defined by
s1 = |n1 · a| (6.7)
t1 = n1 · b+ ‖nc‖ (6.8)
and
s2 = |n2 · a| (6.9)
t2 = n2 · b+ ‖nc‖. (6.10)
a and b are two basis vectors, where the normal nc of the child point corre-
sponds to b:
a =
d
|d| (6.11)
b′ = n1 + n2 − ((n1 + n2) · a)a (6.12)
b = nc =
b′
|b′| . (6.13)
|b′| can be zero if the normals of both parents are parallel to d or if the normals
sum up to zero. In these situations, we assume that the points belong to different
surfaces and, therefore, the points are not refined.
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Figure 6.3: A new child point c1,2 is added between the parent points p1 and p2 onto a
sphere. Each parent computes its h1 and h2, respectively, where the final h is a function
of h1 and h2.
Radius in the Next Refinement Step
For efficiency reasons, it is desirable to limit |h| to hmax. We chose hmax such
that 6 points may still refine to a perfect sphere assuming this is a reasonable
requirement to the resolution of an underlying simulation. For an illustration in
2d see Figure 6.4.
In this situation, hmax is given by
hmax = ρ− ri
2
=
ri
2
(
√
2− 1), (6.14)
where ρ is the sphere radius. As we know hmax, the radius ri+1 of the next refine-
ment step is always well-defined, since it is required that the child is just in the
neighborhood of its parent to avoid parasitic holes. Therefore, ri+1 is defined by
ri+1 =
√
h2max + (
ri
2
)2 =
ri
2
√
4− 2
√
2 (6.15)
which means that in each refinement step the radius is reduced by a factor of
≈ 0.54.
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Figure 6.4: Two-dimensional illustration of the limitation of h to hmax. In three dimen-
sions, 6 points are refined to an accurate sphere.
6.2.3 Point Collision Avoidance
As mentioned above, for each pair of points a new point is inserted. As we want to
reach a uniform sampling after the refinement procedure, it is important to avoid
adding points too close to existing points.
Collision Detection
We use a collision distance β which defines a sphere around a point which has to
be empty. The collision volume of a child point for the case h = hmax is two-
dimensionally illustrated in Figure 6.5 as red circle. If any other point lies in the
same volume the child point is rejected and not added. In each refinement step,
β is adjusted proportionally to ri. We use β = 0.2ri which we have determined
heuristically to be adequate to approach a uniform sampling. There are three
different collision configurations, see Figure 6.6 for an illustration. (for simplicity
reasons, we refer to the different refinement steps as s0, s1, s2, ..., sn, and a point
which is added in step si is called psi):
1. A point created in the current refinement step si is closer than β to its par-
ents.
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Figure 6.5: Red: Collision region R for a child point in the case where h = hmax. Blue:
Critical region B which has to be checked for collisions when h is not known. Dashed
yellow: A new point psi registers at all points psj<i ∈ N1 ∪ N2 if point is inside that
region (except at points in the green region). Dashed black: R1, R2: Registered point sets
of p1 and p2.
2. A point created in the current refinement step si is closer than β to a (non-
parent) point which was created in one of the last refinement steps sj<i.
3. A point created in the current refinement step si is closer than β to another
point which was also created in the current step si.
The first type where a child collides with its parents can be avoided by not
refining a pair of points which are closer than ri+1. This is valid as long as β <
0.5ri+1, which is the case when using β = 0.2ri. In this situation, the pair gets
refined in the next refinement step si+1.
Since both parents know their neighboring points added in sj<i we can avoid
collisions of type 2 by taking the intersection set I of both parent neighborhoods
N1, N2, which is I = N1 ∩ N2. As can be seen in Figure 6.5, the blue region B
corresponds to the critical volume which has to be checked when h is not known.
This volume encloses the red region R (collision volume) and is enclosed by the
intersection set I: R ⊂ B ⊂ I . Therefore, all collisions of type 2 can be found by
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Figure 6.6: Refined points without and with using our point collision avoidance algo-
rithm. The red points were added in s0 and the blue points in s1.
distance checking the child with all psj<i ∈ I . Since the number of points in I is
relatively small, the fact that I is larger than R is not very time critical.
However, this is different for the third type, since the number of psi is growing
disproportionally. It turned out that an efficient way to solve type 3 collisions is to
register an added child point at all points psj<i ∈ (N1 ∪N2) which are closer than
ri+1+β. For c1,2 in Figure 6.5 these points lie all in the yellow dashed region. As a
result, each psj<i knows the newly added points psi inside the radius ri+1 +β. For
the parent points p1 and p2 these registered point sets are illustrated by the black
dashed regions R1 and R2. To check for case three collisions, we investigate the
distances of each point in the intersection set S of R1 and R2 of both parents, thus
S = R1 ∩R2. S fully encloses the blue region: S ⊃ B ⊃ R.
As can be seen in Figure 6.5, it cannot be guaranteed that all collisions are
found. A new child does not register in the green region which is outside of the
union U = N1 ∪N2. But since this volume is very small and is getting smaller or
even disappears the smaller h is, this method is a good approximation and almost
all collisions are avoided. Nevertheless, by using a smaller collision distance β or
reducing hmax it is possible to detect and avoid all collisions.
Collision Handling
When we detect that a child point c collides with an existing point p and therefore
is rejected, we move p into the direction of c in order to achieve that p is more
equally distanced to the nearby points. This is done by averaging the positions
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and normals:
xp =
xpwp + xcwc
wp + wc
(6.16)
np =
npwp + ncwc
wp + wc
, (6.17)
where w is a weight which is assigned to a point at the time of creation. We chose
this weight to be proportional to the distance from its parents, where a high weight
is assigned to all p ∈ P0 in order to preserve the original surface geometry. After
a collision is detected, the weight of the point which is moved in the process is
adjusted as well:
wp = wp + wc. (6.18)
This averaging positively affects the uniformity of the points after the refinement.
6.2.4 Neighborhood Update
To execute the next refinement step si+1, the new neighborhoods defined by ri+1
have to be determined for each existing point. Instead of using a search data
structure and recomputing the neighborhoods in each step, we iteratively update
the neighbors of each point which is less expensive concerning computation time
and memory usage while maintaining correctness.
Neighborhood updates are done simultaneously to the registering described in
Section 6.2.3 as in both steps we have to access all points psj<i ∈ U . In order
to save computation time, the distances which were already calculated in the col-
lision test are reused, and neighborhoods are not updated in the last refinement
step. We distinguish between three different neighbor relations (note that these
are symmetric since the same r is used for all points):
1. Two points created in one of the last refinement steps sj<i are neighbors.
2. A point created in one of the last refinement steps sj<i and a point created
in the current refinement step si are neighbors.
3. Two points created in the current refinement step si are neighbors.
The update of type 1 neighborhoods is straightforward: as N si+1i ⊂ N sii and
the distance to each neighbor is already known from the last refinement step, we
can update the neighborhoods cheaply by comparing the distance to ri+1.
Neighbor relations of type 2 are generated after having checked a child point
for collisions. When a child does not collide with any other point and therefore
is accepted, it is added to the neighborhood of all psj<i ∈ U |d ≤ ri+1, and vice
versa.
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hmaxri+1
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hmax
hmax
p1 p2
c1,2
N1 N2
Nc
V
Figure 6.7: A point created by two parent points outside U are always outside the red re-
gion V . As V fully encloses the child’s neighborhoodNc of the next refinement step (blue)
all candidate neighbor points are known and neighborhoods can be updated correctly.
Additionally, the child has to be added to all points psi |d ≤ ri+1 (type 3 rela-
tions). Figure 6.7 illustrates that it is sufficient to know all psj<i ∈ U to find all
neighbor candidate points psi , as long as each point psj<i knows the added chil-
dren where it was involved as a parent, and therefore correct neighborhoods can
be guaranteed. As we know hmax, ri+1, and the maximal distance between two
parent points dmax = ri, we can show geometrically that it is not possible that
two points psj<i both outside of U are refined yielding a new point which is closer
than ri+1 to the child c1,2. All points created by such parents would lie outside of
the red dashed region V illustrated in Figure 6.7. As can be seen, V completely
encloses the neighborhood N i+1c defined by ri+1 (illustrated in blue), even in the
most extreme case where hchild = hmax: V ⊃ N i+1c . This means that all neighbor
candidate points psi are known by the child and can be distance checked.
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6.3 Surface Reconstruction
A challenge with particle methods is to generate a smooth renderable surface from
the resulting set of points. There are many different approaches for solving this
problem, one was presented in [Premoze et al., 2003] where a level-set simula-
tion guided by particles is used. Another method is presented in [Mu¨ller et al.,
2003] where the surface reconstruction is based on a color function, and [Wald
and Seidel, 2005] presented a method which leads to smooth surfaces, but which
depends on high quality normals at every point. Each of the above approaches has
advantages and disadvantages concerning quality and speed. Recently, [Zhu and
Bridson, 2005] presented an approach, where the center of mass is taken into ac-
count without the need of normals. They achieve very smooth surfaces, but their
technique leads to significant artifacts in concave regions and between isolated
particles and splashes. It is proposed to remove these artifacts in a postprocess-
ing step. In our work we propose a modification which uses a detector for errors
located in concave regions and corrects them on the fly.
The implicit function proposed by [Zhu and Bridson, 2005] is defined as
φ(r) = |r− r(r)| −R, (6.19)
where r(r) is the center of mass of a query point’s neighborhood and R can be
interpreted as a desired distance of the surface from the particles. The problem
with the use of r(r) is that it can happen that we get a center of mass which
erroneously ends up outside of the surface to be reconstructed in concave regions
or between near but separated particles. Examining the changes of r(r) when
moving the query point r, one can observe that in problematic situations r(r)
changes substantially faster than the corresponding r (Figure 6.8). To determine
how r(r) changes we investigate ∇r(r(r)). This 3x3 matrix specifies how small
changes in r translate into a change of r(r). Since we are interested in detecting
fast movements we check the largest Eigenvalue EVmax.
We define the implicit surface function as
φ(r) = |r− r(r)| −Rf, (6.20)
where f is a factor ∈ [0..1]. r(r) is given by
r(r) =
∑
j rW (|r− rj|, ir)∑
jW (|r− rj|, ir)
, (6.21)
where ir is the influence radius used in the visualization, defining the smoothness
of the surface, and W is the density kernel function.
We compare the largest Eigenvalue EVmax to two previously defined thresh-
olds tlow and thigh. We adjust f and with this the resulting distance of the surface
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Figure 6.8: Surface reconstruction errors in the method presented by [Zhu and Bridson,
2005] before postprocessing: when particles are separated by distances comparable to
the influence radius, the center of mass may move very quickly leading to surface artifacts.
from the particles according to the following rule, which makes sure that the first
and the second order derivatives are smooth, in order to avoid hard transitions on
the surface (Figure 6.9):
f =
{
1 EVmax < tlow
γ3 − 3γ2 + 3γ otherwise (6.22)
γ =
thigh − EVmax
thigh − tlow . (6.23)
Note that vanishing derivatives are not required around EVmax = thigh since in
these situations the surface is contracted to one point anyway as the resulting f
will then be zero. With this modification the reconstructed surface avoids most of
the errors without sacrificing the smoothness which is particularly important if a
simulation consists only of a sparse set of particles.
We use our surface reconstruction on the fly during the rendering process. For
this purpose, we have adapted the raytracer Povray (http://www.povray.org) in
such a way that it can directly raytrace our particles.
6.4 Results
We have tested our new refinement method on different irregularly sampled point
scenes and rendered them either using the raytracing approach presented in Sec-
tion 6.3 or point splatting. All timings are given for an Intel Core2 2.66 GHz.
First, we applied our refinement method to the static ball joint point model
with pre-computed, high quality normals. We have randomly chosen 9K points
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Figure 6.9: Plot of the factor f (Equation (6.22)) using the thresholds tlow = 0.4 and
thigh = 2.0. The closer EVmax is to thigh, the smaller is the resulting distance of the
surface to the particles.
of the original model consisting of 140K points. Then, we have refined the points
yielding 50K points (Figure 6.10). The initial and the upsampled points are vi-
sualized using point splatting. Although surface details seem to be lost with the
randomly chosen point set, they can be accurately recovered by applying our up-
sampling method. Furthermore, artifacts at the silhouette can be reduced. The
quality of the splatting could be further improved by optimally determining the
splat radius for each point, whereas in our examples we use a constant radius for
all points.
Two frames of a low-resolution splashing column simulation consisting of 3K
physics particles are shown in Figure 6.11. During the whole simulation, a point
generation rate between 415K and 845K points per second is achieved (Table 6.1).
A simulation sequence running at interactive rates is demonstrated in Figure 6.12,
where the upsampled fluid with 14K surface points is running at 11fps (41 time
steps per second) and the initial fluid with 1K surface points at 17fps (58 time steps
per second). These timings include all computational costs (physics, normals,
refinement, and visualization).
The effect of upsampling a textured fluid can be seen in Figure 6.13. Whereas
the initial fluid appears blurry, the upsampled fluid is much sharper and detail-
conserving. The introduced smoothing related to the original texture is visualized
in the bottom row, where red and yellow correspond to low and high smoothing,
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P0 P3 trefine[s] points/s
Initial block 1’208 42’342 0.05 846’840
Splashing 1’916 103’840 0.25 415’360
Equilibrium 1’359 35’547 0.07 507’814
Table 6.1: Point numbers and performances of 3 individual frames of the column splash-
ing simulation sequence.
respectively.
6.5 Discussion
Currently, we reach a point generation rate of up to 34K points per frame at 25fps.
It is possible to improve the computation times or the visual quality even further
by integrating more sophisticated methods to optimally select the points which are
going to be refined. Selection operators based on curvature and level of detail in-
formation could be applied, additionally, the computation costs of the refinement
could be approximately halved by omitting the upsampling of occluded points.
While we present the performance of our algorithm on irregular point samples it
is to be noted that it can be easily applied to regular point samples as well. In fact,
regular point samples facilitate the point generation process and actually improve
the performance as the refinement radii can be smaller, eliminating many of the
potential point collisions.
Up to now, our refinement technique does not make use of temporal coher-
ence. This may lead to problems in splashing areas where isolated particles merge
and split and the rendered topology might undergo sudden changes. Although the
integration of time-coherent aspects would reduce this problem, it would come
at the expense of processing time as connectivity information would need to be
stored and reused in each simulation step. As processing speed was one of our
major constraint, temporal coherence is currently not integrated in our implemen-
tation.
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Figure 6.10: Top row: splatted surface of the original point model (140K). Left: 9K
randomly chosen points. Right: random point set upsampled to 50K points.
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Figure 6.11: Three frames of the column splashing simulation. The left and right image
of each pair show the raytraced surface of the inital surface points and the surface after
3 refinement steps, respectively.
Figure 6.12: Initial and refined points (left: 1K, right: 14K) simulated and rendered at
17fps and 11fps, respectively.
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Figure 6.13: Left: inital points (12K). Right: upsampled points (140K). Bottom row:
smoothing related to the original texture.

7C H A P T E R
CONCLUSIONS
7.1 Summary
In this thesis, new methods are presented which can efficiently and effectively
solve some of the major problems of particle-based fluid solvers, in particular of
the Lagrangian SPH model. By using our methods, the physical behavior and the
resulting visual quality of liquids are improved, thus rendering particle-based fluid
simulations more attractive for graphics applications.
Perhaps the most critical point of particle simulation models is the difficulty
to enforce incompressibility. While the grid data structure in Eulerian models
facilitates the formulation and solving of the linear equation system, the unstruc-
tured particle configurations in Lagrangian models lead to more complex equation
systems and higher computation costs. Although incompressibility can also be en-
forced by using a stiff equation of state as it is done in WCSPH, the severe time
step restriction as well as the difficulties to determine the appropriate stiffness pa-
rameter represent major issues and thus compressible systems are often favored
despite compression artifacts. In this thesis, we proposed a novel incompress-
ible SPH solver which combines the advantages of both WCSPH and ISPH in
one model, namely low computational cost per physics update step and large time
steps. Our method includes a convergence loop which is executed in each physics
step including a prediction and correction step. In each convergence iteration, the
new particle positions and their densities are predicted and the variations from
the reference density are computed. We derived a formulation which relates the
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density fluctuation and the pressure, to reduce the density errors and to approach
incompressibility. With this method, we gained a speed-up of more than one order
of magnitude over the commonly used WCSPH method and we showed that the
simulation results are in good agreement with WCSPH.
One strength of particles is their flexibility to simulate complex interaction ef-
fects between fluids and solids as well as between multiple different fluids. There
is no need to track the surface or interface of the fluid as it has to be done in Eule-
rian fluid solvers. However, the standard SPH approach shows severe artifacts at
interfaces when simulating multiple fluids with density ratios. These deficiencies
include spurious, severe interface tension and instabilities, preventing an animator
to simulate turbulently mixing fluids or to control the tension acting between the
liquids. In this thesis, we presented modifications of the SPH formulation which
correct for density problems, spurious and unphysical interface tension, and insta-
bilities otherwise present at high density contrast interfaces. High density ratios
can now be simulated stably, and the fluid behavior can be controlled according
to the simulation problem of interest. The modification is easy to implement and
does not require smaller time steps than the original SPH method.
In order to make the interaction between fluids and solids more flexible and
simpler to handle, we presented a unified SPH model for the simulation of a wide
variety of fluid-solid interaction processes and effects. To achieve this, we modi-
fied previous fluid and solid simulation models and integrated the different meth-
ods into a single one. The use of a unified method renders an interface between
the fluid and solid models unnecessary. This simplifies the interaction between the
different objects, and new effects like solidification of hot fluid matter inside cold
liquid or solidification of liquid on a cold object are made possible. In addition,
splitting and merging due to phase change processes can be achieved, while the
distinction of touching objects where no melting is involved is presented.
Interactive applications like games or medical simulators have different re-
quirements for a fluid simulation than offline applications like feature films or
commercials. Often, the simulation is run on a single workstation at 25 fps, lim-
iting the resolution and the complexity of the underlying physics simulation. The
coarse representation comes at the cost of degraded visual quality since the num-
ber of particles has to be small. In this thesis, we have presented a refinement
method which is suitable to efficiently improve the visual quality of low reso-
lution particle-based fluids for interactive applications. Our algorithm is able to
robustly detect and refine surface points, and does not require any pre-processing.
Due to our fast neighborhood update we can reduce computation and memory
costs. Our interpolation method can handle complex surfaces and splashes, and
features like edges can be preserved. Adding points too close to existing points is
avoided yielding a nearly uniform point distribution. Our algorithm can generate
up to 34k points per frame at 25fps which makes it suitable for interactive fluid
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applications.
Additionally, we have presented a surface reconstruction technique that avoids
a surface mesh extraction but that directly raytraces the particles. One difficulty
is to achieve smooth surfaces from the particles by avoiding bumps due to the
irregular particle distribution. In this thesis, we introduced a new surface defini-
tion based on the center of mass of the particles. Our method does not depend
on high quality point normals which avoids the problems of inaccurate normals
in splashes and droplets. Furthermore, we demonstrated how artifacts in concave
regions can be avoided by detecting such problems on the fly and adapting the
surface accordingly.
7.2 Directions For Future Work
Although we succeeded to solve some of the major problems of the SPH particle
model, other issues are still present and should be tackled in the future. The
challenges we encountered during this thesis are summarized in the following.
• Boundary deficiency
The particle deficiency at the boundary implicates problems in the den-
sity computation and thus in the resulting pressure and force fields. With
the standard density summation equation, densities of particles close to
the boundary are underestimated due to empty parts in the neighborhood.
These underestimations cause difficulties to enforce incompressibility since
in these situations particle compression is not identified properly (discussed
in Chapter 3).
As we have previously discussed, the convergence equation would solve
this issue, but it has the problem of integration errors which are summed up,
causing unphysical behavior and stability problems. Another solution is the
inclusion of ghost particles along the boundaries. Since they are included
in the density computation they would compensate for the empty parts in
the neighborhood. However, the creation of ghost particles along complex
boundaries is a difficult task, and the computation costs increase heavily
since they have to be included in the neighbor search and density computa-
tion. The most promising technique seems to be the corrected SPH method
which uses adapted kernel functions for the density calculation. Since the
particle volume is constant when incompressibility is enforced, the compu-
tational overhead is negligible [Becker et al., 2009].
100 7 CONCLUSIONS
• Viscous fluids
Although enforcing incompressibility does improve the splashing behavior
of fluids, liquids still have some undesired viscosity compared to real liq-
uids. We believe that this undesired viscosity has the following reasons:
First, the viscous force which has to be added to stabilize the particle sys-
tem induces undesired damping. Approaches have been made to reduce the
viscosity, for example by using an adaptive strength depending on the veloc-
ity field. Although these methods can reduce the viscous behavior, further
studies and comparisons of the different formulations have to be made.
Second, SPH smoothes the physical quantities over a certain area. This
smoothing induces some viscosity, particularly visible in low-resolution
simulations. The higher the particle number, the smaller the smoothing
effect and the better the resulting physical behavior of the fluid. This can be
nicely seen when comparing the left columns of Figures 3.4 and 3.5.
Third, when simulating multiple fluids, one can notice that the behavior
of small, light volumes is negatively affected as the buoyancy is damped
in specific situations (see Chapter 4). This defect is even visible without
integrating any viscous forces into the model. We believe that this defect
results from pressure forces compelling the particles to arrange in a stable
equilibrium lattice structure. As a result, the buoyant volumes have to break
open the crystallized particle configuration in order to rise. The result is that
the fluid appears to be too viscous.
• Resolution independency of fluids and solids
While a fluid has to be represented by at least several 100k particles to
achieve good physical and visual results, interaction effects with coarsely
sampled solid bodies still produce plausible interaction effects. Thus, it is
desirable to have a simulation model which allows different resolutions of
different bodies, i.e. high resolution fluids and lower resolution solids. Al-
though our unified model described in Chapter 5 has shown to be very flexi-
ble and able to stably simulate melting and solidification effects, it depends
on equivalent particle resolutions of fluids and solids. In order to improve
the efficiency of the simulator, the presented model has to be modified to
overcome this resolution dependency.
• Efficiency
As indicated above, a certain particle resolution is necessary to achieve good
physical and visual results. The higher the particle number, the more details
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like splashes, droplets, and breaking waves can be simulated. Recent re-
search papers have presented single CPU simulations of approx. 1-3M par-
ticles, but we desire to increase the resolution by at least a factor of 10 in the
future to keep up with recent Eulerian simulations. In order to cope with the
computational burden new algorithms and implementations have to be ex-
plored. One possibility to speed up the simulation is to make use of parallel
machines and hardware implementations. Alternatively, new fluid repre-
sentations can be explored, like adaptive particle resolutions where more
particles are used in turbulent areas, or camera dependent level of detail.
Furthermore, the dimension can be reduced from 3D to 2D at inactive re-
gions, for example by coupling a 3D SPH simulation with 2D heightfield
fluids.
• Comparison with Eulerian solvers
Since there is still a large gap between the currently used particle resolutions
and grid resolutions it is hard to compare the visual results of these solvers
with each other. Furthermore, it has to be identified how the number of
cells and the number of particles correspond. With this knowledge, the
performance as well as the visual results can be better compared with each
other, allowing to identify the strengths and weaknesses of both methods
more clearly. This information will help an animator or modeler to evaluate
the adequate method to solve a particular problem.
During this dissertation, the particle model SPH has proven to be a powerful fluid
solver which facilitates the simulation of various complex interaction effects as
well as detailed structures like splashes and sprays. With the new methods we
have presented in this thesis, some of the major drawbacks of SPH and particles
in general can be solved. However, certain limitations of SPH still remain, but we
hope that our work inspires researchers to start or continue working on particle-
based fluids in the future. To conclude, in this thesis we often experienced the
advantageous properties of the particle representation, but we believe that La-
grangian and Eulerian fluid solvers have to be compared more thoroughly in the
future to evaluate the advantages and deficiencies of each particular solver more
clearly.
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