Abstract. In this paper we consider wavelet-based binary linear classifiers. Both consistency results and implementational issues are addressed.
Introduction
Discrimination is one of main statistical procedures in the field of Pattern Recognition Theory. Based on historic (training) covariate measurements (univariate or multivariate) the decision maker is to classify a newly obtained observation. For instance, an observation may be classified as conforming or non-conforming, low or high, real or fake, black or white, etc, depending on the problem context. This unknown nature of the observation will be called a class, and in this paper we consider problems possessing only two possible exclusive classes, "0" and "1." Formally, the classifier is a function that maps the d-dimensional space of covariates to the set {0, 1}.
In this paper we are concerned with discriminator functions represented by wavelet decompositions. Our proposal builds on the existing theory of Fourier-based classifiers studied by Greblicki and Pawlak (1981) , Hermite polynomials-based classifiers by Greblicki (1981) , and generalized linear discriminators by Devorye, Gyorfi, and Lugosi (1991). Kohler (2001) argues that the use of standard wavelets in the general regression may produce suboptimal results if the distribution of the design is very non-uniform. It is likely true that the same holds for wavelet based discriminators. However, we have found that in practical and simulated situations when design distribution is clearly non-uniform, our discriminators work well.
The paper is organized as follows: Section 2 provides basic definitions and formulates the classification problem. In Section 3 we define wavelet based classifiers and state results concerning their L 2 -consistency. Section 4 gives simulations and applications of the classifier from Section 3. Appendices contain proofs of the results from Section 3 as well as matlab program that calculates the classifiers.
The Bayes Classification Problem
In this section we introduce the Bayes classification problem.
, 1} be a two-dimensional random variable. Let µ be probability measure of X and η regression of Y on X, i.e., for a Borel set
It can be demonstrated that the pair (µ, η) uniquely determines the distribution of (X, Y ).
Any function g : R d → {0, 1} is a classifier. For a classifier g, the error (risk) function is the probability of error, i.e., L(g) = P (g(X) = Y ).
It can be demonstrated that Bayes classifier
minimizes L, i.e., for any classifier g,
We will denote this minimal error with L * and call it Bayes error.
The attribute Bayes comes from the fact that classification is made according to the posterior probability,
We also assume that a density of X, f , exists, If f 0 and f 1 are classconditional densities, i.e., densities of X when Y = 0 and Y = 1 respectively, and p and 1−p class probabilities, P (Y = 1) and P (Y = 0), then the function
has the representation (2η(x) − 1)f (x), and the classifier g * can be written
Let D n = ((X 1 , Y 1 ) . . . , (X n , Y n )) be a training set and X be a new observation. We estimate label Y by the decision g n (X) = g n (X, D n ). The error probability is
The expected error probability, EL n = P (Y = g n (X)) is completely determined by the distribution of (X, Y ) and the classifier g n . The classifying rule g n is said to be consistent if lim n→∞ L n = L * .
The classification is easier problem than the regression -if η n is a L 2 -consistent estimator of η, then the classifier based on η n is consistent, moreover, EL n − L * converges to 0 faster than the L 2 -norm of the difference (η n − η). We found that wavelet-based classifiers are comparable to regression classifiers when the later are feasible.
For more details and results about general Bayes classification problem we direct the reader to an excellent monograph by Devroye, Györfi, and Lugosi (1996).
Wavelet Based Classifier
The wavelet based classifier is preceded in the literature by the Fourier series
classifier. All such classifiers can be put in the form: Classify X = x to be in class 0 if: k j=1 a n,j ψ j (x) ≤ 0. Functions ψ j are fixed and represent the basis for the series estimate, a n,j are coefficients depending on the training sample of size n, and k, the number of basis functions, usually regulates smoothness. 
A raw wavelet-based linear classifier,ĝ J , is defined aŝ
whereα J (x) is an estimator of the projection of α on V J , i.e., an estimator
can be, by moment matching, estimated byĉ
, and the estimator from (3) can be rewritten asĝ
If the wavelet basis is interpolating, or close to interpolating, then the coefficients {ĉ n J,k , k ∈ Z} can be thought as values of function α at sampled at equally spaced points. LetL n (J) = P (Y =ĝ n,J (X)|D n ) be the error probability ofĝ n,J .
The estimatorĝ n,J (x) is consistent. The following result holds.
Theorem 1 Assume that the density for X, f, is compactly supported and belongs to L ∞ . Let J = J(n) be the multiresolution level depending on sample size n, in the sample
Let K be the number of coefficientsĉ
The proof of Theorem 1 is given in the Appendix.
The consistent linear estimatorĝ n,J gains in performance if regularized.
Regularization is achieved by wavelet shrinkage. For given levels J and J 0 such that J 0 < J, starting withĉ n J,k , one can obtain scaling and wavelet coefficientsĉ
n j,k for J 0 ≤ j < J, by utilizing fast Mallat's cascade algorithm. Thus, the original estimatorα n,J depending onĉ n J,k can be represented aŝ
To regularizeα n,J we apply wavelet shrinkage to "detail" coefficients, d j,k .
The shrunk coefficients we denote by d * j,k , where J 0 ≤ j < J. In our analysis we used soft shrinkage policy d * j,k = (|d j,k | − λ) + , with universal threshold λ = √ 2 log Kσ, whereσ is an estimator of standard deviation of wavelet coefficients at finest scale. Other shrinkage policies can be implemented as well.
¿Fromĉ J 0 ,k 's and d * j,k 's, utilizing the inverse wavelet transformation, we obtain the sampled values of regularized estimator of α J . This estimator is given byα
Thus, for the training sample of size n, multiresolution level J, and threshold λ, the proposed regularized discriminator is
where λ is the threshold level.
The regularized estimator is consistent as well, i.e., the following theorem holds:
Theorem 2 Let J and K be as in Theorem 1 and let J 0 be multiresolution level such that J 0 < J. The regularized wavelet-based classifierg n,J,λ in (7) is consistent if
The proof of Theorem 2 is given in the appendix.
Implementations
To apply the proposed nonlinear classifiers and select optimal multiresolution levels and threshold, we introduce the empirical errors. Empirical errors of classifiersĝ n,J andg n,J,λ , based on training data set of size n, and evaluated
respectively.
To select the wavelet base, multiresolution levels J and J 0 , and threshold level λ, we minimized corresponding empirical errors.
By simulational analysis we found that for various m, the choice of Symmlet 8 (Daubechies least asymmetric 8-tap wavelet filter), J = 6 or 7, J 0 = 3, and λ universal threshold with the soft-shrinkage policy, produced consistently good results.
We discuss in detail two simulational studies in which the true classes are known, and a real-life example from the industrial practice.
Simulated Data Example: 0 -1 Discrimination
In this simulation we want to discriminate between observations coming from two different normal populations.
The training set, {(X i , Y i ), i = 1, . . . , n}, (n is even) is generated as follows. For the first half of data, X i , i = 1, . . . , The validation set {(X j , Y j ), j = 1, . . . , m} is generated in the same way.
We compare the empirical errorsL n (J, m) withL n (J, m, λ) and the error of the logistic regression classifier,
where f is fitted logistic regression.
The results for various values of n and m = 200 are given in Table 1 .
In this simulation we set J = 6 for bothL n (J, m) andL n (J, m, λ). Iñ L n (J, m, λ), Symmelet 8 is used for wavelet transformation and the soft shrinkage rule with universal threshold is applied to wavelet coefficients.
As evident in Table 1 , the raw classifier exhibits uniformly the largest error. The errors of regularized wavelet classifier and logistic regression classifier are comparable. Table   2 . We set J = 7 for bothL n (J, m) andL n (J, m, λ), and compareL n (J, m, λ)
withL n (J, m).
As evident from Table 2 , regularized classifier uniformly dominates the linear classifier.
Application in Paper Producing Process
We consider an example from the book of Pandit and Wu (1993, pp. 496-497) which presents 100 data points of the observed basis weights in response to an input in the stock flow rate of a papermaking process. The values were taken at one-second intervals. The following brief description of the papermaking process is from the section 11. Table 2 : Average empirical errors using training data of size n, J = 7, and m = 300 evaluation data points. Based on the above description, we selected the stock flow as the only input in our problem. We are looking for a good predictor of the output basis weight. Let B t and S t for t = 1, 2, . . . , 100 denote the basis weight and the stock flow rate at time t, respectively. The output basis weight, B t depends not only on its past values but also on the stock flow. However, as stock flow must go through several steps such as refining, pressing, drying etc. to be paper products, the stock flow at time t cannot directly affect the basis weight at the same time. However, we assumed that S t−1 affects B t . Further analysis found that 0.7B t−1 + 0.25S t−1 is a good predictor of B t .
Now we define {(X t , Y t ), t = 2, 3, . . . , 100}. The target basis weight depends upon the grade of the paper being made. We assume that the target basis weight for the paper is 40lb/3300 sq ft. and our tolerance level is ±0.5.
Therefore, we consider the basis weight, B t in the range of 39.5 and 40.5
as "good" and assign the value of "1" for the response variable, Y t . Otherwise, the basis weight is "bad" and Y t is assigned "0". For each such Y t , the corresponding X t is 0.7B t−1 + 0.25S t−1 . Thus, we have 99 data points of (X t , Y t )'s from the given 100 values of basis weight and stock flow. We used (X t , Y t )'s with odd t as the training set and the remaining even-index set as the validation set.
By identifying the discriminator function, we hope to be able to predict whether the future basis weight will be "good" or "bad" at the measured basis weight and stock flow. In addition, we want to make the output basis weight maintained at the "good" range of target value by manipulating the stock flow. For example, by looking at the measured basis weight and stock flow at time t, we can guess the basis weight at time t + 1 and from this future basis weight, we know which range of stock flow rate we should have to get a "good" basis weight at time t + 2. We make a regularized estimator (6) for paper-making process using 50 validation data points. The wavelet based classifier and the validation data, (X 2t , Y 2t ), t = 1, . . . , 50 are shown in Figure 3 .
The empirical error of the classifier,g 49,7,λ in (9) is L 49 (7, 50, λ) = 1 50
Thus, the error rate of the wavelet-based discriminator in this applied context is 18%, which given the noise in the data is good performance.
Appendices

A. Proofs of Consistency
Proof of Theorem 1. First we show that theĉ n J,k 's are unbiased estimates of the c J,k 's.
and that there exists an upper bound on variance ofĉ n J,k :
where we used f (x) ≤ B and φ 2 J,k (x)dx = 1. By Parseval's identity,
Using orthonormality of φ J,k 's and ψ j,k , j ≥ J we have
Thus, the expected L 2 -error is bounded as follows: 
Since
, an upper bound of (10) is
which goes to 0 when J 0 → ∞. The level J 0 = J 0 (n) can be selected in such a way that
where K * = J 0 ≤j<J K(j), and K(j) is the number of coefficients in the level j. 
B. Daubechies-Lagarias Algorithm
Then Theorem 3 (Daubechies and Lagarias, 1992.)
φ(x + 1) φ(x + 1) . . . φ(x + 1) . . . ---------------------------------------------------------------- 
