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Minimaxity of Pitman Estimators 
HARTMUT MILBRODT 
Universitiit Bavreuth, Bayreuth, West Germany 
Communicated by L. Schmetterer 
Generalizing a result of Girshick and Savage (In Proc. 2nd Berkeley Sympos. 
Math. Statist. Probab., Vol. 1, 1951. pp. 53-74). for location parameter families, it 
was shown by Strasser, 1982 (Z. Wahrsch. Vera. Gebiete 60 2233247). that Pitman 
estimators are minimax for translation invariant experiments with a Euclidean 
parameter space. In the present paper this theorem is extended to experiments 
whose parameter space is homogeneous under the action of a topological group. 
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1. INTRODUCTION AND MAIN RESULT 
Since Girshick and Savage, 1951, established the minimaxity of certain 
Bayes estimators in the case of location parameter families, this result has 
been subject to further investigations. In most of these, the experiment 
E = (52, a, (PJt E T} ) under consideration is a structure model : A 
measurable group G operates product-measurably on the sample space 
(Q, a) and transitively on the parameter space T such that 
p,, = Y(g ‘/P,)? geG, tET (*) 
(i.e., P,, is the law of the “translation” by g-l under P,) and there is a cross 
section of orbits of the group action of G on Q. For a very general result in 
this direction as well as a survey of some earlier work see [7, Chap. 5, 
Satz 5.73. Important examples can be provided as follows: Suppose 
(Y, %?, v) is a measure space, G = T a group and for every y E Y (Sz, a, 
{P, Jg E G}) a structure model w.r.t. some action (g, o) H (go),, possibly 
depending on y. Under appropriate measurability conditions (Q x Y, 
a@%, (P,/gcG}) given by 
Received November 1, 1985; revised September 24, 1986. 
AMS 1980 subject classitications: Primary 62C20, Secondary 62AO5. 
Key words and phrases: Pitman estimators, invariant experiments, minimaxity. 
126 
0047-259X/87 $3.00 
Copyright :B 1987 by Academic Press, Inc. 
All rights 01 reproduction m  any lorm reserved 
MINIMAXITY OF PITMAN ESTIMATORS 127 
is a structure model w.r.t. the action (g, w, y) w  (( go)r,, y), Taking 
Y=(O, co),V=&?(O, co), G=[Wand P,,, as the univariate normal law with 
expectation gy and variance 1, shows that the mixed normal experiments 
often met as weak limit experiments in the case of dependent observations 
(cf. [6, 131 are structure models. Moreover, let E, * Q, t E IS& be a shift 
parameter family of distributions on the line and c> 1 such that the 
product measures @,“= i (E,.~,, * Q), t E Iw, are pairwise equivalent. 
According to Pflug [lo] experiments like (W” x iw, a,(R)” @?8( [w), 
{ P,/g E R ) ), where 
(v some distribution on the line) typically occur as weak limits when obser- 
ving autoregressive processes. Applying Girshick-Savage-type theorems 
one can conclude that (generalized) Bayes estimators for certain priors are 
minimax in these situations. 
In general, however, weak limit experiments in local asymptotic statistics 
typically satisfy a condition of G-invariance (see Definition (1.1) below) 
which is much weaker than (*); the group G need not act on the sample 
space of E. Relying on this condition, Strasser [ 11, Proposition 1.61 
established a Girshick-Savage-type theorem for G = T = iRk. By similar 
techniques, we shall generalize this result to the case that G is a topological 
group and T a locally compact separable metric space with metric d. We 
assume throughout that T is a G-homogeneous space, i.e., that G operates 
continuously and transitively to the left on T and that all projections 
x,: G3 gH gt E T, t E T, are open mappings. 
Let p(lsCr,#O be a Bore1 measure on T and E=(Q,a, {P,/tET}) an 
experiment whose parametrization is continuous w.r.t. the topology on T 
and the Hellinger topology of probability measures. Recall that E is 
p-integrable, if the mixture 
is a-finite. E is p-integrable of order p 2 1, if there is an s E T such that E is 
integrable w.r.t. (1 + d(s, .)“- ‘) p. Note that this definition is independent 
of the choice of s, whereas it depends on the metric d. For integrability 
criteria see [12, Sect. 361, where also all the facts on posterior distributions 
can be found which we shall need in the sequel. Instead of (*) we employ 
the following invariance condition. 
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( 1.1) DEFINITION. E is G-invariant if for every t E T and every g E G, 
This invariance property has been extensively discussed in the literature 
(cf., e.g., [S, 121). It is known that for every G-invariant experiment E there 
is an equivalent experiment with G operating on its sample space and such 
that the invariance condition (*) holds [12, Theorem (58.6)]. But 
apparently it cannot be ensured that the operation of G is product- 
measurable, in general. This is true, e.g., if G = T= R’ and if the experiment 
satisfies some regularity conditions [ 1, Theorem (3.3)]. 
Let W: T’ 3 (s, t) H W,(r) E [0, co ) be a Borel-measurable loss function 
satisfying W,y(s) = 0, s E T. 
(1.2) Remark. The loss function W is 
(1) separating, if for every s E T there is a C, < sup W,y such that the 
level set { W,, 6 C,) is a neighborhood of s; 
(2) level compact, if for every compact Kc T and every y < sup W 
there is a compact subset C of T such that 
W,(t) > Y? s$C, ~EK; 
(3) of order p > 0, if W < C, dP + C, for some constants Cj > 0; 
(4) G-invariant, if 
W,.,W) = K(t)7 g E G, (s, t) E T’. 
Especially, the condition of level compactness needs some illustration. 
(1.3) EXAMPLE. Let G be a locally compact. Assume that the isotropic 
subgroup G, := rc,- l(t) is compact for one (and hence for all) t E T. Further- 
more, suppose there is a continuous equivariant map ,f: T -+ G : 
.f(sr) = d(r) (g, t)~Gx T. 
In view of [S, (8.14)] the metric d may be chosen G-invariant (see also [S, 
Theorem (2.5)]. Now, let t,~ T, s0 :=f(t,))’ to. and V: T-t [0, co) be 
Borel-measurable, V(sO) = 0, and assume 
- there is an a < sup V such that { Vd a} is a neighborhood of s,; 
- { V< a} is compact for every a < sup V (i.e., that V is inf-compact ); 
- Vd C, d(s,, .)” + Cz for some constants C, > 0. 
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Then W: (s, t) H V(/(f(s)-’ . t) is a measurable loss function, which is 
separating, level compact, of order p, and G-invariant. Only the level com- 
pactness requires proof. 
Let y<sup W=sup V, KcT compact, and C:=UrcK {f(.)-‘TV 
( V< y > ). If S$ C and f~ K, then W,y(t) = V(f(s) -I t) > y. To demonstrate 
compactness of C, note that 
where Inv: gH g-l denotes the inversion on G and j’(.sO). ( V 6 y ) is com- 
pact. Using III, Lemma 1 of [9], we obtain compact subsets J, L of G 
such thatf(s,).IV~‘}=J-s,and K=L.s,. Hence, 
is compact. 
Let 5@(E, T) := (p: Q x&l(T) -+ [0, 1 J/p a stochastic kernel} denote the 
set of estimators for E. If p is an estimator and SE T, then the risk for W 
and s is 
W,pP, := i‘ W,(t) p( ., dt) dP,,. 
Recall that p is minimax, if 
sup W,pP,= inf sup W,CP,$ 
VET nEmE.7-) SE r
and equivariant, if 
Ip(.,B)dP,,=Sp(.,gB)dP,, gEG, tET, BEc@(T). 
If E is p-integrable and F a posterior distribution given p, then p is a 
Pitman estimator (or a generalized Bayes estimator) for E, p, and W if 
j-j” ws(f) A.3 df) Ft.3 ds) < j W,(t) F(., dt) P,-a.e. 
for every r E T, s E T. 
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The following theorem is our main result; its proof will be given in 
Section 3. 
(1.4) THEOREM. Assume that p is G-invariant and E is p-integrable of 
order p + 1 (p 2 0). Let F be a posterior distribution given u. Furthermore, 
suppose that the loss function W is separating, level compact, of order p, and 
G-invariant. Then the following assertions hold: 
( 1) There exist non-randomized Pitman estimators. 
(2) [f E is G-invariant and the functions SH j W,(f) F( ., dt) attain 
their infimum at most at a single point P,-a.e. for every r E T, then every 
Pifman estimator is equivarianf. 
(3) If E is G-invariant, G is locally compact. Znd-countable, amenable, 
and unimodular and, if the isotropic subgroups G,, t E T, are compact, then 
every equivarianf Pifman estimator is minimax. 
For information on amenable groups the reader is referred to [2]. 
2. SOME LEMMAS 
We keep the notation and assumptions of the preceding section. The 
following is a straightforward generalization of Lemma 5.1 in [ 111. 
(2.1) LEMMA. Let ,u be G-invariant and f: T -+ R” be Borel-measurable. 
Assume that E is G-invariant, p- and 1 f 1 u-integrable, and denote by F the 
posterior distribution given p. Then for every g E G and s E T 
jf(f) F(.,df) P. / 3) = 2 (jf(g6f) F(., df)/P,,), 
The next lemma, which asserts the continuity of certain convolution 
integrals, will be employed to establish continuity of posterior risks. 
(2.2) LEMMA. Let p be G-invariant, v a finite p-continuous Borel- 
measure on T, and f E Y O” (v). Then 
@‘,.I g-j- If(gf)-f(f)1 v(df) 
is continuous at the identity e of G. 
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Proof. First we show that for every p-integrable h, 
is continuous at e. Clearly, it suffices to consider the case of a continuous h 
with compact support supp h. Let ( gi) c G be a net converging to e and U 
a relatively compact neighborhood of supp h. Since there is a neighborhood 
V of e satisfying V( ZjU) n supp h = @, we have supp h( g, .) c u for suf- 
ficiently large i. Hence, by the Dominated convergence theorem 
lim Y,( gi) = Y,Je) = 0. 
Now, let A4 denote the v-essential sup of IfI, E > 0 and f,: T+ iw’ be con- 
tinuous with compact support, bounded by M and such that j If-f,1 
dv < E. Putting h := dv/dp, elementary estimates show that 
~Xg)~2&+2MYh(g~~‘)+~L(g), gEG. 
Since obviously lim, j c Qfi(g) = 0, E > 0, the assertion follows from the 
continuity of YF/,. 1 
Using Lemma (2.2) we obtain the following generalization of 
Lemma 3.2( 1) of Strasser [ 111. 
(2.3) LEMMA. Assume that ,u is G-invariant and E is p-integrable of order 
p + 1 (p > 0). Let F be a posterior distribution given p. If the loss function W 
is G-invariant and of order p. then the posterior risk 
R(.,w):s~ W,(t)F(.,dt) 
J‘ 
is continuous on T P,-a.e. for every r E T. 
Proof. Fix s E T. Choose constants 6 > 0, C, z 0 such that d(u, s) < 6 
implies 
W,,<C,.d(s;)“+C,. 
Since T is a-compact, we have p(U) > 0 for every non-void open subset U 
of T. Hence, we may apply Corollary (36.15) of [ 121 to obtain a version F 
of the posterior distribution and an exceptional set NE @ such that 
P,(N) = 0, r E T, and 
I d(s, t)” F(o, dt) < co, o & N. 
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W.1.g. it can be assumed that F(w, . ) is p-continuous, o $ N. Now, let 
o$N, c>O, a,,>0 such that 
and put 
Wu:=min(W,, C,a+C,). 
Then Lemma (2.2) gives a 6, < 6 satisfying 
is W”,dF(o, .)-j ~dF(o, .) <;, d(u, s)<d,. 
Hence, d( u, s) < 6, implies 
lR(u, o)-- N& WY c.5. I 
(2.4) Remark. Under the assumptions of the preceding lemma, 
infrE T  R(r, .) is measurable. If in addition, E is G-invariant, then by 
Lemma (2.2), the distributions .Y(inf,. T R(r, .)/P,), SE T, are all identical. 
A family of probability measures Q,l,l,TJ, t E T, is a convolution kernel 
on T, if 
Q,,W=Q,W’B), geG, JET, BE%(T). 
(2.5) LEMMA. Let p he G-invariant. Assume that G is locally compact, 
Znd-countable, amenable, and unimodular, and that the isotropic subgroups 
are compact. Let (Q,),, T be a convolution kernel on T, such that QI factors 
through n, for some .x E T. Then there are compact sets (K,), c T such that 
1 
- !% p(K,) J’ QLT\K,,) cc(dt) = 0. K, 
Proof. Since G is unimodular and since the isotropic subgroups are 
compact, we have 
P = =wG/~) 
for a left and right Haar measure 1 on G. Using amenability and 
Theorem 1 of Bondar and Milnes, 1981, we obtain a sequence of compacts 
(C,), c G satisfying 
4CnK) 1 -= 
.‘ir”,, A(C,) ’ 
Kc G compact. 
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W.1.g. we may assume that inf,. N I( C,) > 0 (cf. [3, Corollary 43). Let 
K, := IE,(C,), n E N, G, := Z;‘(X) the isotropic subgroup of x, and Ql,,,, 
be a probability measure such that Q, = 9(x, 1 Q). Then 
which tends to zero as n + co, since for every h E G, 
l(C,) 2~(C,(G.uG.h&‘))-l(C,G.,)-L(C,G,h-’) 
= &C,G,) n(c,) 
converges to 0 and since these maps are uniformly bounded, both by the 
choice of (C,). 1 
3. PROOF OF THE THEOREM 
Outline of the Proof of ( 1.4) ( 1). For o E s2 let 
B(o) := (T-E T/R( r, +h’,R(s, a,}. 
By Lemma (2.3) the sets B(o) are Borel-measurable. A non-randomized 
estimator p0 E 9(E, T) is a Pitman estimator iff 
P,(O) E B(w) P,-a.e., s E T. 
Hence, it suffices to produce an A EWE such that P,(A) = 1, SE T, and 
B(o) # 0, OE A. Then the assertion follows from standard measurable 
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selection theorems. To construct A, let { si 1 i E N } be dense in T. Similar to 
Lemma (3.3) of [ 111, we obtain numbers bi,,! < sup W with 
p.r,(R(si3 . ) > bi.n) < l/h (i, n) E N’. 
Choose 0 < di,, < l/n such that (b,, + S,,,)/( 1 - 6,,,,) < sup W, and compact 
sets Ci,n c T satisfying 
p&m., C,,,) < 1 -hi,,) -=I l/n 
(cf. Lemma 2.7, [ 111); define 
Aj.,:={R(s,,‘)~b,,.}n{F(‘,Ci,,)~l-Si.,) 
and 
A, := u A,,,n (u/R(., o) is continuousj. 
neN 
Then P,(A,) = 1. As W is level compact, there are compact sets K,.,, c T 
satisfying 
W,(t) > 
bi,, + S,,,, 
1 -~,,n ’ 
t E Ci. n 7 s 4 Kt. n 2 
which implies 
R(.r, w) 3 inf R(r, w) + fii,n, (i, rz)E N’. 
reT 
Due to the compactness of the K,,,, B(o) is non-void for every WE A := 
u ZEN Ai. I 
The proof of part (2) of the theorem relies on Remark (2.4) and can be 
copied from [ 11, p. 2421. 
Proof of (1.4) (3). Fix XE T. The proof breaks into two parts. In the 
first part it will be shown that 
s inf R(s, .) dP, Q sup W,pP, SET IET 
for every p E B(E, T) and in the second part the reverse inequality is 
established for every equivariant Pitman estimator p. We shall only carry 
out the first step, the second step can again be copied from [ 11, p. 2431. 
Put 
Q, := [ F(u,. ) P,(do), te T. 
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By Lemma (2.1) (Q,) is a convolution kernel. Since p factors through x.,, 
P,-a.e. F(w, . ) factors through n, and so does Ql, t E T. Choose compact 
sets K,, c T as in Lemma (2.5) and define 
Then 
5 5 inf W,(t)F(.,drIK,)dv, SET 
=&)fKnftztf w,(t) Ft.9 dt I K,) df’, pL(dr) 
1 
6- f .cT !4&) K” w,(t)~(.,ds)F(.,dtlK,)dP,(l,~c) 
1 z-c 
f ,dKn) Kn 
WspP.sAds) 
<sup w,pp,, nEN. 
1tT 
Now, let a > 0 and 6, := i IIF- F(. 1 K,,)ll dR,,. Together with Remark (2.4) 
we obtain 
4 1 inf a A W,,(t) F(., dt) dP, YET 
= inf a A W,,(t) F(., dt)dR,, 
j s FE T  
< 
f f 
inf a~ W,(t)F(.,dt(K,,)dR,,+a6,, 
YET 
<sup W,PP, + 6,, nEN. 
IET 
Now, Lemma (2.5) yields 
F 1 r 
f  
Ft.> WC,) dp, .Wt) 
n 
an=JTg’JK, 
1 
=-. f P(K) K” Q,(r\KJ Adt)-+O, as n-+oo. 
683/72.‘-10 
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Since also P,-a.e., 
lim inf a A W,(t) F(., dt)=,:$R(s, .) 
(I + -L c E T  s 
(cf. [ 11, Lemma 3.6]), the assertion follows. 1 
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