We investigate the extreme value statistics connected with the dilute Random Energy Model. Different classes of universality were found in the spin-glass phase, at the border between spin-glass and dilute paramagnet and in the dilute paramagnetic phase itself. The obtained results are new compared to that of the fully-connected model.
Extreme value statistics [1] plays an important role in statistical mechanics [2] [3] [4] . They describe statistics of anomalous diffusion in the broad sense of the word, it is the main reason of their resent applications in statistical physics of disordered systems. In particular, extreme value statistics are directly connected with Random Energy Model (REM) [5] . This exactly solvable model displays many nontrivial properties of spin-glasses including ergodicity breaking, long-time dynamics, degeneracy of the ground state. The mechanism of the paramagnet-spin-glass phase transition has been investigated very accurately, taking into account the dilution of coupling constants and finite-size effects [6, 7] . When cooling the system falls just to the minimal energy configuration [4] . This typical and simplest freezing phase transition occurs through the scenario which is intermediate between first and second-order transition mechanisms: The order parameter has a jump but latent heat is zero [8] . In the low-temperature phase and thermodynamically limit entropy is equal to zero.
The model is becoming more and more important because many its applications have been established in the physics of complex systems: spin-glasses, polymers, strings, and turbulence.
In ordinary REM constructed from the p-spin model with diluted αN integer couplings taking values ±1 [6] 
several phases are possible. When
at low temperatures system is in the SG phase and at high temperatures in PM phase. For the case α < 1
only the paramagnetic phase is possible. The limiting case
should correspondence to the border between 2 phases. Our goal is to clarify the corresponding universality classes in extreme value statistics. Let us first formulate the mathematical problem. There are some 2 N independent random variables with the same probability distribution ρ(E). We are going to calculate distribution of their minimum. Let us choose a represenatation for distribution ρ(E).
We assume,that this function ϕ(k) is positive. At least it should be even by k. It is just enough for the most of situations. If we want strictly to have a positivity, then one way is to take the square of (5)
For the case of hamiltonian (1) one has, that
and lim
We are considering only distributions , which have this asymptotic form, or when corrections are polynomial
Let us define the probability θ(E), as the integral of these expressions in the interval [−∞, E]. We have
Here our integration loop overpasses the point 0 from the left size. Let us find the distribution of the minimal bound. We take one variable in our interval [−∞, E], the others to right. As the first one could be chosen from the all 2 N , we have an expression [4] P
So we need to calculate the expression
Its density is nonzero only near the E = E c . We need to find asymptotics of function θ(E) near the E c , defined by condition
Different asymptotic regims of θ(E) give different universality classes.
For the saddle point we have an equation
Here there are 3 possibilities. The first one
has the same statistics, as the case of ϕ(k) faster, than the linearly going to infinity (the case of ordinary REM [4] with normal distribution of energies). Two others are possible:
In this last case we should take complex solutions of (15). Let us first calculate the first case (16). Two expressions for the function θ(E) coincide and we have
One can write the expression for the desired probability distribution for the minimum of our 2 N random variables:
Let us denote by E c the value, for which for which
For the E < E c our probability is almost 1, above-it is 0. For the small deviation
we can write it in the form
Here u changes in the interval −∞, ∞.
Let us now consider the case (18). Now we should take complex solutiones for k. Let we have a single couple of (complex conjugate) solutions with minimal value of k 1 and
Now we should take second form for the function θ(E).
We see, that now we have another asymptotic form for
The phase φ = 2N ϕ 2 + arctan(k 2 /k 1 ) + 2k 2 E c is unstable, changes from the point to point. We did not consider in this expression changes of k 1 , k 2 , because they are supressed by the factor 1/N . We see, that The Gumbel distribution is corrected by some oscillations. In principle we can find this phase from the condition, that the point u = 0 is the extremum point:
Let us now consider the statistics for limiting situation. The asymptotics of θ(α, E) really dependes only from the ratio N α/N . To simplify expressions let as instead of
We take
where 1 ≫ ǫ ≫ 1/N and E is chosen near the critical E c (14).. Let us first consider the exponential correctiones. We putting the distribution (7), but limiting statistics is the same for the whole class of exponential corrections.
We have for the saddle point
where function g(x) is defined as
In the limit ǫ → 0 we have
When is correct such behaviour? We should take condition
Now let us consider the region ǫ ∼ 1. We are going to perform integration directly. For the complex k ≡ k 1 + ik 2 we have
This is exact expression. Let us consider the case k 1 → ∞.In this limit
So we have to choose the position of k 1 , while performing integration
The saddle point equation gives the choice
Of cause at the saddle point we could not approximate our integral by normal ones for our values of ǫ, as the second derivative tends to zero. With such choice of k 1 we derive
Accuracy of this expression is
So our expressions have sense for a region
We have eventually
Let as consider the limit of smallǫ.Using the formulas
we have in that limit ǫ → 0
We have for the desired distribution
Such distribution is correct in the interval −∞, 0. What about negative values of u? For the choice (7 )with integer αN we have, that there is a strict bound for energy distribution equal to N α, so for that case we can put zero probability 
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