Abstract In this paper, we propose a method for realtime horizon tracking (i.e., separation line between the sky and the sea) in a maritime operations context. We present the fusion of an image processing algorithm with the data obtained from the inertial measurement unit (IMU). The initial aim is to filter out environmental conditions using inertial information in order to combine a video stream with onboard electronic charts. This is achieved by the detection of the horizon with an image processing algorithm in an area defined by the IMU. We then present an evaluation of the algorithm with regard to the rate of detection of the horizon and the impact of the image resolution on the computational time. The purpose of developing this method is to create an augmented reality maritime operations application. We combine the video stream with electronic charts in a single display. We use the position of the horizon in the image to split the display into different areas. Then, we use transparency to display the video, the electronic charts or both.
Introduction
As in aviation, onboard vessel information technology is omnipresent. Although the ECDIS 1 is still debated as an alternative to traditional paper charts, the adoption in 2009 by the international maritime organization (IMO) (International Maritime Organization 2007) amendments requiring all ships engaged in international voyages to have electronic chart systems confirms the increasing use of this type of tool. There are always needs for specific developments for this type of applications in light of various technological improvements. Indeed, these tools are no longer limited to managing charts, but can be considered as onboard computers that centralize all the data from sensors and embedded navigation tools (radar, AIS, 2 ARPA, category. Moreover, it is essential to take into consideration the environment of use (Calvary et al. 2003; Petit et al. 2008 ) especially when both complex and dangerous situations may be encountered by people (man overboard, injuries, etc.), equipment (running aground, deteriorations, loss of cargo, etc.) and the environment (oil slick, submerged polluting substances, etc). The increasing awareness on the part of governments related to the marine environment (French Government 2009 ) is leading maritime operations software publishers to adapt their offering to take into account these environmental characteristics by employing emerging technologies. For example, recent progress in the field of thermal sensors has led manufacturers to install this type of equipment on vessels (Hugues et al. 2010a ).
To diminish the potential of misreads during navigation, we are working to improve the ECDIS by implementing an augmented reality functionality. To achieve this, we use embedded sensors (GPS, IMU, video camera) to georeference video streams in the 3D virtual environment of the ECDIS. However, the IMU cannot properly render certain frequency ranges (Phillips 1966) of movements suffered by ships (Maidi 2007) . This issue led us to use a multi-sensor approach. To enhance the precision of registration and the fusion between video and charts, we propose to track the horizon with an image processing algorithm.
Related work
Two approaches are available in the literature for detecting the horizon. The first consists of segmenting the image into regions (region-based), while the second involves detecting the contours (edge-based). For the reasons stated in (Bouma et al. 2008) , the first approach is not efficient in our context due to the large variation of light intensities in different scenes. The authors therefore propose combining visual light, near infrared, mid-wavelength infrared and long-wavelength infrared cameras. In (Todorovic and Nechyba 2004) , the authors propose a vision-based approach using a multi-layer linear analysis of a nonthermal video stream to detect the horizon for piloting a micro-air vehicle, whose statistical algorithm is based on the work of (Ettinger et al. 2002) . The authors of (Yuan et al. 2010) propose extracting the visible horizon based on images containing fog. The execution time is relatively long and not compatible with a real-time functionality. Certain authors use machine learning (Fefilatyev et al. 2006) to segment the sky and the ground. However, this solution is dependent on the number of images available for machine learning, and the diversity of scenes and exposures complicate this learning. In (Wang et al. 2009 ), the authors propose an approach to extract the horizon from maritime scenes. They propose merging nine color channels in order to limit the impact of variations in luminosity.
Combining an analysis of contours and colors is proposed in (Zafarifar et al. 2008) allowing the detection of lines to be significantly improved. In a technical report (Cornall 2004) , the author proposes a method for image analysis enabling the rolls of an airplane to be measured based on a sequence of images of the horizon. The performance of this solution is not satisfactory, however, since it is limited to one image per second. Extracting the horizon and mountain summits proposed in (Woo and Kim 2005) uses infrared images to determine the pixels which create the horizon (horixels). This solution is interesting, but not applicable for non-thermal video streams. The current state of technology for IMUs allows us to use this type of sensor to improve the robustness of vision-based methods. In this context, augmented reality (AR) functionalities are excellent candidates for using the multi-criteria approach (image processing, IMU, etc.) to insure the precision of registration. In (Ribo et al. 2002; You and Neumann 2001; You et al. 1999) , the authors propose the combined use of a video camera and an IMU to improve registration in augmented reality applications.
Details of the proposed system
The system consists of two software components presented in Fig. 1 . The first block (on the left) is responsible for image and inertial measurement processing. The objective of this component is to extract a line representing the visible horizon from the image. The two inputs are color video (visible or infrared) and inertial sensor data. The output of this block is an object (a geometric segment) defined by two coordinate points (x 0 , y 0 ) and (x 1 , y 1 ) given in pixels. In order to do that, the first block uses an image processing algorithm and a mathematical model of the video camera to determine where the camera is pointing. The geometric segment is then used by our AR component to improve the matching between real and virtual content. The second component (on the right) defines a block dependent on the geometric segment. This component uses GPU-accelerated functions to perform fusion between one image and the electronic charts in real time. The following section will discuss how we implemented these two components.
Video camera point of view
First, we need to know where the video camera points to in the real world W. Placing a sensor on the vessel is defined by a homogenous rotation i R j and translation i Tr j matrix with a unit scale factor:
The following sections will explain how to obtain the position and the orientation of the lens of the video camera, expressed is the real world: W T C .
Static operators
We have declared the different frames required with regard to the vessel reference point (VRP) in Fig The following matrix calculations provide the position of the GPS and the IMU box relative to the CG frame by considering these boxes solidly fixed to the vessel:
We must now take into account the embedded sensor measurements. We will define dynamic operators for the GPS measurement and for the IMU measurement.
Dynamic operators
Measurement operators are not identical to ''box'' operators due to possible assembly issues. The sensor manufacturer defines the reference frame in which the measurements will be expressed and there is no reason for this reference frame to be identical to the reference frame that enables the sensor to be positioned on the vessel. Here, are the dynamic operators:
GPS frame measurement in the real world. This operator represents a pure translation on only two components (altitude data provided by the GPS cannot be used because of its lack of precision);
IMU frame measurement in the real world. This operator represents a pure rotation.
The frame of the camera lens cannot be considered as identical to the base. There are some geometric transformations to take into account to reflect the sensor architecture and the way the camera is articulated (two degrees of freedom for our model).
Camera model
We have chosen to define the geometric model of the camera by five transformations. The model allows to take into account all available transformations in the video camera sensor from the base (R CB ) to the lens (R C ). This model is represented in Fig. 3 (rotations not represented). Virtual Reality (2014) 18:129-138 131 Here are the five transformations:
1. A q 1 translation (camera height); 2. A q 2 azimuth rotation; 3. A q 3 elevation rotation; 4. A q 4 translation (lens shift); 5. A q 5 roll rotation (the camera does not physically have this degree of freedom. We have nevertheless modeled the camera so as to use this degree of freedom later).
Thus, the camera model is defined by CB T C with:
3.2 Position of the camera lens
We must now calculate the camera base frame in CG, and therefore, the frame of the camera lens from this reference point.
We must now calculate the CG frame in the world. The position of this reference frame therefore depends on the four following operators:
. IMU correction (in the case that the unit's box is not perfectly positioned); 4. GPS correction (in the case that the GPS box is not perfectly positioned).
Now, we are able to obtain all the operators (T GPS , T UI , T BC , T C ) expressed in the world frame. The last one is the most important because it indicates the lens of the video camera sensor:
Position of the visible horizon
By using this type of IMO (MTI XSens 2013), we want to extract an area in which the horizon can be found. We shall extract from W T C the values required to obtain this area. Using the projective space available from (Zabala 2006) , it is possible to determine the relation between the camera movements (pure rotation matrix) in the world frame and the height of the horizon in the image, in pixel coordinates in the camera's reference frame. This expression depends on the roll (b), pitch (a) and yaw (c) angles defined in Fig. 4 . Figure 4 presents the horizon's dependence on the movements of the vessel. The frame to the right is an image of the video stream. The solid line in the image represents the reference horizon. The dotted line represented as Horizon 1 corresponds to the horizon after a transformation by an angle a which results in an elevation with respect to the horizon. The dotted line represented as Horizon 2 corresponds to the horizon after a transformation by an angle b which results in a change in orientation with respect to the reference horizon.
Using this projective space, we know where the visible horizon can be found in the picture through the IMU data.
Image processing
The aim of our image analysis is to detect the horizon from an image coming irrespectively from a video camera or a thermal camera. The visible horizon is represented in the source image by a green line. Our image analysis is carried out in several stages: We used the OpenCV 5 library to implement this functionality. From the source frame (Fig. 5a ), histogram normalization (1) (Fig. 5b) is used to limit the undesirable effects caused by variations in brightness. This requires Fig. 4 Degrees of Freedom and feature extraction through projective geometry two parameters (minimum and maximum) so as to determine the proportionality rule between the input pixel value and the output pixel value. We obtain the best results for values between 150 and 180. The Gaussian filter (2) is used to reduce noise and smooth the image (Fig. 5c ). It requires a single parameter, the core, whose value is between 7 and 9 to obtain the best results. We then apply a morphological closure operator (3) enabling noise to be reduced (Fig. 5d ). Erosion and dilatation are executed with the structuring element (core) by default from the OpenCV library with 6-8 iterations. We then apply a Laplacian filter (4) in order to extract the initial contours whose iteration number is also between 6 and 8. Finally, after having binarized (Fig. 5e ) the image (5), we use the Hough transform (6) to detect the lines. The next phase consists of a statistical analysis. We calculate the average and the standard deviation for the position of the segments given by the Hough transform to group together close segments or those which are juxtaposed. Finally, we filter the segments according to their slopes in the image. This is done by the use of the IMU data. We use the roll value to filter the detected segments. All the segments whose slopes in the image have a difference of more than 5 % with the IMU data are eliminated. Some results are shown in Fig. 8 . Knowing the camera calibration and its position in the real world allows to use the IMU (MTI XSens 2013) to limit the search area of our image analysis as illustrated in Fig. 6 . We consider, in its initial state, that the camera is positioned horizontally with regard to the water. The IMU's angular information enables us to assign a height in pixels to the horizon in the image. We define an area around the horizon with a red rectangle as illustrated in Fig. 6 . The height of this strip is defined by a þ e; with e ¼ AE5
: For example, the height of the strip is 24 pixels for an image resolution of 640 9 480 (only 5 % of the total image's pixels).
Using the IMU to limit the search area has two advantages. Firstly, reducing the number of pixels to be analyzed by the image processing offers real-time performance with embedded hardware. In fact, the small number of pixels needed to process allows to obtain a minimum frequency of 32 images per second for the highest resolution tested (Sect. 4). Secondly, we limit the risks of detecting horizontal lines on the surface of the water and in the sky. So, the robustness is improved. An example is given in Fig. 7 
Evaluating the algorithm's performance
We created this functionality in C# (managed code). Evaluations were carried out on a PC equipped with an Intel Core 2 Duo TM processor at 2.66 GHz. Tests were carried out on several image sequences in different situations and exposures. We present the results for three image sequences including a thermal image. We tested 13,062 images from sequences. The horizon was present in each image. Our detection algorithm correctly identifies the horizon in around 98.45 % of cases. Each image has been appended with a green line to represent the detected horizon. All the images were manually checked. If the horizon is not found or the candidate is not close enough to the horizon (manually checked), the image is rejected. The graph in Fig. 9 presents for each sequence of images the number of images tested (left) and the number of images for which the horizon has been detected (right). The calculation time for the horizon extraction routine (excluding rendering) required an average of 6.5 ms for a resolution of 640 9 480.
Regarding performance, we wanted to insure that the different available resolutions would not deteriorate the video's visual quality. For the highest resolution tested, the algorithm enables approximately 32 fps to be obtained. The impact of the image's resolution on our algorithm is shown in Fig. 10 .
Merging video and charts
In addition to controlling the video camera by clicking on the e-chart as described in (Hugues et al. 2010a, b) , the objective of the horizon detection presented in the previous sections is mixing video with digital geographical data stored on the vessel. The ECDIS can be considered as an onboard 3D mapping software. This 3D world is a 3D model of the environment where entities include the coast, seabed and beacons. We therefore use the vessel's GPS position and the IMU to georeference the camera's video stream (Jie and Xian-Zhong 2008) . In Fig. 11 , we can see the video stream (black and white image) referenced in the 3D environment. The distance between the plane of projection and the vessel depends on the size of the image in the 3D world. This point of view is not provided to the end user, but is shown here to illustrate the video's georeferencing. Only the ''first person'' point of view is used; i.e., the frame of the virtual camera used by the 3D scene is in the same position and orientation as the frame of the physical camera lens. This enables the point of view illustrated in Fig. 13 to be obtained. We divide the screen into two distinct areas as illustrated in Fig. 12a . We use shader programming 6 to vary the image's transparency across each area. By doing this, the height of the Sky ? Earth area varies according to the horizon's position detected by the previously described algorithm.
Sky ? Earth area The video is displayed at 80 % and digital data at 20 %. Charts must not be completely hidden because in certain situations, for example close to the coast, mountains can be used as reference points for sailors. Since charts also model mountains, this information must not be removed. We use a GPU-accelerated function defined by the DirectX (HLSL) library enabling linear interpolation of the transparency between this area and the lower area.
Sea area
The video is displayed at 20 % and digital data at 80 %. The video must not be completely hidden because in certain situations, close to ports for example, other vessels may be close by and visually ''below'' the visible horizon. The video must also not be made completely transparent due to a risk of making other surrounding vessels or unidentified floating objects disappear.
An example of different cases is available in Fig. 13 . The transparency of each area is adjusted by default with the previously presented values. However, users are still Fig. 12 Areas of the image and opacity settings. a Definition of areas. b User interface for the opacity settings able to modify these values by using sliders in the ECDIS graphic interface as illustrated in Fig. 12b .
Future work
Our image analysis could benefit from several improvements. Robustness could be improved further by employing the presence of two types of camera. Currently, detection is carried out in the video stream chosen by the user (classical or thermal), but we could use the thermal video stream to improve the detection of the horizon in the classic video stream in bad weather, for example. Another possible improvement would be automatically adapting the surface of the image analysis area. We could use preprocessing to evaluate the ''height'' of this area to be evaluated, which would enable a greater number of cases to be taken into account. We could also improve, if necessary, calculation loop execution time by using GPU-accelerated programming given the parallel nature of the processing being carried out.
The presented functionality is being integrated in our ECDIS, and we plan to explore its potential in other maritime operations such as vessel stopping latencies, collision alert or sea rescue.
Conclusions
We have presented an image analysis algorithm enabling horizon detection in maritime scenes. The same algorithm is able to detect the horizon using a video stream from either a classic camera or a thermal camera. We assessed our image analysis by the quality of detection of the visible horizon and the processing time for several image resolutions. Performance is satisfactory through the use of an inertial measurement unit to define the horizon's detection area in the image. Our detection algorithm correctly identifies the horizon in around 98.45 % of cases. We obtain a performance close to 60 fps with an image resolution of 320 9 240 and over 30 fps with an image resolution of 960 9 540. Finally, we use the horizon detected by our image analysis to divide the display screen into two distinct areas. For each area, the transparency of the video image of a maritime computer-assisted navigation tool (ECDIS) is adjusted to selectively overlay information from a virtual 3D environment. Fig. 13 Some examples of mixing the video stream, e-chart and vectorial augmentations. a Thermal video in both areas. Visual augmentations by vectorial objects for the coast and a buoy. b Thermal video and purely virtual information (route to follow) without physical representation. c Thermal video in the upper area, echart color in the lower area and vectorial augmentations. 
