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INTRODUCTION
Sequential decision models [1, 2] are mathematical abstractions of situations in which decisions must be made in several decision epochs while incurring a certain cost (or reward) at each epoch. Each decision may influence the circumstances under which future decisions will be made, and thus, the decision maker must balance his/her desire to minimize (maximize) the cost (reward) of the present decision against his/her desire to avoid future situations where high cost is inevitable.
A large class of sequential decision-making problems under uncertainty can be solved using dynamic programming (DP) [3] . However, the computational cost of DP in some instances may be prohibitive and can grow intractably as the size of the problem increases. As an alternative approach to address this issue, Approximate Dynamic Programming (ADP) [4] is employed, providing suboptimal control methods for deterministic and stochastic problems. Rollout algorithms and model predictive control are two major methods within ADP with properties founded on policy iteration. The main idea of rollout algorithms [5] [6] [7] [8] [9] [10] is to obtain an improved policy starting from some other suboptimal policy using a one-time policy improvement. It has been proposed by Abramson [11] and by Tesauro and Galperin [12] in the context of game-playing computer programs. In the latter, a backgammon position is evaluated by simulating many games starting from that position and the results are averaged. Model predictive control [13] [14] [15] [16] [17] is a popular approach in a variety of control system design contexts, and in particular, in chemical process control. It was motivated by the desire to introduce nonlinearities and constraints into the linear-quadratic control framework, while obtaining a suboptimal but stable closed-loop system.
Other alternatives for approaching these problems have been primarily developed in the field of Reinforcement Learning (RL) [4, 18, 19] . RL has aimed to provide algorithms, founded on DP, for learning suboptimal control policies when analytical methods cannot be used effectively, or the system's state transition probabilities are not known [20] . Although many of these algorithms are eventually guaranteed to find sub-optimal policies in sequential decision-making problems under uncertainty, their use of the accumulated data acquired over the learning process is inefficient, and they require a significant amount of experience to achieve acceptable performance [21] . This requirement arises due to the formation of these algorithms in deriving control policies without learning the system dynamics en route, that is, they do not solve the system identification problem simultaneously. In addition, RL algorithms are suited to problems in which the system needs to achieve particular "goal" states, which imposes limitations in employing efficiently these algorithms to solve particular problems.
The Predictive Optimal Decision-making (POD) learning model [22, 23] has aimed to address the system identification problem for a completely unknown system by learning in real time the system's evolution over a varying and unknown finite time horizon. The POD model has been employed in various applications towards making autonomous intelligent systems that can learn to improve their performance over time in stochastic environments. In the cart-pole balancing problem [23] , an inverted pendulum was made capable of realizing the balancing control policy and turning into a stable system. In a vehicle cruise control implementation [23] , an autonomous cruise controller was developed to learn to maintain the desired vehicle's speed at different road grades. POD has also taken steps toward development autonomous intelligent propulsion systems realizing their optimal operation with respect to the driver's driving style [22, 24] .
In this paper, a rollout control algorithm that aims to build an online decision-making mechanism for controlled Markov chains is presented. The algorithm can be combined with the POD model to yield a lookahead suboptimal control policy that assesses the system output with respect to alternative control actions, and selecting those that optimize specified performance criteria. A theoretical bound on its performance is proven in Theorem 4.1, thus establishing that, under certain conditions, the lookahead control policy exists.
The remainder of the paper proceeds as follows: Section 2 establishes the mathematical framework of the controlled Markov chain. Section 3 reviews briefly the Predictive Optimal Decisionmaking (POD) computational model that aims to learn the transition probabilities and associated costs. Section 4 introduces the rollout control algorithm and formulates the theoretical bound on its performance. Concluding remarks are presented in Section 5.
PROBLEM FORMULATION
The stochastic system model establishes the mathematical framework for the representation of dynamic systems that evolve stochastically over time [2, 25, 26] , that is, when incurring a stochastic disturbance or noise at time k, k w , in their portrayal. The one-dimensional model is given by an equation of the form 1 ( , , ), 0,1,...
where k s is the system's state that belongs to some state space {1, 2,..., }, N N = ∈
S
, k f is a function that describes how the system's state is updated, k a is the control action, and k w is the disturbance at time k. The sequence { , k w k ≥ 0} is treated as a stochastic process, and the joint probability distribution of the random variables 0 1 , ,..., k w w w is unknown for each k. The system output is represented by ( , ), 0,1,...
where k y is the observation or system's output, k h is a function that describes how the system output is updated, and k v is the measurement error or noise. The sequence { , k v k ≥ 0} is also considered a stochastic process with unknown probability distribution. We are interested in deriving a control policy so that a given performance criterion is optimized over all admissible policies Π. An admissible policy consists of a sequence of functions 
The conditional probability distribution of s j + = ∈ S imposed by the conditional probability ( | , ) P j i a , and a cost ( | , ) R j i a is incurred. After the transition to the next state has occurred, a new action is selected, and the process is repeated. The completed period of time over which the system is observed is called the decision-making horizon and is denoted by M . The horizon can be either finite or infinite; in this paper, we consider finite-horizon decision-making problems.
A control policy π determines the probability distribution of state process { , k s k ≥ 0} and the control process { , k a k ≥ 0} . Different policies will lead to different probability distributions. In optimal control problems, the objective is to derive the optimal control policy that minimizes (maximizes) the accumulated cost (reward) incurred at each state transition per decision epoch. If a policy π is fixed, the cost incurred by π when the process starts from an initial state 0 s and up to the time horizon M is 
where the expectation is taken with respect to the probability distribution of { , 
ONLINE SELF-LEARNING IDENTIFICATION
The problem of making autonomous intelligent systems is formulated as sequential decision-making under uncertainly. In this context, an intelligent system (decision maker), e.g., advanced propulsion systems, robot, automated manufacturing system, etc, has to select those actions in several time steps (decision epochs) to achieve long-term goals efficiently. This problem involves two major sub-problems: (a) the system identification problem, and (b) the stochastic control problem. The first is exploitation of the information acquired from the system output to identify its behavior, that is, how a state representation can be built by observing the system's state transitions. The second is assessment of the system output with respect to alternative control policies, and selecting those that optimize specified performance criteria.
The Predictive Optimal Decision-making (POD) learning model [23] is intended to address the system identification problem for a completely unknown system by learning in real time the system dynamics over a varying and unknown finite time horizon. The model embedded in the self-learning controller is constituted by a state representation which attempts to provide an efficient process in realizing the state transitions that occurred in the Markov domain. The model considers systems that their evolution can be modeled as a controlled Markov chain under the assumptions that the Markov chain is homogeneous, ergodic, and irreducible.
The learning process of the POD model transpires while the system interacts with its environment. Taken in conjunction with assigning values of the control actions from the feasible action space, A , this interaction portrays the progressive enhancement of the controller's "knowledge" of the system's evolution with respect to the control actions. More precisely, at each of a sequence of decision epochs 0,1, 2,...
, a state k s ∈S is introduced to the controller, and on that basis the controller selects an action, ( )
This state arises as a result of the system's evolution. One epoch later, as a consequence of this action, the system transits to a new state 1 k s j + = ∈S , and receives a numerical cost,
At each epoch, the controller implements a mapping from the Cartesian product of the state space and action space to the set of real numbers, × → S A , by means of the costs that it receives. Similarly, another mapping from the Cartesian product of the state space and action space to the closed set [0,1] is executed,
, i.e., the transition probability matrix, P(⋅,⋅). The latter essentially perceives the incidence in which particular states or particular sequences of states arise.
The POD model possesses a structure that enables a convergent behavior of the conditional probabilities infused by the POD state-space representation to the stationary distribution. This behavior is desirable in the effort towards making autonomous intelligent systems that can learn to improve their performance over time in stochastic environments. The convergence of POD to the stationary distribution of the Markov state transitions has been proven in [27] , hence establishing POD as a robust model.
As the process is stochastic, however, it is still necessary for the controller to build a decision-making mechanism to derive the control policy. This policy is expressed by means of a mapping from states to probabilities of selecting the actions, resulting in the minimum expected accumulated cost.
ROLLOUT CONTROL ALGORITHM
The objective of the control algorithm is to evaluate in real time the optimal action at each epoch not only for the current state, but also for the next two subsequent states over the following epochs. The requirement of real-time implementation imposes a computational burden in allowing the algorithm to look further ahead in time, thus evaluating an action over additional succeeding states. 
For the problem of optimal control of uncertain systems, which is treated in a stochastic framework, all uncertain quantities are described by probability distributions and the expected value of the overall cost is minimized. In this context, the control policy π realized by the algorithm is based on the minimax control approach, whereby the worst possible values of the uncertain quantities within the given set are assumed to occur. This essentially assures that the control policy will result in at most a maximum overall cost. Consequently, being at state k s the control algorithm provides the policy 
To evaluate the efficiency of the algorithm, the establishment of a performance bound in terms of the accumulated cost over the decision epochs is necessary. The following Lemma (see, e.g. [1] ) aims to provide a useful step toward presenting the main result (Theorem 3.1). 
The DP algorithm for this problem takes the following form starting from the tail sub-problem 
