In digital signal processors (DSPs), variables are accessed using k address registers. The problem of finding a memory layout, for a set of variables, that minimizes the address-computation overhead is known as the General Offset Assignment (GOA) problem. The most common approach to this problem is to partition the set of variables into k partitions and to assign each partition to an address register. Thus, effectively decomposing the GOA problem into several Simple Offset Assignment (SOA) problems. Many heuristicbased algorithms are proposed in the literature to approximate solutions to both the variable partitioning and the SOA problems. However, the address-computation overhead of the resulting memory layouts are not accurately evaluated. This article presents an evaluation of memory layouts that uses Gebotys' optimal address-code generation technique. The use of this evaluation method leads to a new optimization problem: the Memory Layout Permutation (MLP) problem. We then use Gebotys' technique and an exhaustive solution to the MLP problem to evaluate heuristic-based offset-assignment algorithms. The memory layouts produced by each algorithm are compared against each other and against the optimal layouts. The results show that even in small access sequences with 12 variables or less, current heuristics may produce memory layouts with address-computation overheads up to two times higher than the overhead of an optimal layout.
INTRODUCTION
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The main contributions of this article are.
-A demonstration that existing heuristic solutions to the GOA problem poorly approximate the minimization of address-computation overhead; -A precise formulation for the address register allocation problem that removes an important restriction that is present in most previous offset-assignment studies; -The formulation of a new optimization problem, the MLP problem. MLP must be solved in order to use a minimumcost circulation (MCC) technique to evaluate the minimum address-computation overhead incurred in memory layouts generated by heuristic solutions to GOA; -An experimental evaluation, based on the MCC technique, of heuristic-based ARA and SOA algorithms.
This article is organized as follows. Sections 2 and 3 present the background to the offset assignment problem including a new formal definition of the problem and a motivating example. Despite the extensive literature on GOA, to the best of our knowledge this is the first formalization of the GOA problem. Section 4 discusses how the address-computation overhead of a memory layout can be computed. Current algorithms used to find memory layouts are proposed in Section 5. The experimental evaluation of offset assignment algorithms is presented in Section 6. Finally, related work and conclusions are presented in Sections 7 and 8.
BACKGROUND
Many DSPs have a set of ARs used to access variables stored in memory. Postincrementing and postdecrementing addressing modes allow an AR r to access a variable v and modify the content of r by one word in the same instruction. Thus, if the next access using r is to location v, or to the locations immediately adjacent to v in memory, r can be updated without any additional cost. However, if r accesses a location that is nonadjacent to v, an explicit address-computation is necessary. The computational overhead required to initialize or update ARs is architecture dependent. In the formulation of the address-register allocation and offset-assignment problems, these costs are parameterized by INIT∈ N and JUMP∈ N, which corresponds to the number of processor cycles required to execute the address computation instructions I I NIT and I JU MP .
All examples and experiments in this article model a processor based on the Texas Instruments TMS320C54X family of processors. These DSPs have eight 16-bit address registers. Most instructions are one word in length and have one cycle of overhead. Initializing an address register requires a two-word instruction and two cycles of overhead. Similarly, autoincrementing (or autodecrementing) an address register by more than one word requires one extra word to encode the instruction and one extra cycle of overhead. Thus, inefficiently using address registers results in an increase in both code size and runtime overheads.
While the processor model is based on a specific family of processors, the problem formulation and the evaluation methodology in this article are general and can be applied to any processor with postincrement/postdecrement addressing modes.
Similar to many other DSP architectures, the address registers in the C54X processors can also be used to store values other than addresses; however, the values stored in the address registers are subject to two limitations.
(1) Address registers can only hold 16-bit values, while data in memory and the accumulator are typically 32-bit values. (2) Address registers can only be manipulated by the address-generation unit, which is limited to addition and subtraction of 16-bit values.
Thus, it may be infeasible to use ARs as general-purpose registers, and the offsetassignment problem must be solved to effectively place variables in memory.
The Offset Assignment Problem
Given a set of variables stored contiguously in memory, a memory layout is an ordering of these variables in memory. A basic block in a program accesses n variables. The order of variable accesses by the instructions in the basic block defines an access sequence. The Offset Assignment problem is defined as Given k address registers and a basic block accessing n variables, find a memory layout that minimizes address-computation overhead.
Memory layouts with minimum address-computation overhead are called optimal memory layouts. This problem is called "offset assignment" because the address of each variable can be obtained by adding an offset to a common base address. If k = 1, then the problem is known as the SOA. If k > 1 the problem is referred to as the GOA. In the SOA problem, a single AR is available to access all the variables in the memory. Liao et al. [1996] convert the access sequence to an undirected access graph. Variables are vertices in the graph, and edge weights indicate the number of times two variables are adjacent in the access sequence. Liao et al. [1996] reduce the SOA problem for an access graph to the NP-Complete-maximum-weight path cover problem and propose a heuristic to solve SOA in polynomial time (see Section 5.1).
In the GOA problem, each access to one of the n variables in an access sequence must be assigned to one of k ARs. This assignment creates multiple access subsequences-one for each AR. A memory sublayout can be found for each subsequence. Sublayouts cannot be computed independently because a variable can be accessed by multiple address registers at different points in the program. However, the union of all sublayouts must still form a contiguous layout. For example, if the first access to variable B is assigned to AR1, and the second access to B to AR2, AR1 and AR2 must agree where B is located in memory, and this location cannot be computed for each AR individually. Liao et al. [1996] simplify the GOA problem by assigning variables, instead of variable accesses, to address registers. This simplification produces subsequences that access disjoint sets of variables. A memory layout can be obtained by solving the SOA problem for each subsequence. We call the problem of assigning variables to address registers the Address-Register Assignment (ARA) problem (see Section 5.2). Figure 1 illustrates the traditional approach to produce a memory layout from a basic block's access sequence. First, the instruction scheduler emits the sequence of memory accesses. Then, the ARA problem is solved to produce subsequences. Offsets are assigned in each subsequences by solving several instances of the SOA problem. All the heuristic-based algorithms for the ARA and SOA problems examined in this article generate approximate solutions. Alternative techniques to reduce address-computation overhead are discussed in Section 7.
This section presents the mathematical formalism for a precise definition of the problems and concepts studied in this article. The intent of this formalism is to avoid confusion or missunderstanding, which are common when technical heuristics are described in textual forms. Fig. 1 . Traditional approach to generate a memory layout for the access sequence of a basic block. Subsequences generated by address register assignment access disjoint sets of variables. The sublayouts can be placed independently in memory to form the final memory layout.
Formal Definitions
2.2.1. A More Precise Definition of the GOA Problem. The original SOA paper by Liao et al. [1996] presents a precise and formal definition of the SOA problem. However, that definition does not lead to a suitable definition of the GOA problem. The precise definition of GOA presented in this Section leads to an SOA definition that is slightly distinct from the definition given by Liao et al.
Let us assume a DSP processor with a set of address registers R = {A 1 , · · · , A k }. Let V be the set of n variables accessed in the program. Let S be a finite sequence of l variable accesses S = (s 1 , · · · , s l ). The variables belonging to V should be placed in memory according to a memory layout. Mathematically, a memory layout is simply a topological sort of the variables. 
where
In other words, M is an integral injective function of V .
Once a memory layout is fixed, the final code for the sequence S can be generated. Until now, the literature does not present an algorithm that precisely solves the GOA problem. Instead, many subheuristics have been provided to solve some subproblems, such as SOA (GOA with k = 1) and ARA, and some restricted GOA variants, as we will see later.
As proved by Liao et al. [1996] , SOA is NP-complete, and consequently GOA is also NP-complete. However, some adjacent subproblems have been proved to be polynomial ones, such as the following problem.
Problem 2.3 Opti-Code-Gen. Let V be a set of variables and S be an access sequence. Assume a machine with k address registers. Let M be a fixed memory layout for V . Compute a generated code
Getobys solved the Opti-Code-Gen problem in polynomial time using the minimum cost circulation (MCC) technique [Gebotys 1997] .
Solving the GOA problem, and hence the Opti-Code-Gen problem, leads to a choice of an address register allocation for each variable access in S. That is, the following function should be computed.
Definition 2.4 Address Register Allocation. Let V be a set of variables and let R = {A 1 , · · · , A k } be a set of address registers. Let S be a sequence of l variables accesses S = (s 1 , · · · , s l ). An address register allocation is a function, noted alloc, that assigns to each variable access the address register used to hold the computed memory address.
In this formal definition, distinct accesses to the same variable inside the sequence S can use distinct address registers. However, Liao et al. [1996] adopted a restricted address register allocation policy, which does not yield a precise GOA definition. In their formulation, address registers are allocated to variables and not to their distinct accesses. This means that all accesses to the same variables are restricted to be done using the same address register. In contrast with our definition, we restate precisely the formulation of the address register allocation problem that appears in Liao et al.
Definition 2.5 Restricted Address Register Allocation. Let V be a set of variables, and let R = {A 1 , · · · , A k } be a set of address registers. Let S be a sequence of l variable accesses S = (s 1 , · · · , s l ). A restricted address register allocation is a function, noted alloc, that assigns to each variable v an address register used to hold the computed memory address of v ∈ V in all accesses to v inside S.
The previous definition means that
This is precisely the limitation in Liao's model. Unfortunately, most papers that appeared after Liao's use this definition of ARA. In order to not confuse the reader who is familiar with the usual ARA problem, we will still use the term ARA in the remaining of this article instead of restricted ARA.
Sublayouts.
The definition of GOA given by Liao et al. [1996] is based on the concept of restricted ARA. Therefore, many articles decompose the GOA problem into steps that solve the ARA and SOA subproblems separately. Such decompositions produce multiple memory sublayouts instead of a unified one. The following are formal definitions of these sublayouts and their composition.
Definition 2.6 Memory Sublayout. Let V be a set of variables.M is a sublayout of V associated to V ⊆ V if and only if it defines a topological sort for V .
be a set of memory sublayouts for V associated to the subsets of variables
Let M be the function defined as follows
We call M a composed memory layout, noted
if and only if
(1) The sets V i define a partition of the set V :
MOTIVATING EXAMPLE
Using the processor model described in Section 2, consider the following 6-variable access sequence: "a d b e c f b e c f a d". According to the commonly used restricted address register allocation problem formulation, the variables are partitioned into disjoint sets. Each set is accessed exclusively by a single AR. For example, variables {a,b,c} can be assigned to AR A 1 , and variables {d,e,f} to AR A 2 . According to the formal definitions of Section 2.1, this means that if access s i = a, then alloc(s i ) = A 1 , and so on. The variables assigned to each AR are then independently arranged in memory to form two independent sublayouts, as shown in Figure 2 . ARs A 1 and A 2 independently access the variables, as shown in Figures 3(a) and 3(b). In this example, the AR assigned to each layout must perform one initialization and one jump. Thus, the address-computation overhead for each AR is three cycles, for a total of six cycles of overhead.
In the traditional approach to the GOA problem, the sublayouts in Figure 2 are considered "optimal" for two reasons. First, no ordering exists for either variable subset, {a,b,c} or {d,e,f}, with less than three cycles of overhead. Second, no partitioning of the six variables exists that can produce sublayouts with a total overhead that is less than six cycles. However, these sublayouts do not minimize the address-computation overhead of the input access sequence. The problem is the restriction that each set of variables be accessed by a single AR.
The memory layouts in Figure 2 Figure 3 , if variables {d,e,f} are assigned to A 1 and variables {b,c,a} are assigned to A 2 , the total overhead is six cycles. In Figure 4 (b) the two sublayouts are placed contiguously in memory and the overhead is still six cycles.
However, if variables {b,c,a} are placed before variables {d,e,f}, producing the memory layout shown in Figure 2 (e), and each variable can be accessed by more than one AR, then the address computation overhead is reduced to four cycles, as shown in Figure 4 (c). The layout in Figure 2 (e) is the only one that results in the minimum address-computation overhead.
This example highlights that the traditional approach to solving GOA by using ARA, and SOA does not minimize overhead because of the restriction that each variable must be accessed by a single AR. However, the network-flow technique can reduce the overhead of a memory layout by allowing multiple ARs to access a variable. Considering the network-flow technique for GOA raises these questions. -Do different ARA and SOA heuristics affect the combined-layout overhead? -How to arrange sublayouts to minimize address-computation costs? -How to determine whether a given memory layout is optimal?
COMPUTING ADDRESS-COMPUTATION OVERHEAD
The example in Section 3 indicates that variables must be accessed by multiple ARs to minimize addressing-code overhead. Thus, an optimal addressing code for a memory layout, M, is an assignment of accesses to ARs such that the access sequence, S, can be accessed with minimum overhead. In order to evaluate the overhead of memory layouts, optimal addressing code is required. Gebotys (1977) proposes an algorithm to find an optimal addressing code. The assignment of accesses to ARs can be found by transforming M and S into a directed cyclic network-flow graph. The MCCof the graph represents the optimal addressing code, and the cost of the circulation represents the minimum overhead for the memory layout. The MCC for a fixed memory layout can be computed using integer linear programming, where the constraint matrix is totally unimodular and thus can be solved in polynomial time. In this article, MCC is used to evaluate the quality of all memory layouts.
OFFSET ASSIGNMENT ALGORITHMS
Existing heuristic-based algorithms solve GOA, as illustrated in Section 3. Given an access sequence S, and k ARs, a memory layout is found through the execution of the following steps.
(1) ARA assigns each variable v ∈ V to a single into a contiguous memory layout. MLP is absent from the literature because previous solutions to GOA assigned variables, rather than accesses, to ARs. MLP is needed to combine GOA algorithms with the MCC technique. We use MCC to evaluate the performance of several ARA and SOA algorithms. Bartley [1992] introduced the SOA problem in 1992 and solved it as a maximum-weight Hamiltonian-path problem. Given an access sequence S, construct a weighted access graph G. A path in G represents an ordering of variables in memory. Liao et al. [1996] refine the SOA problem formulation to a maximum-weight path cover problem, which is NP-complete. All subsequent algorithms approximate a solution to the SOA problem by finding a path cover on G.
Simple Offset Assignment
We examine five heuristic solutions to the SOA problem.
(1) Liao et al. [1996] propose an algorithm that builds the path cover, one edge at a time, by using a greedy heuristic to select edges in G. (2) Leupers extends the algorithm by Liao et al. [1996] with a tie-break function to decide between edges of equal weights [Leupers and Marwedel 1996] [Leupers 2003 ]. (3) Sugino et al. [1996] propose an algorithm that uses a greedy heuristic to remove one edge at a time from G until a valid path cover is formed. (4) Liao et al. [1996] and Leupers [2003] present a naïve algorithm that builds a memory layout based on the declaration order of variables in the access sequence. The algorithm is also known as order first use (OFU). (5) Liao et al. [1996] also presents a branch-and-bound algorithm that finds the maximum-weight path cover. The algorithm has exponential time-complexity, but for small graphs, our implementation runs in a reasonable amount of time.
Address Register Assignment
In the GOA problem, k > 1 ARs are used to access memory. Liao et al. [1996] assigns each variable to an AR A i to decompose the GOA problem into multiple instances of SOA. Let C(A i ) be the address-computation overhead for an optimal SOA solution to variables assigned to A i . Liao et al. define the GOA problem as follows.
Given an access sequence S, the set of variables V , and k ARs, assign each
is minimum. Solving this problem does not produce a memory layout-it is only an assignment of variables to ARs. Additionally, as shown in Section 3, assigning variables to ARs may not minimize address-computation overhead.
This article examines several heuristic-based algorithms for ARA. In each case, an approximation of C(A i ) is required to estimate the overhead of assigning a variable to an AR. Any of the SOA algorithms in Section 5.1 can be used as a subroutine to approximate C(A i ) for the following ARA algorithms.
(1) Leupers and Marwedel's [1996] greedy algorithm that assigns variables to ARs by selecting one edge at a time from the access graph. (2) Sugino et al.'s [1996] algorithm that iteratively partitions the variables and selects the partitioning with the lowest estimated overhead. (3) Zhuang et al.'s [2003] variable coalescing algorithm for offset-assignment problems assign variables to ARs. Figure 5 illustrates the process of generating a memory layout. ARA produces a set of disjoint access subsequences that are solved as independent SOA problems. Solving each SOA instance produces a memory layout called an ARA sublayout. However, each ARA sublayout is formed by the combination of disjoint paths from the SOA path cover. Each disjoint path in the path cover is called an SOA sublayout and defines an ordering of variables in memory. Unless otherwise stated, the term sublayout refers to an SOA sublayout. In the traditional approach, each sublayout is independent and can be placed in memory arbitrarily. However, Section 3 demonstrates that if a variable can be accessed by multiple ARs, address-computation overhead may be reduced by placing the sublayouts contiguously in memory. Since the MCC technique allows variables to be accessed by multiple ARs, the sublayouts can no longer be placed independently in memory. LetM i be a sublayout (for instance, resulted from a subsolution of GOA). So we can define a reverse memory layout as follows.
Memory-Layout Permutations
Definition 5.1 Reverse Memory Layout. Let M be a memory layout for a set of variables V . M is a reverse memory layout of M if it defines a topological sort of V in reverse order compared to M. For instance, the following function can be used to define the reverse memory layout of M.
M i and M i produce the same local cost. Thus, a precise definition for the memory sublayout composition problem must consider bothM i and M i . Let (M 1 | M 1 ) stand for an instance of eitherM i or its reverse M i . Now the memory-layout permutation (MLP) problem can be defined as follows.
Problem 5.2 MLP. Let V be a set of variables, S an access sequence and k be the number of address registers. Let there be p disjoint memory sublayoutsM 1 , · · · ,M p . Compute M a composed memory layout such that memory layouts. Figure 6 shows how two sublayouts can form eight possible layouts, half of which are reciprocals of another.
When reciprocals are considered, a single offset assignment problem with n variables has a solution space of n! 2 memory layouts. If we let each variable be a sublayout (producing n sublayouts), then the MLP problem is reduced to the offset assignment problem. In other words, MLP finds an ordering of sublayouts to minimize overhead while GOA finds an ordering of variables. If the sublayouts used in MLP are one variable long, then the problems are the same. Therefore, an algorithm that solves the MLP problem also solves the offset assignment problem.
EVALUATING OFFSET ASSIGNMENT ALGORITHMS
Thus far, we have shown that (i) existing heuristic offset-assignment algorithms are not optimal, and (ii) the existing approach to solving the GOA problem is incomplete, as the MLP problem has never been addressed. Despite these problems with existing algorithms, it is useful to compare how well these algorithms perform when used in conjunction with optimal address-code generation.
An extensive empirical evaluation of the available heuristic offset-assignment algorithms supports the following conclusions.
-Contrary to the conjectures of Gebotys [1997] , the selection of memory layout has a significant impact on address-computation overhead. In our experiments, less than 0.1% of all memory layouts for the examined access sequences result in minimum overhead. Using optimal address-code generation alone (using the MCC technique) is not sufficient to minimize overhead. -The algorithms seldom produce memory sublayouts that admit MLP solutions with the minimum possible overhead. For some access sequences, none of the algorithms produce sublayouts that can form an optimal solution. -ARA algorithms greatly impacts the quantity and quality of memory layout permutations. Conversely, SOA algorithms have little impact. Figure 7 outlines the experimental methodology. For each access sequence, heuristic solutions to the offset assignment problem are found by using all combinations of three ARA and five SOA algorithms. Each combination produces a set of memory sublayouts (see Figure 5 ). Since an algorithm for the MLP problem does not exist, we evaluate all possible concatenations of the sublayouts. If m sublayouts are produced, then there are p = (m!)(2 m ) 2 possible memory layouts. The address-computation overhead of each memory layout is computed using the MCC method. The results of this empirical evaluation are examined in terms of the distribution of overhead values for the layouts produced by each combination of ARA and SOA algorithms. These distributions are compared against each other, and against the entire solution space, to reveal the significance of the MLP problem and how much it can be affected by ARA and SOA algorithms.
Experimental Methodology

Test Environment
This evaluation uses a processor model based on the TI C54X family of DSPs. This architecture requires two cycles of overhead to initialize an address registers (INIT) and one extra cycle to access nonadjacent memory locations (JUMP).
Access sequences are obtained from kernels in the UTDSP benchmark suite [Lee and Stoodley 1992] , the MiBench suite [Guthaus et al. 2001] , and the DSPStone suite [Zinojnovic et al. 1994] . Kernels are compiled with gcc version 3.3.2 at level -O2. Unfortunately, the gcc compiler does not generate code for the C54X family of DSPs. Instead, we modified gcc to output access sequences from innermost loops prior to register allocation. Then, the overhead of access sequences and memory layouts are evaluated statically, using the MCC technique described in Section 4.
Given an access sequence with n variables, we compute the optimal memory layout by evaluating the MCC of all possible n! 2 layouts (see Section 5.3). Due to the exponential growth of the solution space, experiments are restricted to sequences with up to 12 variables. For n = 12, this exhaustive search took over 30 hours on a 14-node dual Opteron 248 cluster. The benchmark kernels that produced access sequences with n ≤ 12 are shown in Table I .
The Efficiency of Offset Assignment Heuristics
Tables II through IV show a summary of the address-computation overhead for all memory layouts evaluated in this study. The Exhaustive column shows the number of memory layouts with a particular overhead in the solution space for each GOA problem. The Algorithmic columns show the combined distribution and average addresscomputation overhead for memory layouts produced by all 15 combinations of the ARA and SOA algorithms. These tables show how frequently the concatenation of sublayouts, produced by some combination of an SOA and ARA algorithm, produces a memory layout with a particular overhead. For instance, in Table III , even though the exhaustive search finds a single layout for the access sequence bf cbc.c 1 with an overhead of two cycles, this layout is generated fifteen times by the combination of sublayouts. No combination of an SOA and ARA algorithm can produce sublayouts that generate an optimal memory layout for some sequences. However, it is surprising to observe that the heuristic algorithms can produce sublayouts that generate memory layouts that vary significantly in overhead, even in the presence of an optimal address-code generation algorithm. The average overhead of all layouts in each GOA problem ranges from 18% to 176% higher than minimum. Additionally, at least 98% of all layouts have an overhead 33% to 100% higher than minimum. Thus, even when the MCC technique is used to find optimal addressing code, the selection of memory layout has a significant impact on address-computation overhead.
The distribution of the overheads obtained using the heuristic-based algorithms presented in Sections 5.1 and 5.2 indicate that, in general, the algorithms are not very effective at minimizing overhead. The average overhead of layouts produced by the algorithms for each access sequence ranges from 40% to 60% higher than minimum and is only slightly lower than average overhead of all layouts in the solution space. The importance of selecting a suitable way to combine sublayouts cannot be overstated. For instance, a surprising finding is that the heuristically generated sublayouts for a given instance of the problem can be combined in one way to generate the best possible The Exhaustive column shows distribution of memory layouts in the solution space. The Algorithmic column shows the combined distribution of layouts produced by the 15 different ARA and SOA combinations.
overhead for that instance, and the same sublayouts can be combined in another way to generate the worst possible overhead.
The Efficiency of ARA Heuristics
Each of the three ARA algorithms-Leupers, Sugino, and Zhuang-can be combined with five SOA algorithms (Figure 7 ) to produces a memory layout. All of the layouts produced by an ARA algorithm are combined into a set. The distribution of overhead values for the possible layouts produced by each ARA algorithm are shown in Figure 8 . For instance, Figure 8 (a) shows that Leupers' ARA algorithm can admit over 100 layouts with 6 cycles of overhead and 5 layouts with 5 cycles of overhead. Each of these layouts are obtained by using different SOA and MLP solutions, but all use Leupers' ARA algorithm. The total number of layouts for a sequence varies between ARA algorithms because each algorithm may use a different number of ARs, yielding a different number of permutations (see Section 5.3). Figure 8 indicates that ARA algorithms producing fewer layouts, such as Sugino's, tend to produce better layouts. This result indicates that it is frequently disadvantageous to use all available ARs. For instance, in Figure 8 (b), Leupers and Marwedel's ARA algorithm yields 9,600 possible layouts, two of which have a seven-cycle overhead. Alternatively, the ARA algorithm proposed by Sugino et al. generates a total of 2,688 possible layouts, with 61 seven-cycle-overhead layouts. Similar distributions occur for the other access sequences.
The results also suggest that locally optimal sublayouts do not lead to globally optimal memory layouts. An ARA algorithm using more ARs assigns fewer variables to each register. In the case of Leupers and Marwedel's algorithm, and occasionally Zhuang's algorithm, as few as two variables may be assigned to an AR. Two variables can be trivially accessed without incurring JUMP overhead and are locally optimal. However, if the two variables are not adjacent in the optimal memory layouts, then the MLP solution space will never contain an optimal layout. 
The Efficiency of SOA Heuristics
The distributions in Figure 9 are complementary to those in Figure 8 but focus on the layouts produced by each of the five SOA algorithms. For instance, Figure 9 (b) shows that the SOA algorithm designed by Sugino et al. can admit over 1,000 layouts with nine cycles of overhead. Each of these layouts are obtained by combining Sugino et al.'s SOA algorithm with one of the three ARA algorithms. The use of SOA algorithms to estimate increases in overhead when variables are assigned to ARs affects the number of sublayouts produced by the ARA algorithms. Thus, the number of layouts varies between each SOA algorithm for each access sequence in Figure 9 . The algorithms produce similar, and possibly optimal, sublayouts because the SOA subproblems are small. No SOA algorithm consistently produces sublayouts that admit the greatest number of optimal or near-optimal layouts. Figure 9 also further supports previous suggestions that combining optimal sublayouts does not result in optimal layouts. For instance, in Figure 9 (e), the OFU algorithm generates sublayouts that combined to form optimal memory layouts, while the branch-and-bound algorithm, which finds optimal sublayouts, does not admit any optimal memory layouts.
RELATED WORK
Although Leupers [2003] has presented a comprehensive experimental evaluation of algorithms for the SOA problem, the experimental study presented in this article is the first comparative evaluation of algorithms for the GOA problem. It has three distinguishing features. Fig. 9 . Distribution of overhead values produced by each SOA algorithm on different test cases. The number of layouts shown for each algorithm is the union of three sets of layouts, each produced with one of the three different ARA algorithms, but using the same SOA algorithm. The full range of overhead values (obtained by exhaustive search) is plotted, regardless if an algorithm produced a layout with the specified overhead.
-GOA is evaluated as three problems: address register assignment, simple offset assignment, and memory-layout permutation. -All known heuristic-based algorithms that generate a single approximate solution to the ARA or SOA problems are compared against each other and against the optimal solutions. -The minimum address-computation overhead of each memory layout generated is computed using a MCC technique.
These algorithms and the MCC technique can produce a memory layout and optimal addressing code in polynomial time and thus are a feasible approach to minimizing address computation overhead in a production compiler. Several algorithms were not included in our study because they may not be practical to use in a production compiler. Ozturk et al. [2006] propose an integer linear programming (ILP) formulation that generates optimal addressing code (similar to the MCC technique) as well as an optimal memory layout. However, solving multiple ILP problems during compilation is not practical. Additionally, the approach does not model address register initialization costs, which can result in more registers being used than necessary, thereby increasing address-register pressure. Atri et al. [2001] propose an SOA algorithm that iteratively improves a given memory layout. Similarly, Wess and Zeitlhofer [2004] propose to approximate a solution to GOA by iteratively modifying offset assignments and address register assignments. These algorithms were omitted because their performance depends on the initial memory layout. Leupers and David [1998] use genetic algorithms to find GOA memory layouts, while Wess and Gotschlich [1998] generate memory layouts using simulated annealing. The running time of these iterative techniques can be very high because they require many simulation steps to find a low-overhead memory layout. Another drawback is that finding a fast but accurate fitness function is difficult.
This study focused on offset assignment for scalar variables in straight line code; however, there have also been studies for array accesses in loops. Leupers and David [1998] propose a heuristic-based and branch-and-bound algorithm to improve AR usage for array accesses in loop bodies. Cheng and Lin [1998] propose a graph-based address register allocation and data re-ordering algorithm to reduce overhead for loop execution. Chen and Kandemir [2005] attempt to transform arrays and reschedule array accesses to reduce overhead using minimum cost traversals of reference graphs.
Overhead can also be reduced by manipulating the access sequence through instruction scheduling and variable extraction (see Figure 1 ). Rao and Pande [1999] apply algebraic transformations (such as commutativity) on expression trees to produce a least-cost access sequence, and Lim et al. [2001] manipulate the entire instruction schedule. Kandemir et al. [2003] propose an algorithm to change the access sequence after a full or partial memory layout is formed for each basic block. Choi and Kim [2003] propose a unified algorithm to simultaneously find an instruction schedule and a low-overhead offset assignment. After an instruction schedule is found, the access sequence of variables must be extracted. Ottoni et al. [2006] coalesce variables and simultaneously find an SOA memory layout. Similarly, Zhuang et al. [2003] coalesce variables for both SOA and GOA. Although some of the scheduling and coalescing algorithms simultaneously find memory layouts, an additional offset assignment pass may further reduce overhead.
CONCLUSION
The minimum cost circulation technique produces the optimal addressing code for a fixed memory layout and access sequence by allowing variables to be accessed by multiple address registers. This article shows that the memory layout has a significant impact on the address-computation overhead, even when using optimal address-code generation. Furthermore, current offset assignment algorithms produce sublayouts that can span the full range of values in the solution space. In order for current algorithms to generate only low-overhead layouts, a new combinatorial problem, the memory-layout permutation problem, must be solved.
Layouts generated by different ARA algorithms have different distributions of overhead values. Distributions with fewer memory layouts (due to ARA using fewer ARs) consistently produce more low-overhead layouts. Thus, the average overhead of memory layouts produced by Sugino's ARA algorithm is usually the lowest, hence the best. When an ARA algorithm uses more address registers, optimal sublayouts are more easily found. However, locally optimal sublayouts do not necessarily produce globally optimal memory layouts. The naïve OFU algorithm may produce sublayouts that can be combined to form optimal layouts, whereas the branch-and-bound algorithm produces optimal sublayouts that cannot be combined into optimal layouts. Conversely, heuristic-based SOA algorithms have very little impact on either layout quantity or quality. However, the minimal differences between the SOA algorithms may be attributed to the small problem sizes. The SOA algorithms are given problem instances with six variables or less, and the same path cover is usually found regardless of the algorithm. Thus, for GOA problems with 12 or fewer variables, an ARA algorithm that generates fewer sublayouts combined with any SOA algorithm has the greatest chance of producing sublayouts that combine to form memory layouts with low or minimum overhead.
This article shows that regardless of the ARA and SOA algorithms used, placing the resulting sublayouts contiguously in memory is a necessary optimization problem that must be solved in order to minimize address-computation overhead in a basic block. We call this new problem the memory-layout permutation (MLP) problem. The order of sublayouts in memory has a significant impact on overhead, especially when the number of sublayouts is high. Additionally, as more variables are assigned to individual sublayouts, the MLP problem is reduced to the GOA problem itself. Thus, if we can find an algorithm to address the MLP problem, the algorithm can be used to solve GOA.
Our study suggests two new directions for improving GOA solutions. One direction is to propose a solution to the MLP problem. An alternative direction is to replace the individual solutions of the ARA, SOA, and MLP problems with a combined method that generates memory layouts that minimizes overhead, as computed by the minimum-cost circulation technique.
