Abstract-This paper proposes a method to transform acoustic models that have been trained with a certain group of speakers for use on different speech in hidden Markov model based (HMM-based) automatic speech recognition. Features are transformed on the basis of assumptions regarding the difference in vocal tract length between the groups of speakers. First, the vocal tract length (VTL) of these groups has been estimated based on the average third formant F F F 3 . Second, the linear acoustic theory of speech production has been applied to warp the spectral characteristics of the existing models so as to match the incoming speech. The mapping is composed of subsequent nonlinear submappings. By locally linearizing it and comparing results in the output, a linear approximation for the exact mapping was obtained which is accurate as long as warping is reasonably small. The feature vector, which is computed from a speech frame, consists of the mel scale cepstral coefficients (MFCC) along with delta and delta 2 -cepstra as well as delta and delta 2 energy. The method has been tested for TI digits data base, containing adult and children speech, consisting of isolated digits and digit strings of different length. The word error rate when trained on adults and tested on children with transformed adult models is decreased by more than a factor of two compared to the nontransformed case.
I. INTRODUCTION
T HIS paper proposes new methods to transform automatically acoustic models that have been trained with a certain group of speakers and make possible the efficient use of these models when other speakers with different vocal tract characteristics are tested.
It is known from literature [1] - [3] that the spectral properties of male, female, and child speech differ in a number of ways. One prominent difference is due to the difference between their average vocal tract length (VTL). As a matter of fact, the VTL of females is about 10% shorter compared to the VTL of males. The VTL of children is even shorter (up to 10%) than that of females. According to the linear acoustic theory of speech production, this directly implies that all the formants in male speech undergo a (fixed, VTL-dependent)
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Publisher Item Identifier S 1063-6676(98)07959-0. scaling toward the high end of the spectrum. Consequently, one has to warp the children spectra toward the lower end in order to match it with the adults (male) speech. In this paper, the problem of how to do so is addressed. Another important issue that is also discussed here is related to the estimation of the VTL from a given speech signal. This is used subsequently to determine the frequency warping factor. It is known that the VTL is related to the position of formants and in particular to the position of the third formant ( ). As opposed to the values of and , the value of is less influenced by the vowel under consideration while its detection from the signal itself remains quite reliable. For that reason the estimation of both the VTL and the warping factor are based on the values. The feature vector, which is computed from a speech frame, consists of the mel scale cepstral coefficients (MFCC) (12 cepstra) along with 12 delta-cepstra, 12 delta -cepstra, and deltalog (energy), delta -log (energy), i.e., 38 parameters in total.
MFCC parameters [8] are calculated as given in Fig. 1 . Based on the power spectrum a mel scale spectrum is calculated using a simulated filterbank with triangular filters. The filter centers are linearly spaced below 1 kHz and logarithmically above that. The mel cepstrum is then calculated by taking the logarithm and the inverse cosine transform (IDCT). The mel scale simulated filterbank is the only step that cannot be inverted accurately and an approximative scheme is proposed to do so. A handy matrix representation is used for all linear steps of the parameter calculation algorithm.
First, a nonlinear transformation relating the MFCC of children and adults is derived and it is shown how this can be approximated linearly. Thereafter, the computation of the transformed means and covariances of the hidden Markov models (HMM's) takes place. It is shown that the linear approximation is accurate as long as warping is reasonably small. To evaluate the proposed methodologies, experiments for continuous word speech recognition have been carried out using the digit-strings of the TI-digits data base (available through the Linguistic Data Consortium CD no. LDC93S10). Tests are performed using continuous density HMM's with one model per word (11 states).
II. WARPING TECHNIQUE FOR VOCAL
TRACT LENGTH NORMALIZATION Paper [6] discusses the problems for automatic recognition of child speech. The physiological reasons that change the voice characteristics for males during puberty can be summarized as follows:
• an enlargement of the glottis, which lowers the average pitch; • a change of the vocal tract length (VTL), which influences the average formant frequencies. The difference in average VTL for male, female, and children is an important problem for speech recognition with children compared to speech recognition with adults. The VTL is related to the th average formant with (mean) frequency as [1] VTL (1) where is the velocity of sound. According to (1)
Therefore, normalization of the VTL can be achieved by a frequency warping procedure. According to [6] , MFCC coefficients [8] give better recognition performance with children than LPC's, because of the mel scale frequency warping. However, the mismatch between male, female and children remains because a VTL dependent warping is necessary to obtain VTL-normalized speech parameters. Most papers indicate that the use of frequency warping procedures improves speaker independent speech recognition performance with males and females [4] , [7] . Lee and Rose [7] gives an efficient frequency warping method for the calculation of normalized MFCC's. This paper combines the concept of frequency warping and the use of MFCC's [4] , [7] and translates them into a transformation of the cepstra.
A. Mathematical Warping Representation
A linear frequency warping of a power-spectrum with points can be described with a matrix whose elements are if round otherwise where is the warping factor (scaling factor) and , . If , as in the case of the warping from adults to children, has the following form:
. . . . . .
In return, given the power spectrum , is a linearly warped power spectrum by a factor . In other words the frequency-axis is linearly scaled by .
B. The Warping Factor
The main problem with the frequency warping techniques is to determine the warping factor as a function of the VTL. References [1] and [4] propose to use the (mean) third formant ( ). The formula of (2) is more accurate for higher formants. However, formants higher than are difficult to estimate. As a compromise, the warping factor used here, is defined as the ratio of the average of the speaker class to be recognized to the average of the training class. The following algorithm is proposed for the calculation of the speech parameters.
1) Estimate for all frames. 2) Calculate the median of . 3) Warp the frequency axis based on the ratio of the calculated median to the median of the training data. 4) Calculate the speech parameters based on the warped spectrum. The formant-estimator, which is used here, is described below.
1) Perform a peak-detection on the smoothed LPC spectrum. 2) An estimated value for is reliable if:
a) The frame is a speech frame (speech/silence test) b) Hz ( : first formant, ) c) 1700 Hz 4000 Hz d) ( probability of voicing), where and are the zero and first order autocorrelation coefficients, respectively.
3) The median is calculated based on frames that satisfy the criteria of Step 2. As a matter of fact the proposed estimator is not a formanttracker since only a good guess of is required.
III. MEL CEPSTRUM TRANSFORMATION
In this section, a novel transformation of the mel cepstrum is derived based on the previously presented warping technique.
Equation (3) describes the filterbank used to calculate the mel scale spectrum from the DFT power spectrum. The matrix as defined in (3), shown at the bottom of the next page, is not square and not invertible. The weights are triangular for each output-channel . Above 1 kHz, the channels become wider, i.e.,
, where is the number of channels in the filterbank. The warping method discussed for VTLnormalization should be applied to the linear frequency axis (e.g., power spectrum) and it just represents a scaling of this axis. Note that the exact power spectrum on the linear frequency axis can not be calculated from the mel scale spectrum , because is not invertible. A straightforward remedy to this problem is to use the pseudo-inverse of . However, it was observed that this solution does not preserve the formants due to a smoothing effect. Instead an alternative approach is proposed to deduce the spectrum on a linear frequency scale that provides a better approximation after warping and filterbank. This algorithm is described below. For • let be the energy of output-channel of the filterbank; • set to the DFT-point which corresponds to the center of channel ;
• set the other frequency points of the DFT equal to zero. This algorithm may be represented by the multiplication of with matrix such that . Note that the product provides the power spectrum where warping applies (simple multiplication with ). As a result the complete transformation for the mel-spectrum , can be expressed using the following matrix: :
To deduce the transformation of the mel cepstrum , let be the matrix representing the DCT transform, the mel-spectrum corresponding to is given by , in which denotes a components-wise exponentiation. A simple multiplication of with matrix and the computation of the logarithm and the DCT-transform of the result provides the transformed equivalent in the cepstral domain. This can also be expressed by the following relationship between the initial MFCC parameter set and the transformed MFCC parameter set :
The transformation of the MFCC can be used to adapt the HMM parameters to the new speaker group characteristics. Suppose that models for a speaker class (e.g., adults) with a set of Gaussians with means and covariance are available. The aim is to find the HMM parameters that model speech of another speaker class (e.g., children). In speech recognition applications, both static and dynamic parameters are used, hence and may be decomposed as follows:
(5) (6) where and are defined as:
and the superscripts correspond to the frame-number (timeindex).
A. Theoretical Derivation of the Transformed Model Parameters 1) Transformation of the Static Model Parameters:
The transformation of a single cepstral vector (static mel cepstra) is calculated using (4) . Given the means of the cepstra and the covariance matrix , the means and the covariance matrix of the transformed cepstra is required. This is not a trivial problem because the involved transformation is not linear and therefore Thus, the transformed model cannot be expressed by the following mean vector:
This would only be the case if the transformation was linear.
Later in this section, we will show that because the required warping factors are not large, the exact transformation allows a very good linear approximation that can easily be derived using the Taylor expansion of the exp and log functions.
In the literature [10] , an equivalent problem has already been treated and its solution is presented in Fig. 4 .
2) Transformation of the Dynamic Model Parameters:
The dynamic parameters used for recognition were defined in (7) and (8) . Inspired by [10] the statistics of the dynamic parameters of the models may be computed for the transformed delta-cepstra follows: 
To find the transformed dynamic model parameters, the expectation operator is applied on (11):
The computation of the first term in (12) is found in Fig. 4 and equals . For the second term first the change of variable is used and thereafter computation proceeds as in Fig. 4 . Note that the mean and covariance of are
For the delta cepstra the same concept is used.
The first two terms are the same as in the case of , for the third term the change of variable is proposed and its statistics are given below:
The third term can then be computed using the algorithm in Fig. 4 .
B. Linear Approximation of the Transformation
In practical applications it is often assumed that only the diagonal elements of , , and are nonzero. Since the computation of means and covariances of the transformed parameters based on the algorithm of Fig. 4 makes use of the missing nondiagonal elements their computation may be inaccurate. In order to overcome this problem, a linear approximation to the nonlinear transformation has been derived, and this approximation was shown experimentally to be very accurate. In other words it was discovered that, for reasonably small warping factors, the following holds as a good approximation of the mean of the transformed models.
Furthermore, if is a vector of MFCC-parameters and is the transformed vector, it has already been shown that they are related according to (4) .
In Appendix A, it is shown by a Taylor expansion how the transformation (4) may be approximated by a linear one of the form (20) where . . . and are the elements of transformation matrix . The accuracy of this approximation will be assessed experimentally in the next chapter through speech recognition experiments.
1) Transformation of the Static and Dynamic Model Parameters Based on the Linear Approximation:
When the linear approximation (using Taylor expansion) is applied to the mel cepstrum the statistics of the transformed models are given as follows:
and (21) In Appendix B, it is shown how the delta and delta cepstra can be transformed according to which can be applied directly to the mean values
The covariances are transformed as (22) (23) 
V. EXPERIMENTS ON THE TI-DIGITS DATA BASE
In this section the derived transformations are used for speech recognition with children. The goal is to use models that are trained with adult speech for the recognition of children.
A. Data Base Description
All experiments have been carried out using the TI-digits data base.
The specifications of the data are • sampling frequency 16 kHz (originally recorded at 20 kHz); • isolated digits and digit strings of different length; • 22 isolated digits and 55 strings per speaker; • 55 men, 57 women for training and 56 men, 57 women for testing; • 25 boys, 26 girls for training and 25 boys, 25 girls for testing (7-14 yrs old).
B. Calculation of the Warping Factor
In all transformations discussed in the previous sections the single variable matrix is involved. As a matter of fact, this matrix is fully defined as long as the warping factor is known. The warping factor related to two speaker classes is defined as the ratio of the mean of the classes. Statistics of the values were computed both for the training and the testing data of TI-digits. Fig. 2 shows the cumulative distribution functions for each class. The statistics are made from all the utterances in the data base. The average and corresponding VTL for each class are given in Table I. The   TABLE I  AVERAGE THIRD FORMANTS OF MALES, FEMALES,  AND CHILDREN AND CORRESPONDING VTL VTL results correspond very well to the results given in [9] . This indicates that the mean third formant ( ) is closely related to the VTL. It is therefore clear that speech recognition with children can be improved by normalizing the position of the average . The warping factor to transform adult models to children models is estimated as follows:
(24) with and the average for the children and adults class, respectively. In the next section, this factor 1.2 will prove to be sufficiently small to allow the linear approximation of transformation 4 to work.
C. Experimental Comparison of Nonlinear and Linear Transformation
In this section, the linear approximation of (20) is compared with the original transformation of (4). Fig. 3 shows the mean of both a linear and nonlinear transformed cepstral vectors for the case where . Note that not only the difference of the means is small but also the variance of the differences is small compared with the absolute value of the mean. This demonstrates experimentally that the approximation is rather good.
Moreover, it can be concluded that the transformation of (4) is quite linear for small warping factors, and it can be replaced by its linear equivalent.
D. Recognition Experiments
All tests were performed on continuous word recognition using continuous density HMM's with one model per word (11 states). The training data of the adults (males and females) is used for training the HMM's. The generated models are represented by their and . In general only the diagonal elements of are known and have nonzero values. This is based on the assumption that all features are uncorrelated. However, this assumption leads to problems when the transformed models are used. To confirm the above assumptions the children training data of TI-digits were used to train models ( and ) and the variances of were compared with the variances of the adult models . It was found that the diagonal elements of and are very similar. For that reason in the rest of the experiments only the means are transformed while the variances are not. Besides the experimental confirmation regarding the equality of the variances of adults and children a theoretical proof based on (21) is also proposed. This equation is a similarity transformation which implies that the eigenvalues of and are the same. Since is assumed to be diagonal, its eigenvalues are equal to the diagonal elements, i.e., the variances. Naturally, since the transformed covariance matrix also corresponds to some uncorrelated cepstral parameters, it has to be diagonal too. Therefore its eigenvalues are also equal to the transformed variances. Since the eigenvalues of and are the same (similarity transformation) the variances of the transformed and the nontransformed parameters are also the same.
1) Notations and Results:
Recognition-tests were carried out for the children test-set using models with the following five different sets of statistics: 1) models trained with the children training set , ; 2) models trained with the adults training set , ; 3) linear transformations 4) nonlinear transformation 5) exact transformation based on the algorithm in Table I : The word error rate (WER) is defined as WER with , , and the number of substitutions, insertions, and deletions, respectively, and the total number of words in the test utterances. Table II gives the WER for recognition with the children test set of TI-digits as a function of the different sets of parameters. An important improvement of 56% is achieved when the transformed models are used. Note that the results with the linear approximation are the same as with the exact calculations based on the algorithm of Fig. 4 . However, major problems are encountered for the calculation of where the lack of information about the nondiagonal elements in seems to affect its estimation. The same was observed when the transformed covariances instead of were used. In this case, the results were considerably worse because of the assumption that is diagonal. Furthermore, when the pseudo-inverse of matrix was used instead of the proposed matrix , a slight deterioration of WER, 2.3% instead of 1.9%, was observed.
VI. CONCLUSIONS
The feature transformation that is proposed in this paper was shown to be rather efficient in adapting the statistics of a speaker group, for speech recognition purposes. Although nonlinear, this transformation is successfully linearized when warping is reasonably small. This, in turn, allowed better insight into the properties of the transformation, namely with respect to the assumptions related to the diagonal form of the model's covariance matrix. It was shown that models for different classes of speakers have the same variances and only the means need to be transformed. Recognition results showed a clear improvement of more than 50% when the transformed models instead of the original ones were used.
APPENDIX A LINEAR APPROXIMATION OF ADULTS-TO-CHILDREN TRANSFORMATION
The right-hand expression in (25) will be linearly approximated by using the following Taylorexpansions around . Using the linearization of , one obtains (26) with . . .
(as many ones as rows in ) with some additional algebra on (26) the following is derived:
. . .
Next the logarithm is approximated as The derivation of the mean of the transformed (MFCC) cepstra is straightforward, because the transformation that is applied to the cepstra is linear and can just be applied to the means In the case of the delta and delta -cepstra, the transformation is not the same as for the cepstra because of the offset :
Note that only the scaling matrix is important because the translation cancels out. The linear transformation can then be applied to the mean-values:
