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1. Introduction
Let
∑
denote the class of functions of the form:
f (z) = z−1 +
∞−
k=0
akzk, (1.1)
which are analytic in the punctured open unit disk U∗ = {z ∈ C : 0 < |z| < 1}. If f and g are analytic functions in
U = U∗ ∪ {0}, we say that f is subordinate to g , written f (z) ≺ g(z) if there exists a Schwarz function w, which (by
definition) is analytic in U with w(0) = 0 and |w(z)| < 1 for all z ∈ U , such that f (z) = g(w(z)), z ∈ U . Furthermore, if
the function g is univalent in U , then we have the following equivalence, (cf., e.g., [1,2]; see also [3]):
f (z) ≺ g(z)(z ∈ U)⇔ f (0) = g(0) and f (U) ⊂ g(U).
For functions f (z) ∈ ∑ given by (1.1) and g(z) ∈ ∑ given by g(z) = z−1 +∑∞k=0 bkzk, the Hadamard product (or
convolution) of f (z) and g(z) is given by:
(f ∗ g)(z) = z−1 +
∞−
k=0
akbkzk = (g ∗ f )(z).
For 0 ≤ η, γ < 1, we denote by MS(η),MK(η),MC(η, γ ) and MC∗(η, γ ), the subclasses of ∑ consisting of all
meromorphic functions which are, respectively, starlike of order η, convex of order η, close-to-convex functions of order γ
and type η and quasi-convex functions of order γ and type η in U .
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Let S be the class of functions φ which are analytic and univalent in U and for which φ(U) is convex with φ(0) = 1 and
Re{φ(z)} > 0, z ∈ U .
Making use of the principle of subordination between analytic functions, we introduce the subclasses MS(η;φ),
MK(η;φ),MC(η, γ ;φ,ψ) andMC∗(η, γ ;φ,ψ) of the class∑, 0 ≤ η, γ < 1 and φ,ψ ∈ S, which are defined by:
MS(η;φ) =

f ∈
−
: 1
1− η

− zf
′(z)
f (z)
− η

≺ φ(z), in U

;
MK(η;φ) =

f ∈
−
: 1
1− η

−
[
1+ zf
′′(z)
f ′(z)
]
− η

≺ φ(z), in U

;
MC(η, γ ;φ,ψ) =

f ∈
−
: ∃g ∈ MS(η;φ) s.t. 1
1− γ

− zf
′(z)
g(z)
− γ

≺ ψ(z), in U

;
and
MC∗(η, γ ;φ,ψ) =

f ∈
−
: ∃g ∈ MK(η;φ) s.t. 1
1− γ

− (zf
′(z))′
g ′(z)
− γ

≺ ψ(z), in U

.
From these definitions, we can obtain some well-known subclasses of
∑
by special choices of the functions φ and ψ as
well as special choices of η and γ (see [4–6]).
Let α1, A1, . . . , αq, Aq and β1, B1, . . . , βs, Bs(q, s ∈ N = {1, 2, . . .}) be positive real parameters such that
1+
s−
n=1
Bn −
q−
n=1
An ≥ 0.
The Wright generalized hypergeometric function [7] (see also [8])
qΨs[(α1, A1), . . . , (αq, Aq); (β1, B1), . . . , (βs, Bs); z] =q Ψs[(αn, An)1,q; (βn, Bn)1,s; z],
is defined by
qΨs[(αn, An)1,q; (βn, Bn)1,s; z] =
∞−
k=0

q∏
n=1
Γ (αn + kAn)

s∏
n=1
Γ (βn + kBn)
−1
zk
k! (z ∈ U).
If An = 1 (n = 1, . . . , q) and Bn = 1 (n = 1, . . . , s), we have the relationship:
ΩqΨs[(αn, 1)1,q; (βn, 1)1,s; z] =q Fs(α1, . . . , αq;β1, . . . , βs; z),
where qFs(α1, . . . , αq;β1, . . . , βs; z) is the generalized hypergeometric function (see for details [9,10]) and
Ω =

q∏
n=1
Γ (αn)
−1  s∏
n=1
Γ (βn)

. (1.2)
We define a function qΦs[(αn, An)1,q; (βn, Bn)1,s; z] by
qΦs[(αn, An)1,q; (βn, Bn)1,s; z] = Ωz−1qΨs[(αn, An)1,q; (βn, Bn)1,s; z], (1.3)
and consider a linear operator θ [(αn, An)1,q; (βn, Bn)1,s] :∑→∑ defined by the following Hadamard product:
θ [(αn, An)1,q; (βn, Bn)1,s]f (z)=qΦs[(αn, An)1,q; (βn, Bn)1,s; z] ∗ f (z). (1.4)
We observe that, for a function f (z) of the form (1.1), we have
θ [(αn, An)1,q; (βn, Bn)1,s]f (z) = z−1 +
∞−
k=0
Ωσkakzk,
whereΩ is given by (1.2) and σk is defined by
σk = Γ (α1 + (k+ 1)A1) . . .Γ (αq + (k+ 1)Aq)
Γ (β1 + (k+ 1)B1) . . .Γ (βs + (k+ 1)Bs)(k+ 1)! .
Corresponding to a function qΦs[(αn, An)1,q; (βn, Bn)1,s; z] defined by (1.3), we introduce a function Φλ,q,s[(αn, An)1,q;
(βn, Bn)1,s; z] given by
qΦs[(αn, An)1,q; (βn, Bn)1,s; z] ∗ Φλ,q,s[(αn, An)1,q; (βn, Bn)1,s; z] = 1z(1− z)λ (λ > 0). (1.5)
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Analogous to θ [(αn, An)1,q; (βn, Bn)1,s] defined by (1.4), we now define the linear operator θλ[(αn, An)1,q; (βn, Bn)1,s] :∑→∑ as follows:
θλ[(αn, An)1,q; (βn, Bn)1,s]f (z) = Φλ,q,s[(αn, An)1,q; (βn, Bn)1,s; z] ∗ f (z)
= z−1 +
∞−
k=0
Γ (λ+ k+ 1)
s∏
n=1
Γ (βn + (k+ 1)Bn)
q∏
n=1
Γ (αn)
Γ (λ)
q∏
n=1
Γ (αn + (k+ 1)An)
s∏
n=1
Γ (βn)
akzk

λ > 0; z ∈ U∗; f ∈
−
. (1.6)
For convenience, we write
θλ,q,s(α1, A1, B1) = θλ[(α1, A1), . . . , (αq, Aq); (β1, B1), . . . , (βs, Bs)].
It is easily verified from the definitions (1.5) and (1.6) that
A1z(θλ,q,s(α1 + 1, A1, B1)f (z))′ = α1θλ,q,s(α1, A1, B1)f (z)− (α1 + A1)θλ,q,s(α1 + 1, A1, B1)f (z) (A1 > 0) (1.7)
and
z(θλ,q,s(α1, A1, B1)f (z))
′ = λθλ+1,q,s(α1, A1, B1)f (z)− (λ+ 1)θλ,q,s(α1, A1, B1)f (z). (1.8)
Next, by using the operator θλ,q,s(α1, A1, B1), we introduce the following classes of meromorphic functions for φ,ψ ∈
S, λ > 0, 0 ≤ η, γ < 1:
MSλ,q,s(α1, A1, B1; η;φ) :=

f ∈
−
: θλ,q,s(α1, A1, B1)f ∈ MS(η;φ)

;
MKλ,q,s(α1, A1, B1; η;φ) :=

f ∈
−
: θλ,q,s(α1, A1, B1)f ∈ MK(η;φ)

;
MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ) :=

f ∈
−
: θλ,q,s(α1, A1, B1)f ∈ MC(η, γ ;φ,ψ)

;
and
MC∗λ,q,s(α1, A1, B1; η, γ ;φ,ψ) :=

f ∈
−
: θλ,q,s(α1, A1, B1)f ∈ MC∗(η, γ ;φ,ψ)

.
We also note that
f (z) ∈ MKλ,q,s(α1, A1, B1; η;φ)⇔ −zf ′(z) ∈ MSλ,q,s(α1, A1, B1; η;φ); (1.9)
and
f (z) ∈ MC∗λ,q,s(α1, A1, B1; η, γ ;φ,ψ)⇔ −zf
′
(z) ∈ MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ). (1.10)
In particular, we set
MSλ,q,s

α1, A1, B1; η; 1+ Az1+ Bz

= MSλ,q,s(α1, A1, B1; η; A, B) (−1 < B < A ≤ 1)
and
MKλ,q,s

α1, A1, B1; η; 1+ Az1+ Bz

= MKλ,q,s(α1, A1, B1; η; A, B) (−1 < B < A ≤ 1).
In this paper,we investigate several inclusionproperties of the classesMSλ,q,s (α1, A1, B1; η;φ),MKλ,q,s(α1, A1, B1; η;φ),
MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ) and MC∗λ,q,s(α1, A1, B1; η, γ ;φ,ψ) associated with the operator θλ,q,s(α1, A1, B1). Some
applications involving integral operators are also considered.
2. Inclusion properties involving the operator θλ,q,s (α1,A1, B1)
To prove our main results, we need the following lemmas.
Lemma 1 ([11]). Let φ be convex univalent in U with φ(0) = 1 and Re{κφ(z) + ν} > 0 (κ, ν ∈ C). If p is analytic in U with
p(0) = 1, then
p(z)+ zp
′
(z)
κp(z)+ ν ≺ φ(z) (z ∈ U),
implies
p(z) ≺ φ(z) (z ∈ U).
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Lemma 2 ([2]). Let φ be convex univalent in U and ω be analytic in U with Re{ω(z)} ≥ 0. If p is analytic in U and p(0) = φ(0),
then
p(z)+ ω(z)zp′(z) ≺ φ(z) (z ∈ U),
implies
p(z) ≺ φ(z) (z ∈ U).
Theorem 1. Let φ ∈ S with maxz∈U Re{φ(z)} < min

(λ+ 1− η)/(1− η),

α1
A1
+ 1− η

/(1− η)

(λ,
α1
A1
> 0;
0 ≤ η < 1). Then
MSλ+1,q,s(α1, A1, B1; η;φ) ⊂ MSλ,q,s(α1, A1, B1; η;φ)
⊂ MSλ,q,s(α1 + 1, A1, B1; η;φ).
Proof. To prove the first part of Theorem 1, let f ∈ MSλ+1,q,s(α1, A1, B1; η;φ) and set
p(z) = 1
1− η

− z(θλ,q,s(α1, A1, B1)f (z))
′
θλ,q,s(α1, A1, B1)f (z)
− η

, (2.1)
where p is analytic in U with p(0) = 1. Applying (1.8) in (2.1), we obtain
1
1− η

− z(θλ+1,q,s(α1, A1, B1)f (z))
′
θλ+1,q,s(α1, A1, B1)f (z)
− η

= p(z)+ zp
′
(z)
−(1− η)p(z)+ λ+ 1− η (z ∈ U). (2.2)
Since maxz∈U Re{φ(z)} < (λ+ 1− η)/(1− η), we see that
Re{−(1− η)φ(z)+ λ+ 1− η} > 0 (z ∈ U).
Applying Lemma 1 to (2.2), it follows that p ≺ φ, that is, f ∈ MSλ,q,s(α1, A1, B1; η;φ). Moreover, by using the arguments
similar to those detailed above with (1.7), we can prove the second part of Theorem 1. Therefore we complete the proof of
Theorem 1. 
Theorem 2. Let φ ∈ S with maxz∈U Re{φ(z)} < min

(λ+ 1− η)/(1− η),

α1
A1
+ 1− η

/(1− η)

(λ,
α1
A1
> 0;
0 ≤ η < 1). Then
MKλ+1,q,s(α1, A1, B1; η;φ) ⊂ MKλ,q,s(α1, A1, B1; η;φ)
⊂ MKλ,q,s(α1 + 1, A1, B1; η;φ).
Proof. Applying (1.9) and Theorem 1, we observe that
f (z) ∈ MKλ+1,q,s(α1, A1, B1; η;φ)⇔ −zf ′(z) ∈ MSλ+1,q,s(α1, A1, B1; η;φ)
⇒ −zf ′(z) ∈ MSλ,q,s(α1, A1, B1; η;φ)⇔ f (z) ∈ MKλ,q,s(α1, A1, B1; η;φ)
and
f (z) ∈ MKλ,q,s(α1, A1, B1; η;φ)⇔ −zf ′(z) ∈ MSλ,q,s(α1, A1, B1; η;φ)
⇒ −zf ′(z) ∈ MSλ,q,s(α1 + 1, A1, B1; η;φ)⇔ f (z) ∈ MKλ,q,s(α1 + 1, A1, B1; η;φ),
which evidently proves Theorem 2. 
Taking
φ(z) = 1+ Az
1+ Bz (−1 < B < A ≤ 1; z ∈ U),
in Theorems 1 and 2, we have
Corollary 1. Let (1 + A)/(1 + B) < min

(λ+ 1− η)/(1− η),

α1
A1
+ 1− η

/(1− η)

(λ,
α1
A1
> 0; 0 ≤ η < 1;
− 1 < B < A ≤ 1). Then
MSλ+1,q,s(α1, A1, B1; η; A, B) ⊂ MSλ,q,s(α1, A1, B1; η; A, B)
⊂ MSλ,q,s(α1 + 1, A1, B1; η; A, B),
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and
MKλ+1,q,s(α1, A1, B1; η; A, B) ⊂ MKλ,q,s(α1, A1, B1; η; A, B)
⊂ MKλ,q,s(α1 + 1, A1, B1; η; A, B).
Next, by using Lemma 2, we obtain the following inclusion relation for the class MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ).
Theorem 3. Let φ,ψ ∈ S with maxz∈U Re{φ(z)} < min

(λ+ 1− η)/(1− η),

α1
A1
+ 1− η

/(1− η)

(λ,
α1
A1
> 0;
0 ≤ η, γ < 1). Then
MCλ+1,q,s(α1, A1, B1; η, γ ;φ,ψ) ⊂ MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ)
⊂ MCλ,q,s(α1 + 1, A1, B1; η, γ ;φ,ψ).
Proof. To prove the first inclusion of Theorem 3, let f ∈ MCλ+1,q,s(α1, A1, B1; η, γ ;φ,ψ). Then, from the definition of
MCλ+1,q,s(α1, A1, B1; η, γ ;φ,ψ), there exists a function g ∈ MSλ+1,q,s(α1, A1, B1; η;φ) such that
1
1− γ

− z(θλ+1,q,s(α1, A1, B1)f (z))
′
θλ+1,q,s(α1, A1, B1)g(z)
− γ

≺ ψ(z) (z ∈ U).
Now, let
p(z) = 1
1− γ

− z(θλ,q,s(α1, A1, B1)f (z))
′
θλ,q,s(α1, A1, B1)g(z)
− γ

, (2.3)
where p is analytic in U with p(0) = 1. Using (1.8), we obtain
1
1− γ

− z(θλ+1,q,s(α1, A1, B1)f (z))
′
θλ+1,q,s(α1, A1, B1)g(z)
− γ

= 1
1− γ
 z(θλ,q,s(α1,A1,B1)(−zf
′
(z)))
′
θλ,q,s(α1,A1,B1)g(z)
+ (λ+ 1) θλ,q,s(α1,A1,B1)(−zf
′
(z))
θλ,q,s(α1,A1,B1)g(z)
z(θλ,q,s(α1,A1,B1)g(z))
′
θλ,q,s(α1,A1,B1)g(z)
+ λ+ 1
− γ
 . (2.4)
Since g ∈ MSλ+1,q,s(α1, A1, B1; η;φ) ⊂ MSλ,q,s(α1, A1, B1; η;φ), by Theorem 1, we set
q(z) = 1
1− η

− z(θλ,q,s(α1, A1, B1)g(z))
′
θλ,q,s(α1, A1, B1)g(z)
− η

, (2.5)
where q ≺ φ in U with the assumption for φ ∈ S. Then, by virtue of (2.3)–(2.5), we observe that
1
1− γ

− z(θλ+1,q,s(α1, A1, B1)f (z))
′
θλ+1,q,s(α1, A1, B1)g(z)
− γ

= p(z)+ zp
′
(z)
−(1− η)q(z)+ λ+ 1− η ≺ ψ(z) (z ∈ U). (2.6)
Since λ > 0 and q ≺ φin U with maxz∈U Re{φ(z)} < (λ+ 1− η)/(1− η),
Re{−(1− η)q(z)+ λ+ 1− η} > 0 (z ∈ U).
Hence, by taking
ω(z) = 1−(1− η)q(z)+ λ+ 1− η ,
in (2.6), and applying Lemma 2, we can show that p ≺ ψ in U , so that f ∈ MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ). Moreover, we
have the second inclusion by using arguments similar to those detailed above with (1.7). Therefore we complete the proof
of Theorem 3. 
Theorem 4. Let φ,ψ ∈ S with maxz∈U Re{φ(z)} < min

(λ+ 1− η)/(1− η),

α1
A1
+ 1− η

/(1− η)

(λ,
α1
A1
> 0;
0 ≤ η, γ < 1). Then
MC∗λ+1,q,s(α1, A1, B1; η, γ ;φ,ψ) ⊂ MC∗λ,q,s(α1, A1, B1; η, γ ;φ,ψ)
⊂ MC∗λ,q,s(α1 + 1, A1, B1; η, γ ;φ,ψ).
Proof. Just as we derived Theorem 2 as a consequence of Theorem 1 by using the equivalence (1.9), we can also prove
Theorem 4 by using Theorem 3 in conjunction with the equivalence (1.10). 
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3. Inclusion properties involving the integral operator Fµ
In this section, we consider the integral operator Fµ (see, e.g., [12]) defined by
Fµ(f ) = Fµ(f )(z) = µzµ+1
∫ z
0
tµf (t)dt

f ∈
−
;µ > 0

. (3.1)
From the definition of Fµ defined by (3.1), we observe that
z(θλ,q,s(α1, A1, B1)Fµ(f )(z))
′ = µθλ,q,s(α1, A1, B1)f (z)− (µ+ 1)θλ,q,s(α1, A1, B1)Fµ(f )(z).
We first state Theorem 5, the proof of which is much akin to that of Theorem 1.
Theorem 5. Let φ ∈ S withmaxz∈U Re{φ(z)} < (µ+ 1− η)/(1− η) (µ > 0; 0 ≤ η < 1). If f ∈ MSλ,q,s(α1, A1, B1; η;φ),
then Fµ(f ) ∈ MSλ,q,s(α1, A1, B1; η;φ).
Next, we derive an inclusion property involving Fµ, which is obtained by applying (1.9) and Theorem 1.
Theorem 6. Let φ ∈ S withmaxz∈U Re{φ(z)} < (µ+ 1− η)/(1− η) (µ > 0; 0 ≤ η < 1). If f ∈ MKλ,q,s(α1, A1, B1; η;φ),
then Fµ(f ) ∈ MKλ,q,s(α1, A1, B1; η;φ).
From Theorems 5 and 6, we have
Corollary 2. Let (1 + A)/(1 + B) < (λ + 1 − η)/(1 − η) (µ > 0; 0 ≤ η < 1;−1 < B < A ≤ 1).
Then if f ∈ MSλ,q,s(α1, A1, B1; η; A, B) (or MKλ,q,s(α1, A1, B1; η; A, B)), then Fµ(f ) ∈ MSλ,q,s(α1, A1, B1; η; A, B) (or
MKλ,q,s(α1, A1, B1; η; A, B)).
Finally, we obtain Theorems 7 and 8 by using the same techniques as in the proof of Theorems 3 and 4.
Theorem 7. Let φ,ψ ∈ S with maxz∈U Re{φ(z)} < (µ + 1 − η)/(1 − η) (µ > 0; 0 ≤ η, γ < 1). If f ∈
MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ), then Fµ(f ) ∈ MCλ,q,s(α1, A1, B1; η, γ ;φ,ψ).
Theorem 8. Let φ,ψ ∈ S with maxz∈U Re{φ(z)} < (µ + 1 − η)/(1 − η) (µ > 0; 0 ≤ η, γ < 1). If f ∈
MC∗λ,q,s(α1, A1, B1; η, γ ;φ,ψ), then Fµ(f ) ∈ MC∗λ,q,s(α1, A1, B1; η, γ ;φ,ψ).
Remark 1. (i) If we take An = 1 (n = 1, . . . , q) and Bn = 1 (n = 1, . . . , s) in the above results of this paper, we obtain the
results of Cho and Kim [13].
(ii) If we take A1 = 1, An = 0 (n = 2, . . . , q), Bn = 0 (n = 1, . . . , s) and α1 = m + 1 (m ∈ N0 = N ∪ {0}) in the above
results of this paper, we obtain the results of Yuan et al. [14].
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