Abstract{ In equalization and deconvolution tasks, the correlated nature of the input signal slows the convergence speeds of stochastic gradient adaptive lters. Prewhitening techniques have been proposed to improve convergence performance, but the additional coe cient memory and updates for the prewhitening lter can be prohibitive in some applications. In this correspondence, we present two simple algorithms that employ the equalizer as a prewhitening lter within the gradient updates. These selfwhitening algorithms provide quasi-Newton convergence locally about the optimum coe cient solution for deconvolution and equalization tasks. Multichannel extensions of the techniques are also described.
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The simplest stochastic gradient algorithms for updating the coe cient vector are given by w(k + 1) = w(k) + (k) (e(k))x (k); (2) where e(k) = d(k) ? y(k) is the error signal, y(k) = x T (k)w(k) is the output signal, x(k) = x(k) x(k ? L)] T is the input signal vector, d(k) is the desired response signal, (k) is the step size, and (e) is the derivative of the cost function (e). If (e) = 0:5e 2 , then (2) becomes the least-mean-square (LMS) adaptive lter 1]. If d(k) is not available, Bussgang methods can be employed by replacing (e(k)) with f(y(k)) whose form depends on the statistics of s(k) 2].
While useful, these stochastic gradient algorithms perform poorly when the input signal autocorrelation matrix R xx = Efx (k)x T (k)g has a large eigenvalue spread. In such cases, it is challenging to choose (k) to obtain the desired performance level in a reasonable number of iterations 1, 2]. Several techniques have been suggested to mitigate these di culties. Gauss-Newton methods perform well but are computationally-intensive 4]. Alternatively, quasi-Newton techniques employing additional lters within the adaptation algorithm can be used 6]{ 8]. Figure 1 shows this class of systems, where W(z; k) = P L l=0 w l (k)z ?l , P(z; k) = P N n=0 p n (k)z ?n , and p(k) = p 0 (k) p N (k)] T contains the coe cients of a linear predictor designed such that x f (k) = P N n=0 p n (k)x(k ? n) is approximately decorrelated. Since the statistics of x(k) are unknown or time-varying, however, p(k) must be adapted as well, adding additional complexity to the system. In this correspondence, we propose simple modi cations to the system in Figure 1 that make a separate predictor lter unnecessary. The techniques are related a class of blind source separation techniques 9]. Simply put, our modi ed algorithms replace the predictor p(k) with the adaptive lter w(k) in this system. Since the optimum equalizer lter also decorrelates the input signal, our proposed algorithms iteratively self-whiten the input signal while they converge without needing the coe cient updates and memory for a second predictor lter 6]{ 8]. The complexity of the most e cient version of the system is approximately 50% greater than that of the LMS adaptive lter and is less than half that of competing fast transversal lter schemes 5].
2 Self-Whitening Algorithms By replacing P(z; k) with W(z; k) in Figure 1 , the ltered-error/regressor (FER) algorithm
is obtained, where y(k) = y(k) y(k?L)] T and (e(k)) = (e(k)) (e(k?L))] T , respectively.
If blind adaptation is employed, the blind error signal f(y(m)) is used instead of (e(m)) in (4). Figure 2 depicts this algorithm, where the portion of the system in dashed lines need not be implemented. Replacing P(z; k) by W(z; k) as a prewhitener is justi ed because s(k) in (1) (5) is an LMS adaptive lter whose input and desired response signals are y(k) and d f (k), respectively. For this reason, we compute the step size in (3) as (k) = + jjy(k)jj; (6) where and are positive parameters and q is a positive integer. For q = 2, Equation (5) describes a normalized LMS adaptive lter operating on ltered input and desired response signals.
When (e) = e, the system in Figure 2 becomes a version of the ltered-X LMS algorithm 10] in which the plant and adaptive controller are identical. Using this fact, Figure 3 shows an alternative approximate implementation of this system, termed the ltered-regressor (FR) algorithm:
where
The step size for (7) can be computed using either (6) or
The FR algorithm is the dual of the adjoint LMS algorithm 11] as applied to equalization tasks. A version of (7) for blind equalization tasks was rst presented in 12]. The modi cation is similar to that used in a recently-derived algorithm for multichannel blind source separation 13].
In 15], the algebraic forms of the FER and FR algorithms are compared, and their averaged forms are shown to di er only in the amounts of delay in the coe cient values employed within the updates. Thus, both algorithms have similar average behaviors for small step sizes, as is the case for other algorithms with feedback delays 14]. In situations where a small step size is required for accurate estimation and stability, either algorithm can be chosen. Since the FER algorithm exhibits less coe cient delay within its updates, however, it has somewhat better adaptation performance than the FR algorithm for larger step sizes. Table 1 lists the number of multiply/accumulates (MACs) and memory locations required for the FER, FR, and LMS algorithms, where L+1 is the equalizer length, (e) = e, and (k) is xed. Also shown are the requirements for the prewhitening algorithm in 6] where N is the order of the LMS adaptive predictor lter P(z; k). The proposed algorithms require about 50% more MACs than those for the LMS adaptive equalizer, and they require between 50% and 100% more memory locations. This increase in complexity also brings improved performance, as we shall show.
Analysis Summary
In this section, we summarize the results of several analyses of the behaviors and performances of the FER and FR algorithms. The details of these analyses appear in 15].
Stationary Points of the Algorithms. The stationary points of an algorithm are the set of coe cient vectors w de ned by the relationship Efw(k + 1)g = Efw(k)g = w. The only stationary point of the LMS algorithm is the Wiener solution R ?1 xx p dx , where p dx = Efd(k)x(k)g.
The stationary points of the FER and FR algorithms are the same, but they generally di er from those of the stochastic gradient algorithm in (2) . In noiseless deconvolution and equalization tasks where (1) is valid, however, the di erences between the three algorithms' stationary points are small if the length of the equalizer is adequate to model the channel inverse with little error.
Local Convergence Behavior. A statistical analysis of either the FER or FR algorithm's convergence behavior is challenging due to the coe cient delays that appear within the updates. In 15], a statistical analysis of a similar algorithm whose updates depend on the coe cient values at time k is given, as such an algorithm's behavior is similar to those of (3) and (7) when (k) is small. In stationary system identi cation tasks where
w opt is an optimum coe cient vector, and "(k) is a stationary noise signal that is independent of Step Size Selection. Choosing a step size for the FER and FR algorithms to guarantee their stability is a challenging task due to the coe cient delays within the updates. While (6) does not guarantee stability of the FER or FR algorithms for a xed range of (k), it can provide proper scaling of the updates for particular choices of (e) and q. Moreover, for the FER algorithm with (e) = e and (k) chosen in (6) with q = 2, we obtain a normalized LMS adaptive lter that is stable for all 0 < < 2 and > 0, although convergence to w opt is not necessarily 
We extend the FER and FR algorithms to the multichannel case by exploiting their connection to multichannel active noise control algorithms 10]. De ne g l (k), 1 l J, as
where i (e i (k)) = i (e i (k))
i (e i (k ? L))] T . We compute the IJ 2 ltered regressor signals
Then, the multichannel FER algorithm is given by
where y ijl (k) = y ijl (k) y ijl (k ? L)] T . The multichannel FR algorithm is given by
where u j (k) = u j (k) u j (k ? L)] T and u j (k) for 1 j J is computed as
In analogy with (6), a simpli ed normalized step size can be computed as
As for the behaviors of these algorithms, all of our previous statements regarding the performance, stability, and robustness of the FER and FR algorithms can be extended to the multichannel case with some modi cations 15]. The multichannel LMS, FER, and FR algorithms require approximately 2IJ(L+1), (2J +1)IJ(L+1), and 3IJ(L+1) MACs to implement, respectively. Moreover, the multichannel FER algorithm's memory requirements are of O(IJ 2 L), whereas those of the other two algorithms are of O(IJL). Since both the FER and FR algorithms perform similarly for small (k), the multichannel FR algorithm is preferable when computational resources are at a premium.
Simulations
We now explore the properties of (3) and (7) (6) and (9) for the algorithms, respectively, with = 0:01, = 0:1, and q = 2. As can be seen, the lter coe cients take a more direct path to the optimum solution vector for each of the proposed algorithms. In our second example, we consider an autoregressive system identi cation task in which
where s(k) and "(k) are zero-mean uncorrelated Gaussian signals with variances of 1:0 and 10 ?6 , respectively. Figure 5 shows the total coe cient error powers jjw(k) ? w opt jj 2 2 for four di erent algorithms for L = 3. The step sizes for the NLMS and FER adaptive lters were computed as (k) = 1=( +jjx(k)jj) and (6), where = 0:1 and q = 2 for both algorithms and = 0:035 for the FER algorithm. Here, we have chosen random vectors w(0) such that jjw(0)? w opt jj 2 2 = 1 for each simulation run in our averaged results. As can be seen, the NLMS and FER algorithms converge after about 2000 and 1000 iterations on average, respectively. Also shown is the prewhitening algorithm of 6] in which N = 2 is chosen so that this system's complexity is similar to that of the FER algorithm. The step sizes for the equalizer and adaptive predictor were computed as (k) = 0:13=(0:1+ P L p=0 x 2 f (k ?p)) and P (k) = 0:1=(0:1+ P N p=1 x 2 (k ?p)), respectively, and these choices provided the fastest stable behavior for this system. This algorithm does not perform well because the length of the prediction lter is not adequate to whiten the input signal in this case. Finally, while the FTF algorithm has the best performance in this task, it also is more than twice as complex as the FER algorithm 5].
We now illustrate the behavior of (20) 28) respectively. We process x(k) using a 3-input, 3-output multichannel equalizer with L = 6. For the rst 300 iterations, the equalizer is adapted using the LMS algorithm in (14){ (16) Figure 6 shows the convergence of the total average squared error for the proposed system from ensemble averages of P 3 i=1 (s i (k) ? y i (k + 4)) 2 . Also shown for comparison is the behavior of (14){ (16) with i (e) = e = 1, = 0:1, and q = 2. After its activation at iteration k 0 = 300, the FR algorithm converges much faster than the LMS algorithm. Although these results do not guarantee that the self-whitening algorithms provide superior performances in all cases, they indicate the useful behaviors that these algorithms provide in several situations.
Conclusions
We have described two algorithms for single-and multichannel equalization and deconvolution tasks that self-whiten the input signal(s) within the coe cient updates. These algorithms are prewhitening algorithms that do not require separate predictor lters. Our results have shown that the algorithms exhibit quasi-Newton coe cient adaptation behavior locally about an equalizing or deconvolving solution and that the complexities of the simplest algorithms are only 50% greater than those of the corresponding LMS algorithm and are typically much less than competing GaussNewton schemes. The proposed methods are expected to have many uses for problems in the communications, control, and signal processing areas. Further details regarding the algorithms and their behaviors for both trained and blind adaptation can be found in 15]. Tables   Table 1: Comparison of algorithm complexities. Figure 6 : Evolution of total average squared error for the equalizers adapted using the LMS and FR algorithms in the multichannel example.
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