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I. I~VTR~DUCTION 
Our objective is to study the solutions to the autonomous nonlinear func- 
tional differential equation 
%(4) = d, +a (4 = we)), t > 0, (1.1) 
as a semigroup of nonlinear operators. The notation in (1.1) follows Hale [4], 
i.e., 4 E C = C([-Y, 01; KY), Y > 0, F: C+ [w” (F possibly nonlinear), 
~(4) (t): [-Y, co) + IFP, and for t > 0, ~~(4) is the element of C defined by 
~~(4) (0) = a(+) (t + 0) for each 0 E [-Y, 01. In the case that F is linear, the 
connection of (1.1) to linear operator semigroup theory is extensively deve- 
loped (e.g., Hale [4]). Our efforts will first be to develop basic results analogous 
to the linear case. We shall give particular attention to the existence and 
properties of the infinitesimal generator. We shall then use the semigroup 
setting to treat the numerical approximation of (1 .I) by means of finite 
difference methods. 
2. PRELIMINARIES 
By a strongly continuous semigroup of ( non-linear) operators on a Banach 
space X, we mean a family T(t), t > 0, of everywhere defined (nonlinear) 
operators from X to X satisfying 
T(O) = I; 
qt + s) = T(t) T(s), t, s 3 0; 
T(t) x is continuous as a function from [0, co) to X for each 
fixed x E X. 
(2-l) 
P-2) 
(2.3) 
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The infinitesimalgenerator of T(t), t 3 0, is the (nonlinear) operator A: C -+ C 
given by 
Ax = hs(l/t) (T(t) x - x) (2.4) 
and defined for all x E X for which this limit exists. 
Let C,, = {# E C: 4(O) = 0). Denote by I/ jl the norm of C and C, (supre- 
mum norm) and denote by 1 1 any convenient norm in R”. Define the linear 
operators 
A,,: C,, -+ C,, , A,4 = 4’3 D(A,) = {+ E C,: 4’ E Co}; (2.5) 
A,: C,+ C, 4 = C’, D(A,) = {$ E C,,: 4 E C}. (2.6) 
We state some facts about A,, and A, which we will need. If h > 0, then 
(Z - AA&l is everywhere defined on C, , bounded with norm 1, and is 
given by 
((I - AA,)-l 4) (0) = (@!“/A) lo e-“‘^ gS(s) ds, + E Co , 0 E [-r, 01. (2.7) 
Also, A, is densely defined in C, , A, is th e infinitesimal generator of a strongly 
continuous semigroup of linear operators on Co , and 
lim(Z - AA,)-l+ = 4 
AdO+ 
for all + E Co (2.8) 
(see, e.g., Yosida [S], Chap. IX). Furthermore, if h > 0, (I - AA,)-’ is 
everywhere defined on C, bounded with norm 1, and is given by 
((Z - XAl)-1 4) (0) = (e”l^ jA) Lo e@‘%j(s) ds, + E C, 0 E [-r, 01. (2.9) 
Observe that 
((I - ;\A,)-l 4 = (I - AA,)-’ (4 - +(O)) + (I - @IA) d(O) for all 4 E C. 
(2.10) 
3. THE NONLINEAR SEMIGROUP AND ITS INFINITESIMAL GENERATOR 
We first collect some wellknown facts which we state in the proposition 
below. 
PROPOSITION 3.1. Suppose that F: C-+ IFP, F is everywhere dejked and 
continuous, and for each + E C there is a unique con+auous fun&m x(4) (t): 
[-r, co) -+ W such that (1.1) holds. The family of mappings T(t), t > 0, from 
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C to C given by T(t) 4 = xt(#), t > 0, + E C, is a strongly continuous semi- 
group of (nonlinear) continuous operators on C. Furthermore, if t 3 r, then T(t) 
is locally compact. 
Proof. For a proof of (2.2) and the continuity of the operators T(t), see 
Hale [4, p. 24, Theorem 6.1, also p. 431. The strong continuity (2.3) follows 
from the fact that the solutions x(4) (t) to (1.1) are continuous. The local 
compactness of the operators T(t) when t 3 r is proved in [4, p. 39, Remark 
8.91. 
We next develop some properties of the derivative operator in C restricted 
to a nonlinear domain. We will then show that the infinitesimal generator 
of the nonlinear semigroup in Proposition 3.1 has this form. 
PROPOSITION 3.2. Suppose that F: C-t Rn is everywhere dejined and 
continuous. The nonlinear operator 
A:C-+C, 4 = 4’, D(A) = (4 E C: 4’ E C and+‘-(O) = F(4)) (3.1) 
is densely defined in C. 
Proof. Let # E C and let E > 0 such that F is bounded on Nr = N(#, E) 
by, say, M. Since I/ - #(O) E C,, , (2.8) guarantees that we can choose A, 
sothatifO<h<A,,then 
W - W)) - (1 - 4-’ (4 - N9>ll < 42. (3.2) 
Let N, = N(#(O), c/2). I f  b E N, and 0 < h < A1 , then (2.10) implies 
1, t+b - (eslAb + (I - AA,)-l $)I1 
< /I YQ - 4(O) - (I- h&Y ($ - vW)ll + II @Yb - vW)lI (3.3) 
< E/2 + E/2 = E) 
which implies that eeiAb + (I - AA&l 4 E Nr . Let 0 < h < min{A, , 6/2M} 
and define 
f:Nz+ R” by f (6) = 4(O) + XF(eslAb + (I - x4,)-’ #). (3.4) 
Then f is a continuous mapping of Na into itself and so by the Brouwer fixed 
point theorem [3, p. 4681, there exists b, EN, such that 
b, = 4(O) + /\F(&iAb, + (I - AA,)-l $). 
One verifies that 
(b = e@lAbO + (I - AA&l I/ E D(A) and (I--A)4 =#. 
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Moreover, 
so that 
+ = sL(O) + x@‘Aq$) + (I - w-’ (# - VW)), (3.5) 
II $ - 4 II G II 1cr - W) - (I - wJ-l 04 - wo)ll + x I W)I 
< c/2 + XM < E. 
PROPOSITION 3.3. Suppose that F: C+ W is everywhere defined and 
Lipschitz continuous with Lipschitz constant 01. The following properties of the 
operator A in (3.1) are true: 
For 0 < h < ~/LX, (I - hA)-l exists, has domain all of C, and is 
Lipschitx continuous with Lipschitz constant < 1 /I - ha; 
h&I - AA)-1 c#J = r#J for all + E C. 
(3.6) 
(3.7) 
Proof. To prove (3.6), let 0 < X < l/a and let 4 E C. The mapping 
b + t)(O) + AF(esiAb + (I - &4,)-l #) . IS a strict contraction from [w” to lW 
and thus has a unique fixed point 6, . Moreover, 4 = eejAb,, + (I - AA,)-1 Q 
is the unique solution to the equation 4 - A#’ = # such that 4’-(O) = F(4). 
Thus, 4 solves uniquely (I - AA) 4 = 4 and so + = (I - h&r #. Further, 
using (2.9), we have that for 0 E [-r, 01, z,!~r , #a E C, 
lK(I - w-1 $1) (4 - ((1 - hW42) m 
f eelA / &(O) - #2(O)l + esjAha ll(I - AA)-’ & - (I - AA)-l qh2 11 
+ (1 - eeiA) II 94 - 94 II 
which implies 
To prove (3.7), let 4 E C and observe that for 0 < A < l/a, 
I F((I - X&l $11 < 0~ IlV - XA1-l C - 4 II + I FW (3.9) 
and also 
II c - (I- XW4 II 
= I/ 4 - (4(O) + MW((I - h&l+) + (I - W,-l (4 - W))ll 
< II + - 45(O) - (I- XA,)-l(+ - +(O))lI + A I W - W-14)l . (3.10) 
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Then, (3.9) and (3.10) imply that for 0 < h < l/a, 
II 4 - (1 - u)-14 II 
and so (3.7) follows from (2.8). 
PROPOSITION 3.4. Suppose the hypothesis of Proposition 3.1. The in$nite- 
simal generator of T(t), t 2 0, is the nonlinear operator A in (3.1) and satisjies 
the following properties: 
A is densely defined; (3.1 I) 
T(t) 4 E WI for all t 3 0 ;f + E D(A); (3.12) 
T(t) (C) C D(A) for all t 3 Y. (3.13) 
Proof. Let 4 be in the domain of the infinitesimal generator, and let 
VW = )$-j (T(t)@) - +(Wt = $ (4d) (t + 4 - 44) @‘N/t 
for 0~ [-r, 01. Then, #(e) =4’+(e) if -Y < 0 < 0 and 
do) = “+(C) (0) = W)* 
Since z/ E C, 4’-(O) = F(4) and thus 4 E D(A) and A+ = z,b. Now let 4 E D(A). 
fi;“ov(O) = F(4), 44) ( t IS continuous on [-Y, co). Then, for 6’ E [-r, 01, ) . 
, 
(T(t)e9 - wwt = (lit) %,t k.(4) (4 4 (3.14) 
and the limit as t + O+ in (3.14) exists uniformly in 0 and is 
*w (4 = d’(e) = &J(e). 
Thus, the infinitesimal generator is A and its domain is exactly those 4 E C 
such that x(4) (t) is continuously differentiable on [-Y, co). Proposition 3.2 
establishes (3.11). To prove (3.12), let 4 E D(A), t > 0, and then 
WV’(t) 4) (0) = d/de+) (t + 0) = ff(+) (t + 4 
so that (T(t) 4)’ E C. Further, 
(WW) 4) (0) = ff(+) (4 = %(+)) = WV) $1. 
Finally, to prove (2.4), observe that for t 3 r, 
(We T(t)+) (4 = *(+I (t + 0) = F(xt+cd+N 6 C 
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PROPOSITION 3.5. Suppose the hypothesis of Proposition 3.1, and, in addi- 
tion, suppose that F is Lipschitx continuous with Lipschitz constant 01. For A as in 
(3.1) the following are true: 
T(t) is Lipschitz continuous with Lipschitz constant < cot for all 
t > 0; 
(3.15) 
T(t) is compact for t > r; (3.16) 
AT(t) is everywhere dej%ed and Lipschitz continuous with 
Lipschitz constant < aeat for t > r; 
(3.17) 
lim,,,(l - t/nA)-” 4 = T(t) (b for each 4 E C, t > 0, 
the convergence being uniform on bounded t-intervals. 
(3.18) 
Proof The proof of (3.15) is essentially the same as in the linear case (see, 
e.g., Hale [4, p. 951, and a more general result in the nonlinear case can be 
found in Ladas and Lakshmikantham [5, p. 1891. A proof of (3.16) is given 
in [4, p. 401. One proves (3.17) from (3.13) and (3.15) by the following: for 
tar 
To prove (3.18), let + E D(A), let t > 0, and let l > 0. Since 3i(+) (t) is 
continuous on [-r, co), there exists 6 > 0 such that if -r < u, v  < t and 
1 u - 2, / < 6, then I*(+) (u) - $4) (v)i < E. Thus, if t/n < min{S, l/a}, then 
II T(t)+ - (I- t/n A)-“$ II 
= 11 f  (I - t/n A)-(+i) T(t/n)i 4 - (I - t/n A)-‘+‘+l) T(t/n)i-l 4 1; 
i=l 
< f  (I - ta/n)-(n-i) 11 T(i t/n) + - (I - t/n A)-l T((i - 1) t/n) 4 11 
i=l 
< eat 5 il(I - t/n A) T(i t/n)4 - T((i - 1) t/n)+ /I 
i=l 
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= eta i s”p 1 [(it’e)+e 
i=l e+r,o1 " (i-1)(t/n)+f? 
P*(4) (4 - *(#I (i tin + 0)) ds j 
< et%. 
Therefore, (3.18) holds for all 4 E D(A). To see that (3.18) holds for all 
4 E C, use (3.1 l), (3.6), and (3.15). 
PROPOSITION 3.6. Suppose the hypothesis of Proposition 3.5, and, in 
addition, suppose that F is Frkhet dtyerentiable on C and F’: C + BL(D; !R”) 
is continuous. There exists a dense subset M of C such that if+ E M, then x(4) (t) 
is twice continuously dt@rentiable on [-I, CO). 
Proof. Let 
Af = (4 E C: 4 E D(A), 4” E C, and d”-(O) = F’(4) C’}. 
I f  4 E M, then ti(+) (t) = F(xt($)) and by the chain rule [l, p. 658-J 
g(4) W = F’(xt(4)) %W for t > 0. 
Since 4’-(O) = F(+) and 4”-(O) = F’(4) rj’, we have that x($) (t) is twice 
continuously differentiable on [-r, co). Therefore, we shall show that M 
is dense in C. 
Let 0 < A < l/a and define G,: C -+ W by 
GA($) = F((1 - /\&I$) - F’((I - AA)-l 4) ((I - AA)-’ 4 - #). (3.19) 
By (3.6) GA is continuous and so by Proposition 3.2 there exist dense # E C 
such that I/’ E C and I,V-(0) = GA(#). For such a # set $ = (I - AA)-l # so 
that 4 - A$’ = I/. Observe that 4 E D(A) and 4’ E C and, therefore, 4” E C. 
Further, 4’-(O) = F(4) = F((I - AA)-’ #). Then, 
C”-(O) = (e’-(o) - $‘-(O))/h = (F((I - U-1 I& - #‘-(O))/X 
and from (3.19) 
a/‘-(0) = GA(~) = F((I - AA)-l $) - W(4) 4’ 
imply that 4”-(O) = F’(+) 4’. Therefore, + E M. 
To see that M is dense, let $,, E C and let q5 > 0. By (3.7), there exists 
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0 < h < l/a such that II+,, - (I - AA)-’ +,, /I < E. By the above, there exists 
Z/J E C such that $’ E C, 4’--(O) = GA(#), // 4, - 4 jj < E, and 
#J = (I - u-1 ZJ E M. 
Then, 
II $0 - 4 II < II 40 - (I- XWC” II + IlV - AA)Y $0 - (I- w-1 * II 
< E + (l/l - hoi) E, 
and the denseness of M follows. 
4. APPLICATIONS TO APPROXIMATION BY FINITE DIFFERENCES 
For many problems, numerical approximation by finite difference methods 
has a natural setting in the theory of semigroups of operators. We shall try 
to illustrate this for (1.1) in the propositions below. For an extensive treatment 
of the numerical approximation of functional differential equations by a 
variety of methods, one should see Cryer and Tavernini [2] and their biblio- 
graphy. For a difference method approach, one should see Thompson [6]. 
PROPOSITION 4.1. Suppose the hypothesis of Proposition 3.1, and, in 
addition, suppose that F is Lipschitz continuous with Lipschitz constant 01. 
Let {F,) be a sequence of everywhere defined Lipschitz continuous 
operators from C to W with Lipschitz constant ,< 01, such that {F,(4)) 
converges to F(4) for all $I E C and {a,} converges to 01. 
Let {m,} be an increasing sequence of positive integers. 
Let C, be the subspace of C consisting of piecewise linear continuous 
functions deJined on the mesh points ih, , i = 0, I,..., m, , where 
h, = --r/m,, and let P, be the projection of C onto C, . 
Let (A,) be a sequence of everywhere defked operators from C, to 
C, de$ned as follows: For each 4 E C,, , 
(4d) (W = (W4 - +Ki - 1) h,))/h, I i = l,..., m, , 
(44) (0) = F,(d)- 
Let {-rn} be a sequence of positive numbers decreasing to 0 such that 
-7,/h% < 1. 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
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Then, for all 4 E C and all t > 0, 
k-2 ll(J + TJ,) rt’TJ P&J - P,T(t)f#l Ij = 0 
and the convergence is uniform in bounded t-intervals. 
Proof. We first show that 
(I + 7,/i,) is Lipschitz continuous from C, to C, with 
Lipschiz constant < 1 + 771~n . 
But this follows from the fact that for 4, 4 E C, , i = I ,..., m, , 
IKZ + T,&) 4 (ih,) - ((I+ ~~4) 4 WA 
= I 4(&J - id&J + (~,/hJ (hW> - W’ - 1) hJ) - W4J 
- Mi - 1) hJ))l 
(4.6) 
(4.7) 
< I 1 + T,/h II WV - $(ih,)l 
+l~,/hO/I~((i-l)h,)--((i-l)h,)l 
IKV + ~A) $4 (0) - ((I + ~Jn) $1 @>I < (1 + ~n%t) II Pd4 - 54 * 
Now let $ E D(A), let t > 0, and let E > 0. Then, $4) (t) is continuous on 
[-r, co) so there exists a positive number 
Also, there exists a positive integer n, such that if n > n, and s E [0, t], 
then / F,(P,T(s) 4) - F( T(s) $)I < 6. And there exists a positive number 6 
such that if -r < u, ZI < t and / u - v  I < 6, then I *(C) (u) - $4) (v)] < F. 
Let n2 be a positive integer such that if n > n, , then -h, < 6. Let 
n 3 max(n, , n,}, and let m = [t/-rJ. We claim that 
II P&V) 4 - T(mTJ) d II < ~4 
But this follows from the facts that 0 < t - mT, < 7, and 
(4.8) 
(V) d) (4 - (T+-,J 4) (4 = jt $4 (s + 0) ds. 
mr, 
Next, we claim that for R = I,..., m, 
II Pn W,) (b - P,W - 1) 7,) C - T,P,A W - 1) ~4 4 II < 7%~. (4.9) 
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This is true because 7, < 6 and for i = 0, l,..., m, , 
l(T(k~,) 4) (W - (T(@ - 1) 7,) $1 (i&J - T,(AT(@ - 1) 7,) 4) (WI 
Next, we claim that for R = 0, I,..., m - 1, 
II PnAT(kT,) c - 4P?/WT7/) 4 II < 6. (4.11) 
This follows from the facts that --h, < 6 for k = l,..., m - 1 and 
i = I,..., m, 
and 
IV VT,) N(O) - MaPnT(~Tn) 4) (O)l 
= I WVT,) 4) - ~n(P?mTn) $11 < 6. 
(4.13) 
Therefore, for n 2 max{n, , n2}, (4.7), (4.8), (4.9), and (4.1 I) yield 
= T,p + 2 (1 +7,&a) - 
Ii 
m k+l P T(~,)k-l+ - (I + T,A,)~-’ PnT(7,Jk $ /I n 
k=l 
(4.14) 
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This implies (4.6) in the case that (b E D(A). It follows that (4.6) holds for an 
arbitrary 4 E C by virtue of (3.11), (3.15), and (4.7). 
Finally, we estimate the rate of convergence of (4.6) with additional 
assumptions on F and for 4 in C such that x(4) (t) is twice continuously 
differentiable on [-Y, CD). We note that Proposition 3.6 guarantees that such 
4 will be dense in C, and we can then use this fact, together with (3.15) and 
(4.7) to estimate the convergence of (4.6) for all 4 E C. 
PROPOSITION 4.2. Suppose the hypothesis of Proposition 4.1 is satisfied, and, 
in addition, F(0) = 0 and F is continuously Frekhet d@rentiable on C. Suppose 
that there exist increasing functions w(t) and v(t) from [0, co) to [0, co) such that 
/ F(4) - F,(P,#)j < -h,w(ii $11) for all n and all # E C; (4.15) 
llFW)ll e d/l 4 I!) for all * E C. (4.10) 
If q5 E C such that x($) is twice continuously d$erentiable on [-r, co) and 
t > 0, then 
li(I + TnAn)[f’~J P,+ - P,T(t)$ II = 0(--h,). (4.17) 
Proof. It suffices to indicate a modification of the proof of Proposition 
4.1. Since 3i($) (t) =4’(t) if t E [-r, 0] and F(x$(+)) if t 3 0, (3.15) and 
F(0) = 0 imply for t > -r, 
I -+I (9 < P(t) = max{ll$’ II , aetD’ II 4 II). (4.18) 
Since 2(d) (t) = C”(t) if t E [-Y, 0] and F’(xt($)) &(+) if t > 0, (3.15), (4.16), 
and (4.18) imply for t > -r, 
I %Q (01 < At) = maxill 4” II , ++ II d II) P(t)>. (4.19) 
Then, for k = I ,..., [t/T& (4.19) implies 
I/ P,W~n) 4 - Wk - 1) T,) c - TnAW - 1) Tn) $)I1 < ~n2?G) (4.20) 
[see (4. IO)] and 
II P,(AW - 1) ~,)4 - L4,P,7V - 1) T,)C II < I hTL I maxMt), 4eto” II 4 II>> 
(4.21) 
[see (4.12) and (4.13)]. Then, from (4.14), we obtain 
$(I + T,A,ff’.‘J pn+ - P,T(t)4 Ii 
r t/s,J 
< T,P(t) + et”n kz (T,%(t) + 7, I hn I maWt>, 4et’ II 4 ll)l) 
< T&t) + e”YtT,r(t) + t I h, I maxb(t), 4etor II 4 II)>) 
and, thus, (4.17) is established since 7, < -h, 
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