Reinforcement learning (RL) is concerned with the identi cation of optimal controls in Markov Decision Processes (MDP) where no explicit model of the transition probabilities is available. Many existing approaches to RL | including \temporal-di erence learning" | employ simulation-based approximations of the value function for this purpose 1], 2]. This proceeding frequently leads to numerical instabilities of the resulting learning algorithm, especially if the function approximators used are parametric such as linear combinations of basis functions or neural networks. In this work, we propose an alternative class of RL algorithms which always produces stable estimates of the value function. In detail, we use \lo-cal averaging" methods to construct an approximate dynamic programming (ADP) algorithm. Nearest-neighbor regression, grid-based approximations, and trees can all be used as the basis of this approximation. We provide a thorough theoretical analysis of this approach and we demonstrate that ADP converges to a unique approximation in continuous-state average-cost MDPs. In addition, we prove that our method is consistent in the sense that an optimal approximate strategy is identi ed asymptotically. With regard to a practical implementation, we suggest a reduction of ADP to standard dynamic programming in an arti cial nite-state MDP and we discuss methods to extend this algorithm to allow for online operation.
I. Introduction
We consider optimal control in Markov Decision Processes (MDPs) with continuous state-spaces and unknown transition probabilities. To approach this problem, one typically estimates the parameters of an explicit transition model from sample trajectories. The feasibility of this approach depends on the complexity of the system and on the amount of available training data. For continuous state-spaces, convergence may be very slow unless prior information is available to restrict the number of model parameters. An interesting alternative is to approximate the value function directly from the data, without explicitly modeling the transition probabilities. Instead, this approach relies on an implicit transition model in the form of simulated data, and it is referred to as \reinforcement learning" in the machine learning literature. The potential bene ts of reinforcement learning are several: First, the value function may be better suited for estimation than the transition kernel. Second, even if the transition probabilities are known, the computational e ort to derive the optimal policy from it via dynamic programming may become prohibitive in continuous state-spaces. An approximation of the value function, on the other hand, can sometimes be estimated much more e ciently from the training data. This approximate value function may then serve to construct an approximation of the optimal strategy.
A standard approach to reinforcement learning is \temporal-di erence learning" 1], 3]. This method has been applied successfully to many discrete state-space problems using an explicit representation of the value function as a lookup-table. However, a lookup-table representation may be unsatisfactory in continuous or very large discrete state-spaces because of its poor ability to \generalize" to previously unseen data. To improve the generalization performance, neural networks have been suggested as approximators of the value function. A serious drawback of this approach is that stability and convergence properties of approximate temporaldi erence methods are available only in special cases and examples are known where temporal-di erence learning fails to converge 4], 5]. To circumvent these shortcomings, a nonparametric approach to reinforcement learning has been recently proposed by Ormoneit and Sen 6] . Speci cally, Ormoneit and Sen suggest the use of kernel smoothers | a form of local averaging | to approximate the value function in nite-horizon and in nite-horizon discounted-cost problems. In this work, we establish stability and convergence results for a general class of reinforcement learning algorithms based on local averaging. Our emphasis is on the application of these methods to average-cost MDPs.
The mathematical analysis of average-cost problems is typically more involved than the analysis of discounted problems, both in the case of known transition probabilities and for reinforcement learning 7], 2]. For known transition probabilities, the optimal policy can be derived from solutions and h to the average cost optimality equation (ACOE), + h (x) = min a fc(x; a) + (? a h )(x)g; (1) under rather weak conditions on the underlying MDP 8] . Here c(x; a) is the one-step cost using action a and ? a is the conditional expectation operator given a. In reinforcement learning, on the other hand, the transition probabilities are unknown so that ? a cannot be evaluated and consequently (1) cannot be employed to determine . In this work, we suggest using instead an approximate expectation operator? m;a that can be estimated from a set of m sample transitions, S, using local averaging.
Special cases of local averaging include methods based on kernel-smoothers, nearest neighbor regression, grid-based approximations, and trees. Replacing ? a with? m;a in (1), we obtain the approximate average cost optimality equation (AACOE):
m +ĥ m (x) = min a fc(x; a) + (? m;aĥm )(x)g:
A straightforward approach to reinforcement learning is thus to compute solutionŝ m andĥ m of (2) using the familiar policy iteration algorithm and to derive an approximate policy,^ m , based on these estimates. Here the convergence of policy iteration or alternative dynamic programming rules is a consequence of the special properties of local averaging. Moreover, due to the \self-approximating property" of the proposed method, this computation can be carried out in a nite-state framework which greatly simpli es the practical implementation. Besides algorithmic considerations, the proposed method raises interesting questions from a statistical perspective. In detail, it seems desirable to characterize the approximation error of the quantities^ m ,ĥ m , and^ m . For this purpose, we interpret the approximate operator? m;a as the true expectation operator in a \perturbed" Markov chain, and we relate di erences in the average-costs to the perturbation ? m;a ? ? a . This argument reduces the approximation of and h essentially to a non-linear regression problem so that we can generalize existing asymptotic theory for local averaging. As a result, we obtain consistency of local averaging under general assumptions.
The remainder of this work is organized as follows: In Section II we state our assumptions and we characterize the average-cost reinforcement learning problem formally. In Section III we introduce the local averaging operator. Sections IV and V describe the main theoretical results of this paper, including theorems establishing the admissibility of the policy iteration algorithm to compute solutions to the AACOE (2) and asymptotic bounds on the approximation error, respectively. In Section VI we discuss practical issues for online operation and in Section VII we present conclusions.
II. Preliminaries and Problem Formulation
Consider an MDP de ned by a sequence of states X t taking values in IR d and a sequence of actions a t taking values in the action space A f1; 2; : : :; Mg. The transition probabilities of the MDP are described by a family of kernels, fP a (x; B)ja 2 Ag, characterizing the (time-homogeneous) conditional probability of the event X t 2 B given X t?1 = x and a t?1 = a. Here B is a set in B(IR d ), the class of Borel sets on the state-space IR d , and the sequences X fX 0 ; : : :; X 1 g and A fa 0 ; : : :; a 1 g are stochastic processes on a probability space ( ; F; P). The collection of -algebras F t (X 1 ; a 1 ; : : :; X t ; a t ) generated by the random variables in X and A form a ltration of F characterizing the way information is gathered over time. Strategies, policies, or controls are understood as xed rules to choose an action at time t based on the information represented by the sets in F t . Even though arbitrary A-valued processes adapted with respect to the -algebras F t can be used to de ne strategies in principle, it su ces to consider stationary Markov strategies that depend on the present state of the system, X t , alone for the purpose of optimal control 9]. For reinforcement learning, it is convenient to de ne the strategy space M as the set of all stationary randomized policies of the form : IR d ! (A), where (A) is the set of all probability distributions over the elements of A. Obviously, M contains all stationary deterministic policies as a subset. We also de ne M % M as the set of all (stationary) %-perturbed strategies, : IR d ! % (A), where (x) 2 % (A) implies that each a 2 A is chosen with a probability of at least % by (x). Note that the application of a xed 2 M transforms the process X into a Markov chain governed by the transition kernel P (x) (x; B). Frequently, we will be interested in the long-run behavior of this chain starting from a given initial condition X 0 = x, and we let P x; denote the \induced" probability measure. Similarly, E x; denotes the conditional expectation operator associated with P x; , and P x;a and E x;a denote the corresponding measure and expectation under a trivial strategy that always applies action a, respectively. Finally, each state-action pair has associated with it a cost, c(x; a), representing an immediate penalty for visiting x and applying a.
By analogy to the transition kernel, we de ne an induced cost function according to c (x) P M a=1 c(x; a) (x; a) for all 2 M. While in practice costs frequently depend also on the successor state X t+1 , this additional dependency is usually suppressed in dynamic programming by considering expected costs. Note, however, that this de nition is strictly speaking inappropriate in reinforcement learning because the conditional expectation is unknown in this case. Regardless, we ignore possible dependencies of c on X t+1 for simplicity in this work and refer the interested reader to an alternative problem formulation in 6].
A. Assumptions
We impose the following assumptions to guarantee su cient regularity of the MDP to allow for learning: For details on the implications of these assumptions, see 10].
The following assumption ensures that long-run average costs and unique invariant distributions are well-de ned under arbitrary policies:
A.4: There exists a probability measure on IR d , ' > 0, and an integer q 1 such that P x; (X q 2 ) ' ( ) (3) for all x 2 IR d .
In detail, Assumption A.4 is easily enough to guarantee the existence of small sets, S 2 B(IR d ), that are accessible in the sense that the expected hitting time sup 2M E x; S ] is nite for all x 2 IR d , where S inf ft 2 f1; 2; : : :; 1gjX t 2 Sg. As usual we turn a designated small set S into an \arti cial atom", $, by using Nummelin splitting 11]. This splitting construction provides the necessary regen-erative structure of the Markov chain and will be used repeatedly throughout this work (see also Section II-C). It follows that any chain that is induced by an arbitrary policy 2 M is automatically c -regular in the sense that its long-run average costs are nite 10]. Furthermore, the induced chain is positive Harris and possesses a unique invariant measure, . Additional assumptions regarding details of the learning algorithm are listed throughout the paper.
B. The Average-Cost Optimality Equation
We focus on MDPs where policies are assessed via their long-run average costs and refer the reader interested in discounted-costs to 6]. The average-cost of a policy is de ned formally according to
The average-cost is de ned uniquely and independently of the starting position x 0 under the assumptions in Section II-A (see, for example 10]). Speci cally, we will be interested in those policies 2 M that minimize the average-cost (4), i.e. in policies that satisfy for all 2 M. A standard approach to determine an optimal policy is to solve the ACOE + h (x) = min a fc(x; a) + (? a h )(x)g:
Here ? a is a \conditional expectation operator", de ned according to (? a h)(x) E x;a h(X 1 )]. Under the assumptions of this paper { if nite solutions and h to Because the transition probabilities Pa(x; ) are time-homogeneous, (?ah)(x) may be thought of alternatively as the conditional expectation of h(Xt) given Xt?1 = x for arbitrary t.
Meyn 8] provides a detailed account of the applicability of the policy iteration algorithm to compute solutions to (1) . Speci cally, he relies on an alternative interpretation of (1) as a special case of Poisson's equation + h = c + ? h (6) where = , and he demonstrates that the sequences and h generated by policy iteration are convergent under the circumstances of Section II-A. Furthermore, the limiting values of these sequences are solutions to the ACOE (1) and hence the algorithm produces an optimal strategy. Here is the average-cost de ned in (4) and h is the so-called relative value function or di erential cost function associated with . Intuitively, h can be interpreted as the relative disadvantage of starting the chain in the state x as opposed to drawing a random initial state from the stationary distribution .
C. Regeneration Structure Both 8] and this paper rely heavily on the existence of regenerative events that can be used to \split" a given Markov chain. Roughly, we de ne a recurring event, R, that decouples the trajectory after its occurrence from the previous history of the chain. This construction is particularly useful to obtain an alternative expression for the relative value function h in (6) . Speci cally, because the di erential cost after the rst hitting time of R, inf ft 2 f1; 2; : : :; 1gjR occursg, is independent of the initial position x, it su ces to consider the history of the chain up to to express h :
Then (7) In reinforcement learning, we compute an approximately optimal strategy,^ , using historical observations. These observations will then serve as a set of training data to construct an approximate conditional expectation operator,? m;a , in Section III. In detail, we assume that the training data set, S, is generated by simulating the MDP for m steps using a xed initial policy, , and a xed initial state, x 0 2 IR d . Here it is important that chooses each action with positive probability to guarantee su cient \exploration" of the state-space. Formally, we let 2 M % for a positive constant % > 0. It will be formally convenient to distinguish the states generated during the simulation, S = fz 0 ; : : :; z m g, from the states of the MDP in a more general context, fX 1 ; : : :; X 1 g. That is, we will assume that fZ 0 ; : : :; Z m g is a new collection of random variables, adapted with respect to the ltration of F de ned above and distributed according to P x 0 ; (X 0 ; : : :; X m ). Then S is a sequence of realizations of these random variables with an intuitive interpretation as a m-step sample trajectory of the MDP. To ease notation, we will not be rigorous below in our distinction between random variables and samples. (8) is simple: In order to estimate the conditional expectation of h(X 1 ) given X 0 = x, it su ces to consider a large number of sample transitions starting from a state z s in the neighborhood of x to some successor state z s+1 . Then the average of the function values at the successors, h(z s+1 ), is a natural estimate of the conditional expectation. The weighting function, k m;a (z s ; x), serves to assess the vicinity of z s to x. That is, h(Z s+1 ) obtains a substantial weight only if z s is close to x. The weighting function is constrained to be positive, decreasing with jjz s ? xjj, and to satisfy P m?1 s=0 k m;a (z s ; x) = 1. These properties ensure proper averaging of the successor values h(z s+1 ) in (8) . Also, because ? depends on , we only use those states Z s for averaging that were generated using the proper action; that is, k m;a (z s ; x) = 0 if a s 6 = a. Otherwise, we assign a strictly positive weight to z s . Next, we discuss various possibilities to de ne k m;a (z s ; x) in practice. For further reference on these weighting kernels, see 20].
Grid-Based Methods
An intuitive way to approximate an MDP is to partition the state-space IR d into a collection of mutually exclusive subsets. These sets may be simple rectangles as in the case of a regular grid, or they may be polytopes resulting from a Voronoi tessellation based on more complicated lattice rules, for instance 21] 
That is, we assign uniform weights to the observations within the neighborhood of x, and we also assign some small weight to the remaining observations satisfying a s = a. The \perturbation constant" # in (9) satis es 0 < # < 1.
Averaging Using Trees
Another possibility to partition the state-space is by recursive splitting. For example, k-d-trees partition the state-space into rectangles that correspond to the \leaves" of the tree. This partition is typically chosen such that each rectangle contains an approximately equal numbers of observations and hence the neighboring regions are adaptive with respect to the local data design in this case. More formally, a k-d-tree implies a partition function U by analogy to the grid-based approach, yet U is dependent on the training data set S. Based on this random function, the weighting function can be de ned formally as in (9).
Below we assume that a separate tree is available for each action, a 2 A, and that the leaves of these trees contain exactly l samples for simplicity. The main advantages of tree-based averaging are computational speed, interpretability, and the capability to deal with relatively high-dimensional data 23].
Nearest Neighbor Weights
While approaches 1 and 2 are computationally very e cient, they can sometimes be suboptimal because the weights implied by (9) are based on a \hard" decision boundary between the neighborhood U(x) and its complement. A natural idea is to determine weights as a more gradually decaying function of the distance jjz s ? xjj, corresponding to \soft" neighborhood boundaries. Formally, we let (z (0) ; : : :; z (ma) ) denote a permutation of the elements in S a , ordered according to increasing values of jjz s ? xjj, and we assign xed weights to these samples according to their position in the ordered sequence:
(1 ? #) l;j if a s = a; s = (j); j l #=(m (x) ? l) if a s = a; s = (j); j > l; 0 if a s 6 = a: (10) Here l;j is a decreasing sequence of scalars satisfying =l > l;j =l > 0 and P l?1 j=0 l;j = 1. For example, l;j can be de ned as a function of j using a uniform, a triangular, a quadratic, or a Gaussian kernel (for details, see 15]). Intuitively, the l nearest neighbors are weighted according to their distance from x by (10), while the remaining observations again obtain a small uniform weight. We assume for simplicity that m a > l for this approach, i.e. at least l observations must be available in each of the sets S a (see also Proof of Theorem 1).
Note that the list of averaging approaches 1 to 3 is intended as a set of illustrative examples rather than an exhaustive enumeration of viable approaches. Speci cally, below we aim at presenting our theoretical results in a general framework that covers 1 through 3 as special cases. Alternative averaging methods of practical interest that could be described in this formal framework include weighting using a Gaussian \mother kernel" 6], locally weighted regression, discrete kernel-based averaging across multiple cells of a partition, as well as combinations of the ideas above. With regard to our theoretical analysis, the main di erence between these various approaches is the choice of the neighborhood used for averaging. In particular, the neighboring region U m;a (x) can be de ned explicitly as in 1 or 2 or implicitly as in 3.
(We give details of the implicit de nition in the proof of Theorem 2.) Also, U m;a (x) can be either a xed subset of the state-space as in 1 or it can be data-dependent as in 2 or 3, which makes a considerable di erence in our mathematical treatment. We denote these distinct approaches as xed neighborhood and adaptive neighborhood methods, respectively. For notational convenience, we will also introduce a formal representation of the samples in the neighborhood U m;a (x) using the symbol N m;a (x) fz s 2 S a jz s 2 U m;a (x)g. That is, N m;a (x) is the subset of samples in S a that are the nearest neighbors of x. For the nearest neighbor approach, we adopt the convention N m;a (x) = fz s 2 S a : jjz s ? xjj jjz (l) ? xjjg, and we de ne U m;a (x) via the relationship U m;a (x) fy 2 IR d j9z s 2 N m;a (x) : jjy ? xjj jjz s ? xjjg. Here the subscripts make explicit the possible dependency of the neighborhood on the sample size and on the chosen action. To prove the consistency of the averaging approaches 1 to 3, it is important that the size of U m;a (x) (and hence also of N m;a (x)) shrinks to zero with increasing sample size at a rate that warrants a suitable bias-variance tradeo . Depending on the chosen method, this condition must be expressed as an 
for all x 2 IR d ; a 2 A.
Conditions similar to (11) through (14) are standard in the theory of pattern recognition and are easy to satisfy in practice 20]. In addition, the magnitude of the perturbations must decay asymptotically:
A.6: The perturbation constant # approaches zero as m goes to in nity.
Next, we consider the implications of applying approaches 1 to 3 for approximate dynamic programming. We rst investigate the solubility of (2) as a means to compute an approximate strategy^ m in Section IV, and then we derive theoretical properties of this approximation in Section V.
IV. Approximate Dynamic Programming
Above we suggested to substitute the unknown ? a in (1) with one of the the approximate expectation operators? m;a de ned in the previous section. The approximate average cost optimality equation takes the form (2): m +ĥ m (x) = min a fc(x; a) + (? m;aĥm )(x)g: (2) In this section, we derive numerical methods for the solution of (2) . Given a pair of solutions^ m andĥ m , it is then straightforward to de ne an approximately optimal strategy by analogy to (5): m (x; a) 11(a = a 0 ) for some a 0 2 arg min a n c(x; a) + (? m;aĥm )(x) o : (15) To derive an algorithm for the solution of (2) we reinterpret the approximate conditional expectation operator? m;a as the true conditional expectation operator in a new, arti cial Markov chain in Section IV-A and we introduce an additional condition for the solubility of this arti cial MDP in Section IV-B. In Section IV-C, we suggest an implementation of kernel-based reinforcement learning using nite-state dynamic programming.
A. An \Arti cial" MDP Above we de ned the weighting function k m;a (z s ; x) so as to satisfy the conditions k m;a (z s ; x) 0 and P m?1 s=0 k m;a (z s ; x) = 1. Hence we can think of these weights as conditional probabilities and we can de ne an arti cial transition kernel according to:
Let E m; be the expectation operator associated with K m; (x; A), so that (? m; h)(x) = E m; h(X 1 )jX 0 = x]. Then we can interpret the AACOE (2) as the true ACOE of the arti cial MDP implied by (16) and we can apply dynamic programming for its solution. Note that this is a major simpli cation of the estimation problem because it allows us to treat equation (2) in the familiar MDP framework. Speci cally, the ability to analyze approximate dynamic programming using an arti cial MDP is one of the main reasons for using local averaging to approximate the conditional expectation operator in the rst place: For most alternative approaches { including linear or non-linear least-squares regression, locally weighted regression, smoothing splines, wavelets, etc. { a probabilistic interpretation of (16) is generally not applicable and, therefore, some of these methods fail to converge. y In a sense, local averaging has therefore a special status in the class of nonlinear regression methods that makes it particularly useful for reinforcement learning.
Given our new interpretation of? m;a as the conditional expectation under K m; (x; A), it will be convenient to de ne average-costs and relative value functions of the articial MDP by analogy to (4) and (7) 
In particular, an approximately optimal strategy^ m achieves the minimum of m; over all , and the magnitudes^ m andĥ m in (2) are the optimal average-cost and the optimal relative value function associated with^ m . Hence it is straightforward to compute^ m andĥ m by applying standard algorithms such as policy iteration or value iteration to the arti cial MDP. For (17) and (18) to be well-de ned, however, we must rst show that the arti cial kernel K m; (x; A) inherits some regularity conditions from the original transition kernel P (x; A). Next, we introduce an additional condition that will be needed for this purpose.
y The majority of the mentioned approximations can be interpreted as a special case of local averaging using the notion of \equivalent kernels " 19] . However, the equivalent kernel typically violates the positivity and normalization constraints on km;a (zs; x).
B. \Trembling Hand Policies"
In this section, we consider the stability of the arti cial MDP implied by the transition kernel (16) . Essentially we would like to recover the same regeneration structure that was established for the original MDP in Section II-C. In particular, we would like to use the same stopping time, , in the de nitions of h and h m; in (7) and (18) . This important connection between the original and the arti cial MDP is su cient to guarantee the convergence of policy and value iteration for the arti cial MDP 8] .
As in Section II-A, focus is on the existence of a suitable minorizing measure for Nummelin spitting. A fundamental requirement is that certain sets S need to be uniformly \accessible", de ning the support of . We deal rst with the issue of accessibility with respect to the arti cial kernel K m; (x; A) de ned in (16) . Note that only the sets S 2 B(IR d ) with z s+1 2 S for some s can potentially be accessible. Not all of these sets need to be accessible, however, for (a; x) may well be zero for deterministic policies. In the extreme situation where (a; z s+1 ) = 11(a s = a) transitions occur only within the subsets S a for a = 1; : : :; M so that no single point can be reached with positive probability in any number of transitions from points outside its own subset. A simple way to prevent such inaccessible cases is to require that (a; x) % for some positive constant %. This assumption is fairly standard in the reinforcement learning community where it is usually quoted in the context of the \exploitation-exploration dilemma" 24], 25]. A game-theoretic interpretation is that of a player with a \trembling hand" that causes him to commit errors sporadically. Another interpretation is that the trembling protects the player against superior strategies of his opponents via randomization. Mathematically, trembling hand policies simply correspond to elements of the perturbed action space M % de ned in Section II. That is, we approximate the optimal policy, 2 M, by using the policy within M % M that is optimal with respect to the arti cial MDP, m . This proceeding introduces an additional approximation error which needs to decay asymptotically to achieve consistency. A necessary condition is that the magnitude of the perturbation itself vanishes at an appropriate rate with growing sample size: 
K (B) has the property that K m; (x; B) %# K (B) for all x 2 S, B 2 B(IR d ), and 2 M % . Hence it can be used for the regenerative decomposition of Section II-C.
As described above, we interpret as the corresponding renewal time.
C. \Self-Approximating Property"
We saw above that the arti cial MDP de ned in Section IV-A reduces the solution of the AACOE (2) to the solution of an ordinary dynamic programming problem in the new MDP. Computationally, a severe problem for dynamic programming in both the original and the arti cial chain is the representation of the continuous value function: It must be approximated in order to implement this algorithm on a computer system which signi cantly complicates the analysis of dynamic programming 21]. In kernel-based reinforcement learning, the AACOE is itself an approximation. However, the AACOE can can be solved exactly using the so-called \self-approximating property" of local averaging that will be described next. The relevance of this concept for approximate dynamic programming has been emphasized by Rust 26] , 27].
To illustrate the concept of self-approximation, note rst that the only information needed to apply the approximate expectation operator? m; de ned in (8) The reader may wish to verify that the magnitudes determined in this manner constitute solutions to (2) . The advantage of this two-step procedure is that equation (20) can be thought of alternatively as the AACOE of yet another arti cial MDP with a nite state-space consisting of the elements of S. To make this precise, we identify the samples in S with the elements of the setX f1; : : :; mg, and we de ne 
for i = 1; : : :; m. The correspondence between (22) and (20) is extremely helpful to determine^ m and h m in practice, because it reduces the solution of (20) to a dynamic programming problem in a unichain nite-state MDP. This dynamic programming problem can then be attacked using standard algorithms such as policy iteration, value iteration, or linear programming (for example, see 7], 9], 3]). Speci cally, it can be shown that all of these algorithms converge to the optimal solution if the MDP is unichain as in the case of (22) . Because algorithmic details are widely known we will not repeat them here but assume that an e cient algorithm for the solution of (22) In Section IV we outlined an iterative algorithm for the solution of the AACOE (8) and for the determination of an approximate optimal strategy^ m . A crucial issue is the asymptotic behavior of this approximation. As a minimum statistical requirement, we demand that^ m should converge to the true optimal policy, , in an appropriate sense as the sample size m grows to in nity. In other words, the algorithm should produce a consistent estimate of .
The derivation of this consistency result is complicated by the fact that we consider average-cost problems in this work. Convergence results for discounted-cost problems can be derived relatively easily using the contraction property of the approximate Bellman operator, as demonstrated by Ormoneit and Sen in 6]. For average-cost problems, a promising link between the approximate and the true MDP is that both can be decomposed using a common small set S as shown in Section IV-B. Below we use this decomposition to prove consistency in several steps: First, we demonstrate in Proposition 1 that | given any xed strategy | the approximation error of m; with respect to the true cost, , can be related to the approximation error of the approximate expectation operator? m; with respect to ? . Second, we use the result of the rst step to demonstrate also that m; converges to under suitable conditions in Proposition 2 and Theorem 1. Here it is crucial that the convergence occurs uniformly for all strategies. Finally, we argue that, becausê m and constitute the minima of m; and with respect to , this convergence property also carries over to the approximate optimal costs in Theorem 2.
In the rst two steps of the proof, we establish conditions under which the approximation error | measured in terms of E x 0 ; j m; ? j | converges to zero uniformly for all strategies. We denote an approximation method satisfying this condition as a uniformly consistent method. As a minimum prerequisite to obtain uniform consistency, it seems intuitively clear that the approximate expectation operator? m; should converge to the true ? , for? m; is an essential building block for the construction of m; . More formally, our goal is to relate the approximation error E x 0 ; j m; ? j to the approximation error of a single application of the approximate expectation operator? m; . This task can be reinterpreted as a perturbation problem: How do small perturbations in the transition kernel a ect the average cost of the chain? Perturbations have been studied in the control literature with some focus on denumerable state-spaces (e.g. 28]). Because we are concerned with continuous state-spaces in this work, we rst derive a proposition adapting these results to our current framework: Assumption A.8 precludes from our investigation cases in which a substantial contribution to the average cost m; \escapes to in nity" with growing sample size for some sequence of strategies. Under this additional assumption we obtain the key result of this section: The Assumptions (27) and (28) The local averaging approaches 1 through 3 are uniformly consistent. Hence, by gathering su cient information from the trajectory of the MDP generated by a single policy, , it is possible to infer the value of any other policy arbitrarily well using local averaging. We have proven that local averaging is suitable to approximate the average-costs of a wide class of MDPs for any xed strategy . From here it is a relatively easy step to demonstrate also that local averaging can be used in combination with approximate dynamic programming in order to approximate the optimal strategy, . In detail, because the approximation error of m; can be made arbitrarily small for all 2 M % according to Proposition 2, it must be small speci cally for the choices^ m and . We use this fact to prove our next theorem: In other words, the approximate optimal strategy^ m performs as well as asymptotically and we can predict the optimal costs, , using the estimate^ m . In principle, we can thus solve any average-cost MDP satisfying our assumptions using the approximate dynamic programming algorithm of Section IV. From a practical standpoint, Theorem 2 asserts that the performance of approximate dynamic programming can be improved arbitrarily by increasing the amount of training data. On the other hand, a drawback of using large datasets is that also the computation time needed to determine^ m increases. In the next section we discuss this com-plexity issue and we also hint at the design of algorithms that can be executed in an online fashion.
VI. Computational Complexity and Approximations
In Section V we demonstrated that kernel-based reinforcement learning can be used in principle to approximate the optimal control in an MDP arbitrarily well by using a su ciently large amount of training data. In this section, we investigate the computational e ort of this approximation in terms of computer memory and computation time. We nd that there is a tradeo between statistical accuracy and computational e ciency that can make the use of very large data sets infeasible in practice unless approximations are used. A particularly important case is that of "online" operation where the computations for each new observation must be carried out in constant time.
First, we consider the time-complexity of kernel-based reinforcement learning. If value or policy iteration is used to solve the discrete AACOE (22) in Section IV-C, for example, the complexity is dominated by the matrix multiplication m;a h m . This multiplication costs Mm 2 operations, since m;a is of size m m and m;a h m must be evaluated for a = 1; : : :; M. If we assume that a constant number of value iteration steps must be carried out to nd a solution to (20) , the overall complexity is hence still O(Mm 2 ). Second, the storage requirements of kernel-based reinforcement learning are of the complexity O(m) due to the self-approximating property. Note that, even though these bounds are polynomial, they may still be problematic for large data sets. Hence it may be necessary to compute an approximate solution at the cost of sacri cing the consistency property of Section V. More speci cally, we frequently want to carry out reinforcement learning \online" in the sense that the training sample and the control strategy are updated continuously over time as new data arrive. Each time step must be of complexity O(1) for this purpose to prevent a slowdown of the computation. Thus a time-complexity of O(Mm 2 ) is as bad as a complexity of O(m), for example, from the perspective of online learning.
Parametric approximation methods, on the other hand, achieve a constant timecomplexity simply by bounding the number of parameters, e. g. in a linear model. Similar strategies are clearly also feasible for non-parametric methods. We consider two alternative approximations:
Discarding of \Old" Observations One possibility to save computation is simply to discard observations based on one of various criteria. For example, we may eliminate the oldest observations from the data set or we may delete those observations that are least in uential to the value function estimate in an appropriate sense. In either case, the quality of the controller may vary considerably over time.
Summarizing Observations Using \Su cient Statistics"
A more sophisticated alternative is to replace groups of \similar" observations using su cient statistics rather than to eliminate them completely. z For example, we might replace a group of transitions with similar starting positions and similar endpoints using a new, \arti cial" transition. Here each arti cial transition should be weighted so as to re ect the number of contributing observations. The e ect of these approximations is very similar to that of a parametric model. Just as a parametric model has a xed number of parameters and can hence only approximate a limited class of functions, we consider only a xed number of (possibly arti cial) data points in the approaches above. However, in contrast to most parametric models, the convergence property of the approximate dynamic programming algorithm remains unchanged by this simpli cation.
VII. Conclusions
We presented a new learning algorithm to approximate the value function and the optimal policies of an continuous-state average-cost Markov Decision Processes using simulation. This approximation uses nite-state dynamic programming, where we replace the conditional expectation operator in the average-cost optimality equation with an approximate operator. The approximate operator is based on one of various forms of local averaging such as grids, nearest-neighbor regression, and trees. In Section V, we proved the consistency of this approach by relating reinforcement learning to nonlinear regression. In principle, the average-cost of the approximate strategy is hence arbitrarily close to the average-cost of the optimal control for a su ciently large sample.
Practically, the performance of our approximation | and of any other method | is dictated by the amount of available computational resources. For example, in Section VI we sketched an online version of kernel-based reinforcement learning that eliminates old observations and replaces them with su cient statistics. Here the amount of training data needed depends crucially on the dimensionality of the state-space, d. In particular, any method for approximating the value function of an MDP from data is subject to the so-called \curse-of-dimensionality", i.e. the fact that the amount of training data and computational resources to achieve comparable accuracy increases exponentially with d. Otherwise, an approximation method that \breaks" the curse-of-dimensionality could be used alternatively as a nonlinear regression method with the same property by constructing a trivial one-step MDP. This is clearly inconsistent with theoretical lower complexity bounds for nonlinear regression derived by Stone 16 ]. x The fact that the curse-of-dimensionality cannot be broken implies that the computational e ort necessary to obtain a statistically satisfactory approximation of the value function must eventually become prohibitive in high dimensions. In many real-world situations this problem is alleviated by prior knowledge which may be used to de ne a low-dimensional approximation of the x In 26], 27] it is shown that the curse-of-dimensionality can indeed be broken under special circumstances if the transition dynamics of the MDP are known. Note that this is di erent from breaking the curse-of-dimensionality in reinforcement learning.
original state-space. For example, Tsitsiklis and Van Roy select special \features" summarizing the dynamics of an MDP 4], and Ormoneit and Hastie describe an approach designed for local averaging where an optimal linear projection of the system state onto a low-dimensional subspace is learned automatically from training data 30]. Nonetheless, the statistical and computational problems of reinforcement learning in high-dimensional spaces remain a serious obstacle in many applications and should be addressed in more detail in future work. Note that the rst term on the right-hand side of (32) is convergent as T goes to in nity due to the niteness of h (x) and the fact that? m; h averages h (x) at nitely many locations (see equation (8)). The second term in (32) also converges using again Poisson's equation and Assumption A.??, provided that E m;x 1=T P T?1 j=0 h (X j )]
converges. But this must be the case, for E m;x restricts the values of X j to the nitely many elements of S. It follows that also (32) converges and hence the arti cial MDP is m -regular and the limiting value of (32) can be expressed in terms of the unique stationary distribution of K m; (x; A) 10]. Equation (23) follows upon observing that in the limit of equation (31) 
Proof of Proposition 2:
We assume that a xed ball B IR d is given in equations (33) and (34) and that kernel-based reinforcement learning approximates the unknown MDP on B. That is, in a slight abuse of notation, we rede ne the approximate average cost m; and the approximate relative value function h m; in terms of the modi ed cost function 11(x 2 B)c (x). Then we consider the decomposition E x 0 ; j m; ? j E x 0 ; j m; ?~ j + j~ ? j: (36) Because of Assumption A.8 it is always possible to choose B so that the second term on the right-hand side of (36) is smaller than a given ". The 
First, we investigate the \bias term" (37). We derived previously that jh (x)j C B so that j(? h )(Z s ) ? (? h )(x)j 2C B . Next, because of the uniform continuity of ? h , we can always guarantee that j(? h )(Z s ) ? (? h )(x)j " within a su ciently small neighborhood of x, say for all jjZ s ? xjj u. Then We used the value > 0 to bound the probability in (25) which appears also as the second term of the rst inequality. Note that is arbitrary and it is di erent from the bound " in (40). Here B x;u is a ball centered at x with radius u as described above. We also used a covering of B in terms of C v spheres of the form B v i ;u=2 with the property that any B x;u ; x 2 B contains some B v i ;u=2 as a subset. D m;
is the set of all sets N m; (x) for some x 2 B. Clearly, #D m; is smaller than the m-th shattering coe cient, v(E; m). The last term in this derivation can be chosen so as to satisfy (40) by choosing = "=(4C B ) and using Assumption (27) . Hence, altogether (37) is bounded by 2".
With respect to the \variance term" (38), because e s; is bounded in absolute value by 2C B , it su ces to demonstrate that for any " > 0 there exists a > 0 such We used Assumption (25) to derive the last inequality. In detail, the indicator term equals zero by (26) for a su ciently large m. In our next step, we apply the law of iterated expectations in order to condition on the samples in S. (28), and we choose = "=4 and = "=(8C B ) in order to satisfy condition (41).
Collecting terms, we nd that E x 0 ; j m; ? j is bounded by 3" for su ciently large m. Because the size of this bound for m is independent of x 0 and the convergence occurs furthermore uniformly which completes the proof. 
For this purpose note that, according to Sections II and IV-B, the random draw of the action a s at time s occurs independently from the previous history using the probability distribution (x s ) 2 M % . Hence each action a 2 A is chosen with a probability of at least % at each time step during the simulation, and the measure (x s ) 2 M % can be \split" as in Section II-C into a random draw from a uniform distribution over A with probability % and from a distribution proportional to (x s )? % with probability 1 ? %. Then the number of draws of action a, m a , in a simulation of length m is larger than the number of draws that results from the uniform draws, m a . On the other hand, we know that m a =m converges to %=M almost surely using the strong law of large numbers because these draws are independent. Hence the probability of the event m a =m < %=M ? converges to zero for arbitrary > 0 which gives (43). This condition ensures that m a grows at least as quickly as m % asymptotically. In the case of an adaptive neighborhood, where l = #N m;a (x) is a xed function of m a , (43) and condition (14) in Assumption A.5 furthermore imply the result (44).
Second, note that, because B is compact and the transition density p a (x; y) is continuous (A.1), p a (x; y) is bounded away from zero by a constant C p and it is bounded above by another constant C p . Thus, the transition kernel satis es the conditions C p (D) Conditioning on E we obtain that sup a2A;x2B P 
We analyze the rst of these two terms by using the large deviation result of Theorem 3 in Appendix I. 
Note that we applied Theorem 3 to the subchain associated with the set S a . Because u is xed and (B x;u=2 ) is uniformly bounded for all x 2 B by (45), the expression (47) converges to zero as m a goes to in nity using (43).
In order to deal with the second term in (46), we treat separately adaptive neighborhood approaches, where l = #N m;a (x) is a xed function of m a , and xed neighborhood approaches, where N m;a (x) contains all samples in the xed region U m;a (x) and is therefore random: For adaptive neighborhoods, condition (44) ensures that E is eventually true for su ciently large m a , so that the second term in (46) equals zero. For xed neighborhoods, we reformulate the second term in (46) using the neighboring region U m;a (x) instead of N m;a (x). As above, we consider the limiting value as m goes to in nity, applying 
We used the fact that (U m;a (x)) < (B x;u=2 ) 4
for large m by (45) and (11) . As above, the expression (48) and hence also (46) converge to zero by (43). We deal with condition (28) by analogy to (27) . In detail, we use a decomposition of the exponential term in (28) based on the scalar w:
e ?C 2 #Nm;a(x) e ?C 2 w 11(#N m;a (x) w) + 11(#N m;a (x) < w):
Using this decomposition, the left-hand side of (28) 
As in the case of condition (27), we choose w = l for adaptive neighborhoods so that P x 0 ; (#N m;a (x) < w) equals zero for su ciently large m using (44). For xed neighborhoods, we choose w = m a (U m;a (x)) ? . Then we obtain by analogy to Using the properties (43) and (45), assumption (12) is su cient to guarantee that (50) holds. Altogether, (25) through (28) hold for approaches 1, 2, and 3 from which we conclude that these approaches are consistent by Proposition 2.
V. Proof of Theorem 2 An important aspect of this proof is that the perturbation constant % is decreasing in Theorem 2 according to Assumption A.7; in contrast, % was xed in the proofs above.
First, consider the case where^ m < . Because convergence is uniform for all 2 M % in Theorem 1, the result of the theorem holds speci cally for the choice =^ m . That is, we have E x 0 ; j^ m ? ^ m j < " for an arbitrary " > 0 and for all su ciently large m. On the other hand, because attains the minimum costs, we have ^ m and consequently j^ m ? j j^ m ? ^ m j. Because the expectation of the last term is bounded by ", so is E x 0 ; j^ m ? j.
In the case where^ m > , let % denote the \projection" of onto M % , that is, the strategy obtained by setting the minimal probability of each action to % and by renormalizing the remaining probabilities appropriately. Also, let % denote the average-costs associated with % so that^ m ? = (^ m ? % ) + ( % ? ). Using This expression can be made arbitrarily small in absolute value by choosing a correspondingly small %, i.e. by using a su ciently large m. Because^ m ? > 0 and because j % ? j is arbitrarily small, it is without loss of generality to assume also that^ m > % . Next, recall from Section IV that^ m achieves the minimum of m; and thatĥ m achieves the pointwise minimum of h m; within M % . Therefore, we have m; % ^ m and thus j^ m ? % j j m; % ? % j, where the last term can again be bounded using Theorem 1.
