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THE JIANG-SU ALGEBRA IS STRONGLY SELF-ABSORBING
REVISITED
ANDRE´ SCHEMAITAT
Abstract. We give a shorter proof of the fact that the Jiang-Su algebra is
strongly self-absorbing. This is achieved by introducing and studying so-called
unitarily suspended endomorphisms of generalized dimension drop algebras.
Along the way we prove uniqueness and existence results for maps between
dimension drop algebras and UHF-algebras.
1. Introduction
In Elliott’s classification program for nuclear C∗-algebras, a particularly promi-
nent role is played by strongly self-absorbing C∗-algebras (see [Rør02], [Win14]).
A separable and unital C∗-algebra D ≇ C is called strongly self-absorbing if there
exists a ∗-isomorphism D → D⊗D, which is approximately unitarily equivalent to
the first factor embedding idD ⊗ 1D ([TW07]). Strongly self-absorbing C∗-algebras
have approximately inner flip and hence are simple and nuclear ([ER78]). The list of
known strongly self-absorbing C∗-algebras is quite short and consists of the Cuntz-
algebras O2,O∞, UHF-algebras of infinite type, tensor products of UHF-algebras
of infinite type with O∞ and the Jiang-Su algebra Z.
The Jiang-Su algebra Z has been introduced by Jiang and Su in their remarkable
paper [JS99]. For reasons we explain below, it is today one of the most natural and
important objects in the classification theory of C∗-algebras. Inspired by the work
of Connes on the uniqueness of the hyperfinite II1-factor R, Jiang and Su already
observed that Z is strongly self-absorbing ([JS99, Proposition 8.3, Corollary 8.8]).
Before we discuss their proof of this fact in more detail, let us briefly put Z into
more context.
For the classification of C∗-algebras, by what is today known as the Elliott
invariant, Z-stability is of fundamental importance. The Elliott invariant of a
unital C∗-algebra A is given by the six-tupel
(K0(A),K0(A)+, [1A]0,K1(A), T (A), rA).
The map rA is a natural pairing between K-theory and the trace simplex T (A).
Since Z has a unique trace and is KK-equivalent to the complex numbers C, in fact
it has the same Elliott invariant as C, one might think of Z as an infinite dimensional
version of the complex numbers. Under a natural restriction on the K-groups of
a simple C∗-algebra A, the Elliott invariant of A and A⊗ Z are isomorphic. This
suggests that classification is in general only possible up to Z-stability (cf. [Win14,
Definition 2.6]).
Intimately related is the Toms-Winter conjecture (cf. [WZ10, Conjecture 9.3]),
which predicts that the following regularity conditions for a (unital) separable,
simple, nuclear and infinite dimensional C∗-algebra A are equivalent:
(i) A has finite nuclear dimension,
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(ii) A is Z-stable (i.e. A ∼= A⊗Z),
(iii) A has strict comparison.
The implication (ii)⇒ (iii) is proven in [Rør04, Corollary 4.6], where the strong self-
absorption of Z is used in an essential way. Just recently, in [CET+19], the nuclear
dimension of a C∗-algebra likeA has been computed to be zero or one in the Z-stable
case and infinite otherwise. Together with a result by Winter ([Win12, Corollary
6.3]) this proves the equivalence between (ii) and (i). By previous results of many
hands and decades of work, one of the most outstanding results in the classification
of C∗-algebras follows: unital, separable, simple, nuclear and Z-stable C∗-algebras
satisfying the UCT are classified by the Elliott invariant ([CET+19, Corollary D]).
In particular unital, separable, simple and nuclear C∗-algebras satisfying the UCT
are classified up to Z-stability. The UCT is Rosenberg and Schochet’s universal co-
efficient theorem ([RS87]), which roughly says that the KK-theory can be computed
in terms of K-theory. A C∗-algebra satisfies the UCT precisely if it is KK-equivalent
to a commutative C∗-algebra.
Getting back to the strong self-absorption of Z, let us discuss the proof of Jiang
and Su. In [JS99, Section 2] the algebra Z is constructed as an inductive limit of
dimension drop algebras Zpn,qn with pn, qn coprime and tending to infinity, where
Zp,q is the C
∗-algebra of continuous functions f : [0, 1] → Mp ⊗ Mq such that
f(0) ∈Mp⊗ 1q and f(1) ∈ 1p⊗Mq. Fundamental to their proof that Z is strongly
self-absorbing is a classification machinery for ∗-homomorphisms between dimension
drop algebras ([JS99, Corollary 5.6, Theorem 6.2]). These results rely on a careful
analysis of maps between K-homology induced by morphisms between dimension
drop algebras.
Although the notion of a strongly self-absorbing C∗-algebra was introduced first
in [TW07], Jiang and Su already proved two abstract properties of Z, showing that
Z is strongly self-absorbing:
(1) Z has approximately inner half flip, i.e. the first and the second factor
embedding of Z into Z ⊗ Z are approximately unitarily equivalent,
(2) there exists a ∗-homomorphism ϕ : Z ⊗ Z → Z such that ϕ ◦ (idZ ⊗ 1Z) is
approximately inner.
The first property is proven in [JS99, Proposition 8.3], only using basic properties
of the construction of Z. The second property is proven in [JS99, Proposition
8.5] and relies heavily on the classification machinery just mentioned. Jiang and
Su first show that there exists a ∗-homomorphism ψ : Z ⊗ Z → B, where B is a
simple and unital inductive limit of dimension drop algebras having the same Elliott
invariant as Z. Now their existence result ([JS99, Theorem 6.2]) provides a unital
∗-homomorphism B → Z. By composing with ψ one gets the desired map ϕ. Using
that any unital ∗-endomorphism of Z is approximately inner ([JS99, Theorem 7.6]),
it follows that ϕ ◦ (idZ ⊗ 1Z) is approximately inner. Here the uniqueness result
for maps between dimension drop algebras is used once more.
The goal of this paper is to prove that the Jiang-Su algebra is strongly self-
absorbing in an as self-contained and elementary as possible way. To do so, we
use a different picture of Z. Today, there are many descriptions and characteri-
zations of Z, for example as universal C∗-algebra ([JW14]) or as the initial object
in the category of strongly self-absorbing C∗-algebras ([Win11]). For us however,
a construction of Z as an inductive limit of generalized dimension drop algebras
will be most suitable. A generalized dimension drop algebra Zp,q is defined just as
before, but now with Mp and Mq replaced by UHF-algebras Mp respectively Mq,
associated to supernatural numbers p and q. More precisely, Rørdam and Winter
show in [RW10, Theorem 3.4] that for all coprime supernatural numbers of infinite
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type p and q, there exists a trace collapsing1 ∗-homomorphism µ : Zp,q → Zp,q and
that the stationary inductive limit of Zp,q along µ is isomorphic to Z, i.e.
Zp,q
µ
// Zp,q
µ
// Zp,q
µ
// · · · // Z .
For classification, this picture of Z has already been proven to be very useful, most
notably in [Win14]. Also the main theorem of [GLN14, Theorem 29.5] relies on
this picture of Z. However, showing that the limit of Zp,q along µ is strongly
self-absorbing still requires comparing it to the original construction of Jiang and
Su.
Using the picture of Rørdam and Winter and ideas of Winter (cf. [Win14, Section
4, Definition 4.2]), we introduce so-called unitarily suspended ∗-endomorphisms of
generalized dimension drop algebras (Definition 4.10). Built into the definition is a
unitary path, which in some sense untwists the trace collapsing ∗-endomorphism.
This allows to run an approximate intertwining that produces an isomorphism Z →
Z ⊗ Z, which is approximately unitarily equivalent to the first factor embedding.
Showing that such unitarily suspended ∗-endomorphisms exist and running the
approximate intertwining then provides a new way to show that Z is strongly self-
absorbing (Theorem 5.8, 5.15). This also confirms that the difficulty of showing
that Z is strongly self-absorbing lies between that for UHF-algebras of infinite type
and O2 or O∞ (cf. [JW14, 5.2]).
Finally, I want to highlight that in Theorem 5.8 no classification theory beyond
the classification of UHF-algebras is used. In particular, we do not rely on the clas-
sification of morphisms between dimension drop algebras or K-homological results.
This is possible by proving existence and uniqueness results for the very specific
class of maps between generalized prime dimension drop algebras and certain UHF-
algebras.
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2. Preliminaries
In this section we recall some basic facts about c.p.c. order zero maps, generalized
dimension drop algebras, strongly self-absorbing C∗-algebras and ultrapowers. See
[WZ09], [RW10] and [TW07] for more.
2.1. Order zero maps. Let A and B be C∗-algebras. We say that a linear and
completely positive contractive (c.p.c.) map ϕ : A→ B is order zero if ϕ(x)ϕ(y) =
0, whenever xy = 0. In this case, there exists a ∗-homomorphism πϕ : A → B∗∗,
called the supporting ∗-homomorphism, such that ϕ(·) = hϕπϕ(·) = πϕ(·)hϕ, where
hϕ is a positive contraction in the double dual B
∗∗. If A is unital, then hϕ =
ϕ(1A). Moreover, a c.p.c. order zero map ϕ : A → B corresponds bijectively to a
∗-homomorphism ϕ : C0(0, 1] ⊗ A → B, where ϕ(ι ⊗ x) = ϕ(x), for x ∈ A. By ι
we denote the canonical generator of C0(0, 1]. Similarly, if φ : C0(0, 1]⊗ A → B is
a ∗-homomorphism, we denote by φ : A→ B the associated c.p.c. order zero map,
given by φ(a) = φ(ι⊗ a).
1Trace collapsing means that τ ◦ µ = τ ′ ◦ µ, for all tracial states τ and τ ′ on Zp,q.
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2.2. Generalized dimension drop algebras. For (possibly finite) supernatural
numbers p and q we define
Zp,q :=
{
f ∈ C([0, 1],Mp ⊗Mq) :
f(0) ∈Mp ⊗ 1q,
f(1) ∈ 1p ⊗Mq
}
.
By Mp and Mq we denote the UHF-algebras associated to the respective supernat-
ural numbers. We call Zp,q a generalized dimension drop algebra. Note that Zp,q
is canonically generated by two commuting cones over Mp respectively Mq, which
we will denote by
ı` : C0[0, 1)⊗Mp →֒ Zp,q and ı´ : C0(0, 1]⊗Mq →֒ Zp,q.
Whenever ϕ : Zp,q → A is a ∗-homomorphism, we write
ϕ` := ϕ ◦ ι` and ϕ´ := ϕ ◦ ι´.
A unital ∗-homomorphism ϕ : Zp,q → A is called standard, if τ ◦ ϕ = τLeb, for all
τ ∈ T (A) (cf. [Rør04, Theorem 2.1]). Here τLeb is the trace on Zp,q induced by the
Lebesgue measure.
Furthermore, if ψ : Zp,q → Zp,q is a
∗-homomorphism we denote for s ∈ [0, 1] the
map
ψs : Zp,q →Mp ⊗Mq : f 7→ ψ(f)(s).
2.3. Strongly self-absorbing C∗-algebras. A unital and separable C∗-algebra
D ≇ C is called strongly self-absorbing if there exists a ∗-isomorphism ϕ : D →
D ⊗D and a sequence of unitaries (un)∞n=1 in D ⊗D, such that
ϕ(x) = lim
n→∞
un(x⊗ 1D)u
∗
n (x ∈ D).
The most basic examples of strongly self-absorbing C∗-algebras are UHF-algebras
of infinite type, i.e. those UHF-algebras Mn, such that n
2 = n and n 6= 1. In this
case the proof of strong self-absorption reduces to basic linear algebra.
2.4. Ultrapowers. Let ω be a fixed free ultrafilter on N. We denote the uniform
ultrapower of A by
Aω := ℓ
∞(A)/{(xn)
∞
n=1 : lim
n→ω
‖xn‖ = 0}.
The equivalence class of a sequence (xn)
∞
n=1 ∈ ℓ
∞(A) will be denoted by
[
(xn)
∞
n=1
]
∈
Aω. By ιω we denote the diagonal inclusion A →֒ Aω. Often it will be convenient
to identify A in this way with a subalgebra of Aω .
3. Uniqueness
The main goal of this section is to prove an asymptotic uniqueness result for
standard ∗-homomorphisms from Zp,q into Mp ⊗Mq (Theorem 3.12). This is done
by first proving an approximate uniqueness result for these maps (Lemma 3.7)
and a so-called Basic Homotopy Lemma (Lemma 3.11). The key ingredients to
this section are a version of the Basic Homotopy Lemma for positive contractions
([BEEK98, Lemma 5.1]) and certain unitaries associated to order zero maps, which
allow to twist non-central elements of the domain into an extra tensor factor of the
codomain (see 3.6).
3.1. Definition. Let A and B be C∗-algebras with A separable and B unital. For
∗-homomorphisms ϕ, ψ : A→ B we define the following equivalence relations:
(i) Unitary equivalence ∼u : There exists a unitary u ∈ B with
uϕ(a)u∗ = ψ(a) (a ∈ A).
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(ii) Approximate unitary equivalence ≈u : There exists a sequence (un)∞n=1 of
unitaries in B with
lim
n→∞
‖unϕ(a)u
∗
n − ψ(a)‖ = 0 (a ∈ A).
(iii) Strong asymptotic unitary equivalence ∼asu : There exists a unitary path
(ut)t∈[0,1) in B such that u0 = 1B and
lim
t→1
‖utϕ(a)u
∗
t − ψ(a)‖ = 0 (a ∈ A).
(iv) Murray-von Neumann equivalence ∼ : There exists a contraction v ∈ B
with
vϕ(a)v∗ = ψ(a), v∗ψ(a)v = ϕ(a) (a ∈ A).
(v) Approximate Murray-von Neumann equivalence ≈ : There exists a sequence
(vn)
∞
n=1 of contractions in B with
lim
n→∞
‖vnϕ(a)v
∗
n − ψ(a)‖ = 0 (a ∈ A),
lim
n→∞
‖v∗nψ(a)vn − ϕ(a)‖ = 0 (a ∈ A).
These equivalence relations also make sense for c.p.c. order zero maps, as they are
identified with ∗-homomorphisms on the corresponding cone (see 2.1). The same
applies to positive contractions, which correspond to c.p.c. order zero maps on C.
3.2.Remark. ([Rør02, Lemma 6.2.5]) Let A andB be C∗-algebras with A separable
and B unital. For ∗-homomorphisms ϕ, ψ : A→ B we have
ϕ ≈u ψ ⇐⇒ ιω ◦ ϕ ∼u ιω ◦ ψ ⇐⇒ ιω ◦ ϕ ≈u ιω ◦ ψ.
Furthermore, if ϕ, ψ : A→ Bω are ∗-homomorphisms, a reindexing argument shows
that
ϕ ≈u ψ ⇐⇒ ϕ ∼u ψ.
The next lemma is inspired by the classification of ∗-homomorphism from finite
dimensional C∗-algebras into certain unital C∗-algebras (cf. [Rør02, Lemma 1.3.1]).
3.3. Lemma. Let A be a unital C∗-algebra, p ∈ N and assume that ϕ, ψ : Mp → A
are c.p.c. order zero maps, such that ϕ(e11) ≈ ψ(e11). Then ϕ ≈ ψ. If in addition
A has stable rank one, i.e. the set of invertible elements is dense in A, then ϕ ≈u ψ.
Proof. Assume ϕ(e11) ≈ ψ(e11). By a standard argument, there exists a contraction
v ∈ Aω with
vϕ(e11)v
∗ = ψ(e11), v
∗ψ(e11)v = ϕ(e11).
Consider the elements eϕ :=
[
(h
1
n
ϕ )∞n=1
]
and eψ :=
[
(h
1
n
ψ )
∞
n=1
]
in Aω, where hϕ and
hψ are as in 2.1. The elements eϕ and eψ act as unit on the image of ϕ respectively
ψ. Considering Aω ⊆ (A∗∗)ω, we furthermore have that eϕπϕ(x) and eψπψ(x) are
elements in Aω , for every x ∈Mp. One then defines
u :=
p∑
i=1
πψ(ei1)eψveϕπϕ(e1i) ∈ Aω
and computes that
uϕ(eij)u
∗ = ψ(eij), u
∗ψ(eij)u = ϕ(eij) (i, j = 1, 2, · · · , p).
This entails that ϕ ≈ ψ. The last statement follows from [Gab18, Proposition
3.13]. 
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3.4. Definition. Let A be unital C∗-algebra with T (A) 6= ∅. A positive contraction
h in A is called a Lebesgue contraction if
τ(f(h)) =
∫ 1
0
f(t) dt (f ∈ C0(0, 1], τ ∈ T (A)).
By appealing to more sophisticated tools like the Cuntz semigroup, it follows for
example from [TWW17, Lemma 2.1] that the next lemma holds for a more general
codomain, including ultrapowers of UHF-algebras. However, the proof here uses
[Sko16], which provides a self-contained proof for the case of UHF-algebras.
3.5. Lemma. Let p be a supernatural number and let ϕ, ψ : Mp → U be two c.p.c.
order zero maps, where U is a UHF-algebra. Assume that hϕ and hψ are both
Lebesgue contractions. Then ϕ ≈u ψ.
Proof. By an easy approximation argument one may assume that ϕ, ψ : Mp → U
are two standard c.p.c. order zero maps, where p ∈ N. Note that the positive
contractions {ϕ(eii)}
p
i=1 are mutually orthogonal and equivalent positive elements,
in the sense that there exist xi ∈ U with ϕ(e11) = x∗i xi and xix
∗
i = ϕ(eii). Denote
by τU the unique trace on U . Using that the ϕ(eii) are mutually equivalent, it is
an easy exercise to show that τU (f(ϕ(e11))) = τU (f(ϕ(eii))), for i = 1, 2, · · · , p and
f ∈ C0(0, 1]. Using that hϕ = ϕ(1p) is a Lebesgue contraction, it follows that
1
p
∫ 1
0
f(t) dt =
1
p
τU (f(ϕ(1p))) =
1
p
p∑
i=1
τU (f(ϕ(eii)))
=
1
p
p∑
i=1
τU (f(ϕ(e11))) = τU (f(ϕ(e11))),
for all f ∈ C0(0, 1]. The same computation works for ψ and we see that both ϕ(e11)
and ψ(e11) have
1
p
Lebesgue spectral measure. In particular they have the same
eigenvalue function, as defined in [Sko16, Definition 2.6]. Since U has real rank zero
and strong comparison of projections2 by the unique trace τU , it follows by [Sko16,
Theorem 5.1] that ϕ(e11) ≈u ψ(e11) and in particular ϕ(e11) ≈ ψ(e11). Since U has
stable rank one, Lemma 3.3 shows that ϕ ≈u ψ. 
3.6. Rotation trick. The following provides a method that allows to reduce many
arguments about maps on Zp,q to maps on C([0, 1]). This ingredient is essential for
the proofs of Lemma 3.7 and Lemma 3.11.
Let ϕ : Zp,q → U be a unital
∗-homomorphism, where U is some C∗-algebra (in
the following a UHF-algebra or an ultrapower of such). Let p and q be supernatural
numbers of infinite type. By [DW09, Theorem 2.2], the flip map on Mp ⊗ Mp
and Mq ⊗ Mq is strongly asymptotically inner, witnessed by say unitary paths
Sp : [0, 1) → Mp ⊗ Mp and Sq : [0, 1) → Mq ⊗ Mq. For t ∈ [0, 1), we define a
continuous function
ξt : [0, 1]→ [0, 1) : s 7→

t if s ∈ [0, t],
linear if s ∈ [t, 1],
0 if s = 1
and unitary paths
W´t : [0, 1]→Mq ⊗Mq : s 7→ Sq(ξt(1 − s)),
W`t : [0, 1]→Mp ⊗Mp : s 7→ Sp(ξt(s)).
(3.1)
2Meaning that two projections in U are equivalent if they have the same trace.
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The path W´t, for example, is designed in such a way that it takes most of the time,
namely on [1 − t, 1], the value Sq(t), which implements the flip better and better.
Furthermore W´t(0) = 1q ⊗ 1q, showing that W´t defines an element of the minimal
unitization (C0(0, 1] ⊗ Mq ⊗ Mq)+ and W´t − 1 ∈ C0(0, 1] ⊗ Mq ⊗ Mq, where 1
denotes the adjoined unit. Note that we freely identify C0(0, 1]⊗Mq⊗Mq with the
C∗-algebra of continuous functions {f : [0, 1] → Mq ⊗Mq : f(0) = 0}. Similarly,
W`t ∈ (C0[0, 1)⊗Mp ⊗Mp)+ with scalar part 1. One then easily checks that
lim
t→1
W´t(g ⊗ r ⊗ s)(W´t)
∗ = g ⊗ s⊗ r,
lim
t→1
W`t(f ⊗ x⊗ y)(W`t)
∗ = f ⊗ y ⊗ x,
(3.2)
for g ∈ C0(0, 1], r, s ∈ Mq and f ∈ C0[0, 1), x, y ∈ Mp. Since the paths W´t and
W`t depend continuously on the parameter t, we get unitary paths (U`
ϕ
t )t∈[0,1) and
(U´ϕt )t∈[0,1) defined by
(3.3)
U`ϕt := (ϕ`⊗ idMp)
+(W`t) ∈ U ⊗Mp,
U´ϕt := (ϕ´⊗ idMq)
+(W´t) ∈ U ⊗Mq.
See 2.2 for the definition of ϕ´ and ϕ`. From (3.2), it follows that we may twist
the non-central part of each cone separately into an extra tensor factor (as done in
Lemma 3.7):
lim
t→1
U´ϕt (ϕ´(g ⊗ r) ⊗ 1q)(U´
ϕ
t )
∗ = ϕ´(g ⊗ 1q)⊗ r = ϕ(g)⊗ r,
lim
t→1
U`ϕt (ϕ`(f ⊗ x)⊗ 1p)(U`
ϕ
t )
∗ = ϕ`(f ⊗ 1p)⊗ x = ϕ(f)⊗ x.
(3.4)
If we use U ⊗Mp ⊗Mq as codomain, as in Lemma 3.11, we instead define
(3.5)
U`ϕt := (ϕ`⊗ ı
[1]
(p,q))
+(W`t) ∈ U ⊗Mp ⊗Mq,
U´ϕt := (ϕ´⊗ ı
[2]
(p,q))
+(W´t) ∈ U ⊗Mp ⊗Mq,
where ı
[1]
(p,q) and ı
[2]
(p,q) denote the obvious embeddings of Mp resp. Mq into the first
resp. second tensor factor of Mp ⊗Mq (see Notation 5.1). In that case
(3.6) [U`ϕt , U´
ϕ
t ] = 0 (t ∈ [0, 1)).
Then, the obvious adjustment of (3.4) holds:
lim
t→1
U´ϕt (ϕ´(g ⊗ r) ⊗ 1pq)(U´
ϕ
t )
∗ = ϕ´(g ⊗ 1q)⊗ 1p ⊗ r = ϕ(g)⊗ 1p ⊗ r,
lim
t→1
U`ϕt (ϕ`(f ⊗ x)⊗ 1pq)(U`
ϕ
t )
∗ = ϕ`(f ⊗ 1p)⊗ x⊗ 1q = ϕ(f)⊗ x⊗ 1q,
where 1pq := 1p ⊗ 1q. Most importantly, in this situation we may twist the non-
central part of both cones simultaneously into commuting subalgebras of U ⊗Mp⊗
Mq:
lim
t→1
U`ϕt U´
ϕ
t (ϕ`(f ⊗ x)⊗ 1pq)(U´
ϕ
t )
∗(U`ϕt )
∗ = ϕ(f)⊗ x⊗ 1q,
lim
t→1
U`ϕt U´
ϕ
t (ϕ´(g ⊗ y)⊗ 1pq)(U´
ϕ
t )
∗(U`ϕt )
∗ = ϕ(g)⊗ 1p ⊗ y,
(3.7)
for all f ∈ C0[0, 1), x ∈ Mp and g ∈ C0(0, 1], y ∈ Mq. Note that (3.7) follows
directly from (3.4) and (3.6).
3.7. Lemma. Let p and q be supernatural numbers and let U be a UHF-algebra of
infinite type, which tensorially absorbs Mp or Mq. Assume that β0, β1 : Zp,q → U
are standard ∗-homomorphisms. Then β0 ≈u β1.
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Proof. Let us assume that U tensorially absorbs Mp. The other case is then ob-
tained by reversing the orientation of the unit interval. By assumption,
h
β´0
and h
β´1
are both Lebesgue contractions and by Lemma 3.5 we see that β´0 ≈u β´1. By
Remark 3.2, there exists a unitary u ∈ Uω, such that ad(u) ◦ β´0 = β´1, when β´0 and
β´1 are considered as maps taking values in Uω. Let us define γi : Zp,q → Uω by
γ0 := ad(u) ◦ β0, γ1 := β1.
Then γ´0 = γ´1 and one easily checks that
(3.8) γ0(f) = γ1(f) (f ∈ C([0, 1])).
For t ∈ [0, 1), we define Vt := (U`
γ1
t )
∗U`γ0t ∈ Uω ⊗Mp ⊆ (U ⊗Mp)ω , with U`
γi
t as in
(3.3). Let f ∈ C0[0, 1), x ∈Mp and ε > 0. Using (3.4), choose t0 ∈ [0, 1) such that
(3.9) U`γit (γ`i(f ⊗ x)⊗ 1p)(U`
γi
t )
∗ ≈ ε
2
γi(f)⊗ x (i = 0, 1, t ≥ t0).
For t ≥ t0, we then get
Vt(γ`0(f ⊗ x)⊗ 1p)V
∗
t = (U`
γ1
t )
∗U`γ0t (γ`0(f ⊗ x) ⊗ 1p)(U`
γ0
t )
∗U`γ1t
(3.9)
≈ ε
2
(U`γ1t )
∗(γ0(f)⊗ x)U`
γ1
t
(3.8)
= (U`γ1t )
∗(γ1(f)⊗ x)U`
γ1
t
(3.9)
≈ ε
2
γ`1(f ⊗ x)⊗ 1p.
Furthermore, Vt commutes with γ´0 ⊗ 1p = γ´1 ⊗ 1p. It follows that
lim
n→∞
∥∥∥V1− 1
n
(γ0(g)⊗ 1p)V
∗
1− 1
n
− γ1(g)⊗ 1p
∥∥∥ = 0 (g ∈ Zp,q),
and hence γ0 ⊗ 1p ≈u γ1 ⊗ 1p. By Remark 3.2, we have γ0 ⊗ 1p ∼u γ1 ⊗ 1p. Let
u′ ∈ (U ⊗Mp)ω , such that
ad(u′) ◦ (γ0 ⊗ 1p) = γ1 ⊗ 1p.
Putting u′′ := u′(u⊗ 1p) ∈ (U ⊗Mp)ω, we thus have ad(u′′) ◦ (β0 ⊗ 1p) = β1 ⊗ 1p.
By [TW07, Theorem 2.3] and the assumption that U ∼= U ⊗Mp, there exists a
∗-homomorphism ϕ : U ⊗Mp → Uω with ϕ(x⊗ 1p) = x, for x ∈ U . This induces a
map
ϕω : (U ⊗Mp)ω → (Uω)ω.
Let w := ϕω(u
′′) ∈ (Uω)ω. Then
wβ0(x)w
∗ = ϕω(u
′′)ϕω(β0(x)⊗ 1p)ϕω((u
′′)∗) = ϕω(β1(x)⊗ 1p) = β1(x).
It follows that β0 ∼u β1 in (Uω)ω . By Remark 3.2 again, β0 ≈u β1 as maps into
U . 
The following lemma is a slight reformulation of [BEEK98, Lemma 5.1], which
is therein referred to as Isospectral Homotopy Lemma in Case of a Large Spectral
Gap. In modern work this type of lemma is often called a Basic Homotopy Lemma
and due to its importance to the classification of C∗-algebras great effort has been
made to generalize the theory of such (cf. [Lin17]). For our purpose however, this
elementary result is sufficient.
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Let us first recall some notation from [BEEK98]. For N ∈ N and a positive
contraction h in a C∗-algebra A, we denote
h(N) =
1
N
N∑
k=1
χIk(h),
where Ik = [
N−k+1
N
, 1] and χIk(h) is the associated spectral projection. Note that
‖h− h(N)‖ ≤ 1
N
.
3.8. Lemma. Given γ > 0 and N ∈ N with γ < 116(N+1) , there exists δ > 0 such
that the following holds: Whenever h is a positive contraction with finite spectrum
in a unital K1-simple real rank zero C
∗-algebra3 A and u ∈ A is a unitary such that
‖uhu∗ − h‖ < δ,
then there exists a unitary path (ut)t∈[0,1] in A such that u0 = 1A, u1h(N)u
∗
1 =
uh(N)u∗ and
‖uth(N)u
∗
t − h(N)‖ <
6
N
+ 64(N + 1)γ + 2δ (t ∈ [0, 1]).
3.9. Corollary. For every ε > 0, there exists δ > 0 such that the following holds:
Whenever h is a positive contraction in a UHF-algebra U and u ∈ U is a unitary
such that
‖uhu∗ − h‖ < δ,
then there exists a unitary path (ut)t∈[0,1] in U , such that u0 = 1U , u1 = u and
‖uthu
∗
t − h‖ < ε (t ∈ [0, 1]).
Proof. Let 0 < ε < 1. Choose N ∈ N such that 6
N
≤ ε30 and let γ :=
ε
30·64(N+1) .
Then, there exists 0 < δ < ε60 , such that the conclusion of Lemma 3.8 holds for
γ and N . Note that UHF-algebras are K1-simple real rank zero C
∗-algebras. We
show that δ3 does the job. To this end let h be a positive contraction and let u be
a unitary in some UHF-algebra U with
‖uhu∗ − h‖ <
δ
3
.
Since U has real rank zero, we can find a positive contraction k with finite spectrum
such that ‖h− k‖ < δ3 . Then
‖uku∗ − k‖ < δ.
In particular, k is a positive contraction with finite spectrum to which Lemma 3.8
applies, i.e. there exists a unitary path (zt)t∈[0,1] such that z0 = 1U , z1k(N)z
∗
1 =
uk(N)u∗ and
‖ztk(N)z
∗
t − k(N)‖ <
6
N
+ 64(N + 1)γ + 2δ <
ε
10
(t ∈ [0, 1]).
Let w := z∗1u. Then, the unitary path (vt)t∈[0,1], where vt := z
∗
t u, connects u with
w and one easily checks that
‖vthv
∗
t − h‖ < ε (t ∈ [0, 1]).
Using that z1k(N)z
∗
1 = uk(N)u
∗, it follows that w actually commutes with k(N)
and since k(N) has finite spectrum, we can connect w to 1U via a unitary path
(wt)t∈[0,1] such that wt commutes with k(N) for every t ∈ [0, 1]. Then,
‖wthw
∗
t − h‖ < ε (t ∈ [0, 1]).
3See [BEEK98] for the definition of K1-simple real rank zero C∗-algebras. Let us note that
if A is real rank zero, i.e. the set of self-adjoint invertible elements of A is dense in the set of
invertible elements of A, and K1(A) is trivial, then A is K1-simple if the map V (A) → K0(A) is
injective.
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The desired path (ut)t∈[0,1] is now given by
ut =
{
v2t if t ∈ [0, 1/2],
w2t−1 if t ∈ [1/2, 1].

As an easy consequence we get the following:
3.10. Lemma. For every ε > 0 and F ⊆ C([0, 1]) finite, there exists δ > 0 such
that the following holds: Whenever ϕ : C([0, 1])→ U is a unital ∗-homomorphism,
where U is a UHF-algebra, and u ∈ U is a unitary such that
‖uϕ(ι)u∗ − ϕ(ι)‖ < δ,
then there exists a unitary path (ut)t∈[0,1] in U such that u0 = 1U , u1 = u and
‖utϕ(f)u
∗
t − ϕ(f)‖ < ε (f ∈ F , t ∈ [0, 1]).
By ι we denote the canonical generator of C0(0, 1].
The following is a Basic Homotopy Lemma for maps Zp,q →Mp ⊗Mq.
3.11. Lemma. For every ε > 0 and F ⊆ Zp,q finite, where p and q are supernatural
numbers of infinite type, there exists δ > 0 and G ⊆ Zp,q finite such that the
following holds: Whenever ϕ : Zp,q → U is a unital
∗-homomorphism, where U is a
UHF-algebra of infinite type that absorbs Mp and Mq tensorially, and u ∈ U is a
unitary such that
‖uϕ(g)u∗ − ϕ(g)‖ < δ (g ∈ G),
then, there exists a unitary path (ut)t∈[0,1] in U with u0 = 1U , u1 = u and
‖utϕ(f)u
∗
t − ϕ(f)‖ < ε (f ∈ F , t ∈ [0, 1]).
Proof. Let ε > 0 and F ⊆ Zp,q be finite. We may assume that
F = F´ ∪ F` ,
where F´ = {gk ⊗ yk}Nk=1 ⊆ C0(0, 1]⊗Mq and F` = {fk ⊗ xk}
N
k=1 ⊆ C0[0, 1)⊗Mp.
The two cones are identified as subalgebras of Zp,q as explained in 2.2. With (3.2),
we choose t0 ∈ [0, 1) such that
W´t0(gk ⊗ yk ⊗ 1q)(W´t0 )
∗ ≈ ε
10
gk ⊗ 1q ⊗ yk (k = 1, 2, · · · , N),
W`t0(fk ⊗ xk ⊗ 1p)(W`t0 )
∗ ≈ ε
10
fk ⊗ 1p ⊗ xk (k = 1, 2, · · · , N).
(3.10)
The unitaries W´t0 and W`t0 are defined in (3.1). As observed in (3.1) the scalar part
of W´t0 and W`t0 is 1, so that we may approximate
W`t0 − 1 ≈ ε100
K∑
i=1
hi ⊗ ai ⊗ bi,
W´t0 − 1 ≈ ε100
K∑
i=1
ki ⊗ ci ⊗ di,
(3.11)
where hi ∈ C0[0, 1), ai, bi ∈ Mp and ki ∈ C0(0, 1], ci, di ∈ Mq. Furthermore, we
clearly may assume that the elements ai, bi, ci, di are normalized. We then define
G := {hi ⊗ ai}
K
i=1 ∪ {ki ⊗ ci}
K
i=1 ∪ {ι} ⊆ Zp,q,
where ι is the canonical generator of C0(0, 1]. Let 0 < δ <
ε
100K be as in Lemma
3.10, with ε replaced by ε100 and F replaced by {fk}
N
k=1 ∪ {gk}
N
k=1. Let us check
that this choice of G and δ works.
THE JIANG-SU ALGEBRA IS STRONGLY SELF-ABSORBING REVISITED 11
To this end assume that ϕ : Zp,q → U is a unital ∗-homomorphism, where U ∼=
U ⊗Mp ⊗Mq, and u ∈ U is a unitary such that
(3.12) ‖uϕ(g)u∗ − ϕ(g)‖ < δ (g ∈ G).
Since ι ∈ G, it follows from the choice of δ, that there exists a unitary path (ut)t∈[0,1]
in U , such that u0 = 1U , u1 = u and
(3.13) ‖utϕ(f)u
∗
t − ϕ(f)‖ <
ε
100
(f ∈ {fk}
N
k=1 ∪ {gk}
N
k=1).
Let us define a unitary path
Zt := (U´
ϕ
t0
)∗(U`ϕt0)
∗(ut ⊗ 1pq)U´
ϕ
t0
U`ϕt0 , (t ∈ [0, 1]),
with U`ϕt0 and U´
ϕ
t0
as in (3.5). We show that Zt commutes sufficiently well with
ϕ(F). Let us check this for F´ . The computation for F` is analogous. For t ∈ [0, 1]
and k = 1, 2, · · · , N we get:
ad(Zt) ◦ (ϕ´(gk ⊗ yk)⊗ 1pq)
= (U´ϕt0)
∗(U`ϕt0)
∗(ut ⊗ 1pq)U´
ϕ
t0
U`ϕt0(ϕ´(gk ⊗ yk)⊗ 1pq)(U`
ϕ
t0
)∗(U´ϕt0)
∗(u∗t ⊗ 1pq)U`
ϕ
t0
U´ϕt0
(3.7),(3.10)
≈ ε
100
(U´ϕt0)
∗(U`ϕt0)
∗(ut ⊗ 1pq)(ϕ(gk)⊗ 1p ⊗ yk)(u
∗
t ⊗ 1pq)U`
ϕ
t0
U´ϕt0
(3.13)
≈ ε
100
(U´ϕt0)
∗(U`ϕt0)
∗(ϕ(gk)⊗ 1p ⊗ yk)U`
ϕ
t0
U´ϕt0
(3.7),(3.10)
≈ ε
100
ϕ´(gk ⊗ yk)⊗ 1pq.
It follows that
(3.14) ‖Ztϕ(f)Z
∗
t − ϕ(f)‖ <
ε
30
(f ∈ F , t ∈ [0, 1]).
Next, we show that Z1 is close to u⊗ 1pq. To this end, observe that∥∥∥(U`ϕt0)∗(u⊗ 1pq)U`ϕt0 − u⊗ 1pq∥∥∥ < ε30 ,∥∥∥(U´ϕt0)∗(u⊗ 1pq)U´ϕt0 − u⊗ 1pq∥∥∥ < ε30 .(3.15)
Let us prove that (3.15) holds for U`ϕt0 . The computation for U´
ϕ
t0
is similar. Since
the image of the scalar part is central it suffices to show that (recall the definition
of U`ϕt0 from (3.5)):
(u ⊗ 1pq) · (ϕ`⊗ ı
[1]
(p,q))
+(W`t0 − 1) ≈ ε30 (ϕ`⊗ ı
[1]
(p,q))
+(W`t0 − 1) · (u⊗ 1pq).
The following calculation shows that this is indeed true:
(u⊗ 1pq) · (ϕ`⊗ ı
[1]
(p,q))
+(W`t0 − 1)
(3.11)
≈ ε
100
(u ⊗ 1pq) · (ϕ` ⊗ ı
[1]
(p,q))
+
(
K∑
i=1
hi ⊗ ai ⊗ bi
)
=
K∑
i=1
uϕ`(hi ⊗ ai)⊗ bi ⊗ 1q
(3.12)
≈Kδ
K∑
i=1
ϕ`(hi ⊗ ai)u⊗ bi ⊗ 1q
= (ϕ`⊗ ı
[1]
(p,q))
+
(
K∑
i=1
hi ⊗ ai ⊗ bi
)
· (u⊗ 1pq)
(3.11)
≈ ε
100
(ϕ`⊗ ı
[1]
(p,q))
+(W`t0 − 1) · (u⊗ 1pq).
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Since Kδ < ε100 , the claim follows. We are now ready to construct the desired
unitary path in U . By [TW07, Remark 2.7], there exists a unital ∗-homomorphism
θ : U ⊗Mp ⊗Mq → U such that
θ(x ⊗ 1pq) ≈ ε
10
x (x ∈ ϕ(F) ∪ {u}).
Let (Wt)t∈[0,1] be given by Wt := θ(Zt). Then,
Wtϕ(f)W
∗
t ≈ ε10 θ(Zt(ϕ(f)⊗ 1pq)Z
∗
t )
≈ ε
30
θ(ϕ(f) ⊗ 1pq)
≈ ε
10
ϕ(f),
for all f ∈ F and t ∈ [0, 1]. Next, by (3.15), it follows that ‖Z1 − u⊗ 1pq‖ <
ε
15 ,
so that W1 = θ(Z1) ≈ ε
15
θ(u ⊗ 1pq) ≈ ε
10
u. By a standard functional calculus
argument, we may extend (Wt)t∈[0,1] to a unitary path (Wt)t∈[0,2] such thatW2 = u
and ‖Wt −W1‖ <
ε
6 , for t ∈ [1, 2]. Then
‖Wtϕ(f)W
∗
t − ϕ(f)‖ < ε (t ∈ [0, 2], f ∈ F).
This finishes the proof. 
3.12. Theorem. Let p and q be supernatural numbers of infinite type. Assume
that ϕ, ψ : Zp,q → U are standard ∗-homomorphisms, where U is a UHF-algebra of
infinite type that absorbs Mp and Mq tensorially. Then ϕ ∼asu ψ.
Proof. By Lemma 3.7 we know that ϕ ≈u ψ. Furthermore we have established
a Basic Homotopy Lemma (Lemma 3.11) for ϕ and ψ. By a standard argument,
these two ingredients combined show that ϕ ∼asu ψ. The proof is exactly the
same as in [DW09, Theorem 2.2]. See also the proof of Theorem 3.13 for a similar
argument. 
3.13. Theorem. Let p and q be supernatural numbers of infinite type. Assume that
ϕ, ψ : Zp,q → Zp,q are standard ∗-homomorphisms. Then ϕ ≈u ψ.
Proof. Let F ⊆ Zp,q be finite and ε > 0. Let G ⊆ Zp,q be finite and 0 < δ < ε, such
that the conclusion of Lemma 3.11 holds for F and ε replaced by ε10 . Let N ∈ N
such that
|s− t| ≤
1
N
⇒ ‖γs(f)− γt(f)‖ <
δ
10
(f ∈ F ∪ G, γ ∈ {ϕ, ψ}).
Since ϕs, ψs : Zp,q → Mp ⊗ Mq are standard for each s ∈ [0, 1], we know from
Lemma 3.7 that
ϕ i
N
≈u ψ i
N
(i = 0, 1, 2, · · · , N − 1, N).
It follows that there exist unitaries u0, u1, · · · , uN−1, uN ∈Mp ⊗Mq, such that∥∥∥uiϕ i
N
(g)u∗i − ψ i
N
(g)
∥∥∥ < δ
5
(g ∈ G).
We may assume that u0 ∈ Mp ⊗ 1q and uN ∈ 1p ⊗Mq. Now, observe that for
i = 0, 1, 2, · · · , N − 1, we have∥∥∥u∗i+1uiϕ i
N
(g)u∗i ui+1 − ϕ i
N
(g)
∥∥∥ < δ (g ∈ G).
By the choice of G and δ, it follows that there exist unitary paths (ui,t)t∈[0,1] for
i = 0, 1, · · · , N − 1, with ui,0 = 1pq, ui,1 = u∗i+1ui and such that:∥∥∥ui,tϕ i
N
(f)u∗i,t − ϕ i
N
(f)
∥∥∥ < ε
10
(t ∈ [0, 1], f ∈ F).
This defines a unitary u in Zp,q by
ut := uiu
∗
i,Nt−i for t ∈
[
i
N
,
i+ 1
N
]
.
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For f ∈ F and t ∈ [i/N, (i+ 1)/N ], we get
utϕt(f)u
∗
t ≈ δ
10
utϕ i
N
(f)u∗t = uiu
∗
i,Nt−iϕ i
N
(f)ui,Nt−iu
∗
i
≈ ε
10
uiϕ i
N
(f)u∗i ≈ δ
5
ψ i
N
(f)
≈ δ
10
ψt(f).
As this holds on every interval [i/N, (i+ 1)/N ], it follows that
‖uϕ(f)u∗ − ψ(f)‖ < ε (f ∈ F).
This proves that ϕ ≈u ψ. 
4. Existence
In this section we show how to construct standard ∗-homomorphisms from gener-
alized dimension drop algebras into certain UHF-algebras. Furthermore, using our
asymptotic uniqueness result (Theorem 3.12), we prove the existence of so-called
unitarily suspended ∗-homomorphisms between generalized dimension drop alge-
bras (Theorem 4.11). They will be the key ingredient in proving the main theorem
of this paper (Theorem 5.8).
4.1. Convention. Let x ∈ Mn and y ∈ Mm, where n,m ∈ N. Whenever we
identify Mn ⊗Mm with Mnm, we do this via
x⊗ y = (x · yij)
m
i,j=1.
For p ∈ N, define the UHF-algebra Mp∞ to be the inductive limit of
Mpn →Mpn+1 : x 7→ 1p ⊗ x.
4.2. Lemma. Let A be a unital C∗-algebra. Assume 0 < α ≤ β ≤ 1. If h ∈ A is a
Lebesgue contraction (see Definition 3.4), then the element
h(α, β) := α1A + (β − α)h
has spectrum [α, β] and
τ(f(h(α, β))) =
1
β − α
∫ β
α
f(t) dt
(
f ∈ C0(0, 1], τ ∈ T (A)
)
.
Proof. Using the Binomial Theorem, one easily checks that the the conclusion of
the lemma holds for polynomials. By an approximation argument, the statement
follows. 
4.3. Remark. ([Win09, 1.2.3]) Let p ≥ 2 be a natural number. For i, j = 2, · · · , p
we consider the relations
(Rp) ‖xi‖ ≤ 1, xixj = 0 (i 6= j), x
∗
i xj = δi,j · x
∗
2x2.
Then
C0(0, 1]⊗Mp ∼= C
∗(x2, x3, · · · , xp | Rp).
In particular, if x2, x3, · · · , xp are elements in some C∗-algebra A satisfying (Rp),
then the assignment
ϕ(ei1) = x
∗
i xi (i = 2, 3, · · · , p)
defines a c.p.c. order zero map ϕ : Mp → A. Indeed, the elements {ι
1
2 ⊗ ei1}
p
i=2
satisfy the relations (Rp) and hence ϕ : C0(0, 1]⊗Mp → A : ι
1
2 ⊗ ei1 7→ xi defines
a ∗-homomorphism. Note that
ϕ(e11) = ϕ(e
∗
i1ei1) = x
∗
i xi = x
∗
2x2 (i = 2, 3, · · · , p).
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Furthermore, for i, j = 2, 3, · · · , p we get
ϕ(eij) = ϕ(ei1e
∗
j1) = xix
∗
j .
4.4. Lemma. Let p, q ≥ 2 be natural numbers. Then Mq∞ contains elements
x2, x3, · · · , xp satisfying (Rp) such that x∗2x2 has
1
p
Lebesgue spectral measure.
Proof. Let us recursively define two sequences of non-negative integers (αi)
∞
i=1 and
(βi)
∞
i=0. Set β0 := 1 and define αi and βi for i ≥ 1 by
(4.1) qβi−1 = pαi + βi,
where βi ∈ {0, 1, 2, · · · , p − 1}. A short computation using (4.1) shows that the
coefficients (αi)
∞
i=1 are chosen such that
(4.2)
∞∑
i=1
pαi
qi
= 1.
For further reference, we denote the partial sums by SN . We define recursively
another sequence (δi)
∞
i=0 by δ0 = 0 and for i ≥ 1 we let
(4.3) δi := q(δi−1 + pαi).
Using (4.3) one easily checks that
(4.4) qi+1 = qβi + δi (i ≥ 0).
In particular (4.4) implies that
(4.5) δi−1 + pαi + βi = q
i (i ≥ 1).
All this is made in such a way that we can subdivide the matrix algebra Mqi in
three orthogonal parts, as indicated in Figure 1. Let h ∈ Mq∞ be a Lebesgue
0
0
δi−1
pαi
βi
p
Mαi(Mq∞)
qi
h˜i
Figure 1. Subdivision of Mqi and the element h¯i
contraction, for example
h :=
∞∑
i=1
(
q−1∑
k=1
k
qi
1⊗(i−1)q ⊗ e
(q)
kk ⊗ 1
⊗∞
q
)
.
For i ∈ N and r ∈ {1, 2, · · · , αi} we set
h˜i,r := h
(
1− Si−1 −
rp
qi
, 1− Si−1 −
(r − 1)p
qi
)
∈Mq∞
and
h˜i := diag(h˜i,1, h˜i,2, · · · , h˜i,αi) ∈Mαi(Mq∞).
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By Lemma 4.2, we know
τMq∞ (f(h˜i,r)) =
qi
p
∫ 1−Si−1− (r−1)p
qi
1−Si−1−
rp
qi
f(t) dt (f ∈ C0(0, 1], 1 ≤ r ≤ αi)
and hence
(4.6) (τMq∞ ◦ Trαi)(f(h˜i)) =
qi
p
∫ 1−Si−1
1−Si
f(t) dt (f ∈ C0(0, 1]),
where Trαi denotes the sum over the diagonal in Mαi(Mq∞). Next, put h˜i into the
upper left corner of Mp(Mαi(Mq∞)), which we denote by
e
(p)
11 ⊗ h˜i
and set
h¯i := 0δi−1 ⊕ (e
(p)
11 ⊗ h˜i)⊕ 0βi ∈Mqi(Mq∞)
∼=Mqi ⊗Mq∞ .
The element h¯i is as depicted in Figure 1. Note that by (4.5), the elements h¯i live
in Mqi(Mq∞). Next, we consider the elements h¯i in
Mq∞ ⊗Mq∞ = lim−→
(Mqi ⊗Mq∞ , 1q ⊗ idMqi ⊗ idMq∞ ).
By construction, the h¯i are mutually orthogonal positive contractions which are
summable in Mq∞ ⊗Mq∞ . We therefore may define
h¯ :=
∞∑
i=1
h¯i ∈Mq∞ ⊗Mq∞ .
We can now check that h¯ has 1
p
Lebesgue spectral measure. Denote TN :=
∑N
i=1 h¯i.
For f ∈ C0(0, 1] and N ∈ N we get:
τMq∞⊗Mq∞ (f(TN)) =
N∑
i=1
(τM
qi
⊗ τMq∞ )(f(h¯i)) =
N∑
i=1
1
qi
(τMq∞ ◦ Trαi)(f(h˜i))
(4.6)
=
N∑
i=1
1
qi
qi
p
∫ 1−Si−1
1−Si
f(t) dt =
1
p
∫ 1
1−SN
f(t) dt.
By (4.2) the result follows, if we let N tend to infinity.
In order to finish the proof, instead of h¯i, we look, for j = 2, 3, · · · , p, at the
elements
x¯j,i := 0δi−1 ⊕ (e
(p)
j1 ⊗ (h˜i)
1
2 )⊕ 0βi ∈Mqi(Mq∞) ∼= Mqi ⊗Mq∞
and define
xj :=
∞∑
i=1
x¯j,i (j = 2, 3, · · · , p).
The elements {xj}
p
j=2 then satisfy (Rp) and x
∗
2x2 = h¯, which has
1
p
Lebesgue
spectral measure. 
The reader is invited to run this construction for p = 2 and q = 3, in which case
αi = βi = 1, for all i ∈ N.
4.5. Lemma. Let p, q ≥ 2 be natural numbers. Then, there exists a c.p.c. order
zero map
ϕ : Mp →Mq∞
such that hϕ is a Lebesgue contraction.
Proof. This is now an immediate consequence of Lemma 4.4 and the universal
property of the cone C0(0, 1]⊗Mp, as described in Remark 4.3. 
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4.6. Lemma. Let p, q ≥ 2 be natural numbers. Then, for r ∈ {p, q}, there exist
c.p.c. order zero maps α : Mp →Mr∞ and β : Mq →Mr∞ such that
α(1p) + β(1q) = 1, [α(Mp), β(Mq)] = {0}
and such that hα, hβ are Lebesgue contractions.
Proof. Let us do the case r = q. By Lemma 4.5, there exists a c.p.c. order zero
map φ : Mp →Mq∞ such that hφ is a Lebesgue contraction. We then define c.p.c.
order zero maps
α : Mp →Mq∞ ⊗Mq : x 7→ φ(x) ⊗ 1q,
β : Mq →Mq∞ ⊗Mq : y 7→ (1− hφ)⊗ y.
Since hφ commutes with the image of φ, we see that the images of α and β commute.
Furthermore, by definition α(1p) + β(1q) = 1 and it is clear that hα and hβ are
Lebesgue contractions. 
4.7. Corollary. Let p, q ≥ 2 be coprime natural numbers. Then, for r ∈ {p, q},
there exists a standard ∗-homomorphism
ϕ : Zp,q →Mr∞ .
Proof. Let r ∈ {p, q} and let α : Mp → Mr∞ and β : Mq → Mr∞ be as in Lemma
4.6. By [RW10, Proposition 2.5] these maps induce a ∗-homomorphism ϕ : Zp,q →
Mr∞ , such that ϕ` = (α)
′ and ϕ´ = β, where (·)′ means that we have reversed the
orientation of the unit interval. Since ϕ is completely determined by ϕ´ and ϕ`, it
follows that ϕ is standard. 
4.8. Convention. Let p and q be supernatural numbers. We then write Zp,q as
an inductive limit as follows: Fix sequences (Pn)
∞
n=1, (Qn)
∞
n=1 converging to p
respectively q such that Pn divides Pn+1 and Qn divides Qn+1. This defines unital
inclusions MPn ⊆ MPn+1 , MQn ⊆ MQn+1 and γn,n+1 : ZPn,Qn → ZPn+1,Qn+1 such
that
Zp,q = lim−→
(ZPn,Qn , γn,n+1).
Let us denote the limit maps by γn : ZPn,Qn → Zp,q. Furthermore, we denote by
κn : Zp,q → ZPn,Qn
the induced conditional expectations.
4.9. Lemma. Le p and q be coprime supernatural numbers. Then, for r ∈ {p, q},
there exists a standard ∗-homomorphism
ϕ : Zp,q →Mr.
Proof. Let (Fn)∞n=1 be an increasing sequence of finite subsets of Zp,q with dense
union, such that Fn ⊆ ZPn,Qn and γn,n+1(Fn) ⊆ Fn+1. Furthermore, let εn > 0
with
∑
εn < ∞. By Corollary 4.7, for each n ∈ N, there exists a standard ∗-
homomorphism ϕn : ZPn,Qn → Mr. Note that ϕn+1 ◦ γn,n+1 is also standard.
Hence, by Lemma 3.7, there exists a unitary un+1 ∈Mr such that∥∥ϕn(x)− un+1ϕn+1(γn,n+1(x))u∗n+1∥∥ < εn (x ∈ Fn).
Define ϕ˜1 := ϕ1 and for n ≥ 2 we let
ϕ˜n : ZPn,Qn →Mr : x 7→ u2u3 · · ·unϕn(x)u
∗
n · · ·u
∗
3u
∗
2.
One then checks that for each x ∈ ZPn,Qn the sequence (ϕ˜k(γn,k(x)))
∞
k=n is Cauchy
and we may define
ϕ(x) := lim
k→∞
ϕ˜k(γn,k(x)) (x ∈ ZPn,Qn).
This extends to a ∗-homomorphism ϕ : Zp,q → Mr, which is easily seen to be
standard. 
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4.10. Definition. Let p and q be supernatural numbers of infinite type. We say
that a ∗-homomorphism µ : Zp,q → Zp,q is unitarily suspended, if
µt =
{
ad(ut) ◦ (α0 ⊗ 1q) if t ∈ [0, 1),
1p ⊗ α1 if t = 1,
where α0 : Zp,q → Mp and α1 : Zp,q → Mq are unital ∗-homomorphisms and
(ut)t∈[0,1) is a unitary path in Mp ⊗Mq starting at the identity.
4.11. Theorem. Let p and q be coprime supernatural numbers of infinite type.
Then, there exists a unitarily suspended standard ∗-homomorphism µ : Zp,q → Zp,q.
Proof. By Lemma 4.9, there exist standard ∗-homomorphisms α0 : Zp,q →Mp and
α1 : Zp,q → Mq. By Theorem 3.12, we have α0 ⊗ 1q ∼asu 1p ⊗ α1, witnessed
by a unitary path (ut)t∈[0,1) starting at the identity. Define a
∗-homomorphism
µ : Zp,q → Zp,q by µt := ad(ut) ◦ (α0 ⊗ 1p) for t ∈ [0, 1) and µ1 := 1p ⊗ α1. Then µ
is standard and unitarily suspended in the sense of Definition 4.10. 
5. Strongly self-absorbing models
In this section we show that the stationary inductive limit associated to a unitar-
ily suspended ∗-homomorphism is strongly self-absorbing (Theorem 5.8). We end
with some general observations, for example that these limits are all isomorphic
and define the initial object in the category of strongly self-absorbing C∗-algebras.
5.1. Notation. Let n ∈ N and p1, p2, · · · , pn be supernatural numbers. Let us
define
M(p1,··· ,pn) := Mp1 ⊗Mp2 ⊗ · · · ⊗Mpn .
If i1, i2, · · · , ik are k distinct integers, not necessarily in increasing order, with
ik ∈ {1, 2, · · · , n}, then there is an obvious inclusion
ı
[i1,i2,··· ,ik]
(p1,··· ,pn)
: M(pi1 ,pi2 ,··· ,pik ) →M(p1,··· ,pn).
Let us furthermore denote
M
[i1,i2,··· ,ik]
(p1,··· ,pn)
:= Im
(
ı
[i1,i2,··· ,ik]
(p1,··· ,pn)
)
.
If the n-tupel (p1, · · · , pn) in question is clear, we will omit the subscripts and
simply write ı[i1,··· ,ik] and M [i1,··· ,ik].
5.2. Example. The map ı
[1]
(p,q) : Mp → Mp ⊗ Mq for example is the first factor
embedding, whereas ı
[2]
(p,q) : Mq → Mp ⊗Mq denotes the second factor embedding.
Another example is the flip map Mp ⊗ Mp → Mp ⊗ Mp, which is ı
[2,1]
(p,p) in our
notation.
5.3. Definition. Let p1, · · · , pn and q1, · · · , qm be supernatural numbers. Let r :=
(p1, p2, · · · , pn) and s := (q1, q2, · · · , qm). We then define
Zr,s =
{
f ∈ C([0, 1],Mr ⊗Ms) :
f(0) ∈Mr ⊗ 1s,
f(1) ∈ 1r ⊗Ms
}
.
5.4. Convention. Let p and q be supernatural numbers. To simplify notation a
bit, let us define p2 := (p, p), q2 := (q, q) and r := (p2, q2, p2, q2). We then identify
Zp2,q2 ⊗Zp2,q2 with a C
∗-subalgebra of C([0, 1]2,Mr), where f ⊗ g ∈ Zp2,q2 ⊗Zp2,q2
gets identified with the function (f⊗g)(s, t) := f(s)⊗g(t). Under this identification,
one can check that an element h ∈ Zp2,q2 ⊗ Zp2,q2 must satisfy:
• h(0, 0) ∈M
[1,2,5,6]
r ,
• h(s, 0) ∈M
[1,2,3,4,5,6]
r , for s ∈ (0, 1) and
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• h(1, 0) ∈M
[3,4,5,6]
r .
Similar boundary conditions must be fulfilled on the remaining sides of the square.
5.5. Notation. Let µ : Zp,q → Zp,q be a unital ∗-homomorphism. For (i, j) ∈
{(1, 3), (2, 4)} we define
µ[i,j] : Zp,q → Zp2,q2 ; µ
[i,j]
t := ı
[i,j]
(p2,q2) ◦ µt.
Furthermore, we define the following ∗-homomorphism:
≈
µ : Zp,q ⊗ Zp,q → Zp2,q2 ;
≈
µs(f ⊗ g) := µ
[1,3]
s (f)µ
[2,4]
s (g).
Note that µ
[1,3]
s and µ
[2,4]
s are commuting ∗-homomorphisms.
5.6. Proposition. Let p and q be coprime supernatural numbers of infinite type
and assume µ : Zp,q → Zp,q is unitarily suspended. Then
(idZ
p2,q2
⊗ 1Z
p2,q2
) ◦
≈
µ ≈u µ
[1,3] ⊗ µ[1,3].
That is, we can make the following diagram commute arbitrary well up to conju-
gating by a unitary.
(5.1)
Zp,q ⊗ Zp,q
µ[1,3]⊗µ[1,3]
//
≈
µ %%▲
▲▲
▲▲
▲▲
▲▲
▲
Zp2,q2 ⊗ Zp2,q2
Zp2,q2
id⊗1
88♣♣♣♣♣♣♣♣♣♣♣
Proof. (I) Let us first do some setup. Recall from Definition 4.10 that µ : Zp,q →
Zp,q is given by
(5.2) µt =
{
ad(vt) ◦ (α0 ⊗ 1q) if t ∈ [0, 1),
1p ⊗ α1 if t = 1,
where (vt)t∈[0,1) is a unitary path in Mp ⊗Mq starting at the identity and where
α0 : Zp,q →Mp and α1 : Zp,q →Mq are unital ∗-homomorphisms. During the proof
we identify the codomain of µ[1,3]⊗µ[1,3] with functions on the square, accordingly
to Convention 5.4. Under this identification, the map µ[1,3] ⊗ µ[1,3] becomes:
(5.3) (µ[1,3] ⊗ µ[1,3])(f ⊗ g)(s, t) = ı
[1,3]
r (µs(f)) · ı
[5,7]
r (µt(g)),
where r = (p2, q2, p2, q2) is as in Convention 5.4. Finally, we will need to write Zp,q
as an inductive limit lim
−→
(ZPn,Qn , γn,n+1), as explained in Convention 4.8.
(II) Let us fix a normalized and finite set F ⊆ Zp,q and let ε > 0. The goal is to
find a unitary W ∈ Zp2,q2 ⊗ Zp2,q2 making the diagram (5.1) commute up to ε on
F ⊗F := {f ⊗ g : f, g ∈ F}. For convenience we may assume that the unitary path
(vt)t∈[0,1) is constant in a small open neighborhood of zero, i.e. we may assume
there exists 0 < η < 1 such that vt = 1pq, for t ∈ [0, η]. Let us fix some 0 < δ < η,
such that
(5.4) |s− s′| ≤ δ ⇒ ‖µs(f)− µs′(f)‖ ≤
ε
10
(f ∈ F)
and let n ∈ N such that
(5.5) ‖κn(µ(f)) − µ(f)‖ ≤
ε
10
(f ∈ F),
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where κn is the conditional expectation as defined in Convention 4.8. By possibly
enlarging n we can ensure the existence4 of a unitary path (v¯t)t∈[0,1] such that
(5.6)
 v¯t = 1Pn ⊗ 1Qn if t ∈ [0, δ],‖v¯t − vt‖ ≤ ε10 if t ∈ [δ, 1− δ],
v¯t = v¯1−δ if t ∈ [1− δ, 1].
Let us denote p := Pn, q := Qn and r := (p, p, q, q, p, p, q, q). We then identify
Mr ⊆Mr as unital subalgebra, via our fixed inclusions
5. Next, let
Sp ∈Mp ⊗Mp and Sq ∈Mq ⊗Mq
denote the self-adjoint flip unitaries. This means Sp(x ⊗ y)S∗p = y ⊗ x, for all
x, y ∈Mp and similarly for Mq. Then define
(5.7)
 S˜p := ı
[2,5]
r (Sp),
S˜q := ı
[4,7]
r (Sq),
S˜ := S˜pS˜q = S˜qS˜p ∈M
[2,4,5,7]
r
and for t ∈ [0, 1] we let
(5.8)
ut := ı
[2,4]
r (vmin(t,1−δ)),
u¯t := ı
[2,4]
r (v¯t).
By (5.6) we see that ‖ut − u¯t‖ ≤
ε
10 , for all t ∈ [0, 1]. We are now ready to define
a first approximation to the desired unitary W :
(5.9) U : [0, 1]2 →Mr : (s, t) 7→ S˜u¯tu¯
∗
s.
Note that U does not yet define an element of Zp2,q2⊗Zp2,q2 . However, let us show
that the unitary U makes diagram (5.1) commute approximately, i.e.
(5.10) U(
≈
µ(f ⊗ g)⊗ 1Z
p2,q2
)U∗ ≈ ε
2
µ[1,3](f)⊗ µ[1,3](g) (f, g ∈ F).
First, observe the following identities:
(a) ad(S˜p) ◦ ı
[2,4]
r = ı
[5,4]
r ,
(b) ad(S˜q) ◦ ı
[5,4]
r = ı
[5,7]
r ,
(c) ad(S˜q) ◦ ı
[2,4]
r = ı
[2,7]
r ,
(d) ad(S˜) ◦ ı
[2,4]
r = ı
[5,7]
r ,
(e) utu
∗
sµ
[2,4]
s (g)usu
∗
t = µ
[2,4]
t (g), for any g ∈ Zp,q and s, t ∈ [0, 1− δ].
The identities (a)-(d) are easily proven by looking at elementary tensors, whereas
(e) follows from the definition of µ. We are now able to prove (5.10). Let f, g ∈ F
and (s, t) ∈ [0, 1]2. Filling in the definitions gives
(5.11) Us,t(
≈
µ(f ⊗ g)⊗ 1Z
p2,q2
)(s, t)U∗s,t
= S˜u¯tu¯
∗
sı
[1,3]
r (µs(f))ı
[2,4]
r (µs(g))u¯su¯
∗
t S˜
∗.
4This is done by approximating the unitary (vt)t∈[0,1−δ] ∈ C([0, 1− δ],Mp⊗Mq) by a unitary
in C([0, 1− δ],MPn ⊗MQn ).
5Remember that Mr and Mr are a tensor product of eight matrix respectively UHF-algebras,
see Notation 5.1.
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Note that u¯t and S˜ commute with M
[1,3]
r . For (s, t) ∈ [0, 1− δ]
2, for example, one
checks that (5.11) becomes
ı
[1,3]
r (µs(f))S˜u¯tu¯
∗
sı
[2,4]
r (µs(g))u¯su¯
∗
t S˜
∗
(5.6)
≈ 2ε
10
ı
[1,3]
r (µs(f))S˜utu
∗
sı
[2,4]
r (µs(g))usu
∗
t S˜
∗
(e)
= ı
[1,3]
r (µs(f))S˜ı
[2,4]
r (µt(g))S˜
∗
(d),(5.5)
≈ 2ε
10
ı
[1,3]
r (µs(f))ı
[5,7]
r (µt(g))
(5.3)
= (µ[1,3](f)⊗ µ[1,3](g))(s, t).
For (s, t) ∈ ([1− δ, 1]× [0, 1− δ]) ∪ ([0, 1− δ]× [1− δ, 1]) ∪ [1− δ, 1]2 one proceeds
similarly and uses in particular (5.4). This proves the claim (5.10).
(III) The next step is to perturb U on the boundary. Since Sp and Sq are connected
to the identity inMp⊗Mp respectivelyMq⊗Mq we can find a unitary path (νt)t∈[0,1]
inside Mr such that the following holds:
(5.12)

ν0 = S˜q,
νt ∈ C∗(S˜q) ⊆M
[4,7]
r if t ∈ [0, δ],
νt = 1r if t ∈ [δ, 1− δ],
νt ∈ C∗(S˜p) ⊆M
[2,5]
r if t ∈ [1− δ, 1],
ν1 = S˜p.
Observe that
(f) [S˜, νt] = 0, for every t ∈ [0, 1],
(g) [νs, ı
[i,j]
r (µs(f))] ≈ ε
10
0, for all s ∈ [0, 1], (i, j) ∈ {(2, 4), (5, 7)} and f ∈ F .
For (f), let t ∈ [0, δ]. Then, νt ∈ M
[4,7]
r . Since S˜p ∈ M
[2,5]
r we see that S˜νtS˜
∗ =
S˜qνtS˜
∗
q . Note that S˜q commutes with νt for t ∈ [0, δ], since the C
∗-algebra generated
by S˜q is commutative. For t ∈ [δ, 1− δ] nothing is to check and for t ∈ [1− δ, 1] we
argue similarly as before. Let us check (g) for (i, j) = (2, 4) and s ∈ [0, δ]:
νsı
[2,4]
r (µs(f))ν
∗
s
(5.4)
≈ ε
10
νsı
[2,4]
r (µ0(f))ν
∗
s = ı
[2,4]
r (µ0(f)).
The last equality follows from the fact that µ0(f) = α0(f)⊗ 1q ∈Mp ⊗ 1q so that
ı
[2,4]
r (µ0(f)) ∈M
[2]
r , whereas νs ∈M
[4,7]
r for s ∈ [0, δ]. A similar observation applies
to the case s ∈ [1 − δ, 1]. We can now define the desired unitary W by
Ws,t :=

νmin(s,t)Us,t if (s, t) ∈ [0, δ]
2,
νmax(s,t)Us,t if (s, t) ∈ [1 − δ, 1]
2,
νtUs,tνs else.
This should be compared to the construction of Jiang and Su in [JS99, Proposition
8.3]. Now, we have to check the following:
(i) W is continuous,
(ii) W ∈ Zp2,q2 ⊗ Zp2,q2 ,
(iii) ad(W ) ◦ (
≈
µ⊗ 1Z
p2,q2
) ≈(F⊗F ,ε) µ
[1,3] ⊗ µ[1,3].
Without reference, we will use that
Us,t = S˜ ((s, t) ∈ [0, δ]
2 ∪ [1− δ, 1]2).
We note that (i) follows easily from (f). In order to show (ii), we have to verify
that W satisfies all boundary conditions, as explained in Convention 5.4. The
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computation is not difficult but tedious, so as an example we show how to handle
the case t = 0, which splits up into the following three cases:
• s ∈ [0, δ] : Ws,t = νmin(s,t)Us,t = ν0S˜ = S˜qS˜ = S˜p ∈M
[2,5]
r ,
• s ∈ [δ, 1] : Ws,t = νtUs,tνs = ν0Us,0νs = S˜q(S˜u¯
∗
s)νs = S˜pu¯
∗
sνs, which lives
in M
[2,5]
r M
[2,4]
r M
[2,5]
r ⊆M
[2,4,5]
r ,
• s = 1 : Ws,t = S˜pu¯∗sνs = S˜pu¯
∗
1−δS˜p ∈ S˜pM
[2,4]
r S˜p ⊆
(a)
M
[4,5]
r .
It follows that W is a unitary in Zp2,q2 ⊗ Zp2,q2 and it remains to prove (iii). For
(s, t) ∈ [0, δ]2 and f, g ∈ F we compute
Ws,t(
≈
µ(f ⊗ g)⊗ 1Z
p2,q2
)(s, t)W ∗s,t = νmin(s,t)S˜ı
[1,3]
r (µs(f))ı
[2,4]
r (µs(g))ν
∗
min(s,t)S˜
∗
(f),(5.12)
= S˜ı
[1,3]
r (µs(f))νmin(s,t)ı
[2,4]
r (µs(g))ν
∗
min(s,t)S˜
∗
(g)
≈ ε
10
S˜ı
[1,3]
r (µs(f))ı
[2,4]
r (µs(g))S˜
∗
= Us,t(
≈
µ(f ⊗ g)⊗ 1Z
p2,q2
)(s, t)U∗s,t
(5.10)
≈ ε
2
(µ[1,3](f)⊗ µ[1,3](g))(s, t).
The computation for (s, t) ∈ [1− δ, 1]2 is similar. For the remaining part, we get
Ws,t(
≈
µ(f ⊗ g)⊗ 1Z
p2,q2
)(s, t)W ∗s,t = νtUs,tνsı
[1,3]
r (µs(f))ı
[2,4]
r (µs(g))ν
∗
sU
∗
s,tν
∗
t
(g)
≈ 2ε
10
νtUs,tı
[1,3]
r (µs(f))ı
[2,4]
r (µs(g))U
∗
s,tν
∗
t
(5.10)
≈ ε
2
νtı
[1,3]
r (µs(f))ı
[5,7]
r (µt(g))ν
∗
t
(g)
≈ 2ε
10
ı
[1,3]
r (µs(f))ı
[5,7]
r (µt(g))
(5.3)
= (µ[1,3](f)⊗ µ[1,3](g))(s, t).
This finishes the proof. 
5.7. Definition. Let p and q be coprime supernatural numbers of infinite type.
By Theorem 4.11, there exists a unitarily suspended standard ∗-homomorphism
µ : Zp,q → Zp,q, which we fix for the rest of this section. Define
µ¯ : Zp,q → Zp,q; µ¯ := Φ ◦ µ
[1,3],
where Φ: Zp2,q2 → Zp,q is the canonical isomorphism, induced fiberwise by isomor-
phisms Mp2 →Mp and Mq2 →Mq. We then define
−→
Zµp,q := lim−→
(Zp,q, µ¯).
That is,
−→
Zµp,q is the stationary inductive limit of Zp,q along µ¯.
5.8. Theorem. The C∗-algebra
−→
Zµp,q is strongly self-absorbing. Furthermore, for
any sequence (ϕn)
∞
n=1 of standard
∗-endomorphisms of Zp,q we have
−→
Zµp,q ∼= lim−→
(Zp,q, ϕn).
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Proof. Let us consider the following diagram, where A := lim
−→
(Zp,q, ϕn):
(I)
Zp,q ⊗ Zp,q
(µ¯)⊗2
//
Φ◦
≈
µ

Zp,q ⊗ Zp,q
Φ◦
≈
µ

(µ¯)⊗2
// Zp,q ⊗ Zp,q
Φ◦
≈
µ

// · · · //
−→
Zµp,q ⊗
−→
Zµp,q
(II)
Zp,q
id⊗1rrrrr
99rrrrr
µ¯ // Zp,q
id⊗1rrrrr
99rrrrr
µ¯ // Zp,q // · · · //
−→
Zµp,q
ϕ∼=
OO✤
✤
✤
Zp,q
ϕ1qqqqqq
88qqqqqq
ϕ1
// Zp,q
ϕ2qqqqqq
88qqqqqq
ϕ2
// Zp,q // · · · // A
∼=
OO✤
✤
✤
Let us first have a look at row (I). By Proposition 5.6, we have (id ⊗ 1) ◦
≈
µ ≈u
µ[1,3] ⊗ µ[1,3]. By composing with Φ⊗ Φ it follows that
(id⊗ 1) ◦ (Φ ◦
≈
µ) ≈u µ¯⊗ µ¯.
Furthermore, one easily computes that
(Φ ◦
≈
µ) ◦ (id⊗ 1) = Φ ◦ µ[1,3] = µ¯.
This shows that each triangle in (I) commutes approximately up to conjugating by
a unitary. By [Rør02, Corollary 2.3.3] it follows that there exist unitaries (un)
∞
n=1
in Zp,q ⊗ Zp,q such that if id ⊗ 1 is replaced by ad(un) ◦ (id ⊗ 1), then the above
diagram is an approximate intertwining (in the sense of [Rør02, Definition 2.3.1]).
By the same corollary the induced isomorphism ϕ :
−→
Zµp,q →
−→
Zµp,q ⊗
−→
Zµp,q satisfies
ϕ(x) = lim
n→∞
un(x⊗ 1)u
∗
n (x ∈
−→
Zµp,q),
where now each un is considered as an element of
−→
Zµp,q ⊗
−→
Zµp,q. By definition, it
follows that
−→
Zµp,q is strongly self-absorbing.
Next, we look at row (II). Clearly, all lower triangles commute and by Theorem
3.13 we have that ϕn ≈u µ¯, for each n ∈ N
6. Again, by an approximate intertwining
argument, it follows that A ∼=
−→
Zµp,q. 
5.9.Remark. The previous theorem picks up the spirit of [RW10, Theorem 3.4] and
shows that any stationary inductive limit with a standard (hence trace collapsing)
∗-endomorphism is strongly self-absorbing. In our approach however, we do not
have to compare the limit to the Jiang-Su algebra Z.
5.10. Lemma. Let n ∈ N. Then, there exists k ∈ N and a unital ∗-homomorphism
Zn,n+1 → Z2k,2k+1.
Proof. Choose k ∈ N such that 2k ≥ n(n + 1) and write 2k = nd + r, where
r ∈ {0, 1, · · · , n− 1}. Then clearly d ≥ n+ 1 > r + 1. By [Sat10, Proposition 2.1],
there exist elements s, c1, c2, · · · , c2k in Z2k,2k+1 such that
c1 ≥ 0, cic
∗
j = δi,jc
2
1, s
∗s+
2k∑
j=1
c∗jcj = 1 and c1s = s.
For i = 1, 2, · · · , n define
xi :=
i·d∑
j=(i−1)·d+1
cj and bi := x
∗
i xi =
i·d∑
j=(i−1)·d+1
c∗jcj .
6Note that µ¯ is still standard.
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Note that the bi are mutually equivalent orthogonal positive elements. By the
relations on the cj and s it is easy to see that
(a) 1 = b1 + b2 + · · · bn + (c
∗
nd+1cnd+1 + · · ·+ c
∗
nd+rcnd+r) + s
∗s,
(b) [s∗s] ≤ [c1] and [c1] = [c21] = [c
∗
1c1],
(c) d[c1] = [b1].
Here [a] denotes the class of an element a in W (Z2k,2k+1), the Cuntz semigroup of
Z2k,2k+1. Now we have
[1− (b1 + · · ·+ bn)]
(a)
= [(c∗nd+1cnd+1 + · · ·+ c
∗
nd+rcnd+r) + s
∗s]
≤ [c∗nd+1cnd+1] + · · ·+ [c
∗
nd+rcnd+r] + [s
∗s]
= r[c∗1c1] + [s
∗s]
(b)
≤ r[c∗1c1] + [c1] = (r + 1)[c1]
≪ d[c1] = [b1].
The last line follows since r + 1 < d. Here ≪ denotes the way-below relation, see
for example [Naw13, Section 3]. Hence, there exists ε > 0 such that
1− (b1 + · · ·+ bn) . (b1 − ε)+.
By [RW10, Proposition 5.1 (ii)], it follows that Zn,n+1 embeds unitally into Z2k,2k+1.

5.11. Proposition. Let p, q ∈ N be coprime. Then Zp,q maps unitally into any
strongly self-absorbing C∗-algebra.
Proof. Let p, q ∈ N be coprime. We can find k, l ∈ N such that lq − kp = 1 and
2l > p, 2k > q. With n := kp, there exists by [JS99, Proposition 2.5] a unital
∗-homomorphism Zp,q → Zkp,lq = Zn,n+1 and by Lemma 5.10, Zn,n+1 embeds
unitally into Z2k,2k+1, for some large enough k. Finally, by [Win11, Theorem 3.1],
Z2k,2k+1 maps unitally into any strongly self-absorbing C
∗-algebra. 
5.12. Lemma. Let A be a strongly self-absorbing C∗-algebra that is locally approxi-
mated by prime dimension drop algebras. Then A embeds unitally into any strongly
self-absorbing C∗-algebra.
Proof. Let D be a strongly self-absorbing C∗-algebra. Since A is locally approxi-
mated by prime dimension drop algebras Zp,q with p, q ∈ N, it follows by [Lor93,
Theorem 3.8] that A is an inductive limit of such dimension drop algebras. By
Proposition 5.11, each of these embed unitally into D and hence into the central
sequence algebra Dω ∩D
′, see [TW07, Theorem 2.2]. By [TW08, Proposition 2.2]7
we see that D ∼= A⊗D and hence A embeds unitally into D. 
For the next theorem we first recall Kirchberg’s definition of a central sequence
algebra (cf. [Kir06, Definition 1.1]).
5.13. Definition. Let A be a C∗-algebra. We then define
F (A) :=
Aω ∩ A′
Ann(A,Aω)
,
where Ann(A,Aω) := {x ∈ Aω : xA = Ax = {0}}.
5.14. Remark. If A is σ-unital and (hn)
∞
n=1 is an approximate unit for A, then
F (A) is unital with unit [(hn)
∞
n=1] + Ann(A,Aω).
7The assumption of K1-injectivity is this proposition is superfluous.
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5.15. Theorem. Let p and q be coprime supernatural numbers of infinite type and
let {ϕn : Zp,q → Zp,q}∞n=1 be a sequence of standard
∗-endomorphisms. Let us
denote
A := lim
−→
(Zp,q, ϕn).
Then the following holds:
(i) A is the initial object in the category8 of strongly self-absorbing C∗-algebras.
(ii) If B is any separable C∗-algebra such that there exists a unital
∗-homomorphism Z2,3 → F (B), then B ∼= B ⊗A,
(iii) If B is any separable C∗-algebra and Z2,3 maps unitally into M(B)ω ∩B′,
then B ∼= B ⊗A, and where M(B) denotes the multiplier algebra of B.
Proof. (i): By Theorem 5.8 it follows that A is strongly self-absorbing. Then
Lemma 5.12 shows that A is the initial object in the category of strongly self-
absorbing C∗-algebras. (ii): By [Kir06, Corollary 1.13], there is a unital
∗-homomorphism Z⊗∞2,3 → F (B) and hence any dimension drop algebra Z2n,3n ⊆
Z⊗n2,3 maps unitally into F (B). Let (r, s) := (2
∞, 3∞). By a similar argument as
in [TW08, Proposition 2.2], it follows that
−→
Zµr,s (see Definition 5.7) maps unitally
into F (B). By [Jia97], the algebra
−→
Zµr,s is K1-injective
9. Then the same proof as
in [Naw13, Proposition 5.1] applies to show that B ∼= B ⊗
−→
Zµr,s. See also [Kir06,
Proposition 4.11 (1)]. By (i) we know that A ∼=
−→
Zµr,s and hence B ∼= B ⊗ A. (iii):
Note that there is a unital ∗-homomorphism
M(B)ω ∩B
′ → F (B) : [(xn)
∞
n=1] 7→ [(xnhn)
∞
n=1] + Ann(B,Bω),
where (hn)
∞
n=1 is an approximate unit for B. It follows that Z2,3 maps unitally into
F (B) and (ii) applies. 
5.16. Remark. It is now particularly easy to see that any prime dimension drop
algebra Zp,q embeds unitally into any A, where A is as in Theorem 5.15. Further-
more, it is encoded in the construction, that these embeddings are standard.
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