Abstract-A transaction database usually consists of a set of time-stamped transactions. Mining frequent patterns in transaction databases has been studied extensively in data mining research. However, most of the existing frequent pattern mining algorithms (such as Apriori and FP-growth) do not consider the time stamps associated with the transactions. In this paper, we extend the existing frequent pattern mining framework to take into account the time stamp of each transaction and discover patterns whose frequency dramatically changes over time. We define a new type of patterns, called transitional patterns, to capture the dynamic behavior of frequent patterns in a transaction database. Transitional patterns include both positive and negative transitional patterns. Their frequencies increase/decrease dramatically at some time points of a transaction database. We introduce the concept of significant milestones for a transitional pattern, which are time points at which the frequency of the pattern changes most significantly. Moreover, we develop an algorithm to mine from a transaction database the set of transitional patterns along with their significant milestones. Our experimental studies on real-world databases illustrate that mining positive and negative transitional patterns is highly promising as a practical and useful approach for discovering novel and interesting knowledge from large databases.
INTRODUCTION
T HE problem of mining frequent itemsets is to find all the itemsets from a transaction database that satisfy a userspecified support threshold. It is one of the fundamental and essential operations in many data mining tasks, such as association rule mining [3] , [4] , [33] , sequential pattern mining [5] , [27] , structured pattern mining [15] , correlation mining [10] , and associative classification [23] . Since it was first introduced by Agrawal et al. [3] in 1993, the problem of frequent itemset mining has been studied extensively. As a result, a large number of algorithms have been developed in order to efficiently solve the problem, including the most well-known Apriori [4] , FP-growth [16] , and Eclat [39] algorithms.
In practice, the number of frequent patterns generated from a data set are often excessively large, and most of them are useless or simply redundant. Thus, there has been interest in discovering new types of patterns, including maximal frequent itemsets [1] , [11] , [30] , closed frequent itemset [26] , [28] , [40] , indirect associations [35] , [36] , [37] , and emerging patterns [7] , [12] , [21] . Mining for maximal or closed frequent itemsets greatly reduces the number of generated patterns by generating only the largest frequent itemsets with no frequent superset or no superset of higher frequency. Indirect associations are closely related to negative associations in that they both represent itemsets that do not have sufficiently high support. Indirect associations provide an effective way to detect interesting negative associations by discovering only "infrequent itempairs that are highly expected to be frequent" without using negative items or domain knowledge. Emerging patterns are defined as itemsets whose frequency increases significantly from one data set to another. They can capture emerging trends from one database to the other.
A common characteristic of the above learning methods is that they treat the transactions in a database equally and do not consider the time stamps associated with the transactions. Therefore, the dynamic behavior of the discovered frequent patterns cannot be revealed by these methods. In this paper, we extend the traditional frequent pattern mining framework to take into account the time stamp of each transaction, i.e., the time when the transaction occurs. We define a new type of patterns, called transitional patterns, to represent patterns whose frequency dramatically changes over time. Transitional patterns include both positive and negative transitional patterns (to be defined in Section 3). The frequency of a positive transitional pattern increases dramatically at some time point of a transaction database, while that of a negative transitional pattern decreases dramatically at some point of time. We illustrate transitional patterns using an example as follows.
Consider an example database T DB as shown in Table 1 , which has 16 transactions of eight items. Let us focus on two patterns P 1 P 2 and P 1 P 3 . Without considering the time information of these transactions, P 1 P 2 and P 1 P 3 have the same significance in the traditional frequent pattern framework since they have the same frequency 62.50 percent.
However, interesting differences between these two patterns can be found after we consider the time information of each transaction in the database, as shown in the third column of Table 1 . For simplicity, suppose T DB contains all the transactions from November 2005 to February 2007, one transaction per month. We can easily see that before (and including) May 2006, pattern P 1 P 2 appears every month; but after May 2006, P 1 P 2 only occurs three times in nine transactions, which is equivalent to a frequency of 33.33 percent. That is to say that the frequency or support of pattern P 1 P 2 decreases significantly after May 2006. On the other hand, after July 2006, the frequency of pattern P 1 P 3 increases significantly from 33.33 to 100 percent.
The above observations have shown that frequent patterns discovered by standard frequent pattern mining algorithms may be different in terms of their distributions in a transaction database. However, such patterns cannot be distinguished with the standard algorithms. The objective of the research presented in this paper is to distinguish such frequent patterns, discover frequent patterns whose frequency changes significantly over time, and identify the time points for such significant changes.
Transitional patterns have a wide range of potential applications. For example, in the market basket scenario, transitional patterns allow business owners to identify those products or combinations of products that have recently become more and more popular (or not as popular as before) so that they can adjust their marketing strategy or optimize product placement in retail environments. In medical domains, a significant increase in the occurrence of certain symptom in a group of patients with the same disease may indicate a side effect of a new drug. Finding the time point when this symptom starts to occur may help to identify the drug that causes the problem. These patterns can also be used in Web applications, for example, for dynamically restructuring Websites by adding links between those pages whose frequency of being visited together becomes more frequent.
The contributions of this paper are summarized as follows:
. We propose a framework for mining a new class of patterns, called transitional patterns. The frequencies of these patterns change significantly at some time points of a transaction database. . We introduce the concept of significant milestones for each transitional pattern, which are specific time points at which the frequency of the pattern increases or decreases most significantly. . An algorithm, called TP-mine, is designed to mine the set of transitional patterns along with their significant milestones. We show through experiments that the proposed algorithm is highly scalable. . We present an experimental study to verify the usefulness and effectiveness of transitional patterns. Our results illustrate that mining positive and negative transitional patters is highly promising as a practical approach to discovering new and interesting knowledge from large databases. The remaining of the paper is organized as follows: In Section 2, we review the terminologies used in frequent pattern mining. The concepts of positive and negative transitional patterns and their significant milestones are introduced in Sections 3 and 4, respectively. In Section 5, we present an algorithm for mining transitional patterns and their significant milestones. In Section 6, we present an experimental study to demonstrate the utility of transitional patterns in two real-world data sets and the scalability of the proposed algorithm. In Section 7, we compare our method with related work. Finally, in Section 8, we conclude our paper and present some ideas for future work.
PRELIMINARIES AND NOTATIONS
Mining frequent patterns is one of the fundamental operations in data mining applications for extracting interesting patterns from databases. In this session, we briefly review the basic concepts of frequent pattern mining. Table 2 summarizes the notations that will be used throughout this paper and their meanings.
Let I ¼ fi 1 ; i 2 ; . . . ; i m g be a set of m distinct items. A subset X I is called an itemset or a pattern. A k-itemset is an itemset that contains k items. In this paper, we use AB to represent pattern {A, B}, where A 2 I and B 2 I, for simplicity. A transaction over I is a couple T ¼ ðtid; IÞ, where tid is the transaction identifier (or time stamp) and I I is an itemset. A transaction T ¼ ðtid; IÞ is said to support an itemset X I if and only if X I. A transaction database D over I is a set of transactions over I. The cover of an itemset X in D, denoted by cov(X, D), consists of the set of transactions in D that support X covðX; DÞ :¼ fðtid; IÞ j ðtid; IÞ 2 D; X Ig:
An itemset X in a transaction database D has a support, denoted by sup(X, D), which is the ratio of transactions in D containing X. That is, supðX; DÞ :¼ kcovðX; DÞk kDk ;
where kSk is the cardinality of set S. In the rest of the paper, we omit D whenever it is clear from the context. Given a transaction database D and a user-specified minimum support threshold min sup, an itemset X is called a frequent itemset or frequent pattern in D if sup(X) ! min_sup. Accordingly, X is called an infrequent itemset or infrequent pattern if sup(X) < min_sup. The problem of mining frequent patterns is to find the complete set of frequent patterns in a transaction database with respect to a given support threshold.
TRANSITIONAL PATTERNS
In this section, we first define several concepts relevant to our proposed framework, and then present formal definitions of positive and negative transitional patterns.
Definition of Milestone
In order to provide formal definitions of transitional patterns, we first introduce the concept of a pattern's milestones. According to this definition, the ith milestone of pattern X represents the relative position (expressed in a percentage) of the ith transaction of X in D. For instance, in the example database T DB in 
For example, sup
Transitional Ratio
We define transitional ratio below to measure the difference of a pattern's frequency before and after its ith milestone. 
where 1 i kcovðXÞk.
It is easy to see that the higher the absolute transitional ratio of a pattern at its ith milestone, the greater the difference between its supports before and after its ith milestone. A nice feature of this definition is that the value of a transitional ratio is between À1 and 1. As for transitional patterns, we are interested in patterns whose absolute values of transitional ratio are large, which are defined below. Let us explain the range T first. In order to obtain reliable values for sup i À ðXÞ and sup i þ ðXÞ, the numbers of transactions before i (X) and after i (X) should not be too small. Otherwise, a "uniformly distributed" frequent pattern that happens to occur in the first few (or the last few) transactions may have a large absolute value of transitional ratio due to the fact that its support is too high before i (X) (or after i (X)). Thus, i (X) should be in an appropriate range T , to allow a reasonable amount of data before i (X) and after i (X) in the database. Moreover, in practice, T can be specified by the user according to their own interest. For instance, in order to find interesting patterns in the example database T DB which occur during the year 2006, T should be set to ½12:50%; 87:50% since 12.50 percent is the starting time point for 2006 and 87.50 percent is the ending point of 2006.
Positive and Negative Transitional Patterns
The reason we have condition 1 for a transitional pattern is that, if we do not have this condition, any pattern that does not occur at the beginning of the transaction database has a transitional ratio very close to 1 when the pattern first occurs in the database (or any pattern that does not occur at the end of the transaction database has a transitional ratio equal to À1 after its last occurrence in the database). However, such a pattern may be just a sporadic pattern that occurs occasionally in the database, which is not interesting at all. By adding condition 1, a transitional pattern is also a frequent pattern in the database with respect to pattern support threshold t s . 1 In other words, we are only interested in frequent patterns whose frequency changes dramatically before and after one of its milestones in the transaction database. In practice, t s should be set to a low value for real data sets, as experienced in frequent pattern mining. Intuitively, the transitional pattern threshold t t should be set to a value higher than or equal to 0.5.
For example, if t s ¼ 0:05 and t t ¼ 0:5, pattern P 1 P 3 in the example database T DB is a positive transitional pattern because there exists a milestone of P 1 P 3 , such as 5 ðP 1 P 3 Þ ¼ 68:75% corresponding to the end of September 2006, where the transitional ratio of the pattern is greater than 0.5 and the pattern is frequent before and after the milestone. Similarly, P 1 P 2 is a negative transitional pattern in T DB.
Note that, theoretically, a pattern X can be both a positive transitional pattern and a negative transitional pattern in the same transaction database if there exist two milestones m (X) and n (X) so that conditions 1 and 2 are satisfied at both m (X) and n (X), where tran m ðXÞ > 0 and tran n ðXÞ < 0. For example, in the example database T DB, pattern P 4 P 6 is both a positive transitional pattern and a negative transitional pattern because its transitional ratio at milestone 1 (P 4 P 6 ) is þ66:67 percent and the one at milestone 5 (P 4 P 6 ) is À66:67 percent, and condition 1 is also satisfied at both milestones.
SIGNIFICANT MILESTONES
There may be multiple milestones at which a transitional pattern satisfies conditions 1 and 2 in Definition 3.7. People are usually interested in the milestones, where the frequency of a transitional pattern changes the most significantly. Below we define the concept of significant milestones to represent such positions. The significant milestones can be classified into frequency-ascending milestones and frequency-descending milestones.
1. It is trivial to prove that if a pattern X is frequent before i (X) and after i (X), it must be frequent in the whole database. However, note that if a pattern is frequent on D with respect to t s , there may not exist a milestone i (X) such that sup i À ðXÞ ! t s and sup i þ ðXÞ ! t s . Therefore, if we want to find all the transitional patterns in a set of frequent patterns discovered with support threshold min sup, the pattern support threshold t s for transitional patterns should be set to be smaller than min sup. We consider this problem to be a different problem from what this paper is concerned about. The pattern support threshold t s in Definition 3.7 is only for defining transitional patterns to avoid generalization over insufficient data.
Significant Frequency-Ascending Milestone
Definition 4.1 (Significant frequency-ascending milestone). The significant frequency-ascending milestone of a positive transitional pattern X with respect to a time period T is defined as a tuple, h M (X),tran M ðXÞi, where M (X) 2 T is the Mth milestone of X such that:
! tran i ðXÞ. Table 3 lists the transitional ratios of four patterns in the example database T DB with T ¼ ½25%; 75%. Fig. 1 illustrates how the transitional ratios of these four patterns change along their milestones. Assuming that the support threshold is 5 percent and the transitional pattern threshold is 50 percent, P 1 P 3 and P 4 P 6 are positive transitional patterns. The significant frequency-ascending milestone for P 1 P 3 is h62:5%; þ60i, and the significant frequencyascending milestone for P 4 P 6 is h37:50%; þ66:67i.
The reason for having condition 1 in Definition 4.1 is as follows. Positive transitional patterns usually occur sporadically at the beginning of the transaction database and are more heavily distributed at the latter part of the database. For such sporadic occurrences, the transitional ratios at the corresponding milestones may be very high, but these positions are not interesting because of the sporadic nature of the occurrence.
For example, suppose that in a data set with 1,000 transactions, a positive transitional pattern occurs in every transaction in the second half of the database, but sporadically occurs 10 times between the 100th and the 500th transactions. Assume that its first occurrence is at the 100th transaction, its transitional ratio is 98.23 percent at the first milestone (corresponding to the 100th transaction), and its transitional ratio is only 98 percent at the 10th milestone (corresponding to the 500th transaction). But the latter milestone is much more interesting. By using constraint sup M À ðXÞ ! t s , sporadic occurrences of a pattern at the beginning of the database are not considered as significant milestones because the pattern is infrequent at that milestone and we have not had enough information to see the trend of the pattern yet.
Note that the use of this constraint does not make us miss the significant milestone in the situation where a positive transitional pattern X starts to occur very often right after its first milestone. In this case, the significant milestone of X may or may not be at the place of the first occurrence, but if not, it is not far away from the first milestone because the value of sup i À ðXÞ generally increases quickly as i gets larger. Also, note that since X is a positive transitional pattern at M ðXÞ, it is easy to see that sup 
Significant Frequency-Descending Milestone
Similarly, the significant frequency-descending milestone for a negative transitional pattern is defined below. 
To give an example, patterns P 1 P 2 and P 4 P 6 in Table 3 are negative transitional patterns. Their significant frequency-descending milestones are h43:75%; À66:67i and h62:50%; À66:67i, respectively. The reason to have condition 1 in Definition 4.2 is similar to that in Definition 4.1. Note that even though the transitional ratio of P 4 P 6 is À1 at its last milestone 68.75 percent, it cannot be considered as a significant milestone because condition 1 in Definition 4.2 is not satisfied, due to the fact that P 4 P 6 does not occur after that milestone.
Theoretically, a transitional pattern may have both significant frequency-ascending and significant frequencydescending milestones if it is both a positive and a negative transitional pattern. Also, a positive (or negative) transitional pattern may have more than one significant frequency-ascending (or frequency-descending) milestones.
The significant milestones capture the most significant changes of a transitional pattern within a time period. In the real world, an evolving pattern may exist a more complicated trend (such as periodically evolving trends). Such a pattern may not be captured as a transitional pattern if its transitional ratio at any time point stays lower than the transitional pattern threshold. Finding such patterns is not a concern of this paper, but can be considered as future work.
MINING TRANSITIONAL PATTERNS AND THEIR SIGNIFICANT MILESTONES
In this section, we present an algorithm, called TP-mine, for mining the set of positive and negative transitional patterns and their significant milestones with respect to a pattern support threshold and a transitional pattern threshold. The algorithm is given as follows.
TP-Mine Algorithm
Algorithm. TP-mine. (Mine the set of Transitional Patterns and their significant milestones) Input:
A transaction database (D), an appropriate milestone range that the user is interested (T ), pattern support threshold (t s ), and transitional pattern threshold (t t ).
Output:
The set of transitional patterns (S P T P and S NT P ) with their significant milestones. Method: 1: Extract frequent patterns, P 1 ; P 2 ; . . . ; P n , and their supports using a frequent pattern generation algorithm with min_sup ¼ t s . 2: Scan the transactions from the first transaction to the last transaction before T to compute the support counts, c k (1 ! k ! n), of all the n frequent patterns on this part of the database. 3: S P TP ¼ ;; S NT P ¼ ;
7: end for 8: for all transactions T i whose position satisfying T do 9:
for k ¼ 1 to n do 10:
if tran c k ðP k Þ ! t t then 14:
if P k = 2 S P TP then 15:
Add P k to S P T P 16:
if P k = 2 S NT P then 25:
Add P k to S NT P 26:
end if 27:
if tran ck ðP k Þ < MinT ranðP k Þ then 28:
end if 33:
end if 34:
end if 35:
end if 36: end for 37: end for 38: return S P T P and S F AM ðP k Þ for each P k 2 S P T P 39: return S NT P and S F DM ðP k Þ for each P k 2 S NT P There are two major phases in this algorithm. During the first phase (Step 1), all frequent itemsets along with their supports are initially derived using a standard frequent pattern generation algorithm, such as Apriori [4] or FP-growth [16] , with t s as the minimum support threshold. In the second phase (starting from Step 2 to the end), the algorithm finds all the transitional patterns and their significant milestones based on the set of frequent itemsets. As mentioned before, a pattern that is frequent before and after one of its milestones in D with respect to support threshold t s must be frequent on D with respect to the same threshold. Thus, it is safe for us to first mine the frequent itemsets on the entire database using the threshold t s , and then find the transitional patterns based on the set of frequent itemsets.
In
Step 2, the support counts of all the frequent patterns on the set from the first transaction to the transaction right before the time period T are collected. They are used later in computing sup ck À ðP i Þ, where P i is a frequent pattern.
Step 3 initializes the set of positive transitional patterns (S P T P ) and the set of negative transitional patterns (S NT P ) to empty. Steps 4-7 initialize the set of significant frequency-ascending milestones for each frequent pattern P k , S F AM ðP k Þ, and the set of significant frequency-descending milestones for each frequent pattern P k , S F DM ðP k Þ, to empty. It also initializes the maximal and minimal transitional ratios of P k , denoted by MaxT ranðP k Þ and MinT ranðP k Þ, to zero.
After the initializations, the algorithm continues to scan the database D to find the milestones of P k within the range T . At each valid milestone c k (P k ) during the scan, it calculates the support of P k before c k (P k ), i.e., sup c k À ðP k Þ, and the support of P k after ck (P k ), i.e., sup c k þ ðP k Þ. 2 If both of them are greater than t s , the algorithm then checks the transitional ratio of P k . If the ratio is greater than t t , then P k is a positive transitional pattern and is added into the set S P T P .
Then, the algorithm checks whether the transitional ratio of P k is greater than the current maximal transitional ratio of P k . If yes, the set of significant frequencyascending milestones of P k , i.e., S F AM ðP k Þ, is set to contain fh c k ðP k Þ; tran c k ðP k Þig as its single element. If not but it is equal to the current maximal transitional ratio of P k , fh ck ðP k Þ; tran ck ðP k Þig is added into S F AM ðP k Þ. Similarly, Steps 23-32 are for finding the set of negative transitional patterns and their significant frequencydescending milestones.
Database Scan and Time Complexity
If we do not consider the step for generating frequent patterns (i.e., Step 1), the TP-mine algorithm scans the database only once to find all the transitional patterns and their significant milestones with respect to a pattern support threshold and a transitional pattern threshold. Suppose the number of frequent patterns generated from
Step 1 is n, the time complexity of the TP-mine algorithm from Step 2 to Step 35 is O(kDk þ n Â kT k), where kDk is the number of transactions in D and kT k is maximum number of milestones of P k (1 k n) .
The number of database scans and time complexity in Step 1 depends on the algorithm used for mining frequent patterns. For example, if FP-growth [16] is used, only two database scans are needed in Step 1. The total number of scans for mining transitional patterns is thus three.
Note that in our design of the TP-mine algorithm, finding transitional patterns is a separate step after generation of frequent patterns. It might be possible to incorporate transitional pattern mining into a frequent pattern mining process. However, it is not a good idea to incorporate it into either Apriori [4] or FP-growth [16] , which are the two most popular algorithms for mining frequent patterns. Apriori finds frequent patterns by multilevel candidate generation and testing, which involves multiple database scans. Since transitional patterns do not have the so-called downward closure property (i.e., a subpattern of a transitional pattern may not be a transitional pattern), the number of candidates evaluated in Apriori cannot be reduced based on the fact that a frequent pattern is found to be a transitional pattern. Thus, we would need to compute the transitional ratio for each candidate, resulting in a much higher time complexity than using the two-phase TP-mine algorithm. As for FP-growth, since a FP-tree does not contain the time information of the transaction database, it is not possible to mine transitional patterns from the FP-tree without significant modification of the tree to adapt time information.
Therefore, we choose to design a two-phase algorithm to mine transitional patterns, i.e., mining transitional patterns after mining frequent patterns. A benefit of such a design is that we can make use of the existing efficient and scalable frequent pattern mining algorithms, such as FP-growth, to improve the overall efficiency of the process. In the next section, we will show that the second phase of the TP-mine algorithm is also highly scalable.
EXPERIMENTAL STUDIES
To demonstrate the utility of transitional patterns and the efficiency of the TP-mine algorithm, we have performed two sets of experiments using data sets from two real-world domains: retail market basket and Web log data. Table 4 summarizes the parameters of each data set along with the threshold values used in our experiments.
Retail Market Basket Data
The Retail data set was obtained from the Frequent Itemset Mining Data set Repository. 3 It contains the (anonymized) retail market basket data from an anonymous Belgian supermarket store [9] . Over the entire data collection period, approximately five months, the supermarket store carries 16,470 unique SKU's, 4 and the total amount of receipts being collected equals 88,163. their significant frequency-ascending milestones. For positive transitional patterns, the greater the ratio, the higher the rank; while for negative transitional patterns (shown in Table 6 ), the less the ratio, the higher the rank.
The first positive transitional pattern, product fR12925g, has a support rank of 72 in the whole Retail data set, which represents a mediocre frequency. From its significant milestone, we notice that before the milestone 58.52 percent, its frequency is just a little bit greater than the minimum support threshold (which is 0.5 percent); but its frequency increases over six times after its significant milestone, which is twice as much as its frequency over the whole Retail data set. This unusual phenomena might be the result of a special event around that time point, such as a new advertisement or a sale promotion. In order to satisfy customers' increasing demands for product fR12925g, the store has to take actions to enhance the supply of this product. Moreover, the supplies of products fR39g and fR48g need to be enhanced as well because of their co-occurrences with product fR12925g in the third and fifth positive transitional patterns.
As we can see from Table 5 , there are three items R39, R48, and R413 in the 10th positive transitional pattern. This pattern can be easily ignored by traditional frequent pattern mining framework since its support is relatively low (ranked 200 out of 580). However, according to the corresponding significant milestone, these products appear together more frequently after the milestone 57.38 percent. Therefore, putting these products close to each other or starting a package promotion for these products might be very useful in selling more of these products. This idea is also backed up by the seventh and eighth positive transitional patterns.
The first 16 negative transitional patterns in Retail are listed in Table 6 . The frequency of the sixth negative transitional pattern fR32; R41g is very high, ranked 20 out of 580 frequent itemsets. Its frequency is much higher before the milestone 42.73 percent, almost twice as much as its frequency over the whole data set; but it decreases significantly afterward. This could be the main reason why the frequencies of the fourth and eighth negative transitional patterns decrease after almost the same time since product fR39g has the highest frequency in the Retail data set and appears in most of the top positive transitional patterns. New marketing strategies should be planned for products fR32g and fR41g, such as a new advertisement or price dropping, to resume the sales volume for these two products and other associated products.
Another interesting observation is that the significant milestones of most top negative transitional patterns occur around 40 to 45 percent. This information will encourage decision makers to find out the reason and take corresponding actions to prevent the sales of these products from decreasing further more.
Livelink Web Log Data
The Livelink data set was first used by Huang et al. [19] to discover interesting association rules from Livelink 5 Web log data. This data set is not publicly available for proprietary reasons. The log files contain Livelink access data for a period of two months (April and May 2002). The size of the raw data is 7GB. The data describe more than 3,000,000 requests made to a Livelink server from around 5,000 users. Each request corresponds to an entry in the log files. The detail of data preprocessing, which transformed the raw log data into the data that can be used for learning association rules, was described in [19] . The resulting session file used in our experiment was derived from the 10-minute time-out session identification method. The total number of sessions (transactions) in the data set is 30,586 and the total number of objects 6 (items) is 38,679. The top 16 positive and negative transitional patterns in Livelink data set are shown in Tables 7 and 8 , respectively. As we can see from the first row of Table 7 , the object fL15000g is visited most frequently after the milestone 44.17 percent and its frequency increases about five times. This shows that users are very interested in the new information in fL15000g that are updated after the specific time. Therefore, object fL15000g should be upgraded to a higher level so that it can be more easily accessed by the users.
On the contrary, the frequency of the first negative transitional pattern decreased significantly from 50.31 to 7.24 percent after the milestone 40.42 percent. It is very obvious that the information is out-of-date or the users are not interested in it any more. Thus, this object should be moved to a corresponding lower level in order to give room to other important objects, such as fL15000g.
Object fL15000g is also in the sixth negative transitional pattern (fL15000; L15001g) and is frequently visited together with fL15001g by the users before the milestone 46.81 percent. However, after that time, the frequencies of the fifth (L15001) and sixth negative transitional pattern decrease significantly, which means that most of the users who visit fL15000g do not visit fL15001g at the same time. Therefore, these two objects should be treated differently. 6. An object could be a document (such as a PDF file), a project description, a task description, a news group message, a picture, and so on [19] . On the other hand, objects fL135g and fL136g (see the 11th positive transitional pattern) should be in the same category and have links for the user to access from one to the other more easily because fL135g, fL136g and fL135; L136g are all positive transitional patterns with similar supports and significant milestones.
Evaluation on Scalability
To study the efficiency and scalability of the proposed TPmine algorithm, another set of experiments is conducted on both Retail and Livelink data sets. For each data set, we generate a number of subsets with increasing numbers of transactions. On each subset, we run the TP-mine algorithm with different support thresholds between 0.5 percent and 2.5 percent. All the experiments are performed on a double-processor server, which has 2 Intel Xeon 2.4 GHz CPUs and 2 GB main memory, running on Linux with kernel version 2.6. Fig. 2 illustrates the execution time of the second phase of the TP-mine algorithm (i.e., excluding the time for generating frequent patterns) on the differently sized subsets of the Retail data set for different support threshold values. Fig. 3 shows that for the Livelink data set.
As we can see from these figures, the second phase of our algorithm has linear scalability against the number of transactions in the data set. We use FP-growth to mine frequent patterns in the first phase, which has been shown to be linearly scalable with the number of transactions [16] .
Comparison to Our Earlier Work on Transitional Patterns
We first introduced the concept of transitional patterns and an algorithm for mining transitional patterns and their significant milestones in [38] . In that algorithm, for each frequent itemset, we calculated two supports of the pattern and the transitional ratio (if the two supports satisfy the minimum support threshold) at each time point that corresponds to a time stamp in the transaction database, while in the new TP-mine algorithm presented in this paper, these values are calculated at each milestone that corresponds to the time point where the itemset occurs. As a result, in [38] , a transitional pattern was defined as a frequent pattern whose transitional ratio satisfies the transitional pattern threshold at at least one of the time points (i.e., time stamps). While in this paper, a frequent pattern is a transitional pattern only if its transitional ratio passes the threshold at at least one of the time points where the pattern occurs. Similarly, the significant milestones of a transitional pattern defined in this paper only occur at the time points where the pattern occurs, while in [38] , a significant milestone can be at a time point where the pattern does not occur. The benefits of such a change are as follows. By only checking the time points where the pattern occurs, the efficiency of transitional pattern mining is improved. In addition, according to Salmenkivi and Mannila [31] , who discuss methods for detecting frequency change points in an event sequence, only the time points where an event occurs can be the optimal change points that maximize the likelihood of the event sequence when piecewise constant functions are used to model the density of the event occurrences. Furthermore, the event occurrence time points are usually more interesting when monitoring the event changes. Thus, although the transitional ratio of a pattern may not always peek at the pattern occurrence time points, focusing on the occurrence time points can lead to faster, more interesting, and potentially optimal solutions. To show the speedup of the new transitional pattern mining algorithm, we compared the new TP-mine algorithm presented in this paper to the one presented in [38] in terms of runtime. Figs. 4 and 5 show the comparison on the Retail and Livelink data sets, respectively. We can see that the new TPmine algorithm is faster than the old TP-mine algorithm. The lower the support threshold, the more significant the speedup is. Since the support threshold should usually be set to a low value for large real data sets, such a speedup is desirable for real applications.
We also compared the top 10 positive/negative transitional patterns generated by the old TP-mine algorithm 7 and the ones generated by the new TP-mine algorithm on both the Retail and Livelink data sets. The transitional patterns on each list are ranked according to the absolute value of the transitional ratio at the significant milestone. We found that for the Retail data set, the lists of top 10 positive transitional patterns discovered by the two algorithms are the same, i.e., they contain the same patterns in the same order. Looking into their significant milestones and the transitional ratios at these milestones, we found that the significant milestone (and its corresponding transitional ratio) of a pattern identified by one algorithm is either the same or very close to the one discovered by the other algorithm. The biggest absolute difference in the significant milestone is 0.37 percent and the biggest absolute difference in the highest transitional ratio is 0.19 percent. Comparing the lists of top 10 negative transitional patterns discovered by the two algorithms from the Retail data set, the similarity is even stronger. Not only are the two lists the same, the significant milestones and their corresponding transitional ratios discovered by the two algorithms are exactly the same for nine of the 10 patterns. Only for one pattern, a minor difference exists. The same observation holds for the two lists of top 10 negative transitional patterns discovered by the two algorithms on the Livelink data set. For the two lists of top 10 positive transitional patterns generated by the two algorithms on the Livelink data set, nine patterns are common, seven of which have the exactly same significant milestones and corresponding transitional ratios and two of them have minor differences in these two values. Only on one pattern which appeared on the top 10 list generated by the old algorithms but does not appear on the top 10 list by the new algorithm, we see significant difference in the significant milestone and its corresponding transitional ratio. Based on the above result, we can say that in almost 7. The top 10 results from the old TP-mine algorithm were listed in [38] . Here, we only describe the differences between the results from the two algorithms.
all the cases, the transitional ratio reaches the maximum or minimum values at or near a time point where the pattern occurs. Thus, the new algorithm speeds up the old one without significantly losing information in terms of finding the maximum or minimum transitional ratios and significant milestones of a transitional pattern.
RELATED WORK
In this section, we discuss existing work related to the transitional pattern mining framework proposed in this paper.
Emerging Patterns
Emerging patterns proposed in [12] are defined as itemsets whose support increases significantly from one data set to another. There are two major differences between transitional patterns and emerging patterns. First, emerging patterns are used to capture the significant difference between two data sets. When applied to time-stamped data sets, emerging patterns are used to find contrasts between two data sets with different time periods, which is separated by an unchangeable time point. Theoretically, emerging patterns can be considered as positive transitional patterns with the time point set to a constant value. As we can see from the above experimental results, the significant milestones of transitional patterns can be at different places in one data set. Thus, at a specific time point, the transitional ratio of a pattern might not reach its greatest value or even close to zero. For example, the transitional ratio of pattern P 4 P 6 at milestone 50 percent in T DB is zero (see Table 3 ), and the transitional ratio of pattern L 87 in the Livelink data set is close to zero at about 60 percent. If the constant time point is set to 50 percent or 60 percent in these two data sets respectively, these two interesting transitional patterns cannot be identified. Second, emerging patterns are itemsets whose growth rates are larger than a given threshold. The growth rate of a pattern X with respect to data sets D 1 and D 2 is defined as GrowthRateðXÞ ¼ supðX;D2Þ supðX;D 1 Þ . The value of the growth rate ranges from 0 to 1, while the transitional ratio used in our method is a normalized measure that ranges between À1 and 1. In addition, the value of the transitional ratio is symmetric in the sense that a pattern whose support increases, say, 10 times at a milestone has the same absolute value of the transitional ratio with the pattern whose support decreases 10 times. This feature makes it convenient for us to define positive and negative transitional patterns.
Contrast Sets
Bay and Pazzani [8] introduced the problem of detecting differences across several contrasting groups as that of finding all contrast sets, which are conjunctions of attribute-value pairs, that have meaningfully different support levels across the contrasting groups. This allows users to answer queries of the form, "How are History and Computer Science students different?" or "What has changed from 1993 through 1998?." They proposed the STUCCO algorithm [8] , which is based on Bayardo's Max-Miner [30] rule discovery algorithm. In the levelwise search for contrast sets, formed of conjunctions of attribute-value pairs of length i, the interestingness of the conjunct is estimated by its statistical significance, assessed using a 2 test with a Bonferroni correction. In their application, they discovered trends in student admissions to UCI in the years from 1993 to 1998 by analyzing the frequency differences of a pattern across the years. Different from our approach, their approach focused on finding frequency differences of a pattern (which is a conjunction of attribute-value pairs) between two or more contrasting groups of objects, where time may or may not be the criterion used to assign the objects into different groups. In this paper, we focus on discovering patterns (which can be itemsets or conjunctions of attribute-value pairs) whose frequency dramatically changes over the period of time in a database.
Temporal Association Rules
Since it was formulated over a decade ago, the problem of association rule mining has been extended in several ways, among which is the discovery of temporal association rules. A temporal association rule is an association rule that holds during specific time intervals. There are several kinds of meaningful temporal association rules, including cyclic association rules (i.e., the association rules that occur periodically over time) [25] , calendar-based temporal association rules (i.e., the association rules w.r.t. precise or fuzzy match for a user-given calendar schema) [22] , and temporal association rules over items' lifespan (i.e., the period between the first and the last time the item appears in transactions of a database) [6] , etc. Compared to these temporal association rule mining techniques, our proposed research is different in the following critical aspects. First, temporal association rules are based on user-defined time intervals, such as months, years, or other calendar-based constrains, while the transitional pattern mining technique automatically finds significant milestones of the patterns, which are unknown before the mining process. As we can see from the experimental results, significant milestones of transitional patterns are distributed throughout a wide range in the databases, and they can hardly fit into a specific time interval. Second, very strong rules tend to be strong in almost all time intervals. Thus, they are usually considered to be valid temporal association rules. But most of them are not interesting because they can be easily identified by the users with common sense. Transitional patterns, on the contrary, usually do not have very high frequency and can be easily ignored by the users in the traditional pattern mining model, which has been demonstrated in our experimental results.
Sequential Patterns and Frequent Episodes
Many previous studies also consider time stamps in the database when mining frequent patterns. Representative work includes mining sequential patterns [5] , [29] , [27] and mining frequent episodes [24] . A sequential pattern, defined first by Agrawal and Srikant [5] , is a sequence of elements whose occurrence frequency in a set of sequences (called a sequence database) is no less than a minimal support threshold. Early sequential pattern mining algorithms (e.g., in [5] , [29] ) are based on a levelwise candidate generation and testing process, in which length-k candidates are generated from the frequent sequences of length k À 1 and then tested by scanning the database to compute the frequency of each candidate. Some later algorithms improve the efficiency of sequential pattern mining by, e.g., using a recursive divide-and-conquer procedure that generates the complete set of frequent sequences without candidate generation and testing [27] .
In [24] , a framework for discovering frequent episodes in sequential data was proposed. An episode is a collection of events that occur relatively close to each other in a given partial order. An episode can be serial, in which events occur in a sequence, or parallel, in which no constraints are posed on the relative order of the events. In [24] , an algorithm was proposed to find all the frequent episodes in an event sequence, which satisfy a user-specified support threshold. The paper also presented an algorithm for producing rules that describe the associations between the discovered frequent episodes.
The above algorithms make use of the time information in the database to find frequent sequential relationships between events or itemsets. In this paper, we focus on finding the events or itemsets whose own frequency changes significantly over the time period of the database without considering the sequential relationships between different events or itemsets.
Change Detection in Event Sequences, Time
Series, and Data Streams
The problem of finding the significant milestones of a transitional pattern is related to the problem of finding the optimal k-partition of an event sequence discussed in [31] . An event sequence is a list of events ordered according to their occurrence times. It is often useful to detect changes in the frequency or density of event occurrences. In [31] , approaches to detecting optimal change points in a sequence of events of a single type were proposed and compared. Salmenkivi and Mannila's approaches, based on dynamic programming or Markov chain Monte Carlo methods, partition an event sequence into k subsequences by finding k À 1 change points that maximize the Poisson likelihood of the data, and then compute a piecewise constant function to model the intensity of the event, which expresses the instantaneous probability of occurrence of an event as a function of time. Our problem of finding the significant milestones of a transitional pattern can be considered as that of partitioning a transaction database (i.e., a sequence of transactions) into k partitions where k ¼ 2. The major differences between our approach and the approaches in [31] are as follows. First, we use the transitional ratio defined in Section 3 to evaluate time points and identify the ones whose frequency changes the most significantly based on the transitional ratio, while the approaches in [31] find the change points by dynamic programming or stochastic simulation that optimizes the likelihood of the data. Second, we focus on analyzing frequent patterns and finding all the transitional patterns and their significant milestones from a transaction database. Since each pattern (represented by an itemset) in our approach can be considered as an event type in the problem setting in [31] , our approach deals with multiple event types. In comparison, the approaches in [31] focus on finding k À 1 change points in an event sequence that consists of events of a single type, which may or may not be frequent. Methods have also been proposed for change point detection in a time series in both statistical and data mining literature. Standard methods include the ones in [14] , [17] , [18] , [34] . These methods worked under the assumptions that the number of change points is known a priori and that a stationary known model can be used to fit the subsequence between successive change points. In [13] , these assumptions are removed and change points are found in a hierarchical way by repeatedly splitting the time series that maximizes the statistical likelihood of the change points. The splitting process is stopped when the likelihood becomes stable or starts to increase according to a user-defined stability threshold. Our method differs from these methods in that we are not dealing with time series data although the data we deal with may be converted into a set of time series data (i.e., one time series for one frequent itemset) if a good frequency function can be found for each frequent itemset. In addition, we focus on finding the significant milestones for all the transitional patterns, which correspond to finding the most significant change points in the multiple sequences instead of a single sequence.
Change detection is also an important issue in data stream mining. A data stream is a continuous flow of data often generated at a high speed in a dynamic, timechanging environment. It is often required that a data stream be quickly analyzed in an online fashion with only one pass of data. A framework for diagnosing frequency changes in the evolution of fast data streams was presented in [2] , in which velocity density estimation is used to create both temporal velocity profiles and spatial velocity profiles at periodic instants in time. The velocity density estimates the rate at which the changes in the data density are occurring at each spatial location based on some userdefined temporal window. Kernel density estimation [32] is used in the definition of the velocity density. In contrast to the approach we present, the framework was applied to understand changes in multidimensional data streams using differential kernel density estimation functions with various window sizes. In evolving data streams the same data spaces are used at different points in time while the data items change. Another approach to analyzing the distribution changes in data streams was proposed in [20] . The approach was based on a two-window paradigm in which the data in some reference window are compared to the data in a current window which slides forward with each incoming data. The method passes the data once and provides proven guarantees on the statistical significance of detected change. Different from data stream mining, we focus on detecting changes on historical and static data without real-time constraints.
Histogram
Our work can also be compared with the histogram technique used in statistics. Although a histogram can illustrate the frequency distribution of a variable over a time period, it is only a graphic tool for human to look at the distribution of a variable. When applying to analyzing the frequency distributions of frequent itemsets in a transaction database, we would need to draw a histogram for each of the frequent pattern. When the number of frequent patterns is large (which is usually the case for real applications), the amount of work involved is huge and the user can be easily overwhelmed by too many graphs.
In comparison, with the transitional pattern mining technique proposed in this paper, patterns with interesting distributions can be identified easily. If the user would like to see the distribution of such patterns, he/she can use histograms to look at them in details. But without first identifying such patterns, the user may not have an idea as to which patterns should be looked at.
In addition, when applying histograms to the transaction database, the user needs to discretize the time variable into intervals. Without knowing how the patterns are evolving, it is not an easy job to choose a good discretization. With our technique, we do not need to split the time period into intervals.
CONCLUSIONS AND FUTURE WORK
A limitation of existing frequent itemset mining framework is that it does not consider the time stamps associated with the transactions in the database. As a result, dynamic behavior of frequent itemsets cannot be discovered. In this paper, we introduced a novel type of patterns, positive and negative transitional patterns, to represent frequent patterns whose frequency of occurrences changes significantly at some points of time in a transaction database. We also defined the concepts of significant frequency-ascending milestones and significant frequency-descending milestones to capture the time points at which the frequency of patterns changes most significantly. To discover transitional patterns, we proposed the TP-mine algorithm to mine the set of positive and negative transitional patterns with respect to a pattern support threshold and a transitional pattern threshold. Our algorithms takes one database scan after mining frequent patterns to find the transitional patterns and their significant milestones. Our experimental results showed that the proposed algorithm is highly scalable.
In our experimental study, we demonstrated the usefulness of transitional patterns in two real-world domains and showed that what is revealed by the transitional patterns and their significant milestones would not be found by the standard frequent pattern mining framework. As there are concerns about the practical usefulness of data mining techniques, we hope that the research presented in this paper brings a promising avenue to look at the data from a new angle, which allows us to find new, surprising, useful, and actionable patterns from data.
In the future, we would like to extend this work in the following directions. First, we would like to investigate whether other designs of the transitional ratio would lead to better discovery of transitional patterns and their milestones. Second, we would like to identify other types of patterns (such as periodical patterns) by analyzing the discovered milestones. Moreover, finding sequential transitional patterns is another interesting topic that we would like to work on in the future.
