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Capítulo 1
Introducción
En la actualidad existen un gran número de escenarios en donde la iden-
tiﬁcación y/o reconocimiento de personas se hacen necesarios. Desde ﬁnales
del siglo 19, las huellas digitales de infractores de la ley son de alguna forma
almacenadas en bases de datos, con el ﬁn de poder realizar comparaciones
y lograr identiﬁcar sujetos; de hecho, esta es una de las técnicas más uti-
lizadas para lograr una identiﬁcación positiva de criminales en escenas del
crimen. Sin embargo, el reconocimiento de personas está siendo cada vez
más utilizado en aplicaciones civiles, hasta tal punto de volverse necesario,
normalmente, por motivos de seguridad.
Uno de los problemas típicos que son delegados a empresas que prestan
servicios de seguridad, es el registro de personal que ingresa a un estableci-
miento. Esta actividad es llevada a cabo en la mayoría de los casos, haciendo
uso elementos como llaves, tarjetas o contraseñas para lograr la identiﬁcación
de los sujetos que ingresan. Sin embargo, el uso de los anteriores elementos
supone una falencia en la seguridad del sistema, puesto que es fácil suplantar
identidades consiguiendo de esta manera acceso antes restringido.
Este documento presenta entonces el diseño, desarrollo y evaluación de
un prototipo de sistema de registro, que utiliza como medida de identiﬁcación
el rostro de los sujetos que ingresan, con el ﬁn de permitir un nivel de seguri-
dad más alto en los procesos de registro, sin que se vea afectada la eﬁciencia
y agilidad con que dichos procesos son completados utilizando otros métodos.
El método utilizado para realizar reconocimiento de rostros en el desa-
rrollo es conocido como Patrones Binarios Locales (LBP), y es una de las
técnicas que más ha llamado la atención de la comunidad cientíﬁca, por
su baja complejidad computacional e invariancia a cambios de iluminación
mono-tónicos.
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El método LBP permite realizar las descripciones de regiones locales del
rostro, que son combinadas para formar una descripción global por cada su-
jeto. Estas descripciones son comparadas con una medida de disimilitud que
permite establecer la identidad del sujeto, basándose en las descripciones que
le corresponden.
Los siguientes capítulos presentan en detalle las propiedades teóricas y
tecnológicas del prototipo de sistema desarrollado, así como su desempeño
en el cumplimiento de registro de personas.
El Capítulo 2, presenta un compendio de los objetivos que se determi-
naron para el desarrollo de este proyecto. En el Capítulo 3 se revisan al-
gunos trabajos realizados anteriormente por la comunidad cientíﬁca, que se
considera están directamente relacionados con lo que en este documento se
presenta, y por lo tanto suponen una guía para el desarrollo de este proyecto.
Todas las bases teóricas correspondientes a los métodos, medidas y esta-
dísticas utilizadas para la construcción de lo propuesto son expuestas en el
Capítulo 4. El Capítulo 5 presenta la forma en que se utilizaron los conceptos
expuestos en el Capítulo 4, así como el diseño e implementación del prototipo.
La evaluación y discusión de resultados correspondientes a las pruebas
realizadas con el prototipo desarrollado están consignadas en el Capítulo 6,
y el Capítulo 7 presenta las conclusiones del proyecto y un resumen de lo
construido, así como los logros alcanzados y algunas falencias que represen-
tan un trabajo futuro.
Por último, la sección de Apéndices presenta información adicional, como
los requerimientos identiﬁcados y los recursos tecnológicos utilizados, que
completan lo expuesto en los demás capítulos.
Capítulo 2
Objetivos
Como es natural, al inicio de este proyecto se establecieron una serie de
objetivos que suponen la guía de desarrollo, y que permiten medir hasta
cierto punto si el proyecto fue o no exitoso. En este sentido, el objetivo
principal propuesto se cita a continuación.
Diseñar e implementar un sistema de seguridad piloto, basado
en identiﬁcación de rostros, que permita apoyar labores de registro
y control de acceso a un establecimiento.
Identiﬁcado el anterior como objetivo principal del proyecto, se establecie-
ron los objetivos especíﬁcos que dividen el problema en partes mas pequeñas,
como sigue.
1. Diseñar e implementar un sistema de análisis de imágenes
que sea capaz de reconocer rostros de personas en imágenes.
2. Diseñar e implementar una base de datos multimedia que
almacene información relacionada con el ingreso de personas al
establecimiento.
3. Deﬁnir e implementar una arquitectura que integre los dos
módulos anteriores y generar una aplicación funcional que per-
mita al usuario el servicio de registro y reconocimiento de rostros
semiautomáticos.
Luego de haber deﬁnido todos los objetivos que se deseaban cumplir en
el desarrollo de este proyecto, se prosiguió con el cumplimiento de cada uno
de ellos en el orden en el que se han especiﬁcado. El resto de este trabajo
contiene el desarrollo teórico, tecnológico y experimental del prototipo de
sistema desarrollado bajo lo lineamientos de los objetivos.
3

Capítulo 3
Antecedentes
3.1. Introducción
A medida que la tecnología evoluciona, también lo hacen las diferentes
técnicas que permiten realizar trabajos computacionales especíﬁcos de una
manera más eﬁciente. En cuestiones de sistemas de seguridad, se han uti-
lizado por mucho tiempo los números personales de identiﬁcación (PIN),
contraseñas, tarjetas inteligentes o llaves, para permitir el acceso a lugares u
objetos restringidos a un personal en especíﬁco (aquellos que posean alguno
de los objetos anteriores). El problema con este tipo de métodos es que la
seguridad que se desea con ellos es fácilmente burlada si algún intruso logra
conseguir uno de los elementos anteriores, que entonces le concede un acceso
no autorizado a información o áreas restringidas.
Como una solución al problema anterior, se han desarrollado técnicas que
miden la condición ﬁsiológica del sujeto, y que permiten una identiﬁcación
más única de dicho sujeto, además de que se hace necesario que éste se en-
cuentre presente en el momento de la identiﬁcación. Este tipo de técnicas de
identiﬁcación hacen parte del área de conocimiento de la biometría.
Existen diversos métodos de identiﬁcación biométrica [Jain et al. (2004)].
El más conocido y tal vez más utilizado de ellos es el reconocimiento de
huellas dactilares. Sin embargo hay otras posibilidades para realizar la iden-
tiﬁcación de usuarios, como por ejemplo a través del ADN, haciendo un
reconocimiento de las orejas del usuario o, como en los trabajos que en este
capítulo se mencionan y este proyecto mismo, reconocimiento del usuario a
través de su rostro.
El reconocimiento de rostros ha surgido como una innovadora fórmu-
la para el desarrollo de sistemas de seguridad, y ha sido investigado desde
ﬁnales de los años 80 [Ibrahim y Zin (2011)]. Desde entonces, gracias al in-
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terés por parte de la comunidad cientíﬁca, han surgido diferentes métodos
para hacer reconocimiento de rostros, con diferentes enfoques y complejidad
computacional, siendo naturalmente unos más robustos y eﬁcaces que otros.
Este gran interés en investigar el tema se debe, en parte, a la amplia ga-
ma de aplicaciones que se pueden obtener con usuarios reconocidos a través
de su rostro, y además, a que en algunos casos se requiere de un alto nivel
de cálculos computacionales, que solo gracias a la evolución de la tecnología
pueden ser costeados, ya que sistemas semejantes eran vistos anteriormente
como imposibles o demasiado costosos.
Se mencionan en la siguiente sección algunos de los proyectos y trabajos
relacionados con reconocimiento de rostros y sistemas de seguridad, pero los
conceptos teóricos bajo estos dos aspectos son expuestos en el capítulo 4.
3.2. Trabajos Anteriores
Ibrahim y Zin de la universidad de Kuala Lumpur, desarrollaron y es-
tudiaron una aplicación con propósitos de seguridad y control de entrada a
establecimientos u oﬁcinas [Ibrahim y Zin (2011)]. Para lograr reconocer ros-
tros en imágenes, Ibrahim y Zin hacen uso de una técnica muy utilizada en
Teoría de la Información llamada Análisis de Componentes Principales ACP
(Principal Component Analysis PCA en inglés) en su adaptación a imágenes
digitales, para realizar el entrenamiento del sistema, y además utilizan Redes
Neuronales para el proceso de clasiﬁcación y reconocimiento. Con este méto-
do, consiguieron un nivel aceptable de reconocimiento de aproximadamente
el 80%.
Además de proporcionar el servicio de reconocimiento de rostros contra
intrusos, James Lie et al. [Liu et al. (2005)] desarrollaron un robot de segu-
ridad que puede ser manejado inalámbricamente a través de una estructura
de red con una conexión de 33.6-kb/s, que les permite transmitir la infor-
mación necesaria a diversos agentes lógicos ubicados en diferentes servidores
que hacen parte de la red, optimizando el tiempo de reconocimiento al hacer
cómputo en paralelo. El reconocimiento se hace en tiempo real sobre el video
que captura la cámara del robot, alertando al personal de seguridad en caso
de encontrar un intruso dentro de las instalaciones.
Un sistema con propiedades de desacople como las presentadas en el tra-
bajo de James Lie et al. [Liu et al. (2005)], pero basado en una estructura
de hardware totalmente diferente fue desarrollado por Xiang-Lei Meng et al.
[Meng et al. (2010)]. El sistema está basado en placas RFID que almacenan
la información de las eigenfaces del algoritmo de ACP para reconocimiento,
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y hace uso de un procesador ARM 11 que se encarga de clasiﬁcar los ros-
tros ingresados para su reconocimiento. Con el método propuesto, Xiang-Lei
Meng et al. consiguen un reconocimiento del 86.6%, que es bastante acep-
table para un sistema de seguridad.
Como se puede evidenciar en los trabajos ya mencionados (y otros aquí
no expuestos), existía, hasta hace pocos años, una tendencia en el uso de
las eigenfaces o ACP (Análisis de Componentes Principales) y las Redes
Neuronales para realizar reconocimiento de rostros, debido a que las tasas
de reconocimiento que se pueden obtener con este método son de las más
altas en comparación con otros métodos. Sin embargo, los cálculos compu-
tacionales que se requieren para lograr esas tasas son bastante altos, por lo
que el enfoque de investigación de la comunidad cientíﬁca se ha desviado un
poco hacia la eﬁciencia de los algoritmos, en donde realizar reconocimiento
de rostros en tiempo real es la meta.
Buscando una solución al problema mencionado en el párrafo anterior,
unido al hecho de que los algoritmos de reconocimiento de rostros basados
en regiones locales han adquirido reputación debido a su efectividad, y el
buen desempeño del algoritmo de Patrones Binarios Locales (Local Binary
Patterns por sus siglas en inglés LBP) en su uso para la clasiﬁcación de
texturas, impulsaron a Ahonen et al. [Ahonen et al. (2006)] a realizar una
investigación en el uso del descriptor LBP en el reconocimiento de rostros.
Los autores descubrieron que el uso de este descriptor para reconocimiento
de rostros no es solo efectivo, sino que además los cálculos realizados con
este método no son muy altos. Las tasas de reconocimiento obtenidas con
LBP son del 97% en condiciones controladas, cifra que supera notablemente
las tasas obtenidas con el método de eigenfaces.
Tomando como motivación la efectividad, simplicidad y bajo costo compu-
tacional del trabajo de Ahonen et al. [Ahonen et al. (2006)], se utiliza en este
proyecto el descriptor LBP propuesto por los autores para realizar el reco-
nocimiento de rostros que se requiere en la autenticación de usuarios. En el
capítulo 5 se expone claramente la forma en que está construido el sistema,
y por consiguiente, el uso del descriptor LBP en este proyecto y algunas ra-
zones adicionales por las cuales se decide el uso de este método.

Capítulo 4
Marco Teórico
4.1. Biometría
Existe una gran cantidad de aplicaciones en las que se requiere identiﬁca-
ción de personal para evitar ofrecer servicios a personas no autorizadas. Las
técnicas normalmente utilizadas para cumplir este propósito están basadas
en objetos o conocimientos únicamente poseídos por la persona autorizada
(llaves, contraseñas, carnets, etc.). Sin embargo, este tipo de técnicas pue-
den ser fácilmente burladas por intrusos si logran conseguir alguno de estos
elementos. Es por eso que son deseables otro tipo de métodos que permitan
identiﬁcar a un sujeto por su condición ﬁsiológica o por su comportamiento.
Afortunadamente, la comunidad cientíﬁca que investiga el área ha logra-
do conseguir la autenticación de personal utilizando características ﬁsiológi-
cas o de comportamiento que son diferentes entre cada sujeto. Este tipo de
técnicas y su estudio pertenecen a un área de conocimiento conocida como
biometría, que según Jain et al., permite establecer la identidad de una per-
sona basándose en el ¾quién es?, en lugar de el ¾que es lo que posee? [Jain
et al. (2004)]. De esta forma, se hace necesaria la presencia del sujeto en el
momento de la autenticación, lo que disminuye en cierto grado las posibili-
dades de burlar el sistema.
Sin embargo, para lograr que un sistema de reconocimiento de personal
funcione correctamente, deben tenerse en cuenta unos criterios al escoger la
medida biométrica. Cualquier medida ﬁsiológica o de comportamiento puede
usarse satisfactoriamente mientras cumpla con dichos criterios, que Jain et
al. en su artículo exponen de la siguiente forma [Jain et al. (2004)]:
Universalidad: Cada persona debe tener la característica.
Distinción: Cualquier par de personas deben ser lo suﬁcientemente
diferentes en términos de la característica.
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Permanencia: La característica debe ser suﬁcientemente invariante con
el paso del tiempo.
Recolección: La característica debe poder ser medida cuantitativamen-
te.
Además de medir las características biométricas con los atributos ante-
riores, también es de utilidad medir los sistemas biométricos por la manera
en que estos funcionan. Es entonces adecuado tener en cuenta otros tres
criterios al hacer mediciones de sistemas biométricos [Jain et al. (2004)]:
Desempeño: Se reﬁere a la tasa y a la velocidad del reconocimiento,
los recursos necesarios para lograr esa tasa y velocidad, así como los
factores operacionales y ambientales que afectan dicha tasa y velocidad.
Aceptabilidad: Indica hasta que punto la gente esta dispuesta a aceptar
el uso de cierta característica biométrica.
Robustez a Fraude: Determina que tan fácil es engañar al sistema uti-
lizando métodos fraudulentos.
En general, un sistema biométrico debe ser acertado y rápido reconocien-
do personal. Además, obtener la medida biométrica no debe desagradar al
usuario en ningún sentido (esto es obviamente para que el usuario este dis-
puesto a colaborar), y debe ser robusto a intentos de fraude que impostores
quieran utilizar.
Existen en la literatura diversas técnicas de reconocimiento que utilizan
características que cumplen en cierto grado con los requisitos mencionados
anteriormente. No obstante, no existe hasta el momento un sistema de reco-
nocimiento que sea a prueba de todo, pero existen algunos que deﬁnitiva-
mente se desempeñan de mejor manera que otros. Jain et al. en su trabajo
hacen una comparación de los métodos biométricos más utilizados; en la Ta-
bla 4.1 se expone parte de esa información.
En particular, se puede evidenciar en la información de la Tabla 4.1, que
las medidas biométricas más robustas a fraude son el rostro y la voz. No
obstante, de estas dos medidas la más fácil de recolectar es el rostro. La
razón es que solo basta con capturar una imagen del mismo para proceder
al cálculo de la medida. Además de dicha facilidad, un hecho de interés para
el desarrollo de este proyecto es que una gran parte de los establecimientos
con sistemas de registro cuentan con las facilidades de una cámara que les
permite capturar fotografías a los visitantes. De esta manera, se puede sus-
tentar la escogencia del rostro como medida biométrica para el sistema de
registro desarrollado.
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ADN A A A B A B B
Oreja M M A M M A M
Rostro A B M A B A A
Huella Digital M A A M A M M
Voz M B B M B A A
Tabla 4.1: Comparación de Varias Medidas Biométricas. Las caliﬁcaciones
de Alto, Medio y Bajo estan refereciadas como A, M y B respectivamente.
Tomado de [Jain et al. (2004)].
Asimismo, la ventaja de las técnicas de reconocimiento de rostros es que
son métodos no intrusivos y, como ya se estableció, la forma de capturar
los datos para el reconocimiento es muy sencilla. No obstante, como cual-
quier otro método biométrico, posee algunos problemas, como el hecho de
que para que sea efectivo, los rostros deben ser capturados en ambientes
controlados y que en general los métodos de reconocimiento de rostros son
costosos computacionalmente.
4.2. Detección del Rostro
El reconocimiento de rostros en imágenes es uno de los temas más inves-
tigados en el campo del procesamiento digital de imágenes, ya que de éste
se derivan una serie de aplicaciones, de las que cabe mencionar: Interacción
Hombre Máquina (HCI), Visión por Computador, Seguridad, Indexación de
Contenido [Yang et al. (2002)]. Sin embargo, las diferentes técnicas existen-
tes para el reconocimiento de rostros dan por supuesto el hecho de que el
rostro ha sido correctamente detectado y localizado dentro de la imagen, lo
que evidencia la dependencia entre los procesos de reconocimiento de rostros
y detección y localización de los mismos.
Es por esta razón, que para el desarrollo de lo propuesto, se debe solucio-
nar primero el problema de localización de rostros en imágenes, que según
Yang et al. [Yang et al. (2002)], por sí solo implica una serie de complicacio-
nes a considerar:
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Pose: Las imágenes que contienen rostros varían debido a la pose rela-
tiva de la cámara (frontal, 45 grados, perﬁl, al revés), y algunas carac-
terísticas como un ojo o la nariz pueden ser parcialmente o totalmente
ocluidas.
Presencia o ausencia de componentes estructurales: Características fa-
ciales como barba, bigote y gafas pueden o no estar presentes, y existe
un alto grado de variabilidad en estos componentes incluyendo forma,
color y tamaño.
Expresiones faciales: La apariencia del rostro está directamente afec-
tada por la expresión facial de una persona.
Oclusión: Los rostros pueden estar parcialmente ocluidos por otros
objetos. En una imagen con un grupo de personas, algunos rostros
pueden ocluir parcialmente otros rostros.
Orientación de la imagen: Imágenes que contengan rostros varían di-
rectamente para diferentes rotaciones alrededor del eje óptico de la
cámara.
Condiciones de toma de la imagen: Cuando se toma la imagen, facto-
res como la iluminación y las características de la cámara afectan la
apariencia de un rostro.
Para solucionar estos problemas se han propuesto diferentes métodos, con
diferentes niveles de complejidad y eﬁciencia [Yang y Ahuja (1998)], [Lin et
al. (2005)], [Wang y Yang (2008)]. Sin embargo, debido a que en la mayoría
de las aplicaciones la detección de rostros se hace como un pre-procesamiento
de imagen para el reconocimiento de rostros, se hace necesario que la detec-
ción de rostros en la imagen sea lo más eﬁciente posible, ya que el proceso
de reconocer los rostros requiere por sí solo muchos cálculos computacionales.
En este sentido, una de las técnicas más utilizadas debido a su capaci-
dad de procesar imágenes rápidamente y sus altos grados de detección, es el
uso de clasiﬁcadores en cascada como lo establecieron por primera vez Paul
Viola y Michael Jones en su trabajo [Viola y Jones (2001)]. Es una técnica
que utiliza un nuevo concepto conocido como Imagen Integral introducido
por los autores, que permite calcular de manera muy rápida y en tiempo
constante una serie de características extraídas de la imagen, con las que se
puede determinar la existencia o no de rostros.
Ya que el método de detección de rostros utilizado en este trabajo es
el recién mencionado [Viola y Jones (2001)], se dedica la siguiente sección
enteramente a la explicación del funcionamiento del mismo.
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Clasiﬁcadores en Cascada
El algoritmo de los Clasiﬁcadores en Cascada fue expuesto por primera
vez por Paul Viola y Michael Jones en el año 2001 [Viola y Jones (2001)]. Los
autores lograron construir un sistema de detección de rostros en imágenes
con tasas de acierto similares a las mejores publicaciones en el área para esa
época. La gran ventaja de este nuevo método con respecto a los ya publicados
es su habilidad de detectar rostros extremadamente rápido 1.
Características
Para lograr esa gran velocidad al detectar rostros, Viola y Jones hacen
uso de características muy simples que son extraídas de la imagen en su re-
presentación mono-tónica. Es decir, estas características se basan en (pero
no son) los niveles de intensidad de los pixeles de la imagen en escala de
grises. La razón por la que usualmente se preﬁere el uso de características en
lugar de los pixeles directamente, es porque en general ayudan a codiﬁcar el
conocimiento extraído de la imagen, además de que en este caso en parti-
cular, funcionan de manera mucho más rápida.
En una primera versión del algoritmo, Viola y Jones proponen el uso de
cuatro características simples. Estas características son en realidad valores
extraídos de zonas rectangulares de la imagen divididas en dos o más regio-
nes también rectangulares. En la Figura 4.1 se pueden observar estas cuatro
características propuestas por los autores 2.
Cada una de las características esta dividida en dos tipos de regiones:
positivas y negativas (representadas con colores blanco y gris en la Figura
4.1). Como puede observarse en la ﬁgura, las características son de dos, tres
o cuatro regiones. Estas regiones son del mismo tamaño y forma en todos los
casos. Para calcular el valor de la característica, la suma de las intensidades
de los pixeles contenidos en la región negativa son restados de la suma de las
intensidades de los pixeles contenidos en la región positiva. De esta forma,
cada característica es representada por un valor numérico.
Debido a que el cómputo de las características implica la sumatoria de
una serie de pixeles de la imagen, es evidentemente ineﬁciente realizar la
suma de los valores de los pixeles cada vez que se requiera calcular una
característica. Además, para que el detector funcione correctamente se han
1Paul Viola y Michael Jones consiguieron detectar rostros en imágenes de 384 × 288
pixeles a una velocidad de 15 cuadros por segundo con un procesador convencional de
700MHz.
2Actualmente el número de características es extendido al hacer uso de conﬁguraciones
de regiones distribuidas de forma diagonal.
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Figura 4.1: Las cuatro características del algoritmo de Viola y Jones.
Tomado de [Viola y Jones (2001)].
de usar una cantidad considerable de características, lo cual implica que
sumar los pixeles cada vez es en deﬁnitiva la forma incorrecta de realizar el
proceso. Afortunadamente, Viola y Jones encontraron una forma eﬁciente de
calcular las características; esto es gracias a un concepto que ellos mismos
introdujeron conocido como Imagen Integral.
Imagen Integral
Debido a que era necesario encontrar una forma de calcular las caracte-
rísticas de manera eﬁciente, Viola y Jones propusieron el uso de una repre-
sentación de imágenes llamada imagen integral. Esta nueva representación
contiene las mismas dimensiones de la imagen a la cual representa, pero su
valor en la posición (x, y) contiene la suma de los pixeles hacia arriba y a la
izquierda del pixel (x, y) de la imagen original, incluyendo el valor del propio
pixel.
Para establecerlo de una forma más formal, la ecuación (4.1) expresa la
relación entre la imagen integral y la imagen a la cual ésta representa.
ii(x, y) =
∑
x′≤x,y′≤y
i(x′, y′) (4.1)
en donde ii(x, y) es la imagen integral y i(x, y) es la imagen original.
Para lograr que el cálculo de la imagen integral sea eﬁciente, se puede
hacer uso de las recurrencias mencionadas en las ecuaciones (4.2) y (4.3). De
esta forma, la imagen integral puede calcularse recorriendo solamente una
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vez la imagen original.
s(x, y) = s(x, y − 1) + i(x, y) (4.2)
ii(x, y) = ii(x− 1, y) + s(x, y) (4.3)
en donde s(x, y) es la suma acumulada de los pixeles de la columna x,
s(x,−1) = 0 y ii(−1, y) = 0.
A B
C D
1 2
3 4
Figura 4.2: La Imagen Integral. Cálculo de la suma de pixeles contenidos en
una zona rectangular. Tomado de [Viola y Jones (2001)].
La Figura 4.2 muestra una posible situación en donde se necesita calcu-
lar la suma de los pixeles que estan contenidos en la región D. La imagen
integral en la coordenada 1 contiene la suma de los pixeles de la región A.
De esta misma forma, el valor en la coordenada 2 es A+B, en la coordenada
3 es A+B + C y en la coordenada 4 es A+B + C +D.
Con las anteriores relaciones, se puede expresar la suma de los pixeles
de una región rectangular cualquiera, en función de sus cuatro coordenadas
correspondientes en la imagen integral. La ecuación (4.4) expone dicha rela-
ción tomando como base la Figura 4.2.
D = 4 + 1− (2 + 3) (4.4)
Como se puede observar, el algoritmo de Viola y Jones es extremada-
mente rápido, puesto que el cálculo de las características implica únicamente
operaciones de sumas y restas con números enteros, utilizando solamente
4 referencias a la imagen integral por zona rectangular. De esta forma, el
tiempo necesario para realizar el cálculo de cada una de las características
es constante, sin importar su tamaño. Además, puesto que las característi-
cas se forman de zonas rectangulares adyacentes, el número de referencias a
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la imagen integral se ve disminuido, pues cada par de zonas rectangulares
adyacentes comparte dos coordenadas en la imagen integral.
Escaneo de la Imagen
Para lograr detectar rostros en diferentes tamaños y posiciones, es nece-
sario utilizar una ventana que cumpla las funciones de escaner, que recorra
toda la imagen aplicando el detector (las características), para determinar
de esta forma la existencia o no de rostros. En este sentido, se deben tener en
cuenta tres variables que alteran el comportamiento de la ventana de esca-
neo, y deben ser establecidas antes del inicio del proceso: el tamaño inicial de
la ventana de escaneo, un factor de escala y una cantidad de desplazamiento.
El primer valor necesario para el proceso de detección es el tamaño inicial
de la ventana de escaneo. Esta ventana inicia con un valor determinado y es
escalada y desplazada en el proceso de detección 3. El tamaño de la ventana
de inicio se puede interpretar como el tamaño mínimo que debe tener un
rostro en la imagen para que pueda ser detectado.
El segundo valor a tener en cuenta es un factor de escalamiento S, que
se utiliza para agrandar el tamaño de la ventana cada vez que esta recorre la
imagen. Hay que resaltar que es la ventana de escaneo la que se escala, mas
no la imagen. Al escalarse la ventana de escaneo necesariamente se escalan
las características. Sin embargo, esto no es un problema puesto que como ya
se estableció, las características pueden ser calculadas en tiempo constante
sin importar su tamaño. El valor de S debe ser por obvias razones mayor a
1,0; entre más alto sea el valor, más rápido es el algoritmo.
Por último, es necesario también establecer una cantidad de desplaza-
miento de la ventana ∆. Esta cantidad de desplazamiento esta dada en pi-
xeles, y varía en función de la escala actual de la ventana. Es decir que la
ventana es movida una cantidad de S∆ pixeles, horizontalmente o vertical-
mente según corresponda. De nuevo, alterar el valor de ∆ afecta directamente
la rapidez del algoritmo. Sin embargo, hay que tener cuidado al escoger estos
valores, ya que además de afectar la velocidad del algoritmo, pueden también
afectar de manera negativa la precisión del mismo.
3Las pruebas conducidas por Viola y Jones inician con una ventana de tamaño 24× 24
pixeles. Sin embargo, este valor depende del contexto de la aplicación en la que se utiliza
el algoritmo. Para el caso de este proyecto, el tamaño inicial es de 130× 140 pixeles. Esto
se debe a que se asume que el rostro de la persona ocupa gran parte del espacio de una
imagen de 400× 300 pixeles.
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Clasiﬁcando en Cascada
Para que el clasiﬁcador haga un buen trabajo detectando rostros y evi-
tando falsos positivos, se deben usar una gran cantidad de características 4.
Sin embargo, calcular una cantidad grande de características por cada posi-
ble región en la imagen es ineﬁciente, a pesar de la gran velocidad a la que
estas características son calculadas. Es por eso que los autores proponen el
cálculo de las características en cascada o por etapas.
Cada una de estas etapas es en realidad un clasiﬁcador compuesto de una
serie de características. Estos clasiﬁcadores son entrenados haciendo uso de
un método variante de AdaBoost, para seleccionar una cantidad pequeña de
características [Freund y Schapire (1997)]. La idea es que en cada etapa se
descarten la mayoría de los falsos positivos, al mismo tiempo que se evita
comprometer la tasa de detección. Bajo este principio, la complejidad de los
clasiﬁcadores va en aumento al avanzar por la cascada, para poder clasiﬁ-
car correctamente las muestras que son cada vez más difíciles y evitar en la
mayor medida posible la cantidad de falsos positivos.
Ventanas 
Rechazadas
Procesamiento
Posterior
No
Si Si Si
No No
1 2 3
Todas las
Ventanas
Figura 4.3: Descripción esquemática de la clasiﬁcación en cascada.
La Figura 4.3 muestra el proceso que se realiza con cada una de las regio-
nes evaluadas. Los círculos son los clasiﬁcadores que están organizados unos
tras otros (cascada). Como se puede observar, todas las ventanas evaluadas
pasan por el primer clasiﬁcador, y solo las que den un resultado positivo
son evaluadas en el segundo clasiﬁcador, de igual manera, solo regiones con
resultados positivos pasan a ser evaluadas por el tercer clasiﬁcador, y así su-
cesivamente 5. Un resultado negativo en cualquiera de las etapas se traduce
4En el trabajo original, Viola y Jones construyen un clasiﬁcador que cuenta con apro-
ximadamente 6000 características.
5El clasiﬁcador de Viola y Jones tiene 38 etapas. Sin embargo, el número de etapas
depende de la cantidad de características que se deseen usar.
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en una exclusión de la región evaluada para próximas etapas.
La conﬁguración en cascada permite que una gran cantidad de regio-
nes evaluadas sean descartadas en las primeras etapas del proceso. A pesar
de que resultados positivos en cada una de las etapas requieren de mayor
procesamiento en etapas subsecuentes, esto es en realidad un evento que se
presenta un número extremadamente pequeño de veces, en comparación con
la vasta cantidad de regiones que se evalúan.
4.3. Reconocimiento de Rostros
A pesar de que el ser humano es capaz de reconocer los rostros de per-
sonas con relativa facilidad, conseguir que una máquina realice este mismo
trabajo no es para nada sencillo. Normalmente, lo forma de cumplir con esta
tarea es mediante la construcción de una descripción cuantitativa del ros-
tro (usando técnicas estadísticas y de probabilidad), que pueda ser usada
en comparaciones con otras descripciones, para obtener como resultado un
valor numérico que represente la similitud entre dos rostros.
Para lograr ese proceso, existen dos grandes enfoques: el primero consiste
en realizar una descripción del rostro de manera holística (describir el rostro
como un todo), mientras que el segundo enfoque combina las descripciones
de diferentes regiones parciales del rostro, dando en algunas ocasiones más
importancia a unas regiones que a otras. Dicho en otras palabras, la dife-
rencia entre los dos enfoques radica en el uso de características globales y
locales del rostro respectivamente. Sin embargo, como establecen Chellappa
et al. en la sección III de su trabajo [Chellappa et al. (1995)], un sistema de
reconocimiento de rostros debería usar en general ambos tipos de caracterís-
ticas.
Gracias al análisis de estudios psicofísicos conducidos durante las últimas
décadas, Chellapa et al. resumen en la sección III de su trabajo algunas de
las características del comportamiento humano que son aplicables al diseño
de sistemas de reconocimiento de rostros. Especíﬁcamente, al considerar un
sistema que manipule solamente imágenes de rostros frontales, cabe desta-
car que algunas características del rostro son más signiﬁcativas y útiles que
otras. A manera de ejemplo, se puede hacer referencia al hecho de que los
ojos y la boca juegan un papel muy importante (si no el más importante)
en la identiﬁcación de personas, mientras que la nariz no aporta demasiado
en el proceso [Chellappa et al. (1995)].
Los métodos de reconocimiento de rostros basados en características lo-
cales han adquirido reputación durante los últimos años. Este hecho se puede
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atribuir en parte a las contribuciones de las investigaciones psicofísicas, que
demuestran la importancia variable que tienen las diferentes regiones del
rostro; pero también se debe al hecho de que son este tipo de métodos los
que han brindado los mejores resultados. Especíﬁcamente, el método de los
Patrones Binarios Locales o LBP por sus siglas en inglés (Local Binary Pat-
terns) es uno de los más destacados, y es esa una de las principales razones
por las que es el método escogido para el desarrollo de este proyecto.
Patrones Binarios Locales (LBP)
El método de patrones binarios locales fue diseñado para la descripción
texturas, ya que es altamente discriminativo e invariante a cambios cons-
tantes de iluminación. Sin embargo, Ahonen et al. consideran que un rostro
es una composición de micro-patrones, y que por lo tanto puede ser des-
crito efectivamente usando este método [Ahonen et al. (2006)]. Los autores
demuestran en su trabajo que el uso de LBP para el reconocimiento de ros-
tros puede signiﬁcar muy buenos resultados, representados en altas tasas de
reconocimiento y eﬁciencia computacional.
Funcionamiento
El método de LBP asigna etiquetas a cada uno de los pixeles de la imagen
tomando en cuenta la distribución de sus pixeles vecinos. Es decir, cada pixel
es comparado con los pixeles alrededor para establecer que etiqueta debe ser
asignada a dicho pixel. El histograma de las etiquetas de todos los pixeles es
posteriormente utilizado como una descripción de la textura de la imagen.
Mas detalladamente, el proceso es como sigue:
1. Una máscara de tamaño determinado recorre la imagen de manera
iterativa seleccionando cada vez un pixel central y sus vecinos.
2. Este pixel central se compara con cada uno de sus vecinos de forma
ordenada 6. Se asigna un 1 cada vez que el pixel central sea menor que
el pixel comparado y un 0 en el caso contrario.
3. El número binario resultante se convierte en un número decimal que
es contado en el histograma para formar la descripción.
La Figura 4.4 muestra gráﬁcamente el proceso de obtención de los patro-
nes con una máscara de 3× 3. Sin embargo, diferentes tamaños de máscara
son utilizados para lograr la descripción invariante a escala de texturas de
diferentes tamaños [Ojala et al. (2002). La forma de realizar este proceso
6El orden en el que se toman los pixeles es indiferente mientras sea consistente en todo
el proceso
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110 185 230
194 160 123
160 103 87
=
0 1 1
1 0
1 0 0
Binario: 11000110
Decimal: 198
Comparación
Figura 4.4: Proceso de obtención de patrones binarios locales.
es deﬁniendo el vecindario de pixeles como una serie de puntos igualmente
espaciados en un patrón circular centrado en el pixel evaluado. En caso de
que las coordenadas de alguno de los pixeles vecinos no correspondan exac-
tamente a un pixel sobre la imagen, se realiza una interpolación bilineal para
hallar la coordenada correspondiente.
La notación general para deﬁnir el tipo de patrón utilizado es (P,R),
donde P es el número de puntos sobre un patrón circular de radio R. La
Figura 4.5 muestra algunos ejemplos de este tipo de distribuciones circulares
de pixeles.
Figura 4.5: Los patrones circulares (8, 1), (16, 2) y (8, 2). Tomado de
[Ahonen et al. (2006)].
Otra contribución hecha por Ojala et al. es la deﬁnición de los llamados
patrones uniformes [Ojala et al. (2002)]. Un patrón binario local es conside-
rado uniforme si contiene como máximo 2 transiciones de 0 a 1 o viceversa
cuando es leído de forma circular. Por ejemplo, los patrones 11111111 (0
transiciones), 00001111 (2 transiciones) y 11000111 (2 transiciones) son uni-
formes, mientras que los patrones 01001100 (4 transiciones) y 01010011 (6
transiciones) no lo son.
Ojala et al. a través de su investigación, se dieron cuenta de que apro-
ximadamente el 90% de los patrones obtenidos con un vencidario (8, 1) son
uniformes, y que cerca del 70% de los patrones son también uniformes al usar
un vecindario de (16, 2) [Ojala et al. (2002)]. Por otra parte, Ahonen et al.
obtuvieron cifras del 90.6% y 85.2% con vecindades de (8, 1) y (8, 2) respec-
tivamente, sobre las fotografías de rostros pre-procesadas de la base de datos
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FERET [Ahonen et al. (2006)]. Estos altos porcentajes permiten disminuir
el tamaño del histograma LBP, ya que todos los patrones no uniformes son
asignados a una misma etiqueta común 7.
Descripción de Rostros con LBP
El operador LBP presentado en la sección anterior es utilizado para des-
cribir regiones locales del rostro que son posteriormente combinadas para
formar una descripción global. Se preﬁere el uso de descripciones locales de-
bido al hecho de que algunas regiones del rostro aportan más información que
otras [Chellappa et al. (1995)], además de que los descriptores de texturas
tienden a promediar la información que describen, lo cual no es convenien-
te al describir rostros puesto que mantener la información de las relaciones
espaciales es importante.
Para formar la descripción global, la imagen del rostro es dividida en
diferentes regiones, a las que se les aplica el operador LBP consiguiendo des-
cripciones independientes por región. Estas descripciones locales son entonces
concatenadas para construir una descripción global del rostro. La Figura 4.6
muestra posibles conﬁguraciones de regiones rectangulares adyacentes sobre
la imagen de un rostro.
Figura 4.6: La imagen de un rostro dividida en 3× 3, 5× 5 y 7× 7 regiones
rectangulares.
Con la combinación de los histogramas correspondientes a las descripcio-
nes locales, puede construirse un histograma mejorado espacialmente, como
mencionan Ahonen et al. en su trabajo. Este nuevo histograma codiﬁca tan-
to la apariencia del rostro, como las relaciones espaciales entre las regiones
individuales.
Luego de que las m regiones R0, R1, . . . Rm−1 del rostro son determina-
7En el caso de operadores LBP tipo (8, n), existen 255 posibles números binarios re-
sultantes, de los cuales 197 son patrones no uniformes. Eso implica una reducción en el
tamaño del histograma del 76.86% por descripción.
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das, se aplica el operador LBP para calcular un histograma independiente
para cada una de las m regiones. Los m histogramas resultantes son com-
binados para crear el histograma mejorado espacialmente. Este histograma
tiene un tamaño de m×n, siendo n la longitud de cada uno de los histogra-
mas individuales.
A través del histograma mejorado espacialmente, se describen los rostros
con tres niveles de localidad: los patrones binarios locales representan in-
formación a nivel de los pixeles, cada uno de los histogramas representa la
información de cada una de las regiones del rostro, y el histograma mejorado
espacialemente comprende la descripción global del rostro.
A pesar de que la Figura 4.6 muestra como ejemplo regiones rectangu-
lares adyacentes, Ahonen et al. recalcan en el hecho de que no es necesario
que este sea siempre el caso. Argumentan que el utilizar histogramas como
descripción, permite que las regiones R0, R1, . . . Rm−1 sean de cualquier ta-
maño y forma, y que además estas regiones pueden estar sobrepuestas unas
sobre otras, sin cubrir necesariamente toda la imagen.
Reconocimiento de Rostros con LBP
Luego de haber realizado descripciones de rostros a través del histograma
mejorado espacialmente, se necesita de una medida que permita establecer el
nivel de similitud entre el histograma del rostro que se desea reconocer, y los
histogramas que representan los rostros ya descritos. Ahonen et al. proponen
el uso de la medida Chi Cuadrado para cumplir con este proposito.
Además, tomando en cuenta que cada uno de los histogramas que com-
prenden la descripción global corresponden a una región especíﬁca del rostro,
Ahonen et al. utilizan como base los estudios psicofísicos con respecto al re-
conocimiento de rostros para proponer una modiﬁcación de la medida Chi
Cuadrado, en donde se aplican pesos a las descripciones parciales basados
en la regiones que dichas descripciones representan. La ecuación 4.5 es la
variante de Chi Cuadrado propuesta por los autores [Ahonen et al. (2006)].
χ2w(x, ε) =
∑
j,i
wj
(xi,j − εi, j)2
xi,j + εi, j
(4.5)
en donde x y ε son los histogramas mejorados espacialmente normalizados
a ser comparados, los indices i y j hacen referencia a la i-ésima posición del
histograma correspondiente a la j-ésima región local y wj es el peso de la
región j.
Capítulo 5
Metodología
Debido a que el proyecto se basa principalmente en el desarrollo de soft-
ware, es necesario escoger una metodología que guíe el proceso por el camino
correcto en función sus necesidades y ﬁnalidades. En este sentido, para es-
coger la metodología de trabajo se tiene en cuenta principalmente una ca-
racterísticas del proyecto, que marca fuertemente las necesidades del mismo:
el tiempo programado para su ﬁnalización. Puesto que este tiempo es rela-
tivamente corto (6 meses) 1, se considera acertado escoger una metodología
ágil que permita el desarrollo de la forma más eﬁciente en esta cantidad de
tiempo corta. Es por esto que se escoge entonces la metodología de desarrollo
ágil Programación Extrema, o más conocida como XP (por sus siglas en
inglés eXtreme Programming) [Wells (2013)].
La metodología XP tiene la gran ventaja de que permite enfocarse direc-
tamente en las necesidades del usuario durante todo el proceso de desarrollo.
Esto se hace a través de las llamadas historias de usuario, que son especi-
ﬁcaciones funcionales que el usuario describe con sus palabras, para que los
programadores las traduzcan, convirtiéndolas en pequeñas partes funcionales
del producto ﬁnal.
Para el desarrollo de las historias de usuario, la metodología establece
que se han de agrupar en iteraciones, que van a ser desarrolladas según el
orden de importancia que el usuario mismo deﬁna. Cada vez que se com-
plete una historia de usuario ha de ser probada su funcionalidad, como una
forma de comprobar que los requisitos establecidos para esa historia sean
cumplidos a cabalidad. Se realiza este mismo proceso cuando se completan
las iteraciones, que al ﬁnal son unidas en un solo producto para ﬁnalizar el
desarrollo del proyecto.
Cada una de las iteraciones tiene un tiempo de duración que se estable-
1Estos seis meses inician en Septiembre de 2012 y ﬁnalizan en Febrero de 2013.
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ce al inicio del proyecto. La cantidad de historias de usuario que se pueden
agregar en una iteración depende entonces de la cantidad de tiempo que los
programadores estimen para cada una de las historias, de tal forma que las
iteraciones nunca superen el tiempo máximo. Como nota ﬁnal, cabe decir
que el usuario debe estar presente durante todo el proceso de desarrollo, con
el ﬁn de que éste sea conciente de la evolución del mismo, para que a través
de la retroalimentación constante se eviten malos entendidos 2.
El Apéndice A muestra una descripción detallada del desarrollo del pro-
yecto, visto desde el punto de vista metodológico. En dicho apéndice, se
presenta la forma en la que fueron escogidas las historias de uso, su distri-
bución en iteraciones y las pruebas llevadas a cabo para su veriﬁcación.
5.1. Modelo del Sistema
Todo el desarrollo de la aplicación se hace tomando como base la arquitec-
tura cliente-servidor. Esta arquitectura tiene la ventaja de que los procesos
requeridos por la aplicación son centralizados en el/los servidores, permitien-
do así la fácil distribución de las aplicaciones cliente, que solo se encargan
de realizar peticiones a el/los servidores. Esta distribución de procesamiento
resulta ser económica, ya que permite que la aplicación cliente sea distribui-
da en varios equipos de especiﬁcaciones de hardware no necesariamente muy
altas.
Ya que el desarrollo ﬁnal es un prototipo de sistema, se requiere que sus
componentes estén totalmente desacoplados, con el ﬁn de que sean fácilmente
intercambiables en futuras iteraciones del proyecto en caso de ser necesario.
También, el desacople permite que el mantenimiento y corrección de fallos
sea mucho más sencillo, puesto que se es posible aislar los problemas de ma-
nera más fácil. Por esta razón, se utiliza el método de abstracción de software
Modelo Vista Controlador (MVC), que promueve la separación de los compo-
nentes de software, especíﬁcamente la capa de visualización de la capa lógica.
Bajo los lineamientos especiﬁcados por la arquitectura y el modelo de
abstracción de software utilizados, el sistema se divide en dos grandes partes
que naturalmente son: una parte que trabaja como cliente y otra que hace
los deberes de servidor. La Figura 5.1 muestra un diagrama de bloques con
una generalización del sistema, en donde se evidencian claramente las partes
mencionadas. Es de destacar el hecho de que cada parte (cliente-servidor)
contiene un módulo al que se ha llamado controlador, que es en efecto el
controlador del método de abstracción MVC. La comunicación entre las
2Para mayor información acerca de la metodología XP, referirse a la página oﬁcial
[Wells (2013)].
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dos partes se hace a través de estos módulos.
Figura 5.1: Diagrama de bloques que representa el sistema construido. La
dirección de las ﬂechas indica el ﬂujo de información.
Cliente
El cliente esta construido a base de tecnologías Web y es básicamente
la interfaz gráﬁca de la aplicación, es decir, a través del cliente se accede a
los servicios disponibles en el servidor. De esta forma, la aplicación cliente
la constituyen una serie de vistas (o páginas Web) que cumplen la función
de mostrar y recibir la información del usuario.
En la Figura 5.1, se muestran tres módulos que pertenecen al bloque que
representa la parte del cliente. El primero de ellos, la Interfaz, hace referencia
a las vistas que utiliza la aplicación cliente para el manejo de la información.
El segundo, el Controlador, tiene la importante función de acceder a la cá-
mara Web del equipo, con la que se toman las fotografías que son necesarias
para los procesos de detección y reconocimiento de rostros, es decir, el Con-
trolador es el medio de comunicación entre los módulos Interfaz y Cámara.
Además, el Controlador también está a cargo de interpretar y enviar las pe-
26 Capítulo 5. Metodología
ticiones del usuario al servidor.
La aplicación ofrece al usuario tres servicios diferentes. La Tabla 5.1
presenta una descripción breve de estos servicios.
Servicio Descripción
Registro de personas
El sistema necesita personas registradas en
la base de datos para poder trabajar co-
rrectamente. Esto es porque solo a las per-
sonas que esten registradas en la base de
datos se les permite el ingreso. Estas perso-
nas se registran con sus datos personales y
una fotografía que se les toma usando una
cámara conectada al equipo.
Registro de visitas
Se toma una fotografía de la persona que
quiere ingresar. En caso de que dicha per-
sona este autorizada, es posible agregar in-
formación relacionada con la visita. Para
que esto sea posible la persona debe estar
registrada en la base de datos y debe ha-
ber sido reconocida por el sistema. Cabe
destacar que se le puede negar el acceso a
una persona en particular que se encuentre
registrada en la base de datos. El sistema
indica si este es el caso.
Información de visitas
Se permite al usuario del sistema ver la
información de las visitas que han sido re-
gistradas.
Tabla 5.1: Los 3 servicios ofrecidos por el sistema.
Manejo de Información
Como ya se mencionó anteriormente, el cliente es el encargado de mostrar
al usuario la información que requiere, y recibir de él la información necesaria
para los procesos de registro. Para llevar a cabo estos procesos, el sistema
hace uso de diferentes vistas que cumplen una función especíﬁca durante
cada proceso. Cada una de las vistas presenta o pide al usuario información
dependiendo del servicio al que están vinculadas. La Tabla 5.2 presenta las
6 vistas con las que opera la aplicación, además de una descripción de cada
una de ellas.
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Nombre de Vista Descripción de Vista
Inicio
La vista inicio es la primera vista que se
presenta al usuario. En esta vista, el usua-
rio puede escoger cuál de los tres servi-
cios ofrecidos por el servidor quiere rea-
lizar. Además, en esta vista se presenta
la información que está siendo capturada
por la cámara conectada al equipo para
que el usuario pueda tomar las fotografías
adecuadamente. Se proporcionan contro-
les básicos para la toma de fotografías y
selección de servicios.
Registrar Persona
La vista registrar persona permite el ingre-
so de datos personales de un individuo que
desee registrarse en la base de datos. Es-
ta vista pertenece al servicio de registro de
personas, y aparece luego de haberle toma-
do la fotografía a la persona que se desea
registrar. Si la fotografía contiene un ros-
tro, éste sale en la vista registrar persona
para indicar que se ha detectado correcta-
mente un rostro. Si es el caso contrario, no
se permite ingresar información ni realizar
ningún registro.
Mostrar Persona
Esta vista pertenece al servicio de registro
de personas. En esta vista se muestra la
información de la persona que ha sido re-
gistrada en la base de datos, como conﬁr-
mación de que los datos ingresados fueron
correctos. Aunque no se permite la edición
de estos datos luego de ya ingresados, esta
funcionalidad puede añadirse en una itera-
ción posterior de desarrollo del sistema.
Mostrar Visita
Esta vista es una analogía de la vista mos-
trar persona. Aparece luego que se ha re-
gistrado una visita a través de la vista ac-
ceso, mostrando la información de la visita
recién registrada. Pertenece al servicio de
registro de visitas.
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Nombre de Vista Descripción de Vista
Registrar Visita
En esta vista se muestra la información del
visitante y se permite ingresar el motivo
de la visita. La vista muestra claramente
si el acceso es concedido o denegado. Ade-
más, muestra la conﬁabilidad del recono-
cimiento y en caso de algún fallo (imagen
sin rostro, rostro no reconocido, etc.), la
vista muestra un mensaje de estado que le
permite al usuario del sistema conocer la
razón del fallo. Esta vista hace parte del
servicio de Registro de Visitas, y aparece
luego de se le ha tomado una foto al visi-
tante desde la vista inicio.
Acceso
La vista de acceso hace parte del servicio
de registro de visitas. Luego que se ha to-
mado una fotografía de la persona en la
vista inicio, la vista de acceso informa al
usuario del sistema si la persona que quiere
ingresar fue reconocida o no por el siste-
ma. En caso positivo, se presenta la infor-
mación personal del individuo reconocido
y si se informa si está o no autorizado. En
el caso de que la persona sea reconocida
y este autorizada, se permite el ingreso de
información relacionada con la visita (el
motivo de la visita).
Visitas
Esta es la única vista que pertenece al ser-
vicio información de visitas. En esta vista
se presenta al usuario una lista de todas
las visitas que han sido registradas en el
sistema junto con el nombre del individuo
relacionado con la visita, la fecha, el moti-
vo y algunos otros datos. La funcionalidad
de buscar y/o ﬁltrar las visitas registradas
no está incluida dentro del alcance de este
proyecto, sin embargo, es una propiedad
del sistema que es deseable, que puede ser
añadida en futuras iteraciones de desarro-
llo.
Tabla 5.2: Las 7 vistas que comprenden la interfaz de la aplicación.
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Acceso a la cámara
El cliente también está encargado de acceder a la cámara conectada al
equipo. Esta tarea se logra gracias al módulo Controlador, que gracias al
uso de nuevas tecnologías Web 3, permite la comunicación entre la interfaz
y la cámara. La vista inicio presenta al usuario controles simples para la
toma de fotografías con la cámara, que son enviadas al servidor y procesadas
dependiendo del contexto en el que se quieran usar. Por último, la resolución
de la cámara conectada al equipo es irrelevante mientras sea superior a 400×
300 pixeles, ya que este es el tamaño de imagen que el módulo Controlador
intenta obtener de la cámara.
Servidor
El servidor es el encargado de realizar todo el procesamiento de infor-
mación necesario para cumplir los servicios presentados en la Tabla 5.1. La
aplicación servidor está siempre atenta a recibir las peticiones que vienen
desde el cliente, para procesarlas y responderlas de manera adecuada. El
servidor está hecho a a base de una tecnología conocida como Servlets, que
permite el uso directo del lenguaje de programación Java en aplicaciones
Web.
Como se puede observar en la Figura 5.1, el servidor está dividido en tres
módulos: Controlador, Procesamiento y Base de datos. Estos tres módulos
trabajan en conjunto para responder a las necesidades del usuario enviadas
desde la aplicación cliente. Cada uno de ellos tiene una función especíﬁca,
pero en general son siempre coordinados por el Controlador.
Controlador
Es el elemento más importante del servidor. El Controlador se encarga
de recibir e interpretar las peticiones del usuario para poderlas responder
correctamente. Para ello, el Controlador hace uso de los otros dos módulos
Procesamiento y Base de datos, a los que delega las tareas de proceso según
corresponda. Luego de que el controlador ha procesado la petición del usua-
rio, envía directamente la respuesta al cliente para que la muestre en la vista
correspondiente.
3Para lograr el acceso desde un explorador Web a dispositivos multimedia como cámaras
y micrófonos, se hace uso de un nuevo estándar incorporado en HTML5 conocido como
webRTC.
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El sistema tiene la habilidad de recibir múltiples peticiones simultáneas,
que pueden provenir de uno o más clientes. Esta labor es posible gracias a la
tecnología Servlet que se utilizó para construir el Controlador. Sin embargo,
la capacidad de procesamiento, y por tanto la velocidad de respuesta del ser-
vidor esta directamente relacionada con la potencia de proceso de la máquina
que corra la aplicación servidor. Es por esa razón que se preﬁere el uso de al-
goritmos de detección y reconocimiento de rostros rápidos, que no necesiten
especiﬁcaciones altas de hardware para trabajar de manera aceptable.
Base de Datos
Debido a que el sistema pretende mantener un registro de visitas de las
personas visitantes, es necesaria la existencia de una base de datos que per-
mita el almacenamiento de esta información. La base de datos que usa el
sistema esta construida en base al modelo relacional que evita la redundan-
cia de datos y permite la organización de la información.
El acceso a esta base de datos esta restringido a un solo componente
dentro del sistema, con el ﬁn de mantener el desacople entre las partes del
mismo, y mantener organizadas las conexiones en un solo lugar. En la Figura
5.1 se muestra este componente como un sub-módulo llamado Administrador
BD y la base de datos misma (BD), que pertenecen al módulo Base de Datos
del servidor.
A pesar de que la administración de una base de datos hace referencia
a los procesos de crear, leer, actualizar y eliminar registros de dicha base
de datos, el sub-módulo Administrador BD no soporta todos estos procesos.
Para el alcance del proyecto se permite solamente el ingreso o creación de
nuevos registros ya sean para las visitas al establecimiento o para los visi-
tantes nuevos; es decir, los registros que sean adicionados durante el uso del
sistema no pueden ser eliminados o modiﬁcados haciendo uso del mismo.
La base de datos esta compuesta por cuatro tablas relacionadas. La pri-
mera tabla contiene información personal de los individuos que se registran,
la segunda tabla mantiene un registro de las visitas realizadas, la tercera ta-
bla especiﬁca los tipos de personas que se permiten en el sistema y la última
tabla contiene las descripciones de los individuos registrados.
Cabe destacar que por razones de tratarse de un prototipo, no se ha di-
señado una base de datos compleja con el ﬁn de evitar un rediseño en poste-
riores iteraciones de desarrollo. Sin embargo, la base de datos implementada
contiene las características suﬁcientes para el correcto funcionamiento del
prototipo de sistema propuesto.
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La Figura 5.2 muestra un esquema de la base de datos descrita anterior-
mente. Se muestran en esa ﬁgura los campos utilizados para cada una de las
tablas, así como los vínculos que las relacionan.
Figura 5.2: Esquema de la Base de Datos.
Procesamiento
El módulo de procesamiento es el encargado de detectar y reconocer ros-
tros en las imágenes enviadas desde la aplicación cliente. El Controlador
recibe estas imágenes y las cede al Detector de Rostros o al Reconocedor de
Rostros según sea el caso. Los sub-módulos procesan las imágenes y devuel-
ven una respuesta al Controlador, que se encarga entonces de comunicar esa
respuesta a la interfaz del cliente para que el usuario pueda visualizar los
resultados de su petición.
Los algoritmos utilizados para detectar y reconocer rostros en las imáge-
nes son los Clasiﬁcadores en Cascada y el Descriptor LBP, cuyas especiﬁca-
ciones se presentan de forma detallada en las secciones 4.2 y 4.3.
Para que el reconocimiento de personas sea posible, el sistema debe man-
tener una descripción de cada individuo con el ﬁn de poder hacer compa-
raciones entre descripciones y reconocer a las personas adecuadamente. En
este sentido, las descripciones son almacenadas en la tabla descripciones de
la base de datos (Figura 5.2, que es accedida por el Administrador BD so-
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lamente una vez cuando se inicia el sistema. El Controlador a través del
Administrador BD extrae las descripciones de la base de datos, y con ellas
inicializa el reconocedor de rostros, de tal forma que las descripciones de usos
previos del sistema sean asequibles en usos posteriores.
De igual forma, el detector de rostros necesita cargar una conﬁguración
cada vez que el sistema inicia. Esta conﬁguración, a diferencia que con el
reconocedor de rostros, es guardada en un archivo que es accedido por el
detector de rostros solamente una vez al inicio del sistema. Sin embargo,
el propósito de este archivo es solamente inicializar el detector, por lo que
la modiﬁcación del mismo no es necesaria en ningún momento durante la
aplicación.
5.2. Diseño Orientado a Objetos
Para el desarrollo del proyecto se tuvo en cuenta el método de abstrac-
ción de software MVC (Modelo Vista Controlador), tal y como se mencionó
en la sección anterior. La Tabla 5.2 compila las vistas que se utilizan para
mostrar la información al usuario, que son objetos Web dedicados solamente
a visualización. Sin embargo, para el Controlador y el Modelo del sistema se
realiza un diseño de objetos que permiten un funcionamiento adecuado, con
las características de desacople de módulos que se desea.
Objetos
La Figura 5.3 presenta un diagrama de clases con sus respectivas rela-
ciones. Las clases mostradas en dicha ﬁgura, son todas las clases utilizadas
para el funcionamiento de la aplicación. El Controlador del sistema es la
clase llamada ServletControlador; este objeto es el encargado de recibir las
peticiones del usuario, delegar procesos de procesamiento a los otros objetos
según corresponda y ﬁnalmente responder a las peticiones del usuario a tra-
vés de las vistas del cliente.
El modelo del sistema, es la información que ﬂuye de unos objetos a otros,
y que se modiﬁca mientras el sistema esta en funcionamiento. Este modelo
es en la mayoría de los casos los datos relacionados al individuo registrado
en la base de datos que pretende hacer una visita, por lo tanto, el objeto
Persona representa el modelo del sistema.
Los objetos restantes pertenecen al grupo de clases de procesamiento, que
se encargan de manejar la información y cambiar el estado del modelo según
sea necesario. Las clases están construidas de una forma tal que se facilite el
mantenimiento del sistema en caso de fallos, y permitan la organización de
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la información. Esto se logra gracias a la aplicación del método MVC.
5.3. Desarrollo Tecnológico
Para la construcción del prototipo de sistema propuesto se tuvieron que
realizar todos los procesos normales inherentes a un proyecto de desarrollo de
software. En otras palabras, los objetos que hacen parte del sistema fueron
diseñados y construidos desde ceros para este proyecto en especíﬁco. Por esa
razón, esta sección esta dedicada a la explicación del funcionamiento de cada
uno de esos objetos, que cumplen una tarea especíﬁca dentro de los servicios
ofrecidos por el sistema. Dichos objetos, pueden observarse gráﬁcamente en
la Figura 5.3 a forma de referencia.
Servlet Controlador
Como se mencionó en la sección anterior, el objeto ServletControlador es
el encargado de recibir todas las peticiones que llegan desde el cliente. Como
su nombre lo indica (ese es su propósito), ServletControlador es un objeto
tipo Servlet, especíﬁco del lenguaje de programación Java. Los Servlet son
utilizados normalmente para el desarrollo de proyectos Web, que involucren
el uso de servidores y en algunos ocasiones bases de datos, como es el caso
de este proyecto.
El controlador recibe una petición desde la aplicación cliente, identiﬁca
la petición y la responde adecuadamente. La forma de establecer cuál pe-
tición esta haciendo el cliente, es mediante la manera en la que es llamado
el servlet. Es decir, el controlador atiende a diversos nombres, y responde
al cliente de acuerdo al nombre con el que fue invocado. De esta forma,
es fácil identiﬁcar las peticiones del cliente e igualmente fácil responderlas.
Como se puede observar en la Figura 5.3, el objeto ServletControlador tiene
un método por cada una de las posibles peticiones del cliente 4.
Por último, además de peticiones, el cliente también envía imágenes al
servidor correspondientes a las fotografías de los visitantes. Estas imágenes
son enviadas en forma codiﬁcada Base64, que básicamente permite convertir
información digital como imágenes o texto, en una cadena de texto com-
puesta de 64 posibles caracteres. Las imágenes codiﬁcadas son enviadas al
servidor, que esta encargado de realizar el proceso de decodiﬁcación para que
puedan ser utilizadas por los otros objetos.
4A pesar de que los servicios ofrecidos por el servidor son en esencia 3, algunos de ellos
requieren de más de una petición por parte del cliente, y naturalmente es esa la razón por
la que existen más métodos que servicios.
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Figura 5.3: Diagrama de Clases.
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Objeto Persona
El objeto Persona es en esencia el modelo del sistema. El Controlador mo-
diﬁca este objeto según las necesidades del servicio que se este ejecutando.
Mas explícitamente, este objeto contiene los datos personales de un indivi-
duo en particular registrado en la base de datos. Estos datos son enviados
a las vistas para que el cliente los represente de una manera leíble por el
usuario del sistema.
Para modiﬁcar el estado del objeto Persona, se puede hacer uso de los
métodos que éste contiene y que sirven a ese propósito. Cada uno de los
atributos de Persona puede ser modiﬁcado a través del uso de alguno de
estos métodos. Sin embargo, existe un atributo dentro de este objeto que se
comporta de manera diferente a los demás. Este atributo no contiene un dato
relacionado con una sola persona de la base de datos, sino que contiene una
lista de los tipos de personas que son permitidos en la base de datos. Este
atributo es utilizado en la construcción de los formularios de las vistas del
cliente, y solamente es modiﬁcado al iniciar el sistema. Esta particularidad
permite que los cambios que se le realicen a la tabla tipos_persona de la
Figura 5.2, se vean reﬂejados dentro de toda la aplicación.
Administrador de Base de Datos
El objeto AdministradorBD de la Figura 5.3 es una interfaz que permite
el acceso a la base de datos por parte de los demás objetos del sistema. Sola-
mente a través de este objeto se realizan la creación y extracción de registros
de la base de datos. La utilización de este objeto permite mantener una or-
ganización en las consultas a la base de datos, y además, facilita el proceso
de adición de nuevas consultas que sean necesarias para otras iteraciones de
desarrollo, puesto que solo se necesita de la modiﬁcación de este objeto para
que dichas consultas puedan ser utilizadas en el sistema.
Una particularidad de este objeto es que es el encargado de inicializar la
lista de tipos de personas del objeto Persona y extraer de la base de datos
las descripciones de los individuos registrados. Estos procesos solamente se
llevan a cabo una vez al iniciar el sistema, dado que referencias a los tipos
de personas futuros se hacen por medio de la clase Persona, y las descrip-
ciones extraídas de la base de datos son utilizadas para construir el objeto
DescriptorLBP, que es el único objeto que las utiliza.
Detector de Rostros
Naturalmente, antes de poder reconocer rostros en imágenes, deben de-
tectarse primero sus rostros; y para cumplir dicho cometido dentro del sis-
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tema se hace uso de este objeto. Aunque existen diversas técnicas para de-
tectar rostros en imágenes, el método utilizado para este sistema es el de
Clasiﬁcadores en Cascada de Viola y Jones [Viola y Jones (2001)], que es ex-
plicado detalladamente en la sección 4.2. Sin embargo, el detector de rostros
construido para este proyecto tiene unas particularidades que se explican a
continuación.
En primer lugar, debido a que las imágenes capturadas con la aplicación
cliente son a colores, es necesario convertirlas a escala de grises para poder
aplicar el detector de rostros. Esto es porque en el proceso de detección se
utilizan los valores de luminancia de los pixeles de la imagen, los cuales se
obtienen a través de dicha conversión.
Además de la conversión de color de las imágenes tomadas desde el clien-
te, el contexto en el se plantea el uso del sistema permite asumir algunas
condiciones especiales en cuanto a las fotografías. La primera de ellas es que
se asume que las fotografías tomadas por el usuario contienen únicamente el
rostro de un individuo. Esto es natural, puesto que no existe un evento en
el que dos sujetos deseen ingresar al mismo tiempo, dado que es imposible
usando solo una aplicación cliente. Además, en en el caso de que el detector
encontrara mas de un rostro en la imagen, no hay una manera clara de es-
coger cuál de esos rostros es el que se debe analizar. Es por esta razón que
siempre se veriﬁca la cantidad de rostros en la imagen al ﬁnal del proceso de
detección, en donde situaciones con dos rostros o más son consideradas como
un error por el sistema y se obliga a la toma de otra fotografía por parte del
usuario.
La segunda situación que se asume es el tamaño del rostro del sujeto en
la imagen. Las imágenes capturadas desde la aplicación cliente tienen un ta-
maño de 400×300 pixeles, de los cuales se considera que al menos 130×140
pixeles pertenecen al rostro del sujeto. En otras palabras, se asume que el
rostro del sujeto en la imagen ocupa al menos un 15% del tamaño total de la
imagen. Esta condición se puede justiﬁcar por el hecho de que las fotografías
son tomadas explícitamente para la captura de rostros, lo cual quiere decir
que el usuario será cauteloso en que el rostro del sujeto quede bien ubicado
y de un buen tamaño en la fotografía.
Es necesario asumir un tamaño mínimo del rostro en la imagen, puesto
que este es uno de los parámetros que deben ser determinados para el funcio-
namiento del Clasiﬁcador en Cascada. Tal y como se establece al ﬁnal de la
sección 4.2, la escogencia de los parámetros del clasiﬁcador debe hacerse de
forma adecuada para obtener un buen rendimiento sin que se comprometa la
tasa de detección. En particular, el tamaño mínimo de la ventana de escaneo
Reconocedor de Rostros 37
del algoritmo afecta de manera drástica el tiempo que tarda el mismo en
detectar los rostros, y es esa la razón por la cual se asume un tamaño de
rostro tan alto.
Por último, el rostro detectado por el clasiﬁcador debe ser escalado al ta-
maño adecuado para su posterior descripción con el objeto DescriptorLBP.
Cada rostro es escalado a un tamaño de 128× 149 pixeles después de haber
sido detectado. La explicación de la utilización de este tamaño esta relacio-
nada al descriptor LBP mas no al detector de rostros, por esa razón, los
motivos de la escogencia de ese tamaño son explicadas en la sección corres-
pondiente al descriptor. La Figura 5.4 muestra gráﬁcamente el proceso que
realiza el detector de rostros con cada una de las imágenes.
Escalamiento
128 px
149 px
Figura 5.4: Proceso realizado por el detector de rostros.
Reconocedor de Rostros
El objetivo de este objeto, como su nombre lo indica, es reconocer los
rostros de las imágenes preparadas por el detector de rostros ya explicado
anteriormente. El método utilizado para el desarrollo de este objeto son los
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patrones binarios locales explicados en detalle en la sección 4.3.
El método desarrollado calcula un histograma de 59 posiciones (58 para
los patrones uniformes y 1 para los patrones no uniformes) para cada una de
las 7×7 regiones en las que se divide la imagen del rostro. Estos 49 histogra-
mas son concatenados formando un vector de 2891 posiciones que describe
el rostro en cuestión. Este vector es entonces almacenado en un archivo para
su futura referencia.
El proceso es aplicado a cada uno de los rostros de los sujetos que se
registran en el sistema. Para realizar el reconocimiento, se calcula un valor
de disimilitud entre la descripción del sujeto que se desea reconocer y cada
una de las descripciones almacenadas. La identiﬁcación de la persona cuyo
valor de disimilitud sea el más bajo es la seleccionada como sujeto reconocido.
Ahonen et. al en su trabajo [Ahonen et al. (2006)] proponen el uso de
7 × 7 regiones cada una con un tamaño de 18 × 21 pixeles, basados en el
hecho de que los resultados obtenidos al usar dicha conﬁguración son los
mejores. De esta forma, puesto que la imagen se divide en 7 regiones tanto
horizontal como verticalmente y dado que hay que tener en cuenta algu-
nos pixeles de más para cada borde 5, el tamaño de cada rostro debe ser
de 128 × 149 pixeles para que se ajuste al modelo de los autores, toman-
do un patrón de LBP (8, 1), como el que se implementó para la descripción
de rostros en este proyecto. En el capítulo 6 se presenta información detalla-
da acerca de la escogencia del patrón LBP (8, 1) para el uso en este proyecto.
Imagen original Patrones binarios locales LBP(8, 1)
Figura 5.5: Imagen etiquetada usando LBP.
El primer paso para poder reconocer rostros es realizar una normali-
zación del histograma de la imagen del rostro. Esto se hace con el ﬁn de
52 ∗ R pixeles deben ser adicionados en cada dimensión, siendo R el radio del patrón
LBP utilizado
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disminuir en cierta medida los efectos de la iluminación en el cálculo de los
patrones. Posteriormente, se procede al cálculo de los patrones binarios lo-
cales como se especiﬁca en la Figura 4.4 para cada uno de los pixeles en las
regiones en las que se divide la imagen. La Figura 5.5 muestra una imagen
en donde la intensidad de cada pixel es el patrón extraído usando LBP (8, 1).
Luego del cálculo de los patrones, se procede a realizar un histograma
para cada una de las 49 regiones en las que es dividido el rostro. Estos histo-
gramas son concatenados para formar la descripción global. En el momento
de el cálculo de la medida de disimilitud, se le asigna a cada una de las re-
giones del rostro un peso correspondiente a la importancia de la información
que contienen, de esta forma, las regiones de los ojos y la boca son las que
tienen un peso mayor.
Figura 5.6: Conﬁguración para los pesos de las regiones propuesta por
Ahonen et. al en [Ahonen et al. (2006)].
La Figura 5.6 muestra una representación de los pesos propuestos por
Ahonen et. al y la Figura 5.7 presenta una región especíﬁca del rostro con el
histograma de patrones calculado a su derecha para dos imágenes diferentes
del rostro de un mismo sujeto.
Figura 5.7: Histograma LBP calculado para una región del rostro.

Capítulo 6
Evaluación
Luego de haber desarrollado el sistema de registro de visitas, es necesario
realizar un proceso que evalúe el comportamiento de dicho sistema. En esen-
cia, se desea conﬁrmar si el sistema cumple a cabalidad las funciones para
las que fue diseñado, y cuales son los posibles mejoramientos necesarios para
incrementar su desempeño.
En este sentido, este capítulo presenta las evaluaciones realizadas sobre
dos aspectos del sistema construido. En primer lugar, es necesario veriﬁcar el
desempeño del reconocedor de rostros construido para este proyecto, puesto
que cumple un papel muy importante dentro del sistema. Para hacerlo, se
realizaron una serie de pruebas que ayudaron a identiﬁcar algunos aspectos
del reconocedor que pueden ser mejorados. En segundo lugar, se debe com-
probar si el sistema puede ser utilizado para registrar visitas en un entorno
real, y para esto se hicieron ciertas mediciones, cuyos resultados permitieron
responder a esa pregunta.
6.1. Reconocedor de Rostros
Debido a que fue necesaria la total construcción de un reconocedor de
rostros, es de suma importancia veriﬁcar su correcto funcionamiento para que
pueda ser usado en un entorno real como se pretende con este proyecto. La
manera ideal de realizar este proceso es mediante la conducción de pruebas
de reconocimiento con bases de datos de rostros lo suﬁcientemente grandes,
como para poder extraer medidas estadísticas signiﬁcativas que concluyan
de manera inequívoca el funcionamiento del reconocedor.
Sin embargo, debido a que una base de datos de esa magnitud es difícil
de conseguir 1, fue necesaria la construcción de una base de datos propia que
1La mayoría de bases de datos de rostros que sirven a este propósito o bien son de
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supliera en cierta medida los requerimientos.
Para el reconocedor de rostros, la creación de la base de datos y el pro-
tocolo de pruebas obedecen al hecho de que se pretende realizar el entrena-
miento del sistema con solamente una imagen por sujeto. Esto se debe a la
necesidad de agilizar los procesos de registro de personal; es decir, se tiene en
cuenta que la toma de muchas fotografías por persona requiere de bastante
tiempo y el objetivo de este proyecto es que ese proceso sea lo más rápido y
cómodo posible.
Base de Datos de Rostros
La base de datos construida para las evaluaciones contiene los rostros de
un total de 15 personas, a cada una de las cuales se les capturaron 3 fotogra-
fías para formar un total de 45 imágenes. Esta base de datos fue diseñada
para probar el funcionamiento especíﬁco del reconocedor de rostros construi-
do para este proyecto. En vista de lo anterior, se tuvieron en cuenta ciertas
condiciones para la toma de las fotografías que son expuestas a continuación.
Se asume que todos los rostros dentro del uso del sistema serán captu-
rados en posición frontal y vertical sin rotaciones de ningún tipo.
Las condiciones de iluminación son parcialmente controladas. Todas
las fotografías se tomaron de día con una luz clara del sol.
El tamaño que los rostros ocupan dentro de la imagen es de al menos
el 15% del total posible.
Cada una de las imágenes contiene el rostro de solamente una persona.
Las fotografías fueron capturadas con un Samsung Galaxy Tab 10.1 a una
resolución de 1024× 768 pixeles. En general, cada una de las fotografías fue
capturada en un día diferente para permitir algo de varianza en los datos.
Las tres fotografías tomadas para cada sujeto corresponden a la siguiente
conﬁguración.
Primera fotografía. Esta fotografía corresponde a una toma del rostro
en posición natural, sin ningún gesto.
Segunda fotografía. En esta fotografía se captura el rostro del sujeto
sonriendo.
Tercera fotografía. Para esta última captura se realiza una variación
bien sea de la distancia de la cámara, en el uso o no de gafas o con un
gesto diferente al utilizado anteriormente.
uso de investigación solamente (estudios de maestría o preferiblemente doctorado), o son
costosas monetariamente.
Protocolo de Pruebas 43
Protocolo de Pruebas
Para el desarrollo de los experimentos se diseña una prueba de validación
cruzada en 3×2 pliegues. Aunque este procedimiento puede no ser suﬁciente
para la toma de decisiones, fue el mejor que se pudo escoger con una base
de datos tan pequeña.
Las 45 imágenes se dividen entonces en 3 grupos iguales, cada uno de los
cuales contiene la imagen del rostro de cada uno de los 15 sujetos. Es decir,
para los 3 grupos de imágenes, la probabilidad de encontrar la imagen del
sujeto n es igual en todos los casos. Posteriormente, se procede a realizar el
entrenamiento del sistema con uno de los tres grupos. Hecho esto, se realizan
las pruebas de reconocimiento con alguno de los dos grupos restantes para
formar un pliegue y con el otro grupo restante para formar otro pliegue. Este
procedimiento es llevado a cabo una vez para cada uno de los tres grupos,
formando así los tres pliegues.
Además, los estudios realizados pretenden comparar entre dos conﬁgura-
ciones de los pesos que se dan a las regiones, para establecer cuál de las dos
es la más adecuada. La primera propuesta de pesos es hecha por Ahonen et.
al en su trabajo [Ahonen et al. (2006)], y la segunda, es de un estudio poste-
rior realizado en la Universitat Politècnica de Catalunya por Laura Sánchez
[Sánchez López (2010)]. Ambas conﬁguraciones se presentan en la Figura
6.1.
Figura 6.1: Pesos de regiones propuestos por Ahonen et. al a la izquierda
[Ahonen et al. (2006)], y Laura Sánchez a la derecha [Sánchez López
(2010)].
De igual forma, se pretende evaluar el desempeño de cuatro diferentes
patrones LBP : LBP (4, 1), LBP (8, 2), LBP (8, 1) y LBP (8, 2). La motiva-
ción bajo la evaluación de los patrones LBP (4, 1) y LBP (4, 2) es que el
tamaño del histograma se ve reducido a la mitad, lo cual es una ventaja en
cálculos computacionales y espacio necesario para el almacenamiento de los
histogramas. En cuanto a los patrones LBP (8, 1) y LBP (8, 2), han sido los
más utilizados en los trabajos cientíﬁcos revisados, y por tanto se desea saber
cuál de los dos funciona de mejor manera.
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Resultados
Luego de haber realizado las pruebas correspondientes como indica la
sección anterior, se compilaron los resultados para poder hacer las compa-
raciones convenientes. La Tabla 6.1 presenta las tasas de éxito para cada
una de las conﬁguraciones de la Figura 6.1 y los patrones LBP evaluados.
Cabe destacar que el total de clasiﬁcaciones realizado para cada una de las
conﬁguraciones fue de 90, como resultado del protocolo de pruebas escogido.
Pesos Patrón Aciertos Fallos
Tasa de
éxito
Ahonen et. al LBP(4, 1) 78 12 86.67%
LBP(4, 2) 81 9 90%
LBP(8, 1) 83 7 92.22%
LBP(8, 2) 81 9 90%
Sánchez LBP(4, 1) 77 13 85.56%
LBP(4, 2) 81 9 90%
LBP(8, 1) 81 9 90%
LBP(8, 2) 81 9 90%
Tabla 6.1: Comparación de dos conﬁguraciones de pesos y cuatro patrones
LBP diferentes.
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Discusión
Los resultados presentados en la Tabla 6.1 son muy similares para ambas
conﬁguraciones. Esto era de esperarse dada la similitud que existe entre las
dos propuestas analizadas. Sin embargo, a pesar de que Sánchez había ob-
tenido resultados similares en sus evaluaciones [Sánchez López (2010)], era
necesario realizar las pruebas aquí presentadas por el hecho de que se consi-
dera el entrenamiento con solo un rostro por cada sujeto.
Desafortunadamente, el tamaño de la base de datos no es el suﬁciente
como para concluir de manera contundente el buen funcionamiento del re-
conocedor de rostros construido. No obstante, dada la condición de que el
entrenamiento llevado a cabo en las pruebas se realizó con solamente una
imagen por sujeto, se puede considerar que en general se obtuvo un buen
desempeño.
Lo anterior, de nuevo, era de esperarse puesto que el desarrollo se basó
ﬁelmente en el algoritmo propuesto por Ahonen et. al [Ahonen et al. (2006)],
en donde consiguen tasas de reconocimiento aún más altas al utilizar múlti-
ples imágenes por sujeto para el entrenamiento del sistema.
Como se ha dicho anteriormente, el objetivo es disminuir al máximo el
tiempo de registro de personal. Es por esta razón que se ha propuesto rea-
lizar el entrenamiento del sistema con solamente una imagen por sujeto.
Empero, dado que tanto Ahonen et. al como Sánchez tomaron en cuenta
un entrenamiento con varias fotografías para el que obtuvieron mejores ta-
sas de reconocimiento, se propone el uso de las fotografías tomadas en cada
una de las visitas del sujeto para ajustar el modelo construido y mejorar el
desempeño general del sistema. De esta forma, se evita la múltiple toma de
fotografías al momento del registro, y se mantiene la ﬁdelidad al algoritmo
presentado por Ahonen et. al, consiguiendo muy probablemente la reducción
de errores al momento de la clasiﬁcación.
Haciendo referencia de nuevo a la Tabla 6.1, los resultados indican, a pe-
sar de las similitudes, que la conﬁguración de regiones con la que se obtiene
un mejor desempeño del reconocedor de rostros es la propuesta por Ahonen
et. al. Asimismo, el mejor desempeño del reconocedor de rostros se obtuvo
al utilizar un patrón de LBP (8, 1), razón por la cual, es el patrón utilizado
en este proyecto. Sin embargo, es evidente que el algoritmo no es infalible y,
puesto que se pretende su uso en un entorno real, debe hallarse una solución
para el 7.78% de los casos en los que el algoritmo falla.
En la búsqueda dicha solución, se analizaron las distribuciones de los
valores de Chi Cuadrado resultantes de calcular la medidas de disimilitud
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para el proceso de identiﬁcación. Como resultado de la observación de estos
valores, se encuentra que su distribución tiende a ser uniforme en los casos
en que se producen clasiﬁcaciones erróneas.
De esta forma, se realiza la implementación de un valor de conﬁanza
basado en la distribución de los valores de disimilitud calculados para cada
identiﬁcación. Este valor de conﬁanza le provee al usuario del sistema una
medida entendible por él, que le permite determinar hasta cierto punto si el
sujeto reconocido hace parte del grupo del 7.78% (reconocimiento fallido) o
del 92.22% (reconocimiento acertado).
Más especíﬁcamente, en el cálculo del valor de conﬁanza se considera la
utilización de las distancias entre los diferentes valores de disimilitud respecto
al valor mínimo de la distribución 2. Establecido de manera formal, sean ~v
el vector que contiene los valores de disimilitud, vmin el valor mínimo en ~v y
vmax el valor máximo en ~v, la medida de conﬁanza se calcula a partir de la
ecuación 6.1.
~d = ~v − vmin
~dn =
~d
vmax − vmin (6.1)
en donde el valor de conﬁanza es el mínimo diferente de cero en ~dn 3. El
vector ~dn es en esencia el vector ~d normalizado; esta normalización se hace
para que la misma medida de conﬁanza pueda ser utilizada en diferentes
conﬁguraciones del patrón LBP.
Para que esta medida sea entendible al usuario del sistema, se estable-
cieron unos márgenes (a través de experimentación) para los cuales se deﬁne
el valor de conﬁanza como alto, medio o bajo según el caso. Al ﬁnal, todas
las clasiﬁcaciones erróneas (el 7.78%) tenían un valor de conﬁanza bajo,
lo cual quiere decir que la medida representa de manera adecuada la con-
ﬁanza que se puede atribuir a cada proceso de identiﬁcación, y puede ser
utilizada por el usuario del sistema para tomar las decisines que considere
necesarias en base a esa medida.
2Si la distribución de los valores resultantes del proceso es totalmente uniforme, todas
las distancias serán igual a cero.
3En otras palabras, el valor de conﬁanza es el segundo valor mas pequeño en ~dn. Esto
es porque siempre existirá un valor igual a cero en ~dn.
6.2. Sistema 47
6.2. Sistema
En cuanto al desempeño del sistema, se asume en este trabajo que se
utilizará bajo un entorno controlado. Es decir que para establecer si el siste-
ma construido es apto para un uso real, no se tendrán en cuenta los factores
que alteren la toma de fotografías; en particular, la iluminación y los gestos
y poses de los rostros capturados. De esta forma, para poder determinar el
potencial de uso del sistema en un entorno real, se deben tener en conside-
ración dos aspectos principales.
Lo primero es medir el tiempo que es utilizado en cada uno de los proce-
sos correspondientes a los tres servicios ofrecidos (ver Tabla 5.1). Esto con el
ﬁn de poder determinar si el sistema en realidad supone una mejora en los
tiempos de registro que actualmente son hechos de forma manual.
En segundo lugar, se debe medir el nivel de satisfacción que obtiene el
usuario al utilizar el sistema. No obstante, dicho estudio implica la dedicación
y uso de mucho tiempo, y por lo tanto, no se contempla dentro del alcance
de este proyecto.
Protocolo de Pruebas
Las pruebas conducidas para medir el desempeño del sistema en general,
implican la cuantiﬁcación de los tiempos necesarios para llevar a cabo cada
uno de los procesos involucrados en los servicios que el sistema ofrece. Para
esta tarea, se tiene en cuenta que la aplicación servidor estará dispuesta en
una máquina moderadamente potente, de tal forma que sea capaz de recibir
múltiples peticiones de posibles múltiples instancias de la aplicación cliente.
En este sentido, la máquina utilizada para medir dichos tiempos posee un
procesador con cuatro núcleos y una capacidad de cómputo de 2.6 GHz.
Para simular la existencia de varios usuarios en la base de datos del sis-
tema, se tomaron 10 imágenes de 10 sujetos diferentes de la base de datos
de rostros creada. Posteriormente, se utilizaron esas 10 imágenes para simu-
lar el entrenamiento de 100 usuarios. Cada uno de los procesos (registro de
usuarios y visitas) es realizado una gran cantidad de veces para poder tener
datos suﬁcientes y hallar una medida que describa los valores esperados de
los tiempos.
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Resultados
Luego de haber realizado los procesos de registro de usuarios y registro
de visitas una gran cantidad de veces, se promediaron los tiempos tomados
para cada parte del proceso y se compilaron en la Tabla 6.2. La mayoría de
los tiempos fueron demasiado bajos (menos de 1 mili-segundo) y se decidió
no considerarlos para la muestra de resultados.
Proceso Realizado Tiempo Capturado
Iniciar servidor 932.2 ms
Cargar clasiﬁcadores 444.4 ms
Cargar descripciones (100) 183.8 ms
Decodiﬁcar imagen 18.8 ms
Detectar rostro 17.6 ms
Reconocer rostro 56 ms
Guardar descripciones 221.4 ms
Tabla 6.2: Tiempo en mili-segundos que tarda el sistema en realizar
determinados procesos.
Discusión
Los valores en la tabla 6.2 representan los tiempos que tardan algunos
de los procesos que realiza el sistema, que son en efecto los más costosos
computacionalmente. Sin embargo, como se puede observar claramente, los
procesos más efectuados dentro de los servicios ofrecidos, que son la deco-
diﬁcación de imagen, la detección del rostro y el reconocimiento del rostro,
toman un tiempo absolutamente bajo para completarse. De esta forma, se
puede concluir que la eﬁciencia en el registro de personal depende solamente
del usuario del sistema, cuando se utiliza una máquina como la presentada
anteriormente.
En cuanto al tiempo necesario para iniciar el servidor, es notable que es
signiﬁcativamente mayor que para los demás procesos. Esto es, debido a que
el servidor debe cargar los clasiﬁcadores para el detector de rostros y cargar
las descripciones para el reconocedor de rostros, además de otras actividades
inherentes al ciclo de vida de un Servlet. No obstante, puesto que estos pro-
cesos solo se ejecutan una vez al inicio del sistema, no afectan la eﬁciencia
de la actividad de registro.
Discusión 49
La actividad de guardar las descripciones hace parte del servicio de re-
gistro de usuarios, y se ejecuta cuando se desea guardar la descripción de
un individuo nuevo. Es importante recalcar que este es un proceso que se
debe ejecutar un alto número de veces en el sistema, y que por consiguiente,
en deﬁnitiva afecta la eﬁciencia del usuario al registrar personal nuevo en la
base de datos del sistema.
Sin embargo, a pesar de que el protocolo de pruebas contemplaba la uti-
lización de 100 descripciones, el sistema realiza los procesos de guardar y
cargar las descripciones de manera muy eﬁciente, de manera casi impercep-
tible. De esta forma, se puede considerar que en deﬁnitiva, el prototipo de
aplicación construido puede ser utilizado en un entorno real, tomando en
cuenta como único parámetro el tiempo que se necesita para completar cada
una de las actividades.

Capítulo 7
Conclusión
En este trabajo se presenta el desarrollo tecnológico de un prototipo de
sistema de registro, diseñado para apoyar las labores de registro de visitas a
establecimientos que actualmente cumplen esta labor de forma manual. Este
prototipo de sistema desarrollado se basa en el reconocimiento de rostros
para la identiﬁcación de personas.
Gracias a la investigación realizada, se pudo descubrir que los sistemas
de registro más utilizados actuales carecen en gran medida de seguridad en
contra del ingreso no autorizado de personal. Esto se debe en gran parte,
a las técnicas que se utilizan para la identiﬁcación de personas en dichos
sistemas.
Como consecuencia de lo anterior, la comunidad cientíﬁca ha establecido
la preferencia en el uso de sistemas biométricos que requieran de la presencia
directa de la persona que se desea registrar. Esto es, debido a que técnicas de
reconocimiento basadas en huellas digitales, rostros, voz, etc. son bastante
más seguras que los métodos tradicionales.
A pesar de que el cálculo de medidas biométricas en general requiere
de una capacidad computacional alta, los avances tecnológicos de los últi-
mos años permiten que ahora estos cálculos sean fácilmente costeados por el
hardware actual. Además, las técnicas para realizar dichos cálculos también
han avanzado de forma tal, que en algunos de los casos no es necesario el
uso de hardware potente, gracias a la eﬁciencia que las caracteriza.
Como ejemplo de métodos eﬁcientes, se revisan en este trabajo los Patro-
nes Binarios Locales (LBP) y los Clasiﬁcadores en Cascada, que son técnicas
utilizadas en el reconocimiento y detección de rostros respectivamente. Asi-
mismo, en el caso del método de LBP, se pudo comprobar a través de este
trabajo que cumple una buena labor al describir rostros de personas, puesto
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que se obtuvieron tasas de reconocimiento del 92.42% en las pruebas reali-
zadas, tomando en cuenta solamente una imagen por sujeto al momento de
realizar el entrenamiento.
Aunque el método de LBP es uno de los mejores métodos existentes en la
literatura actual, no se ha logrado (y tal vez nunca se logre) emular a través
de éste ni ningún otro método la precisión con que el hombre realiza la iden-
tiﬁcación de rostros. Esto es debido a la cantidad de factores que inﬂuyen
en el desarrollo de un algoritmo de reconocimiento de rostros, que hacen que
esa labor sea supremamente difícil de realizar. Factores como la iluminación,
la posición del rostro, la oclusión y los gestos son algunos de los problemas
involucrados.
En cuanto al proceso de desarrollo del proyecto, el uso de la arquitectura
cliente-servidor y el modelo de abstracción de software MVC, permitieron
la construcción de una aplicación totalmente funcional, fácil de mantener y
extender. Esto último es importante debido a que por tratarse de un proto-
tipo, es deseable la realización de iteraciones de desarrollo posteriores sobre
lo construido hasta ahora, de tal forma que el sistema pueda ser completado
y tal vez utilizado en entornos reales.
Por último, se demostró que el sistema construido es totalmente funcio-
nal y, a pesar de su condición de prototipo, puede considerarse su uso en
un entorno real. Además, la utilización de el valor de conﬁanza permite al
usuario conocer de manera aproximada que tan acertado es un resultado de
identiﬁcación, lo cual es muy útil, por ejemplo, cuando sujetos no registrados
pretendan engañar al sistema, o cuando la fotografía del rostro no fue toma-
da de manera adecuada y por lo tanto no se pueda establecer una identidad
con certeza. El uso de un sistema como el propuesto en este trabajo permiti-
ría que procesos de registro de personal se realicen de manera más eﬁciente,
teniendo en cuenta que el usuario (personal de seguridad) este dispuesto a
cambiar las maneras convencionales que utiliza para el registro de personal.
Sin embargo, es deseable que se lleve a cabo una prueba mucho más rigu-
rosa sobre el reconocedor de rostros construido, debido a que no fue posible
el uso de una base de datos de rostros seria (lo suﬁcientemente grande) que
permitiera extraer conclusiones contundentes de las pruebas realizadas.
Ya que las tasas de reconocimiento que se obtienen al realizar entrena-
miento con una sola imagen son más bajas de las que se pueden obtener
utilizando más imágenes, sería un beneﬁcio modelar una forma de actualizar
las descripciones de los individuos con las fotografías que se toman para el
registro, con el ﬁn de disminuir los errores de clasiﬁcación.
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Como trabajo futuro, también debe considerarse la ampliación de las his-
torias de usuario desarrolladas, puesto que el prototipo de sistema construido
todavía carece de algunas funcionalidades que son deﬁnitivamente deseables
en un sistema de registro. Lo anterior, en la búsqueda de conseguir ﬁnalmen-
te la utilización del sistema bajo un entorno real.
A forma de resumen, la Tabla 7.1 muestra un paralelo entre los objetivos
propuestos en el capítulo 2 y los resultados obtenidos con el cumplimiento
de dichos objetivos.
Objetivo Resultado
Diseñar e implementar
un sistema de análisis
de imágenes que sea ca-
paz de reconocer rostros
de personas en imáge-
nes.
Se desarrolló un reconocedor de ros-
tros basado en el método de los Pa-
trones Binarios Locales (LBP). El
desarrollo teórico de dicho reconoce-
dor se presenta en la sección 4.3 y el
desarrollo tecnológico es presentado
en la sección 5.3. Las pruebas reali-
zadas con el reconocedor de rostros
construido son presentadas en la sec-
ción 6.1.
Diseñar e implementar
una base de datos mul-
timedia que almacene
información relaciona-
da con el ingreso de per-
sonas al establecimien-
to.
Se realizó el respectivo diseño e im-
plementación de la base de datos que
es presentada en la sección 5.1, espe-
cíﬁcamente, un esquema de la base
de datos construida es presentado en
la Figura 5.2.
Deﬁnir e implementar
una arquitectura que in-
tegre los dos módulos
anteriores y generar una
aplicación funcional que
permita al usuario el
servicio de registro y re-
conocimiento de rostros
semiautomáticos.
La arquitectura escogida para el de-
sarrollo del proyecto es presentada
al inicio del Capítulo 5. Los servicios
ofrecidos por el sistema sirven para
registrar visitas de personal, basán-
dose en el rostro de los individuos
como forma de identiﬁcación. Un re-
sumen de los dichos servicios es pre-
sentado en la Tabla 5.1.
Tabla 7.1: Resultados obtenidos a través del cumplimiento de los objetivos.

Apéndice A
Historias de Usuario
A.1. Introducción
Debido a que las historias de usuario son requerimientos funcionales que
el usuario mismo determina, era necesaria la existencia de un usuario para
la realización del análisis de requerimientos. Debido a que no era posible
consultar directamente a un usuario porque en realidad era inexistente, se
decidió hacer un ejercicio académico de simulación de roles, para poder rea-
lizar el proceso de establecer los requerimientos. Es decir, se llevaron a cabo
los roles de usuario y desarrollador, tratando al máximo de ser objetivos y
puntuales en el transcurso de la actividad.
Se asume que la intervención en las decisiones del usuario no es muy
relevante en este punto de desarrollo, puesto que lo que se pretende es la
construcción de un prototipo. Sin embargo, en el caso tal de que el desarrollo
de la aplicación quiera ser extendido para completar el sistema (lo cual sería
el caso ideal), es más que adecuado consultar a los usuarios directos del
mismo.
A.2. Partes Interesadas
Para empezar a establecer las historias de usuario, fue necesario determi-
nar cuales eran los actores que posiblemente intervienen en el funcionamiento
del sistema propuesto. Después de un análisis del problema, se identiﬁcaron
los siguientes: persona que ingresa, personal de seguridad y gerente de segu-
ridad.
Debido a que no es posible un contacto directo con los actores anterior-
mente mencionados, se intentaron visualizar los intereses de cada uno de ellos
para poder identiﬁcar las historias de usuario que permiten deﬁnir las fun-
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cionalidades del sistema. A continuación, los posibles intereses identiﬁcados
para los actores mencionados.
Persona que ingresa: este actor no hace uso directo del sistema pero
si interviene en el proceso. El interés es ingresar de manera rápida al
establecimiento.
Personal de seguridad: es la persona encargada de manejar y monito-
rear el sistema. No se asume un conocimiento en el manejo de compu-
tadores; sin embargo, el uso del sistema por parte de este actor será
muy frecuente.
Gerente de seguridad: persona tal vez interesada en tener un registro de
entradas al establecimiento y algo de información sobre los individuos
que entraron.
A.3. Historias de Usuario
En base a los intereses determinados para los actores mencionados a la
sección anterior, se identiﬁcaron 3 historias de usuario que permiten el fun-
cionamiento del prototipo propuesto. Estas historias representan cada una
una iteración dentro de la construcción del prototipo, y son divididas en pe-
queñas tareas que permitan etapas de desarrollo mas pequeñas. Para cada
una de estas tareas se realiza una prueba que permita comprobar el buen
funcionamiento de lo construido. Al ﬁnal de cada iteración, todas las tareas
son unidas en un solo producto para completar así la historia de uso.
A continuación se presentan las 3 historias de uso identiﬁcadas, las tareas
en las que se dividieron y las pruebas que se realizaron para comprobar el
correcto funcionamiento de dichas tareas. Las historias de uso están ordena-
das en el orden de importancia según su aporte al usuario. Este orden es el
mismo orden seguido para la construcción del prototipo.
1. Autenticar a la persona que ingresa. El vigilante en la entrada, ubica
a la persona frente a la cámara para la toma de fotografía y veriﬁca
el sistema para establecer si esta autorizado para ingresar. Si está au-
torizado permite la entrada, si no lo está, lo intenta una segunda vez.
Si deﬁnitivamente sigue sin estar autorizado lo envía a la recepción
para que se veriﬁque y se le permita un ingreso manual si se veriﬁca su
identidad. Se espera que todos los datos de ingreso queden registrados
(hora de ingreso y oﬁcina a la que se dirige).
a) Tomar la fotografía de la persona que ingresa: La forma de probar
esta tarea fue almacenar la fotografía en el sistema de archivos del
equipo y veriﬁcar que estuviera en buenas condiciones.
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b) Subir la fotografía al servidor: Se prueba esta tarea veriﬁcando
que la imagen llega al servidor en buenas condiciones.
c) Detección del rostro de la persona: Se prueba el detector de rostros
almacenando en el servidor todos los rostros recortados de las
fotografías tomadas desde el cliente.
d) Reconocimiento del rostro de la persona: Para esta tarea se descri-
bieron los rostros de varias personas y se comprobó que el sistema
estuviera acertando en las clasiﬁcaciones.
e) Creación de base de datos: Se realizan querys sencillos desde el
servidor a la base de datos y se comprueba la respuesta.
f ) Creación de interfaz gráﬁca: Se veriﬁca que la interfaz tenga todos
los controles necesarios para la toma de fotografías, el ingreso de
información y el envío de formularios. Se veriﬁca que esta infor-
mación llegue correctamente al servidor.
g) Registro de información de visita: Se realiza una simulación con
varias visitas y se veriﬁca que queden registradas en la base de
datos
2. Registro de nuevos usuarios. El o la recepcionista recibe a la persona
que ingresa por primera vez, solicita documento de identidad y los da-
tos complementarios. Si es empleado o una persona que puede acceder
permanentemente se registra con la autorización de la respectiva uni-
dad. La persona ingresa los datos al sistema y toma la foto respectiva.
a) Guardas las descripciones de los usuarios: Se realiza la descripción
de varios rostros y se guardan en un archivo. Se comprueba que
el archivo tenga los parámetros y características necesarias y de
la forma adecuada.
b) Cargar las descripciones de los usuarios: Para probar que se han
cargado bien las descripciones, se realiza una simulación descri-
biendo varios rostros y clasiﬁcando. Posteriormente, se realiza la
misma simulación pero con las descripciones cargadas del archivo
y se veriﬁca que los resultados sean idénticos.
c) Creación de interfaz de registro de usuario: Se comprueba que la
interfaz tenga todo lo necesario para que el usuario pueda digitar
la información personal de la persona que se registra.
d) Registro de nuevos usuarios: Se realiza una simulación de registro
de varios usuarios y se veriﬁca que los datos de los usuarios queden
correctamente consignados en la base de datos.
3. Veriﬁcar reportes estadísticos. Cada vez que el supervisor lo solicite se
pueden generar los siguientes reportes en archivo plano o en formato
para impresión: Número de personas por día discriminado por tipo por
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cada entrada, intentos de entrada fraudulentos y reportes de ingreso
por persona en un período de tiempo.
4. Actualización de datos. Se debe permitir al usuario del sistema la ac-
tualización bien sea de los datos personales de un usuario registrado,
o de los datos relacionados a una visita. Además, se debe permitir la
eliminación de usuarios de la base de datos.
Como se puede observar, solamente las historias de usuario 1 y 2 han
sido divididas en tareas. La razón es que solamente esas historias de usuario
fueron implementadas en el prototipo de sistema ﬁnal. Sin embargo, pues-
to que el análisis que se realizó al inicio del proceso incluía las historias de
usuario 3 y 4, se han consignado aquí para mostrar el alcance del análisis del
problema que se hizo.
Cabe destacar que para algunas de las tareas de las historias de usuario
1 y 2 no se conocía la información suﬁciente para construirlas. En este caso,
se necesitó de hacer lo que en la metodología XP se conoce como puntos de
ﬁjación, con el ﬁn de investigar lo suﬁciente y tener la información necesaria
para poder abordar la construcción de dichas historias.
Apéndice B
Recursos Tecnológicos
Este capítulo está dedicado a la acreditación de los recursos tecnológicos
que fueron utilizados para el desarrollo del proyecto. Se presenta una breve
descripción de cada uno junto con el lugar donde puede ser encontrado, y se
establece en que momento de desarrollo fue útil.
Elipse Juno SR 1. El entorno de desarrollo Eclipse fue utilizado
durante todo el proceso de construcción de software. En particular,
la versión Juno permite la administración de servidores y creación de
proyectos Web. El software es de licencia gratuita y puede descargarse
en http://www.eclipse.org/downloads/.
JavaCV 2.3.4. JavaCV es una adaptación para el lenguaje de progra-
mación Java de la librería de código abierto OpenCV. Es una librería
que gratuita que contiene funciones utilizadas en aplicaciones de visión
por computador y puede encontrarse en https://code.google.com/
p/javacv/. En particular, el objeto IplImage fue utilizado para la re-
presentación de imágenes dentro del proyecto y el detector de rostros
fue construido tomando las funcionalidades del objeto CascadeClas-
siﬁer. Algunas operaciones de procesamiento de imágenes como esca-
lamiento de imágenes, ecualización de histograma y conversión entre
espacios de color se lograron con la librería. Sin embargo, todo el códi-
go restante necesario para el funcionamiento de la aplicación (Descrip-
torLBP, ServletControlador, etc) fue diseñado e implementado desde
ceros.
Apache Tomcat 7. Es una implementación de código libre para las
tecnologías Java Servlet y Java Servlet Pages utilizadas en este proyec-
to. Fue usado como entorno servidor en donde se instaló la aplicación
para poder evaluar su funcionamiento. Este recurso puede encontrarse
enhttp://tomcat.apache.org/download-70.cgi.
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WebRTC. Es un proyecto de código abierto para HTML5 que preten-
de realizar comunicación en tiempo real (RTC por sus siglas en inglés
de Real Time Communication) a través del uso de exploradores web,
especíﬁcamente Google Chrome. El acceso a la cámara del equipo a
través del explorador web fue conseguido con el uso de esta tecnolo-
gía. No es necesaria la descarga de ningún archivo para el uso de este
recurso, pues viene incluido en las últimas versiones de Google Chrome.
MySQL. Es el motor utilizado para la construcción de la base de da-
tos. La librería Connector/J (disponible en http://dev.mysql.com/
downloads/connector/j/) de Java es la forma en que se realizan
las conexiones a la base de datos. Este recurso puede descargarse de
http://dev.mysql.com/downloads/.
TeXis. Es una plantilla de latex desarrollada con el propósito de servir
a la construcción de tesis doctorales. La realización de este documento
fue posible gracias al uso de esta plantilla. Este recurso es gratuito y
puede ser encontrado en http://gaia.fdi.ucm.es/research/texis.
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