With the high-resolution spectroscopy now available in the optical and satellite UV, it is possible to determine the neutral/ionized column density ratios for several different elements in a single cloud. Assuming ionization equilibrium for each element, one can make several independent determinations of the electron density. For the clouds for which such an analysis has been carried out, these different estimates disagree by large factors, suggesting that some process (or processes) besides photoionization and radiative recombination might play an important role in the ionization balance. One candidate process is collisions of ions with dust grains.
INTRODUCTION
The electron number density n e in diffuse interstellar clouds is often inferred from the observed column densities of different ionization stages of metals. The assumption of ionization equilibrium yields Γ(X i )n(X i ) = α r (X i+1 , T )n e n(X i+1 ) ,
where n(X i ) is the number density of the i-th ion of element X, Γ(X i ) is the ionization rate for X i → X i+1 , and α r (X i+1 , T ) is the rate coefficient (which depends on the gas temperature T ) for recombinations X i+1 → X i . It is usually assumed that radiative recombination is dominant at low temperatures; dielectronic recombination is often important when T 10 4 K. The Goddard High Resolution Spectrograph on the Hubble Space Telescope has made possible the simultaneous determination of n e through analysis of the ionization balance of several different metals. In some cases, the values of n e inferred from different species differ by large factors (Fitzpatrick & Spitzer 1997; Welty et al. 1999 ), suggesting either that the ionization is far from a steady-state equilibrium or that another process (or processes) besides photoionization and radiative recombination affects the ionization balance.
One candidate process is ion recombination via electron transfer from a grain or molecule to the ion during a collision (Weisheit & Upham 1978; Omont 1986; Draine & Sutin 1987; Lepp et al. 1988) . The "removed" ion might remain in the gas phase (in a lower ionization stage) or it might be depleted from the gas altogether, if it sticks to the grain. 1 The grain-assisted ion removal rate is expected to vary from species to species since the possibility of charge transfer depends on the electron affinity of the ion and the collision rate depends on its mass.
The collision rate also depends on the grain charge and size; when the grain charge Z ≤ 0, the ratio of the collision cross section to the geometric cross section is larger for smaller grains (Draine & Sutin 1987) . Thus, a large population of molecules or very small grains with Z ≤ 0 could contribute significantly to ion removal.
Observations of emission from the diffuse interstellar medium (ISM) have revealed features at 3.3, 6.2, 7.7, 8.6, and 11.3µm (see Sellgren 1994 for a review), which have been identified as C H and C C stretching and bending modes in polycyclic aromatic hydrocarbons (PAHs; Léger & Puget 1984; Allamandola, Tielens, & Barker 1985) . compared observations of diffuse Galactic emission with detailed model calculations for PAHs heated by Galactic starlight and found that a C abundance 2 ∼ 4-6×10 −5 is required in hydrocarbon molecules with 10 3 C atoms. 3 In recent charging models, PAHs are found to be predominantly neutral in the diffuse ISM (Bakes & Tielens 1994; Weingartner & Draine 2001b) .
In §2, we estimate grain-assisted ion removal rates for sev-eral metals, employing a grain size distribution that (a) includes PAHs in numbers sufficient to account for the observed infrared and microwave emission and (b) reproduces the observed extinction of starlight (Weingartner & Draine 2001a) . In §3, we compare the grain-assisted ion removal rate with the radiative recombination rate, finding them to be comparable in the cold neutral medium. In §4, we discuss the determination of electron densities from observed column density ratios when grainassisted ion removal is important. In §5, we apply these results to two observed lines of sight. We find that the inclusion of grain-assisted ion removal cannot, on its own, reconcile the electron densities inferred from different species observed towards 23 Ori. In §6, we speculate on additional processes that might affect ionization balance along this line of sight. In §7, we investigate the impact of grain-assisted ion recombination on the electron fraction in the cold neutral medium. We summarize our conclusions in §8.
ION REMOVAL RATES
Consider the collision of an ion X i with a dust grain of radius a and charge Ze (e is the proton charge). We assume that an electron is transferred from the grain to the ion if IP(a, Z) < IP(X i−1 ), where IP(a, Z) is the grain ionization potential and IP(X i−1 ) is the ionization potential of X i−1 (equal to the electron affinity of X i ; see Table 1 for our adopted values). This is certainly an oversimplification since the electrostatic energy of the grain-ion combination usually increases following electron transfer. However, it is not clear how to evaluate the electrostatic energy when the distance from the grain to the ion is a few angstroms. Thus, our estimates for ion removal rates should be regarded as likely upper limits. Below, we will estimate the extent to which these rates might be changed if the electrostatic energy changes were included in the analysis.
We adopt the following expression for the ion removal rate:
where n i is the number density of X i , n gr (a) is the number density of grains with radii ≤ a, f (a, Z) is the fraction of the grains of radius a that have charge Ze, and θ(y) = 0 if y < 0 and 1 if y ≥ 0. Ions arrive at a grain with size a and charge Z at the rate
where k is Boltzmann's constant, m p is the proton mass, A X is the ion mass number, q i is the ion charge, and expressions for the dimensionless functionJ(τ i , ξ i ) are given in Draine & Sutin (1987) .
Grain charge distributions in the diffuse ISM are set primarily by the balance between electron loss via photoelectric emission versus electron gain via accretion from the gas. We calculate the steady-state charge distributions f (a, Z) using the charging algorithm given by Weingartner & Draine (2001b) and the average interstellar radiation field (ISRF) spectrum for the solar neighborhood as estimated by Mezger, Mathis, & Panagia (1982) and Mathis, Mezger, & Panagia (1983) . An often-used measure of the radiation intensity is the parameter G ≡ u uv rad /u uv Hab , where u uv rad is the energy density in the radiation field between 6 eV and 13.6 eV and u uv Hab = 5.33×10 −14 ergcm −3 is the Habing (1968) estimate of the starlight energy density in this range. 4 For the ISRF, G = 1.13. Grain charging is largely determined by the parameter ψ ≡ G √ T /n e (4) (Bakes & Tielens 1994; Weingartner & Draine 2001b) , with only a weak additional dependence on T . Examples of charge distribution functions f (a, Z) are given in Weingartner & Draine (2001b) .
We define a rate coefficient α g (X i , ψ, T ) for electron transfer to ion X i due to collisions with grains by
where n H is the H nucleus number density. In Figure 1 , we display α g as a function of ψ for several ions X i and T = 100 K. In Figure 1 , and throughout this paper, we employ the grain size distribution from Weingartner & Draine (2001a) with R V = 3.1 and b C = 6 × 10 −5 (their favored distribution for the average diffuse ISM). Note that α g decreases sharply as ψ increases, i.e., as the average grain charge increases. When T 10 3 K, the dependence of α g on T is quite mild since, for neutral grains and τ i ≪ 1,J ∝ T −1/2 , cancelling the factor of T 1/2 in equation (3). For the cases illustrated in Figure 1 , we have also computed a modified ion removal rate coefficient α ′ g , for which we apply a different criterion for electron transfer:
Here, ∆U is the change in the interaction energy between the grain and the ion due to the electron transfer. We approximate (see Appendix)
where Ze is the initial grain charge, ze is the initial ion charge, and r 0 is the atomic radius (see Table 1 for our adopted values of r 0 ). Since the distance of closest approach between the ion and the grain surface is unknown, we have taken it to be equal to the atomic radius. The first term in equation (7) is the monopole contribution due to the net charges on the grain and ion. Since the grains are predominantly neutral (Z = 0) and most ions of interest are singly ionized (z = 1), the inclusion of this term usually has a negligible effect on the calculated ion removal rate. The second term in equation (7) is due to the polarization of the grain by the ion. Our classical calculation of the interaction energy assumes that the grain is (a) a perfect conductor and (b) a sphere with a perfectly sharp surface. These assumptions can lead to substantial errors in the estimate of the image potential when the ion-grain surface separation ≤ a few angstroms. We have neglected the dipole moment in the atom or ion induced by the grain charge, since the approximation of the atom/ion dipole as a point dipole breaks down when the distance from the atom/ion to the grain surface is comparable to the size of the atom-the case of interest here.
In Figure 2 , we display α ′ g /α g . For cold and warm neutral medium conditions, α ′ g /α g is generally ∼ 1; thus, it appears that, for most cases of interest, an accurate accounting of the increase in electrostatic energy following electron transfer would not substantially reduce the computed ion removal rate.
For a given ion, α g can be represented approximately by the following fitting formula:
-Rate coefficient αg for grain-assisted removal of selected ions as a function of the charging parameter ψ, for the ISRF spectrum and gas temperature T = 100 K.
is computed assuming a more stringent criterion for the transfer of an electron from grain to ion, in which the increase in electrostatic energy due to the interaction of the grain and ion charge is taken into account in an approximate manner. Nominal cold and warm neutral medium conditions are indicated ("CNM" and "WNM", respectively).
with T in kelvins and ψ in units of K 1/2 cm 3 ; values of the fitting coefficients C 0 -C 6 are given in Table 2 for selected ions. 5 Approximation (8) is accurate to within 20% when 10 ≤ T ≤ 10 3 K and 10 2 ≤ ψ ≤ 10 6 K 1/2 cm 3 . In the grainassisted recombination of Ca ++ , there is a possibility for two electrons to be transferred to the ion, resulting in Ca 0 . We assume that this occurs in a two-step process and that the energy released following the first electron transfer is dissipated into heat, and thus is not available to assist in the second transfer. With these assumptions, the criterion for double electron transfer is
For this criterion, 10 ≤ T ≤ 10 3 K, and 10 2 ≤ ψ ≤ 10 6 K 1/2 cm 3 , the probability of double charge transfer can be approximated to within 10% by f Ca ++ →Ca 0 ≈ 0.415 1 + 6.38 × 10 −5 ψ 1.252 (1 + 3.57 × 10 −6 ψ 1.124 ) .
(10) Note, however, that the double electron transfer rate could be dramatically reduced if electrostatic energy changes (as in eq. [7]) are included in the criterion for electron transfer.
GRAIN-ASSISTED ION REMOVAL VERSUS RADIATIVE

RECOMBINATION
To gauge the importance of grain-assisted ion removal in the diffuse ISM, we plot in Figures 3 and 4 a critical electron fraction
if x ≡ n e /n H ≤ x crit , then grain-assisted removal of X i occurs more rapidly than radiative recombination to X i−1 . We use the FORTRAN routine rrfit.f to evaluate radiative recombination coefficients. 6 In Figure 3 , we take T = 100 K, appropriate for the cold neutral medium (CNM). For a nominal CNM electron fraction x ≈ 10 −3 and ψ ≈ 400 K 1/2 cm 3 , the grain-assisted ion removal rate is generally comparable to the radiative recombination rate and therefore will appreciably affect the ionization balance for H + and most metal ions.
In Figure 4 , we take T = 6000 K, appropriate for the warm neutral medium (WNM) and warm ionized medium (WIM). Adopting x ≈ 0.1 and ψ ≈ 3000 K 1/2 cm 3 for the WNM, we find that the grain-assisted ion removal rate 10% the radiative recombination rate. For the WIM (x ≈ 1, ψ ≈ 1000 K 1/2 cm 3 ), grain-assisted ion removal contributes at most at the few percent level.
ELECTRON DENSITY DETERMINATIONS INCLUDING
GRAIN-ASSISTED ION REMOVAL
When grain-assisted ion removal is important, the ionization balance equation (1) must be replaced with the following set of equations:
and
where s is the probability that an ion sticks to a grain following charge exchange. 7 Of course, if more than two ionization stages are populated, then more equations are needed. When s > 0, n i and n i+1 both decay, but, with the exception of transients that die out rapidly, the ratio n i+1 /n i is constant:
where b ≡ r 1 + r 2 (1 − s), q ≡ 1 − r 1 − r 2 , r 1 ≡ α r n e /Γ, and r 2 ≡ α g n H /Γ. Solving equation (14) for n e in terms of the observed column density ratio R ≡ n(X i )/n(X i+1 ), we find
Since α g depends on n e (through its dependence on the charging parameter ψ), equation (15) must be solved iteratively, but generally converges rapidly. Usually r 1 ≪ 1 and r 2 ≪ 1 (implying R ≪ 1). Thus, the impact of grain-assisted ion removal on the electron density determination decreases as the sticking probability s → 1. The observed interstellar depletions vary widely from element to element, implying s ≪ 1 for some elements (e.g. S) while s ∼ 1 for others (e.g. Ti, Ca; see Weingartner & Draine 1999) . This wide variation in s could also lead to discrepancies in electron density estimates when different elements are observed. A large fraction of the Ca in diffuse clouds can be in Ca ++ ; thus, we must consider the ionization equilibrium of a 3level system in this case. For arbitrary s, this results in a rather complicated cubic equation for n e in terms of the observed ratio R 1 ≡ n(Ca 0 )/n(Ca + ). However, the equation simplifies to a quadratic when s = 0 or s = 1. Before displaying the results, it is convenient to introduce some notation:
When s = 0,
where
Note that equation (16) reduces to equation (15) when γ = 0 or f 2 = 0. The ratio R 2 ≡ n(Ca 0 )/n(Ca ++ ) is given by
When s = 1,
Note that equation (19) reduces to equation (15) when γ = 0.
APPLICATION TO OBSERVATIONS
HD 215733
Fitzpatrick & Spitzer (1997) performed ionization equilibrium analyses of Ca + /Ca ++ , C 0 /C + , Mg 0 /Mg + , and S 0 /S + for several clouds along the line of sight to HD 215733. In the case of Ca + , the Ca ++ abundance was estimated based on an assumed gas-phase Ca abundance. In Table 3 , we reproduce their inferred temperatures and H number densities for the cold cloud components. In the upper panel of Figure 5 , we reproduce their electron density determinations. 8 The electron densities inferred from the C and Mg abundance ratios appear to be roughly consistent, but those inferred from the Ca abundance ratios are systematically lower.
In the lower panel of Figure 5 , we display revised n e determinations that take grain-assisted ion removal into account. We assume s ≈ 1 for Ca, which is observed to be highly depleted in cold clouds, and s ≈ 0 for C, Mg, and S, which are not as severely depleted. With this modification, the Mg determinations lie between the C and Ca determinations, and are consistent with both. The C and Ca determinations remain inconsistent. If dissociative recombination of CH + is important in these clouds, then the n e inferred from the C abundance ratios are too high; unfortunately, the CH + column density towards HD 215733 is not known. Alternatively, the n e inferred from the Ca abundance ratios could be too small, as would be the case if the Ca abundance has been overestimated. Unfortunately, with only three elements for which both ionization stages have been observed, it is difficult to arrive at definitive conclusions regarding the electron densities in many of these components.
23 Ori
Welty et al. (1999, hereafter W99) have conducted a detailed investigation of the diffuse clouds along the line of sight to 23 Orionis. They inferred T ∼ 100 K, n H ∼ 10 cm −3 , and N H ≈ 5 × 10 20 cm −2 for the cold cloud material along this sightline at heliocentric velocities 20 < v ⊙ < 27 km s −1 . They also inferred n e using equation (1) for ionization equilibrium (between X 0 and X + ) with several different elements, and found widely varying values; we display their electron densities as open triangles in Figure 6 . 9 The electron densities inferred if ionization equilibrium is assumed vary over about an order of magnitude, depending on which element is used.
Electrons will collisionally excite the 2 P 3/2 excited fine structure levels of C + and Si + . W99 report N(C + ) = 10 16.95 cm −2 , and N(C + * ) < 10 15.0 cm −2 , from which we infer n e < 0.075 cm −3 ; we assumed T = 100 K, a collision strength Ω = 2.1 from Keenan et al. (1986) and H collisional rates from Launay & Roueff (1977) .
For Si + , W99 find N(Si + ) = 10 15.37 cm −2 and N(Si + * ) < 10 10.7 cm −2 , from which we find n e < 0.12 cm −3 , assuming a collision strength Ω = 5.74 (Keenan et al. 1985) . H collisional rates have not been calculated; we use the rate coefficient calculated by Launay & Roueff for deexcitation of C + ( 2 P 3/2 ).
Upper limits on n e derived from fine-structure excitation are shown in Figure 6 .
The electron densities inferred from ionization equilibrium including grain-assisted ion removal are displayed as filled triangles in Figure 6 . We have assumed s = 0 in order to maximize the effect that grain-assisted ion removal might have. (For most of the elements in Figure 6 , this assumption seems reasonable. For Fe and Ca, however, the large depletions observed in interstellar gas suggest that s 0.1.) The W99 electron densities inferred using C, Na, Mg, and K are particularly large; the resulting n e /n H are high enough that the inclusion of grain-assisted ion removal does not dramatically alter the inferred values of n e . Thus, the various n e determinations do not appear to be reconciled by including this process. However, some of the W99 n e determinations might be too high for other reasons. Dissociative recombination of CH + might be an important additional recombination mechanism for C. W99 found that if the CH + observed towards 23 Ori resides in the cold cloud for which the C 0 and C + column densities were measured, then the estimated n e must be revised downward from 0.26 to 0.04 cm −3 (open square in Figure 6 ); of course, grain-assisted ion removal would reduce it further (filled square).
Na + and K + are unobservable since they have no resonance lines below the Lyman limit. Thus, W99 had to assume gasphase Na and K abundances in order to analyze the ionization balance for these elements. W99 assumed depletions of 0.5 dex (relative to solar) for both elements. If, instead, these elements are assumed to be undepleted, then the n e estimates are substantially smaller; these are indicated in Figure 6 by filled (open) squares for analyses that do (do not) include grain-assisted ion removal.
Note that Welty & Hobbs (2001) argue, on the basis of a large number of observed sight lines, that Na and K are generally depleted from the gas phase by 0.6-0.7 dex relative to solar. We consider the depletion estimates for Na and K to be quite uncer- tain, as they rely on knowledge of the electron density (which, as we have seen, is uncertain since "standard" ionization analyses give discrepant results when multiple elements are used).
If the revisions described above (for C, Na, and K) are correct, then the observed column densities for six elements (C, Na, S, K, Mn, Fe) yield n e ≈ 0.03 cm −3 , consistent with the upper limits n e < 0.075 cm −3 and n e < 0.12 cm −3 obtained from the fine structure excitation of C + and Si + . For n e /n H = 3 × 10 −3 , grain-assisted ion removal contributes significantly to the recombination.
However, discrepancies remain for three elements: Ca, Mg, and Si.
1. W99 found n e ≈ 0.95 cm −3 from Ca 0 /Ca + ionization balance. Using equation (16), we find n e = 0.93 cm −3 even if s = 0, so including recombination on grains does not resolve this discrepancy.
2. Even after allowing for grain recombination with s = 0, the Mg 0 /Mg + abundance ratio implies an electron density n e ≈ 0.2 cm −3 -a factor of 6 greater than our best estimate.
3. Even after allowing for grain recombination with s = 0, the Si 0 /Si + abundance ratio implies an electron density n e ≈ 0.08 cm −3 -a factor of 2.5 greater than our best estimate.
Unless the photoionization rates have for some reason been overestimated, the observations suggest that additional physical processes are involved for these three elements.
6. POSSIBLE ADDITIONAL PROCESSES AFFECTING IONIZATION BALANCE IN 23 ORI 6.1. Dust Destruction?
In Figure 7 , we plot the inferred electron density, normalized to our favored value of 0.03 cm −3 , versus the gas-phase element abundance in the cold cloud towards 23 Ori, normalized to the standard cold cloud abundance (see Table 5 in W99). We have included two points for Fe, with sticking coefficient s = 0 and s = 1; Fe is generally strongly depleted in cold clouds, suggesting that the sticking coefficient may be ∼ 1. Figure 7 shows a clear trend: greater neutral abundance enhancements are observed for elements with greater overall abundance enhancements. The total gas-phase abundances of Na and K are not known, but if they are enhanced by ≈ 0.4 dex over their standard values, then they fit the trend nicely. (We have also included points for Na and K for which the gas-phase abundance is enhanced by 0.1 dex, as assumed by W99, and by 0.6 dex, as assumed by us above. Neither of these choices lie close to the trend.) The observed correlation suggests the possibility that the enhanced neutral Mg, Si, and Ca abundances result from ongoing destruction of dust containing these elements, with the atoms injected into the gas as neutrals. However, the production rate of neutrals due to dust destruction would have to exceed the rate due to recombination; it is hard to imagine how such rapid dust destruction could be occurring. It seems to us unlikely that dust destruction is affecting the ionization balance observed toward 23 Ori.
Dielectronic Recombination?
It is intriguing to note that Mg 0 (3s 2 ground state), Si 0 (3p 2 ground state), and Ca 0 (4p 2 ground state) are all species for which dielectronic recombination is important for T < 10 4 K; the dielectronic recombination rate for Mg + → Mg 0 exceeds the radiative recombination rate for T > 5800 K. W99 argue for a temperature T ≈ 100 K for this velocity component, but perhaps there is some gas in this velocity range with 5000 T 10 4 K and a relatively high electron density, leading to preferential FIG. 7.-Electron density for the cold cloud along the line of sight to 23 Ori inferred from observed value of N(X 0 )/N(X + ), normalized to our favored value of 0.03 cm −3 , versus the factor by which the gas-phase element abundance is observed to be enhanced above its "standard" cold cloud value. The Na and K depletions are unknown, so for these elements we display a few possible points. The location of the Mn point is uncertain since W99 report only a marginal detection of Mn 0 . recombination of those species with the largest (radiative + dielectronic) rate coefficients at these temperatures. It is also intriguing to note that W99 report detection of Al ++ at the velocity of the dominant neutral absorption, suggesting that some of the material in this velocity range may be photoionized by photons beyond the Lyman limit, with accompanying ionization of H and presumably enhanced values of n e and temperatures T ≈ 10 4 K. Recall that CH + is present in this velocity range. The origin of interstellar CH + remains unclear, but all current scenarios for CH + formation, whether in MHD shock waves (Draine & Katz 1986; Pineau des Forêts et al. 1986 ), turbulent boundary layers of clouds (Duley et al 1992) , strong Alfvén waves (Federman et al. 1996) , or intermittent dissipation of turbulence (Falgarone, Pineau des Forêts, & Roueff 1995; Joulain et al. 1998) , involve regions of enhanced temperature.
We have found that if ≈ 10% of the column density arises in a warm component with T ≈ 10 4 K and n e ≈ 4 cm −3 , then the predicted column density ratios for all of the elements in Figure 6 are within a factor of ≈ 2 of the observed ratios. In this case, however, the predicted populations of the excited fine structure levels of C + and Si + substantially exceeds the observational upper limits (see §3.3.3 of W99). We were unable to find any models for which (a) dielectronic recombination in warm gas significantly increases the neutral/ionized column density ratios of Mg, Si, and Ca and (b) fine structure levels are not overpopulated. We conclude that dielectronic recombination cannot explain the observed high values of Mg 0 /Mg + , Si 0 /Si + , and Ca 0 /Ca + . 10 6.3. Chemistry? W99 suggested that n e ≈ 0.15 cm −3 in the cold gas towards 23 Ori and that charge exchange with protons might be an important ionization mechanism for S, Mn, and Fe, account-ing for the lower n e inferred from these species. W99 noted that charge transfer rates for T ≈ 100 K have not been calculated for these elements with protons, although potential energy curves calculated for SH + (Kimura et al. 1997 ) imply that the rate coefficient for S + H + → S + + H is very small at low temperatures, so that protons would not affect the S 0 /S + ionization balance. It should also be noted that with the limit n e 0.075 cm −3 from C + fine structure excitation, the charge transfer ionization rates n(H + ) σv 2 × 10 −10 s −1 for Mn and Fe since σv 3 × 10 −9 cm 3 s −1 even if MnH + or FeH + have favorable potential energy curves. Charge transfer with protons is therefore at most comparable to photoionization for Mn and Fe (see Table 1 ), so that n e inferred from Mn and Fe cannot be raised by more than a factor of 2 even if charge transfer with protons is maximally effective. We therefore believe that the electron densities inferred from S, Mn, and Fe are reliable.
It is intriguing to note that the three atoms with np 2 ground states [C(2p 2 ), Si(3p 2 ), and Ca(4p 2 )] are all overabundant. In the case of C we can attribute the overabundance to dissociative recombination of CH + , and the question arises whether dissociative recombination of SiH + and CaH + might also be taking place. CH + is believed to be produced by the exchange reaction C + + H 2 + 0.40eV → CH + + H. The reaction X + + H 2 → XH + + H is much more endothermic for Si + (1.29 eV) than for C + (0.40 eV). While the scenario for CH + formation remains unclear, the increased endothermicity for Si (and presumably for Ca, though the heat of formation of CaH + is unavailable) makes such a chemical explanation appear unlikely. Furthermore, production of SH + would appear more favorable than, say, SiH + , yet the observed S 0 /S + ratio can be understood without invoking dissociative recombination of SH + .
Atomic Physics?
The overabundance of the np 2 species suggests that some common atomic physics might be involved. If, for example, photoionization rates have been overestimated, or radiative recombination rates at T ≈ 100 K have been underestimated, the rates for all three elements (C, Si, Ca) might be similarly affected. The photoionization rates are probably unlikely to be seriously in error, but possible underestimation of the low temperature radiative recombination rates should be considered. The Milne relation for the rate coefficient for radiative recombination X + + e → X + hν is
where the sum over j is over all of the terms for the ground configuration (e.g., 2s 2 2p 2 3 P, 1 D, 1 S for C) and all of the terms for one-electron excited configurations of the atom (e.g., 2s2p 3 5 S, 2s 2 2p3s 3 P, 2s 2 2p3s 1 P, 2s2p 3 3 D, ... for C), g X + is the degeneracy of the ion X + , g j is the degeneracy of excited state j of the atom X, I j is the energy required to ionize from excited state j, and σ pi, j (hν) is the photoionization cross section from excited state j. Equation (22) shows that the radiative recombination rate at T 100 K could be large if some state j has a photoionization cross section σ pi, j with a resonance within 0.01 eV of threshold. While we have no indication that such a resonance exists, we encourage atomic physicists to reexamine the calculated photoionization rates and implied radiative recombination rates. Such a near-threshold photoionization resonance, and consequent large low-temperature recombination rate, could conceivably also occur for Mg 0 .
ELECTRON FRACTION IN THE COLD NEUTRAL MEDIUM
In this section, we investigate the extent to which grainassisted removal of H + and He + decreases the electron fraction x e in the CNM. There are two separate contributions to the total electron fraction. The first is due to the ionization of metals, primarily C, by the far-ultraviolet radiation field. Since we expect C to always be primarily in C + in cold diffuse clouds, we simply set this contribution to x e,0 ≈ 2 × 10 −4 . The second contribution is due to ionization (primarily of H and He) by cosmic rays and by the diffuse X-ray radiation field. Wolfire et al. (1995) estimate the cosmic ray ionization rate for H and He (including ionization due to secondary electrons) in diffuse clouds to be n H ξ CR ≈ 3 × 10 −17 n H s −1 (see their §2.2.2). They also give an approximate expression for the H and He X-ray ionization rate ξ XR (for the X-ray radiation field in the local neighborhood) in terms of x e and the column density N w of warm gas surrounding a cold diffuse cloud (see their Appendix A). Following Wolfire et al., we adopt N w = 10 19 cm −2 . For simplicity, we assume that all of the ionization resulting from cosmic rays and X-rays comes from H; 11 in this case, x e = x e,0 + x H , where x H ≡ n(H + )/n H . Ionization equilibrium for H is expressed by the following equation:
(ξ CR + ξ XR )n H (1 − x H ) = (α r (B)x e + α g )x H n 2 H .
(23) Here we use the "case B" recombination coefficient; i.e., only recombinations to states with principal quantum number n ≥ 2 are included, since recombinations to n = 1 result in an ionizing photon which is immediately absorbed by a nearby H atom. We take α r (B) = 3.5 × 10 −12 (T /300 K) −0.75 cm 3 s −1 (Liszt 2001) .
In Figure 8 , we display the resulting electron fraction as a function of n H for a range of temperatures characteristic of cold diffuse clouds (solid curves). We also show the electron fraction that would result if grain-assisted ion removal were not included in the ionization balance (dashed curves). As n H increases, grain-assisted ion removal becomes more important and the results for x e diverge. When n H = 30 cm −3 and T = 100 K, grain-assisted ion removal reduces x e from ≈ 8.0 × 10 −4 to ≈ 4.5 × 10 −4 , a 45% reduction.
CONCLUSIONS
The principal results of this paper are as follows:
1. We define a rate coefficient α g for the removal of ions from the gas phase due to charge exchange with grains, including PAHs (eq. 5); "removed" ions either remain in the gas phase, in a lower ionization stage, or stick to the grain. We compute α g , for several astrophysically important ions, as a function of the gas temperature T and grain-charging parameter ψ and provide a convenient fitting formula (eq. 8 and Table 2 ).
2. We evaluate a critical electron fraction x crit ; if x ≡ n e /n H < x crit , then grain-assisted ion removal occurs more rapidly than radiative recombination. We find that the rates for grain-assisted ion removal and radiative recombintion are comparable in the CNM, but that radiative recombination dominates in the WNM and WIM (Figs. 3 and 4) .
3. We provide formulae for deriving the electron density n e from observed neutral/ionized column density ratios when grain-assisted ion removal is important, for the cases that only two ionization stages are significantly populated (eq. 15) and that three stages are populated (eqs. 16-21).
4. We have investigated whether or not grain-assisted ion removal can reconcile various estimates obtained by Spitzer & Fitzpatrick (1997) for n e in the cold gas clouds along the line of sight to HD 215733 ( §5.1). Without grain-assisted ion removal, the C and Mg determinations are consistent, while the Ca determinations are systematically lower. When grain-assisted ion removal is included, the Mg determinations are intermediate between the C and Ca determinations, and consistent with both. However, the C and Ca determinations remain inconsistent.
5. We have investigated whether or not grain-assisted ion removal can reconcile the various estimates obtained by W99 for n e in the cold gas along the line of sight to 23 Ori ( §5.2) W99 estimated n e by observing neutral/ionized column density ratios for several elements and assuming that only ionization by the interstellar radiation field and radiative recombination are important to the ionization equilibrium. If grain-assisted ion recombination is the only additional process relevant to the ionization equilibrium, then the various n e determinations are not reconciled. However, dissociative recombination of CH + may be an important recombination mechanism for C, and the Na and K neutral/ionized ratios inferred by W99 may be incorrect, if their assumed depletions are incorrect. Making use of these degrees of freedom, we find that most of the observed abundance ratios are consistent with n e ≈ 0.03 cm −3 . However, Mg, Si, and Ca remain discrepant, with inexplicably high neutral/ionized ratios. We have considered the possibility that the observed neutral/ion ratios for Mg, Si, and Ca might be due to an additional warm gas component with T ≈ 10 4 K and n e 3 cm −3 . However, such a scenario does not appear to be consistent with the observed C + and Si + fine structure emission. Alternatively, the enhanced abundances of Mg 0 , Si 0 , and Ca 0 could perhaps be explained if dust is being rapidly destroyed and injecting neutral Mg, Si, and Ca into the gas, but it is hard to imagine how the dust destruction could occur rapidly enough for this to be the case.
6. We suggest that low temperature radiative recombination rates might have been underestimated for Mg, Si, and Ca.
7. We have found that the grain-assisted removal of H + and He + can have a significant effect on the electron fraction in the CNM ( §7). For clouds with T ≈ 100 K and n H ≈ 30 cm −3 , x is reduced from 8.0 × 10 −4 to 4.5 × 10 −4 . We have assumed that the ionization of C contributes an electron fraction of 2 × 10 −4 .
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APPENDIX
GRAIN-ION INTERACTION POTENTIAL
We assume that the electrostatic potential energy of an ion of charge ze at the surface of a grain with charge Ze can be approximated by a point charge ze a distance r 0 from the surface of a conducting sphere with radius a and charge Ze (see eq. [2.9] of Jackson 1962):
U(Z, z) =
Zze 2 a + r 0 + z 2 e 2 a 3 2r 0 (a + r 0 ) 2 (2a + r 0 )
Then, the change in electrostatic interaction energy due to the electron transfer from grain to ion is just ∆U(Z, z) = U(Z + 1, z − 1) − U(Z, z) (see eq. [7]). 7  240  22  11  100  13  12  240  5  13  110  23  15  130  21  16  100  10  17  100  18  18  50  24  19 100 10 a From Fitzpatrick & Spitzer 1997. 
