One criticism of this approach is that it requires familiarity with probability and CIs-statistical concepts with which even well-educated people routinely make large errors (Cosmides & Tooby, 1996; Tversky & Kahneman, 1993) . A second criticism is that this approach does not reflect the way overprecision affects people's judgments in daily life. It is rare for people to have to specify CIs around a belief. When deciding what time to depart for a lunch meeting, for example, people do not consider a 90% CI around the travel time. Instead, if punctuality is important, uncertainty should lead them to depart earlier.
Or because falling off a cliff is worse than missing the great view, people keep back from the precipice. Every day, in hundreds of different instances, people steer clear of metaphorical cliffs as a function of the cost of erring on each side and of uncertainty. In the research reported here, we manipulated these two factors to observe their effects on people's judgments. The first benefit of our approach is that it does not require asking participants about probabilities, degrees of confidence, or CIs. The second benefit is that our approach parallels the way in which uncertainty affects everyday judgments.
Overview
Our approach builds on that of Mamassian (2008) by assessing overprecision in declarative knowledge. In our studies, people estimated the high temperature of cities on randomly selected days. We gave them feedback on the accuracy of their estimates and rewarded them for accuracy with tickets in a lottery for a prize. The days were divided into three blocks, and each block featured a different payoff function. One block featured symmetric payoffs, in which participants earned lottery tickets if their estimates were correct or close to (either above or below) the correct answer. The two other blocks featured asymmetric payoffs. In one, participants earned lottery tickets only for correctly guessing or overestimating the answer; in the other, participants earned lottery tickets only for correctly guessing or underestimating the answer. These payoffs were designed to mimic the asymmetric costs of erring to one side of the truth or the other in daily life.
The participants in Experiment 1a, for instance, earned five lottery tickets in the block with symmetric payoffs if their estimates were within 6 °C of the correct answer and zero tickets otherwise (see Table 1 ). In the block with payoffs for overestimation, participants earned five tickets if they correctly guessed the answer or overestimated it by no more than 6 °C, earned two tickets if they overestimated it by more than 6 °C, and zero tickets if they underestimated it. The converse was true in the block with payoffs for underestimation: Participants earned five tickets if they correctly guessed the answer or underestimated it by no more than 6 °C, earned two tickets if they underestimated it by more than 6 °C, and zero tickets if they overestimated it.
For example, imagine a participant who is asked to guess the high temperature in Pittsburgh on March 10, 2006. The participant believes the most likely answer is 10 °C but also that any temperature in the range of 7 °C to 12 °C is possible. In the block with symmetric payoffs, the costs of overestimation and of underestimation are identical, so the participant should guess the most likely answer (10 °C) to try to earn five lottery tickets. In the blocks with asymmetric payoffs, the participant's guess should account for his or her uncertainty about the correct answer and for the relative costs of overestimating and underestimating it. For instance, because the participant believes that the temperature could have been 11 °C or 12 °C that day, a guess of 10 °C may underestimate the correct answer. To earn five tickets in the block with payoffs for overestimation, the participant should adjust his or her estimate upward (e.g., +3 °C) to reduce the probability of underestimating the correct value. As indicated in Table 1 , however, the participant will earn only two tickets instead of five if he or she overestimates too much. Thus, to earn the maximum of five tickets, the participant should guess something close to the correct answer but not less than it.
The confidence that participants have in their answers should affect the degree to which they adjust their estimates in the asymmetric-payoffs blocks. If, for example, the aforementioned participant is less confident and believes that temperatures between 5 °C and 15 °C were possible that day, he or she should make even larger upward adjustments (e.g., +5 °C) to reduce the probability of underestimation.
We made two predictions about people's behavior in this task. First, we expected people to be overprecise: That is, we expected people to adjust their point estimates in the correct direction in response to the asymmetric payoffs but to do so insufficiently. Experiments 1a and 1b demonstrate this basic result. Second, we expected 
Experiment 1a

Method
We recruited 36 women and 28 men from Pittsburgh, Pennsylvania (mean age = 25.6 years), to participate in a study of judgment conducted at a local university. Participants were offered $5 and tickets in a lottery for an iPod Shuffle in return for completing the study. Participants first provided 90% CIs for the high temperature in Pittsburgh (in degrees Celsius or degrees Fahrenheit, at their choosing) on 24 randomly selected days in 2006 and 2007. These data enabled us to compare traditional measures of overprecision with our measure. Next, participants made point estimates of the high temperature on 72 days, which were divided into three blocks of 24 days, and received trial-by-trial feedback with the correct answers. Participants earned tickets according to the payoffs in each block, up to a maximum of 120 per block. Table 1 shows the payoffs for each block. The block with symmetric payoffs came first, followed by the two blocks with asymmetric payoffs; the order of the asymmetric-payoffs blocks was counterbalanced. Before starting each block, participants had to correctly answer three questions about the payoffs to demonstrate their attention and understanding. Moreover, the payoff function for the current block was summarized at the top of the computer screen throughout the trials. After completing their estimates, participants answered questions about themselves and their knowledge of Pittsburgh temperatures. After learning how many tickets they had earned, they were dismissed.
To measure overprecision in the point estimates, we calculated the ratio between the observed adjustment of each person's estimates in the asymmetric-payoffs blocks and a normative adjustment that would have maximized the expected payoffs in those blocks (cf. Granger, 1969) .
The observed adjustment for each person was his or her mean error (i.e., bias) in each block. We expected a positive bias when participants were rewarded for overestimating the correct answer (i.e., a positive average adjustment in the block with payoffs for overestimation) and a negative bias when participants were rewarded for underestimating the correct answer (i.e., a negative average adjustment in the block with payoffs for underestimation).
To determine the normative adjustment for each person, we first calculated how many lottery tickets the person would have earned in each of the asymmetric-payoffs blocks for a range of additional adjustments to his or her observed estimates. Specifically, for each asymmetricpayoff block, we simulated the number of tickets that would have been earned for 201 additional adjustments to the observed estimates (viz., −50 °C, −49.5 °C, . . . +49.5 °C, +50 °C; note that an adjustment of +0 °C reproduces the observed estimates). We then averaged those adjustments for which the simulated earnings exceeded the participant's actual earnings. Finally, we added this number to the participant's observed adjustment to produce his or her normative adjustment for that block (cf. Lawrence & O'Connor, 2005) . Overprecision was indexed by subtracting from 1 the ratio of each person's observed adjustment to his or her normative adjustment. If the observed adjustment was less than the normative adjustment, overprecision was greater than zero (the person was overprecise); if the observed adjustment was greater than the normative adjustment, overprecision was less than zero (the person was underprecise); and if the observed and normative adjustments were equal, overprecision equaled zero (the person was neither underprecise nor overprecise). For example, assume that a person's observed adjustment in the block with payoffs for overestimation was +3 °C and the simulations demonstrated that the person's earnings would have been higher with an average additional adjustment of +2 °C. This person's normative adjustment would be +5 °C, and his or her degree of overprecision would be 0.40 (1 − 3/5). This example is illustrated in Figure 1 .
Results and discussion
Preliminary analysis. Two point estimates greater than 100 °C were coded as entry errors and excluded prior to the analysis. To check the manipulation of payoffs, we calculated the observed adjustment (in degrees Celsius) by each person for each block. The average adjustment in the block with symmetric payoffs was 0.69, 95% CI = [0.25, 1.13]; in the block with payoffs for overestimation, the average adjustment was 4.93, 95% CI = [4. 35, 5.50] ; and in the block with payoffs for underestimation, the average adjustment was −6.29, 95% CI = [−6.88, −5.70] . Our manipulation of payoffs led people to adjust (i.e., bias) their estimates as expected.
Point estimates. Because differences between the two asymmetric-payoffs blocks were not of substantive interest, we averaged the observed and normative adjustments (reverse-coded as necessary) across these blocks for each person before calculating overprecision. Participants who made larger absolute errors in the symmetric-payoffs block tended to make larger adjustments to their point estimates in the asymmetric-payoffs blocks (r s = .28, p = .024). In other words, those less knowledgeable about Pittsburgh temperatures adjusted more, as they should have. This suggests that confidenceknowledge of what one knows (Russo & Schoemaker, 1992) -was an important predictor of behavior.
Confidence intervals. On average, participants' 90% CIs contained the correct answer 49% of the time (SD = 24%). Thus, this study replicated the overprecision in CIs found in prior research. There was also correspondence in the measures of overprecision using our method and using CIs. Fifty-four of the participants were overprecise in both their CIs and their point estimates, 7 were overprecise only in their CIs, and 3 were overprecise only in their point estimates. In addition, individuals making the smallest adjustments to their point estimates constructed the narrowest 90% CIs (r s = .43, p < .001).
Experiment 1b
Presenting the symmetric-payoffs block first in Experiment 1a provided participants with extensive feedback about their actual knowledge, which enabled them to make informed judgments about how to adjust their estimates in the asymmetric-payoffs blocks. However, it is possible that participants found it difficult to switch from making their best estimate of the temperature in the context of symmetric payoffs to making biased estimates when payoffs were asymmetric. If this was the case, the results of Experiment 1a would overstate the extent of overprecision. With this concern in mind, in Experiment 1b we counterbalanced the order of the symmetric-and asymmetric-payoff blocks.
Method
We recruited 60 women and 42 men from Berkeley, California (mean age = 20.7 years), to participate. Each was offered $10 and a chance to win a $50 gift card from an online retailer. Participants guessed the high temperature in Berkeley (in degrees Celsius or degrees Fahrenheit, at their choosing) on randomly chosen days from 2006 and 2007. The procedure and measures were identical to those of the prior experiment, with three exceptions. First, we counterbalanced the order of the symmetric-and asymmetric-payoff blocks. Second, participants provided their 90% CIs after finishing all three blocks of point estimates. Third, the cutoffs in the payoff functions were changed from 6 °C to 4 °C.
Results and discussion
The average adjustment (in degrees Celsius) was − On average, participants' 90% CIs contained the correct answer 70% of the time (SD = 18%). Seventy-five of the participants were overprecise in both their CIs and their point estimates, 8 were overprecise only in their CIs, 18 were overprecise only in their point estimates, and 1 was overprecise in neither task. As in the prior study, individuals making the smallest adjustments to their point estimates constructed the narrowest 90% CIs (r s = .38, p < .001).
Experiment 2
Experiments 1a and 1b produced strong evidence of overprecision in judgments. In Experiment 2, we investigated the role of confidence as a moderator of people's adjustments of point estimates. We manipulated confidence directly by varying the feedback participants received about the accuracy of their estimates (cf. Arkes, Christensen, Lai, & Blumer, 1987; Stone & Opel, 2000) . Specifically, participants received no trial-by-trial feedback about their accuracy, authentic feedback (as in Experiments 1a and 1b), or feedback that exaggerated their errors. We expected that the overprecision found in Experiments 1a and 1b would be replicated in the nofeedback and authentic-feedback conditions and that participants who received exaggerated feedback would show the least overprecision.
Method
We recruited 107 women and 77 men from Berkeley, California (mean age = 20.5 years), to participate. Each was offered $10 and a chance to win a $25 gift card from an online retailer. The procedure was the same as that of Experiment 1a, with three exceptions. First, the cutoffs in the payoff functions were changed from 6 °C to 4 °C. Second, after completing a block of 90% CIs, participants were assigned to one of three conditions for the point estimates. In the no-feedback condition, participants completed their point estimates without trial-level or summary feedback about their errors. In the authentic-feedback condition, participants received accurate trial-level feedback about their errors. In the exaggerated-feedback condition, participants received manufactured trial-level feedback about their errors. The feedback was exaggerated by telling participants that their errors were approximately 2.5 times greater than they actually were (e.g., if the actual error was +2 °C, the participant was told that the error was +5 °C).
Third, after making their point estimates in the symmetric-payoffs block, all participants provided subjective probability distributions of their errors using the subjective-probability interval-estimate technique (Haran, Moore, & Morewedge, 2010) . They indicated how many of their errors would fall into each of nine intervals for every 100 temperature estimates. (In degrees Celsius, these nine intervals were less than −11, −10 to −8, −7 to −5, −4 to −2, −1 to +1, +2 to +4, +5 to +7, +8 to +10, and greater than +11.) After assigning a frequency to each interval, participants completed the asymmetric-payoffs blocks. Participants then answered questions about themselves, their understanding of the task, their motivation, and their confidence. Finally, they learned how many tickets they had earned and were dismissed.
Overprecision was operationalized in the same way as in the prior experiments. We collected two measures of participants' confidence: one implicit and one explicit. The implicit measure was the subjective probability distribution of their errors that participants provided after completing the symmetric-payoffs block. We expected participants with less confidence to construct wider probability distributions (as measured by the standard deviation of their distributions) than those with more confidence (Haran et al., 2010) . The explicit measure of confidence was each person's answer to the following question at the end of the study: "How confident are you in your ability to accurately estimate Berkeley, CA, temperatures?" (0 = not at all confident, 4 = extremely confident).
Results and discussion
Preliminary analysis. Four estimates greater than 100 °C in absolute value were dropped as data entry errors. In addition, 3 participants who made constant and extreme estimates in the asymmetric-payoffs blocks (e.g., −18 °C for Berkeley, CA) were excluded from the analysis, which left a final sample of 181 participants. Confidence. The correlation between the two measures of confidence was −.41 (i.e., people with wider probability distributions also reported lower confidence). Our manipulation of confidence was successful: A multivariate omnibus test rejected the possibility that feedback had no effect on confidence, F(4, 178) = 13.20, p < .001. As Table 2 indicates, participants in the no-feedback condition were most confident, followed by those in the authentic-feedback condition, followed by those in the exaggerated-feedback condition. This was true for both the subjective probability distributions, F(2, 178) = 16.33, p < .001, η 2 = .15, and self-reported confidence, F(2, 178) = 18.28, p < .001, η 2 = .17. As expected, we reduced overprecision by manipulating confidence. Table 2 indicates that participants who received exaggerated feedback were significantly less overprecise than those who received no feedback, t(178) = 3.91, p < .001, d = 0.59, or authentic feedback, t(178) = 4.95, p < .001, d = 0.74. In fact, overprecision in the exaggerated-feedback condition did not differ statistically from 0, t(58) = 0.72, p = .47, d = 0.09.
Participants displayed overprecision in this task by insufficiently adjusting their point estimates relative to their normative benchmarks (see Table 2 for participants' average observed and normative adjustments for each condition). We have argued that such adjustments are influenced by confidence: People who are less confident in their expertise adjust their estimates more than people who are more confident do. The data supported this claim. Specifically, participants with wider subjective probability distributions made larger adjustments to their subsequent point estimates (r = .37, p < .001) and were less overprecise (r = −.28, p < .001) than participants with narrower subjective probability distributions.
Confidence intervals. On average, participants' 90% CIs contained the correct answer 63% of the time (SD = 22%). This overprecision did not differ by condition, F(2, 178) = 0.91, p = .405. Of the 181 participants, 121 were overprecise in both their CIs and their point estimates, 37 were overprecise only in their CIs, 17 were overprecise only in their point estimates, and 6 were overprecise in neither task. Individuals who made the smallest adjustments to their point estimates constructed the narrowest 90% CIs (r s = .18, p = .018).
Discussion
The three experiments we have reported provide evidence of overprecision in judgment in a paradigm that does not require participants to understand probabilities or CIs and that reflects the everyday decision contexts that depend on confidence in judgment. The results suggest that overprecision is robust and is not solely a product of unfamiliar elicitation methods that assume too much about respondents' statistical sophistication.
Yet two concerns about this method persist. First, participants may have simply been insensitive to the asymmetric payoff structure. Anticipating this possibility, we took procedural measures to ensure that participants understood and were aware of the payoffs. Moreover, participants adjusted their estimates in the appropriate direction, and did so, on average, on the first trial of each block. In short, participants understood their incentives (for additional evidence about people's ability to respond to asymmetric payoffs, see Goodwin, 2005; Lawrence & O'Connor, 2005; Weber, 1994) . Second, even if participants understood the payoff structures, they may have insufficiently adjusted their estimates because they were anchored by their best estimates of the answers (Block & Harper, 1991) . In fact, verbal protocols from a supplementary study confirmed that participants often started with a best guess and adjusted from there. However, although anchoring processes may have been at work, they cannot explain why (a) participants with less expertise made greater adjustments in Experiment 1a, (b) participants with less confidence made greater adjustments in Experiment 2, and (c) overprecision was eliminated in Experiment 2 when people received unfavorable feedback about their accuracy. In sum, when asymmetric incentives lead people to adjust their responses to one side or the other of a best guess, the amount of adjustment depends critically on how confident they are in the accuracy of their knowledge-the subjective precision in their judgment. Excessive confidence is therefore key to participants' failure to adjust sufficiently.
The new method presented here has its limitations. It does not elicit direct measures of confidence, and it is pedagogically less useful than traditional means of illustrating overconfidence, such as CI estimation (Russo & Schoemaker, 1992) . Nevertheless, it offers researchers an alternative to self-reports that rely on having to explain probabilities or CIs.
The consequences of overprecision are profound. People frequently cut things too close-arriving late, missing planes, bouncing checks, or falling off one of the many "cliffs" that present themselves in daily life. People also cling too fervently to beliefs that are poorly supported by evidence, adjusting their beliefs too little in light of the evidence or the consequences of being wrong. We hope that the methodology and evidence we have presented here will prove useful in elucidating the underlying sources of people's excessive faith in the accuracy of their own judgment.
