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THE FINITE HORIZON IMPULSE CONTROL PROBLEM WITH ARBITRARY COST
FUNCTIONS : THE VISCOSITY SOLUTION APPROACH.
BRAHIM EL ASRI∗ AND SEHAIL MAZID†
Abstract. We consider stochastic impulse control problems when the impulses cost functions are
arbitrary. We use the dynamic programming principle and viscosity solutions approach to show that the
value function is a unique viscosity solution for the associated Hamilton-Jacobi-Bellman equation (HJB)
partial differential equation (PDE) of stochastic impulse control problems.
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1. Introduction.
Impulse control problems form an important class of stochastic control problems. Finding a stochastic
impulse control policy amounts to determining the sequence of random dates at which the policy is
exercised and the sequence of impulses describing the magnitude of the applied policies, which maximizes
a given reward function. It seems to be impossible to give an overview over all fields of application and
all different variants that have been used. We only want to mention finance, e.g. cash management and
portfolio optimization, see [23] and [27], control of an exchange rate by the Central Bank, see [25] and
[9], and optimal forest management, see [32], [1] and the references therein.
In the literature, one finds several different approaches to tackle stochastic impulse control problems.
One approach is to focus on solving the value function for the associated (quasi-)variational inequalities
or Hamilton-Jacobi-Bellman (HJB for short) integro-differential equations, and then establishing the
optimality of the solution by Verification Theorem (See Øksendal and Sulem [26]). Another approach is
to characterize the value function of the control problem as a (unique) viscosity solution to the associated
PDEs (See Lenhart [24], Tang and Yong [31]). In dimension one other approaches, based on excessive
mappings and iterated optimal stopping schemes (see [2, 3, 18, 20]).
The main objective of this paper is to study the problem of existence and uniqueness of a solution
in viscosity sense V of the following system of partial differential equations with obstacles which depend
on the solution:{
min
{− ∂tV (t, x) − LV (t, x)− f(t, x), V (t, x) − sup
ξ∈U
[V (t, x+ ξ)− c(t, x, ξ)]} = 0
V (T, x) = g(x).
(1.1)
Where L is the second-order local operator
LV = 〈b,∇xV 〉+
1
2
tr[σσ∗∇2xV ].
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2In a way, the system (1.1) is Bellman system of equations associated with the control impulse with
utility functions f , terminal payoff g and impulse cost given by c.
Amongst the papers which consider the same problem as ours, and in the framework of viscosity
solutions approach, the most elaborated works are certainly the ones by Tang and Yong [31], on the
one hand, and by Seydel [29]. In [29], the author restricted controls to be only Markov controls. This
Markovian assumption simplifies the proof of dynamic programming principle significantly. In the case of
non-Markov controls, [31] show existence and uniqueness of a solution for (1.1). Nevertheless the paper
suffers from two facts: (i) the costs of the impulses to be decreasing in time. (ii) the costs of the impulses
do not depend on the state variable. For the first note of [31] we can easily adapt the methods in [4]
or [15] in order to avoid the monotonicity condition. The second issue of [31], i.e. considering the case
when c depending also on x, was right now, according to our knowledge, an open problem. However,
in that latter case, we face two main difficulties. First, it is not clear how to show the regularity of the
value function, together with the gain functional, therefore we can not prove the dynamic programming
principle. The second one is related to the obtention of the comparison of sub- and super-solutions of
system (1.1) which plays an important role in our study.
Therefore the main objective of our work, and this is the novelty of the paper, is to show existence
and uniqueness of a solution in viscosity sense for the system when the function c is continuous depending
also on x. To derive these results, we first study (V n)n, where V
n is the value function from t to T , when
the system only at most n interventions after t are allowed, we give the dynamic programming principle
for V n and we show that it is a continuous viscosity solution to min
{− ∂V n
∂t
− LV n − f, V n − sup
ξ∈U
[V n−1(t, x+ ξ)− c(t, x, ξ)]} = 0 [0, T )× Rn,
V n(T, x) = g(x) ∀x ∈ Rn.
(1.2)
Further, we obtain that the u.s.c. envelope V ∗ of the value function, is a viscosity sub-solution of (1.1), and
the l.s.c. envelope V∗ of the value function, is a viscosity super-solution of (1.1). Finally, by comparison
principle we obtain that the value function of the impulse control problem is a unique continuous viscosity
solution to (1.1).
This paper is organized as follows: In Section 2, we formulate the problem and we give the related
definitions. In Section 3, we shall introduce the impulse control problem and we study the problem in
which the controller only can intervene finitely many times. Further we prove the dynamic programming
principle. Section 4, is devoted to the connection between impulse control problem and Hamilton-Jacobi-
Bellman equation. In Section 5, we show that the solution of Hamilton-Jacobi-Bellman equation is unique
in the subclass of bounded functions.
32. Assumptions and formulation of the problem.
Throughout this paper T (resp. n, d) is a fixed real (resp. integers) positive numbers. |.| will denote
the canonical Euclidian norm on Rn, and 〈.|.〉 the corresponding inner product. Let us assume the
following assumptions:
[H1] b : [0, T ]× Rn → Rn and σ : [0, T ]× Rn → Rn×d be two bounded continuous functions for which
there exists a constant C > 0 such that for any t ∈ [0, T ] and x, x′ ∈ Rn
|σ(t, x) − σ(t, x′)|+ |b(t, x)− b(t, x′)| ≤ C|x− x′|. (2.1)
[H2] f : [0, T ]× Rn → R is uniformly continuous and bounded on [0, T ]× Rn. g : Rn → R is uniformly
continuous and bounded on Rn.
[H3] The cost function c : [0, T ]× Rn × U → R is measurable and uniformly continuous. Furthermore
inf
[0,T ]×Rn×U
c ≥ k, (2.2)
where k > 0. Moreover,
c(t, x, ξ1 + ξ2) ≤ c(t, x, ξ1) + c(t, x, ξ2), (2.3)
for every (t, x) ∈ [0, T ]× Rn, ξ1, ξ2 ∈ U.
[H4] For any x ∈ Rn and ξ ∈ U
sup
ξ∈U
[g(x+ ξ)− c(T, x, ξ)] ≤ g(x). (2.4)
Where U is a compact subset of Rn.
Remark 1. Assumption (H3) and (H4) simply provides the classical framework for the study of
impulse problems. (2.3) ensures that multiple impulses occurring at the same time are suboptimal. (2.4)
ensures the nonoptimality of a impulse at maturity. ✷
We now consider the HJB equation:
min
{− ∂V
∂t
(t, x)− LV (t, x) − f(t, x), V (t, x)−MV (t, x)} = 0 [0, T )× Rn,
V (T, x) = g(x) ∀x ∈ Rn.
(2.5)
Or equivalently,
−∂V
∂t
(t, x) − LV (t, x)− f(t, x) ≥ 0 [0, T )× Rn
V (t, x) ≥MV (t, x) [0, T )× Rn(− ∂V
∂t
(t, x)− LV (t, x)− f(t, x))(V (t, x) −MV (t, x)) = 0 [0, T )× Rn
V (T, x) = g(x) ∀x ∈ Rn.
(2.6)
4Where L is the second-order local operator
LV = 〈b,∇xV 〉+
1
2
tr[σσ∗∇2xV ],
and the nonlocal operator M is given by
MV (t, x) = sup
ξ∈U
[V (t, x + ξ)− c(t, x, ξ)],
for every (t, x) ∈ [0, T ]× Rn.
The main objective of this paper is to focus on the existence and uniqueness of the solution in viscosity
sense of (2.5) whose definition is:
Definition 2.1. A lower (resp., upper) semicontinuous function V : [0, T ] × Rn → R is called a
viscosity supersolution (resp., subsolution) to the HJB equation (2.5) if
• for every (t0, x0) ∈ [0, T ) × Rn and any function φ ∈ C1,2([0, T ) × Rn), such that (t0, x0) is a
local minimum (resp., maximum) of V − φ, we have:
min
[
− ∂φ
∂t
(t0, x0)− Lφ(t0, x0)− f(t0, x0),
V (t0, x0)−MV (t0, x0)
]
≥ 0 (resp., ≤ 0).
(2.7)
• for every x ∈ Rn we have
V (T, x) ≥ g(x) (resp., ≤ 0). (2.8)
A bounded function V : [0, T )×Rn → R is a viscosity solution to the HJB equation (2.5) if its lower
semicontinuous envelope V∗ is a viscosity supersolution and its upper semicontinuous envelope V
∗ is a
viscosity subsolution. V∗ and V
∗ are given by
V∗(t, x) := lim inf
(s,y)→(t,x),s<T
V (s, y), V ∗(t, x) := lim sup
(s,y)→(t,x),s<T
V (s, y)
for every (t, x) ∈ [0, T ]× Rn. ✷
There is an equivalent formulation of this definition (see e.g. [31]) which we give because it will be
useful later. So firstly, we define the notions of superjet and subjet of a function V .
Definition 2.2. Let V : [0, T ] × Rn, be a lower (resp. upper) semicontinuous function, (t, x) an
element of (0, T )×Rn and finally Sn the set of n×n symmetric matrices. We denote by J2,+V (t, x) (resp.
J2,−V (t, x)), the superjets (resp. the subjets) of V at (t, x), the set of triples (p, q,X) ∈ R × Rn × Sn
such that:
V (s, y) ≤ V (t, x) + p(s− t) + 〈q, y − x〉+ 1
2
〈X(y − x), y − x〉+ o(|s− t|+ |y − x|2)
(
resp.
V (s, y) ≥ V (t, x) + p(s− t) + 〈q, y − x〉+ 1
2
〈X(y − x), y − x〉+ o(|s− t|+ |y − x|2)).✷
5Note that if φ− V has a local maximum (resp. minimum) at (t, x), then we obviously have:
(Dtφ(t, x), Dxφ(t, x), D
2
xxφ(t, x)) ∈ J2,−V (t, x) (resp. J2,+V (t, x)).✷
We now give an equivalent definition of a viscosity solution of HJB equation(2.5):
Definition 2.3. Let V be a lower (resp. upper) continuous function defined on [0, T ]× Rn. Then
V is a viscosity supersolution (resp., subsolution) to the HJB equation (2.5) if and only if
• for every (t, x) ∈ [0, T )× Rn and (p, q,X) ∈ J2,−V (t, x) (resp. J2,+V (t, x)),
min
[
− p− 〈b(t, x), q〉 − 1
2
Tr
[
(σσ∗)(t, x)X
]− f(t, x), V (t, x)−MV (t, x)] ≥ 0 (resp. ≤ 0).
(2.9)
• for every x ∈ Rn we have
V (T, x) ≥ g(x) (resp. ≤ 0). ✷ (2.10)
As pointed out previously we will show that system (2.5) has a unique solution in viscosity sense.
This system is the deterministic version of the stochastic impulse control problem will describe briefly in
the next section.
3. The impulse control problem.
3.1. Setting of the problem.
3.1.1. Probabilistic setup.
We work on a time horizon [0, T ], where 0 < T < ∞. Let (Ω,F ,P) is a fixed probability space on
which is defined a standard d-dimensional Brownian motion W = (Wt)t≤T , whose natural filtration is
(F0t := σ{Ws; s ≤ t})0≤t≤T . We denote by F = (Ft)t≤T the completed filtration of (F0t )t≤T with the
P-null sets of F . The expectation operator with respect to P is denoted by E, and the indicator function
of a set or event A is written as 11A. The notation a.s. stands for almost-surely.
3.1.2. Impulse control definitions.
The following data for the impulse control problem are given:
1. A spaces of control actions U ⊂ Rn, where U is a compact.
2. A reward received at time T , which is modelled by an FT -measurable real-valued random
variable g.
3. A running reward, which is represented by a real-valued adapted process f = (f(t, x))(t,x)∈[0,T ]×Rn .
4. A cost of the intervention ξ ∈ U , which is modelled by a real-valued adapted process
c = (c(t, x, ξ))(t,x)∈[0,T ]×Rn .
6Define the concept of impulse control as follows:
Definition 3.1. An impulse control u =
∑
m≥1
ξm11[τm,T ] on [t, T ] ⊂ R+ = [0,+∞), is such that:
• (τm)m, the action times, is a sequence of F-stopping times, valued in [t, T ] ∪ {+∞} such that
P-a.s. τm ≤ τm+1.
• (ξm)m, the actions, is a sequence of U -valued random variables, where each ξm is Fτm-measurable.
We denote by U the set of processes u(·). ✷
Let t ∈ [0, T ] be the initial time and x ∈ Rn the initial state. Then, given the impulse control u on
[t, T ], a stochastic process (Xs)s≥0 follows a stochastic differential equation,
Xs = x+
∫ s
t
b(r,Xr)dr +
∫ s
t
σ(r,Xr)dWr +
∑
m≥1
ξm11[τm,T ](s) s ≥ t. (3.1)
Note that the assumption (H1) ensure, for any (t, x) ∈ [0, T ] × Rn, the existence and uniqueness of a
solution Xt,x,u = {Xt,x,us , t ≤ s ≤ T } to the SDE (3.1) (see [28] for more details).
Let u =
∑
m≥1 ξm11[τm,T ] be an impulse control on [t, T ], and let τ ≤ σ be two [t, T ]-valued F-stopping
times. Then we define the restriction u[τ,σ] of the impulse control u by:
u[τ,σ](s) =
∑
m≥1
ξµt,τ (u)+m11[τµt,τ (u)+m≤s≤σ](s), τ ≤ s ≤ σ, (3.2)
µt,τ is the number of impulses up to time τ , i.e., µt,τ (u) :=
∑
m≥1
11[τm≤τ ].
The stochastic control problem is to
(Problem) maximize J(t, x, u) over all u ∈ U (3.3)
subject to (3.1) with
J(t, x, u) := E
[ ∫ T
t
f(s,Xt,x,us )ds−
∑
m≥1
c(τm, Xτm , ξm)11[τm≤T ] + g(X
t,x,u
T )
]
. (3.4)
Here we denote V for the associated value function:
(Value Function) V (t, x) = sup
u∈U
J(t, x, u). (3.5)
We first observe that the optimal impulse problem over U can be restricted to the consideration of
finite number of impulses Ut,T , where Ut,T := {u =
∑
m≥1 ξm11[τm,T ] ∈ U | P(τk < T, ∀k ≥ 1) = 0}.
Proposition 3.2. Under (H1), (H2) and (H3) the supremum of J over U coincides with the one
of J over Ut,T , that is
sup
u∈U
J(t, x, u) = sup
u∈Ut,T
J(t, x, u), (t, x) ∈ [0, T ]× Rn. (3.6)
Proof. If u does not belong to Ut,T , then J(t, x, u) = −∞. Indeed, introduce A := {ω ∈ Ω | τn(ω) <
T, ∀n ≥ 1} and Ac be its complement. Since u /∈ Ut,T , then P(A) > 0. Using the boundedness of f and
7g, we deduce there exists a constant C > 0 such that
J(t, x, u) ≤ C − E[11A{ ∑
m≥1
c(τm, Xτm , ξm)
}
+ 11Ac
{ ∑
m≥1
c(τm, Xτm , ξm)
}]
= −∞, (3.7)
since for any (t, x) ∈ [0, T ]× Rn and ξ ∈ U, c(t, x, ξ) ≥ k, and directly deduce that supu∈U J(t, x, u) =
supu∈Ut,T J(t, x, u). ✷
3.2. When the controller can intervene finitely many times.
For n = 0, 1, ... let Unt,T = {u ∈ Ut,T such that τn+1 = +∞}. In other words, Unt,T is the set of all
controls with at most n interventions. Next let us define
V n(t, x) = sup
u∈Un
t,T
J(t, x, u). (3.8)
Lemma 3.3. The sequence (V n)n∈N is increasing and converges on [0, T ]× Rn to the function V :
V n(t, x)ր V (t, x) as nր +∞ (3.9)
for all (t, x) ∈ [0, T ]× Rn.
Proof . Since Unt,T ⊂ Un+1t,T ⊂ Ut,T , it follows that (V n(t, x))n∈N is a non-decreasing sequence and
∀(t, x) ∈ [0, T ]× Rn lim
n→∞
V n(t, x) ≤ V (t, x). (3.10)
Let us fix t and x. For a given ǫ > 0, there exists uǫ =
∑
m≥1 ξ
ǫ
m11[τǫm,T ] ∈ Ut,T such that
J(t, x, uǫ) ≥ V (t, x)− ǫ. (3.11)
Define a control un ∈ Unt,T from uǫ by setting un =
∑n
m=1 ξ
ǫ
m11[τǫm,T ]. Then X
t,x,un
s = X
t,x,uǫ
s for all
s ≤ τn and by positivity of the impulses costs,
J(t, x, uǫ)− J(t, x, un) ≤ E
[(∫ T
t
(f(s,Xt,x,u
ǫ
s )− f(s,Xt,x,u
n
s ))ds+ (g(X
t,x,uǫ
T )− g(Xt,x,u
n
T ))
)
11{µt,T (uǫ)>n}
]
≤ CP(µt,T (uǫ) > n) 12 ,
by Cauchy-Schwarz inequality and the boundedness of f and g. Hence letting n → ∞, and since
µt,T (u
ǫ) <∞ a.s., we obtain
lim inf
n→∞
J(t, x, un) = lim inf
n→∞
E
[ ∫ T
t
f(s,Xt,x,u
n
s )ds−
n∑
m=1
c(τm, Xτm , ξm)11[τm≤T ] + g(X
t,x,un
T )
]
≥ J(t, x, uǫ).
Therefore, by (3.11) we get
lim inf
n→∞
V n(t, x) ≥ lim inf
n→∞
J(t, x, un) ≥ V (t, x) − ǫ. (3.12)
8Then by arbitrariness of ǫ we get the required assertion. ✷
The following lemma is a direct consequence of the positivity of c and the boundedness of f and g.
As such, its proof is omitted.
Lemma 3.4. Under the standing assumptions (H1), (H2) and (H3), the value function is bounded.
Proposition 3.5. Under (H1), (H2) and (H3) we have
(i) V n is continuous in [0, T ]× Rn
(ii) V is lower semicontinuous in [0, T ]× Rn
(iii) J(·, u) is continuous in [0, T ]× Rn for all u ∈ Un0,T .
Proof. We only prove (i). The two other ones follow from similar arguments. Let ǫ > 0 , t′ ∈]t, T ],
and x′ ∈ B(x, ǫ), then there exist uǫ ∈ Unt,T such that
V n(t, x)− V n(t′, x′) ≤ J(t, x, uǫ)− J(t′, x′, u¯ǫ) + ǫ, (3.13)
where u¯ǫ ∈ Unt′,T will be chosen later. In particular, suppose that uǫ :=
∑n
m=1 ξ
ǫ
m11[τǫm,T ] ∈ Unt,T , then
define u¯ǫ from uǫ by setting u¯ǫ :=
∑n
m=1 ξ
ǫ
m11[t′∨τǫm,T ]. Therefore we have
V n(t, x)− V n(t′, x′) ≤ E[ ∫ T
0
f(s,Xt,x,uǫs )11[s≥t]ds−
∑
1≤m≤n
c(t ∨ τ ǫm, Xt,xt∨τǫm , ξǫm)11[τǫm≤T ] + g(X
t,x,uǫ
T )
−
∫ T
0
f(s,Xt
′,x′,u¯ǫ
s )11[s≥t′]ds+
∑
1≤m≤n
c(t′ ∨ τ ǫm, Xt
′,x′
t′∨τǫm
, ξǫm)11[τǫm≤T ] − g(Xt
′,x′,u¯ǫ
T )
]
+ ǫ
≤ E[ ∫ T
0
|f(s,Xt,x,uǫs )− f(s,Xt
′,x′,u¯ǫ
s )|11[s≥t′]ds+
∫ T
0
|f(s,Xt,x,uǫs )|11[t≤s<t′]
+n max
1≤m≤n
sup
s≤T
|c(t′ ∨ s,Xt′,x′t′∨s , ξǫm)− c(t ∨ s,Xt,xt∨s, ξǫm)|+ |g(Xt,x,u
ǫ
T )− g(Xt
′,x′,u¯ǫ
T )|
]
+ ǫ.
Moreover, by a standard estimate for the SDE applying Itoˆ’s formula to |Xt,x,uǫs −Xt
′,x′,u¯ǫ
s |2 and using
Gronwall’s lemma, we then obtain from the Lipschitz condition on b and σ
E|Xt,x,uǫs −Xt
′,x′,u¯ǫ
s | ≤ C(|x − x′|+ |t− t′|
1
2 ) ∀s ∈ [t′, T ]
taking the limit as (t, x)→ (t′, x′), and using the uniform continuity of f , g and c to obtain:
lim sup
(t,x)→(t′,x′)
V n(t, x) ≤ V n(t′, x′) + ǫ.
As ǫ is arbitrary then sending ǫ→ 0 to obtain:
lim sup
(t,x)→(t′,x′)
V n(t, x) ≤ V n(t′, x′).
Therefore V n is upper semi-continuous. In a similar way we can prove that
lim inf
(t,x)→(t′,x′)
V n(t, x) ≥ V n(t′, x′).
Therefore V n is continuous. ✷
93.3. Dynamic programming principle.
The rigorous connection between V and HJB equation passes through the dynamic programming
principle (DPP). We begin with the following two lemmas.
Lemma 3.6. Let u =
∑n
m=1 ξm11[τm,T ] be a nearly optimal control of V
n, then there exist a positive
constant C which does not depend on t and x such that:
E
[ n∑
m=1
c(τm, Xτm , ξm)11[τm≤T ]
]
≤ C. (3.14)
We denote by Ûnt,T the set of impulse controls which satisfies the condition (3.14).
Proof. Let us choose a nearly optimal control u =
∑n
m=1 ξm11[τm,T ] ∈ Unt,T such that,
E
[ ∫ T
t
f(s,Xt,x,us )ds−
n∑
m=1
c(τm, Xτm , ξm)11[τm≤T ] + g(X
t,x,u
T )
]
≥ V n(t, x)− 1. (3.15)
Since V n, f and g are bounded, then we obtain the desired result. ✷
Lemma 3.7. Under (H1), (H2) and (H3) we have
V n(t, x) = sup
u∈U¯n
t,T
J(t, x, u), (3.16)
for evry (t, x) ∈ [0, T )× Rn, where U¯nt,T contain all the impulse controls in Ûnt,T which have no impulses
at time t.
Proof. Let u ∈ Ûnt,T \ U¯nt,T , then for every ǫ > 0, we have to prove that there exist u¯ ∈ U¯nt,T such that
|J(t, x, u)− J(t, x, u¯)| ≤ ǫ.
We only consider the case in which u has a single impulse at time t. (In the case of multiple impulses at
time t, we using condition (2.3), that we can reduce this case with only a single impulse at time t). Then
there exist a [t, T ]−valued F−stopping times τ , with P(τ = t) > 0 such that
u = ξ11[τ,T ] + uˆ,
where uˆ =
∑n
m=2 ξm11[τm,T ] ∈ U¯nt,T and ξ is an Fτ− measurable U−valued random variable. For every
integer k (large enough) we pose τk =
(
τ + 1
k
)
11[τ=t] + τ11[τ>t]. Next, define the impulse control
uk = ξ11[τk,T ] + uˆ ∈ U¯nt,T .
Then τk → τ as k →∞, P− a.s. Moreover, for all s ∈ (t, T ], Xt,x,uks → Xt,x,us as k →∞, P− a.s.
On the other hand, we have
J(t, x, u)− J(t, x, uk) = E
[ ∫ T
t
(f(s,Xt,x,us )− f(s,Xt,x,uks ))ds− c(τ,Xt,xτ , ξ) + c(τk, Xt,xτk , ξ)
+g(Xt,x,uT )− g(Xt,x,ukT )
]
.
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Therefore, from the dominated convergence theorem, we deduce the existence of an integer K ≥ 1 such
that
|J(t, x, u)− J(t, x, uk)| ≤ ǫ ∀k ≥ K.
Thus we get the thesis. ✷
Theorem 3.8. Given 0 ≤ t ≤ r ≤ T , x ∈ Rn, and a [t, r]−valued F stopping times τ , we have
V n(t, x) = sup
u∈Ûn
t,T
E
[ ∫ τ∧τ1
t
f(s,Xt,x,us )ds+ (V
n−1(τ1, Xτ1)− c(τ1, Xτ1, ξ1))11[τ1≤τ ] + V n(τ,Xτ )11[τ<τ1]
]
.
P roof. Let ǫ > 0, then there exists un,ǫ ∈ U¯ns,T and un−1,ǫ ∈ U¯n−1s,T such that{
V n(s, y) ≤ J(s, y, un,ǫ) + ǫ
V n−1(s, y) ≤ J(s, y, un−1,ǫ) + ǫ. (3.17)
Now, for fixed (s, y) ∈ [0, T ]× Rn, the continuity of V n and J established in Proposition 3.5 imply that
there exists r(ǫ,s,y) such that{
V l(t′, y′) ≤ V l(s, y) + ǫ
J l(t′, y′, ul,ǫ) ≥ J(s, y, ul,ǫ)− ǫ, l = n, n− 1 (3.18)
for all (t′, y′) ∈ B(s, y; r(ǫ,s,y)), where for r > 0 and (s, y) ∈ [0, T ]× Rn
B(s, y; r) = {(t′, y′) ∈ [0, T ]× Rn : t′ ∈ (s− r, s], |y′ − y| < r}. (3.19)
Therefore, the family {B(s, y; r) : (s, y) ∈ [0, T ] × Rn, 0 < r ≤ r(ǫ,s,y)} forms an open covering of
(0, T ]×Rn. By the Lindelo¨f covering Theorem ([12], Theorem 6.3 Chapter VIII), there exists a countable
sequence (ti, yi, ri)i≥1 in [0, T ]×Rn×R such that {B(ti, yi; ri)}i≥1 is a countable subcover of (0, T ]×Rn.
We set uǫn,i := u
n,(ti,yi),ǫ and uǫn−1,i := u
n−1,(ti,yi),ǫ.
Now set A0 := {T } × Rn, C−1 := ∅ and define for all i ∈ N ∪ {0}
Ai+1 := B(ti+1, yi+1; ri+1) \ Ci, where Ci := Ci−1 ∪Ai, i ≥ 0.
Under this construction, we have
(τ ∧ τ1, Xτ∧τ1) ∈ ∪i∈N∪{0}Ai P− a.s., and Ai ∩ Aj = ∅ for i 6= j. (3.20)
Next the inequalities (3.17) and (3.18) yield that
V l(t′, y′) ≤ J(t′, y′, uǫl,i) + 3ǫ for all (t′, y′) ∈ Ai and l = n, n− 1. (3.21)
For any k ∈ N, set Ak := ⋃0≤i≤k Ai. Given u ∈ Ûnt,T , we define
uk := u11[t,τ∧τ1] + 11(τ∧τ1,T ]
(
u11(Ak)c +
∑
1≤i≤k
uǫn−1,i11Ai11[τ1≤τ ] +
∑
1≤i≤k
uǫn,i11Ai11[τ1>τ ]
)
.
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Then
J(t, x, uk) = E
[ ∫ τ∧τ1
t
f(r,Xt,x,ur )dr − c(τ1, Xτ1 , ξ1)11[τ1≤τ ] + J(t, x, u)11(Γ(k))c
+
∑
1≤i,j≤k
(J(τ1, X
t,x,u
τ1
, uǫn−1,i)11[τ1≤τ ] + J(τ,X
t,x,u
τ , u
ǫ
n,i)11[τ1>τ ])11Γij
]
.
(3.22)
We deduce via (3.21) that
E
[ ∑
1≤i,j≤k
(J(τ1, X
t,x,u
τ1
, uǫn−1,i)11[τ1≤τ ] + J(τ,X
t,x,u
τ , u
ǫ
n,i)11[τ1>τ ])11Γij
]
≥ E[(V n−1(τ1, Xt,x,uτ1 )11[τ1≤τ ] + V n(τ,Xt,x,uτ )11[τ1>τ ])11Γ(k)]− 3ǫ,
(3.23)
for every k ≥ 1. Letting k→∞, therefore,
E
[
J(t, x, u)11(Γ(k))c
] −→ 0
by dominated convergence and since J(t, x, u) is bounded. Moreover, monotone convergence yields
E
[
(V n−1(τ1, X
t,x,u
τ1
)11[τ1≤τ ]+V
n(τ,Xt,x,uτ )11[τ1>τ ])11Γ(k)
] −→ E[(V n−1(τ1, Xt,x,uτ1 )11[τ1≤τ ]+V n(τ,Xt,x,uτ )11[τ1>τ ])].
Therefore, we deduce the existence of an integer k0 ≥ 1 such that
J(t, x, uk0) ≥ E
[ ∫ τ∧τ1
t
f(s,Xt,x,us )ds+ (V
n−1(τ1, Xτ1)− c(τ1, Xτ1 , ξ1))11[τ1≤τ ] + V n(τ,Xτ )11[τ<τ1]
]
− 4ǫ.
The arbitrariness of u and ǫ implies that
V n(t, x) ≥ sup
u∈Ûn
t,T
E
[ ∫ τ∧τ1
t
f(s,Xt,x,us )ds+ (V
n−1(τ1, Xτ1)− c(τ1, Xτ1, ξ1))11[τ1≤τ ] + V n(τ,Xτ )11[τ<τ1]
]
.
(3.24)
On the other hand for any u ∈ Ûnt,T , we have
J(t, x, u) ≤ E
[ ∫ τ∧τ1
t
f(s,Xt,x,us )ds+ (J(τ1, Xτ1 , u[τ1,T ])− c(τ1, Xτ1, ξ1))11[τ1≤τ ] + J(τ,Xτ , u[τ,T ])11[τ<τ1]
]
≤ E
[ ∫ τ∧τ1
t
f(s,Xt,x,us )ds+ (V
n−1(τ1, Xτ1)− c(τ1, Xτ1, ξ1))11[τ1≤τ ] + V n(τ,Xτ )11[τ<τ1]
]
.
Taking supremum on both sides, we get
V n(t, x) ≤ sup
u∈Ûn
t,T
E
[ ∫ τ∧τ1
t
f(s,Xt,x,us )ds+ (V
n−1(τ1, Xτ1)− c(τ1, Xτ1, ξ1))11[τ1≤τ ] + V n(τ,Xτ )11[τ<τ1]
]
.
(3.25)
Then from (3.24) and (3.25) we deduce the thesis. ✷
4. Hamilton-Jacobi-Bellman equation.
In the present section we study HJB equation by means of viscosity solutions.
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Theorem 4.1. V n is a continuous viscosity solution to
min
{− ∂V n
∂t
− LV n − f, V n −MV n−1} = 0 [0, T )× Rn,
V n(T, x) = g(x) ∀x ∈ Rn.
(4.1)
Proof. We know from Proposition 3.5 that V n is continuous on [0, T ] × Rn, therefore V n is equal to
its lower semicontinuous envelope and to its upper semicontinuous envelope on [0, T ] × Rn. We begin
by proving that V n is a viscosity subsolution to (4.1). Suppose V n − φ achieves a local maximum in
[t0, t0 + δ)×B(x0, δ) with V n(t0, x0) = φ(t0, x0). When τ = t in the dynamic programming principle for
V n, we have, V n(t0, x0) ≥ MV n−1(t0, x0). Then if V n(t0, x0) = MV n−1(t0, x0), we already have the
desired inequality. Now suppose
V n(t0, x0)−MV n−1(t0, x0) > 2ǫ > 0,
we prove by contradiction that
−∂φ
∂t
(t0, x0)− Lφ(t0, x0)− f(t0, x0) ≤ 0. (4.2)
Suppose otherwise, i.e.,−∂φ
∂t
(t0, x0)− Lφ(t0, x0)− f(t0, x0) > 0. Then without loss of generality we can
assume that −∂φ
∂t
(t, x)−Lφ(t, x)− f(t, x) > 0 and V n(t, x)−MV n−1(t, x) > ǫ on [t0, t0 + δ)×B(x0, δ).
Define the stopping time τ by
τ = inf{t ∈ [t0, T ] : (t,Xt) /∈ [t0, t0 + δ)×B(x0, δ)} ∧ T.
By Itoˆ’s formula
E[φ(τ,Xt0,x0,u0τ )]− φ(t0, x0) = E
[ ∫ τ
t0
(
∂φ
∂t
+ Lφ
)
(r,Xt0,x0,u0r )dr
]
, (4.3)
where u0 is the control with no impulses.
Let ǫ1 > 0, using the dynamic programming principle between time t0 and τ ∧τ1, we deduce the existence
of a control uǫ1 ∈ Ûnt0,T such that
V n(t0, x0) ≤ E
[ ∫ τ∧τǫ1
t0
f(r,Xt0,x0,u
ǫ1
r )dr + (V
n−1(τ ǫ11 , X
t0,x0,u
ǫ1
τ
ǫ1
1
)− c(τ ǫ11 , Xt0,x0,u
ǫ1
τ
ǫ1
1
, ξ1))11[τǫ11 ≤τ ]
+V n(τ,Xt0,x0,u
ǫ1
τ )11[τ<τǫ11 ]
]
+ ǫ1
≤ E[ ∫ τ∧τǫ11
t0
f(r,Xt0,x0,u0r )dr +MV n−1(τ ǫ11 , Xt0,x0,u0τǫ1 )11[τǫ11 ≤τ ] + V
n(τ,Xt0,x0,u0τ )11[τ<τǫ11 ]
]
+ ǫ1
≤ E
[ ∫ τ∧τǫ11
t0
f(r,Xt0,x0,u0r )dr + V
n(τ ǫ11 ∧ τ,Xt0,x0,u0τǫ11 ∧τ )
]
− ǫ.P(τ ǫ11 ≤ τ) + ǫ1.
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Therefore, without loss of generality, we only need to consider uǫ1 ∈ Ûnt0,T such that τ ǫ1 > τ . Then
φ(t0, x0) = V
n(t0, x0) ≤ E
[ ∫ τ
t0
f(r,Xt0,x0,u0r )dr + V
n(τ,Xt0,x0,u0τ )
]
+ ǫ1
≤ E
[ ∫ τ
t0
f(r,Xt0,x0,u0r )dr + φ(τ,X
t0,x0,u0
τ )
]
+ ǫ1.
Then from (4.3) and sending ǫ1 → 0 we get
0 ≥ E
[ ∫ τ
t0
−
(
∂φ
∂t
+ Lφ+ f
)
(r,Xt0,x0,u0r )dr
]
,
which is a contradiction. Therefore,
min
{− ∂φ
∂t
− Lφ − f, V n −MV n−1}(t0, x0) ≤ 0,
which is the subsolution property. The supersolution property is proved analogously. ✷
Now we prove that the value function satisfy, in the viscosity sense, the terminal condition.
Lemma 4.2. The value function is viscosity solutions to (2.8).
Proof. First, we prove the subsolution property.
Let us prove that V ∗(T, x) = g(x). For this and to begin with, we are going to show that:
min
[
V ∗(T, x)− g(x), V ∗(T, x)− sup
ξ∈U
[V ∗(T, x+ ξ)− c(T, x, ξ)]
]
= 0. (4.4)
By definition we know that,
V ∗(T, x) = lim
(t′,x′)→(T,x),t′<T
V (t′, x′) ≥ lim
(t′,x′)→(T,x),t′<T
V n(t′, x′) for any n ≥ 0,
therefore
V ∗(T, x) ≥ V n(T, x) = g(x), (4.5)
since V n is continuous and at t = T it is equal to g(x). On the other hand we have,
V (t, x) ≥ sup
ξ∈U
[V (t, x+ ξ)− c(t, x, ξ)], ∀(t, x),
then
V ∗(T, x) ≥ sup
ξ∈U
[V ∗(T, x+ ξ)− c(T, x, ξ)], (4.6)
wich with (4.5) imply that
min{V ∗(T, x)− g(x), V ∗(T, x)− sup
ξ∈U
[V ∗(T, x+ ξ)− c(T, x, ξ)]} ≥ 0. (4.7)
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Let us now show that the left-hand side of (4.7) cannot be positive. Let us suppose that for some x0,
there is ǫ > 0 such that:
min{V ∗(T, x0)− g(x0), V ∗(T, x0)− sup
ξ∈U
[V ∗(T, x0 + ξ)− c(T, x0, ξ)]} = 2ǫ. (4.8)
Let (tk, xk)k≥1 be a sequence in [0, T ]× Rk satisfying
(tk, xk)→ (T, x0) and V (tk, xk)→ V ∗(T, x0) as k→∞.
Since V ∗ is bounded and usc and taking into account V n ր V , we can find a sequence (ρn)n≥0 of
functions of C1,2([0, T ]× Rn) such that ρn → V ∗ and, on some neighborhood Bn of (T, x0) we have:
min{ρn(t, x)− g(x), ρn(t, x)− sup
ξ∈U
[V ∗(t, x+ ξ)− c(t, x, ξ)]} ≥ ǫ, ∀(t, x) ∈ Bn. (4.9)
After possibly passing to a subsequence of (tk, xk)k≥1 we can assume that (4.9) holds on B
k
n := [tk, T ]×
B(xk, δ
n
k ) for some sufficiently small δ
n
k ∈ (0, 1) such that Bkn ⊂ Bn. Now since V ∗ is bounded then there
exists η > 0 such that |V ∗| ≤ η on Bn. We can then assume that ρn ≥ −2η on Bn. Next let us define ρ˜nk
by:
ρ˜nk (t, x) := ρ
n(t, x) +
4η|x− xk|2
(δnk )
2
+
√
T − t.
Note that ρ˜nk ≥ ρn and
(V ∗ − ρ˜nk )(t, x) ≤ −η for (t, x) ∈ [tk, T ]× ∂B(xk, δnk ). (4.10)
As ∂t(
√
T − t) → −∞ as t → T , we can choose tk large enough in front of δnk and the derivatives of ρn
to ensure that
− Lρ˜nk (t, x) ≥ 0 on Bkn. (4.11)
Next let us consider the following stopping time θkn := inf{s ≥ tk, (s,Xtk,xks ) ∈ Bknc} ∧ T where Bknc is
the complement of Bkn, and m
k := inf{s ≥ tk, V (s,Xtk,xks ) = sup
ξ∈U
[V (s,Xtk,xks + ξ)− c(s,Xtk,xks , ξ)]} ∧ T.
Applying now Itoˆ’s formula to the process (ρ˜nk (s,Xs))s stopped at time θ
k
n ∧mk and taking into account
(4.9), (4.10) and (4.11) to obtain:
ρ˜nk (tk, xk) ≥ E
[{(
V ∗(θnk , X
tk,xk
θkn
) + η)1[θkn<T ] + (ǫ+ g(X
tk,xk
T ))1[θkn=T ]
}
1[θkn≤mk]
+
{
ǫ + sup
ξ∈U
[V ∗(mk, Xtk,xk
mk
+ ξ)− c(mk, Xtk,xk
mk
, ξ)]
}
1[mk<θkn]
]
≥ E[V (θkn ∧mk, Xtk,xkθkn∧mk)]+ η ∧ ǫ
= E
[
V (tk, xk)−
∫ θkn∧mk
tk
f(s,Xtk,xks )ds
]
+ η ∧ ǫ.
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By assumption (H2), we deduce that
lim
k→∞
E
[ ∫ θkn∧mk
tk
f(s,Xtk,xks )ds
]
= 0.
Therefore taking the limit in the previous inequalities yields:
lim
k→∞
ρ˜nk (tk, xk) = lim
k→∞
ρn(tk, xk) +
√
T − tk = ρn(T, x0)
≥ lim
k→∞
V (tk, xk) + η ∧ ǫ = V ∗(T, x0) + η ∧ ǫ.
But this is a contradiction since ρn → V ∗ pointwisely as n→∞. Thus for any x ∈ Rk we have:
min{V ∗(T, x)− g(x), V ∗(T, x)− sup
ξ∈U
[V ∗(T, x+ ξ)− c(T, x, ξ)]} = 0. (4.12)
Now, suppose that V ∗(T, x) > g(x), then from the previous equality there exists ξ1 ∈ U such that:
V ∗(T, x) = V ∗(T, x+ ξ1)− c(T, x, ξ1). (4.13)
But once more we have V ∗(T, x+ ξ1) > g(x+ ξ1). Otherwise, i.e. if V
∗(T, x+ ξ1) = g(x+ ξ1) we would
have from (4.13):
g(x) < V ∗(T, x) = V ∗(T, x+ ξ1)− c(T, x, ξ1) = g(x+ ξ1)− c(T, x, ξ1), (4.14)
which is contradictory with (H4). Therefore
V ∗(T, x+ ξ1)− sup
ξ∈U
[V ∗(t, x+ ξ1 + ξ)− c(t, x, ξ)] = 0.
Then there exists ξ2 ∈ U such that:
V ∗(T, x+ ξ1) = V
∗(T, x+ ξ1 + ξ2)− c(T, x, ξ2) and then
V ∗(T, x) = V ∗(T, x+ ξ1 + ξ2)− c(T, x, ξ1)− c(T, x, ξ2).
Proceeding in similar fashion, after finitely many steps, boundedness of V ∗ will be contradicted. Thus
we have:
∀x ∈ Rk, V ∗(T, x) = g(x). ✷ (4.15)
Theorem 4.3. The value function V, defined by (3.5), is a viscosity solution of the HJB (2.5) (with
terminal condition V (T, x) = g(x)).
Proof. Thanks to Lemma 4.2 we have that V satisfies, in the viscosity sense, the terminal condition. As
a consequence, we have only to address (2.7). First, we prove that V ∗ is a subsolution to (2.7). Note
that since V n ր V and V n is continuous then we have
V ∗(t, x) = lim
n→∞
sup∗V n(t, x) = lim
n→∞,t′→t,x′→x
V n(t′, x′). (4.16)
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Since V n(t, x) ≥MV n−1(t, x), which implies in taking the limit:
∀(t, x) ∈ [0, T [×Rk V ∗(t, x) ≥MV ∗(t, x), (4.17)
Let us now (t, x) ∈ [0, T [×Rn be such that:
V ∗(t, x)−MV ∗(t, x) > 0. (4.18)
Let (p, q,X) ∈ J¯+V ∗(t, x). By (4.16) and Lemma 6.1 in [11], there exist sequences
nj →∞, (pj , qj , Xj) ∈ J+V nj (tj , xj)
such that
lim
j→∞
(tj , xj , V
nj (tj , xj), pj , qj , Xj) = (t, x, V
∗(t, x), p, q,X).
From the viscosity subsolution property for V nj at (tj , xj), for any j ≥ 0, we have
min
{−pj−〈b(tj , xj), qj〉− 1
2
Tr
[
(σσ∗)(tj , xj)Xj
]−f(tj, xj), V nj (tj , xj)−MV nj−1(tj , xj)} ≤ 0, (4.19)
Next by (4.18), there exists j0 ≥ 0, such that if j ≥ j0 we have
V nj (tj , xj)−MV nj (tj , xj) > 0, (4.20)
Therefore for any j ≥ j0
− pj − 〈b(tj , xj), qj〉 − 1
2
Tr
[
(σσ∗)(tj , xj)Xj
]− f(tj , xj) ≤ 0, (4.21)
which implies that
− p− 〈b(t, x), q〉 − 1
2
Tr
[
(σσ∗)(t, x)X
]− f(t, x) ≤ 0, (4.22)
which is the subsolution property. The supersolution property is proved analogously.✷
Now we give an equivalent of Hamilton-Jacobi-Bellman equation (2.5). We consider the new function
Γ given by the classical change of variable Γ(t, x) = exp(t)V (t, x), for any (t, x) ∈ [0, T ]× Rn.
A second property is given by the:
Proposition 4.4. V is a viscosity solution of (2.5) if and only if Γ is a viscosity solution to the
Hamilton-Jacobi-Bellman equation in [0, T )× Rn,
min
[
Γ(t, x)− ∂Γ
∂t
(t, x)− LΓ(t, x) − exp(t)f(t, x)
,Γ(t, x)− M˜Γ(t, x)
]
= 0,
(4.23)
where
M˜Γ(t, x) = sup
ξ∈U
[Γ(t, x+ ξ)− exp(t)c(t, x, ξ)],
The terminal condition for Γ is: Γ(T, x) = exp(T )g(x) in Rn.
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5. Uniqueness of the solution of Hamilton-Jacobi-Bellman equation.
In this section we deal with the issue of uniqueness of the solution of system (2.5) and to do so, we
first give the following two lemmas which is a classical one in viscosity literature (inspired by [21]):
Lemma 5.1. (convexity of M). Let U, V : [0, T ]× Rn → R and λ ∈ [0, 1]. Then
M(λU + (1− λ)V ) ≤ λMU + (1− λ)MV on [0, T ]× Rn. (5.1)
Proof. This follows immediately since
M(λU + (1− λ)V )(t, x) = sup
ξ∈U
[λU(t, x+ ξ) + (1 − λ)V (t, x+ ξ)− (λ+ 1− λ)c(t, x, ξ)]
≤ λMU(t, x) + (1− λ)MV (t, x)
for all (t, x) ∈ [0, T ]× Rn. ✷
Lemma 5.2. Let V a supersolution of (4.23). Then Vm :=
(
1− 1
m
)
V + 1
m
ψ is a supersolution of
min
[
U(t, x) − ∂U
∂t
(t, x)− LU(t, x) − exp(t)f(t, x)
, U(t, x)− M˜U(t, x)
]
− k
m
= 0,
(5.2)
where ψ = (exp(T )‖f‖∞ + k).
Proof. We have for (t, x) ∈ [0, T )× Rn
min
[
ψ(t, x) − ∂ψ
∂t
(t, x) − Lψ(t, x)− exp(t)f(t, x)
, ψ(t, x)− M˜ψ(t, x)
]
≥ min{ψ − exp(T )‖f‖∞, exp(t)k} = k.
(5.3)
Let φm ∈ C1,2([0, T ) × Rn) and (t¯, x¯) ∈ [0, T ) × Rn such that φm(t¯, x¯) = Vm(t¯, x¯), φm ≤ Vm. Choose
φ =
(
φm − 1mψ
)(
m
m−1
)
, then φ(t¯, x¯) = V (t¯, x¯) and φ ≤ V . As V is a supersolution of (4.23), then
min
[
V (t¯, x¯)− ∂φ
∂t
(t¯, x¯)− Lφ(t¯, x¯)− exp(t¯)f(t¯, x¯), V (t¯, x¯)− M˜V (t¯, x¯)
]
≥ 0.
Which implies that
Vm(t¯, x¯)− 1
m
ψ − ∂
∂t
(φm − 1
m
ψ)(t¯, x¯)− 〈b(t¯, x¯),∇x(φm − 1
m
ψ)〉
+
1
2
tr[σσ∗(t¯, x¯)∇2x(φm −
1
m
ψ)]− m− 1
m
f(t¯, x¯) ≥ 0,
and then
Vm(t¯, x¯)− ∂φm
∂t
(t¯, x¯)− 〈b(t¯, x¯),∇x(φm)〉+
1
2
tr[σσ∗(t¯, x¯)∇2x(φm)]− f(t¯, x¯)
− 1
m
(
ψ − ∂ψ
∂t
− Lψ − exp(t)f(t¯, x¯)) ≥ 0. (5.4)
Furthermore, by (5.3) we obtain
Vm(t¯, x¯)− ∂φm
∂t
(t¯, x¯)− 〈b(t¯, x¯),∇x(φm)〉+
1
2
tr[σσ∗(t¯, x¯)∇2x(φm)]− f(t¯, x¯)−
k
m
≥ 0. (5.5)
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On the other hand, by the convexity of M˜(Lemma 5.1), we have
Vm(t¯, x¯)− M˜Vm(t¯, x¯) ≥ Vm(t¯, x¯)−
(
1− 1
m
)M˜V (t¯, x¯)− 1
m
M˜ψ(t¯, x¯)
≥ Vm(t¯, x¯)−
(
1− 1
m
)
V (t¯, x¯)− 1
m
M˜ψ(t¯, x¯)
=
1
m
(ψ(t¯, x¯)− M˜ψ(t¯, x¯)) > k
m
. ✷
Theorem 5.3. Let U (resp. V ), be a bounded u.s.c. viscosity subsolutions (resp. bounded l.s.c.
viscosity supersolutions) to (4.23). Then, U ≤ V in [0, T ]× Rn.
Proof. We will show by contradiction. Assume that sup[0,T ]×Rn(U(t, x) − V (t, x)) = 2M > 0. Further-
more, there exists m0 such that
sup
[0,T ]×Rn
(U(t, x)− Vm0(t, x)) > M,
where Vm0 is as defined in Lemma 5.2.
Step 1.
Let h be a smooth function such that
h(x) =

0 for |x| ≤ 1
‖U‖∞ + ‖Vm‖∞ + 1 for |x| ≥ 2.
(5.6)
Then, for a small ǫ, β, γ > 0, and m ≥ m0 we define:
Φǫ,γ(t, x, y) = U(t, x)− Vm(t, y)− 1
2ǫ
|x− y|2 − β
T − t − hγ(x), (5.7)
where hγ(x) = h(γx), then we have the following properties:
• hγ(x) = ‖U‖∞+‖Vm‖∞+1 when |x| ≥ 2/γ, which ensures that the supremum of Φǫ,γ is achieved
therefore is a maximum.
• ∇hγ(x), D2hγ(x) → 0 as γ → 0 uniformly on Rn, which allows to control the differential terms
of the hγ .
Now we consider any maximum points (tǫ, xǫ, yǫ) of the function Φǫ,γ . For ǫ, β and γ small enough, we
have
0 <
M
2
≤ sup
[0,T ]×Rn×Rn
Φǫ,γ(t, x, y) ≤ U(tǫ, xǫ)− Vm(tǫ, yǫ).
Next from the inequality
Φǫ,γ(tǫ, xǫ, xǫ) + Φǫ,γ(tǫ, yǫ, yǫ) ≤ 2Φǫ,γ(tǫ, xǫ, yǫ), (5.8)
we get
|xǫ − yǫ|2
2ǫ
≤ U(tǫ, xǫ)− U(tǫ, yǫ) + Vm(tǫ, xǫ)− Vm(tǫ, yǫ)
= [U(tǫ, xǫ)− Vm(tǫ, yǫ)]− [U(tǫ, yǫ)− Vm(tǫ, xǫ)].
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It follows that
|xǫ − yǫ|2 → 0 as ǫ→ 0. (5.9)
We now want to show that
|xǫ − yǫ|2
2ǫ
→ 0 as ǫ→ 0. (5.10)
Define
D := sup
[0,T ]×Rn
{U(t, x)− Vm(t, x)− hγ(x) − β
T − t}.
Observe that
D ≤ Φǫ,γ(tǫ, xǫ, yǫ)
≤ U(tǫ, xǫ)− Vm(tǫ, yǫ)− β
T − tǫ − hγ(xǫ)
:= φ(ǫ).
By the definition of Φǫ,γ , we get (5.10) if we show that
φ(ǫ)→ D as ǫ→ 0. (5.11)
We proceed by contradiction. Assume that (5.11) does not hold, there exist (ǫk, tǫk , xǫk , yǫk)→ (0, t¯, x¯, y¯)
such that limk→∞ φ(ǫk) > D. But (5.9) implies x¯ = y¯. Thus the upper semicontinuity of U − Vm gives
lim
k→∞
φ(ǫk) ≤ U(t¯, x¯)− Vm(t¯, x¯)− β
T − t¯ − hγ(x¯)
≤ D,
which gives a contradiction.
Step 2. We now claim that:
U(tǫ, xǫ)− sup
ξ∈U
[U(tǫ, xǫ + ξ)− exp(tǫ)c(tǫ, xǫ, ξ)] > 0. (5.12)
Suppose that
U(tǫ, xǫ)− sup
ξ∈U
[U(tǫ, xǫ + ξ)− exp(tǫ)c(tǫ, xǫ, ξ)] ≤ 0,
then there exist ξ1 ∈ U such that:
U(tǫ, xǫ)− [U(tǫ, xǫ + ξ1)− exp(tǫ)c(tǫ, xǫ, ξ1)] ≤ 0.
By Lemma 5.2 we have
Vm(tǫ, yǫ)− Vm(tǫ, yǫ + ξ1) + exp(tǫ)c(tǫ, yǫ, ξ1) ≥ k
m
.
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It follows that:
U(tǫ, xǫ)− Vm(tǫ, yǫ)− [U(tǫ, xǫ + ξ1)− Vm(tǫ, yǫ + ξ1)]
≤ − k
m
+ exp(tǫ)c(tǫ, xǫ, ξ1)− exp(tǫ)c(tǫ, yǫ, ξ1)
≤ − k
m
+ exp(tǫ)ωc(|xǫ − yǫ|),
where ωc is the modulus of continuity of c.Then we have
Φǫ,γ(tǫ, xǫ, yǫ)− Φǫ,γ(tǫ, xǫ + ξ1, yǫ + ξ1) ≤ hγ(xǫ + ξ1)− hγ(xǫ)− k
m
+ exp(tǫ)ωc(|xǫ − yǫ|).
By using the mean value theorem for hγ and by choosing ǫ, γ and m appropriately we get
Φǫ,γ(tǫ, xǫ, yǫ) < Φǫ,γ(tǫ, xǫ + ξ, yǫ + ξ).
This is contradiction to the fact that (tǫ, xǫ, yǫ) is the supremum point of Φǫ,γ . Then the claim (5.12)
holds.
Step 3 To complete the proof it remains to show contradiction. Let us denote
ϕǫ,γ(t, x, y) =
1
2ǫ
|x− y|2 + β
T − t + hγ(x). (5.13)
Then we have: 
Dtϕǫ,γ(t, x, y) =
−β
(T − t)2
∇xϕǫ,γ(t, x, y) = x− y
ǫ
+∇hγ(x)
∇yϕǫ,γ(t, x, y) = y − x
ǫ
B(t, x, s, y) = D2x,yϕǫ,γ(t, x, y) =
1
ǫ
(
I −I
−I I
)
+
(
D2hγ(x) 0
0 0
)
.
(5.14)
Let c, d ∈ R such that
c+ d =
−β
(T − tǫ)2 .
Then applying the result by Crandall et al. (Theorem 8.3, [11]) to the function
U(t, x)− Vm(s, y)− ϕǫ,γ(t, x, y)
at the point (tǫ, xǫ, yǫ), for any ǫ1 > 0, we can find X,Y ∈ Sn, such that:
(
c,
xǫ − yǫ
ǫ
+∇hγ(x), X
) ∈ J2,+(U(tǫ, xǫ)),(− d, xǫ − yǫ
ǫ
, Y
) ∈ J2,−(Vm(tǫ, yǫ)),
−( 1
ǫ1
+ ‖B(tǫ, xǫ, yǫ)‖
)
I ≤
(
X 0
0 −Y
)
≤ B(tǫ, xǫ, yǫ) + ǫ1B(tǫ, xǫ, yǫ)2.
(5.15)
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Then by definition of viscosity solution, we get:
−c+ U(tǫ, xǫ)− 〈1
ǫ
(xǫ − yǫ) +∇hγ(xǫ),
b(tǫ, xǫ)〉 − 1
2
tr[σ(tǫ, xǫ)σ
∗(tǫ, xǫ)X ]− exp(tǫ)f(tǫ, xǫ) ≤ 0,
(5.16)
and
d+ Vm(tǫ, yǫ)− 〈1
ǫ
(xǫ − yǫ),
b(tǫ, yǫ)〉 − 1
2
tr[σ(tǫ, yǫ)σ
∗(tǫ, yǫ)Y ]− exp(tǫ)f(tǫ, yǫ) ≥ k
m
,
(5.17)
which implies that:
−c− d+ U(tǫ, xǫ)− Vm(tǫ, yǫ)
≤ [〈1
ǫ
(xǫ − yǫ), b(tǫ, xǫ)− b(tǫ, yǫ)〉
+〈∇h(xǫ), b(tǫ, xǫ)〉+ 1
2
tr[σ(tǫ, xǫ)σ
∗(tǫ, xǫ)X − σ(tǫ, yǫ)σ∗(tǫ, yǫ)Y ]
+ exp(tǫ)f(tǫ, xǫ)− exp(tǫ)f(tǫ, yǫ)− k
m
].
(5.18)
As
B = B(tǫ, xǫ, yǫ) =
1
ǫ
(
I −I
−I I
)
+
(
D2hγ(xǫ) 0
0 0
)
It follows that:
B + ǫ1B
2 ≤ ǫ+ ǫ1
ǫ2
(
I −I
−I I
)
+ ‖D2hγ(xǫ)‖
(
I 0
0 0
)
+ ǫ1‖D2hγ(xǫ)‖2
(
I 0
0 0
)
,
Choosing now ǫ1 = ǫ, yields the relation
B + ǫ1B
2 ≤ 2
ǫ
(
I −I
−I I
)
+ ‖D2hγ(xǫ)‖
(
I 0
0 0
)
+ ǫ‖D2hγ(xǫ)‖2
(
I 0
0 0
)
,
Now, from (H1), (5.15) and (5.19) we get:
1
2
tr[σ(tǫ, xǫ)σ
∗(tǫ, xǫ)X − σ(tǫ, yǫ)σ∗(tǫ, yǫ)Y ] ≤ C
ǫ
|xǫ − yǫ|2 + C‖D2hγ(xǫ)‖2.
Next
〈1
ǫ
(xǫ − yǫ), b(tǫ, xǫ)− b(tǫ, yǫ)〉 ≤ C
ǫ
|xǫ − yǫ|2.
And finally,
〈∇hγ(xǫ), b(tǫ, xǫ)〉 ≤ C‖∇hγ(xǫ)‖.
So that by plugging into (5.18) we obtain:
M
2
≤ U(tǫ, xǫ)− Vm(tǫ, yǫ)
≤ −β
(T − tǫ)2 +
C
ǫ
|xǫ − yǫ|2 + C‖D2hγ(xǫ)‖2 + C‖∇hγ(xǫ)‖
+exp(tǫ)f(tǫ, xǫ)− exp(tǫ)f(tǫ, yǫ)− k
m
.
(5.19)
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By sending γ → 0, ǫ→ 0, and β → 0, taking into account of the continuity of f , we obtain M2 ≤ 0, which
is a contradiction. Now sending m → ∞, we get the required comparison between U and V . The proof
of Theorem 5.3 is now complete. ✷
Corollary 5.4. Assume that Assumptions (H1), (H2), (H3) and (H4) are fulfilled. Then the
value function V is a continuous solution of (2.5), unique among all bounded solutions.
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