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Résumé 
 
 
Soutenue par les progrès récents et rapides des WHFKQLTXHVG¶DFTXLVLWLRQ'
ODUHFRQQDLVVDQFHG¶REMHWV'DVXVFLWpde nombreux efforts de recherche durant ces 
dernières années. Cependant, il reste à résoudre dans ce domaine plusieurs 
problématiques OLpHVjODJUDQGHTXDQWLWpG¶LQIRUPDWLRQ à O¶LQYDULDQFHjO¶pFKHOOHHWj
O¶DQJOHGHYXH, aux occultations et à la robustesse au bruit. 
Dans ce contexte, notre objectif est de reconnaitre un objet 3D isolé donné 
GDQVXQHYXHUHTXrWHjSDUWLUG¶XQHEDVHG¶DSSUHQWLVVDJHFRQWHQDQWTXHOTXHVYXHV
de cet objet. Notre idée est de formuler une méthodologie locale qui combine des 
DVSHFWVG¶DSSURFKes existantes et apporte une amélioration sur la performance de la 
reconnaissance.  
1RXVDYRQVRSWpSRXUXQHPpWKRGHSDUSRLQWVG¶LQWpUrW3,VIRQGpHVXUGHV
mesures de la variation locale de la forme. Notre sélection de points saillants est 
basée sur la combinaison de deux espaces de classification de surfaces  O¶HVSDFH
SC (indice de forme- intensité GH FRXUEXUH HW O¶HVSDFH +. FRXUEXUH PR\HQQH-
courbure gaussienne). 
'DQV OD SKDVH GH GHVFULSWLRQ GH O¶HQVHPEOH GHV SRLQWV H[WUDLWV QRXV
proposons une signDWXUH G¶KLVWRJUDPPHV TXL MRLQW XQH LQIRUPDWLRQ VXU OD UHODWLRQ
entre la normale du point référence et les normales des points voisins, avec une 
LQIRUPDWLRQ VXU OHV YDOHXUV GH O¶LQGLFH GH IRUPH GH FH voisinage. Les 
H[SpULPHQWDWLRQV PHQpHV RQW SHUPLV G¶pYDOuer quantitativement la stabilité et la 
robustesse de ces nouveaux détecteurs et descripteurs.  
)LQDOHPHQWQRXVpYDOXRQVVXUSOXVLHXUVEDVHVSXEOLTXHVG¶REMHWV'OHWDX[
de reconnaissance atteint par notre méthode, qui montre des performances 
supérieures aux techniques existantes.  
 
Mots clés5HFRQQDLVVDQFH'3RLQWVG¶LQWpUrW,PDJHVGH3URIRQGHXUV1XDJHVGH
Points 3D,   Détecteurs, Descripteurs, Objet, Courbures, Normales.
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Abstract 
 
There has been strong research interest in 3D object recognition over the last 
decade, due to the promising reliability of the 3D acquisition techniques. 3D 
recognition, however, conveys several issues related to the amount of information, to 
scales and viewpoints variation, to occultations and to noise. 
In this context, our objective is to recognize an isolated object given in a 
request view, from a training database containing some views of this object. Our idea 
is to propose a local method that combines some existent approaches in order to 
improve recognition performance.  
We opted for an interest points (IPs) method based on local shape variation 
measures. Our selection of salient points is done by the combination of two surface 
classification spaces: the SC space (Shape Index-Curvedness), and the HK space 
(Mean curvature- Gaussian curvature). 
In description phase of the extracted set of points, we propose a histogram 
based signature, in which we join information about the relationship between the 
reference point normal and normals of its neighbors, with information about the shape 
index values of this neighborhood. Performed experiments allowed us to evaluate 
quantitatively the stability and the robustness of the new proposed detectors and 
descriptors. 
Finally we evaluate, on several public 3D objects databases, the recognition 
rate attained by our method, which outperforms existing techniques on same 
databases. 
 
Keywords: 3D Recognition, Interest Points, Range Images, 3D Point Clouds, 
Detectors, Descriptors, Object, Curvatures, Normals. 
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Acronymes 
 
 
La littérature relative aux thèmes traités dans cette thèse est rarement traduite. Pour la plupart 
des acronymes employés, nous avons utilisé la dénomination la plus courante, qui est de fait 
en langue anglaise. 
 
2D Bi-dimensionnel  
3D Tri-dimensionnel  
ACI Analyse en Composantes Indépendantes 
ACP  Analyse en Composantes Principales 
CGAL Computational Geometry Algorithms Library 
DBD Depth Buffer-based Descriptor 
DFT Transformée de Fourier Discrète ± Discrete Fourier Transform 
DPD Distance de programmation dynamique 
EGI Extended Gaussian Image  
EVD Décomposition en valeurs propres ± Eigen Value Decomposition  
FFT  Fast Fourier Transform 
FOV Champs de vue ± Field Of View 
HK  Courbure moyenne et courbure gaussienne ± Mean Curvature and Gaussian Curvature  
HMM Modèle(s) de Markov cachée(s) ± Hidden Markov Model(s) 
GMM Modèle de Mixture de Gaussiennes 
KD K Dimensional  
LSP  Local Surface Patch 
pdf fonction de densité de probabilité ± Probality Density Function 
PI 3RLQWG¶,QWpUrW 
SAI  Spherical Attribut Images  
SC Indice de forme et Intensité de courbure ±  Shape index and Curvedness 
SHOT  Signature of Histograms of OrienTations 
SI  Indice de forme ± Shape Index 
SIFT  Scale Invariant Features Transform 
SURF   Speeded Up Robust Features 
SVD Décomposition en valeurs singulières ± Singular Value Decomposition 
SVM  Séparateur à Vaste Marge ± Support Vector Machine(s) 
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Introduction 
 
 
 
 
 
 
&RPPHO¶LOOXVWUHODILJXUHFL-GHVVXVO¶rWUHKXPDLQV¶HVWWRXMRXUVUpIpUpjO¶DVSHFWYLVXHOGHVREMHWVGH
son environnement pour les reconnaitre. Cette capacité de différencier les entités est rattachée à un 
processus de détection et décryptage de caractéristiques propres à ces objets (des signes sur la 
couleur ou la forme) que nous avons stockées en mémoire lorsque nous avons vu ces objets 
précédemment. 
 
La transposition dans nos systèmes informatiques de cette faculté de reconnaître GHV REMHWV Q¶D SDV
FHVVp GH VXVFLWHU XQ JUDQG LQWpUrW HW FRQVWLWXH O¶XQH GHV pWDSHV HVVHQWLHOOHV SRXU OD FUpDWLRQ G¶XQH
véritable Intelligence Artificielle. Les progrès des capteurs et des capacités de stockage et de 
PDQLSXODWLRQG¶LQIRUPDWLRQSHUPHWWHQWaux ordinateurs de percevoir et interpréter de mieux en mieux 
leur environnement et les objets qui les entourent. La vision par ordinateur et en particulier la 
UHFRQQDLVVDQFHYLVXHOOHG¶REMHWVVLHOOHVDWWHLJQHQWGHVQLYHDX[VDWLVIDLVDQWVGHILDELOLWpHW robustesse 
tout en fonctionnant en temps-réel (ou au moins quasi-réel), peuvent permettre de développer de 
nombreuses applications telles que O¶DFFRPSDJQHPHQW DXWRPDWLTXH de personnes à mobilité réduite, 
O¶LQWHUSUpWDWLRQHW O¶LGHQWLILFDWLRQGHSHUVRQQHVSRur la vidéo surveillance, O¶DLGHHW O¶DVVLVWDQFHSRXU
GHVDSSOLFDWLRQVPpGLFDOHVORFDOLVDWLRQHWUHFRQQDLVVDQFHG¶XQHSRVLWLRQ JpRJUDSKLTXHO¶LGHQWLILFDWLRQ
GHVFRPSRVDQWHVGDQVXQHFKDLQHGHIDEULFDWLRQLQGXVWULHOOHHWF«. 
 
AXMRXUG¶Kui, une part grandisVDQWH GHV WHFKQLTXHV GH YLVLRQ SDU RUGLQDWHXU XWLOLVH O¶LQIRUPDWLRQ '
SRXUDWWULEXHUXQHVpPDQWLTXHDX[VFqQHVREVHUYpHV3OXVSDUWLFXOLqUHPHQWODUHFRQQDLVVDQFHG¶REMHWV
richement étudiée en 2D, consiste à identifier et localiser des objets dans une image ou une séquence 
G¶LPDJHV &H FRQFHSW D PRWLYp SOXVLHXUV DSSOLFDWLRQV GH URERWLTXHV R OD WkFKH HVW GH GpWHFWHU HW
        
 
SHAIEK Ayet Page 24 
 
reconnaitre des objets présents dans le champ de vue du robot. De plus en plus équipé de capteurs 3D, 
XQEHVRLQDSSDUDLWG¶DQDO\VHUHWLQWerpréter efficacement les données acquises par le robot pour réaliser 
sa tâche. Il y a donc lieu de penser que des outils générant une représentation compacte et répondant 
aux critères de robustesse à des modifications de la forme de surface et G¶LQYDULDQFH DX[
WUDQVIRUPDWLRQVJpRPpWULTXHVGHYURQWrWUHPLVHQ°XYUHSRXUDWWHLQGUHFHWREMHFWLI 
 9 Problématiques et motivation 
Dans une tâche de UHFRQQDLVVDQFHG¶REMHWV'SDUXQV\VWqPHGHYLVLRQSDURUGLQDWHXUQRWUHREMHFWLI
est de reconnaitre un oEMHWLVROpSRXUXQHYXHGRQQpHHQUHTXrWHjSDUWLUG¶XQHEDVHG¶DSSUHQWLVVDJH
FRQWHQDQWTXHOTXHVYXHVGHFHWREMHW&HUWHVO¶LQIRUPDWLRQWULGLPHQVLRQQHOOHSDUUDSSRUWjO¶LPDJH'
UpVRXW OD TXHVWLRQ GH UREXVWHVVH DX[ YDULDWLRQV G¶LOOXPLQDWLRQ HW DSSRUte des indices sur la forme 
JpRPpWULTXHGHVREMHWVSRXUDLGHUj OHXUUHFRQQDLVVDQFH7RXWHIRLV OD UHFRQQDLVVDQFHG¶REMHWHQ'
reste un sujet difficile et non totalement résolu.  x 7RXW G¶DERUG FHWWH WKqVH FRQVLGqUH OH SUREOqPH GH OD UHFRQQDLVVDQFH G¶REMHWs 3D dans le 
FRQWH[WH G¶XQH UHFRQQDLVVDQFH j SDUWLU GH YXHV SDUWLHOOHV G¶REMHWV 6HORQ O¶DQJOH GH YXH
DFTXLVH OD SDUWLH FDSWXUpH GH O¶REMHW change. Mais également, les détails de la forme sont 
accentués ou atténués en fonction de la résolution du capteur HWGH ODGLVWDQFHGH O¶REMHWDX
capteur. En conséquence, au moment de la requête, la vue présentée au système de 
reconnaissance est plus au moins différente des vues apprises. La nécessaire robustesse à ces 
YDULDWLRQVGHO¶DVSHFWJpRPpWULTXHGHODIRUPHFRnstitue un réel défi.  x 'DQVOHFDVRXXQVHXOREMHWVHSUpVHQWHVXUO¶LPDJHODWDFKHGHOHUHFRQQDLWUHGHYUDLWrWUHSOXV
IDFLOH 1pDQPRLQV GHV UpJLRQV HUURQpHV FRPPH O¶RPEUH RX OHV occultations, peuvent 
apparaître sur les images de profondeur. Ces artéfacts liés aux limitations inévitables des 
WHFKQLTXHVGHFDSWXUHOHVV\VWqPHVGHUHFRQQDLVVDQFHVG¶REMHWVGRLYHQW\UHPpGLHU x Par ailleurs, le système développé doit tenir compte des contraintes matérielles de la machine, 
du point de vue complexité de calcul et compacité en mémoire. D'un côté, le temps de calcul 
peut être élevé, voire prohibitif, en raison de la grande quantité de données à traiter 
FRRUGRQQpHV[\](WG¶XQDXWUH coté, la capacité mémoire nécessaire peut être un handicap 
pour conserver ces données. 
 
5pVRXGUHDXPLHX[WRXVFHVSUREOqPHVFRQVWLWXHXQULFKHFKDPSG¶pWXGHV)DFHjFHWWHSUREOpPDWLTXH
les questions suivantes se posent :  Quels procédés de traitement de FHVGRQQpHV'HWG¶DSSUHQWLVVDJHGRLW-RQPHWWUHHQ°XYUH
pour extraire une description unique et robuste de la forme des objets?   Comment peut-RQ SDU DLOOHXUV WLUHU SDUWL GH O¶H[LVWDQW HQ ' et en 3D pour améliorer les 
représentations existantes des objeWV'RXO¶H[SORLWHUDXWUHPHQW" 
 9 Approche 
Dans notre recherche sur le sujet, nous nous sommes orientés vers quelques travaux, basées sur des 
DSSURFKHVGLWHVORFDOHV$O¶LVVXHGHQRWUHpWXGHQRXVDYRQVVXJJpUpXQHPpWKRGRORJLHK\EULGHTXL
combine certains aspects de ces méthodes. /¶LGpHSULQFLSDOHHVWG¶H[WUDLUHGHVSULPLWLYHVUHQVHLJQDQW
sur la variation locale de la forme à base de normales et de courbures. Des mesures de saillance, 
EDVpHVVXUFHVTXDQWLWpVGLIIpUHQWLHOOHVSHUPHWWHQWGHVpOHFWLRQQHUGHVSRLQWVG¶LQWpUrWHWGHGpFULUHOD
surface locale autour de ces points. Cette proposition a apporté une amélioration sur la performance de 
la reconnaissance. Nous détaillons ici nos motivations à suivre cette voie. 
- Dans la littérature, la description de la forme 3D est approchée par des méthodes divisées en 
deux grandes catégories: globales et locales. Les globales décrivent la forme des objets dans sa 
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totalité. Intuitivement, on se dit que le caractère global offre plus de facilité à identifier un 
objet inconnu (comme la silhouette, les contours). En revanche, en général, certains détails de 
ODIRUPHTXLSHXYHQWGLIIpUHQFLHUOHVREMHWVG¶XQHPrPHFDWpJRULHSDU exemple, ne sont pas 
pris en compte par ces primitives. Dans la même optique, ces approches sont sensibles aux 
déformations de la topologie locale. Une représentation plus adéquate consisterait en 
O¶H[WUDFWLRQ G¶XQH LQIRUPDWLRQ ORFDOH VXU GHV ]RQHV VDLOODQWHV GH OD VXUIDFH GH O¶REMHW /H
cRQVWDWTXLMXVWLILHFHWWHVROXWLRQHVWTXHSOXVLHXUVSRLQWVGH O¶REMHWSHXYHQWrWUHUHGRQGDQWV
RXQHVRQWSDVWUqVLQIRUPDWLIVGHODVSpFLILFLWpGHO¶REMHW 
-  /HSRWHQWLHOG¶XQHUHSUpVHQWDWLRQORFDOHGHODIRUPHDpWpFRQfirmé pour la reconnaissance en 
'(QSDUWLFXOLHUFHOOHVjEDVHGHSRLQWVG¶LQWpUrWDFRQQXXQJUDQGVXFFqVFRPPHOH685)
HW OH 6,)7 )DFH DX[ VLWXDWLRQV G¶occultations et de bruit, là encore, la localité réussit à 
GLIIpUHQFLHUXQREMHWG¶XQDXWUH  
- Un savoir faire des approches de SRLQWV G¶LQWpUrW 2D, dans notre laboratoire, a également 
motivé notre choix porté sur ce type de techniques. 
- ,OH[LVWHHQRXWUHGHVEDVHVGHGRQQpHVG¶LPDJHVGHSURIRQGHXUVSXEOLTXHVVXUOHVTXHOOHVQRXV
pouvons tester la performance de nos algorithmes et nous comparer aux approches existantes. 
/HVQDWXUHVGLIIpUHQWHVGHFHVEDVHVQRXVODLVVHQWLPDJLQHUGLYHUVVFpQDULRVG¶XVDJHGHQRWUH
système de reconnaissance. 
 
 9 3ODQG¶pWXGHHWUpVXPpGHVFRQWULEXWLRQV 
Dans ce manuscrit, nous présentons WRXWG¶DERUG les notions de bases utilisées tout au long de notre 
travail. Dans la première partie du chapitre 2, nous regroupons dans plusieurs catégories, différentes 
approches de la littérature proposant des solutions 2D ou 3D au problème de reconnaissance 3D. Par la 
suite, dans une GHX[LqPHSDUWLHQRXVOLVWRQVTXHOTXHVDSSURFKHVjEDVHGHSRLQWVG¶LQWpUrW' 
Après la présentation dans le chapitre 3 des détecteurs références de notre travail, nous détaillons 
ensuite les principes de notre contribution pour former les nouveaux détecteurs. Nous démontrons 
notre apport par les résultats exposés dans la partie évaluation comparative des détecteurs testés. Dans 
le chapitre 4, nous introduisons le formalisme des descripteurs qui nous ont inspiré pour la mise en 
place de deux nouveaux descripteurs. Cette section est suivie, dans le même chapitre, par une 
évaluation de la performance des différents descripteurs. 
$SUqVXQHpQXPpUDWLRQGHTXHOTXHVWHFKQLTXHVG¶DSSUHQWLVVDJHXWLOLVpHVGDQVODUHFonnaissance 3D, la 
deuxième partie du chapitre 5 démontre le potentiel des nouvelles techniques proposées dans un 
V\VWqPHGHUHFRQQDLVVDQFHG¶REMHWV 
Enfin, le chapitre conclusion propose diverses perspectives de recherche, liées aux détecteurs de points 
G¶LQWpUrW'DX[GHVFULSWHXUV'HWjO¶DSSURFKHGHPLVHHQFRUUHVSRQGDQFHSURSRVpH 
 
Nous listons maintenant nos contributions principales : x &RQVWLWXWLRQ G¶XQ pWDW GH O¶DUW QRQ H[KDXVWLI GH GLIIpUHQWHV FDWpJRULHV G¶approches de 
reconnaissance 3D  x /DSUpVHQWDWLRQG¶XQQRXYHDXFULWqUHGHGpWHFWLRQjSDUWLUGHODFRPELQDLVRQGHVGHX[HVSDFHV
de classification de la forme locale des surfaces: SC et HK  x Proposition et implémentation de quatre nouveaux détecteurs basés sur des mesures de la 
courbure que nous avons appelé (SC_HK_C, SC_HK_ FQ, SC_HK_Conf et SC_HK_Con) x Comparaison de ces détecteurs avec des détecteurs connus dans le domaine des points 
G¶LQWpUrWFRPPHOH+DUULV 3D et le SURF 3D en évaluant quantitativement la répétabilité et la 
robustesse  
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x Formulation de deux nouveaux descripteurs IndSHOT et IndTHrift en rajoutant une 
LQIRUPDWLRQVXUO¶LQGLFHGHIRUPHDX[GHVFULSWHXUV6+27HW7KULIWGHODOLWWpUDWXUH x Etude et comparaison du pouvoir descriptif et de la stabilité de ces descripteurs  x DéveloppHPHQWG¶XQV\VWqPHFRPSOHWGHUHFRQQDLVVDQFHG¶REMHWV'FRPSRUWDQW OHVpWDSHV
GHGpWHFWLRQGHSRLQWVG¶LQWpUrWOHXUGHVFULSWLRQHWOHXUPLVHHQFRUUHVSRQGDQFHVXUGHVYXHV
'GHO¶REMHW x Evaluation de la performance de notre système, en termes de taux de reconnaissance, sur 
GLYHUVHV EDVHV GH GRQQpHV G¶LPDJHV GH SURIRQGHXUV SURYHQDQW GH FDSWHXUV GLIIpUHQWV HW
comparaison avec des systèmes existants, pour des scénarios, réels et artificiels, évaluant 
O¶LQYDULDQFHDX[WUDQVIRUPDWLRQVJpRPpWULTXHVHWODUREXstesse au bruit. x 3URSRVLWLRQG¶XQHH[WHQVLRQGHODPpWKRGHSURSRVpHSRXUXQHYHUVLRQPXOWL-échelle qui serait 
plus robuste x Participation, dans le laboratoire, j O¶HQUHJLVWUHPHQW HW O¶H[SORLWDWLRQ GH GRQQpHV de bases 
acquises avec des caméra 3D dont la base Carotte de données de Kinect. 
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 Chapitre :  Terminologie et Notions de base 
sur la 3D 
 
 
 
/¶XQGHVSULQFLSDX[DWRXWVGHO¶DFTXLVLWLRQ'GXPRQGHUpHOHVWODSRVVLELOLWpG¶DYRLUXQHLQIRUPDWLRQ
de profondeur (distance) indépendante de la luminosité et une information sur les dimensions réelles 
de la scène. Cette acquisition peut se faire par différents capteurs comme les scanners 3D, les systèmes 
de stéréo, les scanners lidar, les caméras temps de vol, etc. Le signal capturé est souvent sous le format 
G¶XQHJULOOHRXXQQXDJHGHSRLQWV'Cependant, lDJUDQGHTXDQWLWpG¶LQIRUPDWLRQs contenues dans 
ce signal est difficilement exploitable pour des applications temps-réel. Pour pallier ce problème, une 
représentation plus compacte, robuste au bruit et invariante j O¶pFKHOOH et aux transformations 
géométriques, est requise. 
 
1.1. Types de données 3D 
1.1.1 Nuage de points  
La sortie initiale et commune des scanners laser ou des caméras 3D est un nuage de points (Figure 
1-1&HVSRLQWVVRQWFRQVLGpUpVFRPPHGHVpFKDQWLOORQVGHODVXUIDFHGHO¶REMHWHWVRQWDUUDQJpVVRXV
formes de système de coordonnées en des triplets (X, Y, Z) avec Z représentant la profondeur. Ce 
nuage est souvent transformé, pour une meilleure visualisation, en un maillage polygonal avec une 
reconstruction surfacique. Selon le type du capteur, le nuage de points peut être organisé (structuré) ou 
désorganisé (non structuré). 
 
      
 
Figure 1-1. EƵĂŐĞĚĞƉŽŝŶƚĚ ?ƵŶŵŽĚğůĞ ?ĚĞǀŽŝƚƵƌĞ 
1.1.2 Image de profondeurs   
Une image de profondeur (range image) ou image 2.5D est une image en niveau de gris dans laquelle 
O¶LQWHQVLWpHVWLQYHUVHPHQWSURSRUWLRQQHOOHjODGLVWDQFHGHs points de la scène vue sous un seul angle. 
Les techniques de mesure de profondeurs (distances) VRQWPXOWLSOHV1RXVFLWRQVjWLWUHG¶H[HPSOHOH
scanner par temps de vol TXLXWLOLVHXQIDLVFHDXODVHUSRXUVRQGHUODSURIRQGHXU$XF°XUGHFHW\SH
de scanner se trouve un télémètre laser permettant de calculer la distance à la surface de l'objet étudié 
en mesurant OH WHPSV QpFHVVDLUH DX WUDMHW G¶DOOHU-retour de l'impulsion du faisceau laser réfléchi. 
Puisque la vitesse de la lumière est connue, le temps de retour permet de déterminer la distance 
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parcourue par la lumière, qui est deux fois la distance entre le scanner et la surface GH O¶REMHW. 
Évidemment, l'exactitude du scanner par temps de vol dépend de la précision de la mesure du temps de 
retour.  
La technologie capteur de profondeur 3D  (3D depth sensor) à base de caméra infrarouge est un autre 
exemple et elle permet d'obtenir une image représentant les dégagements thermiques émis par l'objet 
REVHUYp /H IRQFWLRQQHPHQW HVW VLPLODLUH j FHOXL G¶XQH FDPpUD 5*B sauf qu'uniquement les rayons 
infrarouges sont émis et filtrés. La scène est bombardée par les rayons infrarougeVQRQYLVLEOHVjO
°LO
Une partie de ces rayonnements sera retournée par l'ensemble des objets de la scène. Plus l'objet est 
loin et plus la quantité de rayonnement infrarouge réfléchie est faible. Ainsi, la caméra infrarouge 
mesure la distance de l'objet en fonction de l'intensité. Des niveaux de couleurs peuvent être rajoutés 
en fonction de la température mesurée. La Kinect est une caméra 3D qui comporte une source de 
lumière infrarouge « structurée », une caméra infrarouge et une caméra couleur (Figure 1-2). 
 
Figure 1-2. > ?ŝŵĂŐĞZ'Ě ?ƵŶĞƐĐğŶĞƌĠĞůůĞ ?ă gauche) et l'image recueillie  
par la caméra 3D Kinect (à droite) 
 
8QHDXWUHIDoRQG¶obtenir des images de profondeur est dHJpQpUHUjSDUWLUG¶XQmodèle 3D complet un 
ensemble de projections 2.5D correspondant à différents angles de vue. Dans une approche 
G¶LQGH[DWLRQ=DKDULDHW3UrWHX[(Zaharia, et al., 2002) définissent une boîte cubique de projection sur 
laquelle les images de profondeur sont calculées. De même, Chaouch et Verroust-Blondet (Chaouch, 
et al., 2007) SURMHWWHQWOHVPRGqOHV'VXUOHVGLUHFWLRQVQRUPDOHVDVVRFLpHVDX[YLQJWVRPPHWVG¶XQ
dodécaèdre régulier (Figure 1-3). 
a -           b-  
Figure 1-3. -a- Six images de profondeur associées aux six faces de la boîte de projection (Zaharia, et 
al., 2002) ;  -b- les 20 angles de vues associés aux sommets du dodécaèdre (Chaouch, et al., 2007) 
 
Nous mentionnons également la technique utilisant la stéréoscopie qui permet, à partir de deux 
images 2D, de produire une perception du relief. Les systèmes stéréoscopiques utilisent généralement 
deux caméras vidéo, situées côte à côte et visant la même scène. Un système de caméra stéréo peut 
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être utilisé pour déterminer DYHF SOXV RX PRLQV G¶DSSUR[LPDWLRQ OD SURIRQGHXU GHV SRLQWV GDQV OD
scène, par exemple à partir du point central sur la ligne située entre les deux foyers. Pour mesurer la 
SURIRQGHXUjO¶DLGHG¶XQV\VWqPHVWpUpRLOHVWQpFHVVDLUHG
DERUGGHWURXYHUOHVSRLQWVTXLV¶DSSDULHQW
GDQVOHVGLIIpUHQWHVLPDJHV/DUpVROXWLRQGHODSUREOpPDWLTXHG¶DSSDULHPHQWHVWO¶XQGHVSULQFLSDX[
problèmes de cette technique (régions d'intensité ou couleur homogène), en plus du coût des capteurs 
(multiplié par 2), et surtout de la critique étape de calibration de la paire stéréo.  
 
1.1.3 Données polygonales  
Pour des raisons de visualisation en temps réel de modèles tridimensionnels, les applications basées 
sur les graphiques et la vision par ordinateur utilisent des surfaces polygonales (polyédriques). 
*pQpUDOHPHQWjSDUWLU GHV LPDJHVGHSURIRQGHXUV O¶LQIRUPDWLRQ'GHVSRLQWV HVW FRQYHUWLHHQGHV
données 3D polygonales. Contrairement aux images de profondeurs qui donnent uniquement les points 
SHUoXVVRXVO¶DQJOHGHYXHOHVGRQQpHVSRO\JRQDOHVSHXYHQWUHSUpVHQWHUOHPRGqOHGHO¶REMHWFRPSOHW
La combinaison des plusieurs images de profondeurs capturées sous différentes prises de vue 
permettent de construire un maillage polygonal du modèle complet. La représentation d¶XQHsurface 
3D par une subdivision en XQHQVHPEOHGHSRO\JRQHVV¶DSSHOOHPDLOODJH8QPDLOODJHFRPSRUWHGHs 
sommets connectés les uns aux autres par des faces ou facettes de forme polygonale. Parmi les types 
de maillages les plus courants, nous mentionnons la triangulation ou maillage triangulaire (trimesh) 
qui désigne un maillage où les facettes sont des triangles. On parle aussi des maillages volumiques 
lorsque les sommets sont reliés par des tétraèdres. 
Pour des représentations de haute complexité, il est possible de représenter le modèle avec des niveaux 
de détail plus ou moins fins selon les besoins de l'utilisateur et le type d'application. L'utilisation de 
méthodes de simplification géométrique permet de réduire la complexité des objets pour en produire 
des versions simplifiées à partir de leurs descriptions originales (Figure 1-4). Par exemple, une zone 
avec une faible courbure (ex. zone plane) peut être représentée avec peu de sommets. Cependant, selon 
OD WHFKQLTXHG¶DFTXLVLWLRQFHWWH]RQe peut contenir beaucoup de points 3D redondants. Dans ce cas, 
une décimation est appliquée sur le maillage polygonal. Les zones à faible valeur de courbure sont 
sous-échantillonnées. 
 
Figure 1-4. Exemple de simplification avec différentes valeurs de subdivision régulière 
 
1.1.4 Prétraitements des données 
Les données utilisées dans un système de reconnaissance 3D se présentent sous différents formats 
possibles, par exemple: 
- nuages de points 3D 
- images de profondeurs  
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- représentation polyédrique 
8Q H[HPSOH G¶LPDJHV GH W\SH LQWHQVLWp ' ' HW une UHSUpVHQWDWLRQ SRO\JRQDOH GX PRGqOH G¶XQ
visage est illustré dans la Figure 1-5. 
 
 
Figure 1-5. Trois représentations du visage: image 2D en niveau de gris, image de profondeur, 
 et modèle surfacique 
 
Après acquisition de ces données, des prétraitements sont souvent appliqués, par exemple, la détection 
G¶REMHWV TXL GpOLPLWH HW LVROH OD ]RQH G¶LQWpUrW GHV REMHWV GH OD VFqQH 'H SOXV VHORQ OD ILQDOLWp GH
O¶DSSOLFDWLRQHWOHVFpQDULRHQYLVDJpSRXUOHV\VWqPHGHUHFRQQDLVVDQFHOHVGRQQpHVSHXYHQWsoit être 
exploitées sous le format de vues partielles, ou bien on leur applique un processus de reconstruction 
pour avoir le modèle 3D FRPSOHWGHO¶REMHW 
Dans le traitement des données 3D réelles, le problème du bruit est souvent présent. Il peut se 
manifester par exemple ORUVGHO¶DFTXLVLWLRQ par un effet de bord qui apparait dans le cas où la lumière 
IUDSSH OH IRQG HW OH ERUG GH O¶REMHW DX PrPH SL[HO, ce qui donne des points aberrants ("outliers"). 
Diverses techniques se sont intéressées au traitement de ce problème dans la littérature. Nous citons à 
WLWUHG¶H[HPSOHV: 
x Pour le dé-bruitage des images de profondeurs, les techniques de filtrage des données 
FODVVLTXHV HQ ' VRQW VRXYHQW XWLOLVpHV 3DU H[HPSOH XQ OLVVDJH SHXW V¶DSSOLTXHU j
O¶LQIRUPDWLRQGHGLVWDQFH]DYHFXQILOWUHPR\HQRXPpGLDQDGDSWDWLIGHGLVWDQFHCes filtres 
utilisent un masque de taille différente (ex. 3 × 3, 5 × 5, or 7 × 7) selon la valeur de distance en 
chaque pixel. x  Sur un nuage de points 3D, Ramaswamy et al. (Ramaswamy, 2000) utilisent les k plus 
proches voisins pour repérer les points aberrants : ils calculent, pour chaque point, la distance 
moyenne carrée aux K plus proches voisins et ordonnent les points par rapport à cette distance, 
et enfin extraient les n données les plus déviantes. x  Kalogerakis et al. (Kalogerakis, et al., 2009) traitent, aussi, le problème de dé-bruitage du 
nuage de points 3D et des points du bord automatiquement par une minimisation d'énergie. Un 
point du bord se présente si le nombre de ses voisins est inférieur à un seuil (Figure 1-6). Le 
voisinage est défini par les points les plus proches se trouvant sur le plan tangent subdivisé en 
6 tranches (des angles de 60°). Un point du bord est défini par un point dont le nombre de 
voisins est inférieur à un seuil (égal à 3). Les bords peuvent apporter GHO¶LQIRUPDWLRQXWLOHLO
est alors judicieux de ne pas être très restrictif sur le seuil. Dans leur processus de calcul de la 
courbure en un point pi, Kalogerakis et al. estiment un poids pour chaque paire des points (pi, 
pj), avec pj est un point de son voisinage. Pour chaque point pi, une mesure qui représente la 
contribution de chaque point du voisinage j O¶HVWLPDWLRQ GH OD FRXUEXUH HVW LQWURGXLWH 8Q
point pj HVWXQSRLQWDEHUUDQWVLO¶pYDOXDWLRQGHFHWWHPHVXUHHVWpJDOHjFHTXLVLJQLILHTXHOD
variation des normales, associée à la paire (pi, pjQ¶HVWSDVLPSOLTXpHGDQVODGpILQLWLRQGHOD
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courbure au point pi. Une technique de correction des points mal placés qui consiste en une 
PLQLPLVDWLRQG¶pQHUJLHHVWpJDOHPHQWSURSRVpH 
 
 
Figure 1-6. a- Point du bord (définition et conditions); b-Variation de lĂŶŽƌŵĂůĞƉŽƵƌů ?ĞƐƚŝŵĂƚŝŽŶĚĞ
la courbure (Kalogerakis, et al., 2009) 
 
'DQV OH EXW GH WURXYHU XQH UHSUpVHQWDWLRQ GH KDXW QLYHDX GH O¶DSSDUHQFH GH O¶REMHW OD SOXSDUW GHV
techniques utilisées font appel à la géométrie différentielle pour extraire des primitives à base de 
normales et de courbures (Figure 1-7). 
 
Figure 1-7. DĞƐƵƌĞĚƵĐĂƌĂĐƚğƌĞ UƉůƵƐŽƵŵŽŝŶƐĐŽƵƌďĠ ?ĚĞů ?ŽďũĞƚ P 
 courbure (à gauche), et normales (à droite). 
 
1.2. Mesures quantitatives du degré de courbure  
Dans cette partie, nous allons présenteUGHVQRWLRQVG¶HVWLPDWHXUVGHODGpYLDWLRQGHODVXUIDFHORFDOH
Ces mesures vont être utilisées dans la suite de ce manuscrit. 
1.2.1 Normale et Courbure  1RUPDOHG¶XQSRLQW' 
La normale désigne la TXDQWLWpGLIIpUHQWLHOOHG¶RUGUH. /¶RULHQWDWLRQGRPLQDQWH HQXQSRLQW'HVW
FHOOHGHODQRUPDOHGHODVXUIDFHORFDOHGpILQLHSDUOHYRLVLQDJHGXSRLQW/¶HVWLPDWLRQGHODQRUPDOHHQ
un point 3D constitue une problématique en soit.  
3OXVLHXUVWHFKQLTXHVG¶pYDOXDWLRQGHODQRUPDOHHQXQSRLnt sont possibles : 
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$MXVWHPHQWG¶XQHIRQFWLRQDQDO\WLTXHFRQWLQXHDX[GRQQpHVORFDOHVOHYRLVLQDJHGLVFUqWHVDYHFOHV
PRLQGUHVFDUUpV/HSUREOqPHG¶DMXVWHPHQWHVWDSSURFKpSDUXQHUpVROXWLRQG¶pTXDWLRQV(Al-Osaimi, et 
al., 2007). 3OXVVLPSOHPHQWVLQRXVVXSSRVRQVTXHO¶pTXDWLRQGXSODQFRQWHQDQWOe point est:  
ax +by+ cz+ d =0 ; la normale est donnée par le vecteur transposé [a b c]T 
* 'DQV OHFDVG¶XQPDLOODJH la façon la plus simple pour calculer la normale en un sommet est de 
prendre la moyenne des normales des facetteVDX[TXHOOHVLODSSDUWLHQW/DQRUPDOHG¶XQHIDFHWWHHVWOH
produit vectoriel de deux vecteurs constitués par les sommets de cette facette. La normale en un point i 
est la moyenne des normales  ݊? ?ሬሬሬሬሬԦ calculées sur son voisinage, et donnée par : 
 ݊? ?ሬሬሬሬሬԦ ൌ  ݒ ? ?ሬሬሬሬԦݒ ? ?ሬሬሬሬሬሬԦ ?ݒ ? ?ሬሬሬሬԦݒ ? ?ሬሬሬሬሬሬԦ ? 
 avec ݒ ? ?ሬሬሬሬሬሬԦ le vecteur formé par le point i et le point voisin k. /¶RSpUDWHXU [ GpVLJQH OH SURGXLW
vectoriel. Les directions des normales sont contrôlées par le produit scalaire de deux normales. Si ce 
produit est négatif, une des deux directions doit être changée en son opposé (Biosca, 2008). 
&HSHQGDQWHQSUpVHQFHGHEUXLWFHWWHPpWKRGHpFKRXHGDQVO¶HVWLPDWLRQGHVQRUPDOHV 
 Courbure  
La courbure d'un objet géométrique est une mesure quantitative du caractère "plus ou moins ondulé ou 
plat" de cet objet, RXHQFRUHO¶LQWHQVLWpGXFhangement dans la rotation des lignes de points (arc) qui le 
constituent. La courbure désigne la quantité différentielle G¶RUGUH  La définition formelle de la 
FRXUEXUHHVWGRQQpHSDUO¶pTXDWLRQsuivante, ou K est la courbure, %? HVWO¶DQJOHWDQJHQWLHOHWS est la 
lonJXHXUGHO¶DUF :   
 
Équation 1.1 
(QSUHQDQWO¶pTXDWLRQ'SDUDPpWULTXH[ [WHW\ \Wcette équation SHXWV¶pFULUHsous la forme:  
  
Équation 1.2 
3RXUVLPSOLILHUO¶Équation 1.3 GHO¶DQJOHWDQJHQWSHXWrWUHXWLOLVpH : 
   
 Équation 1.3 
Le terme  ? ? ? ? GHO¶Équation 1.2 HVWREWHQXSDUOHVGpULYpHVSDUUDSSRUWjWGDQVO¶Équation 1.3. Le calcul VXLYDQWSHUPHWG¶REWHQLUl¶Équation 1.4. 
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   Équation 1.4 
Combinant les équations Équation 1.2 et Équation 1.4 
, la valeur de la courbure K est obtenue par: 
 
Équation 1.5 
Cette équation peut être minimisée sous la forme: 
 
Équation 1.6 
 
Les courbures ont été utilisées par exemple, en reconnaissance des visages car elles permettent de 
GpFULUHOHVGpWDLOVGHV]RQHVFRPPHOHQH]HWODERXFKH/HSUREOqPHHVVHQWLHOGDQVO¶HVWLPDWLRQGHV
FRXUEXUHV HVW OD GpILQLWLRQ GX YRLVLQDJH DX SRLQW VXUWRXW TXDQG OH QXDJH GH SRLQWV ' Q¶HVW SDV
ordonné. Des algorithmes comme les K-moyennes floues, améliorés en incorporant dans la mesure de 
GLVWDQFH OHV PDWULFHV GH FRYDULDQFHV IORXHV V¶DYqUHQW WUqV SHUIRUPDQWV SRXU IDLUH pPHUJHU GHV
structures particulières (Loménie, et al., 1999). Kalogerakis et al. (Kalogerakis, et al., 2009) ont été les 
premiers à présenter une méthode pour extraire les lignes de courbure directement sur le nuage de 
point. En effet, ils proposent une nouvelle approche pour une estimation robuste et statistique des 
QRUPDOHVHWGHVFRXUEXUHVG¶XQHVXUIDFH1RWRQVc le point sur lequel la courbure est calculée par le 
point central. En utilisant le nombre minimum de points voisins les plus proches dans les six tranches 
de son plan tangent, le voisinage du point central c est estimé. Une échelle pour le calcul de la 
courbure est définie par la sphère de rayon proportionnel à la moyenne des distances du point central à 
ces voisins. Le tenseur de courbure est estimé premièrement par la variation de la position et des 
QRUPDOHV G¶XQH SDLUH GH SRLQWV VXU FH YRLVLQDJH &HWWH YDULDWLRQ HVW GpILQLH GDQV XQ UHSqUH GH
coordonnées locales orthonormées obtenue par le plan tangent. Le tenseur est raffiné HQV¶DSSX\DQWVXU
le processus IRLS ,WHUDWLYH5HZHLJKWHG/HDVW6TXDUHV(QHIIHWO¶DOJRULWKPH0-estimation attribue 
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des poids aux variations des normales de chaque paire et les ré-HVWLPH MXVTX¶j FRQYHUJHQFH
(Kalogerakis, et al., 2007). Comme les courbures sont calculées avec des dérivées secondes, ces 
WHFKQLTXHVVRQWVHQVLEOHVDXEUXLWHWDX[SHWLWHVRQGXODWLRQVGDQVODVXUIDFHGH O¶REMHWHWQRWDPPHQW
dans le cas multi-résolution. 
 
1.2.2  Courbures principales 
/¶H[WUDFWLRQ des courbures principales fait partie des méthodes les plus répandues pour caractériser 
une surface 3D. Ces courbures, en un point donné, FRUUHVSRQGHQWjO¶LQWHUVHFWLRQGHVSODQVFRQWHQDQW
les vecteurs des normales aux surfaces, avec les plans tangents au point en question. La valeur 
maximale et la valeur minimale de ces courbures forment les courbures principales et sont notées 
respectivHPHQWț1  HWț2 (Figure 1-8). (QXQSRLQWG¶XQH LPDJHX(u, v), la courbure principale et ses 
directions principales sont calculés par la décomposition en valeurs propres de la matrice Hessienne 
définie par : 
  
Équation 1.7 
/HV YDOHXUV SURSUHV GH FHWWH PDWULFH V\PpWULTXH GRQQHQW OHV FRXUEXUHV SULQFLSDOHV ț1 HW ț2 et les 
vecteurs propres correspondent aux directions principales. Le signe de la courbure principale est 
SRVLWLI VL HOOH D OD PrPH GLUHFWLRQ TXH OH YHFWHXU QRUPDOH HW HVW QpJDWLI VL O¶LQYHUVH /HV GLUHFWLRQV
principales sont toujours perpendiculaires. Ces courbures  LQIRUPHQWVXUOD IRUPHORFDOHDXWRXUG¶XQ
point et permettent de classer les points de la surface. 
 
Figure 1-8. a- Le plan de la normale avec la courbure maximale. -b- Le plan de la normale avec la 
courbure minimale. -c- Exemple de valeurs de courbures principales 
ʃ1  A? ? ? ? ?Ğƚʃ2  =  - ? ? ? ? ?>ĂƐƵƌĨĂĐĞĞƐƚĚĞůĂĨŽƌŵĞĚ ?ƵŶĞƐĞůůĞĚĞƐŝŶŐĞ ?ŵŽŶŬĞǇƐĂĚĚůĞ ?Ě ?ĠƋƵĂƚŝŽŶ P
z(x,y) = x3 -  ? ?ǆ ?Ǉ2. 
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Des estimateurs à base des courbures principales ont été proposés comme les courbures gaussiennes et 
PR\HQQHVO¶LQGLFHGHIRUPHHWO¶LQWHQVLWpGHFRXUEXUH 
Dans ce qui suit, nous introduisons ces estimateurs. 
 
1.2.3 Courbure gaussienne (K) et moyenne (H) 
Les courbures gaussiennes K et moyennes H sont introduites par Besl (Besl, et al., 1988). K est le 
produit des courbures principales et renseigne sur le caractère localement elliptique ou hyperbolique 
de la surface. Le signe de K est positif si la surface locale a une forme de sommet ou de vallée, et est 
QpJDWLYHVLODIRUPHHVWXQHVHOOH/DUpJLRQHVWSODQHVLO¶XQHDXPRLQVGHVFRXUEXUHVSULQFLSDOHVHVW
nulle.  
La moyenne des courbures principales définit H et indique de combien la surface est courbée.  
Les formes locales sont classées selon les valeurs de H et K qui sont données par : 
  ൌ ?൅  ? ?   ?  ൌ  ? ?  ? 
Équation 1.8   
  
1.2.4 Espace HK 
Besl et Jain (Besl, et al., 1988) ont été les premiers jSURSRVHUG¶XWLOLVHUOHVYDOHXUVGH+HW.SRXUOD
segmentation de la surface. Selon les valeurs de la paire HK, les régions peuvent être classées comme 
suit dans la Figure 1-9 : 
 
 
Figure 1-9. Classification des surfaces selon les valeurs de H et K (Akagündüz, 2011) 
                                                 
A cause du bruit existant sur les surfaces réellesLOHVWLPSRVVLEOHG¶DYRLUOHVYDOHXUVGH+HW.pJDOHV
à zéro. Des seuils sur ces valeurs sont utilisés. Les valeurs au dessous de ces seuils sont considérées 
comme nulles. Une Fonction Tp (Equation 1.9) est introduite pour donner une valeur entre 1 et 9 à la 
surface selon la valeur de la paire (H, K) (Tableau 1-1). 
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 ?ൌ  ? ൅  ? ቀ ? ൅    ?ሺܪሻቁ ൅ ቀ ? െ    ?ሺܭሻቁ  ?   ?ሺܺሻ ቐ ൅ ?݂݅ܺ ൐  ɂ ? ? ?݂݅ȁܺȁ ൑  ɂ ? ?െ ?݂݅ܺ ൏ ɂ ?  
Equation 1.9 
 
 
Tableau 1-1 Tableaux de Classification HK selon la fonction Tp (Akagündüz, 2011) 
 
La Figure 1-10 illustre la classification HK dans le plan (ˍ ? ?  ˍ?). Les droites séparatrices sont les 
seuils-]pURGHVYDOHXUVGH+HWG¶pTXDWLRQV :  ˍ ?൅ˍ ? ?ൗ  = +ܪ ?± ? ?   et  ˍ ?൅ˍ ? ?ൗ  = െܪ ?± ? ? 
Équation 1.10 
Les courbes séparatrices sont les seuils-zéro des valeurs GH.HWG¶pTXDWLRQV ˍ ? ?  ˍ?൐ +ܪ ?± ? ?   et  ˍ ? ?  ˍ?൐  െܪ ?± ? ? 
Équation 1.11 
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Figure 1-10. Classification HK dans le plan (k1, k2) (Akagündüz, 2011) 
Les régions colorées correspondent au Tableau 1-1. 
 
&RPPHLQGLTXpGDQVO¶DQDO\VHGHCantzler et Fisher (Cantzler, et al., 2001), les régions planes ne sont 
pas symétriques et la zone des régions paraboliques devient très fine pour les grandes valeurs de 
courbures. De plus, les valeurs de H et K dépendent fortement des seuils. Un décalage des valeurs des 
seuils entrainent des changements dans la répartition des régions dans le plan (ˍ ? ?  ˍ?). Les valeurs de ˍ ?ˍ ? VRQWLQYDULDQWVDX[FKDQJHPHQWVG¶RULHQWDWLRQPDLVYDULHQWSRXUXQUp-échantillonnage ou un 
FKDQJHPHQW G¶pFKHOOH GH OD VXUIDFH ORFDOH $LQVL + HW . QH VRQW SDV LQYDULDQWV j O¶pFKHOOH HW j OD
UpVROXWLRQPDLVLQYDULDQWVjO¶RULHQWDWLRQ 
 
1.2.5 Indice de forme (S) 
Partis du constat que les courbures gaussiennes et moyennes Q¶LQIRUPHQW SDV VXIILVDPPHQW VXU OD
forme locale de la surface, Koenderink et Doorn (Koenderink, et al., 1992) proposent une autre mesure 
TXDQWLWDWLYHLQYDULDQWHjO¶pFKHOOHappelée « indice de forme » SIp. Cet estimateur est défini en un point 
p par O¶Équation 1.12. Modifié par Dorai et Jain (Dorai, et al., 1997), la formule de SIp est donnée dans 
O¶Équation 1.13. 
 ?ൌ  ?Ɏൈ  ቆ ? ?൅ ? ? ? ?െ ? ?ቇ  ? ? ?൐ ? ? 
Équation 1.12  ?ൌ  ? ?െ  ?ȧ ൈ   ? ?൅ ? ? ? ?െ ? ? 
Équation 1.13 
Dans ces formules, k1p and k2p sont respectivement la courbure maximale et la courbure minimale. 
Avec la définition GHO¶Équation 1.13, à chaque forme va correspondre une valeur unique de SI et est 
FODVVpHGDQVO¶LQWHUYDOOH>@VDXISRXUOHVVXUIDFHVSODQHVRXOHVFRXUEXUHVSULQFLSDOHVVRQWQXOOHV). 
'DQVO¶Équation 1.12, O¶LQWHUYDOOHde variation des valeurs est [-1,1]. /HVJUDQGHVYDOHXUVGHO¶LQGLFHGH
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forme correspondent à des surfaces convexes et les petites valeurs représentent des surfaces concaves. 
La graduation continue GHVYDOHXUVGHO¶LQGLFHGHIRUPHHVWVXEGLYLVpHSDUGHVVHXLOVIL[HVHQGHVVRXV
intervalles correspondants à différents types de forme. Dans la définition originale de Koenderink et 
Doorn, ils ne différentient pas les régions hyperboliques en trois types vallée anticlinale, hyperbolique 
et saddle ridge. Une autre valeur de constante (3/16) a été alors rajoutée par (Akagündüz, 2011) 
(Figure 1-11). Le résultat de la classification par SI est invariant à O¶RULHQWDWLRQ la rotation et la 
translation. 
 
 
Figure 1-11. WŽƐŝƚŝŽŶƐĚĞƐ ?ƚǇƉĞƐĚĞƐƵƌĨĂĐĞƐƉĂƌůĂĐůĂƐƐŝĨŝĐĂƚŝŽŶƐƵƌů ?ĠĐŚĞůůĞĚĞƐǀĂůĞƵƌƐĚĞů ?ŝŶĚŝĐĞ
de forme SI (Dorai & Jain, 1997) 
 
1.2.6 Intensité de courbure (C) 
Un estimateur C de la magnitude de courbure est introduit également par Koenderink et Doorn 
(Koenderink & Doorn, 1992). &¶HVWXQHPHVXUHSRVLWLYHTXLTXDQWLILHGHFRPELHQHVWFRXUEpOHSRLQW
(Équation 1.14). Un point sans courbure a une valeur nulle de C. Cette mesure est invariante à 
O¶RULHQWDWLRQ, PDLVQHO¶HVWSDVSRXUO¶pFKHOOHHWODUpVROXWLRQ 
 ܥ ൌ ඨሺ݇ ? ?ሻ ?൅ ሺ݇ ? ?ሻ ? ?  
Équation 1.14 
1.2.7 Espace SC 
Comme présenté précédemment, l¶LQGLFHGHIRUPH6renseigne sur ODIRUPHHWO¶LQWHQVLWpGHFRXUEXUH
C décide si la surface est localement plane ou pas. /¶HVSDFH Indice de forme-Intensité de Courbure 
(SC) a été utilisé (Koenderink & Doorn, 1992) pour subdiviser les formes de surface en 9 types (sous 
forme de dôme, de cuvette,  de selle ornière, de selle crête, etc). Par exemple, une valeur de SI entre 
0.8125 et 0.9375 correspond à dôme (Tableau 1-2). Ce schéma a été utilisé aussi pour la représentation 
        
 
SHAIEK Ayet Page 39 
 
de la forme 3D dans (Dorai & Jain, 1997) en segmentant la surface du modèle en des sous-régions 
selon leur typologie. 
 
 
Tableau 1-2 Classification des surfaces selon la paire SC (Akagündüz, 2011) 
 
1.2.8 Comparaison HK vs SC  
La description de la courbure par le biais des représentations HK et SC a été comparée par Cantzler et 
Fisher (Cantzler, et al., 2001), en termes de pertinence de classification des surfaces et impact des 
seuils et des niveaux de bruit sur cette classification. La remarque est que, sur une représentation des 
espaces HK et SC sur le même plan (k1, k2), & V¶DQQXOH VL OD VXUIDFH HVW SODQH, . V¶DQQXOH VXU OHV
surfaces paraboliques (cylindrical ridges et ruts) HW + V¶DQQXOH VXU OHV VXUIDFHV HQ VHOOH, pour des 
VXUIDFHV TXL SDUDLVVHQW FRXUEpHV SRXU O¶°LO KXPDLQ Leur conclusion consiste à dire que ces 
classifications dépendent fortement des seuils choisis et que les résultats sont comparables pour les 
deux représentations. Cependant, O¶DSSURFKH6&apparait meilleure pour des faibles seuils et dans le 
traitement du bruit et des scènes complexes. Dans le travail de (Li, et al., 2004), des histogrammes sur 
OHVYDOHXUVGHVSDLUHV+.HW6&VRQWFDOFXOpVVXUGHVLPDJHV'/¶pWXGH comparative menée montre 
que les histogrammes de SC sont meilleurs pour la classificatioQ&HSHQGDQWODUpVROXWLRQHWO¶HIIHWGH
O¶pFKDQWLOORQQDJHGHVLPDJHVVRQWLJQRUpVGDQVFHWWHFRPSDUDLVRQ3OXVUpFHPPHQWGDQVXQHDSSURFKH
multi échelle, Bozkurt et al. (Bozkurt, et al., 2009) ont PRQWUpTXHO¶HVSDFH+.GRQQHGHVPHLOOHXUV
UpVXOWDWVHQWHUPHGHUHFRQQDLVVDQFHG¶REMHWV 
 
Le tableau suivant résume les points positifs et négatifs de chacun des deux espaces HK et SC.  
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 Points positifs Points négatifs 
 
 
HK 
 x ,QYDULDQFHjO¶RULHQWDWLRQtranslation 
et rotation x Meilleure performance pour une 
approche multi-échelle 
 x Dépendance de deux seuils-
zéro sur H et K x 3DVG¶LQYDULDQFHjO¶pFKHOOH
et à la résolution   
 
 
 
SC 
 x ,QYDULDQFHjO¶RULHQWDWLRQWUDQVODWLRQ
et rotation x Invariance de S à O¶pFKHOOHHWjOD
résolution x Meilleure classification pour des 
faibles seuils et dans le traitement du 
bruit et des scènes complexes 
 
 
 x 'pSHQGDQFHG¶XQVHXLO-zéro 
sur C 
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 Chapitre :  (7$7'(/$57 des techniques de 
reconnaissance 3D 
 
 
 
'DQV FHWWH VHFWLRQ QRXV FODVVRQV OHV DSSURFKHV GH UHFRQQDLVVDQFH G¶REMHWV ' GpFULWHV GDQV OD
OLWWpUDWXUH&HSHQGDQWFHWWHOLVWHQ¶DSDVEXWG¶rWUHH[KDXVWLYH$ILQGHUpSRQGUHjO
DWWHQWHGXVXMHWGH
notre thèse, QRXVGpWDLOORQVSOXVSDUWLFXOLqUHPHQWOHVDSSURFKHVEDVpHVVXUOHVSRLQWVG¶LQWpUrW 
Le schéma classique d'un processus de reconnaissance d'objets, présenté dans la Figure 2-1, distingue 
GHX[pWDSHVODSUHPLqUHHVWO¶DSSUHQWLVVDJHTXLFRQVLVWHjDSSUHQGUHODGHVFULSWLRQGHVREMHWVjSDUWLU
d'une base d'exemples (galerie) pour construire des classes, la seconde est la classification qui 
reconnait un objet inconnu (requête ou probe) à partir de sa description en lui assignant une classe. 
 
 
 
 
 
 
 
Figure 2-1. ƚĂƉĞƐĚ ?ƵŶƐǇƐƚğŵĞĚĞƌĞĐŽŶŶĂŝƐƐĂŶĐĞ 
 
2.1.  Typologie des approches de reconnaissance 3D  
La détermination de la similitude entre les objets 3D consiste à définir une signature et une mesure de 
similarité. Outre la reconnaissance 3D, la recherche par le contenu ou « l'indexation 3D » V¶LQWpUHVVHj
cette notion. L'analyse de la littérature des approches de ces deux domaines montre qu'il existe une 
variété de descripteurs qui dérivent de différents aspects des objets 3D. Nous avons choisi comme 
SUHPLqUHUpSDUWLWLRQG¶DGRSWHUFHOOHpYRTXpHSDU=DKDULDHWPrêteux (Zaharia, et al., 2002). Si certaines 
méthodes caractérisent les modèles 3D par leurs propriétés géométriques, d'autres se fondent sur les 
projections 2D des modèles. Ces projections 2D encodent une information tridimensionnelle. De ce 
fait, une distinction des descripteurs en deux familles est possible: famille des approches 3D et famille 
des approches 2D/3D. Une deuxième répartition, proposée par Campbell et al. (Campbell, et al., 
2001), répertorie les méthodes de reconnaissance selon la nature de la représentation de la forme 3D et 
Exemple 
Ě ?ĂƉƉƌĞŶƚŝƐƐĂŐĞ Apprentissage Prétraitement Description 
Prétraitement Classification Exemple à  
classifier 
Description 
extraite 
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considère : les approches locales et les approches globales (ou holistiques) (Roth, et al., 2008). Zhao et 
al. (Zhao, et al., 2003) rajoutent une troisième classe qui regroupe les méthodes caractérisant 
localement et globalement le modèle 3D. 
Dans cette partie, nous présentons dans un premier temps quelques approches 2D/3D en les 
subdivisant en locales et globales et dans un deuxième temps les approches 3D avec la même sous-
classification de localité et globalité.  
 
2.1.1 Approches 2D/3D 
Parti du constat que deux moGqOHV'VRQWVLPLODLUHVV¶LOVRQWOHPrPHDVSHFWGHODIRUPHsous tous les 
angles de vues, le traitement direct de la forme 3D est remplacé par des projections 2D sous formes 
G¶LPDJHV GH SURIRQGHXU GHV VLOKRXHWWHV RX HQFRUH GH FDUWHV GH FRXUEXUHV (Diego, et al., 2010). En 
effet, les images de profondeur permettent de déduire les propriétés topologiques et structurales de 
l'objet et offrent ainsi une description riche de la forme 3D. 
 
2.1.1.1  Approches 2D/3D globales 
/HVDSSURFKHVJOREDOHVFRXYUHQWO¶LQIRUPDWLRQGHtous OHVSL[HOVGHO¶LPDJH/¶LGpHHVWGHSURMHWHUOHV
données initiales dans un sous-espace qui représente les données de manière optimale selon un critère 
précis : par exemple, GDQV OH FDV GH O¶$&3 DQDO\VH HQ FRPSRVDQWHV SULQFLSDOHV OD YDULDQFH HVW
minimispHGDQVO¶$&,Analyse en Composantes Indépendantes), O¶LQGpSHQGance des composantes est 
visée, etc. /¶XQ GHV DYDQWDJHV GH Fes méthodes HVW TX¶j SDUWLU GHV GHVFULSWHXUV FDOFXOpV une 
reconstruction du modèle original est possible. Cependant, ces approches sont sensibles aux 
RFFXOWDWLRQV DX[YDULDWLRQVG¶LOOXPLQDWLRQHWGH O¶pFKHOOH, et aux déformations géométriques locales 
(expressions du visage par exemple), ce qui nécessite une étape de normalisation lors du prétraitement. 
Souvent, cette normalisation automatique ou manuelle (choix de points références) détériore la 
performance de la reconnaissance.   
 Chaouch et Verroust-Blondet (Chaouch, et al., 2007) proposent de représenter un modèle 3D par 20 
images de profondeur. A chaque image est associé un descripteur de lignes de profondeurs. Ces 
lignes sont obtenues par une méthode de mise en séquences TXL SDUW GH O¶HVSDFH GHV SRLQWV SRXU
IRUPHUXQHVpTXHQFHG¶pOpPHQWV6RQSULQFLSHHVWGHFRGHUXQHOLJQHGHSURIRQGHXUHQN pWDWVG¶XQH
VpTXHQFH G¶REVHUYDWLRQV &KDTXH REVHUYDWLRQ HVW UHSUpVHQWpH SDU XQ pWDW SDUPL  défini en 
correspondance avec 5 types de région (fond intérieur, fond extérieur, profondeur croissante, 
profondeur décroissante, profondeur stable). Finalement, la distance de programmation dynamique 
(DPD) est utilisée pour le calcul de similarité entre les descripteurs des lignes de profondeurs. 
 Les travaux de Vranic et Saupe (Vranic, et al., 2000) présentent le premier descripteur basé sur les 
images de profondeur, le « Depth Buffer-based Descriptor » (DBD). Pour assurer un comportement 
invariant géométriquement, chaque objet 3D est normalisé avec une ACP par rapport à un cube d'axes 
parallèles à ceux du repère intrinsèque à l'objet 3D. En projetant le modèle sur les six faces de ce cube, 
des images de profondeur sont calculées et transformées dans l'espace de Fourier en utilisant la 2D-
FFT (Fast Fourier Transform). La signature de l'objet 3D est extraite en gardant les coefficients basse-
fréquence pour chaque image de Fourier traitée.  
/HVEigenspaces utilisés par Murase et Naya (Murase, et al., 1995) et les Eigenfaces utilisés par 
(Tsalakanidou, et al., 2003) et par (Chang, et al., 2003) permettent un appariement holistique. Le 
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principe de cette technique est de projeter les images de profondeur sur un sous espace en appliquant 
une ACP (trouver les composantes principales). Les primitives correspondent au résultat du produit 
scalaire des images avec les premiers vecteurs propres obtenus (correspondant aux plus grandes 
valeurs propres). La signature est une somme pondérée de ces primitives. Une image test est projetée 
sur les YHFWHXUVSURSUHVGH ODEDVH/¶DSSDULHPHQWXWLOLVH ODFODVVLILFDWLRQDYHF une méthode de plus 
proche voisin (plus proche primitive selon un critère de distance). 
'DQVOHFDGUHGHYpULILFDWLRQGHVYLVDJHV Diego, et al (Diego, et al., 2010) calculent des ondelettes 
de Gabor sur trois types de représentations de données : des images de profondeurs, des images 2D et 
des images de courbures moyennes. Pour générer la carte des courbures de la surface de O¶REMHW'HQ
chaque point, la moyenne des courbures minimales et maximales des polygones du maillage est 
calculée. Avec les informations des courbures, la surface du modèle 3D épouse alors la surface d'une 
forme élémentaire. Les filtres de Gabor peuvent rWUHGpILQLVFRPPHXQSODQG¶RQGHs orientées dans 
une direction multipliée par une enveloppe gaussienne 2D. Les filtres de Gabor sont connus comme un 
moyen d'analyse espace-fréquence très robuste. Cette spécificité a fait des filtres de Gabor un puissant 
moyen d'analyse pour la FODVVLILFDWLRQ &HV ILOWUHV DQDO\VHQW O¶LQIRUPDWLRQ SURIRQGHXU WH[WXUH RX
courbure) d'un objet suivant différentes résolutions et différents angles. Dans le domaine spatial, un 
filtre de Gabor 2D est une fonction à noyau gaussien modulé par une onde sinusoïdale plane 
complexe. La famille des filtres de Gabor est caractérisée par un certain nombre de résolutions, 
G
RULHQWDWLRQVHWGHIUpTXHQFHVTXLIRUPHQWODVLJQDWXUHGHO¶REMHW 
Courbes de niveau des profondeurs : Samir, et al. (Samir, et al., 2006) SURSRVHQWG¶DSSDULHUGHX[
surfaces faciales par la comparaison des courbHV IDFLDOHV /¶DSSUR[LPDWLRQ JURVVLqUH GH OD VXUIDFH
faciale S, par un ensemble fini de courbes de niveau fermées, génère OHV FRXUEHV GH QLYHDX G¶XQH
fonction de profondeur où les indexes correspondent aux valeurs de cette fonction (Figure 2-2). Les 
courbes de niveau des profondeurs de deux surfaces de visages sont comparées par un outil de 
O¶DQDO\VH 5LHPDQQLHQQH GHV IRUPHV TXL HVW OD GLVWDQFH JpRGpVLTXH Après extraction des courbes 
IDFLDOHVjSDUWLUGHVLPDJHVGHSURIRQGHXUVXQHIRQFWLRQG¶DQJOHHVWFDOFXOpHSRXUFKDque courbe et 
SHUPHW G¶HVWLPHU OHV ORQJXHXUV JpRGpVLTXHV 8QH PpWULTXH VXU OHV IRUPHV IDFLDOHV HVW GpGXLWH HQ
cumulant les distances entre les courbes faciales. 
 
 
 
Figure 2-2. Représentation des courbes faciales. En haut : six expressions faciales de la même 
personne. En bas: la même expression faciale de six personnes différentes (Samir, et al., 2006) 
 
2.1.1.2  Approches 2D/3D locales  
L'une des approches les plus populaires pour représenter la surface est celle basée sur les descripteurs 
locaux ou une signature qui décrit la région locale. Les positions de la surface où sont estimés les 
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descripteurs locaux peuvent être simplement choisis d'une façon exhaustive ou aléatoire. Dans le cas 
d'une sélection exhaustive, la redondance dans des régions, ayant une légère variation de la forme, 
rend cette technique inefficace. La sélection aléatoire peut négliger certaines zones ayant une structure 
géométrique distincte ce qui réduit la performance de l'algorithme. Ainsi, extraire un ensemble 
représentatif de points primitives permet de remédier à ces problèmes. Plusieurs méthodes de 
reconnaissance d'objet, dont celles de Johnson et Hebert (Johnson, et al., 1999), et Frome, et al 
(Frome, et al., 2004)), RQWVXJJpUpG¶XWLOLVHUXQMHXGHSRLQWVFKRLVLVDOpDWRLUHPHQWSRXUFDOFXOHU OHV
GHVFULSWHXUV GH VXUIDFH '¶DXWUHV RQW WHQWp G¶H[WUDLUH HIILFDFHPHQW GHV SRLQWV. Dans le cas des 
approches locales qui détectent des régions saillantes, lHV LQYDULDQWV GH O¶REMet peuvent être par 
H[HPSOH OHV FRLQV O¶HQWURSLH les niveaux de gris, les contours, la texture, la symétrie, etc. En  
reconnaissance de visages, des modèles peuvent être générés à partir des relations entre les formes 
géométriques ou la luminance des difIpUHQWHV SDUWLHV GH O¶REMHW OH QH] OHV \HX[ OD ERXFKH OH
YLVDJH«$FKDTXHUpJLRQHVWDWWULEXpXQGHVFULSWHXUGHSULPLWLYHV&HVSULPLWLYHV ORFDOHVGRLYHQW
répondre aux critères suivants: 
± assez discriminantes SRXUGLIIpUHQFLHUXQREMHWG¶XQDXWUH 
±reproductibles pour être détectables DXPrPHHQGURLWGHO¶REMHWGDQVGLIIpUHQWHVVFqQHV 
±riches en information caractérisant la topologie, ODIRUPHRXODWH[WXUHORFDOHO¶REMHW 
±invariantes aux changements G¶LOOXPLQDWLRQGXEUXLWG¶pFKHOOHGHYXHV« 
 ±robustes au: bruit, occultations partielles et variations intra-classes. 
En général, une seule primitive ne permet pas de satisfaire tous ces critères, une combinaison de 
primitives est souvent utilisée/HVDOJRULWKPHVG¶DSSDULHPHQWSRXU OHVSULPLWLYHV locales mettent en 
correspondance, soit directement les primitives, soit leurs distributions statistiques. Dans le cas 
particulier où la région saillante est réduite à un point, la notion de 3RLQWG¶,QWpUrW3, est introduite. 
Dans ces approches, deux étaSHV VRQW QpFHVVDLUHV G¶DERUG GpWHUPLQHU OHV régions GH O¶LPDJH TXL
doivent être comparées aux régions dans la seconde image (détection). Ensuite, générer des signatures 
invariantes pour comparer les régions sélectionnées (descripteurs). En 2D, les investigations pour 
caractériser des détecteurs et descripteurs locaux des PIVQHFHVVHQWGHV¶HQULFKLU$YHF OHVXFFqVGH
cette approche locale, plusieurs travaux cherchent à adapter à la tridimensionnalité les méthodes du 
2D.  
Nous listons ci-dessous quelques une des approches 2D/3D locales. 
 
'HVSULPLWLYHVORFDOHVERRVWpHVVRQWLQWURGXLWes par Viola et Jones (Jones, et al., 2003) pour associer 
des régions rectangulaires des images de visages à différentes localisations, échelles et orientations. 
Une mesure de similarité consiste en une combinaison linéaire de primitives fi qui sont des filtres 
DSSOLTXpVjXQHSDLUHG¶LPDJHV : 
 ݂?ሺܫ ? ? ܫ ?ሻ ൌ  ൜ߙݏ݅ȁ߶ ?ሺܫ ?ሻ െ ߶ ?ሺܫ ?ሻȁ ൐  ݐ ?ߚݏ݅݊݋݊ൠ 
Le terme ti est un seuil sur les primitives et ߶i une fonction scalaire qui représente un filtre 
rectangulaire. Dans la Figure 2-3, les filtres rectangulaires sont calculés en additionnant les intensités 
de tous les pixels dans les régions sombres et en soustrayant la somme des intensités de tous les pixels 
dans les régions claires. /HVHQWUpHVGHO¶pWDSHG¶apprentissage VRQWFRQVWLWXpHVG¶une grande base de 
filtres rectangulaires et un jeu d'exemples positifs et négatifs. /¶DOJRULWKPH G¶Adaboost est utilisé 
pour trouver les meilleurs filtres (߶i), les seuils (ti) et les poids  (હ et ߚ) pour créer un classificateur qui 
sépare les exemples positifs (des mêmes paires de visage) des exemples négatifs (des paires de visages 
différentes). 
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Figure 2-3. Exemples de filtres rectangulaires (Jones, et al., 2003) 
 
/¶KLVWRJUDPPH GH SULPLWLYHV ORFDOHV (local feature histogram) a été exploré dans le travail de 
Hetzel et al. (Hetzel, et al., 2001) pour reconnaitre des objets de forme libre sur des images de 
profondeurs. La signature a regroupé la profondeur des pixels, les normales de la surface er les 
courbures. La combinaison de ces primitives dans un histogramme multidimensionnel offre un cadre 
probabiliste permettant de gérer entre autres le problème dH O¶RFFXOWDWLRQ /¶DYDQWDJH GH
O¶KLVWRJUDPPH GHV GLVWDQFHV HVW VRQ LQYDULDQFH j OD WUDQVODWLRQ, DX[ URWDWLRQV HW j O¶pFKHOOH VL OD
distance est normalisée. Par contre, les distances normalisées sont sensibles aux intervalles de la 
profondeur perçue et au bruit du fond. 8QH SDLUH G¶DQJOHV GHV QRUPDOHV GpILQLHV HQ FRRUGRQQpHV
sphériques est considérée pour une représentation 2D des normales (Figure 2-4)/¶LQGLFHGHIRUPHV 
(défini dans le chapitre 1) est utilisé pour représenter les courbures de la surface. Les courbures 
peuvent être calculées directement  par les dérivées premières et secondes, ou indirectement comme le 
taux de changement des orientations des normales dans une région locale. La robustesse aux angles de 
YXHV HW OD GLVFULPLQDWLRQ GH O¶LQIRUPDWLRQ VRQW SURXYpV SDU FHV SULPLWLYHV /D reconnaissance est 
établie par un appariement direct des histogrammes ou par une reconnaissance probabiliste. 
 
Figure 2-4. Représentation des normales en coordonnées sphériques (Hetzel, et al., 2001) 
 
Une approche hybride : (Mian, et al., 2006) proposent un algorithme de reconnaissance hybride: 
locale et globale. La localité consiste à segmenter le visage en trois régions qui sont appariées avec un 
DOJRULWKPHG¶,&3(Iterative Closest Point) modifié. /¶,&3HVWXQDOJRULWKPHXWLOLVpSRXUO¶alignement  
en minimisant une distance quadratique carrée entre les points les plus proches dans un processus 
itératif. 3RXUO¶DSSDULHPHQWKROLVWLTXHXQDOJRULWKPHEDVpVXUO¶$&3HVWutilisé. 
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2.1.2 Approches 3D 
Les données considérées pour les approches 3D se présentent sous formes de nuage de points ou sous 
forme de représentation polygonale (maillage). Ces approches tentent de caractériser la forme 3D avec 
une description indépendante de la topologie 3D. En effet, la topologie G¶XQHIRUPHpeut varier sous 
O¶HIIHW : des déformations internes (expressions du visage) ou externes (bruit et occultations), ou de la 
façon de modéliser la forme comme la résolution du nuage de points (nombre de points), ou le nombre 
des facettes (tessellation du maillage). Ces techniques peuvent être classées selon leur portée en locale 
ou globale. 
2.1.2.1  Approches 3D globales 
Nous pouvons subdiviser les méthodes holistiques 3D en deux catégories: approches surfaciques 
et approches volumiques. 
 Distribution de forme : Cette signature proposée par (Osada, et al., 2001) pour un modèle 3D 
polygonal se base sur une fonction de forme TXL PHVXUH OHV SURSULpWpV JpRPpWULTXHV JOREDOHV G¶XQ
REMHW /¶DSSRUW SULQFLSDO GH FHWWH PpWKRGH HVW HQ SUHPLHU OLHX OH FDOFXO GH OD VLJQDWXUH DYHF OD
VSpFLILFLWp DOpDWRLUH GH O¶pFKDQWLOORQQDJH SHUPHWWDQW GH FRQVWUXLUH XQH GLVWULEXWLRQ FRQWLQXH GH
probabilité. En deuxième lieu, une simple comparaison des distributions de probabilité est requise 
FRQWUDLUHPHQW DX[ PpWKRGHV TXL IRQW DSSHO j XQH UHFRQVWUXFWLRQ G¶REMHWV VROLGHV XQH PLVe en 
correspondance de primitives ou un ajustement des modèles. Des primitives simples à mesurer sont 
considérées: la distance entre le centre de gravité et un point de la surface, la distance entre deux 
points, l'angle entre trois points, l'aire au carré du triangle formé par trois points et le volume au carré 
du tétraèdre formé par quatre points. Les points concernés par le calcul des primitives sont choisis 
arbitrairement sur les facettes, conférant à cette méthode une invariance aux modifications du nombre 
GHIDFHWWHV'HSOXVO¶pFKDQWLOORQQDJHSRQGpUpHWODQRUPDOLVDWLRQSHUPHWWHQWG¶DVVXUHUXQHUREXVWHVVH
DX EUXLW HW XQH LQYDULDQFH SDU UDSSRUW DX[ FKDQJHPHQWV G¶pFKHOOH /HV PRGqOHV VRQW FRPSDUpV  HQ
évaluant des mesures de similarité avec la norme LN, des fonctions de densité de probabilité (pdfs) et 
des fonctions de distribution cumulative (cdfs). 
 
/HVEGI (Image Gaussienne Etendue, Extended Gaussian Images) (Horn, 1984) caractérisent une 
fonction synthétisant l'information d'orientation en tout point de la surface de l'objet 3D (Figure 2-5). 
Un histogramme d'orientation, HQ WDQW TX¶DSSUR[LPDWLRQ GLVFUqWH GHV (*,, est calculé sur la sphère 
XQLWpGH*DXVV(QHIIHWO¶LQIRUPDWLRQGHVQRUPDOHVGHla surface peut être mappée sur la sphère unité 
GH *DXVV VXEGLYLVpH HQ FHOOXOHV /H PDSSLQJ XWLOLVp FRQVLVWH j DVVRFLHU O¶LQYHUVH GH OD FRXUEXUH
JDXVVLHQQHGHFKDTXHSRLQWGHODVXUIDFHGHO¶REMHWDYHFOHSRLQWFRUUHVSRQGDQWD\DQWODPrPHQRUPDOH
dans la sphère gaussienne. Ce mapping est réversible si l'objet a partout une courbure gaussienne 
SRVLWLYH6LXHWY VRQW OHVFRRUGRQQpHVGXSRLQWGDQV OD VXUIDFHRULJLQDOHȟHWȝ OHVSDUDPqWUHVGX
point dans la sphère de Gauss (peuvent correspondre par exemple à ODORQJLWXGHHWODWLWXGHO¶(*,HVW
définie alors par : ܩሺȟ ?ȝሻ ൌ  ? ?ሺ ? ? ?ሻ  avec k la courbure gaussienne qui est égale au produit de la 
courbure maximale et la courbure minimale: ݇ ൌ ߢ ?ߢ ? ? ߢ ?ሺߠሻ ൌ ߢ ?ܿ݋ݏ ?ߠ ൅ ߢ ?ݏ݅݊ ?ߠ. 
Pour une sphère de rayon 5O¶(*,HVWܩሺȟ ?ȝሻ ൌ ܴ ?. 
Dans les versions plus élaborées, cette fonction est pondérée par l'aire des facettes ou leur distance à 
O
RULJLQH G
XQ UHSqUH SUpDODEOHPHQW VSpFLILp /¶(*, HVW LQYDULDQW SDU WUDQVODWLRQ HW SDU URWDWLRQ /D
faiblesse majeure de cette approche est que plusieurs objets convexes peuvent avoir le même EGI. 
/¶DSSDULHPHQWHQWUHGHX[REMHWVUHYLHQWjPHWWUHHQFRUUHVSRQGDQFHOHVGHX[KLVWRJUDPPHVGHV(*,
par le calcul de la distance Euclidienne. 
        
 
SHAIEK Ayet Page 47 
 
 
 
Figure 2-5. A gauche-ǆĞŵƉůĞƐĚ ?ŽďũĞƚƐĂǀĞĐůĞŵġŵĞ'/-A droite- un objet avec la sphère de Gauss 
(Horn, 1984) 
 
8QH DSSURFKH TXL V¶LQVSLUH GH OD WKpRULH GH OD UHFRQQDLVVDQFH SDU FRPSRVDQWes (Recognition By 
Components, RBC) proposée par (Biederman, 1987) consiste à identifier à l'aide d'un appariement de 
superquadriques des primitives de forme appelées géons. Ces géons décrivent qualitativement des 
volumes élémentaires (sphères, cylindres F{QHV HWF G¶XQ FRUSV $ FH WLWUH LOV SHUPHWWHQW XQH
identification sommaire mais rapide des objets. (Medioni, et al., 2000) proposent une modélisation par 
sous-parties volumiques des objets 3D à base de géons. Après une décomposition de l'objet 3D en 
géons, ces éléments sont hiérarchiquement organisés dans un arbre de description avec des relations 
d'adjacence. Cette structure hiérarchique permet en outre de calculer plus efficacement une mesure de 
similarité fondée sur un coût de transition issu d'une méthode d'appariement par graphes. Les images à 
attribut sphérique (Spherical Attribut Images : SAI) (Hebert, et al., 1995) permettent également de 
reconnaitre des objets de topologie proche de la sphère. 
/HSF3D (descripteur par spectre de forme 3D) présentés par Zaharia et Préteux dans (Zaharia, et al., 
2002)/H6)'HVWXQKLVWRJUDPPHGH O¶LQGLFHGH IRUPHTXL IRXUQLWXQHUHSUpVHQWDWLRQ LQWULQVqTXH
des caractéristiques géométriques locales de la surface 3D. Cet indice est défini par la valeur de la 
coordonnée angulaire de la représentation polaire du vecteur de courbures principales. Invariant aux 
WUDQVIRUPDWLRQV HXFOLGLHQQHV HW DX[ KRPRWKpWLHV FH GHVFULSWHXU Q¶HVW FHSHQGDQW SDV UREXVWH DX[
représentations topologiques.   
/DWUDQVIRUPpHGH)RXULHUSURSRVpHSDU(Vranic, et al., 2001)SHUPHWGHFDUDFWpULVHUO¶LQIRUPDWLRQ
VSDWLDOHGHVREMHWV'GDQVO
HVSDFHIUpTXHQWLHO/¶H[WUDFWLRQGHVSULPLWLYHVVHIDLWDSUqVXQHpWDSHGH
normalisation en utilisant une ACP continue et une voxelisation du modèle 3D. Les composantes du 
vecteur primitives sont les valeurs absolues des coefficients de la transformée de fourrier discrète 3D 
(3D DFT) appliquée aux voxels. Ces descripteurs sont invariants à la translation, la rotation, le 
FKDQJHPHQWG¶pFKHOOHHWODUpIOH[LRQ 
/HDH3DO, introduit par (Zaharia, et al., 2002) est un descripteur dérivé de la transformée de Hough 
3D. Son principe consiste à accumuler des points sur des plans de R3. En effet, un plan dans l'espace 
euclidien peut être transformé, dans l'espace de Hough, en un seul point défini par les coordonnées 
VSKpULTXHVUșĳ3DUFRQVpTXHQWXQHFROOHFWLRQGHSODQVGDQVO
HVSDFHHXFOLGLHQFRUUHVSRQGjXQH
collection de points dans l'espace de Hough. Le DH3DO a été proposé pour optimiser le DH3D suite 
aux faiblesses TXH SUpVHQWDLHQW OH 6)' ,O SHUPHW HQ HIIHW G¶DVVXUHU XQH LQYDULDQFH DX[
transformations géométriques et une robustesse vis-à-vis des représentations topologiques multiples. 
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2.1.2.2 Approches 3D locales  
Kazhdan et Funkhouser (Kazhdan, et al., 2002) proposent une description locale de la forme 3D par un 
clustering de la masse sur des sphères concentriques. Des composantes de fonctions définies par 
l'intersection de la surface du modèle 3D avec un ensemble de sphères concentriques sont appelées 
harmoniques sphériques. Cette représentation, invariante aux rotations, se présente sous forme G¶XQH
JULOOH'RODYDOHXUG¶XQHFDVH(i, j) est la norme de la composante j de la fonction sphérique dans la 
sphère de rayon i. La comparaison de deux représentations harmoniques se fait par le calcul de la 
distance euclidienne. La Figure 2-6 illustre les différentes étapes du processus du calcul des 
harmoniques sphériques. 
 
Figure 2-6. Etapes de calcul des harmoniques sphériques (Kazhdan, et al., 2002) 
 
/H Spin image, introduit par (Johnson, et al., 1999) sur un maillage de données, a une efficacité 
FRQILUPpHGDQVODUHFRQQDLVVDQFHG¶REMHWVSRXUGHVVFqQHVFRPSOH[HV/¶DSSHOODWLRQ« Image » vient 
de la représentation 2D des zones et « Spin » V¶LQVSLUHGXSURFHVVXVGHJpQpUDWLRQGHO¶LPDJHTXLHVW
similaire à une filature « sheet spinning » sur les normales. Ce descripteur est défini sur une zone 
locale (patch) cylindrique et se base sur la notion de point orienté (déterminé par sa position 3D et sa 
QRUPDOH/DQRUPDOHG¶XQVRPPHWG¶XQHIDFHWWHHVWFDOFXOpHSDUO¶DMXVWHPHQWG
XQSODQDX[SRLQWVTXL
lui sont connectés dans la facette. Chaque point (sommet) est caractérisé par ses deux coordonnées 
cylindriques (coordonnée radiale et coordonnée G¶pOpYDWLRQ). Un histogramme 2D cumule les valeurs 
des paires de coordonnées. 8QHUpGXFWLRQGHODGLPHQVLRQGHO¶HQVHPEOHGHVVSLQVHVWUpDOLVpHjO¶DLGH
G¶XQH$&3SRXUIRUPHUXQ(LJHQ6SLQ,PDJHVVWRFNpGDQVODJDOHULH/DGLVWDQFH O2 est utilisée pour 
comparer les spins lors de O¶DSSDULHPHQW  
3D Shape Context : Le principe de ce descripteur, proposé par Frome et al. (Frome, et al., 2004), est 
similaire au spin image à la différence du support qui est sphérique. La sphère est segmentée en des 
sous volumes en divisant, XQLIRUPpPHQW VXU OHV GLPHQVLRQV G¶pOpYDWLRQ HW G¶D]LPXW, et en 
logarithmique sur la dimension radiale. $XQLYHDXGHO¶KLVWRJUDPPHFette méthode considère que la 
densité varie indépendamment entre les bins, et QRUPDOLVHFKDTXHELQSDUO¶LQYHUVHGHODGHQVLWpGHV
points et le volume du bin. Un degré de liberté sur la direction azimut doit être supprimé lors de la 
mise en correspondance des descripteurs. 
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8Qhistogramme géométrique de paires (Pairwise Geometric Histogram (PGH)): (Ashbrook, et al., 
1998) approximent les surfaces des modèles par un maillage triangulaire. Chaque facette ti est 
représentée par un histogramme 2D, hi, qui décrit la relation entre cette dernière et les facettes 
YRLVLQHV/HVHQWUpHVGHO¶KLVWRJUDPPHVRQWFRQVWLWXpHVSDUO¶DQJOHHQWUHOHVQRUPDOHVGHVIDFHWWHVHW
un intervalle de distances perpendiculaires entre le plan de la facette ti et celui de tous les points de la 
facette tj (Figure 2-7). /¶KLVWRJUDPPHFXPXOHFHVPHVXUHVSRQGpUpHVSDUOHSURGXLWGHVDLUHVGHVGHX[
facettes. La mise en correspondance entre les facettes est effectuée entre leurs histogrammes respectifs 
par la mesure de la métrique Bahattacharayya donnée par : ܦ ? ? ൌ෍ඥ݄ ?ሺߙ ? ݀ሻට  ݄?ሺߙ ? ݀ሻ ? ? ?  
Équation 2.1 
Ces histogrammes sont robustes aux transformations rigides et stables vis-à-vis du bruit et de 
O¶RPLVVLRQGHGRQQpHVGHODVXUIDFH 
 
Figure 2-7. (a)- Les mesures géométriques caractérisant la relation entre deux facettes (b)- 
> ?ŚŝƐƚŽŐƌĂŵŵĞĚĞƉĂŝƌĞŐĠŽŵĠƚƌŝƋƵĞƌĞƉƌĠƐĞŶƚĂŶƚĐĞƚƚĞƌĞůĂƚŝŽŶ 
 
  Swadzba et Wachsmuth (Swadzba, et al., 2008) proposent une classification basée sur les 
caractéristiques 3D pour des pièces scannées avec une caméra temps de vol. Ils extraient des structures 
SODWHV GHV SDWFKHV HQ FRPELQDQW OD PpWKRGH GH FURLVVDQFH GH UpJLRQ HW O¶DSSURFKH 5$16$& 
(Random Sample Consensus) (Fischler, 1981). Les vecteurs de primitives sont définis par des 
histogrammes cumulant les tailles relatives des zones plates, les angles entre les normales des zones 
voisines, et les rapports entre les tailles des paires des zones. Trois classificateurs  sont utilisés: un 
réseau de neurones avec une couche cachée, un séparateur à vaste marge (SVM) avec un noyau 
polynomial et un modèle de mixture de gaussiennes (GMM). 
Hilaga, et al. (Hilaga, et al., 2001) suggèrent une approche topologique par comparaison des graphes 
de Reeb multirésolution (MRGs). Un MRG représente la structure de squelette de la forme 3D à 
différent niveaux de résolutions. Une fonction continue qui calcule la distance géodésique sur la forme 
'HVWXWLOLVpHSRXUFRQVWUXLUH OHVQ°XGVGHVJUDSKHV/¶REMHWHVWSDUWLWLRQQpHQ UpJLRQVHQXWLOLVDQW
cette fonction. &KDTXH Q°XG GX JUDSKH HVW XQH FRPSRVDQWH FRQQH[H GDQV XQH UpJLRQ &ette 
représentation est invariante par translation, rotations et tesselation. La similarité entre deux formes est 
HVWLPpHHQHIIHFWXDQWXQHPLVHHQFRUUHVSRQGDQFHGHVQ°XGVGHVGLDJUDPPHVGH5HHE(QSDUWDQWGHV
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diagrammes les plus grossiers, la mise en correspondance est propagée jusqu'aux diagrammes les plus 
fins. La Figure 2-8 illustre un exemple de graphe construit par la fonction de hauteur. 
 
Figure 2-8. Un graphe Reeb Multi-résolution utilisant la fonction de hauteur (Hilaga, et al., 2001) 
 
 Détection des lignes crêtes et ravines  
Dans l¶article (Song, et al., 2005), Song et al. ont proposé une approche rapide, flexible, robuste au 
bruit et invariante aux transformations géométriques. Les lignes crêtes et ravines sont extraites en 
utilisant une fonction paramétrique lissée. L'approche adoptée est fondée sur l'ajustement local d'une 
surface polynomiale bivariée en chaque sommet du maillage original M. Pour chaque sommet p, le 
voisinage du premier ring (Figure 2-9) est utilisé pour formé un nouveau point S¶ (barycentre  des 
voisins). Un nouveau maillage 0¶, plus lisse que le premier maillage M, est formé. Pour chaque 
sommet S¶, est estimée une normale avec la méthode NelsonMax. Par la suite, un polynôme cubique 
local h (Équation 2.2) est ajusté à S¶ et à son voisinage obtenu à partir de k ring. Les dérivées de ce 
polynôme donnent les courbures qui sont attribuées au point p du maillage M. Les minimas et maxima 
des courbures sont détectés par une approximation de différence finie et forment les lignes crêtes et 
ravines (Figure 2-10). 
 ݄ሺݔ ? ݕሻ ൌ   ? ?ሺܾ ?ݔ ?൅  ?  ܾ?ݔݕ ൅ ܾ ? ?ሻ ൅  ? ?ሺܿ ?ݔ ?൅  ?  ܿ? ?ݕ ൅  ?  ܿ?ݔݕ ?൅ ܿ ? ?ሻ 
Équation 2.2 
 
 
Figure 2-9. Point v (en noir) et ses anneaux de voisinage. Le premier anneau est composé par les 
ƐŽŵŵĞƚƐǀĞƌƚƐ ?> ?ĂŶŶĞĂƵ ?ĞƐƚĐŽŵƉŽƐĠƉĂƌůĞƐƐŽŵŵĞƚƐǀĞƌƚƐĞƚďůĞƵƐ 
 
        
 
SHAIEK Ayet Page 51 
 
 
Figure 2-10. Extraction des crêtes (en bleu) et des ravines (rouge) sur différents modèles  (Song, et 
al., 2005) 
 
 Li et Guskov (Li, et al., 2005) détectent un jeu de points saillants en construisant une représentation 
multi-pFKHOOHGHODVXUIDFH'/¶HQVHPEOHGHVSULPLWLYHVHVWO¶HQVHPEOHGHVPD[LPDHWPLQLPDGHOD
différence des normales HQWUHV GHX[ QLYHDX[ G¶pFKHOOH YRLVLQV &HV SULPLWLYHV VRQW UREXVWHV DX[
variations surfaciques. /¶DSSDULHPHQWV¶HIIHFWXHHQWUHYXHs 2,5D, ou entre une vue 2,5D et un modèle 
3D reconstruit. Ils organisent la signature du modèle 3D dans un arbre KD-Tree pour faciliter la 
recherche du plus proche voisin. 
8QHWHFKQLTXHGHGpWHFWLRQGHSRLQWVG¶LQWpUrW en se basant sur la variation de la forme des visages 
3D avec une représentation en tenseur est présentée par Mian et al. (Mian, et al., 2008). Elle se base 
VXUODTXDQWLILFDWLRQG¶XQHVXUIDFHORFDOHDMXVWpHDXYRLVLQDJHG¶XQSRLQWHQXQHJULOOH'GpILQLHGDQV
une base de coordonnées locale. La définition de cette base utilise le point, sa normale et les directions 
SULQFLSDOHV GH OD VXUIDFH GH VRQ  SDWFK /H GHVFULSWHXU HVW O¶HQVHPEOH GHV SRLQWV GH OD JULOOH 3RXU
réduire la dimension du descripteur, une ACP est appliquée. En appariement, deux graphes sont 
formés par projection des primitives du modèle probe et du modèle galerie avec une ACP. La 
similarité entre deux visages revient à calculer la similarité entre les deux graphes obtenus. Dans 
(Mian, et al., 2006), Mian et al. ont comparé deux méthodes pour le calcul de la base de coordonnées 
locale : la première utilise la normale du point et la localisation du nez et la deuxième utilise la 
QRUPDOHGXSRLQWHWO¶RULHQWDWLRQGXGHVFULSWHXU6,)7FDOFXOpHVXUO¶LPDJH'/DSUHPLqUHWHFKQLTXHD
été retenue étant donné sa stabilité. Chaque point p et son voisinage l sont transformés dans les 
coordonnées de la nouvelle base. Le patch est trDQVODWpHWPLVHQURWDWLRQSRXUTX¶LOVRLWDOLJQpDYHFOD
EDVH ORFDOH HW TXH OH SRLQW S VRLW O¶RULJLQH /H SDWFKHVW Up-échantillonné en une nouvelle grille 3D 
uniforme. Cet échantillonnage forme le descripteur local au point p. Ce descripteur donne des 
performances meilleures aux spins images dans des scènes complexes. 
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2.1.3 Conclusions et remarques 
 
Nous présentons un tableau récapitulatif des approches décrites et deux tableaux comparatifs des 
apports et lacunes des approches 3D versus les 2D/3D et de les approches globales versus les locales: 
 
Approches 3D Approches 2D/3D 
Globales Locales Globales Locales 
Surfacique volumique 
 
Harmoniques sphériques 
(Kazhdan, et al., 2002) 
 RANSAC + Histogramme des 
normales et des tailles des 
patches (Swadzba, et al., 2008) 
 Spin Images (Johnson, et al., 
1999) 
3D Shape Context (Frome, et al., 
2004) 
Pairwise Geometric Histogram 
(PGH) (Ashbrook, et al., 1998) 
MRG (Hilaga, et al., 2001) 
Différence des normales sur 
points saillants (Li, et al., 2005) 
Point saillant et représentation 
en tenseur (Mian, et al., 2008)  
Détection des lignes crêtes et 
ravines (Song, et al., 2005) 
 
Depth Buffer-
based Descriptor 
(Vranic, et al., 
2000) 
Lignes de 
profondeur 
(Chaouch, et al., 
2007) 
Courbes de niveau 
des profondeurs 
(Samir, et al., 
2006) 
Eigenfaces 
(Tsalakanidou, et 
al., 2003) (Chang, 
et al., 2003) 
Ondelettes de 
Gabor (Diego, et 
al., 2010) 
 
Filtre rectangulaire 
de Viola et Jones 
(Jones, et al., 2003) 
Représentation en 
tenseur (Mian, et 
al., 2006) 
Histogramme de 
profondeurs, 
normales, et 
courbures (Hetzel, 
et al., 2001) 
EGI (Horn, 1984) 
Distribution de forme 
(distance, angle, 
taille) (Osada, et al., 
2001) 
SF3D (Zaharia, et al., 
2002) 
3D DFT (Vranic, et 
al., 2001) 
DH3DO (Zaharia, et 
al., 2002) 
 
Géons 
(Medioni, 
et al., 
2000) 
SAI 
(Hebert, et 
al., 1995) 
Tableau 2-1. Classification des approches présentées 
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 Avantages Inconvénients 
Approches 3D 
- Souligne la structure tridimensionnelle 
-Invariance aux transformations géométriques 
(transformations euclidiennes et homothéties) et 
DX[FRQGLWLRQVG¶DFTXLVLWLRQpFODLUDJH 
-Complexité et temps de calcul 
(exemple : génération du 
maillage) 
Approches 
2D/3D 
-Représentation compacte et réduction de la 
complexité en temps de calcul 
-Profiter des approches existantes du domaine 
2D 
-Représentation explicite de la forme 3D à 
travers la profondeur 
-Sensibilité à la variation de la 
pose  (rotation) 
-Possibilité de perte 
d¶LQIRUPDWLRQpar cause de la 
structure 2D) (Mayo, et al., 
2009) 
Tableau 2-2. Résumé des avantages et inconvénients des approches 3D et des approches 2D/3D 
 
¾ Pour conclure, le 3D offre de décrire la variation de la forme 3D tout en surpassant les 
OLPLWDWLRQVGXHVDX[DQJOHVGHYXHVHWDX[YDULDWLRQVGH O¶pFODLUDJH$YHF OH VXFFqVTX¶D FRQQX
O¶XWLOLVDWLRQGX'GDQVOHGRPDLQHGHODUHFRQQDLVVDQFHGHVYLVDJHVSOusieurs personnes se sont 
penchées sur la multi-modalité 3D-2D. Dans (Bowyer, et al., 2004), une revue des méthodes 3D et 
multimodales 3D+2D est présentée. Tsalakanidou, et al. (Tsalakanidou, et al., 2003) utilisent la 
multi-PRGDOLWp ' DYHF OHV LPDJHV GH FRXOHXU TXL D SHUPLV G¶DWWHQGUH XQ VFRUH GH ERQQH
reconnaissance de 99% sur une base de 40 personnes. Chang, et al. (Chang, et al., 2003) utilisent 
OHVLPDJHV'HW'DYHFXQHDSSURFKHEDVpHVXUO¶$&3HWPRQWUHTXHODPXOWL-modalité donne un 
meilleur score que la mono-modalité (98,8% pour le rank1). Dans le travail de (Mian, et al., 2006), 
les descripteurs SIFT 2D et les primitives locales 3D inspiré de la représentation en tenseur sont 
fusionnés en utilisant la règle de la somme pondérée des coefficients de confiance et un score 
G¶LGHQWLILFDWLRQGHGDQVODEDVH)5*&YHVWDWWHLQW ¾ Cette fusion des données peut être approchée sur deux niveaux : fusion des primitives 
(pour former un seul vecteur) ou fusion des scores des classificateurs. Diego et al. propose, dans 
(Diego, et al., 2010), une approche qui fusionne 3 représentations: images de texture 2D, 2.5 
images et images de courbures moyennes. Les matrices de noyaux linéaire ou gaussien calculées 
sur les trois types de données sont fusionnées pour former un seul noyau avec la méthode de 
combinaison PWS (Probability Weighting Scheme). Le noyau résultant est entrainé dans un SVM 
(Support Vector Machine). 
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 Avantages Inconvénients 
Approche 
globale 
-Permettre la reconstruction de la forme 3D 
originale (complétude) 
-'HVFULSWLRQGH WRXWH OD VWUXFWXUHGH O¶REMHW VDQV
omission de parties) 
-Adéquate pour des structures rigides et 
proprement segmentées et pour des objets ayant 
une haute convexité 
 
-Sensibilité aux occultations, au 
bruit, à O¶pFKHOOH HW DX[
déformations locales du 
mouvement (expressions du 
visage) 
-NécessiWp G¶XQH pWDSH GH
normalisation 
Approche 
locale 
-Robustesse aux occultations  
-,QYDULDQFHjO¶pFKHOOHHWDX[angles de vue (dans 
certaines approches) 
-Réduction du nombre de données traitées (lors de 
O¶DSSDULHPHQW 
-0RLQVVHQVLEOHDXEUXLWTX¶XQHDSSURFKH globale 
-Limitation à des parties de la 
surface pouvant pénaliser des 
zones significatives de la forme 
-&KRL[ G¶XQ FULWqUH VDLOODQW HW
G¶XQYRLVLQDJHXQSDWFK 
Tableau 2-3. Résumé des avantages et inconvénients des approches globales et des approches 
locales 
 
¾ Les surfaces peuvent être définies dans le système des coordonnées du capteur ou dans le système 
GHFRRUGRQQpHGHO
REMHW'DQVOHSUHPLHUV\VWqPHODGHVFULSWLRQGHODVXUIDFHYDULHTXDQGO¶DQgle 
GH YXH FKDQJH HW O¶DSSDULHPHQW HQWUH GHV VXUIDFHV GRLW V¶DFFRPSDJQHU SDU OHXU DOLJQHPHQW (Q
outre, pour représenter une surface à partir de vues multiples, une représentation séparée doit être 
stockée pour chaque angle de vue différent. Un système de coordonnée relatif à d'objet décrit la 
VXUIDFHGHO¶REMHWLQGpSHQGDPPHQWGHO¶DQJOHGHYXHXQHVHXOHUHSUpVHQWDWLRQGHODVXUIDFHGpFULW
toutes les vues. Les scènes réelles sont en général complexes avec des objets multiples. Le 
problème qui se pose dans ce cas est le faux appariement des surfaces qui ne font pas partie de 
O
REMHW*pQpUHUXQV\VWqPHGHFRRUGRQQpHVSURSUHjO¶REMHWGHYLHQWDORUVGLIILFLOH/HVSULPLWLYHV
locales de la scène permettant de réduire cet effet. ¾ La forme d'un objet 3D est intrinsèquement indépendante de sa taille et de sa position spatiale. Un 
bon descripteur, mis à part sa propriété discriminante, doit être invariant aux transformations 
géométriques (transformations euclidiennes et homothéties) et robuste aux représentations 
topologiques multiples (bruit, artéfacts).   ¾ Les modèles 3D se situent dans GHVSRVLWLRQVRULHQWDWLRQVHWpFKHOOHVDUELWUDLUHVGDQVO¶HVSDFH'
Une étape de normalisation est souvent requise pour satisfaire les propriétés d'invariances 
géométriques et topologiques de l'objet 3D. Elle consiste à trouver le repère de coordonnées 
canoniques (une position, orientation et échelle canoniques). L'analyse en composantes principales 
(ACP) et le remaillage adaptatif sont les processus les plus généralement utilisés pour remédier à 
ces problèmes. 3RXUO¶DSSDULHPHQWVHORQO¶XWLOLVDWLRQRXSDVGHODQRUPDOLVDWLRQGHX[FDWpJRULHV
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de méthodes apparaissent (Kazhdan, et al., 2002). Celles ayant recours à des méthodes de 
normalisation  pour aligner les modèles et définir par la suite une représentation de la forme selon 
FHWWHRULHQWDWLRQFRPPHOHFDVGHO¶(*,ODWUDQVIRUPpHGH+RXJK'O¶$&3(Chang, et al., 2003). 
La deuxième classe regroupe lHVPpWKRGHVLQYDULDQWHVjODURWDWLRQHWGRQFQ¶D\DQWSDVG¶pWDSHGH
QRUPDOLVDWLRQ SDU UDSSRUW j OD SRVLWLRQ 3RXU FLWHU GHV PpWKRGHV SDUPL G¶DXWUHV GDQV cette 
catégorie, les harmoniques sphériques (Kazhdan, et al., 2002) et la distribution de forme (Osada, et 
al., 2001) en font partie. 
 ¾ Il est clair que le choix de la UHSUpVHQWDWLRQGHODIRUPHG¶XQREMHWest problématique et dépende de 
O¶DWWHQWH ILQDOH GX V\VWqPH GH UHFRQQDLVVDQFH (QWUH XQH UHSUpVHQWDWLRQ GH ]RQHV SODQDLUHV TXL
fournit beaucoup de primitives invariantes aux occultations HWj O¶pFKHOOHHWTXL UHTXLqUHSHXGH
SDUDPqWUHVHWjO¶LQYHUVHXQHUHSUpVHQWDWLRQDYHFGHVIRUPes génériques donnant peu de primitives 
et demandant beaucoup de paramètres (Johnson, et al., 1999), la nature globale ou locale de la 
représentation constitue un axe fort de comparaison de ces méthodes. Par conséquent, des 
systèmes de reconnaissance adoptent une représentation géométrique combinant les deux 
représentations (locale et globale) comme les spins images. Un autre compromis apparait entre la 
capacité du stockage exigé, la complexité informatique et la performance de la reconnaissance. En 
HIIHW OHV UHSUpVHQWDWLRQV GH O¶REMHW GRLYHQW SHUPHWWUH XQ DSSDULHPHQW UDSLGH SRXU TXH OD
reconnaissance se fasse en temps réel. En outre, la représentation doit être compacte pour avoir le 
plus possible de modèles dans la base. 
 9 /D WHFKQLTXH ORFDOH XWLOLVDQW OHV SRLQWV G¶LQWpUrW ' D SX IDLUH SURILWHU OH PRQGH GH OD
reconnaissance 3D. Nous enchaînons dans la partie suivante avec la description de ces 
approches et leur correspondance en 3D. 
 
2.2. Détection et description des SRLQWVG¶LQWpUrWHQ' 
&RPPHQRXV O¶DYRQVPHQWLRQQpSUpFpGHPPHQW O¶DSSURFKH'ORFDOHDYHFSRLQWVG¶LQWpUrWV¶LQVSLUH
des techniques 2D pour définir un détecteur et un descripteur 3D. Dans cette partie, nous exposons les 
approches utilisées pour le cas 2D, puis dans la partie suivante les techniques utilisées pour le cas 3D. 
5DSSHORQVTX¶XQHUpJLRQG¶LQWpUrWHVWXQHSDUWLHGHO¶LPDJHUHSUpVHQWDQWXQHSURSULpWpLQWpUHVVDQWH/H
SRLQW HVW XQ FDV SDUWLFXOLHU GHV UpJLRQV G¶LQWpUrW +pULWDQW GX FDUDFWqUH ORFDO OHV SRLQWV G¶LQWpUrWV
SHUPHWWHQW HVVHQWLHOOHPHQW GH UHPpGLHU DX[ RFFXOWDWLRQV GH O¶LPDJH 3DUWL GX IDLW TXH GDQV O¶LPDJH
SOXVLHXUVSRLQWVRQWGHVFDUDFWpULVWLTXHVSOXVVLJQLILFDWLYHVTXHG¶DXWUHV+0RUDYHF(Moravec, 1977) 
DLQWURGXLWODQRWLRQGHSRLQWVG¶LQWpUrWVGHSXLV6RQLGpHFRQVLVWDLWjXWLOLVHUODIRQFWLRQG¶DXWR-
corrélation afin de déterminer la meilleure position du point saillant, de façon à ce que toute position 
YRLVLQHFRQWLHQQHPRLQVG¶LQIRUPDtions.  
/D SUREOpPDWLTXH HVVHQWLHOOH HQ GpWHFWLRQ HVW GH WURXYHU GHV SRLQWV G¶LQWpUrWV (PI, appelés aussi 
keypoints) G¶XQH IDoRQ DXWRPDWLVpH HW VXIILVDPPHQW UREXVWHV SRXU O¶DSSDULHPHQW 3RXU FH IDLUH XQ
critère primordial à respecter est la répétitivité des points sous plusieurs conditions de prise de vue. 
Après extraction, un voisinage est défini autour de chaque point et est représenté par un descripteur 
(vecteur de primitives). Ce descripteur doit être discriminant et robuste au bruit, aux erreurs de 
détection et aux déformations géométriques et photométriques. La dimension du descripteur est 
LPSRUWDQWHG¶DXWDQWVRQinfluence sur le temps de calcul. En dernière étape, les représentations locales 
des modèles tests VRQWFRPSDUpHVDYHFFHOOHVGHODEDVHG¶DSSUHQWLVVDJHHQVHEDVDQWVXUXQHPHVXUH
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de similarité (ex distance Euclidienne entre descripteurs).Nous abordons ces étapes en détails dans ce 
qui suit. 
  
2.2.1  Détection 
Les travaux sur la détection ont été initiés par le détecteur de coins et de contours de Harris. Dans la 
catégorie de détecteur de blobs, le SIFT introduit par Lowe et Herbert (1999) est invariant au 
chanJHPHQW G¶pFKHOOH /HV 685)V SURSRVpV SDU 7X\WHODDUV HW 9DQ *RRO  VRQW XQ ERQ
FRPSURPLV HQWUH UREXVWHVVH DX FKDQJHPHQW G¶pFKHOOH HW WHPSV GH FDOFXO (Roth, et al., 2008). Nous 
présentons les deux types de détecteur connu : détecteurs de coins et détecteurs de blobs (ou région). 
 Détecteurs de coins   
&HVGpWHFWHXUV ORFDOLVHQW OHVSRLQWVHW UpJLRQVG¶LQWpUrWTXLSUpVHQWHQWXQH LPSRUWDQWH VWUXFWXUHGDQV
O¶LPDJHHWGRQFQHVRQWSDVFRQYHQDEOHVSRXUODGpWHFWLRQGHVUpJions uniformes. Les primitives des 
coins ont été utilisées dans plusieurs travaux pour obtenir une robustesse et une stabilité pour la 
UHFRQQDLVVDQFHG¶REMHWV 
Détecteur basés sur la matrice de Harris : est défini par Harris et Stephens (Harris, et al., 
1988)(QVHEDVDQWVXUOHFDOFXOGHODIRQFWLRQG¶DXWR-corrélation, Harris et Stephens se ramenaient à 
O¶pWXGHGHYDOHXUVSURSUHVGHODPDWULFHGH+DUULVPDWULFHGHPRPHQWVGHVHFRQGRUGUH6DFKDQWTXH
les valeurs propres de cette matrice de Harris représentent les courbures principales de la fonction 
G¶DXWR-corrélation, nous avons trois cas qui se présentent : 
 
Figure 2-11. Distributions des types de région en fonction des deux plus grandes valeurs propres de la 
matrice de Harris (Harris, et al., 1988). 
 
&HWRSpUDWHXUSHUPHWGHQHJDUGHUTXHOHVVWUXFWXUHVHQFRLQVF¶HVWjGLUHGH courbure suffisamment 
grande. Malgré leur taux élevé de répétabilité, ces détecteurs restent sensibles au bruit et au 
FKDQJHPHQW G¶pFKHOOH 'XIRXUQDXG HW DO (Dufournaud, et al., 2000) ont proposé une version multi-
pFKHOOHGHO¶RSpUDWHXUGH+DUULVGDQVODTXHOOHOHVSRLQWVG¶LQWpUrWFRUUHVSRQGHQWDX[PD[LPDVORFDX[
du détecteur de Harris appliqué à plusieurs échelles. 
Détecteur basés sur la matrice de Harris-Laplacien : Le détecteur de Harris-Laplace 
(Mikolajczyk, et al., 2004) GpWHFWHOHVSRLQWVHQXWLOLVDQWODIRQFWLRQGH+DUULVDGDSWpHjO¶pFKHOOHPar 
la suite, les points maxima du Laplacien de gaussien sont choisis à une échelle caractéristique. Le 
Laplacien correspond à la trace de la matrice de +DUULV&HVGpWHFWHXUVVRQWLQYDULDQWVj O¶pFKHOOHHW
aux transformations affines. 
(a) région homogène, si les deux valeurs propres sont 
faibles, 
(b) un contour (transition) si O¶une des valeurs propres 
est WUqVJUDQGHSDUUDSSRUWjO¶DXWUH 
(c) XQFRLQSRLQWG¶LQWpUrW, si les deux valeurs propres 
sont élevées. 
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 Détecteur de Blobs 
Ces détecteurs permettent de remédier aux lacunes du détecteur des coins, concernant les 
zones uniformes et les régions sans transitions apparentes (lissées). En effet, ce détecteur extrait les 
EOREVGHO¶LPDJHTXLVRQWGHV]RQHVKRPRJqQHVHQWHUPHVG¶LQWHQVLWp 
Détecteur basés sur la matrice Hessienne : se base sur un principe similaire à celui des 
détecteurs de Harris. Le critère de sélection dépend du déterminant de la matrice Hessienne constituée 
GHVGpULYpHVVHFRQGHVGHO¶LPDJH&HVGpULYpHVRQWSHUPLVG¶DYRLUXQHIRUWHUpSRQVHDX[QLYHDX[GHV
blobs et des contours et une invariance à la rotation. 
'pWHFWHXUGH5pJLRQV6DLOODQWHV%DVp VXU O¶(QWURSLH (EBSR): Kadir et Brady introduisent le 
GpWHFWHXUGHUpJLRQVVDLOODQWHVTXLV¶DSSXLHVXUODIRQFWLRQGHGHQVLWpGHSUREDELOLWppdf) des valeurs 
G¶LQWHQVLWp/DSGIGHO¶HQWURSLHHVWHVWLPpHSDUOHVYDOHXUVGHO¶KLVWRJUDPPHGHVQLYHDX[GHJULVGDQV
un patch circulaire à une échelle et une position précise. Ce détecteur est invariant au changement 
G¶pFKHOOHHWjODURWDWLRQ8QDXWUHWUDYDLOGH.DGLU(Kadir, et al., 2004) propose une extension de cet 
DOJRULWKPHSRXUDVVXUHUO¶LQYDULDQFHDIILQH,OFRQVLGqUHXQHUHFKHUFKHH[KDXVWLYHVXUOHVGpIRUPDWLRQV
elliptiques du patch qui reste très coûteuse  en temps de calcul. 
 
Le SIFT (Scale Invariant Features Transform) : Une approximation du Laplacien par la 
fonction de différence de gaussiennes (DoG) qui calcule la différence des images convoluées avec des 
noyaux gaussiens à plusieurs échelles est utilisée par David Lowe (Lowe, 2004) pour introduire le 
SIFT. Nous présentons dans ce qui suit les étapes suivies par le détecteur SIFT pour générer 
O¶HQVHPEOHGHVPIs : 
1- 'pWHFWLRQGHVH[WUHPDGHO¶pFKHOOHGHO¶HVSDFHXWLOLVHODIRQFWLRQ'2*SRXULGHQWLILHUOHVSRLQWV
G¶LQWpUrWTXLVRQWLQYDULDQWVSDUUDSSRUWjO¶pFKHOOHHWjO¶RULHQWDWLRQ  
2- Localisation des PIs: En chaque position candidate, adapter un modèle détaillé pour déterminer la 
SRVLWLRQHWO¶pFKHOOH/HVPIs sont sélectionnés en se basant sur la mesure de leur stabilité.  
3- Attribution d'orientations $ILQG¶REWHQLUXQHUHSUpVHQWDWLRQLQYDULDQWHSDUURWDWLRQLOHVWG¶XVDJH
G¶DWWULEXHU j FKDTXH SRLQW G¶LQWpUrW GHV RULHQWDWLRQV SULQFLSDOHV H[WUDLWHV GH O¶KLVWRJUDPPH
FLUFXODLUH G¶RULHQWDWLRQ GHV JUDGLHQWV DX YRLVLQDJH du point. Une ou plusieurs orientations sont 
attribué à chaque position du PI HQ FDOFXODQW OD GLUHFWLRQ GX JUDGLHQW GH O¶LPDJH ORFDOH /HV
GRQQpHV GH O¶LPDJH VRQW WUDQVIRUPpHV UHODWLYHPHQW j O¶RULHQWDWLRQ O¶pFKHOOH HW OD SRVLWLRQ GH
chaque primitives pour assurer une invariance à ces transformations.  
'DQV OH FDV GH OD UHFRQQDLVVDQFH G¶REMHWV OHV HVWLPDWLRQV ORFDOHV GH O¶pFKHOOH SHUPHWWHQW GH
PDQLSXOHU GLIIpUHQWV GLPHQVLRQV G¶REMHW &H GpWHFWHXU HVW UHFRQQX SDU VRQ LQYDULDQFH j OD
translation, rotation HW pFKHOOH GH O¶LPDJH HW VRQ LQYDULDQFH SDUWLHOOH DX[ FKDQJHPHQWV
G¶LOOXPLQDWLRQHWDX[GpIRUPDWLRQVORFDOHVGHO¶LPDJH 
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Figure 2-12. Processus de production des images de différence de gaussienne (Lowe, 2004) 
 
Le SURF (Speeded Up Robust Features): Son principe est de calculer le déterminant de la 
PDWULFH +HVVLHQQH HQ XWLOLVDQW O¶LPDJH LQWpJUDOH SRXU H[WUDLUH OD ORFDOLVDWLRQ HW O¶pFKHOOH GHV SRLQWV
G¶LQWpUrW (Bay, et al., 2006). La matrice de Hessien est approximée par un ensemble de filtres de type 
« box » &HWWH DSSUR[LPDWLRQ SHXW rWUH pYDOXpH WUqV UDSLGHPHQW HQ XWLOLVDQW O¶LPDJH LQWpJUDOH
indépendamment de leur taille. Malgré les grandes approximations, la performance de détection de 
points est comparable aux résultats obtenus avec les gaussiennes discrétisées. Le déterminant estimé 
GHOD+HVVLHQQHDSSUR[LPpHUHSUpVHQWHODUpSRQVHGHEOREGDQVO¶LPDJH/HVH[WUHPDVRQWUecherchés 
GDQVGHSHWLWVYRLVLQDJHVHQSRVLWLRQHWHQpFKHOOHW\SLTXHPHQW[[8QHpWDSHG¶LQWHUSRODWLRQD
SRXUEXWG¶DPpOLRUHUODORFDOLVDWLRQGHVSRLQWVG¶LQWpUrWHQHVSDFHHWHQpFKHOOH 
 
 
Figure 2-13. De gauche à droite : La gaussienne dérivée partielle discrétisée de second ordre dans la 
ĚŝƌĞĐƚŝŽŶǇĞƚůĂĚŝƌĞĐƚŝŽŶǆǇ ?ƌĞƐƉĞĐƚŝǀĞŵĞŶƚ ?> ?ĂƉƉroximation de la gaussienne dérivée partielle de 
second ordre dans la direction y et la direction xy, respectivement. 
 
Conclusion: Souvent les détecteurs de blobs et les détecteurs de coins sont combinés adhérant 
DLQVLjXQHPHLOOHXUHFRXYHUWXUHGHVUpJLRQVHWSRLQWVVDLOODQWVO¶LPDJH0DMDHWDOGDQV (Rudinac, et 
al., 2009) ont combiné simultanément 3 détecteurs (Hessian Affine, Harris Affine et Hessian Laplace) 
puis ont réduit le nombre de PIs en première phase par une approche de réduction spatiale (les points 
proches dans un certain voisinage) et en deuxième phase par XQHHVWLPDWLRQGHO¶HQWURSLHGHVUpJLRQV
locales (garder les points les plus riches et plus représentatives).  
Le tableau suivant résume les caractéristiques des différents détecteurs abordés dans cette partie: 
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Détecteur Catégorie Invariance Temps de 
calcul 
répétitivité Nombre de 
détection 
Harris Coins Rotation Moyen élevé Important 
Hessian Région Rotation Rapide élevé Important 
Harris-Laplacien Coin Echelle Moyen élevé Moyen 
DoG Région Echelle et 
rotation 
Rapide élevé Moyen 
EBSR Région échelle et 
rotation 
Long moyenne Faible 
Tableau 2-4. ŽŵƉĂƌĂŝƐŽŶĚĞƐĚĠƚĞĐƚĞƵƌƐĚĞƉŽŝŶƚƐĚ ?ŝŶƚĠƌġƚ 
  
Le potentiel de ces détecteurs est complété SDUOHFDOFXOGHVGHVFULSWHXUVVXUOHVSRLQWVG¶LQWpUrWV 
  
2.2.2 Descripteurs locaux 
Le champ des descripteurs calculés sur les PIs est vaste (les dérivées de gaussiennes, les moments 
LQYDULDQWV« 1RXV HQ DYRQV UHWHQX GHX[ TXL VRQW WUqV IUpTXHPPHQW XWLOLVpV GDQV OH PRQGH GH OD
reconnaissance étant donné leur efficacité : le SIFT et le SURF. 
 Le descripteur SIFT  
Le descripteur SIFT (Lowe, 2004) VHEDVHVXUOHFDOFXOGXJUDGLHQWGDQVFKDTXHSRLQWjO¶pFKHOOHGHOD
région entourant le PI. Cette région est divisée en  4 ou 16 sous régions. Pour chaque région, un 
KLVWRJUDPPH GH GHJUpV GH TXDQWLILFDWLRQ pJDOH j  FXPXOH O¶RULHQWDWLRQ GX JUDGLHQW VSDWLDO GH
O¶LQWHQVLWpGHOD]RQH'DQVODFigure 2-14, le descripteur SIFT est un vecteur de dimension 2 x 2 x 8 = 
32.  Le descripteur SIFT usuelle est de taille 4 x 4 x 8 = 128. 
 
Figure 2-14. Histogramme SIFT (Lowe, 2004) 
 
Ke and Sukthankar (Ke, et al., 2004) SURSRVHQW G¶DSSOLTXHU XQH $&3 VXU OH JUDGLHQW GH O
LPDJH
/¶$&3 D SHUPLV GH UpGXLUH OD GLPHQVLRQ GX GHVFULSWeur à 36, lui conférant ainsi une mise en 
correspondance plus rapide. Toutefois, cette méthode s'est avérée être moins discriminante que le 
SIFT dans une deuxième étude comparative de Mikolajczyk et Schmid (Mikolajczyk, et al., 2005) et 
VRQOHQWWHPSVFDOFXOGHVSULPLWLYHVSpQDOLVHO¶pWDSHG¶DSSDULHPHQW'DQVOHPrPHDUWLFOHOHVDXWHXUV
ont proposé une variante du SIFT, appelé GLOH, qui s'est avéré être encore plus discriminante pour 
une même dimension du descripteur. Cependant, le GLOH est plus couteux en temps de calcul. 
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 Le descripteur SURF  
/D VLJQDWXUH ORFDOH HQ XQ SRLQW G¶LQWpUrW HVW O¶HQVHPEOH GHV RULHQWDWLRQV SULQFLSDOHV GH OD IHQrWUH
rectangulaire entourant ce point (Bay, et al., 2006). Ces UpJLRQVG¶LQWpUrWVRQWGLYLVpHVHQ[EORFV
Chaque sous régions est caractérisée par un vecteur v défini par:  ݒ ൌ ሺ ?݀ ? ? ?݀ ? ? ?ȁ݀  ?ȁ  ? ? ?݀ ? ?ሻ ; avec dx et dy sont les réponses aux ondelettes de Haar dans une 
direction horizontale et verticale. La dimension de ce descripteur est 4x4x4 = 64. Ce descripteur est 
DYDQWDJHX[SDUO¶LQYDULDQFHDX[URWDWLRQVHWFKDQJHPHQWG¶pFKHOOHHWSDUOHIDLEOHWHPSVGHFDOFXO 
 
 
Figure 2-15. Descripteurs SURF calculés: sur une région homogène à gauche, en présence de 
ĨƌĠƋƵĞŶĐĞƐƵƌů ?ĂǆĞǆĂƵŵŝůŝĞƵĞƚƐƵƌƵŶĞƌĠŐŝŽŶĚ ?ŝŶƚĞŶƐŝƚĠĚĠŐƌĂĚĠĞăĚƌŽŝƚĞ(Bay, et al., 2006) 
 
2.3. 'pWHFWLRQHWGHVFULSWLRQGHV3RLQWVG¶,ntérêt (PI) en 3D 
2.3.1 Détecteurs 
/¶HIILFDFLWp GHV Points G¶,QWpUrW D pWp SURXYpH SRXU OD UHFRQQDLVVDQFHG¶REMHWVGDQVGHV LPDJHV D. 
Dans le domaine 3D, le détecteur des PIs doit être invariant aux transformations rigides 3D. Dans cette 
section, nous revisitoQVG¶XQHIDoRQQRQH[KDXVWLYHOHVPpWKRGHVGHO
pWDWGHO
DUWSRXUODGpWHFWLRQGH
points d'intérêts 3D. Deux grandes classes sont à distinguer: celle des détecteurs à échelle fixe et celle 
des détecteurs invariants à l'échelle. Par ailleurs, selon le type des données utilisées, nous subdivisons 
ces méthodes en deux sous classes: celles qui utilisent des images de profondeurs ou qui mappe le 
maillage 3D sur un plan 2D pour pouvoir exploiter la structure en treillis de l'image 2D et appliquer les 
algorithmes connus dans la 2D (nous appellerons cette classe : carte 2D) ; et celles qui utilisent des 
nuages de points ou des maillages 3D (que nous appellerons représentations 3D). 
2.3.1.1  Détecteurs à échelle fixe 
Les détecteurs à échelle fixe cherchent des PIs à une échelle constante spécifiée en paramètre dans 
O¶DOJRULWKPH &HV DSSURFKHV FDOFXOHQW XQH PHVXUH DVVRFLpH j FKDTXH SRLQW SURSULpWp GH FKDTXH
sommet) ou à une région. Les PIs sont sélectionnés en maximisant la qualité de la mesure en question 
dans un HVSDFHGHYRLVLQDJHGpILQLHSDUO¶pFKHOOH 
 
 Sur une carte 2D 
  Détecteur  SI (LSP) : Un exemple des approches utilisant une mesure de qualité des points est la 
méthode des patches de surfaces locales (Local Surface Patch, LSP) proposée par (Chen, et al., 2007). 
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/DTXDOLWpG¶XQVRPPHWHVWGpILQLe SDUO¶LQGLFHGHIRUPH6,SUpVHQWpGDQVOHFKDSLWUH/¶LGpHHVWGH
détecter des pRLQWV G¶LQWpUrW VXU GHV zones de forte variation de la forme et correspondant à des 
extremums locaux des valeurs de SI de leur voisinage. Plus de détails de ce détecteur seront donnés 
dans le chapitre suivant. 
 
&ODVVLILFDWLRQVHORQ6, &HWWHDSSURFKHVHEDVHVXUODFRQVWUXFWLRQG¶XQHVSDFHGHFODVVLILFDWLRQGH
fRUPH DYHF XQ HVWLPDWHXU GH O¶LQGLFH GH IRUPH Ce détecteur est proposé dans +R]DWOÕ , où 
chaque point est classé selon la valeur de son indice de forme en 7 types de régions (Figure 2-16), à 
O¶H[FHSWLRQ GHV VXUIDFHV SODQHV SRXU OHVTXHOOHV OHV FRXUEXUHV SULQFLSDOHV V¶DQQXOHQW /HV SRLQWV
DSSDUWHQDQW j OD PrPH FODVVH VRQW JURXSpV HQ XWLOLVDQW OH FRQFHSW G¶pWLTXHWDJH GHV composantes 
connexes. Les composantes les plus informatives sont sélectionnées pour représenter chaque objet. Les 
centres des deux composantes les plus larges de chaque type de régions sont retenus comme 
représentants du modèle (Figure 2-17). Ainsi, 14 PIs sont détectés au maximum par objet.  
 
 
Figure 2-16 dǇƉŽŐƌĂƉŚŝĞĚĞƐƐƵƌĨĂĐĞƐƐĞůŽŶůĂǀĂůĞƵƌĚĞů ?ŝŶĚŝĐĞĚĞĨŽƌŵĞ 
 
 
Figure 2-17. A gauche-Etendu des 14 composantes connexes détectées-A droite- les centres de ces 
composantes. Les couleurs représentent les différents types de surfaces, à savoir Dome, Ridge, 
Saddle Ridge, Saddle Point, Saddle Rut, Rut et Cup. 
 
 Sur la représentation 3D 
 /¶,QWULQVLF 6KDSH 6LJQDWXUHV ,66 : Comme méthode basée sur une mesure de qualité de 
régions, l¶,QWULQVLF 6KDSH 6LJQDWXUHV ,66 (Zhong, 2009) calcule une décomposition en valeurs 
propres (Eigen Value Decomposition (EVD)) de la matrice de covariance des points appartenant au 
voisinage/¶,66XWLOLVHODPDJQLWXGHGHODSlus petite valeur propre pour prendre seulement les points 
ayant une large variation dans chaque direction principale. Le ratio entre deux valeurs propres 
successives sert à exclure les points ayant une répartition similaire sur les directions principales. 
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 Carte 2D des longitudes latitudes : Atmosukarto et Shapiro (Atmosukarto, et al., 2008) 
GpILQLVVHQWXQHVLJQDWXUHEDVpHVXUODUHSUpVHQWDWLRQG¶XQHFDUWH'GHVORQJLWXGHVODWLWXGHVDX[SRLQWV
saillants (Figure 2-18). Ils utilisent un classificateur pour trouver les points et les annoter selon les 
scores de prédiction. En effet, en premier lieu, ils extraient sur les points du maillage une propriété 
ORFDOHSDU OHELDLVG¶XQRSpUDWHXUEDV-niveau. Cinq opérateurs ont été testés: la valeur absolue de la 
FRXUEXUHJDXVVLHQQHODFRXUEXUHPR\HQQHO¶LQGLFHGHIRUPHODPDJQLWXGHGHODQRUPDOHHWO
LQWHQVLWp
de courbure. Puis, ces valeurs sont convoluées avec un filtre gaussien pour réduire le bruit et former 
les primitives. Ensuite, des histogrammes qui cumulent ces primitives sur un voisinage de chaque 
point sont utilisés pour entrainer dans un premier classificateur SVM.  Et finalement, ce classificateur 
permet de classer les points saillants et non saillants avec un score de confiance attribué à la décision. 
La carte 2D des longitudes latitudes consiste à associer à chaque point 3D pi (pix , piy , piz) de la surface 
GH O¶REMHW OHVGHX[PHVXUes : Longitude  :ߠ ?ൌ ሺ ? ? ? ? ? ?) et la latitude : ߶ ?ൌ ሺ  ? ? ?ඥ ? ? ? ? ? ? ? ? ?ሻ. 
Ces valeurs  de longitudes latitudes sont subdivisées en un nombre fixé de bins étiqueté par le point 
saillant y correspondant. 
a  b  
Figure 2-18. a-Modèles de points saillants sur un visage 3D- b- La carte 2D longitude-latitude 
WŽŝŶƚƐƐĂŝůůĂŶƚƐĂǀĞĐƵŶŝŶĚŝĐĞĚĞĐŽŶĨŝĂŶĐĞ ? ? ? ?AL ? ? ? ? PƌŽƵŐĞ ? ? ? ? ?AL ? ? ? ? PǀĞƌƚ ? ? ? ? ?AL ? ? ? ? PďůĞƵ ?
 ? ? ? ?AL ? ? ? ? PƌŽƵŐĞĨŽŶĐĠĞƚ ? ? ? ?AL ? ? ? Pjaune. es points gris ne sont pas des points saillants 
 
3RXUODKeyPoint Quality (KPQ), Mian et al.  (Mian, et al., 2009) abordent la détection de PIs dans 
un modèle 3D et dans des vues 2,5. Ils procèdent pour le modèle 3D comme suit: En chaque point 
échantillonné (VRPPHW OD VXUIDFH ORFDOH HVW GpFRXSpH j O¶DLGHG¶XQH VSKqUH GH UD\RQ r (déterminé 
automatiquement) autour du point.  La vue locale obtenue est mise HQURWDWLRQMXVTX¶jO¶DOLJQHPHQWGH
sa normale avec O¶D[HGHV=$SUqVVXSSUHVVLRQGHVSRLQWVDYHFoccultation, une ACP est appliquée sur 
le reste des points de la vue qui sont par la suite projetés sur les vecteurs propres. Un ratio r calculé sur 
les deux premiers axes principaux de la surface locale permet de renseigner sur la symétrie de la 
surface en question. Une base de coordonnées 3D est extraite de la surface seulement si ce ratio est 
supérieur à 1. Un deuxième seuil t >1 est introduit pour contrôler le bruit. Au final, un point est 
GpWHFWp V¶LO vérifie r > t  &HWWH SUHPLqUH SDVVH SHUPHW G¶pOLPLQHU OHV SRLQWV QRQ VLJQLILFDWLIV HQ
VHXLOODQWOHUDWLRHQWUHOHVORQJXHXUVPD[LPDOHVVXUOHVGHX[SUHPLHUVD[HVSULQFLSDX[/¶LQYDULDQFH à 
la translation dans cette approche est due au fait que le PI est choisi comme origine de la base de 
coordonnées (la matrice de covariance tient compte seulement de 3 rotations). Dans le cas des vues 
partielles, essentiellement, une modification est apportée: une condition sur les bords est ajoutée pour 
éliminer les PIs du bord. Une surface découpée dans le bord va avoir une valeur de r grande. Dans le 
FDVG¶XQQXDJHGHSRLQWVRUGRQQpVHORQXQHJULOOHGHX Y Z, la condition considère les points qui sont à 
une distance r GXERUG$YHFOHVVXUIDFHVV\PpWULTXHVF{QHVSKqUHSDUDEROLTXHSLFV«FHFULWqUHGH
VpOHFWLRQ QH SHUPHW SDV GH SUHQGUH OHV FHQWUHV PDLVSOXW{W OHV SRLQWV TXL O¶HQWRXUHQW 8Q FULWqUH GH
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sélection supplémentaire des PIs est déterminé par une mesure Q de la qualité du SRLQWG¶LQWpUrW qui 
est une combinaison empirique des courbures calculées sur la surface lissée, ré-échantillonnée et 
approximant les données alignées (sera présentée dans la partie « Facteur de qualité de PIs »). Un seuil 
mesurant la distance minimale entre les PIs permet la sélection finale (Figure 2-19).  
 
Figure 2-19. Points détectés ƐƵƌƵŶĞƐƵƌĨĂĐĞƐǇŵĠƚƌŝƋƵĞ ?ŐĂƵƐƐŝĞŶŶĞ ? ?ĞƚƐƵƌůĞŵŽĚğůĞĚ ?ƵŶĐŽƋ 
(Mian, et al., 2009) 
 
Points saillants pondérés : Tangelder et Veltkamp (Tangelder, et al., 2003) proposent une approche 
locale fondée sur des représentations par points saillants pondérés permettant la prise en compte de la 
SRVLWLRQVSDWLDOHUHODWLYHGHO¶REMHWSRO\qGUH,OVFRPPHQFHQWSDUDSSOLTXHUXQH$&3SRXUQRUPDOLVHU
ODSRVLWLRQGH O¶REMHWHW le décompose ensuite en une grille 3D. Une signature se compose de points 
VDLOODQWV SRQGpUpV DVVRFLpV j GHV FHOOXOHVQRQ YLGHVGH OD JULOOH 3RXU O¶RSpUDWLRQ GHGpWHFWLRQ HW GH
SRQGpUDWLRQGHVSRLQWVG¶LQWpUrWLOVFRPSDUHQWWURLVPpWKRGHV qui utilisent les sommets et les facettes 
qui lui sont adjacentes: 
a- Méthode de courbures gaussiennes : qui calcule la courbure gaussienne associée à un sommet 
par la formule : ܿሺݒሻ ൌ  ?ሺ ?ሻ ?ሺ ?ሻ  avec d(v) est le GpIDXW DQJXODLUH TXL HVW pJDO j ʌ PRLQV OD
somme des angles intérieurs des facettes issues de v,  a(v) HVWO¶DLUHDVVRFLpDXVRPPHWYTXL
est égale à la somme des aires des facettes divisé par leur nombre de sommets. Pour chaque 
cellule non vide, le sommet ayant la plus grande valeur absolue de la courbure gaussienne est 
choisi comme point saillant. Le poids attribué à ce point est M (|c|)=1 ± 1/ (1+  |c|).   
b- Méthode de variation des normales: le point saillant p(c) est la moyenne de la zone pondérée 
des sommets dans une cellule: ݌ሺܿሻ ൌ ሺ ? ݓ ?ݒ ? ? ? ? ? ሻ  ? ݓ ? ? ? ? ?൘ , avec M le nombre de sommets 
dans la cellule, ݒ ? le j-ième sommet de la cellule, ݓ ? est le a(v) déjà défini précédemment. 
Pour chaque cellule, la normale moyenne n est calculée en fonction des normales des facettes 
dans cette cellule pondérées par leur aire : ݊ ൌ  ? ܽ ?݊ ? ? ? ? . La paire (point, poids) : (p(c),  ? െ ሺԡ݊ԡ / ? ܽ ?ሻ ? ? ? ) est ajoutée à la signature. 
c- Méthode du mi-point: Dans le cas où les polygones sont non orientés, cette méthode attribue à 
chaque cellule de la grille un point saillant qui est le centre de masse de tous les sommets en 
lui assignant un poids unitaire. 
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 Harris 3D (Sipiran, et al., 2010) /¶DOJRULWKPH SURSRVH XQH H[WHQVLRQ GH OD PpWKRGH GH +DUULV
(Harris, et al., 1988) de détection de coins pour des maillages 3D. Le principe de cette méthode se base 
sur les étapes suivantes : 
- Extraire le voisinage de chaque sommet. Ce voisinage peut être spatial, adaptatif ou dans un 
anneau. 
- Construire un système canonique local en appliquant une ACP sur le voisinage. 
- Ajuster une surface quadratique au voisinage normalisé. 
- Calculer les dérivées sur la surface ajustée. Le lissage gaussien appliqué sur les dérivées rend 
cette méthode robuste aux changements géométriques. 
- /DIRQFWLRQG¶DXWR-FRUUpODWLRQFRQVWUXLWHjSDUWLUGHVGpULYDWLYHVSHUPHWG¶pYDOXHUO¶RSpUDWHXU
de Harris. Ainsi, une réponse est calculée pour chaque sommet. 
- Deux façons pour sélectionner les PIs sont proposées: soit en prenant un nombre fixe de 
sommets ayant les plus grandes réponses, soit par une approche de regroupement (clustering) 
SRXU DYRLU GHV 3,V ELHQ GLVWULEXpV /¶DOJRULWKPH GH FH GHrnier sera donné dans le chapitre 
Détection. 
La Figure 2-20 représente les points de Harris détectés sur des modèles 3D synthétiques. 
 
 
Figure 2-20. Points Harris 3D sur des modèles synthétiques (Sipiran, et al., 2010) 
 
2.3.1.2  'pWHFWHXUVLQYDULDQWVjO¶pFKHOOH 
Les détecteurs invariants à l'échelle, comme est le cas pour les images 2D, recherchent des points 
G¶LQWpUrW dans un espace d'échelles du maillage. Les PIs sont détectés à différentes échelles et une 
échelle est leur associée. Pareillement qu'aux méthodes à échelle fixe, ces approches calculent une 
mesure de qualité qui est, par contre, associée à chaque position spatiale et à chaque échelle. Les PIs 
sont sélectionnés en maximisant la mesure de qualité sur les niveaux spatiales et échelles. 
 Sur une carte 2D 
SIFT 2D : Un algorithme pour la reconnaissance de visage 3D basé sur O¶H[WUDFWLRQ des PIs par le 
SIFT 2D est proposé par Mayo et Zhang (Mayo, et al., 2009).  L'idée de base est de faire pivoter 
chaque nuage de point 3D autour des axes  x, y ou z et de projeter les points 3D sur des images 2.5D à 
chaque étape de la rotation. Le détecteur et descripteur SIFT 2D est appliqué sans modification sur les 
LPDJHV GH SURIRQGHXU (Q SKDVH GH WHVW XQ YLVDJH LQFRQQX VXELW G¶DERUG OD PrPH WHFKQLTXH
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d'extraction des PIs GDQVSOXVLHXUVYXHVHWSXLVLOHVWUHFRQQXSDUXQDOJRULWKPHG¶DSSDULHPHQWSRQGpUp
par un système de vote des PIs.  
 
Figure 2-21  ?ǆĞŵƉůĞƐĚ ?ŝŵĂŐĞƐ ? ? ?ĨƌŽŶƚĂůĞƐŐĠŶĠƌĠĞƐpar la rotation du même nuage de point 3D 
ĂƵƚŽƵƌĚĞů ?ĂǆĞǆavec un angle de (a) -10°, (b) 0° et (c) +10°  (Mayo, et al., 2009) 
 
SIFT sur les images de profondeurs: Lo et Siebert (Lo, et al., 2008) ont implémenté une nouvelle 
version du SIFT adaptée aux images de profondeurs. Un masque de segmentation est appliqué sur 
O¶LPDJHSRXULVROHUOD]RQHG¶LQWpUrW3DUHLOOHPHQWDX6,)7'O¶H[WUDFWLRQGHVFRXUEXUHVHVWXWLOLVpH
pour détecter les PIs. Les courbures principales sont calculées en fonction des dérivées premières et 
secondes de gaussiennes. Un indice de forme constitué par la distribution de ces courbures permet de 
décrire les différents types de surfaces autour du PI. Par la suite, un masque gaussien circulaire permet 
G¶pFKDQWLOORQQHU O¶LPDJH /HV RULHQWDWLRQV HW OHV PDJQLWXGHV GX JUDGLHQW GH O¶LPDJH ORFDOH VRQW
calculées avec les dérivées premières gaussiennes. Un histogramme des orientations cumule les 
IUpTXHQFHV GH FHV RULHQWDWLRQV GDQV  ELQV /¶KLVWRJUDPPH GHV RULHQWDWLRQV HVW VWDELOLVp SDU OD
convolution trois fois avec un noyau  gaussien. De plus, la zone locale autour du PI subit une rotation 
VHORQO¶RULHQWDWLRQFDQRQLTXHGXSRLQWSRXUDVVXUHUXQHLQYDULDQFHDX[SRLQWVGHYXHDYDQWGHFDOFXOHU
les descripteurs. Ainsi, lHGHVFULSWHXUILQDOHVWIRUPpSDUXQLQGLFHGHIRUPHHWSDUO¶KLVWRJUDPPHGHV
orientations. Le tableau suivant décrit les principales différences entre le SIFT 2D et le SIFT 2.5.  
 
Etapes Traitement SIFT 2D SIFT 2.5D 
Localisation des 
 3RLQWVG¶,QWpUrW 
Seuil du contraste 0.3 0.003 
Seuil du ratio 10 5 
0pWKRGHG¶H[WUDFWLRQ
de la courbure Matrice Hessienne 
1ère et 2ème dérivée 
gaussiennes 
Assignement de 
O¶RULHQWDWLRQFDQRQLTXH 
Nombre de bins dans 
O¶KLVWRJUDPPH
G¶RULHQWDWLRQ 
36 360 
Lissage de 
O¶KLVWRJUDPPH 
Gaussienne pondérée+ 
fenêtre circulaire avec 
un sigma=1.5*échelle 
du point 
Convolution par Noyau  
gaussienne de taille 17 
et sigma=17 ; appliqué 
3 fois 
Tableau 2-5. Différences entre SIFT 2D et  SIFT 2.5D (Lo, et al., 2008) 
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SIFT sur les images des indices de forme : Dans (Bayramoglu, et al., 2010)O¶DOJRULWKPH SIFT est 
appliqué à O¶LPDJHconstruite à partir des valeurs GHO¶LQGLFHGHIRUPH sur le modèle original (Figure 
2-22). Une comparaison avec les méthodes du détecteur SI (LSP) (Chen, et al., 2007) et du SIFT 2.5D 
(Lo, et al., 2009) est faite. /¶H[WUDFWLRQGHV3,VVXUOHVLPDJHV6,SDUDLWSOXVHIILFDFHTXHODVpOHFWLRQ
GHVH[WUHPDVXU OHVKLVWRJUDPPHVGHV6,DXWRXUGX3,RX O¶DSSOLFDWLRQGX6,)7GLUHFWHPHQW VXUGHV
LPDJHVGHSURIRQGHXUV/¶H[SOLFDWLRQGRQQpHjFHUpVXOWDWHVWODVXLYDQWH G¶XQe part, chaque valeur SI 
en un point contient une information sur le voisinage de ce point alors que le pixel dans une image de 
SURIRQGHXUGpWLHQWVHXOHPHQWODSURIRQGHXUGXSRLQW'¶DXWUHSDUWOHVUpJLRQVULFKHVHQLQIRUPDWLRQV
sont visuellement accentuées par le comportement non linéaire de la fonction SI et par le caractère 
discriminant du SIFT. 
Dans la Figure 2-23 sont illustrées des mises en correspondances entre les paires des PIs obtenus par la 
méthode SIFT sur les images SI. 
 
 
Figure 2-22. ^ĐŚĠŵĂĚĞů ?ĂƉƉůŝĐĂƚŝŽŶĚƵ^/&dƐƵƌƵŶĞŝŵĂŐĞ^/ 
 
 
Figure 2-23. Illustration sur des images SI, des mises en correspondances entre les paires de PIs 
obtenus par la méthode SIFT 
 
 ? SC multi- échelle et HK multi- échelle  
Comme LQWURGXLWGDQV OHFKDSLWUH ODSDLUHIRUPpHSDU O¶LQGLFHGH IRUPHHW O¶LQWHQVLWpGHFRXUEXUH
permet classer les formes locales. Rappelons que l'intensité de courbure renseigne sur la quantité de 
courbure et que l'indice de forme décrit le type de la forme. Pareillement à la classification SC, 
O¶HVSDFH+.GRQQHXQHW\SRORJLHGHVVXUIDFHVORFDOHVGHVSRLQWV3RXUFHVGHX[PpWKRGHVOHFalcul se 
fait sur un voisinage local autour des points. Si la taille de ce voisinage est constante, seulement les PIs 
ayant une taille inférieure à cette taille seront extraits sur la surface. Akagündüz et Ulusoy 
(Akagündüz, et al., 2009) SURSRVHQWXQHDSSURFKHHQHVSDFHG¶pFKHOOHVXU OD VXUIDFHHW ODFRXUEXUH. 
Une comparaison de ces deux espaces GHFODVVLILFDWLRQHQWHUPHVGHUHFRQQDLVVDQFHG¶REMHWHVWPHQpH
/¶HVSDFHG¶pFKHOOHHVWREWHQXSDUXQHS\UDPLGHGHJDXVVLHQQHVFRUUHVSRQGDQWjXQILOWUDJHJDXVVLHQHW
un sous- pFKDQWLOORQQDJH GHV GRQQpHV GH O¶LPDJH GH SURIRQGHXUV$X QLYHDX 6 GH OD S\UDPLde est 
appliqué le facteur 2s.  En utilisant U et V, les valeurs de la dimension de la surface, et S la dimension 
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G¶pFKHOOH O¶HVSDFHG¶pFKHOOHV896HVW FRQVWUXLW L'algorithme calcule la mesure de qualité (HK) ou 
(SC) en chaque point et les primitives obtenues pour les composantes des UVS sont connectées si elles 
ont le même type de surface. Pour chaque composante connexe est estimé un descripteur composé par 
les valeurs: type, position, échelle, rayon, volume et vecteur normal. /¶HVSDFHG¶pFKHOOHEDVpVXU HK 
GRQQH GH PHLOOHXUV UpVXOWDWV HQ WHUPHV GH UHFRQQDLVVDQFH G¶REMHWV TXH FHOXL EDVp VXU 6& 'DQV OD
Figure 2-24 HVWLOOXVWUpOHUpVXOWDWGHO¶H[WUDFWLRQGHV dix primitives les plus larges sur trois objets. 
 
 
 
Figure 2-24. Les dix primitives les plus larges extraites pour trois objets; 
pour ĐŚĂƋƵĞŽďũĞƚĞƐƚƌĞƉƌĠƐĞŶƚĠůĞŵŽĚğůĞŽƌŝŐŝŶĂůĂƵŵŝůŝĞƵ ?ůĂǀĞƌƐŝŽŶĞŶĂƵŐŵĞŶƚĂŶƚů ?ĠĐŚĞůůĞĚĞ
 ? ? ?ĨŽŝƐ ?ăŐĂƵĐŚĞ ?ĞƚůĂǀĞƌƐŝŽŶĞŶƌĠĚƵŝƐĂŶƚů ?ĠĐŚĞůůĞĚ  ? ? ? ?ăĚƌŽŝƚĞ ? ?>ĞƚǇƉĞĞƚůĂƚĂŝůůĞƐŽŶƚ
représentés par les carrés colorés (bleu : peak, rouge : saddle ridge, pourpre : convex cylinder, cyan : 
pit, jaune : saddle valley, vert : concave cylinder, orange : hyperbolic, gris : plane) 
 
 Sur la représentation 3D 
MeshDoG: Proposé par Zaharescu et al (Zaharescu, et al., 2009), le MeshDoG construit un espace 
d'échelle à partir du maillage 3D en utilisant des convolutions itératives avec un noyau gaussien. Lors 
GH OD FUpDWLRQGH FHW HVSDFH O¶DOJRULWKPH OLVVH ODYDOHXUG¶XQH IRQFWLRQVFDODLUH f définie en chaque 
sommet sans modifier la géométrie du maillage. Cette fonction peut correspondre à la courbure 
moyenne, courbure gaussienne ou à l'information photométrique du sommet.  La détection se fait en 
deux étapes : les extrema de la fonction du Laplacien (approximée par la différence entre les échelles 
adjacentes- différence de gaussiennes DoG) sont détectés à travers les échelles, suivi par une 
suppression des non ±maximum en utilisant un voisinage de 1-anneau VXU O¶HVSDFH HW j WUDYHUV OHV
échelles adjacentes. Deuxièmement, un filtrage des PIs est appliqué en fixant le nombre maximum de 
PIs détectés à une valeur égale à un pourcentage du nombre des sommets de la maille et en éliminant 
les réponses ne correspondant pas à des coins. Dans (Unnikrishnan, et al., 2008), Unnikrishnan et 
Hebert construisent un espace d'échelles à la manière du MeshDoG. La fonction scalaire utilisée est un 
invariant calculé avec l'opérateur de Laplace-Beltrami et correspond au déplacement d'un point tout au 
long de sa normale d'une quantité proportionnelle à la courbure moyenne (H). 
 
 
 Mesh SIFT : Dans O¶DSSURFKHGH 0DHV HW DO (Maes, et al., 2010) O¶HVSDFH G¶pFKHOOH FRQWLHQW OHV
versions lissées du maillage et convoluées avec un filtre binomial. La courbure moyenne est calculée 
pour chaque sommet et à chaque échelle. Soit Hi ODFRXUEXUHPR\HQQHG¶Xn sommet à une échelle i. La 
différence entre les échelles adjacentes est calculée comme suit : 
 ܦܪ ?ൌ ܪ ? ? ?൅ܪ ? 
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La valeur DH de chaque sommet est comparée à celle des ses voisins se trouvant : sur la même 
pFKHOOHVXUO¶pFKHOOHG¶DYDQWHWVXUO¶pFKHOOHG¶DSUqV8Q3, est détecté si la valeur de son DH est la 
plus grande ou la plus petite par rapport à celle de tous ses voisins. 
 
 
Heat Kernel Signature Sun et al (Sun, et al., 2009) utilisent comme mesure de qualité le noyau de 
chaleur calculé sur la maille: la résolution de l'équation de chaleur sur l'espace et le temps permet de 
construire un équivalent des espaces d'échelle. Les maxima du noyau sont alors choisis comme PIs. 
 
Le 3D SURF Knopp et al (Knopp, et al., 2010) introduisent une extension du SURF à la 3D, à la 
PDQLqUHGHO¶DSSURFKHGHWillems et al. (Willems, et al., 2008) qui définissent une Hessienne 3D pour 
des primitives spatio-temporelles. La saillance maximale est extraite sur plusieurs octaves obtenues 
SDUO¶DSSOLFDWLRQGHJDXVVLHQQHVDX[GRQQpHVYR[pOLVpHV3OXVGHGpWDLOVVXUFHGpWHFWHXUVHURQWGRQQpV
dans le chapitre détection. 
 
Paires de points saillants : Li et al. (Li, et al., 2007) utilisent la détection des points saillants avec 
une projection linéaire sur une surface lissée et une seule version d'échelle des caractéristiques multi-
échelles (Li, et al., 2005)(QHIIHWO¶DSSURFKHGHVpOHFWLRQGHVPIs se base sur une représentation en 
HVSDFHG¶pFKHOOHG¶XQHVXUIDFHSURMHFWLRQGHVSRLQWV'HWGHOHXUQRUPDOHVXUXQHYHUVLRQOLVVpHGHOD
surface. Pour ce faire, ils procèdent comme suit : une surfaFH 6 HVW OLVVpH j O¶DLGH G¶XQ RSpUDWHXU
résiduel défini pour les points de S, une échelle et une direction des normales lissée avec une 
gaussienne normalisée. Deux représentations de la surface S sont construites pour deux échelles. Puis, 
la différence des normales entre ces deux nivaux permet de trouver un voisinage. Les maximas du 
voisinage défini représentent les points saillants. Ces points sont utilisés par paire. Deux PIs forment 
une paire si la distance entre eux est comprise entre deux seuils fixés. Des nouvelles entités sont 
calculées pour la paire et donnent une position p qui est la moyenne des positions des deux points, un 
facteur d qui est fonction de la norme des deux positions et une direction n (Figure 2-25).  
 
Figure 2-25. DŝƐĞĞŶĐŽƌƌĞƐƉŽŶĚĂŶĐĞĚĞƐƉĂŝƌĞƐĚĞƉŽŝŶƚƐĚĠƚĞĐƚĠĞƐƉŽƵƌ PĚĞƵǆŶŝǀĞĂƵǆĚ ?ĠĐŚĞůůĞƐ
différents (à gauche) et deux vues différentes (à droite) du même objet. 
 
L'approche multi-échelle basée sur l¶LQWHQVLWpGH courbure C  
/¶DSSURFKHGH+RHWGibbins (Ho, et al., 2009) eVWVFKpPDWLVpHGDQVO¶DOJRULWKPHGH ODFigure 2-26. 
/¶LGpHSULQFLSDOHGDQVFHWWHDSSURFKHHVWque l'augmentation de la taille du voisinage local des points 
est similaire à l'application d'un filtre lisseur. Ce qui au final évite d'apporter une modification directe 
sur la surface 3D. /¶LQWHQVLWp GH FRXUEXUH & GHV SRLQWV HVW FDOFXOpH HQ WRXW SRLQW HW j GLIIpUHQWHV
échelles (différentes tailles du voisinage local). Les points maxima et minima en intensité de courbures 
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à travers les échelles sont VpOHFWLRQQpVFRPPHG¶pYHQWXHOV3,V8QHPHVXUHGHFRQILDQFHHVWDWWULEXpH
et est basée sur la déviation de leur intensité de courbure par rapport à celle du voisinage. 
A part la détection de primitives à plusieurs échelles, un autre avantage de cette approche est la 
réduction de l'effet du bruit sur les modèles et son adaptation à des données en format maillée ou en 
format de points désordonnés. De plus, l'échelle à laquelle la sélection du PI est faite peut être utilisée 
comme support (la région des voisins entourant le PI) pour O¶pWDSHGHGHVFULSWLRQ.  
 
 
Figure 2-26. Algorithme multi-échelle basée sur ů ?ŝŶƚĞŶƐŝƚĠĚĞĐŽƵƌďƵƌĞ ?,Ž ?ĞƚĂů ? ? ? ? ? ? ?
 
Détecteur de Sparse points : Ce détecteur utilise une UHSUpVHQWDWLRQG¶HVSDFHG¶pFKHOOHVDYHFXQH
pyramide de Gaussiennes, et a été proposé par (Castellani, et al., 2008). La mesure de qualité est le 
déplacement de chaque sommet par rapport à sa position d'origine après application du filtre 
Difference-of-Gaussians (DoG) (Lowe, 2004). /¶DOJRULWKPHSDVVHSDUOHVGHX[SKDVHVFRQQXHVGDQVOH
SIFT : phases inter et intra octaves illustrées dans le schéma de la Figure 2-27. Dans la phase intra-
octave, différents opérateurs gaussiens sont appliqués au maillage source. EnsuiteODFDUWHG¶HVSDFHHVW
calculée, puis normalisée. Finalement, une détection en intra-RFWDYHSHUPHWG¶H[WUDLUHOHVPIs. 
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Figure 2-27. Schéma de la phase inter-octave et intra-octave pour extraire les PIs 
  
THRIFT: Flint et al. (Flint, et al., 2007) ont proposé une version 3D de la Hessienne pour mesurer la 
saillance des points candidats. Une fonction de densité est approximée par un échantillonnage régulier 
GHVGRQQpHVGDQVO¶HVSDFHUHSUpVHQWpSDUOHVFDVHV%ijk définis par : 
 
Soit n(B) le nombre de points contenus dans la case B. Une carte de densité normalisée est donnée 
par : 
 
/¶HVSDFHG¶pFKHOOHHVWFRQVWUXLW VXUFHWWH IRQFWLRQGHGHQVLWp8QH UHFKHUFKHGHVPD[LPD ORFDX[GX
déterminant de la Hessienne est appliquée pour trouver les PIs. 
/¶LQFRQYpQLHQWPDMHXUGHFHWWHDSSURFKHUHVWHOHFRXWGXUp-pFKDQWLOORQQDJHUpJXOLHUGDQVO¶HVSDFHGX
PDLOODJHHWO¶LQVWDELOLWpGXGpWHUPLQDQWGHOD+HVVLHQQHXWLOLVpHSRXUOHVPD[LPDORFDX[GDQVOHFDVGH
des données bruitées.  
 
KPQ-SI : Finalement, dans (Mian, et al., 2009), les PIs invariants à l'échelle sont obtenus à partir 
d'un ensemble de PIs à échelle fixe, extraits à différentes échelles par le détecteur KPQ introduit dans 
le paragraphe précédant. /¶pFKHOOH FDUDFWpULVDQW OH SRLQW HVW GRQQpH SDU FHOOH FRUUHVSRQGDQW DX
maximum global sur l'axe échelle du ratio entre les longueurs maximales sur les directions principales 
(qui n'est pas seuillé, contrairement au cas de l'échelle fixe). 
Un résumé des différentes méthodes abordées dans cette partie est donné dans le tableau suivant : 
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Détecteurs à échelle fixe 'pWHFWHXUVLQYDULDQWVjO¶pFKHOOH 
Sur carte 2D Sur représentation 
3D 
Sur carte 2D Sur représentation 
3D 
 
Local Surface Patches 
(LSP) (Chen, et al., 
2007) 
Classification selon SI 
+R]DWOÕ 
 
 
Intrinsic Shape 
Signatures (ISS) 
(Zhong, 2009) 
KeyPoint Quality 
(KPQ) (Mian, et al., 
2009) 
Points saillants 
pondérés (Tangelder, 
et al., 2003) 
Harris 3D (Sipiran, et 
al., 2010) 
 
SIFT 2D (Mayo, et al., 
2009) 
SIFT 2.5D (Lo, et al., 
2008) 
SIFT sur image SI 
(Bayramoglu, et al., 
2010) 
SC et HK multi- échelle 
(Akagündüz, et al., 
2009) 
 
 
MeshDoG 
(Zaharescu, et al., 
2009) 
MeshSIFT (Maes, et 
al., 2010) 
Heat Kernel Signature 
(HKS) (Sun, et al., 
2009) 
3D-SURF (Knopp, et 
al., 2010) 
Paires de points 
saillants (Li, et al., 
2007)  
Courbure multi- 
échelle (Ho, et al., 
2009) 
Sparse Points 
(Castellani, et al., 
2008) 
THRIFT (Flint, et al., 
2007) 
KPQ-SI (Mian, et al., 
2009) 
Tableau 2-6  RĠĐĂƉŝƚƵůĂƚŝĨĚĞƐŵĠƚŚŽĚĞƐĚĞĚĠƚĞĐƚŝŽŶĚĞWŽŝŶƚƐĚ ?/ŶƚĠƌġƚ ? 
 
2.3.1.3 Mesures de la performance de détection des 3RLQWVG¶,QWpUrW' 
 En reconnaissance, un choix judicieux des PIs permet de minimiser le temps de calcul et 
pYLWHUO¶DPELJXwWpGDQVOHFDOFXOGHVGHVFULSWHXUVHWGHODPLVHHQFRUUHVSRQGDQFH. Pour ce faire, des 
mesures de performance de la détection sont introduites.  
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2.3.1.3.1  Facteur de qualité des PIs 
 Mian et al. (Mian, et al., 2009) définissent le PI comme le point satisfaisant 3 contraintes : 
 une grande répétitivité dans les vues 2,5D et le modèle 3D du même objet.  une unique base de coordonnées 3D  peut être définie dans la surface voisine pour extraire des 
primitives locales invariantes.   le voisinage du PI GRLWrWUHGLVFULPLQDQWHWFDUDFWpULVHOHSRLQWG¶XQHIDoRQXQLTXH 
3RXU QH SDV DYRLU j FKRLVLU OHV SRLQWV G¶XQH IDoRQ DOpDWRLUH GDQV OH FDV R SOXVLHXUV SRLQWV
répondent aux contraintes, ils proposent une mesure de qualité Q du PI basée sur le calcul de la 
courbure principale en chaque poiQW G¶XQH JULOOH VXEGLYLVpH HQ n x n FHOOXOHV G¶XQH VXUIDFH ORFDOH
lissée. Cette mesure est définie par: 
 ܳ ?ൌ  ? ? ? ? ? ?   ?ȁܭȁ ൅ ሺ ? ? ?ܭሻ ൅ ȁሺ ? ? ?ܭሻȁ ൅ሺ ? ?ߢ ?ሻ ൅ ȁሺ ? ?ߢ ?ሻȁ  ? ܭ ൌ ߢ ?ߢ ?est la courbure gaussienne et ߢ ?݁ݐߢ ?sont les courbures principales. Les keypoints sont 
triés selon la valeur de leur mesure deܳ ?. Les points avec un rayon égal à la distance minimale 
permise d1 qui est pJDOHjGHX[IRLVOHSDVG¶pFKDQWLOORQQDJHGHODVXUIDFHVRQWUHMHWpV 
Des résultats encourageants sont obtenus comme le montrent les figures suivantes : 
 
Figure 2-28. A gauche- Pourcentage des PIs en fonction de la qualité  ? -A droite- Répétabilité  de 
ů ?ŝĚĞŶƚŝĨŝĐĂƚŝŽŶĚĞƐW/ƐĞŶĨŽŶĐƚŝŽŶĚĞůĂƋƵĂůŝƚĠ ?(Mian, et al., 2009) 
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Figure 2-29. a- Invariance ĂƵĐŚĂŶŐĞŵĞŶƚĚ ?ĠĐŚĞůůĞ-b- /ŶǀĂƌŝĂŶĐĞĂƵĐŚĂŶŐĞŵĞŶƚĚ ?ĠĐŚĞůůĞĚĂŶƐƵŶĞ
scène avec des occultations (Mian, et al., 2009) 
 
2.3.1.3.2 Répétabilité 
Les points détectés doivent être invariants aux déformations, changements G¶pFKHOOHV HW G¶DQJOHV et 
robustes au bruit. Ce qui veut dire que la détection doit sortir le même point après une déformation ou 
ajout de bruit au modèle original. 
Dans (Schmid, et al., 2000) O¶pYDOXDWLRQ GH OD SHUIRUPDQFH Ges détecteurs de PIs est faite par la 
mesure de répétabilité absolue, qui est la proportion des PIs dont la position est la même en passant 
G¶XQHYXHjXQHDXWUHSRXUOHPrPHREMHW8QPI est dit répétable si : 
 
Ainsi pour mesurer la répétabilité des PIs entre différentes vues/échelles, nous considérons deux vues: 
vue 1 et vue 2 du même objet. La transformation réelle T (rotation ou homothétie) étant connue entre 
les deux vues, nous calculons la distance entre les positions de chaque PI détecté dans la vue 1 et ayant 
subi la transformation T et le PI le plus proche détecté dans la vue 2. 
 
2.3.2 Descripteurs GHSRLQWVG¶LQWpUrW' 
Descripteur LSP: indice de forme vs cosinus des normales : Le descripteur LSP (Local Surface 
Patches) est introduit par Chen et Bhanu (Chen, et al., 2004).Un histogramme 2D est formé en 
cumulant les points G¶XQ YRLVLQDJH DX SRLQW UpIpUHQFH dans des cases selon deux axes relatifs à la 
YDOHXUGH O¶LQGLFHGHIRUPHHWau FRVLQXVGH O¶DQJOHHQWUH Oa normale et celle du point référence. La 
représentation LSP inclut le type TpOHFHQWURwGHGHOD]RQHGpFULWHHWO¶KLVWRJUDPPH' Plus détails 
de ce descripteur seront données dans le chapitre Descripteurs. 
 
Mesh-HoG : Zaharescu et al (Zaharescu, et al., 2009) proposent, pour un PI, ce descripteur qui est 
calculé sur un support géodésique de région, proportionnel à la dimension de la surface. Le gradient 
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'GHFKDTXHVRPPHWGXYRLVLQDJHHVWFDOFXOpVXUO¶pFKHOOHGpWHFWpH/HGHVFULpteur est invariant à la 
URWDWLRQSDUOHFKRL[G¶XQV\VWqPHGHFRRUGRQQpHVORFDOHV8QKLVWRJUDPPHGHJUDGLHQWHVWFDOFXOpjOD
fois spatialement et en utilisant les orientations. Les histogramme 3D sont concaténés et normalisés. 
Au final, un descripteur de taille 96 est obtenu. 
 
Descripteur SIFT 3D : Scovanner et al. (Scovanner, et al., 2007) introduisent un descripteur SIFT 
3D pour des vidéos avec le temps comme troisième dimension. Similairement au 2D, le gradient 
spatio-temporel (Lx, Ly, Lt) est calculé sur les point 3D (x, y, t). Ils définissent la magnitude et 
O¶RULHQWDWLRQGXJUDGLHQWFRPPHVXLW : 
݉ ? ?ሺݔ ? ݕ ? ݐሻ ൌ ටܮ ? ?൅ ܮ ? ?൅ ܮ ? ? ; ߠሺݔ ? ݕ ? ݐሻ ൌ ݐܽ݊ ? ?ቀ ? ? ? ?ቁ ; ĳሺݔ ? ݕ ? ݐሻ ൌ ݐܽ݊ ? ?ቌ  ? ?ට ? ? ? ? ? ? ?ቍ 
A chaque point HVWDVVLJQpXQFRXSOHG¶DQJOHVșĳTXLUHQVHLJQHVXUO¶RULHQWDWLRQGXJUDGLHQWHQ'
Un histogramme 2D qui cumule la distribution des bins de ces angles est fourni comme signature. Les 
SRLQWVG¶LQWpUrWVRQWFKRLVLVDOpDWRLUHPHQWSRXUSHUPHWWUHXQHXWLOisation en temps réel. 
 
 
Figure 2-30. L'image gauche : le descripteur SIFT 2D normal. Milieu : le descripteur SIFT  2D multiple 
utilisé sur une vidéo sans modification de la méthode originale. Droite : le descripteur  SIFT 3D avec 
ses sous-volumes 3D, chaque sous-volume est accumulé dans son propre sous-histogramme. Ces 
histogrammes forment le descripteur final. (Scovanner, et al., 2007) 
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Etapes Traitement SIFT 2D SIFT 2.5D SIFT 3D 
Extraction du 
descripteur 
Information retenue Orientation (ș) 
Indice de forme 
et orientation 
 
Orientation 
(ș%?) 
Echantillonnage 4x4 
9 sous régions par 
des enveloppes 
gaussiennes 
 
4x4x4 
Dimension du 
descripteur 128 153 
2048= 
((4x4x4) x 
(8x4)) 
Tableau 2-7 Comparaison entre les descripteurs SIFT 2D, SIFT 2.5D et SIFT 3D 
 
Descripteur Thrift : Le descripteur Thrift, proposé par Flint et al. (Flint, et al., 2007) V¶LQVSLUHGX
formalisme du SIFT 2D. L¶LQIRUPDWLRQGHODIRUPHORFDOHest décrite à partir des entités différentielles 
de premier ordre à savoir les normales des points sur le support. Chaque PI est décrit par un 
histogramme qui regroupe, pour tous sHVYRLVLQVOHFRVLQXVGHO¶DQJOHHQWUHGHX[QRUPDOHVFDOFXOpHV
sur deux supports du même point. En comparaison avec un histogramme qui cumule seulement les 
coordonnées 3D des points, cette représentation est plus robuste et plus descriptive de la structure 
locale de la surface. Le formalisme de ce descripteur sera détaillé dans le chapitre Descripteurs. 
Descripteur SURF 3D : Dans le travail de Knopp et al. (Knopp, et al., 2010), un descripteur SURF 
3D LQYDULDQW j OD URWDWLRQ HW j O¶pFKHOOH, est calculé pour FKDTXH SRLQW G¶LQWpUrW /D IRUPDWLRQ G¶XQ 
système local au PI se fait par un échantillonnage uniforme des réponses des ondelettes de Haar sur 3 
axes, avec une distance du PISURSRUWLRQQHOOHjO¶pFKHOOH3DUODVXLWHSRXUJDUDQWLUSOXVGHUREXVWHVse 
à un changement dans la position, chaque réponse est pondérée par une gaussienne centrée sur le PI. 
Les vecteurs GHVUpSRQVHVGDQVWRXVOHVF{QHVD\DQWXQHFHUWDLQHRXYHUWXUHG¶DQJOHVRQWDGGLWLRQQpVHW
O¶RULHQWDWLRQ GRPLQDQWH HVW GpILQLH SDU OD GLUHFWLon du vecteur résultant le plus long. Toutes les 
réponses sont projetées sur cette direction et une seconde orientation est obtenue avec une fenêtre 
glissante. Ces deux directions définissent le système de  coordonnées locales. Ce descripteur est 
calculé sur une grille NxNxN. Sur chaque cellule de la grille, un vecteur de 6 dimensions de la réponse 
des ondelettes de Haar est stocké. 
 Description par modèles de Markov cachées : Castellani et al. (Castellani, et al., 2008) suggèrent 
une description locale basée sur les modèles de Markov cachés (HMM). /¶RULJLQDOLWp GH FHWWH
DSSURFKH G¶DSSUHQWLVVDJH HVW O¶H[SUHVVLRQ GHV YDULDWLRQV GH OD JpRPpWULH ORFDOH GX PRGqOH GDQV OH
domaine 3D. Le +00HVWHQWUDvQpG¶XQHIDoRQQRQVXSHUYLVpHHQXWLOLVDQWO¶LQIRUPDWLRQFRQWH[WXHOOH
du voisinage 3D. 
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Figure 2-31. ĞƐĐƌŝƉƚŝŽŶĚĞƐƉŽŝŶƚƐĚ ?ŝŶƚĠƌġƚ PăŐĂƵĐŚĞ ?ůĞƐƉŽƐŝƚŝŽŶƐĚĞĚĞƵǆW/ƐĞŶŶŽŝƌĂǀĞĐůĞƵƌ
chemin spiral. En haut à droite, un zoom sur le point vi  dont le chemin spiral est limité par le rayon 
ŐĠŽĚĠƐŝƋƵĞƌ ?ŶďĂƐăĚƌŽŝƚĞ ?ůĂĐŽŶƐƚƌƵĐƚŝŽŶĚ ?ƵŶĞƐƉŝƌĂůĞĞŶƉƌĠƐĞŶĐĞĚ ?ƵŶƚƌŽƵĚĂŶƐůĂŵĂŝůůĞ ? 
Les pointillés rouges correspondent à la correction pour arranger la spirale (Castellani, et al., 2008) 
  
 Spin image Ce descripteur de surface (dont le principe a été brièvement présenté dans 2.1.2.2) est 
XWLOLVpGDQVXQFRQWH[WHGHSRLQWVG¶LQWpUrWLi et Guskov (Li, et al., 2007) appliquent ce descripteur au 
niveau des points saillants extraits des images de profondeur. Dans leur méthode, un cylindre construit 
autour de chaque point saillant est subdivisé en K x L cellules. Un histogramme des distances entre le 
point sélectionné et ses voisins contenus dans les K x L cellules est utilisé comme signature de la zone. 
Une Analyse en Composantes Principales permet la réduction de la dimension des spins images. Le 
temps de calcul du spin dépend de la résolution de la scène. Plus de détails sur la formation de ce 
descripteur seront présentés dans le chapitre Descripteurs. 
 Descripteurs SHOT et CSHOT : Le SHOT (Signature of Histograms of OrienTations), proposé par 
Tombari et al. (Tombari, et al., 2010), fait partie de la catégorie des descripteurs basés sur les 
histogrammes de normales. La performance du SHOT a été prouvée dans une comparaison avec le 
VSLQLPDJH O¶([SRQHQWLDO0DSSLQJ(0HWOH3RLQW6LJQDWXUHV36 Ce descripteur, en plus de son 
pouvoir descriptif GHODIRUPHGHODVXUIDFH'G¶XQHIDçon répétable et robuste au bruit, occultation, 
translations et rotations, présente un énorme gain en temps de calcul. /DGpILQLWLRQG¶XQ système de 
référence local 3D unique et non ambiguë (RF). /¶LQWURGXFWLRQGHO¶LQIRUPDWLRQJpRPpWULTXHVXUOes 
positions des points contenuVGDQVXQ VXSSRUW HVW IDLWHSDUXQHQVHPEOHG¶KLVWRJUDPPHV' ORFDX[
définis sur une grille 3D superposée sur le support. Pour chaque secteur de la grille, les valeurs des 
cosinus des angles entre la normale référence (celle du PI) et celles des ces voisins sont cumulées pour 
IRUPHU O¶KLVWRJUDPPH GHV QRUPDOHV /¶HVWLPDWLRQ GHV QRUPDOHV VH IDLW SDU OH FDOFXO G¶XQH QRXYHOOH
matrice de covariance comme combinaison linéaire des distances des points appartenant à un support 
sphérique du PI. Les vecteurs propres de cette matrice forment des directions orthogonales, répétables 
et robustes au bruit. Plus récemment, la version CSHOT (Tombari, et al., 2011) du SHOT combine 
une information sur la forme et sur la texture. Ce descripteur est uQHFRPELQDLVRQG¶XQKLVWRJUDPPH
GHQRUPDOHVHWG¶XQKLVWRJUDPPHGHFRXOHXUV/¶KLVWRJUDPPHGHFRXOHXUVHVWIRUPpSDUOHVYDOHXUVGH
la somme absolue (norme L1) entre les triplets RGB du point référence et le triplet des points voisins. 
Le descripteur final est la juxtaposition de ces histogrammes. Ces deux descripteurs feront parties du 
chapitre Descripteurs. 
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2.4.  Mesures de la performance 
Afin de clôturer ce chapitre, nous proposons de présenter quelques mesures utilisées dans la littérature  
pour quantifier ODSHUIRUPDQFHG¶XQV\VWqPHGHUHFRQQDLVVDQFH 
Evaluer une méthode de reconnaissance revient à attribuer une « note » à la corrélation (le degré de 
similitude entre l'échantillon candidat et un échantillon prélevé précédemment). La note obtenue par 
l'échanWLOORQFDQGLGDWGRLWGpSDVVHUXQHYDOHXUGHVHXLOGpWHUPLQpHSRXUTXHO¶pFKDQWLOORQVRLWGpFODUp
«correspondant ». Cette corrélation est une fonction statistique dépendant du type de technologie, du 
matériel, de l'algorithme et des réglages opérationnels du système. Une même corrélation peut être ou 
ne pas être bonne suivant le contexte. Nous distinguons principalement quatre mesures de performance 
XWLOLVpHVSRXUO¶pYDOXDWLRQGXV\VWqPHG¶LGHQWLILFDWLRQ : 
* Taux de bonne reconnaissance : mesure le pourcentage pour lequel le système parvient à identifier 
les objets. 
* Taux de faux rejets (False Reject Rate) : indique dans quelle mesure un système donné ne réussit pas 
à apparier des échantillons provenant du même objet. 
* Taux de fausses acceptations (False Acceptance Rate) : indique dans quelle mesure un système 
donné apparie des échantillons ne provenant pas du même objet. 
* Point d'équivalence des erreurs : ou taux d'exactitude croisée, est déterminé par le point 
d'intersection entre la courbe du taux de fausses acceptations et la courbe du taux de faux rejets. Le 
taux d'erreur est plus faible au point d'intersection. 
* Précision et rappel : '¶DXWUHV  PHVXUHV SHXYHQW rWUH XWLOLVpHV SRXU pYDOXHU OD SHUIRUPDQFH GH OD
reconnaissance: Précision (precision) = TP/ (TP+FP); Rappel (recall) ou sensibilité = TP/ (TP+FN) ;                               
Accuracy = (TP+TN)/(TP+FN+FP+TN); Spécificité = TN/ (FP+TN) ; avec la matrice de confusion 
suivante :  
 
Réel 
 
Pos Neg 
Pos TP : True 
Positive 
FP : False 
Positive 
Neg FN : False 
Negative 
TN : True 
Negative 
Tableau 2-8. Matrice de confusion 
 
Le rappel mesure la capacité du descripteur à sélectionner tous les modèles pertinents, alors que la 
précision mesure la capacité du système à rejeter tous les modèles non pertinents. La méthode 
Précision-Rappel est utilisée dans la littérature pour évaluer la performance des classificateurs et des 
V\VWqPHVG¶LQGH[DWLRQHWGHUHFKHUFKHSDUOHFRQWHnu. 
* Courbe ROC : 3RXU FRPSDUHUGHV DOJRULWKPHVG¶DSSUHQWLVVDJH LQGpSHQGDPPHQWGH ODGLVWULEXWLRQ
GHV PRGDOLWpV GH OD YDULDEOH j SUpGLUH HW GHV FRWV G¶HUUHXU XQH FRXUEH 52& 5HFHLYHU 2SHUDWLQJ
Characteristics) est définie. Cette courbe indique la capacité du classificateur à placer les positifs 
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devant les négatifs. Elle met en relation dans un graphique le taux de faux positifs chez les NEG en 
abscisse (1 - spécificité: erreur de prédiction)  et les taux de vrais positifs (sensibilité: en ordonnée). 
/¶LQWpUrWGHFHWWHFRXUEHHVWGHYLVXDOLVHUUDSLGHPHQWODSXLVVDQFHG¶XQPRGqOH 
* Mean Average precision (MAP) (Jones, et al., 1976): La moyenne des précisions pour chaque 
requête est calculée et la valeur moyenne des moyennes des précisions sur toutes les requêtes donne la 
MAP. 
*  Temps de calcul est une mesure de performance très importante surtout dans le cas des applications 
temps réel. 
 
 
Figure 2-32. Courbes présentant: 1-précision-rappel- 2- ROC  -3- Taux de reconnaissance 
 
2.5. Conclusions 
Dans ce chapitre, nous avons vu comment des travaux de recherche ont approché le domaine de 
UHFRQQDLVVDQFHG¶REMHWV' Nous avons classé ces approches en des sous-catégories: 3D ou 2D/3D et 
locale ou globale (QVXLWH QRXV DYRQV PLV O¶DFFHQW VXU OHV WHFKQLTXHV ORFDOHV TXL RQW SUpVHQWp GHV
solutions pour des problématiques comme la partialité de l¶LQIRUPDWLRQSUpVHQFHG¶occultation et de 
bruit, variation intra- et inter-classes des objets, variation de la topologie, compacité de la 
représentation, etc. La sous-catégorie GHVDSSURFKHVSDUSRLQWVG¶LQWpUrWest la plus utilisée. Dans ce 
volet, nous avons exposé le principe de quelques détecteurs que nous avons classés en détecteurs à 
échelle fixe et GpWHFWHXUV LQYDULDQWVj O¶pFKHOOHHW VHORQVXUTXRLces détecteurs opèrent, nous avons 
introduit les typologies : détecteurs sur carte 2D et détecteurs sur représentation 3D. Parmi ces 
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détecteurs, ceux qui ont inspiré le plus notre travail sont : Local Surface Patches (LSP) (Chen, et al., 
&ODVVLILFDWLRQVHORQ6,+R]DWOÕ.H\3RLQW4XDOLW\.340LDQHWDO+DUULV'
(Sipiran, et al., 2010), SC et HK multi- échelle (Akagunduz, et al., 2009), SURF 3D (Knopp, et al., 
2010), Courbure multi- échelle (Ho, et al., 2009), THRIFT (Flint, et al., 2007). 
'DQV XQ GHX[LqPH YROHW FHOXL GH O¶pWDSH GH O¶DWWULEXWLRQ G¶XQH VLJQDWXUH DX[SRLQWV G¶LQWpUrW QRXV
nous sommes intéressés plus particulièrement aux descripteurs suivants : LSP, THRIFT, SURF 3D, 
Spin (Johnson, et al., 1999), SHOT (Tombari, et al., 2010) et CSHOT (Tombari, et al., 2011). 
Les méthodes mentionnées dans ce paragraphe seront détaillées dans les chapitres suivants, et forment 
une base de référence et de comparaison pour nos contributions aux techniques de détection, de 
description et de reconnaissance pour les images 3D. 
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 Chapitre :  Détection 
 
 
 
/H EXW GH O¶H[WUDFWLRQ GH SULPLWLYHV HVW GH SDVVHU GH O¶HVSDFH LQLWLDO GHV GRQQpHV j XQ HVSDFH GH
représentation compacte et riche en information. Des moyens comme la morphologie mathématique, la 
détection des contours et de coins, ou les courbures sont utilisés pour caractériser les propriétés locales 
GH O¶HVSDFH GHV données initiales. 6HORQ O¶DSSOLFDWLRQ ILQDOH OD fiabiOLWp G¶XQH UHSUpVHQWDWLRQ GH
primitives est fortement rattachée à sa stabilité pour des variations liées aux transformations de 
O¶HVSDFH à la résolution, au bruit et aux occultations. En particulier, les courbures de la surface 
UHQVHLJQHQWVXUODIRUPHGHO¶REMHWet sont robusteVjGHVYDULDWLRQVG¶DQJOHVGHYXHV. Dans cette thèse, 
pour caractériser la forme des objets dans des vues partielles, nous adoptons une approche de détection 
GHSRLQWVG¶LQWpUrW'EDVpHVXUOHVFRXUEXUHVGHODVXUIDFHDans ce chapitre, nous exposons, dans une 
première partie, une sélection de méthodes de détecteurs inspirés de la littérature et nous introduisons 
nRWUH SULQFLSDOH FRQWULEXWLRQ 'DQV XQH GHX[LqPH SDUWLH QRXV PHWWRQV O¶DFFHQW VXU notre apport à 
travers les comparaisons avec les détecteurs présentés. Les notions de bases utilisées dans ce chapitre 
ont été présentées dans les deux sections précédentes. 
  
3.1. Principes des détecteurs testés 
3.1.1. Seuillage des valeurs de SI  
Le détecteur, que nous avons nommé « SI », est un détecteur à échelle fixe proposé par (Chen, et al., 
2007) basé sur XQ VHXLOODJHGHVYDOHXUVGH O¶LQGLFHGH IRUPH Équation 1.13) des points. Les points 
G¶LQWpUrWVRQWVpOHFWLRQQpVDX[SRLQWVD\DQWXQHYDOHXU6,ORFDOHPHQWextremum par rapport aux SI de 
OHXUYRLVLQDJH8QSRLQWSHVWFRQVLGpUpFRPPHSRLQWG¶LQWpUrWVLVRQSIp est un extremum local des SI 
de son voisinage et est significativement plus grand ou plus petit que la moyenne des SI sur le 
voisinage. Mathématiquement, SIp doit VDWLVIDLUHO¶Équation 3.1:  ቊܵܫ ?ൌ ݉݅݊ሺܵܫ ?ሻ  ? ݇ א ݒ݋݅ݏ݅݊ܽ݃݁݁ ݐܵܫ ?൑ ሺ ? െ ߚሻ ൈ ߤܵܫ ?ൌ ݉ܽݔሺܵܫ ?ሻ  ? ݇ א ݒ݋݅ݏ݅݊ܽ݃݁݁ ݐܵܫ ?൒ ሺ ? ൅ ߙሻ ൈ ߤ     0൑ ߙ, ߚ ൑1            
Équation 3.1 
Dans cette équation, ʅest la moyenne des indices de formes sur les valeurs voisines. Notons que dans 
Équation 3.1, OHVSDUDPqWUHVĮHWȕFRQWU{OHQWOe nombre de points G¶LQWpUrWVpOHFWLRQnés. La stabilité 
DXEUXLWHWDX[WUDQVIRUPDWLRQVGHODVXUIDFHGHVUpVXOWDWVG¶XQHFODVVLILFDWLRQEDVpHVXU6,HVWnotable 
par rapport à une classification basée uniquement sur les courbures gaussiennes et moyennes. De plus, 
contrairement à ces deux derniers estimateurs dépendant de seuils pour détecter les valeurs de 
courbure proches de zéro, la formulation de SI sépare les types de surfaces par des seuils fixes. Avec 
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ce détecteur, la sélection de PIs se fait sur les zones convexes (les maximums en SI) et concaves de la 
forme (les minimums en SI). Dans Figure 3-1, les pixels clairs représentent les formes convexes et les 
pixels sombres indiquent les formes concaves.  
Dans le travail proposé par (Chen, et al., 2007), OH FDOFXO GHV YDOHXUV GH 6, VH IDLW VXU O¶LPDJH GH
profondeur. Nous proposons de faire ce calcul directement sur le nuage de point en passant par un 
PDLOODJHTXLV¶RULHQWHSDUO¶RUJDQLVDWLRQ'GHO¶LPDJHGHSURIRQGHXU 
Dans la sélection de PIs, les valeurs de SI du voisinage sont pris en compte ce qui permet de faire une 
meilleure sélection basée sur la géométrie locale de la forme. La taille du voisinage reste un paramètre 
décisif pour cette approche créant un compromis entre O¶HIILFDFLWpde la détection et le temps de calcul.   
 
 
Figure 3-1-Gauche-/ŵĂŐĞĚĞƉƌŽĨŽŶĚĞƵƌĚƵŵŽĚğůĞĚ ?ƵŶĂŶŐĞ- Milieu- /ŵĂŐĞĚĞů ?ŝŶĚŝĐĞĚĞĨŽƌŵĞĞŶ
niveau de gris ?Droite- Les PIs détectés. 
 
3.1.2 Sélection des Points Harris 3D 
 
$SUqVDYRLUDVVRFLpXQHYDOHXUGHO¶RSpUDWHXUGH+DUULVjFKDTXHVRPPHW les auteurs (Sipiran, et al., 
2010) proposent deux façons de sélectionner les SRLQWVG¶LQWpUrWEn premier, les maximums locaux 
des réponses de Harris h sont extraits, ce qui correspond aux sommets v vérifiant la condition 
suivante : 
h(v) > h(w), Ѧw Ѯ ring1(v) 
 
Le ring1 correspond aux sommets directement liés au sommet v dans le maillage. Ensuite, deux 
approches sont proposées SRXUVpOHFWLRQQHUO¶HQVHPEOHGHV3,s finaux : 
͌ Sélection des points ayant la plus grande réponse de Harris: Où il est question 
G¶H[WUDFWLRQG¶XQHportion FRQVWDQWHGHSRLQWVG¶LQWpUrW/¶H[WUDFWLRQVHXOHPHQWGHVSRLQWVGHJUDQGH
saillance peut SpQDOLVHUFHUWDLQHVSDUWLHVGHO¶REMHW 
͌Regroupement des PIs (Clusters). CetWHDSSURFKHSHUPHWG¶REWHQLUXne distribution des PIs 
VXUWRXWHODVXUIDFHGHO¶REMHW/¶HQVHPEOHGHVSRLQWVSUpVpOHFWLRQQpVVHORQODYDOHXUGHO¶RSpUDWHXUGH
Harris sont ordonnés GDQVXQRUGUHGpFURLVVDQWSXLVO¶DOJRULWKPHGHUHJURXSHPHQWFOXVWHULQJVXLYDQW
est leur appliqué : 
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Figure 3-2 ůŐŽƌŝƚŚŵĞĚĞƌĞŐƌŽƵƉĞŵĞŶƚĚĞƐƉŽŝŶƚƐĚ ?ŝŶƚĠƌġƚ(clustering) 
 
La valeur de ȡ SHXW rWUH XQH IUDFWLRQ GH OD GLDJRQDO GH OD ERLWH HQJOREDQW GH O¶REMHW et sa valeur 
détermine le nombre de PI final. 1RXVDYRQVXWLOLVpOHFRGHGH+DUULV'GRQQpSDUO¶DXWHXUSRXUQRWUH
comparaison des performances des détecteurs. Les paramètres réglableV SDU O¶XWLOLVDWHXU GH FHW
algorithme concernent la taille du voisinage (nombre de rings), le paramètre K pour le calcul de la 
réponde de Harris des points, le nombre de rings pour la détection des maximas et le type de 
O¶DOJRULWKPHGHVpOHFWLRQILQDO)UDction ou Clustering) avec la valeur du paramètre de sélection. Pour 
la suite, nous allons appeler le Harris qui utilise la sélection par Fraction « Harris_fract » et celui qui 
utilise le regroupement « Harris_clust ». 
La Figure 3-3 représente un exemple du résultat de la séOHFWLRQ GHV SRLQWV G¶LQWpUrWV DYHF OHV GHX[
détecteurs Harris_fract et  Harris_clust.  
 
                  
Figure 3-3- A gauche -^ĠůĞĐƚŝŽŶĚĞƐƉŽŝŶƚƐĂǀĞĐůĂƉůƵƐŐƌĂŶĚĞƌĠƉŽŶƐĞĚ ?,ĂƌƌŝƐĞƚ- A droite - 
Sélection des points Harris avec regroupement. 
 
3.1.3 SURF 3D 
8QDXWUHGpWHFWHXUGHO¶pWDWGHO¶DUWIDLVDQWXQHH[WHQVLRQG¶XQH méthode connue en 2D est le SURF 
3D introduit par (Knopp, et al., 2010). Différemment aux autres approches muti-échelles, le 3D SURF 
construit des espaces d'échelle à partir de la version voxélisée du maillage original. Une mesure de 
saillance S est définie pour chaque bin de la grille cubique sur plusieurs échelles (trois octaves). S 
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correspond à la valeur absolue du déterminant de la matrice Hessienne H des dérivées gaussiennes 
secondes L, déduites des moyennes des box de filtrage.  
 
Équation 3.2 
 
Les valeurs propres de la matrice H ne sont tous de même signe, ce qui correspond à des points 
détectés sur des zones sous forme de blobs et de selles. La sélection finale des PIs est faite avec un 
algorithme de suppression non-maximale. Chaque point extrait lui est associée une échelle.  
Dans notre étude comparative, nous allons utilisée la version (exécutable) fournie par les auteurs et qui 
FDOFXOHOHGpWHFWHXUHWOHGHVFULSWHXUjODIRLV/HVSDUDPqWUHVIL[pVSDUO¶XWLOLVDWHXUVRQW : la dimension 
GXFXEHHQJOREDQW O¶REMHW ODGLVWDQFHHQtre les bords du cube et le modèle, et le seuil utilisé par la 
suppression non-PD[LPDOH 1RXV UHPDUTXRQV GDQV O¶H[HPSOH GRQQp GDQV OD Figure 3-4, que les 
SRVLWLRQV GHV 3,V 685) QH VRQW SDV IRUFHPHQW VXU OD VXUIDFH GH O¶REMHW pWDQW GRQQp TX¶HOOHV
correspondant à des centres de voxels. 
 
Figure 3-4 Illustration des PIs détectés par le SURF 3D. La forme (a) est voxélisée en une grille cubique 
 ?ď ? ?>ĞƐW/ƐĚĠƚĞĐƚĠƐ ?Đ ? ?ĞƚƌĞƉƌĠƐĞŶƚĠƐƉĂƌĚĞƐƐƉŚğƌĞ ĚŽŶƚůĞƌĂǇŽŶŝůůƵƐƚƌĞů ?ĠĐŚĞůůĞ ? (Knopp, et al., 
2010) 
3.1.4  Facteur de qualité  
Le troisième détecteur implémenté est basé sur une mesure de qualité du PI introduite par (Mian, et al., 
2009) TXL O¶RQWXWLOLVpHSRXU FODVVHU OHV PIs détectés. En chaque point, nous associons la mesure de 
qualité  Qk que nous rappelons sa formulation:  ?ൌ  ? ? ? ? ? ?   ?ȁȁ ൅ ሺ ? ? ?ሻ ൅ ȁሺ ? ? ?ሻȁ ൅ ሺ ? ? ? ?ሻ ൅ ȁሺ ? ? ? ?ሻȁ  ?  ൌ  ? ? ? ? 
 
Équation 3.3 
Dans cette équation, ܭ ൌ ߢ ?ߢ ?est la courbure gaussienne et   ? ?ൌߢ ?݁ݐ ? ?ൌ ߢ ?sont les 
courbures principales. 
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Les fonctions de sommation, maximum et minimum sont calculées sur le voisinage du point. Le 
pouvoir descriptif des valeurs de courbure étant indépendant de leur signe, ce sont les valeurs absolues 
qui sont utilisées dans la formule, afin d'éviter que des contributions de signes opposés ne s'annulent. 
Les valeurs des constantes multiplicatives sont choisies empiriquement pour donner le poids approprié 
à chaque terme. Pour des surfaces lissées, les valeurs des courbures principales sont en général plus 
petites que 1 et comme la courbure gaussienne est le produit des courbures principales, elle est alors 
G¶RUGUH  IRLV SOXV SHWLWH TXH OHV FRXUEXUHV SULQFLSDOHV Cette relation a été confirmée 
expérimentalement par (Mian, et al., 2009). Ainsi, le terme multiplicatif pour K est choisi 10 fois plus 
grand que les courbures principales. /HVGRQQpHVG¶DSSUHQWLVVDJHRQWPRQWUpTXHOHSUHPLHUWHUPHGH
O¶pTXDWLRQ HVW  IRLV SOXV SHWLW TXH OHV FRXUEXUHV SULQFLSDOHV (Q HIIHW OD YDOHXU GH OD FRXUEXUH
gaussienne, pour la plupart des points sur la surface lissée, est faible et qui une fois moyenner sur la 
surface donne une valeur qui est 10 fois plus petite que les valeurs maximum et minimum absolu de la 
FRXUEXUHJDXVVLHQQH3RXU ILQLU WRXV OHV WHUPHVGH O¶pTXDWLRQ VRQWPXOWLSOLpVSDUSRXU DYRLUXQH
mesure de qualité Q toujours supérieure à 1. 
Après le calcul des valeurs du facteur qualité de tous les points du nuage, nous les ordonnons selon 
leur valeur Q et les groupons j O¶DLGHGHO¶DOJRULWKPHGHFOXVWHULQJFigure 3-2). /¶LPDJHde droite 
dans la Figure 3-5 LOOXVWUHODFDUWHGHVYDOHXUVGXIDFWHXUTXDOLWpGHVSRLQWVGXPRGqOHGHO¶DQJH/HV
pixels les plus clairs correspondent aux valeurs de Q les plus importantes et sont, en effet, situés aux 
zones les plus descriptives (à fortes variations locale de forme par rapport au voisinage).  
 
Figure 3-5-A gauche-/ŵĂŐĞĚĞƉƌŽĨŽŶĚĞƵƌĚ ?ƵŶŵŽĚğůĞĚ ?ĂŶŐĞ ?Au milieu- > ?ŝŵĂŐĞĐŽƌƌĞƐƉŽŶĚĂŶƚ
aux valeurs de la mesure facteur de qualité, en niveau de gris- A droite- Les PIs détectés. 
 
3.1.5 La classification HK et SC  
Rappelons que l¶LGpHLFLHVWGHFRQVWUXLUHXQHVpace de classification de formes en utilisant la paire des 
courbures Moyenne-Gaussienne (HK) ou le couple Indice de forme-intensité de Courbure (SC). Le 
W\SH G¶XQH VXUIDFH ORFDOH HVW UHFRQQX SDU O
LQWHUPpGLDLUH GH OD YDOHXU GH OD SDLUH FRQVLGpUpH &HV
coupOHV VRQW JpRPpWULTXHPHQW LQYDULDQWV HW UHQVHLJQHQW VXU O¶RUGUH VHFRQG GH O¶LQIRUPDWLRQ
géométrique de la forme. 
Typiquement, pour la classification HK, la fonction type Tp (Equation 1.9) associe à chaque valeur du 
couple  H et K un type unique correspondant à une forme particulière. Neuf valeurs de type sont 
considérées.  De plus, deux seuils sur  les valeurs de H et K permettent de classer les surfaces planes. 
'DQVO¶HVSDFHIndice de forme-Intensité de Courbure (SC), O¶LQGLFHGHIRUPH6,UHQVHLJQHVXUODIRUPH
HW O¶LQWHQVLWp GH &RXUEXUH& GpILQLH OHGpJUpH GH FRXUEXUH &RPPH O¶LOOXVWUH ELHQ OD Figure 3-6, les 
détails de la forme sont visuellement accentués.  
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3DUHLOOHPHQW TXH OD UHSUpVHQWDWLRQ +. 6, SHUPHW G¶DYRLU XQH JUDGXDWLRQ FRQWLQXH HW O¶HVSDFH 6&
subdivise les formes de surface en 9 catégories. Dans la Figure 3-7 illustrant cette catégorisation, les 
droites séparatrices sont des valeurs constantes de S: S = ±5/8, ±3/8 et ±3/16. Le cercle autour de 
O¶RULJLQHHVWOHVHXLOSRXUOHVYDOHXUVGH& j]pURHWG¶pTXDWLRQඥሺߢ ? ?൅ߢ ? ?ሻ ൌ ܥ ?± ? ? ? 
Nous utilisons ces deux classifieurs pour extraire les régions saillantes qui sont sélectionnées au 
niveau des surfaces en forme de dôme, de cuvette, de sphère, de selle ornière et de selle crête, et qui 
FRUUHVSRQGHQWDX[SULPLWLYHVSULPDLUHVTXHO¶KXPDLQSHXWREVHUYHU8QJUDQGQRPEUHGH3,VUpVXOWH
VXLWHjFHWWHH[WUDFWLRQ1RXVSURSRVRQVGDQVQRWUHLPSOpPHQWDWLRQGHFHVGpWHFWHXUVG¶DSSOLTXHU un 
processus de filtrage des points selon leur distance relatLYH SDU O¶DOJRULWKPH  GH FOXVWHULQJ Nous 
désignons ces deux détecteurs par « HK » et « SC ». 
 
 
Figure 3-6 Images correspondant à -en haut- mesures de SI et -en bas- mesures de C 
 
Figure 3-7 Classification SC dans le plan (ʃ1 ?ʃ2) (Akagündüz, 2011) 
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3.1.6  Combinaison des critères 
a) Version mono-échelle 
Théoriquement, les deux classifications SC et HK convergent vers le même résultat. Cependant, 
comme nous pouvons le remarquer sur les graphes de la Figure 3-7 GHO¶HVSDFH6&HWFHX[GHO¶HVSDFH
HK, des différences dans la classification de quelques régions subsistent. Par exemple, la région plane, 
définie dans O¶HVSDFH+. (Figure 1-10), est caractérisée DXWUHPHQWGDQVO¶HVSDFH6&(régions 1, 2, 5, 
9, 10, 11, 14). Pareillement, les régions elliptiques et paraboliques se diversifient dans les deux 
espaces quand les valeurs de courbures principales augmentent. Une confusion entre les deux types de 
surface est remarquée pour les régions 4, 6, 13, 15. Et finalement, la définition des régions 3, 7, 8, 12, 
16, 17 restent ambigus. 
De ce fait, nous suggérons, dans un premier temps, de combiner les deux espaces en un espace couplé 
HK&SC SRXUDXJPHQWHUO¶HIILFDFLWpGXUpVXOWDWGHclassification ( 
Figure 3-8 et Figure 3-9). Seulement les régions communes sont classées. (QG¶DXWUHVWHUPHVQRXs ne 
sélectionnons un PI TXHV¶LOHVWVDLOODQWSRXUOHVGHX[FODVVLILFDWLRQV6&HW+. /¶LQWHUVHFWLRQJDUGHOHV
points dont les deux labels du type correspondent à une région saillante (dôme, sphérique ou selle). Au 
final, notre résultat est validé par deux mesures de détection de PIs et nous réduisons le nombre de 
point représentatifs de la forme initiale (Figure 3-10). Quant au type de régions choisies comme 
saillantes, nous les définirons selon la nature des objets qui constituent la base de données. Par 
exemple, si des objets dont les surfaces sont planes existent, nous allons sélectionnés, outre les points 
déjà mentionnés, les points de courbure nulle.  
 
 
Figure 3-8 Formulation mathématique de la classification du couple HK&SC (Akagündüz, 2011) 
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Figure 3-9 > ?ĞƐƉĂĐĞĐŽƵƉůĠ,< ?^ĚĞĐůĂƐƐŝfication dans le plan (k1, k2)  (Akagündüz, 2011) 
 
 
Figure 3-10 Résultat du processus de croisement de deux espaces SC et HK sur deux modèles 
Ě ?ŽďũĞƚƐ ? 
 
Nous proposons, dans un deuxième temps, de rajouter aux critères de sélection SC et HK, un critère de 
tri. Nous parcourons le nuage point par point et sélectionnons les points répondant au critère de 
saillance de la paire (SC, HK). La sélection finale des PIs pour le détecteur SC_HK se fait de deux 
façons. : 
- La première façon de faire est de trier O¶HQVHPEOHGHV PIs trouvé selon une valeur de mesure de 
tri SXLV G¶DSSOLTXHU OH SULQFLSH GH ILOWUDJH GHV 3,V EDVp VXU O¶pFDUW VSDWLDO GHV FRRUGRQQpHV '
DOJRULWKPHGHFOXVWHULQJ+DUULVVXUO¶HQVHPEOHGHVSRLQWVRUGRQQpV. Nous avons utilisé un premier 
critère de tri EDVpVXUO¶LQWHQVLWpGHFRXUEXUH&SRXUVpOHFWionner les valeurs maximales. Nous appelons 
la combinaison SC_HK avec le critère de tri sur C, détecteur « SC_HK _C». Nous introduisons un 
deuxième détecteur qui classe les PIs selon la valeur du facteur qualité FQ des points. Nous notons ce 
dernier détecteur « SC_HK_FQ ».  Un troisième détecteur basé sur un tri avec une valeur de confiance 
Ȗ utilisée par Ho et Gibbins (Ho, et al., 2009) et qui mesure la déviation de leur intensité de courbure 
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par rapport à celle du voisinage. La formule de cet indice est donnée dans la Figure 3-11. Nous notons 
ce dernier détecteur « SC_HK_Conf» et appelons la mesure Ȗ par indice « Conf ». 
 
Figure 3-11 &ŽƌŵƵůĞĚĞů ?ŝŶĚŝĐĞĚĞĐŽŶĨŝĂŶĐĞ Ȗ ďĂƐĠĞƐƵƌů ?ŝŶƚĞŶƐŝƚĠĚĞĐŽƵƌďƵƌĞ(Ho, et al., 2009) 
 
- Pour la deuxième sélection, nous procédons à un étiquetage de chaque point du nuage de 
points selon le critère considéré, puis nous extrayons toutes les composantes connexes. La sélection 
finale se fait en prenant le centre des composantes qui répondent au critère de tri final. Nous allons 
considérer uniquement le critère basé sur la valeur maximale en C et qui donne le détecteur 
« SC_HK_C_Con ». Nous introduisons la notion de labellisation des composantes connexes comme 
suit : 
x Labellisation des composantes connexes 
/¶pWLTXHWDJHGHVFRPSRVDQWHVFRQQH[HVHVWXWLOLVpSRXUH[SULPHU ODFRQQH[LWpRXJURXSHU OHVSL[HOV
connectés dans une image. La connexité est la relation entre deux pixels ou plus. Deux pixels sont dits 
FRQQH[HVV¶LOVVRQWDGMDFHQWVHWGHYDOHXUGHSL[HOpgale. 4 ou 8- connexités sont les plus utilisées. Pour 
ODFRQQH[LWpG¶RUGUHOHVYRLVLQVGHVVXVGHVVRXVJDXFKHHWGURLWHVRQWYpULILpV3RXUODFRQQH[LWp
 V¶DMRXWH XQH YpULILFDWLRQ GHV YRLVLQV GDQV OHV  GLDJRQDOHV /H JURXSHPHQW GHV SL[HOV FRQQHxes 
forme une composante connexe. Chaque composante connexe est étiquetée par un nombre différent. 
Deux pixels p1 et p2 VRQWFRQQHFWpVV¶LOH[LVWHXQFKHPLQOHVUHOLDQW'XUDQWOHSURFHVVXVGHSDUFRXUV
des pixels, pour un pixel p1 et ses quatre voisins, si un des voisins a été déjà étiqueté dans les étapes 
précédentes, p1 HVWpWLTXHWpFRPPHVRQYRLVLQ(WVLDXFXQSL[HOYRLVLQQ¶DpWppWLTXHWpp1 est marqué 
SDU XQH QRXYHOOH pWLTXHWWH &H SURFHVVXV HVW UpSpWp SRXU WRXWH O¶LPDJH $X ILQDO OHV FRPSRVDQWHV
connexes sont séparées. x Algorithme général de combinaison 
Nous présentons les étapes générales de O¶algorithme de combinaison des critères : ¾ Pour chaque point du nuage, générer le maillage (détection de la boite englobante + 
calcul de la distance moyenne entre les points, utilisée pour construire le maillage)  ¾ Détection des points du bord ¾ Calculer les mesures de saillances sur chaque patch (SC et HK) avec un voisinage Np 
proportionnel à la diagonale de la boite englobante
 
et extraction des points saillants ¾ Calculer une valeur de mesure (C ou FQ ou Conf) des PIs    ¾ Regrouper les points détectés : ¾ sous forme de composantes connexes (label=types selon SC- Type selon 
HK) : Garder les composantes connexes les plus larges et prendre le PI ayant 
la plus grande intensité de courbure C comme représentant ¾ RUGRQQHU HW UHJURXSHU DYHF O¶DOJRULWKPH O¶HQVHPEOH GHV 3,V VHORQ O¶XQ GHV
critères : C ou FQ ou Conf 
Contrairement au tri selon le critère C calculé sur points PIs seulement, les mesures FQ et Conf des 
PIs font intervenir les mesures de courbure du voisinage Np de ces points. Un paramètre, ParSelect_PIs 
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qui est un ratio permettant de prendre une SURSRUWLRQQHOjODWDLOOHGHODGLDJRQDOHGHO¶REMHW est utilisé 
pour filtrer les PIs selon la distance spatiale entre eux. 
Dans la Figure 3-12, le SURFHVVXV G¶H[WUDFWLRQ GHV 3,V HQ utilisant le détecteur SC_HK_C_Con est 
exposé 1RXV QRWRQV TXH O¶pWDSH GHV FRPSRVDQWHV FRQQH[HV SHUPHW GH Uéduire considérablement le 
nombre final de PIs. Les représentants de chaque composante connexe sont situés sur des régions 
saillantes du visage (nez, front, bouche, menton, joue, oreille) SXLVTX¶LOVVRQWFKRLVLVsur les valeurs de 
courbure maximale. 
 
 
Figure 3-12 /ůůƵƐƚƌĂƚŝŽŶĚƵƉƌŽĐĞƐƐƵƐĚ ?ĞǆƚƌĂĐƚŝŽŶĚĞƐW/ƐĞŶutilisant le détecteur SC_HK_C_Con 
 
b) Version Multi-échelle 
6LPLODLUHPHQWj O¶LGpH introduite par O¶pWXGHGH (Ho, et al., 2009), nous proposons, pour une version 
multi-échelles de notre travail, GH V¶DSSXLHU VXU O¶DXJPHQWDWLRQ GH OD WDLOOH GX YRLVLQDJH DX OLHX
G¶DSSOLTXHU XQ OLVVDJH SDU XQH S\UDPLGH GH JDXVVLHQQHV /e principe est de calculer la mesure de 
saillance sur différents niveaux de voisinages (échelles) et de sélectionner le niveau pour lequel la 
valeur de saillance est extremum par rapport aux valeurs de ses voisins à O¶pFKHOOHHQTXHVWLRQHWDX[
valeurs des échelles YRLVLQHV/¶DOJRULWKPHDGRSWpHVWDORUVOHVXLYDQW : 
x Algorithme de la version Multi-échelle  
 Données : 
P = {pi א R3}: ensemble des points 3D du modèle. 
R = {rk`XQHQVHPEOHG¶pFKHOOHV 
 Algorithme : 
1: for r א {rk} do 
2: for p א {pi} do 
3: Trouver le voisinage Nr jO¶pFKHOOHU 
4: Calculer les mesures de saillance basées sur k1, k2, SI, C, H, K 
5: Vérifier si p est saillant  avec le critère (SC ŀ +.jO¶pFKHOOHU 
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6: end for 
7: Sélectionner les PIs de position p saillante en termes de (FQ ou C ou Conf) par rapport à 
son voisinage sur les rayons rk, rk -1 et rk +1 et ayant une mesure de saillance maximale à 
O¶pFKHOOHrk  
8: Regrouper les PIs sous forme de composantes connexes et sélectionner pour chaque 
composante les PIs de courbure maximale C 
ou 
8: Trier les PIs selon leur saillance (FQ ou C ou Conf) puis appliquer un clustering 
9: end for  
'DQV OHV WHVWVHIIHFWXpV QRXVQ¶DYRQV FRQVLGpUpTXH ODPpWKRGHDYHF OHVFRPSRVDQWHVFRQQH[HVGH
O¶pWDSH3DUFRQWUDLQWHGH WHPSVQRXVQ¶DYRQVSDVSXPHQHUjERXWcette version multi-échelles et 
exploiter ces résultats. Nous nous sommes contentés de quelques résultats visuels qui seront présentés 
ultérieurement. 
 
3.2. Eléments impactant sur les mesures de courbure 
3.2.1 Artefacts et bruit  
En optique, une surface claire réfléchit SOXVGHOXPLqUHTX¶XQHVXUIDFHVRPEUH&¶HVWce qui fait que 
pour les scanners optiques certaines zones de la scène comme les cheveux noirs ou des miroirs ne sont 
pas correctement détectés. Les réflexions multiples de la surface donnent des points aberrants 
(outliers). De plus, les limitations physiques des capteurs peuvent ajouter du bruit ou des artéfacts et 
DIIHFWHO¶pFKDQWLllonnage et les valeurs de profondeurs des points. Le type de bruit des scanners 3D est 
typiquement gaussien. SimilairemenWDXEUXLW'TXLHVWFRQYROXpDYHFO¶LQWHQVLWpGHVSL[HOVOHEUXLW
'SHUWXUEHOHVFRRUGRQQpHVGHVSRLQWVGXQXDJH8QH[HPSOHGHO¶LPSDFWGHEUXLWVXUOHFDOFXOGHV
normales est présenté dans la Figure 3-13. 
 
 
Figure 3-13 a) Surface 3D artificielle sans bruit b) Directions des normales sur la surface non bruitée 
c) Surface 3D artificielle avec bruit. d) Directions des normales sur la surface bruitée (Bozkurt, et al., 
2009) 
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/DVXUIDFHGHO¶REMHWVFDQQppWDQWLQFRQQXHLOHVWWrès difficile de décider de la validité ou non-validité 
des points. Le bruit peut être partiellement enlevé avec par exemple un filtre bilatéral ou un lissage 
Laplacian. Le filtre bilatéral diminue le bruit tout en préservant les détails de la forme 3D 
contrairement à un lissage Laplacian qui ne lisse pas seulement le bruit mais aussi les caractéristiques 
de la forme. Une comparaison entre le lissage Laplacian (implémenté dans la bibliothèque VTK) et le 
filtrage bilatéral gaussien (Fleishman, et al., 2003) est présenté dans la Figure 3-14. Nous notons la 
SHUWHGHVGpWDLOVGHODIRUPHDXWRXUGHO¶°LOGHEXQQ\ sur le modèle lissé par rapport au modèle dé-
bruité. 
 
 
Figure 3-14 De gauche à droite : Modèle Original  ? Ajout de bruit Artificiel - Modèle lissé par un 
lissage Laplacien  ? Modèle dé-bruité par un filtrage bilatéral 
 
$SUqV FHWWH FRPSDUDLVRQ QRXV SURSRVRQV G¶DSSOLTXHU HQ SUpWUDLWHPHQW XQ ILOWUDJH ELODWpUDO VXU OHV
données des bases bruitées. Dans la Figure 3-15, nous présentons le pseudo-FRGHG¶XQH LWpUDWLRQGH 
O¶DOJRULWKPHGHILOWUDJHELODWpUDO gaussien de (Fleishman, et al., 2003) que nous a allons utiliser dans 
notre travail. L'idée de ce filtre sélectif consiste à faire une moyenne gaussienne sur les points les 
proches dans le voisinage. Le choix des paramètres comporte essentiellement le nRPEUHG¶LWpUDWLRQV et 
la taille du voisinage. 
 
 
Figure 3-15 Pseudo-ĐŽĚĞĚĞů ?ĂůŐŽƌŝƚŚŵĞĚĞĨŝůƚƌĂŐĞďŝůĂƚĠƌĂů(Fleishman, et al., 2003) 
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3.2.2 Invariance aux transformations, échelle et résolution 
Les valeurs des courbures principales d'une surface sont indépendantes des rotations 3D. &¶HVW Xne 
propriété très importante pour la reconnaissance d'objets quand la capture des objets se fait selon des 
orientations arbitraires. Les primitives obtenues à partir des courbures principales sont alors 
invariantes à l'orientation. De ce fait, les valeurs H, K, S et C sont indépendantes de la translation et de 
la rotation dans l'espace 3D. Cependant, la variation d'échelle modifie la différence finie des valeurs 
échantillonnées des modèles et impacte le calcul des dérivées partielles discrètes d'une même surface. 
'H FH IDLW OHV FRXUEXUHV SULQFLSDOHV ț1 eW ț2, calculées à partir d'une Hessienne ou des dérivées 
partielles de deuxième ordre d'une surface, sont dépendantes de l'échelle et varient 
proportionnellement à un changement d'échelle de la surface dans l'espace 3D. De plus, avec le 
caractère discret des surfaces obtenues avec les scans 3D, le ratio de l'échantillonnage est un deuxième 
facteur impactant sur la mesure des courbures. Ainsi les valeurs de H, K et C ne sont pas invariantes 
par changement d'échelle ou de résolution. Par contre, S est indépendant de l'échelle et de la résolution 
G¶DSUqVVDformulation. /¶LQGpSHQGDQFHGHO¶LQGLFHGHIRUPHjODUpVROXWLRQHVWLOOXVWUpHGDQVODFigure 
3-16, dans laquelle, différents niveaux G¶pFKDQWLOORQQDJH GH OD PrPH IRUPH VRQW FRQVLGpUps. La 
remarque est que lDUpVROXWLRQGHO¶LPDJH6,GLPLQXHcertes, mais les valeurs de SI (intensité en niveau 
de gris) ne sont pas affectées. 
 
Figure 3-16 /ŵĂŐĞƐĚĞů ?ŝŶĚŝĐĞĚĞĨŽƌŵĞƉŽƵƌĚŝĨĨĠƌĞntes résolutions de la forme initiale 
 
3.2.3 Maillage et voisinage   
Rappelons que l¶REMHFWLIde cette thèse est de reconnaitre un objet à partir de quelques vues 
2.5D et les mettre en correspondance après extraction des primitives.  
- Maillage : La subdivision du nuage de points en des sous-régions locales (patchs) permet  
G¶DYRLU GHVPHVXUHVG¶XQHIDoRQLQGpSendante dans  chaque  portion  du  modèle.  Nous 
H[SORLWRQVODVWUXFWXUHUpJXOLqUHHQLMGHO¶LPDJH'SRXUFRQVWUXLUHXQPDLOODJHGXQXDJH
de points. Nous générons ce maillage de la façon suivante: nous cherchons les coordonnées 
des points minimums et PD[LPXPVVXUO¶D[HGHV[HWGHV\SRXUIRUPHUODERLWHHQJOREDQWHGH
O¶REMHW&HVFRRUGRQQpHVVHUYHQWjFDOFXOHUODWDLOOHDSSUR[LPDWLYHGHODGLDJRQDOHGHO¶REMHW
Ensuite, nous calculons la distance moyenne des points contenus dans cette boite. Puis, nous 
SDUFRXURQV OD JULOOHGHV SRLQWV GDQV O¶RUGUHGRQQpH SDU O¶LPDJH GH SURIRQGHXUSRXU IRUPHU
finalement, des facettes triangulaires à partir de points dont la distance entre eux est inférieure 
à la distance moyenne du nuage.  
- Voisinage : Pour la détection GHV SRLQWV G¶LQWpUrW  QRXV PHVXURQV OD VDLOODQFH GH  FKDTXH
SRLQW /¶XQLWp GH PHVXUH HVW OH FRXSOH GHV FRXUEXUHV SULQFLSDOHV TXL VH FDOFXOH VXU XQ
YRLVLQDJHG¶XQSRLQW/HFKRL[GH OD WDLOOHGHFHYRLVLQDJHHVWFULWLTXH'DQVQRWUHFDVFHWWH
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taille est dpWHUPLQpHVRLWSDUOHQRPEUHG¶DQQHDX[DXWRXUGXSRLQWVRLWSDUODYDOHXUGXUD\RQU
G¶XQH VSKqUH FHQWUp DX SRLQW 'DQV OH FDV Rù les triangles du maillage ont la même taille 
WHVVHOODWLRQXQLIRUPHQRXVSRXYRQVFRQVLGpUHUXQQRPEUHFRQVWDQWG¶DQQHDX[RX un rayon r 
IL[H3DUFRQWUHSRXUXQPDLOODJHLUUpJXOLHUHWFRPSOH[HFHVPpWKRGHVQ¶DSSUR[LPHQWSDVOH
voisinage adéquatement. Une approche adaptative permet de sélectionner la taille du voisinage 
selon la tessellation autour du point.  
o &RQVLGpURQVO¶REMHWFRPPHXQJUDSKH*9(R9HVWO¶HQVHPEOHGHVVRPPHWVGX
PDLOODJHHW(HVWO¶HQVHPEOHGHVDUrWHVG¶DGMDFHQFHGDQVO¶REMHW3RXUXQSRLQWYאV, 
un k-ULQJDXWRXUGHYFRUUHVSRQGjO¶HQVHPEOHGHVSRLQWVGRQWODORQJXHXUGXFKHPLQ
le plus court à partir de v est k. Une façon adaptative de choisir ce nombre est de 
SUHQGUHXQHSURSRUWLRQGXQRPEUHGHVIDFHWWHVGDQVO¶REMHW 
o Dans le cas où le voisinage des points est donné par une région sphérique autour du 
point, le rayon de cette sphère est pris proportionnellement à la diagonale de la boite 
HQJOREDQWH SRXU DVVXUHU XQH LQYDULDQFH DX[ FKDQJHPHQWV G¶pFKHOOHV HW j
O¶pFKDQWLOORQQDJH 
o Nous évitons également dans le calcul des  courbures les points situés sur les bords et 
dans les zones de transition de visibilité. Ces points de discontinuité sont détectés par 
OD UHFKHUFKH GHV OLJQHV SHUSHQGLFXODLUHV j O¶DQJOH GH YXH et par leur faible densité 
(voisinage). 
 
3.3. Résultats expérimentaux 
3.3.1 Outils de développements et bases de données  
Estimer de manière précise et fiable les courbures principales en tout point est une étape essentielle 
dans notre détection. Par souci de simplicité, l'approche adoptée est fondée sur l'ajustement local d'une 
surface polynomiale de second degré 2-MHW/¶DSSOLFDWLRQG¶XQH$QDO\VHHQ&RPSRVDQWHV3ULQFLSDOHV
(ACP) sur le voisinage des points, VXLYLG¶XQDMXVWHPHQWSRO\QRPLDOSHUPHWGHGpGXLUHODEDVHHWOHV
coefficients de Monge (Figure 3-17). La bibliothèque CGAL (CGA10) HVWXWLOLVpHSRXU O¶HVWLPDWLRQ
GHVTXDQWLWpVGLIIpUHQWLHOOHVG¶XQHVXUIDFHOLVVpHG¶XQPDLOODJHWULDQJXODLUH. 
'DQV OH EXW G¶DFFpOpUHU OH WHPSV GH FDOFXO QRXV DYRQV SX H[SORLWHU pJDOHPHQW O¶LPSOpPHQWDWLRQ
donnée par (Tombari, et al., 2010) pour définir un système de référence local (RF) utilisé pour le 
FDOFXOGXGHVFULSWHXU6+27/DQRUPDOHHVWGRQQpHSDUOHYHFWHXUSURSUHG¶XQHPDWULFHGHFRYDULDQFH
formée par une combinaison linéaire des distances des points du voisinage. Nous notons ce deuxième 
algorithme par RF.  
La bibliothèque VTK (VTK10) est utilisée pour stocker la structure du PDLOODJHHWO¶DSSlication des 
transformations G¶ajout de bruit et de décimation des données. 
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Figure 3-17 >ĞƐƚƌŽŝƐďĂƐĞƐŽƌƚŚŽŶŽƌŵĠĞƐƵƚŝůŝƐĠĞƐƉŽƵƌů ?ĞƐƚŝŵĂƚŝŽŶĚĞƐĐŽƵƌďƵƌĞƐ 
 
Dans nos expérimentations, nous avons utilisé des images de profondeurs de modèles, présentant une 
variation en angle de prise de vue HWG¶pFKHOOH. /HGHJUpGHVLPLODULWpHQWUHOHVIRUPHVG¶REMHWVYDULH
selon le type de la base de données. Des bases différentes en termes de taille, qualité, densité et type 
G¶REMHWVJpQpUpHVSDUGLIIpUHQWVFDSWHXUVVRQWH[SORLWpHVGDQVQRVWHVWV/¶pYDOXDWLRQTXDQWLWDWLYHGHV
détecteurs sera donnée uniquement sur les données de la base Minolta. 
/¶HQVHPEOHde ces bases sera exploité essentiellement dans le chapitre reconnaissance où chaque  jeu 
de données est séparé en deux groupes XQHQVHPEOHSRXUODSKDVHG¶DSSUHQWLVVDJHHWXQDXWUHSRXUOD
requête ou le test. 
 
La base Stuttgart et la base Minolta 
La base de Stuttgart University Range Image (Stu10) est composée de 42 objets. Ces images de 
profondeurs sont générées synthétiquement pour avoir un grand jeu de données offrant une variation 
GHO¶DQJOHGHYXHA chaque objet correspRQGSRVHVG¶DSSUHQWLVVDJHHWSRVHVSRXUOHWHVW&H
qui donne un total de 66x42=2772 poses en apprentissage et 258x42=10836 poses en test. Les angles 
de vues sont pris sur les différents angles de la sphère avec un écart de 23-26° dans la base 
G¶DSSrentissage et un décalage de 11.5- SRXU OHV UHTXrWHV GH WHVW /¶H[HPSOH GH OD Figure 3-18 
UHSUpVHQWHO¶HQVHPEOHG¶DSSUHQWLVVDJHSRXUO¶REMHW³PDFKLQH´ 
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Figure 3-18 A gauche- Les 42 objets de la base de Stuttgart  ?A droite- > ?ĞŶƐĞŵďůĞĚĞƐŝŵĂŐĞƐĚĞůĂ
ďĂƐĞĚ ?ĂƉƉƌĞŶƚŝƐƐĂŐĞƉŽƵƌů ?ŽďũĞƚ U machine » 
 
8QHGHX[LqPHEDVHG¶LPDJHs de profondeur est la base publique Minolta acquise par un scanner laser 
(Minolta Vivid 900 laser range scanner) (Min11) SDUO¶XQLYHUVLWp2hio State University. Un grand jeu 
de données est fourni avec plus de 30 objets et présente GHVYDULDWLRQVG¶DQJOHVGH 1°, 20° et 36°. Pour 
les chapitres détection et description, nous avons choisi de travailler avec 9 objets (Figure 3-19) de 
cette base avec un total de 162 YXHVG¶pFDUWGH0°. &HWWHVpOHFWLRQG¶REMHWDpWpSURSRVpHSDU(Chen, et 
al., 2004)1RXVDYRQVUHPSODFpO¶REMHWRUDQJHGLQRGHFHWWHEDVHSDUO¶REMHWEXQQ\ 
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Figure 3-19 En haut- 20 objets de la base Minolta, en bas-Images de profondeurs des 9 objets de la 
base Minolta utilisés pour notre évaluation  (Chen, et al., 2007) 
 
Dans la base Minolta, se présentent, également, des vues prises sous différentes échelles de 2 à 4 
pFKHOOHV SRXU TXHOTXHV REMHWV 'DQV FH MHX GH GRQQpHV LVVXHV G¶DFTXLVLWLRQV UpHOOHV GH VFqQHV OHV
objets sont extraits par un processus de segmentation qui laisse des bouts du fond sur quelques vues. 
Nous avons pu récupérer 7 objets dont les vues ne présentent quasiment pas de problèmes de 
segmentation sauf pour quelques vues (exemple sur la ligne 1 et 2 de la Figure 3-20). Ces objets sont 
FRPPHVXLWDYHFOHQRPEUHG¶pFKHOOHVSDUREMHWEOXHGLQRpFKHOOHVEUDLQpFKHOOHVIDFHVLPDJHV
(3 échelles), gc_bottle (4 échelles), reddino (3 échelles), valve (4 échelles) et yellowhorn (3 échelles). 
Pour chaque objet, nous avons sélectionné 11 vues. Le nombre de points dans des vues prises sous le 
PrPHDQJOHDXJPHQWHHQSDVVDQWG¶XQHpFKHOOHjXQHpFKHOOHSOXVSURFKHGXFDSWHXU3DUH[HPSOH
SRXUODYXHGXPRGqOH5LFNGHVIDFHVLPDJHVQRXVDYRQVSRLQWVHWIDFHWWHVjO¶pFKHOOH
0, coQWUHSRLQWVHWIDFHWWHVjO¶pFKHOOHHWSRLQWVHWIDFHWWHVjO¶pFKHOOH 
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Figure 3-20 >ĞƐ ?ŽďũĞƚƐƉƌĠƐĞŶƚĂŶƚƵŶĞǀĂƌŝĂƚŝŽŶĚ ?ĠĐŚĞůůĞ ?^ƵƌĐŚĂƋƵĞůŝŐŶĞ ?ŶŽƵƐŝůůƵƐƚƌŽŶƐůĞƐǀƵĞƐ
0° de chaque échelle 
 
La base RGB-D Object 
/D EDVH G¶REMHW ³5*%-' 2EMHFW 'DWDVHW´ (RGB12) est, à notre connaissance, la plus grande base 
publique de données RGB-D et est composée de 300 objets communs « domestiques » (household). 
Ces objets sont organisés en 51 catégories rangées selon le système de relations WordNet hypernym-
hyponym (similaire à ImageNet). Par exemple la catégorie soda est divisée en des instances comme 
Pepsi Can et Mountain Dew Can. Les captures sont faites avec la caméra 3D Kinect qui synchronise et 
aligne des images RGB 640x480 avec des images de profondeurs à une fréquence de 30 HZ. Chaque 
objet est placé sur un plateau tournant et une capture est prise pour toutes les rotations. La caméra est 
placée à plusieurs hauteurs pour avoir différents angles de prise de vues.   
La Figure 3-21 représente  H[HPSOHV G¶REMHWV VHJPHQWpV GH OD EDVH 5*%-D, qui sont 
respectivement : apple_1, ball_1, banana_1, bell_peper_1, binder_1, calculator_1, camera_1, cap_1, 
cell_phone_1, cereal_box_3, coffee_mug_1, comb_1, flashlight_1, food_bag_1, food_box_1, 
food_can_1, food_cup_1, garlic_1, greens_1, hand_towel_1, instant_noodles_1, keyboard_1, 
Kleenex_1, lemon_1, lightbulb_1, lime_1, marker_1, mushroom_1, notebook_1, onion_1, orange_1, 
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peach_1, pear_1, pitcher_1, plate_1, potato_1, rubber_eraser_1, scissors_1, shampoo_1, soda_can_1, 
sponge_1, stapler_1, tomato_1, toothbrush_1 and watter_bottle_1. 
 
Figure 3-21 >ĞƐ ? ?ĞǆĞŵƉůĞƐĚ ?ŽďũĞƚƐƐĞŐŵĞŶƚĠƐĚĞůĂďĂƐĞZ'-D (RGB12) 
 
 
Figure 3-22 Deux vues du même objet pour la base RGB-D Object 
 
Nous énumérons à présent quelques caractéristiques de la Kinect : 
x Portée: ~ 50 cm à 5 m.  x Résolution horizontale: 640 x 480. Pour des géométries simples, la résolution est de ~ 0.75 
mm par pixel en x sur y à une distance 50 cm, et de ~ 3 mm par pixel en x sur y à une distance 
de 2 m. x FOV: 45° en vertical et 58° en horizontal  x Résolution de la profondeur: ~ 1.5 mm pour 50 cm et environ 5 cm à 5 m. x Bruit: Environ +-1 DN pour toutes les distances, mais ce bruit est non-linéaire. Ce qui veut 
GLUHTX¶LOHVWpJale à +-1 mm pour des distances faibles, et +- 5 cm pour les plus éloignés. 
 
Base « Carotte » du laboratoire 
Cette base a été construite dans notre laboratoire dans le cadre du projet CAROTTE  « CArtographie 
par ROboT d'un Territoire » dans lequel O¶XQHGHV WkFKHVG¶XQ URERWPRELOHpWDLW GH reconnaitre les 
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objets de son environnement. La caméra 3D Kinect est utilisée pour capturer quelques prises de vues 
(3 à 10) de 20 objets différents : ballon rouge, botte fourrée, botte en plastique verte, bouteille mauve, 
casier de rangement, chaise bleue à roulette, chaise beige à quatre pieds, cylindre vert, disque rose, 
ERLWH G¶DUFKLYH EOHX JURV ELGRQ OLYUH PDUWHDX SDUDOOpOépiSqGH PDXYH ERLWH G¶DUFKLYH EODQF SHWLW
bidon noir, poubelle blanche, prisme jaune, robot Pioneer quatre roues, ventilateur (Figure 3-23). Ces 
objets sont de tailles différentes allant de 10cm à 1m. La distance moyenne de capture est de 1m50. 
/¶DYDQWDJH GHFHW\SHGHFDPpUDHVWTXHO¶LQIRUPDWLRQ5*%HVWVWRFNpHHQSOXVGHO¶LQIRUPDWLRQGH
profondeur. 
 
Figure 3-23 Les 20 objets de la base carotte du laboratoire 
 
3.3.2 Evaluation des détecteurs 
3.3.2.1 Evaluation visuelle  
Nous proposons de commencer cette partie par une brève évaluation visuelle de la performance des 10 
détecteurs SC_HK_FQ, SC_HK_C, SC_HK_C_Conf, SC_HK_C_Con, Harris, SI, HK, SC et SURF. 
Le détecteur FQ, ne fera pas parti des détecteurs testés. Par raison de son temps de calcul et sa faible 
performance, il a été éliminé. 
Nous présentons quelques résultats de ces détecteurs pour les bases: Minolta (Figure 3-24 et Figure 
3-25), Carotte (Figure 3-26), Stuttgart (Figure 3-27), et RGB-D (Figure 3-28). Nous allons mettre 
O¶DFFHQWVXUGHVDVSHFWVSDUWLFXOLHUVSRXUFODVVHUFHVUésultats. 
  Avantage du processus de combinaison: 
3DUOHFURLVHPHQWGHVGHX[HVSDFHVGHFODVVLILFDWLRQ6&HW+.QRXVSURILWRQVGHVDYDQWDJHVGHO¶XQHW
GH O¶DXWUH (Q HIIHW OD FRPELQDLVRQ GHV GHX[ HVWLPDWHXUV GH FRXUEXUH 6& HW +. HVW robuste aux 
YDULDWLRQVG¶angles (Figure 3-25) et élimine les points qui ne sont pas classés pareillement par les deux 
classificateurs de surface (Figure 3-24). Les points éliminés se caractérisent par une faible variation 
locale de ODIRUPHGHO¶REMHWou peuvent correspondre à du bruit ou à un artéfact. En outre, le filtrage 
basé sur un tri des mesures de courbure (C ou FQ ou Conf) des PIs renforce cette saillance en prenant 
les points avec la plus forte variation de courbure par rapport à leur voisinage. La dispersion des PIs 
des détecteurs SC, HK, SC_HK_C, SC_HK_CoQIHW6&B+.B)4VXUODVXUIDFHGHO¶REMHWHVWGXHj
O¶RSpUDWLRQGHUHJURXSHPHQWEDVpHVXUO¶pFDUWVSDWLDOHQWUHOHV3,VWULpV 
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Figure 3-24 ZĠƐƵůƚĂƚĚ ?ĞǆƚƌĂĐƚŝŽŶĚĞƐW/Ɛpour le processus de combinaison. 
Les détecteurs sont les suivants : -de gauche à droite- Ligne 1: HK sans filtrage (6695), SC sans filtrage 
(5462), SC_HK sans filtrage (4950). Ligne 2: HK avec filtrage (121), SC avec filtrage (121) et 
SC_HK_Conf (115). Ligne 3: SC_HK_C (121), SC_HK_FQ (131), SC_HK_Conf (115) et SC_HK_Con (81). 
Le nombre de PIs est donné entre parenthèses. Les points colorés en rouge dans la ligne 2 
correspondent aux points retenus parmi les points de la zone entourée dans la ligne 1. Dans la ligne 
3, les positions en rouge ŵŽŶƚƌĞŶƚĚĞƐƉŽŝŶƚƐĞǆƚƌĂŝƚƐƐƵƌůĞƐŵġŵĞƐǌŽŶĞƐĚĞů ?ŽďũĞƚƐƵƌůĞƐ ?
détecteurs. 
  
Entre les trois méthodes de sélection combinée SC_HK_C, SC_HK_Conf et SC_HK_FQ basées sur 
XQ WUL ILQDO VXU OHV YDOHXUV GH & RX )4 RX &RQI OD GLIIpUHQFH Q¶HVW SDV WUqV QRWable visuellement 
(quasiment les même positions de PIs sur la Figure 3-24/¶H[SOLFDWLRQHVWTXHFHVWURLVHVWLPDWHXUV
mesurent la même information de degré de déviation de la courbure par rapport à un voisinage. Ce 
YRLVLQDJHLQWHUYLHQWSOXVIRUWHPHQWGDQVOHVPHVXUHV)4HW&RQISXLVTXHGHVQRWLRQVG¶H[WUHPXPRX
de moyenne, sur les valeurs de courbure des voisins, sont utilisées. 
'¶DXWUHSDUW OD YHUVLRQ FRPELQpH SC_HK_C_Con, utilisant le processus de composantes connexes, 
sélectionne moins de points (81 PIs) que les autres détecteurs combinés (~120 PIs). En effet, la 
recherche de la connexité, entre les points en se basant sur le couple (SC-HK) de classification de la 
VXUIDFHUpGXLWGDQVXQSUHPLHUWHPSVO¶HVSDFHGHVpOHFWLRQGHV3,V(QVXLWHGDQVXQGHX[LqPHWHPSV
O¶pWHQGXGHFKDTXHFRPSRVDQWHFRQQH[HVXUO¶REMHWHVWUHSUpVHQWpSDUXQVHXO3,DYHFODYDOHXUGH&
maximale. Pour cette raison, les positions des PIs de ce dernier sont plus proches des positions du 
détecteur SC_HK_C que celles des autres versions combinées. 
 
  &RPSDUDLVRQDYHFGHVGpWHFWHXUVGHO¶pWDWGHO¶DUW 
Nous présentons le résultat des détecteurs Harris_fract, Harris_clust, SURF, SI et SC_HK_FQ pour 4 
YXHV GH O¶REMHW $QJH GDQV OD Figure 3-25. La particularité de cet objet est le fort degré de détails 
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présents sur sa forme. Pour les deux versions de Harris DYHFODVpOHFWLRQG¶XQHIUDFWLRQGH3,VSDUPL
les plus grandes réponses de Harris et avec le regroupement par clustering, le résultat est très différent. 
Pour le premier, le Harris_fract, les positions sont condensées et situées sur des zones de transitions 
locales (presque au niveau des contours de la forme). Quant au Harris_clust, les PIs sont répartis sur 
toute la surface. Néanmoins, la répétabilité de ces deux détecteurs entre les différentes vues est notable 
et les positions des PIs sont saillantes avec une variation locale distincte de la forme. 
Dans notre cas, nous avons privilégié avoir des PIs dispersés sur la surface, que des PIs condensés et 
FROOpVOHVXQVDX[DXWUHV&HWWHGLVSHUVLRQJDUDQWLHODSULVHHQFRPSWHG¶XQPD[LPXPGHGpWDils sur la 
forme et réduit la redondance dans la représentation à sauvegarder. Il en résulte la nette stabilité des 
PIs du détecteur combiné SC_HK_FQ sur les différentes vues. (QRXWUHODQDWXUHGXW\SHGHO¶REMHW
testé est adéquate pour le critère de notUHGpWHFWLRQFDUDFWqUHFRXUEpH(QHIIHWODVXUIDFHGHO¶$QJH
présente des courbures prononcées, ce qui augmente le nombre de PIs détectés. 
Par ailleurs, en dépit du faible nombre de PIs détectés par SI, ces positions restent relativement 
répétables. Pareillement que notre détecteur, ce dernier extrait des extremums en mesure de courbure 
(indice de forme). 
La remarque à donner concernant le détecteur SURF est que quelques positions de PIs se situent à 
O¶H[WpULHXU GH O¶REMHW /D UDLVRQ HVW TXH FH GHUQLHU utilise, contrairement aux autres détecteurs, une 
LQIRUPDWLRQYROXPLTXHjEDVHGHYR[HOVREWHQXVSDUODUpSDUWLWLRQGHO¶LQWHUVHFWLRQG¶XQFXEHDYHFOD
VXUIDFHGHO¶REMHW&HSHQGDQW O¶DYDQWDJHGHFHGpWHFWHXUHVW O¶DWWULEXWLRQG¶XQHpFKHOOHUHSUpVHQWpH 
par le rayon de la sphère sur la figure) aux PIs. 
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 Figure 3-25 Positions des PIs détectés par respectivement de haut vers les bas : Harris_fract, 
Harris_clust, SURF, SI et SC_HK_FQ pour les angles (0°, 20°, 40° et 80°) 
 
 Présence de bruit: 
/HV UpVXOWDWV VXU ODEDVHGH&DURWWHSUpVHQWHXQDXWUH W\SHG¶REMHWVDYHFGHVFRQGLWLRQVSOXVUpHOOHV. 
Malgré le bruit existant dans les données de la Kinect, nos algorithmes combinés réussissent à extraire 
GHV3,VVLWXpVVXUGHVOHV]RQHVFDUDFWpULVWLTXHVGHODIRUPHGHO¶REMHW3DUH[HPSOHVXUODFigure 3-26 
des objets de la base Carotte, les PIs sont concentrés sur les plis au niveau du sac de la poubelle, sur 
OHVFRLQVOHVERUGVHWOHERXFKRQSRXUO¶REMHWELGRQHWVXUOHsupport et les pales du ventilateur. Ces 
positions saillantes sont relativement stables et se répètent sur les différentes vues du ventilateur. 
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Figure 3-26 Résultat de détection des  PIs sur les objets de la base Carotte avec respectivement de 
gauche à droite: les détecteurs SC_HK_FQ (poubelle), SC_HK_C (bidon) et SC_HK_Conf (ventilateur) 
 
 Objets mécaniques: 
/¶LOOXVWUDWLRQGHODFigure 3-27 PRQWUHOHUpVXOWDWGHGpWHFWLRQGHO¶DOJRULWKPHFRPELQp6&B+.B&VXU
des objets de types mécaniques pour les modèles agfa, machine et auto de la base Stuttgart. Ces 
surfaces sont à dominance de surfaces planes. Comme la sélection basée sur les critères SC et HK ne 
prend pas en compte ces zones, nous avons rajouté le type plan dans les types de surfaces 
VpOHFWLRQQpHV1¶D\DQWSDVXQFULWqUHGHWULVXUFHW\SHGHVXUIDFHQpDQPRLQVOHILOWUDJHXWLOLVDQWXQH
condition sur le seuil de la distance spatiale enWUHOHV3,VSHUPHWG¶DYRLUGHV3,VUpSDUWLVVXUODVXUIDFH
GHO¶REMHW/¶LQFRQYpQLHQWGHFHWDSSURFKHHVWTXHOHQRPEUHGH3,VSHXWrWUHJUDQGa3,VSRXU
GHVPRGqOHVjJUDQGHGHQVLWpGHSRLQWVFRPPH OHFDVGHVREMHWVGH ODEDVH6WXWWJDUW/¶LQIRUPDWLRn 
prélevée sur ces PIs est redondante et le risque de confondre ces PIs entre eux augmente, au moment 
mise en correspondance. 
 
Figure 3-27 Positions des PIs détectés par le détecteur SC_HK_C sur des objets de type mécanique 
pour les modèles agfa, machine et auto de la base Stuttgart 
 
 Similarité entre les objets: 
3DUPL OHV FRQWUDLQWHVG¶XQHPpWKRGH ORFDOH HVW TXH O¶H[WUDFWLRQGH3,V VXUGHVREMHWVGH IRUPH WUqV
similaire donne les mêmes positions physiques. /¶LOOXVWUDWLRQ de la Figure 3-28 appuie cette remarque. 
En effet, les vues partielles des objets oignon, tomate et orange se ressemblent fortement. Le bruit des 
données est réparti de la même façon sur la surface des objets et renforce cette similitude. Cette 
OLPLWDWLRQGXGpWHFWHXUSHXWrWUHVXUSDVVpHSDUXQHGpILQLWLRQG¶XQGHVFULSWHXUGLVWLQJXDQWFHVSRLQWV
Par exemple en utilisant la texture de la surface, nous parvenons à différencier ces objets comme le cas 
de la couleur des modèles oignon, tomate et orange. 
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Figure 3-28 Les PIs détectés sur les objets: oignon, orange et tomate de la base RGB-D montrant la 
forte similarité de la forme. Une couleur de la surface est rajoutée pour différencier ces objets. 
 
 Version multi-échelles : 
1RXV DYRQV SX HQWDPHU O¶LPSOpPHQWDWLRQ GH O¶DSSURFKH multi-échelle décrite précédemment. Nous 
présentons quelques figures (Figure 3-29, Figure 3-30 et Figure 3-31) illustrant des résultats de ce 
GpWHFWHXU'¶DSUqVODFigure 3-29O¶Htendu des composantes connexes dans la version multi - échelles 
est réduit par rapport à la version mono-échelle et le nombre des PIs finaux est largement plus petit.  
 
 
Figure 3-29 Résultat de la détection en échelle fixe (première ligne) et en multi échelles (deuxième 
ligne) pour le détecteur SC_HK_Con. >ĂƉƌĞŵŝğƌĞĐŽůŽŶŶĞƌĞƉƌĠƐĞŶƚĞů ?ĠƚĞŶĚƵĚĞƐĐŽŵƉŽƐĂŶƚĞƐ
connexes et la deuxième les positions des PIs finaux. 
 
'¶DSUqV OD Figure 3-32 LOOXVWUDQW VXU GHV LPDJHV GH O¶LQGLFH GH IRUPH OH UpVXOWDW GX SURFHVVXV GH
GpWHFWLRQ SDU O¶DOJRULWKPH 6&B+.B&RQ VXU WURLV WDLOOHV FURLVVDQWHV GH YRLVLQDJH /HV PHVXUHV GH
O¶LQGLFHGHIRUPHUHSUpVHQWpHVVRQWFDOFXOpHs sur ces trois nivaux de voisinages. Nous remarquons que 
OHV3,VGpWHFWpVVRQWFRQFHQWUpVVXUOHVPrPHVUpJLRQVGHO¶REMHWGHYLVDJHODERXFKHOHQH]OHV\HX[
HWOHVRUHLOOHV2XWUHFHWWHVWDELOLWpjO¶pFKHOOHQRXVDYRQVFRQVWDWpTXHOHVILJXUHVFigure 3-30, Figure 
3-31 PHWWHQW O¶DFFHQW VXU XQH IRUWH UpSpWDELOWp GHV 3,V SRXU GHV YDULDWLRQV G¶DQJOH GH YXHV Par 
        
 
SHAIEK Ayet Page 106 
 
exemple, nous avons compté 18 PIs qui sont UpSpWDEOHVSRXUO¶DSSURFKH6&B+.B&on muti-échelle par 
rapport à 15 PIs UpSpWDEOHVSRXUO¶DSSURFKHGH6SDUVHSRLQWV introduite par (Castellani, et al., 2008).   
Bien que prometteusH SRXU OH SHX GH WHVWV HIIHFWXpV O¶pYDOXDWLRQ GH FHWWH PpWKRGH Q¶D SDV SX rWUH
poussée plus loin, par contrainte de temps.  
 
 
Figure 3-30 /ŶǀĂƌŝĂŶĐĞĂƵǆĂŶŐůĞƐĚĞǀƵĞƐƉŽƵƌů ?ĂƉƉƌŽĐŚĞ^ ?,< ?Con multi-échelle. Les nombres 
représentent respectivement : ů ?ŽƌĚƌĞĚĞůĂǀƵĞ ?ůĞŶƵŵĠƌŽĚe la vue dans la base Minolta et le 
nombre des PIs. 
 
Figure 3-31 18 Résultats de comparaison de ů ?ĂƉƉƌŽĐŚĞ^ ?,< ?ŽŶ muti-échelle par rapport à 
ů ?ĂƉƉƌŽĐŚĞĚĞ(Castellani, et al., 2008) 
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Figure 3-32 Représentation du résultat de détection en utilisant trois niveaux de voisinages sur les 
ŝŵĂŐĞƐĚ ?indice de forme. 
 
/DFRPSDUDLVRQYLVXHOOHGHFHWWHSDUWLHUHVWHDSSUR[LPDWLYHHWQ¶pYDOXHSDVODUpHOOHSHUIRUPDQFHGHV
détecteurs. Pour le paragraphe suivant, nous introduisons une analyse quantitative de la répétabilité de 
ces détecteurs aux transformations JpRPpWULTXHV GH URWDWLRQ HW GH FKDQJHPHQW G¶pFKHOOH et de leur 
robustesse au bruit HWjO¶pFKDQWLOORQQDJH&HWWHpWXGHFRPSDUDWLYHHVWIDLWHXQLTXHPHQWVXUOHVREMHWV
de la base Minolta. 
 
3.3.2.2 Stabilité DX[FKDQJHPHQWVG¶DQJOHV  Description du protocole de test : 
/H FULWqUH G¶pYDOXDWLRQ GHV H[SpULPHQWDWLRQV HVW OD UpSpWDELOLWp GHV SRLQWV G¶LQWpUrW Etant donné un 
objet O et une fonction de transformation T, qui peut être une translation, une rotation, un changement 
G¶pFKHOOHRXXQDMRXWGHEUXLt, T(O) HVWO¶REMHWDSUqVO¶DSSOLFDWLRQGHODWUDQVIRUPDWLRQSoit aussi PO  
O¶HQVHPEOHGHVSRLQWVG¶LQWpUrWH[WUDLWVVXUO. Ainsi, la répétabilité est définie par: 
 
 
Un seuil sur la distance entre les points détectés sur T(O) et les points détectés sur O après les avoir 
transformés avec T permet de compter le nombre de points répétables. La quantification de cette 
répétabilité se fait en comparant la distance physique des points appariés à un seuil de distance. La 
définition de ce seuil décide de la correspondance ou pas entre les positions des points: si la distance 
entre deux points est inférieure au seuil fixé, le nombre de points répétables est incrémenté. 
8QH SUHPLqUH IDoRQ G¶pYDOXHU OD UpSpWDELOLWp HVW GH IL[HU OH seuil de la distance et calculer la 
répétabiliWpHQWUHOHPRGqOHRULJLQDOHWO¶REMHWWUDQVIRUPpHWpuis faire la moyenne pour chaque objet 
de la collection. Finalement, la répétabilité correspond à la valeur médiane de toutes les valeurs de 
répétabilité obtenues pour tous les objets de la base. 
Une deuxième évaluation est faite en traçant la courbe médiane des différentes mesures de répétabilité 
HQIRQFWLRQG¶XQHYDULDWLRQGXVHXLOGHGLVWDQFH 
Pour avoir une normalisation dans la comparaison des différents détecteurs, nous pouvons soit faire le 
rapport entre le premier et le deuxième plus proche voisin, soit, le rapport entre la distance du premier 
plus proche voisin et une distance maximale calculée sur toute la base et pour tous les détecteurs. Nous 
avons suggéré que la deuxième norPDOLVDWLRQHVW SOXV DGpTXDWHSRXUQRWUH FRPSDUDLVRQYXTX¶HOOH
SHUPHWG¶DYRLUODPrPHQRUPDOLVDWLRQSRXUWRXVOHVGpWHFWHXUVHWVXUWRXWQHSpQDOLVHSDVOHVGpWHFWHXUV
TXLVRUWHQWGHVSRLQWVGLVSHUVpVVXUODVXUIDFHGHO¶REMHW 
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Les paramètres de chaque métKRGH VRQW FKRLVLV HPSLULTXHPHQW G¶XQH IDoRQ j DYRLU GHV QRPEUHV
similaires de PIs et pouvoir effectuer des comparaisons de répétabilité au même ordre. Par exemple 
pour le détecteur SI, nous jouons sur les paramètres alpha et beta pour varier le nombre de PIs. 
Pareillement, nous ajustons les entrées et les seuils des algorithmes des détecteurs Harris et SURF. 
Les seuils Hzero, Kzero et Czero sont choisis tel que Kzero = H2zero et Czero = Kzero comme proposé par 
(Akagündüz, 2011). Nous avons sélectionné empiriquement pour ces seuils respectivement les valeurs 
0.01, 0.0001 et 0.01.  
Pour les expérimentations sur le détecteur de Harris, les valeurs du paramètre de Harris est K = 0.04 et 
la valeur du paramètre de sélection finale est égale à 0.01 pour la méthode de Harris_fract et égale à 
0.006 pour la méthode de Harris_clust.  
Sur les 9 objets de la base Minolta, nous appliquons les détecteurs sur les 18 vues de chaque objet. 
Nous avons au total 17 transformations. La courbe de répétabilité des PIs entre les différentes vues 
pour les 10 détecteurs : SC_HK_FQ, SC_HK_C, SC_HK_Conf, SC_HK_Con, Harris_fract, 
Harris_clust, SI, SC, HK et SURF, est présentée dans la Figure 3-33. Seulement la partie gauche des 
JUDSKHV REWHQXV HVW UHSUpVHQWpH SOXV LPSRUWDQWH FDU FH TXL QRXV LQWpUHVVH HVW O¶H[LVWHQFH GH SRLQWV
homologues très proches entre vue originale et vue transformée).  
  Résultats : 
 
 
Figure 3-33 Répétabilté des PIs pour les 10 détecteurs : SC_HK_FQ, SC_HK_C, SC_HK_Conf, 
SC_HK_C_con, Harris_fract, Harris_clust, SI, SC, HK et SURF sur les 9 objets de la base de Minolta. 
 
La performance de la répétabilité des trois détecteurs combinés SC_HK_C, SC_HK_Conf et 
6&B+.B)4 HVW FRPSDUDEOH SRXU XQH YDULDWLRQ G¶DQJOHV GH YXH /D FRXUEH GH 6&B+.B)4 HVW
légèrement au dessus de celles des autres détecteurs. Les explications données, dans la partie 
évaluation visuelle, sont valables pour justifier ce comportement. 
/¶H[FHSWLRQGHODFRXUEHGX685)TXLHVWELHQDXGHVVRXVGHVDXWUHVHVWjQRWHU1RXVSHQVRQVTXH
SHXWrWUHOHIDLWG¶DMXVWHUOHVSDUDPqWUHVSRXUDYRLUun nombre de PIs comparables, a pu faire baisser la 
performance de ce détecteur.  
Le Harris dans sa version de sélection par fraction est meilleur que la version Harris_clust pour les 
faibles valeurs du seuil. Ce comportement s¶inverse à partir de la valeur 0.09 du seuil.  
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'¶DSUqV OH Tableau 3-1, pour une valeur du seuil fixée à 0.16, les cinq premières répétabilités se 
présentent comme suit : 98.8% pour SC_HK_FQ, 98.5% pour SC_HK_C, 98.2% pour SC, 98.2% pour 
SC_HK_Conf et 97.9% pour Harris_clust.  
/¶LQYDULDQFHGHVPHVXUHV6&+HW.jODURWDWLRQH[SOLTXHODKDXWHUpSpWDELOLWpGHVGpWHFWHXUVEDVpV
sur ces estimateurs. Le processus de combinaison de critères a augmenté considérablement cette 
répétabilité en comparant aux résultats des détecteurs basés sur uniquement un de ces critères. Les PIs 
regroupés par composantes connexes sont moins stables que ceux ordonnés et regroupés par 
clustering. La répartition de ces points sur toute la forme par la méthode de clustering, par rapport à 
une concentration sur certaine zones obtenue par les composantes connexes, peut expliquer ce léger 
DYDQWDJH8QFRPSRUWHPHQWLQYHUVHHVWREVHUYpDYHFOHGpWHFWHXU+DUULV/DVpOHFWLRQG¶XQH fraction 
GHVSRLQWVDSUqVOHVDYRLURUGRQQpVVHORQOHXUUpSRQVHG¶+DUULVHVWSOXVVWDEOHTX¶XQHVpOHFWLRQGH3,V
par clustering du moins pour les petites valeurs du seuil. 
'¶DXWUH SDUW OD YHUVLRQ FRPELQpH 6&B+.B&B&RQ a une répétabilité largement plus faible que les 
autres détecteurs combinés (pour des seuils de distances petits). Ce détecteur ne sera pas pris en 
compte dans le reste des évaluations. 
 
Seuil 0.06 0.16 
SI 51.7% 93.3% 
SC_HK_FQ 74.9% 98.8% 
SC_HK_C 72.0% 98.5% 
SC_HK_Conf 69.8% 98.2% 
SC_HK_Con 54.0% 97.2% 
HK 64.6% 97.8% 
SC 69.3% 98.2% 
Harris_fract 66.6% 93.2% 
Harris_clust 48.4% 97.9% 
SURF 31.4% 89.6% 
Tableau 3-1 Valeurs de répétabilité, à deux seuils de distance, entre les angles de vues pour les 10 
détecteurs  
 
 
3.3.2.3 6WDELOLWpjO¶pFKHOOH  Description du protocole de test : 
 
Base à variation artificielle Ě ?ĠĐŚĞůůĞƐ 
Dans un premier temps de nos expérimentations, nous proposons de générer des vues avec une 
YDULDWLRQG¶pFKHOOHVIDLWHPDQXHOOHPHQW&HWWHWUDQVIRUPDWLRQFRUUHVSRQGjXQHYDULDWLRQGHODGHQVLWp
des points sur le maillage.  Pour ce faire, nous appliquons une transformation de décimation (qui réduit 
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le nombre de sommet sur le modèle) avec un facteur de réduction f égal à 0.3 sur les 18 vues de 
chacun des 9 objets Minolta. Nous disposons alors de 18 nouvelles vues pour chaque objet. Une 
troisième échelle est oEWHQXHSDUXQHUpGXFWLRQGH ODGHQVLWpGHVSRLQWVGDQV OHVPRGqOHVG¶RULJLQHV
avec un taux de 50% du nombre de points initial. Au final, nous constituons notre base avec trois 
YDULDWLRQVG¶pFKHOOH : les vues originales (échelle 0), les vues de densité réduite de 30% (échelle 1) et 
les vues de densité réduite de 50% (échelle 2). Un exemple de décimation est donné dans la Figure 
3-34. Pour chaque objet, nous disposons de 54 vues au total. 
 
 
Figure 3-34 Exemple de décimation avec un facteur f = 50% -à gauche le modèle original et à droite le 
modèle après décimation 
 
Sur les 9 objets de la base Minolta, nous appliquons les détecteurs sur les 18 vues de chaque objet, et à 
chaque échelle. 1RXVDYRQVFRQVLGpUp OHV WUDQVIRUPDWLRQVGHFKDQJHPHQWG¶pFKHOOHV VXLYDQWHV : la 
première, Ech_1, V¶DSSOLTXHDX[YXHVGHO¶pFKHOOHYHUVOHVYXHVGHO¶pFKHOOHHWODdeuxième, 
Ech_2, WUDQVIRUPH OHV 3,V GHV  YXHV GH O¶pFKHOOH  YHUV OHV YXHV GH O¶pFKHOOH . Les courbes de 
répétabilité des PIs entre ces deux transformations pour les 9 détecteurs : SC_HK_FQ, SC_HK_C, 
SC_HK_Conf, Harris_fract, Harris_clust, SI, SC, HK et SURF, est présentées dans les figures Figure 
3-35 et Figure 3-363RXUPLHX[YLVXDOLVHUO¶pFDUWHQWUHFHVFRXUEHVQRXVDYRQVQRUPDOLVpODGLVWDQFH
des PIs, cette fois ci, par la distance moyenne de toutes les distances de la base et des détecteurs (au 
lieu de prendre la distance maximale). 
 
ĂƐĞăǀĂƌŝĂƚŝŽŶƌĠĞůůĞĚ ?ĠĐŚĞůůĞƐ 
Dans un deuxième temps de notre évaluation, les données des 7 objets de la base Minolta, présentant 
XQHYDULDWLRQGHYXHVHWG¶pFKHOOHVVRQWXWLOLVpHV3RXUFKDTXHREMHWQRXVFRQVLGprons les 11 vues sur 
2 échelles choisies parmi les trois ou quatre échelles de cet objet.  
Nous appliquons les 9 détecteurs sur les 11 vues de chaque échelle pour tous les objets. La courbe de 
répétabilité des PIs entre ces échelles pour ces 9 détecteurs est illustrée dans la Figure 3-37. 
La Figure 3-38 montre les positions des PIs extraits par les détecteurs Harris_fract, Harris_clust, 
SC_HK_C et Surf pour la même vue et sur deux échelles GLIIpUHQWHVGHO¶REMHWJFBERWWOH.  
  Résultats : 
Les remarques générales sur ces trois courbes sont comme suit : x (QWUH OHVGHX[ WUDQVIRUPDWLRQVDUWLILFLHOOHVGH O¶pFKHOOH QRus constatons la même allure des 
courbes des détecteurs. /¶pFKHOOH  R OHV SRLQWV VRQW UpGXLWV j  VLPXOH XQH distance 
G¶DFTXLVLWLRQ plus éloignée que celle de O¶pFKHOOH, dont la décimation est de 30% du nombre 
initial des points. De ce fait, la répétabilité de tous les détecteurs baisse entre la transformation 
GHO¶pFKHOOHODSOXVSURFKHEch_1) vers la transformation la plus éloignée (Ech_2). x (QWUHOHVWUDQVIRUPDWLRQVDUWLILFLHOOHVHWODWUDQVIRUPDWLRQUpHOOHGHO¶pFKHOOHOHFRPSRUWHPHQW
des détecteurs SURF et Harris_clust change. Au plus faible seuil de distance, le Surf et le 
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Harris_fract, suivis par SI ont la meilleure performance sur les transformations artificielles. 
6XUODYDULDWLRQUpHOOHG¶pFKHOOHF¶HVWOH+DUULVBIUDFW+DUULVBFOXVWHW6,TXLO¶HPSRUWHQW  x EtonnamPHQWVXUOHFKDQJHPHQWG¶pFKHOOHGHVGRQQpHVUpHOOHV, les résultats montrent que le 
Surf, qui est une approche multi-échelle, a clairement une faible répétabilité. Nous pensons 
que le faible nombre de points détectés sur les vues peut justifier ce résultat. Un paramétrage 
adéquat pour augmenter le nombre de PI donnera probablement un meilleur résultat. 
Cependant, la réelle valeur de ce détecteur peut résider dans le caractère descriptif exprimé par 
OH YRLVLQDJH GHV 3,V JUkFH j O¶DWWULEXWLRQ G¶XQH pFKHOOH DGpTXDWH j FKDTXH 3, TXH QRXV
étudierons dans la phase de description et de reconnaissance qui suivent.  x En variation réelle G¶pFKHOOHV les PIs des détecteurs SC_HK_C, SC_HK_FQ, SC et HK se 
répètent de la même façon. Nous remarquons une légère supériorité de SC_HK_C par rapport 
aux deux autres détecteurs combinés pour les plus faibles seuils de distance. Le processus de 
FRPELQDLVRQ Q¶DPpOLRUH SDV OD SHUIRUPDQFH GHV GpWHFWHXUV VLPSOHV HQ FKDQJHPHQW
G¶pFKHOOHV 
 
 
Figure 3-35 Répétabilité des 9 détecteurs ƉŽƵƌůĂƚƌĂŶƐĨŽƌŵĂƚŝŽŶĚ ?ĠĐŚĞůůĞĐŚ ? ?- A droite-Zoom sur 
la partie gauche de la première courbe 
 
 
Figure 3-36 Répétabilité des 9 détecteurs pour ůĂƚƌĂŶƐĨŽƌŵĂƚŝŽŶĚ ?ĠĐŚĞůůĞĐŚ ? ?-A droite-Zoom sur 
la partie gauche de la première courbe 
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Figure 3-37 Répétabilité des 9 détecteurs SC_HK_FQ, SC_HK_C, SC_HK_Conf, SI, SC, HK, Harris_fract, 
Harris_clust et SURF sur 11 vues de deux échelles réelles 
 
(Q YDULDWLRQ G¶pFKHOOHV à un seuil fixé à la valeur 0.4, où la majorité des détecteurs ont une 
performance supérieure à 80%, nous notons les performances de stabilité suivantes : 89.7% pour 
SC_HK_FQ, 89.7% pour SC_HK_C, 87.8% pour SC_HK_Conf, 83.9% pour Harris_fract ,81.9% pour 
Harris_clust, 78.1% pour SI et 62.0% pour SURF. Ces résultats nous emmènent à conclure, 
concernant O¶LQYDULDQFH j O¶pFKHOOH, sur la stabilité des détecteurs proposés et leur performance qui 
UHVWHFRPSDUDEOHjFHOOHGHVGpWHFWHXUVGHO¶pWDWGHO¶DUW 
/HFKRL[DGDSWDWLIGXYRLVLQDJHDYHFXQHYDOHXUSURSRUWLRQQHOOHjODWDLOOHGHO¶REMHWQpFHVVDLUHSRXU
le calcul des courbures et des mesures de saillance HVWO¶XQHGHVUDLVRQVGH cette stabilité. Ce paramètre 
HVWOHVHXOIDFWHXUSUHQDQWHQFRPSWHODUREXVWHVVHDX[FKDQJHPHQWVG¶pFKHOOHVGDQVODYHUVLRQPRQR-
échelle de notre algorithme. Nous pensons que la performance de nos détecteurs pourrait 
pYHQWXHOOHPHQWV¶Dméliorer avec la version multi-échelle. 
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Figure 3-38 Répétabilité des PIs extraits par les détecteurs Harris_fract, Harris_clust, SC_HK_C et Surf 
ĚĂŶƐů ?ŽƌĚƌĞĚĞŐĂƵĐŚĞăĚƌŽŝƚĞ ?ƉŽƵƌůĂŵġŵĞǀƵĞƐƵƌĚĞƵǆĠĐhelles : échelle 1 en première ligne et 
échelle 2 en deuxième ligne. 
 
'DQVQRWUHpYDOXDWLRQGHODUpSpWDELOLWpQRXVFKHUFKRQVGHVKRPRORJXHVGHV3,VGHVYXHVGHO¶pFKHOOH
 VH WURXYDQW GDQV OHV YXHV GH O¶pFKHOOH  TXL HVW SOXV SURFKH GX FDSWHXU 2U FRPPH le montre la 
Figure 3-38ODYXHGHO¶pFKHOOHQHSUpVHQWHTX¶XQHporWLRQGHODVXUIDFHGHO¶REMHW1RWUHGpWHFWHXU
SC_HK_C, détectent des points VXUODYXHGHO¶pFKHOOHTXLQ¶RQWSDVGHFRUUHVSRQGDQWVUpHOVVXUOD
YXH GH O¶pFKHOOH  /D GLVWDQFH G¶DSSDULHPHQW GH FHV SRLQWV HVW DORUV JUDQGH F¶HVW TXL MXVWLILH
O¶LQIpULRULWp GH OD SHUIRUPDQFH GH QRWUH GpWHFWHXU SDU UDSSRUW j FHOOH GX +DUULVBIUDFW par exemple. 
1RXVSHQVRQVTXHODWUDQVIRUPDWLRQLQYHUVHF¶HVW-à-GLUHGHO¶pFKHOOHO¶pFKHOOHIHUDDXJPHQWHUOD
répétabilité pour nos détecteurs. Point de vue pratique, dans notre appariement des PIs pour la 
UHFRQQDLVVDQFHG¶REMHWQRXVVXJJpURQVGHprendre en considération cette remarque. Nous proposons 
de fixer une distance seuil (sur la distance physique des PIs) à partir de laquelle nous décidons de 
YDOLGHURXSDVODPLVHHQFRUUHVSRQGDQFHG¶XQHSDLUHGH3,V 
 
3.3.2.4 Stabilité au bruit   Description du protocole de test : 
/¶pYDOXDWLRQGHO¶LPSDFWGXEUXLWVXUOHUpVXOWDWGHGpWHFWLRQVHIDLWSDUO¶DMRXWG¶XQEUXLWJDXVVLHQDX
maillage initial. Puis, nous mesurons la répétabilité des PIs détectés sur le nouveau maillage bruité par 
rapport à ceux détectés GDQV OH PDLOODJH LQLWLDO 3DUHLOOHPHQW TX¶HQ URWDWLRQ OD FRPSDUDLVRQ GHV
UpSpWDELOLWpVGHVGpWHFWHXUVVHIDLWSDUODYDULDWLRQG¶XQVHXLOGHODGLVWDQFHGHV3,VQRUPDOLVpHSDUXQH
distance maximale calculée sur toute la base. Un bruit gaussien de variance 0.2 x MR (résolution du 
maillage) est appliqué à 5 vues de chacun des 9 objets Minolta. Nous présentons la Figure 3-39, les 
courbes de la médiane des valeurs de répétabilité de chacun des 9 détecteurs: SC_HK_FQ, SC_HK_C, 
SC_HK_Conf, Harris_fract, Harris_clust, SI, SC, HK et SURF. Dans le Tableau 3-2, nous montrons le 
pourcentage de répétabilité pour quelques détecteurs en fixant deux seuils du rapport des distances 
entre les PIs. 
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 Résultats : 
Le bruit fausse les valeurs initiales des profondeurs des points et par conséquent la mesure de courbure 
est bruitée, surtout si la taille du voisinage est petite. Pour les deux détecteurs de la Figure 3-40, le 
nombre de PIs augmente sur les vues bruitées par rapport aux vues initiales. 
Le Harris_fract donne nettement la meilleure répétabilité pour les petites valeurs du seuil des 
distances. Nous expliquons ce résultat par la forte concentration de ses PIs sur certaines zones de la 
surface. La distance entre ces PIs est, de ce fait, très faible que celle pour un détecteur qui extrait des 
points éparpillés sur la surface. 
(QJpQpUDOSRXUO¶DMRXWG¶XQEUXLWOes détecteurs, utilisant les espaces SC et/ou HK, ont une stabilité 
comparable. Nous notons, particulièrement, que la répétabilité de nos détecteurs combinés est 
rapidement au dessus de 90%, dès la valeur 0.06 du seuil correspondant au ratio des distances des PIs 
sur la distance maximale. A la valeur 0.12% du seuil, les trois détecteurs combinés ont 100% de 
UpSpWDELOLWp/DSHUIRUPDQFHOpJqUHPHQWVXSpULHXUHGH6&B+.B)4SHXWV¶H[SOLTXHUSDUO¶LPSOLFDWLRQ
des valeurs de courbures de son voisinage dans le calcul de son facteur de qualité dans la phase du tri. 
Il en résulte que ce facteur renseigne sur une plus large zone spatiale que celle par exemple des PIs 
SC_HK_C pour lesquels la saillance implique la mesure de courbure C du PI uniquement. La sélection 
finale par regrRXSHPHQW SHUPHW pJDOHPHQW G¶REWHQLU GHV SRVLWLRQV UpSDUWLHV VXU WRXWH OD IRUPH GH
O¶REMHWHWDXJPHQWHODSRVVLELOLWpG¶DSSURFKHUSOXVGHSRLQWVVXUODVXUIDFHGHO¶REMHW 
Par ailleurs, la stabilité de ces détecteurs est fortement liée à la robustesse du calcul des quantités 
différentielles (normale et courbure) sur des données bruitée. En effet, dans notre cas, pour chaque 
point du nuage de point, nous calculons ces quantités en appliquant la méthode de Monge sur le 
voisinage de ce point. Ainsi, la mesure sur le point porte la moyenne des contributions des points qui 
O¶HQWRXUHQW'HFHIDLWODWDLOOHGXYRLVLQDJHLQWHUYLHQWGDQVFHWWHVWDELOLWp3RXUXQFKRL[G¶XQHWDLOOH
faible du voisinage, les courbures seront sensibles aux perturbations des données. Par ailleurs, 
O¶LQFRQYpQLHQW PDMHXU GH FHWWH PpWKRGH HVW OH WHPSV GH FDOFXO TXL UHVWH OLQpDLUH DYHF OH QRPEUH GH
points dans le nuage.  
3RXU GHV EDVHV GH GRQQpHV TXL VRQW QDWXUHOOHPHQW EUXLWpHV QRXV VXJJpURQV G¶DSSOLTXHU XQ
prétraitement de dé-bruitage avanWG¶DSSOLTXHUQRVDOJRULWKPHVGHGpWHFWLRQWHOOHFDVGHVEDVHVGHOD
Kinect.  
 
 
Figure 3-39 Courbes de répétabilité des 9 détecteurs testés sur les 9 objets Minolta et pour un bruit 
de variance 0.2 MR 
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Seuil 0.06 0.12 
SI 78.7% 84.3% 
SC_HK_FQ 94.9% 100% 
SC_HK_C 92.6% 100% 
SC_HK_Conf 90.8% 100% 
Harris_fract 96.4% 97.9% 
Harris_clust 78.5% 91.6% 
SURF 51.5% 67.0% 
Tableau 3-2 Valeurs de répétabilité pour un ajout de bruit gaussien de variance 0.2 MR au maillage 
 
 
 
Figure 3-40 Répétabilité des PIs entre les deux vues 0° et 20° initiales (première ligne) et leur version 
bruitée (deuxième ligne) pour les détecteurs Surf (à gauche) et SC_HK_FQ (à droite) 
 
3.3.2.5 Temps de calcul 
Parmi les critères de la faisabilité de ces méthodes de détection et de représentation de la forme pour 
des applications temps réel, le cout du temps de calcul est principalement décisif. Dans notre cas, nous 
Q¶DYRQVSDVRSWLPLVp DXPD[LPXP OH FRXWG¶H[pFXWLRQGHQRV DOJRULWKPHVSDU FRQWUDLQWHGH WHPSV
&HSHQGDQWQRWUHSHUIRUPDQFHGHFDOFXO UHVWHDFFHSWDEOHSRXUGHVDSSOLFDWLRQV V¶H[pFXWDQWHQ WHPSV
quasi réel et pour des données 3D pas très denses. Cependant, la précision et les détails de la forme 
peuvent manquer pour ce genre de données. Nous constatons que la tendance de la plupart des 
DSSOLFDWLRQV GX GRPDLQH HVW G¶XWLOLVHU GHV FDPpUDV ' GH IDLEOH UpVROXWLRQ FRmme la Kinect par 
rapport à des scanners laser plus précis. Dans le Tableau 3-3QRXVSUpVHQWRQVOHWHPSVG¶H[pFXWLRQGHV
deux méthodes Monge et RF XWLOLVpHVSRXU OHFDOFXOGHFRXUEXUHVHWGHVQRUPDOHV/¶pYDOXDWLRQHVW
faite sur deux types de données (synthétique et réelle) de densité de points différente. 
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/¶H[pFXWDEOH IRXUQLH SDU OHV DXWHXUV GX 685) ' H[pFXWH OD GpWHFWLRQ HW OD GHVFULSWLRQ HQ PrPH 
temps. Dès lors, nous ne pouvons pas estimer le temps de calcul du détecteur SURF. Cette information 
VHUDSUpVHQWpHGDQVOHFKDSLWUHGHVFULSWHXU/¶H[pFXWLRQGX+DUULVVHIDLWVRXVOHV\VWqPHOXQL[HWQRV
algorithmes tournent sous le système Windows. 
Les propriétés système utilisées correspondent à un processeur Intel CORE i7, 2.8GHz et 4Go de 
mémoire RAM. 
 Résultats : 
,O HVW j H[SOLTXHU TXH GDQV QRV DOJRULWKPHV QRXV FDOFXORQV GDQV O¶pWDSH GH GpWHFWLRQ WRXWHV OHV
informations de quantités différentielles TXLYRQWQRXVVHUYLUSRXUO¶pWDSHGHGpWHFWLRQHWGHVFULSWLRQj
la fois. Les deux détecteurs Harris_Fract et Harris_Clust, fournissent juste les coordonnées des PIs et 
une information sur la réponse de Harris en ces points. 
 
Densité Algo SC_HK_C SC_HK_FQ SC_HK_Conf SI Harris_Fract Harris_Clust 
Stuttgart 
10948 points 
Monge 18.08 32.53 33.9 35.9 0.48 
 
0 .61 
 RF 3.5 16.1 16.5 18.06 
Carotte 
4685 points 
Monge 9.2 17.2 17 18.05 0.22 
 
0.24 
 RF 1.9 13.8 14.2 16.7 
Tableau 3-3 Temps de calcul des détecteurs en (s) 
 
La remarque est que nos détecteurs sont gourmands en temps de calcul par rapport au Harris. 
/¶H[pFXWLRQGHOD méthode de Monge (la plus précise en performance) est linéaire avec le nombre de 
points dans le nuage de points. Le SC_HK_C est le plus rapide des trois détecteurs implémentés 
puisque les voisins ne sont pas revisités, contrairement au cas de SC_HK_FQ et SC_HK_Conf. 
/¶DSSURFKH5)HVWQHWWHPHQWPRLQVFRXWHXVHHQWHPSVGHFDOFXOHWSHXWGXFRXSV¶H[pFXWHUHQWHPSV
quasi-réel. Cependant, sa précision dans le calcul des normales et courbures est moins bonne. 
Il est clair que la linéarité GH O¶DSSURFKHGH0RQJHUHVWHhandicapante pour une exécution en temps 
quasi réel. Néanmoins, nous avons pu tester une alternative à cette contrainte, en sous-échantillonnant 
le nuage de points en des sous régions (patchs). Ainsi, les mesures des courbures se font sur des patchs 
au lieu des points. Le traitement de recherche de PIs saillants est remplacé par une recherche de patchs 
saillants (en considérant la classe de la surface du patch (sur les espaces SC et HK) et un tri sur son 
indice de courbure (C ou FQ ou Conf)). Un PI est sélectionné à la position du point le plus proche du 
barycentre du patch. Par conséquent, le temps de calcul devient proportionnel au nombre de patch et 
QRQSOXVDXQRPEUHGHSRLQWV8QHOpJqUHSHUWHG¶LQIRUPDWLRQVXUOHVGpWDLOVGHODIRUPHHVWGpWHFWpH
avec cette approche puisque nous décimons les points (seulement une proportion sera prise en compte 
(1 point sur &HWWHSHUWHUHVWHQpJOLJHDEOHSRXUGHVGRQQpHVGHQVHVHWSRXUXQSDVG¶pFKDQWLOORQQDJH
SDVWUqVJUDQG(QUHYDQFKHQRXVQ¶DYRQVSDVHXOHWHPSVGHIDLUHXQHpYDOXDWLRQGHODUpSpWDELOLWpHW
la robustesse des détecteurs avec les résultats de cette décimation. 
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3.4. Synthèse 
Dans ce chapitre, nous avons, WRXW G¶abord, présenté les principes de quelques détecteurs de points 
d'intérêt 3D sélectionnés de l'état de l'art. &H FKRL[ Q¶HVW SDV IDLW DX KDVDUG PDLV VHORQ G¶XQ FRWp
O¶LGpHG¶DYRLUGHVGpWHFWHXUVFRQQXVGXPRLQVjQRWUHFRQQDLVVDQFHSRXUSRXYRLUV¶\FRPSDUHUHW
G¶XQDXWUHFRWpODFRQVLGpUDWLRQGHVWUDYDX[TXLQRXVRQWLQVSLUpGDQVQRWUHGpPDUFKHEnsuite, nous 
avons exposé notre contribution, qui propose de combiner des critères de saillance adoptés dans ces 
méthodes. Avec quatre façons de sélectionner les PIs finaux après une première extraction, nous avons 
mis en place nos quatre nouveaux détecteurs combinés: SC_HK_C, SC_HK_FQ, SC_HK_Conf et 
SC_HK_Con. Nous avons enchainé avec une étude comparative de la performance de nos nouveaux 
détecteurs par rapport aux approches présentées. Suite aux expérimentations menées, le processus de 
combinaison des critères (SC_HK) a réussit à surpasser la performance des versions séparées SC et 
+.6HORQOHFULWqUHG¶pYDOXDWLRQQRVPpWKRGHVRQWXQFRPSRUWHPHQWVRLWVXSpULHXUHVRLWDVVH]SURFKH
GHFHOXLGHVPpWKRGHVGHO¶pWDWGHO¶DUWpWXGLpHV+DUULVB'6,HW685)B' 
En résumé, les résultats et les conclusions de cette évaluation sont comme suit :  
¾ ,QYDULDQFHjO¶DQJOHGHYXH 
o Nette supériorité de la répétabilité des détecteurs combinés, en particulier celle de  
SC_HK_FQ et SC_HK_C ¾ Invariance à l échelle 
o Performance de répétabilité de nos détecteurs supérieure au SURF et au Harris_Clust, 
mais inférieure au Harris_Fract 
o Proposition de fixer une distance seuil sur la distance physique des PIs mis en 
FRUUHVSRQGDQFHORUVGXSURFHVVXVGHUHFRQQDLVVDQFHG¶REMHW ¾ Robustesse au bruit 
o performance légèrement supérieure du Harris_fract et une meilleure stabilité de nos 
détecteurs combinés par rapport au reste des détecteurs 
o QpFHVVLWpG¶DSSOLTXHUXQSUpWUDLWHPHQWGHGp-bruitage pour une meilleure performance 
sur les bases de la Kinect qui sont bruitées ¾ Temps de calcul de nos algorithmes encore à optimiser pour le cas de données très denses, 
surtout avec la technique la plus précise  VXJJHVWLRQ GH O¶LGpH GX VRXV pFKDQWLOORQQDJH HQ
considérant des patchs comme base des mesures de saillance, qui permettrait de trouver un 
compromis entre perte des détails de la forme et optimisation du temps 
 ¾ 3URSRVLWLRQG¶XQHYHUVLRQmulti-pFKHOOHGHVGpWHFWHXUVSURSRVpV/¶pYDOXDWLRQGHFHWte 
extension est donnée en perspective pour des éventuels prochains travaux. 
 
Il est à noter que ces résultats et conclusions sont donnés sur un ensemble de 9 objets de la base 
Minolta. Bien que le nombre de vues par objet (18 vues) soit acceptable pour notre évaluation, la taille 
de cet ensemble de test reste petite pour pouvoir faire des généralisations. En outre, la spécificité des 
objets de cette base est leur caractère naturel (animaux ou peluches). En effet, ces objets se distinguent 
par leurs détails de la forme et leurs courbures bien accentuées. Dès lors, le comportement et la 
performance des différents détecteurs est susceptible de changer pour de objets de type mécanique 
avec la dominance des formes géométriques planes (FRPPH GDQV O¶exemple de la Figure 3-27 
illustrant la détection sur quelques objets de la base Stuttgart). A ce niveau, nous pouvons conclure 
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que ces résultats ont permis de constituer une première idée sur la performance des détecteurs 
SURSRVpVUHODWLYHPHQWjTXHOTXHVGpWHFWHXUVGHO¶pWDWGHO¶DUW 
&HUWHV OHV FULWqUHVG¶pYDOXDWLRQ, adoptés dans ce chapitre, ont permis de confirmer la stabilité et la 
UREXVWHVVHGHVGpWHFWHXUVSURSRVpVQpDQPRLQV ODGpWHFWLRQQ¶HVWTXH ODSUHPLqUH étape de la chaine 
G¶XQV\VWqPHGHUHFRQQDLVVDQFH/DUpHOOHYDOHXUGHFHVGpWHFWHXUVVHFRQILUPHUDDYHFOHFRPSOpPHQW
G¶XQHGHVFULSWLRQGXYRLVLQDJHGHV3,VH[WUDLWVLa continuité de ce traitement de description sera au 
F°XUGXSURFKDLQFKDSLWUH 
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 Chapitre :  Descripteurs 
 
 
 
 
Comme expliqué précédemment, la phase de description de la zone locale (le voisinage) autour des PIs 
est une étape cruciale pour un système de reconnaissance. La représentation locale donnée par ces 
GHVFULSWHXUVFRQVWLWXHO¶HQWUpHGHODSKDVHGHPLVHHQFRrrespondance des modèles. Dans ce chapitre, 
nous présentons quelques descripteurs 3D de la littérature et nous introduisons le principe de nos deux 
QRXYHDX[ GHVFULSWHXUV LQVSLUpV GH FHV GHUQLHUV /¶pYDOXDWLRQ FRPSDUDWLYH GH FHV GHVFULSWHXUV HVW
effectuée sur les aspects suivants : invariance aux transformations géométriques de rotation et 
O¶pFKHOOHSRXYRLUGHVFULSWLIUREXVWHVVHDXEUXLWHWjO¶pFKDQWLOORQQDJHHWWHPSVGHFDOFXO 
 
 
4.1. Présentation des descripteurs testés 
Les descripteurs 3D peuvent être divisés en deux catégories selon Tombari et al. (Tombari, et al., 
2010): 6LJQDWXUHHW+LVWRJUDPPH8QH6LJQDWXUHGpFULWFKDTXHSRLQWGXYRLVLQDJHG¶XQSRLQWGRQQp
par une ou plusieurs mesures géométriques exprimées en coordonnées locales relatives à un système 
ORFDO GH UpIpUHQFH LQYDULDQW 5HIHUHQFH )UDPH 5) /¶XWLOLVDWLRQ GH FHV LQIRUPDWLRQV VSDWLDOHV ELHQ
localisées augmente le pouvoir descriptif des descripteurs à base de signature. 
Les méthodes basées sur les histogrammes décrivent la région du support par un cumul de mesures 
JpRPpWULTXHV RX WRSRORJLTXHV ORFDOHV H[ QRPEUH GH SRLQWV VXSHUILFLH G¶XQ PDLOODJH GDQV GHV
histogrammes par rapport à un domaine spécifique (ex. coordonnées du point, courbures) et qui 
nécessitH OD GpILQLWLRQ VRLW G¶XQ D[H GH UpIpUHQFH Reference Axis, RA), VRLW G¶une RF locale. En 
JpQpUDOOHVGHVFULSWHXUVjEDVHG¶KLVWRJUDPPHVVRQWUREXVWHVDXEUXLWHWjO¶pFKDQWLOORQQDJHJUkFHDX
SURFHVVXVGHUHJURXSHPHQWGHO¶LQIRUPDWLRQGHODIRUPHGDQVGHV FDVHVG¶LQWHUYDOOHV/HVDSSURFKHV
TXHQRXVDOORQVSUpVHQWHUDSSDUWLHQQHQWjO¶XQHGHFHVW\SHVGHFDWpJRULHVKLVWRJUDPPHRXVLJQDWXUH
ou les deux ensembles.  
 
4.1.1 Descripteur Spin Image 
Comme mentionné précédemment dans le chapitre 2, le Spin Image (Johnson, et al., 1999) a été 
proposé pour GpFULUHGHVSRLQWVG¶LQWpUrWSDULi et Guskov (Li, et al., 2007). Ce descripteur traduit les 
propriétés locales de la surface dans un système de coordonnées orienté, fixe et lié à O¶REMHW. Ce 
système est indépendant du changement de vue, contrairement à un système de coordonnées lié à la 
caméra quLOXLGpSHQGGHO¶DQJOHGHYXH. Le spin est définie en un point orienté désigné par sa position 
3D (p) et sa direction associée (n la normale de la surface locale). Une base 2D de coordonnées 
locales est formée en utilisant le plan tangent P en p, orienté perpendiculairement à la normale n, et la 
ligne L passant par p parallèlement à n. Un système de coordonnées cylindriques (ߙ ? ߚ) du point p est 
alors déduit, où ߙ est la coordonnée radiale définissant la distance (non négative) perpendiculaire à L 
et ߚest la FRRUGRQQpHG¶pOpYDWLRQ qui définit la distance signée perpendiculaire (positive ou négative) 
à P. La carte des mesures du Spin peut être exprimée comme une fonction de projection des points 3D 
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GH O¶REMHW HQ FRRUGRQQpHV' DVVRFLpV GDQV OD EDVHGX SRLQW RULHQWp /D SURMHFWLRQ HVW FRPPH VXLW 
(Johnson, et al., 1998) : 
 
Équation 4.1 
La Figure 4-1 explique la formation de ce système de coordonnées. Une fenêtre locale de voisinage 
appelée support est définie pour chaque PI à décrire, et tout point de ce support est exprimé dans la 
base du PI selon la fonction (Équation 4.1). Les coordonnées cylindriques (ߙ ? ߚ) de ces points sont 
FXPXOpHVSDUODVXLWHGDQVGHVFDVHVGLVFUqWHVG¶XQWDEOHDX'VHORQOes équations (Équation 4.3). Pour 
chaque couple de coordonnées est incrémenté la case correspondante, ainsi que les cases qui 
O¶HQWRXUHQWGDQVODWDEOHSRXUUpGXLUHO¶HIIHWGXEUXLWÉquation 4.4). Pour ce faire, la contribution du 
point 2D est dispersée sur les quatre cases voisines du tableau 2D en utilisant une interpolation 
bilinéaire. La création de la représentation sous forme de tableau 2D de la Spin Image est illustrée 
dans la Figure 4-2. Un exemple de spins images générés pour trois points orientés est donné dans la 
Figure 4-3. 
Les paramètres WDLOOHGXWDEOHDXHWWDLOOHPD[LPDOHGHO¶REMHWDJLVVHQWVXUOHSRXYRLUGHVFULSWLIGHFH
GHVFULSWHXU/D WDLOOHPD[LPDOHGHO¶LQWHUYDOOHGX WDEOHDXFRUUHVSRQGDX[PD[LPXPVGHVYDOHXUVGH
coordonnées (ߙ ? ? ? ? ߚ ? ? ?) dans toutes les bases génpUpHVGHVSRLQWVRULHQWpVGHO¶REMHW/DWDLOOHGX
ELQQRWpEGRLWrWUHDMXVWpHGHIDoRQjFHTXHO¶LPDJHGXVSLQQHVRLWSDVWUqVJUDQGHWRXWHQJDUGDQW
pOHYpOHSRXYRLUGHVFULSWLI/DWDLOOHGHO¶LPDJHILQDOH݅ ? ? ? ?  ݆? ? ?) dépend de la valeur de la taille du 
bin et est calculée comme suit (Johnson & Hebert, 1998):  
 
Équation 4.2 
 
'¶DSUqV -RKQVRQ HW Hebert (Johnson, et al., 1999) XQ PHLOOHXU UpVXOWDW GH O¶DSSDULHPHQW GHV
descripteurs Spin, indépendant de la taille et de la résolution du modèle (densité des points), est obtenu 
pour une taille du bin multiple de la résolution du maillage.  
Le cumul des valeurs 2D (ߙ ? ߚ) des points dans des valeurs discrètes correspondant aux bins de 
O¶KLVWRJUDPPHse fait selon les équations suivantes : 
 
Équation 4.3 
 
Les poids bilinéaires des attributs VHUYDQWjO¶incrémentation des bins sont : 
 
Équation 4.4 
        
 
SHAIEK Ayet Page 121 
 
$YHFFHWWHGpILQLWLRQOHSRXYRLUGHVFULSWLIGHV6SLQV,PDJHVSHUPHWG¶DSSDULHUFRQYHQDEOHPHQW deux 
surfDFHVGLIIpUHQWHVG¶XQPrPHREMHW3RXUXQH variation de O¶pchantillonnage des deux surfaces ou 
pour une présence de bruit, les deux spins images sont légèrement différents. Cependant avec un 
échantillonnage uniforme de la surface (les arêtes des facettes ont presque la même longueur) les spins 
images des points des deux surfaces sont linéairement corrélés.  
 
Figure 4-1 Formation du système de coordonnées cylindriques pour un point orienté (Johnson, et al., 
1998) 
 
 
Figure 4-2 Processus de création de la représentation 2D du spin image (Johnson, et al., 1998) 
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Figure 4-3 Représentation des Spin-images pour deux valeurs de support pour trois points orientés 
de la surface du modèle de DƵĐŬ ?ĂŶƐů ?ĂĐĐƵŵƵůĂƚĞƵƌ ?ůĞƐǌŽŶĞƐĨŽŶĐĠĞƐĐŽƌƌĞƐƉŽŶĚĞƚăƉůƵƐĚĞ
points projetés dans les cases (Johnson, et al., 1998) 
 
4.1.2 Descripteur Thrift  
Le deuxième descripteur considéré dans notre étude comparative est le Thrift, proposé par A. Flint et 
al. (Flint, et al., 2007) comme extension du SIFT 2D. Ce dernier VH FRPSRVH G¶XQ KLVWRJUDPPH
FXPXODQW SRXU XQ YRLVLQDJH GX 3, OH FRVLQXV GH O¶DQJOH HQWUH GHX[ QRUPDOHV FDOFXOpHV VXU GHX[
VXSSRUWV(QHIIHWSRXUFKDTXHSRLQWG¶LQWpUrWXQVXSSRUW des points voisins se situant à une distance 
inférieur à une distance sHXLOıGXSRLQWUpIpUHQFHHWHVWGpILQLSDU : 
 
Équation 4.5 
Pour chaque point y du support deux fenêtres W1 et W2 de points correspondant à deux valeurs de 
distances wsmall et wlarge, et sont définies par : 
 
Équation 4.6 
En pratique, les normales de surface sont approximées avec des plans de moindre carrées. Soit, deux 
plans P1 et P2 correspondent respectivement aux fenêtres W1 et W2, et nsmall et nlarge leurs normales 
respectives (Figure 4-4), qui peuvent être interprétées comme les courbures principales de la carte de 
densité (présentée dans le détecteur Thrift, section 2.3.1.2). Les distances wsmall et wlarge  sont 
constantes SRXUWRXWOHVSRLQWVG¶LQWpUrWet proportionnelles au rayon de référence du point. Rappelons 
TX¶XQHpFKHOOHı est donnée en sortie du détecteur, les valeurs utilisées, dans les expérimentations de 
(Flint, et al., 2007), sont: wsmall = 0.3* ı et wlarge = 0.8 * ı. 
        
 
SHAIEK Ayet Page 123 
 
Le descripteur au point z est donné par O¶KLVWRJUDPPHGHVYDOHXUVGHVFRVLQXVGHO¶DQJOHHQWUHOHVQsmall 
et nlarge des points y appartenant au support : 
 
 
Figure 4-4 Deux plans par moindre carrés P1 et P2 et leurs normales (Flint, et al., 2007) 
 
/¶LQWHUYDOOHGHVYDOHXUVGXFRVLQXVHVW>@SRXUXQHYDULDWLRQG¶DQJOHHQWUHHWHW le cumul de 
ces valeurs GDQVOHVFDVHVGHO¶KLVWRJUDPPHHVWQRUPDOLVpLa dimension du descripteur final dépend 
du nombre de cases donné en paramètre.  
Le descripteur Thrift se caractérise par son invariance aux rotations 3D, due à son principe de 
comparer des normales estimées sur deux échelles. 'HSOXVO¶XWLOLVDWLRQGHVSODQVGHVmoindres carrés 
SRXUO¶HVWLPDWLRQGHVQRUPDOHVDVVXUHO¶LQYDULDQFHjODGHQVLWpGHVSRLQWVGXPDLOODJH 
 
4.1.3 Local surface patches (LSP)  
/H GHVFULSWHXU /63 ³/RFDO 6urface Patches´, introduit par Chen et Bhanu (Chen, et al., 2004), est 
IRUPp G¶Xn histogramme 2D qui cumule, à la fois, O¶LQIRUPDWLRQ GHV FRVLQXV GH O¶DQJOH HQWUH Oes 
normales des points du support et la normale référence du PIs, et la valeur de l¶LQGLFHGHIRUPHGH ces 
points. La région des voisins N désigne le support et est définie par O¶Équation 4.7 : 
 
Équation 4.7 
Dans cet équation, le  GpVLJQH OH SURGXLW VFDODLUH HQWUH OD QRUPDOH np au point référence p, et la 
normale nn G¶XQYRLVLQDSSDUWHQDQWjN. Le cosinus est égal au produit scalaire entre les deux normales 
et acos est la fonction de cosinus inverse. Les paramètres ߝ ?et A contribuent à la performance du 
descripteur en terme de pouvoir discriminant de la représentation locale du patch. Pour chaque point Ni 
du voisinage NO¶LQGLFHGHIRUPHSi HWOHFRVLQXVGHO¶DQJOHHQWUHVDQRUPDOHHWFHOOHGXSRLQWUpIpUHQFH
sont calculés. Un histogramme 2D est formé en cumulant les points dans des cases de deux axes 
UHODWLIV j OD YDOHXU GH O¶LQGLFH GH IRUPH HW j O¶DQJOH GHV QRUPDOHV VHORQ O¶Équation 4.8. /¶D[H GHV
LQGLFHVGHIRUPHYDULHHQWUHHWHWO¶D[HGXFRVLQXVprend ses valeurs dans [- 1, 1]'DQVO¶Équation 
4.8O¶RSpUDWHXUGHFURFKHWFRUUHVSRQGjO¶RSpUDWHXUG¶DUURQGLVVHPHQWGHVYDOHXUVUpHOOHVIORDWHQOD
YDOHXUGHO¶Hntier le plus proche et de plus petite valeur. Dans cette équation, hx HVWO¶LQGLFHVXUO¶D[H
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horizontal et vy HVW O¶LQGLFHVXU O¶D[HYHUWLFDObh et by correspondent aux bins des intervalles sur les 
deux axes. Une interpolation bilinéaire est utilisée SRXU UpGXLUH O¶HIIHW GX EUXLW GDQV OH FDOFXO GH
O¶KLVWRJUDPPH'/¶H[HPSOHGH ODFigure 4-5 PRQWUHXQKLVWRJUDPPH/63VRXVIRUPHG¶LPDJHHQ
niveau de gris. Les pixels clairs correspondent aux bins dont le nombre de points cumulés est grand.  
 
Équation 4.8 
En plus de O¶KLVWRJUDPPH ', la représentation LSP inclut le type Tp obtenu par les mesures des 
courbures gaussiennes et moyennes de la surface locale (une valeur de 1 à 9) et le centroïde du 
support. /¶HQVHPEOHHVWXWLOLVpSRXUODSKDVHGHPLVHHQFRUUHVSRQGDQFHGHV3,V 
Dans ce chapitre, lors de  notre implémentation et évaluation de ce descripteur, nous limitons la 
UHSUpVHQWDWLRQ /63 j O¶KLVWRJUDPPH ' XQLTXHPHQW 1RWRQV TXH GDQV OD IRUPXODWLRQ GH FH
descripteur, la notion de RA unique et non ambigüe est utilisée par le biais du vecteur normal du point 
référence.  
 
Figure 4-5 Histogramme 2D des indices de formes vs le produit scalaire entre la normale du point 
référence et ceux de ses voisins dans la représentation LSP (Chen, et al., 2007) 
 
4.1.4 IndThrift 
$O¶LVVXGe notre étude de ces deux derniers descripteurs, nous avons proposé un nouveau descripteur 
qui mixe la formulation du descripteur LSP avec celle du Thrift : une variante du descripteur Thrift 
VRXVIRUPHG¶KLVWRJUDPPH'/HQRXYHDXGHVLJQV¶LQVSLUHGXIRUPDOLVPHGHO¶KLVWRJUDPPH'GX
LSP et remplace la mesure du cosinus entre la normales référence et les normales du voisinage par 
celle proposée dans le Thrift. Nous appelons ce descripteur: IndThrift (Indice de forme + Thrift). 
Plus clairement, pour chaque point du support du PI, deux rayons sont définis et deux normales sont 
associées à chacune des deux fenêtres correspondantes à ces deux rayons. La formation de 
O¶KLVWRJUDPPH'VHIDLWFRPPHVXLW3RXUFKDTXHSRLQWYGXYRLVLQDJHGX3,V¶LQFUpPHQWHXQHFDse 
GHO¶KLVWRJUDPPHFRUUHVSRQGDQWDXFRXSOHLQGLFHGHIRUPHGHYDQJOHHQWUHOHVGHX[QRUPDOHVGHY
/¶D[HGXFRVLQXVFXPXOHOHVYDOHXUVGHVFRVLQXVGHO¶DQJOHHQWUHOHVGHX[QRUPDOHVGHFKDTXHSRLQWGX
VXSSRUW GX 3, /¶D[H GH O¶LQGLFH GH IRUPH FXPXOH OHV YDOHXUV GH O¶LQGLFH GH IRUPH GHV SRLQWV
appartenant au voisinage. Un passage par une interpolation bilinéaire sur les deux axes apporte plus de 
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robustesse et de stabilité à ce nouveau descripteur. ). Notons que ce nouveau descripteur ne définit pas 
une base locale référence associée au PI (une propriété héritée du descripteur Thrift). Dans notre étude 
FRPSDUDWLYH QRXV VXJJpURQV G¶LPSOpPHQWHU SXLV G¶pYDOXHU FH GHVFULSWHXU HQ WHUPHV GH SRXYRLU
GHVFULSWLILQYDULDQFHDX[URWDWLRQVHWjO¶pFKHOOHHWUREXVtesse au bruit et à la densité des points. 
 
4.1.5 Descripteur SHOT  
Un troisième descripteur qui a inspiré notre démarche de description est le SHOT (Signature of 
Histograms of OrienTations) proposé par Tombari et al. (Tombari, et al., 2010). Les atouts de ce 
GHVFULSWHXUGHIRUPHUHJURXSHQWG¶XQFRWpOa définition G¶XQsystème de référence 3D unique et non 
ambiguë (RF), HWG¶XQDXWUHFRWpO¶XWLOLVDWLRQG¶XQHinformation géométrique sur la position des points 
dans le support. Le pouvoir descriptif et la robustesse au bruit, occultation, translations et rotations, 
ont été démontré par (Tombari, et al., 2010) dans une étude comparative. 
/¶HVWLPDWLRQ GHV RFs locales se fait par le calcul des directions des vecteurs propres (EVD : Eigen 
Vector Directions) G¶XQH QRXvelle matrice de covariance inspirée de la méthode du Total Least 
Squares (TLS) SRXU O¶estimation des directions des normales. Cette matrice M est définie comme 
combinaison linéaire des distances des points appartenant à un support sphérique du PI et donnée par :  
 ܽݒ݁ܿ݀ ?ൌ ԡ݌ ?െ ݌ԡ ? 
Équation 4.9 
Dans cette expression, un poids faible est attribué aux points les plus éloignés et tous les points 
contenus dans un support sphérique de rayon R sont utilisés pour le calcul de M. Le centroide du 
support est remplacé par le point référence p. Les vecteurs propres de cette matrice forment des 
directions orthogonales, répétables et robustes au bruit. La normale correspond au vecteur propre 
associé à la plus faible valeur propre. A ce niveau pour avoir une RF répétable, les vecteurs propres 
doivent être non ambigus. /¶LGpHHVWGHUpRULHQWHUOHVLJQHGHFKDTXHYHFWHXUSURSUe G¶XQHIDoRQà ce 
TX¶LOVRLWFRKpUHQWDYHFOe signe de la majorité des vecteurs qu¶LOUHSUpVHQWH/HVLJQHGHVD[HV[HW]
HVWGpWHUPLQpDYHFFHSULQFLSHHWO¶D[H\HVWREWHQXSDUOHSURGXLWYHFWRULHOz × x. 
Le descripteur est formé par des histogrammes locaux définis sur des volumes 3D dans une grille 
sphérique 3D superposée sur le support des points à la manière du SIFT. Cette grille partitionne 
O¶HVSDFH selon les axes radial, azimut et élévation. Dans la formulation du descripteur SHOT, le 
nombre de bins spatial est fixé à 32 qui est le résultat de 8 divisions en azimut, 2 divisions en élévation 
et 2 divisions en radial, représentées dans la Figure 4-6. 
3RXUFKDTXHKLVWRJUDPPHORFDOOHVSRLQWVVRQWFXPXOpVHQIRQFWLRQGHO¶DQJOH, și,  entre la normale de 
chaque point nvi du support et la normale nu du PI. La fonction  cosși = nu · nvi est déduite pour chaque 
couple de normales. /DUpSDUWLWLRQGHODWDLOOHGHVFDVHVQHVHIDLWSDVXQLIRUPpPHQWVXUO¶LQWHUYDOOHGHV
valeurs du cosinus. Un pas grossier est donné pour les cases correspondant aux directions proches de 
la normale référence et un pas plus fin est utilisé pour les cases ou les directions sont orthogonales. En 
effet, les directions les plus orthogonales à la direction de la normale référence coïncident avec des 
zones de forte variation locale de la forme (une zone de forte courbure) et sont alors plus riche en 
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LQIRUPDWLRQV &H FKRL[ SHUPHW pJDOHPHQW GH UpGXLUH O¶LPSDFW GX EUXLW TXL SHXW VXEVLVWHU VXU GHV
régions quasi planes et qui sont moins descriptives. Sur ces régions, le cumul des cosinus se fait sur un 
petit nombre de FDVHVGHO¶KLVWRJUDPPHFHTXLSHUPHWGHUpGXLUHODGLIIpUHQFHHQWUHOHVKLVWRJUDPPHV
bruités lors de la mise en correspondance. 
La généralisation du design du SHOT est présentée dans ce qui suit. 
Notons par SHG,f (P) OD VLJQDWXUH JpQpULTXH GHV KLVWRJUDPPHV VXU OH VXSSRUW VSKpULTXH DXWRXU G¶XQ
point P/¶HQWLWpG HVW OHYHFWHXUGHVYDOHXUVGHVSURSULpWpVGXVRPPHWHW O¶HQWLWp f est la métrique 
utilisée pour comparer ces propriétés. Pour calculer un histogramme de signature, la fonction f est 
appliquée sur toutes les paires (GP, GQ), avec Q représentant un sommet générique appartenant au 
support sphérique autour de P. Dans la formulation du SHOT, G FRUUHVSRQG j O¶HVWLPDWLRQ GH OD
normale, N, et f(.) est le produit scalaire noté par p(.) ; 
 
Équation 4.10 
$SUqVOHFDOFXOGHPVLJQDWXUHVG¶KLVWRJUDPPHVUHODWLYHVjGLIIpUHQWHVSDLUHVpropriété, métrique) sur 
la sphère, ces histogrammes sont juxtaposés (Équation 4.11) pour former le descripteur final D(P) au 
point P. 
 
Équation 4.11 
 
Dans la structure du SHOT, un effet de bord peut apparaitre pour une perturbation dans le calcul de la 
5) ORFDOH3RXU UpGXLUH O¶LPSDFWG¶XQH WHOOHSHUWXUEDWLRQXQH LQWHUSRODWLRQTXDGUD-linéaire est faite, 
SUHPLqUHPHQWVXUOHVFDVHVYRLVLQHVGDQVO¶KLVWRgramme local, et deuxièmement, sur les cases ayant le 
PrPHLQGLFHGDQVO¶KLVWRJUDPPHHWTXLFRUUHVSRQGHQWDX[YROXPHVYRLVLQVGDQVODJULOOHVSDWLDOH3OXV
SUpFLVpPHQW SRXU FKDTXHQRXYHOOH HQWUpH O¶LQFUpPHQWDWLRQ VH IDLW SDUXQHPXOWLSOLFDWLRQG¶XQSRLGV
égale à 1 ± d dans chaque dimension. $X QLYHDX GH O¶LQWHUSRODWLRQ GDQV O¶KLVWRJUDPPH d est la 
GLVWDQFHGHO¶HQWUpHDFWXHOOHSDUUDSSRUWjODYDOHXUFHQWUDOHGHODFDVH'DQVODJULOOHVSDWLDOHd est la 
GLVWDQFHDQJXODLUHGHO¶HQWUpHSDUUDSSRUWjODYDOHur du centre du volume, pour les deux dimensions 
UHODWLYHVjO¶pOpYDWLRQHWjO¶D]LPXW(WFRQFHUQDQWODGLPHQVLRQUDGLDOHd est la distance euclidienne de 
O¶HQWUpHSDUUDSSRUWjODYDOHXUGXFHQWUHGXYROXPH6HORQODGLPHQVLRQHQTXHVWLRQODGLVWDQFHd est 
QRUPDOLVpH SDU OD GLVWDQFH HQWUH OHV YRLVLQV GHV FDVHV GH O¶KLVWRJUDPPH RX SDU OD GLVWDQFH HQWUH OHV
YROXPHVGH OD UpSDUWLWLRQ VSDWLDOH/D UREXVWHVVH DX[YDULDWLRQVGH O¶pFKDQWLOORQQDJH HVW UpDOLVpHSDU
une normalisation du descripteur. En effet, les GLIIpUHQFHV ORFDOHV VRQW OD VRXUFH GH O¶LQIRUPDWLRQ
GLVFULPLQDQWHGXGHVFULSWHXU'HSOXVFHWWHQRUPDOLVDWLRQDVVXPHTXHODGHQVLWpGHO¶pFKDQWLOORQQDJH
GHVSRLQWVYDULHG¶XQHIDoRQJOREDOHFRQWUDLUHPHQWjODPpWKRGHGH)URPHHWDO (Frome, et al., 2004). 
L¶DSSURFKHSRLQWpHpar (Johnson, et al., 1999) SRXUpOLPLQHUO¶HIIHWGHERUGHVWpJDOHPHQWXWLOLVpH Ce 
IRUPDOLVPHDSHUPLVG¶DXJPHQWHUODUpSpWDELOLWpHW ODUREXVWHVVHGXGHVFULSWHXUWRXWHQRSWLPLVDQWOH
temps de calcul. Les paramètres influant sur la performance du SHOT sont essentiellement le rayon du 
VXSSRUWHWOHQRPEUHGHELQVGDQVO¶KLVWRJUDPPH 
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Figure 4-6 Structure spatiale du descripteur SHOT: 8 divisions en azimut, 2 divisions en élévation et 2 
divisions en radial (par soucis de clarté seulement 4 divisions azimut sont représentées) (Tombari, et 
al., 2010) 
 
4.1.6 CSHOT 
La formulation du descripteur SHOT D pWp pWHQGXH SRXU DMRXWHU O¶LQIRUPDWLRQ GH la texture à la 
représentation de la forme et a donné le descripteur Color-SHOT (CSHOT) (Tombari, et al., 2011). Ce 
descripteur est composé G¶une juxtaposition des histogrammes des normales et des histogrammes de 
couleurs sur le support de la grille sphérique. Une meilleure performance que celle du SHOT est 
réalisée avec cette version combinée sur des bases de données publiques.  
'¶DSUqVODIRUPXODWion généralisée (Équation 4.11) du SHOT, le paramètre m prend la valeur 2 dans le 
cas particulier du CSHOT pour exprimer la combinaison de deux signatures : celle des histogrammes 
de mesures de forme et celle des mesures de texture. La première signature correspond exactement à la 
formulation originale du SHOT. Pour la définition de la deuxième signature, un vecteur des intensités 
des triplets RGB désigné par R représente les propriétés de la texture et la métrique L1 (Équation 4.12) 
est utilisée pour comparer les triplets RGB entre eux. Au final, l¶KLVWRJUDPPHGHla texture est formé 
par les valeurs de la somme absolue des différences entre les valeurs des triplets RGB du point 
référence et ceux des points voisins dans le support. 
 
Équation 4.12 
Le descripteur CSHOT hérite des paramètres du SHOT à savoir le rayon du support et le nombre de 
bins dans chaque histogramme. UQ QRPEUH GH ELQ GLIIpUHQW SRXU FKDTXH W\SH G¶KLVWRJUDPPH HVW
utilisé étant donné la différence dans la nature des deux histogrammes de signatures. 
&HUWHVOHSRXYRLUGHVFULSWLIGX&6+27DDPpOLRUpODSHUIRUPDQFHGX6+27QpDQPRLQVO¶LQIRUPDWLRQ
GHODWH[WXUHQ¶pWDQWSDVGRQQpHSDUWRXVOHVFDSWHXUV'O¶XWLOLVDWLRQGHFHGHVFULSWHXUHVWUHVWUHLQWH 
 
4.1.7 IndSHOT 
Inspiré des formulations des deux descripteurs décrits plus haut le LSP et CSHOT, nous avons proposé 
de définir un nouveau descripteur qui combine les principes de ces deux derniers pour les raisons 
suivantes : 
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¾ /H VXFFqV GX GHVFULSWHXU &6+27 UHYLHQW G¶XQH SDUW j OD GpILQLWLRQ G¶XQH 5) UREXVWH Ht 
LQYDULDQWHDX[ WUDQVIRUPDWLRQVJpRPpWULTXHVHWG¶XQHDXWUHSDUWj OD IDoRQGHMX[WDSRVHUHW
QRUPDOLVHUOHVVLJQDWXUHVGHGHX[KLVWRJUDPPHV(QFRPSDUDLVRQjO¶pWDWGHO¶DUWO¶K\EULGLWp
signature-histogramme de ce descripteur a permis, grâce à la propriété des signatures, de 
KDXVVHUOHSRXYRLUGHVFULSWLIHWG¶DXJPHQWHUODUREXVWHVVHDXEUXLWHWjO¶pFKDQWLOORQQDJHXQH
FDUDFWpULVWLTXH KpULWpH GH FHOOHV GHV KLVWRJUDPPHV &RPPH O¶DWWHVWHQW OHV UpVXOWDWV GDQV 
(Tombari, et al., 2011), le CSHOT a surpassé la performance de la forme originale SHOT avec 
O¶DMRXW GH O¶LQIRUPDWLRQ GH WH[WXUH FRXOHXU &HSHQGDQW FHW DSSRUW Q¶HVW H[SORLWDEOH TX¶HQ
SUpVHQFH GH GRQQpHV GH WH[WXUH FRXOHXU /¶LGpH j FH QLYHDX HVW GH SURSRVHU XQH DXWUH
mesure qui caractérise la forme au lieu de la texture, et donc de substituer à la couleur cette 
mesure dans la formulation du CSHOT. ¾ &RQFHUQDQW OH GHVFULSWHXU /63 O¶KLVWRJUDPPH ' SURSRVp FRPELQH GHX[ PHVXUHV GH OD
forme locale sur le support: la première est le cosinus des normales qui est invariant aux 
WUDQVIRUPDWLRQV JpRPpWULTXHV ' HW OD GHX[LqPH HVW OD YDOHXU GH O¶LQGLFH GH IRUPH TXL HVW
LQYDULDQWHjO¶pFKHOOHHWjODUpVROXWLRQ 
6XLWHjFHVFRQVWDWLRQVQRWUHVXJJHVWLRQHVWG¶XWLOLVHUO¶KLVWRJUDPPHGHPHVXUHVGHO¶LQGLFHGHIRUPe 
FRPPH GHX[LqPH VLJQDWXUH G¶KLVWRJUDPPH j OD SODFH GH O¶KLVWRJUDPPH GHV PHVXUHV GH OD WH[WXUH
utilisé dans le CSHOT. Dans le design généralisé du SHOT, nous aurons, pareillement que pour le 
&6+27XQHSUHPLqUHVLJQDWXUHG¶KLVWRJUDPPHVGHVPHVXUHVGXFRVLQXVGHO¶DQJOHHQWUHODQRUPDOH
UpIpUHQFHHW OHVQRUPDOHVGHVSRLQWVGXVXSSRUWXQHGHX[LqPHVLJQDWXUHG¶KLVWRJUDPPHVGHPHVXUHV
GHVGLIIpUHQFHVHQWUHODYDOHXUGHO¶LQGLFHGHIRUPHGXSRLQWUpIpUHQFHHWFHOOHGHVRQYRLVLQDJH3RXU
cette deuxième signature, G HVWO¶LQGLFHGHIRUPHQRWpSDUIF et f est la norme L1 notée par t(.) dans 
O¶Équation 4.13.
 ݐሺܫܨ ? ?ܫܨ ?ሻ ൌ  ?ܫܨ ?െ ܫܨ ? ? 
Équation 4.13 
Dans notre implémentation de ce descripteur, lDQRUPDOHG¶XQVRPPHWG¶XQHIDFHWWHHVWFDOFXOpHSDU
O¶DMXVWHPHQWG
XQSODQDX[SRLQWVTXLOXL sont connectés dans la facette et la normale du point référence 
(le PI) correspond à la RF. Nous notons ce nouveau descripteur par IndSHOT (Indice de forme + 
SHOT). Une illustration du design du IndSHOT est donnée dans la Figure 4-7. 
 
Figure 4-7 Représentation du descripteur IndSHOT  
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Un résumé des descripteurs SUpVHQWpV FRQFHUQDQW OHXU FDWpJRULH HW OHXU GpILQLWLRQ G¶XQH 5) ORFDOH
unique et non ambigüe est donné dans le Tableau 4-1. Dans la deuxième section de ce chapitre, 
nous allons évaluer la performance de ces descripteurs. 
 
 
Méthode 
 
Catégorie 
 
'pILQLWLRQG¶XQH
référence 
Spin Image 
(Johnson, et 
al., 1999) 
Histogramme 2D des coordonnées radiale vs les coordonnées 
G¶pOpYDWLRQ des points voisins au PI 
Axe de référence 
LSP (Chen, 
et al., 2007) 
Histogramme 2D des cosinus entre la normale du PI et celle des 
points voisins vs leurs indices de forme 
Axe de référence 
 
Thrift 
(Flint, et 
al., 2007) 
Histogramme 1D des cosinus entre les normales des points 
voisins, calculées sur deux rayons 
_ 
IndThrift Histogramme 2D des cosinus entre les normales des points 
voisins calculées sur deux rayons vs leurs indices de forme 
_ 
SHOT 
(Tombari, 
et al., 2010) 
Histogramme 1D des cosinus entre la normale du PI et celle des 
points voisins 
RF Locale 
IndSHOT Histogramme 1D joignant les cosinus entre la normale du PI et 
celle des points voisins, et les différences de leurs indices de 
forme 
RF Locale 
Tableau 4-1 Catégorisation des cinq descripteurs 
 
4.2. Evaluation Expérimentale 
Dans cette partie, la distance choisie pour mesurer la similarité entre les histogrammes des descripteurs 
est la distance euclidienne comme utilisée par (Tombari, et al., 2010) dans leur étude comparative. 
  
4.2.1 Paramètres 
Une analyse quantitative des descripteurs est menée pour déterminer les valeurs des paramètres des 
GHVFULSWHXUVG¶XQHIDoRQTXLDXJPHQWHOHXUSHUIRUPDQFHHWRSWLPLVHOHWHPSVGHFDOFXOSRXUODSKDVH
de mise en correspondance.  
Dans les expérimentations de cette partie, la base utilisée correspond aux 9 modèles de la base Minolta 
introduite dans le chapitre Détection. L¶pYDOXDWLRQGHO¶LQIOXHQFHGHFKDTXHSDUDPqWUHVXUOHUpVXOWDW
de la mise en correspondance est donnée par un graphe généré de la façon suivante:  
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x Pour une valeur du paramètre étudié, le descripteur est calculé sur m positions de points 
sélectionnés aléatoirement sur le modèle original. Puis, un lissage Laplacien de facteur de 
relaxation f= 0.15 x MR (résolution du maillage), est appliqué sur les données du modèle 
original et le descripteur est recalculé sur les m mêmes positions du modèle transformé (lissé).  x Par la suite, chaque descripteur obtenu du modèle transformé est comparé aux autres 
descripteurs dX PRGqOH G¶RULJLQH SRXU WURXYHU les deux premiers plus proches voisins en 
termes de distance euclidienne entre les histogrammes des descripteurs.  x Nous avons une mise en correspondance entre une paire de descripteurs si le ratio entre la 
distance euclidienne du premier plus proche voisin et la distance euclidienne du deuxième plus 
proche voisin est inférieure à un seuil fixé à 0.75. Une paire de descripteurs appariés est dite 
correcte si elle décrit la même position spatiale dans les modèles où sont calculés les deux 
descripteurs. x Ce processus est répété pour tous les descripteurs calculés sur les vues de chaque modèle de la 
base Minolta. Pour chaque type de descripteur, la moyenne des rappels et des précisions est 
déduite des vues de chaque objet. Les résultats correspondent à la médiane des taux de rappels 
et de précisions obtenus sur tous les 9 objets. 
Le rappel calcule la fraction du nombre des correspondances correctes sur le nombre total des 
descripteurs en test. La précision est la fraction du nombre des correspondances correctes sur le 
nombre total des correspondances. Chaque courbe du graphe correspond à un type de descripteur et 
LQGLTXHO¶pYROXWLRQGXUDSSHOSUpFLVLRQHQIRQFWLRQGXSDUDPqWUHpWXGLp 
En général, selon le type du descripteur, des traitements spécifiques peuvent améliorer le résultat de la 
mise en correspondance. Par exemple, dans le FDVG¶XQKLVWRJUDPPHDYHFGHV© creux » (sparse), la 
GLVWDQFHHXFOLGLHQQHVHFDOFXOHVXUO¶HQVHPEOHGHVSDLUHVGHs cases non vides et de même indice. Nous 
ne tenons pas compte de ce genre de traitements pour cette partie du manuscrit. Le paramètre m varie 
entre  50 et 150 points, selon la densité de points des vues, pour toutes les expérimentations de cette 
section. 
Le paramétrage se fait pour les descripteurs Spin, SHOT, LSP, Thrift, IndSHOT et IndThrift. Notons 
TXH SRXU OHV GHVFULSWHXUV /63 ,QG6+27 HW ,QG7KULIW OH FDOFXO GH O¶LQGLFH GH IRUPH Q¶HVW SDV
HIIHFWXp GDQV O¶pWDSH GH GHVFULSWLRQ PDLV HVW UpFXSpUp GH ODSKDVH GH GpWHFWLRQ /H WHPSV GH calcul 
SUpVHQWpGDQVFHWWHSDUWLHQ¶LQFOXHSDVFHFDOFXO  
 
4.2.1.1 Choix du nombre de Bins  Description 
La taille des Bins est un paramètre important dans la génération des descripteurs à base 
G¶KLVWRJUDPPHs et correspond à la largeur géométrique des cases dans les histogrammes. En effet, ce 
paramètre détermine OD PDUJH GH O¶HVSDFHPHQW GDQV OHV FDVHV GH O¶KLVWRJUDPPH QpFHVVDLUH SRXU
répartir et moyenner les valeurs de la variable cumulée et éviter le cas des points isolés. Un 
espacement grossier ou plus fin impacte directement sur le pouvoir de description. 
La taille du bin dépend du nombre de cases (ou dimension) choisi SRXUO¶KLVWRJUDPPHet vice-versa. 
Le produit de la taille du bin avec le nombre de bins donne la taille de O¶LQWHUYDOOHde variation des 
valeurs, qui correspond à la différence entre la valeur maximale et la valeur minimale de la mesure 
cumulée. 
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 Une analysHTXDQWLWDWLYHGHO¶LPSDFWGXQRPEUHde bins sur la similarité entre descripteurs appariés 
est donnée dans la Figure 4-8. Pour simplifier cette étude, nous prenons n comme nombre de bins pour 
la description du cosinus des normales et n-2 FRPPHQRPEUHGHELQVSRXUODGHVFULSWLRQGHO¶LQGLFH
de forme et des coordonnées cylindriques dans le  Spin. Ce qui nous donne une dimension de (n-2)2 
pour le descripteur Spin, n (n-2) pour les descripteurs LSP et IndThrift, n pour le Thrift, 32 (n+1) pour 
le descripteur SHOT et  32(( n-1)+  (n+1)) pour le descripteur IndSHOT. Le 32 correspond au nombre 
de bins spatial. En variant la valeur du nombre de bins, nous traçons la courbe précision et la courbe 
rappel. La performance des descripteurs est déduite du comportement des ces courbes: plus la valeur 
du rappel et de la précision est grande plus le descripteur est performant.  
 
 Résultats 
A ce niveau, nous cherchons la valeur n des bins qui puisse maximiser le rappel et précision pour la 
majorité des GHVFULSWHXUV'¶DSUqVFHVFRXUEHVG¶XQHPDQLqUHJpQpUDOHHQDXJPHQWDQWOHQRPEre de 
bin, la précision et le rappel augmentent légèrement et se stabilisent pour le SHOT et IndSHOT, de 
même pour le comportement de la courbe de précision du LSP, Spin et IndThrift. Quant au  rappel, il 
augmente puis diminue pour le LSP, Spin et IndThrift. Le Thrift continue à augmenter pour les deux 
courbes. 
Par ailleurs, nous remarquons que les valeurs du rappel et de précision pour le IndSHOT sont les plus 
élevés HWFHOOHGX7KULIWV¶pFDUWHODUJHPHQWGHVDXWUHVFRXUEHVOXLLQIpUDQWXQHIDLEOHSHUIRUPDQFH 
En outre, pour une valeur fixe du nombre de bin, ces courbes renseignent aussi sur le degré de 
robustesse des descripteurs pour un lissage de la structure du maillage. Nous allons voir cette propriété 
plus tard dans ce chapitre. 
 
Pour le cas des petites valeurs du nombre de bin, plusieurs valeurs sont moyennées pour correspondre 
à une seule case et le pouvoir discriminant du descripteur diminue. En effet, une structure très 
FRQGHQVpH GH O¶LQIRUPDWLRQ QH WUDGXLW SOXV OD GLVWULEXWLRQ UpHOOH GH OD IRUPH /H UpVXOWDW HVW TXH
plusieurs histogrammes auront la même forme sans pour autant correspondre à des régions similaires 
de la surface. Par ailleurs, pour des grandes valeurs du nombre de bins, la distribution devient éparse 
DYHFEHDXFRXSGHFDVHVYLGHVHWO¶LQIRUPDWLRQORFDOHHVWGLVSHUVpHVXUSOXVLHXUVFDses en donnant des 
points singuliers (isolés). Certes cette description est la plus proche de la distribution réelle de la 
mesure cumulée, mais nous perdons la compacité et la robustesse au bruit et à la densité des points. 
&RPPHO¶LOOXVWUHODFRXUEHGHOa Figure 4-8, plus le nombre de bins augmente, plus le rappel décroit 
WUDGXLVDQWODGLPLQXWLRQGHVFRUUHVSRQGDQFHVFRUUHFWHV3RXUGHVYDOHXUVGXELQGDQVO¶LQWHUYDOle 10 à 
20, et mis à part le Thrift, la précision des descripteurs est au dessus de 0.9 et le rappel est quasiment à 
son maximum. 
 
/HWHPSVGHFDOFXOGHVGHVFULSWHXUVQ¶HVWSDVDIIHFWpSDUOHFKRL[GXQRPEUHGHbins. Cependant, ce 
paramètre influe sur le temps de calcul pour la phase de mise en correspondance entre les descripteurs. 
 ¾ Le choix du nombre de bins adéquat doit se faire sur la valeur qui satisfait le compromis entre, 
G¶XQFRWpODFRPSDFLWpHWODUREXVWHVVHXQHIDLEOHYDOHXUGXELQGXGHVFULSWHXUHWG¶XQDXWUH
coté, son pouvoir descriptif (une grande valeur du bin). Notre choix est porté sur la valeur n = 
12.  
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Figure 4-8  Courbe rappel et courbe précision en fonction du nombre de bins 
 
4.2.1.2 Choix du rayon du support   Description 
Dans ce paragraphe, nous nous intéressons à la valeur du deuxième paramètre: rayon du support r 
utilisé dans le calcul des descripteurs des PIs. Du fait que nous travaillons à une échelle fixe, la phase 
de détection ne nous fournit pas une échelle de description. Le rayon du support utilisé pour le calcul 
des descripteurs est le même pour tous les PIs et est IL[pHQSDUDPqWUHSDUO¶XWLOLVDWHXU6DYDOHXUHVW 
proportionnelle à la taille de la diagonale de la boite englobante de O¶REMHW pour DVVXUHUO¶invariance à 
ODGHQVLWpGHVSRLQWVHWjO¶pFKHOOH1RWRQVTXHOHUD\RQGXVXSSRUWGDQVOH6SLQ,PDJHHVWOHSURGXLWGH
la taille du bin par le nombre de bins dans chaque dimension de la Spin Image.  
Dans la Figure 4-9, nous traçons la courbe rappel et la courbe précision en fonction du rayon du 
support. Et dans la Figure 4-10 QRXV PRQWURQV O¶pYROXWLRQ GX WHPSV GH FDOFXO GHV GHVFULSWHXUV HQ
IRQFWLRQGHODWDLOOHGXUD\RQSRXUXQHYXHGHO¶REMHW'XFN 
 Résultats 
Le rayon du support du PI influe sur le distance de mise en correspondance de la façon suivante: 
'¶XQHSDUWSOXVOHUD\RQHVWJUDQGSOXVOHYRLVLQDJHHVWJUDQGHWSOXVOHVPHVXUHVFDOFXOpHVLQGLFHGH
forme ou cosinus entre les angles de normale ou les coordonnées cylindriques) sur ce support sont 
lLVVpHV HW VWDEOHV '¶DXWUH SDUW SRXU XQ UD\RQ GH VXSSRUW SOXV JUDQG GHV QRXYHDX[ YRLVLQV SOXV
pORLJQpV VRQW DMRXWp HW GHV QRXYHOOHV PHVXUHV VRQW FXPXOpHV GDQV O¶KLVWRJUDPPH /¶DOOXUH GH
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O¶KLVWRJUDPPHREWHQXHVWPRGLILpHSDUUDSSRUWjFHOOHG¶XQKLVWRJUDPPHUpVXOWDQWG¶XQUD\RQGHSOXV
petite taille. Le type de la forme locale autour du PI intervient aussi sur la stabilité du descripteur : une 
]RQHSODQHVXUXQ UD\RQ UHVW SOXV VWDEOHSRXUXQFKDQJHPHQWGH UD\RQTX¶XQH]RQH VRXV IRUPHGH
dôme, par exemple. 
 
 
 
Figure 4-9 Courbe précision et courbe rappel en fonction du rayon du support 
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Figure 4-10 courbe temps de calcul en fonction du rayon du support 
 
Ces remarques sont consolidées par le résultat de la Figure 4-9 RO¶DSSDULHPHQW est plus correct pour 
des plus grandes valeurs du rayon (entre 0.08 et 0.16) pour tous les descripteurs. Le rappel augmente 
SXLVGpFURLWSRXUOH,QG7KULIWHQWUHOHVYDOHXUVHWGXUD\RQ1RXVSHQVRQVTX¶jSDUWLUG¶XQH
certaine valeur du support, le descripteur devient stable puis sa performance décroit (tel le cas pour le 
IndThrift). Cette valeur représente la taille limite et maximale du support pour laquelle la structure 
ORFDOH GpFULWH FKDQJH GH IRUPH HW SDU FRQVpTXHQW OH GHVFULSWHXU FKDQJH G¶DOOXUH '¶DSUqV OHV GHX[
courbes rappel et précision, cette limite pourrait être atteinte à partir de la valeur 0.08 x diagonale du 
support. Or, pour obtenir un meilleur pouvoir descriptif, le support doit avoir une taille proportionnelle 
à une structure de petite taille pour pouvoir moyenner suffisamment de détails localement sur la 
VXUIDFH /HV VWUXFWXUHV GHJUDQGHV WDLOOHV QRXV UDPqQHQW j XQH GHVFULSWLRQ GH O¶RUGUH GHV SURSULpWpV
JOREDOHVGHVPRGqOHVHWQRXVVRUWRQVG¶XQHDSSURFKHORFDOH 
Par ailleurs, la contrainte majeure est le temps de calcul qui clairement croît avec O¶DXJPHQWDWLRQGHOD
taille du support. Nous notons que le temps de description du IndThrift et du Thrift, pour les faibles 
WDLOOHVGXUD\RQHVWG¶HQYLURQIRLVSOXVLPSRUWDQWTXHFHOXLGHVDXWUHVGHVFULSWHXUV 
¾ Le choix de la valeur du rayon du support doit alors répondre au compromis efficacité- 
SHUIRUPDQFHGHVGHVFULSWHXUV'¶DSUqVOHVFRXUEHVREWHQXHVXQHSURSRUWLRQGHGHODWDLOOH
GHODGLDJRQDOHGHO¶REMHWSDUDLWFRQYHQDEOHSRXUVDWLVIDLUHFHVGHX[contraintes. 
 
4.2.1.3 &KRL[GHO¶DQJOHGXVupport  
Une autre condition à vérifier SRXUFKRLVLU OHVSRLQWVGXYRLVLQDJHGXSRLQW UpIpUHQFHHVW O¶DQJOHGX
support de ce point. Cet angle correspond à O¶DQJOHPD[LPXPformé par la normale du point référence 
HWODQRUPDOHG¶XQSRLQWGXYRLVLQ&HWDQJOHHVWLQWURGXLWSRXUPLQLPLVHUO¶LPSDFWGHVoccultations et 
du bruit. Pour un point référence A de position et normale (pa, na), un point B de position et normale 
(pb, nb) est dans le support de A si :  
Acos (na, nb) < Angle_ support 
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/HFKRL[G¶XQH IDLEOHYDOHXUGH cet angle peut ne pas être suffisant pour décrire la forme locale du 
voisinage du point référence (sauf dans le cas des zones planes). Néanmoins, un angle faible de 
VXSSRUWSHUPHWG¶DVVXUHUXQe robustesse au bruit et aux occultations. En effet, en général, la direction 
G¶XQHQRUPDOHG¶XQSRLQWDEHUUDQWV¶pFDUWH ODUJHPHQWGHFHOOHGHVQRUPDOHVGHVSRLQWVGHODVXUIDFH
locale du support. Par conséquent, un très grand angle de support (>150°), inclue un grand nombre de 
voisins qui peuvent correspondre à des points bruités et faussent les valeurs cumulées dans les 
histogrammes. '¶XQ DXWUHV FRWp SOXV O¶DQJOH HVW JUDQG SOXV OD GLUHFWLRQ GHV QRUPDOHV YRLVLQHV HVW
orthogonale à la direction de la normale du point référence, ce qui permet de représenter une 
information plus riche sur la forme locale de la surface autour du point référence (cas de zone sous 
forme dôme ou selle). En outre, les angles faibles correspondent à des points situés à peu près sur la 
même zone plane que le point référence et ne représente pas forcement une information très 
descriptive de la forme locale. 
Face à ce compromis, QRWUHFKRL[ILQDOGHODYDOHXUGHO¶DQJOHVHIDLWVXUODYDOHXUTXLUpDOLVHODEDODQFH
entre le pouvoir descriptif et la robustesse du descripteur. Pour les tests de ce chapitre nous avons 
choisi la valeur 90°. 
 
4.2.2 Comparaison des descripteurs 
Cette évaluation suit un principe similaire à celui utilisé pour les paramètres dans le paragraphe 
SUpFpGHQW 3RXU FH IDLUH OHV GHVFULSWHXUV VRQW FDOFXOpV VXU OH PRGqOH G¶RULJLQH HW VXU OH PRGqOH
transformé (modèle test) pour les mêmes positions spatiales des PIs. Pour avoir une comparaison la 
plus juste possible entre les descripteurs et pour que la performance des descripteurs ne soit pas 
affectée par les erreurs apportées par les détecteurs, nous utilisons le même « détecteur » de PIs pour 
tous les algorithmes : nous extrayons aléatoirement un ensemble PIs sur chaque modèle (un nombre 
entre 50 et 150), puis nous extrayons les points correspondants physiquement sur le modèle 
transformé. La mesure de distance euclidienne est utilisée pour la phase de mise en correspondance 
entre chaque descripteur du modèle test et tous les descripteurs du modèle original. Pour décider de 
O¶DSSDULHPHQW, le ratio entre la distance du plus proche voisin et le deuxième plus proche voisin, est 
utilisé : si le ratio est inférieur à un seuil thd, la correspondance est établie entre le descripteur test (du 
PRGqOH WUDQVIRUPp HW OH GHVFULSWHXU GX SUHPLHU SOXV SURFKH YRLVLQ GX PRGqOH G¶RULJLQH /D
correspondance des descripteurs est validée si les positions spatiales des deux points de calcul se 
correspondent. 
&RPPHPpWKRGRORJLHG¶pYDOXDWLRQGHVGHVFULSWHXUV'ODFRXUEH52&UHSUpVHQWDQWOHWDX[GHVYUDLV
positifs versus le taux des faux positifs, est généralement utilisée pour comparer les descripteurs. 
1pDQPRLQV O¶DPELJXwWp GDQV OH FDOcul du taux des faux positifs défavorise cette méthode. Nous 
DGRSWRQV DORUV GDQV QRWUH pYDOXDWLRQ O¶DSSURFKH SURSRVpH SDU Mikolajczyk et Schmid dans 
(Mikolajczyk, et al., 2005) et nous présentons le résultat en termes de courbes Rappel versus 1-
Précision.  Pour obtenir ces courbes, nous varions la valeur du seuil thd. Nous commençons par 
O¶pYDOXDWLRQGHO¶LQYDULDQFHGHVGHVFULSWHXUVSRXUGHVWUDQVIRUPDWLRQVJpRPpWULTXHVrigides (rotation et 
translation).  
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4.2.2.1 Invariance aux rotations  Description 
3DUPLOHVREMHFWLIVGHQRWUHWUDYDLOODFDUDFWpULVDWLRQGHODIRUPHGHO¶REMHWG¶XQHIDoRQLQYDULDQWHjXQ
FKDQJHPHQWG¶DQJOHVGHYXH HVW WUqV LPSRUWDQWH(QHIIHW HQ WHVW XQPrPHREMHWGRLW rWUH UHFRQQX
pour une prise de vue difféUHQWHGHFHOOHVVWRFNpHVGDQVODEDVHGHGRQQpHV/¶pWDSHGHGHVFULSWLRQGRLW
VDWLVIDLUHODSURSULpWpG¶LQYDULDQFHDX[WUDQVIRUPDWLRQVJpRPpWULTXHV 
8QFKDQJHPHQWGHO¶DQJOHGHYXHSHXWVHSUpVHQWHUVRLWSDUXQHURWDWLRQGXFDSWHXUDXWRXUGHO¶REMHW
soit SDUODURWDWLRQGHO¶REMHWDXWRXUG¶XQFDSWHXUIL[HDans notre expérimentation, nous nous situons 
dans le deuxième cas. 'DQVODEDVH0LQROWDQRXVVpOHFWLRQQRQVYXHVDYHFXQpFDUWG¶DQJOHGH
SRXUFKDFXQGHVREMHWV/¶LGpHjFHQLYHDXHVWGHFRnsidérer pour chaque objet 4 transformations de 
URWDWLRQDXWRXUGHO¶D[H\HQWUHOHVYXHVDGMDFHQWHVH[HPSOHXQHWUDQVIRUPDWLRQGHODYXHYHUVOD
vue 20°). Le processus de calcul des descripteurs et de mise en correspondance, décrit plus haut, est 
applLTXpSRXUO¶HQVHPEOHGHVYXHVGHVREMHWV 
Une illustration du résultat du processus de mise en correspondance des descripteurs IndSHOT, sur un 
PRGqOHG¶$QJH entre la vue initiale située à 100° et la vue située à 120°, est donnée dans la Figure 
4-11. Une évaluation quantitative est illustrée, sous forme de courbes: rappel vs 1-précision, dans la 
Figure 4-12. Nous illustrons, dans la Figure 4-13, les images des histogrammes des six descripteurs 
calculés au même point physique (le point n°1 sur les deux vues de la Figure 4-11) entre deux vues.  
 Résultats x La Figure 4-11 montre que le descripteur IndSHOT a correctement apparié 34 points parmi 65 
points mis en correspondance sur les 71 points de calcul sur les deux vues, ce qui donne un 
rappel de 47% et une précision de 52%. Un résultat qui annonce une forte stabilité de ce 
GHVFULSWHXUSRXUXQHYDULDWLRQG¶DQJOHVGHYXH 
 x Sur les histogrammes de la Figure 4-13, nous remarquons la forte similarité entre les deux 
images des histogrammes des descripteurs IndSHOT et IndThrift. '¶DLOOHXUVORUVGXSURFHVVXV
de mise en correspondance, ceux deux points sont correctement appariés entre eux pour ces 
deux descripteurs. Bien que les deux histogrammes du Thrift se ressemblent, la remarque est 
que FHGHVFULSWHXUDODPrPHDOOXUHTXDVLPHQWVXUWRXVOHVSRLQWVGHODVXUIDFHGHO¶REMHWFH
qui augmente le nombre faux homologues. En outre, les images du Spin et du LSP, 
UHSUpVHQWHQWGHVPDWULFHV DYHFSOXVLHXUV FDVHVYLGHVTXLQ¶RQWSDV ODPrPHSRVLWLRQ Vur les 
deux images des deux vues. Or, la mesure de similarité utilisée dans notre cas est la distance 
euclidienne qui compare les histogrammes bin à bin. Il en résulte que la distance de mise en 
correspondance est grande pour ces descripteurs et les points ne sont pas appariés. 
 x '¶XQHPDQLqUHJpQpUDOHHQDXJPHQWDQW OHVHXLOGHGLVWDQFHSRXU ODPLVHHQFRUUHVSRQGDQFH
des descripteurs, le nombre total des correspondances augmente, et nous nous attendons à ce 
que la précision (TP/ TP+FP) diminue et le rappel (TP/ TP+FN) augmente.  
 
o Les résultats de la Figure 4-12 montrent que le IndSHOT est de très loin plus robuste à 
une rotation des données initiales. En effet, la courbe des valeurs du rappel vs la 
précision de ce descripteur est nettement au-dessus des autres courbes. Ce descripteur 
DDPpOLRUpODVWDELOLWpGXGHVFULSWHXUG¶RULJLQH6+27 
o /HSRXYRLUG¶LQYDULDQFHSRUWpSDUOH,QG7KULIWHVWLQIpULHXUDX[GHX[SUpFpGHQWVPDLV
ILQLWSDUUDWWUDSHUOH6+27jSDUWLUG¶XQHFHUWDLQHYDOHXUGXVHXLOGXUDWLRthd  >0.65) 
des distances.  
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x &HWWH LQYDULDQFH DX[ URWDWLRQV HVW GXH HVVHQWLHOOHPHQW j O¶XWLOLVDWLRQ GHV EDVHV ORFDOHV 5)
dans la formulation de ces descripteurs. La description de la variation locale de la forme 
autour du PI relativement à une RF (SHOT et IndSHOT) est invariante par rotation. De plus, 
XQHQRUPDOH FDOFXOpH HQXQSRLQW HVW ODPrPHTXHOTXHV VRLW O¶DQJOHGH ODSULVHGHYXH3DU
DLOOHXUVXQHVLPLOLWXGHFRQVHUYHOHVDQJOHVJpRPpWULTXHVOHVPHVXUHVG¶DQJOHVQRQRULHQWpV
(Q RXWUH O¶LQGLFH GH forme est constitué des courbures principales qui correspondent à un 
calcul différentiel de second ordre de la surface (présenté dans le chapitre 1) et sont invariant 
aux orientations. Avec ces caractéristiques, les descripteurs SHOT, IndThrift et IndSHOT 
FXPXODQWOHVFRVLQXVGHVQRUPDOHVHWRXOHVYDOHXUVGHO¶LQGLFHGHIRUPHVRQWGLVFULPLQDQWVHW
invariants aux rotations.  
 
 
Figure 4-11 Résultat de la mise en correspondance après rotation des PIs entre la vue initiale à 100° 
et la vue à 120° des descripteurs IndSHOT 
 
 
Figure 4-12 Courbes Rappel vs 1-Précision pour ƵŶĐŚĂŶŐĞŵĞŶƚĚ ?ĂŶŐůĞƐĞŶƚƌĞůĞƐŵŽĚğůĞƐDŝŶŽůƚĂ 
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Vue 120°    Vue 100° 
Figure 4-13 Représentations, au même point physique situés sur deux vues (100° et 120°), des 
descripteurs: IndThrift, LSP, Spin, IndSHOT, SHOT et Thrift ?ĚĂŶƐů ?ŽƌĚƌĞĚĞŚĂƵƚǀĞƌƐůĞďĂƐ 
 
o Le LSP a un comportement assez proche de FHOXLGX,QG7KULIWSXLVTX¶LOVHQFRGHQWOD
forme locale avec la même information (normales et indice de forme). 
o /H 6SLQ HQ GpSLW GH VD SURSULpWp G¶LQYDULDQFH DX[ URWDWLRQV PRQWUH XQH WUqV IDLEOH
stabilité. Rappelons que pour un point orienté sur une surface 3D, le Spin image est 
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décrite par deux paramètres: distance du plan tangent du point orienté à ses voisins et 
la distance du point orienté à son vecteur normale. 6DFKDQW TX¶XQH URWDWLRQHVW XQH
similitude, les distances sont conservées. Les deux mesures de distance du Spin sont 
alors invariantes par rotation. Or, dans notre évaluation, nous considérons un 
FKDQJHPHQW G¶DQJOHV GDQV GHV FRQGLWLRQV G¶DFTXLVLWLRQ UpHOOH &H TXL LPSOLTXH TXH
pour une même région de la surface vue sous deux angles différents, la densité des 
SRLQWVHWO¶DPSOLWXGHGXEUXLWYDULHQW/Dsensibilité du Spin à ces variations justifie le 
résultat obtenu. 
o Le Thrift a la plus faible performance. En effet, bien que les mesures cumulées 
correspondent à des mesures de cosinus de normales, la première lacune de ce 
GHVFULSWHXUHVW O¶DEVHQFHG¶XQH5)RXG¶XQH5$'H plus, les cosinus correspondent 
DX[ FRVLQXV GH O¶DQJOH HQWUH GHX[ QRUPDOHV GX PrPH SRLQW FDOFXOpHV VXU GHX[
supports de tailles différentes. Ces angles sont très faibles et varient sur un petit 
LQWHUYDOOH GH O¶KLVWRJUDPPH OH FRVLQXV HVW entre 0.8 et 1) et ne renseignent pas 
suffisamment sur la forme locale. Avec la formulation du Thrift, plusieurs 
descripteurs ont la même allure et se confondent lors de la mise en correspondance, ce 
TXLEDLVVHOHWDX[GHUDSSHO3DUDLOOHXUVO¶DMRXWGHO¶LQGLFHGHIRUPHjFHGHVFULSWHXU, 
avec la définition du IndThrift, a nettement haussé sa performance.  
 
/DFRQFOXVLRQSRXUFHWWHpYDOXDWLRQHVW O¶LPSRUWDQFHGH O¶XWLOLVDWLRQG¶XQHEDVHGHUpIpUHQFHSRXU OD
GHVFULSWLRQ ORFDOH GX VXSSRUW /H ,QG6+27 O¶HPSRUWH SRXU O¶LQYDULDQFH j OD URWDWLRQ VXU OHV DXWUHV
descripteurs. 3RXUQRWUHpYDOXDWLRQOHFKDQJHPHQWG¶DQJOHVVHIDLWVXUGHVGRQQpHVUpHOOHV&HTXLQRXV
UDSSURFKH G¶XQ VFpQDULR GH PLVH HQ FRUUHVSRQGDQFH GH YXHV SDUWLHOOHV G¶REMHWV SRXU XQH WDFKH GH
reconnDLVVDQFH '¶DSUqV FHV UpVXOWDWV QRXV HVWLPRQV TXH FH GHVFULSWHXU UpXVVLUD j FRUUHFWHPHQW
apparier les différentes vues des objets. 
 
4.2.2.2 ,QYDULDQFHjO¶pFKHOOHHWjODGHQVLWpGHSRLQWV  Description 
'DQV FH SDUDJUDSKH QRXV WUDLWRQV OD SUREOpPDWLTXH GH O¶LQYDULance des descripteurs pour un 
FKDQJHPHQWG¶pFKHOOHHWSRXUXQHYDULDWLRQGHODGHQVLWpGXSRLQWGXPDLOODJH*pRPpWULTXHPHQWXQH
WUDQVIRUPDWLRQGHWUDQVODWLRQRXXQFKDQJHPHQWG¶pFKHOOHFRUUHVSRQGjXQHKRPRWKpWLHGDQVO¶HVSDFH 
Dans un premier temps, nous considérons une décimation du maillage qui consiste à réduire le nombre 
de facettes et de points dans le maillage initial de chaque objet. Dans la Figure 4-14, Nous traçons les 
courbes rappel vs précision des 6 descripteurs, correspondant au processus de décimation du maillage 
initial avec un facteur de 20% de réduction sur les 9 modèles de Minolta.  
Dans un deuxième temps, nous considérons la base des 7 objets Minolta présentant une variation 
G¶pFKHOOHV'DQVQRWUHpYDOXDWLRQQRXVDYRQVFKRLVLGHX[pFKHOOHVSRXUFKDTXHREMHWDYHFYXHVVXU
chaque échelle. Le meme processus de génération des courbes rappel-précision est appliqué pour la 
transformation de changement G¶pFKHOOH &HV FRXUEHV VRQW GRQQpHV SRXU VHXOHPHQW OHV GHVFULSWHXUV
SHOT, IndSHOT et IndThrift dans la Figure 4-15.  
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 Résultats 
 
Variation de la densité des points : ¾ Après décimation, le maillage obtenu a une valeur de résolution (moyenne des distances entre 
les sommets du maillage) plus grand et les détails de la forme sont moins visibles. Par 
exemple, si nous prenons un maillage de 100 facettes, avec une résolution de 0.63  et une 
décimation de facteur 20%, le maillage transformé aura 80 facettes et une résolution du 
maillage de 0.72.  En augmentant le niveau de décimation, le nombre de points apparié 
GLPLQXH1RXVUHPDUTXRQVQHWWHPHQWTX¶DYHFODGpFLPDWLRQODSHUIRrmance des descripteurs 
a chuté. ¾ En variation de densité de points, le IndSHOT a une meilleure performance pour les premières 
valeurs du seuil sur le ratio des distances des deux premiers plus proche voisins. Les 
descripteurs LSP et IndThrift ont à peu près le meme comportement. A partir du seuil (0.6), la 
performance de ces deux derniers devient meilleure que celle du IndSHOT. 
 
 
Figure 4-14  Courbe rappel-précision pour une décimation de 20% du maillage initial 
 
Le descripteur Thrift a une très faible invariance à la densité des points avec un rappel <0.2. Les 
PrPHVH[SOLFDWLRQVGRQQpHVSRXUO¶LQYDULDQFHjODURWDWLRQVRQWYDOLGHVLFL 
La performance du Spin chute considérablement pour une densité plus faible du nuage de point. 
Pareillemnt que pour le LSP, la base de référence (RA) utilisée pour le calcul des coordonnées 
F\OLQGULTXHGpSHQGGHODPpWKRGHGHFDOFXOGHODQRUPDOHHQXQVRPPHW&HSHQGDQWHWVDFKDQWTX¶XQH
homothétie de rapport k modifie les distances par un facteur |k|, les spins images du meme point sur 
deux surfaces échantillonées uniformement avec deux échelles différentes, sont linairement 
corrélés.Une méthode standard pour la mise en correspondance de données corrélées linéairement est 
le coéfficient de corrélation linéaire. L¶XWLOLVDWLRQ GH FHWWH PHVXUH GH VLPLODULWp j OD SODFH GH OD
distance euclidienne, augmenterai OD SHUIRUPDQFH GH O¶DSSDULHPHQW SRXU OH GHVFULSWHXU Spin. 
Cependant, pour une comparaison plus égale entre les descipteurs, nous conservons la meme mesure 
de similraitéentre les différents descripteurs. 
 Il est à noter que ces descripteurs sont sensibles aux perturbations dans le calcul des normales 
qui est la moyenne des normales des facettes directement adjacentes au point. Une normale 
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G¶XQHIDFHWWHHVWFDOFXOpHSDUXQHPpWKRGHEDVLTXHGHSURGXLWYHFWRULHOHQWUHOHVYHFWHXUVGHV
sommets de la facette. Or, en variant la résolution du maillage par une décimation, le même 
SRLQWQ¶DXUDSOXVOHVPrPHVYRLVLQVVXUOHVGHX[PDLOOages et seront plus éloigné spatialement 
dans le maillage décimé. La normale résultante est, de ce fait, plus au moins différente de la 
normale initiale. 
 
 
Figure 4-15 Courbe rappel-ƉƌĠĐŝƐŝŽŶƉŽƵƌƵŶĐŚĂŶŐĞŵĞŶƚƌĠĞůĚ ?ĠĐŚĞůůĞpour les descripteurs SHOT, 
IndSHOT et IndThrift 
 
9DULDWLRQG¶pFKHOOHV : 
1RXVPHWWRQVO¶DFFHQWVXUOHIDLWTXHO¶pYDOXDWLRQGHODYDULDWLRQG¶pFKHOOHV¶HVWIDLWHVXUGHVGRQQpHV
réelles en prenant GHVDFTXLVLWLRQGHVREMHWVjGLIIpUHQWHVGLVWDQFHV(QGpSODoDQWO¶REMHWVDSRVWXUHHW
VDSRVHSDUUDSSRUWjO¶DQJOHGHYXHQ¶HVWSDVH[DFWHPHQWODPHPH8QGpFDODJHGDQVOHVSRVLWLRQV
spatiales de calcul des descripteurs peut fausser notre processus de mise en correspondance. Pour ce 
fait, nous avons introduit une marge dans la distance seuil (distance moyenne) servant à valider 
O¶DSSDULHPHQWGHVSRLQWVSK\VLTXHPHQW 
1RXVUDSSHORQVTXHODQRUPDOLVDWLRQGDQVOHIRUPDOLVPHGHVGHVFULSWHXUVSHUPHWG¶DVVXUHUO¶LQYDULDQFH
j OD GHQVLWp GHV SRLQWV HW j O¶pFKHOOH 3RXU XQH YDULDWLRQ G¶pFKHOOH G¶DSUqV OHV FRXUEHV GH OD Figure 
4-15, les descripteurs IndSHOT et SHOTdonnent un meilleur taux de précision-rappel pour les faibles 
valeurs du ratio de comparaison des distances. Nous savons que les angles sont conservées par une 
KRPRWKpWLH HW TXH OH 6+27 XWLOLVH XQH 5) LQYDULDQWH SRXU O¶H[SUHVVLRQ GHV FRVLQXV GHV DQJOHV OD
VWDELOLWp GHV GHVFULSWHXUV 6+27 HW ,QG6+27 V¶H[SOLTXH DORUV '¶DXWUH SDUW OD FDUDFWpULVWLTXH
G¶LQYDULDQFH j O¶pFKHOOH GH O¶LQGLFH GH IRUPH FRQVROLGH OD UREustesse du descripteur IndSHOT et 
IndThrift. Pour les grandes valeurs du seuil (>0.75), le IndThrift devient meilleure que le IndSHOT. 
Néanmoins, pour les grandes valeurs de précision, qui caractérise typiquement les applications temps 
réel, IndSHOT a un meilleur degré de Rappel. 
En vaULDWLRQG¶pFKHOOHXQUDSSHO!60Q¶HVWDWWHLQWTXHYHUVOHVGHUQLqUHVYDOHXUVGXVHXLO 
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 Comme évoqué dans la partie évaluation du chapitre Détecteurs, la décimation des données 
peut étre assimilée à une variation artificiellH G¶pFKHOOH $YHF OHV UpVXOWDWV SUpVHQWpHV HQ
GpFLPDWLRQ HW HQ FKDQJHPHQW G¶pFKHOOHV OH ,QG6+27 HQFRUH XQH IRLV D XQH PHLOOHXUH
performance que les autres descripteurs.  L¶LQYDULDQFHjXQFKDQJHPHQWG¶pFKHOOHVVHPEOHêtre le plus grand défi pour les méthodes de 
description proposées si le support est fixe (mono-échelle). Dans notre choix de la taille du 
VXSSRUW QRXV DYRQV SULV XQ UD\RQ SURSRUWLRQQHO j OD GLDJRQDOH GH OD WDLOOH GH O¶REMHW 3RXU
deux échelles différentes, lDWDLOOHGHO¶REMHWQHYDULHSDVHWOD]RQHORFDOHSULVHHQFRPSWHGDQV
la description est la même. Si le descripteur est suffisamment discriminant et stable, son 
invariance à une variation de la densité des points est réalisable pour ce choix.   Nous prévo\RQVTXHO¶XWLOLVDWLRQG¶XQHpFKHOOHDSSURSULpHHQWUHDXWUHOHUpVXOWDWGHODYHUVLRQ
multi-échelle) pour la description de chaque point améliorera cette performance. 
 
4.2.2.3 Robustesse au bruit   Description 
3RXUPHVXUHUO¶LPSDFWGXEUXLWVXUO¶pWDSHGHGHVFULSWion et de mise en correspondance, nous ajoutons 
un bruit Gaussien sur les données initiales. Nous menons deux expérimentations avec deux valeurs de 
variance gaussienne ı1 et ı2 qui correspondent aux pourcentages respectifs: 10% et 30% de la 
résolution du maillage de chaque modèle.  
Les courbes rappel-précision pour ces deux perturbations du maillage initiales des 9 modèles Minolta 
(5 vues par objets) sont données dans la Figure 4-16. 
 Résultats  Sur les deux perturbations de données, le descripteur IndSHOT est le moins sensible au bruit 
avec des taux de rappel-précision plus élevés que les autres descripteurs. Cette robustesse au 
bruit est due essentiellement à la robustesse de la RF et au processus de normalisation du 
descripteur. Cette UREXVWHVVHHVWFRQILUPpHSDU O¶DMRXWGH O¶LQIRUPDWLRQGH O¶LQGLFHGH IRUPH
puisque une meilleure performance, que celle du SHOT, est réalisée avec cette nouvelle 
combinaison.  Le Spin parait très sensible au bruit dès la faible perturbation de variance (ı1= 0.1xMR). En 
DXJPHQWDQWO¶pFDUWW\SHGXEUXLWJDXVVLHQODSUpFLVLRQHWOHUDSSHOGpFURLWHWWHQGYHUV&HFL
HVWGXDXIDLWTXHOHGHVFULSWHXUHVWWUqVVHQVLEOHDX[SHWLWHVYDULDWLRQVGDQVO¶HVWLPDWLRQGHOD
normale. Ce descripteur est basé sur le cumul des coordonnées cylindrique (radiale et 
élévation) des points du support, exprimés par rapport à la normale du PI (RA). Or, pour une 
perturbation des coordonnées des points du maillage, le calcul de la normale référence qui se 
IDLW G¶XQH IDoRQQRQ UREXVWH au bruit (par une simple approximation de moindre carrée) est 
perturbé. Ce résultat est cohérant avec la conclusion donnée par (Tombari, et al., 2010).  La performance du LSP décroit rapidement en augmentant le degré du bruit. La défaillance de 
ODUREXVWHVVHGX/63HVWVLPLODLUHPHQWDX6SLQOLpHjODQRQUREXVWHVVHGHO¶HVWLPDWLRQGHOD
RA et des quantités différentielles (normales) au bruit.  
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Figure 4-16 Courbe rappel-précision pour un bruit, de ʍ =  0.1xMR -en haut, et de ʍ = 0.3xMR -en bas 
 
 /H7KULIWEDVpXQLTXHPHQW VXU OHVQRUPDOHVDYHF O¶DEVHQFHGHQRWLRQGHEDVHGH UpIpUHQFH
reste le plus vulnérable à une perturbation des données. Par ailleurs, le IndThrift se situe en 
deuxième position concernant la robustesse au bruit. Nous consluons que la forme 2D de ce 
QRXYHDXGHVFULSWHXUMRLJQDQWOHIRUPDOLVPHGX7KULIWDYHFO¶LQGLFHGHIRUPHDSHUPLVGHFUpHU
une description plus stable et plus discriminante.  
Ces résultats confirment et consolident les constatations données précédemment. 
 
4.2.2.4 Robustesse à un lissage  Description 
La modification du maillage par un lissage des données est un autre type de perturbations des données 
initiales que nous avons étudié dans notre évaluation de la robustesse des descripteurs. Cette 
PRGLILFDWLRQ OLVVH OHV GpWDLOV GH OD IRUPH HW UHQG GLIILFLOH OD WkFKH G¶H[WUDFWLRQ G¶LQIRUPDWLRQV
GLVFULPLQDQWHV FRPPH O¶LOOXVWUH OD Figure 4-17 1RXV pWXGLRQV O¶LPSDFW G¶XQH WUDQVIRUPDWLRQ GH
lissage Laplacien des données, avec un facteur de relaxation f de valeur proportionnelle à la résolution 
du maillage (0.25*MR), sur la performance des descripteurs.  Similairement à ce qui a été présenté 
pour le bruit, nous traçons la courbe Rappel-Précision dans la Figure 4-17 pour une application de 
cette transformation sur 5 vues de chacun des 9 objets Minolta. 
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 Résultats 
 Le résultat montre clairement la forte stabilité du descripteur IndSHOT par rapport aux autres 
descripteurs (meilleure rappel et précision). Les courbes LSP, IndThrift et SHOT ont un 
comportement assez proche les unes des autres. PDUHLOOHPHQW DX FDV G¶DMRXW G¶XQ EUXLW OH
comportement du Spin est clairement sensible au lissage. Les mêmes raisons avancées pour la 
robustesse au bruit sont valables pour le lissage. La formulation donnée pour ces histogrammes parait 
VHQVLEOHVjO¶pFKDQWLOORQQDJH 
Les résultats présentés dans cette partie confirment ceux obtenus pour le bruit en invoquant la stabilité 
du descripteur IndSHOT grâce à son design de normalisation et son hybridité histogramme-signature 
SRXUGpFULUHO¶LQIRUPDWLRQORFDOH 
¾ Le pouvoir descriptif et disFULPLQDQW LQWHUYLHQW SRXU DFFHQWXHU O¶LQYDULDQFH RX OD UREXVWHVVH
des descripteurs. Une quantification de ce pouvoir descriptif est présentée dans la partie qui 
suit. 
 
 
Figure 4-17 En haut-Exemple de lissaŐĞĚƵŵŽĚğůĞĚĞů ?ĂŶŐĞ-En bas- Courbe rappel précision pour un 
facteur de relaxation f = 0.25xMR 
 
4.2.2.5 Pouvoir descriptif et stabilité pour un décalage de la position physique  Pouvoir descriptif 
o Quotient Rd : 
Choksuriwong et al. (Choksuriwong, et al., 2005) VHVRQWLQWpUHVVpVjO¶pYDOXDWLRQGHODSHUIRUPDQFH
de différents descripteurs invariants par transformations géométriques et ont proposé, pour quantifier 
le pouvoir descriptif et discriminant des descripteurs, un ratio de O¶pFDUWW\SHGHVPR\HQQHVGHVYDOHXUV
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du descripteur sur les objets de la base sur la moyenne des écarts type du descripteur. Nous notons ce 
quotient Rd. 
En effet, dans le but de reconnaitre un objet qui apparait sous différentes orientations ou échelles, le 
descripteur utilisé doit donner des valeurs similaires sous ces vues. Soit Ei le vecteur formé par les 
YDOHXUVGHO¶pFDUWW\SHGXGHVFULSWHXU j REWHQXSRXUO¶REMHWi. $ILQG¶avoir des descripteurs similaires 
pour le même objet, la valeur moyenne des Ei doit être minimisée. 
'¶XQDXWUHFRWpSour pouvoir discriminer les objets entre eux, la dissimilarité entre les descripteurs 
doit être grande pour bien séparer ces objets. Soit Mj le vecteur formé par les valeurs de la moyenne du 
descripteur j obtenu pour un objet i. Pour augmenter le pouvoir discriminant du descripteur entre les 
REMHWVO¶pFDUWW\SHߪ ? ?des Mj, doit être maximisé. Par conséquent, le quotient Rd = ߪ ? ? ܧ ?ഥ൘  présente un 
FULWqUHTXLFDUDFWpULVHODSHUIRUPDQFHG¶XQGHVFULSWHXU  
Dans notrHFDVOHVGHVFULSWHXUVVRQWVRXVIRUPHG¶KLVWRJUDPPHVFDOFXOpVVXUGHV3,V1RXVSURSRVRQV
de calculer ce ratio de la façon suivante:  
- Pour un objet i, et un point k sélectionné sur une vue x, nous cherchons les homologues de k 
sur les autres n YXHV GH O¶REMHW Nous avons ainsi n descripteurs décrivant le même point 
physique k. Pour ces n histogrammes, et pour FKDTXH ELQ FRPSRVDQWH GH O¶KLVWRJUDPPH
nous calculons la moyenne Mi sur les valeurs des vues GHO¶REMHWSRXUREWHQLU un vecteur des 
moyennes des composantes. Puis, nous calculons, pour chaque case et pour toutes n vues, 
O¶écart type par rapport à ce vecteur des moyennes1RXVIRUPRQVO¶pFDUWW\SHWRWDO݁ ? , pour 
O¶REMHWLcomme la somme de ces écarts types.  
- Pour chaque type de descripteur j, répéter ce traitement en prenant deux points par vue et faire 
la moyenne des écarts ܧ ? ? par objet. Ensuite, la moyenne sur tous les objets ܧ ?ഥ  est déduite. 
- Nous disposons pour chaque objet i G¶XQ YHFWHXU Mi des moyennes des composantes du 
descripteur calculé au même point physique sur ses n vues. Nous calculons, par la suite, pour 
chaque vecteur Mi, son écart ߪ ? avec O¶HQVHPEOHGHVYHFWHXUVMm (m ്i). Le nominateur du 
quotient ߪ ? ?correspond  à la somme des écarts types ߪ ? sur tous les objets. Pour chacun des 
six descripteur, nous déduisons la valeur du ratio Rd = 
ߪ ? ? ܧ ?ഥ൘ .  Le dispositif de ces étapes est 
schématisé dans la Figure 4-18.  
 
o Quotient Cdis: 
Nous introduisons un autre ratio, que nous appelons Cdis. Ce ratio calcule pour k points extraits, aux 
mêmes positions physiques sur une vue initiale et sur sa vue transformée par rotation, le rapport entre 
la moyenne des distances des descripteurs faussement appariés, et la moyenne des distances des 
descripteurs correctement appariés. Plus ce ratio est grand plus le pouvoir descriptif est grand.  
Les résultats sont donnés dans le Tableau 4-2. '¶DSUqVFHVUDWLRVLl est clair que le IndSHOT a le plus 
grand pouvoir descriptif. Le SHOT et le IndThrift se positionne à peu près au même niveau. Le ratio 
Rd du Thrift est élevé, cependant la faible valeur de Cdi fait chuter son pouvoir descriptif. 
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 &ODVVpVGDQVXQRUGUHGpFURLVVDQWGHSHUIRUPDQFHQRXVDYRQVO¶,QG6+27OH6+27OHIndThrift. Ces 
résultats rejoignent les constatations données dans les paragraphes précédents pour conclure 
clairement sur la supériorité du descripteur IndSHOT. 
 
 
Figure 4-18 Schéma de calcul du quotient Rd utilisé pour l ?ĠǀĂůƵĂƚŝŽŶĚƵƉŽƵǀŽŝƌĚĞƐĐƌŝƉƚŝĨĞƚ
ĚŝƐĐƌŝŵŝŶĂŶƚĚ ?ƵŶĚĞƐĐƌŝƉƚĞƵƌ 
 
 SHOT IndSHOT Spin LSP IndThrift Thrift 
Ratio Cdis 1.07 1.47 0.79 0.99 1.07 0.25 
Ratio Rd 3.5 4.8 2.6 2.5 3.09 4.5 
Tableau 4-2 Pouvoir descriptif des six descripteurs avec le ratio Cdis et le ratio Rd 
  Stabilité pour un décalage de la position physique du point de calcul 
/¶pWDSH GH GHVFULSWLRQ GHV UpJLRQV ORFDOH DXWRXU GHV 3,V LQWHUYLHQW DSUqV OD SKDVH GH GpWHFWLRQ /D
répétabilité de ces détecteurs est primordiale pour réussir la description et le processus de mise en 
FRUUHVSRQGDQFH1pDQPRLQVFHWWHUpSpWDELOLWpUHVWHDSSUR[LPDWLYHSXLVTXHQRXVVDYRQVTX¶XQHHUUHXU
de décalage dans les positions spatiales des PIs extrDLWVSDUOHVGpWHFWHXUVSHXWVXEYHQLUG¶XQHYXHj
XQHDXWUH1RXVSURSRVRQVGDQVFHSDUDJUDSKHG¶pWXGLHUOHFRPSRUWHPHQWGHVGLIIpUHQWVGHVFULSWHXUV
SRXUGpFULUHODPrPH]RQHGpFDOpHDYHFXQHPDUJHİFURLVVDQWH3RXUFHIDLUHQRXVVpOHFWLRQQRQVXQ 
point VXUXQHYXHGH O¶REMHWG¶$QJH3XLVQRXVFKHUFKRQVOes k plus proche voisins de ce point que 
nous ordonnons dans un ordre croissant selon leur distance du point référence. Nous calculons pour 
chacun de ces points les six descripteurs sur la zone qui les entoure avec le même rayon du support. 
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Nous illustrons dans la Figure 4-19, la distance entre le descripteur du point référence de calcul et les 
descripteurs de ses k (~ 200) plus proche voisins. L¶D[HGHVx représente la distance physique du point 
référence au kème plus proche voisin et qui correspond au décalage. 
 
 
Figure 4-19 Evolution de la distance entre le descripteur Ě ?ƵŶƉŽŝŶƚƌĠĨĠƌĞŶĐĞĞƚůĞƐĚĞƐĐƌŝƉƚĞƵƌƐĚĞ
ses k plus proches voisins (en fonction de la distance physique du kème plus proche voisin) 
 
Le IndThrift parait le plus stable des descripteurs pour un décalage de la position du calcul. La courbe 
des distances pour le IndSHOT évolue avec une faible pente et reste relativement stable à partir du 
20ème SOXVSURFKHYRLVLQ/DSHQWHHW O¶DPSOLWXGHGH ODFRXUEHGX6+27HVW OpJqUHPHQWSOXVJUDQGH
que celle du IndSHOT. Quant aux courbes du spin et du LSP, elles oscillent avec une amplitude plus 
LPSRUWDQWHH[SULPDQWXQHIDLEOH VWDELOLWpGHFHVGHX[GHUQLHUV'¶XQDXWUHFRWp ODGLVWDQFHFDOFXOpH
entre les descripteurs est largement plus faible pour le IndSHOT. 
¾ Notre conclusion sur cette partie, est que les nouveaux descripteurs proposés, IndSHOT et 
IndThrift, ont montré une performance qui a amélioré le pouvoir descriptif et la stabilité des 
GHVFULSWHXUVGHO¶pWDWGHO¶DUWGHVTXHOVQRXVQRXVVRPPHVLQVSLUpV 
 
4.2.2.6 Temps de calcul et outils de développement 
Dans notre travail, les algorithmes de description Spin, Thrift, IndThrift et LSP ont été implémentés. 
Pour le SHOT, l¶LPSOpPHQWDWLRQRULJLQDOHHVWXWLOLVpH/¶DOJRULWKPHRULJLQDOGX&6+27DpWpPRGLILp
pour O¶DGDSWHUDXGHVFULSWHXU IndSHOT/H WHPSVGHG¶H[pFXWLRQSUpVHQWpGDQVFHWWHSDUWLHQ¶LQFOXH
SDVOHWHPSVGHFDOFXOGHVTXDQWLWpVGHO¶LQGLFHGHIRUPHTXLHVWGRQQpHQVRUWLHGXGpWHFWHXU 
Pour automatiser les calculs, nous avons créé une partie commune pour tous les descripteurs qui lit les 
données, construLW OH PDLOODJH H[WUDLW OHV SRLQWV G¶LQWpUrW 3,V HW ODQFH OD GHVFULSWLRQ /H FRGH
implémenté dans le SHOT introduit un parallélisme dans le traitement des descripteurs en lancant des 
taches parallèles qui traitent la description des PIs par tranche de taille (nombre des PIs/nombre de 
tache). Nous utilisons ce même paraléllisme pour tous les algorithmes de descriptions. Les résultats du 
temps de calcul sont donnés dans le Tableau 4-3. Pour avoir une idée sur la totalité du temps 
nécessaire pour notre système et sa comparaison avec une approche existante, nous présentons, dans le 
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Tableau 4-4, le temps de calcul des phases de détection et de description pour le couple (SC_HK_C, 
,QG6+27HWSRXUO¶DSSURFKHGX685). 
La bibliothèque graphique VTK est utilisée pour les traitements appliqués au maillage. Les filtres 
VXLYDQWVRQWpWpXWLOLVpSRXUODSDUWLHSUpFpGDQWHGHO¶pYDOXDWLRQGHVGHVFULSWHXUV : 
vtkPolyDataNormal est un filtre qui calcule les vecteurs normaux pour un maillage polygonal. Les 
normales correspondent aux normales des fDFHWWHV HW OD QRUPDOH G¶XQ VRPPHW HVW GpGXLWH GH OD
moyenne des normales des facettes qui lui sont adjacentes.  
vtkSmoothPolydataFilter est un filtre qui lisse un objet de type vtkPolyData en utilisant une méthode 
de type Laplacienne. Les coordonnées des sommets du maillage sont remplacées par la moyenne des 
coordonnées des sommets qui lui sont connexes (qui lui sont directement liés par une arête). Un 
facteur de relaxation contrôle le degré des remplacements des sommets. Ce processus est répété selon 
le nRPEUHG¶LWpUDWLRQVGRQQpHQSDUDPqWUH 
vtkDecimatePro est un filtre de décimation qXL UpGXLW OH QRPEUH GH SRO\JRQHV G¶XQ PDLOODJH HQ
DSSUR[LPDQW DX PLHX[ OD JpRPpWULH GH OD IRUPH RULJLQDOH /¶DOJRULWKPH SURFqGH GH OD PDQLqUH
suivante : chaque sommet du maillage est inséré dans une file de priorité. Certains points qui ne 
SHXYHQWSDVrWUHVXSSULPpVRXWULDQJXOpVQHVRQWSDVWUDLWpV$SUqVFKDTXHVXSSUHVVLRQG¶XQSRLQWGHOD
ILOHOXLVXFFqGHXQHWULDQJXODWLRQGHVWURXV/HSURFHVVXVVHUHSqWHQWMXVTX¶jFHTXe la file soit vide. Le 
maillage avec les points qui restent est divisé en des pièces séparées selon une liaison non-manifold et 
les points sont réinsérés dans la file à nouveau. Puis, le même traitement est répété récursivement 
MXVTX¶jDWWHLQGUHOHSRXUFHntage de réduction donné en paramètre. 
  Résultats 
 
Base: Nombre de PIs IndSHOT SHOT IndThrift LSP Spin 
Stuttgart : 75 points 0.56 0.57 2.9 0.54 0.52 
Carotte : 72 points 0.42 0.41 2.15 0.42 0.42 
Tableau 4-3 Temps de calcul (en seconde) des cinq descripteurs  
 
Base : densité de points  
 
Détection+description 
Surf SC_HK_C  + IndSHOT 
Stuttgart : 10948 points 15.20 18.64 
Carotte : 4685 points 10.13 9 .62 
Tableau 4-4 Temps de calcul (en seconde) des phases de détection et de description pour le couple 
(SC_HK_C, IndSHOT ?ĞƚƉŽƵƌů ?ĂƉƉƌŽĐŚĞĚƵ^hZ& 
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'¶DSUqVFHVWDEOHDX[ : 
x /HWHPSVG¶H[pFXWLRQGHVGHVFULSWHXUV,QG6+276+27/63HW6SLQHVW de même ordre. x Le temps de calcul du descripteur IndThrift est important DOODQW MXVTX¶j IRLV le temps du 
IndSHOT). /¶H[SOLFDWLRQ HVW TXH FH GHVFULSWHXU VH EDVH VXU OH FDOFXO GHV QRUPDOHV GX
voisinage sur deux rayons (le premier wLarge est égal au rayon du support et le deuxième wSmall 
est égal à la moitié du rayon du support). Les opérations de parcours de tout les points du 
support du point référence et le recalcule pour chacun de deux nouvelles normales résultantes 
des valeurs des normales des points des deux supports (WLarge et WSmall), sont couteuses. x  La légère supériorité dans le temps de calcul de la combinaison SC_HK_C  -IndSHOT par 
rapport au détecteur-descripteur SURF, revient au temps mis par le détecteur pour calculer les 
quantités différentielles : courbure et normale. Cette étape reste à optimiser. 
 
 
4.3. Conclusions  
Nous avons implémenté et testé six descripteurs basés sur les histogrammes cumulant une information 
calculée essentiellement à base de géométrie différentielle. Le pouvoir GHVFULSWLI O¶LQYDULDQFH DX[
transformations géométriques et la UREXVWHVVH DX EUXLW HW j O¶pFKDQWLOORQQDJH RQW pWp pYDOXpHV HW OHV
résultats ont montré : 
¾ 6WDELOLWpGHVGHVFULSWHXUV,QG6+27HW,QG7KULIWSRXUXQHYDULDWLRQG¶DQJOHVGHYXH ¾ Supériorité nette GXGHVFULSWHXU,QG6+27SRXUYDULDWLRQG¶pFKHOOHV ¾ Robustesse au bruit des deux descripteurs IndSHOT et IndThrift ¾ Forte stabilité du IndSHOT pour une transformation de lissage des données ¾ Pouvoir descriptif élevé du IndSHOT et une forte stabilité du IndThrift suite à un décalage de 
la position physque ¾ la supériorité du nouveau descripteur IndThrift par rapport à la version du Thrift. La forme 2D 
GHFHQRXYHDXGHVFULSWHXUHQDMRXWDQWO¶LQIRUPDWLRQGHO¶LQGLFHGHIRUPHDKDXVVpOHSRXYRLU
descriptif et a renforcé la stabilité et la robustesse du descripteur. ¾ La supériorité du nouveau descripteur proposé IndSHOT au descripteur G¶RULJLQH6+27 En 
effet, une nette amélioration est réalisée par ce nouveau descripteur qui combine deux 
informations de la forme locale (indice de forme et cosinus des normales) par rapport à une 
seule information (cosinus des normales) contenue dans le SHOT. ¾ 1RXV DYRQV SX FRQVWDWHU O¶LPSRUWDQFH GH O¶XWLOLVDWLRQ G¶XQH EDVH ORFDOH GH UpIpUHQFH GDQV
O¶H[SUHVVLRQGHVGHVFULSWHXUVj WUavers la comparaison effectuée avec le descripteur proposé 
,QG7KULIW Q¶LQFOXDQW SDV GH EDVH GH UpIpUHQFH GDQV VD IRUPXODWLRQ /¶pWXGH FRPSDUDWLYH D
confirmé la performance supérieure du IndSHOT utilisant une RF.  ¾ /¶pYDOXDWLRQ TXDQWLWDWLYH a montré que le descripteur LSP est moins robuste et moins 
descriptif en comparaison avec les descripteurs SHOT et IndSHOT et IndThrift.  Bien que ce 
GHVFULSWHXU VH EDVH VXU ODGpILQLWLRQ G¶XQH 5$ SRXU O¶H[SUHVVLRQ GHV FRVLQXV GHV QRUPDOHV
FHWWH 5$ Q¶HVW SDV FDOFXOpH G¶XQe façon robuste. En effet, la normale référence du PI 
correspond à la normale du point obtenue par une simple moyenne sur les normales des 
sommets voisins à la facette. Alors que la RF du SHOT et IndSHOT est obtenue par le calcul 
GHV YHFWHXUV SURSUHV G¶XQH matrice de covariance pondérée par les distances des points 
DSSDUWHQDQWDXVXSSRUW&HSURFHVVXVDSHUPLVG¶DXJPHQWHUODUREXVWHVVHHWODUpSpWDELOLWpGH
ces deux derniers. '¶XQDXWUHFRWpO¶XWLOLVDWLRQGHVFRVLQXVGHVQRUPDOHVFDOFXOpHVVXUGHX[
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supportV GH WDLOOH GLIIpUHQWHV ,QG7KULIW SDUDLW SOXV SHUIRUPDQW TX¶XQH GHVFULSWLRQ SDU OH
cosinus entre la normale du point référence et les normales de ses voisins (LSP). ¾ 8QWHPSVGHFDOFXOTXDVLUpHOSRXUO¶pWDSHGHGHVFULSWLRQGX,QG6+27FRQWUDLUHPHQWjFHOXL
du IndThrift. 
'DQV OH FDGUHSUDWLTXHG¶XQH DSSOLFDWLRQGH UHFRQQDLVVDQFHG¶REMHWV OHFKDSLWUH VXLYDQW H[SRVHXQH
comparaison de la performance des descripteurs présentés en association avec les détecteurs les plus 
VWDEOHV HW UREXVWHV GX FKDSLWUH SUpFpGDQWV /¶pYDOXDWLRQ GX WDX[ GH UHFRQQDLVVDQFH VXU GLIIpUHQWHV
bases de données synthétiques et réelles démontrera la supériorité de la combinaison des détecteurs et 
descripteurs proposés. 
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 Chapitre  Reconnaissance 
 
 
 
$O¶LVVXHGHVpWDSHVGHGpWHFWLRQHWGHGHVFULSWLRQQRXVGLVSRVRQVG¶XQHUHSUpVHQWDWLRQGHVYXHVGHV
modèles par un ensemble de primitives constituées des coordonnées 3D de SRLQWV VDLOODQWV HW G¶XQ
histogramme de mesures des propriétés de la forme sur le voisinage de ces points. 
6XLWH j O¶pWXGH FRPSDUDWLYH GHV GpWHFWHXUV OD PpWKRGH GH FODVVLILFDWLRQ GHV W\SHV GH VXUIDFHV TXL
FRPELQHOHVGHX[HVSDFHV6&HW+.HWO¶DSSURFKHGH O¶pWDWGHO¶DUWEDVpHVXUO¶LQGLFHGHIRUPH6,RQW
montré des performances comparables. 
&RQFHUQDQWOHVGHVFULSWHXUVWURLVG¶HQWUHHX[RQWPRQWUpGHVHIILFDFLWpVVHPEODEOHV/HSUHPLHUHVWOH
descripteur connu, spin image, qui utilise la distribution spatiale des points de la surface. Les 
deuxièmes et troisièmes descripteurs sont le SHOT et le nouveau descripteur proposé IndSHOT, qui 
mixent une information sur la variation locale de la surface (différentielle des normales pour le SHOT, 
et des indices de foUPHVSRXUO¶,QG6+27DYHFXQHLQIRUPDWLRQGHODGLVWULEXWLRQVSDWLDOHGHVSRLQWV
du support. 
'DQVXQHWkFKHGHUHFRQQDLVVDQFHG¶REMHWVjSDUWLUGHYXHVSDUWLHOOHVQRXVSURSRVRQVGHFRPELQHUFHV
différentes approches et de mettre en correspondance les PIs et les descripteurs résultants.  
Dans la première partie de ce chapitre, nous présentons des techniques issues de la recherche sur 
O¶DSSUHQWLVVDJH DXWRPDWLTXH © 0DFKLQH /HDUQLQJ ª HQ YXH GH UHFRQQDLWUH RX FODVVHU XQH UHTXrWH
inconnue par rapport aux donnpHVG¶DSSUHQWLVVDJH 
Dans la deuxième partie, nous évaluons différents systèmes de reconnaissance, basés sur les détecteurs 
et descripteurs proposés dans notre étude, pour conclure sur la (ou les) combinaison(s) la plus 
performante en termes de taux de reconnaissance. La validation de ces approches est faite sur quatre 
bases de données présentant des caractéristiques différentes. 
 
 
5.1. 7HFKQLTXHVG¶DSSUHQWLVVDJHVWDWLVWLTXHVXSHUYLVpSRXUODFODVVLILFDWLRQ  
8Q DOJRULWKPH G¶DSSUHQWLVVDJH GH FODVVLILFDWLRQ HVW dit supervisé si l'étiquette (la classe) associée à 
FKDTXH REVHUYDWLRQ HVW IRXUQLH HQ HQWUpH /H EXW GH FHW DOJRULWKPH HVW GH PLQLPLVHU O¶HUUHXU GH
VpSDUDWLRQ FODVVLILFDWLRQ VXU OD EDVH G¶DSSUHQWLVVDJH SRXU PLQLPLVHU O¶HUUHXU HQ JpQpUDOLVDWLRQ
(problème G¶RSWLPLVDWLRQ 
Dans ce qui suit, nous présentons quelques techniques G¶DSSUHQWLVVDJHXWLOLVpVGDQV ODFODVVLILFDWLRQ
G¶REMHWVjSDUWLUGHQRWUHpWXGHELEOLRJUDSKLTXH 
 
5.1.1 Classificateur par le plus proche voisin 
La comparaison entre une requête (objet inFRQQX HW OHV PRGqOHV GH OD EDVH G¶DSSUHQWLVVDJH
FRUUHVSRQGjXQHUHFKHUFKHGDQVO
HVSDFHGHVYHFWHXUVGHSULPLWLYHV(QG¶DXWUHVWHUPHVOHVYHFWHXUV
GH SULPLWLYHV VRQW FRQVLGpUpV FRPPH GHV SRLQWV GDQV O¶HVSDFH GH UHFKHUFKH HW OD PHLOOHXUH
correspondance sera donnée par le voisin le plus proche en termes de distance. Le calcul des distances 
utilise en général les normes L1 ou L2. Ce classificateur est plus connu en anglais sous le nom K-
Nearest Neighbor (K-NN). Les vecteurs de primitives sont stockés en mémoire sans leur apporter de 
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modification. Pour prédire la classe d'une requête, l'algorithme cherche les K plus proches voisins de 
chaque vecteur de la requête et fournit comme classe estimée celle la plus  fréquente parmi ces K plus 
proches voisins. Deux paramètres sont utilisés : le nombre K et la fonction de similarité pour comparer 
les vecteurs de la requête à ceux en apprentissage. 
 
5.1.1.1 0pWULTXHVG¶DSSDULHPHQW 
/¶H[WUDFWLRQGHVSULPLWLYHVGHVREMHWVHQDSSUHQWLVVDJHVHIDLWDXSUpDODEOHVRXYHQWHQKRUV-ligne. En 
phase de reconnaissance, une mise en correspondance des objets un à un, compare les vecteurs 
SULPLWLYHV H[WUDLWV GH O¶REMHW WHVW DYHF WRXV FHX[ GH OD EDVH G¶DSSUHQWLVVDJH 3RXU FKDTXH YHFWHXU
GHVFULSWHXU O¶REMHWOHSOXVVLPLODLUHUHoRLWXQYRWH/¶REMHWDYHFOHSOXVJUDQGQRPEUHGHYRWHVHVW
choisi comme objet correspondant.  
 
3RXU O¶DSSDULHPHQW GHV GHVFULSWHXUV GpILQLV VXU OHV SRLQWV G¶LQWpUrW XQH PHVXUH GH VLPLODULWp HVW
calculée. Dans le cas des histogrammes, les mesures de similarité sont souvent les distances usuelles 
(Euclidienne (Bay, et al., 2006) 0DKDODQRELV 0LQNRZVNL 0DQKDWWDQ« RX HQFRUH OD GLVWDQFH GH
SURJUDPPDWLRQ G\QDPLTXH '3' &HV PpWULTXHV G¶DSSDULHPHQW FRPSDUHQW GHV ELQV GH PrPHV
indices et sont par conséquent très sensibles à la quantification. Inversement, la mesure « Earth Mover 
Distance » EMD (distance de transport), SDUIRLVDSSHOpHGLVWDQFHGXFDQWRQQLHUV¶DIIUDQFKLWGHFHWWH
OLPLWDWLRQ HW FRPSDUH GHV ELQV G¶LQGLFHV GLIIpUHQWV 6L f et g sont deux histogrammes de N bins, la 
distance EMD entre leurs histogrammes est égale à la distance L1 entre leurs histogrammes cumulés 
(||F ± G||1). Dans le cas circulaire, la distance EMD entre f et g est le minimum en k des distances L1 
entre les histogrammes Fk et Gk cumulés circulairement à partir de la k-ième cellule de quantification.  
 x Tangelder, et al. (Tangelder, et al., 2003), utilisent, après extraction de la signature des modèles 
polyèdres dans leur approche de points saillants pondérés, la mesure Proportionnal Transportation 
'LVWDQFH 37' LQVSLUpH GH OD GLVWDQFH (0' HW TXL VDWLVIDLW O¶LQpJDOLWp GHV WULDQJOHV &HWWH
PHVXUH G¶DSSDULHPHQW SHUPHW GH JDUDQWLU O
LQYDULDQFH JpRPpWULTXH GHV GHVFULSWHXUV PLV HQ
correspondance. 
 x Pour la mise en correspondance, le critère le plus intuitif est le seuillage de la mesure de similarité. 
/HFKRL[G¶XQVHXLOJOREDOSRXUODGLVWDQFHGXSOXVSURFKHGHVFULSWHXUHVWSUREOpPDWLTXHHWQHSHXW
pas être généralisé pour toutes les données et tous les descripteurs.  x D. Lowe (Lowe, 2004) propose un critère consistant à comparer la distance au plus proche voisin 
avec la distance au deuxième plus proche voisin. Le plus proche voisin est apparié si le rapport de 
ces distances est inférieur à un seuil de « validité ªGHO¶DSSDULHPHQW&HWWHDSSURFKHH[LJHTXHOH
plus proche voisin soit significativement plus proche que le plus proche appariement erroné. Des 
ERQV UpVXOWDWV DWWHVWHQW GH O¶HIILFDFLWp GH ce critère. Cependant, cela restreint la classification à 
O¶DSSDULHPHQWDYHFOHVGHX[SOXVSURFKHVYRLVLQVRXWUHO¶KDQGLFDSGXFKRL[PDQXHOGXVHXLO x Pour résoudre ces difficultés, Rabin et al. (Rabin, et al., 2007) SURSRVHQW O¶XWLOLVDWLRQ GH OD
PpWKRGH D FRQWUDULR GRQW O¶LGpH SULQFLSDOH HVW GH YDOLGHUGHV JURXSHV HQ UHMHWDQW XQH K\SRWKqVH
G¶LQGpSHQGDQFH GHV VWUXFWXUHV j FODVVHU (Q HIIHW FHWWH PpWKRGH HVW DGDSWpH SRXU UpDOLVHU XQH
validation des mises en correspondances de descripteurs présentant des distances très petites sous 
O¶K\SRWKqVHGH O¶LQGpSHQGDQFHGHVGLVWDQFHVHQWUHOHVFRPSRVDQWHVGHVGHX[GHVFULSWHXUV Par la 
suite, une probabilité de similarité entre deux descripteurs bornée par un seuil de détection est 
définie. x Biasotti et al. (Biasotti, et al., 2006) , dans une étude comparative pour des méthodes de 
classification 3D, en prenant 4 descripteurs de forme différents, comparent la performance de 
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classification de 5 mesures de similarité: classifieur de distance minimum (Minimum Distance), 
Maximum distance classifier, Average distance classifier, Centroid distance classifier et Atipicity 
distance classifier. La conclusion était que la mesure de similarité du plus proche voisin donnait 
les meilleurs résultats.  x Hetzel et al. (Hetzel, et al., 2001) mentionnent trois mesures de similarité pour comparer deux 
distributions de probabilité (histogrammes): une version modifiée de la méthode Ȥ2-test,  une 
PHVXUHG¶LQWHUVHFWLRQHWODGLYHUJHQFHGH.XOOEDFN-Leibler. ܺ ?ሺܳ ? ሻܸ ൌ  ? ሺ ? ? ? ? ?ሻ ? ? ? ? ? ? ?  ; ת ሺܳ ? ሻܸ ൌ  ? ሺ ? ݍ ? ? ݒ ?ሻ ; ܭܮሺܳȁȁܸሻ ൌ ෍ሺ ? ݍ ?െ ݒ ?ሻ݈݊ ݍ ?ݒ ? 
$YHFOHWKpRUqPH%D\HVLHQHWHQVXSSRVDQWO¶pTXLSUREDELOité, ils calculent également : ݌ሺ݋ ?ȁٿ݉ ?ሻ ൌ ȫ ?݌ሺ݉ ?ȁ݋ ?ሻ ? ȫ ?݌ሺ݉ ?ȁ݋ ?ሻ ?  
 
Comme cette mesure utilise une probabilité à postériori, elle réalise des meilleurs résultats de 
reconnaissance et donne une estimation de la confiance de la décision. 
 
5.1.1.2 Kd-Tree 
 'DQV OHEXWG¶RUJDQLVHU OHVGRQQpHVHWG¶RSWLPLVHU OH WHPSVGH recherche du plus proche voisin, on 
utilise souvent le Kd- tree (« K-dimensional tree »). Cette structure de données est un cas particulier 
des BSP trees (« Binary Space Partitionning trees », qui partitionnent l'espace des primitives sous 
IRUPHG¶DUEUHELQDLUH&KDTXHQ°XGGH FHWDUEUHFRQWLHQWXQSRLQWGHGLPHQVLRQ.&HWWH VWUXFWXUH
GpFRPSRVHO¶HVSDFHHQYROXPHVHQJOREDQWVRXYR[HOVHWGpFRXSHFKDTXHYR[HOQ°XGQRQWHUPLQDO
en deux sous-YR[HOVEUDQFKHVJDXFKHVHWGURLWHVGXQ°XGFRXUDQWJUkFHjXQSODQVpSDUDWHXUWRXMRXUV
SHUSHQGLFXODLUHDX[D[HVGXUHSqUHGHO¶HVSDFH 
 
/¶DOJRULWKPHJpQpUDOGHFRQVWUXFWLRQG¶XQ.G-Tree est donné par le Tableau 5-1. Une représentation 
de la division du plan pour la construction et ODUHFKHUFKHG¶XQHUHTXrWHGDQVXQ.G-Tree est donnée 
dans la      
Figure 5-1 (Hemant, 2005)6LGHVW ODGLPHQVLRQGXGHVFULSWHXUHWQOHQRPEUHG¶HQWUpHGX.'WUHH
alors la complexité de construction GHO¶DUEUHHVWO(n log n) et celui de la recherche du plus proche 
voisin pour une requête est de O (n1-1/d+k). /¶étape de structuration des données est réalisée en hors 
ligne et est suivie GHO¶pWDSHGHUHFKHUFKH qui se fait en ligne.  ¾ &HWWHPpWKRGHG¶DSSDULHPHQWSHUPHWGHWURXYHU un compromis entre précision et rapidité. 
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$OJRULWKPHGHFRQVWUXFWLRQG¶XQ.G-Tree 
recConst (voxel V, objets O) 
1- 7HVWHUV¶LOIDXWGLYLVHUOHYR[HOFRXUDQW9 
-  Si non : Rendre la Feuille(O) contenant la liste des objets O 
             -  Si oui : Continuer 
2- Trouver le bon plan séparateur p 
3- Couper le voxel V avec p pour obtenir VG et VD 
4- Répartir les objets O dans VG et VD => OG et OD 
5- 5HQGUHOH1°XGSUHF&RQVW9*2*UHF&RQVW9'2' 
$OJRULWKPHGHSDUFRXUVG¶XQ.G-Tree 
recParcours(Voxel V , rayon r ) 
1 Tester si V est une feuille : 
      Si oui : Rendre la plus proche intersection entre r et les objets de V 
     Si non : Continuer 
2 Trouver le fils « near » et le fils « far » 
3 Tester quels sont les fils traversés par le rayon 
     Cas le fils « near »      réitérer: recParcours(Vnear ,r ) 
     Cas le fils « far »       réitérer : recParcours(Vfar ,r ) 
     Cas les deux fils      réitérer: recParcours(Vnear ,r ) 
           Tester si une intersection a été trouvée dans le fils « near » 
                    Si oui Rendre cette intersection 
                    Si non réitérer : recParcours(Vfar ,r ) 
Tableau 5-1 Algorithme de construction et de parcours ƌĠĐƵƌƐŝǀĞƐĚ ?ƵŶ<Ě-Tree (Fleury) 
         -a - 
   -b-      
Figure 5-1 Représentation  ?a- de la division du plan pour la construction et  ?b- ůĂƌĞĐŚĞƌĐŚĞĚ ?ƵŶĞ
requête dans un Kd-Tree (Hemant, 2005) 
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5.1.1.3 Hachage géométrique  
Le hachage géométrique (Geometric hashing) permet de sélectionner un système de coordonnées 
orthogonales à partir des primitives, et exprimer le reste des primitives en fonction de la nouvelle base. 
Ces propriétés de position relative des primitives entre elles sont utilisées pour indexer une base de 
données et accélérer la phase de mise en correspondance. La description des relations géométriques 
entre les primitives extraites pallie aux problqPHVG¶occultation HWG¶LQYDULDQFHDX[ WUDQVIRUPDWLRQV
Le processus de reconnaissance est divisé en deux parties : prétraitement et reconnaissance. La 
FRPSOH[LWp G¶XQ DOJRULWKPH VDQV LQGH[DWLRQ SRXU OD PLVH HQ FRUUHVSRQGDQFH G¶XQ QRPEUH I GH
SULPLWLYHVG¶un objet, est de O(log(f)). Pour comparer deux objets, la complexité est de O(f*log(f)). Si 
QRXVDYRQV³P´REMHWVHQDSSUHQWLVVDJHHW³Q´REMHWVUHTXrWHVODFRPSOH[LWpGHWRXWOHSURFHVVXVGH
mise en correspondance est O(m*n*f*log(f)), alors que pour un aOJRULWKPH G¶LQGH[DWLRQ OD
FRPSOH[LWpG¶DSSDULHPHQWHVWGH2PQI 
 x Repères de coordonnées centrées  
'DQV OD SKDVH GH SUpWUDLWHPHQW $\NXW +R]DWOÕ +R]DWOÕ  et Ömer Eskizara (Eskizara, 2009) 
FRQVWUXLVHQWjSDUWLUGHVSULPLWLYHVGHV UHSqUHVGHFRRUGRQQpHVFHQWUpVSRXU UHSUpVHQWHU O¶REMHWSDU
UDSSRUWjVRQD[HLQWULQVqTXHLQGpSHQGDPPHQWGHO¶DQJOHGHYXH&HVUHSqUHVSHXYHQWrWUHGpILQLVj
partir de trois points non colinéaires. Si la base GH GRQQpHV FRQWLHQW 1 SRLQWV  G¶HQWUH HX[ VRQW
utilisées pour définir le repère, les N-3 points restants sont décrits par rapport à ce repère. Ce 
traitement est répété pour chaque triplet de points non colinéaires de la base. La nouvelle 
représentation des points est stockée dans une table de hachage en utilisant, par exemple, les 
coordonnées du point comme clé pour accéder au bin correspondant dans la table. 
Dans la phase de reconnaissance, la table de hachage préalablement préparée est utilisée pour la 
recherche du correspondant du modèle en requête. Les mêmes étapes que le prétraitement sont 
DSSOLTXpHVjVDYRLUO¶H[WUDFWLRQGHVSRLQWVSULPLWLYHVHW O¶H[SUHVVLRQGHFHVSRLQWVGDQVXQUHSqUHGH
coordonnées. La nouvelle position des points est utilisée pour accéder au bin de la table de hachage et 
trouver le meilleur correspondant. x Filtrage et groupement des paires de PIs par contraintes géométriques 
Pour accélérer le processus de comparaison, Chen et al. (Chen, et al., 2007) créent une table de 
hachage, indexée par la paire (ȝıUHSUpVHQWDQWODPR\HQQHHWODYDULDQFHGHVYDOHXUVGHO¶LQGLFHGH
IRUPH VXU OH YRLVLQDJH GX 3, /¶LQIRUPDWLRQ ,' GX PRGqOH KLVWRJUDPPH W\SH GH OD VXUIDFH
coordonnées 3D) de chaque PI est insérée dans le bin correspondant. La Figure 5-2 schématise ce 
SURFHVVXVR6LHVWODIRQFWLRQGHO¶LQGLFHGHIRUPHDXSRLQWi, L est le nombre de voisins de Lȝet ı 
sont données par: 
;  
 
 Pour chaque modèle, ce processus est répété pour construire la base des modèles. Pour un objet test, 
la similarité, entre son descripteur et ceux des modèles correspondants associés au bin de la table, est 
FDOFXOpHjO¶DLGHGHOD PHVXUHGHGLYHUJHQFHȤHQWUHOHVKLVWRJUDPPHV 
Deux PIs sont mis en correspondance si la distance de leurs histogrammes est inférieure à un seuil et 
V¶LOVRQWOHPrPHW\SHGHVXUIDFH 
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Figure 5-2 Représentation de la table de hachage (Chen, et al., 2007) 
 
$SUqV O¶pWDSH GH PLVH HQ FRUUHVSRQGDQFH GHV 3,V SDU OH ELDLV G¶XQH WDEOH GHKDFKDJH (Chen, et al., 
2009), un ensemble de proches voisins est retourné. Les paires potentiellement mises en 
correspondance sont filtrées et regroupées en se basant sur les contraintes géométriques présentées 
dans les équations de la Figure 5-3 qui présente le cas de deux correspondances ; t désigne la zone de 
la surface test, et m celle du modèle. Le terme ݀ ? ? ? ? ? ? ? désigne la distance euclidienne entre deux PIs de 
ODPrPHYXHG¶XQREMHW[ߙHVWO¶DQJOHIRUPpSDUOHVQRUPDOHVGHV3,VGHVGHX[SDWFKHVܮ ? ?ܮ ? ?ȕHVW
O¶DQJOH HQWUH OD QRUPDOH GX 3, GH OD ]RQH  ܮ ? ?  et la ligne formée par les centroïdes des deux 
zonesܮ ? ?ܮ ? ?ȖHVWO¶DQJOHHQWUHODQRUPDOHGX3,GHOD]RQH  ܮ ? ?  et la ligne formée par les centroïdes 
des deux zones ܮ ? ?ܮ ? ? Į¶ ȕ¶ HW Ȗ¶ VRQW GpILQLV GH OD PrPH IDoRQ /D YDOHXU DEVROXH GC1,C2 de la 
différence entre les distances des PIs dans la vue test et les distances des PIs dans le modèle doit être 
inférieure à un seuil߳1. Le maximum de ces distances doit être inférieur à un seuil ߳2. La valeur 
absolue de la différence entre les angles doit être inférieure à un seuil ߳3. Une paire de PIs mis en 
correspondance est dite consistante, si ces deux équations sont vérifiées. 
Pour une liste des paires de PIs mis en correspondance, la procédure de groupage est la suivante :   Initialiser chaque paire du groupe.  3RXU FKDTXH JURXSH DMRXWHU G¶DXWUHV SDLUHV VL HOOHV VDWLVIRQW OHV pTXDWLRQV GHV FRQWUDLQWHV 
géométriques  Répéter la procédure pour chaque groupe. Sélectionner le groupe ayant la plus grande taille. 
/HPRGqOHDIIHFWpjO¶REMHWWHVWHVWFHOXLFRUUHVSRQGDQWDXJURXSHD\DQWOHSOXVJUDQGQRPEUHGHYRWHV 
 
 
 
Figure 5-3 Filtrage des paires de PIs selon des contraintes géométriques (Chen, et al., 2009) 
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5.1.2 Séparateur à vaste marge  
Un séparateur à vaste marge (SVM: acronyme de Support Vector Machines) propose de trouver une 
frontière linéaire entre deux classes différentes. Le choix particulier du séparateur se base sur la 
FRQGLWLRQGHWURXYHUOD³PDUJH´PD[LPDOH/DPDUJHHVWGpILQLHFRPPHODGLVWDQFHPLQLPDOHHQWUHOHV
SRLQWVG¶DSSUHQWLVVDJHHW OD IURQWLqUH/HVYHFteurs supports constituent les éléments délimitant cette 
frontière : plus la frontière est large, plus les risques d'erreurs de classification sont rares. La fonction 
de classification  retourne alors une valeur positive sur un côté de la ligne de division et négative de 
l'autre (Cornuéjols, 2002).  
/H SULQFLSH G¶XQ 690 HVW GH SURMHWHU OHV GHVFULSWHXUV GDQV XQ QRXYHO HVSDFH DSSHOp HVSDFH GHV
caractéristiques (ou  un espace de re-description). Par la suite, des fonctions noyau correspondant à un 
produit scalaire dans cet espace sont définies. Ces fonctions noyau fournissent une mesure de 
similarité sur les données. Elles encodent également le degré de covariance entre ces données (leur 
interdépendance). Cet aspect convient parfaiWHPHQWDX[DWWHQWHVG¶XQV\VWqPHGHUHFRQQDLVVDQFHTXDQW
aux invariances géométriques. En général, l'utilisateur doit tâtonner: essayer des fonctions noyau 
(linéaire, gaussien, polynomial, etc) et voir si elles permettent l'obtention de bonnes séparatrices. En 
revanche, le réglage du paramètre de la fonction noyau et du paramètre C (utilisé dans la fonction 
G¶HUUHXUjminimiser) est crucial. Néanmoins, ces choix se font normalement de façon automatisée par 
validation croisée. 
Ce classifieur est utilisé dans (Li, et al., 2007) avec un noyau pyramidal. La technique proposée met en 
correspondance les descripteurs qui sont transformés en des matrices de similarité en appliquant un 
noyau pyramidal dont le principe est le suivant : si X1 et X2 représentent deux surfaces 3D avec une 
signature de d-GLPHQVLRQ /¶HVSDFH GH VLJQDWXUH HVW VXEGLYLVp HQ KLVWRJUDPPHV PXOWL-résolution de 
L+1 nivaux avec bl bins à un niveau l. Le nombre de vecteur matché entre les deux surfaces à un 
QLYHDXOV¶LOVDSSDUWLHQQHQWDXPrPHELQHVW : ܫ ?ሺܺ ? ?  ܺ?ሻ ൌ ෍ሺܪ ?ሺܺ ? ?ሻ ?ܪ ?ሺܺ ? ?ሻሻ ? ? ? ? ?  
Le noyau qui mesure la similarité entre deux surfaces est donné par:  
țሺܺ ? ?  ܺ?ሻ ൌ   ?  ? ? ?ሺܫ ?ሺܺ ? ?  ܺ?ሻ െܫ ? ? ?ሺܺ ? ?  ܺ?ሻሻ ? ? ?  ; 
Les matrices de similarités constituées par ce noyau sont introduites dans le classifieur SVM. 
 
5.1.3 Adaboost (Adaptive Boosting) 
Adaboost est une méthode de dopage (boosting) qui construit un classifieur « fort » avec une 
combinaison linéaire de classifieurs « faibles ». Par itérations successives, la connaissance d'un 
classifieur faible  est ajoutée au classifieur final. 
/¶LGpH SULQFLSDOH HVW GH GpILQLU j FKDFXQH GH VHV pWDSHV XQH QRXYHOOH GLVWULEXWLRQ GH SUREDELOLWp D
SULRULVXUOHVH[HPSOHVG¶DSSUHQWLVVDJHVHQIRQFWLRQGHVUpVXOWDWVGHO¶DOJRULWKPHjO¶pWDSHSUpFpGHQWH
Des poids sont introduits à chaque étape. Initialement, tous les exemples ont un poids identique, puis à 
chaque étape, les poids des exemples mal classés par le classifieur faible précédent sont augmentés. 
&HFLIRUFHO¶DSSUHQDQWjVHFRQFHQWUHUVXUOHVH[HPSOHVGLIILFLOHVGHO¶pFKDQWLOORQG¶DSSUHQWLVVDJH/D
SHUIRUPDQFHGH O¶DSSUHQDQWHVWPHVXUpHSDU O¶HUUHXUSRQGpUpHHW LGpDOHPHQWRQGRLWFKRLVLUFRPPH
FODVVLILHXUIDLEOHFHOXLGRQWO¶HUUHXUSRQGérée est la plus basse possible. A ce classifieur faible est de 
SOXV DIIHFWp XQ SRLGV PHVXUDQW O¶LPSRUWDQFH TXL OXL VHUD GRQQpH GDQV OD FRPELQDLVRQ ILQDOH TXL
FRQVLVWH HQ XQ YRWH SRQGpUp 9HUV OD ILQ GH O¶DSSUHQWLVVDJH OH SRLGV GHV H[HPSOHV GLIILFLOHV j
apprendre devient largement dominant et chaque hypothèse de classification est pondérée par un poids 
final. Le classifieur résultat est une combinaison de ces règles pondérées (Cornuéjols, et al., 2002). 
Une version DPpOLRUpHG¶AdaBoost, avec des prédictions classées par indice de confiance, est utilisée 
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par Jones et al. (Jones, et al., 2003). /¶algorithme apprend une fonction, de similarité des visages, 
basée sur une combinaison linéaire de primitives ³UHFWDQJOH´appliquées à deux images. 
.  
5.1.4 Réseau de neurones 
4XDQW RQ Q¶DUULYH SDV j UHFRQQDLWUH FHUWDLQHV FKRVHV GDQV OD YLH O¶H[SUHVVLRQ © votre réseau de 
QHXURQHV QH V¶HVW SDV VXIILVDPPHQW DFWLYp ? » revient souvent. Mathématiquement, un réseau de 
neurones est constitué d'un grand nombre de cellules de base interconnectées. De nombreuses 
variantes sont définies selon le choix de la cellule élémentaire (contient des valeurs binaires ou 
réelles), de l'architecture du réseau (sans ou avec rétroaction) et de la dynamique du réseau (synchrone 
RX DV\QFKURQH /¶DSSUHQWLVVDJH HVW XQH SKDVH GX GpYHORSSHPHQW G¶XQ UpVHDX GH QHXURQHV GXUDQW
ODTXHOOHOHFRPSRUWHPHQWGXUpVHDXHVWPRGLILpHQDMXVWDQWVHVSDUDPqWUHVSRLGVMXVTX¶jO¶REWHQWLRQ
du comportement désiré. Un algorithmHG¶DSSUHQWLVVDJHSHUPHWGHGpWHUPLQHU OHVYDOHXUVGHVSRLGV
permettant à la sortie du réseau de neurones d'être aussi proche que possible de l'objectif fixé. Dans le 
cas d'un problème de classification supervisée, il s'agit de déterminer une surface de séparation. Cet 
apprentissage s'effectue grâce à la minimisation d'une fonction, appelée fonction de coût, calculée à 
partir des exemples de la base d'apprentissage et de la sortie du réseau de neurones (Stricker, 2000).  
Pour rpVXPpOHSULQFLSHGHIRQFWLRQQHPHQWG¶XQUpVHDXGHQHXURQHVVHSUpVHQWHFRPPHVXLW : x $SSUHQWLVVDJHGHVSRLGVDYHFXQMHXG¶H[HPSOHV x 0HVXUHGHO¶HUUHXUVXUGHVGRQQpHVFRQVHUYpHVSRXUODYDOLGDWLRQ x $UUrWGHO¶DSSUHQWLVVDJHTXDQGFHWWHHUUHXUGHYDOLGDWLRn stagne ou augmente 
 
5.1.5 Algorithme de vote des PIs  
Le système de vote peut être perçu comme complément à une première classification. En effet, il 
V¶DSSOLTXHjODVRUWLHGHVFODVVLILHXUV/HYRWHSHXWVHIDLUHVHORQGLIIpUHQWVFULWqUHV(Plantié, 2008) : 
± Vote à la majorité simple : choix des classes à la majorité des résultats des classificateurs. 
± Vote par choix du maximum (respectivement, minimum) : choix de la classe attribuée par le 
classifieur qui a donné la probabilité la plus élevée (respectivement, faible) d'appartenance.  
± Vote par somme pondérée : le choix de la classe attribuée est alors fondé sur la plus forte 
moyenne pour chaque classe la moyenne des probabilités de tous les classifieurs est calculée. 
Un algorithme de vote par choix du maximum appliqué sur un classifieur calculant le plus proche 
voisin de PIs est proposé dans (Mayo, et al., 2009) et se présente dans le Tableau 5-2 comme suit : 
 
Algorithme de vote des PIs 
Entrées XQHQVHPEOH.GH3,VH[WUDLWVHWpWLTXHWpVSDU OHVFODVVHVGHODEDVHG¶DSSUHQWLVVDJH XQ
HQVHPEOH7GH3,VQRQpWLTXHWpVH[WUDLWVGHO¶Lmage de test 
1- Pour chaque t אT faire  
a. Trouver le plus proche k א K en termes de distance euclidienne, dist(t, k)  
b. $WWULEXHUO¶pWLTXHWWHGHNjW 
c. Attribuer un poids de   ? ? ? ? ?ሺ ? ? ?ሻ à t  
Fin pour 
2- Chaque t אT vote pour la classe de son étiquette avec le poids attribué 
3- Somme des votes pour chaque classe et normalisation du vecteur des poids des classes 
4- /DFODVVLILFDWLRQGHO¶LPDJHHVWODFODVVHD\DQWle plus grand vote (plus grande probabilité) 
Sorties ODFODVVLILFDWLRQGHO¶LPDJHLQFRQQXH 
Tableau 5-2. Algorithme de vote des PIs (Mayo, et al., 2009) 
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5.1.6 Conclusion 
'DQVQRWUHFDVQRXVXWLOLVRQVXQHQVHPEOHGHGHVFULSWHXUVGHVSRLQWVG¶LQWpUrWSRXU ODFRPSDUDLVRQ
G¶XQHUHTXrWHLQFRQQXHDX[GRQQpHVGHODEDVHG¶DSSUHQWLVVDJH/HV3,VGHODUHTXrWHVRQWDSSDULpVXQ
à un avec les PIs stockés dans la base. La méthode de mise en correspondance des primitives basée sur 
ODUHFKHUFKHGXSOXVSURFKHYRLVLQHVWODSOXVDGRSWpHSRXUO¶pWDSHGHFODVVLILFDWLRQ1RXVDYRQVWHVWp
GDQVXQSUHPLHUWHPSVO¶LQGH[DWLRQGHVSULPLWLYHV3,VSDUOHXUYDOHXUGHODPR\HQQHHWODYDULDQFHGH
O¶LQGLFHGHIRUPHjODPDQLqUHGHChen et al. (Chen, et al., 2007) dans une table de hachage, mais les 
résultats étaient médiocres. Pour accélérer la recherche du plus proche voisin, nous avons opté pour 
une structure de Kd-7UHH3DUODVXLWHQRXVVXJJpURQVTXHO¶DSSURFKHODSOXVLQWXLWLYHHWODSOXVVLPSOH
est un système de vote à la majorité simple suite aux résultats du KD-Tree. Nous considérons un 
WDEOHDXTXLSHUPHWG¶LQFUpPHQWHUOHVYRWHVSRXUFKDTXHFODVVHHWXQWDEleau pour stocker la somme des 
GLVWDQFHVGH3,V/DFODVVHD\DQW OHSOXVJUDQGYRWHHVWDVVRFLpHj OD UHTXrWH(QFDVG¶pJDOLWpHQWUH
deux classes, nous attribuons la classe avec le plus faible total de distance. Un filtrage des paires de 
PIs après leur mise en correspondance, basé sur les contraintes géométriques proposées dans le travail 
de Chen et al. (Chen, et al., 2009), a été également testé. 
 
 
5.2. Evaluations des méthodes  
Dans ce qui suit, nous allons évaluer la performance des différentes combinaisons des méthodes 
proposées (détection et description) en termes de « taux de bonne reconnaissance» sur les bases de 
données présentées dans le chapitre détection.  
/¶pYDOXDWLRQ GH O¶LQYDULDQFH j O¶DQJOH HW j O¶pFKHOOH HW GH OD UREXVWHVVH DX EUXLW GHV PpWKRGHV VHUD
présentée uniquement sur les données de la base Minolta qui est la seule base intégrant ces variations. 
Pour le reste des bases des données, nous exposerons les résultats obtenus uniquement pour un 
VFpQDULRGHYDULDWLRQG¶DQJOHVGHYXHV 
 
5.2.1 Paramètres 
Dans cette section, nous exposons le choix des valeurs des paramètres pour notre système de 
reconnaissance. Quelques paramètres sont identiques entre les bases de données et G¶DXWUHVFKDQJHQW
selon les propriétés des ces bases. 
Le nombre et la position des PIs sélectionnés par nos détecteurs combinés, se basent sur le type de leur 
surface locale. Nous avons menés des expérimentations en variant la combinaison des types des 
surIDFHV VpOHFWLRQQpHV SRXU YRLU O¶LPSDFW GH FH FKRL[ VXU OH UpVXOWDW GH UHFRQQDLVVDQFH /HV W\SHV
(dôme (peak),  ornière (ridge), selle ornière, non-défini, plan, hyperbolique, cuvette (pit), crête 
(valley), selle crête VRQW QRWpV GDQV O¶RUGUH GH O j  &LQq façons de combiner ces types sont 
envisageables. Les tests sont faits avec le détecteur SC_HK_confi et les descripteurs IndSHOT et 
IndThrift, sur 10 vues de 9 objets de la base Minolta. Les résultats sont donnés dans le Tableau 
5-3. Nous constatons que la sélection la combinaison des types {1, 3, 5, 6, 7, 9} donne le plus haut 
taux de reconnaissance pour les deux descripteurs. En effet, les types peak, saddle ridge, plane, 
hyperbolique, pit et saddle valley correspondent à des types surlesquels se base, en général, la 
perception humaine pour différencier les objets. En revanche, le nombre de PIs est supérieur avec les 
représentations sélectionnant plus de type (par exemple 320 PIs pour la sélection{1, 3, 5, 6, 7, 9}, 
contre 290 PIs pour la sélection{1, 3, 5, 7, 9}). Il est à noter que les formes des objets de cette 
base SUpVHQWHQWSHXG¶DUrWHVGHWUqVIDLEOHVFRXUEXUHV&HW\SHGHIRUPHVHVWUHQFRQWUpVXUWRXWVXUGHV
objets géométriques, pour lesquelles la sélection des types peut changer par rapport à celle sélectionner 
pour cette base.  
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&HVWHVWVRQWpWpUpDOLVpVYHUVODILQGHQRWUHWUDYDLOHWQRXVQ¶DYRQVSDVSXWHVWpODSHUIRUPDQFHGHV
algorithmes avec la meilleure sélection des types sur chaque base. Parmi nos points références dans 
notre démarche, nous nous sommes basés sur les résultats présentés par Ömer Eskizara (Eskizara, 
2009) et qui suggèrent la sélection des types {1, 3, 5, 7, 9}. Nous avons utilisé cette dernière sélection 
SRXUWRXWHVQRVH[SpULPHQWDWLRQV'¶DSUqVOHTableau 5-3, la différence, entre les deux sélections, étant 
de 2% en taux de reconnaissance, nous estimons que les résultats présentés dans ce chapitre auront une 
légère amélioration avec un détecteur combiné basé sur la sélection des types{1, 3, 5, 6, 7, 9}. 
 
Types testés {1, 3, 7, 9} 
{1, 3, 5, 7, 
9} 
{1, 2, 3, 5, 7, 
9} 
{1, 3, 5, 6, 7, 
9} 
{1, 3, 5, 7, 8, 
9} 
% Reconnaissance 
avec IndSHOT 95.5 95.5 92.2 97.7 95.5 
%Reconnaissance 
avec IndThrift 91.1 91.1 91.1 93.3 92.2 
Tableau 5-3 Résultats de reconnaissance en variant les types des PIs 
 
Dans ce qui suit, nous présentons le choix des valeurs du reste des paramètres. 
Les paramètres des algorithmes de détection, description et classification, qui ne varient pas sur les 
différentes bases sont : 
- les types de surface sélectionnés sont en forme de dôme, cuvette, plan, selle ornière et selle 
crête (peak, saddle ridge, plane, pit et saddle valley). Les seuils de classification des types des 
surfaces sur H, K, SI et C sont fixés. 
- le nombre minimal de voisins égal à 18 (correspond à 2 rings de voisinage sur le maillage). 
- la distance minimale tolérée des sommets par rapport au bord correspond à celle du rayon du 
voisinage. 
- OH QRPEUH GH ELQV SRXU OHV KLVWRJUDPPHV HVW GpGXLW GH O¶pYDOXDWLRQ GHV SDUDPqWUHV GDQV OH
chapitre « Descripteurs ». Ces valeurs sont: nBin_CosNormals (12), nBin_Index (10) et 
nBin_Spin (10).  Ce qui donne au final, les dimensions : 416, 768, 120, 120, 100 et 12,  pour 
respectivement les descripteurs SHOT, IndSHOT, IndThrift, LSP, Spin et Thrift.  
 
Les paramètres dont la valeur change, selon la base testée, sont : le rayon (Rayon) utilisé dans le calcul 
du voisinage (détection et descripteur) et qui correspond à une proportion de la diagonale (Diag), et le 
paramètre (ParSelect_PIs ) utilisé pour filtrer les PIs selon la distance spatiale entre eux, après une 
première extraction par les algorithmes combinés de détection. Selon la nature de la base de données 
utilisée, ces valeurs sont comme suit:  
- Minolta : La valeur du Rayon est 0.08 x Diag; et celle du ParSelect_PIs est égale à 0.07 x 
Diag. Ces paramètres, qui décident du nombre et positions des PIs, sont déterminés 
empiriquement par rapport aux tests effectués dans les chapitres Détecteurs et Descripteurs. 
/¶RSWLPLVDWLRQjODIRLVGXWHPSVGHFDOFXOHWGXSRXYRLUGHVFULSWLISDVVHSDUOHFKRL[GH ces 
paramètres. Les paramètres des autres bases sont choisis relativement à ceux de cette base. 
- Stuttgart : La valeur Rayon est égale à 0.04 x Diag. Le rayon est plus faible puisque la densité 
de points est plus grande et la résolution est plus faible (distance des points est plus petite que 
celle de Minolta). La valeur choisie de ParSelect_PIs (0.04 x Diag) permet de sélectionner un 
nombre de PIs proportionnel à la densité des données. 
- Pour les bases Carotte et RGBD, les données acquises par la Kinect ont une faible densité de 
points et les objets ont des petites tailles. Nous avons utilisé les valeurs: 0.15 x Diag pour le 
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Rayon et  0.09 x Diag pour le ParSelect_PIs. Le nombre de PIs est relativement plus faible que 
celui des autres bases. 
En dehors de la base des 9 objets Minolta, les valeurs de ces paramètres sur les autres bases sont 
GpWHUPLQpHV G¶XQH IDoRQ DSSUR[LPDWLYH /H QRPEUH GH SULPLWLYHV H[WUDLWHV VXU OHV GLIIpUHQWHV EDVHV
YDULHGHjNH\SRLQWVSDUYXHVHORQO¶DQJOHGHYXHHWODFRPSOH[LWpGHODIRUPHGHO¶REMHW 
 
Concernant le calcul des quantités différentielles (normales et courbures), nous avons testé deux 
algorithmes: le premier utilise le système de Monge Form et le deuxième calcule la matrice de 
covariance comme introduite par (Tombari, et al., 2010). Pour les résultats présentés dans ce chapitre, 
QRXV DYRQV XWLOLVp OH V\VWqPH GH 0RQJH )RUP TXL GRQQH GHV PHLOOHXUV UpVXOWDWV G¶HVWLPDWLRQ GHV
quantités mais qui est plus lent en temps de calcul. Par ailleurs, pour le calcul de la RF utilisée dans les 
GHVFULSWHXUV6+27HW,QG6+27QRXVDYRQVJDUGpO¶DOJRULWKPHG¶RULJLQHFHOXLGX6+27 
Dans la suite de ce chapitre, nous complétons notre évaluation qualitative des méthodes proposées par 
une comparaison de la performance de reconnaissance avec des approches de la littérature, sous 
différents scénarios. Sachant que, dans les chapitres précédents, les évaluations et le paramétrage de 
QRVDOJRULWKPHVRQWpWpIDLWVVXUODEDVHGHVREMHWV0LQROWDDYHFOHVYXHVGHG¶pFDUWG¶DQJOH
nous nous attendons à ce que les résultats de reconnaissance soient plus performants sur cette base que 
sur les autres bases à tester. 
 
5.2.2 (YDOXDWLRQGHO¶LQYDULDQFHHWGHODUREXVWHVVHVXUODEDVH0LQROWD 
Rappelons que la base Minolta est une collection d¶LPDJHVréelles de profondeur, présentant un jeu de 
GRQQpHVDYHFGHVYDULDWLRQVG¶DQJOHVHWG¶pFKHOOHV&KHQHWDO(Chen, et al., 2007) ont sélectionné 20 
objets de la base Minolta pour tester la performance de leurs descripteurs LSP. Toutes les paires 
modèle-WHVWRQWXQpFDUWG¶DQJOHGHVDXIOHVSDLUHVGHVREMHWVHWTXLRQWXQpFDUWG¶DQJOH
de 36° (illustration dans la partie haute de la Figure 3-19 du chapitre 3). Leur résultat de 
UHFRQQDLVVDQFHVXUFHWWHEDVHHVWGH/HVFpQDULRGHUHFRQQDLVVDQFHQ¶pWDQWSDVFODLUHPHQWGpFULW
dans leur travail, nous ne pouvons pas nous comparer à leur résultat. Par contre, nous avons ajouté à 
ces 20 objets 5 autres objets dont deux de forme géométrique plane et cône (représentés dans la Figure 
5-4) et nous avons menées nos expérimentations sur ces 25 objets. Notre version du descripteur LSP 
est alors testée sur cette base. Une étude comparative des différentes combinaisons des méthodes 
SURSRVpHVHVWGRQQpHSRXUXQHpYDOXDWLRQGHO¶LQYDULDQFHjO¶DQJOHGHYXHVXU cette base.  
 
 
Figure 5-4 Les 5 objets Minolta ajoutés au 20 objets utilisés pour évaluer la robustesse à la rotation 
 
'¶DXWUHSDUWQRXVFRQVLGpURQVOHVREMHWVGHODEDVH0LQROWDSUpVHQWDQWXQHYDULDWLRQG¶pFKHOOHVHWTXH
nous avons introduits dans le chapitre détection (dans la Figure 3-208QHpYDOXDWLRQGHO¶LQYDULDQFH
GHVPpWKRGHVjXQFKDQJHPHQWG¶pFKHOOHHVWSURposée pour cette base. La question à ce niveau est de 
VDYRLU VL OH IDLEOHQRPEUHG¶REMHWVGHFHWWHEDVHSHXWGRQQHUXQHUpHOOHpYDOXDWLRQGH O¶LQYDULDQFHj
O¶pFKHOOH%LHQTXHO¶pWXGHVRLWIDLWHVXUVHXOHPHQWREMHWVODIRUPHGHFHVREMHWVUHJURXSHGHVRbjets 
à aspect naturel (visages, brain) et des objets à aspect industriel (gc_bottle, valve et yellowhorn). 
'¶DXWUH SDUW TXHOTXHV REMHWV SUpVHQWHQW GHV VLPLOLWXGHV HQWUH HX[ FRPPH UHGGLQR HW EOXHGLQR (Q
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RXWUH OHV  YXHV SULVHV SDU REMHW SHUPHWWHQW G¶DXgmenter la variation dans le jeu de données et 
G¶DYRLU XQ UpVXOWDW PR\HQQDQW SOXVLHXUV WHVWV )LQDOHPHQW DYHF  FHWWH EDVH QRXV FRQVWLWXRQV XQH
représentation miniature des contraintes qui peuvent exister dans une plus grande base, et une 
possibilité de se positionner dans un cas de scénario réelle de reconnaissance. 
 
5.2.2.1 Invariance à la rotation  Description 
3DUPL OHV GpILV PDMHXUV GDQV QRWUH FRQFHSWLRQ G¶XQ V\VWqPH GH UHFRQQDLVVDQFH O¶LQYDULDQFH DX[
transformations géométriques a le plus grande poids. Pour mesurer la performance des différents 
V\VWqPHVSURSRVpVjXQHYDULDWLRQG¶DQJOHVGHYXHVXQHpYDOXDWLRn est faite selon le scénario décrit 
dans la Figure 5-5&HSURWRFROHSUHQGjFKDTXHH[SpULPHQWDWLRQXQHYXHWHVWG¶XQREMHWHWDSSUHQG
sur le reste des vues de cet REMHWHWVXUWRXWHVOHVYXHVGHVDXWUHVREMHWV1RXVO¶DSSHORQVVFpQDULRGH
rotation.  
 
 
Vues 1 2 
« 
 
 
%DVHG¶REMHWV 
   
N 
Objet 1 
      
Objet 2 
      
Objet 3 
      
« 
      
Objet m 
      
Figure 5-5 Scénario de reconnaissance pour la rotation: la case rouge représente la vue n°2 prise en 
ƚĞƐƚƉŽƵƌů ?ŽďũĞƚ ?ĞƚůĞƐĐĂƐĞƐǀĞƌƚĞƐĐŽƌƌĞƐƉŽŶĚĞŶƚĂƵǆǀƵĞƐĚ ?ĂƉƉƌĞŶƚŝƐƐĂŐĞ 
 
Nous commençons par une évaluation sur les 9 objets de la base Minolta avec les 18 vues de 20° 
G¶pFDUWG¶DQJOH(QUHTXrWHQRXVGRQQRQVXQHYXHG¶XQREMHWHWDSSUHQRQVVXUOHVYXHVUHVWDQWHV
Nous répétons cette opération pour toutes les vues de chaque objet. Les taux de reconnaissance, 
présentés dans le Tableau 5-4, sont moyennés sur le total de 162 (18x9) tests de tous les objets et 
toutes les vues de la base. En dehors du SURF, les systèmes de reconnaissance testés combinent les 
détecteurs : SC_HK_FQ, SC_HK_confi, SC_HK_C, SI, HK, SC, Harris_fract et Harris_clust, avec les 
descripteurs: IndSHOT, SHOT, IndThrift, LSP, Spin et Thrift. Dans le Tableau 5-5, nous donnons le 
résultat de reconnaissance sur la base constituée des 25 objets Minolta. 
  Résultats 
 
 IndSHOT SHOT IndThrift LSP Spin Thrift SURF 
SC_HK_FQ 92.0 85.2 92.0 86.5 71.1 17.8  
SC_HK_confi 95.7 84.6 93.2 88.3 73.0 19.6 
SC_HK_C 93.8 87.7 92.6 87.7 72.4 22.7 
SI 92.6 81.6 84.6 81.6 70.5 15.9 
HK 88.9 80.3 92.0 85.8 73.0 22.0 
SC 93.8 85.2 91.4 85.8 75.4 27.6 
Harris_fract 85.8 84.6 88.9 81.6 65.0 30.6 
Harris_clust 74.8 66.2 70.5 58.9 50.3 14.7 
SURF  92.6 
Tableau 5-4 Résultats de reconnaissance pour les 9 objets Minolta- les taux les plus élevés, pour 
chaque détecteur, sont mis en gras et le meilleur taux du tableau est mis en rouge 
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x Résultats sur les 9 objets ¾ 'DQV O¶HQVHPEOH OHV GpWHFWHXUV SURSRVpV 6&B+.B)4 6&B+.BFRnfi et SC_HK_C ont le 
même ordre de performance. Une légère supériorité du détecteur SC_HK_confi composé avec 
le descripteur IndSHOT, avec un taux de 95.7% de bonne reconnaissance, est notée. Les 
meilleurs taux réalisés par les approches de détection testées de la littérature, sont 92.6% pour 
le SURF, 92.6% pour SI- IndSHOT, 93.8% pour SC- IndSHOT, 92.0% pour HK- IndThrift et 
88.9% pour Harris_fract-IndSHOT. La comparaison entre le Harris_fract et le Harris_clust 
VXJJqUH TX¶XQH VpOHFWLRQ GHV 3,V EDVpH VXU O¶H[WUDFWLRQ G¶XQH SURSRUWLRQ GHV 3,V OHV SOXV
VDLOODQWVDYHFODSOXVJUDQGHUpSRQVHGH+DUULVGRQQHGHVPHLOOHXUVUpVXOWDWVTX¶XQHVpOHFWLRQ
par clustering contrainte à la distance géométrique entre les PIs.  ¾ Indépendamment du détecteur choisi, la comparaison entre les descripteurs permet de 
confirmer la nette supériorité des descripteurs combinés IndSHOT et IndThrift. /¶pFDUWUpDOLVp
avec le Thrift est remarquable par rapport au reste des descripteurs. Les performances 
médiocres de ce dernier sont probablement dues à la faible dimension choisie pour ce 
descripteur qui est égale à 12 par rapport aux dimensions des autres descripteurs de taille 
supérieure à 100; de plus, le formalisme du Thrift est le seul descripteur (à part le SHOT) à ne 
pas combiner plusieurs propriétés. Par ailleurs, nous ne sommes pas intéressés à optimiser le 
fonctionnement de ce descripteur, à partir du moment où notre nouvelle combinaison de ce 
GHVFULSWHXUDYHF O¶LQIRUPDWLRQGHO¶LQGLFHGHIRUPH,QG7KULIWDGRQQpHXQHQHWWHPHLOOHure 
performance pour un même paramétrage. ¾ /HVXFFqVGHODUHFRQQDLVVDQFHVXUODEDVHGHVREMHWV0LQROWDV¶H[SOLTXHSDUOHGHJUpHWOD
clarté des détails présents sur ces objets. (QHIIHWOHSURFHVVXVG¶H[WUDFWLRQHWGHGHVFULSWLRQ
SDUYLHQWjIRUPXOHUGHVSULPLWLYHVGHVFULSWLYHVHWGLVWLQFWHV$O¶H[FHSWLRQGXFDVROHV]RQHV
planes sont dominantes sur la surface du modèle, notre détection des PIs favorise 
essentiellement les zones de forte variation locale de la forme, par un tri selon une mesure de 
courbure (C, FQ ou Conf). En outre, la qualité des nuages de points de cette base (densité de 
points et bruit) permettent une bonne estimation des éléments fondamentaux de nos 
algorithmes, à savoir les courbures et les normales. &HSHQGDQWOHSURFHVVXVG¶H[WUDFWLRQVXU
ce type de données, reste couteux en temps de calcul. 
 x Résultats sur les 25 objets 
Ces résultats sont consolidés par les tests effectués sur les 25 objets Minolta et qui sont donnés dans le 
Tableau 5-5/HGHVFULSWHXU7KULIWQ¶HVWSDVUHSUpVHQWpGDQVFHWDEOHDXFRPSWHWHQXGHVDWUqVIDLEOH
performance en comparaison avec les autres descripteurs. ¾ '¶DSUqV FH GHX[LqPH WDEOHDX OH WDX[ GH UHFRQQDLVVDQFH GHV GLIIpUHQWHV PpWKRGHV FKXWHSDU
rapport à celui des 9 objets, ce qui était prévisible et attendu sachant que le nombre des faux 
DSSDULHPHQWVDXJPHQWHQWTXDQGOHQRPEUHG¶REMHWVGHODEase est plus grand.  ¾ Pareillement, pour les résultats de reconnaissance des 25 objets, les mêmes explications, 
données plus haut sur les 9 objets, sont valables. En utilisant le descripteur IndSHOT, le 
détecteur SC_HK_C donne un meilleur taux de reconnaissance (84.5%) que celui donné par 
HK (83.7%) et par SC (82.9FHTXLSURXYHO¶DPpOLRUDWLRQDSSRUWpHSDUQRWUHFRQWULEXWLRQ
GH FRXSOHU OHVGHX[HVSDFHVGH FODVVLILFDWLRQV'¶DXWUHSDUW OD FRPELQDLVRQGXGpWHFWHXU6,
avec le descripteur IndSHOT excède les autres méthodes avec un taux de 86.6%. En prenant le 
PrPHGpWHFWHXU6,OHWDX[UpDOLVpDYHFOH6+27HVWGHDYHFO¶,QG7KULIWHVWGH
et le LSP est de 74.7%. Le formalisme de ce nouveau descripteur permet une nette hausse de 
la performance de reconnaissance. La robustesse de ce descripteur pour un changement de 
O¶DQJOH GH YXH HVW FRQILUPpH Concernant le temps de calcul, les descripteurs ont le même 
RUGUHGHJUDQGHXUG¶H[pFXWLRQVDXISRXUO¶,QG7KULIWTXLHVWIRLVSOXVFRXWHX[TXHOHVDXWUHV 
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¾ (QFRPSDUDLVRQDYHFO¶pWDWGHO¶DUWO¶DSSURFKHGX685)GpWHFWHXUHWGHVFUipteur) réalise un 
taux de 82.8% de bonne reconnaissance sur la base des 25 objets. Nous concluons que les 
combinaisons proposées utilisant le descripteur IndSHOT avec les détecteurs SC_HK_confi, 
6&B+.B&HW6,DSSRUWHQWXQHDPpOLRUDWLRQHQUHFRQQDLVVDQFHLQYDULDQWHjO¶DQJOHGHYXHSDU
UDSSRUWjO¶pWDWGHO¶DUW 
 
 
 IndSHOT SHOT IndThrift LSP Spin SURF 
SC_HK_FQ 83.1 76.4 79.3 69.9 55.9  
SC_HK_confi 84.1 74.7 80.1 74.1 57.6  
SC_HK_C 84.5 83.7 80.1 67.8 58.2  
SI 86.6 75.3 81.4 74.7 58.8  
HK 83.7 72.0 81.4 73.7 58.6  
SC 82.9 74.5 80.1 71.1 56.3  
Harris_fract 83.5 83.3 79.5 73.2 64.5  
Harris_clust 79.1 73.9 67.2 60.9 54.9  
SURF 
 82.8 
Tableau 5-5 Résultats de reconnaissance pour les 25 objets Minolta 
 
x Taux de reconnaissance par objet :  
Un autre aspect de comparaison des taux de reconnaissance consiste à évaluer ces taux pour les objets 
séparément. Si nous calculons ce taux par objet, nous remarquons que certains objets sont plus 
UHFRQQDLVVDEOHVTXHG¶DXWUHVVHORQODFRPSOH[LWpGHODIRUPHHWODGHQVLWpGHVSRLQWVGDQVOHPRGqOH
Cette comparaison est donnée dans le Tableau 5-6 qui montre le résultat du détecteur SC_HK_confi 
FRPELQpDYHFOHVGHX[GHVFULSWHXUV,QG6+27HW,QG7KULIW1RXVSRXYRQVQRWHUTXHO¶REMHWEXGGKDDOH
plus faible taux de reconnaissance, ce qui est probablement du à la densité élevée des points dans ses 
vues en comparaison avec les vues des autres objets. Par exemple, la vue 0 contient 14672 points et 
28279 facettes, par rapport à la vue 0 de bunny qui comporte 6787 points et 12668 facettes. De plus, 
pour un objHWGRQWODIRUPHSUpVHQWHEHDXFRXSGHGpWDLOVFRPPHOHFDVGHO¶REMHWEXGGKDHWIURJOH
QRPEUHGH3,VH[WUDLWVFURLWHWSHXWLQGXLUHjSOXVGHFRQIXVLRQGDQVOHSURFHVVXVG¶DSSDULHPHQWVLFHV
PrPHV SULPLWLYHV DSSDUDLVVHQW VXU G¶DXWUHV REMHWV &H QRPEUH Lmportant peut être, par contre, 
DYDQWDJHX[VLODIRUPHGpFULWHVHGLVWLQJXHGHVDXWUHVREMHWVFRPPHOHFDVGHO¶REMHW'XFN'¶DXWUH
SDUW XQ QRPEUH IDLEOH GH 3,V SDU REMHW SHXW QH SDV rWUH VXIILVDQW SRXU GLVFULPLQHU O¶REMHW HW
O¶DSSDULHPHQWULVTXHGHGLVSHUVHUOHYRWHVXUSOXVLHXUVREMHWVWHOHVWOHFDVSRXUO¶REMHW%XQQ\ 
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Tableau 5-6 Taux de reconnaissance par objet pour le détecteur SC_HK_confi 
 
x Impact du choix des vues pour le protocole : Par ailleurs, le choix du protocole de 
reconnaissance est crucial et intervient sur le résultat final. En effet, selon la position (angle) de la 
vue test choisie parmi les vues apprises, le taux de reconnaissance varie. Ce taux est, sans surprise, 
plus élHYpSRXUGHVYXHVWHVWVGRQWO¶DQJOHHVWVLWXpHQWUHGHX[DQJOHVGHYXHVDSSULVHVFRPPHOH
montre le Tableau 5-7 (angle 140° vs angle 0°). La raison derrière ce résultat est que la majorité 
des PIs de la vue intermédiaire sont appariés avec la vue qui précède et la vue qui suit la vue en 
question, faisant augmenter, ainsi, le pourcentage des bonnes correspondances. 
 
 
 
 
Frame 0° Frame 140° Frame 280° 
Taux de reconnaissance 
IndThrift 
88.9% 100% 88.9% 
Taux de reconnaissance 
IndSHOT 
100% 100% 88.9% 
Tableau 5-7 Taux moyen de reconnaissance selon la vue, pour le détecteur SC_HK_confi sur les 9 
objets Minolta 
 
 Conclusion 
$ O¶LVVX GHV UpVXOWDWV REWHQXV QRXV FRQILUPRQV TXH OHV FRPELQDLVRQV GpWHFWHXUV ± descripteurs 
SURSRVpHV RQW XQH SHUIRUPDQFH VDWLVIDLVDQWH FRQFHUQDQW O¶LQYDULDQFH j XQ FKDQJHPHQW G¶DQJOHV GH
Objets testés  
IndThrift   IndSHOT 
Angel 
~100 PIs 
ID du modèle 1 1 
Taux de reconnaissance 94 .4% 94.4% 
Pooh 
~115 PIs 
ID du modèle 2 2 
Taux de reconnaissance 100% 100% 
Bird 
~120 PIs 
ID du modèle 3 3 
Taux de reconnaissance 100% 100% 
Buddha 
~130 PIs 
ID du modèle 4 4 
Taux de reconnaissance 77.8% 88.9% 
Dough_boy 
~45 PIs 
ID du modèle 5 5 
Taux de reconnaissance 100% 100% 
Duck 
~140 PIs 
ID du modèle 6 6 
Taux de reconnaissance 94.4% 100% 
Frog 
~135 PIs 
ID du modèle 7 7 
Taux de reconnaissance 88.9% 83.3% 
Lobster 
~115 PIs 
ID du modèle 8 8 
Taux de reconnaissance 100% 100% 
Bunny 
~80 PIs 
ID du modèle 9 9 
Taux de reconnaissance 83 ,3% 94.4% 
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YXHV 6XU O¶HQVHPEOH GHV REMHWV 0LQROWD OH GHVFULSWHXU ,QG6+27 D XQH DVVH] QHWWH VXSpULRULWp SDU
rapport au descripteur IndThrift et la performance des détecteurs est complétée par celle du 
descripteur.  
En conclusion de cette partie, un système de reconnDLVVDQFHG¶REMHWVHVWVHQVLEOHjODQDWXUHGXFRXSOH
détecteur-descripteur choisi, à la forme des objets de la base et au protocole de reconnaissance utilisé 
OHV YXHV FKRLVLHV SRXU O¶DSSUHQWLVVDJH HW SRXU OH WHVW (Q JpQpUDO VHORQ O¶DSSOLFDWLRQ ILQDOH un 
ajustement de ces éléments est à prendre en compte pour maximiser la performance de reconnaissance. 
'DQV OD VXLWH GH QRWUH pYDOXDWLRQ GH O¶LQYDULDQFH DX[ WUDQVIRUPDWLRQV JpRPpWULTXHV QRXV DERUGRQV
O¶LPSDFW G¶XQ FKDQJHPHQW G¶pFKHOOHV (Q VH EDVDQW VXU Oes résultats de cette partie, nous allons 
restreindre notre évaluation des systèmes de reconnaissance aux deux meilleurs descripteurs IndSHOT 
et IndThrift. 
 
5.2.2.2 9DULDWLRQG¶pFKHOOHV  Scénarios : 
Dans cette partie, nous proposons 3 scénarios de reconnaissance poXUpYDOXHUO¶LQYDULDQFHGXV\VWqPH
jXQFKDQJHPHQWG¶pFKHOOH 
Scénario1 : Ce scénario prend une vue par objet en test et apprend sur le reste des vues et échelles. On 
répète cette requête pour toute les vues de chaque objet (Figure 5-6). Nous pouvons dire que ce 
VFpQDULR FRPELQH OD YDULDQFH GH O¶pFKHOOH HW GH O¶DQJOH GH YXH &H SURWRFROH VXSSRVH TXH
O¶DSSUHQWLVVDJHVRLWULFKHHWIDLWVXUXQJUDQGQRPEUHGHYXHVHWéchelles possibles. 
 
 
Vues 
 1 2 3 4 « N 
échelles 
Objet 1 
1 
      
2 
      
3 
      
Objet 2 1       
2 
      
«  
      
Objet m 1       
2 
      
Figure 5-6 Premier scénario ĚĞƌĞĐŽŶŶĂŝƐƐĂŶĐĞƉŽƵƌůĂǀĂƌŝĂƚŝŽŶĚ ?ĠĐŚĞůůĞ 
 
Scénario 2 : Ce scénario prend, pour un objet, une vue à une échelle donnée en test et apprend sur les 
autres vues des échelles différentes de la vue et échelle prises en test (Figure 5-7). Dans ce scénario, la 
vue test est complètement différente des vues apprises ce qui parait être un cas assez proche des 
DSSOLFDWLRQV UpHOOHV (QHIIHW JpQpUDOHPHQW OD YXH UHTXrWH Q¶HVW pas forcement capturée à la même 
pFKHOOHRXDXPrPHDQJOHGHYXHTXH OHVYXHVFRQWHQXHVGDQV ODEDVHG¶DSSUHQWLVVDJH&HVFpQDULR
G¶pYDOXDWLRQ GH O¶LQYDULDQFH j O¶pFKHOOH HVW GH FH IDLW OH SOXV FULWLTXH SRXU XQ V\VWqPH GH
reconnaissance. 
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Vues 
 1 2 3 4 « N 
échelles 
Objet 1 
1 
      
2 
      
3 
      
Objet 2 
1 
      
2 
      
3 
      
«  
      
Objet m 
1 
      
2 
      
3 
      
Figure 5-7 Deuxième scénario ĚĞƌĞĐŽŶŶĂŝƐƐĂŶĐĞƉŽƵƌůĂǀĂƌŝĂƚŝŽŶĚ ?ĠĐŚĞůůĞ 
 
Scénario 3 : Ce scénario prend en test une vue à une échelle par objet et apprend sur la même prise de 
vue dans les autres échelles (Figure 5-8). Ce cas de figure correspond par exemple à une application où 
ODFDPpUDHVW IL[HO¶DQJOHGHYXHQHFKDQJHSDVHWTXHSOXVLHXUVFDSWXUHVGHO¶REMHWVRLHQWSULVHVj
différentes distances (objet se déplaçant dans un couloir pWURLW &H SURWRFROH SHUPHW G¶pYDOXHU
O¶LPSDFWG¶XQHYDULDWLRQG¶pFKHOOHjXQDQJOHIL[HSRXUQRWUHV\VWqPHGHUHFRQQDLVVDQFH(QRXWUHFH
VFpQDULRSHUPHWGHPHVXUHUODSHUIRUPDQFHG¶XQV\VWqPHTXLDSSUHQGVXUXQIDLEOHQRPEUHGHYXHVSDU
objet. 
 
 
Vues 1 2 3 4 « N 
Objet 1 
Echelle 1 
      
Echelle 2 
      
Echelle 3 
      
Objet 2 
Echelle 1 
      
Echelle 2 
      
Echelle 3 
      
«  
      
Objet m 
Echelle 1 
      
Echelle 2 
      
Echelle 3 
      
Figure 5-8 dƌŽŝƐŝğŵĞƐĐĠŶĂƌŝŽĚĞƌĞĐŽŶŶĂŝƐƐĂŶĐĞƉŽƵƌůĂǀĂƌŝĂƚŝŽŶĚ ?ĠĐŚĞůůĞ 
 
Pour les tests qui suivent, nous présentons le taux de reconnaissance comme un pourcentage des vues 
UHFRQQXHVSDUUDSSRUWjO¶HQVHPEOHGHVYXHVWHVWpHVGHODbase. 
 
Base à variation artificielle Ě ?ĠĐŚĞůůĞƐ 
'DQV XQ SUHPLHU WHPSV GH QRV H[SpULPHQWDWLRQV QRXV SURSRVRQV G¶XWLOLVHU OD EDVH j YDULDWLRQ
DUWLILFLHOOH G¶pFKHOOHV LQWURGXLWH GDQV OH FKDSLWUH  SRXU O¶pYDOXDWLRQ GHV GpWHFWHXUV &HWWH EDVH HVW
constituée GHWURLVYDULDWLRQVG¶pFKHOOHV 
Les résultats du scénario 1 et 3 sur cette base sont donnés dans le Tableau 5-8 et le Tableau 5-9. Ces 
UpVXOWDWV SHUPHWWHQW G¶DYRLU XQH SUHPLqUH LGpH VXU OH FRPSRUWHPHQW GH QRV DOJRULWKPHV SRXU XQ
FKDQJHPHQW G¶pFKHOOHV VLPXOp j XQH YDULDWLRQ GDQV OD GHQVLWp GHV GRQQpHV &HSHQGDQW QRs 
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conclusions finales seront essentiellement basées sur les évaluations de la base de variation réelle 
G¶pFKHOOHVHWQRXVYHUURQVVLVHVUpVXOWDWVFRQVROLGHQWFHX[REWHQXVVXUFHWWHSUHPLqUHEDVHDUWLILFLHOOH 
/¶DQDO\VHGHVUpVXOWDWVGHODSUHPLqUHEDVHVHUDGRQQpHFRQMRLQWHPHQWDYHFO¶DQDO\VHGHVUpVXOWDWVGH
la deuxième base. 
 
Base à variation réelle Ě ?ĠĐŚĞůůĞƐ 
Dans un deuxième temps de notre évaluation, les données des 7 objets de la base Minolta, présentant 
XQHYDULDWLRQGHYXHVHWG¶pFKHOOHVYXHVsur 3 à 4 échelles), sont utilisées dans les trois scénarios 
décrits plus haut. Pour le scénario 1, toutes les vues et échelles sont considérées et pour le scénario 3, 
les 11 vues sur 3 échelles de chaque objet sont utilisées. Pour les tests du scénario 2, nous avons 
sélectionné pour chaque objet 5 vues de chacune des 3 échelles. Les résultats sont présentés dans les 
tableaux: Tableau 5-10,  
Tableau 5-11 et Tableau 5-12. Le taux de reconnaissance correspond au pourcentage des vues 
correctement reconnues par rapport aux vues testées, pour 7 détecteurs et trois descripteurs. 
  Résultats et analyses 
 
 
 IndSHOT IndThrift SURF 
SC_HK_confi 97.1 97.9  
SC_HK_FQ 97.7 97.1 
SC_HK_C 99.0 97.7 
SC 99.0 97.1 
HK 98.5 97.9 
SI 98.5 96.7 
Harris_fract 100 100 
Harris_cluster 99.0 99.8 
SURF  99.8 
Tableau 5-8 5pVXOWDWVGXVFpQDULRVXUOHVGRQQpHVG¶pFKHOOHDUWLILFLHOOHGHVREMHWV0LQROWD 
 
 IndSHOT IndThrift SURF 
SC_HK_confi 90.3 98.3  
SC_HK_FQ 92.0 98.7 
SC_HK_C 94.2 98.7 
SC 92.0 98.1 
HK 91.7 98.1 
SI 98.7 98.3 
Harris_fract 100 100 
Harris_cluster 100 100 
SURF 
 100 
Tableau 5-9 ZĠƐƵůƚĂƚƐƐĐĠŶĂƌŝŽ ?ƐƵƌůĞƐĚŽŶŶĠĞƐĚ ?ĠĐŚĞůůĞĂƌƚŝĨŝĐŝĞůůĞĚĞƐ ?ŽďũĞƚƐDŝŶŽůƚĂ 
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 IndSHOT IndThrift SURF 
SC_HK_confi 97.2 97.2  
SC_HK_FQ 97.2 98.0 
SC_HK_C 98.0 96.8 
SI 97.2 95.6 
Harris_fract 97.2 92.5 
Harris_cluster 92.9 88.1 
SURF 
 97.2 
Tableau 5-10 ZĠƐƵůƚĂƚƐĚƵƐĐĠŶĂƌŝŽ ?ƐƵƌůĞƐĚŽŶŶĠĞƐĚ ?ĠĐŚĞůůĞƌĠĞůůĞĚĞƐ ?ŽďũĞƚƐDŝŶŽůƚĂ 
 
 
Tableau 5-11 ZĠƐƵůƚĂƚƐĚƵƐĐĠŶĂƌŝŽ ?ƐƵƌůĞƐĚŽŶŶĠĞƐĚ ?ĠĐŚĞůůĞƌĠĞůůĞĚĞƐ ?ŽďũĞƚƐDŝŶŽůƚĂ 
 
 IndSHOT IndThrift SURF 
SC_HK_confi 92.2 94.4  
SC_HK_C 93.1 93.5 
SC_HK_FQ 92.2 93.5 
SI 90.9 89.6 
Harris_fract 94.8 86.6 
Harris_cluster 82.6 79.7 
SURF 
 93.5 
Tableau 5-12 ZĠƐƵůƚĂƚƐĚƵƐĐĠŶĂƌŝŽ ?ƐƵƌůĞƐĚŽŶŶĠĞƐĚ ?ĠĐŚĞůůĞƌĠĞůůĞĚĞƐ ?ŽďũĞƚƐ 
 
¾ Pour le scénario 1, sur la première base, le Harris_fract et le Harris_cluster combinés 
UHVSHFWLYHPHQWDYHFO¶,QG6+27HWO¶,QG7KULIWGRQQHQWGHWDX[GHUHFRQQDLVVDnce, suivi 
par le SURF avec 99.8$ORUVTXHVXUODGHX[LqPHEDVHTXLQRXVGRQQHO¶HVWLPDWLRQUpHOOH
GHO¶LQYDULDQFHF¶HVWOHFRXSOH6&B+.B&- ,QG6+27TXLO¶HPSRUWHDYHF&RQFHUQDQW
les descripteurs, les résultats sont de même ordre avec les deux descripteurs IndSHOT et 
IndThrift avec une légère supériorité du IndSHOT. Sur le premier scénario, notre conclusion 
Q¶HVWSDV WUDQFKDQWH VXU OHFRXSOH GpWHFWHXUGHVFULSWHXU UpDOLVDQW ODPHLOOHXUHSHUIRUPDQFH
 IndSHOT IndThrift SURF 
SC_HK_confi  
%Reco /echelle 
86.3 
84.3 - 91.4 - 84.3 
86.6 
 
 
SC_HK_C 
%Reco /echelle 
88.6 
87.1 ± 90.0 ± 88.6 
86.6 
 
SC_HK_FQ 
%Reco /echelle 
86.2 
85.7  87.1  85.7 
88.6 
SI 
%Reco /echelle 
79.0 
80  78.6  78.6 
80.9 
Harris_cluster 
%Reco /echelle 
67.6 
65.7  68.6  68.6 
68.6 
Harris_fract 
%Reco /echelle 
79.3 
80.9  82.8  74.3 
82.8 
SURF 
 71.9 
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SRXUXQHYDULDWLRQG¶pFKHOOHVVDFKDQWVXUWRXWTXHOHVUHVXOWDQWV, dans ce cas de figure, peuvent 
rWUHLQIOXHQFpSDUODYDULDWLRQG¶DQJOHVGHYXH 
 ¾ Pour le scénario 3ODFRPELQDLVRQGX+DUULVBIUDFWDYHFO¶,QG6+27GRQQHOHPHLOOHXUUpVXOWDW
VXU OHV GHX[ EDVHV G¶pFKHOOHV Le couple formé par SC_HK_confi et IndThrift donne 
quasiment le même résultat que ce dernier avec un taux prometteur de 94.4% sur la deuxième 
base. Nous pouvons également confirmer la supériorité des résultats obtenus avec le 
GHVFULSWHXU ,QG7KULIW SDU UDSSRUW j FHX[ GH O¶,QG6+27 SRXU OHV WURLV QRXYHDX[ détecteur 
proposés. Par ailleurs, ces résultats appuient la pertinence de nos algorithmes pour un scénario 
qui répond au défi de reconnaitre les objets à partir de peu de vues en apprentissage (ici, 
seulement 2 vues par objet en apprentissage). ¾ Dans le tableau du scénario 2, la colonne du descripteur IndSHOT représente le résultat 
global moyenné sur les trois échelles en première ligne, et en deuxième ligne, le résultat 
individuel correspondant à la moyenne des taux de reconnaissance des vues tests prises à 
chacune des trois échelles. '¶DSUqV FH WDEOHDX OHV FRXSOHV 6&B+.B)4 ,QG7KULIW HW
(SC_HK_C, IndSHOT) réalisent le plus haut taux avec 88.6% par rapport à 71.9% donné par 
le SURF. 6DFKDQWTXHFHVFpQDULRHVWOHSOXVGpWHUPLQDQWGHODSHUIRUPDQFHG¶XQV\stème de 
reconnaissance dans des conditions réelles, nous pouvons conclure de la légère amélioration 
apportée par les nouveaux détecteurs ± descripteurs. ¾ Pour une analyse plus détaillée, le taux de reconnaissance est meilleur quand les vues de test 
se situent sur une échelle intermédiaire entre deux échelles ce qui correspond au deuxième 
taux sur les 3 taux de la ligne (exemple 91.4% par rapport à 84.3% sur les deux autres 
pFKHOOHV &H UpVXOWDW HVW FRPSOqWHPHQW SUpYLVLEOH (Q HIIHW SOXV O¶pFKHOOH HVW grande (on se 
rapproche de la caméra) plus les détails de la forme sont visibles, ce qui en résulte un nombre 
de primitives plus important avec une description plus fine de ODIRUPH6LO¶DSSUHQWLVVDJHVH
IDLWVXUOHVGRQQpHVG¶XQHpFKHOOHSOXVSURFKHGHOa caméra que celle de la vue en requête, le 
processus de mise en correspondance réussit à mieux apparier les PIs entre eux. $O¶LQYHUVHVL
O¶DSSUHQWLVVDJHVHIDLWVXUOHVYXHVOHVSOXVpORLJQpHVOHV3,VG¶XQHYXHWHVWjXQHpFKHOOHSOXV
proche ne seront pas tous correctement appariés car le degré de détails est différent. Pour la 
situation où la vue test se positionne à une échelle intermédiaire, la mise en correspondance se 
fait avec les vues des deux échelles qui la bornent, ce qui réduit le nombre des faux 
DSSDULHPHQWVSDUUDSSRUWDX[GHX[DXWUHVFDV'¶DXWUHSDUWGDQVFHWWHEDVHOHVYXHVSULVHVj
XQH pFKHOOH SURFKH GX FDSWHXU SUpVHQWHQW VRXYHQW GHV SDUWLHV PDQTXDQWHV GH O¶REMHW 1RXV
SRXYRQV GLUH TXH FHWWH pYDOXDWLRQ SHUPHW DXVVL G¶HVWLPHU OD UREXVWesse du système de 
UHFRQQDLVVDQFHjGHVVFpQDULRVG¶occultation. 
 x Sur les trois scénarios, la complémentarité du détecteur SC_HK_C avec le descripteur IndSHOT 
GRQQH UHODWLYHPHQW XQH PHLOOHXUH VWDELOLWp SRXU XQHYDULDWLRQ G¶pFKHOOH VXU GHV GRQQpHV UpHOOHV
Cependant, la remarque générale est que les résultats varient selon le choix du couple détecteur et 
descripteur. En outre, les caractéristiques liées à la densité des points, O¶DQJOHGHODSULVHGHYXH et 
la nature des détails de la forme, impactent sur la performance de la reconnaissance en variation 
G¶pFKHOOH  
 
5.2.2.3  Robustesse au bruit   Scénarios 
Un autre point important pour la validation de notre système de reconnaissance est de tester son 
FRPSRUWHPHQWSRXUGHVGRQQpHVEUXLWpHV1RXVVXJJpURQVWURLVIDoRQVG¶pWXGLHUFHWWHSUREOpPDWLTXH
/DSUHPLqUHVXSSRVHTXH OHVFRQGLWLRQVG¶DFTXLVLWLRQ OLpHVDXFDSWHXURXjO¶REMHWDXPRPHQWGHOD
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UHFRQQDLVVDQFHVRLHQWGLIIpUHQWHVGHFHOOHVGHO¶DSSUHQWLVVDJHFHTXLGRQQHSDUH[HPSOHXQVFpQDULR
G¶XQDSSUHQWLVVDJHVXUGHVGRQQpHVQRQEUXLWpHVHWXQWHVWVXUGHVGRQQpHVEUXLWpHV/HGHX[LqPHFDV
suggère que les vues, en apprentissage comme en test, soient acquises à plusieurs moments avec 
différentes conditions, ce qui en résulte un apprentissage et un test sur des données mélangées bruitées 
et non bruitées. Et le troisième scénario suppose que les données soient de nature bruitées aux 
PRPHQWVGHO¶DSSUHQWLVVDJHHWGXWHVW&HGHUQLHUFDVFRUUHVSRQGjXQHpYDOXDWLRQGHODUHFRQQDLVVDQFH
directement sur les données des deux bases Kinect (Carotte et RGBD) qui présentent cette propriété. 
Les résultats de cette éYDOXDWLRQVHURQWGRQQpHVGDQVOHVSDUWLHVHW/¶pWXGHGHODUREXVWHVVH
au bruit pour le premier et deuxième scénario est faite sur les 9 objets Minolta.  
Le premier protocole proposé teste sur une vue bruitée et apprend sur les vues non bruitées dont 
O¶DQJOHHVWGLIIpUHQWGHFHOXLGHODYXHHQWHVW8QFDVG¶DSSOLFDWLRQSRVVLEOHSRXUFHSURWRFROHSHXWrWUH
O¶XWLOLVDWLRQ G¶XQ FDSWHXU HQ DSSUHQWLVVDJH HW G¶XQ DXWUH GLIIpUHQW HQ WHVW /D Figure 5-9 illustre ce 
VFpQDULRTX¶RQDSSHOOHVFpQDULR%1RXVGLVSRVRQVSRXUFKDTXHREMHWGHYXHVLQLWLDOHVQRQEUXLWpHV
HW GH  YXHV EUXLWpHV /¶HQVHPEOH GHV YXHV EUXLWpHV GH FKDTXH REMHW HVW SULV HQ WHVW 7URLV
expérimentations sont faites en ajoutant aux données, un bruit gaussien de variance égale à 0.1 MR, 
0.2 MR et 0.5 MR. 
 
Les résultats du scénario B1 sont donnés dans le Tableau 5-13 et Tableau 5-14 en termes de taux de 
reconnaissance. Le Tableau 5-13 présente une évaluation de la stabilité à un bruit de variance 0.2 MR 
SRXUOHVGpWHFWHXUVHWWURLVGHVFULSWHXUV4XDQWDX[UpVXOWDWVGHO¶DMRXWG¶XQEUXLWGHYDULDQFH05
et 0.5 MR, ils sont données pour les 4 détecteurs SC_HK_confi, SC_HK_C, SC_HK_FQ et SI et les 
deux descripteurs IndSHOT et IndThrift. Nous traçons, dans la Figure 5-10, les courbes illustrant 
O¶pYROXWLRQGXWDX[GHUHFRQQDLVVDQFHSRXUFHVGpWHFWHXUV en fonction des quatre degrés du bruit (0 
MR, 0.1 MR, 0.2 MR et 0.5 MR). 
 
Le deuxième protocole prend un mélange de vues bruitées et non bruitées en apprentissage et essaie de 
reconnaitre une vue (bruitée ou  pas) différente des vues apprises. Un tel scénario peut correspondre à 
XQ FDV G¶DSSOLFDWLRQ UpHOOH XWLOLVDQW GLIIpUHQWV FDSWHXUV HQ DSSUHQWLVVDJH HW HQ WHVW /D Figure 5-9 
LOOXVWUHFHVFpQDULRTX¶RQDSSHOOHVFpQDULR%'DQVQRVWHVWVQRXVVpOHFWLRQQRQVSRXUFKDTXHREMHW
YXHVGHVYXHVSDLUHVQRQEUXLWpHVHWYXHVGHVYXHVLPSDLUHVGHO¶HQVHPEOHGHVYXHVEUXLWpHV/HV
UpVXOWDWVVXU O¶HQVHPEOHGHVYXHVSRXUXQDMRXW de bruit de variance 0.2 MR sont donnés dans le 
Tableau 5-15. 
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Vues 1 2 3 4 « N 
Vues Objet 1 Non Bruité       
Bruité 
      
Vues Objet 2 Non Bruité       
Bruité 
      
«  
      
Vues Objet m Non Bruité       
Bruité 
      
  
 
Vues 1 2 3 4 « N 
Vues Objet 1 Non Bruité       
Bruité 
      
Vues Objet 2 Non Bruité       
Bruité 
      
«  
      
Vues Objet m Non Bruité       
Bruité 
      
Figure 5-9 >ĞƐĚĞƵǆƐĐĠŶĂƌŝŽƐĚĞƌĞĐŽŶŶĂŝƐƐĂŶĐĞƉŽƵƌů ?ĠǀĂůƵĂƚŝŽŶĚĞůĂƌŽďƵƐƚĞƐƐĞĂƵďƌƵŝƚ- en haut: 
scénario B1 et en bas: scénario B2 
 
 Sans Bruit Bruit 0.2 MR 
 IndSHOT IndThrift SURF IndSHOT IndThrift SURF 
SC_HK_confi 86.6 80.0  68.9 75.5  
SC_HK_C 91.1 86.6 77.8 77.8 
SC_HK_FQ 88.9 88.9 75.5 80.0 
SI 84.4 77.8 80.0 60.0 
Harris_fract 80.0 82.2 86.6 84.4 
Harris_cluster 80.0 66.6 71.1 73.3 
SURF 
 71.1  71.1 
Tableau 5-13 Résultats du scénario B1 pour un ajout de bruit de variance 0.2 MR vs les résultats sans 
bruit, sur 9 objets Minolta 
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 Sans Bruit 0.1MR 0.5MR 
 IndSHOT IndThrift IndSHOT IndThrift IndSHOT IndThrift 
SC_HK_confi 86.6 80.0 84.4 82.2 13.3 11.1 
SC_HK_C 91.1 86.6 86.6 88.9 11.1 8.9 
SC_HK_FQ 88.9 88.9 84.4 82.2 15.5 8.9 
SI 84.4 77.8 80.0 75.5 11.1 11.1 
Tableau 5-14 Résultats du scénario B1 pour un ajout de bruit de variance 0.1 MR et 0.5 MR sur les 9 
objets Minolta 
 
 
Figure 5-10 ŽƵƌďĞƐĚ ?ĠǀŽůƵƚŝŽŶĚƵƚĂƵǆĚĞƌĞĐŽŶŶĂŝƐƐĂŶĐĞƉŽƵƌůĞƐ ?ĚĠƚĞĐƚĞƵƌƐ^ ?,< ?ĐŽŶĨŝ ?
SC_HK_C, SC_HK_FQ et SI en fonction de 4 degrés de bruit, pour le descripteur IndSHOT (à gauche) et 
le descripteur IndThrift (à droite). 
  Résultats et analyses x 'DQV XQH REVHUYDWLRQ JOREDOH GHV UpVXOWDWV LO Q¶HVW SDV pYLGHQW GH GpFLGHU GH OD FRPELQDLVRQ
détecteur- descripteur la plus performante compte tenu à la fois du taux de reconnaissance et de la 
VWDELOLWpDXEUXLW$YHFO¶DMRXWG¶XQEUXLWGHYDULDQFH05 la performance du SURF reste stable, 
mais avec un taux de reconnaissance plus faible que celui de nos systèmes. Nous remarquons que 
le taux obtenu avec le détecteur Harris_fract augmente en présence de bruit. Le même 
comportement est observé avec les couples SC_HK_C- IndThrift et SC_HK_confi ± IndThrift 
pour le degré 0.1MR. Nous expliquons ce phénomène par le fait que le nombre des PIs augmente 
HQ SUpVHQFH GH EUXLW SRXU FHV GpWHFWHXUV 3RXU FHV QRXYHDX[ SRLQWV ELHQ TX¶LOV SHXYHQW
correspondre à du bruit, OHXUYRLVLQDJH HVW GpFULW G¶XQH IDoRQ UREXVWH DXEUXLW/HSURFHVVXVGH
mise en correspondance réussit à apparier les nouvelles paires de PIs. 
 x Pour nos détecteurs combinés, en augmentant le niveau du bruit, les courbes du descripteur 
IndThrift chutent moins rapidement que celles du IndSHOT. Par exemple, sur la courbe du 
détecteur SC_HK_C, nous passons de 86.6% à 88.9% puis à 77.8DORUVTX¶DYHF OD FRXUEHGX
IndSHOT, nous passons de 91.1% à 86.6% puis à 77.8%. Il est clair que le descripteur IndSHOT 
est pluV SHUIRUPDQW SRXU GHV GRQQpHV QRQ EUXLWpHV  YV  FRPPH QRXV O¶DYRQV
démontré plus haut dans la section 5.2.2.1. Pour des plus hauts degrés de bruit (ex.0.5MR), la 
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SHUIRUPDQFHGH O¶HQVHPEOHGHV V\VWqPHVFKXWH FRQVLGpUDEOHPHQW Cette limite ne fait pas partie 
des objectifs de notre travail actuel. 
Selon le scénario B1, le descripteur IndThrift est plus robuste au bruit. 
 
 IndSHOT IndThrift SURF 
SC_HK_confi 77.0 88.2  
SC_HK_C 80.1 83.2 
SC_HK_FQ 73.3 87.6 
SI 80.7 75.8 
Harris_fract 83.9 85.8 
Harris_cluster 69.7 69.7 
SURF 
 84.5 
Tableau 5-15 Résultats du scénario B2 pour un ajout de bruit de variance 0.2 MR sur 9 objets Minolta 
 
x Dans les résultats du scénario B2, le descripteur IndThrift est SOXVSHUIRUPDQWTXHO¶,QG6+27
et sa combinaison avec le détecteur SC_HK_confi réalise un taux de 88.2%, ce qui suggère la 
robustesse de ce système à un faible bruit. Ce résultat est en accord avec le celui obtenu dans 
le scénario B1. Les taux sur ce scénario sont plus élevés que ceux du B1 puisque, de un, le 
SURWRFROHDSSUHQGVXUSOXVGHYXHVHWGHGHX[O¶DSSUHQWLVVDJHHWOHWHVWVRQWIDLWVXUOHPrPH
type de données (bruitées et non bruitées). En effet, si nous supposons que la vue en requête 
est bruitée alors ses PIs vont être apparié majoritairement avec les PIs des vues de même 
nature (bruitée) et inversement. x Rappelons que le descripteur IndThrift, croise une information sur les angles des normales 
FDOFXOpHVVXUGHX[UD\RQVDYHFXQHPHVXUHGHO¶LQGLFe de forme, aux points du voisinage des 
PIs. /HFDOFXOGHFHVQRUPDOHVHVWIDLWG¶XQHIDoRQUREXVWHDXEUXLWSXLVTXHODQRUPDOHG¶XQH
zone de voisinage est résultante de la moyenne des normales des points de ce voisinage. 
'¶DXWUHSDUWOHFKRL[G¶XQUD\RQSHWLWHWG¶XQDXWUHSOXVJUDQGSHUPHWGHGpFULUHODYDULDWLRQ
ORFDOHG¶XQHIDoRQUREXVWHjXQHSHWLWHSHUWXUEDWLRQGHVGRQQpHV/¶LPSDFWG¶XQ IDLEOHEUXLW
sera négligeable sur le cumul final des valeurs croisées. A ce stade, nous mentionnons que 
parmi les paramètres déterminant de la robustesse de notre système au bruit, le rayon choisi 
SRXUODGpWHFWLRQHWODGHVFULSWLRQGHV3,V3OXVFHUD\RQHVWJUDQGSOXVO¶LPSDFWGXEUXLWHVW
PRLQV YLVLEOH 1RXV DYRQV pYDOXp O¶LQIOXHQFH GX FKRL[ GH FH UD\RQ VHXOHPHQW, sur la 
performance des descripteurs. Il serait judicieux, dans une étude plus approfondie, de voir 
O¶HIIHWGHODYDULDWLRQGXUD\RQVXUOHWDX[GHUHFRQQDLVVDQFH3RXUXQHDSSURFKHPXOWL-échelle 
de notre système, la problématique du choix du rayon en desFULSWLRQQHVHSRVHSDVYXTX¶LO
HVWGpWHUPLQpDXWRPDWLTXHPHQWVXLWHDXSURFHVVXVG¶H[WUDFWLRQGHV3,V3RXUFHWWHUDLVRQQRXV
pensons que pour une approche multi échelle la robustesse au bruit augmentera. 
 ¾ Ce résultat prometteur rejoint les résultats déjà obtenus dans notre évaluation des détecteurs et 
descripteurs. En effet, la robustesse des détecteurs combinés SC_HK_confi, SC_HK_C et 
SC_HK_FQ a été prouvé ainsi que la stabilité des descripteurs ,QG6+27HW,QG7KULIW$O¶LVVX
de ces résultats, nous déclarons que pour nos détecteurs composés, le descripteur IndThrift est 
SOXVUREXVWHDXEUXLWTXHO¶,QG6+27 
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5.2.3 Base Stuttgart  Scénario 
Dans cette partie, nous proposons de faire une comparaison avec les résultats de la littérature sur une 
base de données pXEOLTXH (Q SDUWLFXOLHU QRXV QRXV VRPPHV UpIpUpV DX WUDYDLO G¶$\NXW +R]DWOÕ
+R]DWOÕ  HW G¶gPHU (VNL]DUD (Eskizara, 2009) qui utilisent pour leur détection de primitives, 
respectivement, un eVSDFHGHFODVVLILFDWLRQV6,HWXQHVSDFHG¶pFKHOOHVjEDVHGH+./HVGHVFULSWHXUV
correspondent, pour le premier système +R]DWOÕ, à des splashs des angles entre les normales, et 
à des vecteurs formés par une informatioQVXUO¶DQJOHHWODORQJXHXUJpRPpWULTXHHQWUHOHVSULPLWLYHV
pour le deuxième système (Eskizara, 2009). Dans ces deux systèmes, un hachage géométrique est 
appliqué aux primitives en phase de pré- classification. De plus, une série de test a été menée dans le 
but de déterminer les valeurs des seuils des paramètres de leur algorithme et conclure sur le 
paramétrage qui donne le plus haut taux de reconnaissance sur les objets de la base Stuttgart. Une 
évaluation de la reconnaissanFHHVWIDLWHVXUWURLVJURXSHVG¶objet de taille 5, 25 puis 42. Pour Ömer 
Eskizara, les 5 objets sont agfa, machine, igea, vette et pitbull. Nous notons cet ensemble E1. Aykut 
+R]DWOÕ D FKRLVL OHV REMHWV : agfa, bunny, auto, balljoint et banane (Figure 5-11). Nous appelons cet 
ensemble E2.  
Les 25 objets sélectionnés pour les tests VRQW GDQV O¶RUGUH DJID EDOOMRLQW EXQQ\ FDUULHU
5.chiken, 6.copter, 7.deoround, 8.dino, 9.ente, 10.fighter, 11.hip, 12.igea, 13.knot, 14.liberty, 
15.pedaltopf, 16.pitt_plane, 17.rocker, 18.screwdriver, 19.scull, 20.seahorse, 21.Sfb, 22.teeth, 
23.turbine, 24.vette, et 25.watch. 
 
Nous rappelons que, dans notre travailQRXVQ¶DYRQVSDVYUDLPHQWPHQpOHVWHVWVQpFHVVDLUHVGDQVOH
EXWG¶RSWLPLVHU OHVSDUDPqWUHVGHQRVDOJRULWKPHVHW OHVDGDSWHUDX[GLIIpUHQWHVEDVHV WHVWpHV1RWUH
REMHFWLIHVWG¶DYRLUXQV\VWqPHOHSOXVJpQpULTXHSRVVLEOHHWQRQG¶DMXVWHUQRVSDUDPqWUHV selon une 
base donnée pour un meilleur fonctionnement, tel est le cas pour ces deux derniers travaux. 
Le scénario de reconnaissance utilisé sur cette base est différent des protocoles utilisés dans les parties 
précédentes. Nous appliquons le même schéma que les auteurs de (Eskizara, 2009), en prenant en 
apprentissage 66 vues par objet et testant sur 258 vues dont les 66 prises en apprentissage. La 
FRPSDUDLVRQHVWIDLWHVXUOHVUpVXOWDWVGHVEDVHVDYHFOHVWURLVJURXSHVG¶REMHWV 
 
 
 
 
 
 
 
 
 
 
Figure 5-11 >ĞƐ ?ŽďũĞƚƐƐĠůĞĐƚŝŽŶŶĠƐĚĞůĂďĂƐĞ^ƚƵƚƚŐĂƌƚƉŽƵƌů ?ĠǀĂůƵĂƚŝŽŶĚĞƐƉƌŝŵŝƚŝǀĞƐ
respectivement, de haut vers le bas, dans   ?,ŽǌĂƚůŦ ? ? ? ? ? ?et (Eskizara, 2009) 
 
Les résultats sont affichés sous forme de diagramme de Hinton qui est une représentation qualitative 
GH OD PDWULFH GH FRQIXVLRQ $ FKDTXH YDOHXU G¶XQ WDX[ GH UHFRQQDLVVDQFH HVW DVVRFLp XQ FDUUp GH
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couleur en niveau  de gris avec un degré proportionnel à cette valeur (plus le carré est claire plus le 
taux est faible).  
  Résultats et analyses 
 x Le couple SC_HK_C - IndSHOT donne le meilleur résultat parmi les 6 combinaisons détecteur- 
descripteur (Tableau 5-16). Ce résultat est en accord avec celui obtenu sur les 25 objets de la base 
Minolta.  
 
% Reconnaissance IndSHOT IndThrift 
SC_HK_confi 95.03 92.63 
SC_HK_C 95.35 92.86 
SC_HK_FQ 95.26 93.17 
Tableau 5-16 ZĠƐƵůƚĂƚƐĚĞƌĞĐŽŶŶĂŝƐƐĂŶĐĞƐƵƌůĞƐ ?ŽďũĞƚƐ^ƚƵƚƚŐĂƌƚĚĞů ?ensemble E1 
 x '¶DSUqV OHV GLDJUDPPHV GH OD Figure 5-12, sur les cinq premiers objets, notre résultat est de 
95.35% contre les taux 94,57% et 99.45% (Eskizara, 2009), et de 99.61% par rapport à 98,99% 
+R]DWOÕ, sur le deuxième groupe G¶REMHWV1RXVDYRQVXQHOpJqUHDPpOLRUDWLRQ par rapport 
j O¶DSSURFKH G¶$\NXW +R]DWOÕ HW QRXV QRXV VLWXRQV HQWUH OHV GHX[ pYDOXDWLRQV SULPDLUHV HW
améliorée, réalisées par Ömer Eskizara. Un exemple de mise en correspondances des primitives du 
modèle pitbull obtenu avec le système SC_HK_C ± IndSHOT est illustré dans la Figure 5-13. 
Cette composition du détecteur-descripteur permet de bien apparier les paires des PIs grâce à leur 
SRXYRLUGHVFULSWLIHWOHXUUREXVWHVVHjXQHYDULDWLRQG¶DQJOH 
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Figure 5-12 Diagrammes de Hinton pour les deux ensembles E1 et E2 de la base Stuttgart. 
Première ligne  PăŐĂƵĐŚĞů ?ĂƉƉƌŽĐŚĞ,<(Eskizara, 2009) avec un taux primaire de 94,57%  (taux 
amélioré pour atteindre 99.45%), et à droite, notre résultat avec 95.35%. Deuxième ligne, à gauche, 
ů ?ĂƉƉƌŽĐŚĞ^/+R]DWOÕ avec un taux de 98,99%, et à droite, notre résultat avec 99.61%. 
 
Nous illustrons, dans la Figure 5-14 et la Figure 5-15, les diagrammes de Hinton pour respectivement 
OHV  HW  REMHWV (Q GpILQLWLI HQ DXJPHQWDQW OH QRPEUH G¶REMHWV GH OD EDVH OH WDX[ GH
reconnaissance diminue légèrement entre la taille 5 et 25 objets et reste quasiment inchangé pour les 
tailles 25 et 42. x Sur le résultat des 25 objets, notre taux 94.93% est supérieur au taux 93.04% réalisé par Ömer 
Eskizara. '¶DSUqV OH GLDJUDPPH GH +LQWRQ WRXW QRV WDX[ SDU REMHW VRQW VXSpULHXUV j  HW 
objets ont un taux égal à 100%, DORUV TXH G¶DSUqV OHXU GLDJUDPPH (Eskizara, 2009), les trois 
objets : copter, pitt_plane et turbine ont les taux 66.3%, 78,7% et 80,6% et seulement 2 objets ont 
100% de taux de bonne reconnaissance. La combinaison SC_HK_C ± IndThrift, sur ces 25 objets, 
donne un taux de 91.15%. En plus de ce taux plus bas, nous dénonçons le cout du temps de calcul 
SRXUQRVV\VWqPHVXWLOLVDQWO¶,QG7KULIW 
 x Il est à noter que les taux de reconnaissances des objets de types mécaniques, comme agfa (1), 
carrier (4), copter (6), scull (19) et vette (24), sont les plus faibles la base. Nous remarquons que 
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pour ces objets, les surfaces planes sont dominantes et les arêtes de leurs surfaces sont faiblement 
courbées. Or dans nos primitives, les descripteurs IndSHOT des PIs extraits sur des zones planes 
sont identiques partout et sont, pour cette raison, faussement appariés avec les PIs de même type 
VXUG¶DXWUHVREMHWVH[O¶REMHWDJIDHVWDSSDULpDYHFO¶REMHW6IEGH8QSURFHVVXVGHPLVH
en correspondance plus contrôlée a été proposé englobant une information sur la distance spatiale 
HQWUH OHV 3,V 1RXV Q¶DYRQV SDV SUpVHQWp OHV UpVXOWDWV TXL RQW pWp PpGLRFUHV 1RXV SHQVRQVTXH
FHWWHSLVWHHVWjFUHXVHUG¶DYDQWDJHHQDMRXWDQWSOXVGHFRQWUDLQWHVJpRPptriques sur les PIs, et une 
information sur la texture au niveau du descripteur. Ces modifications amélioreront la 
SHUIRUPDQFHGHO¶DSSDULHPHQWSRXUOHVREMHWVD\DQWGHVVWUXFWXUHVSODQHV 
 x En contre partie, notre système a plus de faciliter à reconnaitre les objets de type naturel dont le 
degré de courbures est plus prononcé. Il est clair que des surfaces sous forme de cuvette, dôme et 
selles sont plus détectables sur des objets comme le balljoint (2), bunny(3), ente (9) et igea (12) 
dont le taux est de 100% de bonne reconnaissance. La diversité de la nature des détails de la forme 
DX VHLQ G¶XQ PrPH REMHW FUpH XQH XQLFLWp GDQV OD UHSUpVHQWDWLRQ GRQQpH SDU QRV SULPLWLYHV (Q
HIIHWG¶XQHSDUWOHQRPEUHGH3,VH[WUDLWVHVWSOXVLPSRUWDQWHWOHGHVFULSWHXU,QdSHOT réussit à 
FDUDFWpULVHU G¶XQH IDoRQ GLVWLQFWH OD VXUIDFH ORFDOH VXU FHV 3,V /H SURFHVVXV GH PLVH HQ
correspondance apparie correctement les PIs de ces objets. 
 
 
 
Figure 5-13 Exemples de mise en correspŽŶĚĂŶĐĞĚĞƐW/ƐĚĞů ?ŽďũĞƚƉŝƚďƵůůĞŶƚƌĞůĂǀƵĞƚĞƐƚŶ ? ? ?ă
ŐĂƵĐŚĞ ?ĞƚůĞƐĚĞƵǆǀƵĞƐĚ ?ĂƉƉƌĞŶƚŝƐƐĂŐĞŶ ? ?ĞƚŶ ? ? ?ăĚƌŽŝƚĞ ? 
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Figure 5-14 Diagramme de Hinton pour les 25 modèles de la base Stuttgart (94.93%) 
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Figure 5-15 Diagramme de Hinton pour les 42 modèles de la base Stuttgart (94.90%) 
 
¾ Le taux obtenu de 94.90% sur les 42 objets est encourageant et améliore les taux de la littérature 
qui sont de 90,97% (Eskizara, 2009) et de 91.03% +R]DWOÕ sur cette même base.  
 x Nous observons sur ce diagramme que 36 objets sont reconnu avec un taux supérieur à 90% et que 
12 objets ont un taux égal à 100% (ex. balljoint, dinopet, mole, et turbine). /¶H[WUDFWLRQ GH
primitives distinctes, saillantes et décrivant la forme, justifie ces taux élevés. Cependant, quand 
ces éléments saillants sont redondants sur plusieurs objets, le nombre de faux appariements entre 
les PIs augmente. Les modèles ayant les plus faibles taux de reconnaissance sont : agfa (81.4%), 
copter (83.34%), scull (83.73%), carrier (81.4%), manta (70.55%), machine (85,3%), Sfb 
(88.75%) et vette (84.89%). La caractéristique commune entre ces modèles est la forte présence de 
zones planes et de peu de variation locale de la forme. Comme expliqué plus haut pour la base des 
25 objets, pour ces modèles, les primitives locales extraites ne sont pas suffisamment 
UHSUpVHQWDWLYHVGH O¶XQLFLWpGH OHXUIRUPHGDQVODEDVH1RWUHDSSURFKHpWDQW ORFDOHHWQHWHQDQW
pas compte des relations relatives entre les PIs, engendre des confusions entre les zones locales de 
faible degré de courbure (zones planes ou quasi planes). Par exemple, les objets mécaniques agfa, 
machine et Sfb sont souvent appariés entre eux. 
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x '¶XQDXWUHFRWpODIRUWHVLPLODULWpHQWUHTXHOTXHVPRGqOHVGHODEDVHWHOOHFas des modèles (auto, 
porsche et vette) fait hausser le nombre des fausses correspondances. Cette limite est légitime dans 
OHV FDV R j O¶°LO QX QRXV Q¶DUULYRQV SDV j GLIIpUHQFLHU TXHOTXHV REMHWV HQWUH HX[ FRPPH
O¶H[HPSOHGHO¶REMHWGHRIODFKHWO¶REMHWGHoround. 
 
Nous résumons les résultats de notre comparaison dans le tableau suivant : 
 
1RPEUHG¶REMHWV 5 25 42 
Méthode E1 E2 
HK (Eskizara, 2009) 99.45  93.04 90,97 
SI +R]DWOÕ  98,99  91.03 
Notre méthode 
SC_HK_C- IndSHOT 
95.35 99.61 94.93 94.90 
Tableau 5-17 Comparaison des taux de reconnaissance de notre méthode avec deux méthodes de la 
littérature 
 ¾ En conclusion, avec le nouveau  combiné SC_HK_C- IndSHOT, nous avons réalisé une 
SHUIRUPDQFHTXLH[FqGHFHOOHGHO¶pWDWGHO¶DUWVXUXQHEDVHGHREMHWVLa particularité de cette 
EDVHSDUUDSSRUWjODEDVH0LQROWDRXWUHVDWDLOOHFRQVLVWHG¶XQFRWpHQ la diversité des prises de 
YXHV GHV REMHWV DXWRXU GH SOXVLHXUV D[HV GH URWDWLRQV GDQV O¶HVSDFH HW G¶XQ DXWUH FRWp HQ XQ
apprentissage fait sur un nombre de vues égale à environ le tiers du nombre de vues prises en test. 
Ces composantes présentent un réel défi pour un système de reconnaissance.  
 
 
5.2.4 Base Carotte  Scénario 
Rappelons que la base Carotte est constituée de 20 objets et acquise avec la caméra Kinect dans le 
cadre du projet Carotte. Les défis qui se présentent dans cette base concernent la faible résolution des 
données, le bruit présent dans les données et le faiEOHQRPEUHG¶DQJOHVGHYXHVSDUREMHWjYXHV
Une autre nouveauté de cette base est que ses objets ont des formes différentes de celles présentes dans 
les bases de données précédentes. De point de vue applicatif, ses modèles correspondent à des objets 
XWLOLVpV GDQV QRWUH TXRWLGLHQ FKDLVH ERWWHV ERXWHLOOH EDOOHV « 'H FH IDLW LO HVW LQWpUHVVDQW
G¶pYDOXHU OD SHUIRUPDQFH GH QRWUH V\VWqPH VXU FH W\SH G¶REMHWV SRXU XQH WDFKH GH UHFRQQDLVVDQFH
G¶REMHWVGRPHVWLTXHV 
 
Dans nos expérimentations, nous appliquons un filtrage bilatéral aux données de la kinect pour lisser 
OHVQXDJHVGHSRLQWVEUXLWpVWRXWHQFRQVHUYDQWODIRUPHGHO¶REMHW,OHQUpVXOWHTXHOHGHJUpGHEUXLW
est réduit sans être complètement éliminé. Le scénario de reconnaissance utilisé pour cette base est le 
scénario de rotation avec un nombre fixe égale à 6 de vues requêtes pour tous les objets sauf pour les 
objets 4, 13 et 17 (car leur nombre de vues est inférieur à 6).  
/HGHVFULSWHXUXWLOLVpHVW,QG7KULIWTXLG¶DSUqVQRWUHpYDOXDWLRn 5.2.2.3, a montré une meilleur stabilité 
au bruit. Parmi nos trois détecteurs combinés, nous avons sélectionné SC_HK_FQ qui donne la 
meilleure performance sur ces données (nous ne présentons pas la comparaison des performances des 
trois détecteurs). Les résultats sont présentés dans le diagramme de la Figure 5-16 qui indique 
également le nombre de vue utilisées en apprentissage et en test pour chaque objet. La description du 
SURWRFROHGHWHVWGRQQpHGDQVODFRORQQHJDXFKHGHODILJXUHPRQWUHTXHSDUH[HPSOHSRXUO¶REMHWOH
taux de reconnaissance (100%) donné dans la case (1, 1) est la moyenne des taux de 6 tests, où à 
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chaque fois, le système apprend sur 7 vues de O¶REMHWHWWRXWHVOHVYXHVGHVDXWUHVREMHWVHWWHVWHVXU
XQHYXHGHO¶REMHWGLIIpUHQWHGHFHOOHVDSSULVHV 
  Résultats et analyses 
Le taux de reconnaissance total obtenu sur les 20 objets est de 80%, qui est un résultat prometteur par 
rapport à la nature de la base. En analysant ce diagramme, quelques objets sont bien reconnus (100% 
GH WDX[ FRPPH OD EDOOH OH YHQWLODWHXU HW OH URERW /¶H[SOLFDWLRQ HVW TXH FHV REMHWV VH
distinguent par une forme assez différente de celles des autres objets. Par ailleurs, le processus 
G¶DSSDULHPHQW FRQIRQG OHV REMHWV D\DQW XQH IRUWH VLPLODULWp GH IRUPH SDU H[HPSOH OHV GHX[ REMHWV
bottes (2 et 3) et les objets parallélépipédiques (boite à outils (5) - parallélépipède mauve (14) - livre 
(12)). Les objets avec des surfaces planes comme le cylindre vert,  parallélépipède mauve (14) et livre 
VRQWDSSDULpVIDXVVHPHQWDYHFG¶DXWUHVREMHWVGHPrPHW\SH. Il est clair que la similarité entre 
les modèles de cette base rend difficile la tache de reconnaissance. Compte tenu du formalisme de 
notre système, notamment ce qui concerne la mise en correspondance de primitives indépendamment 
de leurs positions relatives, ces confusions sont justifiables. A ce niveau, nous pouvons prédire que 
pour un exercice de catégorisation, notre système réussira à identifier la catégorie associée aux objets 
H[FDWpJRULH%RWWHFDWpJRULHREMHWVJpRPpWULTXHV« 
 
Néanmoins, ces résultats restent encourageants quant au fait de reconnaitre des objets, à partir de peu 
de vues en apprentissage, sur une base de nature bruitée et ayant des formes similaires. Nous rappelons 
que le bruit de ces données est assez élevé, ce qui baisse la performance de notre détecteur et 
descripteur dont la sensibilité à des hauts degrés de bruit a été démontrée dans les chapitres détecteurs 
et descripteurs. Une amélioration de la qualité des données, par un prétraitement de filtrage plus 
poussé, peut hausser le taux de reconnaissance.  
 
 
Figure 5-16 Diagramme de Hinton pour les 20 objets de la base Carotte (80%) en utilisant SC_HK_FQ 
et IndThrift  (à gauche- la description du protocole de test et à droite le diagramme de Hinton) 
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5.2.5 Base RGBD   Scénario  
De la base RGB-D, nous a avons sélectionné 37 objets de différentes formes, notés de 1 à 37 dans 
O¶RUGUH VXLYDQW : 1.apple_1,  2.ball_1, 3.banana_1, 4.bell_peper_1, 5.binder_1, 6.calculator_1, 
7.camera_1, 8.cap_1, 9.cell_phone_1, 10.cereal_box_3, 11.coffee_mug_1, 12.flashlight_1, 
13.food_bag_1, 14.food_box_1, 15.food_can_1, 16.food_cup_1, 17.greens_1, 18.hand_towel_1, 
19.instant_noodles_1, 20.Kleenex_1, 21.lemon_1, 22.lime_1, 23.notebook_1, 24.onion_1,  
25.orange_1, 26.peach_1, 27.pear_1, 28.pitcher_1, 29.plate_1, 30.scissors_1, 31.shampoo_1, 
32.soda_can_1, 33.sponge_1, 34.stapler_1, 35.tomato_1, 36.toothpaste_1 et 37.watter_bottle_1. 
8QQRXYHDXFKDOOHQJHV¶DMRXWHjFHX[SUpVHQWVGDQVODEDVH&DURWWHFRQFHUQDQWOHVDQJOHVGHVSULVHV
GH YXHV VXLWH j GHV URWDWLRQV DXWRXU GH SOXVLHXUV D[HV GH URWDWLRQV GDQV O¶HVSDFH ' 1RXV
sélectionnons 30 vues par objet. Le scénario de reconnaissance est comme suit : pour un objet x, une 
vue est gardée en requête et ses 29 vues restantes avec toutes les vues des autres objets sont prises en 
apprentissage. Ce scénario est répété 10 fois pour calculer la moyenne des taux de reconnaissance par 
REMHW3DUHLOOHPHQWTX¶DYHFODEDVH&DURWWHODFRPELQDLVRQ6&B+.B)4± IndThrift est utilisée pour 
une évaluation sur cette base. Egalement, un filtrage bilatéral est appliqué en phase de prétraitement 
sur les données.  
  Résultats et analyses 
Le diagramme de Hinton obtenu pour cette base est illustré dans la Figure 5-17. 
Avec un taux de reconnaissance totale est de 78.10% sur les 37 objets, ce résultat reste acceptable 
compte tenu des contraintes posées dans cette base. 
Les mêmes explications que celles énumérées pour la base Carotte sont valables pour cette base. La 
similarité des formes entre les modèles de cette base est aussi un handicap pour notre système de 
UHFRQQDLVVDQFHFRPPHOHFDVGHFRQIXVLRQHQWUHO¶REMHWEDOOBHWO¶REMHWOHPRQB 
Il est à noter que dans cette base, certains objets sont de petite taille et ont pour ce fait une faible 
GHQVLWp GH SRLQWV SDU UDSSRUW DX[ DXWUHV REMHWV 'HV H[HPSOHV G¶REMHWV GH SHWLWH WDLOOH sont le 
calculator_1 (6), le  peach_1 (26) et  le tomato_1 (35) dont les taux sont respectivement, 40%, 10% et 
 8Q QRPEUH IDLEOH GH SRLQWV VXU OD VXUIDFH G¶XQ REMHW Q¶HVW SDV SULV HQ FRQVLGpUDWLRQ GDQV OH
filtrage des points de nos algorithmes de traitement. En effet, nous prenons en compte seulement les 
points, ayant un nombre de voisinage supérieur à un seuil fixe sur toutes les base, et situés à une 
distance du bord supérieure au rayon du support. Avec toutes ces conditions, le détecteur sort peu de 
3,V SRXU FHV REMHWV HW OH WDX[ G¶HUUHXU GH UHFRQQDLVVDQFH HVW SOXV important comme le montre le 
diagramme de Hinton. 
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Figure 5-17 Diagramme de Hinton pour les 37 modèles de la base RGB-D (78.10%) 
 
 
5.2.6 Conclusions  ¾ Avec les nouvelles combinaisons (détecteur- descripteur) présentées, nous obtenons des meilleurs 
taux de reconnaissance que ceux de la littérature sur la base Stuttgart de 42 objets. Pour notre 
pYDOXDWLRQGHODUREXVWHVVHDXEUXLWHWGHO¶LQYDULDQFHDX[FKDQJHPHQWVG¶pFKHOOHVHWG¶DQJOHVGH
vues, ces combinaisons ont une performance de même ordre que celles de la littérature. Les 
expérimentations menées sur plusieurs bases de données (nature des objets, densité et qualité des 
données, type de capteur) ont mRQWUpO¶HIILFDFLWpHWODIDLVDELOLWpGHQRVDOJRULWKPHVVXUGLIIpUHQW
types de données.  ¾ Dans notre analyse des différentes bases de données, les objets mécaniques avec des surfaces 
planes ont un faible taux de reconnaissance. /¶H[SOLFDWLRQ GRQQpH HVW TXH notre extraction, 
description et appariement des primitives sont plus adaptés à des objets « naturels » dont la surface 
se caractérise plus communément par des formes de cuvette, dôme et selles. Le processus de mise 
HQ FRUUHVSRQGDQFH HVW j HQULFKLU SDU O¶Djout de contraintes géométriques de positions relatives 
entre les PIs. ¾ (QUHYDQFKHXQDVSHFWTXLUHVWHjRSWLPLVHUSRXUQRWUHDSSURFKHHVWOHWHPSVGHFDOFXOGHO¶pWDSH
de détection. Le nombre de primitives sélectionnées est crucial pour la performance de la 
UHFRQQDLVVDQFH/HWHPSVGHPLVHHQFRUUHVSRQGDQFHHVWGHO¶RUGUHGHVSRXU3,VDYHFOH
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descripteur IndSHOT. Ce temps de calcul est influencé par le nombre des PIs extrait et reste 
insensible à la dimension des descripteurs utilisés, comme le montre le Tableau 5-18. Un autre 
IDFWHXU LQWHUYHQDQW OpJqUHPHQW VXU OH FRW GHV FDOFXOV HVW OH QRPEUH G¶REMHW GDQV OD EDVH
G¶DSSUHQWLVVDJH H[ OH SDVsage de 5 à 25 objets de la base Stuttgart avec 258 vues par objet, 
DXJPHQWHOHWHPSVG¶HQYLURQVSDUYXH'DQVOHTableau 5-19, nous récapitulons le cout du 
processus total des phases de détection, description et mise en correspondance pour les couples 
6&B+.B& ,QG6+27 HW 6&B+.B& ,QG7KULIW  HW SRXU O¶DSSURFKH GX 685) &HV UpVXOWDWV
PRQWUHQWTXH O¶H[pFXWLRQDYHF OH FRXSOH6&B+.B&  ,QG6+27 UHste comparable en temps de 
calcul avec celle du SURF. ¾  Il est à noter que ce temps est variable selon la nature des données de la base testée. En effet, par 
exemple, les données de la Kinect sont nettement moins denses que ceux de la base Stuttgart, ce 
qui diminue le temps de calcul des 3 phases de notre système. Pour une application contrainte à un 
WHPSVG¶H[pFXWLRQHQWHPSVTXDVLUpHOQRVDSSURFKHVUHVWHQWIDLVDEOHV 
 
 
Dimension 
 
IndSHOT 
768 
SHOT 
416 
IndThrift 
120 
Spin 
100 
LSP 
120 
Nombre de 
PIs 
Nombre 
G¶REMHWV  
75 
5 0.05 0.03 0.03 0.03 0.03 
25 0.09 0.08 0.08 0.08 0.08 
250 
5 0.18 0.11 0.12 0.11 0.11 
25 0.30 0 .29 0 .29 0 .29 0.30 
Tableau 5-18 Temps de calcul (s) de la phase de mise en correspondance 
 
Base : densité de points  
 
Détection+description+appariement 
Surf SC_HK_C  + IndSHOT SC_HK_C  + IndThrift 
Stuttgart : 10948 points 15.20 18.64 20.98 
Carotte : 4685 points 10.13 9 .62 11.33 
Tableau 5-19 Temps de calcul total des phases de détection, description et mise en correspondance 
pour les couples (SC_HK_C, IndSHOT) et (SC_HK_C, IndTŚƌŝĨƚ ?ĞƚƉŽƵƌů ?ĂƉƉƌŽĐŚĞĚƵ^hZ& 
 
Nous montrons, dans le Tableau 5-20, un résumé de la performance des systèmes combinés proposés. 
'¶DSUqVFHUpFDSLWXODWLI OHFRXSOH6&B+.B&- IndSHOT est sélectionné pour répondre aux objectifs 
posés dans notre travail. 
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 Ordre de performance 
des Détecteur- 
descripteurs 
Ordre de performance 
des Détecteurs 
Ordre de performance des 
Descripteurs 
Invariance à la 
rotation 
1 SI-IndSHOT 
2 SC_HK_C-IndSHOT 
 
1- SC_HK_C 
2- SC_HK_confi 
IndSHOT 
IndSHOT 
Invariance à 
O¶pFKHOOH 
1SC_HK_FQ-IndThrift 
1 SC_HK_C-IndSHOT 
1- SC_HK_C 
1- SC_HK_FQ 
IndSHOT 
IndThrift 
Robustesse au 
bruit 
1 SC_HK_C-IndThrift 
2 Harris_fract-IndSHOT 
 
1- SC_HK_C 
1- SC_HK_FQ 
IndThrift 
IndThrift 
Temps de calcul 1 Harris_fract-IndSHOT 
2 SC_HK_C-IndSHOT 
1- SC_HK_C 
2- SC_HK_confi 
2- SC_HK_FQ 
IndSHOT 
IndThrift 
Tableau 5-20 Résumé sur la performance des systèmes proposés 
 x Dans notre étude, un compromis existe entre les trois composantes: nombre de points, complexité 
et représentation compact. Un nombre de PIs optimum (pas très faible et pas très grand) 
améliorera nettement la performance de notre système de reconnaissance. x En outre, nous pensons que la version multi-échelle de notre détecteur apportera des améliorations 
sur la performance de notre système de reconnaissance. (QHIIHWO¶HIILFDFLWpGHO¶DWWULEXWLRQG¶XQH
information sur une échelle et un rayon adéquat à chaque PI, a déjà été démontrée par rapport à 
une approche mono-échelle, dans maints travaux de la littérature. 
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Conclusions et perspectives 
 
En conclusion de ce manuscrit, nous avons pu accomplir les réalisations et tâches suivantes : 
 ¾ (WDWGHO¶DUW 
o Enumération (non exhaustive) des principales techniques 3D de la littérature touchant 
aux trois sujets sous-jacents (détecteurs, descripteurs et classification) 
o Brève description et analyse des atouts et limites de ces approches 
 ¾ Détection 
o Privilégier une solution qui combinH OHV FULWqUHV HW SURSRVLWLRQ G¶XQH détection de 
SRLQWVG¶LQWpUrW'EDVpHVXU deux espaces de classification de la forme locale des 
surfaces (espace SC-HK)  
o Implémentation de quatre nouveaux détecteurs, SC_HK_C, SC_HK_ FQ, 
SC_HK_Conf et SC_HK_Con, basés sur des mesures de la courbure  
o Evaluation quantitative de la répétabilité et de la robustesse de ces détecteurs  
o Performance de SC_HK_C et SC_HK_ FQ, supérieure HQ FKDQJHPHQW G¶DQJOHV GH
vue et comparable HQ YDULDWLRQ G¶pFKHOOHV HW HQ SUpVHQFH GH EUXLW HQ Fomparaison 
avec les détecteurs existants : SI, Harris 3D et SURF 3D  
o 3URSRVLWLRQG¶XQHH[WHQVLRQGHODPpWKRGHSURSRVpHSRXUXQHYHUVLRQPXOWL-échelle  
 ¾ Description : 
o $MRXWGXFULWqUHGHO¶LQGLFHGHforme aux deux descripteurs existants SHOT et Thrift 
o Comparaison avec des descripteurs existants comme le Spin, LSP, SHOT et Thrift 
o Stabilité des nouveaux GHVFULSWHXUV,QG6+27HW,QG7KULIWSRXUXQHYDULDWLRQG¶DQJOHV
GHYXHHWG¶pFKHOOHV 
o Pouvoir descriptif élevé, et robustesse pour des perturbations des données par du bruit 
ou un lissage, de ces descripteurs  
 ¾ Reconnaissance : 
o Efficacité des nouvelles combinaisons (détecteur- descripteur) proposées pour une 
WkFKH GH UHFRQQDLVVDQFH G¶REMHW DYHF GHV PHLOOHXUs taux en comparaison avec des 
systèmes de la littérature 
o Faisabilité de nos algorithmes sur différent types de données G¶LPDJHVGHSURIRQGHXU 
o Meilleur taux de reconnaissance que ceux de la littérature sur la base Stuttgart de 42 
objets 
'XSRLQWGHYXHDSSOLFDWLIQRWUHWHFKQLTXHDpWpWHVWpHGDQVOHFRQWH[WHG¶XQHWkFKHGHUHFRQQDLVVDQFH
G¶REMHW DYHF XQH .LQHFW SDU XQ URERW PRELOH SURMHW &$5277( '¶DXWUHV FDGUHV DSSOLFDWLIV VRQW
envisageables, puisque nous avons mis en place un système FRPSOHWGHUHFRQQDLVVDQFHG¶REMHWV'
FRPSRUWDQWOHVpWDSHVGHGpWHFWLRQGHSRLQWVG¶LQWpUrWOHXUGHVFULSWLRQHWOHXUPLVHHQFRUUHVSRQGDQFH
VXUGHVYXHV'GHO¶REMHW1RXVSHQVRQVTXHOHFKDPSG¶DSSOLFDWLRQVSRXUQRWUHV\VWqPHUHVWHYDVWH 
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$O¶LVVXH GHFH WUDYDLOSOXVLHXUVSHUVSHFWLYHV V¶RXYUHQW VXU OHVGLYHUV VXMHWV WUDLWpV1RXVSURSRVRQV
G¶pQXPpUHUOHVSOXVSULQFLSDOHV : 
 ¾ $SSURIRQGLUO¶DQDO\VHHWOHGpYHORSSHPHQWGHO¶DSSURFKHPXOWL-échelle proposée ¾ Proposer une mesure qui permet de distinguer les positions des PIs sur des zones planes ¾ 2SWLPLVHUOHWHPSVGHFDOFXOGHO¶pWDSHFDOFXOGHVTXDQWLWpVGLIIpUHQWLHOOHV ¾ 5DIILQHUO¶pWDSHGHSUpWUDLWHPHQWSRXUGHVGRQQpHVEUXLWpHV ¾ Formuler un descripteur tridimensionnel en rajoutant une information sur la texture ¾ 7HVWHUO¶DSSURFKH6DFGHPRWVSRXUODFODVVLILFDWLRQGHV3,V ¾ Utiliser les positions relatives des PIs dans le processus de mise en correspondance ¾ Rajouter un degré de confiance (utilisé dans notre approche mais pas avec la même 
signification) au résultat de reconnaissance, qui peut être calculé à partir du résultat du vote et 
de la distance des classes. 
 
 
 ¾ Image illustrant quelques perspectives 
o (YDOXDWLRQGXV\VWqPHSRXUXQVFpQDULRG¶occultation 
o Evaluation du système pour un scénario de catégorisation 
o Intégration et validation des composantes implémentées dans un système 
G¶DSSOLFDWLRQUpHOOHURERW 
 
Et pour finir, nous suggérons une ouverture sur la dualité 2D/3D. 'DQV OHV DSSOLFDWLRQV R O¶RQ
souhaite reconnaitre des objets avec le maximum de précision, la dualité de la 3D et la 2D est un 
domaine à explorer pour pouvoir profiter des avantages complémentaires des deux représentations. 
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 5HFRQQDLVVDQFHG¶REMHWV'SDUSRLQWVG¶LQWpUrW 
RESUME : Soutenue par les progrès récents et rapides des WHFKQLTXHV G¶DFTXLVLWLRQ ' OD
UHFRQQDLVVDQFHG¶REMHWV' a suscité de nombreux efforts de recherche durant ces dernières 
années. Cependant, il reste à résoudre dans ce domaine plusieurs problématiques liées à la 
grande TXDQWLWpG¶LQIRrmation, à O¶LQYDULDQFHjO¶pFKHOOHHWjO¶DQJOHGHYXH, aux occlusions et à 
la robustesse au bruit. 
Dans ce contexte, notre objectif est de reconnaitre un objet 3D isolé donné dans une 
vue requête, à partir d¶XQHEDVHG¶DSSUHQWLVVDJHFRQWHQDQWTXHOTXHVYXHVGHFHWREMHW. Notre 
idée est de formuler une méthodologie locale qui combine des aspects G¶DSSURFKHVexistantes 
et apporte une amélioration sur la performance de la reconnaissance.  
Nous avons opté pour une méthode par SRLQWV G¶LQWpUrW 3,V fondée sur des mesures de la 
variation locale de la forme. Notre sélection de points saillants est basée sur la combinaison de 
deux espaces de classification de surfaces : l¶HVSDFH SC (indice de forme- intensité de 
courbure), et O¶HVSDFHHK (courbure moyenne-courbure gaussienne). 
'DQV OD SKDVH GH GHVFULSWLRQ GH O¶HQVHPEOH GHV SRLQWV H[WUDLWV QRXV SURSRVRQV XQH
VLJQDWXUH G¶KLVWRJUDPPHV TXL joint une information sur la relation entre la normale du point 
référence et les normales des points voisinsDYHFXQHLQIRUPDWLRQVXUOHVYDOHXUVGHO¶LQGLFHGH
forme de ce voisinage/HVH[SpULPHQWDWLRQVPHQpHVRQWSHUPLVG¶pYDOXHU quantitativement la 
stabilité et la robustesse de ces nouveaux détecteurs et descripteurs.  
Finalement nRXV pYDOXRQV VXU SOXVLHXUV EDVHV SXEOLTXHV G¶REMHWV ' OH WDX[ GH
reconnaissance atteint par notre méthode, qui montre des performances supérieures aux 
techniques existantes. 
 
Mots clés : 5HFRQQDLVVDQFH'3RLQWVG¶LQWpUrW ,PDJHVGH3URIRQGHXUV1XDJHV de Points 
3D,   Détecteurs, Descripteurs, Objet, Courbures, Normales.  
 
3D object recognition with points of interest  
ABSTRACT : There has been strong research interest in 3D object recognition over the last 
decade, due to the promising reliability of the 3D acquisition techniques. 3D recognition, 
however, conveys several issues related to the amount of information, to scales and viewpoints 
variation, to occlusions and to noise. 
In this context, our objective is to recognize an isolated object given in a request view, 
from a training database containing some views of this object. Our idea is to propose a local 
method that combines some existent approaches in order to improve recognition performance.  
We opted for an interest points (IPs) method based on local shape variation measures. Our 
selection of salient points is done by the combination of two surface classification spaces: the 
SC space (Shape Index-Curvedness), and the HK space (Mean curvature- Gaussian 
curvature). 
In description phase of the extracted set of points, we propose a histogram based 
signature, in which we join information about the relationship between the reference point 
normal and normals of its neighbors, with information about the shape index values of this 
neighborhood. Performed experiments allowed us to evaluate quantitatively the stability and the 
robustness of the new proposed detectors and descriptors. 
Finally we evaluate, on several public 3D objects databases, the recognition rate 
attained by our method, which outperforms existing techniques on same databases. 
 
Keywords : 3D Recognition, Interest Points, Range Images, 3D Point Clouds, Detectors, 
Descriptors, Object, Curvatures, Normals. 
