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Function Equation Derivatite Plot
Identity f(x)=x f(x)=1


















Sigmoid σ(x)= 11+e−x σ(x)=σ(x)(1−σ(x))




















ReLu ReLU(x)= x, x>00, otherwise ReLU(x)=
1, x>0
0, otherwise
































































































































































































































































































































































































































































































































































































































































































SVM cannot build a non-linear decision boundaries like Figure 2.9a. However, the kernel trick
(Aizerman et al., 1964) maps the dataxinto a higher dimensional space with a kernel function
deﬁned asK(xi,xj)=Φ(xi)TΦ(xj) to create a linear separating hyperplane in this space (see
Figure 2.9b). There are four basic kernels deﬁnes as folows:
•Linear:K(xi,xj)=xTixj
•Polynomial:K(xi,xj)=(γxTixj+r)d
•Gaussian radial basis function (RBF):K(xi,xj)=e−γ|xi−xj|2forγ>0
•Hyperbolic tangent or sigmoid:K(xi,xj)=tanh(γxTixj+r) forγ>0 andr<0
2.3 Deep Learning
Deep Learning is a set of techniques for machine learning that uses Neural Networks architec-
tures (Goodfelow et al., 2016). Currently, they provide the best performance to many data
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processing tasks (LeCun et al., 2015). The original idea was to create MLPs connected with
more than one hidden layer in order to generate higher abstraction levels with deeper archi-
tectures (see Figure 2.10) (Bengio, 2009). Similarly, to the human brain, the information is
processed by multiples transformations and learned higher and complex representations of the






















Figure 2.10: A Deep Neural Network with multiple layers.
Historicaly, the focus of data processing has moved from manualy rule-based systems to au-
tomated systems. Figure 2.11 shows that classical machine learning approaches need hand-
designed features while the representation learning models extract the representation of these
features automaticaly. Currently, Deep Learning algorithms create complex knowledge from
simplex feature representations using more layers that can compute functions with diﬀerent
levels of abstraction.
Figure 2.11: Historical view of the data processing.
The main advantages of Deep Learning are that the universal approximation theorem also


























2.3. Deep Learning 29
convolution generates diﬀerent ﬁlters and pooling is applied to extract the relevant parts of the
inputs. Moreover, a new convolution and pooling layers are applied to the previous output for
generating more complex features and create a better representation of the raw image. Idealy,
the deeper layers of the network capture complex shapes of the image starting from straight
lines until detecting complete forms like faces. Once the input is simpliﬁed to a vector, a
Softmax layer performs the classiﬁcation of the picture.
Figure 2.12: Convolutional Neural Network applied to a RGB image for its classiﬁcation.
Similarly, CNN can be applied to NLP tasks where the inputs are the vector representation of
each word in a sentence (Kim, 2014). However, the shape of the ﬁlters has to be the dimension
of the word vector and a predeﬁned context window for computing the convolution operations.
Then, the same operation is applied sliding the ﬁlter for the context window of each word in
the sentence. Diﬀerent sizes of context window could be selected for discovering new feature
representations. After the convolution layer calculates the resulting matrices, the pooling and
classiﬁcation layers perform the same process previously deﬁned.
2.3.2 Recurrent Neural Networks
In the cases where inputs are sequences, MLPs cannot capture the temporal dependencies of
the input dynamicaly. The main idea to overcome this problem is to take the information given
by the previous step in order to compute the current input in a sequential manner. Recurrent
Neural Network (RNN) (Rumelhart et al., 1986) uses two diﬀerent weights for the input and
for the previous output as Equation 2.23,
30 Chapter 2. Background
h(t)=f(Wx(t)+Uh(t−1) +b) (2.23)
whereh(t) represents the output in the timetof the inputx,fis a non-linear function,W
are the weights for the current input,Uare the weights for the previous output, andbthe
bias term of the Neural Network. Concretely, the weights and bias are shared over the entire
input. Optionaly, a pooling layer can simplify al the time-step outputs and reduce the global
representation into a vector. The output of the pooling layer needs to capture the more relevant
features to preserve the input information.
The image on the left of Figure 2.13 represents the deﬁnition of a simple RNN where the
current state is computed with the input and the previous output. The image on the right of
Figure 2.13 represents the unfolded RNN version where each time-step the system performs an
output.
Figure 2.13: Recurrent Neural Network and its unfolded version.
The simple RNN cannot capture the long dependencies because it loses the information of the
gradients as long as the back-propagation is applied to the previous states. For this reason,
the incorporation of cel units into the RNN computation solves the long propagation of the
gradient problem. These unit cels introduce a gating mechanism to remember the values of
previous intervals (see Figure 2.14).
The Long Short-Term Memory cel (LSTM) (Hochreiter and Schmidhuber, 1997) deﬁnes three
gates in order to control the information that ﬂows into the cel and a cel state that is trans-
ferred to the next step. The input gateit, the forget gateftand the output gateotfor the
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(a) Long Short-Term Memory cel. (b) Gated Recurrent Unit cel.
Figure 2.14: Recurrent Neural Networks cels.
currenttstep transform the input vectorxttaking the previous outputht−1using its cor-
responding weights and bias computed with a sigmoid function. The cel statecttakes the
information given from the previous cel statect−1regulated by the forget cel and the informa-
tion given from the current celctregulated by the input cel using the element-wise represented
as∗in the Equation 2.24. Finaly, the current outputhtis deﬁned by the hyperbolic function








The Gated Recurrent Unit cel (GRU) (Cho et al., 2014) deﬁnes the input gateztand the
reset gateztwhich take the input vectorxtof the currentttime and the previous outputht−1
using its corresponding weights and bias computed with a sigmoid function. The current cel
information is captured by the vectorhtusing the input and the previous output regulated by























































































documents 572 54 158
sentences 5675 145 973
drug 8197 180 1518
group 3206 65 626
brand 1423 53 347
drugn 103 5 21
mechanism 1260 - 279
eﬀect 1548 - 301
advice 819 - 215






documents 142 58 33
sentences 1301 520 326
drug 1228 171 346
group 193 90 41
brand 14 6 22
drugn 401 115 119
mechanism 62 - 24
eﬀect 152 - 62
advice 8 - 7































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































WBI 0.90 0.89 0.90 0.88 0.87 0.87
CRF 0.70 0.85 0.77 0.69 0.82 0.75
CRFD 0.72 0.84 0.77 0.68 0.81 0.74
CRFclusterK50Wiki 0.72 0.89 0.79 0.68 0.83 0.75
CRFclusterK150Wiki 0.73 0.89 0.80 0.68 0.83 0.74
CRFclusterK500Wiki 0.72 0.89 0.80 0.68 0.83 0.74
CRFclusterK50MedLine 0.72 0.86 0.79 0.69 0.82 0.75
CRFclusterK150MedLine 0.72 0.86 0.79 0.68 0.82 0.74
CRFclusterK500MedLine 0.72 0.86 0.79 0.69 0.82 0.75
CRFvec50Wiki 0.71 0.84 0.77 0.69 0.81 0.74
CRFvec100Wiki 0.72 0.84 0.77 0.69 0.81 0.74
CRFvec200Wiki 0.72 0.85 0.78 0.68 0.80 0.74
CRFvec50MedLine 0.72 0.84 0.78 0.69 0.82 0.75
CRFvec100MedLine 0.73 0.86 0.79 0.68 0.81 0.74






WBI 0.81 0.74 0.77 0.61 0.56 0.58
CRF 0.69 0.54 0.61 0.62 0.44 0.52
CRFD 0.79 0.57 0.66 0.70 0.47 0.56
CRFclusterK50Wiki 0.74 0.63 0.68 0.66 0.48 0.56
CRFclusterK150Wiki 0.73 0.63 0.68 0.67 0.49 0.57
CRFclusterK500Wiki 0.72 0.64 0.68 0.65 0.51 0.57
CRFclusterK50MedLine 0.74 0.59 0.66 0.64 0.46 0.53
CRFclusterK150MedLine 0.75 0.63 0.68 0.66 0.49 0.56
CRFclusterK500MedLine 0.73 0.62 0.67 0.67 0.49 0.57
CRFvec50Wiki 0.77 0.57 0.66 0.68 0.47 0.56
CRFvec100Wiki 0.78 0.56 0.66 0.66 0.46 0.54
CRFvec200Wiki 0.77 0.57 0.66 0.68 0.46 0.55
CRFvec50MedLine 0.79 0.57 0.66 0.66 0.45 0.54
CRFvec100MedLine 0.81 0.57 0.66 0.69 0.46 0.55













































































102 Chapter4. BiomedicalNamedRecognitionusing WordEmbeddings
Table4.3:CEMPresultsonthetestdataset.
Systems P R F1
Run1 86.3% 82.15% 84.17%
Run2 86.32% 81.95% 84.08%
Run3 86.21% 81.99% 84.04%
Run4 86.3% 81.85% 84.02%













































Systems TP FP FN P R F1
Run1 708 66 1280 91.47% 35.61% 51.27%
Run2 703 69 1285 91.06% 35.36% 50.94%
Run3 703 67 1285 91.30% 35.36% 50.98%
104 Chapter4. BiomedicalNamedRecognitionusing WordEmbeddings
Table4.5:CDRresultsofdiseasementionrecognitionevaluateonthetestset(500documents).
Systems TP FP FN P R F1
Run1 3223 718 1201 81.78% 72.85% 77.06%
Run2 3207 747 1217 81.11% 72.49% 76.56%


































































































































































Classes TP FP FN P R F1
Eﬀect 163 206 197 0.44 0.45 0.45
Mechanism 105 102 194 0.51 0.35 0.42
Advice 108 71 113 0.60 0.49 0.54
Int 36 18 60 0.67 0.38 0.48















Classes TP FP FN P R F1
Eﬀect 193 232 167 0.45 0.54 0.49
Mechanism 121 110 178 0.52 0.40 0.46
Advice 119 76 102 0.61 0.54 0.57
Int 37 17 59 0.69 0.39 0.49















































































































































































Look-up table layer 




























































































































































































































































Classes DDI-DrugBank DDI-MedLine Total
Advice 1028 14 1042
Eﬀect 1815 214 2029
Int 272 12 284
Mechanism 1535 83 1618
Other 26486 1892 28373
Total 31136 2215 33351
Train 25885 1778 27663




















130 Chapter 6. Convolutional Neural Networks for Biomedical Relation Extraction
Figure 6.2: Learning curve of a CNN with random initialization. The blue line shows the
training-curve variation along the number of epochs, the green represents the validation and
the red one the testing curve.
Table 6.2: Results obtained for CNN from random initialization on the whole DDI corpus.
Classes TP FP FN Total P R F1
Advice 131 43 90 221 75.29% 59.28% 66.33%
Eﬀect 239 220 121 360 52.07% 66.39% 58.36%
Int 27 3 69 96 90% 28.12% 42.86%
Mechanism 176 84 122 298 67.69 % 59.06% 63.08%
Overal 573 350 402 975 62.08% 58.77% 60.38%
Focussing on the results obtained for each DDI type on the whole DDI corpus, theadviceclass
is the type with the best F1. The main reason of this result is that these interactions are
typicaly described by very similar patterns such as‘DRUG should not be used in combina-
tion with DRUG’or‘Caution should be observed when DRUG is administered with DRUG’.
Thus, the model can easily learn these patterns because they are very common in the DDI
corpus, like in the DDI-DrugBank dataset. Themechanismtype is the second one with the
best performance (F1 = 63%), even though its number of instances is lower than theeﬀecttype
(see Table 6.1). While the systems which were involved in the DDIExtraction-2013 chalenge
agreed that the second easiest type waseﬀect(Segura-Bedmar et al., 2014), this may have





























Classes TP FP FN Total P R F1
Advice 130 43 84 214 75.14% 60.75% 67.18%
Eﬀect 212 190 86 298 52.74% 71.14% 60.57%
Int 27 2 67 94 93.1% 28.72% 43.9%
Mechanism 169 79 109 278 68.15% 60.79% 64.26%
Overal 538 314 346 884 63.15% 60.86% 61.98%
Table6.4:ResultsobtainedforCNNfromrandominitializationontheDDI-MedLinedataset.
Classes TP FP FN Total P R F1
Advice 1 0 6 7 100% 14.29% 25%
Eﬀect 27 30 35 62 47.37% 43.55% 45.38%
Int 0 1 2 2 0% 0% 0%
Mechanism 7 5 13 20 58.33% 35% 43.75%



















Figure 6.3: Distance between entities in sentences describing DDIs.
Table 6.5: Results for several ﬁlter sizes.
Filter Size P R F1
2 56.89% 52.1% 54.39%
4 65.65% 52.92% 58.6%
6 75.35% 49.23% 59.55%
(2, 3, 4) 63.15% 57.13% 59.99%
(3, 4, 5) 62.08% 58.77% 60.38%
(2, 4, 6) 73.57% 52.82% 61.49%
(2, 3, 4, 5) 71.31% 52% 60.14%
14 71.23% 51.79% 59.98%
(13, 14, 15) 72.64% 49.03% 58.54%
is obtained using a ﬁlter-size of (2, 4, 6). Thus, the most common distances between entities
are the best choice to be used as the ﬁlter size parameter.
Eﬀects of the embeddings
Table 6.7 shows the results for the diﬀerent word embeddings as wel as for several dimensions
(5, 10) of position embeddings with a ﬁlter size (3, 4, 5). As previously explained, position
embeddings represent the position of the candidate entities (which are involved in the DDI) as




FilterSize 4 6 (2,3,4) (3,4,5) (2,4,6) (2,3,4,5) 14 (13,14,15)
2 13.22* 50.68* 155.88* 1.20 25.77* 119.71* 44.52* 5.28*
2.77e-04* 1.09e-12* 8.99e-36* 2.73e-01 3.84e-07* 7.32e-28* 2.52e-11* 2.16e-02*
4 20.01* 118.53* 21.92* 3.87* 97.79* 17.79* 0.14
7.71e-06* 1.33e-27* 2.84e-06* 4.91e-02* 4.66e-23* 2.46e-05* 7.12e-01
6 44.14* 73.39* 7.92* 26.78* 0.08 22.25*
3.06e-11* 1.06e-17* 4.89e-03* 2.28e-07* 7.73e-01 2.39e-06*
(2,3,4) 177.61* 69.08* 4.82* 33.78* 81.04*
1.61e-40* 9.48e-17* 2.81e-02* 6.18e-09* 2.21e-19*
(3,4,5) 33.25* 146.78* 67.70* 11.33*
8.12e-09* 8.75e-34* 1.91e-16* 7.65e-04*









































WordEmbedding PositionEmbedding P R F1
random
0 62.08% 58.77% 60.38%
5 69.34% 55.9% 61.9%
10 70.76% 54.36% 61.48%
Wiki bow8w25n
0 60.89% 54.46% 57.5%
5 59.2% 60.72% 59.95%
10 70.64% 53.54% 60.91%
Bioskip8w25n
0 62.39% 57.85% 60.03%
5 67.8% 53.33% 59.7%
10 66.92% 55.18% 60.48%
Bioskip10w10n
0 70.66% 49.64% 58.31%
5 61.84% 56.51% 59.06%
10 68.77% 54.87% 61.04%
Biobow8w25n
0 64.09% 54.36% 58.82%
5 69.43% 54.05% 60.78%
10 67.27% 49.95% 57.33%
Biobow5w10n
0 58.25% 59.38% 58.81%
5 60.18% 61.23% 60.7%






































































































































































































































































































































































































Classes TP FP FN Total P R F1
Advice 145 41 76 221 77.96% 65.61% 71.25%
Eﬀect 183 81 177 360 69.32% 50.83% 58.65%
Int 27 8 69 96 77.14% 28.12% 41.22%
Mechanism 192 106 106 298 64.43% 64.43% 64.43%






























Classes P R F1
Advice 79.33% 64.25% 71.00%
Eﬀect 68.90% 54.17% 60.65%
Int 81.08% 31.25% 45.11%
Mechanism 58.29% 70.57% 63.84%







Classes P R F1
Advice 80.36% 61.09% 69.41%
Eﬀect 62.06% 64.15% 63.09%
Int 62.32% 44.79% 52.12%
Mechanism 67.24% 66.11% 66.67%








Classes P R F1
Advice 66.99% 63.35% 65.12%
Eﬀect 58.14% 63.03% 60.48%
Int 66.67% 31.25% 42.55%
Mechanism 61.90% 47.99% 54.06%













Classes P R F1
Advice 78.74% 61.99% 69.37%
Eﬀect 58.29% 57.14% 57.71%
Int 79.07% 35.42% 48.92%
Mechanism 60.75% 54.03% 57.19%







Classes P R F1
Advice 79.23% 65.61% 71.78%
Eﬀect 65.28% 61.62% 63.40%
Int 80.49% 34.38% 48.18%
Mechanism 69.23% 60.40% 64.52%
Overal 70.40% 59.47% 64.47%






























Classes P R F1
HYPONYM-OF 0.27 0.07 0.12
SYNONYM-OF 0.65 0.32 0.43














Classes P R F1
HYPONYM-OF 0.54 0.07 0.13
SYNONYM-OF 0.61 0.46 0.52



































































































































Classes TP FP FN P R F1
COMPARE 8 116 11 6.45% 42.11% 11.19%
MODEL-FEATURE 36 185 37 16.29% 49.32% 24.49%
PART WHOLE 22 66 60 25% 26.83% 25.88%
RESULT 2 21 14 8.7% 12.5% 10.26%
TOPIC 0 0 3 0% 0% 0%
USAGE 41 96 133 29.93% 23.56% 26.37%
Micro-averaged - - - 18.38% 29.7% 22.71%
































































































































































Classes Train Validation Scenario1 Scenario2 Scenario3
Test Test Test
Concept 2,427 849 432 439 434
Action 1,525 434 163 154 183
Total 3,952 1,283 595 593 617
Table7.2:RelationtypesintheeHealth-KDchalengedatasets.
Classes Train Validation Scenario1 Scenario2 Scenario3
Test Test Test
is-a 434 370 74 92 69
part-of 149 145 31 33 32
property-of 399 244 58 58 62
same-as 30 13 2 1 5
subject 693 339 147 117 137
target 991 504 180 195 212














Figure 7.1: Pipeline of the proposed end-to-end system.
Recognition module of Figure 7.2). The input for the ﬁrst Bi-LSTM layer is the character
embeddings of each word of the sentence. In the second layer, the output of the ﬁrst layer is
concatenated with word embeddings and sense embeddings, which takes into consideration the
word and its POS tag. Finaly, the last layer uses a CRF to obtain the most suitable labels for
each token.
Pre-processing phase
Firstly, texts are preprocessed in order to create the input for this network. The sentences are
split and tokenized by Spacy (Explosion AI, 2017), an open source library for advanced natural
language processing with support for 26 languages. After that, each extracted token in the
sentence are labeled by BILOU-V extended tag encoding with the BRAT format annotations.
The B tag indicates the beginning token of an entity, the I tag indicates the inside token of an
entity, the L tag indicates the last token of an entity, the U tag indicates a unit-length entity
token, and the O tag represents other tokens that do not belong to any entity. BILOU tag
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Parameters SpanishBilion Words Glove.6B Reddit
Corpussize 1.5bilion 6trilion 2bilion
Vocabularysize 1,000,653 2milion 1milion
Arraysize 300 100 128


















































































































Datasets P R F1
DDI 87.24% 87.15% 87.19%






















Classes P R F1
Drug 80.73% 89.22% 84.76%
Brand 75.00% 90.00% 81.82%
Group 84.06% 94.31% 88.89%
Non-humandrug 58.59% 35.21% 43.99%













Classes P R F1
Concept 85.24% 86.77% 86.00%
Action 80.00% 83.22% 81.58%





































Classes P R F1
mechanism 74.23% 63.91% 68.68%
eﬀect 65.57% 66.67% 66.12%
advice 75.12% 68.33% 71.56%
int 86.11% 32.29% 46.97%







Classes P R F1
is-a 44% 15.94% 23.4%
part-of 37.5% 9.38% 15%
property-of 57.45% 43.55% 49.54%
same-as 50% 20% 28.57%
subject 57.69% 43.8% 49.79%
target 67.58% 69.81% 68.68%




































Evaluation metrics Scenario1 Scenario2 Scenario3
CorrectA 505 - -
PartialA 40 - -
MissingA 50 - -
SpuriousA 64 - -
CorrectB 511 553 -
IncorrectB 34 40 -
CorrectC 168 205 250
MissingC 324 291 267
SpuriousC 240 183 155
Recal 73.78% 69.61% 48.36%
Precision 77.08% 77.27% 61.73%
F-measure 75.39% 73.24% 54.23%
Table7.13:DDIcorpusresultsforthediﬀerentscenarios.
Evaluation metrics Scenario1 Scenario2 Scenario3
CorrectA 2236 - -
PartialA 67 - -
MissingA 149 - -
SpuriousA 1488 - -
CorrectB 2149 2149 -
IncorrectB 1503 1503 -
CorrectC 559 559 615
MissingC 253 253 364
SpuriousC 951 951 248
Recal 71.97% 60.66% 62.82%
Precision 55.6% 52.46% 71.26%
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