Abstract. The Thai written language is one of the languages that does not have word boundaries. In order to discover the meaning of the document, all texts must be separated into syllables, words, sentences, and paragraphs. This paper develops a novel method to segment the Thai text by combining a nondictionary based technique with a dictionary-based technique. This method first applies the Thai language grammar rules to the text for identifying syllables. The hidden Markov model is then used for merging possible syllables into words. The identified words are verified with a lexical dictionary and a decision tree is employed to discover the words unidentified by the lexical dictionary. Documents used in the litigation process of Thai court proceedings have been used in experiments. The results which are segmented words, obtained by the proposed method outperform the results obtained by other existing methods.
Introduction
In civil court proceedings, judges need to read the documents submitted for a litigation case by litigants to settle the points in dispute by finding facts and relevant information. These documents, called plaint and defend, lodged by the litigants, referring to plaintiff and defendant respectively are approximately 20 -45 pages long. Judges read and analyse these documents to find points in dispute for which the plaintiff and defendant do not agree and take action. There are approximately 13,000 cases in the civil court of Thailand to be proceeded in each year and there are only 100 judges responsible for these cases [4] . It is an overwhelming task for a judge to read the documents, identify the points in dispute, and reach a decision. With the recent advancements in computing resources and data mining techniques, it is feasible to automate some of these tasks for judges. However, the first step is computationally processing Thai documents.
The computational processing of Thai written language is different and more complicated than the English language. Thai text does not have word boundaries and there is no delimiter to separate two sentences. The spaces found in documents are for making the readers comfortable with reading the passages rather than separating words or sentences. The task includes identification of syllables, words and then sentences. Some research has been done in Thai word segmentation [1, 9, 12 ] but a higher accuracy can still be achieved. Most of the conventional Thai word segmentation methods use a dictionary to segment the texts [1, 5, 9] . If the dictionary does not contain the matching word, it leads to error. There is some research that uses a non-dictionary word segmentation method using decision trees [12] . The decision tree is trained to learn the basic grammar rules and to represent the principles or general rules about the interested information [12] . Similarly, the work of [9] used the decision tree to extract Thai words from a number of Thai corpora to build a corpusbased Thai dictionary. However, no grammar rules were used.
To increase the accuracy of the dictionary-based methods, there must be a sophisticated process to accurately segment the Thai texts into words. There can be ambiguous words formed by combining possible syllables. There are some shortcomings with the sole use of the decision tree for Thai language processing as the tree needs to use the grammar rules to construct it. If the grammar-rules are incorrectly defined, especially for the unknown words or words derived from other languages, the tree cannot generate suitable output. On the other hand, a dictionarybased word segmentation method needs no grammar rules but it needs all words to exist in the dictionary. If the potential words are not in the dictionary, the method cannot generate the output either.
This paper proposes a novel method of Thai word segmentation by combining a probability-based model using the six-state left-right Hidden Markov model (HMM) with the dictionary-based model using the decision tree. The HMM model is used to extract possible words combining several possibilities of syllables. If the probabilitybased model is used alone, the quality of the word segmentation heavily relies on the quality and quantity of the training data set. After words are formed as the output of HMM, the TCL's lexicon dictionary [11] is used to verify those words. The identified words are tagged according to their part of speech using this dictionary. If a word formulated from HMM cannot be identified by the dictionary, it is sent as a group of syllables to the decision tree to be identified as a possible word. The decision tree is trained to learn the patterns of combining syllables into words, by using the words that exist in the lexicon dictionary as a training set.
In this paper, we study the use of the combination of two different word segmentation techniques. We compared the results obtained by the proposed method with the results obtained by using the decision tree only, by using the six-state leftright HMM only, by using the three-state left-right HMM only, and by using the lexicon dictionary only. The proposed method significantly outperforms all other methods. The results show improvement in precision and recall for Thai language processing when applying the proposed method to a real-world data set.
The novel contribution of this paper is to develop a Thai word segmentation and processing method which combines the benefit of probabilistic and dictionary-based word segmentation together.
Problem Definition: Automatic Thai Language Processing
Thai characters are members of the Brahmic family of characters descended and modified from Brahmi [13] . The Thai written language does not use the conjunct consonant mechanism and independent vowel letters that are found in most Brahmic writing [13] . This makes Thai language processing more difficult [1, 9, 10, 12] .
There are 44 consonants and 32 vowel forms which can be written in front of, on top of, at the bottom of, and at the end of the consonants. In addition, four different tonal marks and special characters are used to form a Thai word. The smallest unit of Thai word is defined as a syllable which consists of at least one consonant with or without vowel(s). There is no space to separate among words or even sentences. Figure 1 shows an example of Thai text containing three paragraphs, four sentences, 211 words, and 282 syllables. Information processing of documents in Thai language is considered more difficult in comparison to English language. The reasons are manifold: (1) there is no simple way to determine where a syllable starts and ends; (2) once a symbol is recognised as a syllable, the problem becomes apparent as to where a word starts and ends; (3) the next problems is how words in a sentence can be segmented correctly according to their context; (4) what words make a sentence due to the absence of word boundary in a sentence; and (5) what sentences form a paragraph.
The Proposed Method Combining the HMM and Decision Tree Models
The proposed method of Thai word segmentation, as depicted in Figure 2 , combines the techniques of probabilistic (that is, non-dictionary based) and decision-tree (that is, dictionary based) modeling. The integration of these two techniques allows overcoming of the shortcomings of each individual technique. Both are different in detail or at the level of the analysis which makes the integrated process and result accurate. The process starts from syllable segmentation in Phase 1 by applying the standard language rules. The process is then followed by word segmentation in Phase 2. The initial word segmentation phase uses the HMM based non-dictionary word segmentation technique. When the first set of identified words are extracted using the HMM, the dictionary-based word segmentation technique with the lexical dictionary [11] is used in revising and combining the possible list of words before identifying the sentence. Any syllables unidentified by the dictionary are processed by the decision tree to turn into a tagged word. 
Phase 1: Syllable segmentation
This task includes the analysis of input strings in a document to separate syllables. The process uses the standard Thai syllable formation rules to extract possible syllables, using the necessary grammar rules to suit all possible Thai syllables. The input string is analysed by applying the grammar rules for identifying the possible pattern of the syllables. The intermediate result may have some ambiguous syllables. Due to this, the segmented syllables are then combined and formulated for the possible words using the Hidden Markov model in the next phase.
This research implemented the syllable rules to formulate syllables from the Thai strings existing in a document. The syllable rules include fifteen (15) Thai consonant rules and Thirty Three (33) syllable structure rules. Before applying these syllable rules, a string is parsed though the Thai syllable structure to identify the syllables present in the string. This formula is able to recognise a syllable formed by the combinations of 44 consonants, 21 vowels, and four different tonal marks. It can also recognise the Thai vowels located in three levels: upper, middle and lower levels. The Thai syllable structure is shown in the equation (1): The above formula stands true for every syllable formation. For example, a string "ซื ้ อขาย" consists of two syllables which are "ซื ้ อ" and "ขาย". The first syllable contains value for the following variables Ci ="ซ", Vc=" ื ", Tn="  ", and Vf = "อ". When the next consonant "ข"is detected in the next position of string, the next possible syllable is started. The second syllable consists of Ci="ข", Vc="า", and Cf="ย".
In order to form a syllable, a string is parsed using the above formula. Then, the syllable rules are applied to verify a syllable. The composition of a syllable in Thai language is unambiguous and can be defined by a set of fifteen (15) Thai consonant rules and thirty three (33) syllable structure rules. These are some examples of rules that are implemented to process a string:
• The initial vowel must not be in the last position of a syllable.
• The initial compound consonant must not be in the last position of a syllable.
• A final vowel and the previous character have to be grouped into a same unit.
• A Final vowel must be in the last position of a syllable.
• A Garun (a particular vowel) must not be in the initial vowel position.
• An Upper vowel must not be in the initial vowel.
• An Upper vowel must not be in the final vowel.
• A Lower vowel must not be in the initial vowel.
• A Lower vowel must not be in the final vowel.
• There must be only one Tonal mark in a syllable.
Phase 2: Word segmentation
The previous phase merges and groups the characters in the input string into syllables. Once the syllables are extracted, the next task is to identify combinations and form the possible words.
Word segmentation using HMM
The theory of a Hidden Markov Model (HMM) was derived from the Markov chains theory [2] . In an HMM, a state corresponds to each possibility and is not directly observable (i.e. it is hidden). Given a sequence of observation symbols, the HMM will be able to predict the probability of the sequence based on previous observations used to build the HMM. Given two sequences of observation symbols, the model communicates the probabilities of these two sequences. Therefore, it is possible to decide which one is better. In terms of applying HMM to the Thai word segmentation problem, if each state corresponds to a character position and the character values are the observation symbols, the HMM will be able to tell the best sequence of characters among a number of sequences given to the model.
In this paper, a left-right Hidden Markov model of six states is developed for Thai word segmentation. A six-state HMM model has been chosen after finding that the majority of words are the size of one to six syllables in the Thai TCL's lexicon dictionary developed by the Thai Computational Linguistics Laboratory [11] . In addition, the left-right model has been chosen because the Thai language is written from left to right [5] . In this model, a one-syllable word is discovered when the loop transition is at state 1, whereas, a multi-syllable word is discovered when the transition is from state 4 to state 1. A one-syllable word will pass only state 1, while a two-syllable word passes states 1 and 6. A three-syllable word passes states 1, 5, and 6, whereas, a four-syllable word passes states 1, 2, 5, and 6. A five-syllable long word passes states 1, 2, 3, 5, and 6, while, a six-syllable word passes states 1, 2, 3, 4, 5, 6 .
In order to determine the most suitable words in the document, a Hidden Markov Model can be represented by equation 2:
A is the state transition probability distribution matrix where a ij is the transition probability from state i to state j. B is a matrix in which each row contains the probability distribution of observation symbols in particular state. π is the initial state distribution in the vector of i column, which indicates how likely the whole sequence of the trials start from state i.
With the model in Figure 3 , the transition probability for the corresponding HMM model can be formulated as matrix A. This matrix shows the possibility of each word when in transit from one state to another state. Each word will pass a different group of states. The value will be calculated according to matrix A, B, and π. 45 , and a 55 are the ratios between the number of words within one syllable, with more than three syllables, with three syllables, with two syllables, with more than four syllables, with four syllables, with more than five syllables, with five syllables, with more than five syllables, and with more than six syllables respectively over the number of words in the training data set.
For initial state distribution π, every word must start from state 1. Therefore, [ ] To formulate B as the matrix of 6X6, an observation symbol will be counted in a particular state when each possible word is parsed into HMM. The counted values will be divided by the number of times the specific state is passed through [8] .
Once the matrices A, B and π are obtained, the HMM for the given data can be executed. If the HMM is used alone, the quality of the word segmentation heavily relies on the quality and quantity of the training data set. However, many words are inaccurately formed (as shown in experiments) and there remains a need to parse through the words with a dictionary to ensure the accuracy of the word and tag the words with its part-of-speech.
Dictionary-based Word segmentation using Decision Tree
After each word is identified by the HMM, the lexicon dictionary is used to tag the part-of-speech to each word. If a word is not identified by the lexicon, it is processed by the decision tree. The decision tree is trained with various information that a word in the lexicon dictionary has. All the words that exist in the lexicon dictionary form the training set for decision tree modeling. During the iteration, the tree is branched according to the frequency of the occurrence of the words. The attributes in the decision tree include the following information gathered from each word:
Left Mutual information and Right Mutual Information
The mutual information of the co-occurrence of the word [3] is calculated as one of the attributes in the tree. The mutual information on the left and the right [9] will be calculated as followed in equations (3) and (4):
where Lm is the left mutual information of the noticing string Rm is the right mutual information of the noticing string is the probability of the occurrence
Length of word
The number of syllables to form a word is counted as an attribute in the decision tree. The possible lengths of common Thai words are between one to six syllables.
Functional words
In the Thai language, there are many functional words such as "then" and "will". The appearance of these functional words may cause the grouping of syllables to form a word wrongly [9] . Therefore, a function Func(s) is considered as an attribute to eliminate these functional words from the string pattern. These attributes values are prepared for a total of 30,000 words that exist in the lexicon dictionary. The C4.5 learning algorithm [7] is used to train the decision tree with this data set. The unidentified words from the previous phase are tested with this trained decision tree using the patterns of combining syllables that exist in the words of training data.
The Proposed Method Combining the HMM and Decision Tree Models Empirical Analysis and discussion
The proposed method starts by applying the Thai language grammar rules to identify the syllables. Syllables are combined into possible words with HMM. The lexicon dictionary is then used in verifying the words and the words that are not verified by the dictionary are checked in the decision tree for identification as suitable words.
Data Set: There are two sets of input data used in the experiment. The first set of data is the legal documents that need to be processed for word segmentation. These legal documents are collected from the archive centre of the Court of Justice, Thailand [4] . All documents are civil cases which were pleaded between the years 2000 to 2003. There are a total of 300 cases collected that are used in experiments. In each case, there are about 5 -15 pages of the plaint document and about 10 -20 pages of the defend document. Each case also contains about 5 -10 pages of judgment verdict.
The second set of data is the TCL's Thai lexicon dictionary [11] . As stated earlier, there are 30000 unique words in the lexicon. The lexicon dictionary is used to verify and tag words from HMM. It is also used for training the decision tree.
Evaluation Criteria: Precision, recall, and F-measure are used as the evaluation criteria in experiments. Precision is the ratio of words retrieved compared to all of the words in the legal documents. Recall is the ratio of the relevant words retrieved compared to all relevant words in the legal documents. F-measure is the weighted harmonic mean of precision and recall.
10-fold CV experiments are used throughout the experiments and the average performance is reported along with standard deviation.
Empirical Analysis and discussion
Results obtained by the proposed method are compared with the results obtained by the decision tree only, by the six-state left-right HMM, by the three-state left-right HMM and by lexicon only.
Five (5) sets of comparative experiments are conducted to evaluate the proposed method. They are as follows:
• The six-state left-right HMM in the proposed method is replaced with the threestate left-right HMM to check whether the six-state left-right HMM is suitable for Thai processing. Results of the three-state left-right HMM are integrated with the Lexicon and C 4.5 decision tree as described in our method.
• The six-state left-right HMM is used alone for the word segmentation problem. It means that the decision tree and dictionary are not used to further enhance the quality of word segmentation. The output words produced from the HMM become the final word set.
• The three-state left-right HMM is also used alone for the word segmentation problem. It means that the decision tree and dictionary are not used to further enhance the quality of word segmentation.
• The lexicon dictionary is used alone to identify the words. The process of this experiment is as follows. The Thai language grammar rules are used to identify the syllables, then syllables are segmented. The first combination a group of syllables form becomes the word for lexicon if this word exists. Even though this may not be the correct interpretation.
• The decision tree is used alone to identify the words. The process of this experiment is as follows. The training dataset from each fold of 270 legal documents consists of an average of 534330 words for HMM. The decision tree training dataset consists of 30,000 records, each record representing a word in the lexicon dictionary. Each record is made of four (4) input attributes, namely Left mutual information, Right mutual information, length of words, and functional words, and one (1) binary output attribute that is a word formed or not. The test dataset in our experiments from each fold of 30 legal cases consists of an average of 57360 words. Table 1 shows the numbers of words and syllables found in the data set. This table also includes the number of words identified by the proposed method and other methods used for comparison. The numbers of words identified by the lexicon are the highest, 677846 for training dataset, and 62413 in test dataset. It can also be observed that the numbers of words identified by the lexicon are even more than the number of words in the documents (that are 534330 in training dataset and 57360 in test dataset). The reason is that when a group of syllables in a string is presented to the lexicon dictionary, it accepts the first possible combination of syllables found in the lexicon as a word. It ignores any other combination that may be formed as a word by adding more syllables next in the string. Consequently, most of the syllables in the input set matched with one-syllable words in the lexicon. It can also be observed from Table 2 that it has the least accuracy as a result.
The number of words identified by the six-state left-right HMM only is the lowest (34119 in training dataset and 37159 in test dataset). As HMM is a statistic-based method, the quality of the output depends upon the quality of training dataset. The number of identified words can be improved if there are more training datasets with good quality. There are approximately 20,000 words that HMM is unable to correctly identify. It can be seen that when we included the lexicon dictionary and decision tree model to further identify the words produced from HMM, the number is increased to 348623 for the training data set and 38862 for the test data set.
Besides, the experiment results also reveal that numbers of identified words by decision tree (356173 in training and 39458 in test dataset) are more in quantity than when only using HMM. This is because the DT is trained on the entire lexicon words. However, it can be seen that their accuracy is lower in comparison to our results. Table 2 reports the precision, recall, F-score measures, and elapsed times of the experiments. The precision, recall, F-Score values gained by our proposed method are the highest among other methods, whereas those of the lexicon dictionary only method give the lowest performance among other methods. This is because, when the syllables are compared with the lexicon, most syllables were matched with onesyllable words in the dictionary. The improvement is 55.23% for precision value and 27.27% for recall value for the test data set.
The precision and recall ratio on the test set is 63.34% and 41.68% respectively when the six-state left-right HMM alone is used to identify the words. The improvement is 15.62% for precision value and 12.49% for recall value when the outputs by HMM are combined with lexicon and DT.
The experiment also reports that if we change the HMM from six-state to be threestate left-right HMM [6] without using the decision tree, the precision ratio is dropped to 50.06% and the recall ratio is dropped to 32.18% in the test dataset. This number reveals that Thai words tend to be better segmented by using the six-state left-right HMM rather than using the three-state left-right HMM. When we combine the outputs of the three-state left-right HMM with the lexicon and the decision tree part, the precision ratio is increased to 59.72% and the recall ratio is slightly increased to 32.57%. It is, however, significantly lower than the proposed method.
Considering elapsed times in experiments, the proposed method consumed the maximum time of 56.51 seconds on training and 55.16 seconds on testing whereas the decision tree took the least time. The training dataset used only 10.06 seconds and the testing consumed 9.95 seconds. This is because the proposed method consumes the first period of time to retrieve the intermediate results using the six-state left-right HMM. The remaining time consumed are counted when unknown words from the HMM is parsed to the lexicon and the rest of unsegmented words parsed to the decision tree. The time consumed in the experiment on the decision tree only is the minimal since there is no intermediate result to pass to another process.
It can be ascertained based on the results reported in Table 1 and Table 2 that the proposed method produces the best results as it utilizes the strength of each individual method used. The words unidentified by the HMM only are further processed using the decision tree and the overall accuracy is enhanced.
Conclusion
In this paper, we combine the techniques of probabilistic method word segmentation as well as dictionary-based word segmentation together. Both of the techniques provide different advantages and drawbacks. The integration of these two techniques allows overcoming the shortcomings of each individual technique. Most are different in detail or the level of the analysis, which makes the results different. The initial word segmentation technique is developed by using the non-dictionary word segmentation. When the first set of words is extracted, the dictionary-based word segmentation is used to help revise and combine the possible list of words before identifying the sentence.
The proposed method is extensively evaluated against other methods. Results show that the proposed method significantly outperforms all other methods. The word segmentation accuracy (in terms of precision and recall ratio) can be further improved. Firstly, more training and testing data will help with improving the accuracy of the experiment. The data set used in this paper was collected from real legal cases. The number of cases lodged was limited in the specified period. If there were more cases, the accuracy would have been increased. Secondly, the nature of the words in these data sets is different from the nature of the words that exist in the lexicon dictionary used. The domain of collected data is in the legal domain, while, the dictionary used in refining the words is the general lexicon. Therefore, some legalspecific terms might not be present in the dictionary.
Future work includes experimentation with some more datasets and the construction of the domain-specific vocabulary that can be used with the dictionary, to help with segmenting the more suitable words according to the domain. We also plan to use the tagged words to discover the relationships of particular paragraphs in the plaint and the defend.
