Representability of Matroids by c-Arrangements is Undecidable by Kühne, Lukas & Yashfe, Geva
REPRESENTABILITY OF MATROIDS BY c-ARRANGEMENTS IS
UNDECIDABLE
LUKAS KÜHNE AND GEVA YASHFE
ABSTRACT. For a natural number c, a c-arrangement is an arrangement of dimension c
subspaces satisfying the following condition: the sum of any subset of the subspaces has
dimension a multiple of c. Matroids arising as normalized rank functions of c-arrangements
are also known as multilinear matroids. We prove that it is algorithmically undecidable
whether there exists a c such that a given matroid has a c-arrangement representation, or
equivalently whether the matroid is multilinear. It follows that certain network coding prob-
lems are also undecidable. In the proof, we introduce a generalized Dowling geometry to
encode an instance of the uniform word problem for finite groups in matroids of rank three.
The c-arrangement condition gives rise to some difficulties and their resolution is the main
part of the paper.
1. INTRODUCTION
1.1. c-Arrangement Representations. The main objects discussed in this article are ma-
troids and their generalizations polymatroids.
Definition 1.1. A polymatroid is a pair of a ground set E together with a rank function
r : P(E)→ R≥0 which is
(i) monotone: r(S) ≤ r(T ) for each S ⊆ T ⊆ E and
(ii) submodular: r(S) + r(T ) ≥ r(S ∪ T ) + r(S ∩ T ) for each S, T ⊆ E.
The pair (E, r) is called a matroid if r only takes integer values and additionally r(S) ≤ |S|
holds for any subset S ⊆ E.
It is a classical problem to study matroid representations by vector configurations or
equivalently hyperplane arrangements over some field, for an overview cf. [Oxl11, Chap-
ter 6]. Goresky and MacPherson extended this notion by introducing c-arrangements in the
context of stratified Morse theory [GM88]. For a fixed integer c ≥ 1, these are arrange-
ments of dimension c subspaces of a vector space such that the dimension of each sum of
these subspaces has dimension a multiple of c. This condition ensures that the associated
rank function normalized by 1
c
is the rank function of a matroid. A matroid arising in this
way is said to be representable as a c-arrangement. This generalizes the usual notion of
matroid representations which are just 1-arrangements. Goresky and MacPherson showed
for instance that the non-Pappus matroid which is not representable over any field is repre-
sentable as a 2-arrangement over C. Matroids arising as representations of c-arrangement
representations are also called multilinear matroids.
Fix a field F. The following is the multilinear representability problem over F:
Problem 1.2. Given a matroid M , does there exist a c ≥ 1 such that M is representable
as a c-arrangement over F?
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This question was posed by Björner where he states “the question of c-representability
of matroids is open, but probably hopeless.” [Bjö94, p. 333]. The main contribution of this
article is a computability theoretic result for c-arrangement representations.
Theorem 1.3. The multilinear representability problem is undecidable. This is true for
any field F. Moreover, the problem remains undecidable if the field remains unspecified, or
is allowed to be taken from some given set.
In this sense, Björner was correct; the representability question is indeed “hopeless”.
1.2. Related Work. Multilinear matroids found applications to network coding capacity:
In [ANLY00], Ahlswede et al. introduced a model for network information flow problems.
When the coding functions are constrained to be linear, these problems are related to poly-
matroid representability. In [ESG10], El Rouayheb et al. constructed linear network capac-
ity problems equivalent to multilinear matroid representability (cf. also [DFZ07] for a re-
lated construction). Theorem 1.3 together with Proposition 18 in [ESG10] thus implies that
the question whether an instance of the network coding problem has a linear vector coding
solution is also undecidable. Another application is to secret sharing schemes, see [SA98].
One can determine whether a given matroid is representable as a 1-arrangement over an
algebraically closed field via a Gröbner basis computation (cf. [Oxl11, p. 227]). In fact, the
same method can be adapted to decide c-arrangement representability for a fixed c ≥ 1. In
his Ph.D. thesis, Mnëv proved a universality theorem for realization spaces of oriented ma-
troids, cf. [Mnë88] for an exposition. Subsequently, Sturmfels observed that 1-arrangement
representability over the rational numbers Q is equivalent to Hilbert’s Tenth Problem for
Q, which asks whether a single multivariate polynomial equation over the integers has a
solution in Q [Stu87]. It is not known whether this is decidable.
An important class of matroids are Dowling geometries which are defined from finite
groups [Dow73]. In [BBEPT14], Beimel et al. characterized when a Dowling geometry is
representable as a c-arrangement in terms of fixed point free representations of its underly-
ing group. Our work is related to Dowling geometries and the above characterization: we
generalize Dowling’s construction and construct matroids which encode finitely-presented
groups. The issues we then have to deal with are directly related to the existence of fixed
points in matrix representations of these groups.
Multilinear matroid representations are special cases of two more general classes of ma-
troid representations. One of these is the class of matroids representable over a skew partial
field, where a c-arrangement representation over a field F is equivalent to a skew partial
field representation over the matrix ring Mc(F) [PvZ13]. The other is the class of entropic
matroids [Fuj78] and their equivalent definitions via partition representations [Mat99] or
secret sharing matroids [BD91]. These also contain the class of multilinear matroids. In
both cases it is conjectured that the inclusion of multilinear matroids in these classes is
strict. We will present an example of a matroid that is skew partial field representable but
not multilinear in forthcoming joint work with Rudi Pendavingh [KPY].
1.3. Uniform Word Problem for Finite Groups. The proof of Theorem 1.3 relates the
c-arrangement representability to the uniform word problem for finite groups (UWPFG):
Instance: A finite presentation 〈S | R〉 of a group, that is S is a finite set of generators
and R a finite set of relations in S, together with a word w which is a product of
elements in S and their inverses.
Question: Does every group homomorphism from the group defined by the presenta-
tion 〈S | R〉 to a finite group G map w to the identity in G?
Theorem 1.4 ([Slo81]). The uniform word problem for finite groups is undecidable.
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1.4. Structure of the Paper. This paper is organized as follows. In Section 2 we give
a high-level outline of the proof. Section 3 gives definitions and basic properties which
are used throughout the article. Generalized Dowling geometries and their relation to the
uniform word problem are explained in Section 4. In Section 5 to Section 8 we develop
several technical tools as explained in the outline. We put these tools together to prove
Theorem 1.3 in Section 9.
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2. OUTLINE OF THE PROOF
The first idea in the proof is a generalized Dowling geometry, which is a matroid that
encodes a set of multiplicative relations between matrices of unspecified size (had we been
in the setting of linear representations of matroids, we would have had scalars from a field
instead). This is essentially a von Staudt construction which encodes only multiplicative
relations (the Dowling geometries, originally introduced in [Dow73], are a special case).
•b(1) • b(2)
•
b(3)
•
x(1)
•
y(1)
•
z(1)
•
w(1)
•x(3)
•y(3)
•z(3)
•w(3)
• x(2)
• y(2)
• z(2)
• w(2)
Figure 1. A geometric depiction of a triangle matroid. Each side contains copies
of the generators x, y, y, z. The triples {x(1), y(2), z(3)} and {y(1), x(2), w(3)} form
two circuits of the matroid.
The construction of generalized Dowling geometries is carried out in Section 4. It takes
as input an instance 〈S | R〉, w of the UWPFG (uniform word problem for finite groups)
and outputs a matroid NS,R.
The matroid NS,R is a triangle matroid, or frame matroid of rank three, which means it
is is a matroid of rank three with a distinguished basis such that all other elements are on
the lines spanned by this basis. Figure 1 shows a geometric depiction of a triangle matroid.
In our construction, the points on each side of the triangle correspond with the elements of
the generating set S and their inverses. They are marked by an upper index to distinguish
between different sides (see the figure above).
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A c-arrangement representation of the triangle matroid corresponds to a block matrix with
blocks of size c × c, having three block rows and a block column for each element of the
matroid. This block matrix can be brought into a normal form such that an element a(i) for
1 ≤ i ≤ 3 has the blocks −Ic, Ai, 0 in the rows i, i + 1, i + 2 respectively (regarding the
indices cyclically modulo three) where Ic is the identity matrix and Ai ∈ GLc(F). Further-
more, we add circuits to the matroid NS,R to guarantee that the matrices corresponding to
x(1), x(2), x(3) are all equal to the same matrix X ∈ GLc(F). Lemma 3.6 then shows that
the elements x(1), y(2), z(3) form a circuit in the matroid if and only if their corresponding
matrices satisfy Y X = Z−1.
Hence, the matrices in c-arrangement representations of the matroid depicted in Fig-
ure 1 satisfy Y X = Z−1 and XY = W−1. By construction, z(3) and w(3) are different
elements in the matroid which means that the matroid is only representable if there are
X, Y ∈ GLc(F) such that XY 6= Y X . This implies that the matroid can only be repre-
sentable by c-arrangements for c ≥ 2. This reflects the result of Goresky and MacPherson
that the non-Pappus matroid is representable as c-arrangement for c ≥ 2 [GM88, p. 257].
In later sections, we manipulate this matroid and exhibit a family of matroids such that
at least one of them is representable as a c-arrangement if and only if the given UWPFG
instance has a negative answer.
Any group representation of 〈S | R〉 in GLc(F) gives rise to a subspace arrangement
where each subspace is of dimension c. Such arrangements often do not represent the ma-
troid NS,R as c-arrangements, and we call them weak c-representations. The issue already
arises in the matroid depicted in Figure 1: the sum of the subspaces corresponding to the
elements x(1) and y(1) is of dimension 2c if and only if X − Y is invertible. This is not the
case for all pairs of non-commuting matrices.
To overcome this hurdle we develop an algebraic construction, inflation, in Section 5. As
an example consider the subspaces of x(1) and y(1) which have a non-trivial intersection as
depicted in Figure 2a. We add new subspaces to each of these subspaces such that their
intersection is of dimension c. To ensure that the sum of the subspaces corresponding to
x(1) and y(1) intersects the subspace corresponding to the sum of b(1) and b(2) in a subspace
of dimension a multiple of c, we add two more subspaces to x(1) and y(1) that lie in on a
line which intersects the line spanned by b(1) and b(2) non-trivially. This second step is de-
picted in Figure 2b. The arrangement resulting from this procedure depends on the original
b(1) b(2)x(1) y(1)
(a) Inflation of two elements.
b(1) b(2)
P
x(1) y(1)
(b) Infaltion with respect to the basis.
Figure 2. The two inflation steps as explained in the last paragraph. The colored
shapes above the line through b(1) and b(2) are the added subspaces in both figures.
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arrangement, but its rank function does not. Furthermore, the resulting full arrangement
contains enough information to reconstruct the original one.
Section 6 carries out an analogous combinatorial construction for polymatroids.
In Section 7 we show that applying sufficiently many inflation steps, one can obtain a c-
arrangement. Along the way, we show the combinatorial and algebraic inflation procedures
are compatible. This compatibility is central to the rest of the proof.
In Section 8, we perform the final technical construction necessary to relate these inflated
polymatroids to the UWPFG: we show that, from a inflation of NS,R, one can produce a
finite set of matroids such that at least one is representable as a c-arrangement if and only if
the UWPFG has a negative answer. The key to relating inflations of NS,R to the UWPFG is
being able to detect combinatorially whether a certain pair of subspaces is equal, and this is
the main goal of the section. We conclude by proving the main theorem in Section 9.
3. PRELIMINARIES
In this section we collect definitions and basic properties which will be used throughout
the article. We also need some elementary matroid theory, but we will not cover it here. We
recommend the beginning of Oxley’s book [Oxl11].
3.1. Subspace Arrangements.
Definition 3.1. Let V be a vector space over a field F and letE be a finite set. A subspace
arrangement A is a set of subspaces {Ae}e∈E where Ae is a subspace of V for each e ∈ E.
For a subspace arrangement A we will use the notation AX :=
∑
e∈X Ae for any subset
X ⊆ E. Further,
(a) We call A c-homogeneous for some c ≥ 1 if dimAe = c for all e ∈ E.
(b) We call A c-admissible for some c ≥ 1 if for any subset X ⊆ A the dimension of
AX is a multiple of c.
(c) A c-arrangement is a subspace arrangement which is both c-homogeneous and c-
admissible.
The notion of a c-admissible subspace arrangement is not standard, but will be useful in
Section 8.
Remark 3.2. Note that c-arrangements are often equivalently defined as subspace arrange-
ments such that all intersections are of codimension a multiple of c. We prefer to work in
the dual framework, with subspaces of dimension c and sums instead of intersections. This
duality is the same as that between matroid representations and hyperplane arrangements:
it takes a subspace of a vector space V to its annihilator in the dual V ∗. Taking a sum of
subspaces is dual to taking their intersection.
Definition 3.3. To a subspace arrangement A = {Ae}e∈E over the field F we define two
rank functions on the power set P(E). Fix a subset X ⊆ E.
(a) The usual rank function rA : P(E)→ N is defined by rA(X) := dim(AX).
(b) For any c ≥ 1 we define the normalized rank function rcA : P(E) → Q by setting
rcA(X) :=
1
c
dim(AX).
Remark 3.4. A c-homogeneous subspace arrangement A is a c-arrangement if and only if
its normalized rank function rcA takes only integral values.
Now we can define when a matroid is representable by a c-arrangement. In our proofs
we will additionally need a weaker notion of representations, due to the issues arising from
subspaces having non-trivial intersections as discussed in Section 2.
Definition 3.5. Fix a matroid M on the ground set E with rank function r.
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(a) A matroid M = (E, r) is called multilinear of order c over a field F if there exists a
c-arrangement A = {Ae}e∈E such that their (normalized) rank functions agree, i.e.
r(X) = rcA(X) for any X ⊆ E. We say that the c-arrangement A represents the
matroid M in that case.
(b) To define a weaker representability notion, we fix a basis B of the matroid M . We
say that a c-homogeneous subspace arrangement A = {Ae}e∈E weakly represents
M with respect to the basis B if r(X) ≥ rcA(X) for all subsets X ⊆ E and r(Y ) =
rcA(Y ) for all subsets Y ⊆ E with |Y \B| ≤ 1. In this case, we also sayA is a weak
c-representation of M .
Our proofs often use the following dimension formula without explicitly mentioning it:
If U1, U2 are finite dimensional subspaces of a vector space V then
dim(U1 + U2) = dim(U1) + dim(U2)− dim(U1 ∩ U2).
3.2. Linear-algebraic Calculations. The following three lemmas are collected here to
avoid cluttering later sections. The first is a basic tool in Section 4. The other two will
be used to bound the intersections of certain subspaces in Section 8.2.
Lemma 3.6. Let F be a field and A,B,C ∈Mk(F) any k × k matrices.
(a) The block matrix
[ −Ik −Ik
A B
0 0
]
has rank k + rk(B − A).
(b) The block matrix
[ −Ik 0 C
A −Ik 0
0 B −Ik
]
has rank 2k + rk(BAC − Ik).
Proof. In the case of (a), we multiply the matrix from the right with the invertible block
matrix
[
Ik −Ik
0 Ik
]
which preserves its rank. Thus, we obtain the block matrix
[ −Ik 0
A B−A
0 0
]
which immediately implies the claim on its rank.
Analogously for the case (b), we multiply the matrix from the right with the invert-
ible block matrix
[ Ik 0 C
0 Ik AC
0 0 Ik
]
which preserves its rank. Hence, we obtain the block matrix[ −Ik 0 0
A −Ik 0
0 B BAC−Ik
]
which finishes the proof. 
Lemma 3.7. Let σ ∈ Sk be a permutation with no fixed points, i.e. a derangement, and
Pσ the corresponding k × k permutation matrix over some field F. Then rk(Pσ − Ik) ≥ k2 .
Proof. Consider the graph Gσ with vertices {1, . . . , k} having an an edge {i, j} if σ(i) =
j. The matrix Pσ − Ik is a representation matrix of the graphic matroid M(Gσ) over F
(cf. [Oxl11, Lemma 5.1.3]).
Suppose σ has a decomposition into r disjoint cycles. This implies the graph Gσ consists
of r disjoint cycles, so M(Gσ) is a direct sum of r circuits. Therefore, we have
rk(Pσ − Ik) = rk(M(Gσ)) = k − r.
By assumption σ is a derangement which means that each cycle has length at least two. The
result now follows from the fact that σ has at most k
2
cycles. 
Corollary 3.8. Let G be a finite group and let {Pg}g∈G be the permutation matrices of
its regular representation (these are the permutation matrices of G’s action on itself by left
multiplication). Then for any distinct g1, g2 ∈ G:
rk(Pg1 − Pg2) ≥
|G|
2
.
Proof. Note that Pg is the permutation matrix of a derangement for any g ∈ G other than e:
otherwise, in the action of G on itself by left multiplication, g has a fixed point, say h, and
gh = h; but this implies g = e.
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For distinct g1, g2 ∈ G
rk(Pg1 − Pg2) = rk((Pg1 − Pg2)P−1g2 ),
since P−1g2 is invertible. Thus Lemma 3.7 implies
rk(Pg1 − Pg2) = rk(Pg1g−12 − I|G|) ≥
|G|
2.

3.3. Group Presentations. We collect basic definitions for group presentations and refer
to the book by Lyndon and Schupp for details [LS77].
Definition 3.9. Let 〈S | R〉 be a finite presentation, that is S is a finite list of symbols
and R is a finite set of words in S and their inverses. Let FS be the associated free group
generated by S, and let N be the normal closure of the subgroup generated by R in FS . We
define the group GS,R := FS/N . Two presentations 〈S | R〉 and 〈S ′ | R′〉 are equivalent if
the groups GS,R and GS′,R′ are isomorphic.
To simplify the constructions below we will restrict ourselves to presentations with rela-
tions of length three. Using Tietze transformations, one can reduce to this situation from the
general case. We state this in a lemma.
Lemma 3.10. Any finite presentation of a group 〈S | R〉 is equivalent to a finite presen-
tation 〈S ′ | R′〉 where R′ consists of relations of length three only. Moreover, any instance
of a UWPFG 〈S | R〉, w can be equivalently reformulated such that any word in R is of
length three and w ∈ S.
3.4. Characteristic of the Field. Rado proved that a matroid which is representable as a 1-
arrangement over a field F, that is linearly representable in the usual sense, is representable
over a finite algebraic extension over the prime field of F [Rad57]. The proof uses Hilbert’s
Nullstellensatz and directly translates to the situation of c-arrangement representations.
Proposition 3.11. Let A be c-arrangement over a field of characteristic p ∈ P ∪ {0}
representing a matroid M . Then, M has a c′-arrangementA′ representation over the prime
field of characteristic p.
Proof. The discussion above shows that we can assume thatA is a c-arrangement in a vector
space V over a field L which is a finite extension of degree d over its prime field F. Since
V is also a vector space over F and dimF(U) = d dimL(U) for any finite-dimensional
subspace of V , the arrangement A is naturally a (c · d)-arrangement over the prime field F.
Their normalized rank functions agree. 
Using this proposition we may assume to work over an arbitrary infinite field. All follow-
ing proofs are not dependent on the characteristic of the field. We mention that the proofs
also work for a subspace representation over a specified set of characteristics.
3.5. Genericity. We will often choose generic subspaces of a given vector space. Essen-
tially, a generic subspace is one which does not satisfy some given collection of Zariski-
closed conditions.
Consider for example the following situation: we are given a vector space V and a sub-
space W of V . If U is of dimension complementary to W in V , we expect W +U = V ; this
is a generic condition on U , in the sense that it is satisfied on a dense Zariski-open subset of
the subspaces of appropriate dimension.
The example is almost as general as we need here. When we say U is chosen generically
from some family F of subspaces of V , we mean the following: for each W in some family
G of subspaces of V ,
dim(U +W ) = max{dim(U ′ +W ) | U ′ ∈ F}.
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In this paper, the family F is always the family of d-dimensional subspaces of some fixed
subspace of V . The family G is not specified explicitly, but there is always a suitable finite
G. Under these conditions, there is always a U ∈ F fulfilling the genericity condition as
long as the field is infinite.
4. GENERALIZED DOWLING GEOMETRIES
In this section we reduce the uniform word problem for finite groups (UWPFG) to a prob-
lem on weak c-arrangements: given an instance of a UWPFG, we construct a matroid M
such that the given instance has a negative answer if and only if for some c, M has a weak
c-representation which satisfies an additional condition.
To do this we encode group presentations in matroids which we call generalized Dowling
geometries. These matroids all have a special form which simplifies many calculations, and
which we describe first.
Definition 4.1. We call a matroid M = (E, r) a triangle matroid if it is of rank three and
there exists a basis B = {b(1), b(2), b(3)} such that all elements of E are contained in the flats
spanned by {b(1), b(2)}, {b(1), b(3)} or {b(2), b(3)}. To ease our notation we call
(a) the elements in B the vertices of the triangle,
(b) the flats {b(1), b(2)}, {b(1), b(3)} or {b(2), b(3)} the sides of the triangle, and
(c) the elements of E bottom, left, and right elements if they lie on the flats {b(1), b(2)},
{b(1), b(3)}, and {b(2), b(3)} respectively.
Additionally, for any subset S ⊆ E, we denote by CM(S) a subset in B such that r(S) =
r(S ∪ CM(S)) = r(CM(S)). In other words, CM(S) is a subset of B such that the closures
of S and of CM(S) are equal. If it exists CM(S) is unique. Otherwise, we set CM(S) := ∅.
Remark 4.2. A triangle matroid is the same as a frame matroid of rank three as introduced
by Zaslavsky [Zas94]. We will not use any non-trivial property of frame matroids.
Figure 1 depicts a geometric representation of a triangle matroid. In the following we
construct generalized Dowling geometries from group presentations.
Definition 4.3 (Generalized Dowling Geometry). Let 〈S | R〉 be a finite presentation of
a group. By Lemma 3.10 we can assume that any relation in R is of length three.
We construct a triangle matroidNS,R on the ground setES,R with basisB = {b(1), b(2), b(3)}
by describing its dependent flatsFS,R of rank 2, where we regard the indices cyclically mod-
ulo 3:
ES,R :={b(i), e(i), x(i), x−1(i) | 1 ≤ i ≤ 3 and x ∈ S},
FS,R :={
⋃
x∈S
{x(i), x−1(i)} ∪ {e(i), b(i), b(i+1)} | for any fixed 1 ≤ i ≤ 3}∪
{{x(i), x−1(j) , e(k)} | for x ∈ S and pairwise different 1 ≤ i, j, k ≤ 3}∪
{{e(1), e(2), e(3)}} ∪ {{x(2), y(1), z(3)} | for any xyz ∈ R}.
This defines a unique matroid of rank 3 with basis B, since B is not contained in any
of these subsets, and any two distinct such rank 2 flats intersect in at most one element
(cf. [Oxl11, Proposition 1.5.6]).
To relate linear (group) representations of 〈S | R〉 to the matroid NS,R, we investigate
its weak c-representations with respect to the basis B as defined in Definition 3.5 (b). To
work with such representations, we will regard them as block matrices of size 3c× |ES,R|c
with blocks of size c × c. The block columns are indexed by the elements of ES,R, and
the c columns in each block column are a basis for the corresponding subspace in a weak
representation.
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Recall that the regular representation of a finite group G with n := |G| over any field F
is a linear representation ρ : G 7→ GLn(F) induced by the action of each element g ∈ G on
G itself by left multiplication.
Proposition 4.4. Let 〈S | R〉 be a finite presentation of a group with relations of length
three and let G be a finite group with a homomorphism ϕ : GS,R → G. Set n := |G|
and fix any field F. Let ρ : G → GLn(F) be the regular representation of G. Then the
n-homogeneous subspace arrangement AG,ϕ over F given by the 3n × |ES,R|n block ma-
trix AG,ϕ is a weak n-representation of the matroid NS,R with respect to the basis B:
AG,ϕ :=
b(1) b(2) b(3) x(1) x(2) x(3) In 0 0 −In · · · 0 · · · ρ(ϕ(x)) · · ·0 In 0 ρ(ϕ(x)) · · · −In · · · 0 · · ·
0 0 In 0 · · · ρ(ϕ(x)) · · · −In · · ·
.
Proof. Each block column of AG,ϕ of size 3n × n is indexed by an element of the ma-
troid NS,R. This correspondence defines a subspace arrangement A = {Ae}e∈ES,R where
the subspace Ae is spanned by the column vectors of the block column e. So in particular
we have
Ax(1) = span
[ −In
ρ(ϕ(x))
0
]
, Ax(2) = span
[ 0
−In
ρ(ϕ(x))
]
and Ax(3) = span
[
ρ(ϕ(x))
0
−In
]
,
for any x ∈ S or x−1 ∈ S. The normalized rank rnAG,ϕ of any subset of elements in ES,R
containing only bottom, right or left elements is at most 2 since it involves at most two
non-zero blocks by definition of the matrix AG,ϕ.
Next consider any three elements x(2), y(1), z(3) of ES,R with x, y, z elements of S, in-
verses of elements of S or neutral elements in GS,R. By Lemma 3.6 b) we have
rnAG,ϕ({x(2), y(1), z(3)}) = 2 +
1
n
rk(ρ(ϕ(x))ρ(ϕ(y))ρ(ϕ(z))− In)
= 2 +
1
n
rk(ρ(ϕ(xyz − e))).
This implies that any circuit of NS,R of the form {x(2), y(1), z(3)} for a relation xyz ∈ R
corresponds to a subset ofAG,ϕ of normalized rank 2 since we have xyz = e in GS,R in this
case. The same argument holds for circuits of the form {x(i), x−1(j) , e(k)} for any x ∈ S and
pairwise different indices 1 ≤ i, j, k ≤ 3.
Clearly we have rnAG,ϕ({a}) = 1 for any element a ∈ ES,R. Lastly, consider any subset
of the form {b(i), x(j)} for indices 1 ≤ i, j ≤ 3 and x ∈ S or x−1 ∈ S. By symmetry we
can without loss of generality assume i = 1 and j = 1. Hence, this subset corresponds to
the block matrix
[
In −In
0 ρ(ϕ(x))
0 0
]
which is of rank 2n since the matrix ρ(ϕ(x)) is by assumption
invertible. Thus, we obtain rnAG,ϕ({b(1), x(1)}) = 2. The cases of subsets containing two or
three elements of the basis {b(1), b(2), b(3)} and one additional element can be checked in the
same way. This completes the proof that AG,ϕ is a weak representation of the matroid NS,R
with respect to the basis {b(1), b(2), b(3)}. 
Conversely, the next proposition shows how to obtain a group from a weak representation
of NS,R.
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Proposition 4.5. Let again be 〈S | R〉 be a finite presentation of a group with relations of
length three and consider the matroid NS,R. Any weak c-representation A of NS,R with re-
spect to the basis {b(1), b(2), b(3)} over a field F yields a group GA that is a finitely generated
subgroup of GLc(F) and a group homomorphism ϕA : GS,R → GA.
Proof. Let A = {Ae}e∈ES,R be a weak c-representation of the matroid NS,R with respect to
the basis {b(1), b(2), b(3)} over a field F. The arrangements A yields a 3c × |ES,R|c block
matrix over F where each 3c×c block column is indexed by an element of the matroid NS,R
and contains a basis of the corresponding subspace in A.
We perform the following invertible operations which preserve the underlying combina-
torial structure:
(a) After a change of coordinates of the ambient vector space F3c, we can assume that
the matroid basis {b(1), b(2), b(3)} is represented by the block matrix
[
Ic 0 0
0 Ic 0
0 0 Ic
]
. This
can be accommodated by multiplying the entire matrix by an invertible matrix of size
3c from the right.
(b) Consider x(1) any bottom element of the matroidNS,R. Since rS,R({b(1), x(1), b(2)}) =
rS,R({b(1), x(1)}) = rS,R({x(1), b(2)}) = 2 where rS,R is the rank function of the ma-
troid NS,R, the normalized rank rcA of the corresponding sets of subspaces ofAmust
be 2 as well. Hence, the block column of x(1) is of the form
[
X′1
X′′1
0
]
where X ′, X ′′
are invertible c × c matrices. Analogous arguments show that the block columns of
any right and left elements of NS,R are of the form
[
0
X′2
X′′2
]
and
[
X′3
0
X′′3
]
for suitable
invertible c× c matrices X ′2, X ′′2 , X ′3, X ′′3 respectively.
(c) After multiplying the block column e(1) and the second block row from the right with
an invertible matrix of size cwe can assume that the block column e(1) is
[ −Ic
Ic
0
]
. Sim-
ilarly after multiplying the block column e(2) and the third block row, we can assume
that the block column e(2) is
[
0
−Ic
Ic
]
. Subsequently, we perform a multiplication from
the right on the block column e(3) after which it is of the form
[
E3
0
−Ic
]
for some invert-
ible c× c matrix E3. Since {e(1), e(2), e(3)} is a circuit of NS,R Lemma 3.6 b) implies
that E3 − Ic = 0 which implies E3 = Ic.
(d) Lastly, by multiplying every block column again by a suitable invertible matrix of
size c from the right we can assume that the block matrix defining A is of the fol-
lowing form where Tx(i) is an invertible matrices for any x ∈ S and 1 ≤ i ≤ 3:
b(1) b(2) b(3) e(1) x(1) e(2) x(2) e(3) x(3)
Ic 0 0 −Ic −Ic · · · 0 0 · · · Ic Tx(3) · · ·0 Ic 0 Ic Tx(1) · · · −Ic −Ic · · · 0 0 · · ·
0 0 Ic 0 0 · · · Ic Tx(2) · · · −Ic −Ic · · ·
.
Now consider the elements x(1), x(2), x(3), x−1(1) , x−1(2) , x−1(3): The circuits of the form
{x(i), x−1(j) , e(k)} for pairwise different 1 ≤ i, j, k ≤ 3 in connection with Lemma 3.6 b)
imply T−1
x(i)
= T
x−1(j) for any i 6= j. A second application of the same lemma implies
Tx(i) = Tx(j) and Tx−1(i) = Tx−1(j) for all i 6= j.
For a relation xyz ∈ R the elements {x(2), y(1), z(3)} form a circuit of the matroid NS,R.
Since the arrangement A is a weak c-representation of NS,R the normalized rank of the
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corresponding subspaces is at most 2 which implies that the block matrix
[
0 −Ic Tz(3)
−Ic Ty(1) 0
T
x(2)
0 −Ic
]
is of rank at most 2c. Thus, Lemma 3.6 b) implies
(1) Tx(2)Ty(1)Tz(3) = Ic.
Now we set the group GA to be generated by the matrices Tx(1) for all x ∈ S. Hence,
GA is a finitely generated subgroup of GLc(F). We define the group homomorphism ϕA :
GS,R → GA by setting ϕA(x) := Tx(1) for any x ∈ S. Equation (1) implies that this
homomorphism is well-defined, i.e. respects the relations R of GS,R. 
In the following theorem we establish the connection between the UWPFG and weak c-
representations. Lemma 3.10 allows to assume without loss of generality that the relations
are of length three and the word w is an element of S.
Theorem 4.6. Consider a UWPFG instance given by finite presentation 〈S | R〉 and an
element w ∈ S. Then, the answer to this instance is negative, i.e. there exists a finite group
G with a homomorphism ϕ : GS,R → G and ϕ(w) 6= eG, if and only if there exists a weak
c-representationA = {Ae}e∈ES,R over a field F of the matroidNS,R with respect to the basis
{b(1), b(2), b(3)} such that
(2) rcA({w(1), e(1)}) > 1.
Proof. First, assume that there exists a finite group G with a homomorphism ϕ : GS,R → G
and ϕ(w) 6= eG. Set n := |G|. Proposition 4.4 shows that there exists a n-homogeneous
subspace arrangementAG,ϕ = {Ae}e∈ES,R over any field F induced by the regular represen-
tation ρ : G→ GLn(F) weakly representing NS,R. To investigate the word w ∈ S in G we
can compute using Lemma 3.6 a)
rnAG,ϕ({w(1), e(1)}) =
1
n
rk
[ −In −In
ρ(ϕ(w)) ρ(ϕ(e))
0 0
]
= 1 +
1
n
rk(ρ(ϕ(w))− In).
The assumption ϕ(w) 6= eG implies ρ(ϕ(w)) 6= In. Therefore, Equation (2) holds.
Conversely, assume that there exists a weak c-representation A = {Ae}e∈ES,R over a
field F of the matroid NS,R with respect to the basis {b(1), b(2), b(3)} such that Equation (2)
holds. Proposition 4.5 shows that there exists a group GA that is a finitely generated sub-
group of GLc(F) with a group homomorphism ϕA : GS,R → GA. By construction of GA
we can compute using again Lemma 3.6 a)
rcA({w(1), e(1)}) =
1
c
rk
[ −Ic −Ic
ϕA(w) ϕA(e)
0 0
]
= 1 +
1
c
rk(ϕA(w)− Ic).
Thus, Equation (2) implies ϕA(w) 6= Ic.
By Malcev’s thoerem the group GA is residually finite since it is a finitely generated
linear group [Mal40]. Therefore, there exists a finite group H with a group homomorphism
ϕH : GA → H such that ϕH(ϕA(w)) 6= eH where eH is the neutral element in H . Hence,
the pair (H,ϕH ◦ ϕA) is an instance of 〈S | R〉 with ϕH(ϕA(w)) 6= eH which means the
given UWPFG instance has a negative answer. 
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5. ALGEBRAIC INFLATION
We develop an algebraic inflation procedure as outlined in Section 2 to produce a c-
admissible arrangement from a weak c-representation. The inflation consists of two steps.
Both steps use an elementary inflation procedure which we describe first.
5.1. Elementary Inflation. Let U = {Ue}e∈E be a subspace arrangement, c ∈ N and
S ⊆ E a subset.
Intuitively, the idea is to pick a subspace W of the ambient vector space of the arrange-
ment, and then to extend each subspace Ue by a generic c-dimensional subspace of W .
Formally, denote the ambient vector space of U by V and embed V together with the
arrangement U in a larger vector space V˜ of large enough dimension. Let S ⊆ E and let
W ⊆ V˜ be a subspace of dimension at least c. Note that W may intersect V non-trivially.
In this situation we construct a new subspace arrangement U˜ as follows.
(a) Choose |S|-many generic subspaces W1, . . . ,W|S| of W , each of dimension c.
(b) Denote S = {s1, . . . , s|S|}. The new subspace arrangement U˜ lives in V˜ and consists
of the subspaces U˜si := Usi +Wi for i = 1, . . . , |S| together with U˜e := Ue for all
e ∈ E \ S.
Remark 5.1. Up to an automorphism of V˜ fixing V , a subspace W ⊆ V˜ is determined by
its dimension together with its intersection with V . This will suffice for our uses of this
construction, and we will give this data instead of constructing W, V˜ in what follows.
Note in particular that it suffices to take V˜ of dimension dim(V ) + dim(W ).
Definition 5.2. The arrangement resulting from an application of the elementary inflation
construction above to the arrangement U , the subset S ⊆ E, and a subspaceW of dimension
d satisfying W ′ = W ∩ V will be denoted by EIc(U , S, d,W ′). The subspace W , when
needed explicitly, will be denoted byWc(U , S, d,W ′).
It is not difficult to describe the effect of an elementary inflation on the rank function. To
simplify the exposition we make rather strong assumptions on d and W ′ which are satisfied
in all our applications of the elementary inflation below.
Lemma 5.3. Let U = {Ue}e∈E be a subspace arrangement in V , S ⊆ E a subset,
W ′ ⊆ V a subspace, and c, d ∈ N. Assume that c(|S| − 1) ≤ d ≤ c|S| and dimW ′ ≤ c.
Define U ′ := EIc(U , S, d,W ′). Then for any T ⊆ E it holds
dimU ′T − dimUT =
{
c|S ∩ T |, S 6⊆ T,
d− dim(UT ∩W ′), S ⊆ T.
Proof. Denote the subspace used in the elementary inflation by W := Wc(U , S, d,W ′)
and WS∩T :=
∑
t∈T∩SWt where Wt are the generic subspaces in W as defined in the
construction of the elementary inflation. Then, we can compute
dimU ′T − dimUT = dim(UT +WS∩T )− dimUT
= dim(WS∩T )− dim(UT ∩WS∩T )
= min{d, c|S ∩ T |} − dim(UT ∩WS∩T ),(3)
where the last equality holds since the subspaces Wt are chosen generically in the subspace
W of dimension d. Now, we distinguish two cases:
Case 1: S 6⊆ T . By the assumption on W we have dim(UT ∩W ) ≤ dim(W ) ≤ c.
Thus, we have dim(UT ∩ W ) ≤ d − c|S ∩ T | by the assumption on d. Hence,
the genericity of Wt implies dim(UT ∩WS∩T ) = 0 and we obtain by Equation (3)
dimU ′T − dimUT = c|S ∩ T |.
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Case 2: S ⊆ T . In this case, WS∩T = W which implies that UT ∩WS∩T = UT ∩W ′.
Therefore, Equation (3) implies dimU ′T − dimUT = d− dim(UT ∩W ′). 
5.2. Extensions and Full Arrangements. The main idea of the inflation construction is to
extend a given weak c-representation outside of the subspace spanned by the basis of the
matroid in such a way that, after sufficiently many applications of the procedure, the ranks
of the subspaces no longer depend on the particular weak representation but only on the
combinatorics of the matroid. Further, the original weak representation can be reconstructed
from any iterated inflation (but this last property does not hold for the rank functions).
Before describing the details of the construction, we define a class of subspace arrange-
ments containing those that arise from iterated inflations.
Definition 5.4. Let U = {Ue}e∈E be a subspace arrangement in a vector space V and let
M = (E, r) be a triangle matroid with a distinguished basis B. We call U an extension of
a weak c-representation of M with respect to B, or for short an extension of M , if {Ue ∩
UB}e∈E is a weak c-representation of M with respect to B and we have for every T ⊆ E
and D ⊆ B
(4) dim(UT ∩ UD) ≤ c(r(T ) + r(D)− r(T ∪D)).
If inflations of weak c-arrangements are to be extensions, it follows that the inflation
construction may never modify the dimensions of subspaces corresponding to subsets of the
original basis, because one can take T = D in the equation above.
Further, if U = {Ue}e∈E extends a weak c-representation of M and its rank function
depends only on the combinatorics ofM , the dimension of US∩UB for some S ⊆ E cannot
depend on the original weak c-representation. The following definition of a defect gives the
difference between the dimension of each intersection US ∩ UB and what it ought to be.
Definition 5.5. Let M = (E, r) be a triangle matroid with a distinguished basis B and
U = {Ue}e∈E an extension of a weak c-representation of M with respect to B. For a subset
S ⊆ E we define the defect of S to be defU(S) = c ·r(S)−dim(US ∩UB). We call a subset
S ⊆ E full with respect to the basis B, or just full for short, if defU(S) = 0.
The following lemmas are crucial to our inflation procedure. At first, we provide bounds
for the defect of a subset.
Lemma 5.6. Let M = (E, r) be a triangle matroid with distinguished basis B and
U = {Ue}e∈E be an extension of a weak c-representation of M with respect to B. Let
S ⊆ E \B such that every S ′ ( S is full. Then we have
0 ≤ defU(S) ≤ c.
Proof. The fact that U is an extension of M implies dim(US ∩UB) ≤ c ·r(S) which implies
0 ≤ defU(S). Now, choose a subset S ′ ( S such that r(S ′) = r(S) − 1. The assumption
that S ′ is full implies
c · (r(S)− 1) = c · r(S ′) = dim(US′ ∩ UB) ≤ dim(US ∩ UB).
Rearranging the terms yields defU(S) ≤ c. 
As a second step, we relate the defect with the subset of the basis CM(S). Recall, that
for a triangle matroid M = (E, r) with basis B the set CM(S) ⊆ B is defined such that
r(S) = r(S ∪ CM(S)) = r(CM(S)) if such a subset exists and CM(S) = ∅ otherwise.
Since the closures of distinct subsets of a basis are distinct, this defines CM(S) uniquely.
Lemma 5.7. Let M = (E, r) be a triangle matroid with distinguished basis B and
U = {Ue}e∈E be an extension of a weak c-representation of M with respect to B. Let
S ⊆ E \B. If CM(S) = ∅ then S is full in U .
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Proof. SetA := {Ae := Ue∩UB}e∈E which is a weak c-representation ofM by assumption.
Consider what happens for each value of r(S):
Case 1: r(S) = 1. In this case, c · r(S) = dim(US ∩ UB) since A is a weak c-
arrangement. Hence S is full in U .
Case 2: r(S) = 2. If S is contained in a side of the triangle say C ⊆ B, then C =
CM(S) holds and the assumption of the lemma does not hold.
Suppose S is not contained in a side of the triangle. In that case we have CM(S) =
∅. Since S contains two elements lying on two different rank two flats of M and the
rank of S is also two, we must have |S| = 2 and we set S := {s1, s2}. Assume
s1 lies on the side C ⊆ B of the triangle, i.e. |C| = 2, and s2 does not lie on the
side C. Hence, by definition of a weak c-arrangement we have dimAC∪{s2} = 3c.
This implies AC∪{s2} = AC ⊕ As2 . Combined with the fact As1 ⊆ AC we obtain
dimAS = 2c. Therefore, using the fact that U is an extension we find
2c ≥ dim(US ∩ UB) ≥ dim((Us1 ∩ UB) + (Us1 ∩ UB)) = dimAS = 2c.
Thus, S is full in U .
Case 3: r(S) = 3. In this case CM(S) = B: the closure of S in M is equal to the
closure of the entire basis B since the matroid M has rank three.
Thus, the lemma holds in each case. 
Remark 5.8. In the notation of the lemma, it follows that if x, y ∈ E are not contained in any
line of the basis B then {x, y} is a full subset of U , since in such a situation r({x, y}) = 2.
Lemma 5.9. Let M = (E, r) be a triangle matroid with distinguished basis B and
U = {Ue}e∈E be an extension of a weak c-representation ofM with respect toB. Let S ⊆ E
and let CM(S) ⊆ B be the subset of the basis defined in Definition 4.1. If CM(S) 6= ∅ we
have
US ∩ UB ⊆ UCM (S).
In particular, US ∩ UB = US ∩ UCM (S).
Proof. Since U is an extension of M we have
dim(US∪CM (S) ∩ UB) ≤ c · r(S ∪ CM(S)) = c · r(CM(S)) = dim(UCM (S)).
This implies UCM (S) = US∪CM (S) ∩ UB since UCM (S) ⊆ US∪CM (S) and UCM (S) ⊆ UB by
definition. The last inclusion yields
UCM (S) = US ∩ UB + UCM (S),
which directly implies the first claim. The claim US ∩ UB = US ∩ UCM (S) follows trivially.

5.3. An Inflation Step. Let M = (E, r) be a triangle matroid and U = {Ue}e∈E be an
extension of a weak c-representation of M with respect to B. We now describe an inflation
procedure that given a subset S ⊆ E \ B yields a subspace arrangement I(U , S) in which
S is full. In this construction, we assume that any proper subset of S is full in U . The
procedure is split up into two steps.
Step 1: We first perform an elementary inflation to inflate the subset S. We call this
step S-inflation. For cases of the form S = {x, y}, with both x and y lying on the
same side of the triangle of M , this is depicted in Figure 2a.
We elementary inflate by setting U1 := EIc(U , S, c(|S| − 1) + defU(S), 0). At
the end of this step, we have added a c-dimensional subspace to each Us for s ∈ S.
Every proper subset of m of these dimension-c subspaces spans a subspace of total
dimension m · c. However, taken all together they span a subspace of dimension
c(|S| − 1) + defU(S), which is in general less than c|S|.
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Step 2: As second step we perform an elementary inflation on the sum of these sub-
spaces with respect to the basis B which we call B-inflation. Again, the case of S
equal to two points lying on the same side of the triangle of M is depicted in Fig-
ure 2b.
While the previous step did not depend on M being a triangle matroid, this step
does: Consider the subset CM(S) ⊆ B. Lemma 5.7 implies defU(S) = 0 if
CM(S) = ∅.
Let W ′ be a generic defU(S)-dimensional subspace of U1CM (S) or 0 if CM(S) = ∅.
Then we perform an elementary inflation by setting U2 := EIc(U1, S, c|S|,W ′).
At the end of this step we have added disjoint c-dimensional subspaces to each Us
for s ∈ S such that S is a full subset in U2. This will be proved in Corollary 5.11.
We set I(U , S) := U2.
The next theorem describes the difference of the rank functions after both inflation steps
using the results of the previous two subsections.
Theorem 5.10. Let U be an extension of a weak c-representation of a triangle matroid
M = (E, r) with respect to a distinguished basis B. Let S ⊆ E \ B and assume that every
subset S ′ ( S is full. Let U ′ = I(U , S) be the inflation.
Then if T ⊆ E is any subset disjoint from S and Z ⊆ S, we have:
rcU ′(T ∪ Z) =
{
rcU(T ∪ Z) + 2|Z|, Z ( S,
rcU(T ∪ S ∪ CM(S)) + 2|S| − 1, Z = S.
Proof. Using the notation introduced in the definition of the inflation step, we set U1 :=
EIc(U , S, c(|S|−1)+defU(S), 0) and U2 := EIc(U1, S, c|S|,W ′) which means U2 = U ′ =
I(U , S). Lemma 5.6 yields 0 ≤ defU(S) ≤ c. This implies that both elementary inflations
satisfy the assumptions of Lemma 5.3 which we will use repeatedly in the following proof.
Suppose first that Z ( S. Lemma 5.3 yields
dim(U2Z)− dim(UZ) = (dim(U2Z)− dim(U1Z)) + (dim(U1Z)− dim(UZ)) = 2c|Z|.
Similarly, we obtain dim(U2T + U
2
Z) − dim(UT + UZ) = 2c|Z|. Thus, the fact U2T = UT
implies dim(U2T ∩ U2Z) = dim(UT ∩ UZ). Therefore, we can compute
rU2(T ∪ Z) = dim(U2T ) + dim(U2Z)− dim(U2T ∩ U2Z)
= dim(UT ) + dim(UZ) + 2c|Z| − dim(UT ∩ UZ)
= dim(UT ) + dim(UZ) + 2c|Z| − (dim(UT ) + dim(UZ)− dim(UT ∪ UZ))
= dim(UT ∪ UZ) + 2c|Z|,
so by definition rcU2(T ∪ Z) = rcU(T ∪ Z) + 2|Z| as required.
Now suppose Z = S. We first show the following claim
Claim 1. U2S ⊇ U2CM (S).
Proof of Claim 1. If CM(S) = ∅ this claim is trivial so assume CM(S) 6= ∅. Then we have
by the construction of the elementary inflation U2S ⊇ US + W ′ where W ′ is subspace of
UCM (S) chosen in the elementary inflation. Therefore,
(5) U2S ∩ U2CM (S) ⊇ (US +W ′) ∩ UCM (S) = (US ∩ UCM (S)) +W ′,
where the sum distributes since W ′ ⊆ UCM (S). Consider the sum (US ∩ UCM (S)) +W ′. By
Lemma 5.9, US ∩ UB = US ∩ UCM (S). Thus,
dim(US ∩ UCM (S)) = dim(US ∩ UB) = c · r(S)− defU(S) = dim(UCM (S))− defU(S).
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Since W ′ is a defU(S)-dimensional generic subspace of UCM (S) we obtain dim((US ∩
UCM (S)) + W
′) = c · r(CM(S)). The summands are each contained in UCM (S) and the
dimension of the sum is dim(UCM (S)). We obtain UCM (S) = (US ∩ UCM (S)) +W ′. Thus
Equation (5) yields U2S ⊇ U2CM (S) in U2. 
Using Claim 1, we may write
rcU2(T ∪ Z) = rcU2((T ∪ CM(S)) ∪ (S ∪ CM(S))).
Therefore, we obtain
(6)
rU2(T∪Z) = dim(U2T+U2CM (S))+dim(U2S+U2CM (S))−dim((U2T+U2CM (S))∩(U2S+U2CM (S))).
By construction, we have U2T + U
2
CM (S)
= UT + UCM (S). Using Lemma 5.3 and the exact
definition of the elementary inflation, we can compute
dim(U2S + U
2
CM (S)
) = dim(U1S + U
1
CM (S)
+ c|S| − defU(S))
= dim(US + UCM (S)) + c(|S| − 1) + defU(S) + c|S| − defU(S)
= dim(US + UCM (S)) + c(2|S| − 1).(7)
By construction, we have U2T + U
2
CM (S)
= UT + UCM (S). Thus, we can compute using
Equation (7) and its analogous form for U2T + U
2
CM (S)
+ U2S + U
2
CM (S)
dim((U2T + U
2
CM (S)
) ∩ (U2S + U2CM (S)))
=dim(U2T + U
2
CM (S)
) + dim(U2S + U
2
CM (S)
)− dim(U2T + U2CM (S) + U2S + U2CM (S))
=dim(UT + UCM (S)) + dim(US + UCM (S)) + c(2|S| − 1)
− dim(UT + UCM (S) + US + UCM (S))− c(2|S| − 1)
=dim(UT + UCM (S)) + dim(US + UCM (S))− dim(UT + US + UCM (S)).
This fact, combined with Equations (6) and (7) implies
rU2(T ∪ Z) =dim(UT + UCM (S)) + dim(US + UCM (S)) + c(2|S| − 1)
− (dim(UT + UCM (S)) + dim(US + UCM (S))− dim(UT + US + UCM (S)))
= dim(UT + US + UCM (S)) + c(2|S| − 1).
This implies rcU2(T ∪ Z) = rcU(T ∪ S ∪ CM(S)) + 2|S| − 1, as claimed. 
The last theorem enables us to prove that S is full in the inflation I(U , S).
Corollary 5.11. Let U be an extension of a weak c-representation of a triangle matroid
M = (E, r) with respect to a distinguished basis B. Let S ⊆ E \ B be a subset such that
every S ′ ( S is full and let U ′ = I(U , S) be the inflation. Then U ′ is an extension of M and
S is full in U ′.
Proof. Since U ′e∩U ′B = Ue∩UB for any e ∈ E by construction of the inflation, the subspace
arrangement obtained by intersecting U ′ with U ′B is a weak c-representation of M since U
is an extension of M by assumption.
Second, let T ⊆ E and D ⊆ B. We need to show
(8) dim(U ′T ∩ U ′D) ≤ c(r(T ) + r(D)− r(T ∪D)).
Suppose S 6⊆ T . Then Theorem 5.10 combined with the fact U ′D = UD and the usual
dimension formula implies dim(U ′T ∩U ′D) = dim(UT ∩UD). Therefore, Equation (8) holds
in this case due to the analogous statement for the extension U .
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Now suppose S ⊆ T . Using as above Theorem 5.10 and the extension property on U
yields
dim(U ′T ∩ U ′D) = dim(UT∪CM (S) ∩ UD)
≤ c(r(T ∪ CM(S)) + r(D)− r(T ∪ CM(S) ∪D))
= c(r(T ) + r(D)− r(T ∪D)),
where we used in the last equality r(S) = r(S ∪ CM(S)) by the definition of CM(S).
Lastly, we prove that S is full in U ′. Using the notation as in the construction of the
inflation, Lemma 5.3 implies
dim(U ′S) = dim(US) + c(|S| − 1) + defU(S) + c|S| − dim(W ′ ∩ US).
SinceW ′ is a generic subspace ofUCM (S) of dimension defU(S)which equals dim(UCM (S))−
dim(US ∩ UB) we obtain dim(W ′ ∩ US) = 0. Therefore, we compute as in the proof of
Theorem 5.10:
dim(U ′S ∩ U ′B) = dim(U ′S) + dim(U ′B)− dim(U ′S + U ′B)
= dim(US) + defU(S) + dim(UB)− dim(US + UB)
= dim(US ∩ UB) + defU(S) = c · r(S) 
6. COMBINATORIAL INFLATION
This section describes a combinatorial inflation procedure for polymatroids which mirrors
the algebraic one described in the previous section.
Definition 6.1. LetM = (E, r) be a rank three matroid with a distinguished basisB. We
call a polymatroid g defined on E an extension of M if for all C ⊆ B and S ⊆ E it satisfies
(*) g(C) + g(S)− g(S ∪ C) = r(C) + r(S)− r(S ∪ C).
The condition in Equation (*) reflects the condition of an subspace arrangement extension
given in Definition 5.4. It ensures that subspace arrangements representing g are weak c-
representations ofM when intersected with the subspace corresponding toB (this statement
will be proved in Theorem 7.1). Note that for any C ⊆ B applying Equation (*) with S = C
implies g(C) = r(C).
We define a combinatorial inflation operation on the family of all extension polymatroids
g : P(E) → R≥0 over a triangle matroid M = (E, r) with a distinguished basis B. This
mirrors the algebraic inflation construction - compare Theorem 5.10. Further comparison of
these constructions is carried out in the next section.
Definition 6.2. Given g : P(E) → R≥0 which is an extension of a triangle matroid
M with distinguished basis B, together with a subset S ⊆ E \ B, we define the inflated
polymatroid g′ as follows: let T ⊆ E be any subset disjoint from S, and let Z ⊆ S. Then
we define
g′(T ∪ Z) :=
{
g(T ∪ Z) + 2|Z|, Z ( S,
g(T ∪ S ∪ CM(S)) + 2|S| − 1, Z = S.
The rank function g′ resulting from this construction, applied to g and the subset S, will be
denoted by Icomb(g, S).
Proposition 6.3. Let g be a polymatroid extending a matroid M = (E, r) with respect to
the distinguished basis B and let S ⊆ E \ B. Then g′ = Icomb(g, S) also extends M with
respect to B.
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Proof. Let T ⊆ E be any subset disjoint from S. Since g is a polymatroid extending M , we
obtain by Equation (*) that
g(S) + g(CM(S))− g(S ∪ CM(S)) = r(S) + r(CM(S))− r(S ∪ CM(S)).
Together with g(CM(S)) = r(CM(S)) and r(S) = r(S ∪ CM(S)), this equation implies
g(S) = g(S∪CM(S)). The fact that g is a polymatroid yields g(T∪S∪CM(S)) = g(T∪S).
Thus, we may rewrite the definition of g′ by
g′(T ∪ Z) :=
{
g(T ∪ Z) + 2|Z|, Z ( S,
g(T ∪ Z) + 2|S| − 1, Z = S.
This is a polymatroid, since it is the sum of g with the rank function of a matroid on S,
namely the sum of a free rank function with a uniform rank function of rank |S| − 1.
It remains to demonstrate that g′ also satisfies Equation (*). Let T ′ ⊆ E and D ⊆ B. The
following equalities hold by definition of g′:
g′(T ′) =
{
g(T ′) + 2|T ′ ∩ S|, S 6⊆ T ′,
g(T ′) + 2|T ′ ∩ S| − 1, S ⊆ T ′,
g′(T ′ ∪D) =
{
g(T ′ ∪D) + 2|T ′ ∩ S|, S 6⊆ T ′,
g(T ′ ∪D) + 2|T ′ ∩ S| − 1, S ⊆ T ′.
Thus, it is always true that g′(T ′)− g′(T ′ ∪D) = g(T ′)− g(T ′ ∪D). Using g′(D) = g(D),
we obtain in total
g′(D) + g′(T ′)− g′(T ′ ∪D) = g(D) + g(T ′)− g(T ′ ∪D).
We conclude g′ satisfies Equation (*), since g does. 
7. COMPATIBILITY OF ALGEBRAIC AND COMBINATORIAL INFLATION
This section proves two theorems which relate the algebraic and combinatorial inflation
procedures introduced in the last two sections. We start by giving a theorem that establishes
a connection between weak c-representations and combinatorial polymatroid extensions.
Theorem 7.1. Let M = (E, r) be a matroid with a distinguished basis B and let g :
P(E)→ R≥0 be a polymatroid extendingM (i.e. g satisfies Equation (*) for all appropriate
subsets). Suppose U = {Ue}e∈E represents c · g, that is rU = c · g.
Denote Ae = Ue ∩ UB for each e ∈ E. Then the arrangement A = {Ae}e∈E is a weak
c-representation of M with respect to B.
Remark 7.2. The proof is just an application of (*) and basic linear algebra. The fact that it
works is what justifies the definition of polymatroid extensions.
Proof. By definition, for any C ⊆ B we have g(C) = r(C) and UC = AC . Thus
rcA
∣∣
B
= r
∣∣
B
.
Let e ∈ E \B and C ⊆ B. Then, denoting S := C ∪ {e} we obtain
dimAS =dimAC + dimAe − dim(AC ∩ Ae)
dimAC + dim(Ue ∩ UB)− dim(UC ∩ (Ue ∩ UB)).(9)
Note that UC ∩ Ue ∩ UB = UC ∩ Ue since C ⊆ B. Using Equation (9) together with the
dimension formula and the identities dimUT = c · rcU(T ) = c · g(T ) for any subset T ⊆ E,
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we obtain as required
1
c
dimAS = r(C) + [g(B) + g({e})− g(B ∪ {e})]− [g(C) + g({e})− g(C ∪ {e})]
(*)
= r(C) + [r(B) + r({e})− r(B ∪ {e})]− [r(C) + r({e})− r(C ∪ {e})]
= r(C ∪ {e}).
Suppose now that S ⊆ E is a general subset. Then
rA(S) = dim(AS) = dim
(∑
x∈S
(Ux ∩ UB)
)
≤ dim (US ∩ UB)
= dimUS + dimUB − dimUS∪B
= c(g(S) + g(B)− g(S ∪B))
(*)
= c(r(S) + r(B)− r(S ∪B)) = c · r(S).
Therefore, A is a weak c-representation of M as claimed. 
Remark 7.3. In Equation (9) we needed the fact that e is a single element of the ground set:
For a general S ⊂ E the subspace AS =
∑
e∈S(Ue ∩ UB) may not equal US ∩ UB.
Proposition 7.4. Let M = (E, r) be a triangle matroid with distinguished basis B.
Let D ⊆ B, S ⊆ E. Let CM(S) ⊆ B as defined in Definition 4.1. Any polymatroid
g : P(E)→ R≥0 extending M satisfies
g(D ∪ S ∪ CM(S)) = g(S ∪B)− g(B) + r(D ∪ S).
Similarly, any subspace arrangement U = {Ue}e∈E extending a weak c-representation of
M satisfies
rcU(D ∪ S ∪ CM(S)) = rcU(S ∪B)− rcU(B) + r(D ∪ S).
Remark 7.5. The point of this is the following: let rcU be the rank function of an arrangement
as above, and suppose it has been obtained from a weak c-representation A of M by a
sequence of inflations. Let rcU ′ be the function obtained by inflating at an additional subset
S. Then rcU ′(D ∪ S) can be expressed in terms of rcU(D ∪ S ∪ CM(S)) by Theorem 5.10.
The formula above thus expresses rcU ′(D ∪ S) in terms of two simpler objects, namely r
and the rank function
S 7→ rcU(S ∪B)− rcU(B)
obtained by contracting B (or quotienting out UB).
This quotient is easier to handle than rcU : its rank function does not depend on A, but
only on M and the sequence of inflations we applied. We will see this explicitly later in this
section.
Proof of Proposition 7.4. By Equation (*) applied to D ∪ S ∪ CM(S) and B we have
g(D ∪ S ∪ CM(S)) + g(B)− g(S ∪B) = r(D ∪ S ∪ CM(S)) + r(B)− r(S ∪B).
Since B is a basis for M , we have r(B) = r(S ∪ B) and the last two terms on the right
cancel. Similarly, by definition of CM(S) we have r(D ∪ S ∪CM(S)) = r(D ∪ S). By the
discussion after Definition 6.1 we see g(B) = r(B). Substituting, we obtain
g(D ∪ S ∪ CM(S)) + g(B)− g(S ∪B) = r(D ∪ S),
and rearranging yields the required equation on g.
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For the claim on U we will work with dimensions rather than the function rU , since the
latter provides no mechanism for considering intersections of subspaces. We have
dim(UD∪S∪CM (S)) + dim(UB) = dim(UD∪S∪CM (S) + UB) + dim(UD∪S∪CM (S) ∩ UB).
Note UD∪S∪CM (S) + UB = (UD + US + UCM (S)) + UB = US + UB, since D,CM(S) ⊆ B.
Further, UD∪S∪CM (S)∩UB = (UD∪CM (S)+US)∩UB. SinceUD∪CM (S) ⊆ UB, the intersection
distributes over the sum. This yields
(UD∪CM (S) + US) ∩ UB = (UD∪CM (S) ∩ UB) + (US ∩ UB).
There are now two cases to consider:
Case 1: CM(S) 6= ∅. Since U extends a weak c-representation of M Lemma 5.9
implies
US ∩ UB ⊆ UCM (S) ⊆ UD∪CM (S),
and UD∪CM (S) = UD∪C ∩ UB. Thus
(UD∪CM (S) ∩ UB) + (US ∩ UB) = UD∪CM (S).
Further, dim(UD∪CM (S)) = c · r(D∪CM(S)) = c · r(D∪S), where the first equality
holds since U extends a weak c-representation of M .
Case 2: CM(S) = ∅. In this case, S is full in U by Lemma 5.7. Thus, we obtain
dim(US ∩ UB) = c · r(S). Since D ∪ CM(S) = D ⊆ B, this implies:
dim((UD∪CM (S) ∩ UB) + (US ∩ UB)) = dim(UD + (US ∩ UB))
= dim(UD) + dim(US ∩ UB)− dim(UD ∩ US ∩ UB)
= c · (r(D) + r(S)− [r(D) + r(S)− r(D ∪ S)])
= r(D ∪ S).
Thus in either case we obtain dim((UD∪CM (S)+US)∩UB) = c·r(D∪S), and on substituting
this into the previous equation:
dim(UD∪S∪CM (S)) + dim(UB) = dim(US∪B) + c · r(D ∪ S).
Rearranging and replacing the dimensions with ranks gives the claim. 
Theorem 7.6. Let M = (E, r) be a triangle matroid with distinguished basis B. Then
there is a polymatroid g extending M such that M has a weak c-representation with respect
to B if and only if c · g has a subspace arrangement representation U , that is rcU = g.
Further, given a weak c-representationA ofM , the subspace arrangement U representing
c · g can be chosen to extend A.
Proof. Choose a linear ordering S0 = ∅, S1, . . . , Sn on P(E \B) which refines the ordering
given by inclusion. That is, if Si ⊆ Sj then i ≤ j. We inductively define a sequence
of polymatroids g0, . . . , gn: set g0 := r and given gi, define gi+1 := Icomb(gi, Si+1) for
i = 0, . . . , n − 1. Finally, set g := gn. Proposition 6.3 implies that g is a polymatroid
extension of M with respect to B.
Theorem 7.1 implies that if c · g is representable as the rank function of a subspace ar-
rangement then M is weakly c-representable.
For the other implication, suppose a weak c-representation A = {Ae}e∈E of M is given.
We inductively produce a sequence of subspace arrangements U0 . . . ,Un with Ui = {Ui,e}e∈E
as follows: set U0 := A and given Ui, define Ui+1 := I(Ui, Si+1) for i = 0, . . . , n−1. Lastly,
set U := Un.
Note we never inflate with respect to S0 = ∅. Furthermore, the choice of order on P(E \
B) and Corollary 5.11 implies that in each step every proper subset of Si is full in Ui−1.
Thus the assumptions of Theorem 5.10 are satisfied in each inflation step.
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We perform an induction which, comparing the combinatorial inflation operation Icomb
with the linear-algebraic inflation operation I, proves U represents c · g as desired.
We do this using the following two claims.
Claim 1. For any 1 ≤ i ≤ n and any T ⊆ E: c · gi(B ∪ T ) = rUi(B ∪ T ).
Note that the contractions of c · gi and rUi by B are given by
T 7→ c · gi(B ∪ T )− c · gi(B) and T 7→ rUi(B ∪ T )− rUi(B)
respectively. Since c · gi(B) = rUi(B), the claim shows that these contractions are equal.
Once this has been shown, we will use it to prove a slightly more general statement.
Claim 2. If D ⊆ B and j ≤ i then c · gi(D ∪ Sj) = rUi(D ∪ Sj).
The theorem itself is directly implied by Claim 2 for the case i = n, since any subset of
E may be written as A ∪ Sj with A ⊆ B, 1 ≤ j ≤ n.
Proof of Claim 1. For i = 0 and for any T ⊆ E,
gi(T ∪B) = rcUi(T ∪B) = r(B)
by definition.
Let i > 0. Applying Definition 6.2 1 we see that for CM(Si) ⊆ B as in Definition 4.1
gi(T ∪B) =
{
gi−1(T ∪B) + 2|T ∩ Si|, Si 6⊆ T,
gi−1(T ∪B ∪ CM(Si)) + 2|T ∩ Si| − 1, Si ⊆ T.
Thus, gi (T ∪B ∪ CM(Si)) = gi (T ∪B). Subtracting gi−1 (T ∪B) from both sides, we
find
gi(T ∪B)− gi−1(T ∪B) = 2|T ∩ Si| −
{
0, Si 6⊆ T,
1, Si ⊆ T.
Applying the same reasoning using Theorem 5.10 yields the same formula for rUi(T ∪
B)− rUi−1(T ∪B). Therefore:
gi(T ∪B)− r(T ∪B) = gi(T ∪B)− g0(T ∪B)
=
i∑
j=1
(gj(T ∪B)− gj−1(T ∪B))
=
i∑
j=1
(
2|T ∩ Si+1| −
{
0, Si 6⊆ T,
1, Si ⊆ T,
)
=
i∑
j=1
(rcUj(T ∪B)− rcUj−1(T ∪B))
= rcUi(T ∪B)− rcU0(T ∪B)
= rcUi(T ∪B)− r(T ∪B).
Hence, we have the equality gi(T ∪B) = rcUi(T ∪B). 
Proof of Claim 2. We proceed again by induction on i. The claim is trivially true for i = 0
by the definition of a weak c-arrangement: what it means is that r(D) = rcA(D) for any
D ⊆ B.
1In the notation of Definition 6.2, we take A = (T ∪B)− Si and Z = (T ∪B) ∩ Si = T ∩ Si.
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Suppose the claim is true for some i < n. Let us show it also holds for i + 1: For j ≤ i
and any D ⊆ B we obtain by setting Z := Si+1 ∩ Sj and T := Sj \ Z:
gi+1(D ∪ Sj) = gi+1((D ∪ T ) ∪ Z)
= gi(D ∪ T ∪ Z) + 2|Z|
= gi(D ∪ Sj) + 2|Z|,
and rcUi+1(D ∪ Sj) = rcUi(D ∪ Sj) + 2|Z| in the same way. Applying the claim with the
index i, we see
c · gi+1(D ∪ Sj) = c · gi(D ∪ Sj) + 2c|Z| = rUi(D ∪ Sj) + 2c|Z| = rUi+1(D ∪ Sj).
For j = i + 1, consider CM(Si+1) ⊆ B as defined in Definition 4.1. We have by Theo-
rem 5.10 and Proposition 7.4:
rcUi+1(D ∪ Si+1) = rcUi(D ∪ CM(Si+1) ∪ Si+1) + 2|Si+1| − 1 =
= rcUi(Si+1 ∪B)− rcUi(B) + r(D ∪ Si+1) + 2|Si+1| − 1
= rcUi(Si+1 ∪B)− r(B) + r(D ∪ Si+1) + 2|Si+1| − 1,
where the last equality holds because Ui extends a weak c-representation of M , and thus
rcUi(Z) = r(Z) for any Z ⊆ B.
In exactly the same way, using Definition 6.2 in place of Theorem 5.10, we find:
gi+1(D ∪ Si+1) = gi(Si+1 ∪B)− r(B) + r(D ∪ Si+1) + 2|Si+1| − 1.
Hence
rcUi+1(D ∪ Si+1)− gi+1(D ∪ Si+1) = rcUi(Si+1 ∪B)− gi(Si+1 ∪B),
and by Claim 1 the difference on the right side is 0. 
As we noted above, this proves the theorem. 
8. BASES OF c-ADMISSIBLE ARRANGEMENTS
This section has two main purposes. The first is to translate questions about polymatroids
and c-admissible arrangements to questions about matroids and c-arrangements. This is
carried out in Section 8.1.
The second is more directly related to inflations and generalized Dowling geometries:
Theorem 7.6 gives a method by which to extend a weak c-representationA of a triangle ma-
troid into a c-admissible subspace arrangement U . This construction gives an arrangement
of a combinatorial type that does not depend on A.
We want to apply group-theoretic undecidability results to this construction, where the
weak arrangement A is constructed from a group presentation as in Section 4. For this, we
need to check whether some two subspaces Ax, Ay of A are different, and this needs to be
encoded in the combinatorics of U’s rank function; but the rank function of U contains no
such information. It does not even know whether A was constructed from a trivial repre-
sentation of the group or a faithful one. Thus our second goal is to modify U in such a way
that the resulting rank function contains the required information. We call this construction
"forcing an inequality". It is carried out in Section 8.3; Section 8.2 contains a technical
preliminary proposition.
As with previous parts of our proof, an algebraic construction has a parallel combinatorial
one. The necessary combinatorial construction will be an easy application of facts from
Section 8.1.
8.1. Expansions and c-Bases. We wish to translate problems about c-admissible subspace
arrangements and polymatroids to problems about c-arrangements and matroids. This is
REPRESENTABILITY OF MATROIDS BY c-ARRANGEMENTS IS UNDECIDABLE 23
entirely analogous to translating problems on subspace arrangement to problems on vector
arrangements.
Given a subspace arrangement representing a polymatroid g, one can construct a vector
arrangement from it as follows: pick a basis for every subspace, and take the collection of
all resulting basis vectors. If we keep track of which vector came from which subspace, the
original subspace arrangement can be reconstructed.
This construction does not depend only on g: the result depends on the specific choice of
bases. However, if the ground field is large enough and the bases are chosen generically, we
always obtain the same matroid. This matroid is called the free expansionF (g).
In fact there are only finitely many possible vector arrangements obtained by picking
bases for a subspace arrangement representing the polymatroid g. The matroids arising in
this way are called the expansions of g, and form a subset of the weak images of F (g).
For further details, cf. [Ngu86, Proposition 10.2.6] or [Oxl11, Chapter 11] (with slightly
different terminology and notation).
We will have use for both the free expansion and for the set of all expansions of g.
This section collects the relevant definitions and lemmas, where subspace and vector ar-
rangements are systematically replaced by c-admissible arrangements and c-arrangements
respectively.
Definition 8.1 (Arrangement c-bases and polymatroid expansions).
(a) Let U = {Ue}e∈E be a c-admissible subspace arrangement, and denote de = 1c dimUe
for each e ∈ E. A c-basis of U is a c-arrangement
W = {We,i} e∈E,
1≤i≤de
in the same ambient vector space as U , satisfying that for each e ∈ E:
Ue =
de∑
i=1
We,i.
In this situation, we denoteWe = {We,i}1≤i≤de .
Note that if c = 1, the subspaces We,i are lines, and, after identifying each We,i
with an arbitrary nonzero point on it, we find that eachWe is a basis of the subspace
Ue. This is the sense in which these objects are c-bases.
(b) The combinatorial type of the c-basisW is the matroid given by rcW .
(c) An expansion of a polymatroid (E, g) is a matroid with rank function r on the ground
set {(e, i) | e ∈ E, 1 ≤ i ≤ g(e)} satisfying the following property for any S ⊆ E:
r ({(e, i) | e ∈ S, 1 ≤ i ≤ g(e)}) = g(S).
In particular, the combinatorial type of a c-basis of U is an expansion of rcU . How-
ever, the converse does not always hold.
Definition 8.2. Let U = {Ue}e∈E a c-admissible subspace arrangement. Denote de =
1
c
dim (Ue) for each e ∈ E.
In each Ue, choose de generic subspaces We,1, . . . ,We,dE , each of dimension c. The
arrangement {We,i}1≤i≤de is called a generic c-basis of U .
It is a consequence of the following lemma that a generic c-basis is a c-arrangement.
Lemma 8.3 (Splitting Lemma). Let {Ue}e∈E be a c-admissible subspace arrangement in
a vector space V . For each e ∈ E let ke be a nonnegative integer and let We,1, . . . ,We,ke be
generic subspaces of Ue, each of dimension c. Then {We,i} e∈E,
1≤i≤ke
is a c-admissible subspace
arrangement.
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Proof. We will prove by induction on k :=
∑
e∈E ke that
W := {We,i} e∈E,
1≤i≤ke
∪ {Ue}e∈E
is c-admissible. Since a subset of a c-admissible arrangement is also c-admissible, this
proves the lemma.
For k = 0, the statement is just the assumption that {Ue}e∈E is c-admissible.
Suppose the statement is true for k− 1 ≥ 0, and letW be any arrangement as above with∑
e∈E ke = k − 1. Let e ∈ E and let W ⊆ Ue be a generic subspace of dimension c. We
wish to showW ∪ {W} is also c-admissible. Given S ⊆ W , denote WS =
∑
U∈S U . We
want to show dim (WS +W ) ∈ c · N, and it suffices to prove that
dim (WS ∩W ) = dim (WS) + dim (W )− dim (WS +W ) ∈ c · N.
Clearly if Ue ⊆ WS we are done, since then also W ⊆ WS and WS ∩W = W . If Ue 6⊆ WS ,
consider the intersection Ue ∩WS : it has dimension m · c for some nonnegative integer m,
with mc < dim (Ue). Since dim (Ue) ∈ c ·N, we have dim (Ue) ≥ (m+ 1) c. By genericity
of W in Ue, the intersection W ∩ (Ue ∩WS) is trivial. Thus we have
0 = W ∩ (Ue ∩WS) = (W ∩ Ue) ∩WS = W ∩WS .
Since S ⊆ W was arbitrary, the arrangementW ∪ {W} is c-admissible as required. 
We now give a description of the matroid underlying a generic c-basis. This description is
not new (cf. [Ngu86, Proposition 10.2.7]), except possibly in the context of c-arrangements.
We include it for the reader’s convenience.
Proposition 8.4. Let U = {Ue}e∈E be a c-admissible subspace arrangement. Denote
de :=
1
c
dim(Ue) for each e ∈ E, and letW := {We,i} e∈E,
1≤i≤de
be a generic c-basis. For each
e ∈ E, choose some Se ⊆ {We,i}1≤i≤de . Denote S =
⋃
e∈E Se. Then:
dim
(∑
W∈S
W
)
< c |S|
if and only if there is a subset F ⊆ E such that
(10) dim
(∑
f∈F
Uf
)
< c
∑
f∈F
|Sf | .
Proof. The implication “⇒” holds by genericity of the subspaces Ui,j .
For the other direction, assume there is a subset F ⊆ E satisfying Equation (10). Then
since
∑
W∈Sf W ⊆ Uf for each f ∈ F , we have∑
f∈F
∑
W∈Sf
W ⊆
∑
f∈F
Uf .
Hence
dim
∑
f∈F
∑
W∈Sf
W
 ≤ dim(∑
f∈F
Uf
)
< c ·
∑
f∈F
|Sf |.
REPRESENTABILITY OF MATROIDS BY c-ARRANGEMENTS IS UNDECIDABLE 25
Therefore, we obtain:
dim
(∑
e∈E
∑
W∈Se
W
)
= dim
∑
f∈F
∑
W∈Sf
W +
∑
e/∈F
∑
W∈Se
W

≤ dim
∑
f∈F
∑
W∈Sf
W
+ dim(∑
e/∈F
∑
W∈Se
W
)
< c
∑
f∈F
|Sf |+ c
∑
e/∈F
|Se|
= c
∑
e∈E
|Se| = c|S|. 
This gives a description of the independent sets in the matroid given by any generic c-
basis of U . Following [Ngu86], we call this matroid the free expansion of rcU and denote it
byF (rcU). Similarly, for a polymatroid g we will use the notationF (g).
The following lemmas capture the correspondence between c-bases and the combinatorics
of polymatroids.
Lemma 8.5. Let g be a polymatroid on E and let ({(e, i) | e ∈ E, 1 ≤ i ≤ g(e)}, r) be
an expansion. If
W = {We,i} e∈E,
1≤i≤g(e)
is a c-arrangement representing r, then the arrangement U = {Ue}e∈E whereUe =
∑g(e)
i=1 We,i
is a subspace arrangement representing c · g.
This is a direct consequence of the definitions.
Lemma 8.6. Let g be a polymatroid on E. Any expansion M of g is a weak image of
the free expansionF (g), that is M andF (g) are matroids on the same ground set and any
independent set in M is also independent inF (g).
For the proof see [Ngu86, Proposition 10.2.6]. It follows that g has a finite set of expan-
sions, computable from g.
8.2. Well-Separated Extensions. Let A = {Ae}e∈E be a weak c-representation of a gen-
eralized Dowling geometry NS,R as constructed in Section 4. As remarked at the beginning
of this section, if U is an arrangement resulting from an inflation of A such that all sub-
sets of U are full, the rank function rcU does not contain enough information to determine
whether Ax 6= Ay for certain x, y ∈ E. However, inequalities of this form, or equivalently
rcA({x, y}) > 1, are precisely what we need in order to apply Slobodskoi’s undecidability
theorem, using Theorem 4.6.
To overcome this difficulty, our strategy is to modify U by adding a subspace W which is
contained in Ax but not in Ay (provided that they are in fact distinct).
The entire proof hinges on the fact that the final rank function rcU does not depend on
anything other than combinatorial data coming from a UWPFG instance. In particular, it
must be independent of c. Therefore we need to make sure W can be chosen to have some
pre-determined dimension, and for this it is necessary to bound 1
c
dim(Ax∩Ay) away from 1.
For example, we must rule out the hypothetical situation in which Ax 6= Ay can be
achieved for NS,R, but only with dim(Ax ∩Ay) = c− 1. Otherwise, being unable to bound
c, we will not be able to pick a fixed ε > 0 such that W satisfying 1
c
dim(W ) = ε can be
found. A key tool here is Corollary 3.8.
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We actually need a little more: it is necessary to obtain similar bounds for the overlap
of Ax with any subspace in U . That this can be done is a consequence of the following
definition and proposition.
Definition 8.7. Let M = (E, r) be a triangle matroid with distinguished basis B and
let A = {Ae}e∈E be a weak c-representation of M . We call an extension U = {Ue}e∈E
of A well-separated with respect to a given x ∈ E if for any T ⊆ E, either Ax ⊆ UT or
dim (Ax ∩ UT ) ≤ 12c.
The next proposition shows that the full extensions of certain weak c-representations of
the matroids NS,R are well-separated.
Proposition 8.8. Let 〈S | R〉 be a finite presentation and let G be a finite group together
with a homomorphism ϕ : GS,R → G. Set n := |G| and let A = AG,ϕ be the weak
n-representation of the matroid NS,R = (ES,R, r) with respect to the distinguished basis
B =
{
b(1), b(2), b(3)
}
constructed in Proposition 4.4.
Let U = {Ue}e∈E be an extension ofA and assume that UT is full in U for any T ⊆ ES,R.
Then U is well-separated with respect to x(1) ∈ ES,R for any x ∈ S.
Proof. Fix some x ∈ S and T ⊆ ES,R. We have to show UT ∩ Ax(1) is either equal to Ax(1)
or has dimension at most 1
2
n. We split this into cases based on the value of r (T ), noting
that UT ∩ Ax(1) = UT ∩ UB ∩ Ax(1) , since Ax(1) ⊆ UB = AB.
Case 1: r (T ) = 1: In this case T = {t} for some t ∈ ES,R, and UT ∩ UB = At. If
t is not a bottom element of NS,R, then
{
t, x(1)
}
is full in A by Remark 5.8. It has
rank 2 in NS,R, so dim (At + Ax(1)) = 2n, implying At ∩ Ax(1) = 0. If t is a bottom
element of NS,R, then by Proposition 4.4,
Ax(1) = colspan
[ −In
ρ(ϕ(x))
0
]
, At = colspan
[ −In
Pt
0
]
respectively, where ρ is the regular representation of G and Pt is some matrix either
of the form ρ (ϕ (g)) for some g ∈ G, or 0 if t ∈ B. Thus by Lemma 3.6 (a),
dim (Ax(1) + At) = n+ rk (ρ (ϕ (x))− Pt) ≥
3
2
n
in either case: if Pt = 0 this is trivial, and otherwise it follows from Corollary 3.8
since n = |G|. This implies Ax(1) ∩ At has dimension at most 12n as required.
Case 2: r (T ) = 2: If x(1) ∈ T then Ax(1) ⊆ UT ∩ UB holds trivially. If T is contained
in a side ` of the triangle matroid NS,R then UT ∩ UB either contains Ax(1) if ` is the
bottom side or it intersects Ax(1) trivially if ` is the left or right side of NS,R.
If T is not contained in such a line, note that UT ∩ UB = UT ∩ AB ⊇ AT ∩ AB.
By Remark 5.8, T is full in A. Hence, dim (AT ∩ AB) = dim (AT ) = 2n. Since
dim (UT ∩ UB) = 2n, the containment implies equality: UT ∩UB = AT ∩AB = AT .
Now suppose y(1) ∈ T for some y ∈ S with x 6= y. We allow y(1) to be b(k)
for k = 1, 2 or e(1). Since AT intersects Ab(1),b(2) in Ay(1) we have AT ∩ Ax(1) =
Ay(1) ∩ Ax(1) Thus, we may reduce to the case r (T ) = 1 by taking T ′ :=
{
y(1)
}
.
Lastly, assume
{
y(2), z(3)
} ⊆ T for some y, z ∈ S ∪ {e}. The intersection AT ∩
A{b(1),b(2)} has dimension at most n, since the sum AT + A{b(1),b(2)} is the entire
space AB, and has dimension 3n (where dimAT = 2n).
The block columns representing y(2), y(3) inA are
[ 0
−In
ρ(g2)
]
,
[
ρ(g3)
0
−In
]
for some g2, g3 ∈
G respectively where ρ is the regular representation of G. By Lemma 3.6 b) we see
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that the matrix [ −In 0 ρ(g3)
ρ(g2)
−1ρ(g3)−1 −In 0
0 ρ(g2) −In
]
has rank 2n, where the first block column is in A{b(1),b(2)}. Thus, the intersection
above is given by the block column span of the first block column. By the proof of
the case r (T ) = 1 and the fact that ρ (g2)
−1 ρ (g3)
−1 = ρ((g3g2)
−1), we see
Ax(1) ∩ colspan
[
−In
ρ(g2)
−1ρ(g3)−1
0
]
≤ 1
2
n,
since we can assume ϕ(x) 6= (g2g3)−1 (otherwise we would be in the previous case).
This implies the claim.
Case 3: r (T ) = 3: In this case UT ∩ UB has dimension 3n since T is full in U . Using
the fact dim (UB) = 3n we obtain UT ⊇ UB ⊇ Ax(1) as desired. 
8.3. Forcing an Inequality.
Definition 8.9. The double of a subspace arrangement U = {Ue}e∈E in a vector space V
is the arrangementW = {We}e∈E in V ⊕ V , where
We := Ue ⊕ Ue.
Note that in this situation, r2cW = r
c
U and r
c
W = 2r
c
U . Hence if r
c
U represents some polymatroid
so does r2cW .
When U represents some polymatroid c · g, or extends a weak c-representationA of some
matroid M , it will be convenient to think of W not just as a double of U , but also as an
arrangement representing 2c · g or an extension of the weak 2c-representation A⊕A of M .
The point is that non-integer multiples of c are not accessible via the combinatorial rank
function, but to use the tools of the previous section we need to work with subspaces of
dimension c
2
. Doubling a c-arrangement, and considering it as a c′ = 2c-representation of the
same polymatroid, makes c
′
2
= c the “basic unit of measurement” (while also guaranteeing
that it is an integer, i.e. that c′ is even).
Notation. We use the following notation in the rest of this section:
Let M = (E, r) be a triangle matroid with respect to the distinguished basis B ={
b(1), b(2), b(3)
}
, and let W = {We}e∈E be a 2c-admissible extension of the weak 2c-
representation A = {Ae}e∈E of M . Suppose x ∈ E is in the line ` of M spanned by{
b(1), b(2)
}
, i.e. the bottom line of M .
Definition 8.10. Let
WB := {We,i} e∈E,
1≤i≤de
be a c-basis forW , where de := 1c dimWe for each e ∈ E.
Let y ∈ E be an element on the bottom line of M . Suppose WB has the following
property: Wx,1 ⊆ Wb(1) +Wb(2) , and Wx,1∩Wy = 0. In this situation, we sayWB separates
x from y.
Note that by construction each de is an even number and and the subspaces We,i are
generic c-dimensional subspaces of We for each e ∈ E.
The following proposition implies that separating a pair of elements is a combinatorial
property, depending only on the rank function. It also describes the main consequence: in
the weak c-arrangement A corresponding toW , the subspaces corresponding to x and to y
are distinct.
Proposition 8.11.
(a) If the arrangementW has a c-basisWB which separates x from y then Ax 6= Ay.
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(b) A c-basisWB separates x from y if and only if the following two conditions hold:
rcWB
(
{(x, 1)} ∪ {(b(i), j)}
1≤i,j≤2
)
= 4,
rcWB
(
{(x, 1)} ∪ {(y, i)}1≤i≤dy
)
= dy + 1.
Proof.
(a) Suppose the c-basisWB ofW separates x and y. Then
Wx,1 ⊆ Wx ∩WB = Ax
is not contained inWy ⊇ Ay. ThereforeAx is also not contained inAy, andAx 6= Ay.
(b) The condition Wx,1 ⊆ Wb(1) +Wb(2) is equivalent to the equation
Wb(1) +Wb(2) = Wx,1 +Wb(1) +Wb(2) ,
and this occurs if and only if both sides have the same dimension, which is 4c by
construction.
The condition Wx,1 ∩Wy = 0 is equivalent to the equation dim (Wx,1 +Wy) =
dim (Wx,1) + dim (Wy), and by construction the right-hand side equals cdy + c. 
Construction. SupposeW is well-separated with respect to some x ∈ E. We construct
the following c-basis, which as we will show separates x from any y ∈ ` such thatAx 6= Ay:
(a) For each z ∈ E\ {x}, let {Wz,1, . . . ,Wz,dz} be generic c-dimensional subspaces of
Wz.
(b) Let Wx,1 be a generic c-dimensional subspace of Wx ∩W{b(1),b(2)} = Ax.
(c) Let {Wx,2, . . . ,Wx,dx} be generic c-dimensional subspaces of Wx.
The collection of all these subspaces will be denotedWB,x.
Lemma 8.12. WB,x is a c-basis ofW .
Proof. We need to showWB,x is a c-arrangement and that∑dzi=1We,i = We for each e ∈ E.
The second part is clear from genericity. Let us proveWB,x is a c-arrangement.
By construction, the subspacesWB,xz,i (for any (z, i) 6= (x, 1)) are generic subspaces of the
subspaces Wz, each of dimension c. Also, {Wz}z∈E ∪ {Wx,1} is a c-admissible subspace
arrangement, essentially sinceW is well-separated: If T ⊆ E is any subset, thenWT ∩Ax is
either of dimension at most c or Ax ⊆ WT . In the first case, WT intersects Ax in dimension
at most c, and since Wx,1 is generic of dimension c in Ax it satisfies Wx,1 ∩WT = 0. In the
second case, Ax ⊆ WT so also Wx,1 ⊆ WT , and Wx,1 +WT = WT again has dimension a
multiple of c. HenceW ∪ {Wx,1} is c-admissible and the claim follows from the Splitting
Lemma 8.3: WB,x is a subspace arrangement comprised of some generic c-dimensional
subspaces of the {Wz}z∈E and of Wx,1 (note that any c-dimensional subspace of Wx,1 is
equal to Wx,1). 
Proposition 8.13. In the notation of the construction, WB,x separates x from y for any
y ∈ ` such that Ax 6= Ay.
Proof. The equality
rcWB,x
(
{(x, 1)} ∪ {(b(i), j)}
1≤i,j≤2
)
= 4
is clear from the construction as Wx,1 is contained in the 4c-dimensional subspace
Wb(1) +Wb(2) =
2∑
i,j=1
Wb(i),j.
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Suppose Ax 6= Ay. Then Ax 6⊆ Wy, as otherwise
Ay = Wy ∩WB = (Wy + Ax) ∩WB ⊇ Ax
gives a contradiction. Hence Ax ∩Wy has dimension at most c by well-separatedness. As
Wx,1 ⊆ Ax is generic of dimension c, it has trivial intersection with Wy. This proves that
rcWB,x
(
{(x, 1)} ∪ {(y, i)}1≤i≤dy
)
=
1
c
dim (Wx,1 +Wy)
=
1
c
(dim (Wx,1) + dimWy − dim (Wx,1 ∩Wy))
equals 1
c
(dim (Wx,1) + dim (Wy)) = 1+dy. Therefore by Proposition 8.11, the c-basisWB,x
separates x from y. 
To later use the results of this section independently of the specific notation introduced
above, we encode the second part of Proposition 8.11 in a definition and its first part in a
lemma.
Definition 8.14. Let M = (E, r) be a triangle matroid with distinguished basis B =
{b(1), b(2), b(3)}, and let g be a polymatroid extension of M . Let x ∈ E be a bottom element
ofM , i.e. one which lies in the flat spanned by {b(1), b(2)}. We will say a polymatroid expan-
sion (in the sense of Definition 8.1 c))
(
{(e, i)} e∈E,
1≤i≤2g(e)
, rexp
)
of the doubled polymatroid
2g separates x from y if
rexp
(
{(x, 1)} ∪ {(b(i), j)}
1≤i,j≤2
)
= 4 and
rexp
(
{(x, 1)} ∪ {(y, i)}1≤i≤2g(y)
)
= 2g(y) + 1.
Lemma 8.15. Let M = (E, r) be a triangle matroid with distinguished basis B =
{b(1), b(2), b(3)}, and let g be a polymatroid extending M . Suppose an expansion N of 2g
separates x from y. Given a c-arrangement representing N , let W be the corresponding
subspace arrangement representing 2c · g, and letA = {Ae}e∈E be the corresponding weak
2c-representation of M (as constructed in Theorem 7.1). Then Ax 6= Ay.
This is a direct consequence of Proposition 8.11.
The next proposition is used in the theorem which follows. The theorem puts together
several ideas from this and preceding sections.
Proposition 8.16. Let M = (E, r) = NS,R be a triangle matroid constructed from a
group presentation 〈S | R〉 as in Definition 4.3. Denote its distinguished basis by B. Let
x, y ∈ E \ B be elements on the bottom line of M Let g be the polymatroid extending M
constructed in Theorem 7.6.
Suppose there exists a weak c-representation A = {Ae}e∈E of M such that Ax 6= Ay.
Then there exists a c-arrangement representation of some expansion of 2g which separates
x from y.
Proof. By Proposition 4.5, there is a finitely generated matrix group GA and a homomor-
phism ϕ : GS,R → GA corresponding to the weak c-representation A. By construction,
the elements x, y ∈ E \ B correspond to two elements of GS,R, and since Ax 6= Ay their
images in GA are distinct. Using Malcev’s theorem, GA has a finite quotient G′A in which
the images of the elements corresponding to x, y are distinct. Replace GA by G′A, and the
homomorphism ϕ by its composition with the quotient map.
Define A′ = AGA,ϕ = {A′e}e∈E as in Proposition 4.4, and note that also A′x 6= A′y. Let
U be the extension of A′ constructed in Theorem 7.6. The arrangement U is well-separated
with respect to x by Proposition 8.8.
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By the construction of this section and its properties shown in Lemma 8.12 and Propo-
sition 8.13, the double W of U has a separating c-basis; this basis is, by definition, a c-
arrangement representing an expansion of 2g which separates x and y. 
Theorem 8.17. Let M = NS,R = (E, r) be a triangle matroid constructed from a finite
presentation 〈S | R〉 as in Definition 4.3. Denote its distinguished basis by B, and let
x, y ∈ E be elements on the bottom line of M . Then there exists a finite set of matroids
{Mi}ni=1 such thatM has a weak c-representationA = {Ae}e∈E withAx 6= Ay for some c if
and only if there is at least one 1 ≤ i ≤ n such that Mi is representable as a c′-arrangement
for some c′ ≥ 1.
Proof. Let g be the polymatroid constructed from M in Theorem 7.6. Among the expan-
sions of 2g take {Mi}ni=1 to be all those which separate x from y. There are finitely many
of these, since 2g has finitely many expansions (see the remark following Lemma 8.6). By
Lemma 8.5 a representation of anyMi as a c-arrangement gives a representation of the poly-
matroid 2c · g. This yields a weak 2c-representation A = {Ae}e∈E of M by the intersection
procedure of Theorem 7.1. Since Mi is an expansion of 2g separating x, y, Ax 6= Ay.
Conversely, if M has a weak c-representation A = {Ae}e∈E with Ax 6= Ay, then Propo-
sition 8.16 implies that there is a c-arrangement representing an expansion of 2g which
separates x, y, and this is a c-arrangement representation of Mi for some 1 ≤ i ≤ n. 
9. PROOF OF THEOREM 1.3
In this section we connect our previous results to prove Theorem 1.3.
Theorem 9.1. For each instance of the uniform word problem for finite groups, there
exists a finite set of matroids {M1, . . . ,Mn} (computable from the given instance of the
problem,) such that at least one of them is representable as a c-arrangement if and only if
the answer to the given instance of the UWPFG is negative.
Proof. Let 〈S | R〉 be a finite presentation of a group and w ∈ S. Let NS,R be the corre-
sponding matroid on the ground set ES,R with distinguished basis B = {b(1), b(2), b(3)}, as
constructed in Definition 4.3. Let M1, . . . ,Mn be the matroids on ES,R constructed from
NS,R and w(1), e(1) ∈ ES,R in Theorem 8.17.
By Theorem 8.17, at least one of the matroids M1, . . . ,Mn is representable as a c-
arrangement if and only if there exists a weak c-representation A = {Ae}e∈ES,R of NS,R
such that Aw(1) 6= Ae(1) . This occurs if and only if the solution to the UWPFG instance is
negative by Theorem 4.6. 
Hence by Slobodskoi’s theorem [Slo81], existence of c-arrangement representations of
matroids is undecidable.
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