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Skalierbarkeit ist eine Eigenschaft, die in vielen Bereichen an Bedeutung ge-
winnt. Man spricht z.B. von skalierbaren Computersystemen, -netzwerken
und Produktionsanlagen. Gemeint ist damit die F

ahigkeit eines Systems,
sich auf quantitative Ver

anderungen der Anforderungen einstellen zu k

onnen
ohne dabei das gesamte System ver






allen geht damit auch eine qualitative Skalierung einher; werden




uber Netzwerke mit heteroge-
ner Bandbreite quantitativ skaliert, so geschieht dies nat

urlich nicht durch
Auslassung von Teilen der

Ubertragung, sondern in einer Weise, die sich f

ur







der vorliegenden Arbeit untersuchten Skalierungsfunktionen ist die Skalier-
barkeit { wie der Name bereits vermuten l

at { die zentrale Eigenschaft.
Die wichtigsten Anwendungsfelder f

ur Skalierungsfunktionen sind die Kon-
struktion vonWavelet-Basen sowie graphische Verfeinerungsalgorithmen, sog.








(A   k) (1)





ugen. Zwei wichtige Konzepte lassen sich an der Zwei-Skalen-Relation
(1) bereits erkennen: Zum einen sind es die Translatierten der Funktion
(A),

uber die sich eine neue Funktion deniert. Die Gesamtheit der auf
diese Weise { z.B. mit endlichen Folgen (h
k
) { darstellbaren Funktionen bil-
det einen translationsinvarianten Raum, d.h. mit einer Funktion f ist auch
jede ihrer Translatierten f( k) Element dieses Raumes. Zum anderen ist es
wiederum die Funktion , die sich als gewichtete Summe der Translatierten
einer durch die Matrix A dilatierten Kopie ihrer selbst schreiben l

at. Bilden
die Translatierten von  eine Basis des von ihnen aufgespannten Raumes S
und ist  zudem skalierbar im Sinne von (1), so erh

alt man durch Skalierung
1
2 Einleitung
der Translatierten von  Basen f

ur skalierte Versionen des Grundraumes S.




Ist z.B. (x) = sinc (x) :=
sinx
x
, so zeigt das in Abschnitt 2.1 diskutierte

















(   k) (2)
darstellen lassen, d.h. diese Funktionen bilden einen translationsinvarianten
Raum, und man kann zeigen, da ( k); k 2 Z f

ur diesen Raum eine Ortho-
normalbasis ist.  ist aber { wie im Paragraph 3.4.1 ausgef

uhrt wird { auch
skalierbar und daher k

onnen alle Funktionen, deren Fourier-Transformierte
Tr

ager im Intervall [ !; !] ; ! 2 R

+
haben, in der Basis (2!   k); k 2 Z
dargestellt werden.
Die Interpolationseigenschaft der sinc -Funktion ist es schlielich, die aus der
Reihe in (2) eine Sampling-Reihe werden l

at. Es ist dies die Eigenschaft
(k) = Æ
0;k
k 2 Z : (3)
Damit ergeben sich n

amlich durch Einsetzen der Werte l 2 Z die KoeÆzien-
ten (c
k


















praktische Anwendungen ist dies eine wertvolle Eigenschaft, da mit dem
Computer zu bearbeitende oder zu analysierende Funktionen oft bereits in





ahnte Beispiel des Sinus Cardinalis ist eines der wenigen, in
denen sich die Skalierungsfunktion explizit angeben l

at. Normalerweise hat
man lediglich die implizite Darstellung in Form der Zwei-Skalen-Relation (1).
Entscheidend ist hierbei die KoeÆzientenfolge (h
k
), die Skalierungsmaske. Es
gilt, Folgen (h
k
) zu konstruieren, so da durch (1) tats

achlich eine Skalie-
rungsfunktion gegeben ist, die zudem weitere erw

unschte Eigenschaften wie
z.B. die Interpolationseigenschaft (3) besitzt.
Einleitung 3
Auf Basis der Mehrfachau

osungen hat Daubechies 1988 ein Konstruktions-
verfahren angegeben, mit dem sich eindimensionale Skalierungsfunktionen
(und Wavelets) beliebigen Regularit

atsgrades und mit orthogonalen Trans-





ur den einsetzenden Ansturm auf das Themengebiet Wavelet-Theorie.
Die Konstruktion von Daubechies hat jedoch einen entscheidenden Nach-
teil: Sie l

at sich nicht auf h






aug auf das Problem der Faktorisierung eines trigono-
metrischen Polynoms der Form jmj
2





oheren Dimensionen kein kanonisches L

osungsverfahren existiert. Hin-
zu kommen weitere Probleme. Die in (1) auftretende Dilatationsmatrix A
reduziert sich im eindimensionalen Fall auf einen Faktor und dieser wird {
unter dem Aspekt der Implementierung auf Computern sicher naheliegend
{ immer gleich 2 gew

ahlt. Erst durch die Betrachtung des mehrdimensiona-
len Falles wird jedoch klar, da diese spezielle Wahl das Verfahren erheblich
vereinfacht. Es stellt sich heraus, da f

ur die Konstruktion einer mehrdimen-
sionalen Mehrfachau

osung stets j detAj = a Funktionen ben

otigt werden:
Eine Skalierungsfunktion und a  1 Wavelets. Dadurch wird die Raumzerle-
gung der Mehrfachau

osung strukturell komplizierter, da die Zahl einzelner
Teilr

aume einer Skala mit der Determinante der Dilatationsmatrix korreliert.
In einigen F

allen zieht man sich daher zur Vereinfachung auf den Spezialfall







atsaussagen spielen die Eigenwerte der Matrix A eine entschei-
dende Rolle. So lassen sich im Fall isotroper Matrizen (i.e. alle Eigenwerte





exakter gewinnen als im anisotropen Fall.





der entstehenden Probleme verantwortlich ist. Wer h

atte gedacht, da sich
bereits bei der Verallgemeinerung der einfachsten bekannten Wavelet-Basis
auf h

ohere Dimensionen, der Haar-Basis, derart komplizierte Tr

ager wie der
Twin-Dragon in Abbildung 2.5 auf Seite 91 ergeben? Die Ausf

uhrungen zu
selbstaÆnen Mengen in Anhang 2.C zeigen, da die fraktale Struktur dieser
Menge nicht eine Ausnahme, sondern die Regel ist.
Ziel der Arbeit ist es daher, die Theorie der mehrdimensionalen Skalierungs-
funktionen zun

achst umfassend darzustellen und darauf aufbauend zu un-
tersuchen, unter welchen Bedingungen die eingangs erw

ahnten guten Eigen-
schaften der sinc -Funktion auch f









Seit der Formulierung der Theorie der Mehrfachau

osung durch Mallat und
Meyer [Mal89], [Mey90] im Jahr 1986 und der darauf aufbauenden Konstruk-
tion eindimensionaler orthonormaler Wavelets mit kompaktem Tr

ager 1988





at. Wissenschaftler unterschiedlicher Disziplinen
haben die Anwendungsm

oglichkeiten der Wavelet-Transformation f

ur ihre
Zwecke erkannt und weitergehend untersucht. Nicht zuletzt die Entwicklung
eines auf der Wavelet-Transformation basierenden Standards zur digitalen
Speicherung von Fingerabdr

ucken durch das amerikanische FBI (ANSI/NIST-
CSL 1-1993) trug dazu bei.
Die eindimensionale Konstruktion Daubechies' ist mittlerweile gut verstan-
den und geh

ort vielfach schon zum mathematischen Allgemeinwissen. Es gibt
zahlreiche B

ucher zum Thema, der weitaus gr

ote Teil davon in englischer
Sprache. Zu den wenigen deutschsprachigen Titeln geh

oren das Buch von
Louis et al. [LMR94] aus dem Jahr 1994 sowie die Einf

uhrung von Blat-
ter [Bla98] neueren Datums. Es ist uns jedoch kein Werk bekannt, das die
mehrdimensionale Theorie in nennenswertem Umfang ber

ucksichtigt. Einzi-
ge Ausnahme ist hier das im Original in Franz

osisch erschienene Buch von









uckhaltung ist ebenso einfach
wie durchschlagend: Die mehrdimensionale Theorie ist { wie der vorange-
gangene Abschnitt eingehend erl

autert { um ein Vielfaches komplizierter als
der eindimensionale Fall. An die Stelle des Paukenschlages von Daubechies
[Dau88], der mit einem Streich die eindimensionale orthogonale Theorie in
weiten Teilen aufkl

arte, sowie der umfassenden Darstellung des eindimen-
sionalen biorthogonalen Falles durch Cohen et al. [CDF92] treten nunmehr
viele Einzelresultate, die sich langsam zum Mosaik der mehrdimensionalen





age lieferten Anfang der Neunziger Jahre Dubuc et al. [DDD91]
und Cavaretta et al. [CDM91] im Kontext der Verfeinerungsschemata. Et-
wa zur gleichen Zeit begann auch die systematische Untersuchung transla-
tionsinvarianter R

aume. Hier sind die Arbeiten von Ron [Ron89], [Ron92],
Jia/Micchelli [JM91], [JM92], de Boor et al. [dBDR94] und Ron/Shen [RS95]
zu nennen. F

ur die Entwicklung der Theorie der mehrdimensionalen Mehr-
fachau

osungen von Bedeutung ist die Untersuchung des verallgemeinerten
Haar-Falles durch Gr

ochenig/Madych [GM92]. Ebenfalls ein wichtiger Mei-
lenstein auf diesem Weg ist die nahezu einhundert Seiten umfassende Ar-






uhrliche Darstellung des mehrdimensionalen biortho-
gonalen Falles lieferten Chui/Li [CL94]. Im Zusammenhang mit der Regula-
rit













sich bei Daubechies/Lagarias [DL91], [DL92], Cohen/Daubechies [CD93],
Daubechies [Dau92] und Riemenschneider/Shen [RS97]. Die Sobolev-Regu-
larit

at betrachten Villemoes [Vil93], Jia [Jia99a] f

ur den Fall isotroper Di-
latationsmatrizen und Cohen et al. [CGV99] im anisotropen Fall. Neuere
Arbeiten, die sich speziell den interpolierenden Skalierungsfunktionen an-
nehmen, sind Dahlke/Maa [DM97], Ji/Shen [JS97], Dahlke et al. [DGM98]
und Ji et al. [JRS99]. Zur Verbindung zwischen der Sampling-Theorie und
den Mehrfachau

osungen sind lediglich die Arbeiten von Walter [Wal92],
Saito/Beylkin [SB93], Xia/Zhang [XZ93] und Zhou/Sun [ZS99] bekannt.
Aufbau der Arbeit
Die Gliederung der Arbeit orientiert sich an den zwei Schwerpunkt-Themen
Sampling-Theorie und Skalierungsfunktionen.




ur nachfolgende Kapitel grundlegenden Eigen-


















ort vorab eine Einf

uhrung in die Distributionentheorie.
DasKapitel 2 widmet sich dem Themenkomplex Sampling-Theorie. Der Ab-




uhrlich auf den eindimensionalen Fall ein. Para-
graph 2.1.1 stellt das f

ur die Sampling-Theorie zentrale Whittaker-Shannon-
Kotel'nikov Sampling-Theorem vor und diskutiert die F

alle des Over- und
Undersamplings. Verallgemeinerungen des WSK-Theorems werden in den





tionen in 2.1.2 und f

ur nicht (notwendigerweise) bandbeschr

ankte Funktionen
in 2.1.3. Von besonderer Bedeutung ist hier die Theorie der Hilbert-R

aume
mit reproduzierendem Kern. Den Abschlu der eindimensionalen Betrach-
tungen bildet der Paragraph 2.1.4 zur Fehleranalyse. Im zweiten Abschnitt
des Kapitels wird die mehrdimensionale Sampling-Theorie beleuchtet. Nach
der Verallgemeinerung des WSK-Theorems auf h

ohere Dimensionen im Pa-








In einem dreiteiligen Anhang zum Kapitel 2 nden sich eine Zusammenstel-
lung der Eigenschaften der sinc -Funktion, Grundbegrie aus der Gittertheo-
rie sowie ein Abschnitt

uber SelbstaÆne Mengen.
Es schliet sich das von allen umfangreichste Kapitel 3 an, das die Theorie
6 Einleitung
der Skalierungsfunktionen und im speziellen die der interpolierenden Ska-
lierungsfunktionen beleuchtet. Die bereits erw

ahnten fundamentalen Eigen-
schaften der Translationsinvarianz und Skalierbarkeit sind Gegenstand der
beiden ersten Abschnitte. Eine kurze Zusammenstellung der im folgenden
h

aug verwendeten Eigenschaften liefert der Paragraph 3.2.3. Die Sektion 3.3
ist den Mehrfachau

osungen gewidmet. Der Denition im Paragraph 3.3.1
folgt eine kurze Darstellung der darauf aufsetzenden eindimensionalen Kon-
struktion von Daubechies im Paragraphen 3.3.2 sowie eine ausf

uhrliche Dis-
kussion des mehrdimensionalen biorthogonalen Falles in 3.3.3. Im Abschnitt
3.4 werden Verbindungen zur Sampling-Theorie und damit zum Kapitel 2
hergestellt. Im Unterabschnitt 3.4.1 wird die dem WSK-Theorem assozi-
ierte Shannon-Mehrfachau

osung betrachtet. Der sich anschlieende Para-







osung ein Sampling-Theorem gilt. Das Thema Regularit

atsanalyse

















atzung vor: Die Brute-Force Methode in 3.5.2 sowie die Littlewood-Paley
Methode unter Verwendung des

Ubergangsoperators in 3.5.3. Der letzte Pa-
ragraph 3.5.4 dieses Abschnitts untersucht den Einu der Strang-Fix Be-
dingungen auf die Regularit

at. Das Kapitel schliet mit dem Abschnitt 3.6






oren das von Dubuc et al. entwickelte Verfahren der Iterativen
Interpolation in Paragraph 3.6.1 sowie die von Gr

ochenig/Madych auf den
mehrdimensionalen Fall verallgemeinerte Haar-Basis. Diese ist zwar nicht im
strengen Sinne interpolierend, besitzt jedoch einen Teil der Eigenschaften.
Wie aus orthogonalen Skalierungsfunktionen interpolierende konstruiert wer-
den k

onnen, zeigt der Paragraph 3.6.3. Im Paragraphen 3.6.4 schlielich wird
ein von Ji et al. vorgestelltes iteratives Verfahren zur Konstruktion interpolie-
render Symbole diskutiert, mit dem sich unter bestimmten Voraussetzungen
insbesondere auch die Regularit






Im Anhang 3.A sind einige h

aug verwendete Resultate zum Spektralradius
zusammengestellt.
Das abschlieende Kapitel 4 fat die Ergebnisse aus den vorangegangenen
Teilen zusammen und gibt einen Ausblick auf zuk

unftige Arbeiten.
Zur besseren Orientierung und schnellen Referenz ist der Arbeit ein Verzeich-
nis der verwendeten mathematischen Symbole beigef

ugt.
Alle in der vorliegenden Arbeit abgedruckten Funktions-Graphen wurden mit


















Bezeichnungen, die im Abschnitt 1.1 eingef

uhrt werden. Es folgt der Ab-
schnitt 1.2 mit einer Einf

uhrung in die Theorie der Distributionen. Die sich
daran anschlieenden drei Sektionen 1.3 bis 1.5 liefern eine ausf

uhrliche Dar-
stellung der Fourier-Transformation, die sowohl f

ur die Sampling-Theorie in
Kapitel 2 als auch f

ur die Theorie der Skalierungsfunktionen in Kapitel 3
von grundlegender Bedeutung ist. Aufgrund des prop

adeutischen Charakters
dieses Kapitels wird auf die Angabe von Beweisen weitgehend verzichtet. Die














2 N ; i = 1; : : : ; n
heit Multiindex. Es sei


































Ist jj = 0, so ist @

f = f .


































ur eine stetige Funktion f : 
! C heit
supp f := fx 2 
; f(x) 6= 0g
der Tr

ager von f .
Von zentraler Bedeutung f

ur die vorliegende Arbeit sind Funktionen mit
kompaktem Tr

ager. Nach Heine-Borel ist eine MengeK genau dann kompakt,
wenn sie abgeschlossen und beschr

ankt ist. Der Tr

ager einer Funktion ist also










) = ff : 




) = ff : 






) = ff : 
! C ; @

f 2 C (




) = ff : 
! C ; @







) = ff : 
! C ; f 2 C
1
(




) = ff : 




sind, versehen mit den



























)  C (





















) := ff : R
n
! C ; f mebar; kfk
p



















; 1  p <1












aume (d.h. normierte, bez













klasse fg 2 L
p







) sei der Raum der auf 
























denierte komplexwertige Funktion heit Folge.
`(Z
n
) := fc : Z
n
! C g
















) := fc : Z
n
! C ; kck
p























































; ), wobei  das Dirac-Ma ist. Somit
gelten die (maunabh




















); 1  p  1.
Eigenschaften der Normen (1.2) und (1.4):
1.) F
















Ist f 2 L
p
, g 2 L
q
, so ist f g 2 L
1














































: Q! Q sei die identische Abbildung auf der Menge Q.
Weiterhin sei

id := id(  ) .
F






























) A 2 GL(n;R); 1  p <1
die p-Dilatation.
Denition 1.2











ur fast alle  2 R
n
, so heit




f(x)g(   x)dx  2 R
n
(1.8)




at: f  g = g  f , falls eines der Integrale existiert.
2.) Ist f 2 L
p
; g 2 L
1
, so ist f  g 2 L
p







3.) Sind f; g 2 L
2
, so ist f  g 2 L
1









at: Sind f; g; h 2 L
1
, so gilt f  (g  h) = (f  g)  h.
Die sog. Faltungsalgebra auf L
1
ist also kommutativ und assoziativ.
5.) Falls f  g existiert, so ist
supp (fg)  supp f + supp g = fx+ y 2 R
n
; x 2 supp f; y 2 supp gg.
F

ur nicht stetiges f ist supp f im Sinne der Denition auf Seite 15 zu
verstehen. Hat f oder g kompakten Tr

ager, so ist supp f + supp g
abgeschlossen.
6.) Ist f 2 L
1
loc
; g 2 C
m
und hat f oder g kompakten Tr

ager, so ist




ur alle Multiindizes  mit jj  m gilt
@

(f  g) = f  @

g :
7.) Nach Bemerkung 1.1






...the space of distributions is essentially the smallest extension of the space






Zur Darstellung der Theorie der Distributionen wurden haupts

achlich Rudin



















) := f' 2 C
1
(
); supp '  Kg
bildet zusammen mit der durch die abz











k 2 N (1.9)
erzeugten Topologie einen Frechet-Raum (d.h. einen lokal-konvexen Raum,
der bez



















heit Raum der Testfunktionen auf 
.
D(
) ist, versehen mit der Topologie des induktiven Limes, ein lokal-konvexer
topologischer Vektorraum. D(
) liegt dicht in L
p
(
) ; 1  p <1.
Beispiel 1.4








; jxj < 1
0 ; sonst
denierte Funktion # : R
n
! C ist eine Testfunktion.
Satz 1.5












g' 8 ' 2 D(
) ;













Abbildung 1.1: Graph der Testfunktion aus Beispiel 1.4 mit c = 1.
1.2.2 Denition
Denition 1.6
Ein stetiges lineares Funktional
 : D(
) ! C
' 7! (') =: h'; i
heit Distribution auf 
.






















ur alle Kompakta K  
 existieren N 2 N ; 0  C <1 mit
jh'; ij  C  p
N




Hierbei sind die p
N
(') die in (1.9) denierten Halbnormen.
Die Stetigkeit eines linearen Funktionals  : D(
) ! C ist also

aquivalent






















ein lineares Funktional auf D(








































ist nach Satz 1.7 
f
eine Distribution auf 
. Nach Satz 1.5 sind zwei Funk-
tionen f; g 2 L
1
loc





) als Untervektorraum von D
0
(
) auf und identiziert die
Distribution 
f
mit der Funktion f .
F








Seien X; Y topologische Vektorr









 : X ! Y
die kanonische Injektion von X in Y . Ist  stetig und liegt (X) dicht in Y ,







 !  Æ 
(1.10)















Gelegentlich wird eine Topologie auf dem Dualraum eines topologischen Vek-
torraums ben












die Polare von Y . Sei O eine Familie beschr

ankter Teilmengen von X mit
folgenden Eigenschaften:
1.2. Distributionen 15
1.) P;Q  O ) 9R  O mit P [Q  R.
2.) P  O;  2 C ) 9Q  O mit P  Q.
Dann bilden die Polaren der Teilmengen von O eine Nullumgebungsbasis, die
aufX
0
eine lokal-konvexe Topologie erzeugt, die sog. O-Topologie. Die beiden
wichtigsten auf dem Dualraum gegebenen Topologien sind die schwache
und die starke Topologie. Die schwache Topologie ergibt sich, wenn O





die Menge der beschr

ankten Teilmengen von X, so erh

alt man die starke
Topologie. Die schwache Topologie l

at sich auch charakterisieren als die
Topologie der punktweisen Konvergenz in X, w

ahrend die starke Topologie
gerade die der gleichm

aigen Konvergenz auf beschr

ankten Teilmengen von





aume ist auerdem noch die durch die Norm erzeugte Topo-
logie von Bedeutung.





ur  2 D
0
(
) und U  











); supp '  Ug

















Eine Distribution auf 






 n G =: supp  heit Tr

ager der Distribution . Analog der Denition
f

ur stetige Funktionen ist also auch supp  abgeschlossen. Mittels der Iden-
tikation aus Bemerkung 1.9 l

at sich somit der Begri des Tr

agers auch auf





Es bezeichne E (
) den Raum C
1
(








) geht auch diese auf Laurent Schwartz zur

















' k 2 N












) der Distributionen mit kompaktem Tr

ager mit dem topolo-
gischen Dualraum von E (






Raum der Distributionen auf 
 mit kompaktem Tr

ager.
1.2.4 Operationen auf Distributionen
Operationen auf Distributionen werden als mit den entsprechenden Opera-
tionen auf Funktionen vertr

agliche Verallgemeinerungen deniert.
Sei  2 D
0
(







'; i ' 2 D(
)
die Translation der Distribution .









Sei  2 D
0
(











'; i ' 2 D(
)




ur f 2 C
1
(




























'; i ' 2 D(
)
partielle Ableitung der Distribution . @
j
 ist wieder eine Distribution.
Allgemeiner deniert man f














H : R ! R
x 7!

0; x  0
1; x > 0
die Heavyside-Funktion. Es ist









die Ableitung der Heavyside-Funktion im distributiven Sinne ist also die





ur f 2 E (
) ist f' 2 D(
) 8 ' 2 D(
). F





h'; fi := hf'; i ' 2 D(
) (1.11)




h'; id  @Æ
0
i = hid  '; @Æ
0
i
=   h@(id  '); Æ
0
i
=  @(id  ')(0) =  '(0)














) und ' 2 D(R
n




) und ' 2 E (R
n
), so heit
('  )(x) := hT
x
'; i = h'(x  ); i (1.12)
die Faltung von  mit der Funktion '.









h';   i := h' 







die Faltung von  mit der Distribution .
F

ur  2 L
1
loc
stimmt (1.12) mit (1.8)










ur die Faltung von Distributionen.
Sind '; # 2 D(R
n








); b 2 R
n
und  ein Multiindex,
so gilt:
1.) '   2 E (R
n
), d.h. h'  ; i in (1.13) deniert tats

achlich ein lineares
















3.) Die Faltung kommutiert mit der Translation: (T
b
')   = T
b
('  ).
4.) '  (#  ) = ('  #)   und
'  (  ) = ('  )  .





5.) supp ('  )  supp '+ supp  und
supp (  )  supp  + supp .
6.) @





')   und
@





)   8.
7.) Æ
b




Æ)   = @

, d.h. die Dierentiation einer
Distribution l










h(jx) j 2 N

; x 2 R
n
mit h 2 D(R
n










) eine Fast-Eins in D(R
n
); ' 2 D(R
n






























Jede Distribution ist also im Sinne der Topologie von D
0
Grenzwert

















Die Menge der Funktionen
S (R
n




(') <1 8 ; g
bildet zusammen mit der durch die abz

ahlbare Familie der Halbnormen (1.14)
erzeugten Topologie einen Frechet-Raum. Dieser heit
Schwartz-Raum der rasch fallenden Funktionen.
Es gilt:
1.) S  L
p
; 1  p  1.
2.) D  S  E , jeweils dicht und stetig eingebettet.





a Bemerkung 1.10 S
0


























1  p  1.












adaptiert werden. Das Produkt einer temperierten Distribution  2 S
0
mit
einer Funktion f 2 E ist z.B. nur dann wieder eine temperierte Distribution,










Multiindizes  polynomiales Wachstum besitzt, d.h. falls gilt: F

ur alle





















ur alle ' 2 S (R
n





















ur alle ' 2 S (R
n
) ist. Der Raum aller Konvolutoren
f








1.) Folgende Eigenschaften sind

aquivalent:














ur f 2 O
M
;  2 S
0
ist f 2 S
0
und die Abbildung  7! f ist stetig.
Die Multiplikatoren f














at sich die Denition 1.17 f

ur temperierte Distributionen folgender-
maen adaptieren:
Denition 1.25
Ist  2 S
0
und # 2 S , so heit
h'; #  i := h

#  '; i (1.15)
die Faltung von  mit der Funktion #.
Ist  2 S
0




h';   i := h' 

; i ' 2 S (1.16)
die Faltung der Distributionen  und .
Hat # oder  kompakten Tr



























































































die Periodisierung von '.
Da supp ' kompakt, ist die Summe in (1.17) auf jedem Kompaktum K 
R
n







Funktionen ' 2 E (R
n
) bilden einen abgeschlossenen Untervektorraum von
E (R
n
), der mit E (T
n
) bezeichnet wird.
Sind '; # 2 D , so sind $';$# 2 E ( L
1
loc


























) deniert man daher vertr

aglich:




Das durch (1.18) denierte lineare Funktional $ : D(R
n
)! C heit Peri-





1.) Der (lineare) Periodisierungsoperator $ bildet D(R
n












2.) $ ist Z
n











($) = $ k 2 Z
n
:
3.) $(') = $'   8' 2 D(R
n
) und 8  2 Q(T
n
).
4.) $(#) = # $ 8 # 2 E (T
n










ur die $ = 1 ist, heit periodische Teilung
der Eins in D(R
n
). Sei z.B. ' 2 D eine auf R
n
nicht-negative Funktion mit
' 6= 0 auf I
n
, so ist  :=
'
$'
2 D eine periodische Teilung der Eins.






-periodische Funktion # 2 E (T
n




-periodische Distribution  2 Q(T
n
) ist die Periodisierung einer







) den Raum aller stetigen linearen Funktionale
 : E (T
n
) ! C

























h#; i 7! h#; i
T
n
# 2 E ;  2 Q;
wobei  eine periodische Teilung der Eins in D sei, denieren zwei zueinander









) als topologischen Dualraum zu E (T
n
) auf.





ur # 2 E (T
n









= h#; i = h#;$i = h$(#); i




) ist. Nach Satz 1.29 ist




= h#; i : (1.19)

































d.h. eine solche Funktion f ist bereits durch ihre Restriktion auf T
n
festgelegt.
Im Gegensatz dazu sind Distributionen i.a. nicht punktweise deniert, zu










) und  eine periodische Teilung der Eins in D gilt jedoch nach
Satz 1.29





ubernimmt also eine periodische Teilung der Eins in gewis-




Die Abbildung 1.2 zur Veranschaulichung der Beziehungen zwischen den
wichtigsten Funktionen- und Distributionenr

aumen ndet sich in

ahnlicher
Form bei Khoan [Kho72, Vol. 2, CA II].
1.3 Fourier-Transformation auf R
n
Die Darstellung der Fourier-Transformation gliedert sich in drei Abschnitte.




, die harmonische Analyse auf dem Torus T
n
wird im Abschnitt 1.4
behandelt und der letzte Teil 1.5 bietet eine Einf

uhrung in die Theorie der
Fourier-Transformation auf lokal-kompakten abelschen Gruppen.
Als Quellen f









































































































































Abbildung 1.2: Stetige Einbettung ,! der Funktionen- und Distributio-
nenr

aume (nach Khoan [Kho72, Vol. 2, CA II]). Die Distributionenr

aume
seien jeweils mit der schwachen Topologie versehen.
1.3.1 Bemerkungen zur Notation
Bei der Arbeit mit drei verschiedenen B

uchern zum Thema ist es wahrschein-
lich, da in jedem der drei die Fourier-Transformation anders deniert wird.
Nat

urlich unterscheiden sich alle nur durch einen Faktor, dieser zieht sich
aber durch alle auf der Fourier-Transformation basierenden Berechnungen
und kann daher bei geschickter Wahl nachfolgende Darstellungen und For-
meln erheblich vereinfachen.



































Die meist im Zusammenhang mit partiellen Dierentialgleichungen verwen-








= 1, d.h. beide Integrale
haben den gleichen Vorfaktor. Diese ndet sich z.B. bei Forster [For84, Kap.
12].




= 1, die z.B. bei Chui
[Chu92a] und Vetterli/Kovacevic [VK95] verwendet wird.
Unsch







1.3. Fourier-Transformation auf R
n
25
Im vorliegenden Text wird folgende Denition Verwendung nden, die im


















d! x 2 R
n
:
Mit dieser Denition ist F sowohl eine Isometrie auf L
2
, als auch ein kom-









und (f  g)^ =
^
f g^ :
Weiterhin hat sie den Vorteil, da man sich bei der Betrachtung der Periodi-
zit

atseigenschaften der Fourier-Transformation in Z
n
bewegt.
1.3.2 Fourier-Transformation in L
1
























(x)dx ! 2 R
n









1.) Die Fourier-Transformation vertauscht Translation und Modulation:
(T
b









2.) Die Fourier-Transformation vertauscht Faltung und Multiplikation:




f  g^ = (fg)^.
3.)
^





































ur die Dilatation gilt:
(i) F

ur  2 R;  > 0 und g = f(













































und es gilt @

^
f = (( 2i  id)

f )^ .




















Eine Funktion f 2 L
1
mit guten Dierenzierbarkeitseigenschaften wird
also durch die Fourier-Transformation auf eine Funktion
^
f mit raschem
Fallverhalten im Unendlichen abgebildet und umgekehrt.
Satz 1.35 (Riemann-Lebesgue)






































(!)d! x 2 R
n
heit daher Inverse Fourier-Transformierte von f .
2.) Die Fourier-TransformationF auf S ist ein topologischer (d.h. in bei-
de Richtungen stetiger) Automorphismus und F ist die zu F inverse
Abbildung.
1.3. Fourier-Transformation auf R
n
27
























ur die Operatoren F und F gilt:
F (

f) = Ff f






Nach Satz 1.36 gelten die Umkehrformeln









ur die Sampling-Theorie ebenso wie im Zusammen-
hang der Skalierungsfunktionen und Wavelets von auerordentlicher Bedeu-
tung, da sie Charakterisierungen der Mengen der Funktionen bzw. Distribu-





ankten Funktionen spielen in Kapitel 2 eine zentrale Rolle.
Sowohl f

ur Funktionen als auch f

ur Distributionen existieren mehrere un-
terschiedliche Versionen des Satzes von Paley-Wiener. Die in der Literatur
gel

augere ist die in den S

atzen 1.38 und 1.48 wiedergegebene Form, die f

ur
die ganze Funktion f eine Wachstumsbeschr

ankung fordert, die den Ima-
gin





uber den Betrag des Arguments, wie sie im Satz 1.40 wie-
dergegeben ist, ndet sich in

ahnlicher Form z.B. bei Smith et al. [SSW77,
S. 1264].
Satz 1.38 (Paley-Wiener I)






1.) f ist die Fourier-Transformierte einer Testfunktion ' 2 D(R
n
) mit
supp '  fx 2 R
n
; jxj  rg.
2.) f l

at sich auf C
n
analytisch fortsetzen und f

ur die (wiederum mit f

















ur die Formulierung der zweiten Version des Satzes von Paley-Wiener wird
der Begri des exponentiellen Typs einer ganzen Funktion ben

otigt. Higgins




uber den unterschiedlichen Sprachgebrauch
dieses Begris, bei Nikol'ski






1.) Eine ganze Funktion f : C ! C heit von exponentiellem Typ,
falls Konstanten C;  2 R
+
; C > 0 existieren mit
jf(z)j  C e
jzj
z 2 C : (1.22)
f heit von exponentiellem Typ kleiner oder gleich  2 R
+
,









z 2 C :
2.) Eine ganze Funktion f : C
n
! C heit von exponentiellem Typ kleiner
oder gleich  2 R
n
+




































1.) f ist die Fourier-Transformierte einer Testfunktion ' 2 D(R
n
) mit
supp '  K

.
2.) f 2 S l

at sich auf C
n
analytisch fortsetzen und die (wiederum mit
f bezeichnete) Fortsetzung ist eine ganze Funktion von exponentiellem
Typ kleiner oder gleich .


























































1.) Die lineare Abbildung F
L
2




f = Ff 8f 2 S
eindeutig bestimmt. Die Gleichung F
L
2











ur 1  p  1. Die Fortsetzung






















2.) Die Fourier-Transformation auf S ist ein topologischer Automorphis-
mus, die Parseval-Identit

at (1.20) gilt also insbesondere f

ur f; g 2 S









Als Fourier-Transformation auf S
0







(vgl. Bemerkung 1.10) und schreibt in







ur  2 S
0
und ' 2 S heit
h';Fi = h'; ^i := h'^; i
die Fourier-Transformierte und
h';Fi = h'; i := h '; i
die Inverse Fourier-Transformierte der Distribution .
F

ur f 2 L
p






































ist ein topologischer Automorphismus,
der zu F inverse Automorphismus ist durch F gegeben und es gilt analog
zu (1.21):







In Analogie zu Satz 1.34 gilt f



























) vertauscht Faltung und Multi-
plikation:
(  )^ = ^
^
 ; (f)^ =
^
f  ^ :









































ur ' 2 S ;  2 S
0
gilt:
('  )^ = '^^ und (')^ = '^  ^ :
Die Paley-Wiener S

atze 1.38 und 1.40 lassen sich auf Distributionen verallge-
meinern. Der Spezialfall f 2 L
2




























at sich auf C
n
analytisch fortsetzen und die (wiederum mit f be-
zeichnete) Fortsetzung ist eine ganze Funktion von exponentiellem Typ
kleiner oder gleich .
Satz 1.48 (Paley-Wiener-Schwartz)











supp   fx 2 R
n
; jxj  rg.
2.) f l

at sich auf C
n
analytisch fortsetzen und f

ur die (wiederum mit f
bezeichnete) Fortsetzung gilt: 9N 2 N ; c  0 mit












Insbesondere gilt also f

ur die Fourier-Transformierte ^ einer Distribution  2
E
0
: ^ 2 E und ^ ist langsam wachsend.
Beispiel 1.49













Æ)^ = (2i  id)

.

















vorgestellt. Analog zur Diskussion der Fourier-Transformation auf R
n
im Ab-


































Wie sich in Abschnitt 1.4.3 zeigen wird, besteht mit der Poisson-Formel
ein enger Zusammenhang zwischen der Fourier-Transformation auf dem n-
dimensionalen Torus und jener auf R
n




uhrliche Darstellungen der harmonischen Analyse auf dem Torus nden
sich bei Khoan [Kho72], Schempp/Dreseler [SD80] und Dieudonne [Die75].
1.4.1 Fourier-Lebesgue-Reihen




















; 1  p <1






) der Banach-Raum aller Z
n
















) dicht liegt, lassen sich nach dem Wei-




) mittels der Expo-
nentiale fe
k
(); k 2 Z
n
g beliebig genau approximieren (vgl. Young [You80,
S. 20]):
Satz 1.50
Das trigonometrische System fe
k
(); k 2 Z
n







p < 1, d.h. der von den e
k
aufgespannte lineare Raum liegt dicht in L
p




























  kj  L <
1
4
; k 2 Z
n
g (vgl. Young [You80, Kap. 1, Th. 14], siehe





























) 1  q  p  1 :
Die f







ultigen Aussagen gelten somit auch f






1 < p  1.
Denition 1.52















(x)dx k 2 Z
n












heit Fourier-(Lebesgue)-Reihe von f .
Bezeichnung 1.53
1.) Eine Folge (c
k












ur alle Multiindizes  gilt. Der Raum aller rasch fallenden Folgen wird













) := fc : Z
n




j = 0g :








































































) durch ihre Fourier-KoeÆzienten bereits eindeutig bestimmt ist, auch





































































































zwei zueinander inverse topologische
Isomorphismen sind.




















) 2 S (Z
n
) konvergiert das Symbol der (c
k
) im Sinne der
Topologie von E (T
n
) (der Topologie der gleichm

aigen Konvergenz












ist ebenfalls ein topologischer Isomorphismus.









































































) konvergiert das Symbol der (c
k





















































































heit Fourier-(Schwartz)-Reihe von .
Analog zu (1.25) deniert man f






Fourier-Transformation und Inverse Fourier-Transformation auf T
n
.

























































ist ein lineares Funktional auf S (Z
n
) und die Abbildung (b
k
) 7! C ist bi-
jektiv. Man identiziert daher r(Z
n
) mit dem topologischen Dualraum zu
S (Z
n
































) konvergiert das Symbol der (c
k
) im Sinne der









Man deniert daher analog zu (1.27) die Fourier-Transformation















ist ebenfalls ein topologischer Isomorphismus.















































aher untersucht werden. Dazu ist es notwendig, aus
einer auf R
n

















' =: $' 2 E (T
n
). Nach Lemma 1.31 ist jede Z
n
-peri-
odische Funktion # 2 E (T
n
) die Periodisierung einer Testfunktion und jede
Z
n




) die Periodisierung einer Distribution
 mit kompaktem Tr



















, hat kompakten Tr

ager und es




Die Fourier-Transformation liefert jedoch noch einen anderen Weg, Z
n
-peri-
odische Funktionen (Distributionen) zu konstruieren. Ist z.B. f 2 S , so ist
auch
^











) 2 S (Z
n





f 2 E (T
n
) konvergiert.
Die Poisson-Formel besagt im wesentlichen, da beide Wege { wenn sie gang-











f(   k) konvergiert fast






























































































benutzt (vgl. Kapitel 1.2.6)
sowie die Tatsache, da I
n













) mit folgenden Eigenschaften:





ur die Folge (
^


























Ohne die Voraussetzung 1.) gilt (1.31) noch fast

uberall, denn mit Satz 1.63
3.) folgt aus Satz 1.64 2.) f






























), folgt die Behauptung aus der
Injektivit

at der Fourier-Transformation, vgl. Bemerkung 1.55.
Satz 1.66
1.) Ist f 2 L
2




















ist daher die Inverse Fourier-
Transformierte der (c
k
) und aufgrund der Fourier-Umkehrformel (1.29)




). Da die Fourier-Reihe einer Funkti-




) sogar punktweise fast

uberall gegen # konvergiert (vgl.
Schempp/Dreseler [SD80, xI.11.5]), gilt die Poisson-Formel auch punkt-
weise f



















































































Abbildung 1.3: Stetige Einbettung ,! der Funktionen- und Distributio-
nenr





. Die mit l verbundenen
R

aume werden isomorph aufeinander abgebildet. Die Distributionenr

aume
seien jeweils mit der schwachen Topologie versehen.








). Die Fourier-KoeÆzienten (c
k
) von













), ist also die Inverse Fourier-Transformierte der (c
k
) und









Die Abbildung 1.3 veranschaulicht die Beziehungen zwischen den im Zusam-













at sich als Spezialfall der allgemeineren
Theorie der Fourier-Transformation auf lokal-kompakten abelschen Gruppen
auassen. Diese Verallgemeinerung wird im Zusammenhang mit n-dimensio-
nalen Gittern (vgl. Kapitel 2.B) ben

otigt und soll daher kurz vorgestellt wer-
den. Eine ausf

uhrlichere Abhandlung dieser Thematik bieten Rudin [Rud62]
und Schempp/Dreseler [SD80].
Denition 1.67
Sei G eine (multiplikativ geschriebene) abelsche Gruppe. G heit topologi-
sche Gruppe, falls gilt:
1.) G tr

agt eine Topologie, die G zu einem Hausdor-Raum macht.
1.5. Fourier-Transformation auf LCA-Gruppen 39
2.) Die Abbildung (x; y) 7! xy des mit der Produkttopologie versehenen
Raumes GG auf G ist stetig.
Ist die Topologie auf G lokal-kompakt, so heit G lokal-kompakte abel-
sche Gruppe.
Denition 1.68
Als Charakter einer Gruppe G bezeichnet man einen Homomorphismus 
von G in die (multiplikative) Gruppe U der komplexen Zahlen vom Betrag
1:  : G! U mit










Man unterscheidet diskrete Gruppen wie z.B. (Z;+) und kontinuierliche




;+ mod 1). Im Falle kontinuierlicher Gruppen for-
dert man zus

atzlich, da ein Charakter eine auf G stetige Funktion sei.











(g); g 2 G selbst eine abelsche Gruppe mit dem Einselement (g) =
1 8 g 2 G, die mit
^
G bezeichnet wird. Versehen mit der Topologie der
gleichm

aigen Konvergenz auf den kompakten Teilmengen von G, der Topo-
logie der kompakten Konvergenz, ist
^
G ebenfalls eine lokal-kompakte abelsche
Gruppe.
Denition 1.69
Sei G eine lokal-kompakte abelsche Gruppe, so heit
^
G, versehen mit der
Topologie der kompakten Konvergenz, die zu G duale Gruppe.






at sich nach dem Satz von Pontryagin-van Kampen [SD80,
Th. V.5.3] mit G identizieren.
An dieser Stelle f

ugt sich ein Resultat

uber Charaktersummen ein, das in
Kapitel 3 ben

otigt wird und daher mit Beweis angegeben wird.
Satz 1.70

































ur beliebiges h 2 G. Existiert also ein h 2 G mit (h) 6= 1, so ist der erste
Faktor 6= 0 und somit mu
P
g2G
(g) = 0 gelten.
2
Satz 1.71 (z.B. [SD80, Th. 2.8])
1.) Die Exponentiale fe
k
; k 2 Z
n









; k 2 Z
n
g.
2.) Die Exponentiale fe

;  2 R
n
g sind genau die Charaktere von R
n
. Da















Satz 1.72 (z.B. [Rud62, Th. 1.2.5])
1.) Ist G diskret, so ist
^
G kompakt.




Sei G eine lokal-kompakte abelsche Gruppe,
^
G die zu G duale Gruppe und
 das Haar-Ma auf G, d.h. das bis auf einen Faktor eindeutig bestimmte
translationsinvariante Ma auf G. Dann heit f

























die Inverse Fourier-Transformierte von f .
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Satz 1.74 (Fourier-Umkehrformel)
Sei G eine LCA-Gruppe mit Haar-Ma ,
^
G die zu G duale Gruppe und ^
das Haar-Ma auf
^








G; ^). Dann l

at







Es gelten die f




















Bei geeigneter Normierung von  und ^ bildet die Fourier-Transfor-
mation L
2





















4.) Die Fourier-Transformation vertauscht Faltung und Multiplikation:
^
f  g^ = (fg)^ :
Satz 1.75 (Poisson-Formel, [Die75, Th. 22.12.3])
Sei G eine LCA-Gruppe mit Haar-Ma 
G
, H eine abgeschlossene Untergrup-
pe von G mit Haar-Ma 
H
. Es bezeichne H
?
die Gruppe der auf H trivialen







G; (g) = 1 8 g 2 Hg.
H
?









) mit folgenden Eigenschaften:
1.) Die Einschr








2.) Die Funktion x 7! f(gx) ist auf H f

































ur G = R
n














der Poisson-Formel (1.31), denn H
?



















Die Sampling-Theorie oder Abtast-Theorie ist sicher eine der wichtigsten
mathematischen Techniken in der Informations- und Kommunikationstheo-
rie. Ihre Anwendung umfat heute viele Bereiche der Physik bzw. der In-
genieurwissenschaften wie z.B. Signalanalyse, Bildverarbeitung, Radar, So-
nar, Holographie und Meteorologie. Sie liefert die Verbindung zwischen den
nat





Der Begri Signal wird in der ingenieurwissenschaftlichen Literatur h

aug
gebraucht. Ein Signal ist im mathematischen Sinne nichts anderes als eine
Funktion einer oder mehrerer Variablen, von denen i.d.R. mindestens eine
eine Zeitvariable ist. Die Begrie Funktion und Signal werden daher synonym
verwendet. Man unterscheidet jedoch zwei Arten von Signalen. H

aug wird
in der Literatur eine Funktion, deren Denitionsbereich nicht diskret ist,
als continous-time Signal bezeichnet. Nach Glassner [Gla95, x4.2.1] ist dieser





Signal ist weder notwendigerweise stetig, noch mu es sich um eine Funktion
einer (oder mehrerer) Zeitvariablen handeln, wenngleich das meistens der
Fall ist. Ebenfalls verwendet wird die Bezeichnung analytisches Signal, doch
auch diese ist nicht ganz gl

ucklich, da sie die Bandbeschr

anktheit des Signals
impliziert. Im vorliegenden Text werden daher die Begrie kontinuierliches
bzw. analoges Signal verwendet.
Im Gegensatz dazu spricht man von discrete-time Signalen, wenn deren De-
nitionsbereich diskret ist. Aus den vorgenannten Gr

unden sind auch hier die
Bezeichnungen diskretes bzw. gesampeltes Signal treicher.





ankte Funktionen. Es besagt,
da analoge Funktionen mit beschr

anktem Spektrum ohne Informationsver-
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lust diskretisiert und aus ihren diskreten Werten wieder exakt rekonstru-
iert werden k

onnen. Allgemeiner liefert die Sampling-Theorie Aussagen

uber
die exakte oder n

aherungsweise Rekonstruktion von Funktionen aus diskre-
ten Werten. Diese Werte, die sog. Samples, sind oft Mewerte und m

ussen
nicht notwendigerweise Werte der Funktion selbst sein, sondern k

onnen auch
die Werte der Ableitungen oder anderer Transformationen sein, wie z.B.
der Radon-Transformation im Kontext der Computer-Tomographie [Nat86],
[SSW77].




uber die historische Ent-
wicklung der Sampling-Theorie mit dem Schwerpunkt auf nicht bandbe-
schr

ankten Funktionen. Dort werden die Urspr

unge des Sampling-Theorems
bis zu der aus dem Jahr 1908 stammenden Arbeit des belgischen Mathemati-
kers Charles-Jean Baron de la Vallee-Poussin (1866-1962) [VP08] zur

uckver-
folgt. Higgins [Hig85] weist darauf hin, da bereits E. Borel [Bor99] 1899 die
sp

ater als Kardinalreihe bezeichnete Form der Sampling-Reihe verwendete.
Jedenfalls erwuchsen die Anf

ange der Sampling-Theorie aus dem Studium





Paley-Wiener ergeben sich auch enge Verbindungen zur Theorie der ganzen
Funktionen. Erst in den sp

aten Sechziger Jahren lebte das Interesse an der
Sampling-Theorie wieder auf und die meisten der in Abschnitt 2.1.2 disku-
tierten Verallgemeinerungen datieren nach dieser Zeit.
Das Kapitel gliedert sich im wesentlichen in zwei Teile. Im Abschnitt 2.1 wird







ankte Funktionen, das Whittaker-
Shannon-Kotel'nikov Theorem, sowie Ausf

uhrungen zum Over- und Under-
sampling. Die nachfolgenden Verallgemeinerungen des WSK-Theorems glie-




ankte Funktionen in Paragraph 2.1.2 bzw.
Resultate f

ur nicht (notwendigerweise) bandbeschr

ankte Funktionen in Pa-
ragraph 2.1.3. Den Abschlu der Betrachtung des eindimensionalen Falls bil-
det der Unterabschnitt 2.1.4 zur Fehleranalyse. Der sich anschlieende Ab-
schnitt 2.2 geht auf die Besonderheiten der mehrdimensionalen Sampling-
Theorie ein. Paragraph 2.2.1 enth






oherenDimensionen sowie die n-dimensionale Verallgemeinerung des WSK-
Theorems, den Satz von Parzen. Die verbleibenden Unterabschnitte 2.2.2 und







In einem dreiteiligen Anhang nden sich schlielich kurze Einf

uhrungen in
Themengebiete, die zwar f

ur die Sampling-Theorie von Bedeutung sind, ihr
aber nicht direkt zuzuordnen sind. Dazu z

ahlen eine Zusammenstellung der
Eigenschaften der sinc -Funktion in Anhang 2.A, Grundbegrie aus der Git-
tertheorie in 2.B und eine kurze Einf

uhrung in den Themenkreis der Selbst-
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aÆnen Mengen im Anhang 2.C. Insbesondere die letzten beiden Abschnitte
sind auch f

ur das nachfolgende Kapitel 3 von groer Bedeutung, so da oft
auf sie verwiesen werden wird.
2.1 Eindimensionale Sampling-Theorie











ankte Funktionen, besagt, da eine Funktion f einer Variablen, deren
Spektrum keine Frequenzen vom Betrag gr

oer als ! enth

alt, durch ihre dis-





andig bestimmt ist und aus
diesen rekonstruiert werden kann.
Obwohl dieser Satz allgemein als das Shannon-Theorem bekannt ist, besteht
fast weltweites Einvernehmen dar

uber, da er zuerst im Jahr 1915 von E.
T. Whittaker entdeckt wurde. Sp

ater in 1940 wurde er von C. E. Shan-





unfziger Jahre wurde bekannt, da Shannon's Ergebnis bereits 1933 un-
abh

angig von einem russischen Ingenieur, V. Kotel'nikov, entdeckt wurde.
Man bezeichnet diesen fundamentalen Satz daher als Whittaker-Shannon-
Kotel'nikov Sampling-Theorem oder kurz WSK-Theorem.
Denition 2.1









ankten und somit kompakten Tr

ager besitzt. Ist supp
^
f 
B, so heit B Bandregion von f . Speziell sei f










f  [ !; !]g











jxj Bandbreite von f .
Nicht ganz grundlos ist hier der Fall einer zum Nullpunkt symmetrischen
Bandregion vor anderen ausgezeichnet. Da man in erster Linie an reellwer-
tigen Funktionen interessiert ist, kann

f = f angenommen werden. Dann










f und daher j
^
f j = j
^
f( )j,




f notwendigerweise symmetrisch zum
Nullpunkt.









alle wie Band-Pass bzw. Multi-Band Funktionen werden im nachfol-
genden Abschnitt 2.1.2 diskutiert.
Satz 2.2 (WSK-Theorem)













x 2 R (2.1)
und die Reihe konvergiert in L
2




1.) Ist f 2 V
!
























ur alle k 2 Z deniert.







werden nach J.M. Whittaker als Kar-
dinalreihen bezeichnet [Zay93, S. 19].
































f (k) = f( k) :




































Nach Satz 1.66 ist $(
^
f(2! )) 2 L
2





















f  [ !; !], so ist supp
^






] und es gilt
^


































und aufgrund der Unitarit
























































Durch Substitution von x durch 2!x sowie von k durch k erh

alt man schlie-













<1. Die absolute und
lokal gleichm

aige Konvergenz der Reihe folgt daher mit der Ungleichung von
Cauchy-Schwarz, da nach der Poisson-Formel $(j sinc j
2
) konstant. Die L
2
-
Konvergenz der Reihe gegen f zusammen mit der gleichm

aigen Konvergenz
auf Kompakta liefert schlielich die punktweise Konvergenz gegen f .
2
Wie der Satz zeigt, ist eine Funktion f 2 V
!




); k 2 Z , die sog. Samples, eindeutig bestimmt. Die Reihe in (2.1) wird
auch als Sampling-Reihe bezeichnet. Die Sampling-Punkte f
k
2!
; k 2 Zg
sind

aquidistant, der Kehrwert ihres Abstands heit Sampling-Rate. F

ur
Funktionen, deren Bandregion ein symmetrisch zum Nullpunkt liegendes In-





heit Nyquist-Rate und ist die zur exakten Rekonstruktion einer Funkti-
on f 2 V
!
notwendige minimale Sampling-Rate (vgl. die Ausf

uhrungen zum
































wird allgemein die Bezeichnung sinc verwendet. Diese
Funktion ist von so fundamentaler Bedeutung, da sie im Anhang 2.A noch
n







) sinc 2!(x  t
k
) x 2 R : (2.3)
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Hat die Bandregion einer bandbeschr

ankten Funktion f die Gestalt eines





+!], so zeigt eine geringf

ugige Modikation des Beweises des WSK-












(2!x  k) x 2 R : (2.4)
Allgemeinere Bandregionen werden in den Abschnitten 2.1.2 und 2.2.2 dis-
kutiert.
Bemerkenswert ist, da die Sampling-Reihe unabh

angig von den tats

achli-
















von der Sampling-Reihe lediglich der Summand f(t
k
) stehen. Diese
Eigenschaft macht man sich bei der Approximation nicht bandbeschr

ankter








, das WSK-Theorem liefert daher f


























:= sinc (2   k) und g := 
[ !;!]







































































































) sinc 2!(x  r t
k
) 0 < r  1 : (2.8)
F

ur  > ! ist die Sampling-Rate 2 gr

oer als die Nyquist-Rate 2!, da-
her spricht man in diesem Fall von Oversampling. Bei Zayed [Zay93, S.
22] heit r sampling rate parameter. Da die Darstellung (2.8) jedoch nur f

ur
oversampelte bzw. exakt gesampelte Funktionen gilt, verwenden wir im fol-
genden die Bezeichnung Oversampling-Parameter. Ist r = 1, so reduziert
sich (2.8) auf (2.3).



















































) sinc r(m  k) :
Ein oversampeltes Signal kann daher selbst bei Verlust eines Samples aus
den verbleibenden Abtastwerten noch exakt rekonstruiert werden. Man kann









a (2.2) bis auf einen Faktor die Fourier-









, die Sampling-Funktionen sind daher in diesem Falle eindeutig bestimmt,
es sind die Translatierten der sinc -Funktion. Diese f

allt nur sehr langsam, es
ist sogar sinc 62 L
1
(vgl. Anhang 2.A). Oversampling erlaubt es, f als Li-
nearkombination von besser lokalisierten Funktionen darzustellen. Dadurch
50 Sampling-Theorie
kann z.B. der in vielen praktischen Anwendungen durch Abschneiden der
Sampling-Reihe auftretende Cut-O Fehler erheblich verringert werden, vgl.
hierzu den Abschnitt 2.1.4 zur Fehleranalyse.






kann man die in den Randpunkten des Intervalls [ !; !] unstetige charakte-
ristische Funktion durch eine glattere Funktion '^ 2 V

mit '^  1 auf [ !; !]
ersetzen. Geeignet ist z.B. die auch bei Daubechies [Dau92, Kap. 2] disku-




























; !  jj  
0; jj  
: (2.9)













































































) x 2 R :
Da '^ die Faltung zweier charakteristischer Funktionen ist, ergibt sich ' als
Produkt zweier sinc -Funktionen:
'(x) = ( + !)(   !) sinc ( + !)x sinc (   !)x : (2.10)
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a)
'^






















Abbildung 2.1: Die Funktion '^ aus (2.9) und ihre Fourier-Inverse ' f

ur die
Parameter ! = 1 und  =
3
2
. Abbildung c) zeigt deutlich das im Vergleich
zur sinc -Funktion raschere Abklingen von '.




uber j sinc (x)j = O(x
 1
) schnel-
ler abklingende Sampling-Funktionen. Durch die Wahl einer noch glatteren
Funktion '^ lassen sich die Lokalisationseigenschaften von ' weiter verbes-
sern. Ist z.B. '^ 2 D  S , so ist ' 2 S und daher
j'j  C
j




ur beliebiges j 2 N , die Konstante C
j
kann jedoch u. U. sehr gro werden, so
da sich eine h

ohere Dierenzierbarkeitsordnung von '^ nur bedingt auszahlt.
Undersampling
Es wurde bereits angedeutet, da f

ur f 2 V
!
die Nyquist Sampling-Rate
die kritische Schranke darstellt, unterhalb der eine exakte Rekonstruktion
von f aus den Samples mittels der Sampling-Reihe nicht mehr m

oglich ist,





Man denke nur an die Rekonstruktionsformel (2.4) f

ur Funktionen mit einem
translatierten Intervall als Bandregion. Die Sampling-Reihe (2.1) konvergiert
f

ur jede Funktion f 2 L
2
, bereits eine beliebig kleine Unterschreitung der
Nyquist-Rate f





die Funktion f ist (Standish [Sta67]). Welche Funktion ist es nun, die
dann durch die Sampling-Reihe dargestellt wird? Daubechies [Dau92, S. 19]
betrachtet dazu folgendes Beispiel.
Sei f 2 V
!
mit Rate 2 < 2! gesampelt, also dieWerte f(
k
2
); k 2 Z gegeben.

























































) 2-periodisch ist, gilt unter der Voraussetzung
!
3




































f(+2) = 0 f

ur ! 2 < . Nach einer analogen Umformung des zweiten
Teilintegrals erh


































f( + 2) +
^











), die mit einer Rate kleiner der Nyquist-Rate gesam-
pelten Werte von f sind also gleichzeitig die mit Nyquist-Rate gesampelten
Werte der Funktion
~
f geringerer Bandbreite und diese ist es, die durch die







f aus dem oberen Spektralbereich in niedrigeren Be-
reichen, ein Ph

anomen, das gemeinhin als Aliasing bezeichnet wird. Dieser
Fall tritt z.B. immer dann ein, wenn das WSK-Theorem auf nicht band-
beschr

ankte Funktionen angewendet wird. Wir werden in Abschnitt 2.1.3
darauf noch n






Undersampling auftretenden Aliasing-Fehler angegeben.
Zur Veranschaulichung betrachten wir nochmals die Funktion ' aus (2.10).
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Beispiel 2.4
Sei ' die Funktion aus (2.10), also bandbeschr











ur eine exakte Rekonstruktion durch die Sampling-Reihe notwendig w

aren,




















































































< 2 ist die Bedingung f








'^() + '^( + 2) + '^(   2); jj  1
0; sonst
:
Abbildung 2.2 zeigt die Graphen von ~' und
^
~' sowie zum Vergleich die Funk-
tion ' aus (2.10).






Bald nach der Ver

oentlichung der Arbeit Shannons im Jahr 1949 [Sha49] be-
gann man damit, das WSK-Theorem auf die eine oder andere Weise zu verall-
gemeinern. Ansatzpunkte boten sich bei der Beschr

ankung auf die L
2
-Theorie
ebenso wie bei der

Aquidistanz der Sampling-Punkte oder der schlechten
Konvergenz der Reihe aufgrund der unzureichenden Lokalisation der sinc -
Funktion.







ur Distributionen neu interpretiert und unter





ankte Funktionen diskutiert. Resultate unter Auf-
gabe der Bandbeschr

anktheit werden im nachfolgenden Abschnitt 2.1.3 vor-
gestellt.
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Abbildung 2.2: Die !-bandbeschr

















ur die Anwendbarkeit des WSK-Theorems auf eine Funkti-
on f ist deren Bandbeschr





f  [ !; !]. Bernstein-R














(vgl. Beispiel 1.22) ist












at, sei auf Zayed [Zay93, x2.2] verwiesen. Eine Diskussion der
Bernstein-R










aller Funktionen f : C ! C von exponentiellem Typ h

ochstens !, deren





-Norm sind die Bernstein-Klassen Banach-R

aume (Young [You80,




aume bilden sie bei festem ! f

ur wachsendes













1  p  q  1 : (2.11)
Nach dem Satz von Paley-Wiener in der L
2




; ! > 0 genau der Raum der !-bandbeschr

ankten Funktionen. Das WSK-
Theorem gilt also f

ur f 2 B
2
!






; 1  p  2. F






, d.h. das WSK-Theorem
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2.2 ist nicht anwendbar. Gem






ankt auf R und
somit nach Satz 1.48 (Paley-Wiener-Schwartz-I) die Fourier-Inverse einer Dis-
tribution mit kompaktem Tr

ager. Man bezeichnet daher die Funktionen der
Bernstein-R








aume mit p < 1 l

at sich ein dem WSK-Theorem analoger
Satz zeigen.
Satz 2.6
Sei f 2 B
p
!






) sinc 2!(x  t
k
) x 2 R (2.12)
und die Reihe konvergiert absolut und lokal gleichm

aig.
Der Beweis dieses Satzes erfordert im Vergleich zum WSK-Theorem neue
Methoden, da man sich jenseits der L
2
-Theorie bewegt. Es ist auch nicht
klar, ob die Reihe in L
p





at der Fourier-Transformation nicht zur Verf

ugung steht.
Ansatzweise diskutiert wird die L
p
-Konvergenz von Kardinalreihen in der
dritten der f

unf Kurzgeschichten von Higgins [Hig85]. Butzer et al. [BSS88]
geben einen eleganten Beweis des Satzes, indem sie die Sampling-Reihe als
semi-diskrete Faltung der Folge f(t
k













f(x) sinc (k) :
Die Behauptung folgt dann aus der Eigenschaft sinc (k) = Æ
0;k
. Diese soge-
nannte Interpolationseigenschaft ist sowohl f

ur Sampling-Funkionen als auch
f

ur Skalierungsfunktionen von groer Bedeutung und wird sp

ater noch ein-
gehend untersucht, vgl. dazu die Abschnitte 2.1.3 und 3.2.2.
Wie die Funktion f = sin(2!) zeigt, l

at sich dieser Satz nicht auf den










oer als der Nyquist-Rate erh








Satz 2.7 ([Zay93, Th. 2.3])
Sei f 2 B
1
!



























Das WSK-Theorem (2.1) ist anwendbar auf das Problem der Rekonstruktion
eines Signals aus seinen diskreten Werten an

aquidistanten Punkten. Eine na-







utzstellen wird auch als regul

ares
Sampling bezeichnet, von irregul

arem Sampling spricht man entspre-





det Anwendung z.B. in der Computer-Tomographie, der Radio-Astronomie
sowie optischen und elektronischen Bildverarbeitungssystemen. Das bekann-
teste Resultat f

ur diesen Fall stammt urspr















Weiterhin sei G die durch














gegebene ganze Funktion. Dann gilt f


























































Ahnlichkeit von (2.15) zur klassischen Lagrange'schen Inter-
polationsformel spricht man in diesem Fall auch von Langrange-artiger
Interpolation sowie von Lagrange-artigen Sampling- bzw. Interpolations-
funktionen [You80, x4.1, Bsp. 3].
Weiterf

uhrende Resultate zum irregul

aren Sampling ndet man bei Zayed
[Zay93, x3.1] und Higgins [Hig96, Kap. 10], siehe auch den Paragraphen 2.2.3.






Im Zusammenhang der Rekonstruktion bandbeschr

ankter Funktionen aus
diskreten Werten spricht man von Mehr-Kanal Sampling (multi-channel
sampling), falls zur Rekonstruktion von f nicht nur Samples von f selbst,
sondern auch von Transformationen von f herangezogen werden. Ein typi-
sches Beispiel hierf

ur ist die Rekonstruktion aus Samples der Funktion und
einer oder mehrerer ihrer Ableitungen.
Im Gegensatz dazu spricht man von Ein-Kanal Sampling (single-channel
sampling), falls nur eine Datenquelle zur Verf

ugung steht. Hier ist abgesehen
vom Standardfall der Rekonstruktion aus Samples von f der Fall der Re-
konstruktion aus Punkten mit gleichem Funktionswert von Interesse (i.d.R.
betrachtet man die Nullstellen).
Bereits Shannon wies darauf hin, da eine bandbeschr

ankte Funktion aus ih-
ren mit halber Nyquist-Rate gesampelten Werten rekonstruiert werden kann,
wenn zus

atzlich zu den Werten der Funktion selbst auch die der Ableitung
bekannt sind. Eine Anwendung hierf

ur ergibt sich in der Flugsicherung, wo
der Weg eines Flugzeugs aus seiner Position und der gesch

atzten Geschwin-
digkeit rekonstruiert wird und so die H

augkeit der Positionsmeldungen eines
Flugzeugs um die H

alfte reduziert werden kann.
Dieses Resultat l

at sich auch auf h

ohere Ableitungen ausdehnen: Sampeln





In der Interpolationstheorie ist das Problem der Interpolation von Funktions-
und Ableitungswerten als Hermite-Interpolation bekannt.
Weitere Hinweise zur Rekonstruktion von Funktionen aus anderen Daten
nden sich bei Zayed [Zay93, x3.6.A] und Higgins [Hig96, Kap. 12].
Satz 2.9





































und die Reihe konvergiert lokal gleichm

aig.
Nach dem Satz von Paley-Wiener sind die bandbeschr

ankten Funktionen
ganze Funktionen von exponentiellem Typ. Obwohl ganze Funktionen im
allgemeinen nicht vollst

andig durch ihre Nullstellen bestimmt sind (Hada-
mard'scher Faktorisierungssatz f

ur ganze Funktionen, z.B. bei Zayed [Zay93,










Satz 2.10 (Titchmarsh [Tit26])
Sei f 2 L
1













; n 2 N

g sei die Menge der Nullstellen von F und es gelte F (0) 6= 0.
Dann ist











z 2 C :
F (2i) ist eine auf R beschr

ankte ganze Funktion von exponentiellem Typ





ur z = 2ix; x 2 R ist n






[ !; !] hinaus durch Null fortgesetzt wird. Daher ist ein bandbeschr

anktes
Signal bis auf einen Exponentialterm, der lediglich von den Endpunkten des
Spektralintervalls abh

angt, durch seine Nullstellen bestimmt. Titchmarsh hat
weiterhin gezeigt, da sich die Dichte der Nullstellen proportional zur Band-
breite verh

alt. Ist n(r) die Anzahl der Nullstellen von F (z) f











Reelle Nullstellen werden gemeinhin als zero-crossings bezeichnet. Sind alle
Nullstellen eines Signals reell, so bezeichnet man es als RZ-Signal (real
zero). Insbesondere lassen sich also bandbeschr

ankte RZ-Signale selbst nach
einer Verzerrung, die einer nicht-linearen, die Nullstellen invariant lassenden,





uhrende Aussagen zur Rekonstruktion von Funktionen aus ihren
Nullstellen sei auf Saito/Beylkin [SB93] sowie die darin zitierten Arbeiten




ur praktische Anwendungen erweist sich die Sampling-Reihe (2.1) als un-
brauchbar, da der durch Abschneiden der unendlichen Reihe zwangsl

aug
entstehende Cut-O Fehler aufgrund der schlechten Lokalisation der sinc -
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Ahnlich wie im Falle des Oversampling be-












mit einer geeigneten, sog. Kern- oder Sampling-Funktion ', die an die Stel-
le der sinc -Funktion tritt. Dabei mu ' nicht notwendigerweise wie beim
Oversampling selbst bandbeschr

ankt sein. Die Reihe (2.16) sollte nun aber
f

ur jede Funktion f 2 C
b
(R) existieren und f

ur ! ! 1 gleichm

aig gegen
f konvergieren. In Butzer et al. [BSS88, Kap. 4] wird diese Problemstellung
ausf

uhrlich diskutiert. Wir zitieren nachfolgend lediglich das Hauptresultat.
Satz 2.11 ([BSS88, Th. 4.1])
Sei ' 2 C
b




















j'(x  k)j j 2 N
das j-te absolute (Summen-)Moment von '. Dann gilt:
1.) Ist f : R ! C beschr





































uglich der Konvergenzaussagen zu (2.17) unterscheidet Butzer aufgrund





ankten Kernen. Zu den ersteren geh

oren die sinc -Funktion und
deren Potenzen, zur letzteren Klasse z















urdig, da im Zusam-
menhang mit interpolierenden Skalierungsfunktionen das gleiche Kriterium
f

ur '^ auftaucht, vgl. Lemma 3.25. Das Lemma 3.28 zeigt jedoch, da in der





(   k) = const eine notwendige Voraussetzung f

ur die Skalierbarkeit
von  ist, vgl. hierzu auch Daubechies [Dau92, S. 143+145].
Band-pass und Multi-Band Sampling
Die bisher in diesem Abschnitt diskutierten Resultate gelten { abgesehen von
der Sampling-Reihe (2.4) { f

ur den Fall einer Bandregion, die die Form eines
symmetrisch um den Nullpunkt gelegenen Intervalls hat. In Anwendungen
tauchen jedoch h

aug Signale auf, deren Bandregion kompliziertere Struktur
hat. In der Sprachverarbeitung sind z.B. sog. Band-pass Funktionen die
Regel, i.e. Funktionen, die weder hohe noch niedrige Frequenzen enthalten.












> ! > 0. F






+ !] eine Bandregion dar, sie lassen sich daher auch mittels des WSK-
Theorems rekonstruieren. Die Erwartung, da dabei jedoch eine Sampling-
Rate angenommen wird, die u.U. weit

uber dem notwendigen Minimum liegt,
wird durch die nachfolgenden Aussagen best

atigt.
Das erste Resultat zum Sampling von Band-pass Funktionen stammt von
Goldman [Gol53]. Er zeigte 1953, da eine Band-pass Funktion f aus ihren
Samples sowie denen ihrer Hilbert-Transformation H (f) rekonstruiert wer-




ankt mit der Bandregion B aus (2.18), so
ist g := f iH (f) bandbeschr






daher mittels der Sampling-Reihe (2.4) f

ur g rekonstruiert werden, wenn die
jeweils mit Rate 2! gesampelten Werte f





Man beachte, da die zur Rekonstruktion notwendige Sampling-Rate { wie
man es auch nach der Sampling-Reihe (2.4) f

ur translatierte Bandregionen
erwarten wird { nicht von x
0
, sondern lediglich von ! abh

angt und somit
kleiner ist als die Nyquist-Rate.
Eine andere M

oglichkeit besteht nach Higgins [Hig96, Kap. 13.6] darin, statt
der Hilbert-Transformation eine zeitversetzte Version von f zu sampeln. Die
dabei auftretenden Sampling-Funktionen sind jedoch wesentlich komplizier-
ter. Weitere Resultate zum Band-pass Sampling werden bei Higgins (ibid.)
und Zayed [Zay93, Kap. 3.5.B] diskutiert.
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Als Multi-Band Funktion bezeichnet man ein Signal, dessen Bandregion









nicht-leeres Intervall : (2.19)
Higgins [Hig96, Kap. 13] zeigt, da auch f

ur Multi-Band Funktionen eine ex-
akte Rekonstruktion aus Samples m






ar gesampelt wurden. Voraussetzung hierf

ur ist
allerdings eine geometrische Bedingung an B: Die Teilintervalle m

ussen sich
nach geeigneter Translation zu einem Intervall [ !; !) zusammensetzen las-
sen. Erf

ullt die Multi-Bandregion B diese geometrische Bedingung nicht, so
l

at sich eine auf B bandbeschr

ankte Funktion dennoch mittels regul

aren
Samplings rekonstruieren, die n





Da es sich hierbei um einen Spezialfall des im Paragraphen 2.2.2 dargestellten










a Satz 1.40 handelt es sich bei den bandbeschr

ankten Funktionen um





lomorphe Funktionen ist eine ganze Funktion bereits identisch Null, wenn sie
auf einem Intervall verschwindet. Es kann daher { auer der Nullfunktion {
keine Funktion geben, die zugleich bandbeschr






ager besitzt. In praktischen Anwendungen tauchen jedoch meist Signale
von begrenzter Dauer auf, so da man in nat

urlicher Weise zu nicht band-
beschr

ankten Funktionen gelangt. Man wird nicht erwarten, da (2.1) f

ur
solche Funktionen gilt, es l

at sich aber zeigen, da unter bestimmten Bedin-
gungen die Sampling-Reihe punktweise f












sinc 2!x  k x 2 R : (2.20)
In diesem Fall interessiert man sich f

ur den sog. Aliasing-Fehler, i.e. den
f












sinc 2!x  k x 2 R : (2.21)
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(2.20) wurde bereits 1908 von de la Vallee-Poussin erkannt. 1919 zeigte M.







at von f in einer Umgebung des Punktes





ahnliche Darstellungen wie (2.20) f

ur stetige Funktionen, wenn







j'(   k)j <1 gleichm





k) = 1 gilt.
Nach den fr

uhen Ergebnissen zum Aliasing-Fehler erwachte erst in den Sech-
ziger Jahren mit der Arbeit von P. Weiss [Wei63] wieder das Interesse an
dieser Thematik. Brown [Bro67] gelang es 1967, dieses Resultat zu verbes-
sern. Der nachfolgende Satz, das N

aherungsweise Sampling-Theorem
(AST, approximate sampling theorem), fat die Ergebnisse zusammen.
Satz 2.12 (Butzer et al. [BSS88, Th. 3.8])
































und die Konstante 2 in (2.23) ist scharf, wie ein Beispiel bei Brown [Bro67]





aume mit reproduzierendem Kern
Der Begri des Hilbert-Raums mit reproduzierendem Kern wurde 1950 von N.
Aronszajn [Aro50] gepr

agt. Die nachfolgende Darstellung der Thematik ori-
entiert sich an Higgins [Hig96, x3.4], Zayed [Zay93, x10.1] und Young [You80,
Kap. 1].
Im folgenden seiH ein separabler Hilbert-Raum von Funktionen aufX  R
n
.
Ein separabler Hilbert-RaumH besitzt p.d. eine abz

ahlbare ONB. Weiterhin
besitzt jede Basis f'
k
; k 2 Z
n
g von H eine eindeutig bestimmte biorthonor-
male Basis f ~'
k
; k 2 Z
n
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und f




















Eine auf X X denierte Funktion K heit reproduzierender Kern von
H, falls sie folgende Eigenschaften besitzt:
1.) K(; ) 2 H 8  2 X.
2.) F

ur alle f 2 H gilt die Reproduktionsformel
f() = hf jK(; )i  2 X : (2.25)
Ein Hilbert-Raum mit reproduzierendem Kern wird als rk-Hilbert-Raum
(rk-HR) bezeichnet.
Satz 2.14 (Eigenschaften von rk-Hilbert-R

aumen)
1.) H besitzt genau dann einen reproduzierenden Kern, wenn f

ur alle x 2
X die punktweise Auswertung l
x
f = f(x) ein beschr

anktes lineares
Funktional auf H ist. Wenn ein reproduzierender Kern existiert, dann
ist er eindeutig bestimmt.
2.) Ist f'
k
; k 2 Z
n









() = K(; x) : (2.26)
gegeben und die Reihe konvergiert in der Norm von H.
3.) Ist f'
k
; k 2 Z
n
g Basis des rk-Hilbert-Raums H und f ~'
k

























gegeben und die Reihe konvergiert in der Norm von H
4.) Die Konvergenz einer Folge in einem rk-Hilbert-Raum H in der Norm
von H impliziert die punktweise Konvergenz mit gleichem Grenzwert.














(Z) ist rk-Hilbert-Raum mit dem reproduzierenden Kern
K(k; l) = Æ
k;l
; k; l 2 Z.
2.) Ist H ,! C (X) stetig und C (X) versehen mit der Topologie der kom-
pakten Konvergenz, so ist H rk-Hilbert-Raum, denn da fxg f

ur jedes





8 f 2 H :












































; k 2 Z
n
g Basis des rk-Hilbert-Raums H und ft
k
; k 2 Z
n
g  X eine
Menge von Punkten in X.
1.) fS
k






































g sei die eindeutig bestimmte zu fS
k
g biorthonormale Basis
aus (2.24). Dann ist fS
k













1.) Eine ONB fS
k






2.) Eine Basis fS
k
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Wir beweisen den zweiten Teil, da er sich in dieser expliziten Form weder bei
Zayed noch bei Higgins ndet.
Beweis:
Zu 2.) Ist fS
k













mit Satz 2.14 4.), da f(t
k
































































uhrten Begrien und Resultaten l






ankte Funktionen als Spezialfall eines Sampling-
Theorems f

ur Funktionen eines Hilbert-Raums mit reproduzierendem Kern








ankten Funktionen ist ein Hilbert-Raum mit
reproduzierendem Kern K(x; ) = 2! sinc 2!(x  ).
Der Beweis ist im wesentlichen eine Anwendung der Parseval-Identit

at. Der













f  Bg (2.28)
sind demnach Hilbert-R







Die Eigenschaft 4.) aus Satz 2.14 benutzt Higgins, um ein allgemeines Kon-
vergenzprinzip f

ur Reihendarstellungen in PW
B
abzuleiten.
Satz 2.20 (Higgins [Hig96, x6.6])




ankt und f 2 PW
B
. Konvergiert eine Reihendarstellung
f

ur f in der Norm von PW
B






Damit ist gezeigt, da die Konvergenz der Sampling-Reihe in (2.1) nicht nur
lokal gleichm

aig, sondern global gleichm

aig ist.





ankte Funktionen Fourier-Inverse von Funk-
tionen mit kompaktem Tr

ager. Das WSK-Theorem l

at sich daher als Me-
thode zur Rekonstruktion einer speziellen Integral-Transformation

uber end-
liche Intervalle interpretieren. In Anwendungen treten jedoch auch andere
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Integral-Transformationen auf, die aus diskreten Werten zu rekonstruieren
sind. Ein Beispiel ist die Hankel-Transformation, die in der optischen Physik
eine Rolle spielt. Mit ihr lassen sich Probleme, bei denen m-dimensionale
kreissymmetrische Fourier-Transformationen auftauchen, auf 1-dimensionale
Hankel-Transformationen reduzieren [Zay93, S. 46],[Hig96, Aufg. 14.1]. Das
entscheidende Resultat zur Verallgemeinerung des Sampling-Theorems auf
andere Integral-Transformationen geht zur

uck auf P. Weiss [Wei57], der sei-
ne Ergebnisse { allerdings ohne Beweise { 1957 im AMS-Bulletin ank

undigte,
und H. Kramer [Kra60], der 2 Jahre sp










Satz 2.21 (Kramers Lemma)
Sei 
  R L-mebar, K(; ) 2 L
2
(
) 8  2 X  R sowie ft
k
; k 2 Zg  X,
so da fK(; t
k








g(x)K(x; )dx = hgjK(; )i





















)dx = hK(; )jK(; t
k
)i
und die Reihe in (2.29) konvergiert absolut sowie gleichm

aig auf jeder Menge
M  X, f















































































Hier hat wohl Higgins nicht aufgepat und Zayed von ihm abgeschrieben: Zayed
schreibt auf S. 46 korrekt, da Weiss 1957 seine Ergebnisse ank






oentlichte. Das Literaturverzeichnis datiert die Arbeit von Kramer aber
f

alschlicherweise auf 1957 und auch J. Math. Phys., Band 63 ist falsch. Die Arbeit von
Weiss erschien im Band 63 des Bull. Amer. Math. Soc. Der gleiche Fehler ndet sich bereits
bei Higgins [Hig85] und erneut in dessen Buch von 1996 [Hig96].
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Die erste Norm geht f

ur wachsendes N gegen Null, da
f(t
k












ist. Die Reihe in (2.29) konvergiert daher punktweise und unbedingt sowie {
falls kK(; t
k
)k auf M beschr












aume mit reproduzierendem Kern. Higgins gibt folgendes Ko-
rollar an.













auf dem Bild von K beschr

ankt, so ist das Bild von K ein Hilbert-
Raum mit reproduzierendem Kern.
Higgins gibt weiterhin auch eine biorthogonale Version des Kramer-Lemmas
an.
Satz 2.23 (Higgins (op. cit., Th. 8.8))
Sei 
  R L-mebar, K(; );
~
K(; ) 2 L
2
(
) 8  2 X  R und ft
k


























g(x)K(x; )dx  2 X

































mit h 2 L
2
(

























Die Reihe in (2.30) konvergiert gleichm

aig auf jeder Menge M  X, f

ur
die kK(; )k beschr

ankt ist und entsprechend konvergiert die Reihe in (2.31)
gleichm

aig auf jeder Menge
~







Weitere Resultate im Zusammenhang der Kramer'schen Sampling-Theorie
nden sich bei Zayed [Zay93, x3.2]. Dem mehrdimensionalen Fall widmet
Zayed ein eigenes Kapitel (op. cit., Kap. 10). Butzer et al. [BSS88, x6.4]
leiten aus dem Kramer-Lemma das sog. Walsh Sampling-Theorem her.
2.1.4 Fehler-Analyse
Die strikten Voraussetzungen des WSK-Theorems wie die Bandbeschr

ankt-
heit der Funktion oder die

Aquidistanz der Sampling-Punkte sind in prak-
tischen Anwendungen aufgrund begrenzter Megenauigkeit oft nicht einzu-
halten oder werden wissentlich zugunsten anderer Vorteile verletzt. Die auf-
tretenden Fehler beeintr







DerAliasing-Fehler, der auftritt, wenn die gesampelte Funktion nicht band-
beschr

ankt ist oder die angenommene Bandbreite kleiner als die tats

achliche
ist, wurde bereits im Abschnitt 2.1.3 diskutiert. Weiterhin unterscheidet man
nochCut-o-,Amplituden- und Jitter-Fehler. Insbesondere die letzteren
beiden spielen jedoch im Zusammenhang der Wavelet-Theorie keine bedeu-
tende Rolle und unterscheiden sich auch in ihrer Behandlung mit statistischen
Methoden von den anderen Fehlerarten. Abgesehen von einer Begrisbestim-
mung wird daher auf sie nicht weiter eingegangen. Ausf

uhrlichere Darstel-
lungen mit weiteren Literaturhinweisen ndet man bei Butzer et al. [BSS88],
Higgins [Hig96, Kap. 11] und Zayed [Zay93, x3.8].
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Cut-O Fehler
Da eine nicht-triviale bandbeschr






ussen zur Auswertung der Sampling-Reihe stets unendlich viele





ullt werden kann. Der Fehler, der durch Abschneiden






















ur den etwas allgemeineren Fall, da einige Samples an beliebigen Stellen












; 1  p < 1 eine Schranke f

ur den Cut-O Fehler angegeben werden,









); jkj ! 1;   1. Das bekannteste Resultat stammt von Jagerman

















ur alle x mit jxj <
N
!
. Dieses und weitere Resultate



































alle des Amplituden-Fehlers sind der Rundungsfehler sowie der Quan-
tisierungsfehler.
Jitter-Fehler



























Der Jitter spielt z.B. bei der Compact Disc (CDDA, compact disc digital
audio) eine Rolle. Eine solche CD speichert Musik in digitaler Form, wobei
die zwei Werte eines Bits durch Erhebungen und Vertiefungen in der Infor-












auerst wichtig ist die Verall-
gemeinerung der Sampling-Theorie auf h

ohere Dimensionen, man denke nur
an die Digitalisierung von Bildern oder Filmen. Trotzdem hat es lange gedau-
ert, bis der mehrdimensionale Fall in der Literatur entsprechende Beachtung
fand, und auch zum heutigen Zeitpunkt sind noch viele Fragen oen.












Bandregion die Gestalt eines n-dimensionalen Intervalls hat. Zusammen mit





nen bildet es den Inhalt des ersten Unterabschnitts.









at der Resultate h

angt
stark von der Geometrie dieser Bandregion ab { eine Erfahrung, die man be-
reits im Fall des eindimensionalen Multi-Band Samplings macht. Die zur
Diskussion dieser Ergebnisse n

otigen Begrie aus der Gittertheorie sowie
Aussagen

uber selbstaÆne Mengen werden im Anhang dieses Kapitels be-
reitgestellt.
Den Abschlu der Betrachtungen zur mehrdimensionalen Sampling-Theorie
bildet ein Abschnitt zum irregul

aren Sampling. Aufgrund der untergeordne-
ten Bedeutung f

ur die Theorie der Skalierungsfunktionen beschr

ankt sich die
Darstellung auf einen kurzen

Uberblick.
Wie bereits angedeutet existiert nur wenig Literatur zum mehrdimensionalen
Sampling. Der hervorragende Artikel von Butzer et al. [BSS88] aus dem Jah-
re 1988 im Umfang von 70 Seiten widmet dem mehrdimensionalen Fall nicht
einmal 3 Seiten. Die letzte der f

unf Kurzgeschichten von Higgins

uber Kardi-
nalreihen aus dem Jahr 1985 [Hig85] l

at keinen Zweifel daran, da man sich
noch in einem fr

uhen Stadium der Entwicklung bendet. Allerdings sind in
den 15 Jahren seit deren Erscheinen vielversprechende neue Ergebnisse erzielt
worden. Dubois [Dub85] gibt eine Einf

uhrung in die Theorie des regul

aren
Samplings in mehreren Dimensionen im Kontext der Bild-Rekonstruktion,
ebenso Kovacevic/Vetterli [KV92] im Zusammenhang mit n-dimensionalen
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Rekonstruktions-Filtern. Zayed gibt im Kapitel 9 seines Buchs von 1993
[Zay93] eine Einf

uhrung in die Anfang der Neunziger Jahre von Feichtinger
und Gr

ochenig entwickelte Sampling-Theorie und das Kapitel 10 bei Higgins









Die nachfolgende Denition verallgemeinert den Begri der Bandbeschr

ankt-















ankt mit Bandregion B, wenn supp
^




































ur eine Funktion f mit












ur f 2 V
!
hat E. Parzen [Par56] bereits 1956 das WSK-Theorem 2.2 ent-
sprechend verallgemeinert.
Satz 2.25 (Parzen)
Sei f 2 V
!
































sinc (2!x  k) x 2 R
n
und die Reihe konvergiert absolut und gleichm

aig.
Der Beweis ist analog zu dem des WSK-Theorems.






); k 2 Z
n
eindeutig bestimmt ist und aus ihnen rekonstru-
iert werden kann. Deniert man den komponentenweise gebildeten Kehrwert
des Abstands der Sampling-Punkte als Sampling-Rate, so ist auch hier die
minimale Sampling-Rate gleich der Nyquist-Rate. Dabei wird jede Kompo-





Im folgenden gelten die Bezeichnungen aus dem Anhang 2.B, insbesondere




andiges Gitter im R
n
, B = A
T
und  das zu   duale




. Ferner seien die nachfolgend h

auger auftretenden
Fundamentalbereiche von Gittern stets mebar.
Lemma 2.26










()d 8 g 2   :
Beweis:










(   h) :
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Lemma 2.27













)(x) x 2 R
n
(2.33)
die Sampling-Funktion zu P und  . Dann gilt:
1.) S ist auf   interpolierend, d.h.
S(x) =

1; x = 0
0; x 2  ; x 6= 0
:










Zu 1.) S(0) = 1 ist klar.




























































kann jedoch nur gelten, wenn g = 0 ist, f









Zu 2.) Siehe Higgins [Hig96, x14.3].
2
Damit beweist Higgins (op. cit.) folgenden Satz.
Satz 2.28










),  ; wie oben, S die Sampling-Funktion
zum Gitter   und P ein Fundamentalbereich f

ur . Dann gilt:
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1.) Ist f bandbeschr
















2.) Ist f nicht bandbeschr




































ankte Funktionen, deren Bandregion die




ur den Fall irregul

aren
Samplings ein Sampling-Theorem analog dem Satz 2.8 von Paley-Wiener








und es gelte f














; j = 1; : : : ; n :
Weiterhin seien G
j
; j = 1; : : : ; n die durch
G
j





























; : : : ; x
n







































und die Reihe in (2.35) konvergiert lokal gleichm

aig.
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F

ur den Fall allgemeinerer Bandregionen war lange Zeit kein Sampling-Theo-
rem bekannt. Das folgende Resultat von Plancherel/Polya (z.B. bei Triebel
[Tri83]) zeigt jedoch, da auch in diesem Fall prinzipiell eine Rekonstruktion
der Funktion m

oglich ist, es liefert jedoch keinerlei Hinweise, wie ein solches
Rekonstruktionsverfahren auszusehen hat.
Satz 2.30 (Plancherel/Polya)












); supp ^  
g und ft
k
; k 2 Z
n
g eine
geeignete Menge von Sampling-Punkten, z.B. Gitter-Punkte eines Gitters mit


























Unter geeigneten Voraussetzungen an die Sampling-Punkte t
k
(vgl. Satz 2.34)
deniert also die `
p











). Eine solche Funktion ist daher durch ihre
Samples eindeutig bestimmt, wie sie aus diesen rekonstruiert werden kann
ist jedoch unklar.
Ein neuer vielversprechender Ansatz zur L

osung dieses Problems ist die von
Feichtinger und Gr






uhrung in diese Thematik sei auf Zayed [Zay93, Kap. 9] verwie-
sen.
Mit der von Landau [Lan67a],[Lan67b] eingef

uhrten Verallgemeinerung der







ahlbare Teilmenge M := ft
k

















2 M; k 6= l gilt. Dann heit Æ
Separation von M .
Analog zu (2.28) sei
PW
B















aig diskrete Menge M = ft
k




















































) = 0 8 k ist f  0 :
Sei M gleichm







ur J  R
n





ote bzw. kleinste Anzahl von
Punkten aus M , die allesamt Elemente einer translatierten Version von rJ





























die obere bzw. untere Dichte von M . Bereits unter schwachen Voraussetzun-
gen h

angen diese Werte nicht von der Gestalt des Kompaktums J ab. Landau






aig diskret und I
n
das n-dimensionale Einheitsintervall.
























Im Falle des regul

aren Samplings sind obere und untere gleichm

aige Dichte
identisch. Ist    R
n
ein Sampling-Gitter, so gilt f

ur die Anzahl  der Git-
terpunkte von   im n-dimensionalen halboenen Einheitsintervall I
n
nach





1.) Sei B  R
n
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Der Satz zeigt, da die Dichte einer Sampling-Menge stets

uber einer posi-
tiven Schranke liegt, es existieren jedoch Interpolationsmengen mit beliebig




ur eine stabile Rekonstruktion kritische Sampling-Dichte (B) heit
Nyquist-Landau Sampling-Dichte (NL-Sampling-Dichte).
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2.A Der Sinus Cardinalis






reits im Kontext des WSK-Theorems erw

ahnt. Sie geht, wie Higgins [Hig96,
S. 4] vermutet, wahrscheinlich auf Woodward [Woo53] zur

uck und ist heu-
te in der Literatur gebr




















; x 6= 0
1; x = 0 :























Die sinc -Funktion ist also die Inverse Fourier-Transformierte der charakteri-















ur x 2 R
n







) x = (x
1










()d x 2 R
n
;





Die Abbildung 2.3 zeigt die Graphen des sinc und seiner Fourier-Transfor-
mierten im Falle n = 2.
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Eigenschaften der sinc -Funktion
1.) F














wie in (2.32) deniert.
2.) Es gilt





Diese sog. Interpolationseigenschaft wurde im Kapitel 2 bereits mehr-
fach erw

ahnt, vgl. Denition 2.16 oder auch Lemma 2.27. Sie spielt
im Zusammenhang mit Skalierungsfunktionen ebenfalls eine wichtige
Rolle, vgl. dazu Kapitel 3.2.2.




sinc^ (   k) = 1 :
Auch dies ist eine wichtige Eigenschaft von Skalierungsfunktionen. Es
wird sich zeigen, da sie unter bestimmten Bedingungen

aquivalent zur
Interpolationseigenschaft ist (vgl. Lemma 3.25).
4.) Im Abschnitt zum Oversampling wurde bereits erw

ahnt, da die sinc -
Funktion im Unendlichen nur sehr langsam abklingt. In der Tat ist
sinc 62 L
1
, wie man mittels der Fourier-Umkehrformel leicht erkennt,
denn die charakteristische Funktion ist nicht stetig.
5.) Die sinc -Funktion ist idempotent bez

uglich der Faltung in L
2
. Nach
Satz 1.45 ist n

amlich




















































Abbildung 2.3: a) Der Sinus Cardinalis und b) seine Fourier-
Transformierte.
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2.B Grundbegrie aus der Gittertheorie
Regul

ares Sampling in h

oheren Dimensionen entspricht dem Sampling ent-
lang eines Gitters. In diesem Abschnitt sollen daher die Grundbegrie der





uhrungen in den Kapiteln 2 und 3 gebraucht werden. Als Referenz dienten
Cassels [Cas71], Ebeling [Ebe94] und Gruber/Lekkerkerker [GL87]. Eine Ein-
f

uhrung in die Thematik bieten auch Dubois [Dub85] und Kovacevic/Vetterli
[KV92].
Denition 2.36
Ein Gitter im R
n
ist eine Teilmenge    R
n
mit folgender Eigenschaft:













 : : : Zb
m
:
  besteht also aus allen ganzzahligen Linearkombinationen der b
1
; : : : ; b
m
. Ist
m = n, so heit   ein vollst

andiges Gitter. Sei B die aus den Spaltenvek-
toren b
i
; i = 1; : : : ; m gebildete Matrix, so ist
  = fBk; k 2 Z
n
g : (2.38)
B heit Basis-Matrix oder im Kontext der Sampling-Theorie Sampling-
Matrix zum Gitter  .
Im folgenden sei unter einem Gitter stets ein vollst

andiges Gitter zu verste-
hen.
Bemerkung 2.37
Gruppentheoretisch formuliert sind die Gitter im R
n
genau die diskreten






ur die kanonische Basis (e
1









at sich (2.38) umschreiben zu
  = B := fBk; k 2 g : (2.39)
Denition 2.39
Sei   ein Gitter im R
n
. Eine Basis (b
1




mit   = Zb
1
 : : :Zb
n
heit Basis von  .
  heit separabel, falls eine Basis (b
1
; : : : ; b
n
) von   existiert, so da die
daraus gebildete Basis-Matrix B Diagonalform hat.
F

ur ein gegebenes Gitter   in R
n





das sog. Quincunx-Gitter :
 
Q




















= R als auch  
Q
= S. Das Quincunx-Gitter wird am Ende
dieses Abschnitts noch n

aher diskutiert. Dort wird auch klar, da es sich um
ein nicht-separables Gitter handelt.
Im allgemeinen existieren sogar unendlich viele Basen f

ur ein gegebenes Git-
ter  , diese unterscheiden sich jedoch nur durch eine unimodulare Transfor-
mation. Genauer gilt folgender Satz.
Satz 2.41




1.)   = A = B.
2.) A = EB; E 2 Z
nn




achst   = A = B. Mit E := AB
 1












= I folgt detE = 1.
Sei nun umgekehrt A = EB und E 2 Z
nn





. Damit gilt E    E
 1
  , d.h.
E =  und daher B = AA
 1
B = AE = A =  , d.h. B ist ebenfalls





d( ) := j detBj (2.40)
ist also unabh






andiges Gitter   ist stets d( ) > 0. Im Fall   =  ist
d( ) = d() = 1.
Denition 2.42
Sei A eine n n-Matrix mit reellen Eintr

agen. A heit expandierend, falls




oer als 1 sind. In diesem
Fall ist A invertierbar.
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Ist A expandierend und A     (i.e. A  ist Teilgitter von  , vgl. Denition








are lineare Transformation A bildet ein Gitter   auf
das Gitter A  ab und f

ur dessen Determinante gilt
d(A ) = j detAj d( ) : (2.41)
2.) Vereinfachung:
Nach (2.39) ist jedes Gitter    R
n
von der Form   = C mit einer
invertierbaren Matrix C. Man kann sich daher o.B.d.A. auf den Fall






























assige Dilatationsmatrix A hat dann also lediglich
ganzzahlige Eintr





; : : : ; b
n













2 [0; 1); i = 1; : : : ; ng




heit Grundmasche oder Fundamental-Parallelotop des Gitters   bez

ug-
lich der Gitter-Basis (b
1






















Ein Gitter   ist genau dann separabel, falls eine Basis (b
1
; : : : ; b
n
) von  









ur x; y 2 R
n
ist bei festem b 2 R
n
durch











+ g; g 2  
gegeben. Damit ist klar, da die Vereinigung aller Translatierten P
b
+
































2.) Sei  das Lebesgue-Ma und (e
1
; : : : ; e
n









mittels der durch die Matrix






) = j detBj(P
e
) = j detBj :
F

ur das Ma des Fundamental-Parallelotops P
b
gilt daher nach (2.40)
(P
b





also von der speziellen Gitterbasis (b
1









angig, da die Determinante eines Gitters ebenfalls
unabh

angig von der speziellen Basis ist.
3.) Gem

a der Denition enth

alt das Fundamental-Parallelotop P
b
zum
Gitter   = B genau einen Gitterpunkt, n













ur die Dichte der Gitterpunkte im n-dimensionalen halb-









ur das Sampling mit Gitter   ist  gerade die Nyquist-Landau Samp-
ling-Dichte, vgl. Denition 2.35.
4.) Ist   = B ein Gitter im R
n





:= fz 2 C
n
; jzj = 1g
Bk 7! e
2ik













= fx 2 R
n
; jxj  jx  gj 8 g 2  g (2.47)
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aller Punkte x 2 R
n
, deren Abstand zum Ursprung kleiner oder gleich ih-
rem Abstand zu irgendeinem Gitterpunkt g 2   ist, heit Voronoi-Zelle
des Gitters   (nach G. Voronoi) oder auch Dirichlet-Region (nach G.L.
Dirichlet).
Die Voronoi-Zelle ist kein Fundamental-Parallelotop von   im Sinne der De-





























'\ vgl. Bezeichnung 2.55.
Denition 2.48
Seien   und  Gitter im R
n
. Ist    , so heit  Teilgitter von  . Dann
ist d() = k d( ) mit k 2 Z.





g +  = fg + h; h 2 g g 2   (2.48)




j heit Index von 





g  h :() g   h 2  g; h 2   : (2.49)
Lemma 2.49
Sei   ein Gitter im R
n
und  ein Teilgitter von  . Dann ist





Sei o.B.d.A.   = Z
n
und  = BZ
n
mit einer invertierbaren Matrix B, vgl.
Bem. 2.43 2.). Weiterhin sei P das Fundamental-Parallelotop zur kanonischen
Basis. Dann gilt











(ii) jRj = j detBj = d().








(vgl. Def. 2.44), daher ist










ur x = B
 1




at sich jedes k 2 Z
n
eindeutig
darstellen in der Form k = +Bl mit  = Bp = k   Bl 2 Z
n
\ BP .
Zu (ii) Sei R := f
0




























































































































ur  , so ist einerseits nach (2.41)
d(A ) = j detAj d( ) ;
andererseits gilt nach Denition 2.48
d(A ) = k d( ) k 2 Z :
Somit ist detA 2 Z und da A expandierend ist j detAj  2.
Denition 2.51
Ein Gitter    R
n
heit ganzzahlig, falls gilt:
hgjhi 2 Z 8g; h 2   :
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Denition 2.52





; hxjgi 2 Z 8g 2  g
wiederum ein Gitter im R
n















; : : : ; a

n
) die zu (a
1




Ein Gitter   heit unimodular, falls d( ) = 1 ist. Dann ist   =  

.














= , d.h.  ist ganzzahlig und unimodular.






Zu 4.)  ist Teilgitter von   genau dann, wenn aus g 2  stets g 2   folgt.
Ist h 2  

so ist p.d. hhjgi 2 Z 8 g 2  . Da  Teilgitter von   ist, gilt dies
insbesondere f






























als einfachstes nicht-separables Gitter mit d( 
Q
) = 2 wird in der Literatur
h

aug verwendet, so z.B. bei Vetterli/Kovacevic [VK95, S. 178,196,410,434],
Cohen/Daubechies [CD93, S. 82] und Glassner [Gla95, S. 420].
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Abbildung 2.4: Quincunx-Gitter a) mit dem zu R geh

orenden






















Die Abbildung 2.4 zeigt das Quincunx-Gitter mit dem zur Matrix R geh

oren-
den Fundamental-Parallelotop sowie mit der Voronoi-Zelle. Man erkennt so-
fort, da f

ur dieses Gitter kein Fundamentalbereich in der Gestalt eines zwei-
dimensionalen Intervalls existiert, oder anders ausgedr

uckt: Es existiert kei-
ne Basis dieses Gitters aus zwei jeweils achsenparallelen Basisvektoren. Nach
Denition 2.39 handelt es sich somit um ein nicht-separables Gitter.
F

ur die Darstellung des Gitters ist die verwendete Basismatrix nat

urlich un-












uglich dieses Gitters involviert z.B. die Ba-
sismatrix. Wird nun das Downsampling iteriert, wie das insbesondere bei der
Wavelet-Transformation in mehreren Skalen geschieht, so l

at sich der gesam-





= 2I gilt, d.h. zu einem separablen Gitter f








ur alle n 2 N

nicht-separabel.
2.C. Selbstaffine Mengen 89
2.C SelbstaÆne Mengen
Eng verbunden mit den n-dimensionalen Gittern ist der Begri der selbst-
aÆnen Menge. Grob gesprochen handelt es sich um Mengen, die sich durch
eine endliche Vereinigung skalierter und translatierter Kopien ihrer selbst
darstellen lassen. Sie tauchen z.B. im Kontext der Verallgemeinerung der
Haar-Basis auf h

ohere Dimensionen auf [GM92], [LW96a], siehe auch den
Paragraphen 3.6.2 der vorliegenden Arbeit. Ihre Bedeutung im Zusammen-
hang mit sog. Kachelungen des R
n
wurde von Lagarias und Wang in einer
Reihe von Artikeln untersucht [LW96c], [LW96b], [LW97]. Weitere Anwen-










ur zwei Mengen P;Q  R
n
schreibt man P ' Q, falls sie bis auf Nullmengen
gleich sind, d.h. falls gilt:
(P nQ) = (Q n P ) = 0 :
Ist P \Q ' ;, so heien P und Q quasi-disjunkt.
Denition 2.56
Eine kompakte L-mebare Menge Q  R
n
mit positivem Ma heit selbstaf-
n, falls gilt: Es existiert eine expandierende Matrix A 2 R
nn
mit j detAj =
a 2 Z sowie eine Menge R = f
0






















2 R; i 6= j sind (Q+ 
i





Ahnlichkeitsmatrix, d.h. A = B; B Orthogonalmatrix,  > 1, so
heit Q selbst

ahnlich. Dieser Fall wird in der Literatur zum Teil gesondert
betrachtet, entsprechende Hinweise nden sich bei Lagarias/Wang [LW96c].
Bemerkung 2.57





















explizit gegeben [GM92, Lem. 3]. F

ur n = 1 sind Darstellungen der
Form (2.52) wohlbekannt, man denke z.B. an p-adische Br

uche. Die
Elemente der Menge R = f
0




werden daher auch als
Ziern (engl. digits) bezeichnet.
Die Gleichung (2.52) zeigt, da Q durch A und R eindeutig bestimmt
ist, die Umkehrung ist jedoch i.a. falsch. In der Literatur wird daf

ur als
Beispiel der Twin-Dragon angegeben. Wie die Abbildung 2.5 zeigt,















































und R wie oben unterschiedliche Mengen. Die Matrix A
1
auf einen
Vektor angewendet bewirkt dessen Drehung um 45
Æ
(gegen den Uhr-
zeigersinn) verbunden mit einer Streckung um den Faktor
p
2. Dieser
Fall wird bei Gr

ochenig/Madych diskutiert [GM92, Kap. V-C, Bsp. 2],
Abbildung 2.5 a) zeigt die Menge Q(A
1
;R). Entsprechend bewirkt die
Matrix A
2
eine Drehung um 45
Æ
mit dem Uhrzeigersinn verbunden mit
einer Streckung um den Faktor
p
2. Cohen/Daubechies [CD93, Anh.




















acheren Bedingungen an A undR existiert eine eindeu-
tig bestimmte Menge Q, die der Gleichung (2.53) gen

ugt. Sei A 2 R
nn
expandierend, R = f
0
; : : : ; 
l 1
g eine endliche Menge von Ziern und








ur ein  > 1; 
i
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a) b)
Abbildung 2.5: Der Twin-Dragon.
eine

aquivalente Norm auf R
n







) 0  i  l   1
sind in der durch diese Norm erzeugten Metrik kontrahierend [LW96c,








Nach Barnsley [Bar88] heit I := f
i
; 0  i  l  1g Iterated Function
System, kurz IFS, und Q heit Attraktor des IFS, dieser hat jedoch
nur in speziellen F

allen positives Ma. Insbesondere ist f

ur eine selbst-
aÆne Menge Q die Voraussetzung j detAj = jRj = a notwendig daf

ur,
da Q positives Ma hat [LW96c, S. 21].
Lagarias undWang (op. cit.) geben Bedingungen f

ur die Existenz selbstaÆner
Mengen an. Weiterhin wird gezeigt, da jede selbstaÆne Menge Q zugleich
eine Kachelung des R
n
liefert (op. cit., Theorem 1.2).
Denition 2.58
Sei Q  R
n
L-mebar mit positivem Ma, S  R
n
. Q heit S-Kachel des
R
n

















2 S; i 6= j sind (Q + 
i





















































































































Die Translation aller 
i
2 R um x
0





, die sich weder auf das Ma von Q noch auf die Kachelungsei-
genschaften auswirkt.
In der vorliegenden Arbeit sind ganzzahlig selbstaÆne Mengen von be-
sonderer Bedeutung, vgl. Paragraph 3.6.2. Hierbei handelt es sich um den
Spezialfall selbstaÆner Mengen Q(A;R) mit A 2 Z
nn
und R  Z
n
. Auch
dieser Fall wurde von Lagarias und Wang in zwei Artikeln [LW96b],[LW97]
eingehend untersucht. Der nachfolgende Satz fat die wichtigsten Ergebnisse
zusammen.
Satz 2.60
1.) Sei A expandierend mit ganzzahligen Eintr

agen, j detAj = a und R =
f
0















positives Ma [LW96c, Kor. 1.1].





eine S-Kachel ist (op. cit., Th. 1.2).
3.) F

ur das Lebesgue-Ma einer ganzzahlig selbstaÆnen Menge Q gilt
(Q) 2 N [LW96b, Th. 1.1].
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Die Idee, Funktionen in verschiedenen Au

osungsstufen, i.e. Skalen, zu be-
trachten, ist nicht erst seit Formulierung der Theorie der Mehrfachau

osun-
gen durch Mallat und Meyer im Jahr 1986 bekannt. Bereits Burt und Adelson
[BA83] verfolgten mit ihrem Pyramiden-Schema zur Bildanalyse diesen Ge-
danken und die von Dubuc [Dub86] vorgestellte und sp

ater in Zusammenar-
beit mit Deslaurier und Dubois [DDD91] verallgemeinerte Iterative Interpo-
lation kennt schon Zwei-Skalen-Relationen, wie sie bei Skalierungsfunktionen
und Wavelets auftreten.
Durch die bahnbrechende Arbeit von Daubechies [Dau88] 1988 wurde deut-
lich, da jeder Mehrfachau

osung ein aus der Signalverarbeitung bekann-
tes Zerlegungsschema mit exakter Rekonstruktion entspricht. Mit Hilfe der
Mehrfachau

osungen hat sich jedoch die Sicht der Dinge entscheidend ver-

andert. Die zuvor schwierige und oft erst durch lange praktische Erfahrung
inspirierte Konstruktion neuer Filterschemata ist nicht l

anger Kunst sondern







at der assoziierten Filter





Uberlegungen liefern neue, an spezi-





ort eine Skalierungsfunktion. Diese legt jene
eindeutig fest und die Probleme der Konstruktion und Analyse der Eigen-
schaften einer Mehrfachau





uhren auf die Konstruk-
tion und Analyse der Eigenschaften der zugeh

origen Skalierungsfunktion. Ein
weiteres wichtiges Anwendungsfeld f

ur Skalierungsfunktionen ergibt sich bei
den Verfeinerungsalgorithmen (stationary subdivision schemes), wie sie im
95
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Die wichtigste Eigenschaft der Skalierungsfunktionen, der sie auch ihren Na-
men verdanken, ist die Skalierbarkeit. Sie haben jedoch noch eine ande-
re Eigenschaft, die zun













aume). Entscheidend hierbei ist, da die Translatierten der Skalierungs-





aume ergeben sich Verbindungen zur Spline-
Interpolation sowie zur Approximation mittels Radialer Basis-Funktionen.
Hierbei treten allerdings die Approximationseigenschaften dieser R

aume in
den Vordergrund, also z.B. die Fragestellung, bis zu welchem Grad sich Poly-
nome durch die Elemente eines translationsinvarianten Raumes reproduzie-
ren lassen.
Das vorliegende Kapitel untersucht die Eigenschaften der Skalierungsfunk-
tionen und im speziellen die der interpolierenden Skalierungsfunktionen. Die
bereits angesprochene Translationsinvarianz und Skalierbarkeit bilden die
Schwerpunkte der beiden ersten Abschnitte. Besonderes Augenmerk gilt hier-
bei im Paragraphen 3.2.2 den interpolierenden Skalierungsfunktionen. Sie
sind das Bindeglied zur Sampling-Theorie aus Kapitel 2 und diese Verbindun-
gen werden in Sektion 3.4 eingehend untersucht. Daf






otigt, der daher zuvor im Abschnitt 3.3 eingef

uhrt
wird. Von besonderer Bedeutung ist hier die im Paragraphen 3.3.3 diskutier-
te Konstruktion zweier biorthogonaler Mehrfachau

osungen. Dem Begri der
Regularit






aume in Paragraph 3.5.1 folgt










Ubergangsoperator ein und stellt mit der Littlewood-Paley Methode ein
weiteres Verfahren zur Bestimmung der Regularit

at einer Skalierungsfunkti-







uber Strang-Fix und Moment-Bedingungen. Der letzte Ab-
schnitt 3.6 in diesem Kapitel diskutiert spezielle Konstruktionsverfahren f

ur
interpolierende Skalierungsfunktionen. Diese sind im einzelnen das Verfah-
ren der Iterativen Interpolation in 3.6.1, die verallgemeinerten Haar-Basen
im Unterabschnitt 3.6.2, Autokorrelationsfunktionen in Paragraph 3.6.3 und
die Iteration von Symbolen in 3.6.4. Der Anhang 3.A schlielich stellt einige
h

aug verwendete Resultate zum Spektralradius zusammen.
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3.1 Translationsinvarianz
Unter einem translationsinvarianten Distributionen- oder Funktionenraum S
versteht man einen Raum, dessen Elemente die Eigenschaft
f 2 S ) T
k
f 2 S 8k 2 Z
n
besitzen. Allgemeiner betrachtet man auch Translationen entlang eines Git-
ters    R
n
(vgl. Denition 2.36), wir beschr

anken uns hier jedoch auf den





aume sind nicht nur im Kontext der Wavelet-Theorie







aftigung z.B. mit Splines, der Approximation mittels Radia-







ankter Funktionen aus Denition 2.24 z

ahlen eben-






osung (vgl. Abschnitt 3.3).
Die zwei Zentren des Interesses an Translationsinvarianten R

aumen sind
zum einen deren Approximationseigenschaften und zum anderen die Eigen-
schaften der sie erzeugenden Funktion(en). W

ahrend z.B. bei der Spline-







von dilatierten sinc -Funktionen erzeugt, also
Funktionen, deren Fourier-Transformierte kompakten Tr

ager haben. Im Kon-







ager auf, wenngleich es auch hier neuere Ans

atze
gibt, bei denen Erzeuger mit kompaktem Tr

ager eine Rolle spielen (Buhmann
[Buh98]). Eine Einf

uhrung in die Theorie der Translationsinvarianten R

aume






uber neuere Resultate zu den L
2
-Approximationseigenschaften kann























den von  aufgespannten Translationsinvarianten Raum. In der
Literatur wird S() auch als PSI-Raum bezeichnet ( principal shift-
invariant space).  heit Erzeuger von S().
2.) Allgemeiner betrachtet man f

































S() heit FSI-Raum (finite shift-invariant space).  heit (endli-
ches) Erzeugendensystem von S().




ist die Summe in (3.2) lokal endlich





















oer zwei hat, k





Die im folgenden untersuchten Eigenschaften des PSI-Raums S() sind durch







at der Translatierten von . Die folgenden drei









). Die Translatierten von  heien (algebraisch) linear un-
abh











































Da supp  kompakt ist, l

at sich nach dem Satz von Paley-Wiener-Schwartz
1.48 die Fourier-Transformierte von  zu einer auf ganz C holomorphen Funk-
tion fortsetzen. Ron [Ron89] hat 1989 die lineare Unabh

angigkeit der Trans-
latierten einer Distribution  mit kompaktem Tr









) sind genau dann (algebra-
isch) linear unabh







8 z 2 C
n




(z   k) 6= 0 :
Jia/Micchelli [JM92] haben dieses Ergebnis auf den Fall eines Erzeugenden-








); ` = 1; : : : ; j. Die Translatierten von 
1
; : : : ; 
j
sind genau


















Das folgende Resultat zur linearen Unabh

angigkeit von Ben-Artzi/Ron



































Der PSI-Raum S() aus (3.1) ist lediglich f

ur Erzeuger  mit kompaktem
Tr

ager wohldeniert. Von Interesse sind jedoch auch Erzeuger mit schlech-
terem Fallverhalten, so z.B. die sinc -Funktion. Wir betrachten im folgenden




). In Adaption von (3.1) sei
S
2
() := span f(   k); k 2 Z
n
g (3.4)




) des Raums aller endlichen Linearkombinationen von
Translatierten von . Man kann zeigen (vgl. de Boor et al. [dBDR94, Th.
2.16]), da f
















ist. Der Denitionsbereich des Operators T

aus (3.3) mu f



























































































ur alle endlichen Folgen c gilt dies auch f

ur
den Abschlu, also f



































ur alle f 2 H gilt.  und  heien untere bzw. obere Frame-Schranke.









 H ein Frame, so ist die lineare Abbildung









stetig und injektiv. F heit Frame-Operator.
Bemerkung 3.7
1.) Ist ((   k))
k2Z
n




), so ist T
;2
die Adjungierte des
































8 ' 2 D(R
n
)













(   k) = T
;2
c :















ist also stets vollst

andig, denn ist hf j'
i
i = 0 8 i 2
I, so ist f nach (3.5) die Nullfunktion.
Denition 3.8
Sei H ein Hilbertraum und I eine abz






 H heit Riesz-Folge, falls Konstanten ;  2 R

+



































(I) gilt. Liegt span f'
i
; i 2 Ig zus














(I) dicht liegen, reicht es aus,
(3.6) f

ur endliche Folgen zu fordern.




), so bilden die Translatierten f(   k); k 2 Z
n
g von









() ein Isomorphismus ist, denn nach Denition
3.8 ist ((   k))
k2Z
n









) ein Isomorphismus ist, und span f(   k)g ist dicht sowohl
in Bild(T
;2


















ein Isomorphismus, so heit  stabil.
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Satz 3.11




), so sind folgende Aussagen

aquivalent:
1.)  ist stabil.






























































































































































































































































































































































) und nach den Denitionen 3.8 und
3.10 ist  somit stabil.
Ist andererseits  stabil, so gilt (3.10) f



































so folgt mit (3.8) aus der Stabilit












































































































Somit gilt nach (3.10)
~
  , M
~




































Das folgende Resultat ndet sich bei Jia/Micchelli [JM91].
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Lemma 3.12

















) statt (3.7) lediglich






















) sind folgende Aussagen

aquivalent.
1.) f(   k); k 2 Z
n




































). Weiterhin gilt f

























) folgt mit der Parseval-Identit

at





























































(siehe Abschnitt 1.2.6) sowie





Somit ist f(   k); k 2 Z
n



























a Lemma 3.14 erf

ullt jede Orthonormalbasis f(   k); k 2 Z
n
g
das Kriterium (3.7) mit den Konstanten  =  = 1. Riesz-Basen sind
somit in gewissem Sinne das n

achstbeste nach Orthonormalbasen und
beide sind insoweit

aquivalent als da man aus einer Riesz-Basis sofort



























(). Hat  kompakten Tr











ankt und daher nach dem Satz von Paley-Wiener 1.47
eine ganze Funktion. Dies ist jedoch im allgemeinen nicht der Fall.
2.) Um eine Darstellung f

ur die Funktion ' zu erhalten, entwickelt man
























































Als Beispiel betrachte man die durch Orthonormalisierung der B-Splines ent-
stehenden Skalierungsfunktionen (vgl. Abschnitt 3.2). Sie sind Erzeuger von
Mehrfachau











Wavelets, den nach ihren Entdeckern benannten Battle-Lemarie Wavelets,
exponentielles Fallverhalten, jedoch keinen kompakten Tr

ager (Daubechies
[Dau92, Kor. 5.4.2], vgl. Abschnitt 3.3).
Beispiel 3.16 (B-Splines)
Eine Diskussion der eindimensionalen B-Splines ndet sich bei vielen Auto-
ren, so z.B. bei Vetterli/Kovacevic [VK95, x4.3.2], Daubechies [Dau92, Kap.
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5.4], Chui [Chu92a, x4.2], Wojtaszczyk [Woj97, xx3.3.2-3.3.4] und Blatter
[Bla98].














j  1 :


























Die Abbildungen 3.1 und 3.2 zeigen die Graphen der tensoriellen B-Splines
bis zur Ordnung 3.
ZumNachweis der Stabilit










































eine ONB. Um eine explizite Darstellung f

ur  zu erhalten, entwickelt man





























(   k) :
Doch zun












































































































































































































































































































































































aug die Periodisierungen von
^







Nach Satz 1.63 ist f

ur f 2 L
1




































































))(k) = h(   k)ji (siehe den Beweis
von Lemma 3.14). Hat  kompakten Tr

ager, so sind f

ur die Fourier-Reihen
beider Periodisierungen nur jeweils endlich viele Fourier-KoeÆzienten von
Null verschieden. Es gilt also folgendes Lemma.
Lemma 3.17







, so ist c
k





, insbesondere ist $
^
 ein trigonometrisches Polynom,
falls auerdem  kompakten Tr

ager hat.
2.) Ist  2 L
2



























In der Literatur gebr






) als Schreibweise f

ur die Periodisierung von fg. In diesem Sinne wurde
es zuerst von de Boor et al. [dBDR94] verwendet. In unserer Terminologie
ist also [f; g] = $(fg).
3.2 Skalierbarkeit
Mit der Skalierbarkeit soll nun die zweite wichtige, den Skalierungsfunktio-
nen ihren Namen gebende, Eigenschaft untersucht werden. Hier ist zun

achst
die Frage der Existenz und Eindeutigkeit zu kl

aren, dies geschieht im Para-
graphen 3.2.1. Der sich anschlieende Paragraph 3.2.2 geht ausf

uhrlich auf
den speziellen Fall der interpolierenden Skalierungsfunktionen ein. Zur

Uber-
sicht und schnellen Referenz stellt der abschlieende Teil 3.2.3 die wichtigen
Eigenschaften der Skalierungsfunktionen { insbesondere der interpolierenden
{ noch einmal zusammen.
3.2.1 Existenz und Eindeutigkeit von Skalierungsfunk-
tionen
Im folgenden sei A eine zul

assige Dilatation zum vollst

andigen Gitter    R
n
(vgl. die Denitionen 2.36 und 2.42). Gem

a der Vereinfachung in Bemerkung
2.43 2.) beschr

anken wir uns auf den Fall   = Z
n
. Bis auf wenige F

alle, zu
denen z.B. die Arbeiten von Strichartz [Str93] und Cohen/Schlenker [CS93]
geh











assige Dilatation, so ist A bez

uglich der euklidischen























und somit jAxj = jxj.
Es gibt jedoch stets eine
















ur die Norm von A
 1













+ ")kxk 8 x 2 R
n
und damit folgt (3.15).
Denition 3.19






















(A   k) (3.16)
mit a = j detAj gen

ugt. Die KoeÆzienten (h
k
) bezeichnet man auch als Ska-
lierungsmaske (renement mask),  mit Maske h = (h
k




Von Interesse sind im folgenden regul

are, also insbesondere stetige  (zum
Begri Regularit

at siehe Abschnitt 3.5). Man bezeichnet daher skalierbare 
trotz ihrer unter Umst

anden distributiven Natur allgemein als Skalierungs-
funktionen. F

ur Distributionen sind Translation, Dilatation und Konver-






assige DilatationsmatrixA stets B = A
T
. Fourier-





































). Die interessanten F






- oder einer endlichen Skalierungsmaske. F

ur endliche Folgen (h
k
) istm
ein trigonometrisches Polynom. Den Raum der trigonometrischen Polynome
auf R
n























) (vgl. Abschnitt 1.4).
Durch Iteration der Gleichung (3.17) erh


















Da m 2 P(T
n
















at der Translatierten von  von entscheidender
Bedeutung sind. Ein wichtiger Punkt bei der Konstruktion geeigneter Ska-
lierungsfunktionen wird daher sein, Symbole zu nden, die auf bestimmten
Bereichen keine Nullstellen besitzen, vgl. das Cohen-Kriterium 3.34.
Die beiden folgenden Lemmata werden f

ur den Beweis des zentralen Existenz-

















































 ist wieder polynomial beschr







































) konvergiert. Letzteres gilt, da die Summe gleichm

aig konvergiert



































 konvergiert, und sei v
j













Ein Beweis dieses Lemmas ndet sich z.B. bei Rudin [Rud66].













= 1. Dann gilt:
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), so konvergiert das Produkt in (3.19) gleichm

aig auf










) \ C (R
n
)
und es existiert ein Polynom P mit j
^





osung der Zwei-Skalen-Relation (3.16).













 (B) = m
^
~















Daubechies [Dau92, x6.2] gibt einen Beweis f

ur das eindimensionale Analo-
gon zu Satz 3.22 3.) an. Zwei mehrdimensionale Spezialf

alle nden sich bei


























aquivalent zu m(0) = 1, da @m be-
schr

























) < 1 ;







8 j > j
0
: (3.22)
Somit folgt die gleichm

aige Konvergenz auf Kompakta und damit die Ste-
tigkeit von
^
 aus dem Lemma 3.21.
Da 1 + x  e
x
8 x 2 R folgt aus (3.21),(3.22) f


























































































































also existiert ein Polynom P mit
jm
j
j  P 8 j 2 N : (3.23)
Damit gilt auch j
^






























ergibt sich dies unmittelbar aus der gleichm















folgt die Skalierbarkeit von  aus Lemma 3.20 3.)









































Zu 3.) Da (h
k
) endlich, ist m eine ganze Funktion.
Sei B
R





z = ! + i 2 C
n

























































8 j  j
0

































































































mit einem Polynom Q, vgl. Teil 1.) des Beweises.














lierende Symbole, vgl. Paragraph 3.6.1.
Bemerkung 3.23





ager, die Umkehrung ist jedoch i.a. falsch. Jia/Micchelli





1; 0  x < 1
1
2
; 1  x < 2
0; sonst
;















die Skalierungsmaske ist also nicht endlich.
Eine hinreichende Bedingung f

ur die Endlichkeit der Skalierungsmaske ist
die lineare Unabh

angigkeit der Translatierten von , vgl. Satz 3.5. Bilden




) ein Orthonormalsystem, so sind sie insbe-
sondere linear unabh

angig. Daher ist die Skalierungsmaske einer Skalierungs-
funktion  mit kompaktem Tr

ager und orthogonalen Translatierten endlich.
Dieser Spezialfall war auch Daubechies [Dau88] bereits bekannt.

















ur Einzelheiten sei auf Jiang [Jia99b] sowie Cohen et al. [CDL98] verwiesen.
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3.2.2 Interpolierende Skalierungsfunktionen
Anfang der Neunziger Jahre zeigten sich zunehmend Verbindungen zwischen
der Theorie der Wavelets und den z.B. in der Computer-Graphik zur Kon-
struktion glatter Kurven und Fl

achen verwendeten Verfeinerungsschemata.
Zu nennen sind hier vor allem die Arbeiten von Dubuc et al. aus den Jahren
1986-1991

uber Iterative Interpolation, die im Abschnitt 3.6.1 noch n

aher
beleuchtet werden, und die 1991 erschienene Monographie Stationary Subdi-
vision von Cavaretta et al. [CDM91]. Wie im Falle der Skalierungsfunktionen
und Wavelets sind auch hier Zwei-Skalen-Relationen von entscheidender Be-
deutung. Stationary Subdivision bezeichnet dabei den speziellen Fall, da
auf beiden Seiten der Skalierungsgleichung die gleiche Funktion steht. F

ur
die graphischen Konstruktionsalgorithmen sind Interpolierende Funktionen
von besonderem Interesse, da sie bei Verfeinerung bereits berechnete Daten
interpolieren und daher mit schnellen Verfahren berechnet werden k

onnen.
Die Forderung der Interpolationseigenschaft f

ur die erzeugende Funktion ei-
ner Mehrfachau

osung (vgl. Abschnitt 3.3) hat sich in mehrfacher Hinsicht
als fruchtbar erwiesen. Zum einen k

onnen auf diese Weise Darstellungen
von Funktionen in einer Wavelet-Basis als Sampling-Reihen berechnet wer-
den (vgl. Donoho [Don92]), zum anderen ergeben sich bei der Konstruktion
interpolierender Skalierungsfunktionen neue M

oglichkeiten, wie die Sektion
3.6 zeigen wird. Der verbleibende Teil dieses Abschnitts widmet sich daher
ganz den interpolierenden Skalierungsfunktionen und ihren Eigenschaften.
Als Einstieg in die Thematik k

onnen die Arbeiten von Ji et al. [JS97], [JRS99]
sowie Dahlke et al. [DM97], [DGM98] herangezogen werden.
Im folgenden sei { falls nicht ausdr












= 1, d.h. die
zugeh





Eine Funktion  2 C (R
n





1; k = 0








, so ist  stetig und nach Satz 1.63 gilt f

















(k) = ( k) :
Ist  interpolierend, so gilt daher f

ur die Fourier-Transformierte der c
k
(i.e.




















) = 1 :




) durch ihre Fourier-KoeÆzienten bereits
eindeutig bestimmt ist (vgl. Satz 1.61), folgt schlielich
 interpolierend , $
^
 = 1 fast

uberall.




















An einigen Stellen (z.B. Ji/Shen [JS97, S. 3], Ji et al. [JRS99, S. 3]) wird
behauptet, da bereits eine stetige Funktion  mit kompaktem Tr

ager ge-
nau dann interpolierend sei, wenn (3.26) gilt. Von entscheidender Bedeu-
tung sind in diesem Zusammenhang Aussagen

uber die Periodisierung ei-
ner Funktion bzw. Distribution. Nach Satz 1.63 ist f

ur  2 L
1
die Pe-




). Eine stetige Funktion mit kompaktem Tr

ager
hat aber nicht notwendigerweise eine integrierbare Fourier-Transformierte.
Dieudonne [Die75, Aufg. 2, S. 130] gibt folgendes Beispiel: Ist  stetig mit



















































































f (0) = f(0)  kfk
1
:









Sei ' 2 D(R
n




= 1. Mit  := '  ' sind 
und ^ = '^
2
 0 und es ist
(0) =
Z
'(x)'( x)dx = 1 ;




































































Ein weiteres hinreichendes Kriterium f






at des Symbols m der Skalierungsmaske von  zusammen
mit einer algebraischen Bedingung an m, der Interpolationsbedingung (3.31).
Dieses Kriterium wird in Lemma 3.67 formuliert, es benutzt ebenfalls das
Fatou-Lemma.
Das folgende Resultat wurde zuerst von Cavaretta et al. [CDM91] unter der
zus

atzlichen Annahme  stetig mit kompaktem Tr

ager bewiesen. Die hier

















(k) = 0 8 k 2 Z
n
















































Sei jm(0)j < 1. Dann ist
^














2 N mit jm(B
 j
!)j < 1 8 j > j
0
,
denn m ist stetig. Aus (3.29) folgt daher f

ur j !1, da
^










Sei nun jm(0)j  1. Aus (3.29) folgt f

ur k 2 Z
n



















k) = m(0) f

ur 1  i  j; j 2 N









































Nach 1.) ist jedoch
^
(k) = 0 8 k 6= 0, d.h. von der Fourier-Reihe bleibt nur
der Summand f

ur k = 0 stehen.
2
Mit Lemma 3.28 ergibt sich eine interessante Verbindung zwischen der Ska-




) und der Interpolationseigenschaft ihrer
Fourier-Transformierten.
Folgerung 3.29






















ur Skalierungsfunktionen folgt aus der Interpolationseigenschaft sofort eine
notwendige Bedingung an die Skalierungsmaske: Betrachtet man die Zwei-
Skalen-Relation (3.16) f










(Ak   l) ;
so ist nach (3.25) (k) = Æ
0;k
und (Ak   l) = Æ
Ak;l














at sich auch eine Interpolationsbedingung an das Symbol an-
geben:
Lemma 3.30
Sei  (h;A)-skalierbar mit endlicher Skalierungsmaske h und Symbol m, a =
j detAj und R = f
0
; : : : ; 
a 1

















) = 1 (3.31)

aquivalent zu (3.30). Gleichung (3.31) heit Interpolationsbedingung an
das Symbol.


















































































































































) = 1 8 
i
2 R , 
k








































Beweis des Lemmas 3.30:
Einsetzen der Denition f







































































angig sind, ist die rechte Seite dieser Gleichung




aquivalenten Bedingungen (3.30) und (3.31) sind also notwendige Bedin-
gungen daf

ur, da die zugeh

orige Skalierungsfunktion  interpolierend ist.






































ullt also die Interpolationsbedingung (3.30).
Die zur Zwei-Skalen-Relation
 = (2) + (2   1)
geh

orende Skalierungsfunktion  ist jedoch die charakteristische Funk-
tion des Intervalls [0; 1] und somit nicht stetig! Abbildung 3.3 zeigt das











































ullt also die Interpolationsbedingung (3.30).
F


















 hat oensichtlich die Z-periodische Nullstelle
1
3
, nach Lemma 3.36
erf

ullt m somit nicht das Cohen-Kriterium, also ist nach Satz 3.35 die
Skalierungsfunktion  nicht stabil.
Es stellt sich also die Frage nach einer hinreichenden Bedingung daf

ur, da
eine (h;A)-skalierbare Funktion  interpolierend ist. Von entscheidender Be-
deutung ist hierbei die Stabilit





















Abbildung 3.3: Das Symbol aus Beispiel 3.32.
Satz 3.33
Eine stetige Skalierungsfunktion  ist genau dann interpolierend, wenn 
stabil ist und das zugeh





Zum Beweis dieses Satzes verwenden Lawton et al. den

Ubergangsoperator










) hat Cohen [Coh90]
ein notwendiges und hinreichendes Kriterium an das Symbol formuliert.
Denition 3.34 (Cohen-Kriterium)
Das Symbol m erf

ullt das Cohen-Kriterium, falls gilt: Es existiert ein





alt eine Umgebung des Ursprungs.
2.) K ist Z
n
-Kachel.





















) skalierbar mit Symbol m. Dann sind folgende Aussagen

aquivalent.
1.)  ist stabil.
2.) m erf

ullt das Cohen-Kriterium 3.34.
Damit l

at sich zeigen (vgl. Villemoes [Vil94, Beh. 2.4]):
Lemma 3.36
Sei  (h;A)-skalierbar (mit endlicher Skalierungsmaske) und m das zugeh

ori-
ge Symbol, so sind folgende Aussagen

aquivalent.
1.) Das Symbol m erf

ullt das Cohen-Kriterium 3.34.
2.)  ist Erzeuger einer Riesz-Mehrfachau

osung (vgl. Denition 3.38).
3.)
^
 besitzt keine Z
n




Eine interpolierende Skalierungsfunktion  (mit endlicher Skalierungsmaske)






Im folgenden sollen die im Zusammenhang mit interpolierenden Skalierungs-
funktionen wichtigen Bedingungen in einer

Ubersicht dargestellt werden. Die








m(0) = 1 (M1')

































(   k) = 1 (M7)
Stabilit

at von  (M8)
Cohen-Kriterium (M9)
Die Bedingung (M1) bzw. die dazu






ur die Konvergenz des Produkts in (3.19). Sie wird daher im fol-
genden stets vorausgesetzt.
Die Bedingungen (M3) und (M4) sind notwendige algebraische Bedingungen
an das Symbol bzw. die Skalierungsmaske einer Skalierungsfunktion , so da




Aquivalenz von (M3) und
(M4) wurde in Lemma 3.30 gezeigt, die Implikation (M5)) (M4) wurde in
(3.30) hergeleitet.
Mit Lemma 3.25 wurde die

Aquivalenz von (M5) und (M7) unter Vorausset-
zung von (M6) gezeigt. Interessanterweise l

at sich die analytische Bedingung




uhren. Mit Lemma 3.67 wird ge-
zeigt werden, da (M6) bereits aus den Bedingungen (M2) und (M3) gefolgert
werden kann. Insbesondere gilt also bereits unter den Voraussetzungen (M2)
und (M3), da  stetig ist, aufgrund der stets endlichen Skalierungsmaske
kompakten Tr







ist. (M7) kann nicht aus
(M3) gefolgert werden, auch nicht unter Voraussetzung von (M2), vgl. Bei-
spiel 3.32 2.). (M8) und (M9) schlielich sind nach Satz 3.33 und Satz 3.35
hinreichende Kriterien daf

ur, da eine stetige Skalierungsfunktion , die (M3)
oder (M4) erf

ullt, interpolierend ist, d.h. die Bedingung (M5) erf

ullt.
Eine Sonderrolle kommt dem Lemma 3.28 zu. Es zeigt, da die Fourier-
Transformierte einer skalierbaren Funktion mit `
1
-Maske im wesentlichen in-
terpolierend ist.




Die von Mallat und Meyer 1986 formulierte Theorie der Mehrfachau

osung
lieferte die Grundlage f

ur die Konstruktion orthonormaler Wavelets mit kom-
paktem Tr

ager durch Daubechies [Dau88]. In dieser Arbeit zeigt Sie auch,
da der von Mallat entwickelte diskrete Algorithmus zur Bildzerlegung und
-rekonstruktion im wesentlichen

aquivalent zum Konzept der Mehrfachauf-
l

osung ist, vgl. auch Paragraph 3.3.3.
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mit exakter Rekonstruktion besitzt jedoch einige Nachteile. Zu nennen sind
hier vor allem die Einschr

ankung auf gleiche Filter f

ur Zerlegung und Rekon-
struktion sowie die fehlende Symmetrie [Dau92, Th. 8.1.4]. Die von Cohen
et al. [CDF92] pr

asentierte Konstruktion zweier biorthogonaler Mehrfach-
au

osungen entspricht einem Zerlegungsschema mit exakter Rekonstruktion
unter Verwendung unterschiedlicher Analyse- und Rekonstruktionslter. In
diesem Fall sind symmetrische Filter m

oglich, die insbesondere in der Bild-
verarbeitung gerne verwendet werden. In der Literatur werden symmetrische
Filter gelegentlich auch als linear phase Filter bezeichnet [KV92, S. 552].
Ziel dieses Abschnitts ist es, die Verallgemeinerung der biorthogonalen Kon-
struktion von Cohen et al. auf den mehrdimensionalen Fall vorzustellen.
Der mehrdimensionale orthogonale Falle wurde 1992 von Kovacevic/Vetterli
[KV92] analysiert. Eine eingehende Darstellung des mehrdimensionalen bior-
thogonalen Falles lieferten Chui/Li [CL94].





osung sowie ersten Eigenschaften im Paragraph 3.3.1 wird in
3.3.2 zun

achst der eindimensionale orthogonale Fall kurz beleuchtet. Daran























uglich A (Multiresolution Analy-
sis, MRA), falls sie folgende Eigenschaften besitzt:
1.)





































9  2 V
0
; so da f(   k); k 2 Z
n
g ONB von V
0
ist.
Dabei ist die Matrix A eine f





assige Dilatation mit a :=
j detAj. Ist das Gitter AZ
n










nach Daubechies. Andere Autoren (z.B. Meyer) verwenden





9  2 V
0
; so da f(   k); k 2 Z
n
g Riesz-Basis von V
0
ist,
so spricht man von einer Riesz-Mehrfachau

osung. Die Funktion  heit













  k) ; (3.32)
so ist f
j;k
; k 2 Z
n
g eine ON-Basis (Riesz-Basis) von V
j
. Nach Deni-









ur den Erzeuger  einer Mehrfachau

osung gilt eine Zwei-Skalen-








; k 2 Z
n
g ON-
Basis (Riesz-Basis) von V
0


















































(A   k) :
Ist f(   k); k 2 Z
n











i; k 2 Z
n
und man deniert f







































3.) f 2 W
j













konstruieren, die sich durch Translation und Dilatation einer Funktion (oder
einer endlichen Menge von Funktionen) ergeben.
Ist f(   k); k 2 Z
n
g jedoch nur Riesz-Basis von V
0
, so ergibt sich daraus



















 : : :
























Sei I eine endliche Indexmenge.
1.) f 
`

















  k) ` 2 I; j 2 Z; k 2 Z
n
(3.35)




) bilden. Dann heit
	 := f 
`
j;k

























3.) Zwei Wavelet-Basen 	;
~





































i = 0 j 6= j
0
; (3.39)




Jeder Erzeuger  einer Mehrfachau

osung ist nach Folgerung 3.39 eine Skalie-
rungsfunktion im Sinne der Denition 3.19. F

ur die Konstruktion von Mehr-
fachau

osungen von entscheidender Bedeutung ist jedoch die umgekehrte
Fragestellung: Unter welchen (notwendigen und hinreichenden) Bedingungen





ur den eindimensionalen Fall gibt Daubechies [Dau92, Kap. 5.3.2] folgende
hinreichenden Bedingungen an.
Satz 3.41















(0) 6= 0 ist.










notwendig und hinreichend daf

ur, da die 
j;k






; k 2 Zg




ur wachsendes j eine absteigende Kette bilden (vgl. Punkt
1.) in Denition 3.38). Mit der Stabilit





















(0) = 1, vgl. Mallat [Mal89, Lem. 1] oder Meyer [Mey90,
x2.7].
Mit den Denitionen 3.19 und 3.10 f


















mehrdimensionale Skalierungsfunktionen (vgl. Jia/Micchelli [JM91, Th. 2.2]).
Es bleibt aber die Frage nach der Konstruktion der Skalierungsfunktionen
und Wavelets. Diese beginnt meist nicht mit der Skalierungsfunktion, sondern
mit der zugeh

origen Skalierungsmaske bzw. deren Symbol. Das Konstrukti-
onsverfahren von Daubechies [Dau88] erlaubt im eindimensionalen Fall die
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atsgrad (zum Begri Regularit

at siehe Abschnitt 3.5).
Das Verfahren benutzt jedoch an entscheidender Stelle die Faktorisierung
eines Polynoms mittels des Bezout-Theorems 3.98 und des Lemmas von
Fejer-Riesz. W

ahrend ersteres auch noch allgemein in graduierten Ringen
g

ultig ist (Daubechies [Dau92, S. 170]), steht das Riesz-Lemma in h

oher-
en Dimensionen nicht mehr zur Verf

ugung. Es ist daher bislang kein allge-
meines Konstruktionsverfahren bekannt, das { analog zur Daubechies'schen




ohere Dimensionen die Konstrukti-
on orthogonaler Wavelets mit kompaktem Tr





Der folgende Abschnitt liefert einen kurzen Abri dieses Konstruktionsver-




3.3.2 Der eindimensionale orthogonale Fall
Daubechies gelang es 1988, auf der Theorie der Mehrfachau

osungen auf-
bauend, orthonormale Wavelets mit kompaktem Tr

ager und beliebigem Re-
gularit






ses Konstruktionsverfahren dient insbesondere zum Vergleich mit der im
n

achsten Abschnitt diskutierten allgemeinen biorthogonalen Konstruktion.
Nach Lemma 3.14 ist
























































Aufspaltung der Summe f









































uberall und mit der Z-Periodizit
















In der Praxis beginnt die Konstruktion einer orthonormalen Mehrfachauf-
l

osung i.d.R. mit der Skalierungsmaske bzw. dem zugeh

origen Symbol m,
insbesondere, wenn man an der Konstruktion von Wavelets mit kompaktem
Tr











m(0) = 1 (und demnach m(
1
2
) = 0) : (3.41)
(3.40) ist notwendig, damit die Translatierten von  ein Orthonormalsystem
bilden und m(0) = 1 ist notwendig f

ur die Konvergenz des Produktes (3.19).
Im dem von Daubechies betrachteten Fall einer endlichen Skalierungsmaske









mit L 2 P(T) und N  1 sein. Meist fordert man (3.42) f

ur ein N > 1,






ur  2 C
N
, vgl. Paragraph 3.5.4. Mit u(!) := jm(!)j
2
schreiben sich die
Voraussetzungen nun in der Form
u(!) + u(!  
1
2































wobei P wiederum ein Polynom ist. Mit y := sin
2










(1  y) = 1 ;
und das Bezout-Theorem 3.98 liefert die L
















Ein trigonometrisches Polynom m der Form (3.42) gen

ugt genau dann der
Bedingung (3.40), falls sich L(!) = jL(!)j
2
in der Form


















osung (3.44) und R ein Polynom
ungerader Ordnung, so da P (y)  0 f

ur ! 2 T ist. Zur Konstruktion der
Skalierungsfunktion ben

otigt man jedoch nicht jmj
2
, sondern m selbst, so da
nunmehr ein Polynom zu bestimmen ist, dessen Quadrat wiederum L(!) ist.
Dazu verwendet Daubechies das Lemma von Riesz [Dau92, Lem. 6.1.3].
Das auf diese Weise bestimmte Polynom m liefert jedoch nicht in jedem
Fall eine Skalierungsfunktion einer Mehrfachau

osung, da im allgemeinen




ur ein Gegenbeispiel siehe Daubechies
[Dau92, S. 177], vgl. auch Bsp 3.32 2.). Hierf

ur sind weitere Bedingungen
notwendig. Hinreichend ist die Orthogonalit

at der Translatierten von , die









achlich Erzeuger einer Mehrfachau
















gegeben. Hat  endliche Skalierungsmaske und damit kompakten Tr

ager, so
ist auch der Tr

ager von  kompakt und als endliche Linearkombination von
Translatierten von  besitzt das Wavelet auch die gleichen Regularit

atsei-
genschaften wie die Skalierungsfunktion.
3.3.3 Der biorthogonale Fall
Die Konstruktion
"
echter\, i.e. nicht mittels Tensorprodukten gebildeter,
mehrdimensionaler Wavelets gestaltet sich wesentlich schwieriger als im ein-
dimensionalen Fall, da das entscheidende Hilfsmittel { die Faktorisierung von
Polynomen { nicht mehr greift. Bis auf wenige Spezialf

alle setzen die mehrdi-
mensionalen Verfahren daher auf der biorthogonalen Konstruktion von Co-
hen et al. [CDF92] auf. An der Stelle, wo im orthogonalen Fall das Quadrat
des Symbols m auftaucht, steht nunmehr ein Produkt aus zwei Symbolen {
entsprechend der Tatsache, da es zwei Erzeuger voneinander verschiedener
Mehrfachau

osungen gibt, vgl. (3.34).
Die biorthogonale Konstruktion im eindimensionalen Fall ndet sich in

ahn-
lichen Darstellungen bei Cohen et al. (op. cit.), Cohen [Coh92] und Dau-




[CL94] diente als Grundlage f

ur die nachfolgenden Ausf

uhrungen. Die Struk-
tur der Zerlegung wird in diesem Fall auch dadurch komplizierter, da i.a.






aume im Sinne der
Denition 3.1 2.) sind, vgl. die Lemmata 3.49 und 3.50. Auf neuere Arbeiten,





grunde legen, wird in Paragraph 3.6.4 hingewiesen.
Voraussetzungen






assige Dilatation mit j detAj = a undR = f
0





















) ; ` = 0; : : : ; a  1















































0  i  a  1 8 ! 2 T
n
; (3.45)
so folgt aus der Cramer-Regel und dem Satz von Wiener (z.B. bei Rudin

















































































ur ein i; 0  i  a  1 und ein k 2 Z
n
und es gilt


































































































; : : : ; ~m
a 1
g heit duale Symbolfamilie zu fm
0
; : : : ; m
a 1
g.








 (0) = 1, die (h
0
























































































unmittelbar aus dem Lemma von Fatou, vgl. Daubechies














. Im Falle endlicher















(   l)i = Æ
k;l
; (3.51)
d.h. die Translatierten von  und
~
 seien zueinander biorthogonal. Das folgen-





























 )(   k) = 1 fast

uberall. (3.52)






at von  und
~

























zu fordern. Gilt n





































































Ist h(   k)j
~










) = 1 ;
das Symbol ( m ~m) erf

ullt also die Interpolationsbedingung (3.31).



































































), vgl. Eigenschaft 2.) der Faltung im


































) die Fourier-Transformierte der
Folge (c
k
). Da H(c) = h  c ist (H(c))^ = (h  c)^ =
^



















eines Multiplikationsoperators T =M
f
auf





















































































































































































































































wobei R = f
0
























































Die Bedingung (3.57) ist













































































































































































letzteres, indem man z.B. f

ur c^ charakteristische Funktionen einsetzt.
2
Bemerkung 3.47










































origes duales Symbol ~m
0
z.B.
mit dem in Paragraph 3.6.4 vorgestellten Verfahren konstruiert werden.






























































= 1, also '(!) = e
if(!)




















































































ur ' kann z.B. ' = e
k





























at von  und
~
 sowie den Zwei-Skalen-Relationen (3.49) folgt










 : : :
























; k 2 Z
n




















































































:= span f 
`
j;k
; k 2 Z
n










; k 2 Z
n

























ur 0 < `; `
0



















































































)(!   l)d! :












ist und die Periodisierung eine
L
1
















)(   k) :
Ist R := f
0













jedes l 2 Z
n
eindeutig darstellen als l = 
i
+ Bk mit 
i


















































































































)  k) = 1















































; k 2 Z
n











; k 2 Z
n





















) ; ` = 1; : : : ; a  1











































































































<1 ` = 1; : : : ; a  1
zu zeigen. Die erste Ungleichung folgt jedoch aus der Bedingung f

ur exakte
Rekonstruktion an die Symbole (3.48), denn f

ur alle ! existiert ein i; 0 





























































ur j =  1, der allgemeine Fall folgt dann mit den Zwei-Skalen-











Diese Voraussetzung fehlt bei Chui/Li. Sie tritt auch an anderer Stelle auf,
vgl. z.B. Paragraph 3.4.2.
















































; ` = 1; : : : ; a  1 (3.65)
































































































(Ax + l) ;













































































































































































































































so ist nach Satz 3.48
0 = h 
`
(   k)jfi = p
`
k
und daher ist g
`
= 0; ` = 0; : : : ; a   1. Die Darstellung (3.65) ist also ein-















































) zu zeigen. Die erste dieser Eigenschaften ist eine
Folge der Voraussetzung, da A expandierend ist, die zweite Bedingung ist
erf





das Cohen-Kriterium 3.34 erf

ullen (vgl. die
Bedingungen im eindimensionalen Fall aus Satz 3.41). F

ur weitere Einzelhei-
ten sei auf Chui/Li [CL94, x2.7] verwiesen.
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ankter Funktionen aus Denition 2.1 bzw.







osung um translationsinvariante R

aume. Erstere haben die zus

atzliche
Eigenschaft, da ihre Elemente durch Sampling-Reihen dargestellt werden
k

onnen, letztere sind dagegen skalierbar. Es ist daher eine naheliegende Fra-
gestellung, in welchen F

allen aus der Sampling-Eigenschaft die Skalierbarkeit
bzw. aus der Skalierbarkeit die Sampling-Eigenschaft folgt. Im vorliegenden
Abschnitt werden diese Fragen diskutiert.
Zun

achst wird dargelegt, da dem WSK-Theorem bzw. seiner mehrdimen-
sionalen Verallgemeinerung von Parzen eine separable Mehrfachau

osung





Wavelet-Basis heien daher auch Shannon-Wavelets.











osung gleichzeitig ein Samp-
ling-Theorem ergibt. Hierbei unterscheidet man den orthonormalen Fall vom
allgemeineren Fall einer Riesz-Mehrfachau






Wir betrachten die n-dimensionale Verallgemeinerung des WSK-Theorems,
den Satz 2.25 von Parzen:



























f(k) sinc (   k) :
Satz 3.51




Nach Satz 3.41 sind dazu folgende Bedingungen zu verizieren.
1.) Die sinc -Funktion erf

ullt eine Zwei-Skalen-Relation.
2.) Die Translatierten des sinc bilden eine Orthonormalbasis des von ihnen
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3.) F (sinc ) ist beschr

ankt, stetig in einer Umgebung des Nullpunkts und
es ist F (sinc )(0) 6= 0.
Zu 1.) Sei ! = 1 so gilt f













sinc (2   k) :











































sinc (A   k)
mit der Dilatationsmatrix A = 2E
n
.






















= 1 8 ! 2 R
n
:
Die Translatierten der sinc -Funktion bilden also nach Lemma 3.14 ein Or-
thonormalsystem und somit eine ONB des von ihnen erzeugten Unterraums.





Es existiert somit eine Mehrfachau

osung, bei der die Skalierungsfunktion 
die Sampling-Funktion des WSK-Theorems ist. Da
V
0




























osung, da A = 2E
n





ur n > 1 ergeben sich die 2
n
  1 Wavelets durch
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Tensorierung der sinc -Funktion und des Shannon-Wavelets. Man kann z.B.
direkt nachweisen, da
 := 2 sinc (2)  sinc
ein Shannon-Wavelet ist: Da  2 V
1






























































= span f 
0;k








Die Abbildungen 3.4 und 3.5 zeigen die durch Tensorierung des sinc und des






Die im vorangegangenen Paragraphen erl

auterte Verbindung zwischen dem
WSK-Theorem und der Theorie der Mehrfachau

osung ist seit l

angerem be-
kannt. Bereits Meyer [Mey90, S. 22] gibt die Shannon-Mehrfachau

osung









osung ein Sampling-Theorem gilt, scheint jedoch bislang in der
Literatur wenig Beachtung gefunden zu haben. Ein versteckter Hinweis n-
det sich bei Daubechies [Dau92]. Auf Seite 166 merkt sie an, da (im Falle
einer orthogonalen MRA) eine Funktion f 2 V
0
durch ihre Sampling-Werte
f(k); k 2 Z bereits eindeutig bestimmt ist, falls die Periodisierung von
^





































































































osung Sampling-Basen im Sinne der Denition 2.16
existieren. Seine Konstruktion folgt im wesentlichen dem durch Lemma 2.17
vorgezeichneten Weg:









rk-Hilbert-Raum. Nach (2.26) gilt f









(   k) :





biorthonormale Basis eine Sampling-Basis von V
0
. Die punktweise Konver-
genz der Sampling-Reihe folgt sofort aus Satz 2.14 Punkt 4.).
Voraussetzung f

ur Walters Konstruktion ist, da V
0
ein Hilbert-Raum mit
reproduzierendem Kern ist. Ein notwendiges und hinreichendes Kriterium
f

ur die Existenz eines reproduzierenden Kerns in V
0
liefert der Satz 2.14:
V
0
ist genau dann ein rk-Hilbert-Raum, wenn die punktweise Auswertung
l
x
f = f(x) 8 x 2 R ein beschr





1.)  stetig und reellwertig,
2.) (x) = O(jxj
 1 "








voraus. Die Bedingung 2.) ist in der Tat hinreichend f

ur die Existenz eines
reproduzierenden Kerns in V
0
, denn da (   k) ONB, also insbesondere
Riesz-Basis von V
0














































ankt und somit V
0
ein rk-Hilbert-Raum. Die Rechnung zeigt















ur die Existenz eines reproduzierenden Kerns in V
0
hinreichend ist.
Man sieht weiterhin am Beispiel des sinc , der nach Abschnitt 3.4.1 Erzeuger
und Sampling-Funktion der Shannon-Mehrfachau

osung ist und auch die
Bedingungen 1.), 2'.) und 3.), jedoch nicht Walters Bedingung 2.) erf

ullt,
da letztere nicht notwendig ist.
Bedingung 3.) wird zwar bei Daubechies [Dau92, S. 166] nicht explizit erw

ahnt,
zweifelsfrei aber bereits auch dort ben

otigt.
Die von Walter f






uhrte Konstruktion der Sampling-Basis aus dem Erzeuger  l

at sich auf
































g biorthonormale Basis fS
k












8 f 2 V
0
:









Der Beweis dieses Satzes ergibt sich sofort aus Lemma 2.17 und Satz 2.14
Punkt 4.).
Die zweite Voraussetzung des Satzes 3.52 ist z.B. f

ur interpolierende  erf

ullt:
Sei f( k); k 2 Z
n
g Riesz-Basis von V
0





; k 2 Z
n
g sei die (nicht notwendigerweise durch Translation
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entstehende) zu f(   k); k 2 Z
n





























(   k) :















d.h. fK(; l); l 2 Z
n
g ist Riesz-Basis von V
0
. Dann folgt mit Lemma 2.17, da
die zu fK(; k); k 2 Z
n






Es gilt also folgender Satz.
Satz 3.53
Sei  Erzeuger einer Riesz-Mehrfachau
















f(k)(   k) 8 f 2 V
0








1.) Die Voraussetzungen des Satzes 3.53 implizieren die Bedingung 3.) bei
Walter, vgl. Lemma 3.25.
2.) Fordert man statt der Existenz einer Sampling-Basis von V
0
lediglich
die Existenz eines Sampling-Frames, so l

at sich die Bedingung 3.)
abschw

achen, vgl. Zhou/Sun [ZS99].
3.) Man erh



































(   k) gleichm























ur praktische Anwendungen w

unschenswerte gute Lokalisation der
Skalierungsfunktionen und Wavelet-Basen wurde bereits hingewiesen. F

ur
Anwendungen in der Signalverarbeitung und -analyse ist jedoch auch ei-









Mallat [Mal98, Kap. 7.2] weist auf die Forderung glatter Funktionen zur
Verbesserung der Resultate in der Bildverarbeitung hin. In der Datenkom-
pression fordert man f

ur gute Kompressionsraten eine m

oglichst hohe Zahl
verschwindender Momente (vgl. Paragraph 3.5.4) der Skalierungsfunktionen
und Wavelet-Basen, da dies eine hohe Zahl kleiner TransformationskoeÆzi-
enten bedingt. Diese wiederum ist f

ur biorthogonale Konstruktionen direkt
an die Regularit

at der jeweils dualen Funktion gekoppelt (vgl. Satz 3.73).
Die Beispiele zeigen, da der Regularit

atsanalyse der Skalierungsfunktionen
daher eine besondere Bedeutung zukommt.
W

ahrend die Basisfunktionen der in der Signalverarbeitung

ublichen Fourier-
Transformation und Diskreten Cosinus-Transformation trigonometrische
Funktionen sind, also unendlich oft dierenzierbare Funktionen mit unend-
lichem Tr

ager, haben Skalierungsfunktionen und Wavelet-Basen im Falle ei-
ner endlichen Skalierungsmaske kompakten Tr

ager und typischerweise einen
nicht-ganzzahligen H

older-Exponenten (vgl. Paragraph 3.5.1). Es gilt, die-
sen Exponenten m

oglichst genau zu bestimmen bzw. Funktionen mit unter
bestimmten Bedingungen optimalem H

older-Exponenten zu konstruieren.
Die Darstellung der Regularit

atsanalyse im vorliegenden Abschnitt ist fol-
gendermaen strukturiert. Paragraph 3.5.1 gibt zun




















atzung der Fourier-Transformierten vor-









Ubergangsoperator, der im Para-










bildet der Unterabschnitt 3.5.4

uber Strang-Fix und Moment-Bedingungen.
Die bekannten Resultate zur Regularit

atsanalyse gehen im wesentlichen alle
auf Cohen und Daubechies zur

uck. Es sind dies im einzelnen die Arbeiten von
Daubechies [Dau92], Cohen/Daubechies [CD93] und Cohen et al. [CGV99].
Weitere Anmerkungen nden sich bei Mallat [Mal98, Kap. 2.3,6,7.2,9.2]. In
der vorliegenden Arbeit wird im Zusammenhang mit dem

Ubergangsopera-















































































Die m-fache Dierenzierbarkeit von f in 




































jf(x+ t)  f(x)j  c  jtj
s
8 t 2 R
n
mit jtj < 1

(3.68)




ur s = j + s
0
; j 2 N ; s
0






















1.) Im Zusammenhang der Charakterisierung von Funktionenr

aumen mit












aume mit ganzzahligen Exponenten durch die sog. Zygmund-Klassen
ersetzt werden. F

ur Einzelheiten sei auf Meyer [Mey90, Kap. VI] und
Daubechies [Dau92, Kap. 9.2] verwiesen.
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f(x)j  c  jtj
s
0
8 t 2 R
n






ankte Funktion f ist f 2 C
s
also bereits eine Aussage

uber die globale Regularit

at von f (vgl. Stein [Ste70, Kap. V.4.3]).
Denition 3.57

















8 jj  mg :
F















) 8 jj  m
,
^










Man deniert daher f































; 0 < s
0

















at einer temperierten Distribution h

angt vom Fall-Ver-
halten ihrer Fourier-Transformierten ab:
Satz 3.59












ur ein s 2 R
+








Sei s = j + s
0
; j 2 N ; s
0
2 [0; 1), so ist zu zeigen:


















ur jj  j.
Zu (i) Da j^j  j^(1+ j  j)
s
j und ^ = ^(1+ j  j)
s
(1+ j  j)
 s
mebar, ist ^ 2 L
1
und somit ist nach der Fourier-Umkehrformel  stetig und beschr

ankt, da








Zu (ii) Da j!





ur jj  j, folgt die Aussage mit Satz 1.34
Punkt. 6(i).
Zu (iii) Nach Satz 1.34 ist
@

















































































jtjj!j; jtjj!j  1
1; jtjj!j > 1
ist f

ur jtjj!j  1























ur jtjj!j > 1




























) mit j^j  c(1 + j  j)
 







j^j(1 + j  j)
s
 c(1 + j  j)
 ( s)






ubrigen die Bemerkung nach Satz 1.48, denn ist






ur alle s 2 R
+
, d.h.  2 E (R
n
).
Cohen/Daubechies [CD93, Kap. II.3.a.] zitieren schlielich noch folgendes
Resultat, das f

ur Funktionen mit kompaktem Tr

ager quasi eine Umkehrung
des Satzes 3.59 liefert.
Folgerung 3.61




), so gilt k
^






















































Der allgemeine Fall folgt durch j-fache partielle Integration, vgl. Satz 1.34
6.)(ii).
2





on  ergibt sich somit aus Folgerung 3.60 durch Absch

atzung des Wachstums
der Fourier-Transformierten von , die gem

a (3.19) als unendliches Produkt
gegeben ist. Daubechies [Dau92, Kap. 7.1.1] bezeichnet Absch

atzungen dieser
Art als brute force Absch

atzungen.
Satz 3.62 (Brute Force)
Sei m 2 P(T
n





































ur jedes j 2 N





































j im diagonalisierbaren Fall, vgl. Folgerung 3.105). Da m(0) = 1
existiert weiterhin eine Konstante C
1
 0 mit
jm(!)j  1 + C
1
k!k 8 ! 2 R
n
: (3.71)





































 : : : m(B
 (k 1)j 1


















































































































. Mit 1 + x  e
x




































































































(1 + j  j)
s
herleitet und dann den Satz 3.59
anwendet. Dies geschieht unter Verwendung der sog. Littlewood-Paley-
Methode, bei der das Integral in einzelne Abschnitte unterteilt wird, die
dann separat abgesch

atzt werden. Das entsprechende Resultat wird in Satz
3.68 formuliert. Daf









Zuerst wohl von Conze und Raugi [CR90] im Zusammenhang mit der Wavelet-





ein wichtiges Hilfsmittel zum Studium der






ur  unter Betrachtung des

Ubergangsoperators nden sich bei Cohen/Daubechies [CD93, Kap. II.4], Co-
hen et al. [CGV99] und Daubechies [Dau92, Kap. 7]. Lawton et al. [LLS97]
stellten Verbindungen zwischen der Stabilit

at von  und den Eigenwerten






































f = f gilt, als T
m
-harmonisch.
Aus der Denition ergibt sich sofort:
Folgerung 3.64
Die konstante Funktion 1 ist genau dann T
m
-harmonisch, wenn das Symbol




Seien f; g 2P(T
n



































































f ; j  0g ist endlich-dimensional und inva-
























































































































Zu 2.) Beweis durch Induktion nach j.
j = 0: Mit T
0
































































































































letzteres mit der Substitution  := B
 j




,  2 I
n
. Eine








































ur j  0; j   i  0 trigonometrische Polynome










































































































































und mit Korollar 3.31 folgt f
































































































Da m; f 2P(T
n





















= 0 falls Al   k 62 R ist.
Es gilt
Al   k 62 R ( Al 62 (S +R)
( l 62 A
 1
(S +R) \ Z
n
:
Durch wiederholte Anwendung dieser Argumentation ergibt sich schlielich
f





















































































kontrahierend ist, folgt die Behauptung.
2
Die Eigenwerte und Eigenvektoren des

Ubergangsoperators sind von groer
Bedeutung im Zusammenhang mit Aussagen

uber Eigenschaften einer Ska-
lierungsfunktion . Das folgende einfache Resultat geht auf Lawton et al.
[LLS97] zur

uck, es verallgemeinert Folgerung 3.64.
Lemma 3.66






















































Ubergangsoperators kann nun das bereits in Para-
graph 3.2.3 angek

undigte Resultat bewiesen werden, da f

ur eine Skalierungs-









Sei m 2 P(T
n





durch das Produkt (3.19) deniert. Ist m  0 und erf

ullt m die Interpolati-
































































und m  0.
F

















Sei m; f 2P(T
n
) mit m  0; f  0 und f > 0 in einer punktierten Umge-
bung des Nullpunkts. Es bezeichne %
A
den Spektralradius der Dilatationsma-
trix A und %
f






















1.) Nach Korollar 2 bei Cohen et al. [CGV99, S.12] ist die im folgenden
h

auger auftretende Voraussetzung %
f












(1+ j  j)
s
ndet sich ebenfalls
bei Cohen et al. (op. cit., Th. 3.2).
Beweis des Satzes:
Im folgenden auftretende, positive Konstanten werden fortlaufend numeriert
und mit C
j
; j  1 bezeichnet.






































8 j  j
0
: (3.75)
Die Wahl von " ergibt sich aus (3.78).
Sei K  I
n





K eine Umgebung des Nullpunkts ist, existiert eine Konstante
C
1






ur U := K nB
 1











ur ! 2 B
j















































































































































































U folgt mit (3.75) f


























Mit (3.76) gilt also f








































Einsetzen in (3.78) liefert schlielich die Behauptung.
2











are jedoch auch eine untere Schranke, besser
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older-KoeÆzienten von . Mit Hilfe der
Strang-Fix Bedingungen (vgl. Paragraph 3.5.4) l

at sich diese untere Schran-
ke tats

achlich angeben. Unter gewissen Einschr

ankungen ist die Schranke aus
Satz 3.68 sogar exakt (vgl. Folgerung 3.84).











(   k) = 1 und m  0, so gilt f

































































Da m  0 ist auch
^











 1 8 N 2 N :

































































denn m; f; g 2P(T
n









































at einer Skalierungsfunktion  treen. Das folgende Resultat wurde zuerst
von Lawton et al. [LLS97] bewiesen und sp

ater von Cohen et al. [CGV99]
verbessert.
Satz 3.71




) (h;A)-skalierbar mit supp h kompakt und m das Symbol
der (h
k
). Weiterhin sei u = jmj
2







(E)  E und es gelte
ff 2P(T
n
); f ist T
u
-harmonischg  E :
Dann sind folgende Aussagen

aquivalent.




) und  ist stabil.








3.5.4 Strang-Fix und Moment-Bedingungen
Denition 3.72
















Moment von f der Ordnung jj.
Im eindimensionalen Fall ist f

ur zwei biorthogonale Funktionen  ;
~
 die Zahl
der verschwindenden Momente der einen an die Regularit

at der anderen























wobei die  
j;k














 ) = 0;  = 0; : : : ; n.
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Ist also f 
j;k
; j; k 2 Zg eine orthonormale Wavelet-Basis des L
2
(R), so folgt
unter den Voraussetzungen dieses Satzes (mit
~
 =  ), da alle Momente von
 bis zur Ordnung n verschwinden. Mit Satz 1.34 6.) folgt weiter (vgl. auch
Lemma 3.75), da
^




















(vgl. Paragraph 3.3.2) und
^
(0) 6= 0, folgt schlielich unter der Voraussetzung
jj  C(1 + j  j)
 s















wobei L 2 C
n
und Z-periodisch. Nach Fix/Strang [FS69] heien diese Null-
stellenbedingungen Strang-Fix-Bedingungen.
Denition 3.74
Sei m das Symbol einer (h;A)-skalierbaren Funktion und R = f
0













ullt m die Strang-Fix-Be-
dingungen der Ordnung r 2 N , falls f

ur alle Multiindizes  mit Ordnung







) i = 1; : : : ; a  1 : (3.80)
Man beachte die Z

ahlung ab i = 1, denn 
0
= 0 und m(0) 6= 0 ist Vorausset-
zung f

ur die Existenz von Skalierungsfunktionen, vgl. Satz 3.22.
Im eindimensionalen Fall sind Strang-Fix und Moment-Bedingungen

aquiva-
lent. Folgendes Resultat ndet sich z.B. bei Mallat [Mal98, x7.2.1].
Lemma 3.75













) und  das durch (3.79) gegebene zugeh

orige Wavelet. Existieren
die Momente von  bis zur Ordnung r und ist
^
 in einer Umgebung des Null-
punkts r-fach stetig dierenzierbar, so sind folgende Aussagen

aquivalent.




 (0) = 0 0  l  r   1.
3.) m erf
































Aquivalenz von 1.) und 2.).
Aus (3.79) folgt wegen
^
(0) 6= 0 mittels Dierentiation induktiv die

Aquiva-















); jj < r und  in einer Umgebung des Nullpunkts r-fach












 (0) jj < r :
Jia [Jia98] hat gezeigt, da z.B. f

ur interpolierende Skalierungsfunktionen die
Strang-Fix Bedingungen der Ordnung r

aquivalent dazu sind, da Polynome
vom Grade h

ochstens r   1 als Linearkombination der (   k) dargestellt
werden k












) die durch (3.19) gege-
bene Skalierungsfunktion. Sei S() der durch  erzeugte PSI-Raum und 
r







  k) 6= 0 i = 0; : : : ; a  1 ;






2.) Das zu  geh

orige Symbol m erf










) und f(   k); k 2 Z
n
g Riesz-Basis von S
2
() gilt
unter den Voraussetzungen von Satz 3.77 folgendes Korollar (vgl. Cohen et
al. [CGV99, Beh. 2.1]).
Korollar 3.78
Ist f( k); k 2 Z
n
g Riesz-Basis von S
2











Die Momente einer Skalierungsfunktion k

onnen mittels der Skalierungsmaske
rekursiv berechnet werden, vgl. Resniko/Wells [RW98, x5.3.3].
Mit Hilfe der Strang-Fix-Bedingungen soll nun die Umkehrung des Satzes
3.68 hergeleitet werden. Eine analoge Untersuchung des L
2
-Falles ndet sich
bei Cohen et al. [CGV99]. Der Beweis des nachfolgenden Satzes orientiert




) das Symbol einer (h;A)-skalierbaren Funktion  mit folgen-
den Eigenschaften:
(i) A ist isotrop: A ist diagonalisierbar und alle Eigenwerte von A haben
den gleichen Betrag %
A
> 1 (vgl. Denition 3.101).





(   k) = 1.
(iii)
^








ur ein s  0.
Dann erf





ur s = 0 ist die Aussage des Satzes 3.79 bereits bekannt: Aus (ii) folgt, da




) = 0; i > 0, also hat m




, also gilt (iii) f

ur s = 0.
Beweis zu Satz 3.79:
Da A isotrop existiert nach Lemma 3.104 eine zur euklid. Norm jj

aquivalente




































 1 > 0 (3.82)
f

ur alle Kompakta K  R
n






























Ist R = f
0













jedes k 2 Z
n
eindeutig darstellen als k = 
i
+ Bl mit 
i
































































ur hinreichend kleines r > 0 auf



































=: g(w) + h(w) :
F
















(0) = 1 und m(0) = 1 existiert nach (3.82) eine Umgebung U  R
n
des












) 8 ! 2 U (3.85)
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gilt. Sei K bez

uglich der Norm kk eine Kugel um den Nullpunkt mitK  U ,
so ist K  B
j
U 8 j  0 und daher B
 j








































































Da g  0 und h  0 ist g
j
 0 und h
j
 0, und da f















































= 0 : (3.86)





) = P (!) +Q(!)








































































!)jd! = 0 : (3.87)















aquivalente Normen, und mit P ist auch P (B
 j
) ein Polynom vom

























































P (0) = 0 f





R(0) = 0 f

ur jj  s






ullt das Symbol m die Strang-Fix-Bedingungen der Ordnung r, so ist
F
f

























ur g 2 F
f

























































Der nun folgende Satz liefert die bereits angek

undigte Umkehrung des Satzes
3.68.
Satz 3.83
Sei m das Symbol einer (h;A)-skalierbaren Funktion  mit folgenden Eigen-
schaften (vgl. Satz 3.79):
(i) A ist isotrop: A ist diagonalisierbar und alle Eigenwerte von A haben
den gleichen Betrag %
A
> 1.





(   k) = 1.
(iii) m erf









f(0) = 0 8 jj  r   1. Ist %
f
der Spek-





< 1, so gilt:
^













Da A isotrop existiert nach Lemma 3.104 eine zur euklid. Norm jj

aquivalente






Sei g 2 E
f
Eigenfunktion zum Eigenwert  mit jj = %
f





, ist g(!) = O(k!k
r






















































































!) = 0 punktweise ;
folgt aus dem Satz von Lebesgue, da die rechte Seite in (3.88) gegen Null
konvergiert. Also ist j%
s
A




atzen 3.68, 3.79 und 3.83 ergibt sich die nachstehende Folgerung.
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Folgerung 3.84
Sei m das Symbol einer (h;A)-skalierbaren Funktion  mit folgenden Eigen-
schaften:
(i) A ist isotrop: A ist diagonalisierbar und alle Eigenwerte von A haben
den gleichen Betrag %
A
> 1.





(   k) = 1.
(iii) m erf

ullt die Strang-Fix-Bedingungen der Ordnung r.
Weiterhin sei f 2P(T
n
) mit
(iv) f  0 und f > 0 in einer punktierten Umgebung des Nullpunkts.
(v) @

f(0) = 0 8 jj  r   1.
Ist %
f
















Skalierungsfunktionen sind mathematische Objekte, die zwar durch ihre Ska-
lierungsmaske im wesentlichen eindeutig bestimmt sind (vgl. Satz 3.22), f

ur
die jedoch i.a. keine geschlossene Formel existiert, die nicht wie die Zwei-
Skalen-Relation iterativen Charakter hat. Eine Ausnahme bildet z.B. die
sinc -Funktion. Die Konstruktion von Skalierungsfunktionen nimmt daher
meist den Weg










otigt wird (vgl. Kapitel 3.5).
Es sind jedoch auch iterative Verfahren bekannt, mit deren Hilfe sich spezi-
elle Skalierungsfunktionen ohne den beschriebenen Umweg

uber die Fourier-
Transformierte direkt auf der Ortsseite konstruieren lassen. Der vorliegende
Abschnitt untersucht zwei dieser speziellen Konstruktionsverfahren. Mit der
im Paragraphen 3.6.1 beschriebenen Methode der Iterativen Interpolation
nach Dubuc et al. lassen sich auf einem Ausgangsgitter gegebene interpo-
lierende Skalierungsfunktionen auf sukzessive verfeinerte Gitter fortsetzen.
Dieses Verfahren kann z.B. in der Computer-Graphik zur Konstruktion glat-
ter Kurven und Fl

achen eingesetzt werden.
Der nachfolgende Paragraph 3.6.2 stellt ein Verfahren zur Konstruktion mehr-
dimensionaler Skalierungsfunktionen vor, die charakteristische Funktion einer
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mebaren Menge Q  R
n
sind. Es handelt sich somit um die Verallgemei-
nerung der Haar-Mehrfachau

osung, deren Skalierungsfunktion die charak-
teristische Funktion des Intervalls [0; 1] ist. Das Verfahren wurde 1992 von
Gr

ochenig und Madych [GM92] entwickelt.
Der Paragraph 3.6.3 zeigt Verbindungen zwischen orthogonalen und interpo-
lierenden Skalierungsfunktionen auf. Es handelt sich hierbei jedoch nicht wie
in den beiden vorangegangenen Unterabschnitten um ein Konstruktionsver-
fahren auf der Ortsseite.
Der Paragraph 3.6.4 schlielich stellt ein iteratives Verfahren zur Konstruk-
tion interpolierender Symbole vor.
3.6.1 Iterative Interpolation
In einer Reihe von in Zusammenarbeit mit verschiedenen anderen Autoren
verfaten Artikeln entwickelte S. Dubuc ein zun

achst eindimensionales Ver-
fahren zur Konstruktion iterativ interpolierender Funktionen, das schlielich
von Deslaurier et al. [DDD91] auf den mehrdimensionalen Fall verallgemei-





a einer interpolierenden Skalierungsmaske sukzes-





fortgesetzt. Es stellt sich heraus, da dieses Konstruktionsverfahren
eng mit der Theorie der interpolierenden Skalierungsfunktionen verwandt ist.







2.) h : Z
n
! C ;








Die Wichtungsfunktion besitzt also p.d. die Interpolationseigenschaft (3.30)
der Skalierungsmaske einer interpolierenden Skalierungsfunktion.




















  : : :  
j


























der lineare Operator, der eine Funktion g : 
j 1
! C auf 
j
fortsetzt.












































ist linear und f







Tf heit Iterative Interpolierende von f bez

uglich A und h.
3.) T kommutiert mit der Translation auf :
Tf(   l) = T (f(   l)) 8 f 2 X
0
; 8 l 2  :







) 8 f 2 X
0
; 8 j 2 N :
Beweis:
Zu 1.) Sei x 2 
j 1
, also x = A
 j+1
l; l 2 Z
n




















l) = g(x) :
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, und da die T
j
linear sind, gilt dies auch f

ur T .














(   l)) 8 j 2 N

; 8 l 2 Z
n
.











































































(   l)) :






















) 8 i 2 N .






















































































, so heit die Iterative Interpolierende  := TÆ von Æ die
Fundamentalinterpolierende Funktion bez

uglich h und A.
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Satz 3.87







hat die Fundamentalinterpolierende Funktion  bez




















f(k)(   k) : (3.90)







h(k)(A   k) :
Beweis:



















ager, falls f endlichen Tr

ager besitzt,
vgl. auch Satz 3.65.
Zu 2.) F















(k) = h(l) :









darstellen. Nach Lemma 3.85 ist T linear und kommutiert mit der Translation












f(k)(   k) :
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Sei S := supp h, so ist f














Beweis: durch Induktion nach j.














































































































Das beschriebene Konstruktionsverfahren, auch als stationary subdivision
scheme bezeichnet, kann insbesondere in der Computer-Graphik zur Kon-
struktion glatter Kurven und Fl

achen eingesetzt werden. Es l

at sich eÆzient
implementieren, da aufgrund der Eigenschaft 2.) aus Lemma 3.85 einmal be-
rechnete Daten nicht mehr ver

andert, sondern interpoliert werden. Eine auf
diese Weise konstruierte Funktion ist jedoch nach wie vor diskret, ihr De-
nitionsbereich ist das Gitter 
1









= 1 und A expandierend
l





) fortsetzen. Diese ist dann durch





3.6.2 Verallgemeinerte Haar-Basen im R
n





















 x < 1
0; sonst
eine Orthonormalbasis des L
2
(R) bilden. Die Funktion  heit daher auch





orige Skalierungsfunktion  die charakteristische Funk-
tion des Einheitsintervalls ist (siehe z.B. Daubechies [Dau92, x1.3.3]):  =

[0;1)

















; (k + 1)2
j
]
= const; k 2 Z
o
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ochenig und Madych [GM92] oenbarte interessante Beziehungen zur Theo-
rie der selbstaÆnen Mengen (siehe hierzu den Anhang 2.C zu Kapitel 2).






) zu konstruieren, deren Skalie-
rungsfunktionen charakteristische Funktionen von mebaren Mengen Q  R
n
sind. Weitere Erkenntnisse in diesem Zusammenhang lieferten 1994 Lagarias
und Wang [LW96a]. Der vorliegende Paragraph skizziert diesen Konstruk-
tionsweg und analysiert Verbindungen zu den interpolierenden Skalierungs-
funktionen.







assige Dilatationsmatrix mit j detAj = a und R = f
0















Sei Q  R
n




(Q + k) ' R
n
:
Dann sind folgende Aussagen

aquivalent:
1.) Q \ (Q+ k) ' ; f

ur k 2 Z
n
; k 6= 0.
2.) (Q) = 1.
Zusammen mit der Voraussetzung bedeutet 1.) nach Denition 2.58, da Q
eine Z
n





















uglich A mit j detAj = a, so hat Q folgende Eigenschaften:
1.) Es existiert ein Repr

asentantensystem R = f
0











ur das Q = Q(A;R) ganzzahlig selbstaÆn ist.
2.) Q ist Z
n
-Kachel.
3.) Es existiert ein Kompaktum K  R
n
mit Q ' K.
Umgekehrt gilt: Besitzt eine beschr

ankte, mebare Menge Q  R
n
die Eigen-
schaften 1.) und 2.), so ist 
Q










1.) Lagarias und Wang [LW96a, Th. 1.1] haben gezeigt, da f

ur eine ganz-
zahlig selbstaÆne Menge Q = Q(A;R), die gleichzeitig Z
n
-Kachel ist,









2.) Nach Lemma 3.89 gilt f

ur eine Menge Q mit den Eigenschaften aus
Satz 3.90 notwendigerweise (Q) = 1.
3.) BesitztQ die Eigenschaften aus Satz 3.90, so existiert ein Fundamental-
bereich P des Gitters Z
n





























linear geordnet (z.B. lexikographisch) und
P := K n
[
k>0
K + k :




> l, so ist einerseits P + l
0














Also ist P + l
0
\ P + l = ;. Mit (3.91) und da K beschr

ankt, existiert
zu jedem x 2 R
n
ein maximales l mit x 2 K + l. Somit ist
x 2 K + l n
[
k>l
K + k = P + l :
2
Die charakteristische Funktion 
Q
einer mebaren Menge Q  R
n
kann also
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sein, wenn Q = Q(A;R) eine ganzzahlig selbstaÆne Z
n





























-Kachel, daher sind die A
 1
(Q+);  2 R paarweise quasi-disjunkt.

























Ein Vergleich von (3.92) mit (3.16) liefert f










; k 2 R
0; sonst
: (3.93)
Man kann ohne Einschr

ankung 0 2 R annehmen (siehe Anhang 2.C). Dann













maske die Interpolationsbedingung (3.30). Als charakteristische Funktion der
Menge Q ist  jedoch nicht stetig, und demnach auch nicht interpolierend.
Die L

osung  = 
Q





f(A   ) ;

















(A   ) j 2 N (3.94)
zur Bestimmung dieser L

osung. Als Startwert w

ahlt man eine Funktion 
0
,






















. Dann liefert der erste Iterationsschritt gem









































) = 1 ist
(Q
1

























































-Kachel. Induktiv folgt, da 
j+1














ist. (3.95) hat die Form eines Iterierten Funktionensystems (vgl. Punkt 2.)
in Bemerkung 2.57) und dessen Attraktor Q hat nach Satz 2.60 positives









ist eine ganzzahlig selbstaÆne Z
n






; A). Nach Satz 3.22 ist






= 1, so da kk
2
= 1 ist.
Somit ergibt sich zur Konstruktion folgender Algorithmus.















2.) Bestimme Q als Attraktor des IFS (3.95). Dann ist (Q)  1.
3.) Ist (Q) = 1, so ist  = 
Q








Um hinreichende Bedingungen angeben zu k

onnen, unter denen der Algorith-
mus 3.92 eine Skalierungsfunktion liefert, verwenden Gr

ochenig und Madych



































und Q die Menge aus (2.52),













2.) (Q) = 1
3.) Q \ (Q+ k) ' ; 8 k 2 Z
n




























die durch (3.95) denierte Folge






















Symbol der Maske (h
k
), vgl. (3.93), erf

ullt das Cohen-Kriterium 3.34:
Es existiert eine kompakte Menge K  R
n

















skalierbar, so ist auch die Faltung von 
Q
mit sich wieder skalierbar,














Es besteht ein Zusammenhang zwischen orthogonalen und interpolierenden
Skalierungsfunktionen, auf den auch Daubechies [Dau92, S. 210] bereits hin-
weist. Aus einer orthogonalen l

at sich stets eine interpolierende Skalierungs-
funktion konstruieren, indem man die Autokorrelationsfunktion betrachtet.
Zwar ist in h

oheren Dimensionen eine orthogonale Skalierungsfunktion nicht
leicht zug

anglich, das Verfahren l

at sich jedoch auch auf biorthogonale Ska-
lierungsfunktionen anwenden.
Saito/Beylkin [SB93] verwenden die Autokorrelationsfunktionen der
Daubechies-Wavelets [Dau88] zur Rekonstruktion von Signalen aus zero-










at einer Skalierungsfunktion ab (vgl. Satz 3.71).
Denition 3.95




















(   )d (3.96)
die Autokorrelationsfunktion von .
Ist  2 L
2
, so ist  2 L
1
. Ist auerdem supp  kompakt, so ist  2 L
1
und














1.) f(   k); k 2 Z
n
g ist ein Orthonormalsystem.
2.) Die Autokorrelationsfunktion  von  ist interpolierend.
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Beweis:
Es ist






(   k)d = (k)


































































































































Die Autokorrelationsfunktion bildet einen Spezialfall der bereits in Folgerung
3.44 festgehaltenen Tatsache, da das Produkt der Symbole m und ~m zweier




3.6.4 Iteration von Symbolen
Ein wesentlicher Vorteil des in Paragraph 3.3.2 vorgestellten Konstruktions-
verfahrens von Daubechies f

ur eindimensionale Skalierungsfunktionen mit
kompaktem Tr

ager ist die Tatsache, da sich die Regularit

at der konstruier-
ten Funktionen { nat















ur das Symbol entspricht dies der Erh

ohung des Expo-
nenten des Exponentialterms in (3.42), vgl. Beispiel 3.16.
Im vorliegenden Paragraphen soll ein Verfahren vorgestellt werden, mit dem





at gewinnen lassen. Es setzt auf der im Paragraph 3.3.3 disku-
tierten Konstruktion zweier biorthogonaler Mehrfachau

osungen auf. Von
besonderer Bedeutung sind in diesem Zusammenhang interpolierende Ska-
lierungsfunktionen bzw. deren Symbole. Das Verfahren wurde von Ji et al.
[JRS99] vorgestellt. Das dort diskutierte allgemeine Verfahren hat im spe-
ziellen Fall einer Dilatationsmatrix mit Determinante a = 2 eine besonders
einfache Form. Wir beschr

anken uns im folgenden auf diesen Spezialfall.
F

ur das Verfahren wird zun

achst das Bezout-Theorem ben

otigt, das auch bei






































, so existiert ein Polynom P
N
vom Grad


























(y)  0 f

ur y 2 [0; 1] und P
N
(y) ist das Polynom vom kleinsten
Grade, f













































j  C(1 + j  j)
r
(z.B. mit der Brute-Force Methode aus Satz 3.62), so ist
^


















(1 + j  j)
 r
:
Sei A Dilatationsmatrix mit Determinante a = 2 und das Symbol m erf

ulle





) = 1 :
Sei P
N
(y) die eindeutige L

osung kleinsten Grades von (3.97), so liefert Ein-










































































) = 1 :
Die Symbole erf

ullen also die nach Folgerung 3.44 notwendige Voraussetzung
zur Konstruktion biorthogonaler Mehrfachau

osungen, vgl. (3.48).
Zur Konstruktion neuer interpolierender Symbole ergeben sich nunmehr zwei
M

oglichkeiten: Man kann entweder den Exponenten N von m in (3.99) er-
h





des Exponenten N wird das auftretende Polynom P
N
jedoch sehr schnell
kompliziert. Es ist daher g

unstiger, mit einem niedrigen Exponenten von m
zu starten und dann das Iterationsverfahren zu verwenden. Ji et al. haben
gezeigt, da sich auf diese Weise unter der Bedingung, da die zum Symbol
m geh

orende Skalierungsfunktion hinreichend glatt ist, tats

achlich Symbole
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3.A Der Spektralradius
In diesem Abschnitt sind einige Resultate zum Spektralradius zusammenge-
stellt, die haupts








ur Skalierungsfunktionen im Abschnitt 3.5 gebraucht werden. Als Referenz
diente Zeidler [Zei86, S. 795].
Denition 3.101
Eine Matrix A 2 C
nn
heit isotrop, falls A diagonalisierbar ist und alle








a; b 2 R
z.B. ist isotrop, denn die beiden Eigenwerte 
1
= a + ib und 
2
= a   ib
haben stets den gleichen Betrag.




SeiX ein komplexer Banach-Raum,L (X;X) der Raum der stetigen linearen
Abbildungen von X in sich und A 2 L (X;X). Dann heit die Menge der






ist, die Resolventen-Menge (A) und f

ur  2 (A) heit
( id  A)
 1
Resolvente von A. Das Komplement
(A) := C n (A)






heit Spektralradius von A.
Lemma 3.103
Sei A 2 L (X;X). Dann gilt:
1.) (A) ist nicht-leer und kompakt.
















< 1, so existiert (id  A)
 1










Diese Reihe wird als Neumann-Reihe bezeichnet.
4.) F

ur alle " > 0 existiert eine Norm kk
"































1.) Ist A 2 C
nn
eine diagonalisierbare Matrix, so existiert eine Norm auf
X, so da f

ur die Operatornorm aus Lemma 3.103 4.) kAk = 
A
gilt.
2.) Ist A isotrop, so ist
kAxk = 
A
kxk 8 x 2 X :
Folgerung 3.105










kxk 8 j 2 N ; x 2 X :

















aig kleinste Eigenwert von
A ist.











uberaus zahlreichen Literatur zur Theorie der Skalierungsfunk-
tionen und Wavelets fehlt bislang eine zusammenh

angende und umfassende
Darstellung des mehrdimensionalen Falles. Ziel dieser Arbeit war es daher, die
Theorie der mehrdimensionalen Skalierungsfunktionen zu beleuchten und {
motiviert durch das Beispiel der sinc -Funktion { insbesondere die interpolie-




ur die Betrachtungen zur Sampling-Theorie als auch im Kontext der








nur einige der Begrie, die direkt oder indirekt auf der Fourier-Transformation
aufsetzen. Besondere Bedeutung kommt den Paley-Wiener S

atzen zu, die die
Fourier-Transformierten von Funktionen und Distributionen mit kompaktem
Tr

ager charakterisieren, sowie der Poisson-Formel als Bindeglied zwischen
der Fourier-Transformation auf R
n
und jener auf dem Torus. Daher wurde
zun





ange zwischen der Sampling-Theorie und den (interpolieren-
den) Skalierungsfunktionen erkennen zu k





uber das Themengebiet Sampling-Theorie notwendig. Hier ist insbesondere
die Betrachtung der Hilbert-R






ahnen. Die in der zug

anglichen Literatur vorhandenen Resul-
tate wurden geordnet, dabei konnte gezeigt werden, da eine Basis eines rk-
Hilbert-Raums genau dann eine Sampling-Basis ist, wenn sie aus interpolie-
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renden Funktionen besteht. Auch zur mehrdimensionalen Sampling-Theorie
gibt es auallend wenig Literatur.





den aktuellen Wissensstand zur Theorie der mehrdimensionalen Skalierungs-
funktionen und Wavelets mit Schwerpunkt auf den interpolierenden Ska-
lierungsfunktionen. Im Lichte der rk-Hilbert-R

aume konnten die bisherigen
Resultate zum Sampling in Mehrfachau

osungen neu interpretiert und ge-







einen reproduzierenden Kern besitzen,
zugleich eine Sampling-Basis bilden. Mit der Diskussion vier verschiedener
Konstruktionsverfahren f

ur interpolierende Skalierungsfunktionen schlielich
wird klar, da die gewonnenen Resultate praktisch nutzbar sind und man
sich in der Tat unter Beibehaltung der Skalierbarkeit und Interpolationsei-





Interpolierende Skalierungsfunktionen haben in den letzten Jahren die Ent-










uhrende Untersuchungen ergeben sich z.B.
im Zusammenhang mit der Theorie der rk-Hilbert-R

aume. Die vorliegen-
de Arbeit hat gezeigt, da eine interpolierende Skalierungsfunktion stets eine
Sampling-Basis liefert, wenn der von ihren Translatierten aufgespannte Raum
ein rk-Hilbert-Raum ist. Hier ist ein m

oglicher Ansatzpunkt die Kl

arung
der Frage, ob es andere F

alle als den des rk-Hilbert-Raums gibt, in denen
Sampling-Basen existieren.
Auch im Kontext der Konstruktionsverfahren sind Fragen oen. F

ur das





atszuwachs bzw. die f













uhrende Arbeiten ergeben sich im Kon-
text der Regularit

atsanalyse. Bei der Littlewood-Paley-Methode zur Regula-
rit












ur jedes trigonometrische Polynom
f endlich-dimensional ist, bilden die T
j
f; j  0 eine sog. Krylov-Sequenz.
Erste Experimente mit den f

ur diesen Fall in der Numerik bekannten schnel-
len und stabilen Berechnungsverfahren verliefen vielversprechend, so da eine
4.2. Ausblick 201
weitere Untersuchung der Anwendungsm





Die im Zusammenhang mit den Strang-Fix Bedingungen gezeigten Resultate
gelten ausnahmslos nur f

ur den Fall isotroper Dilatationsmatrizen A. Hier
k

onnten { ausgehend von aktuellen Forschungsergebnissen zum anisotropen
Fall { weitergehende Untersuchungen kl

aren, inwieweit sich auch hier noch
Aussagen treen lassen.













i; j; `;m; n ganze Zahl
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h; i stetiges lineares Funktional 13




ote ganze Zahl  x



























F ; F (inverse) Fourier-Transformation 25,26
^
f F (f) 25

f F (f) 26

f f( ) 17
f  g Faltung von f mit g 11








































(k-fach) stetig dierenzierbare Funktionen 8
C
1
; E unendlich oft stetig dierenzierbare Funktionen 8,15
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i.d.R. in der Regel
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