ABSTRACT A simple non-linear global-local finite element methodology is presented. A global coarse model, using 2-D shell elements, is solved non-linearly and the displacements and rotations around a region of interest are applied, as displacement boundary conditions, to a refined local 3-D model using Kirchhoff plate assumptions. The global elements shape functions are used to interpolate between nodes. The local model is then solved non-linearly with an incremental scheme independent of that used for the global model.
INTRODUCTION
The presence of discontinuities in a typical composite aerostructure due to ply-drop-offs or stiffener runouts usually requires detailed finite element modelling to capture the resulting high stress gradients. This may prove to be computationally expensive and numerous globallocal modelling strategies have been proposed to reduce the cost of such analysis. All essentially involve the development of a coarse global model to capture the overall structural response and using information from this model to apply appropriate boundary conditions to a local refined model.
Noor [1] identified the need for global-local methodologies in non-linear analysis and presented an assessment of four methodologies to date. The first was referred to as the zooming technique and was based on mesh refinement in regions of interest. The second technique involved the simultaneous application of two discretization techniques which were not necessarily identical. The third method referred to hybrid two-step techniques e.g., maintaining the number of degrees of freedom in regions of strong non-linearity and reducing the number of degrees of freedom in the rest of the structure.
The last method used a hierarchy of mathematical modelling were the level of approximation in the modelling was dependent on the non-linearity of regions within the structure. Ransom and Knight [2] used a surface spline interpolation function which satisfied the linear plate bending equation for the global model and applied the resulting displacements as boundary conditions on the local model. This method was used to accurately predict the stress concentrations at the edge of a circular cutout in a blade-stiffened composite panel. Whitcomb [3] and Whitcomb and Woo [4, 5] used an iterative procedure (linear and non-linear) to enforce equilibrium between separate global and local models and used this technique to analyse the strain energy release rates associated with debonds in various composite structures. Haryadi et al. [6] used displacement based Ritz functions for a global model, without a crack, augmented with a perturbation function. Displacements obtained from the global model were applied as boundary conditions to a local 3-D model. The appropriate selection of Ritz functions restricted this method to simple geometries.
Minguet [7] and Martin [8] investigated the energy release rates associated with skin-stiffener debonding in composite stiffened panels. Appropriate displacement boundary conditions were obtained from a global non-linear solution of a postbuckled panel and applied to a linear plane strain local model. When the local stress field is 3-D the use of plane strain models may not be appropriate in capturing the resulting stress state. Chow and Atluri [9] used quasi-3-D elements for the local modelling of a skinstiffener interface to include stresses arising from the axial compression of the global composite panel. Alesi et al. [10] used a constraint procedure to embed a 3-D local model within a 2-D model and solved as one finite element model. This is usually impractical due to the large number of degrees of freedom involved. Any changes in geometry resulting in new areas of high stress gradients may also require extensive remeshing.
In this paper, a simple methodology is presented for the non-linear semi-coupled global-local modelling of composite structures. It will be shown by example that a local model also needs to be solved non-linearly to re-establish equilibrium although the increment scheme adopted up to a pre-determined load level need not be identical to that used for the global model. These are given in aeç coordinates were ae,ç = ± 1 and which represent the transformation ae =x/a and ç=y/b as shown in Fig. 2 . This interpolation eliminates the necessity of defining common nodes at the boundaries and, often, the local model will have a finer mesh density. Various non-linear solution schemes [11] are available for solving non-linear problems using finite element analysis. For the example that follows, a modified Newton-Raphson technique was used for both the global and local models. The global model was initially solved to a specified load level by a suitable incremental scheme to ensure adequate convergence. When the solution was completed, a particular load level is chosen and the corresponding displacements at a predetermined boundary applied to a local model. A non-linear solution was subsequently sought for the local model. As will be shown, a linear analysis at the local level will not yield an accurate stress state which may be crucial in determining areas of stress concentrations, crack initiation or crack growth. The advantage of this method is that the models are only semi-coupled thus allowing different incremental load schemes at the local level.
EXAMPLE
The use of this method is illustrated by a simple example. Fig. 3 shows a global finite element model of a flat plate clamped at the loaded edges and simply supported on the other two edges The material properties corresponded to those of T800/914 unidirectional composite: E 11 = 126.7 GPa, E 22 = 9.0 GPa, G 12 = 4.875 GPa, n = 0.3 and ply thickness = 0.125 mm. The subscripts 1 and 2 refer to the longitudinal (fibre) and transverse directions respectively. A quasiisotropic lay-up of [±45/0/90] s was chosen and the plate was loaded in uniaxial compression by the application of an end-displacement of 1.00 mm. The initial buckling mode shape, shown in Fig. 4 , was obtained from an eigenvalue analysis and scaled such that the maximum displacement was 0.05 mm. The scaled eigenvector was then added to the initial plate geometry as an imperfection which was required for the nonlinear solution to follow a postbuckling path. Ten equally spaced load increments were used for the global model. Fig. 4 also shows the local region of interest which was modelled using three dimensional (3D) 20 noded brick elements with one element per ply. The in-plane stress distribution through the thickness in the ydirection (corresponding to the 90° fibre direction) at the centre of the local region was 
where: Further, the use of a plane strain model will not yield accurate stress results for this lay-up hence the need for 3D local modelling.
The emphasis of this paper is to show that the local model needs to be solved non-linearly to correctly capture the stress state. It is acknowledged, though, that the use of different mesh densities between the global and local models will yield differences in the corresponding stiffnesses which will have an effect on the stress results. By using a local planar mesh density identical to that used for the global model the need for a non-linear local solution is highlighted. In practice, a finer mesh would be used to yield more local detail. The mesh for the local model is shown in Fig. 5 Fig . 6 compares the in-plane longitudinal stress distribution through the thickness obtained from the non-linear global solution with that of a linear local solution. It is observed that the correlation with the global results is rather poor. In Fig. 7 , two sets of local results are compared to the global stress results. Both sets utilised a modified Newton-Raphson scheme. The first solution was obtained using ten equally spaced incremental load steps identical to the incremental scheme used in the global model. The solution time, using an in-house finite element package FE77 [12] running on a Silican Graphics Indigo workstation was 328 seconds. The second set of results was obtained by using only one step in the non-linear scheme. The CPU time for this analysis was 72 seconds which was approximately 4.5 times faster than the first increment scheme. As is evident, there is good agreement between the three sets of results. This demonstrates that providing that adequate convergence is achieved, the number of
