Consider a set of independent random variables with specified distributions or a set of multivariate normal random variables with a product correlation structure. This paper shows how the distributions and moments of these random variables can be calculated conditional on a specified ranking of their values. This can be useful when the ordering of the variables can be determined without observing the actual values of the variables, as in ranked set sampling, for example. Thus, prior information on the distributions and moments from their individual specified distributions can be updated to provide improved posterior information using the known ranking. While these calculations ostensibly involve high dimensional integral expressions, it is shown how the previously developed general recursive integration methodology can be applied to this problem so that they can be evaluated in a straightforward manner as a series of one-dimensional or two-dimensional integral calculations. Furthermore, the proposed methodology possesses a self-correction mechanism in the computation that prevents any serious growth of the errors. Examples illustrate how different kinds of ranking information affect the distributions, expectations, variances, and covariances of the variables, and how they can be employed to solve a decision making problem.
Introduction
The computations of conditional probabilities and conditional moments are often the basis for a statistical analysis in the sciences, social sciences, and engineering. This can be particularly true with a Bayesian approach. When updated information is in a qualitative form, the distribution of interest will be conditioned on a polytope. In general, such a problem is intractable numerically (see, for example, Khachiyan (1989) ) and both theorists and practitioners usually resort to Monte Carlo methods, e.g., Smith (1984) , Lovász (1999) , Lovász and Vempala (2006) and Kiatsupaibul et al. (2011) . However, an efficient numerical method, when it is available, can have many advantages. In this work, the envelope of numerical methods is expanded to the computation of probability distribution and moments, that are conditioned on the important class of polytopes that are formed by rankings.
Consider a set of independent continuous random variables X i with specified probability density functions f i (x i ), 1 ≤ i ≤ n. The moments of these random variables are thus determined by their specified distributions. Suppose that information becomes available which indicates the ordering
The objective of this paper is to show how the information provided by this ranking can be used to provide updated distributions and moments for the random variables X i . This problem has applications to many areas where the ranking of the variables can be determined without observing the actual values of the variables. The literature on ranked set sampling provides discussions of many situations where this is the case (see McIntyre (1952) , Patil (2002) , Chen et al. (2004) and Wolfe (2004) for example). However, in ranked set sampling the information on the ordering of a set of variables is used to determine which variables to include in the sample and to subsequently observe. In contrast, this paper considers the problem where the ordering of a set of variables is used to augment prior information on their distributions, and the variables may never actually be observed. While these applications of the ranking information are different, both cases are similar in that they utilize information on the ranking of the variables without the full realizations of the variables being available.
As an example, suppose that prior distributions for the levels X i of a particular medical condition may be available for a set of n patients based upon covariate values of the patients. While the actual levels of this condition may be very difficult or impossible to measure, there may be an ancillary variable that can be measured for the patients and which is sufficiently correlated with the condition of interest so that it can be used to infer the ranking of the X i . It is then useful to obtain updated expectations and variances, say, of the levels X i of the medical condition of interest based upon the information provided by the rankings.
Alternatively, Patil (2002) discusses a problem where a hazardous waste site inspector may be able to reliably rank areas of soil with respect to concentrations of a toxic contaminant, based on features like surface staining, discoloration, or the appearance of stressed vegetation. Thus, the actually contaminant levels X i may have specified prior distributions, but their moments can be updated based upon the ranking provided by the soil features.
In general, additional information on ranking may be derived from different sources. Besides being derived from the observation of a covariate, rankings may be derived from conditions of economic systems, as in Topkis (1998) , Milgrom and Roberts (1994) , and Milgrom and Shannon (1994) , for example. Furthermore, rankings can also be subjectively derived from a systematic preference aggregation process, as in Kemeny and Snell (1962) , Young (1995) , and Ali and Meilȃ (2012) , for example. The methodology described in this paper is an important tool to directly incorporate such ranking information into the statistical inference process, as discussed by Chiarawongse et al. (2012) , which can be applied in these various areas of study.
Calculations of the conditional distributions and moments of the X i ostensibly involve the evaluation of an n-dimensional integral expression. However, it will be seen that by employing the technique of recursive integration (discussed in Hayter (2006) ) the calculations can be performed easily as a series of 1-dimensional integral calculations. In fact, it will be seen that the recursive integration technique can also be employed for more general problems when the distributions and moments are conditioned on information more complex than just a simple ranking, and when the variables X i have a multivariate normal distribution with a product correlation structure.
It is important that the recursive integration methodology does not suffer from a growth of errors that are compiled in high dimensions. In this application of recursive integration to the particular problem of the computations of conditional probabilities and conditional expectations, it is demonstrated that there exists a self-correction mechanism in the computation that prevents any serious growth of the errors. This condition has never been discussed before in the literature of recursive integration, and it confirms that the recursive integration technique is useful for high dimensional computations such as these. Some examples are provided to show how the information provided by the ranking can affect the distributions, expectations, and variances of the random variables X i . In particular, a reinforcing ranking can be considered to be one which is consistent with the rankings of the expectations of the distributions f i (x i ) (the prior expectations of the X i ), while various degrees of opposing rankings have some discrepancies with the rankings of these prior expectations. As illustrated in the examples, these different kinds of rankings will have different kinds of effects on the expectations and variances of the variables. It is also illustrated how ranking information can be useful for an important problem in portfolio selection, and applications of the proposed methodology to a real data set of asset returns are provided.
The layout of this paper is as follows. The theoretical discussion of how recursive integration can be used to calculate the conditional distributions and moments is provided in section 2 for independent random variables. An extension to random variables X i with a multivariate normal distribution with a product correlation structure is also provided in section 2. Section 3 contains algorithms and details of the implementation of the procedure. A self-correction mechanism is discussed together with error rates and computational times. Some illustrative examples are provided in section 4, and finally a conclusion is provided in section 5.
General theory
The general theory concerning how to use recursive integration to calculate quantities such as moments conditional on information such as rankings is presented in this section, first for independent random variables and then for random variables with a multivariate normal distribution with a product correlation structure. Finally, some extensions are also discussed.
Independent random variables
Consider the set S ⊆ n of values X = (X 1 , . . . , X n ) defined by
where the set S i,i+1 places restrictions on only X i and X i+1 . Thus, the set S corresponds to the simple ordering in equation (1), for example, with
where
Similarly, for any functions
While A 1 , A 2 , and B are each ostensibly n-dimensional integrals, they are each of the form of the integral in section 1 of Hayter (2006) with d = 1, and so they can each be evaluated in a straightforward manner with a series of 1-dimensional integral computations using recursive integration, regardless of the value of n. Thus, the probability in equation (2) and the expectation in equation (3) can both be evaluated in a straightforward manner with a series of 1-dimensional integral computations.
Notice that the conditional joint cumulative distribution function of the X i can be obtained from equation (2) with l i = −∞, 1 ≤ i ≤ n, and the conditional marginal distribution of a particular variable can be obtained by taking l i = −∞ and u i = ∞ for all of the other variables. Also, the conditional moments of X i can be calculated with g i (x i ) = x k i and with all the other functions g j (x j ) equal to one, while the conditional covariance of X i 1 and X i 2 , say, can be calculated with g i 1 (x i 1 ) = x i 1 and g i 2 (x i 2 ) = x i 2 and again with all the other functions g j (x j ) equal to one.
Multivariate normal distribution with a product correlation structure
If the random variables X i have a multivariate normal distribution with means µ i , variances σ 2 i , and covariances ρ i ρ j , then it is possible to write
where M and the Z i are independent standard normal random variables. Conditional on the value of M , the random variables X i are thus independent normal random variables. For the evaluation of equations (2) and (3), conditioning on the value of M requires a 1-dimensional integral computation over the values m of M , with the integrand being the equation evaluated at each given value m. Since the integrand can be evaluated each time as a series of 1-dimensional integral computations, the overall computational intensity will consequently be equivalent to a series of 2-dimensional integral computations, regardless of the value of n.
It can also be noted that if the covariances are all equal and positive, so that the ρ i are all equal to ρ, say, then for the simple ordering given in equation (1) the set S depends only on the Z i and not on M . In this case, for moment calculations, the overall computational intensity may only be that of a 1-dimensional integral computation, depending on the functions g i (x i ). This reduction in computational intensity is possible when evaluating the conditional expectations of the X i , for example, since the conditional expectations of the X i will be equal to the conditional expectations of µ i + σ
Extensions
In addition to the simple ordering in equation (1), the set S upon which the expressions are conditioned can encompass other types of information, such as the "umbrella" ordering
for example, for any constants c i , which has received considerable attention in the statistical literature (see Hans and Dunson (2005) , Singh and Liu (2006) , Nakas and Alonzo (2007) , and Gaur et al. (2012) , for example). Extensions can also be made to orderings of the random variables which form a tree structure, as discussed in section 4 of Hayter (2006) . The simplicity of the evaluations of equations (2) and (3) as a series of 1-dimensional integral computations using recursive integration is because of two conditions. These are firstly that the set S only places restrictions on "adjacent" variables X i (although it should be remembered that any labeling of the n variables is permissable), and secondly that the integrand factors into the product of separate terms for each of the variables. These conditions are seen to be met for the simple ordering in equation (1) and the umbrella ordering in equation (5), and for independent variables X i where the expectation is required of the product of the functions g i (x i ). In fact, conditioning on equation (1), the term B is just the probability of this simple ordering, and for independent random variables its evaluation by a series of 1-dimensional integral computations using recursive integration was first shown in Hayter and Liu (1996) .
If the random variables X i are not independent, or if the conditioning information imposes restrictions on non-adjacent X i , then A 1 , A 2 , and B cannot necessarily be evaluated as a series of 1-dimensional integral computations. However, recursive integration of a higher order, in which the evaluation can be performed as a series of r-dimensional integral computations (with r ≥ 2), say, may be possible depending upon the form of the expressions for A 1 , A 2 , and B.
It is also worth noting that for any set T ⊆ n of values X = (X 1 , . . . , X n ) defined by
where the set T i,i+1 places restrictions on only X i and X i+1 , then the conditional probability P (X ∈ T | X ∈ S) is also equal to A 1 /B with S * i,i+1 = S i,i+1 ∩ T i,i+1 . Thus, this conditional probability can also be evaluated as a series of 1-dimensional integral computations using recursive integration.
The utility of the methodology that is presented here is paramount when the random variables X i have different distributions. This is because if the X i are independent and identically distributed, then for the purpose of obtaining the conditional distribution and moments of a specific X i , say, the information provided by the simple ordering in equation (1) is just equivalent to the information that X i is the ith order statistic (the actual ordering of the i−1 variables less than X i and the n−i variables larger than X i is irrelevant). In this case, the standard literature on order statistics (such as Arnold et al. (1992) , Harter and Balakrishnan (1996) , and David and Nagaraja (2003) , for example) can be used to obtain the conditional information on X i . However, when the random variables X i are not identically distributed, then the simple ordering in equation (1) provides much more information than that X i is simply the ith order statistic, and the methodology presented here allows all of that information to be utilized.
It may be the case that the ranking provided to the experimenter is incorrect, due to errors in its construction or simply perceived uncertainties. In fact, in section 6 of Chiarawongse et al. (2012) it is pointed out with respect to financial applications that "When an analyst offers a qualitative view but is uncertain about its validity, it is useful for the decision maker to be provided with a measure of confidence. This could take the form of a probability that the view is valid."
In this case of an "imperfect ranking", Chiarawongse et al. (2012) proposed the shrinkage model
where C is any event, S is the "imperfect" ranking and S is the observed ranking. Equation (6) simply states that the probability of an event given an imperfect ranking is a convex combination of the probability with the observed ranking and the prior probability. The additional parameter κ represents the probability that the observed ranking is valid.
Notice that in this case the expectation of a variable can be expressed as a convex combination of the expectation with the observed ranking and that without ranking information
Also, it can be seen that once the expressions under the observed ranking are obtained, equations (6) and (7) follow readily without additional computational efforts, and can be used to estimate the expressions under the imperfect ranking. In what follows, we consider distribution and moment computations only for the observed ranking. The computations for the case of an imperfect ranking under this shrinkage model then follow naturally from these computations.
Implementation with recursive integration
In this section first some formulas are provided for the implementation of the methodology with recursive integration, and the algorithms are explicitly provided. Finally, a discussion is provided of a self-correction mechanism and computational times.
Formulas for the recursive integration
To evaluate equation (2) for the independent random variables case in section 2.1, B and A 1 can be evaluated according to the following recursive integration methodology. To evaluate B, the intermediate functions b 1 , . . . , b n−1 can be sequentially evaluated, each with a one-dimensional integration. Let b 0 (z) = 1 and for i = 1, . . . , n − 1 evaluate for each z ∈
where f i is the density of X i . Then
To evaluate A 1 in a similar manner, the intermediate functions a 1 , . . . , a n−1 are sequentially evaluated. Here a 0 (z) = 1 and for i = 1, . . . , n − 1, evaluate for each z ∈
so that
To evaluate equation (3) for the independent random variables case in section 2.1, B can be evaluated as above. To evaluate A 2 , the intermediate functions h 1 , . . . , h n−1 can be sequentially evaluated, each with a onedimensional integration. Let h 0 (z) = 1 and for i = 1, . . . , n − 1 evaluate for each z ∈
Then
To evaluate equation (2) for the multivariate normal case in section 2.2, B and A 1 can be evaluated according to the following recursive integration methodology. To evaluate B, the intermediate functions b 1 , . . . , b n−1 can be sequentially evaluated, each with a two-dimensional integration complexity. Let b 0 (m, z) = 1 and for i = 1, . . . , n − 1, evaluate for each m, z ∈
where φ i is the density of a N (µ i + ρ i m, σ 2 i − ρ 2 i ) random variable. Then with φ as the standard normal density
To evaluate A 1 in a similar manner with the intermediate functions a 1 , . . . , a n−1 , let a 0 (m, z) = 1 and for i = 1, . . . , n − 1, evaluate for each m, z ∈
To evaluate equation (3), the formulas for evaluating A 2 with the intermediate functions h 1 , . . . , h n−1 are h 0 (m, z) = 1, and for i = 1, . . . , n − 1
with
Algorithms
The evaluations of equations (9), (11) and (13) are accomplished with a sequence of n 1-dimensional numerical integrations, with each integration being evaluated by a sum on a truncated-discretized real line. Algorithm 1 can be used to compute equation (13) with the integrals being performed with a first order Newton-Cotes formula (the trapezoidal rule). To compute equations (9) and (11), simply replace g i , i = 1, . . . , n in the algorithm with appropriate indicator functions or with a constant function equal to one, respectively. R code is available from the authors to implement this algorithm.
The evaluations of equations (15), (17) and (19), require a sequence of 2-dimensional numerical integrations. Algorithm 2 can be used to compute (19) with the integrals being performed with the first order Newton-Cotes formula. To compute equations (15) and (17), simply replace g i , i = 1, . . . , n in Algorithm 2 with appropriate indicator functions or with a constant function equal to one, respectively. Again, R code is available from the authors to implement this algorithm.
Self-correction mechanism
It is useful to point out that the conditional probability and the conditional expectation computations based on the recursive integration methodology possess a self-correction mechanisim. To see this, observe that the target value is of the form (3). LetÂ andB denote the computed values of A and B, respectively. The computed value of the target quantity is then f (Â,B), and with a first order approximation Let, for j = 1, . . . , N ,
Let, for j = 1, . . . , N ,
where f 1 and f 2 are the partial derivatives of f with respect to its first and second arguments. If we let ε, ε A and ε B be the computational error of the target value, that of A and that of B, respectively, so that
then equation (20) implies that
Thus, when A and both B are positive, and when ε A and ε B have the same sign, the computational errors of A and B tend to cancel each other in producing the total error of the target value. Notice that for the applications in this paper, B is positive since it is a probability, and A is positive when it is a probability and may be positive when it is an expectation. Discretization grid size ∆ with lower bound x 0 , forming N + 1 grid points {x 0 , x 1 , . . . , x N }, where x j = x j−1 + ∆ for j = 1, . . . , N .
5:
Let h 0 (m l , x j ) = 1 for j = 0, 1, . . . , N 6:
and let h i (m l , x 0 ) = h i (m l , x 1 ).
9:
end for 10:h(m l ) = h n (m l , x N ). 11: end for 12: Let, for l = 1, . . . , M ,
This error cancellation effect or self-correction mechanism is strongest when the values of A and B are comparable, and when the values of ε A and ε B are comparable. For the problems considered in this paper, the processes of computingÂ andB share some common numerical integration sequences, and hence ε A and ε B will tend to have the same sign. However, the level of the error cancellation depends upon the relative values of A and B, and the relative values of ε A and ε B . This is illustrated and further discussed in the following numerical examples.
This self-correction mechanism caused by the cancellation of the errors from the numerator and the denominator is a useful property of the implementation of the recursive integration methodology for the problems discussed in this paper. In fact, even in the case where the exact value of the denominator B might be known, according to (21) it may be better thatB is computed and employed in evaluating the ratio since the self-correction mechanism applies. The estimate obtained by employingB can be interpreted as an estimate that has been formed by a legitimate discrete distribution induced by the discretization procedure. The resulting estimate approaches the true value when the discretization becomes finer. In the following examples it is shown that not taking advantage of this self-correction mechanism causes a significant increase in the error of the estimate if the discretization is not fine enough.
Some calculations are now presented to demonstrate the errors for problems with independent identically distributed random variables where the solutions are known. Specifically, consider the cases of n = 101 independent uniform [0, 1] random variables or independent standard normal random variables. In both cases the cumulative distribution at three points of X 70 , under the condition X 1 ≤ . . . ≤ X 101 , was evaluated by the recursive integration methodology for various grid sizes, and the computed values of the probability, the computational errors, and the computational times are shown in Tables 1 and 2 (note that the true values can be obtained from the cumulative distribution of a binomial distribution). The computations were implemented in R on a 64-bit Windows machine with an Intel Core i5-2500 3.30GHz CPU.
Next, the expectations of X 17 and X 51 , under the condition X 1 ≤ . . . ≤ X 101 , were evaluated by the recursive integration methodology for various grid sizes, and the computed values of the expectations, the computational errors, and the computational times are shown in Table 3 for the case of independent uniform [0, 1] variables and in Table 4 for the case of independent standard normal variables. In the first case the true values of E[X 17 ] and E[X 51 ] are known to be 1/6 and 0.5, while in the second case the true value In these tables the second column shows the known true values, while the third column shows the estimates from the proposed methodology. The fourth and fifth columns show the errors (from the true values) and the computational time of the proposed methodology. Also, both for the independent uniform [0, 1] variables and the independent standard normal variables the true values of the denominators B in equations (2) and (3) are known to be 1/n!. The sixth and seventh columns then show the estimates and errors when the true values of the denominators are employed and the recursive integration is used only for computing the numerators A 1 and A 2 . First of all, it can be seen from these tables that these calculations which involve 101 successive one-dimensional numerical integrations attain a small error with a very reasonable computation time. In fact, with the potential optimization of the coding on a low level computer programming language such as C++ or Java, the computation can be expected to be accelerated even more.
Furthermore, special attention should be given to the results in the sixth and seventh columns. In the sixth column the estimates computed by employing the true values for the denominators do not take advantage of the self-correction mechanism feature of the proposed methodology given in equa-tion (21). It can be seen that when the discretization grid sizes are not very small, the errors can become so large that the estimates are unreasonable. Specifically, some estimates for the conditional probabilities in Table 1 and  in Table 2 when the grid sizes are 0.01 and 0.001 are much greater than one. Note that such unreasonable values of the estimates do not occur when the methodology is applied appropriately to both the numerators and the denominators and the self-correction mechanism applies (as shown in the third column of each table).
In almost all cases in Table 1 and in Table 2 the errors from the proposed methodology with self-correction mechanism are much smaller than the corresponding values without the feature. The exceptions are row 4, row 7 and row 10 in Table 2 . The errors with the self-correction mechanism are not smaller than those without the feature in these cases, although they are close. One explanation for this is that the distribution function is evaluated at a low quantile, so that A is much smaller than B in equation (21). Furthermore, at this low quantileÂ andB do not share a lot of common integration sequences, so that ε A and ε B may be quite different. Consequently, the error cancellation in equation (21) does not apply substantially, although in these exceptional cases the differences between the errors are very small.
In Table 3 the estimates with the self-correction mechanism are much more accurate than those without the self-correction mechanism. According to equation (21), this is because the value of A is comparable to that of B, causing a strong error cancellation. In Table 4 when the true value of E[X 51 ] is known to be zero, A is zero. According to equation (21) there is therefore no error cancellation, and consequently the errors of the estimates with or without self-correction mechanism are quite similar. In the case where the true value of E[X 17 ] is unknown it can be observed that the estimate converges to a certain value as the grid size becomes smaller. The estimate with the self-correction mechanism seems to converge more quickly than the estimate without this feature.
Examples
Three examples are presented in this section. The first is a heathcare example where the random variables are taken to have independent gamma distributions with equal shape parameters but different scale parameters. The second is a soil contamination example where the random variables are taken to have a multivariate normal distribution with different means but equal variances and covariances. It is shown how information on both reinforcing rankings and opposing rankings affects the distributions, expectations, variances, and covariances of the variables. The third example concerns portfolio selection in finance.
Healthcare
Suppose that the levels X i of a medical condition of n = 5 patients are of interest, but that they cannot be directly measured. However, the levels can be modelled with a gamma distribution
with a shape parameter k = 3 and with a scale parameter θ that depends upon some covariate values of the patients. Specifically, suppose that the five patients have scale parameters θ i = i, 1 ≤ i ≤ 5, so that based upon these distributions the prior expectations and variances are E(X i ) = 3i and V ar(X i ) = 3i 2 , 1 ≤ i ≤ 5. It should also be noted that the variables X i are modelled to be independent. Now suppose that an ancillary measurement becomes available for the five patients that provides the information that
(or equivalently, this same ranking with strict inequalities). This is a reinforcing ranking since it matches the ranking of the prior expectations of the X i . It is interesting to note that under the prior distributions this reinforcing ranking has a probability of 0.107 (this is B in equations (2) and (3)). Using the recursive integration techniques discussed in section 2, the conditional expectations, standard deviations, and correlations of the X i (conditionally the X i are no longer independent) are shown in Table 3 .
It can first be noted that with this reinforcing ranking the conditional expectations of the X i have maintained their ordering but are now more spread out than the prior expectations. Furthermore, the conditional standard deviations are each smaller than the prior standard deviations. Also, it can be seen that the correlations are largest for adjacent variables.
In addition, suppose that it has been decided that urgent corrective action needs to be taken whenever the level of this deterioration condition is less than 5. Table 3 also shows how these probabilites change under the knowledge provided by the reinforcing ranking. It can be seen that the probabilities that urgent corrective action needs to be taken become larger for patients 1 and 2, and become smaller for patients 3, 4 and 5. Now consider the opposing ranking
which is completely opposite to the ranking of the prior expectations of the X i . In fact, under the prior distributions this opposing ranking has a very small probability of 0.00003. Under this opposing ranking the conditional expectations, standard deviations, and correlations of the X i are also shown in Table 3 . It can be seen that with this opposing ranking the order of the conditional expectations has switched to match this ranking, and that the conditional expectations are less spread out than the prior expectations. The conditional standard deviations are also much smaller than the prior standard deviations, and their order also matches the opposing ranking. Again, the correlations are largest for the adjacent variables, and they are all much larger than the correlations for the reinforcing ranking. Also, the probabilities that urgent corrective action needs to be taken are now ordered to match the opposing ranking.
In summary, this example illustrates how knowledge of the ranking can result in important changes in the distributions and moments of the variables, which will be important information for practitioners.
Hazardous waste sites
Suppose that based upon knowledge of polluting activities, scientists originally model the unknown toxic contamination levels X i at n = 6 locations with a multivariate normal distribution with means µ = (10, 10, 12, 15, 18, 20) , standard deviations all equal to 3, and correlations all equal to 0.4. Then suppose that subsequently surface features indicate the reinforcing ranking
Under the prior distribution this reinforcing ranking has a probability of 0.332. In this case the conditional expectations, standard deviations, and correlations of the toxic contamination levels are shown in Table 4 .
It can be seen that with this reinforcing ranking the conditional expectations are quite similar to the prior expectations, although for location 1 the expectation has decreased from 10 to 8.21, while for location 6 the expectation has increased from 20 to 20.94. The standard deviations have all decreased and are all fairly similar, while the correlations have increased and are largest for the adjacent variables.
Also, suppose that it has been decided that decontamination needs to be taken whenever the toxic contamination level is larger than 18. It can be seen from Table 2 that the reinforcing ranking has increased the probability that decontamination needs to be taken at location 6 from 0.748 to 0.865, while these probabilities have fallen at the other 5 locations. Now suppose that subsequently surface features indicate the partially opposing ranking
where the ordering of the toxic contamination levels at locations 3, 4, and 5 is opposite to their prior expectations. This partially opposing ranking has a probability of 0.007 under the prior distribution. Table 4 shows that the conditional expectations are now ordered in the same way as this ranking. In addition, the standard deviations have decreased, but now there are very high correlations of 0.92 between locations 3 and 4, and between locations 4 and 5, which are the locations where the ranking contradicts the prior expectations. The probabilities that decontamination needs to be taken are now ordered in the same way as the partially opposing ranking, and specifically the probability at location 3 has risen from 0.023 to 0.214.
As with Example 1, this example illustrates how the different rankings can result in important changes in the distributions and moments of the variables, and the methodology presented in this paper allows practitioners to calculate those changes.
Portfolio Selection
The celebrated mean-variance portfolio selection model requires two sets of moments (the means and the variance-covariance matrix) of the returns on N assets in order to recommend the proportions of capital, or the portfolio weights, to be invested in these N assets. The objective is to optimize the risk-return trade-off of the entire portfolio.
The problem can be expressed as
where µ t and Σ t are the mean vector and the variance-covariance matrix of the return (in excess of risk free) at time t, γ is a parameter representing risk aversion of the investor which we set equal to 1 in this analysis, and w t is the vector of decision variables that represent the portfolio weights at time t. The objective function in (22) is the certainty-equivalent return which is a utility function interpreted as the return that is penalized by risk. The solution to the optimization problem is In this example the estimateμ t is based on the rank constrained statistical estimates proposed by Chiarawongse et al. (2012) , where the estimates are obtained by a Markov chain Monte Carlo. Here the calculations are replaced by the recursive integration methodology presented in this paper in order to obtain more accurate estimates. Furthermore, in Chiarawongse et al. (2012) the authors perform their experiments based on simulated data sets, whereas in this example a real data set is considered instead of ten industry monthly asset returns during the period of 01/1999 -06/2014 obtained from Kenneth French's web site.
Our objective is the same as that in Chiarawongse et al. (2012) , which is to demonstrate the potential benefit of adopting a rank constrained statistical estimate. Two experiments are performed, one using prior parameter estimatesμ and the other using rank constrained statistical estimatesμ. The performances of the two models are then compared.
In the analysis that follows the rolling-sample approach appearing in DeMiguel et al. (2009) is employed. An estimation window of length 66 months is fixed. Then, starting from t = 66 and applying the capital asset pricing model, the data from month t − 65 to month t are used to estimate the prior parameters (μ t ,Σ t ). These are then applied to (23) to obtain the weight vectorw t for t = 66, 67, . . . , 185. The weight at time t is applied to the out-of-sample returns at t + 1 and summed across assets to provide 120 out-of-sample portfolio returnsr t , t = 67, 68, . . . , 186. Subsequently, the 120 portfolio returns are then divided into 10 twelve-month periods. In each period a certainty equivalent return is estimated as
. . , 10, wherer i ands 2 i are the averages and the sample variances of ther t in period i. These certainty equivalent returns are the performance measurements of the prior model which were compared with those obtained from the following rank constrained statistical counterpart.
The experiment was repeated with (μ t ,Σ t ) in (23) to obtain different portfolio weights, whereμ t is the rank constrained estimates based on Chiarawongse et al. (2012) andΣ t is the same as in the prior model. To estimatê µ t , (μ t ,Σ t ) are first estimated as in the prior model, and then for each t = 66, 67, . . . , 185,μ t is estimated as the expectation of a multivariate normal distribution parameter (μ t , 0.1Σ t ) conditioned on the ranking obtained from that of the ten industry returns at time t+1. This can be interpreted as a process to improve the quality of prior mean estimates by a one-step ahead ranking. Note that in practice the ranking would usually be obtained from another database of investor views. However, this approach affords an understanding of the potiential benefit of the one-step ahead ranking methodology. As with the prior model, the portfolio returnsr t , t = 67, 68, . . . , 186 are computed for the rank constrained model, and finally the certainty equivalent returnsû i are computed for the 10 twelve-month periods.
The certainty equivalence returns for the ten periods obtained from the prior model and the rank constrained model are plotted against each other in Figure 1 . The certainty equivalence returns from the rank constrained model outperform those from the prior model consistently in every period. This analysis indicates the potential benefit of the rank constrained model and demonstrates the advantages in this area of study available from employing the recursive integration methodology discussed in this paper. 
Conclusion
This paper has addressed the situation where a set of variables have independent specified prior distributions, and where some information becomes available on the ordering of the variables. This is a common phenomenon which has been discussed and utilized in other statistical methodologies such as ranked set sampling. In this paper it is shown how updated distributions and moments of the variables can be calculated conditional on the knowledge provided by the ranking. It has been shown how the technique of recursive integration can be used to perform these calculations in a straightforward manner as a series of one-dimensional integral computations regardless of the number of variables.
For these particular problems of conditional probability and conditional expectation computations, it has been demonstrated that the errors in the numerators and the denominators can partially cancel each other, providing a self-correction mechanism that improves the accuracy of the recursive integration methodology.
The methodology presented in this paper has been implemented for a simple ordering of the variables. The methodology has also been generalized to variables with a multivariate normal distribution with a product correlation structure. In principle, the methodology can be extended to more complicated orderings such as an umbrella ordering or tree orderings, which are topics planned for future research.
Examples have been presented which illustrate how different kinds of rankings, such as reinforcing rankings and opposing rankings, can have different and substantial effects on the distributions, expectations, standard deviations, and correlations of the variables. This can be valuable information for practitioners, and the methodology presented in this paper allows this information to be obtained. Finally, the methodology has been applied to a decision problem in portfolio selection with ranking information, where it has been shown to provide a potential benefit. R code is available from the authors to replicate the tables and examples in this paper, and to implement the algorithms discussed
