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Simulation of ultrafast photodynamics of pyrrole with
a multiconfigurational Ehrenfest method
Kenichiro Saita, Michael G. D. Nix and Dmitrii V. Shalashilin
We report the first results of ab initio multiconfigurational Ehrenfest simulations of pyrrole photo-
dynamics. We note that, in addition to the two intersections of 11A2 and 1
1B1 states with the ground
state 11A1, which are known to be responsible for N–H bond fission, another intersection between the
12A2 and 1
2B1 states of the resulting molecular radical becomes important after the departure of the
H atom. This intersection, which is effectively between the two lowest electronic states of the pyrrolyl
radical, may play a significant role in explaining the branching ratio between the two states observed
experimentally. The exchange of population between the two states of pyrrolyl occurs on a longer scale
than that of N–H bond fission.
1. Introduction
Heteroaromatic molecules such as pyrrole, imidazole, and
phenol have been the focus of experimental and theoretical
attention due to the role their derivatives play as the chromo-
phores of nucleobases and aromatic amino acids. The mechan-
isms of their photochemistry have been studied experimentally1,2
and theoretically,3–10 where it was suggested that the N–H/O–H
bond fission was an important channel in the photodissociation
dynamics. The role of the 1ps* states in this process has been
emphasized11–23 wherein a number of total kinetic energy release
(TKER) spectra for various bond fission reactions were reported.
In particular, the photodissociation of pyrrole (C4NH5) has
been investigated24,25 and has proven to be an interesting case,
prototypical of many heteroaromatic systems in which low energy
heteroatom centred ps* states occur in the singlet manifold.
These states result from the close degeneracy of the 3s Rydberg
orbital of the heteroatom with the repulsive s* orbital of the
heteroatom to substituent bond, which leads to strong mixing.
Where the substituent is simply H, N–H bond fission is the
primary decay mechanism for pyrrole molecules excited to this
ps* state. Experimental evidence for this dissociation has been
reported26 wherein H atoms were detected with a centre-of-
mass frame energy of 18 kcal mol1 and a strong anisotropy,
indicating prompt dissociation (within the molecular rotation
period). Further evidence from ion-imaging1 and hydrogen
(Rydberg) atom photofragment translational spectroscopy
(HRAPTS)24 supported these initial findings. Additional details
from the high resolution HRAPTS data showed several notable
features, including direct (Herzberg–Teller allowed) excitation
to the 1A2 electronic state, with the preservation of the H–T
active vibrations in the product radical, apparently showing
strong vibrational adiabaticity during the dissociation. Theore-
tical work by Sobolewski and Domcke3,4 showed the existence
of conical intersections in the decay channel, which are by now
well known and opened the possibility of electronic population
branching during the dissociation. Despite sufficient total
energy to access both the 2A2 and
2B1 states of pyrrolyl, the
interpretation of the HRAPTS data is that population was only
observed in the lowest (X2A2) electronic state of the radical. The
peaks in the TKER spectrum were assigned to various vibra-
tional states of this ground electronic state of the pyrrolyl
radical.
Time resolved studies have also been performed27,28 albeit in
the region of the stronger1 pp* absorption, and place an upper
bound on the timescale for N–H fission of B200 fs, although
direct dissociation on the 1ps* state is expected to be much
faster. Previously, quantum dynamics calculations1,5,6 have been
performed on a limited dimensionality model PES and have
predicted rapid dissociation and significant population of the
2B1 state of pyrrolyl, in contrast to the experimental data.
In this article we report the results of our simulations of the
nonadiabatic dynamics of pyrrole with the help of the multi-
configurational Ehrenfest (MCE) method. In this approach, the
nonadiabatic dynamics are represented by a trajectory which is
‘‘shared’’ between several electronic states. In the MCE29–32
method, Ehrenfest trajectories are dressed with Gaussian wave
packets which serve as a basis for exact quantum propagation
of the nuclear wave packet. They carry and exchange quantum
amplitudes, which makes MCE fully quantum in principle.
However, as has been explained in our previous work, with
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time the Ehrenfest trajectories start running away from each
other and the quality of the basis deteriorates. As a result, the
quantum coupling between Gaussians decreases, although this
can be corrected, in principle, by increasing the number of
basis trajectories. Nevertheless even without full, long time
quantum coupling between the amplitudes of trajectories,
many features of the dynamics can be understood (at least
qualitatively) on the basis of the analysis of an ensemble of
almost independent Ehrenfest trajectories. This analysis pro-
vides a semi-classical approximation to the exact quantum
dynamics of the nuclei, whilst still retaining a fully quantum
description of electronically nonadiabatic processes. An impor-
tant feature of the ab initio MCE method described in ref. 30 is
that it is a direct dynamics which, similar to other ab initio
techniques, calculates electronic potential energy surfaces ‘‘on
the fly’’ and does not require any a priori information about the
PESs. This is similar in spirit to other existing methods such as
the ab initio multiple spawning33–36 and ab initio variational
Gaussians.37,38 These alternative quantum direct dynamics
methods differ from MCE and from each other only in the
precise way the trajectories are guided.
The availability of ‘‘on-the-fly’’ ab initio Ehrenfest quantum
dynamics allows a more complete analysis of the dissociation
of pyrrole. By including all nuclear degrees of freedom in our
numerical experiment, we do not bias the simulation by the
choice of dimensions to a model, hence allowing any nuclear
coordinate to influence the dynamics. The current simulation
provides evidence that the population of the 2B1 state is low and
thus confirms the original assignment of the HRAPTS data. We
notice that after partial departure of the H-atom, the two
electronic states 2A2 and
2B1 are still coupled via an intersection
between the potential energy surfaces of the pyrrolyl radical,
which is nearly isolated. This intersection is reached by the
pyrrolyl vibrational motion, and as a result the population of
the higher 2B1 state resulting from rapid nonadiabatic dynamics
of the N–H bond fission leaks to the lower 2A2 state via longer
time dynamics at this final intersection. A possible role for this
feature has been proposed in ref. 5 but a multidimensional
simulation allows one to see it very naturally. Previously, such a
conical intersection between two lowest electronic states of
pyrrolyl has been found in ref. 39 and our current simulation
suggests that it may play an important role in the nonadiabatic
dynamics of pyrrole, which to the best of our knowledge has
never been considered before.
2. Theory
Our multiconfigurational Ehrenfest approach to nonadiabatic
dynamics is described in ref. 29–32. In particular see ref. 30
for ab initio MCE. In this article we only sketch briefly the
main concept. The exact molecular wave function at time t can
be expanded as a sum of N Ehrenfest wavepackets with ampli-
tude Dk(t)
CðtÞj i ¼
X
k¼1;N
DkðtÞ ckðtÞj i (1)
The basis wavepackets |ck(t)i are called ‘‘configurations’’ and
the wave function (1) is therefore multiconfigurational. Each
Ehrenfest configuration includes electronic and nuclear parts:
ckðtÞj i ¼ jelectronk ðtÞ
  jnucleark ðtÞ 
¼ að1Þk ðtÞ fð1Þk
 Eþ að2Þk ðtÞ fð2Þk
 Eþ     pkðtÞ; qkðtÞj i
¼ að1Þk ðtÞ fð1Þk
 Eþ að2Þk ðtÞ fð2Þk
 Eþ     zkðtÞj i
(2)
The nuclear motion is described by a single trajectory dressed
with a frozen Gaussian (FG) pðtÞ; qðtÞj i ¼Q
j
p
ð jÞ
3DðtÞ; qð jÞ3DðtÞ
 E,
which is a product of 3D frozen Gaussians for each atom j
included in the quantum dynamics simulation. Often a frozen
Gaussian is called a coherent state |z(t)i and labelled with a
single complex vector
z3D = (g
1/2q3D + ig
1/2h1p3D)/2
1/2 (3)
which includes both the real momentum and position of a
particle. The parameter g describes the width of a 3D Gaussian
wave packet. The FG coherent state is ‘‘shared’’ between the two
(or more) electronic states fð1Þk
 E; . . . ; f neð Þk
 E, with the ampli-
tudes að1Þk ðtÞ; . . . ; a neð Þk ðtÞ of ne electronic states. A single configu-
ration (2) is not flexible enough to describe accurately the
quantum dynamics and it is well accepted that the standard
Ehrenfest method is often unsuitable for accurate nonadiabatic
dynamics. However the Ehrenfest configurations can be used as
a basis function for a multiconfigurational approach and the
wavefunction (1) can be converged to the exact result.27,28
The evolution of the wave function is described by the
motion of Ehrenfest configurations (z,a) and time dependence
of their amplitudes D. The equations of motion for the Ehrenfest
trajectories follow from the Hellmann–Feynman theorem.40
They can be written in the form of Newton’s second law, :p = F
and :q = p/m, where
F ¼ 
X
i
aðiÞaðiÞr zh jH^ðiiÞ zj i
þ
X
iaj
aðiÞað jÞ zh jH^ðiiÞ zj i  zh jH^ð jjÞ zj i
 
dðijÞ (4)
is the Ehrenfest force in the adiabatic representation.
After the amplitudes are represented as a product of
rapidly oscillating exponents of the classical action and the
smooth pre-exponential factor, að jÞ ¼ dð jÞ exp iS
ð jÞ
h
 
where
Sð jÞ ¼ Ð ihz _z _zz
2
 zh jH^ð jjÞ zj i
 	
dt, the equations for the
amplitudes take the form
_dðlÞ ¼ 
X
jal
DðljÞdð jÞ exp
i
h
Sð jÞ  SðlÞ
  
(5)
where
D(lj) = :qd(lj)(q) (6)
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and d(lj) = hf(l)|r|f( j)i, and d(jl) = hf( j)|r|f(l)i = d(lj) are
the nonadiabatic coupling matrix elements (NACMEs) which
couple the electronic states in the adiabatic representation.
Conveniently, Ehrenfest trajectories are independent of each
other.
The quantum coupled equations for the amplitudes Dk(t) in
(1) are as follows:
X
k;l
clðtÞjckðtÞh i
@DkðtÞ
@t
¼  i
h
X
k;l
clðtÞh jH^ ckðtÞj i  ih clðtÞ
 @ckðtÞ@t

  	
DkðtÞ
(7)
The matrix elements of the Hamiltonian include those of
kinetic energy
zlh jT^ zkj i ¼  zl jzkh ih
2g
4
zl
zl þ zkzk  2zlzkð Þ (8)
which are calculated analytically and potential energy
hzl|V ( j j)|zki. For the latter we are using the linear approximation
zl jV ð jjÞjzk
D E
 zl jzkh iV
ð jjÞ qkð Þ þ V ð jjÞ qlð Þ
2
(9)
and a similar approximation for the NACMEs
fð jÞl ðtÞ
 _fðiÞk ðtÞ
D E
¼  fðiÞl ðtÞ
 _fð jÞk ðtÞ
D E
¼
fð jÞk ðtÞ
 _fðiÞk ðtÞ
D E
þ fð jÞl ðtÞ
 _fð jÞl ðtÞ
D E
2
¼ _qkd
ð jiÞ
k qkð Þ þ _qldð jiÞl qlð Þ
2
(10)
which couple the adiabatic states V ( j j). An important feature of
this approximation is that for quantum coupled equations it
uses the information already available from Ehrenfest trajec-
tories, so that quantum dynamics comes at almost no extra cost
to ab initio Ehrenfest trajectories. Nonadiabatic coupling at
conical intersections is singular, which cannot be captured by
the simple linear approximation (10). However this singularity
is important only if the conical intersection is between the two
coupled trajectories. In multidimensional systems a swarm of
trajectories never ‘‘hits’’ the singularity point. Only the trajec-
tories which are very close in phase space are coupled and the
chance of them passing on two diﬀerent sides of the inter-
section is negligible. To verify the validity of approximation (10)
we compared matrix elements (10) with those obtained by
centroid approximation, which uses NACMEs in the middle
between trajectories and found almost no diﬀerence for the
trajectories close enough to be coupled.
The adiabatic potential energy surfaces V(jj), their derivatives
and the NACME vectors can easily be calculated using MOL-
PRO41 or any other electronic structure package.
3. Computational details
3.1 Initial sampling
The initial conditions for the Ehrenfest trajectories are based
on projection of a ground state zero-point nuclear eigenfunction
onto the S1 surface, allowing excitation at all energies. Therefore,
the simulated wavepackets contain a broader spread of total
energies than is accessible in the experiments.24 Initial condi-
tions for the trajectories were generated from a vibrational
Wigner distribution42 of the v = 0 vibrational state of the S0
electronic state
GH:O:0;W ðq; pÞ ¼
1
ph
exp mo
h
q q0ð Þ2 p
2
mho
 
(11)
By performing the calculation of normal modes with associated
frequencies and reduced masses, the phase-space distribution
function for the product of the Wigner distributions was gener-
ated for each normal mode. The initial q and p are generated
from this distribution (v = 0) using a Monte-Carlo sampling
procedure. This sampling was also used by Martinez.34 With
suﬃcient statistics, MCE Ehrenfest configurations exchange
their amplitude as described by the equations for the coeﬃcients
D in (1). However, if the number of trajectories is small, then
they run away from each other quickly. After that point, quantum
coupling (7) disappears and coeﬃcients D become constant, the
configurations are eﬀectively uncoupled and MCE works as a
semiclassical approximation to the exact quantum solution for
nuclear dynamics, similar to the Frozen Gaussian approxi-
mation, which still gives a good qualitative (and sometimes even
quantitative) description of the dynamics. To retain coupling
between Ehrenfest configurations for longer and at the same
time to reduce computational cost, we applied a strategy of
propagating the wave function ‘‘bit by bit’’, which has been used
by us previously.31,43 First, we ran several (namely 24) trial
trajectories with randomly selected initial conditions (11). Only
for 3 of them the N–H bond fission occurred quickly. For those 3
trajectories, which represent the dissociative ‘‘bits’’ of the wave
function, we generated a bundle of 10 trajectories with very close
initial conditions, which were used as initial basis. This proce-
dure of propagating only important parts of the wave function
‘‘bit-by-bit’’ has been shown to improve greatly the quality of
MCE propagation.31
3.2 The level of electronic structure theory
In this study, Dunning’s cc-pVDZ (correlation-constant polar-
ized valence double zeta) basis set44 was employed on all atoms.
In order to describe the low-lying ps* states (11A2 and 1
1B1
states), one additional diﬀuse s function, one additional set of p
functions and one additional set of d functions were added to
the nitrogen atom, and one additional diﬀuse s function and
one additional set of p functions were added to the dissociative
hydrogen atom. The exponents of these orbitals were taken
from the diﬀuse functions of Dunning’s aug-cc-pVDZ basis
set.44 The necessary energy, gradient and NACME data for the
S0, S1 and S2 states were computed on the fly at the CASSCF
level via interface with MOLPRO 2010.1.41 The complete active
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space consisted of seven orbitals (three ring p orbitals and two
corresponding p* orbitals, one s orbital and a corresponding
s* orbital) with eight electrons, and state averaging was per-
formed over four states (SA4-CAS(8,7)-SCF). This level of theory
is required to realistically represent the multiconfigurational
nature of the electronic states as the N–H bond is extended and
to allow analytic calculation of the non-adiabatic coupling
between states, particularly near points of degeneracy. This
level of theory generally reproduces the lowest three PESs for
pyrrole, although the minimum in the S1 surface due to the 3s
Rydberg character of the 1ps* state is somewhat overestimated,
leading to some artificial trapping of the wavepackets in this
region. However, as in this study we will discuss the dynamics of
the dissociative surfaces, the artificially deep well around the
Franck–Condon region has little impact on the dynamics, once
the dissociative part of the potential is accessed. Calculation of
the electronic surfaces and conical intersection in pyrrolyl used
identical methodology, save for the absence of the dissociative H
atom and its single electron. Furthermore, only three states exist
at low energies, leading to the SA3-CAS(7,7)-SCF calculation. For
consistency, the same cc-pVDZ basis set, with additional basis
functions applied to the N atom, was used in these calculations.
4. Results and discussion
Tables 1 and 2 show the orbitals which are taken into account
in the active space of the CASSCF calculation, and the primary
electron configurations of the lowest three electronic states at
the equilibrium geometry (rNH = 0.996 Å) and in the region
H-atom dissociated (rNH = 5 Å). The equilibrium geometry of
pyrrole has C2v symmetry. Fig. 1(a) illustrates the one-dimensional
potential energy cuts of the low-lying electronic states as a function
of the N–H stretching coordinate with a fixed molecular frame-
work. As discussed in ref. 6 the CASSCF method underestimates
the vertical excitation energies45–49 so that the lines are plotted
with an offset of 0.8 eV in order to compare with the CASSCF
surfaces corrected by the MRCImethod (plotted as dotted curves).6
The 11A2 and 1
1B1 curves calculated by the pure CASSCF method
are in good agreement with those by the CASSCF/MRCI in the
Franck–Condon region. Fig. 1(b) shows another 1D cut of the
potential energy surfaces as a function of the N–H distance with a
relaxedmolecular skeleton. In the dissociative region the Ehrenfest
trajectories of basis CSs tend to propagate in the vicinity of this
minimum energy path region rather than the ‘‘frozen’’ PESs shown
in Fig. 1(a). The states 11A1, 1
1A2, 1
1B1, 2
1A1 and 2
1B1 are depicted
by blue, red, green, orange and black lines. However, in our
simulation, molecules no longer keep their symmetry and the
states should be labelled as 11A, 21A, 31A, and 41A under C1
symmetry, or with adiabatic labels: S0, S1, S2, and S3. Therefore
Fig. 1 also indicates the S0, S1, S2, and S3 states, with dashed, solid,
dotted and dash-dotted lines respectively. In all figures in this
article the adiabatic states and their populations are represented
by the line type (solid, dashed, etc.) and the colour of the line
represents the diabatic states, although of course the latter con-
vention is not entirely rigorous because diabatic states are not
unique. The potential energy curves depicted in Fig. 1(b) show
‘‘step’’ at rNH = 1.45 Å due to the state-averaging over four
electronic states, 11A1, 1
1A2, 1
1B1, 2
1A1 (for rNH o 1.45 Å) and
11A1, 1
1A2, 1
1B1, 2
1B1 (for rNH > 1.45 Å). When the character of the
fourth state changes, the CASSCF optimised orbitals and the CI
coefficients change. As a result the calculated energies change
slightly as well. However, the fourth electronic excited state is
indispensable to reproduce the order of the 3 lower states (11A1,
11A2, 1
1B1) involved in the dynamics and the dissociative character
of 1ps* states. The averaging over more than five states is not
converged in the right order, at this level of theory (CAS(8,7)-SCF/
(aug-)cc-pVDZ). The step is clearly visible under the C2v symmetry,
but it becomes much smoother if the symmetry is lowered. The
actual trajectories never reach close proximity of C2v geometry and
they are never affected by ‘‘steps’’. For this study, the interesting
dynamics occurs after passing the two first intersections of the
11A2 and 1
1B1 states with the state 1
1A1, and after the departure of
the H atom, at rNH > 2.0 Å. The ‘‘step’’ therefore hardly affects these
dynamics. Besides, the N–H cleavage is mostly coupled with the
out-of-plane motions of the pyrrolyl ring, which are not under the
C2v symmetry. Hence this level of electronic structure calculation is
acceptable.
Table 1 Primary electron configurations, in the SA4-CAS(8,7)-SCF level of
theory, of the lowest three electronic states of pyrrole. The equilibrium geometry
is under C2v symmetry, but all the calculations have been performed with no
symmetry restrictions. The N–H bond length (rNH) is 0.996 Å
s (9a1) p (1b1) p (2b1) p (1a2) s* (10a1) p* (3b1) p* (2a2)
11A1 (S0) 2 2 2 2 0 0 0
11A2 (S1) 2 2 2 1 1 0 0
11B1 (S2) 2 2 1 2 1 0 0
Table 2 Primary electron configurations, in the SA4-CAS(8,7)-SCF level of
theory, of the lowest three electronic states of pyrrole at rNH = 5.0 Å. The system
is no longer molecular pyrrole but a pyrrolyl radical and a hydrogen atom. The
lowest two states correspond to the 1ps* states while the second excited (11A1)
state is correlated with the 1ss* state of pyrrole. The geometry depicted below
has C2v symmetry, but electronic structure calculations have been performed with
no symmetry restrictions
p (1b1) s (9a1) p (2b1) p (1a2) s* (10a1) p* (3b1) p* (2a2)
11A2 (S0) 2 2 2 1 1 0 0
11B1 (S1) 2 2 1 2 1 0 0
11A1 (S2) 2 1 2 2 1 0 0
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In the region of rNH > 2.0 Å, the 1
1A1 state is no longer the
electronic ground state. It finally correlates with the S2 state,
making 11A2 and 1
1B1 states the ground (S0) and the first
excited (S1) states respectively. The S0 and S1 states correspond
to the ps* states and the S2 state is the ss* state. All these
surfaces lead to the dissociation of a pyrrole molecule into a
pyrrolyl radical and an H atom.
A typical trajectory is depicted in Fig. 2. Fig. 2(a) shows the
time evolution of the adiabatic (solid, dashed and dotted lines)
and diabatic (labelled with colours) potential energies. Fig. 2(b)
depicts the amplitude |d|2, which represents the populations of
electronic states. The symmetry of the system is not restricted
under C2v so that the electronic states should be labelled as S0,
S1, S2; however, these states are strongly correlated with the
11A1, 1
1A2, 1
1B1 states of the equilibrium geometry which has
C2v symmetry. In diﬀerent regions, S0, S1, S2 correspond to
Fig. 1 (a) One-dimensional potential energy curves of the low-lying electronic
states as a function of the NH stretching coordinate. In this figure only the NH
bond length was stretched and the molecular frame was frozen. The curves
calculated at the SA5-CAS(8,7)-SCF/(aug-)cc-pVDZ level are plotted as solid lines
with an oﬀset of 0.8 eV. The 11A1, 1
1A2, 1
1B1, and 2
1A1 states are shown in blue,
red, green, and orange, respectively. The dotted lines are from ref. 6. The line
colours of the dotted lines correspond to those of the solid lines. The actual
dynamics occurs far away from the geometry shown in this figure. (b) Low-lying
electronic states 11A1, 1
1A2, 1
1B1, 2
1A1 and 2
1B1 of pyrrole under C2v symmetry
shown in blue, red, green, orange and black, respectively. The adiabatic states S0,
S1, S2, and S3 are represented by dashed, solid, dotted, and dash-dotted lines.
Fig. 2 (a) Evolution of the potential energies of the S0, S1, and S2 states (solid,
dashed and dotted lines) as a function of time during a typical trajectory. The line
colours reflect the correlation of adiabatic states with states 11A1, 1
1A2, and 1
1B1.
These correlations change at the moment of passing in the vicinity of the various
intersections, indicated by colour changes. (b) The Ehrenfest populations |d|2 of
the electronic states S0, S1, and S2 (dashed, solid and dotted lines) along a typical
Ehrenfest trajectory. The changes in the line colour reflect the changing correla-
tions with the states 11A1, 1
1A2, and 1
1B1, as the trajectory passes through
various conical intersections. (c) N–H bond distance as a function of time and its
derivative (effectively equivalent to the velocity of dissociating hydrogen atom)
along the trajectory shown.
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diﬀerent character states 11A1, 1
1A2, 1
1B1, which is reflected by
the changes in the line colours. At 12.7 fs, the trajectory reaches
the S1–S0 conical intersection, and almost all the population is
transferred from the 1A2-like state into the
1A1-like state,
remaining on the S1 adiabatic surface. This is in apparent
contrast to the behaviour determined from the HRAPTS experi-
ment, where the S0 (
2A2) state of the radical appears to be
populated exclusively. The molecular geometry at the inter-
section point is determined by a combination of the n24(b1) and
n16(b2) normal modes. The trajectory goes through the second
conical intersection between the S2–S1 (
1B1–
1A1) states at 17.0 fs.
Then, roughly 80% of the population of the 1A1-like state
rapidly moves into the 1B1-like state, again remaining on the
S1 surface. The geometry at this second intersection point
corresponds to a combination of the n10(a2) and n16(b2) normal
modes. The N–H bond length, shown in Fig. 2(c), is now
1.939 Å, which is twice the equilibrium bond length, so that
the pyrrole molecule has essentially already dissociated into the
pyrrolyl radical and the hydrogen atom. After passing this
conical intersection, the population of S2, which is now in the
1A1-like state, becomes almost constant (|d|
2 B 0.23). On the
other hand, the lowest two S0 and S1 states (1
1A2-like and 1
1B1-
like states of pyrrole) are still coupled. At B55 fs, there is a
drastic population transfer between the 1A2-like and
1B1-like
state (finally populating the S0 adiabat) due to another conical
intersection, at which the n9(a2), n20(b1) and some a1-symmetry
(n3, n4, n7, n8, etc.) vibrational modes of the pyrrolyl radical are
involved. There are several more significant population exchanges
between the S1–S0 states of the system (the D1–D0 states of the
pyrrolyl radical) when the pyrrolyl radical reaches the vicinity of
the conical intersection again at 125 and 136 fs.
All dissociative Ehrenfest trajectories show similar behav-
iour. As can be seen from Fig. 2(c) the N–H bond breaks very
quickly (within a few tens of femtoseconds) in the vicinity of the
intersections around r(N–H) = 2 Å, shown in Fig. 1. During the H
atom departure, the pyrrolyl radical remains in a mixture of two
electronic states (with the major component of the population
in the S1 state), which are populated by the dissociative wave-
packet as it crosses the initial conical intersections in the r(N–H)
coordinate. However, the average population of the S1 state
(1B1-like state of pyrrole) decreases, which is reflected by the
fact that any given trajectory spends very little time in this state.
Most of the time, the Ehrenfest amplitude of the S1 state is
close to zero and if this state is populated, the trajectory quickly
returns to the lower state S0 (
1A2-like state of pyrrole). The
energy present in the pyrrolyl system is sufficient to allow
population of the upper electronic (2B1) state, yet population
of this state is dynamically disfavoured. There appears to be
strong coupling between this state and the ground state, such
that a statistical population distribution is eventually estab-
lished and the excess energy tends to be present as nuclear
motion (kinetic energy of the wavepacket) on the ground state.
A more traditional way to represent dynamics would simply
be to plot the time dependent population of the adiabatic states
averaged over all Ehrenfest trajectories, which is shown in Fig. 3.
The figure clearly demonstrates two processes. First, the fission
of the N–H bond occurs on the time scale of less than 20 fs.
Then, the two states of pyrrolyl exchange amplitude and the
population of the excited (2B1) state is transferred to the ground
state over a much longer time scale of hundreds of fs. On this
time scale the energy is also exchanged between pyrrolyl and
hydrogen atom translation motion. Frames 3(a) and (b) show the
time dependent population of the electronic states averaged over
3 propagating ‘‘bits’’ obtained for two different choices of the
parameter g in eqn (3), which is the width of the Gaussian
Coherent State. For the frame (a), g = 1 a.u. for all atoms. For the
frame (b), the choice suggested in ref. 50 has been employed.
Fully converged quantum calculations would be independent
of g. Fig. 3 indicates that the result depends on the choice of the
width parameter only slightly.
The electronic structure of isolated pyrrolyl can give an idea
about the electronic structure of pyrrole with strongly elongated
N–H bonds. The intersection between the two electronic states
of pyrrolyl has been identified previously in ref. 39 and our
dynamics calculations also imply its existence. To confirm this,
a conical intersection search has been performed at the same
level of theory used for the electronic structure in the dynamics
calculations. By optimizing both the D0 (
2A2) minimum and the
intersection point, an intrinsic coordinate could be constructed
by linear interpolation of the multidimensional coordinate
space. By calculation of the state-averaged electronic potentials
along this coordinate, the form of the potential and the energetic
location of the intersection were established and are displayed in
Fig. 4. The intersection is found to occurB0.45 eV above the D0
minimum and is essentially isoenergetic with the D1 (
2B1)
minimum. This D1 state is therefore coupled at its minimum
to the lower state. Due to the presence of this ‘photochemical
funnel’, the final population of the electronically excited state is
low and the assignment of the strong TKER peaks at around this
energy to the high vibrational states of the electronic ground
state (X2A2) rather than to the low vibrational states of the higher
electronic state 2B1 of pyrrolyl is placed on a more solid theore-
tical footing.
Fig. 5 demonstrates the time dependence of the quantum
coupling coeﬃcients D in the wave function (1) for one of the
three bundles of 10 Ehrenfest trajectories run in the current
simulation. Again frames (a) and (b) represent the result for
two diﬀerent choices of the CS width parameter g, chosen as
g = 1 a.u. for all atoms (a) and according to the recipe of ref. 50.
In both cases quantum coupling is taken into account up to
approximately 50 fs. After that, the amplitudes of Ehrenfest
trajectories become constant, which indicates that the trajec-
tories have diverged. The CSs, which dress the trajectories, no
longer overlap and are therefore no longer coupled. Thus, on
the time scale of more than B50 fs, the current calculation is
only semiclassical, although this has been shown previously to
be a good approximation. The time scale of the fully quantum
part of the simulation increases with the increase in the size of
the trajectory basis. Many more configurations and their tra-
jectories are required for a fully quantum MCE simulation.
‘‘On-the-fly’’ dynamics is computationally expensive. In this
particular case we use the SA4-CAS(8,7)-SCF level of electronic
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structure calculation with the partially augmented cc-pVDZ
basis, which requiresB1600 seconds of CPU time for one time
step (in this study the time step was set to 0.1 fs) propagation
on an Intel(R) Xeon(R) 5130 processor (2.0 GHz). The advantage
of our ab initio MCE approach in its current implementation is
that it is a ‘‘post-processing’’ technique. More Ehrenfest trajec-
tories can be run independently and stored. Eqn (7) for their
amplitudes D can be run separately after a suﬃcient number of
Ehrenfest trajectories are accumulated. This attractive feature
follows from the linear approximation (9) and (10) of the matrix
elements. The linear approximation is justified by the fact that
in many dimensions only the CSs which are very close to each
other overlap and are coupled. In future, the approximation (9)
and (10) can be improved by involving more information about
the potential energy and its gradient in the neighbouring points
of the trajectory. We are currently running more Ehrenfest
trajectories and accumulating more data in order to extend
the temporal range of the fully quantum part of the simulation
and to improve the statistics, which perhaps will allow us to
reproduce the translational energy distribution observed in
ref. 51. However, even the limited statistics of the current
simulation reveals important information about the dissocia-
tion dynamics of pyrrole, due to the full dimensionality
approach used to simulate the nuclear dynamics.
Thus, we are able to draw strong conclusions about the role of
the various conical intersections in the dissociation dynamics of
the pyrrole and the subsequent internal dynamics of the nascent
pyrrolyl radicals and provide an interpretation for the observa-
tion that only the ground (2A2) state of pyrrolyl appears to be
populated at long times in the HRAPTS experiments.
The HRAPTS data indicate exclusive population of the 2A2
state of pyrrolyl, following N–H bond fission, suggesting that
the coupling at the 1A2/
1A1 and
1A1/
1B1 intersections which lie
along the dissociation coordinate is minimal and that the
dissociative wavepacket remains largely on the diabatic 1A2
state. Previous (limited dimensionality) dynamics simulations
have predicted population of both the 2A2 and
2B1 states, in
conflict with observation. Our full dimensionality simulation
indicates significant coupling at both intersections, yielding
a population of B0.8 in the 1B1 state after 25 fs (Fig. 3), in
agreement with previous dynamics calculations. However, in
contrast to the limited dimensionality models, our simulation
shows further strong coupling between the D1 (
2B1) and D0 (
2A2)
states of nearly isolated pyrrolyl, during the dissociation. This
leads to decay of the 2B1 population on the timescale of a few
hundred fs and predicts exclusive 2A2 population on the ns
Fig. 4 (a) Cuts through the PESs of the pyrrolyl radical, showing the lowest three
states at the SA3-CAS(7,6)-SCF level with (aug)-cc-pVDZ basis. The unit of the
intrinsic coordinate is defined as linear displacement of the D0 minimum from the
D0/D1 CI geometries (see text). The ground state has a minimum of
2A2 character,
but the D1 state is intersected at its minimum and there is thus no minimum with
2B1 character. The states
2A2,
2B2 and
2A1 of pyrrolyl correlate with
1A2,
1B2 and
1A1 of pyrrole with strongly elongated N–H bonds, as the removal of the H atom
does not alter the C2v symmetry. (b) D0 minimum and (c) D0/D1 intersection
geometries are shown for reference.
Fig. 3 Time evolution of populations of the states with diﬀerent Gaussian
Coherent State basis sets. Broken, solid, and dotted lines represent the S0, S1,
and S2 states, respectively. Frame (a) is for gH/mH = 5.443  104 bohr2 emu1,
gC/mC = 4.570  105 bohr2 emu1, gN/mN = 3.919  105 bohr2 emu1,
which corresponds to g = 1 a.u. for all atoms. Frame (b) is for gH/mH = 5.062 
103 bohr2 emu1, gC/mC = 2.076  103 bohr2 emu1, gN/mN = 1.488 
103 bohr2 emu1, which was suggested in ref. 50.
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timescale, as observed experimentally. A possible role of this
intersection has been proposed in ref. 5 but a multidimen-
sional simulation allows one to demonstrate its importance
very naturally.
It is perhaps interesting to consider the timescale of the
experiment more carefully. The nascent H atoms show a kinetic
energy distribution which is determined by the final pyrrolyl
product state distribution. That distribution is only established
after a few hundred fs, when the H atom is rather distant
(5–7 Å) from the pyrrolyl fragment. Despite the use of nanose-
cond laser pulses to dissociate the pyrrole, the H atoms depart
within 20–30 fs of photon absorption. At this time, the pyrrolyl
population is largely on the S1 (
2B2) surface. One might therefore
expect the HRAPTS data to represent a measure of the state of
the system after this short time evolution, where after the
departure of the H atom the KE distribution is unaffected by
the internal dynamics of the pyrrolyl. This appears not to be the
case, suggesting that the wavefunctions of the H atom and the
partner radical remain coupled even at large spatial separations,
as might be expected if H atom is strongly delocalized by
preparation of the wave packet and its dynamics.
5. Conclusions
The availability of ‘‘on-the-fly’’ Ehrenfest quantum dynamics
allows a more complete analysis of the dissociation of pyrrole
than has previously been possible. By including all degrees of
freedom in our numerical experiment we do not bias the simula-
tion by the choice of dimensions to a model, hence allowing any
and all nuclear coordinates to influence the dynamics. Although
the current simulation has been performed mostly semiclassically
and has not yet been converged on a fully quantum level, it
provides clear evidence that the eventual population of the 2B1
state of pyrrole is low and thus lends strength to the assignments
in the original HRAPTS experiments. It appears that taking into
account a large number of degrees of freedom naturally captures
the dynamics occurring as a result of several conical intersections,
which is harder to see by low dimensionality models or imply
from the experimental data alone. It shows that after N–H bond
fission the internal dynamics of the pyrrolyl radical ensures
coupling between its two lowest electronic states and affects their
branching ratio by leaking the population from the upper state to
the lower one on the timescale of a few hundred fs. Counter-
intuitively, the HRAPTS experiment seems sensitive to the final
product state distribution, rather than the energy partitioning at
the moment of classical dissociation.
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