In 1920's Marston Morse developed what is now known as Morse theory trying to study the topology of the space of closed curves on S 2 , see [7] and [5] . 80 years later a very similar problem about the topology of the space of closed and locally convex (i.e. without inflection points) curves on S 2 is still widely open. The main difficulty is the absence of the covering homotopy principle for the map sending a non-closed locally convex curve to the Frenet frame at its endpoint. In the present paper we study the spaces of locally convex curves in S n with a given initial and final Frenet frames. Using combinatorics of the Weyl group D n+1 ⊂ SO(n+1) we show that for any n ≥ 2 these spaces fall in at most ⌈ n 2 ⌉+1 equivalence classes up to homeomorphism. We also study this classification in the double cover D n+1 ⊂ SO(n + 1) = Spin(n + 1). We show that the obtained classes are topologically distinct for n = 2.
Introduction and main results
We start with some basic definitions.
A smooth curve γ : [0, 1] → R n+1 is locally convex if its Wronskian W γ (t) = det γ(t), γ ′ (t), γ ′′ (t), . . . , γ (n) (t) is non-vanishing for all t ∈ [0, 1]; γ is (globally) convex if for any linear hyperplane H ⊂ R n+1 the intersection H ∩ γ consists of at most n points counted with multiplicities: one can easily check that global convexity implies local. Clearly, if γ : [0, 1] → R n+1 is locally convex then so is γ/|γ| : [0, 1] → S n ⊂ R n+1 . Locally convex curves in R n+1 are closely related to fundamental solutions of real homogeneous linear ordinary differential equations of order n + 1 on [0, 1]: if y 0 , y 1 , . . . , y n are linearly independent solutions of y (n+1) + a n (t)y (n) + · · · + a 0 (t)y = 0 then γ = (y 0 , y 1 , . . . , y n ) is locally convex. A locally convex γ is called positive if W γ (t) > 0 and negative otherwise. From now on we shall mostly consider positive curves.
Given a positive locally convex γ : [0, 1] → R n+1 , define its Frenet frame F γ : [0, 1] → SO(n + 1) by γ(t), γ ′ (t), γ ′′ (t), . . . , γ (n) (t) = F γ (t)R(t) where R(t) is an upper triangular matrix with positive diagonal. In other words F γ is obtained by the orthogonalization of γ(t), γ ′ (t), γ ′′ (t), . . . , γ (n) (t) . Let Ω n be the contractible space of all positive locally convex curves γ : [0, 1] → S n with the standard initial frame F γ (0) = I where I is the identity matrix. We take Ω n to be a subset of one of the Banach spaces C r ([0, 1], R n+1 ), r > n, or of one of the (Hilbert) Sobolev spaces H r ([0, 1], R n+1 ): the precise choice of metric is almost entirely irrelevant for our purposes. In constructions, the curves γ will be continuous and piecewise smooth with F γ continuously defined: it is then easy to make the curve smooth. In any case Ω n is a topological Banach manifold or, since such Banach spaces are homeomorphic to the separable Hilbert space, Ω n is a topological Hilbert manifold. Given Q ∈ SO n+1 , let Ω n Q ⊂ Ω n be the set of positive locally convex curves on S n with the standard initial frame and prescribed final frame F γ (1) = Q. Let Π : Spin(n+1) → SO(n+1) be the universal (double) cover; let 1 ∈ Spin(n + 1) be the identity and −1 ∈ Spin(n + 1) be the nontrivial element with Π(−1) = I. For γ ∈ Ω n , the map
The topological Hilbert manifolds Ω n Q and Ω n z , Q ∈ SO(n + 1) and z ∈ Spin(n + 1), are the main objects of study in this paper.
A number of results about the topology of Ω n Q , mostly in the case Q = I or in the case n = 2, were earlier obtained in [1] , [6] , [8] , [9] , [10] and [11] . In particular, it was shown that the number of connected components of Ω n I equals 3 for even n and 2 for odd n > 1: this is related to the existence of globally convex curves on all even-dimensional spheres. It was also shown in [1] that for n even the space of closed globally convex curves with a fixed initial frame is contractible. The first nontrivial information about the higher homology and homotopy groups of these components can be found in [8] . In this paper we leave aside the fascinating question about the topology of the spaces Ω n Q and concentrate on the following. Theorem 1 For n ≥ 2, Q ∈ SO(n + 1), z ∈ Spin(n + 1) the following holds.
The above spaces are non-homeomorphic for n = 2: we conjecture that they are likewise non-homeomorphic for n ≥ 3 (see paragraph A in the final section).
We are also able to identify the topology of some of these spaces. Namely, let Ω Q SO(n + 1) (resp. Ω z Spin(n + 1)) be the space of all continuous curves α : [0, 1] → SO(n + 1) (resp. α : [0, 1] → Spin(n + 1)) with α(0) = I (resp. 1) and α(1) = Q (resp. z). It is easy to see that the value of Q or z does not change the space (up to homeomorphism) and we therefore write ΩSO(n+1) and Ω Spin(n + 1). The Frenet frame defines injective maps from Ω n Q → ΩSO(n + 1) and Ω n z → Ω Spin(n + 1).
Theorem 2 For n ≥ 2, Q ∈ SO(n + 1), z ∈ Spin(n + 1) the following holds. 
Bruhat cells and the Weyl group D n+1
As the first step we reduce Problem 1 to a finite one by using the following well-known group action. Namely, consider the action of U ′ where U ′ is the only upper-triangular matrix with positive diagonal such that UQU ′ ∈ SO(n+1). There are finitely many orbits of the latter action on SO n+1 : they are referred to as the Bruhat cells and they are in natural bijective correspondence with the elements of the Weyl group D n+1 ⊂ SO(n + 1) of signed permutation matrices with determinant +1. Namely, each such orbit is diffeomorphic to a cell of a certain dimension and contains a unique element of D n+1 . In other words, for each Q ∈ SO(n + 1) there is a unique Q 0 ∈ D n+1 such that there exist upper triangular matrices U 1 , U 2 with positive diagonal satisfying Q = U 1 Q 0 U 2 . The dimension of each Bruhat cell equals the number of inversions in the underlying signless permutation. The Bruhat cell decomposition can be lifted to Spin(n + 1): here, each cell contains and unique element of the
n+1 (n + 1)! and that the action B of U 1 n+1 on SO(n + 1) induces the action of U 1 n+1 on Spin(n + 1) which by abuse of notation will also be called B. Two elements of SO(n + 1) or Spin(n + 1) will be called Bruhat equivalent if they belong to the same cell in the corresponding Bruhat decomposition.
The above action B of U 1 n+1 on SO n+1 induces the action of U 1 n+1 on the space Ω n as well: given γ ∈ Ω n and U ∈ U 1 n+1 , set (B(U, γ))(t) = (B(U, F γ (t)))e 1 (where
. The following lemma is now easy.
3 Time reversal, Arnold duality and chopping
where Q T is the transpose of Q. A straightforward computation shows that γ TR ∈ Ω n TR(Q) where TR(Q) = J + Q T J + . The anti-automorphism TR : SO(n + 1) → SO(n + 1) naturally lifts to an anti-automorphism TR : Spin(n + 1) → Spin(n + 1). Thus, time reversal yields two explicit homeomorphisms Ω
. Notice that TR preserves the subgroups D n+1 andD n+1 . In fact, TR : D n+1 → D n+1 admits a simple combinatorial description: we must transpose Q and change signs of all entries with i + j odd.
Arnold duality, comp [2] . Let A ∈ D n+1 ⊂ SO(n + 1) be the anti-diagonal matrix with entries (A) i,n+2−i = (−1) (i+1) : this matrix will come up several times during our discussion. For γ ∈ Ω n Q , let the Arnold dual of γ be
This is the usual projective duality between oriented hyperplanes and unit vectors. It is again routine to verify that γ AD ∈ Ω n AD(Q) where AD(Q) = A T QA. Lift AD to Spin(n + 1) and Arnold duality gives explicit homeomorphisms Ω
. The automorphism AD also preserves the subgroups D n+1 andD n+1 and the combinatorial description of Arnold duality is now the following: rotate Q by a half-turn and change signs of all entries with i + j odd.
Chopping operation. For a signed permutation Q ∈ D n+1 and (i, j) with (Q) (i,j) = 0 let NE(Q, i, j) be the number of pairs (i ′ , j ′ ) with i ′ < i, j ′ > j and (Q) (i ′ ,j ′ ) = 0 (i.e. the number of nonzero entries of Q in the northeast quadrant) and
where j is the only index for which (Q) (i,j) = 0,
Notice that ∆(A) = I where A is the matrix introduced in the previous paragraph.
It is easy to verify that det(Q) = det(∆(Q)). Indeed, let π be the permutation such that π(i) = j if j is the only index for which (Q) (i,j) = 0. Then
Thus ∆ is a function from D n+1 to Diag n+1 ⊂ D n+1 , the subgroup of diagonal matrices with entries ±1 and determinant 1. The map ∆ and its companion s : D n+1 → Z will be play a crucial role in our argument (notice that ∆ is not a group homomorphism). Before we proceed further it is desireable to present a geometric interpretation for ∆ as an evidence of its relevance to our problem.
For γ ∈ Ω n Q and ǫ > 0, we chop γ by ǫ to obtain
The inconvenience here is that we have no control of the final frame F chop ǫ (γ) (1) = F γ (1 − ǫ). However, using the Bruhat action one can improve the situation. Namely, it is easy to see that for each Q ∈ SO(n+1) there exists chop(Q) ∈ D n+1 such that for any γ ∈ Ω n Q there exists ǫ > 0 such that for all t ∈ (1 − ǫ, 1) we have that F γ (t) and chop(Q) are Bruhat equivalent. We illustrate the method of obtaining chop(Q) in a concrete example: let
Let us expand γ in a Taylor series near t = 1: for x = t − 1 we have γ(x) ≈ (x, −1, x 2 /2) (up to higher order terms) so that, for x ≈ 0,
We now search for the element of D n+1 which is Bruhat equivalent to F γ (x) when x is a negative number with a small absolute value. We start at the (3, 1)-entry, x 2 /2, which is positive, can be taken to 1 and allows us to clean the rest of the first column and third row. We now concentrate on the bottom left (2 × 2)-block: the sign of its determinant should be preserved; since its original value equals −x > 0, the (2, 2)-entry becomes −1. Finally, the (1, 3)-entry must be set to 1 for the whole determinant to be positive. Thus, if γ ∈ Ω 2 Q in the considered example then there exists ǫ > 0 such that for any t ∈ (1 − ǫ, 1) one has that F γ (t) is Bruhat equivalent to
It is not hard to see that following the above algorithm for any Q ∈ D n+1 we always end up with chop(Q) = ∆(Q)A.
This procedure also makes sense in Spin(n + 1) and defines a map chop : D n+1 →D n+1 . We shall not attempt to describe chop combinatorially in the spin groups: instead, we define a = chop(1) (so that Π(a) = A) and ∆ : Spin(n + 1) → Diag n+1 by chop(z) = ∆(z)a.
Lemma 3.1 For any z ∈D n+1 there is a homeomorphism
We will use the following facts. The first is a minor rewording of Lemma 5 in [11] . The second is a special case of Theorem 0.1 in [3] . 
Fact 1 Let z ∈ Spin(n + 1). If there is a globally convex curve in Ω
Notice that φ(γ) is almost certainly not smooth at t = 1/2 but that F φ(γ) is continuously defined: this is enough. It is easy to modify φ(γ) near t = 1/2 to make it smooth without disturbing local convexity but we shall not discuss the details; from now on this kind of remark will be omitted. We now define π k (chop) :
, is globally convex andF α(s) (1 − ǫ) is Bruhat equivalent to z 0 . Let α 0 : S k → Ω z 0 be such that α 0 (s) is obtained from chop ǫ (α(s)) by Bruhat action: π k (chop) takes α to α 0 . Clearly α 0 is not well-defined as a map but π k (chop) is well-defined, i.e., two maps α 0 obtained with different values of ǫ are homotopic. Indeed, when ǫ is changed continuously we obtain a homotopy from one map to the other. We shall now prove that π k (chop) • π k (φ) and π k (φ) • π k (chop) are both equal to the identity. This establishes that φ is a homotopy equivalence and Fact 2 then implies that the required homeomorphism exists.
We first consider π k (chop) • π k (φ). In other words, we first attach the arc γ c and then chop. As we saw above, the choice of ǫ does not affect the answer: choosing ǫ = 1/2 amounts to merely chopping off the arc γ c .
We now consider
is obtained from α by first chopping at time 1−ǫ, moving the endframe to z 0 (via Bruhat) and then adding the arc γ c at the end. Equivalently, we might perform the Bruhat conjugation before chopping to obtain α 1/2 : S k → Ω n z homotopic to α 0 . We pass from α 1/2 to α 1 by changing the final arc: since from Fact 1 above the space of such arcs is contractible it follows that α 1/2 and α 1 are homotopic.
Proposition 3.2 For all Q ∈ D n+1 we have s(AD(Q)) = s(TR(Q)) = s(Q).
Proof: Assume (Q) (i,j) = 0. We have
The proposition now follows.
and Ω n D 2 are homeomorphic.
Proof: Let π be a permutation of {1, 2, . . . , n + 1} with (D 2 ) π(i),π(i) = (D 1 ) i,i for all i. Let P be a permutation matrix with (P ) (i,j) = 1 if and only if j = π(i). Set Q = D 1 ∆(P )P : it is easy to check that ∆(Q) = D 1 . On the other hand, if π(i) = j, we have δ j (TR(Q)) = δ i (Q) (from the proof of Proposition 3.2) and therefore δ j (TR(Q)) = (D 1 ) (i,i) (∆(P )) (i,i) δ i (P ) = (D 1 ) (i,i) . The last sentence follows from Lemma 3.1. Proposition 3.4 Let z 1 , z 2 ∈ Diag n+1 with s(z 1 ) = s(z 2 ) = ±(n+1). Then there exist z 8/6 , z 10/6 ∈ Diag n+1 and z 7/6 , z 9/6 , z 11/6 ∈D n+1 with ∆(z (2k+1)/6 ) = z (2k)/6 , ∆(TR(z (2k+1)/6 )) = z (2k+2)/6 for k = 3, 4, 5. Thus Ω n z 1 and Ω n z 2 are homeomorphic.
Theorem 1 now follows from this result. An exhaustive search shows that one "jump" is not always enough even in the case n = 2. It is likewise simple to verify that the proposition fails in the cases s = ±(n + 1).
Proof: Let s = s(z 1 ). From Proposition 3.3 it suffices to obtain z ∈ Diag n+1 with s(z) = s and TR(z) = −z. Take
with ((n + 1 − s)/4) − 1 small blocks, one large block followed by ((n + 1 + s)/2) ones, lift the path α toα :
Proof of Theorem 2
LetFΩ n z ⊂ Ω z Spin(n + 1) be the image of F : Ω n z → Ω z Spin(n + 1), i.e., the set of smooth curves Γ : [0, 1] ∈ Spin(n + 1) such that there exists γ ∈ Ω n z , Γ =F γ . It is easy to see that Γ ∈FΩ 
is a tridiagonal skewsymmetric matrix with positive lower off-diagonal entries, i.e., (g(t)) (i,j) = 0 if |i − j| > 1 and (g(t)) (j+1,j) > 0 for 1 ≤ j < n + 1. Clearly,F defines a homeomorphism between Ω n z andFΩ n z . Our nearest goal is to prove Theorem 2(i), i.e. the fact that the inclusionFΩ n z ⊂ Ω z Spin(n + 1) is homotopically surjective for all z and then to settle Theorem 2(ii), i.e. that this inclusion is a homotopy equivalence if Π(z) = ±J + . Before proving these results we need a technical lemma.
The group SO(n + 1) ⊂ R (n+1)×(n+1) has a natural Riemann metric and Spin(n + 1) inherits it via Π. With this metric, let r n+1 > 0 be the injectivity radius of the exponential map, i.e., r n+1 is such that if z 0 , z 1 ∈ Spin(n + 1), d(z 1 , z 2 ) < r n+1 , then there exists a unique shortest geodesic g z 0 ,z 1 : [0, 1] → Spin(n + 1) (parametrized by a constant multiple of arc length) joining z 0 and z 1 so that g z 0 ,z 1 (i) = z i , i = 0, 1.
An explicit example of a locally convex curve will be helpful. A straightforward computation verifies that the curves below are positive locally convex c 1 cos(a 1 t), c 1 sin(a 1 t) , . . . , c k cos(a k t), c k sin(a k t)) , n = 2k + 1, γ(t) = (c 1 cos(a 1 t), c 1 sin (a 1 t) , . . . , c k cos(a k t), c k sin(a k t)) , n = 2k, where c We may furthermore assume that
for all s ∈ K, t ∈ [0, 1].
Proof: Take γ ∈ Ω n 1 as in the construction above. We claim that γ f (t) = γ(Nt) satisfies the lemma for a sufficiently large integer N. Notice that γ
where R k (N, s, t) tends to 0 when N goes to infinity. Since
is positive and bounded away from 0 it follows that γ s is indeed locally convex for sufficiently large N. Furthermore, the identities
show that d(F γs (t), α s (t)F γ f (t)) can be taken to be arbitrarily small by choosing large N. Proof: Assume without loss of generality that α 0 is smooth and that it is flat at both t = 0 and t = 1, i.e., that (α 0 (s)) (m) (t) = 0 for t ∈ {0, 1}, for all s ∈ S k and all m > 0. Let H : [0, 1] → Ω 1 Spin(n + 1) be a homotopy between the constant path H(0)(t) = 1 and H(1) =F γ f , where γ f is given by Lemma 4.1 (the compact family in question will be defined later).
Notice that γ 1,s (t) = α 0 (s)(t)γ f (t). By Lemma 4.1 we may assume that all curves γ σ,s are positive locally convex; also,F γσ,s (0) = 1. Furthermore, we have d(F γσ,s (1), α 0 (s)(2σ − 1)) < r n+1 and, by flatness,
where b(σ) = (2σ − 1)(1 − σ)/4 and h 1,σ and h 2,σ are affine functions of t with
In particular, α 1 (s)(t) =F γ 1,s (t) which accomplishes the proof. Proof: Let γ f ∈ Ω n 1 as in Lemma 4.1. We may assume without loss of generality that γ TR f = γ f . Set γ 2c (t) = γ f (2t), 0 ≤ t ≤ 1/2, γ f (2t − 1), 1/2 ≤ t ≤ 1.
Final remarks and open problems
A. For n = 2, Theorems 1 and 2 imply that any space Ω curves whose curvature κ at each point is bounded by two constants m < κ < M. Is it true that there are only finitely many topologically distinct spaces of curves whose curvature is bounded as above among the spaces of such curves with the fixed initial and variable finite frames?
C. Further generalization is related to left-invariant distributions on compact Lie groups. Notice that the space of locally convex curves on S n can be interpreted as the space of curves on SO n+1 tangent to the left-invariant distribution obtained from the convex hull of the set of simple positive roots. This interpretation leads to the following more general question. Given a compact Lie group G take some number of vectors in its Lie algebra such that their linear span is a non-holonomic subspace, i.e the sum of this space with its commutators up to some finite order coincides with the whole Lie algebra. In other words, this subspace generate the whole Lie algebra. Take the convex hull of the chosen vectors and produce the left-invariant distribution on G. Finally, consider spaces of curves on G tangent to the obtained cone distribution which start at the unit element and end at some fixed point of G. Is it true that there are only finitely many topologically distinct spaces of such curves with the fixed initial and variable finite point? D. Finally, the most interesting problem in this context is to calculate the homology and/or homotopy groups of the space of locally convex closed curves at least in the case of S 2 .
