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Bakalářská práce se zabývá regionální segmentací obrazu na základě shlukové analýzy. Úkolem 
této práce je realizace a design vybraných nehierarchických metod k-means a fuzzy c-means. Testování 
bylo provedeno na reálných medicínských datech, která jsou ovlivněna umělým aditivním šumem. 
Součástí práce je kapitola zabývající se modelováním tkání na vybraných medicínských obrazech  
za účelem jejich následné extrakce a kapitola pro implementaci shlukové analýzy na 1D EKG signály 
s cílem dekompozice charakteristických segmentů těchto signálů. Klíčové testování proběhlo na  
3 datasetech medicínských obrazů a vyhodnocení výsledku pro jednotlivé obrazy bylo stanoveno  
na základě korelačního koeficientu a střední kvadratické chyby. Posledním krokem bylo zhodnocení 
dosažených výsledků přenesených především do grafické podoby. Následovala tvorba  
graficko-uživatelského rozhraní pro zjednodušení testování. Výsledkem práce je dynamická evaluace 
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Abstract 
 The bachelor thesis deals with regional image segmentation based on cluster analysis. The aim 
of this work is realisation and design of selected non-hierarchical methods k-means and fuzzy  
c-means. Testing was performed on real medical data which is affected by artificial additive noise. Part 
of this work is a chapter dealing with tissue modeling on selected medical images for the purpose of 
their subsequent extraction and chapter for implementation of cluster analysis on 1D ECG signals with 
the aim of decomposing characteristic segments of these signals. Main reason for testing was performed 
on 3 medical image datasets and the result was evaluated based on the correlation coefficient and the 
mean square error. The last step was to evaluate the achieved results transferred mainly to the graphic 
form. This was followed by the creation of a graphical-user interface to simplify testing. The result of 
this work is a dynamic evaluation of non-hierarchical clustering techniques for creating mathematical 
models of tissues depending on the intensity of noise. 
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Lékařské zobrazovací systémy jsou v posledních letech nedílnou součástí novodobé medicíny. 
Moderní přístroje jsou vytvořeny na základě pokročilých technologií, a to jak při samotném získávání 
obrazu, tak i následně při jeho zpracování. Problém nastává při nečekaném narušení obrazu parazitním 
šumem, který může vzniknout již v elektronice daného přístroje nebo v závislosti na jevech 
způsobených vnějším prostředím. 
Shluková analýza slouží k rozdělení či zařazení sady neoznačených prvků, tak že prvky jejichž 
příznaky vykazují signifikantní podobnost náleží do stejné skupiny, na rozdíl od prvků mimo tuto 
skupinu, kde je výsledná podobnost minimální. V našem případě jsou těmito prvky pixely v obraze.  
Práce se zaměřuje na metody shlukové analýzy aplikované na sady obrazových medicínských 
dat. Cílem je především zjištění a vyhodnocení výsledků použitých nehierarchických metod k-means  
a fuzzy c-means v závislosti na aditivním šumu. Primárním rozdílem mezi metodami je přiřazování 
prvků k jednotlivým shlukům s rozdílnou mírou příslušnosti. 
V praktické části práce je tvorba aplikace v prostředí MATLAB, která zahrnuje design, 
implementaci a dynamické testování metod shlukové analýzy v závislosti na aditivním šumu. Následuje 
popis jednotlivých generátorů umělého šumu a nastavení jejich vstupních parametrů s konkrétními 
příklady. Nedílnou součástí práce je samotný popis daných metod, jejich vnitřních struktur a nastavení 
počátečních shluků. Testování na reálných medicínských datech je vyobrazeno a popsáno v 7. kapitole.  
Na tomto základě bylo navrženo testování za účelem modelování a extrakce tkání, které je popsáno 
v 8. kapitole. 
Ačkoliv je práce z největší části koncipovaná na zpracování obrazu, zabývá se i implementací 
metod shlukové analýzy pro analýzu 1D medicínských signálů s cílem možnosti dekompozice 
jednotlivých EKG segmentů. 
Závěrečná část práce je věnována evaluaci testovaných dat. Výsledné obrazy byly za pomocí 
korelačního koeficientu a střední kvadratické chyby vyhodnoceny a vyneseny do jednotlivých grafů. 
Analyzováno bylo především srovnání jednotlivých metod, ovlivnění obrazu dle aplikace jednotlivých 
šumů a vliv počtu shluků na kvalitu segmentace obrazu. Závěrem byla pro usnadnění a názornou ukázku 





1 Strojové učení  
Schopnost učení je jedním z nejdůležitějších aspektů inteligence. Převedení této síly na stroje 
zní jako obrovský krok směrem k jejich větší inteligenci. Strojové učení je ve skutečnosti oblast, která 
dělá největší pokrok v umělé inteligenci. V dnešní době hraje klíčovou roli v oblasti statistiky, těžby dat 
a umělé inteligence. Zabývá se algoritmy a technikami, které umožňují danému počítačovému systému 
přizpůsobit se okolnímu prostředí za pomocí učení. Tím rozumíme, že spuštěné algoritmy jsou schopné 
umožnit počítači naučit se provádět úlohy z dané sady dat namísto jejich výslovného naprogramovaní. 
[1, 2] 
„Počítačový program říká, že se naučí provádět úkol T od zkušenosti E, jestliže jeho výkon  
na úkolu T, měřený ukazatelem výkonu P, se v průběhu času zlepšuje se zkušenostmi E.“ [2] 
Představme si umělého hráče hrajícího šachy úkol T, který na základě sledování partií nebo 
přímou hrou se soupeřem zkušenost E zlepšuje své dosavadní výsledky měrné procentem výkonu  
P s rostoucími zkušenostmi E. 
V tomto okamžiku mluvíme o dvou obecných kategoriích algoritmů strojového učení, a to  
o algoritmech pro učení s učitelem nebo bez učitele. Hlavní rozdíl mezi oběma přístupy spočívá v tom, 
jak do našeho algoritmu přinášíme tréninkové příklady, v jakém algoritmu je používáme a na druhu 
problému, který řeší. [1, 2] 
 
Obr. 1: Dělení strojového učení [2] 
1.1 Učení s učitelem 
V případě učení s učitelem lze algoritmus strojového učení vnímat jako proces, který musí 
přeměnit určitý vstup na požadovaný výstup. Proces učení se pak musí naučit, jak přeměnit každý možný 
vstup na správný požadovaný výstup. V příkladu o umělém šachovém hráči by náš vstup byl určitý stav 
šachovnice a výstup by byl v této situaci nejlepší možný pohyb. V závislosti na typu výstupu dělíme 
dále učení s učitelem na podkategorie klasifikace a regrese. [1, 2] 
 Klasifikace 
Pokud výstupní hodnota náleží konečné množině, můžeme hovořit o klasifikaci. Cílem je třídit 
vlastnostmi popsané objekty do podmnožin, které mohou či nemusí mít předem danou definici. 
Klasifikace je zpravidla jedním z nástrojů předcházejícím zpracování dat, které se potýká s chybějícími 
či odlehlými hodnotami a jejich následnými úpravami. [1, 2] 
 Regrese 
Je častým nástrojem pro predikci a prognózu. Pokud je výstupní hodnota kontinuálním číslem, 
například pravděpodobností, hovoříme o regresi. Popisuje vztah dvou proměnných, a to závislých  
a nezávislých, vytvořením funkce je přímka, která predikuje hodnoty závislé proměnné jako funkci 
jedné nebo více proměnných nezávislých. [1, 2] 
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1.2 Učení bez učitele 
Existuje druhá kategorie algoritmů strojového učení nazvaná učením bez učitele. V tomto 
případě musí být výukové příklady pouze vstupem do algoritmu, nikoliv však požadovaným 
výstupem. Typickým příkladem jsou algoritmy shlukování, kde se naučíme najít podobné instance nebo 




2 Podobnost objektů 
Ke stanovení podobnosti objektů jsou nejčastěji používány míry podobnosti, nepodobnosti  
či metriky vzdálenosti. Vzdálenost dvou bodů lze zaznamenat do symetrické čtvercové matice s nulami 
na hlavní diagonále.  
Při shlukování poté mohou být pro zjištění distance dvou shluků použita kritéria minimální 
vzdálenosti dvojice objektů, jejich maximální vzdálenosti a průměrné vzdálenosti. Rozhodnutí  
o konečném počtu shluků vychází jak z teoretických vzdáleností shluků, tak i z rozhodnutí, zda chceme 
shlukovat jednotlivé objekty, proměnné nebo kategorie dat. [6] 
2.1 Metriky vzdálenosti mezi dvěma obrazy s kvantitativními příznaky  
Vztahy mezi objekty lze vyjádřit pomocí metrik vzdálenosti. Jejich společnou vlastností je, že 
maximální hodnotu dosahují dva objekty, které jsou nejvíce odlišné a objekty identické mají vzdálenost 
nulovou. Použití konkrétní metriky vzdálenosti závisí na řešené úloze.  
Také lze při výběru možné metriky použít i další dílčí kritéria, jako je charakter rozložení dat  
a výpočetní nároky. Obecně nelze doporučit vhodný postup pro výběr určité metriky na daný typ úlohy. 
Vzdálenost budeme dále označovat písmenem D.  [3, 4] 
 
Metriky vzdálenosti musí dodržovat následující podmínky:  
• Pokud jsou objekty stejné, vzdálenost mezi nimi se rovná 0. 
• Pokud se x = y, potom D (x, y) = 0 platí, že mezi rozdílnými objekty je vzdálenost kladná. 
• Pokud x ≠ y, potom D (x, y) > 0 platí, že vzdálenost objektu x od y je totožná, jako vzdálenost 
y od x. 
Pokud máme součet D (x, y) + D (y, x), musí být vždy ≥ D (x, z), platí zde trojúhelníková nerovnost. 
[3] 
 Euklidovská vzdálenost 
Jde o jednu z nejpoužívanějších měr vzdálenosti. Je založena na Pythagorově větě a znázorňuje 
Euklidovskou vzdálenost dvou objektů v prostoru o dvou proměnných.  
Je to metrika zřejmě s nejnázornější geometrickou interpretací, geometrickým místem bodů  
s toutéž Euklidovou vzdáleností od daného bodu je koule. [3, 4] 
 
 










 Manhattan vzdálenost 
Také nazývaná v angličtině „city-block metrika“, protože svým výpočtem ve dvourozměrném 
prostoru připomíná vzdálenost, kterou urazí automobil jedoucí z jednoho místa do druhého  
v pravoúhlem prostředí. Je definována tímto vztahem. [3, 4] 
 
 






 Minkowského vzdálenost 
Podle zvoleného koeficientu může odpovídat euklidovské nebo manhattanské metrice.  
Se stoupajícím koeficientem umocňování stoupá významnost větších rozdílů. To znamená, že čím větší 
mocnina, tím větší důraz na velké rozdíly mezi příznaky. [3, 4] 
 
 







2.2 Metriky podobnosti dvou obrazů s kvantitativními příznaky  
 Skalární součin 
Skalární součin definujeme mezi dvěma sloupcovými vektory. Jeho výsledkem je reálné číslo. 
V Euklidovském prostoru je pro dvojicí vektorů definován tímto vztahem. [4] 
 





 Tanimotova metrika podobnosti 
Tanimotova podobonost je použitelná pouze pro binární proměnné. Pohybuje se v rozmezí od 0 
do 1 (kde 1 je nejvyšší podobnost). [4] 
 










3 Shluková analýza 
Shluková analýza je metodou seskupování sady různorodých neoznačených prvků takovým 
způsobem, že prvky ve stejné skupině jsou si navzájem maximálně podobné, na rozdíl od prvků mimo 
tuto skupinu, kde je tato podobnost minimální. Přesnost většiny těchto algoritmů se odvíjí nejen podle 
jejich tvarů a četnosti, ale především prostorovými vztahy a vzdáleností jednotlivých shluků mezi sebou.  
Jednotlivé shluky lze tedy chápat jako sbírku objektů, které jsou si mezi sebou podobné  
a zároveň jsou odlišné od objektů patřících k jiným skupinám. Shluky mohou být rozdělovány, 
spojovány či vzájemně překrývány.  
Shlukovou analýzu řadíme do kategorie „učení bez učitele“, uplatnění nalézáme často  












3.1 Hierarchické metody 
Hierarchické metody vytváří posloupnost oddílů s jediným hlavním shlukem obsahujícím 
všechny dané objekty umístěným na jedné straně a samostatnými jednoprvkovými shluky umístěné na 
straně druhé. Každou ze středních úrovní lze považovat za kombinaci dvou shluků z úrovně nižší (nebo 
rozdělení shluků z další vyšší úrovně).  
Výsledky algoritmu hierarchického shlukování lze graficky zobrazit jako graf, který se nazývá 
dendogram neboli také binární strom. Tento graf nám zobrazuje spojitost a průběh jednotlivých 
mezilehlých shluků. Každý z uzlů grafu představuje shluk. Svislý směr v grafu představuje vzdálenost 
mezi shluky.  
Nevýhodou této metody je, že při učinění rozdělní či spojení jednotlivých shluků již nemůžeme 
zpětně docílit jejich navrácení do původního stavu a tím případně daný algoritmus pozměnit nebo 
vylepšit. Existují dva základní přístupy k vytváření hierarchického shlukování: [6, 9] 
 
• Aglomerativní (počínaje jednotlivými prvky a jejich agregací do shluků), 
• Divizní (počínaje hlavní množinou objektů, která je následně dělena na podmnožiny). 




   Obr. 4: Dendogram [vlastní] 
 Aglomerativní metody 
Metoda vychází z n jednoprvkových objektů, které jsou každý jednotlivým shlukem. Postupně 
spojujeme objekty po dvojicích, a to v pořadí od shluků s maximální podobností k podobnosti 
minimální. Výsledkem aglomerativní metody je právě jeden shluk. [11, 12] 
Při použití aglomerativní metody postupujeme po krocích, v každém jednotlivém kroku se 
spojují dva nejpodobnější shluky. Tuto podobnost vyjadřujeme za pomoci některých z níže zmíněných 
kritérií, dle kterých se vybírají shluky s největší podobností či nepodobností. [12] 
 
• Metoda nejbližšího souseda  
 
Vzdálenost je vyjádřena minimální vzdáleností libovolného bodu ve shluku vůči bodu v jiném 
shluku. Takto nalezené body se spojují nejkratší spojkou. Tato metoda není vhodná pro shluky o stejné 
vzdálenosti od již vytvořených shluků, kde může docházet ke kolizím. [17] 
 
 
Obr. 5: Metoda nejbližšího souseda [13] 
• Metoda nejvzdálenějšího souseda 
 
Metoda seskupuje naopak maximálně vzdálené skupiny bodů na základě největší vzdálenosti 





Obr. 6: Metoda nejvzdálenějšího souseda [13] 
• Metoda průměrné vazby 
 
Podobnost dvou shluků se počítá jako průměr vzdáleností mezi každými dvěma objekty 
patřícími do dvou různých shluků. Nejpodobnější jsou si shluky s nejmenší průměrnou vzdáleností.  
[13, 17]  
 
 
Obr. 7: Metoda průměrné vazby [13] 
 
• Wardova metoda 
Hlavním účelem není zjištění vzdálenosti shluků, ale minimalizování ztráty důležitých dat při 
vytváření nových shluků. Metoda je založena na ztrátě informací, která vzniká při shlukování. Kritériem 
pro shlukování je celkový součet druhých mocnin odchylek každého objektu od těžiště shluku,  
do kterého náleží. [17] 
 
 
Obr. 8: Wardova metoda [13] 
• Centroidová metoda 
 
Metoda je soustředěna na výpočet vzdáleností těžišť shluků, ty jsou pak následně slučovány dle 
vzdálenosti mezi těžišti od nejmenších. Pro výpočet je využívána Euklidovská metrika vzdálenosti. [14] 
 
 
Obr. 9: Centroidová metoda [14] 
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 Divizní metody 
Divizní metody neboli dělení od největšího shluku, předpokládá, že všechny objekty na začátku 
tvoří jediný shluk, který následně rozdělí na dva shluky s minimální podobností. Tento postup  
se rekurzivně opakuje, dokud nedojdeme k existenci samostatného shluku pro každé z pozorování.  
[10, 11, 12] 
 
 
Obr. 10: Znázornění postupu tvoření shluků za pomocí divizních metod [14] 
3.2 Nehierarchické metody 
Často nazývané také metodami rozkladu, které se uplatňují na místech, kde data netvoří 
hierarchickou strukturu. Algoritmu je přiřazena konkrétní oblast dat podle předem daných podmínek, 
prvotní rozklad se již dále nedělí.  
Přidělení k jednotlivým shlukům je buď dané, nebo se optimalizuje za pomoci míry příslušnosti 
jednotlivých objektů ke shlukům. Nehierarchické metody mají výhodu v aplikacích, které obsahují 
velké množství dat a použití hierarchických metod by zde bylo výpočetně velmi náročné. [11, 12] 
 
 Metoda k-means 
Tato metoda je především vhodná pro vytvoření menšího počtu jednotlivých shluků z velké sady 
dat. Je náchylná na odlehlé hodnoty, které je nutné předem normalizovat. Metoda k-means byla 
pojmenována podle počtů shluků k, do kterých budou data seskupeny, počet musí být před analýzou 
specifikován společně s počátečním odhadem o členství objektů všech shluků. 
Potenciální nevýhodu metody je, že pokaždé dochází k jinému výslednému řešení, neboť 
neexistuje univerzální metoda, která by identifikovala počáteční objekty a počty shluků, ty jsou proto 
zadány předem uživatelem nebo zvoleny náhodně do daných skupin, a i nadále v nich zůstávají.  
Metoda neumožňuje žádnými prostředky pro již přiřazené objekty následně zpětnou 
relokalizaci, proto jsou daná rozdělení dat spouštěna většinou náhodně a opakovaně za účelem nalezení 
optimálního výsledku. Způsoby dělení obecně vytváří k oddíly datových sad s n objekty, každá oblast 




Obr. 11: „Ukázka rozdělení objektů do shluků nehierarchickou metodou k-means. Výsledek je 
ovlivněn volbou počtu shluků. Vlevo: počet shluků k=3 je dobrá volba; vpravo: počet shluků k=2 je 
špatná volba.“ [14] 
 
 Metoda PAM  
Nazývaná také metoda k-medoidů. Vychází z počátečního rozdělení objektů do k shluků, stejně 
jako předchozí metoda k-means, avšak oproti ní, této metodě nevadí odlehlé hodnoty a šum v datech.  
Po vytvoření shluků je každému z nich přiřazen medoid, který představuje jejich konkrétní 
objekt. Prvotní medoid je nastaven tak, aby součet vzdáleností objektů od něj byl minimální. 
Následně přezkoumáváme objekty, které jsou nejblíže danému vlastnímu medoidu. Takto jsou 
zachovány v původním shluku. Vzdálenější objekty přemisťujeme do shluku, k jehož medoidu mají 
nejbližší vzdálenost. V další fázi se zjišťuje nejefektivnější rozložení k bodů, přidávají se zatím 
nezařazené body. [11, 12] 
 
Obr. 12: Rozdělení shluků pro metodu PAM [vlastní] 
 Fuzzy c-means 
Na rozdíl od předešlých shlukovacích metod s takzvaným tvrdým nastavením přístupu, což 
znamená, že daný objekt buď do shluku patří, nebo nepatří. Fuzzy c-means umožňuje, aby objekty 
mohly patřit do více shluků zároveň. 
Každému objektu je přiřazena váha příslušnosti k určitému shluku, nikoliv přiřazení každého 
objektu k jeho jedinečnému shluku. Objekty vně shluku se tudíž mohou vyskytovat s menší četností než 
objekty nacházející se ve středu shluku. 
Aplikace metody je využívána v dolování dat, rozpoznávání vzorů, klasifikaci a segmentaci 





Obr. 13: Model aplikování metody fuzzy c-means, volba počtu shluků, nastavení míry příslušnosti [15] 
 
 Metoda CLARA 
Algoritmus CLARA (Clustering Large Applications) je rozšířením metody PAM u velkých 
datových sad, kde objekty dosahují řádu tisíců. Zamýšlí snížit výpočtový čas v případě velkého souboru 
dat. Jako téměř každý algoritmus nehierarchických metod vyžaduje uživateli určit příslušný počet 
shluků, které mají být vytvořeny. To lze odhadnout pomocí funkce předem nadefinovaných funkcí.  
         Namísto zjištění medoidů pro celou sadu dat, metoda CLARA vezme v úvahu malý vzorek dat 
s pevnou velikostí a aplikuje algoritmus PAM pro vytvoření optimální sady medoidů pro vzorek. Kvalita 
výsledných medoidů se měří podle průměrných rozdílů mezi každým objektem v celé sadě dat  
a medoidem jeho shluku. 
 CLARA opakuje procesy vzorkování a shlukování předem stanoveným počtem opakování, aby 
se minimalizovalo zkreslení vzorků. Konečné výsledky shlukování odpovídají souboru medoidů. Pokud 
je kvantita zpracovávaných dat větší než shlukovaný vzorek, pak metoda nedosahuje přesného výsledku. 
[16] 
 Metoda CLARANS  
Metoda CLARANS (Clustering Large Application based on randomised Search) vychází 
z obdoby metody CLARA. Oproti PAM a CLARA její přednosti spočívají v časové složitosti. Počáteční 
fází je určení, do jaké vzdálenosti od medoidu se budou přilehlé objekty prohledávat, a to s každou 
nadcházející iterací. Zároveň se určuje i počet těchto iterací. Samotná metoda se dá jednoduše popsat 
jako prohledávání dendogramu, kde každý uzel může být ten pravý medoid, kterým je zajištěno 
optimální rozložení shluků.  
Metoda začíná náhodně zvoleným uzlem a pro předem zvolenou vzdálenost prohledávání 
prozkoumá sousední uzly. Pokud je nalezen lépe vyhovující uzel, tak ho vybere a pokračuje z něj. Pokud 
takový uzel nenajde, označí stávající uzel za lokální minimum. Konečným stavem je, pokud se dosáhne 
předem daného počtu iterací. [17, 18] 
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 Bagged shlukování  
Jedná se o poměrně novou metodu, která je schopná kombinovat hierarchický a nehierarchický 
přístup. Centrální myšlenkou je stabilizace nehierarchických metod, především k-means, neboť jeho 
výsledky jsme schopni pouze lokálně optimalizovat.  
Bagged shlukování může být aplikováno dvěma různými způsoby. Prvním z nich je předběžná 
fáze snižování složitosti pro hierarchické metody a druhým kombinace procedur pro nehierarchické 







4 Experimentální část 
Na základě znalostí získaných z teoretické části práce je v praktické části přistoupeno k realizaci 
cíle bakalářské práce, kterým je design a implementace algoritmů nehierarchických metod shlukové 
analýzy na reálná obrazová medicínská data a jejich následné porovnání. Zpracování proběhlo 
v programovacím jazyce MATLAB. Aplikace byla testována na třech skupinách datasetů, ve kterých 
bylo vždy po deseti obrazech, viz Tab. 1. Realizace aplikace je rozvržena do následujících dílčích částí. 
 
4.1 Načtení medicínských obrazů  
Skript pro načtení reálných medicínských obrazů do prostředí MATLAB funguje na principu 
výběru daného datasetu obrazů, který je skenován a obrazy z něj jsou načítány do buněčného pole. 
Následně je vybrán jeden obraz, který bude použit pro testování, viz příloha I.  
Tento obraz se převede z barevného RGB modelu na monochromatický, dojde tedy 
k odfiltrování barevné složky obrazu při zachování jeho jasových vlastností, obraz bude následně 
zobrazován v odstínech šedi. Pro tuto transformaci byla použita funkce, která je součástí prostředí 
MATLAB.  
 
 Y = [(0,3	∙ R) + (0,59 ∙ G) + (0,11 ∙ B)] 
 
 
                            (6) 
Princip funkce spočívá ve vytvoření váženého součtu jednotlivých složek RGB modelu.  
Pro každou složku je dán koeficient, kterým se složka násobí, viz rovnice (6). Jednotlivé koeficienty 
nám procentuálně vyjadřují příspěvek barev RGB do modelu stupně šedi. Červená barva (R) s 30 %, 
zelená (G) s 59 %, což je nejvyšší podíl ze všech 3 barev a modrá (B) s nejmenší hodnotou 11 %. Díky 
tomuto rozložení bude mít výsledný obraz správné jasové vlastnosti. V případě procentuálního 
převýšení červené nebo modré barvy nad zelenou bude obraz jasově utlumen. Je to dáno tím, že lidské 
oko je nejcitlivější právě na zelenou barvu. 
 
 
Obr. 14: Vývojový diagram pro načítání a konverzi obrazových dat 
 
 









Dataset 1 2 3 
Zdroj obrazů Angiografie cévní kalcifikace CT řezy jater 
MRI kloubní 
chrupavky 
Počet  10 10 10 
Rozměr [px] 1024 x 1024 630 x 630 442 x 442 512 x 512 




Obr. 15: Ukázka testovaných medicínských obrazů, nahoře obrazy datasetu č.1, uprostřed obrazy 
datasetu č.2, dole obrazy datasetu č.3 
4.2 Implementace šumu 
Implementace aditivního šumů u jednotlivých obrazů je realizována za pomocí předdefinované 
funkce MATLABu. Pro aplikaci je vybráno ze čtyř šumů, viz Obr. 16. U každého jsou nastaveny stejné 
vstupní parametry pro stanovení intenzity. Vstupem je nativní obraz, který po implementaci vychází 
jako obraz zašuměný. Tomuto tématu je věnována celá kapitola 5, kde je implementace šumu popsána 
detailně. 
 
4.3 Implementace algoritmu 
Vstup implementace je z důvodu dalšího porovnání rozdělen do dvou dílčích částí, a to 
segmentace nativního a zašuměného obrazu. K dispozici jsou dvě metody nehierarchické shlukové 
analýzy. Segmentovaný nativní obraz je brán jako zlatý standard a je určen pro další analýzu a porovnání 
spolu se segmentovanými zašuměnými obrazy.  




Obr. 17: Vývojový diagram implementace nehierarchických metod shlukové analýzy 
 
 
Obr. 18: Vývojový diagram implementace nehierarchických metod shlukové analýzy 
4.4 Evaluační metriky 
Pro porovnání výstupu byly vybrány dvě metody. MATLAB disponuje předdefinovanou funkcí, 
která reprezentuje střední kvadratickou chybu. Ta svým výpočtem a zpracováním patří k jednodušším 
metodám pro objektivní hodnocení kvality mezi obrazy. Mse je počítána pro všechny pixely zvlášť, 
tudíž nemusíme brát v potaz jejich vzájemnou závislost.  
 





Další z metod porovnání výstupních segmentací je korelační koeficient, který je v MATLAB 
realizován za pomocí přednastavené funkce. Tato funkce vrací hodnotu r, která reprezentuje podobnost 
mezi dvěma vstupními obrazy. 
 
 
















5 Implementace šumu 
Každý obraz obsahuje určitý druh šumu různého původu. Šum představuje parazitní část 
pořízeného obrazu, která zhoršuje jeho kvalitu. Šum může vznikat již v elektronice daného zařízení 
pořizující snímek či vnějšími vlivy jako jsou teplota, vlhkost nebo prašnost prostředí. Zhoršení  
a zašumění obrazu vzniká také při jeho následné úpravě nebo kompresi. 
 Odstranění šumu z obrazových dat je důležitou částí předzpracování pro další analýzu obrazu. 
Důležitým krokem při odstraňování šumu je zachování jeho původních vlastností, nemělo by tedy dojít 
ke zkreslení hran obrazu či jeho rozostření. [20] 
Všechny syntetické šumy byly implementovány v prostředí MATLAB za pomocí 
předdefinované funkce šumového generátoru. U každého z nich byla nastavena variabilní intenzita šumu 
s cílem sledování dynamiky šumu v kontextu degradace medicínských obrazů.  
 
Tab. 2: Exemplární nastavení 20 hodnot s denzitou (d) šumu salt & pepper a krokem 0,0125 
Krok 1 2 3 4 5 6 7 8 9 10 
Intenzita 
šumu (d) 
0,0125 0,025 0,0375 0,05 0,0625 0,075 0,0875 0,1 0,1125 0,125 
 
 
5.1 Gaussovský šum 
Představuje statistický šum, který má pravděpodobnost hustoty rozložení rovnající se normální 
distribuci Gaussova rozdělení. Ovlivňuje všechny pixely daného obrazu. Jeho amplitudové spektrum  
je konstantní. Je často označován jako elektronický šum, neboť může vznikat v elektronice daného 
zařízení, na vzniku se také může podílet teplota prostředí. U šumu je vstupním parametrem střední 
hodnota a rozptyl. Je popsán vzorcem: 
 






x je jasová intenzita šumu  
σ je rozptyl  





































        1                      2              3 
 
Obr. 20: Aplikace gaussovského šumu na CT řez: 1, nativní snímek; 2, μ=0, σ=0,1; 3, μ=0, σ= 0,5 
 
5.2 Šum sůl a pepř 
 Známý také jako impulsní šum, bývá způsoben ostrým a náhlým narušením obrazového 
signálu. Vyskytuje se jako řídce rozložené bílé a černé pixely. Jinými slovy, část šumu typu pepř  
je reprezentován hodnotami dle RGB modelu blížícími se k 0 a část typu šumu sůl hodnotami co 
nejvyššími, až k 255. U šumu je vstupním parametrem denzita. [21] 
      1                      2                3 
 
 
Obr. 21: Aplikace Salt & pepper šumu na CT řez: 1, nativní snímek; 2, d=0,1; 3, d=0,3 
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5.3 Šum speckle 
Tento typ šumu se vyskytuje nejčastěji u koherentních zobrazovacích systémů, jako jsou 
ultrazvukové systémy, lasery nebo magnetické rezonance. Vzniká při interferenci vracejícího se signálu 
odraženého od snímaného objektu zpět ke snímači. Výsledkem jsou tmavé pixely s vyšší jasovou 
intenzitou. U šumu je vstupním parametrem střední hodnota a rozptyl. [22] 
        1                      2               3 
 
Obr. 22: Aplikace speckle šumu na CT řez: 1, nativní snímek; 2, μ=0, σ=3; 3, μ=0, σ= 5 
5.4 Šum localvar 
Jedná se o obdobný typ gaussovského bílého šumu s lokálním rozptylem hodnoty v obraze. 
Hodnota intenzity šumu je dána polem a musí být sejné velikosti jako vstupní matice obrazu. U šumu je 
vstupním parametrem střední hodnota a rozptyl. 
       1                      2    3 
 
Obr. 23: Aplikace localvar šumu na CT řez: 1, nativní snímek; 2, μ=0, σ=0,1; 3, μ=0, σ= 0,3 
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6 Implementace metod shlukové analýzy na dvourozměrné signály 
Pro optimální funkci metody je důležité definovat počet shluků, což je nezbytný parametr pro 
všechny středové shlukovací algoritmy, který zadává uživatel nebo je počet zvolen náhodně. V tomto 
případě je to 3, 5 nebo 8 shluků. Při nekorektním nastavení algoritmu není schopen dosáhnout 
konvergence a výstup regionální segmentace může být nepřesný. 
Po nastavení počtu shluků je každému z nich přiděleno těžiště, ke kterému se následně přiřazují 
okolní objekty na základě metrik vzdálenosti. Takto přiřazené objekty se s každou další iterací 
přerozdělí, dokud nedojde k ustálení a všechny objekty již zůstávají na stejném místě ve správném 
shluku. Těžiště každého shluku tvoří aritmetický průměr všech bodů, které mu náleží. Každý z objektů 
je vždy blíže k vlastními shluku než ke shluku cizímu. Objekty náležící určitému shluku jsou pevně  
či s určitou mírou náležitosti přiřazeny ke shlukům. 
Každý shluk má své unikátní číslo nazývané také indexem shluku. Tato unikátní čísla jsou 
generována v rámci indexační matice, pro kterou se využívá barevné kódování. Následně je tedy možné 
klasifikovat jednotlivé shluky dle jejich přiřazených barev.  
 
6.1  Metoda k-means 
První z metod je k-means, kterou řadíme mezi metody s tvrdým přístupem, neboť při 
přidělování objektů k jednotlivým shlukům můžeme stanovit pouze rozhodnutí, zda daný objekt  
ke shluku patří či nepatří na logické úrovni 1 nebo 0. 
 
Algoritmus metody k-means: 
 
1. Zvolení počtu shluků. 
2. Náhodné přiřazení objektů ke shlukům. 
3. Výpočet těžiště pro každý shluk. 
4. Výpočet vzdálenosti všech objektů od těžiště shluku. 
5. Přiřazení objektů k nejbližšímu z těžišť. 
6. Opakovaní cyklu, dokud není přidělení shluku co nejstabilnější.  
 
 







J je objektivní funkce 
k je počet shluků 
n je počet objektů 
x je objekt 







Obr. 24: Algoritmus metody k-means 
Na Obr. 25. můžeme vidět implementaci metody k-means pro regionální segmentaci 
s nastavením 3 počátečních shluků. Objekty v obraze s nižším stupněm jasu byly potlačeny do pozadí. 
Viditelné jsou především jasná místa tkání, které jsou reprezentovány shlukem žluté barvy. V případě 
obrazu nahoře je viditelná především oblast jater, která je hojně prokrvena, stejně jako na obrazu dole 
srdeční sval, aorta a hlavní tepny. 
 
 





6.2 Metoda fuzzy c-means  
Algoritmus metody fuzzy c-means je obdobný jako u metody k-means. Oproti předchozí metodě 
je ale testovaná metoda fuzzy c-means založena na fuzzy logice. Fuzzy logika je vícehodnotová logika 
definovaná funkcí příslušnosti prvku na intervalu <0; 1>, kterých může být nekonečně mnoho.  
Můžeme tedy stanovit náležitost pixelů ke shlukům s určitou mírou příslušnosti. Metoda je 
taktéž schopna přiřadit jeden objekt k více shlukům najednou, avšak každý právě s jinou mírou 
příslušnosti viz Obr. 26. Vstupní počet shluků u fuzzy c-means, byl zadáván ve stejném počtu jako  
u metody k-means. 
 
 
Obr. 26: Funkce příslušnosti pro jednorozměrné datové sady. Vlevo tvrdá klasifikace umožňující 
binární rozhodování o příslušnosti, vpravo odstupňovaná funkce příslušnosti využívaná u fuzzy  
c-means [23] 
Algoritmus metody fuzzy c-means: 
1. Zvolení počtu shluků. 
2. Náhodné přiřazení míry příslušnosti každému z objektů. 
3. Výpočet těžiště shluku. 
4. Výpočet míry příslušnosti každého objektu k danému shluku. 
5. Tyto dva předchozí body jsou opakovány, dokud není dosáhnuto optimálního řešení.  
 𝐽L =**𝜇8-L \𝑥8(-) − 𝑐-\"`80%a-0% , 
 
 
                                   (11) 
kde: 
 
D je počet objektů  
N je počet shluků 
m je objekt patřící současně do více než jednoho shluku zároveň 
x je každý i-tý objekt 
c je těžiště j-shluků 




















Obr. 27: Algoritmus metody fuzzy c-means 
 






Obr. 29: Segmentovaný obraz metodou fuzzy c-means (vlevo), graf míry příslušnosti jednotlivých 
pixelů ke shlukům (vpravo) 
Obrazová matice je rozdělena na jednotlivé pixely, každý z nich má určitou hodnotu v intervalu 
<0; 255>. V případě formátu obrazu uint-8 rozeznáváme právě 2o jasových úrovní, což se rovná  
256 hodnotám. Hodnota 0 je absolutně černá barva a 255 je absolutně bíla, vše mimo tyto hodnoty jsou 
jednotlivé odstíny šedi.  
Na Obr. 29 (vpravo) je znázorněna v grafu závislost jasových intenzit pixelů na jejich 
příslušnosti ke shlukům. Každá z barevných křivek reprezentuje právě jeden shluk. Na ose x je hodnota 
intenzity jasu každého z pixelů. Na ose y jsou hodnoty reprezentující míru náležitosti pixelů určité 
intenzity ke shlukům. Pixely s mírou příslušnosti 1 absolutně náleží danému shluku, naopak 0 absolutně 
nenáleží.  
S jistotou tedy můžeme říct, že shluk červené barvy, viz Obr. 29 (uprostřed) reprezentuje 
nejtmavší pixely v obraze, na rozdíl od shluku modré barvy, který vyobrazuje cévní řečiště oblasti krku 
a hlavy, vyznačující se pixely s nejvyšší intenzitou jasu.  
 
 
Obr. 30: Nativní snímek (vlevo), Segmentovaný obraz metodou fuzzy c-means (uprostřed), graf míry 
příslušnosti jednotlivých pixelů ke shlukům (vpravo) 
Obr. 30 reprezentuje angiografický záznam cévního zásobení krku a hlavy pořízený 
magnetickou rezonancí. Na levé straně je vyobrazen nativní snímek v jednotlivých odstínech šedi. 
Prostřední snímek je po segmentaci metodou fuzzy c-means a koresponduje s jednotlivými grafy na 
pravé straně Obr. 30. Tyto grafy reprezentují míru příslušnosti jednotlivých pixelů ke shlukům. V tomto 
případě pro počet 5 shluků (nahoře) a 6 shluků (dole) výše zmíněného Obr. 30.  
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7 Testování metod na reálných medicínských datech 
Tato část práce je věnována testování na reálných medicínských datech a jejich následnému 
porovnání na základě implementace metod nehierarchické shlukové analýzy k-means a fuzzy c-means. 
Na následujících testovacích medicínských snímcích jsou vždy vyobrazeny na jedné straně nativní a na 
druhé segmentované snímky.  
Nastavované počty segmentačních tříd jsou voleny v různých v počtech, a to od 2 do 8. Na 
vybrané snímky byl aplikován aditivní šum určitého typu a intenzity. Na snímcích je možné rozeznat 
rozdíl segmentačních úrovní a parazitního šumu. Implementace byla provedena především na data 
pořízená za pomocí magnetické rezonance. U některých typů snímků jsou vybrány jejich preferované 
oblasti, které jsou poté separátně segmentovány. Ukázka testovaných datasetů za účelem následné 
evaluace je vyobrazena v příloze III.  
 
Obr. 31: (a) – nativní snímek, (b) – segmentovaný snímek metodou k-means pro 3 shluky, (c) – 
segmentovaný snímek metodou k-means pro 5 shluků, (d) – segmentovaný snímek metodou k-means 
pro 8 shluků 
Na Obr. 31 (a) je vyobrazeno cévní zásobení dolních končetin, snímky pochází z magnetické 
rezonance a jedná se o angiografii. Pořízený nativní snímek na Obr. 31 (a) disponuje jasově odlišnými 
částmi, a to pouze v oblasti cév, kde byla provedena aplikace kontrastní látky.  
Pozadí a okolí cév je nepotřebné, proto při nastavení 3 shluků dojde k jeho odfiltrování, viz  
Obr. 31 (b). U nastavení 5 a 8 shluků na Obr. 31 (c, d) je pozadí opět viditelné, ale zobrazení cév zůstává 






Obr. 32: (a) – nativní snímek, (b) – nativní snímek vybrané oblasti, (c) – segmentovaný snímek 
metodou k-means pro 2 shluky, (d) – segmentovaný snímek metodou k-means pro 4 shluky 
Segmentace obrazu nemusí být účelně implementována na celý snímek, ale pouze na jeho 
důležité podoblasti. V případě Obr. 32 (a, b) byla vybrána část snímku zachycující cévní řečiště v oblasti 
krku. Je zřejmé, že při nastavení 2 shluků, jak ukazuje Obr. 32 (c), není metoda k-means schopna cévy 
rozeznat. Snímek je totiž rozdělen pouze na pozadí (jeden shluk) a tkáň (druhý shluk). Řečiště jsme 
schopni rozeznat až při aplikaci více než 2 shluků, viz Obr. 32 (d) kde byly nastaveny 4 shluky.  
 
Obr. 33: (a) – nativní snímek, (b) – nativní snímek vybrané oblasti, (c) – segmentovaný snímek 
metodou fuzzy c-means pro 2 shluky, (d) – segmentovaný snímek metodou fuzzy c-means pro 3 
shluky,(e) – segmentovaný snímek metodou fuzzy c-means pro 4 shluky, (f) – segmentovaný snímek 
metodou fuzzy c-means pro 5 shluků 
Na Obr. 33 je vidět opět provedená selekce části snímku zachycující ledviny. Segmentace byla 
provedena za pomoci metody fuzzy c-means. Jednotlivé snímky od a do f zobrazují stupňující se 
nastavený počet shlukovacích tříd. Na Obr. 33 (c) jsou ledviny špatně rozpoznatelné. Nejlépe 
segmentovaný snímek je na Obr. 33 (d) při nastavení 3 shluků, neboť byly potlačeny parazitní části 




Obr. 34: (a) – implementace gaussovského šumu, (μ=0, σ=0,1), (b) – segmentovaný snímek metodou 
k-means pro 3 shluky, (c) – segmentovaný snímek metodou k-means pro 5 shluků,  
(d) – implementace gaussovského šumu, (μ=0, σ=0,3), (e) – segmentovaný snímek metodou k-means 
pro 3 shluky, (f) – segmentovaný snímek metodou k-means pro 5 shluků 
Obrazová data generovaná za pomoci zobrazovacích metod v medicíně jsou ve většině případů 
ovlivněna určitou mírou a typem šumu. Na Obr. 34 (a) je nastaven umělý aditivní šum gaussovského 
typu na hodnotu, (μ=0, σ=0,1) a na Obr.34 (d) na hodnotu, (μ=0, σ=0,3). Následně je implementována 
metoda k-means, a to s nastavením 3 shluků na Obr. 34 (b, e) a s nastavením 5 shluků na Obr. 34 (c, f). 
Snímek pochází opět z angiografického záznamu dolní končetiny při aplikaci kontrastní látky.  
 
 
Obr. 35: (a) – implementace salt&pepper šumu, (d=0,1), (b) – segmentovaný snímek metodou k-
means pro 3 shluky, (c) – segmentovaný snímek metodou k-means pro 8 shluků, (d) – implementace 
salt&pepper šumu, (d=0,3), (e) – segmentovaný snímek metodou k-means pro 3 shluky, (f) – 
segmentovaný snímek metodou k-means pro 8 shluků 
Druhým typem z implementovaných aditivních šumů je salt & pepper. Obraz pochází  
z angiografie dolních končetin a pánve, získané za pomocí magnetické rezonance. Na Obr. 35 (a) je 
denzita nastavena na 0,1 a 0,3 na Obr. 35 (d). Následně je obraz segmentován metodou k-means pro  
3 shluky, jak ukazuje Obr. 35 (b, e) a pro 8 shluků, viz Obr.35 (c, f). V obou případech nastavení je 
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Obr. 36: (a) – implementace localvar šumu, (μ=0, σ=0,1), (b) – segmentovaný snímek metodou fuzzy 
c-means pro 2 shluky, (c) – segmentovaný snímek metodou fuzzy c-means pro 6 shluků, (d) – 
implementace localvar šumu, (μ=0, σ=0,3), (e) – segmentovaný snímek metodou fuzzy c-means pro 2 
shluky, (f) – segmentovaný snímek metodou fuzzy c-means pro 6 shluků 
Na Obr. 36 (a) je vyobrazena artikulární chrupavka kolenního kloubu s nastavením localvar 
šumu s úrovní intenzity, (μ=0, σ=0,3) a poté silným zašuměním s úrovní, (μ=0, σ=0,3), viz Obr. 36 (d). 
Segmentace je provedena v počtu 2 shluků, viz Obr. 36 (b, e). Na snímku lze vidět, že metoda obraz 
úspěšně rozdělila na 2 shluky, a to na pozadí a snímaný kolenní kloub, detaily snímku jsou potlačeny 




Obr. 37: (a) – nativní snímek, (b) – implementace salt&pepper šumu, (d=0,3), (c) – segmentovaný 




Na Obr. 37 (a) je vyobrazený nativní snímek cévního řečiště oblasti hlavy získaný za pomocí 
angiografie. Jasná a nejvíce ostrá část snímku je aplikovaná kontrastní látka kolující v cévách. Na  
Obr. 37 (b) je implementován šum salt & pepper s vysokou hustotou. Je patrné, že cévní řečiště zaniká 
spolu s pozadím. Na Obr. 37 (c, d) je již implementována metoda fuzzy c-means.  
Při použití 2 shluků na Obr. 37 (c) je řečiště metodou úspěšně rozpoznáno a vyznačeno shlukem 
žluté barvy, vše ostatní bylo potlačeno do pozadí. Při nastavení pro 3 shluky se na Obr. 37 (d) vyobrazí 
i okolní tkáně reprezentované shlukem zelené barvy, avšak již dochází ke zkreslení krevního řečiště.  
 
 
Obr. 38: (a) – implementace gaussovského šumu, (μ=0, σ=0,3), (b) – segmentovaný snímek 
metodou fuzzy c-means pro 3 shluky, (c) – implementace gaussovského šumu = (μ=0, σ=0,4), (d) – 
segmentovaný snímek metodou fuzzy c-means pro 5 shluků 
 
Následující Obr. 38 (a, c) ukazuje silně zašuměné snímky cévního řečiště v oblasti krku a hlavy. 
Na snímky byl aplikován gaussovský šum o intenzitě, (μ=0, σ=0,3) a (μ=0, σ=0,4), viz Obr.38 (b, d). 
Vyšší intenzita je zvolena za účelem stanovení hranic metody a jejího rozpoznání jednotlivých oblastí 
snímku. Použita je metoda fuzzy c-means, která je robustnější na data s intenzivním šumem.  
Nastavení pro gaussovský šum, (μ=0, σ=0,3) a 3 shluky metoda úspěšně segmentovala cévy, 
viz Obr. 38 (b). Na rozdíl od nastavení pro 5 shluků a intenzitu, (μ=0, σ=0,4), dochází k velkému 








8 Modelování tkaní na základě shlukové analýzy  
Modelování tkání je nezbytnou částí zpracování medicínských obrazů. Dochází zde díky 
matematickému popisu a následné aplikaci vhodného segmentačního algoritmu k odlišení důležitých 
objektů v obraze. Takovým objektem může být kupříkladu nádor mozku, který jsme díky těmto 
metodám schopni detekovat, ohraničit, či dokonce spočítat jeho charakteristické příznaky.  
V případě Obr. 39 byl obraz segmentován metodou fuzzy c-means a byl rozdělen do 8 shluků 
zobrazených odlišnými barvami. Následně byl aktivován kurzor, kterým bylo zjištěno, že pixely 
vyobrazující cévní řečiště spadají dle indexační matice ke shluku s indexem 8 (pixely žluté barvy). 
Následujícím krokem byl obraz procházen a všechny indexy nerovnající se shluku 8 byly vynulovány, 
tudíž se zobrazí jako pixely černé barvy. 
 
 
Obr. 39: Vlevo nativní snímek, uprostřed segmentovaný snímek s nastavením 8 shluků, vpravo 
extrakce cévního zásobení dolních končetin 
Na Obr. 40. byl obraz segmentován metodou k-means do 5 shluků. Při pohledu na obraz vpravo 
lze vidět vyextrahovaný cévní systém zásobení mozku. Cévy jsou na rozdíl od Obr. 39. zastoupeny 
pixely černé barvy, tudíž je zde docíleno opačného principu, a to vynulování shluku, který chceme 
zobrazit. V našem případě se jedná právě o cévní systém.  
 
 
Obr. 40: Vlevo nativní snímek, uprostřed segmentovaný snímek s nastavením 5 shluků, vpravo 
extrakce cévního zásobení mozku 
Cílem modelování tkání je převedení vstupních obrazových dat generovaných zobrazovacím 
systémem (MRI, CT) na matematickou informaci o daných objektech, které se v obraze nacházejí. Tyto 
objekty jsou ve většině případech tvořeny pixely s odlišnými vlastnostmi, díky tomu jsme schopni 
rozlišit vlastnost těchto pixelů a přiřadit je následovně k jednotlivým tkáním. Takto rozčleněné části 






9 Implementace metod shlukové analýzy na jednorozměrné signály  
Kapitola se zabývá možnostmi implementace shlukové analýzy pro 1D signály s cílem 
dekompozice charakteristických segmentů těchto signálů. 
Metody k-means a fuzzy c-means byly implementovány na EKG záznam. EKG je zařízení, které 
je schopné měřit elektrickou aktivitu myokardu srdce na povrchu těla pacienta, jelikož ta se šíří všemi 
směry do celého těla. Výstupem je EKG křivka, viz Obr. 41. Křivka se skládá z jednotlivých částí. Úsek 
P-Q reprezentuje depolarizaci síní, následuje QRS komplex, který reprezentuje stah svaloviny komor  
a vypuzení krve do oběhu. Vlna T vzniká při repolarizaci srdečních komor.  
 
 
Obr. 41: Křivka EKG záznamu [24] 
 
V prvé řadě byla vybrána fyziologická křivka, která je vyobrazena na Obr. 42 (vlevo). Následně 
byl extrahován vzorek křivky o délce 2 sekund. Křivka vykresluje 3 srdeční stahy, úkolem shlukové 
analýzy je v tomto případě rozčlenění křivky na 3 části. Tím dosáhneme oddělení jednotlivých srdečních 
stahů na samostatné celky.     
 
Obr. 42: Vlevo fyziologická křivka EKG, vpravo extrakce části křivky 
 
Následně byla implementována metoda k-means. V prvním případě byla nastavena pro  
2 shluky, viz Obr. 43 (vlevo). Toto nastavení se jeví jako neefektivní řešení, neboť se křivka rozdělí 
pouze na shluk modré a červené barvy, tudíž na dvě části. 
Úkolem segmentace křivky je klasifikace jednotlivých srdečních stahů. Toho je docíleno na 
Obr. 43 (vpravo). V tomto případě bylo správným řešením zvolení 3 shluků, to znamená, že je křivka 





Obr. 43: Vlevo segmentace křivky metodou k-means s nastavením 2 shluků, vpravo segmentace křivky 
metodou k-means s nastavením 3 shluků 
Při nastavení více shluků v případě Obr. 44 jsme schopni křivku rozčlenit na části menší  
než jeden srdeční stah. V tomto nastavení došlo k rozdělení na 3 shluky modré barvy reprezentující 
depolarizaci síní a komor a 3 shluky červené barvy detekující repolarizaci komor, tedy ST úsek. Tento 
úsek je důležitou částí křivky pro zjištění závažného infarktu myokardu, který se vyznačuje nadměrným 









Obr. 45: Vlevo EKG záznam srdeční arytmie, vpravo segmentace křivky pro 4 shluky 
Následující křivka na Obr. 45 (vlevo) zobrazuje nefyziologickou srdeční činnost. Úkolem 
segmentace na základě metody fuzzy c-means je v tomto případě opět oddělení jednotlivých stahů pro 
následnou možnou analýzu a vyhledání anomálií. Byly zvoleny 4 shluky, jak ukazuje Obr. 45 (vpravo), 





10 Evaluace testovaných dat 
V Tab. 3 jsou výsledné hodnoty jednotlivých korelačních koeficientů pro různá nastavení 
segmentačních metod. Tyto koeficienty jsou vždy zprůměrovány ze 30 zpracovávaných snímků  
a jednotlivých šumů. Každá hodnota tabulky je tedy průměrným zástupcem skupiny jednotných 
výsledných hodnot.  
 
Tab. 3: Výsledné průměrné korelace metod pro jednotlivé šumy 
 k-means fuzzy c-means 
 3 shluky 5 shluků 8 shluků 3 shluky 5 shluků 8 shluků 
Gaussovský šum 0,589 0,640 0,653 0,581 0,623 0,638 
Salt & pepper šum 0,718 0,743 0,756 0,718 0,751 0,758 
Speckle šum 0,885 0,931 0,941 0,898 0,934 0,947 
Localvar šum 0,704 0,745 0,764 0,695 0,736 0,752 
 
Následující Tab. 4 reprezentuje jednotlivé průměry výsledných hodnot, avšak střední 
kvadratické chyby jednotlivých snímků.  
 
Tab. 4: Výsledné průměrné střední kvadratické chyby metod pro jednotlivé šumy 
 k-means fuzzy c-means 
 3 shluky 5 shluků 8 shluků 3 shluky 5 shluků 8 shluků 
Gaussovský šum 0,418 1,123 2,909 0,430 1,233 3,487 
Salt & pepper šum 0,283 0,685 1,583 0,300 0,706 1,693 
Speckle šum 0,100 0,169 0,353 0,091 0,169 0,365 
Localvar šum 0,266 0,705 1,771 0,281 0,791 2,212 
 
 Rozsáhlejší výsledky korelačních koeficientů a střední kvadratické chyby jsou zaznamenány 
v Tab. 1 a 2 přílohy IV. Současně jsou v této příloze uvedeny další grafické závislosti jednotlivých 
testování.  
 
10.1 Analýza pro rozdílný počet shlukovacích tříd 
Vstupem pro celkovou analýzu bylo u obou metod nutné zvolení počtu shluků. Tento parametr 
byl volen u obou metod stejně. Testování bylo provedeno s nastaveným gaussovským šumem pro 
následující grafy. Na levé straně Obr. 46 je vyobrazen graf pro metodu k-means a na pravé straně graf 
pro metodu fuzzy c-means. U obou metod jsou počty nastaveny na 3, 5 a 8 shluků.  
Z grafů je patrné, že křivka pro 8 shluků vykazuje nejvyšší možné hodnoty korelačního 
koeficientu, a to s 10% rozdílem vůči křivce pro 3 nastavené shluky, z toho se dá logicky usuzovat, že 




Obr. 46: Závislost počtu shluků na kvalitě segmentace obrazu 
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10.2 Analýza metody k-means a fuzzy c-means pro každý typ šumu 
V této analýze bylo úkolem porovnat rozdílné výsledky mezi metodou k-means a fuzzy c-means 
pro každý z aplikovaných šumů. V jednotlivých grafech na Obr. 47 lze vidět křivky reprezentující 
korelační koeficienty metod v závislosti na intenzitě šumu.  
Ačkoliv je metoda fuzzy c-means robustnější a její výpočet je matematicky náročnější, v této 
analýze jsou výsledné grafy pro obě metody téměř duplicitní. Co se týče lepší úspěšnosti jedné metody 
nad druhou, pro žádný ze šumů zde není patrný žádný markantní rozdíl. Detailnější rozbor diference lze 







Obr. 47: Srovnání metod k-means a fuzzy c-means na jednotlivých typech šumu 
Na následujícím Obr. 48 je graficky vyobrazena diference mezi metodou k-means a fuzzy  
c-means s nastaveným šumem typu salt & pepper. Detailně je zde vidět procentuální rozdíl mezi oběma 
metodami, ačkoliv je minimální. Největší diference je v počátku při nižší intenzitě šumu, následně jsou 




Obr. 48: Graf míry diference mezi metodami k-means a fuzzy c-means 
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10.3 Analýza míry zkreslení obrazu na základě zvolení typu šumu 
Výsledné grafy reprezentují všechny druhy implementovaných šumů v závislosti na jejich 
intenzitě. Úkolem této analýzy bylo zjistit, který ze šumů nejagresivněji ovlivní medicínské obrazy.  
Nejméně ovlivňující byl vyhodnocen šum typu speckle, který v rámci korelačního koeficientu 
vykazuje pokles kvality obrazu na celkové intenzitě pouze 10 %. Je to dáno rozložením jeho šumu, které 
je situováno především na jasově intenzivnější oblasti obrazu. Nejvíce ovlivňující je gaussovský šum, 
který vykazuje zhruba 40% zkreslení obrazu. Důvodem je, že tento šum postihuje všechny pixely 
v obraze nezávisle na jejich jasové intenzitě. Šumy typu salt & pepper a localvar vykazují zkreslení 




Obr. 49: Grafy míry ovlivnění a zkreslení obrazu na základě zvolení typu šumu 
10.4  Rozdíl ovlivnění obrazu šumem v závislosti na typu datasetu 
Zde byla analyzována rozdílnost střední kvadratické chyby v závislosti na intenzitě 
gaussovského šumu pro každý z datasetů. Jako nejméně zasažené obrazy šumem vychází CT řezy jater 
a hned za nimi MRI kloubních chrupavek. Důvodem je především podobnost jednotlivých obrazů 
v datasetu na rozdíl od angiografie cév, kde se typ obrazů výrazně liší, a to především v úhlu a snímané 
části jednotlivých cévních partií. Výsledek angiografie cév je tudíž zhruba s 15% poklesem oproti 












11 Návrh graficko-uživatelského prostředí 
Na základě výše zpracovaných a implementovaných metod bylo vytvořeno v MATLAB 
graficko-uživatelské prostředí. V následující kapitole se nachází obrázky popisující jeho funkčnost.  
Aplikace je členěna na 3 části. První z nich je na Obr. 51 (vlevo), zde probíhá načtení obrazu  
a implementace aditivního šumu. Následně má možnost uživatel volit mezi metodou k-means, která je 
nastavována ve střední částí Obr. 51 a fuzzy c-means nastavována vpravo Obr. 51. U každé z metod je 
také zakomponován výpočet jednotlivého korelačního koeficientu a střední kvadratické chyby vůči 
nativnímu segmentovanému obrazu. 
 
 
Obr. 51: Graficko-uživatelské prostředí 
V prvním kroku je vybrán obraz z určitého datasetu. Za pomocí ovládacího prvku Načti obraz 
je vyvoláno dialogové okno a uživatel si vybírá jím zvolený obraz. Nahrání probíhá do pracovní plochy 
uživatelského prostředí. Součástí prostředí jsou také ovládací prvky Reset, pro uvedení aplikace do 
původního stavu a Konec, pro ukončení aplikace. 
 
V druhém kroku je aplikován šum, kde za pomocí přepínače volíme jeden z typů šumu a jeho 
intenzitu. Intenzitu je možno volit zapsáním vybrané hodnoty do textového pole s názvem Intenzita 
šumu. Po stisknutí ovládacího prvku Aplikuj šum se na místo nativního snímku vyobrazí zašuměný 
obraz, viz Obr. 53.  




Obr. 53: Aplikace šum 
V posledním kroku volíme ze dvou možností, mezi metodu k-means a fuzzy c-means. Obě 
metody mají v grafickém prostředí přidělené vlastní nastavení počtu shluků, textová pole pro zobrazení 
výsledku a ovládací prvek. Při stisknutí ovládacího prvku Vypočti je v prvé řadě vykreslen nativní 
segmentovaný obraz, poté zašuměný segmentovaný obraz a následovně je vypočten automaticky  
















Úkolem bakalářské práce bylo navrhnutí a design metod shlukové analýzy pro 1D a 2D 
medicínské signály. V prvním kroku byly shromážděny nezbytné informace o problematice učení bez 
učitele a klasifikaci biomedicínských dat, které jsou sepsány v teoretické části práce. Následně byly 
vybrány metody k-means a fuzzy c-means spadající do nehierarchické shlukové analýzy. Práce je z větší 
části koncipovaná na zpracování obrazových dat. Zpracováno bylo také testování na 1D signálech, a to 
analýza pro elektrokardiografickou křivku.  
Hlavní implementace na obrazová data proběhla na vybrané 3 datasety získané především 
z magnetické rezonance a výpočetní tomografie. Na všechny obrazy byl aplikován aditivní šum. 
Následovalo testování obou metod při nastavení počtu prvotních shluků 3, 5 a 8. Každý jednotlivý 
zašuměný a nativní segmentovaný obraz byly následně mezi sebou porovnány. Porovnání bylo 
realizováno za pomoci korelačního koeficientu a střední kvadratické chyby. Všechny výsledné hodnoty 
se následně zprůměrovaly pro každý obraz a určitou hodnotu intenzity.  
 Závěrečná část je věnována zhodnocení testování. Hlavním úkolem bylo srovnání obou metod. 
Ačkoliv je metoda fuzzy c-means robustnější než k-means, v celkovém výsledku si jsou metody u všech 
druhů šumu výkonově téměř rovny. Odchylka se pohybuje v jednotkách procent. U analýzy zabývající 
se mírou ovlivnění obrazu dle typu šumu největší ovlivnění nastává při aplikaci gaussovského šumu, 
dochází až k 40% zkreslení vůči nativnímu obrazu. Nejmenší zkreslení, 10 %, bylo zaznamenáno  
u speckle šumu. U salt & pepper a localvar šumu bylo zkreslení do 30 %. Analýza pro zvolení počtu 
shluků vykazovala nejlepší výsledky u 8 shluků, avšak také delší výpočetní čas. Při srovnání 
s nastavením shluků 3 byl zde zhruba 15 % rozdíl. Z analýzy tedy vyplívá že vyšší počet shluků je více 
robustní na aditivní obrazový šum. Nejvíce ovlivněn šumem byl dataset s angiografickými snímky 
pořízen magnetickou rezonancí, důvodem je snímání různých částí těla pacienta, na rozdíl od obrazů 
kolenních chrupavek a CT řezů jater, kde byly obrazy získány z větší části pod stejným úhlem. 
Testování proběhlo na jednorozměrných a dvojrozměrných medicínských datech, a to na 
základě implementace dvou zvolených metod. Do budoucna by se práce mohla zaobírat trojrozměrnými 
obrazovými daty, extrakcí tkání v prostoru, měřením velikosti objektů v obraze a celkovým srovnáním 
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I. Originální data 
Obr.1: Dataset 1, cévní angiografie  
Obr.2: Dataset 2, CT řezy jater 
Obr.3: Dataset 3, MRI kolenní chrupavky 
 
 
Obr. 1: dataset 1, cévní angiografie 
 
Obr. 2: dataset 2, CT řezy jater 
 
       Obr. 3: dataset 3, MRI kolenní chrupavky 
  
II. Zašuměná data 
Obr.1: Implementace 20 úrovní gaussovského šumu, (μ=0, σ=0 – 0,25) na datset č. 1    
Obr.2: Implementace 20 úrovní salt & pepper šumu, (d=0 – 0,25) na dataset č. 2 
Obr.3: Implementace 20 úrovní speckle šumu, (μ=0, σ=0 – 0,25) na dataset č. 3 
Obr.4: Implementace 20 úrovní localvar šumu, (μ=0, σ=0 – 0,25) na dataset č. 1 
 
Obr. 1: Implementace 20 úrovní gaussovského šumu, (μ=0, σ=0 – 0,25) na datset č. 1   
 
Obr. 2: Implementace 20 úrovní salt & pepper šumu (d=0 – 0,25) na dataset č. 2 
  
 
Obr. 3: Implementace 20 úrovní speckle šumu (μ=0, σ=0 – 0,25) na dataset č. 3 
 
Obr. 4: Implementace 20 úrovní localvar šumu (μ=0, σ=0 – 0,25) na dataset č. 1 
  
  
III. Výsledky metod k-means a fuzzy c-means 
Obr.1: K-means pro 3 shluky implementována na obrazy s gaussovským šumem, (μ=0, σ=0 –0,25) 
Obr.2: K-means pro 8 shluků implementována na obrazy s gaussovským šumem, (μ=0, σ=0 – 0,25) 
Obr.3: K-means pro 3 shluky implementována na obrazy se speckle šumem, (μ=0, σ=0 – 0,25) 
Obr.4: Fuzzy c-means pro 8 shluků implementována na obrazy se speckle šumem, (μ=0, σ=0 – 0,25) 
Obr.5: Fuzzy c-means pro 5 shluků implementována na obrazy se salt & pepper šumem, (d=0 - 0,25) 
Obr.6: Fuzzy c-means pro 8 shluků implementována na obrazy se salt & pepper šumem, (d=0 - 0,25) 
 
Obr. 1: K-means pro 3 shluky implementována na obrazy s gaussovským šumem,(μ=0, σ=0 – 0,25)   
 
Obr. 2: K-means pro 8 shluků implementována na obrazy s gaussovským šumem,(μ=0,σ=0 – 0,25) 
  
 
Obr. 3: Metoda k-means pro 3 shluky implementována na obrazy se speckle šumem, (μ=0, σ=0 – 0,25) 
 
 
Obr. 4: Fuzzy c-means pro 8 shluků implementována na obrazy se speckle šumem, 
 (μ=0, σ=0 – 0,25) 
  
 
Obr. 5: Metoda fuzzy c-means pro 5 shluků implementována na obrazy se salt & pepper šumem, 
 (d=0 – 0,25) 
 
Obr. 6: Metoda fuzzy c-means pro 8 shluků implementována na obrazy se salt & pepper šumem,  
(d=0 – 0,25)  
  
IV. Grafy a tabulky 
Obr.1: Graf srovnání metod pro 3 shluky v závislosti na gaussovském šumu (vlevo), graf srovnání metod 
pro 3 shluky v závislosti na salt & pepper šumu (vpravo) 
Obr.2: Graf srovnání metod pro 3 shluky v závislosti na speckle šumu (vlevo), graf srovnání metod pro 
3 shluky v závislosti na localvar šumu (vpravo) 
Obr.3: Míra ovlivnitelnosti jednotlivých datasetů šumem, vlevo speckle šum, vpravo localvar šum 
Obr.4: Míra ovlivnitelnosti jednotlivých datasetů salt & pepper šumem 
 
Tab. 1: Výsledné hodnoty korelačních koeficientů 
Tab. 2: Výsledné hodnoty střední kvadratické chyby 
 
 
Obr. 1: Graf srovnání metod pro 3 shluky v závislosti na gaussovském šumu (vlevo), graf srovnání 
metod pro 3 shluky v závislosti na salt & pepper šumu (vpravo) 
 
Obr. 2: Graf srovnání metod pro 3 shluky v závislosti na speckle šumu (vlevo), graf srovnání metod 
pro 3 shluky v závislosti na localvar šumu (vpravo) 
 
Obr. 3: Míra ovlivnitelnosti jednotlivých datasetů šumem, vlevo speckle šum, vpravo localvar šum 
  
 



































Tab. 2: Výsledné hodnoty střední kvadratické chyby  
 
  
V. Příloha na CD 
 
Název Popis 
Kod_a_Algoritmy Praktická část práce v programu MATLAB 
2019_SKA0143_BP Bakalářská práce v elektronické podobě 
Data  Vstupní obrazová data, křivky EKG, výsledné tabulky hodnot 
 
