(
This initial model is fit using maximum likelihood estimation, which has been implemented for multinomial logistic regression in the R package nnet (Ripley et al., 2016) . The estimated value for B is denoted as
The residuals of the model for sample i and taxon j (on the additive log-ratio scale) are computed as:
where a pseudo-count of 1 is added to each element of Y as zero counts cannot be accommodated in the log-ratio transformation. Assume, without loss of generality, that the rows of E can be rearranged as:
where E (0) and E (1) contain the rows of E for samples corresponding to groups z i = 0 and z i = 1, respectively.
Initial estimates of the precision matrices Σ −1 0 and Σ −1 1 , denoted as S (0) and S (1) , can be obtained by calculating the empirical precision matrices obtained from the model residuals:
for each z ∈ {0, 1}. The operator A + denotes the Moore-Penrose inverse of the matrix A which is used to handle the possibility that A is not invertible. If A is indeed invertible, then A + = A −1 .
Then letŝ 
jj , respectively. To pick a reasonable hyperparameter for the exponential prior on λ, we begin by maximizing p(λ|Σ −1 0 , Σ −1 1 ) with respect to λ after plugging in the initial estimates calculated above. The goal is to calculate an initial guess λ init as follows:
λ init = arg max λ>0 p(λ| Σ −1 0 , Σ −1 1 ).
To begin, we can write the conditional distribution of λ as:
After taking the logarithm, we obtain: log(p(λ|Σ −1 0 , Σ −1 1 )) = j<j 2 log(λ) − λ |s 
Differentiating with respect to λ gives:
We set ∂ log(p(λ|Σ −1 0 ,Σ −1 1 )) ∂λ = 0 and solve for λ. At this time, we can plug in the intial estimates in S (0) and S (1) to get the initial estimate of λ as:
This initial estimate of is used to form the rate hyperparameter in the exponential prior of λ. We set the mean of this distribution to be equal to λ init , and so the prior for λ is set to be:
To give an idea of the estimated values of λ from MDiNE, we show in Figure S1 the distributions of λ over the American Gut simulation replications. 2 Additive log-ratio transformation At this point it is a well-known fact that microbiome data are compositional, and that particular care must be taken in order to avoid finding spurious correlations between taxa (McMurdie and Holmes, 2013) .
Log-ratio transformations have generally been used as a precursor to running correlation-based analyses on compositional data.
The parameters in MDiNE are assumed to have an effect on the additive log-ratio of the taxon proportions.
Assume that the true underlying proportions in microbial population i are given by π ij for j ∈ {1, . . . , J 0 }, where J 0 is the total number of taxa across all populations, so that, 0 ≤ π ij ≤ 1 and J0 j=1 π ij = 1. However, not all of the J 0 taxa are observed in a sequencing sample. Assume that we observe J + 1 unique taxa across all samples i ∈ 1, . . . , N , and that π ij for j ∈ 1, . . . , J + 1 correspond to taxa observed in one or more samples.
In the main manuscript, the taxon proportions are defined in terms of only observed taxa; i.e. the proportion for taxon j in individual i is denoted by p ij , such that 0 ≤ p ij ≤ 1 and J+1 j=1 p ij = 1. The relationship between the π ij and the p ij is given by:
(p i1 , p i2 , p i3 , . . . , p i(J+1) ) = π i1 , π i2 , π i3 , . . . , π i(J+1) J+1 j=1 π ij
Assume taxon J + 1 is to be used as the reference taxon. So for any taxon j ∈ {1, . . . , J}, we consider the additive log-ratio between π ij and π i(J+1) . But, by using the relationship in Equation 12 we have that:
Therefore, because of the scale invariance property of the additive log-ratio transformation (Aitchison, 1986) , any inference made on parameters affecting the additive log-ratio of the proportion p ij with respect to p i(J+1) is also applicable to the additive log-ratio of the proportion π ij with respect to π i(J+1) .
Joint posterior distribution
The joint posterior distribution for the full model outlined in the main manuscript can be written as:
p(W, B, Σ −1 0 , Σ −1 1 , λ|Y) ∝ p(Y|W, B, Σ −1 0 , Σ −1 1 , λ)p(W|Σ −1 0 , Σ −1 1 , λ)p(Σ −1 0 |λ)p(Σ −1 1 |λ)p(B)p(λ)
Simulating data based on American Gut data
As mentioned in the main manuscript, the simulation data were generated based on estimated parameters from the American Gut study (amg). The data simulation procedure is outlined in the main manuscript.
Here we outline how the simulation parameters were chosen.
The .biom files were obtained and the R package phyloseq (McMurdie and Holmes, 2013) was used to extract count tables at the family taxonomic level. We chose to estimate parameters separately for individuals with asthma, and those without. This allowed the specification of slightly different parameters within the z = 0 and z = 1 groups in the simulation. After discarding samples where asthma status was missing, there were 310 subjects with asthma and 3193 without asthma.
The 50 most highly represented families, based on the mean count over all subjects, were chosen to form the basis of the simulation study. Counts for remaining taxa were quite small and were ignored. Zero-inflated negative binomial (ZINB) parameters were estimated separately for each taxon. The ZINB distribution for a random variable Y ∈ {0, 1, 2, . . . } is defined by (Fang, 2013) :
where π is the zero-inflation parameter, µ is the mean of the negative binomial distribution, and k is the dispersion parameter of the negative binomial distribution.
In the final simulation, data were generated for 50 taxa regardless of the value of J in the simulation under consideration. However, any generated taxa in excess of the J taxa considered in a single simulation scenario were combined into a single reference category (taxon J + 1) for use in MDiNE.
To ensure positive-definiteness of the simulated sparse precision matrices, we first generated a sparse Cholesky factor for each matrix. Parameters in each Cholesky factor were chosen so that the resulting nonzero associations in the precision matrix were moderate to strong. This allowed a good comparison of the edge detection performance of the different methods. The data were simulated as follows: 1. For the N subjects randomly set half to z i = 0 and half to be z i = 1.
2. Generate two lower-triangular matrices L 0 and L 1 :
• For each lower-triangular element of L 0 sample from U nif (−1.5, 1) and for diagonal elements, U nif (1.5, 2.5).
• For each lower-triangular element of L 1 sample from U nif (−2.5, 2.5) and for diagonal elements, U nif (2, 4).
3. Randomly set lower-triangular elements of L 0 and L 1 to zero with probability 0.85. 4. Create the two precision matrices:
5. Generate two n × (J + 1) matrices from multivariate normal distributions U (0) ∼ MVN(0, R 0 ) and
where R 0 and R 1 are the correlation matrices corresponding to Σ 0 and Σ 1 , respectively.
6. Plug each column of U (0) and U (1) into the standard normal cumulative distribution function Φ and define:
·j ), for j = 1, . . . , J + 1.
7. Obtain taxon counts by plugging the columns of C (0) and C (1) into the quantile function of the ZINB distribution with parameters specific to taxon j, denoted by G −1 j :
Initially, the ZINB parameters were estimated using maximum-likelihood estimation on the real data.
However, attempts to evaluate the three network estimation methods were unsuccessful, as all methods showed consistently poor performance over all simulation scenarios. As this simulation setup did not facilitate a good comparison between methods, we chose to instead fix the dispersion parameter at k = 0.75, and estimate the µ and π based on observed mean and zero proportion of each taxon. This led to a much better performance comparison between methods (as seen in the main manuscript), and the distribution of the simulated data reasonably resembled the underlying American Gut data.
To demonstrate this, we first examined the distribution of the read depths of the simulated data and compared to that of the true data. This can be seen in Figure S2 . The distribution of total read counts was highly skewed, but the skewness of the simulated data was slightly reduced relative to the real data. Next we examined how the distribution of each simulated taxon compared with the distribution of the corresponding taxon from the American Gut data. Figure S3 shows QQ-plots to make this comparison. For the most part, the simulated distributions taxa appeared to be reasonably similar to the true distributions.
One taxon showed an appreciable deviation from the real data (middle left in the figure). However, this seems to be a reasonable outcome when considering the abnormal distributions of taxon counts usually observed in microbiome data.
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Real data Simulated data Figure S3 : QQ-plots comparing the distribution of the real vs. simulated taxa. The nine most highly represented taxa are shown, one taxon in each plot.
Simulation based on multinomial model
In addition to the simulation based on the American Gut study, we also performed a simulation based on the model assumed in MDiNE to evaluate the performance of parameter estimation within MDiNE. Once again simulations were run for sample sizes N ∈ {50, 100, 500, 750}, and numbers of taxa J ∈ {5, 10, 25}.
Here, parameters in the Cholesky decompositions of Σ −1 0 and Σ −1 1 were chosen to give moderate to strong associations. The distribution of the read depths was estimated from an unpublished dataset containing 16S sequencing data from Rheumatoid Arthritis patients.
1. For the N subjects randomly set half to z i = 0 and half to be z i = 1.
2. Construct the design matrix as X = (1, Z)
3. Generate two lower-triangular matrices L 0 and L 1 . The parameters were originally chosen based on the rheumatoid arthritis data, but were altered to create stronger associations:
• For each lower-triangular element of L 0 sample from U nif (−4, 4) and for diagonal elements, U nif (1.5, 2.5).
• For each lower-triangular element of L 1 sample from U nif (−4.5, 4.5) and for diagonal elements, U nif (4, 2).
4. Randomly set lower-triangular elements of L 0 and L 1 to zero with probabilities 0.75 and 0.85, respectively.
5. Create the two precision matrices:
6. Simulate the fixed effect parameter matrix B from N (3, 4) for the intercept column, and N (0, 4) for the column corresponding to Z.
8. Obtain p ij based on Equation 8 in the main manuscript.
9. Simulate total counts for subject i as: N i ∼ N (112874, 12163 2 ). These values were the mean and standard error of total reads from the rheumatoid arthritis data.
Performance metric details
In addition to the AUC metrics defined in the main manuscript, it is also valuable to compare networks based on measures that capture the overall network structure. Weighted natural connectivity is a measure of structural robustness in that it measures the extent to which the connectivity of the network is vulnerable to edge deletion (Xiao-Ke et al., 2013) . Higher values of the weighted natural connectivity correspond to networks with either more connections, stronger connections, or both. As the precision matrices in each method are estimated through different models, we instead calculated the natural connectivity based on the partial correlation matrices. More precisely, Define the matrix A, such that a jj = |r jj |, as the weighted adjacency matrix corresponding to a network defined by scaling the precision matrix Σ −1 as seen in Equation 1 of the main manuscript, with diagonal a jj = 1. Let γ 1 , γ 2 , . . . , γ J be the eigenvalues of A.
The resulting weighted natural connectivity of each network estimation method was calculated and compared against the weighted natural connectivity of the true scaled precision matrices.
In the simulation study based on the model assumed in MDiNE, we could directly compare the estimated values with the true simulated values of the parameters. For the B parameter, the absolute errors were calculated for each matrix element were then averaged to obtain a single value for the entire matrix. To compare these average errors over the different simulation replications and scenarios, we divided by the true simulated values to interpret the error as a percentage.
PCT-Error
As there are zero values in the simulated Σ −1 0 and Σ −1 1 , the same metric could not be used. Instead, we simply looked at the squared difference between the estimated and simulated parameters, again averaged over all matrix elements.
Additional results from American Gut simulation
To evaluate MDiNE's ability to detect differences in network edges (i.e. differences in elements of the precision matrices), we look at the AUC for detecting these differences. Figure S4 shows the AUC for the different scenarios in the American Gut simulation. Again, the performance is greatly dependent on sample size, with very little power to detect network differences in the N = 50 scenarios. Since MInt and SPIEC-EASI do not have parameters that allow us to vary the amount of sparsity in the difference between precision matrices, we are unable to calculate the AUC for those two methods. 
Credible interval coverage
One of the main advantages of MDiNE is the ability to extract credible intervals for the parameters in Σ −1 0 , Σ −1 1 , and their difference. We constructed 90% credible intervals for the individual elements of Σ −1 0 and Σ −1 1 and estimated the coverage, i.e. the probability that the intervals overlap with the true simulated values. Figure S8 shows the distribution of credible interval coverage (averaged over the elements of each precision matrix). In the J = 5 case the coverage appeared to be around 90% for all sample sizes. In the J = 10 case the coverage depended on sample size, with coverage approaching the desired 90% with increased sample size. For J = 25 coverage was well below the 90% threshold in all sample sizes. The coverage for the z = 1 group was generally higher, likely due to the fact that that matrix was simulated to be more sparse.
Figures S9 and S10 show coverage for elements of Σ −1 0 and Σ −1 1 for true zero elements and true non-zero elements, respectively. For smaller sample sizes the coverage for true zero elements was greater than the expected 90%. Coverage for true non-zero elements improved drastically with increasing sample size. The result is similar in Figure S11 , where the coverage for the difference Σ −1 1 − Σ −1 0 is shown. These figures outline the cautious approach that MDiNE took in determining network edges, and underlines the importance of adequate sample size in proper network inference. The penalization in MDiNE pushed all elements of the precision matrices towards zero. We have also shown that there are significant challenges incurred when attempting to perform inference on network edges even for a moderate number of taxa. 
MDiNE convergence diagnostics in Crohn's data application
In order to show that the behaviour of the MCMC sampler was sound, we examined some convergence diagnostics of the analysis of the Crohn's dataset from the main manuscript. First, we examined traceplots to see whether the four chains in each model mixed successfully. Figures S14 and S15 are traceplots for Σ −1 0 and B, respectively. Mixing was satisfactory for all parameters shown.
We also examined the potential scale reduction factor, often referred to as R (Gelman et al., 1992) . This factor compares the amount of between-chain variation with the amount of within-chain variation. If R is much larger than 1, then the chains have not yet adequately mixed, and the model would benefit from additional sampling. If R is approximately 1, then no additional sampling is needed. R < 1.2 has been suggested as a reasonable cut-off to determine whether the chains have converged (Brooks and Gelman, 1998) .
Figures S16 and S17 show the value of R for each element of Σ −1 the potential scale reduction factor was very close to 1 in almost all cases. There is clear evidence that the parameters have converged in the Crohn's network analysis presented in the main text. Figure S16 : The potential scale reduction ( R) of the individual elements of Σ −1 0 in the Crohn's data application. Figure S17 : The potential scale reduction ( R) of the individual elements of B in the Crohn's data application.
Sensitivity of estimates to choice of reference category
In this subsection we investigate whether the estimates of the precision matrices from MDiNE are sensitive to which taxon (or taxa) is used as the reference category. In the Crohn's data application, we chose to model networks for the 15 most abundant families, while specifying the reference category as the sum of all remaining families.
To check how sensitive the estimates are to the choice of reference category, we re-ran MDiNE on the Gevers et al. dataset using two different choices. First, we altered the reference category by excluding the five most abundant families from the sum that was originally used in the reference category. Second, we used the most abundant family, Bacteroidaceae, as the reference category; this family was not in the reference category in the original analysis. Figure S18 compares the original estimates for Σ −1 0 and Σ −1 1 to those obtained under the reformulated reference categories. It is clear that the results are not sensitive to the choice of reference category. 
Verifying the assumption of normality of W i·
In the MDiNE model, the latent variables W i· are assumed to follow a multivariate normal distribution. We verify this assumption in the Crohn's dataset by running a multinomial-logistic regression model on the top 15 families (the same ones used in the data application from the main manuscript) with age, sex, diagnosis, and antibiotic use as covariates. The residuals from this model (on the log-ratio scale) are compared to a theoretical normal distribution in Figure S19 . In the Crohn's dataset it appears that, on the additive log-ratio scale, and after accounting for the covariates, the assumption of normality is quite reasonable for most families. There are few families that have slightly heavier left tails than would be expected in a normal distribution.
Checking reliability of MDiNE
To check the reliability of estimates from MDiNE, we randomly split the Crohn's dataset into two subsets of equal size. We ran MDiNE on both subsets of the data and compared the estimates of Σ −1 0 , Σ −1 1 , and the difference Σ −1 1 − Σ −1 0 along with their 95% credible intervals. Figure S20 shows estimates the elements of the two matrices Σ −1 0 and Σ −1 1 in the two random subsets (bottom) elements along with 95% credible intervals in two randomly chosen subsets of the Crohn's dataset. Only every third matrix element is shown.
Matrix
Off-diagonal RMSD (mean in set 1) On-diagonal RMSD (mean in set 1) Σ −1 Table 1 : Root mean square difference between the random subsets of the Crohn's dataset. The mean of the absolute value of the corresponding elements is shown for reference.
of the data. In both cases it is quite clear that the point estimates are consistent between the datasets.
Credible intervals overlap for all matrix elements.
Similarly, Figure S21 shows estimates the elements of Σ −1 1 − Σ −1 0 in the two random subsets of the data.
The point estimates for the difference are also very consistent across datasets. Credible intervals overlap for all matrix elements. The root mean square differences of all the matrices being compared are shown in Table 1 and have been shown separately for off-and on-diagonal terms. Again, this confirms that the estimates are very consistent between the two subsets. Figure S21 : Estimates of matrix elements of the difference Σ −1 1 − Σ −1 0 along with 95% credible intervals in two randomly chosen subsets of the Crohn's dataset. Only every third matrix element is shown.
