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Abstract
The objective of this research is to understand the export dynamics and its efficiency
implications in Bangladesh during the fiscal year (FY) 2004-05 to 2011-12, when it
experienced rapid export growth. Advocates of firm heterogeneity theory strongly believe
that research on firm level is the way to establish export-growth nexus. In line with the
current benchmark of trade theories, this thesis conducts micro-level analyses of the
export dynamics and its efficiency implications in Bangladesh, a country that is in the
least developed set-up.
This thesis begins with an examination of the microdynamics that underly export growth.
The dataset used for this research is customs data that includes all export transactions by
Bangladeshi exporters between FY 2004-05 and 2011-12. The analysis shows that both
the number of exporters and export per firm increased during this period. Throughout this
time frame, the share of ‘export superstars’ (the top 5 per cent) in the total export is
relatively low compared with other developing countries, implying that Bangladesh
depended more on small and medium size exporters for its growth. The decomposition
analysis shows that export growth along intensive margins (i.e., continuing exporters,
products and destinations) accounts for the major portion of the short-run growth.
Although the contribution of the extensive margin (i.e., new exporters, products and
destinations) is low in the short run, it is quite an important part in long-run growth. These
findings are robust even across the sectors. Thus, Bangladesh’s experience shows the
importance of both these margins for sustained export growth. Finally, the cohort analysis
shows that, in the first year, new exporters begin with a small volume of export and are
subject to a high level of uncertainty about survival. However, after surviving the first
year, these new exporters have higher chances of achieving growth in terms of export
volume, number of products and destinations.
Next, the research addresses the question of determinants of export success. Using the
transaction level data, it identifies experience, initial export and product competency as
significant factors, along with a network of firms exporting identical product to the same
destination. These findings are robust to the different models and sample specifications.
This study then identifies the mediating channels through which the network affects
export success. In line with Cadot et al. (2013), it finds that a larger network reduces
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financial constraints of exporters by providing a positive signal about the profitability of
the export to financial institutions and, thus, contributes significantly to export success.
Besides financial systems, it extends knowledge by identifying human capital formation
as another influential candidate for the mediating channel.
This research further examines the evolution of the efficiency differential between
exporting and non-exporting firms during a period of export growth in 2005-06 and 201112 in Bangladesh using a non-parametric method. Firm level efficiencies and productivity
growth are calculated using data envelopment analysis and the Global Malmquist
Productivity Index method, respectively. The results show that the efficiency differential
between exporting and non-exporting cohorts increased by the end of this period of export
growth. On the entry side, export starters were more efficient than non-exporters during
both the years of the study. On the exit side, the efficiency of continuing exporters is
higher than the firms that exited from exporting. The exporters have higher chances of
productivity and technological growth compared to non-exporters. While the aggregate
efficiency of the exporting cohort is higher in both periods, it is significantly higher during
2011-12, implying higher within- and -between-firm (output allocation) efficiency in the
exporting cohort.
This research concludes with policy recommendations for sustained export growth along
the intensive and extensive margins and enhancing the productivity gains through export
activities. The main recommended policies include areas such as export promotion
strategies, the development of financial institutions and human capital formation.
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Chapter 1. Introduction
1.1 Background of Study
For the last few decades, development policy targeting sustained export growth as the
major economic goal has been practised in both developing and developed countries. It
has been motivated by the inspiring economic performance of East Asian countries who
were also successful exporters. China’s economic growth over the last two decades is also
propelled by strong export performance. However, despite great strides, export from less
developed countries is still marginal in the world trade and is subject to various
vulnerabilities. This demands further research on the export activities of these countries.
This research has opted to explore the experience of Bangladesh—a least developed
country (LDC).
The focus of research in the international trade literature has also changed from macrolevels such as country and industry, to micro-levels such as firm and product. Following
the pioneering work by Bernard, Jensen and Lawrence (1995), economists started to
recognise the importance of firms in shaping the export and productivity of industries and
countries. The result is burgeoning theoretical and empirical research that explores
mechanisms on how firms’ heterogeneity relates to aggregate export and the growth of
the industry and the country. In line with this benchmark, this research will analyse the
export experience of Bangladesh on the theoretical frameworks of firm heterogeneity.
In the early 1980s, to bring competitiveness in exports, Bangladesh began reforming its
trade and investment policies. Textiles and apparel emerged with the support of MultiFiber Arrangement (MFA). This reform process slowed after the 1990s and the MFA was
abolished at the beginning of 2005. This raises the interesting question of how
Bangladeshi exporters managed to achieve a rapid export growth rate of 18.6 per cent
during the FY period 2004-05 to 2011-12. 1 This export success was driven by the
manufacturing sector that accounted for 92.78 per cent of total exports in 2012. This level
of export performance has set an example for countries with the least developed setting
and attracts the attention of development and trade economists. This also creates an

1

Average export growth rate is calculated using transaction level data. Chapter 4 presents the details
of the export growth.
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opportunity for a natural experiment of exploring the mechanisms of export dynamics
and the efficiency implication of export in a less developed setting. This research will
focus on the underlying microstructure of this export performance and its efficiency
implications.
The exporting firms in countries with the least developed setting operate in a different
economic and political structure compared to those in high- and -mid-income countries.
These least developed economies are characterised by firms away from the technological
frontier, with a low level of infrastructural and institutional facilities to support export
activities. While the export performance of developed countries or high-income
developing countries is widely studied, studies from least developed countries are still
scarce. Hence, empirical evidence from these countries would add to the existing
literature.
This type of research has strong policy implications. Understanding the underlying
microdynamics of export growth and determinants of export success can be the first step
to the identification of the set of policies that may promote export and generate maximum
benefit. If the export sector lacks dynamism (i.e., low level of entry and survival of new
exports), then the key policies are those that support new exports and may include
promoting access by local firms to required knowledge and external financing. If the
export sector experiences fast growth along the new exports the key set of policies should
include those policies that promote survival and growth of continuing exports. Such
policies may be general like ensuring a proper macroeconomic framework (especially
regarding the exchange rate) or specific like facilitating access to external finance and
technological upgrades. Identification of the determinants of export success is helpful to
further pinpoint the policy options for harvesting sustained growth from new exports. The
long-run efficiency implications of export also have policy implications, especially in the
case of least developed countries. Efficiency implications of export work through two
channels—within and between firms. If there is a lack of between-firm efficiency gains
through export, the probable policy set should include correcting the markets. However,
if there is a lack of within-firm efficiency gains the policy target should focus on firms.

2

1.2 Objective and Methodology of Research
The objective of this research is to understand the export dynamics and the efficiency
implications in Bangladesh during the period 2004-05 to 2011-12, when the country
experienced rapid export growth. To address the objective, this research will explore:
1) the nature of the microdynamics of the export growth
2) the determinants of export success
3) the long-run effect of export growth on efficiency.
To address these research interests, this research develops a framework (see Figure 1.1)
based on the current benchmark in the trade literature. The framework incorporates three
empirical analyses that will be discussed in the next three sub-sections.
1.2.1 Microdynamics of export growth
The analysis that addresses the first question proceeds in three steps. The first step is the
analysis of the dynamism of exporters’ characteristics and their export pattern. Using
descriptive statistics, this research will analyse the evolution of the number of exporters,
products and destinations during the export growth period. It will also examine the
evolution of size distribution and export pattern (regarding the number of products and
destinations) of exporting firms. The second step involves the decomposition of export
growth into two effects: variations in the intensive margin (i.e., continuing exporters,
destinations and products) and the extensive margin (i.e., changes in the set of exporters,
destinations and products). This research will use the decomposition analysis used in
Eaton et al. (2007), Amador and Opromolla (2013) and Cebeci and Fernandes (2015).
The decomposition analysis will be extended to sectoral level. The third step involves
tracking the behaviour of ‘cohorts’ of exporters over time. In line with the literature
mentioned earlier, cohorts are defined as exporters that begin exporting in the same year.
This cohort analysis provides a clear picture about the survival pattern of exports and the
evolution of exporters’ size, product and destination pattern.
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Figure 1.1: Framework of Research
The dataset used for this research is custom data that includes all export transactions by
Bangladeshi exporters during the period 2004-05 to 2011-12. It records each daily
transaction separately. An aggregate transaction by a given exporter is calculated to get
the annual export of that exporter. This data includes information on the firm’s tax
identification number that serves as the panel identifier, product codes, the export
transaction value in Bangladeshi Taka (BDT) and the destination country. This research
is the first study from least developed countries to use rich custom data at a highly
disaggregated level such as the 8-digit level of the Harmonized System (HS).
1.2.2 Determinants of export success
This research will address the second question by focusing on two types of determinants
of export success that have been chosen because of their theoretical importance and high
policy relevance to low income countries. The first type involves the exporter’s
experience that is firm specific and demonstrates the firm’s export behaviour based on
the nature of prior export involvement. A better understanding of the role of experience
can help to model appropriate policies for supporting exporters that are heterogeneous in
terms of their level of experience. The second type of determinant involves network
4

effects that work through the influence of the peer firms engaged in exporting similar
products or serving the same destinations. With proper supporting policies, this
mechanism can complement the role of experience and provide a better starting base for
new exports. Export success is defined as the first year survival of new export relations
(firm–product–destination).
This research will use the probit method to identify the effect of experience and network
on export success that takes the value of ‘one’ if the new export relation survives up to
the next year and ‘zero’ if it does otherwise. This analysis uses various tests to check the
robustness of the probit results. The data used for this research is the same transaction
level data used for the analysis of the microdynamics of export growth.
1.2.3 Implication of export on long-run efficiency
To address the third question, this research will analyse whether an export growth episode
leads to a higher efficiency differential, in terms of mean, aggregate and whole
distribution, between exporting and non-exporting cohorts of an economy in the long run.
This study uses two waves of survey data from the database of the World Bank Enterprise
Survey. The first wave was conducted in 2007 and contains firm level information from
the period 2005-06. The second wave was conducted in 2013 and collected firm level
data from the period 2011-12. In addition to these two surveys, an interim survey was
conducted by taking a sample of firms from the 2007 survey and then collecting their
information for 2010. This constitutes our panel data that is used for the analysis of
productivity changes and export exiting firms’ performance.
This research uses non-parametric data envelopment analysis (DEA) to calculate firm
level efficiencies. The group comparison of mean and aggregate efficiencies and its
statistical inference is based upon Färe and Zelenyuk (2003) and Simar and Zelenyuk
(2007), respectively. The aggregate efficiency of a group is calculated as a weighted mean
in which weights are output shares of each firm in the group. Groups are defined by a
‘technology umbrella’ that inherits its properties from those of the firms’ technologies in
which each firm may have a different technology. This research will also use the
Kolmogorov-Smirnov (KS) test for the equality of whole efficiency distributions of
different groups, as suggested by Banker and Natarajan (2004).
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1.3 Structure of the Thesis
This thesis is divided into seven chapters. The second chapter begins with an overview of
the political evolution in Bangladesh since its independence in 1971. It then follows a
discussion on the economic policy reforms and programs that have shaped the structural
transformation in the economy of Bangladesh since 1971. As the research interest of this
thesis lies in the micro-level analysis of the export growth and export-efficiency nexus,
in addition to trade policy, other policy reforms and programs have been discussed
including industrial, exchange rate, foreign direct investment (FDI), monetary and fiscal
policy reforms and privatisation programs. The background to such macroeconomic
policy reforms in the international perspective is briefly presented. The objective of this
discussion is to build an understanding of the evolution of the political and economic
environment, encompassing both trade policy and other related macroeconomic policies,
in which the trade performance of Bangladesh has evolved. Following the discussion of
trade and other related policy reforms, this chapter focuses on the structural changes
during this period. It sheds light on whether any structural change exists in output
structure and trade. For present research interest, the major focus of this analysis is also
on the export sector.
The third chapter presents the literature review. It begins with a brief compilation of
theories and empirical evidence on export dynamics. It then focuses on the theoretical
and empirical research on export and efficiency nexus. One broad strategy is to follow
the development stage of the countries reported in the reviewed studies. This review also
identifies gaps in the literature that are considered empirically in chapters 4, 5 and 6.
The fourth chapter analyses the microdynamics behind the export growth episode
experienced between FY 2004-05 and 2011-12 when Bangladesh achieved an export
growth rate of 18.6 per cent. Using current workhorse models of firm heterogeneity, this
research decomposes the export growth along the dimensions of extensive and intensive
margins of exporters, as well as their products and destinations. Later, this decomposition
extends to the comparison of growth in different sectors. It also uses cohort analysis to
check the evolution of export patterns of firms that started to export in the same year. This
analysis uses the universe of exporters of Bangladesh for the period 2004-05 to 2011-12
at the level of annual activity of individual exporters, based on a recent dataset of customs
transactions.
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The fifth chapter explores the determinants of exporter level success in Bangladesh during
a time when Bangladeshi export experienced rapid growth. The analysis highlights the
effect of two potential determinants, experience and network at firm–product–destination
(FPD) level, on export success. The robustness of these results is tested with different
specifications and, after controlling for industry, destination and year fixed effects. It
further examines the effect of these two determinants after controlling for comparative
advantage and for the manufacturing sector. This analysis also explores some conjectures
that could provide a clear understanding about the economic channels through which the
network effect could operate, focusing on access to finance and human capital formation.
The working hypotheses are that the existence of a large network of exporters provides a
positive signal to the financial institutions about the profitability of such export and thus,
facilitates better access to external financing for new exporters. A large network of
exporters with the same product and destination creates a pool of experienced personnel
that can be exploited by new exports to compensate for their lack of experience.
Chapter 6 examines the evolution of the efficiency differential between exporting and
non-exporting firms during a period of export growth. These differences are examined
using data on manufacturing firms of Bangladesh obtained from two waves of World
Bank Enterprise Surveys. It also explores complementary explanations for the evolution
of the efficiency differential between these two groups: the market selection hypothesis
and post-entry efficiency gain through learning and investment in technology upgrades.
The empirical strategy is to compare means and whole distributions of efficiencies of
firms belonging to the groups defined by the patterns of export. Finally, this research
compares the aggregate efficiencies of exporting and non-exporting cohorts. The
organisation of this analysis relies on a model of industry dynamics developed on firm
heterogeneity theories and learning hypotheses.
Chapter 7 presents a summary of the main findings of the empirical chapters. It then
presents policy recommendations based on the findings from previous chapters. The
recommendations are organised into two parts. The first part presents the policies that
support export dynamics. The second part involves policy recommendations to promote
the export-efficiency nexus. This chapter ends with the limitations of the study and
recommendations for future studies.
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Chapter 2. Evolution of Policy, Trade and Growth in the
Bangladeshi Economy
2.1 Background
Bangladesh is a small LDC in South Asia (SA) surrounded by India on three sides. The
Bay of Bengal is on Bangladesh’s southern side and facilitates its access to the sea trade.
The land area of Bangladesh is 147,570 square kilometres (of which 93.6 per cent is land).
The administrative setup consists of eight divisions: Chittagong, Khulna, Dhaka, Rajshahi,
Rangpur, Barisal, Sylhet and Mymensigh. However, these administrative divisions offer
little geographic difference.
To understand the course of policy reforms and economic growth in a developing country,
it is important to have knowledge of its political evolution.2 This discussion uses the
concept of political settlements to provide a useful framework to understand the evolution
of Bangladesh’s political environment, policy reform and economic growth in the
consecutive sections. Bangladesh achieved independence in 1971. Since then, the
evolution of the political settlement can be divided into three main phases (Khan 2011).
Each phase demonstrates various manifestations of patronage politics with implications
for institutional reforms and performance relevant for growth and stability. These phases
are:
1) constrained patrimonialism (1971–75)
2) clientelistic authoritarianism (1975–90)
3) competitive clientelism (1990–present).
In the aftermath of the liberation war, the Awami League (AL) emerged as the dominant
political party. Different political, military and economic organisations came under the
broad coalition led by this party. The AL-run government declared a socialistic approach
and nationalised enterprises that were created in the pre-independence period. A large
portion of the government’s income was generated from the operation of these state-

2

Richard (2000) portrays economic reforms as an inherent act of political players as such reforms
change the distribution of the societal benefit. Hill (2013) presents a case study showing how the
political economy affects the policy reforms in Southeast Asia.
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owned enterprises (SOEs). Khan (2011) argues that this governing coalition actually
formed a ‘constrained patrimonial’ structure, based upon neither a ‘uniﬁed ideological
position’ nor a ‘disciplined party cohesion’. Most of the organisations that stemmed from
the pre-independence period joined this coalition as a strategy to retain their access to
government power and to keep rents safe.
However, post-independence economic challenges constrained the government’s
capacity to effectively buy support and thus, made it difficult for the ruling party to
maintain an ‘oversized’ coalition. This situation led to dissatisfaction among a growing
number of individuals and groups who subsequently left the coalition to engage in
political opposition. To counter this situation and maintain its dominance, the ruling party
amended the Constitution to a more communistic approach and introduced the one
partisan system. The motive was to use constitutional and administrative means to
differentiate between party insiders and outsiders. This transformed the democratic
political institutions into authoritarian in nature. This strategy was not successful, as the
distribution of power began shifting from patrimonialism to competitive clientelism.
Further, the strategy was not fully materialised as the President of Bangladesh (and leader
of the AL), Sheikh Mujib-ur-Rahman, was assassinated in 1975.
For the next 15 years, the political settlement of Bangladesh can be termed as ‘clientelistic
authoritarianism’, as the governing coalition was led and maintained by military leaders
almost throughout this period. However, this military-dominated regime was not a form
of repressive authoritarianism such as those observed in other developing countries like
Chile and Nigeria during the same period. Elections were held, albeit on an irregular basis,
with the participation of political parties backed by the military.3 The underlying purpose
of holding elections was not to replace the military leadership, but to discover the
influential political and economic actors who needed to be accommodated in the
governing coalition through the rent distribution channel.
Although these military-led coalitions did not have any explicit economic and political
mandates or ideologies, they embarked on a series of policy reforms to move the economy
away from the centralised socialism of the earlier period towards liberalisation. Changes

3

Two ex-military presidents were in power during this period. President Ziaur Rahman formed and
led the BNP. After Rahman was assassinated in 1980, President Ershad came to power and formed
another military-backed party called the Jatiya Party (JP).
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in the global political and economic conditions, coupled with persuasion from foreign
donor agencies and a strong military hold, helped these governments take on reform
programs despite concerns about the popularity of these reforms. In the 1980s, economic
growth and the relative dependency on the agricultural sector began to gradually change.4
Changes in policy structure and strong economic growth increased the relative strength
of many organisations that were excluded from the coalition. These organisations began
to seek democratic political competition. This situation destabilised the military and led
to a series of political confrontations in the late 1980s that forced the second ex-military
ruler, President Ershad (head of the ruling Jatiya Party) to step down from power in 1990.
After 1990, political competition prevailed in Bangladesh, a situation Khan (2011) terms
‘competitive clientelism’. According to Khan (2011, p. 78), this competition was
operational at ‘a moderately stable but vulnerable equilibrium of democratic institutional
rules’. The two major political parties, the AL and the Bangladesh National Party (BNP),
were in fierce competition. The two parties continued to win power cyclically from 1990
to 2009 through highly contested, but sometimes disputed elections. However, there was
also significant concern about the existence of weak governance, with government
corruption and politicisation of bureaucracy and judiciary. In 2006, an electoral crisis
resulted in a military-backed caretaker government that remained in power for two years.
It attempted reforms to rectify the weak governance; however, at the end of this
government’s rule in 2008 when the AL came to power, these ‘off the equilibrium path’
policies were quickly removed. Overall, this suggests that both parties supported the
political settlement that created equilibrium of weak governance.
However, although these parties differed in the name and definition of ‘nation’, in
economic ideology the two parties did not have any tangible difference. Despite the
alternation in government every five years, both parties were committed to the existing
political settlement and did not deviate much from the economic policy stance of the
previous governments. Both parties maintained coalitions large enough to hold power
through the redistribution of formal and informal rents. The coalitions, comprised of
organisations, politicians and bureaucrats associated with each of the parties, also enjoyed
power cyclically. A substantial number of the members had financial linkages with

4

Subsequent sections present further information on the changes in policy and economic structure
during this period.
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industrial or business sectors (Ahmed, Greenleaf & Sacks 2014). Ahmed, Greenleaf and
Sacks (2014) further show that this dominance of the private-actor economic stakeholders
maintained a positive outlook in the export oriented industry, specially in garment
industry, despite the weak governance emerged from the competitive clientelism.
The remainder of this chapter is divided into four broad sections. The first section
provides an overview of the policy reforms and programs that have shaped the structural
transformation in the economy of Bangladesh since its independence. As the research
interest of this thesis lies in the micro-analysis of export growth and the export-efficiency
nexus, other policy reforms relevant to export growth and efficiency have been discussed,
in addition to trade policy. Other relevant policy reforms and programs include industrial,
exchange rate, FDI, monetary and fiscal policy reforms and privatisation programs that
affected the structural reform and development of Bangladesh. The objective of this brief
discussion is to build an understanding of the evolution of the economic environment
encompassing both trade policy and other related policies, in which the trade performance
of Bangladesh has evolved. Finally, the background of such policy reforms in an
international perspective is also discussed.
Following the discussion of trade and other related policy reforms in the first section, the
second section focuses on the structural changes that occurred during the same period.
The literature on trade and growth theories suggest that these types of economic reforms
should have an effect on structural changes over the different sectors of the economy.
This section sheds light on whether there exists any structural change in output structure
and trade orientation during this period. For present research interest, this analysis also
focuses on the export sector. The third section presents the evolution of macroeconomic
policies (i.e., fiscal and monetary policy). The fourth section provides a conclusion.

2.2 Microeconomic Policy Reforms and International Perspective
2.2.1 Trade and industry policy reforms
The trade policy reform process can be defined in three broad regimes: the regime of
restricted trade (1972–1980), the regime of moderate trade liberalisation (1980–1991) and
the regime of rapid trade liberalisation (1991 onwards). The general picture of the changes
in policies reflects that Bangladesh has been moving away from a ‘closed’ to a more ‘open’
economy.
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Trade policy in Bangladesh includes import and export policies. Several import and
export policies have been put in place under different policy regimes.
Import policy reforms
During the period between 1972 and 1980, Bangladesh followed a highly restrictive
import policy that consisted of significant import controls. The governments relied
heavily on import-licensing instead of tariff mechanisms to control import. These licenses
were required for all imports except a few exceptional cases. The governments also
exercised administrative instruments such as Import Policy Orders (IPOs) and allocation
of foreign exchange. In IPOs, commodities were classified in three categories: allowed,
prohibited and special authorisation required. The motifs behind the allocation of foreign
exchange were to control the import and ensure proper allocation of scarce foreign
exchange among users.
The second regime, from 1981 to 1991, followed a moderate import liberalisation. The
major change took place in 1984, when the government abolished the import-licensing
system. It was replaced by a new system in which imports were permitted against the
letter of credit (LC). By 1986, there were other significant changes in the IPOs in terms
of the structure and contents. The new IPOs contained two lists of commodities: the
‘negative list’ of all banned items and the ‘restrictive list’ of items that were allowed to
be imported under certain prescribed conditions. Any item not included on these lists was
allowed to be imported. This was a significant move towards import liberalisation, as
there were no restrictions on the import of goods not listed on the IPOs (Ahmed 2001).
By 1990, the government merged the negative and restricted lists into a ‘consolidated’
list.
Table 2.1 suggests that the number of commodities, under the HS-4 digit code, that were
under quantitative restrictions (QRs), declined from 478 in 1986, to 63 under the import
policy of 2003–2006.
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Table 2.1: Removal of QRs (at HS-4 Digit Code)
Year

No. of Commodities Under QR

% of Commodities Under QR

1986

478

38.54

1987

550

44.35

1989

433

34.91

1992

193

15.56

1994

109

8.79

1995–1997

120

9.67

1997–2002

124

10.00

2003–2006

63

5.08

Source: Raihan (2007)

The third regime, from 1991 onwards, represented a period of rapid import liberalisation.
Table 2.2 presents the evolution of tariff structure over the period 1991–2011. Since 1991,
import liberalisation has occurred in the form of tariff rationalisation through the lowering
of high tariff rates. The average unweighted tariff rate for all tradeable goods decreased
from 88.6 per cent in 1991 to 19.5 per cent in 1999. The import-weighted tariff also
declined significantly during this period. The number of tariff bands was reduced from
18 in 1991 to five in 1999 and the maximum tariff rate fell from 350 per cent to 37.5 per
cent during the same period. However, after this period, the reform process seems to lose
pace and the tariff structure remains stable.
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Table 2.2: Tariff Structure (FY 1991-92 to 2011-12)
FY

Number of

Maximum

Unweighted

Weighted

Tariff

Tariff Rate

Average Rate

Average Rate

Bands

(%)

(%)

(%)

1990-91

18

350.0

88.6

42.1

1991-92

18

350.0

57.5

24.1

1992-93

15

300.0

47.4

23.6

1993-94

12

300.0

36.0

24.1

1994-95

6

60.0

25.9

20.9

1995-96

7

50.0

22.3

17.0

1996-97

7

45.0

21.5

17.9

1997-98

7

42.5

20.8

16.1

1998-99

7

40.0

20.3

14.7

1999-00

5

37.5

19.5

13.8

2000-01

5

37.5

18.6

15.1

2001-02

5

37.5

17.1

9.7

2002-03

5

32.5

16.5

12.4

2003-04

5

30.0

15.6

11.5

2004-05

4

25.0

13.5

9.6

2005-06

4

25.0

13.4

8.4

2006-07

4

25.0

12.2

7.0

2007-08

4

25.0

13.4

7.6

2008-09

5

25.0

12.3

6.9

2009-10

5

25.0

14.9

–

2010-11

5

25.0

14.8

–

2011-12

5

25.0

14.8

–

Note: Unweighted average tariff for FY 2009–2011 are Most-Favoured-Nation tariffs.
Source: Ministry of Finance, Bangladesh Economic Review 2004, 2005, 2009 and 2015.

Export policy reforms
Until the mid-1980s, Bangladesh pursued an import substitution strategy. During this
regime, trade and other related policies contained a high degree of bias against export. In
1985, to remove this anti-export bias and increase effective assistance to export, the
government initiated several policy reforms including trade, exchange rate, monetary and
fiscal policies, as part of an overall economic restructuring. These reforms facilitated
exporters with:
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1) unrestricted and duty-free access to imported inputs
2) concessionary duties on imported capital machinery
3) financial incentives such as subsidised credit and easy access to credit
4) fiscal incentives in the form of rebates on income taxes.
A few sectors, especially the ready-made garments (RMG) sector, have been major
beneficiaries of these reforms.
The reforms were also aimed at promoting export through strengthening the institutional
framework (Rahman 2001). Major export promotion strategies included a special bonded
warehouse scheme, duty drawback system, export performance licensing (XPL) or export
performance benefit (XPB) scheme, back-to-back LC system, cash compensatory scheme,
export credit guarantee scheme, export promotion fund and institutional development.
Evolution of industrial policies in Bangladesh from 1971–2011
Considering the nature of industrial policies of Bangladesh since independence in 1971,
we can differentiate four major regimes.
Industrial policy 1971–1974
Bangladesh started with a ‘full command system’ of policy regime. Shortly after gaining
independence, the government nationalised all heavy industries, commercial banks and
insurance companies. By 1972, about 92 per cent of the total fixed assets of the
manufacturing sector consisted of these nationalised substantial industries (Rahman
1994). However, most of the nationalised industries incurred heavy financial losses. The
private sector was less privileged and constrained by policies. For example, in 1974, the
private investment ceiling was set at only BDT 30 million.
Industrial policy 1975–1979
There was a change in power in 1975 and the new government moved away from the
nationalisation program. It also revised the industrial policy to promote the private sector.
The private investment ceiling was raised to BDT 100 million. The instrument choice of
this regime was massive lending to prospective private enterprises through the
development financial institutions (DFI) of the public sector. From 1977, the government
pledged around USD 1 billion to private sector entrepreneurs to promote investment in
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industry, transport trade and construction (Sobhan 1993). By the end of the 1970s, all
these initiatives had led to a situation in which only 13 per cent of industries remained
exclusively under the public sector. Thus, the industrial policy shifted towards a marketfriendly policy with sufficient components of interventionist measures.
New Industrial Policy 1980–1990
During the 1980s, two industrial policies, the New Industrial Policy (NIP) and the Revised
Industrial Policy (RIP), were introduced. These policies aimed at liberalising the
industrial regime, promoting private enterprise and quickening the process of
denationalisation of public enterprises. FDI was encouraged by relaxing, and in some
cases removing, restrictions on foreign investments. These initiatives towards a more
market-friendly industrial policy were further facilitated by the economy-wide reform
program known as the Structural Adjustment Program (SAP).
Industrial policy 1991–2004
During the 1990s, the governments enhanced the implementation of the SAP—both
extensively and intensively—and this was reflected in their industrial policies. The
industrial policy of 1991 (revised in 1992) put the emphasis on the private sector to play
the leading role. The government’s role shifted from ‘regulator authority’ to ‘promotional
entity’. The second industrial policy of this period was implemented in 1999 and was
effective up to 2004. This policy stressed the importance of promoting both domestic and
foreign investment. It also put an emphasis on the development of export-oriented
industries with proper support from forward and backward linkages and the expansion of
efficient import substituting industries. Thus, Bangladesh entered into a market-friendly
industrial policy regime.
Industrial policy 2005–2011
During this period, three industrial policies were adopted (2005, 2009 and 2010). In terms
of the degree of government intervention, these policies do not differ much from the
industrial policy of 1999. In the 2005 policy, the focus was on the development of smalland -medium-sized enterprises (SMEs). The 2009 policy was an interim strategy paper
that was subsequently replaced in 2010, to align it with the long-term economic and
political objectives and plans of the new government elected in 2009.
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2.2.2 Exchange rate policy reforms
Bangladesh pursued a system of fixed exchange rate with the British Pound Sterling
(GBP) until 1979, when the domestic currency was highly overvalued. Throughout the
1970s there were only two major devaluations of the official exchange rate. The first
devaluation occurred immediately after independence in December 1971. The
devaluation was about 58 per cent; however, the high inflation rates prevailing in the wartorn economy caused the local currency to further deteriorate at a fast pace (see Figure
2.1). In 1974, the government allowed a secondary exchange market by establishing the
Wage Earners’ Scheme (WES). The purpose of introducing this system was to provide
greater incentives to exporters and to improve access to foreign exchange for importers
for the importation of raw materials. The second devaluation occurred in 1975, when the
currency was devalued by 85 per cent with the GBP (Bhuyan & Rashid 1993).
By 1979, Bangladesh had moved away from a fixed exchange rate system to a semiflexible exchange rate system by pegging the value of the BDT to a basket of currencies
of major trading partners (Bhuyan & Rashid 1993). To enhance international
competitiveness of exports, the depreciation of the BDT became more frequent as
reflected in the movement of the real effective exchange rate (REER) during this period
(see Figure 2.1). However, the depreciation measures were not enough to improve
competitiveness and the BDT remained overvalued during the 1980s (Ahmed 2001).
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Figure 2.1: REER 1971–2011
Source: Darvas (2012).

During the 1980s, Bangladesh maintained a dual market for foreign exchange: an official
foreign exchange market and a secondary exchange market involving transactions of
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foreign exchange largely from remittances. This dual foreign exchange market allowed
some exporters of non-traditional goods to receive a premium over and above the official
exchange rate. From 1985, to prevent the overvaluation of the exchange rate, the
government had been following a policy of adjusting the nominal exchange rate
frequently to reflect the changes in the currencies of its major trading partners relative to
the United States Dollar (USD). In 1992, the dual foreign exchange market was abolished
and the secondary exchange rate was merged into the official rate. This new structure
eliminated the black market premium that had evolved as a consequence of the multiple
exchange rates.
In 1994, to further the move to a more flexible exchange rate, the government accepted
the International Monetary Fund (IMF) Article VIII obligations that required
convertibility in the current account. The premise behind this move was the hope that
such action would create confidence in the Bangladesh currency, improve the
management of the economy, facilitate international trade and support the process of trade
liberalisation.
In 1994, the government made the BDT convertible for all current account transactions
with the intention to link the economy with international financial markets (Ahmed 2001).
Finally, in May 2003, the government introduced a floating exchange rate system.
However, Hossain and Ahmed (2009) find that Bangladesh maintained a de facto
managed floating exchange rate during 2000–2008. Their study further suggests the local
currency remained somewhat overvalued. Despite this, Bangladesh managed to maintain
average competitiveness throughout the period of the depreciating REER.
2.2.3 FDI policy reforms
The Foreign Investment (Promotion and Protection) Act, 1980 was the basis of the FDI
policy framework in Bangladesh. The main features of this Act are:
1) ensuring repatriation of profit and proceeds from the share of sales
2) protection of FDI from government exploitation
3) non-discrimination between domestic and foreign investors.
Since the early 1990s, under the auspieces of this legal basis, Bangladesh has been
consistently following a liberalised FDI policy. The industrial policy of 1999 encouraged
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foreign and domestic investments and the promotion of export-oriented industries.
Foreign investors do not need prior approval from the government to invest in Bangladesh,
except for the requirement to register with the Board of Investment. These investors have
been entitled to possess 100 per cent ownership in most sectors.
The government has pursued different incentive policies to reduce discrimination
between domestic and foreign investors. There are fiscal incentives such as tax
exemptions on interest on foreign loans, tax holidays, technology remittance fees and
capital gains from portfolio investment. The government has declared full convertibility
of the BDT on the current account and allows free repatriation of profits by foreign
investors. These investors have been enjoying reduced import duty on capital machinery
and spares and duty-free imports for 100 per cent export-oriented enterprises. Although
there have been a few performance requirements for foreign investors to avail the
incentives, these have not posed a serious problem. Services of customs bonded
warehouses have also been made available to foreign investors.
These measures are necessary to create a general competitiveness to attract FDI. Although
the government has been hailing Bangladesh’s FDI policies as the most liberal in Asia,
Bangladesh still lags far behind its SA neighbours India, Pakistan and Sri Lanka as far as
FDI inflow as a percentage of gross domestic product (GDP) (see Figure 2.2).
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Figure 2.2: FDI as a Percentage of GDP in South Asian Countries
Source: The World Bank 2013, World Development Indicators.
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2.2.4 Deregulation (privatisation) programs
After its independence from Pakistan, Bangladesh inherited an economy led by a private
sector dominated by Pakistani-owned enterprises. As part of the ‘full command’ system
of policy regime, the AL-led government started to nationalise these private sector
enterprises. Some large enterprises under Bangladeshi ownership were also nationalised.
By 1972, the government nationalised about 92 per cent of the fixed assets of the whole
industry sector. However, due to a lack of skilled entrepreneurship and managerial
efficiency in the newly independent country, almost all of these nationalised industries
began to incur heavy financial losses (Sobhan & Ahmed 1980). Soon after the change in
power in 1975, the new military-backed government started denationalisation and, by the
end of that year, 120 small enterprises were privatised, liquidated or returned to the
original owners. The government reserved ownership only 19 sectors including jute,
textile and sugar.
The NIP of 1982 was another major step to accelerate privatisation in Bangladesh. This
policy paved the way to the privatisation of 222 SOEs and the partial denationalisation of
the jute and textile industries.
In 1993, following a major review of the privatisation program, the government
established a separate authority known as the Privatisation Board. This authority was
entrusted with implementing the privatisation program on behalf of the government. This
responsibility encompassed privatisation of all selected SOEs, irrespective of their size
and profitability. The board had representatives from parliament, the private sector and
professional groups.
In 1994, to further strengthen the role of private sector in trade and industry, the
government adopted a privatisation policy along with detailed procedures to facilitate the
privatisation process. The major objective of the policy was to improve efficiency in the
public sector by reducing its size and presence in the economy and relieve the government
from the financial and administrative burden of the SOEs. Despite all of these initiatives,
the privatisation process slowed during the 1990s, with only 18 SOEs privatised between
1991 and 1997.
Privatisation became an important agenda item again in the early 2000s. The Privatisation
Board was replaced by the more empowered Privatisation Commission enacted by the
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Privatisation Act, 2000. One of the major moves during this period was the closure of the
country’s largest jute mill, Adamjee Mills, in 2002. However, instead of handing the mill
over to private ownership, the government installed a new industrial zone in its premises.
2.2.5 International perspective
Section 2.2 provided an overview of trade and accompanying policy reforms pursued
from 1971 onwards. It demonstrates that Bangladesh initiated major market-oriented
reform programs in 1982 that continued throughout the 1990s and into the early 2000s.
This was in line with market-oriented economic reforms pursued by many other
developing countries. In these developing countries, economic reforms began in the early
1980s and intensified in the 1990s (Shafaeddin 2005). There is a belief among
development economists that these reform programs were a reaction to the failure of
interventionist policies, including the import substitution (IS) policy, pursued by
governments of developing countries during the 1950s–1970s. These reforms involved a
set of programs and policies including the SAPs of the World Bank (WB), stabilisation
programs (SPs) of the IMF and other changes in trade and investment policies required
as a consequence of the ratification of the Uruguay Round agreements. The primary
objective of the WB’s SAPs is to promote economic growth through achieving resource
allocation efficiency and higher production capacity (Shafaeddin 2005). SAPs were
attached to the WB’s structural adjustment lending, generally as a type of reform
condition. A close observation of these conditions, used since the early 1980s, reveals
that the important elements of SAP were liberalisation, deregulation, floating exchange
rate, financial reforms and fiscal policy. SPs aimed to achieve economic balances (both
internal and external) through control of the demand side. The main policy tools used in
SPs were expenditure-reducing measures, using fiscal and monetary policies to reduce
domestic consumption and expenditure switching (e.g., exchange rate devaluation).
Alongside these main tools, other measures were also employed including trade and fiscal
reforms.
The developing countries that adopted these macroeconomic reforms and liberalisation
can be divided into two categories, according to the origin of the reforms in those
economies (United Nations Conference on Trade And Development [UNCTAD] 2000).
In the first category are the countries who undertook reforms internally: Asian newly
industrialised countries (NICs) and new-tier Asian NICs. Conversely, the majority of
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developing countries in the second category accepted the reform schemes as a
commitment to international financial institutions (IFIs). It has been argued that policy
reforms in Bangladesh were due to the pressure from the WB and IMF (Rashid, 2001).
Following these major reforms, the macroeconomic policy scenario remains
comparatively stable from the mid-2000s onwards.
Bangladeshi export sectors—specifically the textile and apparel sector—benefitted by the
MFA that was introduced in 1974. This arrangement facilitated the emergence and rapid
expansion of the RMG industry in Bangladesh. By 2005, when this arrangement officially
ended, there was huge concern among policymakers and scholars worldwide about the
consequences for Bangladesh’s textile and apparel sector. However, these sectors thrived
in this changed scenario, demonstrating their competitiveness in the world market.

2.3 Economic and Trade Performance
2.3.1 Gross Domestic Product and structural change
Gross Domestic Product growth
Figure 2.3 shows the growth of the GDP of Bangladesh since its independence in 1971.
There are three distinctive phases. In the first phase (1971–1981), there were higher
fluctuations in GDP growth due to the challenges faced by the newly independent and
war-torn economy. The growth rate improved in the second phase (1980–1991) that
corresponds to the initial period of economic reform. It further stabilised during the third
phase (1992–2003), when Bangladesh experienced an average 5 per cent growth rate. The
early years (1992–1998) correspond to the rapid liberalisation process in the economy.
The growth was stimulated in the fourth phase (2004 onwards), when Bangladesh
experienced a higher growth rate of around 6 per cent, except for the years of the global
financial crisis (GFC) (i.e., 2008–2009).
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Source: The World Bank 2013, World Development Indicators.

Poverty and inequality
The incidence of poverty (headcount index based on USD 1.25 poverty line) fell from
70.22 per cent in 1986 to 58.59 per cent in 2000 and further declined to 43.25 per cent in
2010. Inequality increased sharply during the early 1990s. This was also the period of
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Figure 2.4: Poverty Reduction 1984–2010
Source: The World Bank 2013, World Development Indicators.
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rapid trade liberalisation (see Figure 2.4).

Income inequality (expressed as the Gini index) remained mostly unchanged until 1992
(see Figure 2.5). However, it rose sharply to about 32.98 per cent in 1996 from its base
value of 27.6 in 1992, and then, began to decline marginally. By 2010, it had declined to
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Figure 2.5: Inequality (Gini Index)
Source: The World Bank 2013, World Development Indicators.

Sectoral share of output
According to neoclassical theories, to attain efficiency trade liberalisation should
reallocate resources between tradeable and non-tradeable sectors. Such theories have
provided the basis for developing countries to adjust macroeconomic policies in favour
of the industrial sector. Thus, we can expect a shift in the sectoral share of output through
structural policy reforms.
Figure 2.6 shows the the agriculture, manufacturing and service sectors’ relative share of
GDP from 1978 to 2011. In 1978, the agriculture share was 47.78 per cent, whereas
manufacturing’s share stood at 10.08 per cent. However, from the late 1980s, the
manufacturing share began to increase so that, by 2011, it stood at 21.93 per cent. In this
time the agriculture share decreased to 19.41 per cent. Although manufacturing made
some progress, it is the service sector that took the lead surging to 58.9 per cent in 2002,
from about 42.13 per cent in 1978. After 2002, the service sector share remains stable;
however, the agricultural sector continues to lose its share to manufacturing.
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Figure 2.6: Sectoral Share in GDP
Source: Statistical Yearbook of Bangladesh and Bangladesh Economic Review, various issues.

2.3.2 Structural change in the manufacturing sector
The earlier discussion on export performance shows that the manufacturing sector
dominates the export composition of Bangladesh. The share of manufacturing in total
exports increased from 64.30 per cent in 1980 to 92.78 per cent in 2012. The following
discussion will shed light on the structural shifts in the manufacturing sector that may
have contributed to the export performance of the sector.
Output share according to ownership (public sector v. private sector)
From the 1980s, the government moved from interventionist policies to market-friendly
industrial policies, giving less importance to public sector manufacturing, encouraging
private sector entrepreneurship and introducing the privatisation of some public
enterprises. This policy shift has been discussed in the earlier part in this chapter. Now,
we examine the consequences of this policy reform.
Figure 2.7 illustrates the share of public and private sector in the total manufacturing
value addition (VA). In 1978, about 65 per cent of the total manufacturing VA accounted
for public sector share. This share continued to be stable until 1981. Following the
introduction of a market-friendly industrial policy, this share began to fall. By the late
1990s, it had dropped to about 15 per cent. This happened not only because of the rapid
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expansion of the private manufacturing sector, but also due to the reduction of public
sector enterprises through the privatisation process.
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Figure 2.7: Share of Public and Private Sector in Total Manufacturing VA
Source: CMI Report, BBS, various issues.

Output share according to size distribution
Figure 2.8 shows the share of SMEs in the total manufacturing VA. It is interesting that
the share of small industries decreases gradually in the late 1980s and early 1990s, but
afterwards remains stable, accounting for about 15 per cent of the total manufacturing
VA. Trade liberalisation and other policy reforms achieved real pace in this period, as
discussed in earlier sections.
One major reason for this reduction in small scale industries’ share in total manufacturing
VA may be the exit of immature and inefficient small firms under increased competitive
pressure from imported goods as a result of liberalisation. The negative inflationary effect
of the devaluation of the exchange rate might also have had an influence on the small
scale industries’ loss of competitiveness, as they were generally in import-competing
industries. Another reason is that liberalisation helped to accumulate imported capital and
intermediate inputs at a lower price and aided the rapid expansion of the large industries.
External economies of scale due to international trade might also have contributed
positively to this expansion.
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Figure 2.8: Output Share According to Size Distribution
Source: Statistical Yearbook of Bangladesh, various issues.

2.3.3 Trade: performance and structural change
Trade intensity
Figure 2.9 shows that the export orientation rose from 6 per cent of GDP in 1980, to about
23.12 per cent in 2012. The import orientation increased from 18.88 per cent to 32.12 per
cent and the trade orientation increased from 23.37 per cent to 52.29 per cent.5
It appears that the import penetration ratio was comparatively small—44 per cent in
1978—and, until the mid-1980s it showed a declining trend. This was due to the fall in
import penetration in chemical products in the emergence of the domestic pharmaceutical
industry and also the reduction in imports in the food producing sub-sectors, due to a high
level of effective rate of protection (Raihan 2007). However, from the late 1980s, import
penetration grew substantially in the textile and apparel sector as it provided the
intermediate inputs for the highly export-oriented RMG sector (Raihan 2007). Although
other industries such as petroleum refining also showed increasing import penetration in
this period, the large amount of imports of textile products meant the textile sector mainly

5

Trade, export and import orientation are defined as the share of trade, export and import in the total
GDP.
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accounted for the overall increase in import penetration during the late 1980s onwards
(Raihan 2007).
In 1980, export represented only 5.49 per cent of the GDP. This level of export orientation
continued till the late 1980s. After 1992, Bangladesh experienced a rise in export and, by
2012, it comprised 23.17 per cent of total GDP. From 2001, there was a sharp decrease
in export due to the effect of September 11 in the United States (US), as well as the bust
of dotcom bubble that saw export to the US drop sharply. Consequently, import was
restricted out of the foreign reserve crisis. We can observe that export orientation
improves substantially after 2004 and, by 2011, export’s share becomes 22.90 per cent.
The data also shows that export of Bangladesh suffered slightly during the GFC and
retrenched quickly after the recession.
All the measures show greater increases in trade intensity during the extensive trade
liberalisation period (1992 onwards), than in the initial phases of trade reforms (1985–
91).
Exports of
goods and
services
(% of
GDP)

60

Phase 4

Phase 3

30

Phase 1

% of GDP

40

Phase 2

50

Imports of
goods and
services
(% of
GDP)

20
10

Year

Figure 2.9: Trade and GDP
Source: The World Bank 2013, World Development Indicators.
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Export performance
While the earlier discussion shows the increasing importance of export in the economy
of Bangladesh as a whole, the present discussion will focus on the evolution of export
performance. Figure 2.10 shows the annual export from 1972 to 2012. Bangladeshi
exporters were not successful in export expansion during the first two decades following
independence (i.e., the 1970s and 1980s), denoted by Phase 1 and Phase 2 in the figure.
The annual export volume was low, with a yearly average of USD 92.18 million and
remained more or less the same throughout this entire period.
Export started to rise from the early 1990s and continued to increase slowly until the
beginning of the 2000s. The annual export volume increased from USD 157.31 million
in 1990 to USD 842.82 million in 2004.
After 2004, Bangladesh experienced a rapid increase in its annual export, from USD
842.82 million in 2004 to USD 2688.6 million in 2012.
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Figure 2.10: Export Performance
Source: The World Bank 2013, World Development Indicators.

VA to export
In practice, export data is measured at transaction values that are either gross values or an
aggregation of VA with domestic and foreign intermediate inputs. Hence, this measure
of exports may not accurately reveal the domestic contribution to trade. Table 2.3 shows
the domestic share to the total VA of top three categories of exporting products: the
apparel, textile and leather. It shows that the domestic share of total VA of the apparel is
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on average only 17.64 per cent. A similarly low level of domestic share to total VA is
also observed for leather products. However, in case of the textile, the domestic share is
comparatively high, averaging at 27.98 per cent.
Table 2.3: Domestic Share to Total VA in Top 3 Exporting Products
Domestic VA
Year

Apparel

Textile

Leather

1997

17.39

27.68

14.15

2001

17.44

27.94

14.11

2004

17.53

27.62

14.00

2007

18.21

28.25

13.48

2011

17.66

28.39

13.32

Average

17.64

27.98

13.81

Source: World Bank Export VA Database.

Structural change in export (composition and concentration)
When studying the long-term export basket of Bangladesh, we can easily observe a
structural shift in the export composition. Figure 2.11 shows that, for many decades
before the late 1980s, jute and jute goods dominated the export sector, comprising up to
89.51 per cent of exports in 1972. However, with the declining global demand of jute and
jute products due to the emergence of jute substitutes, this sector experienced a rapid
decline in export. In a scenario such as this, the MFA arrangement of 1974 offered a
lifeline for Bangladeshi export through facilitating the emergence and rapid expansion of
the RMG industry. By 1988, export of the RMG industry had overtaken Bangladesh’s
traditional exports of jute and jute goods and, by 2012, RMG export reached a share of
79.61 per cent of the total export.
Figure 2.11 further shows the percentage share of manufacturing export in total
merchandise exports during 1978–2012. The share decreases in the early 1980s due to
declining export of manufactured jute products. It then received impetus in the late 1980s
and onwards. In 1984, manufacturing export accounted for about 64.31 per cent of the
total merchandise exports, whereas by 2012 it had increased to 92.78 per cent. The textile

30

and apparel sector is the major driving force behind the manufacturing sector’s export
success.
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Figure 2.11: Composition of Export (Percentage Share in Total Export)
Source: Bangladesh Bank.

The earlier discussion provides a general indication about the concentration of
Bangladeshi export. We will now go deeper into the analysis of the level of concentration.
Figure 2.12 shows the export concentration at the HS-4 digit level of Bangladesh. The
export concentration is defined as an export concentration ratio (ECR) and is formulated
as:

√∑𝑛𝑖=1 (
𝐶𝑗 =

𝑥𝑖𝑗 2
𝑥𝑗 ) − √1/𝑛

1 − √1/𝑛
(2.1)

Where, Cj is the export concentration in j-th year, xij is export of i-th product in j-th year,
xj is total export in j-th year and n is the number of HS-4 products exported in j-th year.
Figure 2.12 shows that, in 1989 the concentration ratio was 21.56 per cent and by 2011 it
had gradually increased to 29.48 per cent. These findings support the notion that the
export basket of Bangladesh remained highly dependent on quite a narrow range of
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products. This dependency increases from 1989 to 2012, implying that the export success
of Bangladesh during this period was consolidated upon its best performing products in
the world market.
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Figure 2.12: Export Concentration of Manufacturing Industry (at HS-4 Digit
Level)
Source: Author’s calculation from the United Nations Commodity Trade Statistics Database (UN
Comtrade).

The natural question then arises as to whether Bangladesh was able to increase the number
of products (export diversification) it exports during the export growth period of 1989–
2012. Figure 2.13 shows that, despite the growing dependence on certain export items,
Bangladesh managed to successfully increase the number of export items even within
broad categories of the HS-4 level. The number of exported products at the HS-4 digit
level increased from 203 in 1989 to 739 in 2011. Combining this result with the increasing
export concentration implies a lack of dynamism in the export sector of Bangladesh.

32

800

No. of HS4 products

700
600
500
400
300

Number
of HS4
products

200
100
0
1989 1991 1993 1995 1997 2000 2002 2004 2006 2008 2010

Year

Figure 2.13: HS-4 Export Products 1989–2010
Source: UN Comtrade.

2.4 Macroeconomic Policy
2.4.1 Monetary policy
The central bank of Bangladesh, the Bangladesh Bank (BB), is responsible for the
monetary policy of the country. The objectives of the monetary policy have been set by
the Bangladesh Bank Order, 1972. The principal objectives include:
1) regulation of the currency and reserves
2) management of the monetary and credit system
3) maintaining the par value of the domestic currency
4) promoting and maintaining high levels of production, employment and real
income
5) facilitating the growth of productive resources for the best national interest.
Bangladesh experienced high inflation, at a yearly average rate of about 40 per cent,
during the early years after its independence. This high inflation rate adversely affected
low income groups in both urban and rural areas of the country (Ahmed 1984). Hossain
(1996) identifies several factors of such high inflation: the price hike of imported goods,
the rapid growth in money supply due to high level of government spending in the war-
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torn economy and recurrent shocks in the domestic and external supplies.6 The earlier
discussions also show that the economy experienced slower growth in the export and
industrial sector.
In 1975, the government entered into a standby arrangement with the IMF that changed
the direction of the country’s monetary policy. Under this new arrangement, the BB, in
close collaboration with the government, started setting the short-term objectives of the
monetary policy through direct controls. However, these controls did not prove to be
effective as both the money supply and bank credit continued to rise sharply until the
early 1980s. This situation led to monitoring the monetary expansion and bank credit
against the domestic price situation and foreign reserve position. Further, ceilings were
imposed on credit to the government, the public and the private sectors to keep the growth
of domestic credit at the targeted level. However, due to the inefficient financial sector,
these measures could not effectively control the money supply and, as a consequence, the
growth of broad money remained considerably high throughout the 1980s. Further, these
measures in the presence of financial inefficiency posed financial constraint on firms’
export and productivity enhancing activities.
Hence, in 1989, the government introduced a comprehensive reform program, known as
the Financial Sector Reform Program (FSRP), to strengthen the financial sector and
improve its efficiency. In early 1990, the BB began to use indirect methods of monetary
management that replaced the direct quantitative methods of monetary controls. Although
the BB continued to fix the targets, it changed the way to achieve them. It withdrew the
bank-specific credit ceiling and direct controls on interest rates. It regulated the money
supply through indirect manipulation of the reserve money rather than by a credit ceiling.
Other major instruments used for monetary control included the open market operations,
bank rate, the statutory reserve requirement and the rediscount policy. These changes had
the potential to ease the financial contraints imposed on the exporting firms by the earlier
monetary policies.

6

The domestic supply shocks were due to droughts and floods in 1973 and 1974. The external supply
shock was a result of the oil price hike in the international market in 1973.
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2.4.2 Fiscal policy
The objectives of fiscal policies in Bangladesh are to:
1) ensure macroeconomic stability
2) promote economic growth
3) develope mechanism to attain equitable income distribution.
The government has used management of public revenue, expenditure and debt as the
main policy tools to achieve these objectives.
The reconstruction and rehabilitation work conducted in the war-torn economy created a
depressing effect on public savings during the early years after independence. Although
the government received significant foreign aid during this period, there was a large
financing gap that was rapidly increasing. Internal and external supply shocks in the mid1970s further aggravated this scenario. Consequently, the fiscal policies during these
years were targeted at rehabilitating the war-torn economy and stabilising it from shocks.
However, the government was not successful in mobilising domestic resources to finance
the gap. The tax structure was highly dependent on indirect tax that accounted for 80 per
cent of the total tax. It was not possible for the government to raise import duty as most
of the import was in the public sector and was basic need-oriented. The government could
not reduce expenditure in public enterprises because of their x-inefficiencies and inability
to recover the cost through rationalisation of their product price due to social equity
reasons. Exports and balance of payments were below expectations during this period
(Love & Chandra 2005). All of these factors led to the government becoming highly
dependent on foreign aid to finance the gap.
In the early 1990s, the government took comprehensive steps to improve the fiscal sector.
Its main objective was to control expenditure growth and keep it below the nominal GDP
growth. A number of reforms were initiated in line with the IMF’s Enhanced Structural
Adjustment Facility (ESAF). The most important reform was the introduction of the value
added tax (VAT). The VAT system with liberalised supplementary duties replaced the
complex system of customs duties on domestic goods and differentiated sales tax on
export. The government took several steps to reduce expenditure including reducing
interest rates on government savings, subsidies on food and jute and the denationalisation
of SOEs through sales to private entrepreneurs. Through these reforms, the fiscal situation
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improved after 1990. By the late 1990s, the budget deficit fell to about 6 per cent of the
GDP from its annual average of 8.4 per cent in 1980s.
The preceding discussion shows that, up to 1990, Bangladesh depended highly on foreign
aid to finance its fiscal deficit. Since 1990, this composition of financing the budget
deficit changed considerably. In 1990, domestic financing accounted for 15 per cent of
the total deficit, whereas this figure rose to 73 per cent in 2012. Although the decline in
the flow of external funds contributed to this improvement to some extent, the major
reason was the development of the financial sector that supported the increased borrowing
by the government. However, this created another burden to the fiscal policy because of
the higher interest costs of domestic borrowing.

2.5 Conclusion
This chapter has provided an overview of the evolution of the political and economic
environment of Bangladesh since its independence in 1971. Although Bangladesh started
with a protectionist policy paradigm, it did not take long to initiate economic reform
targeting private sector development and opening up its economy. The initial reform
process began slowly in the early 1980s, achieving real pace in 1990s when rapid
liberalisation through tariff rationalisation was implemented. The other main policy
reforms included moving towards a flexible exchange rate regime and the adoption of a
private sector-friendly policy set. From the mid-2000s, the pace of economic reform
slowed and the economy entered into a more stable macroeconomic policy environment.
Throughout the entire reform process, the improvement of export performance was one
of the primary objectives of the policy framework.
From 1978 to 2012, the growth rate of GDP showed a gradually rising trend. The growth
rate fluctuated in the early years following independence and started to stabilise at the
beginning of the 1980s. After a stable period in the 1990s, the growth rate showed a higher
increasing trend from the mid-2000s onwards. Besides achieving growth, Bangladesh
also showed considerable success in reducing poverty and inequality (measured in Gini
index). The share of manufacturing in the GDP also increased progressively. The share
of public sector and small scale enterprises in the total manufacturing VA reduced in this
period. Privatisation of public enterprises is the main reason behind the reduction of
public sector share. Conversely, the reduction of the small scale industries’ share may be
36

the result of the adoption of private sector-friendly policies in the late 1980s onwards, or
the flourishing labour intensive industries such as apparels and textiles in which even
small firms, when measured in output share, needed to hire more workers.
Shifting the focus to trade performance reveals some interesting facts about the
performance of the Bangladeshi economy. The importance of trade in the GDP has
increased over the years. Trade intensity, starting from a low share of the GDP in the
1980s, experienced a gradual growth in the 1990s. Following 2004, it showed
considerable performance in terms of size and growth. Export plays a major role in this
respect. Similar to trade, the share of export showed a gradual increase during the 1990s.
After 2004, it showed a rapid rise in terms of size and growth. The manufacturing sector,
specifically the textile and apparel sector that further flourished after the expiration of the
MFA in 2005, drove this rise of export. The higher dependency of these export-oriented
industries on foreign intermediate inputs shaped the rise in import during the 1990s and
onwards.
There are now concerns among economists if Bangladesh needs to accelerate its
economic reform through further liberalisation to promote export and economic growth.
Dawson (2006) argues for further liberalisation to promote export and reap export-led
growth, whereas Raihan and Razzaque (2007) place emphasis on institutional reforms. A
micro-level understanding of the dynamism of the export sector and its implications for
productivity growth can provide the best insight for policymakers striving to harness
economic growth through export. This research has opted to fill this gap.
Further, Bangladesh experienced high export growth during the late 2000s onwards when
there were no significant changes in the macroeconomic framework. It is also noticeable
that the manufacturing sector drove this strong export growth. This success is unique in
the case of LDCs that are struggling to promote manufacturing export. Hence, this success
creates interest among trade scholars and demands for in-depth research. Given the stable
macroeconomic environment during this period, such research should focus on the forces
at the micro-level (i.e., at the exporter and the product level) that contribute to this success.
However, to my knowledge, there is no such research conducted at the microeconomic
level to address the dynamics, success and implication of export growth of Bangladesh
during this period.
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Chapter 3. Literature Review: Patterns and Implications of
Export
3.1 Introduction
In international trade literature, economists have focused on discussions of the patterns
and implications of export, especially the export of goods. The theoretical concept
governing the literature evolves from inter-industry heterogeneity to intra-industry
heterogeneity and, finally, to firm heterogeneity. Although the major impetus for this
evolvement comes from the availability of data, these variants can successfully explain
different aspects of export. This literature review serves as a compilation of theories and
empirical evidence that answer the questions about the patterns of exports and its
implications, especially on growth.
We can identify two main streams in the literature on export. One stream is devoted to
the patterns and dynamism of exporting and the other is devoted to the efficiency
implications of export. Accordingly, this discussion is arranged in two sections. The first
section will discuss theories and empirical evidence on the patterns and dynamism of
export. The second section will discuss the theories and empirical evidence on the
efficiency implications of export.

3.2 Pattern and Dynamism of Export
3.2.1 Evolution of trade theories with empirical evidence
This section begins with a brief discussion on the classical (old) trade theories on export
followed by discussion on new trade theories.7 It then focuses on the importance of firms
in export and rising firm heterogeneity theories. A summary of these theories and related
empirical research is presented in Table 3.1.

7

This discussion gives the reader an idea about the old theories and the empirical motives which later
drive the introduction of firm heterogeneity theories. This is also useful as the empirical studies of this
thesis use concepts of the old theories along with recent firm heterogeneity theories. For example,
Chapter 5 uses the concept of comparative advantage from Ricardian trade theories.
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Industry heterogeneity theories
Classical trade theories have three variants. These are the ‘Ricardian comparative
advantage theory’, the ‘Heckscher-Ohlin-Samuelson theorem’ and the ‘theory of vent for
surplus’. These theories emphasise the contribution of the ‘factors of production’ of a
country in shaping its export pattern.
The Ricardian theory of comparative advantage argues that countries are different in
factor productivity. Therefore, specialisation in consumption and production diverge with
international trade. The country that has a comparative advantage in producing any
commodity will produce and export it more. MacDougall (1951) and Stern (1962)
conducted pioneering empirical works on the Ricardian model of comparative advantage.
Although both studies examined the model using US and UK data, they differ in terms of
the sample year and product coverage.8 The underlying hypothesis of these studies is that
US firms should have Ricardian export advantages (when the ratio of US export to UK
export is above unity) in manufacturing sectors for which the labour productivity ratio of
the US and the UK is higher than their wage rate ratio. The results were supportive to the
hypothesis for the majority of the products examined. The measure for comparative
advantage used in the studies was dependent upon the country pairs. Balassa (1965)
introduced an independent measure called ‘revealed comparative advantage’ (RCA) that
is suitable for international comparison and, hence, is widely used in empirical research.
The Heckscher-Ohlin-Samuelson theorem extends Ricardian comparative advantage
theory. It points out that countries have factor intensities across commodities. They enjoy
comparative advantage in commodities that exploit their high factor intensity. This theory
predicts that the country that is abundant in labour will export labour intensive
commodities, whereas the country abundant in capital will export capital intensive
commodities. Based on this factor proportion theory, Hafbauer (1970) predicts that in
relatively labour-rich developing countries export intensity would be high in low wage
products. Despite being highly influential in trade literature, this theoretical paradigm
lacks proper empirical support. For example, Leontief (1953) and Baldwin (1971) failed

8

MacDougall (1951) used data for the year 1937 and covered 25 products. Stern (1962) used data for
the years 1950 and 1959 and covered 39 products.
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to find support for this model in US trade data; however, Tatemoto and Ichimura (1959)
and Bharadwaj (1962) found support in Japan and India, respectively.
The theory of vent for surplus (Myint 1958) complements the above theories by pointing
out that factors of production are frequently under-utilised in low income economies.
Trade brings the opportunity to create income for unemployed factors of production. So,
in developing countries that have an abundant and under-utilised labour factor, labour
intensive industries will enjoy more growth and will export. In this instance, export
creates ‘vent for surplus’ of production that is produced, due to the use of abundant factors
that were previously under-utilised. The prediction of this theory is applicable for
developing countries. Empirical evidence of this model include Austin's (2014) report in
which the cocoa export of Ghana began using an under-utilised land resource.
Thus, classical trade theories ensure static gain from trade for both developed and
developing countries according to their factor endowments. However, these theories have
limitations. Classical trade theories assume full employment that is relatively strong for
developing country cases. While these theories can explain export in terms of industrybased specialisation, they lack explanation on product differentiation.
Product differentiation theories
The national product differentiation model (Armington 1969) features product
differentiation at a national level. Armington’s model stands on a useful assumption that
products are distinguishable by the place of their production. It proposes a utility function
that allows each country to produce differentiated goods that consumers view as imperfect
substitutes. Thus, this model advocates for horizontal differentiation of products and leads
to the prediction that bigger economies export larger quantities of each good (intensive
margin), but do not export a wider set of goods (extensive margin). While the national
differentiation model does not recognise the quality differentiation of products of
different countries, a new set of models categorised as the vertical differentiation model
(Flam & Helpman 1987; Grossman Gene & Helpman 1991) introduces quality margin in
explaining trade patterns between countries. These models predict that richer countries
export higher quality goods.
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In the 1980s, a ‘New Trade Theory’ was developed through the seminal works of
Krugman (1979), Krugman (1980) and Helpman and Krugman (1985). This theory
focuses on intra-industry trade of differentiated goods that are produced under increasing
returns to scale. It features an elegant tension between consumers and firms. Consumers
have a ‘love for variety’ of products and want to pay a premium for a desired variety.
However, this leads the market to fragment into a large number of product specific niche
markets in which monopoly firms struggle to achieve the sales required to recover the
cost of product development. International trade, specifically export, generates a bigger
market implying that each firm now has the opportunity to run at a larger scale and,
consequently, this improves the survival rate of firms. This predicted result advocates for
free trade as it leads to lower prices and more varieties. With this model with monopolistic
competition, Krugman predicts that bigger economies export a wider range of products
(extensive margin).
Greenaway, Hine and Milner (1995) provide evidence for product differentiation by
disentangling vertical and horizontal product differentiation in the intra-industry trade of
126 UK industries, using unit value dispersion and a range of industry characteristics.
Head and Ries (2001) evaluate national product differentiation and increasing returns to
scale models using a panel of US and Canadian manufacturing industries. Although their
findings have support for both these models, depending on the estimation methods, the
dominant support is along the national product differentiation model. One of the most
elaborate empirical research to be conducted on product differentiation theories is by
Hummels and Klenow (2005) who use export data in 5,000 product categories from 126
countries to 59 importing countries. This research finds that large economies export more
in absolute terms than small economies and about 60 per cent of the higher export of
larger economies is in the extensive margin. It further reports that richer countries export
larger quantities of each good at a modestly higher price, implying that these countries
produce higher quality goods. Whereas, labour intensive countries export larger quantities
of each good, but not at higher prices and this is consistent with lower quality goods.
Firm heterogeneity
The trade theories mentioned above consider industries comprised of representative firms
that are either all exporters or are not exporters. However, empirical research with firm
level data shows that firms differ in terms of size and profitability and only a small
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fraction of firms export (Bernard et al. 1995). To address these empirical issues, a new
set of models featuring firm level heterogeneity has emerged from Melitz (2003) and
Bernard et al. (2003). By firm heterogeneity these models refer that, even within narrowly
defined industries, firms differ in terms of efficiency and this determines their size and
profitability. These models are based on the export sunk cost hypothesis that argues that
exporting is associated with some fixed cost for searching and establishing distribution
and marketing networks in the destination markets, learning about procedures of
exporting and contract settlement. The estimates of sunk cost obtained by Roberts and
Tybout (1997) and Das, Roberts and Tybout (2007) suggest a non-negligible size of this
cost for firms that start exporting. Hence, basic models with heterogeneous firms and
sunk entry cost can explain firm entry into exporting activities—firms who can afford the
sunk entry cost will start exporting. Worse-performing firms contract export and leastperforming firms stop exporting in the face of competition. Thus, export activities
facilitate the firm level ‘reallocation’ effect that arises when there is firm heterogeneity.
The seminal paper by Melitz (2003) presents a tractable model of these mechanisms.9
Sizeable sunk costs also predict the importance of continuing exports for short-run export
growth—firms with previous export experience can raise their export sales without
paying sunk entry costs again. Using US manufacturing data, Bernard and Jensen (2004)
report higher efficiency in export starters and faster growth in continuing exporters
compared with non-exporters. This ‘export associated reallocation’ makes up over 40 per
cent of the growth of total factor productivity in the manufacturing sector.
Mayer, Melitz and Ottaviano (2014) provide another extension that considers firms with
multi-products and multi-destinations. This model predicts that a firm’s export mix skews
to its best performing product when there is high competition in a market. This research
also presents strong confirmation of such an effect from French exporters’ data. Arkolakis
(2010) develops a theory that incorporates marketing costs within a trade model of firm
heterogeneity and product differentiation. According to this model, a firm enters a
destination market when the marginal cost, defined as the per-consumer marketing cost,
to reach a single consumer is deemed as profitable to that firm. It also incorporates a postentry export cost, as access to additional consumer in the same destination involves an

9

The second part of this chapter provides the details of the mechanisms presented in Melitz (2003),
through which export contributes to efficiency. The first part of the chapter limits the discussion to the
dynamic behaviour of exporters.
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increasing marginal penetration cost. Hence, in larger markets, firms with a wide range
of productivity can enter as the per-consumer marketing cost is low and relatively low
productive firms restrict their sales to few consumers.
Other recent research extends the concept of cost involved in exporting activities.
Vannoorenberghe, Wang and Yu (2016) introduce destination specific fixed cost in a
model with short-run demand shock in destination countries. This model predicts an
inverse relationship export volatility with exporter size and destination diversification for
the group of small exporters. Albornoz, Fanelli and Hallak (2016) build a model where
exporters have to pay a market specific sunk cost and fixed cost to operate in destination
markets. This model predicts that export survival depends on the ratio of sunk cost to
fixed cost. Experience and proximity of the destination markets positively affect export
survival by lowering the surk cost less than the fixed cost. Békés and Muraközy (2012)
build a model where the endogenous choice between variable and sunk cost of trade
technologies leads to the dependence of the probability of temporary trade on firm
characteristics (productivity and capital cost) and destination characteristics (financial
stability, proximity and GDP).
While these theories are sufficient to explain the intensive margin of export, recent
theories suggest a dynamic nature of the extensive margin and its contribution to export
growth. Recent theories in trade literature that model export dynamics with heterogeneous
firms attribute firm export entry, exit and survival decisions to the uncertainty arising
from exogenous shocks such as changes in trade cost or demand shocks.
A spate of recent models, commonly known as ‘search and learning’ models, feature the
importance of ‘idiosyncratic uncertainty’ in the profitability of export and learning in
foreign markets. These include models by Segura-Cayuela and Vilarrubia (2008),
Arkolakis (2010), Freund and Pierola (2010), Albornoz et al. (2012), Akhmetova and
Mitaritonna (2013), Eslava et al. (2015) and Timoshenko (2015b). The models are
diversified in terms of underlying assumptions and features; however, they commonly
embody an ‘experimentation and learning’ period during which new exporters and their
foreign buyers settle the uncertainty of profitability of their export transaction based on
the sales volume in that market. Heterogeneous sellers search for buyers in a market and
successful selling helps them learn about the appeal of the product in the market. This
creates an incentive to search for more buyers. Success or failure of this experimentation
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and learning is then followed by a decision about whether to continue and grow their
export relation or exit the export market. The finding that entrants, conditional to longterm survival, experience important growth is also in line with the predictions of these
models.
The model by Freund and Pierola (2010) focuses on the cost side uncertainty. In the
presence of sunk cost, this can generate substantial entry and exit as a form of trial and
error. According to this model, firms can only learn about the cost of their exporting after
entering the export market. They can exit if they find the costs are high and, in this
instance, they experience at most a one-period negative shock. However, if their costs are
low they can enjoy a future stream of positive profits. Thus, in this model, uncertainty
generates high export entry by firms that want to test their export market potential, due to
the attractive option value of continuing. If their cost draw is low they can make a positive
return. However, because of the uncertainty, there can be high exit after one period for
firms that end up with a high cost draw. The researchers presented support for these
theoretical predictions using transaction level export data of the non-traditional
agricultural sector of Peru. Segura-Cayuela and Vilarrubia (2008) add post-entry cost to
the sunk cost for export, in the form of the per-period cost of presence in a destination
market. While the firm knows the sunk cost, it is uncertain of the post-entry per-period
cost to continue exporting in the market. A firm can only know the per-period cost once
it has entered a given destination market and paid the entry cost and would exit if the cost
draw is bad. Thus, this model can also explain entry and exit to a destination market;
however, as the entry sunk cost is known to firms the predicted entry rate is quite low
compared to Freund and Pierola (2010).
Other models, by Albornoz et al. (2012), Akhmetova and Mitaritonna (2013) and Eslava
et al. (2015) focus on uncertainty about demand in export markets. In these models, firms
enter the export market (or a particular destination) with a low volume of initial sales to
‘test the waters’ and learn about their export market profitability. If the test is successful,
they increase their export volume, if it is not successful they exit. In the model by
Albornoz et al. (2012), known as ‘sequential export model’, uncertainty about export
profitability is positively correlated over time within a market (intensive margin) and
across destination markets (extensive margin). This leads firms to begin exporting at a
very low level in a given market and, conditional upon survival, expand export within a
market or enter new destination markets sequentially. When a firm enters a destination
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market it also considers the possibility of expansion along the continuing markets as well
as the new destinations. Hence, a firm finds paying the high sunk cost to enter export
market worthwhile even if the expected profits in that market are negative, due to the
option value of successful export expansion within the same market or to additional
markets. This study empirically confirms this mechanism using customs data on the
export of Argentina. In the model by Akhmetova and Mitaritonna (2013), firms are
allowed to avoid paying the full sunk cost of export entry by first paying a low ‘testing
cost’. With this small entry cost they can sell their product to a few consumers in that
market and learn about the market by observing these individual sales. The firm chooses
the optimal experimentation intensity, as well as the exit–entry policy. Using Bayesian
econometric technique and counterfactual simulations, this study demonstrates the
empirical evidence of this mechanism in French firm level export data. Eslava et al.
(2015) present a model in which a potential exporter invests to search for a foreign buyer.
A match between a seller and a buyer provides important learning about the appeal of the
seller’s product. A successful match leads to opportunities to expand over time and across
destinations, whereas an unsuccessful match is followed by exit. This research uses
customs records of Columbian export to the US to demonstrate the theoretical prediction
of the search and learning mechanism. Aeberhardt, Buono and Fedinger (2014) provide
another extension of the ‘search and learning’ by introducing a model where contracts are
incomplete and hence, there is high uncertainty at the beginning of any export relationship.
Experience and high quality of legal institutions in destination markets decrease the
hazard rate by lessening the matching friction.
While the aforementioned models feature learning from search activities, Fernandes and
Tang (2014) introduce a model with a different mechanism for learning termed the ‘social
learning model’. It is based upon a statistical decision-making model. This model shows
that firms learn from the network of neighbouring firms. Export performance of the firms
in the same network provides a signal to the firm about the demand for the export.
Presence of a larger network provides a strong positive signal to the firm and increases
the firm’s probability of entry, initial sales and survival in that export market. This
research also presents robust empirical evidence of these theoretical predictions using
transaction level data of Chinese exporters covering the period 2000–2006.
Blum, Claro and Horstmann (2013) focus on uncertain demand, rather than learning, to
rationalise high churn in export activity in general or in certain destinations. In this model,
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firms operate under stochastic demand shocks and increasing marginal costs. Upon
realisation of the demand shocks their capital investment becomes fixed. This model
classifies exporters as ‘perennial’ or ‘occasional’ depending on the frequency of export
status. Perennial exporters are more efficient and have sufficient capital investments.
Hence, these exporters can serve both domestic and foreign markets without being
sensitive to demand shock. Conversely, occasional exporters are less efficient, smaller in
size and their export behaviour is dependent on demand shock. If domestic demand
becomes relatively low, occasional firms can free up their capital that is now underutilised domestically and enter the export market to facilitate full utilisation. Similarly, if
domestic demand becomes relatively high, occasional exporters exit foreign markets and
sell only in the domestic market as this market is more profitable (less costly) in this
model. This research further presents strong support for these predictions using
transaction level export data from Chile for the 1991–2008 period.
The above review of the theoretical literature on trade gives an idea about the evolution
of trade theories. It shows how the focus of theoretical research has shifted from industry
and product to firms. A new generation of theoretical research known as firm
heterogeneity theories is evolving to understand the important role of firms in the export
dynamics. Ealeir variant of these theories identifies that firms need to pay a sunk cost and
other variable and fixed costs to start and continue exporting in destination markets.
While these theories can explain exporting firms’ entry to and exit from foreign markets,
another variant of these theories using ‘search and learning’ concept can explain the
dynamic nature of export growth observed in the data. According to these later theories,
firms start with a low export sales in a destination market because of the high level
uncertainty involved in the initial stage of exporting. Conditional upon survival in the
market they expand their sales.

46

Table 3.1: Theoretical Evolution and Empirical Evidence
Features

Theories and Models

Industry Specialisation

Classical Trade Theories

Empirical Evidence

Ricardian Comparative Advantage

MacDougall (1951), Stern (1962), Balassa (1965)

HO Model

Leontief (1953), Tatemoto and Ichimura (1959), Bharadwaj (1962),
Baldwin (1971)

Product Differentiation

Firm Heterogeneity

Vent for Surplus

Austin (2014)

National Product Differentiation

Greenaway, Hine and Milner (1995), Head and Ries (2001), Hummels and

New Trade Theory

Klenow (2005)

Vertical Differentiation

Greenaway, Hine and Milner (1995), Hummels and Klenow (2005)

Sunk Cost and Reallocation

Bernard and Jensen (2004)

Product Competency

Mayer, Melitz & Ottaviano (2014)

Sequential Exporting

Albornoz et al. (2012)

Search and Learning

Eslava et al. (2015), Timoshenko (2015b)

Social Learning and Network

Fernandes and Tang (2014)

Occasional and Perennial Exporting

Blum, Claro and Horstmann (2013)
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3.2.2 Empirical research on export dynamics analysis and survival determinants
The theoretical models that are based on firm heterogeneity and the related empirical
evidence mentioned earlier are sufficient to explain the exporter dynamics along the
dimension of either product or destination. Recent empirical research exploiting the
richness of transaction level data explores the export dynamics and survival pattern along
the firm–product–destination (FPD) dimension. Two prominent trends can be found in
this type of research. The first trend explores the microdynamics of the export growth and
the second trend analyses the determinants of export survival. The following review
presents empirical research on these two trends, along with a summary in Table 3.2.
Motivated by the firm heterogeneity models of Arkolakis (2010) and Segura-Cayuela and
Vilarrubia (2008), with post-entry cost for continuing export, Besedeš and Prusab (2011)
explore and compare export performance of countries along the extensive and intensive
margins. Their study uses country level export data, disaggregated at the HS-4 digit code,
of 46 developing countries. The findings reveal the facts that the duration of the most
export relations are short and that survival plays an important role in determining the
long-run export performance. It concludes that higher export growth in developing
countries depends significantly on the improvement of the intensive margin along
survival and deepening. Kehoe and Ruhl (2013) study bilateral commodity trade using
disaggregated product level data of a panel of 1,900 country pairs. They find extensive
margin of trade, defined as the export of completely new goods or least-traded goods, is
an important factor in trade growth. This margin of trade contributes 10 per cent to the
trade growth for NAFTA (North American Free Trade Agreement) country pairs and 26
per cent to the growth of trade between the US and Chile, China, and Korea. However,
country pairs without major change in trade policy or macroeconomic structure observe
little change in the extensive margin.
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Table 3.2: Empirical Studies on Export Dynamics
Research Type

Data Type

Studies

Export growth

Country level trade data

Besedeš and Prusab (2011), Kehoe and Ruhl

analysis

(2013)
Transaction level data

Eaton et al. (2007), Amador and Opromolla
(2013), Cebeci and Fernandes (2015),
Defever, Heid and Larch (2015), Lawless
(2009)

Export survival

Besedeš and Prusa (2006b), Fugazza and

Country level trade data

Molina (2016)
Firm level data

Alvarez (2007), Fu and Wu (2014)

Transaction level data

Cadot et al. (2013), Stirbat, Record and
Nghardsaysone (2015)

Eaton et al. (2007) exploit comprehensive transaction level data from Colombia to
generate a new set of stylised facts on export dynamics. The whole analysis consists of
several steps. The methods used involve reviewing the evolutions of the patterns of
aggregate exports across products and destinations over time. This is then followed by
the decomposition of export growth along two margins: the intensive margin (growth in
the export volume of continuing exports) and the extensive margin (changes in the set of
exports). Finally, this research tracks the behaviour of ‘cohorts’ of firms in foreign
markets from their entry year onwards.
This study reports some key patterns in the export dynamics. First, in any given year,
continuing exporters (defined as firms that export at least in the previous year) account
for the major part of the expansion or contraction in aggregate export. Despite this
dominance of continuing exporters in aggregate export growth, new exporters account for
a large part of the total number of exporters. The underlying reason for this is that the
majority of new firms do not last more than a year and their export sales are very low.
Second, new exporters, conditional upon survival beyond the first year of exporting,
experience rapid growth. In the long run, these survivors together contribute a large share
to total export. Similar findings are also reported in Amador and Opromolla (2013) using
the transaction level export data of Portugal and by Cebeci and Fernandes (2015)
analysing the export boom of Turkey during the 2000s. Defever, Heid and Larch (2015)
find higher probability of exporting to a new country which shares common border with
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existing destination markets. This finding implies higher export growth along in new
destinations which share common boarder with existing destinations. Lawless (2009)
reports that firms show higher level of dynamism in individual markets compared to
overall export stutus. This higher contribution of extensive margin along destinations is
significant specially in less popular markets.
Empirical studies on export survival are mostly focused on a specific set of determinants
and are highly dependent on macro trade data at the country level, usually obtained from
UN Comtrade. This line of research examines determinants such as product
differentiation (Besedeš & Prusa 2006b), the size of the economy in the origin or
destination countries (Hess & Persson 2011), initial export values and ﬁxed costs of
export (Fugazza & Molina 2016) and the quality of contract institutions (Araujo, Mion &
Ornelas 2016). Although this line of research presents important information on the
export survival pattern, it fails to account for the heterogeneity at the exporter level.
The second type of empirical analyses uses firm level data. Using manufacturing firm
level data from Chile, Alvarez (2007) finds evidence to suggest that prior export
experience, multinational spillovers and productivity increases have a positive
contribution to export survival. Fu and Wu (2014) explore Chinese firm level data and
report that firm size, productivity, export orientation and foreign ownership are important
determinants of export survival. Demirhan (2016) finds that export market survival
depends mainly on size, productivity, external financing and quality production. While
firm level data contain rich information about firm characteristics (e.g., age, size and
number of employees), in most cases this type of data lacks sufficient information about
firm specific product and destinations and has limitations in terms of the coverage
required for a full-fledged export survival analysis.
More recently, the increasing availability of customs data provides the opportunity to
analyse export survival at a more disaggregated level such as the exporter–product–
destination relation. Studies in this line include Cadot et al. (2013) of four African
countries and Stirbat, Record and Nghardsaysone (2015) of Lao PDR. These studies
identify the significant determinants of export survival as network, product and
destination experience, product competency and initial export size. Cadot et al. (2013)
also identify external financing as having a mediating effect on the mechanism through
which the network improves export survival.
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The empiricial discussion gives an idea about the main streams of empirical literature
exploring facts about the trade pattern observed in the rich data available in the recent
years. The literature on the export dynamics show that most of the new exports are small
size and short lived. However, conditional on survival these new exporters sustain for
long period and increase their sale. Growth decomposition shows that in the short run
intensive margin (continuing export) contributes significantly to the export growth.
However, in the long run extensive margin (new export) plays an important role. These
findings implies the importance of survival of new export for sustained export growth in
the long run. The literature on export survival finds that experience and networking are
the significant factors of export survival.

3.3 Export and Efficiency Implications
The focus of research on the export and efficiency nexus has shifted dramatically over
the past two decades, from country and industry level to firm level. The result is a wide
spread of empirical literature that examines the cause, extent and dynamics of efficiency
differentials between exporters and their domestically-oriented counterparts. This had led
to a school of thought known as ‘new’ new trade theory (NNTT). In addition to earlier
growth and trade theories, NNTT creates wisdom of knowledge to understand the nexus
between export activities of firms and their efficiency. This micro-level insight further
sheds light on how exporting can contribute to the evolution of aggregate productive
performance.
3.3.1 Theoretical hypotheses
While the theories show a consensus about the superior efficiency of the exporting plants
compared with their counterparts, they differ on hypothesising the causes behind this.
There are two alternative hypotheses, not mutually exclusive, that are commonly used to
explain the expected superior efficiency in exporters. These hypotheses are known as selfselection (SS) and learn-by-exporting (LBE). In addition to these two, there is another
emerging theoretical approach that associates firm level efficiency with a pro-competitive
export market.

51

Self-selection and sunk cost
According to this hypothesis, exporters are expected to be more efficient because more
efficient firms self-select themselves to export. This hypothetical expectation relies upon
the existence of additional fixed costs involved in exporting goods in foreign countries.
These additional costs may include costs for identifying potential foreign customers,
acquiring knowledge about external markets, establishing distribution channels and the
required modification of products to comply with customer tastes and regulations in
destination markets. These costs are irrecoverable once incurred and, hence are termed
‘sunk export market entry costs’. These costs create an entry barrier that only more
efficient firms can afford to overcome and; therefore, self-select to enter the export market.
The seminal paper of Melitz (2003) provides the most successful theoretical model with
such a selection.10 In this model, firms are heterogeneous in terms of efficiency levels and
the threshold efficiency level required to break this export entry barrier (and consequently
start exporting profitably) is termed the ‘export cut-off efficiency’, as it also serves as the
minimum efficiency level required to continue exporting. New entrants in the domestic
market draw random efficiency and if their efficiency level is higher than this cut-off
level, firms will self-select to export. Thus, the self-selection hypothesis in the Melitz
(2003) model presents a Darwinian type of selection of the most efficient firms in the
exporting cohort. The whole process is set out in Figure 3.1. In this model, firms are
forward looking on their entry decision to the export market upon gauging their ex ante
efficiency level against sunk cost.

10

Other models using the self-selection hypothesis may include Bernard et al. (2003) and Yeaple
(2005).
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Figure 3.1: Production Structure and Self-Selection to Export
While in the Melitz (2003) model higher efficiency in exporters is guaranteed, Impullitti,
Irarrazabal and Opromolla (2013) develop a theoretical model that shows that, in the
presence of the sunk export entry cost, firms may continue in the export markets even
when their efficiency drops below the threshold level, to avoid paying the entry cost again.
Similarly, a firm may not be necessarily induced by positive shock, if the size of current
profit increase is not enough to cover the export entry costs. Both these ideas figure out a
hysteresis band, termed as a ‘band of inaction’, between the exit and entry threshold,
depicted by 𝜑3 − 𝜑2 in Figure 3.2. Firms are grouped by their export status. Each shaded
area corresponds to a particular group of firms and the size of each group represents the
typical distribution (proportion and range of efficiency) of firms that belong to that group.
The width of the band increases with the magnitude of the sunk cost, but decreases with
the overhead export cost. The width of the band determines the size of the differential
between the efficiency levels of exporter and non-exporters in cross-sectional data.
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Figure 3.2: Efficiency Level and Export Status
𝜑1 = Cut-off level in domestic market. 𝜑𝟐 = Export exit threshold. 𝜑𝟑 = Export entry threshold. 𝜑𝟒 =
Maximum available efficiency.

Another explanation for the self-selection of firms into export markets could be a planned
strategy to become exporters. Potential export entrants make conscious decisions to invest
in new technologies or research and development (R&D) to produce more quality goods
for a more demanding foreign market and thereby raise their efficiency above the cutoff
level. This line of argument is known as ‘conscious self-selection’ (López 2005). López
(2005) further argues that conscious self-selection may be applicable at least in
developing countries in which the products made to target export markets are typically of
a higher quality than the analogous products made for domestic consumption.
Recent research on heterogeneous firm dynamics extends the self-selection hypothesis
and provides theoretical models in which export market entry may increase the return to
other efficiency enhancing investments such as innovation, R&D and technological
upgrading. Any kind of efficiency enhancing activities involves sunk costs and generates
a reduction in marginal cost (and an increase in efficiency)11 that lowers its production
cost. Firms gauge this cost saving against the investment and make an investment decision

11Melitz

and Trefler (2012) argue that low marginal cost is typically associated with high productivity.
Therefore, in empirical researches, an inversed marginal cost is often used as a proxy of efficiency
performance (productivity).
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when the investment cost is lower than the saving. Hence, firms with large output volumes
will find it profitable to invest. The expansion of the export market (from trade
liberalisation or market integration) increases a firm’s export sales and, thus, increases a
firm’s overall output. This increase in output will be the deciding factor for some
exporters to make an efficiency enhancement investment. However, for some nonexporters, the increase will result in a joint decision of exporting and investment.
This causal mechanism that exporting can lead to a rise in efficiency through investment
in efficiency enhancing activities has been theorised in a collection of papers. Bustos
(2011) develops a model of scale-biased technology choice in which export market entry
may increase the return to technology adoption. Atkeson and Burstein (2010), Burstein
and Melitz (2011) and Costantini and Melitz (2007) use different theoretical approaches
to model a firm’s decision to export and invest in innovating activities. Aw, Roberts and
Xu (2011) construct a dynamic structural model to estimate a firm’s choice to invest in
R&D and export and to allow both these decisions to affect the firm’s future path of
efficiency endogenously.
Learning-by-exporting and endogenous growth
LBE hypothesises that firms improve their efficiency as a consequence of a learning
mechanism through their participation in export markets.12 In the literature, two channels
of this post-entry efficiency gain can be identified, both of which stem from the
endogenous growth concept.
The first channel refers to international knowledge and technology transfer. The
underlying concept is that firms engaging in exporting activities can benefit from the
technical and managerial expertise of their foreign buyers or other related foreign contacts
(such as competitors, suppliers and scientific agents). The possibility of such learning is
demonstrated in theoretical models by Krugman (1979) and Jovanovic and Lach (1991)
that show that exporting firms can gain efficiency as they have opportunities to learn
about and adopt best practice of production and distribution methods that are
internationally available. They receive quality feedback from foreign customers and

12

The export driven capacity utilisation effect in new exporters does not represent proper learning and
such effects disappear quickly as firms increase their size to accommodate for the increased sales
(Damijan & Kostevc 2006; Silva, Afonso & Africano 2012).

55

competitors and benefit from different externalities or knowledge spillovers. Firms can
also improve their quality of products (thus, efficiency) because of their interactions with
the typically high standards of foreign clients. Although these models show the possibility
of knowledge transfer from foreign importers, they do not clarify the importers’ motives
to allow for such transfers.
This lack of clarification is addressed in the theoretical model developed by Grossman
Gene and Helpman (1991). In this model, intangible knowledge spillover is always
coupled with the exchange of tangible commodities. Thus, trade possesses an inherent
mechanism that facilitates diffusion of knowledge from foreign trading partners into the
domestic production process, enabling higher efficiency. Here, LBE is derived from the
extent of contacts between exporters and their foreign counterparts in the international
business and research communities and contributes positively to the local knowledge
stock. The extent of such contacts is related to the level of commercial exchange. Thus,
the connection between efficiency improvements and exports is established.
Another model, developed by Pack and Saggi (1999), provides greater understanding
about the motives of foreign counterparts to allow for the transfer of their technology and
knowledge. This model explains LBE as the technology transfer from industrial country
firms to a developing country exporter firm. Such transfers increase an exporter’s
efficiency to reduce the price of the exported good and provide a saving for the importer.
Moreover, even if the technologies transferred to a developing country firm were leaked,
this would increase competition among suppliers in the developing country and create
further benefit for the industrial country’s firm.
The second channel refers to organisational learning. Fernandes and Isgut (2015) argue
that the idea of LBE is in line with the concept of learning-by-doing (LBD) of Arrow
(1962). According to Arrow, LBD occurs in a firm when managers and workers gain
experience through solving organisational and technical problems and only takes place
during the activity. With the shortening of the knowledge gap, LBD is subjected to
diminishing returns. The authors justify the application of Arrow’s LBD to LBE by
arguing that firms who are starting to export must learn as they face new challenges in
foreign markets characterised by higher quality standards, more demanding consumers
and challenging order lead time. Hence, it is quite likely for young plants to face new
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technical and organisational problems. This is why they should be much more able to
reap the benefit from the experience of beginning to export.
Pro-competitive effect of export market
This argument is based on the idea that firms face greater competion in the export markets
than in domestic markets because exporting firms face an increasing number of more
efficient foreign competitors in destination markets. Therefore, only the more efficient
firms can operate in export markets (Aw & Hwang 1995; Delgado, Fariñas & Ruano
2002). Melitz and Ottaviano (2008) develop an extension of firm heterogeneity theory to
model the mechanism through which ‘toughness’ of competition induces selection of
more efficient firms to export. It uses a similar set-up as Melitz (2003), but with quadratic
preferences for consumer demand that can generate a mark-up cost that is firm specific
and is a function of the difference between the marginal cost of the firm and the market
specific cut-off cost. If a firm’s marginal cost is equal to the cut-off cost the firm is
indifferent between staying in the industry or exiting. This cost is dependent upon average
price and the number of competing varieties and thus, is sensitive to the ‘toughness’ of
the competition in the market. Tougher competition shifts down the mark-ups and lowers
the cut-off cost. As competition in an export market is generally greater than in a domestic
market, the cut-off cost in exporting markets would be lower than in domestic markets.
Exporters have to face the cut-off marginal cost in the domestic market in addition to a
lower cut-off cost in the destination markets. If a firm’s marginal cost lies below both the
domestic market cut-off cost and the export market cut-off cost it will enter exporting
profitably. Whereas, if the firm’s marginal cost lies below the cut-off cost in the domestic
market, but above the cut-off cost in the destination market it will exit exporting. In this
way, ‘toughness’ of competition in the export markets induces the selection of more
efficient (lower marginal cost) firms in the exporting cohort.13
While the earlier model features single-product firms, Mayer, Melitz and Ottaviano
(2014) propose a theoretical model with multi-product firms that identifies a different
channel through which export market competition can affect firm efficiency. In this model,
tougher competition drives down the entire distribution of mark-ups across products. This
13

In the presence of the variable trade cost that features more often in the international trade
environment, this selection is tougher as exporting firms have to afford both the cut-off cost and the
variable trade cost in the destination markets.
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induces multi-product firms to skew their sales (in export markets) towards their better
performing products. Hence, an exporting firm would skew its production towards its
better performing products by allocating relatively more resources to the production of
those products, leading to better productive performance. Hence, a firm that is producing
a given basket of products using a given units of inputs will produce at relatively higher
efficiency in the face of tougher competition in export markets.
Export, mean and aggregate efficiency
Theoretical approaches that focus on firm level efficiency also reveal the positive effect
of export market participation on aggregate efficiency (comprised of mean and
reallocative efficiency). Our earlier discussion shows that the existence of the export sunk
cost and the pro-competitive effect in the export market induces the selection of more
efficient firms to export and less efficient firms to exit and; therefore, selection
contributes to mean efficiency. Exporting may also lead to efficiency gain through the
LBE mechanism or investing in efficiency enhancing activities such as innovation, R&D
and technology upgrading. Such post-entry efficiency gains also contribute to the mean
efficiency of exporting cohorts. Tougher competition in export markets compels multiproduct firms to reallocate their resources towards their best performing products, thus,
enabling within-firm efficiency that also contributes to mean efficiency.
The second component of aggregate efficiency works through efficient reallocation of
production share. In Melitz's (2003) model, more efficient firms increase their production
share when they self-select to export after paying the export sunk cost. Exposure to trade
(exposure to export or an increase in the number of trading partners) induces more entry
because prospective firms expect higher returns through exporting, conditional on a good
efficiency draw. Increased entry creates higher demand in the domestic factor market,
bids the factor price up and forces the least efficient firms to exit production. Exit of the
least efficient firms facilitates reallocation to market share to more efficient firms
(incumbents and new entrants). 14 In Melitz and Ottaviano (2008), firms’ competition
across the product market leads to the reallocation of output shares. More efficient firms,
whose marginal cost is low enough to lie below the cut-off cost in the domestic market

14

An almost similar type of reallocation pattern could be observed with reduction of trade cost.
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as well as lower than the cut-off cost in the competitive export market can export and
capture a higher share of production.
To summarise, theoretical models attribute the higher efficiency of exporters to
mechanisms like self-selection, LBE, investment in technology and pro-competitive
effect in destination markets. While these mechanisms contribute to the firm level
efficiency of eporters, reallocation of production share towards more efficient exporters
also enhance efficiency at the aggregate level.
3.3.2 Empirical evidence
Empirical researchers investigating the efficiency differences between exporters and nonexporters use different methodological approaches. 15 The common approach is to use
regression analysis with efficiency (examples of the efficiency measure include total
factor productivity, labour productivity and technical efficiency) as the dependent
variable. Export status is the explanatory variable along with other control variables
including firm characteristics. To quantify the size of the difference, exporter premia is
also used, defined as the percentage of efficiency differential between exporters and nonexporters after controlling for other firm characteristics. Another straightforward but
stricter method is to test the stochastic dominance of exporters’ efficiency over nonexporters’ efficiency. This method is generally used to support the mean comparison test
as it considers all moments of the efficiency distribution. The matching technique is also
used in some recent research as it allows correcting the selection bias through a ‘like-forlike’ comparison between exporters and non-exporters. Table 3.3 summarises some
empirical studies that examine the efficiency difference between exporters and nonexporters.
Self-selection
In empirical literature, the SS hypothesis is found to be examined in three ways, all of
which involve econometric techniques. In the first method, a probability model is
estimated with the export status as the dependent variable and lagged export status and
the efficiency level as independent variables, along with different firm characteristics as
15

Wagner (2007, 2015b) presents elaborate discussions on different methods used in empirical
researches to investigate both SS and LBE hypotheses linking exporting and efficiency.
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control variables. If the lagged export status is found to be significant along with the
efficiency level, it is considered proof of SS, as exporters who have already paid the
export sunk cost are more efficient and more likely to export in the next round. The second
method uses data for firms that did not export within the last three years. In this instance,
lagged efficiency is estimated with the current year export status along with other lagged
control variables. A positive and significant coefficient for export status proves current
exporters were already more efficient before they started exporting. Export premia can
also be calculated to quantify the difference in efficiency between new exporters and nonexporters. The third method uses the sorting effect of the SS mechanism. It examines the
difference in efficiency levels between the new exporting and non-exporting firms using
stochastic dominance, or the matching test described in earlier sections.
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Table 3.3: Empirical Studies on Exports and Efficiency Using Firm Level Data
Study

Country

Data and Method

Findings

Developed economies
Bernard and Jensen

US

(1999)

Unbalanced panel (1984–1992)

Higher export premia for efficiency.

Exporter premia, Regression analysis

SS is observed; 7 per cent–8 per cent pre-entry
premia.
No significant LBE is observed.
Exiters experience less efficiency growth.

Baldwin and Gu

Canada

(2003)

Panel (1974–96)

Exporters are more efficient.

Regression analysis

Evidence of SS.
LBE is observed.
Export exiters are less efficient than continuers.

Delgado, Fariñas

Spain

and Ruano (2002)

Unbalanced panel

Exporters’ efficiency is stochastically

(1991–96)

dominant.

Stochastic dominance test

SS is observed.
LBE is observed in young exporters. Efficiency
growth is higher in young exporters compared
to young non-exporters.

Castellani (2002)

Crespi, Criscuolo
and Haskel (2008)

Italy

UK

Two surveys (1989–94)

LBE is observed and is associated with export

Regression analysis

intensity.

Balanced panel (1994–1996 and 1998–

Exporters are more efficient.

2000)

SS is supported.
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Study

Country

Data and Method

Findings

Regression analysis

Significant LBE when learning comes from
buyers. The learning effect is mostly confined
to new exporters.

Andersson and

Sweden

Lööf (2009)

Panel (1997–2004)

LBE is observed in persistent exporters,

GMM regression

conditional on high export intensity, but this
condition is relaxed for small firms.

Developing economies (mid-income)
Clerides, Lach and

Columbia,

Panel data: Columbia (1981–1991), Mexico

Higher efficiency in exporters.

Tybout (1998)

Mexico,

(1986–1990) and Morocco (1984–1991)

SS found in Columbia and Morocco.

Morocco

Mean comparison (controlling for year and

LBE is not significant in any of these countries.

firm characteristics)

Exiters are less efficient.

Panel (1990–1996)

Exporters are more efficient.

Matching technique (with DID)

SS is found and it is attributed to conscious SS.

Alvarez and López

Chile

(2005)

LBE is found in entrant.
De Loecker

Slovenia

(2007)*
Yang and Mallick

China

(2010)

Unbalanced panel (1994–2000)

Export premia of about 30 per cent observed.

Matching technique

Significant LBE is observed.

Panel (2000–2002)

Higher efficiency in exporters.

Propensity score matching

Evidence of SS.
LBE is particularly found in the second year of
entry.

Fernandes and
Isgut (2015)

Columbia

Unbalanced panel (1981–1991)

LBE is observed in young exporters.

Regression analysis
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Study

Country

Data and Method

Findings

Unbalanced panel (1990–1996)

Exporters are more efficient.

Regression analysis

SS is not found.

Uses translog production function with

LBE is found significant—about 2 per cent to 5

export status.

per cent efficiency gains experienced by firms

Developing economies (less developed setting)
Blalock and Gertler

Indonesia

(2004)

since starting export.
Bigsten et al.

Kenya,

Balanced panel that included Kenya (1992–

Weak support for SS.

(2004)

Ghana,

1994), Ghana (1991–1993), Zimbabwe

LBE is significant.

Zimbabwe,

(1992–1994), Cameroon (1992-93–1994-95)

Cameroon

Regression analysis, production function
with endogenous export

Biesebroeck (2005)

Nine sub-

Panel** (1992–1996)

High export premia.

Saharan

Regression analysis

SS is observed.

countries

LBE is significant.
Exiting firms are less efficient than continuers
but are more efficient than non-exporters.

Haidar (2012)

India

Unbalanced panel (1991–2004)

Exporters are more efficient.

Matching technique

SS is significant.
LBE is not observed.

Mallick and Yang
(2013)

India

Panel (1989–2009)

Higher efficiency in exporters.

Propensity score matching

SS is observed.
Robust result for LBE.
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Study

Country

Data and Method

Findings
Exiting firms are least efficient (among
exporters).

Foster-Mcgregor,

19 sub-

Cross-sectional (2001) with information

Exporters are more efficient than non-exporters

Isaksson and

Saharan

from the year before (2000) and the year

Export continuers are more efficient that

Kaulich (2014)

African

after (2002).

starters.

countries

Mean comparison, stochastic dominance test

Export exiters are less efficient than continuers.

and OLS regression
Note: SS = Self-selection, LBE = Learning-by-exporting.*De Loecker (2013) further confirms LBE in Slovenian firms allows export to affect production
endogenously; **Except Ethiopia and Burundi.
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Learning-by-exporting
In the literature, two broad approaches for investigating the LBE hypothesis can be
identified. The first is a case study approach that consists of interviewing a small group
of firms about whether they have received assistance or information from their foreign
contacts. These types of studies cover a small group of firms, single or a small number of
industries and countries. Table 3.4 summarises some case studies that are widely cited in
LBE literature and documents the sources and nature of learning. It provides compelling
evidence about how exporters can benefit from inflows of technology and knowledge
from their foreign contracts.
Although these case studies provide exploratory information about the mechanism of
LBE, they suffer from limitations. First, we cannot generalise the results from these case
studies because of the small number of observations used. Second, they suffer selection
bias as these studies, by nature, tend to choose the most successful exporters. Third, they
do not quantify the effect of learning on exporters’ efficiency.
The second approach to investigate LBE uses econometric techniques to quantify its
effect on firm efficiency. Although these researches use a diverse set of methods, the main
objective is to identify if the firms that start exporting or continue exporting gain higher
efficiency relative to non-exporters. The most used method is regression analysis with
efficiency (or log of output) as the dependent variable and lagged export (or export status
and experience) as the explanatory variable along with other control variables.
Comparison tests such as stochastic dominance or matching techniques are also used to
investigate differences between productivity growth of exporters and non-exporters.
Some selected studies using these econometric approaches to investigate the learning
effect have been summarised in Table 3.3.
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Table 3.4: Learning-by-Exporting—Case Studies
Study

Country

Sources and Nature of Learning

(Firms and Industries)*
Westphal, Rhee and

Korea

From foreign buyers: technical

Pursell (1979, 1984)

(112 firms)

assistance, product innovation,
inspection for production facility and
quality control or improvement.
Export experience: modification of
products, production process and
management according to buyers’
advice.

Wortzel and Wortzel

NICs: South Korea,

From foreign buyers: deciding product

(1982)

Hong Kong, Taiwan

design (external and internal) and

LDCs: Thailand,

inspection for quality control.

Philippines

Export experience: learning ranges

(electronics, footwear,

from product design to market methods,

clothing)

learning occurs gradually as firms move
up the business ladder.

Keesing (1983)

East Asia: Korea, Hong

From foreign buyers: instructions about

Keesing and Lall

Kong and Taiwan

product specimens and shipment,

(1992)

Latin America: Brazil

supervision for product innovation and
inspection for quality control.
Export experience: learning about risk,
gaining knowledge about foreign
markets and product and process
improvement.

Aw and Geeta (1998)

Hobday (1995)

Taiwan

From foreign buyers: new design ideas

(133 firms)

and product innovation.

Korea, Taiwan, Hong

From foreign buyers: assist with factory

Kong and Singapore

layout, machinery assembly,

(four big firms,

engineering support and quality control.

electronics industry)

Export experience: learning is needbased and occurs in phases.
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Study

Country

Sources and Nature of Learning

(Firms and Industries)*
Pietrobelli (1998)

Chile

From foreign buyers: information about

(26 firms)

product design, technology design and
how to adapt the product to export
markets.

Blalock and Gertler

Indonesia

From foreign buyers: experts visit to

(2004)***

(textile and garments)

review production method, provide
advice on cost effective production
expansion and quality consistency.
Export experience: learning from expert
advice and responding with required
investment.

*Provided if available in the related studies. ** Reports from Chen and Lee (1988).
*** Supplementary case study.

Summarising the findings of the empirical studies reported in Table 3.3 reveals the
following facts. First, exporters are more efficient than non-exporters. All of the studies
that address efficiency unequivocally support this. Second, SS of more efficient firms is
found in all of the studies investigating this, except Blalock and Gertler (2004). In
developing countries, SS by more efficient firms to export markets might be the result of
firms’ strategic plans, as shown in Alvarez and López (2005). Third, the effect of export
activities on firm efficiency (i.e., LBE) is more frequently observed in developing country
exporters, especially those operating in a less developed setting. In developed countries,
this is generally observed in young and small firms. Hence, LBE might be dependent on
the distance of the exporting firm from the international technology frontier. These
findings on LBE echo the findings of Martins and Yang (2009) through a meta-analysis
of 30 articles investigating the learning mechanism.
Export and investment in efficiency enhancement
Although theoretical literature on the association between export and investment in
efficiency enhancement activities (such as innovation, R&D and technology upgrading)
is rooted to the SS hypothesis, empirical evidence for this is presented separately, as this
type of research is relatively new and involves a different mechanism (i.e., SS of firms to
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both export and investment). Lileeva and Trefler (2010) find that Canadian firms that
were induced by tariff cuts (following the passage of the Canada–US Free Trade
Agreement) to start exporting or export more, experienced almost 29 per cent more
efficiency gain compared to non-exporters. The authors trace the sources of this efficiency
gain back to the exporters’ higher rate of investment in efficiency enhancing activities.
Bustos (2011) reports that increased export opportunities following the Mercosur Free
Trade Agreement induced Argentine exporters to enhance their efficiency by investing in
technology upgrading. Similar interplay between export, R&D investment and efficiency
is tested for German firms (Wagner 2015a) and Danish firms (Dilling-Hansen & Smith
2014). A series of studies (Aw, Roberts & Winston 2007; Aw, Roberts & Xu 2008, 2011)
on Taiwanese electronics exporters empirically test a complex dynamic interplay between
firms’ decisions to export and invest in R&D or training activities, with the present
decision favouring one affecting the future decisions about the other—and both affecting
efficiency.
Export and aggregate efficiency
Earlier discussion on the empirical evidence on the association between export and firm
efficiency is confined only to the selection of more efficient firms to export and withinfirm efficiency change. Both of these mechanisms are useful in explaining the average
efficiency of exporters at aggregate level. As discussed in the theoretical part, there is
another channel through which exposure to export can affect aggregate efficiency and
that is the reallocation of production share. Lileeva and Trefler (2010) provide empirical
evidence that the export expansion experienced by Canadian firms after the Canada–US
Free Trade Agreement reallocated the output share from low-efficiency non-exporters to
high efficiency exporters and resulted in a 4.1 per cent rise in aggregate efficiency.
Bernard and Jensen (2004) report in the US the reallocation effect from exporting
activities accounts for over 40 per cent growth in aggregate efficiency from 1983 to 1992.
The ealier discussion shows that empirical studies find support for the causal hypotheses
of self-selection, LBE and investment in technology for higher efficiency in exporting
cohort. However, LBE is more prominent in less developed setting where firms are
operating away from international technology frontier. Recent literature on the selfselection hypothesis also find support for aggregate efficiency gain through reallocation
of production towards more efficient exporters in developed countries.
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3.4 Conclusion
The review of the literature on the pattern and dynamics of export presented in Section
3.2 shows how the focus of trade research has shifted from industry and product to firm.
A new generation of theoretical and empirical research is being conducted to understand
the importance of firms in shaping export dynamics. While theoretical models are being
constructed to explain different features of export dynamics obtained through empirical
research, new empirical research on single and multi-countries is also being conducted to
check the consistency of the predictions of these new theoretical models and to shed light
on issues that are still unexplored and unexplained.
One prominent line of research involves the analysis of the export dynamism. Examples
of such studies include Eaton et al. (2007) for Colombia, Amador and Opromolla (2013)
for Portugal and Cebeci and Fernandes (2015) for Turkey. Fernandes, Freund and Pierola
(2016) report that exporter characteristics and dynamics vary significantly across
countries with different sizes and stages of development. This shows the necessity for indepth analyses of the microdynamics of export growth from countries at different stages
of economic development. However, to the best of my knowledge there is no such
empirical research from countries with the least developed setting.
The review of empirical research on export survival shows that only a handful of studies
(Cadot et al. 2013; Stirbat, Record & Nghardsaysone 2015) have used transaction level
data to explore the effect of experience and network on export survival. All of these
studies find that experience and networking have a significant effect on export survival.
In addition, Cadot et al. (2013) extend understanding through their finding that the
banking system is the channel through which network affects export success. This indirect
way works through externalities such as better access to financial institutions. The
existence of a large number of exporters of a product to a destination might mitigate the
risk factor of financing a new exporter of the same product and to the same destination.
The human capital formation channel can be another externality that is still unexplored in
export network literature. Empirical studies such as Rhee (1990) and Mottaleb and
Sonobe (2011) for Bangladesh and Kim (1993) for Korea show knowledge spillover

69

through the formation of human capital as new entrepreneurs can exploit it.16 It can then
be argued that a larger network facilitates this human capital formation and thus promotes
the success of new entrepreneurs. This is particularly true for human capital intensive
sectors in developing countries that require specialised knowledge for export success.
The broad picture that emerges from the discussion on the theoretical and empirical
research on export and efficiency nexus in Section 3.3 is that exporting firms are more
efficient than their non-exporting counterparts. One of the reasons behind this is the
selection of more efficient firms into exporting—as more efficient firms can pay the
export sunk cost (according to the sunk cost hypothesis) or meet the cut-off efficiency in
domestic and export markets (according to the pro-competitive argument). On the
dynamic side, export activities induce firms to learn or to invest in efficiency enhancing
activities, both of which can lead to efficiency gain. While both selection and post-entry
efficiency gain mechanisms can be observed empirically as the higher average efficiency
of exporters compared to that of non-exporters, the size of the differential depends upon
the size of the sunk cost in the domestic market or the degree of competitiveness in the
product market. The other channel through which exporting can contribute to efficiency
works through the reallocation of production share towards more efficient firms. The
selection process shifts production share towards more efficient exporters and thus,
contributes to between-firm efficiency.
Hence, we should investigate all of these micro-channels to identify the macro picture of
the effect of export on the productive efficiency of an economy. However, in literature
such empirical researches are scarce. The study by Bernard and Jensen (2004) is the first
to comprehensively examine all of these sources in the US. Although this study finds a
significant selection and reallocation effect, it fails to find evidence for export induced
gain in within-firm efficiency. In the case of Canada, Lileeva and Trefler (2010) find a
similar type of selection and reallocation effect, but, unlike the earlier study, this further
identifies a high level of efficiency enhancing investment among exporters. These two
examples show the micro-level differences in the response of different economies to
changes in the export exposure. This type of heterogeneity in the effect of export exposure
across different economies calls for further comprehensive research from countries,
especially at different stages of development. Such empirical research should have
16

A list of such mechanism is available in Hausmann and Rodrik (2003).
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importance from both an academic and a policy perspective, as it would help identify a
market specific set of channels through which export induces efficiency. to formulate
relevant policies. The necessity of such research is also addressed in Bernard et al. (2012,
p. 307) in which the authors identify one of the fundamental issues for future research is
the ‘relationship between finding from disaggregated data and the economy’s aggregate
response to trade’.
Despite this necessity, such a comprehensive investigation has not yet been checked for
economies with the least developed setting. These economies differ from developed
economies as they feature domestic market imperfection, a lack of infrastructure and
institutions with firms operating away from the international technological frontier
exporting in highly competitive product markets. Therefore, these economies should be
of particular interest for future comprehensive research that might produce results
confirming existing theories or exploratory results demanding new theoretical
explanations.
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Chapter 4. Microdynamics of Export Growth: Evidence from
Bangladesh
4.1 Introduction

The objective of this chapter is to analyse the microdynamics behind the export growth
episode of Bangladesh between FY 2004-05 and 2011-12. During this period, Bangladesh
achieved an export growth rate of 18.6 per cent per year. Using the recent workhorse
models of firm heterogeneity, this research dissects this export growth along the
dimensions of extensive and intensive margins of exporters, as well as their products and
destinations. A comprehensive knowledge about the microdynamics of export growth is
vital from both an academic and a policy perspective.
As discussed in the literature review (Chapter 3), the research on international trade has
long been devoted to the analysis of product specialisation and product margins of
industries and nations. This wealth of literature encompasses a broad range of theoretical
models from Ricardian comparative advantage to Krugman’s increasing return to scale
and love for variety. These models are based on the common assumption of representative
firms that produce the same variety of products. Either all or none of the firms in an
industry participate in trade. They respond to the trade variables (endowment structure,
comparative advantage or trade cost) only through the intensive margins.17
With the availability of firm level data during the 1990s, researchers started to
acknowledge the importance of heterogeneity of firms in shaping nations’ trade. It started
with the pioneering empirical work by Bernard, Jensen and Lawrence (1995) on the US.
This study led the literature on trade theories to shift towards models that extensively use
the concept firm heterogeneity to explain the trade flows between countries. Examples of
such research include Yeaple (2005), Bernard et al. (2003) and Melitz (2003). While these
early models feature heterogeneous firms that each export a single product to a single

Here, intensive margin refers to an incumbent exporter’s volume of export of a product in an export
market.
17
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destination, a new set of data known as transaction level data18 reveal new features of
exporting activities. These new features include the range of products and destinations of
each firm, as well as its frequency of export and exporter concentration. Recent theoretical
models are deliberately incorporating these elements and thus, evolving to richer
theoretical frameworks.
A new generation of empirical research on single and multi-countries is also being
conducted to check the consistency of the predictions of these theoretical models and to
shed light on issues that are still unexplored and unexplained. One prominent line of such
research involves a firm level analysis of the export dynamism. Examples of such studies
include Eaton et al. (2007), Amador and Opromolla (2013) and Cebeci and Fernandes
(2015). These three studies explore the export dynamism in Colombia, Portugal and
Turkey, respectively. The present research opted to contribute to this growing literature
by documenting the experience of Bangladesh in expanding its export volume.
The contribution of this chapter in the literature is three folded. First, to the best of my
knowledge, this is the first research that reports on the microdynamics of export growth
from a country with a least developed setting. The motivation comes from the finding of
Fernandes, Freund and Pierola (2016) that exporter characteristics and dynamics vary
significantly across countries with different sizes and stages of development. This finding
indicates the necessity for in-depth analysis of the microdynamics of export growth from
countries at different stages of economic development. Second, this study documents the
microdyanmics of export growth in the textile and apparel sector of Bangladesh in the
post MFA era. Yang and Mlachila (2007) report that most of the literature assessing post
MFA effect on the textile and apparel industry of Bangladesh predict negative impact.
However, the textile and apparel industry experienced high export growth in the post
MFA era. It creates interest among scholars about the underlying export dynamics in the
textile and apparel industry during this growth. Third, analysis of the microdynamics of
export growth in a country with a least developed setting can serve as the first step
towards identifying the policies that are suitable for promoting export growth in these
countries. If the incumbent exporters are the drivers of the growth, then policies that target
reducing variable costs are likely to be more effective. If new entrants achieve fast growth

18

Transaction level data are based on records of all legal cross-border transactions collected by
customs authorities. A detailed description of this type of data is given in Section 4.2.
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and their long-run contribution to the aggregate export growth is as much as existing
exporters, then the key policies should be those that promote survival and growth in
export markets. Such policies may be general, for example, ensuring there is a suitable
macroeconomic framework (especially for the exchange rate) or specific such as
supporting technological upgrading or better access to finance. In contrast, if the
exporting sector lacks dynamism, then the policy focus should be to overcome the barriers
of entering export markets by, for example, facilitating access to finance or information
on foreign markets.
The organisation of the rest of this chapter is as follows. Section 4.2 presents the data and
methods used in this research. Section 4.3 presents the results of the analyses along with
a discussion on the findings. Section 4.4 provides a conclusion.

4.2 Data and Method
4.2.1 Data
The dataset used for this research is the customs data of daily export transaction collected
by the National Board of Revenue (NBR). The NBR uses Automated System for Customs
Data (ASYCUDA) delivered by the UNCTAD to record the data digitally. For each
transaction record, the NBR uses a bill of entry that contains details of the associated
export shipment. However, the data used for this research includes the date of the export
transaction (in year-month-date format), the firm’s tax number (which is used as the
firm’s identification number in this panel data), the quantity and total value (in BDT) of
the export, the product code in HS-8 digits, a description of the product, the port of export
and the destination market (in two letter code).19 This dataset covers the periods between
FY 2004-05 and 2011-12.
The data preparation was conducted in two steps. First, data cleaning removed
observations in which the firm identification number, product code or destination was
empty and the reported export value was zero or empty. The cleaning reduced the total
number of observations by 15,303 (0.37 per cent) and the total export value by 15 per

This data set is obtained from International Growth Centre’s online database (International Grwoth
Center 2016). This data is also used in the research on the impact of political strikes on the trade
activities in Bangladesh (Ahsan and Iqbal 2014)
19
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cent.20 Finally, the daily export values were aggregated to cumulated annual totals by
FPD triplets that form the main units of the research data. Each of these units is associated
with HS-8 digit product. This higher level of disaggregation at the product level (HS-8
digit) helps us to better understand the microdynamics of export across products.
4.2.2 Research method
This research analyses the microdynamics of the export growth of Bangladesh during FY
2004-05 to 2011-12 in the following three steps.
Descriptive analysis
The first step uses descriptive analysis to explore the dynamism of exporters’
characteristics and their export pattern. This method looks at the year-by-year evolution
of cross-sectional export pattern during the sample period. It will first present year by
year the total number of exporters and their total export volume, along with the total
number of products exported and the destinations served by them. It will then present the
evolution of the average exporter’s size and coverage of products and destinations. After
this, it will show the evolution of the export share and patterns of the different types of
exporters according to their export characteristics.
This research characterises exporters according to the nature of their exporting activity in
the destination markets. Before presenting the results of the analyses, Table 4.1 shows the
definitions of different types of exporters that will be used throughout this chapter. In
constructing these definitions, this research follows earlier research such as Eaton et al.
(2007), Amador and Opromolla (2013), Cebeci and Fernandes (2015) and Fernandes,
Freund and Pierola (2016).
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The year-by-year description of the number of observations and total value of export affected by
this data cleaning procedure is available in Table A4.1 of Appendix. Table A4.2 and Figure A4.1 of
Appendix present the comparison, at aggregate level, of the transaction level data with the officially
reported data of the Government of Bangladesh. These table and figure show that at aggregate level
the transaction level data matches with the officially declared export volume for all years except 200607. Hence, proper caution has been taken in interpreting the result in descriptive analysis of Subsection 4.3.1 and cohort analysis in Sub-section 4.3.3. In the grwoth decomposition analysis of Subsection 4.3.2, average growth between 2005-06 to 2007-08 has been reported. This research uses BDT
as the unit of export volume because it uses group comparison at a cross-sectional level. This measure
incorporates the incentive enjoyed by Bangladeshi exporters from exchange rate competitiveness
during the export growth.
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Table 4.1: Definitions of Exporters’ Characteristics
Types

Definitions

Exportert

Exports in year t

Continuert

Exports in both year t−1 and t

Entrantt

Exports in year t but not in year t−1

Single-yeart

Entrant that stops export in year t+1

Survivort

Entrant that exports in year t+1

Exitert

Exports in year t−1 but not in year t

Note: All types of exporters are referred for year ‘t’.

Decomposition of export growth

The second step involves the decomposition of export growth into two effects: variations
in the intensive margin (i.e., continuing exporters, destinations and products) and the
extensive margins (i.e., changes in the set of exporters, destinations and products). It
applies the three-stage decomposition method used in Eaton et al. (2007), Bernard et al.
(2009), Lederman, Rodríguez-Clare and Xu (2011), Amador and Opromolla (2013) and
Cebeci and Fernandes (2015). Each of these stages further decomposes export growth
into three terms.
The first stage of the decomposition captures the contributions of firms with different
export status. The formula used for this decomposition analysis is as follows:
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)/𝟐
+𝒙

+
)/𝟐

(𝒙𝒄𝒕 +𝒙𝒄𝒕−𝒌
𝒕
𝒕−𝒌
𝒙
̅̅̅̅̅̅
̅̅̅̅̅̅
𝒏𝒕−𝒌 ∗𝒙
𝒙𝒙𝒕−𝒌 −𝒏𝒙𝒕−𝒌 ∗𝒙
𝒕−𝒌
𝒕−𝒌
[− (𝒙
− (𝒙
]
)/𝟐
)/𝟐
+𝒙
+𝒙
𝒕
𝒕−𝒌
𝒕
𝒕−𝒌

𝒕 +𝒙𝒕−𝒌

̅̅̅̅̅̅
𝒙𝒆𝒕 −𝒏𝒆𝒕−𝒌 ∗𝒙
𝒕−𝒌
(𝒙𝒕 +𝒙𝒕−𝒌 )/𝟐

]+

(4.1)
𝑐
Here, 𝑥𝑡 and 𝑥𝑡−𝑘 are the total exports at time t and t−k, respectively. 𝑥𝑡𝑐 and 𝑥𝑡−𝑘
are the

export of continuing firms at time t and t−k, respectively. 𝑥𝑡𝑒 stands for total exports by
𝑥
𝑒
𝑥
entrants in t, and 𝑥𝑡−𝑘
is for total exports by exiters. 𝑛𝑡−𝑘
and 𝑛𝑡−𝑘
are the number of

entrants and exiters respectively.
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The first term calculates the firm intensive margin—the contribution of the continuing
exporters. It measures the midpoint export growth of the continuers weighted by their
average share. The second term captures the contribution of the entrants. It is the sum of
the midpoint export share of entrants if they export average volume in the first year and
the midpoint average of the deviation of the export of entrants between the years of the
accounting period. The third term captures the growth contribution of export exiters. It
consists of the sum of the midpoint export share of exiters if they export an average
volume in the first year and the midpoint average of the deviation of the actual export of
exiters from the volume if they export on average in the first year.
The second stage of the analysis decomposes the continuing firms’ export growth into the
destination intensive margin (i.e., the contribution of continuing destinations) and the
destination extensive margin (i.e., the contribution of new and exiting destinations).
𝒙𝒄𝒕 −𝒙𝒄𝒕−𝒌
(𝒙𝒄𝒕 +𝒙𝒄𝒕−𝒌 )/𝟐

=[

𝒄𝒅
(𝒙𝒄𝒅
𝒕 +𝒙𝒕−𝒌 )/𝟐

(𝒙𝒄𝒕 +𝒙𝒄𝒕−𝒌 )/𝟐

∗

𝒄𝒅
𝒙𝒄𝒅
𝒕 −𝒙𝒕−𝒌

𝒄
̅̅̅̅̅̅
𝒏𝒆𝒅 ∗𝒙
𝒕−𝒌

]+[(𝒙𝒄𝒕−𝒌
)/𝟐
+𝒙𝒄

𝒄𝒅
(𝒙𝒄𝒅
𝒕 +𝒙𝒕−𝒌
𝒕
𝒕−𝒌 )/𝟐
𝒙𝒅 ̅̅̅̅̅̅
𝒙𝒅 ̅̅̅̅̅̅
𝒄
𝒄
𝒙𝒅
𝒏𝒕−𝒌 ∗𝒙𝒕−𝒌
𝒙𝒕 −𝒏𝒕−𝒌 ∗𝒙𝒕−𝒌

[− (𝒙𝒄+𝒙𝒄
𝒕

𝒕−𝒌 )/𝟐

−

(𝒙𝒄𝒕 +𝒙𝒄𝒕−𝒌 )/𝟐

+

𝒆𝒅 ̅̅̅̅̅̅
𝒄
𝒙𝒆𝒅
𝒕 −𝒏𝒕−𝒌 ∗𝒙𝒕−𝒌

(𝒙𝒄𝒕 +𝒙𝒄𝒕−𝒌 )/𝟐

]+

]

(4.2)
𝑐
Here, 𝑥𝑡𝑐 and 𝑥𝑡−𝑘
are the total exports by continuing exporters at time t and t−k,
𝑐𝑑
respectively. 𝑥𝑡𝑐𝑑 and 𝑥𝑡−𝑘
are the export of continuing firms at their continuing

destinations at time t and t−k, respectively. 𝑥𝑡𝑒𝑑 stands for the total export by continuing
firms in new destinations (where the continuing firms export at time t but not at time t−k),
𝑥𝑑
and 𝑥𝑡−𝑘
is the total exports of the continuing exporters in their exiting destinations
𝑒𝑑
𝑥𝑑
(where they exported at time t−k but not at time t). 𝑛𝑡−𝑘
and 𝑛𝑡−𝑘
are the numbers of new

and exiting destinations served by the continuing firms, respectively.
This equation decomposes continuing firms’ export growth across destination markets
into three terms. The first term captures the destination intensive margin (i.e., the
contribution of the continuing destinations). It comprises the midpoint export growth in
the continuing destinations weighted by their midpoint export share. The second term
captures the growth of continuers along new destinations. It is the sum of the midpoint
export share to new destinations if the export is of average volume of the continuing firms
in the first year and the midpoint average of the deviation of the export to new destinations
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between the years of the accounting period. The third term captures the growth reduction
due to exiting destinations. It consists of the sum of the midpoint export share in exiting
destinations if the export size to these destinations is of average volume in the first year
and the midpoint average of the deviation of the actual export to exiting destinations from
the volume if the export is of average volume of the continuing firms in the first year.
The third stage of the analysis decomposes the continuing firms’ export growth along
their continuing destinations into the product intensive margin (i.e., the contribution of
the continuing products) and the product extensive margin (i.e., the contribution of new
and exiting products).
𝒄𝒅𝒑

𝒄𝒅
𝒙𝒄𝒅
𝒕 −𝒙𝒕−𝒌

(𝒙𝒄𝒕 +𝒙𝒄𝒕−𝒌 )/𝟐
𝒆𝒅𝒑

𝒙𝒕
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(𝒙𝒕

𝒄𝒅𝒑
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𝒕 +𝒙𝒕−𝒌 )/𝟐

𝒆𝒅𝒑 ̅̅̅̅̅̅
𝒄𝒅
−𝒏𝒕−𝒌 ∗𝒙
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𝒕 +𝒙𝒕−𝒌 )/𝟐
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∗
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𝒏
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̅̅̅̅̅̅
𝒄𝒅
∗𝒙

𝒕−𝒌
+
]+[(𝒙𝒄𝒅𝒕−𝒌
+𝒙𝒄𝒅 )/𝟐

(𝒙𝒕 +𝒙𝒕−𝒌 )/𝟐
𝒕
𝒕−𝒌
𝒙𝒅𝒑 ̅̅̅̅̅̅
𝒙𝒅𝒑
𝒙𝒅𝒑 ̅̅̅̅̅̅
𝒄𝒅
𝒄𝒅
𝒏
∗𝒙
𝒙
−𝒏
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+
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𝒕

𝒕−𝒌

𝒕

𝒕−𝒌
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(𝒙𝒄𝒅
𝒕 +𝒙𝒕−𝒌 )/𝟐
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(4.3)
𝑐𝑑
Here, 𝑥𝑡𝑐𝑑 and 𝑥𝑡−𝑘
are the continuing firms’ total exports in their continuing
𝑐𝑑𝑝
destinations at time t and t−k, respectively. 𝑥𝑡𝑐𝑑𝑝 and 𝑥𝑡−𝑘
are the total exports of

continuing products of continuing firms in the existing destinations at time t and t−k,
respectively. 𝑥𝑡𝑒𝑑𝑝 stands for the total exports of the continuing firms’ new products in
𝑥𝑑𝑝
the existing markets at time t, and 𝑥𝑡−𝑘
is for the continuing exporters’ total export of the
𝑒𝑑𝑝
exiting products (exported at time t−k but not at time t) in the existing destinations. 𝑛𝑡−𝑘
𝑥𝑑𝑝
and 𝑛𝑡−𝑘
are, respectively, the number of new and exiting products of the continuing

exporters in the existing destinations.
This equation decomposes the continuing firms’ total export growth in their traditional
destinations into three terms. The first term captures the product intensive margin (i.e.,
the contribution of the continuing products). It comprises the midpoint export growth of
the continuing products weighted by their midpoint export share. The second term
captures the growth of continuing exporters’ new products in the continuing destinations.
It is the total of the midpoint export share of new products if the export is of average
volume in that destination in the first year and the midpoint average of the deviation of
the export of new products between the years of the accounting period. The third term
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captures the growth reduction due to exiting products. It consists of the sum of the
midpoint export share in exiting products if the export size of these products is of average
volume in the first year and the midpoint average of the deviation of the actual export of
the exiting products from the total export if the export size of these products is of average
volume in the first year. It should be noted that, in this case, the product entry margin
captures two different dimensions: the introduction of entirely new products in continuing
destinations and the rerouting of products to continuing destinations where they were not
exported in the previous year.
Cohort analysis
The third step involves tracking the behaviour of ‘cohorts’ of exporters over time. A firm
is assigned to a cohort of a year when it first reports an export transaction over the whole
sample period of study. That is, the cohort of the year ‘t’ is the set of firms that export at
‘t’ but did not export in the years ‘t-p’ where t>p>p0 and p0 is the first year of the sample
period.
This cohort analysis tracks the firms that belong to the same cohort over the years. It
examines the exit pattern of the discontinuing exporters and the evolution of the surviving
firms as they continue to gain experience in the export markets. This analysis is similar
to characterising the ‘life-cycle’ of the exporters and thus, helps us to better understand
what would happen to new exporters when they face higher barriers to starting export and
if they manage to survive in the export market. Similar analyses were performed in
Brooks (2006), Eaton et al. (2007), Amador and Opromolla (2013) and Cebeci and
Fernandes (2015).

4.3 Results
4.3.1 Descriptive analysis of the export dynamism
Table 4.2 shows that the total exports from Bangladeshi firms grew substantially, from
BDT 516.3 billion in 2004-05 to BDT 1,922.3 billion in 2011-12, with total growth of
272.3 per cent. The number of exporters also increased substantially, from 5,467 in 200405 to 9,826 in 2011-12, a total growth of 80 per cent. These figures are very high
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compared to other LDCs (Cebeci et al. 2012; Fernandes, Freund & Pierola 2016). 21
During the period under study, the total number of HS-8 digit products sent yearly by
Bangladeshi exporters was 1,920 in the first year 2004-05, and by 2011-12, it increased
to 2,049. The number of destinations served was 186 in 2004-05 and 200 in 2011-12.
Table 4.2: Year by Year Cross-Sectional Export Pattern (at Aggregate Level)
Year

Total Export

Number of

Number of

Number of

(10x billion BDT)

Exporters

Products

Destinations

(HS-8 Digit)
2004-05

51.63

5,467

1,920

186

2005-06

72.44

5,873

2,008

188

2006-07

68.46

5,791

1,872

184

2007-08

96.18

6,761

1,934

198

2008-09

107.41

7,108

1,978

193

2009-10

113.64

7,329

2,128

197

2010-11

162.87

7,693

2,035

196

2011-12

192.23

7,867

2,049

200

Note: 1) Total export is in nominal terms. 2) Consolidated HS-8 digit classification is used for the
product count.

For export performance at firm level, Table 4.3 shows that the ‘export per firm’ was
BDT 94.4 million in 2004-05 and BDT 232.0 million in 2011-12. However, the
distribution of export per firm shows high positive skewness as the median export per
firm was only BDT 16.2 million in 2004-05 and BDT 26.3 million in 2011-12. This
finding is common for most of the developing countries studied in Freund and Pierola
(2015). The export shares of the top firms also indicate a high level of concentration in
the export sector. During 2004-05 to 2011-12, the top 5 per cent of exporters (in terms of
export volumes) control around 50 per cent of total annual exports. However, in the cross
country perspective (Cebeci et al. 2012; Fernandes, Freund & Pierola 2016), this level of
concentration is considerably low. 22 For firm level export diversification, the mean
number of products, at HS-8 digit level, per for each exporter fluctuated at around 4
between 2004-05 and 2011-12, while the number of destinations per exporter rose

21

The average number of exporters (2006–2008) in Burkina Faso, Cambodia, Laos, Malawi and
Yemen are 425, 595, 462, 631 and 492, respectively.
22

The concentration of export sector in Bangladesh is the lowest among the 38 developing countries
studied in these cross-country studies.
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steadily from 3.67 in 2004-05 to 4.63 in 2011-12. This suggests that Bangladeshi
exporters diversified across destinations rather than in products. During this same period,
the number of exporters per HS-8 digit product rose gradually from 13.83 in 2004-05 to
19.09 in 2011-12. Similarly, the number of exporter per destination increased steadily,
from 107.81 in 2004-05 to 221.01 in 2011-12. Both these findings suggest increasing
competition among Bangladeshi exporters across products and destinations.
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Table 4.3: Year by Year Cross-Sectional Export Pattern (at Exporter Level)
Year

Mean Export per Median Export

Top 5%

Mean Number of HS-8

Mean Number of

Mean Number of

Mean Number of

Firm

per Firm

Exporters Share

Products

Destinations Served

Exporters

Exporters per

(10x million

(10x million

(%)

per Exporter

per Exporter

per HS-8 Product

Destination Served

BDT)

BDT)

2004-05

9.44

1.62

47.07

4.86

3.67

13.83

107.81

2005-06

12.34

1.78

51.87

4.67

3.74

13.67

116.73

2006-07

11.82

1.96

47.93

4.06

3.63

12.56

114.26

2007-08

14.23

1.87

49.59

4.33

3.83

15.13

130.75

2008-09

15.11

1.76

51.14

4.35

3.99

15.62

146.96

2009-10

15.50

1.71

52.70

4.58

4.01

15.76

149.08

2010-11

21.17

2.27

51.95

4.43

4.26

16.74

167.12

2011-12

24.43

2.30

53.98

4.20

4.36

16.11

171.52

Note: 1) Mean and median exports per firm is in nominal terms. 2) Consolidated HS-8 digit classification is used for the product count.
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This research will now explore the roles of the intensive and extensive margins on export
growth. Here, the intensive margin is the sales volume of the continuing exporters, while
the extensive margin corresponds to the entry and exit of the exporters. This helps us to
understand the role of firm level churning in shaping Bangladesh’s export growth during
the sample period.
Table 4.4 presents the contribution of continuing firms—the intensive margin—to the
annual export of Bangladesh. The number of continuers rises gradually from 4,258 in
2005-06 to 6,132 in 2011-12. In any of the sample years, almost 70 per cent of the
exporters are continuers that also exported in the previous year. The total export value of
the continuers increased from BDT 644.1 billion in 2005-06 to BDT 1,928.0 billion in
2011-12. The growth is 199.33 per cent—close to the total export growth of 214.63 per
cent. Over the sample period, the average share of continuing exporters to the total export
is 94 per cent. Mean exports of continuing firms nearly doubled from BDT 153.1 million
in 2005-06 to BDT 314.4 million in 2011-12, but declined in 2008-09, followed by a
quick recovery.23

23

The year 2008-09 corresponds to the GFC crisis experienced by Bangladeshi exporters during the
sample period. Details of the effect of this crisis on export growth will be analysed in the following
sections.
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Table 4.4: Export by Continuing Firms (Intensive Margin)
Year

Number of

Continuity

Total Export

Mean Size of

Continuing

Continuers

Rate

by Continuers

Continuers

Exporters’ Share

(10x billion

(10x million

in Total Exports

BDT)

BDT)

(%)

2004-05

–

–

–

–

–

2005-06

4258

72.50

64.41

15.13

88.91

2006-07

4463

77.07

66.03

14.80

96.46

2007-08

4535

67.08

91.48

20.17

95.11

2008-09

5255

73.93

103.33

19.66

96.20

2009-10

5465

74.57

110.01

20.13

96.81

2010-11

5727

74.44

159.01

27.77

97.63

2011-12

5980

76.01

188.73

31.56

98.18

Note: . 1) Continuity ratet = number of continuerst / number of exporterst. 2) Total export and average
size of continuers are in nominal terms.

The analysis now focuses on the entry side (defined as export entrants in Table 4.1) of
the extensive margin of export. Table 4.5 provides information about the export entrant
and their consequence upon entry, that is, either continuing as a survivor or ending up as
a single-year exporter. During the sample period, the annual average of the number of
entrants is 2,054.13 and the average entry rate is 27.78, a low figure relative to a
developing country perspective. 24 The entry rate experienced a substantial decline in
2008-09, followed by recovery.25 Over the whole sample period, the annual average rate
of entrants who survive to export in the next year of their entry is 60.82 per cent. This is
quite high relative to other developing countries in which the average survival rate is 43
per cent (Fernandes, Freund & Pierola 2016). The average size of the survivors is higher
than the average size of the entrants in each of the years over the whole sample period.
24

The average entry rate in 38 developing countries studied in Cebeci et al. (2012) and Fernandes et
al. (2016) is 38 per cent. The entry rates in the five LDCs included in this research are 44 per cent for
Burkina Faso, 33 per cent for Cambodia and 52 per cent for Laos, Malawi and Yemen.
25

These two years correspond to the post-MFA and GFC crises experienced by Bangladeshi exporters
during the sample period.

84

Single-year exporters represent only 39.18 per cent of the total entrants and their average
size is substantially lower than the average size of the survivors. This higher rate of
survival (with the flip side of a lower level of failure rate) can be attributed to higher
export growth. Cebeci and Fernandes’ (2015) analysis of the export boom of Turkey
during the period of 2002–2011 also reports a higher survival rate.
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Table 4.5: Export by Entrants (Entry Side of Extensive Margin)
Year

Entrants
Number

Entry

Average Size

Rate

(10x million

Survivors
Share (%)

Number

Survival
Rate

BDT)
–

–

Single-Year

Average Size Number
(10x million

Failure

Average Size

Rate

(10x million

BDT)

2004-05

–

–

–

–

2005-06

1615

27.50

4.98

11.09

956

2006-07

1328

22.93

1.83

3.54

2007-08

2226

32.92

2.11

2008-09

1853

26.07

2009-10

1864

2010-11
2011-12

BDT)

–

–

59.20

8.24

659

40.80

0.24

831

62.58

2.67

497

37.42

0.42

4.89

1431

64.29

3.03

795

35.71

0.47

2.20

3.80

1122

60.55

3.33

731

39.45

0.47

25.43

1.94

3.19

1130

60.62

2.95

734

39.38

0.39

1966

25.56

1.96

2.37

1141

58.04

3.07

825

41.96

0.43

1887

23.99

1.85

1.82

–

–

–

–

–

–

–

–

Note: 1) Average size of different types of exporters are in nominal terms. 2) Entry ratet = number of entrantst / number of exporterst. 3) Survival ratet = number of
survivorst / number of entrantst. 4) Failure ratet = number of single-year entrantst / number of entrantst.
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Table 4.6 summarises the exit pattern of Bangladeshi exporters during the export growth
period of 2005-06 to 2011-12. In Bangladesh, the exit rate from exporting is low, close
to 22.47 per cent, relative to most other developing countries (Cebeci et al. 2012;
Fernandes, Freund & Pierola 2016).26 Such a low degree of exporter exit is also reported
in Lederman, Rodríguez-Clare and Xu (2011) and Cebeci and Fernandes (2015) who
investigate export growth dynamics for Costa Rica and Turkey, respectively. A
comparison of Table 4.6 with Table 4.4 shows that exiting exporters’ average size and
share in annual export are substantially lower than that of the incumbent exporters.
Similar findings also held when the average size and shares of export entrants and
survivors (in Table 4.5) are compared with those of exiters (Table 4.6). However, the
average size of exiters is much higher than the single-year firms in Table 4.5. Throughout
the sample period, entry is much higher than exit; however, the gap shrank specially
during 2008-09, the year of GFC shock, due to the drop of entry rate. This is indicative
that the effect of both the negative shocks is absorbed through the entry channel, not the
exit channel. The evidence, presented in Table 4.5 and Table 4.6, of a large number of
yearly entry and exit of exporters with a small volume of export and accounting for a
small share of total exports is in line with the findings for exporting firms of Colombia
by Eaton et al. (2007), Portugal by Amador and Opromolla (2013) and Turkey by Cebeci
and Fernandes (2015).

26

According to these papers, the developing country average is 37 per cent and the LDC average is
41 per cent.

87

Table 4.6: Export by Exiters (Exit Side of Extensive Margin)
FY

Number of

Exit Rate

Total Export

Mean Size

Share of

Exiting

(10x billion

(10x million

Total Exports

Firms

BDT)

BDT)

(%)

2004-05

–

–

–

–

–

2005-06

1209

22.11

1.23

1.02

2.39

2006-07

1410

24.01

1.26

0.89

1.74

2007-08

1256

21.69

1.74

1.38

2.54

2008-09

1506

22.27

2.07

1.38

2.15

2009-10

1643

23.11

2.23

1.36

2.07

2010-11

1602

21.86

2.05

1.28

1.81

2011-12

1713

22.27

1.86

1.09

1.14

Note: 1) Total export and average size of continuers are in nominal terms. 2) Exit ratet = number of
exiting firmst / number of exporterst.

4.3.2 Decomposition of export growth
Aggregate export sector
Having observed the important role of intensive and extensive margins in explaining the
cross-sectional variation of export, this research will now assess the roles of these margins
in export growth.
Panel A of Table 4.7 presents the results of the first stage decomposition (Equation 4.1)
analysis for short-run (year-to-year) and long-run growth of export between 2004-05 and
2011-12. The short-run export growth was dominated by the variation in the total export
volume of the continuing exporters (i.e., the change in the firm intensive margin) that
constituted, on average, about 90 per cent of short-run growth. This same pattern holds
during the crisis period, as the short-run export growth, reduced in 2008-09 to 2009-10
from the effect of the GFC, was totally led by the declining or sluggish export growth of
the continuers. This domination of the firm intensive margin on the short-run export
growth, despite the high level of exporter turnover presented in Table 4.5 and Table 4.6,
is not surprising if we take the relative size of the entrants and exiters into account. The
substantially larger size of the continuing exporters overweighs the contribution of
intensive margin and outweighs the contribution of the smaller entrants and exiters or the
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extensive margin. Even if the net growth rate of entrants and exiters is very high, the
much larger size of continuers implies that, over a short run the intensive margin dwarfs
the extensive margin. Panel A further shows that, in all year-to-year intervals, the positive
growth due to entry is relatively high when compared with the negative growth due to
exit. Hence, the net contribution of extensive margin on the total growth is positive for
all the short-run intervals. Entrants, on average, contribute around 25 per cent to the total
growth. In 2004-2005 to 2005-06, the contribution is particularly large at almost 38 per
cent of the growth. The reason is the higher average size of entrants in 2005-06 (see Table
4.5), when entrants in the RMG sector secured high export volume shortly after the
expiration of the MFA in early 2005. Over the entire period, the negative contribution of
exiters to export was quite low and was not even altered during the two crises covered by
the sample period.
The last row of Panel A in Table 4.7 presents the decomposition of the export growth
over the long run (i.e., over the entire 2004–2012 period. Unlike the short-run growth, the
extensive margin contributes more than the incumbent exporters to the long-run growth
in this sector. The contribution of the extensive margin is 52 per cent, whereas that of the
continuers is 48 per cent. In gross terms, the new exporters’ contribution is 61 per cent.
This finding differs from the growth experience in Portugal and Turkey reported in
Amador and Opromolla (2013) and Cebeci and Fernandes (2015), respectively. However,
this finding is not surprising if we consider the stage of development of these countries.
Being a low income country with a relatively low export base, Bangladesh depends
heavily on new entrants for long-run export growth.
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Table 4.7: Decomposition of Export Growth
Panel A: Across Firms

Period (FY Pairs)

Aggregate Export

Intensive Margin

Growth

Continuing Exporters

Extensive Margin
Net

Entrants

Exiters

Short-Run
2004-05–2005-06

33.55

22.59

10.96

12.95

–1.99

2005-06–2007-08*

14.01

11.38

2.63

4.58

-1.95

2007-08–2008-09

11.03

9.06

1.97

4.01

–2.04

2008-09–2009-10

5.64

4.37

1.27

3.28

–2.01

2009-10–2010-11

35.62

34.31

1.31

2.79

–1.48

2010-11–2011-12

16.53

15.61

0.92

1.97

–1.05

115.31

54.94

60.37

70.60

–10.23

Long-Run
2004-05–2011-12

Note: * Average growth during 2005-06–2007-08.
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Panel B: Continuing Exporters Across Destinations

Period

Continuing

Intensive Margin

Exporters

Existing Destination

Extensive Margin
Net

New Destinations

Dropped Destinations

Short-Run
2004-05–2005-06

22.59

20.12

2.47

7.47

–5.00

2005-06–2007-08*

11.38

9.57

1.81

7.91

-6.10

2007-08–2008-09

9.06

6.84

2.22

7.55

–5.33

2008-09–2009-10

4.37

3.87

0.50

6.52

–6.02

2009-10–2010-11

34.31

29.90

4.41

9.19

–4.78

2010-11–2011-12

15.61

14.44

1.17

6.48

–5.31

54.94

38.51

16.43

23.51

–7.08

Long-Run
2004-05–2011-12

Note: * Average growth during 2005-06–2007-08.
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Panel C: Continuing Exporters Across Products

Period

Continuing

Intensive Margin

Destinations

Existing Products

Extensive Margin
Net

New Products

Dropped Products

Short-Run
2004-05–2005-06

20.12

17.04

3.08

12.79

–9.71

2005-06–2007-08*

9.57

11.62

-2.05

11.50

-13.55

2007-08–2008-09

6.84

5.18

1.66

10.12

–8.46

2008-09–2009-10

3.87

2.1

1.77

11.09

–9.32

2009-10–2010-11

29.90

27.93

1.97

13.37

–11.40

2010-11–2011-12

14.44

13.64

0.80

8.81

–8.01

38.51

27.85

10.66

19.19

–8.53

Long-Run
2004-05–2011-12

Note: * Average growth during 2005-06–2007-08.
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The results of the first stage decomposition analysis reveal the important contribution of
the continuing exporters for both short- and -long-run export growth in Bangladesh.
Hence, it is important to gain a comprehensive idea about the mechanisms of their
growth—whether it arises from increased export of their established products in their
existing export markets or through churning across different products and destination
markets.
The results of the second stage decomposition analysis (Equation 4.2) for both short-run
and long-run growth is presented in Panel B of Table 4.7. On average, the destination
intensive margin accounts for around 87 per cent of the short-run export growth of
continuing firms. This contribution even strengthened during the crisis period, the GFC
in 2008-09, when strong downturn in the export of continuing firms was mostly due to
the lower export growth to the continuing destination markets, especially European Union
(EU) countries—the biggest market for Bangladeshi exporters. It is also worth noting that
the net contribution of the destination extensive and intensive margins in the short-run
growth is small due to high level of churning across destinations. The gross contribution
of new destinations is, on average, 46 per cent of the total growth of continuing exporters.
This strengthened in the crisis periods, indicating that Bangladeshi exporters experienced
relatively good export performance in non-traditional markets during these periods.
However, over the whole sample period the gross contribution of exiting destination is
also high, on average 40 per cent of the total export growth of continuing firms. This
suppressed the net contribution from the destination extensive margin.
The last row of Panel B shows the decomposition of continuing exporters’ long-run export
growth across the destination markets. Export to the continuing destinations contributes
to the major proportion of the export growth of continuing exporters over the whole
period under consideration. Similar to the short-run growth, the net effect of churning
across destinations by continuing exporters in the long run is also low, suggesting that
Bangladeshi exporters were not very successful in diversifying their exports over the
longer period. In gross terms, the higher role of new destinations over exiting destinations
implies that continuing exporters exhibit strong export growth, conditional on surviving
in new destinations.
Panel C of Table 4.7 shows the results of the third stage decomposition analysis (Equation
4.3), focusing on products at the HS-8 digit level. The product intensive margin
93

contributed more than 90 per cent to the short-run growth of continuing exporters in their
continuing destinations. The share of this margin dropped substantially during the two
crisis periods covered by the sample period. Panel C further reveals that the net
contribution of continuing exporters’ new and dropped products in continuing
destinations is small, due to the high degree of product churning at the HS-8 digit level.
Over the whole sample period, the average contribution of new products, in gross terms,
was around 80 per cent. However, this was largely offset by the negative contribution of
exiting products. In particular, during the GFC crisis, one of the main drivers of reduced
export growth in traditional markets was the dropping of products.
The last row of Panel C in Table 4.7 presents the results of the decomposition analysis on
the long-run export growth of the continuing exporters across HS-8 digit products
exported in their exiting destinations. The share of the continuing products in the longrun growth of continuing exporters in their existing destinations is 103.86 per cent.
However, in gross terms, export growth through the introduction of new products also
played a meaningful role in the long run, accounting for about 82 per cent of the total
cumulative growth achieved by continuing exporters in the traditional markets. This
implies that the new products that are conditional upon survival experience fast growth.
Textile and apparel sector
This research will now extend the decomposition analysis to study the export growth in
the textile and apparel sector of Bangladesh. The motivation for such an exercise is
threefold. First, the textile and apparel sector is the biggest export sector of Bangladesh,
contributing about three-quarters to its total export. Hence, analysing the export growth
in this sector will provide us with a deeper insight into Bangladeshi export growth. Second,
a comparison of the decomposed export growth of this sector with that of the whole export
will identify if there is any difference in the export microdynamics of the dominant sector
and other sectors. Third, and most importantly, the post-MFA implications are specific to
the textile and apparel sector and its effect can be specifically captured through the
decomposition of export growth in this sector.
Table 4.8 presents the results of the decomposition analysis of textile and apparel export
growth from Bangladesh during 2004 to 2012. Panel A shows the growth across different
types of firms. Similar to the findings of the decomposition of aggregate export growth
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in Table 4.7, both short- and -long-run growth in the textile and apparel export was
dominated by the firm intensive margin (i.e., the change in the total export of the
continuing exporters). This pattern holds even in the crisis period. Reduced growth in
2008-09 from the effect of the GFC was driven mainly by the sluggish export growth of
continuing firms. However, this negative shock was followed by the significant recovery
of continuing exporters. The relative contribution of entrants and exiters to the short-run
growth of extensive margin in the textile and apparel export also follows a similar pattern
to the total export growth shown in Panel A in Table 4.7. Entry, in gross terms, contributes
positively and accounts for around 25 per cent of the average export growth of textile and
apparels. The highest contribution from entrants was in 2004-05, representing almost 38
per cent of the growth and is similar to the findings shown in Panel A of Table 4.7. This
further confirms that, in 2005-06, entrants in the textile and apparel sector secured high
export volume, exploiting the initial opportunities arising from the expiration of the MFA
in early 2005. Over the entire period, the negative contribution of exiters was lower
compared to that of exiters in Panel A of Table 4.7 suggesting textile and apparel
exporters in Bangladesh are more successful than those in other exporting sectors.
The last row of Panel A in Table 4.8 presents the export growth decomposition of the
textile and apparel sector over the long run (i.e., over the entire 2004–2012 period). This
growth is higher than the total export growth presented in Panel A of Table 4.8, implying
that long-run export growth in this sector outperforms the joint contribution from other
exporting sectors. Similar to the findings of Panel A Table 4.7, net of entry is the main
contributor to long-run export growth, accounting for around 53 per cent of the growth.
In gross terms, the new exporters’ contribution is 62 per cent. A comparison of the
entrants’ long-run growth in the textile and apparel sector with that of the whole export
(Panel A in Table 4.7) shows that entrants contributed more in the textile and apparel
sector than other sectors as a whole.
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Table 4.8: Decomposition of Export Growth (Textile and Apparels)
Panel A: Across Firms

Period

Aggregate

Intensive Margin

Export Growth

Continuing Exporters

Extensive Margin
Net

Entrants

Exiters

Short-Run
2004-05–2005-06

34.31

23.05

11.26

13.05

–1.79

2005-06–2007-08*

13.01

10.64

2.37

4.05

-1.68

2007-08–2008-09

12.64

10.84

1.80

3.39

–1.59

2008-09–2009-10

5.10

3.79

1.31

3.06

–1.75

2009-10–2010-11

37.62

36.25

1.37

2.52

–1.15

2010-11–2011-12

16.19

15.45

0.74

1.66

–0.92

116.35

55.05

61.30

71.75

–10.45

Long-Run
2004-05–2011-12

Note: * Average growth during 2005-06–2007-08.
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Panel B: Continuing Exporters Across Destinations

Period

Continuing

Intensive Margin

Exporters

Existing Destination

Extensive Margin
Net

New Destinations Dropped Destinations

Short-Run
2004-05–2005-06

23.05

20.29

2.76

7.20

–4.44

2005-06–2007-08*

10.64

8.62

2.02

7.36

−5.34

2007-08–2008-09

10.84

8.99

1.83

6.82

–4.99

2008-09–2009-10

3.79

3.48

0.31

5.93

–5.62

2009-10–2010-11

36.25

31.28

4.97

8.95

–3.98

2010-11–2011-12

15.46

14.21

1.25

6.09

–4.84

55.05

38.39

16.66

23.26

–6.60

Long-Run
2004-05–2011-12

Note: * Average growth during 2005-06–2007-08.

97

Panel C: Continuing Exporters Across Products

Period

Continuing

Intensive Margin

Destinations

Existing Products

Extensive Margin
Net

New Products

Dropped Products

Short-Run
2004-05–2005-06

20.29

16.96

3.33

13.43

–10.10

2005-06–2007-08*

8.62

11.01

-2.39

11.86

−14.25

2007-08–2008-09

8.99

7.43

1.59

10.32

–8.77

2008-09–2009-10

3.48

1.88

1.60

10.87

–9.27

2009-10–2010-11

31.28

28.71

2.57

13.97

–11.40

2010-11–2011-12

14.21

13.34

0.87

9.17

–8.30

38.39

27.75

10.64

19.17

–8.53

Long-Run
2004-05–2011-12

Note: * Average growth during 2005-06–2007-08.
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Panel B in Table 4.8 presents the export growth decomposition of continuing textile and
apparel exporters across their continuing, newly added and dropped markets. The export
growth of continuing exporters along their continuing destinations accounts for around
90 per cent of their total growth. This percentage is relatively low when the whole sample
is taken, as in Panel B of Table 4.7. This implies that, during the sample period, continuing
exporters in other sectors extended their market coverage compared to those in the textile
and apparel sector. Even in the crisis period (GFC in 2008-09) the lower growth of
continuing exporters was mostly due to a reduction in their export growth in traditional
markets such as the EU and US—the biggest markets of Bangladeshi textile and apparel
export. We can also notice that, during the same period, the growth observed in export to
existing destinations of continuing exporters in the textile and apparel sector is slightly
lower than that of the whole sample. This suggest that, in traditional markets, the
continuing exporters were affected more by the GFC crisis in textile and apparel sector
than in other sectors. Panel B further shows that the net contribution of the destination
extensive margin is positive every year due to the higher positive growth along new
destinations compared to the negative growth from dropping of existing destinations.
The last row of panel B shows the decomposition of long-run export growth of continuing
exporters across traditional, newly added and dropping destinations. Export to the
continuing destinations account for around 70 per cent of the growth of continuing
exporters over the sample period, suggesting that textile and apparel exporters relied more
on their traditional markets during this export growth period. The net effect of adding and
dropping destinations to the long-run export growth of continuing exporters is also low.
In gross terms, the growth along the new destinations is 42 per cent and is offset by 12
per cent due to the dropping of destinations. This implies that, conditional upon surviving
in the new destinations, continuing exporters exhibit strong export growth in these
markets. However, while textile and apparel exporters experienced less reduction in
growth due to the dropping of destinations compared to the whole sample (see Panel B in
Table 4.7), they could not attain higher growth in new destinations.
Panel C in Table 4.8 shows the results of the decomposition analysis of the export growth
along continuing, new and dropped textile and apparel products of continuing exporters
in their traditional markets. The product intensive margin, on average, constitutes more
than 72 per cent of continuing exporters’ short-run growth in their existing destinations.
The share of this margin also dropped substantially during the GFC crisis period,
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implying that continuing textile and apparel exporters suffered growth reduction in their
traditional markets due to decreased sales of their existing products. Panel C also reveals
a high degree of product churning, with small net contribution of the new and dropped
products. Over the whole sample period, the average contribution of newly introduced
products, in gross terms, was around 85 per cent. This was counteracted by an 80 per cent
reduction in growth due to exiting products. The degree of product churning among
continuing exporters in traditional markets is higher in textile and apparel sectors
compared to the whole export and might be attributed to the higher product differentiation
in this sector at HS-8 digit level. We can notice that the negative contribution of dropping
products to the export growth is the highest in the period following the high growth just
after the expiry of MFA. This effect is higher in the textile and apparel sample relative to
the whole sample in Panel C of Table 4.7, implying that textile and apparel sector adjusted
to the competition faced in the post-MFA period by dropping products which are less
profitable.
The last row of Panel C of Table 4.8 presents the results of the decomposition analysis of
continuing exporters’ long-run export growth in their existing destinations across product
dimension. The results show that the contribution of the continuing exporters with
existing products and destinations is 72 per cent. However, in gross terms, export growth
through introduction of new products also played a meaningful role in the long run,
accounting for about 50 per cent of the total cumulative growth achieved by continuing
exporters in the traditional markets. This implies that, conditional upon survival, new
products experience fast growth.
4.3.3 Cohort analysis of export growth
Table 4.9 presents the results of the cohort analysis. Each of the columns (starting from
the second column) corresponds to a year cohort. The first cell presents the number of
entrants (except for the year 2004) in that year and the cells under it present survivors of
the cohort over the remaining years of the sample period. As the sample data period starts
from the year 2004, it is not possible to identify the entrants and the continuers for this
year. However, to facilitate comparison with other cohorts, these firms are presented as
if they belonged to a ‘2004’ cohort. Panel A of Table 4.9 presents firm numbers and Panel
B presents the percentage of total firms in a year.
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Table 4.9: Firms by Initial Export Year Cohorts 2004–2012
Panel A: Number of Firms
2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 2011-12
2004-05

5,467

–

–

–

–

–

–

–

2005-06

4,258

1,615

–

–

–

–

–

–

2006-07

3,644

956

1,191

–

–

–

–

–

2007-08

3,324

790

750

1,897

–

–

–

–

2008-09

3,054

659

623

1,233

1,539

–

–

–

2009-10

2,788

598

527

1,003

942

1,471

–

–

2010-11

2,601

544

465

859

760

907

1,557

–

2011-12

2,422

467

414

769

651

714

932

1,498

Panel B: Percentage of Total Firms
2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 2011-12
–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

20.07

–

–

9.88

11.79

20.24

–

8.28

9.08

11.85

2004-05

100.00

2005-06

72.50

27.50

2006-07

62.93

16.51

20.57

2007-08

49.16

11.68

11.09

28.06

2008-09

42.97

9.27

8.76

17.35

21.65

2009-10

38.04

8.16

7.19

13.69

12.85

2010-11

33.81

7.07

6.04

11.17

2011-12

30.79

5.94

5.26

9.78

19.04

Panel A of Table 4.9 shows that, on average, around 1500 firms started exporting during
the export growth period covered by the sample data. The lowest number of entrants is in
2006, possibly due to the consequence of the post-MFA crisis. In Panel B, the average
entry rate is 22.45 per cent over the whole period. This level of entry is also followed by
a high degree of dropout, typically about one-third of entrants, in the next year. However,
after this, the survival rate rises substantially to more than 80 per cent, suggesting that
firms that manage to survive in the first year of exporting have an increased chance of
survival in the export markets for longer periods. This finding is consistent with the
findings of Eaton et al. (2007) for Colombia and Amador and Opromolla (2013) for
Portugal. In the long run (i.e., over the whole sample period), the percentage of exporters
who started exporting after 2004 increased to 69.21 per cent—more than twice the
percentage of the firms that exported in 2004. Regarding the effect of crisis, both 2004
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continuers and the 2005 cohort suffered high exit during the post-MFA period, but a
similar effect of the GFC is observed only in the 2008 cohort.
The analysis will now focus on the volume, product and destination dimensions of cohorts.
Table 4.10 presents the results in four panels. Turning to total export volume in Panel A,
the exporters that sold abroad in 2004 account for the major share of the annual export
over the whole sample period. Panel B shows that, by the end of the sample period, their
foreign sales still account for 44 per cent of total export. Whereas, in all the years, the
post-2004 entrants continue to gain export share from the 2004 cohort and, by 2011-12,
they hold 66 per cent share of the total exports. All post-2004 cohorts were able to expand
their share over any consecutive years. All post-2004 cohorts follow almost the same
pattern of growth. This is different to the findings of Eaton et al. (2007) that report
different growth patterns for different cohorts during 1996–2005 in Colombia.27
Panel C shows that the average firm size, measured as exports per firm, jumps
significantly after the first year for all cohorts except for the 2005 cohort that was affected
by the post-MFA crisis in the second year of entry. Hence, despite a high dropout after
the first year, as shown in Table 4.9, total export volume of the cohorts does not decrease
proportionally. In 2011, the average size of 2004 exporters remained substantially larger
than that of the exporters in any entering cohort. However, average exporter sizes of older
cohorts were not necessarily bigger than those of younger ones. For example, among all
the entering cohorts, the 2005 cohort entered exporting with the highest average firm size;
however, in 2011, the highest average firm size is observed in the 2006 cohort.
Panel D reports results of a similar exercise for export destinations per firm. It shows that
both 2004 continuers and post-2004 cohorts managed to access new destinations. New
cohorts start with relatively fewer destinations per firm and, over the years, firms expand
their export to new destinations. Another interesting point to note is that export expansion
across destinations is not significantly affected by the two crisis periods covered by our
sample data.

27

Out of the nine cohorts with new entrants, one cohort (1998) grew relatively slowly.
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Table 4.10: Export Volume, Products and Destination Dimensions of Cohorts
Panel A: Total Export Volume (10x billion BDT)
2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 2011-12
2004-05

51.63

–

–

–

–

–

–

–

2005-06

64.41

8.04

–

–

–

–

–

–

2006-07

60.4

5.88

2.18

–

–

–

–

–

2007-08

75.74

8.68

7.61

4.15

–

–

–

–

2008-09

76.53

9.46

8.52

9.51

3.4

–

–

–

2009-10

73.45

9.74

9.07

11.44

6.93

3.01

–

–

2010-11

96.37

12.07

13.26

17.95

10.68

9.63

2.92

–

2011-12

106.15

12.85

15.82

22.37

12.89

6.72

2.72

12.7

Panel B: Percentage of Total Export Volume
2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 2011-12
–

–

–

–

–

–

–

–

–

–

–

–

–

8.58

3.18

–

–

–

–

–

78.74

9.03

7.91

4.32

–

–

–

–

2008-09

71.25

8.81

7.93

8.85

3.16

–

–

–

2009-10

64.63

8.57

7.98

10.07

6.10

2.65

–

–

2010-11

59.17

7.41

8.14

11.02

6.56

5.91

1.79

–

2011-12

55.22

6.68

8.23

11.64

6.71

6.61

3.50

1.41

2004-05

100.00

2005-06

88.91

11.09

2006-07

88.23

2007-08
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Panel C: Export Volume Per Firm (10x million BDT)
2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 2011-12
–

–

–

–

–

–

–

15.13

4.98

–

–

–

–

–

–

2006-07

16.58

6.15

1.83

–

–

–

–

–

2007-08

22.78

10.99

10.15

2.19

–

–

–

–

2008-09

25.06

14.35

13.67

7.71

2.21

–

–

–

2009-10

26.34

16.28

17.20

11.41

7.36

2.05

–

–

2010-11

37.05

22.18

28.51

20.90

14.05

10.61

1.88

–

2011-12

43.83

27.52

38.21

29.09

19.81

17.79

7.22

1.81

2004-05

9.44

2005-06

Panel D: Destinations Per Exporter

2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 2011-12
2004-2005

3.67

–

–

–

–

–

–

–

2005-2006

4.48

1.77

–

–

–

–

–

–

2006-2007

4.53

2.70

1.63

–

–

–

–

–

2007-2008

5.12

3.39

3.44

1.90

–

–

–

–

2008-2009

5.39

3.75

4.00

3.44

1.75

–

–

–

2009-2010

5.50

3.93

4.40

3.92

3.10

1.70

–

–

2010-2011

6.05

4.26

4.95

4.62

3.82

3.22

1.67

–

2011-2012

6.30

4.70

5.42

5.01

4.22

3.89

2.94

1.67

Panel E: Products Per Exporter
2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 2011-12
2004-2005

4.86

–

–

–

–

–

–

–

2005-2006

5.57

2.30

–

–

–

–

–

–

2006-2007

4.95

3.28

1.95

–

–

–

–

–

2007-2008

5.59

4.23

4.14

2.23

–

–

–

–

2008-2009

5.55

4.70

4.40

3.87

2.16

–

–

–

2009-2010

5.83

4.98

5.00

4.50

4.20

2.17

–

–

2010-2011

5.75

4.96

5.52

4.79

4.47

3.66

1.93

–

2011-2012

5.50

4.81

5.47

4.66

4.49

3.91

3.14

1.96

Note: The export volume is in nominal terms.
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Panel E reports the results of the exercise for export products per firm. It shows that both
2004 continuers and post-2004 cohorts managed to expand their export baskets. New
cohorts start with relatively fewer products per firm and expand their export over the
years, by adding new products. Another interesting point to note is that export expansion
across destinations is not significantly affected by the two crisis periods covered by our
sample data.
The result of the cohort analysis presented in Table 4.10 that new exporters achieve high
export growth in the year following the year of entry should be interpreted cautiously.
Bernard et al. (2014), Berthou and Vicard (2015) and De Lucio et al. (2015) note that this
high first year growth rate might be upward biased by the partial year effect, because
those firms that start exporting late in the year would show a lower export level in the
entry year followed by a higher growth rate. However, the bottom line is that the new
exporters manage to secure substantial growth in the initial years, conditional to survival
upon their entry.
The cohort analysis presents a range of systematic patterns of exporting activities among
new exporters. In the whole set of exporters those that exported in the first year (i.e.,
2004) of the sample period remain more numerous than any other cohorts, even eight
years later. These remain the largest, in terms of total export sales, per firm sales,
destinations served and products exported. Nonetheless, post-2004 export starters secure
roughly 70 per cent of the total firms by the end of the sample period. Although each
cohort of new exporters exhibits high dropout rates within a year of entry into the export
market, those that survive this initial shakedown have a higher chance to increase their
sales of existing product in continuing destinations, enter new markets and introduce new
products. Thus, conditional upon survival, new exporters have a wide variety of
dimensions through which they can grow.
4.3.4 Discussion on the results
The analysis of the microdynamics of the export growth in Bangladesh reveals a set of
findings. This section will summarise these findings and attempt to reconcile them with
the existing theories that model export dynamics of heterogeneous firms and attribute
firms’ decisions for export entry, exit and survival to export returns, sunk entry costs for

105

export and uncertainty arising from exogenous shocks (e.g., demand shocks, exchange
rate fluctuations and changes in trade cost).28
Exporters’ size distribution
The descriptive analysis shows that Bangladesh depended mainly on small- and -mediumsize exporters during its export growth in 2005—2011. The top 5 per cent firms control
around 50 per cent of the total export. This is much lower than the developing countries’
average of 81 per cent (Fernandes, Freund & Pierola 2016), implying that Bangladesh
depended on small- and -medium-size exporters during the export growth of the sample
period. These findings can be attributed to three reasons. First, low level of FDI in the
exporting sector of Bangladesh. Freund and Pierola (2015) show that FDI constitutes
majority of the big exporters in developing countries. Second, the poor infrastructure and
institutional setup which constraint the emergence of export superstars.
Entry–exit of exporters and sunk cost
The data show that each year many Bangladeshi firms enter export markets, but many of
these entrants exit exporting the following year. This initial dropout rate is higher
compared to the exit rate in later years. The average size of export entrants and exiters is
smaller than that of continuing exporters. Conditional upon surviving, entrants experience
a higher chance of expansion of export sales, destinations served and product basket.
While their contribution is minor in the short-run aggregate export growth, it becomes
significant when longer periods are considered. This difference in the contribution of the
continuing and new exports to the short and long run export growth also holds at the
sectoral level, which is evident from the decomposition analysis of the textile and apparel
sector.
Conventional argument on the returns from export predicts that, when a firm enters
exporting it receives positive returns and exits when the returns become negative. This
prediction implies a very high degree of churning in the export market with a very low
level of survival, as exporters can freely enter or exit exporting according to their returns.
However, this prediction is not consistent with the findings reported above.

28

Details of the theories and empirical evidence are in Chapter 3.
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Models with sunk entry costs argue that exporting is associated with some fixed cost for
searching and establishing marketing and distribution networks in the destination markets
and learning about procedures of exporting and contract settlement. The basic models
with sunk entry costs can explain firm entry into exporting activities—firms that can
afford the sunk entry cost will start exporting. Roberts and Tybout (1997) and Das,
Roberts and Tybout (2007) show that the size of the sunk entry cost for export is not
negligible. Sizeable sunk costs can rationally explain the important role of continuing
products and destinations on the short-run export growth of continuing exporters, as firms
with previous export experience do not need to pay these export sunk costs again to raise
foreign sales of their continuing products in existing destinations.
The annual exit rate of exporters is also lower than the average exit rate (37 per cent)
observed in developing countries, suggesting that Bangladesh showed better performance
in terms of export survival. The reason behind this finding is that most of the Bangladeshi
exporters in the textile and apparel industry which accounts for 80% of the total export
sector are 100% export oriented and they do not have domestic market for their products
(Astarloa et al. 2012). Hence, exiting from export involves high sunk cost, which leads to
low exiting rate. Again, low level of exit creates higher competition which in turn results
in smaller size exporters discussed earlier in this section.
Further, the evidence from Bangladesh shows that continuing exporters, in the short run,
experienced a higher level of churning during export growth while launching new
products in their continuing markets and entering new destination markets with
continuing products. Similarly, on the exit side, these continuing exporters showed a
higher level of product or destination dropout that further accelerated during shocks. Both
these findings imply that sunk entry costs for entering new destinations or introducing
new products are small for continuing firms. A similar comparison shows that, in
continuing exporters, product churning is higher than destination churning, implying
higher sunk costs to enter a new destination compared to introducing a new product.
Similar findings are reported in Turkey (Cebeci & Fernandes 2015), Portugal (Amador
& Opromolla 2013) and Colombia (Eaton et al. 2007). However, this conjecture about
the relative sizes of the sunk cost of exporting, entering new destinations and introducing
new products is yet to be theoretically explained.
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Experimentation and learning under uncertainty
The cohort analysis shows that Bangladeshi exporters, on average, enter exporting with a
smaller sales volume compared to their continuing counterparts. Conditional on survival,
they grow in terms of size and number of products and destinations. Simple models with
sunk entry costs cannot explain these dynamic features of export. In an effort to explain
these dynamic features, a spate of recent models, including Segura-Cayuela and
Vilarrubia (2008), Freund and Pierola (2010), Albornoz et al. (2012), Akhmetova and
Mitaritonna (2013), Eslava et al. (2015) and Timoshenko (2015a), have incorporated the
importance of ‘idiosyncratic uncertainty’ on export profitability and learning in
destination markets. These models are diversified in terms of underlying assumptions and
mechanisms, but commonly feature a period of time, termed as an ‘experimentation and
learning’ period. During this period, new exporters and their foreign buyers settle the
uncertainty about the profitability of the export relations based on the sales volume in that
market. Success or failure of this experimentation and learning is then followed by the
decision to continue and expand their export relation or exit exporting.
The model by Freund and Pierola (2010) focuses on the cost side uncertainty. In the
presence of sunk costs, it can generate substantial entry and exit as a form of trial and
error. According to this model, firms can learn about their exporting cost only after they
start exporting in the destination market. They exit when they find the costs are high and,
in that case they incur a negative shock of, at most, one period. However, if their costs
are low they can enjoy a stream of positive export profits in the future. Thus, in this model,
uncertainty generates high export entry by firms that want to test their potential in the
export market as export offers an attractive option value if they can continue. If their cost
draw is low, they can make a positive return. However, because of the uncertainty, they
may end up with a high cost draw and, eventually, exit exporting.
Other models, such as Albornoz et al. (2012), Akhmetova and Mitaritonna (2013) and
Eslava et al. (2015), focus on uncertainty about demand in the export markets. In these
models, firms enter the export market (or a particular destination) with small shipments
to ‘test the waters’ and learn about their export market profitability. If the test is successful
they increase the size of the shipment, if it is not successful they exit that market. In the
model by Albornoz et al. (2012), uncertainty about export profitability is positively
correlated over time within a market and across destination markets and leads firms to
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expand export within a market or enter new destination markets sequentially. When a
firm enters a destination market it also considers the possibility of expansion along the
continuing markets as well as new destinations. Hence, a firm finds it worthwhile to pay
the high sunk costs to enter the export market, even when the profits expected from that
market are negative, because of the high option value of successful expansion of export
within the same or to additional destination markets. The model by Akhmetova and
Mitaritonna (2013) allows exporters to avoid paying the sunk entry cost in full. New
exporters first pay a small ‘testing cost’ that allows them to learn about the export market
by observing individual sales to a handful of buyers in that market. Eslava et al. (2015)
present a ‘search and learning’ model in which a potential exporter invests to search for
a foreign buyer. A match between a seller and a buyer provides important learning about
the appeal of the seller’s product. A successful match leads to opportunities to expand
over time and across destinations, whereas an unsuccessful match is followed by exit.
Thus, these models of experimentation and learning under idiosyncratic uncertainty either
on the demand side or on the cost side, can explain why entrants start with a small export
volume and, conditional on survival, experience growth.
Uncertain demand shocks
This research further demonstrates the existence of both continuing and temporary (e.g.,
single year) exporters in the Bangladeshi export sector, in which continuing exporters are
much larger, regarding export volumes, compared to temporary exporters. This feature
can be explained by Blum, Claro and Horstmann (2013) who focus on the uncertainty of
demand, rather than on learning, to rationalise the high level of export entry and exit rates
and churning across certain destinations. In this model, firms operate under stochastic
demand shocks and increasing marginal costs. Upon realisation of the demand shocks,
their capital investment becomes fixed. This model classifies exporters as ‘occasional’
and ‘perennial’ depending on the frequency of their export status. Perennial exporters are
more efficient, having sufficient capital investment to serve both domestic and the foreign
markets without being sensitive to the demand shock. Conversely, occasional exporters
are small, less efficient and their export behaviour depends on the demand shock. When
demand in the domestic market is comparatively low, occasional exporters can free up
the capital that is now under-utilised domestically and enter the export market to facilitate
its full utilisation. Similarly, when domestic demand becomes relatively high, these firms
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exit foreign markets and sell only domestically, as the domestic market is more profitable
(i.e., less costly) in this model.
Lack of literature on churning
Although the models above can successfully explain some of the facts observed in the
analysis of the export growth of Bangladesh, they fall short of fully rationalising the
important role of churning observed in the joint distribution of firm, destination and
product dimensions. These models also cannot explain the heterogeneity observed in the
pattern of evolution of continuing exporters from 2004 and other post-2004 cohorts.
These necessitate developing new theoretical models of export dynamics that allow firms
to make decisions about export destinations and products jointly, in which firm level
characteristics (e.g., firm size, efficiency and product quality) and exporter–importer
relationships determine the differences observed in the export dynamics of heterogeneous
firms. Further, from the policy perspective, the determinants that affect the first-year
survival of the new export should be studied.

4.4 Conclusion
This research exploits a novel transaction level export data to explore the microdynamics
underlying Bangladeshi export growth during 2004-05 to 2011-12. During this growth,
Bangladesh depended mainly on small- and -medium-size exporters. Over the sample
period, the top 5 per cent firms control around 50 per cent of the total export. This is much
lower than the developing countries’ average of 81 per cent (Fernandes, Freund & Pierola
2016); implying that Bangladesh depended more on small- and -medium-size exporters
during the export growth of the sample period. In the earlier discussion, this difference in
the exporters’ size distribution is attributed to the low level of FDI in the exporting sector
and poor infrastructure and institutional setup which constraint the emergence of export
superstars. The annual exit rate of exporters is also lower than the average exit rate (37
per cent) observed in developing countries; suggesting that Bangladeshi exporters showed
better performance in terms of export survival. This research attributes this difference to
the fact that most of the Bangladeshi exporters in the textile and apparel industry are
100% export oriented and they do not have domestic market for their products. Hence,
they face high level of sunk cost while exiting. This reduces the exiting rate. Again, low
level of exit creates higher competition which in turn results in smaller size
110

exporters.Growth in exports along intensive margins contributes the major share to the
short-run growth during 2004-05 to 2011-12. However, there is also evidence of a high
level of churning across firms and their products and destinations in the short-run periods.
This high degree of churning observed across exporters and their products and
destinations constitutes an important part of the long-run export growth of Bangladesh
over the sample period of 2004–11. This research extends the decomposition analysis to
the dominant export sector of Bangladesh—the textile and apparel sector—and verifies
that these microdynamic patterns of export growth also hold at sectoral level. Finally,
evidence also shows that evolution of the patterns of export sales, destinations served and
products sold by post-2004 cohorts are crucial in explaining the long-run export growth
over the entire 2004–2012 period. Overall, there is evidence of a substantial level of
experimentation in the Bangladeshi export sector during the growth period of 2004-05 to
2011-12. The dimension of this experimentation encompasses firm, destinations and
product margins. The growth rate is higher along the intensive margin in the short run,
but in the longer period the extensive margin plays an important role. Qualitatively, these
findings on the microdynamics of export growth match the findings reported in other
developed and developing countries.
While some of the evidence is consistent with existing models of sunk entry cost,
idiosyncratic uncertainty about export profitability and learning about destination markets,
some of the findings call for new theories. From a policy perspective, the analysis of
export dynamics underlying Bangladeshi export growth calls for policies to be designed
to target both short-run and long-run growth. The short-run policy set should target
promoting growth of intensive margin. Conversely, the long-run policy prescription
should include supporting the extensive margin.
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Chapter 5. Determinants of Export Success
5.1 Introduction
In Chapter 4, microdynamic analysis of the export growth of Bangladesh during FY 200405 to 2011-12 reveals that, on average, the intensive margin (defined as continuing export
relations) has a higher contribution to short-run export growth compared to the extensive
margin (new export relations).29 However, the cohort analysis shows that new export,
conditional on survival in the first year, has a higher chance to continue and thrive. In the
long run, new export relations contribute substantially to export diversification and
growth. While revealing the importance of export survival for sustained export growth,
these findings also lead to a research interest in identifying the determinants of export
survival. This is what this chapter sets out to do.
This research focuses on two types of determinants of export success that have been
chosen because of their theoretical importance and high policy relevance for low income
countries. The first type involves the exporter’s experience that is firm specific and
demonstrates the firm’s export behaviour based on the nature of its export involvement.
A better understanding of the role of experience can help model appropriate policies for
supporting exporters that are heterogeneous in terms of their level of experience. The
second type of determinant involves network effects that work through the influence of
the peer firms engaged in exporting similar products or serving same destinations. With
proper supporting policies, this mechanism can complement the role of experience and
provide a better starting base for new exports. Besides these two types of variables, this
research also uses exporter–product–destination level characteristic variables such as
initial size and product competency.
This research contributes to the literature in three ways. First, it explores the determinants
of exporter level success in Bangladesh using a novel transaction level data. Only a
handful of studies (Cadot et al. 2013; Stirbat, Record & Nghardsaysone 2015) so far have
used transaction level data to explore the determinants of export survival. Second, besides
confirming that experience and networking have significant effect on export survival in
29

Export relation is defined as exporter–product–destination relation, in line with previous literature
such as Cadot et al. (2013) and Stirbat, Record and Nghardsaysone (2015).
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Bangladesh, this research extends the understanding about the channels through which
network affects export success. It finds that both banking system and formation of human
capital are the strong mediating channels through which network affects export success.
Third, identifying the determinants of export survival in a less developed country like
Bangladesh is relevant for policy prescriptions to other countries in the same development
stage. While churning (entry and exit) across export relationships might reveal strong
experimentation at the extensive margin, in the presence of substantial sunk cost which
is common in less developed economies, high level of churning can be inefficient and
hinders development of new entrepreneurships. For these countries, achieving higher
margin of successful experimentation is required for sustained export growth. Hence,
knowledge about the determinants of export success helps to identify the policies suitable
for promoting export success in these countries.
The remainder of this research is designed as follows. Section 5.2 presents a brief
description of the data and method. It includes discussion on the research hypotheses,
variables used and the estimation strategy to test the hypotheses. Section 5.3 presents the
results of analyses of the main models, some robustness checks and, finally, models that
explore channels of network effect. Section 5.4 provides a conclusion.

5.2 Data and Method
5.2.1 Data
This analysis relies on the same data that was used in Chapter 4. The data is raw
transaction level records obtained from the NBR of Bangladesh that records data on daily
custom information on exports. The data reports legal export transactions containing the
following information: export date (year, month and day), port code, HS-8 digit code of
the product (with description), exporter’s unique identification number, destination (two
letter code), unit, quantity, weight and value in BDT.
The detailed and disaggregated nature of the data allows for the identification of firms,
all products that a firm exports and the destinations to which the firm exports its products.
The products were aggregated to the HS-6 digit code for international comparison
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purposes.30 The daily transactions are then aggregated to cumulated annual totals by FPD
triplets that form the main units of the research data. Table 5.1 presents the summary
statistics of FPD triplets. It shows that the number of triplets increased 1.6 times during
the sample period, suggesting that the Bangladeshi export sector was successful in
expanding export relations, as each triplet presents a relation. The major contribution
comes from the increasing number of exporters. However, growing diversification across
products and destinations can also be observed. Another interesting observation is that
the value for each FPD increased more than two times during the period of the sample,
indicating strengthening export relations in terms of volume.
Table 5.1: Summary of FPD Triplets
Year

FPD Triplets
FPD number

Firms

Products

Value per FPD
Destinations

(million BDT)

(HS-6 digit)
2004

48,922

5,467

1,662

186

10.55

2005

51,888

5,873

1,710

188

13.96

2006

45,546

5,791

1,617

184

15.03

2007

58,019

6,761

1,670

198

16.58

2008

63,542

7,108

1,698

193

16.90

2009

68,527

7,329

1,801

197

16.58

2010

74,872

7,693

1,817

196

21.75

2011

77,753

7,867

1,819

200

24.72

Source: Author’s calculation from customs data.

The focus of this discussion on data now shifts to the dynamics of new and continuing
export relations. Following the literature on export success and survival (Cadot et al.
2013; Stirbat, Record & Nghardsaysone 2015), the primary units of observations are
grouped into four categories according to export status. Table 5.2 presents the definitions
of these groups.

30

This research uses UN Comtrade data for constructing variables such as RCA (Revealed
Comparative Advantage). The disaggregation level for UN Comtrade data is HS-6 digit.
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Table 5.2: Categories of Firm, Product and Destination Observations
Categories

Definitions

Entrant

:

Exports in ‘t’, but did not export in ‘t–1’.

New product

:

Exported in ‘t’ but was not exported in ‘t–1’ by a continuing firm
(f).

New destination

:

Exports to this destination in ‘t’, but not in ‘t–1’ by a continuing
firm (f).

Continuing FPD

:

Exports a product to a destination in both ‘t’ and ‘t–1’ by a
continuing firm (f).

Table 5.3 presents the decomposition of the triplets according to their export status. It is
obvious in any of the years that new relations are more numerous than continuing
relations, indicating a high level of experimentation by Bangladeshi exporters. Both new
firms and continuing firms are involved in the experimentation process. The numbers of
new relations increase over the sample period and might be attributed to the high export
growth experienced by the Bangladeshi export sector during that time. Over time and
conditional on survival, these new relations consolidate and contribute to the increasing
number of continuing export relations. Conversely, continuing FPDs account for a
comparatively small number of export transactions; however, they comprise a large share
of the total export. For instance, in 2011, continued export relations accounted for 91 per
cent of export value, but only 42 per cent of the total number of observations. This implies
evidence of substantial experimentation by Bangladeshi exporters and this is consistent
with the findings reported in Cadot et al. (2013) for African countries.
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Table 5.3: Decomposition of Export Relations According to Export Status
New FPD Triplets
Year

Continuing FPDs

Number
FPDs

Firms

FPs

FDs

Value

Number

Value

(billion

FPDs

(billion

BDT)

BDT)

2004

–

–

–

–

–

–

–

2005

32,162

1,615

1,5440

9,752

8.04

19,726

64.4

2006

25,152

1,328

11,622

8,086

2.18

20,394

66.28

2007

39,072

2,226

18,209

13,048

4.15

18,947

92.03

2008

39,248

1,853

17,204

12,718

3.40

24,294

104.01

2009

42,333

1,864

19,164

12,616

3.01

26,194

110.63

2010

46,486

1,966

18,780

14,688

2.92

28,386

159.95

2011

45,058

1,887

16,908

14,204

2.72

32,695

189.51

Note: FP = firm–product. FD = firm–destination. FPD = firm–product–destination.

Following Brooks (2006), Eaton et al. (2007) and Iacovone and Javorcik (2010), Table
5.4 presents the number of firms and export relations (firm–destinations, firm–products
and FPDs) of the 2005 year cohort in column two and the annual exit pattern of this cohort
over the rest of the sample period in column three. We can easily that the exit rate is quite
high within the first year of entry and quickly slows down over time. The last column
presents cumulative exit rates relative to the start year 2005. In all cases cumulative exit
rates are high and the highest contribution is from the exit just after the entry year. A
similar finding at the firm level has already been observed in Chapter 4 and is in line with
empirical studies on other countries such as Colombia (Eaton et al. 2007), Turkey (Cebeci
& Fernandes 2015) and African countries (Cadot et al. 2013). These two stylized facts—
very high termination rate in the first year and high survival rate in the following years—
imply that a binary coding of survival based on second year outcomes can serve as a good
measure of export survival.
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Table 5.4: Survival Cohort (2005)
Panel A: FPD
Nr

Y-Exit

Panel B: Firm
Exit

Nr

Y-Exit

Exit

2005

31,723

1,615

2006

8,680

0.73

0.73

956

0.41

0.41

2007

6,115

0.30

0.81

790

0.17

0.51

2008

4,956

0.19

0.84

659

0.17

0.59

2009

4,166

0.16

0.87

598

0.09

0.63

2010

3,691

0.11

0.88

544

0.09

0.66

2011

3,182

0.14

0.90

467

0.14

0.71

Panel C: FP
Nr

Y-Exit

Panel D: FD
Exit

Nr

Y-Exit

Exit

2005

15,162

9,752

2006

4,330

0.71

0.71

4,300

0.56

0.56

2007

3,377

0.22

0.78

3,331

0.23

0.66

2008

2,888

0.14

0.81

2,824

0.15

0.71

2009

2,511

0.13

0.83

2,446

0.13

0.75

2010

2,217

0.12

0.85

2,299

0.06

0.76

2011

1,890

0.15

0.88

2,051

0.11

0.79

Note: FP = firm–product. FD = firm–destination. FPD = firm–product–destination.

Comparison of the panels shows that the stability decreases with the level of
disaggregation. The right panels showing firms and firm–destinations (FDs) have a higher
stability compared to the left panels showing FPDs and firm–products (FPs), respectively.
For instance, the first year exit rates of firms and FDs relations are 41 per cent and 53 per
cent respectively; however, for FPDs or FPs relations the first year exit rates are 73 per
cent and 71 per cent. An increasing rate of hazards with the level of disaggregation is also
observed in Cadot et al. (2013) for African countries.
To summarise, the results in Table 5.3 and Table 5.4 present evidence of a substantial
degree of experimentation by Bangladeshi exporters with new products and to new
destinations. This pattern is consistent with the recent models of the heterogeneous firms
literature in which firms experience, ex ante, uncertainty about the costs and demands of
their products in export markets and their own capability to ‘match’ these parameters.
This also provides firm level evidence of a ‘self-discovery’ process as discussed in
Hausmann and Rodrik (2003) at the national level.
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5.2.2 Research method
Research hypotheses
As discussed in Chapter 3, there is a growing literature that focus on export survival or
success. However, they follow several strands in defining an export spell as a ‘success’.
Alhough they share a common feature that involves the duration of the export spell, they
differ in the choice of the length of the duration to be termed a success. Alvarez (2007)
identifies firms as successful exporters if, after entering the export market, they continue
exporting over the remaining years of the sample period, whereas Stirbat, Record and
Nghardsaysone (2015) consider the longer the duration of the export spell the higher the
export success. Cadot et al. (2013) take a different stance, by identifying first-year
survival in the export market as success.
For this research, the last definition of export success will be used as it has a few
advantages over other definitions of success already noted. First, defining export success
as first-year survival allows us to bypass the issue of how long a spell can be considered
a success. Second, the number of years covered by the sample data is too short to conduct
a full-fledge survival analysis. Third, the descriptive analysis in sub-section 5.2.1 shows
that upon first-year survival the probability of success increases in a dramatic pattern;
therefore, analysing success after the first year is empirically sufficient and useful.
This definition of success as first-year export survival requires further transformation of
the data, in which a new FPD relation is treated as a new export if it appears in the
database for the first time. If this relation lasts into the next year it is termed as a success.
A success dummy equal to ‘one’ is then associated with that spell. Otherwise, if the new
export relation lasts only one year, the success dummy is equal to ‘zero’. This dummy
variable that presents a binary event of first-year survival serves as the dependent variable
for export success. To avoid the problem of left censored data, as it is not possible to
identify whether any of the export relations active in the first year are new or not, the
observations in the first year are excluded. Thus, the panel data is reduced to a set of
cross-sections with an initial-year tag for each spell. This year tag allows controlling for
year effect.
After defining the dependent variable for export success, this discussion will now turn to
the determinants of export success. The key explanatory variables are grouped into two
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broad classes: experience and networking. A summary of the variables, their definitions,
expected and empirically evidenced signs are shown in Table 5.5.
Experience captures the expertise of firms based on the nature of their involvement in the
export activities, for instance their involvement with a particular product or in a given
destination. Empirical evidence shows that experience of export activities positively
affect export success, in terms of survival (Alvarez 2007; Alvarez, Faruq & López 2013;
Cadot et al. 2013; Stirbat, Record & Nghardsaysone 2015). Albornoz, Fanelli and Hallak
(2016) suggest a model where experience promotes export survival by reducing the fixed
cost for operation in foreign markets. To facilitate the precise identification of the types
of experiences beneficial for export success, this research has constructed several proxy
variables that can be inferred from the data using counts.
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Table 5.5: Research Variables and Signs
Variables

Definitions

Expected

Empirical

Sign

Evidence

(+)

(+)

(+)

(+)

(+)

(+)

Total sales of the new export

(+)

(+)

Balassa’s RCA

(+)

(+)

Number of firms exporting same product to

(+)

(+)

(+)

(+)

(+)

(+)

(+)

(+)

(+)/(-)

(+)

(+)

(+)

Firm specific variables
Product experience

Number of destinations served with this
product

Destination

Number of products exported in this

experience

destination

Product competency

Share of the product in the firm’s total export
in a given destination

Initial sales
Control variables
RCA
Network variables
Direct form
Product–destination

the same destination in the year
Product network

Number of firms exporting same product in
the year

Destination network

Number of firms exporting to same
destination in the year

Indirect form
Financial

Interaction term between financial dependence

dependence×Product

and product–destination

–destination
Capital

Interaction term between capital dependence

dependence×Product

and product–destination

–destination
Human capital

Interaction term between human capital

dependence×Product

dependence and product–destination

–destination
Note: × sign denotes interaction.

In export activities, the concept of experience can be explained through quantifying the
familiarity of the exporter with the product and destination. These variables are
continuous and constructed as the number of destinations served by the exporter with a
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product and the product number that the firm is exporting to a destination. These are
termed as product experience and destination experience, respectively. The lagged values
of these two variables are also used for proxies of product and destination experiences.
Both of these variables should positively affect the chances of success, as by construction
they proxy the level of export expertise of the firm (Cadot et al. 2013; Stirbat, Record &
Nghardsaysone 2015).
The network effect is the other important determinant of export success that is a particular
focus of this research. The literature discusses different forms of networks including
regional agglomerations (Greenaway & Kneller 2008; Koenig, Mayneris & Poncet 2010)
and coordinating bodies such as export promotion agencies (Volpe, Martincus & Carballo
2008). Both network forms can generate spillovers that facilitate new export entry. The
focus of this research is on the networks’ effect on survival in the export market rather
than at the starting export.
Networks can help survival in the export market in both direct and indirect ways. The
direct way involves diffusion of information about changing technical standards
requirements, product preferences and best practices in shipping or packaging (Wagner
& Zahler 2015). Fernandes and Tang (2014) introduce a ‘social learning model’ which
shows that firms learn from the network of neighbouring firms. Export performance of
the firms in the same network provides a signal to the firm about the demand for the
export. Presence of a larger network provides a strong positive signal to the firm and
increases the firm’s survival in that export market. It can also be other way around. For
example, foreign importers might take exporters from a country with a large number of
suppliers of their required products more seriously and prefer to stick with them (Cadot
et al. 2013).
The indirect way works through externalities such as better access to financial institutions
or human capital formation. The existence of many exporters of a product to a destination
might mitigate the risk factor of financing a new exporter of the same product to the same
destination (Cadot et al. 2013). The human capital formation channel is another
externality that is still unexplored in export network literature. Empirical studies
including Rhee (1990) and Mottaleb and Sonobe (2011) for Bangladesh and Kim (1993)
for Korea show knowledge spillover through the formation of human capital as new
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entrepreneurs can exploit this.31 It can then be argued that a larger network facilitates this
human capital formation and, thereby, promotes success of new entrepreneurs. This is
particularly true for human capital intensive sectors in developing countries that require
specialised knowledge for export success.
To test these conjectures, this research allows the network variable to interact with the
measures (or indices) of financial (external) and human capital dependence obtained from
Manova (2013). Following Cadot et al. 2013, this research then uses HS-6 to the ISIC3
concordance table to construct two variables at the product level by assigning each HS
product to the indices of external finance and human capital dependence at the ISIC
classification of that product. The idea is that the high number of exports in the sectors
with external finance and human capital dependence would interact with these indices
and show a positive correlation with export success.
This research further uses capital dependency indices in a similar way. Exporters in high
capital intensive (i.e., high asset tangibility) sectors are less financially constrained
because a tangible asset can act as collateral. Hence, these new indices would interact
with network variable in the manner opposite to that of the interaction of the network
variable with external finance. However, if export activities lead to capital deepening that,
in turn, creates demand for skilled labour, these indices would interact positively with the
network effect in line with the concept of human capital formation described earlier.
Based on the above discussion, this research constructs the following variables inferred
from the dataset. The guiding hypothesis is that the networks defined specifically by these
proxy variables will serve as an actual network and disseminate information relevant to
export success. The first three variables stand for the direct form of network effect, while
the other three are interaction terms to check the network effect via financial institution
or human capital formulation.
Besides focusing on the main determinants (experience and network) mentioned earlier,
this research includes other factors that have been found in the literature to have an
influence on export success. It also seeks verification of their applicability to a country
with a less developed setting. In product–country level trade literature (e.g., Besedeš &

31

A list of such mechanisms is available in Hausmann and Rodrik (2003).
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Prusa 2006a; Fugazza & Molina 2016), the initial value of an export is treated as a proxy
for the level of confidence in the seller-buyer combination. Strong know-how of the
exporter about its product or a high confidence of the buyer about the durability of the
business relationship is reflected through the high initial volume of export. Theoretical
models on ‘search and learning’ as described in Chapter 3 also supports this hyporthesis.
According to these models, there is high level of uncertainty at the initial stage of a new
export and hence, a firm starts with a small sales to ‘test the water’ in the foreign market.
After surviving a period of ‘experimentation and learning’ the exporter and its foreign
buyer resolve the uncertainty and expand the export volume. It can be conjectured that
the less the initial uncertainty about the new export the higher the initial sales and
probability of survival in the foreign market. Hence, a high initial volume of an export
relation is expected to be positively related with export success.
The RCA is a time-invariant variable for which this research uses the initial (sample start)
value of Balassa’s (1965) index computed at the HS-6 digit product level.32 The RCA
should have a positive effect on export survival, as the export of tested export superstars
can explain a share of RCA (Freund & Pierola 2015; Persson 2013). This variable is also
of particular importance in testing the network hypothesis, because exporters might
agglomerate in the production of the products for which the country has a comparative
advantage. Hence, including RCA as a control variable in the model can remove possible
bias from a potential omitted variable related to comparative advantage, knowledge
spillovers and information diffusion, and then the result can be more clearly attributed to
network effect (Cadot et al. 2013; Stirbat, Record & Nghardsaysone 2015).
Recent literature on multi-product firms suggests the existence of product heterogeneity
within firms’ product portfolio. These firms stick with the products of their ‘core
competency’ in the odds of export market (Eckel et al. 2015; Eckel & Neary 2010;
Iacovone & Javorcik 2010; Mayer, Melitz & Ottaviano 2014). Hence, the success
probability of ‘core’ products should be essentially greater than for others in a given

32

The index is the ratio of the share of a product p in country c’s total export to the share of the same
𝑣𝑝𝑐
⁄∑ 𝑐
𝑝 𝑣𝑝

product in the world’s total export. The formula used for calculating this index is: 𝑅𝐶𝐴 = 𝑣 𝑤
𝑝

.

⁄∑ 𝑤
𝑝 𝑣𝑝

Here, 𝑣𝑝𝑐 and 𝑣𝑝𝑤 are the export volumes of the country ‘ 𝑐 ’ and the world ‘ 𝑤 ’ of product 𝑝 ,
respectively. To calculate RCA, this research uses an average of export volumes of three years starting
from 2003.
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market. The share of a product in the firm's total export sales in a destination, termed as
‘product competency’, is used as proxy for the closeness of the product from the firm's
core in a given destination.33
Model estimation

To identify the determinants of export success, this research uses the following estimating
equation:
𝑷𝒕(𝒔𝒇𝒑𝒅𝒕 = 𝟏) = ∅(𝒙𝒇𝒑𝒅𝒕 𝜷 + 𝜹𝒅 + 𝜹𝒊 + 𝜹𝒕 + 𝒖𝒇𝒑𝒅𝒕
(5.1)
Here, ∅ is a probit function. The dependent variable 𝑠𝑓𝑝𝑑𝑡 is the first-year export survival
of the new export (FPD combination) that takes the value equal to ‘one’ if the export spell
continues in the next year of entry and ‘zero’ if it does otherwise. The vector of regressors
𝒙𝑓𝑝𝑑𝑡 presents the set of variables discussed in Section 5.2. The variables include
experience and network effect determinants along with other control variables. HS-2
industry, destination and entry year fixed effects are denoted by 𝛿𝑖 , 𝛿𝑑 and 𝛿𝑡 respectively.
The use of HS-2 fixed effects is to control for heterogeneity in the probabilities of survival
across industries. For instance, Cadot et al. (2013) argue that export interruptions may be
higher for durable goods compared to foodstuffs because of the higher purchasing
frequency for the earlier type of goods. Astarloa et al. (2012) conjecture that exporters in
industries with negligible domestic demand might show a high survival rate. Destination
fixed effects are used to control for various gravity type factors that might affect the result.
The use of year fixed effects is to control for aggregate macroeconomic shocks.

33

This definition differs from that of Cadot et al. (2013) that considers share of the product in the
firm’s total export. However, Mayer, Melitz and Ottaviano (2014) show that a firm’s product
competency varies across destination market characteristics such as competition. Hence, this research
modifies the definition as the share of the product in the firm’s total export in a given destination.
Empirically, there might be concern that with this definition a majority of observations for this variable
might have the value ‘one’ (i.e., single product to a given destination). However, this data shows that
only 15% of the observations has the value ‘one’. The reason is that in the textile and apparel sector
which accounts for 80% of the total export of Bangladesh, firms can differentiate product in a given
destination without making any major technological change, i.e., without paying a big sunk cost.
Besides, using the definition of Cadot et al. (2013) produces firm-specific variable which reduces the
variations of the vaiable across observations.
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In an ideal case, the estimation equation mentioned earlier should be estimated using firm
fixed effects to allow controlling for unobserved firm heterogeneity. 34 However, due to
the large number of firms, inclusion of firm fixed effect would result in an incidentalparameter problem. Therefore, as a compromise, this research runs different types of
estimators with alternative specifications. First, an estimation is run with probit analysis
including the aforementioned three fixed effects. Second, the same estimation is run with
a linear probability model (LPM)35 using the same set of dummies and controls. Third, a
different version of the LPM is used that includes fixed effects at a more disaggregated
level such as the firm level and the HS-6 product level. For all of these analyses, robust
standard errors are allowed to cluster at the level of the product–destination pair.

5.3 Results
5.3.1 Baseline results
Table 5.6 presents the baseline regression results. The effects of the variables of research
interest are simultaneously present in each of the regressions and, thus, these effects are
conditional on each other. Moreover, as the dependent variable is the first-year survival
of an export spell, the results must be interpreted as conditional upon starting that spell.
Model 1 presents the results of the regression in which experience and network variables
are used along with the firm’s initial export volume for a new export spell. The first
regressor, a count of destinations to which the firm exports the product, is the experience
of the firm with a product across markets. This regressor is positive and significant at 1
per cent, implying that the firm’s experience with the product across destinations has a
significant effect on its success in a new destination. The marginal effect is also large.

34

Unobserved firm characteristics might include productivity, age, size and so forth.

35

LPM uses ordinary least square (OLS) method with dummy dependent variable. The benefit of using
LPM is that it allows inclusion of HS4 level fixed effects which is not possible with probit model. The
wellknown critique against LPM is that the explored relation might be non-linear. However, there is
extensive literature (e.g., Wooldridge 2002, Angrist and Pischke 2009) showing that LPM produces
linear estimates which are very close to the average marginal effects obtained from the probit
estimates. LPM is quite often used in export survival research (e.g., Cadot et al. 2013; Fernandes &
Tang 2014). This research uses LPM for robustness check.
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The success probability raises by ∆𝑝𝑒𝑥𝑝𝑜𝑟𝑡 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 = 0.110[ln(5.81) − ln(4.81)] =
0.021 (i.e., 2.1 per cent) if a firm has experience of exporting the product in a market
additional to the firm’s previous one.36
Table 5.6: Determinants of First-Year Success (Basic Results)
Estimator: Probit
Dependent Variable: First-Year Success
Models
Regressors
Product experience

(1)

(2)

(3)

0.1100788***

0.1099635***

0.0522169***

(0.0020505)

(0.0020936)

(0.0023141)

0.1698884***

0.1494174***

0.0588977***

(0.0020634)

(0.0022208 )

(0.001991)

0.0370389 ***

0.0348229***

0.027852 ***

(0.0011124)

(0.001103)

(0.0010696)

–0.0046789

–0.0008386

–0.0312083***

(0.0076982)

(0.0077406)

(0.0072093)

0.0265867***

0.0384298***

(0.0010266)

(0.0011788)

0.0774954***

0.065789***

0.0471169***

(0.0009304)

(0.0009855)

(0.0009493)

Lagged vars

No

No

Yes

HS-2 FE

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Year effects

Yes

Yes

Yes

No. of observations

194,981

194,981

194,981

Destination experience

Product–destination network

Destination network

Initial value

Core product share

Note: 1) The marginal effects of probit are reported. 2) Robust standard errors (SE) are clustered by
product–destination. 3) All regressors are in log form. 4) Lag values of experience and network effect are
used in model 3. 4) ***, ** and * indicate significance at the 1%, 5% and 10% level.

The second variable ‘destination experience’ is also positive and strongly (at the 1 per
cent level) significant. This variable, measured by the number of a firm’s products
exported to a destination, represents the firm’s familiarity with that destination market.

36

The average number of destinations for each FP combination is 1.57, calculated from the data used
for this analysis. This transformed data is from new FPD combinations. Therefore, this average is for
new export spells over the sample period. This is true for other averages used for the discussion on the
marginal effect of other variables in this section.
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Similar to product experience discussed earlier, the marginal effect of destination
experience is also high. If a firm has experience of exporting an additional product in its
traditional destination, the success probability of the firm’s export of a new product in the
same destination raises by ∆𝑝𝑒𝑥𝑝𝑜𝑟𝑡 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 = 0.170[ln(5.66) − ln(4.66)] = 0.033 (i.e.,
3.3 per cent). Here, 0.170 is the point estimation of the destination experience variable in
column one and 4.66 is the average number of products for each FD combination.
Hence, adding a product to a given destination has a higher marginal effect on export
success than adding an additional destination. This finding is in line with the theoretical
models of export dynamics based on the ‘search and learning’ hypothesis (Albornoz et al.
2012; Eslava et al. 2015). The hypothesis states that a firm’s export to a new destination
is subject to uncertainty. Therefore, the export spell in a new destination starts with a
small volume to ‘test the water’ in the market. Within a period of experimentation and
learning, both the buyer and seller resolve the uncertainty about profitability and become
confident about the export relation. Thus, it can be argued that a continuing exporter in a
given destination has already established a strong relation with buyers in a given
destination and enjoys less uncertainty about the new product launched in the same
market. This, in turn, increases the probability of success.
However, this result differs from the African export experience reported in Cadot et al.
(2013) in which the marginal effect of product experience on export success is higher
than the effect of destination experience. This can be explained by the theoretical model
of Timoshenko (2015b). The model also incorporates the ‘search and learning’ hypothesis
and predicts differential product-switching behaviour between exporters of different age
levels. Young exporters exhibit higher product churning compared to old exporters.
Young exporters have less information about the attractiveness of their products to
consumers in an export market. They learn about their product appeal in the presence of
demand shocks in the destination markets and respond to demand fluctuations by
introducing and dropping products at a higher frequency than old exporters. Therefore,
we would observe a higher survival of young firms’ export of products to which they
have already achieved some experience. Consequently, in a country with a higher number
of new exporters, we would observe a higher marginal effect of product experience than
destination experience on export success, as young exporters show a higher level of
stability with old products compared to new products across destinations. In the sample
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used in Cadot et al. (2013), new exporters constitute 83 per cent of the total exporters in
Mali and Malawi in 2006. In Bangladesh, the maximum share of new exporters in the
total exporting cohort is 28.06 per cent in 2007.
The next regressor in Column 1 of Table 5.6 captures the network effect on export success.
It is measured as the number of exporters selling a similar product to the same destination.
The effect is positive and significant at 1 per cent. It implies that more exporters selling
identical product to the same export market together contribute significantly to each
other’s success. The success probability raises by ∆𝑝𝑒𝑥𝑝𝑜𝑟𝑡 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 = 0.037[ln(31.57) −
ln(30.57)] = 0.0012 (i.e., 0.12 per cent) if the number of peer firms increases by one.
The size of this effect in marginal terms is lower than the effect of a firm’s experience
with the product and destination. However, when the large number of peers is taken into
account this effect assumes a considerable size. For instance, if the number of peers
increases to double the base number of 30.57 the success probability would increase by
2.6 per cent.
The only regressor that is not significant in this model is the ‘destination network’. It is
measured by the number of FP combinations active in a given market in a given year.
This variable is a proxy for the strength of the bilateral trade relationship.
The remaining regressor in column one is ‘product competency’. Recent literature on
multi-product firms (e.g., Bernard, Redding & Schott 2010; Eckel et al. 2015; Eckel &
Neary 2010; Mayer, Melitz & Ottaviano 2014) suggests the existence of product
heterogeneity within firms and firms with strong competence at exporting core products.
The regressor product competency, measured as the share of the product in the firm’s
total sales in a given destination, proxies the closeness of the given product from the
firm’s core. The estimation results suggest that this variable has a positive and significant
correlation with the first-year success probability. This implies that in a given destination
the success probability of a firm’s core product is essentially greater than it is for other
products. The marginal effect of this variable is also of considerable size. For instance,
the success probability raises by ∆𝑝𝑒𝑥𝑝𝑜𝑟𝑡 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 = 0.077[ln(0.046) − ln(0.036)] =
0.019 (i.e., 1.9 per cent) if the share of a product in a firm’s total sales in a given
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destination raises by just 1 per cent.37 This effect can be explained another way. A product
that represents 80 per cent of the firm’s export sales in a given destination would have a
higher success probability by 10 percentage points than a product accounting for 20 per
cent of the firm’s export in the same destination.
The model in the second column of Table 5.6 is very similar to the first column except
that it includes an additional variable—initial sales. This variable is measured by the
export spell’s initial value. The estimation result shows the positive and significant effect
of this variable (i.e., for new export spells the chance of surviving depends upon a higher
initial volume). This is consistent with the findings of empirical research at the product–
country level. However, the estimated size of the marginal effect is small. Using the
coefficient for initial sales and the mean initial volume (BDT 1.78 million) of new export
spells, the calculated rise of the success probability when the initial volume is one million
higher than the mean is: ∆𝑝𝑒𝑥𝑝𝑜𝑟𝑡 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 = 0.077[ln(2.78) − ln(1.78)] = 0.012 (i.e.,
1.2 per cent).
The experience and network variables in Model 2 have a similar level of significance and
marginal effect as in Model 1. However, the destination network loses its marginal effect
with the inclusion of an initial export volume. The reason might be attributed to the
offsetting effect of the higher initial value of the export spell on the negative effect of
competition in the destination market.
In Model 3 of Table 5.6, all the variables are used in lagged form except initial export
volume and product experience. It does not use lagged form of ‘initial export volume’
because this analysis is on new export spells that do not have sales in the previous years.
Similarly, as the ‘share of product’ is a time-invariant variable, including its lagged form
is of no meaningful use. The estimation results are similar to the other two models, with
two exceptions. First, the marginal effect of the variable ‘product experience’ becomes
lower and indicates the diminishing effect of product experience on export success.
Second, the effect of the ‘destination network’, though still negative, becomes significant.
It means that more FP combinations active in a given destination in a given year would

37

The mean share of product for firm–destination combinations in this current data is 3.6 per cent.
This is not surprising because this transformed data contains only new export relations. Theoretical
models predict a small level of export sales in new export relations. Moreover, this calculation also
includes failed export for which the share is naturally very low.
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lower the probability of survival in the following year. This can be interpreted as follows.
As this model includes destination fixed effects, the variable destination network captures
only the time-variant component of the bilateral trade. Such a component might include
shocks such as rapid growth or retrenchment of trade. If there is growth expansion
followed by retrenchment the coefficient of the destination network would take a negative
sign.
The decomposition of export growth in the textile and apparel sector of Bangladesh (in
Chapter 4) exhibits a similar kind of incident during the removal of the MFA. The export
growth in these sectors increased shortly after the removal of the quota system in 2005,
followed by a reduction to normal growth under the high competition pressure from
Chinese exporters. Similar findings, described in the previous section, are also reported
for African firms in Cadot et al. (2013).
Table 5.7 presents further analysis of the estimations presented above. Model 1 provides
a key test of whether the estimation of the network effect is spurious or not. It uses a
‘placebo’ variable termed as ‘network beyond HS-2’ that is defined as the total number
of firms exporting products that belong to other HS-2 classifications. The underlying idea
is that there should not be a strong network effect beyond the HS-2 classification, as the
products are quite different. For example, a new export in the textile and apparel sector
should have negligible benefit from a network of export in the frozen food sector. The
result confirms this, as the variable appears as insignificant in explaining the export
success. One interesting fact to note is that, in the absence of the product–destination
network variable, the remaining destination variable becomes significant as it picks up
the effect of the earlier one.
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Table 5.7: Additional Analysis of the Determinants of Export Success
Estimator: Probit
Dependent Variable: First-Year Success
Models
Regressors
Product experience

Destination experience

(1)

(2)

0.1360509***

0.1494777***

(0.0021153)

(0.0022274)

0.0240886***

0.0229913***

0.1099148***

(0.0024477)

(0.0022906)

(0.0020959)

0.0577222***

0.0372578***

(0.0013746)

(0.002888)

0.0410553***

–0.0052932

–0.0006956

(0.0081007)

(0.0084039)

(0.0077545)

0.0579311***

0.0566249***

0.0266181***

(0.0011442)

(0.0011541)

(0.0010244 )

Product–destination network

Network beyond HS-2

(3)

0.0831692
(0.0585483)

Destination network

Initial value

Core product share

0.0657501***
(0.0009808)

RCA

0.0000112
(0.0000177)

Product–destination network

–0.0036347

(sq.)

(0.0037626)

HS-2 FE

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Year effects

Yes

Yes

Yes

No. of observations

194,981

191,074

194,981

Note: 1) Marginal effects of probit are reported. 2) Robust standard errors (SE) are clustered by product–
destination. 3) All regressors are in log form except RCA. 4) Observations for which RCA is not available
are omitted. 5) ***, ** and * indicate significance at the 1%, 5% and 10% level.

The next model controls for comparative advantage that could bias the results as a
potential omitted variable. Comparative advantage in a product can affect the result in
two ways. First, there might be more exporters of that product, thus, affecting the
estimation of the product–destination network variable. Second, products with a higher
comparative advantage might have a better survival outlook. As a proxy for comparative
advantage, this research uses Balassa’s RCA index. The result shows that RCA is positive,
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but not significant. The marginal effect of RCA is also very small. The results for the
other variables are robust to the inclusion of this control variable. Overall, RCA does not
appear to be an influential candidate for determining export success. In this model with
RCA, product specific variables such as product experience and share of product have
been dropped because RCA shows collinearity with these two variables and leads to
upward biased results. The reason is that RCA, being a product specific variable, has
collinear relation with the two product specific variables. Therefore, there is sufficient
reason for this research to not use RCA as a control variable in other analyses.
The last model of Table 5.7 includes the square of product–destination network. The
reason for the inclusion of this term is to check the possibility of non-linearity in the
network and export success relationship. Non-linearity may arise if the number of FPD
relations becomes higher and the competition effect starts to dominate the network effect.
In this instance, the marginal effect of the product–destination would be reversed. Using
the square term would help to test for such effect. The result shows that the square term
is not significant and barely affects the size and significance level of other terms.
5.3.2 Robustness check
After performing the baseline analysis, this research will now check the robustness of the
results using three different specifications. The first specification is to check whether the
above results sustain at higher level of HS fixed effect, say for HS-4 level. Using fixed
effects at the HS-4 level requires many dummies and makes probit analysis
computationally cumbersome. Hence, this analysis uses LPM instead of probit. Moreover,
using a different estimation method adds another dimension to this robustness check.
Table 5.8 presents the results of this analysis. Models 1, 2 and 4 of Table 5.8 represent
the models 1, 2 and 3 of Table 5.6. However, for further robustness check Model 3 of
Table 5.8 has been estimated with destination-year fixed effect.
Comparing the results in Table 5.6 and Table 5.8 shows that the coefficients remain
similar in sign and significance for each of the models. The size of the marginal effects
of the variables relative to each other is also the same for the first two models of each of
these tables. However, in Model 3 there is little difference in the relative marginal effect
of product experience and destination experience between these two tables. Unlike Model
3 in Table 5.6, the marginal effect of product experience is significantly larger than the
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effect on destination experience in Model 3 in Table 5.8. However, in line with the
literature, the result of the probit analysis in Table 5.6 should be taken as more consistent.
Table 5.8: Robustness Check with OLS (Linear Probability Model)
Estimator: LPM (OLS)
Dependent Variable: First-Year Success
Models
Regressors
Product experience

(1)

(2)

(3)

(4)

0.1131424***

0.1124347***

0.1117764***

0.0574956***

(0.0018678)

(0.0019018)

(0.0019014)

(0.0024513)

Destination

0.1455286***

0.1257493***

0.1259298***

0.0441347***

experience

(0.0020965)

(0.0020504)

(0.0020479)

(0.0017564)

Product–destination

0.0435197***

0.0396776***

0.0398688***

0.030801***

network

(0.0011571)

(0.001155)

(0.0011531)

(0.0012177)

Destination network

–0.0070098

–0.0024301

–0.0302723

(0.0069584)

(0.0069776)

(0.0066603)

Initial value

0.0254074***

0.0252875***

0.037144***

(0.0010582)

(0.0010653)

(0.0012769)

0.0609126***

0.0494469***

0.0496267***

0.0352014***

(0.0008765)

(0.0008125)

(0.0008144)

(0.0007687)

Lagged vars

No

No

No

Yes

HS-4 FE

Yes

Yes

Yes

Yes

Destination FE

Yes

Yes

No

Yes

Year effects

Yes

Yes

No

Yes

Destination-Year FE

No

No

Yes

No

No. of observations

195,343

195,343

195,343

195,343

Core product share

Note: 1) Robust standard errors (SE) are clustered by product–destination. 2) All regressors are in log
form. 3) Lag values of experience and network effect are used in Model 4. 4) ***, ** and * indicate
significance at the 1%, 5% and 10% level.

The second robustness test involves sub-sampling. For this analysis, only products under
the manufacturing sector will be considered. The HS-2 digit codes for manufacturing
sectors are identified using Cebeci et al. (2012) and Cadot et al. (2013). The new subsample of manufacturing products includes HS-2 chapters 16, 19 to 23, and 28 onward
except 41 and 50–53. Besides the simple robustness test, this analysis has another
empirical intuition. It is to check if the importance of the experience and the network
effects on export success also holds in the manufacturing sector. The literature on
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experience and network effects historically concentrates on manufacturing, due to
theoretical interest and availability of data. Hence, this test would add another interest
and allow this research to be in line with the literature.
The results are presented in Table 5.9. This analysis also runs with three specifications.
When comparing the magnitude and significance of all the variables, we observe that they
are similar except for the destination network that comes out as positive (but is still
insignificant). Without placing too much emphasis on this result, it can be argued that the
positive effect of experience and network also holds for exporters in the manufacturing
sector.
Table 5.9: Additional Robustness Check (Sub-Sample—Manufacturing)
Estimator: Probit
Dependent Variable: First-Year Success
Models
Regressors
Product experience

(1)

(2)

(3)

0.1147029***

0.1142683***

0.0545583***

(0.0022343)

(0.0022886)

(0.0025308)

0.1700705***

0.1504294***

0.0596731***

(0.0021329)

(0.002339)

(0.0020622)

0.0338516***

0.0324263***

0.0271995***

(0.0011129)

(0.0011193)

(0.0011215)

0.0020879

0.0050888

–0.0259519***

(0.0082538)

(0.0083071)

(0.0077345)

0.0246297***

0.0376358***

(0.0011298)

(0.0012895)

0.0774784***

0.0663526***

0.0474726***

(0.0009709)

(0.0010328)

(0.0009982)

Lagged vars

No

No

Yes

HS-4 FE

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Year effects

Yes

Yes

Yes

No. of observations

176,939

176,939

176,939

Destination experience

Product–destination network

Destination network

Initial value

Core product share

Note: 1) Robust standard errors (SE) are clustered by product–destination. 2) All regressors are in log
form. 3) Lag values of experience and network effect are used in Model 3. 4) ***, ** and * indicate
significance at the 1%, 5% and 10% level.
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This research will now check if the selection bias affects the baseline results. There can
be two types of selection bias in this research. The first type arises from unobserved firm
level characteristics, especially firm productivity that cannot be calculated using
transaction level data as it does not contain the required information. Higher productivity
of a firm can lead to new export and first-year survival. Hence, this research uses firmyear fixed effects to control for the unobserved firm level heterogeneity. As the use of
firm specific fixed effects in the probit model leads to the incidental-parameter problem,
this research uses linear regression with firm-year fixed effects. Fernandes and Tang
(2014) also use this method in their analysis of export survival in China.
The second type of selection problem can arise from the demand shock of a product in
the given destination. Due to this demand shock, more firms will start exporting the
product to that particular destination and will survive if the shock persists. To address the
effect of such selection in the aforementioned results, this research uses the two-step
Heckman selection model. The first step involves a probit model (Equation 5.2) that
accounts for the probability of export in the certain product–destination–year cell that was
not served in the previous year.
𝑟𝑜𝑤
Pr((𝑣𝑓𝑝𝑑𝑡 > 0|𝑣𝑓𝑝𝑑,𝑡−1 = 0) = Ψ(𝑥𝑓𝑝𝑑𝑡 𝛽 + 𝛾𝑣𝑝𝑑𝑡
+ 𝑢𝑓𝑝𝑑𝑡 )

(5.2)
Here, 𝑣𝑓𝑝𝑑𝑡 is the volume of a product ‘p’ exported by the firm ‘f’ to the destination ‘d’
𝑟𝑜𝑤
in the year ‘t’, ‘x’ is the vector for determinants of export used in this research and 𝑣𝑝𝑑𝑡
is

the volume of the total export by the rest of the world to the market ‘d’ in the year ‘t’.

135

Table 5.10: Selection and Export Survival
Dependent Variable: First-Year Success
Estimators

LPM (OLS)

Heckman
Models

Regressors
Product experience

Destination experience

Product–destination network

Destination network

Initial value

(1)

(2)

0.1112218*** 0.0982616***

0.0426343***

(0.0018698)

(0.0028681)

(0.0021364)

0.1235029*** 0.1858505***

0.0309061***

(0.0020508)

(0.0030643)

(0.0028771)

0.0330784*** 0.0312143***

0.0213964***

(0.0009817)

(0.0009345)

(0.0010572)

0.0019716

–0.0124029

0.000758

(0.0069496)

(0.0077492)

(0.0080156)

0.0247353*** 0.002256*
(0.0010359)

Core product share

(3)

(0.00104)

0.0494813*** 0.0765374***

0.0053001***

(0.0008131)

(0.0011396)

(0.0010496)

Inv. Mills Ratio

0.5206755***
(0.0106114)

HS-2 FE

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Year effects

Yes

Firm-Year FE

No

Yes

No

No. of observations

195,343

195,343

381,433

Yes

Note: 1) Robust standard errors (SE) are clustered by product–destination. 2) All regressors are in log
form. 3) ***, ** and * indicate significance at the 1%, 5% and 10% level. LPM= linear probability
model.
𝑟𝑜𝑤
The inclusion of the term 𝑣𝑝𝑑𝑡
in Equation 5.2 is based upon the idea that if the demand

shock is responsible for the new export and its subsequent survival, the demand shock
can be better captured by the export volume of that product from the rest of the world to
that country, as firms in other exporting countries might be more informed about the
demand shock. In the second step, we use ‘the inverse mills ratio’ estimated from the
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probit model as an additional regressor, along with the other determinants for first-year
export survival.38
Table 5.10 presents the results of the LPM (OLS) and two types of selection analyses.
The results of LPM (OLS) presented in Model 1 serve as the benchmark to compare with
the selection estimations. It shows similar results to Models 1 and 2 in Table 5.6. Model
2 of Table 5.10 shows that the margins and significance of all the determinants except
initial export sales are almost similar to those obtained through LPM (OLS). The
inclusion of the firm-year fixed effect decreases the margin and the significance of the
initial export volume, implying that this determinant partially captures the unobserved
firm characteristic or productivity. The results of the Heckman selection are presented in
the Model 3 of Table 5.10. The results show that all of the variables have expected sign
and significance. However, the margins of the experience variables and product
competency are lower compared to those obtained from the probit and LPM models
presented earlier.
5.3.3 Extended network

This research will now explore the effect of network at more extended level. The idea is
to check whether sector level institutional and infrastructural capabilities are driving the
results for the effect of experience and network on export success. It also helps identify
whether their effects carry over to an extended network of ‘similar’ products. This
research defines a new variable called ‘extended network’. Each time the variable
‘extended network’ is calculated as the number of exporters exporting to a destination
products other than the product for which FPD is calculated but belong to the same HS-4
code.
Table 5.11 reports results with ‘extended network’ as an additional regressor. In the first
column, this new variable replaces the original FPD network variable. The result shows
that an extended network has a positive and significant effect on export success. In the
second column, both extended and narrow network variables are used. The extended
variable now takes on a negative sign and becomes weakly significant at the 5 per cent

38

Cadot et al. (2013) use a similar method to investigate the selection bias in the analysis of the export
success in four African countries:Malawi, Mali, Senegal and Tanzania.
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level. The negative and significant effect of the extended network in the presence of the
narrow network variable FPD might be attributed to the substitutability of products under
the broad classification of HS4 level. The more exporters exporting substitutable products
the less the chance of export success when the positive externality of narrow FPD network
is controlled for. However, the marginal effect and significance of the narrow network is
similar to the earlier models. The magnitude and significance of other variables of interest
also remain unchanged. In the third column, both extended and narrow network variables
are allowed to interact with each other. Although the extended network variable is still
negative and significant, its interaction term with the narrow network comes out as
positive and also significant. This result is also robust to LPM in column four.39

39

Ai and Norton (2003) suggest that the marginal effect of non-linear probability models (such as
probit or Logit) might sometimes be misleading. Hence, this analysis reports results from both the
Linear Probability Model (OLS) and probit.
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Table 5.11: Extended Network
Dependent Variable: First-Year Success
Models
Probit

Probit

Probit

LPM (OLS)

(1)

(2)

(3)

(4)

Regressors
Product experience

0.1096826***

0.1034797***

0.1032325***

0.1158217***

(0.0019686)

(0.0020683)

(0.002069)

(0.0021305)

Destination

0.1349848***

0.1426932***

0.1427059***

0.1317388***

experience

(0.0021732)

(0.0021787)

(0.002176)

(0.0022003)

Product–

0.0311708***

0.0242363***

0.0244453***

destination

(0.0010741)

(0.0024439)

(0.0025513)

network
Destination

0.0272261**

0.003815

0.0062335

0.0123969

network

(0.0085388)

(0.0085165)

(0.0085352)

(0.0088161)

Initial value

0.0245261***

0.0237904***

0.0238726***

0.025419***

(0.0010987)

(0.0011106)

(0.0011101)

(0.0012557)

0.0694959***

0.0624992***

0.0623984***

0.052734***

(0.0010561)

(0.0009184)

(0.0009125)

(0.0008697)

Extended network

0.0043219**

–0.0037373**

–0.0091248***

–0.0118477***

(EN)

(0.001449)

(0.0012946)

(0.0017757)

(0.0016375)

EN × Product–

0.0018434**

0.002139***

destination

(0.0005515)

(0.0005686)

Core product share

network
HS-2 FE

Yes

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Yes

Year effects

Yes

Yes

Yes

Yes

169,997

169,997

170,156

No. of observations 169,997

Note: 1) Robust standard errors (SE) are clustered by product–destination. 2) All regressors are in log
form. 3) Lag values of experience and network effect are used in Model 3. 4) ***, ** and * indicate
significance at the 1%, 5% and 10% level.

Overall, the result implies substitutability of the extended and narrow network. However,
the externality effect becomes stronger as the network is narrower. Another noticeable
point is that the experience variables remain almost unaffected with the inclusion of the
extended network variable.
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5.3.4 Indirect mechanisms for network effect

This research will now explore three mechanisms through which the network can affect
first-year survival. First, it will check if the network externality affects through the
financial system. Second, it will check whether the network effect also interacts with
capital intensity. Finally, it will address the interaction of the network effect with human
capital dependence.
A product wise financial dependence variable is used for this purpose. Construction of
this variable has been discussed earlier. The idea underlying the assessment of the indirect
effect of the network through the financial system is that the products of financially
vulnerable industries would benefit from the network effect. Hence, if the financial
dependence variable is allowed to interact with the network variable, the interaction term
should be significant. The result shown in Table 5.11 clearly supports this research
hypothesis. The financial dependence term is insignificant when used either individually
in column one or in the interaction term with the network effect. However, its interaction
term with the network effect is positive and significant. For a further robustness check,
this analysis is replicated with LPM. The result is reported in column three and is similar
to that of probit analysis.
This result indicates that exporters selling the same product to the same destination in
financially dependent sectors can have better access to external credit if their number is
high (i.e., the network of exporters is large). Big networks of exporters with the same
product and destination send positive signal to financial institutions about the profitability
of such exports and also less vulnerability in providing credit to these exports. This helps
new exports overcome credit constraints and continue with new exports successfully. This
finding is crucial, especially for new exporters compared to continuers, as new exporters
lack experience and, hence, might have less access to credit.
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Table 5.12: Financial Dependence and Export Success
Dependent Variable: First-Year Success
Models

Regressors
Product experience

Probit

Probit

LPM (OLS)

(1)

(2)

(3)

0.1011027***

0.1013035***

0.1139306***

(0.0018734)

(0.0018812)

(0.0019429)

0.1364153***

0.1362653***

0.1253568***

(0.0020132)

(0.0020154)

(0.0021004)

0.0305337***

0.0282887***

0.0299284***

(0.0009854)

(0.0011147)

(0.0011562)

0.0010929

0.0008114

0.0033541

(0.0071916)

(0.0071856)

(0.007165)

0.0233325***

0.0233087***

0.0240733***

(0.0009765)

(0.0009758)

(0.0010897)

0.0596311***

0.0596754***

(0.0008726)

(0.0008736)

0.0047746

–0.0223082

–0.0205826

(0.0191866)

(0.0201473)

(0.0192538)

Financial

0.0476434***

0.0488958***

dependence×Product−destiantion

(0.0096281)

(0.0105244)

Destination experience

Product–destination network

Destination network

Initial value

Core product share

Financial dependence

network
HS-2 FE

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Year effects

Yes

Yes

Yes

No. of observations

185,049

185,049

185,359

Note: 1) Probit marginal effects are reported. 2) Robust standard errors (SE) are clustered by product–
destination. 3) All regressors are in log form except financial dependence. 4) ***, ** and * indicate
significance at the 1%, 5% and 10% level.

Capital intensity can complement the credit constraint of exporters. Cadot et al. (2013)
conclude that firms with more capital present lower risks, as the capital resources provide
real collateral for credit. Hence, new exports in high capital intensive sectors might not
be subjected to high credit constraint and thus, the effect of networking in easing this
constraint is not observable. This implies that an interaction term between capital
intensity and network effect would not have any significant positive effect on export
success. This research uses sectoral (at ISIC3) capital intensity indices used in Manova
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(2013) and Braun (2005) to construct a product-wise capital intensity using a concordance
table of HS-6 digit and ISIC3 codes. Details of this variable construction have been
discussed earlier.
The results of the analysis are provided in Table 5.13. Although the variable ‘capital
intensity’ is not significant in either the first or second column, the interaction term
between this variable with network effect is positive and significant. The same result even
holds in LPM (OLS) in the third column. This finding differs with the hypothesis in that
the network effect would not have a positive influence on export success in capital
intensive sectors. This also differs from the finding of Cadot et al. (2013) that reports a
negative association of network effect in higher capital intensive sectors (i.e., sectors with
higher asset tangibility). The reason might be that network effect has channels other than
the financial system through which it can affect export success in capital intensive sectors.
One such channel might be knowledge spillover. Capital intensive industries in countries
with a less developed setting such as Bangladesh do not have extensive R&D operations.
Instead, new firms in these sectors rely heavily on their neighbours for information about
new machineries or technology.
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Table 5.13: Capital Intensity and Export Success
Dependent Variable: First-Year Success
Models

Regressors
Product experience

Probit

Probit

LPM(OLS)

(1)

(2)

(3)

0.1011122***

0.1018624***

0.1139306***

(0.0018738)

(0.0018933)

(0.0019429)

0.1364194***

0.1359942 ***

0.1253568***

(0.0020133)

(0.0020123)

(0.0021004)

0.0305458***

0.0199565***

0.0299284***

(0.0009855)

(0.0017939)

(0.0011562)

0.0010849

–0.0000252

0.0033541

(0.0071917)

(0.007172)

(0.007165)

0.023324 ***

0.0232455***

0.0240733***

(0.0009768)

(0.0009767)

(0.0010897)

0.0596348***

0.0596928***

(0.0008727)

(0.0008752)

0.0047746

–0.0159548

–0.0205826

(0.0191866)

(0.2667274)

(0.0192538)

Capital

0.4571363***

0.0488958***

intensity×Product−destination

(0.064647)

(0.0105244)

Destination experience

Product–destination network

Destination network

Initial value

Core product share

Capital Intensity

network
HS-2 FE

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Year effects

Yes

Yes

Yes

No. of observations

185,049

185,049

185,359

Note: 1) Probit marginal effects are reported. 2) Robust standard errors (SE) are clustered by product–
destination. 3) All regressors are in log form except financial dependence. 4) ***, ** and * indicate
significance at the 1%, 5% and 10% level.

This research will now explore the human capital formation channel through which the
network effect can contribute to the success of new exports. The hypothetical idea is that
a large network of exporters selling a similar product in the same destination would create
a pool of human capital with knowledge about that product and destination. New
exporters lacking experience in this product and destination could exploit this human
capital by hiring from the pool. Hence, the larger the pool the easier it would be for new
exporters to take advantage of human capital.
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Similar to the other two analyses in this section, this analysis also uses a product wise
variable constructed from the sectoral human capital intensity indices of Manova (2013)
and Braun (2005).
The results of the analysis are presented in Table 5.14. In the first column, only the human
capital intensity variable is included. It comes out positive but insignificant. The second
column reveals a striking finding in that the interaction term of human capital intensity
and network variables is positive and significant while the network variable is
insignificant. Sign and significance of all other variables remain the same. This result is
robust with the LPM (OLS). This finding indicates that the human capital intensity
variable’s interaction with the network variable explains the positive and significant
effect of networking.
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Table 5.14: Human Capital Formation and Network Effect
Dependent Variable: First-Year Success
Models

Regressors
Product experience

Probit

Probit

LPM(OLS)

(1)

(2)

(3)

0.1011219***

0.1017298***

0.1143866***

(0.0018738)

(0.0018856)

(0.001946)

0.1364253***

0.1358347***

0.1249312***

(0.0020132)

(0.0020094)

(0.0021009)

0.0305526***

–0.007496

–0.0050267

(0.0009854)

(0.0047417)

(0.00491332)

0.0011171

–0.000232

0.0023572

(0.0071918)

(0.007166)

(0.0071506)

0.023322***

0.0233284***

0.0240738***

(0.000976)

(0.0009744)

(0.0010864)

0.0596311***

0.0596598***

0.0499331***

(0.0008726)

(0.0008757)

(0.0008418)

0.0596405

0.0749372

0.0646026

(0.0008727)

(0.0529169)

(0.0447831)

Human capital

0.0718875***

0.0705608***

intensity×Product–destination

(0.0086686)

(0.0089908)

Destination experience

Product–destination network

Destination network

Initial value

Core product share

Human capital intensity

network
HS-2 FE

Yes

Yes

Yes

Destination FE

Yes

Yes

Yes

Year effects

Yes

Yes

Yes

No. of observations

185,049

185,049

185,359

Note: 1) Probit marginal effects are reported. 2) Robust standard errors (SE) are clustered by product–
destination. 3) All regressors are in log form except financial dependence. 4) ***, ** and * indicate
significance at the 1%, 5% and 10% level.

We could argue that this result is driven by the comparative advantage of Bangladesh in
labour intensive sectors. However, comparative advantage proxied by RCA does not
produce significance in the earlier analysis. Moreover, the analysis with an extended
network (that can better capture comparative advantage) at HS-4 digit also reveals a
strong network effect on export success, implying the fading effect of RCA.
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5.4 Conclusion
This research uses a recent dataset of customs transactions to analyse the export success
of Bangladeshi exporters at the level of annual activity of individual exporters during the
period 2004–2011. The focus of the analysis is on the effect of experience and network
on the export success, defined as the first-year survival of new export. The richness of the
transaction level data allows this analysis to be conducted at a much disaggregated level
(i.e., at the FPD level).
This research contributes to the literature by exploring the determinants of exporter level
success during a time when Bangladeshi export experienced rapid growth. Such learning
from an LDC might be relevant for policy prescriptions for other countries at the same
development stage. It should be mentioned that only a handful of studies so far have used
transaction level data to explore the effect of experience and network on export survival.
The analysis highlights the strong positive effect of both experience and network (at
exporter–product–destination level) on the export success. This finding is robust to
different specifications and after controlling for industry, destination and year fixed
effects. It also shows that the significance of these two types of determinants remains
unchanged after controlling for comparative advantage. The importance of experience
and network is also tested for the manufacturing sector.
This analysis also explores a number of conjectures that could provide a clear
understanding about the economic channels through which the network effect could
operate, focusing on access to finance and human capital formation. The results show that
new exporters in financially constrained sectors can benefit from the externalities of the
network. A large network of exporters of the same product and destination gives a positive
signal to the financial institutions about the profitability of this export and encourages
financiers to ease credit constraints. This research also finds strong support for the
conjecture that the benefit of network works through the formation of human capital. A
large network of exporters with the same product and destination creates a pool of
experienced personnel that can be exploited by new exports to compensate for their lack
of experience.
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This research identifies two important differences while comparing the results with a
similar study on four African countries (Cadot et al. 2013).40 The first difference comes
from the relative sizes of the marginal effects of product and destination experience on
export success. For Bangladeshi exporters, the size of the marginal effect of destination
experience is higher than that of product experience, while the opposite occurs for the
African exporters. The reason behind this difference is attributed to the higher number of
new exporters in African countries compared to Bangladesh. New exporters use product
churning as a learning method about their appeal and they show higher survival for
product on which they already have some experience. The last difference is in the
estimated effect of the interaction term between capital intensity and network effect.
Cadot et al. (2013) report a significant but negative sign of the marginal effect for this
interaction term in African countries and argue that, as tangible assets in capital intensive
sectors act as collateral for external finance, exporters in these sectors are less sensitive
to the network effect mediating through the financial system. However, this research finds
a significant but positive effect of the interaction term in the instance of Bangladeshi
exporters, suggesting the existence of mediating effects other than from the banking
system. The formation of human capital, mentioned earlier, is found to be the influential
candidate for another mediating channel. To obtain further understanding about the
mechanisms through which experience and network affects export success, more research
from other countries at different development stages is required.
All of the above findings are crucial in terms of policy relevance. The findings argue for
a policy balance between promoting experience and network to support exporters with
heterogeneous export experience.

Stirbat, Record and Nghardsaysone (2015) also report that ‘experience (or familiarity) of product
and destiantions’ and ‘network’ has significant positive effect on export survival in Lao PDR.
However, because of the differences with their measure of the outcome variable and regression method
explicit comparison with their findings in not possible.
40
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Chapter 6. Export and Productive Performance in
Bangladesh
6.1 Introduction
According to the literature review on the export and efficiency nexus in Chapter 3,
exporting firms are more efficient than their non-exporting counterparts. The superior
efficiency of exporters is attributed to two main reasons: self-selection and post-entry
efficiency gain. More efficient firms self-select to export because they can pay the export
sunk cost (Melitz 2003) and more efficient firms can keep their marginal cost below the
cut-off cost in the competitive domestic and export markets (Melitz & Ottaviano 2008;
Melitz & Trefler 2012). The post-entry efficiency gain effect accommodates that
exporting induces firms to learn (Biesebroeck 2005; De Loecker 2007) or invest in
efficiency enhancing activities (Aw, Roberts & Winston 2007; Bustos 2011)—both of
which lead to efficiency gain. The effect of both selection and post-entry efficiency gain
mechanisms can be observed empirically as the higher efficiency of exporters compared
to that of non-exporters. Exporting also contributes to the aggregate efficiency through
reallocation of production share. The selection of more efficient firms into exporting and
the exit of less efficient exporters shifts production share towards more efficient firms
that belong to the exporting cohort and thus, contributes to the aggregate efficiency
(Bernard & Jensen 2004; Melitz 2003).
In line with the above theoretical arguments it can be conjectured that, in the long run,
export growth can lead to higher efficiency differential, in terms of mean, aggregate and
whole distribution, between exporting and non-exporting cohorts of an economy. While
the majority of the empirical research is devoted to the causality analysis of export and
efficiency nexus, the evolution of their efficiency differential due to export expansion is
limited to only a few studies on developed countries (e.g., Bernard and Jensen (2004) for
the US and Lileeva and Trefler (2010) for Canada). Such investigation has not yet been
checked for economies with a less developed setting. These economies differ from
developed economies as they feature domestic market imperfection and a lack of
infrastructure and institutions. Further, the firms operating in these economies are away
from the international technological frontier and export in highly competitive product
markets. Hence, these economies should be of particular interest for comprehensive
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research that might produce either deterministic results confirming existing theories or
exploratory results demanding new theoretical explanations. In a scenario such as this,
the current study opted for checking the extent and nature of the effect of export growth
(with an annual average of 18.6 per cent) on the efficiencies of exporters and nonexporters in Bangladesh during the period between 2005 and 2011.
This study contributes to the literature on export and efficiency nexus in several ways.
First, to the best of our knowledge, it is the first to analyse the extent and channels of
evolution of both mean and aggregate efficiency differentials between exporters and nonexporters during the period of export expansion in a country with less developed setting.
There are few studies on African countries but they confine only to analyse whether
exporters are more efficient than non-exporters (e.g., Bigsten et al. 2004). They do not
check the evolution of the mean and aggregate efficiency differential between exporting
and non-exporting cohorts. Second, the success of Bangladesh in expanding its volume
of export often casts doubt among scholars and policy-makers whether it is merely due to
low wage advantage or it really helps achieve efficiency. Fernandes (2207) and Fukunishi
(2014) do not find any significant impact of export activities of firms’ efficiency.
However, according to the literature reviewed in the Section 3.3 of Chapter 3 export is
positively related to efficiency. This study addresses this gap by confirming the positive
contribution of export on the efficiency of Bangladeshi export sector. The findings and
policy implications derived from the experience of Bangladesh can be useful for scholars
and policy practitioners in other less developed countries. The methodology used is the
third contribution of this research. This study using DEA method conducts comparisons
of both mean efficiencies and whole efficiency distributions of different groups of
interest: exporters, non-exporters, export starters and exiters. 41 Moreover, it also
compares the efficiencies of production output sharing in the exporting and non-exporting
cohorts.
The remainder of this paper proceeds as follows. Section 6.2 discusses data and methods
used in this study. Section 6.3 presents the results. This section begins with the evolution
of the efficiency differential between exporters and non-exporters. It then presents the
entry and exit sides of selection mechanisms. This is followed by the comparison of
productivity changes between exporters and non-exporters. Finally, it compares

41

Most other studies involve comparison of one moment (i.e., mean)
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aggregate efficiencies and production sharing within the same groups. Section 6.4
provides a conclusion.

6.2 Data and Method
6.2.1 Data
This study uses two waves of survey data from the database of the World Bank Enterprise
Survey. The first wave was conducted in 2007 and contains firm level information of
2005-06. The second wave was conducted during 2013 and contains firm level data on
2011-12. In addition to these two surveys, an interim survey was conducted by taking a
sample of firms from the 2007 survey and then collecting their information for 2010. This
constitutes our panel data that is used for the analysis of productivity changes and export
exiters’ performance.
This research uses capital, labour and materials as input vectors and total sales as the
output vector to calculate the production efficiency of firms. It measures capital as the
total of machineries and equipment, vehicles and premises. Labour is the total of full-time
employees. Materials comprises the annual cost of raw materials and intermediate goods.
Output is the total annual sales of the firm. Output, capital and materials are expressed in
USD. In the analysis on changes in productivity and its components, these values are
deflated by proper GDP deflators to ensure the comparability of the indices over time.
6.2.2 Research method
Analytical framework
The analysis is based on the assumption of a two sector economy. These sectors are export
and non-export. Figure 6.1 presents the framework used in this research to examine the
channels of efficiency gain in the export sector. It allows relating the theoretical
hypotheses regarding selection, post-entry efficiency gains and the reallocation of
production share to explain the efficiency gains in the export sector over a growth period.
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Figure 6.1: Evolution of Mean and Aggregate Efficiencies in the Export Sector
Source: Modified from Hyytinen and Maliranta (2013).

At time t−1, there are two firms at different efficiency and output levels. The size of the
circle denotes the relative production shares. At t, a new exporter enters exporting.
According to the self-selection hypothesis, this entrant is more efficient than nonexporters and, hence, possesses a higher production share. The continuing exporter
achieves greater efficiencies according to post-efficiency gain hypotheses and increases
its share at time t. The efficient entrant survives and continues to the next period t+1 with
an increase in its share.42 The efficient continuer expands while the inefficient continuer
(and reasonably with less share) from time t shrinks and exits from export in time t+1.
With this mechanism, during an export growth period, the export sector experiences a
higher gain in efficiency compared to the non-export sector and this leads to overall
economic growth. If we calculate the mean and aggregate efficiencies of the export cohort
at two cross-sections (say t and t+1) of a time period of export growth and compare with

This figure shows existence of more efficient entrant at period ‘t’ to capture the ‘export hysterisis’
hypothesis which predicts the existence of ‘continuer’ with lower efficiency than ‘entrant’ because in
the presence of sunk entry cost continuing exporters might continue in the export market even when
their productivity falls below the threshold level of exprot ‘entry/exit’ because if they exit they have
to pay the sunk cost again to enter exporting. Futher discussion on this topic is available in Sub-section
3.3.1.1 of Chapter 3.
42
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those of non-exporters, we would find a higher differential of these efficiencies between
the two sectors.
Research hypotheses and tests
This research proceeds in three steps. First, it compares the mean and distribution of the
efficiencies between exporters and non-exporters at FY 2005-06 and 2011-12. The second
step involves examining the selection and post-efficiency gain mechanisms of efficiency
gain through export activity. On the entry side of the selection mechanism, it will check
whether export starters are more efficient than non-exporters. On the exit side, it will
compare the efficiencies of export exiters and continuers. It then explores the postefficiency gain mechanism by comparing the changes in productivity and its components
(technological and efficiency) between exporters and non-exporters. Finally, in the third
step, it compares the aggregate efficiencies of these two groups to check for the
reallocation of production share. A summary of the hypotheses and methods is presented
in Table 6.1.
This research uses the DEA method because of the following reasons. First, DEA does
not place any restriction on the form of production function. Second, focuses on
individual observations and revealed best-practice frontiers rather than on centraltendency properties. Third, it produces a single aggregate measure of the utilization of
input factors to produce desired outputs. Fourth, it requires less data and works well with
a small sample, which is critical for the sample used in this analysis.
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Table 6.1: Research Hypotheses and Methods
Comparison

Null Hypotheses

Test Methods

Groups
Evolution of Efficiency Differential
Exporter v. Non-

Exporters’ mean efficiency is higher than

Bootstrapped mean

exporter

non-exporters’ mean efficiency

efficiency comparison

Exporters’ efficiency distribution is equal to

Kernel, Relative

non-exporters’ efficiency distributions

distribution and KG test

Selection mechanism
Export starter v.

Export starters’ mean efficiency is higher than

Bootstrapped mean

Non-exporter

non-exporters’ mean efficiency

efficiency comparison

Export starters’ efficiency distribution is

Kernel, Relative

equal to non-exporters’ efficiency

distribution and KG test

distributions
Exiters v.

Export continuers’ mean efficiency is higher

Bootstrapped mean

Continuers

than exiters’ mean efficiency

efficiency comparison

Export continuers’ efficiency distribution is

Kernel, Relative

equal to exiters’ efficiency distributions

distribution and KG test

Post-Entry Efficiency Gain
Exporters v. Non-

Exporters’ means of productivity growth,

exporters

technological and efficiency change is higher

‘t’ test

than those means of non-exporters
Exporters’ distribution of productivity

KG test

growth, technological and efficiency change
is equal to those means of non-exporters
Exporters’ have higher chance of productivity

Bootstrapped

growth, technological and efficiency change
is higher than those means of non-exporters
Evolution of Aggregate and Reallocation
Exporters v. Non-

Exporters’ aggregate efficiency is higher than

Bootstrapped aggregate

exporters

non-exporters’ aggregate efficiency

efficiency comparison

The group comparison of mean and aggregate efficiencies and its statistical inference is
based upon Färe and Zelenyuk (2003) and Simar and Zelenyuk (2007), respectively. The
aggregate efficiency of a group is calculated as a weighted mean in which weights are
output shares of each firm in the group. Groups are defined by a ‘technology umbrella’
that inherits its properties from those of the firms’ technologies in which each firm may
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̂ ratio is used to determine the
have a different technology. In this method, the 𝑅𝐷
significance of the mean comparison. The null hypothesis of equality of means is rejected
if the confidence interval for this ratio includes ‘one’.
This research uses kernel distribution (Simar & Zelenyuk 2007) and relative distribution
methods (Jann 2008) to compare the whole distribution of the efficiencies of the two
groups. The relative distribution is a graphical tool for the comparison of two distributions.
The diagonal line represents a uniform relative distribution that means both the
distributions are identical. A relative distribution below the diagonal line indicates
stochastic dominance of the vertical axis group, described as the reference group
throughout this chapter. In a similar way, a relative distribution above the diagonal line
implies stochastic dominance of the comparison group. The distance of the relative
distribution from the diagonal line shows the degree of dominance. It further uses the KS
test for the equality of whole efficiency distributions of different groups, as suggested by
Banker and Natarajan (2004).
To compare the post-entry gain in efficiency, this research calculates the Global
Malmquist Productivity Index (GMPI) and its components (i.e., global technological and
efficiency changes), in accordance with Pastor and Lovell (2005). These estimates are
then used to compare the mean, distribution and probability of productivity changes and
its components between exporters and non-exporters. The method used for this are ‘t’ test,
KS test and bootstrapped ratio of changes.
The Appendix provides details of the methods used for calculating group efficiency and
global productivity.

6.3 Results
6.3.1 Exporters v. non-exporters
This section begins by comparing the mean efficiencies of exporting and non-exporting
firms in two separate years (i.e., 2005-06 and 2011-12). The null hypothesis is that the
mean efficiency of exporters is higher than that of non-exporters. Exporters are classified
as firms that sell abroad in a given year and non-exporters are those that do not sell abroad
in the same year.
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Table 6.2 shows that both the estimated and bias corrected means of efficiencies for
exporting group is higher43 than the means of the non-exporting group in both of our study
periods. However, for 2005-06, the null hypothesis is not rejected as the confidence
̂ 𝐸,𝑁 does not include ‘one’, suggesting the mean of exporters’ efficiencies
interval of 𝑅𝐷
is not significantly different to non-exporters in 2005-06. For the second period, 2011-12,
the mean efficiency of exporters is significantly different to that of non-exporters. The
implication of this result is that, during export growth in the period 2005-2011 the mean
efficiency of the exporters changed significantly from that of non-exporters. However,
for a better understanding of the extent of this efficiency differential, this research will
now analyse the whole distribution of efficiencies of exporters and non-exporters during
both study years.
Table 6.2: Comparison of Mean Efficiencies of Exporters and Non-Exporters
DEA

Bias

Std Error

Lower

Upper

Estimate

Corrected

MeEff. Exporters

2.81

3.91

0.32

3.17

4.32

MeEff. Non-exporters

2.94

4.13

0.25

3.56

4.48

̂ 𝐸,𝑁 for MeEff.
𝑅𝐷

0.94

0.92

0.09

0.73

1.10

MeEff. Exporters

3.00

3.94

0.31

3.30

4.47

MeEff. Non-exporters

4.37

6.00

0.49

5.11

6.89

̂ 𝐸,𝑁 for MeEff.
𝑅𝐷

0.69

0.63

0.10

0.42

0.82

2005-06

2011-12

Note: MeEff = Mean efficiency. Confidence intervals are all at 95% level. B = 2000. The sub-sample
size in each bootstrap replication is determined via 𝑚𝑙 = 𝑛𝑙𝑘 , 𝑘 = 0.7.

Figure 6.2 illustrates the kernel density distributions of efficiencies of exporting and nonexporting firms in the 2005-06 and 2011-12 periods within the whole population of firms.
The left panel shows that, in 2005-06, a large portion of the distributions of efficiencies
of exporting and non-exporting groups overlap each other, indicating that the distributions
of these two groups are not very different. The right panel shows the distributions of
efficiencies of exporting and non-exporting firms during 2011-12.

In the Farrell (1957) type of efficiency, ‘unity’ represents full efficiency. The higher the score above
‘unity’ the less the efficiency is.
43
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Figure 6.2: Kernel Densities of Efficiency Scores for Exporters and Non-Exporters
The position of the efficiency distribution of exporters compared to the distribution of
non-exporters suggests that at higher efficiency levels exporters stochastically dominate
non-exporters.
Figure 6.3 illustrates the relative distribution of an exporter’s efficiencies compared to
non-exporters’ efficiencies for both the years 2005-06 and 2011-12. As the figure
indicates, the location of the relative efficiency distribution of exporters to non-exporters
is around the diagonal in the 2005-06 period, suggesting that the efficiency distribution
of exporters is not different to that of non-exporters. However, in the period 2011-12 the
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distribution is significantly away from the diagonal, indicating that exporters’ efficiency
distribution stochastically dominates the distribution of non-exporters.
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Figure 6.3: Relative Distribution of Exporters’ and Non-Exporters’ Efficiencies
Note: Reference group = Exporters. Comparison group = Non-exporters.

To check if the higher efficiency differential observed between exporters and nonexporters in the 2011-12 compared to 2005-06 is driven by the industry specific efficiency
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difference, this research uses the firms’ transformed efficiency scores. These transformed
efficiency scores are obtained by dividing the firm efficiency by the mean efficiency of
the industry of each firm. If the ratio is less than ‘one’, the firm is more efficient than the
industry average and less efficient if it is otherwise. This method ensures that both firm
and industry (mean) efficiencies are measured against the same technology frontier.
This method helps control for the industry effect and is used widely in the trade and
productivity literature (e.g., Delgado, Fariñas & Ruano 2002; Foster-McGregor, Isaksson
& Kaulich 2014; Melitz & Trefler 2012). The method is used in different formats such as
the difference of firm productivity from industry mean or median. The results for the
evolution of the relative distribution of these de-meaned efficiency scores are presented
in Figure 6.4. The result is analogous to that presented earlier (i.e., the higher efficiency
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differential between exporters and non-exporters in 2011-12).

0

.2

.4
.6
Proportion of reference group
2005-06
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Figure 6.4: Relative Distribution of Exporters' and Non-Exporters' EfficiencyRatio
Note: Reference group = Exporters. Comparison group = Non-exporters.

Given the assessed difference between the efficiency distributions of exporters and nonexporters, we formally test the equality of these two distributions. Table 6.3 exhibits the
hypothesis test statistics of efficiency differentials between exporting and non-exporting
firms. The null hypothesis to be tested is that exporters’ efficiency distribution is equal to
158

the distribution of non-exporters. The null is not rejected in 2005-06, suggesting that the
equality of both distributions cannot be rejected. However, for 2011-12 the equality
between these two groups is rejected, indicating that the efficiency distribution of
exporters is significantly different from that of non-exporters.
Table 6.3: KS Test for Equality of Efficiency Distributions
Test Statistics ‘p’ value

Null Hypothesis
Exporters v. Non-exporters (2005-06)

0.02

0.98

Exporters v. Non-exporters (2011-12)

0.31

0.00

Note: p-values are based on the limiting distribution.

All of the analyses demonstrated show that the efficiency differential between exporters
and non-exporters increased significantly during the export growth of 2005–2011. The
finding that, in 2005-06, exporters are not significantly more efficient than non-exporters
is in line with Fernandes (2008) who found a positive but insignificant contribution of
exporting (proxied by exporter dummy) to firm level productivity from 1999 to 2004.
The low level of efficiency differential between exporters and non-exporters during 200506 can be attributed to the high level of export sunk cost and less competition during the
MFA period. Using a theoretical model, Impullitti, Irarrazabal and Opromolla (2013)
show that, in the presence of sunk export entry cost, firms may continue in the export
markets even when their efficiency drops below the threshold level,44 to avoid paying the
entry cost again. During the MFA period, firms in the apparel and textile sectors had to
operate under a quota system that can be seen as imposing a high sunk cost, as it was
difficult to re-enter the quota rationing system once firms exited from exporting. A similar
type of conclusion can be reached with the pro-competitive argument. The security
obtained from the quota system induced a high cut-off marginal cost of export in
destination markets and allowed less efficient firms with high marginal costs to export.
The quota system also created obstacles for new firms to enter the export market. Higher
resource allocation to this attractive, but inefficient, sector also might have constrained
efficiency gain in other export sectors. Hence, channels for efficiency gain through export
were not effective during the MFA period.

44

The minimum efficiency level required for a firm to export profitably after paying the sunk export
entry cost.
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However, the expiry of the MFA in early 2005 provided the opportunity to reap the
efficiency gain from export expansion across manufacturing, as demonstrated in the
analytical framework (see Figure 6.1). In the long run, by 2011-12 a major efficiency
differential between exporters and non-exporters is observed. This implies that export
entrants during the study period are more efficient than non-exporters, export exiters are
less efficient than exporters and the continuing exporting cohort experienced a higher
productivity gain compared to the non-exporting cohort. The sub-sections from 6.3.2 to
6.3.4 analyse these possibilities.
6.3.2 Export starters v. non-exporters
The previous discussion shows that the efficiency differential between exporters and nonexporters increased significantly during export growth. This sub-section will explore
whether the selection process made any contribution to this increase in efficiency
differential. The implication is that more efficient firms self-select to export as they can
pay the export sunk cost (sunk cost hypothesis) or their marginal cost is lower than the
cut-off marginal cost in domestic and export markets (pro-competitive argument). To test
for the selection effect, in line with Foster-McGregor, Isaksson and Kaulich (2014) this
study compares the efficiencies of two groups of firms: export starters and non-exporters
for both the years 2005-06 and 2011-12. However, while Foster-McGregor, Isaksson and
Kaulich (2014) define export starters as the firms that did not export in the previous year
but exported in the study year, this study, following Bernard and Jensen (2004), defines
export starters as the firms that enter exporting for the first time in the study year. In this
way, the definition excludes any bias from previous exporting experience. Non-exporters
are defined as the firms that do not export during the same year. The sample of nonexporters is limited only to firms that belong to the same industries as the export starters.
Table 6.4 presents both the estimated and bootstrapped bias corrected means of
efficiencies of export starters and non-exporters in 2005-06 and 2011-12. It also presents
the results for hypothesis testing of equality of mean efficiencies of these two groups. The
estimated and bias corrected means of export starters’ efficiencies are higher than the
means of non-exporters and this holds for both years. The null hypothesis of the equality
of these two distributions is also rejected for both periods as the confidence intervals of
̂ 𝐸𝑠,𝑁 ratios in both periods do not contain ‘one’, implying that the means of efficiencies
𝑅𝐷
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of export starters are significantly different than the means of non-exporters in the years
2005-06 and 2011-12.
Figure 6.5 reports the kernel density distribution of efficiencies for export starters and
non-exporters in 2005–2006 and 2011–2012. The distribution of new exporters dominates
that of non-exporters at higher level of efficiencies, indicating that export entrants are
more efficient than non-exporters during both the years.
Table 6.4: Comparison of Mean Efficiencies of Export Starters and Non-Exporters
DEA

Bias

Estimate

Corrected

Std Error

Lower

Upper

2005-06 (Common Frontier)

MeEff. Export
starters

1.54

1.92

0.14

1.56

2.09

MeEff. Nonexporters

2.11

2.84

0.22

2.30

3.09

̂ 𝐸,𝑁 for MeEff.
𝑅𝐷

0.78

0.71

0.10

0.53

0.93

2011-12 (Common Frontier)

MeEff. Export
starters

1.23

1.35

0.15

0.98

1.58

MeEff. Nonexporters

2.53

3.39

0.25

2.85

3.80

̂ 𝐸,𝑁 for MeEff.
𝑅𝐷

0.61

0.55

0.13

0.26

0.75

Note: MeEff = Mean efficiency. Confidence intervals are all at 95% level. B = 2000. Sub-sample size
in each bootstrap replication is determined via 𝑚𝑙 = 𝑛𝑙𝑘 , 𝑘 = 0.7.
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Figure 6.5: Kernel Densities of Efficiency Scores for Export Starters and NonExporters
The relative distributions of export starters to non-exporters in Figure 6.6 indicate
stochastic dominance of the efficiency distribution of export starters over non-exporters
in both periods.
As the sample size of the export starters is relatively much smaller than that of the nonexporters, these relative distributions lack smoothness. However, they still provide a fair
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description of the extent of the stochastic dominance of export starters’ efficiency
distribution.
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Figure 6.6: Relative Distribution of Export Starters’ and Non-Exporters’
Efficiencies
Note: Reference group = Export-starters. Comparison group = Non-exporters.

While both kernel density estimation and relative distribution show the dominance of the
efficiency distribution of export starters over non-exporters, a formal test for the equality
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of these two distributions can be conducted for further confirmation. Table 6.5 presents
the hypotheses test statistics obtained from the KS test for the equality of efficiency
distributions of exporters and non-exporters. The null hypothesis to be tested is that export
starters’ efficiency distribution is equal to the distribution of non-exporters. For both the
years of our study, the null hypothesis for the equality of the distributions is rejected,
indicating that the efficiency distribution of export starters is significantly different from
that of non-exporters.
Table 6.5: KS Test for Equality of Efficiency Distributions Across Groups
Test Statistics

‘p’ value

Export starters v. Non-exporters (2005-06)

0.394

0.013

Export starters v. Non-exporters (2011-12)

0.645

0.001

Null Hypothesis

Note: p-values are based on the limiting distribution.

These findings imply that new entrants in both the years of our study are more efficient
than non-exporters. The entry of new efficient exporters contributes to the mean
efficiency of the exporting cohort and thus raises the efficiency differential with the nonexporting cohort. The extent of this effect depends on the size of the entrants’ share in
export growth. Recent empirical findings show that extensive margins, especially the
contributions from new exporters, constitute a significant share of export growth in
developing countries (for a complete list see Wagner 2016). The decomposition analysis
(Chapter 4) on the export growth of Bangladesh during this same period also reveals
identical findings.
6.3.3 Export exiters v. exporters
The next task is to test for the selection mechanism on the exit side. The theoretical
implication is that the least efficient firms can no longer profit in the export market and
eventually have to exit. This effect intensifies during export growth, as more efficient
entrants increase competition over the factor market and crowd out least efficient
exporters. On the demand side, increased competition in the export markets decreases the
cut-off marginal cost in those markets and compels least efficient exporting firms in
supplier countries to exit from exporting.
For this analysis, we will use the small panel component of the data. This research has
identified a small group of firms from this panel that reported to export in the first wave
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of survey but halted exporting in the second wave. These firms constitute the sample of
exiters and the efficiencies of these exiters are compared with those of the exporters that
reported to export in the second wave of the survey.
Table 6.6 presents the mean efficiencies of the export exiters and the export continuers
groups in both the years of our study. It presents both the estimated and the bootstrapped
bias corrected means of efficiencies of these groups. The null hypotheses used for this
mean comparison test is that both means of exiters’ exiting firms’ and exporters’
̂ 𝐸𝑥,𝑁 ratio does not include ‘one’, the null hypothesis is
efficiencies are equal. As the 𝑅𝐷
rejected, indicating inequality of the means.
Table 6.6: Mean Efficiencies of Export Exiting Firms and Exporters
DEA

Bias

Estimate

Corrected

Std Error

Lower

Upper

MeEff. Exiters

3.22

5.42

0.120

5.03

5.45

MeEff. Exporters

2.42

3.84

0.005

3.84

3.84

̂ 𝐸𝑥,𝐸 for MeEff.
𝑅𝐷

1.31

1.61

0.124

1.21

1.63

Note: MeEff = Mean efficiency. Confidence intervals are all at 95% level. B = 200. Sub-sample size in
each bootstrap replication is determined via 𝑚𝑙 = 𝑛𝑙𝑘 , 𝑘 = 0.1.

Figure 6.7 reports kernel density and relative distributions of efficiencies of the exiting
exporters and continuing exporters in year 2010. The position of the kernel distributions
indicates that exporters’ distribution dominates at the higher level of efficiencies. This is
supported by the relative distribution in which exporters’ distribution stochastically
dominates that of export exiters.
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Figure 6.7: Kernel Densities and Relative Distribution of Export Exiters and
Exporters
Note: Reference group = Exporters. Comparison group = Export exiters.

Table 6.7 presents the hypotheses test statistics of efficiency differentials between export
exiters and exporters. The null hypothesis to be tested is that the exporters’ efficiency
distribution is equal to the distribution of exporters. The null is rejected, suggesting the
inequality of both the distributions.
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Table 6.7: KS Test for Equality of Efficiency Distributions Across Groups
Test Statistics ‘p’ value

Null Hypothesis

Exporters v. Exiters (2011-12) 0.326

0.090

Note: p-values are based on the limiting distribution.

6.3.4 Productivity change comparison between exporters and non-exporters
This section will analyse the second perspective to explain the higher efficiency
differential observed between exporters and non-exporters in the second period of our
study. It argues that exporters’ higher efficiency results from post-entry efficiency gain,
due to learning or investing in efficiency enhancing activities such as technology
upgrading. The empirical implication of this argument is that if the same exporting and
non-exporting firms are observed over a period, the productivity gap between them
should increase (Delgado, Fariñas & Ruano 2002). To test this empirically, the research
will apply the GMPI using a small panel of exporters and non-exporters. The Malmquist
productivity change is also decomposed into efficiency change and technological change.
This analysis will use the same panel data used for comparing efficiencies of exiters and
exporters. In our panel, exporters are those firms that exported in both the years and nonexporters are firms that exported in neither of these years.
The comparison has been conducted in three steps. The first step will compare the means
of productivity growth and its components (i.e., technological change and efficiency
change). This research uses t-test for testing null hypothesis of the equality of means. The
second step will compare whole distributions of productivity changes and its components.
The KS test has been used to test the null hypothesis of the equality of distributions. The
last step will compare the proportions of firms that report positive changes in both the
groups. It will use bootstrapped differences of proportions of exporters and non-exporters
experiencing positive changes in productivity growth and its components.
The results for mean and distribution of productivity, efficiency and technological
changes are reported in Table 6.8. The table shows that, although the means of
productivity growth and technological change is higher for exporters, these changes are
not significant. Similarly, the test for equality of the distributions of productivity,
efficiency and technological changes of exporters and non-exporters show that they are
not significantly different.
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Table 6.8: Comparison of Means and Distributions of Change in Productivity,
Efficiency and Technology
Mean

Mean Comparison

Distribution Comparison

Exporters

Non-Exporters

Test Statistics

p-values

Test Statistics

p-values

MPI

1.431

1.315

1.305

0.198

0.228

0.198

ECH

0.513

0.537

–0.253

0.801

0.241

0.216

TCH

3.551

2.991

1.486

0.143

0.165

0.672

Table 6.9 reports the proportions of exporters and non-exporters that show improvement
in productivity, efficiency and technological change. Both estimated and bootstrapped
proportions of exporters with productivity and technological improvement are higher than
the proportions of non-exporters with similar changes. The differences in the proportions
are also positive for these two changes, indicating that more firms in the exporting group
improved their productivity and technology during this period compared to the firms in
the non-exporting group. The null hypothesis of the equality of the proportions of
exporters and non-exporters who experienced positive changes in productivity and
technology is rejected, indicating that these proportions are significantly different.
Table 6.9: Proportions of Exporters and Non-Exporters Experiencing Positive
Change
Proportions
Exporters

Difference in Proportions (pex-pnex)

Non-Exporters

Difference

Lower Level

Upper
Level

MPI

ECH

TCH

0.623

0.429

0.194

(0.623)

(0.357)

(0.266)

0.049

0.036

0.013

(0.066)

(0.036)

(0.030)

0.852

0.679

0.174

(0.836)

(0.679)

(0.157)

0.016

0.381

–0.058

0.082

0.018

0.336

Note: Confidence intervals are all at 90% level. B = 2000. Bootstrapped values are presented in the
parentheses.

6.3.5 Aggregate efficiency in exporters v. non-exporters
So far, our analysis is on the comparison of within-firm efficiencies in exporting and nonexporting groups. However, exporting also contributes to the aggregate efficiency
through the reallocation of production share between firms. The selection of more
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efficient firms into exporting and the exit of less efficient exporters shifts production share
towards more efficient firms that belong to the exporting cohort and, thus, contributes to
aggregate efficiency. The empirical implication is that aggregate efficiency in the
exporting cohort is higher than in the non-exporting cohort. This sub-section compares
the aggregate efficiencies of exporting and non-exporting cohorts in the years 2005-06
and 2011-12.
̅̅̅̅̅𝑙 ) could be expressed as
Accordingly, the aggregate technical efficiency of group l (𝑇𝐸
the weighted average of technical efficiency of all the individual firms in which group l
̅̅̅̅𝑙,𝑘 :
is comprised of nl firms and technical efficiency of the individual firm k is 𝑇𝐸
𝑙
̅̅̅̅ 𝑙 ≡ ∑𝑛𝑘=1
𝑇𝐸
𝑇𝐸𝑙,𝑘 . 𝑆𝑙,𝑘 where y l ,k is firm k’s output, S l ,k represents the output weight of
l

the firm k in group l, S l ,k  py l ,k / pY , p is the vector of output prices and the output
nl

k
vector of all firms in the l group is Y   y , k  1,.., nl .

th

l

k 1

In addition, in line with Olley and Pakes (1996), we can decompose aggregate efficiency
̅̅̅̅ 𝑙 = 𝑇𝐸
̂𝑙 +
into mean efficiency and a covariance term. The decomposition is 𝑇𝐸
̅̅̅̅ 𝑙 = weighted average of technical efficiency of a group l ,
𝑐𝑜𝑣 𝑙 (𝑆𝑙,𝑘 , 𝑇𝐸𝑙,𝑘 ) , where 𝑇𝐸
̂ 𝑙 = mean technical efficiency of the group l , 𝑆𝑙,𝑘 = share of firm k in total output of
𝑇𝐸
group l, 𝑇𝐸𝑙,𝑘 = technical efficiency of firm k (member of group l ), 𝑐𝑜𝑣 𝑙 (𝑆𝑙,𝑘 , 𝑇𝐸𝑙,𝑘 )=
covariance of output shares and technical efficiencies. The possibility of such
decomposition of aggregate efficiency was discussed briefly in Karagiannis (2015). This
covariance term can explain how efficiently the output is being shared among the firms.
Its positive (negative) value implies that a higher (lower) than average share of output is
being produced by firms having a higher (lower) than average efficiency level. Thus, it
can be termed as ‘output allocation efficiency’. The significance of this term lies in the
neoclassical concept of efficient output allocation.
Table 6.10 presents both estimated and bias corrected aggregate efficiencies for exporting
and non-exporting groups in the years 2005-06 and 2011-12. It also includes the estimated
and bias corrected Olley-Pakes type of covariance term denoting the efficiency of
production share between the groups. The minus sign of this covariance term denotes that
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aggregate efficiency is higher than mean efficiency, further indicating that both of these
groups achieve higher efficiency through the allocation of their production share towards
̂ 𝐸,𝑁 ratio that
more efficient firms. This is similar to our mean efficiency comparison 𝑅𝐷
determines the significance of the aggregate efficiency comparison. The null hypothesis
of equality of aggregate efficiencies is rejected if the confidence interval for this ration
includes ‘one’.
Table 6.10: Comparison of Aggregate Efficiencies in Exporting and Non-Exporting
Cohorts
DEA Estimate

Bias Corrected

(Covar)

(Covar)

Std Error

Lower

Upper

0.18

2.23

2.89

0.18

2.42

3.05

2005-06
AgEff. Exporters

2.01
(–0.81)

AgEff. Non-exporters

2.11
(–0.84)

̂ 𝐸,𝑁 for AgEff.
𝑅𝐷

2.65
(–1.26)
2.81
(–1.32)

0.95

0.93

0.10

0.70

1.12

1.75

2.15

0.14

1.82

2.33

0.32

2.27

3.46

0.14

0.39

0.80

2011-12
AgEff. Exporters

(–1.25)
AgEff. Non-exporters

2.40
(–1.97)

̂ 𝐸,𝑁 for AgEff.
𝑅𝐷

0.73

(–1.81)
3.03
(–2.97)
0.67

Note: AgEff = Aggregate efficiency. Confidence intervals are all at 95% level. B = 2000. Sub-sample
size in each bootstrap replication is determined via 𝑚𝑙 = 𝑛𝑙𝑘 , 𝑘 = 0.7.

The results show that, in both the periods, the mean and bias corrected aggregate
efficiencies of exporters are higher than that of non-exporters. Again, although the
aggregate efficiencies of these two groups were not significantly different in 2005-06, by
2011-12 their aggregate efficiencies became significantly different. Another, important
point to note is that, in both these periods, the efficiency of production sharing is higher
for exporters (as denoted by the lower covariance term), suggesting a more efficient
allocation of output among firms in the exporting cohort compared to the firms in the
non-exporting cohort.
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6.4 Conclusion
Using the DEA method, this research has examined the evolution of the efficiency
differential between exporting and non-exporting firms in the manufacturing sector of
Bangladesh during a period of export growth. The data was obtained from two waves of
World Bank Enterprise Surveys. The paper also examines complementary explanations—
the market selection hypothesis and post-entry efficiency gain through learning and
investment in technology upgrading—for the evolution of the efficiency differential
between exporting and non-exporting firms. The empirical strategy used to compare
means and whole distributions of efficiencies of firms belonging to the groups is defined
by patterns of export. The organisation of this analysis relies on firm heterogeneity and
learning models.
The results obtained throughout this study can be summarised as follows. First, our data
indicates superior efficiency for exporting firms compared to non-exporters. The
efficiency differential between these two groups evolved to a higher level in the second
year of our study. This finding is robust even when controlling for industry effect. This
observed evolution of the efficiency differences is consistent with the theoretical
hypothesis of selection of more efficient firms into exporting. On the entry side of the
export market, this research finds evidence that favours the selection hypothesis. It finds
that export starters are more efficient than non-exporters during both the years of our
study. On the exit side, this research again finds evidence of selection as the efficiency of
continuing exporters is found to be higher than the firms exited from exporting.
This research then compares productivity changes between exporters and non-exporters
during the period of the study. The productivity changes are decomposed into efficiency
and technological changes. The results suggest that the changes in productivity and its
components in exporters are not significantly different from non-exporters. However,
when we consider the proportion of exporters and non-exporters experiencing a positive
productivity and technological change, the proportion of exporters is higher and
significantly different than that of non-exporters. This implies that exporters have higher
chances of productivity and technological change compared to non-exporters.
Finally, our research compares the aggregate efficiencies of exporting and non-exporting
cohorts. While the aggregate efficiency of the exporting cohort is higher in both the years,
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it is significantly higher during the second year of our study. The covariance term
reflecting the efficiency of production share allocation is also higher for the exporting
group. The differential of this covariance term between the exporting and the nonexporting group is higher in the second year of our study. This indicates that the efficiency
of output allocation in exporting cohorts increased significantly during export growth.
This study also has limitations. A lack of annual data for the entire period of study does
not allow us to analyse the interim phases of the evolution of the efficiency differential.
However, in the literature it is common to assess the long-run effect using data from two
distinct periods of time (Hassan, Isik & Mamun 2010; Melitz & Trefler 2012).
The findings of this research call for policies that support market selection of efficient
exporters, facilitate technology upgrading and promote efficient allocation of production
share.
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Chapter 7. Conclusion
7.1 General Performance and Approach
After gaining independence in 1971, Bangladesh started with a protectionist policy
paradigm. However, the country soon initiated economic reform that was focused on
private sector development and opening up the economy. The reform process began
slowly in the early 1980s, then it gained pace in the 1990s when rapid trade liberalisation
in terms of tariff rationalisation took place. Other major policy reforms included moving
towards a flexible exchange rate regime and adopting a private sector-friendly policy set.
Throughout the whole reform process, export performance was consistently targeted. The
removal of anti-export bias and the creation of export competitiveness were at the core of
these reforms. From the mid-2000s, the pace of economic reform slowed and the economy
entered into a more stable macroeconomic policy environment.
The importance of export in the GDP has increased over the years. Starting from a low
share of GDP in 1980s, export experienced gradual growth in the 1990s and, after 2004,
it showed considerable performance in terms of size and growth. The rise of export in the
1990s was driven by the manufacturing sector, more specifically the textile and apparel
sector. This sector flourished under the auspices of the MFA granted to the developing
countries since 1974. Although Bangladesh experienced high growth in the textile and
apparel sector in the 1990s, it was a major concern whether this growth would continue
after the abolition of the MFA in the early 2005. However, Bangladeshi exporters in this
sector showed strong competitiveness in the post-MFA period and experienced high
growth in foreign sales. The success of textile and apparel exporting creates an interest
about how the textile and apparel firms responded to this shock and retrenched in the
subsequent years.
The high export growth during the late 2000s and onwards occurred when there were no
significant changes in the macroeconomic framework. The success of Bangladesh in
expanding its export is unique among other least developed countries who are struggling
to promote export especially in the manufacturing sector. Given the stable
macroeconomic environment during this period, such research should focus on the forces
at the micro-level (i.e., exporter and product level) that contribute to this success. Hence,
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this success creates a growing interest among trade scholars and demands for an in-depth
research into the microdynamics of the growth and factors of success. This study is
motivated by the findings of Fernandes, Freund and Pierola (2016) that show that exporter
characteristics and dynamics vary significantly across countries with different sizes and
in different stages of development. In the aforementioned context, this research uses a
comprehensive framework to study the microdynamics, success determinants and
efficiency implications of export growth. It gives a clear understanding about the
microstructure of the export-growth nexus.
The research first examines the microdynamics underlying export growth. The dataset
used for this research is custom data that includes all export transactions by Bangladeshi
exporters in FY 2004-05 and 2011-12. The analysis proceeds in three steps. The first step
presents the descriptive summary of the dynamism of exporters’ characteristics and their
export pattern. The second step decomposes the export growth into two parts: variations
in intensive margin (i.e., continuing exporters, destinations and products) and extensive
margins (i.e., changes in the set of exporters, destinations and products). The last step
tracks the behaviour over time of ‘cohorts’of exporters (exporters that start in the same
year).
The research then focuses on the determinants of ‘export success’ defined as the firstyear survival of new export. The determinants have been chosen based upon their
theoretical importance and high policy relevance to low income countries. One set of
determinants involves exporter’s experience that is firm specific and demonstrates a
firm’s export behaviour based on the nature of its prior export involvement. The research
uses two types of experience variables: product experience and destination experience.
Product experience is defined as the number of destinations served by a given product,
whereas destination experience is the number of products exported to the given
destination. Another type of determinant involves network effects that work through the
influence of the peer firms engaged in exporting similar products or serving the same
destinations. The variables for the network effect are the FPD network, expressed as the
number of firms exporting a given product to a given destination and the destination
network, expressed as the number of firms exporting to a given destination. With proper
supporting policies this mechanism can complement the role of experience and provide a
better starting base for new exports.
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There is another major concern and that is whether export expansion led to economic
growth. To analyse this question, the research examines whether the export growth
episode in Bangladesh during FY 2004-05 to 2011-12 has any long-run implication on
efficiency. Motivated by the theoretical arguments and empirical evidence, this research
first tests whether export growth leads to a higher efficiency differential between
exporting and non-exporting cohorts in the long run. It then examines complementary
explanations, self-selection and post-entry efficiency gain, for the evolution of the
efficiency differential between these two groups. Finally, it examines the aggregate
efficiencies of the groups and compares their efficiency of allocation of production shares.

7.2 Firm Level Export and Efficiency
This section presents the important findings of the analyses. The export growth was
driven by both intensive and extensive margins. While the short-run export growth is
driven by continuing exporters, products and destinations, the new exports that managed
to survive contributed significantly to the long-run growth. The research finds network,
experience, initial sales and product competency are the drivers of export success of these
new exports. The export growth has made a significant contribution to the efficiency
growth. The details of these findings are provided in the following three sub-sections.
7.2.1 Continuing and new exporters, products and destinations
The research shows that both the number of exporters and export per firm increased
during the export growth episode of FY 2004-05 to 2011-12. Throughout this period,
export superstars (the top 5 per cent of exporters in terms of export volume) account for
around 50 per cent of the total export—the lowest in the world. This implies that
Bangladeshi export depended more on small- and -medium-size exporters for its
performance. In line with studies on other countries, this analysis also finds that exporters
continuing from the previous year contribute the major share of each year’s export, while
the share of new and single-year exporters is very small.
The decomposition analysis shows that export growth along intensive margins (i.e.,
continuing exporters, products and destinations), accounts for the major portion of the
short-run growth. However, there is also evidence of a high degree of churning across
firms, destinations and products, demonstrating a dynamic extensive margin. Although,
the contribution of this extensive margin is low in the short run, it is quite an important
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part in the long-run growth. These patterns of microdynamics of export growth are also
observed in the textile and apparel sector.
Finally, the cohort analysis dissects the extensive margin by presenting the patterns of
export sales, destinations served and products sold by post-2004 cohorts. The analysis
shows that new exporters start with a small volume of export and are subjected to a high
level of uncertainty about survival in the first year. However, conditional on survival in
the first year, these new exporters have higher chances of achieving growth in terms of
export volume and number of products and destinations. Overall, the evidence points to
a substantial degree of selection and experimentation in the Bangladeshi export sector
during the growth period of 2004 to 2011. The dimension of this selection and
experimentation encompasses firm, destinations and product margins.
7.2.2 Determinants of export success
The findings of the analysis highlight the strong positive effect of both experience and
network (at the exporter–product–destination level) on export success. This finding is
robust to different specifications after controlling for industry, destination and year fixed
effects. It further shows that the significance of these two types of determinants remain
unchanged after controlling for comparative advantage. The importance of experience
and network is also tested for the manufacturing sector. This analysis also explores
conjectures that could provide a clear understanding about the economic channels through
which network effect could operate, focusing on access to finance and human capital
formation. The results show that new exporters in financially constrained sectors can
benefit from the externalities of the network. A large network of exporters of the same
product and destination gives a positive signal to financial institutions about the
profitability of the export and encourages them to ease credit constraints. This research
also finds strong support for the conjecture that the benefit of network operates through
the formation of human capital. A large network of exporters with the same product and
destination creates a pool of experienced personnel that can be exploited by new exporters
to compensate for their lack of experience.
We can identify three important differences (see Table 7.1) while comparing the results
with the similar study on four African countries (Cadot et al. 2013). The first difference
comes from the relative sizes of the marginal effects of product and destination experience
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on export success. For Bangladeshi exporters, the size of the marginal effect of destination
experience is higher than that of product experience; however, the opposite is the case for
the African exporters. The reason behind this difference is attributed to the higher number
of new exporters in African countries compared to Bangladesh. As new exporters use
product churning as a learning method about their appeal, they would show higher
survival for product on which they already have some experience.
The second difference is in the estimated sign of the destination network, defined as the
number of firms in a given destination. Although both the present study and Cadot et al.
(2013) identify destination network to have a insignificant effect on export success, the
reported directions of the effect are different in these studies. Unlike Cadot et al. (2013),
the present study reports a positive sign that is in line with the hypothesis. The last
difference is in the estimated effect of the interaction term between capital intensity and
the network effect. Cadot et al. (2013) report a significant but negative sign of the
marginal effect for this interaction term in the instance of African countries and argue
that, as tangible assets in capital intensive sectors act as collateral for external finance,
exporters in these sectors are less sensitive to the network effect mediating through the
financial system. However, this research finds a significant but positive effect of the
interaction term for Bangladeshi exporters, suggesting the existence of mediating effects
other than from the banking system. This research identifies the formation of human
capital to be another influential candidate for a mediating channel through which network
affects export success.
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Table 7.1: Differences in Observed Effects
Direction of the Effect
African
Variable

Comment

Countries
(Cadot et al.
2013)

Bangladesh

Product experience (Ep)

+

+

African countries:𝛽𝐸𝑝 > 𝛽𝐸𝑑

Destination experience (Ed)

+

+

Bangladesh: 𝛽𝐸𝑑 > 𝛽𝐸𝑝

Destination network

-

+

Product–destination

+

+

network
Note: 𝛽 = Marginal effect.

7.2.3 Efficiency implications of export
The results obtained regarding the efficiency implications of this export growth can be
summarised as follows. First, the data indicates superior efficiency for exporting firms
compared to non-exporters. The efficiency differential between these two groups evolved
to a higher level at the second period of our study. This observed evolution of the
efficiency differential during a period of export growth is consistent with the conjecture
made upon theories and empirical evidence. Second, this research finds supports in favour
of the theoretical and empirical explanations about superior efficiency of exporters. On
the entry side of the export market, the research finds evidence that favours the selection
hypothesis. It finds that export starters are more efficient than non-exporters during both
the years of our study. On the exit side, this research again finds evidence of selection as
the efficiency of continuing exporters is found to be higher than the firms that exited from
exporting. This research then compares productivity changes between exporters and nonexporters during the period of the study. The productivity changes are decomposed into
efficiency and technological changes. The results suggest that the changes in productivity
and its components in exporters are not significantly different from non-exporters.
However, when we consider the proportion of exporters and non-exporters experiencing
a positive productivity and technological change, the proportion of exporters is higher
and significantly different than that of non-exporters. This implies that exporters have
higher chances of productivity and technological change compared to non-exporters.
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Finally, the research compares the aggregate efficiencies of exporting and non-exporting
cohorts. While the aggregate efficiency of the exporting cohort is higher in both the years,
it is significantly higher during the second year of our study. The covariance term
reflecting the efficiency of production share allocation is also higher for the exporting
group. The differential of this covariance term between exporting and non-exporting
group is higher in the second year of our study. This indicates that the efficiency of output
allocation in exporting cohorts increased significantly during export growth.

7.3 Policy Implications
This section discusses policy implications derived from the findings of the analyses. The
discussion is divided into two main parts. In the first part, it discusses the policies
supporting export growth. In the second part, the discussion will be on policies that could
help to reap efficiency gain from export activity.
7.3.1 Policies for sustained export growth
Policies to promote export should target to ease constraints that are both fixed and
variable in nature. The findings of Chapter 4 show that, in the short run, intensive margin
plays a major role in export growth. However, in the long run, extensive margin
contributes substantially to growth. Hence, the policy goals should be to support both
intensive and extensive margins to attain sustained export growth.
Export subsidy
Subsidising export is a widely used form of export promotion strategy. One common form
of export subsidy is to transfer government funds to exporters. Such transfers includes
cash subsidies, tax exemptions, duty drawbacks or duty suspension on imported
intermediate inputs, deferments, preferential tax treatment and contingent liabilities.
These subsidies help intensive margin by compensating for the variable cost of export.
Using data on Chinese firms, Girma et al. (2009) confirm the effectiveness of production
subsidies along the intensive margin of export. This argues reconsidering the use of export
subsidies in countries like Bangladesh for promoting export along extensive margin
(especially for promoting the export of new product and in non-traditional sectors).45

45

See Export policy (2009–12) of Bangladesh.
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Financial sector development
Manova, Wei and Zhang (2014) show that exports along both the intensive and extensive
margins can be affected by credit constraint. This demands policies for easing external
finance constraint for both continuing and new exporters. While the long-run objectives
of such policies should include development of the financial sector as a whole, in the short
run specific sectors should be targeted. The findings in Chapter 5 show that large network
of exporters can effectively ease financial constraint of new exports. However, exporters
in informal or non-traditional sectors with a tiny network of exporters have to suffer a lot
in the financial frictions. Hence, policy for easing credit constraint in informal and
financially vulnerable sector can be an effective policy for countries seeking for
diversifying their export. In Bangladesh, few initiatives to ease the credit constraint can
be observed in export policies. For example, banks in Bangladesh provide credit to
exporters for importing intermediate input in 100 per cent export-oriented sectors with
the LC for export as the only collateral. However, to diversify its export it should take
initiatives to ease financial constraint to new exports.
Export promotion
Using data from a wide range of countries, Lederman, Olarreaga and Payton (2010) report
the effectiveness of the services offered by export promotion agencies for overcoming
trade barriers in the foreign markets and resolving problems of information asymmetry
related to exports of heterogeneous products. Focusing on a single country, Volpe
Martincus and Carballo (2008) find a strong association of export promotion actions with
export growth along the extensive margin. Hence, using promotional activities as a policy
tool for sustained export growth can be a good option for developing countries. The
finding, in Chapter 5, about the positive externality effect of a large number of similar
firms (similar in terms of product and destination) is also suggestive of using export
promotion strategies in the event of any market failure when firms fail to internalise this
externality. Such strategies should also be effective in potential sectors with a limited
number of firms.46

46

The Export Promotion Bureau acts as an export promotion agency in Bangladesh.
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Human capital formation
Chapter 5 finds that an export network helps the survival of new export through the
formation of human capital that firms can exploit to acquire know-how for new exports.
This is suggestive for government intervention for developing human capital for export
in non-traditional sectors in which there is a lack of human capital due to the absence of
a network of firms. Government intervention can also be through the development of
private business services that offer training or other services to develop skilled human
capital. Once a few firms succeed, the network effect will start to play its part and further
accelerate the formation of human capital. Thus, the catalyst type model proposed in Rhee
(1990) fitted sequentially with the network model can present an integrated model of
sustained export growth.
Another important observation in Chapter 5 is that experience with product and
destination plays an important role in new export success. The policy implication of this
finding is that continuing firms can be further motivated for new exports. Such policy can
include providing subsidy or export credit for new exports by continuing firms.
7.3.2 Policies for facilitating efficiency gain through export
The findings of a positive association between export and efficiency in Chapter 6
naturally call for policies for export expansion. The earlier part of this section has already
discussed these policies; therefore, this part identifies policies that promote efficiency
gain from exporting activities. The identified relevant policies are of three categories
according to the channels through which the policy effect works (see Figure 7.1).
The first category involves policies that promote efficiency improvement within the
exporting firms through influencing their operations and strategies. The analysis of
Chapter 6 shows that export starters are more efficient than their non-exporting
counterparts. Besides self-selection, this finding can also be attributed to conscious selfselection in which firms prepare themselves to enter the export market (López 2005).
Such preparation may include investment in technology, R&D and training of workers.
Chapter 6 further reports higher chances of productivity improvement in terms of
technological change in exporters in the long run. This finding is in line with the LBE
hypothesis and with recent studies on firm heterogeneity theories that predict selfselection of exporters to invest in efficiency enhancing activities that include capital
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machineries, R&D and training for personnel.47 These findings call for policies that will
further facilitate within-firm efficiency improvement among exporters. Such policies may
include trade policy that allows exporters to upgrade technology through better access to
imported capital machinery and equipment. The government can take initiatives to train
workers and lower the cost of training for the exporting firms. These might include setting
up training centres either by the government itself or through private sector initiatives.
Financial development can also be effective as an exporter will have better access to
external credit and invest in efficiency enhancing technology more effectively.
The analysis of Chapter 6 further shows higher efficiency of allocating output among
exporters. Export starters are more efficient than firms who are not yet in export activities,
implying a shift of production share towards more efficient firms. Conversely, less
efficient firms exit exporting and lose their output share to more efficient export
continuers. Even within continuing exporters, higher efficient firms capture more
production share than less efficient firms. These findings call for the second category of
policies that would facilitate the reallocation of output through export activities. Such
policies may include those promoting the entry of high efficiency firms into exporting by
reducing the export sunk cost and promoting the subsequent growth of young exporters
by reducing trade cost. Other relevant options may include regulations supporting the
development of financial sector lending to SMEs, tools that improve the availability of
capital for private and public ventures, policy initiatives that support the improvement of
investor protection and FDI rules and local equity markets. On the exit side, policy
measures that support the rapid exit of low-productivity exporters are also effective for
enhancing allocation efficiency from export activities. Examples of such policies are
those that target reducing the dominance of incumbent exporters, programs that intensify
competition, reduce barriers to trade and remove tax and subsidy induced distortion of
competition. In addition, are policies aim at enhancing the reallocation of skilled labour
from low- to -high-productivity continuing exporters. An example of such policy options
are those that reduce the rigidity of labour (especially skilled labour), employment
policies that target intensifying the nexus between pay and employee productivity and
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A list of these studies may include Lileeva and Trefler (2010) on Canada, Bustos (2011) on
Argentina and Aw, Roberts & Xu (2011) on Taiwan. For a complete list, refer to Chapter 3.

182

initiatives opted for reducing the adverse impact of taxes on incentives to work
performance.
Monetary and fiscal policy along with social and political institutions can also be effective
in enhancing gain from export. An expansionary monetary policy may help exporters gain
better access to capital. Fiscal policy should target infrastructural (e.g., roads, power and
port facilities) and institutional development. The socio-political environment should also
be supportive, or at least neutral, to the export sector. These, socio-economic measures at
the macro-level enhance gain from export by promoting the national comparative
advantage and competitiveness in the international market.

National economic performance

Policies
Monetary and fiscal policy

Employment

Aggregate efficiency
Social and political institutions
National business environment
Industry policies
Trade policies
Market competition
Labour Institutions
Financial development
Investment policy

Between firms
Selection
Reallocation

Firm operation and strategy
Technological upgrading and
innovation
HRD

Within firm
R&D
Technology
Training

Figure 7.1: Efficiency Gain From Exporting—A Policy Framework
Source: Modified from Hyytinen and Maliranta (2013).

7.4 Limitations of the Study
This research has used two sets of micro-data with a similar period coverage to analyse
the export growth of Bangladesh and its efficiency implications. The first set is
transaction level data and the second is enterprise level data. The coverage provided by
transaction level data is difficult to be provided with firm level data because of the cost
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involved. In addition, in transaction level data, products are distinguished according to
very detailed classifications with information about the value and destination. Using the
firm identification number, these transaction data can be linked over time to form panel
data. The limitations of these types of data are the absence of the information on firm
level characteristics and production and hence, they are not useable in efficiency analysis.
Therefore, this study uses different data obtained from the World Bank Enterprise Survey
to analyse the long-run efficiency implication of export.
The annual total export derived from the aggregate of the daily transactions reported in
the transaction level data used for this research also differs from the annual export
reported in the Bangladesh Economic Review (an official publication of the Government
of Bangladesh) data for one year (i.e., 2006-07) out of the whole period. This difference
between transaction level data and other sources is often found in literature (e.g.,
Lederman, Rodríguez-Clare & Xu 2011). However, this research takes the average of
export growth between 2005-06 and 2007-08 to avoid the data issue in export growth
decomposition.
The study on the long-run efficiency implication of export also has limitations. For
example, it does not use annual data for the entire study period. Therefore, this study
cannot present the interim phases of the evolution of the efficiency differential between
exporters and non-exporters. This argument may also be applicable for the analysis on
selection as well as the productivity growth mechanism. However, from an academic and
policy perspective, the focus of our study is on the long-run effect (of export growth) that
can be assessed at two distinct periods. Examples of such empirical studies include Melitz
and Trefler (2012) and Hassan, Isik and Mamun (2010).

7.5 Directions for Future Research
This research is confined to the analysis of microdynamics and the success determinants
of export growth and its efficiency implications in Bangladesh. However, there are other
scopes for future research and this section identifies few of these scopes.
Future research can focus on the distributive effect of export growth that encompasses
employment and wage implications of export. The first research issue is particularly
important for less developing countries in which employment generation and wage
inequality are a major focus for development policies.
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Kathuria and Maluche (2016) shows the importance of the quality margin of the export
growth and export of services for future export growth in Bangladesh. It is a policy
concern that despite achievement in export expansion whether Bangladesh is successful
in achieving growth in the quality of its export products. In the background of this concern
it would also be a quite interesting to check whether Bangladeshi exporters were
successful in upgrading their product during the export growth period. Further, future
research can also focus on export by the service sector of Bangladesh. Export of services,
especially business services, is becoming an important component for diversification of
the export basket of many low and mid income developing countries. Although
Bangladesh also has started exporting services, its share in the total export is still very
low and further study is required to identify policies for its development.
Recent research on trade has also revealed dynamism in importing firms. However, these
studies are limited to a few developed countries. Import is equally important for
developing countries in fulfilling demand for consumer goods, intermediate inputs and
capital machineries. Import is also related to the efficiency implications of export, as
exporters are reported to be importers of intermediate goods and capital machineries of
higher quality and hence, these two-way traders perform better than exporter only firms
(Foster-McGregor, Isaksson & Kaulich 2014). Thus, understanding the microdynamics
of import has important implications for trade and growth studies.
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Appendix
Table A3.1: Policy Settlement, Policy Focus and Performance
Political
settlement
Constrained
Patrimonialism
(1971–75)

Clientelistic
Authoritarianism
(1975–90)

Competitive
Clientelism
(1991–present)

Major Policy Focus

Trade and Industry
Performance
•Socialistic/ communistic
•SoEs dominated the
approach
industry sector
•Import substitution
•Low level of export
concentrated on primary
•Nationalisation of enterprises
products
•Fixed exchange rate
•Moderate import liberalisation •Development of private
(1980–90)
sector
•Initiation of export policy
•Emerging manufacturing
reform (1985)
sector
•Private sector promotion
•High export growth
(Industrial policies 1975–79,
•Export concentration moves
1980–90)
from primary products to
•Flexible exchange rate
manufacturing
•Rapid trade liberalisation
•Strong private sector
(1990–98) followed by a stable •High manufacturing growth
policy regime
•High export growth
•Floating exchange rate
continues
•Export promotion
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Table A4.1: Comparison of the Data Before and After Cleaning
Before Cleaning
Export (10x

After Cleaning
Export (10x

Difference

Difference (as %)

Export

billion

No. of

billion

No. of

(billion No. of Export (10x No. of

Period

BDT)

Obs.

BDT)

Obs.

BDT)

2004-05

51.7

332,393

51.6

330651

1.0

1,742

0.19

0.52

2005-06

72.6

393,814

72.4

391,379

2.0

2,435

0.28

0.62

2006-07

68.5

372,737

68.5

370,441

0.0

2,296

0.00

0.62

2007-08

96.2

508,694

96.2

506,776

0.0

1,918

0.00

0.38

2008-09

108.0

520,331

107.0

518,597 10.0

1,734

0.93

0.33

2009-10

114.0

594,861

114.0

592,983

0.0

1,878

0.00

0.32

2010-11

163.0

700,784

163.0

699,131

0.0

1,653

0.00

0.24

2011-12

192.0

747,391

192.0

745,744

0.0

1,647

0.00

0.22

4,171,005

865.0

4,155,702 13.0

15,303

0.15

0.37

Obs. billion BDT) Obs.

Total
(2004–
2012)

866.0

Source: Author’s calculation from transaction level data. Obs = observations.
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Table A4.2: Comparison of Export Data

Year

Transaction

Aggregate

Ratio

Data

Export Data

(Column

(10x billion

(10x billion

2 and 3)

BDT)

BDT)

2004-05

51.6

53.13

0.97

2005-06

72.4

70.61

1.03

2006-07

68.5

84.06

0.81

2007-08

96.2

96.8

0.99

2008-09

107.0

107.09

1.00

2009-10

114.0

112.1

1.02

2010-11

163.0

163.15

1.00

2011-12

192.0

192.2

1.00

864.70

879.15

0.98

Total
2004–2012

Source: Author’s calculation and Bangladesh Economic Review (various issues).

205

Log of Export (10x billion BDT)

28.5

28

Export(Data)
Export(GoB)

27.5

27

26.5

26

2004-052005-062006-072007-082008-092009-102010-112011-12

Year

Figure A4.1: Comparison of Data
Source: Table A4.2.
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Table A5.1: Industry Characteristics
ISIC
code

External
Finance
Dependence

Industry

Physical
Capital
Intensity

Human
Capital
Intensity

311

Food products

0.1368

0.0616

0.8117

313

Beverages

0.0772

0.0620

1.1345

314

Tobacco

–0.4512

0.0181

1.3539

321

Textiles

0.4005

0.0726

0.6881

322

Wearing apparel, except footwear

0.0286

0.0189

0.5017

323

Leather products

–0.1400

0.0324

0.6869

331

Wood products,except furniture

0.2840

0.0653

0.7409

332

Furniture, except metal

0.2357

0.0390

0.6984

341

Paper and products

0.1756

0.1315

1.1392

342

Printing and publishing

0.2038

0.0515

0.9339

352

Other chemicals

0.2187

0.0597

1.2089

353

Petroleum refineries

0.0420

0.1955

1.6558

354

Misc. petroleum and coal products

0.3341

0.0741

1.1531

355

Rubber products

0.2265

0.0656

0.9854

356

Plastic products

1.1401

0.0883

0.8274

361

Pottery, china, earthenware

–0.1459

0.0546

0.8041

362

Glass and products

0.5285

0.0899

1.0121

369

Other non-metallic products

0.0620

0.0684

0.9522

371

Iron and steel

0.0871

0.1017

1.2510

372

Non-ferrous metals

0.0055

0.1012

1.0982

381

Fabricated metal products

0.2371

0.0531

0.9144

382

Machinery, except electrical

0.4453

0.0582

1.1187

383

Machinery, electric

0.7675

0.0765

1.0636

384

Transport equipment

0.3069

0.0714

1.3221

385

Prof. and science equipment

0.9610

0.0525

1.2341

390

Other manufactured products

0.4702

0.0393

0.7553

3511

Industrial chemicals

0.2050

0.1237

1.4080
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Table A5.2: Country Code Conversion
Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

Afghanistan

AF

AFG

4

Albania

AL

ALB

8

Algeria

DZ

DZA

12

American Samoa

AS

ASM

16

Andorra

AD

AND

20

Angola

AO

AGO

24

Anguilla

AI

AIA

660

Antarctica

AQ

ATA

10

Antigua and Barbuda

AG

ATG

28

Argentina

AR

ARG

32

Armenia

AM

ARM

51

Aruba

AW

ABW

533

Australia

AU

AUS

36

Austria

AT

AUT

40

Azerbaijan

AZ

AZE

31

Bahamas

BS

BHS

44

Bahrain

BH

BHR

48

Bangladesh

BD

BGD

50

Barbados

BB

BRB

52

Belarus

BY

BLR

112

Belgium

BE

BEL

56

Belize

BZ

BLZ

84

Benin

BJ

BEN
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Bermuda

BM

BMU

60

Bhutan

BT

BTN

64

Bolivia

BO

BOL

68

Bonaire

BQ

BES

535

Bosnia and Herzegovina

BA

BIH

70

Botswana

BW

BWA

72

Bouvet Island

BV

BVT

74

Brazil

BR

BRA

76

British Indian Ocean Territory

IO

IOT

86

Brunei Darussalam

BN

BRN

96
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Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

Bulgaria

BG

BGR

100

Burkina Faso

BF

BFA

854

Burundi

BI

BDI

108

Cambodia

KH

KHM

116

Cameroon

CM

CMR

120

Canada

CA

CAN

124

Cape Verde

CV

CPV

132

Cayman Islands

KY

CYM

136

Central African Republic

CF

CAF

140

Chad

TD

TCD

148

Chile

CL

CHL

152

China

CN

CHN

156

Christmas Island

CX

CXR

162

Cocos (Keeling) Islands

CC

CCK

166

Colombia

CO

COL

170

Comoros

KM

COM

174

Congo

CG

COG

178

Democratic Republic of the Congo

CD

COD

180

Cook Islands

CK

COK

184

Costa Rica

CR

CRI

188

Croatia

HR

HRV

191

Cuba

CU

CUB

192

Curacao

CW

CUW

531

Cyprus

CY

CYP

196

Czech Republic

CZ

CZE
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Cote d'Ivoire

CI

CIV

384

Denmark

DK

DNK

208

Djibouti

DJ

DJI

262

Dominica

DM

DMA

212

Dominican Republic

DO

DOM

214

Ecuador

EC

ECU

218

Egypt

EG

EGY

818

El Salvador

SV

SLV

222

Equatorial Guinea

GQ

GNQ

226

Eritrea

ER

ERI

232

209

Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

Estonia

EE

EST

233

Ethiopia

ET

ETH

231

Falkland Islands (Malvinas)

FK

FLK

238

Faroe Islands

FO

FRO

234

Fiji

FJ

FJI

242

Finland

FI

FIN

246

France

FR

FRA

250

French Guiana

GF

GUF

254

French Polynesia

PF

PYF

258

French Southern Territories

TF

ATF

260

Gabon

GA

GAB

266

Gambia

GM

GMB

270

Georgia

GE

GEO

268

Germany

DE

DEU

276

Ghana

GH

GHA

288

Gibraltar

GI

GIB

292

Greece

GR

GRC

300

Greenland

GL

GRL

304

Grenada

GD

GRD

308

Guadeloupe

GP

GLP

312

Guam

GU

GUM

316

Guatemala

GT

GTM

320

Guernsey

GG

GGY

831

Guinea

GN

GIN

324

Guinea-Bissau

GW

GNB

624

Guyana

GY

GUY

328

Haiti

HT

HTI

332

Heard Island and McDonald Islands

HM

HMD

334

Holy See (Vatican City State)

VA

VAT

336

Honduras

HN

HND

340

Hong Kong

HK

HKG

344

Hungary

HU

HUN

348

Iceland

IS

ISL

352

India

IN

IND

356
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Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

Indonesia

ID

IDN

360

Iran, Islamic Republic of

IR

IRN

364

Iraq

IQ

IRQ

368

Ireland

IE

IRL

372

Isle of Man

IM

IMN

833

Israel

IL

ISR

376

Italy

IT

ITA

380

Jamaica

JM

JAM

388

Japan

JP

JPN

392

Jersey

JE

JEY

832

Jordan

JO

JOR

400

Kazakhstan

KZ

KAZ

398

Kenya

KE

KEN

404

Kiribati

KI

KIR

296

Korea, Democratic People's Republic of

KP

PRK

408

Korea, Republic of

KR

KOR

410

Kuwait

KW

KWT

414

Kyrgyzstan

KG

KGZ

417

Lao People's Democratic Republic

LA

LAO

418

Latvia

LV

LVA

428

Lebanon

LB

LBN

422

Lesotho

LS

LSO

426

Liberia

LR

LBR

430

Libya

LY

LBY

434

Liechtenstein

LI

LIE

438

Lithuania

LT

LTU

440

Luxembourg

LU

LUX

442

Macao

MO

MAC

446

Macedonia, the Former Yugoslav Republic of

MK

MKD

807

Madagascar

MG

MDG

450

Malawi

MW

MWI

454

Malaysia

MY

MYS

458

Maldives

MV

MDV

462

Mali

ML

MLI

466
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Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

Malta

MT

MLT

470

Marshall Islands

MH

MHL

584

Martinique

MQ

MTQ

474

Mauritania

MR

MRT

478

Mauritius

MU

MUS

480

Mayotte

YT

MYT

175

Mexico

MX

MEX

484

Micronesia, Federated States of

FM

FSM

583

Moldova, Republic of

MD

MDA

498

Monaco

MC

MCO

492

Mongolia

MN

MNG

496

Montenegro

ME

MNE

499

Montserrat

MS

MSR

500

Morocco

MA

MAR

504

Mozambique

MZ

MOZ

508

Myanmar

MM

MMR

104

Namibia

NA

NAM

516

Nauru

NR

NRU

520

Nepal

NP

NPL

524

Netherlands

NL

NLD

528

New Caledonia

NC

NCL

540

New Zealand

NZ

NZL

554

Nicaragua

NI

NIC

558

Niger

NE

NER

562

Nigeria

NG

NGA

566

Niue

NU

NIU

570

Norfolk Island

NF

NFK

574

Northern Mariana Islands

MP

MNP

580

Norway

NO

NOR

578

Oman

OM

OMN

512

Pakistan

PK

PAK

586

Palau

PW

PLW

585

Palestine, State of

PS

PSE

275

Panama

PA

PAN

591
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Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

Papua New Guinea

PG

PNG

598

Paraguay

PY

PRY

600

Peru

PE

PER

604

Philippines

PH

PHL

608

Pitcairn

PN

PCN

612

Poland

PL

POL

616

Portugal

PT

PRT

620

Puerto Rico

PR

PRI

630

Qatar

QA

QAT

634

Romania

RO

ROU

642

Russian Federation

RU

RUS

643

Rwanda

RW

RWA

646

Reunion

RE

REU

638

Saint Barthelemy

BL

BLM

652

Saint Helena

SH

SHN

654

Saint Kitts and Nevis

KN

KNA

659

Saint Lucia

LC

LCA

662

Saint Martin (French part)

MF

MAF

663

Saint Pierre and Miquelon

PM

SPM

666

Saint Vincent and the Grenadines

VC

VCT

670

Samoa

WS

WSM

882

San Marino

SM

SMR

674

Sao Tome and Principe

ST

STP

678

Saudi Arabia

SA

SAU

682

Senegal

SN

SEN

686

Serbia

RS

SRB

688

Seychelles

SC

SYC

690

Sierra Leone

SL

SLE

694

Singapore

SG

SGP

702

Sint Maarten (Dutch part)

SX

SXM

534

Slovakia

SK

SVK

703

Slovenia

SI

SVN

705

Solomon Islands

SB

SLB

90

Somalia

SO

SOM

706
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Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

South Africa

ZA

ZAF

710

South Georgia and the South Sandwich Islands

GS

SGS

239

South Sudan

SS

SSD

728

Spain

ES

ESP

724

Sri Lanka

LK

LKA

144

Sudan

SD

SDN

729

Suriname

SR

SUR

740

Svalbard and Jan Mayen

SJ

SJM

744

Swaziland

SZ

SWZ

748

Sweden

SE

SWE

752

Switzerland

CH

CHE

756

Syrian Arab Republic

SY

SYR

760

Taiwan, Province of China

TW

TWN

158

Tajikistan

TJ

TJK

762

United Republic of Tanzania

TZ

TZA

834

Thailand

TH

THA

764

Timor-Leste

TL

TLS

626

Togo

TG

TGO

768

Tokelau

TK

TKL

772

Tonga

TO

TON

776

Trinidad and Tobago

TT

TTO

780

Tunisia

TN

TUN

788

Turkey

TR

TUR

792

Turkmenistan

TM

TKM

795

Turks and Caicos Islands

TC

TCA

796

Tuvalu

TV

TUV

798

Uganda

UG

UGA

800

Ukraine

UA

UKR

804

United Arab Emirates

AE

ARE

784

United Kingdom

GB

GBR

826

United States

US

USA

840

United States Minor Outlying Islands

UM

UMI

581

Uruguay

UY

URY

858

Uzbekistan

UZ

UZB

860
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Two Letter CodeThree Letter CodeNumber Code
Country

(ISO)

(UN)

(UN)

Vanuatu

VU

VUT

548

Venezuela

VE

VEN

862

Vietnam

VN

VNM

704

British Virgin Islands

VG

VGB

92

US Virgin Islands

VI

VIR

850

Wallis and Futuna

WF

WLF

876

Western Sahara

EH

ESH

732

Yemen

YE

YEM

887

Zambia

ZM

ZMB

894

Zimbabwe

ZW

ZWE

716

Source: Worldatlas (2017)
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Table A6.1: Summary Statistics of Firms
No. of

Output

Capital

Labour

Intermediate

Obs.

(USD

(USD

(No. of

Input

millions)

millions)

Employees)

(USD millions)

2007
Whole Sample

1,197

14.3

Exporters

452

29.5

Non-exporters

745

7.54
14.1

5.03

3.59

266.5
557.8
89.8

9.19
19.4
3.02

2013
Whole Sample

1,052

44.6

18.1

240.4

15.9

Exporters

303

130.0

39.0

622.3

38.9

Non-exporters

749

10.2

85.9

6.6

9.67
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Technical efficiency by DEA
DEA analysis is a non-parametric approach that uses a linear programming technique to
derive the production frontier, by assigning weights to the inputs and outputs that give it
the best possible efficiency. It then converts inputs and outputs of each firm into a scalar
measure known as efficiency that shows the distance of the firm from the frontier.
Suppose, there are k=1,….,n firms in the industry. For each firm k an input vector

x k  ( x1k ,..., x Nk )   N comprised of N inputs is used for producing M outputs, denoted by
output vector y  ( y1 ,..., yM )   .
k

k

k

M

Each k firm is free to use different technology Tk where,





T k  xk , y k : xk

can

produce



yk .

(4.4)
An equivalent expression of the technology by output sets is P k .
Pk (xk )  {yk : xk

can

produce

y k } , x   .
k

N

(4.5)
With the assumption that the technology follows the regularity axioms of production
theory, the output-oriented Shepherd (1970) distance function is defined as:
𝐷0𝑘 (𝑥 𝑘 , 𝑦 𝑘 ) ≡ 𝑖𝑛𝑓{𝜃: 𝑦 𝑘 /𝜃 ∈ 𝑃𝑘 (𝑥 𝑘 )} where Dok : N  M  1  
(4.6)
This gives a complete charaterisation of the technology of firm k in the sense that,
𝐷0𝑘 (𝑥 𝑘 , 𝑦 𝑘 ) ≤ 1 ↔ 𝑦 𝑘 ∈ 𝑃𝑘 (𝑥 𝑘 ).
(4.7)
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This function is used as the criterion for ‘technical efficiency’ of firm k, since it gives the
distance (ranging between 1 and 0) of the point 𝑦 𝑘 in 𝑃𝑘 (𝑥 𝑘 ) from the upper boundary
of 𝑃𝑘 (𝑥 𝑘 ).
This efficiency concept often appears in the literature as a form known as Farrell outoriented efficiency:
𝑇𝐸 𝑘 (𝑥 𝑘 , 𝑦 𝑘 ) ≡ 𝑚𝑎𝑥{𝜃: 𝜃𝑦 𝑘 ∈ 𝑝𝑘 (𝑥 𝑘 )} = 1/𝐷0𝑘 (𝑥 𝑘 , 𝑦 𝑘 ).
(4.8)
Group efficiency
To compare the efficiency between different groups of firms this research uses the
concept of the mean and aggregate efficiencies proposed in Simar and Zelenyuk (2007).
This concept is derived from the concepts of revenue and allocative efficiencies along
with technical efficiencies.
k
k
The dual characterisation of P ( x ) through the revenue function is as follows:

𝑅 𝑘 (𝑥 𝑘 , 𝑝) ≡ 𝑚𝑎𝑥𝑦 {𝑝𝑦: 𝑦 ∈ 𝑝𝑘 (𝑥 𝑘 )}
(4.9)
where 𝑝 = (𝑝1 , … … , 𝑝𝑀 ) ∈ ℜ𝑀
++ presents the vector of output prices. The revenue
function 𝑅 𝑘 (𝑥 𝑘 , 𝑝) is also dual to the distance function48 𝐷0𝑘 (𝑥 𝑘 , 𝑦 𝑘 ) as,
𝐷0𝑘 (𝑥 𝑘 , 𝑦 𝑘 ) ≡ 𝑠𝑢𝑝𝑦 {𝑝𝑦 𝑘 : 𝑦 ∈ 𝑅 𝑘 (𝑥 𝑘 , 𝑝) ≤ 1}.
(4.10)
It is a natural criterion in the dual framework to measure firm efficiency in terms of
revenue efficiency. 49 The revenue efficiency related to the observation (𝑥 𝑘 , 𝑦 𝑘 ) is
defined as:

48

The regulatory axioms and convexity property of the output set allow to achieve this (see Färe and
Primount (1995) for details).
49 We

can calculate revenue efficiency if output prices are available (Coelli et al. 2005).
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𝑅𝐸 𝑘 (𝑥 𝑘 , 𝑦 𝑘 , 𝑝) ≡ 𝑅 𝑘 (𝑥 𝑘 , 𝑝)/ 𝑝𝑦 𝑘 .
(4.11)
Applying Mahler’s inequality in the equation 4.10 derives the following:
𝑅 𝑘 (𝑥 𝑘 , 𝑝) ≥ 𝑝𝑦 𝑘 /𝐷0𝑘 (𝑥 𝑘 , 𝑦 𝑘 ).
(4.12)
The multiplicative residual that closes equation 4.12 is interpreted as the allocative
efficiency50 of the firm k, and is written as,
𝐴𝐸 𝑘 (𝑥 𝑘 , 𝑦 𝑘 , 𝑝) ≡ 𝑅𝐸 𝑘 (𝑥 𝑘 , 𝑦 𝑘 , 𝑝)/𝑇𝐸 𝑘 (𝑥 𝑘 , 𝑦 𝑘 ).
(4.13)
Equation 4.13 is useful in the aggregation of the technical efficiencies of the firms into
sub-groups.
Now, consider a sub-group l with 𝑛1 firms from the original group of n firms. This subgroup’s input allocation vector is 𝑋 𝑙 = (𝑥 𝑙,1 , … … . . 𝑥 𝑙,𝑛1 ) and the output vector is
𝑙

𝑛
𝑌 (𝑥 𝑙 ) = ∑𝑘 1 𝑦 𝑘 .

This linear structure of the aggregation of the output set is used by Färe & Zelenyuk
(2003) to derive the aggregate technology of all firms in group l:
𝑛1

𝑃

𝑙

(𝑋 𝑙 )

≡ ∑ 𝑃𝑙,𝑘 (𝑥 𝑙,𝑘 ).
𝑘=1

(4.14)
The convexity conditions for the individual output sets ensures the convexity of the group
𝑙

output set 𝑃 (𝑥 𝑙 ).
Use of this group technology leads to the revenue function of the of lth group as,

50

Allocative efficiency can be calculated when the input prices are available (Coelli et al. 2005).
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𝑙

𝑙

𝑅 (𝑋 𝑙 , 𝑝) ≡ 𝑚𝑎𝑥𝑦 {𝑝𝑦 ∶ 𝑦 ∈ 𝑃 (𝑋 𝑙 )}
(4.15)
and the revenue efficiency of the sub-group l is
𝑙

𝑙

𝑙

𝑅𝐸 (𝑋 𝑙 , 𝑌 , 𝑝) ≡ 𝑅 (𝑋 𝑙 , 𝑝)/ 𝑝𝑌

𝑙

(4.16)
According to the theorem proposed by Simar and Zelenyuk (2007), the maximal revenue
of the sub-group of firms is equal to the sum of the maximal revenues of all its member
firms:
𝑛1
𝑙

𝑙

𝑙

𝑅 (𝑋 , , 𝑝) ≡ ∑ 𝑅 𝑅𝑙,𝑘 (𝑋𝑙,𝑘 , 𝑝).
𝑘=1

(4.17)
The corollary of this theorem states that, the aggregate revenue efficiency of this group is
equal to the weighted sum of the revenue efficiencies of all individual firms in the group.
𝑛1
𝑙

𝑙

𝑅𝐸 (𝑋 𝑙 , 𝑌 , 𝑝) ≡ ∑ 𝑅𝐸𝑙,𝑘 (𝑥 𝑙,𝑘 , 𝑦 𝑙,𝑘 𝑝). 𝑆𝑙,𝑘
𝑘=1

(4.18)
where
𝑙

𝑆𝑙,𝑘 = 𝑝𝑦 𝑙,𝑘 /𝑝𝑌 ,

𝑘 = 1, . . 𝑛1 .
(4.19)

The above corollary with equation 4.13 shows that the aggregate revenue efficiency of
the firms in the group can be disaggregated into the weighted sum of technical efficiencies
and allocative efficiencies, that is,
𝑙

𝑙

𝑙

𝑙

𝑅𝐸 (𝑋 𝑙 , 𝑌 , 𝑝) = 𝑇𝐸 × 𝐴𝐸 ,
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(4.20)
where
𝑙

𝑙

𝑙,𝑘
𝑙,𝑘 𝑙,𝑘 𝑙,𝑘
𝐴𝐸 ≡ ∑𝑛1
𝑘=1 𝐴𝐸 (𝑥 , 𝑦 ). 𝑆𝑎𝑒

𝑙,𝑘 𝑙,𝑘 𝑙,𝑘
𝑙,𝑘
𝑇𝐸 ≡ ∑𝑛1
𝑘=1 𝑇𝐸 (𝑥 , 𝑦 ). 𝑆 ,

(4.21)
and
𝑙

𝑛

𝑙,𝑘
1
𝑆𝑙,𝑘 ≡ 𝑝𝑦 𝑙,𝑘 /𝑝𝑌 , 𝑆𝑎𝑒
= 𝑝(𝑦 𝑙,𝑘 𝑇𝐸𝑙,𝑘 (𝑥 𝑙,𝑘 , 𝑦 𝑙,𝑘 ))/𝑝 ∑𝑘=1
(𝑦 𝑙,𝑘 𝑇𝐸𝑙,𝑘 (𝑥 𝑙,𝑘 , 𝑦 𝑙,𝑘 ))

𝑘 = 1, . . 𝑛1 .
(4.22)
The weights used for the aggregation are derived from the output prices that are assumed
to be same for all the firms in the group. This assumption is consistent with neoclassical
economic models.
The maximal revenue of the group of firms is the aggregate of the maximal revenues of
all mutually exclusive L sub-groups. Formally:
𝐿
𝑙

𝑙

𝑅 (𝑋 , , 𝑝) ≡ ∑ 𝑅 (𝑋 𝑙 , 𝑝).
𝑙=1

(4.23)
So, for the whole group of firms, the revenue efficiency is calculated as the weighted
aggregate of the revenue efficiencies of all mutually exclusive L sub-groups when the
weights are expressed as the revenue shares of the sub-groups. Formally:
𝐿
𝑙

𝑙

𝑙

𝑅𝐸 (𝑋 𝑙 , 𝑌 , 𝑝) ≡ ∑ 𝑅𝐸 (𝑋 𝑙 , 𝑌 , 𝑝). 𝑆 𝑙
𝑙=1

(4.24)
where
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𝑙

𝑙

𝑆 𝑙 = 𝑝𝑌 /𝑝 ∑𝐿𝑙=1 𝑌 .
(4.25)
The aggregate revenue efficiency of the entire group of firms can be disaggregated to the
weighted sum of technical efficiency and the allocative efficiency of the mutually
exclusive sub-groups of firms. The weights for the technical efficiency are derived from
the observed revenue shares of the sub-groups and weights for the allocative efficiency
derived from the revenue shares corrected for sub-group technical efficiency.
Accordingly, the following results can be derived through this corollary.
𝑅 (𝑋, 𝑌, 𝑝) ≡ 𝑇𝐸 ⨉𝐴𝐸
(4.26)
where

𝑙

𝑙

𝑇𝐸 ≡ ∑𝐿𝑙=1 𝑇𝐸 . 𝑆 𝑙
𝑙

𝑆 𝑙 = 𝑝, 𝑌 /𝑝 ∑𝐿𝑙=1 𝑌

𝑙

𝑙
𝐴𝐸 ≡ ∑𝐿𝑙=1 𝐴𝐸 . 𝑆𝑎𝑒
𝑙

𝑛

𝑙

𝑙

𝑙
1
𝑆𝑎𝑒
= 𝑝𝑌 𝑇𝐸 /𝑝 ∑𝑘=1
𝑌 𝑇𝐸 , 𝑙 = 1, . . , 𝐿

(4.27)
Therefore, the efficiencies of the sub-groups of firms can be aggregated to the efficiency
of the entire group of firms, since efficiencies of the individual firms in the sub-group can
be aggregated into the efficiency of that sub-group of firms.
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Bootstrapped mean and aggregate efficiency of sub-groups
Following Simar and Zelenyuk (2007), this research uses two stage method to calculate
the bootstrapped mean and aggregate efficiency of sub-group of firms and compare them.
The first stage involves calculation of the bootstrap mean and aggregate efficiencies of
the sub-groups. The second stage compares the efficiency scores of these sub-groups.
Stage 1: The following algorithm is used to calculate the bootstrap mean and aggregate
efficiency of the sub-group of firms.
1) Technical efficiency of each of the firms in the sub-group is estimated.
2) These technical efficiencies are used to calculate the mean and output weighted
aggregate efficiencies of the sub-groups.
3) Bootstrapped sequence is calculated by sub-sampling with replacements
independently from data on each sub-group of the original sample.
4) Technical efficiencies are calculated with these bootstrapped sequences.
5) Meand and output weighted aggregate efficiencies are calculated with these
technical efficiencies and output share.
6) Steps 3 to 5 are repeated for the bootstrap times.
Stage 2: In this stage, the mean and aggregate efficiencies of the sub-group of firms are
compared using the following steps.
1) Ratio of the mean efficiencies of the two sub-groups are calculated for each
bootstrap set.
2) Confidence intervals of the ratios for mean efficiencies of the these two groups
are calculated for the all bootstrap sets.
3) If the confident interval does not include ‘1’ the null hypothesis of the equality
of the mean and aggregate efficiencies of these two sub-groups is rejected.
4) Steps 1 to 3 are repeated for the comparing aggregate efficiencies of the these
two sub-group of firms.
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Global Malmquist Productivity Indices
This research uses Global Malmquist Productivity Indices (GMPI) proposed by Pastor
and Lovell (2005). It considers a panel of firms k=1,… ...,n that are operating in time
periods t=1, … …, T. Firms’ input and output sets are given by vectors

x k  ( x1k ,..., xNk )   N and y k  ( y1k ,..., yMk )  M respectively. This method defines two
types of technologies. The first type is ‘contemporaneous benchmark technology’
denoted by 𝑇𝑐𝑡 = {(𝑥 𝑡 , 𝑦 𝑡 ): 𝑥 𝑡 𝑐𝑎𝑛 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑦 𝑡 } . The second type of technology is
‘global benchmark technology’ denoted by 𝑇𝑐𝐺 = 𝑐𝑜𝑛𝑣{𝑇𝑐1 ∪ … ∪ 𝑇𝑐𝑇 }. Both these
technologies satisfy constant return to scale as shown by the subscript c.
The GMPI 𝑇𝑐𝐺 is defined as,
𝑀𝑐𝐺 (𝑥 𝑡 , 𝑦 𝑡 , 𝑥 𝑡+1 , 𝑦 𝑡+1 )

𝐷𝑐𝐺 (𝑥 𝑡+1 + 𝑦 𝑡+1 )
≡
𝐷𝑐𝐺 (𝑥 𝑡 , 𝑦 𝑡 )
(4.28)

𝑀𝑐𝐺 can be further decomposes as:
𝑀𝑐𝐺 (𝑥 𝑡 , 𝑦 𝑡 , 𝑥 𝑡+1 , 𝑦 𝑡+1 ) =

𝐷𝑐𝑡+1 (𝑥 𝑡+1 + 𝑦 𝑡+1 )
𝐷𝑐𝐺 (𝑥 𝑡+1 + 𝑦 𝑡+1 )
𝐷𝑐𝑡 (𝑥 𝑡 , 𝑦 𝑡 )
×
{
×
}
𝐷𝑐𝑡 (𝑥 𝑡 , 𝑦 𝑡 )
𝐷𝑐𝑡+1 (𝑥 𝑡+1 + 𝑦 𝑡+1 ) 𝐷𝑐𝐺 (𝑥 𝑡 , 𝑦 𝑡 )

𝑇𝐸𝑐𝑡+1 (𝑥 𝑡+1 + 𝑦 𝑡+1 )
𝐷𝑐𝐺 (𝑥 𝑡+1 + 𝑦 𝑡+1 )/𝐷𝑐𝑡+1 (𝑥 𝑡+1 + 𝑦 𝑡+1 )
=
×{
}
𝑇𝐸𝑐𝑡 (𝑥 𝑡 , 𝑦 𝑡 )
𝐷𝑐𝐺 (𝑥 𝑡 , 𝑦 𝑡 )/𝐷𝑐𝑡 (𝑥 𝑡 , 𝑦 𝑡 )
= 𝐸𝐶𝑐 × {

𝐵𝑃𝐺𝑐𝐺,𝑡+1 (𝑥 𝑡+1 +𝑦 𝑡+1 )
𝐵𝑃𝐺𝑐𝐺,𝑡 (𝑥 𝑡 ,𝑦 𝑡 )

} = 𝐸𝐶𝑐 × 𝐵𝑃𝐶𝑐 .
(4.29)

Here, 𝐸𝐶𝑐 is the efficiency change indicator and 𝐵𝑃𝐶𝑐 is the technical change.
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