We study the existence of solution for a boundary value problem at resonance where the nonlinearity depends only on the derivative. In a sense, we can say that the problem considered is strongly resonant. Our proofs make use of the Lyapunov-Schmidt reduction; in so doing, we are led with the asymptotic estimate of the corresponding bifurcation equation.  2004 Elsevier Inc. All rights reserved.
Introduction
In this work we are concerned with the problem: This kind of resonant problems have been extensively studied when the nonlinear term f depends on t, u. In this very classical case, the pioneering work of Landesman and Lazer [16] (see also [15] ) has given rise to a lot of work in the matter, mostly related to PDE problems. Some of these papers allow a restricted dependence of f on the derivatives (see, for instance, [3, 10, 18] ). The case with f depending essentially on the derivative is qualitatively different. In particular, Landesman-Lazer type results are not generally verified in this framework. This problem was first studied in the papers [4, 13, 17] ; since then, many other authors have contributed to the study of problem (1.1), like [9, 11, 14] , and more recently [2, 7, 8] . Some of the previous work concerns the case in which f is continuous, odd and increasing. Other results have been given if the external force h is supposed to be small, as in [13] (see also [11] , where it is also assumed that g(0) = 0, g (0) = 0, so that one can pass to the limit problem at zero). In [2] the PDE case is studied, but again when h is small. One of the main features of our work is that the results hold for external forces not necessarily small, and under very weak hypotheses on the nonlinear term f .
u (t) + u(t) + f u (t) = h(t), t ∈ [0, π], u(0)
Note that if f were constantly equal to zero, the Fredholm alternative would imply that problem (1.1) has a solution if and only if π 0 h(t) sin t dt = 0. This motivates the split h(t) =h(t) + r sin t, where r ∈ R and π 0h (t) sin t dt = 0. Our intention is to fixh, not necessarily small, and study the existence of solution depending on the parameter r.
Let us denote Ih = {r ∈ R: (1.1) has a solution}. It is well known that Ih is a nonempty bounded interval (this is true for any bounded continuous nonlinearity, see [1] , for example); moreover, 0 ∈ Ih. However, it is not yet known if Ih may be degenerate, that is, Ih = {0}.
In [9] the interval Ih is studied under the further hypotheses on f :
for some C > 0, β > 1, and x large.
Under these additional conditions Drábek, Girg, and Roca [9] prove that Ih cannot be degenerate: moreover, they also study the position of the extrema a 1 (h) = inf Ih, a 2 (h) = sup Ih, with respect to zero (see also [7, 8] for more information about this question). In their proofs they use conditions (1)-(3) in an essential way, as well as the fact thath is uniformly bounded. In this paper we prove the nondegeneracy of Ih under the only additional assumption that f has bounded variation in R. Furthermore, we also obtain information about the position of a 1 (h) and a 2 (Ih) with respect to zero. When f is odd, we extend the results of [9] , but without the assumptions (1), (3) . Moreover, we shall observe that when f is not odd, the even part of f will play an interesting role on the location of a 1 (h), a 2 (h). Finally, we give a multiplicity result if the even part of f exhibits an oscillatory behavior.
The proofs use the Lyapunov-Schmidt reduction. In so doing, we are led with the estimate of the so-called bifurcation equation. Specifically, we obtain that Ih = Im Γ , where Γ is a multivalued application defined by
It is easy to show that lim a→±∞ Γ (a) = 0; in this work we give a complete description of the asymptotics of the expression aΓ (a), with a → ±∞. We remark that the arguments used in the study of the asymptotic behavior of (1.2) are completely different from the reasonings of [9] . Actually, we give a more precise asymptotic result, see Theorem 2.2.
The results
As we mentioned in the introduction, we study the existence of solutions for the problem:
The hypothesis we will assume on f is the following:
[H] The function f : R → R is continuous and has bounded variation in R. Moreover,
Our approach is to fixh ∈ L 1 (0, π) and to study the existence of solution depending on the parameter r ∈ R. In our proofs we use the Lyapunov-Schmidt reduction. First, let us fix some notation. We shall denote by X the space L 1 (0, π) with its usual norm u 1 = π 0 |u(t)| dt. We will also make use of the Sobolev space
, with the · w norm. We understand a solution of (2.1) in the strong sense, that is, as a function in D verifying the differential equation (2.1) almost everywhere.
Define the operators
Observe that L is a linear continuous operator and that N is a continuous operator which is uniformly bounded. Moreover, N is compact. In order to see this, observe that the map:
is compact because of the compact embedding W 1,1 (0, π) → X. Clearly, we also have that the Nemitski operator
is continuous and uniformly bounded. Since
Problem (2.1) may be rewritten as
We have already motivated the split X =X ⊕X withX = {u ∈ X: π 0 u(t) sin t dt = 0} andX = {a sin(·): a ∈ R}. We also denote P : X →X the usual projection, that is:
Observe that Ker L =X and Im L =X. Furthermore, the operator L : D ∩X →X is one-to-one; denote its inverse as
which is obviously continuous.
We can decompose any u ∈ D as u =ũ + a sin(·), with a ∈ R andũ ∈ D ∩X. Then, problem (2.2) is equivalent to the system:
Since N is compact and uniformly bounded, for any a ∈ R there exists a solutionũ of (2.3) (this follows from the Schauder fixed point theorem). Let us define
We also have an uniform bound in the sense that there exists M > 0 independent of a ∈ R such that ũ w < M for anyũ ∈ Σ a . In particular, we have the estimate ũ C 1 < M (by increasing M if necessary), which will be of use later.
Hence, to study the existence of solution for (2.1), it suffices to see whether (2.4) is verified on the solution set Σ or not. By using the specific definition of P , we obtain that (2.4) holds if and only if
Recall that we had defined Ih = {r ∈ R: (2.1) has a solution}; then, it follows that Ih = Im Γ , where Γ is defined as
We shall adopt another point of view, which is to consider Γ as a possibly multivalued application defined on R as
The procedure developed so far is typical in the Lyapunov-Schmidt reduction, and works for any bounded continuous nonlinearity f (see, for instance, [6] ). The specific nature of problem (2.1) will now show up.
As we mentioned above, we are interested in the estimate of the expression defining Γ . Note that, since f (+∞) + f (−∞) = 0 andũ are uniformly bounded in the C 1 norm, the Lebesgue convergence theorem yields that lim a→±∞ Γ (a) = 0. Before going further, it is convenient to make some comments about convergence of a multivalued application. We say that lim a→+∞ Γ (a) = 0 in the uniform sense, that is
In the same spirit, we will say that Σ a → η in a certain norm · (as a → +∞) if
Analogously we can define the limit when a → −∞.
Let us denote a 1 = a 1 (h) = inf Ih, and a 2 = a 2 (h) = sup Ih. Coming back to our problem, since lim a→±∞ Γ (a) = 0, we obtain that a 1 0 a 2 .
Our aim is to obtain an asymptotic expression for aΓ (a) = {ax: x ∈ Γ (a)} when |a| → +∞. In so doing, we will obtain information about the location of the extrema a 1 and a 2 . We shall first study how the functionsũ ∈ Σ a behave when |a| tends to infinity; this will be carried out in the next lemma. 
where z = K(h), that is, the unique solution inX ∩ D of the linear problem:
Proof. Take a ∈ R,ũ ∈ Σ a , that is,ũ + a sin(·) is a solution for (2.3). In other words, u ∈ D ∩X verifies the equatioñ
for almost every t ∈ [0, π]. We first study the convergence of the right-hand side when a → +∞. The expression
tends to zero as explained above. Moreover, by using the Lebesgue convergence theorem we obtain that the term −f (ũ (t) + a cos t) converges in the norm · 1 towards the function f (+∞)γ (t), where
So, we obtain that the right-hand side of (2.7) tends to the functionh + f (+∞)γ in the · 1 norm when a → +∞. Since the operator
is continuous, we have that
in the · w norm. Now it suffices to check that in fact K(γ ) = ξ .
When a → −∞, we can argue in an analogous way; the only difference is that now the term −f (ũ (t) + a cos t) converges to −f (+∞)γ (t) in · 1 . 2 Remark 1. In the previous proof we have not paid much attention to the uniformity of the convergence. Moreover, observe that we have used the Lebesgue convergence theorem, which is stated for sequences. Both objections may be solved by taking a n → +∞ and u n ∈ Σ a n arbitrary. In the sequel we will argue in the same way with no further comment.
Remark 2.
The fact that the limits in +∞ and −∞ of Σ a are different is very important. Roughly speaking, this allows us to break the symmetry of the problem, which will be essential to prove the nondegeneracy of Ih.
We point out that the function z = K(h) may be written in terms ofh as
where λ ∈ R is uniquely chosen so that z ∈X, that is, π 0 z(t) sin t dt = 0. We now study the asymptotics of the expression aΓ (a). We will make use of the following notation: let α, β : R → R, two (possibly multivalued) maps: we say that α ∼ β as a → ±∞ if lim a→±∞ α(a) − β(a) = 0, where the difference α − β is defined as
The next theorem is the main result of the paper; most of the results exposed later are consequences of it.
Theorem 2.2. Under condition [H], it follows:
As a consequence, we have:
Proof. Take a → +∞ andũ ∈ Σ a . Thanks to Lemma 2.1, we have thatũ a →ũ + = z + f (+∞)ξ in W 2,1 ; in particular, this convergence holds in C 1 . Our aim is to estimate the expression
By making the change of variable s = a cos t, we obtain:
For the sake of clarity of the notation, we henceforth denote ζ =ũ + (π/2). We claim that the first term tends to zero as a → +∞. In order to prove that, we shall use Lebesgue dominated convergence theorem. Define j a : R → R as
Clearly, for any fixed s ∈ R, j a (s) converges to zero. Hence, it suffices to show the existence of certain j ∈ L 1 (R) such that |j a (s)| < j (s) for all a ∈ R.
We now use the fact that f has bounded variation. This means that the derivative of f is a real bounded measure µ, that is to say, f (y)− f (x) = y x dµ for any x, y ∈ R. Denote by |µ| the variation of µ (see, for instance, [5, 12] ). Taking into account the uniform estimate ũ C 1 < M, we have:
Therefore, we intend to prove that the function
actually belongs to L 1 (R). For this purpose we shall use Fubini theorem for positive functions. In what follows the usual Lebesgue measure is denoted by λ (but dλ will be replaced with ds, as usual). We also define S = {(s, v) ∈ R 2 : |s − v| M}. Thus, we obtain
So, the claim is proved. Then, we have:
Finally, from the expression defining z and ξ (see (2.6), (2.8)) we have that:
We now briefly sketch the study of the asymptotics of Γ when a → −∞. If we definẽ u − = z − f (+∞)ξ , we may obtain, analogously as above: For the sake of simplicity in the statement of our results, we henceforth assume that f (+∞) > 0. The next theorem is a generalization of the main result of [9] . 
Remark 4. In [7, 8] it is proved that the previous result is sharp. In other words, some examples are given to show that one cannot conclude the inequality a 2 (h) > 0 (or a 1 (h) < 0) without further hypotheses.
Moreover, if f is not odd, the even part may play a role in the location of the extrema a 1 and a 2 . Actually, we have:
In the previous notations we admit the possibilities l − = ±∞, l + = ±∞. Then
One can easily observe that in the previous theorem at least one of the conditions (1) or (2) must be verified. An interesting consequence is that if l − = −∞, then a 1 (h) is strictly negative for anyh ∈X. This is a qualitative difference with respect to the case of odd nonlinearities, where the inequality a 1 < 0 depends on the external forceh (see Remark 4 and [7, 8] ). Analogously, if l + = +∞ then a 2 (h) is strictly positive for anyh.
We now turn our attention to multiplicity results. In [11] it is proved that whenever r ∈ (a 1 , a 2 ) − {0}, there are at least two solutions. Then, we can use Theorem 2.5 to provide the existence of two solutions for r small and negative (if (1) holds) or positive (when (2) is verified).
If the even part of the nonlinear term is oscillatory (in a sense), we can give new results about multiplicity of solutions. Theorem 2.6. Suppose that l − < l + , and that either
Then a 1 < 0 < a 2 . Moreover, for every n ∈ N there exists ε n ∈ R such that problem (2.1) admits at least n solutions whenever |r| < ε n . In particular, if r = 0, there are infinitely many solutions. Those solutions tend to +∞ if (a) is verified and to −∞ if (b) holds.
Proof. Suppose that (a) holds. Then, the estimates given in Theorem 2.2 yields that the expression Γ (a) oscillates around zero an infinity number of times when a tends to +∞. Take ε 1 > 0 small and a, a large enough so that Γ (a) > ε 1 > 0 > −ε 1 > Γ (a ) (by Γ (a) > ε we mean x > ε for every x ∈ Γ (a)). Suppose, for instance, that a < a .
It is well known [1] that there exists Σ ⊂ Σ connected so that P (Σ) = [a, a ] (recall that P is the projection onto the spaceX, which is now identified with R). Therefore, problem (2.1) has a solution in Σ whenever r ∈ [−ε 1 , ε 1 ]. The fact that we can locate the solutions in Σ allows us to provide any number of solutions for r sufficiently small; we just need to repeat the previous procedure for another values a, a larger than the previous ones.
If (b) holds, the above argument can be developed in a very similar way. The only difference is that now Γ (a) oscillates around zero when a tends to −∞; therefore, the values a, a must be chosen negative. 2 Remark 5. An important consequence of the previous theorem is the following; if we have that l − = −∞ and l + = +∞, then (a) and (b) are verified independently ofh. Therefore, the assertion of Theorem 2.6 holds for anyh ∈X. Moreover, the infinite number of solutions of (2.1) for r = 0 tend to +∞ and −∞.
Let us show such an example. Define f (x) = t (x) + g(x) where t is odd and verifies condition [H] , and g is the even part defined as g(x) = cos ln 1 + |x| √ 1 + |x| .
Clearly f has bounded variation (to see that, it suffices to check that the derivative of g belongs to L 1 (R)), so, the function f verifies condition [H] .
We now compute the primitive of g: 
