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We give a complete discussion of the C1 or analytic regularity of blow-up curves
for Cauchy problems or some mixed problems for the Liouville equation in one space
dimension. In the case of mixed problems, the regularity results depend on the
boundary condition: actually, we show the existence of a sequence of boundary
conditions for which the regularity of the blow-up curve is better than in the general
case. # 2002 Elsevier Science (USA)
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In [4, 5], the C1 regularity of the blow-up curve of C3 solutions to Cauchy
(or some mixed) problems for a class of semilinear wave equations with
exponential nonlinearities in one space dimension has been proved. (See also
[1, 2] for the study of the blow-up curve for Cauchy problems for equations
with power nonlinearities.) Examples of smoother solutions with a smoother
blow-up curve can be found in [6–9]. In the present paper, we consider the
Liouville equation &u ¼ eu in one space dimension and give a complete
discussion of the C1 or analytic regularity of blow-up curves for Cauchy (or
some mixed) problems. In particular, we show the existence of a sequence
of oblique derivative boundary conditions for which the blow-up curve is
smoother than in the general case we consider. Actually, we relate the
regularity of the blow-up curve near a point to the regularity of the initial
data near the backward characteristics (broken or not) through that point.
Our paper is organized as follows. In Section 2, we state our results
precisely, and prove them in Sections 3–6. A number of useful results from224
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BLOW-UP CURVE REGULARITY FOR THE LIOUVILLE EQUATION 225[4, 5] or which are immediate consequences of the results of [4, 5] are
collected in an appendix at the end of the paper.
2. STATEMENT OF THE RESULTS
In this paper all functions will be real-valued. We shall put Rþ ¼ fs 2
R; s > 0g; Rþ ¼ fs 2 R; s50g:
We shall consider the Cauchy problem (for functions of ðx; tÞ)
&u ¼ eu if x 2 R; t > 0; ð2:1Þ
@jt u ¼ cj if x 2 R; t ¼ 0; j ¼ 0; 1; ð2:2Þ
where& ¼ @2t 	 @
2
x and cj 2 C
3	jðRÞ; j ¼ 0; 1: We shall also study the mixed
oblique derivative problem (with g 2 R=f1g throughout all this paper)
&u ¼ eu if x > 0; t > 0; ð2:3Þ
ux þ gut ¼ 0 if x ¼ 0; t > 0; ð2:4Þ
@jt u ¼ cj if x > 0; t ¼ 0; ð2:5Þ
where cj 2 C
3	jðRþÞ; j ¼ 0; 1; satisfy the compatibility conditions
c00ð0Þ þ gc1ð0Þ ¼ c
0
1ð0Þ þ gðc
00
0ð0Þ þ e
c0ð0ÞÞ ¼ c0000 ð0Þ þ gc
00
1ð0Þ ¼ 0: ð2:6Þ
Instead of (2.4), we shall also consider the Dirichlet boundary condition
u ¼ 0 if x ¼ 0; t > 0: ð2:7Þ
In the latter case, the compatibility conditions are
c0ð0Þ ¼ c1ð0Þ ¼ c
00
0ð0Þ þ 1 ¼ c
00
1ð0Þ ¼ 0: ð2:8Þ
Put E ¼ R in the case of problem (2.1), (2.2), E ¼ Rþ in the case of problems
(2.3)–(2.5) or (2.3), (2.7), (2.5). Let O E  Rþ be the maximal inﬂuence
domain in which the corresponding problem has a unique C3 solution. In
[4, 5] (where more general nonlinearities are considered), it is proved that
O ¼ fðx; tÞ 2 E  Rþ; t5jðxÞg where either j  þ1 or j 2 C1ðE;RþÞ:
Furthermore, if jcþ1; it is shown in [4, 5] that the following holds (for
more general nonlinearities):
(I) in the case of problem (2.1), (2.2), j 0j51 and uðy; sÞ ! þ1 as
s5jðyÞ and ðy; sÞ ! ðx;jðxÞÞ:
PAUL GODIN226(II) in the case of problem (2.3)–(2.5), j 0ðxÞj51 if x > 0; j0ð0Þ ¼ g if
jgj51 and j0ð0Þ ¼ 	1 otherwise. Also, uðy; sÞ ! þ1 if s5jðyÞ and ðy; sÞ !
ðx;jðxÞÞ for some x; where x > 0 if g > 1 and x50 if g51:
(III) in the case of problem (2.3), (2.7), (2.5), j 0ðxÞj51 if x > 0; j0ð0Þ
¼ 	1 and uðy; sÞ ! þ1 if s5jðyÞ and ðy; sÞ ! ðx;jðxÞÞ for some x > 0:
In the rest of this paper we shall always assume that
jcþ1; cj 2 C
3	jðEÞ; j ¼ 0; 1 ð2:9Þ
and that (2.6) (resp. (2.8)) are satisﬁed if we deal with the corresponding
mixed problem.
If U is an open subset of R; or of R2 or of Rþ; and if V is an open subset of
%U ; we shall denote byAðV Þ the set of all (real-valued) analytic functions on
V : IfF ¼ C1 orA and if z is a function on V ; we shall say that z 2F in V if
z 2FðV Þ: Each of the six theorems below is valid in the C1 and analytic
categories, so to economize notations we shall state them using F; where
F ¼ C1 or A:
Theorem 2.1. Assume that u is a solution to (2.1), (2.2), and that (2.9)
holds. Assume that x0 2 R and that ðc0;c1Þ 2F in an open neighborhood of
fx0 	 jðx0Þ; x0 þ jðx0Þg in R: Then j 2F in an open neighborhood of x0 in R:
In order to formulate the next result, we recall some facts about
compatibility conditions. If u 2 C1 in an open neighborhood U of ð0; 0Þ in
ðRþÞ2 and satisﬁes (2.3) in U ; it is easily checked that
@2mþjt u ¼ @
2m
x @
j
t uþ F2m;j; j ¼ 0; 1; m 2 N=f0g; ð2:10Þ
in U ; here, F2;0 ¼ eu; and, when 2mþ j53; F2m;j is a sum of terms of the
form G1ðeuÞG2ðð@kx@
l
t uÞ05kþl42mþj	2; l¼0;1), where all G1;G2 are monomials.
Differentiating (2.10) with respect to x yields
@2mþjt @xu ¼ @
2mþ1
x @
j
t uþ *F2m;j; j ¼ 0; 1; m 2 N=f0g; ð2:11Þ
in U ; here, *F2m;j is a sum of terms of the form *G1ðeuÞ
*G2ðð@kx@
l
t uÞ05kþl42mþj	1; l¼0;1Þ; where all *G1; *G2 are monomials. One can
check for later use that each monomial *G2 contains a factor @kx@
l
t u with k
odd.
Assume that (2.4) holds. Then @lt ðux þ gutÞð0; 0Þ ¼ 0 for all l 2 N; so using
(2.10) to express @lþ1t u and (2.11) to express @
l
t ux; we obtain the compatibility
conditions
cð2mþ1Þ0 ð0Þ ¼ 	 gc
ð2mÞ
1 ð0Þ þ lm;0;
cð2mþ1Þ1 ð0Þ ¼ 	 gc
ð2mþ2Þ
0 ð0Þ þ lm;1; ð2:12Þ
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H2ððc
ðkÞ
l ð0ÞÞ05kþl42mþj	1;l¼0;1Þ if mþ j > 0; where all H1;H2 are monomials
(H2 may be constant). If (2.7) holds instead of (2.4), we must have
@lt uð0; 0Þ ¼ 0 for all l 2 N; so now
cð2mÞj ð0Þ ¼ mm;j; j ¼ 0; 1; ð2:13Þ
if m 2 N; here, m0;j ¼ 0 if j ¼ 0; 1 and mm;j is a polynomial in the c
ðkÞ
l ð0Þ;
l ¼ 0; 1; 05k þ l42mþ j	 2 if m > 0:
It is well known that if V is an open neighborhood of 0 in Rþ and if
c0;c1 2FðV Þ satisfy (2.12) (resp. (2.13)), one can ﬁnd an open neighbor-
hood W of ð0; 0Þ in ðRþÞ2 such that any C2 solution (in W ) of (2.3), (2.4)
(resp. (2.7)), (2.5) belongs toFðW Þ: IfF ¼ C1; this can be shown, e.g. as in
the proof of Theorem 1 of [3]. If F ¼A; we denote by *cj; j ¼ 0; 1; C
1ðRÞ
functions which are analytic in an open neighborhood of 0 and such that
*cjðxÞ ¼ cjðxÞ if x > 0; j ¼ 0; 1: Let z be the solution to the Cauchy problem
&z ¼ ez if x 2 R; t > 0; @jt zðx; 0Þ ¼ *cjðxÞ if x 2 R; j ¼ 0; 1: Then z exists and is
analytic in an open neighborhood of ð0; 0Þ in R Rþ and ð@kt BzÞð0; 0Þ ¼ 0 for
all k 2 N; where Bz ¼ zx þ gzt if (2.12) is satisﬁed and Bz ¼ z if (2.13) is
satisﬁed. Hence, Bzð0; tÞ  0 for t50 small, and, by a uniqueness argument,
it follows that z is the only C2 solution of (2.3), (2.4) (resp. (2.7)), (2.5) in an
open neighborhood of ð0; 0Þ in ðRþÞ2:
Theorem 2.2. Assume that g=1; that u is a solution to (2.3), (2.4) (resp.
(2.7)), (2.5), and that (2.6), (2.9) holds. Assume that x0 > 0 and hold ðc0;c1Þ 2
F in an open neighborhood of fx0 þ jðx0Þ; jx0 	 jðx0Þjg in R
þ: Then the
following holds:
(I) If x0=jðx0Þ; then j 2F in an open neighborhood of x0 in R
þ:
(II) If x0 ¼ jðx0Þ and (2.12) (resp. (2.13)) holds for all m 2 N; then j 2F
in a neighborhood of x0 in R
þ:
Henceforth, if I is an interval of R and U is an open subset of I ; we shall
denote by CkþrðU Þ; k 2 N; 05r51; the set of all a 2 Ckð %UÞ such that
supx;y2U j@
kaðxÞ 	 @kaðyÞj jx	 yj	r5þ1: If a 2 CkþrðU Þ; we shall also say
that a 2 Ckþr in U : The regularity of j when x ¼ 0 actually depends on g; as
the next theorems show.
Theorem 2.3. Assume that 05jgj51:
(I) One can find a solution u to (2.3)–(2.5) such that (2.6), (2.9) hold, with
ðc0;c1Þ 2F in an open neighborhood of jð0Þ in R
þ and j 2F in an open
neighborhood of 0 in Rþ:
(II) One can find a solution u to (2.3)–(2.5) such that (2.6), (2.9) hold, with
ðc0;c1Þ 2A in an open neighborhood of jð0Þ in R
þ; j 2 Cgþ2 in an open
PAUL GODIN228neighborhood of 0 in Rþ but j 2 Cm in no open neighborhood of 0 in Rþ if
m > gþ 2:
When g ¼ 0 (Neumann problem), the situation is simple.
Theorem 2.4. Assume that g ¼ 0 and that u is a solution to (2.3)–(2.5),
such that (2.6), (2.9) hold. If ðc0;c1Þ 2F in an open neighborhood of jð0Þ in
Rþ; then j 2F in an open neighborhood of 0 in Rþ:
When jgj > 1; a discrete phenomenon appears. Put S ¼ fg 2 R; jgj > 1 and
2ðgþ1Þ
g	1 2 Ng: Actually if g 2 S; then either g > 1 or g ¼ 	3:
Theorem 2.5. Assume that jgj51 and g =2 S [ f1g; and that u is a solution
to (2.3)–(2.5), such that (2.6), (2.9) hold. If ðc0;c1Þ 2F in an open
neighborhood of jð0Þ in Rþ; then j 2 Cð3gþ1Þ=ðg	1Þ in an open neighborhood
of 0 in Rþ but j 2 Cm in no open neighborhood of 0 in Rþ if m > 3gþ1g	1 :
At the contrary, when g 2 S; j is more regular at 0:
Theorem 2.6. Assume that g 2 S and that u is a solution to (2.3)–(2.5)
such that (2.6) holds, or that u is a solution to (2.3), (2.7), (2.5) such that (2.8)
holds. Also assume that (2.9) holds. If ðc0;c1Þ 2F in an open neighborhood of
jð0Þ in Rþ; it follows that j 2F in an open neighborhood of 0 in Rþ:
The above results can be summarized as follows. As already mentioned in
the Introduction, we relate the regularity of the blow-up curve near a point
to the regularity of the initial data near the backward half-characteristics
(broken or not) through that point. For Cauchy problems, or when x > 0; or
when g 2 f0g [ S; or for the Dirichlet boundary condition, we obtain in this
way a result of propagation of F-regularity from the initial data to the
blow-up curve. If jgj51 but g =2 S [ f1g; such a result is always false when
x ¼ 0; whereas it is true for some (but not all) solutions if 05jgj51:
3. GENERALITIES AND PROOF OF THEOREMS 2.1, 2.2
(FOR g ¼ 0), AND 2.4
Throughout all this paper, we shall use the notations E;O;j as deﬁned in
Section 2, and also put
x ¼
t þ x
2
; Z ¼
t 	 x
2
; @x ¼ @t þ @x; @Z ¼ @t 	 @x;
a ¼ 1
2
1
2
u2Z 	 uZZ
 
; b ¼ 1
2
1
2
u2x 	 uxx
 
:
BLOW-UP CURVE REGULARITY FOR THE LIOUVILLE EQUATION 229It is easily checked that ax ¼ bZ ¼ 0 in O: These simple relations appear in
[7]. See also [5] for relations valid for somewhat more general nonlinearities.
Put w ¼ e	u=2: Then, of course,
wxx ¼ bw in O: ð3:1Þ
If x0 2 E; put x0 ¼
jðx0Þþx0
2
: Let B :R! R be the only function such that
BðxÞ ¼ bðx; tÞ if ðx; tÞ 2 O:
Proof of Theorem 2.1. Since ðc0;c1Þ 2F in an open neighborhood of
fx0 	 jðx0Þ; x0 þ jðx0Þg; it follows that u 2F in an open neighborhood of
fðx0 	 jðx0Þ; 0Þ; ðx0 þ jðx0Þ; 0Þg in R R
þ: In particular, we have B 2F in
the interval fx 2 R; jx	 x0j5dg if d is small enough. Taking d smaller if
necessary, we may assume that there exists P 2F in fx 2 R; jx	 x0j5dg
such that
P 0ðxÞ þ BðxÞ ¼ P 2ðxÞ; ð3:2Þ
if jx	 x0j5d: From (3.1) and (3.2), it follows that
@xðwx þ PwÞ ¼ P ðwx þ PwÞ; ð3:3Þ
if jx	 x0j5d and ðx; tÞ 2 O: Now, if U is a small open neighborhood of
ðx0;jðx0ÞÞ in R
2; one has a; b 2FðU \ OÞ: But wxx þ wZZ ¼ ðaþ bÞw; so
using standard elliptic theory (cf. e.g. [10]), we easily obtain that
u 2FðU \ OÞ: ð3:4Þ
Since j 0ðxÞj4y51 when x is close to x0 (cf. [4]), it follows in particular from
(3.4) that one can ﬁnd C1 > 0 such that the following holds: the function
l/ðwx þ PwÞðx0 	 d1 þ l;jðx0Þ 	 d1 	 lÞ belongs to Fð½	C1d1; d1Þ if d1 >
0 is small enough. Shrinking U if necessary, we obtain from this and from
(3.3) that
wx þ Pw ¼ f ; ð3:5Þ
where f 2FðU \ OÞ: We may assume that U is so small that there exists
*f 2FðU Þ such that *f jU\O ¼ f : Indeed, for *f it sufﬁces to take the solution to
@x *f ¼ P *f which is equal to f at all points ðx0 	 d1 þ l;jðx0Þ 	 d1 	 lÞ with
	C1d14l4d1 ðd1 > 0 small). *f is then well deﬁned in U if e.g. U ¼ fðx; tÞ 2
R2;	2C1d15t 	 x	 jðx0Þ þ x052d1; jt þ x	 jðx0Þ 	 x0j52d1g; with d1 > 0
small (see Fig. 1).
Put Z0 ¼
jðx0Þ	x0
2
: Since j 0ðxÞj51 when x is close to x0 (see above), it
follows that, near ðx0;jðx0ÞÞ; the graph of j is given in the x; Z coordinates
by the equation x ¼ FðZÞ; where FðZ0Þ ¼ x0; F 2 C
1ð Z0 	 d2; Z0 þ d2½ Þ for
xt
U
x 0 x 0( , ( ))
t =      (x)
FIGURE 1
PAUL GODIN230some d2 > 0 and F050 there. Now, with the help of Proposition A.1(I)
of the appendix, we obtain that wx þ Pw! 	ð	2F0ðZÞÞ
	1=2 if x!
5
FðZÞ and
jZ	 Z0j5d2: Hence, if we deﬁne F by F ðx; ZÞ ¼ *f ðx; tÞ; it follows from (3.5)
that
F0ðZÞ ¼ 	ð2F 2ðFðZÞ; ZÞÞ	1 ð3:6Þ
if jZ	 Z0j5d2: Now F 2F in an open neighborhood of ðx0; Z0Þ in R
2; and
since FðZ0Þ ¼ x0; it follows from (3.6) that F 2F is some open neighbor-
hood of Z0 in R: Theorem 2.1 follows at once. ]
We now prove Theorems 2.2 (when g ¼ 0) and 2.4, because they readily
follow with the help of Theorem 2.1. Deﬁne *cj :R! R; j ¼ 0; 1; by *cjðxÞ ¼
cjðxÞ if x50; *cjðxÞ ¼ cjð	xÞ if x50: If (2.6) holds (with g ¼ 0Þ; we have
*cj 2 C
3	jðRÞ:
Let *u be the solution to the Cauchy problem & *u ¼ e *u if x 2 R; t > 0;
@jt *u ¼ *cj if x 2 R; t ¼ 0; j ¼ 0; 1: Then *u is even in x and *uðx; tÞ ¼ uðx; tÞ if
x > 0: *u blows up at ﬁnite time since u does and the blow-up occurs on a C1
curve t ¼ *jðxÞ (cf. [4]); since *u is even in x; *j must be even. Moreover *j ¼ j
if x50:
BLOW-UP CURVE REGULARITY FOR THE LIOUVILLE EQUATION 231Proof of Theorem 2.2 (I) if g ¼ 0: ð *c0; *c1Þ 2F in an open neighborhood
of fx0 	 jðx0Þ; x0 þ jðx0Þg: Hence, by Theorem 2.1, *j 2F in an open
neighborhood of x0 in R
þ; which proves Theorem 2.2(I). ]
Proof of Theorem 2.2 (II) if g ¼ 0: Since g ¼ 0; conditions (2.12) reduce
to the conditions
cð2mþ1Þ0 ð0Þ ¼ c
ð2mþ1Þ
1 ð0Þ ¼ 0 ð3:7Þ
for all m 2 N: This follows easily if we make use of the following facts. Since
g ¼ 0; we have cð2mþ1Þj ð0Þ ¼ lm;j ¼ 	 *F2m;j; furthermore (2.6) holds (with
g ¼ 0) and, as pointed out after (2.11), each monomial *G2 from (2.11)
contains a factor @kx@
l
t u with k odd. Hence (3.7) holds. Now *c0; *c1 2F in an
open neighborhood of f0; x0 þ jðx0Þg: By Theorem 2.1, *j 2F in an open
neighborhood of x0 in R
þ; which proves Theorem 2.2(II). ]
Proof of Theorem 2.4. If we replace x0 by 0 in the proof of Theorem
2.2(I) (for g ¼ 0), we obtain at once a proof of Theorem 2.4. ]
4. PROOF OF THEOREM 2.2 (FOR g=0)
(I) If x0 > jðx0Þ; the proof is identical with that of Theorem 2.1. Assume
now that 05x05jðx0Þ: We are going to show that
u 2FðV Þ; ð4:1Þ
where V is an open neighborhood of ð0;jðx0Þ 	 x0Þ in ðR
þÞ2: To prove (4.1),
it is of course enough to show that
the function t/ðuð0; tÞ; uxð0; tÞÞ belongs to FðIÞ
for some open neighborhood I of jðx0Þ 	 x0 in R
þ: ð4:2Þ
Now, if b is as in Section 3, the function t/bðt; 0Þ belongs to FðIÞ if I is
small. In case (2.4) holds, it follows from the fact that bð0; tÞ ¼ bðt; 0Þ that
the function t/ð1
2
ð1	 gÞ2u2t 	 2ð1	 gÞutt þ e
uÞð0; tÞ belongs to FðIÞ; ð4:3Þ
whereas, in case (2.7) holds, it follows from the fact that bð0; tÞ ¼ bðt; 0Þ that
the function t/ð1
2
u2x 	 2uxtÞð0; tÞ belongs to FðIÞ: ð4:4Þ
(Analogous properties have been used in more general situations in [5].)
Statement (4.2) follows easily if we make use of (4.3) and (4.4). Hence (4.1)
holds. On the other hand, u 2FðW Þ if W is a small open neighborhood of
PAUL GODIN232ðjðx0Þ þ x0; 0Þ in ðR
þÞ2: Theorem 2.2(I) then follows by a repetition of the
arguments of the proof of Theorem 2.1, with Proposition A.1(I) replaced by
Proposition A.1(II).
(II) If x0 ¼ jðx0Þ and (2.12) (resp. (2.13)) holds for all m 2 N; it follows
that (4.1) still holds. The proof of Theorem 2.2(II) then follows the same
lines as that of Theorem 2.2(I) (or of Theorem 2.1).
5. PROOF OF THEOREM 2.3
(I) If 05g51 and t0 > 0; we may take uðx; tÞ ¼ ln
2ð1	g2Þ
ðt	gx	t0Þ
2: In this case
jðxÞ ¼ gxþ t0; so j 2AðR
þÞ: If 	15g50 and t0 > 0; choose M > t0 so that
gM þ t0 > 0; and then cj 2 C
3	jðRþÞ; j ¼ 0; 1; with c0ðxÞ ¼ ln
2ð1	g2Þ
ðgxþt0Þ
2 if 04x
4M ; c1ðxÞ ¼
2
gxþt0
if 04x4M : Then uðx; tÞ ¼ ln 2ð1	g
2Þ
ðt	gx	t0Þ
2 if xþ t4M and t5
gxþ t0; so jðxÞ ¼ gxþ t0 if ðgþ 1Þx4M 	 t0: This proves Theorem 2.3(I). ]
(II) We are going to ﬁnd j 2 C1ðRþÞ \AðRþÞ; with j 2 Cgþ2 in an
open neighborhood of 0 in Rþ but j 2 Cm in no open neighborhood of 0 if
m > gþ 2; such that j0ð0Þ ¼ g; j 0j51; and z 2FðDÞ (where D ¼ fðx; tÞ 2
Rþ  R; t5jðxÞg) with the following properties: &z ¼ ez in D; zx þ gzt ¼ 0
if x ¼ 0 and 05t5jð0Þ; and zðx; tÞ ! þ1 if ðx; tÞ ! ðx0;jðx0ÞÞ for some
x050: We are going to ﬁnd z of the form
zðx; tÞ ¼ ln
8g0ðt 	 xÞ
ðt þ xþ gðt 	 xÞÞ2
; ð5:1Þ
where g 2Að 	1; t0Þ with t0 > 0; and where furthermore the following
holds: if s5t0; then g0ðsÞ > 0 > sþ gðsÞ; but t0 þ gðt0Þ ¼ 0=g0ðt0Þ: It follows
from (5.1) that&z ¼ ez if t 	 x5t0 and t þ xþ gðt 	 xÞ50: If we put yðsÞ ¼
sþ gðsÞ; the boundary condition zx þ gzt ¼ 0 when x ¼ 0 means that
y00 ¼
2
y
ðy0 	 1Þðy0 	 oÞ; ð5:2Þ
where o ¼ 2
1	g: Notice that o > 1 since jgj51: Assume that y
0ðsÞ does not
vanish, denote by S the inverse function of y; and write zðyÞ ¼ y0ðSðyÞÞ:
From (5.2) it follows that jzðyÞ 	 1j	1=ojzðyÞ 	 oj ¼ ljyjgþ1; where l 20;þ
1½: Hence, assuming that 15y04o; we obtain that
y0 ¼ cðljyjgþ1Þ; ð5:3Þ
where c :R!1;þ1½ is the inverse function of the function 1;þ1½!
R : z/ðz	 1Þ	1=oðo	 zÞ: Now let y be the solution of (5.3) satisfying the
condition yð0Þ ¼ y0; where y050: Then
R y
y0
ds
cðljsjgþ1Þ
¼ s; whence yðt0Þ ¼ 0 if
BLOW-UP CURVE REGULARITY FOR THE LIOUVILLE EQUATION 233t0 ¼
R 0
y0
ds
cðljsjgþ1Þ
: Note that cðljsjgþ1Þ ! 1; if jsj ! þ1: Therefore, yðsÞ
is well deﬁned for all s 2 R; yðsÞ50 (resp. > 0) if s5t0 (resp. s > t0)
and yðsÞ ! 	1 (resp. þ1) if s! 	1 (resp. þ1). Observe that c0ð0Þ ¼
	ðo	 1Þ1=o:
Now consider the equations in j
yðjðxÞ 	 xÞ ¼ 	2x; jð0Þ ¼ t0: ð5:4Þ
It is clear that (5.4) has a unique solution j 2 C1ðRþÞ: Differentiating
the ﬁrst equation of (5.4) and using (5.3), we obtain that j0ðxÞ 	 1 ¼
	2ðcðl2gþ1xgþ1ÞÞ	1: Hence, j0ðxÞ ¼ gþ axgþ1 þ Rðxgþ1Þ; where a50;
R 2AðRÞ; Rð0Þ ¼ R0ð0Þ ¼ 0: From this, it easily follows that j0 2AðRþÞ;
j0 2 Cgþ1 in an open neighborhood of 0 in Rþ; but that j0 2 Cm in no open
neighborhood of 0 in Rþ if m > gþ 1:
The function z given by (5.1) then has all the properties required just
before (5.1). Now let m > 0 be such that jðxÞ > 0 if 04x4m; and put p ¼
jðmÞ þ m: Notice that p > jð0Þ since j0 > 	1: Deﬁne cj 2 C
1ðRþÞ; j ¼ 0; 1;
such that cjðxÞ ¼ @
j
t zðx; 0Þ if 04x4p: If we solve (2.3)–(2.5) with these
functions cj; we obtain a function u satisfying all the requirements of
Theorem 2.3(II). ]
6. PROOF OF THEOREMS 2.5 AND 2.6
Throughout all this section we shall put t0 ¼ jð0Þ: If x0 ¼ 0 and x0 ¼
t0
2
;
(3.3) still holds. Hence, if U is a small open neighborhood of ð0; t0Þ in
ðRþÞ2; (3.5) still holds, but with f ðx; tÞ ¼ expð
R x
Z P ðlÞ dlÞF1ðZÞ; where
x ¼ tþx
2
; Z ¼ t	x
2
as before, and F1ðZÞ ¼ wxð0; 2ZÞ þ P ðZÞwð0; 2ZÞ:
Useful information on F1 will be obtained as a consequence of the next
proposition.
Proposition 6.1. Assume that u is a solution to (2.3), (2.4) (resp. (2.7)),
(2.5), that (2.6) (resp. (2.8)) and (2.9) hold, and that ðc0;c1Þ 2Fð½t0 	 d; t0Þ;
where 05d5t0:
(I) In the case of condition (2.4), if g 2 S; then
(1) euð0;tÞ ¼ ðt0 	 tÞ
4=ðg	1ÞS1ðtÞ; where S1 2Fð½t0 	 d; t0Þ and S1ðt0Þ >
0; moreover S01ðt0Þ ¼ 0 if g > 1 and S
0
1ðt0Þ50 if g ¼ 	3:
(2) utð0; tÞ ¼ 4g	1
1
t	t0
þ S2ðtÞ; where S2 2Fð½t0 	 d; t0Þ; moreover
S2ðt0Þ ¼ 0 if g > 1 and S2ðt0Þ50 if g ¼ 	3:
(II) In the case of condition (2.7), uxð0; tÞ ¼ 	 4t	t0 þ S3ðtÞ; with S3 2
Fð½t0 	 d; t0Þ and S3ðt0Þ ¼ 0:
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use of (2.4), we obtain that
uttð0; tÞ ¼
1	 g
4
u2t ð0; tÞ þ
1
2ð1	 gÞ
ðeuð0;tÞ 	 2bðt; 0ÞÞ ð6:1Þ
if 04t5t0 (cf. (4.2)). Put vðtÞ ¼ eðg	1Þuð0;tÞ=4: With the help of Proposition
A.2(I), (II), we obtain that v 2 C1ð½0; t0Þ \Fð½t0 	 d; t0½Þ and that
vðt0Þ ¼ 0; v0ðt0Þ ¼ 	C
ðg	1Þ=4
1 ; ð6:2Þ
if C1 is as in Proposition A.2. From (6.1) it follows that
v00ðtÞ þ 1
8
vmðtÞ 	 1
4
bðt; 0ÞvðtÞ ¼ 0; ð6:3Þ
if 04t5t0; with m ¼
gþ3
g	1 ¼ 2
gþ1
g	1	 1: Note that if g 2 S and g > 1; one has
m 2 N=f0; 1g: By (6.2), (6.3) and the fact that the function t/bðt; 0Þ
belongs to Fð½t0 	 d; t0Þ; it follows that v 2Fð½t0 	 d; t0Þ if g 2 S: The
ﬁrst relation in (6.2) then shows that vðtÞ ¼ ðt0 	 tÞzðtÞ with z 2Fð½t0 	 d; t0Þ:
Now, (6.1), (6.3) show that v00ðt0Þ ¼ 	18 if g ¼ 	3 and that v
00ðt0Þ ¼ 0
if g 2 S and g > 1: (I)(1) easily follows. Using (I)(1) and writing
uð0; tÞ ¼ 4g	1 lnðt0 	 tÞ þ ln S1ðtÞ; we obtain (I)(2). To prove (II), put zðtÞ ¼
uxð0; tÞ: Using once more the fact that bð0; tÞ ¼ bðt; 0Þ if 04t5t0; we
obtain that
	2z0ðtÞ þ 12 z
2ðtÞ þ 1 ¼ 2bðt; 0Þ: ð6:4Þ
Put ZðtÞ ¼ expð	1
4
R t
0
zðsÞ dsÞ: Then Z 2 C2ð½0; t0½Þ and Proposition A.3 shows
that ZðtÞ ! 0 as t!5 t0: (6.4) implies that Z 00ðtÞ þ 18ð1	 2bðt; 0ÞÞZðtÞ ¼ 0:
Therefore, Z 2 C2ð½0; t0Þ \Fð½t0 	 d; t0Þ; and Zðt0Þ ¼ Z 00ðt0Þ ¼ 0: Using
Proposition A.3, we obtain that Z0ðt0Þ50: But then zðtÞ ¼ 	4
Z0ðtÞ
ZðtÞ ¼
4
t0	t
þ
SðtÞ; where Sðt0Þ ¼ 0 and S 2Fð½t0 	 d; t0Þ: This completes the proof of
Proposition 6.1. ]
Using Proposition 6.1, we can estimate the function F1 introduced at the
beginning of this section.
Proposition 6.2. Assume that u is a solution to (2.3), (2.4) (resp. (2.7)),
(2.5), that (2.6) (resp. (2.8)), (2.9) hold, that P 2F in the interval fx 2
R; jx	 t0
2
j4d
2
g; and that ðc0;c1Þ 2Fð½t0 	 d; t0Þ; where 05d5t0:
(I) If jgj > 1; there exist C0505C such that F1ðZÞ ¼ C0ðt02 	 ZÞ
	ðgþ1Þ=ðg	1Þ
þRðZÞ; where jRðZÞj4Cðt0
2
	 ZÞ	ðgþ1Þ=ðg	1Þþl if 	d
2
4Z	 t0
2
50: Here, l ¼
min ð1; 2gþ1g	1Þ:
BLOW-UP CURVE REGULARITY FOR THE LIOUVILLE EQUATION 235(II) If jgj > 1; then, for every k 2 N; one can find Ck > 0 such that
@kZ
1
F 21 ðZÞ
 
4Ck t02 	 Z
 2ðgþ1Þ=ðg	1Þ	k
if 	
d
2
4Z	
t0
2
50:
(III) If jgj > 1 and 2gþ1g	1 is an even positive integer 2k; then one can find
cj 2 R; 04j4k; with c050; such that
F1ðZÞ ¼
X
04j4k	1
cj
t0
2
	 Z
 	kþj
þSðZÞ; where S 2F
t0 	 d
2
;
t0
2
 	 
:
(IV) If jgj > 1 and 2gþ1g	1 is an odd positive integer 2k þ 1; one can find
cj 2 R; 04j4k; with c050; such that
F1ðZÞ ¼
t0
2
	 Z
 	1=2 X
04j4k	1
cj
t0
2
	 Z
 	kþj
þSðZÞ
 !
;
where S 2F
t0 	 d
2
;
t0
2
 	 
:
(V) If g ¼ 	1; then
F1ðZÞ ¼ 	jlnðt0 	 2ZÞj1=2ð1þ RðZÞÞ;
where jRðZÞj4Cln jlnðt0	2ZÞjjlnðt0	2ZÞj if 	
d
24Z	
t0
250:
(VI) In the case of boundary condition (2.7), the conclusion of (III)
holds with k ¼ 1:
Proof of Proposition 6.2. If (2.4) holds, we have F1ðZÞ ¼ ð
g	1
2
utð0; 2ZÞ þ
P ðZÞÞe	uð0;2ZÞ=2; so (I) and (V) follow at once if we make use of Proposition
A.2(I) and (II). Proposition 6.2(III) and (IV) follow from Proposition 6.1.
Now, if (2.7) holds, we have F1ðZÞ ¼ 	ux2 ð0; 2ZÞ þ P ðZÞ; and (VI) also follows
from Proposition 6.1. Finally, let us prove (II). Let us check that for all
k 2 N; one can ﬁnd Ck > 0 such that
jð@kt utÞð0; tÞj4Ckðt0 	 tÞ
	k	1 if 	 d4t 	 t050; ð6:5Þ
jð@kt ðe
uÞÞð0; tÞj4Ckðt0 	 tÞ
4=ðg	1Þ	k if 	 d4t 	 t050: ð6:6Þ
Actually, Proposition A.2 of the appendix shows that (6.5) and (6.6) hold if
k ¼ 0: Now,
if l 2 N=f0g; @lt ðe
uÞ is a linear combination
of products of the form eu
Y
ð@jt uÞ
aj with Sjaj ¼ l: ð6:7Þ
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differentiate (6.1) repeatedly and use (6.7). Estimate (6.6) follows from (6.5),
(6.7), and from the fact that (6.6) holds if k ¼ 0: Since F 21 ðZÞ ¼
g	1
2 utð0; 2Z
 
þP ðZÞÞ2e	uð0;2ZÞ; (II) follows easily from (6.5) and (6.6). The proof of
Proposition 6.2 is complete. ]
We can now prove Theorems 2.5 and 2.6. We take x0 ¼ 0; and
put t0 ¼ jð0Þ: We have j0ð0Þ ¼ 	1 and j 0ðxÞj51 if x > 0 (cf. [5]).
Hence, near ð0; t0Þ; the graph of j is given in the x; Z coordinates
by x ¼ FðZÞ; where F t0
2
 
¼ t0
2
; F 2 C1 t0	d
2
; t0
2
  
for some d > 0; and
F0ðZÞ50 if t0
2
	 d4Z5t0
2
: As already observed at the beginning
of this section, (3.5) still holds, with now f ðx; tÞ ¼ expð
R x
Z P ðlÞ dlÞ
F1ðZÞ: We still have an equation of the form (3.6) in our situation,
namely
F0ðZÞ ¼ 	ð2F 22 ðFðZÞ; ZÞÞ
	1; ð6:8Þ
if t0	d
2
4Z5t0
2
and F2ðx; ZÞ ¼ expð
R x
Z P ðlÞ dlÞF1ðZÞ: Decreasing d if necessary,
we may assume that F2 is deﬁned in a neighborhood of ðFðZÞ; ZÞ if t0	d2 4Z
5t0
2
: If we put LðZÞ ¼ expð	2
R t0=2
Z P ðlÞ dlÞ and if G is a primitive of L; (6.8)
can be rewritten as
ðG 8 FÞ
0ðZÞ ¼ 	
1
2
LðZÞ
F 21 ðZÞ
; ð6:9Þ
if t0	d
2
4Z5t0
2
:
Proof of Theorem 2.5. Assume ﬁrst that jgj > 1 and that g =2 S: Choose
k 2 N=f0g such that k 	 152gþ1g	15k: From Proposition 6.2(II), it follows
readily that 1F 2
1
2 C2ðgþ1Þ=ðg	1Þ t0	d2 ;
t0
2
  
; so using (6.9) we conclude that F 2
C3g=ðg	1Þ t0	d
2
; t0
2
  
: From (6.9) and from Proposition 6.2(I), it easily follows
that for some l050; ðG 8 FÞ
0ðZÞ ¼ l0 t02 	 Z
 2ðgþ1Þ=ðg	1ÞþRðZÞ if t0	d
2
4Z5t0
2
;
where jRðZÞj4Cðt0
2
	 ZÞ2ðgþ1Þ=ðg	1Þþl for some C > 0: Theorem 2.5 follows at
once if jgj > 1: If now g ¼ 	1; (6.9) and Proposition 6.2(V) immediately
imply that for no e; d > 0; ðG 8 FÞ
0 2 Ce t0	d
2
; t0
2
  
: Theorem 2.5 follows at
once if g ¼ 	1: ]
Proof of Theorem 2.6. Under the assumptions of Theorem 2.6, it
follows from Proposition 6.2(III), (IV) and (VI) that the right-hand side
of (6.9) belongs to F t0	d
2
; t0
2
  
for some d > 0: Theorem 2.6 immediately
follows. ]
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In this appendix we collect a number of results proved (in a more general
situation) in [4, 5] or which immediately follow from the results of [4, 5], and
which have been used in the present paper.
Proposition A.1.
(I) Let u be a solution to (2.1), (2.2) such that (2.9) holds (so uðt; xÞ !
þ1 if t5jðxÞ and ðx; tÞ ! ðx0;jðx0ÞÞ for some x0 2 R:)
Then wxðx0 þ l;jðx0Þ 	 lÞ 4	!
l!0
	 1 ﬃﬃ
2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1	j0ðx0Þ
1þj0ðx0Þ
q
:
(II) The same result holds if x0 > 0 and if u is a solution to (2.3), (2.4) with
g=1 (resp. (2.7)), (2.5) such that (2.6) (resp. (2.8)) and (2.9) hold.
Proof of Proposition A.1. (I) Put ulðx; tÞ ¼ uðx0 þ lx;jðx0Þ þ ltÞ þ 2 ln l
if l > 0: Using the convergence properties of ðulÞ as l!
>
0 (cf. [4], Sections 4
and 5), we easily obtain that (I) holds.
(II) Choose 05y5minð1; x0Þ; 05R5x0 such that j 0ðxÞj4y if jx	 x0j4R:
If d1; d2 > 0 satisfy yd15d25d15R; consider the points Q ¼ ðx0;jðx0Þ 	
d2 þ d1Þ; Q1 ¼ ðx0 	 d1;jðx0Þ 	 d2Þ; Q2 ¼ ðx0 þ d1;jðx0Þ 	 d2Þ: Let T be the
triangle with vertices Q;Q1;Q2: (II) follows from the same arguments as (I);
indeed in T\ O; u may be thought of as the solution of the Cauchy
problem with initial data on the interval ½Q1;Q2 for the equation
&u ¼ eu: ]
Proposition A.2. Let u be a solution to (2.3)–(2.5), where g 2 	
1;	1[1;þ1½ and such that (2.6), (2.9) hold. Put t0 ¼ jð0Þ:
(I) If jgj > 1; one can find C1; C > 0 such that, for 04t5t0;
(1) euð0;tÞ ¼ C1ðt0 	 tÞ
4=ðg	1Þ þ R1ðtÞ;
(2) utð0; tÞ ¼ 4g	1
1
t	t0
þ R2ðtÞ;
where jR1ðtÞj4Cðt0 	 tÞ
4=ðg	1Þþl; jR2ðtÞj4C ðt0 	 tÞ
l	1; here, l ¼ minð1; 2gþ1g	1Þ:
(II) If g ¼ 	1; one can find C > 0; such that, for 04t5t05t þ 12e;
(1) euð0;tÞ ¼ 4
ðt0	tÞ
2 jlnðt0	tÞj
eR3ðtÞ;
(2) utð0; tÞ ¼ 2t0	t þ R4ðtÞ;
with jR3ðtÞj þ ðt0 	 tÞjR4ðtÞj4C
ln jlnðt0	tÞj
jlnðt0	tÞj
:
Proof of Proposition A.2. All the claims are contained in Proposition 5.2
of [5], except (I)(1) which follows by integration of (I)(2). ]
The last result is also contained in Proposition 5.2 of [5].
PAUL GODIN238Proposition A.3. Let u be a solution to (2.3), (2.7), (2.5), such that (2.8),
(2.9) hold. Put t0 ¼ jð0Þ: One can find C > 0 such that, for 04t5t0:
uxð0; tÞ ¼
4
t0 	 t
þ RðtÞ; with jRðtÞj4C:
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