Recently, Convolution Neural Network is widely applied in Image Classification, Object Detection, Scene labeling, Speech, Natural Language Processing and other fields. In this comprehensive study a variety of scenarios and efforts are surveyed since 2014 at yet, in order to provide a guide to further improve future researchers what CNN-based blind image steganalysis are presented its architecture, performance and limitations. Long-standing and important problem in image steganalysis difficulties mainly lie in how to give high accuracy and low payload in stego or cover images for improving performance of the network.
Introduction
For solving difficult real-world problems quickly, deep learning techniques which is most important sub-field of machine learning has been used for classification and regression problems. High performance of computer-hardware and huge dataset lead to training deeper models. Today, deep learning implemented in many area of computer science like: Classification and Recognition for Image and Video, Natural Language Processing, Management
Relationship of Customer, Recommendation Systems, and Bioinformatics (Heaton, 2015) .
The study of hiding secret information into innocent looking cover media like the digital images, videos, audios, and texts in such a way that existence of message is not visible is known as Steganography (Baldominos, 2018) . Covered and writing are meaning associated to "Steganos" and "Graphy" respectively. The cover file with secret message hidden in it is referred as "stego" file. Among the various media types the digital images are mostly used for communication as they contain redundant bits and are most widely used on internet. Steganography apart from having positive applications such as smart identity cards which holds individuals confidential information, circulating secret data of a company, medical imaging systems etc. has also been found to be utilized by anti-social elements for terrorist activities (He et.al, 2016) . Steganalysis is the counterpart of steganography, which wants to identify if there is data hidden inside a digital medium. According to this there is a changing in properties of type statistical for cover image while implementing steganography algorithms. Steganalysis can be used to detect these changes which are required high computation. The traditional is the first one of steganalysis which primary concern with hand-extracted features and machine learning classifier while other is based on deep learning technology appears as a result to major increase in data huge and computing performance. According to steganography algorithm, steganalysis has been broadly studied under two main types; firstly "specific" and secondly "blind" steganalysis. Aim of specific steganalysis is to detect information hidden in a carrier by having prior knowledge of underlying steganography algorithm. This makes it very accurate but at the same time it is not capable of detecting new steganography algorithms. To overcome this shortcoming blind steganalysis has been introduced which aims to detect any known or unknown steganography algorithms (Dong.et.al, 2016 ). establish bounds for the result of neurons. Neural Networks may utilize several distinct activation functions. Choosing an activation function for your neural network is a significant consideration because it may impact the way you must format input data. Table 1 shows different types of activation functions and corresponding uses (purposes) of it (He et.al, 2015) .
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3) Pooling layers:
Selectively, this operator may be found following a convolutional layer. The reason of pooling is the reduction of dimensions of the input via achieving downsampling, taking the place of part of a property map in a specific index with a statistic summary of the near locations. The most popular of the examples is the max-pooling, in which the input is reduced via taking a subtensor of the property map and replacing it by its max or average value (Gong et.al, 2015) . 4) Fully connected layers: utilized for the purposes of understanding patterns that are produced by the preceding layers. Neurons in this layer are of full connections to all activations in the +preceding one. They are referred to as the inner product layers as well.
After training, transfer learning methods are capable of extract properties in these layers for train other classifiers (Taigman et.al, 2014) . Figure 1 shows layers in CNNs. 
Related Works
Recently, there are numerous of studies adopted deep learning especially convolution neural network. Our motivation is to review different optimization of CNN architectures and some details for solving blind image steganalysis.
The primarily goal of improving design of network is to obtained more accuracy and performance and reduce complexity.
In the field of steganalysis, (Tan et al., 2014) Propose network composite of stack of convolutional auto-encoders. HUGO stego algorithm with payload equal to 0.4 bit per pixel (bpp), and Bossbase dataset is used in its experiments. This method has been failed to compete Spatial-domain Rich Model (SRM).
Two steps of traditional approach have been replacement by model of (Qian et al. 2015) presented. dropout technique is applied to reduce the problem of over-fitting. The algorithm unifies feature extraction and classification under a single network architecture, and the parameters in the two steps are automatically optimized by the backpropagation method at the same time. HUGO, WOW, and S-UNIWARD algorithms are used for testing which yields detection accuracy percentage of 3% to 4% less than to Ensemble Classifier and SRM features.
In 2016, framework of Qian's has examined by (Pibre et al.,2016) For improvement performance of detection in the scenario of reusing the same embedding key for different images by reducing error more than 16% with S-UNIWARD at 0.4 bpp payload. To obtain diversity in this net 64 and 16 filters in first and second layer respectively. For embedding, Steganography algorithms have been implemented using C++ which can be downloaded from DDE Lab Binghamton web site.
Rather than tasks of conventional computer vision a somewhat model relatively different presented by (Ye et al., 2017) . the model is able to well replicate and optimize residual computation, feature extraction, and binary classification in a unified framework and extracts hierarchical feature representations directly from raw images. Ten layers constitutes net and ends with a fully-connected layer followed with a 2-way softmax, which produces the distribution over 2 class labels. To capture the structure of embedding signals effectively, truncated linear unit is introduced to the first layer, while rectified linear unit activation function is applied to the other layers. Approach achieves superior performance across SRM and maxSRMd2 for a variety of payloads.
Also, (Salomon et al., 2017) designed a CNN-based steganalyzer for stego images with a unique embedding key. The proposed structure embeds less convolutions but with much larger filters in the final convolutional layer, which can deal with larger images and lower payloads. The architecture took 512×512 image as input image, and the input image was firstly filtered by a single kernel of size 3×3, then followed by a layer of 64 filters as large as possible with zero padding. The experiments showed that the proposal outperformed the existing CNN-based steganalyzer and defeated many state-of-the-art image steganography schemes in case of the "same embedding key".
On the other hand, multi-columns framework instead of single one get high performance and better precisely regarding to stateof-art-model is presented by (Ke et al., 2018) Two different payload "0.1 bpp" and "0.4" bpp" for embedding message has been chosen with HUGO, and S-UNIWARD adaptive algorithms. Detection accuracy for stego and cover is increased by "3%" compared to Pibre et al. and Couchot et al works. Table 2 illustrates Characteristics Obstacles and solutions of related works for convolution neural network tools to design blind image steganalyzes.
A. Steganographic algorithms
Depending on the domain of embedding message and available information, steganographic algorithms have been categorized as three types: Spatial: embedding messages by modifying pixel values. JPEG: embed process into quantized DCT coefficients and Side-informed: utilize the knowledge for cover image and then non quantized DCT coefficients and rounding errors. Spatial domain include following types.
 Least Significant Bit: Non-adaptive and applied together with embedding "ternary matrix".  Edge-Adaptive: A change of pairs of pixels has been kept large in absolute value.  HUGO: purpose of it is for minimizing distortion in embedding within "highdimensional" of features added of 4 pixels neighboring. It is content-adaptive method.  WOW: distortion for embedding is evaluated by using "wavelet filter". It is a highly contentadaptive and dissimilar of HUGO.  S-UNIWARD: the case of "UNIWARD" spatial domain based on wavelet, likely to WOW.
B. Datasets
On the other hand, to build network of blind image steganalysis datasets must be used through three phases of creation: Firstly, Training dataset, primarily model has been fit on training dataset to fit parameters like connection weights. It consists of input (scalar) and output (label) vectors. The result have yield after running model with suitable dataset and check with target for similar input vector in this dataset. According to this result and specific algorithm selected parameters are adjusted. Secondly, Validation dataset is used to predict responses. The main evaluation obtained  Multiplied kernel of first convolution by linear filter called shift-invariant-impulse response.  The non linear activations that is used "Sigmoid".
Qian et al, 2015
 Image processing, convolution and fully connected layers consistued net.  Operations that have been applied in convolution layer are convolution, non linearity and pooling.  "Softmax" activation for class label to get more distribution.  Implementation using C++ GPU convolution library.
 Image content may be impacted due to added stego noise to cover.  Prediction error value is not better  Same filter for image processing layer.  Increase performance can be done by sharing parameters.  Better prediction error with "Gaussian" non linearity comparing to "Signmoidal".
Pibre et al, 2016
 Good chosen for CNN structure.  In learn process, one global optimization.  Optimized have been done with kernels of filter.  Compare CNN and Fully-Connected Neural Networ to Rich Model with an Essemle Classifier.
 "Gaussian" unimprove result.  Pooling have been canceled due information loss.  Key in security error weaks accepting steganography.
 "ReLU" produce positive value.  "Robustness" mismatch of cover-source issue due to transformation by first two layers and change propability of key.  Diversity due to large number of filters.
Ye et al, 2017
 Ten layers and 2 labels for class resulted from fully-connected layer with "Softmax" for two ways.  For each convolution layer "one type of non linear activation" applied.  Between first to three layers, operation o pooling have been canceled.  Implementation using MatLab.
 Equal or more than two fully-connected layers (too trianed parameters).  Overfitting.
 Implement
Pipeline of Steganalysis.  Suffusient for small set.  Batch normalization and local constract normalization used in network.
Salomon et al, 2017
 "Hyperbolic tangent" is chosen in convolution which consists of two layers.  Size of kernel for first layer is 3 × 3.  Zero-padding with 64 filters.  Features map equal to 256.  Cancelled pooling for two convolution layers. 
