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a b s t r a c t
This paper studies the convergence of the stochastic gradient identification algorithm of
multi-input multi-output ARX-like systems (i.e., multivariable ARX-like systems) by using
the stochastic martingale theory. This ARX-likemodel contains a characteristic polynomial
and differs from the conventional multivariable ARX system. The results indicate that the
parameter estimation errors converge to zero under the persistent excitation conditions.
The simulation results validate the proposed convergence theorem.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Parameter estimation is the key for building models. It has been widely discussed in many areas such as system
identification [1–3], signal processing [4], probability distribution [5], economic activities [6,7]. Many estimation methods
have been developed for various systems, e.g., the subspace identification methods for state–space models [8,9] and the
particle filter algorithm for the discrete-time Heston models [7]. This paper considers the multivariable systems described
by the following discrete-time state–space model [10,11]:{
x(t + 1) = Ax(t)+ Bu(t),
y(t) = Cx(t)+ Du(t), (1)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rr the system input vector and y(t) ∈ Rm the system output vector, A ∈ Rn×n,
B ∈ Rn×r , C ∈ Rm×n and D ∈ Rm×r are constant matrices.
Although the subspace identification methods can be used to estimate the parameter matrices in (1), the computational
complexity increases with the increase of the sizes of the singular value decomposition (SVD) matrices and QR factorization
constructed by the input data and output data [10,11]. Recently, Ding and Chen proposed a hierarchical identification
algorithm to simultaneously estimate the unknown parameters and states of the lifted state–spacemodels for general dual-
rate multivariable systems [12], but the convergence of their algorithm is still an open problem.
The difference equation model or the transfer matrix representation with the input–output relationship of the
multivariable systems is more useful in practice and simpler than the state–space models [13]. In this literature, Ding and
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Chen presented a hierarchical stochastic gradient algorithm and a hierarchical least squares algorithm for the input–output
representation of multivariable systems [10,11]. Han and Ding presented a multi-innovation stochastic gradient algorithm
for multi-input multi-output systems [14,15] and studied the identification problems for multirate multi-input systems
using the multi-innovation identification theory [16–19].
This paper presents a stochastic gradient algorithm and studies its convergence for multivariable systems with the
input–output representation. The proposed algorithm has less computational burden than the least squares algorithm
[10,11,20] and is easier to implement.
The structure of this paper is as follows. Section 2 derives the input–output representation and the stochastic algorithm.
Section 3 studies the convergence properties by using the martingale convergence theorem. Section 4 provides two
illustrative examples for the results in this paper. Finally, we offer some concluding remarks in Section 5.
2. The input–output representation and basic algorithm
Let us introduce some notations first. The symbol Im is an m × m identity matrix; the norm of the matrix X is defined
by ‖X‖2 := tr[XXT]; λmax[X] and λmin[X] represent the maximum and minimum eigenvalues of the square matrix X ,
respectively; ⊗ denotes the Kronecker product or direct product: if A = [aij] ∈ Rm×n, B = [bij] ∈ Rp×q, then A ⊗ B =
[aijB] ∈ Rmp×nq; col[X] denotes the vector formed by the column of the matrix X , that is, if X = [x1, x2, . . . , xn] ∈ Rm×n,
then col[X] = [xT1, xT2, . . . , xTn]T ∈ Rmn.
Let I represent an identitymatrix of appropriate sizes. By introducing a unit backward shift operator: z−1x(t) = x(t−1),
the input–output relationship of the multivariable system in (1) can be represented as
y(t) = [C(zI − A)−1B+ D]u(t)
=
(
z−nCadj[zI − A]B
z−n det[zI − A] + D
)
u(t)
=: Q (z)
α(z)
u(t)
or
α(z)y(t) = Q (z)u(t), (2)
where α(z) is the characteristic polynomial in z−1 of the system (of degree n), Q (z) is the polynomial matrix in z−1, and
they can be expressed as
α(z) := z−n det[zI − A]
= 1+ α1z−1 + α2z−2 + · · · + αnz−n, αi ∈ R1,
Q (z) := z−nCadj[zI − A]B+ z−n det[zI − A]D
= Q0 + Q1z−1 + Q2z−2 + · · · + Qnz−n, Qi ∈ Rm×r .
Taking into account disturbances in physical systems and introducing a noise vector v(t) ∈ Rm based on (2), we get a
multivariable ARX-like model:
α(z)y(t) = Q (z)u(t)+ v(t). (3)
This multivariable ARX-like system in (3) differs from the multivariable CAR/ARX system in [21] because α(z) in (3) is a
polynomial rather than a polynomial matrix.
Define the parameter matrix θ, parameter vector α, input information vector ϕ(t) and output information matrix ψ(t)
as
θT = [Q0,Q1, . . . ,Qn] ∈ Rm×(n+1)r ,
α =

α1
α2
α3
...
αn
 , ϕ(t) =

u(t)
u(t − 1)
u(t − 2)
...
u(t − n)
 ∈ R(n+1)r ,
ψ(t) = [y(t − 1), y(t − 2), . . . , y(t − n)] ∈ Rm×n.
Then Eq. (3) can be rewritten as [10,11]
y(t)+ ψ(t)α = θTϕ(t)+ v(t). (4)
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The standard stochastic gradient (SG) algorithm or least squares (LS) algorithm cannot be applied directly to (4) since the
model in (4) contains both a parametermatrix θ and a parameter vectorα. Distinguished from the hierarchical identification
methods in [10,11], we re-parameterize the model in (4) and obtain one parameter vector ϑ by gathering the input
information vector ϕ(t) and output information matrix ψ(t) into one information matrix Φ(t) as follows
ϑ :=
[
α
col[θT]
]
∈ Rn0 , n0 := n+m(n+ 1)r,
Φ(t) := [−ψ(t),ϕT(t)⊗ Im] ∈ Rm×n0 .
Then, we have the identification model:
y(t) = Φ(t)ϑ + v(t). (5)
This identification model contains an information matrix Φ(t) and a parameter vector ϑ, and thus differs from one in [21]
which contains an information vector and a parameter matrix.
Define the criterion function:
J(ϑ) = ‖y(t)− Φ(t)ϑ‖2.
Let µ(t) be the step-size and set µ(t) = 1/r(t) and r(t) = r(t − 1) + ‖Φ(t)‖2. Using the negative gradient search and
minimizing J(ϑ) gives the stochastic gradient (SG) algorithm of estimating ϑ [10]:
ϑˆ(t) = ϑˆ(t − 1)− µ(t)
2
grad[J(θˆ(t − 1))]
= ϑˆ(t − 1)+ Φ
T(t)
r(t)
[y(t)− Φ(t)ϑˆ(t − 1)], (6)
r(t) = r(t − 1)+ ‖Φ(t)‖2, r(0) = 1. (7)
The initial value is generally chosen to be a real vector with small entries, e.g., ϑˆ(0) = 10−61n0 .
For the identification model (5), the estimate of θ can also be obtained by the following least squares algorithm
[10]:
θˆ(t) = θˆ(t − 1)+ P(t)ΦT(t)[y(t)− Φ(t)θˆ(t − 1)] (8)
P−1(t) = P−1(t − 1)+ ΦT(t)Φ(t) (9)
which requires computing the covariancematrix P(t) and paying large computational cost, comparedwith the SG algorithm
in (6) and (7), and the hierarchical identification methods in [10,11].
The following studies the convergence properties of the SG algorithm in (6) and (7).
3. Main convergence results
Assume that {v(t),Ft} is a martingale difference vector sequence defined on a probability space {Ω,F , P}, where {Ft}
is the σ algebra sequence generated by the observations up to and including time t [22]. The noise sequence {v(t)} satisfies
the following assumptions:
(A1) E[v(t)|Ft−1] = 0, a.s.;
(A2) E[‖v(t)‖2|Ft−1] = σ 2(t) 6 c1r(t − 1), a.s., c1 <∞,  < 1.
Lemma 1. If the series
∑∞
t=1 at converges, then
lim
t→∞[at + at+1 + at+2 + · · ·] = 0.
Lemma 2. For the SG algorithm (6) and (7), the following inequalities hold,
(1)
t∑
i=1
‖Φ(i)‖2
r(i)
6 ln r(t), a.s.
(2)
∞∑
t=1
‖Φ(t)‖2
rε(t)
<∞, a.s., ε > 1.
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Proof. According to the definition of r(t) in (7), we have
(1)
t∑
i=1
‖Φ(i)‖2
r(i)
=
t∑
i=1
r(i)− r(i− 1)
r(i)
=
t∑
i=1
∫ r(i)
r(i−1)
dx
r(i)
6
t∑
i=1
∫ r(i)
r(i−1)
dx
x
=
∫ r(t)
r(0)
dx
x
6 ln r(t)− ln r(0) = ln r(t), a.s.
(2)
∞∑
t=1
‖Φ(t)‖2
rε(t)
=
∞∑
t=1
r(t)− r(t − 1)
rε(t)
=
∞∑
t=1
∫ r(t)
r(t−1)
dx
rε(t)
6
∞∑
t=1
∫ r(t)
r(t−1)
dx
xε
=
∫ r(∞)
r(0)
dx
xε
= 1
ε − 1
(
1
[r(0)]ε−1 −
1
[r(∞)]ε−1
)
<∞, a.s. 
Theorem 1. For the systems in (5) and the algorithm in (6) and (7), if assumptions (A1) and (A2) hold, r(t) → ∞ and there
exists an integer sequence {t0, t1, t2, . . . , ts, . . .}, t0 = 0, t∗s := ts+1 − ts > dimϑ and a positive constant c independent of t
such that the following strong excitation condition holds,
(A3)
ts+1∑
t=ts+1
ΦT(t)Φ(t)
r(t)
> cI, a.s. for all s = 1, 2, 3, . . . .
Then the parameter estimation error converges to zero.
Proof. Define the parameter estimation error vector:
ϑ˜(t) := ϑˆ(t)− ϑ. (10)
Substituting (6) into (10) gives
ϑ˜(t) = ϑ˜(t − 1)+ Φ
T(t)
r(t)
e(t). (11)
Define
W (t) := I − Φ(t)Φ
T(t)
r(t)
, (12)
and the innovation vector e(t) and residue vector vˆ(t) as
e(t) := y(t)− Φ(t)ϑˆ(t − 1),
vˆ(t) := y(t)− Φ(t)ϑˆ(t). (13)
Using (6) and (7), it follows that
vˆ(t) = y(t)− Φ(t)
[
ϑˆ(t − 1)+ Φ
T(t)
r(t)
e(t)
]
=
[
I − Φ(t)Φ
T(t)
r(t)
]
e(t)
= W (t)e(t). (14)
According to the definition of r(t) in (7), we have
W (t) = r(t − 1)I + ‖Φ(t)‖
2I − Φ(t)ΦT(t)
r(t)
>
r(t − 1)
r(t)
I, (15)
or
I 6 W−1(t) 6
r(t)
r(t − 1) I . (16)
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From (5) and (13), we have
vˆ(t)− v(t) = y(t)− Φ(t)ϑˆ(t)− y(t)+ Φ(t)ϑ
= −Φ(t)ϑ˜(t). (17)
Taking the norm of both sides of (11) and using (14) and (17) give
‖ϑ˜(t)‖2 =
∥∥∥∥ϑ˜(t − 1)+ ΦT(t)r(t) e(t)
∥∥∥∥2
= ‖ϑ˜(t − 1)‖2 + 2ϑ˜T(t − 1)Φ
T(t)e(t)
r(t)
+ ‖Φ
T(t)e(t)‖2
r2(t)
= ‖ϑ˜(t − 1)‖2 + 2
[
ϑ˜(t)− Φ
T(t)
r(t)
e(t)
]T
ΦT(t)e(t)
r(t)
+ ‖Φ
T(t)e(t)‖2
r2(t)
= ‖ϑ˜(t − 1)‖2 + 2ϑ˜
T
(t)ΦT(t)e(t)
r(t)
− ‖Φ
T(t)e(t)‖2
r2(t)
= ‖ϑ˜(t − 1)‖2 + 2ϑ˜
T
(t)ΦT(t)W−1(t)vˆ(t)
r(t)
− ‖Φ
T(t)e(t)‖2
r2(t)
= ‖ϑ˜(t − 1)‖2 + 2ϑ˜
T
(t)ΦT(t)W−1(t)[vˆ(t)− v(t)]
r(t)
+ 2ϑ˜
T
(t)ΦT(t)W−1(t)v(t)
r(t)
− ‖Φ
T(t)e(t)‖2
r2(t)
= ‖ϑ˜(t − 1)‖2 − 2ϑ˜
T
(t)ΦT(t)W−1(t)Φ(t)ϑ˜(t)
r(t)
+ 2ϑ˜
T
(t − 1)ΦT(t)W−1(t)v(t)
r(t)
+ 2[e(t)− v(t)]
TΦ(t)ΦT(t)W−1(t)v(t)
r2(t)
+ 2v
T(t)Φ(t)ΦT(t)W−1(t)v(t)
r2(t)
− ‖Φ
T(t)e(t)‖2
r2(t)
. (18)
Define
S(t) :=
t∑
i=1
2ϑ˜
T
(i)ΦT(i)W−1(i)Φ(i)ϑ˜(i)
r(i)
> 0
and T (t) := ‖ϑ˜(t)‖2 + S(t). Adding both sides of (18) by S(t) gives
T (t) = T (t − 1)+ 2ϑ˜
T
(t − 1)ΦT(t)W−1(t)v(t)
r(t)
+ 2[e(t)− v(t)]
TΦ(t)ΦT(t)W−1(t)v(t)
r2(t)
+ 2v
T(t)Φ(t)ΦT(t)W−1(t)v(t)
r2(t)
− ‖Φ
T(t)e(t)‖2
r2(t)
. (19)
Since T (t − 1), ϑ˜(t − 1), Φ(t),W (t), r(t) and e(t) − v(t) are uncorrelated with v(t) and are Ft−1 measurable, taking the
conditional expectation on both sides of the above question with respect to Ft−1 and using (A1) and (A2) give
E[T (t)|Ft−1] 6 T (t − 1)+ E
{
2vT(t)Φ(t)ΦT(t)W−1(t)v(t)
r2(t)
∣∣∣∣Ft−1}− E [‖ΦT(t)e(t)‖2r2(t)
∣∣∣∣Ft−1] . (20)
Using tr[AB] = tr[BA], Lemma 2 and (16), we have
∞∑
t=1
E
{
vT(t)Φ(t)ΦT(t)W−1(t)v(t)
r2(t)
∣∣∣∣Ft−1} 6 ∞∑
t=1
E
{‖Φ(t)‖2‖W−1(t)‖‖v(t)‖2
r2(t)
∣∣∣∣Ft−1}
6
∞∑
t=1
‖Φ(t)‖2
r(t − 1)r(t) c1r
(t − 1)
6
∞∑
t=1
c1‖Φ(t)‖2
r1−(t − 1)r(t) <∞.
Applying the martingale convergence theorem (Lemma D.5.3 in [22]) to (20), we conclude that T (t) converges a.s. to a finite
random variable, say C0, i.e.,
lim
t→∞ ‖ϑ˜(t)‖
2 + S(t)→ C0 <∞, a.s.,
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and
∞∑
t=1
‖ΦT(t)e(t)‖2
r2(t)
<∞, a.s. (21)
Thus, we have S(t) <∞. Let ξ(t) := Φ(t)ϑ˜(t). According to the definition of S(t) andW−1(t) > I in (12), we have
∞∑
t=1
‖ξ(t)‖2
r(t)
6
∞∑
t=1
ξT(t)W−1(t)ξ(t)
r(t)
6
∞∑
t=1
ϑ˜
T
(t)ΦT(t)W−1(t)Φ(t)ϑ˜(t)
r(t)
6
∞∑
t=1
2ϑ˜
T
(t)ΦT(t)W−1(t)Φ(t)ϑ˜(t)
r(t)
= S(∞) <∞. (22)
From (11), we have
ϑ˜(t + j) = ϑ˜(t)+
j∑
i=1
ΦT(t + i)
r(t + i) e(t + i). (23)
Since Φ(t + j)ϑ˜(t + j) = ξ(t + j), using (23), it follows that
Φ(t + j)ϑ˜(t) = ξ(t + j)− Φ(t + j)
j∑
i=1
ΦT(t + i)
r(t + i) e(t + i).
Taking the norm and dividing by r(t + j) give
ϑ˜
T
(t)ΦT(t + j)Φ(t + j)ϑ˜(t)
r(t + j) =
1
r(t + j)
∥∥∥∥∥ξ(t + j)− Φ(t + j) j∑
i=1
ΦT(t + i)
r(t + i) e(t + i)
∥∥∥∥∥
2
6
2‖ξ(t + j)‖2
r(t + j) +
2‖Φ(t + j)‖2
r(t + j)
∥∥∥∥∥ j∑
i=1
ΦT(t + i)
r(t + i) e(t + i)
∥∥∥∥∥
2
.
Replacing t with ts and summing for j from 1 to t∗s give
ϑ˜
T
(ts)
[
ts+1∑
t=ts+1
ΦT(t)Φ(t)
r(t)
]
ϑ˜(ts) 6
t∗s∑
j=1
2‖ξ(ts + j)‖2
r(ts + j) +
2‖Φ(ts + j)‖2
r(ts + j)
∥∥∥∥∥ j∑
i=1
ΦT(ts + i)
r(ts + i) e(ts + i)
∥∥∥∥∥
2

6 2
t∗s∑
j=1
[
‖ξ(ts + j)‖2
r(ts + j) +
t∗s ‖Φ(ts + j)‖2
r(ts + j)
t∗s∑
i=1
∥∥∥∥ΦT(ts + i)r(ts + i) e(ts + i)
∥∥∥∥2
]
.
If we assume that as s→∞ and ts →∞,
t∗s ‖Φ(ts + j)‖2
r(ts + j− 1) <∞, a.s.,
then using (21) and (22), we have
lim
s→∞ ϑ˜
T
(ts)
[
ts+1∑
t=ts+1
ΦT(t)Φ(t)
r(t)
]
ϑ˜(ts) = 0, a.s.
By using (A3), it follows that ϑ˜(ts)→ 0. From this and (23), we have
ϑ˜(ts + j) = ϑ˜(ts)+
j∑
i=1
ΦT(ts + i)
r(ts + i) e(ts + i), j = 1, 2, . . . , t
∗
s − 1.
Using Lemma 1 and (21), we have ϑ˜(t) = ϑ˜(ts + j)→ 0, a.s. as t →∞. This proves Theorem 1. 
Theorem 2. For the systems in (5) and the algorithm (6) and (7), define the input–output data product moment matrix
R(t) :=
t∑
i=1
ΦT(i)Φ(i) ∈ Rn0×n0 ,
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if assumptions (A1) and (A2) hold, r(t) → ∞ and r(t) = O(λmin[R(t)]), a.s. Then the parameter estimation matrix ϑˆ(t)
converges a.s. to the true parameter matrix ϑ.
The matrix R(t) is the data product moment matrix consisting of the input–output data. Since R(t) is a symmetric and
positive definite matrix, and increases with the data length increasing, and r(t) 6 nλmax[R(t)] and λmax[R(t)] 6 r(t) hold,
the assumption r(t) = O(λmin[R(t)]) implies that the condition number of R(t) is bounded. The conditions in Theorem 2
are the weakest conditions of the 2-norm convergence of the stochastic gradient algorithms [21].
Proof. Here, we use a similar way in [21] to prove this theorem. Using (5) and (6), from (10), we have
ϑ˜(t) = ϑ˜(t − 1)+ Φ
T(t)
r(t)
[Φ(t)ϑ + v(t)− Φ(t)ϑˆ(t − 1)]
= ϑ˜(t − 1)+ Φ
T(t)
r(t)
[−Φ(t)ϑ˜(t − 1)+ v(t)]
=: ϑ˜(t − 1)+ Φ
T(t)
r(t)
[−y˜(t)+ v(t)], (24)
where
y˜(t) := Φ(t)ϑ˜(t − 1). (25)
Taking the norm to both sides of (24) and using (25) yield
‖ϑ˜(t)‖2 =
∥∥∥∥ϑ˜(t − 1)+ ΦT(t)r(t) [−y˜(t)+ v(t)]
∥∥∥∥2
= ‖ϑ˜(t − 1)‖2 + 2
r(t)
ϑ˜
T
(t − 1)ΦT(t)[−y˜(t)+ v(t)] + [−y˜(t)+ v(t)]TΦ(t)Φ
T(t)
r2(t)
[−y˜(t)+ v(t)]
6 ‖ϑ˜(t − 1)‖2 + 2
r(t)
y˜T(t)[−y˜(t)+ v(t)] + ‖Φ(t)‖
2
r2(t)
[‖y˜(t)‖2 − 2y˜T(t)v(t)+ ‖v(t)‖2]
= ‖ϑ˜(t − 1)‖2 − 2r(t)− ‖Φ(t)‖
2
r2(t)
‖y˜(t)‖2 + 2[r(t)− ‖Φ(t)‖
2]
r2(t)
y˜T(t)v(t)+ ‖Φ(t)‖
2
r2(t)
‖v(t)‖2
= ‖ϑ˜(t − 1)‖2 − r(t)+ r(t − 1)
r2(t)
‖y˜(t)‖2 + 2r(t − 1)
r2(t)
y˜T(t)v(t)+ ‖Φ(t)‖
2
r2(t)
‖v(t)‖2
6 ‖ϑ˜(t − 1)‖2 − 1
r(t)
‖y˜(t)‖2 + 2r(t − 1)
r2(t)
y˜T(t)v(t)+ ‖Φ(t)‖
2
r2(t)
‖v(t)‖2.
Since ϑ˜(t − 1), y˜(t), r(t) and Φ(t) are uncorrelated with v(t) and are Ft−1 measurable and r(t) is non-decreasing, taking
the conditional expectation with respect to Ft−1 and using (A1) and (A2) give
E[‖ϑ˜(t)‖2|Ft−1] 6 ‖ϑ˜(t − 1)‖2 − 1r(t)‖y˜(t)‖
2 + ‖Φ(t)‖
2
r2(t)
c1r(t − 1)
6 ‖ϑ˜(t − 1)‖2 − 1
r(t)
‖y˜(t)‖2 + c1‖Φ(t)‖
2
r2−(t)
, a.s. (26)
Since 2−  > 1 and the sum of the third term on the right-hand side from t = 1 to t = ∞ is finite according to Lemma 2,
applying the martingale convergence theorem in [22] to (26) draws that ‖ϑ˜(t)‖2 converges a.s. to a finite random variable,
say C1, i.e.,
lim
t→∞ ‖ϑ˜(t)‖
2 = C1 <∞, a.s., (27)
and
∞∑
t=1
‖y˜(t)‖2
r(t)
<∞, a.s. (28)
Hence, since r(t)→∞, using the Kronecker Lemma (Lemma D.5.5 in [22]) gives
lim
t→∞
1
r(t)
t∑
i=1
‖y˜(i)‖2 = 0, a.s. (29)
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According to the definition of R(t), it is not difficult to get
λmin[R(t)]‖ϑ˜(t)‖2 6 ϑ˜T(t)R(t)ϑ˜(t). (30)
From (24), we have
ϑ˜(t − i) = ϑ˜(t)−
i−1∑
j=0
Φ(t − j)
r(t − j) [−y˜(t − j)+ v(t − j)]. (31)
Replacing t in (25) with t − i gives
Φ(t − i)ϑ˜(t − i− 1) = y˜(t − i).
Using (31) yields
Φ(t − i)ϑ˜(t) = y˜(t − i)+ Φ(t − i)
i∑
j=0
ΦT(t − j)
r(t − j) [−y˜(t − j)+ v(t − j)].
Squaring and using the relation (a+ b)2 6 2(a2 + b2) give
‖Φ(t − i)ϑ˜(t)‖2 =
∥∥∥∥∥y˜(t − i)+ Φ(t − i) i∑
j=0
ΦT(t − j)
r(t − j) [−y˜(t − j)+ v(t − j)]
∥∥∥∥∥
2
6 2‖y˜(t − i)‖2 + 2
∥∥∥∥∥Φ(t − i) i∑
j=0
ΦT(t − j)
r(t − j) [−y˜(t − j)+ v(t − j)]
∥∥∥∥∥
2
6 2‖y˜(t − i)‖2 + 2‖Φ(t − i)‖2
∥∥∥∥∥ i∑
j=0
ΦT(t − j)
r(t − j) [−y˜(t − j)+ v(t − j)]
∥∥∥∥∥
2
.
Since y˜(t− j),Φ(t− j) and r(t− j) are uncorrelatedwith v(t− j) and areFt−1measurable, taking the conditional expectation
with respect to Ft−1 and using (A1) and (A2), we have
E[‖Φ(t − i)ϑ˜(t)‖2|Ft−1] 6 2‖y˜(t − i)‖2 + 2‖Φ(t − i)‖2
i∑
j=0
‖Φ(t − j)‖2
r2(t − j) {‖y˜(t − j)‖
2 + c1r(t − 1)}.
Summing for i from 0 to t − 1 and dividing r(t) give
E[ϑ˜T(t)R(t)ϑ˜(t)|Ft−1]
r(t)
6
2
r(t)
t−1∑
i=0
‖y˜(t − i)‖2 + 2
t−1∑
i=0
‖Φ(t − i)‖2
r(t)
i∑
j=0
‖Φ(t − j)‖2
r2(t − j) ‖y˜(t − j)‖
2
+ 2
t−1∑
i=0
‖Φ(t − i)‖2
r(t)
i∑
j=0
‖Φ(t − j)‖2
r2(t − j) c1r
(t − 1)
=: 2
r(t)
t∑
i=1
‖y˜(i)‖2 + S1(t)+ S2(t), a.s., (32)
where
S1(t) := 2
t−1∑
i=0
‖Φ(t − i)‖2
r(t)
i∑
j=0
‖Φ(t − j)‖2
r2(t − j) ‖y˜(t − j)‖
2,
S2(t) := 2
t−1∑
i=0
‖Φ(t − i)‖2
r(t)
i∑
j=0
‖Φ(t − j)‖2
r2(t − j) c1r
(t − 1).
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According to Lemma 1 and (29), we have
S1(t) := 2
t−1∑
i=0
‖Φ(t − i)‖2
r(t)
i∑
j=0
‖Φ(t − j)‖2
r2(t − j) ‖y˜(t − j)‖
2
= 2‖Φ(t)‖
2
r(t)
‖Φ(t)‖2
r2(t)
‖y˜(t)‖2 + 2‖Φ(t − 1)‖
2
r(t)
[‖Φ(t)‖2
r2(t)
‖y˜(t)‖2 + ‖Φ(t − 1)‖
2
r2(t − 1) ‖y˜(t − 1)‖
2
]
+ 2‖Φ(t − 2)‖
2
r(t)
[‖Φ(t)‖2
r2(t)
‖y˜(t)‖2 + ‖Φ(t − 1)‖
2
r2(t − 1) ‖y˜(t − 1)‖
2 + ‖Φ(t − 2)‖
2
r2(t − 2) ‖y˜(t − 2)‖
2
]
+ 2‖Φ(t − 3)‖
2
r(t)
[‖Φ(t)‖2
r2(t)
‖y˜(t)‖2 + ‖Φ(t − 1)‖
2
r2(t − 1) ‖y˜(t − 1)‖
2
+ ‖Φ(t − 2)‖
2
r2(t − 2) ‖y˜(t − 2)‖
2 + ‖Φ(t − 3)‖
2
r2(t − 3) ‖y˜(t − 3)‖
2
]
+ · · ·
+ 2‖Φ(1)‖
2
r(t)
[‖Φ(t)‖2
r2(t)
‖y˜(t)‖2 + ‖Φ(t − 1)‖
2
r2(t − 1) ‖y˜(t − 1)‖
2
+ ‖Φ(t − 2)‖
2
r2(t − 2) ‖y˜(t − 2)‖
2 + · · · + ‖Φ(2)‖
2
r2(2)
‖y˜(2)‖2 + ‖Φ(1)‖
2
r2(1)
‖y˜(1)‖2
]
= 2
r(t)
[r(t)− r(0)]‖Φ(t)‖2
r2(t)
‖y˜(t)‖2 + 2
r(t)
t−1∑
i=1
[r(i)− r(0)]‖Φ(i)‖2
r2(i)
‖y˜(i)‖2
6
2
r(t)
‖Φ(t)‖2
r(t)
‖y˜(t)‖2 + 2
r(t)
t−1∑
i=1
‖Φ(i)‖2
r(i)
‖y˜(i)‖2
= 2
r(t)
t∑
i=1
‖Φ(i)‖2
r(i)
‖y˜(i)‖2
6
2 ln r(t)
r(t)
t∑
i=1
‖y˜(i)‖2 → 0, a.s., as t →∞.
S2(t) := 2
t−1∑
i=0
‖Φ(t − i)‖2
r(t)
i∑
j=0
‖Φ(t − j)‖2
r2(t − j) c1r
(t − 1)
= 2‖Φ(t)‖
2
r(t)
‖Φ(t)‖2
r2(t)
c1r(t − 1)+ 2‖Φ(t − 1)‖
2
r(t)
[‖Φ(t)‖2
r2(t)
+ ‖Φ(t − 1)‖
2
r2(t − 1)
]
c1r(t − 1)
+ 2‖Φ(t − 2)‖
2
r(t)
[‖Φ(t)‖2
r2(t)
+ ‖Φ(t − 1)‖
2
r2(t − 1) +
‖Φ(t − 2)‖2
r2(t − 2)
]
c1r(t − 1)+ · · ·
+ 2‖Φ(1)‖
2
r(t)
[‖Φ(t)‖2
r2(t)
+ ‖Φ(t − 1)‖
2
r2(t − 1) +
‖Φ(t − 2)‖2
r2(t − 2) + · · · +
‖Φ(2)‖2
r2(2)
+ ‖Φ(1)‖
2
r2(1)
]
c1r(t − 1)
6
2
r(t)
[r(t)− r(0)]‖Φ(t)‖2
r2(t)
c1r(t)+ 2r(t)
t−1∑
i=1
[r(i)− r(0)]‖Φ(i)‖2
r2(i)
c1r(t)
6
2c1
r1−(t)
t∑
i=1
‖ϕ(i)‖2
r(i)
6
2c1 ln r(t)
r1−(t)
→ 0, a.s., t →∞.
Using (30) and (29) and above two equations, from (32), we have
E{ϑ˜T(t)R(t)ϑ˜(t)|Ft−1}
r(t)
→ 0, a.s.,
or
‖θ˜(t)‖2 = o
(
r(t)
λmin[R(t)]
)
, a.s.
Using the assumption r(t) = O(λmin[R(t)]), we have ‖θ˜(t)‖2 = o(1)→ 0. This proves Theorem 2. 
The SG algorithm has a low computational effort but a slow convergence rate [23]. In order to improve the tracking
performance of the SG algorithm, a forgetting factor λ is introduced to obtain the SG algorithm with a forgetting factor (the
FFSG algorithm for short) as follows:
ϑˆ(t) = ϑˆ(t − 1)+ Φ
T(t)
r(t)
[y(t)− Φ(t)ϑˆ(t − 1)], (33)
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Table 1
The SG estimates and their errors in Example 1.
t α1 α2 Q (1, 1) Q (2, 1) Q (1, 2) Q (2, 2) Q (1, 3) Q (2, 3) Q (1, 4) Q (2, 4) δ (%)
100 0.36113 0.23528 0.22958 −0.00809 0.24660 0.15904 −0.09561 0.05643 0.16281 0.16643 87.85315
200 0.36720 0.27600 0.24949 −0.00371 0.25574 0.17258 −0.09694 0.06053 0.16257 0.18528 86.92601
500 0.39627 0.31820 0.29029 0.00918 0.26951 0.18730 −0.09951 0.07384 0.16651 0.21658 85.23354
1000 0.41986 0.34839 0.31767 0.01683 0.28160 0.20201 −0.10101 0.08287 0.16843 0.24245 83.97335
2000 0.44850 0.37264 0.34597 0.02765 0.29400 0.21017 −0.10026 0.09328 0.17117 0.26723 82.70448
3000 0.45971 0.38927 0.36141 0.03264 0.30083 0.21624 −0.09961 0.09902 0.17255 0.28138 82.00947
4000 0.46454 0.39487 0.37273 0.03626 0.30535 0.22078 −0.09836 0.10366 0.17339 0.29092 81.53322
5000 0.46683 0.39851 0.38169 0.03960 0.30926 0.22410 −0.09685 0.10764 0.17441 0.29867 81.14890
True values 0.85000 0.60000 2.00000 0.60000 1.00000 0.80000 0.80000 1.00000 0.70000 2.00000
Fig. 1. The estimation errors δ versus t in Example 1.
r(t) = λr(t − 1)+ ‖Φ(t)‖2, 0 < λ < 1, r(0) = 1. (34)
When λ = 1, the FFSG algorithm reduces to the SG algorithm; when λ = 0, the FFSG algorithm is the projection algorithm.
4. Examples
Example 1. Consider the following 2-input 2-output system:[
y1(t)
y2(t)
]
+ α1
[
y1(t − 1)
y2(t − 1)
]
+ α2
[
y1(t − 2)
y2(t − 2)
]
= Q1
[
u1(t − 1)
u2(t − 1)
]
+ Q2
[
u1(t − 2)
u2(t − 2)
]
+
[
v1(t)
v2(t)
]
,
where
α(z) = 1+ α1z−1 + α2z−2 = 1+ 0.85z−1 + 0.60z−2,
Q (z) = Q1z−1 + Q2z−2 =
[
2.00 1.00
0.60 0.80
]
z−1 +
[
0.80 0.70
1.00 2.00
]
z−2,
α =
[
α1
α2
]
=
[
0.85
0.60
]
,
θT = [Q1,Q2] = [Q (i, j)] =
[
2.00 1.00 0.80 0.70
0.60 0.80 1.00 2.00
]
,
ϑ =
[
α
col[θT]
]
.
In simulation, the inputs u1(t) and u2(t) are taken as two independent persistent excitation signal sequences with zero
mean and unit variances, and v1(t) and v2(t) as two white noise sequences with zero mean and variances σ 21 = 0.302 and
σ 22 = 0.502, respectively. Applying the SG and FFSG algorithms to estimate the parameters of this system, the parameter
estimates with different forgetting factors λ = 0.95 and λ = 0.90 are shown in Tables 1–2, and the estimation errors
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Table 2
The FFSG estimates and their errors with λ = 0.95 and 0.90 in Example 1.
λ t α1 α2 Q (1, 1) Q (2, 1) Q (1, 2) Q (2, 2) Q (1, 3) Q (2, 3) Q (1, 4) Q (2, 4) δ (%)
0.95 100 0.50436 0.40757 0.37374 0.02849 0.32393 0.22406 −0.09263 0.12521 0.16996 0.27753 81.26958
200 0.46811 0.45925 0.54803 0.06178 0.40554 0.33882 −0.06489 0.18225 0.18429 0.45340 73.84197
500 0.59109 0.50254 1.02612 0.22703 0.58272 0.49360 0.00994 0.36950 0.28247 0.86360 54.46592
1000 0.72345 0.55798 1.44444 0.36782 0.79363 0.69749 0.15467 0.57651 0.36953 1.32499 34.73458
2000 0.78295 0.57001 1.83481 0.54281 0.94204 0.75911 0.45478 0.79948 0.53987 1.74938 14.78504
3000 0.78703 0.58891 1.94527 0.55874 0.98427 0.80632 0.60931 0.89546 0.61689 1.90006 7.44629
4000 0.82738 0.59807 1.98555 0.58950 1.00511 0.82278 0.70688 0.97807 0.64501 1.94397 3.55464
5000 0.84472 0.58596 2.00377 0.58827 1.00677 0.82103 0.75108 0.99795 0.66944 1.98049 1.86106
0.90 100 0.59930 0.48692 0.54298 0.07014 0.42493 0.30456 −0.06904 0.20324 0.18684 0.41730 73.89073
200 0.51606 0.47686 0.85876 0.13112 0.56593 0.50626 0.00141 0.30644 0.22106 0.74189 60.61597
500 0.68024 0.53179 1.49523 0.37274 0.78664 0.65935 0.18196 0.58219 0.38535 1.30948 34.11366
1000 0.78966 0.58408 1.81821 0.51614 0.96840 0.81054 0.43060 0.81090 0.51404 1.74432 15.49564
2000 0.83943 0.60111 1.97951 0.59525 1.00012 0.80101 0.72077 0.94063 0.66899 1.96614 3.07185
3000 0.81375 0.61001 1.99206 0.56619 1.01516 0.82769 0.76474 0.97026 0.69932 1.99970 2.08526
4000 0.84470 0.61201 2.00201 0.59314 1.00858 0.83693 0.79637 1.01628 0.69279 1.99495 1.23552
5000 0.85558 0.58500 2.01125 0.59100 1.00332 0.82151 0.79346 1.01411 0.68729 2.00797 1.03089
True values 0.85000 0.60000 2.00000 0.60000 1.00000 0.80000 0.80000 1.00000 0.70000 2.00000
Table 3
The SG estimates and their errors in Example 2.
t α1 α2 Q (1, 1) Q (2, 1) Q (1, 2) Q (2, 2) Q (1, 3) Q (2, 3) Q (1, 4) Q (2, 4) δ (%)
100 0.37687 0.25527 0.21801 −0.00485 0.24193 0.14374 −0.07408 0.05374 0.16424 0.15566 88.02435
200 0.38373 0.29400 0.23759 −0.00077 0.25114 0.15711 −0.07518 0.05791 0.16375 0.17429 87.11249
500 0.41144 0.33186 0.27756 0.01168 0.26436 0.17185 −0.07728 0.07112 0.16809 0.20527 85.45858
1000 0.43413 0.36033 0.30429 0.01904 0.27642 0.18656 −0.07884 0.08007 0.17028 0.23100 84.22074
2000 0.46152 0.38222 0.33220 0.02960 0.28869 0.19483 −0.07797 0.09047 0.17320 0.25559 82.97234
3000 0.47192 0.39827 0.34743 0.03450 0.29534 0.20092 −0.07730 0.09619 0.17476 0.26969 82.28633
4000 0.47673 0.40326 0.35862 0.03802 0.29994 0.20551 −0.07598 0.10081 0.17558 0.27922 81.81240
5000 0.47875 0.40654 0.36750 0.04131 0.30383 0.20886 −0.07449 0.10478 0.17660 0.28694 81.43088
True values 0.85000 0.60000 2.00000 0.60000 1.00000 0.80000 0.80000 1.00000 0.70000 2.00000
δ := ‖θˆ(t)−θ‖/‖θ‖ versus t are shown in Fig. 1,where the noise-to-signal ratios of two output channels are δns(1) = 15.63%
and δns(2) = 26.13%, respectively.
Example 2. Consider the cases with non-stationary noises, the simulation plant is the same as Example 1. The inputs u1(t)
and u2(t) are taken as two independent persistent excitation signal sequences with zeromean and unit variances, andw1(t)
and w2(t) as two white noise sequences with zero mean and variances σ 21 = σ 22 = 0.502, respectively. Refer to [24] and
take
v1(t) = 10
√
tw1(t), v2(t) = 10
√
tw2(t).
That is v1(t) and v2(t) are uncorrelated, non-stationary stochastic noise sequences with variances
σ 21 (t) = 0.502 5
√
t, σ 22 = 0.502 5
√
t.
The simulation results are shown in Tables 3, 4 and Fig. 2. Since the noise variances are time-varying, so are the noise-to-
signal ratios, the noise-to-signal ratios of the output channel 1 is between δns(1) = 26.04% and δns(1) = 61.16%, while the
noise-to-signal ratios of the output channel 2 is between δns(2) = 26.13% and δns(2) = 61.35%.
From Tables 1–4 and Figs. 1, 2, we can draw the following conclusions:
• The convergence rate of the SG algorithm (the curve with λ = 1.00 in Figs. 1 and 2) is slower than that of the FFSG
algorithm with λ < 1.00. Thus the introduction of the forgetting factor can improve the convergence rate of the SG
algorithm.
• The proposed FFSG algorithm can give highly accurate parameter estimates for a large data length under both the
stationary case and non-stationary case.
• The convergence rate becomes faster as the forgetting factor λ is decreased, but, if we decrease the forgetting factor λ
to a certain level, the curve fluctuates as the data length increases (i.e., the variance of the estimation error becomes
larger). However, as long as we choose appropriate forgetting factors, a fast convergence rate can be achieved and small
estimation errors may be obtained.
• The simulation results confirm the proposed theoretical results in Section 3.
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Table 4
The FFSG estimates and their errors with λ = 0.95 and 0.90 in Example 2.
λ t α1 α2 Q (1, 1) Q (2, 1) Q (1, 2) Q (2, 2) Q (1, 3) Q (2, 3) Q (1, 4) Q (2, 4) δ (%)
0.95 100 0.52046 0.41636 0.35972 0.02995 0.31723 0.20718 −0.06694 0.12155 0.17246 0.26495 81.55260
200 0.48487 0.46606 0.53258 0.06223 0.39751 0.32076 −0.03913 0.17844 0.18654 0.43854 74.16438
500 0.59486 0.50240 1.01193 0.22352 0.57080 0.47945 0.03699 0.36603 0.28684 0.84799 54.75691
1000 0.72745 0.56424 1.42221 0.36375 0.78909 0.68851 0.16850 0.57195 0.37737 1.31425 35.00755
2000 0.78072 0.57230 1.82252 0.53963 0.94247 0.75537 0.46124 0.79785 0.54665 1.74388 14.83428
3000 0.79385 0.58906 1.93777 0.55761 0.98813 0.80543 0.60971 0.89508 0.62435 1.89806 7.40484
4000 0.82486 0.59657 1.98232 0.58923 1.01068 0.82311 0.71747 0.97784 0.64532 1.94417 3.38385
5000 0.84791 0.58136 2.00540 0.58805 1.01103 0.82201 0.75312 0.99768 0.66623 1.98054 1.91619
0.90 100 0.61482 0.49119 0.52708 0.06892 0.41558 0.28624 −0.03927 0.19920 0.18999 0.40280 74.23396
200 0.53067 0.48298 0.84320 0.12900 0.55503 0.48715 0.02931 0.30262 0.22411 0.72399 60.93910
500 0.67982 0.52986 1.48913 0.36667 0.77241 0.64993 0.20975 0.58053 0.39051 1.29467 34.15415
1000 0.78992 0.58857 1.79726 0.51383 0.96992 0.80770 0.43365 0.80790 0.52293 1.73933 15.65115
2000 0.83249 0.60307 1.97341 0.59417 1.00361 0.80066 0.72304 0.94072 0.67420 1.96559 3.05831
3000 0.81408 0.61375 1.98881 0.56730 1.02783 0.82799 0.76049 0.97127 0.70885 2.00167 2.25187
4000 0.84120 0.61096 2.00132 0.59326 1.01289 0.83782 0.80953 1.01678 0.69396 1.99468 1.31320
5000 0.85396 0.57804 2.01739 0.59052 1.00472 0.82282 0.79264 1.01420 0.68043 2.00866 1.27477
True values 0.85000 0.60000 2.00000 0.60000 1.00000 0.80000 0.80000 1.00000 0.70000 2.00000
Fig. 2. The estimation errors δ versus t in Example 2.
5. Conclusions
This paper discusses the stochastic gradient algorithm for the input–output representation formultivariable systems. The
theoretical analysis and simulation results indicate that the parameter estimates converge to their true values for stationary
or non-stationary noises. The performance analysis of the FFSG algorithm requires further investigation. The proposed
method can be extended to dual-rate systems [25–27], non-uniformly sampled multirate systems [28–30], nonlinear
systems [31,32].
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