Abstract. E ectiveness of root cause analysis e orts, following a control chart signal, will be enhanced if there exists more accurate information about the true time of change in the process. In this study, we consider a Poisson process experiencing an unknown multiple number of step changes in the Poisson rate. We formulate the multiple changepoint scenario using Bayesian hierarchical models. We compute posterior distributions of the change-point parameters including number, location, and magnitude of changes and also corresponding probabilistic intervals and inferences through Reversible Jump Markov Chain Monte Carlo methods. The performance of the Bayesian estimator is investigated over several simulated change-point scenarios. Results show that when the proposed Bayesian estimator is used in conjunction with the c-chart, it can provide precise estimates about the underlying change-point scenario (number, timing, direction, and size of step changes). In comparison with alternatives, including Poisson EWMA and CUSUM built-in estimators and a maximum likelihood estimator, our estimator performs satisfactorily over consecutive monotonic and non-monotonic changes. The proposed Bayesian model and computation framework also bene t from probability quanti cation as well as exibility, which allow us to formulate other process types and change scenarios.
Introduction
Control charts are used to distinguish if a process works in presence of common and known variations versus unpredictable variations. Control charts signal when an assignable cause occurs. Following a signal, we initiate a search to identify potential causes of the change and, accordingly, conduct corrective or preventive actions [1] . Knowing when the process truly began to change (change-point) enables us to conduct root cause analysis more e ciently, since a tighter time-frame prior to the signal in the control charts is investigated [2, 3] .
Several statistical methods have been employed in development of change-point estimators for a broad range of processes and change types [4, 5] . Maximum Likelihood (ML)-based estimators were found superior in estimation of step changes [6, 7] and linear trends [8] in Poisson rates compared to early built-in estimators [9] [10] [11] of cumulative sum (CUSUM) [10, 11] and Exponentially Weighted Moving Average (EWMA) [12] control charts. Perry et al. [13] further relaxed the underlying assumption of knowing the form of change types and developed an ML estimator for non-decreasing multiple step change points (unknown number of consecutive changes) using isotonic regression models. The ML framework has also been applied for di erent change scenarios in correlated Poisson observations [14] [15] [16] and other attributes [17] [18] [19] [20] [21] [22] . A Bayesian modeling and computation framework has recently been proposed as an alternative platform for both attribute [3, 23] and variable characteristics [24] [25] [26] . They were found highly exible in incorporation of process complexity (e.g. case mix [27] and censoring time [28] ) while providing precise estimates and informative probabilistic inferences for various sudden step [29] and linear disturbances [30] .
In practice, it is not uncommon to experience nonmonotonic unknown consecutive changes in a Poisson process that may occur as a result of one in uential process input variable changing several times or several in uential process input variables changing at di erent times. Indeed, these changes could in uence the process mean in any direction and lead to multiple changepoints in the Poisson mean, which are not necessarily monotonic. None of the built-in estimators of CUSUM and EWMA charts can describe such multiple changepoint scenarios and provide speci c estimates for more than one change. Moreover, the recent ML-based and Bayesian estimators of multiple change-point still remain dependent on a priori knowledge about the shifts, such as monotonic form [13] or the number of changes [23] .
In this study, we model a multiple change-point scenario in a Bayesian framework assuming that no a priori knowledge about the form of consecutive changes exists. In this setting, we relax two constrains:
1. Knowing the number of change points described in Assareh et al. [23] ; 2. Monotonically increasing or decreasing the consecutive changes form previously assumed in Perry et al. [13] and elsewhere [17, 22] .
Hence, the number of change points is incorporated into the proposed Bayesian multiple change-point model in order to be directly estimated; whereas the model that was recently developed by Assareh et al. [23] focused on identifying the change point in the case of knowing the number of changes. We employ Reversible Jump Markov Chain Monte Carlo (RJMCMC) methods [31] to obtain posterior distributions of all multiple change-point model parameters (number, time, and size). First, we describe the Bayesian model and RJMCMC components. The application of the model is demonstrated through an illustrative simulation of a scenario with one change point. Then, we investigate performance of the model over a wide range of consecutive changes and also false alarms. The model is explained in Section 2 and implemented and analyzed in Section 3. Then, we compare performance of the estimator with those of alternatives in Section 4 and summarize the study and obtained results in Section 5.
2. Bayesian Poisson process multiple change-point model and RJMCMC method 2.1. Model
We employed Bayesian Hierarchical Models (BHM) to formulate a multiple change-point scenario in a Poisson process. Consider a process X t , t = 1; ; T , that is initially in-control and then k change points with unknown locations and magnitude occur in the Poisson rate. Thus, at k unknown points in time k;1 ; k;2 ; ; k;k , the rate parameter changes from its known in-control state of k;0 to k;l , k;l = k;0 + k;l and k;l 6 = k;0 for l = 1; ; k. The Poisson process multiple change-point model can be parameterized as x t Poisson( k;i ), t = k;i + 1; ; k;i+1 for i = 0; ; k, where k;0 = 0 and k;k+1 = T . That is:
exp( k;0 ) x t k;0 =x t ! if t = 1; 2; ; k;1 exp( k;1 ) x t k;1 =x t ! if t = k;1 + 1; ; k;2 . . . exp( k;k ) x t k;k =x t ! if t = k;k + 1; ; T:
Thus, the quantities of interest are the number, the time, and the magnitude of the changes.
Let the maximum number of change points be K 1 > 0, so that there exist K models, m k , k = 0; 1; ; K 1, where k is the number of changes in the Poisson process. We assign a discrete distribution for k; for example, in the following simulation study, a non-informative at uniform distribution is imposed; however, K is set to 7 based on the problem context, so that f(m = k) = 1=7, k = 0; ; 6. This setting lets the model test seven hypotheses including occurrence of a false alarm (no change point), one change point, two change points, and up to six consecutive change points. In other contexts, other distributions, such as truncated Poisson or Gamma, might also be of interest (see [32] for more details on the selection of prior distributions).
We place a Gamma distribution as a prior for the mean of the Poisson process, so that k;i ( k;i ; k;i ), i = 0; ; k. For example, in the simulation study described below, since no other information on which to base the choice of the hyperparameters exists, we follow Carlin and Louis [33] and set all k;i , k;i for k = 0; ; K 1 and i = 0; ; k to be 
Box I equal and use empirical Bayes methods to estimate and . Thus, we let the prior have a mean ( = ) of 20, equal to the in-control rate k;0 and a variance ( = 2 ) of at least 6 p k;0 , approximately. This is a reasonably informative prior for the magnitude of the change in an in-control Poisson rate as the control chart is sensitive enough to detect very large shifts and estimate associated change points. We thus set = 10 and = 0:5. A non-informative uniform distribution was also considered to be a prior distribution for the time of change points in the model. Speci cations of this prior were modi ed within each iteration of the posterior computation algorithm (see Section 2.2).
In the above setting, minimum knowledge was incorporated into the model through the priors. It only included the general design criteria in the SPC context and the in-control Poisson rate. We intentionally let the model not be highly informative in order to run a balanced performance comparison with non-Bayesian methods in this study. In practice, for a speci c process, knowledge about possible change patterns, timing, and magnitude of the changes as well as design characteristics, such as desired sensitivity, can also contribute to the prior setting which may lead to more accurate estimates.
Parameter estimation
To obtain posterior estimates of the parameters of interest, we apply the RJMCMC method developed by Green [31] , which has been extensively studied and used in complex change point and model selection problems [34] [35] [36] .
RJMCMC provides a general framework for Markov Chain Monte Carlo (MCMC) simulation in which the dimension of the parameter space can vary between iterations of the Markov chain. Thus, the dimension of the space, here the number of change points as well as the time and magnitude of the changes given the dimension are considered to be stochastic variables. In this view, the reversible jump sampler can be seen as an extension of the standard MetropolisHastings algorithm into more general state spaces that jumps between models with parameter spaces of di erent dimensions. We adopt the approach taken by Zhao and Chu [36] . In this approach, proposing a new model is restricted to adjacent models which have one change point more or less. This is known as birth or death of a change point, respectively. We have outlined the algorithm components in Appendix A: RJMCMC Components.
3. Performance analysis 3.1. Simulation method We used Monte Carlo simulation to study the performance of the constructed BHM in multiple change detection following a signal from a c-chart.
To demonstrate the generalizability of the proposed model, processes with one, two, and three change points were considered, k = f1; 2; 3g. We generated 25 observations of a Poisson process with an in-control rate of k;0 = 20. Then, we induced step changes until the c-chart [37, 38] signalled. Because we knew that the process was in-control, if an out-of-control observation was generated in the simulation of the rst 25 in-control observations, similar to the approach applied by Perry et al. [13] and others, it was taken as a false alarm and the simulation was restarted. However, in practice, a false alarm may lead the process to stop and search for root causes. When no root cause is found, the process would continue without adjustment. We, separately, investigated the performance of the Bayesian model on false alarms. The simulation was also repeated for rate parameters of 5 and 10 over equivalent step changes; since the results are similar to those obtained for k;0 = 20, k = f1; 2; 3g, they are not reported here.
To investigate the behavior of the Bayesian estimator of the number, k, magnitude, k;1 ; : : : ; k;k , and location, k;1 ; ; k;k , of changes, we replicated the simulation method explained above 100 times.
The number of replication studies, indeed, is a compromise between excessive computational time, considering RJMCMC iterations, and su ciency of the achievable distributions even for tails. Since scenarios with more than one change point prior to the control chart's signal were also of interest, simulated datasets that did not meet the desired processes were excluded.
The multiple changes and control charts were simulated in MATLAB. For each change-point scenario, we modi ed and used RJMCMC algorithm made available in MATLAB by Zhao and Chu [36] to generate 100,000 samples with the rst 20000 samples ignored as burnin.
An illustrative example
Two processes were simulated in which step change of sizes 1;1 = +5 and 1;1 = 5 were induced at 1;1 = 25. The posterior distributions for the number, time, and magnitude of step changes for the two processes are presented in Figure 1 . For both change sizes, a larger mass of the probability function concentrates on the model with one change point; see Figure 1 Figure 1 (e) and (f). Since the posteriors tend to be asymmetric, in particular for time, the mode of the posteriors is used as an estimator for the change-point model parameter. Table 1 shows the posterior estimates for the induced change sizes, 1;1 = 5, in the process mean. The Bayesian estimator suggests that one change point is more probable, p(m 1 ) = 0:43, prior to signal of the c-chart where a change of size 1;1 = 5, around one standard deviation, was induced. Where the cchart detects a fall after 51 samples, the mode of the posterior distribution of 1;1 reports the 25th sample accurately as the change point. For an increase in size 1;1 = +5, although the posterior mode underestimates the time of the change, 1;1 = 24, it still provides a reasonable accurate estimation with a bias of one sample. Posterior estimates of the magnitude of the change tend to be accurate.
Applying the Bayesian framework enables us to construct probability-based intervals around estimated parameters. A Credible Interval (CI) is a posterior probability-based interval which involves those values of highest probability in the posterior density of the parameter of interest. Table 1 also presents 80% credible intervals for the estimated time and magnitude of step changes. As expected, the CIs are a ected by the dispersion and higher order behavior of the posterior distributions. As shown in Table 1 and discussed above, the magnitude of the changes is not estimated as precisely as the time of the change.
The probability of having a speci ed number of changes is presented in Table 1 . The probability of having more than three changes prior to signalling of the chart is 0.08 when an increase of size 1;1 = 5 has occurred. It is less unlikely, 0.06, for a change of size 1;1 = +5. An interesting inference can also be made on the falseness of the signal using p(m 0 ), the probability of having no step change point. Note that only an upper threshold (K = 7) was imposed on the number of change points in the model, letting the model examine a no change-point scenario.
We can also construct other probabilistic inferences using the posterior distributions of parameters. As an example, the probability that a change point occurs in the last 10, 20, and 40 observed samples prior to signalling in the control charts can be obtained. For a step change of size 1;1 = 5, since the cchart signals very late (see Table 1 ), it is unlikely that the change point has occurred in the last 10, 20, and even 40 samples with probabilities 0.0, 0.0 and 0.03, respectively, whereas for a change of size = +5, it is very probable that the change has occurred in the last 40 samples with probability 0.99, and with probability of 0.58, it is between the last 10 and 20 samples. Such probability computations and inferences can be extended to the magnitude of the changes.
Simulation results
We examined the behavior of the proposed Bayesian model in estimation of the number, location, and magnitude of changes using 100 replications of the simulated datasets outlined in Section 3.1. Table 2 shows the average of the estimated parameters obtained from the replicated datasets where there existed one change point prior to signal of the control chart.
For all change sizes, the model with one change point, m 1 , has the highest posterior probability; however, the strength of this comparison varies over different change sizes. As seen, this probability, p(m 1 ), almost doubles when the magnitude of the shift increases from 1;1 = 3, approximately half a standard deviation, to 1;1 = 10, two standard deviations. As the magnitude of the change increases, the posterior probability of the model with no change point, p(m 0 ), decreases in favor of the model with one change point. This implies that the model with no change point, m 0 , closely competes with the model with one change point, m 1 , over small shifts, whereas the model with two change points, m 2 , is the runner-up over medium to large shifts. For a large shift, 1;1 = 15 around three standard deviations, the probability of a model with one change point signi cantly drops, particularly where there exists a drop in the Poisson mean. This is due to the early detection of such shifts by the cchart that leads to a very short run of samples after the change, which then compresses the data and hence informs the RJMCMC algorithm.
For changes of size of less than one standard deviation ( 1;1 = 3; 5) in the Poisson rate, the average of the posterior modes, denote here by E(), reports 33rd sample (at latest) as the change point. The corresponding c-charts detect the changes with delays greater than 75 samples. The superiority of using Bayesian estimator in conjunction with c-chart persists where a medium shift of size = 10 has occurred in the process mean. In this scenario, the bias of the Bayesian estimator does not exceed one observation, whereas the minimum delay is four samples in detection of the fall. As expected, for large shift sizes ( 1;1 = 15) around three standard deviations, the c-chart performs well, yet the expected values of modes report more accurate estimations with a delay of less than one observation. Table 2 reveals that the variation of the Bayesian estimates for time tends to reduce when the magnitude of shift in the process mean increases. However, for drops, the observed variation is almost less than those obtained in detection of jumps. This can be explained by the nature of mean and variance parameters in a Poisson distribution, so that a drop in the mean leads to less dispersed observations. The mean of the standard deviation of the posterior estimates of time, E( 1;1 ), also decreases dramatically when moving from small shift sizes to medium and large shift sizes.
The average of the Bayesian estimates of the magnitude of the change, E(^ 1;1 ), shows that the modes of posteriors for change sizes do not perform as well as the corresponding posterior modes of the time across di erent shift sizes; however, promising results are obtained where a medium shift, 1;1 = 10, has occurred in the process mean. This estimator tends to underestimate the sizes. Having said that, Bayesian estimates of the magnitude of the change must be studied in conjunction with their corresponding standard deviations. In this manner, analysis of credible intervals is e ective.
We extended the simulation study to investigate the performance of the proposed model on scenarios with two and three consecutive change points, k = 2; 3, prior to the signal of the control chart. A series of monotonic and non-monotonic changes were considered in this setting. Average of Bayesian estimates, mode of posterior distributions, are summarized and depicted in Figures 2 and 3 . See Appendix B: Simulation results for details of simulation results for two and three changepoints scenarios.
As shown in Figure 2 (a), in all two change scenarios (monotonic and non-monotonic), the posterior probability of the model with two change points, m 2 , is the highest; however, the strength of this varies over di erent change sizes. The estimator tends to distinguish non-monotonic scenarios better than monotonic cases (e.g. p(m 2 (+5; 10)) = 0:59 versus p(m 2 (+5; +10)) = 0:40). With an increase in the absolute di erence between two consecutive changes, the likelihood of the model with two changes increases (e.g. p(m 2 (+5; 10)) = 0:59 versus p(m 2 (+5; 5)) = 0:35). For monotonic changes, the model with one change point, m 1 , competes with the true model, m 2 , whereas for small non-monotonic changes, the model with no change, m 0 , also contends with the true model. Figure 2(b) shows that the proposed model reasonably well estimates change parameters of two change-point scenarios; however, the performance is a ected by the direction of changes and the size of their absolute di erences. For time of changes, 2;1 and 2;2 , more accurate estimates were obtained where there existed non-monotonic changes with larger absolute di erences. The average of the Bayesian estimates of the magnitude of the changes,^ 2;1 and^ 2;2 , shows that while the point estimates slightly deviate from the true values, there is no consistent pattern in these deviations and the true values are typically encompassed in the corresponding 80% CIs.
Similar to the two change-point cases, Figure 3 (a) shows that in all scenarios with three changes, the true model, m 3 model with three change points, has the highest probability. However, the strength of this probability varies over di erent change sizes. It is seen that when the magnitude of the third change increases from one standard deviation to two standard deviations approximately, the Bayesian estimator distinguishes the true model more strongly. Accordingly, when the magnitude of the third change increases, the Bayesian estimator tends to be more accurate in estimation of time, 3;1 , 3;2 and 3;3 (see Figure 3(b) ). The accuracy and the direction of bias of Bayesian estimates for the magnitude of the changes,^ 3;1 ,^ 3;2 and^ 3;3 , are not consistent across di erent scenarios. However, there exist some gains in studying the estimated sizes and directions, particularly when the obtained standard deviations are also considered.
False alarms
Incorporation of the number of change points within the proposed Bayesian hierarchical model and allocation of a prior distribution, which includes a no change-point hypothesis, enable us to evaluate the possibility of occurrence of a false alarm within the process along other multiple change-point hypotheses.
To investigate the performance of the proposed model in detection of false alarms against true change points, 1000 datasets of Poisson processes with an in-control rate of k;0 = 20 were generated. Upon c-chart's false signals, the change-point model was employed and the posterior estimate for the number of change points was obtained and then compared with simulated scenarios in which a genuine small shift had occurred ( 1;1 = 3 at 25th observation). We also analyzed the performance of the proposed estimator over false alarms in presence of over-dispersed observations (overdispersion index: 2 x =mix > 1). We generated overdispersed datasets using a Gamma- Likelihood averages of alternative models for all scenarios are summarized in Table 3 . In presence of a false alarm for equip-dispersed observations, although the model with no change point is marginally the superior model compared to the model with one change point with a slightly higher likelihood (p(m 0 ) = 0:315 vs. p(m 1 ) = 0:313), over replications and taking Precision of estimates into account, the observed di erence between the two alternatives is not statistically signicant. Having said that, for scenarios with genuine small shifts of size 1;1 = 3, the estimated likelihood of the model with one change point was signi cantly larger than the associated probability for the model with no change point (32% vs. 25% for a decrease and 33% vs. 22% for an increase, respectively, as shown in Table 3 ). The observed interval estimates over replications for likelihood of the two alternative hypotheses of false alarm and a change point between the three simulated scenarios demonstrate some capability of the proposed Bayesian change-point model in di erentiation of random and genuine shifts in the Poisson process as long as underlying assumptions are met. As shown in Table 3 , by increase in the magnitude of variance versus mean of Poisson-based observations, i.e. in presence of overdispersion, the c-chart falsely signals earlier. Our simulation study reveals that if the process exhibits any degree of over-dispersion, not only insigni cant marginal superiority of the model with no change point is no longer persistent, but also the likelihood of the model with one change point is signi cantly greater over replications. With an increased over-dispersion, the likelihood of no change point markedly decreases in favor of the model with one change point, suggesting a true change in the process whereas no change has genuinely occurred. Further investigation is required to fully formulate and evaluate false alarm detection capability of the proposed model. Sensitivity and comparative analyses across a broader range of desired change size scenarios, setting up decision threshold and use of more informative or truncated priors, are of interest. Furthermore, caution should be taken in employment of the proposed model in distinguishing false signals from true shifts if underlying Poisson assumptions are not satis ed. Within this setting, appropriate selection of control charting methods and, accordingly, modi cation of change-point models are recommended [39, 40] .
Comparison of Bayesian estimator with other methods
To study the performance of the proposed Bayesian estimator in comparison with alternatives, we considered Poisson EWMA and CUSUM charts and associated built-in estimators [9, 10] and the proposed ML estimator for a step change in Poisson processes [6] within replications discussed in Section 3.1.
As expected, since both EWMA and CUSUM charts are very sensitive to shifts, simulation of more than one change point before signalling is unlikely. However, we considered the application of these charts in contexts in which the monitoring process and charts were not terminated when the chart had signalled. Woodall [41] highlighted this circumstance as a significant characteristic of monitoring in a clinical setting, where an out-of-control process may not be able to stop and root cause analysis procedures are conducted simultaneously or with a delay. We chose the ML estimator for step change proposed by Samuel and Pignatiello [6] , because it is the only one proposed ML method that can be applied over di erent change scenarios, as the developed ML estimators for linear trend [8] and multiple change [13] in a Poisson mean are restricted to increasing trends and monotonic changes.
To construct control charts, we applied the procedures of Brook and Evans [42] and Trevanich and Bourke [43] for Poisson CUSUM and Poisson EWMA control charts, respectively. A Poisson CUSUM accumulates the di erence between an observed value and a reference value k through S + i = maxf0; x i k + + S + r = 0:1 and A = 2:67 to build a chart with an ARL 0 of 370, close to a standard c-chart. Table 4 shows the expected values of the Bayesian estimates and detected change points provided by built-in estimators of EWMA [9] and CUSUM [10, 11] charts and the ML estimator [6] for a step change in a Poisson process. For scenarios of more than one change, the posterior estimates for the time of the rst change were considered.
Where there exists a step change, the Bayesian estimator, b , only outperforms the built-in estimators of EWMA, ewma , and CUSUM, cusum , charts over large shifts of = 10. It is outperformed by them over medium size changes, = 5; however, a larger variation is associated with the estimates obtained by the alternatives. The ML estimator, mle , also outperforms the Bayesian estimator over medium and large step changes.
Where there exist two consecutive changes that are monotonic, the Bayesian estimator, b , outperforms all alternatives, except the CUSUM built-in estimator for 1;2 = ( 5; 10) reporting slightly more accurate, 24.01 vs. 26.71, but a less precise, 3.49 vs. 2.75, estimation of the location of the rst change point. If there exist two non-monotonic changes, the Bayesian estimator, b , provides reasonably accurate and precise estimates against the alternatives. For three nonmonotonic step changes scenarios, it also competes very well with the alternatives taking into account the obtained standard deviations over replications.
In this comparison analysis, we applied all estimators on the same datasets generated at each iteration; thus, in CUSUM and EWMA procedures, we let charts remain in out-of-control state following the signals of chart until the c-chart signals. Considering accuracy and precision of estimates over di erent change scenarios, the Bayesian estimator exhibits a reasonable performance compared to the alternatives. Poisson EWMA and CUSUM are known to detect small to medium shifts, quickly [1] , as also observed in Table 4 . However, if the process is not terminated in following the signals of chart, as it is a case within a clinical context [41] , the Bayesian estimator can provide more insight about the underlying changes compared to the built-in estimators for root cause analysis purposes. Here, we limited the comparative analysis to runs of Poisson processes up to the signal of c-chart. Certainly, within contexts with late or no stopping points following the signals of CUSUM and EWMA chart, other termination points can be considered. The performance of our Bayesian estimator over di erent termination points in conjunction with CUSUM and EWMA charts remains a subject of further research. The superiority of ML estimator over one step change scenarios is not surprising since no limitation is made for the Bayesian estimator; whereas the ML estimator was speci cally designed to detect one step change.
By relaxing some of the previously incorporated assumptions in the design of multiple change-point estimators, the form [13] and the number of changes [23] , we let post-signal change-point estimation be almost purely data driven. In addition to accuracy and precision criteria used for the comparison study, the obtainable posterior distributions for the number, the time, and the magnitude of changes enable us to construct probabilistic intervals around estimates and probabilistic inferences as discussed in Section 3.2. This is a signi cant advantage of the proposed Bayesian approach compared to other methods. Although similar results may be obtained when resampling in conjunction with ML methods, the inferential capabilities of this approach are more limited (see Bernardo and Smith [45] for more details).
Conclusion
Knowing the true time when a process has changed enhances e ciency of root cause analysis e orts by restricting the search to a tighter window of observations and related variables. In monitoring a quality characteristic, it is likely to experience consecutive changes prior to signalling of quality control procedures (or termination of the process). In this paper, we modeled a multiple change-point problem for a Poisson process in a Bayesian framework. The change point was developed using Bayesian hierarchical models and a RJMCMC computation method was employed to obtain posterior distributions of the model parameters.
We considered three scenarios of changes, a step change, and two and three consecutive changes where they are monotonic and non-monotonic. The performance of the proposed model was investigated through simulation in which the estimator was activated following the signal of a c-chart. Over di erent scenarios, the Bayesian estimator provided reasonably accurate estimates for underlying change patterns including the number, time, and magnitude of the changes. Incapability of the proposed model in di erentiation of genuine and false signals and sensitiveness to the Poisson assumption were also addressed; further investigation is subject to a broader design and analyses. The abilities of the Bayesian model in probability quanti cation through credible intervals and construction of probabilistic inferences for all parameters, including the location of the change, were illustrated. Then, we compared the Bayesian estimator with built-in estimators of EWMA, CUSUM, and an ML-based estimator. The Bayesian estimator performed reasonably well and remained a strong alternative.
In this study, to fairly compare our Bayesian estimator with alternatives, we incorporated a limited knowledge about the underlying process into the model through the priors. In practice, there may exist some knowledge about the underlying change-point model, as addressed by Assareh et al. [23] ; thus, it is worthwhile to better tune the priors accordingly. In this setting more gain in accuracy and precision is expected from the Bayesian model compared to nonBayesian methods. Further research is required to investigate the performance of the model using well informative priors. Such setting could, in particular, enhance the performance of the Bayesian model in identi cation of false alarms. Considering extreme Poisson rate, very large or very small, and extension of the model to other processes and change characteristics, such as non-constant inspection unit in a Poisson process or linear trends in rates, are of interest. We employed an algorithm developed by Zhao and Chu [36] based on RJMCMC methods [31] to derive posteriors. There exist other Bayesian formulation and computation methods for multiple change-point problems, e.g. product partition models [46] , stochastic approximation in Monte Carlo algorithms [47] and others [48, 49] . Comparison of RJMCMC methods with alternatives in control charting is also of interest for further research.
Our results showed that the Bayesian estimator can provide an integrated and comprehensive view of the number, location, magnitude, and direction of changes where no a priori knowledge about the change model exists. Compared to the alternatives, it becomes the superior estimator when considering other characteristics including relief of setting assumptions, ability to incorporate any available knowledge through informative priors, probabilistic quanti cation and inferences features, exibility of the model, ease of extension to more complicated change scenarios such as combination of steps and linear and nonlinear trends, and relief of analytic calculation of likelihood function, particularly for non-tractable likelihood functions.
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Appendix B Simulation results
To investigate the performance of the proposed model in scenarios with two and three consecutive change points prior to the c-charts signal, we followed the method described in Section 3.1. A series of monotonic and non-monotonic changes were considered in this setting. Average of Bayesian estimates, mode of posterior distributions, over 100 replications, are summarized in Tables B.1 
