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GEOMETRIC PROPERTIES OF NONCOMMUTATIVE SYMMETRIC
SPACES OF MEASURABLE OPERATORS AND UNITARY MATRIX
IDEALS
M.M. CZERWIN´SKA AND A. KAMIN´SKA
Abstract. This is a survey article of geometric properties of noncommutative sym-
metric spaces of measurable operators E(M, τ ), where M is a semifinite von Neumann
algebra with a faithful, normal, semifinite trace τ , and E is a symmetric function space.
If E ⊂ c0 is a symmetric sequence space then the analogous properties in the unitary
matrix ideals CE are also presented. In the preliminaries we provide basic definitions and
concepts illustrated by some examples and occasional proofs. In particular we list and
discuss the properties of general singular value function, submajorization in the sense
of Hardy, Littlewood and Po´lya, Ko¨the duality, the spaces Lp (M, τ ), 1 ≤ p < ∞, the
identification between CE and G(B(H), tr) for some symmetric function space G, the
commutative case when E is identified with E(N , τ ) for N isometric to L∞ with the
standard integral trace, trace preserving ∗-isomorphisms between E and a ∗-subalgebra
of E (M, τ ), and a general method of removing the assumption of non-atomicity of M.
The main results on geometric properties are given in separate sections. We present the
results on (complex) extreme points, (complex) strict convexity, strong extreme points
and midpoint local uniform convexity, k-extreme points and k-convexity, (complex or
local) uniform convexity, smoothness and strong smoothness, (strongly) exposed points,
(uniform) Kadec-Klee properties, Banach-Saks properties, Radon-Nikody´m property and
stability in the sense of Krivine-Maurey. We also state some open problems.
In 1937, John von Neumann [83] pp. 205-218, observed that for a symmetric norm
‖ · ‖ in Rn, it is possible to define a norm on the space of n × n matrices x by setting
‖x‖ = ‖{si(x)}ni=1‖, where si(x), i = 1, 2 . . . , n, are eigenvalues of the matrix |x| = (x∗x)1/2
ordered in a decreasing manner. Later on in the forties and fifties, J. von Neumann and
R. Schatten developed analogous theory for infinite dimensional compact operators. They
defined and studied unitary matrix ideals CE corresponding to a symmetric sequence Ba-
nach space (E, ‖ · ‖E). The space consists of all compact operators x on a Hilbert space
such that {sn(x)} ⊂ E with the norm ‖x‖ = ‖{sn(x)}‖E , where sn(x), n ∈ N, are singular
numbers of x, that is eigenvalues of |x|. For E = ℓ1, the space CE is called the trace
class of operators or the space of nuclear operators, while if E = ℓ2 then it is called the
class of Hilbert-Schmidt operators. The first monograph of these spaces was written by
R. Schatten in 1960 [93], and later on in 1969 by I. C. Gohberg and M. G. Krein [49]. In
1967, C. McCarthy wrote an article on the now called the Schatten classes Cp, 0 < p ≤ ∞,
that is the spaces CE when E = ℓp, and showed among others that this space is uniformly
convex for 1 < p <∞ [78]. The beginning of the theory of symmetric spaces of measurable
operators can be traced back to the early fifties. It was then when I. Segal and J. Dixmier
[94, 29] laid out the foundation for noncommutative Lp (M, τ) spaces, 0 < p < ∞, by
introducing the concept of noncommutative integration in the settings of semifinite von
Key words and phrases. Symmetric spaces of measurable operators, unitary matrix spaces, rearrange-
ment invariant spaces, k-extreme points, k-convexity, complex extreme points, complex convexity, mono-
tonicity, (local) uniform (complex and real) convexity, p-convexity (concavity), (strong) smoothness,
(strongly) exposed points, (uniform) Kadec-Klee properties, Banach-Saks properties, Radon-Nikody´m
property, Krivine-Maurey stability .
2010 subject classification 46B20, 46B28, 47L05, 47L20.
1
2 M.M. CZERWIN´SKA AND A. KAMIN´SKA
Neumann algebras M with traces τ . Inspired by their work, V. Ovcˇinnikov in 1970 stud-
ied interpolation theory in the context of measurable operators [84, 85]. In his work the
emphasis was placed on the rearrangement invariant structure of the spaces. The symmet-
ric structure of the spaces was induced by a singular value function, the generalization of
singular numbers of compact operators, and the theory of symmetric spaces of measurable
operators was initiated. F. Yeadon continued the studies of symmetric spaces of measur-
able operators in articles [113, 114, 115]. It is worth noting that the notion of the singular
value function of the measurable operator was introduced in a Bourbaki seminar note by
Grothendieck [50]. In 1989, P. G. Dodds, T. K. Dodds and B. de Pagter [35, 34] pre-
sented a more general construction of symmetric spaces of measurable operaotrs E(M, τ).
In particular they used the notion of measurablility introduced by E. Nelson [81], which
is significantly broader than the one applied by V. Ovcˇinnikov and F. Yeadon. In fact,
Nelson’s notion of τ -measurability of the closed operator affiliated with a semifinite von
Neumann algebra with a normal, faithful, semifinite trace τ is equivalent with requiring
the operator to possess an everywhere finite decreasing rearrangement.
In the past several decades the theory of the spaces of the measurable operators has
been extensively studied and applied. It has attracted great attention of the well known
specialists in functional analysis and operator theory as J. Arazy, V. I. Chilin, P. G.
Dodds, T. K. Dodds, U. Haagerup, M. Junge, N. Kalton, F. Lust-Piquard, B. De Pagter,
G. Pisier, F. Sukochev, Q. Xu [5, 35, 53, 58, 60, 76, 110, 104, 30], and others. The non-
commutative Lp (M, τ) spaces, and more general non-commutative spaces of measurable
operators E(M, τ), share many properties with the usual Lp spaces, or symmetric spaces
E, but on the other hand they are very different. They provide interesting examples
that cannot exist among the usual function or sequence spaces. They are also used as
fundamental tools in some other areas of mathematics such as operator algebra theory,
non-commutative geometry and non-commutative probability, as well as in mathematical
physics. A very interesting survey by G. Pisier and Q. Xu [87] classifies the similarities
and differences between the usual Lp spaces and their non-commutative counterparts. P.
Dodds, B. De Pagter and F. Sukochev are in the process of writing a monograph on the
spaces E(M, τ) [40]. We wish to thank them for making the manuscript available to us,
which has been a great help in studies those spaces and in particular in preparation of
this survey article.
In the early eighties J. Arazy was the first who started to study the geometric properties
in noncommutative matrix ideals CE, making a substantial contribution in this subject. He
related the properties of the symmetric sequence space E to the corresponding properties
of CE. His ideas influenced later V. Chilin, A. Krygin and F. Sukochev [16, 17] and Q. Xu
[112], who initiated investigation of the relation between the properties of the symmetric
function space E and the properties of E (M, τ).
The purpose of the article is to collect and present a number of results on geometric
properties of the spaces E (M, τ) and CE which were published in various journals in
the past several decades. Several well known and important properties have been already
studied like different types of convexities, smoothness, KK-properties, Radon-Nikody´m
property, stability. However there are still plenty of them which have not been investi-
gated. We hope that this article will serve not only as a source of the known results and
their references but also as a motivation for further studies of new properties and their
applications.
The article is divided into a number of topic sections. Although the proofs of most
statements are not given, there are some for which we present the proofs. In particular we
give the detailed proofs in the section 2.3 on symmetric function spaces, where we interpret
the spaces E (M, τ) in the commutative case. It is crucial for the readers to understand
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this basic liaison. We also extend section 3 on trace preserving ∗-isomorphisms, by some
more specific results which are necessary for detailed studies of local geometric properties.
We are trying to give exact references of any statement presented here in an effort to make
this article clear, readable and possible to follow by novices in noncommutative theory of
measurable operators.
The article is divided into the following sections.
(1) Preliminaries.
(2) Examples of symmetric spaces of measurable operators.
(3) Trace preserving isomorphisms.
(4) Non-atomic extension of E (M, τ).
(5) Extreme points and strict convexity.
(6) Strongly extreme points and midpoint local uniform convexity.
(7) k-extreme points and k-convexity.
(8) Complex extreme points and complex convexity.
(9) Complex local uniform convexity.
(10) p-convexity and q-concavity.
(11) Uniform and local uniform convexity.
(12) Complex uniform convexity.
(13) Smoothness.
(14) Strong smoothness.
(15) Exposed and strongly exposed points.
(16) Kadec-Klee properties.
(17) Uniform Kadec-Klee property.
(18) Banach-Saks properties.
(19) Radon-Nikody´m property.
(20) Stability in the sense of Krivine-Maurey.
1. Preliminaries
Let C, R and N denote the complex, real and natural numbers, respectively. The set of
non-negative real numbers will be denoted by R+.
Let H be a complex Hilbert space, B(H) the space of bounded linear operators from
H to H and M⊂ B(H) be a von Neumann algebra on a Hilbert space H.
A closed and densely defined linear operator x : D(x)→ H, where the domain D(x) is
a linear subspace of H, is called self-adjoint if x∗ = x and normal if x∗x = xx∗, meaning
that the domains of the operators on both sides of the equations coincide. If in addition
〈xξ, ξ〉 ≥ 0 for all ξ ∈ D(x) then x is said to be a positive operator.
Let D be a non-empty subset of a partially ordered set (X,≤). If {xα} ⊂ X is an
increasing net and x = supxα exists, then we write xα ↑ x. Analogously xα ↓ x means
that the net {xα} ⊂ X is decreasing and x = inf xα.
Let M+ be the space of all positive operators in M. The trace τ on M is a map
τ :M+ → [0,∞], which satisfies the following properties.
(i) τ(x+ y) = τ(x) + τ(y) for all x, y ∈ M+.
(ii) τ(λx) = λτ(x) for all x ∈ M+ and λ ∈ R+.
(iii) τ(u∗xu) = τ(x) whenever x ∈ M+ and u is a unitary operator.
Moreover, the trace τ :M+ → [0,∞] is called
(i’) faithful if x ∈ M+ and τ(x) = 0 imply that x = 0,
(ii’) semi-finite if for every x ∈ M+ with τ(x) > 0 there exists 0 ≤ y ≤ a such that
0 < τ(y) <∞,
(iii’) normal if τ(xβ) ↑ τ(x) whenever xβ ↑ x in M+.
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Let further M be a semifinite von Neumann algebra that is a von Neumann algebra
equipped with a semi-finite, faithful and normal trace τ [105].
If x ∈ M then ‖x‖M will stand for the operator norm in B(H). We will denote by 1
the identity in M and by P (M) the complete space of all orthogonal projections in M.
The symbol U(M) will stand for the collection of all unitary operators in M. The von
Neumann algebra M is called non-atomic if it has no minimal orthogonal projections,
while M is said to be atomic if all minimal projections have equal positive trace. A
projection p ∈ P (M) is called σ-finite (with respect to the trace τ) if there exists a
sequence {pn} in P (M) such that pn ↑ p and τ(pn) <∞ for all n ∈ N. If the unit element
1 in M is σ-finite, then we say that the trace τ on M is σ-finite.
Given a normal operator x, ex(·) will denote its spectral measure, that is a projection
valued measure ex(A) ∈ P (M) for all Borel sets A ⊂ C, and such that x = ∫C λdex(λ).
If x is a normal operator with the spectral measure ex(·) and f is a complex valued
Borel function on C, then f(x) is defined by f(x) =
∫
R f(λ)de
x(λ). For instance applying
this formula we can define a power xc for any c ∈ C of an operator x. The theory of the
mappings f → f(x) is called the Borel functional calculus of the operator x. For the theory
of spectral measures and functional calculus we refer to [59, 105]. Every closed and densely
defined linear operator x can be written in the form x = Rex+ iImx, where its real part
Re x = (x+x∗)/2 and imaginary part Imx = (x−x∗)/(2i) are both self-adjoint operators.
Moreover, the positive part x+ and the negative part x− of a self-adjoint operator x are
both defined by x+ =
∫∞
0 λde
x(λ) and x− =
∫ 0
−∞ λde
x(λ), with x = x+−x−. Hence every
closed and densely defined linear operator can be written as a linear combination of four
positive operators. The range and kernel of a closed and densely defined linear operator
x are denoted by Ranx and Kerx, respectively. The projection onto Kerx is called the
null projection of x and is denoted by n(x). The projection s(x) = 1− n(x), which is the
projection onto Ker⊥x = Ranx, is called the support projection of x. If u ∈ B(H) satisfies
u∗u = uu∗ = 1, then u is called a unitary operator. Moreover, an operator v ∈ B(H) is
a partial isometry if the restriction of v to the orthogonal complement of its kernel is an
isometry, that is ‖v(ξ)‖H = ‖ξ‖H for all ξ ∈ Ker⊥v.
If x is closed and densely defined then x∗x is self-adjoint and we define |x| = √x∗x. Let
us point out that in the case of operators the triangle inequality for absolute value does
not hold in general. The following simple example of operators x and y given by matrices
x =
[−1 0
0 0
]
and y =
1
2
[
1 1
1 1
]
,
shows that |x + y|  |x| + |y| [8]. The analogue of the triangle inequality for operators
states that for any two operators x, y ∈ B(H) there exist unitary operators u, v ∈ B(H)
such that |x+ y| ≤ u|x|u∗ + v|y|v∗ [2, Theorem 2.2].
Given a non-empty subset S of B(H), the commutant S′ of S is defined by S′ = {x ∈
B(H) : xy = yx for all y ∈ S}. We say that a closed and densely defined operator
x is affiliated with the von Neumann algebra M, denoted by xηM, whenever ux = xu
for all unitary operators in the commutant M′ of M. The collection of all operators
affiliated with M will be denoted by Maffil. Since every bounded operator can be written
as a linear combination of unitary operators, x ∈ Maffil if and only if for every y ∈ M′
and ξ ∈ D(x) we have that y(ξ) ∈ D(x) and yx(ξ) = xy(ξ). Moreover, if x = u |x| is
the polar decomposition of a closed and densely defined operator x, then x is affiliated
with M if and only if u ∈ M and |x| is affiliated with M [105]. We have then that
s(x) = u∗u = e|x|(0, τ(1)) ∈ M and n(x) = 1 − s(x) = e|x|{0} ∈ M. A closed, densely
defined operator x, affiliated with a semi-finite von Neumann algebra M, is called τ -
measurable if there exists λ > 0 such that τ
(
e|x|(λ,∞)) < ∞. The collection of all
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τ -measurable operators will be denoted by S (M, τ). The set S (M, τ) is a ∗-algebra with
respect to the sum and product defined as the closure of the algebraic sum and product,
respectively. For every subset X ⊂ S (M, τ) we will denote further the set of all positive
elements of X by X+. For ǫ, δ > 0, we define a neighborhood V (ǫ, δ) of zero by setting
V (ǫ, δ) = {x ∈ S (M, τ) : τ(e|x|(ǫ,∞)) ≤ δ}.
The collection of sets V (ǫ, δ) forms a neighborhood base at zero for the metrizable Haus-
dorff topology Tm on S (M, τ), called the measure topology on S (M, τ). Equipped with
this topology, S (M, τ) is a complete topological ∗-algebra. If a sequence {xn} ⊂ S (M, τ)
converges to x ∈ S (M, τ) with respect to Tm, we will say that xn converges to x in
measure, and denote by xn
τ−→ x. For more details and proofs we refer readers to [81, 105].
For an operator x ∈ S (M, τ) the distribution function d(x) = d(·, x) : [0,∞) → [0,∞]
is given by
d(t, x) = τ(e|x|(t,∞)), t ≥ 0.
By the definition of τ -measurability, d(t, x) is finite for some t ≥ 0. Moreover, d(x) is
decreasing, right-continuous and limt→∞ d(t, x) = 0. Note that in this paper the terms
decreasing or increasing will always mean non-increasing or non-decreasing, respectively.
Given x ∈ S (M, τ), the function µ(x) = µ(·, x) : [0,∞)→ [0,∞] defined by
µ(t, x) = inf {s ≥ 0 : d(s, x) ≤ t} , t ≥ 0,
is called a decreasing rearrangement of x or a generalized singular value function of x.
It follows that µ(x) is a decreasing and right-continuous function on [0,∞). We will use
the notation µ(∞, x) = limt→∞ µ(t, x). S0 (M, τ) will stand for the set of measurable
operators x ∈ S (M, τ) for which µ(∞, x) = 0. Observe that if τ(1) <∞ then µ(t, x) = 0
for all t ≥ τ(1), and so µ(∞, x) = 0. Using the definition of µ(x) it is easy to see that
µ(t, x) = 0 for all t ≥ τ(e|x|(0,∞)) = τ(s(x)). Since d(x) is right continuous, we also have
that µ(t, x) > 0 for all 0 ≤ t < τ(s(x)). Hence τ(s(x)) = m(suppµ(x)). If x is bounded,
then µ(0, x) = ‖x‖M, and if x is unbounded then µ(0, x) =∞ [44, Lemma 2.5 (i)].
The trace τ on M+ extends uniquely to the functional τ˜ : S (M, τ)+ → [0,∞] given
by τ˜(x) =
∫∞
0 µ(x), x ∈ S (M, τ)+ [36, Proposition 3.9]. This extension satisfies all
conditions (i) - (iii) stated in the definition of the trace as well as all properties (i’) - (iii’).
It will be also denoted by τ .
It is worth to note that the sets V (ǫ, δ) take the form V (ǫ, δ) = {x ∈ S (M, τ) : µ(δ, x) <
ǫ}. Hence xn τ−→ x is equivalent to µ(δ, xn − x)→ 0 for every δ > 0 [44, Lemma 3.1].
Below there is a list of some basic properties of the singular value function.
Lemma 1.1. For x, y ∈ S (M, τ) the following is satisfied.
(1) If u, v ∈M then µ(uxv) ≤ ‖u‖M‖v‖Mµ(x).
(2) µ(|x|) = µ(x) = µ(x∗) and µ(αx) = |α|µ(x), α ∈ C.
(3) For 0 ≤ x ≤ y, µ(t, x) ≤ µ(t, y) for every t ≥ 0.
(4) µ(t1 + t2, x+ y) ≤ µ(t1, x) + µ(t2, y), t1, t2 ≥ 0.
(5) µ(f(|x|) = f(µ(x)) for any continuous increasing function f on [0,∞) with f(0) ≥
0.
(6) [21, Proposition 1.1] If x ∈ S (M, τ) and |x| ≥ µ(∞, x)s(x) then µ(|x|−µ(∞, x)s(x)) =
µ(x)− µ(∞, x).
(7) [40] If s ≥ 0 and p = e|x|(s,∞) then µ(|x| p) = µ(x)χ[0,τ(p)).
(8) [22, Corollary 1.6] Let x ∈ S (M, τ) and p ∈ P(M). If px = xp = 0 and 0 ≤ C ≤
µ(∞, x) then µ(x+ Cp) = µ(x).
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The proof of items (1)-(5) can be found in [44, Lemma 2.5] or [75]. Property (7)
follows by the fact that |x| p = f(|x|), where f(t) = χ(s,∞)(t), and so d(λ, |x| p) =
τ(ef(|x|)(λ,∞)) = τ(f−1(e|x|(λ,∞)) for every λ ≥ 0.
Let I = [0, α), 0 < α ≤ ∞ or I = N. Let L0 = L0[0, α) stand for the space of
all complex-valued Lebesgue measurable functions on [0, α) with identification a.e. with
respect to the Lebesgue measure m. Given f ∈ L0, the distribution function d(f) of f is
defined by d(λ, f) = m{t > 0 : |f(t)| > λ}, for all λ ≥ 0. The decreasing rearrangement
of f is given by µ(t, f) = inf{s > 0 : d(s, f) ≤ t}, t ≥ 0. We set µ(∞, f) = limt→∞ µ(t, f).
Observe that d(f) = d(·, f) and µ(f) = µ(·, f) are right-continuous, decreasing functions
on [0,∞). In the case of the discrete measure, ℓ0 = L0(N) denotes the collection of all
complex valued sequences. Then for f = {f(n)} = {f(n)}∞n=1 ∈ ℓ0 with limn f(n) = 0,
µ(t, f) is a finite and countably valued function on [0,∞). In this case we will identify its
decreasing rearrangement µ(f) with the sequence {µ(n− 1, f)}∞n=1.
A support of f ∈ L0(I), that is the set {t ∈ I : f(t) 6= 0} will be denoted by supp f .
Moreover for f, g ∈ L0(I), we say that f is submajorized by g, in the sense of Hardy,
Littlewood and Po´lya, and we write f ≺ g if ∫ t0 µ(f) ≤ ∫ t0 µ(g) for all t ≥ 0. Observe that
if I = N then f ≺ g means that ∑ni=1 µ(i− 1, f) ≤∑ni=1 µ(i − 1, g) for every n ∈ N. For
operators x, y ∈ S (M, τ), x ≺ y denotes µ(x) ≺ µ(y). We have that µ(x+y) ≺ µ(x)+µ(y)
[44, Theorem 4.3 (iii)] and µ(xy) ≺ µ(x)µ(y) [44, Theorem 4.2 (iii)].
Any Banach space F = F (I) ⊂ L0(I), where either I = [0, α), 0 < α ≤ ∞, or I = N,
with the norm ‖ · ‖F satisfying the condition that f ∈ F and ‖f‖F ≤ ‖g‖F whenever
0 ≤ f ≤ g, f ∈ L0(I) and g ∈ F , is a Banach function, or sequence space, respectively. An
element f ∈ F is called order continuous if for every 0 ≤ fn ≤ |f | such that fn ↓ 0 a.e. it
holds ‖fn‖F ↓ 0. By Fa we will denote the set of all order continuous elements of F . We
say that F is order continuous if F = Fa. The space F is said to have the Fatou property
if for any non-negative sequence {fn} ⊂ F with supn ‖fn‖F < ∞, f ∈ L0 and fn ↑ f a.e.
we have that f ∈ F and ‖fn‖F ↑ ‖f‖F . The space F× = F×(I) is called a Ko¨the dual of
F and is defined as
F× =
{
f ∈ L0(I) :
∫
I
fg <∞ for all g ∈ F
}
.
The space F× equipped with the norm
‖g‖F× = sup
{∫
I
fg : ‖g‖F ≤ 1
}
, g ∈ F×,
is a Banach (function or sequence) space satisfying the Fatou property. It is well known
that F = F×× if and only if F has the Fatou property [10, 116].
Proposition 1.2. [3, Theorem 14.9]
Let F be a Banach (function or sequence) space. Then the following statements are
equivalent.
(i) F is order continuous.
(ii) There is no subspace of F isomorphic to ℓ∞.
(iii) There is no subspace of F order isomorphic to ℓ∞.
(iv) F is separable.
The conditions (i) - (iii) are equivalent by [3, Theorem 14.9]. Moreover every separable
Banach function or sequence space must be order continuous since otherwise it contains
an isomorphic copy of ℓ∞ which is not separable. Here F is a subspace of L
0(I) with its
support contained in I, where I is either [0, α), 0 < α ≤ ∞, equipped with the Lebesgue
measure or I = N with the counting measure. In both cases the measure is separable.
Moreover F contains simple functions on the supports contained in some sequence of sets
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An ⊂ I with finite measure and such that ∪nAn = suppF . Thus by Theorem 5.5 on p.
27 in [10], (i) implies (iv).
A Banach function or sequence space F is called a KB-space whenever it is order
continuous and has the Fatou property [3, 65]. We have the following result.
Proposition 1.3. [3, Theorem 14.13]
Let F be a Banach (function or sequence) space. Then the following statements are
equivalent.
(i) F is not a KB-space that is F is either not order continuous or F does not posses
Fatou property.
(ii) c0 is embeddable in F , that is F contains a subspace isomorphic to c0.
(iii) c0 is lattice embeddable in F , that is F contains a subspace order isomorphic to
c0.
A Banach function or sequence space E ⊂ L0 is called a symmetric space (also called
rearrangement invariant space) if it follows from f ∈ L0, g ∈ E and µ(f) ≤ µ(g) that
f ∈ E and ‖f‖E ≤ ‖g‖E . Therefore ‖f‖E = ‖g‖E whenever f, g ∈ E and d(f) = d(g)
[10, 68]. If from f, g ∈ E and f ≺ g we have that ‖f‖E ≤ ‖g‖E then E is called strongly
symmetric. Moreover, E is called fully symmetric if for any f ∈ L0, g ∈ E and f ≺ g it
follows that f ∈ E and ‖f‖E ≤ ‖g‖E . For any symmetric space E we will use the notation
E0 = {f ∈ E : µ(∞, f) = 0}. Any symmetric space which is order continuous or satisfies
the Fatou property is strongly symmetric [10, 68]. For every symmetric space E we have
[10],
L1(I) ∩ L∞(I) →֒ E →֒ L1(I) + L∞(I) if I = [0, α), and ℓ1 →֒ E →֒ ℓ∞ if I = N.
If E is a symmetric a symmetric space then E× is also a symmetric space and
‖g‖E× = sup
{∫
I
µ(f)µ(g) : ‖g‖E ≤ 1
}
, g ∈ E×.
A symmetric space over I = [0, α) will be called a symmetric function space, and over
I = N, a symmetric sequence space.
Given a semifinite von Neumann algebra M with a fixed semifinite, normal faithful
trace τ and a symmetric Banach function space E on [0, α), α = τ(1), the corresponding
noncommutative space of measurable operators E (M, τ) is defined by setting
E (M, τ) = {x ∈ S (M, τ) : µ(x) ∈ E},
and it is equipped with the norm
‖x‖E(M,τ) = ‖µ(x)‖E , x ∈ E (M, τ) .
For long period of time it was only known that E(M, τ) is complete if E is strongly
symmetric. This has been proved in papers [97, 34, 35, 103]. In 2008, N. Kalton and F.
Sukochev [60] solved this problem in full generality showing that E (M, τ) is a Banach
space, without requiring any additional assumptions on a symmetric Banach space E.
A nice exposition of their non-trivial proof can also be found in [75, Theorem 3.5.5]. It
is worth to observe that Kalton-Sukochevs proof holds for any quasi-Banach symmetric
space which is in addition p-convex for some 0 < p < ∞ and that this restriction was
shown to be redundant in [101].
If E = Lp, 1 ≤ p ≤ ∞, then E (M, τ) = Lp (M, τ) with the norm ‖x‖Lp(M,τ) =
‖µ(x)‖Lp , is called a noncommutative Lp space. As shown in [36], the restriction of τ from
S (M, τ)+ to L1 (M, τ)+ is an additive positively homogeneous real valued functional, for
which τ(x) =
∫∞
0 µ(x) for all x ∈ L1 (M, τ)+. This functional extends uniquely to a linear
functional τ˙ : L1 (M, τ)→ C, denoted again by τ .
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An element x ∈ E(M, τ) is called order continuous if for every sequence 0 ≤ xn ≤ |x|
with xn ↓ 0 = inf xn it follows that ‖xn‖E(M,τ) ↓ 0. The set of all order continuous
elements in E (M, τ) is denoted by (E (M, τ))a. If E (M, τ) = (E (M, τ))a then the
space E (M, τ) is called order continuous. It is known that if E is order continuous
and strongly symmetric, then so is E (M, τ) [18, Proposition 2.3]. On the other hand
if E (M, τ) is order continuous and M is non-atomic then E must be order continuous
by order isometric embedding of E into E (M, τ) (see Corollary 3.5). Moreover, if E is
a symmetric space on [0, α), which is order continuous, then it is fully symmetric [68,
Chapter II, Theorem 4.10], and therefore E (M, τ) is fully symmetric.
Let M be a semifinite von Neumann algebra acting on a separable Hilbert space H. If
E is separable then E is order continuous by Proposition 1.2. If in addition E is strongly
symmetric then E (M, τ) is order continuous [18, Proposition 2.3]. Thus by Corollary 6.10
in [32], if H is separable and E is separable strongly symmetric then E (M, τ) is separable
(see also [80, Proposition 1, Theorem 2]. On the other hand, by isometric embedding of
E into E (M, τ) in the case of non-atomic M (see Corollary 3.5), if E(M, τ) is separable,
then E is separable. Separability of Lp (M, τ) spaces was considered in [100].
If E is order continuous then the dual E (M, τ)∗ can be identified with the Ko¨the dual
E (M, τ)× [36], where
E(M, τ)× = {x ∈ S(M, τ) : xy ∈ L1 (M, τ) for all y ∈ E(M, τ)},
and it is equipped with the norm
‖x‖E(M,τ)× = sup{τ(|xy|) : y ∈ E(M, τ), ‖y‖E(M,τ) 6 1}, x ∈ E(M, τ)×.
Therefore if E is order continuous then every functional Φ ∈ E (M, τ)∗ is of the form
Φ(x) = τ(xy), x ∈ E(M, τ), for some y ∈ E (M, τ)× and ‖Φ‖ = ‖y‖E×(M,τ). Observe
that τ(xy) is well defined since xy ∈ L1 (M, τ).
If E a strongly symmetric Banach function space on [0, τ(1)) then E (M, τ)× = E× (M, τ)
and E× is also a fully symmetric Banach function space [36, Propositions 5.4, 5.6]. There-
fore if E is an order continuous symmetric function space, and hence it is a fully sym-
metric function space, then E (M, τ)∗ is identified with a fully symmetric Ko¨the dual
E× (M, τ). In particular, L1 (M, τ)× = L∞ (M, τ) = M. We wish to note that we also
have M× = L∞ (M, τ)× = L1 (M, τ) [36, Proposition 5.2 (viii)].
For the theory of operator algebras we refer to [59, 105], and for noncommutative Banach
spaces of measurable operators to [35, 75, 40, 42].
2. Examples of symmetric spaces of measurable operators
We discuss below how E (M, τ) can be identified with many known spaces, like non-
commutative Lp spaces, unitary matrix spaces including Schatten classes, or symmetric
function spaces.
2.1. Noncommutative Lp spaces. If E = Lp[0, τ(1)), 1 ≤ p < ∞, then for x ∈
Lp (M, τ) we have
‖x‖Lp(M,τ) = ‖µ(x)‖Lp =
(∫ τ(1)
0
µ(|x|p)
)1/p
= (τ(|x|p))1/p .
We have that x ∈ L∞ (M, τ) if and only if x ∈ S (M, τ) and µ(x) ∈ L∞[0, τ(1)), which is
equivalent with x ∈ M. Moreover by [44, Lemma 2.5 (i)],
‖x‖L∞(M,τ) = ‖µ(x)‖L∞ = sup
t∈[0,τ(1))
µ(t, x) = µ(0, x) = ‖x‖M.
GEOMETRY OF SYMMETRIC SPACES OF MEASURABLE OPERATORS 9
Hence L∞ (M, τ) =M with equality of norms. The spaces
L1 (M, τ) +M =
{
x ∈ S (M, τ) :
∫ 1
0
µ(x) <∞
}
,
L1 (M, τ) ∩M = {x ∈ S (M, τ) : µ(x) ∈ L1[0, τ(1)) ∩ L∞[0, τ(1))}
are equipped with the norms
‖x‖L1(M,τ)+M =
∫ 1
0
µ(x), ‖x‖L1(M,τ)∩M = max{‖x‖L1(M,τ), ‖x‖M},
respectively. If M is non-atomic we have that
L1 (M, τ) ∩M →֒ E (M, τ) →֒ L1 (M, τ) +M
with the continuous embeddings [75, Example 2.6.7].
2.2. Unitary matrix spaces and Schatten classes. Recall that given a maximal or-
thonormal system {eα} in the Hilbert space H the canonical trace tr : B(H)+ → [0,∞] is
defined by
tr(x) =
∑
α
〈xeα, eα〉, x ∈ B(H)+.
The value of tr(x) does not depend on the choice of the maximal orthonormal system in
H. The canonical trace tr is semi-finite, faithful and normal.
Given a symmetric sequence space E 6= ℓ∞, the unitary matrix space CE is a subspace
of a Banach space of compact operators K(H) ⊂ B(H) for which the sequence of singular
numbers S(x) = {sn(x)} ∈ E, and it is equipped with the norm ‖x‖CE = ‖S(x)‖E . Note
that if E is a symmetric sequence space, then E 6= ℓ∞ is equivalent with E ⊂ c0.
If H is separable and E is a separable sequence space then CE is separable [80, Propo-
sition 1, Theorem 2]. Moreover, if E is order continuous then CE is order continuous
[18, Corollary 6.1]. On the other hand if CE is separable (respectively, order continuous)
then the separability (respectively, order continuity) of E follows by the order isometric
embedding of E into CE (see Corollary 3.5).
If a symmetric sequence space E 6= ℓ1 then E× ⊂ c0 and CE× is well defined. If E 6= ℓ1
is separable then (CE)
∗ is isometrically isomorphic to (CE)
× and (CE)
× = CE×. In this
case the functionals Φ ∈ (CE)∗ are of the form
Φ(x) = tr(xy), x ∈ CE , y ∈ CE× ,
and ‖Φ‖(CE)∗ = ‖y‖(CE)× [49, Theorem 12.2].
The unitary matrix space CE can be identified with a symmetric space of measurable
operators G (M, τ) for some symmetric function space G on [0,∞), and M = B(H) with
canonical trace tr. Using this identification, many lifting-type results from the symmetric
sequence space E into the space CE can be deduced from the corresponding results for
the symmetric function space E and the space E(M, τ).
Indeed let G be the set of all real functions f ∈ L1(0,∞) + L∞(0,∞) such that
π(f) = {πn(f)} =
{∫ n
n−1
µ(f)
}
∈ E,
and set ‖f‖G = ‖π(f)‖E . As shown in [75, Theorem 3.6.6.], G equipped with this norm is a
symmetric function space on [0,∞). Moreover, if E is fully symmetric or order continuous
then so is G [18, Proposition 6.1]. It is well known that S (B(H), tr) = B(H), where tr
is the canonical trace on B(H), and the convergence xn
tr−→ x is equivalent to the norm
convergence ‖x − xn‖B(H) → 0, for x, xn ∈ B(H) [75, Example 2.3.2.]. Since E 6= ℓ∞,
the symmetric space of measurable operators G (B(H), tr) is a proper two-sided ∗-ideal
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in B(H) and therefore it is contained in K(H) [49]. Thus for any x ∈ G (B(H), tr) the
singular value function µ(x) is of the form µ(t, x) =
∑∞
n=1 sn(x)χ[n−1,n)(t), t ≥ 0, where
sn(x) → 0. Therefore the spaces CE and G (B(H), tr) coincide as sets and they have
identical norms ‖x‖CE = ‖S(x)‖E = ‖π(µ(x))‖E = ‖µ(x)‖G = ‖x‖G(B(H),tr).
In particular when E = ℓp, 1 ≤ p <∞, we have that G = Lp(0,∞) and Lp (B(H), tr) =
Cp, where Cp is the space of p-Schatten class of operators. We have that C1 →֒ CE →֒
K(H) [75, Example 2.6.7 c] with the continuous embeddings.
2.3. Symmetric function spaces. For the reader’s convenience we include in this part
the detailed explanation how the noncommutative symmetric spaces can be identified
with their commutative counterparts. Thanks to this representation many of the results
for noncommutative spaces can be interpreted for symmetric function spaces, especially
in the context of relating properties of functions and their decreasing rearrangements.
Let 0 < α ≤ ∞. Consider the commutative von Neumann algebra
N = {Nf : L2[0, α)→ L2[0, α) : f ∈ L∞[0, α)},
where Nf acts via pointwise multiplication on L2[0, α) and the trace η is given by inte-
gration, that is
Nf (g) = f · g, g ∈ L2[0, α), and η(Nf ) =
∫ α
0
f.
It is straightforward to check that the map f 7→ Nf is a ∗-isomorphism from L∞[0, α) into
B(L2[0, α)), which is also an isometry since ‖f‖L∞ = ‖Nf‖B(L2[0,α)). Therefore the von
Neumann algebra N is commonly identified with L∞[0, α).
If Nf is a projection in N then fg = Nf (g) = Nf (Nf (g)) = f2g for all g ∈ L2[0, α).
Hence for any t ∈ [0, α), f(t) = 0 or f(t) = 1. Consequently, the projections in N are
given by
P (N ) = {NχA : A is a measurable subset of [0, α)}.
Furthermore, if Nf is a unitary operator in N then Nχ[0,α) = Nf (Nf )∗ = NfNf = Nff =
N|f |2 and the unitary operators in N are given by
U(N ) = {Nf : f ∈ L∞[0, α), |f | = χ[0,α)}.
Fact 1. N ′ = N
Proof. Clearly N ⊂ N ′, since N is commutative. Let F ∈ N ′ that is F is a bounded
operator on L2[0, α) and
(2.1) F (ξ · g) = F (Nξ(g)) = Nξ(F (g)) = ξ · F (g) for every ξ ∈ L∞[0, α), g ∈ L2[0, α).
Hence for any measurable set A ⊂ [0, α) withm(A) <∞, we have that F (χA) = F (χA)χA.
In particular, F (χ[i−1,i)) = F (χ[i−1,i))χ[i−1,i) for every i ∈ N, and so {F (χ[i−1,i))} is a
sequence of functions with disjoint supports included in [i− 1, i). We claim that
sup
i∈N
esssupt∈[i−1,i)|F (χ[i−1,i))|(t) <∞.
In fact supposing the above is not satisfied, that is for every n ∈ N there exist in ∈ N, a
set Ain ⊂ [in−1, in) with m(Ain) > 0, and such that
∣∣F (χ[in−1,in))∣∣ (t) ≥ n for all t ∈ Ain .
Taking gin =
1
m(Ain )
1/2χAin we have ‖gin‖L2 = 1, and for every n ∈ N,
‖F (gin)‖2L2 =
∫ α
0
1
m(Ain)
∣∣F (χAin )∣∣2 =
∫ α
0
1
m(Ain)
∣∣F (χAinχ[in−1,in))∣∣2
=
∫ α
0
1
m(Ain)
∣∣F (χ[in−1,in))∣∣2 χAin ≥ n2,
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contradicting the fact that F is a bounded operator on L2[0, α).
Hence supi∈N esssupt∈[i−1,i)|F (χ[i−1,i))|(t) <∞ and
∑∞
i=1 F (χ[i−1,i)) ∈ L∞[0, α).
By (2.1), F (gχ[i−1,i)) = F (χ[i−1,i))g for every simple function g ∈ L2[0, α). For an
arbitrary g ∈ L2[0, α), we can take a sequence of simple functions {gn} ⊂ L2[0, α) with
gn → g in L2[0, α). Since F is a bounded operator on L2[0, α) we have that F (gn)→ F (g).
Moreover, for any i ∈ N, gnχ[i−1,i) → gχ[i−1,i) as n → ∞ in L2[0, α) and F (χ[i−1,i)) ∈
L∞[0, α). Hence
F (gnχ[i−1,i))→ F (gχ[i−1,i)) and F (gnχ[i−1,i)) = F (χ[i−1,i))gn → F (χ[i−1,i))g
in L2[0, α) for each i ∈ N as n→∞. Thus F (gχ[i−1,i)) = F (χ[i−1,i))g for all g ∈ L2[0, α).
Take next h ∈ L2[0, α) and set hn = hχ[0,n). Then hn → h in L2[0, α) and
F (h) = lim
n
F (hn) = lim
n
F
(
n∑
i=1
hχ[i−1,i)
)
= lim
n
n∑
i=1
F (hχ[i−1,i))
= lim
n
n∑
i=1
F (χ[i−1,i))h =
(
∞∑
i=1
F (χ[i−1,i))
)
h.
Since it was shown earlier that
∑∞
i=1 F (χ[i−1,i)) ∈ L∞[0, α), we have that F = N∑∞i=1 F (χ[i−1,i))
and F ∈ N . 
In the next fact we extend the operator Nf from f ∈ L∞[0, α) to f ∈ L0[0, α).
Fact 2. Given f ∈ L0[0, α) define the operator Nf by setting
D(Nf ) = {ξ ∈ L2[0, α) : fξ ∈ L2[0, α)}
and for ξ ∈ D(Nf ),
Nf ξ = fξ.
The operator Nf is closed and densely defined.
Proof. Observe first that the operator Nf is well defined. Let Nf1 = Nf2 for f1, f2 ∈
L0[0, α). Setting Ain = {t ∈ [0, α) : 1/n ≤ |fi(t)| ≤ n} ∩ [0, n], i = 1, 2, n ∈ N, we get
∪n(A1n ∩ A2n) = [0, α). Hence fiχA1n∩A2n ∈ L2[0, α) for i = 1, 2, and f1χA1n∩A2n =
f2χA1n∩A2n for all n ∈ N. Thus f1 = f2 a.e..
Let ξ ∈ L2[0, α), f ∈ L0[0, α), and consider the sequence of measurable sets An = {t ∈
[0, α) : |f(t)| ≤ n} ∪ [ 1n ,∞) for n ∈ N. We will show that ξχAn ∈ D(Nf ) and ξχAn → ξ
in L2[0, α), which establishes that Nf is densely defined. Indeed, we have
‖ξ − ξχAn‖L2 ≤ ‖ξ‖L2‖‖χ[0,α) − χAn‖L2 = ‖ξ‖L2m(Acn)
≤ 1
n
‖ξ‖L2 → 0 as n→∞.
Moreover,
‖fξχAn‖2L2 =
∫ α
0
|fξχAn|2 =
∫
An
|f |2 |ξ|2 ≤ n2‖ξ‖2L2 .
It is not difficult to see that Nf is also closed. Indeed let ξn → ξ in L2[0, α), where
{ξn} ⊂ D(Nf ), and Nfξn = f · ξn → β in L2[0, α). Then there is a subsequence {ξnk} of
ξn, such that ξnk → ξ and f · ξnk → β a.e. on [0, α). We have then that f · ξnk → f · ξ a.e.
and so β = f · ξ. Consequently, Nf is closed. 
Fact 3. N affil = {Nf : f ∈ L0[0, α)}.
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Proof. Observe first that Nf , f ∈ L0[0, α), is affiliated with N . Indeed, let Ng ∈ U(N ′) =
U(N ), where |g| = χ[0,α). For ξ ∈ D(Nf ) we have that NfNg(ξ) = fgξ ∈ L2[0, α), and
so Ng(ξ) ∈ D(Nf ). Since pointwise multiplication is a commutative operation, we get
NfNg(ξ) = fgξ = gfξ = NgNf (ξ).
It remains to show that every closed and densely defined operator x on L2[0, α) which
is affiliated with N , is of the form Nf for f ∈ L0[0, α). Let x = u |x| be the polar
decomposition of x. Recall that x is affiliated with N if and only if |x| is affiliated with
N and u ∈ N . Moreover, |x| ∈ N affil if and only if e|x|(B) ∈ N for every Borel set B in
[0, α). Set pn = e
|x|[n − 1, n) and xn = |x| pn, n ∈ N. Then xn is bounded and affiliated
with N , and therefore xn ∈ N ′′ = N . Hence there are sequences of measurable sets An
and non-negative functions gn ∈ L∞[0, α), such that pn = NχAn and xn = Ngn . Since{pn} is a sequence of mutually orthogonal projections, {An} is a sequence of pairwise
disjoint sets. Furthermore, gnξ = Ngn(ξ) = xn(ξ) = xnpn(ξ) = NgnNχAn (ξ) = gnχAnξ,
for every ξ ∈ L2[0, α). In particular the equality holds for every ξ = χF , where F is
a set of finite measure. Hence supp gn ⊂ An. Finally, by 1 = Nχ[0,α) =
∑∞
n=1 pn =∑∞
n=1NχAn , it follows that ∪∞n=1An = [0, α). Consider now g =
∑∞
n=1 gn with the sum
taken pointwise. Let ξ ∈ D(x) = D(|x|), that is ξ ∈ L2[0, α) and |x|(ξ) ∈ L2[0, α). Then
|x|(ξ) = (∑∞n=1 xn) (ξ) converges pointwise. By the dominated convergence theorem,(∑N
n=1 gn
)
ξ =
∑N
n=1 gnξ =
∑N
n=1 xn(ξ) =
(∑N
n=1 xn
)
(ξ) converges to |x|(ξ) in L2[0, α).
Consequently,
Ng(ξ) = gξ =
(
∞∑
n=1
gn
)
ξ =
(
∞∑
n=1
xn
)
(ξ) = |x| (ξ),
and Ng(ξ) ∈ L2[0, α). Therefore |x| ⊂ Ng, that is D(|x|) ⊂ D(Ng) and for all ξ ∈ D(|x|),
|x|(ξ) = Ng(ξ).
For the converse, suppose that ξ ∈ D(Ng), that is ξ ∈ L2[0, α) and gξ = (
∑∞
n=1 gn) ξ =∑∞
n=1 gnξ ∈ L2[0, α). Again by the dominated convergence theorem we have
∑N
n=1 gnξ →
gξ in L2[0, α), and
∑∞
n=1 gnξ is a norm convergent series in L2[0, α). Hence |x| (ξ) =∑∞
n=1 xn(ξ) ∈ L2[0, α) and ξ ∈ D(|x|). Since also Ng(ξ) = |x|(ξ) we have that Ng ⊂ |x|
and consequently Ng = |x|.
Finally, since x is affiliated with N , u ∈ N and u = Nh for some h ∈ L∞[0, α). Setting
f = gh we have that x = u |x| = NhNg = Ngh = Nf , and x is of the desired form. 
Fact 4. The algebra of all η-measurable operators on N is of the form
S(N , η) = {Nf : f ∈ L0[0, α) and ∃A,m(Ac) <∞, fχA ∈ L∞[0, α)},
and is identified with
S([0, α),m) = {f ∈ L0[0, α) : ∃A,m(Ac) <∞, fχA ∈ L∞[0, α)}.
Proof. It is naturally to expect that Nf ≥ 0 if and only if f ≥ 0 a.e.. Indeed, Nf ≥ 0
is equivalent to 〈Nf ξ, ξ〉 = 〈fξ, ξ〉 =
∫ α
0 f |ξ|2 ≥ 0 for every ξ ∈ L2[0, α). So for any
A ⊂ [0, α) with finite measure, taking ξ = χA, we get
∫
A f ≥ 0, which is equivalent to
f ≥ 0 a.e..
Let x = Nf ∈ N affil. Then by Fact 3 above, f ∈ L0[0, α) and |x| = N|f |. Given s > 0
we have that e|x|(s,∞) = NχB for some measurable set B, and e|x|[0, s] = 1− e|x|(s,∞) =
Nχ[0,α) −NχB = NχBc . Moreover,
N|f |χB = N|f |NχB = |x|e|x|(s,∞) =
∫
(s,∞)
λde|x|(λ) ≥ se|x|(s,∞) = NsχB ,
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and
N|f |χBc = N|f |NχBc = |x|e|x|[0, s] =
∫
[0,s]
λde|x|(λ) ≤ se|x|[0, s] = NsχBc .
Hence |f |χB ≥ sχB and |f |χBc ≤ sχBc .
We will claim next that B = {t ∈ [0, α) : |f(t)| > s}. Suppose first that e|x|(s,∞) =
NχB = 0, equivalently B = ∅. Then
|f | = |f |χBc ≤ sχBc = sχ[0,α),
and so B = ∅ = {t ∈ [0, α) : |f(t)| > s}. Assume now that e|x|(s,∞) 6= 0. Then
for all ξ ∈ L2[0, α) either e|x|(s,∞)(ξ) = 0 or |x|e|x|(s,∞)(ξ) 6= se|x|(s,∞)(ξ). Indeed,
suppose to the contrary that there exists ξ ∈ L2[0, α) such that e|x|(s,∞)(ξ) 6= 0 and
|x|e|x|(s,∞)(ξ) = se|x|(s,∞)(ξ). Let λ > s. Then in view of |x|e|x|(λ,∞) ≥ λe|x|(λ,∞)
we have
λ〈e|x|(λ,∞)(ξ), ξ〉 ≤ 〈|x|e|x|(λ,∞)(ξ), ξ〉 = 〈e|x|(λ,∞)|x|e|x|(s,∞)(ξ), ξ〉
= 〈e|x|(λ,∞)se|x|(s,∞)(ξ), ξ〉 = s〈e|x|(λ,∞)(ξ), ξ〉.
Since λ > s, it follows that 〈e|x|(λ,∞)(ξ), ξ〉 = 0 for all λ > s. By 〈e|x|(λ,∞)(ξ), ξ〉 ↑
〈e|x|(s,∞)(ξ), ξ〉 as λ ↓ s, we have that
‖e|x|(s,∞)(ξ)‖2L2 = 〈e|x|(s,∞)(ξ), e|x|(s,∞)(ξ)〉 = 〈e|x|(s,∞)(ξ), ξ〉 = 0,
which leads to a contradiction.
Hence if e|x|(s,∞)(ξ) 6= 0, ξ ∈ L2[0, α), then |x|e|x|(s,∞)(ξ) 6= se|x|(s,∞)(ξ). Let
A ⊂ B with 0 < m(A) < ∞, and choose ξ = χA. Then ξ ∈ L2[0, α) and e|x|(s,∞)(ξ) =
NχB (χA) = χBχA = χA 6= 0 a.e.. Hence
fχA = Nf (χA) = |x|e|x|(s,∞)(ξ) 6= se|x|(s,∞)(ξ) = sχA.
Since A was an arbitrary subset of B with 0 < m(A) < ∞, we have that f(t) 6= s for
all t ∈ B. Consequently, |f |χB > sχB and |f |χBc ≤ sχBc . Hence also in this case,
B = {t ∈ [0, α) : |f(t)| > s}.
Suppose next that x ∈ S(N , η), that is x ∈ N affil and η(e|x|(λ,∞)) < ∞ for λ large
enough. Hence x = Nf for some f ∈ L0[0, α) and m{t : |f(t)| > λ} < ∞. Equivalently
x = Nf ∈ S(N , η) if and only if there exists a measurable set A, with m([0, α) \ A) < ∞
and fχA ∈ L∞[0, α). Thus S(N , η) can be identifies with the set
S([0, α),m) = {f ∈ L0[0, α) : d(f, s) <∞, for some s ≥ 0}
= {f ∈ L0[0, α) : ∃A,m(Ac) <∞, fχA ∈ L∞[0, α)}.
The map f 7→ Nf is a ∗-isomorphism from S([0, α),m) onto S(N , η). 
Fact 5. µ(Nf ) = µ(f) and for any symmetric function space E we have that E(N , η)
is isometrically isomorphic to the function space E.
Proof. Note that d(Nf , s) = η(e
|x|(s,∞)) = m{t : |f(t)| > s} = d(f, s). Hence, for
Nf ∈ S(N , η), the generalized singular value function µ(Nf ) is precisely the decreasing
rearrangement µ(f) of the function f ∈ S([0, α),m). 
The characterizations of many local geometric properties of an operator x in noncommu-
tative spaces will include some conditions on n(x) and s(x), the null and range projections
of x. We will see frequently the two conditions (i) and (ii) stated below for x ∈ S (M, τ).
Those conditions can be easily translated to the commutative settings as follows.
Fact 6. If M = N , τ = η and x = Nf for some f ∈ L0[0, α), then the conditions
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(i) µ(∞, x) = 0 or (ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x),
where n(x)Mn(x∗) = 0 means that for any y ∈ M, n(x)yn(x∗) = 0, are equivalent to
(i’) |f | ≥ µ(∞, f)χ[0,α).
Proof. By Fact 5, if x = Nf ∈ S(N , η), then µ(x) = µ(f) and (i) gives µ(∞, f) =
0. It is not difficult to check that s(x) = Nχsupp f and n(x) = Nχ(supp f)c . Similarly,
s(x∗) = Nχsupp f = Nχsupp f and n(x
∗) = Nχ(supp f)c = Nχ(supp f)c . Hence in view of the
condition n(x)Nn(x∗) = 0, taking Nχ[0,α) ∈ N we get 0 = Nχ(supp f)cNχ[0,α)Nχ(supp f)c =
Nχ(supp f)c . Therefore χ(supp f)c = 0 a.e., and so s(x) = Nχsupp f = Nχ[0,α) . If additionally
|x| ≥ µ(∞, x)s(x), then we have N|f | ≥ µ(∞, f)Nχ[0,α) and |f | ≥ µ(∞, f)χ[0,α). Thus
(i) and (ii) imply (i’). Suppose now that (i’) holds, that is |f | ≥ µ(∞, f)χ[0,α), where
x = Nf ∈ S(N , η). Then either µ(∞, f) = µ(∞, x) = 0 or (supp f)c = 0 a.e. and
n(x) = Nχ(supp f)c = 0. Hence in either case |x| ≥ µ(∞, x)1 and either (i) or (ii) is
satisfied. 
3. Trace preserving isomorphisms
Recall that given two ∗-algebras A and B, the mapping Φ : A → B is called a ∗-
homomorphism if Φ is an algebra homomorphism and Φ(x∗) = (Φ(x))∗ for all x ∈ A. If,
in addition, A and B are unital and Φ(1A) = 1B , where 1A and 1B are units in A and
B respectively, then Φ is called unital ∗-homomorphism. The term ∗-isomorphism stands
for an injective ∗-homomorphism. Observe that every ∗-homomorphism Φ : A → B is
positive, that is for any x ∈ A, if x ≥ 0 then Φ(x) ≥ 0. Indeed, since Φ(√x) = Φ((√x)∗) =
(Φ(
√
x))
∗
, if follows that
Φ(x) = Φ(
√
x
√
x) = Φ(
√
x)Φ(
√
x) = (Φ(
√
x))∗Φ(
√
x) =
∣∣Φ(√x)∣∣2 ≥ 0.
J. Arazy in [4] observed that E is isometric to a 1-complemented subspace of CE,
and therefore many geometric properties of CE are inherited by E. Moreover, for each
x ∈ CE the above isometry can be found with additional property that it maps the singular
sequence S(x) into x. Hence also locally, a geometric property of x can be passed along
into the sequence S(x).
The J. Arazy’s result relies on the Schmidt representation of a compact operator. The
symmetric sequence space is embedded in the subspace of diagonal operators in B(H).
We include below the result with an outline of a proof.
Proposition 3.1. [4, Proposition 1.1] Let E 6= ℓ∞ be a symmetric sequence space and
x ∈ CE. Then there exists a linear isometry V : E → CE such that V (S(x)) = x. If x ≥ 0
then V is in addition a ∗-isomorphism. Moreover, there is a contractive projection from
CE onto V (E).
Proof. Fix x ∈ CE and let x =
∑∞
n=1 sn(x)〈·, en〉fn be its Schmidt representation, where
{en} and {fn} are orthonormal sequences in H. Define V : E → CE by
V (λ) =
∞∑
n=1
λn〈·, en〉fn, where λ = {λn} ∈ E.
Clearly V (S(x)) = x. Note that |V (λ)|2 = V (λ)∗V (λ) =∑∞n=1 λn〈∑∞k=1 λk〈·, ek〉fk, fn〉en =∑∞
n=1 |λn|2〈·, en〉en. Hence the eigenvalues of |V (λ)| are |λn|. In view of E ⊂ c0, for ev-
ery λ ∈ E, the sequence of singular numbers sn(V (λ)) =
√
sn(|V (λ)|2) is a decreasing
permutation of |λ| = {|λn|} approaching zero. Hence V (λ) is a compact operator and
‖V (λ)‖CE = ‖λ‖E . If x ≥ 0 then x =
∑∞
n=1 sn(x)〈·, en〉en and V is also a ∗-isomorphism.
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Define next P : CE → CE by
Py =
∞∑
n=1
〈yen, fn〉〈·, en〉fn, y ∈ CE .
By [95, Proposition 2.6], for any y ∈ CE we have
‖y‖CE = sup{‖{〈yφn, ψn〉}‖E : all orthonormal sets {φn}, {ψn} in H}.
Hence if y ∈ CE, then {〈yen, fn〉} ∈ E and P (CE) ⊆ V (E). Let z ∈ V (E) and λ = {λn} ∈
E be such that V (λ) = z. Then for all n ∈ N, 〈zen, fn〉 = λn and therefore Pz = z. Thus
P (CE) = V (E). Moreover, ‖Py‖CE = ‖{〈yen, fn〉}‖E ≤ ‖y‖CE for every y ∈ CE . Hence
‖P‖ ≤ 1. Finally, it is easy to verify that P 2 = P and so P is a contractive projection
from CE onto V (E). 
It turns out that J. Arazy’s result can be extended to noncommutative symmetric
function spaces E(M, τ), but only under certain conditions imposed on the operator x
itself, the trace τ and the von Neumann algebra M.
Proposition 3.2. [40], [17, Lemma 1.3] Let M be a non-atomic von Neumann algebra
with a faithful, normal, σ-finite trace τ and x ∈ S+0 (M, τ). Then there exists a non-atomic
commutative von Neumann subalgebra N inM and a ∗-isomorphism U from the ∗-algebra
S(N , τ) onto the ∗-algebra S ([0, τ(1)) ,m) such that x ∈ S(N , τ) and µ(y) = µ(Uy) for
every y ∈ S(N , τ).
Given an operator x ∈ S (M, τ) and a projection p ∈ P(M) we define the von Neumann
algebraMp = {py|p(H) : y ∈ M}. It is known that there is a unital ∗-isomorphism from
S (Mp, τp) onto pS (M, τ) p. Moreover, the decreasing rearrangement µτp computed with
respect to the von Neumann algebra (Mp, τp) is given by µτp(y) = µ(pyp), y ∈ S (Mp, τp).
See [23, 35] for details.
Using measure preserving transformations which retrieve functions from their decreasing
rearrangements and the inverse operator U−1 from Proposition 3.2 the following can be
shown.
Proposition 3.3. [40] Suppose that M is a non-atomic von Neumann algebra with a
faithful, normal trace τ . Let x ∈ (L1(M, τ) +M) ∩ S+0 (M, τ). Then there exist a non-
atomic commutative von Neumann subalgebra N ⊂ s(x)Ms(x) and a unital ∗-isomorphism
V acting from the ∗-algebra S ([0, τ(s(x))) ,m) into the ∗-algebra S(N , τ), such that
V µ(x) = x and µ(V (f)) = µ(f) for all f ∈ S ([0, τ(s(x))) ,m) .
Proof. Observe first that since µ(∞, x) = 0, τ(e|x|( 1n ,∞)) < ∞ for every n ∈ N. Since
e|x|( 1n ,∞) ↑ e|x|(0,∞) = s(x) the restriction τ |s(x)Ms(x) is σ-finite. By Proposition 3.2
there is a non-atomic commutative subalgebra N of s(x)Ms(x) and a ∗-isomorphism U
from S(N , τ) onto S([0, τ(s(x))),m) such that x ∈ S(N , τ) and µ(y) = µ(Uy) for every
y ∈ S(N , τ). Set f = Ux. Since x ≥ 0 and every ∗-homomorphism preserves the order,
f ≥ 0. We also have µ(f) = µ(Ux) = µ(x). In particular µ(∞, f) = µ(∞, x) = 0
and m(supp f) = m(suppµ(f)) = m(suppµ(x)) = τ(s(x)). By [10, ChII, Corollary
7.6], there is a measure preserving transformation σ : supp f → [0, τ(s(x))) such that
f(t) = µ(σ(t), f) = µ(σ(t), x) for every t ∈ supp f . The term measure preserving means
that m(σ−1(E)) = m(E) for every measurable subset E ⊆ [0, τ(s(x))).
Define a ∗-homomorphism V from S([0, τ(s(x))),m) into S(N , τ) by setting
V (g) = U−1(g ◦ σ), g ∈ S([0, τ(s(x))),m).
We have,
V (µ(x)) = U−1(µ(x) ◦ σ) = U−1(µ(f) ◦ σ) = U−1(f) = x.
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Moreover, for any g ∈ S([0, τ(s(x))),m),
µ(V (g)) = µ(U−1(g ◦ σ)) = µ(g ◦ σ) = µ(g).

Proposition 3.4. [40] Suppose that M is a non-atomic von Neumann algebra with a
faithful, normal, σ-finite trace τ . Let x ∈ (L1(M, τ) +M)∩S+0 (M, τ) and τ(s(x)) <∞.
Then there exist a non-atomic commutative von Neumann subalgebra N ⊂M and a unital
∗-isomorphism V acting from the ∗-algebra S ([0, τ(1)) ,m) into the ∗-algebra S(N , τ),
such that
V µ(x) = x and µ(V (f)) = µ(f) for all f ∈ S ([0, τ(1)),m) .
Proof. The proof of this proposition is analogous to the proof above. The only difference is
the lack of the restriction ofM to s(x)Ms(x), and the extension of the measure preserving
transformation σ to the whole interval [0, τ(1)). Assume that f = U(x) as above, and so
m(supp f) = τ(s(x)) < ∞. Let σ1 be a measure preserving transformation from supp f
to [0, τ(s(x))) such that f(t) = µ(σ1(t), f) for every t ∈ supp f . Since m(supp f) <∞, we
have that (supp f)c and the interval [m(supp f), τ(1)) have the same measure. Indeed, if
τ(1) = ∞ then both measures are infinite as well. If τ(1) < ∞, then both measures are
equal to τ(1)−m(supp f). It is not difficult to find a measure preserving transformation
σ2 : (supp f)
c → [m(supp f), τ(1)). Since f(t) = µ(σ2(t), f) = 0 for all t ∈ (supp f)c,
setting σ = σ1χsupp f + σ2χ(supp f)c , we get a measure preserving transformation from
[0, τ(1)) to [0, τ(1)) such that f = µ(f) ◦ σ.
Finally define a ∗-homomorphism V from S([0, τ(1)),m) into S(N , τ) by setting V (g) =
U−1(g ◦ σ), g ∈ S([0, τ(1)),m). 
Corollary 3.5. If M is non-atomic then the symmetric function space E is isometrically
embedded into E(M, τ). Similarly, the symmetric sequence space E 6= ℓ∞ is isometrically
embedded into CE. Furthermore, those embeddings are order preserving.
Proof. Let x ∈ S+ (M, τ) be such that τ(s(x)) = τ(1). In fact there is a projection
p ∈ P (M) such that τ(p) = τ(1). Then by Proposition 3.3 we can choose a ∗-isomorphism
V : S([0, τ(1)),m) → S(N , τ), where N ⊂ s(x)Ms(x), such that µ(V (f)) = µ(f) for
every f ∈ S([0, τ(1)),m). Hence if f ∈ E then V (f) ∈ E(M, τ), and ‖V (f)‖E(M,τ) =
‖µ(V (f))‖E = ‖µ(f)‖E = ‖f‖E . As explained at the beginning of this section every
∗-homomorphism is positive. Hence V (f) ≤ V (g) whenever f ≤ g and V preserves the
order of E. For sequence spaces the claim follows by Proposition 3.1. 
Corollary 3.6. Let M be a non-atomic von Neumann algebra with a faithful, normal,
σ-finite trace τ , x ∈ S (M, τ), and |x| ≥ µ(∞, x)s(x). Denote by p = s(|x| −µ(∞, x)s(x))
and define projection q ∈ P(M) in the following way.
(i) If τ(s(x)) <∞ set q = 1.
(ii) If τ(s(x)) =∞ and τ(p) <∞, set q = s(x).
(iii) If τ(p) =∞, set q = p.
Then there exist a non-atomic commutative von Neumann subalgebra N ⊂ qMq and
a unital ∗-isomorphism V acting from the ∗-algebra S ([0, τ(1)) ,m) into the ∗-algebra
S(N , τ), such that
V µ(x) = |x| q and µ(V (f)) = µ(f).
for all f ∈ S ([0, τ(1)),m).
Proof. Observe that p = s(|x| − µ(∞, x)s(x)) = e|x|(µ(∞, x),∞) ≤ s(x). Hence if τ(p) =
∞ then also τ(s(x)) = ∞, and therefore conditions (i), (ii), and (iii) give all possible
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cases. Furthermore, by [21, Proposition 1.1], µ(|x| − µ(∞, x)s(x)) = µ(x)− µ(∞, x), and
so |x| − µ(∞, x)s(x) ∈ S+0 (M, τ).
Note that in either case τ(q) = τ(1). Hence in view of Lemma 1.1 (7), it follows that
µ(|x| q) = µ(x)χ[0,τ(q)) = µ(x).
Case (i). Since τ(s(x)) < ∞, we have that µ(∞, x) = 0. Therefore the claim is an
immediate consequence of Proposition 3.4 applied to |x|.
Case (ii). Let τ(s(x)) = ∞, τ(p) < ∞ and q = s(x). Applying Proposition 3.4 to the
operator |x| − µ(∞, x)s(x) = s(x)(|x| − µ(∞, x)s(x))s(x) ∈ s(x)S (M, τ) s(x) and to the
von Neumann algebra s(x)Ms(x), there exist a non-atomic commutative von Neumann
algebra N ⊂ s(x)Ms(x) and a ∗-isomorphism V from S ([0, τ(s(x))) ,m) = S ([0,∞) ,m)
into S(N , τ) such that
V µ(|x| − µ(∞, x)s(x)) = |x| − µ(∞, x)s(x) and µ(V (f)) = µ(f)
for all f ∈ S ([0,∞),m). Since V (χ[0,∞)) = s(x),
|x| − µ(∞, x)s(x) = V µ(|x| − µ(∞, x)s(x)) = V (µ(x)− µ(∞, x))
= V µ(x)− µ(∞, x)V (χ[0,∞)) = V µ(x)− µ(∞, x)s(x),
and consequently V µ(x) = |x| = |x| s(x).
Case (iii). Assume that τ(p) =∞ and q = p. By Proposition 3.3 applied to the operator
|x|−µ(∞, x)s(x) and von Neumann algebraM, there exist a non-atomic commutative von
Neumann algebra N ⊂ pMp and a ∗-isomorphism V from S ([0, τ(p)) ,m) = S ([0,∞) ,m)
into S(N , τ) such that
V µ(|x| − µ(∞, x)s(x)) = |x| − µ(∞, x)s(x) and µ(V (f)) = µ(f)
for all f ∈ S ([0,∞),m). Since p ≤ s(x),
|x| − µ(∞, x)s(x) = (|x| − µ(∞, x)s(x))p = |x| p− µ(∞, x)p
and V (χ[0,∞)) = p. Thus again we have
|x| p− µ(∞, x)p = |x| − µ(∞, x)s(x) = V µ(|x| − µ(∞, x)s(x))
= V (µ(x)− µ(∞, x)) = V µ(x)− µ(∞, x)V (χ[0,∞))
= V µ(x)− µ(∞, x)p,
and V µ(x) = |x| p. 
Corollary 3.7. Let M be a non-atomic von Neumann algebra with a faithful, normal, σ-
finite trace τ , and x ∈ S (M, τ) with r = e|x|(µ(∞, x),∞). Set q = 1 whenever τ(r) <∞,
and q = r if τ(r) =∞.
Then there exist a non-atomic commutative von Neumann subalgebra N ⊆ qMq and
a unital ∗-isomorphism V acting from the ∗-algebra S ([0, τ(1)) ,m) into the ∗-algebra
S(N , τ), such that
V µ(x) = |x| r + µ(∞, x)V χ[τ(r),∞) and µ(V f) = µ(f) for all f ∈ S ([0, τ(1)),m) .
Proof. Consider the operator x0 = |x| r, where we have s(x0) = r and x0 ≥ µ(∞, x)s(x0).
Moreover, µ(x0) = µ(x)χ[0,τ(r)) by Lemma 1.1 (7). If τ(r) < ∞, then µ(∞, x0) = 0.
Otherwise µ(x0) = µ(x). In either case x0 ≥ µ(∞, x0)s(x0). Moreover, p = s(x0 −
µ(∞, x0)s(x0)) = ex0(µ(∞, x0),∞) = ex(µ(∞, x),∞) = r. If τ(r) =∞ set q = p = r, and
if τ(r) < ∞, q = 1. By Corollary 3.6 (i) and (iii) applied to x0 there exist a non-atomic
commutative von Neumann subalgebra N ⊆ qMq and a unital ∗-isomorphism V acting
from the ∗-algebra S ([0, τ(1)) ,m) into the ∗-algebra S(N , τ), such that
V µ(x0) = x0q and µ(V f) = µ(f) for all f ∈ S ([0, τ(1)),m) .
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In case of τ(r) =∞, µ(x) = µ(x0) and q = r, and therefore V µ(x) = x0r = |x| r.
Consider now the case when τ(r) = τ(e|x|(µ(∞, x),∞)) < ∞ with q = 1. Since
µ(∞, x) = inf{s ≥ 0 : τ(e|x|(s,∞)) < ∞}, we have that τ(e|x|(s,∞)) = ∞ for all
s ∈ [0, µ(∞, x)). Recalling the definition of µ(t, x) = inf{s ≥ 0 : τ(e|x|(s,∞)) ≤ t}, it is
easy to observe that µ(t, x) = µ(∞, x) for all t ≥ τ(e|x|(µ(∞, x),∞)) = τ(r). Hence
µ(x) = µ(x)χ[0,τ(r)) + µ(∞, x)χ[τ(r),∞) = µ(x0) + µ(∞, x)χ[τ(r),∞),
and
V µ(x) = V µ(x0)+µ(∞, x)V χ[τ(r),∞) = x0+µ(∞, x)V χ[τ(r),∞) = |x| r+µ(∞, x)V χ[τ(r),∞).

4. Non-atomic extension of E(M, τ)
We will describe below the construction of a non-atomic von Neumann algebra A with
the trace κ, such that E (M, τ) embeds isometrically into E(A, κ), for any symmetric
function space E.
Let A = N⊗M be a tensor product of von Neumann algebras N andM, where N is a
commutative von Neumann algebra identified with L∞[0, 1] with the trace η (see section
2.3). Let κ = η⊗τ be a tensor product of the traces η and τ , that is κ(Nf⊗x) = η(Nf )τ(x)
[59, 105]. It is well known that (A, κ) has no atoms [75, Lemma 2.3.18].
Let 1 be the identity operator on L2[0, 1] and denote by C1 = {λ1 : λ ∈ C}. Let
x ∈ S (M, τ) and consider a linear subspace D in L2[0, 1]⊗H generated by the vectors of
the form ζ ⊗ ξ, where ζ ∈ L2[0, 1] and ξ ∈ D(x) ⊂ H. For every α =
n∑
i=1
ζi⊗ ξi ∈ D define
(1⊗ x)(α) =
n∑
i=1
ζi ⊗ x(ξi). The linear operator 1⊗ x : D → L2[0, 1]⊗H with domain D
is preclosed, and by Lemma 1.2 in [17] its closure 1⊗x is contained in S(C1⊗M, κ).
The map π : x → 1 ⊗ x, x ∈ M, is a unital trace preserving ∗-isomorphism from
M onto the von Neumann subalgebra C1 ⊗ M. Consequently, π extends uniquely to
a ∗-isomorphism π˜ from S (M, τ) onto S(C1 ⊗M, κ) [40]. In fact one can show that
π˜(x) = 1⊗x.
Since every ∗-homomorphism is an order preserving map, x ≥ 0 if and only if 1⊗x ≥ 0,
where x ∈ S (M, τ). The spectral measure eπ˜(x) of π˜(x) is given by eπ˜(x)(B) = π(ex(B)),
that is e1⊗x(B) = 1 ⊗ ex(B) for any Borel set B ⊂ R. Hence κ
(
e1⊗x(s,∞)
)
=
κ (1⊗ ex(s,∞)) = τ(ex(s,∞)) for any s > 0. Consequently π˜ preserves the singular
value function in the sense that µ˜(1⊗x) = µ(x), where µ˜(1⊗x) is the singular value func-
tion of 1⊗x computed with respect to the von Neumann algebra C1 ⊗M and the trace
κ [75, Lemma 2.3.18]. Thus
‖π˜(x)‖E(C1⊗M,κ) = ‖µ˜(1⊗x)‖E = ‖µ(x)‖E = ‖x‖E(M,τ),
where
E(C1⊗M, κ) = {1⊗x ∈ S(C1⊗M, κ) : µ˜(1⊗x) ∈ E}
= {1⊗x : x ∈ S (M, τ) and µ(x) ∈ E}.
Hence π˜ is a ∗-isomorphism which is also an isometry from E(M, τ) onto E(C1⊗M, κ).
We refer reader to [17, 40, 75, 96] for details.
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4.1. Removing the non-atomicity assumption. Many authors investigating geomet-
ric properties of E(M, τ) aspire to show that E(M, τ) has the property P if and only if
E has it. Very often for the property P to carry from E(M, τ) into E it is necessary to
assume non-atomicity of M.
On the other hand, suppose we showed that if E has the property P then so does
E(M, τ) for any non-atomic von Neumann algebra M. Then this result can be extended
to an arbitrary von Neumann algebra provided that the property P is preserved by linear
isometries and passes to subspaces. Indeed, since A is non-atomic, so E(A, κ) has property
P . As explained in the section above, the ∗-isomorphism π˜ : E(M, τ)→ E(C1⊗M, κ) ⊂
E(A, κ) embeds isometrically E(M, τ) into E(A, κ). Hence E(M, τ) must possess the
property P , where M is an arbitrary von Neumann algebra.
Convention. Unless stated otherwise, M will denote a semifinite von Neumann al-
gebra with a fixed semifinite, faithful, normal trace τ . The symbol E will stand for a
symmetric function space on [0, α). If E is a sequence symmetric space then it is always
assumed that E 6= ℓ∞. Given a normed space (X, ‖ · ‖), let BX and SX be the unit ball
and the unit sphere in X, respectively.
5. Extreme points and strict convexity
Let C be a convex subset in a linear space. We call x ∈ C an extreme point of C if
x±y ∈ C implies y = 0. Equivalently, we can say that x is an extreme point of C if it does
not lie in any open line segment joining two different points in C. That is x is an extreme
point of C if x = λy + (1 − λ)z, for some y, z ∈ C and λ ∈ R, implies that x = y = z.
We say that a normed space (X, ‖ · ‖) is strictly convex whenever every element of its unit
sphere is an extreme point.
The Krein-Milman theorem states that every compact and convex subset K of a locally
convex linear space is the closed convex hull of its extreme points.
In this section we will present the work on extreme points of the unit balls in symmetric
noncommutative spaces. J. Holub in [54] was first to characterize extreme points in the
trace class C1. J. Arazy extended the result to all unitary matrix spaces CE. More
precisely, J. Arazy showed the following.
Theorem 5.1. [4, Theorem 2.1] Let E be a symmetric sequence space, x ∈ CE, ‖x‖CE = 1.
Then x is extreme point of BCE if and only if S(x) is an extreme point of BE.
Holub’s characterization differed from Arazy’s, as he did not relate extreme operators
with their sequences of singular numbers. However, we will demonstrate below that their
descriptions are equivalent.
Theorem 5.2. Let x ∈ C1, ‖x‖C1 = 1. The two results are equivalent.
(i) [54, Theorem 3.1] Let x ∈ C1, ‖x‖C1 = 1. Then x is extreme of BC1 if and only if
x is a one-dimensional operator.
(ii) [4, Theorem 2.1] Let x ∈ C1, ‖x‖C1 = 1. Then x is extreme of BC1 if and only if
S(x) is extreme of Bℓ1 .
Proof. (i) =⇒ (ii) If x is extreme of BC1 then by (i), x is one dimensional. Then the
Schmidt representation of x is x(·) = s1(x)〈·, e1〉f1, where e1, f1 are normalized vectors in
H. Since ‖x‖C1 = ‖S(x)‖ℓ1 = 1 it follows that s1(x) = 1 and si(x) = 0, i = 2, 3, . . . . So
S(x) = φ1 = (1, 0, . . . , 0) is extreme of the unit ball of ℓ1.
Now suppose that S(x) is extreme of Bℓ1 . But the only extreme points of the unit ball in
ℓ1 are the unit vectors ±φn = {±φn(i)} ∈ ℓ1, where φn(i) = 0 for i 6= n and φn(n) = 1. So
S(x) = φ1. It means that x(·) =
∑∞
n=1 sn(x)〈·, en〉fn = 〈·, e1〉f1 and x is one-dimensional.
Hence (i) implies that x is extreme.
20 M.M. CZERWIN´SKA AND A. KAMIN´SKA
(ii) =⇒ (i) Suppose that x is extreme of BC1 then by (ii) S(x) is extreme of Bℓ1 and
so S(x) = φ1. Then x(·) = 〈·, e1〉f1 and x is one-dimensional. Assume next that x is
one-dimensional. Then x(·) = s1(x)〈·, e1〉f1 and s1(x) = 1. Hence S(x) is extreme of Bℓ1
and by (ii), x is extreme of BC1 .

V. Chilin, A. Krygin and F. Sukochev in [16] extended J. Arazy’s result to symmetric
spaces of measurable operators E(M, τ). Here the relations between extreme operators
and their singular value functions become more complex. If x is an extreme point of the
unit ball in E(M, τ) then µ(x) is an extreme point of the unit ball in E. However, x
does not always inherits extreme property from its singular value function µ(x). For it to
happen, µ(x) has to satisfy one of the conditions listed below.
Theorem 5.3. [16, Theorem 1.1] Let M be non-atomic. Then x ∈ SE(M,τ) is an extreme
point of BE(M,τ) if and only if µ(x) ∈ SE is an extreme point of BE and one of the
following conditions hold.
(i) µ(∞, x) = 0,
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
Remark 5.4. Observe that if µ(x) is extreme in BE and (i) is satisfied then x is extreme
in E(M, τ), regardless whether M is non-atomic. Indeed, since µ˜(1⊗x) = µ(x), we have
that µ˜(1⊗x) is an extreme point of BE and µ˜(∞,1⊗x) = 0. Therefore by Theorem 5.3,
1⊗x is an extreme point of the unit ball in E(A, κ). It follows that x is an extreme point
of BE(M,τ). In fact letting ‖x ± y‖E(M,τ) ≤ 1, where y ∈ E(M, τ) we have ‖1⊗x ±
1⊗y‖E(A,κ) = ‖µ˜(1⊗(x ± y))‖E = ‖µ(x ± y)‖E = ‖x ± y‖E(M,τ) ≤ 1. Now since 1⊗x is
extreme, 1⊗y = 0 and so y = 0.
However, the extension of Theorem 5.3 to an arbitrary von Neumann algebra can
not be concluded if µ(x) is extreme and (ii) holds. The problem lies in the condi-
tion n(x)Mn(x∗) = 0 which only implies that n(1⊗x)(C1 ⊗M)n(1⊗x∗) = 0 but not
n(1⊗x)An(1⊗x∗) = 0.
Let us mention below other equivalent conditions to n(x)Mn(x∗) = 0. The center
Z(M) of the von Neumann algebra M is defined as
Z(M) = {x ∈ M : xy = yx for all y ∈ M},
and for x ∈ M the central support projection is z(x) = inf{p ∈ P (Z(M)) : x = xp},
where P (Z(M)) is a family of orthogonal projections on Z(M).
The projections p and q are said to be equivalent (relative to the von Neumann algebra
M) denoted by p ∼ q, if there exists a partial isometry v ∈ M such that p = v∗v and
q = vv∗.
Lemma 5.5. [105, Volume I, Chapter V, Lemma 1.7] For two projections e1 and e2 in
M, the following statements are equivalent.
(i) z(e1) and z(e2) are not orthogonal.
(ii) e1Me2 6= 0.
(iii) There exist nonzero projections p1 ≤ e1 and p2 ≤ e2 in M such that p1 ∼ p2.
Therefore the following conditions are equivalent.
(i) z(n(x)) and z(n(x∗)) are orthogonal.
(ii) n(x)Mn(x∗) = 0.
(iii) There do not exist nonzero projections p1 ≤ n(x) and p2 ≤ n(x∗) in M such that
p1 ∼ p2.
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It is well known that E = E0 whenever E is strictly convex [22, Lemma 3.16]. Thus
Theorem 5.3 implies the following global characterization of strict convexity.
Corollary 5.6. If E is strictly convex then E(M, τ) is strictly convex. If in addition M
is non-atomic, then strict convexity of E(M, τ) implies strict convexity of E.
By Theorem 5.3 applied to the commutative von Neumann algebra M = L∞[0, τ(1)),
we get a characterization of extreme functions of BE in terms of their decreasing rear-
rangements (see Section 2.3).
Corollary 5.7. The following conditions are equivalent.
(i) f is an extreme point of BE.
(ii) µ(f) is an extreme point of BE and |f | ≥ µ(∞, f).
6. Strongly extreme points and midpoint local uniform convexity
Given a normed space (X, ‖ · ‖) we say that x ∈ SX is a strongly extreme point of the
unit ball BX , or MLUR point of BX [72], if for any {yn}, {zn} ⊂ BX , ‖2x− yn− zn‖ → 0
implies that ‖yn − zn‖ → 0. Equivalently, x ∈ SX is a strongly extreme point if for
any {yn} ⊂ X, ‖x ± yn‖ → 1 implies ‖yn‖ → 0. A Banach space X is called midpoint
locally uniformly convex (MLUR) space, if every element from the unit sphere SX is a
strongly extreme point. MLUR spaces have characterizations in terms of approximate
compactness. A normed space X is a MLUR space if and only if every closed ball in X
is an approximatively compact Chebyshev set [79, Theorem 5.3.28].
Proposition 6.1. [21, Proposition 2.3], [33, Proposition 56] An operator x ∈ E(M, τ)
is order continuous element of E(M, τ) whenever µ(x) is order continuous element of E.
If in addition M is non-atomic, then if x is order continuous element then so is µ(x).
Therefore if M is non-atomic, (E(M, τ))a = Ea (M, τ).
In fact, using similar techniques as in [21, Proposition 2.3] the analogous result can be
shown for a symmetric sequence space E and a unitary matrix space CE .
Proposition 6.2. Let E be a symmetric sequence space. Then S(x) ∈ E is order contin-
uous if and only if x ∈ CE is order continuous. Consequently (CE)a = CEa .
Proof. Let S(x) be order continuous in E and 0 ↓ xn ≤ |x|, {xn} ⊂ CE . Then {sk(xn)} =
S(xn) ≤ S(x) = {sk(x)} and by [36, Lemma 3.5], sk(xn) ↓n 0 for all k ∈ N. Hence
‖xn‖CE = ‖S(xn)‖E → 0, proving that x is order continuous.
Conversely, suppose that x ≥ 0 is an order continuous element in CE . Let 0 ↓ an ≤ S(x),
where {an} ⊂ E. By Proposition 3.1, there is a ∗-isomorphism V : E → CE such that
V (S(x)) = x. Since ∗-isomorphism also preserves the order, 0 ↓ V (an) ≤ V (S(x)) = x. In
view of x being order continuous, ‖an‖E = ‖V (an)‖CE → 0 and S(x) is order continuous.

Theorem 6.3. [21, Theorem 2.5] Let E be fully symmetric, and x be an order continuous
element of E(M, τ). If the singular value function µ(x) is a MLUR point of BE0 then x
is a MLUR point of BE0(M,τ).
If E is a symmetric sequence space then we always assume that E ⊂ c0, which means
that E = E0. Therefore as shown in the proof of [21, Theorem 2.9], Proposition 6.2 and
Theorem 6.3 imply the following.
Corollary 6.4. Let E be a fully symmetric sequence space and x be an order continuous
element of CE. If S(x) is a MLUR point of BE then x is a MLUR point of BCE .
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Moreover, Theorem 6.3 can be translated for the commutative von Neumann algebra
M = L∞[0, τ(1)) (see Section 2.3).
Corollary 6.5. Let E be a fully symmetric function space and f be an order continuous
element of E. If µ(f) is a MLUR point of BE0 then f is a MLUR point of BE0.
Theorem 6.6. [21, Theorem 2.7] Suppose that M is non-atomic with a σ-finite trace τ .
If x is a MLUR point of BE(M,τ) then µ(x) is a MLUR-point of BE and either
(i) µ(∞, x) = 0, or
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
The above result can be easily translated to unitary matrix spaces.
Theorem 6.7. Let E be a symmetric sequence space. If x is a MLUR point of BCE then
S(x) is a MLUR point in E.
Proof. Suppose x is a MLUR point of BCE and ‖S(x) ± an‖E → 1 for {an} ⊂ E. By
Proposition 3.1, there is a linear isometry V : E → CE such that V (S(x)) = x. Hence
‖x± V (an)‖CE = ‖V (S(x))± V (an)‖CE = ‖V (S(x)± an)‖CE = ‖S(x)± an‖E → 1. Since
x is MLUR, ‖an‖E = ‖V (an)‖CE → 0, proving that S(x) is MLUR. 
For M = L∞[0, τ(1)) by Theorem 6.6 and [21, Corollary 2.8] we conclude with the
following result.
Corollary 6.8. Let E be a fully symmetric function space and f be an order continuous
element in E. If f is a MLUR point of BE then µ(f) is a MLUR point of BE and
|f | ≥ µ(∞, f).
Remark 6.9. (1) Let F be a Banach function or sequence space. Then every MLUR
space F is order continuous. Indeed, if F is not order continuous then by Theorem 1.2,
F contains an isomorphic copy of ℓ∞. However ℓ∞ does not admit an equivalent MLUR
norm [72, Thm 2.1.5], so F can not be MLUR.
(2) If E is an order continuous symmetric function space then E = E0. Indeed, if E 6= E0
then we can construct f ∈ E and a sequence fn such that µ(∞, fn) = µ(∞, f) > 0,
0 ≤ fn ≤ f and fn ↓ 0 a.e.. It follows that ‖fn‖E = ‖f‖E > 0 for all n ∈ N, which
contradicts order continuity of E.
By Remark 6.9, anyMLUR space E is order continuous and E = E0, thus the following
corollary summarizes Theorem 6.3 and 6.6.
Corollary 6.10. Suppose M has a σ-finite trace τ .
(1) LetM be a non-atomic, E be fully symmetric and x be an order continuous element
of E(M, τ). Then µ(x) is a MLUR point of BE0 if and only if x is a MLUR
point of BE0(M,τ).
(2) If the space E is MLUR then E(M, τ) is a MLUR space. If in addition M is
non-atomic, then if E(M, τ) is MLUR then E is MLUR as well.
Similarly, by Corollary 6.4 and Theorem 6.7 we have the following.
Corollary 6.11. Let E be a symmetric sequence space.
(1) Let E be fully symmetric and x be an order continuous element of CE. Then S(x)
is a MLUR point of BE if and only if x is a MLUR point of BCE .
(2) The space E is MLUR if and only if CE is a MLUR space.
Problem 1. (i) Generalize Theorem 6.3 to the whole space E instead of E0.
(ii) Remove the assumption that x is order continuous in Corollaries 6.10 and 6.11.
(iii) Generalize Theorem 1 in [98] to noncommutative spaces E (M, τ) and CE . It
presents equivalent conditions for strongly symmetric spaces to be MLUR.
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7. k-extreme points and k-convexity
If (X, ‖ · ‖) is a normed space then a point x ∈ SX is called k-extreme of the unit
ball BX if x cannot be represented as an average of k + 1, k ∈ N, linearly independent
elements from the unit sphere SX . Equivalently, x is k-extreme whenever the condition
x = 1(k+1)
∑k+1
i=1 xi, xi ∈ SX for i = 1, 2, . . . , k + 1, implies that x1, x2, ..., xk+1 are linearly
dependent. Moreover, if every element of the unit sphere SX is k-extreme, then X is called
k-convex. If k = 1 then 1-extreme point is an extreme point of the unit ball in X.
The notion of k-extreme points was explicitly introduced in [117] and applied to theorem
on uniqueness of Hahn-Banach extensions. More precisely, L. Zheng and Z. Ya-Dong
showed there that given at least k + 1-dimensional normed linear space over the complex
field, all bounded linear functionals defined on subspaces of X have at most k-linearly
independent norm-preserving linear extensions to X if and only if the conjugate space
X∗ is k-convex. In the paper [9] k-convexity and k-extreme points found interesting
application in studying the structure of nested sequences of balls in Banach spaces.
Clearly, if X is a normed space of dimension at least l, where l ≥ k, and x ∈ SX is a
k-extreme point of BX , then x is l-extreme. Moreover, 1-extreme points are just extreme
points of BX , and so 1-convexity of X means strict convexity of X.
The simple example below differentiates between k-extreme and k + 1-extreme points.
Example 7.1. Given k ∈ N, consider the k + 2 dimensional space ℓk+21 , equipped with ℓ1
norm. The element x =
(
1
k+1 ,
1
k+1 , . . . ,
1
k+1 , 0
)
is a k + 1-extreme point of Bℓk+21
, but not
k-extreme.
We wish to mention here that also the family of Orlicz sequence spaces exposes the
difference between k-extreme and k + 1-extreme points [12].
We have shown in [22] the following equivalent characterization of k-extreme points.
Proposition 7.2. [22, Proposition 2.2] Given a normed space X, an element x ∈ SX
is k-extreme of BX if and only if whenever for the elements ui ∈ X, i = 1, 2, . . . , k,
the conditions x + ui ∈ BX and x −
∑k
i=1 ui ∈ BX imply that u1, u2, . . . , uk are linearly
dependent.
The next two results extend the J. Ryff’s theorem on extreme points [90] to k-extreme
points.
Theorem 7.3. [22, Theorem 2.6] Let E be a symmetric Banach function space and f ∈
SE. Suppose there exists a function g ∈ SE such that f ≺ g and µ(f) 6= µ(g). Then µ(f)
cannot be a k-extreme point of BE for any k = 1, 2, . . . .
Corollary 7.4. [22, Corollary 2.7] Let E be a symmetric Banach function space and
f ∈ SE. If µ(f) is a k-extreme point of BE then for all functions g ∈ SE with f ≺ g, it
holds that µ(f) = µ(g).
It is important to observe that the same characterization of the k-extreme points is not
valid for symmetric sequence spaces. Consider the points x = (12 ,
1
2 , 0) and y = (1, 0, 0) in
ℓ1. It is easy to verify that x is a 2-extreme point in ℓ1 with x ≺ y. However x = µ(x) 6=
µ(y) = y.
It is usually easier to show that certain geometric property of x translates into µ(x),
rather than the other way around. The proofs of those statements will rely on some
versions of the isomorphism results included in Section 3. However, it is still a challenging
task. Not for every operator x we have that the isomorphism V maps µ(x) into x, as
it is for unitary matrix spaces CE . We will include a full proof of the next theorem to
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demonstrate possible techniques one has to apply to prove that µ(x) inherits the geometric
property of x.
We need first the following preliminary result.
Lemma 7.5. [22, Lemma 3.2 and 3.3] Let M be non-atomic. If x is a k-extreme point of
the unit ball BE(M,τ) then |x| ≥ µ(∞, x)s(x), and either µ(∞, x) = 0 or n(x)Mn(x∗) = 0.
Theorem 7.6. [22, Theorem 3.5] Suppose that M is non-atomic with a σ-finite trace τ .
If x is a k-extreme point of BE(M,τ) then µ(x) is a k-extreme point of BE and either
(i) µ(∞, x) = 0, or
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
Proof. Suppose that x is a k-extreme point of the unit ball in E(M, τ). By Lemma 7.5
conditions (i) or (ii) are satisfied.
Let
(7.1) µ(x) =
1
k + 1
k+1∑
i=1
fi, where fi ∈ SE, i = 1, 2, . . . , k + 1.
To prove that µ(x) is k-extreme we need to show that f1, f2, . . . , fk+1 are linearly depen-
dent. Let
p = s(|x| − µ(∞, x)s(x)) = e|x|(µ(∞, x),∞).
By Corollary 3.6, there exist a projection q ∈ P(M), a non-atomic commutative von Neu-
mann subalgebraN ⊂ qMq and a ∗-isomorphism V acting from the ∗-algebra S ([0, τ(1)) ,m)
into the ∗-algebra S(N , τ), such that
V µ(x) = |x| q and µ(V (f)) = µ(f) for all f ∈ S ([0, τ(1)),m) .
Moreover, there are three choices of q: (1) q = 1 whenever τ(s(x)) < ∞, (2) q = s(x) if
τ(s(x)) =∞ and τ(p) <∞, or (3) q = p if τ(p) =∞.
Applying now isomorphism V to the equation (7.1) we obtain
(7.2) |x| q = V µ(x) = 1
k + 1
k+1∑
i=1
V (fi).
Case (1). Let τ(s(x)) < ∞ and q = 1. Since s(x) ∼ s(x∗) and τ(s(x)) < ∞, by [105,
Chapter 5, Proposition 1.38] n(x) ∼ n(x∗). Then by [21, Lemma 2.6] there exists an
isometry w such that x = w |x|. Therefore by (7.2) we have
x =
1
k + 1
k+1∑
i=1
wV (fi),
and wV (f1), wV (f2), . . . , wV (fk+1) are linearly dependent by the assumption that x is
k-extreme. Since w and V are isometries f1, f2, . . . , fk+1 are linearly dependent.
Case (2). Suppose that τ(s(x)) = ∞, τ(p) < ∞, and q = s(x). Let x = u |x| be the
polar decomposition of x. By (7.2)
x =
1
k + 1
k+1∑
i=1
uV (fi),
where uV (fi) ∈ BE(M,τ), i = 1, 2, . . . , k + 1. Since x is k-extreme there exist constants
C1, C2, . . . , Ck+1, such that
∑k+1
i=1 Ci 6= 0 and
∑k+1
i=1 CiuV (fi) = 0. However q = s(x) is
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an identity in the von Neumann algebra N ⊂ s(x)Ms(x) and so u∗uV (fi) = s(x)V (fi) =
V (fi). Consequently,
k+1∑
i=1
CiV (fi) = 0
and since V is injective f1, f2, . . . , fk+1 are linearly dependent.
Case (3). Consider now the case when q = p = e|x|(µ(∞, x),∞) and τ(p) =∞. By [22,
Lemma 3.4], if µ(∞, x) > 0 then |x| ≥ µ(∞, x)s(x) is equivalent with e|x|(0, µ(∞, x)) = 0.
Hence q⊥ = e|x|{0} + e|x|{µ(∞, x)} ≥ e|x|{µ(∞, x)}.
For each i = 1, 2, . . . , k+1, choose 0 ≤ αi ≤ µ(∞, fi) such that 1k+1
∑k+1
i=1 αi = µ(∞, x).
Such constants αi exist, since by (7.1) and by Lemma 1.1 (4) for all t > 0,
µ(t, x) = µ
(
t,
1
k + 1
k+1∑
i=1
fi
)
≤ 1
k + 1
k+1∑
i=1
µ
(
t
k + 1
, fi
)
,
and so µ(∞, x) ≤ 1k+1
∑k+1
i=1 µ(∞, fi).
Define operators xi = V (fi) + αie
|x|{µ(∞, x)}. Observe that since q is an identity in
N , q⊥V (fi) = V (fi)q⊥ = 0, and so e|x|{µ(∞, x)}V (fi) = V (fi)e|x|{µ(∞, x)} = 0. Fur-
thermore αi ≤ µ(∞, fi) = µ(∞, V (fi)), and hence by Lemma 1.1 (8), µ(xi) = µ(V (fi)) =
µ(fi). Hence xi ∈ BE(M,τ) for all i = 1, 2, . . . , k + 1. We have now by (7.2) that
|x| = |x| q + |x| e|x|{µ(∞, x)} = |x| q + µ(∞, x)e|x|{µ(∞, x)}
=
1
k + 1
k+1∑
i=1
V (fi) +
1
k + 1
k+1∑
i=1
αie
|x|{µ(∞, x)} = 1
k + 1
k+1∑
i=1
xi.
Using the polar decomposition x = u |x|,
x =
1
k + 1
k+1∑
i=1
uxi =
1
k + 1
k+1∑
i=1
(uV (fi) + αiue
|x|{µ(∞, x)}),
and ux1, ux2, . . . , uxk+1 are linearly dependent. Since two components of xi, uV (fi) and
αiue
|x|{µ(∞, x)} have disjoint supports, uV (f1), uV (f2), . . . , uV (fk+1) are linearly depen-
dent. Moreover q ≤ s(x), and so u∗uV (fi) = s(x)V (fi) = s(x)qV (fi) = qV (fi) = V (fi).
Since V is an isometry, f1, f2, . . . , fk+1 are linearly dependent. 
The converse statement of Theorem 7.6 is as follows.
Theorem 7.7. [22, Theorem 3.13] Suppose M is non-atomic with a σ-finite trace τ and
E is a strongly symmetric function space. An element x ∈ SE(M,τ) is a k-extreme point
of BE(M,τ) whenever µ(x) is a k-extreme point of BE and one of the following conditions
holds.
(i) µ(∞, x) = 0,
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
Combining now the results of Theorems 7.6 and 7.7, we give a complete characterization
of k-extreme points in terms of their singular value functions, when M is a non-atomic
von Neumann algebra. For k = 1 we obtain the well-known theorem on extreme points
proved in [16].
Theorem 7.8. [22, Theorem 3.14] Let E be a strongly symmetric space on [0, τ(1)) and
M be non-atomic with a σ-finite trace τ . An operator x is a k-extreme point of BE(M,τ)
if and only if µ(x) is a k-extreme point of BE and one of the following, not mutually
exclusive, conditions holds.
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(i) µ(∞, x) = 0,
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
As explained in Section 2.3, by applying the above theorem to the commutative von
Neumann algebra M = L∞[0, τ(1)) we get a characterization of k -extreme functions in
terms of their decreasing rearrangement.
Corollary 7.9. [22, Corollary 3.15] Let E be a strongly symmetric function space and
k ∈ N. The following conditions are equivalent.
(i) f is a k-extreme point of BE,
(ii) µ(f) is a k-extreme point of BE and |f | ≥ µ(∞, f).
The next observation allows to relate k-convexity of E and E(M, τ). It shows that if E
is k-convex, then µ(∞, f) = 0 for all f ∈ E and so the condition |f | ≥ µ(∞, f) is satisfied
trivially.
Lemma 7.10. [22, Lemma 3.16] If E is a k-convex symmetric function space then E = E0.
By similar reasoning as in Remark 5.4, if µ(x) is a k-extreme point of BE and µ(∞, x) =
0 then by Theorem 7.7, x is a k-extreme point of E(M, τ) for an arbitrary von Neumann
algebra. Hence the following holds.
Corollary 7.11. [22, Corollary 3.17] If a symmetric space E is k-convex then E(M, τ) is
k-convex. If in additionM is non-atomic, then k-convexity of E(M, τ) implies k-convexity
of E.
As a consequence of Corollary 7.11 we could characterize k-extreme points in the orbits
of functions and in Marcinkiewicz spaces.
Letting g ∈ L1[0, α) + L∞[0, α), 0 < α ≤ ∞, the orbit [90] of g is the set
Ω(g) = {f ∈ L1[0, α) + L∞[0, α) : f ≺ g}.
Clearly the inequality f ≺ g is equivalent to
‖f‖MG := sup
t>0
∫ t
0 µ(f)∫ t
0 µ(g)
≤ 1.
Setting G(t) =
∫ t
0 µ(g), the Marcinkiewicz space MG is the set of all f ∈ L0 such that‖f‖MG <∞ [63, 68]. The spaceMG equipped with the norm ‖·‖MG is a strongly symmetric
function space. Therefore the orbit Ω(g) is the unit ball BMG in the space MG.
Theorem 7.12. [22, Theorem 4.1] Let g ∈ L1[0, α) + L∞[0, α) and k ∈ N. Then the
following are equivalent.
(i) f is an extreme point of Ω(g).
(ii) f is a k-extreme point of Ω(g).
(iii) µ(f) is a k-extreme point of Ω(g) and |f | ≥ µ(∞, f).
(iv) µ(f) = µ(g) and |f | ≥ µ(∞, f).
As an immediate consequence we get the following result, which generalizes the char-
acterization of extreme points in Corollary 5.7.
Corollary 7.13. [22, Corollary 4.2] Let MG be the Marcinkiewicz space and k be any
natural number. The function f is a k-extreme point of BMG if and only if µ(f) = µ(g)
and |f | ≥ µ(∞, f). Consequently f is a k-extreme point of BMG if and only if f is an
extreme point of BMG.
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Problem 2. (i) Characterize k-extreme points of a unit ball in a sequence symmetric space
E. Compare to Theorem 7.3, Corollary 7.4 and the afterward comments.
(ii) Characterize k-extreme points of the ball in CE .
(iii) Characterize k-extreme points for k = 2, 3, . . . in a sequence Marcinkiewicz space
and in the corresponding orbits. Extreme points in that space has been characterized in
[62].
8. Complex extreme points and convex convexity
For a normed complex space (X, ‖ · ‖) a point x of SX is said to be a complex extreme
point of the unit ball BX if for every λ ∈ C, |λ| ≤ 1 and y in X, whenever x+λy ∈ BX then
y = 0 [106]. Equivalently, x is a complex extreme point for BX whenever x±y, x±iy ∈ BX ,
y ∈ BX , then y = 0. The space X is said to be complex strictly convex space, if every
element from the unit sphere SX is a complex extreme point. Clearly an extreme point is
a complex extreme point, and a strictly convex space is complex strictly convex.
The concepts of complex extreme points and complex strictly convex spaces have been
introduced by Thorp andWhitley in [106] in connection with the strong maximummodulus
theorem of vector-valued analytic functions. Its liaison to holomorphic spaces has been
further confirmed by Globevnik’s work in [48] who investigated complex uniformly convex
spaces and showed among others that peak points of the ball algebra over a Banach space
X are complex extreme points of its unit ball BX .
It was shown in [55, 70] that monotone properties of normed lattices are closely related to
their complex convexity properties. Recall that an ordered normed linear space (X, ‖ · ‖)
is strictly monotone if for every x, y ∈ X with 0 ≤ x ≤ y and x 6= y it follows that
‖x‖ < ‖y‖. An element x ∈ X is called upper monotone, if for any y ∈ X with x ≤ y and
x 6= y we have that ‖x‖ < ‖y‖. For instance complex strict convexity of E is equivalent
to strict monotonicity of E [55, Corollary 1]. Moreover, an element f of E is complex
strictly convex if and only if |f | is an upper monotone point in E [55, Theorem 1].
Complex extreme points of noncommutative symmetric spaces were only studied in [21].
The characterization of the complex extreme points is analogous to the results on extreme
points in [16]. The relation between complex extreme and upper monotone points played
an important role in proving that x inherits complex convexity from µ(x). We observed
in [16] that if µ(x) is a complex extreme point of BE then the functions from BE whose
decreasing rearrangements majorize µ(x) must be equimeasurable with µ(x).
Lemma 8.1. Let x, y ∈ BE(M,τ) and let µ(t, x) ≤ µ(t, y) for all t ∈ [0,∞). If there exists
t0 > 0 such that µ(t0, x) < µ(t0, y) then µ(x) is not complex extreme point of BE.
As a consequence of the above lemma we have the following.
Lemma 8.2. Let x ∈ S(M, τ) and x ≥ µ(∞, x)1. If µ(x) is a complex extreme point of
BE then x is a complex extreme point of BE(M,τ).
Proof. Let x ∈ S(M, τ), x ≥ µ(∞, x)1 and µ(x) be a complex extreme point of BE.
Suppose that x ± y, x ± iy belong to BE(M,τ), for some y ∈ BE(M,τ). Without loss of
generality it can be assumed that y is a self-adjoint operator [21, Lemma 3.2]. Now by
[102, Proposition 3], for all t > 0,
µ(t, x) ≤ µ(t, x+ iy).
Since µ(x) is a complex extreme point of BE and µ(x+ iy) ∈ BE , by Lemma 8.1 it follows
that for all t > 0,
µ(t, x) = µ(t, x+ iy).
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Then [16, Proposition 3.5] implies that y = 0, and the claim follows. 
A substantial effort was still required to expand this result to the broader class of
operators satisfying conditions (i) and (ii) below.
Theorem 8.3. [21, Theorem 3.7] An element x ∈ SE(M,τ) is a complex extreme point
of BE(M,τ) whenever µ(x) is a complex extreme point of BE and one of the following
conditions holds.
(i) µ(∞, x) = 0,
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
Theorem 8.4. [21, Theorem 3.10] Suppose that M is non-atomic with a σ-finite trace τ .
If x is a complex extreme point of BE(M,τ) then µ(x) is a complex extreme point of BE
and either
(i) µ(∞, x) = 0, or
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
We summarize this chapter with complete characterization of complex extreme points
in BE(M,τ). The first result is an immediate consequence of Theorems 8.3 and 8.4.
Theorem 8.5. [21, Theorem 3.11] Let M be non-atomic with a σ-finite trace τ . An
operator x is a complex extreme point of BE(M,τ) if and only if µ(x) is a complex extreme
point of BE and one of the following, not mutually exclusive, conditions holds.
(i) µ(∞, x) = 0,
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
Although Theorem 8.5 requires M to be non-atomic, in fact it relies on the existence
of the isomorphism V for which V (µ(x)) = x. Since such isometry exists also for unitary
matrix spaces by Proposition 3.1, the following can be observed.
Theorem 8.6. [21, Theorem 3.13] Let E be a symmetric sequence space. Then x is a
complex extreme point of BCE if and only if S(x) is a complex extreme point of BE.
By Theorem 8.5 applied to the commutative von Neumann algebra M = L∞[0, τ(1))
we get a characterization of complex extreme points of BE in terms of their decreasing
rearrangements.
Corollary 8.7. The following conditions are equivalent.
(i) f is a complex extreme point of BE.
(ii) µ(f) is a complex extreme point of BE and |f | ≥ µ(∞, f).
The next lemma will be useful in relating complex convexity of E and E(M, τ).
Lemma 8.8. If E is strictly monotone then E = E0.
Proof. Suppose that E 6= E0. Hence there exists a function f ∈ E such that µ(∞, f) > 0
and m((supp f)c) = m{t : f(t) = 0} > 0. Then
|f |+ µ(∞, f)χ(supp f)c ≥ |f | and |f |+ µ(∞, f)χ(supp f)c 6= |f | .
Since µ(|f |+ µ(∞, f)χ(supp f)c) = µ(f), we have that
‖ |f |+ µ(∞, f)χ(supp f)c‖E = ‖f‖E ,
and so E is not strictly monotone. 
Corollary 8.9. Let M be non-atomic. A symmetric space E is complex strictly convex if
and only if E(M, τ) is complex strictly convex.
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Proof. If E is complex strictly convex, then E is strictly monotone [55, Corollary 1].
Therefore by Lemma 8.8, E = E0 and consequently Theorem 8.3 implies that E (M, τ) is
complex strictly convex.
Suppose now that E (M, τ) is complex strictly convex. It follows that E(Mp, τp) is
complex strictly convex for any projection p ∈ P (M). Let p ∈ P (M) be a σ-finite projec-
tion with τ(p) = τ(1). By Proposition 3.2, E is isometrically embedded into E(Mp, τp),
and therefore E inherits from it the complex strict convexity. 
The analogous result follows for unitary matrix spaces CE.
Theorem 8.10. [21, Theorem 3.13] Let E be a symmetric sequence space. Then CE is
complex strictly convex if and only if E is complex strictly convex.
The next theorem relates strict monotonicity of E and E(M, τ).
Theorem 8.11. [19, Theorem 3.15] Let M be non-atomic. Then E is strictly monotone
if and only if E(M, τ) is strictly monotone.
As a consequence, we get a noncommutative version of Corollary 1 in [55].
Corollary 8.12. [19, Corollary 3.16] Let M be non-atomic. E(M, τ) is complex strictly
convex if and only if E(M, τ) is strictly monotone.
9. Complex local uniform convexity
In 2000, T. Wang and Y. Teng [109] defined C−LUR points and C−LUR spaces and
obtained criteria for this property in the class of Musielak-Orlicz spaces of vector-valued
functions. A point x ∈ SX , where (X, ‖ · ‖) is a complex normed space, is a point of
complex local uniform convexity (C − LUR point) [109] if for every ǫ > 0 there exists
δ(x, ǫ) > 0 such that
sup
λ=±1,±i
‖x+ λy‖ ≥ 1 + δ(x, ǫ)
for every y ∈ X satisfying ‖y‖ ≥ ǫ. Equivalently, x is a C − LUR point whenever from
‖x + λyn‖ → 1, {yn} ⊂ X, λ = ±1,±i it follows that ‖yn‖ → 0. If every point of the
unit sphere of X is a C−LUR point, then X is called a complex locally uniformly convex
(C− LUR) space.
It is clear that the real geometric properties such as uniform convexity, local uniform
convexity and strict convexity imply their complex analogies, that is complex uniform
convexity, complex local uniform convexity and complex strict convexity, respectively.
The next two theorems relate complex local uniform convexity of µ(x) ∈ E and x ∈
E(M, τ).
Theorem 9.1. [21, Theorem 4.1] Let E be strongly symmetric and x be an order contin-
uous element of E(M, τ). If µ(x) is a C−LUR point of BE0 then x is a C−LUR point
of BE0(M,τ).
Theorem 9.2. [21, Theorem 4.2] Suppose that M is non-atomic and τ is σ-finite. If x
is a C− LUR point in BE(M,τ) then µ(x) is a C− LUR point in BE and either
(i) µ(∞, x) = 0, or
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
For the commutative von Neumann algebra M = L∞[0, τ(1)) we get the following.
Corollary 9.3. Let E be a strongly symmetric function space. The following conditions
are equivalent.
(i) f is a C− LUR point of BE.
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(ii) µ(f) is a C− LUR point of BE and |f | ≥ µ(∞, f).
Note that if E is order continuous then E = E0 (Remark 6.9), and the norm on E is
strongly symmetric [18, Proposition 2.6]. Hence by Theorems 9.1 and 9.2 we can conclude
the following.
Corollary 9.4. [21, Corollary 4.3] Let E be order continuous, and M have a σ-finite
trace τ . If E is a C−LUR space then E(M, τ) is a C−LUR space. If in addition M is
non-atomic and E(M, τ) is C− LUR then E is C− LUR as well.
Theorem 9.5. [21, Theorem 4.5] Let E be an order continuous symmetric sequence space.
Then CE is a C− LUR space if and only if E is a C− LUR space.
Let us discuss here the notions of complex strongly extreme (C −MLUR) points and
complex midpoint locally uniformly rotund (C−MLUR) spaces.
It was demonstrated in [21] that the notions of C− LUR and C−MLUR points, and
hence the notions of C − LUR and C −MLUR spaces, are equivalent in any complex
normed space. Consequently, in complex normed spaces these complex properties are not
distinguishable contrary to their corresponding ”real” properties LUR and MLUR [72].
The modulus of complex strong extremality was defined in [13] analogously as the
modulus of strong extremality in the real case, introduced by C. Finet in [45]. Let (X, ‖·‖)
be a normed space over the field of complex numbers. For x ∈ SX and ǫ > 0, the modulus
of complex strong extremality at x is the number
∆(x, ǫ) = inf {1− |λ| : ∃y, ‖y‖ > ǫ, ‖λx± y‖ ≤ 1 and ‖λix± y‖ ≤ 1} .
The element x ∈ SX is said to be a C−MLUR point in BX , or complex strongly extreme
point of the unit ball BX , if for any ǫ > 0, the modulus of complex extremality ∆(x, ǫ) > 0.
A normed space X is said to be complex midpoint locally uniformly rotund or C−MLUR
space, if every element from the unit sphere SX is a C−MLUR point.
The following equivalent definition of C−MLUR points leads to the proof of equivalence
of C− LUR and C−MLUR notions.
Lemma 9.6. [21, Lemma 5.1] An element x ∈ SX is a C −MLUR point of BX if and
only if for any {xn} ⊂ X, λ = ±1,±i, ‖x+ λxn‖ → 1 implies that ‖xn‖ → 0.
Proof. Suppose that x ∈ SX is a C −MLUR point, that is for all ǫ > 0, the modulus
∆(x, ǫ) > 0. Let ‖x± xn‖ → 1 and ‖x± ixn‖ → 1, where {xn} ⊂ X. Set
cn = max
λ∈{±1,±i}
‖x+ λxn‖.
Clearly, cn → 1. If for some n, cn ≤ 1 then ‖x + λxn‖ ≤ 1 for all λ = ±1,±i, and
consequently xn = 0. Indeed, suppose that xn 6= 0. Hence, there exists an ǫ > 0 such
that ‖xn‖ > ǫ, ‖x ± xn‖ ≤ 1 and ‖ix ± xn‖ ≤ 1. But then ∆(x, ǫ) = 0, which leads to
a contradiction. Therefore without lost of generality, we can assume that cn > 1 for all
n ∈ N. Clearly, for all n ∈ N,
‖c−1n x± c−1n xn‖ ≤ 1 and ‖ic−1n x± c−1n xn‖ ≤ 1.
Denote λn = c
−1
n , n ∈ N. Then for each λn there exists an element yn = c−1n xn such that
‖λnx± yn‖ ≤ 1 and ‖iλnx± yn‖ ≤ 1. Hence ‖yn‖ → 0 and consequently ‖xn‖ → 0. If not,
then there exist ǫ > 0 and a subsequence ynk such that ‖ynk‖ > ǫ, and since λnk → 1,
0 ≤ ∆(x, ǫ) ≤ 1− |λnk | → 0, k →∞,
which leads to ∆(x, ǫ) = 0, a contradiction with the assumption.
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To prove the reverse implication, assume that ∆(x, ǫ) = 0 for some ǫ > 0. Therefore
there exists a sequence {λn} ⊂ C satisfying |λn| ↑ 1 and for each n ∈ N, there is xn ∈ BX ,
‖xn‖ ≥ ǫ such that ‖λnx±xn‖ ≤ 1 and ‖iλnx±xn‖ ≤ 1. Therefore, for all n ∈ N we have
‖x± λ−1n xn‖ ≤ |λn|−1 and ‖x± iλ−1n xn‖ ≤ |λn|−1 ,
and since |λn| → 1, limn‖x± λ−1n xn‖ ≤ 1 and limn‖x± iλ−1n xn‖ ≤ 1.
By 2 = 2‖x‖ ≤ ‖x + λ−1n xn‖ + ‖x − λ−1n xn‖ it follows that limn‖x ± λ−1n xn‖ = 1.
Moreover, 2− ‖x− λ−1n xn‖ ≤ ‖x+ λ−1n xn‖, and so 2− limn‖x− λ−1n xn‖ = limn(2− ‖x−
λ−1n xn‖) ≤ limn‖x + λ−1n xn‖ = 1. Hence 1 ≤ limn‖x − λ−1n xn‖ ≤ limn‖x − λ−1n xn‖ = 1
and so limn ‖x − λ−1n xn‖ = 1. Similarly one can show that limn ‖x + λ−1n xn‖ = 1 and
limn ‖x± iλ−1n xn‖ = 1. Hence there exists a subsequence {λ−1nk xnk} such that
lim
k
‖λ−1nk xnk‖ 6= 0, limk ‖x± λ
−1
nk
xnk‖ = 1, lim
k
‖x± iλ−1nk xnk‖ = 1,
which completes the proof. 
Now we can state the equivalence result of C− LUR and C−MLUR properties.
Proposition 9.7. [21, Proposition 5.2] Let (X, ‖ · ‖) be a normed space and x ∈ SX . The
following conditions are equivalent.
(i) An element x ∈ SX is a C-LUR point of BX .
(ii) For all {yn} ⊂ X, supλ=±1,±i ‖x+ λyn‖ → 1 implies ‖yn‖ → 0.
(iii) For all {yn} ⊂ X, ‖x± yn‖ → 1 and ‖x± iyn‖ → 1 implies ‖yn‖ → 0.
(iv) An element x ∈ SX is a C−MLUR point of BX .
Proof. Let x ∈ SX . It is clear that (i) and (ii) are equivalent and (ii) implies (iii). By
Lemma 9.6, conditions (iii) and (iv) are also equivalent. It remains to show implication
from (iii) to (ii).
Suppose that sup
λ=±1,±i
‖x+ λyn‖ → 1, {yn} ⊂ X. Then limn‖x± yn‖ ≤ 1 and limn‖x±
iyn‖ ≤ 1. Similarly as in the last paragraph of the proof of Lemma 9.6 we can show that
for all λ = ±1,±i, we have limn ‖x+ λyn‖ = 1. Hence by (iii), ‖yn‖ → 0. 
Corollary 9.8. A normed space X is C− LUR if and only if it is C−MLUR.
10. p-convexity and q-concavity
In [8], J. Arazy and in [39], P. Dodds, T. Dodds and F. Sukochev have characterized
p-convexity (concavity) and lower- (upper) p-estimate of CE and of E(M, τ), respectively.
Those studies have been performed in the case when E is a quasi-normed symmetric space.
Recall that the real valued functional ‖ · ‖ on a complex vector space X is a quasi-norm
if it satisfy the following conditions: (1) ‖x‖ = 0 if and only if x = 0; (2) ‖λx‖ = |λ|‖x‖
for all x ∈ X, λ ∈ C; (3) there exists C > 0 such that ‖x + y‖ ≤ C(‖x‖ + ‖y‖) for all
x, y ∈ X. The space X equipped with a quasi-norm ‖ · ‖ is called a quasi-normed space,
and when it is complete then it is called a quasi-Banach space.
A quasi-normed space F = F (I) ⊂ L0(I), where either I = [0, α), 0 < α ≤ ∞, or
I = N, with the quasi-norm ‖ · ‖F satisfying the condition that f ∈ F and ‖f‖F ≤ ‖g‖F
whenever 0 ≤ f ≤ g, f ∈ L0(I) and g ∈ F , is a quasi-normed function, or sequence space,
respectively. A quasi-normed function or sequence space E ⊂ L0 is called a quasi-normed
symmetric space if it follows from f ∈ L0, g ∈ E and µ(f) ≤ µ(g) that f ∈ E and
‖f‖E ≤ ‖g‖E . If E is complete then it is called a quasi-Banach symmetric space. The
notions of the Fatou property of E or order continuity of f ∈ E are defined analogously
as in the case of Banach symmetric spaces.
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Given a quasi-normed symmetric space E, the space E (M, τ) of measurable operators
defined analogously as for a normed space E, that is E (M, τ) = {x ∈ S (M, τ) : µ(x) ∈
E} and ‖x‖E(M,τ) = ‖µ(x)‖E , is a quasi-normed space, and if E is complete then E (M, τ)
is also complete [101]. The space E (M, τ) is an ideal with respect to natural order. In
fact if 0 ≤ x ≤ y, x ∈ S(M, τ), and y ∈ E (M, τ) then x ∈ E (M, τ) and ‖x‖E(M,τ) ≤
‖y‖E(M,τ). However it is not a lattice in the sense that for given two operators x and y
their minimum or maximum may not exist. Despite this the definitions of order convexity
or concavity, and to some limited cases upper or lower estimates are extended to these
spaces in the analogous way.
LetX ⊂ S (M, τ) be a quasi-normed space with quasi-norm ‖·‖X . It is called symmetric
if for any x ∈ X, y ∈ S (M, τ) with µ(y) ≤ µ(x) we have that y ∈ X and ‖y‖X ≤ ‖x‖X . In
particular if E ⊂ L0 is a quasi-normed symmetric space, then E (M, τ) is a quasi-normed
symmetric space of measurable operators. We also have the opposite relation, if M is a
non-atomic von Neumann algebra, then for every symmetric space (X, ‖ · ‖X) ⊂ S(M, τ)
there exists a symmetric function space (E, ‖ · ‖E) on [0, τ(1)) such that X = E(M, τ)
and ‖x‖X = ‖x‖E(M,τ) for every x ∈ X [17, 18].
Let X ⊂ S (M, τ) be a quasi-normed symmetric space. Given xi ∈ X, i = 1, 2, . . . , n,
0 < p <∞, the element (∑ni=1 |xi|p) 1p is well defined by functional calculus.
For operators xi, the expression (
∑n
i=1 |xi|p)1/p fails the monotonicity and convexity
properties enjoyed by the analogous expressions in quasi-normed lattices. It is well known
that | · | does not satisfy the triangle inequality for operators. Neither p 7→ tr(ap + bp)1/p
nor p 7→ (ap + bp)1/p, for two positive operators a, b ∈ B(ℓ2), need to be monotone [8].
Despite of this the quasi-norms
∥∥∥∥(∑nj=1 |xj |p)1/p
∥∥∥∥
X
behave in a much better way and
can be studied via majorization inequalities between the sequences
(∑n
j=1 |xj|q
)1/q
and(∑n
j=1 µ(xj)
p
)1/p
for 0 < p, q <∞.
Let 0 < p, q < ∞ and assume that (∑ni=1 |xi|p) 1p ∈ X if xi ∈ X. A quasi-normed
symmetric space X ⊂ S (M, τ) is said to be p-convex, 0 < p <∞, respectively q-concave,
0 < q <∞, if there is a constant M > 0 such that
(10.1)
∥∥∥∥∥∥
(
n∑
i=1
|xi|p
) 1
p
∥∥∥∥∥∥
X
≤M
(
n∑
i=1
‖xi‖pX
) 1
p
,
respectively,
(10.2)
(
n∑
i=1
‖xi‖qX
) 1
q
≤M
∥∥∥∥∥∥
(
n∑
i=1
|xi|q
) 1
q
∥∥∥∥∥∥
X
for every choice of vectors x1, . . . , xn ∈ X. We set M (p)(X) to be the smallest constant M
in (10.1), and we call it a p-convexity constant of X. Similarly,M(q)(X), called q-concavity
constant of X, will denote the smallest constant in (10.2).
Note that for xi ∈ E (M, τ), i = 1, 2, . . . , n, where E is a quasi-normed symmetric space,
we have (
∑n
i=1 |xi|p)1/p ∈ E (M, τ) [39, Lemma 2.1]. Indeed setting |y| =
∑n
i=1 |xi|p we
have by Lemma 1.1 (5) and (4),
µ

t,
(
n∑
i=1
|xi|p
) 1
p

 =
(
µ
(
t,
n∑
i=1
|xi|p
)) 1
p
, µ
(
t,
n∑
i=1
|xi|p
)
≤
n∑
i=1
µ
(
t
n
,
n∑
i=1
|xi|p
)
,
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and it follows
µ

t,
(
n∑
i=1
|xi|p
) 1
p

 ≤
(
n∑
i=1
µ
(
t
n
, |xi|p
)) 1p
=
(
n∑
i=1
µp
(
t
n
, |xi|
)) 1p
.
Now since the dilation operator is bounded [64, Lemma 1.4] on E, and µ(|xi|) ∈ E,
µ
(
t
n , |xi|
) ∈ E. By functional calculus for E [74] we have that (∑ni=1 µp ( tn , |xi|)) 1p ∈ E,
and by the above inequality, µ
(
t, (
∑n
i=1 |xi|p)
1
p
)
∈ E, and so (∑ni=1 |xi|p) 1p ∈ E(M, τ).
It is easy to check that Lp (M, τ) is p-convex and p-concave with M (p)(Lp (M, τ)) =
M(p)(L
p (M, τ)) = 1.
For any quasi-normed symmetric space X ⊂ S (M, τ) and 0 < p < ∞ define X(p) =
{x ∈ S (M, τ) : |x|p ∈ X} equipped with ‖x‖X(p) = ‖ |x|p‖1/pX . It is called p-convexification
of X. If X is a quasi-normed symmetric space then X(p) is also a quasi-normed sym-
metric space. In Proposition 3.1 in [39] there is a list of properties of convexification.
Among others we have that E(p) (M, τ) = (E (M, τ))(p), and M (pr)(X(r)) = M (p)(X)1/r,
M(pr)(X
(r)) = M(p)(X)
1/r. These relations help to characterize convexity and concavity
properties allowing the reduction of ”power” of the spaces.
The main results on convexity properties are based on the inequalities presented in
Lemma 10.1 and Theorem 10.2 below. Observe that in [8, Theorem 2.5 (i)] it has been
proved the inequality S(x+ y)γ ≺ S(x)γ + S(y)γ , 0 < γ ≤ 1, which under the assumption
that E is separable implies the analogue of Theorem 10.2 in CE , [8, Lemma 3.1 (i)]. In
[60] the assumption of separability of E was removed via Lemma 10.1.
Lemma 10.1. [60, Theorem 8.10 (ii)] Let E be a symmetric normed space and ϕ :
[0,∞)→ [0,∞) be a continuous increasing concave function. Then for x, y ∈ E (M, τ),
‖ϕ(|x + y|)‖E(M,τ) ≤ ‖ϕ(|x|)‖E(M,τ) + ‖ϕ(|y|)‖E(M,τ).
Theorem 10.2. [39, Proposition 3.6], [8, Lemma 3.1 (i)] Let E be a quasi-normed sym-
metric space with the Fatou property. Let 0 < p ≤ q <∞. If E is p-convex then
∥∥∥∥∥∥
(
n∑
i=1
|xi|q
) 1
q
∥∥∥∥∥∥
E(M,τ)
≤M (p)(E)
(
n∑
i=1
‖xi‖pE(M,τ)
) 1
p
for every x1, x2, . . . , xn ∈ E (M, τ).
Proof. Since E is p-convex then it admits an equivalent symmetric norm if p ≥ 1 (re-
spectively p-norm if 0 < p < 1) with convexity constant 1 [39, Corollary 3.5]. So we
assume that M (p)(E) = 1. Then E(1/p) is 1-convex with constant 1, so ‖ · ‖E(1/p) is a
symmetric norm. The function ϕ(u) = up/q is concave, so we apply Lemma 10.1 for
zi = |xi|p ∈ E(1/p) (M, τ), where x1, x2, . . . , xn ∈ E (M, τ). Thus
∥∥∥∥∥∥
(
n∑
i=1
|zi|q/p
)p/q∥∥∥∥∥∥
E(1/p)(M,τ)
≤
n∑
i=1
‖zi‖E(1/p)(M,τ).
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Hence ∥∥∥∥∥∥
(
n∑
i=1
|xi|q
)1/q∥∥∥∥∥∥
p
E(M,τ)
=
∥∥∥∥∥∥
(
n∑
i=1
|xi|q
)p/q∥∥∥∥∥∥
E(1/p)(M,τ)
≤
n∑
i=1
‖ |xi|p‖E(1/p)(M,τ) =
n∑
i=1
‖xi‖pE(M,τ).

Theorem 10.3. [39, Theorem 3.8] Let E be a quasi-normed symmetric space with the Fa-
tou property. If E is p-convex, 0 < p <∞, then E (M, τ) is p-convex withM (p)(E (M, τ)) ≤
M (p)(E). If M is non-atomic then E (M, τ) is p-convex if and only if E is p-convex, and
in this case M (p)(E (M, τ)) =M (p)(E).
Proof. The first statement is a direct consequence of Theorem 10.2 for p = q. The second
one is a consequence of the isometric embedding of E into E (M, τ), Proposition 3.2.
Indeed there exists a ∗-isomorphism V : S ([0, τ(1)) ,m)→ S((M, τ)) such that µ(V (x)) =
µ(x), x ∈ S ([0, τ(1)) ,m). Since for any f ∈ S ([0, τ(1)) ,m), |V (f)|2 = (V (f))∗V (f) =
V (f)V (f) = V (|f |2) = (V |f |)2, so |V (f)| = V |f |. Therefore in view of Lemma 1.1 (5),
for any f1, f2, . . . , fn ∈ E we have
µ

V
(
n∑
i=1
|fi|p
) 1
p

 = µ
(
n∑
i=1
|fi|p
) 1
p
= µ
1
p
(
n∑
i=1
|fi|p
)
= µ
1
p
(
V
(
n∑
i=1
|fi|p
))
= µ
1
p
(
n∑
i=1
V (|fi|p)
)
= µ

( n∑
i=1
V (|fi|p)
) 1
p

 = µ

( n∑
i=1
|V (fi)|p
) 1
p

 .
Thus∥∥∥∥∥∥
(
n∑
i=1
|fi|p
) 1
p
∥∥∥∥∥∥
E
=
∥∥∥∥∥∥V
(
n∑
i=1
|fi|p
) 1
p
∥∥∥∥∥∥
E(M,τ)
=
∥∥∥∥∥∥
(
n∑
i=1
|V (fi)|p
) 1
p
∥∥∥∥∥∥
E(M,τ)
≤M (p)(E (M, τ))
(
n∑
i=1
‖V (fi)‖pE(M,τ)
) 1
p
≤M (p)(E (M, τ))
(
n∑
i=1
‖fi‖pE
) 1
p
,
which implies that M (p)(E) ≤M (p)(E (M, τ)). 
In order to study concavity properties we need some new notions and additional as-
sumptions. It will be assumed that E is a normed space and 1 < q < ∞. This is caused
by the method of the proof which is based on duality.
For any x, y ∈ S (M, τ) we write x ⊳ y and say that x is supermajorized by y, if∫ ∞
t
µ(x) ≥
∫ ∞
t
µ(y) for all t ≥ 0.
Clearly x ⊳ y if and only if µ(x) ⊳µ(y). If
∫∞
0 µ(x) =
∫∞
0 µ(y) <∞, then x ≺ y if and only
if x ⊳ y.
The next two lemmas are the main ingredients in the concavity results. The first one
was proved in discrete case also in [8] as Theorem 2.5 (ii) for ϕ(t) = tγ for 1 ≤ γ <∞.
Lemma 10.4. [39, Proposition 4.1] If ψ is an increasing convex function on [0,∞) with
ψ(0) = 0, then for any 0 ≤ x, y ∈ S (M, τ),
(10.3) ψ(|x + y|) ⊳ ψ(µ(x)) + ψ(µ(y)), equivalently ψ(µ(x+ y)) ⊳ ψ(µ(x)) + ψ(µ(y)).
GEOMETRY OF SYMMETRIC SPACES OF MEASURABLE OPERATORS 35
Lemma 10.5. [39, Lemma 4.2] If E is a Banach symmetric space with M(q)(E) = 1 for
some 1 < q < ∞ then ‖g‖E(1/q) ≤ ‖f‖E(1/q) for any bounded functions f, g ∈ L0 with
supports of finite measure and such that f ⊳ g.
The set F (M, τ) = {x ∈ M : τ(s(x)) <∞} is a two sided ideal in M and its closure in
the measure topology is S0(M, τ). If x ∈ F (M, τ) then µ(x) is a bounded function with
support of finite measure.
Let ψ(t) = tq/p, where 1 ≤ p ≤ q, and xi ∈ F (M, τ), i = 1, 2, . . . , n. Recall also that
µ (ψ(|x|)) = ψ(µ(|x|)) for any x ∈ S(M, τ). Then by (10.3),
ψ
(
µ
(
n∑
i=1
|xi|p
))
⊳ µ
(
n∑
i=1
ψ(µ(|xi|p))
)
,
and so
(10.4) µq/p
(
n∑
i=1
|xi|p
)
⊳ µ
(
n∑
i=1
µq/p(|xi|p)
)
= µ
(
n∑
i=1
µq(xi)
)
.
Let E be q-concave with M(q)(E) = 1. Then E
(1/q) is 1-concave with M(1)(E
(1/q)) = 1.
Therefore by (10.3), (10.4), and Lemma 10.5,
n∑
i=1
‖µ(|xi|q)‖E(1/q) =
n∑
i=1
‖µq(xi)‖E(1/q) ≤
∥∥∥∥∥
n∑
i=1
µq(xi)
∥∥∥∥∥
E(1/q)
≤
∥∥∥∥∥µq/p
(
n∑
i=1
|xi|p
)∥∥∥∥∥
E(1/q)
=
∥∥∥∥∥∥µ
(
n∑
i=1
|xi|p
)q/p∥∥∥∥∥∥
E(1/q)
.
It follows that
n∑
i=1
‖xi‖qE(M,τ) =
n∑
i=1
‖|xi|q‖E(1/q)(M,τ) ≤
∥∥∥∥∥∥
(
n∑
i=1
|xi|p
)q/p∥∥∥∥∥∥
E(1/q)(M,τ)
=
∥∥∥∥∥∥
(
n∑
i=1
|xi|p
)1/p∥∥∥∥∥∥
q
E(M,τ)
.
We just have proved the following result under the assumption that xi ∈ F (M, τ) and
M(q)(E) = 1. It is a parallel version to Theorem 10.2 for q-concavity.
Theorem 10.6. [39, Proposition 4.6], [8, Lemma 3.1 (ii)] Let 1 ≤ p ≤ q. If E is a
q-concave Banach symmetric space with the Fatou property then for every xi ∈ E (M, τ),
i = 1, 2, . . . , n, (
n∑
i=1
‖xi‖qE(M,τ)
)1/q
≤M(q)(E)
∥∥∥∥∥∥
(
n∑
i=1
|xi|p
)1/p∥∥∥∥∥∥
E(M,τ)
.
Theorem 10.7. [39, Theorem 4.7] Let E be a Banach symmetric space. If E is q-concave
for some 1 < q < ∞, then E (M, τ) is q-concave with M(q)(E (M, τ)) ≤ M(q)(E). If M
is non-atomic, then E is q-concave if and only if E (M, τ) is q-concave, in which case
M(q)(E (M, τ)) =M(q)(E).
The next result, which is a corollary from Theorems 10.3 and 10.7, has been proved in
[8] (Theorem 1.3) under the assumption that E is a Banach separable space.
Corollary 10.8. (i) Let 0 < p < ∞ and E be a quasi-normed symmetric sequence
space with the Fatou property. Then E is p-convex if and only if CE is p-convex.
Moreover, M (p)(E) =M (p)(CE).
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(ii) Let 1 < q < ∞ and E be a Banach symmetric sequence space with the Fatou
property. Then E is q-concave if and only if CE is q-concave. Moreover, M(q)(E) =
M(q)(CE).
Given x ∈ B(H), the right and left support projections of x, denoted by r(x) and l(x) are
the projection onto ker⊥ x and ker⊥ x∗ respectively, that is r(x) = s(x) and l(x) = s(x∗).
The operators x, y ∈ B(H) are said to have right (respectively, left) disjoint supports if
r(x)r(y) = 0 (respectively, l(x)l(y) = 0). Furthermore if x1, x2, . . . , xn ∈ S (M, τ) are left
disjoint then
(10.5) |x1 + · · · + xn| = (|x1|2 + · · ·+ |xn|2)1/2.
Indeed, since x∗ixj = x
∗
i l(xi)l(xj)xj = 0 we have that
|x1 + · · ·+ xn|2 = (x1 + · · ·+ xn)∗(x1 + · · · + xn) = x∗1x1 + x∗2x2 + · · ·+ x∗nxn
= |x1|2 + |x2|2 + · · ·+ |xn|2.
We observe that the similar equality does not hold for any power p 6= 2, which is different
than in the commutative case.
Given 0 < p, q <∞, we say that a quasi-normed symmetric spaceX ⊂ S (M, τ) satisfies
an upper p-estimate, respectively lower q-estimate, if there exists M > 0 such that for any
left disjoint x1, x2, . . . , xn ∈ X,∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
X
≤M
(
n∑
i=1
‖xi‖pX
) 1
p
,
respectively, (
n∑
i=1
‖xi‖qX
) 1
q
≤M
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
X
.
Again the infimum of the constant M in the above inequalities will be called the upper
p-estimate constant, respectively the lower p-estimate constant.
Observe that r(x∗) = s(x∗) = l(x) and l(x∗) = s(x) = r(x), and so x, y are left disjoint if
and only if x∗, y∗ are right disjoint. Since also ‖x‖E(M,τ) = ‖x∗‖E(M,τ) the left disjointness
in the above definition can be equivalently replaced by the right disjointness.
The proof of the next theorem follows from equality (10.5) and Theorems 10.2 and 10.6
where we put q = 2 and p = 2, respectively.
Theorem 10.9. [39, Proposition 5.1] Let E be a Banach symmetric space with the Fatou
property.
(i) If 1 ≤ p ≤ 2 and E is p-convex then E (M, τ) satisfies an upper p-estimate with
constant M (p)(E).
(ii) If q ≥ 2 and E is q-concave then E (M, τ) satisfies a lower q-estimate with constant
M(q)(E).
The next theorem follows from Theorem 10.9 and the well known relations among
upper estimate and convexity (resp. lower estimate and concavity) in Banach lattices (see
diagram on pages 100, 101 in [74]).
Theorem 10.10. [39, Corollary 5.3] Let E be a Banach symmetric space with the Fatou
property.
(i) If 1 < p ≤ 2 and E satisfies an upper p-estimate then E (M, τ) satisfies an upper
r-estimate for all 1 ≤ r < p.
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(ii) If q ≥ 2 and E satisfies a lower q-estimate then E (M, τ) satisfies a lower s-
estimate for all s > q.
Corollary 10.11. [39, Corollary 5.2] If 1 ≤ p < ∞ then Lp (M, τ) is p-convex and p-
concave with M (p)(Lp (M, τ)) = M(p)(Lp (M, τ)) = 1. Consequently if 1 ≤ p ≤ 2 then
Lp (M, τ)) satisfies an upper p-estimate with constant one, and if q ≥ 2 then Lp (M, τ)
satisfies a lower q-estimate with constant one.
We say that the von Neumann algebra M has property P (n) for some n ∈ N if there
exist n projections ei ∈ P (M) ∩ F (M, τ) that are mutually orthogonal and pairwise
equivalent, and M has property P (∞) if M has property P (n) for every n ∈ N. Recall
that projections p and q are equivalent if there exists a partial isometry u such that p = u∗u
and q = uu∗.
Assume that E (M, τ) satisfies an upper p-estimate. If M has property P (n) then
there exist e1, e2, . . . , en ∈ P (M) ∩ F (M, τ) mutually orthogonal and equivalent. Let
ui ∈ M be partial isometries such that u∗i ui = e1 and uiu∗i = ei, i = 1, 2, . . . , n. Note
first that 〈u∗i ξ, u∗i ξ〉 = 〈ξ, uiu∗i ξ〉 = 〈ξ, eiξ〉 = 〈eiξ, eiξ〉 for all i = 1, 2, . . . , n and ξ ∈ H.
Hence u∗i ξ = 0 for all ξ ∈ e⊥i and l(ui) = s(u∗i ) ≤ ei. Hence for i 6= j, l(ui)l(uj) =
l(ui)eiej = 0 and ui’s are left disjointly supported for i = 1, 2, . . . , n. Consequently,
wi1 = uiu
∗
1, i = 1, 2, . . . , n, are also left disjoint and |
∑n
i=1 wi1| =
(∑n
i=1 |w2i1|
) 1
2 . Observe
next that |wi1|2 = u1u∗iuiu∗1 = u1e1u∗1 = u1u∗1u1u∗1 = e1e1 = e1, and so |wi1| = e1 for all
i = 1, 2, . . . , n. Hence∣∣∣∣∣
n∑
i=1
wi1
∣∣∣∣∣ =
(
n∑
i=1
|wi1|2
) 1
2
=
(
n∑
i=1
e1
) 1
2
= n
1
2 e1,
and by upper p-estimate of E (M, τ),
n
1
2 ‖e1‖E(M,τ) =
∥∥∥∥∥
n∑
i=1
wi1
∥∥∥∥∥
E(M,τ)
≤ K
(
n∑
i=1
‖wi1‖pE(M,τ)
) 1
p
= Kn
1
p ‖e1‖E(M,τ).
Consequently, if E (M, τ) satisfies an upper p-estimate and M has property P (∞) then
p ≤ 2. Similarly one can show that if E (M, τ) satisfies a lower q-estimate for some
1 ≤ q <∞ then q ≥ 2, under the assumption that M has property P (∞).
The above remarks show part (i) of the next theorem. Part (ii) is proved by using the
embedding of E into E (M, τ), Proposition 3.2.
Theorem 10.12. Let E be a Banach symmetric space.
(i) [39, Proposition 6.1] If M has property P (∞) and E (M, τ) satisfies an upper p
(respectively, lower q)-estimate for some 1 ≤ p <∞ (respectively, 1 ≤ q <∞), then p ≤ 2
(respectively, q ≥ 2).
(ii) [39, Proposition 6.2] If M is non-atomic and if E (M, τ) satisfies an upper p (re-
spectively, lower q)-estimate for some 1 ≤ p <∞ (respectively, 1 ≤ q <∞), then so does
E.
For a symmetric space X ⊂ E (M, τ) define
s(X) = sup{p : X satisfies an upper p-estimate},
σ(X) = inf{q : X satisfies a lower q-estimate}.
The consequence of Theorem 10.12 is the following result.
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Theorem 10.13. [39, Proposition 6.3],[8, Theorem 1.5] If E has the Fatou property and
M is non-atomic and has property P (∞), then
s(E (M, τ)) = max{2, s(E)}, σ(E (M, τ)) = min{2, σ(E)}.
If M = B(H), and E is a Banach symmetric sequence space with the Fatou property, then
the above equalities hold true also for unitary ideal CE.
A stronger version of the above result is presented in Corollary 6.9 in [39], which is an
extension of Corollary 4.3 in [8].
Problem 3. Prove Theorem 10.7 for a quasi-normed symmetric space E.
11. Uniform and local uniform convexity
The modulus of convexity of a normed space (X, ‖ · ‖) is given by
δX(ǫ) = inf{1− ‖x+ y‖/2 : x, y ∈ BX and ‖x− y‖ ≥ ǫ}, 0 ≤ ǫ ≤ 2.
It is said that the modulus of convexity is of power q if there exists a constant c > 0
such that δ(ǫ) ≥ cǫq for 2 ≥ ǫ > 0. We call X uniformly convex if δX(ǫ) > 0 for all
0 ≤ ǫ ≤ 2 [74]. Equivalently, X is uniformly convex if for any sequences {xn}, {yn} ⊂ BX
the condition ‖xn + yn‖ → 2 implies that ‖xn − yn‖ → 0 as n → ∞. It is well known
that ℓp and Lp are uniformly convex for p > 1. X is said to be uniformly convexifiable
if it admits an equivalent uniformly convex norm. A normed space (X, ‖ · ‖) is called
locally uniformly convex if the conditions xn, x ∈ X, ‖xn‖ → ‖x‖, ‖xn+x‖ → 2‖x‖ imply
‖xn − x‖ → 0 as n→∞.
J. Dixmier in [29] proved that Cp is uniformly convex for p ≥ 2. He also observed that
moduli of convexity in Cp and ℓp are equivalent. C. McCarthy in [11] extended J. Dixmier’s
results showing that Cp is uniformly convex for p > 1 and the moduli of convexity of Cp
and ℓp are in fact the same. N. Tomczak-Jaegermann in [107] gave an alternative proof
for estimating the modulus of convexity of Cp. She proved Clarkson type inequalities for
Cp spaces, analogous to the classical ones in ℓp.
We turn our attention next to the question whether the space
(
E(M, τ), ‖ · ‖E(M,τ)
)
is
uniformly convex (respectively, locally uniformly convex), if (E, ‖·‖E) is uniformly convex
(respectively, locally uniformly convex).
J. Arazy in [4] showed that E is uniformly convexifiable if and only if CE is uniformly
convexifiable. N. Tomczak-Jaegermann in [108] and Q. Xu in [110] showed the following
result for CE and E (M, τ), respectively.
Theorem 11.1. [108, Theorem 2], [110, The´ore`me (ii)] Let 1 < p ≤ 2 ≤ q < ∞. Let
E be a Banach symmetric sequence or function space which is p-convex and q-concave
with M (p)(E) = 1 =M(q)(E). Then CE or E (M, τ) is uniformly convex with modulus of
convexity of power type q and uniformly smooth with modulus of smoothness of power type
p.
V. Chilin, A. Krygin, F. Sukochev in [17] investigated local uniform convexity and
uniform convexity in noncommutative symmetric spaces E(M, τ). In order to prove the
main result on uniform convexity, they used the fact that if (E, ‖ · ‖E) is uniformly convex
then there exists a norm |||·|||E on E equivalent to ‖·‖E such that (E, |||·|||E) is p-convex and
q-concave for some 1 < p ≤ 2 ≤ q <∞, with p-convexity and q-concavity constants equal
to 1 [74, Proposition 1.d.8, vol.II]. Consequently by [110], they obtained uniform convexity
of (E(M, τ), |||·|||E(M,τ)), where |||x|||E(M,τ) = |||µ(x)|||E, x ∈ E(M, τ). This combined with
the uniform convexity of (E, ‖ · ‖E) allowed them to show that (E(M, τ), ‖ · ‖E(M,τ)) is
also uniformly convex.
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Theorem 11.2. [17, Theorem 2.1, Theorem 3.1] If E is uniformly convex (respectively,
locally uniformly convex) then E(M, τ) is uniformly convex (respectively, locally uniformly
convex).
Theorem 11.3. [17, Corollary 2.1, Corollary 3.1] Let M be non-atomic. If E(M, τ) is
uniformly convex (respectively, locally uniformly convex) then so is E.
By identifying CE with a symmetric space of measurable operators G(B(H), tr) (see
Section 2.2), the discrete versions of the above results was also obtained in [17].
Theorem 11.4. [17, Theorem 2.2, Theorem 3.2] Let E be a symmetric sequence space.
Then CE is (locally) uniformly convex if and only if E is (locally) uniformly convex.
We wish to observe Theorem 2.2 and Theorem 3.2 in [17] were stated under the as-
sumption of order continuity of E. However, since E is isometrically embedded in CE,
the (local) uniform convexity of CE passes to E for arbitrary symmetric sequence space
E. By Remark 6.9 every MLUR space is order continuous. Since we have the following
implications [72],
UR =⇒ LUR =⇒ MLUR,
every UR and LUR space is order continuous. Hence if E is (locally) uniformly convex then
it is order continuous and by [17, Theorem 2.2, Theorem 3.2], CE is (locally) uniformly
convex.
12. Complex uniform convexity
The following moduli of complex convexity of a complex quasi-normed space (X, ‖ · ‖)
were introduced in [25]. For 0 < p <∞ and ǫ ≥ 0, we set
HXp (ǫ) = inf
{(∫ 2π
0
‖x+ eiθy‖pdθ
)1/p
− 1 : ‖x‖ = 1, ‖y‖ = ǫ
}
,
and
HX∞(ǫ) = inf{sup{‖x+ eiθy‖ : 0 ≤ θ ≤ 2π} − 1 : ‖x‖ = 1, ‖y‖ = ǫ}.
We say that the space X is complex uniformly convex if HX∞(ǫ) > 0 for all ǫ > 0, and
that X is uniformly PL-convex if HXp (ǫ) > 0 for all ǫ > 0 and for some 0 < p < ∞. It
was proved in [25, Theorem 2.4] that the previous definition is equivalent with HXp (ǫ) > 0
for all 0 < p <∞. So we can say that X is uniformly PL-convex when HX1 (ǫ) > 0 for all
ǫ > 0. Moreover, as shown in [28] there exists a constant C > 0 such that for all complex
Banach spaces X and all 0 < ǫ ≤ 1 we have
C(HX∞(ǫ))
2 ≤ HX1 (ǫ) ≤ HX∞(ǫ).
Hence for complex Banach spaces, uniform complex convexity coincide with uniform
PL-convexity. The same is not true in quasi-Banach lattices, where uniform complex
convexity does not necessarily imply PL-convexity [71]. However, quasi-Banach lattices
X with p-convexity constant M (p)(X) = 1 for 0 < p < ∞ are complex uniformly convex
if and only if they are uniformly PL-convex [70, Theorem 3.4]. Moreover, X is said to be
r-uniformly PL-convex (2 ≤ r <∞) whenever there is K ≥ 1 such that ( ǫK )r ≤ KHX1 (ǫ)
for all 0 < ǫ < 1K .
U. Haagerup observed that the dual of C∗-algebra is uniformly complex convex. His
result with the proof is presented in [25, Theorem 4.3]. Since the trace class C1 is a dual
space of C∗-algebra K(H) of compact operators on H, it is complex uniformly convex.
Later K. Mattila in [77, Lemma 3.1] gave an alternative proof of the complex uniform
convexity of C1. Similarly, since the noncommutative space L1 (M, τ) is a Ko¨the dual of
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the von Neumann algebraM and thus it is an isometric subspace ofM∗, by U. Haagerup’s
result it is complex uniformly rotund. A direct proof of complex uniform convexity of
L1 (M, τ) has been shown in [20, Theorem 3.2].
T. Fack showed in [43] that if M is a factor (Lemma 12) or H is separable (Theorem
4), then Lp(M, τ) is q-uniformly PL-convex for q = max(2, p).
The research on how the properties of E reflect on complex uniform convexity of
E(M, τ) started with the following result on CE .
Theorem 12.1. [108, Theorem 1] If E is a symmetric Banach sequence space which is
q-concave, 2 ≤ q <∞, with M(q)(E) = 1, then CE is q-uniformly PL-convexifiable.
Q. Xu observed that if E is a quasi-Banach lattice then E is q-concave for some q <∞
if and only if E is uniformly complex convexifiable [111, Corollary 3.3]. By this, combined
with Theorem 12.1 and the fact that CE contains an isometric copy of E (see Proposition
3.1), we conclude the next result.
Corollary 12.2. Let E be a symmetric Banach sequence space. Then E is complex
uniformly convexifiable if and only if CE is complex uniformly convexifiable.
Q. Xu in [111] investigated complex uniform convexity of E(M, τ). He assumed that
E is a symmetric function space with a weak Fatou property. We say that E has the weak
Fatou property if for fn, f ∈ E with fn ↑ f a.e. it follows that ‖fn‖E → ‖f‖E.
Theorem 12.3. [111, Theorem 4.4] Let E be a symmetric Banach space with the weak
Fatou property and for some 1 < p ≤ q < ∞, M (p)(E) = M(q)(E) = 1. Then E(M, τ) is
a complex uniformly convex space.
Moreover, Q. Xu generalized Corollary 12.2 to noncommutative E(M, τ) spaces.
Theorem 12.4. [111, Corollary 4.6, Corollary 3.3] Let E be a symmetric quasi-Banach
function space with the weak Fatou property. Then the following statements are equivalent.
(i) E is q-concave for some q <∞.
(ii) E is uniformly PL-convexifiable.
(iii) E(M, τ) is uniformly PL-convexifiable.
Recall that uniform PL-convexity and complex uniform convexity coincide for Ba-
nach spaces, but not for quasi-Banach lattices E [71], unless their convexity constants
M (p)(E) = 1, 0 < p < ∞ [70, Theorem 3.4]. Hence uniform PL-convexifiability can be
replaced with complex uniform convexifiability, under assumption that E is a symmetric
Banach space.
In [20] the relations between complex uniform convexity of E and E(M, τ) have been
studied by one of the authors of this survey. The following result combines Theorems 2.6
and 2.7 in [20].
Theorem 12.5. If E is complex uniformly convex then E(M, τ)+ is complex uniformly
convex. If in addition M is non-atomic then complex uniform convexity of E(M, τ)+
implies complex uniform convexity of E.
Therefore ifM is non-atomic, complex uniform convexity of E is equivalent to complex
uniform convexity of E(M, τ)+. From the above it also follows that if E(M, τ) is com-
plex uniformly convex and M is non-atomic, then the subspace E(M, τ)+ of E(M, τ) is
complex uniformly convex, and E is complex uniformly convex.
Moreover, under the assumption that E is p-convex for some p > 1, complex uniform
convexity of E implies complex uniform convexity of E(M, τ) [20, Theorem 2.6]. Hence
the following holds.
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Theorem 12.6. If E is p-convex for some p > 1 then E(M, τ) is complex uniformly
convex whenever E is complex uniformly convex. If M is non-atomic and E(M, τ) is
complex uniformly convex then E is complex uniformly convex.
The analogous results followed for the unitary matrix space CE.
Theorem 12.7. [20, Theorem 2.10] Let E be a symmetric Banach sequence space. Then
C+E is complex uniformly convex if and only if E is complex uniformly convex. Moreover,
if E is p-convex for some p > 1, then CE is complex uniformly convex if and only if E is
complex uniformly convex.
Let a normed space (X, ‖ · ‖) be partially ordered by ≤. Then X is said to be uniformly
monotone whenever for any ǫ > 0 there exists δ(ǫ) > 0 such that for any 0 6 x, y ∈ X we
have ‖x+ y‖ > 1 + δ(ǫ), whenever ‖y‖ ≥ ǫ and ‖x‖ = 1. If in addition x ∧ y = 0, then X
is said to be disjointly uniformly monotone.
It is known that complex uniform convexity of a Banach lattice is equivalent to its
uniform monotonicity [70, Theorem 3.4]. It was first discovered for Banach function space
in [55, Theorem 2].
The next result relates complex uniform convexity of E(M, τ)+ or E(M, τ) with the
uniform monotonicity.
Corollary 12.8. [20, Corollary 2.9] Let M be non-atomic. The space E(M, τ)+ is com-
plex uniformly convex if and only if E(M, τ) is uniformly monotone. Moreover, if E is
p-convex for some p > 1, then E(M, τ) is complex uniformly convex if and only if E(M, τ)
is uniformly monotone.
We will see in Section 17 that complex convexity properties of E and E(M, τ) are also
related to Kadec-Klee properties. It is summarized in Corollary 17.3.
Problem 4. As we mentioned above L1 (M, τ) is complex uniformly convex. However this
does not follow from Theorem 12.6, since L1 is not p-convex for any p > 1. Show Theorems
12.6, 12.7 and Corollary 12.8 without assumption that E is p-convex for some p > 1.
13. Smoothness
For a normed space (X, ‖ · ‖), an element x ∈ SX is said to be a smooth point of BX if
there exists a unique functional F ∈ SX∗ which supports BX at x, that is F (x) = 1. We
will say then that the functional F supports x. A normed space X is said to be smooth
(or Gaˆteaux smooth) if every x from the unit sphere is a smooth point [27, 26].
If T is a linear isometry from a Banach space X onto a Banach space Y , then x ∈ SX
is a smooth point of BX if and only if T (x) is a smooth point of BY . Moreover, smooth
points of a normed space remain smooth on its subspaces.
It is worth to observe that a unique functional F ∈ X∗ supporting the smooth point x
is an extreme point of BX∗ . Indeed, letting F = (F1+F2)/2, where F1, F2 ∈ BX∗ , we have
2 = 2F (x) = F1(x) + F2(x). Since |F1(x)| , |F2(x)| 6 1 it follows that F1(x) = F2(x) = 1.
Using now the fact that F is a unique functional supporting x, we get that F1 = F2 = F .
As an elementary example note that x ∈ Sℓ1 is smooth if and only if supp(x) = N.
So any element from the unit sphere with all coordinates different than zero is smooth.
It follows that its supporting functional is determined by a unique normalized element
y = {yn} ∈ ℓ∞ such that yn = 1 if xn > 0 and yn = −1 if xn < 0.
The study of smooth points in noncommutative spaces started with J. Holub [54], who
considered them in the trace class C1.
Theorem 13.1. [54, Theorem 3.2] Let x ∈ C1, ‖x‖C1 = 1. Then x is smooth if and only
if x or x∗ is one-to-one.
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Later on, J. Arazy characterized smooth points in CE.
Theorem 13.2. [4, Theorem 2.3] Let E be a separable symmetric sequence space and
x ∈ SCE Then x is a smooth point of BCE if and only if S(x) is a smooth point of BE.
Consequently, in the commutative case, x ∈ BE is smooth if and only if µ(x) is smooth of
the ball BE.
The characterization of smooth points of BE(M,τ) was done in [23], for order continuous
symmetric function spaces E.
Theorem 13.3. [23, Theorem 2.4] Suppose that E is order continuous. Let x ∈ SE and
µ(x) be a smooth point of BE, and F (h) =
∫∞
0 hf , h ∈ E, for some f ∈ SE×, be the
functional supporting µ(x). If
(i) µ(∞, f) = 0, or
(ii) s(x∗) = 1,
then x is a smooth point of BE(M,τ).
Recall that the trace τ on L1 (M, τ) is an additive positively homogeneous real valued
functional, satisfying τ(x) =
∫∞
0 µ(x) for all x ∈ L1 (M, τ)+. Below we provide a list of
basic properties of τ on L1 (M, τ).
Lemma 13.4. The following properties hold for the extended trace τ : L1 (M, τ)→ C.
(i) τ(x∗) = τ(x), for x ∈ L1 (M, τ).
(ii) |τ(xy)| ≤ ‖y‖Mτ(|x|) for x ∈ L1 (M, τ) and y ∈ M. In particular if y = 1 and
x ∈ L1 (M, τ) then |τ(x)| ≤ τ(|x|).
(iii) [36, Proposition 3.4] τ(xy) = τ(yx) if xy, yx ∈ L1 (M, τ).
(iv) [36, Proposition 3.10] τ(|xy|) = ∫∞0 µ(xy) ≤ ∫∞0 µ(x)µ(y) for x, y ∈ S (M, τ).
Proof. The discussion of (ii) can be found at the beginning of section 3 in [36]. To show
(i) observe first that τ(y) is real for any self-adjoint operator y ∈ L1 (M, τ), since y can
be written as a difference of its positive and negative parts. Now let x ∈ L1 (M, τ) and
Re (x), Im (x) be its real and imaginary parts, respectively. Then x = Re (x) + iIm (x)
and x∗ = Re (x)− iIm (x). Hence τ(x∗) = τ(Re (x)− iIm (x)) = τ(Re (x))− iτ(Im (x)) =
τ(Re (x)) + iτ(Im (x)) = τ(Re (x) + iIm (x)) = τ(x). 
Lemma 13.5. Let E be order continuous, x ∈ E (M, τ), y ∈ E× (M, τ) with ‖x‖E(M,τ) =
1, and ‖y‖E×(M,τ) = 1. Then y supports x if and only if y∗ supports x∗. In particular, x
is a smooth point of BE(M,τ) if and only if x
∗ is a smooth point of BE(M,τ).
Proof. Since (x∗)∗ = x it is enough to show that if x is a smooth point of BE(M,τ) then so is
x∗. Let x be a smooth point of BE(M,τ) and Φy(z) = τ(zy), z ∈ E(M, τ), y ∈ SE×(M,τ), be
the unique functional supporting x. Suppose Φw(z) = τ(zw), z ∈ E(M, τ), w ∈ SE×(M,τ),
is a functional supporting x∗. By Lemma 13.4 (i), τ(xw∗) = τ(wx∗) and by Lemma 13.4
(iii), τ(wx∗) = τ(x∗w) = Φw(x
∗) = 1. Hence Φw∗(x) = τ(xw
∗) = 1 and by the uniqueness
of Φy supporting x, we have that w
∗ = y or w = y∗. Thus x∗ is a smooth point in E(M, τ),
where Φy∗(z) = τ(zy
∗), z ∈ E(M, τ), is its unique supporting functional. 
By Lemma 13.5, it is clear that the same conditions on x and x∗ as well as on y and y∗
need to be satisfied in the result below.
Lemma 13.6. [23, Lemma 2.5] Let E be order continuous. If x ∈ SE(M,τ) is a smooth
point of BE(M,τ) and the functional Φy(z) = τ(zy), z ∈ E(M, τ), y ∈ E× (M, τ), supports
x, then either
(i) µ(∞, y) = 0, or
GEOMETRY OF SYMMETRIC SPACES OF MEASURABLE OPERATORS 43
(ii) s(x) = s(x∗) = s(y) = s(y∗) = 1, |y| ≥ µ(∞, y)1 and |y∗| ≥ µ(∞, y)1.
Theorem 13.7. [23, Theorem 2.8] Let E be order continuous and M be non-atomic. If
x is a smooth point of BE(M,τ) then µ(x) is a smooth point of BE.
The next theorem combines the results of Theorem 13.3, Theorem 13.7 and Lemma
13.6.
Theorem 13.8. [23, Theorem 2.9] Let E be order continuous and M be non-atomic.
Then x is a smooth point of BE(M,τ) if and only if µ(x) is a smooth point of BE and
either
(i) µ(∞, f) = 0, where F (h) = ∫∞0 hf , h ∈ E, f ∈ SE×, is the functional supporting
µ(x) or,
(ii) s(x∗) = 1.
The following corollaries are direct consequences of the results above.
Corollary 13.9. [23, Corollary 2.13] Let M be non-atomic and the space E be order
continuous such that E× = (E×)0. Then E is smooth if and only if E(M, τ) is smooth.
Considering the commutative von Neumann algebra M = L∞[0, α), 0 < α 6 ∞, we
obtain the corresponding result for the symmetric function spaces.
Corollary 13.10. [23, Corollary 2.10] Let E be an order continuous symmetric function
space on [0, α), 0 < α 6 ∞. Then the function x is a smooth point of BE if and only if
its decreasing rearrangement µ(x) is a smooth point of BE, and either
(i) µ(∞, f) = 0, where f ∈ SE× induces the integral supporting functional of µ(x), or
(ii) supp(x) = [0, α) a.e.
Problem 5. Find relations between smooth points of the unit ball of E (M, τ) or CE,
and the unit ball of E, without assumption that E is order continuous. Consequently
characterize smoothness of E (M, τ) and CE for any symmetric function or sequence
space.
14. Strong smoothness
Given a normed space (X, ‖ · ‖), let x ∈ SX be a smooth point of BX and F be its
supporting functional. If for any sequence {Fn} ⊂ BX∗ the condition Fn(x) → 1 implies
‖Fn−F‖X∗ → 0 as n→∞ then x is called a strongly smooth point of BX , and we say that
F strongly supports x. A normed space X is said to be Fre´chet smooth if every x from
the unit sphere is a strongly smooth point. For these definitions and their applications we
refer to [27, 26].
Recall that x ∈ SX is a strongly extreme point of BX whenever ‖x±xn‖ → 1, {xn} ⊂ X,
implies that ‖xn‖ → 0 [72]. It is easy to observe that the functional F ∈ SX∗ which
strongly supports x ∈ SX , is a strongly extreme point of BX∗ . Indeed, let ‖F±Fn‖X∗ → 1,
for the sequence {Fn} ⊂ X∗. By the inequality |1 ± Fn(x)| = |(F ± Fn)(x)| 6 ‖F ±
Fn‖X∗‖x‖X , it follows that limn|1 ± Fn(x)| ≤ 1, and so limn |1 ± Fn(x)| = 1. Therefore
limn Fn(x) = 0 and limn(F − Fn)(x) = 1. By the assumption that F strongly supports x,
‖Fn‖X∗ = ‖F − (F − Fn)‖X∗ → 0, showing that F is strongly extreme point of BX∗ .
Strongly smooth points in the context of the spaces E (M, τ) or CE have been considered
only in [23]. The following results were obtained.
Proposition 14.1. [23, Proposition 3.2] Let E be order continuous. If x ∈ SE(M,τ)
is strongly smooth and the operator y ∈ SE×(M,τ) is such that the functional Φy(z) =
τ(zy), z ∈ E(M, τ), strongly supports x, then y is an order continuous element of E× (M, τ).
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Theorem 14.2. [23, Theorem 3.3] Let E be order continuous, the trace τ on M be σ-
finite and x ∈ SE(M,τ). If µ(x) ∈ SE is a strongly smooth point of BE then x is a strongly
smooth point of BE(M,τ).
Theorem 14.3. [23, Theorem 3.7] Let E be order continuous and M be non-atomic. If
x ∈ SE(M,τ) is a strongly smooth point of BE(M,τ) then µ(x) is a strongly smooth point of
BE.
Let us summarize the above results.
Theorem 14.4. [23, Theorem 3.8] Let E be order continuous, M be non-atomic and the
trace τ be σ-finite. Then x ∈ SE(M,τ) is a strongly smooth point of BE(M,τ) if and only if
µ(x) is a strongly smooth point of BE.
Considering the commutative von Neumann algebra M = L∞[0, α), 0 < α 6 ∞, we
obtain the following consequence of the previous theorem.
Corollary 14.5. [23, Corollary 3.9] Let E be an order continuous symmetric function
space. Then the function f is a strongly smooth point of BE if and only if its decreasing
rearrangement µ(f) is a strongly smooth point of BE.
The analogous result on strongly smooth points in CE can be proved using similar
techniques as in the case of E(M, τ). The proof of the next theorem is a good overview
of various strategies employed in [23]. By Lemma 13.4 applied for M = B(H) with the
canonical trace tr we have that |tr(x)| ≤ tr(|x|) for x ∈ C1 and tr(|xy|) ≤
∑∞
n=1 sn(x)sn(y)
for x, y ∈ B(H).
Theorem 14.6. [23, Theorem 3.11] Let E be an order continuous symmetric sequence
space and let x ∈ SCE . Then the sequence of singular numbers S(x) = {sn(x)} is a
strongly smooth point of BE if and only if x is a strongly smooth point of BCE .
Proof. Suppose first that x is a strongly smooth point of the unit ball BCE . We provide
the proof only for x ≥ 0, but this can be extended to an arbitrary x by [23, Lemma 2.1].
By Proposition 3.1 there exists a ∗-isomorphism V : E → CE for which V (S(x)) = x and
S(V (a)) = µ(a) for any a = {an} ∈ E.
Suppose that the functional Φy(z) = tr(zy), z ∈ CE, strongly supports x, where y ∈
SCE× . We will show that the functional F (a) =
∑∞
i=1 a(i)si(y), a = {a(i)} ∈ E, strongly
supports S(x). We have
1 = Φy(x) = |tr(xy)| ≤ tr(|xy|) ≤
∞∑
i=1
si(x)si(y) = F (S(x)) ≤ ‖S(x)‖E‖S(y)‖E× ≤ 1.
Hence F (S(x)) = 1. Moreover, since ∗-isomorphism V preserves the order, xV (S(y)) =
V (S(x)S(y)) ≥ 0 and
ΦV (S(y))(x) = τ(xV (S(y))) = ‖V (S(x)S(y))‖C1 = ‖S(x)S(y)‖ℓ1 =
∞∑
i=1
si(x)si(y) = 1.
By the uniqueness of the functional Φy supporting x, it follows that y = V (S(y)). Suppose
now that G(S(x)) =
∑∞
i=1 si(x)c(i) = 1, where G(a) =
∑∞
i=1 a(i)c(i), a = {a(i)} ∈ E, for
some c = {c(i)} ∈ SE×. It is not difficult to see that
∑∞
i=1 si(x)|c(i)| = 1, and so also∑∞
i=1 si(x)(|c(i)| + c(i))/2 = 1.
By the previous argument applied to xV (|c|) ≥ 0 and xV ((|c| + c)/2) ≥ 0 instead
of xV (S(y)) we can show that ΦV (|c|)(x) = τ(xV (|c|)) = 1 and V (|c|) = y, as well as
ΦV ((|c|+c)/2))(x) = τ(xV ((|c|+c)/2)) = 1 and V ((|c|+c)/2) = y. Hence V (|c|) = V (S(y)) =
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V ((|c| + c)/2) and since V is one-to-one |c| = S(y) = (|c| + c)/2. Consequently c = |c| =
S(y), proving that the functional F is a unique functional supporting S(x).
Suppose that Fn(x) =
∑∞
i=1 si(x)bn(i)→ 1, where bn = {bn(i)}∞i=1 and {bn}∞n=1 ⊂ BE×.
The goal is to show that then ‖Fn − F‖E∗ = ‖bn − S(y)‖E× → 0. If is clear that∑∞
i=1 si(x) |bn(i)| → 1. Since V as a ∗-homomorphism is positive, it follows that
xV (|bn|) = V (S(x))V (|bn|) = V (S(x) |bn|) ≥ 0, n ∈ N,
and
ΦV (|bn|)(x) = tr(xV (|bn|)) = ‖xV (|bn|)‖C1 = ‖S(x) |bn| ‖ℓ1 =
∞∑
i=1
si(x) |bn(i)| → 1.
Thus since x is strongly smooth,
‖S(y)− |bn| ‖E× = ‖V (S(y))− V (|bn|)‖CE× = ‖y − V (|bn|)‖CE×
= ‖Φy − ΦV (|bn|)‖E∗ → 0.
Now by (|bn| + bn)/2 ≥ 0 and
∑∞
i=1 si(x)(|bn(i)| + bn(i))/2 → 1, again it follows that
‖S(y)− (|bn|+ bn)/2‖E× → 0. Hence
‖S(y)− bn‖E× 6 ‖2S(y) − bn − |bn| ‖E× + ‖S(y)− |bn| ‖E× → 0,
which shows that S(x) is a strongly smooth point of BE .
It is known and standard to check that there are no strongly smooth points in ℓ1.
Therefore by the preceding argument, C1 has no strongly smooth points.
Suppose now that E 6= ℓ1, x ∈ CE , and S(x) is a strongly smooth point of BE. We will
show that x is a strongly smooth point of BCE . Let F (a) =
∑∞
i=1 a(i)b(i), a = {a(i)} ∈ E,
for some b = {b(i)} ∈ SE×, be a functional that strongly supports S(x). By [4, Theorem
2.3] and its proof, if S(x) is a smooth point of BE then x is a smooth point of BCE and
moreover, the functional Φy(x) = tr(xy) =
∑∞
i=1 si(xy) supports x, for y ∈ CE× , whose
sequence S(y) of singular numbers satisfies the condition si(y) = b(i), i ∈ N.
Suppose that Φyn(x) → 1, for the sequence {yn} ⊂ BCE× . Since by [44, Theorem
4.2 (iii)] S(xyn) ≺ S(x)S(yn) we have that
∑∞
i=1 si(xyn) 6
∑∞
i=1 si(x)si(yn) 6 1, and∑∞
i=1 si(x)si(yn)→ 1 as n→∞. Applying the assumption that S(x) is strongly smooth,
it follows that ‖S(y)−S(yn)‖E× → 0. One can also show that ‖S(y)−S ((y + yn)/2) ‖E× →
0. By the assumption E 6= ℓ1 we have E× 6= ℓ∞, and by [21, Lemma 1.3], yn tr→ y, that is
yn converges to y in measure.
Similarly as in the proof of Proposition 14.1, it can be shown that if F (a) =
∑∞
i=1 a(i)si(y),
a = {a(i)} ∈ E, is a functional that strongly supports S(x), then S(y) is order continuous
in E×. By E× 6= ℓ∞, the space CE× is well defined, and applying the analogous argument
as in the proof of Proposition 2.3 in [21], we can show that y is an order continuous element
of CE× . Finally, [21, Proposition 1.5] implies that ‖y − yn‖CE× → 0. Consequently, x is a
strongly smooth point of BCE and the proof is complete. 
Example 14.7. The space C1 has no strongly smooth points (see the proof of Theorem14.6).
Problem 6. Remove the assumption of order continuity of E in Theorems 14.4 and 14.6.
15. Exposed and strongly exposed points
Given a normed space (X, ‖ · ‖), an element x ∈ SX is called an exposed point of BX
if there exists a functional F ∈ SX∗ which supports BX exactly at x, i.e. F (x) = 1 and
F (y) 6= 1 for every y ∈ BX \ {x}. We then say that F exposes BX at x.
Let x ∈ SX be an exposed point of BX and suppose that the functional F exposes BX
at x. If F (xn)→ 1 implies ‖x− xn‖ → 0 for all sequences {xn} ⊂ BX , then x is called a
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strongly exposed point of BX and F strongly exposes BX at x. It is well known that every
(strongly) exposed point of BX is (strongly) extreme [86].
Indeed, suppose x is exposed point of BX , and F ∈ SX∗ exposes x. Let x = y1/2+y2/2,
for some y1, y2 ∈ BX . In view of |F (y1)| ≤ 1 and |F (y2)| ≤ 1,
2 = 2F (x) = F (y1 + y2) = F (y1) + F (y2) ≤ 2,
and so F (y1) = F (y2) = 1. Since F exposes x, y1 = y2 = x and x is an extreme point of
BX .
Let x be a strongly exposed point and F ∈ SX∗ be a functional strongly exposing x.
Suppose ‖x± yn‖ → 1 where {yn} ⊂ BX . Clearly, limnF (x± yn) ≤ 1. Moreover,
limnF (x+ yn) = limn(2F (x)− F (x− yn)) = 2− limnF (x− yn) ≥ 1.
Thus 1 ≤ limnF (x + yn) ≤ limnF (x + yn) ≤ 1, or limn F (x + yn) = 1. Since F strongly
exposes x, ‖yn‖ = ‖x− (x+ yn)‖ → 0 proving that x is a strongly extreme point of BX .
Exposed points were first defined by S. Straszewicz in 1935 in the case of finite-
dimensional spaces. The concept of strongly exposed points was introduced by J. Lin-
denstrauss in 1963. There is a connection between strongly exposed points and the
Radon-Nikody´m property. R. Phelps showed in 1974 that a Banach space X has the
Radon-Nikody´m property if every non-empty closed, bounded convex subset is contained
in a closed convex hull of its strongly exposed points. In a strictly convex Banach space all
points of its unit sphere are exposed, while in a locally uniformly convex Banach space all
points of its unit sphere are strongly exposed. More historical details, as well as references
to the facts given above can be found in [86].
Exposed and strongly exposed points in noncommutative symmetric spaces were con-
sidered first By J. Arazy in [4] in the case of unitary matrix spaces CE .
Theorem 15.1. [4, Theorem 4.1] Let E be a separable symmetric sequence space and
x ∈ SCE . Then x is an exposed (respectively, a strongly exposed) point of BCE if and only
if S(x) is an exposed (respectively, a strongly exposed) point of BE.
Although Theorem 4.1 in [4] was stated only for E 6= ℓ1, it remains true in case of
E = ℓ1. As pointed out in [4], the sets of extreme, exposed and strongly exposed points
coincide in the spaces E = ℓ1 or C1. These points have the following form
ext (Bℓ1) = {λen : |λ| = 1, n = 1, 2, . . . },
ext (BC1) = {〈·, e〉f : e, f ∈ ℓ2, ‖e‖ = ‖f‖ = 1}.
Hence by Theorem 5.1 on extreme points in CE, Theorem 15.1 is valid for E = ℓ1 as well.
Exposed and strongly exposed points of E(M, τ) were investigated in [24].
Theorem 15.2. [24, Theorem 3.5, Theorem 4.2] Let E be order continuous and x ∈
SE(M,τ). If µ(x) is an exposed (respectively, a strongly exposed) point of BE then x is an
exposed (respectively, a strongly exposed) point of BE(M,τ).
Theorem 15.3. [24, Theorem 3.11,Theorem 4.7] Let E be order continuous and M
be non-atomic. If x ∈ SE(M,τ) is an exposed (respectively, a strongly exposed) point of
BE(M,τ) then µ(x) is an exposed (respectively, a strongly exposed) point of BE.
Finally we state the main result of this section, which follows from Theorems 15.2 and
15.3.
Theorem 15.4. Let E be order continuous, M be non-atomic, and x ∈ SE(M,τ). Then x
is an exposed (respectively, a strongly exposed) point of BE(M,τ) if and only if µ(x) is an
exposed (respectively, a strongly exposed) point of BE.
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The next result is an immediate consequence of the previous theorem, taking forM the
commutative von Neumann algebra L∞[0, α).
Theorem 15.5. Let E be an order continuous symmetric function space. Then the func-
tion f is an exposed (respectively, a strongly exposed) point of BE if and only if its de-
creasing rearrangement µ(f) is an exposed (respectively, a strongly exposed) point of BE.
Problem 7. Remove the assumption of order continuity of E in Theorems 15.1, 15.4 and
15.5.
16. Kadec-Klee properties
A Banach space (X, ‖ · ‖) has the Kadec-Klee (KK) property if for any xn, x ∈ X,
whenever ‖xn‖ → ‖x‖ and xn → x weakly then ‖xn − x‖ → 0 as n → ∞. In the
literature this property appears under three different names, Kadec-Klee, Radom-Riesz or
H property. Early on J. Radon in 1913, and F. Riesz in 1929, proved that that property
holds for Lp spaces for 1 ≤ p <∞. M. I. Kadets and V. L. Klee used some versions of this
property to show that all infinite-dimensional separable Banach spaces are homeomorphic
[86].
Let (X, ‖ · ‖) be a Banach space and T be a linear topology on X weaker than the
norm topology. We say that X has the Kadec-Klee property with respect to T (for short
X ∈ (KK(T))) if for every x, xn ∈ X, xn → x in T and ‖xn‖ → ‖x‖ imply ‖xn − x‖ → 0
as n→∞.
Recall that the collection of sets for ǫ, δ > 0,
V (ǫ, δ) = {x ∈ S (M, τ) : τ(e|x|(ǫ,∞)) ≤ δ} = {x ∈ S (M, τ) : µ(δ, x) ≤ ǫ}
forms a base at zero for the measure topology Tm on S (M, τ). The measure topology
on S (M, τ) can be localized in the following way [31]. Let ǫ, δ > 0 and e ∈ P (M) with
τ(e) <∞. Then the family
V (ǫ, δ, e) = {x ∈ S (M, τ) : exe ∈ V (ǫ, δ)}
forms a neighborhood base at 0 for a Hausdorff linear topology on S (M, τ). This topology
is called the topology of local convergence in measure (denoted (lcm)). The sequence
{xn} ⊂ S (M, τ) converges locally in measure to x ∈ S (M, τ) if {exne} converges to exe
for the measure topology on S (M, τ), for all e ∈ P (M) with τ(e) <∞.
If N is a commutative von Neumann algebra, identified with L∞[0, α), α ≤ ∞ (see
Section 2.3 for details), then V (ǫ, δ) can be identified with the set of functions f ∈ L0[0, α)
for which m{t ∈ [0, α) : |f(t)| > ǫ} ≤ δ. Hence the measure topology in S (M, τ)
corresponds to the usual topology of convergence in measure in L0[0, α). It is also not
difficult to verify that given e = NχA , η(e) = m(A) < ∞, we have that Nf ∈ V (ǫ, δ, e)
whenever m{t ∈ A : |f(t)| > ǫ} ≤ δ. Hence Nfn → 0 in (lcm) is equivalent with
m{t ∈ A : |fn(t)| > ǫ} → 0 as n → ∞ for all ǫ > 0 and all measurable sets A with
m(A) < ∞. Hence in the commutative case the local measure topology corresponds to
the usual topology of local convergence in measure in the space L0[0, α).
Recall that the weak operator topology on B(H) [59] is the weak topology on B(H)
induced by the family of linear functionals wξ,η : B(H)→ C of the form
wξ,η(x) = 〈xξ, η〉, ξ, η ∈ H, x ∈ B(H).
Clearly the weak operator topology is weaker that the weak topology on B(H).
It is known that if M = B(H) and τ is a canonical trace, then for sequences bounded
in operator norm, convergence in (lcm) is precisely convergence for the weak operator
topology [31].
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Now we are ready to present the results on Kadec-Klee property in CE and in E(M, τ).
We start with two results by J. Arazy from 1981.
Theorem 16.1. [6, Theorem I] Let E be a separable symmetric sequence space. Then E
has KK property if and only if CE has KK property.
Theorem 16.2. [6, Theorem II] Let E be a separable symmetric sequence space. The
following two statements are equivalent.
(i) If a = {a(i)} ∈ E and {an} ⊂ E, where an = {an(i)}, satisfy ‖an‖E → ‖a‖E and
an(i)→ a(i) for all i ∈ N, then ‖an − a‖E → 0.
(ii) If x ∈ CE and {xn} ⊂ CE satisfy ‖xn‖CE → ‖x‖CE and xn → x in the weak
operator topology, then ‖xn − x‖CE → 0.
The next result relates KK(lcm) property of E and CE . Note that the componentwise
convergence of the sequence {an} ⊂ E appearing in condition (i) of Theorem 16.2 is
equivalent with the local convergence in measure on E. Moreover, the convergence in
the weak operator topology of the sequence {xn} ⊂ CE in condition (ii) of Theorem 16.2
coincides with the topology of local convergence in measure. It follows the corollary.
Theorem 16.3. [6, Theorem II] Let E be a separable symmetric sequence space. Then E
has KK(lcm) property if and only if CE has KK(lcm) property.
J. Arazy included a separate proof of [6, Theorem II] for the important special case of
the trace class C1, which did not involve the elaborate blocking technique.
The following results on KK properties were established for E(M, τ) spaces. It has
been shown in [15, Proposition 1.1] that if a symmetric function space E has either the
Kadec-Klee property or the Kadec-Klee property for local convergence in measure, then
E is separable. It is worth noting that the latter statement does not remain true if local
convergence in measure is replaced by convergence in measure. This was demonstrated on
the example of Lorentz spaces in [15, Corollary 1.3]. Therefore if the symmetric function
space E has KK then it is separable and by [14, Theorem 2.7] E(M, τ) has KK property.
On the other hand, if M is non-atomic then E is isometrically embedded in E(M, τ) by
Corollary 3.5, and so it inherits KK property from E(M, τ). Hence we have the following
result.
Theorem 16.4. [14, Theorem 2.7] If E has KK property then E(M, τ) has KK property.
If M is non-atomic then E has KK property if and only if E(M, τ) has KK property.
Using similar arguments as in front of Theorem 16.4, one can state Theorem 2.6 in [37]
without assuming that E is separable. Moreover, since every separable symmetric function
space is strongly symmetric [10, 68] we have the next theorem.
Theorem 16.5. [37, Theorem 2.6] If E has KK(lcm) property then E(M, τ) has KK(lcm)
property. If M is non-atomic then E has KK(lcm) property if and only if E(M, τ) has
KK(lcm) property.
The following criteria for norm convergence were established for CE and E(M, τ).
Recall again that in CE the convergence in weak operator topology is equivalent to the
local convergence in measure.
Theorem 16.6. [4, Theorem 3.1] Let E be a separable symmetric sequence space. If
x, xn ∈ CE then the following are equivalent.
(i) ‖xn − x‖CE → 0.
(ii) xn → x in weak operator topology and ‖S(xn)− S(x)‖E → 0.
(iii) xn → x weakly and ‖S(xn)− S(x)‖E → 0.
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Corollary 16.7. [37, Corollary 2.7] Let E be order continuous. If x, xn ∈ E(M, τ) then
the following are equivalent.
(i) ‖xn − x‖E(M,τ) → 0.
(ii) xn → x (lcm) and ‖µ(xn)− µ(x)‖E → 0.
The following convergent result was proved in [18] for non-atomic von Neumann alge-
gras, and extended to arbitrary von Neumann algebras in [17].
Proposition 16.8. [18, Proposition 3.2] [17, Proposition 1.1] Let E be order continuous.
If x, xn ∈ E(M, τ) then the following are equivalent.
(i) ‖xn − x‖E(M,τ) → 0.
(ii) xn
τ−→ x and ‖µ(xn)− µ(x)‖E → 0.
The space (E, ‖ · ‖E) is said to be locally uniformly monotone if for every ǫ > 0 and
every 0 ≤ x ∈ SE there exists δE(x, ǫ) > 0 such that ‖x + y‖E ≤ 1 + δE(x, ǫ) for y ∈ E
implies that ‖y‖E < ǫ. Equivalently, E is locally uniformly monotone whenever for every
x, {xn} ⊂ E if 0 ≤ x ≤ xn for all n ∈ N, and ‖xn‖E → ‖x‖E then ‖xn − x‖E → 0 as
n→∞.
It turns out that KK(lcm) property is equivalent to local uniform monotonicity in both
commutative and noncommutative spaces, E and E (M, τ), respectively.
Theorem 16.9. [37, Theorem 2.8] [15, Theorem 3.2] Le E be order continuous and
strongly symmetric. Consider the following properties.
(i) E has KK(lcm) property.
(ii) E(M, τ) has KK(lcm) property.
(iii) E is locally uniformly monotone.
(iv) E(M, τ) is locally uniformly monotone.
(v) If x, xn ∈ E, 0 ≤ µ(x) ≤ µ(xn), ‖xn‖E(M,τ) → ‖x‖E(M,τ) then ‖µ(xn)−µ(x)‖E →
0.
The implications (i) =⇒ (ii) and (i) =⇒ (iii) =⇒ (iv) are always true. If M is
non-atomic, (iv) =⇒ (v) and (ii) =⇒ (i). If E is separable then (v) =⇒ (iii) =⇒ (i).
Consequently, if M is non-atomic and E is separable then (i)− (v) are equivalent.
17. Uniform Kadec-Klee property
Let (X, ‖ · ‖) be a Banach space and T a linear topology on X weaker than the norm
topology. Then X is said to have uniform Kadec-Klee property with respect to T, denoted
by (UKK)(T), if for every ǫ > 0 there exists δ ∈ (0, 1) such that whenever x ∈ X
and {xn} ⊂ BX , xn → x(T) and infn 6=m ‖xn − xm‖ ≥ ǫ, then it follows that ‖x‖ < 1 − δ.
Equivalently, X has UKK(T) property whenever the (UKK)(T)-modulus of X, δTX(ǫ) > 0
for every ǫ > 0, where
δTX(ǫ) = inf{1− ‖x‖ : x = limn xn in T, ‖x‖ ≤ 1, ‖xn‖ ≤ 1, infn 6=m ‖xn − xm‖ ≥ ǫ}.
The uniform Kadec-Klee property with respect to the local convergence in measure was
studied by P. Dodds, T. Dodds and B. De Pagter in 1993 for E (M, τ), and by Y. P. Hsu
in 1995 for CE.
Theorem 17.1. [37, Theorem 3.1] If E has UKK(lcm) property then E(M, τ) has
UKK(lcm) property. If M is non-atomic then E has UKK(lcm) property if and only if
E(M, τ) has UKK(lcm) property.
50 M.M. CZERWIN´SKA AND A. KAMIN´SKA
Y. P. Hsu gave estimates for the UKK(T)-moduli of spaces E and CE . Recall that
pointwise convergence in a symmetric sequence space E coincides with the local conver-
gence in measure. Moreover, the convergence in the weak operator topology on CE is
also equivalent with the local convergence in measure. Hence Theorem 3.1 in [56] can be
formulated as follows.
Theorem 17.2. [56, Theorem 3.1] Let E be a symmetric sequence space. If E has
UKK(lcm) property then CE has UKK(lcm) property. Moreover if δ
m
E and δ
m
CE
denote the
corresponding (UKK)(lcm) moduli for E and CE respectively, then δ
m
CE
(ǫ) ≥ 12δmE
(
ǫ2
128
)
for ǫ > 0.
If E is a symmetric function space then uniform monotonicity is equivalent to E having
(UKK)(lcm) [99]. P. Dodds, T. Dodds and B. De Pagter in [37] showed that uniform
monotonicity of E transfers into E(M, τ). IfM is non-atomic, then using the embedding
of E into E(M, τ), Corollary 3.5, we also have that if E(M, τ) is uniformly monotone
then so is E. This combined with [55, Theorem 3.5], Corollary 12.8, Theorem 12.5 and
Theorem 12.6 yields the following. For the definition of the uniform monotonicity we refer
to Section 12.
Corollary 17.3. [20, Corollary 2.11] Consider the following properties.
(1) E has UKK(lcm) property.
(2) E(M, τ) has UKK(lcm) property.
(3) E is uniformly monotone.
(4) E(M, τ) is uniformly monotone.
(5) E is uniformly monotone.
(6) E(M, τ)+ is uniformly monotone.
(7) E(M, τ) is complex uniformly convex.
We have (1) =⇒ (2), (3) =⇒ (4), (5) =⇒ (6) and (1) ⇐⇒ (3) ⇐⇒ (5). If M is
non-atomic then (2) =⇒ (1), (4) =⇒ (3) and (6) =⇒ (5). Hence if M is non-atomic,
(1)− (6) are equivalent. If E is p-convex for some p > 1 then (5) =⇒ (7). Thus if M is
non-atomic and E is p-convex for some p > 1 then all conditions (1)− (7) are equivalent.
18. Banach-Saks properties
In geometry of Banach spaces an important role is played by (weak) Banach-Saks prop-
erty and its stronger versions like Banach-Saks p-property (BSp) and property (Sp). It is
said that a Banach space (X, ‖ · ‖) satisfies the Banach-Saks property (BS) if for every
bounded sequence {xn} in X, there is a subsequence {yj} such that its Cesa`ro means
converge, that is the sequence { 1m
∑m
j=1 yj} is convergent in norm.
A Banach space X is said to satisfy the weak Banach-Saks property (wBS) if every
weakly null sequence in X has a subsequence such that its Cesa`ro means converge in
norm, which implies that these means converge in norm to zero. It is well-known that a
Banach space has the BS property if and only if it is reflexive and it has the wBS property
[72].
W. B. Johnson introduced the following notion in [57]. Given 1 < p ≤ ∞, a Banach
space X has Banach-Saks type p-property (pBS) if every weakly null sequence {xn} in X
has a subsequence {yj} such that for some constant C > 0 and for all m ∈ N,∥∥∥∥∥∥
m∑
j=1
yj
∥∥∥∥∥∥ ≤ Cm1/p.
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Here m1/∞ = 1 for all m ∈ N. Clearly if X has pBS property then it has rBS property
for any 1 < r < p.
The stronger property (Sp) was introduced by H. Knaust and T. Odell in [67]. It is
said that X has property (Sp), 1 < p ≤ ∞, if every weakly null sequence {xn} in X has a
subsequence {yj} so that there is a constant C > 0 such that for all m ∈ N and all real
sequences a = {a(n)} ∈ ℓp, ∥∥∥∥∥∥
m∑
j=1
a(j)yj
∥∥∥∥∥∥ ≤ C‖a‖p,
where ‖a‖p is a norm in ℓp.
It is clear that Sp =⇒ pBS =⇒ wBS for all 1 < p ≤ ∞. The Elton c0-theorem [1,
Theorem III.3.5] states that ∞BS ⇐⇒ S∞. In general, the two properties pBS and Sp
are not equivalent if 1 < p < ∞ [66], however S. Rakov [88, Theorem 3] showed that if
1 < q < p <∞, then pBS implies Sq.
For a Banach space X we define the following set
Γ(X) = {p ∈ (1,∞] : X satisfies pBS-property}.
Banach-Saks properties and in particular the set Γ(X) have been studied in general re-
arrangement invariant spaces as well as in specific symmetric spaces like Orlicz, Lorentz
or Marcinkiwicz spaces (e.g. [41, 88, 89]). Recall that Γ(ℓp) = (1, p] for 1 < p < ∞, and
Γ(c0) = Γ(ℓ1) = (1,∞]. The space ℓ∞ does not have (wBS) property, so Γ(ℓ∞) = ∅. Any
separable sequence Orlicz space ℓφ, or a separable part hφ of a nonseparable Orlicz space
ℓφ has wBS [89]. For a sequence Orlicz space ℓφ, whenever ℓφ is reflexive, we have that
(1, α0φ) ⊂ Γ(ℓφ) ⊂ (1, α0φ], where α0φ is the lower Matuszewska-Orlicz index around zero.
Moreover BSp and Sp are equivalent in ℓφ for any 1 < p ≤ ∞ [66]. In [61] the similar
result was also proved in Musielak-Orlicz sequence space ℓΦ. It was also shown there that
ℓΦ has the wBS property if and only if it is separable, and that the Schur and ∞BS
properties coincide in ℓΦ.
The main results on Banach-Saks properties in spaces E (M, τ) or CE are contained in
[5, 38, 76].
Some methods used by P. Dodds, T. Dodds and F. Sukochev in noncommutative spaces
[38] in 2007, are generalizations of the analogous methods in function spaces. The following
variant of Kadec-Pe lczyn´ski result holds in noncommutative spaces.
Proposition 18.1. [38, Corollary 2.5] Let Y ⊂ E (M, τ) be a closed subspace. Then
either (i) the norm topology from E (M, τ) on Y coincides with the measure topology,
or (ii) there exist {yn} ⊂ Y with ‖yn‖E(M,τ) ≤ 1, and a two-sided disjointly supported
sequence {dn} ⊂ E (M, τ) such that ‖yn − dn‖E(M,τ) → 0.
It is also shown there that in E (M, τ) the subsequence splitting principle is satisfied,
that is for each bounded sequence in E (M, τ) there is a subsequence which is approxi-
mated in norm by the sum of two sequences, from which one consists of equimeasurable
elements and another one contains two-sided disjoint operators. This implies a noncom-
mutative analogue of the Komlo´s theorem.
Theorem 18.2. [38, Theorem 2.8] Assume E has the Fatou property and {xn} ⊂ E (M, τ)
is bounded. Then there exists y ∈ E (M, τ) and a subsequence {yn} ⊂ {xn} such that for
any further subsequence {zn} ⊂ {yn}, limn
∑n
k=1 zk/n = y in measure topology.
Theorem 18.3. [38, Theorem 2.13] Let E satisfy the Fatou property and let M be non-
atomic.Then E (M, τ) has wBS property if and only if each weakly null two sided disjoint
sequence {xn} ⊂ E (M, τ) contains a subsequence {yn} such that the Cesa`ro means of any
{zn} ⊂ {yn} tend to zero in norm.
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The next result lifts wBS property from E to E (M, τ).
Theorem 18.4. [38, Theorem 2.14] Let E satisfy the Fatou property. If E has wBS
property then E (M, τ) has also this property. If in addition M is non-atomic then the
converse statement holds true.
In the case of the unitary ideals CE a stronger version was proved by J. Arazy in 1981.
Theorem 18.5. [5, Corollary 3.6] Let E be a symmetric separable sequence space. Then
CE has the BS property (respectively, the wBS property) if and only if E has the BS
property (respectively, the wBS property).
The main result on BSp property requires additional assumptions on convexity and
concavity of E.
Theorem 18.6. [38, Proposition 3.2] If E is p-convex and q-concave for some 1 < p ≤
2 ≤ q <∞, then E (M, τ) has the p-Banach-Saks property.
Proof. Under our assumptions on p, q and E, there exists on E an equivalent symmetric
norm with moduli of p-convexity and q-concavity both equal to 1 (compare [74, Proposition
1.d.8]). Thus we may assume that E has these both moduli equal to 1. It then follows
from [110] that E (M, τ) has type p. We complete the proof by the result in [89] stating
that if a Banach space is of type p, 1 < p ≤ 2, then it has the p-Banach-Saks property. 
Since the space Lp, 1 ≤ p < ∞, is p-convex and p-concave, it follows from Theorem
18.6 that the noncommutative space Lp (M, τ) has min{p, 2}BS property.
The next results are strictly related to Banach-Saks properties. The first one is the
extension of classical Schlenk theorem.
The noncommutative version of equiintegrability is defined as follows. For a bounded
set K ⊂ E (M, τ) we say that K is E-equiintegrable if supx∈K{‖enxen‖E(M,τ)} → 0 for
every system {en} ⊂ M of projections with en ↓ 0.
Theorem 18.7. [38, Corollary 3.7] Suppose that E has the Fatou property and that M
is non-atomic. If {xn} ⊂ E (M, τ) is weakly null and E-equiintegrable, then {xn} con-
tains a Banach-Saks subsequence {yn}, that is limmm−1‖
∑m
j=1 zj‖E(M,τ) = 0 for every
subsequence {zj} ⊂ {yn}.
Theorem 18.8. [38, Theorem 3.9] Suppose that M is non-atomic. If E is p-convex
and q-concave for some 1 < p < 2 ≤ q < ∞, then each weakly null, E-equiintegrable
sequence {xn} in E (M, τ) contains a strong p-Banach-Saks subsequence {yn}, that is
limmm
−1/p‖∑mj=1 zj‖E(M,τ) = 0 for any subsequence {zj} ⊂ {yn}.
Given a closed subspace X of E (M, τ), a sequence {xn} ⊂ X is called almost disjointly
supported if there exists a two sided disjointly supported sequence {yn} ⊂ E (M, τ) such
that ‖xn − yn‖E(M,τ) → 0.
Proposition 18.9. [38, Proposition 3.12] Suppose that E is p-convex and q-concave for
some 1 < p < 2 ≤ q <∞, M is non-atomic and X ⊂ E (M, τ) is a closed linear subspace.
If X does not have the strong p-Banach-Saks property, then X contains a seminormalised
almost disjointly supported sequence which converges to zero in measure.
The Boyd indices of a symmetric space E on [0, α), 0 < α ≤ ∞ are nontrivial, i.e.,
1 < pE ≤ qE <∞ if and only if E is an interpolation space between Lr[0, α) and Lq[0, α)
for some 1 < r < q <∞ [74]. For such spaces E more specialized Banach-Saks properties
have been studied in [76]. As an example let us state the result below. We say that E has
the disjoint pBS property if every weakly null disjointly supported sequence in E has a
p-Banach-Saks subsequence. Clearly if E satisfies an upper p-estimate, then E has disjoint
pBS property.
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Theorem 18.10. [76, Theorem 12] Let E be a symmetric separable space which is inter-
polation between Lr[0, τ(1)) and Lq[0, τ(1)), 1 < r < q < ∞. Let β = min{r, 2}. Assume
also that E has the disjoint βBS property and that M is non-atomic. Then E (M, τ) has
the βBS property as soon as either M = R is hyperfinite or E is D∗convex.
Problem 8. (i) Characterize property Sp for spaces E (M, τ) and CE .
(ii) Find the relationship bewteen the intervals Γ(E (M, τ)) or Γ(CE), and the interval
Γ(E) .
19. Radon-Nikody´m property
Let X be a Banach space and K ⊂ X be closed, bounded and convex. Then K is said to
have the Radon-Nikody´m property (RNP ) if for any finite measure space (Ω,Σ, µ) and any
X-valued measurem on Σ that is absolutely continuous with respect to µ,m(A)/µ(A) ∈ K
for all A ∈ Σ with µ(A) > 0 implies that there is an f ∈ L1(µ,X) such that for all A ∈ Σ,
m(A) =
∫
A f dµ. We say that X has RNP whenever every closed, bounded and convex
subset of X has the RNP . It is well known that the spaces L1[0, 1] and c0 do not have the
RNP , and therefore any Banach space that contains a subspace isomorphic to either L1
or c0 do not possess the RNP . On the other hand every reflexive space or a space which
is dual and separable has the RNP . We refer to the book by Pei-Kee Lin [72] for details
on the Radon-Nikody´m property.
Q. Xu proved the following result in 1992.
Theorem 19.1. [112] Let E have the RNP . Then E (M, τ) has the RNP . Similarly if
E is a symmetric sequence space with the RNP then the unitary ideal CE has the RNP .
Proof. We give only a sketch of the proof. If E, a function or sequence space, has the RNP
then E cannot contain an order isomorphic copy of c0, and it follows from Proposition 1.3
that E is order continuous (equivalently separable), and it satisfies the Fatou property.
From the Fatou property we have that E×× = E. Observe that for any symmetric
sequence space E the subspace Ea is always non-trivial since any unit vector φn belongs
to Ea. Recall that φn = {φn(i)} with φn(i) = 0 if i 6= n and φn(n) = 1, n ∈ N. Therefore
if E is a symmetric sequence space then F = (E×)a is a non-trivial symmetric sequence
space and such that F ∗ = [(E×)a]
∗ = (E×)× = E. Now since F is separable, Theorem
12.2 in [49] implies that (CF )
∗ = CF ∗ . Thus we get
CE = (CF )
∗,
which means that CE is a dual space. If in addition we assume that the Hilbert space H
is separable then CE must be separable [80, Proposition 1, Theorem 2], and so it must
satisfy the RNP . In the case when H is not separable the proof for CE or E (M, τ) goes
along the similar line but it is more involved. In particular the spaces E (M, τ) or CE do
not need to be separable even though E is separable. 
In view of Corollary 3.5 that states when E is isomorphically embedded either in
E (M, τ) or CE, we get the converse of the above result.
Theorem 19.2. If M is non-atomic and E (M, τ) has the RNP then E has also this
property. For any symmetric sequence space E, if CE has the RNP then E has this
property too.
Let {ei,j} denote the sequence of standard unit matrices for i, j ∈ N, that is ei,j(k, l) =
δi,k · δj,l, where δi,k = 0 if i 6= k and δi,i = 1 for i, k ∈ N. The n’th shell-subspace is
defined as Sn = span{ei,j : max{i, j} = n}, n ∈ N. The sequence {Sn} is called the
shell decomposition, and it is a monotone Schauder decomposition for CE. For details on
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Schauder bases in Banach spaces we refer to [51, 73]. We finish with a list of equivalent
conditions for RNP of CE in the case when E is separable, due to J. Arazy.
Theorem 19.3. [5, Proposition 3.7] The following eight properties are equivalent for every
symmetric separable sequence space E.
(1) E does not contain a subspace isomorphic to c0.
(2) E has the RNP .
(3) The unit vector basis of E is boundedly complete.
(4) E is a dual space.
(5) CE does not contain a subspace isomorphic to c0.
(6) CE has the RNP .
(7) The shell decomposition of CE is boundedly complete.
(8) CE is a dual space.
20. Stability in the sense of Krivine-Maurey
J. L. Krivine and B. Maurey introduced the notion of stable Banach spaces in [69] in
1981. They proved that any stable space contains an almost isometric subspace of ℓp,
1 ≤ p < ∞. They also proved that any subspace of ℓp or Lp[0, α), 0 < α ≤ ∞, is stable.
It is well known that any finite-dimensional or Hilbert space is stable, while c0 is not
stable [51]. The Orlicz-Bochner space Lϕ(X) over the probability measure space is stable
whenever ϕ satisfies condition ∆2 , that is the Orlicz space Lϕ is separable, and a Banach
space X is separable and stable [46, Theorem 16]. The Bochner-Lorentz spaces Lp,q(X),
1 ≤ p, q < ∞, are stable if the Banach space X is stable [91]. A generalization of this
result to the Lorentz space Λp,w for 1 ≤ p < ∞ and the weight w decreasing, has been
done by Yves Raynaud in his doctoral thesis.
Since c0 is not stable, a symmetric space E cannot be stable whenever it contains an
isomorphic copy of c0. Thus any stable space E must be separable by Proposition 1.2.
Let E be an order continuous symmetric Banach sequence space. Then {φn} forms a
symmetric basis in E. In [7], J. Arazy studied basic sequences in unitary matrix spaces
CE . In Theorem 2.4 and Corollary 2.8 in [7] it was proved that every basic sequence
in CE has a subsequence equivalent to a basic sequence in ℓ2 ⊕ E. This result and its
several variants is a powerful method in reducing the studies of properties that depend
on asymptotic behavior of sequences in CE to analogous properties in E. Stability in the
sense of Krivine-Maurey is one of such properties.
Definition 20.1. A Banach space (X, ‖ · ‖) is said to be stable (in the sense of Krivine-
Maurey) if for every pair {xn} and {yn} of bounded sequences in X and for every pair of
ultrafilters U and V on the set of natural numbers N, one has
(20.1) lim
m,V
(
lim
n,U
‖xn + ym‖
)
= lim
n,U
(
lim
m,V
‖xn + ym‖
)
.
The next result by J. L. Krivine and B. Maurey states the equivalent condition for
stability which does not use ultrafilters.
Proposition 20.2. [69] A Banach space (X, ‖ · ‖) is stable if and only if for every pair
{xn}, {yn} of bounded sequences in X,
(20.2) inf
n>m
‖xn + xm‖ ≤ sup
n<m
‖xn + xm‖.
Proposition 20.3. [52, Theorem 1] Every stable Banach space is weakly sequentially
complete.
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The next corollary follows from Proposition 3.7 in [5] and the fact that c0 is not weakly
sequentially complete.
Corollary 20.4. Let E be a symmetric separable sequence space. If E is stable then
CE does not contain a subspace isomorphic to c0, and the shell decomposition of CE is
boundedly complete.
The main result lifting the property of stability from E to CE was obtained indepen-
dently by J. Arazy [7] and Y. Raynaud [92].
Theorem 20.5. Let E be a symmetric separable sequence space. Then E is stable if and
only if CE is stable.
Here we use the fact that E is an isometric subspace of CE (see Proposition 3.1) and
clearly stability is inherited by subspaces, so if CE is stable then E is stable. The non-
trivial proof is in the opposite direction. The proof is based on Propositions 20.2, 20.3,
Corollary 20.4 and two technical lemmas.
In 1997 Marcolino Nhany found a necessary and sufficient condition for stabilty of
noncommutative Lp(M, τ) spaces.
Theorem 20.6. [82, La The´ore`me principale] The following properties are equivalent.
(1) The von Neumann algebra M is of type I.
(2) Lp(M, τ) is stable for all 1 ≤ p <∞.
(3) There exists 1 ≤ p <∞, p 6= 2, such that Lp(M, τ) is stable.
Remark 20.7. The semifinite von Neumann algebra M is always of type I or type II. For
precise definition of types of von Neumann algebra we refer to [105].
Problem 9. Assume E is stable and M is of type I. Is the space E (M, τ) stable?
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