This paper extends the theory of trust region subproblems in two ways: (i) it allows inde nite inner products in the quadratic constraint and (ii) it uses a two sided (upper and lower bound) quadratic constraint. Characterizations of optimality are presented, which have no gap between necessity and su ciency. Conditions for the existence of solutions are given in terms of the de niteness of a matrix pencil. A simple dual program is introduced which involves the maximization of a strictly concave function on an interval. This dual program simpli es the theory and algorithms for trust region subproblems. It also illustrates that the trust region subproblems are implicit convex programming problems, and thus explains why they are so tractable.
The duality theory also provides connections to eigenvalue perturbation theory. Trust region subproblems with zero linear term in the objective function correspond to eigenvalue problems, and adding a linear term in the objective function is seen to correspond to a perturbed eigenvalue problem. Some eigenvalue interlacing results are presented.
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INTRODUCTION
Calculation of the step between iterates in trust region numerical methods for minimization problems, involves the minimization of a quadratic objective function subject to a norm constraint. This trust region subproblem is (P ) min (y) := y t By ? 2 t y subject to Ay = b y t Dy ; y 2 < n ; where: 2 < n ; B 2 < n n is symmetric; A is m n; b 2 < m ; D is a positive de nite scaling matrix; and > 0 is the trust region radius. The objective function provides a quadratic model of a merit function, while the linear constraint Ay = b is a linear model of possibly nonlinear constraints. Note that the trust region quadratic constraint has the implicit, or hidden, constraint 0 y t Dy; while a positive yields the standard generalized Slater constraint quali cation of convex programming.
By representing the linear constraint Ay = b as y =ŷ + Zw, where the range of Z is equal to the null space of A, andŷ is a particular solution of Ay = b, we can eliminate this linear constraint. Moreover, we can also eliminate the scaling matrix D and use complementary slackness to get the simpli ed problem:
(P E ) min (y) := y t By ? 2 t y subject to y t y = 1; y 2 < n :
Trust region problems have proven to be very successful and important in both unconstrained and constrained optimization. The theory, algorithms and applications have been described in many papers and textbooks, see e.g. 3, 9, 6, 11, 23, 24, 29, 30, 13, 12, 32] . A well known algorithm, for numerically approximating a global minimum, is given in e.g. 13, 26] . Other numerical algorithms are presented in 15, 12] . Recently, the trust region subproblem, with the additional linear constraint Ax = b, has been employed as the basic step in the a ne scaling variation of interior point methods for solving linear programming problems, see e.g. 7, 2, 34] . A ne scaling methods for general quadratic programming problems, which solve a trust region subproblem at each step, are given in e.g. 16] . In addition, many continuous relaxations of discrete optimization problems result in norm constraints and therefore trust region subproblems arise, see e.g. 22] for a survey.
Generalizations of (P) are also important. Subproblems with two trust region constraints appear in sequential quadratic programming (SQP) algorithms, see e.g. 4, 39, 36] . In 36] , an algorithm is presented that treats the two trust region problem by restricting it to two dimensions. More recently, 40] treated the two trust region problem using a parametric approach and assuming positive de niteness of the objective function. (In both 39, 40] , the condition that B? C is positive de nite for some , where C is the Hessian for the second trust region constraint, is very important. This condition is studied here for the inde nite case and shown to be equally important.) Two trust region subproblems also appear in parametric identi cation problems, see e.g. 21, 17] . Moreover, it is often useful to consider modelling the general nonlinear programming problem using quadratic approximations for both the objective function as well as for the constraints, see e.g. 5, 27] . Such problems have up to now been considered too di cult to solve without further modelling using linear approximations for the constraints. One reason for this is that the quadratic approximations can result in inde nite Hessians for the objective function as well as for the constraints, resulting in possible unboundedness and infeasibility problems.
The success of trust region methods depends in part on the fact that one can characterize, and hence numerically approximate, the global minimum of the subproblem (P ). The characterization, which has no gap between necessity and su ciency, is independent of any convexity assumptions on the quadratic function ; that is, B can be inde nite. The choice of the scaling matrix D can be very important. It is currently restricted to be positive de nite in order to maintain tractability of the subproblem, but it would be advantageous and important to allow a larger class of matrices in order to obtain scale invariance; see e.g. p. 59 in 9]. Of more interest and importance is the fact that the feasible set fy : y t y = 1g in (P E ) being nonconvex does not present a problem in the characterization of optimality. Note that we can add k(y t y ? 1); k > 0, to the objective function without changing the optimum. Thus if k is large, then the objective function becomes convex. This means that we can assume that the objective function is convex if desired. However, this is no longer true if the constraint y t y = 1 is changed to an inde nite constraint.
In case = 0 (no linear term) the stationary points of the trust region subproblem correspond to the eigenvalues of B. In 31] , the authors related stationarity properties of (P) to spectral properties of the parametric border Hence, the above perturbation of B has, as an analog, the perturbation of the purely quadratic function y t By by the linear term ?2 t x in (P).
Other connections between trust region problems and eigenvalue problems are known in the literature. If one considers a symmetric perturbation in (1.1), then connections with the trust region problem are studied in 28] and show up in the theory of divide and conquer algorithms for symmetric eigenvalue problems; see e.g. 1]. Moreover, the algorithms in 13, 26] are based on nding a Lagrange multiplier smaller than the smallest eigenvalue of B, and therefore guaranteeing positive de niteness of the Hessian of the Lagrangian. The success and importance of trust region methods in both unconstrained and constrained optimization can be attributed to the fact that the subproblems can be solved very e ciently and robustly, which can be attributed to their being implicit eigenvalue problems.
In the present work we shall consider generalizing (P) in two ways and relating these trust region subproblems to eigenvalue perturbation theory. The ellipsoidal constraint y t Dy is replaced by a two sided constraint, while the positive de nite scaling matrix D is replaced by a possibly indenite matrix C. Speci cally, we shall consider the problem (P) min (y) = y t By ? 2 t y subject to y t Cy ; y 2 < n ; where B and C are symmetric matrices with no de niteness assumed, and ?1 1. The motivation for this paper is to extend the existing theory of trust region subproblems (in light of the above discussion on applications) in the hope that this will be a step in the direction of solving general problems with quadratic objectives and quadratic constraints. Note that unlike the de nite case, a change of variables will not reduce the problem to the form (P). Moreover, it is not clear that solving the equality constrained problem is equivalent to solving the inequality constrained problem, along with a complementary slackness condition. then the equality constrained problem y t Cy = 1 is bounded below while the inequality case, with = ?1; = 1, is unbounded.
Inde nite quadratic constraints arise when considering inde nite inner product spaces or Minkowski spaces, see e.g. 14, 8] . In this case, the generalized distance function, or norm, arising from the inde nite inner product, can be 0 and/or complex valued. The two sided constraint is a step toward the solution of problems with two quadratic constraints and generalizes the standard problem where the left hand side constraint is implicitly understood to be 0:
The paper is organized as follows. In Section 2 we shall give necessary and su cient optimality conditions for (P), as well as a general existence theorem. Then in Section 3 a further analysis is undertaken. We transform (P) to a \standard form" where the matrix pencil B ? C satis es a certain regularity condition, and use this form in order to catalog the various conditions under which an optimum for (P) can exist.
In Section 4, we apply our results in order to obtain spectral information regarding the completely general parametric border perturbation of B given by A(t) = B u v t t ! ; (1.2) under the assumption that the spectral decomposition of B is known. In Section 5 we present a general dual program for (P). This dual program is a true concave maximization problem and shows that these trust region subproblems are implicitly convex. Moreover, the dual program provides bounds on the optimal value of (P). This provides stopping criteria for algorithms for (P) based on duality gap considerations.
We conclude with an appendix to show how the algorithm and results in 13, 26] can be extended to our more general two sided inde nite trust region subproblems. Note that an interior point primal-dual algorithm, based on the duality theory given here, is presented in 37]. We have the following theorem, which extends a result of Gay 13] and Sorensen 29] , where C was assumed to be positive de nite and = 0 < is implicitly assumed; see also Fletcher 9] . Our theorem does not tell us when problem (P) possesses a minimizing point, but rather, it tells us when a given feasible point yields a minimum. There is no gap between the necessary and su cient optimality conditions and there is no assumption on boundedness of the feasible set or the objective function. The three optimality conditions are respectively: stationarity; nonnegative de niteness; and complementary slackness and multiplier sign. Case (iii): Suppose that y t Cy = . Then the conclusion follows similarly to case (ii).
This proves the \if" part. Also, the \furthermore" part of the theorem now follows easily as well. Now consider the necessity part of the statement. If Cy = 0, then the constraint quali cation implies that we have an unconstrained problem and the optimality conditions hold trivially with = 0. Otherwise, we again need to consider the same three cases. For case (i), we again conclude that the quadratic function must be convex. Therefore we can choose = 0 to satisfy the optimality conditions. For case (ii), we associate with the constraint the (isotropic) cone K = fw 2 < n : w t Cw = 0g:
(Note that the standard linear independence constraint quali cation holds, since Cy 6 = 0 by the constraint quali cation assumption.) Suppose that y solves (P). By di erentiating the Lagrangian function with respect to y, we obtain the Lagrange equation (2.1) as a rst order necessary condition for optimality. Hence there exists 0 such that (2.1) holds, and it only remains to verify the second order condition (2.2). Let us denote by T y the set of tangent directions to the constraint at y; that is, T y = fw 2 < n : w t Cy = 0g:
The standard second order conditions state that B ? C is positive semidefinite on T y . Now let v 2 < n be a direction such that v 6 2 K T y :
For each such v, we can construct a feasible point z = y + v, where 6 = 0 and z t Cz = . In order to accomplish this, consider the solvability of the equation has the required properties.
Note that the value of the Lagrangian at a feasible point satisfying (2.6) is equal to the value of the objective function at that point. Moreover, the Lagrangian is a quadratic and so the second order Taylor (2.13) Since the set K has no interior points, by analyticity of the function y t Cy, we see that (2.13), the standard second order conditions on T y , and a continuity argument yield (2.2).
Case ( Proof: If y 6 = 0, then the result follows from the nonsingularity of C and Theorem 2.1. If y = 0, then necessarily we have = 0, the optimal value = 0, and 0 . Since we cannot have both and equal to 0, we can assume without loss of generality that < 0. Therefore optimality implies that the system y t Cy < 0; y t By < 0 is inconsistent. The result now follows from the theorem of the alternative in Lemma 2.3 in 38].
2 Before stating our main existence result (Theorem 2.2 below), we distinguish between two subcases of (2.14):
We say that we are in the regular case or the positive de nite pencil case provided that (P) is feasible and 2 We now have the following result regarding the existence of a minimizing point for problem (P). Theorem 2.2 Consider problem (P) with C nonsingular.
1. If (P) possesses a minimizing point and maxfj j; j jg > 0, then condition (2.14) holds.
2. Conversely, assume that (P) is feasible, (2.14) holds, and both and are nite. Then we have the following: In this section we treat the special case of (P) where C is nonsingular and = = 1, i.e. we have the single constraint problem min (y) := y t By ? 2 t y subject to y t Cy = 1; y 2 < n :
The results will be used in our analysis of eigenvalue perturbations.
THE REGULAR CASE
The condition (2.15) implies that there exists a nonsingular real n n matrix T such that T t BT = D and T t CT = S are both diagonal. , feasibility of (P) is equivalent to n b > 0.
We now introduce the problem (P T ) min T (x) := x t Dx ? 2 t x subject to x t Sx = 1: Upon identifying y = Tx and = T t ; it is easy to check that (y) = T (x) and y t Cy = x t Sx: Furthermore, it is clear that in the regular case, the problems (P) and (P T ) have the same Lagrange multiplier set , and for each Lagrange multiplier we have ( ) = T T ( ); where T ( ) denotes the set of stationary points of problem (P T ) belonging to . Finally, it will be convenient to write Whenever the regular case holds, we can accomplish this transformation of (P) to (P T ), which we say is a problem in standard form. The regular case of the standardized problem will now be discussed. Hence we shall assume that (P T ) is feasible (i.e. n b > 0) and 9^ 2 < s:t: D ?^ S 0:
Two subcases of (3.1) are going to be considered. These will be referred to as the \easy" and \hard" subcases. It is now clear that in the easy subcase of (3.1), 2 () f T ( ) = 0; (3.10) in which case x , as given by (3.5) , is the unique associated stationary point. Since n b > 0 (feasibility of (P T )), the assumption that (3.1) holds implies that either n a > 0 and ? d a na < d b nb (3.11) or n a = 0: (3.12) (See Figures 1 and 2 for plots of g T for the above 2 cases, respectively.) If (3.14)
We summarize the above discussion in the following. We now can give the following existence and uniqueness result for the easy case. It includes a necessary and su cient condition for the simultaneous existence of a maximizing point and a minimizing point for (P). of the preceeding discussion, we see that there exists at least one Lagrange multiplier~ (that is, a critical point of g T ( )) such that g 00 T (~ ) > 0. In particular, there must be such a number in the interval (d b 1 ; 1). However, in view of the preceeding theorem, the corresponding stationary point x~ does not give a maximum for problem (P T ). In fact, in Example 4.1 below, it will be seen that x~ need not even give a local maximum.
We conclude the discussion of the easy subcase with a key lemma that will be used in the sections below. The lemma also provides a (concave) dual program. The lemma asserts that in the easy case, the values of the secular antiderivative at its critical points (which are the Lagrange multipliers) equal the values of the objective functions of (P) and its standardization at the corresponding set of stationary points. A variant of this result can be found in 11]; see also 31]. The proof is by direct substitution, and is omitted. The above results yield the following dual program, i.e. the optimal values of the primal and dual are equal. The details will be presented in Section 5.
DUAL PROGRAM max g T ( ) subject to B ? C 0
THE HARD SUBCASE
In this subcase of (3.1), we assume feasibility and the following condition:
is orthogonal to N(D ? S) 6 = 0; for some 2 <: x i = 0 8i 6 2 a ? a : Since certain components x i may be nonzero for i 2 a ; i 6 2 ? a , the set of vectors x obtained in this way is a submanifold of < n?1 , with x being unique in the special case where g 0 T (d a na ) = 0.
THE IRREGULAR CASE
In the irregular case it may be that (P) cannot be transformed into standard form. Nevertheless, we will study the irregular case of the standard form problem (P T ). We therefore will be assuming that 9^ 
NONSYMMETRIC EIGENVALUE PERTUR-BATIONS
We wish to obtain spectral information about the real n n parametric border perturbation of B given by ( where the number of ?1's is n + and the number of 1's is n ? .
We associate with A(t) the following problem in < n , where n = n + + n ? : The next theorem follows from the discussion in Subsection 3.1.1. (Only the minimization version is stated here; the maximization version is analogous.) The theorem gives su cient conditions for realness of the spectrum of A(t), and describes the associated interlacing. From the graphical analysis of this function, one can prove the classical result that for every value t, the spectrum of B interlaces that of A(t). 
A GENERAL DUAL PROGRAM
We now return to studying the general program (P):
(P) min (y) = y t By ? 2 t y subject to y t Cy ; y 2 < n :
In this section we derive a dual problem for (P) which is a true concave maximization programming problem. This illustrates that (P) is an implicit convex program and shows why the global minimum can be characterized and found. In fact, it is also shown that Lagrangian duality holds without any duality gap. i.e. this and (5.8) yields (5.5). Attainment follows directly from Theorem 2.1. 2 The equality (5.4) provides the standard Lagrangian dual program without any duality gap, while the second equality (5.5) provides a quadratic program type dual. Both duals have no duality gap and both duals are maximizing a concave function over a convex set and so illustrate that the trust region subproblems are implicit convex programs. The constraint quali cation avoids trivial exceptional cases such as minimizing x subject to x 2 0: Unfortunately, it can rule out cases where or is 0 and 0 is optimal for (P) as well as being an unconstrained minimum for , e.g. when = 0; = 0; B 0. The key observation is that there is no duality gap for the above dual programs. Therefore, we can use a dual algorithm to nd the optimal Lagrange multiplier and then worry about the primal optimum point.
The hard case illustrates the di culty that can arise in duality, i.e. a Lagrange multiplier may exist such that the dual is attained, but the in mum of the Lagrangian may not be attained at a feasible point of the original primal problem.
We can obtain a duality result with only one multiplier. Moreover, in the easy case, the maximum is attained, while in the hard case it is attained for with B ? C positive semide nite and possibly singular.
Proof: From the three cases in Theorem 2.1, we see that at least one side of the constraint of (P) can be discarded. Therefore we can assume that at least one of or ! is 0 in Theorem 5.1. This yields (5.11). Attainment also follows directly from Theorem 2. 2 Note that in the standard version of (P), we could just as well choose < 0, which implies that the constraint quali cation is automatically satis ed.
APPENDIX
We now follow some of the development in 26] and outline an algorithm for (P) which exploits the Cholesky factorization of B ? C. (See Algorithm 6.3 below.) We assume that C is nonsingular and that the regular case holds, i.e. there exits such that B ? C 0. In our framework, the algorithm is a primal-dual type algorithm. We maximize the dual function in order to solve the dual problem. Therefore each such iteration provides an improved Lagrange multiplier estimator and, by weak duality, an improved lower bound on the optimal value. In addition, if the corresponding solution x is feasible, we get an upper bound on the optimal value. This upper bound is then further improved by moving along a direction of negative curvature toward the boundary of the feasible set. When the gap between lower and upper bounds is small enough, the algorithm stops. Convergence of the algorithm follows immediately from the concavity of the dual function.
This framework also simpli es the description of the algorithm in 26], where the special case that C = I and 0 < is treated. ( can be set to any negative number.) Note that in this case, feasibility of x , i.e. x Cx , is a necessary condition of the hard case and is used as an indicator that the hard case might have occurred. The Newton step in the hard case will generally be too large which results in slow convergence. However, only in this case do we get the added improvement in the upper bound. A log barrier penalty function can to added to avoid the large step. Thus it appears that the hard case might actually be preferable.
Many of the statements and results are straightforward extensions from 26] and we include some of them for completeness. We include results involving our dual function (see (5. .2) i.e. we iterate using
The function is almost linear but has a singularity where x t Cx = 0: The algorithm is based on solving for feasibility of x , while maintaining the optimality conditions. In our framework we are solving the simple dual problem, which means that we are equivalently maximizing the function h( ) rather than just solving (6.1). The dual function does not have the singularity at x t Cx = 0: By using implicit di erentiation on the Lagrange equation ( i.e. the lemma yields a nearly optimal solution to (P). Alternatively, we get the interval h( ) (x + z) h( ) + j h( )j: (6.6) (Note that the error j j j h( )j if 0, which is the case if e.g. y = 0 is feasible as in the standard trust region subproblem. This is reversed if h( ) > 0.)
The lemma is used in the case that the current iterate yields a strictly feasible estimate, i.e. < x Cx < . Then a vector z with jjzjj = 1 and jjRzjj small, is computed using a Linpack routine for estimating the smallest singular value. From (6.5), we see that if we can nd such that x + z satis es the constraint with equality, then we should get a good improvement in our estimate of the optimum. In addition, note that x is optimal for a subproblem, e.g. if < 0, then x is optimal for (P) with replaced by x Cx . We can therefore continue with a new modi ed problem with replaced by x Cx . In addition, if we know that the optimal Lagrange multiplier is negative, then we can actually replace by . The lemma provides a stopping criterion since we can conclude that the duality gap is bounded by j j. However, a smaller gap is obtained from j (x + z) ? h( )j:
Safeguarding must be done in order to maintain positive de niteness of the pencil during the iterations. The safeguarding procedure needs parameters L ; U ; S ; and ; such that L ; U ] is an interval of uncertainty which contains the optimal Lagrange multiplier , while ?1 S T 1 with the interval S ; T ] containing the interval of positive de niteness. Note that we do not have to consider = 0 as a special case unless it is the optimal multiplier, in which case the algorithm stops. However, updating S and T does not follow as easily. It is not immediately clear how to use the information from the Cholesky factorization to improve the estimates for the interval of positive de niteness. Note that only one of these needs to be updated since we can immediately determine which side of the current the optimal is on. Initial estimates can be calculated from S = max cii<0 b ii c ii ; T = min cii>0 b ii c ii :
The following outlines an iteration for an algorithm for (P). Convergence is guaranteed by the properties of the dual program. We have not included the instances where safeguarding and updating of the safeguarding parameters are done. Algorithm 6.3 Suppose and x are given with B ? C = R t R positive de nite and R t Rx = :
A Matlab program has been written and tested on randomly generated problems which satisfy our assumptions. The test results showed an average of 3.4 iterations for convergence. This program can be obtained using anonymous ftp from princeton.edu in the directory pub/henry. See the readme le for the description of the contents of this directory. A detailed numerical study of this algorithm is currently being done. Moreover, the dual program is particularly well-suited for interior point methods. A primal-dual interior point method is presented in 37]. It is shown to be very robust and e cient. In particular, it does not need to treat the hard case in any special way.
In conclusion, we would like to thank Urs von Matt for his carefull refereeing, and many improvements, and corrections to the paper. We also wish to mention that since completing this work, we have become aware of related work on duality for the standard trust region subproblem in 10] and work on generalizations for inde nite equality constrained trust region subproblem in 25].
