The issue of the legitimacy of Information Systems is important for researchers in this field because other disciplines have begun to lay claim to research topics often thought to belong to the domain of IS research, and the field itself is under challenge in academic intuitions around the world (Avison 2002). Benbasat and Zmud's (2003) opinion is that IS has gained socio-political legitimacy but not cognitive legitimacy in large measure because the object of study in much IS research is not clearly delineated. In part, they are defining a disciplinary boundary issue and beginning to define criteria by which our field may be distinguished from reference disciplines or other related disciplines. Therefore, to gain more cognitive legitimacy, a clearer understanding of what we mean by "an information system" and of the central issues driving its creation and use is needed if it is at the core of that which we study. This paper advances that discourse by examining the role of a handful of French scholars, many of whom are not well known out of French academic circles, but whose thoughts on the issue are useful in furthering the debate on the ontological grounding of our field.
INTRODUCTION
This paper begins from the position that a general recognition and broad 3 acceptance of a set of underlying core issues differentiating our field is an 4 important element in asserting the legitimacy of Information Systems as a 5 discipline. Is it important to seek agreement as to the core constructs under-6 pinning our discipline? Stated more precisely, why is it necessary to constantly 7 seek to justify our own existence? 8 This is not a new question. More than a decade ago Banville and Landry 9 (1989) questioned if the field might be disciplined, other scholars examined the 10 development of distinctiveness in the field using various bibliometric analyses 11 to see if IS as a field had made a break from our own reference disciplines 12 (Culnan 1986; Culnan and Swanson 1986) . Still other scholars considered if or 13 how the field might fare with a diffuse pluralistic core wherein many flowers 14 were allowed to bloom (Robey 1996 24 an article that taps into a wellspring of resentment against the enterprise IS 25 function and created a firestorm in the popular press (Carr 2003 ). 26 So, while there may not yet be a consensus as to the nature of the problem, 27 there seems to be continuing concern that, at the core, there may be something 28 amorphous and ill defined about our field. Benbasat and Zmud (2003) lament 29 the ambiguity of the core or our field and argue that the field lacks a cognitive 30 legitimacy as a result. The general notion is that identifying a core to the disci-31 pline helps explain that which is unique about the discipline, thus differen-32 tiating it from reference fields or other functional disciplines and helping to 33 establish legitimacy. Albert and Whetten (1985) argue that, to claim legitimacy 34 as a separate field of endeavor, a discipline must establish (1) the central 35 character it is studying, (2) its distinctiveness, and (3) its temporal continuity. 36 We return to these three points in section two following. But first we address 37 the question of why we should be concerned with establishing commonly 38 accepted notions about the core of our discipline. 39 In our view there are political, economic, and scholarly reasons for ad -40 dressing the issue of core notions of the field. The first, or political, argument 41 holds that as faculty representing other disciplines sit on tenure and promotion 1 committees and serve on curricular committees and other university-wide 2 bodies that decide upon resource allocation, it is wise to relate to them in ways 3 common to their own discipline. Since the sister functions-marketing, 4 finance, economics, management, accounting, and the like-have a commonly 5 accepted core around which their own disciplinary work occurs, it is appro-6 priate that we do the same. 7 Gordon Davis has developed this idea, saying that ours is an applied field 8 tied strongly to the organizational functions of information systems and infor-9 mation management, and that the vitality of our academic field is tied closely 10 to the vitality and boundaries of the IS function (Karahanna et al. 2003 The third, or scholarly, rationale is more complex, and is being considered 34 on a number of fronts. Benbasat and Zmud argue that IS has gained socio-35 political legitimacy but not cognitive legitimacy in large measure because the 36 object of study in much IS research is not clearly delineated. They define a 37 boundary condition in which they suggest a kind of delineation by proximity to 38 actual systems artifacts. Hirschheim and Klein (2003) argue that to save the 39 field we need to take corrective or transformative action to solve communica-40 tions problems within the scholarly community, and between the field and the 1 practitioner community with whom we run the risk of being considered 2 irrelevant. To these authors, it becomes important to reach an agreement of the 3 existence and organization of a common body of knowledge central to the field. 4 Agreement with or acceptance of this common body of knowledge then be-5 comes a criterion of membership in the field (Hirschheim and Klein 2003 In this manuscript, we use the concepts of control and evaluation in a 4 slightly broader sense. We view evaluation as a process that occurs at the 5 various stages of information systems evolution (i.e., design, use, and impacts; 6 Soh and Markus 1995). The later concern includes organizational, managerial, 7
and other stakeholder impacts. In the domain of IS management, Wilcocks and 8
Lester (1993) say that 9 10 evaluation is about establishing by quantitative and/or qualitative 11 means the worth of IS to the organization. Evaluation brings in to play 12 notions of costs, benefits, risk and value. It also implies an organiza-13 tional process by which these factors are accessed, whether formally or 14 informally. 15 16 We like this definition because it identifies how evaluation is undertaken 17 in any organizational setting as a matter of course in routine interfacing with an 18 information system. The evaluation process is done in both formal and infor-19 mal modes by managers as well as by other organizational stakeholders. So, 20
given the embedded nature of IS artifacts in human organizational settings, the 21 process of evaluation requires both managerial and technological evaluation 22 tools and methods. 23 IS design methods also incorporate procedures for managerial control and 24 technical evaluation, taking into account goals, anticipating some of the 25 impacts, and finally dealing with the specification methods for information 1 needs (Purao et al. 2002) . In the realm of system use, control and evaluation 2 occur for two main reasons: to anticipate or learn exactly how many people will 3 really use the system, and to understand how (or if) they will appropriate it. The 4 situated use of the IS often implies some measure of transformation from use 5 anticipated by the system's designer and builder's to that employed at the user 6 level. Thus one other meaning of evaluation is concerned with diffusion and 7 infusion issues (Saga and Zmud 1994) . This lag between conception and the 8 adoption in organizational settings means that it is only ex post to system 9 design, development, and deployment, and typically much later after the appro-10 priation in the organization that we can assess the net economic benefits of the 11 system. In fact it has been suggested that it is only after competitors have made 12 (or not made) similar investments that we can assess the net economic benefits 13 of the system. The context of evaluation is not only organizational, but includes 14 the competitive structure of the industry in which the firm is located (Soh and  15 Markus 1995). 16 17 18 19 Following from the claim above, that evaluation and control are issues at 20 the core of IS research, one of the key claims to the distinctiveness of our 21 discipline lies in the way we assess IT-based systems. In this regard, IS research 22 is a big tent allowing many approaches to this process. 23 Nevertheless our discipline is distinct in the way it helps develop evaluation 24 methods at each stage of evolution of the IT artefact (proposal, development, 25 implementation, post-implementation, routine operations (Wilcocks and Lester,  26 1993), and at the same time takes into account the role, importance, and inter-27 action of social actors, the structures of organizations, strategies, and tasks 28 among a host of other issues ( 11 12 Following from these observations, it is our contention that, in order to 13 achieve higher cognitive legitimacy, our own discipline must clearly articulate 14 the core concepts it is using. This is not a trivial exercise because it is both 15 raises ontological questions and presents the political challenges of any defini-16 tional issue. Postman (1988) the so-called design community, the requirements engineering community, and 36 the IS community, it is necessary to briefly explain our use of the term as well 37 as where within the ontology discourse we place ourselves. 38 Ontology is the part of philosophy aimed at studying being as being. It can 39 be centered on the fact of being (existentialism) or on the nature of being 40 (essentialism). The relationship between essence and existence is the funda-41 mental problem of any ontology. In IS, as in other disciplines, we can consider 1 two different problems. 2 3
Theme 2: Distinctiveness of the Field
1. The building of an ontology-a problem that has been taken very seriously 4 by many researchers in data base management and in IS development 5 (Hirschheim et al. 1995) . The challenge is to reduce the elements of an 6 objective reality to a limited number of notions, as general as possible (see ,  7 for instance, the two-layered ontology of Parsons and Wand 2000) and to 8 describe the structure of the universe from these notions and their rela-9 tionships. 10 2. The ontology can be defined as the "exploitation of being of being struc-11 tures and we would rather define metaphysics as the questioning of the 12 existence of being" (Sartre 1943 34 35 We now turn our attention to specific French IS scholars, some of whom 36 are, regrettably, only occasionally available in English translation. Within this 37 initial community we can find five conceptions of an information system arising 38 from different positions on the ontological spectrum. This contradicts the idea 39 that there is a single French ontological view of the IS core in contrast with say 40 an American or German ontological view of an IS core. Those views expressed 41 in the French IS literature are 42
FRENCH SCHOLARS ON THE INFORMATION

33
SYSTEM DEFINITION
• derived from a rationalist and software engineering viewpoint; the nature 1 of an information system is a formal code and an artifact of a different 2 nature than the socio-technical system it controls (social or natural) 3
• derived from general system theory; the nature of an information system is 4 not different from that of the socio-technical system in which it is 5 embedded 6
• derived from a pluralist view the nature of an information system is human 7 and social 8
• derived from a critical sociologist view where structures are reinforced by 9 culture and language and constrain more (Bourdieu) LeMoigne's view is that the goal of an information system cannot be the control 40 of a rational norm (Dehaene 1992 ). More interestingly, LeMoigne criticizes the 41 MIS paradigm for not doing justice to the generation and memorization of 1 information processes. LeMoigne especially insists on these two problems: 2 "The new paradigm of information systems must take into account the capacity 3 of the organization to represent itself, its behaviors and its transformations and 4 not anymore its capacity to control them" (1986, p. 27). 5
In fact, an organization is organizing itself by its information processes, 6 reciprocally in an auto-referential process (Wilensky 1983 ). Information sys-7 tems inform the organization which forms (makes) them. The way information 8 systems are constructed is, therefore, generated by the activities of the organiza-9 tion and by the data modeling, which are particular to each organization. What is important and common to both Melèse and LeMoigne is that to a 41 certain extent they explicitly refuse to tackle the ontology of an information 42 system even though we find the definition, cited above, in Melèse's work. The 1 important point here is that, for them, an information system is a socio-technical 2 system and one isomorphic to that of the organization. It is not just a 3 management information system, but a socially constructed organizational 4 information system (LeMoigne and Van Gigch 1990). 5 6 4.3 Reix and Rowe: A Pluralist View-The Nature 7 of an Information System Is Human and Social 8 9 In their introduction to IS research, after a review of the history of the IS 10 discipline and prominent definitions, Reix and Rowe (2002) offered the 11 following definition: "A set of social actors who memorize and transform 12 representations, via information technologies and operating modes " (p. 7). 13
They founded their definition on previous work in IS as well as on Bourdieu 14 and Crozier and argued that this definition is also the result of an eidetic 15 reduction (Husserl 1950 ) and takes into account 16 17 • The fundamental human and social nature of any information system, by 18 putting upfront the social actor. An information system is not just an 19 abstract objective representation or the fixed outcome of intersubjectivity, 20 but it always remains subject to interpretation, social games, and conflicts 21 (Bourdieu 1980; Crozier and Friedberg 1977) . This view contrasts with that • The possibility of working with or without information technology and with 28 or without some modus operandi (Bourdieu 1980 ). 29 30 The first point also appears as the logical outcome of the idea of informa-31 tion being constructed as meaningful for a user and needing interpretation 32 (Gray 2003 ). If we talk about information system, it does not mean they exist 33 out there, as external things; we are talking about an intellectual construct, 34 which from a phenomenological viewpoint demands a human and social inter-35 pretation at some point. Moreover, this definition, with the second additional 36 point, opens the possibility of considering activities such as cognitive pro-37 cesses, informal talks and the use of tacit knowledge, for instance in com-38 munities of practice, as phenomena linked to the concept (Michaux and Rowe  39 2004). 40 The fact of considering the concept as encompassing informal phenomena 41 departs from the rationalist and empiricist position developed in software 42 engineering. However, from an epistemological viewpoint, Monod (2002, p. 1 44) considered this definition as reflecting a pluralist view. For him, in addition 2 to its insistence on representation processes tending toward interpretivism, this 3 definition also stresses social games tending toward the sociology of conflicts, 4 while the technology supporting information processes and its operating modes 5 tends toward a positivist view. The authors fully agree with Kallinikos (2002, 6 p. 289) that "the formation of the premises governing the human-technology 7 interaction must be analyzed with reference to the constitutive properties of 8 technology and the distinctive forms by which various technologies emerge as 9 standing possibilities of one type or another," as it has been shown on empirical 10 works (Rowe and Struck 1999). 11 12
Bourdieu's Critical Realism and
13
Influence on IS Scholars 14 15 We see at least four reasons for using Bourdieu in Information Systems. 16 First, as a sociologist of practice, he clearly distinguishes between opus opera-17 tum and modus operandi, between prescription and activity. Second, he ex-18 pressly fought the language philosophers (Ricoeur, Austin, and Searle) for 19 language is rarely performative in itself; it is the social status of the speaker 20 which gives legitimacy and meaning to language propositions. Third, Bourdieu 21 (1980) sharply criticizes the reductionism of most quantitative surveys. In his 22 own work, he adopts and advocates for mixed methods to investigate social 23 phenomenon. Finally, and above all, Bourdieu helps us think about control, 24 power, and domination, which are at the heart of the first core of the IS 25 discipline. In doing so, we can better theorize the practices of social actors. 26 For Bourdieu, societal structures are socially defined and maintained. They 27 have great persistence and are very difficult to change. As such, they have 28 enormous influence over human behavior. 
Crozier: The Uncertainty Zone
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Enlarged by Social Actors 35 36 After showing that, even in bureaucracies, actors circumvent the rules and 37 find some degree of leeway (Crozier 1962 ), Crozier and Friedberg (1977) 38 tended to generalize this conduct and develop its theorizing: in order to avoid 39 domination, actors tend to increase their "uncertainty zone" (i.e., their power 40 to act as they want) which implies that their conduct is not totally constrained. action of both human actors and nonhuman actants. In studying these relation-5 ships, researchers hope to see how this interaction creates and shapes the social 6 contexts in which the IT object exists. It is a form of evaluation of the IS 7 artefact and its social setting. Thus one could argue that the ontology behind 8 the relatively equal agency of any action in a network is relativistic and very 9 socially constructivist. The network is a linguistic and relationally constructed 10 object always in the process of being constructed. However, from an 11 ontological point of view, this is not the end of the story with Latour, for he 12 does not accept the dichotomous view of the reality that has inspired the 13 previous discussion. 14 An underlying and critical concept in Latour's thinking, and one that set his 15 work apart, is that he rejects the separation of the natural world from the social 16 world, or what he terms the "modern constitution" (Latour 1993 For the moment, we suggest that one contribution of this paper is to raise 36 these questions while highlighting the contribution of French scholars to the 37 debate regarding one of the central objects of study in our field. 38 We see three contributions of French scholars to information systems and 39 the central issue of control. 40 41 1. They help us see how central the concepts of control and evaluation are in 1 our field. 2 2. To underline the major difference between a software engineering ontolo-3 gical view (realist) and that of a management and social scientist ontolo-4 gical view (be it constructivist, critical realist, pluralist, or that of Latour). 5
By definition, the latter assesses the relevance of an information system, as 6 an artefact, with respect to its human and organizational context and not 7 just with respect its capabilities and specifications for some tasks (i.e., from 8 a logical viewpoint). 9 3. They give some theoretical and methodological advice as to the study of the 10 exercise of power and control through the contribution of Bourdieu, 11
Crozier, and Latour. 12 13
In continued research we will explore the nature and influence that French 14 thinkers and researchers have contributed both directly and indirectly to this 15 debate. 16 17 Crozier, M. "Préface," in C. Ballé 
