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Resumo
A positividade do operador Laplaciano permite a definic¸a˜o de sua raiz quadrada
e esta se relaciona diretamente ao problema de extensa˜o harmoˆnica no semi-espac¸o
superior, como um operador que leva a condic¸a˜o de contorno de Dirichlet a` condic¸a˜o
de Neumann. Neste trabalho, baseado nos resultados desenvolvidos por Caffarelli
e Silvestre em [8], obtemos caracterizac¸a˜o semelhante para o operador Laplaciano
Fraciona´rio. Ale´m disso, aplicamos a caracterizac¸a˜o referida ao estudo de existeˆncia
de soluc¸a˜o na˜o-trivial da equac¸a˜o de Schro¨dinger fraciona´ria na˜o-linear.
Palavras-chave: Laplaciano fraciona´rio, Equac¸a˜o de Schro¨dinger, Condic¸a˜o de
Dirichlet, Condic¸a˜o de Neumann, Semi-espac¸o, Extensa˜o harmoˆnica.
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Abstract
The Laplacian operator positivity allows its square roots definition and this rela-
tes directly to the problem of harmonious extension in the superior semi-space, like
an operator that takes the condition from Dirichlet’s outline to the Neumann’s con-
dition. In this work, that was based on results developed by Caffareli and Silvestre
[8], we got similar characterization for the Fractional Laplacian Operator. In addi-
tion, we apply the characterization reported to the sdudy of existence of non-trivial
solution of the non-linear fractional Schrodinger equation.
Keywords: Fractional Laplacian, Schrodinger Equation, Dirichlet Condition, Neu-
mann’s condition, Semi-space, Harmonious extension.
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Introduc¸a˜o
Nos u´ltimos anos, tem sido publicado uma grande quantidade de trabalhos re-
lacionados as questo˜es de existeˆncia e regularidade para operadores com “difusa˜o
fraciona´ria”. O proto´tipo e´ o Laplaciano Fraciona´rio que definiremos na Sec¸a˜o 1.1.
A literatura para essa classe de problemas tem crescido bastante, devido ao fato
desse tipo de problema esta´ relacionado ao modelamento de prec¸os do American
Option, um importante tema de pesquisa em Economia. Ale´m disto, esse tipo de
operador esta´ relacionado a va´rios modelos que aparecem em estoca´stico, f´ısica, en-
genharias, log´ıstica, dinaˆmica de populac¸o˜es e muitos belos trabalhos nesse tema
de pesquisa foram publicados na u´ltima de´cada. Um importante trabalho que aju-
dou bastante o desenvolvimento da teoria foi devido a Caffarelli e Silvestre [8] que,
usando ideias que aparecem em [7, 16], mostraram que existe uma estreita relac¸a˜o
entre o Laplaciano Fraciona´rio e uma equac¸a˜o local na forma divergente. Ja´ havia
sido observado por Caffarelli [7] a relac¸a˜o entre a soluc¸a˜o u do problema{
∆u(x, y) = div(∇u(x, y)) = 0 em RN+1+ ,
u(x, 0) = f(x) em RN , (1)
com o operador (−∆) 12 , a saber,
−uy(x, 0) = (−∆) 12f(x). (2)
Neste trabalho estudaremos o resultado obtido por Caffarelli e Silvestre [8], onde
e´ estabelecida a relac¸a˜o
lim
y→0
yauy(x, y) = CN,s(−∆)sf,
com s = (1− a)/2 e a ∈ (−1, 1), sendo u soluc¸a˜o de{
div(ya∇u(x, y)) = 0 em RN+1+ ,
u(x, 0) = f(x) em RN
e CN,s e´ uma determinada constante de normalizac¸a˜o. Note que se a = 0, reca´ımos
no caso cla´ssico anterior (1) e (2).
Como o Laplaciano Fraciona´rio e´ um operador na˜o-local com uma teoria pouco
desenvolvida, neste trabalho tal operador sera´ relacionado com um operador local
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com uma teoria mais desenvolvida. A partir dessa te´cnica, podemos obter mui-
tas propriedades relacionadas ao Laplaciano Fraciona´rio. Por exemplo, Caffarelli
e Silvestre no mesmo trabalho provam a Desigualdades de Harnack e fo´rmulas de
monotonicidade. Em dois trabalhos bem conhecidos Cabre´ e Sire em [4, 5], usando
essa mesma te´cnica, mostram regularidade e princ´ıpio do ma´ximo, existeˆncia e unici-
dade de soluc¸o˜es para problemas semilineares envolvendo o Laplaciano Fraciona´rio.
Por sua vez Fall e Jarohs [12] obtiveram resultados do tipo Serrin para equac¸o˜es
envolvendo o Laplaciano Fraciona´rio. No que diz respeito ao ca´lculo das variac¸o˜es
este resultado foi utilizado amplamente para tratar da existeˆncia de soluc¸a˜o para
equac¸o˜es envolvendo Laplaciano Fraciona´rio. Neste trabalho, apresentamos um re-
sultado relacionado com os resultados obtidos por Alves e Miyagaki [1], onde eles
garantem, a existeˆncia de soluc¸a˜o na˜o-trivial para a equac¸a˜o
(−∆)su+ V (x)u = |u|p−1u,
onde 2 ≤ p < 2∗s − 1, sendo 2∗s = 2N/(N − 2s). Essa equac¸a˜o e´ conhecida como
equac¸a˜o de Schro¨dinger Fraciona´ria, e vem ganhando bastante destaque nos u´ltimos
anos devido a sua aplicac¸a˜o na Mecaˆnica Quaˆntica Fraciona´ria [13]. A seguir, apre-
sentamos brevemente o que discutiremos em cada cap´ıtulo deste trabalho.
No Cap´ıtulo 1, abordaremos inicialmente o problema
div(∇u) = ∆u = 0, em RN \ {0},
com N ≥ 3. Este problema servira´ de motivac¸a˜o para um caso mais geral, a saber
div(ya∇u) = 0, em RN+1+ . (3)
Em seguida, relacionaremos pontos de mı´nimo do funcional energia
Ja(u) =
∫
RN+1+
ya|∇u|2dX,
com soluc¸o˜es do problema (3). Na Sec¸a˜o 1.1 sera´ definido os espac¸os de Sobolev
Fraciona´rios e o operador (−∆)s Laplaciano Fraciona´rio. Ale´m disso, va´rios resulta-
dos cla´ssicos sera˜o apresentados, que mostram relac¸o˜es entre o operador (−∆)s e a
Transformada de Fourier, e tambe´m que envolvem normas dos espac¸os de Sobolev.
Finalizaremos o cap´ıtulo com o estudo do problema de valor inicial
φ′′(y) + a
y
φ′(y)− φ(y) = 0,
φ(0) = 1,
lim
y→∞
φ(y) = 0,
o qual sera´ utilizado no decorrer do texto.
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No Cap´ıtulo 2, estudaremos a relac¸a˜o entre uma soluc¸a˜o u do problema{
div(ya∇u(x, y)) = 0 em RN+1+ ,
u(x, 0) = f(x) em RN (4)
onde a ∈ (−1, 1) e f ∈ Hs(RN), com o operador (−∆)s. Para isso, utilizaremos dois
me´todos, sendo um via fo´rmula de Poisson e outro via transformada de Fourier.
Em relac¸a˜o ao me´todo via fo´rmula de Poisson, obteremos inicialmente uma
soluc¸a˜o u de (4). Em seguida, trataremos da unicidade de soluc¸a˜o e em seguida
provaremos a seguinte relac¸a˜o:
lim
y→0
yauy(x, y) = C(−∆)sf(x),
com u soluc¸a˜o de (4) e C = − (1/(1− a))−aK.
No me´todo utilizando a Transformada de Fourier, primeiramente chegaremos na
seguinte igualdade ∫
RN+1+
|∇u|2yadX =
∫
RN
C|ξ|2s|f̂(ξ)|2dξ.
Tal igualdade sera´ a principal ferramenta para concluir que
lim
y→0
yauy(x, y) = C(−∆)sf(x),
onde C = Ψ(φ), φ mı´nimo de Ψ. Sendo que Ψ(φ) e´ dado por
Ψ(φ) =
∫ ∞
0
(|φ|2 + |φ′|2) yady.
No Cap´ıtulo 3, inicialmente mostraremos que se u e´ soluc¸a˜o de (4) tal que ya|∇u|2
e´ localmente integra´vel e, para |x| ≤ R,
lim
y→0
yauy(x, y) = 0,
enta˜o a extensa˜o
u˜(x, y) =
{
u(x, y), se y ≥ 0,
u(x,−y), se y < 0,
e´ soluc¸a˜o fraca de
div(|y|a∇u) = 0
na bola (N + 1) dimensional BR =
{
X = (x, y) ∈ RN × R : |x|2 + |y|2 ≤ R2}. Este
e´ o caso divergente. Em seguida sera´ feito o caso na˜o-divergente. Assim, dada uma
func¸a˜o cont´ınua g sobre ∂BR, de modo que g seja sime´trica, existe uma u´nica func¸a˜o
u ∈ C(BR) tal que:
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i) u resolve a equac¸a˜o uxx + |z|αuzz = 0 em BR ∩ {z 6= 0};
ii) u ∈ C1(BR);
iii) uz(x, 0) = 0.
Sera´ provada a Desigualdade de Harnack para uma func¸a˜o f na˜o negativa, sob a
hipo´tese de que (−∆)sf = 0, em Br, isto e´, encontraremos uma constante C que
depende somente de s e da dimensa˜o N , tal que
sup
B r
2
f ≤ C sup
B r
2
f.
Encerraremos o cap´ıtulo com a sec¸a˜o referente a Fo´rmulas de Monotonicidade. Pro-
varemos nessa sec¸a˜o que se u resolve (3) em
B(0, R0)
+ = {(x, y) ∈ RN+1 : |x|2 + y2 < R0 e y > 0},
e se para todo x ∈ B(0, R0)+
uz(x, 0) = 0 ou lim
y→0
yauy(x, y) = 0,
enta˜o
Φ(R) = R
∫
B(0,R)+
|∇u|2yadX∫
∂B(0,R)+
|u|2yadσ
e´ mono´tona na˜o-decrescente para todo R < R0. E com isso teremos que a func¸a˜o Φ
e´ constante, se somente se, u e´ homogeˆnea.
Como aplicac¸a˜o das relac¸o˜es obtidas no Teorema 2.1, no Cap´ıtulo 4 estudaremos
o seguinte problema:{
(−∆)su+ V (x)u = |u|p−1u em RN ,
u ∈ Hs(RN), u > 0 em RN , (5)
0 < s < 1, V : RN → R e´ uma func¸a˜o cont´ınua e 2 < p < 2N/(N − 2s), N ≥ 3.
A igualdade de (5) e´ conhecida como equac¸a˜o de Schro¨dinger na˜o-linear fraciona´ria.
Faremos uso do Teorema do Passo da Montanha para encontrar uma soluc¸a˜o na˜o-
trivial de (5).
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo sera˜o apresentadas e desenvolvidas ferramentas ba´sicas que sera˜o
utilizadas ao longo do trabalho.
1.1 Espac¸os de Sobolev e o Laplaciano Fraciona´rio
Nesta sec¸a˜o apresentamos os espac¸os de Sobolev fraciona´rios. Dado Ω ⊂ RN ,
aberto e conexo, para cada s ∈ (0, 1), o espac¸o de Sobolev fraciona´rio Hs(RN) e´
definido por
Hs(Ω) :=
{
f ∈ L2(Ω) :
∫
Ω×Ω
(f(x)− f(y))2
|x− y|N+2s dxdy <∞
}
, (1.1)
munido da norma
‖f‖Hs(Ω) :=
(
‖f‖2L2(Ω +
∫
Ω×Ω
(f(x)− f(y))2
|x− y|N+2s dxdy
) 1
2
. (1.2)
O termo
[f ]Hs(Ω) :=
(∫
Ω×Ω
(f(x)− f(y))2
|x− y|N+2s dxdy
)1/2
(1.3)
e´ chamado (semi)norma de Gagliardo.
Teorema 1.1. Seja 0 < s ≤ s′ < 1. Considere Ω um subconjunto aberto de RN e
f : Ω→ R uma func¸a˜o mensura´vel. Enta˜o
‖f‖Hs(Ω) ≤ C‖f‖Hs′ (Ω)
com C = C(N, s) ≥ 1 uma constante positiva. Em particular,
Hs
′
(Ω) ⊂ Hs(Ω).
Demonstrac¸a˜o. Ver [10, Proposic¸a˜o 2.1].
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O pro´ximo teorema mostra que o Teorema 1.1 e´ va´lido para s′ = 1, mas ha´
necessidade que a fronteira de Ω seja regular.
Teorema 1.2. Seja s ∈ (0, 1). Considere Ω um subconjunto aberto de RN de classe
C0,1 com fronteira limitada e f : Ω→ R uma func¸a˜o mensura´vel. Enta˜o
‖f‖Hs(Ω) ≤ C‖f‖H1(Ω)
para alguma constante positiva C = C(N, s) ≥ 1. Em particular,
H1(Ω) ⊂ Hs(Ω).
Demonstrac¸a˜o. Ver [10, Proposic¸a˜o 2.2].
Teorema 1.3. Seja s ∈ (0, 1) tal que 2s < N . Enta˜o existe uma constante positiva
C = C(N, s) > 0 tal que, para toda func¸a˜o mensura´vel e de suporte compacto
f : RN → R, tem-se
‖f‖2L2∗ (RN ) ≤ C
∫
RN
∫
RN
|f(x)− f(y)|2
|x− y|N+2s dxdy,
onde 2∗ = 2N/(N − 2s) e´ chamado de “expoente cr´ıtico fraciona´rio”.
Demonstrac¸a˜o. Ver [10, Teorema 6.5].
Como no caso cla´ssico com s sendo inteiro, qualquer func¸a˜o no espac¸o fraciona´rio
de Sobolev Hs(RN) pode ser aproximada por uma sequeˆncia de func¸o˜es suaves com
suporte compacto.
Teorema 1.4. Para todo s > 0, o espac¸o C∞0 (RN) das func¸o˜es suaves de suporte
compacto e´ denso em Hs(RN).
Demonstrac¸a˜o. Veja [14, Teorema 7.38]
Uma outra forma de definir o espac¸o Hs(RN) e´ via transformada de Fourier.
Primeiramente consideramos o espac¸o de Schwartz S cujo elementos sa˜o func¸o˜es de
classe C∞(RN) com decaimento ”ra´pido no infinito”, que equivalentemente, podemos
escrever
S =
ϕ ∈ C∞(RN) : supx∈RN(1 + |x|)k ∑|α|≤k |Dαϕ(x)| <∞, k = 0, 1, 2, · · ·
 .
A topologia desse espac¸o e´ gerado pelas seminormas
pN(ϕ) = sup
x∈RN
(1 + |x|)k
∑
|α|≤k
|Dαϕ(x)| <∞, k = 0, 1, 2, · · ·
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onde ϕ ∈ S(RN). Para func¸o˜es ϕ ∈ S(RN) a Transformada de Fourier esta´ bem
definida e e´ dada por
F(ϕ)(ξ) = 1
(2pi)
N
2
∫
RN
e−iξ.xϕ(x)dx.
Agora, precisamente, pode-se definir
Ĥs(RN) =
{
f ∈ L2(RN) :
∫
RN
(1 + |ξ|2s)(F(f)(ξ))2dξ <∞
}
.
Observe que a definic¸a˜o anterior, ao contra´rio da que usa a norma de Gagliardo
(1.2), e´ va´lida tambe´m para s ≥ 1.
O espac¸o Hs(RN) esta´ estritamente relacionado com o operador Laplaciano Fra-
ciona´rio (−∆)s, onde para todo f ∈ S(RN) e s ∈ (0, 1), (−∆)s e´ definido por
(−∆)sf(x) = C(N, s)P.V
∫
RN
f(x)− f(y)
|x− y|N+2s dy (1.4)
= C(N, s) lim
→0
∫
RN\B(x,)
f(x)− f(y)
|x− y|N+2s dy,
onde P.V. e´ uma abreviac¸a˜o usual para “no sentido de valor principal”(como definido
em (1.4)) e C(N, s) e´ uma constante dimensional que depende de N e s, precisamente
dada por
C(N, s) =
(∫
RN
(1− cosξ1)
|ξ|N+2s dξ
)−1
.
No teorema seguinte verifica-se que e´ poss´ıvel escrever a integral em (1.4) de
outra forma.
Teorema 1.5. Sejam s ∈ (0, 1) e (−∆)s o operador Laplaciano Fraciona´rio. Enta˜o,
para todo f ∈ S(RN)
(−∆)sf(x) = −1
2
C(N, s)
∫
RN
(f(x+ y) + f(x− y)− 2f(x))
|y|N+2s dy, para x ∈ R
N ,
Demonstrac¸a˜o. Ver [10, Lema 3.2].
Teorema 1.6. Seja s ∈ (0, 1) e (−∆)s : S(RN) → L2(RN) o operador Laplaciano
Fraciona´rio. Enta˜o para todo f ∈ S(RN), tem-se
(−∆)sf(ξ) = F−1(|ξ|2s(Ff(ξ))), para todo ξ ∈ RN .
Demonstrac¸a˜o. Ver [10, Proposic¸a˜o 3.3].
A equivaleˆncia dos espac¸o Ĥs(RN) e Hs(RN) e´ estabelecida pelo pro´ximo teo-
rema.
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Teorema 1.7. Seja s ∈ (0, 1). Enta˜o o Espac¸o de Sobolev Hs(RN) coincide com o
espac¸o Ĥs(RN). Em particular, para todo f ∈ Hs(RN)
[f ]2Hs(RN ) = 2C(N, s)
−1
∫
RN
|ξ|2s|Ff(ξ)|2dξ.
Demonstrac¸a˜o. Ver [10, Proposic¸a˜o 3.4].
Finalmente no pro´ximo teorema conclui-se a relac¸a˜o entre o Laplaciano Fra-
ciona´rio e o espac¸o Hs(RN).
Teorema 1.8. Sejam s ∈ (0, 1) e f ∈ Hs(RN). Enta˜o,
[f ]2Hs(RN ) = 2C(N, s)
−1‖(−∆)s/2f‖2L2(RN ).
Demonstrac¸a˜o. Ver [10, Proposic¸a˜o 3.6].
Funcional Energia da Transformada de Fourier
Aproveitando os estudos desta sec¸a˜o, vamos finalizar esta sec¸a˜o com um funcional
energia que sera´ ultilizado a` frente: Φ : C∞0 (RN)→ R, dado por
Φ(f) =
∫
RN
|ξ|2s|f̂(ξ)|2dξ. (1.5)
E´ importante observar que com ca´lculos simples verifica-se que o funcional (1.5) e´
de classe C1 e tem como derivada
Φ′(f)(h) = 2
∫
RN
|ξ|2sf̂(ξ)ĥ(ξ)dξ. (1.6)
De fato
Φ′(f)(h) = lim
t→0
Φ(f + th)− Φ(f)
t
= lim
t→0
1
t
∫
RN
|ξ|2s
(
| ̂(f + th)(ξ)|2 − |f̂(ξ)|2
)
dξ
Prosseguindo com o ca´lculo, temos
Φ′(f)(h) = lim
t→0
1
t
∫
RN
|ξ|2s
(
|f̂(ξ)|2 + 2tf̂(ξ)ĥ(ξ) + t2|ĥ(ξ)|2 − |f̂(ξ)|2
)
dξ
Portanto
Φ′(f)(h) = 2
∫
RN
|ξ|2sf̂(ξ)ĥ(ξ)dξ,
conforme destacado em (1.6).
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1.2 Soluc¸o˜es Fundamentais
Na presente sec¸a˜o o objetivo e´ apresentar a caracterizac¸a˜o de soluc¸o˜es da equac¸a˜o
div(ya∇u) = 0. (1.7)
O primeiro passo e´ encontrar a soluc¸a˜o fundamental e em seguida obter uma fo´rmula
de Poisson para a soluc¸a˜o. Na sec¸a˜o seguinte associamos as soluc¸o˜es de (1.7) com
os pontos cr´ıticos de um funcional energia.
Para motivar as definic¸o˜es e tornar a leitura mais natural, abordaremos as
mesmas questo˜es inicialmente para a equac¸a˜o de Laplace. Considere a func¸a˜o
φ : RN \ {0} → R dada por
φ(x) =
1
N(N − 2)ωN
1
|x|N−2 (1.8)
onde N ≥ 3 e ωN e´ o volume da bola unita´ria em RN . Fazemos questa˜o de demons-
trar o pro´ximo teorema, pois embora cla´ssico, o modus operandi da demostrac¸a˜o sera´
adaptado para o caso de interesse e a comparac¸a˜o das provas permite uma clareza
maior da leitura.
Teorema 1.9. A func¸a˜o φ definida em (1.8) satisfaz
∆φ = 0 em RN \ {0}. (1.9)
Demonstrac¸a˜o. Note que
φxi =
1
N(N − 2)ωN
(2−N)
2
(
x21 + . . .+ x
2
N
)−N
2 2xi
=
−xi
NωN
(
x21 + . . .+ x
2
N
)−N
2 .
Enta˜o,
φxixi =
−1
NωN
[
(x21 + . . .+ x
2
N)
−N
2 + xi(
−N
2
)(x21 + . . .+ x
2
N)
−N−2
2 2xi
]
=
−1
NωN
[
(x21 + . . .+ x
2
N)
−N
2 −Nx2i (x21 + . . .+ x2N)
−N−2
2
]
=
−1
NωN
[
1
|x|N −
Nx2i
|x|N+2
]
.
Logo,
∆φ =
N∑
i=1
φxixi =
N∑
i=1
−1
NωN
[
1
|x|N −
Nx2i
|x|N+2
]
=
−N
NωN |x|N +
N |x|2
NωN |x|N+2 = 0.
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A func¸a˜o φ definida em (1.8) e´ conhecida na literatura cla´ssica por soluc¸a˜o fun-
damental do Laplaciano. Para a discussa˜o na sequeˆncia, e´ interessante observar que
a igualdade (1.9) e´ equivalente a
div(∇φ) = 0. (1.10)
Como nosso objetivo e´ estudar a equac¸a˜o (1.7), observe inicialmente que se a = 0
em (1.7), torna-se o caso cla´ssico (1.10). Dessa forma, considerando a notac¸a˜o
X = (x, y) ∈ RN+1 onde x ∈ RN , com N ≥ 2, e y ∈ R, inspirados por (1.8), somos
motivados intuitivamente a conjecturar que a func¸a˜o ϕ : RN+1 \ {(0, 0)} → R dada
por
ϕ(X) =
1
(N + 1)(N − 1)ωN+1
1
|X|N−1+a ,
pode se relacionar a` equac¸a˜o (1.7). Note que no caso a = 0, tem-se (1.8) para
RN+1 \ {(0, 0)}.
No pro´ximo resultado vamos seguir como na prova do Teorema 1.9 e confirmar
a eur´ıstica referida.
Teorema 1.10. Seja u : RN+1 \ {(0, 0)} → R definida por
u(X) = K|X|1−N−a,
onde K > 0 e´ uma constante que depende somente de N (chamada Constante de
Normalizac¸a˜o) e a ∈ (−1, 1). Temos que u e´ soluc¸a˜o da equac¸a˜o
div(ya∇u) = ∆xu+ a
y
uy + uyy = 0 em RN+1 \ {(x, 0)}.
Demonstrac¸a˜o. Note que
uxi = K
(1−N − a)
2
2xi
(
N∑
i=1
x2i + y
2
)−1−N−a
2
= K(1−N − a)xi|X|−1−N−a.
Assim
uxixi = K(1−N − a)|X|−1−N−a +K(1−N − a)(−1−N − a)x2i |X|−3−N−a,
enta˜o
∆xu =
N∑
i=1
uxixi = |x|2K(1−N−a)(−1−N−a)|X|−3−N−a+NK(1−N−a)|X|−1−N−a,
onde |x|2 = ∑Ni=1 x2i . Por outro lado, temos
a
y
uy =
a
y
(1−N − a)
2
K(|x|2 + y2)−1−N−a2 2y = a(1−N − a)K|X|−1−N−a
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euyy = K(1−N − a)|X|−1−N−a +K(1−N − a)y2(−1−N − a)|X|−3−N−a.
Logo
∆xu+
a
y
uy + uyy = |x|2K(1−N − a)(−1−N − a)|X|−3−N−a
+NK(1−N − a)|X|−1−N−a
+a(1−N − a)K|X|−1−N−a +K(1−N − a)|X|−1−N−a
+K(1−N − a)y2(−1−N − a)|X|−3−N−a.
Colocando em evideˆncia os termos com mesmos expoentes, respectivamente, ficamos
com
∆xu+
a
y
uy + uyy = K(1−N − a)|X|−1−N−a(N + a+ 1)
+K(1−N − a)(−1−N − a)|X|−3−N−a(|x|2 + y2)
= K(1−N − a)|X|−1−N−a(N + a+ 1)
+K(1−N − a)(−1−N − a)|X|−3−N−a|X|2
= K(1−N − a)|X|−1−N−a(N + a+ 1− 1−N − a)
= 0.
1.3 Funcionais Energia
Nesta sec¸a˜o, o principal objetivo e´ caracterizar as soluc¸o˜es da equac¸a˜o
div(ya∇u) = 0 em RN+1+ , (1.11)
como pontos de mı´nimo de um funcional energia, conforme indicado na Sec¸a˜o 1.2.
A caracterizac¸a˜o nos permitira´ aplicar te´cnicas relacionadas ao ca´lculo das variac¸o˜es
a fim de obter uma relac¸a˜o entre o Laplaciano Fraciona´rio e soluc¸o˜es de (1.11) de
forma bastante natural. Conforme desenvolvimento da Sec¸a˜o 1.2, como motivac¸a˜o
eur´ıstica, trataremos primeiro o caso do Laplaciano, ou seja, a equac¸a˜o
div(∇φ) = 0 em RN+1. (1.12)
Note que ha´ semelhanc¸a entre (1.11) com (1.12), desde que a = 0. No teorema a
seguir, apresentaremos o cla´ssico princ´ıpio de Dirichlet.
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Teorema 1.11. Considere o seguinte problema{
∆u = 0 em RN+1+ ,
u(x, 0) = f(x) em RN (1.13)
onde f ∈ C∞(RN). Seja
A = {w ∈ C2(RN+1+ ) : w(x, 0) = f(x) em RN e
∫
RN+1+
|∇u|2dX <∞}
o conjunto das func¸o˜es admiss´ıveis. Enta˜o, u ∈ C2(RN+1+ ,R) e´ soluc¸a˜o de (1.13)
se, e somente se, e´ mı´nimo do funcional J : A → R definido por
J(u) =
∫
RN+1+
|∇u|2dX.
Demonstrac¸a˜o. Seja u soluc¸a˜o de (1.13) e w ∈ A. Mostraremos que u e´ mı´nimo de
J . Com efeito, note que da primeira igualdade de (1.13), tem-se
∆u(u− w) = 0.
Integrando ambos os membros, obtemos∫
RN+1+
∆u(u− w)dX = 0.
Pelo Teorema de Green
0 =
∫
RN+1+
∆u(u− w)dX = −
∫
RN+1+
∇u∇(u− w)dX +
∫
RN
∂u
∂ν
(u− w)dx.
Desde que u = w em RN , tem-se∫
RN+1
∇u∇(u− w)dX = 0.
Portanto ∫
RN+1+
|∇u|2dX =
∫
RN+1+
∇u∇wdX. (1.14)
Pelas Desigualdades de Cauchy-Schwarz
∫
RN+1+
∇u∇wdX ≤
(∫
RN+1+
|∇u|2dX
)1/2(∫
RN+1+
|∇w|2dX
)1/2
. (1.15)
Consequentemente∫
RN+1+
∇u∇wdX ≤ 1
2
∫
RN+1+
|∇u|2dX + 1
2
∫
RN+1+
|∇w|2dX. (1.16)
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Aplicando (1.16) em (1.14), tem-se
J(u) ≤ J(w).
Provaremos agora a rec´ıproca. Seja u mı´nimo de J . Considere ϕ ∈ C∞0 (RN+1) e
g : R→ R definida por
g(t) = J(u+ tϕ) =
∫
RN+1+
(|∇u|2 + 2t∇u∇ϕ+ t2|∇ϕ2|) dX.
Observe que g esta´ bem definida, uma vez que ϕ tem suporte compacto. Derivando
g em relac¸a˜o a t, temos
g′(t) = 2
∫
RN+1+
∇u∇ϕdX + 2t
∫
RN+1+
|∇ϕ|2dX.
Como u e´ mı´nimo de J , enta˜o 0 e´ ponto cr´ıtico de g. Dessa maneira g′(0) = 0,
implicando assim que ∫
RN+1+
∇u∇ϕdX = 0.
Logo ∫
RN+1+
∆uϕdX =
∫
RN+1+
∇u∇ϕdX = 0.
Com isso u resolve (1.13).
Corola´rio 1.12. Se uma func¸a˜o u ∈ C2(RN+1,R) e´ ponto cr´ıtico de J enta˜o resolve
(1.12).
Demonstrac¸a˜o. Note que, dado h ∈ C∞0 (RN+1) tem-se
J ′(u)(h) = lim
t→0
J(u+ th)− J(u)
t
= lim
t→0
1
t
∫
RN+1
(|∇(u+ th)|2 − |∇u|2)dX
= lim
t→0
1
t
∫
RN+1
(|∇u|2 + 2t∇u∇h+ t2|∇h|2)− |∇u|2)dX
= 2
∫
RN+1
∇u∇hdX. (1.17)
Observe que o suporte de h esta´ contido em Br, para algum r > 0, onde Br e´ a bola
de centro 0 e raio r. Por outro lado, pelo Teorema de Green∫
Br
∇u∇hdX =
(
−
∫
Br
∆uhdX +
∫
∂Br
∂u
∂µ
hdS
)
.
Dessa forma ∫
Br
∇u∇hdX = −
∫
Br
∆uhdX. (1.18)
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Fazendo r →∞ em (1.18), obtemos a seguinte igualdade∫
RN+1
∇u∇hdX = −
∫
RN+1
∆uhdX. (1.19)
De (1.19) conclu´ımos a demonstrac¸a˜o.
Motivado pelo Teorema 1.11, para cada a ∈ (−1, 1), consideremos o funcional
Ja : C
2(RN+1+ ,R)→ R dado por
Ja(u) =
∫
RN+1+
ya|∇u|2dX.
Note que Ja torna-se J , quando consideramos a = 0, o que estabelece um certo para-
lelo entre o caso da equac¸a˜o de Laplace e (1.11). Seguindo os passos da demonstrac¸a˜o
do Teorema 1.11 mostraremos:
Teorema 1.13. Considere o seguinte problema{
div(ya∇u(x, y)) = 0 em RN+1+ ,
u(x, 0) = f(x) em RN (1.20)
onde a ∈ (−1, 1) e f ∈ Hs(RN). Seja
B = {w ∈ C2(RN+1+ ) : w(x, 0) = f(x) em RN}.
Enta˜o u e´ soluc¸a˜o de (1.20) se, e somente se, e´ mı´nimo de Ja, para cada a ∈ (−1, 1).
Demonstrac¸a˜o. A demonstrac¸a˜o e´ ana´loga a do Teorema 1.11. Por esse motivo,
omitiremos a prova.
Corola´rio 1.14. Se a func¸a˜o u : RN+1+ → R e´ ponto cr´ıtico de Ja enta˜o e´ soluc¸a˜o
de (1.11).
Demonstrac¸a˜o. Seja h ∈ C∞0 (RN+1+ ), enta˜o
J ′a(u)(h) = lim
t→0
Ja(u+ th)− Ja(u)
t
= lim
t→0
1
t
∫
RN+1+
ya
(|∇(u+ th)|2 − |∇u|2) dX
= lim
t→0
1
t
∫
RN+1+
ya
(|∇u|2 + 2t∇u∇h+ t2|∇h|2 − |∇u|2) dX
= 2
∫
RN+1+
ya∇u∇hdX. (1.21)
Note que o suporte de h esta´ contido em Br, para algum r > 0. Atrave´s do Teorema
de Green, obtemos∫
Br∩RN+1+
ya∇u∇hdX = −
∫
Br∩RN+1+
div(ya∇u)hdX +
∫
∂Br∩RN+1+
ya∇uhdS. (1.22)
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Fazendo r →∞ em 1.22, temos que∫
RN+1+
ya∇u∇hdX = −
∫
RN+1+
div(ya∇u)hdX.
Assim se u e´ ponto cr´ıtico de Ja, concluimos que
0 =
∫
RN+1+
ya∇u∇hdX = −
∫
RN+1+
div(ya∇u)hdX. (1.23)
De (1.23) u e´ soluc¸a˜o de (1.11).
1.4 Problema de Valor Inicial
Nesta sec¸a˜o vamos estudar o problema de valor inicial
φ′′(y) + a
y
φ′(y)− λφ(y) = 0,
φ(0) = 1,
lim
y→∞
φ(y) = 0,
(1.24)
onde a ∈ (−1, 1) e λ > 0, o qual sera´ ultilizado no decorrer do trabalho.
Teorema 1.15. O problema de valor inicial (1.24) tem uma u´nica soluc¸a˜o.
Demonstrac¸a˜o. Para garantir a existeˆncia de soluc¸a˜o para o problema (1.24), con-
sideremos o espac¸o vetorial
X =
{
φ ∈ H1((0,∞)) :
∫ ∞
0
(
λ|φ|2 + |φ′|2) yady <∞} ,
munido da norma
‖φ‖2 =
∫ ∞
0
(
λ|φ|2 + |φ′|2
)
yady.
Esta norma prove´m do produto interno
〈φ, ψ〉 =
∫ ∞
0
(
λφψ + φ
′
ψ
′
)
yady,
o que torna X um espac¸o de Hilbert. O produto interno 〈·, ·〉 e´ cont´ınuo e
〈φ, φ〉 ≥ α‖φ‖2,
para α = 1. Temos assim que 〈φ, ψ〉 e´ coerciva. Aplicando o Teorema de Lax-
Milgram, tem-se que existe uma u´nica φ ∈ X tal que
‖φ‖2 ≤ ‖ψ‖2, ∀ ψ ∈ X. (1.25)
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Considere o funcional Ψ : X → R dado por
Ψ(φ) =
∫ ∞
0
(
λ|φ|2 + |φ′ |2
)
yady. (1.26)
Por (1.25), o funcional Ψ possui uma u´nica φminimizante. Logo, dado h ∈ C∞0 (0,∞)
Ψ′(φ)(h) =
∫ ∞
0
(
λφh+ φ
′
h
′
)
yady = 0. (1.27)
Fazendo integrac¸a˜o por partes em ∫ ∞
0
φ
′
h
′
yady,
com u˜ = φ′ya e dv˜ = h′dy, segue que∫ ∞
0
φ′h′yady = φ
′
hya
∣∣∣∞
0
−
∫ ∞
0
(
φ
′′
hya + φ
′
haya−1
)
dy. (1.28)
Combinando (1.27) com (1.28), tem-se∫ ∞
0
(
λφya − φ′aya−1 − φ′′ya
)
hdy + φ
′
hya
∣∣∣∞
0
= 0. (1.29)
Note que
φ
′
hya
∣∣∣∞
0
= 0,
pois h tem suporte compacto. Sendo assim, por (1.29) temos que φ resolve (1.24).
Observac¸a˜o 1.1. Explicitamente a soluc¸a˜o de (1.24) e´ dada por:
φ(y) = C1y
(1−a)/2K (a−1)
2
(
√
λy).
Onde
K (a−1)
2
(
√
λy) =
1
2
(
csc
(
pi(a− 1)
2
)(
I− (a−1)
2
(
√
λy)− I (a−1)
2
(
√
λy)
))
pi
e
Iα(
√
λy) =
1
pi
∫ pi
0
e
√
λy cos t cos(|α|t)dt.
Ale´m disso, C1 e´ tomada de tal forma que φ(0) = 1. Por fim
lim
y→∞
φ(y) = 0,
sendo que tal ca´lculo foi feito com o aux´ılio do programa Maple.
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Cap´ıtulo 2
Problema de Extensa˜o e o
Laplaciano Fraciona´rio
Considere o seguinte problema{
div(ya∇u(x, y)) = 0 em RN+1+ ,
u(x, 0) = f(x) em RN (2.1)
onde a ∈ (−1, 1) e f ∈ Hs(RN). Neste cap´ıtulo nosso objetivo e´ estudar a relac¸a˜o
existente entre o problema (2.1) com o Laplaciano Fraciona´rio
(−∆)sf(x) = F−1(|ξ|2sF(f))(x), x ∈ RN , 0 < s < 1.
E´ comum dizer que uma soluc¸a˜o de (2.1) e´ uma extensa˜o s−harmoˆnica.
O principal resultado deste cap´ıtulo e´ o seguinte:
Teorema 2.1. Para cada f ∈ Hs(RN), existe uma u´nica soluc¸a˜o u : RN+1+ → R de
(2.1) tal que ∫
RN+1+
|∇u|2yadX =
√
Ka
∫
RN
|ξ|2s|f̂(ξ)|2dξ, (2.2)
e (
1
1− a
)a
lim
y→0
yauy(x, y) = uz(x, 0) = − 1
Ka
(−∆)sf(x), (2.3)
onde s = (1− a)/2 e Ka = 2aΓ(3−a2 )/Γ(1−a2 ) e Γ e´ a func¸a˜o de Bessel, a saber
Γ(s) =
∫ ∞
0
etst−2dt.
Observac¸a˜o 2.1. Seja f : R2 → R definida por
f(x, y) = cos(x) + cos(y).
Atrave´s de um ca´lculo direto, tem-se que as func¸o˜es u, v : R2×[0,∞)→ R, definidas
por
u(x, y, z) = ez(cos(x) + cos(y))
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ev(x, y, z) = e−z(cos(x) + cos(y))
satisfazem (2.1) para o caso em que a = 0 e N = 2. Mas este exemplo na˜o contraria
a unicidade do Teorema 2.1, uma vez que a soluc¸a˜o u na˜o cumpre a condic¸a˜o de
integrabilidade (2.2).
Observac¸a˜o 2.2. E´ importante ressaltar nesse caso que a notac¸a˜o uz(x, 0) em (2.3)
deve ser entendida como
uz(x, 0) = lim
y→0
lim
z→0
u(x, y + z)− u(x, y)
z
.
2.1 Extensa˜o Via Fo´rmula de Poisson
O objetivo desta sec¸a˜o e´ provar a parte da existeˆncia do Teorema 2.1 usando
nu´cleo de Poisson. Com um ca´lculo direto na primeira igualdade de (2.1), obte´m-se
para uma soluc¸a˜o u : RN+1+ → R a equac¸a˜o
∆xu+
a
y
uy + uyy = 0 em RN+1+ , (2.4)
onde a ∈ (−1, 1). Com efeito
div(ya∇u) =
N∑
i=1
∂Fi
∂xi
+
∂G
∂y
,
onde
Fi = y
auxi
e
G = yauy.
Com isso
0 = div(ya∇u) =
N∑
i=1
yauxixi + ay
a−1uy + yauyy.
Portanto, obtemos (2.4). Fazendo agora a mudanc¸a de varia´vel z = (y/(1− a))1−a,
de forma que
y = (1− a)z 11−a ,
obtemos a equac¸a˜o equivalente a (2.4)
∆xu+ z
αuzz = 0 em RN+1+ . (2.5)
Onde α = −2a/(1 − a), isto e´, desenvolvendo as contas ao aplicar a mudanc¸a de
varia´vel em (2.4), obtemos a equac¸a˜o da forma na˜o divergente (2.5) equivalente a
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(2.4). Ale´m disso, usando a mudanc¸a de varia´vel z = (y/(1−a))1−a juntamente com
a regra da cadeia, obtemos
uz =
(
1
1− a
)a
yauy. (2.6)
Para provar a parte da existeˆncia do Teorema 2.1, buscaremos uma soluc¸a˜o para o
seguinte problema equivalente{
∆xu+
a
y
uy + uyy = 0 em RN+1+ ,
u(x, 0) = f(x) em RN ,
(2.7)
onde f ∈ Hs(RN) e a segunda igualdade deve ser entendida no seguinte sentido
(“fraco”):
lim
(x,y)→(x,0)
u(x, y) = f(x). (2.8)
Para tanto, inicialmente, devemos notar que apesar de
u(X) = K|X|1−N−a, (2.9)
onde K depende somente da dimensa˜o, satisfazer a primeira igualdade de (2.7),
conforme garante o Teorema 1.10, ela na˜o satisfaz a segunda igualdade de (2.7).
Para obter soluc¸a˜o de (2.7), vamos primeiro encontrar uma soluc¸a˜o u da primeira
igualdade de (2.7), mas que ale´m disso cumpra a relac¸a˜o
lim
y→0
u(x, y) = δ0(x), (2.10)
onde
δ0(x) =
{
0, se x 6= 0,
∞, se x = 0.
Inicialmente, observe que se x 6= 0 enta˜o a func¸a˜o u dada em (2.9) e´ tal que
lim
y→0
u(x, y) 6= 0.
Assim, u na˜o satisfaz (2.10). Por outro lado, pode-se verificar que
w(x, y) = yauy(x, y)
e´ soluc¸a˜o de
∆xw − a
y
wy + wyy = 0, (2.11)
com u dada em (2.9). De fato, fazendo o ca´lculo direto, tem-se
∆xw − a
y
wy + wyy = y
a∂y∆xu− a
y
(
aya
y
uy + y
auyy
)
+ a(a− 1)y
a
y2
uy +
aya
y
uyy
+
aya
y
uyy + y
auyyy.
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Organizando os termos correspondentes, obtemos
∆xw − a
y
wy + wyy = y
a
(
∂y∆xu− a
2
y2
uy − a
y
uyy +
a(a− 1)
y2
+ 2
a
y
uyy + uyyy
)
,
e finalmente
∆xw − a
y
wy + wyy = y
a
(
∂y∆xu− a
y2
uy +
a
y
uyy + uyyy
)
= ya∂y
(
∆xu+
a
y
uy + uyy
)
= 0.
Dessa forma, considere para cada a ∈ (−1, 1), Γa(X) = K|X|1−N−a, ondeK depende
somente da dimensa˜o, e
w(x, y) = y−a∂yΓ−a(x, y), (2.12)
de modo que w e´ soluc¸a˜o da equac¸a˜o (2.11). Afirmamos que
lim
y→0
−y−a∂yΓ−a(X) = δ0(x). (2.13)
De fato
∂yΓ−a(X) = K(1−N + a)
(|x|2 + |y|2)−1−N+a2 y.
Assim
y−a∂yΓ−a(x, y) = K(1−N + a) y
1−a
(|x|2 + |y|2) 1+N−a2
. (2.14)
Considerando x 6= 0, temos
lim
y→0
−y−a∂yΓ−a(X) = 0. (2.15)
Fazendo x = 0, obtemos
y−a∂yΓ−a(0, y) = K(1−N + a) y
1−a
y1+N−a
= K(1−N + a) 1
yN
,
e segue que
lim
y→0
−y−a∂yΓ−a(0, y) =∞. (2.16)
Juntando (2.15) e (2.16) segue a igualdade (2.13) e´ va´lida.
Afim de usar as notac¸o˜es cla´ssicas, denotemos
P1(x, y) = K1
y1−a
(|x|2 + |y|2)N+1−a2
,
onde K1 = K(1−N + a). Note que, por (2.12) e (2.14), tem-se
P1(x, y) = (1−N + a)w(x, y) = (1−N + a)y−a∂yΓ−a(x, y).
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Logo, por (2.11), P1(x, y) satisfaz a primeira igualdade de (2.7) quando y > 0.
Chamamos P1(x, y) de Nu´cleo de Poisson. Afirmamos que∫
RN
P1(x− ξ, y)dξ <∞.
Para provar o afirmado, considere δ > 0 e escreva∫
RN
P1(x−ξ, y)dξ =
∫
RN∩B((x,0),δ)
P1(x−ξ, y)dξ+
∫
RN\B((x,0),δ)
P1(x−ξ, y)dξ. (2.17)
Note que quando y > 0, tem-se P1(x− ξ, y) cont´ınua. Assim, a primeira integral do
lado direito da equac¸a˜o (2.17) e´ finita. Por outro lado∫
RN\B((x,0),δ)
P1(x− ξ, y)dξ = K1y1−a
∫
RN\B((x,0),δ)
1
(|x− ξ|2 + |y|2) 1+N−a2
dξ
≤ K1y1−a
∫
RN\B((x,0),δ)
1
|x− ξ|1+N−adξ. (2.18)
Como 1 +N − a > N a integral em (2.18) e´ finita. Com isso a segunda integral do
lado direito da equac¸a˜o (2.17) e´ tambe´m finita. Portanto∫
RN
P1(x− ξ, y)dξ = K2,
onde K2 > 0. Considere
P (x, y) =
P1(x, y)
K2
de modo que
P (x, y) = K3
y1−a
(|x|2 + |y|2)N+1−a2
e
∫
RN
P (x− ξ, y)dξ = 1, (2.19)
onde K3 = K1/K2.
Motivados pela intuic¸a˜o, consideremos
u(x, y) =
∫
RN
P (x− ξ, y)f(ξ)dξ. (2.20)
Mostraremos no pro´ximo lema que u definida em (2.20) e´ a func¸a˜o que estamos
procurando para resolver o problema (2.7) e, consequentemente, prova a parte da
existeˆncia de soluc¸a˜o do Teorema 2.1.
Lema 2.1 (Prova da Existeˆncia do Teorema 2.1). A func¸a˜o u definida em
(2.20) resolve o problema (2.7). Em particular, prova a parte da existeˆncia do Teo-
rema 2.1.
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Demonstrac¸a˜o. Note que P (x, y) satisfaz a primeira igualdade de (2.7), pois P (x, y)
e´ multipla de w dada em (2.12) (veja (2.11) e (2.14)). Com isso, mostraremos que
a u tambe´m satisfaz a primeira igualdade de (2.7). Com efeito
uxi(x, y) = lim
t→0
1
t
∫
RN
(P (x− ξ + tei, u)− P (x− ξ, y)) f(ξ)dξ. (2.21)
Desde que P e´ deriva´vel, existe δ > 0 de modo que t < δ implica que∣∣∣∣P (x− ξ + tei, y)− P (x− ξ, y)t − Pxi(x− ξ, y)
∣∣∣∣ < 1.
Assim ∣∣∣∣P (x− ξ + tei, y)− P (x− ξ, y)t f(ξ)
∣∣∣∣ ≤ | (1 + Pxi(x− ξ, y)) f(ξ)|.
Aplicando o Teorema da Convergeˆncia Dominada em (2.21), obtemos
uxi(x, y) =
∫
RN
Pxi(x− ξ, y)f(ξ)dξ. (2.22)
Usando um racioc´ınio ana´logo ao desenvolvido para obter (2.22), devido a P (x, y)
satisfazer a primeira igualdade de (2.7), temos
∆xu+
a
y
uy+uyy =
∫
RN
(
∆xP (x− ξ, y) + a
y
Py(x− ξ, y) + Pyy(x− ξ, y)
)
f(ξ)dξ = 0.
Vamos provar agora que u satisfaz a segunda igualdade de (2.7). Para isso mostra-
remos que, dado x0 ∈ RN
lim
(x,y)→(x0,0)
u(x, y) = f(x0).
Seja  > 0, devemos encontrar δ > 0 de tal forma que:
|(x, y)− (x0, 0)| < δ ⇒ |u(x, y)− f(x0)| < . (2.23)
Como f e´ cont´ınua, existe δ1 > 0 tal que:
|ξ − x0| < δ1 ⇒ |f(ξ)− f(x0)| < 
2
.
Usando a segunda igualdade de (2.19), temos
|u(x, y)− f(x0)| =
∣∣∣∣∫
RN
P (x− ξ, y)f(ξ)dξ − f(x0)
∣∣∣∣
=
∣∣∣∣∫
RN
P (x− ξ, y) (f(ξ)− f(x0)) dξ
∣∣∣∣ . (2.24)
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Por outro lado ∣∣∣∣∫
RN
P (x− ξ, y) (f(ξ)− f(x0)) dξ
∣∣∣∣ ≤ I1 + I2,
onde
I1 :=
∫
RN∩B((x0,0),δ1)
P (x− ξ, y)|f(ξ)− f(x0)|dξ
e
I2 :=
∫
RN\B((x0,0),δ1)
P (x− ξ, y)|f(ξ)− f(x0)|dξ.
Notemos que
I1 <

2
∫
RN
P (x− ξ, y)dξ = 
2
. (2.25)
Ale´m disso, se
|(x, y)− (x0, 0)| < δ1
2
e |ξ − x0| ≥ δ1,
enta˜o
|ξ − x0| ≤ |ξ − x|+ |x− x0| ≤ |ξ − x|+ δ1
2
≤ |ξ − x|+ 1
2
|ξ − x0|.
Ou seja
1
2
|ξ − x0| ≤ |ξ − x|.
Como a f e´ limitada, enta˜o
I2 ≤ 2||f ||
∫
RN\B((x0,0),δ1)
P (x− ξ, y)dξ.
Logo
I2 ≤ 2||f ||Ky1−a
∫
RN\B((x0,0),δ1)
1
(|x− ξ|2 + |y|2)N+1−a2
dξ
≤ 2||f ||Ky1−a
∫
RN\B((x0,0),δ1)
1
|x− ξ|N+1−adξ
≤ 2N+2−a||f ||Ky1−a
∫
RN\B((x0,0),δ1)
1
|x0 − ξ|N+1−adξ.
Sendo N + 1− a > N , enta˜o∫
RN\B((x0,0),δ1)
1
|x0 − ξ|N+1−adξ <∞.
Portanto
lim
y→0
2N+2−a||f ||Ky1−a
∫
RN\B((x0,0),δ1)
1
|x0 − ξ|N+1−adξ = 0. (2.26)
De (2.26), existe δ2 > 0 tal que:
|y| < δ2 ⇒ 2N+2−a||f ||Ky1−a
∫
RN\B((x0,0),δ1)
1
|x0 − ξ|N+1−adξ <

2
. (2.27)
Considerando δ = min {δ1, δ2} e fazendo uso de (2.25) e (2.27) em (2.24), obtemos
(2.23).
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2.2 Unicidade de Extensa˜o
A prova da unicidade referida no Teorema 2.1 e´ obtida facilmente se provarmos
que toda soluc¸a˜o de (2.1) tal que∫
RN+1+
|∇u|2yadX <∞, (2.28)
deve satisfazer a igualdade (2.2). Com efeito, se u e v sa˜o soluc¸o˜es de (2.1), enta˜o
u− v e´ soluc¸a˜o de (2.1) para f = 0, de forma que∫
RN+1+
|∇(u− v)|2yadX = 0,
de onde podemos concluir que u = v.
Observac¸a˜o 2.3. Como vimos na Observac¸a˜o 2.1, apesar da f : R2 → R definida
por
f(x, y) = cos(x) + cos(y),
ter transformada de fourier e u : R2 × [0,∞)→ R, definida por
u(x, y, z) = ez(cos(x) + cos(y)),
satisfazer (2.1), para a = 0 e N = 2, na˜o temos igualdade (2.2) pois nesse caso∫
RN+1+
|∇u|2dX =∞.
Lema 2.2. Suponha que u(x, y) e´ soluc¸a˜o de (2.1). Se∫
RN+1+
|∇u|2yadX <∞,
enta˜o ∫
RN+1+
|∇u|2yadX =
√
Ka
∫
RN
|ξ|2s|f̂(ξ)|2dξ, (2.29)
onde Ka = 2
aΓ(3−a
2
)/Γ(1−a
2
).
Demonstrac¸a˜o. Considere no problema (1.24), λ = 1 e φ a u´nica soluc¸a˜o do problema
de valor inicial. Agora, considere λ = |ξ|2 e o problema de valor inicial:
ϕ′′(y) + a
y
ϕ′(y)− |ξ|2ϕ(y) = 0,
ϕ(0) = f̂(ξ),
limy→∞ ϕ(y) = 0.
(2.30)
Pelo Teorema 1.15, tambe´m temos uma u´nica soluc¸a˜o para (2.30). Ale´m disso, note
que
ϕ(y) = f̂(ξ)φ(|ξ|y) (2.31)
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e´ soluc¸a˜o de (2.30). Por outro lado, suponha que u(ξ, y) e´ uma soluc¸a˜o de (2.1).
Desde que
ûxj(ξ, y) = (iξj)û(ξ, y),
enta˜o
ûxjxj(ξ, y) = (iξj)ûxj(ξ, y) = −|ξj|2û(ξ, y).
Consequentemente
∆̂xu(ξ, y) =
N∑
j=1
ûxjxj(ξ, y) = −
N∑
j=1
|ξj|2û(ξ, y) = −|ξ|2û(ξ, y).
Uma vez que u(x, y) resolve (2.1), e equivalentemente (2.4), temos
∆̂xu(ξ, y) +
a
y
ûy(ξ, y) + ûyy(ξ, y) = 0,
que implica
−|ξ|2û(ξ, y) + a
y
ûy(ξ, y) + ûyy(ξ, y) = 0. (2.32)
Sendo assim, para cada ξ em RN , a equac¸a˜o (2.32) e´ uma equac¸a˜o diferencial or-
dina´ria em y. Dessa forma, observe que û(ξ, y), por (2.32) juntamente com o fato
que û(ξ, 0) = f̂(ξ), tambe´m resolve o problema de valor inicial (2.30). Portanto,
ϕ(y) = û(ξ, y), ou seja,
û(ξ, y) = f̂(ξ)φ(|ξ|y). (2.33)
Agora, note que∫
RN+1+
|∇u|2yadX =
∫
RN
∫ ∞
0
(|∇xu|2 + |uy|2) yadydξ.
Assim, pelo Teorema de Parseval∫
RN+1+
|∇u|2yadX =
∫
RN
∫ ∞
0
(|ξ|2|û(ξ, y)|2 + |ûy(ξ, y)|2) yadydξ. (2.34)
De (2.33) e (2.34), segue que∫
RN+1+
|∇u|2yadX =
∫
RN
∫ ∞
0
|ξ|2|f̂(ξ)|2
(
|φ(|ξ|y)|2 + |φ′(|ξ|y)|2
)
yadydξ. (2.35)
Fazendo uma mudanc¸a de varia´vel y = |ξ|y em (2.35),∫
RN+1+
|∇u|2yadX =
∫
RN
|ξ|1−a|f̂(ξ)|2
∫ ∞
0
(|φ(y)|2 + |φ′(y)|2) yadydξ. (2.36)
Combinando (1.26) com (2.36), obtemos∫
RN+1+
|∇u|2yadX = Ψ(φ)
∫
RN
|ξ|2s|f̂(ξ)|2dξ.
Portanto a prova do lema esta´ completa.
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2.3 A Derivada Normal e o Laplaciano Fraciona´rio
O objetivo desta sec¸a˜o e´ mostrar a relac¸a˜o entre a derivada normal da soluc¸a˜o
de (2.1) e o Laplaciano Fraciona´rio da condic¸a˜o de fronteira, que e´ destacada em
(2.3). Para auxiliar, vamos considerar o problema{
∆xu+ z
αuzz = 0 em RN+1+ ,
u(x, 0) = f(x) em RN (2.37)
que e´ equivalente ao problema (2.7). Para resolver esse problema e´ suficiente consi-
derar
P˜ (x, z) = K
z
(|x|2 + (1− a)2|z| 2(1−a) )N+1−a2
como sendo o nu´cleo de Poisson; note que P˜ (x, z) e´ obtida de P (x, y) atrave´s da
mudanc¸a de varia´vel z = (y/(1− a))1−a. Consequentemente a soluc¸a˜o u sera´
u(x, z) =
∫
RN
P˜ (x− ξ, z)f(ξ)dξ.
O pro´ximo lema estabelece a relac¸a˜o (2.3).
Lema 2.3. Seja u soluc¸a˜o de (2.1). Enta˜o
lim
y→0
yauy(x, y) = C(−∆)sf(x).
onde C = − (1/(1− a))−aK.
Demonstrac¸a˜o. No intuito de facilitar o entendimento, devemos observar que
uz(x, 0) = lim
y→0
lim
z→0
u(x, y + z)− u(x, y)
z
= lim
z→0
lim
y→0
u(x, y + z)− u(x, y)
z
. (2.38)
Pela segunda igualdade de (2.1), tem-se
uz(x, 0) = lim
z→0
lim
y→0
u(x, y + z)− u(x, y)
z
= lim
z→0
u(x, z)− f(x)
z
.
Pela equac¸a˜o (2.19), obtemos que
uz(x, 0) = lim
z→0
1
z
∫
RN
P˜ (x− ξ, z)(f(ξ)− f(x)).
Logo
uz(x, 0) = lim
z→0
∫
RN
K
(|x− ξ|2 + (1− a)2)|z|N+1−a2
(f(ξ)− f(x))dξ
e, pelo Valor Principal de Cauchy,
uz(x, 0) = PV
∫
RN
K
|x− ξ|N+1−a (f(ξ)− f(x))dξ.
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Portanto
uz(x, 0) = −K(−∆)sf(x). (2.39)
Fazendo uso de (2.6) e (2.39) obtemos
lim
y→0
yauy(x, y) = C(−∆)sf(x),
onde C = − (1/(1− a))−aK.
Nosso objetivo agora e´ tambe´m provar a relac¸a˜o (2.3), mas desta vez fazendo uso
da transformada de Fourier em relac¸a˜o a varia´vel x. Para esse fim, faremos uso de
(2.29) provado no Lema 2.2.
Lema 2.4. Seja u soluc¸a˜o de (2.1) tal que∫
RN+1+
|∇u|2yadX <∞.
Enta˜o
lim
y→0
yauy(x, y) = C(−∆)sf(x).
onde C = Ψ(φ), com Ψ(φ) dado em (1.26) e φ mı´nimo de Ψ.
Demonstrac¸a˜o. Por (1.6), (1.21) e (2.2), para todo h ∈ C∞0 (RN+1+ ), tem-se que∫
RN+1+
ya∇u∇hdX = C
∫
RN
|ξ|2sf̂(ξ)ĥ(ξ, 0)dξ. (2.40)
Pelo Teorema de Green∫
RN+1+
ya∇u∇hdX = lim
y→0
∫
RN
yauy(x, y)h(x, y)dx. (2.41)
Ale´m disso
C
∫
RN
|ξ|2sf̂(ξ)ĥ(ξ, 0)dξ = C
∫
RN
(̂−∆)sf(ξ)ĥ(ξ, 0)dξ.
Enta˜o, pelo Teorema de Parseval
C
∫
RN
(̂−∆)sf(ξ)ĥ(ξ, 0)dξ = C
∫
RN
(−∆)sf(ξ)h(ξ, 0)dξ. (2.42)
Portanto, por (2.40), (2.41) e (2.42) temos
lim
y→0
yauy(x, y) = C(−∆)sf(x).
27
Cap´ıtulo 3
Extenso˜es por Reflexa˜o,
Desigualdade Harnack e
Monotonicidade
Neste cap´ıtulo aplicaremos a Desigualdade de Harnack para as equac¸o˜es (2.4)
(ou (2.5)), para mostrar que se o operador (−∆)s se anula em uma certa bola enta˜o
podemos refletir a soluc¸a˜o u e fazer-lhe uma soluc¸a˜o de (2.4) (ou (2.5)) em {y = 0}
(ou {z = 0}) num sentido apropriado.
3.1 Extensa˜o por Reflexa˜o no Caso Divergente
Primeiramente abordaremos o caso divergente.
Lema 3.1. Suponha que u : RN+1+ → R e´ soluc¸a˜o da equac¸a˜o (2.4) tal que ya|∇u|2
e´ localmente integra´vel e, para |x| ≤ R,
lim
y→0
yauy(x, y) = 0. (3.1)
Enta˜o a extensa˜o
u˜(x, y) =
{
u(x, y), se y ≥ 0,
u(x,−y), se y < 0.
e´ soluc¸a˜o fraca de
div(|y|a∇u) = 0
na bola BR =
{
X = (x, y) ∈ RN × R : |x|2 + |y|2 ≤ R2}.
Demonstrac¸a˜o. Seja h ∈ C∞0 (BR) uma func¸a˜o teste. Devemos mostrar que∫
BR
|y|a∇u˜∇hdX = 0. (3.2)
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Para cada  > 0, note que∫
BR
|y|a∇u˜∇hdX =
∫
BR\{|y|<}
|y|a∇u˜∇hdX +
∫
BR∩{|y|<}
|y|a∇u˜∇hdX. (3.3)
Observe que
div(|y|ah∇u) =
N∑
i=1
∂Fi
∂xi
+
∂H
∂y
,
onde
Fi = |y|ahuxi
e
H = |y|ahuy.
Assim
div(|y|ah∇u) =
N∑
i=1
|y|ahxiuxi +
N∑
i=1
|y|ahuxixi + |y|ahyuy + |y|ah
(
uyy +
a
y
uy
)
.
Organizando as contas, obtemos
div(|y|ah∇u) = |y|ah(∆xu+ a
y
uy + uyy) + |y|a∇h∇u.
Como u resolve (2.4), tem-se que
div(|y|ah∇u) = |y|a∇h∇u. (3.4)
Fazendo o mesmo ca´lculo com u(x,−y) obtemos (3.4) para u˜. Assim, fazendo uso
de (3.3) e (3.4), temos∫
BR
|y|a∇u˜∇hdX =
∫
BR\{|y|<}
div(|y|ah∇u˜)dX +
∫
BR∩{|y|<}
|y|a∇u˜∇hdX.
Usando o Teorema de Green∫
BR\{|y|<}
div(|y|ah∇u˜)dX =
∫
BR∩{|y|=}
ahu˜y(x, )dx (3.5)
Sendo assim, por (3.5)∫
BR
|y|a∇u˜∇hdX =
∫
BR∩{|y|=}
ahu˜y(x, )dx+
∫
BR∩{|y|<}
|y|a∇u˜∇hdX. (3.6)
Observe agora que para  > 0 suficientemente pequeno, por (3.1), tem-se
|ahu˜y(x, )χBR∩{|y|=}| ≤ |h|,
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para quase todo x ∈ RN . Logo, usando o Teorema da Convergeˆncia Dominada
na primeira integral do lado direito de (3.6), conclu´ımos que a mesma converge a
zero. Afirmamos que a segunda integral do lado direito de (3.6) converge para zero.
De fato, observe que BR ∩ {|y| = 0} tem medida nula. Considere X = (x, y) 6∈
BR ∩ {|y| = 0}. Logo, existe 0 > 0 tal que |y| > 0. Assim, para todo  < 0, segue
que |y| > . O que implica que
|y|a∇u˜∇hχBR∩{|y|<} = 0, (3.7)
e em particular temos (3.7) convergindo para 0 quase sempre em X. Ale´m disso∣∣|y|a∇u˜∇hχBR∩{|y|<}∣∣ ≤ 12 |y|a|∇u˜|2 + 12 |y|a|∇h|2.
Agora, sendo ya|∇u|2 localmente integra´vel, o mesmo vale para |y|a|∇u˜|2. Assim,
mostraremos que |y|a|∇h|2 e´ integra´vel. Com efeito, o caso a ≥ 0 na˜o ha´ nada
a fazer. Precisamos nos preocupar somente com o caso em que a < 0. Como
h ∈ C∞0 (BR), enta˜o existe uma constante C tal que |∇h|2 ≤ C. Logo∫
BR
|y|a|∇h|2dX ≤ C
∫
BR
|y|adX.
Usando coordenadas polares, tem-se que
C
∫
BR
|y|adX = C
∫ R
0
∫
∂BR
radSdr = C
∫ R
0
1
r|a|
|∂BR|dr.
Sendo |a| < 1, enta˜o 1
r|a|
e´ integra´vel. O que mostra que |y|a|∇h|2 e´ integra´vel.
Portanto pelo Teorema da Convergeˆncia Dominada a segunda integral do lado direito
de (3.6) converge para 0. Podemos concluir enta˜o que (3.2) e´ va´lida.
Ha´ duas hipo´teses no Lema 3.1 que merecem destaques. A primeira, ya|∇u|2 ser
localmente integra´vel, esta´ relacionada ao seguinte problema:{
div(|z|a∇u(x, z)) = 0 em BR,
u(x, z) = g(x, z) sobre ∂BR,
(3.8)
onde a primeira igualdade de (3.8) e´ no sentido fraco e g e´ uma classe de func¸o˜es
geral. O problema (3.8) possui uma u´nica soluc¸a˜o no espac¸o de Sobolev com peso
H1(BR, |z|a) (ver detalhes em [11]), informac¸a˜o que torna a hipote´se de integra-
bilidade natural. O ponto que merece ainda maior destaque, e´ esclarecer em que
sentido tomamos o limite em (3.1). Nesse caso particular, desde que o limite se
anula, poder´ıamos provar que realmente u ∈ C∞ em x e o limite vale no sentido
uniforme. Em geral seria conveniente ter uma definic¸a˜o fraca de (3.1). A equac¸a˜o
(3.2) passa a ser a definic¸a˜o de (3.1) no sentido fraco. Em todo caso, o limite (3.1)
vale no seguinte sentido: para toda func¸a˜o teste φ ∈ C∞0 (B1 \ {0}), tem-se
lim
y→0+
∫
B1\{0}
yauy(x, y)φ(x, y)dX = 0.
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3.2 Extensa˜o por Reflexa˜o no Caso Na˜o Diver-
gente
Lema 3.2. Dada uma func¸a˜o cont´ınua g sobre ∂BR, de modo que g(x, z) = g(x,−z),
existe uma u´nica func¸a˜o u ∈ C(BR) tal que:
i) u resolve a equac¸a˜o uxx + |z|αuzz = 0 em BR ∩ {z 6= 0};
ii) u ∈ C1(BR);
iii) uz(x, 0) = 0.
Demonstrac¸a˜o. Unicidade: Suponha que u e v satisfazem i), ii) e iii). Seja  > 0
e considere w = u− v + |z|. Note que w satisfaz i). De fato
wz = uz − vz +  z|z| .
Sendo assim
wxx + |z|αwzz = uxx − vxx + |z|α
uzz − vzz + 
 |z| − z
(
z
|z|
)
|z|2

= uxx − vxx + |z|α(uzz − vzz),
ou seja
wxx + |z|αwzz = 0.
Agora, desde que w e´ cont´ınua e BR e´ compacto, existe X0 ∈ BR onde w assume
valor ma´ximo. Note que
X0 6∈ BR ∩ {z 6= 0}
pois, do contra´rio, como w satisfaz i) e |z| > 0, podemos aplicar o Princ´ıpio do
Ma´ximo e concluir que w e´ constante, o que seria uma contradic¸a˜o, visto que w = |z|
em ∂BR. Ale´m disso
wz+ > wz−
(wz+ e wz− representam as derivadas laterais respectivas). Observe que
wz+ = uz+ − vz+ +  > uz− − vz− −  = wz− .
Dessa forma, na˜o existe ponto de ma´ximo em BR ∩ {z = 0}, pois se existisse wz+ =
0 = wz− no ponto. Portanto, X0 ∈ ∂BR. Assim, desde que u e v sa˜o soluc¸o˜es de
(3.8), segue que
w ≤ w(X0) = u(X0)− v(X0) + |z0| ≤ R. (3.9)
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Fazendo enta˜o  → 0 em (3.9), temos que u ≤ v. De maneira ana´loga obte´m-se
v ≤ u e conclu´ımos que u = v.
Existeˆncia: Para cada  > 0, considere o seguinte problema:{
∆xu+ (|z|+ )αuzz = 0 em BR,
u = g sobre ∂BR.
(3.10)
Pela teoria de Schauder o problema acima possui soluc¸a˜o cla´ssica para cada  >
0. As soluc¸o˜es u sa˜o uniformemente limitadas em L∞, devido ao princ´ıpio do
ma´ximo para equac¸o˜es uniformemente elipticas. A equac¸a˜o (3.10) possui coeficientes
constantes em relac¸a˜o a x. A estimativa de Ho¨lder em [6] dete´m independentemente
de  e podemos aplicar para qualquer u e para qualquer Quociente de Newton na
direc¸a˜o de x para obter estimativas uniformes para as derivadas de qualquer ordem
com respeito a x (em termos do Laplaciano fraciona´rio, isto corresponde ao fato
que as func¸o˜es tais que (−∆)s = 0 ∈ C∞). Portanto temos que ∆xu e´ limitada
independentemente de  em qualquer bola menor que B(1−δ/2)R.
Desde que u ∈ C2(BR) e u e´ sime´trico com respeito ao hiperplano z = 0, enta˜o
uz(x, 0) = 0. Com efeito
uz(x, 0) = lim
z→0
u(x, z)− u(x, 0)
z
= lim
z→0
u(x, z)− u(x, 0)
2z
+ lim
−z→0
u(x,−z)− u(x, 0)
−2z
= 0.
Por outro lado, como
∆xu
 + (|z|+ α)uzz = 0,
temos que
|uzz|
(|z|+ )α = |∆xu
|.
Sendo ∆xu
 limitado independente de , enta˜o existe C > 0 tal que
|∆xu| ≤ C, ∀ > 0.
Logo
|uzz| ≤
C
|z|α .
Desde que α = −2a/(1 − a) e a ∈ (−1, 1), temos que α < 1. Para isso, basta
observar que:
α < 1⇔ −2a
1− a < 1⇔ −2a < 1− a⇔ −a < 1.
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Podemos enta˜o integrar uzz para qualquer (x, z) tal que |x| < 1−2δ e 0 < z < 1−δ.
Pelo Teorema Fundamental do Ca´lculo
|uz(x, z)| =
∣∣∣∣∫ z
0
uzz(x, s)ds
∣∣∣∣
≤
∫ z
0
C
|z|αds = C¯z
1−α.
Portanto
|uz(x, z)− uz(x, 0)| ≤ C¯z1−α.
Isto mostra que uz e´ C
η em B(1−δ)R, para η = min(1, 1 − δ), independentemente
de  para qualquer δ. Por Arzela´-Ascoli, podemos tomar  suficientemente pequeno
e extrair uma subsequeˆncia que converge para a soluc¸a˜o u desejada. Ale´m disso,
considerando g na˜o-negativa, vamos mostrar agora que u satisfaz a Desigualdade de
Harnack de Caffarelli e Gutierrez em [6]. Mostraremos que essa desigualdade vale
para todo u independentemente de . Sabemos que u e´ soluc¸a˜o de (3.10), assim
aplicando o Pr´ıncipio do Ma´ximo temos que u e´ na˜o-negativa. Considerando
L(u) = tr(ΦD2u),
onde
Φ =

1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 0 1 0
0 0 0 0 (+ |z|)α
 ,
podemos aplicar a Desigualdade de Harnack de Caffarelli e Gutierrez em [6] para
u, ou seja, existe C constante independente de  tal que
sup
S(0, τ
3
r)
u ≤ C inf
S(0, τ
3
r)
u. (3.11)
Com 0 < τ < 1 e
S(0, r) =
{
X = (x, y) ∈ RN+1 : |y| < r} .
Fazendo → 0 em (3.11), segue o resultado.
3.3 Desigualdade de Harnack
Como uma aplicac¸a˜o do estudo de soluc¸o˜es de (2.7) e (2.37), no pro´ximo Teorema
provaremos a Desigualdade de Harnack, utilizando me´todos de Equac¸o˜es Diferenciais
Parcias locais.
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Teorema 3.1. (Desigualdade de Harnack) Seja f : RN → R na˜o-negativa tal que
(−∆)sf = 0 em Br. Enta˜o existe uma constante C (dependendo somente de s e da
dimensa˜o) tal que
sup
B r
2
f ≤ C inf
B r
2
f
Demonstrac¸a˜o. Considere u a extensa˜o de f que resolve o problema (2.7). Por
construc¸a˜o a u e´ na˜o-negativa, pois a f e´ na˜o-negativa. Por hipo´tese
(−∆)sf = 0 em Br.
Enta˜o pelo Teorema 2.1, obtemos
lim
y→0
yauy(x, y) = 0.
Pelo Lema 3.1, segue que u˜ e´ soluc¸a˜o de
div(|y|a∇u) = 0 em B r
2
.
Aplicando o resultado de Fabes, Kenig e Serapioni em [11], podemos garantir que
existe uma constante C tal que
max
B r
2
u ≤ C min
B r
2
u.
Portanto
sup
B r
2
f ≤ C inf
B r
2
f.
Outra maneira de provar o teorema e´ considerando u a extensa˜o de f que resolve
2.37. Como
(−∆)sf = 0 em Br,
isto implica, pelo Teorema 2.1, que
uz(x, 0) = 0 em Br.
Afirmamos que u e´ cont´ınua em B r
2
, em particular sobre ∂B r
2
. Note que
uz(x, 0) = 0,
assim obtemos
lim
z→0+
u(x, z)− u(x, 0)
z
= 0.
Dessa maneira
lim
z→0+
u(x, z) = u(x, 0).
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Concluimos assim a continuidade de u. Considere a func¸a˜o u˜ : RN × R → R dada
por
u˜(x, y) =
{
u(x, y), se y ≥ 0,
u(x,−y), se y < 0.
Como u e´ cont´ınua em B r
2
o mesmo vale para a u˜. Note que u˜ satisfaz as condic¸o˜es
i), ii) e iii) do Lema 3.2, pois u as satisfaz. Sendo assim a Desigualdade de Harnack
se aplica em u˜, isto e´,
sup
S(0, τ
3
r
2
)
u˜ ≤ C inf
S(0, τ
3
r
2
)
u˜
com 0 < τ < 1. Temos assim que
sup
S(0, τ
3
r
2
)
u˜(x, 0) ≤ C inf
S(0, τ
3
r
2
)
u˜(x, 0).
Portanto
sup
B r
2
f ≤ C inf
B r
2
f.
Corola´rio 3.2. Seja f : RN → R, na˜o-negativa tal que (−∆)sf = 0 em B1, enta˜o
f ∈ Cα em B 1
2
para algum α.
Demonstrac¸a˜o. Mostraremos inicialmente que existe uma constante L tal que
sup
B 1
2n
f(x)− inf
B 1
2n
f(x) ≤ Ln−1(M −m) (3.12)
para cada n ∈ N, onde
M = sup
B1
f(x)
e
m = inf
B1
f(x).
Caso n = 1 e´ va´lido, pois
sup
B 1
2
f(x)− inf
B 1
2
f(x) ≤ L0(M −m).
Suponha que (3.12) e´ verdadeiro, devemos mostrar que
sup
B 1
2n+1
f(x)− inf
B 1
2n+1
f(x) ≤ Ln(M −m). (3.13)
Fazendo
f(x) = f(x/2n),
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obtem-se
M − f(x) ≥ 0,
onde
M = sup
B1
f(x).
Note que
(−∆)s (M − f(x)) = 0,
pois a f satisfaz tal relac¸a˜o. Portanto pelo Teorema (3.1), existe uma constante C
tal que
sup
B 1
2
(
M − f(x)) ≤ C inf
B 1
2
(
M − f(x)) . (3.14)
Seja
m = inf
B1
f(x),
enta˜o
f(x)−m ≥ 0.
Desenvolvendo um ca´lculo ana´logo ao feito para obter (3.14), temos
sup
B 1
2
(
f(x)−m) ≤ C inf
B 1
2
(
f(x)−m) . (3.15)
De (3.14), tem-se
M − inf
B 1
2
f(x) ≤ CM − C sup
B 1
2
f(x). (3.16)
Por outro lado fazendo uso de (3.15), obtem-se
sup
B 1
2
f(x)−m ≤ C inf
B 1
2
f(x)− Cm. (3.17)
Combinando (3.16) e (3.17), enta˜o
sup
B 1
2
f(x)− inf
B 1
2
f(x) ≤ C − 1
C + 1
(M −m). (3.18)
Observe que
sup
B 1
2
f(x)− inf
B 1
2
f(x) = sup
B 1
2n+1
f(x)− inf
B 1
2n+1
f(x),
e
M −m = sup
B 1
2n
f(x)− inf
B 1
2n
f(x).
Logo
sup
B 1
2n+1
f(x)− inf
B 1
2n+1
f(x) ≤ L
sup
B 1
2n
f(x)− inf
B 1
2n
f(x)
 . (3.19)
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onde L = (C − 1)/(C + 1). Por fim, de (3.12) e (3.19) obtemos (3.13). Agora tome
α de modo que 1/2α = L. Sejam x, y ∈ B 1
2
e note que existe k ∈ N tal que
1
2k
≤ |x− y| < 1
2k−1
.
Ale´m disso
|f(x)− f(y)| ≤ sup
B 1
2k
f(x)− inf
B 1
2k
f(x).
De (3.12), tem-se
|f(x)− f(y)| ≤ Lk−1(M −m).
Como
1
2αk
≤ |x− y|α < 1
2α(k−1)
,
segue que
|f(x)− f(y)| ≤ 1
2αk
(M −m)
L
≤ |x− y|α (M −m)
L
.
3.4 Fo´rmulas de Monotonicidade
As fo´rmulas de monotonicidade sa˜o uma ferramenta ”muito poderosa”no estudo
da regularidade e propriedades de Equac¸o˜es Diferenciais Parciais el´ıpticas. Elas fo-
ram usadas em uma se´rie de problemas para explorar as propriedades locais das
equac¸o˜es. A equac¸a˜o (2.4) representa uma func¸a˜o harmoˆnica em (N + 1 + a) di-
menso˜es. Um exemplo simples, e´ se
∆xu+
a
y
uy + uyy = 0, B(0, 1)
+,
lim
y→0
yauy(x, y), |x| ≤ 1,
enta˜o
Φ(R) =
1
RN+1+a
∫
B(0,R)+
|∇u|2yadX
e´ mono´tona na˜o-decrescente.
No Teorema 3.3, faremos uma aplicac¸a˜o da Fo´rmula de Monotonicidade. Tal
fo´rmula e´ conhecida como Fo´rmula de frequeˆncia de Almgren. Antes de provarmos
o Teorema 3.3, demonstraremos o seguinte Lema.
Lema 3.3. Seja u soluc¸a˜o de (2.4), em BR0 ∩{y 6= 0}, tal que yauy(x, y) e´ limitada
para todo x com |x| < R0, onde
uz(x, 0) = 0 ou lim
y→0
yauy(x, y) = 0.
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Enta˜o se R < R0, temos
R
∫
∂B(0,R)∩{y>0}
ya(|uτ |2 − |uν |2)dσ =
∫
B(0,R)+
ya(N + a− 1)|∇u|2dx.
Demonstrac¸a˜o. Como u e´ soluc¸a˜o de (2.4), enta˜o
div
(
ya
|∇u|2
2
X − ya〈X,∇u〉∇u
)
= ya
N + a− 1
2
|∇u|2. (3.20)
Aplicando o Teorema de Green em (3.20), obtemos∫
B(0,R)+
ya
N + a− 1
2
|∇u|2dX =
∫
∂B(0,R)∩{y>}
ya
( |∇u|2
2
X − 〈X,∇u〉∇u
)
X
|X|dσ
+D,
onde
D :=
∫
B(0,R)∩{y=0}
(
−a |∇u(x, )|
2
2
+ a〈(x, ),∇u(x, )〉uy(x, )
)
dx.
Desenvolvendo as contas∫
B(0,R)+
ya
N + a− 1
2
|∇u|2dX = R
∫
∂B(0,R)∩{y>}
ya
( |∇u|2
2
− |uν |
)
dσ+D, (3.21)
Sabemos que
lim
→0
a+1
|∇u(x, )|2
2
= 0.
Ale´m disso, por hipo´tese
lim
→0
auy(x, ) = 0.
Portanto, fazendo → 0 em (3.21), tem-se∫
B(0,R)+
ya
N + a− 1
2
|∇u|2dX = R
∫
∂B(0,R)∩{y>0}
ya
( |∇u|2
2
− |uν |
)
dσ. (3.22)
Trocando |∇u|2 por |uτ |2 + |uν |2 em (3.22), conclu´ımos a demonstrac¸a˜o.
Teorema 3.3. Se u resolve (2.4) em B(0, R0)
+, tal que para todo x ∈ B(0, R0)+
uz(x, 0) = 0 ou lim
y→0
yauy(x, y) = 0
enta˜o
Φ(R) = R
∫
B(0,R)+
|∇u|2yadX∫
∂B(0,R)+
|u|2yadσ
e´ mono´tona na˜o-decrescente para todo R < R0. Ale´m disso, Φ e´ constante, se
somente se, u e´ homogeˆnea.
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Demonstrac¸a˜o. Devemos mostrar que log Φ(R) e´ mono´tona na˜o-decrescente. Note
que
(log Φ)′(1) ≥ 0.
De fato
log(Φ(R)) = logR + log
∫
B(0,R)+
|∇u|2yadX − log
∫
∂B(0,R)+
|u|2yadσ.
Por outro lado(∫
B(0,R)+
|∇u|2yadX
)′
=
(∫ R
0
∫
S(0,r)
|∇u|2yadσdr
)′
=
∫
S(0,R)
|∇u|2yadσ. (3.23)
Fazendo z = θ/R, enta˜o dz = 1/RNdX. Logo(∫
∂B(0,R)+
|u|2yadθ
)′
=
(∫
∂B(0,R)+
|u(R, z)|2(yR)aRNdz
)′
.
Com um ca´lculo direto, temos(∫
∂B(0,R)+
|u|2yadθ
)′
=
∫
∂B(0,R)+
ya
(
2uuνR
n+a + u2(N + a)Rn+a−1
)
dz. (3.24)
Como
(log Φ)′(1) = 1 +
(∫
B(0,1)+
|∇u|2yadX
)′∫
B(0,1)+
|∇u|2yadX −
(∫
S(0,1)
|u|2yadσ
)′∫
S(0,1)
|u|2yadσ ,
de (3.23) e (3.24)
(log Φ)′(1) = 1 +
∫
S(0,1)
|∇u|2yadσ∫
B(0,1)+
|∇u|2yadX −
∫
S(0,1)
(2uuν + (N + a)|u|2) yadσ∫
S(0,1)
|u|2yadσ .
onde S(0, 1) = ∂B(0, 1) ∩ {y > 0}. Observe que
div(ya∇u) = 0.
O que implica que
div(yau∇u) = ya|∇u|2.
Com efeito
Fi(x, y) = y
auuxi ,
assim
∂Fi
∂xi
(x, y) = yau2xi + y
auuxixi .
Por outro lado
G(x, y) = yauuy,
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enta˜o
∂G
∂y
(x, y) = aya−1uuy + yau2y + y
auuyy.
Organizando as contas, obtemos
div(yau∇u) = ya|∇u|2 + yau∆xu+ aya−1uuy + yauuyy = ya|∇u|2.
Portanto ∫
B+1
div(yau∇u)dX =
∫
B+1
|∇u|2yadσ. (3.25)
Pelo Teorema de Green∫
B(0,1)+
div(yau∇u)dX = lim
→0
(∫
S(0,1)
yauuνdσ −
∫
|x|<1
uyuy
adx
)
.
Como por hipo´tese
lim
y→0
yauy(x, y) = 0,
enta˜o ∫
B(0,1)+
div(yau∇u)dX =
∫
S(0,1)
yauuνdσ. (3.26)
Note que∫
S(0,1)
|∇u|2yadσ =
∫
S(0,1)
(|uτ |2 − |uν |2) yadσ + 2 ∫
S(0,1)
|uν |2yadσ.
Pelo Lema 3.3, tem-se∫
S(0,1)
|∇u|2yadσ =
∫
B(0,1)+
(N + a− 1)|∇u|2yadX + 2
∫
S(0,1)
|uν |2yadσ. (3.27)
Fazendo uso de (3.25), (3.26) e (3.27),
(log Φ)′(1) = 1 + A−B.
com
A :=
∫
B(0,1)+
(N + a− 1)|∇u|2yadX + 2 ∫
S(0,1)
|uν |2yadσ∫
S(0,1)
uuνyadσ
e
B :=
∫
S(0,1)
(2uuν + (N + a)|u|2) yadσ∫
S(0,1)
|u|2yadσ .
Prosseguindo com o ca´lculo, obtem-se
(log Φ)′(1) = 1 + (N + a− 1)− (N + a) +
∫
S(0,1)
2|uν |2yadσ∫
S(0,1)
u.uνyadσ
−
∫
S(0,1)
2uuνy
adσ∫
S(0,1)
|u|2yadσ .
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Por fim, temos
(log Φ)′(1) = 2
(∫
S(0,1)
|uν |2yadσ∫
S(0,1)
uuνyadσ
−
∫
S(0,1)
uuνy
adσ∫
S(0,1)
|u|2yadσ
)
.
Pela Desigualdade de Cauchy Schwartz
(log Φ)′(1) ≥ 0.
Considere
Φ(R) = Φ(λR),
onde λ,R > 0, e observe que
0 ≤ (log Φ)′(1) = (log Φ)′(λ)λ.
Enta˜o
(log Φ)′(λ) ≥ 0,
para todo λ > 0. Portanto log(Φ)(R) e´ mono´tona na˜o-decrescente como quer´ıamos.
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Cap´ıtulo 4
Equac¸a˜o de Schro¨dinger
Na˜o-linear Fraciona´ria
Consideremos uma part´ıcula de massa constante m se movendo ao longo do eixo
x sujeita a uma forc¸a F (x, t). Na mecaˆnica cla´ssica, determinamos a posic¸a˜o da
part´ıcula em um dado instante de tempo: x(t). De posse desta informac¸a˜o, podemos
obter sua velocidade, o momento, energia cine´tica e qualquer outra varia´vel dinaˆmica
que for de interesse. Para determinar x(t), utilizamos a Segunda Lei de Newton,
~F = m~a em conjunto com condic¸o˜es iniciais apropriadas.
Ja´ a mecaˆnica quaˆntica aborda o mesmo problema de uma maneira diferente,
atrave´s da func¸a˜o de onda da part´ıcula, que e´ interpretada de maneira estat´ıstica,
uma vez que na˜o e´ poss´ıvel determinar com exatida˜o a posic¸a˜o da part´ıcula em
um dado instante, apenas a probabilidade de que ela esteja em uma dada posic¸a˜o
naquele instante.
A Equac¸a˜o de Schro¨dinger Linear descreve a dinaˆmica do estado de qualquer
sistema mecaˆnico quaˆntico e e´ considerada um postulado da mecaˆnica quaˆntica:
i}
∂ψ(x, t)
∂t
= − }
2
2m
∂2ψ(x, t)
∂x2
+W (x, t)ψ(x, t),
para a func¸a˜o de onda ψ(x, t) de uma part´ıcula quaˆntica de massa m se movendo em
um campo de potencial W (x, t) e } e´ a constante de Planck reduzida. A Equac¸a˜o
de Schro¨dinger Na˜o-linear acrescenta uma ac¸a˜o externa
i}
∂ψ(x, t)
∂t
= − }
2
2m
∂2ψ(x, t)
∂x2
+W (x, t)ψ(x, t)− |ψ(x, t)|p−1ψ(x, t),
onde p > 1, sendo originalmente considerado por Erwin Schro¨dinger p = 3 (ver [15]).
No´s podemos olhar para soluc¸o˜es com varia´veis separa´veis:
ψ(x, t) = ei(E/})tu(x),
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de modo que, substituindo esta soluc¸a˜o na equac¸a˜o e considerando V (x) = W (x, t)−
E ≥ 0, obtemos
− }
2
2m
∂2u(x)
∂x2
+ V (x))u(x) = |u(x)|p−1u(x).
Neste Cap´ıtulo nosso foco esta´ na Equac¸a˜o de Schro¨dinger Na˜o-linear Fraciona´ria,
cujo operador e´ dado pela energia total
CN,s(−∆)sψ(x) + V (x)ψ(x),
onde 0 < s < 1, CN,s > 0. Usaremos o estudo desenvolvido no Cap´ıtulo 2 para
abordar o seguinte problema:{
(−∆)su+ V (x)u = |u|p−1u em RN ,
u ∈ Hs(RN), u > 0 em RN , (4.1)
onde (−∆)s denota o Laplaciano Fraciona´rio, 0 < s < 1, V : RN → R e´ uma func¸a˜o
cont´ınua e 2 < p < 2N/(N − 2s), N ≥ 3. A igualdade de (4.1) e´ conhecida como
equac¸a˜o de Schro¨dinger na˜o-linear fraciona´ria. Ale´m disso, assumiremos as seguintes
hipo´teses sobre o potencial V :
(V1) existe V0 > 0 tal que V (x) ≥ V0 > 0, para todo x ∈ RN ;
(V2) V (x)→∞ quando |x| → ∞.
Com essas hipo´teses sobre V mostraremos o seguinte teorema:
Teorema 4.1. Suponha que V satisfaz (V1)− (V2). Enta˜o (4.1) possui uma soluc¸a˜o
na˜o-trivial.
Para provar este teorema, comec¸aremos destacando que C∞0 (RN) e´ denso em
Hs(RN) na norma (1.2). Relembramos que para N ≥ 3 (ver [10, Teorema 6.5]),
temos
‖u‖Lp(RN ) ≤ Cp‖u‖Hs(RN ), (4.2)
para todo u ∈ Hs(RN), e p ∈ [2, 2N/(N − 2s)], onde Cp > 0.
4.1 Estrutura Variacional
Nesta sec¸a˜o, usaremos o resultado de Caffarelli e Silvestre trabalhado no Cap´ıtulo
2 para garantir a existeˆncia de uma soluc¸a˜o de (4.1). Sera´ desenvolvida uma inter-
pretac¸a˜o local do Laplaciano Fraciona´rio em RN considerando um operador de tipo
Dirichlet para Neumann no domı´nio
RN+1+ = {(x, t) ∈ RN+1 : t > 0}.
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Suponha que u resolve (4.1) e que w seja soluc¸a˜o de (2.1), com u = f . Enta˜o pelo
Teorema 2.1, tem-se(
1
1− a
)a
lim
y→0
yawy(x, y) = − 1
Ka
(−∆)su(x). (4.3)
Aplicando a relac¸a˜o (4.3) no problema (4.1), omitindo as constantes, obtemos{
div(ya∇w) = 0 em RN+1+ ,
lim
y→0
yawy = −V (x)u+ |u|p−1u em RN .
Motivado pela conta acima, estudaremos soluc¸o˜es do problema{
div(ya∇v) = 0 em RN+1+ ,
lim
y→0
yavy = −V (x)v(x) + |v|p−1v em RN × {0}. (4.4)
Se v resolve (4.4), enta˜o u(x) = v(x, 0) e´ soluc¸a˜o de (4.1). Assim sendo, vamos
a` procura de uma soluc¸a˜o positiva para (4.4) no espac¸o de Hilbert X1,s(RN+1+ ),
definido como o completamento de C∞0 (RN+1+ ), com norma
‖v‖1,s =
(∫
RN+1+
ya|∇v|2dX +
∫
RN
V (x)v(x, 0)2dx
)1/2
.
O produto interno associado a essa norma e´ dado por
〈v, w〉1,s =
∫
RN+1+
ya∇v∇wdX +
∫
RN
V (x)v(x, 0)w(x, 0)dx.
Suponha que w e´ soluc¸a˜o de (4.4). Enta˜o
lim
y→0
yawyφ+ V (x)wφ = |w|p−1wφ,
com φ ∈ C∞0 (RN). Integrando ambos os membros da igualdade acima, tem-se∫
RN
lim
y→0
yawyφdx+
∫
RN
V (x)wφdx =
∫
RN
|w|p−1wφdx.
Aplicando agora o Teorema de Green, obtem-se∫
RN+1
div(ya∇w)φdX +
∫
RN+1
ya∇w∇φdX +
∫
RN
V (x)wφdx =
∫
RN
|w|p−1wφdx.
Portanto ∫
RN+1
ya∇w∇φdX +
∫
RN
V (x)wφdx =
∫
RN
|w|p−1wφdx.
Dessa forma, relacionado ao problema (4.4), temos o funcional energia I : X1,s −→ R
definido por
I(w) =
1
2
∫
RN+1+
ya|∇w|2dX + 1
2
∫
RN
V (x)w(x, 0)2dx− 1
p+ 1
∫
RN
|w(x, 0)|p+1dx,
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no qual e´ C1(X1,s(RN+1+ ),R), com a derivada de Gateaux dada por
I ′(w)(φ) =
∫
RN+1+
ya∇w∇φdX +
∫
RN
V (x)w(x, 0)φ(x, 0)dx
−
∫
RN
|w(x, 0)|p−1w(x, 0)φ(x, 0)dx,
para todo φ ∈ X1,s(RN+1+ ).
Antes da demonstrac¸a˜o do Teorema 4.1, provaremos alguns lemas.
Lema 4.1. Dado δ > 0, existe α = α(δ) > 0 que satisfaz a seguinte condic¸a˜o:
||w||1,s ≥ δ ⇒ I(w) ≥ α||w||21,s.
Demonstrac¸a˜o. De fato, seja w ∈ X1,s(RN+1+ ), com
||w||1,s ≥ δ.
De (4.2), existe Cp+1 > 0, tal que
‖w(x, 0)‖Lp+1(RN ) := ‖w‖Lp+1(RN ) ≤ Cp+1‖w‖Hs(RN ).
Em [3, Lema 2.2], temos
‖w‖Hs(RN ) = 1√
Ka
‖Ea(w)‖1,s,
onde Ea(w) denota a extensa˜o de w(x, 0). Temos enta˜o
‖Ea(w)‖1,s := ‖w‖1,s
(abusando da notac¸a˜o). Logo
‖w‖Lp+1(R)N ≤ K‖w‖1,s,
onde K = Cp+1/
√
Ka. Tome
α =
1
2
− K
p+1
p+ 1
δp+1−2.
Assim
α‖w‖21,s ≤
1
2
‖w‖21,s −
Kp+1
p+ 1
‖w‖p+11,s ≤
1
2
‖w‖21,s −
1
p+ 1
‖w‖p+1
Lp+1(RN ) = I(w).
Lema 4.2. Existe e1 ∈ X1,s(RN+1+ ) \B(0, δ), com
I(e1) < 0.
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Demonstrac¸a˜o. Note que
t→∞ ⇒ I(tw)→ −∞.
Portanto existe δ > 0 tal que
|t| > δ ⇒ I(tw) < 0.
Seja w ∈ X1,s(RN+1+ ) na˜o nulo. Tome
e1 = tw
com |t| > δ e |t| > (1/||w||1,s)δ. Enta˜o
‖e1‖1,s = ‖tw‖1,s = |t|‖w‖1,s > δ.
Lema 4.3. Temos a positividade do chamado n´ıvel minimax:
c = inf
g∈Γ
max
θ∈[0,1]
I(g(θ)) > 0,
onde
Γ =
{
g ∈ C([0, 1] , X1,s(RN+1+ )) : g(0) = 0 e g(1) = e1
}
.
Sendo que a existeˆncia de e1 e´ garantida pelo Lema 4.2.
Demonstrac¸a˜o. Seja δ > 0. Pelo Lema 4.1, existe α > 0 satisfazendo
inf
‖w‖1,s=δ
I(w) ≥ α‖w‖21,s = αδ2 > max {I(0), I(e1)} = 0.
Para cada g ∈ Γ existe θ ∈ [0, 1] tal que g(θ) ∈ ∂B(0, δ), pois g e´ cont´ınua. Logo
I(g(θ)) ≥ αδ2 ⇒ max
θ∈[0,1]
I(g(θ)) ≥ αδ2 ⇒ c ≥ αδ2 > 0.
4.2 Existeˆncia de Soluc¸a˜o
Para provar do Teorema 4.1 obteremos uma sequeˆncia cujo limite e´ uma soluc¸a˜o
fraca do problema (4.4) e que mostraremos ser na˜o nula. A existeˆncia da referida
sequeˆncia sera´ garantida pelo segunte teorema:
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Teorema 4.2. (Teorema do Passo da Montanha) Sejam X um espac¸o de Banach e
ϕ ∈ C1(X,R). Suponha que existam u0, u1 ∈ X, e uma vizinhanc¸a aberta limitada
Ω de u0 tal que u1 ∈ X \ Ω e
inf
∂Ω
ϕ > max{ϕ(u0), ϕ(u1)}.
Seja
c = inf
g∈Γ
max
θ∈[0,1]
ϕ(g(θ))
onde
Γ = {g ∈ C([0, 1] , X) : g(0) = u0 e g(1) = u1} .
Enta˜o, existe uma sequeˆncia (vk) em X tal que
ϕ(vk)→ c em R, e ϕ′(vk)→ 0 em X∗
e
c > max{ϕ(u0), ϕ(u1)}.
Agora mostraremos o Teorema 4.1.
Prova do Teorema 4.1. Pelos Lemas 4.2 e 4.3 podemos aplicar o Teorema do
Passo da Montanha. Enta˜o existe uma sequeˆncia (wn) em X
1,s(RN+1+ ) tal que
I(wn)→ c
e
I
′
(wn)→ 0. (4.5)
Para n suficientemente grande
|I(wn)− c| ≤ 1
e
‖I ′(wn)‖(X1,s)∗ ≤ p+ 1.
O que implica
1 + c ≥ I(wn)
e
I
′
(wn)(−wn) ≤ (p+ 1)‖wn‖1,s.
Com isso, obtemos
1 + c+ ‖wn‖1,s ≥ 1
2
‖wn‖21,s −
1
p+ 1
∫
RN
|wn|p+1dx
− 1
p+ 1
(
‖wn‖21,s −
∫
RN
|wn|p+1dx
)
=
(
1
2
− 1
p+ 1
)
‖wn‖21,s. (4.6)
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Podemos concluir enta˜o que (wn) e´ limitada em X
1,s(RN+1+ )∗. De fato, caso contra´rio
existiria n0 natural tal que para todo n ≥ n0
‖wn‖1,s > c+ 1
e
‖wn‖1,s
(
1
2
− 1
p+ 1
)
− 1 > 1.
Portanto, para todo n ≥ n0
1+c ≥
(
1
2
− 1
p+ 1
)
‖wn‖21,s−‖wn‖1,s = ‖wn‖1,s
(
(
1
2
− 1
p+ 1
)‖wn‖1,s − 1
)
> 1+c.
Logo existe M > 0 tal que
‖wn‖1,s ≤M para cada n ∈ N. (4.7)
Uma vez que X1,s(RN+1+ ) e´ reflexivo, existe uma subsequeˆncia de (wn) onde
wn ⇀ w em X
1,s(RN+1+ ).
Em [3], temos que
wn(x, 0)→ w(x, 0) quase sempre em Lq(RN)
onde 2 ≤ q < 2∗s. Assim
wn → w em RN
e existe h ∈ Lq(RN) tal que
|wn(x, 0)| ≤ h(x), para todo x ∈ RN .
Note que
wnϕ→ wϕ, para cada ϕ ∈ C∞0 (RN+1).
Pelo Teorema da Convergeˆncia Dominada
lim
n→∞
∫
RN
|wn(x, 0)|p−1wn(x, 0)ϕ(x, 0)dx =
∫
RN
|w(x, 0)|p−1w(x, 0)ϕ(x, 0)dx. (4.8)
Observe que
〈wm, ϕ〉1,s → 〈w,ϕ〉1,s, (4.9)
com ϕ ∈ C∞0 (RN+1). De (4.5)
〈wm, ϕ〉1,s −
∫
RN
|wn(x, 0)|p−1wn(x, 0)ϕ(x, 0)dx = 0. (4.10)
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Combinando (4.8), (4.9) e (4.10), tem-se∫
RN+1
ya∇w∇ϕdX+
∫
RN
(
V (x)w(x, 0)ϕ(x, 0)dx− |w(x, 0)|p−1w(x, 0)ϕ(x, 0)dx) = 0.
Devemos mostrar que w e´ na˜o nulo. Suponha o contra´rio. Pela desigualdade de
interpolac¸a˜o, temos que
‖w‖p+1 ≤ C‖w‖θ2‖w‖1−θ2∗s ,
onde
1
p+ 1
=
θ
2
+
1− θ
2∗s
e C e´ uma constante positiva. Pela Desigualdade de Sobolev
‖w‖p+1 ≤ C‖w‖θ2‖w‖1−θ2∗s ≤ C1‖w‖θ2‖w‖1−θHs ≤ C2‖w‖θ2‖w‖1−θ. (4.11)
Para n suficientemente grande:
|I(wn)− c| ≤ c
2(M + 1)
⇒ −I(wn) + c ≤ c
2(M + 1)
.
Organizando as contas
I(wn) ≥ −c
2(M + 1)
+ c =
−c+ c2(M + 1)
2(M + 1)
=
c(2M + 1)
2(M + 1)
. (4.12)
Por outro lado, para n suficientemente grande
‖I ′(wn)‖(X1,s)∗ ≤ c
M + 1
.
Assim
I
′
(wn)
(
1
2
wn
)
≤ 1
2
‖wn‖1,s c
M + 1
≤ 1
2
M
c
M + 1
=
cM
2(M + 1)
. (4.13)
De (4.13)
−1
2
I
′
(wn)wn ≥ −cM
2(M + 1)
. (4.14)
Fazendo uso de (4.12) e(4.14)
I(wn)− 1
2
I
′
(wn)wn ≥ c(2M + 1)
2(M + 1)
− c.M
2(M + 1)
=
c(M + 1)
2(M + 1)
=
c
2
. (4.15)
De (4.15)
c
2
≤ 1
2
‖wn‖21,s −
1
p+ 1
∫
RN
|w|p+1dx− 1
2
(
‖wn‖21,s −
∫
RN
|w|p+1dx
)
=
(
1
2
− 1
p+ 1
)
‖wn‖p+1p+1. (4.16)
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Por (4.7), (4.11) e (4.16), tem-se
c
2
≤ C3‖wn‖θ2.
Prosseguindo com o ca´lculo:(
c
2C3
) 1
θ
≤ ‖wn‖2 ⇒
(
c
2C3
) 2
θ
≤ ‖wn(x, 0)‖22 =
∫
RN
|wn|2dx.
Considere C˜ = (c/(2C3))
1/θ. Dado R > 0, temos que
C˜2 ≤
∫
B(0,R)
|wn(x, 0)|2dx+
∫
RN\B(0,R)
|wn(x, 0)|2dx.
Como (wn) converge para w = 0, por hipo´tese, enta˜o para n suficientemente grande∫
B(0,R)
|wn(x, 0)|2dx ≤
(
C˜
2
)2
.
Logo para n suficientemente grande, segue que
3
4
C˜2 ≤
∫
RN\B(0,R)
|wn(x, 0)|2V (x)
V (x)
dx ≤ 1
inf
|x|≥R
V (x)
∫
RN\B(0,R)
|wn(x, 0)|2V (x)dx.
Fazendo R→∞ na u´ltima desigualdade, enta˜o:
3
4
C˜2 ≤ 0 ⇒ C˜ = 0 ⇒ c = 0.
O que e´ uma contradic¸a˜o.
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