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Caricamento del dataset 
Il dataset SalesData si trova nella cartella 
condivisa «Statistica Aziendale». 
 
Il dataframe può essere caricato mediante il 
comando read.table specificando il 
percorso, oppure attraverso l’interfaccia 
Import Dataset. 
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Struttura dei dati (1) 
Per visualizzare il dataset, 
> View(SalesData) 
 
I dati provengono da un campione casuale di 
registrazioni di vendita di case del Albuquerque 
Board of Realtors tra il 15 febbraio e il 30 aprile 
1993. I dati sono aggregati tra le diverse 
agenzie e sono utilizzati come base informativa 
dagli agenti immobiliari. 
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• PRICE: prezzo di vendita (migliaia di $) 
• SQFT: metri quadri di spazio vivibile 
• AGE: età della casa (anni) 
• FEATS: numero fino a 11 di caratteristiche (dishwasher, 
refrigerator, microwave, disposer, washer, intercom, 
skylight(s), compactor, dryer, handicap fit, cable TV 
access 
• NE: casa posizionata vicino al settore a Nord-Est della 
città (1) o meno (0) 
• COR: corner location (1) o meno (0) 
• TAX: tasse annuali sulla casa ($) 
 
Struttura dei dati (2) 
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Il comando str() permette di sapere qual è 
la struttura del dataset, ossia il numero delle 
variabili, il numero delle unità statistiche e il 
tipo di variabili presenti. 
 
Il summary() è una funzione generica, 
utilizzabile in molti casi, che fornisce risultati di 
sintesi. 
Struttura dei dati (3) 
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Accorgimenti 
Dalle funzioni str() e summary(), ci si può 
accorgere che R legge come fattori le variabili 
quantitative TAX e AGE. Per meglio analizzare il 
problema, si possono visualizzare le singole 
variabili: 
 
> SalesData$TAX 
> summary(SalesData$TAX) 
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Modifica delle variabili (1) 
Naturalmente, è necessario che le variabili TAX 
e AGE siano numeriche. 
Per trasformare le variabili nel tipo che si 
preferisce, si può usare il comando 
as.type(). 
In questo caso, 
 
> as.numeric(SalesData$TAX) 
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Il comando fornisce un risultato di dubbia 
utilità. Cosa ha fatto? 
 
> help(as.numeric) 
 
Grazie a help, si capisce che si può ottenere 
la variabile TAX come quantitativa combinando 
le funzioni as.numeric(as.character()). 
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Modifica delle variabili (2) 
Una volta sistemate le variabili come più 
aggrada,  il dataset può essere ricreato 
togliendo le variabili che R legge in maniera 
meno adatta, e aggiungendo le variabili (create 
come oggetti) più utili alle analisi. 
 
>SalesData2<-
cbind(SalesData[,c(3,5:8)],TAX2,AG
E2) 
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Modifica delle variabili (3) 
Analisi esplorativa 
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Anzitutto, si inizi con l’osservare le caratteristiche generali dei 
dati, come la distribuzione delle variabili, la varianza e 
correlazione. 
 
> summary(PRICE) 
> hist(PRICE) 
> cor(SalesData2,use="na.or.complete") 
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Trasferire la tabella da R a Excel 
Se può essere utile trasferire una tabella in 
Excel, si può utilizzare il comando 
 
> help(write.table) 
> write.table(cor(SalesData2)) 
Ideazione di un modello 
Sulla base delle analisi descrittive appena 
viste, è possibile immaginare di descrivere 
una relazione tra due (e forse più) delle 
variabili nel dataset? 
Cosa si può supporre? 
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L’obiettivo della regressione lineare è di valutare la 
relazione esistente tra la variabile dipendente  (o 
variabile risposta) Y (continua) ed una o più variabili 
esplicative (o covariate, o predittori, o regressori o 
variabili indipendenti), X. 
 
Se riteniamo accettabile l’ipotesi di relazione lineare tra Y 
e X, possiamo esprimere la loro relazione come  
𝑌𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝜀𝑖 
dove 𝛽0 è l’intercetta, 𝛽1  il coefficiente angolare della 
retta di regressione, 𝜀𝑖  rappresenta la componente 
casuale, ossi la parte di variabilità dei dati che non può 
essere ricondotta a fattori sistematici oppure facilmente 
individuabili, ma dovuti al caso. 
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Definizione del modello OLS 
Le ipotesi del modello OLS 
• Omoschedasticità, media nulla e 
incorrelazione dei termini di errore; 
• errori normalmente distribuiti; 
• relazione lineare nei parametri; 
• incorrelazione tra le covariate e gli errori; 
• variabili esplicative (se più di una) non 
dipendenti tra loro. 
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La stima dei parametri di un modello di regressione, in R, 
avviene tramite il comando lm(): 
 
      lm(formula, data, ...) 
 
formula: è l’argomento che specifica il modello che si 
vuole stimare, nella forma response ~ terms; 
 
data: specifica il data frame che contiene le variabili da 
analizzare. 
 
I risultati, se salvati, vengono salvati in un oggetto di 
classe lm. 
 
 
Statistica Aziendale – Laboratorio di R 
La stima dei parametri del modello 
> modello1 <- lm(PRICE ~ SQFT) 
> plot(SQFT,PRICE) 
> abline(modello,col="blue") 
> segments(SQFT,fitted(modello1),SQFT,PRICE)  
> title(main="Regressione lineare di SQFT su PRICE") 
Statistica Aziendale – Laboratorio di R 
Per indagare la relazione lineare tra metri 
quadri e prezzo: 
> summary(modello1) 
 
Quali (prime) considerazioni provengono da questo modello? Qual è il 
significato dei coefficienti stimati? 
 
Il parametro associato alla covariata è statisticamente significativo (al 
livello di confidenza 99%), mentre l’intercetta non è significativa. In R, 
l’intercetta può essere tolta dal modello nel seguente modo, 
 
> lm(PRICE ~ SQFT + 0) 
 
Quali differenze si notano? 
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Risultati del modello 
– coef(): coefficienti di regressione 
– residuals(): residui del modello 
– fitted(): valori risposta stimati dal modello 
– deviance(): devianza dei residui 
– formula(): formula del modello 
– anova(): produce la tavola della varianza associata 
alla regressione 
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Dall'oggetto di classe lm è possibile estrarre i 
singoli valori grazie a funzioni specifiche: 
Per valutare se i parametri stimati dal modello siano 
statisticamente significativi si guardano i valori del test t 
di Student e del livello di significatività osservato p-
value. 
 
Inoltre, i test d’ipotesi vengono utilizzati per esprimere un 
giudizio complessivo sul modello (test F di Fisher), o per 
verificare che siano valide alcune ipotesi di base del 
modello. 
Ad esempio, per verificare che la media degli errori non 
sia significativamente diversa da zero si utilizza il test t: 
> t.test(resid(modello1)) 
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Test d’ipotesi 
Nell'analizzare i risultati di una regressione deve 
essere verificato se le ipotesi sottostanti al 
modello dei minimi quadrati ordinari sono 
soddisfatte. 
 
Quindi, si può far ricorso ad alcuni grafici che 
analizzano i residui: il grafico dei residui contro i 
valori stimati permette di valutare se le ipotesi di 
omoschedasticità, media nulla e incorrelazione dei 
residui sono verificate. In un buon modello questo 
grafico dovrebbe apparire completamente 
casuale. 
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Verifica delle assunzioni del modello 
L’analisi dei residui permette di: 
– Valutare l’adattamento del modello; 
– Stabilire se le ipotesi formulate sul termine di 
errore del modello di regressione sono valide 
rispetto al fenomeno analizzato; 
– Indentificare l’eventuale presenza di outliers. 
 
Se le ipotesi sugli errori sono realistiche, 
allora i residui dovrebbero in qualche modo 
rifletterle.  
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L’analisi dei residui 
 E’ necessario vedere il grafico a dispersione dei residui e il grafico dei 
residui in relazione ai valori previsti del modello. 
In quest’ultimo, i residui (eventualmente standardizzati) sono in 
ordinata e i valori previsti (fitted) della variabile risposta in ascissa. 
 
Se le ipotesi del modello sono rispettate, i residui sono espressione 
della casualità e i punti si distribuiscono in maniera casuale all’interno 
di una banda orizzontale, parallela all’asse delle ascisse e tagliata in 
due sezioni orizzontali dall’asse stessa, senza evidenti sistematicità. 
 
Grazie all’analisi dei residui, si possono evidenziare problemi legati a: 
– Non linearità, 
– Eteroshedasticità, 
– Autocorrelazione, 
– Presenza di outliers. 
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Analisi grafica dei residui (1) 
> plot(fitted(modello1), residuals(modello1)) 
> abline(0,0) 
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Analisi grafica dei residui (2) 
Permette di valutare la plausibilità dell’ipotesi di 
normalità degli errori (valutando la normalità dei 
residui).  
 
In ascissa vengono riportati i quantili empirici (la 
funzione di ripartizione empirica) e in ordinata i 
quantili teorici (la funzione di ripartizione teorica) 
dei residui.  
 
Se la distribuzione dei residui è normale, i punti si 
dispongono lungo la diagonale. 
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Q-Q Plot (1) 
> qqnorm(residuals(modello1)) 
> qqline(residuals(modello1), col="red") 
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Q-Q Plot (2) 
Il comando plot(modello1) fornisce quattro grafici per la 
valutazione delle ipotesi sottostanti al modello: 
 
– Il grafico dei residui rispetto ai valori previsti consente di 
valutare se ci sono delle tendenze nella distribuzione dei 
residui stessi oppure una variabilità costante; 
– Il Q-Q plot dei residui standardizzati permette di verificare se 
gli errori sono distribuiti normalmente; 
– Lo scale-location plot e utilizzato per determinare se la 
distribuzione dei residui è costante su tutto il range dei valori 
previsti ed è utile nell'individuazione di valori outlier; 
– Il grafico residuals vs leverage (residui standardizzati rispetto 
ai punti di leva) ha lo scopo di evidenziare se ci sono dati 
anomali che possono influenzare la stima del modello. 
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Grafici ottenibili da un modello di classe 
lm 
Secondo esempio 
Partendo dal dataset SalesData e grazie 
all’analisi esplorativa prima condotta, si può 
valutare la possibilità di un’altra regressione 
lineare? Quali sarebbero le variabili 
interessate? E che risultato si otterrebbe? 
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