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vAbstract
The aim of this work is to develop a new automatic approach to identify networks of
genes involved in the same biological function. This allows a better understanding of the
biological phenomena and in particular of the processes involved in diseases such as cancers.
Various strategies have been developed to try to cluster genes of an organism according to
their functional relationships: classical genetics and molecular genetics. Here we use a
well-known property of functionally related genes mainly that these genes are generally
co-regulated and therefore co-expressed. This co-regulation can be detected by microarray
meta-analyzes databases such as Gemma or COXPRESdb.
In a previous work [Al Adhami et al., 2015], the topology of a gene coexpression network
was characterized using two description parameters of networks that discriminate randomly
selected groups of genes (random modules, RM) from groups of genes with known
functional relationship (functional modules, FM), e.g. genes that belong to the same GO
Biological Process. We first tested different topological descriptors of the co-expression
network to select those that best identify functional modules. Then, we built a database of
functional and random modules for which, based on the selected descriptors, we constructed
a discrimination model (LDA)[Friedman et al., 2001] allowing, for a given subset of genes,
predict its type (functional or not). Based on the similarity method of genes worked by Wang
and co-workers [Wang et al., 2007], we calculated a functional similarity score between the
genes of a module. We combined this score with that of the LDA model in a fitness function
implemented in a genetic algorithm (GA). Starting from a given Gene Ontology Biological
Process (GO-BP), AG aimed to eliminate genes that were weakly coexpressed with the
largest clique of the GO-BP and to add genes that "improved" the topology and functionality
of the module.
We tested TopoFunc on the 193 murine GO-BPs comprising 50-100 genes and showed that
TopoFunc aggregated a number of novel genes to the initial GO-BP while improving module
topology and functional similarity. These studies can be conducted on several species
(humans, mice, rats, and possibly chicken and zebrafish) to identify functional modules
preserved during evolution.
Keywords: Gene co-expression network, Random modules, Functional modules, Linear
Discriminant Analysis, Gene Ontology, Biological Process, Functional similarity, Genetic
algorithm.

Résumé
L’objectif de ce travail est de mettre au point une nouvelle approche automatique pour
identifier les réseaux de gènes concourant à une même fonction biologique. Ceci permet
une meilleure compréhension des phénomènes biologiques et notamment des processus
impliqués dans les maladies telles que les cancers. Différentes stratégies ont été développées
pour essayer de regrouper les gènes d’un organisme selon leurs relations fonctionnelles :
génétique classique et génétique moléculaire. Ici, nous utilisons une propriété connue des
réseaux de gènes fonctionnellement liés à savoir que ces gènes sont généralement co-régulés
et donc co-exprimés. Cette co-régulation peut être mise en évidence par des méta-analyses
de données de puces à ADN (micro-arrays) telles que Gemma ou COXPRESdb.
Dans un travail précédent [Al Adhami et al., 2015], la topologie d’un réseau de co-expression
de gènes a été caractérisé en utilisant deux paramètres de description des réseaux qui
discriminent des groupes de gènes sélectionnés aléatoirement (modules aléatoires, RM)
de groupes de gènes avec des liens fonctionnels connus (modules fonctionnels, FM),
c’est-à-dire des gènes appartenant au même processus biologique GO. Dans le présent
travail, nous avons cherché à généraliser cette approche et à proposer une méthode, appelée
TopoFunc, pour améliorer l’annotation existante de la fonction génique. Nous avons d’abord
testé différents descripteurs topologiques du réseau de co-expression pour sélectionner
ceux qui identifient le mieux des modules fonctionnels. Puis, nous avons constitué une
base de données rassemblant des modules fonctionnels et aléatoires, pour lesquels, sur la
base des descripteurs sélectionnés, nous avons construit un modèle de discrimination LDA
[Friedman et al., 2001] permettant, pour un sous-ensemble de gènes donné, de prédire son
type (fonctionnel ou non). Basée sur la méthode de similarité de gènes travaillée par Wang et
ses collègues [Wang et al., 2007], nous avons calculé un score de similarité fonctionnelle
entre les gènes d’un module. Nous avons combiné ce score avec celui du modèle LDA dans
une fonction de fitness implémenté dans un algorithme génétique (GA). À partir du processus
biologique d’ontologie de gènes donné (GO-BP), AG visait à éliminer les gènes faiblement
co-exprimés avec la plus grande clique de GO-BP et à ajouter des gènes «améliorant» la
topologie et la fonctionnalité du module.
Nous avons testé TopoFunc sur 193 GO-BP murins comprenant 50-100 gènes et avons
montré que TopoFunc avait agrégé un certain nombre de nouveaux gènes avec le GO-BP
initial tout en améliorant la topologie des modules et la similarité fonctionnelle. Ces études
peuvent être menées sur plusieurs espèces (homme, souris, rat, et possiblement poulet et
poisson zèbre) afin d’identifier des modules fonctionnels conservés au cours de l’évolution.
Mot clés : Réseau de co-expression de gènes, Modules aléatoires, Modules fonctionnels,
Analyse discriminante linéaire, Ontologie des gènes, Processus biologique, Similarité fonc-
tionnelle, Algorithme génétique.
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Introduction
Lorsque les scientifiques ont cartographié pour la première fois le génome humain, c’est
à dire l’ensemble des informations génétiques sur les chromosomes chez chaque humain, ils
ont réalisé qu’ils ne savaient pas ce que la moitié des gènes du corps humain faisait réelle-
ment. Depuis lors, les chercheurs ont activement recherché de nouvelles façons d’identifier la
fonction des gènes. Pourquoi cela a-t-il vraiment de l’importance? Eh bien, savoir comment
un gène affecte un organisme affecte principalement la recherche scientifique et médicale.
Que vous cherchiez à élever des fleurs avec des couleurs plus vives et que vous ayez besoin de
trouver les gènes pour la pigmentation, ou que vous essayez d’identifier le gène responsable
de la maladie de Parkinson pour aider à trouver un traitement, cette recherche peut être une
botte de foin. Heureusement, la technologie moderne nous a donné quelques outils pour
rendre le processus un peu plus gérable.
Jetons un coup d’œil à certaines des façons dont les chercheurs utilisent la technologie pour
déterminer la fonction des gènes. Certains scientifiques travaillent ici sur la technologie de
l’ADN recombinant, dans laquelle des molécules d’ADN de différentes espèces sont insérées
dans un hôte. La façon dont chaque molécule réagit indique quelque chose au sujet de sa
fonction. L’une des principales utilisations de ce processus est appelée mutagenèse in vitro,
dans laquelle une mutation est produite artificiellement dans une molécule d’ADN. Dans
les organismes modèles, les génétiques classiques et inverse ont produit une grande quantité
de données fonctionnelles qui identifiaient la fonction de nombreux gènes. Pourtant, de
nombreux gènes n’ont toujours pas d’annotations fonctionnelles; la situation est bien sûr
encore plus difficile chez les organismes non-modèles. Les informations disponibles sur
la fonction des gènes ont été classées dans des projets tels que Gene Ontology (GO) [Con-
sortium, 2016] ou Kyoto Encyclopedia of Genes and Genomes (KEGG) [Kanehisa et al.,
2015]. Ces projets sont essentiels pour les approches génomiques, car ils aident à organiser
les milliers de gènes hébergés par les génomes procaryotes et eucaryotes dans des «voies»
ou des «processus biologiques» fonctionnellement significatifs. La classification de gènes
résultante est largement utilisée pour déduire des connaissances fonctionnelles à partir de
données omiques, par ex. en testant la sur-représentation des termes GO parmi les gènes
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différentiellement exprimés dans les données transcriptomiques. Il est alors crucial que les
annotations fonctionnelles géniques soient aussi précises et complètes que possible. Quand
il n’y a pas ou peu de données expérimentales disponibles, les biostatisticiens ont mis au
point diverses méthodes pour déduire la fonction du gène à partir des données de l’échelle du
génome.
L’une des approches possibles consiste à analyser la co-expression des gènes (c’est-à-dire
L’expression simultanée de gènes) car les gènes co-exprimés ont tendance à être fonction-
nellement liés [Hansen et al., 2014, Schaefer et al., 2017, Stuart et al., 2003, van Noort et al.,
2003]. La première étape de ce processus consiste à définir une métrique qui capture la
similarité entre les profils d’expression génique pour toute paire de gènes à travers une série
d’échantillons biologiques. La distance euclidienne, la corrélation de Pearson, le rang mutuel
et la métrique bayésienne ont tous été utilisés [Krouk et al., 2013] avec certains avantages
et inconvénients [Ballouz et al., 2015, Kumari et al., 2012, Langfelder and Horvath, 2008,
Ma and Wang, 2012]. La deuxième étape consiste à définir une valeur seuil pour la métrique
sélectionnée afin de classer les paires de gènes en «co-exprimées» et «non co-exprimées».
Les données résultantes peuvent être représenter comme un réseau de grande dimension dans
lequel les sommets sont des gènes et les arêtes (pondérées ou non) indiquent la co-expression
ou non. Comme les gènes fonctionnellement liés tendent à être co-exprimés, les gènes
impliqués dans la même fonction ont tendance à se grouper dans le réseau de co-expression
et à former un module ou sous-réseau dit fonctionnel. L’identification de tels modules est
donc critique pour les approches systèmes. Dans un travail précédent [Al Adhami et al.,
2015], la topologie d’un réseau de co-expression de gènes a été caractérisé en utilisant deux
paramètres de description des réseaux qui discriminent des groupes de gènes sélectionnés
aléatoirement (modules aléatoires) de groupes de gènes avec des liens fonctionnels connus
(modules fonctionnels), c’est-à-dire des gènes appartenant au même processus biologique
GO. Dans cette thèse, nous avons cherché à généraliser cette approche et à proposer une
méthode pour améliorer l’annotation existante de la fonction génique. Nous avons d’abord
testé différents descripteurs topologiques du réseau de co-expression pour sélectionner ceux
qui identifient le mieux des modules fonctionnels. Puis, nous avons constitué une base de
données rassemblant des modules fonctionnels et aléatoires, pour lesquels, sur la base des
descripteurs sélectionnés, nous avons construit un modèle de discrimination LDA [Friedman
et al., 2001] permettant, pour un sous-ensemble de gènes donné, de prédire son type (fonc-
tionnel ou non). Enfin, nous avons utilisé un algorithme génétique pour explorer le réseau
de co-expression afin de définir un module optimal et permettre d’affiner les annotations
fonctionnelles des gènes.
Outre l’introduction et la conclusion, cette thèse est articulée en 3 chapitres :
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Le chapitre 1 est centré sur l’analyse des réseaux de gènes, ainsi sur les différentes méth-
odes et techniques utilisées pour la résolution de notre projet de recherche. La première partie
de ce chapitre présente les différents types de réseaux de gènes et les données expérimentales
et traitements de données. Une deuxième partie consiste à présenter les différentes méthodes
pour construire les réseaux. Une troisième partie présente les méthodes existantes pour
analyser et identifier les réseaux de gènes.
Le chapitre 2 propose une nouvelle approche automatique pour identifier les réseaux
de gènes co-exprimés concourant potentiellement à une même fonction biologique. La
première partie de ce chapitre présente la sélection des différents descripteurs topologiques
discriminant les modules aléatoires des modules fonctionnels. La deuxième partie consiste
à présenter le modèle de classification utilisant ces descripteurs pour prédire le type d’un
sous-ensemble de gènes. Dans la troisième partie, nous présentons une méthode de calcul de
la similarité fonctionnelle entre les gènes d’un module. Nous présentons dans la quatrième
partie notre méthode, TopoFunc, qui consiste à combiner les informations topologiques
et fonctionnelles afin d’affiner les annotations fonctionnelles des gènes dans les processus
biologiques d’ontologie génétique. Les algorithmes génétiques (AG) sont utilisés pour
optimiser un critère défini. L’algorithme prend en entrée un module fonctionnel et un
ensemble d’annotations, il donne en sortie une optimisation du module de départ. En fait, à
partir du processus biologique d’ontologie de gènes donné (GO-BP), l’algorithme cherche
à identifier des gènes présentant une similarité fonctionnelle avec les membres de GO-BP
connus et éventuellement supprimer des gènes présentant de faibles similarités fonctionnelles
dans le module étudié. Finalement, la dernière partie consiste à valider la méthode proposée.
Nous avons créé des modules artificiels à partir des modules fonctionnels "réels". Nous
avons laissé un certain nombre de gènes du module de départ, et appliqué notre méthode sur
le module obtenu et nous avons évalué si les gènes omis avaient été rétablis.
Le chapitre 3 représente les applications de la méthode proposée. Nous avons testé
TopoFunc sur 193 GO-BP murins comprenant 50-100 gènes et avons montré que TopoFunc
avait agrégé un certain nombre de nouveaux gènes avec le GO-BP initial tout en améliorant
la topologie des modules et la similarité fonctionnelle. Ce chapitre représente une étape
très importante du projet car elle permet de valider la méthode proposée et montrer notre
contribution sur un contexte réel.
Enfin, la dernière partie est consacrée aux conclusions et perspectives portant sur les
résultats obtenus dans cette thèse.

Chapter 1
Les réseaux de co-expression de gènes
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Ce chapitre introductif est composé de quatre sections. Dans la première section, nous
présentons les réseaux de gènes et les méthodes expérimentales utilisées pour les construire.
Dans la deuxième section, nous présentons la modélisation des réseaux en rappelant les
notions de base en théorie des graphes. Dans la troisième section, nous présentons la
construction de réseaux de gènes à partir de données d’expression. La dernière section est
consacrée à la présentation des méthodes d’analyse des réseaux de co-expression de gènes
qui seront utilisées tout au long de ce manuscrit.
1.1 Les réseaux de gènes
Un réseau biologique est une représentation abstraite d’un système biologique. Il
représente la circulation d’un certain type d’information dans la cellule. L’étude des réseaux
biologiques, leur analyse et leur modélisation sont des tâches importantes dans les sciences de
la vie. La plupart des réseaux biologiques sont loin d’être complets et sont souvent difficiles
à interpréter en raison de la complexité des relations et des particularités des données.
De nombreux réseaux biologiques importants sont définis sur des molécules telles que l’ADN,
l’ARN, les protéines et les métabolites, et les réseaux décrivent les interactions entre ces
molécules. De même, d’autres réseaux biologiques sont définis sur des gènes. Les réseaux de
co-expression de gènes sont construits en recherchant des paires de gènes qui présentent des
profils d’expression similaires dans des conditions biologiques, où les niveaux d’activation
de deux gènes co-exprimés montent et descendent ensemble dans des conditions. Les réseaux
de transduction du signal et de régulation génique décrivent comment les gènes peuvent être
activés ou réprimés, et contiennent donc des informations sur les protéines qui sont produites
dans une cellule à un moment donné. Les réseaux d’interactions protéine-protéine représen-
tent interactions entre les protéines telles que la construction de complexes de protéines
et l’activation d’une protéine par une autre protéine. Les réseaux métaboliques montrent
comment les métabolites sont transformés, par exemple pour produire de l’énergie ou pour
synthétiser des substances spécifiques. D’autres types de réseaux biologiques comprennent
des arbres phylogénétiques, des réseaux spéciaux et des hiérarchies qui sont souvent constru-
its sur la base d’informations provenant de la biologie moléculaire telles que les séquences
d’ADN et de protéines. Les arbres phylogénétiques représentent les relations ancestrales
entre différents organismes, c’est-à-dire, leurs origines, la manière dont ils survivent ou
disparaissent.
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1.1.1 Expression des gènes
L’expression du gène est le processus par lequel les instructions génétiques sont utilisées
pour synthétiser des produits géniques. Ces produits sont généralement des protéines, qui
exercent par la suite des fonctions essentielles telles que des enzymes, des hormones et
des récepteurs. En d’autres termes, l’expression génique est un processus dans lesquels
l’information codée dans un gène est utilisée pour produire un produit fonctionnel tel qu’une
protéine qui dicte la fonction cellulaire. Ce processus comporte plusieurs étapes différentes à
travers lequel l’ADN est transformé en un ARN qui est à son tour transformé en une protéine
(figure 1.1).
1) Transcription : c’est la première étape de l’expression des gènes. Elle consiste à copier
la séquence d’ADN d’un gène pour former une molécule d’ARN.
2) Modifications post-transcriptionnelles : dans cette étape, l’ARN obtenu après la tran-
scription est modifié pour produire un ARN mature (ARNm).
3) Transport d’ARN : la plupart des ARNm produits après les modifications sont trans-
portés du noyau au cytoplasme où se déroule la prochaine étape de l’expression des
gènes.
4) Traduction : lors du transport réussi des ARNm vers le cytoplasme, la séquence de
l’ARNm est traduite en une protéine à l’aide de plusieurs composants. La traduction
de l’ARNm implique 3 étapes importantes conduisant à la formation de chaînes
polypeptidiques.
5) Repliement des protéines : dans cette dernière étape, les chaînes polypeptidiques
formées au cours de la traduction se plient en une structure 3D donnant lieu à une
protéine fonctionnelle.
La mesure de cette expression du gène est un élément clé dans l’étude des sciences de la
vie. En fait, comprenant le niveau de l’expression du gène dans une cellule peut fournir des
données de valeur en termes de déterminer la susceptibilité d’une personne au cancer.
La mesure d’expression du gène est habituellement réalisée en mesurant des niveaux du
produit de gène, qui est souvent une protéine. Des techniques courantes utilisées pour la
quantification de protéine. Cependant, le niveau d’expression du gène peut également être
impliqué en mesurant le taux d’ARNm, obtenu à l’aide d’une technique appelée Northern
blot [Gilbert, 2000]. Une autre technique de mesure de l’ARNm est la transcription inverse
suivie par la réaction en chaîne par polymérase quantitative (RT-qPCR) [Bustin et al., 2009].
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Figure 1.1 Étapes de l’expression génique : Image Droit d’auteur: Alila médicale médias, ID de
l’image : 106781666 via Shutterstock.com.
Ici, une matrice d’ADN est fabriquée à partir d’ARNm en utilisant la transcription inverse.
Cette matrice, appelée ADNc (ADN complémentaire), est ensuite amplifiée. Au fur et à
mesure de l’amplification de l’ADN, les sondes d’hybridation émettent des niveaux variables
de fluorescence, qui peut être utilisé pour mesurer le nombre original de copies d’ARNm.
Des méthodes analytiques peuvent être utilisées pour examiner les niveaux d’expression
d’ARNm. Nous avons utilisé la méthode Puce à ADN (en anglais DNA-microarray) [DeRisi
et al., 1996, Schena et al., 1995, Shalon et al., 1996].
Une puce à ADN [Southern, 2001] est un ensemble de molécules d’ADN fixées en rangées
ordonnées sur une petite surface qui peut être du verre, du silicium ou du plastique. C’est
une technique qui permet d’analyser et de quantifier simultanément l’expression de plusieurs
milliers de gènes.
Les données de puce à ADN sont utilisées pour générer un profil d’expression génique,
qui sert en tant que déterminant des niveaux de protéines et donc de la fonction cellulaire
entre les échantillons biologiques. Dans les puces à ADN, les changements des niveaux
d’expression des gènes provenant de différents échantillons fournissent des informations
permettant de reconstruire le réseau de régulation génétique. Une seule expérience peut
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fournir des informations sur l’expression de milliers de gènes, pratiquement tout le génome
humain, afin de comparer les profils d’expression entre deux états. Les expériences de puces
à ADN peuvent indiquer quels gènes sont régulés entre des échantillons de tissus normaux et
pathologiques, ou deux échantillons en absence et en présence.
La technologie de la puce à ADN aide à identifier de nouveaux gènes, à connaître leur
fonctionnement et leurs niveaux d’expression dans différentes conditions. Elle permet
aux chercheurs d’en apprendre davantage sur différentes maladies telles que les maladies
cardiaques, les maladies mentales, les maladies infectieuses et en particulier l’étude du cancer.
Elle a aussi de nombreuses applications en pharmacogénomique. La pharmacogénomique
est l’étude des corrélations entre les réponses thérapeutiques aux médicaments et les profils
génétiques des patients. L’analyse comparative des gènes d’une cellule malade et d’une
cellule normale aidera à identifier la constitution biochimique des protéines synthétisées par
les gènes de la maladie. Les chercheurs peuvent utiliser ces informations pour synthétiser
des médicaments qui combattent ces protéines et réduisent leurs effets. En plus, elle fournit
une plate-forme robuste pour la recherche de l’impact des toxines sur les cellules et de leur
transmission à la descendance. Un protocole de base pour une puce à ADN est le suivant :
1) Isoler et purifier l’ARNm des échantillons d’intérêt.
Puisque nous sommes intéressés à comparer l’expression des gènes, un échantillon
serait le contrôle, et un autre échantillon serait l’expérience (santé ou maladie, etc.).
2) Inverser la transcription et étiqueter l’ARNm.
Afin de détecter les transcrits par hybridation, ils doivent être marqués. Le marquage
consiste généralement à effectuer une réaction de transcription inverse pour produire un
brin d’ADN complémentaire (ADNc) et à incorporer un colorant fluorescent qui a été
lié à un nucléotide d’ADN, produisant un brin d’ADNc fluorescent. Les échantillons
malades et sains peuvent être étiquetés avec différents colorants et cohybridés sur la
même puce à ADN à l’étape suivante.
3) Hybrider la cible marquée à la puce à ADN.
Cette étape consiste à placer des ADNc marqués sur une puce à ADN où il s’hybridera
à leurs sondes d’ADN synthétiques complémentaires attachées à la puce à ADN. Une
série de lavages est utilisée pour éliminer les séquences non liées.
4) Scannez la puce à ADN et quantifiez le signal.
Les étiquettes fluorescentes sur l’ADNc lié sont excitées par un laser et les séquences
cibles marquées par fluorescence qui se lient à une sonde génèrent un signal. La force
totale du signal dépend de la quantité d’échantillon cible liée aux sondes présentes à
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cet endroit. Ainsi, la quantité de séquence cible liée à chaque sonde est corrélée au
niveau d’expression de divers gènes exprimés dans l’échantillon. Les signaux sont
détectés, quantifiés et utilisés pour créer une image numérique de la matrice.
Si nous essayons de calculer l’expression relative entre deux échantillons, chacun portant
un colorant différent (voir figure 1.2, rouge pour l’expérience, vert pour le contrôle), l’image
résultante est analysée en calculant le rapport des deux colorants. Si un gène est sur-exprimé
dans l’échantillon expérimental, alors plus de l’échantillon expérience que l’échantillon
contrôle s’hybridera à la tache représentant ce gène exprimé. À son tour, la tache devient
fluorescente en rouge avec une intensité supérieure à celle en vert. Le rapport de fluores-
cence rouge-à-vert indique donc quel gène est régulé positivement ou négativement dans
l’échantillon approprié.
Figure 1.2 Une expérience typique de co-hybridation de puces à ADN (2 colorants) [Missoum, 2018]
.
1.1.2 Réseau de co-expression et fonction
Étant donné que le niveau d’expression d’un gène peut déterminer le niveau d’expression
d’un autre, la relation entre deux gènes ou plus est appelé co-expression. En fait, la co-
expression génique est le processus par lequel un ensemble de gènes sont exprimés en
coordination pour produire des protéines. En d’autres termes, il y a co-expression quand
plusieurs gènes s’expriment dans des conditions similaires. Il est possible d’enregistrer
des niveaux de co-expression dans des cellules individuelles à divers points dans le temps.
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Une méthode pour ce faire consiste à utiliser une puce à ADN, qui contiendra les niveaux
d’expression relatifs d’un ou de plusieurs gènes sur plusieurs points de temps (paragraphe
1.1.1).
Autre que l’expression génique, les gènes peuvent être groupés ensemble selon leurs relations
fonctionnelles comme le projet "Pathways" de la Kyoto Encyclopedia of Genes and Genomes
[Kanehisa et al., 2011] KEGG qui vise à définir les gènes participant à un même processus
biologique : voies de signalisation, voies métaboliques. En fait, des annotations sont données
aux gènes de chaque ensemble sous forme de correspondances avec les schémas de câblage
des cartes de voies KEGG, des modules KEGG et des hiérarchies BRITE. On peut également
citer le projet Gene Ontology GO [Ashburner et al., 2000] qui annote chaque gène avec un
vocabulaire prédéfini selon trois catégories : fonction moléculaire, processus biologique,
compartiment cellulaire. Ces ensembles des gènes forment des réseaux de fonction.
L’inférence des réseaux de gènes à partir de ces données d’expression a suscité depuis
quelques années un intérêt croissant. De manière générale, les relations entre les gènes sont
rarement directes, i.e. qu’ils n’interagissent pas physiquement. Une relation entre deux
gènes i et j dans un réseau, signifie simplement l’idée qu’un changement dans l’expression
du gène i causera un changement dans l’expression du gène j, ce changement étant le
résultat d’une succession de modifications d’activité au niveau des produits associés aux deux
gènes. Le principe est donc d’extraire des interactions entre les gènes à partir de données
d’expression, en utilisant des méthodes d’inférence efficaces. Un réseau de co-expression
de gène capture des informations sur la corrélation de l’expression génique dans différentes
conditions biologiques, comme pendant le temps où les cellules divisent l’activité, ou lorsque
les cellules réagissent à un traitement médicamenteux particulier. Un exemple d’un réseau
de co-expression est fourni dans la figure 1.3.
Dans les réseaux de co-expression de gènes, chaque gène correspondant à un sommet. Les
liens de co-expression lient les gènes qui ont des profils d’expression similaires dans un
ensemble de conditions expérimentales, c’est-à-dire que leur expression varie de manière
corrélée ou anticorrélée suivant les conditions expérimentales [Cho et al., 1998, Hughes
et al., 2000, Stuart et al., 2003, Valencia and Pazos, 2002]. En d’autres termes, un modèle
d’expression où les niveaux de transcription de deux gènes exprimés conjointement montent
et retombent simultanément dans les différents échantillons. Ces interactions ne présupposent
donc aucun mécanisme biochimique sous-jacent. Les mesures d’expression sont en général
obtenues à partir d’expériences de puces à ADN qui permettent de mesurer la quantité relative
d’ARN dans la cellule [Lander, 1999].
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Figure 1.3 (A) Le réseau de co-expression comprend 44872 connexions parmi 3056 gènes. Les nœuds
représentent des gènes et les arêtes représentent les relations significatives de co-expression entre les
gènes. (B) Un histogramme montrant la distribution des connexions dans le réseau de co-expression.
[Nayak et al., 2009]
.
1.1.3 Annotation de gènes GO
Différentes stratégies ont été développées pour essayer de regrouper les gènes d’un
organisme selon leurs relations fonctionnelles : génétique classique, génétique moléculaire,
approches omiques. Parmi les projets les plus intéressants, on peut citer le projet "Path-
ways" de la Kyoto Encyclopedia of Genes and Genomes [Kanehisa et al., 2011] qui vise à
définir les gènes participant à un même processus biologique : voies de signalisation, voies
métaboliques... On peut également citer le projet Gene Ontology GO [Ashburner et al.,
2000] qui annote chaque gène avec un vocabulaire prédéfini selon trois catégories : fonction
moléculaire, processus biologique, compartiment cellulaire.
Dans cette section, nous voulons introduire et parler sur les annotations GO.
1.1.3.1 Définition
Gene Ontology 1 est un projet bio-informatique destiné à structurer la description des
gènes et des produits géniques dans le cadre d’une ontologie commune à toutes les espèces.
Le projet a débuté par une collaboration entre trois bases de données d’organismes modèles,
FlyBase (Drosophila), la base de données du génome de Saccharomyces (SGD) [Cherry
et al., 1998] et la base de données du génome de la souris (MGD) [Blake et al., 2003], en
1998. Depuis lors, le consortium GO comprend de nombreuses bases de données, notamment
1http://geneontology.org/
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plusieurs des plus grands référentiels mondiaux de génomes de plantes, d’animaux et de
microbes. Il fournit des concepts pour décrire les fonctions des produits géniques de tous
les organismes. Il est spécifiquement conçu pour supporter la représentation de calcul des
systèmes biologiques. L’objectif de GO est de fournir des vocabulaires contrôlés pour la
description de la fonction moléculaire, du processus biologique et de la composante cellulaire
des produits géniques.
1.1.3.2 Structure de l’ontologie
Gene Ontology (GO) est un graphe acyclique dirigé (Directed Acyclic Graph (DAG)))
dans lequel chaque nœud (sommet) représente un terme et une arête représente la relation
entre les termes GO (section 1.1.4). GO considère trois aspects distincts de la façon dont les
fonctions du gène peuvent être décrites : la fonction moléculaire, la composante cellulaire et
le processus biologique (figure 1.4).
Figure 1.4 La figure représente les trois ontologies définies par GO (processus biologiques, fonctions
moléculaires et composants cellulaires), ainsi les nombres des nœuds et gènes correspondant à chaque
ontologie.
1. Une fonction moléculaire décrit les propriétés fonctionnelles au niveau du produit
du gène, par exemple : l’activité catalytique d’une enzyme. Les termes de fonction
moléculaire GO représentent des activités plutôt que les entités (molécules ou com-
plexes) qui effectuent les actions, et ne spécifient ni où, ni quand, ni dans quel contexte
l’action a lieu.
2. Un composant cellulaire n’est que cela, un composant d’une cellule, mais à condition
qu’il fasse partie d’un objet plus grand; cela peut être une structure anatomique (par
exemple un réticulum endoplasmique rugueux ou un noyau) ou un groupe de produits
géniques (par exemple un ribosome, un protéasome ou un dimère de protéine). Voir la
documentation sur l’ontologie des composants cellulaires pour plus de détails 2.
2http://geneontology.org/docs/ontology-documentation
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3. Un processus biologique est une série d’événements accomplis par une ou plusieurs
assemblées ordonnées de fonctions moléculaires. En d’autres termes, il indique le pro-
cessus cellulaire ou organique dans lequel le produit génique fonctionne, par exemple :
Signalisation Wnt, traduction d’ARN. Des exemples de termes plus spécifiques sont
les processus métaboliques.
Le nom et la définition de chaque terme GO et les relations parent-enfant entre les ter-
mes sont définis par les membres du GO Consortium [Ashburner et al., 2000, Botstein
et al., 2000, Consortium et al., 2004, 2013].
Figure 1.5 La figure représente les trois ontologies définies par Gene Ontology, ainsi que les termes
les plus généraux de chacune de ces ontologies [Brouard, 2013].
La figure 1.5 représente un diagramme qui montre une petite partie de l’ontologie. Les
termes en haut représentent des concepts plus larges et plus généraux, tandis que les termes
plus bas représentent des concepts plus spécifiques. Lorsqu’il s’agit de la structure entre les
termes, un terme qui a des termes ci-dessous est désigné comme un terme parent, tandis que
les termes ci-dessous sont appelés termes enfant. Notez que chaque terme sera un parent en
ce qui concerne les termes ci-dessous et un enfant en ce qui concerne les termes ci-dessus.
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1.1.4 Relation de l’ontologie des gènes
Il existe deux types principaux de relations entre les termes GO : is-a et part-of. Les
nœuds du graphique GO peuvent avoir n’importe quel nombre et type de relations avec
d’autres nœuds. Dans la figure 1.6 par exemple, le nœud "myoblast development" pos-
sède plus d’un nœud parent, et des relations différentes avec ses différents parents. De
même, un nœud peut avoir des connexions à plus d’un nœud enfant. Par exemple, le nœud
"developmental processus" possède deux nœuds enfants.
1. La relation is-a constitue la structure de base de GO. A is-a B alors le sommet A est
un sous-type du sommet B. Par exemple, le cycle cellulaire mitotique est un cycle
cellulaire, ou l’activité lyase est une activité catalytique.
2. La relation part-of est utilisée pour représenter les relations partielles dans l’ontologie
génétique. part-of a une signification spécifique dans GO, et cette relation ne serait
ajoutée qu’entre A et B si B fait nécessairement partie de A : partout où B existe, il fait
partie de A et la présence de B implique la présence de A. Cependant, étant donné que
A apparaît, nous ne pouvons pas affirmer avec certitude que B existe.
1.1.5 Distance entre les gènes de GO
Au cours des dernières années, la similarité sémantique de GO a été un domaine de
recherche actif, se concentrant principalement sur le développement de nouvelles approches,
l’adaptation des approches existantes et la combinaison de plusieurs approches existantes
pour en concevoir de nouvelles.
Plusieurs mesures de similarité sémantique GO [Bandyopadhyay and Mallick, 2014, Couto
et al., 2007, Del Pozo et al., 2008, Gan, 2014, Jain and Bader, 2010, Lord et al., 2003,
Mazandu and Mulder, 2012b, Mistry and Pavlidis, 2008, Peng et al., 2015, Pesaranghader
et al., 2015, Pesquita et al., 2007, 2008, Schlicker et al., 2006, Sevilla et al., 2005, Wang et al.,
2007, Zhang et al., 2006] sont proposées ces dernières années et ont permis l’intégration
des connaissances biologiques intégrées dans la structure GO dans différentes analyses
biologiques. L’utilisation de connaissances biologiques intégrées dans la structure GO a
permis de comparer ou de classer davantage les listes de protéines afin de comprendre les
phénomènes biologiques sous-jacents à l’expérience considérée et d’identifier les proces-
sus pertinents. Ils ont été déployés dans plusieurs applications biologiques, notamment
(i) l’identification et le classement de gènes ou de protéines associés à des expériences
biologiques [Schlicker et al., 2010], (ii) la récupération des BP les plus pertinentes aux
expériences biologiques [Mazandu and Mulder, 2013], (iii) décrivant et caractérisant la
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Figure 1.6 DAG pour le terme GO développement de myoblastes (myoblast development,
GO:0048627).
structure d’ensembles de données protéiques et d’élucidation de modèles de protéines ou
de gènes pour améliorer l’interprétation biologique [Bettembourg et al., 2015, Chabalier
et al., 2007, Guo et al., 2006, Lee et al., 2004, Wang et al., 2004, 2012], (iv) prédiction et
validation des interactions protéine-protéine [Cui et al., 2015, Jain and Bader, 2010, Kouhsar
et al., 2015, Meng et al., 2015, Xu et al., 2008], fonctions protéiques [Mazandu and Mulder,
2012a, Ye et al., 2005] et localisation cellulaire [Lei and Dai, 2006], ainsi que l’imputation de
valeurs manquantes [Yang et al., 2016], (v) la construction de mappages entre les termes GO
et les catégories définies par l’utilisateur, comme les catégories GO Slim [Na et al., 2014] et
(vi) l’intégration de pipelines GOA hétérogènes [Mazandu and Mulder, 2014]. Cela suggère
que ces mesures jouent actuellement un rôle important dans l’amélioration des analyses de
protéines au niveau fonctionnel pour divers ensembles de données biologiques à haut débit.
Un certain nombre d’outils de similarité sémantique GO disponibles publiquement ont été
conçus indépendamment pour faciliter l’exploration de différentes mesures de similarité
sémantique [Mazandu and Mulder, 2013], y compris des outils en ligne basés sur le Web et
des logiciels autonomes. En 2009 et 2011, environ 10 outils de ce type ont été identifiés par
Pesquita et al. [Pesquita et al., 2009] et Guzzi et al. [Guzzi et al., 2011], respectivement. La
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plupart de ces outils, y compris, mais sans s’y limiter, FuSSiMeG [Couto et al., 2005, 2007],
ProteInOn [Faria et al., 2007] et G-SESAME [Du et al., 2009], sont des outils contextuels,
c’est-à-dire développés pour une nouvelle mesure introduite et prouvée plus efficace que les
précédentes. La plupart de ces outils Web implémentent uniquement des mesures basées sur
des annotations, qui nécessitent des données protéiniques pour calculer les valeurs de contenu
informationnel (IC), à l’exception de G-SESAME [Du et al., 2009], qui implémente Wang
et al. approche [Wang et al., 2007], et DaGO-Fun [Mazandu and Mulder, 2013] mettant en
œuvre le Zhang et al. [Zhang et al., 2006], Wang et al. [Wang et al., 2007] et GOuniversal
[Mazandu and Mulder, 2012b]. Actuellement, Zhang et al., Wang et al. et les approches
GO-universal sont les seules mesures basées sur la topologie (où une valeur IC de terme est
calculée sur la base de la structure intrinsèque de GO), qui ont été largement appliquées à
GO. L’une des caractéristiques communes à plusieurs outils est qu’ils sont spécifiques à un
organisme et, par conséquent, un terme donné dans la structure GO peut avoir des valeurs de
IC différentes selon l’organisme considéré.
1.1.5.1 La méthode G-SESAME ([Wang et al., 2007])
Cependant, la spécificité d’un terme GO est généralement déterminée par son emplace-
ment dans le graphique GO et la sémantique d’un terme GO (significations biologiques) est
héritée de tous ses termes ancêtres. Par conséquent, l’utilisation du contenu de l’information
comme seul facteur de détermination de la similarité sémantique des termes GO est inappro-
priée.
D’autre part, en fonction des perspectives humaines, si deux termes partagent le même parent
sont près de la racine de l’ontologie (termes plus généraux), ils devraient avoir plus grande
différence sémantique que deux termes ayant le même parent et d’être loin de la racine de
l’ontologie, car la suite sont des termes plus spécifiques. En revanche, en utilisant la méthode
de Jiang ou Lin, comme le soulignant [Sevilla et al., 2005] si deux produits génétiques
sont bien annotés près de la racine de l’ontologie (annotation peu profonde), leur similitude
sémantique sera toujours mesurée à très haut (près de 1) et leur distance sémantique sera
toujours calculée proche de zéro, fournissant ainsi un résultat trompeur.
L’effet de l’annotation peu profonde est un grave inconvénient des méthodes de Jiang et
Lin. Cette déclaration indique clairement que la sémantique d’un terme GO doit inclure
les significations biologiques de tous ses termes ancêtres. En conséquence, la mesure de la
similitude sémantique des termes GO doit tenir compte non seulement du nombre d’ancêtre
commun, mais aussi les lieux de ces termes ancêtres liés aux deux termes spécifiques dans le
graphique GO.
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Pour répondre aux inconvénients des méthodes existantes et de parvenir à ce besoin expliqué
ci-dessus, nous avons utilisé une méthode proposée par [Wang et al., 2007]. Cette méthode
permet d’encoder la sémantique d’un terme GO (significations biologiques) en une valeur
numérique en additionnant les contributions sémantiques de leurs termes ancêtres (y compris
ce terme spécifique) dans le graphique GO.
1.1.5.2 Valeurs sémantiques du terme GO
Selon Wang et ses collègues, pour mesurer la similarité sémantique des termes GO, on
code d’abord la sémantique d’un terme GO dans un format numérique. Puisque la séman-
tique (significations biologiques) d’un terme GO est déterminée par sa localisation dans
tout le graphe GO et ses relations sémantiques avec tous ses termes ancêtres, on utilise le
DAG à partir du terme spécifique GO et se terminant à l’un des termes racine (processus
biologique, composant cellulaire ou fonction moléculaire) pour représenter ce terme. Par
exemple, la figure 1.7 représente le DAG pour le terme GO organique lié au développement
du rein (GO:0001822). Ce DAG comporte dix termes GO reliés par quatorze relations. Une
flèche en bleu représente la relation part of et une flèche en noir montre la relation is a. Par
exemple, le GO terme system development (GO:0048731) est une sous-classe du terme renal
system development (GO:0072001) et aussi une partie du terme GO multicellular organism
development (GO:0007275).
Formellement, un terme GO noté A, peut être représenté par DAGA = (A,TA,EA) où
- TA est l’ensemble des termes GO dans DAGA, y compris le terme A et tous ses termes
ancêtres dans le graphe GO
- EA est l’ensemble des termes les arêtes (relations sémantiques) reliant les termes GO dans
DAGA
Pour coder la sémantique d’un terme GO dans un format mesurable pour permettre
une comparaison quantitative de la sémantique de deux termes, Wang et ses collègues ont
défini la valeur sémantique du terme A comme la contribution agrégée de tous les termes
dans DAGA à la sémantique du terme A. Les termes plus proches du terme A dans DAGA
contribuent davantage à sa sémantique, tandis que les termes plus éloignés du terme A dans
DAGA contribuent moins car ce sont des termes plus généraux.
Par conséquent, Wang et ses collègues ont défini la contribution d’un terme (t) à la sémantique
du terme (A), comme la valeur S du terme t lié au terme A. Pour tout terme t dans DAGA =
(A,TA,EA), on note S-value dit liée au terme A, SA(t) définie par :
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Figure 1.7 DAG pour le (GO:0001822) développement du rein (kidney development). [via QuickGO]
SA(t) =
{
1 si t = A
max(we ∗SA(t
′) si t ′ 6= A, t ′ ∈ childrenof(t)
(1.1)
où 0 < we < 1 est le facteur de contribution sémantique pour l’arête e dans EA liant le
terme t avec son terme enfant t ′ et childreno f (t) est l’ensemble de terme enfant de t.
Dans DAGA, le terme GO est le terme le plus spécifique sa contribution à sa propre sémantique
vaut 1. Les autres termes dans DAGA sont plus généraux et, par conséquent, contribuent
moins à la sémantique du terme GO. Après avoir obtenu les valeurs S pour tous les termes
dans DAGA, on calcule la valeur sémantique du terme A notée SV (A) où SV (A) = ∑
t∈TA
SA(t).
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1.1.5.3 Similarité sémantique des termes GO
Étant donné DAGA = (A,TA,EA) et DAGB = (B,TB,EB) pour les termes GO, A et B
respectivement, la similarité sémantique entre ces deux termes, SGO(A,B) telle que :
SGO(A,B) =
∑
t∈TA∩TB
(SA(t)+SB(t))
SV (A)+SV (B)
(1.2)
où SA(t) et SB(t) sont les S-value du terme t lié aux termes A et B respectivement.
Cette formule détermine la similarité sémantique de deux termes GO en fonction à la fois des
localisations de ces termes dans le graphe GO et de leurs relations sémantiques avec leurs
termes ancêtres. Pour tout terme t ∈ TA∩TB, SA(t) peut différer de SB(t) même si le terme t
est un terme commun dans DAGA et DAGB. Ceci est dû aux emplacements des termes A et B
sont différents dans l’ensemble du graphique GO.
Figure 1.8 DAG pour le GO développement du rein (kidney development) GO:0001822. [via
QuickGO]
Par exemple, les deux figures 1.7 et 1.8 représentent les DAG pour les termes GO
au développement du rein (0001822) et le développement du système rénal (0072001),
respectivement. Bien qu’il existe sept termes GO communs dans ces deux DAG, le même
terme dans différents DAG a des S-values différentes liées à ces deux termes GO spécifiques.
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Ces valeurs diffèrent car les emplacements des groupes de disponibilité de base de données
dans l’ensemble du graphique GO diffèrent, et les contributions de ces termes communs à la
sémantique des deux termes GO spécifiques diffèrent également.
1.1.5.4 Similarité fonctionnelle des gènes
Habituellement, un gène est annoté par de nombreux termes GO. Par exemple, les gènes
ADh4 et Ldb3 sont annotés par des ensembles de termes de fonction moléculaire 0004022,
0004024, 0004174,0046872, 0008270, 0004023 et 0009055, 0005515, 0046872, 0008270,
0020037, respectivement dans la base de données GO. Par conséquent, la similarité entre les
fonctions moléculaires de ces deux gènes peut être déterminée en comparant les similarités
sémantiques des termes GO dans ces deux ensembles.
En supposant que GO1 = go11,go12, ...,go1m et GO2 = go21,go22, ...,go2n sont deux ensem-
bles de termes GO qui annotent respectivement les gènes G1 et G2, Pour mesurer avec
précision la similarité fonctionnelle entre deux gènes, la méthode considère les contributions
des termes sémantiquement similaires qui annotent ces deux gènes respectivement.
Ainsi, on définit d’abord la similarité sémantique entre un terme GO et un ensemble
de termes GO. La similarité sémantique entre un terme go et un ensemble de termes
GO = (go1,go2, ...,gok), Sim(go,GO), est définie comme la similarité sémantique maxi-
male entre le terme go1 et l’un des termes de l’ensemble GO. Formellement, on écrit :
Sim(go,GO) = max
1≤i≤k
(SGO(go,goi)) (1.3)
Étant donné deux gènes G1 et G2 annotés par les ensembles de termes GO1 = {go11,go12, ...,go1m}
et GO2 = {go21,go22, ...,go2n} respectivement, Wang et ses collègues ont défini leur similar-
ité fonctionnelle comme,
Sim(G1,G2) =
∑
1≤i≤m
Sim(go1i,GO2)+ ∑
1≤ j≤n
Sim(go2 j,GO1)
m+n
Cette valeur de similarité appartient à l’intervalle de 0 à 1. En effet :
0≤ SA(t)≤ 1. Alors :
0≤ ∑
t∈TA∩TB
SA(t)≤ ∑
t∈TA
SA(t) = Sv(A) et 0≤ ∑
t∈TA∩TB
SB(t)≤ ∑
t∈TB
SB(t) = Sv(B)
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=⇒ SGO(A,B) =
∑
t∈TA∩TB
(SA(t)+SB(t))
SV (A)+SV (B)
≤ 1
d’où 0≤ Sim(go,GO) = max
1≤i≤k
(SGO(go,goi))≤ 1
Par suite,
∑
1≤i≤m
Sim(go1i,GO2)≤ m et ∑
1≤ j≤n
Sim(go2 j,GO1)≤ n
Plus elle est proche de 1, plus les deux gènes sont similaires.
1.2 Modélisation des réseaux de gènes
L’objectif principal de la modélisation par des réseaux est d’étudier les relations entre
les composants de ces réseaux pour analyser ou prédire des fonctions biologiques. En
bio-informatique, les réseaux biologiques sont souvent modélisés par des graphes dont les
sommets sont les composants biologiques et les arêtes représentent leurs interactions. En
fonction de la nature de ces réseaux, leurs graphes correspondants peuvent être dirigés
(par exemple réseaux métaboliques) ou non dirigés (par exemple réseaux d’interaction des
protéines).
Dans les sections précédentes, nous avons vu différents types de réseaux biologiques, chacun
étant représenté par un graphe. L’étude de ces réseaux nécessite donc la connaissance d’un
certain nombre de notions en théorie des graphes.
1.2.1 Généralités sur les graphes
Formellement, un graphe G = (V,E) est une structure mathématique constituée d’un
ensemble V de sommets (aussi communément appelés nœuds) et un ensemble E d’arêtes
(aussi communément appelés liens), où les éléments de E sont de la forme [u,v] de sommets
distincts u, v ∈ V. De chaque sommet de G, on fait correspondre un point distinct du plan et
on relie les points correspondant aux extrémités de chaque arête. Il existe donc une infinité
de représentations d’un graphe.
Un exemple d’un graphe est fourni dans la figure 1.9. Les points P, Q, R, S et T sont
appelés sommets, les lignes sont appelées arêtes et le diagramme entier est appelé graphe.
Le degré d’un sommet est le nombre d’arêtes lié avec ce sommet. Dans cet exemple, le degré
du sommet Q est 4.
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Figure 1.9 Graphe à 5 sommets.
Plusieurs types de graphes sont généralement exprimés en utilisant la matrice d’adjacence,
notée Adj. Les poids des arêtes non pondérées sont considérés comme 1.
auv =
{
w si le sommet u est connecté au sommet v avec un poids w
0 sinon
(1.4)
Dans notre travail, les graphes sont comme dans la figure 1.9, les arêtes ont des poids
similaires et auv = avu = 1 et auv = 0 sont satisfaits.
1.2.2 Types de réseaux
Un réseau est un graphe G défini en termes d’un ensemble de sommets V et d’un ensemble
d’arêtes E. Il existe trois types de réseaux :
1. Réseau dirigé :
Dans les réseaux dirigés, chaque arête est identifiée comme une paire ordonnée de
sommets. Un exemple d’un réseau dirigé est fourni dans la figure 1.10. Il contient 10
sommets et 13 arêtes. L’information génétique par exemple est codée dans l’ADN dou-
ble brin. L’information stockée dans l’ADN est transférée à l’ARN messager (ARNm)
pour diriger la synthèse des protéines [Lee et al., 2008]. Une voie de signalisation
est composée d’une bande de câblage de régulation génique en réponse à différents
stimulus extracellulaires. Ainsi, les voies de signalisation peuvent être considérées
comme des réseaux dirigés contenant tous les gènes (ou protéines) d’un organisme en
tant que sommets. Une arête dirigée représente le flux d’informations provenant d’un
gène à un autre gène.
2. Réseau non dirigé :
Dans les réseaux non dirigés, les arêtes ne sont pas dirigées. En d’autres termes, un
réseau non dirigé peut être considéré comme un réseau dirigé en considérant une paire
de sommets non dirigés (u,v) comme deux paires dirigées (u,v) et (v,u). Un exemple
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Figure 1.10 Un réseau biologique dirigé avec 10 sommets et 13 arêtes.
d’un réseau non dirigé est fourni dans la figure 1.11. Il contient 13 sommets et 22
arêtes. Certains réseaux biologiques sont mieux adaptés à une représentation non
dirigée. Le réseau d’interactions protéine-protéine (PPI) est un réseau non dirigé, où
chaque protéine est considérée comme un sommet et l’interaction physique entre une
paire de protéines est représentée comme une arête [Vert, 2010].
Figure 1.11 Un réseau non dirigé avec 13 sommets et 22 arêtes.
3. Réseau pondéré :
Un réseau pondéré est un réseau où les liens entre les sommets ont des poids dans ]0,∞[
qui leur sont assignés. Un exemple d’un réseau pondéré est fourni dans la figure 1.12.
Il contient 9 sommets et 13 arêtes ayant ses propres poids. Les liens dans de nombreux
réseaux empiriques ont naturellement une force associée à eux. Par exemple, dans les
réseaux sociaux, certains contacts sont des amis, tandis que d’autres sont simplement
des connaissances. La force d’un lien social est une fonction de sa durée, l’intensité
émotionnelle, l’intimité, et l’échange de services. Pour les réseaux non sociaux, la
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force reflète souvent la fonction réalisée par les liens, par exemple la fonction entre
les espèces dans les réseaux alimentaires [Luczkovich et al., 2003] ou le nombre de
synapses et de jonctions de gap dans un réseau de neurones [Watts and Strogatz, 1998].
Dans les infrastructures et les réseaux d’information, les variations de la force d’une
égalité dépendent du flux d’information, d’énergie, de personnes et de biens qui se
déroule le long de cette relation [Barrat et al., 2004]. Dans les réseaux biologiques, les
poids peuvent représenter les corrélations entre chaque paire de gènes [Lecca and Re,
2015].
Figure 1.12 Un réseau pondéré avec 9 sommets et 13 arêtes ayant ses propres poids.
1.2.3 Graphes et réseaux de gènes
Les réseaux peuvent représenter toutes sortes de systèmes dans le monde réel. Par
exemple, on pourrait décrire l’Internet comme un réseau où les sommets sont des ordinateurs
ou d’autres périphériques et les arêtes sont des connexions physiques entre les dispositifs. Le
World Wide Web est un énorme réseau où les pages sont des sommets et les liens sont les
arêtes. D’autres exemples incluent les réseaux sociaux de connaissances ou d’autres types
d’interactions, les réseaux de publications liés par des citations, les réseaux de transport, les
réseaux métaboliques [Jeong et al., 2000, Ravasz et al., 2002, Wagner and Fell, 2001] et
les réseaux de communication sociaux [Mislove et al., 2007, Scott, 2012, Sparrowe et al.,
2001] d’acteurs ou de mathématiciens, des réseaux d’information comme les réseaux des
citations et des réseaux technologiques [Norling, 1996] comme les réseaux des centrales
électriques d’un pays. Les réseaux biologiques font partie du monde des réseaux. Dans le
cas des réseaux biologiques, un sommet v ∈ V est soit une protéine ou un gène codé par
un organisme, et une arête e ∈ E reliant deux sommets u, v ∈ V dans le réseau représente
les propriétés biologiques reliant u et v. D’autres exemples d’origine biologique comme le
réseau transcriptionnel [Jiao et al., 2007, Lee and Pfaff, 2001, Servitja and Ferrer, 2004], qui
décrit la relation entre les gènes et les protéines, le réseau d’interaction protéine-protéine
[King et al., 2004, Liu et al., 2009, Nepusz et al., 2012], qui tient compte des relations entre
protéines, ou le réseau métabolique [Jeong et al., 2000, Ravasz et al., 2002, Wagner and Fell,
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2001], qui cherche à modéliser les réactions métaboliques d’un organisme et les réseaux
de neurones et les réseaux alimentaires [Renting et al., 2003]. Un réseau biologique peut
être dirigé ou non dirigé en fonction de la relation biologique utilisée pour joindre les paires
de sommets dans le réseau. Les réseaux dirigés et non dirigés se produisent naturellement
dans les systèmes biologiques. L’inférence de ces réseaux est un défi majeur dans la biologie
des systèmes. Tous ces réseaux ont quelques propriétés communes comme l’existence de «
courts chemins » en moyenne l’effet « small world » ou « du monde petit », un taux élevé
d’agrégation ou « clustering » de manière que les voisins d’un sommet ont toujours d’autres
voisins ou une distribution du degré de sommets selon une loi de puissance avec beaucoup
de sommets faiblement connectés et peu de sommets fortement connectés.
1.3 Construction de réseaux de gènes à partir de données
d’expression
1.3.1 Bases de données
L’analyse de la structure et du comportement des réseaux génétiques nécessite non
seulement de nouvelles théories et algorithmes, mais également des bases de données
capables de stocker et d’afficher des interactions d’informations.
1. COXPRESdb:
COXPRESdb3 [Obayashi et al., 2013] fournit des rapports sur les gènes coexprimés
chez les mammifères, obtenus à partir de profils d’expression mesurés par des puces
à ADN. Il permet de créer non seulement des réseaux de gènes co-exprimés, mais
également des gènes avec la même annotation GO. Les réseaux sont affichés en utilisant
les coefficients de corrélation comme critère de proximité. Dans notre travail, nous
avons utilisé la version 5.0 de cette base de données.
2. Gemma :
Gemma [Zoubarev et al., 2012] est un système logiciel d’analyse de base de données
et un site Web pour la génomique des données, leur réutilisation et leur méta-analyse.
Actuellement, Gemma contient des données analysées de plus de 3300 études de
profilage d’expression, ce qui donne des centaines de millions de résultats d’expression
et des modèles de co-expression (expression corrélée) différentielle pour la récupération
et la visualisation. Les utilisateurs peuvent enregistrer leurs propres données et partager
3http://coxpresdb.jp
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avec d’autres utilisateurs. Les services Web et l’intégration avec des ressources de tiers
augmentent encore la portée des outils, qui comprennent un plugin Cytoscape.
1.3.2 Types de réseaux
L’inférence des réseaux de gènes à partir de ces données d’expression a suscité depuis
quelques années un intérêt croissant. De manière générale, les relations entre les gènes sont
rarement directes, i.e. qu’ils n’interagissent pas physiquement. Une relation entre deux
gènes A et B dans un réseau, signifie simplement l’idée qu’un changement dans l’expression
du gène A causera un changement dans l’expression du gène B, ce changement étant le
résultat d’une succession de modifications d’activité au niveau des produits associés aux
deux gènes. Le principe est donc d’extraire des interactions entre les gènes à partir de
données d’expression, en utilisant des méthodes d’inférence efficaces. Plusieurs approches
ont été proposées pour inférer les réseaux de gènes à partir des données d’expression, parmi
lesquelles les réseaux booléens, les réseaux bayésiens et l’analyse des corrélations.
1. Réseaux booléens :
C’est un graphe orienté G = (V,F) où V est un ensemble fini de sommets et F est
un ensemble de fonctions booléennes qui définit une topologie d’arêtes. Un nœud
représente un gène. A chaque sommet v, on associe une valeur booléenne, notée x(v),
qui représente le niveau d’expression du gène correspondant. Ainsi pour un gène,
la valeur de x sera 1 pour exprimer que le gène est actif, c’est-à-dire exprimé. et 0
pour exprimer qu’il est inactif, c’est-à-dire non exprimé. Le fonctionnement d’un tel
réseau se fait bien entendu en temps discret. L’état de chaque gène à un temps t +1
est déterminé par une fonction booléenne qui dépend du temps courant t, et chaque
sommet met à jour son état suivant cette fonction. Plusieurs méthodes d’inférence
des règles logiques, permettant d’obtenir les réseaux, ont été proposées [Akutsu et al.,
2000, Ideker et al., 2000].
2. Réseaux bayésiens :
Le réseau bayésien est une approche pour analyser les modèles d’expression génique.
Ils se basent sur le calcul de probabilités [Friedman et al., 2000, Husmeier, 2003],
en partant de la formule de Bayes sur les probabilités conditionnelles. Ces réseaux
représentent la structure de dépendance entre plusieurs grandeurs d’interaction (niveaux
d’expression de gènes différents). Les réseaux bayésiens sont mathématiquement
définis en termes de probabilités et les déclarations d’indépendance conditionnelle. Ils
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peuvent également être utilisés pour déduire la causalité. En effet, pour chaque couple
de gènes gi,g j, la probabilité d’avoir gi sachant g j est calculée. Si cette probabilité est
grande, alors on aura une relation de causalité entre ces deux gènes.
3. Réseaux de pertinence (Analyse des corrélations) :
Un réseau de pertinence (ou en anglais "Relevance Networks") [Butte et al., 2000]
est un groupe de gènes dont leurs profils d’expression sont très prédictifs les uns des
autres, c’est-à-dire il y a de concordance entre les profils d’expression génique. Pour
mesurer le degré de concordance, il est nécessaire de définir une mesure de similitude
entre les profils d’expression génique à travers des expériences. Dans cette approche,
la similitude est le coefficient de corrélation de Pearson. Plus précisément, pour
chaque paire de gènes i et j, la corrélation entre les données d’expression de paires
de gènes est calculée. On note la matrice de similarité S = [si j] où si j = |cor(i, j)|.
Ensuite, la matrice de similarité S =
[
si j
]
est transformée en une matrice d’adjacence
A=
[
ai j
]
, qui encode les forces de connexion entre les paires de gènes. Ainsi ai j ∈ [0,1]
pour les réseaux pondérés. Pour transformer la matrice de similarité en une matrice
d’adjacence, on a besoin de définir une fonction d’adjacence. Ce choix détermine
si le réseau résultant sera pondéré ou non pondéré. La fonction d’adjacence la plus
largement utilisée est la fonction signum définie par :
ai j = signum(si j) =
{
0 si si j > µ
1 si si j ≤ µ
où µ est un paramètre > 0. Le choix du paramètre détermine la sensibilité et la
spécificité des forces de connexion. Par exemple, l’augmentation de la valeur de µ
conduit à une diminution de connexions de gènes, ce qui peut réduire le bruit dans le
réseau. Alors que si µ est élevée, le réseau résultant peut être trop rare pour détecter la
présence de modules de gènes (clusters).
1.4 Méthodes d’analyse des réseaux de co-expression de
gènes
1.4.1 Descripteurs topologiques
Les descripteurs d’un réseau sont les paramètres qui le décrivent. Ce sont des quan-
tificateurs numériques obtenus par l’application d’opérateurs algébriques à des matrices
représentant des graphes des gènes et dont les valeurs sont indépendantes de la numérotation
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ou de l’étiquetage des sommets.
Plusieurs descripteurs ont été définis [Assenov et al., 2007, Barabási and Albert, 1999,
Barabasi and Oltvai, 2004, Brandes, 2001, Dehmer and Basak, 2012, Dong and Horvath,
2007, Goldstein et al., 2004, Gu et al., 2012, Jackson, 2010, Maslov and Sneppen, 2002,
Newman, 2005, 2006a, Stelzl et al., 2005, Yoon et al., 2006]. Notons qu’il existe dur le
logiciel R [Team et al., 2013] 4 des librairies (igraph 5, CePa6, sna7) pour calculer les de-
scripteurs. Pourtant, nous avons programmé quelques descripteurs non existants.
1. Taille (Size)
La taille d’un réseau est le nombre total de sommets dans le réseau. Elle est notée N.
2. Degré (Degree)
C’est tout simplement le nombre de liens partant d’un sommet. Dans le cas d’un réseau
simple non pondéré composé de N sommets, le degré du sommet i, noté ki, est exprimé
comme :
ki =
N
∑
j=1
ai j (1.5)
Dans les réseaux pondérés, la centralité de degré est la somme des poids sur les liens en
provenance d’un sommet. Le degré moyen (Average Degree) du réseau est la moyenne
de tous les degrés dans le réseau. Il est noté AD et il est égal à AD =
N
∑
i=1
ki
N
.
3. Longueur moyenne des plus courts chemins (Average Shortest paths Length)
Dans un graphe, un chemin est une séquence de sommets dans laquelle chaque sommet
est connecté par une arête au suivant. La longueur d’un chemin est le nombre d’arêtes
le constituant. Il peut y avoir plusieurs chemins reliant deux sommets donnés. La
longueur du plus court chemin entre deux sommets i et j, appelée aussi la distance
entre ces deux sommets, est celle du chemin avec le nombre minimum d’arêtes. Elle
est notée L(i, j). L’algorithme de Dijkstra [Dijkstra, 1959] est utilisé pour calculer
les longueurs du plus court chemin entre deux points. La longueur moyenne des plus
courts chemins entre un sommet i et les autres sommets, notée Li, est exprimée comme
4https://www.r-project.org/
5https://cran.r-project.org/web/packages/igraph/index.html
6https://cran.r-project.org/web/packages/CePa/index.html
7https://cran.r-project.org/web/packages/sna/index.html
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:
Li =
1
N−1
N
∑
j 6=i
j=1
L(i, j) (1.6)
où Li est un nombre entre 0 et 1. De plus, si le sommet est isolé, alors Li = 0.
4. La centralité de proximité (closeness centrality)
Elle indique si le sommet i est situé à proximité de l’ensemble des sommets du graphe
et s’il peut rapidement interagir avec ces sommets. La centralité de proximité Cc(i)
d’un sommet i est basée sur la longueur des plus courts chemins et est calculée comme
suit :
Cc(i) =
N−1
N
∑
j 6=i
j=1
L(i, j)
(1.7)
La valeur du Cc de chaque sommet est un nombre entre 0 et 1 et elle est considérée
comme nulle pour les sommets isolés.
5. La centralité intermédiaire (betweeness centrality)
Elle quantifie le nombre de fois où un sommet agit comme un pont sur le plus court
chemin entre deux autres sommets. Dans la théorie des graphes, la centralité intermédi-
aire est une mesure de la centralité dans un graphe basé sur les plus courts chemins. Le
sommet joue un rôle principal si beaucoup de plus courts chemins allant d’un sommet
à un autre doivent passer par ce sommet.
La centralité intermédiaire cb(i) d’un sommet i est calculée de la manière suivante :
Cb(i) = ∑
s6=i6=t
ost(i)
ost
(1.8)
où s et t sont des sommets du réseau différents de i, ost désigne le nombre de plus
courts chemins de s à t, et ost(i) est le nombre de plus courts chemins de s à t passant
par i. La valeur de ce paramètre pour chaque sommet i est normalisée en la divisant par
le nombre de paires de sommets à l’exclusion de i soit (ki−1)×(ki−2)2 , où ki est le degré
de i. Ainsi, la centralité intermédiaire de chaque sommet est un nombre entre 0 et 1.
6. Connectivité de voisinage (Neighborhood Connectivity)
La connectivité de voisinage d’un sommet i est notée NC(i) et est définie comme la
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moyenne du degré de tous les voisins de i.
NC(i) =
∑
j∈Vo(i)
k j
ki
(1.9)
où Vo(i) est l’ensemble des sommets voisins de i.
7. Coefficient de clustering (Clustering coefficient)
Dans les réseaux non orientés, le coefficient de clustering Clus d’un sommet i est défini
comme :
Clus(i) =
2ei
ki× (ki−1)
(1.10)
où ki est le degré de i et ei est le nombre de paires connectées entre tous les voisins de
i.
8. Excentricité (Eccentricity)
L’excentricité est la longueur finie maximale d’un plus court chemin entre i et un autre
sommet dans le réseau.
Exc(i) = max
1≤ j≤N
L(i, j) (1.11)
Si i est un sommet isolé, la valeur de cet attribut est égale à 0.
9. Radialité (Radiality)
La radialité d’un sommet i est défini comme étant :
Rad(i) =
N
∑
j=1
dG +1−L(i, j)
N−1
(1.12)
avec dG est le diamètre du réseau (i.e. la longueur maximale des plus courts chemins
entre toutes les paires de sommets).
10. Stress
Cet attribut compte le nombre de plus courts chemins passant par un sommet. Le stress
d’un sommet, i, est donné par :
Stress(i) = ∑
s6=i 6=t
ost(i) (1.13)
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où s et t sont des sommets du réseau différents de i et ost(i) est le nombre de plus
courts chemins de s à t passant par i.
11. Coefficient topologique (Topological coefficient)
Le coefficient topologique Ti d’un sommet i avec ses ki voisins est :
Ti =
∑
j∈F
B(i, j)
ki
(1.14)
où F est l’ensemble de tous les sommets qui partage au moins un voisin avec i. La
valeur B(i, j) est le nombre de voisins partagés entre les sommets i et j, plus un s’il y a
un lien direct entre i et j. Les sommets qui ont un ou aucun voisin se voient attribuer
un coefficient topologique de 0.
12. Centralité d’inverse (Inverse centrality)
La centralité d’inverse Ac(i) d’un sommet i est définie comme la moyenne de l’inverse
de la longueur des plus courts chemins et est calculée comme suit :
Ac(i) =
1
N−1
N
∑
j=1
1
L(i, j)
(1.15)
Notons que l’inverse du plus court chemin 1
L(i, j) est considéré 0 si l’un des sommets
est isolé. La centralité d’inverse de chaque sommet est un nombre compris entre 0 et 1.
1.4.2 Méthodes de partitionnement
L’analyse des réseaux biologiques est un sujet lié de plus en plus rapidement avec de
nombreuses applications dans différents domaines d’interactions tels que les réseaux PPI
et les réseaux de gènes. La taille des données biologiques augmente de plus en plus avec
le temps. Ceci peut poser de problème à cause du nombre important des sommets dans les
réseaux. Ce qui rend les réseaux difficiles à analyser.
Une stratégie évidente consiste à diviser le grand réseau en petits réseaux indépendants et à
analyser chaque petit réseau séparément. Par conséquent, l’un des défis les plus importants
consiste à construire une classification des sommets et par suite partitionner le réseau.
Le premier problème du partitionnement de graphes est celui de la définition d’une com-
munauté. Il n’y a pas de définition universelle pour les partitions, les clusters et surtout
les communautés. Cependant, on définit usuellement une partition comme un sous-réseau
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(sous-graphe) du réseau donné (graphe) de sorte que (1) les connexions internes de la partition
sont fortes et (2) les connexions externes entre les autres partitions faible. Souvent, un réseau
biologique est trop large d’une représentation pour un processus biologique spécifique. Le
partitionnement des réseaux biologiques permet une analyse minutieuse des unités fonction-
nelles biologiques hypothétiques.
Au cours des dernières années, de nombreux algorithmes ont été développés pour analyser
et identifier des groupes de gènes. Selon les caractéristiques des méthodes existantes, ces
algorithmes peuvent être divisés comme suit : méthode fondée sur la hiérarchie, méthode
fondée sur la partition, méthode fondée sur la densité, méthode basée sur le modèle et autres.
L’algorithme de clustering hiérarchique [Friedman et al., 2001] est un algorithme de cluster-
ing traditionnel, il divise le réseau en différents sous-graphes basés sur la similarité entre les
sommets connectés, qui a été largement utilisé dans les réseaux biologiques.
La méthode de clustering par partition est également appelée algorithme de clustering basé
sur la fonction objective. Ces algorithmes rendent la similarité entre les objets dans le même
module maximum, et minimale entre les différents modules. La technique de partitionnement
la plus populaire dans la littérature est la classification par k-means (k-means clustering)
[MacQueen et al., 1967]. L’algorithme de cluster de Markov (MCL) [Pereira-Leal et al.,
2004, Van Dongen, 2008] est un modèle basé sur les méthodes de clustering, qui est un rapide,
simple et extensible algorithme de clustering. Il simule le processus de marche aléatoire de
la théorie des graphes.
La méthode basée sur la densité consiste à chercher des sous-graphes de haute densité dans
le réseau. Elle est basée sur la densité plutôt que sur la distance, ce qui permet de surmonter
la faiblesse de l’algorithme en fonction de la distance, mais il ne peut pas être utilisé sur le
réseau éparse (sparse network).
D’autre part, il existe deux grandes classes d’algorithmes de partitionnement appelés algo-
rithmes de clustering de graphes et algorithmes de détection de communautés [Newman,
2006b]. Les algorithmes de clustering de graphes sont issus de l’informatique et d’autres
domaines étroitement liés. Les algorithmes de détection communautaire ont leur origine
en sociologie, qui englobe maintenant des applications en mathématiques appliquées, en
physique et en biologie.
Pour les algorithmes de clustering de graphes, le nombre de clusters est un paramètre spécifié
par l’utilisateur. Un algorithme de clustering de graphes doit toujours renvoyer le nombre
spécifié de clusters, que les clusters soient structurellement significatifs dans le graphe sous-
jacent. Ces algorithmes ont été développés pour des applications spécifiques, telles que
le placement des parties d’un circuit électronique sur des cartes de circuits imprimés ou
l’amélioration des propriétés de radiomessagerie des programmes [Kernighan and Lin, 1970].
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Pour d’autres applications telles que la recherche des communautés d’un réseau biologique,
la spécification préalable d’un certain nombre de clusters peut être arbitraire et entraîner
une réflexion incorrecte de la topologie de réseau sous-jacente. Cependant, de nombreuses
techniques trouvées dans les algorithmes de clustering de graphes ont été modifiées pour
répondre aux besoins des algorithmes de détection de la communauté rendant la connaissance
des algorithmes de clustering de graphe très utile.
Les algorithmes de détection de la communauté supposent que le réseau lui-même se divise
en partitions ou en communautés. Le but d’un chercheur est de trouver ces communautés.
Si le réseau donné n’a pas de communautés, ce résultat est tout à fait acceptable et fournit
des informations précieuses sur la topologie du réseau. Les algorithmes de détection de
communauté ne divisent pas forcément le réseau en partitions, contrairement aux algorithmes
de clustering de graphe. Au contraire, les algorithmes de détection de communauté traitent
les communautés comme une propriété de réseau similaire à la distribution des degrés d’un
réseau.
Le partitionnement des réseaux biologiques est mieux servi par des algorithmes de détection
de la communauté. Comme il existe des cas où les algorithmes de détection de commu-
nauté adoptent des techniques à partir d’algorithmes de clustering de graphes, l’étude des
algorithmes de clustering de graphes en soi est très fructueuse. La plupart de la recherche
actuelle est axée sur la recherche d’une structure de la communauté avec une grande connec-
tivité entre les sommets du même cluster et une faible connectivité entre les sommets des
différents clusters. Cette stratégie a été utilisée dans le domaine de la biologie moléculaire
pour obtenir des «modules indépendants» dans les réseaux d’interactions métaboliques ou
protéine-protéine dans le domaine de la biologie moléculaire. Cependant, cette stratégie a
ses propres limites, car dans certains cas, les sommets connectés peuvent être très différents.
Par conséquent, il existe un besoin pour une définition plus générale de ce qui constitue un
ensemble de sommets de réseaux.
Une autre définition d’un groupe/cluster est possible, qui est basée sur la distance entre les
sommets de structure. Deux sommets sont dans le même groupe s’ils ont un même profile de
la connexion aux autres sommets. Cette définition inclut le cas des groupes communautaires,
mais est plus générale en ce sens que deux sommets peuvent être dans le même groupe,
même s’ils ne sont pas connectés. En outre, il est possible d’obtenir des groupes de sommets
qui ne sont pas connectés à l’intérieur des groupes, mais sont fortement liés à un autre groupe
de sommets.
Deux classes de méthodes pour regrouper les sommets des graphes sont définis avec deux
objectifs différents :
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• pour obtenir des communautés, c’est-à-dire des sous-ensembles de sommets fortement
connectés au sein des sous-ensembles et peu connectés entre des sous-ensembles,
• pour obtenir des sous-ensembles structurellement homogènes, c’est-à-dire des sous-
ensembles de sommets ayant les mêmes profils d’interaction ou similaires.
Ces méthodes se basent sur des modèles probabilistes ou statistiques et aussi sur des
méthodes algorithmiques et d’optimisation [Clauset et al., 2004, Duch and Arenas, 2005,
Guimerà, 2005, Guimera et al., 2004, Massen, 2005, Newman, 2004, Reichardt and Bornholdt,
2006]. Les méthodes d’optimisation optimisent un critère qui représente la qualité de la
partition du graphe. Les méthodes algorithmiques utilisent une séquence d’opérations pour
construire une partition du graphe. Les modèles probabilistes sont des modèles du processus
qui sont censés avoir généré les données et des méthodes statistiques sont utilisées pour
estimer les paramètres du modèle probabiliste. Nous allons donner un bref aperçu sur les
différents algorithmes et méthodes utilisés pour identifier des groupes de sommets.
1.4.2.1 A- Méthodes algorithmiques
Les méthodes de classification qui n’utilisent pas un modèle statistique peuvent être
divisées en deux classes : les deux sont définies par un algorithme, mais cet algorithme
peut être conçu ou non pour optimiser un critère. La section suivante présente les méthodes
algorithmiques qui n’optimisent explicitement aucun critère.
1. Algorithme de cluster de Markov (MCL)
L’algorithme de cluster de Markov (MCL) [Dongen, 2000, Enright et al., 2002] est
une méthode pour identifier des clusters dans les graphes de réseaux non orientés. Il
est adapté pour les données de grande dimension (par exemple données d’expression
génétique). L’idée principale de cette méthode est de considérer que les sommets avec
le même comportement de marche aléatoire sont dans le même cluster. Le but de
l’algorithme MCL est de grouper les sommets dont les marches aléatoires associés
convergent vers le même état. En fait, cet algorithme simule un flux sur le graphe
en calculant les puissances successives de la matrice d’adjacence associée. A chaque
itération, une étape de gonflage (inflation) est appliquée pour améliorer le contraste
entre les régions de flux fort ou faible dans le graphique. Le processus converge vers
une partition du graphe, avec un ensemble de régions à haut débit (les clusters) séparées
par des frontières sans flux. La valeur du paramètre d’inflation influence fortement le
nombre de clusters. Cette méthode a été appliquée essentiellement dans le domaine de
la biologie moléculaire. Brohee et Van Helden [Brohee and Van Helden, 2006] ont
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constaté que MCL donne des résultats satisfaisants pour l’extraction de complexes de
réseaux d’interactions protéine-protéine.
2. Algorithme de clustering hiérarchique
Cet algorithme sert à grouper des graphes une fois qu’une distance entre les sommets a
été définie. Ici, le nombre de clusters est pré assigné. Les points sont noyés dans un
espace métrique, de sorte que chaque sommet est un point. Une mesure de distance (la
dissimilarité) est définie entre des paires de points dans l’espace. Le but est de séparer
les points en k classes tels à optimiser une fonction de coût basée sur la distance entre les
points et/ou à partir de points de centroïdes, i.e. positions dans l’espace convenablement
défini. L’algorithme donne des communautés du graphe des dissimilarités, mais les
clusters obtenus peuvent être des sous-ensembles structurellement homogènes ou
des communautés pour le graphe original, en fonction de la distance utilisée dans
l’algorithme. Le résultat dépend de la construction locale ou globale des dissimilarités
entre sommets : par exemple, si la dissemblance entre sommets est la mesure de
dissimilarité de Jaccard ou de Pons-Latapy, alors on obtient des sous-ensembles
structurellement homogènes. Inversement, si la dissemblance entre deux sommets est
égale à 1 quand deux sommets ne sont pas liés et 0 quand il y a une arête entre eux,
alors on obtient des communautés. Les algorithmes hiérarchiques habituels sont bien
connus [Hartigan, 1975] : Ward, liaison simple, liaison complète ou UPGMA (méthode
des groupes de paires non pondérées avec moyenne arithmétique). Un algorithme de
classification tel qu’un algorithme hiérarchique ou une méthode k-means est l’étape
finale nécessaire pour certaines méthodes qui ne calculent qu’une distance entre les
sommets ou des positions latentes continues pour les sommets. Par conséquent, les
résultats de ces méthodes dépendent non seulement de leur propre paramètre de réglage,
mais aussi sur l’algorithme de classification particulière utilisée pour regrouper les
sommets.
3. Clustering spectral
Elle inclut toutes les méthodes et les techniques que travaillent à partitionner un
ensemble en cluster en utilisant les vecteurs propres d’une matrice spécifique. Elle
consiste en une transformation de l’ensemble d’objets en un ensemble de points dans
l’espace, dont les coordonnées sont des éléments de vecteurs propres : l’ensemble des
points est ensuite regroupé par des techniques standards, comme k-means. Dans ce
type de méthodes, on cherche à calculer des variables latentes en utilisant des vecteurs
propres de la matrice de Laplace du graphe et on fait à classer les sommets en utilisant
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l’algorithme K-means basé sur variables latentes les plus importants [Donath and
Hoffman, 1973].
4. Edge-Betweenness
Cet algorithme, proposé par Girvan et Newman [Newman and Girvan, 2004], permet la
recherche de communautés. C’est un processus de décomposition hiérarchique où les
arêtes sont retirées par ordre décroissant de leurs scores de Betweenness (i.e. le nombre
de plus courts chemins qui passent à travers une arête donnée). L’idée principale est
d’éliminer les arêtes du réseau jusqu’à ce que les communautés soient déconnectés
les uns des autres. Les arêtes à enlever sont choisis en fonction d’un critère edge
betweenness. Cette méthode donne de bons résultats mais est très lente en raison de
la complexité de calcul de Betweenness parce que les scores de Betweenness doivent
être recalculés après chaque enlèvement d’arête. Un autre inconvénient est qu’elle
construit un dendrogramme plein et ne donne pas d’indications sur l’endroit où couper
le dendrogramme pour obtenir les derniers groupes, de sorte qu’on aura à utiliser une
autre mesure de décider que (par exemple, la modularité score des partitions à chaque
niveau du dendrogramme).
1.4.2.2 B- Méthodes optimisant un critère
La section suivante présente les méthodes algorithmiques qui optimisent explicitement
un critère. La Modularité, proposée par Newman et Girvan [Newman and Girvan, 2004], est
une mesure de qualité globale d’une partition. La modularité mesure la différence entre les
limites intra-communautaires réelles et attendues par rapport à un modèle nul supposant une
connectivité entre les sommets proportionnelle à leurs degrés. La partition avec la meilleure
modularité (maximum) est obtenue en utilisant un algorithme d’optimisation tel que des
algorithmes greedy. Nous présentons quelques algorithmes.
1. Fastgreedy
Cette méthode essaie de trouver sous-graphe dense, aussi appelé les communautés dans
les graphes via l’optimisation d’un score de modularité. Initialement, chaque sommet
appartient à une communauté distincte, et les communautés sont fusionnées de manière
itérative de sorte que chaque fusion est localement optimale. L’algorithme arrête quand
il n’est pas possible d’augmenter plus la modularité, il donne un regroupement ainsi
que d’un dendrogramme. L’algorithme est rapide et il constitue la méthode qui est
habituellement jugé comme une première approximation, car il n’a pas de paramètres
à régler. Mais les communautés en dessous d’un seuil de taille donnée seront toujours
être fusionnées avec les communautés voisines
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2. Spinglass
Cet algorithme de Reichardt et Bornholdt [Reichardt and Bornholdt, 2006] est une
méthode d’optimisation reposant sur une analogie entre la mécanique statistique des
réseaux complexes et les modèles physiques de verre de spin. Dans ce modèle, chaque
particule (ici sommet) peut être dans l’un des états de spin, et les interactions entre
les particules (les arêtes du graphe) précisent quelles paires de sommets préféreraient
rester dans le même état de spin et ceux qui préfèrent avoir différents états de spin.
Le modèle est ensuite simulé pour un nombre donné d’étapes, et les états de spin des
particules à la fin définir les communautés
3. Leading eigenvector
Cet algorithme de Newman est basé sur la modularité et utilise une méthode d’optimisation
inspirée des techniques de partitionnement de graphes. Il essaie de trouver des sous-
graphes densément connectés dans un graphe en calculant le premier vecteur propre
non-négatif de la matrice de la modularité du graphe. Cette méthode fonctionne en
calculant le vecteur propre de la matrice de modularité pour la plus grande valeur
propre positive et puis la séparation des sommets en deux communautés basées sur
le signe de l’élément correspondant dans le vecteur propre. Si tous les éléments du
vecteur propre sont de même signe, cela signifie que le réseau n’a pas de structure
sous-jacente de la communauté.
4. La méthode optimale
Elle calcule la structure de communauté optimale d’un graphe, en maximisant la
mesure de modularité sur toutes les partitions possibles. Le calcul des communautés
dans cette optique utilise une méthode basée sur la physique appelée « recuit simulé
» (simulated annealing). Elle est souvent utilisée dans les problèmes d’optimisation.
Notons que l’optimisation de la modularité est un problème NP-complet, et tous les
algorithmes connus pour cela ont une complexité temporelle exponentielle. Cela
signifie qu’on ne peut probablement pas exécuter cette fonction sur des graphes plus
grands. Les graphes avec un maximum de cinquante sommets devraient être bien, les
graphes avec quelques centaines de sommets pourraient être possibles.
5. Algorithme de Louvain
L’optimisation est effectuée en deux étapes. Tout d’abord, la méthode cherche des
petites communautés en optimisant la modularité localement. Deuxièmement, il agrège
les sommets appartenant à la même communauté et construit un nouveau réseau dont
les sommets sont les communautés. Ces étapes sont répétées itérativement jusqu’à ce
qu’un maximum de modularité soit atteint et qu’une hiérarchie de communautés soit
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produite. Bien que la complexité de calcul exacte de la méthode ne soit pas connue,
la méthode semble fonctionner dans le temps O (n log n) avec la plus grande partie
de l’effort de calcul consacré à l’optimisation au premier niveau. L’optimisation de la
modularité exacte est connue pour être NP-difficile.
1.4.2.3 C- Méthodes basées sur un modèle
Les statisticiens proposent des modèles probabilistes censés prendre en compte la vari-
abilité aléatoire des données. Ces modèles sont des modèles générateurs dans le sens où ils
imitent la génération de données réelles. Cette section présente un résumé synthétique de
l’analyse plus détaillée faite dans Daudin [Daudin, 2011].
1. Clustering basé sur un modèle (MBCSN)
Cette méthode [Handcock et al., 2007] suppose que le graphe est une réalisation d’un
modèle génératif et en déduit ses paramètres. Le modèle suppose que chaque sommet
a une position dans un espace continu latente, et le comportement liaison de chaque
paire de sommet est déterminé par la distance entre les sommets dans l’espace latent.
2. Graphiques de produits de points aléatoires (RDPG)
Cette méthode [Marchette and Priebe, 2008] suppose que le graphe est une réalisation
d’un modèle génératif et déduit les paramètres. Le modèle suppose que les sommets
se trouvent dans un espace continu latente et le comportement liaison de chaque paire
de sommets est déterminé par la position des sommets dans l’espace latente. Ensuite,
un procédé de classification tel que l’algorithme k-means classe les sommets.
3. Modèle de bloc stochastique (SBM)
Ce modèle a été proposé par White et al. [White et al., 1976], Holland et al. [Holland
et al., 1983] et Snijders et Nowicki [Snijders and Nowicki, 1997]. SBM est un modèle
de mélange où chaque sommet est supposé se rapporter à un seul sous-ensemble de
structure homogène. L’affectation de sommets est effectuée à des sous-ensembles en
déduisant les paramètres de modélisation. L’idée intuitive est que les sommets d’un
graphe peuvent être classés en groupes. Deux sommets d’un même groupe sont reliés
de la même façon pour les autres sommets. Par conséquent, la matrice d’adjacence,
triée par le nombre du groupe en ligne et la colonne, semble être partitionnée en blocs
homogènes composés de 0 ou encore de 1.
4. Modèle de bloc stochastique continu (CSBM)
Ce modèle est développé par Daudin et al. [Daudin et al., 2010] Cette méthode suppose
que le graphe est une réalisation d’un modèle génératif et en déduit ses paramètres.
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Le modèle suppose que chaque sommet est un mélange de sommets virtuels dont les
propriétés de connectivité sont connuse.
1.4.2.4 D- Méthodes chevauchement des communautés
Le problème s’agit de déterminer des classes, clusters ou groupes de gènes dans un
graphe. Ce problème est donc fortement lié à celui du partitionnement, avec la spécificité
suivante : suivant l’usage que l’on veut faire de ces communautés, les classes peuvent être
disjointes ou non. Lorsqu’on analyse les réseaux de gènes de co-expression pour classifier
les gènes, nombreuses sont celles qui ont plusieurs fonctions et dans ce cas il est raisonnable
de construire non pas une partition, mais un recouvrement, c’est-à-dire un système de classes
chevauchantes. Nous consacrons cette section aux principales techniques permettant de
détecter les communautés qui se chevauchent.
L’une des premières méthodes de chevauchement des communautés a été conçue par Baumes.
Une communauté est définie comme un sous-graphe qui optimise localement une fonction
donnée, typiquement une certaine mesure liée à la densité d’arête du cluster. Les sous-
ensembles imbriqués peuvent être tous localement optimaux, de sorte que les sommets
peuvent être partagés entre les communautés. La détection de la structure de groupe d’un
graphe revient à trouver l’ensemble de tous les clusters optimaux. La méthode de chevauche-
ment est la méthode de percolation de clique (CPM). Elle a une large gamme d’applications
dans les réseaux biologiques. Elle est basée sur le concept que les arêtes internes d’une
communauté sont susceptibles de former des cliques en raison de leur forte densité. D’autre
part, il est peu probable que les arêtes intercommunautaires forment des cliques. En d’autres
termes, s’il était possible pour une clique de se déplacer sur un graphe, d’une manière quel-
conque, il serait probablement se retrouve piégée à l’intérieur de sa communauté d’origine,
car elle ne pouvait pas traverser le goulet formé par les arêtes intercommunautaires.
Cette méthode crée les communautés à partir de k− cliques, qui correspondent à des sous-
graphes complets (entièrement connectés) de nœuds k. (Remarque : une k-clique à k = 3
équivaut à un triangle). Deux k− cliques sont considérées adjacentes si elles partagent
k− 1 nœuds. Une communauté est définie comme l’union maximale des k− cliques qui
peuvent être atteintes les unes des autres à travers une série de k− cliques adjacentes. Ces
communautés peuvent être mieux interprétées à l’aide d’un modèle k− clique (un objet
isomorphe à un graphe complet de k nœuds). Un tel modèle peut être placé sur tout k-clique
dans le graphique, et a roulé à un k-clique adjacente en déplaçant l’un de ses nœuds et de
garder son autre k−1 nœuds fixes. Ainsi, les communautés k− clique d’un réseau sont tous
ces sous-graphes qui peuvent être entièrement explorés en roulant un modèle k− clique dans
eux, mais ne peut pas être laissé par ce modèle.
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D’autre part, un autre algorithme de chevauchement s’appelle l’algorithme de percolation
séquentielle de clique (SCP). Il consiste à détecter communautés k− clique en insérant
successivement les arêtes du graphe dans l’étude, un par un, à partir d’un graphe initial vide.
Le temps de calcul de l’algorithme de SCP varie linéairement avec le nombre de k− cliques
dans le réseau Il se révèle être beaucoup plus rapide que la mise en œuvre initiale de la CPM.
Wang et al. [2010] a proposé un nouveau modèle topologique en étendant la définition de la
communauté k-clique de l’algorithme CPM et en introduisant la restriction de distance, et
développé un nouvel algorithme appelé CP-DR basé sur le nouveau modèle topologique pour
identifier des complexes protéiques. Dans ce nouvel algorithme, la taille du complexe pro-
téique est limitée par la contrainte de distance pour vaincre les inconvénients de l’algorithme
CPM. L’algorithme CP-DR est appliqué au réseau d’interactions protéiques de Sacchromyces
cerevisiae et identifie de nombreux complexes bien connus.
1.4.2.5 E- Clique
Des communautés sociales peuvent être défini dans un sens très strict que les sous-groupes
dont les membres sont tous «amis» les uns aux autres. En ce qui concerne le graphe, ceci
correspond à une clique, c’est-à-dire un sous-ensemble dont les sommets sont tous adjacents
les uns aux autres. Dans l’analyse de réseau social, une clique est un sous-graphe maximal,
alors que dans la théorie des graphes, il est courant d’appeler cliques aussi sous-graphes
non maximales. Triangles sont les cliques simples, et sont fréquents dans les réseaux réels.
Mais des plus grandes cliques sont moins fréquentes. En outre, la condition est vraiment trop
stricte : un sous-graphe avec tous les arêtes internes possibles, sauf un serait un sous-groupe
très cohérent, mais il ne serait pas considéré comme une communauté dans cette recette.
Un autre problème est que tous les sommets d’une clique sont absolument symétriques,
sans différentiation entre eux. Dans de nombreux exemples pratiques, à la place, nous
nous attendons à ce que dans une communauté, il y a toute une hiérarchie de rôles pour les
sommets, avec des sommets de base coexistant avec les périphériques. On remarque que
les sommets peuvent appartenir à plusieurs cliques simultanément, une propriété qui est à
la base de la méthode de clique percolation (Clique Percolation Method)[Palla et al., 2005].
Il est toutefois possible de relâcher la notion de clique, en définissant des sous-groupes qui
sont encore des objets dans la clique. Une autre possibilité consiste à utiliser les propriétés
liées à l’accessibilité, i.e. l’existence (et la longueur) des chemins entre les sommets. Un
n-clique est un sous-graphe maximal de telle sorte que la distance entre chaque paire de
sommets ne dépasse n [Alba, 1973, Luce, 1950]. Pour n = 1 on retrouve la définition de
la clique, comme tous les sommets sont adjacents, de sorte que chaque chemin géodésique
(plus court chemin) entre toute paire de sommets a une longueur 1. Cette définition, plus
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souple que celle de la clique, a encore quelques limitations, découlant du fait que les chemins
géodésiques ne doivent pas fonctionner sur les sommets du graphe à l’étude, mais il peut
fonctionner sur des sommets à l’extérieur du sous-graphe. De cette manière, il peut y avoir
deux conséquences perturbatrices. Tout d’abord, le diamètre du sous-graphe peut dépasser n,
même si, en principe, chaque sommet du graphe est inférieur à n à quelques pas de l’une des
autres. Deuxièmement, le sous-graphe peut être déconnecté, ce qui ne correspond pas à la
notion de cohésion on cherche à faire respecter. Pour éviter ces problèmes, Mokken [Mokken,
1979] a suggéré deux alternatives possibles, la n-clan et le n-club. Un n-clan est un n-clique
dont le diamètre ne dépasse n, c’est-à-dire un sous-graphe de telle sorte que la distance entre
deux quelconques de ses sommets, calculé sur les chemins les plus courts à l’intérieur du
sous-graphe ne dépasse n. Un n-club, à la place, est un sous-graphe maximal de diamètre n.
Les deux définitions sont assez proches : la différence est qu’un n-clan est maximale sous la
contrainte d’être un n-clique, alors qu’un n-club est maximal sous la contrainte imposée par
la longueur du diamètre.
1.4.3 Analyse de performance fonctionnelle
L’analyse des réseaux de gènes est devenue un intérêt central pour la bioinformatique,
ayant pour objectif d’utiliser les réseaux de gènes pour déterminer des caractéristiques com-
munes dans des ensembles de gènes connus ou pour identifier des nouveaux gènes [Sharan
et al., 2007]. Un principe largement validé appelé culpabilité par association (Guilt by
Association, GBA) stipule que les gènes associés ou en interaction ont plus de chances de
partager la même fonction [Gillis and Pavlidis, 2012].
La méthode EGAD [Ballouz et al., 2016b] est basée sur GBA. Elle permet d’évaluer effi-
cacement des milliers d’ensembles de gènes par rapport au réseau de gènes sous-jacent, ainsi
que d’évaluer les propriétés des gènes telles que la multifonctionnalité ou la topologie du
réseau. EGAD permet aussi de déterminer dans quelle mesure un réseau de gènes regroupera
des ensembles de gènes et elle permet de prédire des nouveaux gènes de ces ensembles.
En fait, EGAD calcule les propriétés fonctionnelles des réseaux en utilisant la propriété
de GBA en mesurant la manière dont les gènes connus sont regroupés. La surface sous la
courbe ROC (AUROC) est utilisée pour évaluer la précision des modèles de classification
[Gillis and Pavlidis, 2011]. Les valeurs AUROC vont de 0 à 1. Une valeur plus proche de 1
indiquant que le réseau distingue des modèles non aléatoires et par suite que la classification
est parfaite. Les réseaux aléatoires renvoyant des valeurs proches de 0.5. Et des valeurs plus
proches de 0 indiquant un degré élevé d’erreur.
Certains réseaux manquent des gènes importants, ce qui rend l’analyse difficile. Les versions
GO, par exemple, contenant beaucoup de données d’annotation manquantes, les résultats
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d’enrichissement contenant de nombreux termes proches du seuil de signification (valeurs
p 0,05) peuvent être bruyants [Tomczak et al., 2018]. Tomczak et al. [Tomczak et al.,
2018] a insisté sur les effets de l’évolution de GO à grande échelles. Il souligne l’importance
de développer des méthodes d’évaluation des résultats d’enrichissement en raison de don-
nées d’annotation incomplètes. Ballouz et al. [Ballouz et al., 2016a] a démontré que la
robustesse et l’unicité des résultats d’enrichissement peuvent être utilisés comme méthode
de correction du biais et d’évaluation de la pertinence biologique des résultats de l’analyse
d’enrichissement.
D’où l’importance de trouver des méthodes pour corriger les biais et compléter les réseaux
(les annotations) par les termes convenables. C’est ce que nous voulons étudier dans le
chapitre 2.
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Optimisation des modules fonctionnels et
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Sommaire
2.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.2 Matériels et méthodes . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.2.1 Base de données . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.2.2 Choix de la valeur de seuil µ . . . . . . . . . . . . . . . . . . . . 63
2.2.3 Descripteurs topologiques pertinents . . . . . . . . . . . . . . . . 63
2.2.4 Classification des modules sur la base des descripteurs pertinents . 67
2.3 Similitude fonctionnelle des gènes . . . . . . . . . . . . . . . . . . . . 70
2.4 Combinaison d’informations topologiques et fonctionnelles . . . . . . 72
2.4.1 Critère . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.4.2 Algorithme génétique . . . . . . . . . . . . . . . . . . . . . . . . 74
2.4.3 Programmation de l’AG sur le logiciel R . . . . . . . . . . . . . 78
2.5 Validation de la méthode . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.5.1 Résultats et Interprétation . . . . . . . . . . . . . . . . . . . . . 80
60 Optimisation des modules fonctionnels et complément des annotations ontologiques
2.1 Problématique
L’objectif de ce travail de thèse est d’explorer une nouvelle approche automatique pour
identifier les modules/réseaux de gènes concourant à une même fonction. Nous allons utiliser
une propriété connue des réseaux de gènes fonctionnellement liés à savoir que ces gènes sont
généralement co-régulés. Dans un travail précédent [Al Adhami et al., 2015], la topologie
d’un réseau de co-expression de gènes a été caractérisé en utilisant deux paramètres de
description des réseaux qui discriminent des groupes de gènes sélectionnés aléatoirement
(modules aléatoires, RM) de groupes de gènes avec des liens fonctionnels connus (modules
fonctionnels, FM), c’est-à-dire des gènes appartenant au même processus biologique GO
(Consortium et al. [2013]).
Figure 2.1 Topologie des réseaux de gènes co-régulés suivant deux paramètres.
La figure 2.1 indique que la topologie des modules de co-expression prédit la relation
fonctionnelle entre les gènes qui constituent ces modules. Nous illustrons la raison d’être
de notre approche en utilisant la figure 1A de Al Adhami et al. [2015]. Le COXPRESdb a
été utilisé pour récupérer des liens de co-expression parmi les 20959 gènes compris dans
la base de données. Nous avons généré des modules fonctionnels (triangles rouges▲) en
traçant 159 ensembles de 85 gènes appartenant au même processus biologique GO. Nous
avons généré des modules aléatoires (points bleus ●) en traçant 1000 ensembles de 85 gènes
de COXPRESdb. Le degré moyen et le rang mutuel moyen ont été calculés et tracés pour
chaque module. Le rang mutuel moyen ne permet pas de prédire la relation fonctionnelle
entre les gènes. En revanche, le degré moyen distingue largement les modules aléatoires et
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fonctionnels.
Dans cette thèse, nous cherchons à généraliser l’approche de Al Adhami et al. [2015] et à
proposer une méthode afin d’améliorer les annotations existantes de la fonction des gènes
basée sur la co-expression. Nous avons d’abord testé différents descripteurs topologiques
du réseau de co-expression pour sélectionner ceux qui identifient le mieux des modules
fonctionnels. Puis, nous avons constitué une base de données rassemblant des modules
fonctionnels et aléatoires, pour lesquels, sur la base des descripteurs sélectionnés, nous avons
construit un modèle de discrimination LDA [Friedman et al., 2001] permettant, pour un
sous-ensemble de gènes donné, de prédire son type (fonctionnel ou non). Nous avons utilisé
la méthode G-SESAME [Wang et al., 2007] pour calculer un score de similarité fonctionnelle
entre les gènes d’un module et avons combiné ce score avec celui du mode LDA dans une
fonction de fitness. Enfin, cette fonction a été utilisée dans un algorithme génétique (noté
AG) pour explorer le réseau de co-expression et affiner les annotations fonctionnelles des
gènes dans les processus biologiques d’ontologie génétique.
2.2 Matériels et méthodes
2.2.1 Base de données
Les données de co-expression de souris ont été obtenues à partir de COXPRESdb Mmu.c3-
1 [Obayashi et al., 2013]. Ces données contiennent d’informations concernant 20959 gènes.
L’ensemble de ces gènes est noté ω . Pour chaque paire des gènes, on connaît le coefficient de
corrélation de leurs niveaux d’expression à travers les centaines ou milliers d’expériences de
puces à ADN de la base de données. On quantifie alors le lien entre deux gènes par leur rang
mutuel (MR). En fait, COXPRESdb est une base de données de relations de gènes co-régulés,
elle utilise le rang mutuel (MR) pour quantifier la co-expression. MR est une mesure basée
sur le rang. Des petites valeurs indiquent une co-expression plus forte. Le rang mutuel des
gènes i et j est la moyenne géométrique du rang de i dans la liste triée par les coefficients de
corrélation de Pearson (PCC) des gènes co-exprimés avec j et le rang de j dans la liste triée
par les coefficients de corrélation de Pearson (PCC) des gènes triés avec i. Pour chaque gène,
on donne le rang 1 au gène qui lui est le plus corrélé, puis le rang 2 au suivant et ainsi de suite.
Notons que MR est par construction non symétrique. En effet, le rang du gène i par rapport
au gène j n’est pas le même que le rang du gène j par rapport au gène i. Selon Obayashi
et Kinoshita, MR a montré de meilleures performances que le PCC dans la prédiction de
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GO [Obayashi and Kinoshita, 2009]. MR est défini par :
MR(AB) =
√
(Rang(A→ B)×Rang(B→ A)) (2.1)
où Rang(A→ B) indique le rang de corrélation du gène A au gène B.
Si la valeur MR entre deux gènes est inférieure à un seuil donné µ , les deux gènes
sont considérés comme co-exprimés. Par conséquent, le réseau de COXPRESdb peut être
entièrement décrite par la matrice d’adjacence binaire suivante A :
ai j =
{
0 si MR(i j)> µ
1 si MR(i j)6 µ
(2.2)
Nous avons utilisé GO ’Biological Processes’(GO-BP) [Consortium, 2016] pour annoter
les fonctions des modules de gènes. La correspondance entre les gènes et les termes GO a été
obtenue à partir du fichier gene2go (version 30 novembre 2016) du référentiel NCBI [Wheeler
et al., 2007].
Pour construire la base de données destinée à former le modèle d’apprentissage automatique,
nous avons généré 978 FM en sélectionnant au hasard des GO-BP comprenant 20 à 500
gènes. Nous avons également généré 1000 RM contenant 20 à 500 gènes sélectionnés de
manière aléatoire. Des tirages aléatoires ont été effectués et il a été vérifié que la distribution
du nombre de gènes dans les RMs était similaire au nombre de gènes présents dans les FMs.
(Voir Annexe 2.2).
Figure 2.2 Distribution de la taille du module. La distribution de la taille du module (nombre de
gènes) des MR et des FM dans la base de données est comparable.
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2.2.2 Choix de la valeur de seuil µ
COXPRESdb [Obayashi et al., 2013] est construit en classant les gènes en fonction de
leur valeur de PCC. Dans la base de données résultante, chaque gène est lié à tous les autres
gènes par leur rang mutuel [Obayashi and Kinoshita, 2009]. Étant donné qu’un gène donné
n’est évidemment pas co-exprimé avec tous les autres gènes, un seuil µ doit être défini pour
partitionner la liste des gènes triés par PCC en «coexprimé» et «non coexprimé».
Adhami et al. [Al Adhami et al., 2015] ont précédemment suggéré qu’une valeur raisonnable
pour µ est égale à 1200 sur la base d’une étude limitée de réseaux comprenant 85 gènes.
Dans ce travail, nous avons effectué une étude systématique et testé des valeurs pour µ qui
sont au voisinage de 1200, soient entre 300 et 2000.
Nous avons effectué une recherche sur COXPRESdb pour les données d’un réseau FM
composé d’un ensemble de gènes de taille fixe 85 gènes et avons récupéré les gènes co-
exprimés avec chacun des gènes de ce FM présents dans cette base de données. Nous
avons généré des FM et RM pour chaque valeur µ (12 valeurs entre 300 et 2000). En effet,
nous avons sélectionné les FM de GO-BPs composés de 85 gènes et nous avons généré des
RM dont la taille était aussi égale à 85 gènes choisis au hasard. Nous avons calculé les
douze descripteurs topologiques qui caractérisent les modules résultants (section 1.4.1). Par
conséquent, pour chaque µ , nous avons une matrice composée de descripteurs topologiques
de réseaux pour les RMs et les FMs. LDA a ensuite été appliqué, pour chaque µ , afin de
trouver une combinaison linéaire des descripteurs séparant de manière optimale les FMs et
les RMs. Une validation croisée [Friedman et al., 2001] est ensuite utilisée afin d’estimer
l’erreur de prédiction et la fiabilité du modèle. Une double validation croisée (2-fold cross-
validation) est couramment utilisée. Nous avons divisé au hasard les modules utilisés en
deux sous-ensembles égaux. Nous avons formé un modèle LDA au premier sous-ensemble
et l’avons validé au deuxième, suivi d’une formation au deuxième et d’une validation au
premier. Le processus a été répété 1000 fois. Nous avons réalisé que l’erreur du modèle s’est
stabilisée à partir de µ = 1200. (Voir Figure.2.3).
2.2.3 Descripteurs topologiques pertinents
Un descripteur dont la liste partielle est dans le paragraphe 1.4.1 à la page 42, est dit
pertinent si sa distribution est significativement différente entre les modules fonctionnels
FM et les modules aléatoires RM. L’objectif est de chercher parmi différents descripteurs
du réseau, ceux qui sont pertinents, c’est-à-dire ceux qui séparent au mieux les deux types
de modules. Par exemple, d’après la Figure 2.1 page 60, le degré moyen (Average degree)
semble pertinent parce que sa distribution est disjointe entre les modules fonctionnels FM
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Figure 2.3 Répartition de l’erreur pour les douze différents seuils entre 300 et 2000.
(▲) et les modules aléatoires RM (●). Premièrement, nous avons généré une centaine des
FM et RM composés de 85 gènes. Pour chaque module, nous calculons tous ses descripteurs.
Ensuite, nous adaptons la figure 2.1 mais cette fois-ci en utilisant chacun des descripteurs en
fonction du rang mutuel moyen (Average Mutual Rank). (Voir Annexe A.1 et A.2).
A partir des résultats obtenus, on remarque que presque tous les descripteurs sont similaires
au descripteur degré en termes de pertinence car les distributions sont différentes entre les
FMs et les RMs. Alors, ces descripteurs peuvent séparer un module de gènes choisis au
hasard d’un autre module de gènes ayant des liens fonctionnels à condition que ces deux
réseaux aient la même taille. En fait, si la valeur de la taille est modifiée, les distributions de
descripteurs varient sensiblement (voir Annexe A.10).
Étant donné que la capacité d’un descripteur à classer les modules en FM ou RM peut
dépendre de la taille du module, nous avons étudié l’effet de la taille sur les descripteurs
de réseau en utilisant des FMs et RMs et en fixant le seuil à 1200. Nous avons sélectionné
les 978 FM de GO-BPs et avons généré 1000 RMs dont la taille varie entre 20 et 500 gènes.
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Nous avons calculé les descripteurs à partir de ces 1978 modules et nous avons résumé les
résultats dans le tableau 2.1 comprenant les valeurs des descripteurs et du vecteur de réponse
(Annexe A.3 pour voir les figures de la distribution des variables en fonction de taille).
Module D1 D2 D3 .. .. D12 Type
1 3.85 0.25 4.21 .. .. 85 RM
2 2.43 0.40 16.57 .. .. 301 RM
... .. .. .. .. .. .. RM
... .. .. .. .. .. .. RM
1000 1.9 0.47 3.1 .. .. 345 RM
1001 4 0.8 2.1 .. .. 341 FM
... .. .. .. .. .. .. FM
... .. .. .. .. .. .. FM
1977 4.8 0.57 1.9 .. .. 85 FM
1978 9.7 0.76 2.2 .. .. 267 FM
Table 2.1 Résumé de la base de données d’apprentissage automatique et des descripteurs utilisés dans
cette étude. Par exemple, la première ligne représente un module RM composé de 85 gènes. On a
calculé ses descripteurs et on les a mis dans les 12 premières colonnes. La dernière colonne représente
son type FM.
La matrice dans le tableau 2.1 est utilisée pour apprendre le modèle LASSO [Tibshi-
rani, 1996] afin de sélectionner les variables prédictives (= descripteurs pertinents). Cette
technique vise à supprimer les descripteurs redondants ou non pertinents en évitant une
perte d’information. Elle est largement utilisée pour rendre le modèle beaucoup plus facile à
interpréter et à accroître la généralisation en réduisant la variance.
Pour un ensemble de modules D = {(x1,y1), ...,(x1978,y1978)} tel que pour chaque module i,
le vecteur xi = (xi1 , ...,xi12) comprend les descripteurs du module i. Le vecteur des réponses
binaires yi représente la classe du module (FM ou RM). Le modèle de régression logistique
est donné par :
P(yi = FM|xi) =
1
1+ exp(−x′iα)
(2.3)
où α ∈ R12 est le vecteur des paramètres à estimer.
LASSO estime le vecteur paramètre en minimisant le critère quadratique des moindres carrés
sous une contrainte sur la somme des valeurs absolues des coefficients. En d’autres termes,
la méthode estime les paramètres en minimisant le critère quadratique pénalisé par la norme
L1 des coefficients.
La méthode LASSO a permis de sélectionner six descripteurs pertinents qui sont : longueur
moyenne des plus courts chemins, la centralité intermédiaire, le degré, le clustering, la
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centralité inverse et la taille (veuillez consulter l’annexe A.4 pour voir le calcul).
La distribution de chaque descripteur pertinent pour les RMs et les FMs est présentée dans
la figure 2.4. Nous avons observé que les descripteurs centralité intermédiaire, le degré et
le coefficient de clustering étaient plus élevés en moyenne dans les FMs que dans les RMs,
indiquant que les FMs avaient tendance à être plus denses et plus compactes que les RMs.
Figure 2.4 Boites à moustaches des descripteurs pertinents pour RMs et FMs.
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2.2.4 Classification des modules sur la base des descripteurs pertinents
Dans cette section, nous avons utilisé les descripteurs pertinents pour chercher à prédire
le type d’un module quelconque. La méthode de discrimination linéaire de Fisher (LDA)
[Friedman et al., 2001] permet de trouver une combinaison linéaire des descripteurs perti-
nents séparant de manière optimale les FMs et les RMs. Nous avons extrait un ensemble
d’apprentissage de la table 2.1 en conservant les colonnes des 6 descripteurs pertinents et du
vecteur de réponse. Puisque deux classes sont à prédire, un seul axe discriminant peut être
construit. Le modèle obtenu est nommé par modèle LDA.
Formellement, nous cherchons une combinaison linéaire de la forme zi = a′xi =
K
∑
j=1
a j× x
j
i
qui maximise la séparation des groupes; xi est un vecteur contenant les valeurs des descrip-
teurs pour le module i, et "a" est le vecteur de projection. En d’autres termes, cela fonctionne
pour projeter xi depuis l’espace Rp sur un axe "a" (Annexe A.8 pour plus d’explications).
Notez que p est le nombre de descripteurs pertinents et k est le nombre de classes (p = 6 et
k = 2). On note ScoreTopo(i) les coordonnées zi du module i sur l’axe "a".
Les coefficients des 6 descripteurs étaient :
1. Le plus court chemin : -0.67294573
2. Centralité intermédiaire : 32.37896628
3. Degré : 0.04082761
4. Coefficient de clustering : 0.19094753
5. Centralité inverse : 9.15250821
6. Taille : -0,00845438.
Pour évaluer la contribution de chaque descripteur au modèle LDA, nous avons calculé la
corrélation entre ScoreTopo et chacun des 6 descripteurs (figure 2.5).
68 Optimisation des modules fonctionnels et complément des annotations ontologiques
Figure 2.5 La corrélation entre ScoreTopo et chacun des 6 descripteurs pertinents.
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Pour illustrer davantage les performances de la classification, nous montrons la distribu-
tion de la variable ScoreTopo pour les RM et les FM dans la figure 2.6.
Figure 2.6 La distribution de ScoreTopo pour les modules aléatoires (bleu) et fonctionnels (rouge).
La variable ScoreTopo est une combinaison linéaire des descripteurs pertinents. Le fait
que le score moyen est significativement plus élevé pour les FMs que pour les RMs indique
que certains descripteurs pertinents ont des valeurs moyennes plus élevées pour les FMs que
les RMs, comme précédemment observé pour le degré moyen du réseau dans la figure 2.1
(voir la figure 2.4).
De même, un module avec un coefficient de clustering (clustering coefficient) comprend, en
moyenne, de nombreux sommets ayant plus de connexions avec leurs voisins. Un module
à haute centralité intermédiaire (betweenness centrality) entre les sommets comprend, en
moyenne, des sommets ayant plus de contrôle sur le réseau, car plus d’informations passent
par ces sommets. Par conséquent, le ScoreTopo plus élevé observé pour les FMs indique que
les FMs sont généralement plus denses et plus compacts que les RMs.
Par conséquent, ScoreTopo aide à comparer la force topologique entre deux modules. Score-
Topo pour un module fonctionnel FM est supérieur du ScoreTopo pour un module aléatoire
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RM (ScoreTopo(FM)> ScoreTopo(RM)), alors ScoreTopo peut être utilisé pour identifier
des modules fonctionnels FMs.
Classe actuelle
Modèle LDA RM FM Total
Classe prédite
RM 973 131 1104
FM 27 847 874
Total 1000 978 1978
Table 2.2 La matrice de confusion pour le modèle LDA à la matrice de données d’apprentissage. Le
taux global d’erreur de test est de 7.98%.
Les données du tableau 2.2 montrent que 973 sur 1000 RM et 847 sur 978 FM ont été
correctement classées, ce qui correspond à un taux d’erreur de classification de 7.98%.
Une validation croisée [Friedman et al., 2001] est ensuite utilisée afin d’estimer l’erreur
de prédiction et la fiabilité du modèle. Elle se réfère au processus de test de la précision
prédictive d’un modèle dans un échantillon de test par rapport à la précision prédictive de
l’échantillon d’apprentissage à partir duquel le modèle a été développé. Brièvement, la
validation croisée fonctionne en divisant aléatoirement les données d’apprentissage en deux
parties égales. L’avantage de cette méthode par rapport au sous-échantillonnage aléatoire
répété est que toutes les observations sont utilisées à la fois pour la formation et la validation,
et chaque observation est utilisée pour la validation une seule fois. En effet, dans une double
validation croisée, nous mélangeons aléatoirement l’ensemble de données en deux ensembles
d0 et d1, de sorte que les deux ensembles soient de tailles égales. Nous nous entraînons
ensuite sur d0 et validons sur d1, suivis d’un entraînement sur d1 et d’une validation sur d0.
Le processus a été répété mille fois et le taux d’erreur moyen de classification était de 8.36%.
2.3 Similitude fonctionnelle des gènes
Jusqu’à présent, nous avons classé les modules dans les catégories «RM» et «FM»
en se basant uniquement sur leurs caractéristiques topologiques, sans tenir compte des
informations biologiques associées aux gènes dont ils sont composés. Comme mentionné
dans l’introduction, le projet Gene Ontology comprend trois ontologies. La «fonction
moléculaire» décrit les propriétés fonctionnelles au niveau du produit du gène, par exemple
: l’activité catalytique d’une enzyme. Le «composant cellulaire» spécifie le compartiment
cellulaire dans lequel le produit du gène est localisé, par exemple : mitochondries, noyau,
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cytoplasme. . . Le terme «processus biologique» indique le processus cellulaire ou organique
dans lequel le produit du gène agit, par ex. Signalisation Wnt, traduction d’ARN ... Cette
dernière ontologie est la plus pertinente au regard des objectifs de notre étude et la seule que
nous examinerons plus loin.
Plusieurs méthodes ont été mises au point pour mesurer la similarité fonctionnelle des
gènes par des annotations GO. Nous avons utilisé la méthode proposée par Wang et ses
collaborateurs [Wang et al., 2007], qui code la sémantique d’un terme GO en une valeur
numérique en résumant les contributions sémantiques de leurs termes ancêtres (y compris ce
terme spécifique) dans le graphique de GO. Nous avons calculé une matrice de similarité
fonctionnelle entre les gènes de notre base de données basée sur cette méthode. Pour
tout module, noté M, composé de n gènes, nous extrayons la sous-matrice représentant la
similarité entre toutes les paires de gènes du module. Cette matrice est symétrique. Nous
définissons :
ScoreFunc(M) =
∑
i> j
Sim(gi,g j)
n(n−1)
(2.4)
avec Sim(gi,g j) est la similarité entre les gènes gi et g j ∈ M tels que définis par Wang et ses
collaborateurs [Wang et al., 2007].
ScoreFunc est une mesure de la similarité fonctionnelle moyenne d’un module donné;
ScoreFunc est compris entre 0 et 1. De plus, si ScoreFunc est proche de 1, plus le module est
composé d’un ensemble de gènes fonctionnellement similaires.
Ce travail, et l’approche culpabilité par association en général, est fondé sur le principe que
la co-expression fréquente de gènes prédit la similarité fonctionnelle. ScoreTopo décrit la
topologie du module co-expression et ScoreFunc est une mesure de la similitude fonctionnelle
entre un ensemble de gènes. Si la prémisse de notre travail est correcte, nous ne devrions
observer aucune corrélation entre les deux scores pour les RMs et une certaine corrélation
pour les FMs. Nous avons tracé ScoreTopo par rapport à ScoreFunc pour les FMs et les
RMs définis (Figure 2.7).
Les RMs affichaient des valeurs ScoreFunc faibles, confirmant qu’ils étaient composés de
gènes qui n’étaient pas fonctionnellement liés, comme prévu pour les gènes sélectionnés
de manière aléatoire. En revanche, les FMs avaient un ScoreFunc plus élevé, de sorte que
ScoreFunc distinguait presque parfaitement les RMs et les FMs (Figure 2.7). ScoreTopo n’a
pas discriminé les FMs et les RMs aussi efficacement que ScoreFunc. Il est à noter que nous
n’avons observé aucune corrélation ScoreTopo vs ScoreFunc pour les RMs (PCC = 0,003)
et une corrélation pour les FMs (PCC = 0,364), ce qui a confirmé que ScoreTopo affichait
les propriétés prévues.
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Figure 2.7 ScoreTopo vs ScoreFunc pour les RMs et les FMs. Aucune corrélation significative n’a été
observée pour 1000 RMs (PCC = 0.003) contrairement à 978 FMs (PCC = 0.364) avec un nombre
de gènes compris entre 20 et 500.
2.4 Combinaison d’informations topologiques et fonction-
nelles
Ce travail de thèse visait à combiner des informations sur la fonction des gènes et la
co-expression de gènes pour affiner les annotations GO en :
1) identifiant des gènes présentant une similarité fonctionnelle avec les membres de
GO-BP connus
2) pouvant éventuellement supprimer des gènes présentant de faibles similarités fonction-
nelles dans le module étudié
En partant d’un GO-BP connu, nous avons examiné des gènes co-exprimés avec des
membres de ce GO-BP pour trouver ceux qui, combinés aux gènes du GO-BP étudiés,
définissaient un nouveau module «optimal» dont la topologie était proche de celle de FM et
dont les membres partagent un maximum de similitude fonctionnelle.
Cependant, le nombre de gènes candidats pouvant faire partie de GO-BP était beaucoup trop
grand pour permettre un balayage systématique. Par exemple, le nombre de sous-ensembles
potentiels de gènes dont la taille varie de 20 à 50, une petite fraction des tailles de GO-BP
observées, dans le grand ensemble de 20959 gènes était de 3,6×10151. Nous avons donc
implémenté le processus de numérisation via un algorithme génétique (GA), qui impliquait
la construction d’une fonction de fitness (critère).
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2.4.1 Critère
Afin de décider si un nouveau module est un bon candidat, nous devons concevoir
un critère, une fonction de fitness, quantifiant la qualité de ce module en termes de co-
expression et de fonctions partagées. Pour ce faire, nous proposons une fonction appelée FF
(fitness function), à maximiser, qui a pour but de combiner des informations topologiques et
fonctionnelles pour tout nouveau module M1 dérivé (par addition et suppression de gènes)
d’un module M0 connu :
FFM0(M1) =
√
δ0 +δ1×ScoreTopo(M1)×ScoreFunc(M1)×
card(M1∩M0)
card(M0)
où ScoreTopo privilégie les modules ayant de bonnes propriétés topologiques telles que
définies dans la section 2.2.4 page 67,
ScoreFunc privilégie les modules incluant des gènes présentant de fortes similitudes fonc-
tionnelles comme vu dans la section 2.3 page 70,
card(M1∩M0) est le nombre de gènes appartenant à M0 et M1; card(M0) est le nombre de
gènes dans M0.
Le terme card(M1∩M0)
card(M0)
vise à ancrer le nouveau module autour de M0. Sans ce terme, le
module est susceptible de dériver vers un module voisin, principalement indépendant de
M0 mais avec les meilleures propriétés topologiques et fonctionnelles (Veuillez consulter
l’annexe A.6 page 117 pour l’étude du critère).
Lors de la maximisation de FF, les trois termes devraient également contribuer à la quantifi-
cation de la qualité M1. Cependant, leur support d’origine est très différent.
Le terme card(M1∩M0)
card(M0)
appartient évidemment à [0,1]. En effet :
(M1∩M0)⊆ (M0) et card est une fonction croissante
=⇒ card(M1∩M0)< card(M0)
Tout comme le ScoreFunc, comme indiqué dans la section 2.3 page 70. Mais sur notre
ensemble de données d’apprentissage, le ScoreTopo allait de −2.535 à +6,466 d’après la
figure 2.6. Par conséquent, un changement d’une valeur dans chaque terme ne signifie pas du
tout la même chose.
Pour retrouver un certain équilibre entre les termes, une normalisation du ScoreTopo est
nécessaire. Ceci est réalisée en redimensionnant sa valeur en utilisant le jeu de données
d’apprentissage de sorte que le RM ayant le plus faible ScoreTopo donne 0 et que le FM
avec le plus grand ScoreTopo donne 1. Nous avons alors introduit δ0 = 0.1110948 et
δ1 = 0.281608 pour la normalisation.
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2.4.2 Algorithme génétique
Les algorithmes génétiques (AGs) sont un type d’algorithme d’optimisation, ce qui
signifie qu’ils sont utilisés pour trouver la (les) solution (s) optimale (s) à un problème de
calcul donné qui maximise ou minimise une fonction particulière. Ils sont très utiles dans les
problèmes d’optimisation complexes. Ainsi, l’AG peut être considéré comme un problème de
sélection de caractéristiques, un domaine où les AGs sont largement utilisés [Chandrashekar
and Sahin, 2014, Soufan et al., 2015, Weile and Michielssen, 1997]. Ils sont inspirés par
la nature et en particulier par la sélection naturelle. Comme dans l’évolution, de nombreux
processus d’un algorithme génétique sont aléatoires, mais cette technique d’optimisation
permet de définir le niveau de randomisation et le niveau de contrôle [Goldberg, 1989]. Ils ont
l’efficacité de trouver des solutions aux problèmes que d’autres méthodes d’optimisation ne
peuvent pas gérer en raison d’un manque de continuité, de dérivées, de linéarité ou d’autres
fonctionnalités.
Dans ce travail, l’idée de l’AG est inspirée par les travaux de Christelle Reynès [Reynès
et al., 2008] et [Reynès and Sabatier, 2012]. L’AG sera utilisé pour trouver des modules
optimaux en maximisant une fonction de fitness notée FF. En effet, la fonction fitness est la
fonction que l’algorithme tente d’optimiser [Mitchell, 1995]. Le mot «fitness» est tiré de la
théorie de l’évolution. L’algorithme commence par une population constituée de plusieurs
individus (Tpop individus) qui correspondent à des solutions potentielles dans le problème
de l’optimisation.
Dans notre contexte, les individus seront des modules fonctionnels GO-BP. Ensuite, cette
population évolue selon trois opérateurs décrits dans les paragraphes suivants : croisement,
mutation et sélection. La mutation et le croisement sont exécutés indépendamment du
problème d’optimisation. Le croisement contribue à renouveler la population en combinant
deux solutions parents pour avoir des solutions filles formant une nouvelle population de
même taille. Chaque paire a une probabilité pc d’avoir subi le croisement. Alors que la
mutation consiste à changer (muter) un élément des solutions de la population avec une
probabilité pm. La sélection est une étape cruciale permettant de garder les meilleurs individus
en ce qui concerne la fonction fitness.
La «performance» d’un AG dépend fortement du «critère d’arrêt» ou de ce que la fonction
de fitness mesure réellement. D’autres détails importants sont la probabilité de croisement,
la probabilité de mutation, la taille de la population et le nombre d’itérations. Ces valeurs
peuvent être ajustées après avoir évalué les performances de l’algorithme sur quelques essais.
La figure 2.8 montre le schéma d’un algorithme génétique typique. Formellement, tout AG
peut être décrit par les étapes principales suivantes :
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1. construction de la première génération
2. sélection
Tant que les critères d’arrêt ne satisfait, faire
(a) croisement
(b) mutation
(c) sélection
Fin
Figure 2.8 Schéma d’un AG. [Karthik, 2015]
2.4.2.1 Initialisation
L’initialisation est la première étape, qui vise à générer la population initiale. La popu-
lation est une collection d’individus, qui sont représentés par des modules. La population
initiale, qui représente la solution initiale, joue un rôle important dans la performance de
l’AG.
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Habituellement, les modules de la première population sont initialisés avec des valeurs
aléatoires. Mais il est susceptible de conduire l’AG à des solutions insatisfaites, à cause
de l’incertitude de la qualité de la population initiale et de la distribution dans l’espace
de la solution. Cependant, comme nous voulons ancrer le nouveau module autour de M0,
les solutions initiales doivent contenir un sous-ensemble de M0, mais pas n’importe quel
sous-ensemble. Nous choisissons le sous-ensemble le plus fort de M0. En particulier, nous
recherchons la plus grande clique du réseau M0. En fait, la clique est l’ensemble de gènes
dont chaque paire est liée par un lien. La plus grande clique, est la clique avec le plus grand
nombre de gènes. Elle est notée LC et considérée comme le "cœur du réseau". Celle-ci sera
utilisée comme point d’ancrage pour l’algorithme.
Pour chaque module à tester, nous avons utilisé des populations de 500 individus (= modules),
contenant jusqu’à 500 gènes. Étant donné un GO-BP M0 tel que 5 ≤ card(M0) ≤ 500, la
population de la première génération était composée de
• 300 individus identiques à M0,
• 100 individus composés de la plus grande clique de M0 et 80% des gènes de M0 dans
le complément de la plus grande clique,
• 100 individus composés de tous les gènes de M0 et (500-card(M0)) des gènes aléatoires
(non de M0).
2.4.2.2 Sélection
La sélection est alors faite au sein de cette population selon une certaine technique de
sélection. Dans notre travail, nous utilisons la technique de la sélection des rangs. Cette étape
est basée sur les valeurs de critère (fitness). Elle est définie comme dans Reeves et Rowe
(2003) [Reeves, 2003]. Cette technique de sélection sélectionne les individus (=les modules)
ayant les scores d’adaptation les plus élevés.
En effet, les individus sont classés en fonction de leur valeur de critère (fitness), le meilleur
ayant le rang le plus élevé. Ensuite, la probabilité de conserver une solution dans la génération
suivante est proportionnelle à son rang, de sorte que la somme des probabilités sur les
individus est égale à 1 et que le meilleur individu a deux fois plus de chances d’être sélectionné
que l’individu de rang médian. En outre, l’élitisme est appliqué, c’est-à-dire que la meilleure
solution de chaque génération est automatiquement introduite dans la suivante. Une nouvelle
population est obtenue avec la même taille que la population initiale et contient des solutions
de meilleure qualité.
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2.4.2.3 Croisement
Le croisement est la transposition informatique du mécanisme qui permet la production de
gènes qui héritent partiellement des caractéristiques des parents. L’objectif de cette étape est
de produire de nouvelles combinaisons des gènes précédemment conservés. Elle est réalisée
à travers un croisement de gènes en un seul point (à l’exclusion de la plus grande clique,
toujours conservée dans des solutions) et appliquée à 50% des individus d’une génération.
Ci-dessous, un schéma 2.9 qui illustre un croisement en un point :
Figure 2.9 Croisement de gènes en un seul point
Chaque individu se retrouve donc séparé en "segments". Puis chaque segment du parent1
est échangé avec son "homologue" du parent2 selon une probabilité de croisement égale à
0.5. De ce processus résulte deux fils pour chaque couple.
2.4.2.4 Mutation
Cette étape amène les risques nécessaires pour explorer efficacement l’espace de solution.
Cela garantit que tout point de cet espace peut être atteint en un nombre fini de générations.
Les mutations possibles comprenaient la substitution, la suppression ou l’ajout d’un gène. Il
est appliqué à 80% des individus d’une génération.
Nous avons introduit une mutation par individu et la probabilité de chaque type de mutation
était de 0.5 pour la substitution, de 0.375 pour la suppression et de 0.125 pour l’addition. Les
gènes de la plus grande clique ont été exclus du processus de mutation.
L’opérateur de mutation modifie donc de manière complètement aléatoire les caractéristiques
d’une solution, ce qui permet d’introduire et de maintenir la diversité au sein de notre
population de solutions. Cet opérateur joue le rôle d’un "élément perturbateur", il introduit
du "bruit" au sein de la population.
2.4.2.5 Convergence et critère d’arrêt
Comme prouvé théoriquement dans Bhandari et al. (1996) [Bhandari et al., 1996], deux
conditions sont nécessaires et suffisantes pour que l’AG converge à mesure que le nombre
d’itérations passe à l’infini :
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• La meilleure solution dans la population a une valeur de fitness pas moins que les
valeurs de fitness des solutions optimales des populations précédentes (vérifiées à
travers notre étape de sélection).
• Chaque solution a une probabilité positive d’aller à une solution optimale dans un
nombre fini d’itérations (vérifié par notre étape de mutation).
Nous avons supposé que l’AG avait convergé si la meilleure solution était identique
pendant 200 générations. Nous avons examiné la convergence de l’AG pour 193 M0
composés de 50 à 100 gènes. Nous avons observé que l’AG a toujours convergé en
moins de 3000 générations. Nous avons donc fixé le nombre par défaut d’itérations à 3
000 et l’AG s’arrête lorsque la meilleure solution était identique pour 200 générations
consécutives.
2.4.3 Programmation de l’AG sur le logiciel R
La méthode TopoFunc est programmée sur le logiciel R. L’algorithme nécessitait deux
types de données d’entrée : un réseau de co-expression de gènes (GCN) et un ensemble
d’annotations. Ainsi, il faut régler des paramètres comme nombre de générations, nombres
de gènes dans les solutions, les probabilités de croisement et de mutation.
Un utilisateur doit d’abord définir aussi la fonction de fitness utilisée, ce qui est souvent
simplement la fonction objectif à optimiser. Les opérateurs génétiques, tels que les croise-
ments et les mutations, sont appliqués de manière stochastique à chaque étape du processus
d’évolution, de sorte que leurs probabilités d’apparition doivent être définies. Cependant,
ces paramètres sont délicats à régler et il n’existe pas de règle définitive à ce sujet. L’auteur
Vandewater et ses collaborateurs [Vandewater et al., 2015] ont défini les probabilités de
croisement pc et mutation pm par une fonction appropriée :
pc =
{
k1
fmax− f
′
fmax− f¯
, f ′ > f¯
k1 , f
′ < f¯
(2.5)
pm =
{
k2
fmax− f
fmax− f¯
, f > f¯
k2 , f < f¯
(2.6)
Où fmax est la fitness maximale de la population, f ′ est la fitness maximale des deux
parents du croisement, f¯ est la fitness moyenne de la population et k1 est le taux de transition
adaptatif (typiquement 1), f est la fitness de la solution à subir une mutation et k2 est le taux
de mutation adaptative (habituellement 0.5).
D’autres détails importants pour la convergence de l’AG est la taille de la population et
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le nombre d’itérations. Ces valeurs sont ajustées après avoir évalué les performances de
l’algorithme sur quelques essais. Nous avons utilisé des populations de 500 individus (taille
de la population = 500), contenant jusqu’à 500 gènes (taille de l’individu). Nous avons
aussi fixé le nombre d’itérations à 3000 et l’AG s’arrête lorsque la meilleure solution était
identique pour 200 générations consécutives.
La durée d’exécution de l’AG pour une entrée spécifique dépend du nombre d’opérations
exécutées. Plus le nombre d’opérations est grand, plus la durée d’exécution d’un algorithme
est longue. TopoFunc dépend en particulier de la fonction de fitness. Plus les individus
contiennent des gènes fortement connectés, plus elle prend du temps pour l’exécution. En
effet, la fonction de fitness comprend deux termes essentiels, ScoreTopo et ScoreFunc.
ScoreTopo est calculé à travers d’une fonction de prédiction basée sur le modèle LDA. Ce
dernier nécessite le calcul des descripteurs pertinents des individus. La complexité du temps
est en fonction du nombre d’arêtes et du nombre de sommets dans le graphe.
2.5 Validation de la méthode
Les modules finaux obtenus par notre méthode sont meilleurs que les modules initiaux
en terme topologique et fonctionnel. Pourtant, ils n’est pas facile ni évident de voir dans la
littérature si les nouveaux gènes ajoutés ont des relations fonctionnelles avec les gènes du
module initial.
Pour tester l’importance de cette méthode, nous avons laissé un certain nombre de gènes
dans différents modules M0, et nous avons appliqué notre méthode sur ces modules et avons
évalué si les gènes omis avaient été rétablis.
Nous nous sommes concentrés sur l’ensemble des 978 GO-BP comprenant 20 à 500 gènes.
Pour évaluer si la topologie et la taille des GO-BP affectent l’efficacité de TopoFunc, nous
avons partitionné les 978 modules en 16 classes en fonction des quartiles de la taille du
module et des valeurs normalisées de ScoreTopo. Le nombre de GO-BP dans chacune des 16
classes est indiqué dans le tableau 2.3.
Nous avons sélectionné au hasard cinq GO-BP dans chacune des 16 classes. Nous avons
Taille 6 25 25 < Taille 6 34 34 < Taille 6 57 57 < Taille
ScoreTopo 6 0.341 88 53 47 59
0.341 < ScoreTopo 6 0.424 39 49 65 93
0.424 < ScoreTopo 6 0.51575 43 57 83 57
0.51575 < ScoreTopo 95 77 42 31
Table 2.3 Nombre de GO-BP dans chacune des 16 classes définies par les quartiles de la taille des
GO-BP et des distributions ScoreTopo.
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généré trois sous-modules à partir de chacun des 80 GO-BP sélectionnés en conservant 20, 40
ou 60% des gènes de la plus grande clique (LC) et de tous les gènes du complément de la plus
grande clique (CLC). Nous avons généré trois sous-modules supplémentaires en conservant
les gènes de LC et 20, 40 ou 60% des gènes du CLC. Nous avons exécuté notre méthode
(TopoFunc) sur les 480 sous-modules résultants (80× 3× 2) et calculé le pourcentage de
gènes omis qui ont été rétablis par TopoFunc dans le dernier module.
2.5.1 Résultats et Interprétation
Des informations sur les modules utilisés dans cette partie se trouvent dans l’annexe B.1.
Veuillez trouver les résultats dans l’annexe B.2.
Figure 2.10 Analyse de l’efficacité TopoFunc à la découverte de gènes fonctionnellement liés. Nous
avons divisé les 978 GO-BP contenant 20 à 500 gènes en 16 classes en fonction de leur scoreTopo et
de leur taille (= card (M0)), comme indiqué dans le tableau 2.3. Nous avons sélectionné au hasard 5
GO-BP dans chaque classe et généré des sous-modules en conservant 20, 40 ou 60% de la plus grande
clique (LC) et le complément complet à la plus grande clique (CLC), ou en conservant le LC et 20, 40
ou 60% du CLC. Nous avons exécuté TopoFunc sur les 480 sous-modules et calculé le pourcentage
de gènes omis et rétablis par TopoFunc.
A. Diagrammes en boîte (Boxplot) de la distribution du pourcentage de gènes réintroduits pour
chacune des 6 catégories de sous-modules.
B. Nous avons calculé la moyenne du pourcentage de gènes rétablis pour chacune des 16 classes de
modules et pour chacune des 6 catégories de sous-modules, et avons représenté les données sous
forme de cartes thermiques (heat maps).
Le pourcentage de gènes rétablis dépendait de savoir si les gènes omis appartenaient
à la LC ou à son complément. Les gènes omis de la LC ont été rétablis plus efficacement
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que ceux de la CLC (Figure 2.10A). Le pourcentage de gènes rétablis était également plus
variable pour les gènes de la CL que pour ceux de la CLC (Figure 2.10A), ce qui suggère
que les gènes de la CL sont essentiels dans TopoFunc. Le comportement différent des gènes
LC et CLC est également illustré sur la figure 2.10B. Le pourcentage de gènes de CLC
rétablis dépendait fortement du pourcentage de gènes de CLC conservés; plus le nombre
de gènes de CLC conservés dans le sous-module est élevé, plus le pourcentage de gènes de
CLC est élevé (2.10B, panneau inférieur). Dans ce cas, la valeur ScoreTopo ou le nombre
de gènes dans M0 n’a eu qu’une incidence marginale sur le taux de rétablissement. En
revanche, lorsque les gènes de la LC ont été omis, la taille du module M0 a largement
influencé le taux de rétablissement, au moins pour les sous-modules de LC à 20 et 40%
(Figure 2.10B, panneau supérieur). Cela était probablement dû au fait que les modules M0
contenant moins de 25 gènes avaient une LC qui comprenait souvent aussi peu que cinq
gènes. Conserver 20% de ces cinq gènes a donné un seul gène, ce qui a rendu l’efficacité
de TopoFunc beaucoup moins efficace. De manière surprenante, le ScoreTopo du module
M0 n’affectait pas considérablement le taux de rétablissement mais, éventuellement, pour
les modules les plus petits (Figure 2.10B). En gros, ces données ont indiqué que TopoFunc
avait découvert efficacement de nouveaux gènes fonctionnellement liés à partir d’un module
de co-expression fonctionnel. La taille, plutôt que la topologie, du module d’origine était
le paramètre le plus critique et on peut prévoir que les modules très petits (par exemple:
avec moins de 10 gènes) peuvent être complétés moins efficacement par TopoFunc que les
modules plus grands.
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3.1 Base de données des modules
Après avoir proposé une méthode pour optimiser un module fonctionnel appartenant à un
GO, nous nous sommes attachés à démontrer l’importance de cette optimisation.
Dans ce chapitre, nous nous emploierons à montrer un cas d’application de nos travaux.
Après avoir étudié les caractéristiques d’un module fonctionnel quelconque appartenant à
un GO, nous nous posons la question suivante : est-ce que tous les gènes de ce module sont
fortement associés à la fonction d’intérêt? est-ce qu’il y a des gènes n’appartenant pas à ce
module mais significativement co-régulés?
Pour illustrer les résultats de la méthode TopoFunc, et compte tenu des données de la section
2.4 dans le chapitre 2, nous nous sommes concentrés sur les 193 GO-BP contenant 50 à 100
gènes. Certains gènes ne faisant pas partie de COXPRESdb, le nombre de gènes réels était
compris entre 46 et 99. Pour chaque GO-BP, c’est-à-dire M0, nous avons exécuté TopoFunc
et sélectionné un module «optimal» M1. Le tableau B.3 contient des informations sur les 193
modules. Il affiche le nombre de gènes, le ScoreTopo et le ScoreFunc pour chaque M0 et M1.
3.2 Interprétation des résultats
Les modules «optimaux» comprenaient beaucoup plus de gènes (Figure 3.1, panneau
de gauche), avec une topologie améliorée (Figure 3.1, panneau du milieu) et une similarité
fonctionnelle (Figure 3.1, panneau de droite) par rapport aux modules d’origine. Cela
indiquait que TopoFunc était capable d’agréger de nouveaux gènes avec des GO-BP existantes
tout en préservant, le plus souvent en améliorant, la similarité fonctionnelle des gènes
constitutifs. TopoFunc a diminué le nombre de gènes d’un seul GO-BP, GO : 0007596,
«coagulation sanguine» (blood coagulation). Ce terme GO-BP comprenait à l’origine 72
gènes dans COXPRESdb; TopoFunc a exclu 11 gènes et ajouté deux nouveaux gènes. Gene
Ontology définit la "coagulation sanguine" comme "le processus séquentiel dans lequel les
multiples facteurs de coagulation du sang interagissent, aboutissant finalement à la formation
d’un caillot de fibrine insoluble". La plupart des gènes de cette GO-BP étaient liés à la
cascade protéolytique impliquée dans la formation de caillots et sa régulation : composants
du complément, facteurs de coagulation, sérine protéases et leurs inhibiteurs, fibrinogènes,
thrombomoduline, récepteurs de la thrombine. . . La plupart des composants essentiels de
la cascade de la coagulation sont produits par le foie et le placenta pendant la gestation.
TopoFunc a retenu ces gènes, confirmant qu’ils étaient co-exprimés. Remarquablement, les
11 gènes qui ont été élagués par TopoFunc ne présentent pas les mêmes caractéristiques. Ces
gènes (Ap3b1 / Hps2, Rab27a, Lyst, Bloc1s6, Hps6 / Bloc2s3, Shh, Lnpk, Dtnbp1 / Bloc1s8,
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Ano6, Hps4 / Bloc3s2, Bloc1s3) ont tous été annotés «coagulation du sang» par l’influence
du mutant phénotype (IMP). Ces gènes ont été légitimement annotés «coagulation du sang»
car ils participent à ce processus au niveau de l’organisme. Tous, à l’exception de Shh et de
Lnpk, étaient annotés avec des termes relatifs à la biogenèse d’organelles lysosomales et
étaient exprimés de manière ubiquiste / large. Des mutations intéressantes des orthologues
humains de 6 d’entre eux (Ap3b1 → HPS2,Bloc1s6 → HPS9,H ps6 → HPS6,Dtnbp1 →
HPS7,H ps4 → HPS4,Bloc1s3 → HPS8) résultent en un syndrome d’Hermansky-Pudlak
(HPS), une maladie génétique rare caractérisée par une pigmentation diminuée (albinisme)
avec déficience visuelle et un dysfonctionnement des plaquettes sanguines avec un saignement
prolongé. Les orthologues humains de trois autres gènes étaient également informatifs. LYST
est responsable du syndrome de Chediak-Higashi (CHS), « un trouble immunitaire rare,
héréditaire et complexe, caractérisé par une réduction de la pigmentation de la peau et
des yeux (albinisme oculo-cutané), déficit immunitaire avec une susceptibilité accrue aux
infections et une tendance à faire des ecchymoses et des saignements facilement ». ANO6 est
responsable du syndrome de Scott (SCTS), «trouble de coagulation bénin de type plaquette
caractérisé par une exposition insuffisante en surface de la phosphatidylsérine procoagulante
sur les plaquettes et autres cellules sanguines» et par une déficience de la liaison plaquettaire
du facteur X. RAB27A est responsable du syndrome de Griscelli de type 2 (GS2). Aucun
défaut de saignement n’a été documenté chez ces patients, mais ils se caractérisent par
de faibles taux de plaquettes et de fibrinogène, le précurseur de la fibrine et une peau
claire. Au total, ces données suggèrent que neuf des 11 gènes élagués par TopoFunc étaient
annotés de «coagulation sanguine» en raison de leur fonction dans la formation de lysosomes
plaquettaires. Nous avons conclu que GO:0007596 comprend [1] des gènes exprimés dans le
foie qui participent à la cascade protéolytique impliquée dans la formation de caillots et [2]
des gènes exprimés dans des mégacaryocytes (les progéniteurs des plaquettes) qui participent
à la formation des plaquettes et, finalement, à la coagulation; il n’est donc pas surprenant que
les deux catégories de gènes ne soient pas co-exprimées. Comme les gènes de la première
catégorie étaient plus nombreux dans GO:0007596 que ceux de la seconde, la plus grande
clique de cette BP était composée exclusivement de gènes de la première catégorie. Comme
l’algorithme génétique utilisé dans TopoFunc a préservé la plus grande clique de la GO-BP
initiale à chaque itération, il n’est donc pas surprenant que les gènes de la deuxième catégorie
aient été élagués.
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Figure 3.1 Répartition du ratio de taille, du ratio ScoreTopo et du ratio ScoreFunc. Nous avons
exécuté TopoFunc sur 193 GO-BP comprenant 50-100 gènes. Pour chaque module M0 (= GO-BP) et
M1 (= module optimal), nous avons déterminé le nombre de gènes, ScoreTopo et ScoreFunc, et tracé
la distribution des ratios de ces variables pour M1 et M0.
3.3 Critique des résultats
Comme TopoFunc visait à favoriser les modules hautement connectés, nous craignions
qu’il converge souvent vers un nombre limité d’ensembles de gènes hautement connectés
pouvant se comporter comme des «attracteurs» lors des itérations de l’algorithme génétique.
Nous avons comparé la composition des gènes des modules «optimaux» générés par Topo-
Func, regroupé ces modules en fonction de la similarité de leur composition et affiché les
résultats sous forme de carte thermique (heat map).
3.3.1 Analyse les modules finaux (optimaux) M1
Nous avons calculé une matrice de taille 193×193 contenant :
Sur la diagonale, le pourcentage de gènes dans M0∩M1 par rapport au nombre de gène de
M0∪M1.
PM(i) =
card(Mi0∩M
i
1)
card(Mi0∪M
i
1)
, avec i=1,2,...,193
En dessous de la diagonale, il y a le pourcentage de gènes communs aux deux M0 par rapport
au nombre de gènes dans l’union des deux M0.
PM0(i, j) =
card(Mi0∩M
j
0)
card(Mi0∪M
j
0)
, avec i = 1,2,...,193 et j = 1,2,...,193, i 6= j
En dessus de la diagonale, il y a le pourcentage de gènes communs aux deux M1 par rapport
au nombre de gènes dans l’union des deux M1.
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PM1(i, j) =
card(Mi1∩M
j
1)
card(Mi1∪M
j
1)
, avec i = 1,2,...,193 et j = 1,2,...,193, i 6= j
Nous avons obtenu une heatmap (figure 3.2), qui est une représentation graphique des
données où les valeurs individuelles contenues dans la matrice sont représentées par des
couleurs.
Figure 3.2 Heatmap de la matrice décrite ci-dessus.
D’après cette heatmap, on remarque que les valeurs sont presque nulles en dessous de la
diagonale, alors qu’elles sont élevées au-dessus. En d’autres termes, les modules initiaux M0
sont différents entre eux (c’est-à-dire qu’il n’y a pas beaucoup de gènes communs entre les
modules M0), pourtant, les M1 contiennent beaucoup des gènes communs entre eux. D’où la
question : est-ce qu’on a tendance à retomber sur les mêmes modules en partant de modules
différents?
Pour répondre à cette question, nous voulons étudier les nouveaux gènes de chaque M1 (les
gènes ajoutés à chaque M0) et surtout étudier la similarité fonctionnelle entre ces gènes et les
gènes de M0.
Mais, avant tout ça, nous voulons essayer de regrouper les modules ayant beaucoup des gènes
communs entre leurs M1. D’où l’utilisation de la classification hiérarchique.
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3.3.1.1 Classification hiérarchique
Nous avons donc nos données ici sous forme d’une matrice, mais comment les regrouper?
La chose la plus simple à faire est de transformer les données en distances, en tant que mesure
de similarité, où les éléments proches sont similaires et les éléments distants sont différents.
La distance euclidienne est utilisée pour calculer la distance entre une paire d’observations xi
et yi. Elle est définie comme suit :
dxy =
√
∑
i
(xi− yi)
La mesure de Ward (ward.D2) [Ward Jr, 1963] est utilisée pour calculer la distance
entre deux classes A et B. De manière simplifiée, cette mesure cherche à minimiser l’inertie
intra-classe et à maximiser l’inertie inter-classe afin d’obtenir des classes les plus homogènes
possibles en utilisant la distance euclidienne au carré. Elle est définie comme suit :
e(A,B) =
nAnB
nA +nB
d2(gA,gB)
où gA est le centre de gravité de A, gB celui de B, nA est le nombre d’individus dans le
groupe A et nB celui de B.
Alors, on obtient un dendrogramme, une représentation graphique sous forme d’arbre binaire,
d’agrégations successives jusqu’à réunion en une seule classe de tous les individus (modules).
En utilisant ce dendrogramme, on obtient une heatmap et par suite, on peut détecter les
groupes des modules homogènes.
3.3.1.2 Détecter les groupes des modules
D’après la heatmap 3.3, on peut grouper les 193 modules en 7 groupes/clusters :
a) groupe 2 : composé de 37 FMs
b) groupe 3 : composé de 34 FMs
c) groupe 4 : composé de 25 FMs
d) groupe 5 : composé de 17 FMs
e) groupe 6 : composé de 8 FMs
f) groupe 7 : composé de 20 FMs
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Figure 3.3 En haut à gauche se trouve la clé de couleur (color Key), en haut à droite le dendrogramme,
en bas à droite la heatmap appliquée sur la matrice symétrique des valeurs des PM1 en utilisant la
distance "euclidienne" et le métrique "ward.D2".
g) groupe 1 : composé de 52 FMs
Le cluster le plus peuplé (cluster 1, figure 3.3) comprend des modules avec peu ou pas de
chevauchement. En revanche, les groupes 2 à 7 étaient composées de modules affichant un
chevauchement plus élevé. Chacun de ces groupes (clusters) contient des FMs (des M0) dont
leur M1 se rassemblent.
Figure 3.4 La même heatmap avec les groupes
a) Groupe 2 contient ces 37 FMs :
GO:0000165 GO:0000902 GO:0001932 GO:0001933 GO:0006461 GO:0006469
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GO:0007005 GO:0007015 GO:0008104 GO:0008286 GO:0008630 GO:0018108
GO:0030097 GO:0031532 GO:0032092 GO:0032436 GO:0032869 GO:0032880
GO:0033138 GO:0034613 GO:0034976 GO:0035690 GO:0043087 GO:0043154
GO:0043525 GO:0045732 GO:0045860 GO:0048661 GO:0051259 GO:0051291
GO:0060548 GO:0070373 GO:0071456 GO:0072659 GO:0090263 GO:0090630
GO:1901215.
b) Groupe 3 contient ces 34 FMs :
GO:0000187 GO:0001503 GO:0001558 GO:0001568 GO:0001570 GO:0001843
GO:0001938 GO:0001942 GO:0003007 GO:0007169 GO:0007179 GO:0008217
GO:0010977 GO:0014068 GO:0016525 GO:0021987 GO:0030178 GO:0030198
GO:0030334 GO:0042060 GO:0042733 GO:0043406 GO:0045669 GO:0048146
GO:0048705 GO:0048812 GO:0048839 GO:0050679 GO:0051216 GO:0051897
GO:0060021 GO:0060070 GO:0060348 GO:0090090.
c) Groupe 4 contient ces 25 FMs :
GO:0001541 GO:0001756 GO:0001889 GO:0003151 GO:0006338 GO:0007050
GO:0007519 GO:0008584 GO:0009790 GO:0019827 GO:0030512 GO:0031047
GO:0031398 GO:0031647 GO:0032088 GO:0032091 GO:0032922 GO:0034599
GO:0035914 GO:0040008 GO:0043433 GO:0045444 GO:0045727 GO:0048538
GO:0050680.
d) Groupe 5 contient ces 17 FMs :
GO:0001947 GO:0007368 GO:0007389 GO:0007417 GO:0007517 GO:0008544
GO:0021766 GO:0022008 GO:0030900 GO:0042472 GO:0042475 GO:0043010
GO:0043588 GO:0045165 GO:0045665 GO:0048666 GO:0060041.
e) Groupe 6 contient ces 8 FMs :
GO:0006006 GO:0006812 GO:0006874 GO:0007613 GO:0007623 GO:0009636
GO:0010033 GO:0019233.
f) Groupe 7 contient ces 20 FMs :
GO:0006919 GO:0007229 GO:0009968 GO:0030593 GO:0032729 GO:0032755
GO:0032760 GO:0034097 GO:0035023 GO:0042102 GO:0045785 GO:0046330
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GO:0050727 GO:0050728 GO:0050729 GO:0060326 GO:0071347 GO:0071356
GO:0071407 GO:0097190.
3.3.2 Similarité entre les M0 et entre les M1
Pour comprendre pourquoi TopoFunc produisait parfois des modules «optimaux» com-
posés de gènes similaires à partir de différents GO-BP, nous avons vérifié si la similarité
fonctionnelle entre modules initiaux était prédictive de la similitude fonctionnelle entre les
modules «optimaux». La similarité fonctionnelle entre deux modules quelconques m1 et m2
est basée sur la similarité de Wang. Nous la définissons comme étant :
Similarite´(m1ki ,m2
k
i ) =
1
card(m1ki )× card(m2
k
i )
∑
gs∈m1ki
∑
gt∈m2ki
Sim(gs,gt)
et Sim est celle de Wang.
Nous avons construit une matrice contenant les valeurs des similarités entre chaque paire
des M0 et une autre matrice contenant les valeurs des similarités entre chaque paire des M1.
Nous avons construit une heatmap basée sur la matrice des similarités des M1 en utilisant la
distance "euclidienne" et le métrique "ward.D2".
Depuis cette figure, on obtient des nouveaux groupes des modules. Nous avons construit une
autre figure mais cette fois-ci en utilisant les valeurs la similarité fonctionnelle des M0.
Figure 3.5 La figure à gauche : Heatmap appliquée sur la similarité fonctionnelle entre les M1 (les
modules sont groupés suivant la similarité fonctionnelle des M1).
La figure à droite : depuis la figure à gauche, chaque groupe contient des modules. Cette figure
représente la heatmap des modules mais cette fois-ci pour les valeurs de la similarité fonctionnelle
des M0.
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La figure 3.5 indique que les groupes des M1 dont leurs similarités fonctionnelles sont
fortes, ont des similarités fonctionnelles assez fortes entre leurs M0. Par exemple, regardant
la figure à gauche, le groupe dans l’intervalle (0 et 0.2) est très jaune. Donc, les valeurs des
similarités fonctionnelles entre les M1 de ce groupe sont fortes. Regardant le même intervalle
(0 et 0.2) dans la figure à droite, les valeurs des similarités fonctionnelles entre les M0 de ce
groupe sont assez fortes par rapport aux autres modules.
Et réciproquement, lorsque les valeurs des similarités fonctionnelles sont faibles (couleur
rouge) dans le groupe des M0 (figure à droite, intervalle entre (0.25 et 0.4)), les valeurs des
similarités fonctionnelles entre les M1 dans le même intervalle sont faibles (figure à gauche,
intervalle entre entre (0.25 et 0.4)).
Figure 3.6 La similarité fonctionnelle des modules initiaux prédit la similarité fonctionnelle des
modules produits par TopoFunc. Pour deux modules quelconques de chaque cluster affiché à la
figure 3.3, nous avons tracé les similitudes fonctionnelles des modules initiaux par rapport à celles
des modules produits par TopoFunc.
Pour toute paire de GO-BP dans le même cluster, nous avons tracé la similitude fonc-
tionnelle des modules initiaux par rapport aux modules «optimaux» (figure 3.6). Pour les
modules de chaque cluster, nous avons observé une corrélation entre la similarité fonction-
nelle des deux modules initiaux et celle des modules ‘optimaux’ correspondants (figure
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3.6), ce qui indique que la similarité des modules initiaux largement prédit la similarité des
modules optimaux. En effet, d’après cette figure, globalement lorsque la similarité entre les
M0 augmentent, la similarité entre les M1 augmentent aussi. La corrélation est 0.70. Pourtant,
on a des cas où les M0 sont pas très proches au départ en termes de similarité mais très
proches à la fin. En d’autres termes, dans la majorité de nos résultats, des modules qui se
ressemblent au début se ressemblent à la fin. Et des modules qui ne se ressemblent pas au
début ne se ressemblent pas à la fin. Mais, on a des cas où ils ne se ressemblent pas beaucoup
au début mais ils se ressemblent beaucoup plus à la fin. Cela veut dire qu’il y a des sortes
d’attracteurs et c’est intéressant de les déterminer. Nous voulons identifier ces clusters des
gènes dans la section 3.3.3.
Revenons à la question suivante posée dans la section 3.3.1 : est-ce qu’on a tendance à
retomber sur les mêmes modules en partant de modules différents?
Dans chacun des groupes (groupes numéros 2 à 7 sur la figure heatmap 3.3), on a des mod-
ules M0 qui ne se rassemblent pas mais leurs M1 se rassemblent en terme qu’ils contiennent
beaucoup des gènes communs entre eux. Alors, la réponse à cette question peut-être OUI.
Mais, une nouvelle question se pose maintenant : est-ce grave?
Puisque chaque module M1 contient en général presque tous les gènes de son M0 (regarde
la dernière colonne du tableau B.3), alors c’est bien d’étudier les nouveaux gènes ajoutés à
chaque M0 pour voir s’ils ont une relation fonctionnelle plus forte avec les gènes de départ
(i.e. les gènes de M0) que pour les gènes des autres M0.
Donc, parmi les six groupes trouvés (groupes numéros 2 à 7 sur la figure heatmap 3.3), nous
avons étudié et comparé les similarités fonctionnelles entre les deux sous-ensembles de la
forme suivante : l’ensemble des nouveaux gènes des M1 avec les gènes de M0 pour un groupe
donné, et l’ensemble de ces mêmes nouveaux gènes des M1 mais cette fois-ci avec les gènes
de M0 des autres groupes.
En effet : soient M01i ,M0
2
i , ...,M0
ni
i les M0 du groupe i. (ni est le nombre de M0 dans le
groupe i). Et soient M11i ,M1
2
i , ...,M1
ni
i les M1 du groupe i. Et soient N
1
i ,N
2
i , ...,N
ni
i les
nouveaux gènes obtenus dans les M1s du groupe i. L’idée est de vérifier que les nouveaux
gènes du groupe i (les Ni) sont fonctionnellement plus proches des M0 du groupe i (les M0i)
que des M0 des autres groupes. Pour cela, on va comparer les moyennes de l’ensemble
contenant les Nki +M0
k
i et chacun des ensembles contenant N
k
i +M0
k′
j avec j 6= i, 1≤ k ≤ ni,
1≤ k′ ≤ n j.
Exemple 1 : nous avons étudié les nouveaux gènes (Ni) du groupe 2 avec les M0 du groupe 3;
le groupe 2 contient 37 modules. (n2 = 37).
le groupe 3 contient 34 modules. (n3 = 34).
Les nouveaux gènes du groupe 2 sont : N12 ,N
2
2 , ...,N
37
2 .
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On commence par le premier module M012. Nous avons réalisé un test de student pour
comparer :
la moyenne de la similarité fonctionnelle de l’ensemble de gènes composé de (N12 +M0
1
2)
VS
la moyenne de la similarité fonctionnelle de l’ensemble de gènes composé de (N12 +M0
k′
3 )
avec k′ est choisi par hasard parmi les 34 modules du groupe 3.
avec
Similarite´(Nki ,M0
k
i ) =
1
card(Nki )× card(M0
k
i )
∑
gs∈N
k
i
∑
gt∈M0ki
Sim(gs,gt)
et Sim est celle de Wang.
idem pour les autres modules du groupe 2.
Nous avons répété cette procédure 100 fois. Donc, pour chaque groupe, on obtient une
matrice de P-value composée de toutes les valeurs de P-value obtenues par les tests de student
dans toutes les 100 fois. Cette matrice est de dimension (100, ni). Ensuite, nous avons fait la
même procédure entre le groupe 2 et chacun des autres groupes. Alors, nous avons obtenu
cinq matrices (groupe 2 avec les autres groupes 3,4,5,6,7).
Résultats :
Ce tableau résume les résultats obtenus. Chacune de ses valeurs représente la moyenne (en
pourcentage) des cas ayant P-value > 0.05 (ce qui indique qu’il n’y a pas une différence
significative). Par exemple : la moyenne des cas dans l’exemple 1 présenté ci-dessus, est
égale à 5.49%. En d’autres termes, la matrice des P-values (présentée dans l’exemple 1)
composée de toutes les valeurs de P-values obtenues par les tests de student dans toutes les
100 fois, a 203 ayant P-value > 0.05 parmi 3700 tests (37×100).
D’après ce tableau, 3.22% des cas seulement ont la différence n’est pas significative
Groups 2 3 4 5 6 7
2 NA 5.49 7.84 5.81 2.92 8.78
3 3.32 NA 3.41 5.26 1.03 3.32
4 1.72 4.52 NA 7.20 0.00 0.52
5 2.12 5.00 5.65 NA 0.00 0.76
6 2.12 1.12 1.50 0.00 NA 1.00
7 5.50 5.20 1.15 1.05 1.35 NA
Table 3.1 La moyenne (en pourcentage) des cas ayant P-value > 0.05
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entre les moyennes. Par suite, on conclut que les nouveaux gènes de chaque groupe sont
fonctionnellement plus proches des M0 de ce groupe que des M0 des autres groupes.
3.3.3 Identifier les attracteurs de gènes
Chaque groupe présenté ci-dessus contient un ensemble de gènes "attractif" i.e. tous les
M1 de groupe contiennent la majorité de cet ensemble. Dans cette partie, nous avons identifié
les six ensembles attractifs (puisqu’on a six groupes/clusters des modules).
Pour chacun de ces groupes, nous avons cherché l’ensemble des gènes commun par tous ses
membres (par tous les FMs) du groupe. Voici les résultats dans l’annexe B.4

Conclusion générale et perspectives
Le présent travail rend compte de TopoFunc, une nouvelle méthode d’apprentissage
automatique conçue pour identifier les gènes dont la co-expression avec un ensemble initial
de gènes liés sur le plan fonctionnel suggère qu’ils pourraient être fonctionnellement liés au
groupe initial de gènes. TopoFunc nécessitait deux types de données d’entrée : un réseau de
co-expression de gènes (GCN) et un ensemble d’annotations. Le choix des deux influence de
manière significative le résultat de TopoFunc.
Dans le présent travail, les données GCN proviennent de 31479 microréseaux Affymetrix,
tels que trouvés dans COXPRESdb Mmu.c3-1 [Obayashi et al., 2013]. Les échantillons
biologiques correspondants étaient très divers et ne représentaient pas un type de cellule,
un tissu ou une condition expérimentale spécifique. Cet ensemble de données particulier a
empêché l’observation de liens de co-expression spécifiques à un type de cellule ou à un
tissu, tous les échantillons étant utilisés pour le calcul d’un seul PCC pour toute paire de
gènes. Malgré cette limitation, TopoFunc a été capable d’agréger de nouveaux gènes avec
les gènes GO-BP existants. GeneFriends a utilisé une méthode de construction similaire,
un GCN construit à partir de données d’ARN-seq ([Van Dam et al., 2015]). D’autres bases
de données de co-expression ont utilisé PCC de manière à préserver les informations sur
les échantillons à partir desquels les données d’expression ont été obtenues. Par exemple,
Gemma a enregistré le nombre d’expériences indépendantes dans lesquelles deux gènes sont
co-exprimés, définis comme PCC > 0,7 pour des expériences avec au moins 20 échantillons
([Zoubarev et al., 2012]). Cette métrique de co-expression permet des expériences de tri, par
exemple ceux dérivés d’un tissu spécifique, avant de construire le GCN; il est alors possible
d’observer des relations de co-expression spécifiques à un type d’échantillon. Une autre
possibilité consiste à construire un GCN ab initio à partir des données d’expression d’un
tissu, d’un type cellulaire ou d’une condition biologique spécifique. La disponibilité récente
de données sur l’expression d’une cellule unique, en particulier, offre l’occasion de poser des
questions sur la co-expression de gènes dans des types de cellules définis.
TopoFunc nécessitait également un ensemble d’annotations, à savoir les processus bi-
ologiques d’ontologie de gènes, qui ont grandement influencé le résultat de la méthode.
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Premièrement, les données d’annotation ont déterminé la construction de la base de données
pour former le modèle d’apprentissage automatique. Si certains GO-BP comportent des
gènes qui n’ont pas été co-exprimés avec les autres gènes du même GO-BP, on peut s’attendre
à ce que la topologie de certains modules «fonctionnels» de l’ensemble de formation ne
ressemble pas à un «module fonctionnel» réel. Les figures 2.1 et 2.7 montrent que cette
situation n’est pas rare; un certain nombre de modules fonctionnels affichaient des scores
moyens en degré (figure 2.1) ou topologiques (figure 2.7) similaires à ceux observés dans
les modules aléatoires. Une possibilité est que certaines BP sont composées de gènes qui
ne sont pas co-régulés; l’activité des cascades de signalisation est souvent régulée par la
phosphorylation des protéines plutôt que par la co-régulation de la transcription. Certains BP
sont également composés de gènes qui contribuent au même processus biologique au niveau
de l’organisme, mais sont exprimés dans différents types de tissus / cellules et ne doivent
pas être appelés co-exprimés. Cette dernière possibilité a été illustrée par GO:0007596,
"coagulation sanguine", comme indiqué à la section 4. Cet exemple illustre la capacité de
TopoFunc à discriminer des ensembles de gènes fonctionnellement liés sur la base de données
de co-expression, même s’ils sont annotés par le même GO-BP.
L’hétérogénéité mentionnée ci-dessus de certains GO-BP suggère des améliorations possibles
de TopoFunc. Dans le présent travail, nous avons considéré l’ensemble du GO-BP comme
un module «fonctionnel»; nous pourrions être plus restrictifs et ne considérer que la plus
grande clique de chaque GO-BP en tant que module fonctionnel permettant de former le
modèle statistique. Nous prévoyons que cette approche sera probablement trop restrictive
dans la mesure où seuls les gènes co-exprimés avec chaque gène de la plus grande clique
sont susceptibles d’être agrégés. Un compromis raisonnable pourrait consister à envisager
que la plus grande clique et ses plus proches voisins forment le modèle.
Le problème de l’utilisation de modules fonctionnels imparfaits pour former le modèle
statistique était également évident lorsque nous avons effectué une validation croisée afin
d’estimer la performance de prévision du score topologique appliqué à de nouvelles données.
Le taux d’erreur était de 8.36%, ce qui est relativement élevé. La piètre performance du score
topologique a été compensée par l’algorithme génétique, qui implique un processus itératif,
la comparaison de nombreux modules et la sélection du meilleur. Là encore, la formation du
modèle avec les sous-modules GO-BP plutôt que l’ensemble de GO-BP devrait améliorer
considérablement les performances de prévision du score topologique.
Dans ce contexte, des perspectives de recherche consisteraient à identifier des modules
fonctionnels qui n’existent pas dans la littérature.
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Appendix A
A.1 Distribution des descripteurs en fonction du Rang Mutuel
Moyen (MR)
Figure A.1 Les valeurs des descripteurs topologiques en fonction du Rang Mutuel Moyen (MR) pour
des modules FMs et RMs de même taille 85 gènes.
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A.2 Boîte à moustaches : descripteurs FM vs RM
Figure A.2 Boîte à moustaches des descripteurs topologiques pour des modules FMs et RMs de
même taille 85 gènes.
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A.3 Distribution des variables en fonction de taille
Figure A.3 Les valeurs des descripteurs topologiques en fonction de la taille du réseau
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A.4 LASSO
Afin de sélectionner les descripteurs pertinents, nous utilisons le modèle LASSO qui
vise à supprimer les descripteurs redondants ou non pertinents qui sont fortement corrélés
dans les données sans trop de perte d’informations. LASSO estime le vecteur paramètre
en minimisant le critère quadratique des moindres carrés sous une contrainte sur la somme
des valeurs absolues des coefficients ou, de manière équivalente, en minimisant le critère
quadratique pénalisé par la norme L1 des coefficients.
La régularisation en lasso consiste à ajouter une pénalité du terme ||α||1 la fonction logarith-
mique de vraisemblance. La quantité à minimiser est donc :
L′ = L+λ ||α||1 (A.1)
= L+λ
12
∑
i=0
|αi| (A.2)
où λ est un paramètre libre qui est généralement choisi de telle sorte que le modèle
résultant minimise l’erreur sur l’échantillon. En règle générale, la valeur optimale de λ est
trouvée à l’aide d’une recherche sur grille avec validation croisée.
Figure A.4 Erreur en fonction de lambda (sélectionnez lambda qui minimise Erreur).
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Le graphe A.4 montre que le logarithme de la valeur optimale de lambda (c’est-à-dire
celle qui minimise l’erreur quadratique moyenne) est d’environ −8. En général cependant,
l’objectif de régularisation est d’équilibrer la précision et la simplicité. Dans le contexte
actuel, cela signifie un modèle avec le plus petit nombre de coefficients qui donne également
une bonne précision. Le résultat montre que seules les variables que nous avons déterminées
comme étant significatives sur la base des p-values ont des coefficients non nuls. Les
coefficients de toutes les autres variables ont été mis à zéro par l’algorithme!
Variables Coefficients
V1 1.74033535
V2 .
V3 -37.39725474
V4 -1.01729344
V5 .
V6 .
V7 .
V8 .
V9 .
V10 -28.53765066
V11 -0.10173360
V12 0.08796579
En conséquence, la méthode LASSO a sélectionné six descripteurs pertinents : Longueur
moyenne des plus courts chemins, la centralité intermédiaire, le degré, le clustering, la
centralité inverse et la taille.
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A.5 Corrélations entre ScoreTopo et les variables pertinentes
Figure A.5 Corrélations entre ScoreTopo et les variables pertinentes.
La variable ScoreTopo est une combinaison linéaire des descripteurs pertinents qui
séparaient de manière optimale les FMs et les RMs. La figure A.5 présente la corrélation
entre ScoreTopo et chacune des variables pertinentes.
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A.6 Étude du critère
Nous avons sélectionné au hasard 100 FM dont la taille variait de 50 à 100 gènes. Certains
gènes ne faisant pas partie de COXPRESdb, le nombre de gènes réel était compris entre 46
et 99. Nous avons exécuté l’algorithme génétique décrit à la section 2.4.2 et sélectionné
un module «optimal» pour chaque module initial, en fonction de la fonction fitness utilisée.
Nous avons calculé le rapport entre les valeurs des modules «optimal» et initial pour les 3
paramètres suivants : la taille du module, la valeur ScoreTopo et la valeur ScoreFunc.
Les différentes fonctions de fitness que nous avons testées comprenaient toutes le rapport
card(M1∩M0)
card(M0)
, où carte (M0 M1) était le nombre de gènes dans M0 et M1 et card(M0) le nombre
de gènes dans M0. Ce terme visait à «ancrer» le nouveau module M1 autour de M0 dans
le réseau de co-expression; sans ce terme, le module risquerait de dériver vers un module
voisin, fonctionnellement sans rapport avec M0 mais possédant de meilleures propriétés
topologiques et fonctionnelles.
Lors de la maximisation de la FF, les différents termes devraient contribuer à la quantification
de la qualité M1 dans la même mesure. La proportion de gènes dans M1 et M0 par rapport au
nombre de gènes dans M0 appartenait évidemment à [0,1], de même que ScoreFunc, comme
indiqué à la section 2.3. En revanche, ScoreTopo variait de -2,535 à +6,466 pour l’ensemble
de données d’apprentissage (Figure 2.6). Nous avons introduit δ0 et δ1 pour normaliser
ScoreTopo en redimensionnant sa valeur à l’aide du jeu de données d’apprentissage, de sorte
que le RM avec le ScoreTopo le plus bas soit défini sur 0 et le FM avec le ScoreTopo le plus
élevé soit défini sur 1.
Nous avons tout d’abord utilisé une fonction de fitness basée uniquement sur ScoreTopo
normalisé et nous avons obtenu la figure A.6 :
FFM0(M1) = (δ0 +δ1×ScoreTopo(M1))×
card(M1∩M0)
card(M0)
(A.3)
Il est à noter que tous les modules ‘optimaux’ affichaient ScoreFunc réduit (c’est-à-dire
ScoreFunc(M1)
ScoreFunc(M0) < 1), ce qui indique que les modules sélectionnés étaient fonctionnellement
plus hétérogènes malgré une topologie améliorée (c’est-à-dire ScoreTopo(M1)
ScoreTopo(M0) > 1). Cela a
confirmé que les informations topologiques doivent être combinées avec des informations
fonctionnelles afin de limiter la dérive des modules vers des modules attractifs de grande taille
et hautement connectés, dont les gènes partagent des similitudes fonctionnelles différentes.
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Figure A.6 Distribution des valeurs du rapport entre M0 et M1 les 3 paramètres suivants : Taille,
ScoreTopo et ScoreFunc.
Nous avons donc combiné ScoreTopo normalisé et ScoreFunc dans une deuxième fonction
fitness et nous avons obtenu la figure A.7 :
FFM0(M1) = (δ0 +δ1×ScoreTopo(M1))×ScoreFunc(M1)×
card(M1∩M0)
card(M0)
(A.4)
Figure A.7 Distribution des valeurs du rapport entre M0 et M1 les 3 paramètres suivants : Taille,
ScoreTopo et ScoreFunc.
La deuxième fonction de fitness a permis d’empêcher partiellement la dégradation de la
similitude fonctionnelle entre les gènes composant les modules «optimaux» (ratios ScoreFunc
proches ou supérieurs à 1). La topologie des modules «optimaux» était toujours améliorée
(ratios ScoreTopo > 1), bien que dans une moindre mesure que celle précédemment observée
A.6 Étude du critère 119
(ratio médian de 2.57 contre 4.27 en utilisant la première fonction de fitness). Il est à noter
que la taille des modules «optimaux» a considérablement augmenté (rapport de taille médian,
3.57; rapport de taille maximal, 6.05).
Puisque nous avons encore observé une baisse de la valeur de ScoreFunc pour de nombreux
modules «optimaux» dotés de cette fonction de fitness, nous avons décidé de remplacer le
ScoreTopo normalisé par ScoreTopo avec sa racine carrée. Cette transformation a préservé
l’intervalle de [0,1] et a équilibré les poids des 2 scores. La troisième fonction de fitness est
celle que nous avons sélectionnée pour la méthode TopoFunc :
FFM0(M1) =
√
δ0 +δ1×ScoreTopo(M1)×ScoreFunc(M1)×
card(M1∩M0)
card(M0)
(A.5)
Figure A.8 Distribution des valeurs du rapport entre M0 et M1 les 3 paramètres suivants : Taille,
ScoreTopo et ScoreFunc.
D’après la figure A.8, la troisième fonction de fitness a préservé et souvent amélioré (rap-
port médian ScoreFunc, 1.26; rapport maximal ScoreFunc, 2.34), la similitude fonctionnelle
entre les gènes composants les modules «optimaux». Ces modules présentaient également
une topologie améliorée (ratio ScoreTopo médian de 1.71; ratio ScoreTopo maximal de 4.55)
et une taille accrue (ratio de taille médiane de 2.99; rapport de taille maximal de 7.35).
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A.7 Pourquoi 85 gènes
Adhami et al. [Al Adhami et al., 2015] ont étudié le réseau de gènes murins imprimés et
ont montré que ce réseau possède une topologie similaire à des modules fonctionnels. Ce
réseau de gènes imprimés est du taille 85, c’est-à-dire, il comprend 85 gènes.
Et puisque nous essayons de généraliser l’approche proposée par Adhami et al., nous avons
étudié la distribution des descripteurs des modules FM et RM dont les tailles sont au voisinage
de 85. En effet, l’idée est de prendre des tailles régulièrement espacées entre 20 et la taille
maximale qu’on peut prendre tout en étant capable d’en trouver suffisamment des gènes dans
CoXPRESdb. Nous avons généré des FM et des RM de taille 20, 40, 60, 80 et 100 gènes.
Pour chaque valeur de taille, nous avons calculé les descripteurs.
Figure A.9 Boîte à moustaches (Boxplot). La distribution de degré des centaines des modules de
taille 20, 40, 60, 80 et 100 gènes.
La figure A.9 montre que les modules FM ont des valeurs du descripteur degré significa-
tivement différentes de celles des RM quelque soit la taille. On conclut que le degré peut
discriminer les deux types de modules une fois que la taille des modules est fixe.
Mais, que se passe-t-il si les tailles des réseaux ne sont pas identiques? Les descripteurs
d’un réseau de petite taille peuvent-ils être différents de ceux d’un réseau de grande taille?
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Nous avons généré une centaine des FM et RM de taille entre 20 et 500. Nous avons dessiné
la distribution des valeurs de degré des modules en fonction de leur taille.
Figure A.10 Distribution de degré des modules en fonction de leur taille.
La figure A.10 indique que le descripteur degré ne peut pas seul discriminer les deux
types de modules. Ainsi, lorsque la valeur de la taille est modifiée, les distributions de
descripteurs varient sensiblement.
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A.8 Construction du modèle de classification (modèle LDA)
La méthode de discrimination linéaire de Fisher (LDA) [Friedman et al., 2001] permet de
trouver une combinaison linéaire des descripteurs pertinents séparant de manière optimale
les FMs et les RMs. Puisque deux classes sont à prédire, un seul axe discriminant peut
être construit. Formellement, nous cherchons une combinaison linéaire de la forme zi =
a′xi =
K
∑
j=1
a j × x
j
i qui maximise la séparation des groupes. xi est un vecteur contenant les
valeurs des descripteurs pour le module i. En d’autres termes, cela fonctionne pour projeter xi
depuis l’espace Rp sur un axe "a" (Figure. A.11). Notez que p est le nombre de descripteurs
pertinents et K est le nombre de classes (p = 6 et K = 2).
Figure A.11 Un exemple artificiel des distributions des points de chaque groupe.
LDA consiste à chercher l’axe a telles que les combinaisons linéaires zi = a′xi, i = 1, ...,n
maximisent le quotient :
Q(a) =
K
∑
k=1
nk(zk− z)
2
K
∑
k=1
nk
∑
i=1
(zi− zk)
2
=
Somme des carrés des écarts inter-groupes
Somme des carrés des écarts intra-groupes
(A.6)
où nk est le nombre d’observations dans le groupe k,
n est le nombre d’observations dans la base de données,
zk =
∑
i∈gk
zi
nk
et z =
n
∑
i=1
zi
n
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Soit X une matrice n× p dont chaque ligne est x′i et H = In−
1
n
11′, n× n, où In est la
matrice identité d’ordre n et 1 est le vecteur de ”1” ∈ Rp.
Soit Xk une matrice nk× p constituée des x′i du groupe gk et Hk = Ink −
1
nk
11′ avec ”1” ∈ Rnk
Le quotient Q(a) peut s’écrire sous la forme suivante :
Q(a) =
a′(T −W )a
a′Wa
(A.7)
où T = X ′HX et W = ∑Kk=1 X
′
kHkXk.
La valeur a qui maximise Q(a) est le vecteur propre associé à la plus grande valeur propre
de (W−1T − In).
Les K centroïdes dans l’espace d’entrée p -dimensionnelle se trouvent dans un sous-espace
affine de dimension 6 K− 1. La valeur p est beaucoup plus grande que K, ce sera une
baisse considérable de la dimension. Il y a donc une réduction de dimension fondamentale
en LDA. De plus, nous devons seulement considérer les données dans un sous-espace de
dimension au plus K−1. Par conséquent, un tracé unidimensionnel de la matrice de données
d’apprentissage. Il y a deux classes avec X ∈ Rp, et c’est la meilleure vue en termes de
modèle LDA (Figure A.12).
Figure A.12 Les projections des points de chaque groupe dans la figure A.11 sur l’axe a. Les points
bleus représentent RMs et les points verts représentent FMs.

Appendix B
B.1 Validation
B.1.1 Base de données : les modules
GO_ID Catégorie Taille du module
Taille de la
plus grosse clique
GO:0001708 a1a2 23 4
GO:0001829 a1a2 19 4
GO:0001944 a1a2 25 4
GO:0002028 a1a2 21 3
GO:0002052 a1a2 24 4
GO:0000186 a1b2 28 3
GO:0001654 a1b2 33 5
GO:0001819 a1b2 28 5
GO:0006605 a1b2 32 5
GO:0006820 a1b2 26 3
GO:0001541 a1c2 50 6
GO:0001558 a1c2 52 8
GO:0006644 a1c2 39 7
GO:0007265 a1c2 41 4
GO:0007346 a1c2 36 7
GO:0001701 a1d2 265 15
GO:0006357 a1d2 376 15
GO:0007204 a1d2 139 14
GO:0006821 a1d2 74 13
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GO:0060041 a1d2 65 13
GO:0000132 b1a2 21 5
GO:0001578 b1a2 23 4
GO:0001816 b1a2 25 5
GO:0001954 b1a2 23 3
GO:0002687 b1a2 21 5
GO:0000086 b1b2 30 8
GO:0001892 b1b2 27 4
GO:0001937 b1b2 29 6
GO:0006378 b1b2 28 5
GO:0006479 b1b2 27 6
GO:0001658 b1c2 45 4
GO:0001756 b1c2 54 6
GO:0001890 b1c2 46 6
GO:0001947 b1c2 55 6
GO:0001974 b1c2 42 5
GO:0001525 b1d2 221 26
GO:0006886 b1d2 222 15
GO:0007264 b1d2 222 16
GO:0007283 b1d2 338 59
GO:0016477 b1d2 183 19
GO:0002009 c1a2 25 6
GO:0002230 c1a2 18 6
GO:0006807 c1a2 20 5
GO:0006885 c1a2 23 4
GO:0006904 c1a2 24 6
GO:0001702 c1b2 27 5
GO:0001824 c1b2 29 6
GO:0001958 c1b2 26 5
GO:0006096 c1b2 29 10
GO:0006139 c1b2 33 6
GO:0000910 c1c2 35 8
GO:0001662 c1c2 38 10
GO:0001755 c1c2 49 4
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GO:0001942 c1c2 48 5
GO:0002053 c1c2 35 9
GO:0006954 c1d2 291 48
GO:0030317 c1d2 62 16
GO:0009952 c1d2 108 19
GO:0016192 c1d2 206 17
GO:0016569 c1d2 260 22
GO:0000070 d1a2 23 14
GO:0000387 d1a2 23 11
GO:0000413 d1a2 19 3
GO:0001782 d1a2 24 5
GO:0001964 d1a2 22 5
GO:0006099 d1b2 27 19
GO:0006695 d1b2 29 16
GO:0016126 d1b2 27 18
GO:0032543 d1b2 34 17
GO:0070328 d1b2 26 15
GO:0006413 d1c2 52 15
GO:0006635 d1c2 39 16
GO:0006694 d1c2 57 18
GO:0006936 d1c2 42 22
GO:0007599 d1c2 45 23
GO:0000398 d1d2 95 18
GO:0000724 d1d2 62 18
GO:0006310 d1d2 78 20
GO:0006260 d1d2 117 54
GO:0006281 d1d2 305 54
B.1.2 Résultats
Cate-
gorie
FM’1 FM’2 FM’3 FM’4 FM’5 FM’6 %Anti-
cliqueM0M1%Anticlique %clique %Anticlique %clique %Anticlique %clique %Anticlique %clique %Anticlique %clique %Anticlique %clique
a1a2 89.474 0 89.474 33.333 100 100 21.053 100 36.842 100 52.632 100 100
a1a2 86.667 0 86.667 33.333 100 100 13.333 100 33.333 100 53.333 100 89.474
a1a2 80.952 0 90.476 33.333 90.476 50 19.048 100 42.857 100 47.619 100 80
a1a2 77.778 0 88.889 100 77.778 100 27.778 100 55.556 100 50 100 76.19
a1a2 75 0 100 33.333 100 100 10 100 35 100 50 100 100
a1b2 100 0 100 100 100 100 28 100 44 100 48 100 100
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a1b2 78.571 25 100 0 75 50 17.857 100 39.286 100 39.286 100 100
a1b2 100 50 100 33.333 100 50 17.391 100 39.13 100 56.522 100 100
a1b2 100 0 100 0 100 0 22.222 100 37.037 100 59.259 100 100
a1b2 100 0 86.957 50 100 100 13.043 100 43.478 100 52.174 100 100
a1c2 100 20 100 50 100 100 22.727 100 38.636 100 59.091 100 100
a1c2 100 14.286 100 20 100 50 18.182 100 38.636 100 61.364 100 100
a1c2 84.375 16.667 75 40 100 100 12.5 100 28.125 100 43.75 100 100
a1c2 100 0 100 33.333 100 100 18.919 100 40.541 100 62.162 100 100
a1c2 82.759 16.667 100 40 100 100 17.241 100 37.931 100 58.621 100 100
a1d2 97.6 83.333 97.2 88.889 97.2 83.333 22 100 42.4 100 60 100 90.566
a1d2 80.332 91.667 78.67 100 84.211 100 25.762 100 43.767 100 60.388 100 76.33
a1d2 99.2 83.333 98.4 100 100 100 23.2 100 43.2 100 64 100 100
a1d2 100 81.827 100 75.012 100 100 19.672 100 39.344 100 59.016 100 100
a1d2 100 81.827 100 75.012 100 100 19.231 100 38.462 100 59.615 100 100
b1a2 87.5 0 100 33.333 100 50 18.75 100 37.5 100 50 100 100
b1a2 78.947 0 73.684 33.333 84.211 100 15.789 100 36.842 100 52.632 100 82.609
b1a2 70 0 100 0 100 0 20 100 40 100 65 100 100
b1a2 65 50 85 50 100 100 25 100 35 100 60 100 100
b1a2 100 0 68.75 0 100 0 18.75 100 31.25 100 56.25 100 100
b1b2 68.182 8.571 77.273 4 72.727 20 13.636 100 45.455 100 40.909 100 76.667
b1b2 100 0 100 20 100 50 17.391 100 43.478 100 56.522 100 100
b1b2 100 40 100 25 100 33.333 17.391 100 39.13 100 56.522 100 100
b1b2 100 0 100 0 100 0 13.043 100 47.826 100 47.826 100 100
b1b2 100 4 85.714 10 85.714 33.333 19.048 100 38.095 100 57.143 100 85.185
b1c2 100 66.667 100 100 100 0 19.512 100 39.024 100 58.537 100 100
b1c2 100 20 100 25 100 100 18.75 100 39.583 100 58.333 100 100
b1c2 100 20 100 50 100 100 20 100 42.5 100 60 100 100
b1c2 100 60 100 75 100 100 18.367 100 38.776 100 59.184 100 100
b1c2 100 50 100 66.667 100 50 16.216 100 37.838 100 64.865 100 100
b1d2 95.897 61.905 100 56.25 93.333 72.727 24.615 100 44.103 100 63.077 100 95.475
b1d2 98.068 66.667 98.068 77.778 91.304 66.667 27.536 100 49.758 100 66.667 100 97.297
b1d2 100 100 100 100 99.515 100 23.786 100 43.689 100 62.136 100 100
b1d2 82.079 43.75 85.663 75 87.455 100 34.409 100 44.086 100 65.591 100 70.118
b1d2 100 96.381 100 100 100 100 21.951 100 42.073 100 61.585 100 98.361
c1a2 100 20 100 50 100 100 10.526 100 36.842 100 57.895 100 100
c1a2 100 20 100 50 100 100 16.667 100 25 100 50 100 77.778
c1a2 100 50 93.333 0 100 0 20 100 40 100 60 100 100
c1a2 68.421 0 100 66.667 100 100 15.789 100 31.579 100 63.158 100 100
c1a2 83.333 20 72.222 50 88.889 66.667 16.667 100 38.889 100 55.556 100 100
c1b2 86.364 0 100 0 77.273 0 18.182 100 40.909 100 50 100 100
c1b2 100 20 100 50 82.609 100 17.391 100 30.435 100 56.522 100 100
c1b2 100 0 100 33.333 100 0 19.048 100 38.095 100 52.381 100 100
c1b2 100 62.5 100 50 100 50 21.053 100 31.579 100 47.368 100 93.103
c1b2 100 20 100 50 100 100 18.519 100 37.037 100 62.963 100 100
c1c2 100 42.857 100 60 100 75 44.444 100 44.444 100 48.148 100 100
c1c2 100 37.5 100 33.333 100 25 17.857 100 39.286 100 57.143 100 100
c1c2 100 66.667 100 66.667 100 50 22.222 100 40 100 60 100 100
c1c2 100 0 100 0 100 0 18.605 100 32.558 100 58.14 100 100
c1c2 100 12.5 100 16.667 100 25 15.385 100 38.462 100 57.692 100 100
c1d2 100 94.872 95.062 93.103 84.774 90 24.28 100 46.091 100 59.671 100 86.942
c1d2 100 69.231 100 80 100 71.429 26.087 100 39.13 100 58.696 100 100
c1d2 100 18.75 100 33.333 100 37.5 19.101 100 38.202 100 59.551 100 100
c1d2 99.471 78.571 99.471 72.727 99.471 57.143 31.746 100 53.439 100 72.487 100 99.515
c1d2 98.739 44.444 98.319 57.143 97.899 33.333 23.95 100 44.958 100 63.025 100 94.231
d1a2 100 66.667 100 55.556 100 50 22.222 100 44.444 100 66.667 100 100
d1a2 100 55.556 100 57.143 100 60 33.333 100 50 100 75 100 100
d1a2 68.75 0 68.75 50 68.75 100 12.5 100 43.75 100 43.75 100 63.158
d1a2 100 0 100 0 100 0 15.789 100 36.842 100 57.895 100 100
d1a2 100 0 100 0 100 0 17.647 100 29.412 100 52.941 100 100
d1b2 100 12.5 100 16.667 100 50 12.5 100 37.5 100 50 100 100
d1b2 100 15.385 100 40 100 71.429 15.385 100 15.385 100 30.769 100 79.31
d1b2 100 13.333 100 36.364 100 50 0 100 11.111 100 33.333 100 88.889
d1b2 100 85.714 100 81.818 100 85.714 23.529 100 35.294 100 58.824 100 100
d1b2 100 0 100 0 90.909 16.667 18.182 100 36.364 100 54.545 100 96.154
d1c2 100 58.333 100 55.556 100 50 27.027 100 45.946 100 72.973 100 100
d1c2 100 69.231 100 80 100 71.429 30.435 100 60.87 100 69.565 100 100
d1c2 100 60 100 72.727 83.333 100 12.821 100 41.026 100 61.538 100 96.491
d1c2 80 16.667 70 14.286 85 11.111 15 100 25 100 40 100 90.476
d1c2 95.455 31.579 95.455 42.857 90.909 20 4.545 100 22.727 100 54.545 100 95.556
d1d2 100 100 100 90.909 100 87.5 32.468 100 58.442 100 76.623 100 100
B.2 Application 129
d1d2 100 100 100 100 100 100 20.455 100 40.909 100 65.909 100 100
d1d2 100 81.25 100 83.333 100 75 20.69 100 46.552 100 65.517 100 100
d1d2 100 88.636 100 87.879 100 95.455 20.635 100 44.444 100 63.492 100 100
d1d2 99.203 90.909 99.203 93.939 94.024 90.909 32.271 100 50.598 100 67.331 100 96.393
Ce tableau représente les résultats des 80 modules dans les 6 différentes catégories.
%Anticlique : le pourcentage des gènes qu’on a enlevé de la partie hors clique et qu’on les
retrouve.
%clique : le pourcentage des gènes qu’on a enlevé de la plus grosse clique et qu’on les
retrouve.
%AnticliqueM0M1 : le pourcentage des gènes dans le Anticlique de M0 qui se trouvent dans
M1.
B.2 Application
B.2.1 Résultats de 193 modules
GO_ID
Taille
des M0s
Taille
des M1s
ScoreTopo
des M0s
ScoreTopo
des M1s
ScoreFunc
des M0s
ScoreFunc
des M1s
Nombre de gènes
enlevés des M0s
1 GO:0000082 58 267 0.49 1.367 0.451 0.5 0
2 GO:0000165 64 289 0.365 0.934 0.454 0.555 0
3 GO:0000187 72 349 0.286 1.006 0.451 0.518 0
4 GO:0000226 77 105 0.416 0.48 0.536 0.573 0
5 GO:0000724 62 166 0.571 1.058 0.603 0.605 0
6 GO:0000902 78 325 0.359 0.937 0.424 0.51 0
7 GO:0001503 89 367 0.407 1.143 0.453 0.484 0
8 GO:0001541 50 351 0.219 0.969 0.438 0.689 0
9 GO:0001558 52 311 0.329 1.076 0.481 0.52 0
10 GO:0001568 70 310 0.483 1.05 0.49 0.537 0
11 GO:0001570 67 286 0.504 1.025 0.511 0.549 0
12 GO:0001756 54 341 0.402 0.948 0.507 0.688 0
13 GO:0001843 94 336 0.437 0.95 0.477 0.511 0
14 GO:0001889 67 380 0.322 0.921 0.457 0.665 0
15 GO:0001932 60 307 0.36 0.979 0.434 0.536 0
16 GO:0001933 76 359 0.387 1.032 0.411 0.497 0
17 GO:0001938 65 305 0.414 1.019 0.469 0.538 0
18 GO:0001942 48 255 0.44 0.956 0.496 0.568 0
19 GO:0001947 55 278 0.413 0.753 0.546 0.708 0
20 GO:0003007 62 267 0.498 0.982 0.528 0.557 0
21 GO:0003151 53 278 0.511 0.888 0.573 0.714 0
22 GO:0006006 61 506 0.354 1.362 0.396 0.862 0
23 GO:0006302 58 213 0.56 1.188 0.553 0.57 0
24 GO:0006310 78 184 0.606 1.029 0.62 0.612 0
25 GO:0006338 77 359 0.424 0.937 0.548 0.725 0
26 GO:0006396 70 216 0.602 1.046 0.655 0.69 0
27 GO:0006413 52 127 0.793 1.053 0.652 0.816 0
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28 GO:0006461 65 374 0.334 1.085 0.358 0.473 0
29 GO:0006469 92 341 0.268 0.861 0.468 0.518 0
30 GO:0006486 71 100 0.299 0.419 0.645 0.681 0
31 GO:0006606 61 116 0.504 0.634 0.535 0.613 2
32 GO:0006633 70 161 0.508 0.81 0.641 0.651 1
33 GO:0006694 57 97 0.602 0.692 0.633 0.739 2
34 GO:0006812 66 169 0.26 0.628 0.575 0.66 0
35 GO:0006821 74 189 0.31 0.616 0.626 0.693 0
36 GO:0006869 89 182 0.388 0.579 0.548 0.659 0
37 GO:0006874 95 372 0.28 0.919 0.409 0.564 0
38 GO:0006888 69 191 0.593 0.731 0.555 0.659 0
39 GO:0006898 46 192 0.461 0.779 0.421 0.605 0
40 GO:0006909 49 239 0.435 0.899 0.418 0.537 0
41 GO:0006919 60 327 0.335 1.02 0.48 0.539 0
42 GO:0007005 66 400 0.451 1.153 0.394 0.463 0
43 GO:0007015 75 372 0.425 1.057 0.424 0.478 0
44 GO:0007018 60 66 0.406 0.482 0.667 0.678 2
45 GO:0007030 75 287 0.474 0.807 0.469 0.549 0
46 GO:0007050 78 485 0.345 1.001 0.454 0.622 0
47 GO:0007059 85 218 0.718 1.263 0.551 0.553 0
48 GO:0007157 48 126 0.441 0.658 0.467 0.631 0
49 GO:0007160 74 301 0.397 0.657 0.443 0.695 0
50 GO:0007169 99 357 0.412 0.929 0.518 0.53 0
51 GO:0007179 71 282 0.495 0.939 0.453 0.555 0
52 GO:0007224 70 149 0.46 0.533 0.51 0.679 0
53 GO:0007229 63 248 0.465 0.862 0.447 0.606 0
54 GO:0007368 72 285 0.342 0.768 0.518 0.6 0
55 GO:0007389 57 251 0.459 0.754 0.603 0.73 0
56 GO:0007417 73 345 0.353 0.76 0.464 0.645 0
57 GO:0007517 60 302 0.381 0.753 0.497 0.682 0
58 GO:0007519 50 357 0.506 0.974 0.469 0.686 0
59 GO:0007596 72 63 0.543 0.685 0.458 0.508 11
60 GO:0007612 60 318 0.498 0.892 0.417 0.771 0
61 GO:0007613 75 296 0.412 0.83 0.42 0.542 0
62 GO:0007623 69 506 0.378 1.358 0.473 0.883 0
63 GO:0008033 81 189 0.671 1.048 0.725 0.68 0
64 GO:0008104 77 486 0.312 1.294 0.394 0.429 0
65 GO:0008202 83 252 0.533 0.99 0.551 0.593 0
66 GO:0008203 86 393 0.522 1.284 0.457 0.498 0
67 GO:0008217 57 302 0.406 1.011 0.417 0.525 0
68 GO:0008286 49 234 0.476 0.849 0.442 0.586 0
69 GO:0008344 63 350 0.379 1.12 0.392 0.48 0
70 GO:0008542 58 294 0.36 0.879 0.405 0.553 0
71 GO:0008544 49 284 0.458 0.78 0.447 0.687 0
72 GO:0008584 73 409 0.278 0.934 0.468 0.643 0
73 GO:0008630 49 251 0.397 0.891 0.463 0.571 0
74 GO:0008654 56 173 0.423 0.837 0.62 0.595 0
75 GO:0009615 53 240 0.689 0.98 0.435 0.692 0
76 GO:0009636 52 428 0.292 1.372 0.391 0.862 0
77 GO:0009790 72 405 0.383 0.971 0.433 0.647 0
78 GO:0009968 52 236 0.345 0.844 0.507 0.617 0
79 GO:0010033 54 441 0.323 1.341 0.362 0.862 0
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80 GO:0010923 48 52 0.375 0.413 0.733 0.726 0
81 GO:0010977 60 341 0.46 1.075 0.411 0.51 0
82 GO:0014068 62 267 0.36 0.915 0.481 0.567 0
83 GO:0016485 80 171 0.267 0.369 0.452 0.758 0
84 GO:0016525 67 330 0.405 1.06 0.474 0.525 0
85 GO:0018108 63 250 0.455 0.852 0.499 0.583 0
86 GO:0019233 73 292 0.381 0.863 0.428 0.537 0
87 GO:0019827 69 337 0.495 0.963 0.528 0.715 0
88 GO:0021766 50 283 0.398 0.788 0.476 0.688 0
89 GO:0021987 50 292 0.327 1.066 0.497 0.525 0
90 GO:0022008 61 326 0.236 0.761 0.492 0.659 0
91 GO:0030097 80 407 0.364 1.1 0.454 0.474 0
92 GO:0030178 53 207 0.504 0.839 0.511 0.614 0
93 GO:0030198 96 472 0.418 1.281 0.449 0.451 0
94 GO:0030317 62 163 0.509 0.916 0.467 0.53 0
95 GO:0030326 61 194 0.505 0.582 0.558 0.764 0
96 GO:0030334 75 352 0.402 1.022 0.451 0.518 0
97 GO:0030433 56 65 0.611 0.636 0.546 0.589 1
98 GO:0030512 51 359 0.418 0.98 0.438 0.688 0
99 GO:0030593 54 198 0.631 0.927 0.488 0.617 0
100 GO:0030900 75 314 0.431 0.727 0.53 0.69 0
101 GO:0031047 53 287 0.45 0.951 0.534 0.73 0
102 GO:0031398 55 347 0.361 0.965 0.411 0.672 0
103 GO:0031532 51 261 0.441 0.91 0.423 0.561 0
104 GO:0031647 67 364 0.347 0.918 0.365 0.647 0
105 GO:0032088 64 327 0.353 0.883 0.44 0.709 0
106 GO:0032091 58 352 0.365 0.929 0.396 0.671 0
107 GO:0032092 68 326 0.38 0.963 0.393 0.515 0
108 GO:0032436 65 256 0.44 0.99 0.441 0.485 0
109 GO:0032729 47 272 0.508 1.043 0.455 0.567 0
110 GO:0032755 47 230 0.467 0.941 0.475 0.595 0
111 GO:0032760 53 180 0.561 0.843 0.479 0.615 0
112 GO:0032869 67 291 0.429 0.948 0.42 0.532 0
113 GO:0032880 63 303 0.25 0.938 0.427 0.51 0
114 GO:0032922 59 292 0.431 0.916 0.498 0.728 0
115 GO:0033138 72 273 0.366 0.834 0.477 0.568 0
116 GO:0034097 57 256 0.467 0.921 0.41 0.556 0
117 GO:0034599 55 333 0.311 0.914 0.402 0.675 0
118 GO:0034613 51 285 0.346 0.951 0.372 0.532 0
119 GO:0034976 65 261 0.553 0.883 0.431 0.538 0
120 GO:0035023 71 202 0.436 0.643 0.514 0.628 0
121 GO:0035690 50 286 0.302 0.911 0.396 0.54 0
122 GO:0035914 54 242 0.398 0.837 0.548 0.76 0
123 GO:0040008 69 340 0.312 0.903 0.424 0.656 0
124 GO:0042060 68 318 0.484 1.035 0.413 0.507 0
125 GO:0042102 61 274 0.536 1.001 0.43 0.554 0
126 GO:0042147 59 180 0.482 0.725 0.553 0.667 0
127 GO:0042254 81 91 1 1.051 0.586 0.633 3
128 GO:0042391 89 246 0.423 0.786 0.508 0.578 0
129 GO:0042472 67 304 0.349 0.763 0.506 0.667 0
130 GO:0042475 56 263 0.415 0.769 0.545 0.707 0
131 GO:0042632 61 174 0.518 0.765 0.445 0.535 0
132
132 GO:0042733 65 252 0.436 0.937 0.548 0.557 0
133 GO:0043010 68 301 0.341 0.764 0.508 0.663 0
134 GO:0043087 67 264 0.371 0.795 0.486 0.575 0
135 GO:0043154 58 282 0.359 0.938 0.427 0.542 0
136 GO:0043401 53 180 0.497 0.698 0.554 0.805 0
137 GO:0043406 50 178 0.432 0.754 0.494 0.636 0
138 GO:0043433 69 310 0.366 0.861 0.47 0.722 0
139 GO:0043525 68 295 0.365 0.917 0.443 0.537 0
140 GO:0043588 52 277 0.4 0.803 0.446 0.663 0
141 GO:0045165 71 272 0.386 0.71 0.592 0.717 0
142 GO:0045444 75 348 0.389 0.875 0.465 0.646 0
143 GO:0045454 63 214 0.509 0.83 0.459 0.579 0
144 GO:0045665 75 311 0.398 0.711 0.494 0.677 0
145 GO:0045669 65 250 0.49 0.957 0.506 0.564 0
146 GO:0045727 51 312 0.392 0.962 0.434 0.709 0
147 GO:0045732 56 280 0.386 0.927 0.385 0.525 0
148 GO:0045785 52 270 0.417 0.942 0.431 0.578 0
149 GO:0045860 57 266 0.291 0.879 0.455 0.563 0
150 GO:0046330 64 301 0.364 0.95 0.472 0.559 0
151 GO:0048146 61 251 0.376 0.88 0.477 0.565 0
152 GO:0048538 54 316 0.363 0.923 0.498 0.704 0
153 GO:0048661 76 250 0.42 0.803 0.459 0.568 0
154 GO:0048666 51 275 0.307 0.774 0.485 0.694 0
155 GO:0048704 53 141 0.597 0.643 0.606 0.811 0
156 GO:0048705 50 249 0.386 1.032 0.49 0.538 0
157 GO:0048812 59 275 0.393 0.917 0.441 0.543 0
158 GO:0048839 52 264 0.317 1.047 0.453 0.523 0
159 GO:0050679 71 293 0.398 0.984 0.491 0.541 0
160 GO:0050680 70 350 0.351 0.892 0.474 0.659 0
161 GO:0050727 56 288 0.313 0.965 0.391 0.546 0
162 GO:0050728 83 360 0.369 1.073 0.373 0.489 0
163 GO:0050729 60 211 0.567 0.898 0.438 0.594 0
164 GO:0050885 57 292 0.437 0.946 0.42 0.522 0
165 GO:0051028 81 104 0.726 0.656 0.511 0.704 5
166 GO:0051216 69 263 0.429 0.996 0.537 0.547 0
167 GO:0051259 63 292 0.322 0.914 0.378 0.504 0
168 GO:0051289 69 368 0.38 0.851 0.4 0.776 0
169 GO:0051291 86 333 0.342 0.911 0.377 0.486 0
170 GO:0051321 89 155 0.636 0.792 0.526 0.529 0
171 GO:0051603 56 93 0.446 0.48 0.644 0.832 1
172 GO:0051865 51 111 0.432 0.603 0.545 0.642 0
173 GO:0051897 78 333 0.349 0.957 0.442 0.523 0
174 GO:0051965 65 204 0.588 0.884 0.523 0.55 0
175 GO:0060021 81 318 0.358 1.023 0.529 0.522 0
176 GO:0060041 65 320 0.304 0.765 0.446 0.646 0
177 GO:0060070 88 258 0.418 0.773 0.532 0.595 0
178 GO:0060326 49 240 0.418 0.892 0.445 0.593 0
179 GO:0060348 51 260 0.476 1.027 0.473 0.54 0
180 GO:0060548 79 363 0.243 0.981 0.404 0.5 0
181 GO:0070373 58 279 0.377 0.9 0.456 0.551 0
182 GO:0070588 82 195 0.426 0.628 0.577 0.658 0
183 GO:0071347 46 165 0.546 0.833 0.481 0.62 0
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184 GO:0071356 68 282 0.488 0.963 0.443 0.55 0
185 GO:0071407 58 277 0.348 0.915 0.434 0.565 0
186 GO:0071456 58 307 0.397 0.972 0.379 0.52 0
187 GO:0072659 60 304 0.449 0.94 0.391 0.519 0
188 GO:0090090 96 332 0.412 0.929 0.485 0.537 0
189 GO:0090263 67 222 0.393 0.751 0.475 0.6 0
190 GO:0090630 70 305 0.336 0.904 0.49 0.505 0
191 GO:0097190 50 229 0.339 0.838 0.47 0.611 0
192 GO:1901215 53 279 0.311 0.915 0.4 0.541 0
193 GO:1903955 77 77 0.315 0.472 0.438 0.459 7
Table B.3 Résultats des modules fonctionnels
B.2.2 Attracteurs
Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7
Myzap Tspan9 9130023H24Rik Zfp119a Gm2453 Myzap
Fbxw11 Cspg4 Psip1 Gcm2 1700036A12Rik Tspan9
Tspan9 Bmp4 Zfp119a Arx Gm3764 Cd82
Adam10 Bmp5 Cnot6 Atf4 4930505N22Rik Csf2rb2
Adam17 Bmp6 Zzz3 Nkx3-2 Prrt4 Adgre1
Akt1 Ackr3 Zbtb21 Runx1 Cphx1 Caskin2
Akt2 Col3a1 Prdm15 Cys1 Ypel1 Fcer1g
Apc Col4a1 Aebp2 Dlx3 R3hdm4 Gpr65
Araf Col4a2 Tgs1 Dyrk1b Zim3 Spsb2
Arf4 Ednra Atf2 Egfr Krtap12-1 Il18rap
Axin1 Erbb2 Bmi1 Egr3 Xpnpep2 Itgb2
Casp3 Caskin2 Cbx1 Elk4 Nacad Lsp1
Ctnnb1 Fgfr1 Creb1 Emx1 Zc3h7b Tlr7
Cd82 Vegfd Ctcf Erf Serf1 Lyn
Fer Ctgf Ddx5 Evx2 Irgc1 Pde7a
Fmr1 Foxc2 Srsf10 Dmbx1 Irgq Rab19
Fzd1 Fzd1 Gabpa Bhlhe23 Thsd7b Tifa
Gja1 Fzd4 Zfp704 Foxl1 Tbc1d31 Arap2
Gna12 Fzd8 Rbm39 Galr3 Ccdc191 She
Lancl1 Gdf10 Pias2 Hand1 Disp2 Arhgap44
Nr3c1 Pdpn Mllt10 Hes3 AU041133 Rin3
Hif1a Cyr61 Usp34 Hoxa13 D930020B18Rik Arhgap39
Il6st Foxc1 Zfp638 Hoxa7 Wscd1 Fam13b
Itgav Notch3 Pnn Hoxd12 Asb16 Mob1a
Kras Ddr2 Sap18 Jund 9230109A22Rik Arhgap25
Arhgef2 Pdgfra Son Lbx1 Mroh2b Stard8
Smad3 Pdgfrb Sp4 Lhx3 Ubtd1 Arhgap20
Mknk1 Prkd1 Zfp280c Lmx1b Zfp92 Map3k8
Ppp1r12a Pkd2 Taf3 Zbtb7a Samd10 Ppp2r5e
Nck2 Pth1r Zfp719 Mef2d Ahdc1 Dok3
Pde7a Ptprm Zfp677 Foxk1 4933427D06Rik Tlr13
Pik3r1 Sfrp2 Zfp748 Mnt Tmem159 Ndrg3
Prkacb Sema3c Lcor Neurog1 Vwa3a Rab44
Prkci Slit3 Gabpb2 Nkx2-3 4933402N03Rik Rgs1
Psen1 Snai2 Kdm5a Nkx2-6 Trim60 Baiap3
134
Ptprk Sox17 Zfp322a Nkx2-9 Yjefn3 Plek
Pxn Sparc Zfp595 Nr4a3 Ccdc124 Il1rapl2
Rab23 Creb3l2 Ice1 Nr4a2 Zfp961 Tspan11
Srprb Tbx2 Mier3 Sebox Spata31d1d Cyth4
Arap2 She Fam208a Otp 9930021J03Rik Nfam1
Tbl1x Tead1 Zmym5 Pax4 Lactbl1 Rnd3
She Arhgap44 Zfp7 Pax6 Cct8l1 Spsb1
Arhgap44 Tgfb1i1 Zbed4 Pax9 Sspo Dock11
Ankmy2 Tgfb2 Zfp160 Pdx1 Prrt1 4930516K23Rik
Rin3 Tgfbr2 Zfp758 Pitx3 Spata2
Tgfbr1 Tgfbr3 Zfp959 Pou4f3 Zfp512b
Tgfbr2 Tspan7 Atrx Prop1 Ttll13
Tspan7 Yap1 Zfp281 Zfp286 Tcl1b3
Ctr9 Npr2 Zbtb41 Rax Fam131c
Vhl Stard8 Zfp11 Gsc2 C530025M09Rik
Arhgap39 Aplnr Zfp148 Rfx2 Nwd1
Baz1b Osr1 Zbtb14 Rnf2 Fbxw16
Fam13b Itga8 Zfp26 Satb1 C530008M17Rik
Atrx Tspan18 Zfp40 Nkx1-2 4930473A02Rik
Rabl6 Arhgap20 Zfp51 Six3 4930407I10Rik
Arhgap11a Ror2 Zfp52 Sox1 Ccdc187
Mob1a Smo Zfp54 Sox12 Dcst2
Wnk1 Fat4 Zfp59 Sox14 Tmem61
Stard8 Dlc1 Zfp60 Sox3 C130026L21Rik
Ric8b Dkk3 Zfp62 Skor1 Fndc11
Tspan18 Ramp2 Zfx Lcorl Dio3os
Arhgap20 Pdgfc Zik1 Zfp719 Gm5142
Mapk14 Fzd2 Epc2 Tlx2 Ajm1
Mapk9 Tmem100 Zfp770 Tnks Wdr95
Ppp2r5e Plpp3 Zfp189 Trp73 1700069L16Rik
Ndrg3 Mpzl1 Lin54 Vax1 Ccdc92b
Lats2 Tspan11 Zfp954 Zfp758 Smim22
Tollip Evc2 Zfp418 Zfp11 Fam222a
Stk3 Adgra2 Zfp772 Zscan2 Gm5600
Shoc2 Wwtr1 Zfp420 Zfp51 Ms4a15
Tspan3 Tgfb3 Crebzf Zfp54 Pfpl
Rnf14 Wnt5a Rsf1 Zfp60 Slc35g3
Il1rapl2 Plce1 Zfp764 Nkx2-4 Efcc1
Peli1 Zfp930 Zfp334 1700010L04Rik
Rabl3 Zbtb44 Zbtb10 Tmem200c
Mpzl1 Zfp280d Samd11 March10
Tspan11 Zfp445 Lrch4 Fbxw23
Arhgap19 Gm4924 Zfp418 1700020L24Rik
Mier1 Zfp994 Elmsan1 Bpifb2
Hbp1 Zfp119b Zfp119b Trpd52l3
Rnd3 Zfp53 D3Ertd254e Gm9112
Tnks2 Zbtb6 Zfp14 Inava
Spsb1 Zfp68 Zfp846 1700001G17Rik
Prkd3 D3Ertd254e Zfp937 Tex13a
Senp2 Zfp14 Onecut3 1110008E08Rik
4930516K23Rik Zfp317 Foxl2 Cilp2
Dnaja3 Zfp846 Tox2 Tmem214
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Setdb1 Npat Ss18l1 Tmem258
Shc1 Zfp937 Etv3 Plekha4
Ndst1 Zfp146 Tlx3 Fam24b
Zfp260 Foxe3 Tmem89
Zbtb1 Zfp865 1700018G05Rik
Casp8ap2 Ppp1r13l 1700024P12Rik
Zfp275 Zfp703 1700027J07Rik
Twistnb Gm5141 Ripor3
Mga Zfat Tmem52
Zfp292 Zfp948 1810064F22Rik
Zfp182 Zfp873 Ints14
Rfx7 Rslcan18 Spata3
Taf2 Zfp141 Actl10
Lrif1 Zfp560 Fam71d
Gm5141 Aym1 Speer4f1
Zfp948 Klf13 Tmem30c
Zfp229 Atxn1l 4933406B17Rik
Zfp708 Atoh7 4933405L10Rik
Gm13212 Hif3a 4933416M07Rik
Zfp141 Scrt2 4933412E24Rik
Zfp975 Msgn1 4933423P22Rik
Zfp560 Cited4 Fbxo24
Hnrnpdl Zfp551 4933428M09Rik
Fubp1 Mtdh 4930593A02Rik
Pnrc2 Zfp606 Dhrs2
Cnot4 Trnp1 8430432A02Rik
Zfp326 Cdk13 Klhdc3
Bdp1 Casz1 1700003E16Rik
Mterf1a Dpf3 Tex44
Tcerg1 Zfp689 1600014C23Rik
Zfp113 Rfx4 1700014B07Rik
Zbtb33 Zfp251 Ccdc74a
Rbak Zfp618 Ccdc12
Zfp24 Nfatc4 Snhg5
Zfp551 Zfp974 Zfp248
Zfp963 Phf19 5430402O13Rik
Zfp800 Sost 1700034J04Rik
Mterf3 Asxl2 1700045I11Rik
Esf1 Zbtb4 1700101I19Rik
Zxdb Zfp773 Prr27
2610021A01Rik Zfp712 4930408O17Rik
Swt1 Bcl9l 4930448F12Rik
Ikzf5 Rad54l2 4931406B18Rik
Paxbp1 Sp6 4933406J09Rik
Zfp606 Tbx19 Tex37
Hcfc2 Foxh1 1700016A09Rik
Zfp932 Notch2 Iqce
Zfp935 Sufu 1700093J21Rik
Zfp251 Hand2 4931428F04Rik
Ing3 4931429L15Rik
Zfp654 Pgs1
Cnot2 Zswim5
136
Zfp131 Stpg3
Bclaf1 4930432B10Rik
Zfp518a 4930429D17Rik
Zfp74 4930449E01Rik
Ccnt2 Iqca
Zfp983 Zc2hc1b
Gpbp1 Mfsd13a
Zfp974 4930533L02Rik
Zfp433 4930553M12Rik
Zfp263 Erich6b
Asxl2 Slc35f4
Taf1d 4930548F15Rik
Zmym2 4930563E22Rik
Zfp934 Ccdc83
Zfp712 4930556J24Rik
Zfp623 4930558K02Rik
9130019O22Rik 4930597L12Rik
Mynn 0610040F04Rik
Gtf2a1 Ttc32
Ice2 1700021P04Rik
Trim33 Clnkos
Arid4b Nat8f4
Zfp451 Spata9
Ripor1
Vsig10l
4833422M21Rik
4930431F12Rik
4930578I07Rik
4930566N20Rik
4930578G10Rik
5033417F24Rik
Ankrd36
Mroh3
Spatc1l
Tmem270
1700122O11Rik
Cby3
5330417H12Rik
Morn1
1700021A07Rik
E130018N17Rik
Tmem116
Dnhd1
4930554H23Rik
6030468B19Rik
E130116L18Rik
Prr15
Lrp8os1
4930430O22Rik
Tmem210
Dnajc21
1700061G19Rik
B.2 Application 137
4930544L04Rik
4930546C10Rik
Gm9799
Herpud2
Gpank1
Pramel1
Klra21
4833439L19Rik
Table B.4 Ces 6 colonnes représentent les attracteurs (clusters) des gènes. Chaque cluster contient les
symboles des gènes.
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Abstract 
Motivation: A comprehensive, accurate functional annotation of genes is key to systems-level ap-
proaches. Forward and reverse genetics produced a substantial amount of data on gene functions; 
yet, a large fraction of genes are still poorly annotated, even in model organisms. One possible ap-
proach to complement existing annotations is to analyze gene co-expression as functionally related 
genes tend to be co-expressed. 
Results: Gene co-expression data are represented as high-dimensional graphs in which nodes de-
note genes and edges denote co-expression. In the present work, we describe TopoFunc, a machine 
learning method that combines topological and functional information on co-expression modules. We 
first selected topological descriptors of gene co-expression modules that discriminated modules 
made of functionally related genes and modules made of randomly selected genes. Using the select-
ed topological descriptors, we performed Linear Discriminant Analysis to construct a topological score 
that predicted the type of a module. We combined the topological score with a functional similarity 
score in a fitness function. Starting from a given Gene Ontology Biological Process (GO-BP), we 
used a genetic algorithm to find genes whose co-expression with the largest clique of the GO-BP 
suggested that they may be functionally related. We tested TopoFunc on the 193 murine GO-BPs 
comprising 50-100 genes and showed that TopoFunc aggregated a number of novel genes to the 
initial GO-BP while improving module topology and functional similarity. 
Availability: Source code and binaries freely available for download at URL, implemented in R and 
supported on linux and MS Windows. 
Contact: laurent.journot@igf.cnrs.fr; robert.sabatier@umontpellier.fr; ali.janbain@umontpellier.fr  
Supplementary information: Supplementary data are available at Bioinformatics online. 
 
 
1 Introduction  
In model organisms, forward and reverse geneticists produced a large 
amount of functional data that identified the function of many genes. 
Yet, numerous human, murine, fly, worm, and yeast genes still have no 
or sparse functional annotations (Stoeger et al., 2018); the situation is 
obviously poorer in non-model organisms. The available information on 
gene function was categorized in the Gene Ontology (GO) 
(The Gene Ontology Consortium, 2017) or the Kyoto Encyclopedia of 
Genes and Genomes (KEGG) (Kanehisa et al., 2012) projects. Such 
projects are key to genome wide approaches as they help organize the 
thousands of genes harbored by prokaryote and eukaryote genomes into 
functional ‘pathways’ or ‘biological processes’. The resulting gene 
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classification is widely used to infer functional knowledge from omics 
data, e.g. by testing the over-representation of GO categories among 
differentially expressed genes in transcriptomic data. It is then crucial 
that the gene functional annotations are as accurate and comprehensive 
as possible. 
When no or few experimental data were available, computer biologists 
developed various methods to infer gene function from genome scale 
data. One possible approach is to analyze gene co-expression as co-
expressed genes tend to be functionally related (Stuart et al., 2003; van 
Noort et al., 2003; Hansen et al., 2014; Schaefer et al., 2017). The first 
step in this process is to define a metric that captures the similarity 
between gene expression profiles for any gene pair across a series of 
biological samples. Euclidian distance, Pearson’s correlation, Mutual 
Rank, and Bayesian metric have all been used with some advantages and 
disadvantages. The second step is to define a threshold value for the 
selected metric to classify gene pairs as ‘co-expressed’ and ‘non-co-
expressed’. The resulting data are represented as a high-dimensional 
graph in which nodes denote genes and (weighted) edges denote co-
expression. As functionally related genes tend to be co-expressed, genes 
involved in the same function tend to cluster in the co-expression net-
work and form a so-called functional module or sub-network. The identi-
fication of such modules is critical to systems approaches. 
In a previous work (Al Adhami et al., 2015), we characterized the to-
pology of gene co-expression networks using 2 parameters (Figure 1), 
which discriminated groups of randomly selected genes (random mod-
ules, RMs) from groups of genes with known functional relationship 
(functional modules, FMs), e.g. genes that belong to the same GO Bio-
logical Process. Average Mutual Rank was not predictive of a module 
class, random or functional; in contrast, Average Degree largely discrim-
inated the two classes of modules (Figure 1). In the present work, we 
generalized this approach and performed a systematic study of module 
topological descriptors. We used LASSO to select the topological de-
scriptors that best discriminated FMs and RMs. We then performed 
Linear Discriminant Analysis to find a linear combination of those 
relevant descriptors that optimally separated FMs and RMs. We com-
bined this topological score with a functional score based on the work of 
Wang and co-workers (Wang et al., 2007) in a fitness function imple-
mented in a genetic algorithm (GA). Starting from a given GO-BP, this 
GA was aimed at eliminating genes only weakly co-expressed with the 
largest clique of the GO-BP and adding genes ‘improving’ module 
topology. Finally, we applied this method, which we named TopoFunc, 
to GO-BPs comprising 50 to 100 genes. 
 
 
Fig. 1. The topology of co-expression modules predicts the functional relationship 
among genes that constitute these modules. COXPRESdb was used to retrieve co-
expression links among the 20,959 genes that are comprised in the database. We generat-
ed functional modules (FMs, red dots) by drawing 142 sets of 85 genes that belong to the 
same GO Biological Process. We generated random modules (RMs, blue dots) by 
drawing 1,000 sets of 85 genes from COXPRESdb. The Average Degree and Average 
Mutual Rank were computed and plotted for each module. Average Mutual Rank is not 
predictive of the functional relationship between genes. In contrast, Average Degree 
largely discriminates random and functional modules. 
2 Methods 
2.1 Data 
Mouse co-expression data were obtained from COXPRESdb Mmu.c3-
1 (Obayashi et al., 2013). COXPRESdb uses Mutual Rank (MR) to 
measure co-expression. The Mutual Rank of genes i and j is the geomet-
ric mean of the rank of i in the Pearson’s correlation coefficient (PCC)-
sorted list of genes co-expressed with j and the rank of j in the PCC-
sorted list of genes co-expressed with i; the lower the MR, the higher the 
co-expression of the 2 genes. According to Obayashi and Kinoshita, MR 
showed better performance than PCC in GO prediction (Obayashi and 
Kinoshita, 2009). If the MR of 2 genes is lower than a given threshold µ, 
they are considered as co-expressed. Hence, the COXPRESdb network 
can be fully described by the following binary adjacency matrix A: 
 
!"# = $0%&'%()*&+, > -1%&'%()*&+, . -/  (1) 
 
We used GO-BPs to annotate the functions of the gene modules. The 
correspondence between genes and GO terms was obtained from the 
gene2go file (version 30, November 2016) from the NCBI repository 
(Wheeler et al., 2008). 
To construct the database to train the machine learning model, we set 
µ=1,200 (see section 2.2) and generated all, i.e. 978, FMs from GO-BPs 
that comprised 20 to 500 genes; we also generated 1,000 RMs that 
contained 20 to 500 randomly selected genes and whose size distribution 
is comparable to that of FMs (Figure 2). 
 
 
 
Fig.2. Distribution of module size. The distribution of the module size (node number) of 
RMs and FMs in the training database is comparable. 
 
2.2 Setting the threshold value µ 
We previously suggested that a reasonable value for µ is 1,200 (Al 
Adhami et al., 2015). Here, we performed a systematic study and tested 
12 values for µ ranging from 300 to 2,000 (Supplementary File, section 
2). We generated FMs and RMs for each µ value and calculated all the 
descriptors of the resulting modules (see section 2.3 and Supplementary 
File, section 1 for the definition of module topology descriptors). LDA 
was then used, for each µ, to find a linear combination of the descriptors 
that optimally separated FMs and RMs (see section 2.4 for details). We 
then used cross-validation to estimate the performance and the error of 
the model, and noted that the error stabilized for µ=1,200 (Supplemen-
tary File, section 2). We used µ=1,200 for the rest of the work. 
 
2.3 Topological descriptors 
Many parameters (descriptors) can capture a facet of a network topol-
ogy (Maslov and Sneppen, 2002; Dong and Horvath, 2007; Assenov et 
al., 2008). To identify those able to discriminate FMs and RMs, we 
investigated 13 descriptors whose definitions are given in Supplementary 
File, section 1. Because the ability of a descriptor to classify modules as 
‘FM’ or ‘RM’ may depend on the module size, we generated all, i.e. 978, 
FMs whose size varied between 20 and 500 genes and 1,000 RMs. We 
computed the 13 descriptors from the 1,978 modules and summarized 
the results in Supplementary Table S1 that comprised the values of the 
descriptors and the response vector. This matrix was used to learn a 
LASSO model (Tibshirani, 1996) in order to select the predictor varia-
bles (relevant descriptors). This technique aimed at removing the redun-
dant or irrelevant descriptors without much loss of information. It is 
broadly used to make the model easier to interpret and increase generali-
zation by reducing the variance. 
We had a set of modules D = (x1, y1), ..., (x1,978, y1,978) such as for eve-
ry module i, the vector xi = (xi1, ..., xi13) comprised the descriptors of 
module i. The vector of binary responses yi informed about the module 
class, ‘FM’ or ‘RM’. The logistic regression model assumed that 
 
2*3" = 4(|5", = 66789:;<? (2) 
 
TopoFunc 
, where @ A B6C was the vector of regression coefficients. 
LASSO estimated the parameter vector by minimizing the least 
squares quadratic criterion under a constraint on the sum of the absolute 
values of the coefficients or, equivalently, by minimizing the quadratic 
criterion penalized by the norm L1 of the coefficients. The LASSO 
method selected 6 relevant descriptors: Shortest Path, Betweenness 
Centrality, Average Degree, Inverse Centrality, Clustering Coefficient 
and Size. The distribution of each relevant descriptor for RMs and FMs 
is shown Supplementary File, section 3. We observed that the average 
Betweenness Centrality, the Average Degree and the average Clustering 
Coefficient were higher in FMs than in RMs, indicating that FMs tended 
to be denser and more compact than RMs. 
 
2.4 Classification of modules based on the relevant descriptors 
We then applied LDA to find a linear combination of the relevant de-
scriptors that optimally discriminated FMs and RMs (Hastie et al., 
2001). We extracted a training set from Supplementary Table S1 by 
keeping the columns for the 6 relevant descriptors and the response 
vector. As two classes were to be predicted, only one discriminant axis 
could be built; we denoted ScoreTopo the coordinate of each module on 
this axis. The coefficients of the 6 descriptors were Shortest Path, -
0.67294573; Betweenness Centrality, 32.37896628; Average Degree, 
0.04082761; Inverse Centrality, 9.15250821; Clustering Coefficient, 
0.19094753; Size, -0.00845438. To assess the contribution of each 
descriptor to the LDA model, we calculated the correlation between 
ScoreTopo and each of the 6 descriptors; Shortest Path, 0.12; Betweenness 
Centrality, 0.54; Average Degree, 0.23; Inverse Centrality, 0.76; Cluster-
ing Coefficient, 0.44; Size, 0.24. 
 
Table 1. The confusion matrix for the LDA model applied to the 
training set. The overall classification error rate was 7.99%. 
  Actual class  
   RM FM Total 
Predicted RM 973 131 1,104 
class  FM 27 847 874 
Total 1,000 978 1,978 
 
 
Data in Table 1 showed that 973 out of 1,000 RMs and 847 out of 978 
FMs were correctly classified, corresponding to a classification error rate 
of 7.99%. To further illustrate the classification performance, we show 
the distribution of the ScoreTopo variable for RMs and FMs in Figure 3. 
 
 
Fig. 3. The distribution of ScoreTopo for random (blue) and functional (red) modules. 
 
We used cross-validation to estimate the prediction performance of the 
model when applied to new data (Hastie et al., 2001). Two-fold cross-
validation is commonly used. Briefly, we randomly split the training set 
into 2 equal subsets d0 and d1. We trained a LDA model on d0 and 
validated the model on d1, followed by training on d1 and validation on 
d0. The process was repeated 1,000 times and the average classification 
error rate was 8.36%. 
 
2.5 Gene functional similarity 
So far, we classified modules as ‘RM’ and ‘FM’ based only on their 
topological features and we did not take into account the biological 
information associated with the genes they were made of. As mentioned 
in the introduction, the Gene Ontology project includes 3 ontologies. 
‘Molecular Function’ describes the functional properties at the gene 
product level, e.g. the catalytic activity of an enzyme. ‘Cellular Compo-
nent’ specifies the cellular compartment in which the gene product is 
localized, e.g. mitochondria, nucleus, cytoplasm… ‘Biological Process’ 
indicates the cellular or organismal process in which the gene product is 
working, e.g. Wnt signaling, RNA translation…The latter ontology is the 
most relevant with respect to the aims of our study and the only we will 
consider further. Ontologies are represented as directed acyclic graphs in 
which the terms form the nodes and two sorts of semantic relations, 
’is_a’ and ’part_of’, form the edges. ’is_a’ is a simple class-subclass 
relation, where A ‘is_a’ B implies that A is a subclass of B. ’part_of " is 
a partial ownership relation; C ‘part_of’ D implies that whenever C is 
present, it is a part of D. The presence of C implies the presence of D but 
the presence of D does not automatically imply the presence of C. 
Several methods have been developed to measure the functional simi-
larity of genes through GO annotations. Some measure gene functional 
similarities based solely on the probability of the appearance of GO 
terms and ignore the semantic relations among these terms in the GO 
graph. Other methods were proposed to measure the semantic similarity 
of terms in a specific taxonomy (Jiang and Conrath, 1997; Lin, 1998; 
Resnik, 1999); they were originally developed for the natural language 
taxonomies and it is unclear whether they are suitable for measuring the 
semantic similarity of GO terms.  Ideally, the semantics of a GO term 
(biological meaning) should include the biological meanings of all its 
ancestor terms. The measurement of the semantic similarity of two GO 
terms should then take into account not only the common ancestors 
number, but also the locations of these ancestor terms related to the two 
specific terms in the GO graph. We used the method proposed by Wang 
and co-workers (Wang et al., 2007), which encodes the semantics of a 
GO term into a numerical value by summing the semantic contributions 
of their ancestor terms (including this specific term) in the GO graph. 
We calculated β, a matrix of functional similarity between the genes of 
our database based on this method. For any module, denoted M, com-
posed of n genes, we extracted the sub-matrix of β representing the 
similarity between all pairs of genes in the module. This matrix was 
symmetric. We defined 
DEFGHIJKL = M N"O*P;QPR,;SRK*KT6,  (3) 
 
where Sim(gi,gj) was the similarity between the genes gi et gj A M as 
defined by Wang and co-workers (Wang et al., 2007). ScoreFunc was a 
number between 0 and 1; the closer it was to 1, the more the module was 
composed of functionally similar genes. 
This work, and the guilt-by-association approach in general, is based 
on the premise that frequent gene co-expression predicts functional 
similarity. ScoreTopo describes the topology of the co-expression module 
and ScoreFunc is a measure of the functional similarity among a set of 
genes. If the premise of our work is correct, we should observe no corre-
lation between the two scores for RMs and some correlation for FMs. 
We plotted ScoreTopo vs. ScoreFunc for the FMs and the RMs defined 
above (Figure 4). 
 
 
Fig. 4. Plot of ScoreTopo vs. ScoreFunc for RMs and FMs. No significant correlation was 
observed for 1,000 RMs (PCC=0.003) in contrast to 978 FMs (PCC=0.364) with gene 
numbers ranging from 20 to 500. 
 
RMs displayed low ScoreFunc values confirming they were composed 
of genes that were not functionally related, as expected for randomly 
selected genes. In contrast, FMs had higher ScoreFunc so that ScoreFunc 
almost perfectly discriminated RMs and FMs (Figure 4). ScoreTopo did 
not discriminate FMs and RMs as efficiently as ScoreFunc for reasons that 
will be discussed in the Discussion section. It was noteworthy that we 
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observed no correlation of ScoreTopo vs. ScoreFunc for RMs (PCC=0.003), 
and a correlation for FMs (PCC=0.364), which confirmed that ScoreTopo 
displayed the anticipated properties. 
3 Results 
 
3.1 Combining topological and functional information  
The present study was aimed at combining information on gene co-
expression and gene function to refine GO annotations by [1] identifying 
genes with functional similarity to members of known GO-BPs, and [2] 
possibly removing genes with weak functional similarities in the module 
under study. Starting from a known GO-BP, we searched for genes co-
expressed with members of that GO-BP to find novel genes that, com-
bined with the genes of the GO-BP under study, defined an ‘optimal’ 
module whose topology was similar to that of FMs and whose members 
shared a maximum of functional similarity. However, the number of 
candidate genes that may be part of the GO-BP was far too large for a 
systematic scanning. For example, the number of potential subsets of 
genes with size ranging from 20 to 50, a small fraction of the observed 
GO-BP sizes, in the large set of 20,959 genes was 3.6×10151. We there-
fore implemented the scanning process through a genetic algorithm 
(GA), which involved the construction of a fitness function. 
3.1.1 Fitness function 
In order to rank modules, we had to design a fitness function that quanti-
fied the quality of these modules with respect to both co-expression and 
shared functions. The Supplementary File, section 4, describes the 
different steps that led to the definition of the fitness function FF, to be 
maximized, that combined topological and functional information for 
any new module M1, derived through addition and deletion of genes from 
a known module M0:  
 
44UV*(6, = W*XY Z X6 × DEFGH[\]\*(6,, × DEFGHIJKL*(6, ×
E!G^*(6 _ (Y,
E!G^*(Y,  
 
ScoreTopo favored modules with FM-like topology as defined in section 
2.4. ScoreFunc favored modules composed of functionally related genes as 
defined in section 2.5. card(M1∩M0) was the number of genes belonging 
to M0 and M1 and card(M0) the number of genes in M0. The latter term 
aimed at ‘anchoring’ the novel module around M0; without this term, the 
module was likely to drift towards a neighbor module, mostly independ-
ent from M0 but with better topological and functional properties. 
When maximizing FF, the three terms should contribute to the quantifi-
cation of M1 quality to the same extent. However, their range were very 
different; the third term obviously belonged to [0,1], and so did ScoreFunc 
as seen in section 2.5. In contrast, ScoreTopo ranged from -2.535 to +6.466 
on the learning data set. We introduced δ0 (= 0.1110948) and δ1 (= 
0.281608) to normalize ScoreTopo by rescaling its value using the learning 
dataset so that the RM with the lowest ScoreTopo was set to 0 and the FM 
with highest ScoreTopo was set to 1. 
3.1.2  Genetic algorithm 
GA are inspired by natural selection (Goldberg, 1989), and are useful 
in complex optimization problems (Chandrashekar and Sahin, 2014; 
Soufan et al., 2015). Here, we used a GA to identify ‘optimal’ modules 
by maximizing FF. We initialized the algorithm with a population consti-
tuted of multiple individuals, i.e. modules in the frame of this study, each 
corresponding to a potential solution in the optimization problem. We let 
the population evolve according to three operators described in the next 
paragraphs: crossover, mutation and selection. Selection was crucial to 
keep the fittest individuals. Mutation and crossover were run inde-
pendently of the optimization issue. 
Initialization 
For each module to test, we used populations of 500 individuals 
(=modules), which contained up to 500 genes. Given a GO-BP M0 such 
that 5 ≤ card(M0) ≤ 500, the first generation-population was composed of 
· 300 individuals identical to M0,  
· 100 individuals composed of the largest clique of M0 and 
80% of the genes of M0 in the complement of the largest 
clique, and 
· 100 individuals composed of all genes in M0 and (500 - 
card(M0)) random genes (not in M0). 
Selection 
We implemented the selection based on the fitness values as in Reeves 
and Rowe (Reeves and Rowe, 2002). We ranked the individuals accord-
ing to their fitness value, the best one having the highest rank. We then 
calculated a probability to keep one individual in the next generation. An 
individual’s probability was proportional to its rank, so that the sum of 
probabilities over individuals summed to 1, and that the best individual 
was twice as likely to be selected as the individual with median rank. We 
also applied elitism to keep the best solution of each generation in the 
next one. 
Crossover 
At each generation, we produced new combinations of the previously 
selected individuals through single-point crossover (Reeves and Rowe, 
2002). We excluded from the crossover the largest clique, which we kept 
in every individual, and applied crossover to 50% of the individuals of a 
generation.  
Mutation 
We introduced mutations to efficiently explore the solution space and 
make sure that any point of this space can be reached within a finite 
number of generations. The possible mutations included substitution, 
deletion, or addition of one gene. We introduced one mutation per indi-
vidual and the probability of each type of mutation was 0.5 for substitu-
tion, 0.375 for deletion, and 0.125 for addition. The genes of the largest 
clique were excluded from the mutation process. 
Convergence and stopping criterion 
As shown by Bhandari and co-workers (Bhandari et al., 1996), two 
conditions are necessary and sufficient for a GA to converge as the 
number of iterations goes to infinity:  
· The best individual in the population has a fitness value no 
less than the fitness values of the optimal individual from the 
previous populations, which we implemented through selec-
tion. 
· Each solution has a positive probability of going to an opti-
mal individual within a finite number of iterations, which we 
implemented through mutation. 
We assumed that the GA had converged if the best solution was iden-
tical for 200 generations. We examined the convergence of the GA for 
193 M0 with 50 to 100 genes, and observed that it consistently converged 
in less than 3,000 generations; we thus set the default number of itera-
tions to 3,000 and stopped the GA when the best solution was identical 
for 200 generations. 
 
3.3 Validation 
To test the significance of the TopoFunc method, we left a number of 
genes out of different M0 modules, ran TopoFunc on these ‘thinned’ 
modules, and assessed whether the omitted genes were reinstated. 
We focused on the set of the 978 GO-BPs that comprised 20 to 500 
genes. To assess whether the topology and size of the GO-BPs affect the 
effectiveness of TopoFunc, we partitioned the 978 modules into 16 
classes according to the quartiles of the module size and normalized 
ScoreTopo values. The number of GO-BPs in each of the 16 classes is 
displayed in Table 2. 
 
Table 2. Number of GO-BPs in each of the 16 classes defined by the 
quartiles of GO-BPs size and ScoreTopo distributions. 
        GO-BP size 
   ≤25 26-34 35-57 >57 
≤0.341  88 53 47 59 
ScoreTopo  0.341-0.424 39 49 65 93 
0.424-0.516 43 57 83 57 
>0.516  95 77 42 31 
 
We randomly selected five GO-BPs in each of the 16 classes (Supple-
mentary Table S2). From each of the 80 selected GO-BPs we generated 
three sub-modules by keeping 20, 40, or 60 % the genes in the largest 
clique (LC) and all the genes in the complement of the largest clique 
TopoFunc 
(CLC). We generated three additional sub-modules by keeping the LC 
and 20, 40, or 60% of the genes in the CLC. We ran TopoFunc on the 
resulting 480 sub-modules and calculated the percentage of omitted 
genes that were reinstated by TopoFunc in the final module. 
 
 
 
Fig. 5. Analysis of TopoFunc effectiveness at discovering functionally related genes. 
We partitioned the 978 GO-BPs with 20 to 500 genes into 16 classes according to their 
ScoreTopo and size (=card(M0)) as displayed in Table 2. We randomly selected 5 GO-BPs 
in each class and generated sub-modules by keeping 20, 40, or 60% of the largest clique 
(LC) and the full complement to the largest clique (CLC), or by keeping the LC and 20, 
40, or 60% of the CLC. We ran TopoFunc on the 480 sub-modules and calculated the 
percentage of the genes that were omitted and reinstated by TopoFunc. A. Box plots of 
the distribution of the percentage of reinstated genes for each of the 6 categories of sub-
modules. B. We calculated the means of the percentage of reinstated genes for each of the 
16 classes of modules and for each of the 6 categories of sub-modules, and represented 
the data as heat maps. 
 
The percentage of reinstated genes was dependent on whether the 
omitted genes belonged to the LC or to its complement. Genes omitted 
from the LC were more efficiently reinstated than those from the CLC 
(Figure 5A). The percentage of reinstated genes was also more variable 
for the genes of the LC than for those of the CLC (Figure 5A), suggest-
ing that genes in the LC are critical in TopoFunc. The different behavior 
of LC and CLC genes is also illustrated in Figure 5B. The percentage of 
CLC genes reinstated was highly dependent on the percentage of CLC 
genes kept; the more CLC genes were kept in the sub-module, the higher 
the percentage of CLC genes were reinstated (Figure 5B, lower panel). 
In this case, the ScoreTopo value or the number of genes in M0 only mar-
ginally affected the reinstating rate. In contrast, when genes from the LC 
were omitted, the size of the M0 module largely affected the reinstating 
rate, at least for the 20 and 40% LC sub-modules (Figure 5B, upper 
panel). This was likely due to the fact that M0 modules with less than 25 
genes had a LC that often comprised as low as five genes (Supplemen-
tary Figure S6). Keeping 20% of these five genes resulted in just one 
gene, which made TopoFunc much less efficient. Surprisingly, the 
ScoreTopo of the M0 module was not drastically affecting the reinstating 
rate but, possibly, for the smallest modules (Figure 5B). All in all, these 
data indicated that TopoFunc efficiently discovered novel functionally 
related genes starting from a functional co-expression module. The size, 
rather than the topology, of the original module was the most critical 
parameter and one may anticipate that very small module, e.g. with less 
than 10 genes, may be less efficiently complemented by TopoFunc than 
larger modules. 
4 Application 
 
To illustrate the outcome of the TopoFunc method, and given the data 
of section 3.3, we focused on the 193 GO-BPs with 50 to 100 genes 
(Supplementary Table S3). Because some genes were not in 
COXPRESdb, the actual gene number range was 46-99. For each GO-
BP, i.e. M0, we ran TopoFunc and selected an ‘optimal’ module M1. 
Table S3 displays the number of genes, the ScoreTopo, and the ScoreFunc 
for each M0 and M1. We calculated the ratio of each variable for M1 to 
M0, and plotted the distribution of these ratios in Figure 6. 
 
 
Fig. 6. Distribution of the size ratio, ScoreTopo ratio, and ScoreFunc ratio. We ran 
TopoFunc on 193 GO-BPs comprising 50-100 genes. For each M0 (=GO-BP) and M1 
(=’optimal’ module), we determined the number of genes, the ScoreTopo, and the ScoreFunc, 
and plotted the distribution of the ratios of these variables for M1 and M0. 
 
The ‘optimal’ modules comprised significantly more genes (Figure 6, 
left panel), with improved topology (Figure 6, middle panel) and func-
tional similarity (Figure 6, right panel) than the original modules. This 
indicated that TopoFunc was able to aggregate novel genes to existing 
GO-BPs while preserving, most often improving, the functional similari-
ty of the constituting genes. TopoFunc decreased the gene number of 
only one GO-BP, GO:0007596, ‘blood coagulation’. This GO-BP origi-
nally comprised 72 genes in COXPRESdb; TopoFunc excluded 11 genes 
and added two novel genes. Gene Ontology defines ‘blood coagulation’ 
as ‘the sequential process in which the multiple coagulation factors of 
the blood interact, ultimately resulting in the formation of an insoluble 
fibrin clot’. Most of the genes in this GO-BP were related to the 
proteolytic cascade involved in clot formation and its regulation: com-
plement components, coagulation factors, serine proteases and inhibitors 
thereof, fibrinogens, thrombomodulin, thrombin receptors… Most of the 
core components of the coagulation cascade are produced by the liver, 
and the placenta during gestation. These genes were retained by 
TopoFunc, confirming that they were co-expressed. Remarkably, the 11 
genes that were pruned by TopoFunc, do not display the same character-
istics. These genes (Ap3b1/Hps2, Rab27a, Lyst, Bloc1s6, Hps6/Bloc2s3, 
Shh, Lnpk, Dtnbp1/Bloc1s8, Ano6, Hps4/Bloc3s2, Bloc1s3) were all 
annotated ‘blood coagulation’ by inference from mutant phenotype 
(IMP). These genes were rightfully annotated ‘blood coagulation’ as they 
participate in this process at the organismal level. All of them, but Shh 
and Lnpk, were annotated with terms related to biogenesis of lysosomal 
organelles and were ubiquitously/broadly expressed. Interestingly muta-
tions of the human orthologues of 6 of them (Ap3b1→HPS2, 
Bloc1s6→HPS9, Hps6→HPS6, Dtnbp1→HPS7, Hps4→HPS4, 
Bloc1s3→HPS8) results in the Hermansky-Pudlak syndrome (HPS), a 
rare genetic disease characterized by decreased pigmentation (albinism) 
with visual impairment, and blood platelet dysfunction with prolonged 
bleeding. The human orthologues of three other genes were also in-
formative. LYST is responsible for the Chediak-Higashi syndrome 
(CHS), ‘a rare, inherited, complex, immune disorder characterized by 
reduced pigment in the skin and eyes (oculocutaneous albinism), im-
mune deficiency with an increased susceptibility to infections, and a 
tendency to bruise and bleed easily’. ANO6 is responsible for the Scott 
syndrome (SCTS), ‘a mild platelet-type bleeding disorder characterized 
by impaired surface exposure of procoagulant phosphatidylserine on 
platelets and other blood cells’ and deficiency of platelet binding of 
Factor X. RAB27A is responsible for type 2 Griscelli syndrome (GS2). 
No bleeding defect is documented for these patients but they are charac-
terized by low levels of platelets and fibrinogen, the fibrin precursor, and 
light skin. All in all, these data suggested that nine of the 11 genes 
pruned by TopoFunc were annotated ‘blood coagulation’ because of 
their function in platelet lysosome formation. We concluded that 
GO:0007596 comprises [1] genes expressed in the liver that participate 
in the proteolytic cascade involved in clot formation, and [2] genes 
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expressed in megakaryocytes (the platelet progenitors) that participate in 
platelet formation and, ultimately, clotting; it is then not surprising that 
the two categories of genes are not co-expressed. Because the genes of 
the first category were more numerous in GO:0007596 than those of the 
second, the largest clique of this BP was composed exclusively of genes 
of the first category. Because the genetic algorithm used in TopoFunc 
preserved the largest clique of the initial GO-BP at each iteration, it is 
then not surprising that genes of the second category were pruned. 
Because TopoFunc was aimed at favoring highly connected modules, 
we were concerned that it may frequently converge towards a limited 
number of highly connected sets of genes that may behave as ‘attractors’ 
during the genetic algorithm iterations. We compared the gene composi-
tion of the ‘optimal’ modules generated by TopoFunc, clustered these 
modules according to their composition similarity, and displayed the 
results as a heat map. The most populated cluster (Cluster 1, Figure 7) 
comprised modules with no or few overlap. In contrast, clusters 2-7 were 
composed of modules that displayed a higher overlap. 
 
 
Fig. 7. Similarity of the composition of modules generated by TopoFunc. We com-
pared the gene composition of the ‘optimal’ modules generated by TopoFunc from the 
193 GO-BPs comprising 20-100 genes. We clustered these ‘optimal’ modules according 
to their gene composition similarity and displayed the results as a heat map. 
 
To understand why TopoFunc occasionally produced ‘optimal’ mod-
ules composed of similar genes starting from different GO-BPs, we 
tested whether the functional similarity of initial modules was predictive 
of the functional similarity of the ‘optimal’ modules. For any pair of GO-
BPs in the same cluster, we plotted the functional similarity of the initial 
vs. the ‘optimal’ modules (Figure 8). 
 
 
Fig. 8. The functional similarity of initial modules predicts the functional similarity 
of modules produced by TopoFunc. For any two modules of each cluster displayed in 
Figure 7, we plotted the functional similarities of the initial modules vs. that of modules 
produced by TopoFunc. 
 
For modules in each cluster, we observed a correlation between the 
functional similarity of the two initial modules and that of the corre-
sponding ‘optimal’ modules (Figure 8), indicating that the similarity of 
the initial modules largely predicted the similarity of the ‘optimal’ 
modules. 
5 Discussion 
The present work reports on TopoFunc, a novel machine learning 
method designed to identify genes whose co-expression with an initial 
set of functionally related genes suggests they may be functionally 
related to the initial set of genes. TopoFunc required two types of input 
data: a gene co-expression network (GCN) and an annotation set. The 
choice of both significantly influence the outcome of TopoFunc. 
In the present work, the GCN data were from 31,479 Affymetrix mi-
croarrays as found in COXPRESdb Mmu.c3-1. The corresponding 
biological samples were very diverse and did not represent a specific cell 
type, tissue or experimental condition. This particular data set prevented 
the observation of cell type- or tissue-specific co-expression links as all 
samples were used for the calculation of a single PCC for any gene pair. 
Despite this limitation, TopoFunc was able to aggregate novel genes 
with existing GO-BPs. A similar construction method was used by 
GeneFriends, a GCN constructed from RNA-seq data (van Dam et al., 
2015). Other co-expression databases used PCC in a way that preserved 
the information about the samples from which the expression data were 
obtained. For instance Gemma recorded the number of independent 
experiments in which two genes are co-expressed, defined as PCC > 0.7 
for experiments with at least 20 samples (Zoubarev et al., 2012). This 
co-expression metrics allows sorting experiments, e.g. those derived 
from a specific tissue, before constructing the GCN; it is then possible to 
observe sample type-specific co-expression relationships. Another 
possibility is to construct an ab initio GCN from expression data of a 
specific tissue, cell type or biological condition. The recent availability 
of single cell expression data in particular offers the opportunity to ask 
questions about gene co-expression in defined cell types. 
TopoFunc also required an annotation set, namely Gene Ontology Bio-
logical Processes, which greatly influenced the output of the method. 
First, the annotation data determined the construction of the database to 
train the machine learning model. If some GO-BPs comprised genes that 
were actually not co-expressed with their BP fellows, one may expect 
that the topology of some ‘functional’ modules of the training set was 
not similar to a ‘true’ functional module. Figures 1 and 4 demonstrated 
that this situation was not uncommon; a number of functional modules 
displayed average degree (Figure 1) or topological scores (Figure 4) 
similar to those observed in random modules. One possibility is that 
some BPs are composed of genes that are not co-regulated; the activity 
of signaling cascades are often regulated by protein phosphorylation 
rather than transcriptional co-regulation. Alternatively, some BPs are 
composed of genes that contribute to the same biological process at the 
organismal level, but are expressed in different tissues/cell types and 
should not be called co-expressed. The latter possibility was illustrated 
by GO:0007596, ‘blood coagulation’, as depicted in section 4. This 
example illustrated the ability of TopoFunc to discriminate sets of func-
tionally related genes based on co-expression data, even if they were 
annotated by the same GO-BP. 
The above mentioned heterogeneity of some GO-BPs suggest possible 
improvements of TopoFunc. In the present work we considered the 
whole GO-BP as a ‘functional’ module; we could be more restrictive and 
consider only the largest clique of each GO-BP as a functional module to 
train the statistical model. We anticipate that this approach is likely to be 
too restrictive as only genes co-expressed with every gene in the largest 
clique are likely to be aggregated. A reasonable compromise might be to 
consider the largest clique and its nearest neighbors to train the model. 
The problem of using imperfect functional modules to train the statis-
tical model was also apparent when we performed cross-validation to 
estimate the prediction performance of the topological score when 
applied to new data. The error rate was 8.36%, which is relatively high. 
The poor performance of the topological score was compensated by the 
genetic algorithm, which involves an iterative process, the comparison of 
numerous modules, and the selection of only the best one. Again, train-
ing the model with GO-BP sub-modules rather than the whole GO-BP 
TopoFunc 
should significantly improve the prediction performance of the topologi-
cal score. 
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1. Network topology descriptors 
• Size. The size of a network is the total number of nodes in the network. 
• Degree. In undirected networks, the degree of a node n is the number of edges linked to n. 
The node degree distribution gives the number of nodes with degree k for k = 0, 1, … 
• Neighborhood connectivity. The connectivity of a node is the number of its neighbors. The 
neighborhood connectivity of a node n is defined as the average connectivity of all neighbors 
of n. The neighborhood connectivity distribution gives the average of the neighborhood 
connectivity of all nodes n with k neighbors for k = 0, 1, … 
• Shortest path. The shortest path length between two nodes n and m, denoted by L(n,m), is 
the minimal number of edges in a path linking n and m. The shortest path length distribution 
gives the number of node pairs (n,m) with L(n,m) = k for k = 1,2, ... The network diameter is 
the maximum length of shortest paths between two vertices. If a network is disconnected, its 
diameter is the maximum of all diameters of its connected components. The network 
diameter and the shortest path length distribution may indicate small-world properties of 
the analyzed network. 
• Clustering coefficient. In undirected networks, the clustering coefficient Cn of a node n is 
defined as !" = #$%&%'(')&%*+, , where -" is the number of neighbors of n and ." is the number 
of connected pairs between all neighbors of n. Therefore it is a ratio 
/
0 , where N is the 
number of edges between the neighbors of n, and M is the maximum number of edges that 
could possibly exist between the neighbors of n. The clustering coefficient of a node is always 
a number between 0 and 1. The clustering coefficient of a node is the number of triangles (3 
− loops) that pass through this node, relative to the maximum number of 3 − loops that could 
pass through the node. 
• Topological coefficient. The topological coefficient 1" of a node n with -" neighbors is 
computed as follows: 1" = 234)5)"67,,&% . Here, 8)96:, is defined for all vertices m that share 
at least one neighbor with n. The value 8)96:,  is the number of neighbors shared between 
the vertices n and m, plus one if there is a direct link between n and m. 
• Stress distribution. The stress of a node n is the number of shortest paths passing through n. 
A node has a high stress if it is traversed by a high number of shortest paths. 
• Betweenness centrality. The betweenness centrality ;<)9, of a node n is computed as 
follows: ;<)9, = > ?@A)",?@ABC"CD  where s and t are vertices in the network different from n, EBD  
denotes the number of shortest paths from s to t, and EBD)9, is the number of shortest paths 
from s to t that n lies on. 
• Closeness centrality. The closeness centrality !;)9, of a node n is defined as the reciprocal of 
the average shortest path length and is computed as follows: !;)9, = F234)G)"67,,, where 
H)96:, is the length of the shortest path between two vertices n and m. The closeness 
centrality of each node is a number between 0 and 1. 
• Eccentricity. The maximum non-infinite length of a shortest path between n and another 
node in the network. If n is an isolated node, the value of this attribute is zero. 
• Radiality. This attribute is a node centrality index computed by subtracting the average 
shortest path length of a node n from the diameter of the connected component plus 1. The 
radiality of each node is divided by the diameter of the connected component. Thus it is a 
number between 0 and 1. Therefore, Radiality is defined as: > IJKFLI)36M,"LF3<  with N)O6P, is 
the length of the shortest top path v to top w, NQ is the network diameter and n is the size of 
the network. 
• Inverse centrality. The inverse centrality R;)9, of a vertex n is defined as the average of the 
sum of the inverse of the shortest path length and is computed as follows: R;)9, =
SOT U FG)"67,V 6 9 W :. Note that the inverse of the shortest path FG)"67,  is considered 0 if one 
of the vertices is isolated. The inverse centrality of each vertex is a number between 0 and 1. 
• Compact Inverse Centrality. The compact inverse centrality R;;)9, of a vertex n is defined as 
the average of the sum of the inverse of the shortest path length and is computed as follows: 
R;;)9, = SOT U FG)"67,V 6 9 W :'X': W YZ[\S].N. Note that the inverse of the shortest path  
F
G)"67, for isolated vertices is considered 0. The R;; value of each vertex is a number between 
0 and 1. For isolated vertices, it is considered 0. 
  
2. Setting the threshold value µ 
COXPRESdb (Obayashi et al., 2013) is constructed by ranking genes according to their PCC value. In 
the resulting database, every gene is linked to every other gene by their Mutual Rank (Obayashi and 
Kinoshita, 2009). As any given gene is obviously not co-expressed with every other gene, a threshold 
µ has to be set to partition the list of PCC-sorted genes into ‘’co-expressed’’ and ‘’non co-expressed’’. 
In a previous work (Al Adhami et al., 2015), we set µ to 1,200 based on a limited study of networks 
comprising 85 genes. Here we made a more systematic study of µ and of its influence on the 
classification performance of our method. We observed that the error rate of the model stabilized 
from µ =1200. (See figure). 
 
Figure S1: Distribution of the error rate for the different µ values. We selected the 142 FMs from 
GO-BPs composed of 85 genes and generated 150 RMs of 85 genes. We constructed 12 x 292 
networks by setting 12 values for µ from 300 to 2,000. For each network, we calculated the 13 
descriptors (Section 2.3). We used the LDA model to find a linear combination of the descriptors that 
optimally separated FMs and RMs, and the cross-validation process to measure the error rate as 
described in section 2.4. 
  
3. Distribution of the relevant descriptors 
 
Figure S2: Distribution of the relevant descriptors for RMs and FMs.  
 
4. Construction of the fitness function 
We randomly selected 100 FMs whose size varied from 46 to 99 genes. We ran the genetic algorithm 
described in section 3 and selected an ‘optimal’ module for each initial module, according to the 
fitness function used. We calculated the ratio of the values for the ‘optimal’ and initial modules for 3 
parameters, i.e. module size, ScoreTopo and ScoreFunc. 
The different fitness functions we tested all included the ratio 
^2_I)0`a0+,
^2_I)0`, , where card(M0 ∩ M1) was 
the number of genes in M0 and M1 and ;SbN)cd, the number of genes in M0. This term was aimed at 
‘anchoring’ the novel module M1 around M0 in the co-expression network; without this term, the 
module was likely to drift towards a neighboring module, mostly functionally unrelated to M0 but 
with better topological and functional properties. 
When maximizing FF, the different terms should contribute to the quantification of M1 quality to the 
same extent. The proportion of genes in M1 and M0 to the number of genes in M0 obviously belonged 
to [0,1], and so did ScoreFunc as seen in section 2.5. In contrast, ScoreTopo ranged from -2.535 to +6.466 
on the learning data set (Figure 4). We introduced Ed and EF to normalize ScoreTopo by rescaling its 
value using the learning dataset so that the RM with the lowest ScoreTopo was set to 0 and the FM 
with highest ScoreTopo was set to 1. 
We first used a fitness function based solely on the normalized ScoreTopo and obtained the ratios 
displayed in figure S3: 
ee0`)cF, = )Ed f EF × g;[b.hiji)cF,, ×
;SbN)cF acd,
;SbN)cd,  
 
Figure S3.  
Of note, all ‘optimal’ modules displayed reduced ScoreFunc (ratios < 1), indicating that the selected 
modules were functionally more heterogeneous despite improved topology (ScoreTopo ratios > 1). This 
confirmed that the topological information should be combined with functional information to limit 
the drift of modules towards highly connected, large, attractant modules whose genes share 
different functional similarities. 
We thus combined normalized ScoreTopo and ScoreFunc into a second fitness function and obtained the 
ratios displayed in figure S4: 
ee0`)cF, = )Ed f EF × g;[b.hiji)cF,, × g;[b.kl"^)cF, ×
;SbN)cF acd,
;SbN)cd,  
 Figure S4.  
The second fitness function partially prevented the degradation of the functional similarity among 
the genes that composed the ‘optimal’ modules (ScoreFunc ratios close to or above 1). The topology of 
the ‘optimal’ modules was still improved (ScoreTopo ratios > 1), although to a lesser extent than 
previously observed (median ratio, 2.57 vs. 4.27 using the first fitness function). Of note, the size of 
the ‘optimal’ modules increased substantially (median Size ratio, 3.57; max. Size ratio, 6.05). Because 
we still observed a drop in ScoreFunc value for many ‘optimal’ modules with this fitness function, we 
replaced the normalized ScoreTopo by its square root. This transformation preserved the [0,1] range 
and balanced the weights of the 2 scores. The third fitness function is the one we selected for the 
TopoFunc method: 
ee0`)cF, = m)Ed f EF × g;[b.hiji)cF,, × g;[b.kl"^)cF, ×
;SbN)cF acd,
;SbN)cd,  
 
Figure S5.  
The third fitness function preserved, and often improved (median ScoreFunc ratio, 1.26; max. ScoreFunc 
ratio, 2.34), the functional similarity among genes that composed the ‘optimal’ modules. These 
modules also displayed improved topology (median ScoreTopo ratio, 1.71; max. ScoreTopo ratio, 4.55) 
and increased size (median Size ratio, 2.99; max. Size ratio, 7.35). 
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