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Abstract
We prove representation formulas for the coisotropic Hofer-Zehnder capacities of bounded
convex domains with special coisotropic submanifolds and the leaf relation (introduced by
Lisi and Rieser recently), study their estimates and relations with the Hofer-Zehnder capacity,
give some interesting corollaries, and also obtain corresponding versions of a Brunn-Minkowski
type inequality by Artstein-Avidan and Ostrover and a theorem by Evgeni Neduv.
1 Introduction
1.1 Coisotropic capacity
We begin with brief review of the notion of a coisotropic capacity (i.e., a symplectic capacity
relative to a coisotropic submanifold of a symplectic manifold) introduced by Lisi and Rieser
[34] recently. Consider a tuple (M,N, ω,∼) consisting of a symplectic manifold (M,ω), a
coisotropic submanifold N →֒ M , and a coisotropic equivalence relation ∼. (In this paper all
manifolds are assumed to be connected without special statements!) Recall that the symplectic
complementary distribution TNω ⊂ TN is integrable on N and so N is foliated by leaves
of this foliation([38]). By [34, Definition 1.4], a coisotropic equivalence relation on N is an
equivalence relation ∼ with the property that if x and y are on the same leaf then x ∼ y. A
special example is the so-called leaf relation ∼: x ∼ y if and only if x and y are on the same
leaf. We do not assume dimN < dimM . If dimN = dimM then the leaf relation on N means
that that x, y ∈ N satisfies x ∼ y if and only if x = y.
A class of important examples of (M,N, ω,∼) consist of the standard symplectic space
(R2n, ω0), its coisotropic linear subspaces
R
n,k = {x ∈ R2n |x = (q1, · · · , qn, p1, · · · , pk, 0, · · · , 0)} (1.1)
for k = 0, · · · , n, and the leaf relation ∼ on Rn,k. (Here we understand Rn,0 = {x ∈ R2n |x =
(q1, · · · , qn, 0, · · · , 0)}.) Denote by
V n,k0 = {x ∈ R2n | x = (0, · · · , 0, qk+1, · · · , qn, 0, · · · , 0)}, (1.2)
V n,k1 = {x ∈ R2n |x = (q1, · · · , qk, 0, · · · , 0, p1, · · · , pk, 0, · · · , 0)}. (1.3)
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When k = 0, Ln0 := V
n,0
0 = {x ∈ R2n | x = (q1, · · · , qn, 0, · · · , 0)} = Rn,0 is a Lagrangian
subspace, and V n,k1 = {0}. Moreover, V n,n0 = {0} and V n,n1 = R2n. Clearly, two points
x, y ∈ Rn,k satisfy x ∼ y if and only if y ∈ x + V n,k0 . Observe that R2n has the orthogonal
decompositions
R
2n = J2nV
n,k
0 ⊕ Rn,k = J2nRn,k ⊕ V n,k0 (1.4)
with respect to the standard inner product. Hereafter J2n denotes the standard complex
structure on R2n given by
(q1, · · · , qn, p1, · · · , pn) 7→ (−p1, · · · ,−pn, q1, · · · , qn). (1.5)
Let (M0, N0, ω0,∼0) and (M1, N1, ω1,∼1) be two tuples as above. By [34, Definition 1.5]
a relative symplectic embedding from (M0, N0, ω0) and (M1, N1, ω1) is a symplectic embedding
ψ : (M0, ω0) → (M1, ω1) satisfying ψ−1(N1) = N0. We say such an embedding ψ to respect
the pair of coisotropic equivalence relations (∼0,∼1) if for every x, y ∈ N0,
ψ(x) ∼1 ψ(y) =⇒ x ∼0 y.
For a ∈ R we write a := (0, · · · , 0, a) ∈ R2n. Denote by
B2n(a, r) and B2n(r) (1.6)
the open balls of radius r centered at a and the origin in R2n respectively, and by
W 2n(R) :=
{
(x1, . . . , xn, y1, . . . , yn) ∈ R2n | x2n + y2n < R2 or yn < 0
}
, (1.7)
Wn,k(R) :=W 2n(R) ∩ Rn,k and Bn,k(r) := B2n(r) ∩ Rn,k. (1.8)
(W 2n(R) was written as W (R) in [34, Definition 1.1]).
Definition 1.1 ([34, Definition 1.7]). A coisotropic capacity is a map which associates a tuple
(M,N, ω,∼) as above to a non-negative number or infinity c(M,N, ω,∼) with the following
properties.
(i) Monotonicity. If there exists a relative symplectic embedding ψ from (M0, N0, ω0,∼0) to
(M1, N1, ω1,∼1) respecting the coisotropic equivalence relations, and dimM0 = dimM1,
then c(M0, N0, ω0,∼0) ≤ c(M1, N1, ω1,∼1).
(ii) Conformality. c(M,N,αω,∼) = |α|c(M,N, ω,∼), ∀α ∈ R\{0}.
(iii) Non-triviality. With the leaf relation ∼ it holds that for k = 0, · · · , n− 1,
c(B2n(1), Bn,k(1), ω0,∼) = π
2
= c(W 2n(1),Wn,k(1), ω0,∼). (1.9)
As remarked in [34, Remark 1.9], it was because of the non-triviality (iii) that c cannot be
any symplectic capacity.
From now on, we abbreviate c(M,N, ω,∼) as c(M,N, ω) if ∼ is the leaf relation on N . In
particular, for domains D ⊂ R2n we also abbreviate c (D,D ∩ Rn,k, ω0) as c (D,D ∩ Rn,k) for
simplicity.
Definition 1.2. LetN be a n+k-dimensional coisotropic submanifold in a symplectic manifold
(M,ω) of dimension 2n. We define the relative Gromov width of it to be
wG(N ;M,ω) := sup
πr2
∣∣∣∣∣
∃ a relative symplectic embedding
(B2n(r), Bn,k(r))→ (M,N) respecting
the leaf relations on Bn,k(r) and N
 .
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We always assume k ∈ {0, 1 · · · , n − 1} without special statements. When k = 0, N is a
Lagrangian submanifold and this relative Gromov width was first introduced (without the
terminology) by Barraud-Cornea [7, §1.3.3] and formally defined by Biran-Cornea [8, §6.2].
It is easily seen that wG satisfies monotonicity, conformality and
wG(B
2n(r) ∩ Rn,k;B2n(r), ω0) = πr2, ∀r > 0. (1.10)
By the non-squeezing for relative embeddings [34] there holds
wG(W
n,k(1);W 2n(1), ω0) ≤ π.
Hence
π = wG(B
2n(r) ∩Rn,k;B2n(r), ω0) ≤ wG(Wn,k(1);W 2n(1), ω0) ≤ π
and it follows that wG/2 is a coisotropic capacity. Indeed, wG/2 is the smallest coisotropic
capacity in the sense that
wG(N ;M,ω)/2 ≤ c(M,N, ω). (1.11)
Lisi and Rieser [34] gave an example of the coisotropic capacities by constructing an ana-
logue of the Hofer-Zehnder capacity relative to a coisotropic submanifold, called the coisotropic
Hofer-Zehnder capacity. Using it they also studied symplectic embeddings relative to coisotropic
constraints and got some corresponding dynamical results. This coisotropic capacity also
played a key role in the proof of Humilie´re-Leclercq-Seyfaddini’s important rigidity result
that symplectic homeomorphisms preserve coisotropic submanifolds and their characteristic
foliations ([26]).
Definition 1.3 ([34, Definition 1.10]). Given a coisotropic submanifold N of a symplectic
manifold (M,ω), a smooth Hamiltonian H :M → R is called simple if
(i) there exists a compact set K ⊂ M (depending on H) and a constant m(H) such that
K ⊂M \ ∂M , ∅ 6= K ∩N ⊂ N , and H |M\K ≡ m(H);
(ii) there exists an open set U ⊂M (depending on H) intersecting with N such that H |U ≡ 0;
(iii) 0 ≤ H(x) ≤ m(H) for all x ∈M .
Denote the set of simple Hamiltonians by H(M,N). (Note: H(M,N) = H(M) if N =M .)
Let ∼ be a coisotropic equivalence relation on N and XH the Hamiltonian vector field of
H ∈ H(M,N). Then any solution γ(t) of γ˙(t) = XH(γ(t)) with γ(0) ∈ N is well-defined on
R (since XH has compact support). In [34, Definition 1.11] the return time of γ relative to N
and ∼ was defined by
Tγ = inf{t > 0 | γ(t) ∈ N and γ(0) ∼ γ(t)},
where the infimum of the empty set is understood as +∞. Clearly, for the trivial equivalence
relation ∼, Tγ is a return time to the submanifold N itself. If dimN = dimM , and the
coisotropic equivalence relation on N is the leaf relation ∼, then Tγ is the minimal period of
γ, hereafter we understand Tγ = +∞ if γ is nonconstant and has no finite period. For the leaf
relation ∼, Tγ measures the shortest non-trivial leafwise chord. Here a leafwise chord for N
in (M,ω) is a Hamiltonian trajectory that starts and ends on the same leaf of the coisotropic
foliation ([34]). By [34, Definition 1.12], a function H ∈ H(M,N) is called admissible for the
coisotropic equivalence relation ∼, if any solution of
γ˙ = XH(γ) with γ(0) ∈ N
3
is either constant or such that Tγ > 1, i.e., the return time of the orbit γ relative to (N,∼) is
greater than 1. Denote the collection of all such admissible functions by Had(M,N, ω,∼). It
should be noted that for N =M the above admissible condition is equivalent to the condition
that any solution of γ˙ = XH(γ) is either constant or has minimal period Tγ > 1, namely, it
becomes the admissible condition in the definition of the Hofer-Zehnder capacity [24]. In view
of [34, Definition 1.13] we call
cLR(M,N, ω,∼) = sup{m(H) | H ∈ Had(M,N, ω,∼)}
the coisotropic Hofer-Zehnder capacity of the tuple (M,N, ω,∼). It is a coisotropic capac-
ity ([34, Theorem 1.14]). Without special statements, for domains D ⊂ R2n we abbreviate
cLR
(
D,D ∩ Rn,k, ω0
)
as cLR
(
D,D ∩ Rn,k) for simplicity.
Remark 1.4. It is not hard to check that cLR(M,M,ω,∼) is equal to the Hofer-Zehnder
capacity cHZ(M,ω) in [24]. If dimN = dimM , N 6= M and cLR(M,N, ω) < +∞, then the
Hamiltonian vector field XH of any H ∈ H(M,N) with maxH > cLR(M,N, ω,∼) has a
nonconstant periodic trajectory through N ; thus cLR(M,N, ω,∼) is completely different from
relative Hofer-Zehnder capacities introduced in [20] and [36]. If dimN < dimM , ∼ is the
leaf relation on N and cLR(M,N, ω,∼) <∞, for a compact hypersurface S →֒M bounding a
compact symplectic manifold, and a parametrized family {Sǫ | ǫ ∈ I} of hypersurfaces modelled
on it and transverse to N , [34, Theorem 4.6] showed that there exists a leafwise chord for N
on Sǫ for almost each ǫ ∈ I.
1.2 Background and main results
Symplectic capacities of convex bodies (i.e., compact convex subsets containing interior points)
in (R2n, ω0) play important roles in studies of symplectic topology and other subjects such as
billiard dynamics and convex geometry (cf. [3, 4, 5]). For example, in [5] Artstein-Avidan,
Karasev and Ostrover proved that Viterbo’s symplectic isomperimetric conjecture for sym-
plectic capacities of convex domains ([46]) implies the famous Mahler conjecture regarding
the volume product of symmetric convex bodies in convex geometry. Their proof is based
on the relation between symplectic capacities and the length of shortest billiard trajectories
([4]). In [3] Artstein-Avidan and Ostrover proved a Brunn-Minkowski type inequality for the
Ekeland-Hofer-Zehnder capacity of convex domains based on the representation formula for
the Ekeland-Hofer-Zehnder capacity of convex domains ([16, 17, 45] and [24, Propposition 4]).
We generalized these results to the symmetric Ekeland-Hofer-Zehnder capacity and the gen-
eralized Ekeland-Hofer-Zehnder one of convex domains ([28, 29]). Generally speaking, it is
more difficult to compute the coisotropic Hofer-Zehnder capacity than to compute the Hofer-
Zehnder capacity. In this paper, for the coisotropic Hofer-Zehnder capacity of convex domains
we shall prove that there exists a corresponding representation formula (Theorem 1.5) and a
corresponding Brunn-Minkowski type inequality (Theorem 1.18). The basic proof ideas are
following [24, 3] and [28, 29]. The main difficulty realizing the goal is looking for suitable
Banach spaces on which variational methods are carried out.
1.2.1. Representation formulas for coisotropic Hofer-Zehnder capacities of convex
domains. Let S be the boundary of a bounded convex domain D in (R2n, ω0). We said in
[29] a nonconstant absolutely continuous curve z : [0, T ] → R2n (for some T > 0) to be a
generalized characteristic on S if z([0, T ]) ⊂ S and z˙(t) ∈ JNS(z(t)) a.e., where NS(x) = {y ∈
R2n | 〈u − x, y〉 ≤ 0 ∀u ∈ D} is the normal cone to D at x ∈ S. Fix an integer 0 ≤ k < n.
When D ∩ Rn,k 6= ∅, we call a generalized characteristic z : [0, T ] → S a generalized leafwise
chord (abbreviated GLC) on S for Rn,k if z(0), z(T ) ∈ Rn,k and z(0)− z(T ) ∈ V n,k0 . (Such a
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chord becomes a leafwise chord on S for Rn,k if S is of class C1.) We define the action of a
GLC z : [0, T ]→ S by
A(z) =
1
2
∫ T
0
〈−J2nz˙, z〉.
Theorem 1.5. Let D ⊂ R2n be a bounded convex domain such that D∩Rn,k 6= ∅. Then there
exists a generalized leafwise chord x∗ on ∂D for Rn,k such that
cLR(D,D ∩ Rn,k) = A(x∗) (1.12)
= min{A(x) > 0 | x is a GLC on ∂D for Rn,k}. (1.13)
Theorem 1.6. Let D ⊂ R2n be a bounded convex domain such that D ∩ Rn,k 6= ∅. If
0 ≤ k < n− 1 then
cLR(D,D ∩ Rn,k) ≤ cLR(D,D ∩ Rn,k+1). (1.14)
If k = n− 1 then
cLR(D,D ∩ Rn,n−1) ≤ cHZ(D). (1.15)
These two theorems are proved in § 3 and § 4, respectively.
Suppose that a convex bounded domain D ⊂ R2n satisfies D ∩ Rn,0 6= ∅, and is invariant
under the canonical involution τ0 in (1.43), i.e., (q, p) ∈ D if and only if (q,−p) ∈ D. Then
cLR(D,D ∩Rn,k), k = 0, · · · , n− 1, have also a lower bound 12cHZ(D), see (1.52).
A generalized leafwise chord on ∂D for Rn,k with action cLR(D,D ∩ Rn,k) is called a
cLR(D,D ∩ Rn,k) carrier. Suppose 0 ∈ D. We always denote by jD the Minkowski functional
associated to D defined by
jD(x) :=
{
inf{λ |λ−1x ∈ D}, for x 6= 0,
0, for x = 0.
(1.16)
Let HD := j
2
D. Then a generalized characteristic on ∂D is a cLR(D,D ∩ Rn,k) carrier if and
only if it may be reparametrized as a solution x : [0, µ]→ ∂D of
−J2nx˙(t) ∈ ∂HD(x(t)), x(0), x(µ) ∈ Rn,k, x(0)− x(µ) ∈ V n,k0 (1.17)
where µ = cLR(D,D ∩ Rn,k) = A(x) is the return time of x for Rn,k and the leaf relation
∼. (See the arguments at the beginning of Step 4 of the proof of Proposition 3.3.) Since
{∂H(x)|x ∈ ∂D} is a bounded set in R2n (see [29, (4.3)]), by Arzela-Ascoli theorem we deduce
that all cLR(D,D ∩Rn,k) carriers form a compact subset in C0([0, µ], ∂D) (and C1([0, µ], ∂D)
if ∂D is C1), where µ = cLR(D,D ∩ Rn,k).
If n = 1, k = 0 and D ⊂ R2 is a bounded convex domain such that D ∩ R1,0 6= ∅, for a
non-periodic leafwise chord x : [0, T ] → ∂D, the line segment D ∩ R1,0 and x form a loop γ.
Note that 〈−J2nz˙, z〉 vanishes along line segment D ∩ R1,0. Then
A(x) =
∫
x
qdp =
∫
γ
qdp
is equal to the symplectic area of the bounded domain surrounded by γ in view of Stokes
theorem (by a smooth approximation if necessary). Hence by Theorem 1.5 cLR(D,D ∩R1,0)
is equal to the smaller symplectic area of D above and below the the line segment D ∩ R1,0.
In particular, we obtain
cLR(B
2(r), B2(r) ∩ R1,0) = πr2/2, (1.18)
cLR((a, b)× (−c, d), (a, b)× (−c, d) ∩R1,0) = (b − a)min{c, d} (1.19)
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for any positive numbers r, c, d and real numbers a < b.
In the following we give more corollaries of Theorem 1.5; in particular, we can derive (1.9).
Corollary 1.7. For numbers rj > 0, j = 1, · · · , n, define an ellipsoid
E(r1, · · · , rn) :=
(q1, · · · , qn, p1, · · · , pn) ∈ R2n
∣∣∣∣ n∑
j=1
(q2j + p
2
j)/r
2
j < 1
 . (1.20)
Then there holds
cLR
(
E(r1, · · · , rn), E(r1, · · · , rn) ∩ Rn,k
)
=
π
2
min{2min
i≤k
r2i ,min
i>k
r2i }. (1.21)
Clearly, (1.21) implies the first equality in (1.9).
Corollary 1.8 ([34, Proposition 2.7, Corollary 1.15]). Let B2n(a, 1) and Bn,k(r) be as in (1.6)
and (1.8), respectively, where a ∈ (−1, 0] ∪ [0, 1) and r = √1− a2. Then
cLR
(
B2n(a, 1), Bn,k(r)
)
= arcsin(r) − r
√
1− r2. (1.22)
This and the conformality (due to B2n(a, R) = RB2n(a/R, 1)) imply
cLR
(
B2n(a, R), B2n(a, R) ∩Rn,k) = (arcsin(rR)− rR√1− r2R)R2 (1.23)
for any R > 0 and |a| < R, where rR =
√
1− a2/R2.
[34, Proposition 2.7] showed cLR
(
B2n(a, 1), Bn,k(r)
) ≥ arcsin(r)−r√1− r2. The converse
inequality was contained in the proof of [34, Corollary 1.15].
Since Bn,k(r) = B2n(a, 1) ∩Rn,k, taking a = 0 we recover the first equality in (1.9) again.
Define U2n(1) = R2n−2×{(x, y) ∈ R2 |x2+y2 < 1 or −1 < x < 1 and y < 0} and Un,k(1) =
U2n(1)∩Rn,k. Let W 2n(R) and Wn,k(R) be as in (1.7) and (1.8), respectively. It was proved
in [34, Section 3] that
cLR
(
W 2n(1),Wn,k(1)
)
= cLR
(
U2n(1), Un,k(1)
)
. (1.24)
From Theorem 1.5 we can also derive
Corollary 1.9 ([34, Propositions 2.7,3.1]).
cLR
(
U2n(1), Un,k(1)
)
=
π
2
. (1.25)
Corollary 1.10. For numbers rj > 0, j = 1, · · · , n, consider polydiscs
P 2n(r1, · · · , rn) := B2(r1)× · · · ×B2(rn) ⊂ (R2)n ≡ R2n
(and so Rn,k and V n,k0 are identified with
(R2)k × (R× {0})n−k and ({0} × {0})k × (R× {0})n−k,
respectively.) Then
cLR
(
P 2n(r1, · · · , rn), P 2n(r1, · · · , rn) ∩ Rn,k
) ≤ π
2
min
i>k
r2i , (1.26)
cLR
(
P 2n(r1, · · · , rn), P 2n(r1, · · · , rn) ∩ Rn,k
) ≥ π
2
min{2min
i≤k
r2i ,min
i>k
r2i }, (1.27)
and hence
cLR
(
P 2n(r1, · · · , rn), P 2n(r1, · · · , rn) ∩ Rn,k
)
=
π
2
min
i>k
r2i (1.28)
if
√
2min{r1, · · · , rk} ≥ min{rk+1, · · · , rn}.
6
(1.28) may be viewed as a corresponding version of a result for the Hofer-Zehnder capacity
cHZ(P
2n(r1, · · · , rn)) = πmin{r21, · · · , r2n}.
A special case of equation (1.28) is that for any a > 0,
cLR
(
(B2(a))k × (B2(
√
2a))n−k, ((B2(a))k × (B2(
√
2a))n−k) ∩ Rn,k
)
= πa2. (1.29)
With results in [30], we can prove that the inequality in (1.27) is actually an equality, see
Remark 1.11(ii) below.
Remark 1.11. (i) For suitable subsets in R2n, we constructed another coisotropic capacity
in [30], the coisotropic Ekeland-Hofer capacity. For each bounded convex domain D ⊂ R2n
such that D∩Rn,k 6= ∅, we proved that its coisotropic Ekeland-Hofer capacity cn,k(D) is equal
to the right side of (1.13). Thus it follows from the definition of cn,k and the inner regularity
of cLR that
cn,k(D) = cLR(D,D ∩ Rn,k) (1.30)
for any convex domain D ⊂ R2n such that D ∩ Rn,k 6= ∅. For the coisotropic Ekeland-Hofer
capacity we proved a product formula in [30]. It and equation (1.30) lead to:
Claim. For convex domains Di ⊂ R2ni containing the origins, i = 1, · · · ,m ≥ 2, and integers
0 ≤ l0 ≤ n := n1 + · · ·+ nm, lj = max{lj−1 − nj , 0}, j = 1, · · · ,m− 1, it holds that
cLR(D1 × · · · ×Dm, (D1 × · · · ×Dm) ∩ Rn,l0) = min
i
cLR(Di, Di ∩ Rni,min{ni,li−1}). (1.31)
Hereafter R2n1 × R2n2 × · · · × R2nm is identified with R2(n1+···+nm) via
R
2n1×R2n2×· · ·×R2nm ∋ ((q(1), p(1)), · · · , (q(m), p(m))) 7→ (q(1), · · · , q(m), p(1), · · · , p(m)) ∈ R2n.
By Remark 1.4 we understand cLR(Di, Di ∩Rni,ni) as cHZ(Di).
(ii) Applying (1.31) to P 2n(r1, · · · , rn) we get an improvement of Corollary 1.10 as follows:
cLR(P
2n(r1, · · · , rn), P 2n(r1, · · · , rn) ∩Rn,k)
= min
i
cLR(B
2(ri), B
2(ri) ∩ R1,min{1,li−1}) (1.32)
=
π
2
min{2min
i≤k
r2i ,min
i>k
r2i }, (1.33)
where 0 ≤ l0 = k < n, lj = max{lj−1 − 1, 0}, j = 1, · · · , n − 1. (Here we use (1.18) and the
fact that cLR(B
2(ri), B
2(ri) ∩ R1,1) = cHZ(B2(ri)) = πr2i .)
(iii) For real numbers ai < bi and positive numbers ci, di, i = 1, · · · , n, since
cLR((ai, bi)× (−ci, di), (ai, bi)× (−ci, di) ∩ R1,1) (1.34)
= cHZ((ai, bi)× (−ci, di)) = (bi − ai)(ci + di), (1.35)
as above we may derive from equations (1.19) and (1.31) that for each integer 0 ≤ k < n,
cLR(
n∏
i=1
(ai, bi)× (−ci, di),
n∏
i=1
(ai, bi)× (−ci, di) ∩ Rn,k)
= min
{
min
i≤k
(bi − ai)(ci + di),min
i>k
((bi − ai)min{ci, di})
}
. (1.36)
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Suppose that a bounded convex domain D ⊂ R2n is centrally symmetric, i.e., D = −D.
Let D
◦
= {y ∈ R2n | 〈x, y〉 ≤ 1 ∀x ∈ D} be the polar of the closure D of D, and let ‖ · ‖D◦
and ‖ · ‖D be the norms given by the Minkowski functionals jD and jD◦ associated to D and
D
◦
as in (1.16), respectively. Gluskin and Ostrover [19] gave the following estimate for the
cylindrical capacity cZ(D),
cEHZ(D) ≤ cZ(D) ≤ 4‖J2n‖D◦→D
, (1.37)
where
‖J2n‖D◦→D := sup{〈J2nv, u〉 | v, u ∈ D
◦} = sup{‖J2nv‖D | ‖v‖D◦ ≤ 1} (1.38)
is the operator norm of J2n as a linear map between the normed spaces (R
2n, ‖ · ‖D◦) and
(R2n, ‖ ·‖D). Correspondingly, we have the following the estimate for cLR(D,D∩Rn,k), whose
proof will be given in Section 7.
Theorem 1.12. Let D ⊂ R2n be a centrally symmetric bounded convex domain such that
D ∩ Rn,k 6= ∅ for some integer 0 ≤ k < n. Then
cLR(D,D ∩ Rn,k) ≤ 2‖J2n|J2nV n,k0 ‖D◦→D
. (1.39)
Here V n,k0 is as in (1.2) and
‖J2n|J2nV n,k0 ‖D◦→D = sup{〈J2nv, u〉 | u ∈ D
◦
, v ∈ (J2nV n,k0 ) ∩D
◦} (1.40)
is the operator norm of J2n|J2nV n,k0 as a linear map between the normed spaces (J2nV
n,k
0 , ‖·‖D◦)
and (R2n, ‖ · ‖D).
If the domain D in Theorem 1.12 is not necessarily centrally symmetric, then we can apply
Theorem 1.12 to D := D −D. Since D ⊂ D we obtain
cLR(D,D ∩ Rn,k) ≤ cLR(D,D ∩ Rn,k) ≤ 2‖J2n|J2nV n,k0 ‖D◦→D
. (1.41)
Clearly, ‖J2n|J2nV n,k0 ‖D◦→D is much easier to compute than the right side of (1.13).
For a real symplectic manifold (M,ω, τ) with nonempty real part N := Fix(τ), N is a
Lagrangian submanifold of (M,ω). (Indeed, for any x ∈ N it follows from τ∗ω = −ω that both
TxN = Ker(Dτ(x) − idTxM ) and Ker(Dτ(x) + idTxM ) are isotropic subspaces in (TxM,ωx).
Moreover, there holds TxM = TxN ⊕ Ker(Dτ(x) + idTxM ) since τ2 = idM . Hence TxN and
Ker(Dτ(x) + idTxM ) are Lagrange subspaces in (TxM,ωx).) Clearly, the leaf relation in N is
trivial, i.e, x ∼ y for all x, y ∈ N . The coisotropic Hofer-Zehnder capacity cLR(M,N, ω) is
closely related to the symmetrical Hofer-Zehnder capacity of (M,ω, τ) which is given by
cHZ,τ (M,ω) := sup{m(H) |H ∈ Had(M,ω, τ)}
([35]). Here Had(M,ω, τ) denotes the set of Hamiltonians H :M → R such that
(i) H is τ -invariant, i.e., H(τx) = H(x), ∀x ∈M ;
(ii) there exists a nonempty open subset U = U(H) ⊂M with N ∩U 6= ∅ such that H |U ≡ 0;
(iii) there exists a compact subset K = K(H) ⊂ M \ ∂M such that H |M\K ≡ m(H) :=
maxH ;
(iv) 0 ≤ H ≤ m(H);
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(v) admissible condition: every periodic trajectory x(t) of XH satisfying
x(T − t) = x(−t) = τ(x(t)), ∀t ∈ R
is either constant or have period T > 1.
By the definitions of the two capacities we deduce that
cHZ,τ (M,ω) ≤ 2cLR(M,N, ω) (1.42)
(see also [28, Remark 1.1]).
Let
τ0 : R
2n → R2n, (q, p) 7→ (q,−p), (1.43)
which is called the canonical anti-symplectic involution on (R2n, ω0). If a convex body K ⊂ Rn
is centrally symmetric, i.e., −K = K, its mean-width is defined by
M∗(K) =
∫
Sn−1
hK(x)dσn(x) =
∫
O(n)
hK(Ax)dµn(A) (1.44)
for any x ∈ Sn−1, where σn is the normalized rotation invariant measure on Sn−1 and µn is
the Haar measure (cf. [3] and [10, (17)]). For any convex body K ⊂ Rn containing the origin
in its interior, define
rK =M
∗(K̂) with K̂ :=
1
2
(K + (−K)). (1.45)
Clearly, rK =M
∗(K) if K is centrally symmetric.
Corollary 1.13. (1) For a τ0-invariant convex bounded domain D ⊂ R2n it holds that
cHZ(D) ≤ cHZ,τ0(D,ω0) = 2cLR(D,D ∩ Rn,0) ≤ 2cHZ(D). (1.46)
(2) If a convex body ∆ ⊂ Rnq contains the origin in its interior and Λ ⊂ Rnp is centrally
symmetric,
cLR(∆× Λ, (∆× Λ) ∩ Rn,0) ≤ 2r∆rΛ. (1.47)
In particular, for any centrally symmetric convex body ∆ ⊂ Rnq , there hold equalities
cLR(∆×∆◦, (∆×∆◦) ∩ Rn,k) = 2, k = 0, · · · , n− 1, (1.48)
where ∆◦ = {p ∈ Rnp | 〈q, p〉 ≤ 1 ∀q ∈ ∆} is the polar body of ∆.
Proof. Using the representation formula for symmetrical Hofer-Zehnder capacity ([28, Theo-
rem 1.3]), we can obtain a generalized closed characteristic on ∂D, x∗ : [0, T ]→ ∂D, such that
x(T − t) = τ0x(t) ∀t and A(x∗) = cHZ,τ0(D). These and the representation formula for cHZ(D)
in [24, Proposition 4] yield the the first inequality in (1.46). The second comes from (1.15).
Let us prove the equality in (1.46). By (1.42) we get
cHZ,τ0(D,ω0) ≤ 2cLR(D,D ∩ Rn,0). (1.49)
Note that both x∗(T/2) and x∗(0) = x∗(T ) belong to Fix(τ0) = {(q, p) ∈ R2n | p = 0} =
Rn,0. The restriction of x∗ to [0, T/2], denoted by y∗, is a generalized leafwise chord on ∂D
for Rn,0. It follows from Theorem 1.5 that
cLR(D,D ∩ Rn,0) ≤ A(y∗) = 1
2
A(x∗) =
1
2
cHZ,τ0(D,ω0).
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This and (1.49) lead to the equality in (1.46).
(1.47) follows from (1.46), and [28, (1.62)] which claims cHZ,τ0(∆× Λ) ≤ 4r∆rΛ.
By [28, (1.58)], i.e., cHZ,τ0(∆×∆◦) = 4, and (1.46) we get
cLR(∆×∆◦, (∆×∆◦) ∩ Rn,0) = 2,
and hence
cLR(∆×∆◦, (∆×∆◦) ∩Rn,k) ≥ 2, k = 0, · · · , n− 1 (1.50)
by (1.14). On the other hand, for each k = 0, · · · , n− 1, by considering the leafwise chord x
with respect to Rn,k staring from ((0, · · · , 0, qn), (0, · · · , 0)) ∈ ∂(∆×∆◦) with action A(x) = 2,
we obtain
cLR(∆×∆◦, (∆×∆◦) ∩Rn,k) ≤ 2. (1.51)
(1.48) follows from (1.50) and (1.51).
For a τ0-invariant convex bounded domain D ⊂ R2n, (1.14)-(1.15) and (1.46) lead to
1
2
cHZ(D) ≤ cLR(D,D ∩Rn,k) ≤ cHZ(D), k = 0, · · · , n− 1. (1.52)
The first equality case is possible because cHZ(B
2n(1)) = π, and cLR(B
2n(1), B2n(1)∩Rn,k) =
π
2 for each k = 0, · · · , n − 1 by (1.21). The following example shows that the first inequality
in (1.52) can be strict in some cases.
Example 1.14. Consider the convex domain
D := E2(1, 2)×D2(1) ⊂ R4(q, p) = R2q × R2p,
where
E2(1, 2) = {(x1, x2) |x21 +
x22
4
≤ 1} ⊂ R2q and D2(1) = {(y1, y2) | y21 + y22 ≤ 1} ⊂ R2p.
Then
cLR(E
2(1, 2)×D2(1), (E2(1, 2)×D2(1)) ∩ R2,0) = 2. (1.53)
cHZ(E
2(1, 2)×D2(1)) = 4. (1.54)
cLR(E
2(1, 2)×D2(1), E2(1, 2)×D2(1) ∩ R2,1) ≥ π. (1.55)
These will be proved in Section 7.
Let D ⊂ R2n be a bounded convex domain which is invariant under the anti-symplectic
involution τ on (R2n, ω0). Assume ∂D ∩ Fix(τ) 6= ∅, and define
R(∂K, τ) :=
min{A(x) > 0 |x is a generalized τ -brake closed characteristic on ∂D}
min{A(x) > 0 |x is a generalized closed characteristic on ∂D} .
When ∂D is smooth, R(∂K, τ) was called the symmetric ratio of the symmetric convex hy-
persurface (∂D, τ) in [32]. Suppose that the involution τ is linear. By Lemma 2.29 in [42],
there exists a linear symplectic isomorphism Ψ of (R2n, ω0) such that Ψτ0 = τΨ. It follows
from [28, (1.21) & ((1.25)] and (1.46) that
cHZ,τ (D) = cEH,τ (D) = cEH,τ0(ΨD) = cHZ,τ0(ΨD) ≤ 2cHZ(ΨD) = 2cHZ(D).
Since cHZ(D) ≤ cHZ,τ (D) by definitions of cHZ,τ and cHZ, from these, [24, Propposition 4] and
[28, Theorem 1.3] we derive:
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Corollary 1.15. Let τ be a linear anti-symplectic involution on (R2n, ω0) and let D ⊂ R2n
be a τ-invariant bounded convex domain such that ∂D ∩ Fix(τ) 6= ∅. Then
1 ≤ R(∂D, τ) ≤ 2. (1.56)
This result is a special case of [32, Theorem 1.3] where the involution τ is not required
to be linear though ∂D is assumed to be smooth (which can be removed as in [28, §4.3]).
Different from our methods [32, Theorem 1.3] was proved with Floer theory.
By (1.46) and (1.53)-(1.54) (resp. two lines under (1.52)) we have
R(∂(E2(1, 2)×D2(1)), τ0) = 1 (resp. R(∂B2n(1), τ0) = 1).
Hence the first equality in (1.56) is possible. Moreover, if n = 1 in Corollary 1.15, by [24,
Propposition 4] and [28, Theorem 1.3] both cHZ(D) and cHZ,τ (D) are equal to the area of D
and so R(∂D, τ) = 1.
From properties of cLR, Theorem 1.5 and Corollary 1.8, we deduce the following esti-
mates for the action of leafwise chord on the boundary of convex domains which generalize
the well-known results for closed characteristics [13, Theorem C] by Croke-Weinstein and
[15, Chap.5,§1, Proposition 5] by Ekeland. We also generalized the two theorems to closed
brake characteristics ([28, Corollary 1.17]) and to characteristics satisfying special boundary
conditions ([29, Corollary 1.16]).
Corollary 1.16. Let D ⊂ R2n be a convex bounded domain with boundary S = ∂D.
(i) If D contains a ball B2n(a, R) as in (1.23) then for any generalized leafwise chord x on S
for D ∩Rn,k it holds with rR =
√
1− a2/R2 that
A(x) ≥
(
arcsin(rR)− rR
√
1− r2R
)
R2. (1.57)
(ii) If D is contained in a ball B2n(a, R) as in (1.23), there exists a generalized leafwise chord
x⋆ on S for B2n(a, R) ∩ Rn,k such that with rR =
√
1− a2/R2,
A(x⋆) ≤
(
arcsin(rR)− rR
√
1− r2R
)
R2. (1.58)
Remark 1.17. Theorem 1.5 can also yield some special cases of the Arnold’s chord conjecture.
For a bounded star-shaped domainD ⊂ R2n (with respect to the origin) with smooth boundary
S, the canonical one-form on R2n, λ0 = 12
∑n
j=1(qjdpj−pjdqj), restricts to a contact form α on
S. A Reeb chord of length T to a Legendrian submanifold Λ in (S, α) is an orbit γ : [0, T ]→ S
of the Reeb vector field Rα with γ(0), γ(T ) ∈ Λ. Arnold’s chord conjecture [1] stated that every
closed Legendrian submanifold in (S, α) has a Reeb chord. This was proved by Mohnke [39].
Choose a Hamiltonian function H on R2n such that S = H−1(c) for some c ∈ R. Then by
[18, Lemma 1.4.10] the Reeb flow of α is a reparametrisation of the Hamiltonian flow of XH
on S because the Reeb vector field Rα of α is equal to fXH |S , where f is the restriction of
1/λ0(XH) to S. In particular, suppose that the domain D is convex and contains the origin
in its interior. We choose H := (jD)
2 and hence S = H−1(1). Let Λ := S ∩ Rn,0, which is a
Legendrian submanifold in S. By the arguments below Theorem 1.5 we have a smooth path
x : [0, µ]→ S that satisfies
x˙(t) ∈ XH(x(t)), x(0), x(µ) ∈ Rn,0,
where µ = cLR(D,D∩Rn,k) = A(x) is the return time of x for Rn,k. Let h(s) =
∫ s
0 λ0(XH(x(τ))dτ
for s ∈ [0, µ] and T = h(µ). Then h : [0, µ] → [0, T ] has a smooth inverse g : [0, T ] → [0, µ].
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Define γ : [0, T ] → S by γ(t) = x(g(t)). It is a Reeb chord of length h(µ) to a Legendrian
submanifold S ∩ Rn,0 in (S, α). By the reverse reasoning it is easily seen that such a Reeb
chord has the shortest length.
1.2.2. A Brunn-Minkowski type inequality for coisotropic Hofer-Zehnder capaci-
ties. Let hK be the support function of a nonempty convex subset K ⊂ R2n defined by
hK(w) = sup{〈x,w〉 |x ∈ K}, ∀w ∈ R2n. (1.59)
For a compact convex subset K ⊂ R2n containing 0 in its interior, and its polar body K◦ de-
fined below (1.48), we have hK = jK◦ (cf. [43, Theorem 1.7.6]) and (hK)
2 = 4H∗K (see (3.7) in
Section 3), where H∗K is the Legendre transform of HK := (jK)
2. Recall that jK◦ (resp. jK)
are the Minkowski functionals of K◦ (resp. K) given by (1.16) and the Legendre transform of
HK is defined by
H∗K(z) := max
ξ∈R2n
(〈ξ, z〉 −H(ξ)).
For two bounded convex domains D,K ⊂ R2n containing 0 and a real number p ≥ 1, there
exists a unique bounded convex domain D +p K ⊂ R2n containing 0 with support function
R
2n ∋ w 7→ hD+pK(w) = (hpD(w) + hpK(w))
1
p (1.60)
([43, Theorem 1.7.1]), which is called the p-sum of D and K by Firey (cf. [43, (6.8.2)]). For
convex domains D, K ⊂ R2n not necessarily containing 0 and p=1, define
D +1 K := D +K = {x+ y |x ∈ D, y ∈ K},
which coincides with one defined above if both D and K contain 0.
Corresponding to the Brunn-Minkowski type inequality for the Hofer-Zehnder capacities of
convex domains given by [3, Theorem 1.5], we have the following inequality for the coisotropic
Hofer-Zehnder capacities of convex domains.
Theorem 1.18. Let D,K ⊂ R2n be two bounded convex domains containing 0. Then for any
real p ≥ 1 it holds that(
cLR(D +p K, (D +p K) ∩Rn,k)
) p
2 ≥ (cLR(D,D ∩ Rn,k)) p2 + (cLR(K,K ∩ Rn,k)) p2 . (1.61)
Moreover, the equality holds if there exist a cLR(D,D ∩ Rn,k) carrier, γD : [0, T ] → ∂D, and
a cLR(K,K ∩ Rn,k) carrier, γK : [0, T ] → ∂K, such that they coincide up to dilations and
translations in Rn,k, i.e., γD = αγK + b for some α ∈ R \ {0} and some b ∈ Rn,k; and in the
case p > 1 the latter condition is also necessary for the equality in (1.61) holding.
Corollary 1.19. For two bounded convex domains D,K ⊂ R2n, there holds(
inf
e∈D+K
cLR
(
D +K, (D +K) ∩ (Rn,k + e))) 12
≥
(
inf
a∈D
cLR
(
D,D ∩ (Rn,k + a))) 12 + ( inf
b∈K
cLR
(
K,K ∩ (Rn,k + b))) 12 .
Proof. For any a ∈ D and b ∈ K, the monotonicity of cLR and (1.61) lead to(
cLR(D +K, (D +K) ∩ (Rn,k + a+ b))
) 1
2
=
(
cLR(D +K − a− b, (D +K − a− b) ∩ Rn,k)
) 1
2
≥ (cLR(D − a, (D − a) ∩ Rn,k)) 12 + (cLR(K − b, (K − b) ∩ Rn,k)) 12
=
(
cLR(D,D ∩ (Rn,k + a))
) 1
2 +
(
cLR(K,K ∩ (Rn,k + b))
) 1
2 .
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As in [3, 4] Corollary 1.19 has
Corollary 1.20. Let D and K be as in Corollary 1.19.
(i) If 0 ∈ D and {−x,−y} ⊂ K, then for any 0 ≤ λ ≤ 1, there holds
λ
(
cLR(D ∩ (x+K), D ∩ (x+K) ∩Rn,k)
)1/2
+(1− λ) (cLR(D ∩ (y +K), D ∩ (y +K) ∩ Rn,k))1/2
≤ (cLR(D ∩ (λx+ (1 − λ)y +K), D ∩ (λx + (1− λ)y +K) ∩ Rn,k))1/2 .
In particular, if D and K are centrally symmetric, i.e., −D = D and −K = K, then
cLR(D ∩ (x+K), D ∩ (x+K) ∩Rn,k) ≤ cLR(D ∩K,D ∩K ∩ Rn,k). (1.62)
(ii) Suppose that 0 ∈ D ∩K. Then the limit
lim
ε→0+
cLR(D + εK, (D + εK) ∩ Rn,k)− cLR(D,D ∩ Rn,k)
ε
(1.63)
exists, denoted by dK(D,D ∩ Rn,k), and it holds that
2(cLR(D,D ∩Rn,k))1/2(cLR(K,K ∩ Rn,k))1/2
≤ dK(D,D ∩ Rn,k) ≤ inf
zD
∫ 1
0
hK(−Jz˙D(t)), (1.64)
where the infimum is over all cLR(D,D ∩ Rn,k)-carriers zD : [0, 1]→ ∂D.
Following [3, 4] we call
lengthJK◦(zD) :=
∫ 1
0
jJK◦(z˙D(t))
the length of zD with respect to the convex body JK
◦. Since H∗K(−Jv) = (jJK◦(v))2/4,
(1.64) implies
dK(D,D ∩ Rn,k) ≤ 2 inf
zD
∫ 1
0
(H∗K(−Jz˙D(t)))
1
2 = inf
zD
∫ 1
0
jJK◦(z˙D(t))
and hence 4cLR(D,D ∩ Rn,k)cLR(K,K ∩ Rn,k) ≤ infzD (lengthJK◦(zD))2.
1.2.3. An extension of a theorem by Evgeni Neduv. For a proper and strictly convex
Hamiltonian H ∈ C2(R2n,R+) such that H(0) = 0 and H′′ > 0, (which imply H ≥ 0
by Taylor’s formula), if e0 > 0 is a regular value of H with H
−1(e0) 6= ∅, then for each
number e near e0 the set D(e) := {H < e} is a bounded strictly convex domain in R2n
containing 0 and with C2-boundary S(e) = H−1(e). Based on the representation formula for
Hofer-Zehnder capacities of convex domains ([24, Proposition 4]), Evgeni Neduv [41] studied
the differentiability of the Hofer-Zehnder capacity cHZ(D(e)) at e = e0 and obtained some
applications to the prescribed periodic problems. The main result [41, Theorem 4.4] was
generalized by us to brake periodic orbits ([28]) and non-periodic orbits satisfying certain
boundary conditions ([29]) recently. In the following we consider corresponding generalizations
to leafwise chord using the representation formula for coisotropic Hofer-Zehnder capacities
Theorem 1.5.
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For any e near e0 let Ck(e) := cLR(D(e), D(e)∩Rn,k). As remarked below Theorem 1.5 all
cLR(D(e), D(e) ∩ Rn,k)-carriers form a compact subset in C1([0,Ck(e)],S(e)). Hence
Ik(e) :=
{
Tx = 2
∫ C(e)
0
dt
〈∇H(x(t)), x(t)〉
∣∣∣x is a cLR(D(e), D(e) ∩Rn,k)-carrier
}
(1.65)
is a compact subset in R. Denote by Tmaxk (e) and T
min
k (e) the largest and smallest numbers in
Ik(e). By the reparameterization every cLR(D(e), D(e) ∩ Rn,k)-carrier x may yield a solution
of
−Jy˙(t) = ∇H(y(t)), (1.66)
y : [0, Tx]→ S(e) = H−1(e), such that
y(0), y(Tx) ∈ Rn,k, y(0)− y(Tx) ∈ V n,k0 , and for each t ∈ (0, Tx)
there holds either y(t) /∈ Rn,k or y(0)− y(t) /∈ V n,k0 ,
}
(1.67)
namely, Tx is the return time of y for R
n,k and the leaf relation ∼. Corresponding to [41,
Theorem 4.4] we have:
Theorem 1.21. Let H ∈ C2(R2n,R+) be as above. Then Ck(e) has the left and right deriva-
tives at e0, C
′
k,−(e0) and C
′
k,+(e0), and they satisfy
C
′
k,−(e0) = lim
ǫ→0−
Tmaxk (e0 + ǫ) = T
max
k (e0) and
C
′
k,+(e0) = lim
ǫ→0+
Tmink (e0 + ǫ) = T
min
k (e0).
Moreover, if [a, b] ⊂ (0, supH) is a regular interval of H such that C′k,+(a) < C′k,−(b), then
for any r ∈ (C′k,+(a),C′k,−(b)) there exist e′ ∈ (a, b) such that Ck(e) is differentiable at e′ and
C
′
k,−(e
′) = C′k,+(e
′) = r = Tmaxk (e
′) = Tmink (e
′).
As a monotone function on a regular interval [a, b] of H as above, Ck(e) satisfies C
′
k,−(e) =
C
′
k,+(e) for almost all values of e ∈ [a, b] and thus both Tmaxk and Tmink are almost everywhere
continuous. Actually, the first claim of Theorem 1.21 and a recent result [9, Corollary 6.4]
imply that both Tmaxk and T
min
k have only at most countable discontinuous points and are also
Riemann integrable on [a, b].
By Theorem 1.21, for any regular interval [a, b] ⊂ (0, supH) of H with C′k,+(a) ≤ C′k,−(b),
if T ∈ [C′k,+(a),C′k,−(b)] then (1.66) has a solution y : [0, T ] → H−1([a, b]) such that (1.67)
holds with Tx = T . For example, we have
Corollary 1.22. Suppose that a proper and strictly convex Hamiltonian H ∈ C2(R2n,R+)
satisfies the conditions:
(i) H(0) = 0, H′′ > 0 and every e > 0 is a regular value of H,
(ii) there exist positive numbers rj , Rj, j = 1, · · · , n such that
min{r21, · · · , r2k, r2k+1/2, · · · , r2n/2} ≤ min{R21, · · · , R2k, R2k+1/2, · · · , R2n/2} (1.68)
and that for x = (q1, · · · , qn, p1, · · · , pn) with small (resp. large) norm H(x) is equal to
q(x) :=
∑n
j=1(q
2
j + p
2
j)/r
2
j (resp. Q(x) :=
∑n
j=1(q
2
j + p
2
j)/R
2
j ).
Then for every T = T0π, where T0 sits between the two numbers in (1.68), the corresponding
system (1.66) has a solution y : [0, T ]→ R2n such that (1.67) holds with Tx = T .
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In fact, if e > 0 is small (resp. large) enough then D(e) is equal to Dq(e) := {q < e} =√
eE(r1, · · · , rn) (resp. DQ(e) := {Q < e} = √eE(R1, · · · , Rn)) and so
cLR(D(e), D(e) ∩Rn,k) = eπmin{r21 , · · · , r2k, r2k+1/2, · · · , r2n/2}
(resp. cLR(D(e), D(e) ∩ Rn,k) = eπmin{R21, · · · , R2k, R2k+1/2, · · · , R2n/2}).
By these and Corollary 1.7, C′k(a) = πmin{r21, · · · , r2k, r2k+1/2, · · · , r2n/2} for a > 0 small
enough, and C′k(b) = πmin{R21, · · · , R2k, R2k+1/2, · · · , R2n/2} for b > 0 large enough. From
Theorem 1.21 we derive Corollary 1.22 immediately.
Further researches. Recently, Pazit Haim-Kislev [22] gave a combinatorial formula for the
Ekeland-Hofer-Zehnder capacity of a convex polytope in R2n, and used it to prove subad-
ditivity of this capacity for hyperplane cuts of arbitrary convex domains. For any convex
polytope D ⊂ R2n such that D ∩Rn,k 6= ∅, it seems to be feasible using her method to derive
a corresponding combinatorial formula cLR(D,D∩Rn,k) = cn,k(D) and to obtain certain sub-
additivity. Another direction is to construct a coisotropic version of the Floer-Hofer capacity
and to study relations to cLR and c
n,k. These will be given elsewhere.
Outline of the paper. In the next section we give our variational setting and related
preparations on the basis of [34]. In particular, our Proposition 2.3 shows that the Hilbert
subspace L2n,k of L
2([0, 1],R2n) in [34, Definition 3.6] is exactly L2([0, 1],R2n). Section 3
proves Theorem 1.5. Choices of Banach spaces Fp above (3.1) and Lemmas 3.1 and 3.2 are
keys completing proof. Theorem 1.6, Corollaries 1.7,1.8, 1.9 and 1.10 are proved in Section 4.
In the setting of Section 3 Theorems 1.18 and 1.21 are easily proved as in [28, 29]. For
completeness we outline their proofs in Sections 5 and 6, respectively. In Section 7 we give
proofs of Theorem 1.12 and Example 1.14. Section 8 proposes an analogue of Viterbo’s volume-
capacity conjecture for the coisotropic capacity cLR and gives some example to support it.
2 Variational setting and preparations
Fix a real p > 1. Recall that every element of Banach space W 1,p([0, 1],R2n) is actually
an equivalence class of almost equal Lebesgue-integrable R2n-valued functions on [0, 1] every-
where which contains an R2n-valued function having Lp-integrable weak derivative on [0, 1].
Moreover, every element x of W 1,p([0, 1],R2n) contains only a continuous R2n-valued function
representative, denoted by x for clearness, which is also absolutely continuous on [0, 1]. The
embedding of W 1,p([0, 1],R2n) into C0([0, 1],R2n) given by
x 7→ x
is compact in the sense that every bounded sequence (xn) ⊂W 1,p([0, 1],R2n) has a subsequence
(xnk) such that (xnk) converges in C
0([0, 1],R2n). Without occurring of confusions, an element
x of W 1,p([0, 1],R2n) is simply called a function, and x(t) is written as x(t) for any t ∈ [0, 1]
in this paper. Consider the following Banach subspace of W 1,p([0, 1],R2n),
Xp := {x ∈W 1,p([0, 1],R2n) |x(0), x(1) ∈ Ln0},
which is dense in Lp([0, 1],R2n). The complex structure J2n gives rise to a real linear, un-
bounded Fredholm operator on Lp([0, 1],R2n) with domain dom(Λp) = Xp,
Λp := −J2n d
dt
.
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(For p = 2, this is also selj-adjoint and has pure spectrum without limit point by [11,
Lemma 3.1].) Moreover, Λp is also a bounded linear Fredholm operator fromXp to L
p([0, 1],R2n).
By identifying a ∈ Ln0 with a constant path in Lp([0, 1],R2n) given by aˆ(t) = a for all t ∈ [0, 1],
we can identify Ker(Λp) with L
n
0 , and write Ker(Λp) = L
n
0 below (without occurring of con-
fusions). The following proposition is a standard exercise in functional analysis, which can
be easily derived by improving the proof of Proposition 2 in [15, Chap. III, Sec. 1] (or [11,
Lemma 3.1]). But we still give its proof for the sake of completeness.
Proposition 2.1. (i) The range R(Λp) of Λp is closed in L
p([0, 1],R2n) and there exists the
following direct sum decomposition
Lp([0, 1],R2n) = Ker(Λp) +R(Λp), (2.1)
such that
∫ 1
0 〈x(t), y(t)〉dt = 0 for all x ∈ R(Λp) and y ∈ Ker(Λp).
(ii) The restriction Λp,0 := Λp|R(Λp)∩dom(Λp) is bijection onto R(Λp), and Λ−1p,0 (as an operator
from R(Λp) to itself) is compact (and self-adjoint for p = 2).
Proof. Step 1. R(Λp) is closed in L
p([0, 1],R2n). Suppose that a sequence (xm) ⊂ R(Λp)
converges to x in Lp. Then there exists (um) ⊂ Xp such that Λpum = xm. It is easily seen
that each uˆm := um − um(0) satisfies
uˆm ∈W 1,p([0, 1],R2n), uˆm(0) = 0 ∈ Ln0 , uˆm(1) = um(1)− um(0) ∈ Ln0
and Λpuˆm = Λpum = xm. Since uˆm(t) = uˆm(0) +
∫ t
0 J2nxm(s)ds =
∫ t
0 J2nxm(s)ds we deduce
‖uˆl − uˆm‖pLp =
∫ 1
0
∣∣∣ ∫ t
0
(Jxl(s)− Jxm(s))ds
∣∣∣pdt ≤ ‖xl − xm‖pLp .
Moreover, it is clear that ‖ ˙ˆul − ˙ˆum‖Lp = ‖xl − xm‖Lp . Thus (uˆk) is a Cauchy sequence in
W 1,p([0, 1],R2n). Since Xp is a closed subspace of W
1,p([0, 1],R2n) there exists u ∈ Xp such
that (uˆk) converges to u in W
1,p norm. It is obvious that Λpu = x. (Note: The above
arguments are also true for p = 1!)
Step 2. Lp([0, 1],R2n) has the decomposition as in (2.1). For any fixed x ∈ Lp([0, 1],R2n),
by the orthogonal decomposition (1.4) (with k = 0) we may write
∫ 1
0 J2nx(s)ds = J2na + b,
where a,b ∈ Ln0 . For t ∈ [0, 1] let u(t) :=
∫ t
0 J2n(x(s) − a)ds. Then u ∈ W 1,p([0, 1],R2n),
u(0) = 0, u(1) = b ∈ Ln0 and x = Λpu+ a.
Next, for any c ∈ Ker(Λp) = Ln0 and y = Λpw, where w ∈ Xp, there holds
〈c, y〉L2 =
∫ 1
0
〈c,−Jw˙〉 = 〈c,−J2n(w(1) − w(0))〉 = 0
since w(1), w(0) ∈ Ln0 . (Note: The above arguments are also true for p = 1!)
Step 3. Prove (ii). We first prove: R(Λp) ∩Xp is a closed subspace in Xp (with respect to the
W 1,p norm). Let (uk) ⊂ R(Λp) ∩Xp be a Cauchy sequence in W 1,p norm. Then it converges
to some u ∈ Xp = dom(Λp) in the W 1,p norm. Especially, (uk) converges to u in the Lp norm.
Since R(Λp) is closed in L
p([0, 1],R2n) we get that u ∈ R(Λp) and so u ∈ R(Λp) ∩Xp.
We claim that Λp,0 := Λp|R(Λp)∩Xp is a bijective continuous linear map from a Banach
subspace dom(Λp,0) = R(Λp) ∩ Xp of Xp to the Banach subspace R(Λp) of Lp([0, 1],R2n). It
suffices to prove that Λp,0 is bijective. Indeed, for any x ∈ R(Λp), there exists u ∈ Xp such
that Λpu = x. By (2.1) we have u = Λpw+a, where w ∈ Xp and a ∈ Ln0 . Let uˆ := u−a. Then
uˆ ∈ R(Λp)∩Xp and Λp,0uˆ = Λpu = x, which implies that Λp,0 is surjective. Moreover, suppose
that u1, u2 ∈ R(Λp) ∩Xp satisfies Λp,0u1 = Λp,0u2. Then we have c ∈ Ln0 and w1, w2 ∈ Xp
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such that u1 − u2 = c, u1 = Λpw1 and u2 = Λpw2. These imply c = Λp(w1 − w2) ∈ R(Λp),
and so c = 0 and u1 = u2.
By the Banach inverse operator theorem we get a continuous linear operator Λ−1p,0 from
R(Λp) to the Banach subspace R(Λp) ∩Xp of Xp. Note that the inclusion map ip : R(Λp) ∩
Xp →֒ R(Λp) (as a restriction of the compact inclusion map W 1,p →֒ Lp) is compact. Hence
ip ◦ Λ−1p,0 : R(Λp)→ R(Λp) is compact.
Finally, let us prove that i2 ◦ Λ−12,0 is also self-adjoint. In fact, for xj = Λuj ∈ R(Λ2),
j = 1, 2, where u1, u2 ∈ R(Λ2) ∩X2, since u1(j), u2(j) ∈ Ln0 for j = 0, 1, it follows that
〈i2 ◦ Λ−12,0x1, x2〉L2 = 〈u1,Λ2u2〉L2
=
∫ 1
0
〈u1(t),−J2nu˙2(t)〉dt
=
∫ 1
0
〈−J2nu˙1(t), u2(t)〉dt+ 〈u1(1),−J2nu2(1)〉 − 〈u1(0),−J2nu2(0)〉
=
∫ 1
0
〈−J2nu˙1(t), u2(t)〉dt = 〈x1, i2 ◦ Λ−12,0x2〉L2 .
For each i = 1, · · · , n, let ei be a vector in R2n with 1 in the i-th position and 0s elsewhere.
Clearly, {ei}ni=1 is an orthogonal basis for Ln0 .
Corollary 2.2. L2([0, 1],R2n) has an orthogonal basis
{emπtJ2nei}1≤i≤n,m∈Z,
and every x ∈ L2([0, 1],R2n) can be uniquely expanded as
x =
∑
m∈Z
emπtJ2nxm, (2.2)
where xm ∈ Ln0 for all m ∈ Z, satisfy
∑
m∈Z |xm|2 <∞.
Proof. Since R(Λ2) is a closed subspace of the separable Hilbert space L
2([0, 1],R2n), by the
standard linear functional analysis theory, there exists an orthogonal basis of R(Λ2) which
completely consists of eigenvectors of i2 ◦ Λ−12,0.
Suppose that y ∈ R(Λ2) is a nonzero eigenvector of i2◦Λ−12,0 which belongs to the eigenvalue
λ. Then λ 6= 0, y ∈ R(Λ2) ∩X2 and satisfies Λ2(λy) = y, which implies that
−J2ny˙ = 1
λ
y, and y(i) ∈ Ln0 , i = 0, 1.
It follows that y is smooth and has the form y(t) = eJ2nt/λy(0). Since
y(1) = eJ2n/λy(0) = cos(1/λ)y(0) + sin(1/λ)J2ny(0) ∈ Ln0 , y(0) ∈ Ln0 \ {0},
we obtain sin(1/λ) = 0, and so 1/λ = kπ for some k ∈ Z \ {0}. Moreover, for each k ∈ Z \ {0}
it is easily checked that 1kπ is an eigenvalue of i2 ◦ Λ−12,0, and has the eigenvector subspace
ekπtJ2nLn0 . It follows that
{emπtJ2nei}1≤i≤n,m∈Z \ {ei}ni=1
is an orthogonal basis for the closed subspace R(Λ2) of L
2([0, 1],R2n). Then this and (2.1)
lead to the desired conclusions.
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Consider the Hilbert space defined in [34, Definition 3.6]
L2n,k =
{
x ∈ L2([0, 1],R2n)
∣∣∣ x L2= ∑
m∈Z
emπtJ2nam +
∑
m∈Z
e2mπtJ2nbm
am ∈ V n,k0 , bm ∈ V n,k1 ,∑
m∈Z
(|am|2 + |bm|2) <∞
}
with inner product
〈ψ, φ〉L2
n,k
=
(∫ 1
0
〈ψ(t), φ(t)〉dt
) 1
2
.
Proposition 2.3. The Hilbert space L2n,k is exactly L
2([0, 1],R2n).
Proof. Consider the projections
Π1 : R
2n → R2(n−k), (q1, · · · , qn, p1, · · · , pn) 7→ (qk+1, · · · , qn, pk+1, · · · , pn),
Π2 : R
2n → R2k, (q1, · · · , qn, p1, · · · , pn) 7→ (q1, · · · , qk, p1, · · · , pk).
Then Π1(V
n,k
0 ) = L
n−k
0 := {(u1, · · · , un−k, 0, · · · , 0) ∈ R2(n−k)}, Π2|V n,k1 is a linear isomor-
phism to R2k and
Π1 ◦ J2n = J2(n−k) ◦Π1, Π2 ◦ J2n = J2k ◦Π2. (2.3)
For any given x ∈ L2([0, 1],R2n) we write
x(t) = (q1(t), · · · , qn(t), p1(t), · · · , pn(t)) = xˆ(t) + xˇ(t), (2.4)
where
xˆ(t) = (0, · · · , 0, qk+1(t), · · · , qn(t), 0, · · · , 0, pk+1(t), · · · , pn(t)) ∈ R2n,
xˇ(t) = (q1(t), · · · , qk(t), 0, · · · , 0, p1(t), · · · , pk(t), 0, · · · , 0) ∈ R2n.
Then we have elements in L2([0, 1],R2(n−k)) and L2([0, 1],R2k), respectively,
[0, 1] ∋ t 7→ Π1 ◦ xˆ(t) = (qk+1(t), · · · , qn(t), pk+1(t), · · · , pn(t)) ∈ R2(n−k), (2.5)
[0, 1] ∋ t 7→ Π2 ◦ xˇ(t) = (q1(t), · · · , qk(t), p1(t), · · · , pk(t)) ∈ R2k. (2.6)
Applying Corollary 2.2 to Π1 ◦ xˆ and Ln−k0 we deduce that Π1 ◦ xˆ has the following expansion
in L2([0, 1],R2(n−k))
Π1 ◦ xˆ =
∑
m∈Z
emπtJ2(n−k) aˆm, (2.7)
where aˆm = (qk+1,m, · · · , qn,m, 0, · · · , 0) ∈ Ln−k0 for all m ∈ Z, satisfy
∑
m∈Z |aˆm|2 < ∞.
Moreover, we can represent Π2 ◦ xˇ by its Fourier expansions in L2([0, 1],R2k)
Π2 ◦ xˇ =
∑
m∈Z
e2mπtJ2k bˇm, (2.8)
where bˇm = (q1,m, · · · , qk,m, p1,m, · · · , pk,m) ∈ R2k for all m ∈ Z, satisfy
∑
m∈Z |bˇm|2 < ∞.
For every m ∈ Z, we define am, bm ∈ R2m by
am = (0, · · · , 0, qk+1,m, · · · , qn,m, 0, · · · , 0),
bm = (q1,m, · · · , qk,m, 0, · · · , 0, p1,m, · · · , pk,m, 0, · · · , 0).
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Then am ∈ V n,k0 , bm ∈ V n,k1 satisfy Π1(am) = aˆm, Π2(bm) = bˇm and
|am| = |aˆm| and |bm| = |bˇm|. (2.9)
By (2.3) and (2.7) (resp. (2.8)) it is not hard to check that
xˆ =
∑
m∈Z
emπtJ2nam and xˇ =
∑
m∈Z
e2mπtJ2nbm. (2.10)
These and (2.4) lead to the desired claim.
For any real s ≥ 0 we follow [34, Definition 3.6] to define
Hsn,k =
{
x ∈ L2([0, 1],R2n)
∣∣∣ x L2= ∑
m∈Z
emπtJ2nam +
∑
m∈Z
e2mπtJ2nbm
am ∈ V n,k0 , bm ∈ V n,k1 ,∑
m∈Z
|m|2s(|am|2 + |bm|2) <∞.
}
There are some standard results from [34] (or [25]).
Lemma 2.4 ([34, Lemma 3.8 and 3.9]). For each s ≥ 0, Hsn,k is a Hilbert space with the inner
product
〈φ, ψ〉s,n,k = 〈a0, a′0〉+ 〈b0, b′0〉+ π
∑
m 6=0
(|m|2s〈am, a′m〉+ |2m|2s〈bm, b′m〉),
where φ, ψ ∈ Hsn,k are expanded respectively as
φ
L2
=
∑
m∈Z
emπtJ2nam +
∑
m∈Z
e2mπtJ2nbm and ψ
L2
=
∑
m∈Z
emπtJ2na′m +
∑
m∈Z
e2mπtJ2nb′m
with
am, a
′
m ∈ V n,k0 and bm, b′m ∈ V n,k1 for all m ∈ Z.
Furthermore, if s > t, then the inclusion j : Hsn,k →֒ Htn,k and its Hilbert adjoint j∗ : Htn,k →
Hsn,k are compact.
Let ‖ · ‖s,n,k denote the norm induced by 〈·, ·〉s,n,k. For r ∈ N or r =∞ let
Crn,k([0, 1],R
2n)
denote the space of Cr maps x : [0, 1]→ R2n such that x(i) ∈ Rn,k, i = 0, 1, and x(1) ∼ x(0),
where ∼ is the leaf relation on Rn,k.
Lemma 2.5 ([34, Lemma 3.10]). If x ∈ Hsn,k for s > 1/2 + r where r is an integer, then
x ∈ Crn,k([0, 1],R2n).
Lemma 2.6 ([34, Lemma 3.11]). j∗(L2) ⊂ H1n,k and ‖j∗(y)‖1,n,k ≤ ‖y‖L2.
Let
E = H
1/2
n,k and ‖ · ‖E := ‖ · ‖1/2,n,k. (2.11)
There is an orthogonal decomposition E = E+ ⊕ E0 ⊕ E−, where E0 = Rn,k and
E− =
{
x ∈ H1/2n,k
∣∣∣ x L2= ∑
m<0
emπtJam +
∑
m<0
e2mπtJbm
}
,
E+ =
{
x ∈ H1/2n,k
∣∣∣x L2= ∑
m>0
emπtJam +
∑
m>0
e2mπtJbm
}
.
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Let P+, P 0 and P− be the orthogonal projections to E+, E0 and E− respectively. For x ∈ E
we write x+ = P+x, x0 = P 0x and x− = P−x. Define functional
a : E → R, x 7→ 1
2
(‖x+‖2E − ‖x−‖2E).
Then there holds
a(x) =
1
2
∫ 1
0
〈−J2nx˙, x〉, ∀x ∈ C1n,k([0, 1],R2n).
(See [34].) The functional a is differentiable with gradient ∇a(x) = x+ − x−.
Suppose that H : R2n → R is a C1,1 Hamiltonian and that ∇H is globally Lipschitz. (For
example, this is satisfied for C2 Hamiltonian H : R2n → R with bounded second derivative,
i.e., |Hzz(z)| ≤ C for some constant C > 0 and for all z ∈ R2n.) Then there exist positive real
numbers Ci, i = 1, 2, 3, 4, such that
|∇H(z)| ≤ C1|z|+ C2, |H(z)| ≤ C3|z|2 + C4 (2.12)
for all z ∈ R2n. Define functionals bH ,ΦH : E → R by
bH(x) =
∫ 1
0
H(x(t))dt and ΦH = a− bH . (2.13)
Lemma 2.7 ([25, Section 3.3, Lemma 4]). The functional bH is differentiable. Its gradient
∇bH is compact and satisfies a global Lipschitz condition on E.
Lemma 2.8. x ∈ E is a critical point of ΦH if and only if x ∈ C1n,k([0, 1],R2n) and solves
x˙ = J∇H(x). (2.14)
Moreover, if H is of class Cl (l ≥ 2) then each critical point of ΦH on E is Cl.
Proof. This can be proved by modifying the proof of [25, Section 3.3, Lemma 5]. Firstly,
suppose that x ∈ E is a critical point of ΦH . Then there holds
x+ − x− = ∇bH(x) = j∗∇H(x), (2.15)
where j∗ : L2 → E is the adjoint operator of the inclusion j : E → L2 defined by (j(x), y)L2 =
〈x, j∗(y)〉E = 〈x, j∗(y)〉 1
2 ,n,k
for all x ∈ E and y ∈ L2([0, 1],R2n). By Corollary 2.2 we write
x
L2
=
∑
m∈Z
emπtJ2nzm and ∇H(x) L
2
=
∑
m∈Z
emπtJ2n zˆm
where zm, zˆm ∈ V n,k0 for odd m, and zm, zˆm ∈ V n,k0 ⊕ V n,k1 for even m, and∑
m∈Z
|m||zm|2 <∞,
∑
m∈Z
|zˆm|2 <∞.
Hence (2.15) is equivalent to
mπzm = zˆm ∀m ∈ Z. (2.16)
This implies that x ∈ H1n,k and hence x ∈ C0n,k. It follows that ∇H(x) ∈ C0 (but not
necessarily in C0n,k since it may not satisfy the boundary condition). Let us write∫ 1
0
J2n∇H(x(t))dt = J2nd1 + d2 + c,
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where d1, d2 ∈ V n,k0 and c ∈ V n,k1 . For 0 ≤ t ≤ 1 let
ξ(t) :=
∫ t
0
(
J2n∇H(x(s)) − J2nd1 − c
)
ds. (2.17)
Then ξ(0) = 0 ∼ d2 = ξ(1) and hence ξ ∈ C1n,k. Suppose ξ(t) L
2
=
∑
m∈Z e
mπtJ2nz′m. Then
∇H(x(t)) − d1 + J2nc = −J2nξ˙(t) L
2
=
∑
06=m∈Z
mπemπtJ2nz′m.
By (2.16) we get
d1 = c = 0 and zm = z
′
m for m 6= 0. (2.18)
It follows that ξ(t) = x(t) − x(0) and hence x ∈ C1n,k. Clearly x solves (2.14) due to (2.17)
and the first two equalities in (2.18). This x also sits in Cln,k([0, 1],R
2n) if H is Cl with l ≥ 2.
Conversely, suppose that x ∈ C1n,k([0, 1],R2n) solves (2.14). Clearly, (2.16) holds and so
does (2.15). It follows that x is a critical point of ΦH on E.
3 Proof of Theorem 1.5
Recall that 0 ≤ k < n. We may also assume 0 ∈ D without loss of generality. In fact, for any
z0 ∈ D ∩ Rn,k, x is a (generalized) leafwise chord on ∂D for Rn,k if and only if x − z0 is a
(generalized) leafwise chord on ∂(D − z0) for Rn,k − z0 = Rn,k. Moreover x(1) − x(0) ∈ V n,k0
and (1.4) imply
A(x − z0) = 1
2
∫ 1
0
〈−J2nx˙, x− z0〉 = A(x) + 〈J2n(x(1)− x(0)), z0〉 = A(x).
By the monotonicity of cLR there also holds cLR(D,D ∩Rn,k) = cLR(D− z0, (D− z0)∩Rn,k).
3.1 Proof of (1.13)
In order to include a part of the proof of Theorem 1.18 we consider a general case. Fix a real
p > 1. With the leaf relation ∼ on Rn,k, consider the Banach subspace of W 1,p([0, 1],R2n),
F
n,k
p :=
{
x ∈ W 1,p([0, 1],R2n)
∣∣∣ x(0), x(1) ∈ Rn,k, x(0) ∼ x(1), ∫ 1
0
x(t)dt ∈ J2nV n,k0
}
,
and its subset
An,kp = {x ∈ Fn,kp |A(x) = 1}. (3.1)
The latter is a regular submanifold of Fn,kp . In fact, for any x ∈ Fn,kp and ζ ∈ TxFn,kp = Fn,kp
we have
dA(x)[ζ] =
∫ 1
0
〈−J2nζ˙, x〉+ 1
2
〈−J2nx, ζ〉|10 =
∫ 1
0
〈−J2nζ˙ , x〉
because J2nx(i) ∈ J2nRn,k is orthogonal to ζ(i) ∈ Rn,k for each i ∈ {0, 1} by (1.4). In
particular, dA(x)[x] = 2 for any x ∈ An,kp , and thus dA 6= 0 on An,kp .
The following two lemmas are very key for the proof of (1.13) in Theorem 1.5 and the proof
of Theorem 1.18.
Lemma 3.1. There exists a constant C˜1 > 0 such that
‖x‖L∞ ≤ C˜1‖x˙‖Lp , ∀x ∈ Fn,kp . (3.2)
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Proof. Let us we write x(t) = (q1(t), · · · , qn(t), p1(t), · · · , pn(t)). Since x(0), x(1) ∈ Rn,k,
pi(0) = pi(1) = 0, i = k + 1, · · · , n. (3.3)
Note that J2nV
n,k
0 = {(0, · · · , 0, pk+1, · · · , pn) ∈ R2n | pi ∈ R, i = k + 1, · · · , n}. Then∫ 1
0 x(t)dt ∈ J2nV n,k0 leads to∫ 1
0
qi(t) = 0 =
∫ 1
0
pj(t), i = 1, · · · , n, j = 1, · · · , k.
Hence there exist ti ∈ [0, 1] for i = 1, · · · , n, and sj ∈ [0, 1] for j = 1, · · · , k, such that
qi(ti) = 0 = pj(sj), i = 1, · · · , n, j = 1, · · · , k.
As usual we derive from these and (3.3) that for any t ∈ [0, 1],
|qi(t)| = |qi(t)− qi(ti)| = |
∫ t
ti
q˙i(τ)dτ | ≤ ‖q˙i‖Lp , i = 1, · · · , n,
|pj(t)| = |pj(t)− pj(sj)| = |
∫ t
sj
p˙j(τ)dτ | ≤ ‖p˙j‖Lp , j = 1, · · · , k,
|pj(t)| = |pj(t)− pj(0)| = |
∫ t
0
p˙j(τ)dτ | ≤ ‖p˙j‖Lp , j = k + 1, · · · , n.
These lead to the expected inequality immediately.
Lemma 3.2. Lp([0, 1],R2n) has the direct sum decomposition
Lp([0, 1],R2n) = {−J2nζ˙ | ζ ∈ Fn,kp }+˙Rn,k (3.4)
such that ∫ 1
0
〈a,−J2nζ˙(t)〉 = 0 ∀ζ ∈ Fn,kp , ∀a ∈ Rn,k, (3.5)
where Rn,k may be naturally viewed as a subspace of Lp([0, 1],R2n) as before.
Proof. Let Pn,k : R
2n → Rn,k denote the orthogonal projection with respect to the first
decomposition in (1.4). For x ∈ Lp([0, 1],R2n) we write ∫ 10 J2nx(s)ds = J2na + b, where
a ∈ Rn,k, b ∈ V n,k0 . Define
ζ(t) :=
∫ t
0
J2n(x(s) − a)ds− Pn,k
∫ 1
0
(∫ τ
0
J2n(x(s) − a)ds
)
dτ, t ∈ [0, 1].
Then ζ ∈W 1,p([0, 1],R2n) satisfies x = −J2nζ˙ + a and
ζ(0) ∈ Rn,k, ζ(1) = b− Pn,k
∫ 1
0
(∫ t
0
J2n(x(s) − a)ds
)
dt ∈ Rn,k,
ζ(1)− ζ(0) =
∫ 1
0
ζ˙(t)dt =
∫ 1
0
J2n(x(t) − a)dt = b ∈ V n,k0 ,∫ 1
0
ζ(t)dt =
∫ 1
0
(∫ t
0
J2n(x(s) − a)ds
)
dt− Pn,k
∫ 1
0
(∫ t
0
J2n(x(s)− a)ds
)
dt ∈ J2nV n,k0 .
The last three lines shows that ζ ∈ Fn,kp . Hence Lp([0, 1],R2n) = {−J2nζ˙ | ζ ∈ Fn,kp } + Rn,k.
It is easily seen that the orthogonal decompositions in (1.4) imply (3.5).
22
Having these two lemmas, the proof of equality (1.13) can be completed by slightly gen-
eralizing the Clarke duality proving the existence of a closed characteristic on a compact,
C2-smooth and strictly convex hypersurface in R2n (see [25, Sec. 1.5]). Similar methods are
used in [29] to prove the representation formula and a Brunn-Minkowski type inequality for
generalized Hofer-Zehnder capacity.
Let jD be the Minkowski functional of D, HD = (jD)
2 and let H∗D be the Legendre
transformation of HD. Then ∂D = H
−1
D (1), and there exist constants R1, R2 ≥ 1 such that
|z|2
R1
≤ HD(z) ≤ R1|z|2, ∀z ∈ R2n, |z|
2
R2
≤ H∗D(z) ≤ R2|z|2, ∀z ∈ R2n. (3.6)
Recall that for p > 1 and q = pp−1 there holds(
1
p
jpD
)∗
(w) =
1
q
(hD(w))
q (3.7)
by [29, (9.1)]. Then H∗D = (hD/4)
2, and therefore the following functional
Ip : F
n,k
p → R, x 7→
∫ 1
0
(H∗D(−J2nx˙(t)))
p
2 dt (3.8)
is convex, and C1 if D is strictly convex and has the C1-smooth boundary. The equality (1.13)
can be obtained from the case p = 2 in the following proposition.
Proposition 3.3. For a real p > 1, Ip|An,kp attains its minimum and
{A(x) > 0 |x is a generalized leafwise chord on ∂D for Rn,k}
contains a minimizer which is equal to (minx∈An,kp Ip)
2
p .
Proof. Step 1. µp := infx∈An,kp Ip(x) is positive. Let q =
p
p−1 . By Lemma 3.1, we deduce
2 = 2A(x) ≤ ‖x‖Lq‖x˙‖Lp ≤ ‖x‖L∞‖x˙‖Lp ≤ C˜1‖x˙‖2Lp ∀x ∈ An,kp ,
which leads to for R2 in (3.6)
Ip(x) ≥
(
1
R2
)p/2
‖x˙‖pLp ≥ C˜2 :=
(
2
R2C˜1
) p
2
> 0.
Step 2. There exists u ∈ An,kp such that Ip(u) = µp, and thus u is a critical point of Ip|An,kp .
Let (xm) be a sequence in An,kp such that
lim
m→∞
Ip(xm) = µ.
This and (3.6) lead to
1
R
p/2
2
‖x˙m‖pLp =
∫ 1
0
( | − Jx˙m|2
R2
)p/2
dt ≤
∫ 1
0
(H∗D(−Jx˙m))p/2 = Ip(xm) ≤ C
for some constant C > 0. Combining with (3.2) we get
‖xm‖Lp ≤ ‖xm‖L∞ ≤ C˜1‖x˙m‖Lp ≤ C˜1C1/pR1/22 .
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Therefore (xm) is a bounded sequence inW
1,p([0, 1],R2n). Since p > 1,W 1,p([0, 1]) is reflexive
and the embedding W 1,p([0, 1],R2n) →֒ C0([0, 1],R2n) is compact. Passing to a subsequence
if necessary we can assume that
xm converges weakly to u in W
1,p([0, 1],R2n), (3.9)
xm converges to u in C
0([0, 1],R2n). (3.10)
(See the beginning of Section 2 for related notations.) It follows that
u(0), u(1) ∈ Rn,k, u(0) ∼ u(1),
∫ 1
0
u(t)dt =
∫ 1
0
u(t)dt ∈ J2nV n,k0 .
Moreover,
2A(u) =
∫ 1
0
〈−J2nu˙, u〉dt
=
∫ 1
0
〈−J2n(u˙− x˙m), u〉dt+
∫ 1
0
〈−J2nx˙m, xm〉dt+
∫ 1
0
〈−J2nx˙m, u− xm〉dt
→ 2
because
∫ 1
0 〈−J2n(u˙− x˙m), u〉dt→ 0 by (3.9) and∫ 1
0
〈−J2nx˙m, u− xm〉dt =
∫ 1
0
〈−J2nx˙m, u− xm〉dt→ 0
by (3.10). Therefore we deduce that
u ∈ An,kp .
Consider the functional
Iˆp : L
p([0, 1],R2n)→ R, x 7→
∫ 1
0
(H∗D(u(t))
p
2 dt.
Then (3.8) implies Ip(x) = Iˆp(−Jx˙) for any x ∈ Fn,kp . Since (H∗D)
p
2 = (hD/2)
p by (3.7), Iˆp is
convex, and continuous by (3.6). It follows from Corollary 3 in [15, Chap. II,§3] that Iˆp has
nonempty subdifferential ∂Iˆp(v) at each point v ∈ Lp([0, 1],R2n),
∂Iˆp(v) = {w ∈ Lq([0, 1],R2n) |w(t) ∈ p
2
(H∗D(v(t))
p
2−1∂H∗D(v(t)) a.e. on [0, 1]}.
Hence there exists w ∈ ∂Iˆp(−Ju˙) ⊂ Lq([0, 1],R2n) such that
Ip(u)− Ip(xm) = Iˆp(−Ju˙)− Iˆp(−Jx˙m)
≤
∫ 1
0
〈w(t),−J(u˙(t)− x˙m(t))〉dt
→ 0
by (3.9). Therefore
Ip(u) = lim
m→∞
Ip(xm) = µp. (3.11)
Step 3. There exists a generalized leafwise chord on ∂D for Rn,k, x∗ : [0, 1]→ ∂D, such that
A(x∗) = (µp)
2
p .
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Since u is the minimizer of Ip|An,kp , applying Lagrangian multiplier theorem ([12, Theo-
rem 6.1.1]) we get some λp ∈ R such that 0 ∈ ∂(Ip+λpA)(u) = ∂Ip(u)+λpA′(u). This means
that there exists some ρ ∈ Lq([0, 1],R2n) satisfying
ρ(t) ∈ ∂(H∗D)
p
2 (−J2nu˙(t)) a.e. (3.12)
and ∫ 1
0
〈ρ(t) + λpu(t),−J2nζ˙(t)〉 = 0 ∀ζ ∈ Fn,kp . (3.13)
Using Lemma 3.2, from (3.13) we derive that for some a0 ∈ Rn,k,
ρ(t) + λpu(t) = a0, a.e. (3.14)
Since (H∗D)
p/2 is p-homogeneous, by [47, Theorem 3.1] and (3.12) we get
〈ρ(t),−J2nu˙(t)〉 = p(H∗D)p/2(−J2nu˙(t)), a.e..
Inserting (3.14) into the above equality and integrating over interval [0, 1] we obtain∫ 1
0
〈a0 − λpu(t),−J2nu˙(t)〉dt = p
∫ 1
0
(H∗D)
p/2(−J2nu˙(t))dt. (3.15)
Because a0 ∈ Rn,k and u ∈ An,kp , we derive∫ 1
0
〈a0,−J2nu˙(t)〉dt = 〈a0,−J2n(u(1)− u(0))〉 = 0,∫ 1
0
〈−λpu(t),−J2nu˙(t)〉 = −2λpA(u) = −2λp.
Hence by (3.11), (3.15) becomes
−2λp = pµp. (3.16)
Note that for every convex function Ψ and constant c 6= 0 we have
(cΨ)∗(x) = cΨ∗(
x
c
).
by the definition of Legendre transformation. This and (3.7) imply that (H∗D)
p
2 = (hD2 )
p has
Legendre transformation(
hpD
2p
)∗
(x) =
2p
p
(
hpD
p
)∗
(
2p
p
x) =
2p
p
· 1
q
jqD(
2p
p
x) =
2q
qpq−1
jqD(x). (3.17)
Combining this with (3.12) and (3.14), we get that
−J2nu˙(t) ∈ 2
q
qpq−1
∂jqD(−λpu(t) + a0), a.e..
Let v(t) := −λpu(t) + a0. Then v(j) ∈ Rn,k for j = 0, 1, v(1) ∼ v(0) and
−J2nv˙(t) ∈ −λp 2
q
qpq−1
∂jqD(v(t)), a.e.
This implies that jqD(v(t)) is a constant by [33, Theorem 2], and
−2q−1λp
pq−1
jqD(v(t)) =
∫ 1
0
−2q−1λp
pq−1
jqD(v(t))dt =
1
2
∫ 1
0
〈−J2nv˙(t), v(t)〉dt = λ2pA(u) =
(pµp
2
)2
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by the Euler formula [47, Theorem 3.1] and (3.16). Therefore
jqD(v(t)) =
(p
2
)q
µp and A(v) =
1
2
∫ 1
0
〈−J2nv˙(t), v(t)〉dt = λ2p =
(pµp
2
)2
.
It follows that x∗(t) := v(t)jD(v(t)) satisfies jD(x
∗(t)) ≡ 1, x∗(j) ∈ Rn,k, j = 0, 1, x∗(1) ∼ x∗(0)
and
−J2nx˙∗(t) ∈ 2
q
µ2/pp ∂j
q
D(x
∗(t)), a.e. and A(x∗) =
1
j2D(v(t))
A(v) = µ
2
p
p .
Hence x∗ is a generalized leafwise chord on ∂D for Rn,k with action µ
2
p
p .
Step 4. For any generalized leafwise chord on ∂D for Rn,k with positive action, y : [0, T ]→
S, there holds A(y) ≥ µ
2
p
p .
Since [12, Theorem 2.3.9] implies ∂jqD(x) = q(jD(x))
q−1∂jD(x), by Lemma 2 in [15,
Chap.V,§1], after reparameterizing it we may assume that y ∈W 1,∞([0, T ],R2n) and satisfies
jD(y(t)) ≡ 1, −J2ny˙(t) ∈ ∂jqD(y(t)) a.e. on [0, T ],
y(0), y(T ) ∈ Rn,k, y(0) ∼ y(T ).
}
(3.18)
As above, using the Euler formula [47, Theorem 3.1] we deduce
A(y) =
1
2
∫ T
0
〈−J2ny˙(t), y(t)〉dt = 1
2
∫ T
0
qjqD(y(t))dt =
qT
2
. (3.19)
Define a :=
√
2
qT and
y∗ : [0, 1]→ R2n, t 7→ y∗(t) = ay(tT )− Pn,k
∫ 1
0
ay(sT )ds, (3.20)
where Pn,k : R
2n = J2nV
n,k
0 ⊕ Rn,k → Rn,k is the orthogonal projection as above. Then∫ 1
0
y∗(t)dt =
∫ 1
0
ay(tT )dt− Pn,k
∫ 1
0
ay(tT )dt ∈ J2nV n,k0 ,
y∗(0) = ay(0)− Pn,k
∫ 1
0
ay(tT )dt ∈ Rn,k,
y∗(1) = ay(T )− Pn,k
∫ 1
0
ay(tT )dt ∈ Rn,k,
y∗(1)− y∗(0) = ay(T )− ay(0) ∈ V n,k0 .
That is, y∗ ∈ Fn,kp . Moreover, a direct computation shows that
A(y∗) =
1
2
∫ 1
0
〈−J2ny˙∗(t), y∗(t)〉dt
=
1
2
∫ 1
0
〈−J2ny˙∗(t), ay(tT )〉dt− 1
2
∫ 1
0
〈−J2ny˙∗(t), Pn,k
∫ 1
0
ay(sT )ds〉dt
=
1
2
∫ 1
0
〈−aTJ2ny˙(T t), ay(tT )〉dt− 1
2
〈J2n(y∗(1)− y∗(0)), Pn,k
∫ 1
0
ay(sT )ds〉
=
1
2
∫ 1
0
〈−aTJ2ny˙(T t), ay(tT )〉dt = 1.
Hence y∗ belongs to An,kp .
26
In the following we compute Ip(y
∗). By the second term in (3.18) and the definition of y∗
in (3.20) we have
−J2n y˙
∗(t)
aT
= −J2ny˙(tT ) ∈ ∂jqD(y(tT )), 0 ≤ t ≤ 1,
i.e.,
−J2n y˙
∗(t)
qaT
∈ ∂(j
q
D
q
)(y(tT )), 0 ≤ t ≤ 1.
Using this, (3.7) and the Legendre reciprocity formula (cf. [15, Proposition II.1.15]) we derive
hpD
p
(−J2n y˙
∗(t)
qaT
) + (
jqD
q
)(y(tT )) = 〈−J2n y˙
∗(t)
qaT
, y(tT )〉 = 1
as in (3.19). Then (3.7) and this equality lead to
Ip(y
∗) =
∫ 1
0
(H∗D(−J2ny˙∗))
p
2 dt
=
∫ 1
0
(
hpD
2p
)(−J2ny˙∗)dt
=
p(qaT )p
2p
∫ 1
0
(
hpD
p
)(−J2n y˙
∗(t)
qaT
)dt
=
p(qaT )p
2p
∫ 1
0
(
1− 1
q
)
dt
=
(qaT )p
2p
≥ µp.
Inserting a =
√
2
qT into the last inequality we deduce that
A(y) =
qT
2
≥ µ
2
p
p .
This and Step 3 prove Proposition 3.3.
Remark 3.4. By the final two steps in the proof of Proposition 3.3, for a minimizer u of
Ip|An,kp there exists a0 ∈ Rn,k such that
x∗(t) =
(
min Ip|An,kp
)1/p
u(t) +
2
p
(
min Ip|An,kp
)(1−p)/p
a0
gives a generalized leafwise chord on ∂D for Rn,k with action(
min Ip|An,kp
)2/p
= min{A(x) > 0 |x is a generalized leafwise chord on ∂D for Rn,k}.
Thus this and (1.12) proved below show that
x∗(t) =
(
cLR(D,D ∩ Rn,k)
)1/2
u(t) +
2
p
(
cLR(D,D ∩Rn,k)
)(1−p)/2
a0
is a cLR(D,D ∩ Rn,k) carrier.
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3.2 Proof of (1.12)
The proof of (1.12) follows the ideas of the proof of [24, Proposition 4]. Since the variational
setting is changed, some details must be treated very carefully.
Firstly, we give the following generalization of the well-known fact that the set of actions of
closed characteristics on a smooth convex energy surface has no interior point in R. Note that
[29, Lemma 4.1] generalized this fact to characteristics satisfying certain boundary conditions.
Lemma 3.5. Let D ⊂ R2n be a bounded convex domain with boundary S = ∂D and containing
0 in its interior. If S is of class C2n+2, then the set
ΣS := {A(x) | is a leafwise chord on S for Rn,k and A(x) > 0 } (3.21)
has no interior point in R.
Proof. Since S is of class C2n+2, the Minkowski functional jD : R2n → R is C2n+2 in R2n\{0}.
Fix 1 < α < 2. Define F : R2n → R by F (z) = (jD(z))α. It is C1, and also C2n+2 in R2n \{0}.
Fix an arbitrarily σ ∈ ΣS . It suffices to prove that ΣS ∩ (σ− ǫ, σ+ ǫ) has no interior point
for some sufficiently small ǫ > 0. Since F (0) = 0 we may choose 0 < ε1 < ε2 such that the
closure of B2n(ε2) is contained in D and that
max
z∈B2n(ε2)
F (z) <
(
2(σ + ǫ)
α
) α
α−2
. (3.22)
Take a smooth function f : R2n → [0, 1] such that f |Bε1 = 0 and f |Bcε2 = 1. Define F : R2n →
R by F (z) = f(z)F (z) for z ∈ R2n. Then F ∈ C2n+2(R2n,R).
Let x : [0, T ]→ S be a leafwise chord for Rn,k and with action A(x) ∈ (σ − ǫ, σ + ǫ). We
may assume that it satisfies
x˙ = J2n∇F (x). (3.23)
Then A(x) = αT2 . Since ∇F (λz) = λα−1∇F (z) ∀λ ≥ 0 and F (x(t)) ≡ 1, we deduce that
y : [0, 1]→ R2n, t 7→ y(t) = T 1α−2x(tT ) (3.24)
satisfies
y˙(t) = J2n∇F (y(t)), y(j) ∈ Rn,k, j = 0, 1, and
y(1) ∼ y(0), F (y(t)) ≡ T αα−2 ≥
(
2(σ + ǫ)
α
) α
α−2
.
The last inequality and (3.22) imply y([0, 1]) ⊂ (Bε2)c. Hence y˙ = J∇F (y) (since F = F on
(Bε2)
c) and so y is a critical point of the functional
ΦF : E → R, x 7→
1
2
‖x+‖2E −
1
2
‖x−‖2E −
∫ 1
0
F (x(t))dt.
Moreover, a direct computation gives rise to
ΦF (y) =
1
2
∫ 1
0
〈−Jy˙, y〉 −
∫ 1
0
F (y(t)) =
(α
2
− 1
)
F (y(t)) =
(α
2
− 1
)
T
α
α−2 .
By Lemma 2.8 all critical points of ΦF sit in C
2n+2
n,k and hence ΦF and ΦF |C1n,k have the same
critical value sets. Since F is C2n+2, as in the proof of [29, Claim 4.4] we can deduce that
ΦF |C1n,k is of class C2n+1.
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Let P0 and P1 be the orthogonal projections of R
2n to the spaces V n,k0 and V
2k
1 in (1.2)
and (1.3), respectively. Take a smooth g : [0, 1]→ [0, 1] such that g equals 1 (resp. 0) near 0
(resp. 1). Denote by φt the flow of XF . Since XF is C
2n+1, we have a C2n+1 map
ψ : [0, 1]× Rn,k → R2n, (t, z) 7→ g(t)φt(z) + (1− g(t))φt−1(P0φ1(z) + P1z).
For any z ∈ Rn,k, since ψ(0, z) = φ0(z) = z and ψ(1, z) = P0φ1(z) + P1z, we have
ψ(1, z), ψ(0, z) ∈ Rn,k and ψ(1, z) ∼ ψ(0, z).
These and [29, Corollary B.2] show that ψ gives rise to a C2n map
Ω : Rn,k → C1n,k([0, 1],R2n), z 7→ ψ(·, z).
Hence ΦF ◦ Ω : Rn,k → R is of class C2n. It follows from Sard’s Theorem that the critical
value sets of ΦF ◦ Ω is nowhere dense (since dimRn,k < 2n).
Let z ∈ Rn,k be such that φ1(z) ∈ Rn,k and φ1(z) ∼ z. Then P0φ1(z) − P0z = φ1(z) − z
and therefore P0φ
1(z) + P1z = φ
1(z), which implies ψ(t, z) = φt(z) ∀t ∈ [0, 1].
For y in (3.24) we have zy ∈ Rn,k such that y(t) = φt(zy) ∀t ∈ [0, 1]. This implies
φ1(zy) ∈ Rn,k, φ1(zy) ∼ zy and therefore y = ψ(·, zy) = Ω(zy). Hence zy is a critical point of
ΦF ◦ Ω and ΦF ◦ Ω(zy) = ΦF (y). It follows that
Ξ :=
{(α
2
− 1
)
T
α
α−2
∣∣∣ x : [0, T ]→ S is a leafwise chord for Rn,k that
satisfies (3.23) and has action A(x) ∈ (σ − ǫ, σ + ǫ)
}
.
is nowhere dense in R as a subset of the critical value sets of ΦF ◦ Ω. This implies that
{αT2 > 0 |
(
α
2 − 1
)
T
α
α−2 ∈ Ξ} is nowhere dense in R.
As in [29, §4.4], by approximating arguments it suffices to prove (1.12) for the smooth and
strictly convex D. By the proof of Proposition 3.3 we choose p = q = 2 and obtain a leafwise
chord on ∂D for Rn,k, x∗ : [0, 1]→ ∂D, such that
x˙∗ = J2nA(x
∗)∇j2D(x∗) and
A(x∗) = min{A(x) > 0 | x is a leafwise chord on ∂D for Rn,k} > 0.
}
(3.25)
We shall prove cLR(D,D ∩Rn,k) = A(x∗) in two steps below.
Step 1. Prove cLR(D,D ∩ Rn,k) ≥ A(x∗). For small 0 < ǫ, δ < 1/2, pick a smooth function
f : [0, 1]→ R such that f(t) = 0 for t ≤ δ, f(t) = A(x∗)−ǫ for t ≥ 1−δ, and 0 ≤ f ′(t) < A(x∗)
for δ < t < 1 − δ. Then D ∋ x 7→ H(x) := f(j2D(x)) belongs to H(D,D ∩ Rn,k) and
maxH = A(x∗) − ǫ. We claim that every solution x : [0, T ] → D of the boundary value
problem
x˙ = J2n∇H(x) = f ′(j2D(x))J2n∇j2D(x) and
x(0), x(T ) ∈ Rn,k, x(T ) ∼ x(0)
}
with 0 < T ≤ 1 is constant. By contradiction let x = x(t) be a nonconstant solution of it.
Then jD(x(t)) ≡ c ∈ (0, 1) and f ′(j2D(x(t))) ≡ a ∈ (0, A(x∗)). Since ∇j2D(λz) = λ∇j2D(z) for
all (λ, z) ∈ R+ × R2n, y(t) := 1cx(t) sits in ∂D and satisfies
y˙ = aJ2n∇j2D(y), y(0), y(T ) ∈ Rn,k, y(T ) ∼ y(0). (3.26)
Note that 〈∇j2D(z), z〉 = 2j2D(z) = 2 for any z ∈ ∂D. (3.26) leads to 0 < A(y) = aT ≤ a <
A(x∗), which contradicts (1.13). Hence H is admissible and so cLR(D,D ∩Rn,k) ≥ A(x∗)− ǫ.
Letting ǫ→ 0 the expected inequality is proved.
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Step 2. Prove cLR(D,D ∩ Rn,k) ≤ A(x∗). Let H ∈ H(D,D ∩ Rn,k) with m(H) > A(x∗).
We want to prove that the boundary value problem
x˙(t) = J2n∇H(x(t)) ∀t ∈ [0, 1], x(0), x(1) ∈ Rn,k, x(1) ∼ x(0) (3.27)
possess a nonconstant solution x : [0, 1] → D. (Then 0 ≤ Tx ≤ 1 and hence H is not
admissible.) By Lemma 3.5 there exists ǫ > 0 such thatm(H) > A(x∗)+ǫ and A(x∗)+ǫ /∈ ΣS .
Hence the boundary value problem for x : [0, 1]→ R2n,
x˙ = (A(x∗) + ǫ)J2n∇j2D(x), x(0), x(1) ∈ Rn,k, x(1) ∼ x(0), (3.28)
admits only the trivial solution x ≡ 0. (Otherwise, we have x(t) 6= 0 ∀t ∈ [0, 1] as above. Thus
after multiplying x(t) by a suitable positive number we may assume that x([0, 1]) ⊂ S = ∂D,
and so ΣS ∋ A(x) = A(x∗) + ǫ, which is a contradiction.) Fix a number δ > 0 and choose a
f ∈ C∞(R,R) such that
f(t) ≥ (A(x∗) + ǫ)t, t ≥ 1,
f(t) = (A(x∗) + ǫ)t, t large,
f(t) = m(H), 1 ≤ t ≤ 1 + δ,
0 ≤ f ′(t) ≤ A(x∗) + ǫ, t > 1 + δ.
Define H : R2n → R by H(z) = f(j2D(z)), and H|D = H . Let ΦH be the functional associated
to H as in (2.13). Repeating the proof of [24, Lemma 4] yields
Lemma 3.6. Assume that x : [0, 1]→ R2n is a solution of
x˙(t) = XH(x(t)), x(0), x(1) ∈ Rn,k, x(1) ∼ x(0)
with ΦH(x) > 0. Then it is nonconstant, sits in D completely, and thus is a solution of
x˙ = XH(x) on D.
It remains to prove that there exists a critical point x of ΦH on E with ΦH(x) > 0.
Lemma 3.7. If a sequence (xm) ⊂ E satisfies that ∇ΦH(xm) → 0 in E, then it has a
convergent subsequence in E. In particular, ΦH satisfies the Palais-Smale condition.
Proof. Note that ∇ΦH(xm) = x+m− x−m−∇bH(xm) and that ∇bH is compact by Lemma 2.7.
By these and the compactness of the orthogonal projection P 0 : E → E0 = Rn,k we only
need to prove that (xm) has a bounded subsequence in E. Otherwise, after passing to a
subsequence (if necessary), we may assume that limm→∞ ‖xm‖E =∞. Let ym = xm/‖xm‖E .
Then ‖ym‖E = 1 and for j∗ in (2.15) it holds that
y+m − y−m − j∗
(∇H(xm)
‖xm‖E
)
→ 0 in E. (3.29)
By the construction ofH, Hzz is bounded and soH satisfies (2.12). Then
(∇H(xm)/‖xm‖E) is
bounded in L2 and hence (ym) has a convergent subsequence in E. Without loss of generality,
we assume ym → y in E. Then ‖y‖E = 1. Since H(z) = Q(z) := (A(x∗) + ǫ)j2D(z) for |z|
sufficiently large, which implies that |∇H(z) −∇Q(z)| is bounded on R2n, as in the proof of
Lemma 6 of [25, page 89] we deduce∥∥∥∥∇H(xm)‖xm‖E −∇Q(y)
∥∥∥∥
L2
→ 0.
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This and (3.29) yield y+ − y− − j∗∇Q(y) = 0. By Lemma 2.8 y ∈ C∞n,k([0, 1],R2n) and solves
y˙ = J(A(x∗) + ǫ)∇j2D(y).
If jD(y(t)) 6= 0 then by multiplying a constant we get a leafwise chord on ∂D for Rn,k and with
action A(y) = A(x∗) + ǫ. However, we have assumed A(x∗) + ǫ /∈ ΣS . Hence y(t) = 0 for all t
and we get a contradiction since ‖y‖E = 1. Therefore (xm) has a bounded subsequence.
Since A(x∗) > 0, the projection x∗+ of x∗ to E+, does not vanish. Following [24] we define
for s > 0 and τ > 0,
Ws := E
− ⊕ E0 ⊕ sx∗+,
Στ := {x− + x0 + sx∗+ | 0 ≤ s ≤ τ, ‖x− + x0‖ ≤ τ}.
Let ∂Στ denote the boundary of Στ in E
− ⊕ E0 ⊕ Rx∗+. Then
∂Στ = {x = x− + x0 + sx∗+ ∈ Στ | ‖x− + x0‖E = τ or s = 0 or s = τ}.
Repeating the proofs of Lemmas 5 and 6 in [24] lead to
Lemma 3.8. There exists a constant C > 0 such that for any s ≥ 0,
ΦH(x) ≤ −ǫ
∫ 1
0
j2D(x(t))dt + C, ∀x ∈Ws.
Lemma 3.9. ΦH |∂Στ ≤ 0 if τ > 0 is sufficiently large.
As in the proof of Lemma 9 of [25, §3.4], we can obtain
Lemma 3.10. For z0 ∈ Rn,k ∩H−1(0) and Γα := {z0+ x |x ∈ E+ and ‖x‖E = α} there exist
constants α > 0 and β > 0 such that ΦH |Γα ≥ β > 0.
Let φt be the negative gradient flow of ΦH . As in the proofs of Lemma 7 of [25, §3.3] and
Lemma 10 of [25, §3.4] respectively, we have also the following two lemmas.
Lemma 3.11. φt has the form φt(x) = etx− + x0 + e−tx+ +K(t, x), where K : R× E → E
is continuous and compact.
Lemma 3.12. φt(Στ ) ∩ Γα 6= ∅, ∀t ≥ 0.
Define F := {φt(Στ ) | t ≥ 0} and
c(ΦH ,F) := inft≥0 supx∈φt(Στ )
ΦH(x).
It follows from Lemmas 3.10 and 3.12 that
0 < β ≤ inf
x∈Γα
ΦH(x) ≤ sup
x∈φt(Στ )
ΦH(x) ∀t ≥ 0,
and hence c(ΦH ,F) ≥ β > 0. On the other hand, since Στ is bounded, using the fact that ΦH
maps bounded sets into bounded sets we arrive at
c(ΦH ,F) ≤ sup
x∈Στ
ΦH(x) <∞.
Thus the Minimax Lemma on [25, page 79] yields a critical point x of ΦH with ΦH(x) =
c(ΦH ,F) > 0.
Now Lemmas 3.6 and 2.8 together give the proof of (1.12) in the case that D contains 0
and is bounded, smooth and strictly convex.
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4 Proofs of Theorem 1.6 and Corollaries 1.7,1.8
4.1 Proof of Theorem 1.6
By the arguments above Section 3.1 we may assume 0 ∈ D in the following.
We first prove (1.14). Since D ∩ Rn,k 6= ∅ implies D ∩ Rn,k+1 6= ∅, by (1.12)-(1.13) and
Proposition 3.3 we obtain
cLR(D,D ∩ Rn,k+1) = min
x∈An,k+12
I2 = min
x∈An,k+12
∫ 1
0
H∗D(−J2nx˙)dt. (4.1)
Hence we can take x ∈ An,k+12 such that
cLR(D,D ∩ Rn,k+1) =
∫ 1
0
H∗D(−J2nx˙)dt. (4.2)
Write
x(t) = (q1(t), · · · , qn(t), p1(t), · · · , pn(t)).
Then x(0), x(1) ∈ Rn,k+1 and x(0) ∼ x(1) imply that
pj(0) = pj(1) = 0, ∀j > k + 1 (4.3)
and
qi(0) = qi(1) ∀1 ≤ i ≤ k + 1, pj(0) = pj(1) ∀1 ≤ j ≤ k + 1. (4.4)
Define
c := (0, · · · , 0, pk+1(0), 0, · · · , 0) ∈ R2n (4.5)
with the (k + n+ 1)th coordinate equal to pk+1(0) and others 0, and
y(t) := x(t)− c, ∀0 ≤ t ≤ 1. (4.6)
From this, equalities (4.3) and (4.4)-(4.5) we get
y(0), y(1) ∈ Rn,k and y(0) ∼ y(1). (4.7)
Moreover, since
∫ 1
0
x(t)dt ∈ J2nV n,k+10 ⊂ J2nV n,k0 and c ∈ J2nV n,k0 , it holds that∫ 1
0
y(t)dt =
∫ 1
0
x(t)dt− c ∈ J2nV n,k0 .
This and (4.7) show that y ∈ Fn,k2 .
Note that J2n(x(1)−x(0)) ∈ J2nV n,k+10 and c ∈ Rn,k+1. We have 〈J2n(x(1)−x(0)), c〉 = 0
and hence
A(y) =
1
2
∫ 1
0
〈−J2ny˙, y〉dt
=
1
2
∫ 1
0
〈−J2nx˙, x− c〉dt
= A(x) +
1
2
〈J2n(x(1)− x(0)), c〉
= 1.
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Then y ∈ An,k2 . Using (1.12)-(1.13) and Proposition 3.3 again, we arrive at
cLR(D,D ∩Rn,k) = min
z∈An,k2
∫ 1
0
H∗D(−J2nz˙)dt
≤
∫ 1
0
H∗D(−J2ny˙)dt
=
∫ 1
0
H∗D(−J2nx˙)dt
= cLR(D,D ∩ Rn,k+1).
Here the second and third equalities come from (4.6) and (4.2), respectively. (1.14) is proved.
Next let us prove (1.15). Let
E = {x ∈ W 1,2([0, 1],R2n)
∣∣∣ x(0) = x(1), ∫ 1
0
x(t)dt = 0, A(x) = 1}.
By [25, 40] we have
cHZ(D) = min
z∈E
∫ 1
0
H∗D(−J2nz˙).
Suppose that x ∈ E satisfies
cHZ(D) =
∫ 1
0
H∗D(−J2nx˙).
Write x(t) = (q1(t), · · · , qn(t), p1(t), · · · , pn(t)). Then x ∈ E implies that x(0) = x(1). In
particular, pn(0) = pn(1). Let
c := (0, · · · , 0, pn(0)) ∈ R2n
with the 2nth coordinate equal to pn(0) and others 0. It sits in J2nV
n,n−1
0 by (1.4). Define
y(t) := x(t) − c.
Clearly, y(0), y(1) ∈ Rn,n−1, and y(0) ∼ y(1) since y(1)− y(0) = 0. Moreover,∫ 1
0
y(t)dt =
∫ 1
0
x(t)dt − c = −c ∈ J2nV n,n−10 ,
and that x(1)− x(0) = 0 implies
A(y) =
1
2
∫ 1
0
〈−J2ny˙, y〉dt
=
1
2
∫ 1
0
〈−J2nx˙, x− c〉dt
= A(x) + 〈J2n(x(1)− x(0)), c〉
= A(x) = 1.
Hence y ∈ An,n−12 . But it is obvious that
∫ 1
0
H∗D(−J2ny˙)dt =
∫ 1
0
H∗D(−J2nx˙)dt. From (4.1)
and these we can derive (1.15) as follows:
cLR(D,D ∩ Rn,n−1) = min
z∈An,n−12
∫ 1
0
H∗D(−J2nz˙)dt
≤ H∗D(−J2ny˙)dt
=
∫ 1
0
H∗D(−J2nx˙)dt
= cHZ(D).
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4.2 Proof of Corollary 1.7
For the sake of convenience we understand elements of R2n as column vectors. Note that
E(r1, · · · , rn) = {q < 1}, where q(z) = 12 〈Sz, z〉with S = Diag(2/r21, · · · , 2/r2n, 2/r21, · · · , 2/r2n).
Since the Hamiltonian vector field of the quadratic form q(z) on R2n is Xq(z) = J2nSz, every
characteristic on ∂E(r1, · · · , rn) may be parameterized as the form
[0, T ] ∋ τ 7→ γz(τ) := exp(τJ2nS)z ∈ ∂E(r1, · · · , rn)
where z ∈ ∂E(r1, · · · , rn). Note that S commutes with J2n it is easily computed that
exp(τJ2nS) =
(
Diag(cos(2τ/r21), · · · , cos(2τ/r2n)) −Diag(sin(2τ/r21), · · · , sin(2τ/r2n))
Diag(sin(2τ/r21), · · · , sin(2τ/r2n)) Diag(cos(2τ/r21), · · · , cos(2τ/r2n))
)
Hence for z = (q1, · · · , qn, p1, · · · , pk, 0, · · · , 0)t ∈ ∂E(r1, · · · , rn) ∩ Rn,k, i.e.,
k∑
j=1
q2j + p
2
j
r2j
+
n∑
j=k+1
q2j
r2j
= 1, (4.8)
we have exp(τJ2nS)z = (X1(τ), · · · , Xn(τ), Y1(τ), · · · , Yn(τ))t, where
Xj(τ) = qj cos(2τ/r
2
j )− pj sin(2τ/r2j ), j = 1, · · · , k,
Xj(τ) = qj cos(2τ/r
2
j ), j = k + 1, · · · , n,
Yj(τ) = qj sin(2τ/r
2
j ) + pj cos(2τ/r
2
j ), j = 1, · · · , k,
Yj(τ) = qj sin(2τ/r
2
j ), j = k + 1, · · · , n.
The condition that exp(TJ2nS)z ∈ Rn,k for T > 0 is equivalent to the following
Yj(T ) = qj sin(2T/r
2
j ) = 0, j = k + 1, · · · , n. (4.9)
In this case the requirement that exp(TJ2nS)z − z ∈ V n,k0 is equivalent to the following
qj
(
cos(2T/r2j )− 1
)− pj sin(2T/r2j ) = 0,
qj sin(2T/r
2
j ) + pj
(
cos(2T/r2j )− 1
)
= 0,
j = 1, · · · , k.
 (4.10)
A direct computation also shows
〈−J2nγ˙z(τ), γz(τ)〉 = 2
k∑
j=1
q2j + p
2
j
r2j
+ 2
n∑
j=k+1
q2j
r2j
= 2 (4.11)
and hence
A(γz) =
1
2
∫ T
0
〈−J2nγ˙z(τ), γz(τ)〉 = T
k∑
j=1
q2j + p
2
j
r2j
+ T
n∑
j=k+1
q2j
r2j
= T. (4.12)
Our aim is to find the smallest T > 0 for all z = (q1, · · · , qn, p1, · · · , pk, 0, · · · , 0)t ∈
∂E(r1, · · · , rn) ∩ Rn,k satisfying (4.9)-(4.10).
Case 1. qj = 0, j = k+ 1, · · · , n. In this situation (4.8) implies that for some j ∈ {1, · · · , k},
qj
(
cos(2T/r2j )− 1
)− pj sin(2T/r2j ) = 0,
qj sin(2T/r
2
j ) + pj
(
cos(2T/r2j )− 1
)
= 0
}
(4.13)
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has nonzero solutions and thus(
cos(2T/r2j )− 1
)2
+
(
sin(2T/r2j )
)2
= 0
or equivalently T = mπrj for somem ∈ N. It follows that A(γz) = mπr2j . Let r1 = min{ri | 1 ≤
i ≤ k} without loss of generality. Choose z = (q1, · · · , qn, p1, · · · , pn)t ∈ ∂E(r1, · · · , rn)∩Rn,k
such that q21 + p
2
1 = r
2
1 and (qj , pj) = 0 for j 6= 1. Then z and T = πr21 satisfy (4.8)-(4.10),
and so A(γz) = πmin{r2j | 1 ≤ j ≤ k}.
Case 2. qj 6= 0 for some j ∈ {k + 1, · · · , n}. By (4.9) we have T = mπ2 r2j with m ∈ N, and
hence A(γz) =
mπ
2 r
2
j . On the other hand, let rn = min{ri | k + 1 ≤ i ≤ n} without loss of
generality. Choose z = (q1, · · · , qn, p1, · · · , pn)t ∈ ∂E(r1, · · · , rn)∩Rn,k such that q2n = r2n and
p1 = · · · = pn = 0 and qj = 0 for j 6= n. Then z and T = π2 r2n satisfy (4.8)-(4.10), and so
A(γz) =
π
2 min{r2j | k + 1 ≤ j ≤ n}.
Summarizing up the above two cases (1.21) is derived from Theorem 1.5.
4.3 Proof of Corollary 1.8
Let H(x) = |x − a|2 for x ∈ R2n. Then ∂B2n(a, 1) = H−1(1). Let x : [0, T ] → H−1(1) for
T > 0 satisfy
x˙ = J∇H(x), x(0), x(T ) ∈ Rn,k and x(0) ∼ x(T ). (4.14)
Then it has action
A(x) =
1
2
∫ T
0
〈−Jx˙, x〉
=
1
2
∫ T
0
〈−Jx˙, x− a〉+ 1
2
〈−J(x(T )− x(0)), a〉
= T +
1
2
〈−J(x(T )− x(0)), a〉.
Let x(0) = (q1, · · · , qn, p1, · · · , pk, 0, · · · , 0) and x(T ) = (qˆ1, · · · , qˆn, pˆ1, · · · , pˆn). We have
x(T ) = e2TJ(x(0) − a) + a, (4.15)
which leads to
qˆi = qi cos(2T )− pi sin(2T ), for 1 ≤ i ≤ k;
qˆi = qi cos(2T ), for k + 1 ≤ i ≤ n− 1;
qˆn = qn cos(2T ) + a sin(2T );
pˆi = pi cos(2T ) + qi sin(2T ), for 1 ≤ i ≤ k;
pˆi = qi sin(2T ), for k + 1 ≤ i ≤ n− 1
pˆn = a(1− cos(2T )) + qn sin(2T ).
Then second line in (4.14) implies
pˆi = 0, for k + 1 ≤ i ≤ n; (4.16)
qˆi = qi and pˆi = pi, for 1 ≤ i ≤ k (4.17)
Case 1. (q1, · · · , qk, p1, · · · , pk) 6= (0, · · · , 0). (4.17) implies that T = π, x(T ) = x(0) and
A(x) = T = π.
Case 2. (q1, · · · , qk, p1, · · · , pk) = (0, · · · , 0).
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(i) If qi0 6= 0 for some k + 1 ≤ i0 ≤ n − 1 and a 6= 0, then by (4.16) we have sin(2T ) = 0,
cos(2T ) = 1 and hence T = π and A(x) = π.
(ii) If qi0 6= 0 for some k + 1 ≤ i0 ≤ n− 1 and a = 0 then by (4.16) it is enough to require
sin(2T ) = 0 and hence T = π2 and A(x) =
π
2 .
(iii) If qi = 0 for all k + 1 ≤ i ≤ n − 1 then q2n + a2 = 1. The problem is reduced to 2-
dimensional. Take qn = r =
√
1− a2 when a ≤ 0, and qn = −r = −
√
1− a2 when a > 0.
Then
A(x) = arcsin(r) − r
√
1− r2 ≤ π
2
. (4.18)
Summarizing the above, the possibly least action attained by leafwise chord is given by
(4.18). (1.22) is proved by Theorem 1.5.
4.4 Proof of Corollary 1.9
For R > 0 denote by ∆R the convex (open) domain in R
2 surrounded by the curves
{q2n + p2n = 1 | pn ≥ 0}, {qn = 1}, {qn = −1}, {pn = −R}.
Let jR be the Minkowski functional of ∆R. Consider the convex domain in R
2n given by
∆˜R := {z ∈ R2n | j˜2R(z) := |z1|2/R2 + j2R(z2) < 1},
where z1 = (q1, · · · , qn−1, p1, · · · , pn−1) and z2 = (qn, pn) and for z = (q1, · · · , qn, p1, · · · , pn) ∈
R
2n. Then for 0 < R1 ≤ R2, ∆˜R1 ⊂ ∆˜R2 , ∪R>1∆˜R = U2n(1) and hence
cLR
(
U2n(1), Un,k(1)
)
= sup
R>0
cLR
(
∆˜R, ∆˜R ∩ Rn,k
)
.
We claim that
cLR
(
∆˜R, ∆˜R ∩Rn,k
)
=
π
2
, ∀R > 1.
To this end, let an absolutely continuous curve x : [0, T ]→ ∂∆˜R satisfy
x˙ = J2n∂j˜
2
R(x), a. e., x(0), x(T ) ∈ Rn,k, x(0) ∼ x(T ). (4.19)
Then the action of x is A(x) = T . Since both z1 7→ f(z1) := |z1|2/R2 and z2 7→ j2R(z2) are
convex and continuous, we have
∂j˜2R(z1, z2) = ∂f(z1)× ∂j2R(z2) = {(2z1/R2, u) |u ∈ ∂j2R(z2)}.
Write x(t) = (z1(t), z2(t)) then the boundary value problem in (4.19) is equivalent to the
system
z˙1 = 2J2(n−1)z1/R
2, z1(0), z1(T ) ∈ Rn−1,k, z1(0) ∼ z1(T ), (4.20)
z˙2 = J2∂j
2
R(z2), z2(0), z2(T ) ∈ R1,0, z2(0) ∼ z2(T ). (4.21)
We want to find the smallest T > 0 such that (4.19) holds, i.e., (4.20) and (4.21) hold at the
same time.
If z1(0) 6= 0, (4.21) implies that T ≥ πR2/2 > π/2.
If z1(0) = 0, then z1 = 0, z2(0) ∈ ∂∆R ∩ R1,0 and thus z2(t) ∈ ∂∆R for all t ∈ [0, T ]. In
this situation T is equal to the smaller of areas of the semi-disk {q2n + p2n ≤ 1 | pn ≥ 0} and
the rectangle {(qn, pn) ∈ R2 | − 1 ≤ qn ≤ 1, −R ≤ pn ≤ 0}. Thus T = π/2.
It follows that the smallest T is π/2.
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4.5 Proof of Corollary 1.10
(1.27) comes from the fact that P 2n(r1, · · · , rn) contain the ellipsoid given by (1.20). Let
(qj , pj) denote coordinates in B
2(rj) for each j = 1, · · · , n. For each k+ 1 ≤ j < n, the linear
isomorphism φj on (R
2)n only commuting coordinates (qj , pj) and (qn, pn) is a symplectomor-
phism fixing (R2)k × (R× {0})n−k and ({0} × {0})k × (R× {0})n−k. By Definition 1.1(i),
cLR
(
P 2n(r1, · · · , rn), P 2n(r1, · · · , rn) ∩ Rn,k
)
= cLR
(
P 2n(r′1, · · · , r′n), P 2n(r′1, · · · , r′n) ∩ Rn,k
)
,
where r′i = ri for i 6= j, n, and r′n = rj , r′j = rn. Hence we can assume rn = min{rk+1, · · · , rn}
for proving (1.26). Observe that P 2n(r1, · · · , rn) ⊂ rnU2n(1) = {rnz | z ∈ U2n(1)}. (1.26)
follows from Definition 1.1(i)-(ii) and (1.25) immediately.
5 Proofs of Theorem 1.18 and Corollary 1.20
5.1 Proof of Theorem 1.18
For a real p > 1, Proposition 3.3 and (1.12) show
(
cLR(D,D ∩ Rn,k)
) p
2 = min
x∈An,kp
∫ 1
0
(H∗D(−J2nx˙(t)))
p
2 dt. (5.1)
Corresponding to [3, Proposition 2.1] we have
Proposition 5.1. For real numbers p1 > 1 and p2 ≥ 1, there holds
(cLR(D,D ∩ Rn,k))
p2
2 = min
x∈An,kp1
∫ 1
0
(H∗D(−Jx˙(t)))
p2
2 dt = min
x∈An,kp1
1
2p2
∫ 1
0
(hD(−Jx˙))p2dt.
This can be proved as in the proof of [3, Proposition 2.1]; that is, we may obtain it by
replacing cΨEHZ by cLR(D,D ∩ Rn,k) in the proof of [29, Proposition 9.3].
Proof of Theorem 1.18. Choose a real p1 > 1. Then Proposition 5.1 implies
(
cLR(D +p K, (D +p K) ∩ Rn,k)
) p
2 = min
x∈An,kp1
∫ 1
0
(
(hD+pK(−Jx˙))2
4
) p
2
= min
x∈An,kp1
1
2p
∫ 1
0
((hD(−Jx˙))p + (hK(−Jx˙))p)
≥ min
x∈An,kp1
1
2p
∫ 1
0
(hD(−Jx˙))p + min
x∈An,kp1
1
2p
∫ 1
0
(hK(−Jx˙))p
=
(
cLR(D,D ∩ Rn,k)
) p
2 +
(
cLR(K,K ∩Rn,k)
) p
2 . (5.2)
Now suppose that p > 1 and the equality in (1.61) holds. We may require that the above
p1 satisfies p1 < p. Since there exists u ∈ An,kp1 such that
(
cLR(D +p K, (D +p K) ∩ Rn,k)
) p
2 =
∫ 1
0
(
(hD+pK(−Ju˙))2
4
) p
2
,
it follows from the above computation that
1
2p
∫ 1
0
((hD(−Ju˙))p + (hK(−Ju˙))p) = min
x∈An,kp1
1
2p
∫ 1
0
(hD(−Jx˙))p + min
x∈An,kp1
1
2p
∫ 1
0
(hK(−Jx˙))p
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and thus
(
cLR(D,D ∩ Rn,k)
) p
2 = min
x∈An,kp1
1
2p
∫ 1
0
(hD(−Jx˙))p = 1
2p
∫ 1
0
(hD(−Ju˙))p and
(
cLR(K,K ∩ Rn,k)
) p
2 = min
x∈An,kp1
1
2p
∫ 1
0
(hK(−Jx˙))p = 1
2p
∫ 1
0
(hK(−Ju˙))p.
As in the proof [29, Theorem 1.22], we may derive from these, (5.1), Proposition 5.1 and
Ho¨lder’s inequality that
2(cLR(D,D ∩ Rn,k)) 12 =
(∫ 1
0
(hD(−Ju˙))p
) 1
p
=
(∫ 1
0
(hD(−Ju˙))p1
) 1
p1
,
2(cLR(K,K ∩ Rn,k)) 12 =
(∫ 1
0
(hK(−Ju˙))p
) 1
p
=
(∫ 1
0
(hK(−Ju˙))p1
) 1
p1
.
By Remark 3.4 there are aD, aK ∈ Rn,k such that
γD(t) =
(
cLR(D,D ∩Rn,k)
)1/2
u(t) +
2
p1
(
cLR(D,D ∩ Rn,k)
)(1−p1)/2
aD,
γK(t) =
(
c(K,K ∩ Rn,k))1/2 u(t) + 2
p1
(
c(K,K ∩ Rn,k))(1−p1)/2 aK
are a cLR(D,D ∩ Rn,k) carrier and a cLR(K,K ∩ Rn,k) carrier, respectively. Clearly, they
coincide up to dilations and translations in Rn,k.
Finally, suppose that p ≥ 1 and there exist a cLR(D,D ∩ Rn,k) carrier, γD : [0, T ]→ ∂D,
and a cLR(K,K ∩ Rn,k) carrier, γK : [0, T ] → ∂K that satisfy γD = αγK + b for some
α ∈ R \ {0} and some b ∈ Rn,k. Then the latter implies A(γD) = α2A(γK). Moreover by Step
4 in the proof of Proposition 3.3 we can construct zD and zK in An,kp1 such that
(
cLR(D,D ∩Rn,k)
) p
2 = min
x∈An,kp1
1
2p
∫ 1
0
(hD(−Jx˙))p = 1
2p
∫ 1
0
(hD(−Jz˙D))p, (5.3)
(
cLR(K,K ∩ Rn,k)
) p
2 = min
x∈An,kp1
1
2p
∫ 1
0
(hK(−Jx˙))p = 1
2p
∫ 1
0
(hK(−Jz˙K))p. (5.4)
In particular, for suitable vectors bD,bK ∈ Rn,k it holds that
zD(t) =
1√
A(γD)
γD(T t) + bD and zK(t) =
1√
A(γK)
γK(T t) + bK .
It follows from these that z˙D(t) = α
(
A(γK)
A(γD)
)1/2
z˙K = z˙K because A(γD) = α
2A(γK). This,
(5.3)-(5.4) and (5.2) lead to(
cLR(D +p K, (D +p K) ∩Rn,k)
) p
2 =
(
cLR(D,D ∩ Rn,k)
) p
2 +
(
cLR(K,K ∩ Rn,k)
) p
2 .
✷
5.2 Proof of Corollary 1.20
(i) By the assumptions, 0 belongs to D ∩ (x+K), D ∩ (y+K) and D ∩ (λx+ (1− λ)y +K).
The first inequality follows from Corollary 1.19 directly.
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Suppose further that D and K are centrally symmetric, i.e., −D = D and −K = K. Then
for any x ∈ K, D ∩ (x +K) 6= ∅ and D ∩ (−x+K) = −(D ∩ (x+K)), hence taking y = −x
and λ = 1/2 in the first inequality we get (1.62).
(ii) Since 0 ∈ D ∩K, K ⊂ RD for some R > 0, and thus
ε
(
cLR(K,K ∩ Rn,k)
)1/2 ≤ (cLR(D + εK, (D + εK) ∩ Rn,k))1/2 − (cLR(D,D ∩ R2n))1/2
≤ (cLR((1 + εR)D, (1 + εR)D ∩ Rn,k))1/2 − (cLR(D,D ∩ R2n))1/2
= εR
(
cLR(D,D ∩ R2n)
)1/2
.
This implies that the function
(0,∞) ∋ ε 7→
(
cLR(D + εK, (D + εK) ∩ Rn,k)
) 1
2 − (cLR(D,D ∩ Rn,k)) 12
ε
(5.5)
is bounded, and
lim
ε→0+
(
cLR(D + εK, (D + εK) ∩ Rn,k)
)1/2
=
(
cLR(D,D ∩ R2n)
)1/2
. (5.6)
Moreover, for t > s > 0, as in [3, pages 21-22] it follows from (1.61) that
(1 − s/t) (cLR(D,D ∩ Rn,k)) 12 + (s/t) (cLR(D + tK, (D + tK) ∩ Rn,k)) 12
≤ (cLR(D + sK, (D + sK) ∩ Rn,k)) 12
and so (
cLR(D + tK, (D + tK) ∩ Rn,k)
) 1
2 − (cLR(D,D ∩ Rn,k)) 12
t
≤
(
cLR(D + sK, (D + sK) ∩Rn,k)
) 1
2 − (cLR(D,D ∩ Rn,k)) 12
s
These imply that the function in (5.5) has a limit Ξ ≥ (c(K,K ∩R2n))1/2 as ε→ 0+. So
cLR(D + εK, (D + εK) ∩ Rn,k)− cLR(D,D ∩R2n)
ε
=
(
cLR(D + εK, (D + εK) ∩ Rn,k)
) 1
2 − (cLR(D,D ∩ Rn,k)) 12
ε
×
×
((
cLR(D + εK, (D + εK) ∩ Rn,k)
)1/2
+
(
cLR(D,D ∩ R2n)
)1/2)
has a limit dK(D,D ∩ Rn,k) satisfying
dK(D,D ∩ Rn,k) = 2Ξ
(
cLR(D,D ∩R2n)
)1/2 ≥ 2 (cLR(D,D ∩ R2n))1/2 (cLR(K,K ∩ R2n))1/2
because of (5.6). The first inequality in (1.64) is proved.
In order to prove the second inequality we fix a real p1 > 1. Using Proposition 5.1 we have
u ∈ An,kp1 such that
(cLR(D,D ∩ Rn,k)) 12 = 1
2
∫ 1
0
hD(−Ju˙)) (5.7)
By Remark 3.4 there exists a0 ∈ Rn,k such that
x∗(t) =
(
cLR(D,D ∩Rn,k)
)1/2
u(t) +
2
p1
(
cLR(D,D ∩ Rn,k)
)(1−p1)/2
a0 (5.8)
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is a cLR(D,D ∩ Rn,k) carrier. Proposition 5.1 also leads to
(
cLR(D + εK, (D + εK) ∩Rn,k)
) 1
2 = min
x∈An,kp1
1
2
∫ 1
0
(hD(−Jx˙) + εhK(−Jx˙))
≤ 1
2
∫ 1
0
hD(−Ju˙) + ε
2
∫ 1
0
hK(−Ju˙)
= (cLR(D,D ∩Rn,k)) 12 + ε
2
∫ 1
0
hK(−Ju˙) (5.9)
because of (5.7). Let zD(t) = x
∗(t) for 0 ≤ t ≤ 1. From (5.9) it follows that(
cLR(D + εK, (D + εK) ∩ Rn,k)
) 1
2 − (cLR(D,D ∩ Rn,k)) 12
ε
≤ 1
2
(
cLR(D,D ∩ Rn,k)
)− 12 ∫ 1
0
hK(−Jz˙D). (5.10)
Letting ε→ 0+ in (5.10) we arrive at the second inequality in (1.64). ✷
6 Proof of Theorem 1.21
For each number ǫ with |ǫ| small enough the set Dǫ := D(e0 + ǫ) is a bounded strictly convex
domain in R2n containing 0 and with C2-boundary Sǫ = S(e0 + ǫ). Let Hǫ = (jDǫ)2 and
H∗ǫ denote the Legendre transform of Hǫ. Both are C
1,1 on R2n, C2 on R2n \ {0}, and have
positive Hessian matrixes at every point on R2n \ {0}. For every fixed x ∈ R2n \ {0}, it was
proved in [41, Lemma 3.2] that ǫ 7→ Hǫ(x) is of class C2.
Let x∗ be a given cLR(D0, D0 ∩ Rn,k)-carrier. As stated below Theorem 1.5, with µ =
A(x∗) = cLR(D0, D0∩Rn,k) we may assume that x∗ : [0, µ]→ S0 satisfies (1.17) with H = H0.
By Step 3 in the proof of Proposition 3.3 (taking p = q = 2), for some a0 ∈ Rn,k,
u : [0, 1]→ R2n, t 7→ 1√
µ
x∗(µt) − a0
µ
belongs to A2 in (3.1) and satisfies
−J2nu˙(t) = ∇H0(µu(t) + a0) ∀t ∈ [0, 1]. (6.1)
Moreover, µ = I2(u) =
∫ 1
0 H
∗
0 (−J2nu˙) and
C(ǫ) := C(e0 + ǫ) = cLR(Dǫ, Dǫ ∩ Rn,k) ≤
∫ 1
0
H∗ǫ (−J2nu˙). (6.2)
Clearly, p 7→ 〈∇H(p), p〉/2 restricts to a C1 positive function α : S0 → R such that
∇H(p) = α(p)∇H0(p) for any p ∈ S0. Let
h(s) =
∫ s
0
dτ
α(x∗(τ))
= 2
∫ s
0
dt
〈∇H(x∗(t)), x∗(t)〉 ∀s ∈ [0, µ].
Then h(µ) = Tx∗ and h : [0, µ]→ [0, Tx∗] has an inverse g : [0, Tx∗]→ [0, µ]. Since (6.1) implies
−Jx˙∗(t) = ∇H0(x∗(t)), it is easily checked that [0, Tx∗ ] ∋ t 7→ y(t) := x∗(g(t)) ∈ S0 satisfies
(1.66) and (1.67) with Tx = Tx∗ . In particular, Tx∗ is the return time of y for R
n,k. Almost
repeating the arguments below [29, Theorem 8.2] we can get the corresponding result of [41,
Theorem 3.1] as follows.
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Theorem 6.1. C(ǫ) ≤ cLR(Dǫ, Dǫ ∩Rn,k) + Tx∗ǫ+Kǫ2 for some constant K only depending
on S0 and Hǫ with ǫ near 0.
Since Tmaxk (e0 + ǫ) and T
min
k (e0 + ǫ) are the largest and smallest numbers in the compact
set I(e0 + ǫ) defined by (1.65), by [41, Lemma 4.1] and [41, Corollary 4.2], both are functions
of bounded variation in ǫ (and thus bounded near ǫ = 0), and ǫ 7→ Ck(e0 + ǫ) is continuous.
As in the proof of [41, Theorem 4.4], it follows from these and Theorem 6.1 that Ck(ǫ) has,
respectively, the left and right derivatives at ǫ = 0,
C
′
k,−(0) = lim
ǫ→0−
Tmaxk (e0 + ǫ) = T
max
k (e0) and C
′
k,+(0) = lim
ǫ→0+
Tmink (e0 + ǫ) = T
min
k (e0).
The first part of Theorem 1.21 is proved. The final part is a direct consequence of the first
one and a modified version of the intermediate value theorem (cf. [41, Theorem 5.1]).
7 Proofs of Theorem 1.12 and Example 1.14
In this section we always assume that 〈·, ·〉 and ‖ · ‖ denote the standard inner product and
norm in R2n, respectively. Then 〈u, v〉 = ω0(u, J2nv). Let Sp(R2n, ω0) be the group of linear
symplectic maps on (R2n, ω0). Let S
T be the adjoint of S ∈ Sp(R2n, ω0) with respect to the
inner product 〈·, ·〉. Then the matrix of ST under the standard symplectic basis {ej}2nj=1 of
(R2n, ω0) is the transpose of the matrix of S under the same basis {ej}2nj=1. Hence ST also
belongs to Sp(R2n, ω0). Let R
n,0 = Rn × 0 ⊂ (R2n, ω0) (resp. R0,n := 0× Rn ⊂ (R2n, ω0)) be
the horizontal (resp. vertical) Lagrangian subspace in (R2n, ω0). Consider the stabilizers (or
isotropy subgroups) of Rn,0 and R0,n,
Sp(R2n, ω0;R
n,0) := {S ∈ Sp(R2n, ω0) | S(Rn,0) = Rn,0},
Sp(R2n, ω0;R
0,n) := {S ∈ Sp(R2n, ω0) | S(R0,n) = R0,n}.
It is easy to check that S ∈ Sp(R2n, ω0;Rn,0) if and only if ST sits in Sp(R2n, ω0;R0,n).
Lemma 7.1. Let {ej}2nj=1 be the standard symplectic basis of (R2n, ω0), (en+j = J2nej for
j = 1, · · · , n), and let u ∈ Rn,0 and v ∈ R2n satisfy ω0(u, v) = 1. Then for each ej, j =
1, · · · , n, there exists a S ∈ Sp(R2n, ω0;Rn,0) such that u = Sej and v = SJ2nej. Moreover,
if u ∈ R2n and v ∈ R0,n satisfy ω0(u, v) = 1 then for each ej, j = 1, · · · , n, there exists a
S ∈ Sp(R2n, ω0;Rn,0) such that v = ST ej and u = −STJ2nej.
Proof. It suffices to prove the case j = 1. If n = 1 the conclusion is obvious. We assume n > 1
below.
Let u ∈ Rn,0 and v ∈ R2n satisfy ω0(u, v) = 1. Then u1 := u and v1 := v satisfy
ω0(u1, v1) = 1. Let {v1}ω0 be the symplectic orthogonal complement of Rv1 in (R2n, ω0). Then
dim{v1}ω0 = 2n− 1 and so dimRn,0 ∩ {v1}ω0 = n− 1. Take a basis of Rn,0 ∩{v1}ω0 , {uj}nj=2.
Then {uj}nj=1 is a basis of Rn,0 and ω0(uj , v1) = δj1 for j = 1, · · · , n. By [14, Theorem 1.15]
we can extend {uj}nj=1 ∪ {v1} into a symplectic basis of (R2n, ω0), {uj}nj=1 ∪ {vj}nj=1, i.e.,
ω0(ui, uj) = 0, ω0(vi, vj) = 0, ω0(ui, vj) = δij .
Define a linear map S1 : R
2n → R2n by
S1ej = uj , S1en+j = vj , j = 1, · · · , n.
Then S1 is symplectic and satisfies: S1(R
n,0) = Rn,0, S1e1 = u1 and S1(J2ne1) = S1en+1 = v1.
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LetM be the subspace of R2n spanned by {u1, v1} and letMω0 be the symplectic orthogonal
complement of M in (R2n, ω0). Both M and M
ω0 are symplectic subspaces in (R2n, ω0) and
R2n =M ⊕Mω0 . Define a linear map S2 : R2n → R2n by
S2|Mu1 = u, S2|Mv1 = v, S2|Mω0 = idMω0 .
Then S := S2S1 is the desired linear symplectic map.
It remains to prove the second claim. Let u ∈ R2n and v ∈ R0,n satisfy ω0(u, v) = 1.
Then v′ := J2nv ∈ Rn,0 and u′ := J2nu ∈ R2n satisfy ω0(u′, v′) = 1. By the first claim there
exists a S ∈ Sp(R2n, ω0;Rn,0) (and so S−1 ∈ Sp(R2n, ω0;Rn,0)) such that u′ = S−1ej and
v′ = S−1J2nej = S
−1en+j . Since (S
−1)TJ2n = J2nS and (S
−1)T = (ST )−1 we have
v = J−12n v
′ = J−12n S
−1J2nej = −J2nS−1J2nej = −(STJ2n)J2nej = ST ej,
u = J−12n u
′ = J−12n S
−1ej = −J2nS−1ej = −STJ2nej.
Proof of Theorem 1.12. By (1.2) and (1.3) we have the symplectic decomposition of R2n,
R
2n = V n,k1 + (V
n,k
0 + J2nV
n,k
0 ).
Let D1 and D0 be the projections of D onto subspaces V
n,k
1 and (V
n,k
0 +J2nV
n,k
0 ), respectively.
Both are also centrally symmetric. After V n,k1 +(V
n,k
0 +J2nV
n,k
0 ) is identified withR
2k×R2(n−k)
there holds D ⊂ D1 ×D0. Thus
cLR(D,D ∩Rn,k) ≤ cLR(D1 ×D0, (D1 ×D0) ∩ Rn,k)
if k > 0. In this situation, by (1.31) we obtain
cLR(D1 ×D0, (D1 ×D0) ∩ Rn,k) = min{cLR(D1, D1 ∩ Rk,k, cLR(D0, D0 ∩ Rn−k,0)}, (7.1)
where cLR(D1, D1∩Rk,k is equal to the Ekeland-Hofer-Zehnder capacity cEHZ(D1) of D1 ([30,
§1.2]). Let us estimate
cLR(D0, D0 ∩ Rn−k,0). (7.2)
We understand D0 = D if k = 0. Let Πj denote the natural orthogonal projections from
R2n−k onto the subspace Ej = {(q1, · · · , qn−k, p1, · · · , pn−k) ∈ R2(n−k) | qs = ps = 0 ∀s 6= j},
j = 1, · · · , n − k. For S ∈ Sp(R2(n−k), ω0;Rn−k,0), we have S(D0) ⊂ ×n−kj=1 Πj(S(D0)) after
R
2 × · · · × R2︸ ︷︷ ︸
n−k factors
is identified with R2(n−k) as below (1.31). Using (1.31) again we arrive at
cLR(D0, D0 ∩Rn−k,0) ≤ cLR(×n−kj=1 Πj(S(D0)), (×n−kj=1 Πj(S(D0))) ∩ Rn−k,0)
= min
j
cLR(Πj(S(D0))),Πj(S(D0))) ∩ R1,0) (7.3)
for any S ∈ Sp(R2(n−k), ω0;Rn−k,0) because cLR(D0, D0 ∩ Rn−k,0) = cLR(S(D0), S(D0) ∩
Rn−k,0). By the arguments above Corollary 1.7 we see that cLR(Πj(S(D0)),Πj(S(D0)) ∩
Rn−k,0) is equal to the smallest one of
Area
(
Πj(S(D0)) ∩ {(q1, p1) ∈ R2 | q1 ≥ 0}
)
and
Area
(
Πj(S(D0)) ∩ {(q1, p1) ∈ R2 | q1 ≤ 0}
)
.
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It follows from (7.3) that
cLR(D0, D0 ∩ Rn−k,0) ≤ 1
2
inf
S∈Sp(R2(n−k),ω0;Rn−k,0)
min
j
Area (Πj(S(D0))) . (7.4)
Let us fix a j ∈ {1, · · · , n− k} and estimate
inf
S∈Sp(R2(n−k),ω0;Rn−k,0)
min
j
Area (Πj(S(D0))) .
By [19, Lemma 2.6], for each S ∈ Sp(R2(n−k), ω0;Rn−k,0) we have
Area (Πj(S(D0))) ≤ 4‖ST ej‖D0◦‖STJ2(n−k)ej‖(D0)◦v (7.5)
with v = ST ej, where D0
◦
= {y ∈ R2(n−k) | 〈x, y〉 ≤ 1 ∀x ∈ D0} and
(D0)v = D0 ∩ {v}⊥ and ‖w‖(D0)◦v = sup{〈w, y〉 | y ∈ (D0)v}. (7.6)
where {v}⊥ is the orthogonal complement of Rv in (R2n, 〈·, ·〉). By Lemma 7.1 if u ∈ R2(n−k)
and v ∈ R0,n−k satisfy ω0(u, v) = 1 then for each ej , j = 1, · · · , n − k, there exists a S ∈
Sp(R2(n−k), ω0;R
n−k,0) such that v = ST ej and u = −STJ2nej. Denote by S(R0,n−k) the unit
sphere in R0,n−k. Then we have
inf
S∈Sp(R2(n−k),ω0;Rn−k,0)
Area (Πj(S(D0))) ≤ 4 inf
v∈S(R0,n−k)
inf
u∈Σv
‖v‖D0◦‖u‖(D0)◦v (7.7)
where Σv = {u ∈ R2(n−k) | 〈J2(n−k)v, u〉 = 1}. For each fixed v ∈ S(R0,n−k), as in the proof of
[19, (17)], we can obtain
inf
u∈Σv
‖u‖(D0)◦v = sup{〈w, J2(n−k)v〉 | w ∈ RJ2(n−k)v & ‖w‖(D0)v ≤ 1}
= sup
{
〈aJ2(n−k)v, J2(n−k)v〉
∣∣∣ a ∈ R & |a| ≤ (‖J2(n−k)v‖(D0)v)−1}
=
1
‖J2(n−k)v‖(D0)v
(7.8)
because 〈J2(n−k)v, J2(n−k)v〉 = 〈v, v〉 = 1. Note that J2(n−k)v ∈ {v}⊥. We deduce
‖J2(n−k)v‖(D0)v = inf{r > 0 | J2(n−k)v ∈ r(D0)v}
= inf{r > 0 | J2(n−k)v ∈ rD0} = ‖J2(n−k)v‖D0 .
It follows from this equality, (7.4), (7.5) and (7.7), (7.8) that
cLR(D0, D0 ∩ Rn−k,0) ≤ 2 inf
v∈S(R0,n−k)
‖v‖D0◦
‖J2(n−k)v‖D0
=
2
‖J2(n−k)‖D0◦∩R0,n−k→D0
, (7.9)
where ‖J2(n−k)‖D0◦∩R0,n−k→D0 is the norm of J2(n−k) as a linear map between the normed
spaces (R0,n−k, ‖ · ‖D0◦∩R0,n−k) and (R2(n−k), ‖ · ‖D0).
Recall that R2(n−k) is identified with the symplectic subspace V n,k0 + J2nV
n,k
0 ⊂ R2n and
that D0 is the image of D under the natural orthogonal projection Πn,k from R
2n onto the
subspace (V n,k0 + J2nV
n,k
0 ). We can understand D0
◦
as
{y ∈ V n,k0 + J2nV n,k0 | 〈Πn,kx, y〉 ≤ 1 ∀x ∈ D}
= {y ∈ V n,k0 + J2nV n,k0 | 〈x, y〉 ≤ 1 ∀x ∈ D}
= (V n,k0 + J2nV
n,k
0 ) ∩ (D)◦
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and thus D0
◦ ∩ R0,n−k as (J2nV n,k0 ) ∩ (D)◦. Hence
‖J2(n−k)‖D0◦∩R0,n−k→D0 = ‖J2n|J2nV n,k0 ‖D◦→D, (7.10)
where the right side is the norm of J2n|J2nV n,k0 as a linear map between the normed spaces
(J2nV
n,k
0 , ‖ · ‖(J2nV n,k0 )∩(D)◦) = (J2nV
n,k
0 , ‖ · ‖(D)◦ |J2nV n,k0 ) and (R
2n, ‖ · ‖D).
Hence (1.39) follows from (7.9).
Finally, we prove equality (1.40). By [43, Remark 1.7.8], for a norm ‖ · ‖K on Rm defined
by a centrally symmetric convex body K ⊂ Rm, after the dual space of Rm is identified with
Rm itself via inner product 〈·, ·〉, the dual Banach space (Rm, ‖ · ‖∗K) of the Banach space
(Rm, ‖ · ‖K) has its norm given by
‖y‖∗K = sup{〈y, x〉 |x ∈ Rm, ‖x‖K ≤ 1} = ‖y‖K◦
Then we have
‖J2nv‖D = ‖J2nv‖(D◦)◦ = sup{〈J2nv, u〉 |u ∈ R2n & ‖u‖D◦ ≤ 1}.
But D
◦
= {u ∈ R2n | ‖u‖D◦ ≤ 1} and (J2nV n,k0 ) ∩D
◦
= {v ∈ J2nV n,k0 | ‖v‖D◦ ≤ 1}. Hence
‖J2n|J2nV n,k0 ‖D◦→D = sup{‖J2nv‖D | v ∈ J2nV
n,k
0 \ {0}, ‖v‖D◦ ≤ 1}
= sup{〈J2nv, u〉 |u ∈ R2n & ‖u‖D◦ ≤ 1, v ∈ J2nV n,k0 \ {0}, ‖v‖D◦ ≤ 1}
= sup{〈J2nv, u〉 | u ∈ D◦, v ∈ (J2nV n,k0 ) ∩D
◦}.
The equality (1.40) is proved. ✷
Proof of Example 1.14. By [4] the classical billiard trajectory given by the line segment
between (−1, 0) and (0, 1) is the projection of a leafwise chord γ, with respect to the Lagrangian
submanifold (E2(1, 2)×D2(1))∩R2,0, on the boundary of E2(1, 2)×D2(1) with actionA(γ) = 2.
We obtain
cLR(E
2(1, 2)×D2(1), (E2(1, 2)×D2(1)) ∩R2,0) ≤ 2
and hence equality (1.53) because
2 = cLR(D
2(1)×D2(1), (E2(1, 2)×D2(1)) ∩ R2,0)
≤ cLR(E2(1, 2)×D2(1), (E2(1, 2)×D2(1)) ∩ R2,0).
Similar arguments yield equality (1.54).
In order to prove inequality (1.55) consider the following convex domain in R4,
C := {(x1, x2, y1, y2) |x21 +
x22
4
+ y21 + y
2
2 ≤ 1} ⊂ E2(1, 2)×D2(1),
which intersects with R2,1. By the monotonicity of cLR there holds
cLR(C,C ∩R2,1) ≤ cLR(E2(1, 2)×D2(1), E2(1, 2)×D2(1) ∩ R2,1). (7.11)
Let HC := j
2
C = x
2
1 +
x22
4 + y
2
1 + y
2
2 . Consider a leafwise chord on ∂C with respect to R
2,1,
z : [0, T ]→ ∂C satisfying
z˙ = J4∇HC(z), z(0), z(T ) ∈ R2,1, z(0) ∼ z(T ). (7.12)
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Then A(z) = T . Write z(t) = (x1(t), x2(t), y1(t), y2(t)). Note that the first equation in (7.12)
is equivalent to {
x˙1 = −2y1,
y˙1 = 2x1,
and
{
x˙2 = −2y2,
y˙2 =
x2
2 .
It follows that x1(t)
2 + y1(t)
2 ≡ c1 and x2(t)
2
4 + y2(t)
2 ≡ c2, where c1, c2 ≥ 0 are constants
and c1 + c2 = 1 since z(t) is on the boundary of C.
The second and third conditions in (7.12) are equivalent to{
x1(0) = x1(T )
y1(0) = y1(T ),
and y2(0) = y2(T ) = 0.
If c1 6= 0 then T ≥ π, i.e. A(z) ≥ π.
If c1 = 0 then x1(t) ≡ 0, x1(t) ≡ 0 and c2 = 1. Hence z2(t) = (x2(t), y2(t)) is a leafwise
chord on the boundary of ellipsoid
Eˆ2(2, 1) = {(x2, y2) | x
2
2
4
+ y22 ≤ 1}
in R2 = {(x2, y2)}, with respect to the Lagrangian submanifold R1,0 = R× {0}. Hence∫ T
0
〈−J2z˙2, z2〉dt ≥ π,
half of the area of the ellipsoid Eˆ2(2, 1). It follows that A(z) = π.
In summary, A(z) ≥ π for any leafwise chord z on C with respect to R2,1. That is,
cLR(C,C ∩R2,1) ≥ π.
This and inequality (7.11) lead to (1.55). ✷
8 An analogue of Viterbo’s conjecture
Conjecture 8.1 (Viterbo [46]). For any symplectic capacity c and any convex body D ⊂ R2n
there holds
c(D)
c(B2n(1))
≤
(
Vol(D)
Vol(B2n(1))
)1/n
(8.1)
(or equivalently (c(D))n ≤ Vol(D,ωn0 ) = n!Vol(D)), with equality if and only if D is symplec-
tomorphic to a ball, where Vol(D) denotes the Euclidean volume of D. In other words, among
all convex bodies in R2n with a given volume, the symplectic capacity is maximal for symplectic
images of the Euclidean ball.
Clearly, this is true if c is equal to the Gromov symplectic width wG. Hermann [23] proved
(8.1) for convex Reinhardt domains D. As an improvement of a result of Viterbo [46] it was
proved in [2] that this conjecture holds true up to a multiplicative constant that is independent
of the dimension. So far this conjecture is only proved for some cases, see [6, 21, 31, 44] and
the references therein. Surprisingly, by proving cHZ(∆×∆◦) = 4 for every centrally symmetric
convex body ∆ ⊂ Rnq , Artstein-Avidan, Karasev, and Ostrover [5] observed that Conjecture 8.1
for c = cHZ andD = ∆×∆◦ implies the the famous symmetric Mahler conjecture [37] in convex
geometry: For any centrally symmetric convex body ∆ ⊂ Rnq , there holds Vol(∆×∆◦) ≥ 4n/n!.
It is pleasant that Iriyeh and Shibata [27] have very recently proved the latter in the case
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n = 3, and hence (8.1) for c = cHZ and D = ∆ × ∆◦ ⊂ R6 with every centrally symmetric
convex body ∆ ⊂ R3q .
What are analogues of the Viterbo conjecture for the coisotropic capacities? For simplicity
we only consider the case k = n − 1. As arguments above (1.18), if n = 1 and k = 0 then
cLR(D,D ∩ R1,0) is equal to the smaller symplectic area of D above and below the the line
segment D ∩ R1,0. Motivated by this and the above Viterbo conjecture, for any convex body
D ⊂ R2n whose interior has nonempty intersection with Rn,n−1, we conjecture:
cLR(D,D ∩ Rn,n−1)
cLR(B2n(1), B2n(1) ∩ Rn,n−1) ≤ 2
(
min{Vol(D+),Vol(D−)}
Vol(B2n(1))
)1/n
(8.2)
or equivalently
cLR(D,D ∩Rn,n−1) ≤
(
n!min{Vol(D+),Vol(D−)})1/n , (8.3)
where D± := {x = (q1, · · · , qn, p1, · · · , pn) ∈ D | ± pn ≥ 0}, i.e., two parts of D separated by
hyperplane Rn,n−1 ⊂ R2n.
If D is either centrally symmetric or τ0-invariant, then the volume-preserving diffeomor-
phism (q, p) 7→ (−q,−p) or τ0 : R2n → R2n maps D+ onto D−, and hence (8.3) becomes
cLR(D,D ∩ Rn,n−1) ≤
(
n!
2
Vol(D)
)1/n
. (8.4)
In order to support our conjecture let us check examples we have computed.
Example 8.2. Let D :=
∏n
i=1(ai, bi)× (−ci, di) be as in (1.36). It is easy to prove that
cLR(D,D ∩Rn,n−1) ≤ (n!) 1n cLR(D,D ∩ Rn,n−1)
≤ (n!min{Vol(D+),Vol(D−)})1/n . (8.5)
In particular, for any positive numbers c, d and real numbers a < b, if D = (a, b) × (−c, d)
then (1.19) leads to
cLR(D,D ∩ R1,0) = (b− a)min{c, d} =
(
n!min{Vol(D+),Vol(D−)})1/n (8.6)
since n = 1. Hence equality cases in (8.3) are possible.
Example 8.3. Let D = P 2n(r1, · · · , rn) be as in Corollary 1.10. Then Vol(D+) = Vol(D−) =
πn
2 r
2
1 · · · r2n, and
cLR(D,D ∩Rn,n−1) = π
2
min{2 min
i≤n−1
r2i , r
2
n} (8.7)
by (1.33). If n = 1 then cLR(D,D∩R1,0) = 12Vol(D) by (1.22) or the arguments above (1.18).
Suppose that n > 1 and 2mini≤n−1 r
2
i = 2r
2
j ≥ r2n for some 0 < j < n, then
Vol(D+) =
πn
2
r21 · · · r2n ≥
πn
2n
(r2n)
n =
(
cLR(D,D ∩ Rn,n−1)
)n
.
Similarity, if 2mini≤n−1 r
2
i = 2r
2
j < r
2
n for some 0 < j < n, then
Vol(D+) =
πn
2
r21 · · · r2n ≥ (πr2j )n =
(
cLR(D,D ∩ Rn,n−1)
)n
.
In summary, we have
c(D,D ∩ Rn,n−1) ≤
(
1
2
Vol(D)
)1/n
≤
(
n!
2
Vol(D)
)1/n
. (8.8)
That is, (8.4) holds in this situation.
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Example 8.4. For D = E(r1, · · · , rn) in (1.20) we have Vol(D) = πnn! r21 · · · r2n and
cLR
(
D,D ∩Rn,n−1) = π
2
min{2 min
i≤n−1
r2i , r
2
n}
by (1.21). If 2mini≤n−1 r
2
i ≥ r2n, then 2r2i ≥ r2n for i = 1, · · · , n− 1, and so
(2n−1r21 · · · r2n)1/n ≥ r2n = min{2 min
i≤n−1
r2i , r
2
n}.
If 2mini≤n−1 r
2
i < r
2
n, we may assume 2mini≤n−1 r
2
i = 2r
2
1. Then
(2n−1r21 · · · r2n)1/n > ((2r21)n−12r21)1/n = 2r21 = min{2 min
i≤n−1
r2i , r
2
n}.
It follows from these that
cLR(E(r1, · · · , rn), E(r1, · · · , rn) ∩ Rn,n−1)
cLR(B2n(1), B2n(1) ∩ Rn,n−1)
≤ 2
(
min{Vol(E(r1, · · · , rn)+),Vol(E(r1, · · · , rn)−)}
Vol(B2n(1))
)1/n
, (8.9)
with equality if and only if r1 = · · · = rn−1 = rn/
√
2.
Example 8.5. Let Da = B
2n(a, 1) be as in (1.6) with a ∈ [0, 1), r = √1− a2 and θ(r) =
arcsin(r). A long calculus exercise shows
Vol(D−a ) =
πn−1
n!
θ(r) − cos θ(r) n−1∑
j=0
(2n− 2j − 2)!!
(2n− 2j − 1)!! sin
2n−2j−1 θ(r)
 (8.10)
and Vol(D−a ) ≤ Vol(D+a ). Here (2n+1)!! = 1 · 3 · 5 · · · (2n+1), (2n)!! = 2 · 4 · 6 · · · (2n), 0!! = 0
and (−1)!! = 0. By (1.22) we have
cLR
(
Da, Da ∩ Rn,n−1
)
= θ(r) − 1
2
sin(2θ(r)) =
2
3
(θ(r))3 + o((θ(r))4)
as θ(r)→ 0. Note that θ(r)→ 0 as a→ 1. It follows that
lim
a→1
n! min{Vol(D+a ),Vol(D−a )}
(cLR (Da, Da ∩ Rn,n−1))n = +∞
If a ∈ (−1, 0] then D−a = D+−a, D+a = D−−a and so
lim
a→−1
n! min{Vol(D+a ),Vol(D−a )}
(cLR (Da, Da ∩ Rn,n−1))n = +∞.
These show that (8.3) holds for D = Da with a ∈ (−1, 0] ∪ [0, 1) and |a± 1| small.
Example 8.6. Let φ : (B2n(r), B2n(r) ∩Rn,n−1)→ (D,D ∩Rn,n−1) be a relative symplectic
embedding respecting the leaf relations on Bn,n−1(r) and D ∩Rn,n−1. By (1.10) we get
πr2
wG(B2n(1) ∩ Rn,n−1;B2n(1), ω0) =
(
Vol(B2n(r))
Vol(B2n(1))
)1/n
=
(
2min{Vol(B2n(r)+),Vol(B2n(r)−)}
Vol(B2n(1))
)1/n
=
(
2min{Vol(φ(B2n(r))+),Vol(φ(B2n(r))−)}
Vol(B2n(1))
)1/n
≤
(
2min{Vol(D+),Vol(D−)}
Vol(B2n(1))
)1/n
,
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and hence
wG(D ∩ Rn,n−1;D,ω0)
wG(B2n(1) ∩ Rn,n−1;B2n(1), ω0) ≤
(
2min{Vol(D+),Vol(D−)}
Vol(B2n(1))
)1/n
, (8.11)
which shows, in particular, (8.2) holding if cLR is replaced by the coisotropic capacity wG/2.
Finally, by [2, Theorem 1.6] and (1.15) there is a constant A0, which is independent of the
dimension, such that for any convex body D ⊂ R2n with Int(D) ∩ Rn,n−1 6= ∅,
cLR(D,D ∩ Rn,n−1) ≤ cHZ(D) ≤ A0 (n!Vol(D))1/n . (8.12)
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