You Say 'What', I Hear 'Where' and 'Why': (Mis-)Interpreting SQL to
  Derive Fine-Grained Provenance by Müller, Tobias et al.
You Say ‘What’, I Hear ‘Where’ and ‘Why’ —
(Mis-)Interpreting SQL to Derive Fine-Grained Provenance
Tobias Müller Benjamin Dietrich Torsten Grust
Universität Tübingen
Tübingen, Germany
[ to.mueller, b.dietrich, torsten.grust ]@uni-tuebingen.de
ABSTRACT
SQL declaratively specifies what the desired output of a query
is. This work shows that a non-standard interpretation of
the SQL semantics can, instead, disclose where a piece of
the output originated in the input and why that piece found
its way into the result. We derive such data provenance
for very rich SQL dialects—including recursion, windowed
aggregates, and user-defined functions—at the fine-grained
level of individual table cells. The approach is non-invasive
and implemented as a compositional source-level SQL rewrite:
an input SQL query is transformed into its own interpreter
that wields data dependencies instead of regular values. We
deliberately design this transformation to preserve the shape
of both data and query, which allows provenance deriva-
tion to scale to complex queries without overwhelming the
underlying database system.
1. DATA PROVENANCE EXPLAINS
COMPLEX SQL QUERIES
A complex SQL query. In a hilly landscape, which marks
are visible from your current location? That will depend on
your position’s altitude and the height of the terrain around
you: valleys are obscured by nearby ridges, while peaks,
even if remote, may still be in view. The two-dimensional
sketch of Figure 1 suggests one answer to the question: first,
compute the running maximum (or: max scan) of view angles
between our location  and the ever farther hill tops before
us. Second, a mark is visible iff its angle is at least as large
as the maximum angle αi we have measured so far. We
thus can spot the tree (its view angle α3 exceeds the current
maximum of α2) while marks p1 and p2 are obscured.
The max scan technique does apply in three dimensions,
This paper is an extended version of an article published in the Proceedings
of the VLDB Endowment (PVLDB, 11(11), August 2018).
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Figure 1: Visibility in a two-dimensional hilly landscape:
spots marked are visible from . The max scan encounters
the view angles 0° < α1 < α2 < α3 from left to right.
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(a) Height map with our location .
map
x y alt
0 0 400.0
0 1 400.0
0 2 400.0··· ··· ···
17 10 200.0 ··· ··· ···20 18 0.0
20 19 0.0
20 20 0.0
(b) Table map.
Figure 2: Height map of three-dimensional terrain and its
tabular encoding. Again, spots marked are visible from .
but things get a bit more complicated. Figure 2(a) depicts
the height map of a sample terrain in which shades of grey
indicate altitude and  at (x, y) = (17, 10)marks our location
again. If we encode this terrain in a table map, see Figure 2(b),
we can use the SQL query of Figure 3 to compute the visible
spots ( ). The query uses a common table expression (CTE,
WITH . . . ) to structure the computation. We can spot the
max scan in Lines 37 to 44, but the interplay of local table
definitions, user-defined and builtin functions, and complex
query logic (e.g., the use of window functions) weaves a
tangled web that is hard to see through. How does this
query work and how does it adapt the two-dimensional max
scan idea?
1
ar
X
iv
:1
80
5.
11
51
7v
3 
 [c
s.D
B]
  3
 Ju
l 2
01
8
1 -- Distance between points (x1,y1) and (x2,y2)
2 CREATE FUNCTION
3 dist(x1 int, y1 int, x2 int, y2 int) RETURNS float AS
4 $$
5 SELECT sqrt((x2 - x1)^2 + (y2 - y1)^2)
6 $$ LANGUAGE SQL;
7 -- Number of steps on the line (x1,y1)-(x2,y2)
8 CREATE FUNCTION
9 steps(x1 int, y1 int, x2 int, y2 int) RETURNS int AS
10 $$
11 SELECT greatest(abs(x2 - x1), abs(y2 - y1))
12 $$ LANGUAGE SQL;
13 -- Points (x,y) on the line (x1,y1)-(x2,y2)
14 CREATE FUNCTION
15 line(x1 int, y1 int, x2 int, y2 int) RETURNS TABLE(x int, y int) AS
16 $$
17 SELECT x1 + round(i * ((x2 - x1) / steps(x1, y1, x2, y2))) AS x,
18 y1 + round(i * ((y2 - y1) / steps(x1, y1, x2, y2))) AS y
19 FROM generate_series(0, steps(x1, y1, x2, y2)) AS i
20 $$ LANGUAGE SQL;
21 WITH
22 -- (1) Ray from  to (x1,y1) has points (rx,ry)
23 rays(x1, y1, rx, ry) AS (
24 SELECT m.x AS x1, m.y AS y1, l.x AS rx, l.y AS ry
25 FROM map AS m,
26 LATERAL line(17, 10, m.x, m.y) AS l(x,y)
27 WHERE m.x IN (0,20) OR m.y IN (0,20) -- points on the border
28 ),
29 -- (2) Angle between point (x,y) and 
30 angles(x, y, angle) AS (
31 SELECT m.x, m.y,
32 degrees(atan((m.alt - 200) / --  is at altitude 200m
33 (dist(m.x, m.y, 17, 10)))) AS angle
34 FROM map AS m
35 WHERE ROW(m.x, m.y) <> ROW(17, 10)
36 ),
37 -- (3) Line of sight along each ray (uses a max scan)
38 max_scan(x, y, angle, max_angle) AS (
39 SELECT r.rx AS x, r.ry AS y, a.angle, MAX(a.angle) OVER (
40 PARTITION BY r.x1, r.y1
41 ORDER BY dist(17, 10, r.rx, r.ry)) AS max_angle
42 FROM rays AS r, angles AS a
43 WHERE ROW(r.rx, r.ry) = ROW(a.x, a.y)
44 ),
45 -- (4) Assemble visibility map from all lines of sight
46 visible(x, y, "visible?") AS (
47 SELECT s.x, s.y, bool_or(s.angle >= s.max_angle) AS "visible?"
48 FROM max_scan AS s
49 GROUP BY s.x, s.y
50 )
51 SELECT v.x, v.y, v."visible?"
52 FROM visible AS v;
Figure 3: SQL query to compute visibility in three-dimen-
sional terrain encoded in table map. A row (x, y,true) in re-
sult table visible indicates that spot (x, y) is visible from .
Data provenance offers answers to these and further ques-
tions [3, 12,30,48]. Provenance relates a query’s individual
input and output data items (table cells, say), sheds light
on query internals and bugs, and helps to build trust in
query results—a critical service to data-dependent science
and society [19]. In our present case, we may hope that
provenance helps to understand how the visibility max scan
has been tweaked to function in three-dimensional terrain.
Clearly, the benefits of data provenance grow with the com-
plexity of the query logic it is able to explain. As modern
query languages continue to gain expressive constructs [47]
and algorithms of increasing intricacy are cast into rela-
tional queries (e.g., graph processing and machine learning
tasks [1, 17,28]), the gap between queries found in practice
and existing approaches for provenance derivation widens
considerably, however [12,14,26,30]. The principal languages
of study have been the (positive) relational algebra and its
SQL equivalent. Grouping and aggregation can be handled
by some approaches [15,21] but are already considered chal-
lenging. In this light, the derivation of database provenance
for complex queries found “outside the lab” appears elusive.
We set out to bridge this gap and enable the derivation of
fine-grained data provenance for a significantly richer family
of SQL queries. The admissable query dialect includes
• common table expressions including the recursive kind
(WITH RECURSIVE. . . ),
• window functions with arbitrary frame specifications as
well as grouping and aggregation,
• scalar or table-valued builtin and user-defined functions,
• complex types (e.g., row values and arrays), and
• subqueries without or with dependencies (through LATERAL
or correlation) to their enclosing query.
We aim for compositionality, i.e., these and further constructs
may be nested arbitrarily as long as SQL’s scoping and typing
rules are obeyed.
The approach is based on a non-standard interpretation of
the SQL semantics. This new interpretation focuses on the de-
pendencies between input and output data items—the items’
values play a secondary role only. The required interpreter
is systematically derived from the original value-based query
and formulated in SQL itself. As long as we can perform
this derivation for a SQL construct or idiom, the approach
is ready to embrace it. While we work with PostgreSQL in
what follows, the method may be implemented on top of any
SQL-based RDBMS. No engine internals need to be altered.
Goal (Where- and Why-Provenance). Given a SQL subject
query q and its output table t, for each cell o of t compute
• which input table cells were copied or transformed to de-
termine o’s value, and [where-provenance]
• which input table cells were inspected to decide that o is
present in the output at all. [why-provenance]
This understanding of where- and why-provenance largely
coincides with that of earlier work [6,14,21]—Section 5 notes
where we deviate. Together, both types of provenance char-
acterize the exact set of input table cells that were sourced by
query q, providing invaluable information for query explana-
tion and debugging [27]. Such complete cell-level provenance
provides the most detailed insight into query behavior but
comes at a size and speed cost. We thus also outline how
coarser granularity may be traded for performance.
Data provenance explains queries. Once we perform prove-
nance derivation for the SQL query of Figure 3, we can
understand how the data in input table map (Figure 2(b)) is
used to compute visibility. Figure 4 highlights those points
in the input terrain that determine the visibility of spots 1
and 2 . Since we compute the provenance of the entire query
output, we could have selected any spot and investigated the
provenance of its visibility. Provenance analysis reveals that
the query “shoots” rays from  to the points at the border
of the map (see the in Figure 4), effectively leaving us
with a two-dimensional problem that can be tackled via the
max scan technique of Figure 1. We see that the visibility of
point (x, y) only depends on the points on the ray between
 and (x, y), i.e., those points visited by the max scan so
far. These and similar findings help to untangle the query
and build trust in its result.
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Figure 4: Excerpt of terrain map after provenance derivation.
We find that the (non-)visibility of spots 1 and 2 is where-
as well as why-dependent on the points marked and only
why-dependent on the two border points marked .
2. FROMVALUESTODEPENDENCYSETS
Regular query evaluation computes the value of an output
cell o through the inspection and transformation of input
values. In this work, instead, we focus on o’s dependency set:
Definition 1 (Dependency Set). Given an output cell o, the de-
pendency set of o is the (possibly empty) set {i1, i2, . . . , in}
of input table cells that were copied, transformed, or in-
spected to compute the value of o. Values are secondary: o
and i1, . . . , in identify the cells themselves, not their values.
We use P to denote the type of dependency sets.
It is our main hypothesis that a non-standard interpretation
of queries provides a solid foundation to reason about this
shift of focus from values to dependency sets [10]. We pursue
a purely SQL-based implementation of this shift: from the
original value-based SQL query, we generate its dependency-
deriving variant—or interpreter, for short—through query
transformation. Since this variant manipulates dependency
sets and is oblivious to values, we supply just enough runtime
information to guide the interpreter whenever the original
query made a value-based decision.
Overview. These considerations shape a two-phase approach.
Let q denote the original SQL query:
Phase 1: Instrument q to obtain query q1 that performs the
same value-based computation as q and outputs the same
result. Whenever q1 makes a value-based decision (e.g.,
let a row pass a predicate or locate a row inside a window
frame), those values relevant to this decision are appended
to logs as a side effect of evaluation.
Phase 2: Evaluate interpreter q2 that performs dependency
derivation. Query q2 reads, manipulates, and outputs
tables of dependency sets. To properly replay the decisions
made by q1, q2 additionally consults the logs written in
Phase 1.
We shed light on Phases 1 and 2 and their interaction in
the upcoming Sections 2.2 and 2.3. The construction of the
instrumented query q1 as well as the interpreter q2—both
can be built in tandem—are the subject of Section 3. Since
the evaluation of q1 incurs logging effort and q2 needs to
manipulate sets instead of first normal form (1NF) values,
Section 4 discusses the sizes of both logs and result tables,
quantifies the impact on query evaluation time, and discusses
SQL interpretation at the coarser row granularity. Sections 5
and 6 review related efforts and wrap up.
2.1 Changing Types, Preserving Shape
Consider q, a general template for a single-table SELECT-
FROM-WHERE block:
q(e, p, t) = SELECT e(x) FROM t AS x WHERE p(x) .
The type of q, namely ∀a, b : (a  b)×(a  bool)×{a}  {b},
is parametric [52] in the row types a and b of the input and
output tables.1 Any instantiation of type variables a and
b yields a workable filter-project query. If t is table map
of Figure 2(b) and e projects on its third column alt of
type real, then a ≡ int×int×real, b ≡ real, and q has type
(int× int× real  real)× (int× int× real  bool)×
{int× int× real}  {real} .
With the shift from values (Phase 1) to dependency sets
(Phase 2) we are interested in the particular row type instan-
tiation in which all column types are replaced by P, the type
of dependency sets. If we perform this shift for the former
example, we get a ≡ P× P× P, b ≡ P, yielding query q2 of
type
(P×P×P  P)× (P×P×P  bool)×{P×P×P}  {P} ,
over tables of dependency sets. Most importantly, q2 is
indifferent to the choice of row types [52]: it continues to
implement the filter-project semantics.
This parametricity of queries is central to the approach:
• The shift to P in Phase 2 not only preserves the shape of the
query type but, largely, also the syntactic shape of the SQL
query. We can thus derive an interpreter for a given query
via a transformation that is compositional (will not break
in the face of complex queries) and extensible (can embrace
new constructs as the SQL language grows). The query
execution plans of the transformed queries resemble those
of the originals which reduces the risk of overwhelming the
query processor, an adverse effect that has been observed
by earlier work on data provenance for SQL [40].
• The value-based and dependency-based queries read and
output tables of the same width and row count: we also
preserve the shape of the data (albeit not its type). A one-
to-one correspondence between the cells in value-based
and dependency-carrying tables admits a straightforward
association of individual data items with their provenance.
In Phase 2, note that predicate p (of type P× P× P  bool)
exclusively receives dependency sets as input. These depen-
dency sets reveal what influenced the predicates’s outcome
but do not let us compute the Boolean value of the original p.
We address this in Phase 1 in which we instrument the orig-
inal query such that the outcome of relevant value-based
computation is logged. The interpreter of Phase 2 then uses
the log to look up p’s Boolean value and to re-enact the
original query’s behavior.
2.2 Phase 1: Instrumentation
Definition 2 (Instrumented Query, Phase 1). Given a sub-
ject query q, its instrumented variant q1 computes the same
1We use a× b to denote pair (or record) types and write {a}
for the type of tables with rows of type a.
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1 max_scan(x, y, angle, max_angle) AS (
2 SELECT t.r_rx AS x, t.r_ry AS y, t.a_angle AS angle,
3 MAX(t.a_angle) OVER (w) AS max_angle
4 FROM (SELECT r.x1 AS r_x1, r.y1 AS r_y1,
5 r.rx AS r_rx, r.ry AS r_ry,
6 a.angle AS a_angle
7 FROM rays AS r, angles AS a
8 WHERE r.rx = a.x AND r.ry = a.y) AS t
9 WINDOW w AS
10 (PARTITION BY t.r_x1, t.r_y1
11 ORDER BY sqrt((t.r_rx - 17)^2 + (t.r_ry - 10)^2))
12 )
Figure 5: Common table expression max_scan of the visibility
query (Figure 3) after normalization. UDF dist has been
inlined into the ORDERBY clause.
1 max_scan1(ρ, x, y, angle, max_angle) AS (
2 SELECT writeWIN( 4, t.ρ, FIRST_VALUE(t.ρ) OVER (w),
3 RANK() OVER (w)) AS ρ,
4 t.r_rx AS x, t.r_ry AS y, t.a_angle AS angle,
5 MAX(t.a_angle) OVER (w) AS max_angle
6 FROM (SELECT writeJOIN2( 3, r.ρ, a.ρ) AS ρ,
7 r.x1 AS r_x1, r.y1 AS r_y1,
8 r.rx AS r_rx, r.ry AS r_ry,
9 a.angle AS a_angle
10 FROM rays1 AS r, angles1 AS a
11 WHERE r.rx = a.x AND r.ry = a.y) AS t -- p1(r,a)
12 WINDOW w AS
13 (PARTITION BY t.r_x1, t.r_y1 -- f1(t)
14 ORDER BY sqrt((t.r_rx - 17)^2 + (t.r_ry - 10)^2)) -- g1(t)
15 )
added
Figure 6: Instrumented variant of CTE max_scan in Phase 1.
output table as q. Whenever q evaluates an expression of
non-parametric type to make a relevant value-based decision,
q1 logs the outcome of that decision as a side-effect of query
evaluation.
The instrumentation of q will be compositional: q’s overall
instrumentation is assembled from the instrumentation of
q’s subqueries— the latter transformations do not interfere
and may be performed in isolation. Here, we exploit this
to save page space and focus on CTE fragment max_scan of
the SQL query in Figure 3. Input to instrumentation is a
normalized form of the original query in which individual
operations (e.g., joins, window functions, ordering) are placed
in separate subqueries. The normalized CTE max_scan is
shown in Figure 5. Normalization, discussed in Section 3,
helps to devise compact sets of query transformation rules.
Figure 6 shows max_scan1, the instrumented form of max_scan.
(For a query, expression, CTE, or table named n, we use n,
map1 map2
x y alt ρ x y alt
0 0 400.0 m(0,0) {x(0,0)} {y(0,0)} {a(0,0)}
0 1 400.0 m(0,1) {x(0,1)} {y(0,1)} {a(0,1)}
0 2 400.0 m(0,2) {x(0,2)} {y(0,2)} {a(0,2)}··· ··· ··· ··· ··· ··· ···
 17 10 200.0 m(17,10) {x(17,10)} {y(17,10)} {a(17,10)} ··· ··· ··· ··· ··· ··· ···
20 18 0.0 m(20,18) {x(20,18)} {y(20,18)} {a(20,18)}
20 19 0.0 m(20,19) {x(20,19)} {y(20,19)} {a(20,19)}
20 20 0.0 m(20,20) {x(20,20)} {y(20,20)} {a(20,20)}
Figure 7: Table map in Phases 1 and 2. A row with key (x,y)
= (x, y) is identified by row ID ρ = m(x,y).
1 max_scan2(ρ, x, y, angle, max_angle) AS (
2 SELECT t.ρ AS ρ,
3 t.r_rx AS rx, t.r_ry AS ry, t.a_angle AS angle,
4
⋃
t.a_angle OVER (w)∪
⋃
Ywin OVER (w) AS max_angle
5 FROM
6 (SELECT join.ρ,
7 r.x1∪ Yjoin AS r_x1, r.y1∪ Yjoin AS r_y1,
8 r.rx∪ Yjoin AS r_rx, r.ry∪ Yjoin AS r_ry,
9 a.angle∪ Yjoin AS a_angle
10 FROM rays2 AS r, angles2 AS a,
11 LATERAL readJOIN2( 3, r.ρ, a.ρ) AS join(ρ),
12 LATERAL Y(r.rx∪ a.x∪ r.ry∪ a.y) AS Yjoin -- Y(p2(r,a))
13 ) AS t,
14 LATERAL readWIN( 4, t.ρ) AS win(ρ,part,rank),
15 LATERAL Y(t.r_x1∪ t.r_y1)∪ -- Y(f2(t))
16 Y(dist2(∅,∅,t.r_rx,t.r_ry)) AS Ywin -- Y(g2(t))
17 WINDOW w AS (PARTITION BY win.part ORDER BY win.rank)
18 )
Figure 8: Interpreter for CTE max_scan in Phase 2.
n1, and n2 to refer to the original and its Phase 1/2 vari-
ants.) Where the original query reads from table r, the
instrumented version reads from r1 in which column ρ car-
ries row identifiers—otherwise, r and r1 are identical. Indeed,
r and r1 may denote the very same table if the underlying
RDBMS externalizes row identity in some form (e.g., through
virtual column ctid in PostgreSQL or rowid in IBM Db2 and
Oracle). Table map1 is depicted in Figure 7 on the left.
When we log the outcome v of a computation over a row r, we
write the pair (r.ρ, v) to identify the row once we read the log
back. It is the primary aim of instrumentation to insert calls
to side-effecting functions write2( ` ,r.ρ,v) that perform the
required log writing. Parameter ` distinguishes the calls’
locations in the instrumented SQL text such that one log
may hold entries written by multiple call sites. Phase 2
(see below) then uses read2( ` ,r.ρ) to obtain v again. The
approach is indifferent to the actual realization of write2
and read2. Section 3 shows pseudo code and Appendix B
proposes a possible SQL-internal implementation of logging.
In the subquery in Lines 6 to 11 of Figure 6, the result of
the join depends on the evaluations of predicate p1(r,a) =
r.rx = a.x AND r.ry = a.y. We make the outcomes of p1
available to Phase 2 via calls to writeJOIN2( 3,r.ρ,a.ρ) in Line 6.
Note that we chose to not log p1’s actual Boolean value but,
equivalently, the fact that rows r and a are join partners—
this refinement saves us from logging the false outcomes
of p1 and also simplifies Phase 2. The invocation of writeJOIN2
performs log writing and then returns a newly generated row
identifier that represents the joined row t.
In the window-based query enclosing the join, evaluation
depends on the partitioning and ordering criteria that de-
termine the placement of row t inside window w (Lines 13
and 14 in Figure 6). Both criteria are functions of t, namely
f1(t) = (t.r_x1,t.r_y1) and g1(t) = sqrt((t.r_rx - 17)ˆ2 +
(t.r_ry - 10)ˆ2). Phase 2 will not be able to evaluate either
function once computation has shifted from column values
to dependency sets. The invocation of writeWIN in Lines 2
to 3 thus writes the required log entries. Here, again, we do
not log the values of f1(t) and g1(t) as is, but equivalently
record FIRST_VALUE(t.ρ) OVER (w) and RANK() OVER (w): the
former represents t’s partition in terms of the identifier
of that partition’s first row, the latter gives t’s position
inside that partition. Once both criteria are logged, the
writeWIN( 4,t.ρ, . . .) call returns t.ρ.
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2.3 Phase 2: Interpretation
Definition 3 (Interpreter, Phase 2). Interpreter q2 for instru-
mented query q1 exclusively manipulates dependency sets: if
the evaluation of a subexpression e1 of q1 depended on the
input table cells i1, i2, . . . , in, its interpreted counterpart e2
in q2 evaluates to the dependency set {i1, i2, . . . , in}.
The definition implies that interpreter q2 reads and out-
puts tables of the same shape (cardinality and width) as
instrumented query q1: where Phase 1 reads table r1, the
interpreter reads r2 whose cells hold dependency sets (see
table map2 in Figure 7 on the right). Note that corresponding
rows in r1 and r2 share their identifiers ρ to establish a
one-to-one correspondence between the cells of both tables.
Singleton dependency sets in source table cells indicate that
each of these cells only depends on itself. In table map2,
unique identifier x(x,y) represents the cell in column x of the
row with ρ = m(x,y); likewise, y(x,y) and a(x,y) represent cells
in columns y and alt, respectively. These cell identifiers are
entirely abstract and never computed with (cf. with the colors
of [5]).
The interpreter for CTE max_scan is shown in Figure 8. CTE
max_scan2 preserves the syntactic shape of max_scan1 in Fig-
ure 6: a window-based aggregation consumes the result of the
join between tables rays2 and angles2. Computation, how-
ever, is over dependency sets instead of values. Rather than
committing early to one of many viable relational set repre-
sentations [7,29,45], max_scan2 uses the usual operators ∪/⋃
where these sets are combined/aggregated.
Following the above definition, the non-standard interpre-
tation of functions p1, f1, g1 yields variants 2 collecting the
dependencies for those columns that influence the functions’
evaluation (cf. with Section 2.2):
p2(r,a) = r.rx∪ a.x∪ r.ry∪ a.y
f2(t) = t.r_x1∪ t.r_y1
g2(t) = t.r_rx∪∅ ∪ t.r_ry∪∅ .
As described in Section 2.1, these functions exclusively ma-
nipulate dependency sets of type P. The literals 17 and 10
map to ∅ in g2 since both do not depend on any input data
whatsoever. Set aggregate
⋃
t.a_angle OVER (w) in Line 4
interprets MAX(t.a_angle) OVER (w) in max_scan1: according
to the SQL semantics, all t.a_angle values inside current
window w are aggregated to evaluate the MAX window func-
tion [47, § 4.16.3] and thus influence the function’s result.
The interpreter uses Y(D) to indicate that dependency set D
contains cells describing why-provenance instead of the de-
fault where-provenance. We construct the why-dependency
set Y(p2(r,a)) in Line 12 to reflect that predicate p inspects
exactly these cells to decide whether rows r and a are join
partners. (We use LATERAL to bind this set to Yjoin as it is
referenced multiple times later on.) Likewise, we form Ywin
in Lines 15 and 16 to collect the cells Y(f2(t)) ∪ Y(g2(t))
that are inspected to decide how window frames are formed.
Line 4 then adds these why-dependencies to the provenance
of the MAX window aggregate.
max_scan2 reads the logs written in Phase 1 to (1) re-
enact p1’s filtering decisions and (2) to reconstruct the win-
dow frames formed by f1 and g1. Iff readJOIN2( 3,r.ρ,a.ρ)
returns a join row identifier, rows r and a have been found
to partner in Phase 1. readWIN( 4,t.ρ) retrieves partition rep-
resentative win.part and in-partition position win.rank to
output
x y visible?··· ··· ···
1 {x(2,12)} {y(2,12)}

x(2,12), y(2,12), a(2,12),
x(3,12), y(3,12), a(3,12),
. . .
x(15,10), y(15,10), a(15,10),
x(16,10), y(16,10), a(16,10)

··· ··· ···
2 {x(3,4)} {y(3,4)}

x(3,4), y(3,4), a(3,4),
x(4,5), y(4,5), a(4,5),
. . .
x(15,9), y(15,9), a(15,9),
x(16,10), y(16,10), a(16,10)

··· ··· ···
Figure 9: Where-provenance of the visibility of spots 1 and 2
(see Figure 4) as derived by interpretation in Phase 2.
enable the WINDOW clause to place row t inside its proper
frame.
Output. Interpretation for the visibility query of Figure 3
yields the dependency set table of Figure 9. For a spot in the
terrain located at (x, y), we learn that its coordinates have
been copied over from input table map (the cells in column x
solely depend on x(x,y); likewise for column y). Spot visibility,
however, depends on the terrain’s altitude along the ray from
(x, y) to . Indeed, Figure 4 simply is a visualization of the
dependency sets found in column visible? of table output
in Figure 9.
3. INTERPRETING SQL IN SQL
The query instrumentation of Phase 1 and the construction
of the interpreter of Phase 2 are based on a pair of rule-based
SQL source transformations. We first normalize the input
query to facilitate transformation rules that do not face large
monolithic SELECT blocks but may focus on a single SQL
clause at a time.
Definition 4 (Normalized Query). All SELECT blocks in the
normalized query for subject query q adhere to the syntac-
tic form shown in Figure 10. Normalization preserves the
semantics of q.
Normalization of the input query rests on the following two
cornerstones:
Explicitness. Expand the column list implicit in SELECT *.
In SELECT clauses, name expressions e explicitly (e AS c).
In FROM clauses, introduce explicit row aliases for ta-
bles or subqueries q (q AS t). In expressions, use qual-
ified column references (t.c) only. Expand DISTINCT
into DISTINCT ON. Trade inline window specifications
for explicit WINDOW clauses. Inline the bodies of non-
recursive UDFs (like dist of Figure 3). Remove syntac-
tic sugar to reduce query diversity, e.g., supply empty
GROUP BY criteria g ≡ (), or make defaults like OFFSET 0
and LIMIT ALL explicit, should any of these be missing.
Clause isolation. Traverse the query syntax tree bottom up.
Inside a SELECT block, isolate its SQL clauses by placing
each clause inside a separate subquery. This leads to
“onion-style” uncorrelated nesting in the FROM clause, cf.
the sketch of the resulting normal form in Figure 10.
On completion, transformation rules like Window
or Group (see Figure 12, discussed below) may assume
that they encounter single-table FROM q AS t clauses only.
5
SELECT · · ·
FROM (SELECT DISTINCT ON(· · ·) · · ·
FROM (SELECT · · · AGG(· · ·) OVER(w φ) · · ·
FROM (SELECT · · · AGG(· · ·) · · ·
FROM (SELECT · · ·
FROM q,. . .,q
WHERE p) AS t
GROUP BY g
HAVING p) AS t
WINDOW w AS (· · ·)) AS t
ORDER BY o) AS t
ORDER BY o
OFFSET n
LIMIT n
Figure 10: Syntactic shape of a normalized SELECT block after
SQL clause isolation. Any but the innermost layer of the
“onion” may be missing.
As an example, see Figure 5 where the WINDOW clause
has been isolated from the join of rays and angles.
Normalization preserves query semantics as well as data pro-
venance. This holds, in particular, for clause isolation: from
inner to outer, the onion’s layers adhere to the evaluation
order defined for SQL clauses in a SELECT block [47, § 7.5ff].
Definition 5 (Syntactic Transformation Z⇒). Given a normal-
ized subject query q, the syntax-directed mapping
q Z⇒ 〈q1, q2〉
derives both q’s instrumented variant q1 and interpreter q2.
Mapping Z⇒ is collectively defined by the inferences rules
of Figure 12 and Figure 21 (in Appendix A).
The synchronized derivation allows q1 and q2 to readily
share information about call sites ` when we place a call
to write2( ` ,. . .) in q1 and its associated read2( ` ,. . .) call
in q2. (The inference rules invoke ` = site() to obtain
arbitrary yet fresh call site identifiers ` .)
Figure 12 displays a representative subset of the complete
rule set. Taken jointly with the additions of Figure 21 in the
appendix, the rules cover the rich SQL dialect characterized
in the introduction and can translate the visibility query
of Figure 3 as well as the 22 queries of the TPC-H benchmark
(see Section 4 below). In the rules’ antecedents, we use
|qi Z⇒ 〈·, ·〉|i=1,...,n to indicate that all (sub)queries q1, . . . , qn
are to be transformed.
Mapping Z⇒ proceeds bottom-up and first establishes trivial
interpreters for SQL’s syntactic leaf constructs. No logging is
required in these cases. Rule Lit: A literal l represents itself:
its interpreter thus returns the empty set ∅ of input data
dependencies. Rule Col: In Phase 2, a column reference t.c
holds a set of cell identifiers that represents t.c’s data de-
pendencies (see Definition 3). The rule thus simply returns
this set. Rule Table ensures that Phase 1 operates over
regular base data held in the cells of table1 while Phase 2
reads (singleton) dependency sets from table2 that represent
these cells (cf. Figure 7).
Non-leaf rules first invoke Z⇒ on constituent queries and
assemble the results to form composite instrumentations and
interpreters. Rule Builtin manifests that the evaluation of
a built-in SQL operator ⊕ (returning a single scalar, row,
or array value) depends on all of its n arguments ei. The
interpreter thus unions the arguments’ dependency sets e2i .
Rule With invokes Z⇒ recursively on the common table
expression qi but otherwise preserves the syntactic shape of
the input query (Section 2.1). The rule does, however, extend
Phase 1 Phase 2
q1
ρ g1 ··· gm o1 ··· ok{ ρ1 v1 ··· vm
partition ··· v1 ··· vm
of row t t.ρ v1 ··· vm row t··· v1 ··· vm
q2
ρ part rank
ρ1 ρ1 1··· ρ1 2
t.ρ ρ1 3··· ρ1 4
Figure 11: Placement of row t in a windowed table with clause
WINDOWw AS (PARTITION BY g1,...,gm ORDER BY o1,...,ok). All rows
in t’s partition agree on FIRST_VALUE(t.ρ) OVER (w) = ρ1. In its
partition, t ranks 3rd (bars picture the ordering criteria).
Pair (ρ1,3) thus exactly pinpoints t’s placement in Phase 2.
the schemata of all CTEs to expose new column ρ whose
row identifiers help to relate the results of Phases 1 and 2
(again, see Figure 7). Shape preservation in Rule With,
specifically, presents the opportunity to use SQL’s WITH to
assign a name, say t, to any intermediate query result of
interest. After interpretation, table t2 will hold the where-
and why-provenance of the intermediate result. The ability
to inspect such intermediate provenance (as computed by
common table expression max_scan2, for example, see Figure 8)
can be instrumental in the analysis and debugging of very
complex queries.
Rule Join infers the instrumentation and interpreter for m-
fold joins. Such joins (or its simpler variants, see Appendix A)
form the innermost layer of the onion. All other SQL clauses
of the current SELECT block are placed in enclosing layers.
As discussed in Section 2.2, instrumented query i1 in-
vokes writeJOIN〈m〉 to record which combinations of rows satis-
fied join predicate p and to obtain a new row identifier ρ that
represents the joined row—otherwise, the input query and
i1 perform the same computation. Interpreter i2 re-enacts
the join based on the log and readJOIN〈m〉 as described in Sec-
tion 2.3. Since, in the input query, the evaluation of p deter-
mined the inclusion of a joined row with its columns c1, . . . , cn,
we collect e2i ∪ Y(p2) to form the full where- and why-prove-
nance for column ci.
Rule Group instruments GROUP BY queries to collect the row
identifiers of the current group (via the set aggregate
⋃ {t.ρ}).
writeGRP logs the resulting row identifier set along with a unique
group identifier ρ. When Phase 2 processes row t, it in-
vokes readGRP( ` ,t.ρ) to retrieve the identifier group.ρ of t’s
group as a stand-in grouping criterion. The interpreter thus
faithfully re-enacts the grouping performed in Phase 1. In
Phase 2, Rule Agg turns a value-based aggregate AGG(e1)
into a set aggregate
⋃
e2 that collects the dependencies of
all evaluations of its argument e (this models SQL’s aggre-
gate semantics [47, § 4.16.4]). To this where-provenance,
Rule Group adds the why-provenance
⋃
Ygroup to reflect
(1) that the criteria gi jointly determined which group a
row belongs to and (2) that HAVING predicate p decided the
group’s inclusion in the result.
The rows of a windowed table are partitioned and then or-
dered before a window—or: frame—of rows is formed around
each input row t [47, § 4.15.14]. Rule Window thus in-
jects a call to writeWIN that logs the identifier of t’s partition
as well as the row’s intra-partition position (Figure 11 il-
lustrates). Later, the interpreter reads the pair back (cf.
win.part and win.rank in i2) to correctly place t among its
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l Z⇒ 〈l,∅〉 (Lit) t.c Z⇒ 〈t.c, t.c〉 (Col) table Z⇒ 〈table1, table2〉 (Table)
⊕ ∈ {· + ·, · <= ·,ROW(·,...,·), · IN (·,...,·), ...}∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n
⊕(e1, ...,en) Z⇒ 〈⊕(e11, ...,e1n), e21 ∪ · · · ∪ e2n〉 (Builtin)
∣∣qi Z⇒ 〈q1i , q2i 〉∣∣i=0...n i1 = WITH [RECURSIVE] t
1
1(ρ, c11, ...,c1k1) AS (q
1
1), ...,
t1n(ρ, cn1, ...,cnkn) AS (q
1
n)
q10
i2 =
WITH [RECURSIVE] t21(ρ, c11, ...,c1k1) AS (q
2
1), ...,
t2n(ρ, cn1, ...,cnkn) AS (q
2
n)
q20
WITH [RECURSIVE] t1(c11, ...,c1k1) AS (q1), ...,
tn(cn1, ...,cnkn) AS (qn)
q0
Z⇒ 〈i1, i2〉 (With)
m > 1
∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n ∣∣qi Z⇒ 〈q1i , q2i 〉∣∣i=1...m p Z⇒ 〈p1, p2〉 ` = site()
i1 =
SELECT writeJOIN〈m〉( ` ,t1.ρ, ...,tm.ρ) AS ρ,
e11 AS c1, ...,e
1
n AS cn
FROM q11 AS t1, ...,[LATERAL] q1m AS tm
WHERE p1
i2 =
SELECT join.ρ AS ρ, e21 ∪ Yjoin AS c1, ...,e2n ∪ Yjoin AS cn
FROM q21 AS t1, ...,[LATERAL] q2m AS tm,
LATERAL readJOIN〈m〉( ` ,〈t1.ρ, ...,tm.ρ〉) AS join(ρ),
LATERAL Y(p2) AS Yjoin
SELECT e1 AS c1, ...,en AS cn
FROM q1 AS t1, ...,[LATERAL] qm AS tm
WHERE p
Z⇒ 〈i1, i2〉 (Join)
q Z⇒ 〈q1, q2〉 p Z⇒ 〈p1, p2〉 ∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n ∣∣gi Z⇒ 〈g1i , g2i 〉∣∣i=1...m ` = site()
i1 =
SELECT writeGRP( ` ,
⋃
{t.ρ}) AS ρ,
e11 AS c1, ..., e
1
n AS cn
FROM q1 AS t
GROUP BY g11, ...,g
1
m
HAVING p1
i2 =
SELECT group.ρ AS ρ, e21 ∪
⋃
Ygroup AS c1, ...,e2n ∪
⋃
Ygroup AS cn
FROM q2 AS t,
LATERAL readGRP( ` ,t.ρ) AS group(ρ),
LATERAL Y(g21 ∪ · · · ∪ g2m ∪ p2) AS Ygroup
GROUP BY group.ρ
SELECT e1 AS c1, ...,en AS cn
FROM q AS t
GROUP BY g1, ...,gm
HAVING p
Z⇒ 〈i1, i2〉
(Group)
e Z⇒ 〈e1, e2〉
AGG(e) Z⇒ 〈AGG(e1),⋃ e2〉 (Agg)
AGG(e) Z⇒ 〈a1, a2〉 Y =⋃Ywin OVER (w φ)
AGG(e) OVER (w φ) Z⇒ 〈a1 OVER (w φ), a2 OVER (w φ)∪ Y〉 (AggWin)
q Z⇒ 〈q1, q2〉 ∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n ∣∣gi Z⇒ 〈g1i , g2i 〉∣∣i=1...m ∣∣oi Z⇒ 〈o1i , o2i 〉∣∣i=1...k ` = site()
i1 =
SELECT writeWIN( ` ,t.ρ,FIRST_VALUE(t.ρ) OVER (w),
RANK() OVER (w)) AS ρ,
e11 AS c1, ...,e
1
n AS cn
FROM q1 AS t
WINDOW w AS (PARTITION BY g11, ...,g
1
m
ORDER BY o11 dir1, ...,o1k dirk)
i2 =
SELECT t.ρ AS ρ, e21 AS c1, ...,e
2
n AS cn
FROM q2 AS t,
LATERAL readWIN( ` ,t.ρ) AS win(part,rank),
LATERAL Y(g21 ∪ · · · ∪ g2m ∪ o21 ∪ · · · ∪ o2k) AS Ywin
WINDOW w AS (PARTITION BY win.part
ORDER BY win.rank)
SELECT e1 AS c1, ...,en AS cn
FROM q AS t
WINDOW w AS (PARTITION BY g1, ...,gm
ORDER BY o1 dir1, ...,ok dirk)
Z⇒ 〈i1, i2〉
(Window)
Figure 12: Excerpt of inference rules q Z⇒ 〈i1, i2〉 that derive instrumented query i1 and interpeter i2 from input query q.
peers. Since the interpretation of windowed aggregates pre-
serves their original frame clause φ (see Rule AggWin),
Phase 2 builds where-provenance from exactly those depen-
dency sets found in the frame around row t.2 Again, this coin-
cides with the SQL window aggregate semantics [47, § 4.16.3].
Much like in the GROUP BY case, the rules add why-provenance
based on the partitioning and ordering criteria gi and oj ,
respectively (these are collected in Ywin and then added
in Rule AggWin).
2The max_scan CTE of Figure 3 omits the default frame
clause φ ≡ RANGE BETWEEN UNBOUNDED PRECEDING AND CURRENT
ROW. Rules AggWin and Window work for arbitrary frames.
Rule characteristics. The mapping rules for Z⇒ discussed here
exhibit general properties that are characteristic for the full
rule set:
• Why-provenance may be optionally derived in addition to
where-provenance. If we omit the lighter subexpressions in
the definitions of the i2, interpretation will compute where-
provenance only. Since the why-provenance of an output
cell can be substantial (e.g., in Rules Agg and AggWin,
the rows of an entire group or window frame contribute
their dependency sets), we can expect significant time and
space savings if we skip the derivation of why-dependencies.
• During interpretation, provenance sets grow monotonically
(once found, dependencies are never thrown away). This
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writeJOIN〈m〉( ` ,ρ1,...,ρm):
{ρ}   getJOIN( ` , 〈ρ1,..., ρm〉)
if {ρ} = ∅ then
b ρ   putJOIN( ` , 〈ρ1,..., ρm〉,row())
return ρ
readJOIN〈m〉( ` ,〈ρ1,...,ρm〉):
returngetJOIN( ` , 〈ρ1,..., ρm〉)
writeGRP( ` ,{ρ1,..., ρn}):
{ρ}   getGRP( ` , {ρ1,..., ρn})
if {ρ} = ∅ then
b ρ   putGRP( ` , {ρ1,..., ρn},row())
return ρ
readGRP( ` ,ρ):
returngetGRP( ` , {..., ρ,...}︸ ︷︷ ︸
match sets P
with ρ ∈ P
)
writeWIN( ` ,ρ,ρpart,rank):
if getWIN( ` , ρ) = ∅ then
b putWIN( ` , ρ, 〈ρpart , rank〉)
return ρ
readWIN( ` ,ρ):
returngetWIN( ` , ρ)
Figure 13: Pseudo code: write2/read2 function pairs for log
writing and reading, 2 ∈ {JOIN〈m〉,GRP,WIN}.
helps to devise a simple and efficient internal representation
of provenance sets.
3.1 Log Writing and Reading
In the absence of concrete values, the interpreters consult
logs (via read2 calls) to re-enact relevant value-based compu-
tations performed in Phase 1. Pseudo code for three read2
functions and their write2 pendants is shown in Figure 13.
These functions invoke lower-level routines put2 and get2
that write to and read from log file log2. The log files may
be realized in various forms, e.g., in terms of operating sys-
tem files or indexed relational tables. Below, we discuss
the details of logging but abstract from any particular im-
plementation. Appendix B.1 shows concrete log contents
for a set of sample tables and queries and also elaborates
on a purely relational, indexed encoding of log files. The
SQL-based implementation described there has been used in
the upcoming Section 4.
Lower-level logging routines are:
• put2( ` , k, e): add record 〈 ` , k, e〉 to file log2, then return
entry e.
• get2( ` , k): from log2, return the set of e found in records
〈 ` , k, e〉. Return ∅ if there are no matching records.
• row(): generate and return a new unique row identifier.
A record 〈 ` , 〈ρ1, ... , ρm〉, ρ〉 in file logJOIN indicates that a
FROM clause at site ` joined m rows ρ1, . . . , ρm to yield a new
row ρ. Function writeJOIN〈m〉 ensures that this fact is recorded
once in the log: only if a join of ρ1, . . . , ρm at ` has not
been encountered before (i.e., getJOIN( ` , 〈ρ1, ... , ρm〉) = ∅),
a log entry with a fresh ρ is made. Phase 1 may attempt
such repeated identical writes to logJOIN if site ` is located
inside a subquery which the query optimizer decided to
evaluate more than once (this may happen in the TPC-H
benchmark, for example, see Section 4). In such scenar-
ios, writeJOIN〈m〉 makes sure that its side-effect on logJOIN is
not carried out repeatedly. This write once safeguard also
ensures that readJOIN〈m〉( ` , 〈ρ1, ... , ρm〉) will either yield a
set of 0 or 1 row identifiers—recall that the interpreter i2
of Rule Join uses this behavior to properly re-enact the
join semantics. Analogous remarks apply to writeGRP/readGRP
and writeWIN/readWIN.
4. THE PROVENANCE TAX
Provenance derivation processes substantially more data
than the value-based computation it explains. First, we trade
the value-based query q for the pair 〈q1, q2〉: effectively, the
subject query is executed twice. Second, we expect that
q1 is costly: The two queries communicate via log files. Log
file writes in q1 lead to additional data movement and
incur side effects that may constrain the query opti-
mizer.
q2 is costly: Where q outputs 1NF cell values, q2 returns
entire sets of dependencies. These dependency sets
may be large, e.g., if q invokes aggregate functions.
This section aims to quantify how high this “provenance
tax” indeed is and how it correlates with general query
characteristics. On the way, we demonstrate how variations
of the provenance granularity, dependency set representation,
and an awareness of the properties of set operations can lead
to significant runtime improvements.
The experiments below derive the full where- and why-
provenance for all 22 queries of the TPC-H benchmark [50].
Here, we set the benchmark’s scale factor to 1, i.e., ta-
ble lineitem holds about 6 000 000 rows. A repetition of
the experiments at TPC-H scale factor 10 shows how the
approach scales with growing database instances: see Ap-
pendix C which reports slowdowns and speed-ups nearly
identical to those observed in the discussion below.
All queries execute on a PostgreSQL9.5 engine hosted on a
Linux (kernel 4.4) machine with two 4-core Intel Xeon 5570
CPUs, 70GB of RAM, and harddisk-based secondary storage.
We report the average performance of five runs with best and
worst execution times ignored. Instead of absolute wall clock
times we focus on the slowdown—or speed-up—we observe
once we switch from value to dependency set computation.
In all plots below, a slowdown of ×1 represents the evaluation
time of the original TPC-H queries (no provenance derived).
Queries Q1 to Q22 are displayed across the horizontal axes;
the plots are thus best read column by column.
The (non-)impact of normalization. Figure 14 summarizes
the impact of the individual phases of provenance derivation.
The “onion-style” query normalization (Figure 10) does not
alter the semantics and—on its own—also appears to preserve
query performance (see the points cluster around ×1).
We have found RDBMSs to successfully remove the simple
uncorrelated nesting in the FROM clause and generate plans
identical to those for the original TPC-H queries. For Q9,
the explicit onion nesting leads PostgreSQL to aggregate first
and sort later which even beats the system’s usual planning
in which these operations are swapped. (Out of curiosity, we
also fed the 22 original and normalized queries into HyPer [36]
with its advanced query unnesting procedure [38] and found
no plan differences at all.)
An analysis of the experiments reveals four major subject
query characteristics that influence the overhead of prove-
nance derivation in Phases 1 and 2. Figure 15 shows these
query categories and how the 22 TPC-H queries fit in. We
discuss this categorization below, phase by phase.
4.1 Phase 1: Impact of Logging
Relative to the original TPC-H queries, we observe a geo-
metric mean slowdown of 3.4 in Phase 1 (see in Figure 14).
The gaps are a measure of the logging effort that the in-
strumented queries invest. The log sizes and call site counts
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Figure 14: Normalization ( ), Phase 1 ( ), Phases 1+2 ( without/ with why-provenance) relative to value-based TPC-H.
Yes No
Query Characteristic (High Overhead) (Low Overhead)
1
non-selective?
(high # of log writes) Q1,Q13
Q2,Q5,Q7,
Q17,Q18,Q19
correlation?
(repeated side effects)
Q4,Q11,Q17,
Q21,Q22
Q1,Q5,Q6,
Q7,Q12,Q18
2
high dependency
set cardinality?
Q1,Q9,Q11,Q13,
Q15,Q16,Q20,Q22
Q2,Q3,Q10,
Q17,Q19
expensive
why-provenance? Q1,Q11,Q20
Q5,Q6,Q8,Q14,
Q18,Q19,Q21
Figure 15: Query characteristics that influence provenance
overhead in Phases 1 and 2 (all TPC-H queries categorized).
in at the bottom of Figure 14 show that, on average, a
TPC-H query contains 2.5 write2 call sites that log just be-
low 24MB of data if we use the tabular representation of
logs described in Appendix B.1.
Selectivity and logging overhead. Selective filters and joins
reduce data as well as log volume (recall the placement
of writeJOIN〈m〉 in Rule Join). Queries Q2, Q18, Q19 show
this most clearly and only induce negligible overhead in
Phase 1. The opposite holds for Q1 (whose non-selective
predicates let almost all 6 000 000 rows of lineitem pass) and
Q13 (in which a left outer join requires the logging of the
identifiers of both qualifying and non-qualifying pairs of
rows). Both queries log substantial data volumes and exhibit
large Phase 1 overhead.
Correlation and side-effecting log writes. write2 call sites lo-
cated in a subquery that the RDBMS fails to decorrelate
and unnest (a problem that already occurs with the original
TPC-H query [4]) trigger the functions’ guard against writing
identical log entries repeatedly, see Section 3.1. In our imple-
mentation, this increases the cost of write2 to about 0.14ms
per call. Queries Q4, Q11, Q17, Q21, and Q22 contain
such correlated subqueries in their WHERE and HAVING clauses
and show the Phase 1 cost of avoiding these unwanted side
effects.
Logging without side effects? Tupling [31] suggests a func-
tionally pure implementation alternative in which a row is
extended by an extra column that holds its associated log
entry: instead of issuing a side-effecting log write, writeJOIN〈2〉
constructs and returns a pair (ρ, 〈ρ1, ρ2〉) to indicate that
rows ρ1 and ρ2 were joined to form a new row ρ, for ex-
ample. For Q17 and Q21, this shows a promising runtime
improvement of factor 76 and 28 in Phase 1, respectively.
However, tupling complicates the treatment of constructs
like scalar or IN subqueries which, effectively, now need to be
executed twice (once yielding the original, once the extended
rows). Queries like Q18 thus are penalized. Tupling bears a
promising performance advantage in Phase 1 but we would
(1) lose fully compositional query transformation (the use
of tupling would be conditioned on the absence of the
mentioned query constructs) and
(2) sacrifice query shape preservation (Section 2.1) and ulti-
mately face the same problems as Perm and GProM (Sec-
tion 4.4).
We consider the conditional use of tupling an interesting
item of future work.
4.2 Phase 2: Computing with Dependency Sets
We derive provenance through the composition of Phases 1
and 2. Measurement in Figure 14 thus reflects the overall
slowdown if both phases are executed in sequence. We find
a mean slowdown of factor 4.6 (visualized by the gaps)
compared to value-based query evaluation.
Dependency set cardinality. Where a value-based query ma-
nipulates an 1NF cell value v, its interpreter will construct
v’s—possibly large—dependency set: if we consider the en-
tire TPC-H benchmark and form the mean, we find that each
output data cell depends on about 10 000 input cells. When a
single cell holds an aggregate of a group (or window) of rows,
its dependency set cardinality directly reflects the group
(or window) size, see Rule Agg. Foremost, this affects Q1
and its eight aggregates, one of which (column sum_charge)
yields a where-dependency set of about 4 500 000 elements
per output cell. As an aggregation-heavy OLAP benchmark,
TPC-H generally constitutes a challenging workload in this
respect (see Figure 15).
Expensive why-provenance. Recall that we can selectively
enable the derivation of why-provenance in Phase 2. If we
do, we experience larger overall overheads as marked by
the points in Figure 14, with a mean overall slowdown of
factor 9.0. While the logs encode the outcome of a predi-
cate p, this does not suffice to derive why-provenance: we
now also need to interpret p (i.e., evaluate p2) to learn
which input items influenced p’s value. For Q11, in partic-
ular, this requires the interpretation of a complex HAVING p
clause where p contains a three-way join and aggregation. Q1
now additionally derives how aggregates depend on group-
ing critera (see subexpressions gi in Rule Group), dou-
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r1 r2
a b c ρ a b c
1 10 a ρ1 {a1} {b1} {c1}
1 20 b ρ2 {a2} {b2} {c2}
1 30 c ρ3 {a3} {b3} {c3}
2 40 d ρ4 {a4} {b4} {c4}
2 50 e ρ5 {a5} {b5} {c5}
(a) Table r in Phases 1+2.
SELECT r.a,
SUM(r.b)ASsum
FROM r
GROUP BY r.a
output1
ρ a sum
ρ6 1 60
ρ7 2 90
(b) Query and result of Phase 1.
output2
ρ a sum
ρ6 {a1,a1,a2,a3} {b1,b2,b3,a1,a2,a3}
ρ7 {a4,a4,a5} {b4,b5,a4,a5}
(c) Cell-level provenance.
r2
ρ prov
ρ1 {ρ1}
ρ2 {ρ2}
ρ3 {ρ3}
ρ4 {ρ4}
ρ5 {ρ5}
output2
ρ prov
ρ6 {ρ1, ρ2, ρ3}
ρ7 {ρ4, ρ5}
(d) Row-level provenance.
Figure 16: Provenance derivation at cell and row granularities for a simple GROUPBY query.
bling sum_charge’s dependency cardinality to 9 000 000 input
cells per output cell.
Dependency set representation. Given these substantial de-
pendency cardinalities, it is expected that Phase 2 can ben-
efit from efficient set representations. Appendix D indeed
makes this observation if we replace the PostgreSQL-native
set encoding based on type int[] by bit sets [7].
Beneficial effects of logging. Logging incurs overhead in
Phase 1, but Phase 2 can benefit from the effort. To exem-
plify, in the original Q19, a join between lineitem and part
accounts for 98% of the execution time. In the interpretedQ19,
table logJOIN2 acts much like a join index or access support
relation [35, 51] from which the row identifiers of the join
partners are read off directly. As a result, interpretation is
about 10× faster than value-based evaluation. The situation
is similar for Q21, where logJOIN4 assumes the role of a join
index for an expensive four-way join. Additionally, the in-
terpreter saves the evaluation effort for two complex [NOT]
EXISTS(· · ·) subqueries: the identifier of the row that consti-
tutes the existential quantifier’s why-provenance is simply
read off the log tables. Access support relations that ma-
terialize provenance relationships between rows have shown
very similar beneficial effects in [34].
4.3 Switching From Cell to Row Granularity
The present approach derives provenance at the granularity
of individual table cells: each output cell is assigned the set
of input cells that influenced its value. We obtain highly
detailed insight into input-output data dependencies but
surely pay a price in terms of interpreter overhead and size
of the resulting provenance. It turns out that this level of
granularity is not firmly baked into the method. We can
straightforwardly adapt it to operate at the less detailed row
level which suffices for many uses and also is the granularity
provided by the majority of existing work [11,13,15,20,26].
Below, we contrast both granularity levels, sketch how row-
level interpretation can be realized, and assess the resulting
performance advantage.
For the cell granularity case, consider 5-row input table r
whose Phase 1 and 2 variants are shown in Figure 16(a).
In r2, each cell is assigned a singleton dependency set (cf.
Figure 7). If we use the GROUPBY query of Figure 16(b) as
the subject query, Phase 1 yields the output1 table shown in
the same figure. Phase 2 preserves the shape of the output
but returns a table whose cells hold dependency sets (Fig-
ure 16(c)). Cell identifier shades indicate the provenance
kind (where, why): to arrive at the aggregate value 90 of
row ρ7, the query had to sum the input cells b4, b5 (hold-
ing 40, 50) and decide group membership based on cells a4,
a5 (both holding 2).
If we switch to row granularity, Phase 1 remains unchanged.
Phase 2 entirely abstracts from the input’s columns and thus
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Figure 17: Deriving cell-level ( ) vs. row-level provenance ( ).
assigns one singleton identifier set per row, see the modi-
fied two-column version of r2 in Figure 16(d). A simplified
interpreter (discussed below) tracks row dependencies and
finally emits the output2 table in Figure 16(d). We learn that
aggregate value 60 of output row ρ6 depends on input rows
ρ1, ρ2, ρ3, i.e., exactly those rows of table r that constitute
the group in which column a = 1.
The rules of Figures 12 and 21 adapt to row granularity in
a systematic fashion. As mentioned, the definitions of the
instrumented queries i1 remain as is. Where the cell-level
interpreters i2 track dependencies column by column, the
new row-level interpreters collect dependencies held in the
single prov column. In Rule Join, i2 is now defined as
i2 =
SELECT join.ρ,t1.prov∪ · · · ∪ tm.prov AS prov
FROM q21 AS t1, ...,[LATERAL] q2m AS tm,
LATERAL readJOIN〈m〉( ` ,〈t1.ρ, ...,tm.ρ〉) AS join(ρ)
.
At row granularity level, we process narrow two-column
tables (columns ρ, prov) regardless of the width of the input
and output tables. Also, compared to the cell-level variant,
the interpreter evaluates fewer ∪/⋃ operations that build
smaller dependency sets: in TPC-H, one output row has
about 2 500 dependencies on input rows (mean across the
benchmark). Figure 17 documents how the interpretation
overhead drops by an order of magnitude once we switch
from cell- ( ) to row-level ( ) dependencies.
4.4 A Comparison with Perm and GProM
The computation of row-level dependencies also paves
the way for a direct comparison with Perm [20–22, 24],
a long-running research effort that makes a genuine at-
tempt at provenance derivation for SQL. In Perm, input
queries are translated into a multiset algebra, rewritten and
augmented for provenance computation, and then trans-
lated back into SQL for execution on PostgreSQL. Unlike
the present work, Perm opts for an invasive approach and
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adds code that sits between the query rewriter and planner
of PostgreSQL 8.3. To any output row o, Perm attaches
all columns of those input rows that influence o’s compu-
tation (influence contribution semantics [21])—if o has n
influencing rows, o is repeated n times in the result. For ta-
ble r and the GROUPBY query of Figures 16(a) and (b), Perm
thus emits the table of Figure 18. Row (a,sum) = (1,60),
for example, is contained three times as it depends on all
output
a sum r.a r.b r.c
result
[ 1 60 1 10 a
2 90 2 40 d
1 60 1 20 b
1 60 1 30 cprovenance
[
2 90 2 50 e
provenance
Figure 18: Perm’s fully nor-
malized representation of result
and provenance ( ) for the
GROUPBY query of Figure 16(b).
input rows with a = 1.
Recall that row-level
SQL interpretation rep-
resents the same prove-
nance information in
the output2 table of Fig-
ure 16(d). In practice,
the resulting redun-
dancy can be signifi-
cant, as Figure 19 il-
lustrates: across the
TPC-H benchmark que-
ries, Perm’s normalized
representation of prove-
nance consistently requires more space than dependency sets
(we measured a mean factor of 19).
Row-level interpretation vs. Perm. These space considera-
tions and our earlier observations about query characteristics
(Sections 4.1 and 4.2) are also reflected in Figure 20. In this
head-to-head slowdown comparison of row-level SQL interpre-
tation ( , including Phases 1 and 2) and Perm ( ), a trend
indicates that interpretation showed less slowdown than
Perm. Over all executable queries, row-level interpretation
levies a provenance tax of factor 5.1 while Perm imposes a
factor of 18.9 (geometric means).
Figure 20 shows that the advantage of interpretation over
Perm increases with query complexity. Perm’s log-free ap-
proach pays off in category A of scans or simple joins and
(grouped) aggregation. The price of writing a large log and
correlation in Phase 1 (see Section 4.1) makes Q21 the only
complex TPC-H query for which Perm outperforms inter-
pretation. As discussed above, tupling for Q21 could tip
the scales in favor of interpretation, though. The queries
in B are characterized by increasing predicate complexity
and join width, with the latter contributing to the discussed
space overhead: Perm generates queries that emit wide rows
(of 62 instead of the original 2 columns for TPC-H query Q8,
for example). Some queries in B and all queries in C fea-
ture nested subqueries, which amplify Perm’s provenance
representation size problem:3 a row of the outer query is
replicated n times if the subquery emits n rows—even if the
subquery is existentially quantified [23]. Three queries in
category C that Perm failed to process within 4 hours are
marked in Figure 20.
GProM -style provenance-aware query optimization. After
rewriting for provenance, Perm has been found to gener-
ate query shapes that significantly deviate from the original
subject query. Plans take on a form that challenges ex-
isting query processors or may lead to the duplication of
work (e.g., see Perm’s GROUP BY translation rule R5 in [21]).
These observations led to follow-up work on successor project
GProM that identifies specific algebraic optimizations tuned
to cope with challenging query structure [2, 40, 41]. These
provenance-aware optimizations primarily target grouping
and aggregation and, for some queries, can offer a speed-up
of up to factor 3 (personal communication with the author
and [41]). With these—partially heuristic, partially cost-
based—algebraic rewrites, GProM reaches even deeper into
the underlying RDBMS than Perm.
However, provenance-specific optimizations also apply to the
interpretation of SQL. The principle can be adapted to
• match our provenance model (dependency sets),
• be non-invasive, i.e., not reach inside the RDBMS kernel,
• be easily expressible on the SQL language level, i.e., in
terms of a shape-preserving source-level transformation.
One particular transformation relates to the occurrence of a
closed (non-correlated) subquery q1 under an aggregrate. In
Phase 2 we have:⋃
r∈r2
(
q1 ∪ q2(r)
)
≡ q1 ∪
⋃
r∈r2
q2(r) , r not free in q1.
Note that this rewrite is specific for set aggregation and
would be incorrect in a subject query that uses SUM/+, for
example. In TPC-H, such constellations arise for Q11, Q16,
Q18, Q20, and Q22, where the transformation reduces inter-
pretation time in Phase 2 by factors between 2 and 160 (the
latter for Q22 ). The experiments of this section have been
performed with the transformation enabled.
5. MORE RELATEDWORK
The traced evaluation of subject queries is a defining fea-
ture of the present work. Phase 1 identifies rows that actually
3We thus omitted these queries from Figure 19—for Q22
and its two scalar and existentially quantified subqueries,
Perm incurs a representation size overhead of factor 25 000.
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participated in query evaluation; Phase 2 adds cell-level de-
pendencies and aggregates the Phase 1 findings as needed.
This places the approach in the landscape of established
provenance notions.
To form where-provenance, we collect those input cells
that were used to compute the value of an output cell—this
includes those input cells that were copied verbatim and
thus generalizes the notion of where-provenance as defined
by Buneman in [6]. Perm [21] argues for and implements
the same generalization. If we combine the where- and why-
provenance derived by interpretation, for each output cell o
we obtain one set of input cells that witness o. This provides
a cell-level analog to lineage [15] or influence contribution [20,
21], concepts orignally established at the coarser row level.
In deviation from Buneman’s definition of why-provenance,
we do not derive all possible witnesses but the particular
set of input cells that were indeed used by the system to
produce o. This is invaluable in declarative query debugging
where such database size reductions can help to prevent
users from “drowning in a sea of observations” [16]. Let us
note that non-standard interpretation is a member of the
annotation propagation family of approaches [5] which fail
to derive provenance in the presence of empty intermediate
results [8].
The shift from values to computation over dependency
sets P relates to the provenance semiring that derives lin-
eage for the positive bag algebra by Green et al. [26]. In
a nutshell, Phase 2 realizes a SQL semantics interpreted in
the particular semiring (P,⊥,∅,∪L,∪S),4 in which rows are
annotated with dependency sets. To illustrate, in the treat-
ment of σP(R) in [26], rows t that fail to satisfy predicate P
are mapped to ⊥ which effectively discards t’s provenance
contribution (case selection of Definition 3.2 in [26]). In the
present work, this role of P is assumed by the LATERAL join
with function readJOIN〈m〉 which discards t if t.ρ cannot be
found in the associated log (see the redefinition of inter-
preter i2 of Rule Join in Section 4.3, set m = 1 to obtain a
direct correspondence with [26]).
We understand provenance derivation as dynamic data
dependency analysis and share this view with Cheney et
al. [10,11]. The interpreters defined in the rules of Figures 12
and 21 propagate and accumulate dependency sets much like
the provenance tracking semantics defined in Figures 5 and 6
of [10]. The authors state that “[d]ynamic provenance may
be [expensive to compute and] non-trivial to implement in
a standard relational database system.” Our present effort
addresses just this challenge.
Given a piece o of the output, backward slicing [9, 49, 54]
finds those parts—or: slices—of a program that are involved
in producing o. In [37,42], we demonstrated the derivation of
provenance through the application of slicing to imperative
programs that simulate the semantics of SQL queries. In the
present work, instead, we directly realize a dynamic variant of
slicing for SQL but are only interested in input data slices on
which o’s value depends. If, however, we associate identifiers
with SQL subexpressions (instead of cells), interpretation
could instead identify the subject query slices relevant to
the computation of o. This paves the way for a notion of
how-provenance [12] whose findings directly relate to SQL’s
surface syntax (instead of algebraic plans, say).
4See [12, Sections 1.3 and 5.1] for the definitions of ∪L, ∪S
and their interaction with ⊥.
C. Barry Jay has explored the decomposition of data struc-
tures into their shape and contained values [32,33]. We have
deliberately designed a two-phase approach that preserves
data shape (original input and output tables share row width
and cardinality with those of Phases 1/2, respectively) and
query shape (recall the discussion of parametricity of Sec-
tion 2.1). We reap the benefits in terms of a straightforward,
extensible formulation of inference rules and plans that do not
swamp the DBMS’s optimizer and executor. This focus on
shape preservation tells this work apart from related efforts
where data and its provenance are tightly bundled and then
threaded jointly through the computation [5,10,11,18,21,53].
This reshapes input, intermediate, and output data as well
as the computation process itself—sometimes dramatically
so—and ultimately leads to restrictions on what data and
query sizes are considered tractable [11, 40]. Bundling has
the advantage that queries may post-process data and its
provenance together, however. We can offer this integrated
view through a join of the Phase 1 and 2 outputs: consider
output1 ./ρ output2 in Figure 16, for example.
6. WRAP-UP
The desire to move complex computation—like tasks in
machine learning or graph processing—close to their data
sources led to a steep growth in query complexity. As this
trend will only continue, this work is an attempt to develop
provenance derivation for SQL that catches up and helps to
explain the resulting intricate queries. We shift from value-
to dependency-based computation through a non-standard
interpretation of the SQL semantics that can derive prove-
nance at either the cell level or the coarser row granularity.
The approach embraces a rich dialect of SQL constructs—
including recursion, windowed aggregates, or table-valued
and user-defined functions—and relies on a two-phase eval-
uation process designed to not overwhelm the underlying
database system.
This work is extensible in several dimensions. We believe
that the idea of non-standard interpretation does not break
if further SQL constructs are added to the dialect. Cur-
rently, we explore the treatment of SQL DML statements
(INSERT, UPDATE, DELETE) and functions defined in PL/SQL—
this is also related to recent work on the re-enactment of
transactions [39]. Further, the provenance model realized
by the approach is subject to tuning. Phase 1, for example,
may employ “lazy” or “greedy” variants of EXISTS to decide
whether the provenance of a subquery includes one particular
row or all rows that satisfied the quantifier (see [22] for a
discussion of possible semantics).
We pursue optimizations that can help to boost Phase 1.
Data flow analysis can reveal inclusion relationships between
log files and thus render write2 at some call sites obsolete.
Likewise, we can statically infer particular write once safe-
guards (Section 3.1) to be superfluous.
Lastly, the “onion-style” normalization of SQL has helped
to keep the inference rule set of Figures 12 and 21 orthogonal
and compact. We conjecture that this syntactic normal
form can generally benefit efforts that rely on a source-level
analysis and transformation of SQL. We will follow up in an
independent thread of work.
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APPENDIX
A. EXTENDED INFERENCE RULE SET
We extend the set of inference rules for mapping q Z⇒
〈i1, i2〉 that derives the instrumented variant i1 and inter-
preter i2 for SQL query q. Jointly, the rules of Figures 12
and 21 handle a SQL dialect that covers the example query
of Figure 3, all 22 queries of the TPC-H benchmark [50],
as well as recursive queries (expressed via WITH RECURSIVE).
This rule set extension retains the compositionality property
of the rules of Figure 12. None of the core rule principles
discussed in Section 3 need to be reworked.
Rule TblFun derives instrumentation i1 and interpreter i2
for invocations of table-valued functions f (like the built-in
generate_series). Instrumentation wraps calls f(e11,. . .,e1n)
such that writeTBLF can attach a unique identifier ρ to every row
emitted by f . Interpretation does not re-run f but instead
uses readTBLF to reproduce these identifiers from the log. In
the present variant of Rule TblFun, we assume that all
rows output by f depend on all function arguments—i2 thus
assigns the union of the dependency sets args(D) ≡ e21∪· · ·∪e2n
as the rows’ where-provenance. More specific provenance
derivation rules for particular table functions f can easily be
added to the rule set.
Rule Map offers a simplified treatment for the specific
case of a single-table FROM clause that is not accompanied
by a WHERE predicate. Since no value-based decisions are
made, instrumentation and logging are not required. (The
general case of an m-table FROM clause with WHERE predicate
is handled by Rule Join of Figure 12.)
Rule Case transforms an (n+ 1)-way CASE–WHEN conditional.
(We use the notation CASEv here to indicate that the guard
and branch expressions ew,i, et,i depend on a single row
variable v—normalization can always ensure this syntac-
tic restriction.) Phase 1 identifies the WHEN branch taken
(branch ∈ {0,1, ... , n}) and uses writeCASE to save this decision
for the interpreter. Note that the rule duplicates the CASE
expression but each guard e1w,i and branch expression e1t,i
is evaluated at most once. Phase 2 interprets the selected
branch—say i—and adds why-provenance for all preceding
guard expressions e2w,1, ... , e2w,i (this reflects top-down guard
evaluation as specified by the SQL standard [47, § 6.12]).
A SQL subquery may refer to—and thus depend on—a free
row variable v that has been bound outside the subquery (cor-
related subquery, see [47, § 7.6]). To make the dependence
on this free row variable explicit for mapping Z⇒, query nor-
malization introduces a local binding that shadows the outer
binding for v but otherwise does not alter query semantics
(assume that the rows bound to v have columns c1, . . . , cn):
SELECT e(v, t)
FROM q AS t −→normalize
SELECT e(v, t)
FROM (BIND c1, . . .,cn) AS v,
q AS t
.
Here, BIND is a pseudo SQL construct that is subsequently
traded for a SQL SELECT by Rule Bind. We are left with a
regular join that Rule Join will transform as described earlier
in Section 3. In particular, the dependence of expression e on
row variables v (formerly free) and t will be handled correctly.
We exploit the semantic similarities of SQL’s correlation and
join: both form Cartesian products of row variable bindings.
Rule Bind transforms the former into the latter, once more
rendering the rule set more compact.
Rule NestedSubquery: A parenthesized subquery, evaluat-
ing to a—possibly singleton—set of values and optional set
membership (e [NOT] IN) or emptiness tests ([NOT] EXISTS) are re-
tained in Phase 1. Phase 2 collects the dependencies of e and
all set members to form the subquery’s overall provenance.
Note that a single rule suffices to process both correlated and
non-correlated subqueries, thanks to the preparatory work
performed by normalization as well as Rules Join and Bind
(see above).
The design of this rule implies that the derivation of prove-
nance for subqueries with existential semantics directly fol-
lows that of the underlying RDBMS. In particular, inter-
pretation is as lazy as value-based evaluation: if the system
shortcuts a membership (IN) or existence (EXISTS) test as
soon as one element v is found, the where-dependencies of
the subquery will be the dependencies of v, disregarding
all other elements (if any). This deviates from the greedy
semantics of Perm’s sublink query provenance [23] which
collects all values returned by the subquery. Perm’s design
has significant consequences for provenance representation
size as discussed in Section 4.4.
In Rule LeftJoin, i1 logs the join pairs generated by a
left outer join via writeLEFT( ` , t1.ρ, t2.ρ). Here, row identi-
fier t2.ρ will be NULL should t1 fail to find a join partner.
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f :: τ1 × · · · × τn  TABLE(c1 τ′1,...,cm τ′m) ∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n ` = site()
i1 = (SELECT writeTBLF( ` ) AS ρ, t.c1 AS c1, ...,t.cm AS cmFROM f(e11, ...,e1n) AS t(c1, ...,cm))
i2 =
(SELECT set.ρ AS ρ, args.D AS c1, ...,args.D AS cm
FROM (VALUES (e21 ∪ · · · ∪ e2n)) AS args(D),
readTBLF( ` ) AS set(ρ))
f(e1, ...,en) Z⇒ 〈i1, i2〉 (TblFun)
∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n q Z⇒ 〈q1, q2〉 i1 = SELECT t.ρ AS ρ, e11 AS c1, ...,e1n AS cnFROM q1 AS t i2 = SELECT t.ρ AS ρ, e21 AS c1, ...,e2n AS cnFROM q2 AS t
SELECT e1 AS c1, ...,en AS cn
FROM q AS t Z⇒ 〈i1, i2〉 (Map)
∣∣ew,i Z⇒ 〈e1w,i, e2w,i〉∣∣i=1...n ∣∣et,i Z⇒ 〈e1t,i, e2t,i〉∣∣i=1...n ` = site()
branch =
CASE WHEN e1w,1 THEN 1...
WHEN e1w,n THEN n
ELSE 0
END
i1 =
CASE writeCASE( ` ,v.ρ,branch)
WHEN 1 THEN e1t,1...
WHEN n THEN e1t,n
ELSE e1t,0
END
i2 =
CASE readCASE( ` ,v.ρ)
WHEN 1 THEN e2t,1 ∪ Y(e2w,1)...
WHEN n THEN e2t,n ∪ Y(e2w,1 ∪ · · · ∪ e2w,n)
ELSE e2t,0 ∪ Y(e2w,1 ∪ · · · ∪ e2w,n)
END
CASEv WHEN ew,1 THEN et,1...
WHEN ew,n THEN et,n
ELSE et,0
END
Z⇒ 〈i1, i2〉
(Case)
i = (SELECT v.ρ AS ρ, v.c1 AS c1, ...,v.cn AS cn) AS v
(BIND c1, ...,cn) AS v Z⇒ 〈i, i〉 (Bind)
q Z⇒ 〈q1, q2〉 e Z⇒ 〈e1, e2〉 i1 = [ e1 [NOT] IN | [NOT] EXISTS ] (SELECT t.c AS cFROM q1 AS t) i2 = (SELECT [ e2 ∪ ]
⋃
{t.c}
FROM q2 AS t)
[ e [NOT] IN | [NOT] EXISTS ] (SELECT t.c AS c
FROM q AS t) Z⇒ 〈i1, i2〉 (NestedSubquery)
∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n ∣∣qi Z⇒ 〈q1i , q2i 〉∣∣i=1,2 p Z⇒ 〈p1, p2〉 ` = site()
i1 =
SELECT writeLEFT( ` ,t1.ρ,t2.ρ) AS ρ,
e11 AS c1, ...,e
1
n AS cn
FROM q11 AS t1 LEFT OUTER JOIN q
1
2 AS t2 ON (p
1)
i2 =
SELECT join.ρ AS ρ, e21 ∪ Yjoin AS c1, ...,e2n ∪ Yjoin AS cn
FROM q21 AS t1 CROSS JOIN LATERAL readLEFT( ` ,t1.ρ) AS join(ρ,right)
LEFT OUTER JOIN q22 AS t2 ON (join.right = t2.ρ),
LATERAL Y(p2) AS Yjoin
SELECT e1 AS c1, ...,en AS cn
FROM q1 AS t1 LEFT OUTER JOIN q2 AS t2 ON (p) Z⇒ 〈i1, i2〉 (LeftJoin)
Figure 21: Mapping q Z⇒ 〈i1, i2〉: additions to the inference rule set of Figure 12. (Continued on next page.)
These NULLs are retrieved when readLEFT( ` , t1.ρ) reads the
row identifiers join.right of t1’s join partners from the log
in Phase 2. If join.right indeed is NULL, the left outer join
with q22 will fail and generate a NULL binding for row vari-
able t2 (just like in Phase 1). Dependency set operations
like ∪ and⋃ interpret NULL as ∅ such that left join-generated
NULLs effectively make no provenance contribution, as desired.
Inference rules for right and full outer joins are not shown
here but operate likewise.
From the viewpoint of Rule Distinct, SQL’s DISTINCT ON5
5Normalization rewrites occurrences of DISTINCT into equiv-
alent DISTINCT ON clauses. This also helps to avoid that the
prepended row identifier columns ρ impact duplicate removal.
acts like a filter: in Phase 1, the rule uses writeFILTER to log the
row identifiers t.ρ of those rows t that survive duplicate elim-
ination. A row t remains if the evaluation of the expressions
o1, . . . , om yields a unique combination of values. For these
remaining rows, Phases 2 thus assembles why-provenance
from the associated dependency sets o21, . . . , o2m.
Similar observations apply to Rule OrderBy: once rows
have been orderded by ORDER BY o1,. . .,om, rows are elimi-
nated by clauses OFFSET k and LIMIT l [47, § 4.15.3]. The in-
strumented query i1 calls writeFILTER to log the identifiers t.ρ
of all rows that remain. The interpreter i2 uses readFILTER
to re-enact this filtering behavior in Phase 2. While the
filtering semantics of ORDER BY–OFFSET–LIMIT is relevant for
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q Z⇒ 〈q1, q2〉 ∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n ∣∣oi Z⇒ 〈o1i , o2i 〉∣∣i=1...m+l ` = site()
i1 =
SELECT writeFILTER( ` , t.ρ) AS ρ, t.c1 AS c1, ...,t.cn AS cn
FROM (SELECT DISTINCT ON (o11, ...,o
1
m) t.ρ AS ρ,
e11 AS c1, ...,e
1
n AS cn
FROM q1 AS t
ORDER BY o11, ...,o
1
m, ...,o1m+l) AS t
i2 =
SELECT filter.ρ AS ρ, e21 ∪ Yfilter AS c1, ...,e2n ∪ Yfilter AS cn
FROM q2 AS t,
LATERAL readFILTER( ` ,t.ρ) AS filter(ρ),
LATERAL Y(o21 ∪ · · · ∪ o2m) AS Yfilter
SELECT DISTINCT ON (o1, ...,om) e1 AS c1, ...,en AS cn
FROM q AS t
ORDER BY o1, ...,om, ...,om+l
Z⇒ 〈i1, i2〉 (Distinct)
q Z⇒ 〈q1, q2〉 ∣∣ei Z⇒ 〈e1i , e2i 〉∣∣i=1...n ∣∣oi Z⇒ 〈o1i , o2i 〉∣∣i=1...m ` = site()
i1 =
SELECT writeFILTER( ` , t.ρ) AS ρ, t.c1 AS c1, ...,t.cn AS cn
FROM (SELECT t.ρ AS ρ, e11 AS c1, ...,e
1
n AS cn
FROM q1 AS t
ORDER BY o11, ...,o
1
m
OFFSET k
LIMIT l) AS t
i2 =
SELECT filter.ρ AS ρ, e21 ∪ Yfilter AS c1, ...,e2n ∪ Yfilter AS cn
FROM q2 AS t,
LATERAL readFILTER( ` ,t.ρ) AS filter(ρ),
LATERAL Y(o21 ∪ · · · ∪ o2m) AS Yfilter
SELECT e1 AS c1, ...,en AS cn
FROM q AS t
ORDER BY o1, ...,om
OFFSET k
LIMIT l
Z⇒ 〈i1, i2〉
(OrderBy)
Figure 21 (continued): Mapping q Z⇒ 〈i1, i2〉: additions to the inference rule set.
dependency set computation, row ordering itself is not: note
that i2 does not feature an ORDER BY clause. Since row inclu-
sion is decided by the ordering criteria o1, . . . , om, the rule
augments all result cells with why-provenance o21 ∪ · · · ∪ o2m.
B. LOG FILE CONTENTS AND
RELATIONAL IMPLEMENTATION
Log files enable the interpreters of Phase 2 to re-enact par-
ticular decisions and computation performed by the value-
based Phase 1. The inference rules of Figures 12 and 21
define how queries are augmented to write to and read from
these logs. Section 3.1 describes the behavior of the as-
sociated write2/read2 routines and how these call on the
lower-level routines put2 and get2 to interact with the log
files. Here, we show the actual log contents produced by rep-
resentative SQL queries in Phase 1. Logging and log files may
be implemented in a variety of ways. Below in Appendix B.1,
we discuss one possible in-RDBMS implementation of log-
ging.
All log files exhibit the following general properties:
• Log files never hold actual input table cell values but
exclusively (see a comment on logWIN below) store compact
call site and row identifiers: ` and ρi . Log file sizes thus
are not impacted by large cell contents like text, arrays,
or multimedia data. This is reminiscient of the use of row
identifiers in the rid-indexes of [44].
• A call to put2( ` , k, e) adds a log entry 〈site = ` ,key =
k,entry = e〉 to log file log2. Only unique (site,key) combi-
nations are entered (write once safeguard, see Section 3.1):
log files never need to hold duplicate entries.
• A lookup get2( ` , k) in Phase 2 retrieves e from the unqiue
entry 〈site = ` ,key = k,entry = e〉 in log2. Lookups
never rely on entry order.
To illustrate log file contents, we evaluate three deliberately
simple SQL queries over two input tables r and s. All queries
contain a single logging call site 1 . Figure 22(a) shows the
Phase 1 variants of both tables in which the row identifiers ρi
are exposed. The instrumented queries—generated following
the rules of Figure 12—and the log file contents they create
are displayed in Figure 22(b):
Query Qj : Entry 〈site = 1 ,key = 〈ρ1, ρ6〉,entry = ρ10〉 in
logJOIN〈2〉 indicates that the query has joined rows ρ1 of r
and ρ6 of s to form a new joined row ρ10. Subsequently,
e.g., in queries embracing subquery Qj , only ρ10 is used
to represent the joined pair, but logJOIN〈2〉 allows to trace
back the pair’s provenance to input rows ρ1,6.
Note that the number of log file entries depends on the
selectivity of join predicate t1.b= t2.c: only successfully
joined pairs find their way into the log. Section 4.1
discusses how this helps to reduce the provenance tax.
Query Qg: Entry 〈site = 1 ,key = {ρ1, ρ3, ρ5},entry = ρ13〉
in logGRP records that rows ρ1,3,5 of r are members of
group ρ13. Each group formed is represented by one
log entry. Since keys are of variable size and readGRP
performs lookup by group member (see Section 3.1), it
may pay off to normalize the representation of key (see
a relational implementation below).
Query Qw: in logWIN, the entry 〈site = 1 ,key = ρ3,entry =
〈ρ1, 2〉〉 shows that row ρ3 of r has been placed at rank 2
in the same window as ρ1 (the first row in that window).
Section 3 and Figure 11 explain how this suffices to
re-enact the behavior of SQL’s window functions.
B.1 Relational Logging
Hosting the logs inside the database itself opens the op-
portunity to devise a purely relational implementation of
data provenance for SQL. The simple log file structures lead
to straightforward relational implementations. Figure 23
shows the resulting tables for the log files logJOIN〈2〉 and logGRP
of Figure 22(b). The experiments of Figure 14 have used
exactly the following tabular log file encodings, indexes, and
SQL functions.
It is apparent from Figure 23(a) that the tabular logJOIN〈2〉
takes the form of a join index between tables r and s [51].
The creation of an index on (site,left,right) benefits Phase 2
16
r1
ρ a b
ρ1 1 1
ρ2 2 0
ρ3 3 1
ρ4 4 0
ρ5 5 1
s1
ρ c
ρ6 1
ρ7 2
(a) Tables r and s
in Phase 1.
Qj :
SELECT writeJOIN〈2〉( 1 ,t1.ρ,t2.ρ),
e(t1, t2)
FROM r1 AS t1,s1 AS t2
WHERE t1.b = t2.c
Qg :
SELECT writeGRP( 1 ,
⋃
{t.ρ}),
AGG(e(t))
FROM r1 AS t
GROUP BY t.b
Qw:
SELECT writeWIN( 1 ,t.ρ,
FIRST_VALUE(t.ρ) OVER (w),
RANK() OVER (w))
AGG(e(t)) OVER (w)
FROM r1 AS t
WINDOW w AS (PARTITION BY t.b ORDER BY t.a)
logJOIN〈2〉
site key entry
(left/right partner) (pair)
1 〈ρ1, ρ6〉 ρ10
1 〈ρ3, ρ6〉 ρ11
1 〈ρ5, ρ6〉 ρ12
logGRP
site key entry
(members) (group)
1 {ρ1, ρ3, ρ5} ρ13
1 {ρ2, ρ4} ρ14
logWIN
site key entry
(row) (placement in window)
1 ρ1 〈ρ1, 1〉
1 ρ3 〈ρ1, 2〉
1 ρ5 〈ρ1, 3〉
1 ρ2 〈ρ2, 1〉
1 ρ4 〈ρ2, 2〉
(b) Sample instrumented join, grouping, and window queries, instrumented for Phase 1. When these queries
are evaluated over input tables r and s (left), the log files log2 shown here are created as a side effect.
Figure 22: Sample queries and the log file contents they create in Phase 1. Later on, Phase 2 uses (site,key) to lookup entry.
logJOIN〈2〉
site left right pair
1 ρ1 ρ6 ρ10
1 ρ3 ρ6 ρ11
1 ρ5 ρ6 ρ12
(a) Table logJOIN〈2〉.
logGRP
site member group
1 ρ1 ρ13
1 ρ3 ρ13
1 ρ5 ρ13
1 ρ2 ρ14
1 ρ4 ρ14
(b) Table logGRP (normalized).
Figure 23: Tabular encodings of log files logJOIN〈2〉 and logGRP.
which then saves the actual join effort, resulting in inter-
pretation that may beat regular evaluation by an order of
magnitude (Section 4). An additional index with flipped
key (site,pair) admits the efficient lookup of the provenance
relationship between a joined pair and its two source rows.
This is reminiscent of the use of access support relations [35]
in the work on the provenance language ProQL by Kar-
vounarakis, Ives, and Tannen [34].
Figure 23(b) displays the tabular encoding of log file logGRP.
The table uses a normalized representation in which each
group member occupies one row. An index on (site,member)
constitutes a purely index-based implementation of func-
tion readGRP( ` , ρi) that retrieves the identifier of the group
containing member row ρi. Similar to the join case, the
flipped index (site,group) returns all member rows that form
the provenance for the given group. This flipped index
directly relates to the 1-to-N rid-indexes used by [44, Sec-
tion 3.1] to represent the backward lineage of GROUPBY.
If we employ B+-trees, note that the leading site column
in the above index keys effectively builds site-partitioned
indexes, an efficient single-table encoding of the log entries
for multiple call sites [25].
SQL implementations of write2/read2. The tabular log files
are accompanied by user-defined SQL functions that imple-
ment the actual log writing and reading. For logJOIN〈2〉, Fig-
ure 24 shows the PostgreSQL variants of these UDFs. These
functions have been used in the experiments of Section 4.
The code for writeJOIN2 rolls the semantics of writeJOIN〈2〉
and putJOIN〈2〉 (see Section 3.1) into a single SQL UDF for
efficiency reasons. The write once safeguard is implemented
in terms of a UNIQUE_VIOLATION that is triggered whenever a
duplicate (site,left,right) insertion would violate the pri-
1 CREATE FUNCTION writeJOIN2( ` int,〈ρ1 rid,ρ2 rid〉)
2 RETURNS rid AS
3 $$
4 DECLARE ρjoin rid;
5 BEGIN
6 INSERT INTO logJOIN〈2〉(site,left,right,pair)
7 VALUES ( ` ,ρ1,ρ2,DEFAULT)
8 RETURNING pair INTO ρjoin;
9 RETURN ρjoin; -- return row ID of joined pair
10 EXCEPTION
11 WHEN UNIQUE_VIOLATION THEN
12 RETURN readJOIN2( ` , 〈ρ1,ρ2〉);
13 END;
14 $$ LANGUAGE PLPGSQL VOLATILE
1 CREATE FUNCTION readJOIN2( ` int,〈ρ1 rid,ρ2 rid〉)
2 RETURNS TABLE(ρ rid) AS
3 $$
4 SELECT log.pair
5 FROM logJOIN〈2〉 AS log
6 WHERE log.site = ` AND (log.left,log.right) = (ρ1,ρ2)
7 $$ LANGUAGE SQL STABLE
Figure 24: Companion SQL UDFs writeJOIN2 and readJOIN2.
Type rid represents row identifiers.
mary key of table logJOIN〈2〉.6 The assignment of new join pair
identifiers in column pair—i.e., ρ10,11,12 in Figure 22(b)— is
realized using an auto-incrementing SQL sequence. Note
that writeJOIN2 has been marked as VOLATILE to announce
its side effect on the logging table [43, § 37.6]. This con-
strains the optimizer’s rewriting choices for instrumented
queries—we quantify the effects in Section 4.
Companion UDF readJOIN2, instead, acts like a pure (SQL:
STABLE) function. The routine performs a simple index-
supported lookup for key (site,left,right) in table logJOIN〈2〉
and returns a table of zero or one join pair identifiers as
required by Rule Join (Figure 12).
C. SCALABILITY EXPERIMENT
(TPC-H SCALE FACTOR 10)
6SQL’s ON CONFLICT DO NOTHING or MERGE clauses [47, § 14.12]
provide alternative implementations of the write once safe-
guard.
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Figure 25: Repetition of experiments reported in Figure 14 at TPC-H scale factor 10. Slowdown of normalization ( ), Phase 1
( ), Phases 1+2 ( without/ with why-provenance) relative to value-based TPC-H. The dependency set cardinality for query Q1
exceeded the PostgreSQL size limit for array type int[].
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Figure 26: Phases 1 + 2 (with why-provenance): slowdown
remains stable for TPC-H scale factors 1 ( ) and 10 ( ).
To assess the scalability of cell-level provenance derivation
through the non-standard interpretation of SQL, we repeated
the TPC-H-based experiments reported in Figure 14 on a
larger database instance. Here, we set the benchmark’s
scale factor sf = 10 such that central table lineitem holds
60 000 000 rows. Otherwise, the experimental setup exactly
matches that of Section 4. In particular, we did not modify
the instrumented queries (Phase 1) or interpreters (Phase 2)
that were fed into PostgreSQL.
Figure 25 summarizes our observations regarding logging
effort and provenance tax. Compared to Figure 14, we see
that log sizes consistently grow by a factor of 10. This is
expected due to the nature of TPC-H in which the sizes of
intermediate results grow linearly and selectivities remain
stable [4, 50]. The scale-up does not, however, affect the
number of write2 call sites (shown in ) as these exclusively
depend on the syntactic structure of the subject queries.
Most importantly, we find that the provenance tax remains
stable: regarding slowdown, Figure 25 largely presents a
mirror image of Figure 14. Indeed, we find a mean ratio
slowdown(sf =10)/slowdown(sf =1) of 1.18 across the benchmark.
Figure 26 aims to visualize that the slowdown essentially re-
mains stable. Partly, deviations from perfect scalability, i.e.,
a horizontal trend , are to be attributed to PostgreSQL’s
plan choices. If we force PostgreSQL to stick to an indexed
nested loops join to interpret Q6, for example, the slowdown
at scale factors 1 and 10 is identical.7 For other queries, the
figure documents that a growth in data volume amplifies the
effects we have already discussed in Sections 4.1 and 4.2:
• correlation in Q11 now requires Phase 1 to avoid duplicate
entries in log files of ten-fold the size,
• the comparably large log tables written by Q13 stress the
database buffer (an enlarged buffer restores almost perfect
scalability, though),
• the occurrence of subqueries nested to depth two in the
WHERE clause of Q20 leads to a disproportionate growth of
why-dependencies (by a factor of about 200 instead of 10).
Note that this constitutes a property of the query and the
dependencies it induces, not a defect of the approach.
High provenance sizes in Q1 exceeded the 1GB size limit for
PostgreSQL’s array type int[] which we have used through-
out this paper to represent dependency sets (also see Ap-
pendix D below). Specifically, the grouped aggregate over
table lineitem
SUM(l_extendedprice * (1-l_discount) * (1+l_tax))
collects about 3 (columns)×60 000 000 (rows)÷4 (groups) =
45 000 000 where-dependencies for each individual output cell.
With why-dependencies enabled, this number doubles due
to the dependencies incurred by three additional columns
(the two grouping critera l_returnflag, l_linestatus and col-
umn l_shipdate that is referenced in the query’s WHERE pred-
icate, see Rules Join and Group). A deployment of the
approach on a specific RDBMS should take such high-volume
dependencies—that are inherent to the source data and query
workload—into account when an implementation type for P
is chosen.
D. DEPENDENCYSETREPRESENTATION
The shift from values to dependency sets in Phase 2 brings
with it a significant increase in data volume that has to be
processed. The original query Q1 returns 40 = 4×10 (rows ×
columns) cells of scalar values. Given the same query, where-
7It is important to note that, here, we enforce plan choices
solely to find causes of query slowdown/speed-up. We pursue
query shape preservation precisely to support the RDBMS
in identifying efficient plans on its own.
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Figure 27: Efficient dependency set representations reduce
interpretation overhead in Phase 2: native ( ) vs. bit set ( ).
and why-provenance derivation accumulates 40 dependency
sets which together contain 236 663 640 cell identifiers. For
the TPC-H benchmark, the mean size of a dependency set
is about 10 000 elements. The bottom of Figure 27 gives an
impression of the overall provenance cardinalities we obtain
for the 22 queries. It is expected that the interpreters spend
significant time in building these large dependency sets and
that the choice of set representation will have a measureable
impact on Phase 2.
In the experiments of Figures 14 and 25, we represent
the dependency set type P in terms of PostgreSQL’s array
type int[]. The set operations ∪ and ⋃ map to array con-
catenation || and aggregation array_agg, respectively. Set
semantics is enforced via explicit duplicate elimination at the
query top-level. If we trade this native (but naive) implemen-
tation for a bit set representation—based on the dynamically
growing roaring bitmaps [7]—we significantly reduce the run-
ning time of Phase 2, up to an order of magnitude (see the
slowdown drops in Figure 27). Across the benchmark, we
see a geometric mean improvement of factor 2.1. Interpreters
for queries like Q1, Q11, and Q20 which spend 75–90% of
their execution time building huge dependency sets particu-
larly benefit. Unlike these, the evaluation of Q17 and Q19
collects comparably tiny sets and thus see no improvement.
Indeed, when query interpretation requires few dependency
set operations (as for Q6/Q14 : one/two set aggregrations
⋃
only) or is dominated by non-set operations (as for Q5 whose
evaluation is dominated by a large six-way join), a change of
set representation has a lesser impact.
We see that, as query complexity and dependency set cardi-
nalities grow, it pays off to invest in efficient representations
for type P. The bitmap-based sets discussed above come
packaged as a PostgreSQL extension and thus do reach in-
side the RDBMS—unlike the rest of the approach. With
its SQL:2003 revision [46, § 4.10.3], however, the SQL stan-
dard has introduced the data type a MULTISET that represents
bags (and sets) of elements of type a. Type int MULTISET
thus provides another native implementation for the type P
of dependency sets. In this alternative, ∪ and ⋃ map di-
rectly to the standard operations · MULTISET UNION DISTINCT ·
and SET(FUSION(·)), respectively. The bitmap-based set repre-
sentation effectively adds support for type int MULTISET and
its operations to PostgreSQL.
19
