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Abstract
A spectral element method for solving parabolic initial boundary value problems on smooth domains using parallel computers
is presented in this paper. The space domain is divided into a number of shape regular quadrilaterals of size h and the time step
k is proportional to h2. At each time step we minimize a functional which is the sum of the squares of the residuals in the partial
differential equation, initial condition and boundary condition in different Sobolev norms and a term which measures the jump in
the function and its derivatives across inter-element boundaries in certain Sobolev norms. The Sobolev spaces used are of different
orders in space and time. We can deﬁne a preconditioner for the minimization problem which allows the problem to decouple. Error
estimates are obtained for both the h and p versions of this method.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we propose a spectral element method for solving parabolic initial boundary value problems on smooth
domains using parallel computers. The results presented here are posed in the framework of Sobolev spaces of different
orders in space and time as described in [8]. Regularity results for parabolic initial boundary value problems have been
obtained there. Further in [9] it has been shown that if the data belongs to certain Gevrey spaces and satisfy the requisite
compatibility conditions then the solution also belongs to a Gevrey space.
To formulate the numerical scheme the space domain is divided into a number of shape regular quadrilaterals of size
h and the time step k is proportional to h2. Each quadrilateral is mapped to a unit square and the time step (nk, (n+1)k)
to the unit interval. The solution on each space time element is deﬁned to be a polynomial of degree p in each of the
space variables and of degree q in the time variable. In the h version of this method we choose p = 2q + 1 as h tends
to zero. The h version of the method can thus be thought of as a time stepping method. In the p version of the method
q is proportional to p2 and p tends to inﬁnity.
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The proposedmethod is a least-squares method as formulated in [2–5,12].Weminimize at each time step a functional
which is the sum of the squares of the residuals in the partial differential equation, the initial condition and boundary
condition in different Sobolev norms and a term which measures the jump in the function and its derivatives across
inter-element boundaries in certain Sobolev norms. The norms used are just the Sobolev norms which are used to state
the regularity estimates for parabolic initial boundary value problems as described in [8]. It is shown that we can deﬁne
a preconditioner for the minimization problem which allows the problem to decouple.
The method can also be used to solve parabolic initial boundary value problems on polygonal domains using the
ideas in [4,5,12] and we intend to study this problem in future work. Moreover, even if the data are not smooth or does
not satisfy the required compatibility conditions for the solution to be smooth this method can still be used to obtain
the solution to high accuracy in regions of smoothness using the results from [2].
We now describe the contents of this paper. In Section 2 function spaces and regularity estimates for parabolic initial
boundary problems, as presented in [8,9], are discussed. In Section 3 stability estimates for the numerical scheme are
obtained. In Section 4 we examine the issues of parallelization and preconditioning for the proposed method. Finally,
in Section 5 error estimates for the method are presented.
2. Function spaces and regularity estimates
Let  be an open set in R2 with a smooth boundary  such that  is locally on one side of . Let r and s be two
non-negative real numbers. For  an open set in Rn we deﬁne as in [8]
Hr,s(× (0, T )) = H 0(0, T ;Hr()) ∩ Hs(0, T ;H 0()) (2.1)
which is a Hilbert space with norm(∫ T
0
‖u(t)‖2Hr() dt + ‖u‖2Hs(0,T ;H 0())
)1/2
.
We now cite Theorem 2.1 of [8] which is needed in the sequel.
Theorem 1. Let  =  × (0, T ) and let u/ denote the normal derivative of u at . For u ∈ Hr,s( × (0, T ))





= r − j − 1/2
r
(j = 0 if s = 0).
Moreover, the mappings u → j u/j are continuous linear mappings of
Hr,s(× (0, T )) → Hj ,j ().
We may also deﬁne for s > 12 , r0 (ku/tk)(x, 0) on  if k < s − 12 (integer k > 0) and (ku/tk)(x, 0) ∈ Hpk ()
where pk = (r/s)(s − k− 12 ). Further the map u → (ku/tk)(x, 0) is continuous from Hr,s(× (0, T )) → Hpk ().
In what follows we shall work mostly with the case r = 2, s = 1. Then from Theorem 1 it follows that:
‖u‖H 3/2,3/4()C‖u‖H 2,1(×(0,T )), (2.2)∥∥∥∥u
∥∥∥∥
H 1/2,1/4()
C‖u‖H 2,1(×(0,T )) and (2.3)
‖u‖H 1(×{0})C‖u‖H 2,1(×(0,T )). (2.4)
If has a piecewise smooth boundary =1 ∪2 ∪· · ·∪k where i are smooth with i=1, 2, . . . , k then (2.2)–(2.4)
will continue to hold, provided  has the extension property, with  replaced by i where i = i × (0, T ) for any i.
The following result is needed in the sequel, which is easy to prove, and the proof is omitted.
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Lemma 2. Let u/ denote the tangential derivative to i at a point (x, t) ∈ i . Then∥∥∥∥u
∥∥∥∥
H 1/2,1/4(i )
C‖u‖H 2,1(×(0,T )). (2.5)









be a strongly parabolic differential operator. In this paper we shall restrict ourselves to the case whenDirichlet boundary
conditions
Bu = u (2.7)
are imposed on the boundary. The analysis for other boundary conditions is very similar. It is assumed that the domain
 has a smooth boundary and the coefﬁcients a	 are smooth functions of their arguments. The initial boundary value
problem then is to solve for u, where u satisﬁes
Lu = F in × (0, T ), (2.8a)
Bu = g in × (0, T ), (2.8b)
u = f in × {0}. (2.8c)
We now describe the regularity results for parabolic initial boundary value problems as stated in [8, Theorem 6.2]. Let
the data F, g and f satisfy the compatibility conditions described in [8] and which may be stated as follows:
Let r be a non-negative integer. (2.9a)
Let g, f , and F be given with
g ∈ H 2r+3/2,r+3/4(), (2.9b)
f ∈ H 2r+1(× {0}), (2.9c)
F ∈ H 2r,r (× (0, T )). (2.9d)
Then the data are said to be compatible if there exists w ∈ H 2r+2,r+1(× (0, T )) with Bw = g, w(x, 0) = f and
Dkt [Lw]|t=0 = Dkt F (x, 0) (2.10)
for 0k < r − 12 .
Theorem 3. Let real r0 and let f, g and F satisfy (2.9) and the required compatibility conditions. Then the initial
boundary value problem admits a unique solution in H 2r+2,r+1(× (0, T )).
Moreover, the mapping {f, g, F } is a continuous mapping of
H 2r+1(× {0}) × H 2r+3/2,r+3/4() × H 2r,r (× (0, T )) −→ H 2r+2,r+1(× (0, T )).
The stability estimates Theorems 9 and 10 obtained in the next section are very similar to Theorem 3 for r = 0.
Finally, we need to examine the regularity of solutions of boundary value problems in Gevrey spaces [9].
We now deﬁne the Gevrey spaces needed to state these regularity results. Let
D1() = {
(x) : 
 is an inﬁnitely differentiable function in  such




(x)|A1(B1)i i!, |	| = i, i = 0, 1, 2, 3, . . .}. (2.11)
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Deﬁne
D2,1(× [0, T ]) = {(x, t) :  is an inﬁnitely differentiable function in × [0, T ]
such that there exist two positive numbers A1 and B1 such that
sup
(x,t)∈×[0,T ]
|D	xDjt (x, t)|A1(B1)i+j i!(j !)2, |	| = i, for all i, j0}. (2.12)
In the same way the Gevrey space D2,1() can be deﬁned.
To state the regularity results in Gevrey spaces for parabolic initial boundary value problems we add the following
hypotheses:
 is an analytic variety, and (2.13a)
a	 ∈ D2,1(× [0, T ]) for |	|2. (2.13b)
We now cite Theorem 2.2 of [9].
Theorem 4. Let the data f, g, and F be given with f ∈ D1(), F ∈ D2,1(× [0, T ]) and g ∈ D2,1() and satisfying
the compatibility relation that there exists w with w ∈ D2,1(× [0, T ]) such that
w = g on , (2.14a)
w(x, 0) = f (x) on  and (2.14b)
Dkt (Lw)|t=0 = Dkt F (x, 0) on  ∀k. (2.14c)
Then there exists one and only one solution of the initial boundary value problem (2.8), belonging to the space




Lu = ut −
2∑
i,j=1
(aij (x, t)uxj )xi −
2∑
i=1
bi(x, t)uxi − e(x, t)u. (3.1)











Here i ∈ R for i = 1, 2 and c > 0.
In this paper we let u be a scalar for simplicity of exposition, though the results apply to parabolic systems too.
We wish to solve the initial boundary value problem
Lu = F in × (0, T ),
Bu = g in = × (0, T ),
u = f in 0 = × {0}. (3.2)
The domain  is divided into a set of quadrilaterals with smooth sides. Each of these quadrilaterals {l}l=1,2,...,r is
mapped to the unit square S = (0, 1) × (0, 1) by a set of smooth maps {Ml}l=1,2,...,r from S to l . The map Ml has




















Fig. 2. Mesh imposed on l .
the form
xli = Xli(1, 2)
for i = 1, 2. Thus Ml = (Xl1, Xl2). It should be noted that r here denotes a ﬁxed constant (Fig. 1).
Moreover, if = P1P2 is a side common to m and n then for P ∈ ,
dist(M−1m (P ), (M−1m (Pj )) = dist(M−1n (P ), (M−1n (Pj ))
for any j = 1, 2, as has been described in [1].
We now divide S into a mesh of squares of size h. The image of S, with this grid of squares, under the mapping Ml
will be l divided into a quasi-uniform mesh of curvilinear rectangles (Fig. 2).
Thus  is divided into a quasi-uniform mesh of o curvilinear rectangles 1,2, . . . ,o of width proportional to h.
Here j is the image of ((j1 − 1)h1j1h) × ((j2 − 1)h2j2h) under the mapping Ml , where we shall write
l = j3. We choose k, the time step, to be proportional to h2.
We introduce new coordinates s= t/k, yi=xi/h and deﬁne u˜(y1, y2, s)=u(hy1, hy2, ks). Then in these coordinates
the differential equation takes the form
Lu˜ = kF˜ , (3.3a)
where
Lu˜ = u˜s −
2∑
i,j=1
(	ij (y, s)˜uyj )yi −
2∑
i=1
i (y, s)˜uyi − (y, s)˜u. (3.3b)
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Clearly
|DyDs	ij | = O(h||k),
|DyDsi | = O(h1+||k) and
|DyDs | = O(h2+||k). (3.3c)
Let ˜m be the image of m and ˜i be the image of the side i , common to m and n, in y coordinates. Then there
is a map Nl : S −→ ˜l for every l such that if ˜i = P1P2 then dist(N−1m (P ),N−1m (Pj ))= dist(N−1n (P ),N−1n (Pj )) for
any P ∈ ˜i , for j = 1, 2. Here
Nm(1, 2) = 1
h
Mm3((m1 − 1)h + h1, (m2 − 1)h + h2).
Moreover, if Jl(1, 2) denotes the Jacobian of the map Nl(1, 2) then
V1 |Jl(1, 2)|V2 (3.4)
for all l = 1, 2, . . . , o. Here, V1 and V2 denote uniform constants, which depend on the decomposition of  into
1,2, . . . ,r . Now nk t < (n + 1)k is mapped to ns < (n + 1) by the transformation s = t/k.
Let wˇl(x1, 2, s) be the function which is deﬁned to be












for (1, 2) ∈ S, ns <n + 1. Here, l,ni,j,m denote the coefﬁcients.
Then
w˜l(y1, y2, s) = wˇl(N−1l (y1, y2), s).
Note that wˇl(1, 2, s) is allowed to be discontinuous at the plane s = k, where k is a positive integer. Henceforth
the open interval (n, n + 1) will be deﬁned by In.
Let  = Kh2 and v˜l = w˜le−s . Here K denotes a constant. Now (Lw˜l) e−s = (L + )˜vl . We need to introduce
some notation as in [5,4] at this stage. Now
w˜l
y1
= (wˇl)1(1)y1 + (wˇl)2(2)y1 , (3.5a)
w˜l
y2
= (wˇl)1(1)y2 + (wˇl)2(2)y2 . (3.5b)
Let (̂1)y1(1, 2), (̂2)y1(1, 2), (̂1)y2(1, 2) and (̂2)y2(1, 2) be the unique polynomials in 1 and 2 which
are the orthogonal projections of (1)y1(1, 2), (2)y1(1, 2), (1)y2(1, 2) and (2)y2(1, 2) into the space of








= (vˇl)1(̂1)y2 + (vˇl)2(̂2)y2 . (3.6b)





for all l, where Cm is independent of h.
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Let ˜i be a side of ˜l such that ˜i ⊆ ˜, where ˜ denotes the boundary of ˜. Here ˜ is the image of  in the y
coordinate system. We may assume that ˜i is the image of the side 1 = 1 of the unit square S under the map Nl . Let
˜vl/ and ˜vl/ denote the tangential and normal derivatives of vl at (y1, y2, s) where (y1, y2) ∈ ˜i . Now
˜vl

= A(2) vˇl2 , (3.8a)
˜vl
























for r, s0. Here Z denotes the interval (0, 1) and In denotes the time interval (n, n + 1).
We now need to introduce a related piece of notation. Let ˜i be a side common to ˜m and ˜l . Assume that ˜i is the






























for r, s0. Here [w] denotes the jump in w across the curve ˜i where w need not be continuous. Now∫
˜l×In
|Lv˜l |2 dy1 dy2 ds =
∫
S×In
|Ll vˇl |2 d1 d2 ds. (3.12a)
Here Ll = Lˇ√Jl , where Lˇ denotes the differential operator L in 1, 2 and s coordinates and Jl denotes the
Jacobian of the map Nl from S to ˜l . Let (Ll )a denote the differential operator whose coefﬁcients are polynomials,
of degree p in 1 and 2 separately and of degree q in s, which are the orthogonal projections of the corresponding
coefﬁcients of the differential operatorLl with respect to the usual norm in H 2(S × In). Then∫
˜l×In
|Lv˜l |2 dy1 dy2 ds =
∫
S×In
|Lal vˇl |2 d1 d2 ds (3.12b)
upto an error term which is negligible [3,12,11]. The reader may proceed directly to Theorem 9, which is the main
result of this section.
3.2. Technical results
This theorem is proved using a series of Lemmas. We now prove the following result.
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holds. Here m− denotes limt↑m t and m+ denotes limt↓m t .
In the above (˜v/)	(P) =
∑2
i,j=1 i	i,j (˜v/yj )(P), where = (1, 2) denotes the outward normal to the curve
˜m at the point P. Thus (˜v/)	 denotes the conormal derivative at a point on ˜m. Moreover, d denotes an element of






(	ij (˜vl)yj )yi −
2∑
i=1
i (˜vl)yi − (− )˜vl
⎞⎠ dy ds = ∫
˜l×In
v˜l((L+ )˜vl) dy ds.




































































|˜vl |2 dy ds.
Now using (3.3c) and choosing K large enough, where = Kh2, we obtain the result.
Next we need to obtain estimates for higher order derivatives of v˜ as in [4,5]. Now
Lv˜ =Mv˜ +Pv˜, (3.14)
whereM denotes the principal part of the differential operator and P denotes the lower order terms. Thus
Mv˜ = v˜s −
2∑
i,j=1





i v˜yi − ˜v. (3.16)





(	ij v˜yj )yi . (3.17)
Let ˜j denote a smooth curve joining the points P and Q which is traversed from P to Q. Let = (1, 2) and = (1, 2)
denote the unit normal and tangent vectors to ˜j and let  denote arc length measured from a point on the curve. Let
w˜|˜j = w˜(Q) − w˜(P ).
We can now prove the following result.










































































































|D	y v˜l |2 d ds
⎞⎟⎠ (3.18)
holds. Here d1, e1 and f1 are positive constants and D, E and F are as deﬁned in (3.22) and G = F + D.
To prove this result we need to state an extension of Theorem 3.1.1.2 in [6]. Let O be a bounded open subset of Rn
with a Lipschitz boundary . Assume in addition that  is piecewise C2. Let r and w denote vector ﬁelds on O. We
shall denote by r the component of r in the direction of  and we shall denote by r the projection of r on the tangent
hyperplane to . In other words
r = r · 
and
r = r − r.
In the samewaywe shall deﬁne by ∇ the projection of the gradient operator and by div the projection of the divergence
operator on the tangent hyperplane:
∇w = ∇w − w

, div w = div w −  w

· .
Finally, letB denote the second fundamental form corresponding to the surface, except at a set of measure zero where
it is not deﬁned.
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Then the extended version of Theorem 3.1.1.2 of [6], which can be used to extend all the results of this paper to
systems, may be stated as follows:
For all r, w ∈ (H 2(O))n
∫
O
















{(trB)rw +B(r, w)} d. (3.19)
Here  ⊆ R2 and so B(e, f ) = e · f where  is the curvature of the curve . We now choose r =%y v˜, w = 	∇y v˜
and O = ˜l , and proceed as in [4, Lemma 3.1]. Since ˜l is a rectangle ˜l =⋃4j=1 ˜j , where ˜j denotes the sides of
the rectangle with end points deleted.
Now
div r = u˜ and div w = Eu˜.



























































































































Note that the matrix[1 2
1 2
]
is orthogonal and 	ij = 	ji .

















































































































































































































We also have that
||V h
for every curve ˜j where V is a constant independent of h. Moreover
E = O(h).
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|D	y v˜l |2 dy(1/c)
∫
˜l































|D	y v˜l |2 d. (3.25)
Here G = F + D, and C is a generic constant.
Integrating (3.25) with respect to s over In and summing over l we obtain (3.18).
We can now use Lemma 6 to prove the following result.

























































































H(˜v) = (d1/2)˜v(−2Dv˜ − Ev˜). (3.26c)
We have∫
˜l×In
|Mv˜l |2 dy ds =
∫
˜l×In
(|(˜vl)s |2 − 2(˜vl)sEv˜l + |Ev˜l |2) dy ds. (3.27)


































































|D	y v˜l |2 dy ds. (3.28)






|D	y v˜l |2 + |(˜vl)s |2




































|D	y v˜l |2 dy ds. (3.29)











|D	y v˜l |2 dy ds,
where g1 is a uniform constant.



































|D	y v˜l |2 dy ds + Ch4
∫
˜l×In



























Now combining (3.13) and (3.30) we obtain the result.

































































holds, provided lnp = o(1/h).
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(Ev˜ + Gv˜) d ds +
∫
In


























































where C is a constant.



















































































Now by [6, Theorem 1.4.4.6], the map s is a continuous map of Wrp(In) → Wr−1p (In) except when r = 1/p. Hence
‖sa(s)‖−1/4,Ing2‖a(s)‖3/4,In ,
where g2 is a constant.
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Here f2 denotes a constant.

















Now by the trace Theorem 1 in Section 2
‖v∗l ‖2(0,3/4),˜i×InC‖v∗l ‖2(2,1),˜l×In .
Finally, by the Poincare inequality [10]





|D	yDs v˜l |2 dy ds.
Thus, we obtain
‖v∗l ‖(2,1),˜l×InC




|D	y v˜l |2 dy ds
⎞⎠
.
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∣∣∣∣∣ (1/2h2)‖vˇ‖2(0,3/4),˜i×In + (e1/8)




for 1/h large enough.
Now combining (3.32), (3.33) along with (3.36), (3.38) and (3.39) gives us the result.
3.3. The estimates
We are now in a position to state the main stability result of this section.












































holds, provided lnp = o(1/h). Here g3 denotes a constant independent of h, p and q.
Combining Lemmas 7 and 8 the result follows.
We need a slightly modiﬁed form of Theorem 9 in the sequel. LetLl be the differential operator deﬁned in (3.12a)










(vˇl)i (Al )ij (vˇl)j d1 d2
for l=1, 2, . . . , o. Deﬁne (Âl )ij and Ĵl to be the orthogonal projections of (Al )ij andJl into the space of polynomials
as before. We can now state the following result which we shall need to formulate our numerical scheme and to obtain
error estimates. Recall that = Kh2 and w˜l = v˜les .
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holds, provided lnp = o(1/h). Here g4 and c1 denote constants.
The result follows from (3.40) by a simple perturbation argument.
Finally, we need to state a different version of Theorem 10 which will be needed in the section on the parallelization
of the numerical scheme.
































holds. Here f3 denotes a constant.
Choosing  = K , a constant, instead of  = Kh2 the result can be proved in just the same way as we prove
Theorem 9.
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4. The numerical scheme and its parallelization
Let Fl(1, 2, s)= (Jl (1, 2))1/2F˜ (Nl(1, 2)h, sk) and let Fˆl(1, 2, s) denote the projection of Fl(1, 2, s) into
the space of polynomials of degree 2p in 1 and 2 and 2q in s with respect to the usual inner product in L2(S × In).
In the same way let fl(1, 2) = f (Nl(1, 2)h) and let fˆl(1, 2) be the projection of fl(1, 2) into the space of
polynomials of degree p in 1 and 2 in H 1(S). Finally, let ˜m ⊆ ˜ and let ˜m bethe image of 1 = 1 under the
mapping Nl : S → ˜l . Let gl(2, s) = g(Nl(1, 2)h, sk) and let gˆl(2, s) denote the projection of gl(2, s) into the
space of polynomials of degree p in 2 and q in s.
To initialize the scheme deﬁne
wˇl(, s = 0−) = fˆl().
Assume we have obtained the solution for 0s <n, where n is an integer. Then we choose as our approximate solution
for ns <n + 1 the unique {wˇl(, s)}1 lo which minimizes the functional





























(‖vˇ − gˆm‖2(0,3/4),˜m×In + ‖(vˇ)a − (gˆm)a‖2(1/2,1/4),˜m×In)
⎞⎟⎠ (4.1)
over all {vˇl}1 lo.
The functional r(n)({vˇl}1 lo) can be exactly evaluated by quadratures. The aboveminimization amounts to seeking
a least-squares solution to an overdetermined system of equations consisting of collocating the residuals in the partial
differential equation, the residuals in the initial and boundary conditions and the jumps in the function and its derivatives
at inter-element boundaries at an overdetermined set of collocation points, suitably weighted. Let the overdetermined
system be of the form
AW = G.
Then the normal equations are
ATAW = ATG.
We shall solve the above by the preconditioned conjugate gradient method. Let W(m) be the mth iterate for W . Then
we must be able to compute
R(m) = AT(AW(m) − G)
inexpensively. In [3,12,11] it has been shown that this can indeed be done without having to compute any mass
and stiffness matrices and moreover without having to ﬁlter the coefﬁcients of the differential operator and the data.
480 P. Dutt et al. / Journal of Computational and Applied Mathematics 203 (2007) 461–486
We only show here how
‖
‖2	,(0,1)
can be evaluated by quadratures if 
 is a polynomial. The case 	= 12 has already been worked out in [12,11]. Let 
(y)






















































x(1 − ) =

(x+ x(1 − )) − 
(x)
x(1 − )
is a polynomial in x and  of degree at most (m − 1).
Let {w(,)i }mi=0 and {(,)i }mi=0 be the weights and Gauss-Lobatto quadrature points for the weight function w(y)=
y(1 − y) on the unit interval I0 = (0, 1). Then
∫ 1
0




























((2−2	,0)k ) − 
((2−2	,0)k (0,1−2	)j ))2
((2−2	,0)k (1 − (0,1−2	)j ))2
. (4.2)
Let {xi}mi=0 denote the Gauss-Lobatto–Legendre quadrature points and let
= [
(x0), . . . ,
(xm)].
Then there is a symmetric positive deﬁnite matrix H(	) such that
‖
‖2	,I = TH(	).
We compute the matrix H(	) for 	= 14 , 34 for polynomials of degree 2q and H(	) for 	= 12 for polynomials of degree
2p.
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Clearly W(n)({vˇl}1 lo) corresponds to the functional r(n)({vˇl}1 lo) with zero data. We now need to deﬁne a





and this is our preconditioner. We now obtain estimates for the condition number of the preconditioned system.
Using the trace theorems in Section 2 viz. (2.2)–(2.5) the inequality
W(n)({vˇl}1 lo)(K/h2)U(n)({vˇl}1 lo) (4.5)
follows.




























(‖vˇ‖2(0,3/4),˜m×In + ‖(vˇ)a‖2(1/2,1/4),˜m×In) (4.6)
which is the right-hand side of inequality (3.42) in Section 3. Clearly
V(n)({vˇl}1 lo)W(n)({vˇl}1 lo) (4.7)
for h1. Now using Theorem 11 we can conclude that
1
f3(lnp)2
U(n)({vˇl}1 lo)W(n)({vˇl}1 lo). (4.8)
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The matrix U to which the quadratic formU(n)({vˇl}1 lo) corresponds is a block diagonal matrix in which the block
diagonal matrices are the same in case all the elements are rectangular. We therefore have to compute only the matrix
W corresponding to the quadratic form ‖vˇl‖2(2,1),S×I0 . We write vˇl in terms of Legendre polynomials in 1 and 2 and








aijkLi(21 − 1)Lj (22 − 1)Nk(2s − 1)
lexicographically in i, j and k.
ThenU is a p2q by p2q matrix. Moreover,U is a banded matrix with a semi-band width of 3p2 and some additional
ﬁll in. It should be noted that during the PCGM process communication is restricted to the exchange of the values of the
function and its derivatives at inter-element boundaries between neighboring processors. In additionwe need to compute
two global scalars to update the approximate solution and the search direction. Thus inter-processor communication is
quite small.
5. Error estimates
Let ul(, s) = u(Nl(1, 2)h, sk) for l = 1, 2, . . . , o. We now prove the following approximation result.
Lemma 12. Let u be a smooth function deﬁned on×[0, T ]. Then there exist functionsl (, s) deﬁned on S×[0,m],
where mk = T , such that l (, s) is a continuous function of s and l (, s) is a polynomial in 1 and 2 of degree p








holds provided p = 2q + 1 and k is proportional to h2 as h tends to zero.








provided q is proportional to p2, as p tends to inﬁnity. Here K1, 1 and 2 are positive constants and lnp = o(1/h).
Let qs denote the map deﬁned in [10, Theorem 3.14] from H 1(I0) → Pq(I0) such that
wq(0) = w(0) and wq(1) = w(1),
where wq(s) = qs w. We then have the error estimates stated in [10, Theorem 3.17]
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and
‖w − qs w‖2H 1(I0)C2
−2 (q − )!




for 0q. Here C is a constant.
Let p denote the map in [10, Theorem 4.46] from H 5(S) → (P p × Pp)(S). Then we have the error estimate
‖D	(v − pv)‖2L2(S)C2−2
















for 0 |	|2, 1p. Here 	= (	1, 	2) and C denotes a constant.
Now deﬁne an operator p,q,s v(, s) = qs pv(, s) from
H 2q+6,q+3(S × I0) → (P p × Pp × Pq)(S × I0).
Let
l (, s + n) = qs pul(, s + n)
for 0s < 1. Clearly l (, s) is a continuous function of s for 0s <m.
Now
‖ul − l‖2(0,1),S×I02(‖ul − 
q
s ul‖2(0,1),S×I0 + ‖
q
s ul − qs pul‖2(0,1),S×I0)
2C2−2 (q − )!
(q + )! ‖
+1
s ul‖2(0,0),S×I0 + 2C2−2
(p − )!
















‖(ul − l )‖2(0,1),S×I0C2−2
(q − )!
(q + )! ‖
+1
s ul‖2(0,0),S×I0 + C2−2
(p − )!




















ul − qs pul)‖2(0,0),S×I0)
for 0 |	|2.
Hence
‖D	(ul − l )‖2(0,0),S×I0C
⎛⎝2−2 (p − )!
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Hence
‖D	(ul − l )‖2(0,0),S×I0C
⎛⎝2−2 (p − )!























First consider the case when u is smooth, p and q are ﬁxed and h tends to zero. Then choosing p= 2q + 1 we obtain
the estimate (5.1) by putting = 2q + 1 and = q in (5.6) and = 2q + 1 and = q in (5.7) as in [10, Lemma 3.38].
Next consider the case when u ∈ D2,1(×[0, T ]). Moreover, we assume themapsMi are analytic for i=1, 2, . . . , r .




|D	Ds ul(, s)|A2(B2)j+j !(!)2h2+j ,
where |	| = j and A2 and B2 are constants.
Now choosing q proportional top2 we conclude, as in the proof of Theorem 3.36 of [10], that (5.2) holds by choosing
= 1p, = 2p in (5.6) and = 3p and = 4p in (5.7) where 0< i < 1 for i = 1, . . . , 4.
We can now prove the main result of this section.
Theorem 13. Let {wl}1 lo be the approximate solution of the initial boundary value problem (2.8). Then the fol-






‖(u − wl)(x, t)‖2(2,1),l×((n−1)k,nk)
)1/2
Eqh2q−1‖u‖(2q+6,q+3),×(0,T ) (5.8)
for smooth u, provided p = 2q + 1 and k is proportional to h2 as h → 0.






‖(u − wl)(x, t)‖2(2,1),l×((n−1)k,nk)
)1/2
K2 e−1ph3p (5.9)
provided q is proportional to p2, as p tends to inﬁnity. Here K2, 1 and 3 are constants and lnp = o(1/h).
Since {wˇl(, s)}1 lo for 0s1 minimizes r(0)({vˇl(, s)}1 lo) over all {vˇl(, s)}1 lo
r(0)({l}1 lo) = r(0)({wˇl}1 lo) +W(0)({wˇl − l}1 lo). (5.10)
Hence
W(0)({wˇl − l}1 lo)r(0)({l}1 lo). (5.11)
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⎛⎝h2‖wˇl − l‖2S×I0 + ‖s(wˇl − l )‖2S×I0 + ∑
1 |	|2












(wˇl − l )i (Aˆl )ij (wˇl − l )j d
⎞⎠
ekW(0)({wˇl − l}1 lo)ekr(0)({l}1 lo). (5.12)
Here we choose  such that 1 + c1h2 = ek .
Let
r˜ (n)({vˇl}1 lo)












(vˇl)i (Aˆl )ij (vˇl)j d
⎞⎠⎞⎠
. (5.13)
Now just as in (5.11)
W(1)({wˇl − l}1 lo)r(1)({l}1 lo). (5.14)




⎛⎝h2‖wˇl − l‖2S×I1 + ‖s(wˇl − l )‖2S×I1 + ∑
1 |	|2

























(wˇl − l )i (Aˆl )ij (wˇl − l )j d
⎞⎠+ r˜ (1)({l}1 lo)
⎞⎠
. (5.15)





⎛⎝h2‖wˇl − l‖2S×I0 + ‖s(wˇl − l )‖2S×I0 + ∑
1 |	|2





⎛⎝h2‖wˇl − l‖2S×I1 + ‖s(wˇl − l )‖2S×I1 + ∑
1 |	|2












(wˇl − l )i (Aˆl )ij (wˇl − l )j d
⎞⎠
e2kr(0)({l}1 lo) + ekr˜(1)({l}1 lo). (5.16)
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⎛⎝h2‖wˇl − l‖2S×In + ‖s(wˇl − l )‖2S×In + ∑
1 |	|2



















Combining (5.17) and (5.1) gives the estimate (5.8). In the same way using (5.17) and (5.2) we obtain the
estimate (5.9).
6. Concluding remarks
A least-squares spectral element method for solving parabolic initial boundary value problems has been presented
in this paper. It remains to perform numerical simulations to validate the error estimates and bounds for computational
complexity and we intend to do so in future work.
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