Methods for finding ground states of classical spin models are of great importance in optimization and are gaining additional relevance now for verifying the results quantum optimizers. We combine the state-of-the-art branch and bound method for solving such optimization problems via converging upper-and lower-bounds with ideas from polynomial optimization and semidefinite programming (SDP). The resulting chordal branch and bound (CBB) algorithm can exploit the locality and resulting sparsity in relevant Ising spin models in a systematic way. This yields certified solutions for many of the problems that are being used to benchmark quantum annealing devices more efficiently and for larger system sizes. We are able to verify the output of a D-Wave 2000Q device for the largest triangular lattice that can be embedded in the hardware and provide exact ground states for cases in which the quantum annealer returns a configuration with almost minimal energy but markedly different spin pattern. The method always yields provable polynomial time upper and lower bounds on the ground state energy. We benchmark our method against further planar and non-planar graphs and show that these bounds often converge after a small number of steps, even though the NP-hardness of general Ising models implies that exponentially many steps are required in the worst case. This new tool is a flexible and scalable solution for the verification and benchmarking of the next generation of quantum optimization devices.
I. INTRODUCTION
Classical Ising models are among the most paradigmatic and widely studied models in statistical physics. They are capable of describing an immense variety of interesting physics, ranging from ferromagnetic to frustrated and glassy phases. Moreover, they are important in fields as diverse as risk assessment in finance, logistics, machine learning [1] , and image de-noising [2] . Many optimization and decision problems, such as partitioning, covering, and satisfiability can be mapped to such models [3] . The generality and exponentially growing configuration spaces of such models, however, precludes the existence of any efficient general purpose algorithm. It is hence no surprise that a wealth of approximate but more scalable classical techniques for the energy minimization in such models has been developed. Recently, novel approaches that leverage the power of near-term quantum devices such as quantum annealers, variational quantum eigensolvers [4] , or networks of degenerate optical parametric oscillators [28] , are proposed for performing such tasks [5, 6] .
The most scalable of the classical approaches based on simulated annealing [7] or variational ansatz classes, as well as the mentioned quantum mechanical methods, however, all have one thing in common: They only yield upper bounds on the ground state energy. A comparison of such upper bounds can provide a ranking of the methods' performance for benchmark tasks. However, it cannot guarantee that the obtained upper bounds are actually close to the true ground state energy and, even if this The convergence is met, yielding a certified value for the ground state energy and configuration, after less than 20 steps, instead of having to explore all of the 2 225 configurations.
is the case, there is no guarantee that the final spin configuration is anywhere near that of the true ground state, or just corresponds to a far away local minimum. It is thus a problem of great importance to develop schemes that provide lower bounds to the ground state energy, against which the results of such widely used upper-bound tech-arXiv:1808.01275v1 [quant-ph] 3 Aug 2018
niques can be compared. The state-of-the art methods for doing this are the so-called branch and bound (BB) methods (see for instance [8] for a recent summary of these techniques). These methods generally yield both lower and upper bounds to ground state energies of classical spin models and they have been shown to yield exact solutions in reasonable time for many classes of models. In this work, we present a BB technique built upon a semidefinite programming (SDP) relaxation of the ground state energy problem and augmented with a trick known as the chordal extension [9] . In this way we obtain a more efficient classical algorithm that can find lower bounds to ground state energies as well as exact ground states of spin models of interest in physics. We will refer to our method as chordal branch and bound (CBB). As we will demonstrate, the CBB method can, for example, find exact ground states of disordered Ising models close to a phase transition with a runtime that scales substantially more favourable with the number of spins while at the same time using much less memory than standard SDP-based BB techniques. Another advantage of the CBB method, compared to, for instance variational methods, is that it can be made to directly yield physically interesting quantities, such as correlation functions or expectation values, instead of merely a prescription of an approximation to the ground state from which such quantities then need to computed separately.
The most timely application of our technique is the verification of quantum annealing devices such as the D-Wave machine. The complexity of the Ising ground state problem can change drastically when seemingly unimportant details of a given model are modified, which must be taken into account when benchmarking such devices (for details see Section III B). In particular, some of the models that have been used in benchmarking [10] [11] [12] of quantum annealing devices, while being difficult to solve with classical simulated annealing, can actually be provably solved exactly in polynomial time on a classical computer. We demonstrate that our CBB method is indeed capable of doing this, sometimes for the largest system size simulable on current quantum annealing devices. We also find that the quantum annealer is not always successful and can get stuck in local minima, but outperforms the CBB method in terms of absolute runtime.
How can one find the lowest energy configuration among the more than 10 360 possible configurations of a typical Ising model with, say 35 × 35 sites? The key is to compute a converging series of upper and lower bounds on the ground state energy and use these bounds to drastically reduce the search space that needs to be explored. Configurations that fall outside the band between the bounds no longer need to be explored. This is precisely the strategy of the BB approach (see from Figure 1 ). Obtaining good lower bounds is the non-trivial part and several proposals have been considered through the last yeas: One can generally divide them into techniques based on a linear-programming relaxation [13] and ones based on semidefinite programming [8] . The former approaches are known to perform better for very sparse graphs, such as 2D square lattices and planar graphs, but it is generally hard to adapt them to deal efficiently with more general problems. On the other hand, the SDP method introduced in [8] applies to general graphs and is always polynomial in the system size (per step), but does not outperform linear programming for very sparse graphs. The CBB keeps the polynomial dependence on the size, while being both more efficient than the BB approach from [8] for sparse instances and readily applicable to less sparse Ising models. It is therefore a good candidate for the verification of current and near future quantum optimization devices.
Due to the combinations of bounds from below and above, any BB technique ultimately converges to the lowest achievable energy and outputs a corresponding configuration that achieves it. It thereby gives an exact and certified solution to the ground state problem. Although the complexity of the problem implies that, at least in some cases, one has to run an exponential amount of steps to achieve convergence, in many scenarios convergence is reached after a polynomial number of steps and then the method is efficient (the complexity per step and number of required steps can be tuned by adjusting the level of the relaxation, as we will see below). Even in cases where convergence cannot be achieved with the available computational resources, the obtained lower and upper bounds still imply a interval in which the true ground state energy must provably lie. This fundamentally differentiates both BB and CBB from techniques such as simulated annealing or variational methods, which can reach larger system sizes, but provide not strong certificate for the solutions they propose.
II. RESULTS
We first describe the results that we could obtain by combining the branch and bound approach with the chordal extension, before describing the CBB method in more detail in Section III. We start with a comparison of the standard SDP-based BB methods and CBB and then move on to the more interesting problem of verifying the results of two kinds of energy minimizations performed on an actual quantum annealing device. The numerical minimization with CBB and BB was run on a workstation with an Intel Xeon E5-1650v4 processor with six physical cores clocked at 3.60 GHz base frequency and 128 GByte RAM. Due to the polynomial scaling of the method, much larger system sizes can be reached with more powerful hardware. The sparse semidefinite relaxations were generated by Ncpol2sdpa [14] , and the semidefinite programs were solved by Mosek [15] . The code for the experiments is available under an open source license [16] .
A. Ising model on a 2D square lattice
As a first test we compare the performance of the CBB method with a sparse Ising problem in the two cases of exploiting and not exploiting the chordal extension trick. In the absence of chordal extension, our BB method is comparable to the one introduced in [8] (for details, see Section III). As a benchmark of a sparse instance, we consider the standard 2D ferromagnetic Ising model in a statically disordered magnetic field (quenched disorder) that is picked independently from normal distributions of mean zero and variance σ for each site. As a function of the disorder strength σ, the model undergoes a phase transition from a ferromagnetic ground state (in which all states are aligned with each other) to a disordered phase (in which, for extremely large disorder, the spins are aligned with the local magnetic fields). For this model it is known that the ground state can in principle be found in polynomial time (for details see Section III B).
Indeed, the non-chordal BB method is able to do that, but, especially in the interesting region close to the phase transition, fast growing memory requirements and runtime make the method impractical for systems that are larger than 15 × 15 on the hardware we have at our disposal. The CBB method, in contrast, allows us to solve systems of over 35×35 sites on the same hardware, due to both lower memory requirements and a very significantly reduced runtime, both in terms of absolute numbers and in terms of scaling (see Figure 2 for a comparison). While the runtime of non-chordal BB exhibits a roughly N 5 dependence on the number of spins N , CBB scales roughly as N 3 .
B. Verifying the solution of a D-Wave quantum annealer
We now turn to the verification of a ground state energy search by quantum annealing. To show the flexibility of the CBB method and also to verify a quantum annealing solution for the largest system size simulable on a state-of-the art annealer, we move to a more interesting and slightly less spares lattice, namely the 2D triangular lattice. Spin models on the triangular lattices display a wealth of interesting physical phenomena, many driven by the possibility to have frustrated interactions. To remain in a regime that is comparable to the benchmarking we did before, we however concentrate on the interplay of ferromagnetic interactions with a disordered magnetic field.
We used a D-Wave 2000Q quantum annealer with 2040 functional qubits. The chip had 8 faulty qubits and the corresponding couplings were removed from a full-yield 16 × 16 Chimera graph. We used the virtual full-yield Chimera graph abstraction to ensure consistent embeddings and improve the quality of the results. The coupling strengths were automatically scaled to the interval [−1, 1], and the logical qubits used a coupling strength N , between a standard SDP-based branch and bound (BB) algorithm and the one augmented with the chordal extension (CBB). The problem is finding the ground state energy for a 2D Ising ferromagnetic model with random Gaussian magnetic field, close to the phase transition at σ = 1.5, i.e. where the ground state is already partially disordered. The time estimation was averaged over 100 disorder realizations, except for the largest system size, where the averaging was reduced to 10 samples. Due to the large amount of disorder averaging, we limit ourselves to system sizes L ≤ 15, far below the maximum sizes we can tackle on our hardware. The comparison is shown in a linear scale and double logarithmic in the inset. The dashed lines in the inset are power laws of the form L 10 and L 6 , demonstrating the claimed polynomial scaling of the runtime N 5 for BB vs. N 3 for CBB.
of −2 to hold a chain of physical spins together. The minor embedding was a heuristic method, yielding a chain length of 7. We also tried chains up to length 22, without significant change in the results, showing that the scaling in the couplings ensures that the chains do not break. For each data point, we sampled a thousand data points and chose the one with the lowest energy as the optimum. This takes constant time irrespective of the values set, in the range of milliseconds. The flux bias of the qubits was not offset.
Both the quantum annealer and the CBB simulation were done for the same disorder realizations (the disorder in the annealer is fully programmable) to obtain directly comparable results. We observe that for most disorder realizations, we can verify by CBB that the quantum annealer is able to find the exact ground state energy. This is true even for intermediate disorder strength, where the ground state spin pattern shows macroscopic islands of aligned spins whose precise shape and positions depends non-trivially on the disorder realization around σ = 1.5. It does that typically in a very short time. However, there are also cases, in which, even after 1000 repetitions, the lowest energy found by the quantum annealer is still higher than the exact value computed with CBB. Here, the optimal spin configuration found by the quantum annealer typically differs markedly from the true ground state, which shows that it gets stuck in local minima and emphasizes the importance for exact methods such as CBB for comparison and benchmarking. We summarize results of simulations in this interesting regime of intermediate disorder strength in Figure 3 .
C. Verifying solutions for a Chimera graph
Lastly, we consider the application of CBB to a denser graph. For this purpose we choose the Chimera architecture [17] , which is the natural graph on the D-wave 2000Q hardware. The corresponding graph is composed of K 4,4 fully connected bipartite unit cells, consisting of 8 spins 4 horizontal and 4 vertical with edges between each horizontal/vertical pair. These unit cells are arranged to form a 2D square lattice of size L and a total number of N = 8 L 2 spins. Because of the in-cell connectivity, such a graph is clearly non-planar and thus has the potential to encode NP-hard Ising models. We consider again a ferromagnetic model with a disordered magnetic field and we find that the CBB method is able to successfully identify the ground state energy for lattices sizes of up to a linear size of 9. This corresponds to architectures involving a total number of 9 × 9 × (4 + 4) = 648 spins, which is a remarkable advancement compared to the corresponding limit of just 225 spins for a standard SDP-based BB method on the same hardware.
Although the D-Wave 200Q quantum annealer is currently implementing a Chimera graph with 2040 functional physical qubits, they are seldom actually used as logical spins. Most recent studies encode each K 4,4 cell as a single logical spin, in order to suppress errors due to the finite size and qubit quality of the system [12] . This results in effectively solving Ising models on a 2D square lattice which, being planar, is actually proven to be polynomially solvable (see also Section III B). The numerical test was performed on the actual Chimera graph. This opens up the way to benchmarking future annealing devices, once their physical qubit quality has improved to a point that makes the individual spins useful, in the much more interesting regime of non-planar graphs.
III. METHODS

A. Setting and notation
We consider classical spin systems whose configurations σ := (σ 1 , . . . , σ N ) are vectors of N spin variables σ i ∈ {−1, 1} to each of which a Hamiltonian H assigns an energy H( σ). We will mostly be interested in Hamiltonians of Ising type, that can be written in the form
with couplings J ij and local fields h i , but the method we develop is more general and can also be applied to
Hamiltonians that are higher order polynomials of the σ i and couple three or more spins in a single term. Many spin models of interest in physics and beyond are characterized by a locality structure, i.e., not all the spins interact with each other so that some J ij are zero. Such locality of interactions implies a sparsity of the resulting Hamiltonian and hence optimization problem. This locality and sparsity can be most efficiently captured in the language of graph theory: We define the interaction (hyper-)graph as the graph G := (V, E) whose vertex set V := {1, . . . , N } is the set of indices of the spin variables and whose (hyper-)edge set E is the set of all pairs (or larger subsets) of indices for which the Hamiltonian contains an interaction, i.e., in the above example {i, j} ∈ E ⇐⇒ J ij = 0. More important for us is the dependency graph G := (V, D), which is a related concept but always a graph and not a hyper-graph, namely the one that contains an edge for any pair of indices of spin variables that appear together in the same Hamiltonian term. For the example Hamiltonian (1) G and G are identical, but in general one obtains G by replacing every hyper-edge in G by a clique, that is a fully connected subgraph. Typical examples of interaction and dependency graphs are regular cubic grids, such as for example in the 1D and 2D Ising model.
Among all the configurations of such a system there are those that achieve the minimal possible energy, also known as the ground state energy and defined as
If only one configuration achieves energy E g we call this configuration the ground state and say that it is unique, otherwise we call the collection of all configurations with energy E g the ground state space. For our purposes, solving the ground state problem for a given Hamiltonian means finding E g and outputting a configuration that achieves it. Obviously, the ground state problem is an optimization problem that can, in principle, be solved by brute force, by simply computing H( σ) for all possible configurations σ. This however quickly becomes infeasible as the number of configurations grows like 2 N , restricting this approach to systems of size roughly N 20. Therefore, several methods have been proposed to solve the ground state problem more efficiently. Among them, we can distinguish three main approaches: the ones that lead to upper bounds to E g , the ones that seek for lower bounds, and the ones that yield exact solutions. To the fist family belong all techniques based on Markov chain Monte Carlo, such as simulated annealing, both in its classical [7] and quantum form [5, 6] . Lower bounds can be obtained by considering convex relaxations of the ground state problem [18] [19] [20] . A trick from graph theory known as the chordal extension allows exploiting sparsity in the problem to be relaxed [9, 21, 22] . The state-of-theart algorithms to obtain exact solutions to the ground state problem rely on a combination of lower and upper bound techniques, following the so-called branch and 
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We used a D-Wave 2000Q quantum annealer with 2040 functional qubits, that is, the chip had 8 faulty qubits and the corresponding couplings removed from a full-yield 16 ⇥ 16 Chimera graph. We used the virtual full-yield Chimera graph abstraction to ensure consistent embeddings and improve the quality of the results. The coupling strengths were autoscaled to the interval [ 1, 1] , and the logical qubits used a coupling strength of 2 to hold a chain of physical spins together. The minor embedding was a heuristic method, with the short chain length of 7, which is the one for which we present the results. We also tried chains up to length 22, without significant change in the results, showing that the scaling in the couplings ensures that the chains do not break. For each data point, we sampled a thousand data points and chose the one with the lowest energy as the optimum. The flux bias of the qubits was not o↵set. The results are summarized in Table I 
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VI. CONCLUSION
In this work we propose the chordal branch and bound method, which improves upon the state-of-the-art method for finding ground states of spin model in several ways. Most importantly, by leveraging the chordal extension, we are able to. . . It can be seen clearly that, even when the two energies are close, the corresponding spin configurations can be very different. This shows that the excited state that the D-Wave quantum annealer returns, does not necessarily resemble the globally optimal solution. bound (BB) method [8] . In this work we introduce a SDP-based branch and bound method augmented with the chordal extension, which allows us to systematically exploit the locality present inherent in many relevant Ising type optimization problems and efficiently obtain exact solutions to the ground state problem in certain cases.
Before describing the techniques we combine in more detail, we first review what is known about the complexity of the ground state problem and point out the consequences this has for the benchmarking of quantum annealing devices. We then describe the relaxation of the ground state problem that we will use to obtain lower bounds on the ground state energy and how sparsity can be exploited by means of the chordal extension. We then show how this lower bound technique can be combined with a methods that yields upper bounds in a branch and bound algorithm.
B. Complexity of finding Ising ground states
There is a wealth of results on the worst case complexity of finding the ground state of various Ising models [23] . Thereby "worst case complexity" is the complexity of the hardest instances within a class of families of problems of increasing size. How hard it is to solve the ground states problem of such a family varies with the interaction graph and can crucially depend on seemingly unimportant details. We consider Hamiltonians that are polynomials (with fixed finite degree and finite precision coefficients) in the spin variables (such as those given in (1)) and interaction (hyper-)graph G := (V, E). The size of a problem is the number of vertices N := |V|. We say that an Ising model of the form (1) has no fields if h i = 0 for all i, we say it has an external field if all h i = h for all i and some h, and we say it has on-site fields if all h i can be chosen independently.
Finding the ground state of Hamiltonians of the form (1) for arbitrary graphs is in general NP-hard [24] , even without any fields. This is still true for J i,j ∈ {−1, 0, 1} and G a finite 3D cubic grid graph and even for G a cubic two-layer 2D grid [24] . In contrast, for planar graphs G and without local fields, the ground state can be found efficiently even without the restriction J i,j ∈ {−1, 0, 1} [23] . With the restriction J i,j ∈ {−1, 0, 1} this even holds for toroidal graphs (grids on a torus, i.e., systems with periodic boundary conditions) [23] . Similarly, if J i,j ≥ 0, then even some systems with local fields can be solved in polynomial time [23] . On the other hand, for general planar graphs with interactions J i,j = −1 and uniform external field h i = 1, finding the ground state is again NP-hard [24] . Ref. [23] contains a list of further concrete models whose complexity is either known to be in P or proven to be NP-hard.
These hardness results are typically obtained by reduc-ing the ground state problem to the so-called Max-Cut Problem, which is known to the NP-hard. The polynomial time algorithms to solve the other families of systems, in turn, work by finding perfect matchings [24] or rely on so-called max-flow/min-cut methods [23] .
C. Ingredients for the chordal branch and bound method
In this section we describe in detail the methods we build upon and the resulting chordal branch and bound algorithm. We begin by introducing additional notation. A state of an N spin system is a probability distribution P over the set of configurations {−1, 1} N . For every function f : {−1, 1} N → R we can then define its expectation value in the state P as
We call any state P that is supported only on the ground state space of a model a ground state and such P are manifestly those that achieve the minimal possible expectation value for the Hamiltonian, i.e, min P H P = E g .
A hierarchy of SDP relaxations
We first discuss how relaxations of the ground state problem can be used as a means of obtaining lower bounds on the ground state energy. Specifically we will be using a method pioneered by Lassere [18, 19] , that yields a hierarchy of tighter and tighter lower bounds to the ground state energy. To make this work selfcontained, we revise the general method by using the notation here, instead of introducing it in the more typical framework of polynomial optimization.
Let us consider a vector x := (x α ) k α=1 of monomials of the spin variables. For such vector x and state P we define its moment matrix Γ(P ) as the k × k matrix of expectation values Γ αβ (P ) := x α x β P . We can now generalize this concept and think of any real symmetric k × k matrix as an assignment to expectation values of monomials x α x β , that need not necessarily be achievable by any physical state P . In particular, it is not hard to see that for any state P , the moment matrix Γ(P ) is positive semidefinite, i.e., Γ(P ) 0, and that, depending on what the elements of x are, it further obeys certain linear constrains. The constraints reflect the two basic properties of classical spin variables of taking dichotomic values σ i ∈ {−1, 1} and commuting with each other. It is not hard to see that these properties imply conditions on the expectation values such as, for example, σ i σ j σ i P = σ j P .
If the vector x contains at least a suitable subset of polynomials of spin variables, one can further compute the expectation value of the Hamiltonian from the entries of the moment matrix in the sense that there is a matrix h (depending on the J ij and h i in case the Hamiltonian is of the form in (1)), such that for any physical state P it holds that H P = tr(h Γ(P )). If this is the case, one can relax the ground state problem by computing the energy in this way and optimizing over all matrices Γ that are positive semidefinite and fulfil the above mentioned linear constraints, rather than over those that can actually arise from a physical state P .
A systematic way of constructing a hierarchy of such relaxations is as follows: Let x (ν) be the vector of all monomials of spin variables of degree up to ν. Then (for any sufficiently large ν so that h, implicitly defined via ∀P : H P = tr(h Γ(P )), exists), the minimum achievable in the minimization problem
∀m ∈ {1, . . . , k} : tr(F m Γ (ν) ) = 0,
where the F m represent the linear constrains mentioned before, is a lower bound on the true ground state energy, i.e., E (ν) g ≤ E g . It is further obvious that the E (ν) g are ordered in the sense that E (ν) g ≤ E (ν+1) g for any ν. Remarkably, if all the relevant F m are taken into account, the bounds actually converge to the true ground state energy for any fixed finite system size and Hamiltonian H, in the sense that lim ν→∞ E [19, 20] . We illustrate this with an example. If we are working at level ν = 2 for a system of N = 3 spins, the corresponding Γ matrix take the following form:
The expectation value of any Hamiltonian of the form given in (1) can be expressed as a function of the entries of Γ (2) 14 . Similarly, one can see how the linear constraints F m on the entries reflect the properties of the spin variables. Dichotomity directly imposes the conditions Γ (2) ii = 1 on the diagonal variables and, combined with commutations, allows to identify some of the entries, such as for example Γ (2) 
= Γ
(2) 25 .
Exploiting sparsity via the chordal extension
Recall that, depending on the kind of system considered, the optimisation problem defined by the Hamiltonian (1) can be sparse. As is shown in Refs. [9, 21] , we can exploit this sparsity to derive a more scalable relaxation than (4) . Intuitively, the idea behind the modification is the following: for any pair of non-interacting spins i, j, the corresponding two-body expectation value σ i σ j P is not needed for the computation of the energy. Thus, a moment matrix with all two-body correlations is including some potentially unnecessary information. Hence, finding the minimal amount of such information that is sufficient to perform the optimisation of the energy, helps define a more efficient relaxation.
The method works as follows: take the dependency graph G of the problem and check if it is chordal. A graph is said to be chordal if all its cycles of four or more vertices have a chord, i.e. an edge that is not part of the cycle but connects two vertices of the cycle. If G is not chordal, construct a so-called chordal extension G C of G by suitably adding edges until the graph is chordal (see Figure 4 for an example). The chordal extension of a graph is not unique, but a chordal extension can always be found, simply because any fully connected graph is chordal. The challenge is to find a chordal extension that is still relatively sparse. A method that works well in this respect for all the cases studied here is to compute an approximate minimum degree ordering of the graph nodes, followed by Cholesky factorization [25] .
Once a specific chordal extension G C is constructed, it will contain a number of n C maximal cliques C l ⊂ V. A clique, that is a fully connected subgraph, is maximal if it cannot be extended by including any other adjacent vertex. Since the graph G represents a sparse Hamiltonian, and G C is obtained from G by simply adding some edges, the function (1) can be decomposed into a sum H = l H C l of terms that each contain only variables contained in a given maximal clique C l .
One can then modify the optimization problem in (4) as follows: replace the big Γ (ν) matrix by a direct sum of smaller matrices Γ (ν) l , one for each clique, constructed from the spin variables belonging to the clique C l . Some spin variables appear in more than one clique, which can be captured with additional linear constraints that involve variables of the blocks Γ The GC is much sparser than a fully connected graph.
tr(F m,l Γ (ν) l ) = 0 m = 1, . . ., k l , l = 1, . . . n C ,
n tr((G l,n )Γ (ν) n ) = 0 l = 1, . . ., k ,
where the F m,l are the intra-block constraints coming from the properties of the spin variables, while the G l,n correspond to the constraints identifying expectation values belonging to different blocks. Interestingly this relaxation still converges to the exact result, as was shown in [21] . Depending on the sparsity of the graph G (and its chordal extension G C ), substituting the original optimization relaxation (4) -(6) by (8) -(11) leads to a substantial simplification and improved scaling in runtime and memory. In practical applications, the latter are typically dominated by the the largest block, i.e., the largest maximal clique in G C .
Let us illustrate how this chordal extended relaxation works in practice, by going back to the three spins example introduced in the previous subsection. Imagine one wants to solve the 1D Ising model with Hamiltonian
The corresponding dependency graph G is already chordal and is composed of two cliques C 1 = σ 1 , σ 2 and C 2 = σ 2 , σ 3 . Then, for a relaxation at level ν = 2 the matrix (7) can be substituted by the two blocks:
The constraints G l,n derive from that the variable σ 2 belongs to both cliques, hence many expectation values appear in both blocks. Some of the unnecessary expectation values in (7) , such as σ 1 σ 3 and σ 1 σ 2 σ 3 no longer appear in the two smaller blocks Γ (2) C1 and Γ (2) C2 . Such a simplification is particularly useful because it reduces the number of variables involved in the SDP. Although the G l,n constraints do not allow to split the problem into n C independent ones, one can still see that the scaling of the computational effort is dominated by the size of the largest block alone.
Branch and bound techniques to solve the ground state energy problem
The state-of-the-art techniques to compute exact solutions to the ground state problem rely on the BB method. This is a general iteration strategy that has been applied in several different ways (see, for instance, Ref. [8] for a review). However, all different applications build upon three main ingredients:
1. Lower bound : a method to find a lower bound to the ground state energy. This generally implies the use of some relaxation of the ground state energy problem.
2.
Upper bound : some heuristics that gets a spin configurations that constitutes an approximation from above to the ground state energy. A simple example would be classical annealing.
3.
Branching procedure: a branching consist in dividing the original problem into two sub-problems that corresponds to the opposite cases of a dichotomic choice. In the ground state search, it can be done by choosing a vertex i and considering the two subsets of spin configurations that have σ i = ±1 fixed. Solving the ground state problem in both of the sub-cases can be cast as another ground state problem for a modified graph where the vertex i has been removed and the couplings have been modified accordingly. Then, clearly, the solution of the original ground state energy is just the minimum between the solutions of the two sub-cases.
The trick is now to use the upper and lower bounds to reduce the number of branches to explore. The BB procedure does that as follows: (i) start with the original graph and compute a lower and upper bound z L , z U to the ground state energy; (ii) if the bounds differ, choose a branching and compute the lower bounds for the two cases; (iii) pick the branch with the lowest z L an compute the corresponding z U . Discard all branches in which the lower bound is higher that the newly found z U ; (iv) if the lower and upper bounds still differ, go back to point (ii) and perform another branching; (v) keep repeating until the upper and lower bounds converge.
In Ref. [8] , a versatile BB has been proposed, which was shown to be applicable to any ground state energy problem for any dependency graph G. Interestingly, it exploits a lower bound method that is essentially equivalent to the first level of the relaxation (4), with the addition of some hand crafted linear constraints. The hierarchy discussed here, allows to systematically construct an infinite family of increasingly precise relaxations that yield better and better bounds at an increasing computational cost. This increases the computational effort per branching step, but can drastically reduce the number of steps and the overall memory requirements. In fact, we have checked numerically that all the constraints introduced in Ref. [8] are automatically implied by increasing the level of the hierarchy to 2. As we will see below, also an upper bound (and the corresponding spin configuration) can be obtained directly from the moment matrix Γ resulting from the SDP, so that from just one method, namely the chordal SDP, one can obtain both the upper and lower bound, with a tunable tightness and in a systematic fashion.
D. The chordal branch and bound method
We now describe in detail the three ingredients of our chordal branch and bound (CBB) strategy: the lower bound, the upper bound, and the branching rule.
Lower bound
The cheapest method to get a bound on the ground state energy from below would be use the relaxation in (8) at its lowest level, namely ν = 1. However, in practical applications this leads to a lower bound that can be more than 10 % away from the corresponding upper bound. As already mentioned in Ref. [8] , having such a big initial gap slows down the convergence of the branch and bound, making it very difficult to reach a point in the branching where the lower bound is high enough to start excluding the first branches. This problem is overcome by tightening the relaxation, which can be done in several ways.
The option considered in Ref. [8] was to tighten the relaxation at level 1 by adding hand crafted linear inequalities, so-called triangle inequalities, between entries of the matrix corresponding to the two-body correlations σ i σ j of triples of spin variables. Since the amount of all these possible constraints scales as N 3 , usually only part of them is introduced. In our CBB we can exploit the structure of the problem to obtain more systematic efficient improvements.
The chordal extension reduces the amount of meaningful constraints that can be added. Indeed, the resulting block structure implies that the only two-body expectation values σ i σ j that appear in the moment matrices correspond to spins i, j belonging to the same block. Hence, all the triangle inequalities that can actually be imposed have to involve triples i, j, k that appear in the same clique.
The numerical effort for one step in the CBB method is mostly determined by the largest block in the moment matrix. Therefore, we choose to take a hybrid approach, introducing an intermediate level with ν = 2 for all the blocks Γ (ν) l involving less than n t variables, while keeping all the bigger blocks at level 1. This devises a test that corresponds at least to the case of level 1 plus the addition of all triangle inequalities between variables in the smaller blocks. Taking such a hybrid level yields a significant improvement in the initial lower-upper bound gap already for smaller values of n t .
Moreover, we also allow for additional triangle constraints between two-body correlations belonging to bigger blocks. In particular, we add them in an iterative way, as shown in Ref. [8] , until the improvement on the lower bound is smaller than some numerical precision. In most cases we tested, there was actually no need to introduce these additional constraints.
Upper bound
For the upper bound one needs a good guess for a spin configurations that is close to the ground state energy. Here we develop an improvement over the method proposed in Ref. [8] . A nice feature of the method is that it extracts an upper bound directly from the moment matrix that is obtained by solving the SDP to get the lower bound. Intuitively, this can be seen as a way to obtain the spin configurations "closest" to the optimal (but typically unphysical) solution achieved by the relaxation.
Our method has a very simple interpretation: assign the deterministic value to the spin s i corresponding to the sign of the expectation value σ i as obtained by the optimization performed to obtain the lower bound. Let us explain it in more detail: take Γ (ν) l to be the moment matrices resulting from the lower bound optimization for clique l. This matrix always contains the sub-matrix Γ (1) l , involving the variables occurring already at level 1, namely that generated by the set of variables {1, C l }. Γ (1) l is a (n l + 1) × (n l + 1) matrix, where n l stands form the number of spins contained in the clique C l (compare also the examples in Eqs. (12) and (13)).
Because they are positive semi-definite, these ma-trices can be identified with a collection of vectors {v l,0 , v l,1 , . . . , v l,n l } in a m−dimensional space R m that reproduce their entries by the scalar product Γ (1) l,ij = v l,i · v l,j . A way to obtain such vectors is to perform a Cholesky decomposition of the moment matrices Γ Inspired by a similar argument used in Ref. [26] , we interpret the first vector v l,0 of each block as a representation of a state of the spin systems, while the remaining vectors represent the spin variables in the clique C l . Indeed, one can see that the first row of the moment matrices recovers the spin expectation values Γ (1) l,0j = v l,0 · v l,j = σ j . Now we can define a spin configuration for the clique C l from the sign of these scalar products, i.e., we set the variables of the jth spin in the lth subset to be sign(v l,0 · v l,j ).
This approach is different from what had been done in earlier approaches. In Ref. [8] , the moment matrix is missing the first row and column vector, and thus exactly the entries we need. In this case, a configuration had to be extracted via the sign(v r · v l,j ) of inner products between v l,j and randomly chosen vectors v r . Constructing spin configurations via random vectors in this way is incompatible with the chordal extension, since the cliques of a graph overlap on some vertices, it will happen that the same spin index appears in more than one list I l . Therefore, given that the aim it to extract a complete and consistent spin configuration s = {s 1 , . . . , s n }, one must avoid having conflicting assignments for any of the spin variables. If one takes the randomized construction from Ref. [8] , such inconsistencies will appear, even if the random vectors v r are taken to be the same for each block. On the contrary, since we essentially set each deterministic guess to be the sign of a one-body expectation values, our method ensures consistency.
To conclude, once a valid spin configuration σ has been extracted, we simply set the upper bound to be its corresponding energy H( σ). Surprisingly, we noticed that by following the above procedure, the exact ground states is usually recovered very soon in the branching (cfr. Figure  1 as an example). It then just takes time to find a matching lower bound to verify that this is indeed the lowest achievable energy. This makes us believe that our procedure is very efficient in finding the optimal deterministic configuration, even in cases where constrains on the computational resources might prevent one from achieving full convergence of the upper and lower bound.
Branching rule
Here we follow the same method outlined in [8] , but with a different choice of branching procedure. Indeed, the authors in [8] choose the dichotomic choice to be the relative alignment of a pair of connected spins. That is, given a choice of indices i, j, the two branches correspond to the two cases σ i ± σ j = 0. However, as mentioned before, we prefer to branch on the value of the single spin, by choosing between the two values σ i = ±1. The reason for this is that, in the latter case the number of possible branching steps depends only on the number N of spins in the system. On the contrary, the former method involves an amount of branching choices that depends on the number of edges in the dependency graph G, which can be much higher, often as high as N 2 , or even more.
Finally there is the question of which spin i to choose for the next branching. The way we do this here, is based on the corresponding expectation value σ i recovered from the moment matrices Γ (ν) l obtained by solving the SDP. The intuition is the following: spins with an expectation value close to zero are "difficult" choices, because flipping the value of such a spin is likely to lead to a slight change in the energy of the system; conversely, expectations values very close to ±1 are identified as "easy" choices, because flip such a spin is likely to lead to a significant change in the energy of the system. We set the branching rule to "easy-first", that is, at the end of each optimization round, the next branching is performed on the most deterministic spin in the Γ (ν) l .
E. Possible improvements
There is some extent of freedom in the choices we outlined in the previous subsections. Given the huge difference in complexity that can be exhibited by various instances of the Ising model, we expect the optimal choice to be model dependent. Here we briefly discuss which modifications we imagine to be most useful for practical applications.
Let us start by recalling that, in order to accelerate the convergence process and to keep memory requirements low, it is crucial to reduce the initial lower-upper bound gap as much as possible and as early as possible. One way to do that is to modify the hybrid hierarchy level introduced above. In our applications, it was always enough to set the threshold to at most n t = 7. However, such value can be significantly increased without affecting too much the scalability of the CBB. Indeed, the main bottleneck of our method is the memory required to solve the largest SDP. This depends mainly on the block l * leading to the largest matrix Γ (ν) l * . Therefore, as long as increasing the level of the smaller blocks does not lead to bigger matrices that the one for the largest clique, the SDP will still have the same memory requirements -although the solving time will clearly increase.
Other branching rules can be also be adopted. For instance, one can replace the "easy-first" approach with a "difficult-first". In this case, one picks the next branching from the least deterministic spin in the Γ
(ν) l
We expect the choice of the most effective branching rule to depend on the system under consideration.
Lastly, there are instances in which CBB does not outperform other methods. This is true for specific cases of very sparse problems, where linear-programming relaxations were shown to work very well [13] , or some handcrafted models for which exact polynomial algorithms are known [11] . Nevertheless, it would still be interesting to see if one could combine the construction based on the chordal extension with those methods and provide some further advantage.
IV. CONCLUSION
In this work we propose the chordal branch and bound method, which combines ideas form the state-of-the-art branch and bound method for finding exact ground states of classical spin model with such from convex optimization and allows. It allows to exploit the locality of physical interactions to solve Ising models more efficiently and up to larger system sizes with a systematic approach. The resulting chordal branch and bound (CBB) method yields a hierarchy of polynomial time upper and lower bounds on the ground state energy. If these bounds converge, it yields a certified and exact ground state energy, together with a ground state configuration. The favourable scaling in memory and runtime of our method enables the verification of quantum annealing devices, such as the D-Wave machine [27] , degenerate optical parametric oscillators [28] , and variational circuits [29] .
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