
























































































































































をみるとともにL積率比(L-skewnessとL-kurtosis)の特性(Hosking and Wallis, 1997)について調べ
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その統計的意義と重要性を示したL. von Bortkiewiczの研究を経て，1920年代のGumbel，R. von 
MisesおよびL.H.C. Tippettの研究につながっている．最初は，正規分布から抽出された標本の最大値
について研究されたが，このことがその理論の発展を妨げたようであり，後に元の分布が正規分布と
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 Step 1) データの吟味
 Step 2) 候補モデルの列挙
 Step 3) 母数推定
 Step 4) 候補モデルのscreening
 Step 5) 確率水文量の変動性の検討




















ク(1997)の「7.3 水文頻度解析」がかなり詳しく紹介している．また，海外では，Handbook of 
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一様分布 2 L積率法 L積率法
指数分布 2 積率法 積率法 積率法、L積率法 L積率法
一般パレート分布(GP) 3 積率法、L積率法 L積率法
双曲線指数分布 3 積率法
Gumbel分布 2 積率法 積率法 積率法、L積率法 積率法、L積率法 L積率法
対数極値分布A型 3 積率法 積率法









Weibull分布 3 積率法 積率法 L積率法
































































Φ￿t￿ ￿ t   (3.3)
【対数正規分布】
　３母数：位置 ξ，尺度 α，形状 k，（ k =0 の場合は正規分布）
　xの分布範囲： 
￿￿ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿
￿￿ ￿ x ￿￿ ￿k ￿ 0￿
Ξ ￿Α ￿k ￿ x ￿￿ ￿k ￿ 0￿  
　確率密度関数：f ￿x￿￿ exp ￿k y ￿ y2 ￿2￿
Α 2 Π
,
   y ￿ ￿k
￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0   (3.4)




２母数：分布の下限 ξ，尺度 α，xの分布範囲：ξ ≤ x ≤ ∞       
　確率密度関数：f ￿x￿￿ exp ￿￿x￿ΞΑ ￿
Α
     (3.6)
　累積分布関数：F￿x￿￿ 1 ￿ exp ￿￿x ￿Ξ
Α
￿      (3.7)
18
【ピアソンⅢ型分布】
　３母数：位置 μ，尺度 σ，形状 γ
　形状母数γが0でなければ次の変数変換をおこなうと，γの正負毎にxの分布範囲，確率密度関数，累
積分布関数が以下のように表される．






Σ ￿Γ￿, Ξ ￿ Μ￿ 2Σ ￿Γ, Γ ￿ 0  (3.8)
γ>0の場合，xの分布範囲： ξ ≤ x < ∞      
　確率密度関数：f ￿x￿￿ ￿x ￿Ξ￿ Α￿1 exp ￿￿￿x ￿Ξ￿￿ Β￿
ΒΑ ￿￿Α￿     (3.9)
　累積分布関数：F￿x￿￿G Α, x ￿Ξ
Β
￿￿￿Α￿     (3.10)
γ<0の場合，xの分布範囲： −∞ < x < ξ      
　確率密度関数：f ￿x￿￿ ￿Ξ ￿ x￿ Α￿1 exp ￿￿￿Ξ ￿ x￿￿ Β￿
ΒΑ ￿￿Α￿     (3.11)
　累積分布関数：F￿x￿￿ 1 ￿G Α, Ξ ￿ x
Β
￿￿￿Α￿     (3.12)
ここに，G( . ) は不完全ガンマ関数






　２母数：位置 ξ，尺度 α，xの分布範囲：−∞ ≤ x ≤ ∞ 
　確率密度関数：f ￿x￿￿ exp ￿￿x￿ΞΑ ￿
Α
exp ￿￿exp ￿￿x ￿Ξ
Α
￿￿    (3.14)
　累積分布関数：F￿x￿￿ exp ￿￿exp ￿￿x ￿Ξ
Α
￿￿     (3.15)
【一般極値分布】
　３母数： 位置 ξ，尺度 α，形状 k
　xの分布範囲： 
￿￿ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿
￿￿ ￿ x ￿￿ ￿k ￿ 0￿








k ￿1 exp ￿￿ 1 ￿ k ￿x ￿Ξ￿
Α
1￿k￿
    f ￿x￿￿ 1
Α
exp ￿￿￿1 ￿ k￿ y ￿ exp￿￿y￿￿, 
   y ￿
￿k￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0      (3.16)
　累積分布関数：F￿x￿￿ exp￿￿ 1 ￿ k x ￿Ξ
Α





　３母数： 位置 ξ，尺度 α，形状 k，xの分布範囲：Ξ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿, Ξ ￿ x ￿￿ ￿k ￿ 0￿
　確率密度関数：f ￿x￿￿ 1
Α




exp ￿￿￿1 ￿ k￿ y￿ ,
   y ￿
￿k￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0   (3.18)
　累積分布関数：F￿x￿￿ 1 ￿ 1 ￿ k x ￿Ξ
Α
1￿k
￿ 1 ￿ exp￿￿y￿    (3.19)
【ロジスティック分布，一般ロジスティック分布】注9
　３母数： 位置 ξ，尺度 α，形状 k，（ k =0 の場合はlogistic分布）
　xの分布範囲： 
￿￿ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿
￿￿ ￿ x ￿￿ ￿k ￿ 0￿
Ξ ￿Α ￿k ￿ x ￿￿ ￿k ￿ 0￿
　確率密度関数：f ￿x￿￿ Α￿1 exp ￿￿￿1 ￿ k￿ y￿￿1 ￿ exp ￿￿y￿￿2 ,
   y ￿ ￿k
￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0   (3.20)
　累積分布関数：F￿x￿￿ 1 ￿￿1 ￿ exp￿￿y￿￿      (3.21)




















 h￿x￿￿ 2Ν￿1 Β



































exp￿￿ Β x ￿ ￿x ￿ 0￿   (3.24)
を提案し，「平方根指数分布(SQRT-ET分布)」とよんでいる．この累積分布関数は次式で表される．
 H￿x￿￿ 1 ￿ ￿1 ￿ Β x ￿ exp￿￿ Β x ￿ ￿x ￿ 0￿    (3.25)
　この分布には位置母数がなく，尺度母数 βのみの１母数の分布である．





,   Λ2 ￿
15
4 Β
   (3.26)
  Τ3 ￿
121
243
￿ 0.49794 , Τ4 ￿
4457
15552



























 F￿x￿￿ exp￿￿Λ ￿1 ￿H￿x￿￿￿     (3.29)










 f ￿x￿￿Λ h￿x￿F￿x￿￿￿1 ￿ exp￿￿Λ￿￿ ￿0 ￿ x￿    (3.32)
と表記しているが，式(3.30)のxに関する微分は式(3.31)となる．なお，式(3.31)を区間[0, x]で積分す
ると 








































































布には年最大値系列(AMS; Annual Maximum Series)を用いる．使用したデータは1980年から2004
年までの25年間の四国，京上地点の日雨量のアメダスデータである．図3.6は，この標本から上位





















Β=0.196 obtained with AMS 
Λ=47 obtained with AMS
Λ=35 obtained with POT with which
Τ3 close to theoretical value
Β=0.196 and Λ=47 were 
obtained by SQRT-ET max 
with AMS 










































































































































































































































































n ￿ 1 ￿ i1 ￿Α
n ￿ 1 ￿ 2 Α
￿    (3.35)
を解いて，
 i1 ￿Α ￿
Ny
n
￿1 ￿ n ￿ 2 Α￿ log￿ 1 ￿Α
1 ￿Ny￿ 2 Α


















生・作成した5,000標本に対して，母数推定を行い，バイアスとRMSE(Root Mean Square Error)の
観点から標本サイズ n 毎に推薦しうる母数推定法を検討している．その結果から，n=40あるいは50
を念頭に整理すると以下のようになる．
　対数正規分布：30 ≤ n ≤ 100では，石原・高瀬法，積率法（B-R歪）がよさそうであるが，母数推
定がうまくいかない場合がある．この点からは，PWM法がよい．
　Gumbel分布：30 ≤ n ≤ 500 ではPWM法がよい．









































Log￿ f ￿Xi , Θ￿￿￿      (3.39)




















































￿ ￿i￿ ￿Ψ￿x1 , x2 , ￿ ￿ ￿ , xi￿1 , xi￿1 , ￿ ￿ ￿ , xn ￿   (3.42)
とする．Ψ

































　 寶(1989)によるとbootstrap法の概要は以下のとおりである．まず，標本サイズ n のデータ
x1 , x2 , ￿ ￿ ￿ , xn から繰り返しを許して n個取り出し，それをx1￿ , x2￿ , ￿ ￿ ￿ , xn￿ と記す．この１組の標本
を”bootstrap標本”という． bootstrap標本を用いて統計量を求め，それを次のように記す．
 Ψ
￿ ￿Ψ￿x1￿ , x2￿ , ￿ ￿ ￿ , xn￿ ￿     (3.47)
以上の作業を多数回（B回）繰り返す．すなわち，全部でB個のbootstrap標本それぞれに対してΨ￿ を
求める．第b番目のbootstrap標本に対して得られた統計量を便宜上Ψ￿b と記す(b=1, 2, ..., B)．
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 F￿x￿￿ exp￿￿Λ ￿1 ￿H￿x￿￿￿     (4.1)
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確率分布モデル Exp Gumbel SQRT-ET 
max






0.042 0.023 0.033 0.023 0.023 0.022 0.022 NG
4,260 3,703 4,663 3,750 3,487 3,746 3,887 NG
4,260 3,703 4,681 3,736 3,646 3,717 -3,452 NG
9.50% 9.20% 9.60% 14.50% 9.50% 14.10% - NG




















































Stedinger, J.R., R.M. Vogel, and E. Foufoula-Georgiou: Frequency Analysis of Extreme Events, 












































































率，したがって(x0, x)の範囲をとる確率とする．x ≧ x0となる任意のレベルxについて，発生率は次の式
で表される．


























 G ￿x￿￿ 1 ￿ ￿1 ￿ k x ￿ x0
Α
￿1￿k  k ￿ 0     (5.4a)
で表すことができるとすると，kが正の値のとき，累積分布関数は上界 xmax = x0 + α/kを持つ．k<0のと
きは非有界であり，長く尾を引く分布となる．k=0のときは，式(5.4b)のような指数分布となる．
 G ￿x￿￿ 1 ￿ exp ￿x ￿ x0
Α
 k ￿ 0     (5.4b)
　 式(5.4a)を式(5.2)に代入すると，k≠0のときにx 0を上回るAMS資料に関する一般極値分布(GEV, 
Generalized Extreme Value)が得られる．




k ￿ 0     (5.5a)
k = 0 のときはGumbel分布となり，次の式で表される．
 F￿x￿￿ exp￿￿exp ￿x ￿Ξ
Α
￿  k ￿ 0            (5.5b)
ここに， x ≧ x0 に対し変換後の母数 ξ およびα* は次のように定義される．
 Ξ ￿ x0 ￿
Α￿1 ￿Λ￿k ￿
k
,       Α￿ ￿ΑΛ￿k       for   k ￿ 0   (5.6a)





















































































































n=Ny n=1.65Ny n=3.30Ny n=4.95Ny









































































































































































































































































































































k=0.3 0 - 0.5


























































































































































































 G ￿x￿￿ 1 ￿ exp ￿x ￿ x0
Α
 k ￿ 0     (5.8a)
 G ￿x￿￿ 1 ￿ ￿1 ￿ k x ￿ x0
Α
￿1￿k  k ￿ 0     (5.8b)
ここにαとkはそれぞれ尺度母数および形状母数である．









































































































Exp Exp1 GP GP1
4)jackknife推定誤差
　jackknife法はリサンプリング手法の一つであり(Efron, 1982)，クォンタイル等の推定誤差の変動性






























Exp Exp1 GP GP1
図5.21　jackknife推定誤差のrに対する変化
Ny 1.65Ny














Exp Exp1 GP GP1






















































6)標本平均超過関数(Sample mean excess function, SMEF)
　SMEFは次式で定義される関数である(Reiss & Thomas, 1997)．
 en ￿u￿￿ ￿i￿1n ￿xi ￿ u￿ I￿u ￿ xi ￿￿i￿1n I￿u ￿ xi ￿      (5.10)

































































下野 (3,534km2)    両羽橋 (6,519km2)
3 6 12 24 3 6 12 24
68 81 70 110 92 104 90 83
68 80 62 109 86 104 90 83
74 91 100 110 85 104 90 82
44-122 50-120 40-62 70-120 50-110 60-127 90-126 83-119
74 81 63 110 43 105 92 83
97 124 111 122 45 125 113 122
58 52 61 74 85 104 89 83
68 80 96 110 111
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 Y21 = {Max[x1,x2], Max[x3,x4], , , }                      (6.1)




































































































































































































AMS size : 38















































































































AMS size : 38



























AMS size : 44
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　積率法においては，原点のまわりの r 次の積率 Νr は以下のように定義される．
 Νr ￿￿
￿￿
￿ xr f ￿x￿ ￿x       (A3.1)
また，平均値のまわりの r 次の積率 Μrは次式で与えられ，
 Μr ￿￿
￿￿




￿ x f ￿x￿ ￿x       (A3.3)
 Σ2 ￿ Μ2 ￿￿
￿￿
￿ ￿x ￿ Μ￿2 f ￿x￿ ￿x ￿Ν2 ￿ Μ2     (A3.4)
 Γ ￿ Μ3 ￿Σ3        (A3.5)
であり，これらの母集団の統計量に対し，標本を用いて得られる統計量が母集団と標本でそれぞれ等
しいとおいて母数を求める．なお，標本分散，標本ひずみ係数については不偏推定量を用いる必要が
ある．観測値を￿X1 , X2 , ..., Xn ￿とすると，これらは次のように表される．
 Μ￿ X ￿ X ￿
￿i￿1n Xi
n
      (A3.6)
 Σ
￿
X2 ￿ S2 ￿
￿i￿1n ￿Xi ￿ X ￿2




n￿i￿1n ￿Xi ￿ X ￿3￿n ￿ 1￿ ￿n ￿ 2￿ S3      (A3.8)
一方，高次の積率は変量の高次のベキ乗を含んでおり，これらが大きなバイアスを有することがある












 Mp, r, s ￿E ￿X p ￿F ￿X￿￿r ￿1 ￿F￿ X￿￿s ￿    (A3.10)
ここに，F は変量 X の累積分布関数である．この中でも特に有用なのが p=1 の次の場合である．
 Αr ￿M1, 0, r ，　
Βr ￿M1, r, 0      (A3.11)
確率変量Xの関数g(X)の期待値は次のように考えることができるので，
 E ￿g ￿X￿￿￿￿
￿￿
￿ g ￿x￿ ￿F￿x￿￿￿
￿￿
￿ g ￿x￿ f ￿x￿ ￿x ￿￿01g ￿x￿u￿￿ ￿u   (A3.12)
式(A3.10)および(A3.12)より，式(A3.11)は次のように表せる．
 Αr ￿￿01 x￿u￿ ￿1 ￿ u￿r ￿u，　　Βr ￿￿01 x￿u￿ ur ￿u    (A3.13)
変量の高次のベキ乗を含む通常のr次の積率





　 αrあるいはβrで表されるPWMはLandwehr, Matalas and Wallis (1979a,b)，Greis and Wood 
(1981)，Wallis (1981, 1982)，Hosking, Wallis and Wood (1985a)およびHosking and Wallis 
(1987)によって確率分布の母数を推定する際に用いられてきた．しかし，これらは確率分布のscale
（尺度）やshape（形状）をみるものさしとしては直観的に理解するのは困難である．たとえば，尺
度母数の推定量はα0−2α1あるいは2β1−β0であり(Landwehr, Matalas and Wallis 1979a; Hosking, 








￿ uk       (A3.15)
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を用いて次式のようにすっきりした形に定義される．
 Λr ￿￿01 x￿u￿Pr￿1￿ ￿u￿ ￿u      (A3.16)
ここに，
 Pr, k
￿ ￿ ￿￿1￿r￿k rk k ￿ rk ￿ ￿￿1￿r￿k ￿k ￿ r￿￿￿k ￿￿2 ￿r ￿ k￿￿    (A3.17)
である．4次までのL積率とPWMの関係は以下のようになる．
 Λ1 ￿Α0 ￿ Β0     (A3.18)
 Λ2 ￿Α0 ￿ 2 Α1 ￿ 2 Β1 ￿ Β0    (A3.19)
 Λ3 ￿Α0 ￿ 6 Α1 ￿ 6 Α2 ￿ 6 Β2 ￿ 6 Β1 ￿ Β0    (A3.20)
 Λ4 ￿Α0 ￿ 12 Α1 ￿ 30 Α2 ￿ 20 Α3 ￿ 20 Β3 ￿ 30 Β2 ￿ 12 Β1 ￿ Β0   (A3.21)
また，L積率比を次式で定義する．
 Τ ￿Λ2 ￿Λ1        (L-CV)     (A3.22)
 Τr ￿Λr ￿Λ2 , r ￿ 3, 4, . . .      (A3.23)
L積率の具体的な意味を順序統計量との関係でみてみる．まず，小さい方から順に並べた順序統計量
















































 τ：変量Xが正の値の分布に対し，0 ≤  τ < 1 ，
 3次以上のL積率比 に対して， Τr ￿ 1であり，




￿5 Τ3 2 ￿ 1￿￿Τ4 ￿ 1       (A3.29)
 また， 正の値の分布では τ と τ3 は2τ -1 ≤ τ3 < 1の関係がある．
さらに，変量XおよびYのL積率がそれぞれλrおよび λ*r であるとき，Y ￿ a X ￿ bであれば，次のように
線形性が保たれている．
 Λ1
￿ ￿ a Λ1 ￿ b        (A3.30)
 Λ2
￿ ￿ a Λ2        (A3.31)
 Τr
￿ ￿ ￿ sign a￿r Τr , r ￿ 3      (A3.32)
もし，Xが平均値のまわりに対象な分布であれば，3次以上の奇数次のL積率比 τrは0となる． L積率 
λ1， λ2，τ，L積率比 τ3，τ4 は確率分布を把握するのに有用である．
　図A3.5は種々の分布のL-skewness τ3 とL-kurtosis τ4 を比較したものである．2母数の分布（E：指
数分布，G：Gumbel分布，L：Logistic分布，N：正規分布）は母数が変化してもL-locationとL-scale
が変わるのみで3次以上のL積率は一定値であるので，図中では点で示されている．また，対数正規分











































　xの分布範囲：ξ ≤ x ≤ ∞       
　確率密度関数：f ￿x￿￿ exp ￿￿x￿ΞΑ ￿
Α
     (A4.1)
　累積分布関数：F￿x￿￿ 1 ￿ exp ￿￿x ￿Ξ
Α
￿      (A4.2)
　クォンタイル：x￿F￿￿Ξ ￿Α log￿1 ￿F￿      (A4.3)
　L積率：　　　Λ1 ￿Ξ ￿Α ,    Λ2 ￿
1
2






　母数推定法：Α ￿ 2 Λ2 ,    Ξ ￿Λ1 ￿Α     (A4.5)
なお，分布の下限 ξが既知の場合，Α ￿Λ1 ￿Ξで求められ，L積率法，積率法，最尤法は同一となる．
２）Gumbel分布
　２母数：位置 ξ，尺度 α
　xの分布範囲：−∞ ≤ x ≤ ∞ 
　確率密度関数：f ￿x￿￿ exp ￿￿x￿ΞΑ ￿
Α
exp ￿￿exp ￿￿x ￿Ξ
Α
￿￿    (A4.6)
　累積分布関数：F￿x￿￿ exp ￿￿exp ￿￿x ￿Ξ
Α
￿￿     (A4.7)
　クォンタイル：x￿F￿￿Ξ ￿Α log￿￿log F￿      (A4.8)
　L積率： Λ1 ￿Ξ ￿ΑΓ, Γ ￿ 0.5772 ....
  Λ2 ￿Α log 2 , 
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  Τ3 ￿ 0.1699 ￿ log
9
8
,    Τ4 ￿ 0.1504 ￿
16 log 2 ￿ 10 log 3
log 2
 (A4.9)




　２母数：位置  μ，尺度 σ
































Φ￿t￿ ￿ t   (A4.13)
　クォンタイル：陽的な解はない
　L積率： Λ1 ￿ Μ, Λ2 ￿ 0.5642 Σ ￿Σ￿ Π
  Τ3 ￿ 0 , Τ4 ￿ 0.1226 ￿
30
Π
arctan 2 ￿ 9   (A4.14)
　母数推定法：Μ￿Λ1 , Σ ￿ Π Λ2     (A4.15)
４）一般パレート分布
　３母数： 位置 ξ，尺度 α，形状 k
　xの分布範囲：Ξ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿, Ξ ￿ x ￿￿ ￿k ￿ 0￿
　確率密度関数：f ￿x￿￿ 1
Α




exp ￿￿￿1 ￿ k￿ y￿ ,
   y ￿
￿k￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0   (A4.16)
　累積分布関数：F￿x￿￿ 1 ￿ 1 ￿ k x ￿Ξ
Α
1￿k
￿ 1 ￿ exp￿￿y￿    (A4.17)
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　クォンタイル：x￿F￿￿ Ξ ￿Α ￿1 ￿ ￿1 ￿F￿k￿￿k k ￿ 0
Ξ ￿Α log￿1 ￿F￿ k ￿ 0    (A4.18)
　L積率： Λ1 ￿Ξ ￿Α ￿￿1 ￿ k￿ ,   Λ2 ￿ Α￿1 ￿ k￿ ￿2 ￿ k￿
  Τ3 ￿
1 ￿ k
3 ￿ k
,   Τ4 ￿
￿1 ￿ k￿ ￿2 ￿ k￿￿3 ￿ k￿ ￿4 ￿ k￿  (A4.19)
  Τ4 ￿
Τ3 ￿1 ￿ 5 Τ3 ￿
5 ￿Τ3
     (A4.20)
　母数推定法：下限値 ξが既知の場合
  k ￿
￿Λ1 ￿Ξ￿
Λ2
￿ 2 ,    Α ￿ ￿1 ￿ k￿ ￿Λ1 ￿Ξ￿  (A4.21)
  下限値 ξが未知の場合
  k ￿
1 ￿ 3 Τ3
1 ￿Τ3
,     Α ￿ ￿1 ￿ k￿ ￿2 ￿ k￿ Λ2 ,     Ξ ￿Λ1 ￿ ￿2 ￿ k￿ Λ2  (A4.22)
５）一般極値分布(GEV)
　３母数： 位置 ξ，尺度 α，形状 k
　xの分布範囲： 
￿￿ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿
￿￿ ￿ x ￿￿ ￿k ￿ 0￿







k ￿1 exp ￿￿ 1 ￿ k ￿x ￿Ξ￿
Α
1￿k￿
    f ￿x￿￿ 1
Α
exp ￿￿￿1 ￿ k￿ y ￿ exp￿￿y￿￿, 
   y ￿
￿k￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0      (A4.23)
　累積分布関数：F￿x￿￿ exp￿￿ 1 ￿ k x ￿Ξ
Α
1￿k￿ ￿ exp ￿￿exp￿￿y￿￿   (A4.24)
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　クォンタイル：x￿F￿￿ Ξ ￿Α ￿1 ￿ ￿￿log F￿k￿￿k ￿k ￿ 0￿
Ξ ￿Α log ￿￿log F￿ ￿k ￿ 0￿   (A4.25)
　L積率： k > −1 の場合のみ定義される．
  Λ1 ￿Ξ ￿Α ￿1 ￿￿￿1 ￿ k￿￿￿k     (A4.26)
   Λ2 ￿Α￿1 ￿ 2￿k ￿￿￿1 ￿ k￿￿k     (A4.27)
  Τ3 ￿ 2 ￿1 ￿ 3￿k ￿￿￿1 ￿ 2￿k ￿￿ 3     (A4.28)
  Τ4 ￿ ￿5 ￿1 ￿ 4￿k ￿￿ 10 ￿1 ￿ 3￿k ￿￿ 6 ￿1 ￿ 2￿k ￿￿￿￿1 ￿ 2￿k ￿ (A4.29)
　ここに，￿￿ . ￿  はガンマ関数である．式(A4.28)の関係を図A4.1に示す．







図A4.1　GEV分布の形状母数 k とτ3 の関係（式A4.28）
　母数推定法：式(A4.28)に対して，陽的な解がないので次の近似式を使う．
  





log 3   (A4.30)
  Α ￿
Λ2 k￿1 ￿ 2￿k ￿￿￿1 ￿ k￿ ,   Ξ ￿Λ1 ￿Α ￿1 ￿￿￿1 ￿ k￿￿￿k注17 (A4.31)
６）generalized logistic分布(GLO)
　３母数： 位置 ξ，尺度 α，形状 k，（ k =0 の場合はlogistic分布）
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注17 Handbook of Hydrologyのp.18.18，式(18.2.22c)は間違っている．Table18.1.2および本文の式(A4.31)が
正しい．
　xの分布範囲： 
￿￿ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿
￿￿ ￿ x ￿￿ ￿k ￿ 0￿
Ξ ￿Α ￿k ￿ x ￿￿ ￿k ￿ 0￿
　確率密度関数：f ￿x￿￿ Α￿1 exp ￿￿￿1 ￿ k￿ y￿￿1 ￿ exp ￿￿y￿￿2 ,
   y ￿ ￿k
￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0   (A4.32)
　累積分布関数：F￿x￿￿ 1 ￿￿1 ￿ exp￿￿y￿￿      (A4.33)
　クォンタイル：x￿F￿￿ Ξ ￿Α ￿1 ￿ ￿￿1 ￿ F￿￿F￿k￿￿k k ￿ 0
Ξ ￿Α log ￿￿1 ￿F￿￿ F￿￿ k ￿ 0    (A4.34)
　L積率： −1 < k < 1の場合のみ定義される．
  Λ1 ￿Ξ ￿Α￿1 ￿k ￿Π￿sin k Π￿    (A4.35)
   Λ2 ￿Α k Π￿sin k Π     (A4.36)
  Τ3 ￿￿k       (A4.37)
  Τ4 ￿ ￿1 ￿ 5 k2 ￿￿6      (A4.38)
　母数推定法：k ￿￿Τ3 , Α ￿
Λ2 sin k Π
k Π








　３母数： 位置 ξ，尺度 α，形状 k，（ k =0 の場合は正規分布）
　xの分布範囲： 
￿￿ ￿ x ￿Ξ ￿Α ￿k ￿k ￿ 0￿
￿￿ ￿ x ￿￿ ￿k ￿ 0￿
Ξ ￿Α ￿k ￿ x ￿￿ ￿k ￿ 0￿  
　確率密度関数：f ￿x￿￿ exp ￿k y ￿ y2 ￿2￿
Α 2 Π
,
   y ￿ ￿k
￿1 log ￿1 ￿ k￿x ￿Ξ￿￿Α￿ k ￿ 0￿x ￿Ξ￿￿Α k ￿ 0   (A4.40)




　L積率： Λ1 ￿Ξ ￿Α ￿1 ￿ exp￿k2 ￿2￿￿￿k     (A4.42)
  Λ2 ￿
Α
k
exp￿k2 ￿2￿ ￿1 ￿ 2 ￿￿￿k ￿ 2 ￿￿   (A4.43)
  Τ3 ￿￿k
A0 ￿A1 k2 ￿A2 k4 ￿A3 k6
1 ￿B1 k2 ￿B2 k4 ￿B3 k6
   (A4.44)
  Τ4 ￿Τ4
0 ￿ k2
C0 ￿C1 k2 ￿C2 k4 ￿C3 k6
1 ￿D1 k2 ￿D2 k4 ￿D3 k6
   (A4.45)




















E0 ￿E1 Τ3 2 ￿E2 Τ3 4 ￿E3 Τ3 6
1 ￿F1 Τ3 2 ￿F2 Τ3 4 ￿F3 Τ3 6
,  for Τ3 ￿ 0.94, k ￿ 3  (A4.46)
  Α ￿
Λ2 k exp￿￿k2 ￿2￿


























８）Pearson type III 分布
　３母数：位置  μ，尺度 σ，形状 γ
　形状母数 γが0でなければ次の変数変換をおこなうと，γの正負毎に xの分布範囲，確率密度関数，
累積分布関数が以下のように表される．






Σ ￿Γ￿, Ξ ￿ Μ￿ 2Σ ￿Γ, Γ ￿ 0  (A4.48)
γ > 0の場合，
　xの分布範囲： ξ ≤ x < ∞      
　確率密度関数：f ￿x￿￿ ￿x ￿Ξ￿ Α￿1 exp ￿￿￿x ￿Ξ￿￿ Β￿
ΒΑ ￿￿Α￿     (A4.49)
　累積分布関数：F￿x￿￿G Α, x ￿Ξ
Β
￿￿￿Α￿     (A4.50)
γ < 0の場合，
　xの分布範囲： −∞ < x < ξ      
　確率密度関数：f ￿x￿￿ ￿Ξ ￿ x￿ Α￿1 exp ￿￿￿Ξ ￿ x￿￿ Β￿
ΒΑ ￿￿Α￿     (A4.51)
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　累積分布関数：F￿x￿￿ 1 ￿G Α, Ξ ￿ x
Β
￿￿￿Α￿     (A4.52)
ここに，G( . ) は不完全ガンマ関数




　xの分布範囲： −∞ < x < ∞ 
　確率密度関数：f ￿x￿￿Φ x ￿ Μ
Σ
     (A4.54)
　累積分布関数：F￿x￿￿￿ x ￿ Μ
Σ
     (A4.55)
Pearson type III 分布は形状母数 γ=2 の場合，指数分布，γ=−2 の場合，逆指数分布となる．
　クォンタイル：解析的な解はない．
　L積率： Λ1 ￿Ξ ￿ΑΒ, Λ2 ￿
Β ￿￿Α ￿ 1
2
￿
Π ￿￿Α￿ ,   (A4.56)
  Τ3 ￿ 6 I1￿3 ￿Α, 2 Α￿￿ 3     (A4.57)
ここに，
  Ix￿p, q￿￿ ￿￿p ￿ q￿




  Τ3 ￿Α￿1￿2 A0 ￿A1 Α￿1 ￿A2 Α￿2 ￿A3 Α￿3
1 ￿B1 Α￿1 ￿B2 Α￿2
  (A4.59)
  Τ4 ￿
C0 ￿C1 Α￿1 ￿C2 Α￿2 ￿C3 Α￿3
1 ￿D1 Α￿1 ￿D2 Α￿2
   (A4.60)
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α < 1の場合，
  Τ3 ￿
1 ￿E1 Α ￿E2 Α2 ￿E3 Α3
1 ￿F1 Α ￿F2 Α2 ￿F3 Α3
   (A4.61)
  Τ4 ￿
1 ￿G1 Α ￿G2 Α2 ￿G3 Α3
1 ￿H1 Α ￿H2 Α2 ￿H3 Α3
   (A4.62)
　式(A4.57)のαとτ3の関係を図A4.4に示す．式(A4.59)と式(A4.61)はこの図とほとんど重なる．








図A4.4　Pearson type III 分布の αとτ3の関係（式(A4.57)および式(A4.59とA4.61))
また，式(A4.60)と式(A4.62)によるαとτ4の関係を図A4.5に示す．













1 ￿ 0.2906 z
z ￿ 0.1882 z2 ￿ 0.0442 z3
, z ￿ 3 Π Τ3 2 , for 0 ￿ ￿Τ3 ￿￿ 13  (A4.63)
　 Α ￿
0.36067 z ￿ 0.59567 z2 ￿ 0.25361 z3
1 ￿ 2.78861 z ￿ 2.56096 z2 ￿ 0.77045 z3









































年数 3-hour 6-hour 12-hour 24-hour 平均値
北海道 網走川水系網走川 美幌 825 45 -0.013 0.082 0.001 -0.062 0.002
石狩川水系石狩川 石狩大橋 12697 44 -0.023 -0.027 -0.090 -0.199 -0.085
釧路川水系釧路川 標茶 895 45 -0.062 -0.076 -0.007 0.033 -0.028
鵡川水系鵡川 鵡川 1228 35 -0.002 -0.023 -0.112 -0.187 -0.081
留萌川水系留萌川 大和田 234 30 -0.360 -0.357 -0.438 -0.451 -0.401
沙流川水系沙流川 平取 1253 37 0.008 -0.022 -0.098 -0.077 -0.047
後志利別川水系後志利別川 今金 361 38 -0.034 0.036 -0.042 -0.047 -0.022
尻別川水系尻別川 名駒 1402 36 -0.036 -0.138 -0.225 -0.259 -0.165
渚滑川水系渚滑川 上渚滑 1051 45 -0.028 0.068 0.089 -0.031 0.025
天塩川水系天塩川 誉平 4029 30 -0.012 0.037 -0.046 -0.210 -0.058
十勝川水系十勝川 茂岩 8277 36 -0.056 -0.006 -0.066 -0.199 -0.082
常呂川水系常呂川 北見 1394 42 -0.178 -0.164 -0.139 -0.057 -0.135
湧別川水系湧別川 開盛 1335 37 0.044 0.118 0.024 -0.115 0.018
平均値 38.5 -0.058 -0.036 -0.088 -0.143 -0.081
東北地方 阿武隈川水系阿武隈川 岩沼 5265 41 -0.176 -0.213 -0.105 -0.098 -0.148
岩木川水系岩木川 五所川原 1740 39 -0.122 -0.092 0.025 -0.072 -0.065
北上川水系北上川 狐禅寺 7070 53 -0.103 -0.073 -0.051 -0.051 -0.069
北上川水系旧北上川 和渕 1884 52 -0.261 -0.185 -0.103 -0.136 -0.171
鳴瀬川水系吉田川 落合 197 50 -0.257 -0.270 -0.245 -0.256 -0.257
鳴瀬川水系鳴瀬川 三本木 551 50 -0.224 -0.264 -0.234 -0.224 -0.237
名取川水系名取川 名取橋 456 47 -0.137 -0.083 -0.107 -0.146 -0.118
名取川水系広瀬川 広瀬橋 312 47 -0.111 -0.107 -0.152 -0.197 -0.142
雄物川水系雄物川 椿川 4035 54 0.195 0.131 0.186 0.099 0.153
高瀬川水系高瀬川 高瀬橋 850 41 -0.179 -0.122 -0.070 -0.050 -0.105
米代川水系米代川 二ツ井 3750 48 -0.123 -0.027 0.167 0.147 0.041
平均値 47.5 -0.136 -0.119 -0.063 -0.089 -0.102
関東地方 荒川水系荒川 治水橋 2015 67 -0.021 -0.011 -0.015 -0.068 -0.029
利根川水系鬼怒川 石井 1230 61 0.166 0.217 0.194 0.101 0.170
利根川水系小貝川 黒子 580 62 -0.189 -0.191 -0.185 -0.129 -0.174
那珂川水系那珂川 野口 2181 44 -0.014 -0.047 -0.112 -0.147 -0.080
相模川水系相模川 厚木 1211 39 0.105 0.163 0.128 0.041 0.110
利根川水系利根川 八斗島 5150 60 -0.052 0.069 -0.052 -0.157 -0.048
鶴見川水系鶴見川 末吉橋 230 50 0.214 0.063 -0.075 -0.072 0.032
利根川水系渡良瀬川 高津戸 472 61 0.029 0.014 -0.026 -0.068 -0.013
平均値 55.5 0.030 0.035 -0.018 -0.062 -0.004
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北陸地方 荒川水系荒川 葛篭山 1079 40 -0.260 -0.299 -0.290 -0.249 -0.275
阿賀野川水系阿賀野川 馬下 6997 39 -0.042 0.049 0.021 0.016 0.011
阿賀野川水系阿賀川 山科 2742 38 0.003 0.005 -0.018 0.020 0.002
阿賀野川水系只見川 片門 2765 38 -0.136 -0.018 -0.004 -0.030 -0.047
信濃川水系信濃川下流 帝石橋 1260 41 -0.133 -0.075 -0.153 -0.185 -0.137
関川水系関川 高田 703 41 0.096 0.061 -0.010 -0.196 -0.012
関川水系保倉川 松本 332 41 -0.034 -0.044 -0.072 -0.051 -0.050
姫川水系姫川 山本 698 38 0.016 -0.035 -0.170 -0.183 -0.093
黒部川水系黒部川 愛本 667 41 0.105 0.144 -0.012 -0.015 0.055
常願寺川水系常願寺川 瓶岩 344 44 -0.172 -0.130 -0.052 -0.027 -0.095
神通川水系神通川 神通大橋 2688 39 -0.091 -0.027 0.131 0.111 0.031
神通川水系井田川 高田橋 408 39 -0.052 -0.105 0.060 0.137 0.010
神通川水系熊野川 八幡橋 128 39 -0.039 -0.014 0.032 0.039 0.004
庄川水系庄川 雄神 1100 43 -0.028 0.053 0.052 0.079 0.039
小矢部川水系小矢部川 津沢 280 45 -0.042 -0.058 -0.079 -0.054 -0.058
手取川水系手取川 鶴来 748 47 0.060 0.042 0.065 0.178 0.086
梯川水系梯川 埴田 155 31 0.095 -0.028 -0.044 0.070 0.023
平均値 40.2 -0.038 -0.028 -0.032 -0.020 -0.030
中部地方 安倍川水系安倍川 手越 537 41 0.070 0.062 0.057 0.101 0.072
狩野川水系狩野川 大仁 306 64 -0.041 -0.136 -0.146 -0.111 -0.108
菊川水系菊川 国安 149 45 -0.058 0.080 0.020 -0.031 0.002
鈴鹿川水系鈴鹿川 高岡 267 44 -0.069 -0.103 -0.086 0.004 -0.063
雲出川水系雲出川 雲出橋 541 38 0.027 0.010 -0.019 0.061 0.020
櫛田川水系櫛田川 両郡橋 379 38 0.156 0.101 0.152 0.207 0.154
宮川水系宮川 岩出 780 39 0.222 0.200 0.125 0.107 0.163
大井川水系大井川 神座 1,160 41 -0.028 0.007 0.193 0.300 0.118
庄内川水系庄内川 枇杷島 731 37 0.112 -0.113 -0.130 -0.143 -0.069
天竜川水系天竜川 宮ヶ瀬 2224 41 -0.178 -0.084 -0.055 -0.114 -0.108
天竜川水系天竜川 鹿島 4,955 41 0.107 0.016 0.041 0.172 0.084
豊川水系豊川 石田 545 42 -0.076 -0.038 0.054 0.217 0.039
矢作川水系矢作川 岩津 1,375 41 -0.010 0.004 0.060 0.189 0.061
木曽川水系木曽川 犬山 4,827 42 0.224 0.189 0.297 0.164 0.219
木曽川水系長良川 忠節 1,622 43 -0.114 -0.012 0.089 0.112 0.019
木曽川水系揖斐川 万石 1,196 42 0.125 0.116 0.163 0.015 0.105
平均値 42.4 0.029 0.019 0.051 0.078 0.044
中国地方 旭川水系旭川 下牧 1588 43 -0.184 -0.067 0.014 0.101 -0.034
芦田川水系芦田川 山手 799 39 -0.141 -0.053 0.067 0.132 0.001
江の川水系江の川 川平 3836 48 -0.009 -0.041 -0.004 -0.026 -0.020
江の川水系江の川 尾関山 2006 48 0.094 0.115 0.076 0.066 0.088
斐伊川水系斐伊川 上島 895 42 0.144 0.136 0.174 0.110 0.141
日野川水系日野川 車尾 857 42 0.240 0.240 0.104 0.107 0.173
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佐波川水系佐波川 新橋 423 42 -0.048 -0.016 0.182 0.229 0.087
千代川水系千代川 行徳 1057 42 -0.086 -0.096 -0.029 0.009 -0.051
高梁川水系高梁川 船穂 2639 43 0.011 0.153 0.177 0.136 0.119
高津川水系高津川 高角 1080 44 0.270 0.360 0.156 -0.000 0.196
天神川水系天神川 小田 464 42 0.067 -0.016 -0.104 -0.114 -0.042
吉井川水系吉井川 河田原 1929 44 -0.121 -0.064 0.003 -0.041 -0.056
小瀬川水系小瀬川 両国橋 330 32 -0.159 -0.167 0.047 0.359 0.020
太田川水系太田川 矢口第一 1530 43 0.176 0.217 0.351 0.104 0.212
平均値 42.4 0.018 0.050 0.087 0.084 0.060
四国地方 土器川水系土器川 祓川橋 107 39 -0.238 -0.195 -0.139 -0.084 -0.164
那賀川水系桑野川 大原 69 43 -0.071 0.042 0.108 0.019 0.024
那賀川水系那賀川 古庄 765 47 0.041 0.037 0.120 0.181 0.095
物部川水系物部川 深淵 468 41 0.286 0.196 0.084 0.148 0.178
重信川水系重信川 出合 445 53 0.007 -0.013 0.017 -0.050 -0.010
重信川水系石手川 湯渡 105 53 -0.029 -0.025 -0.035 -0.010 -0.025
吉野川水系吉野川 岩津 2810 44 0.031 0.073 0.155 0.256 0.129
肱川水系肱川 大洲 1009 42 0.136 0.321 0.370 0.327 0.289
仁淀川水系仁淀川 伊野 1463 43 0.064 0.081 0.129 0.066 0.085
渡川水系中筋川 磯ﾉ川 94 43 0.300 0.079 0.002 -0.052 0.082
渡川水系四万十川 具同 1808 43 0.247 0.212 0.178 0.022 0.165
渡川水系後川 秋田 133 36 0.373 0.356 0.111 -0.017 0.206
平均値 43.9 0.096 0.097 0.092 0.067 0.088
九州地方 番匠川水系番匠川 番匠橋 278 39 0.245 0.224 0.104 0.124 0.174
五ヶ瀬川水系五ヶ瀬川 三輪 1044 44 0.127 0.066 -0.023 -0.061 0.027
本明川水系本明川 裏山 36 41 -0.278 -0.292 -0.322 -0.247 -0.285
嘉瀬川水系嘉瀬川 官人橋 226 45 0.063 -0.033 -0.053 -0.039 -0.016
菊池川水系菊池川 玉名 906 45 -0.139 -0.087 0.095 0.189 0.015
肝属川水系肝属川 俣瀬 450 60 0.226 0.212 0.128 0.208 0.194
球磨川水系球磨川 横石 1856 45 0.062 -0.003 0.105 0.023 0.047
松浦川水系松浦川 松浦橋 434 45 0.168 0.158 0.074 0.071 0.118
緑川水系緑川 城南 681 64 0.065 0.022 0.091 0.049 0.057
大淀川水系大淀川 柏田 2126 44 0.046 0.154 0.122 0.146 0.117
川内川水系川内川 川内 1409 45 0.094 0.129 0.129 0.046 0.099
筑後川水系筑後川 荒瀬 1443 55 -0.018 0.093 0.053 0.106 0.058
平均値 47.7 0.055 0.054 0.042 0.051 0.050
全国平均値 43.9 -0.001 0.008 0.011 0.002 0.005
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