The thematic and citation structures of Data and Knowledge Engineering (DKE) are identified based on text analysis and citation analysis of the bibliographic records of full papers published in the journal. Temporal patterns are identified by detecting abrupt increases of frequencies of noun phrases extracted from titles and abstracts of DKE papers over time. Conceptual structures of the subject domain are identified by clustering analysis. Concept maps and network visualizations are presented to illustrate salient patterns and emerging thematic trends. A variety of statistics are reported to highlight key contributors and DKE papers that have made profound impacts.
Introduction
Data and Knowledge Engineering (DKE) is a premier journal focusing on the common research themes in the areas of database systems and knowledgebase systems. The major aim of the journal is to identify, investigate and analyze the underlying principles in the design and effective use of these systems. DKE publishes original research results, technical advances, and new experiments concerning data engineering, knowledge engineering, and the interface of these two fields. Under the leadership of Professors Peter Chen and Reind van de Riet, DKE has served its roles as a leading scholarly journal. Since its first publication in 1985, DKE has reached a world-wide audience of researchers, designers, managers and users. DKE also has covered a wide spectrum of research topics such as representation and manipulation of data and knowledge, architectures of database and knowledge-based systems, construction of data and knowledge bases, tools and methodologies for developing data & knowledge bases, applications, case studies, and management issues. DKE has made significant contributions and impacts on the advances of data and knowledge engineering. In order to celebrate the 25 th anniversary of DKE, we embarked an extensive analysis of papers that have been published in DKE over the last 24 years. Our analysis includes authorship analysis, co-authorship analysis, thematic trends and conceptual structures, visualization of topic maps and various citation networks. The analysis is based on bibliographic records and citation information retrieved from the Web of Science (WoS), Scopus (http://www.scopus.com/), and ScienceDirect (http://www.sciencedirect.com/).
A Longitudinal Study of DKE
Our study primarily utilizes CiteSpace 1 as an analytic and visualization tool. CiteSpace is a freely available Java application for analyzing and visualizing emerging trends and citation patterns in scientific literature [1, 2] .
CiteSpace is continuously evolving to incorporate a variety of visual analytic functions. CiteSpace is designed to simplify the analysis of scientific literature by enabling users to find salient patterns from a diverse range of visual attributes. CiteSpace follows a simple model of the dynamics of scholarly communication in which a transient body of scientific papers, collectively known as a research front, makes reference to a group of papers in the literature, which is called the intellectual basis [1] . Based on this model, CiteSpace aims to make it easy for users to identify some special classes of papers in terms of landmarks by citation popularity, hotspots by abrupt increases of citations they received, and pivotal papers that are strategically positioned in co-citation networks. Landmark papers are depicted by their large-sized tree-ring circles. Hotspots are shown as nodes with a red rim. Pivotal papers are shown as nodes with a purple rim. The general procedure of analysis and visualization with CiteSpace is outlined as follows. Technical details are provided elsewhere [1, 2] . 1. Identify a knowledge domain. In this study, the knowledge domain is defined by DKE papers and their citations. 2. Data collection. We collect bibliographic records and citation data associated with DKE papers from three sources: ScienceDirect 2 , Scopus 3 , and the Web of Science 4 . See the Data Collection section for detail. 3. Extract noun phrase terms from titles, abstracts, descriptors, and identifiers of citing articles in the dataset.
The burstness of the extracted terms is detected for abruptly increased frequencies of specific terms [3] . Burst terms are used to capture fast-growing interests. 4. Time slicing. Specify the range of the entire time interval and the length of a single time slice. 5. Threshold selection. CiteSpace allows users to specify three sets of threshold levels for citation counts, cocitation counts, and co-citation coefficients. Citation counts are the number of times a publication is cited by DKE papers. Two publications are called co-cited if a paper cites both of them. Co-citation counts for a given pair of publications are the number of papers in our dataset that cite the pair. Co-citation coefficients are normalized co-citation counts over each time slice. The specified thresholds are applied to three time slices, namely, the earliest slice, the middle one, and the last one. Linear interpolated thresholds are assigned to the rest of slices. CiteSpace supports networks of four types of nodes and three types of links. Nodes include authors, papers, journals, and burst terms, whereas links may represent co-occurrence, co-citation, or referential links. 6. Pruning and Merging. Pathfinder network scaling [4, 5] is the default option in CiteSpace for network pruning [2, 4] . Users choose whether or not to apply the scaling operation to individual networks. CiteSpace merges individual networks by taking a set union of all the vertices and selecting links that do not violate a triangle inequality condition in overlapping areas between networks. Users can choose whether or not to prune the merged network as a whole. 7. Layout. CiteSpace supports a standard graph view and a time-zone view. 8. Visual inspection. CiteSpace enables users to interact with the visualization of a knowledge domain in several ways. The user may control the display of visual attributes and labels as well as a variety of parameters used by the underlying layout algorithms. 9. Verify pivotal points. The significance of a marked pivotal point can be verified by asking domain experts, for example, the authors of pivotal-point articles, and/or examining the literature, such as passages containing citations of a pivotal-point article. A particularly interesting direction of research is the development of tools that can automatically summarize the value of a pivotal point. Digital libraries, automated text summarization, machine learning, and several other fields are among the most promising sources of input.
Methods

Data Collection
We searched for bibliographic records of the journal Data & Knowledge Engineering (DKE) in three sources, namely ScienceDirect, Scopus, and the Web of Science. ScienceDirect has the most extensive coverage of papers published in DKE. We found 993 bibliographic records of DKE papers in ScienceDirect, 865 DKE records in Scopus, and 774 records in the Web of Science. The three sources vary in their accessibility of cited references. Although users can access cited references in interactive modes, the Web of Science provides the most reliable download function. The Web of Science imposes a 500-record limit per download request. Multiple download operations are necessary to retrieve a dataset with more than 500 records. Scopus provides the second most reliable function for downloading cited references. Scopus imposes a 2,000-record limit per download request. ScienceDirect does not provide functions for downloading cited references. Table 1 summarizes the records retrieved from the three sources. Figure 1 shows the distribution of bibliographic records from the three sources. Since the set of 993 bibliographic records from ScienceDirect is the most comprehensive, the ScienceDirect set is used for subsequent text analyses, including the analysis of thematic trends and clustering analysis. The Web of Science (WoS) set has the most comprehensive coverage of cited references since 1994. The Scopus set is the only citation dataset that covers the period of 1985-1993. It is almost identical to the WoS set from 1994 till 2000, but misses a considerable number of records between 2001 and 2006. Therefore, the WoS set is used as the primary source for citation analysis and supplemented with the Scopus set. 
Analysis of Authorship and Coauthorship
The analysis of authorship focuses on the productivity of DKE authors and their impact in terms of citations they received. The analysis aims to provide a useful glimpse of the dynamic structure of the contributing research community, which is typically perceived as an invisible college because such insights are often privileged knowledge to insiders, i.e. experienced domain experts [6] . A revelation of this type will be particularly useful for new comers to the research community and for anyone who is looking for potential collaborators, especially for interdisciplinary research, or looking for reviewers or panelists. The analysis of coauthorship is also valuable in this vein [7] . Besides the practical reasons, the study of authorship and coauthorship is an important approach to the understanding of scholarly communication and knowledge diffusion. The productivity analysis is primarily based on the ScienceDirect dataset with references to the Scopus and the WoS sets, whereas the impact analysis is based on the WoS dataset. The productivity of DKE authors is measured by the number of DKE papers one has published as a co-author as well as the first author. The productivity analysis also identifies the most productive institutions based on the number of DKE papers they published. The impact analysis identifies the most influential DKE authors based on the number of citations attributed to their names in the WoS dataset. In addition, author co-citation analysis is included in our study to identify higher-order connectivity patterns between authors. Author co-citation analysis identifies both DKE authors and none-DKE authors. A none-DKE author in this context refers to a researcher who has never published any DKE paper, but has published papers that have been cited by DKE papers.
Coauthorship is defined between a pair of researchers if they are coauthors of at least one DKE paper. DKE coauthorship is analyzed in two ways: one as a coauthorship network and the other as a geospatial overlay on a world map. A coauthorship network is generated by CiteSpace based on the ScienceDirect dataset . The coauthorship network is used to identify key players in the context of DKE in terms of their betweenness centrality scores. In a network, the betweenness centrality of a node measures the extent to which the node plays a role in pulling the rest of nodes in the network together. The higher the centrality of a node, the more strategically important the node is. The geospatial overlay is also generated by CiteSpace. It is viewable with Google Earth. The geospatial overlay is useful for identifying collaborative patterns in association with geographical proximity.
Analysis of Thematic Trends and Conceptual Structures
Scientific literature contains both persistent and transient elements [8] . The transient aspect of scientific literature can be characterized by corresponding thematic trends, whereas the persistent aspect can be characterized by salient conceptual structures. The analysis of thematic trends is based on the concept of burst detection [3] . Salient conceptual structures can be identified through clustering analysis. Identified thematic trends and conceptual structures can improve our understanding of what topics are hot, how long a particular thematic trend is expected to grow, and how a variety of topics fit on a global intellectual picture. A burst detection algorithm is typically applied to a frequency function F(t) defined over a time interval T and finds sub-intervals in which F(t) is elevated statistically with reference to the dataset as a whole. In our study, burst detection algorithms are applied to terms found in the abstracts of DKE papers in the ScienceDirect dataset. Later on, we also apply burst detection algorithms to citation frequencies of papers cited by the WoS dataset.
In our study, terms refer to noun phrases extracted from the title and abstract of DKE papers. In this paper, noun phrase extraction is limited to noun phrases consisting of 2-4 words such as conceptual modeling and deductive database. If it is detected that the term conceptual modeling experienced a period of burst between 1997 and 2000, then it means that the topic of conceptual modeling was extraordinarily active during this period as far as the forum sustained by DKE is concerned. Therefore, we use such periods of burst to characterize thematic trends manifested through DKE papers. In addition to the burstness of noun phrases extracted from titles and abstracts of DKE papers, the burstness of keywords assigned to DKE papers is also taken into account in our study. In general, keywords identify thematic topics at a higher conceptual level than noun phrases. For example, noun phrase clustering algorithms may be associated with keyword data mining. Thus, the burstness of keywords offers additional macroscopic insights. Interrelationships between noun phrases at microscopic levels and keywords at macroscopic levels are represented in the form of concept maps of both types of entities and their relations. The association between a noun phrase and a keyword is established based on how frequently they are found in the same bibliographic record. The more frequently they appear together, the stronger the association is. Noun phrase extraction and conceptual mapping of keyword-term relationships are both generated by CiteSpace. The aim of clustering analysis is to identify salient conceptual structures. The salient conceptual structure in our case is derived from word occurrences in the DKE abstracts. We use probabilistic latent semantic analysis (pLSA) to identify salient topic clusters. pLSA uses a probabilistic latent variable model to associate the latent class variables (z) with observable co-occurrence variables of words (w) and documents (d) [9] . Each cluster can be represented by words that are highly expected given the latent variable, i.e. by p(w| z). pLSA is a special case of non-negative matrix factorization (NMF), which approximates a matrix by multiplications of non-negative matrices. The Lemur toolkit 5 is used for the clustering analysis.
Analysis of Citation Patterns
The third type of units of analysis is DKE papers. Scientific publications can be seen as a proxy of knowledge elements. We first identify the most cited DKE papers so as to underline the scope and depth of DKE as a forum 
Results
Results are organized in the same structure as the Methods section. First, we report the results regarding DKE authorship and coauthorship. Second, we describe the results of thematic trends and conceptual structures. Third, we summarize the results of citation patterns found in the DKE dataset. The most active institutions of DKE papers are listed in Table 3 . Nanyang Technology University in Singapore appears 10 times in authors' affiliations. The second place is University of Missouri in the U.S.A. of 9 times. University College of London, England, is at the third place with 8 occurrences. Note that because of the way the data is organized, we cannot conclude that authors from Nanyang Technology University have published 10 DKE papers. Based on the available data we can only state that there are 10 authoring instances in the DKE dataset. The 10 instances could represent 10 distinct DKE papers, or a single DKE paper coauthored by 10 authors all from Nanyang Technology University. Therefore, we regard these institutions as the most active ones, instead of the most productive ones. Table 4 lists top-10 most cited authors by DKE papers during the period of 1994 through March 20, 2008. Abiteboul takes the first place with the most citations of 155 times, followed by Agrawal with 121 citations and van der Raalst with 90 times. Figure 2 shows an author co-citation network of the same period of time. The network contains 338 authors cited by the DKE dataset and 544 co-citation links. All 338 authors have at least three citations. The visualization of the network echoes the ranked list. For example, Abiteboul has the largest citation circle. On the other hand, the author co-citation map conveys additional information about how these authors have been cited. The node of Chen has a strong purple rim, which means it is a pivotal node in the network with the highest betweenness centrality; in other words, it is strategically important in pulling other nodes together. The citation tree-ring of Agrawal shows thick layers of yellow-orange rings, indicating that the majority of citations to Agrawal were made in recent years. Batini is ranked as the 5 th most cited author in Table 4 . The map shows a strong red rim of Batini. This visual attribute indicates that citations to Batini's work abruptly increased during this time interval. The map also shows a few other nodes with relative small citation circles but strong citation burst rates of thick red rims. In an interactive mode of CiteSpace, one can explore such author co-citation maps to identify these three types of authors: landmark authors with large-sized citation rings, pivotal authors with strong purple rims, and rising-star authors with strong red rims of citation burst. The coauthorship network is transformed to geospatial overlays on a geographic map of the world (See Figure  4) . The coauthorship network derived from each time slice is mapped to a Google Earth layer. The colors are used to indicate the corresponding time slices. The blue-purple ones indicate earlier time slices, whereas bright red indicates more recent years. The left image in Figure 4 shows the geographic distribution of DKE authors and their collaborative links in Europe, where there appears to be a high concentration of DKE authors. The middle image in Figure 4 shows the geographic distribution of DKE authors in the U.S.A. There are slightly more DKE authors on the east coast than elsewhere in the country. The right image shows the distribution in Asia. The star-like pattern in the lower part of the image is centered at the most active DKE institutionNanyang Technology University in Singapore. Figures 5 and 6 show the largest and the second largest connected components of the DKE coauthorship network. The number of authors involved in these components underlines the small-world phenomena known as the six-degree association. In Figure 5 , starting from the lower left and moving clockwise, we can see a chain of hubs such as Proper, Orlowska, Rundensteiner, Bhowmick, Lim, Storey, Kim, and Lee. Similarly, in Figure 6 , the chain of hubs includes Jajodia (upper left), Castano (central left) Bertino (central), van de Riet (upper right) and Song (lower right). These hub authors have multiple lines of collaboration with other DKE authors. In this sense, they are the key players and mavens of scientific knowledge in the research community associated to the DKE forum. 
Authorship and Coauthorship
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Thematic Trends and Conceptual Structures
Thematic Trends
Thematic trends are identified in two ways in terms of burst keywords at macroscopic levels and burst terms at microscopic levels. Since keywords tend to have a higher conceptual level of abstraction than noun phrases, keyword-based burst patterns are expected to identify higher-level trends. The burstness of DKE keywords corresponds to four periods of the entire time span: 1) mid-and late 1980s', 2) early 1990's, 3) early 2000's, and 4) mid-and late 2000's. Burst patterns in the earliest period include conceptual schema (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) , relational database (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) , and deductive database (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) . Burst patterns detected in the second period include relational databases (1990-1994), entity-relationship model (1991-1996) , and object-oriented databases (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) . Burst patterns in the third period include information retrieval (2000) (2001) (2002) (2003) (2004) and OLAP (2000) (2001) (2002) (2003) . Burst patterns in the most recent period include data mining (2005) (2006) (2007) , ontologies (2002) (2003) (2004) (2005) (2006) (2007) , and clustering (2006) (2007) . Table 5 . The burstness of keywords assigned to DKE papers. Source: ScienceDirect. Figure 7 plots the timelines of five major burst patterns detected based on the occurrences of DKE keywords. These burst patterns provide useful information about the growth and decay of a specific topic. These timelines provide a more concrete picture of how a topic emerged and faded over time. These burst patterns also provide a useful framework to interpret microscopic-level patterns of burst of noun phrases from free text. Table 6 shows noun phrases with the most abrupt increases of occurrences in the DKE titles and abstracts. Noun phrases were extracted from the 932 DKE records from the ScienceDirect dataset. The duration of burst is marked by gray blocks for each noun phrase. We will describe these burst patterns in the order of the most recently hot topics, the earliest ones, and the mid-ranged ones. The sharpest rise goes to the term xml document. This is also the most recent burst pattern. Its frequency has been elevated since 2005. Another recent hotspot is xml data, which was a particularly popular term for 4 years from 2003 till 2006. The earliest burst patterns include conceptual schema (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) , deductive database (1986) (1987) (1988) (1989) (1990) (1991) , and expert systems (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) . The mid-ranged ones include complex objects (1991) (1992) (1993) (1994) and conceptual modeling (1997) (1998) (1999) (2000) . Figure 8 shows a few examples of microscopic-level burst patterns of noun phrases.
If data mining and xml document are fast growing during the same period of time, an interesting question would be whether the co-moving pattern is related. For example, is xml document a means to an end of data mining? On the other hand, the burst of terms such as clustering algorithm would explain the surge of data mining papers in DKE. Figure 9 shows a hybrid network of keywords and noun phrases. Keywords are shown as circles, whereas noun phrases are shown as triangles. The degree of keyword burst is shown as a red rim of its circle. Similarly, the burst of a noun phrase is shown as a red triangle. The most recent macroscopic burst patterns include data mining (right), ontologies (low), and clustering (low). This network also shows that there is no direct connection between the term xml document and the keyword data mining. In terms of pivotal nodes, the ones with purple rings, the map shows conceptual modeling (middle right), query optimization (left), and knowledge representation (left). 
Conceptual Structures
The analysis of the DKE conceptual structures consists of two steps: (1) a clustering analysis based on pLSA on single-word terms, and (2) an analysis of the major latent thematic dimensions based on LSA on multiple-word terms extracted from DKE titles and abstracts over three 8-year periods.
Clustering Analysis
DKE conceptual structure is based on clusters modeled by pLSA. Table 7 lists 20 clusters identified by pLSA along with the top-5 words selected according to their p(w|z) values. The number of clusters is the default setting of the Lemur Toolkit. In fact, we used all default settings of the Lemure toolkit for pLSA clustering. The nature of each cluster becomes clearer when cross-referencing with the most representative papers in these clusters. Table 8 summarizes the 20 clusters with the titles of the two most representative DKE papers. The p(d|z) is the probability of seeing a given paper d if the underlying cluster, or the latent variable, is z. Table 7 . Most representative words in 20 clusters generated by probabilistic LSA (pLSA). Domain-specific stopwords such as data, database, and system, and general stopwords such as paper, base, and information are omitted. Title words are highlighted to suggest the nature of a given cluster with reference to the top-5 words in the same cluster. For example, in Cluster 1, title words cooperative transactions and workflows are highlighted because they are most similar to the top-5 words by p(w|z). While the nature of some of the clusters is straightforward to identify, for example Cluster 5 on high-dimensional data and Cluster 14 on information extraction, the nature of most clusters remains to be ambiguous and diverse. In such situations, the burst detection-based approach appears to have the advantage of identifying specific patterns without the need of prior knowledge of the subject domain. 
Latent Semantic Dimensions
The history of DKE is divided into three 8-year periods: (1) 1985-1992, (2) 1993-2000, and (3) 2001-2008 . 18 integrity constraints 14 xml data 11 complex objects 14 information systems 12 query processing 9 conceptual schema 15 object-oriented databases 11 data mining 9 integrity constraints 15 complex objects 10 conceptual model 8 relational algebra 13 conceptual schema 10 data warehouses 7 knowledge representation 12 database design 9 xml document 6 knowledge base 12 database systems 9 data sources 6 database design 10 deductive databases 9 on-line analytical processing 6 data model 10 query processing 9 information extraction 6 recursive queries 9 data model 8 association rules 9 relational model 8 web data 8 conceptual models 8 relational databases 8 natural language 7 knowledge discovery 7 knowledge base 7 information retrieval 7 artificial intelligence 6 web services 6 linguistic knowledge 6 web pages 6 schema integration 6 data model 6 knowledge representation 6 information systems 6 knowledge-based systems 6 object-oriented databases 6 data mining 6 data models 6 expressive power 6 object-oriented data models 6 object-oriented database systems 6 query optimization Tables 10-12 summarize the results of Latent Semantic Analysis (LSA) of the three periods of data. This analysis is based on noun phrases that appeared at least twice in respective periods. The first dimension is usually the most predominant one but often very diverse as well. Thus, the tables show the top-10 terms along the first dimension. Terms in other dimensions are shown if their projections on the latent variable are greater than or equal to the value of 0.50. The first period is characterized by topics such as conceptual schema, deductive database, complex objects, enterprise models, and natural language constructs. The major topics in the second period include integrity constraints, data mining, application EER diagram, inclusion and concrete dependencies, and deductive databases. Note that the strength of deductive databases reduced from the strongest dimension to the fifth and sixth strongest ones. The data mining topic, including terms such as discovery process, evidence theory, and knowledge discovery clearly indicates the nature of the second strongest dimension. It is particularly interesting if we compare the burst pattern of the keyword data mining and the latent topic variable of data mining identified by the method of LSA. Furthermore, according to Table 9 , the noun phrase of data mining appeared 6 times in the second period. Therefore, the identification of data mining as one of the major thematic dimensions in the second period is a promising finding. The concept structure of the DKE papers in the third period consists of latent thematic dimensions such as data mining (association rules), cognitive mapping techniques, data access (cache reusability, data access time, and communication bandwidth), multidimensional conceptual modeling (conceptual multidimensional model, multidimensional normal forms), data warehouses and multidimensional (MD) modeling (data warehouses, main MD properties, MD modeling). Figure 10 depicts a minimum spanning tree derived from a hybrid network of keywords and noun phrases. Since keywords tend to represent macroscopic topics and noun phrases represent microscopic ones, the hybrid map is expected to reveal concrete connections between concepts at different levels of granularity. DKE author assigned keywords in the map are labeled with a darker background, whereas noun phrases are labeled with a lighter background. A high-resolution version is made available on the web. The inclusion of the map is to provide an overall orientation of the conceptual structure of the DKE papers. Figure 10 . A concept map of keywords assigned by authors to their own DKE papers (darker labels) and noun phrases extracted from titles and abstracts of DKE papers (lighter labels). This is the greatest component of a minimum spanning tree Figure 11 shows a portion of the concept map in Figure 10 . This part of the map includes a hub of keyword data mining. This sub-network is chosen because the burst analysis has identified data mining as a hot topic in DKE. The hub is connected to other keywords such as clustering and association rules. The hub is also connected to a number of noun phrases such as knowledge discovery, process mining, categorical attributes, and data mining approach. Moving upwards, we come across keywords such as knowledge discovery, information retrieval, and ontologies. This type of concept maps can be useful for learning DKE-specific terminologies. Figure 11 . A data mining hub in the minimum spanning tree of the concept map. Figure 12 shows a sub-network centered on a noun phrase hub xml. The sub-graph connects to the rest of the network through the westbound link from xml to the term data warehouse via the world-wide web (not shown in Figure 12 ). The hub term is connected to keywords algorithm and semi-structured data and to noun phrases such as ancestor-descendant relationship, xml document, xml data, and xml schema. Moving across the subgraph to the right, we found keywords such as structural data, performance, and word sense disambiguation along the spinal path. Figure 13 represents another sub-network with a keyword hub of object-oriented databases. From the earlier sections, we know this is a DKE topic peaked in the mid-range of the time span. The hub is connected to keywords such as extendible hashing and performance evaluation. It also links to noun phrases such as objectoriented database schema, database management systems, and operational semantics. Figure 14 shows a sub-network containing concepts related to entity-relationship models. The keyword entityrelationship model has a centrality of 48%, which is the 6 th greatest one among keywords in the pruned network. If we traverse the sub-network downwards from the hub universal relation databases, we will encounter terms such as relational database, which links to the term extended entity-relationship model in two steps, relational model, and database design. The noun phrase entity-relationship model is located in the lower middle branch of the sub-network. A concept of entity-relationship model has a total of 23 variations as keywords assigned to 42 DKE papers, including entity-relationship diagram, entity-relationship algebra, entity-relationship design, and entityrelationship data model. There are 16 variations in noun phrases, including extended entity-relationship schema, and xml entity-relationship exchange. Table 13 lists the top-20 most cited DKE papers according to two sources of citation data, namely the WoS and Scopus. The citation numbers from Scopus were obtained from the Scopus interface directly. The WoS citations were based on the Times Cited field (TC) in the WoS dataset. The Scopus counts were based on 3,543 records indexed by Scopus, including journal papers and conference papers. The range of the Scopus calculation was 1996-2008, whereas the WoS was based on -2008 , more precisely March 20, 2008 . Papers #1-16 are ranked as top-20 by the WoS and Scopus, except #1 and #5 for Scopus. Papers #17-20 are ranked as top-20 most cited in the WoS, but below the top-20s in Scopus. In contrast, papers #21-26 are ranked by Scopus as the top-20s, but ranked lower in the WoS. The main difference between Scopus and the Web of Science is that the Web of Science primarily indexes journal papers, whereas Scopus includes conference proceedings as well as journal papers. A tentative hypothesis would be that papers #17-20 are favorites of journal papers, whereas papers #21-26 are popular in conference papers. Table 14 lists papers most frequently cited by DKE authors along with their citation burst rates, betweenness centrality scores in a document co-citation network to be explained shortly, and the citation half-life, which is the number of years taken for a particular paper to receive half of its current citations. The most cited paper is the 1976 ER paper by Chen, PPS, cited by 50 DKE papers. It also has the highest centrality score of 0.78, which underlines the profound impact of the paper on the research community. The one with the most abrupt burst citation pattern is the 1991 book by Rumbaugh et al. on object-oriented modeling and design. A closer examination of citations to Chen's 1976 paper revealed that the citation count of 50 considerably underestimated the real citations due to the diverse range of discrepancies in ways the same reference appeared in DKE papers. We verified the entries listed in Table 15 and found that they were all wrongly entered one way or another and they are all supposed to be the same reference. For example, the initials were entered as P, PP, or PPS. The journal title of ACM Transactions on Database Systems was coded in at least four different ways. The year of publication 1976 might be missing. The correct page numbers are pages 9-36, but we see P1, P2, as well as the correct P9. Furthermore, pages P96, P166, and P471 were nowhere found in the transactions' volume 1.
DKE Papers
Most Cited DKE Papers
A more accurate citation count should be 65. In this study, however, we decided not to take the extra data cleaning step. Thus, the numbers shown in this paper are lower bounds of true numbers. 
Thematic Trends by Citation
Citation bursts of papers provide concrete indicators of emerging themes as well as themes that were once highly active to DKE authors. Table 16 lists the burst rates of references cited by DKE papers in chronological order based on the WoS dataset (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) . The pioneering paper by Chen, PPS in 1976 was found to have a 5-year time span of citation burst between 1994 and 1998. The second earliest item on the list is Salton's information retrieval book published in 1983. It is interesting to note it was not until 2006 a citation burst was detected, suggesting a new and ongoing information retrieval trend in DKE. Citations to Rumbaugh et al.'s book on object-oriented modeling and design were peaked during 1995-1997. The most recent strong citation trend is associated with Agrawal and Srikant's 1994 VLDB paper on fast algorithms for finding association rules. The pattern was detected since 2005, which echoes the data mining theme identified by our analysis of conceptual structures with the burst patterns of keywords and noun phrases as well as latent semantic dimensions identified by LSA and pLSA. Figure 16 shows a document co-citation network derived from the collective citing behavior of the DKE authors as a whole. The network was generated based on the WoS dataset (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) . It consists of 646 papers that have been cited by two or more DKE papers. It also contains 3,945 co-citation links. Each co-citation link between references A and B represents at least two co-citation instances of the pair. Citations made in earlier years are shown in blue and green rings, mid-range years in yellow, and recent years in light brown and orange. Similarly, the colors of co-citation links depict the earliest year in which the connection was made for the first time. For example, it is quite possible that papers published in the 1980s were not co-cited until 1990s. Nodes with red rings are papers with strong citation burst patterns. Nodes with purple rings are known as pivotal point papers because they have high betweenness centrality scores. They are the brokers or bridges that connect different parts of the network together. Once again, notable papers such as the Chen's 1976 paper, Rumbaugh et al.'s 1991 book, and Agrawal's 1994 paper are featured prominently in the visualized network. In addition to the large and highly connected area in the center of the network, there are more than dozen of distinct clusters. The colors of these clusters indicate when they are mostly cited in DKE papers. For example, we can see a dense cluster in orange right next to the red circle of Agrawal's 1994 paper. Since we know that Agrawal's paper is experiencing a period of burst since 2005, thus the orange cluster identifies the group of papers that form the basis of the trend. We can further predict that this is likely to be a cluster of data mining papers. The visualization also provides a visual confirmation of the breadth and depth of the DKE topics over the years. 
Document Co-Citation Networks
Discussions and Conclusions
We have analyzed the structure and dynamics of thematic trends, semantic clusters, and citation networks of DKE papers . We have examined the 24-year history of DKE from multiple perspectives through a wide range of units of analysis and interrelationships across different types of units:
• citing authors as contributors to DKE • cited authors as people whose work has influenced DKE authors • author assigned DKE paper keywords as content descriptors at macroscopic levels • noun phrases extracted from the titles and abstracts of DKE papers as the potential indicators of contents • clusters of single-and multiple-word terms • clusters of DKE papers • clusters of author assigned keywords • relationships between noun phrases and author assigned keywords • papers published in DKE • papers cited by DKE papers
We have identified a variety of thematic trends. Some of them are still going strong, whereas others peaked years ago. We have also identified structural and temporal patterns across multiple levels of aggregation, ranging from terms in text to papers and to clusters of papers. In terms of methodologies, we have found that noun phrase-based analyses detected more timely patterns than author assigned keywords. We highlight some major conclusions about DKE as follows. The contributing research community to DKE is a well-connected social network containing long chains of collaborating authors. The 1976 entity-relationship model paper by Chen has a central place in the DKE citation image, cited by 65 DKE papers. The concept of entity-relationship modeling is an integral part of the conceptual structure. DKE has a diverse and dynamic landscape of topics and trends. Over the last 24 years, the journal has provided a forum for the forefront of research. The forum is rich in persistent and transient trends. For example, DKE is evidently revealing some emerging trends in areas of data mining and ontologies. There is also an XML-centered trend in connection to topics such as the World Wide Web and data warehousing. In addition, our analysis has identified trends that peaked in the past, including deductive databases, relational databases, and object-oriented databases. DKE has provided its research community a vibrating and stimulating platform for the last 24 years. It gives researchers a unifying forum to showcase their best work in fields concerning data and knowledge engineering.
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