Partial regularity and singular set of solutions to second order parabolic systems  by Leone, C. et al.
J. Math. Anal. Appl. 341 (2008) 931–952
www.elsevier.com/locate/jmaa
Partial regularity and singular set of solutions to second order
parabolic systems
C. Leone a,∗, G. Pisante b, A. Verde a
a Dipartimento di Matematica e Applicazioni, Università degli Studi “Federico II” di Napoli, via Cinthia, 80126 Napoli, Italy
b Dipartimento di Matematica, Seconda Università degli Studi di Napoli, via Vivaldi 43, 81100 Caserta, Italy
Received 9 May 2007
Available online 7 November 2007
Submitted by A. Cianchi
Abstract
In this paper we deal with the study of regularity properties of weak solutions to nonlinear, second-order parabolic systems of
the type
ut − divA(Du) = 0, (x, t) ∈ Ω × (−T ,0) = ΩT ,
where Ω ⊂ Rn is a bounded domain, T > 0, A : RnN → RN and u : ΩT → RN . In particular we provide higher fractional
differentiability, partial regularity and estimates for the dimension of the singular sets of weak solutions under minimal regularity
hypotheses on A.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this work is to give, under minimal regularity assumptions on the vector field A, a complete study of
regularity properties of weak solutions to the following nonlinear, second-order parabolic systems
ut − divA(Du) = 0, (x, t) ∈ Ω × (−T ,0) = ΩT , (1.1)
where Ω ⊂ Rn is a bounded domain, T > 0, A : RnN → RnN and u : ΩT → RN . Here we shall consider the vector
field A satisfying the following linear growth condition∣∣A(ξ)∣∣ L(1 + |ξ |), ∀ξ ∈RnN . (H1)
When dealing with regularity properties of weak solutions to systems of partial differential equations, usually
we investigate three main questions: higher integrability, higher differentiability and partial Hölder continuity of the
solutions.
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linear systems the regularity theory was developed mainly assuming special structure on the operator A (see, for
example, [1,2,20]) or an a priori regularity on u, boundedness or even Hölder regularity (see [19]). As far as we know
the minimal assumptions under which a complete study of regularity properties for non a priori regular weak solu-
tions of parabolic systems with linear growth were considered by Duzaar and Mingione in [7], where they consider
continuously differentiable fields A with uniformly bounded derivatives.
The issue of higher integrability was studied recently by Kinnunen and Lewis [14] and Misawa [20] for evolutional
p-Laplacian systems, and, under the only hypotheses of monotonicity and growth condition on the continuous vector
field A, is faced in [21] where, using fine Lp-estimates and an approximation procedure, the spatial gradient Du is
proved to be in L2+
4
n
loc (ΩT ;RnN). Let us remark that, even in the stationary case, we cannot expect Lipschitz regularity
of weak solutions for systems if we do not assume additional hypotheses on the structure of A.
In this paper we focus our attention on higher differentiability and partial regularity.
Concerning the first question, we should specify what we mean by higher differentiability in our framework. We are
interested in studying fractional Sobolev derivatives of Du, in other words we want to investigate the higher degree of
fractional differentiability of Du(t, x) in the time and in the space variable. In a recent paper Duzaar and Mingione [7]
addressed this question considering general vector fields A depending also on (t, x,u) but under stronger regularity
assumptions. Indeed they prove that if A is continuous differentiable with respect to ξ , with uniformly bounded
derivative, then a weak solution u of (1.1) has the spatial gradient Du belonging to a parabolic fractional Sobolev
space Wγ,
γ
2 ,2 with the exponent γ depending on the regularity of A with respect to the lower order variables (t, x,u)
(for the notations on fractional Sobolev spaces we refer to next section). Here we prove, dealing with systems that does
not depend on (t, x,u), that the existence of the derivatives of A(ξ) is not necessary to gain this kind of regularity,
indeed, our main result in this direction ensure that, if A satisfies the condition (H1) and〈
A(ξ1)−A(ξ2), ξ1 − ξ2
〉
 ν|ξ1 − ξ2|2, ∀ξ1, ξ2 ∈RnN , (H2)
and u is a weak solution of (1.1), then Du ∈ Wα,θ,2 for every α ∈ (0,1), θ ∈ (0, 13 ) (see Section 3 for a detailed
discussion).
When dealing with nondifferentiable vector fields, usually the main tool is a clever integration by part technique,
whose origin goes back to the pioneering work of Fonseca–Fusco [12] where they observed that the local Lipschitz
regularity estimates for minimizers of uniformly elliptic variational problems does not depend on the growth of the
Hessian of the integrand, opening the way for a huge literature on the regularity of solutions for nonregular elliptic
problems (see, for instance, [3,11,13]). This is also our starting point, which we combine with the higher differentia-
bility result from [21], a fractional different quotient method and an iteration procedure.
The second part of the paper is devoted to the study of the partial Hölder regularity of Du. In dealing with this issue,
we need to impose some more restrictive assumptions on A in order to get the right characterization of the regular
point of Du. Indeed we assume A ∈ C1(RnN ;RN). Under this regularity hypothesis, we prove that, if A satisfies the
linear growth condition (H1) and the classical ellipticity〈
DA(ξ)ξ1, ξ1
〉
 ν|ξ1|2, ∀ξ, ξ1 ∈RnN , (H2)′
and u is a weak solution of (1.1), then for any β ∈ (0,1), Du is almost everywhere Hölder continuous with exponent
β in the parabolic metric of Rn+1 (cf. Theorem 3).
The partial regularity result is obtained using a linearization argument based on the A-caloric approximation
lemma, introduced in the parabolic setting in [7]. In the elliptic setting, the application of the so-called harmonic
approximation to prove regularity theorems goes back to Simon [22,23] and later widely exploited for instance in
[9,10]. This approach together with a truncation argument and an averaging method inspired by [26], allows us to
conclude that the singular set of u, Σ , i.e. the complement of the set of points where Du is Hölder continuous, is of
Lebesgue measure zero.
It is worth to note that everywhere regularity can be obtained only assuming very special structures (see, for
instance, [6,19] for p-Laplacian type systems), otherwise it fails in general (see [24,25,27] for counterexamples).
Once we have the right characterizations of the singular set of u and the higher fractional differentiability, it is not
difficult to give an estimate on the parabolic Hausdorff dimension on the singular set (see, for example, [4,7] for the
regular case). Indeed under the hypotheses (H1) and (H2)′ we can prove that dimP (Σ) n+ 2 .3
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imation lemma for p-growing systems developed in [8] will be used.
2. Preliminary notations and definitions
Here we fix the notations usually used when dealing with parabolic problems, for a more detailed treatment we
refer to the texts [6,17] and the reference therein.
In the following Ω will denote a bounded domain ofRn and T > 0 a real number. For (x0, t0) ∈ ΩT = Ω×(−T ,0),
we let
BR(x0) =
{
x ∈ Rn: |x − x0| <R
}
,
QR(z0) = QR(x0, t0) = BR(x0)×
(
t0 −R2, t0
)
.
With the symbol ∂pΩT we mean the parabolic boundary of ΩT . The symbol c will always denote a positive constant,
possibly varying from line to line; the relevant connections with other quantities will be highlighted when necessary.
Now we recall the basic definitions of the functional spaces where solutions of parabolic equations in divergence form
are typically found. These spaces of functions depending on (t, x) ∈ ΩT are characterized by the property to exhibit
different regularity in the space and time variables. Let q, r  1. A function f measurable in ΩT belongs to
Lq,r (ΩT ) = Lr
(
0, T ;Lq(Ω))
if
‖f ‖q,r;ΩT =
( T∫
0
( ∫
Ω
|f |q dx
) r
q
dτ
) 1
r
< ∞.
Analogous definition can be given letting other spaces play the role played by Lp in the above definition. We
will indeed consider the spaces Cloc(−T ,0;L2loc(Ω)), Lploc(−T ,0;W 1,p(Ω,RN)) and others, whose notation is self
explanatory.
Definition 1. A weak solution of (1.1) is a function u ∈ Cloc(−T ,0;L2loc(Ω))∩L2loc(−T ,0;W 1,2(Ω,RN)) such that∫
ΩT
(
uφt −A(Du)Dφ
)
dz = 0 (2.1)
for all test function φ ∈ W 1,20 (−T ,0;L2(Ω,RN))∩L2(−T ,0;W 1,20 (Ω,RN)).
Following [6] (see also [17]) we recall the definitions of the Steklov averages that allow us to restate Definition 1 in
an equivalent way. For f ∈ L1(ΩT ) and 0 < h< T , the Steklov averages fh and fh¯ of f are defined for all t ∈ (−T ,0)
by
fh(x, t) :=
{ 1
h
∫ t+h
t
f (x, s) ds, if t ∈ (−T ,−h),
0, if t > −h,
respectively
fh¯(x, t) :=
{ 1
h
∫ t
t−h f (x, s) ds, if t ∈ (−T + h,0),
0, if t < −T + h.
These averaging in time give us a good approximations for f and for its different quotients in time. Indeed for a.e.
(x, t) ∈ Ω × (−T ,−h) and for a.e. (x, t) ∈ Ω × (−T + h,0), the following properties holds
∂fh
∂t
= 1
h
(
f (x, t + h)− f (x, t)), ∂fh¯
∂t
= 1
h
(
f (x, t)− f (x, t − h)).
Moreover it is easily seen that if f ∈ Lq,r (ΩT ), then as h → 0, fh → f in Lq,r (ΩT−ε) for every ε ∈ (0, T ) and if
f ∈ C(0, T ;Lq(Ω)), then as h → 0, fh(·, t) → f (·, t) in Lq(Ω) for every t ∈ (−T + ε,0) and ε ∈ (0, T ). Clearly
a similar result holds for f ¯ .h
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Definition 2. A function u ∈ Cloc(−T ,0;L2loc(Ω))∩L2loc(−T ,0;W 1,2(Ω,RN)) is a solution of (1.1) if∫
Ω
(
∂t (uh)φ +
[
A(Du)
]
h
Dφ
)
dz = 0, ∀φ ∈ W 1,20
(
Ω,RN
)
. (2.2)
The equivalence between the two definitions can be easily proved using the convergence properties of Steklov
averages.
Now we recall the definition of parabolic fractional Sobolev spaces (we refer to [17] for details). A function
u ∈ L2(QT ,RN) belongs to the fractional Sobolev space Wα,θ;2(QT ,RN), α, θ ∈ (0,1), provided
0∫
−T
∫
Ω
∫
Ω
|u(x, t)− u(y, t)|2
|x − y|n+2α dx dy dt +
∫
Ω
0∫
−T
0∫
−T
|u(x, t)− u(x, s)|2
|t − s|1+2θ dt ds dx =: [u]α,θ;QT < ∞.
In the next proposition we recall the parabolic version of the well-known relation between Nikolski spaces and
Fractional Sobolev spaces. This result gives us sufficient conditions on increments for a function u being in
Wα,θ;2(QT ,RN) (see Proposition 3.4 in [7] or [18] for an elliptic version).
Proposition 1. Let u ∈ L2(QT ,RN). Suppose that∫
Q˜
∣∣u(x, t + h)− u(x, t)∣∣2 dx dt  c1|h|2θ , θ ∈ (0,1),
where Q˜ := Ω˜ × (−T + d,−d) and Ω˜ Ω , for every h ∈R such that |h|min{d,A}, where d ∈ (0, T8 ), A> 0 are
positive constants. Then there exists a constant c˜1 = c˜1(θ, γ, d,A, c1,‖u‖L2(QT ) ) > 0 such that∫
Ω˜
−d∫
−T+d
−d∫
−T+d
|u(x, t)− u(x, s)|2
|t − s|1+2γ dt ds dx  c˜1, ∀γ ∈ (0, θ).
Moreover, suppose that∫
Q˜
∣∣u(x + hes, t)− u(x, t)∣∣2 dx dt  c2|h|2θ , θ ∈ (0,1),
for every |h|min{dist(Ω˜, ∂Ω),A}, ∀s ∈ {1,2, . . . , n}, where {es}1sn is the standard basis of Rn. Then for every
B  Ω˜ there exists a constant c˜2 = c˜2(n, θ, γ,A, c2,dist(Ω˜, ∂Ω),dist(B, ∂Ω˜),‖u‖L2(QT )) such that
−d∫
−T+d
∫
B
∫
B
|u(x, t)− u(y, t)|2
|x − y|n+2γ dx dy dt  c˜2, ∀γ ∈ (0, θ).
These spaces will be useful to prove the bound on the parabolic Hausdorff dimension for the singular set of a weak
solution to (1.1). With this aim in mind, we define for s ∈ [0, n+ 2] and F ⊂Rn+1
Pδs (F ) := inf
{ ∞∑
i=1
Rsi : F ⊂
∞⋃
i=1
QRi (xi, ti), Ri  δ
}
, Ps(F ) := sup
δ>0
Pδs (F ).
The parabolic Hausdorff dimension is defined as
dimP (F ) := inf
{
s > 0: Ps(F ) = 0
}= sup{s > 0: Ps(F ) = ∞}.
In particular we will use the following proposition, which is a consequence of a parabolic version of the classical
Giusti’s lemma (see [7]).
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A :=
{
z0 ∈ QT : lim inf
ρ↓0
∫
Qρ(z0)
∣∣u− (u)z0,ρ∣∣dz > 0
}
,
B :=
{
z0 ∈ QT : lim sup
ρ↓0
∣∣(u)z0,ρ∣∣= ∞}.
Then
dimP (A) n+ 2 − 2β, dimP (B) n+ 2 − 2β.
3. Fractional differentiability of Du
In this section we will assume that A :RnN →RnN is a continuous vector field satisfying the following monotonic-
ity and growth assumptions:∣∣A(ξ)∣∣ L(1 + |ξ |), ∀ξ ∈RnN , (H1)〈
A(ξ1)−A(ξ2), ξ1 − ξ2
〉
 ν|ξ1 − ξ2|2, ∀ξ1, ξ2 ∈RnN . (H2)
The main result of this section is summarized in the following theorem.
Theorem 1. Let u ∈ L2(QT ,RN) be a weak solution of (1.1) under the hypotheses (H1) and (H2). Then Du ∈
W
α,θ;2
loc (QT ,R
nN), ∀θ ∈ (0, 13 ), α ∈ (0,1).
The proof will consist of different steps. First we note that by Proposition 1 it is enough to prove the following
estimates∫
Q˜
|τhDu|2 dz c1|h|ζ , ζ ∈
(
0,
2
3
)
, (3.1)
∫
Q˜
∣∣τ shDu∣∣2 dz c2|h|2, (3.2)
where we have denoted by τh and τ sh the increment in the time direction and in the es direction respectively, i.e.
τhv(x, t) = v(x, t + h)− v(x, t), τ shv(x, t) = v(x + hes, t)− v(x, t).
The previous inequalities (3.1) and (3.2) correspond to a fractional time derivative and a fractional space derivative in
the es direction.
The estimate (3.2) is a direct consequence of the following higher differentiability result proved in [21].
Theorem 2. Let N  1, u be an energy solution of (1.1) and A satisfies∣∣A(ξ)∣∣ L(μ2 + |ξ |2) p−12 , ∀ξ ∈RnN ,〈
A(ξ1)−A(ξ2), ξ1 − ξ2
〉
 ν
(
μ2 + (|ξ1| + |ξ2|)2) p−22 |ξ1 − ξ2|2, ∀ξ1, ξ2 ∈RnN ,
with p  2 and μ  0. Then Du ∈ Lsloc(ΩT ), where s = p + 4n if n > 2 and s ∈ [1,∞) is any arbitrary number if
n = 2. Moreover D[(μ2 + |Du|2) p−24 Du] ∈ L2loc(ΩT ) and for each concentric parabolic cylinders Qρ ⊂ QR , thefollowing a priori estimates are verified∫
Q
(
μ2 + |Du|2) s2 dz [ c
(R − ρ)2
∫
Q
(
μ2 + |Du|2) p2 dz + c
(R − ρ)2
]1+ 2
n
,ρ R
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Qρ
∣∣∣∣D
[(
μ2 + |Du|2) p−24 Du]∣∣∣∣2 dz c(R − ρ)2
∫
QR
(
μ2 + |Du|2) p2 dz + c
(R − ρ)2 .
Before giving the proof of (3.1) let us give an outline of the method used to obtain it.
We start from a well-known property of the time derivative that in practice allows us to estimate locally the L2
norm of τhu in terms of a linear function of |h|. This result will be used to estimate locally the L2 norm of τhDu with
a 12 -growth function of |h|. It turns out that the estimate on τhDu can be used to improve the first estimate on τhu and
an iteration procedure can be carried out to obtain the desired estimate.
The proof of the following lemma is quite standard (see, for example, [7]), anyway we sketch it since it will be
used heavily in the iteration procedure.
Lemma 1. Let u ∈ L2(−T ,0;W 1,2(Ω,RN)) be a weak solution of (1.1), under the only hypothesis (H1). Let (t0, t1)
(−T ,0) and η ∈ C∞0 (Ω) a cut-off function with suppη Ω . Then, whenever 0 < |h|  12 min{|t1|, T − |t0|,1}, thefollowing estimate holds
t1∫
t0
∫
Ω
η2
∣∣τhu(x, t)∣∣2 dx dt  c(|h|‖η‖2L∞ + |h|2‖∇η‖2∞)
∫
QT
(
1 + |Du|2)dz,
where c = c(L).
Proof. We can restrict ourself to the case h > 0, the proof in the other one being the same using uh instead of uh.
Using η2τhu as test function in the Steklov-averages formulation of (1.1) and integrating with respect to t in the
interval (t0, t1), we obtain
t1∫
t0
∫
Ω
η2
|τhu|2
h
dx dt = −
t1∫
t0
∫
Ω
[
A(Du)
]
h
(
2η∇η ⊗ τhu+ η2Dτhu
)
dx dt =: I + II. (3.3)
Then we estimate I using (H1) and Young’s inequality
|I | 1
2
t1∫
t0
∫
Ω
η2
|τhu|2
h
dx dt + 2L2‖∇η‖2∞h
∫
QT
(
1 + |Du|)2 dz.
As far as the second term is concerned, it can be estimated as follows
|II|
( t1∫
t0
∫
Ω
η2
∣∣[A(Du)]
h
∣∣2 dx dt
) 1
2
( t1∫
t0
∫
Ω
η2|Dτhu|2 dx dt
) 1
2
 2L
(
‖η‖2∞
t1+h∫
t0
∫
Ω
η2
(
1 + |Du|)2 dx dt
) 1
2
( t1+h∫
t0
∫
Ω
η4|Du|2 dx dt
) 1
2
 2L‖η‖2∞
t1+h∫
t0
∫
Ω
(
1 + |Du|)2 dx dt
 2L‖η‖2∞
∫
QT
(
1 + |Du|)2 dz. (3.4)
Combining the estimates for I and II with (3.3) we finally get
t1∫
t
∫
η2
|τhu|2
h
dx dt  C(L)
(‖η‖2∞ + ‖∇η‖2∞|h|)
∫ (
1 + |Du|2)dz. 0 Ω QT
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Corollary 1. Let u ∈ L2(−T ,0;W 1,2(Ω,RN)) be a weak solution of (1.1), under the only hypothesis (H1). Let
(t0, t1) (−T ,0) and Ω˜ Ω . Then whenever 0 < |h| 12 min{|t1|, T − |t0|,1}, the following estimate holds
t1∫
t0
∫
Ω˜
∣∣τhu(x, t)∣∣2 dx dt  c|h| ∫
QT
(
1 + |Du|2)dz, (3.5)
where c = c(L,dist(Ω˜, ∂Ω)).
In the following lemma we give a preliminary estimate for the time derivative of the gradient of a weak solution
of (1.1), that will be the starting point for the iteration procedure which will lead us to prove (3.1).
Lemma 2 (Fractional time derivative of Du). Let u ∈ L2(−T ,0;W 1,2(Ω,RN)) be a weak solution of (1.1), under the
hypotheses (H1), (H2). Let (t0, t1) (−T ,0) and η ∈ C∞0 (Ω) a cut-off function with suppηΩ . Then there exists a
constant c(L, ν,dist (supp(η), ∂Ω), t0, t1) such that, whenever 0 < |h|  12 min{|t1|, T − |t0|,1,dist (supp(η), ∂Ω)},
the following estimate holds
t1∫
t0
∫
Ω
|τ−hDu|2η2 dx dt  c|h| 12
∫
QT
(
1 + |Du|)2 dz. (3.6)
Proof. We start from the Steklov-average formulation of (1.1)∫
Ω
(
∂t (uλ)φ +
[
A(Du)
]
λ
Dφ
)
dx = 0, ∀φ ∈ W 1,20
(
Ω,RN
)
. (3.7)
Letting l ∈ (−T ,0), we take χε :R→ [0,1] the continuous piecewise affine function approximating the character-
istic function of (−∞, l) defined by
χε(t) =
⎧⎨
⎩
1, t ∈ (−∞, l),
l+ε−t
ε
, t ∈ [l, l + ε],
0, t ∈ (l + ε,∞),
and ζ(t), η(x) are cut-off functions in the time and space variables respectively such that ζ(t) = 1 for t ∈ (t0, t1) with
supp(ζ ) ⊂ (t˜0, t˜1) where t˜0 = −T+t02 and t˜1 = t12 .
Using φ(x, t) = −τh(η2(x)ζ 2(t)χε(t)τ−huλ(t, x)) in (3.7) we have, integrating in time,
0∫
−T
∫
Ω
(
∂t (uλ)τh
(−η2ζ 2χετ−huλ)+ [A(Du)]λD(τh(−η2ζ 2χετ−huλ)))dx dt = 0. (3.8)
In order to treat the first term of (3.8), we note that
∂t
(|τ−huλ|2η2ζ 2χε)= 2τ−huλ∂t (τ−huλ)η2ζ 2χε + 2|τ−huλ|2η2ζ ′ζχε + |τ−huλ|2η2ζ 2χ ′ε (3.9)
and we recall that if f and g are functions defined in (a, b) ⊂ R and one of them has compact support in (a, b)|h| =
{t ∈ (a, b): dist(t, ∂(a, b)) > |h|}, then
b∫
a
f τhg dt =
b∫
a
(τ−hf )g dt.
We are allowed to rewrite the first term of (3.8) as
I = −
0∫ ∫
∂t (τ−huλ)η2ζ 2χετ−h(uλ) dx dt.
−T Ω
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I = 1
2
0∫
−T
∫
Ω
|τ−huλ|2η2ζ 2χ ′ε dx dt
︸ ︷︷ ︸
I1
+
0∫
−T
∫
Ω
|τ−huλ|2η2ζ ′ζχε dx dt
︸ ︷︷ ︸
I2
− 1
2
0∫
−T
∫
Ω
∂t
(|τ−huλ|2η2ζ 2χε)dx dt
︸ ︷︷ ︸
I3
.
Now we observe that I3 = 0, ζ being with compact support in (−T ,0). Moreover, by definition of χε ,
I1 = −12
l+ε∫
l
∫
Ω
|τ−huλ|2η2ζ 2 dx dt.
With the previous considerations we got rid of the time derivative of uλ in (3.8) and we can pass to the limit for λ → 0
to obtain
−1
2
l+ε∫
l
∫
Ω
|τ−hu|2η2ζ 2 dx dt +
∫
QT
|τ−hu|2η2ζ ′ζχε dx dt +
∫
QT
A(Du)D
(
τh
(−η2ζ 2χετ−hu))dz
︸ ︷︷ ︸
J
= 0. (3.10)
Let us now estimate J . First we write
J =
∫
QT
A(Du)τh
(−2ηDη ⊗ ζ 2χετ−hu− η2ζ 2χετ−hDu)dz
= −
∫
QT
A(Du)τh
(
2ηDη ⊗ ζ 2χετ−hu
)
dz
︸ ︷︷ ︸
J1
−
∫
QT
τ−h
[
A(Du)
]
η2ζ 2χετ−hDudz
︸ ︷︷ ︸
J2
.
Then we note that J2 can be estimate via monotonicity argument, indeed
τ−h
[
A(Du)
]
τ−hDu =
〈
A
(
Du(x, t)
)−A(Du(x, t − h);Du(x, t)−Du(x, t − h))〉 ν|τ−hDu|2
and so
J2  ν
0∫
−T
∫
Ω
|τ−hDu|2η2ζ 2χε dx dt.
Concerning J1, we can write, in virtue of Corollary 1, that
|J1|
∣∣∣∣∣
0∫
−T
∫
Ω
A(Du)2ηDη ⊗ ζ 2(t + h)χε(t + h)τh(τ−hu)dx dt
∣∣∣∣∣
+
∣∣∣∣∣
0∫
−T
∫
Ω
A(Du)2ηDη ⊗ τh
(
ζ 2χε
)
τ−hudx dt
∣∣∣∣∣
 c
t˜1+h∫
t˜0
∫
Ω˜
(
1 + |Du|)‖Dη‖∞∣∣τh(τ−hu)∣∣dx dt + c
t˜1+h∫
t˜0
∫
Ω˜
(
1 + |Du|)‖Dη‖∞|τ−hu|dx dt
 c
( t˜1+h∫ ∫ (
1 + |Du|)2 dx dt
) 1
2
( t˜1+2h∫ ∫
|τ−hu|2 dx dt
) 1
2t˜0 Ω˜ t˜0 Ω˜
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(∫
QT
(
1 + |Du|)2 dx dt
) 1
2
,
where we have used the elementary estimate
t˜1∫
t˜0
∫
Ω
|τhf |dx dt  2
t˜1+h∫
t˜0
∫
Ω
|f |dx dt.
Finally, since
1
2
l+ε∫
l
∫
Ω
|τ−hu|2η2ζ 2 dx dt  0,
from (3.10), applying again Corollary 1 we get
0∫
−T
∫
Ω
|τ−hDu|2η2ζ 2χε dx dt  c|h| 12
( ∫
QT
(
1 + |Du|)2 dx dt
) 1
2
+ c
∫
QT
|τ−hu|2η2ζ ′ζχε dx dt
 c|h| 12
( ∫
QT
(
1 + |Du|)2 dx dt
) 1
2
+ c |h|
∫
QT
(
1 + |Du|)2 dz
 c|h| 12
∫
QT
(
1 + |Du|)2 dz,
with c = c(‖Dη‖∞,‖ζ ′‖∞). The result follows from the previous inequality using the properties of ζ and η and
letting ε and l tend to zero. 
Now we come back to the proof of Lemma 1 and we observe that we can use (3.6) to improve the estimate of |II|
in (3.4) as follows
|II|
( t1∫
t0
∫
Ω
η2
∣∣[A(Du)]
h
∣∣2 dx dt
) 1
2
( t1∫
t0
∫
Ω
η2|τhDu|2 dx dt
) 1
2
 c|h| 14 ‖η‖2∞
∫
QT
(
1 + |Du|)2 dz.
This implies that in the same hypotheses of Corollary 1 we have the better estimate
t1∫
t0
∫
Ω˜
∣∣τhu(x, t)∣∣2 dx dt  c2|h|1+ 14 ∫
QT
(
1 + |Du|2)dz, (3.11)
with c2 = c2(‖Dη‖2∞,‖ζ ′‖2∞).
We can use (3.11) instead of (3.5) in the proof of Lemma 2 to infer first that (under the hypothesis of Lemma 2)
t1∫
t0
∫
Ω
|τ−hDu|2η2 dx dt  c2 |h|(1+ 14 ) 12
∫
QT
(
1 + |Du|)2 dz
and then to start the iteration procedure and to conclude that
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t0
∫
Ω
|τ−hDu|2η2 dx dt  ck |h|ak
∫
QT
(
1 + |Du|)2 dz (3.12)
where ak is defined recursively by a0 = 12 , ak = (1 + ak−12 ) 12 and ck = ck(‖Dη‖k∞,‖ζ ′‖k∞). Since ak → 23 from (3.12)
we infer (3.1).
4. Partial regularity
In this section we prove the partial Hölder regularity of weak solution of (1.1). The proof will be divided in different
steps that we have organized in subsections.
We will assume that A :RnN →RnN is a C1 vector field satisfying (H1) and the following ellipticity estimate:〈
DA(ξ)ξ1, ξ1
〉
 ν|ξ1|2, ∀ξ, ξ1 ∈RnN . (H2)′
In the sequel we will indicate with ω(t, s) the quadratically concave local modulus of continuity of ∂A
∂ξ
, i.e. the
function ω : [0,∞) × [0,∞) → [0,∞) with ω(t,0) = 0 for all t such that t → ω(t, s) is nondecreasing for fixed s,
s → ω(t, s)2 is concave and nondecreasing for fixed t , and such that∣∣∣∣∂A∂ξ (ξ)− ∂A∂ξ (ξ0)
∣∣∣∣ ω(M, |ξ − ξ0|2) (4.1)
for any ξ, ξ0 ∈RnN , whenever |ξ | + |ξ − ξ0|M .
Let us remark that the existence of ω(t, s) is an easy consequence of the continuity of ∂A
∂ξ
, which trivially implies
also ∣∣∣∣∂A∂ξ (ξ)
∣∣∣∣KM, ∀ξ ∈ BM(0). (H3)
Our main result is the following theorem.
Theorem 3. Let β ∈ (0, 23 ), u ∈ L2(−T ,0;W 1,2(Ω,RN)) be a weak solution to the system (1.1) under the assumption
(H1) and (H2)′. Denote by R0 the set of regular points of u in QT , i.e.
R0 :=
{
z ∈ QT : Du ∈ Cβ, β2
(
A;RnN ), A(⊂ QT ) is a neighborhood of z}.
Then
1. R0 is an open subset of QT with full measure, therefore Du is almost everywhere Hölder continuous, i.e.
Du ∈ Cβ, β2 (R0;RnN ) with |QT \R0| = 0.
2. If we denote by Σ the singular set of u, Σ := QT \R0 we have that
dimP (Σ) n+ 23 .
We recall that the space Cβ,
β
2 (A) is the space of functions which are Hölder continuous with exponent β with
respect to the parabolic metric in Rn+1
distP
(
(x, t), (x0, t0)
) :=√|x − x0|2 + |t − t0|
or equivalently, which are Hölder continuous with exponent β with respect to the space variable x and with exponent
β
with respect to the time variable t .2
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Here we state the A-caloric approximation lemma, that will be one of the main tools in proving our result. Let A a
strongly elliptic bilinear form on RnN with ellipticity constant λ > 0 and upper bound Λ> 0, i.e.
λ|p|2 A(ξ, ξ), A(ξ, ξ1)Λ|ξ ||ξ1|, ∀ξ, ξ1 ∈RnN .
We recall that a function h ∈ L2(t0 − ρ2, t0;W 1,2(Bρ(x0),RN)) is A-caloric on Qρ(z0) if it satisfies∫
Qρ(z0)
(
hϕt −A(Dh,Dϕ)
)
dz = 0, ∀ϕ ∈ C∞0
(
Qρ(z0),R
N
)
.
The following lemma can be found in [7].
Lemma 3. There exists a positive function δ(n,N,λ,Λ, ) 1 with the following property: Whenever A is a bilinear
form on RnN which is strongly elliptic with ellipticity constant λ > 0 and upper bound Λ,  is a positive number, and
u ∈ L2(t0 − ρ2, t0;W 1,2(Bρ(x0),RN)) with
ρ−2
∫
Qρ(z0)
|u|2 dz +
∫
Qρ(z0)
|Du|2 dz 1
is approximatively A-caloric in the sense that∣∣∣∣
∫
Qρ(z0)
(
uϕt −A(Du,Dϕ)
)
dz
∣∣∣∣ δ sup
Qρ(z0)
|Dϕ|, ∀ϕ ∈ C∞0
(
Qρ(z0),R
N
)
,
then there exists a function h ∈ L2(t0 − ρ2, t0;W 1,2(Bρ(x0),RN)) an A-caloric on Qρ(z0) such that
ρ−2
∫
Qρ(z0)
|h|2 dz +
∫
Qρ(z0)
|Dh|2 dz 1 and ρ−2
∫
Qρ(z0)
|u− h|2 dz .
4.2. A Caccioppoli type inequality
Here we give a suitable Caccioppoli type estimate for weak solution of (1.1), we remark that the use of a truncation
argument allows us to avoid the uniform bound of the derivatives of A, which was a necessary hypothesis in this kind
of results.
Lemma 4. Let u be a weak solution of (1.1) with A satisfying (H1) and (H2)′, then for any M > 0, any affine function
(z) = (x) independent of t and satisfying |D|M and any Qρ(z0)QT with ρ  1 the following estimate holds∫
Qρ
2 (z0)
|Du−D|2 dz CCacc
( ∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz
)
where the constant CCacc depends only on ν, L, and M .
Proof. The following calculations will be a bit sloppy. To proceed in a rigorous way, one should use a smoothing
procedure in time via a family of nonnegative mollifying functions or via Steklov averages. We take the test function
φ = η2ζ 2(u − ), where η ∈ C10(Bρ(x0)) is a cut-off function in space such that 0  η  1, η = 1 in Bρ/2(x0) and
|Dη| 4ρ−1 while ζ ∈ C1(R) is a cut-off function in time such that, with 0 <  < ρ2/4 being arbitrary⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ζ = 1, on (t0 − ρ2/4, t0 − 2),
ζ = 0, on (−∞, t0 − ρ2)∪ (t0,∞),
0 ζ  1, on R,
ζt  0, on (t0 − ρ2/4,∞),
2 2 2|ζt | 3/ρ , on (t0 − ρ , t0 − ρ /4).
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Qρ(z0)
A(Du)D(u− )ζ 2η2 dz = −2
∫
Qρ(z0)
A(Du)ζ 2η∇η ⊗ (u− ) dz +
∫
Qρ(z0)
u∂tφ dz.
We further have
−
∫
Qρ(z0)
A(D)D(u− )ζ 2η2 dz = 2
∫
Qρ(z0)
A(D)ζ 2η∇η ⊗ (u− ) dz.
Adding the last two equations and using also that t = 0 we deduce∫
Qρ(z0)
(
A(Du)−A(D))D(u− )ζ 2η2 dz
= −2
∫
Qρ(z0)
(
A(Du)−A(D))ζ 2η∇η ⊗ (u− ) dz + ∫
Qρ(z0)
(u− )∂tφ dz
= I + II.
Let us estimate I . We can write
I =
∫
S1
(. . .) dz +
∫
S2
(. . .) dz
where
S1 = Qρ(z0)∩
{
z: |Du−D| 1} and S2 = Qρ(z0)∩ {z: |Du−D| > 1}.
Since |D|M , then on S1 we have |Du|M + 1 and therefore∫
S1
(
A(Du)−A(D))ζ 2η∇η ⊗ (u− ) dz ∫
Qρ(z0)
KM+1|Du−D|ζ 2η|∇η||u− |dz
 μ
∫
Qρ(z0)
|Du−D|2ζ 2η2 dz + c(M)
μ
∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz.
Let us estimate I on S2. We have∫
S2
(
A(Du)−A(D))ζ 2η∇η ⊗ (u− ) dz ∫
Qρ(z0)
L
(
1 + |Du| + |D|)ζ 2η|∇η||u− |dz
 μ
∫
Qρ(z0)
|Du−D|2ζ 2η2 dz + c(L,M)
μ
∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz.
On the other hand
II =
∫
Qρ(z0)
|u− |2η2∂t ζ 2 dz + 12
∫
Qρ(z0)
∂t
(|u− |2)η2ζ 2 dz
= 1
2
∫
Qρ(z0)
|u− |2η2∂t ζ 2 dz
=
∫
Q (z )
|u− |2η2ζ∂t ζ dz.
ρ 0
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Qρ(z0)
(
A(Du)−A(D))D(u− )ζ 2η2 dz 2μ ∫
Qρ(z0)
|Du−D|2ζ 2η2 dz + c(L,M)
μ
∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz.
We next estimate the integral on the left-hand side using the ellipticity condition which in turns implies strict
monotonicity, i.e. (A(ξ)−A(ξ1))(ξ − ξ1) ν|ξ − ξ1|2 for any ξ, ξ1 ∈RnN . We therefore obtain
(ν − 2μ)
∫
Qρ(z0)
|Du−D|2ζ 2η2 dz c(L,M)
μ
∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz.
Choosing μ small enough and taking into account that ζ = 1 for t ∈ [t0 − ρ2/4, t0 − 2], that η = 1 on Bρ/2(x0) we
infer that
t0−2∫
t0−ρ2/4
∫
Bρ/2(x0)
|Du−D|2 dz c(L,M,ν)
∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz.
Now letting  tend to 0 we get the result. 
4.3. Linearization
Next lemma is the analogous of Lemma 6.1 in [7] and it will be useful to apply the A-caloric approximation lemma.
Even if the proof does not perform any relevant difference with respect to the proof given in [7], we prefer to write it
down for the reader’s convenience.
Lemma 5. Let u ∈ L2(−T ,0;W 1,2(Ω,RN)) be a weak solution to (1.1) under the assumptions (H1) and (H2)′. Then
for any M > 0 we have∣∣∣∣
∫
Qρ(z0)
(
(u− )ϕt − ∂A
∂ξ
(Dl)(Du−D)Dϕ
)
dz
∣∣∣∣C(M,L)(ω(M + 1,Φ)√Φ +Φ) sup
Qρ(z0)
|Dϕ|,
for any Qρ(z0)  QT and any ϕ ∈ C∞c (Qρ(z0),RN) with ρ  1 and any affine function  independent of time,
satisfying |D|M , and where Φ is defined as
Φ = Φ(z0, ρ,D) =
∫
Qρ(z0)
|Du−D|2 dz.
Proof. Without loss of generality we can assume that supQρ(z0)|Dϕ|  1. Using the weak formulation of (1.1) and
the fact that
∫
Qρ(z0)
ϕt dz = 0, we have∫
Qρ(z0)
(
(u− )ϕt − ∂A
∂ξ
(D)(Du−D)Dϕ
)
dz =
∫
Qρ(z0)
(
A(Du)− ∂A
∂ξ
(D)(Du−D)
)
Dϕ dz.
Let us write Qρ(z0) as Qρ(z0) = S1 ∪ S2 where S1 = Qρ(z0) ∩ {z: |Du − D|  1} and S2 = Qρ(z0) ∩
{z: |Du−D| > 1} so that the integral in the right-hand side splits as the sum of two integrals
I = 1|Qρ(z0)|
∫
S1
(
A(Du)− ∂A
∂ξ
(D)(Du−D)
)
Dϕ dz,
II = 1|Qρ(z0)|
∫ (
A(Du)− ∂A
∂ξ
(D)(Du−D)
)
Dϕ dz.S2
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I = 1|Qρ(z0)|
∫
S1
[ 1∫
0
(
∂A
∂ξ
(
D+ τ(Du−D))− ∂A
∂ξ
(D)
)
(Du−D)Dϕ
]
dτ dz,
we estimate it using the property (4.1) of the modulus of continuity ω(·,·) for ξ → ∂A
∂ξ
(ξ), Hölder inequality, the fact
that s → ω2(t, s) is concave, and Jensen inequality, obtaining
|I |
∫
Qρ(z0)
ω
(
M + 1, |Du−D|2)|Du−D|dz

( ∫
Qρ(z0)
ω2
(
M + 1, |Du−D|2)dz) 12( ∫
Qρ(z0)
|Du−D|2 dz
) 1
2
 ω
(
M + 1,
∫
Qρ(z0)
|Du−D|2 dz
)( ∫
Qρ(z0)
|Du−D|2 dz
) 1
2
.
As far as II is concerned we first observe that, by Hölder inequality,
|S2|
∫
S2
|Du−D|dz√|S2|√∣∣Qρ(z0)∣∣( ∫
Qρ(z0)
|Du−D|2 dz
) 1
2
,
and therefore
√|S2|√|Qρ(z0)| 
( ∫
Qρ(z0)
|Du−D|2 dz
) 1
2
.
Using (H1) and (H3) (the boundedness of ∂A
∂ξ
on the compact sets) together with the previous inequality, we estimate
II as follows
|II| 2L+ML+KM|Qρ(z0)|
∫
S2
|Du−D|dz (2L+ML+KM)
√|S2|√|Qρ(z0)|
( ∫
Qρ(z0)
|Du−D|2 dz
) 1
2
 (2L+ML+KM)
∫
Qρ(z0)
|Du−D|2 dz.
Combining the estimates found for I and II we get the result. 
The next result is a standard estimate for weak solutions to linear parabolic systems with constant coefficients (see
Lemma 5.1 in [4]).
Lemma 6. Let u ∈ L2(t0 − ρ2, t0;W 1,2(Bρ(x0),RN)) be a weak solution in Qρ(z0) = Bρ(x0) × (t0 − ρ2, t0) of the
following linear parabolic system with constant coefficients∫
Qρ(z0)
(
uϕt − (ADu,Dϕ)
)
dz = 0
where the coefficients A satisfy
(Aξ, ξ) ν|ξ |2, (Aξ, ξ˜ ) L|ξ ||ξ˜ |,
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Ψ (z0, θρ) cθ2Ψ (z0, ρ), ∀0 < θ < 1,
where for 0 < σ  ρ,
Ψ (z0, σ ) = 1
σ 2
∫
Qσ (z0)
∣∣u− (u)z0,σ − (Du)z0,σ (x − x0)∣∣2 dz.
4.4. Decay lemma
In this section we consider a weak solution u of the nonlinear parabolic system (1.1) on a fixed sub-cylinder
Qρ(z0) QT , under the assumptions (H1) and (H2)′. In the following we shall always assume ρ  1.
We will make use of particular linear functions related to u by a minimum property. For u ∈ L2(Qρ(z0),RN) we
denote by z0,ρ the unique affine function independent of t ((z) = (x)), minimizing the functional
 →
∫
Qρ(z0)
|u− |2 dz
among all affine functions which are time independent (We refer to [16] for a detailed study of z0,ρ .) Defining the
function
Ψ1(z0, ρ, ) :=
∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz,
with (z) = (x) an affine function independent of t satisfying |(z0)| + |D|  M , we will prove the following
lemma, which is the analogous of Lemma 7.1 in [7]. The proof follows the lines of the proof of Lemma 7.1 in [7],
actually with no relevant changes. However we prefer to write it down for the reader’s convenience.
Lemma 7. Given M > 0 and 0 < α < 1 there exist θ ∈ (0, 12 ) and δ ∈ (0,1] depending on n,N,ν,L,M,α such that
if
ω2
(
M + 1,Ψ1(z0, ρ, z0,ρ)
)+Ψ1(z0, ρ, z0,ρ) δ2
on Qρ(z0) QT for some ρ ∈ (0,1] and if
|Dz0,ρ |M,
then
Ψ1(z0, θρ, z0,θρ) θ2αΨ1(z0, ρ, z0,ρ).
Proof. If Φ is the function defined in Lemma 5, we observe that, from Caccioppoli inequality, we have
Φ
(
z0,
ρ
2
,D
)
 CCaccΨ1(z0, ρ, ), (4.2)
so that, from Lemma 5 and using the fact that s → ω(M + 1, s) is nondecreasing and ω(M + 1, c s) cω(M + 1, s),
for c 1, since s → ω(M + 1, s) is concave,∣∣∣∣
∫
Qρ
2
(z0)
(
(u− )ϕt − ∂A
∂ξ
(Dl)(Du−D)Dϕ
)
dz
∣∣∣∣
 c1
(
ω
(
M + 1,Ψ1(z0, ρ, )
)√
Ψ1(z0, ρ, )+Ψ1(z0, ρ, )
)
sup
Qρ
2
(z0)
|Dϕ|, (4.3)
where c1 = c1(ν,L,M).
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Defining γ = 2c1√Ψ1(z0, ρ, )+ η and w = γ−1(u− ), from (4.3) we deduce that, for all ϕ ∈ C∞0 (Qρ2 (z0),RN),∣∣∣∣
∫
Qρ
2
(z0)
(
wϕt − ∂A
∂ξ
(Dl)DwDϕ
)
dz
∣∣∣∣ 12 [ω(M + 1,Ψ1(z0, ρ, ))+√Ψ1(z0, ρ, ) ] supQρ
2
(z0)
|Dϕ|

[
ω2
(
M + 1,Ψ1(z0, ρ, )
)+Ψ1(z0, ρ, )] 12 sup
Qρ
2
(z0)
|Dϕ|. (4.4)
Now we observe that Ψ1 has the following property:
Ψ1(z0, ρ/2, ) =
∫
Qρ
2
(z0)
∣∣∣∣u− ρ/2
∣∣∣∣2 dz 2n+4
∫
Qρ(z0)
∣∣∣∣u− ρ
∣∣∣∣2 dz = 2n+4Ψ1(z0, ρ, ),
which, together with (4.2), gives(
ρ
2
)−2 ∫
Qρ
2
(z0)
|w|2 dz +
∫
Qρ
2
(z0)
|Dw|2 dz 2
n+4 +CCacc
4c21
 1, (4.5)
provided c1 has chosen sufficiently large. Let us define
(Aξ, ξ˜ ) := ∂A
∂ξ
(D)ξ ξ˜ , ∀ξ, ξ˜ ∈RnN ,
the bilinear form A satisfying the following conditions
ν|ξ |2  (Aξ, ξ), (Aξ, ξ˜ )KM |ξ ||ξ˜ | ∀ξ, ξ˜ ∈RnN .
Hence, assuming the smallness condition
ω2
(
M + 1,Ψ1(z0, ρ, )
)+Ψ1(z0, ρ, ) δ2,
we can apply Lemma 3 and derive the existence of a function h ∈ L2(t0 − ρ2/4, t0;W 1,2(Bρ/2(x0),RN)) solving the
A-heat equation in Qρ/2(z0) and such that(
ρ
2
)−2 ∫
Qρ
2
(z0)
|h|2 dz +
∫
Qρ
2
(z0)
|Dh|2 dz 1, (4.6)
and (
ρ
2
)−2 ∫
Qρ
2
(z0)
|w − h|2 dz ε. (4.7)
From Lemma 6 we recall that h is smooth in Qρ/2(z0) and there exists a constant c = c(n,N, KMν ) 1 such that(
θρ
2
)−2 ∫
Qρθ
2
(z0)
∣∣h− (h)z0,θρ/2 − (Dh)z0,θρ/2(x − x0)∣∣2 dz
 c θ2
(
ρ
2
)−2 ∫
Qρ
2
(z0)
∣∣h− (h)z0,ρ/2 − (Dh)z0,ρ/2(x − x0)∣∣2 dz
 3cθ2
[(
ρ
2
)−2( ∫
Qρ (z0)
|h|2 dz + ∣∣(h)z0,θρ/2∣∣2
)
+ ∣∣(Dh)z0,θρ/2∣∣2
]2
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[(
ρ
2
)−2 ∫
Qρ
2
(z0)
|h|2 dz +
∫
Qρ
2
(z0)
|Dh|2 dz
]
 6cθ2,
where, for the last two inequalities, we used that |(h)z0,θρ/2|2 
∫
Qρ
2
(z0)|h|2 dz, |(Dh)z0,θρ/2|2 
∫
Qρ
2
(z0)|Dh|2 dz,
and (4.6). The previous estimate, together with (4.7), yields(
θρ
2
)−2 ∫
Qρθ
2
(z0)
|w − (h)z0,θρ/2 − (Dh)z0,θρ/2(x − x0)|2 dz
 2
(
θρ
2
)−2[ ∫
Qρθ
2
(z0)
|w − h|2 dz +
∫
Qρθ
2
(z0)
|h− (h)z0,θρ/2 − (Dh)z0,θρ/2(x − x0)|2 dz
]
 2
[
θ−n−4
(
ρ
2
)−2 ∫
Qρθ
2
(z0)
|w − h|2 dz + 6cθ2
]
 12c
(
θ−n−4ε + θ2).
Since w = γ−1(u− ), we have obtained that(
θρ
2
)−2 ∫
Qρθ
2
(z0)
∣∣u− − γ ((h)z0,θρ/2 + (Dh)z0,θρ/2(x − x0))∣∣2 dz 12c(θ−n−4ε + θ2)γ 2.
Using the minimizing property of z0,θρ/2 and recalling the definition of γ , we find(
θρ
2
)−2 ∫
Qρθ
2
(z0)
|u− z0,θρ/2|2 dz c2
(
θ−n−4ε + θ2)(Ψ1(z0, ρ, )+ η), (4.8)
where c2  1 depends only on n,N,ν,L,M . First we let η tend to zero, and then we choose ε = θn+6. Hence from
(4.8) we deduce
Ψ1(z0, θρ/2, z0,θρ/2) 2 c2θ2Ψ1(z0, ρ, ). (4.9)
Given 0 < α < 1 we choose 0 < θ < 1 such that
2 c2θ2  θ2α,
so that θ = θ(n,N,ν,L,M,α). This also fixes the constants ε = ε(n,N,ν,L,M,α) and δ = δ(n,N,ν,L,M,α) ∈
(0,1]. Thus, for  = z0,ρ in (4.9), we get the result. 
At this point Lemma 7 can be iterated (as in Lemma 7.3 of [7]) and then as an immediate consequence of it and of
the isomorphism theorem of Campanato–Da Prato (see [5]) we obtain the following first regularity result.
Theorem 4. Let u ∈ L2(−T ,0;W 1,2(Ω,RN)) be a weak solution to (1.1) under the assumptions (H1) and (H2)′ and
denote by Σ the singular set of u. Then
Σ ⊂ Σ0 ∪Σ2,
where
Σ0 :=
{
z0 ∈ QT : lim inf
ρ→0 ρ
−2
∫
Qρ(z0)
∣∣u− (u)z0,ρ − (Du)z0,ρ(x − x0)∣∣2 dz > 0
}
,
Σ2 :=
{
z0 ∈ QT : lim sup
ρ→0
(∣∣(Du)z0,ρ∣∣)= ∞}.
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In this section we will prove a finer characterization of the singular set of weak solutions to (1.1), that will implies
the partial regularity result and in particular the estimates for the Hausdorff dimension.
Lemma 8. Let u ∈ L2(−T ,0;W 1,2(Ω,RN)) be a weak solution to (1.1) under the assumptions (H1) and (H2)′ and
denote by Σ the singular set of u. Then
Σ ⊂ Σ1 ∪Σ2,
where Σ2 is as in Theorem 4 and
Σ1 :=
{
z0 ∈ QT : lim inf
ρ→0
∫
Qρ(z0)
∣∣Du− (Du)z0,ρ∣∣2 dz > 0
}
.
Proof. Let us take a point z0 = (x0, t0) ∈ QT such that
lim inf
ρ→0
∫
Qρ(z0)
∣∣Du− (Du)z0,ρ∣∣2 dz = 0, (4.10)
and
sup
ρ>0
∣∣(Du)z0,ρ∣∣M < ∞. (4.11)
We will prove that such a point is a regular point, showing that
lim
ρ→0ρ
−2
∫
Qρ(z0)
∣∣u− (u)z0,ρ − (Du)z0,ρ(x − x0)∣∣2 dz = 0,
and so z0 is a regular point in view of Theorem 4. The proof of this fact is inspired to an argument used in [26] (see
also [28]).
Let us also remark that the next calculations can be justified by the use of Steklov averages. Since this is a standard
argument and yields only technical minor changes, we will proceed formally.
First we choose a cutoff function in space η ∈ C∞c (B2ρ) such that η(x) = σ(|x − x0|), where σ ∈ C∞c (−2ρ,2ρ),
0 σ  1, σ(s) = 1 on (−ρ,ρ), and σ ′(s) c
ρ
.
For each t ∈ (t0 − 4ρ2, t0), define
uηρ(t) =
∫
B2ρ(x0)
uη dx∫
B2ρ(x0)
η dx
,
uηρ =
∫
Q2ρ(z0)
uη dz∫
Q2ρ(z0)
η dz
.
Moreover, for any t0 − 4ρ2 < s < τ < t0, we denote by χ(t) the function χ :R→ [0,1] defined as
χ(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, t ∈ (−T , s − ε],
t+ε−s
ε
t ∈ (s − ε, s],
1, t ∈ (s, τ ],
−t+ε+τ
ε
, t ∈ (τ, τ + ε],
0, t ∈ (τ + ε,0),
where [s − ε, τ + ε] ∈ (t0 − 4ρ2, t0). Now we choose
ϕ(x, t) = η(x)χ(t)(uηρ(τ )− uηρ(s)),
as function test in the weak formulation of (1.1). Using the fact that ∫ A((Du)z ,2ρ)Dϕ = 0, we haveQ2ρ(z0) 0
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∫
Q2ρ(z0)
uϕt dz = −
∫
Q2ρ(z0)
(
A(Du)−A((Du)z0,2ρ))∇ηχ(t)(uηρ(τ )− uηρ(s))dz. (4.12)
By the definition of χ , we have
−
∫
Q2ρ(z0)
uϕt dz = −1
ε
s∫
s−ε
∫
B2ρ(x0)
u(x, t)η(x)
(
uηρ(τ )− uηρ(s)
)
dx dt
+ 1
ε
τ+ε∫
τ
∫
B2ρ(x0)
u(x, t)η(x)
(
uηρ(τ )− uηρ(s)
)
dx dt.
Letting ε tend to zero and using the definition of uηρ(t) we obtain for the left-hand side of (4.12) that
−
∫
Q2ρ(z0)
uϕt dz → −
∫
B2ρ(x0)
u(x, s)η(x)
(
uηρ(τ )− uηρ(s)
)+ ∫
B2ρ(x0)
u(x, τ )η(x)
(
uηρ(τ )− uηρ(s)
)
= −uηρ(s)
∫
B2ρ(x0)
η(x) dx
(
uηρ(τ )− uηρ(s)
)+ uηρ(τ )
∫
B2ρ(x0)
η(x) dx
(
uηρ(τ )− uηρ(s)
)
=
∫
B2ρ(x0)
η(x) dx
(
uηρ(τ )− uηρ(s)
)2
 Cρn
(
uηρ(τ )− uηρ(s)
)2
, (4.13)
where the constant C depends only on n.
As far as the right-hand side in (4.12) is concerned, letting ε → 0 we have
−
∫
Q2ρ(z0)
(
A(Du)−A((Du)z0,2ρ))∇ηχ(t)(uηρ(τ )− uηρ(s))dz
→ −
τ∫
s
∫
B2ρ(x0)
(
A(Du)−A((Du)z0,2ρ))∇η(uηρ(τ )− uηρ(s))dx dt. (4.14)
Now, writing the set (s, τ )×B2ρ(x0) as
(s, τ )×B2ρ(x0) =
{
z ∈ (s, τ )×B2ρ(x0):
∣∣Du− (Du)z0,2ρ∣∣ 1}
∪ {z ∈ (s, τ )×B2ρ(x0): ∣∣Du− (Du)z0,2ρ∣∣> 1}
= S1 ∪ S2,
we can split the integral in the right-hand side of (4.14) into the sum of two integrals
−
∫
S1
(
A(Du)−A((Du)z0,2ρ))∇η(uηρ(τ )− uηρ(s))dz −
∫
S2
(
A(Du)−A((Du)z0,2ρ))∇η(uηρ(τ )− uηρ(s))dz
= I1 + I2.
Thanks to (4.11) and using Lagrange theorem, we can estimate I1 in the following way:
|I1|KM+1
∫
S1
∣∣Du− (Du)z0,2ρ∣∣|∇η|dz∣∣uηρ(τ )− uηρ(s)∣∣, (4.15)
while for I2 we use the growth condition (H1) of A and we can write
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∫
S2
∣∣Du− (Du)z0,2ρ∣∣|∇η|dz∣∣uηρ(τ )− uηρ(s)∣∣. (4.16)
Combining (4.15) and (4.16), we can continue the estimates in (4.14), so that
−
τ∫
s
∫
B2ρ(x0)
(
A(Du)−A((Du)z0,2ρ))∇η(uηρ(τ )− uηρ(s))dx dt
 C(M,L)
τ∫
s
∫
B2ρ(x0)
∣∣Du− (Du)z0,2ρ∣∣|∇η|dz∣∣uηρ(τ )− uηρ(s)∣∣
 C(M,L, δ)
τ∫
s
∫
B2ρ(x0)
∣∣Du− (Du)z0,2ρ∣∣2 dz + δ
τ∫
s
∫
B2ρ(x0)
|∇η|2 dz∣∣uηρ(τ )− uηρ(s)∣∣2
 C(M,L, δ)
τ∫
s
∫
B2ρ(x0)
∣∣Du− (Du)z0,2ρ∣∣2 dz + δ (τ − s) 1ρ2 c(n)ρn∣∣uηρ(τ )− uηρ(s)∣∣2
 C(M,L, δ)
τ∫
s
∫
B2ρ(x0)
∣∣Du− (Du)z0,2ρ∣∣2 dz + δc(n)ρn∣∣uηρ(τ )− uηρ(s)∣∣2, (4.17)
where we used Young inequality (with δ to be determined later) and the inequalities |∇η| c
ρ
and |τ − s| 4ρ2.
It follows from (4.13), (4.14), and (4.17) by choosing δ properly that
ρn
∣∣uηρ(τ )− uηρ(s)∣∣2  C(M,L,n)
τ∫
s
∫
B2ρ(x0)
∣∣Du− (Du)z0,2ρ∣∣2 dz,
which easily leads to
ρn
∣∣uηρ(τ )− uηρ(s)∣∣2  C(M,L,n)
∫
Q2ρ(z0)
∣∣Du− (Du)z0,2ρ∣∣2 dz, (4.18)
for any τ, s ∈ (t0 − 4ρ2, t0).
Now, for c ∈R, consider∫
Q2ρ(z0)
∣∣u− (Du)z0,2ρ(x − x0)− c∣∣2 dz,
it is clear that it attains its minimum at c = (u)z0,2ρ , hence∫
Q2ρ(z0)
∣∣u− (u)z0,2ρ − (Du)z0,2ρ(x − x0)∣∣2 dz

∫
Q2ρ(z0)
∣∣u− uηρ − (Du)z0,2ρ(x − x0)∣∣2 dz
 2
∫
Q2ρ(z0)
∣∣u− uηρ(t)− (Du)z0,2ρ(x − x0)∣∣2 dx dt + 2
∫
Q2ρ(z0)
∣∣uηρ(t)− uηρ∣∣2 dx dt
= II1 + II2. (4.19)
Using the definition of uηρ(t) we can estimate II1 in the following way
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∫
Q2ρ(z0)
|u ∫
B2ρ(x0)
η dx − ∫ B2ρ(x0)u dx ∫B2ρ(x0) η dx − (Du)z0,2ρ(x − x0) ∫B2ρ(x0) η dx|2 dx dt
(
∫
B2ρ(x0)
η dx)2
+ 4
∫
Q2ρ(z0)
|∫ B2ρ(x0)u dx ∫B2ρ(x0) η dx − ∫B2ρ(x0) uη dx|2 dx dt
(
∫
B2ρ(x0)
η dx)2
= 4
∫
Q2ρ(z0)
∣∣u− (u)x0,2ρ − (Du)z0,2ρ(x − x0)∣∣2 dx dt + 4
∫
Q2ρ(z0)
| ∫
B2ρ(x0)
η(
∫
B2ρ(x0)u dx − u)dx|2 dx dt
(
∫
B2ρ(x0)
η dx)2
= II11 + II21. (4.20)
Using Poincarè inequality in the ball B2ρ(x0), for II11 we get
II11  cρ2
∫
Q2ρ(z0)
∣∣Du− (Du)z0,2ρ∣∣2 dz. (4.21)
As far as II21 is concerned, first of all we observe that the choice of the cutoff function η as a radial function easily
yields that
∫
B2ρ(x0)
η (Du)z0,2ρ(x − x0) dx = 0. Hence, by Hölder inequality,
II21  4
∫
Q2ρ(z0)
(
∫
B2ρ(x0)
η2 dx
∫
B2ρ(x0)
|u− (u)x0,2ρ − (Du)z0,2ρ(x − x0)|2 dx)dx dt
(
∫
B2ρ(x0)
η dx)2

c(n)ρ2n
∫ t0
t0−4ρ2
∫
B2ρ(x0)
|u− (u)x0,2ρ − (Du)z0,2ρ(x − x0)|2 dx dt
ρ2n
 c(n)ρ2
∫
Q2ρ(z0)
∣∣Du− (Du)z0,2ρ∣∣2 dz, (4.22)
where we used also the fact that η 1, η = 1 on Bρ(x0), and for the last line Poincaré inequality in B2ρ(x0).
Finally, let us come back to II2 and observe that uηρ = uηρ(tρ) for some tρ ∈ (t0 − 4ρ2, t0), choosing τ = t and
s = tρ in (4.18), we obtain
II2  C(M,L,n)ρ2
∫
Q2ρ(z0)
∣∣Du− (Du)z0,2ρ∣∣2 dz. (4.23)
Finally, connecting the previous estimates (4.20)–(4.23) to (4.19), we have the estimate we were interested in, that is
ρ−2
∫
Qρ(z0)
∣∣u− (u)z0,ρ − (Du)z0,ρ(x − x0)∣∣2 dz C(M,L,n)
∫
Q2ρ(z0)
∣∣Du− (Du)z0,2ρ∣∣2 dz,
which in view of (4.10) gives the result. 
The proof of the second statement of Theorem 3 is an easy consequence of the previous Lemma 8, Theorem 1 and
Proposition 2.
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