[1] The cloud analysis procedure of the Advanced Regional Prediction System (ARPS) is implemented in a proposed operational numerical forecast system composed of the Grid-point Statistical Interpolation (GSI) and the Advanced Research WRF (WRF-ARW). The case of 23 May 2005 Central Plains storm cluster is used to assess the impact of the cloud analysis using reflectivity data from six operational WSR-88D radars within the proposed operational configuration on 6-h forecast of the storm cluster. The cloud analysis is shown to significantly reduce the spin-up problem and improve the short-range forecast for the storm cluster, even at the relatively coarse 9 km resolution. Citation: Hu, M., and M. Xue (2007), Implementation and evaluation of cloud analysis with WSR-88D reflectivity data for GSI and WRF-ARW, Geophys. Res. Lett., 34, L07808,
Introduction
[2] The spin-up problem, which shows as the significant delay in the development of cloud and precipitation at the early stage of a model forecast, is a critical problem faced by the short-range forecast of high-impact weather. The spin-up problem is due to the absence or improper initialization of the cloud and precipitation systems and related mesoscale and storm-scale features in the initial condition and therefore can be mitigated through improving the analysis of such features, which at the storm-scale include in-cloud temperature, moisture, and hydrometeor disturbances. However, the hydrometeor fields are typically not analyzed in most analysis systems because of the lack of direct hydrometeor observations even though observations from, e.g., surface observation, satellite, and radar, do include information on cloud and precipitation. The spinup problem is also responsible for NWP models' not being able to beat extrapolation-based nowcasting systems for very short-range precipitation forecasting [Wilson et al., 1998] .
[3] A semi-empirical complex cloud analysis procedure has been developed in recent years within the Advanced Regional Prediction System (ARPS) [Xue et al., 2000; Xue et al., 2001; Xue et al., 2003] for analyzing cloud and hydrometeor fields and associated temperature and moisture disturbances using METAR, satellite, and radar observations. The ARPS cloud analysis had evolved from that of the Local Analysis and Prediction System (LAPS) [Albers et al., 1996] with significant modifications documented by Zhang [1999] and Brewster [2002] . It was used with the WSR-88D data in several studies of tornadic thunderstorms at horizontal resolutions of 3 km or higher [Xue et al., 2003; Hu and Xue, 2007; Hu et al., 2006] , and through frequent intermittent assimilation cycles. Those studies clearly showed that the cloud analysis procedure can effectively build up storms in the initial condition and therefore significantly reduce the spin-up problem.
[4] Encouraged by these results, we implemented the ARPS cloud analysis procedure within the National Centers for Environmental Prediction (NCEP) Grid-point Statistical Interpolation (GSI) [Wu et al., 2002] framework, and examine the impact of the analysis of WSR-88D radar reflectivity data on the forecast of the Advanced Research WRF (WRF-ARW) [Skamarock et al., 2005] . The GSI is being used to initialize the regional prediction models at NCEP and the WRF-ARW is a candidate for the nextgeneration Rapid Update Cycle (RUC), called the Rapid Refresh. Also, WRF-ARW is part of the multi-core shortrange ensemble prediction system of NCEP.
[5] In this paper, the 23 May 2005 case of the Central Plains storm cluster is used to test the ARPS cloud analysis package in the above quasi-operational environment using a 9-km horizontal grid spacing, which is close to the resolution to be used for regional predictions at NCEP in the near future. In section 2, the 23 May 2005 case and the design of experiments are introduced. The results of experiments are analyzed in section 3 and summarized in section 4.
23 May 2005 Case and Experimental Design
[6] At 0000 UTC 23 May 2005, a stationary front formed in the northern Oklahoma and the northern Arkansas and a storm-favorable environment with large CAPE and Storm Relative Helicity (SRH) was established near the Oklahoma-Kansas border. At 0300 UTC, two small storm cells were initiated north of the eastern Oklahoma-Kansas border and during the ensuing two hours more cells formed. By 0500 UTC, a NW-SE oriented storm cluster had formed from the southeastern Kansas to the southwestern Missouri. The cluster started to decay by 0900 UTC and became dissipated by 1300 UTC. It produced large hails and high winds over the Central Plains.
[7] The evolution of the cluster from 0600 to 1200 UTC, 13 March is illustrated in Figure 1 , which shows the composite reflectivity fields observed by 6 WSR-88D radars around the cluster at 0600, 0900, and 1200 UTC. At 0600 UTC, the storm cluster was in its mature stage and included several strong cells distributed along the southeastern Kansas, northeastern Oklahoma, and southwestern Missouri ( Figure 1a ). The cluster moved southeastward in the next 6 hours. It sustained as a strong storm cluster until 0900 UTC ( Figure 1b ) but only had a few small cells left at the northeast of Oklahoma by 1200 UTC (Figure 1c) .
[8] To study the impact of the ARPS cloud analysis on the storm forecast in the operational environment, the GSI analysis with conventional data (sounding, wind profiler, and surface observation) was performed at 0600 UTC, which serves as the background for the cloud analysis in the second pass. The details of the cloud analysis can be found in our previous paper [Hu et al., 2006] . In this study, precipitation species are retrieved based on reflectivity equations from Smith et al. [1975] and in-cloud temperature is adjusted according to a moist adiabat originating from the cloud base. The WRF-ARW model using full model physics that includes land-surface model and Lin et al. [1983] ice microphysics but without cumulus parameterization was then run from the final analysis to predict the evolution of the storm cluster from 0600 to 1200 UTC. The simulation used a 9-km horizontal grid spacing and 30 vertical levels with the model top at about 50 hPa. The Lin scheme was used here because the ARPS cloud analysis has been mostly used together with the Lin scheme in the ARPS; the reflectivity formulas used in the cloud analysis are also consistent with the hydrometeor drop size distributions assumed by the Lin scheme. In this study, only radar observations at around 0600 UTC were used. Two experiments, one with the cloud analysis in the initial field (referred to CLD) and one without (referred to NoCLD), were conducted to isolate the effects of the cloud analysis. Otherwise, the two experiments are identical.
Results of Experiments
[9] The impacts of the radar data through the cloud analysis on the initial fields and the forecast of the storm cluster are analyzed in this section through the comparison of the two experiments and with radar reflectivity observations.
Impacts of Cloud Analysis on Initial Fields
[10] The ARPS cloud analysis procedure can add and remove hydrometeors and adjust in-cloud temperature and moisture in the analysis background fields. In this study, the cloud analysis was conducted at a relatively coarse 9-km grid spacing and its effects can be seen in terms of the analysis increments due to the cloud analysis. The east-west cross sections of the cloud analysis increments are plotted in Figure 2 , together with the corresponding observed reflectivity field.
[11] At 0600 UTC, several storm cells were observed between x = 500 and 1000 km (Figure 2a) within the cross-section shown in Figure 2 . The strongest storm was located at around x = 700 km which had an over-shooting top above the tropopause. Because reflectivity is the only observed quantity used in the cloud analysis in the current case, the analyzed hydrometeors are all distributed within the reflectivity area (the analysis with conventional data did not contain any hydrometeors). Vertically, cloud ice and snow are found from the middle to upper troposphere (Figures 2d and 2e) , cloud water between 2 and 8 km levels (Figure 2c) , and rain and hail in the lower troposphere only (Figures 2f and 2g) . Horizontally, cloud water and rain are much broader in scale than cloud ice, snow because the latter are found at the upper levels where the reflectivity region is narrower (because additional shallower precipitation exists at the lower levels, Figures 2c -2g) .
[12] To take into account of the latent heating in the updraft region, the cloud analysis adds positive temperature perturbations within the cloud and precipitation area based on the moist adiabat of an air parcel lifted from the low level [ Brewster, 2002; Hu et al., 2006] . This in-cloud temperature adjustment is shown as the temperature analysis increment in Figure 2b , where a maximum of 8 K adjustment is found at the upper levels, and most of the adjustment is found above 4 km. These positive temperature perturbations are important in offsetting the negative buoyancy associated with the introduction of hydrometeors and the associated evaporative cooling, and in sustaining existing storms and supporting possible development of the storms [Hu et al., 2006; Hu and Xue, 2006] .
Impacts of Cloud Analysis on Forecast of Storm Cluster
[13] Experiment CLD ran the WRF-ARW model for 6 hours starting from the initial fields in which the stormrelated hydrometeor and temperature disturbances have been added by the cloud analysis. Experiment NoCLD differs from CLD in that the original GSI analysis is used as the initial condition without cloud analysis. The predicted composite reflectivity fields at 3 and 6 hours of forecast from these two experiments are plotted in Figure 3 . To quantitatively compare the 6-hour-long forecasts of these two experiments, equitable threat scores (ETS) [Schaefer, 1990] of the predicted composite reflectivity for the 20 dBZ threshold are calculated against the observations and given in Table 1 .
[14] When the reflectivity data are analyzed via the cloud analysis in CLD, the reflectivity field in the initial condition matches the observation rather well, giving a ETS of 0.758, while NoCLD has no precipitation at the initial time and therefore a ETS of 0 (Table 1) . For the entire length of forecast, the ETS scores of CLD are much higher than those of NoCLD (Table 1) , especially in the first two hours during which CLD predicts a cluster of strong storms moving slowly toward southeast as observed but NoCLD gives only . The x-coordinate is distance in km from the west boundary. The numbers are the maximum (MAX), minimum (MIN), and contour increment (inc).
several weak echoes via gradual spin-up (not shown). The 3 and 6 hour forecasts of CLD predict a sustained storm cluster composed of several strong cells that propagates slowly southeastward (Figures 3b and 3d) , while NoCLD only manages a few weak scattered cells at 3 hours and an elongated storm cluster of small cells at 6 hours (Figures 3a  and 3c ). The storm cluster predicted by NoCLD significantly lags behind the true storms in both time and space, due to a slow spin-up of the convection. With the help of cloud analysis, CLD captures the initial storms in its initial condition and is able to sustain the storms and predict the location and intensity of the observed storms well during the initial hours, although the observed transition into a weaker system at the later part of the forecast is handled less well.
[15] To look into more details of the forecast, the baselevel reflectivity field of 5-h forecast valid at 1100 UTC from CLD and NoCLD is plotted in Figure 4 , together with the corresponding observed reflectivity. Although the 5-h forecast misses most of the small cells observed by the radar, the forecast does capture the general intensity and shape of two main cells at this time (Figure 4) , one at the southwest front and one at the northwest end of the storm cluster. Interestingly, both predicted and observed cells at the front of the cluster have elongated shape and an SW-NE orientation, which may have been due to the organization of outflow into a gust front. At this time, both predicted main cells have a northward displacement error of about 50 km. Between the above two cells, CLD also produces the third cell that can only be associated with a much weaker observed cell at a nearby location. Some of these discrepancies may be related to the relatively coarse horizontal resolution used here, which is too coarse to resolve smaller cells. Still, we can say that the 5-hour forecast of CLD captures main feathers of the individual cells in the storm cluster, and the forecast is much better than that of NoCLD at the same time (Figure 4c ).
Summary and Discussion
[16] In this research, the ARPS cloud analysis procedure was implemented within a configuration that can potentially be implemented operationally. It consists of the NCEP GSI analysis system and the Advance Research version of the WRF prediction model. A case of storm cluster occurring in the Central Plains was used to assess the impacts of the cloud analysis using reflectivity data from six operational WSR-88D radars.
[17] In our previous studies [Hu and Xue, 2006; Hu et al., 2006] , the ARPS cloud analysis procedure was used within the ARPS analysis and forecast system at a 3-km horizontal (Figures 3a and 3c ) and CLD (Figures 3b and 3d) . The domain shown is the same as in Figure 1 . grid spacing or higher. Focus there was on the initialization and prediction of individual storm cells. In this study, the impact of the cloud analysis is examined as using analysis and prediction systems of planned operational implementation at a resolution close to that of operational implementation at NCEP in the near future. The results clearly indicate that the cloud analysis with radar data significantly reduces the spin-up problem and can therefore improve the short-range (0 -6 hours) forecast for precipitation systems similar to that studied here.
[18] The 9-km grid spacing examined falls within a gray area concerning the use of cumulus parameterization versus explicit microphysics. In our current case, explicit microphysics is used. One of the questions to ask is if the ARPS cloud analysis would work well at a 9 km resolution. The results of this study seem to suggest a positive answer. In our further study, CLD and NoCLD are repeated with both Kain-Fritsch [Kain and Fritsch, 1993] cumulus parameterization and explicit microphysics schemes turned on and the forecast results are found to be similar to their counterparts discussed in this paper. Currently, we are working on extending the ARPS cloud analysis package to better handle both convective and stratiform precipitations, to improve the use of satellite and ground-based cloud observations, and to implement the generalized cloud analysis package directly inside GSI. We will also examine the impact of the cloud analysis system on the forecast of the WRF-NMM core and in a more systematic manner and over extended periods. The WRF-NMM core is currently used in the operational North America Mesoscale (NAM) prediction system. Figure 4a and those captured by the forecast of CLD in Figure 4b .
