Abstract. We consider a chance constrained problem, where one seeks to minimize a convex objective over solutions satisfying, with a given close to one probability, a system of randomly perturbed convex constraints. This problem may happen to be computationally intractable; our goal is to build its computationally tractable approximation, i.e., an efficiently solvable deterministic optimization program with the feasible set contained in the chance constrained problem. We construct a general class of such convex conservative approximations of the corresponding chance constrained problem. Moreover, under the assumptions that the constraints are affine in the perturbations and the entries in the perturbation vector are independent-of-each-other random variables, we build a large deviation-type approximation, referred to as "Bernstein approximation," of the chance constrained problem. This approximation is convex and efficiently solvable. We propose a simulation-based scheme for bounding the optimal value in the chance constrained problem and report numerical experiments aimed at comparing the Bernstein and well-known scenario approximation approaches. Finally, we extend our construction to the case of ambiguous chance constrained problems, where the random perturbations are independent with the collection of distributions known to belong to a given convex compact set rather than to be known exactly, while the chance constraint should be satisfied for every distribution given by this set.
Here ξ is a random vector with probability distribution P supported on a set Ξ ⊂ R d , X ⊂ R n is a nonempty convex set, α ∈ (0, 1), f : R n → R is a real valued convex function, F = (f 1 , . . . , f m ) : R n × Ξ → R m , and Prob(A) denotes probability of an event A. Probability constraints of the form appearing in (1.1) arise naturally in various applications and are called chance (or probabilistic) constraints. Such constraints can be viewed as a compromise with the requirement of enforcing the constraints F (x, ξ) ≤ 0 for all values ξ ∈ Ξ of the uncertain data vector, which could be too costly or even impossible. Chance constrained optimization problems were introduced in Charnes, Cooper, and Symonds [8] , Miller and Wagner [17] , and Prékopa [21] .
Aside from potential modelling problems with formulation (1.1) (e.g., the necessity to know the probability distribution of the random vector ξ, which in practice is not always easy), there could be serious problems with numerical processing of chance constraints. First, it may happen that the only way to check whether or not a given chance constraint is satisfied at a given point x is to use Monte Carlo simulation, and this becomes too costly when α is small. The second potential difficulty is that even with nice, say affine in x and in ξ, functions F (x, ξ), the feasible set of a chance constraint may happen to be nonconvex, which makes optimization under this constraint highly problematic. It should be mentioned that there are generic situations where the latter difficulty does not occur. First, there exists a wide family of logarithmically concave distributions extensively studied by Prékopa [22] ; he shows, in particular, that whenever the distribution of a random vector ξ is logarithmically concave, the feasible set of a chance constraint Prob{ξ : Ax ≥ ξ} ≥ 1 − (A is a deterministic matrix) or, more generally, the feasible set of a chance constraint Prob{ξ : (x, ξ) ∈ X} ≥ 1 − (X is a deterministic convex set) is convex. There is also a recent result, due to Lagoa, Li, and Sznaier [16] , which states that the feasible set of a scalar chance constraint
is convex, provided that the vector (a T , b) T of the coefficients has symmetric logarithmically concave density and < 1/2. Note, however, that in order to process a chance constraint efficiently, we need both efficient computability of the probability in question and the convexity of the corresponding feasible set. This combination seems to be a "rare commodity."
1 As far as chance constraint (1.2) is concerned, the only case known to us when both these requirements are satisfied is the one where the random vector (a T , b) T is the image, under deterministic affine transformation, of a random vector with rotationally invariant distribution; cf. [16] . The simplest case of this situation is the one when (a T , b) T is a normally distributed random vector. There are also other cases (see, e.g., [23, 11] ) where a chance constraint can be processed efficiently, but in general the problem still persists; there are numerous situations where the chance constrained version of a randomly perturbed constraint F (x, ξ) ≤ 0, even as simple-looking a one as the bilinear constraint (1.2), is "severely computationally intractable." Whenever this is the case, a natural course of action is to look for tractable approximations of the chance constraint, i.e., for efficiently verifiable sufficient conditions for its validity. In addition to being sufficient, such a condition should define a convex and "computationally tractable" set in the x-space, e.g., should be represented by a system of convex inequalities G(x, u) ≤ 0 in x and, perhaps, in additional variables u ∈ R s , with efficiently computable G (x, u) . Whenever this is the case, the problem min x∈X,u∈R s f (x) subject to G(x, u) ≤ 0 (1.3) is a convex programming problem with efficiently computable objective and constraints and as such it is efficiently solvable.
2 This problem provides a conservative approximation of the chance constrained problem of interest, meaning that the projection of the feasible set of (1.3) onto the space of x-variables is contained in the feasible set of the chance constrained problem (1.1), so that an optimal solution to (1.3) is feasible suboptimal solution to (1.1).
A general way to build computationally tractable approximations (not necessarily conservative) of chance constrained problems is offered by the scenario approach based on Monte Carlo sampling techniques. That is, one generates a sample ξ 1 , . . . , ξ N of N (independent) realizations of the random vector ξ and approximates (1.1) with the problem (P N ) min x∈X f (x) subject to F (x, ξ ν ) ≤ 0, ν = 1, . . . , N.
The main advantage of this approach is its generality: it imposes no restrictions on the distribution of ξ and on how the data enters the constraints. In order to build (P N ) there is no need even to know what the distribution of ξ is; all we need is to be able to sample from this distribution. Last, but not least, is the "tractability status" of the approximation. The approximation (P N ) is efficiently solvable, provided that the function F (x, ξ) is componentwise convex in x and is efficiently computable, and the sample size N is not too large.
An important theoretical question related to the scenario approximation is the following. The approximation itself is random and its solution may not satisfy the chance constraints. The question is, How large should the sample size N be in order to ensure, with probability of at least 1 − δ, that the optimal solution to (P N ) is feasible for the problem of interest (1.1)? To some extent this question was resolved in recent papers of Calafiore and Campi [6, 7] and de Farias and Van Roy [10] . Their results were then extended in [14] to a more complicated case of ambiguous chance constraints (that is, the case when the "true" distribution of ξ is assumed to belong to a given family of distributions rather than to be known exactly, while the samples are drawn from a specified reference distribution). The answer to the outlined question, as given in [7] , is that if F (x, ξ) is componentwise convex in x, then, under mild additional conditions, with the sample size N satisfying
the optimal solution to (P N ) is, with a probability of at least 1 − δ, feasible for the chance constrained problem (1.1). A remarkable feature of this result is that, similar to the scenario approximation itself it, is completely distribution-free.
Aside from the conservativeness (which is a common drawback of all approximations), an intrinsic drawback of the scenario approximation based on (1.4) is that, as is easily seen, the sample size N should be at least inverse proportional to the risk α and thus could be impractically large when the risk is small. Moreover, the sample size as given by (1.4) (and by all other known results of this type) grows linearly with n, which makes it difficult to apply the approach already to medium-size problems (with α = 0.01 and n = 200, δ = 0.01, the estimate (1.4) results in N * = 285, 063). Note that for a properly modified scenario approximation, "bad" dependence of N on α given by (1.4) can be replaced with
provided that F (x, ξ) is affine in ξ and ξ has a "nice" distribution, e.g., uniform in a box, or on the vertices of a box, or normal [19] .
An alternative to the scenario approximation is an approximation based on "analytical" upper bounding of the probability for the randomly perturbed constraint F (x, ξ) ≤ 0 to be violated. The simplest approximation scheme of this type was proposed in [2] for the case of a single affine in ξ inequality
(cf., (1.2)). Assuming that ξ j are independent-of-each-other random variables with zero means varying in segments [−σ i , σ i ], it is easy to see that if x satisfies the constraint
where Ω > 0 is a "safety" parameter, then x violates the randomly perturbed constraint (1.6) with probability of at most exp −κΩ 2 , where κ > 0 is an absolute constant (as we shall see in section 6, one can take κ = 1/2). It follows that if all components f i (x, ξ) are of the form
with Ω := 2 log(mα −1 ), is an approximation of the chance constrained problem (1.1). This approximation is convex, provided that all f ij (x) are convex and every one of the functions f ij (x) with j ≥ 1 is either affine or nonnegative. Another, slightly more convenient computationally, analytical approximation of randomly perturbed constraint (1.6) was proposed in [5] . Analytical approximations of more complicated chance constraints, notably a randomly perturbed conic quadratic inequality, are presented in [18] . An advantage of the "analytical" approach as compared to the scenario one is that the resulting approximations are deterministic convex problems with sizes independent of the required value of risk (reliability) α, so that these approximations remain practical also in the case of very small values of α. On the negative side, building an analytical approximation requires structural assumptions on F (x, ξ) and on the stochastic nature of ξ (in all known constructions of this type, ξ j should be independent of each other and possess "nice" distributions).
In this paper, we develop a new class of analytical approximations of chance constraints, referred to as Bernstein approximations.
3 Our major assumptions are that the components of F (x, ξ) are of the form (1.8) with convex f ij (x), and ξ j are independent of each other and possess distributions with efficiently computable moment generating functions. Besides this, we assume that for every j ≥ 1 for which not all of the functions f ij (x), i = 1, . . . , m, are affine, the corresponding random variable ξ j is nonnegative. Under these assumptions, the approximation we propose is an explicit convex program.
After the initial version of this paper was released, we became aware of the paper of Pinter [20] proposing (although not in full generality) Bernstein approximation, even in its advanced "ambiguous" form (see section 6 below). The only (but, we believe, quite important) step ahead in what follows as compared to Pinter's paper is that with our approach the natural scale parameter of Bernstein approximation ("h" in Pinter's paper) becomes a variable rather than an ad hoc chosen constant (as is the case in [20] ). Specifically, we manage to represent Bernstein bound in a form which is jointly convex in the original decision variables and the scale parameter, which allows one to deal, staying all the time within the convex programming framework, with the bound which is pointwise optimized in the scale parameter.
The rest of the paper is organized as follows. In section 2 we introduce a class of convex conservative approximations of (1.1). Bernstein approximation of (1.1) is derived and discussed in section 3. In section 4, we propose a simple simulation-based scheme for bounding the true optimal value in (1.1), which allows one to evaluate numerically the quality (that is, the conservatism) of various approximations. In section 5, we report some preliminary numerical experiments with Bernstein approximation. Our numerical results demonstrate that this approximation compares favorably with the scenario one. In concluding section 6, we extend Bernstein approximation to the case of ambiguous uncertainty model, where the tuple of distributions of (mutually independent) components ξ j of ξ is assumed to belong to a given convex compact set rather than to be known exactly (cf., [14] , where similar extensions of the scenario approach are considered).
Convex approximations of chance constrained problems.
In this section we discuss convex approximations of chance constrained problems of the form (1.1). As was mentioned in the introduction, chance constrained problems, even simple-looking ones, are often computationally intractable. A natural way to overcome, to some extent, this difficulty is to replace chance constraint problem (1.1) with a tractable approximation. That is, with an efficiently solvable problem of the form (1.3). To this end we require the function G(x, u) to be convex in (x, u) and efficiently computable. We also would like the constraints G(x, u) ≤ 0 to be conservative, in the sense that if for x ∈ X and u it holds that G(x, u) ≤ 0, then Prob F (x, ξ) ≤ 0 ≥ 1 − α. Thus, feasible solutions to (1.3) induce feasible solutions to (1.1), so that the optimal solution of the approximation is a feasible suboptimal solution of the problem of interest. If these two conditions hold, we refer to (1.3) as a convex conservative approximation of the true problem (1.1). Our goal in this section is to construct a special class of convex conservative approximations.
Let us consider first the scalar case of m = 1, i.e., F : R n × Ξ → R. Then the probabilistic (chance) constraint of problem (1.1) is equivalent to the constraint
By 1l A we denote the indicator function of a set A, i.e., 1l
Let ψ : R → R be a nonnegative valued, nondecreasing, convex function satisfying the following property: ( * ) ψ(z) > ψ(0) = 1 for any z > 0. We refer to function ψ(z) satisfying the above properties as a (one-dimensional) generating function. It follows from ( * ) that for t > 0 and random variable Z,
By taking Z = F (x, ξ) and changing t to t −1 , we obtain that
holds for all x and t > 0. Denote that
We obtain that if there exists t > 0 such that Ψ(x, t) ≤ tα, then p(x) ≤ α. In fact this observation can be strengthened to
Indeed, let us fix x and set φ(
and hence lim inf t→+0 φ(t) > 0. Further, we have
and hence lim inf t→∞ φ(t) = ∞ due to α ∈ (0, 1 
is a conservative approximation of (2.1)-whenever (2.5) is true, so is (2.1). Moreover, assume that for every ξ ∈ Ξ the function F (·, ξ) is convex. Then G(x, t) := Ψ(x, t)−tα is convex. Indeed, since ψ(·) is nondecreasing and convex and F (·, ξ) is convex, it follows that (x, t) → tψ(t −1 F (x, t)) is convex 4 . This, in turn, implies convexity of the expected value function Ψ(x, t), and hence convexity of G(x, t).
We obtain, under the assumption that X, f (·) and
gives a convex conservative approximation of the chance constrained problem (1.1).
Clearly the above construction depends on a choice of the generating function ψ(z). This raises the question of what would be a "best" choice of ψ(z). If we consider this question from the point of view of a better (tighter) approximation of the corresponding chance constraints, then the smaller is ψ(·), the better is bound (2.2). If the right derivative ψ + (0) is zero, then ψ(z) ≥ ψ(0) = 1 for all z ∈ R, and the above construction produces trivial bounds. Therefore we may assume that a := ψ + (0) > 0. Since ψ(0) = 1 and ψ(·) is convex and nonnegative, we conclude that ψ(z) ≥ max{1 + az, 0} for all z, so that the upper bounds (2.2) can be only improved when replacing ψ(z) with the functionψ(z) := max{1 + az, 0}, which also is a generating function. But the bounds produced by the latter function are, up to scaling z ← z/a, the same as those produced by the function
where [a] + := max{a, 0}. That is, from the point of view of the most accurate approximation, the best choice of the generating function ψ is the piecewise linear function ψ * defined in (2.7). For the generating function ψ * defined in (2.7) the approximate constraint (2.5) takes the form
Replacing in the left-hand side inf t>0 with inf t , we clearly do not affect the validity of the relation; thus, we can rewrite (2.8) equivalently as
In that form the constraint is related to the concept of conditional value at risk (CVaR) going back to [13, 21] . Recall that CVaR of a random variable Z is
It is easily seen that CVaR 1−α (Z) is a convex and monotone functional on the space of random variables with finite first moment, and that the (1 − α)-quantile ("value at risk")
of the distribution of Z is a minimizer of the right-hand side in (2.10), so that it always holds that CVaR
defines a convex conservative approximation of the chance constraint. The idea of using CVaR as a convex approximation of VaR is due to Rockafellar and Uryasev [24] . Recalling the definition of CVaR, we see that the constraints (2.9) and (2.11) are equivalent to each other.
One of the possible drawbacks of using the "optimal" generating function ψ * (as compared with the exponential ψ(z) := e z , which we will discuss in the next section) in the above approximation scheme is that it is unclear how to compute efficiently the corresponding function Ψ(x, t) even in the simple case
of affine in ξ function F (x, ξ) and independent-of-each-other random variables ξ j with known and simple distributions.
There are several ways how the above construction can be extended for m > 1. One simple way is to replace the constraints
however, that this may destroy a simple, e.g., affine in ξ, structure of the constraint mapping F (x, ξ). An alternative approach is the following.
Consider a closed convex cone K ⊆ R m + and the corresponding partial order K , i.e., z K y iff z − y ∈ K. Of course, for the nonnegative orthant cone
We can also consider some other convex closed cones and define constraints in that form. The corresponding chance constraint can be written in the form
Let ψ : R m → R be a nonnegative valued, convex function such that the following hold:
. We refer to function ψ(z) satisfying these properties as a K-generating function.
By ( ) we have that E[ψ(F (x, ξ))] provides an upper bound for p(x), and the corresponding inequality of the form (2.2) holds. Suppose, further, that for every
, the problem of the form (2.6) gives a convex conservative approximation of the chance constrained problem (1.1).
In such construction for m > 1, there is no "best" choice of the K-generating function ψ(z). A natural choice in the case of
where a i > 0 are "scale parameters."
Yet there is another possible extension of the above approximation scheme for m > 1. Let α 1 , . . . , α m be positive numbers such that α 1 
it follows that the system of constraints
is more conservative then the original chance constraint. We can now apply the onedimensional construction to each individual constraint of (2.14) to obtain the following convex conservative approximation of the chance constrained problem (1.1):
Remark 2.
1. An open question related to the approximation (2.15) is how to choose α i . It would be very attractive to treat these quantities in (2.15) as design variables (subject to the constraints α i > 0 and i α i ≤ α) rather than as parameters. Unfortunately, such an attempt destroys the convexity of (2.15) and thus makes the approximation seemingly intractable. The simplest way to resolve the issue in question is to set
3. Bernstein approximation. One of the drawbacks of using the piecewise linear generating functions of the form (2.7) (or (2.13)) is that the corresponding constraint function may be difficult to compute even for relatively simple functions F (x, ξ). In this section we consider the (one-dimensional) generating function ψ(z) := e z . For such a choice of the generating function, constructions of the previous section are closely related to the classical large deviations theory (cf., [9] ).
We assume in this section that the following hold: A1. The components ξ j , j = 1, . . . , d, of the random vector ξ are independent of other random variables. We denote by P j the probability distribution of ξ j , supported on Ξ j ⊂ R (so that the support of the distribution
the moment generating function, and by Λ j (t) := log M j (t), the logarithmic moment generating function of ξ j . A2. The moment generating functions M j (t), j = 1, . . . , d, are finite valued for all t ∈ R and are efficiently computable. In fact, we could allow for the moment generating functions to be finite valued just in a neighborhood of t = 0. We make the stronger assumption of requiring the moment generating functions to be finite valued for all t in order to simplify the presentation.
A3. The components f i (x, ξ) in the constraint mapping F (x, ξ) are affine in ξ:
and the functions f ij (x), j = 0, 1, . . . , d, are well defined and convex on X. Besides this, for every j ≥ 1 such that Ξ j ⊂ R + , all functions f ij (x), i = 1, . . . , m, are affine. In addition, the objective f (x) in (1.1) is well defined and convex on X. In what follows, we refer to problem (1.1) satisfying the assumptions A1-A3 as an affinely perturbed convex chance constrained problem.
. By A1 and A2, the function
is well defined and continuous in z. Besides this, it is convex (since, as is well known, the logarithmic moment generating functions are so). Moreover, Φ(z) is monotone in z 0 and in every z j with j ∈ J := {j ≥ 1 : Ξ j ⊂ R + }. Finally, one clearly has for t > 0 and p(z) :
Consequently, for every β ∈ (0, 1),
Similar to the reasoning which led us to (2.4), the latter implication can be strengthened to
Now consider an affine chance constrained problem with real-valued constraint mapping
is a conservative approximation of the chance constrained problem (1.1). In fact this approximation is convex. Indeed, the function
is convex in (z, t > 0) (since Φ(z) is convex) and is monotone in z 0 and every z j with j ∈ J, while, by A3, all g j (x), j = 0, 1, . . . , d, are convex in x ∈ X, and all g j (x) with j ≥ 1 such that j ∈ J are affine. It follows that the function
, whence the constraint in (3.3) is convex; the objective is convex by A3, and X was once forever assumed to be convex when formulating (1.1). Thus, (3.3) is a convex conservative approximation of an affinely perturbed chance constrained problem with m = 1, as claimed. We can extend the outlined construction to the case of m > 1 in a way similar to the construction of problem (2.15). That is, given an affinely perturbed chance constrained problem (1.1), (3.1), we choose α i > 0, i α i ≤ α, and build the optimization problem
Similar to the case of m = 1, this problem is a convex conservative approximation of (1.1). We refer to (3.4) as the Bernstein approximation of (1.1).
An advantage of the Bernstein approximation over the one discussed in the previous section is that under assumptions A1-A3, Bernstein approximation is an explicit convex program with efficiently computable constraints and as such is efficiently solvable.
Remark 3.1. A somehow less accurate version of Bernstein approximation was in fact proposed in [2] for the situation where the random variables ξ j are independent with zero mean and supported on segments [−σ i , σ i ]. We have cited this result in the introduction; see (1.9). The justification of (1.9) is based on a straightforward bounding from above (going back to Bernstein) of the associated logarithmic moment generating function and demonstrating that if x satisfies (1.7), then the resulting (conservative) version of the corresponding probability bound, as applied to
Clearly, Bernstein approximation as presented here is less conservative than (1.9), since it is based on the corresponding "true" function rather than on its upper bound given solely by the expected values and the sizes of supports of ξ j .
Upper and lower bounds.
In general, the approximation-based approach to processing chance constrained problems requires mechanisms for (i) measuring the actual risk (reliability) associated with the resulting solution, and (ii) bounding from below the true optimal value Opt * of the chance constraint problem (1.1). Task (i) corresponds to the case when the approximation is not necessarily conservative, as it is the case, e.g., with the scenario approximation. With the latter, even applied with the theoretically justified sample size (1.4), there is still a chance 1 − δ that the resulting solutionx does not satisfy the chance constraint, and we would like to check whether the solution indeed is feasible for (1.1). Task (ii) is relevant to basically all approximations, since they usually are conservative ("for sure," as Bernstein approximation, or "with probability close to 1," as the scenario approximation with sample size (1.4)), and a lower bound on Opt * allows one to quantify this conservatism. A straightforward way to measure the actual risk of a given candidate solution x ∈ X is to use Monte Carlo sampling. That is, a sample ξ 1 , . . . , ξ N of N realizations of random vector ξ is generated and the probability p(x) := Prob F (x, ξ) ≤ 0 is estimated as Δ/N , where Δ is the number of times the constraint F (x, ξ ν ) ≤ 0, ν = 1, . . . , N , is violated. A more reliable upper bound on p(x) is the random quantity
where 1 − δ is the required confidence level. The quantity α is, with probability of at least 1 − δ, an upper bound on p(x), so that if our experiment results in α ≤ α, we may be sure, "up to probability of bad sampling ≤ δ," thatx is feasible for (1.1) and f (x) is an upper bound on Opt * . Since the outlined procedure involves only the calculation of quantities F (x, ξ ν ), it can be performed with a large sample size N , and hence feasibility ofx can be evaluated with a high reliability, provided that α is not too small (otherwise the procedure would require an unrealistically large sample size).
It is more tricky to bound Opt * from below. Here we propose a bounding scheme as follows. and hence calculate its optimal value Opt μ .
We compute the quantities Opt μ , μ = 1, . . . , M, by treating the infeasibility and unboundedness according to the standard optimization conventions: the optimal value of an infeasible optimization problem is +∞, while for a feasible and unbounded problem from below it is −∞. We then rearrange the resulting quantities {Opt μ } μ=1,...,M in nondescending order: Opt (1) ≤ · · · ≤ Opt (M ) (in the statistics literature these are called the order statistics of the sample {Opt μ } μ=1,...,M ). By definition, the lower bound on the true optimal value is the random quantity Opt (L) .
Let us analyze the resulting bounding procedure. Let x be a feasible point of the true problem (1.1). Then x is feasible for problem (4.1) with probability of at least
N . When x is feasible for (4.1), we of course have Opt μ ≤ f (x). Thus, for every μ ∈ {1, . . . , M} and for every ε > 0 we have
Now, in the case of Opt (L) > Opt * + ε, the corresponding realization of the random sequence Opt 1 , . . . , Opt M contains less than L elements which are less than or equal to Opt * + ε. Since the elements of the sequence are independent, the probability
Since the resulting inequality is valid for all ε > 0, we arrive at the bound
We now arrive at the following simple result. 
Then with probability of at least 1−δ, the random quantity Opt (L) gives a lower bound for the true optimal value Opt * . The question arising in connection with the outlined bounding scheme is how to choose M , N , L. Given a desired reliability 1−δ of the bound and M and N , it is easy to specify L: this should be just the largest L > 0 satisfying condition (4.3). (If no L > 0 satisfying (4.3) exists, the lower bound, by definition, is −∞.) We end up with a question of how to choose M and N . For N given, the larger M is, the better. For given N , the "ideal" bound yielded by our scheme as M tends to infinity is the lower θ N -quantile of the true distribution of the random variable Opt 1 . The larger M , the better we can estimate this quantile from a sample of M independent realizations of this random variable. In reality, however, M is bounded by the computational effort required to solve M problems (4.1). Note that the larger the effort per problem, the larger the sample size N . We have no definite idea how to choose N . As N grows, the distribution of Opt 1 "goes up" in the sense that Prob{Opt 1 > a} increases for every a. As a result, every lower θ-quantile of this distribution also increases. If our bound were the lower θ-quantile of the distribution of Opt 1 , it would grow (that is, improve) with N . Unfortunately, our bound is the (empirical estimate of) the lower θ N -quantile of the distribution in question, with θ N decreasing as N grows, and this decrease shifts the bound down. For the time being, we do not know how to balance these two opposite trends, except for a trivial way to test several values of N and to choose the best (the largest) of the resulting bounds. To keep reliability δ by testing k different values of N , would require one to strengthen reliability of every one of the tests, e.g., in accordance with the Bonferroni inequality, by replacing δ in the right-hand side of (4.3) with δ/k.
Numerical illustration.
We are about to present the results of an illustrative experiment. While the model below is described in financial terms, we do not pretend this toy model is of actual applied value; our only goal here is to compare Bernstein approximations with the scenario approach (see the introduction).
Test problem: optimizing value at risk. The toy test problem we are about to consider is the following. There are n + 1 assets 0, 1, . . . , n with random returns. The problem is to distribute $1 between the assets in order to maximize the upper (1 − α)th quantile of the total profit (that is, the total return of the resulting portfolio minus the initial capital of $1). The corresponding model is the chance constrained linear programming problem
where x j is the capital invested in asset j, and r j is the return of this asset. The data we used in our experiment are as follows:
• There are n + 1 = 65 assets; asset #0 ("money") has deterministic return r 0 ≡ 1, while the returns r i of the remaining 64 "true" assets are 
2 ) are "common factors" affecting all returns, and γ i ≥ 0 are deterministic "influence coefficients." All "primitive" random variables (64 of η i 's and 8 of ζ 's) are independent of each other.
We used ν = 0, θ = 0.1, μ i = σ i (that is, the more promising an asset at average, the more risky it is). The influence coefficients γ i and the parameters μ i were chosen in such a way that E variables η 1 , . . . , η 64 , ζ 1 , . . . , ζ 8 , so that the structure of (P α ) allows for applying Bernstein approximation. The difficulty, however, is that the random variables in question are log-normal and thus the corresponding momentgenerating functions are +∞ outside of the origin. This difficulty can be easily circumvented, specifically, as follows. Given a log-normal random variable ξ ∼ LN (μ, σ 2 ), and positive "threshold probability" > 0 and "resolution" Δ > 0, we associate with these data a discrete random variable ξ as follows. Let π(s) be the N (0, 1)-Gaussian density and R be such that 2 ): given a realization a of ξ, we look to which one of the n + 1 sets
a belongs, and replace a with the left endpoint of this set, thus obtaining a realization a of ξ. Note that with our choice of a i , we always have a/a ≤ 1, and a/a ≥ exp{−Δ} unless a < b 1 or a > b n ; the latter can happen with probability of at most . Thus, ξ can be thought of as a lower bound on ξ which with probability of ≥ 1 − is tight within factor exp{Δ}. Now let us replace in (P α ) underlying log-normal random variables η 1 , . . . , ζ 8 with their roundings η 1 , . . . , ζ 8 . Since we "round down" and all γ i are nonnegative, every feasible solution to the resulting chance constrained problem will be feasible for (P α ) as well. At the same time, the new problem is an affinely perturbed chance constrained problem with discrete random variables, and building its Bernstein approximation causes no problems at all. This is the scheme we used in our experiments, the parameters being = 10 −6 and Δ = 0.0025. Even with that high (in fact, redundant) quality of discretization, there was no difficulty with handling the resulting discrete random variables-the average, over all 71 discrete random variables in question, number of different values taken by a variable was just ≈ 138, which made computing Bernstein bound a pretty easy task.
Tuning the approximations. Both approximations we are dealing with in our experiments-the scenario and Bernstein one-are conservative in the sense that a solution yielded by an approximation violates the randomly perturbed constraint in question with probability α f , which is less than the required risk α (this claim is completely true for Bernstein approximation and is "true with high probability" for the scenario one). Experiments show that the ratio α/α f could be pretty large (see Table  1 ), which makes it natural to look for ways to reduce the resulting conservatism. To some extent, this can indeed be done via a simple tuning, provided that α is not too small, so that the probabilities of order of α can be measured reliably by Monte Carlo simulations with samples of reasonable size. When tuning Bernstein approximation, we replace the required risk α by a larger quantity α + , solve the approximation as if the required risk were α + , and then run Monte Carlo simulation in order to check with a desired reliability whether the actual risk α f of the resulting solution is ≤ α. We then choose the (nearly) largest possible α + which meets the outlined requirement and treat the associated solution as the result of our tuning. Of course, tuning can be used in the case of scenario approximation as well, with the number of scenarios in the role of tuning parameter.
The experiments. The experiments were conducted for the value of risk α = 0.05. The reliability 1 − δ for the scenario approximation (see (1.4)) was set to 0.999. Similarly, the reliability of all other simulation-based inferences (like those on actual risks of various solutions, bound on the true optimal value in the chance constrained problem, etc.) was set to 0.999. The results are presented in Table 1 ; the reader should be aware that we work with a maximization problem, so that the larger the value of the objective yielded by a method, the better. Therefore, what was before a lower bound on the optimal value in the chance constrained problem becomes an upper bound, etc.
Explanations to Table 1 . a Empirical risk makes sense only with respect to the optimal values yielded by various methods and is the empirical frequency estimate, taken over 10,000 simulations, of the probability p of violating the randomly perturbed constraint in (P 0.05 ) at the solution yielded by the method. Inferred risk is the 0.999-reliable upper bound on p, as inferred from the same 10,000 simulations.
b Optimal value in the nominal problem-the one where all randomly perturbed coefficients are set to their expected values.
c See section 4. Since (P 0.05 ) is a maximization problem, the corresponding construction yields an upper bound on the optimal value in (P 0.05 ). The reliability of the bound is 0.999.
da Optimal value in Bernstein approximation (3.4) of (P 0.05 ). d b Optimal value in tuned Bernstein approximation. In our experiment, the best tuning corresponded to replacing the true value 0.05 of risk with the value 0.3.
ea Optimal value in the scenario approximation (P N ) of (P 0.05 ), the sample size N being chosen according to (1.4) (where n = 66, α = 0.05, and δ = 0.001).
e b Optimal value in tuned scenario approximation. In our experiment, the best tuning corresponded to reducing the number of scenarios with its theoretical value 14,684 to 550.
f Optimal value given by robust optimization; under mild regularity assumptions, which hold true in the case of (P ), this is the same as the optimal value in (P α ) in the case of α = 0. In our case, the robust optimal value is 0, meaning that there is no way to make guaranteed profit, so that the best, in the worst-case setting, policy is to not to invest into "nonmoney" assets at all.
Discussion. A. As far as the objective value is concerned, Bernstein approximation outperforms the (nontuned) scenario approximation; the same is true for the tuned versions of the procedures (this is consistent with all other numerical exper-iments we have run, including those for test problems of different structure). The differences, although not large, are not negligible (2.2% for tuned approximations).
B. Additional good news about Bernstein approximation is that even with tuning, this still is an implementable routine: the solution and the optimal value in (3.4), (2.16) are well-defined functions of α, and the resulting value of the objective is better, the larger α is. Consequently, tuning becomes an easy-to-implement routine, a kind of bisection: we solve (3.4), (2.16) for a certain value of α and check the actual risk of the resulting solution; if it is worse then necessary, we decrease α in (3.4) , otherwise increase it. In contrast to this, the optimal value and the optimal solution of scenario approximation with a given sample size are random. For not too large sample sizes, the variability of these random entities is high, which makes tuning difficult.
C. It should be added that Bernstein approximation in its nontuned form remains practical in the case of very small risks α and/or high design dimension, that is, in situations where the scenario approximation requires samples of unrealistic sizes. To get an impression of the numbers, assume that we want α as small as 0.5% or even 0.1%, while the reliability 1 − δ of our conclusions (which in previous experiments was set to 0.999) is now increased to 0.9999. In this case the scenario approximation becomes completely impractical. Indeed, the theoretically valid sample size given by (1.4) becomes 209,571 for α = 0.5% and 1,259,771 for α = 0.1%, which is a bit too much. Using smaller sample sizes plus tuning also is problematic, since it becomes too complicated to test the risk of candidate solutions by simulation. For example, with α = 0.005 and α = 0.001, it takes over 100,000 simulations to conclude, with reliability 0.9999, that a given candidate solution which in fact is feasible for (P 0.9α ) is feasible for (P α ).
• At the same time, Bernstein approximation with no tuning is 100% reliable, remains of the same complexity independently of how small is α, and at the uncertainty level 0.5 results in the profits 0.0500 for α = 0.5% and 0.0445 for α = 0.1%. This is not that bad, given that the robust optimal value in our situation is 0.
The bottom line, as suggested by the experiments (and as such, not conclusive yet) is as follows: The scenario approximation has no advantages whatsoever as compared to the Bernstein one, provided the latter is applicable (that is, that we are in the case of a affinely perturbed convex chance constrained problem with known and simple enough distributions of ξ j ).
6. The case of ambiguous chance constraints. As was mentioned in the introduction, one of the basic problems with the formulation of chance constrained problem (1.1) is that it assumes an exact knowledge of the underlying probability distribution P of ξ. Therefore it appears natural to consider "robust" or minimax versions of the chance constrained problems; for results in this direction, see [12, 27, 25, 26, 14] and references therein. When applying the minimax approach to chance constrained problems, one assumes that the distribution P of random vector ξ in (1.1) belongs to a given in advance family P of probability distributions supported on a (closed) set Ξ ⊂ R d and replaces the chance constraint in (1.1) with its worst-case, over P ∈ P, version, thus arriving at the ambiguous chance constrained problem
where Prob P is the P -probability of the corresponding event.
Of course, we can replace the probability constraints in (6.1) with one constraint by taking the minimum of Prob P F (x, ξ) ≤ 0 with respect to P ∈ P. That is, problem (6.1) is constrained with respect to a "worst" distribution of the considered family P. We can also write the probability constraints of (6.1) in the following form:
where A x := {ξ ∈ Ξ : F (x, ξ) ≤ 0}. The "worst-case-distribution" (or minimax) stochastic programming problems were considered in a number of publications (e.g., [12, 27] ). When applied to chance constraints, such worst-case-distribution problems are called ambiguous chance constrained problems (see [14] and references therein).
For some families of distributions the maximum in the left-hand side of (6.2) can be calculated explicitly. With every family P of probability distributions is associated the function
defined on a space of real-valued random variables Z. Formula (6.3) describes a dual representation of so-called coherent risk measures introduced by Artzner et al [1] . Consider now the following family:
Here γ 1 and γ 2 are constants such that 0 ≤ γ 1 ≤ 1 ≤ γ 2 , P * is a (reference) probability distribution on Ξ and the notation P 1 P 2 means that for two (not necessarily probability) Borel measures P 1 and P 2 on Ξ it holds that P 1 (A) ≤ P 2 (A) for any Borel set A ⊂ Ξ. The constraint P (Ξ) = 1 in (6.3) is written to ensure that P is a probability measure. This family P defines a coherent risk measure, which can be written in the following equivalent form: (6.5) where all expectations are taken with respect to the reference distribution P * . In particular, for γ 1 = 0 and κ := (γ 2 − 1)/γ 2 ,
(cf., [25, 26] ).
By the definition (6.4) of P we have that E P [1l Ax ] ≤ γ 2 P * (A x ) for any P ∈ P, with the equality holding if P (A x ) = γ 2 P * (A x ). Since P (Ξ) = 1, this can be achieved iff
. We obtain the following. If α ≤ (1 − γ 1 )/(γ 2 − γ 1 ), then the ambiguous chance constrained problem (6.1) with P given by (6.4) is equivalent to the chance constrained problem (1.1) with respect to the reference distribution P * and with rescaled risk α ← α * := α/γ 2 . Another popular example of a coherent risk measure is the mean-upper-absolute semideviation (6.6) where c ∈ [0, 1] is a constant and the expectations are taken with respect to a reference distribution P * . It has the dual representation (6.3) with the corresponding family
where ζ = dP/dP * denotes the density of P with respect to P * (cf., [26] ). By using the definition (6.6) it is straightforward to calculate that
By solving the quadratic inequality t + 2ct(1 − t) ≤ α for t = P * (A x ), we obtain that The ambiguous chance constrained problem (6.1) with P given by (6.7) is equivalent to the chance constrained problem (1.1) with respect to the reference distribution P * and with rescaled reliability parameter α ← α * := ϕ(α). Of course, such explicit reduction of the ambiguous chance constrained problem (6.1) to the regular chance constrained problem (1.1) is possible only for some specific families P. Our current goal is to develop Bernstein-type approximation of the constraint in (6.1). As before, we restrict ourselves with problems where the "bodies" of the constraints are affine in ξ:
Assumptions and construction.
Assumptions. From now on, we make the following assumptions about the "data" of (6.9):
B1. The family P of possible distributions of ξ is as follows. Let D j , j = 1, . . . , d, be nonempty compact subsets of the axis, and M be a nonempty set of tuples
, where P j are Borel probability measures on D j . We assume that We assume that P is comprised of all product distributions
running through a given set M with the outlined properties. From now on, we equip the set M underlying, via the outlined construction, the set P in question with the weak topology. It is well known that under the above assumptions this topology is yielded by an appropriate metric on M, and that with this metric M is a compact metric space.
The simplest example of a set P of the outlined structure is as follows. Let D j be finite subsets of R, let Δ := with nonnegative entries such that k p kj = 1 for all j and p kj = 0 whenever s k ∈ D j . For every P ∈ M, the jth column P j of P can be naturally identified with a probability distribution on D j ; the set P generated by M is comprised of all product distributions We assume that whenever j ∈ J, the quantities ξ j and η j "are always nonnegative," that is, for every j ∈ J • jth marginal distribution of every P ∈ P is supported on the nonnegative ray, and • all points η ∈ U satisfy η j ≥ 0 (compare with assumption A3 in section 3).
Building Bernstein approximation.
, so that when P runs trough P, P runs through M. Let
(6.10) By B1, Φ(z, Q) is a well-defined and continuous function of (z, Q) ∈ R d+1 × M (recall that M is equipped with w * -topology). From (6.10) it is also evident that Φ(z, Q) is convex in z ∈ R d+1 and concave in Q ∈ M. From these observations and the compactness of M it follows that Φ(z) is well defined everywhere and is convex. Finally, from B2 it follows that Φ(z, Q) (and therefore Φ(z)) is nondecreasing in z 0 and in every z j with j ∈ J. Now let
so that Θ Q (z, t) and Θ(z, t) are well-defined convex functions in the domain t > 0. Same as in section 3, for every β ∈ (0, 1) and every z ∈ R d+1 we have
and we arrive at the following implication:
We are about to replace (6.11) with an equivalent and more convenient computationally implication:
The advantage of (6.12) as compared to (6.11) is that the premise in the latter implication is semi-infinite: to verify its validity, we should check certain conditions for every Q ∈ M. In contrast to this, the premise in (6.12) requires checking validity of a univariate convex inequality, which can be done by bisection, provided that the function Θ is efficiently computable. The latter condition is equivalent to efficient computability of the function Φ(z), which indeed is the case when M is not too complicated (e.g., is finite-dimensional and computationally tractable).
The validity of (6.12) and the equivalence of (6.11) and (6.12) are given by the following lemma.
Lemma 6.1. Let 0 < β < 1. Then the following holds:
Proof. Implication ⇒ in (6.13) is evident, since Θ(z, t) = max Q∈M Θ Q (z, t). Note that this implication combines with (6.11) to imply the validity of (6.12). Now let us prove the implication ⇐ in (6.13). This is a straightforward consequence of the fact that Θ Q (z, t) is concave in Q and convex in t > 0; for the sake of completeness, we present the corresponding standard reasoning.
As we remember, Φ(z, Q) is continuous and concave in
and concave in Q; the fact that this function is convex in t > 0 is already known to us. Now let P (β) be valid, and let us prove the validity of P (β). Let us fix z and set θ(t, Q) = Θ Q (z, t) − t log β, and let γ > 0. By P (β), for every Q ∈ M there exists t Q > 0 such that θ(t, Q) < γ. Since θ(t, Q) is continuous in Q ∈ M, there exists a neighborhood (in M) V Q of the point Q such that θ(t Q , Q ) ≤ γ for all Q ∈ V Q . Since M is a compact set, there exist finitely many points Q i ∈ M such that the corresponding neighborhoods V Q i cover the entire M. In other words, there exist finitely many positive reals t 1 , . . . , t N such that
Since θ is concave and continuous in Q ∈ M and M is convex, (6.14) implies that
The latter conclusion is a standard fact of convex analysis. For the sake of a reader uncomfortable with possible infinite dimension of M, here is a derivation of this fact from the standard von Neumann lemma. For Q ∈ M, let Λ Q be the set of those λ ∈ Δ N for which i λ i θ(t i , Q) ≤ γ; the set Λ Q clearly is a closed subset of the finitedimensional compact Δ N . All we need is to prove that all these sets have a point in common (such a point can be taken as λ * ), and to this end it suffices to prove that all sets Λ Q from a finite family Λ Q1 , . . . , Λ Q M , Q j ∈ M, have a point in common. But the latter is readily given by the von Neumann lemma as applied to the convex hull Q N of the points Q j , j = 1, . . . , M (which is a finite-dimensional convex compact set):
(the inequality is given by (6.14), the equality by the von Neumann lemma; the required point
Since t γ is positive by construction and γ > 0 is arbitrary, we conclude that inf t>0 Θ(t γ , z) − t γ log β ≤ 0, so that P (β) is valid.
Putting things together, we arrive at the following result. Theorem 6.2. Assume that the ambiguous chance constrained problem (6.9) satisfies Assumptions B1 and B2, and let α i , i = 1, . . . , m, be positive reals such that
is a conservative approximation of problem (6. (x), f i1 (x) , . . . , f id (x)), t).
The outer function θ i (z, t) is convex and nondecreasing in z 0 and every z j with j ∈ J (see the remarks following (6.10)). The inner functions f i0 (x), f ij (x), j ≥ 1, are convex on X, and functions f ij (x) with 0 < j ∈ J are affine. It follows that g i (x, t) is convex in (t > 0, x ∈ X), so that (6.16) is indeed a convex program. Further, if x is feasible for (6.16), then x ∈ X, and for every i the predicate P (α i ) corresponding to z = (f i0 (x), f i1 (x) , . . . , f id (x)) is valid, which, by (6.12), implies that
Since i α i ≤ α, x is feasible for (6.9). Remark 6.1. Assumption B1 requires, among other things, from all distributions P ∈ P to be supported on a common compact set D 1 × · · · × D d . This requirement can be straightforwardly relaxed to the requirement for all P ∈ P to have "uniformly light tails": there exists a function γ(t), t > 0, such that exp{αt}γ(t) → 0 as t → ∞ for all α, and for every Q = {Q j } ∈ M, every j and every t > 0 one has Q j ({s : |s| ≥ t}) ≤ γ(t).
Examples. In order not to care for nonnegativity of ξ j 's associated with nonaffine f ij (·), we assume from now on that all functions f ij , j = 1, . . . , d, in (6.9) are affine.
Example 1 (range information on ξ j ). Assume that all we know about the distributions of ξ is that ξ j take values in given finite segments (and, as always, that ξ 1 , . . . , ξ d are independent). By shifting and scaling f ij (x), we may assume w.l.o.g. As it could be expected, in the situation in question, Bernstein approximation recovers the robust counterpart (RC) of the original uncertain problem [3] , which in our case is the semi-infinite optimization program: It is clear that in the extreme case we are considering the approximation is exactly equivalent to the chance constrained problem (6.9). A relatively good fact of Bernstein approximation (6.17) is that in our example it is no more conservative than (RC). It is immediately seen that this is a general fact: whenever Bernstein approximation (6.16) is well defined, its feasible set contains the feasible set of (RC). We see that when all our knowledge on uncertainty is the ranges of ξ j , both the chance constrained problem (6.9) itself and its Bernstein approximation become the completely worst-case oriented (RC). The situation changes dramatically when we add something to the knowledge of ranges, for example, assume that we know the expected values of ξ j .
Example 2 (ranges and expectations of ξ j are known). Assume that we know that ξ j are independent, take values in known finite segments, and have known expecta To proceed, we were supposed to compute the functions G(z, β) := inf t>0 Θ(z, t) − t log β 5 Here is the verification: let λ = sinh(t) and g(s) = exp{ts} − λs. This function is convex and therefore takes its maximum on [−1, 1] at an endpoint; it is immediately seen that this maximum is g(1) = g(−1) = cosh(t). It follows that when Q ∈ Πμ, one has exp{ts}dQ(s) = g(s)dQ(s) + λμ = cosh(t) + μ sinh(t). The resulting upper bound on exp{ts}dQ(s) is achieved when Q is a two-point distribution with mass (1 + μ)/2 at 1 and mass (1 − μ)/2 at −1.
