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Abstract. We study teams of autonomous robotic agents in which
agents can help each other by offering information-producing re-
sources and functionalities. Depending on the current situation and
tasks, the team may need to change its functional conﬁguration, that
is, which agents provide which functionalities to whom. We pro-
pose to use knowledge-based techniques to automatically synthesize
new team conﬁgurations in response to changes in the situation or
tasks. This note summarizes our approach, and reports our prelimi-
nary steps in this direction.
1 Introduction
Consider a society of autonomous robotic systems embedded in a
common environment. By an autonomous robotic system we mean
here any computer-controlled system able to sense the environment,
take decisions about actions to perform in the environment, and per-
form those actions. These include mobile robots, like the one pictures
in Fig. 1, as well as simpler devices like domestic appliances or mon-
itoring apparatuses. We do not assume that the systems in the society
are homogeneous: they may have different sensing, acting, and rea-
soning capacities.
From an abstract point of view, this society can be seen as one
distributed robotic system. The system usually includes a number of
functionalities organized in some way, for instance, in a generic two-
layer hybrid architecture like the one shown in Fig. 2(left). In these
architectures,thetoplayerimplementshighercognitiveprocessesfor
world modeling (M) and for planning and deliberation (D). The bot-
tom layer implements sensori-motor processes for sensing and per-
ception (P) and for motion control (C), which are connected to a set
of sensors (S) and actuators (A).
In practice, the above functionalities can be distributed across dif-
ferent physical units in the society (robots, devices, etc). Each unit
includes several functionalities in each one of the fP, M, D, C, S,
Ag classes, which it can use to perform the tasks assigned to it. In
addition, each unit may use functionalities from other units in order
to compensate for some one that it is lacking, or to improve its own.
Consider for example the following scenario involving a pair of out-
door robots, A and B, equipped with pan-tilt stereo cameras. Robot
A needs to perform the action to cross a gate in a metalic fence, as
shown in Fig. 1. To do so, it must have a P functionality to measure
the relative position and orientation of the gate, since this informa-
tion is needed by the controller. Robot A can use its stereo camera
to observe the edges of the gate during the crossing, but the mea-
sure obtained when these edges are near is not very reliable. Robot
B, however, could observe the entire scene from a distance and com-
pute a better estimate of the relative position and orientation between
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robot A and the gate. Robot B can therefore offer this functionality
to A so that A can perform its task more reliably — see Fig. 2(right).
In general, the same task can be performed by using differentfunc-
tionalities in different robots and connected in different ways. For ex-
ample, the previous gate-crossing task can be achieved by either (1)
connecting the camera functionality in A to the gate-crossing func-
tionality in A, or (2) connecting the camera functionality in B to the
gate-crossing functionality in A. We informally call conﬁguration
any way to allocate and connect the functionalities of a distributed
multi-robot system. Note that we are interested in functional soft-
ware conﬁgurations, as opposed to the hardware conﬁgurations usu-
ally considered in the ﬁeld of reconﬁgurable robotics (e.g., [7, 12]).
Clearly,whichconﬁgurationshouldbe preferreddependsonthetask,
situation and resources. This suggests that the system should be able
to switch to a new conﬁguration whenever these conditions change.
The focus of our work is to study conﬁgurations of a society of
robotic agents. Our objective is threefold:
1. To deﬁne the concept of functional conﬁguration of a robot soci-
ety: which robot is providing which functionalities to which one,
and how.
2. To study how to dynamically change the conﬁguration of a robot
society in response to changes in the environment, in the tasks, or
in the available resources.
3. To use knowledge-based techniques (e.g., planning and monitor-
ing) to automatically detect when a conﬁguration is not adequate
any more, and synthesize a new one for the current situation.
Figure 1. An outdoor robot about to cross a gate in a fence.M D
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Figure 2. Left: abstract view of a team as a distributed robotic system. Right: a simple team conﬁguration consisting of two-robots: Robot B is providing a
missing perceptual functionality to Robot A.
At this initial stage of our work, we focus on the ﬁrst objective: to
deﬁne a concept of conﬁguration which is adequate from the point of
view of the other two objectives above. The rest of this paper outlines
our ﬁrst steps in this direction.
2 Related work
There are several relevant areas from which one might take inspira-
tion to address the above objectives. In the area of multi-robot sys-
tems, much work has been done on the problem of multi-robot task
allocation, that is, how to allocate a number of tasks to a number of
robots taking into account that different robots may be differently ad-
equate for different tasks (see, e.g., [9] for an overview and analysis).
Some examples are the ALLIANCE architecture [13] and Local El-
igibility approach [25] based on local utility estimates, and the M+
[2] and MURDOCH [8] approaches. Closely related to task allocation
are the issues of robotic team conﬁguration and of dynamic role as-
signment [23, 21, 11]. Chaimowicz et al [3] consider roles as the part
of an individual agent in a cooperative task. They deﬁne a role as a
control mode in a hybrid automaton, and a role assignment is a tran-
sition in that automaton. The approach that we propose in this paper
departs from the above works since we focus on the distribution and
— in particular — the interconnection of atomic (action and percep-
tion) functionalities. These are combined to form behaviors, which
achieve tasks.
The problem of distributing the performance of a task across a
number of agents according to their respective capabilities has been
widely addressed in the Distributed AI (DAI) and in the Multi-Agent
Systems (MAS) communities. Early work in DAI considered dis-
tributed problem solving settings with a precedence order among
sub-tasks [6]. Later work has included the notion of coalitions be-
tween sub-groups of more closely interacting agents [17]. The no-
tions of team-work [14], capability management [22] and norms [1]
have also been used in the MAS community to account for the dif-
ferent forms of interactions between the sub-tasks performed by the
agents in a team. These works, however, typically assume software
agents, and are not concerned with issues of physical action, mobil-
ity, and perception, which play a central role in our work.
Another area of interest is program supervision, where program
modules are combined, tuned and evaluated in order to solve speciﬁc
computational tasks such as image processing, often using planning
techniques [10, 4, 18]. Our work adds several dimensions to program
supervision since we deal with multiple physical agents with both
sensing and acting capabilities.
In a paper more similar in spirit to this one, Simmons et al [20]
consider a task involving a heterogeneous team of robots — a crane,
a robot with a manipulator, and a robot with stereo cameras — solv-
ing a construction task where a beam is placed on top of a stanchion.
This task requires tight cooperation between the robots involved. Co-
operation between the robots is hand-coded, although the authors de-
clare their intention to use planning techniques to set up the coopera-
tion. For specifying tasks, they use TDL (task description language)
[19], an imperative language which is a superset of C++. This lan-
guage does not appear to be adequate for automatic reasoning about
conﬁgurations by, e.g., a planner.
3 Framework
The ﬁrst goal in our research program is to develop a deﬁnition of
conﬁguration that is adequate for the three objectives presented in
the introduction. In general, a conﬁguration of a team of robots may
include interconnected functionalities of two types: information pro-
viding functionalities, that is, functionalities that change the inter-
nal state by providing or processing information; and action exe-
cutions, that is, functionalities that change the state of the environ-
ment. (Some functionalities can have both aspects.) In the work pre-
sented here we focus on the information providing functionalities,
since these are a less studied aspect in the planning literature. The
extension of our framework to include action functionalities is left as
a second step.
To deﬁne our notion of conﬁgurations, a clariﬁcation of the three
concepts of functionality, resource and channel is in order.
3.1 Functionality
A functionality is an operator that uses information provided by other
functionalities to produce additional information. Each instance of
a functionality is located in a speciﬁc robot (or other agent). The
functionality consists of:
² a speciﬁcation of inputs, to be provided by other functionalities.
For each input, it contains information about domain (e.g. video
images) as well as timing information (e.g. every 100 ms).² a speciﬁcation of outputs, to be provided for other functionalities.
They also contain domain and timing information.
² a speciﬁcation of relations between inputs to outputs.
² a set of causal preconditions, that is conditions in the environment
that have to hold in order for the functionality to be operational.
² asetofcausalpostconditions,thatisconditionsintheenvironment
which the functionality is expected to achieve.
² possibly also a speciﬁcation of costs in terms of e.g. computation
and energy.
3.2 Resource
A resource is a special case of a functionality. There are two different
types of resources: sensing resources and action resources. As men-
tioned previously, only sensing resources will be considered in this
paper.Asensingresourcehasnoinputfromotherfunctionalities,and
is typically a sensor that gives information about the current state of
the surrounding environment (e.g., a camera) or perhaps information
about the internal state of the robot.
3.3 Channel
A channel transfers data from one functionality to another. A channel
can be in terms of either inter-robot or intra-robot communication,
and be on different mediums (radio, network, internal connections).
A channel may have requirements of band width, speed and reliabil-
ity.
3.4 Conﬁguration
A conﬁguration is the set of functionalities and the set of channels
that connects functionalities to each other. Each channels connects
the output of one functionality to the input of another functionality.
In the context of a speciﬁc world state, a conﬁguration is admissi-
ble if the following conditions are satisﬁed:
² each input of each functionality is connected via an adequate
channel to an output of another functionality with a compatible
speciﬁcation (information admissibility).
² all preconditions of all functionalities hold in the current world
state (causal admissibility).
² the combined requirements of the channels can be satisﬁed.
3.5 Examples
In order to illustrate the above concepts, we consider a concrete ex-
ample inspired by the scenario described in the introduction. In order
to more easily test the example on real robots (see next section), we
consider an indoor ofﬁce building. A robot is assigned the task of
movingfrom one room to another one by crossing a door between the
two rooms. The “cross-door” action requires information about posi-
tion and orientation of the door with respect to the robot performing
the action. The resources available are two indoor robots (including
the one crossing the door) each one equipped with a camera and a
compass. The door to cross is equipped with a wide-angle camera.
Figure 3. Four different conﬁgurations that provide the position and
orientation of a given door with respect to robot A. See explanation in the
text.Two functionality operators from this scenario are shown below:
(Op Measure_Door (?Y)
Inputs: Image (?X)
Outputs: Door position & orientation
of ?Y relative to ?X
Preconds: Door ?Y fully visible
in image from ?X
Postconds: -
Transform: measuring door procedure
)
(Op Camera (?X)
Inputs: -
Outputs: Image (?X)
Preconds: CameraOn
Postconds: -
Transform: image retrieval procedure
)
The input and output of a functionality represent the data ﬂow as-
sociated with the functionality. In the Measure_Door example we
have an image taken by camera ?X as input and from that we are able
to compute the position and orientation of the door ?Y relative to ?X
as output. The second example is an operator for a camera. Output
from Camera is an image taken by camera ?X. Since Camera is a
sensing resource no input is speciﬁed. There are also certain condi-
tions that need to be satisﬁed in order for the functionality to operate,
and conditions that will be satisﬁed if the functionality is executed.
This causal ﬂow is represented as preconditions and post-conditions
in the operator. For instance the precondition for Measure_Door
is that the door ?Y is fully visible in the input image and the pre-
condition for Camera is that the camera is switched on. The body
of the operator describes the computations performed on the input in
order to generate the speciﬁed output provided that the preconditions
are satisﬁed. Notice that the output of Camera matches the input
of Measure_Door. Intuitively, this means that a channel between
these two functionalities can legally be created.
Fig. 3 illustrates four different (admissible) conﬁgurations that
provide the information required by the action “cross-door”, which
include the functionalities above.
The ﬁrst conﬁguration involves only the robot performing the ac-
tion. The robot is equipped with a panoramic camera that makes it
possible to view the door even during the passage. The camera pro-
duces information to a functionality that measures the position and
orientation of the door relative to the robot.
The second conﬁguration in Fig. 3 shows the other extreme, when
all information is provided by the door that the robot is crossing
and the robot is not contributing with any information. The door is
equippedwithacameraandfunctionalitiesthatcanmeasuretheposi-
tion and orientation of the robot relative to the door. This information
is transformed into position and orientation of door with respect to
the robot before it is delivered to robot A.
The third and fourth conﬁgurations in Fig. 3 consist of two robots
(A and B), each with its own set of resources and functionalities.
In the third conﬁguration, robot A (the robot performing the
“cross-door” action) only contributes with one resource, a compass.
Robot B’s resources are a compass and a camera. The camera pro-
vides information to two functionalities: one that measures the dis-
tance and orientation to the door, and another one that measures the
distance to robot A. All these measurements are computed relative
to robot B. In order to compute the position and orientation of the
door relative to robot A, we need to use a coordinate transformation.
This in turn requires that we know the relative position and orienta-
tion of robot A relative to B. The relative position is obtained from
the camera information. The relative orientation can be obtained by
comparing the absolute orientations of the two robots, measured by
their two on-board compasses.
The fourth conﬁguration in Fig. 3 is similar to the third one, ex-
cept that the orientation of robot A relative to B is obtained in an-
other way, i.e., no compasses are used. Both robots are equipped with
cameras and have a functionality that can measure the bearing to an
object. When the robots are looking to each other, each robot can
measure the bearing to the other one. By comparing these two mea-
surements, we obtain the orientation of robot A relative to robot B.
4 A Simple Experiment
In order to test whether sharing of functionalities in different conﬁg-
urations would actually allow us to solve simple coordination exam-
ples, we have conducted a series of experiments using a pair of real
robots equipped with different sensors. These experiments were also
aimed at assessing the mechanisms for the switching between con-
ﬁgurations. In these ﬁrst experiments, the conﬁguration generation
and conﬁguration switches were hand-coded. We intend to eventu-
ally make both aspects automatic.
We present here a simple experiment based on the third and fourth
conﬁgurations in Fig. 3. The platform used were two Magellan Pro
robots from iRobot, shown in Fig. 4. Each robot runs an instance of
the layered hybrid architecture Thinking Cap [16].
Both robots are equipped with compasses and ﬁxed color cameras.
They have additional sensors (e.g., sonars, laser, and an electronic
nose) not used in our experiments. Since the cameras are ﬁxed, they
can only measure distances to objects further away than 2 meters.
The environment consists of two rooms (R1 and R2) with a door
connecting them. The door and the robots have been marked with
uniform colors in order to simplify the vision task (see Fig. 4).
The following scenario describes how the two conﬁgurations were
used, and demonstrates the importance of being able to reconﬁgure
dynamically. Robot A and robot B are in room R1. Robot A wants
to go from room R1 to room R2. Since the camera can only measure
distances to objects further away than 2 meters, robot A is not be able
to perform the action on its own. Robot B is equipped with the same
sensors as robot A, but since robot B is not crossing the door it is
able to observe both the door and robot A from a distance during the
whole procedure. We therefore conﬁgure our team according to the
third conﬁguration in Fig. 3, and execute the task. Robot A continu-
ously receives information about the position and orientation during
the execution of “cross-door”.
When robot A enters room R1 it signals that the task is accom-
plished. This signal is received by robot B and the current conﬁg-
uration is played out. Next, robot B is assigned the task of going
from room R1 to room R2. The same conﬁguration as before is used
to solve this task, but with the roles exchanged — i.e., robot A is
now guiding robot B. This time, however, during the execution of
the “cross-door” behavior a compass fails due to a disturbance in the
magnetic ﬁeld. This makes the current conﬁguration not admissible,
and a reconﬁguration is necessary to proceed. The fourth conﬁgura-
tion in Fig. 3 is still admissible even with no compass, and we there-
fore use this one to carry out the remaining part of the task. Fig. 5
shows the trajectories performed by the robots in a sample run of this
experiment. In the picture, robot A is standing still at the observing
position and robot B has just accomplished its task.Figure 4. Robot B is guiding robot A through the door.
5 Conclusions
This paper has shown the ﬁrst steps toward our goal to automatically
synthesize a team conﬁguration using knowledge-based techniques.
Differently from most current works on team formation, our atomic
unit of decomposition is not a task or a role, but a single functional-
ity that a robot can make available to another one. The preliminary
experiments indicate that we can achieve ﬂexible forms of cooper-
ations in this way. Moreover, we are able to describe information-
and action-producing functionalities as abstract operators similar to
the ones which are customary in planning systems. This suggests the
possibility to build a system that uses planning techniques [24, 5]
to automatically create team conﬁgurations given the current tasks,
resources, and situation. We would like this system to be able to de-
termine the most adequate conﬁguration in terms of a set of criteria,
like efﬁciency, reliability, or cost of resources and communication.
Our research efforts are in this direction.
The distributed nature of our conﬁguration is expected to be an
important aspect in conﬁguration planning. For instance, the cost and
unreliability of inter-robot communications should be taken into ac-
count when evaluating alternative conﬁgurations. Moreover, conﬁg-
uration planning may have to be done in a distributed manner, or
if centralized it must be preceded and followed by information ex-
changes between the robots.
Automatic re-conﬁguration of a robotic team will be important as
the task, environment and maybe also the composition of the team
change dynamically. An important issue to consider here is how to
decide when it is time to change conﬁguration. A reconﬁguration
may be needed if the available functionalities change (e.g., due to
malfunctioning), if the external conditions change, if the current task
iscompleted,orifanewtaskisgiven.Fromanexperimentalperspec-
tive, we intend to apply automatic reconﬁguration online on robots
in increasingly complex and dynamic environments (e.g. 4-legged
robotic soccer [15]).
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Figure 5. Robot A and B have both reached room R2. Circles show robot
A’s trajectory and dots show robot B’s trajectory.
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