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ABSTRAK. Kontrol Optimum Stokastik merupakan cabang ma-
tematika yang relatif baru perkembangannya. Terdapat dua pen-
dekatan untuk menentukan solusi masalah kontrol optimum sto-
kastik, yaitu prinsip maksimum Pontryagin dan program dinamis
Bellman. Tulisan ini menyajikan prinsip maksimum untuk masalah
kontrol optimum stokastik dan aplikasinya dalam masalah portofo-
lio dan konsumsi. Merton(1971) menyelesaikan masalah konsumsi
dan portofolio dengan menggunakan pendekatan program dinamis.
Dengan hasil yang diperoleh oleh Merton sebagai patokan, masalah
konsumsi dan portofolio diselesaikan dengan pendekatan prinsip
maksimum.
Kata Kunci. Prinsip Maksimum Stokastik, peubah adjoint, masalah
konsumsi dan portofolio.
1. Pendahuluan
Teori kontrol optimum stokastik merupakan cabang ilmu matematika
yang masih relatif baru apabila dibandingkan dengan teori kontrol opti-
mum deterministik. Studi tentang kontrol optimum stokastik ini baru
berjalan dalam beberapa dekade terakhir. Namun demikian, peng-
gunaan kontrol optimum stokastik sangat menarik. Aplikasi kontrol
optimum stokastik sangat luas, antara lain pada bidang-bidang tek-
nik/rekayasa, pengendalian satelit, keuangan, ekonomi, masalah pro-
duksi dan inventori, dan masalah konsumsi sumber daya alam, seperti
yang dapat dilihat dalam Benes, Shepp dan Witsenhausen (1980),
Bensoussan, Hurst dan Naslund (1974), Bensoussan, Kleindorfer dan
Tapiero (1980), Merton (1971), Sethi dan Thompson (1981). Pada
umumnya, aplikasi kontrol optimum tersebut menggunakan pendekatan
program dinamis. Sedangkan penggunaan prinsip maksimum dapat
dilihat pada Haussmann (1981).
Masalah kontrol optimum stokastik yang menjadi perhatian dalam
tulisan ini adalah dalam bentuk berikut ini : Ingin diminimumkan
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fungsi ongkos/biaya
J(u(t)) = E(
∫ T
0
f(x(t), u(t), t)dt+ S(x(T )) (1.1)
dengan kendala dalam bentuk persamaan diferensial stokastik atau per-
samaan diferensial Itoˆ
dx(t) = α(x(t), u(t), t)dt+ σ(x(t), u(t), t)dB(t) (1.2)
x(o) = x0
dengan u(t) adalah fungsi peubah kontrol yang nilainya terdapat dalam
himpunan bagian tertutupRm, peubah x(t) merupakan trajektori, B(t)
adalah gerak Brown standar, E melambangkan nilai harapan, serta
f, S, α dan σ adalah fungsi-fungsi yang diberikan. Dalam persamaan
diferensial Itoˆ, fungsi α dan fungsi σ berturut-turut disebut sebagai
koefisien drift dan koefisien difusi.
Tulisan ini memiliki 2 tujuan. Tujuan pertama adalah untuk menya-
jikan prinsip maksimum yang memiliki peranan penting dalam kontrol
optimum- stokastik. Prinsip maksimum dalam masalah kontrol opti-
mum stokastik telah ditelaah, seperti yang dilaporkan dalam beberapa
makalah, misalnya dalam Kushner (1972), Haussmann (1981), (1986),
Bensoussan (1982a) dan Bensoussan, et. al. (1974). Namun demikian,
dalam tulisan tersebut, peubah kontrol hanya terdapat dalam koefisien
drift. Sehingga, teknik prinsip maksimum ini tidak dapat digunakan
untuk, misalnya masalah konsumsi dan portofolio, seperti yang dikem-
bangkan oleh Merton (1971). Untungnya, dalam tulisan mereka yang
sangat menarik, Bensoussan (1982b), Elliott (1990) dan Peng (1990)
merumuskan prinsip maksimum untuk masalah kontrol optimum sto-
kastik apabila kontrol juga terdapat dalam koefisien difusi. Bensous-
san (1982b) memfokuskan pembahasan pada masalah kontrol optimum
stokastik untuk masalah dengan himpunan kontrol admissible meru-
pakan himpunan konveks. Akan tetapi, perhitungan Bensoussan ini
terlalu rumit karena melibatkan integran stokastik yang tidak dike-
tahui. Elliott (1990) membuat perhitungan menjadi lebih sederhana
dengan menggunakan hasil-hasil pada sifat diferensiabel solusi persa-
maan diferensial stokastik yang bergantung pada parameter. Semen-
tara Peng (1990) membahas masalah kontrol optimum stokastik untuk
himpunan kontrol admissible yang tidak harus dalam bentuk konveks.
Tujuan kedua tulisan ini adalah menyajikan aplikasi prinsip mak-
simum pada masalah khusus, yaitu masalah konsumsi dan portofo-
lio. Merton (1971) merupakan orang pertama yang menentukan so-
lusi dari masalah ini. Teknik kontrol optimum yang digunakan oleh
Merton adalah pendekatan program dinamis. Dengan menurunkan
persyaratan keoptimalan, Merton berhasil menentukan solusi masalah
konsumsi dan portofolio tersebut secara eksplisit. Dengan menggu-
nakan solusi yang diperoleh Merton sebagai patokan, akan ditentukan
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solusi masalah konsumsi dan portofolio dengan menggunakan prinsip
maksimum.
Sistematika penulisan selanjutnya adalah sebagai berikut. Dalam
bagian kedua disajikan prinsip maksimum stokastik. Pada bagian ketiga
disajikan masalah konsumsi dan portofolio serta solusinya seperti yang
dikembangkan oleh Merton. Selanjutnya dalam bagian keempat digu-
nakan prinsip maksimum untuk menyelesaikan masalah konsumsi dan
portofolio Merton. Pada bagian terakhir, diberikan kesimpulan dan
diskusi tentang hasil-hasil pada prinsip maksimum.
2. Prinsip Maksimum Stokastik
Masalah kontrol optimum stokastik yang akan menjadi pokok ba-
hasan adalah dalam bentuk berikut ini :
Minimumkan fungsi biaya
J [u(t)] = E {
∫ T
0
f [x(t), u(t), t]dt+ S[x(T )]} (2.1)
dengan kendala dalam bentuk persamaan diferensial stokastik
dx(t) = α(x(t), u(t), t)dt+ σ(x(t), u(t), t)dB(t) (2.2)
x(0) = x0
Dalam masalah kontrol optimum stokastik di atas, u(t) merupakan
peubah kontrol yang nilainya terdapat dalam himpunan bagian dari
Rm, yang bersifat tertutup dan konveks, sedangkan x(t) merupakan
trajektori atau peubah keadaan (state) dari sistem, B(t) adalah gerak
Brown dalam bentuk standar, operator E merepresentasikan nilai hara-
pan matematika, dan f, S, α, dan σ merupakan fungsi-fungsi yang
diberikan. Dalam bagian ini akan disajikan syarat perlu untuk adanya
kontrol optimum, yang dikenal dengan prinsip maksimum. Juga dibica-
rakan ketersediaan syarat cukup untuk kontrol supaya menjadi kontrol
optimum.
Terdapat banyak kajian yang berkaitan dengan penurunan syarat
perlu untuk adanya kontrol optimum. Beberapa diantaranya adalah ka-
jian dari Kushner (1972), Bensoussan (1982), Bensoussan, et.al (1974),
Haussmann (1986), Elliott (1990) dan Peng (1990). Untuk masalah
kontrol optimum stokastik dengan koefisien difusi konstanta, Bensous-
san, et.al (1974) menurunkan prinsip maksimum menggunakan pen-
dekatan program dinamis. Penurunan ini, menghasilkan himpunan
kontrol yang admissible berupa himpunan konveks, yang berujung pada
syarat cukup untuk kontrol optimum. Sementara itu, untuk masalah
kontrol optimum stokastik dengan koefisien difusi hanya bergantung
pada waktu t dan peubah state x(t), penurunan syarat perlu dapat
ditemukan dalam Kushner (1972), Haussmann (1986) dan juga dalam
Bensoussann (1982). Kajian Haussmann (1986) menunjukkan bahwa
dengan persyaratan tertentu, seperti himpunan kontrol yang admissible
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berupa himpunan konveks, prinsip maksimum juga merupakan syarat
cukup untuk kontrol optimum.
Untuk masalah kontrol optimum stokastik dengan bagian difusi di-
bolehkan bergantung pada peubah kontrol, penurunan prinsip maksi-
mum diinvestigasi oleh Bensoussann (1982), Elliott (1990) dan Peng
(1990). Bensoussann dan Elliott memfokuskan pembahasan mereka
pada masalah kontrol optimum stokastik dengan himpunan kontrol ad-
missible berupa himpunan konveks. Pada kenyataannya, Elliott mem-
buat penyederhanaan perhitungan Bensoussann. Sementara itu Peng
(1990) membahas prinsip maksimum untuk masalah kontrol optimum
stokastik yang lebih umum, yaitu untuk masalah kontrol dengan him-
punan kontrol yang admissibel tidak harus berupa himpunan konveks.
Dari pembahasan di atas dapat disimpulkan bahwa banyak cara un-
tuk menurunkan prinsip maksimum, misalnya melalui prinsip keopti-
malan Bellman. Penurunan dalam tulisan ini mengikuti pendekatan
yang digunakan oleh Bensoussann. Alasan utama adalah karena ka-
jian Bensoussann merupakan referensi yang sudah baku. Selain itu,
penyajian Bensoussann relatif mudah diikuti, dan yang lebih penting
lagi, metode Bensoussann memenuhi kriteria aplikasi masalah yang
akan dibahas dalam tulisan ini.
2.1. Perumusan Masalah. Misalkan (Ω, F, P ) merupakan ruang pelu-
ang yang dilengkapi dengan filtrasi F t. Misalkan B(t) merupakan gerak
Brown standar yang nilainya terdapat di Rn. Kita asumsikan bahwa
F t = { B(t) : 0 ≤ s ≤ t } (2.3)
adalah σ-aljabar yang dibangun oleh B(t).
Perhatikan sistem kontrol stokastik
dx(t) = α(x(t), u(t), t)dt+ σ(x(t), u(t), t)dB(t) (2.4)
x(0) = x0
dan asumsikan fungsi α dan σ keduanya fungsi kontinu dan terturunkan
terhadap x dan u, dan juga asumsikan αx, αu, σx, σu merupakan
fungsi-fungsi berbatas. Misalkan L2F (0, t) = {u(t) ∈ L
2(Ω, F t, P ;Rm)}
merupakan ruang bagian Hilbert dari L2. Misalkan Uad berupa him-
punan bagian dari Rm, dan Uad adalah himpunan tak hampa, tertutup,
dan konveks. Definisikan himpunan semua kontrol yang admissible
U = {u ∈ L2F (0, T ) : u(t) ∈ Uad, a.e., a.s.}
Catatan : a.e. merupakan singkatan untuk almost every where,
sedangkan a.s. merupakan singkatan untuk almost surely.
Remark 2.1. Himpunan kontrol admissible U adalah himpunan kon-
veks dan tertutup dan U ⊂ L2F (0, T ).
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Remark 2.2. Karena asumsi bahwa α(x, u, t) dan σ(x, u, t) kontinu dan
terturunkan serta turunannya terhadap x dan u berbatas, maka untuk
sebarang kontrol admissible u ∈ U, persamaan diferensial stokastik
sistem kontrol persamaan (2.4) dapat ditentukan solusinya.
Misalkan diasumsikan f(x, u, t) berupa fungsi kontinu dan tertu-
runkan serta turunannya terhadap x dan u berbatas. Juga diasumsikan
bahwa fungsi S merupakan fungsi kontinu dan terturunkan serta tu-
runan terhadap x berbatas. Masalah kontrol optimum stokastik dapat
dituliskan menjadi masalah meminimumkan fungsional biaya diantara
kontrol admissible U
J [u(t)] = E {
∫ T
0
f(x(t), u(t), t)dt+ S(x(T )) } (2.5)
terhadap kendala
dx(t) = α(x(t), u(t), t)dt+ σ(x(t), u(t), t)dB(t) (2.6)
x(0) = x0 (2.7)
Remark 2.3. Walaupun masalahnya berupa meminimumkan biaya, tek-
nik dalam literatur tetap disebut prinsip maksimum.
Notasi : Notasi berikut akan digunakan dalam pembahasan selan-
jutnya :
1. Operator ’*’ menyatakan transpos
2. Operator < ., . > menyatakan hasil kali dalam atau inner product
2.2. Prinsip Maksimum Stokastik. Pada bagian ini disajikan syarat
perlu untuk kontrol optimum stokastik, yang dikenal dengan Prinsip
Maksimum Stokastik. Teorema berikut ini muncul pertama kali dalam
Peng(1990).
Theorem 2.4. (Prinsip Maksimum Stokastik)
Diberikan masalah kontrol optimum stokastik yang meminimumkan fung-
sional objektif persamaan (2.5) terhadap kendala persamaan (2.7) dan
semua asumsi seperti sebelumnya dipenuhi. Misalkan u(t) suatu kontrol
optimum, dan x(t) merupakan trayektori optimal yang berkaitan de-
ngan kontrol optimum seperti yang didefinisikan oleh persamaan (2.7).
Peubah p(t) menyatakan peubah adjoint yang didefinisikan oleh persa-
maan
−dp = [(α∗xp+ fx)− < σ
∗
x, K >] +KdB(t) (2.8)
p(T ) = Sx(x(T ))
dengan K didefinisikan oleh
K(t) = σ∗x(t)p(t)−Ψ
∗(t)G(t) (2.9)
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dan matriks Ψ memenuhi persamaan diferensial
dΨ = − < Ψσx, dB > +[< Ψσx, σx > −Ψαx]dt (2.10)
Ψ(0) = I,
dengan I merupakan matriks identitas, sedangkan G memenuhi persa-
maan integral
EF
t
{A} = E{A}+
∫ t
0
G(s)dB(s), (2.11)
dengan
A = Q∗(T )Sx(x(T )) +
∫ T
0
Q∗(s)fx(x(s), u(s), s)ds (2.12)
dan matriks Q memenuhi
dQ = αxQdt+ < σxQ, dB > (2.13)
Q(0) = I.
Definisikan fungsi Hamilton dengan
H(x, u, t; p,K) = p.α(x, u, t) + f(x, u, t)− trKσ∗(x, u, t) (2.14)
maka diperoleh
∂H
∂v
(x(t), u(t), t; p(t), K(t)).(v − u(t)) ≥ 0, a.e.t, a.s.,∀v ∈ U. (2.15)
Bukti : Bukti teorema ini dapat dilihat dalam Syahril (1991).
Remark 2.5. Persamaan adjoint (2.8) bergantung pada peubah stokas-
tik yang tidak diketahui G yang didefinisikan oleh persamaan (2.11).
Persamaan integrasi (2.11) ditemukan oleh Kunita-Watanabe, seperti
yang dilaporkan oleh Peng(1990). Sangat sulit untuk menentukan so-
lusi persamaan adjoint (2.8).
Untuk menghindari kesulitan tersebut, Elliott (1990) menemukan
representasi yang sangat elegan untuk peubah adjoint p. Menurut El-
liott(1990), peubah adjoint haruslah memenuhi persamaan
pt(t) + px(t)g(t) + lx(t) + p(t)gx(t)
+
1
2
Σni=1pxx(t)σ
(i)(t)× σ(i)(t) = 0, (2.16)
p(T ) = hx(x(T )).
Fungsi Hamilton yang bersesuaian diberikan oleh
H(x, v, t, p) = pg(x, v, t) + l(x, v, t) + Σni=1px(t)σ
(i)(x, u, t)σ(i)(x, v, t),
(2.17)
dan prinsip maksimum diberikan oleh
∂H
∂v
(x(t), u(t), t, p.(v − u(t)) ≥ 0 (2.18)
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a.e. t, hampir pasti untuk semua v ∈ U.
3. Masalah Portofolio dan Konsumsi
Dalam model pemilihan portofolio dan konsumsi, Merton (1971)
merumuskan persamaan kekayaan dalam bentuk persamaan diferen-
sial stokastik. Persamaan ini dikenal dengan nama persamaan budget.
Merton (1971) mengasumsikan harga aset memiliki distribusi log nor-
mal, sehingga cukup dilihat hanya 2 aset saja, yaitu aset bebas resiko
dan aset beresiko. Harga setiap aset bebas resiko, dilambangkan oleh
P1(t), berkembang mengikuti persamaan diferensial biasa
dP1(t) = rP1(t)dt (3.1)
dengan r menyatakan rate of return atau tingkat imbal hasil, sedan-
gkan harga aset beresiko, dilambangkan oleh P2(t), berkembang me-
ngikuti persamaan diferensial stokastik
dP2(t) = αP2(t)dt+ σP2(t)dB(t), (3.2)
dengan α melambangkan rata-rata perubahan harga per satuan waktu,
dan σ melambangkan variansi dari perubahan harga per satuan waktu.
Parameter r, α, σ adalah konstanta dan {B(t) : t ≥ 0} merepresen-
tasikan gerak Brown bernilai real.
Misalkan W (t), t ≥ 0 menyatakan kekayaan pada waktu t dari
pemodal yang menginvestasikan kekayaannya pada kedua tipe aset di
atas. Misalkan u1(t) menyatakan proporsi kekayaan yang diinves-
tasikan pada aset beresiko pada waktu t, dan u2(t) menyatakan
tingkat konsumsi pada waktu t. Maka persamaan budjet atau kekayaan
pemodal tersebut adalah
dW (t) = [1− u1(t)]W (t)rdt+ u1(t)W (t)[αdt+ σdB(t)] (3.3)
−u2(t)dt
W (0) = W0,
denganW0 > 0 menyatakan jumlah kekayaan awal. Kontrol yang digu-
nakan dalam masalah ini adalah kontrol 2-dimensi, u(t) = (u1(t), u2(t)),
dengan batasan 0 ≤ u1(t) ≤ 1, dan u2(t) ≥ 0.
Masalah pemilihan portofolio dan konsumsi optimum bagi pemodal
yang hidup sampai tahun ke-T dirumuskan sebagai berikut
J [u(t), t] = maxE{
∫ T
0
U [u2(t), t]dt+ S[W (T ), T ]} (3.4)
dengan kendala persamaan (3.3), dan fungsi utilitas U diasumsikan
berupa fungsi konkaf (cembung) dalam u2, dan fungsi warisan S
diasumsikan bersifat konkaf dalam W.
Misal diasumsikan fungsi utilitas untuk pemodal U [u2(t), t] dapat
dituliskan dalam bentuk
U [u2(t), t] = exp(−ρt)V [u2(t)]
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dengan ρ > 0 merupakan tingkat diskonto, fungsi V merupakan
anggota fungsi-fungsi utilitas yang memiliki risk-aversion bersifat posi-
tif dan hiperbola dalam konsumsi. Fungsi V ini dapat dituliskan dalam
bentuk
V [u2(t)] =
1− q
q
[
bu2(t)
1− q
+ n]q, (3.5)
dengan batasan q 6= 1, b > 0, bu2(t)
1−q
+ n > 0, n = 1 jika q = −∞.
Sehingga, dengan asumsi fungsi warisan S = 0, masalah pemilihan
portofolio dan konsumsi optimum menjadi
J [u(t), t] = maxE{
∫ T
0
exp(−ρt)V [u2(t)]dt} (3.6)
dengan kendala persamaan ( 3.3).
Menggunakan metode program dinamis stokastik, Merton (1971)
menurunkan persyaratan keoptimalan
Jt + [
(1− q)n
b
+ rW ]JW −
(α− r)2
2σ2
J2W
JWW
+
(1− q)2
q
exp(−ρt)[
exp(ρt)JW
b
]
q
1−q = 0 (3.7)
dengan persyaratan J(W,T ) = 0, dan fungsi J(W, t) merupakan
fungsi deterministik. Suatu solusi dari persamaan diferensial parsial
ordo dua (3.7) adalah
J(W, t) =
sbq
q
exp(−ρt)[
s[1− exp(−(ρ−qv)(T−t)
s
)]
−qv
]s (3.8)
× [
W
s
+
n
br
[1− exp(−r(T − t))]]q
dengan s = 1− q, dan v = r + (α−r)
2
2sσ2
.
Persamaan untuk portofolio dan konsumsi optimum adalah
u2(t) =
1− q
b
(
exp(ρt)JW
b
)
1
q−1 −
(1− q)n
b
(3.9)
u1(t) = −
(α− r)
σ2
JW
JWWW
. (3.10)
Dari persamaan ( 3.8), ( 3.9) dan ( 3.10), portofolio dan konsumsi
optimum dapat dituliskan dalam bentuk eksplisit
u2(t) =
(ρ− qv)(W (t) + sn
br
(1− exp([r(t− T )])
s(1− exp( (ρ−qv)(t−T )
s
))
−
sn
b
(3.11)
u1(t) =
α− r
sσ2
+
n(α− r)
brσ2W (t)
(1− exp(r(t− T ))). (3.12)
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Remark 3.1. Karakteristik utama dalam persamaan (3.11) adalah fungsi
konsumsi merupakan fungsi linier dari fungsi kekayaan, dan dalam
persamaan (3.12) adalah fungsi investasi berbanding terbalik dengan
fungsi kekayaan.
Remark 3.2. Fleming and Rishel (1975) menyelesaikan masalah porto-
folio dan konsumsi untuk fungsi utilitas U [u2(t), t] = u
s
2, 0 < s < 1.
Solusi optimum yang diperoleh adalah u⋆1(t) merupakan konstanta dan
u⋆2(t) merupakan fungsi linier dalam kekayaan W (t).
4. Aplikasi Prinsip Maksimum Stokastik Pada Model
Merton
Untuk aplikasi prinsip maksimum pada masalah Merton, dituliskan
kembali masalahnya dalam bentuk berikut ini :
J [u(.)] = E{
∫ T
0
−
1− q
q
exp(−ρt)[
bu2(t)
1− q
+ n]qdt} (4.1)
dengan kendala persamaan kekayaan
dW (t) = [rW (t) + (α− r)W (t)u1(t)− u2(t)]dt
+σW (t)u1(t)dB(t) (4.2)
W (0) = W0
Misalkan u⋆(t) = (u⋆1(t), u
⋆
2(t)) sebagai kontrol optimum, dan Wˆ (t)
merupakan trajektori optimum yang berkaitan yang didefinisikan oleh
dWˆ (t) = [rWˆ (t) + (α− r)Wˆ (t)u⋆1(t)− u
⋆
2(t)]dt (4.3)
+σWˆ (t)u⋆1(t)dB(t)
Wˆ (0) = W0. (4.4)
Peubah adjoint p(t) merupakan solusi dari
−dp(t) = [(r + (α− r)u⋆1(t)p(t)− < σu
⋆
1(t), K >]dt+KdB(t)(4.5)
p(T ) = 0.
Menggunakan persamaan (2.14), diperoleh fungsi Hamilton
H(Wˆ , u⋆, t; p,K) = [(r + (α− r)u1)Wˆ − u
⋆]p
−
(1− q)
q
exp(−ρt)(
bu⋆2
1− q
+ n)q − trKσWˆu⋆1.(4.6)
Dengan mengaplikasikan prinsip maksimum persamaan (2.15) pada
fungsi Hamilton persamaan (4.6), dan dengan membuat turunan H
terhadap u1 sama dengan nol, menghasilkan
K =
(α− r)
σ
p. (4.7)
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Turunan fungsi H terhadap u2 sama dengan nol memberikan
p+ b exp(−ρt)(
bu⋆2
1− q
+ n)q−1 = 0. (4.8)
Fleming dan Rishel (1975) dan Haussmann (1986) menunjukkan
bahwa ada kontrol optimum dalam bentuk umpan balik. Berdasarkan
ini, ingin dicari fungsi adjoint p(t) demikian rupa sehingga dipenuhi
p(t) = −
∂L
∂W
(4.9)
dengan L(W, t) melambangkan fungsi deterministik yang tidak dike-
tahui. Dengan menggunakan formula Itoˆ pada persamaan (4.9) akan
diperoleh
dp = −[
∂2L
∂t∂W
+
∂2L
∂W 2
dWˆ +
1
2
∂3L
∂W 3
dWˆ
2
] (4.10)
Dengan memanfaatkan dWˆ seperti dalam persamaan (4.3), dan diap-
likasikan pada persamaan (4.10), menghasilkan
dp = −[
∂2L
∂t∂W
+ (rWˆ + (α− r)Wˆu1⋆− u
⋆
2)
∂2L
∂W 2
+
1
2
Wˆ 2u⋆1
∂3L
∂W 3
]dt− σWˆu⋆1
∂2L
∂W 2
dB(t). (4.11)
Langkah selanjutnya, dengan mensubstitusi K yang didefinisikan
dalam persamaan (4.7) kedalam persamaan (4.5), sehingga diperoleh
−dp = rpdt+
α− r
σ
pdB(t) (4.12)
p(T ) = 0.
Dengan identifikasi persamaan (4.11) dan persamaan (4.12), koefisien
dB(t) memberikan
Wˆu⋆1
∂2L
∂W 2
=
α− r
σ
p. (4.13)
Karena menurut persamaan ( 4.9) p(t) = − ∂L
∂W
, maka didapat
u⋆1 = −
∂L/∂W
∂2L/∂W 2
1
W
(α− r)
σ2
. (4.14)
Dari persamaan (4.8) dan persamaan (4.9) diperoleh
u⋆2 = −
1− q
b
n+
1− q
b
[
exp(ρt)
b
∂L
∂W
]
1
q−1 . (4.15)
Dengan cara yang sama, identifikasi persamaan (4.11) dan persa-
maan (4.12), koefisien dt menghasilkan
−r
∂L
∂W
=
∂2L
∂t∂W
+ [rWˆ + (α− r)Wˆu⋆1 − u
⋆
2]
∂2L
∂W 2
+
1
2
σ2Wˆ 2u⋆1
2 ∂
3L
∂W 3
.
(4.16)
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Dengan memanfaatkan nilai u⋆1 dan nilai u
⋆
2, dan tanpa kehilangan
sifat keumuman, maka dapat ditunjukkan bahwa
Lt + [rWˆ +
(1− q)
b
n]LW −
(α− r)2
2σ2
LW
2
LWW
−
(1− q)
b
(4.17)
+ [
exp(ρt)
b
LW ]
1
(q−1)LW
1− q
q
exp(−ρt)[
exp(ρt)
b
LW ]
q
q−1 = 0.
Persamaan ini tidak lain adalah persyaratan keoptimalan seperti persa-
maan (3.7) yang diturunkan dengan prinsip program dinamis stokastik.
Dengan menggunakan solusi yang diberikan dalam persamaan (3.8)
untuk persamaan (4.17), maka dapat ditemukan solusi untuk masalah
portofolio dan konsumsi. Solusinya diberikan oleh persamaan (3.11)
dan persamaan (3.12).
Remark 4.1. Untuk masalah khusus ini, prinsip maksimum tidak mem-
berikan bentuk tertutup untuk kontrol u⋆1, karena fungsi Hamilton
merupakan fungsi linier dalam u⋆1. Sebaliknya, karena fungsi Hamilton
bukan fungsi linier dalam u⋆2, maka prinsip maksimum menghasilkan
fungsi kontrol optimum u⋆2 dalam bentuk tertutup.
Remark 4.2. Untuk memperoleh u⋆1 digunakan teknik lain. Teknik ini
berdasarkan pada kenyataan bahwa kontrol optimum dapat dituliskan
dalam bentuk tertutup, seperti yang dinyatakan oleh Fleming and
Rishel (1975). Teknik yang digunakan diawali dengan asumsi bahwa
fungsi adjoint merupakan fungsi turunan dari fungsi deterministik yang
belum diketahui. Teknik ini berujung pada penentuan kriteria keopti-
malan seperti yang dihasilkan oleh teknik program dinamis stokastik.
Dengan mengaplikasikan hasil yang diperoleh Elliott (1990), yaitu
persamaan (2.16) dan persamaan (2.17) terhadap masalah portofo-
lio dan konsumsi sebagaimana yang dikembangkan oleh Merton, maka
diperoleh proses adjoint p yang memenuhi
pt + [r + (α− r)u
⋆
1]p+ [rWˆ + (α− r)Wˆu
⋆
1 − u
⋆
2]pW
+
1
2
σ2Wˆ 2u⋆1
2pWW = 0, (4.18)
p(T ) = 0. (4.19)
Fungsi Hamilton diberikan dalam bentuk
H(W,u, t, p) = −
1− q
q
exp(−ρt)[
bu2(t)
1− q
+ n]q + [rWˆ
+ (α− r)Wˆu1 − u2]p+ σ
2Wˆ 2u21pW . (4.20)
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Pada gilirannya, fungsi Hamilton memberikan kontrol optimum
u⋆1(t) = −
(α− r)p(t)
2σ2WˆpW
(4.21)
u⋆2(t) = −
1− q
b
n+
1− q
b
[− exp(ρt)p(t)]
1
q−1 . (4.22)
5. Kesimpulan dan Diskusi
Telah disajikan syarat perlu, yang disebut dengan prinsip maksi-
mum, untuk masalah kontrol optimum stokastik dengan fungsi kontrol
terdapat dalam koefisien drift maupun koefisien difusi. Masalah kontrol
optimum stokastik yang dibahas merupakan masalah kontrol optimum
dengan kontrol admissible berupa himpunan konveks. Kunci utama
dalam prinsip maksimum dalam masalah kontrol optimum stokastik
adalah peubah adjoint. Penyajian peubah adjoint dalam tulisan ini,
dan juga penyajian prinsip maksimum, mengikuti penyajian yang dibe-
rikan oleh Bensoussan (1982). Penyajian Bensoussan mengenai peubah
adjoint, demikian rupa sehingga peubah adjoint memenuhi persamaan
diferensial Itoˆ. Akan tetapi, penyajian Bensoussan ini memunculkan
kesulitan dalam penghitungan, karena persamaan diferensial yang di-
penuhi melibatkan penghitungan fungsi integran stokastik yang tidak
diketahui. Nyatanya, kesulitan penghitungan yang muncul karena Ben-
soussan menggunakan hasil martingale yang ditemukan oleh Kunita-
Watanabe. Dengan demikian, karena kerumitan yang timbul, aplikasi
prinsip maksimum, paling tidak untuk masalah portofolio dan kon-
sumsi optimum, tidak lebih baik dari teknik program dinamis stokas-
tik.
Dalam tulisannya yang sangat menarik, Elliott (1990) berhasil men-
gatasi kerumitan penghitungan Bensoussan mengenai peubah adjoint
dengan cara menggunakan sifat dapat diturunkannya (differentiability)
persamaan diferensial stokastik. Penyederhanaan yang dilakukan El-
liott terutama bergantung pada penyajian fungsi integran stokastiknya
Bensoussan. Ternyata, penyajian peubah adjoint memenuhi persa-
maan diferensial parsial yang bersifat bukan stokastik.
Salah satu hasil penting yang ingin dikemukakan disini adalah bahwa
terdapat hubungan antara prinsip maksimum dengan program dinamis.
Terdapat dua cara dalam mempelajari masalah kontrol optimum sto-
kastik : menggunakan prinsip maksimum yang dikembangkan oleh Pon-
tryagin yang melibatkan proses adjoint p, dan dengan menggunakan
program dinamis yang dikembangkan oleh Bellman yang melibatkan
fungsi nilai V. (Definisi fungsi nilai V dapat ditemukan dalam Fleming
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and Rishel (1975) dan Zhou (1990)). Secara umum, hubungan yang
terdapat antara kedua pendekatan ini bersifat demikian rupa sehingga
ada hubungan yang erat antara peubah adjoint p dan fungsi nilai V.
(Untuk detilnya dapat dilihat dalam Zhou (1990)). Elliott(1990) meny-
atakan bahwa hubungan tersebut demikian rupa sehingga px = Vxx.
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