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Abstract
Domain generalization (DG) aims to incorpo-
rate knowledge from multiple source domains
into a single model that could generalize well
on unseen target domains. This problem is
ubiquitous in practice since the distributions of
the target data may rarely be identical to those
of the source data. In this paper, we propose
Multidomain Discriminant Analysis (MDA) to
address DG of classification tasks in general
situations. MDA learns a domain-invariant
feature transformation that aims to achieve ap-
pealing properties, including a minimal diver-
gence among domains within each class, a
maximal separability among classes, and over-
all maximal compactness of all classes. Fur-
thermore, we provide the bounds on excess
risk and generalization error by learning the-
ory analysis. Comprehensive experiments on
synthetic and real benchmark datasets demon-
strate the effectiveness of MDA.
1 INTRODUCTION
Supervised learning has made considerable progress in
tasks such as image classification [Krizhevsky et al.,
2012], object recognition [Simonyan and Zisserman,
2014], and object detection [Girshick et al., 2014]. In
standard setting, a model is trained on training or source
data and then applied on test or target data for predic-
tion, where one implicitly assumes that both source and
target data follow the same distribution. However, this
assumption is very likely to be violated in real problems.
For example, in image classification, images from differ-
ent sources may be collected under different conditions
(e.g., viewpoints, illumination, backgrounds, etc), which
∗Correspondence: Shoubo Hu <sbhu@cse.cuhk.edu.hk>
makes classifiers trained on one domain perform poorly
on instances of previously unseen domains. These prob-
lems of transferring knowledge to unseen domains are
known as domain generalization (DG; [Blanchard et al.,
2011]). Note that no data from target domain is available
in DG, whereas unlabeled data from the target domain is
usually available in domain adaptation, for which a much
richer literature exists (e.g., see Patel et al. [2015]).
Denote the space of feature X by X and the space of la-
bel Y by Y . A domain is defined as a joint distribution
P(X,Y ) over X × Y . In DG of classification tasks, one
is given m sample sets, which were generated from m
source domains, for model training. The goal is to incor-
porate the knowledge from source domains to improve
the model generalization ability on an unseen target do-
main. An example of DG is shown in Figure 1.
Although various techniques such as kernel methods
[Muandet et al., 2013, Ghifary et al., 2017, Li et al.,
2018b], support vector machine (SVM) [Khosla et al.,
2012, Xu et al., 2014], and deep neural network [Ghi-
fary et al., 2015, Motiian et al., 2017, Li et al., 2017,
2018a,c], have been adopted to solve DG problem, the
general idea, which is learning a domain-invariant repre-
sentation with stable (conditional) distribution in all do-
mains, is shared in most works. Among previous works,
kernel-based methods interpret the domain-invariant rep-
resentation as a feature transformation from the original
input space to a transformed spaceRq , in which the (con-
ditional) distribution shift across domains is minimized.
Unlike previous kernel-based methods, which assume
that P(Y |X) keeps stable and only P(X) changes across
domains (i.e., the covariate shift situation [Shimodaira,
2000]), the problem of DG or domain adaptation has also
been investigated from a causal perspective [Zhang et al.,
2015]. In particular, Zhang et al. [2013] pointed out that
for many learning problems, especially for classification
tasks, Y is usually the cause of X , and proposed the set-
ting of target shift (P(Y ) changes while P(X|Y ) stays
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Figure 1: Illustration of DG on Office+Caltech Dataset.
One is given source domains: Webcam, DSLR, Caltech,
and aims to train a classifier generalizes well on target
domain Amazon, which is unavailable in training.
the same across domains), conditional shift (P(Y ) stays
the same and P(X|Y ) changes across domains), and
their combination accordingly. Gong et al. [2016] pro-
posed to do domain adaptation with conditionally invari-
ant components of X , i.e., the transformations of X that
have invariant conditional distribution given Y across do-
mains. Li et al. [2018b] then used this idea for DG, un-
der the assumption of conditional shift. Their assump-
tions stem from the following postulate of causal inde-
pendence [Janzing and Scholkopf, 2010, Daniusˇis et al.,
2010]:
Postulate 1 (Independence of cause and mechanism). If
Y causes X (Y → X), then the marginal distribution of
the cause, P(Y ), and the conditional distribution of the
effect given cause, P(X|Y ), are “independent” in the
sense that P(X|Y ) contains no information about P(Y ).
According to postulate 1, P(X|Y ) and P(Y ) would be-
have independently across domains. However, this inde-
pendence typically does not hold in the anti-causal direc-
tion [Scho¨lkopf et al., 2012], so P(Y |X) and P(X) tends
to vary in a coupled manner across domains. Under as-
sumptions that P(X|Y ) changes while P(Y ) keeps sta-
ble, generally speaking, both P(Y |X) and P(X) change
across domains in the anti-causal direction, which is
clearly different from the covariate shift situation.
In this paper, we further relax the causally motivated
assumptions in Li et al. [2018b] and propose a novel
DG method, which is applicable when both P(X|Y ) and
P(Y ) change across domains. Our method focuses on
separability between classes and does not enforce the
transformed marginal distribution of features to be sta-
ble, which allows us to relax the assumption of stable
P(Y ). To improve the separability, a novel measure
named average class discrepancy, which measures the
class discriminative power of source domains, is pro-
posed. Average class discrepancy and other three mea-
sures are unified in one objective for feature transforma-
tion learning to improve its generalization ability on the
target domain. As the second contribution, we derive the
bound on excess risk and generalization error1 for kernel-
based domain-invariant feature transformation methods.
To the best of our knowledge, this is one of the first works
to give theoretical learning guarantees on excess risk of
DG. Lastly, experimental results on synthetic and real
datasets demonstrate the efficacy of our method in han-
dling varying class prior distributions P(Y ) and complex
high-dimensional distributions, respectively.
This paper is organized as follows. Section 2 gives the
background on kernel mean embedding. Section 3 intro-
duces our method in detail. Section 4 gives the bounds
on excess risk and generalization error for kernel-based
methods. Section 5 gives experimental settings and ana-
lyzes the results. Section 6 concludes this work.
2 PRELIMINARY ON KERNEL MEAN
EMBEDDING
Kernel mean embedding is the main technique to char-
acterize probability distributions in this paper. Kernel
mean embedding represents probability distributions as
elements in a reproducing kernel Hilbert space (RKHS).
More precisely, an RKHS H over domain X with a ker-
nel k is a Hilbert space of functions f : X → R. De-
noting its inner product by 〈·, ·〉H, RKHS H fulfills the
reproducing property 〈f(·), k(x, ·)〉H = f(x), where
φ(x) := k(x, ·) is the canonical feature map of x. The
kernel mean embedding of a distribution P(X) is defined
as [Smola et al., 2007, Gretton et al., 2007]:
µX := EX [φ(X)] =
∫
X
φ(x)dP(x), (1)
where EX [φ(X)] is the expectation of φ(X) with respect
to P(X). It was shown that µX is guaranteed to be an
element in the RKHS if EX [k(x,x)] < ∞ is satisfied
[Smola et al., 2007]. In practice, given a finite sample of
size n, the kernel mean embedding of P(X) is empiri-
cally estimated as µˆX = 1n
∑n
i=1 φ(xi), where {xi}ni=1
are independently drawn from P(X). When k is a char-
1Blanchard et al. [2011] proved the generalization error
bound of DG in general settings
acteristic kernel [Scho¨lkopf and Smola, 2001], µX cap-
tures all information about P(X) [Sriperumbudur et al.,
2008], which means that ‖µX − µX′‖H = 0 if and only
if P(X) and P(X ′) are the same distribution.
3 MULTIDOMAIN DISCRIMINANT
ANALYSIS
3.1 PROBLEM DEFINITION
DG of classification tasks is studied in this paper. Let
X be the feature space, Y be the space of class labels,
and c be the number of classes. A domain is defined to
be a joint distribution P(X,Y ) on X × Y . Let PX×Y
denote the set of domains P(X,Y ) and PX denote the
set of distributions P(X) on X . We assume that there is
an underlying finite-variance unimodal distribution over
PX×Y . In practice, domains are not observed directly,
but given in the form of finite sample sets.
Assumption 1 (Data-generating process). Each sample
set is assumed to be generated in two separate steps: 1)
a domain Ps(X,Y ) is sampled from PX×Y , where s is
the domain index; 2) ns independent and identically dis-
tributed (i.i.d.) instances are then drawn from Ps(X,Y ).
Suppose there are m domains sampled from PX×Y ,
the set of m observed sample sets is denoted by D =
{Ds}ms=1, where each Ds = {(xsi , ysi )}n
s
i=1 consists of
ns i.i.d. instances from Ps(X,Y ). Since in general
Ps(X,Y ) 6= Ps′(X,Y ), instances in D are not i.i.d.
In DG of classification tasks, one aims to incorporate
the knowledge in D into a model which could general-
ize well on a previously unseen target domain. In this
work, features X are first mapped to an RKHS H. Then
we resort to learning a transformation from the RKHS
H to a q-dimensional transformed space Rq , in which
instances of the same class are close and instances of
different classes are distant from each other. 1-nearest
neighbor is adopted to conduct classification in Rq .
Table 1: Notations used in the paper
Notation Description Notation Description
X , Y feature/label variable x, y feature/label instance
m, c # domains/classes s, j domain/class index
PX×Y , PX the set of P(X,Y ) / P(X) Ds sample set of domain s
Psj class-conditional distribution µsj kernel mean embedding of Psj
uj mean representation of class j u¯ mean representation of D
k kernel Hk RKHS associated with k
3.2 REGULARIZATION MEASURES
3.2.1 Average Domain Discrepancy
To achieve the goal that instances of the same class
are close to each other, we first consider minimizing
the discrepancy of the class-conditional distributions,
Ps(X|Y = j), within each class over all source domains.
For ease of notation, the class-conditional distribution of
class j in domain s, Ps(X|Y = j), is denoted by Psj .
Denoting the kernel mean embedding (1) of Psj by µsj ,
the average domain discrepancy is defined below.
Definition 1 (Average domain discrepancy). Given the
set of all class-conditional distributions P = {Psj} for
s ∈ {1, . . . ,m} and j ∈ {1, . . . , c}, the average domain
discrepancy, Ψadd(P), is defined as
Ψadd(P) := 1
c
(
m
2
) c∑
j=1
∑
1≤s<s′≤m
‖µsj − µs
′
j ‖2H, (2)
where
(
m
2
)
is the number of 2-combinations from a set of
m elements, ‖ · ‖2H denotes the squared norm in RKHS
H, and ‖µsj − µs
′
j ‖H is thus the Maximum Mean Dis-
crepancy (MMD; [Gretton et al., 2007]) between Psj and
Ps′j .
The following theorem shows that Ψadd(P) is suitable
for measuring the discrepancy between class-conditional
distributions of the same class from multiple domains.
Theorem 1. Let P denote the set of all class-conditional
distributions. If k is a characteristic kernel [Scho¨lkopf
and Smola, 2001], Ψadd(P) = 0 if and only if P1j =
P2j = · · · = Pmj , for j = 1, . . . , c.
Proof. Since k is a characteristic kernel, ‖µP − µQ‖H is
a metric and attains 0 if and only if P = Q for any distri-
butions P andQ [Sriperumbudur et al., 2008]. Therefore,
‖µsj − µs
′
j ‖H = 0 if and only if Psj = Ps
′
j for all s and
s′ given j, which means P1j = P2j = · · · = Pmj within
each class j. Conversely, if P1j = P2j = · · · = Pmj for
j = 1, . . . , c, then each term ‖µsj−µs
′
j ‖ = 0 and Ψadd(P)
is thus 0.
3.2.2 Average Class Discrepancy
Minimizing average domain discrepancy Ψadd (2) would
make the means of class-conditional distributions of the
same class close in H. However, it is possible that
the means of class-conditional distributions of different
classes are also close, which is a major source of perfor-
mance reduction of existing kernel-based DG methods.
To this end, average class discrepancy is proposed.
Definition 2 (Average class discrepancy). Let P denote
the set of all class-conditional distributions. The average
class discrepancy is defined as
Ψacd(P) := 1(c
2
) ∑
1≤j<j′≤c
‖uj − uj′‖2H, (3)
where uj =
∑m
s=1 P(S = s|Y = j)µsj is the mean rep-
resentation of class j in RKHSH.
It was shown in Sriperumbudur et al. [2010] that
the MMD between two distributions P and Q,
MMD[P,Q] ≤ √CW1(P,Q) for some constant C satis-
fying supx∈X k(x,x) ≤ C < ∞, where W1(P,Q) de-
notes the first Wasserstein distance [Barrio et al., 1999]
between distributions P and Q. In other words, if P and
Q are distant in MMD metric, they are also distant in the
first Wasserstein distance. Therefore, distributions of dif-
ferent classes tend to be distinguishable by maximizing
average class discrepancy, Ψacd(P).
3.2.3 Incorporating Instance-level Information
Both average domain discrepancy Ψadd(P) (2) and aver-
age class discrepancy Ψacd(P) (3) are defined based on
the kernel mean embedding of class-conditional distri-
butions Psj . By simultaneously minimizing Ψadd (2) and
maximizing Ψacd (3), one would make class-conditional
kernel mean embeddings within each class close and the
those of different classes distant in H. However, certain
subtle information, such as the compactness of the dis-
tribution, is not captured in Ψadd and Ψacd. As a result,
although all mean embeddings satisfy the desired condi-
tion, there may still be a high chance of misclassification
for some instances. To incorporate such information con-
veyed in each instance, we propose two extra measures
based on kernel Fisher discriminant analysis [Mika et al.,
1999]. The first is multidomain between-class scatter.
Definition 3 (Multidomain between-class scatter). Let
D denote the set of n instances from m domains, each of
which consists of c classes. The multidomain between-
class scatter is
Ψmbs(D) := 1
n
c∑
j=1
nj‖uj − u¯‖2H, (4)
where nj is the total number of instances in class j, and
u¯ =
∑c
j=1 P (Y = j)uj is the the mean representation
of the entire set D inH.
Both Ψmbs(D) and Ψacd(P) measure the discrepancy be-
tween the distributions of different classes. The dif-
ference stems from the weight nj in Ψmbs(D) (4). By
adding nj , each term in Ψmbs(D) is equivalent to pooling
all instances of the same class together and summing up
their distance to u¯. In other words, Ψmbs(D) corresponds
to a simple pooling scheme. Note that when the pro-
portion of instances of each class is the same across all
domains (i.e., nsj/n
s = ns
′
j /n
s′ ,∀s, s′ for j = 1, . . . , c,
where nsj is the number of instances of class j in domain
s), Ψmbs(D) is consistent with the between-class scatter
in Mika et al. [1999].
Multidomain within-class scatter, as a straightforward
counterpart of multidomain between-class scatter (4), is
defined as follows.
Definition 4 (Multidomain within-class scatter). Let D
denote the set of n instances from m domains, each of
which consists of c classes. The multidomain within-
class scatter is
Ψmws(D) := 1
n
c∑
j=1
m∑
s=1
nsj∑
i=1
‖φ(xsi∈j)− uj‖2H, (5)
where xsi∈j denotes the feature vector of ith instance of
class j in domain s.
The definition above indicates that multidomain within-
class scatter measures the sum of the distance between
the canonical feature map of each instance and the mean
representation in RKHS H of the class it belongs to.
It differs from average domain discrepancy in that the
information of every instance is considered in multido-
main within-class scatter. As a result, by minimizing
Ψmws(D), one increases the overall compactness of the
distributions across classes. Similar to Ψmbs(D), when
the proportion of instances of each class is the same
across all domains (i.e., nsj/n
s = ns
′
j /n
s′ ,∀s, s′ for
j = 1, . . . , c), Ψmws(D) is consistent with the within-
class scatter in Mika et al. [1999].
We note that each of the measures has its unique contri-
bution and that ignoring any of them may lead to sub-
optimal solutions, as demonstrated by the empirical re-
sults and illustrated in Appendix A.
3.3 FEATURE TRANSFORMATION
Our method resorts to finding a suitable transformation
from RKHSH to a q-dimensional transformed spaceRq ,
i.e., W : H 7→ Rq . We elaborate how the proposed
measures are transformed to Rq in this section.
According to the property of norm in RKHS, Ψadd(P)
can be equivalently computed as
tr
 1
c
(
m
2
) c∑
j=1
∑
1≤s<s′≤m
(µsj − µs
′
j )(µ
s
j − µs
′
j )
T
 ,
(6)
where tr(·) denotes the trace operator.
Let the data matrix X = [x1, . . . ,xn]
T ∈ Rn×d, where
d is the dimension of input featuresX and n =
∑m
s=1 n
s,
and the feature matrix Φ = [φ(x1), . . . , φ(xn)]
T , where
φ : Rd 7→ H denotes the canonical feature map. Then
W can be expressed as a linear combination of all canon-
ical feature maps in Φ [Scho¨lkopf et al., 1998], i.e.,
W = ΦTB, where B is a matrix collecting coefficients
of canonical feature maps. Then by applying the trans-
formation W, Ψadd(P) in trace formulation (6) becomes
ΨaddB = tr
(
BTGB
)
, (7)
where
G =
1
c
(
m
2
) c∑
j=1
∑
1≤s<s′≤m
Φ(µsj − µs
′
j )(µ
s
j − µs
′
j )
TΦT .
(8)
Similarly, after applying the transformation W, average
class discrepancy Ψacd(P) (3), multidomain between-
class scatter Ψmbs(D) (4), and multidomain within-class
scatter Ψmws(D) (5) are given by:
ΨacdB = tr
(
BTFB
)
,ΨmbsB = tr
(
BTPB
)
,
ΨmwsB = tr
(
BTQB
)
, (9)
where
F =
1(
c
2
) ∑
1≤j<j′≤c
Φ(uj − uj′)(uj − uj′)TΦT , (10)
P =
1
n
c∑
j=1
njΦ(uj − u¯)(uj − u¯)TΦT , (11)
Q =
1
n
c∑
j=1
m∑
s=1
nsj∑
i=1
Φ(φ(xsi∈j)− uj)(φ(xsi∈j)− uj)TΦT .
(12)
3.4 EMPIRICAL ESTIMATION
In practice, one exploits a finite number of instances from
m source domains to estimate the transformed measures
in Rq . Since all measures depend on µsj and uj , the es-
timation of measures reduces to the estimation of µsj and
uj (s = 1, . . . ,m, j = 1, . . . , c) using the source data.
Let xsi∈j denote the feature vector of ith instance of class
j in domain s and nsj denote the total number of instances
of class j in domain s, each µsj can be empirically esti-
mated as
µˆsj =
1
nsj
nsj∑
i=1
φ(xsi∈j). (13)
The empirical estimation of uj requires P(S = s|Y =
j), which can be estimated using Bayes rule as P(S =
s|Y = j) = Pr(Y=j|S=s)Pr(S=s)Pr(Y=j) . Since it is usually hard
to model the underlying distribution over PX×Y , we as-
sume that the probabilities of sampling all source do-
mains are equal, i.e., Pr(S = s) = 1m for s = 1, . . . ,m
givenD. As a result, P(S = s|Y = j) = n
s
j/n
s∑m
s′=1(n
s′
j /n
s′ )
.
Then the empirical estimation of the mean representation
of class j in RKHSH is given by
uˆj =
m∑
s=1
nsj/n
s∑m
s′=1(n
s′
j /n
s′)
µˆsj . (14)
By substituting the empirical class-conditional kernel
mean embedding (13) and empirical mean representa-
tion of each class (14) into formulation (8), (10), (11),
and (12), these matrices can be estimated from m ob-
served sample sets using the kernel trick [Theodoridis
and Koutroumbas, 2008].
3.5 THE OPTIMIZATION PROBLEM
Following the solution in Ghifary et al. [2017] and in
the spirit of Fisher’s discriminant analysis [Mika et al.,
1999], we unify measures introduced in previous sec-
tions and solve the matrix B as
arg max
B
ΨacdB + Ψ
mbs
B
ΨaddB + Ψ
mws
B
. (15)
It can be seen that through maximizing the numera-
tor, the objective (15) preserves the separability among
different classes. Through minimizing the denomina-
tor, (15) tries to find a domain-invariant transformation
which improves the overall compactness of distributions
of all classes and make the class-conditional distributions
of the same class as close as possible.
By substituting the transformed average domain dis-
crepancy (7), average class discrepancy, multidomain
between-class scatter, and multidomain within-class
scatter (9), adding WTW = BTKB for regularization,
and introducing a trade-off between the measures for fur-
ther flexibility into the objective (15), we aim to achieve
arg max
B
=
tr
(
BT (βF + (1− β)P) B)
tr (BT (γG + αQ + K)B)
, (16)
where α, β, and γ are trade-off parameters controlling
the significance of corresponding measures. Since the
objective (16) is invariant to re-scaling of B, rewriting
(16) as a constrained optimization problem and setting
the derivative of its Lagrangian to zero (see Appendix B)
yields the following generalized eigenvalue problem:
(βF + (1− β)P) B = (γG + αQ + K) BΓ, (17)
where Γ = diag(λ1, . . . , λq) is the diagonal matrix col-
lecting q leading eigenvalues, B is the matrix collecting
corresponding eigenvectors.2
2In practice, γG+αQ+K is replaced by γG+αQ+K+
I for numerical stability, where  is a small constant and set to
be 1e−5 for kernel-based DG methods in all experiments.
Computing the matrices G, F, P, and Q takes O(n2).
Solving the generalized eigenvalue problem (17) takes
O(qn2). In sum, the overall computational complexity is
O(n2 + qn2), which is the same as existing kernel-based
methods. After the transformation learning, unseen tar-
get instances can then be transformed into Rq using B
and Γ. We term the proposed method Multidomain Dis-
criminant Analysis (MDA) and summarize the algorithm
in Algorithm 1.
Algorithm 1: Multidomain discriminant analysis
input : D = {Ds}ms=1 - the set of instances from m
domains;
α, β, γ - trade-off parameters.
output: Optimal projection Bn×q;
corresponding eigenvalues Γ.
Construct kernel matrix K from D, whose entry on ith
row and i′th column [K]ii′ = k(xi,xi′);
Compute matrices G, F, P, Q from (8), (10), (11),
(12), respectively;
Center the kernel matrix as K← K− 1nK−K1n
+1nK1n, where 1n ∈ Rn×n denotes a matrix with all
entries equal to 1n ;
Solve (17) for the projection B and corresponding
eigenvalues Γ, then select q leading components.
Target domain transformation
Denote the set of instances from the target domain by
Dt, one first constructs the kernel matrix Kt, where
[Kt]i′i = k(x
t
i′ ,xi), ∀xti′ ∈ Dt, ∀xi ∈ D;
Center the kernel matrix as Kt ← Kt − 1ntKt−
Kt1n + 1ntK
t1n, where nt is the number of
instances in Dt;
Then the transformed features of the target domain are
given by Xt = KtBΓ−
1
2 .
4 LEARNING THEORY ANALYSIS
We analyze the the excess risk and generalization error
bound after applying feature transformation W.
In standard setting of learning theory analysis, the de-
cision functions of interest are f : X 7→ Y . How-
ever, our DG problem setting is much more general in
the sense that not only P(X) changes (as in the covari-
ate shift setting), but P(Y |X), which corresponds to f in
learning theory, also changes across domains. As a re-
sult, the decision functions of interest in our analysis are
f : PX × X 7→ Y . Ps and PsX are used interchangeably
to denote the marginal distribution of X in domain s.
Let k¯ be a kernel on PX × X and Hk¯ be the associ-
ated RKHS. As in Blanchard et al. [2011], we consider
kernel k¯ = kP(P1,P2)kx(x1, x2), where kP and kx are
kernels on PX and X , respectively. To ensure that k¯ is
universal, we consider a particular form for kP. Let k′x be
another kernel on X and Hk′x be its associated RKHS, γ
be a mapping γ : PX 7→ Hk′x . Then kP defined as a
kernel kγ on Hk′x , i.e. kP(P1,P2) = kγ(γ(P1), γ(P2))
would lead k¯ to be universal [Blanchard et al., 2011].
We consider following assumptions regarding the kernels
and loss function in our analysis:
Assumption 2. The kernels kx, k′x and kγ are bounded
respectively by U2kx , U
2
k′x
and U2kγ .
Assumption 3. The canonical feature map γkγ : Hk′x 7→Hkγ , whereHkγ is the RKHS associated with kγ , fulfills
that ∀v, w ∈ Hk′X , there is a constant Lkγ satisfying
‖γkγ (v)− γkγ (w)‖ ≤ Lkγ‖v − w‖.
Assumption 4. The loss function ` : R × Y 7→ R+ is
L`-Lipschitz in its first variable and bounded by U`.
Assumption 2 and 3 are satisfied when the kernels are
bounded. An example of widely adopted bounded ker-
nel is the Gaussian kernel. As a result, we also adopt
Gaussian kernel throughout our algorithm.
Let X˜t = (PtX , Xt) and Y t denote the extended input
and output pattern of decision function f over target do-
main, respectively. The quantity of interest is the excess
risk, which is the difference between expected test loss
of empirical loss minimizer and expected loss minimizer.
For functions in the unit ball centered at the origin in the
RKHS of φ(X˜t), the control of the excess risk is given
in the following theorem.
Theorem 2. Under assumptions 2 – 4, and further as-
suming that ‖fˆ‖Hk¯ ≤ 1 and ‖f∗‖Hk¯ ≤ 1, where fˆ de-
notes the empirical risk minimizer and f∗ denotes the ex-
pected risk minimizer, then with probability at least 1−δ
there is
E[`(fˆ(X˜tW), Y t)]− E[`(f∗(X˜tW), Y t)]
≤ 4L`LkγUk′xUkx
√
tr(BTKB)
n
+
√
2 log 2δ−1
n
,
(18)
where the expectations are taken over the joint distribu-
tion of the test domain Pt(Xt, Y t), n is the number of
training samples, and K = ΦΦT .
See Appendix C for proof. The first term in the bound
above involves the size of the distortion tr(BTKB) in-
troduced by B. Therefore, a poor choice of B would
loose the guarantee. The second term is of order
O(n−1/2) so it would converge to zero as n tends to in-
finity given δ.
Another quantity of interest is the generalization error
bound, which is the difference between the expected test
Table 2: Generating Distributions of Synthetic Data
Domain Domain 1 Domain 2 Domain 3
Class 1 2 3 1 2 3 1 2 3
X1 (1, 0.3) (2, 0.3) (3, 0.3) (3.5, 0.3) (4.5, 0.3) (5.5, 0.3) (8, 0.3) (9.5, 0.3) (10, 0.3)
X2 (2, 0.3) (1, 0.3) (2, 0.3) (2.5, 0.3) (1.5, 0.3) (2.5, 0.3) (2.5, 0.3) (1.5, 0.3) (2.5, 0.3)
# instances 50 50 50 50 50 50 50 50 50
Class 1Class 2Class 3
Pr
ob
ab
ilit
y
0.33 0.33 0.33
(a)
Class 1Class 2Class 3
0.17
0.33
0.50
(b)
Class 1Class 2Class 3
0.50
0.33
0.17
(c)
Class 1Class 2Class 3
0.17
0.67
0.17
(d)
Class 1Class 2Class 3
0.43
0.13
0.43
(e)
Figure 2: Class Prior Distributions P(Y ) in Synthetic Experiments.
loss and empirical training loss of the empirical loss min-
imizer. The generalization error bound of DG in a gen-
eral setting is given in Blanchard et al. [2011]. Therefore,
we derive it for the case where one applies feature trans-
formation involving B. Let ˆ˜Xsi denote the input pattern
(Pˆs, xsi ), where Pˆs is the empirical distribution over fea-
tures in domain s, and xsi is the ith observed feature in
domain s. Similarly, ysi is the ith label in domain s. With
E(f,∞) being the expected test loss, the generalization
bound involving B is given in the following theorem.
Theorem 3. Under assumptions 2 – 4, and assuming
that all source sample sets are of the same size, i.e. ns =
n¯ for s = 1, . . . ,m, then with probability at least 1 − δ
there is
sup
‖f‖H
k¯
≤1
∣∣∣∣∣ 1m
m∑
s=1
1
ns
ns∑
i=1
`
(
f( ˆ˜Xsi W), y
s
i
)
− E(f,∞)
∣∣∣∣∣
≤U`
(√
log 2δ−1
2mn¯
+
√
log δ−1
2m
)
+
√
tr(BTKB)(
c1
√
log 2δ−1m
n¯
+ c2
(√
1
mn¯
+
√
1
m
))
, (19)
where c1 = 2
√
2L`UkxLkγUk′x , c2 = 2L`UkxUkγ .
See Appendix D for proof. The first term is of order
O(m−1/2) and converges to zero as m → ∞. The sec-
ond term, involving tr(BTKB), again depends on the
choice of B. The remaining part would converge to zero
only if both m and n¯ tend to infinity and logm/n¯ =
o(1). In a general perspective, our method, as well as ex-
isting ones relying on feature extraction can all be viewed
as ways of finding transformation B, which could mini-
mize the generalization bound on the test domain, under
different understandings of the DG problem.
5 EXPERIMENTS
5.1 EXPERIMENTAL CONFIGURATION
We compare MDA with the following 9 methods:
• Baselines: 1-nearest neighbor (1NN) and support
vector machine (SVM) with RBF kernel.
• Feature extraction methods: kernel principal com-
ponent analysis (KPCA; [Scho¨lkopf et al., 1998])
and kernel Fisher discriminant analysis (KFD;
[Mika et al., 1999]). 1NN is applied on the trans-
formed features for classification.
• SVM-based DG method: low-rank exemplar-SVMs
(L-SVM; [Xu et al., 2014]).
• Neural network-based DG method: CCSA [Motiian
et al., 2017]. The network setting follows [Motiian
et al., 2017].
• Kernel-based DG methods: domain invariant com-
ponent analysis (DICA; [Muandet et al., 2013]),
scatter component analysis (SCA; [Ghifary et al.,
2017]), and conditional invariant DG (CIDG; [Li
et al., 2018b]). 1NN is applied on the domain-
invariant representations for classification.
For 1NN and SVM baselines, instances in source do-
mains are directly combined for training in both synthetic
and real data experiments. For other methods, in experi-
ments with synthetic data, the models are trained on two
Table 3: Accuracy (%) of Synthetic Experiments (bold italic and bold indicate the best and second best).
P1(Y ) 2a 2b 2c 2d 2e 2a 2a 2a 2a
P2(Y ) 2a 2a 2a 2a 2a 2b 2c 2d 2e
SVM 56.00 34.00 33.33 33.33 33.33 33.33 40.00 36.00 60.00
KPCA 66.00 62.00 66.67 33.33 33.33 65.33 36.00 40.00 14.00
KFD 78.67 38.67 46.00 74.67 47.33 49.33 34.00 19.33 76.00
L-SVM 56.00 60.00 64.00 62.00 60.67 64.67 45.33 46.00 59.33
DICA 93.33 84.67 76.00 84.00 84.67 54.00 95.33 71.33 88.67
SCA 79.33 72.00 84.67 57.33 76.00 59.33 84.67 61.33 81.33
CIDG 90.67 87.33 74.67 77.33 86.67 83.33 92.00 82.00 86.00
MDA 96.67 96.00 97.33 94.00 94.00 91.33 95.33 94.00 94.00
source sample sets, validated on one target sample set,
and tested on the other target sample set. In real data ex-
periments, we first selected hyper-parameters by 5-fold
cross-validation using only labeled source sample sets.
Then the model with optimal parameter settings was ap-
plied on the target domain. The classification accuracy
on the target domain serves as the evaluation criterion
for different methods. Since measures in section 3.2 are
defined as the averaged distance, we naturally put them
on a equal footing by setting β = 0.5, α = γ = 1.
Thus in practice, these parameters are set to be an inter-
val containing values in the above balanced case. The
hyper-parameters required by each method and the val-
ues validated in the experiments are given in Appendix
E.
Table 4: Accuracy (%) of Office+Caltech Dataset
Target A C A, C W, D W, C D, C
1NN 89.80 84.16 78.63 80.60 86.29 85.28
SVM 91.96 85.75 77.66 84.51 87.31 86.72
KPCA 89.87 83.35 66.46 79.65 85.83 84.45
KFD 91.75 85.66 74.68 82.96 87.59 86.64
L-SVM 91.64 85.39 80.55 83.33 88.09 87.10
CCSA 90.98 83.37 77.56 80.04 85.80 84.91
DICA 92.59 83.17 63.67 83.85 87.59 86.25
SCA 91.96 83.35 73.04 83.85 87.31 86.25
CIDG 92.38 81.39 69.87 82.74 87.45 85.63
MDA 93.47 86.89 82.56 84.89 88.91 88.23
5.2 SYNTHETIC DATA
We investigate the influence of variation in the class
prior distribution, P(Y ), on different DG methods. Two-
dimensional data is generated from three different do-
mains and each domain consists of three classes. Each
dimension of the data follows a Gaussian distribution
N (µ, σ), where µ is the mean and σ is the standard de-
viation. The settings of the distribution of the synthetic
data are listed in Table 2. Domains 1 and 2 are source do-
mains and domain 3 is the target domain. The setting in
Table 2 is the base condition where class prior distribu-
tions are uniform in all domains, i.e., P1(Y ) = P2(Y ) =
P3(Y ). Then we change P(Y ) of one source domain to
be distributions shown in Figure 2b to 2e and keep P(Y )
of the other source domain and target domain uniform to
compare different DG methods. Note that CCSA is based
on convolutional neural network and thus not suitable for
2-dimensional synthetic data.
The results of different methods on different settings of
class prior distributions in source domains are given in
Table 3 (also visualized in Appendix F). The accuracy of
1NN is 33.33% in all cases thus omitted in Table 3. It
can be seen that MDA performs best in the base setting,
as well as all settings with different P(Y ) in source do-
mains. DICA performs equally well as MDA in (2a, 2c)
setting but its accuracy is heavily influenced by the vari-
ation in P(Y ). Compared with other methods, MDA is
much more robust against the variation in P(Y ), which
is consistent with our expectation because we essentially
work with the class-conditional, not the marginal, distri-
butions.
5.3 OFFICE+CALTECH DATASET
We evaluate the performance of different DG methods
on Office+Caltech dataset [Gong et al., 2012], which is a
widely used benchmark for DG tasks. Office+Caltech
consists of photos from four different datasets: Ama-
zon (A), Webcam (W), DSLR (D), and Caltech-256
(C) [Griffin et al., 2007]. Since there are 10 shared
classes in these datasets, photos of these classes are se-
lected and those from the same original dataset form one
domain in Office+Caltech. Thus, the domains within
Office+Caltech corresponds to the biases of different
data collection procedures [Torralba and Efros, 2011].
The 4096-dimensional DeCAF6 features [Donahue et al.,
2014] are adopted in the experiments to ensure that the
feature spaces, X , are consistent across all domains.
Table 5: Accuracy (%) of VLCS Dataset
Target V L C S V, L V, C V, S L, C L, S C, S
1NN 60.19 53.57 89.94 55.74 57.26 58.54 50.59 66.06 58.13 66.25
SVM 68.57 59.26 93.99 65.27 61.80 64.39 55.89 70.08 64.10 71.09
KPCA 60.69 54.86 83.89 55.61 57.54 57.50 49.46 67.48 56.05 66.15
KFD 61.64 60.54 86.78 58.75 57.33 46.84 53.20 70.03 61.64 67.87
L-SVM 58.14 39.87 75.56 52.92 52.25 56.64 48.27 61.24 56.65 66.27
CCSA 60.39 58.80 86.88 59.87 59.27 55.02 51.56 69.94 61.41 68.49
DICA 62.71 59.38 86.15 57.28 58.11 55.08 55.17 70.01 61.44 70.30
SCA 62.13 58.24 88.48 60.66 60.66 57.59 54.66 71.90 61.57 70.71
CIDG 64.16 57.91 90.11 59.48 60.54 54.56 55.77 70.74 62.48 69.83
MDA 66.86 61.78 92.64 59.58 59.60 63.72 55.98 72.88 62.83 72.00
The accuracies on different choices of target domains
are shown in Table 4. MDA again performs best, yet
by a smaller margin of improvement compared to that
of the synthetic experiment. In particular, MDA is the
only kernel-based method that outperforms 1NN in (A,
C) case which is probably because of the newly pro-
posed average class discrepancy (3). L-SVM outper-
forms other kernel-based methods and ranks the second.
Note that other 4 cases, such as A, D, C → W, are not
reported since 1NN baseline could already achieve accu-
racies higher than 90%.
5.4 VLCS DATASET
The second real data experiment uses the VLCS dataset.
It consists of photos of five common classes extracted
from four datasets: Pascal VOC2007 (V) [Everingham
et al., 2010], LabelMe (L) [Russell et al., 2008], Caltech-
101 (C) [Griffin et al., 2007], and SUN09 (S) [Choi et al.,
2010]. Photos from the same dataset form one domain in
VLCS. DeCAF6 features of 4096 dimensions are again
adopted in the experiments to ensure the consistency of
feature spaces over different domains. The training and
test procedures are the same as in experiments on the Of-
fice+Caltech dataset. The parameters of L-SVM were
trained (validated) on 70% (30%) source instances due
to its high complexity.
The accuracies are given in Table 5. It is interesting to
see that SVM baseline outperforms all DG methods in 6
cases. This is probably because many instances of dif-
ferent classes are overlapped in VLCS, so using 1NN in
the transformed space is more likely to misclassify them
compared with SVM. Apart from SVM baseline, MDA
performs best in 8 out of 10 cases compared with other
DG methods. CCSA outperforms MDA in the case of S
being the target domain, which may indicate that neural
networks extracted better features in this case. Inspired
by the results of SVM, kernel-based methods together
with SVM classifier may be a promising direction for
further VLCS accuracy improvement.
6 CONCLUSION
In this paper, we proposed a method called Multidomain
Discriminant Analysis (MDA) to solve the DG problem
of classification tasks. Unlike existing works, which typ-
ically assume stability of certain (conditional) distribu-
tions, MDA is able to solve DG problems in a more gen-
eral setting where both P(Y ) and P(X|Y ) change across
domains. The newly proposed measures, average domain
discrepancy and average class discrepancy, together with
two measures based on kernel Fisher discriminant anal-
ysis, are theoretically analyzed and incorporated into the
objective for learning the domain-invariant feature trans-
formation. We also prove bounds on the excess risk and
generalization error for kernel-based DG methods. The
effectiveness of MDA is verified by experiments on syn-
thetic and two real benchmark datasets.
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Appendix
A Quantities’ Property Illustration
The illustrations comparing average domain discrepancy with multidomain within-class scatter, and average class
discrepancy with multidomain between-class scatter are given in Figure 3 and 4.
(a)
center
(b) (c)
center
Figure 3: Comparison Between Average Domain Discrepancy and Multidomain Within-class Scatter. Colors denote
classes and markers denote domains. (a) The distribution of data in the subspace Rq transformed from RKHSH using
W0. (b) By minimizing average domain discrepancy, the resulting transformation Wadd makes the means within
each class closer. (c) By minimizing multidomain within-class scatter, the resulting transformation Wmws makes
distribution of each class more compact towards the corresponding mean representation.
(a) (b) (c)
centercenter centercenter
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Figure 4: Comparison Between Average Class Discrepancy and Multidomain Between-class Scatter. Colors denote
classes and markers denote domains. (a) The distribution of data in the subspace Rq transformed from RKHS H
using W0. (b) By maximizing average class discrepancy, the resulting transformation Wacd treats the distances
between each pair of mean representations equally and maximizes them; (c) By maximizing multidomain between-
class scatter, the resulting transformation Wmbs maximizes the average distance between the overall mean and the
mean representation of different classes. However, each distance is added a weight, which is proportional to the
number of instances in the corresponding class. As a result, it is approximate equivalent to the scheme where one
pools data of different domains of the same class together and trains classifier.
B Derivation of the Lagrangian
Since the objective
arg max
B
=
tr
(
BT (βF + (1− β)P) B)
tr (BT (γG + αQ + K)B)
(20)
is invariant to re-scaling B→ δB, we rewrite (20) as a constrained optimization problem:
arg max
B
tr
(
BT (βF + (1− β)P) B) (21)
s.t. tr
(
BT (γG + αQ + K)B
)
= 1, (22)
which yields the Lagrangian
L = tr (BT (βF + (1− β)P) B)
− tr ((BT (γG + αQ + K)B− Iq)Γ) , (23)
where Γ is a diagonal matrix containing the Lagrange multipliers and Iq denotes the identity matrix of dimension q.
Setting the derivative with respect to B in the Lagrangian (23) to zero yields the following generalized eigenvalue
problem:
(βF + (1− β)P) B = (γG + αQ + K) BΓ. (24)
C Proof of Theorem 2
Theorem 4. Under assumptions 2 – 4, and further assuming that ‖fˆ‖Hk¯ ≤ 1 and ‖f∗‖Hk¯ ≤ 1, where fˆ denotes the
empirical risk minimizer, f∗ denotes the expected risk minimizer, then with probability at least 1− δ there is
E[`(fˆ(X˜tW), Y t)]− E[`(f∗(X˜tW), Y t)]
≤ 4L`LkγUk′xUkx
√
tr(BTKB)
n
+
√
2 log 2δ−1
n
, (25)
where the expectations are taken over the joint distribution of the test domain Pt(Xt, Y t), n is the number of training
samples, and K = ΦΦT .
Proof. First, we use the following result.
Theorem 5 (Generalization bound based on Rademacher complexity). Define A = {x 7→ `(f(x), y) : f ∈ H} to be
the loss class, the composition of the loss function with each of the hypotheses. With probability at least 1− δ:
L(fˆ)− L(f∗) ≤ 4Rn(A) +
√
2 log 2δ
n
, (26)
where L(fˆ) denotes the expected test risk of the empirical risk minimizer, L(fˆ) denotes the expected test risk of the
expected risk minimizer, Rn(A) denotes the Rademacher complexity of loss class A, and n denotes the number of
training points.
By applying theorem 5, with probability at least 1− δ there is
EPtX [`(fˆ(X˜
tW), Y t)]− EPtX [`(f∗(X˜tW), Y t)] ≤ 4Rn(A) +
√
2 log 2δ−1
n
, (27)
where A denotes the loss class {x 7→ `(f(P, x), y) : ‖f‖Hk¯ ≤ 1}, Rn(·) denotes the Rademacher complexity and n
is the number of training points.
Since the loss function ` is L`-Lipschitz in its first variable, there is
Rn(A) = Rn(` ◦ f) ≤ L`Rn(Hk¯). (28)
To obtain the Rademacher complexity ofHk¯, i.e. Rn(Hk¯), we adopt the following theorem.
Theorem 6 (Rademacher complexity of L2 ball). Let F = {z 7→ 〈w, z〉 : ‖w‖2 ≤ B2} (bound on weight vectors).
Assume EZ∼p∗
[‖Z‖22] ≤ C22 (bound on spread of data points). Then
Rn(F) ≤ B2C2√
n
, (29)
where n denotes the number of training points.
According to the function class we restricted, B2 in theorem 6 in our case is 1. For the bound of feature maps of data
inHk¯ (corresponds to C2), there is ∥∥∥k¯ (X˜tW, ·)∥∥∥ (30)
= ‖γkγ
(
γ(Pt)
)⊗ kX(Xt, ·)W‖ (31)
≤ Lkγ‖γ(Pt)‖‖kX(Xt, ·)W‖ (32)
≤ LkγUk′Uk‖W‖HS . (33)
Note that W = ΦTB and K = ΦΦT is invertible. It follows that tr(BTKB) defines a norm consistent with the
Hilbert-Schmidt norm ‖W‖HS . Therefore, by applying theorem 6, there is
Rn(A) ≤ L`LkγUk′Uk
√
tr(BTKB)
n
. (34)
Combining it with (27) gives the results.
D Proof of Theorem 3
Theorem 7. Under assumptions 2 – 4, and assuming that all source sample sets are of the same size, i.e. ns = n¯ for
s = 1, . . . ,m, then with probability at least 1− δ there is
sup
‖f‖H
k¯
≤1
∣∣∣∣∣ 1m
m∑
s=1
1
ns
ns∑
i=1
`
(
f( ˆ˜Xsi W), y
s
i
)
− E(f,∞)
∣∣∣∣∣
≤U`
((
log 2δ−1
2mn¯
) 1
2
+
(
log δ−1
2m
) 1
2
)
+
√
tr(BTKB)
(
c1
(
log 2δ−1m
n¯
) 1
2
+ c2
((
1
mn¯
) 1
2
+
(
1
m
) 1
2
))
(35)
where c1 = 2
√
2L`UkxLkγUk′x , c2 = 2L`UkxUkγ .
Proof. Follow the idea in Blanchard et al. [2011], the supremum of the generalization error bound can be decomposed
as
sup
‖f‖H
k¯
≤1
∣∣∣∣∣ 1m
m∑
s=1
1
ns
ns∑
i=1
`
(
f( ˆ˜Xsi W), y
s
i
)
− E(f,∞)
∣∣∣∣∣
≤ sup
‖f‖H
k¯
≤1
∣∣∣∣∣ 1m
m∑
s=1
1
ns
ns∑
i=1
(
`
(
f( ˆ˜Xsi W), y
s
i
)
− `
(
f(X˜si W), y
s
i
))∣∣∣∣∣ (36)
+ sup
‖f‖H
k¯
≤1
∣∣∣∣∣ 1m
m∑
s=1
1
ns
ns∑
i=1
`
(
f(X˜si W), y
s
i
)
− E(f,∞)
∣∣∣∣∣ (37)
:= (I) + (II), (38)
where ˆ˜Xsi = (Pˆs, xsi ), X˜si = (Ps, xsi ).
Bound of term (I)
According to the assumption that the loss ` is L` -Lipschitz in its first variable, we have
(I) ≤L` sup
‖f‖H
k¯
≤1
1
m
m∑
s=1
1
ns
ns∑
i=1
∣∣∣f( ˆ˜Xsi W)− f(X˜si W)∣∣∣ (39)
≤L` sup
‖f‖H
k¯
≤1
1
m
m∑
s=1
∥∥∥f ((Pˆs, ·)W)− f ((Ps, ·)W)∥∥∥
∞
(40)
For any x ∈ X and ‖f‖Hk¯ ≤ 1, using the reproducing property of the kernel k¯ and Cauchy-Schwarz inequality, we
have ∣∣∣f ((Pˆs, x)W)− f ((Ps, x)W)∣∣∣ = ∣∣∣〈k¯ ((Pˆs, x)W, ·)− k¯ ((Ps, x)W, ·) , f〉∣∣∣ (41)
≤ ‖f‖
∥∥∥k¯ ((Pˆs, x)W, ·)− k¯ ((Ps, x)W, ·)∥∥∥ (42)
According to the assumption, there is ‖f‖ ≤ 1. For the second term in (42) we have∥∥∥k¯ ((Pˆs, x)W, ·)− k¯ ((Ps, x)W, ·)∥∥∥ (43)
=
∥∥∥γkγ (γ(Pˆs))⊗ kX(x, ·)W − γkγ (γ(Ps))⊗ kX(x, ·)W∥∥∥ (44)
≤
∥∥∥γkγ (γ(Pˆs))⊗ kX(x, ·)− γkγ (γ(Ps))⊗ kX(x, ·)∥∥∥ ‖W‖HS (45)
= ‖W‖HS
(〈
k¯((Pˆs, x), ·)− k¯((Ps, x), ·), k¯((Pˆs, x), ·)− k¯((Ps, x), ·)
〉) 1
2
(46)
≤‖W‖HS k(x, x)
1
2
(
kγ(γ(Ps), γ(Ps)) + kγ(γ(Pˆs), γ(Pˆs))− 2kγ(γ(Ps), γ(Pˆs))
) 1
2
(47)
≤Uk ‖W‖HS
∥∥∥γkγ (γ(Ps))− γkγ (γ(Pˆs))∥∥∥ (48)
≤UkLkγ ‖W‖HS
∥∥∥γ(Pˆs)− γ(Ps)∥∥∥ . (49)
Combining (42), (49) and ‖f‖ ≤ 1, there is∣∣∣f ((Pˆs, x)W)− f ((Ps, x)W)∣∣∣ ≤ UkLkγ ‖W‖HS ∥∥∥γ(Pˆs)− γ(Ps)∥∥∥ . (50)
Now we derive the bound on
∥∥∥γ(Pˆs)− γ(Ps)∥∥∥. For independent real zero-mean random variables x1, . . . , xn such
that |xi| ≤ C for i = 1, . . . , n, Hoeffding’s inequality states that ∀ > 0:
P
[∣∣∣∣∣ 1n
n∑
i=1
xi
∣∣∣∣∣ > 
]
≤ 2 exp
(
− n
2
2C2
)
. (51)
Set the δ = 2 exp
(
− n22C2
)
, then with probability at least 1− δ:∣∣∣∣∣ 1n
n∑
i=1
xi
∣∣∣∣∣ < √2C
√
log 2δ−1
n
. (52)
Similar result holds for zero-mean independent random variables φ(x1), . . . , φ(xn) with values in a separable complex
Hilbert space and such that ‖φ(xi)‖ ≤ C, for i = 1, . . . , n:∥∥∥∥∥ 1n
n∑
i=1
φ(xi)
∥∥∥∥∥ < √2C
√
log 2δ−1
n
. (53)
For independent uncentered variables φ′(xi) with mean M , bounded by C. Let φ(xi) = φ′(xi) − M denote the
re-centered variables, now bounded at worst by 2C by the triangle inequality. Set δ = 2 exp
(
− n28C2
)
, we obtain with
probability at least 1− δ that: ∥∥∥∥∥ 1n
n∑
i=1
φ′(xi)−M
∥∥∥∥∥ < 2√2C
√
log 2δ−1
n
(54)
Based on the result of (54), we have∥∥∥γ(Pˆs)− γ(Ps)∥∥∥ = ∥∥∥∥∥ 1ns
n∑
i=1
φ′(xsi )− EX∼Ps [φ′(X)]
∥∥∥∥∥ ≤ 3Uk′
√
log 2δ−1
n¯
(55)
Combining (50) and (55) we have
sup
‖f‖Hk¯≤1
∥∥∥f ((Pˆs, ·)W)− f ((Ps, ·)W)∥∥∥
∞
≤ 2
√
2UkLkγUk′ ‖W‖HS
√
log 2δ−1
n¯
(56)
Conditionally to the draw of {Ps}1≤s≤m, we can apply (56) to each (Ps, Pˆs) the the union bound over s = 1, . . . ,m
to get that with probability at least 1− δ:
(I) ≤ 2
√
2L`UkLkγUk′ ‖W‖HS
√
log 2δ−1 + logm
n¯
(57)
Bound of term (II)
This section follows the idea of Blanchard et al. [2011] so steps of proof that are largely unchanged are omitted. First,
we define the conditional (idealized) test error for a given test distribution PtXY as
E(f,∞|PtXY ) := E(Xt,Y t)∼PtXY
[
`
(
f(X˜tW), Y t
)]
, (58)
where X˜t = (P tX , X
t).
Then (II) is further decomposed as
(II) ≤ 1
m
m∑
s=1
1
ns
ns∑
i=1
(
`
(
f(X˜si W), y
s
i
)
− E(f,∞|PsXY )
)
+
1
m
m∑
s=1
(E(f,∞|PsXY )− E(f,∞)) (59)
:=(IIa) + (IIb) (60)
Bound of term (IIa)
In the case where conditioning on {PsXY }1≤s≤m, the observations in D = {(xsi , ysi )}m,n
s
s=1,i=1 are now independent
(but not identically distributed) for this conditional distribution. We can thus apply the McDiarmid inequality to the
function
ζ (D) := sup
‖f‖Hk¯≤1
1
m
m∑
s=1
1
ns
ns∑
i=1
(
`
(
f(X˜si W), y
s
i
)
− E(f,∞|PsXY )
)
. (61)
When ns = ns
′
= n¯ for all s, s′, that with probability 1− δ over the draw of D, it holds
|ζ − E [ζ|{PsXY }1≤s≤m]| ≤ Ul
√
log 2δ−1
2mn¯
. (62)
Then by the standard symmetrization technique, E [ζ|{PsXY }1≤s≤m] can be bounded via Rademacher complexity as:
E [ζ|{PsXY }1≤s≤m] ≤
2
m
E(xsi ,ysi )E(si )
[
sup
‖f‖H
k¯
≤1
m∑
s=1
1
ns
ns∑
i=1
si
(
`
(
f(X˜si W), y
s
i
))
|{PsXY }1≤s≤m
]
(63)
≤2L`UkUkγ ‖W‖HS
√
1
mn¯
, (64)
where the last inequality is from the bound of the Rademacher complexity of the loss class ` ◦ f .
Bound of term (IIb)
Since the {PsXY }1≤s≤m are i.i.d., the McDiarmid inequality can be applied to the function
ξ ({PsXY }1≤s≤m) := sup
‖f‖Hk¯≤1
1
m
m∑
s=1
(E(f,∞|PsXY )− E(f,∞)) , (65)
then one obtains that with probability 1− δ over the draw of {PsXY }1≤s≤m, it holds
|ξ − E[ξ]| ≤ U`
√
log δ−1
2m
. (66)
Similarly, by the standard symmetrization technique, E[ξ] is bounded as
E[ξ] ≤ 2
m
E{PsXY }1≤s≤mE(Xs,Y s)1≤s≤mE(s)1≤s≤m
[
sup
‖f‖Hk¯≤1
m∑
s=1
s`
(
f(X˜sW), Y s
)]
(67)
≤2L`UkUkγ ‖W‖HS
√
1
m
, (68)
where the last inequality is again from the bound of the Rademacher complexity of the loss class ` ◦ f .
Finally, W = ΦTB and K = ΦΦT is invertible. It follows that tr(BTKB) defines a norm consistent with the
Hilbert-Schmidt norm ‖W‖HS . By combining the above results we obtain the announced result.
E Experimental Configurations
Due to the difference in techniques adopted in different methods, there is/are different hyper-parameter(s) in each
method require tuning in the experiments.
• 1NN: since there is no hyper-parameter to be determined in 1NN, instances in source domains are directly com-
bined for training. Then we apply the trained model on target domains and report the test accuracy.
• SVM: the regularization coefficient C requires tuning in SVM. C ∈ {0.1, 0.5, 1.0, 2.0, 5.0, 10.0} are validated in
the experiments.
• KPCA and KFD: the kernel width σk requires tuning. σk ∈ {0.1dM , 0.2dM , 0.5dM , dM , 2dM , 5dM}, where
dM = median
(‖xi − xj‖22) ,∀xi,xj ∈ D, are validated.
• E-SVM: four hyper-parameters (λ1, λ2, C1, C2) require tuning. λ1 ∈ {0.1, 1, 10}, λ2 ∈ {0.5λ1, 1λ1, 2λ1}, and
C1, C2 ∈ {0.1, 1, 10} are validated.
• CCSA: two hyper-parameters (lr, α) require tuning. learning rate lr ∈ {0.5, 1.0, 1.5} and α ∈ {0.1, 0.25, 0.4}
are validated.
• DICA: Two parameters (λ, ) require tuning. λ ∈ {1e−3, 1e−2, 1e−1, 1.0, 1e1, 1e2, 1e3}
and  ∈ {1e−3, 1e−2, 1e−1, 1.0, 1e1, 1e2, 1e3} were validated.
• SCA: Two parameters (β, δ) require tuning. β ∈ {0.1, 0.3, 0.5, 0.7, 0.9},
δ ∈ {1e−3, 1e−2, 1e−1, 1.0, 1e1, 1e2, 1e3, 1e4, 1e5, 1e6} were validated.
• CIDG: Three hyper-parameters (β, α, γ) require tuning. β ∈ {0.1, 0.3, 0.5, 0.7, 0.9},
γ ∈ {1e−3, 1e−2, 1e−1, 1, 1e1, 1e2, 1e3, 1e4, 1e5, 1e6}, and
α ∈ {1, 1e1, 1e2, 1e3, 1e4, 1e5, 1e6, 1e7, 1e8, 1e9}, were validated.
• MDA: Three hyper-parameters (β, α, γ) require tuning. β ∈ {0.1, 0.3, 0.5, 0.7, 0.9},
γ ∈ {1e−3, 1e−2, 1e−1, 1.0, 1e1, 1e2, 1e3, 1e4, 1e5, 1e6}, and
α ∈ {1, 1e1, 1e2, 1e3, 1e4, 1e5, 1e6, 1e7, 1e8, 1e9}, were validated.
For feature extraction methods (i.e., KPCA and KFD) and kernel-based DG methods (i.e., DICA, SCA, CIDG, and
MDA), in real data experiments, different number of leading eigenvectors (corresponds to the dimension of the trans-
formed subspace) that contribute to certain proportions (i.e. {0.2, 0.4, 0.6, 0.8, 0.92, 0.94, 0.96, 0.98}) of the sum of
all eigenvalues are tested and the highest accuracies are reported for each method.
F Synthetic Experimental Results Visualization
In this section, we show the data distribution of source domains in the transformed domain-invariant subspace Rq
of the synthetic experiment for kernel-based DG methods: SCA, CIDG, MDA, which are proposed for classification
problems. The results are given in Figure 5 and 6.
We observe from the results that: 1) the transformation learned from MDA performs the best in terms of the separation
of different classes of target domains; 2) the overlapped region in source domains(green and red classes) is handled
slightly better in MDA than in CIDG; 3) SCA has difficulty in separating instances of different classes in part of the
cases.
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Figure 5: Visualization of transformed data in Rq of cases (2a, 2a), (2b, 2a), (2c, 2a), (2d, 2a), (2e, 2a). Each row
corresponds to a case of class-prior distributions. Each column corresponds to a DG methods. The first column shows
the distribution of the raw data. Different colors denote different classes. Circle marker denotes the data of source
domain and cross marker denotes the data of target domain.
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Figure 6: Visualization of transformed data inRq of cases (2a, 2b), (2a, 2c), (2a, 2d), (2a, 2e). Each row corresponds to
a case of class-prior distributions. Each column corresponds to a DG methods. The first column shows the distribution
of the raw data. Different colors denote different classes. Circle marker denotes the data of source domain and cross
marker denotes the data of target domain.
G Related Work
Compared with domain adaptation, domain generalization is a younger line of research. Blanchard et al. [2011] are the
first to formalize the domain generalization of classification tasks. Motivated by automatic gating of flow cytometry
data, they adopted kernel-based methods and derived the dual of a kind of cost-sensitive SVM to solve for the optimal
decision function. A feature projection-based method called Domain Invariant Component Analysis (DICA; [Muandet
et al., 2013]) was then proposed in 2013. DICA was the first to bring the idea of learning a shared subspace into domain
generalization. It finds a transformation to a subspace in which the differences between marginal distributions P(X)
over domains are minimized while preserving the functional relationship between Y and X .
Along this line, subsequent feature projection-based methods have been proposed. Scatter Component Analysis (SCA;
[Ghifary et al., 2017]) is the first unified framework for both domain adaptation and domain generalization. It combines
domain scatter, kernel principal component analysis and kernel Fisher discriminant analysis into an objective and
trades between them to learn the transformation. Unlike previous works, the authors of Conditional Invariant Domain
Generalization (CIDG; [Li et al., 2018b]) are the first to analyze domain generalization of classification tasks from
causal perspective and thus consider more general cases where both P(Y |X) and P(X) vary across domains. They
combine total scatter of class-conditional distributions, scatter of class prior-normalized marginal distributions, and
kernel Fisher discriminant analysis to achieve the goal of domain generalization.
Besides the aforementioned methods in general, domain generalization problem also attracted extensive attention of
computer vision community. Khosla et al. [2012] proposed a max-margin framework (Undo-Bias) in which each
domain is assumed to be controlled by the sum of the visual world and a bias. A modified SVM-based method is
adopted for solving the weights and biases in the model. Unbiased Metric Learning (UML; [Fang et al., 2013]),
which is based on a learning-to-rank framework, first learns a set of distance metrics and then validate to select the
one with best generalization ability. Xu et al. [2014] adopted exemplar-SVM and introduced a nuclear norm based
regularizer into the objective to learn a set of more robust examplar-SVMs for domain generalization purpose. Ghifary
et al. [2015] introduced Multi-task Autoencoder (MTAE), a feature learning algorithm that uses a multi-task strategy
to learn unbiased object features, where the task is the data reconstruction. More recently, domain generalization
methods based on deep neural networks [Motiian et al., 2017, Li et al., 2017, 2018a,c] were proposed to cope with the
problem induced by distribution shift.
