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In new microbial-biogeochemical models, microbial carbon use efficiency (CUE) is often
assumed to decline with increasing temperature. Under this assumption, soil carbon
losses under warming are small because microbial biomass declines. Yet there is also
empirical evidence that CUE may adapt (i.e., become less sensitive) to warming, thereby
mitigating negative effects on microbial biomass. To analyze potential mechanisms of CUE
adaptation, I used two theoretical models to implement a tradeoff between microbial
uptake rate and CUE. This rate-yield tradeoff is based on thermodynamic principles and
suggests that microbes with greater investment in resource acquisition should have
lower CUE. Microbial communities or individuals could adapt to warming by reducing
investment in enzymes and uptake machinery. Consistent with this idea, a simple
analytical model predicted that adaptation can offset 50% of the warming-induced decline
in CUE. To assess the ecosystem implications of the rate-yield tradeoff, I quantified
CUE adaptation in a spatially-structured simulation model with 100 microbial taxa and
12 soil carbon substrates. This model predicted much lower CUE adaptation, likely due
to additional physiological and ecological constraints on microbes. In particular, specific
resource acquisition traits are needed to maintain stoichiometric balance, and taxa with
high CUE and low enzyme investment rely on low-yield, high-enzyme neighbors to
catalyze substrate degradation. In contrast to published microbial models, simulations with
greater CUE adaptation also showed greater carbon storage under warming. This pattern
occurred because microbial communities with stronger CUE adaptation produced fewer
degradative enzymes, despite increases in biomass. Thus, the rate-yield tradeoff prevents
CUE adaptation from driving ecosystem carbon loss under climate warming.
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INTRODUCTION
Climate warming is expected to alter biogeochemical processes in
ecosystems (Davidson and Janssens, 2006; Bardgett et al., 2008).
All of these processes are influenced by micro-organisms like bac-
teria and fungi, and many predictive models now include some
form of microbial control over biogeochemistry (Moorhead and
Sinsabaugh, 2006; Lawrence et al., 2009; Allison et al., 2010; Wang
et al., 2013; Wieder et al., 2013). In contrast to conventional
models in which decomposition is strictly a first-order process,
the new models couple microbial biomass with substrate pools
(Todd-Brown et al., 2012). This change in model structure, first
developed in detail by Schimel and Weintraub (2003), results
in biogeochemical rates that depend not only on donor pool
sizes (e.g., soil carbon) but also on recipient pools—specifically
microbial biomass.
The new microbial models are important because they may
be more biologically realistic, and their predictions differ from
conventional models under environmental change (Allison et al.,
2010; Wieder et al., 2013). At the global scale for instance, one of
these new microbial models reproduced existing distributions of
soil carbon more accurately than conventional models (Wieder
et al., 2013). In response to climate warming, this new model
showed a wider range of soil carbon outcomes compared to
conventional models, with either large losses or small changes
predicted depending on microbial physiological parameters.
Due to the dependence of biogeochemical rates on microbial
biomass pools, microbial models are sensitive to physiological
parameters that regulate microbial dynamics. Initial studies have
shown that carbon use efficiency (CUE) is one of these key
parameters (Allison et al., 2010; Sinsabaugh et al., 2013; Li et al.,
2014). CUE is defined as the fraction of microbial assimilation
that is allocated to biosynthetic processes (e.g., growth), with
the remainder typically respired (Steinweg et al., 2008; Manzoni
et al., 2012). Thus, greater CUE results in more microbial biomass
because more of the assimilated substrate remains in cells rather
than being respired.
Most of the initial studies withmicrobial models have included
scenarios in which CUE declines with increasing temperature
(Allison et al., 2010; Wang et al., 2013; Wieder et al., 2013;
Li et al., 2014). This relationship is based on empirical studies
that have found reductions in CUE with increasing temperature
in the range of 0.009mg mg−1 ◦C−1 to 0.049mg mg−1 ◦C−1
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(Devêvre and Horwath, 2000; Van Ginkel et al., 2000; Rivkin
and Legendre, 2001; Pietikäinen et al., 2005; Apple et al., 2006;
Steinweg et al., 2008), although the relationship is not always
consistent (Del Giorgio and Cole, 1998; Dijkstra et al., 2011).
Physiologically, CUE should decline with warming if respiratory
processes are more temperature sensitive than growth processes
(Farmer and Jones, 1976; Mainzer and Hempfling, 1976; Hall and
Cotner, 2007). Processes such as protein turnover and cell repair
might increase at higher temperatures, though the exact mech-
anism underlying the CUE-temperature relationship in soils has
not been determined (Bradford, 2013).
A recent study from the Harvard Forest warming experiment
found evidence that the temperature sensitivity of CUE may
decline in response to long-term warming (Frey et al., 2013).
There is also some evidence for seasonal changes in microbial
community CUE (Tucker et al., 2013). Several mechanisms could
lead to this “adaptation” of CUE. Over time, shifts in micro-
bial community composition or substrate use could reduce CUE
temperature sensitivity. More efficient microbial taxa might be
selected for, or microbes might switch to using substrates that
can be assimilated with greater efficiency. Still, if efficiency gains
are possible, why aren’t they already realized, even at lower
temperatures?
Many physiological studies going back decades show that
increased efficiency trades off against rates of resource con-
sumption (Pirt, 1965; Pfeiffer et al., 2001; Frank, 2010). Cells
with higher consumption rates have lower CUE and vice versa.
Rapid resource consumption requires more cellular machin-
ery such as uptake proteins, ribosomes, and metabolic enzymes
that increase respiratory costs. Increasing CUE by reducing
these costs therefore comes at the expense of a lower resource
acquisition rate.
For free-living, heterotrophic microbes, fast growth requires
metabolic machinery to degrade and take up complex resources
from the environment (Koch, 1985, 1997). This machinery takes
the form of extracellular enzymes and uptake proteins that tar-
get energy- and nutrient-containing molecules. Cells that have
a greater enzymatic capacity should process complex resources
more rapidly, but should also incur relatively greater respiratory
costs that reduce CUE. If these respiratory costs increase faster
than the benefits of enzyme production as temperatures rise, then
microbes might be expected to reduce enzyme investment with
warming.
The goal of this study was to model the consequences of
the rate-yield tradeoff for carbon cycling responses to temper-
ature increase. Although there is some empirical evidence that
community-level CUE adapts to temperature (Frey et al., 2013),
the mechanisms, implications, and generality of this response
are poorly known. Theoretical models offer a tractable means
of identifying potential mechanisms and generating testable
hypotheses.
I analyzed the rate-yield tradeoff with a simple analytical
model and with the DEMENT model (Allison, 2012). DEMENT
includes substrate feedbacks and represents microbial diversity
by assigning physiological traits to virtual taxa that compete
in a spatially-structured environment. Ecosystem process rates
(i.e., decomposition) and community properties (i.e., functional
diversity) emerge from the model dynamics (Follows et al., 2007).
The analytical model makes clear, idealized predictions about
the potential for microbial adaptation to temperature, whereas
DEMENT imposes additional constraints through substrate and
microbial interactions. I tested whether the potential for CUE
change under warming was similar for the two theoretical systems
and analyzed mechanisms underlying the differences between
models.
MATERIALS AND METHODS
ANALYTICAL MODEL
The analytical model was constructed to analyze the potential for
CUE adaptation in a spatially and taxonomically homogeneous
microbial community. The model objective was to find the CUE
that maximizes microbial growth (G), which is assumed to equal
the uptake rate (U) times CUE (ε):
G = U ∗ ε (1)
where U follows the Arrhenius relationship with temperature
(T; ◦C):
U = Uref ∗ exp
[(
−Ea
R
)(
1
T + 273 −
1
Tref + 273
)]
(2)
Uref is the uptake rate at the reference temperature (Tref = 20◦C),
Ea is the activation energy for uptake, and R is the ideal gas con-
stant (8.314 J mol−1 K−1). CUE is assumed to vary linearly with
T, where εint is intrinsic CUE at 20◦C and mT is the temperature
sensitivity of CUE:
ε = εint + mT ∗ (T − Tref ) (3)
To implement the growth-yield tradeoff, εint is assumed to vary
linearly with reference uptake rate with intercept ε0 and slopemU .
εint = ε0 + mU ∗ Uref (4)
Substituting Equations (2–4) into Equation (1), differentiating G
with respect to Uref , and solving the differential equation for Uref
yields:
Uref = −ε0 + mT ∗ (T − Tref )
2mU
(5)
Substituting Equation (5) into Equation (4) yields:
εint = ε0 − mT ∗ (T − Tref )
2
(6)
Thus if higher uptake rates trade off against lower CUE, themodel
predicts that intrinsic CUE must increase linearly as tempera-
ture increases in order tomaximize growth. Greater intrinsic CUE
helps offset the decline in realized CUE with increasing tempera-
ture. However, greater intrinsic CUE comes at the cost of reducing
uptake potential, Uref . The analytical model was analyzed with
parameters given in Table 1 but with mU equal to −0.2 and −0.4
to represent high and low tradeoff scenarios, respectively.
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Table 1 | Values and units for model parameters.
Variable Value Units Interpretation (with reference if available)
t 5000 Day Number of iterations
NE 50 Number of enzymes in community
NS 12 Number of substrates
NU 14 Number of uptake transporters
NB 100 Number of taxa
Ea 35 kJ mol−1 Activation energy for uptake
EaK 20 kJ mol−1 Activation energy for Km (German et al., 2012)
KmESlope 10 mg enzyme day cm−3 Slope for Km – VE relationship
KmEInt 0 mg cm−3 Intercept for enzyme Km – VE relationship
KmUSlope 0.2 mg biomass day cm−3 Slope for Km – VU relationship
KmUInt 0 mg cm−3 Intercept for uptake Km – VU relationship
VE 100 mg substrate mg−1 enzyme day−1 Vmax for enzymes
VU 5 mg substrate mg−1 biomass day−1 Vmax for uptake
λSlope −0.8 Fractional change in cellulose decay per unit lignocellulose index
ES 1 Minimum number of enzymes capable of degrading each substrate
UM 1 Minimum number of uptake transporters capable of taking up each monomer
Emax 40 Maximum number of enzymes a taxon may produce
θ 1 Coefficient determining strength of specificity-efficiency tradeoff
ε0 0.5 mg mg−1 Intercept for C use efficiency function (Thiet et al., 2006)
mT −0.016 mg mg−1◦C−1 C use efficiency temperature sensitivity (Allison et al., 2010)
mE −0.1, −0.2 mg mg−1 C use efficiency change with enzyme investment
mU −0.1, −0.2 mg mg−1 C use efficiency change with uptake investment
ZEC 5×10−5 mg mg−1 Per enzyme C cost as a fraction of uptake rate
βEC 5×10−5 mg mg−1 day−1 Per enzyme C cost as a fraction of biomass
ZEN 0.3 mg mg−1 Per enzyme N cost as a fraction of C cost (Sterner and Elser, 2002)
L 0.1 day−1 Leaching rate
τE 0.04 day−1 Enzyme turnover rate (Allison, 2006)
τB 0.02 day−1 Bacterial turnover rate (Schimel and Weintraub, 2003)
τF 0.01 day−1 Fungal turnover rate (Rousk and Bååth, 2007)
FMS 0.045 mg mg−1 Initial monomer present as a fraction of initial substrate
DB 0.1 Initial bacterial cell density per lattice point
DF 0.004 Initial fungal cell density per lattice point
CB 0.825 mg mg−1 Bacterial C fraction (Sterner and Elser, 2002)
NB 0.160 mg mg−1 Bacterial N fraction (Sterner and Elser, 2002)
PB 0.015 mg mg−1 Bacterial P fraction (Sterner and Elser, 2002)
CF 0.900 mg mg−1 Fungal C fraction (Sterner and Elser, 2002)
NF 0.090 mg mg−1 Fungal N fraction (Sterner and Elser, 2002)
PF 0.010 mg mg−1 Fungal P fraction (Sterner and Elser, 2002)
Cl 0.090 mg mg−1 Tolerance on C fraction
Nl 0.040 mg mg−1 Tolerance on N fraction
Pl 0.005 mg mg−1 Tolerance on P fraction
Cmin 0.086 mg cm−3 Threshold C concentration for cell death
Nmin 0.012 mg cm−3 Threshold N concentration for cell death
Pmin 0.002 mg cm−3 Threshold P concentration for cell death
CBmax 2 mg cm−3 C concentration threshold for bacterial reproduction
CFmax 50 mg cm−3 C concentration threshold for fungal reproduction
FB 0.5 Initial biomass fraction of fungi
ρy 0.05 Probability of fungi dispersing in y direction
δ 1 lattice point Maximum dispersal distance
T 15, 20 ◦C Temperature
x 100 Lattice length
y 100 Lattice width
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DEMENT MODEL
To represent CUE changes in complex microbial communities,
I used the DEMENT simulation model (Allison, 2012) with a
modification to represent fungal growth strategies. DEMENT is
a spatially-explicit, agent-based model of organic matter decom-
position driven by extracellular enzymes. Microbial cells are
located on a lattice (100 × 100 points) with wrap-around bound-
aries, and multiple cells may occupy the same lattice point. The
model represents microbial diversity through the random assign-
ment of physiological and enzymatic traits to virtual taxa. Taxa
with favorable traits in a given environment increase in abun-
dance. Tradeoffs among traits can be represented as correlations;
for example, a taxon that is randomly assigned a high enzyme
production rate will be assigned a low CUE.
For this study, I simulated 100 taxa (50% bacteria and 50%
fungi initially) that could each produce between 0 and 40
hypothetical extracellular enzymes. Individual enzyme activi-
ties were assigned at random, with each enzyme targeting at
least 1 of 12 organic substrates. Enzymes degrade substrates
into monomers that microbial cells target with uptake proteins.
Each taxon was assigned between 1 and 14 uptake proteins
that each target at least 1 monomer or inorganic N or P pro-
duced through mineralization. Enzymes and uptake proteins
were assigned to taxa at random, but taxa were forced to pos-
sess uptake proteins for at least 1 organic monomer and for all
the monomers released by the extracellular enzymes they were
assigned.
Enzyme and uptake kinetics follow theMichaelis-Menten rela-
tionship. Vmax and Km values were held constant across different
enzymes and across different uptake proteins (Table 1). However,
enzymes active against more than one substrate had reducedVmax
values under the assumption of a specificity-efficiency trade-
off. Uptake potential was assumed to be proportional to cell
mass. Enzyme production has a constitutive component propor-
tional to cell biomass and an inducible component proportional
to monomer uptake. Enzyme and uptake Vmax and Km fol-
low the Arrhenius relationship with temperature. Note that the
previous version of DEMENT assumed linear temperature of
Km, but I used Arrhenius dependence here to be more con-
sistent with empirical data (German et al., 2012; Stone et al.,
2012). DEMENT is stoichiometrically constrained and tracks
C, N, and P. Substrate stoichiometry is fixed for each chem-
ical compound, and monomer stoichiometry follows substrate
stoichiometry (Table 2). Enzyme stoichiometry is also fixed and
constant across enzymes. Microbial biomass stoichiometry is par-
tially homeostatic such that it may vary within limits determined
by cell quota ranges for C, N, and P. Following monomer uptake,
excess C is respired and excess nutrients aremineralized. Note that
excess C respired due to stoichiometric constraints is not counted
in calculations of intrinsic CUE.
Microbial biomass turns over due to starvation or random
death. Starvation occurs when one or more nutrient quotas fall
below minimum values. Random death is a first-order process
with rate constant τ . Enzyme decay is also a first-order process.
Dead microbes and decayed enzymes each enter their own sub-
strate pools; the stoichiometry of the deadmicrobial biomass pool
is unconstrained.
To incorporate fungi into DEMENT, I assumed that fungal cell
size is larger, dispersal of dividing cells is directional, and that
nutrients can be translocated across the entire lattice for fungal
taxa. Bacterial dispersal occurs within one lattice point at random
directions after the progenitor cell reaches a threshold biomass.
This representation generates globular colonies as expected for
bacteria. To mimic fungal growth, I increased the minimum cell
C for division to 25 times the bacterial value and introduced a
directionality parameter which is the total probability of moving
either up or down the y axis of the lattice. Fungal turnover was
assumed to be slower than bacterial turnover by a factor of 2. To
implement nutrient translocation, the nutrient quotas for all cells
of a given fungal taxon were set to the lattice average at the start
of each model iteration, effectively mixing the nutrients across all
cells within a fungal taxon.
To implement the rate-yield tradeoff in DEMENT, intrinsic
CUE was assumed to decline in proportion to the number of
extracellular enzymes and uptake proteins possessed by a taxon.
Enzyme investment is expressed as a value fE between 0 and 1
that represents the fraction of enzymes possessed out of the total
possible (40 in this case). Likewise, uptake investment fU is the
fraction of uptake proteins possessed out of the total possible (14
in this case). Intrinsic CUE was expressed as a linear function of
these two fractions:
εint = ε0 + fE ∗ mE + fU ∗ mU (7)
Note that this relationship is mathematically similar to Equation 4
withUref = fE + fU and assumes that maintainingmore genes for
enzymes and uptake results in a higher metabolic burden on the
cell. During simulations, this assumption means that taxa with
greater investment in enzymes and uptake respire a greater frac-
tion of C upon monomer uptake. There is also a separate biomass
cost in terms of C and N associated with enzyme production.
To test for CUE adaptation in DEMENT, I ran paired, 5000-
day simulations at 15 and 20◦Cunder a lowCUE tradeoff scenario
(mE = mU = −0.1) and a high CUE tradeoff scenario (mE =
mU = −0.2). Simulations were initialized with random place-
ment of taxa at an expected mean density of 0.1 bacterial cells
or 0.004 fungal cells per lattice point. Because fungal cells are 25
times larger, their initial frequency is lower to hold biomass den-
sity constant. I used the same random seed for each pair of 15 and
20◦C simulations to hold initial conditions constant and elimi-
nate variation due to different enzyme traits and positioning of
taxa on the lattice. Twenty pairs of simulations were run for each
scenario. Substrate chemistry reflected litter inputs of southern
California grassland (Allison et al., 2013). Initial pools and fluxes
are given in Table 2.
Simulation outputs were analyzed by examining the change
in intrinsic CUE, microbial biomass, and substrate pools with
a 5◦C increase in temperature. Community-level intrinsic CUE
was calculated as a biomass-weighted average across the 5000-
day simulation. Microbial biomass and substrate pool sizes were
also averaged across the simulation. Differences among paired
simulations were analyzed with one-sample t-tests. Relationships
among the three output variables were assessed with linear
regression.
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Table 2 | Initial pool sizes, input rates, and activation energies (EaS ) for decay of chemical substrates in the DEMENT model.
Initial pool (mg cm−3) Input rate (mg cm−3 day−1) EaS (kJ mol−1)
C N P Substrate Monomer
Dead microbe 0 0 0 0 0 37
Dead enzyme 0 0 0 0 0 35
Cellulose 146.89 0 0 0.4024 0.01811 36
Hemicellulose 85.86 0 0 0.2352 0.01058 35
Starch 12.21 0 0 0.0335 0.00151 35
Chitin 5.00 0.8325 0 0.0137 0.00062 37
Lignin 48.51 0.4043 0 0.1329 0.00598 39
Protein 1 10.60 2.0970 0 0.0290 0.00131 35
Protein 2 10.60 2.0970 0 0.0290 0.00131 35
Protein 3 10.60 2.0970 0 0.0290 0.00131 35
Organic P 1 12.48 0 0.4785 0.0342 0.00154 36
Organic P 2 1.82 0.7975 0.4785 0.0050 0.00022 34
The distribution of chemical substrates is based on Allison et al. (2013). Activation energies are based on McClaugherty and Linkins (1990) and Trasar-Cepeda et al.
(2007).
RESULTS
ANALYTICAL MODEL
Based on Equation (6), the analytical model predicts a change
in intrinsic CUE equivalent to one-half the CUE change forced
by temperature increase. This change in intrinsic CUE is asso-
ciated with a linear decline in reference uptake rate as tempera-
ture increases (Figure 1). Thus, greater intrinsic CUE trades off
against uptake potential, reflecting the underlying rate vs. yield
assumption of the analytical model.
Equation (6) also shows that themagnitude of CUE adaptation
is independent of the tradeoff magnitude. Thus, steeper trade-
offs are not expected to increase the potential for adaptation. In
contrast, growth rates decline as the tradeoff increases because
the effective cost of uptake increases (Figure 1). At the limit of
no tradeoff, there is no cost to investing in growth and therefore
growth is maximized at infinite uptake investment.
DEMENT MODEL
In line with the analytical model, DEMENT showed a signifi-
cant (P < 0.001, t-test) increase in intrinsic CUE with warming
under the high tradeoff scenario (Figure 2). Yet the magnitude of
adaptation was only 0.014mg mg−1 out of the 0.080mg mg−1
of temperature-induced change in CUE. For the low tradeoff sce-
nario, the magnitude of adaptation was even lower, at 0.004mg
mg−1. Under the high tradeoff scenario, this level of adapta-
tion corresponds to an average reduction of ∼1.4 enzyme genes
plus ∼0.5 uptake genes, whereas the decline would have to be
4 genes (and 1.4 uptake genes) to match the analytical model.
Thus, the taxa that are most abundant under warming had only
slightly fewer enzyme genes compared to the dominant taxa
under control conditions.
Stochastic processes in DEMENT led to variation in substrate
dynamics and the degree of CUE adaptation across simulations.
Runs with greater CUE adaptation had greater microbial commu-
nity biomass (Figure 3A) and significantly greater gains in soil
C with warming (Figure 3B). There was also variation in sub-
strate dynamics, with substrate concentrations inversely related
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FIGURE 1 | Relative growth rate as a function of intrinsic carbon use
efficiency (CUE) at different temperatures from the analytical model
under the (A) high tradeoff (mU = −0.4) and (B) low tradeoff
(mU = −0.2) scenarios.
to their associated enzyme concentrations. For instance, starch
concentrations increased in the example simulation shown in
Figure 4 due to a low abundance of taxa with starch-degrading
enzymes. Due to random trait assignment and population
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FIGURE 2 | Mean ± SE (A) intrinsic carbon use efficiency (CUE), (B)
total substrate carbon, and (C) total microbial biomass carbon under
high and low tradeoff scenarios at 15 vs. 20◦C in the DEMENT model.
Significant differences between temperatures are noted with an asterisk
(P < 0.01, paired t-test).
dynamics, substrate dynamics differed widely across replicate
simulations.
The high tradeoff scenario showed a clear suppression of high-
enzyme taxa in most runs compared to the low tradeoff scenario.
High-enzyme taxa were unable to increase their biomass due to
low CUE values (Figure 4). Overall, the high tradeoff scenario
had significantly lower community mean intrinsic CUE, greater
substrate pools, and lower average microbial biomass (P < 0.001,
t-test, n = 40 for all three variables). With a weaker tradeoff,
taxa with >30 enzyme genes often achieved high abundance and
contributed to relatively lower substrate pools.
DISCUSSION
Previous modeling studies have shown that soil C dynamics
are sensitive to changes in CUE (Allison et al., 2010; Li et al.,
2014), but the physiological mechanisms underlying such changes
have not been identified. The rate-yield tradeoff is an established
principle in microbiology that provides a mechanistic explana-
tion for changes in CUE (Pirt, 1965; Pfeiffer et al., 2001; Frank,
2010). The analytical model combines this mechanismwith linear
FIGURE 3 | Relationship between change in intrinsic carbon use
efficiency (CUE) with 5◦C warming (20◦C minus 15◦C) and change in
(A) microbial biomass carbon or (B) substrate carbon. Linear regression
statistics are given for the combined high and low tradeoff scenarios in the
DEMENT model.
temperature dependence of CUE and Arrhenius uptake kinet-
ics. The model demonstrates that microbial growth is maximized
when CUE adaptation equals one-half the temperature-induced
change in CUE. Microbial growth declines as the steepness of the
rate-yield tradeoff increases due to lower conversion of resource
uptake into biomass.
In contrast to the analytical model, DEMENT suggests a
much lower potential for adaptation. Intrinsic CUE was only
0.014mg mg−1 greater with 5◦C warming, whereas the differ-
ence predicted by the analytical model was 0.04mg mg−1. A
key difference between the analytical model and DEMENT is
the way growth scales with enzyme investment. The relation-
ship is linear in the analytical model but not in DEMENT. Taxa
with more enzymes do not necessarily grow faster in DEMENT
because some enzymes have redundant functions. Also, the spa-
tial structure of DEMENT means that substrate concentrations
can be drawn down in the local environment of individual cells.
Thus, there are diminishing returns on increasing enzyme and
uptake investment. Importantly, this spatial structure allows for
coexistence of taxa that fall along different points on the rate-yield
tradeoff (MacLean, 2007; Bachmann et al., 2013).
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FIGURE 4 | Substrate dynamics (A,D), microbial dynamics (B,E),
and mean microbial abundance vs. the number of enzymes
possessed by each taxon (C,F) in a selected pair of high
tradeoff DEMENT simulations at 15◦C (A–C) and 20◦C (D–F).
Line colors in (B,E) correspond to the number of enzymes shown
in (C,F).
At the same time, microbes in DEMENT are constrained in
their ability to reduce enzyme and uptake investment. Unlike in
the analytical model, enzymes in DEMENT catalyze specific reac-
tions on distinct chemical substrates. Reducing enzyme number
increases the probability of missing an essential function for a
given environment. Warming selects for taxa with fewer enzymes
(and higher intrinsic CUE), but taxa require a minimum number
of genes to access carbon, nitrogen, and phosphorus resources.
Thus, stoichiometric requirements can constrain CUE adaptation
in DEMENT, consistent with previous studies on the importance
of substrate stoichiometry for CUE and other microbial processes
(Keiblinger et al., 2010; Sinsabaugh et al., 2013; Mooshammer
et al., 2014).
Some taxa in DEMENT cooperate through consortia that
reduce the number of resource acquisition genes needed by
each individual taxon. Consortia are evident in Figures 4B,E as
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coupled oscillations in population sizes of different taxa. Similar
behavior was observed in an earlier spatially-explicit model with
multiple nutrients but fewer taxa (Folse and Allison, 2012).
Temperature increase might be expected to favor cooperation
among taxa with fewer genes and higher CUE, but this pattern is
not observed in the simulations. Rather, consortia represent inter-
dependencies among taxa, such that temperature-induced reduc-
tions in high-enzyme, low-CUE taxa also reduce the abundances
of co-occurring low-enzyme, high-CUE taxa.
Another distinct feature of DEMENT is that CUE adaptation is
sensitive to the strength of the rate-yield tradeoff. Weakening the
tradeoff results in significantly less CUE adaptation. This pattern
may be due to the greater change in enzyme investment required
to achieve the same amount of CUE adaptation. For example, the
average number of enzymes would have to decline by 8 in the
complex model in order to achieve 50% adaptation under the low
tradeoff scenario. Such a decline should be achievable in terms
of average resource flux because the optimal number of enzymes
starts out higher under low tradeoffs. Yet such a large decline
might be selected against due to the stoichiometric constraints
and microbial interactions already discussed. In DEMENT, the
change in enzyme number appears to be constrained to a small
value near 1 regardless of the tradeoff scenario.
DEMENT clearly shows that even if CUE does adapt, the
effect on substrate degradation runs counter to previous mod-
els (Allison et al., 2010; Wieder et al., 2013). Higher levels of CUE
adaptation result in greater microbial biomass pools, as expected,
but greater biomass does not reduce substrate pools (Figure 3).
In contrast, the change in substrate pools under warming is more
positive in simulations with greater CUE adaptation. This pattern
is driven by the rate-yield assumption: microbes with greater CUE
have fewer enzymes, which reduces rates of substrate degradation.
In previous studies, there was no mechanism or cost associated
with CUE adaptation, so this feedback did not occur (Allison
et al., 2010; Wieder et al., 2013).
It is difficult to know without more empirical data whether the
analytical model or DEMENT is closer to reality. The analytical
model requires many fewer parameters, but it lacks key features
of the soil environment that are captured by DEMENT. Adding
complexity such as nutrient stoichiometry, spatial structure, and
functional diversity results in more potential constraints on CUE
as temperature changes. Regardless of which model is closer to
reality, one can conclude that additional complexity reduces the
potential for CUE adaptation.
Another open question is how the DEMENT results apply
to different soil environments. The current model focuses on
plant litter decomposition, but the approach could be applied
to other environments such as mineral soils or wetlands with
adjustments to the parameters and diffusion constraints. Mineral
interactions are now represented in somemicrobial models, albeit
at larger scales than DEMENT (Wang et al., 2013; Wieder et al.,
2014). DEMENT can also incorporate additional physiological
traits to define microbial life history strategies in other envi-
ronments (Evans and Wallenstein, 2014). The current model
represents bacterial and fungal heterotrophs, but symbionts,
pathogens, or autotrophs could be included by adding new trait
relationships.
Although the analytical model predicts CUE adaptation, there
is little evidence from DEMENT that CUE will adapt to warming
through reduced investment in resource acquisition. Adaptation
requires a reduction in genes essential for stoichiometric bal-
ance, microbial interactions, and resource flux. Even when CUE
adaptation occurs, the rate-yield tradeoff results in lower func-
tional potential for decomposition in DEMENT. Thus, physio-
logical mechanisms lead to unexpected constraints on the climate
response of microbial communities and their associated rates of
carbon cycling. Future empirical work should focus on measur-
ing the temperature sensitivity of CUE across ecosystems and its
potential for adaptation under warming.
AUTHOR CONTRIBUTIONS
Steven D. Allison conceived the project, designed models,
analyzed data, and wrote the manuscript.
ACKNOWLEDGMENTS
This research was supported by the Office of Science (BER),
US Department of Energy, and the NSF Advancing Theory in
Biology program. Thanks also to the reviewers whose comments
improved the clarity and quality of the manuscript.
REFERENCES
Allison, S. D. (2006). Soil minerals and humic acids alter enzyme stabil-
ity: implications for ecosystem processes. Biogeochemistry 81, 361–373. doi:
10.1007/s10533-006-9046-2
Allison, S. D. (2012). A trait-based approach for modelling microbial litter decom-
position. Ecol. Lett. 15, 1058–1070. doi: 10.1111/j.1461-0248.2012.01807.x
Allison, S. D., Lu, Y., Weihe, C., Goulden, M. L., Martiny, A. C., Treseder, K. K.,
et al. (2013). Microbial abundance and composition influence litter decompo-
sition response to environmental change. Ecology 94, 714–725. doi: 10.1890/12-
1243.1
Allison, S. D., Wallenstein, M. D., and Bradford, M. A. (2010). Soil-carbon response
to warming dependent on microbial physiology. Nat. Geosci. 3, 336–340. doi:
10.1038/ngeo846
Apple, J. K., Del Giorgio, P. A., and Kemp, W. M. (2006). Temperature regulation
of bacterial production, respiration, and growth efficiency in a temperate salt-
marsh estuary. Aquat. Microb. Ecol. 43, 243–254. doi: 10.3354/ame043243
Bachmann, H., Fischlechner, M., Rabbers, I., Barfa, N., Branco dos Santos, F.,
Molenaar, D., et al. (2013). Availability of public goods shapes the evolution of
competing metabolic strategies. Proc. Natl. Acad. Sci. U.S.A. 110, 14302–14307.
doi: 10.1073/pnas.1308523110
Bardgett, R. D., Freeman, C., and Ostle, N. J. (2008). Microbial contributions
to climate change through carbon cycle feedbacks. ISME J. 2, 805–814. doi:
10.1038/ismej.2008.58
Bradford, M. A. (2013). Thermal adaptation of decomposer communities in
warming soils. Front. Microbiol. 4:333. doi: 10.3389/fmicb.2013.00333
Davidson, E. A., and Janssens, I. A. (2006). Temperature sensitivity of soil car-
bon decomposition and feedbacks to climate change. Nature 440, 165–173. doi:
10.1038/nature04514
Del Giorgio, P. A., and Cole, J. J. (1998). Bacterial growth efficiency
in natural aquatic ecosystems. Annu. Rev. Ecol. Syst. 29, 503–541. doi:
10.1146/annurev.ecolsys.29.1.503
Devêvre, O. C., and Horwath, W. R. (2000). Decomposition of rice straw and
microbial carbon use efficiency under different soil temperatures andmoistures.
Soil Biol. Biochem. 32, 1773–1785. doi: 10.1016/S0038-0717(00)00096-1
Dijkstra, P., Thomas, S. C., Heinrich, P. L., Koch, G. W., Schwartz, E., and Hungate,
B. A. (2011). Effect of temperature on metabolic activity of intact micro-
bial communities: evidence for altered metabolic pathway activity but not for
increased maintenance respiration and reduced carbon use efficiency. Soil Biol.
Biochem. 43, 2023–2031. doi: 10.1016/j.soilbio.2011.05.018
Evans, S. E., and Wallenstein, M. D. (2014). Climate change alters ecological
strategies of soil bacteria. Ecol. Lett. 17, 155–164. doi: 10.1111/ele.12206
Frontiers in Microbiology | Systems Microbiology October 2014 | Volume 5 | Article 571 | 8
Allison Modeling microbial carbon use efficiency
Farmer, I. S., and Jones, C. W. (1976). The effect of temperature on the molar
growth yield and maintenance requirement of Escherichia coliWduring aerobic
growth in continuous culture. FEBS Lett. 67, 359–363. doi: 10.1016/0014-
5793(76)80564-9
Follows, M. J., Dutkiewicz, S., Grant, S., and Chisholm, S.W. (2007). Emergent bio-
geography of microbial communities in a model ocean. Science 315, 1843–1846.
doi: 10.1126/science.1138544
Folse, H. J., and Allison, S. D. (2012). Cooperation, competition, and coalitions in
enzyme-producing microbes: social evolution and nutrient depolymerization
rates. Front. Microbiol. 3:338. doi: 10.3389/fmicb.2012.00338
Frank, S. A. (2010). The trade-off between rate and yield in the design of microbial
metabolism. J. Evol. Biol. 23, 609–613. doi: 10.1111/j.1420-9101.2010.01930.x
Frey, S. D., Lee, J., Melillo, J. M., and Six, J. (2013). The temperature response of soil
microbial efficiency and its feedback to climate. Nat. Clim. Change 3, 395–398.
doi: 10.1038/nclimate1796
German, D. P., Marcelo, K. R. B., Stone, M. M., and Allison, S. D. (2012). The
Michaelis-Menten kinetics of soil extracellular enzymes in response to tem-
perature: a cross-latitudinal study. Glob. Change Biol. 18, 1468–1479. doi:
10.1111/j.1365-2486.2011.02615.x
Hall, E. K., and Cotner, J. B. (2007). Interactive effect of temperature and resources
on carbon cycling by freshwater bacterioplankton communities. Aquat. Microb.
Ecol. 49, 35–45. doi: 10.3354/ame01124
Keiblinger, K. M., Hall, E. K., Wanek, W., Szukics, U., Hämmerle, I., Ellersdorfer,
G., et al. (2010). The effect of resource quantity and resource stoichiometry
on microbial carbon-use-efficiency. FEMS Microbiol. Ecol. 73, 430–440. doi:
10.1111/j.1574-6941.2010.00912.x
Koch, A. L. (1985). “The macroeconomics of bacterial growth,” in Bacteria in their
Natural Environments, eds M. Fletcher and G. D. Floodgate (London: Academic
Press), 1–42.
Koch, A. L. (1997). Microbial physiology and ecology of slow growth. Microbiol.
Mol. Biol. Rev. 61, 305–318.
Lawrence, C. R., Neff, J. C., and Schimel, J. P. (2009). Does adding microbial mech-
anisms of decomposition improve soil organic matter models? A comparison of
four models using data from a pulsed rewetting experiment. Soil Biol. Biochem.
41, 1923–1934. doi: 10.1016/j.soilbio.2009.06.016
Li, J., Wang, G., Allison, S. D., Mayes, M. A., and Luo, Y. (2014). Soil carbon
sensitivity to temperature and carbon use efficiency compared across microbial-
ecosystem models of varying complexity. Biogeochemistry 119, 67–84. doi:
10.1007/s10533-013-9948-8
MacLean, R. C. (2007). The tragedy of the commons in microbial populations:
insights from theoretical, comparative and experimental studies. Heredity 100,
471–477. doi: 10.1038/sj.hdy.6801073
Mainzer, S. E., and Hempfling, W. P. (1976). Effects of growth temperature on yield
and maintenance during glucose-limited continuous culture of Escherichia coli.
J. Bacteriol. 126, 251–256.
Manzoni, S., Taylor, P., Richter, A., Porporato, A., and Ågren, G. I. (2012).
Environmental and stoichiometric controls on microbial carbon-use efficiency
in soils. New Phytol. 196, 79–91. doi: 10.1111/j.1469-8137.2012.04225.x
McClaugherty, C. A., and Linkins, A. E. (1990). Temperature responses of
enzymes in 2 forest soils. Soil Biol. Biochem. 22, 29–33. doi: 10.1016/0038-
0717(90)90056-6
Moorhead, D. L., and Sinsabaugh, R. L. (2006). A theoretical model of litter
decay and microbial interaction. Ecol. Monogr. 76, 151–174. doi: 10.1890/0012-
9615(2006)076[0151:ATMOLD]2.0.CO;2
Mooshammer, M., Wanek, W., Zechmeister-Boltenstern, S., and Richter, A. (2014).
Stoichiometric imbalances between terrestrial decomposer communities and
their resources: mechanisms and implications of microbial adaptations to their
resources. Front. Microbiol. 5:22. doi: 10.3389/fmicb.2014.00022
Pfeiffer, T., Schuster, S., and Bonhoeffer, S. (2001). Cooperation and competi-
tion in the evolution of ATP-producing pathways. Science 292, 504–507. doi:
10.1126/science.1058079
Pietikäinen, J., Pettersson, M., and Bååth, E. (2005). Comparison of tempera-
ture effects on soil respiration and bacterial and fungal growth rates. FEMS
Microbiol. Ecol. 52, 49–58. doi: 10.1016/j.femsec.2004.10.002
Pirt, S. J. (1965). The maintenance energy of bacteria in growing cultures. Proc. R.
Soc. Lond. B Biol. Sci. 163, 224–231. doi: 10.1098/rspb.1965.0069
Rivkin, R. B., and Legendre, L. (2001). Biogenic carbon cycling in the upper
ocean: effects of microbial respiration. Science 291, 2398–2400. doi: 10.1126/sci-
ence.291.5512.2398
Rousk, J., and Bååth, E. (2007). Fungal biomass production and turnover in
soil estimated using the acetate-in-ergosterol technique. Soil Biol. Biochem. 39,
2173–2177. doi: 10.1016/j.soilbio.2007.03.023
Schimel, J. P., andWeintraub,M. N. (2003). The implications of exoenzyme activity
on microbial carbon and nitrogen limitation in soil: a theoretical model. Soil
Biol. Biochem. 35, 549–563. doi: 10.1016/S0038-0717(03)00015-4
Sinsabaugh, R. L., Manzoni, S., Moorhead, D. L., and Richter, A. (2013). Carbon
use efficiency of microbial communities: stoichiometry, methodology andmod-
elling. Ecol. Lett. 16, 930–939. doi: 10.1111/ele.12113
Steinweg, J. M., Plante, A. F., Conant, R. T., Paul, E. A., and Tanaka, D. L.
(2008). Patterns of substrate utilization during long-term incubations at differ-
ent temperatures. Soil Biol. Biochem. 40, 2722–2728. doi: 10.1016/j.soilbio.2008.
07.002
Sterner, R. W., and Elser, J. J. (2002). Ecological Stoichiometry: The Biology of
Elements from Molecules to the Biosphere. Princeton, NJ: Princeton University
Press.
Stone, M. M., Weiss, M. S., Goodale, C. L., Adams, M. B., Fernandez, I. J., German,
D. P., et al. (2012). Temperature sensitivity of soil enzyme kinetics under N-
fertilization in two temperate forests. Glob. Change Biol. 18, 1173–1184. doi:
10.1111/j.1365-2486.2011.02545.x
Thiet, R. K., Frey, S. D., and Six, J. (2006). Do growth yield efficiencies dif-
fer between soil microbial communities differing in fungal:bacterial ratios?
Reality check and methodological issues. Soil Biol. Biochem. 38, 837–844. doi:
10.1016/j.soilbio.2005.07.010
Todd-Brown, K. E. O., Hopkins, F. M., Kivlin, S. N., Talbot, J. M., and Allison, S.
D. (2012). A framework for representing microbial decomposition in coupled
climate models. Biogeochemistry 109, 19–33. doi: 10.1007/s10533-011-9635-6
Trasar-Cepeda, C., Gil-Sotres, F., and Leirós, M. C. (2007). Thermodynamic
parameters of enzymes in grassland soils from Galicia, NW Spain. Soil Biol.
Biochem. 39, 311–319. doi: 10.1016/j.soilbio.2006.08.002
Tucker, C. L., Bell, J., Pendall, E., and Ogle, K. (2013). Does declining carbon-use
efficiency explain thermal acclimation of soil respiration with warming? Glob.
Change Biol. 19, 252–263. doi: 10.1111/gcb.12036
Van Ginkel, J. H., Gorissen, A., and Polci, D. (2000). Elevated atmospheric carbon
dioxide concentration: effects of increased carbon input in a Lolium perenne soil
on microorganisms and decomposition. Soil Biol. Biochem. 32, 449–456. doi:
10.1016/S0038-0717(99)00097-8
Wang, G., Post, W., and Mayes, M. (2013). Development of microbial-enzyme-
mediated decomposition model parameters through steady-state and dynamic
analyses. Ecol. Appl. 23, 255–272. doi: 10.1890/12-0681.1
Wieder, W. R., Bonan, G. B., and Allison, S. D. (2013). Global soil carbon pro-
jections are improved by modelling microbial processes. Nat. Clim. Change 3,
909–912. doi: 10.1038/nclimate1951
Wieder, W. R., Grandy, A. S., Kallenbach, C. M., and Bonan, G. B. (2014).
Integrating microbial physiology and physio-chemical principles in soils with
the MIcrobial-MIneral Carbon Stabilization (MIMICS) model. Biogeosciences
11, 3899–3917. doi: 10.5194/bg-11-3899-2014
Conflict of Interest Statement: The author declares that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.
Received: 30 June 2014; accepted: 09 October 2014; published online: 28 October 2014.
Citation: Allison SD (2014) Modeling adaptation of carbon use efficiency in microbial
communities. Front. Microbiol. 5:571. doi: 10.3389/fmicb.2014.00571
This article was submitted to Systems Microbiology, a section of the journal Frontiers
in Microbiology.
Copyright © 2014 Allison. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (CC BY). The use, distribution or repro-
duction in other forums is permitted, provided the original author(s) or licensor are
credited and that the original publication in this journal is cited, in accordance with
accepted academic practice. No use, distribution or reproduction is permitted which
does not comply with these terms.
www.frontiersin.org October 2014 | Volume 5 | Article 571 | 9
