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Approximate linear programs (ALPs) are well-known models based on value function approximations (VFAs)
to obtain heuristic policies and lower bounds on the optimal policy cost of Markov decision processes (MDPs).
The ALP VFA is a linear combination of predefined basis functions that are chosen using domain knowledge
and updated heuristically if the ALP optimality gap is large. We side-step the need for such basis function
engineering in ALP – an implementation bottleneck – by proposing a sequence of ALPs that embed increasing
numbers of random basis functions obtained via inexpensive sampling. We provide a sampling guarantee and
show that the VFAs from this sequence of models converge to the exact value function. Nevertheless, the per-
formance of the ALP policy can fluctuate significantly as more basis functions are sampled. To mitigate these
fluctuations, we “self-guide” our convergent sequence of ALPs using past VFA information such that a worst-
case measure of policy performance is improved. We perform numerical experiments on perishable inven-
tory control and generalized joint replenishment applications, which, respectively, give rise to challenging
discounted-cost MDPs and average-cost semi-MDPs. We find that self-guided ALPs (i) significantly reduce
policy cost fluctuations and improve the optimality gaps from an ALP approach that employs basis functions
tailored to the former application, and (ii) deliver optimality gaps that are comparable to a known adaptive
basis function generation approach targeting the latter application. More broadly, our methodology provides
application-agnostic policies and lower bounds to benchmark approaches that exploit application structure.
Key words : approximate dynamic programming, approximate linear programming, reinforcement learning,
random features, random Fourier features, inventory management
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1. Introduction
Computing high-quality control policies in sequential decision making problems is an important
task across several application domains. Markov decision processes (MDPs; Puterman 1994) provide
a powerful framework to find optimal policies in such problems but are often intractable to solve
exactly due to their large state and action spaces or the presence of high-dimensional expectations
(see §1.2 and §4.1 of Powell 2007). Therefore, a class of approximate dynamic programming (ADP)
approaches instead approximate the value function of MDPs and use the resulting approximation
to obtain control policies in simulation (e.g., see Bertsekas and Tsitsiklis 1996).
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Figure 1 ALP implementation strategies.
(a) Standard
(i) Select basis
functions using
domain knowledge
(ii) Solve ALP
(iii) Compute
optimality gap
(iv) Modify the basis
functions heuristically
Stop and return VFA
If gap is small
If gap is large
(b) Proposal
(i) Sample random
basis functions
(ii) Solve
FALP or FGLP
(iii) Compute
optimality gap
(iv) Sample additional
random basis functions
Stop and return VFA
If gap is small
If gap is large
Approximate linear programming (Schweitzer and Seidmann 1985, De Farias and Van Roy
2003) is a math-programming based ADP approach for computing value function approximations
(VFAs) that has been applied to a wide variety of domains, including operations research,
reinforcement learning, and artificial intelligence (Adelman 2003, Guestrin et al. 2003, Forsell
and Sabbadin 2006, Desai et al. 2012, Adelman and Mersereau 2013, Tong and Topaloglu 2013,
Nadarajah et al. 2015, Mladenov et al. 2017, Balseiro et al. 2019, Blado and Toriello 2019). VFAs
in an approximate linear program (ALP) are represented as a linear combination of functions,
referred to as basis functions, defined on the MDP state space. Solving ALP thus provides the
(linear combination) weights associated with basis functions defining a VFA, which can be used
to compute a control policy similar to other VFA-based ADP methods. In addition, an appealing
property of the ALP VFA is that it provides a lower bound on the optimal policy cost, which can
be used to compute an optimality gap of the ALP policy as well as other heuristic policies.
The steps involved in a standard implementation of ALP is summarized in Figure 1(a). Step
(i) selects basis functions using domain knowledge. Step (ii) solves the ALP formulated using
these basis functions. Step (iii) evaluates the value of the ALP control policy in simulation and
computes its optimality gap using the ALP lower bound. Step (iv) modifies the basis functions
and repeats the process from Step (ii) if the optimality gap is large; otherwise, this process is
terminated and the incumbent ALP VFA is returned. The solution of ALP given a fixed set of
basis functions in Step (ii) is challenging since it has a large number of constraints and has been
a topic of active research. It can be approached, for example, using techniques such as constraint
generation, constraint sampling, and constraint-violation learning (see Lin et al. 2019 for a recent
overview of ALP solution techniques). The initial selection and potential modification of basis
functions in steps (i) and (iv), respectively, are implementation bottlenecks when using ALP but
this issue has received limited attention in the literature (Klabjan and Adelman 2007, Adelman
and Klabjan 2012, and Bhat et al. 2012). We focus in this paper on side-stepping the need for
basis function engineering in ALP for infinite horizon discounted-cost MDPs with continuous value
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functions as well as state and action spaces, which covers a broad class of applications. We also
provide extensions to average-cost semi-MDPs.
Our starting point is a novel linear programming reformulation of a discounted-cost MDP, which
we refer to as feature-based exact linear program (FELP). The MDP value function at each state
in FELP is represented with arbitrary accuracy as an integral of the product between a weighting
function and basis functions (i.e., features) parametrized by a continuous vector. This integral can
be viewed as an infinite weighted linear combination of a continuum of basis functions, referred to
as random basis functions (or random features in machine learning). Examples of random bases
include Fourier and random stumps functions, which are defined using cosine and sign functions,
respectively (Rahimi and Recht 2008). The weight associated with each random basis function in
FELP is a variable, which makes this linear program contain an infinite number of variables.
The variable space of FELP can be approximated by replacing the integral over random basis
functions by a sample average approximation based on a known distribution associated with these
functions. The resulting model, dubbed feature-based approximate linear program (FALP), is an
ALP with a VFA that is a linear combination of randomly sampled basis functions, where each
linear combination weight is a variable. Constructing FALP with Fourier and random stump basis
functions involves sampling from uniform or normal distributions. The randomized nature of FALP
suggests the modified ALP implementation process illustrated in Figure 1(b). In this scheme, basis
function selection and modification in steps (ii) and (iv) of the standard implementation approach
(Figure 1(a)) have been replaced by inexpensive sampling.
We establish high-probability bounds on the number of samples required for the FALP VFA to
be close to the exact value function, where closeness is measured (as done in the ALP literature)
using a weighted one-norm involving a state-relevance distribution over the state space that
appears in the definition of the FALP objective function. In addition, we show under mild
conditions that the sequence of FALP lower bounds and policy costs converge to the optimal
policy cost as the number of sampled random basis functions tends to infinity. Despite this
asymptotic property, neither the FALP lower bound nor its policy cost may improve monotonically
as more basis functions are sampled. While the non-monotonicity of the FALP lower bound can
be handled easily, the undesirable behavior of policy cost fluctuation is harder to tackle. We relate
this behavior to a potential inconsistency between two frequencies defined over the state space;
the first specified by the visit frequency of the FALP policy and the second associated with the
state-relevance distribution appearing in the FALP objective function.
We propose a mechanism for the FALP sequence to self-guide its VFAs in a manner that
addresses the non-monotonic behavior of bounds. Specifically, we enforce “self-guiding” constraints
that require the VFA being computed at a given iteration to be greater than or equal to the
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VFA available from the immediately preceding iteration. We refer to FALP with these additional
constraints as the feature-based guided linear program (FGLP) and embed it in lieu of FALP
in the iterative process of Figure 1(b). The sequence of VFAs associated with FGLP provides
monotonically decreasing lower bounds and policy costs with a monotonically non-increasing
worst case bound. The latter property mitigates policy cost fluctuation and neither property is
satisfied by the analogous sequence of FALP VFAs. The “price” of these desirable FGLP features
is the larger number of constraints in this model compared to FALP. This price is reflected in the
sampling bound that we derive for FGLP, which has an extra term that is absent in our FALP
sampling complexity. Nevertheless, existing techniques for solving FALP can be easily applied to
tackle FGLP without significant computational overhead.
We validate the numerical performance of FALP and FGLP on two applications. In particular,
we show how FALP and FGLP combined with the appropriate classes of random basis functions
can be solved using known techniques in the literature. We evaluate FGLP and FALP in terms of
their policy cost fluctuation, lower bound quality, and policy performance.
The first application is a variant of the perishable inventory control problem considered in
Karaesmen et al. (2011), which gives rise to a challenging discounted cost infinite-horizon MDP.
Our experiments employ the sixteen instances from Lin et al. (2019) and consider as a benchmark
the ALP in this paper that embeds basis functions tailored to the application. We find that the
FALP policy cost fluctuates significantly, that is, the policy cost can worsen as the iterations
of the procedure shown in Figure 1(b) progress. In contrast, the FGLP policy cost fluctuations
are marginal on most instances. This finding supports our addition of self-guiding constraints.
Moreover, the FGLP policy optimality gap is at most 5% across these instances and improves by
up to 8% the previously known gaps from the ALP in Lin et al. (2019).
The second application we consider relates to generalized joint replenishment. Adelman and
Klabjan (2012) model it as an averaged-cost infinite horizon semi-MDP and approximately solve
the model using an ALP with basis functions generated in a dynamic manner exploiting problem-
specific structure. We consider eighteen instances from this paper for our experiments. Adelman
and Klabjan (2012) show that a near-optimal policy can be obtained on these instances using
a linear VFA but the dynamic generation of additional basis functions is necessary to improve
the lower bound. In other words, policy cost fluctuation is not a concern here; thus providing a
suitable set of instances for us to assess if FGLP (with randomly sampled basis function) can deliver
competitive lower bounds to an existing adaptive basis function generation approach. We find that
this is indeed the case, which is encouraging since FGLP does not exploit application structure.
Our results show that random basis functions provide an effective way to overcome the imple-
mentation burden of basis function engineering when using ALP on the two applications that we
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consider. Our research also has broader relevance to solving large-scale MDPs in other applications,
in particular, providing a mechanism to obtain application-agnostic policies and lower bounds.
Such an application-agnostic mechanism has two important benefits. First, it makes the use of
ALP more accessible to non-experts in an application domain. Second, it provides a benchmark to
assess the value of procedures that exploit application-specific structure. To facilitate such bench-
marking, we have made Python code implementing the approaches developed in this paper as well
as related benchmarks publicly available.
1.1. Novelty and Contributions
Research on ALPs predominantly assumes a fixed set of basis functions. Work that relaxes this
assumption, as we do, is limited.
Klabjan and Adelman (2007) develop a convergent algorithm to generate basis functions for
a semi-Markov decision processes that requires the solution of a challenging nonlinear program.
Building on this work, Adelman and Klabjan (2012) consider an innovative approximation algo-
rithm for basis function generation in a generalized joint replenishment problem. Their algorithm
leverages structure and numerical experience on this application. Our approach differs from this
work because it uses low-cost sampling to generate basis functions and is also application agnostic.
Bhat et al. (2012) side-step basis function selection when computing a VFA by applying the
kernel trick (see, e.g., chapter 5 of Mohri et al. 2012) to replace inner-products of such functions
in the dual of a regularized ALP relaxation. Guarantees on the approximation quality of their
VFA depend on the kernel and an idealized sampling distribution that assumes knowledge of an
optimal policy. Our approach instead works directly on the primal ALP formulation and samples
over the parameters of a class of basis functions as opposed to state-action pairs. Moreover, the
sampling distribution is readily available in our framework and the approximation guarantees that
we develop for FALP and FGLP are not linked to the knowledge of an optimal policy.
Overall, the exact representation of an MDP based on random bases, that is FELP, and its
approximations FALP and FGLP are novel models that avoid pre-specifying basis functions. Fur-
ther, we are not aware of any prior efforts in the ALP literature to develop bounds on the number
of sampled basis functions, as we do, to obtain a good VFA.
The end-to-end procedure in this paper to obtain policies and bounds from the proposed models
is also intended to ease the use of ALP in several ways. First, as discussed before, it provides
an application-agnostic basis function generation approach that makes ALP accessible to users
that may not have the domain knowledge to hand-engineer good basis functions and subsequently
modify them. Second, we show that the combination of self-guiding constraints and the iterative
addition of random basis functions can be used to obtain monotonically improving lower bounds
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as well as mitigate the effect that the state-relevance distribution used in the ALP objective has
on policy performance. The latter aspect is a known performance issue in ALP (De Farias and
Van Roy 2003) but one that cannot be tackled in the manner we do when using fixed basis
functions. Third, we showcase how specific classes of random basis functions can be embedded
in FALP and FGLP so that these linear programs can be solved using a constraint-generation
technique and an extended version of a constraint sampling method. The latter method combines
the popular constraint sampling approach in De Farias and Van Roy (2004) and a recent lower
bounding technique from Lin et al. (2019), and would be of independent interest for solving ALPs
with fixed basis functions. Finally, we have made publicly available Python code implementing
FALP and FGLP as well as benchmark methods.
Our work builds on the seminal research on random bases by Rahimi and Recht (2008) (see, also
Rahimi and Recht 2008 and Rahimi and Recht 2009). There is extant literature applying this idea
to data mining and machine learning applications (Lu et al. 2013, McWilliams et al. 2013, Beevi
et al. 2016, and Wu et al. 2018) and to a value iteration algorithm by Haskell et al. (2020). These
papers embed random bases in what amounts to an unconstrained regression setting, whereas
we show that such bases can be effectively used in FELP, FALP, and FGLP, all of which are
constrained models. In addition, the investigation of the variance in the performance of policies
obtained from VFAs constructed using random basis functions and the subsequent addition of
self-guiding constraints to mitigate this issue are both novel. We also add to this literature in
terms of theory. Our approximation guarantees for FALP apply the arguments in Rahimi and
Recht (2008) to a constrained setting. Similar analysis of FGLP, unfortunately, does not lead to
insightful bounds. We develop sampling bounds for FGLP based on functional projections, which
is new to this literature, and potentially of independent interest.
1.2. Organization of Paper
In §2, we provide background on the standard linear programming approach to solve MDPs and
then introduce FELP as a reformulation. In §3, we develop an approximation to this linear program,
that is FALP, and analyze it. In §4, we introduce the FGLP model with self-guiding constraints and
analyze it. We numerically evaluate our models on perishable inventory control and generalized joint
replenishment problems in §5 and §6, respectively. We conclude in §7. All proofs can be found in an
electronic companion to this paper. We focus on discounted-cost MDPs in the main paper and rel-
egate results for average-cost semi-MDPs to the electronic companion. Python code accompanying
this paper can be found at https://github.com/Self-guided-Approximate-Linear-Programs.
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2. Exact Linear Programs for MDPs
In §2.1, we provide background on infinite horizon discounted cost MDPs and its known linear
programming MDP reformulation. In §2.2, we propose an alternative linear programming reformu-
lation for MDPs based on random basis functions, which plays a central role in the approximations
we consider in later sections.
2.1. Background
Consider a decision maker controlling a system over an infinite horizon. A policy pi : S 7→As assigns
an action a∈As to each state s∈ S where S denotes the MDP state space and As represents the
feasible action space at state s. We assume S and As for all s ∈ S are continuous and compact
real-valued sets. An action a∈As taken at state s∈ S results in an immediate cost of c(s, a) and the
transition of the system to state s′ ∈ S with probability P (s′|s, a). A (stationary and deterministic)
policy pi : S 7→As assigns an action to each state.
The decision maker’s objective is to find an optimal policy that minimizes long-run discounted
expected costs. Starting from an initial state s0 = s ∈ S, the long-run discounted expected cost of
a policy pi is
PC(s,pi) :=E
[ ∞∑
t=0
γtc(spit , pi(s
pi
t ))
∣∣∣∣ s0 = s
]
,
where γ ∈ (0,1) denotes the discount factor, expectation E is with respect to the state-action
probability distribution induced by the transition probabilities P (·|s, a) and the policy pi, and spit
is the state reached at stage t when following this policy. The quality of a given policy is evaluated
with respect to a distribution χ(s) for the initial state. Specifically, we define the cost of policy pi
as PC(pi) :=Eχ[PC(s,pi)].
Denoting by Π the set of feasible policies, an optimal policy pi∗ solves the following optimization
problem:
pi∗ ∈ arginf
pi∈Π
PC(pi). (1)
We define the MDP value function as V ∗(s) = PC(s,pi∗).
Assumption 1. An optimal policy pi∗ ∈Π that solves (1) exists. Moreover, V ∗(·) is a continuous
function.
The existence of an optimal policy holds under well-known conditions and thus the inf in (1) can
be replaced by a min (see EC.1.1 and pages 46-47 in Herna´ndez-Lerma and Lasserre 1996) . The
continuity of the value function is important for our theoretical results to hold, although we note
that these results extend to the more general case of measurable functions since they are nearly
continuous (see, e.g., Theorem 7.10 of Folland 1999).
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The computation of the value function can be conceptually approached via the exact linear
program (ELP; see, e.g., pages 131-143 in Herna´ndez-Lerma and Lasserre 1996)
max
V ′∈C
Eν
[
V ′(s)
]
s.t. V ′(s) − γE[V ′(s′) | s, a] ≤ c(s, a), ∀(s, a)∈ S ×As, (2)
where C is the class of continuous functions and ν is a state-relevance distribution that specifies
the relative importance of each state in the state space. ELP is a doubly infinite linear program.
It has continuums of decision variables and constraints, one for each state and state-action pair,
respectively. ELP is thus intractable to solve directly.
2.2. Feature-based Exact Linear Program
To be able to approximate ELP, we present a reformulation of it below that relies on a class of ran-
dom basis functions defined by a parameter vector θ ∈Θ and an associated sampling density ρ(θ).
For a given θ, the corresponding function in this class is, denoted by ϕ(·;θ) : S 7→R, maps states
in S to the real line. A popular example is the random Fourier bases which has the representation
ϕ(s;θ) = cos(q+
∑dS
i=1ωisi), where θ= (q,ω1, . . . , ωdS )∈RdS+1. Intercept q is sampled from the uni-
form distribution over the interval [−pi,pi] and the vector (ω1, . . . , ωdS ) from the multi-dimensional
normal N (0, σ−2I), where pi is the Archimedes constant, I denotes a dS×dS identity matrix, and σ
is a bandwidth parameter that needs to be chosen.
The reformulation of ELP relies on using random bases with known “universal” approximation
power, that is, they can approximate continuous functions with arbitrary accuracy. Formally, given
ϕ and its associated ρ, consider the following class of continuous functions with compact domain
defined using an intercept b0 ∈ R, a weighting function b : Θ 7→ R, a constant C ∈ [0,∞), and the
inner product
〈
b,ϕ(s)
〉
:=
∫
Θ
b(θ)ϕ(s;θ)dθ:
RC(ϕ,ρ) :=
{
V : S 7→R
∣∣∣ ∃(b0,b) with V (s) = b0 + 〈b,ϕ(s)〉 and ‖b‖∞,ρ ≤C},
where ‖b‖∞,ρ := supθ∈Θ |b(θ)/ρ(θ)| is referred to as the (∞, ρ)-norm. The notion of universality is
formalized in the following definition, where ‖V ‖∞ := sups∈S |V (s)|.
Definition 1. A class of random basis functions ϕ with sampling distribution ρ is called uni-
versal if for any continuous function V and ε > 0, there is a finite constant C ≥ 0 such that
V¯ ∈RC(ϕ,ρ) and ‖V − V¯ ‖∞ < ε
The class of random Fourier basis functions discussed above is universal (for other examples,
please see §V in Rahimi and Recht 2008). We will make the following standard assumption for
the theoretical results presented in this paper (see, e.g., Theorem 3.2 Rahimi and Recht 2008).
Random Fourier basis functions satisfy Assumption 2.
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Assumption 2. The class of random basis functions ϕ is universal, and its sampling distribution
ρ has a finite second moment and satisfies ρ(θ)∈ (0,Uρ] for all θ ∈Θ for a finite positive constant
Uρ. Moreover, ϕ(s;θ) = ϕ¯
(
q +
∑dS
i=1ωisi
)
, where θ = (q,ω1, . . . , ωdS ) and ϕ¯ : R 7→ R is a mapping
with finite Lipschitz constant Lϕ that satisfies ‖ϕ¯‖∞ ≤ 1 and ϕ¯(0) = 0.
Since the MDP value function V ∗ is continuous (Assumption 1) and ϕ is universal (Assumption
2), replacing the ELP variables V ′(s) modeling this value function by the inner product b0 +〈
b,ϕ(s)
〉
should intuitively not result in any significant error. Performing this replacement and
requiring the weighting function to have a finite norm as in the definition of RC(ϕ,ρ) gives the
following linear program:
sup
b0,b
b0 +
〈
b,Eν [ϕ(s)]
〉
s.t. (1− γ)b0 +
〈
b,ϕ(s) − γE[ϕ(s′) | s, a]〉 ≤ c(s, a), ∀(s, a)∈ S ×As
‖b‖∞,ρ ≤C.
Unlike ELP, which directly optimizes a value function, the above linear program optimizes the
weights associated with a feature based representation of the value function. Hence, we refer to it
as the feature-based exact linear program (FELP).
Let (b
FE
0 ,b
FE
) denote an FELP optimal solution and define the function V FE(s) := b
FE
0 +
〈
b
FE
,ϕ(s)
〉
.
Proposition 1 shows that V FE approximates V ∗ with arbitrary accuracy. For a function V : S 7→R,
we represent its (1, ν)-norm by ‖V ‖1,ν =Eν [|V |].
Proposition 1. Given ε > 0, there exists a finite constant C ≥ 0 such that
(i) there is a feasible solution (bε0,b
ε
) to FELP with
V
ε
(·) = bε0 +
〈
b
ε
,ϕ(·)〉∈RC(ϕ,ρ) and ∥∥V ∗−V ε∥∥∞ ≤ 2ε1− γ ;
(ii) for any optimal solution (b
FE
0 ,b
FE
) to FELP, we have
∥∥V ∗−V FE∥∥1,ν ≤ 2ε1− γ .
Part (i) of this proposition shows that the universality of random basis functions can be used to
construct a feasible FELP solution that is arbitrarily close to V ∗ under the infinity-norm. Part (ii)
establishes that the function V FE defined by an optimal FELP solution approximates V ∗ arbitrarily
closely with respect to the (1, ν)-norm, which at a high level is the result of Part (i) and the FELP
objective employing such a norm (please see the proof for details). As we will see shortly, the rep-
resentation of FELP will facilitate sampled approximations that side-step basis function selection.
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3. Approximate Linear Programming with Random Bases
In §3.1, we introduce and analyze FALP, which approximates FELP using sampled basis functions.
In §3.2, we illustrate the behavior of FALP using a simple example and highlight an issue associated
with policy cost fluctuation.
3.1. Feature-based Approximate Linear Programs
In the literature, an ALP is derived by substituting V ′(s) in ELP by a VFA that is a linear
combination of pre-specified basis functions. Instead, we obtain an ALP by replacing the inner
product b0 +
〈
b,ϕ(s)
〉
in FELP by a sampled VFA
V (s;β) := β0 +
N∑
i=1
βiϕ(s;θi),
where θ1, θ2, . . . , θN are independent and identical samples of the basis function parameter vector
θ from the sampling distribution ρ; and β is the weight vector (β0, β1, . . . , βN). The weight β0
represents an intercept and βi the weight associated with the i-th random basis function. The
term random basis function is associated with ϕ(·;θi) because it is defined using a sampled θi. The
ALP constructed using these N samples, which we refer to as feature-based approximate linear
program or FALP(N), is
max
β
β0 +
N∑
i=1
βiEν
[
ϕ(s;θi)
]
s.t. (1− γ)β0 +
N∑
i=1
βi
(
ϕ(s;θi)− γE
[
ϕ(s′;θi) | s, a
]) ≤ c(s, a), ∀(s, a)∈ S ×As.
The model FALP(N) is a semi-infinite linear program with N + 1 variables and an infinite number
of constraints. We let β
FA
N := (β
FA
N,0, . . . , β
FA
N,N) represent an optimal solution to FALP(N).
Theorem 1 establishes key properties of FALP(N) and relies on the following constants for a fixed
δ ∈ (0,1]:
Ω := 4(diam(S) + 1)Lϕ
√
Eρ
[
‖θ‖22
]
, ∆δ :=
√
2 ln
(1
δ
)
,
where ‖·‖2 denotes the two-norm, Eρ expectation under the distribution ρ, and diam(S) :=
maxs∈S‖s‖2 is the diameter of state space. Let V (·;β) := β0 +
∑N
i=1 βiϕ(·;θi) be the VFA associ-
ated with β. To ease exposition, we use the shorthand V (β)≡ V (·;β) and define the lower bound
LB(β) :=Eχ
[
V (s;β)
]
on the optimal policy cost PC(pi∗)≡Eχ
[
V ∗(s)
]
for a function V (β)≤ V ∗.
Theorem 1. The following hold:
(i) For a given N , we have V (s;β
FA
N )≤ V ∗(s) for all s∈ S.
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(ii) For N ′ >N , suppose FALP(N′) contains the same random basis functions as FALP(N) as well
as N ′−N additional independently sampled basis functions. Then∥∥V ∗−V (βFA
N′ )
∥∥
1,ν ≤
∥∥V ∗−V (βFAN )∥∥1,ν .
(iii) Given ε > 0, δ ∈ (0,1], and
N ≥
⌈
ε−2
∥∥bFE∥∥2∞,ρ ((1 + γ)2 Ω + ∆δ
)2⌉
,
any FALP(N) optimal solution β
FA
N satisfies∥∥V ∗−V (βFAN )∥∥1,ν ≤ 4ε(1− γ) ,
with a probability of at least 1− δ.
Parts (i) and (ii) of this theorem adapt known results in approximate linear programming (see,
e.g., §2 in De Farias and Van Roy 2003). Specifically, Part (i) shows that the VFA V (βFAN ) defines
a point-wise lower bound on V ∗. Part (ii) establishes that this VFA gets closer to V ∗ with respect
to the (1, ν)-norm as more random basis functions are sampled. This result holds because FALP(N)
is equivalent to (see Lemma 1 in De Farias and Van Roy 2003)
min
β
‖V (β)−V ∗‖1,ν
s.t. V (s;β)− γE[V (s′;β) | s, a] ≤ c(s, a), ∀(s, a)∈ S ×As. (3)
Part (iii) of Theorem 1 provides FALP’s sampling complexity. The bound on the number of samples
is based on concentration arguments analogous to Rahimi and Recht (2008) but augmented to a
constrained setting by leveraging the structure of FALP(N) in several ways. First, a given infeasible
solution to this linear program can be made feasible by appropriately scaling the intercept β0 of the
VFA. Second, a guarantee on the (1, ν)-norm distance between V (β
FA
N ) and V
∗ is intuitively possible
without knowledge of V ∗ because FALP(N) is equivalent to (3). Third, the fact that V (β
FA
N )≤ V ∗,
allows us to sharpen the constant in the original bound of Rahimi and Recht (2008), which we
elaborate on further in Online Supplement §EC.2.
Given the worst case nature of the bound on N in Theorem 1, it is likely too large to be used in
the implementation of FALP(N). Therefore, we evaluate if a particular N is large enough by solving
FALP(N) and computing an associated optimality gap with respect to lower and upper bounds on
the optimal policy cost. The lower bound is LB(β
FA
N ). The upper bound is defined with respect
to the so-called greedy policy pig(β
FA
N ) associated with V (β
FA
N ) (see, e.g., Powell 2007). The action
taken by this policy at state s∈ S solves
min
a∈As
{
c(s, a) + γE
[
V (s′;β
FA
N ) | s, a
]}
. (4)
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Algorithm 1: Random Basis Function Generation for VFA Computation using Math Programs
Require: state-relevance distribution ν, random basis ϕ and associated sampling distribution ρ, math
program M(N) parametrized by distribution ν and N random basis functions from class ϕ,
optimality tolerance τ , and sampling batch size B.
Initialize: the number of random basis functions N to 0, the set ϑ of sampled basis function
parameters to {}, the vectors βUB and βLB to 0∈RB, and the optimality gap τ∗ to 1.
while τ∗ > τ do
(i) Update N =N +B.
(ii) Sample B independent samples {θ1, . . . , θB} from ρ(θ) and set ϑ= ϑ∪{θ1, . . . , θB}.
(iii) Solve M(N) to obtain coefficents βN ∈RN+1 and compute PC(βN) and LB(βN).
(iv) if LB(βN)≥ LB(βLB) do redefine βLB as βN.
(v) if PC(βN)≤PC(βUB) do redefine βUB as βN.
(vi) Compute
τ∗ = 1− LB(β
LB)
PC(βUB)
.
end
Return: coefficients βLB and βUB.
The cost of the greedy (feasible) policy PC(pig(β)), which we abbreviate by PC(β), is an upper
bound on the optimal policy cost.
Algorithm 1 leverages FALP(N) and the bounds just described in an iterative procedure reflecting
the scheme in Figure 1(b). The inputs to this algorithm are the state-relevance distribution ν over
the state space; a class of random basis functions ϕ and its associated sampling distribution ρ; a
math programM(N) parameterized by this state-relevance distribution and the number of samples
N , which we assume is FALP(N) in this section; an optimality tolerance τ ; and a sampling batch
size B. At initialization, Algorithm 1 assigns the number of sampled random basis functions N to
zero, the set of sampled basis function parameters to the empty set, the VFA weight vectors βLB
and βUB to the vector of B zeros, and the optimality gap τ ∗ to 1. It then executes the following
six steps until the optimality gap τ ∗ is less than or equal to the optimality tolerance τ . In Step
(i), the number of sampled basis functions is incremented by B. In Step (ii), B independent basis
function parameters are sampled from ρ(θ) and appended to ϑ. In Step (iii), the math program
M(N) (= FALP(N) in this section) embedding the random basis functions of set ϑ is solved and
the resulting VFA coefficient vector βN is used to compute the greedy policy cost PC(βN) and
lower bound LB(βN). Steps (iv) and (v) update β
LB and βUB if there is improvement in the lower
bound and policy cost, respectively. The optimality gap percentage τ ∗ is updated in Step (vi)
using LB(βLB) and PC(βUB). If τ ∗ ≤ τ , Algorithm 1 terminates and returns the VFA vectors βLB
and βUB corresponding to the tightest lower bound and best policy, respectively.
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Proposition 2 shows that Algorithm 1 withM(N) = FALP(N) terminates when ν is positive almost
everywhere (e.g., if it is chosen to be uniform) and under an assumption that the state-visit
frequency of the greedy policy is bounded. Specifically, for a given greedy policy pig(β), its state
visit frequency µχ(β) defines the following probability of visiting a subset of states S1 ⊆ S (see,
e.g., pages 132–133 in Herna´ndez-Lerma and Lasserre 1996):
µχ(S1;β) := χ(S1) +
∞∑
t=0
γt+1E
[
P
(
s
pig(β)
t+1 ∈ S1 | st, pig(st;β)
)]
(5)
where state s
pig(β)
t+1 and transition probability P retain their definitions from §2.1, and χ(S1) is
the probability of the initial state belonging to S1. Expected value E is taken with respect to
control policy pig(β) and initial state distribution χ over initial state s0. Assuming that the
state-occupancy frequency is bounded is also needed when proving the convergence of other
approximate dynamic programming algorithms (see, e.g., Munos 2003).
Proposition 2. Suppose that M(N) = FALP(N) in Algorithm 1, the state-relevance distribution
ν assigns positive mass to all non-zero measure subsets of the state space, and the state-visit
frequency µχ(βN) is bounded above by a constant for all N . Then, for a given δ ∈ (0,1] and τ ∈ (0,1],
Algorithm 1 terminates after a finite number of iterations with a probability of at least 1− δ.
In other words, Proposition 2 establishes that the lower bounds and policy costs generated by
Algorithm 1 with M(N) = FALP(N) converge towards each other as the number of samples tends
to infinity. Despite this asymptotic property, LB(βN) and PC(βN) may not monotonically improve
with N . Monotonicity of the sequence of lower bounds can be achieved by choosing ν equal to χ
because LB(βN) ≡ Eχ
[
V (s;βN)
]
and the objective function Eν
[
V (s;βN)
]
of FALP(N) coincide in
this case. However, even under such a choice for ν, PC(β
FA
N ) may worsen as more random basis
functions are added, which is undesirable since additional computational effort may not translate
into better policies. We refer to this behavior as policy cost fluctuation. In §3.2, we illustrate
Algorithm 1 with FALP(N) and policy cost fluctuation on a simple example, also elaborating on
the cause of such fluctuation.
3.2. Illustrative Example and Policy Cost Fluctuation
Consider a simple version of MDP (1) with both the state space S and each action space As
for s ∈ S equal to the interval [0,1]. State transitions are governed by the discrete conditional
distribution P (s′ = s|s, a) = 0.1, P (s′ = a|s, a) = 0.9, and P (s′ 6∈ {s, a}|s, a) = 0. The immediate cost
function is c(s, a) = |s− 0.5| for all (s, a)∈ S ×As and future costs are discounted using a discount
factor of γ = 0.9. The initial state distribution χ is chosen to be uniform over S.
The action pi∗(s) taken by the MDP optimal policy for all s ∈ S equals 0.5 since c(s, a) equals
0, if s = 0.5, and is strictly positive, otherwise. Therefore, the MDP value function is V ∗(s) =
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Figure 2 Results from executing Algorithm 1 with FALP on example.
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Bounds and gap computed by FALP with ϑ3 = {2,−5, 3}
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c(s,0.5)/(1− 0.1γ) ≈ 1.1|s− 0.5|. The optimal policy cost PC(pi∗) is 0.27. Figure 2 displays this
information using thick (purple) solid lines. The independence of c(s, a) on the action and the
definition of state transition probabilities together simplify the optimization (4) for determining
the greedy policy pig(β) to mina∈[0,1] V (a;β) ≡mins∈[0,1] V (s;β). In other words, pig(s,β) can be
defined as the constant action s¯ for all s∈ S, where s¯ is a minimizer of V (·;β) over the interval [0,1].
Next, we analyze the VFAs and greedy policies resulting from the application of Algorithm 1 for
three consecutive iterations with the parameter B set to 1. Specifically, we compare iterations two
and three, which correspond to FALP with two and three random basis functions, respectively. We
assume that the state-relevance distribution ν equals the initial-state distribution χ so that the
lower bound LB(βN) is non-decreasing in N and we can focus only on the fluctuation of the policy
cost PC(βN). The FALP VFAs are specified using the class of Fourier random basis functions
ϕ(s;θ) = cos(θs), where θ ∈ R. At the end of iteration two, suppose the random basis functions
correspond to the sampled parameters in set ϑ = {θ1 = 2, θ2 = −5} and βLB = βUB = βFA2 . Figure
2 plots V (s;β
FA
2 ) ≡ βFA2,0 + βFA2,1 cos(2s) + βFA2,2 cos(−5s) and pig(β
FA
2 ) in (green) dashed-dotted lines
and displays the associated bounds using circular markers. The minimum of V (·;βFA2 ) is attained
at 0.513 and LB(β
FA
2 ) equals 0.15. Moreover, pig(s,β
FA
2 ) equals 0.513 for all s ∈ S and the greedy
policy cost PC(β
FA
2 ) equals 0.39. The corresponding optimality gap τ
∗ is 60.9%. At iteration three,
we consider two scenarios for the sample θ3 associated with the third random basis function.
• Scenario 1 (θ3 = 3): We have ϑ = {2,−5,3} and the VFA associated with FALP(3) is
V (s;β
FA
3 ) = β
FA
3,0 + β
FA
3,1 cos(2s) + β
FA
3,2 cos(−5s) + βFA3,3 cos(3s). This VFA, its greedy policy, and
optimality gap are shown in Figure 2 using (red) dashed lines and diamond markers. The function
V (·;βFA3 ) attains its minimum over s at 0.507 and pig(β
FA
3 ) equals this value at all states. In addition,
LB(β
FA
3 ) and PC(β
FA
3 ) are 0.23 and 0.34, respectively, with both bounds improving over their
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respective iteration 2 values. As a result, βLB =βUB =β
FA
3 . In particular, pig(β
FA
3 ) becomes the best
policy computed thus far. The optimality gap of this policy of 30.2% is significantly lower than
the gap in iteration two because of the improvements in both the lower bound and policy cost.
• Scenario 2 (θ3 = 40): We have ϑ3 = {2,−5,40} and V (s;βFA3 ) = βFA3,0 + βFA3,1 cos(2s) +
β
FA
3,2 cos(−5s) +βFA3,3 cos(40s). The information displayed by (dark blue) dotted lines and triangular
markers in Figure 2 corresponds to this case. Both the minimum of V (·;βFA3 ) and pig(β
FA
3 ) equal
0.598. The lower bound LB(β
FA
3 ) is 0.18 and improves on LB(β
FA
2 ) as expected because ν equal to χ.
Thus, βLB =β
FA
3 . In contrast, the upper bound PC(β
FA
3 ) is 1.14, which is worse than PC(β
FA
2 ), and
βUB thus remains β
FA
2 . In other words, we do not find an improved greedy policy. The optimality
gap computed by Algorithm 1 equals 53.5% and is based on PC(β
FA
2 ) and LB(β
FA
3 ). This gap is
smaller than the one of iteration 2 due to the stronger lower bound. If one instead computed the
optimality gap of pig(β
FA
3 ) with respect to LB(β
FA
3 ), it would be 84.2% (i.e., 1 − 0.18/1.14), which
highlights the significant worsening of the greedy policy in iteration 3.
Scenario 2 of iteration 3 makes concrete the notion of policy cost fluctuation introduced in §4.
We now provide some insight into this behavior. Recall from Theorem 1 that ‖V (βFA
N′ )−V ∗‖1,ν ≤
‖V (βFAN )−V ∗‖1,ν for two iterations of Algorithm 1 with N ′ >N . Improving the VFA with respect
to the (1, ν)-norm does not imply improvement in the greedy policy performance, that is, the
inequality PC(β
FA
N′ )≡ Eχ
[
PC
(
s,pig
(
β
FA
N′
))]≤ Eχ[PC(s,pig(βFAN ))]≡ PC(βFAN ) may not hold, because
the greedy policy visits the state space using a frequency µχ(β) defined in (5) that is potentially
different from ν. The link between the performance of policies and the aforementioned distributions
is more formally apparent in the following known worst case result (see, e.g., Theorem 1 in De
Farias and Van Roy 2003).
Proposition 3. For a VFA V (β) such that V (β)≤ V ∗, we have
PC(β)−PC(pi∗) ≤
‖V (β)−V ∗‖1,µχ(β)
1− γ .
Proposition 3 shows that for a VFA V (β) that lower bounds V ∗ (e.g., the FALP VFA), the addi-
tional cost incurred by using the greedy policy pig(β) instead of the optimal policy pi
∗ is bounded
above by the (1, µχ(β))-norm difference between the VFA V (β) and the MDP value function V
∗.
If ν and µχ(β) are identical, this result implies that an FALP VFA with a small (1, ν)-norm error
also guarantees good greedy policy performance. However, such a policy performance guarantee
does not hold when the aforementioned frequencies differ and the deviation of a VFA from V ∗ with
respect to the (1, ν)-norm is minimized, as done by FALP.
Figure 3 displays the state-visit frequency µχ(β
FA
2 ), the versions of the frequency µχ(β
FA
3 ) for
scenarios 1 and 2 (i.e., for ϑ = {2,−5,3} and ϑ = {2,−5,40}), and the uniform state-relevance
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Figure 3 State-visit frequencies of greedy policies and uniform state-relevance distribution on example.
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distribution ν on our example. It is apparent that the state-visit frequencies µχ(β
FA
2 ), µχ(β
FA
3 ) for
scenario 1, and µχ(β
FA
3 ) for scenario 2 assign more than 99% of their visit probabilities to states
s¯= 0.513, s¯= 0.507, and s¯= 0.598, respectively, and the negligible remaining probability to other
states. In stark contrast, the uniform state-relevance distribution ν, depicted via a (black) dotted
line, assigns a probability of 0.0249 to all states. This discrepancy causes the worst-case bound
‖V (βFA3 )−V ∗‖1,µχ(βFA3 )/(1− γ) on policy performance in iteration 3 to take a value in scenario 2
of 9.98 which is substantially higher than its value in scenario 1 of 0.99. Moreover, as already
discussed, the greedy policy in scenario 2 is much worse than the one in scenario 1. Therefore, it
may be possible to mitigate policy cost fluctuation (at least in the worst case sense) by improving
the VFA at each iteration of Algorithm 1 with respect to the (1, µχ(β))-norm in addition to the
(1, ν)-norm. We explore this idea further in §4.
The impact of ν on approximation quality and policy performance is acknowledged in the ALP
literature but not yet addressed to the best of our knowledge (see, e.g., De Farias and Van Roy
2003). Compared to an ALP with fixed basis functions, the impact of ν in Algorithm 1 with
FALP is relatively less severe in theory because one could choose ν to be uniform over the state
space and use a sufficiently large number of sampled basis functions to obtain a near optimal
policy, which follows from Proposition 2. However, the number of samples required to obtain a
good approximation at all states may be large and there may be several iterations for which the
policy performance worsens despite the additional computational effort incurred. Thus, policy cost
fluctuation is still a practical concern that needs to be handled.
4. Self-guided Approximate Linear Programs
In §4.1, we modify FALP to mitigate policy cost fluctuation. We analyze this modified linear
program in §4.2.
4.1. Formulation and Basic Properties
Motivated by Proposition 3 and the related discussion in §3.2, we explore the strategy of mitigating
policy cost fluctuation by improving the term ‖V (β)−V ∗‖1,µχ(β)/(1− γ), which is a worst-case
bound on greedy policy performance. We begin by presenting a modification of FALP(N) to be used
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in conjunction with Algorithm 1, which we dub feature-based guided linear program and abbreviate
FGLP(N). We then describe how this linear program improves the aforementioned bound.
Denoting by β
FG
N−B an optimal solution to FGLP(N−B), the model FGLP(N) is
max
β
β0 +
N∑
i=1
βiEν
[
ϕ(s;θi)
]
s.t. (1− γ)β0 +
N∑
i=1
βi
(
ϕ(s;θi)− γE
[
ϕ(s′;θi)| s, a
]) ≤ c(s, a), ∀(s, a)∈ S ×As, (6)
β0 +
N∑
i=1
βiϕ(s;θi) ≥ V
(
s;β
FG
N−B
)
, ∀s∈ S. (7)
Both FGLP(N) and FALP(N) have the same objective function. The former linear program includes
all the constraints of the latter linear program as well as additional “self-guiding” constraints
(7) that require its VFA to be a state-wise upper bound on the VFA V
(
s;β
FG
N−B
)
computed in the
previous iteration by solving FGLP(N−B). We assume V
(
s;β
FG
N−B
)
= −∞ for all s ∈ S when N = B
which implies that the constraints (7) are redundant in the first iteration of Algorithm 1 with
M(N) = FGLP(N).
Proposition 4 establishes a key property of FGLP.
Proposition 4. Suppose M(N) = FGLP(N) in Algorithm 1. Then, for any given n > 1, the
sequence of VFAs generated by this algorithm up to iteration n satisfies
V (s;β
FA
B ) = V (s;β
FG
B ) ≤ V (s;β
FG
2B) ≤ · · · ≤ V (s;β
FG
nB) ≤ V ∗(s), ∀s∈ S. (8)
The equality in (8) follows from our assumption that V
(·;βFG0 )=−∞. The relationship V (s;βFGn¯B)≤
V ∗(s) holds ∀s∈ S and n¯∈ {1, . . . , n} by Part (i) of Theorem 1 because βFGn¯B is feasible to FGLP(n¯B)
and thus also feasible to FALP(n¯B). The inequalities of the type V (s;β
FG
N−B) ≤ V (s;β
FG
N ) are directly
implied by the self-guiding constraints (7).
An important consequence of Proposition 4 is that Algorithm 1 with FGLP generates a sequence
of VFAs that gets (weakly) closer to V ∗ at all states. As a result, the lower bound LB(βN) is
non-decreasing with N even when the state-relevance distribution ν is not equal to the initial-state
distribution χ, which is a property that cannot be guaranteed for the VFAs produced when solving
FALP embedded in Algorithm 1. In addition, the VFAs of FGLP generated in two consecutive
iterations with N −B and N random basis functions satisfy
‖V (βFGN )−V ∗‖1,µ ≤ ‖V (β
FG
N−B)−V ∗‖1,µ,
for any proper distribution µ defined over the state space, and in particular, when µ is the state-
visit distribution µν(β
FG
N ) associated with the greedy policy pig(β
FG
N ). Thus, for any fixed iteration
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index n¯ and its corresponding greedy-policy-visit distribution µχ(β
FA
n¯B), it follows that the sequence
of VFAs V (β
FA
B ), V (β
FA
2B), . . . , V (β
FA
nB), . . . generated by Algorithm 1 improves the worst-case perfor-
mance bound of Proposition 3, that is, ‖V (βFAnB)−V ∗‖1,µχ(βFAn¯B) is non-increasing in n. This property
tackles policy cost fluctuation but does not hold when using FALP.
We analyzed the results from running Algorithm 1 with FGLP on the simple example consid-
ered in §3.2. As a result of the self-guiding constraints in FGLP, the worst-case bound on policy
performance was roughly equal to 0.08 for both scenarios 1 and 2 of iteration 3, which is a signifi-
cant improvement over the respective worst-case performance bounds of 0.99 and 9.98 when using
FALP (see discussion in §3.2). Interestingly, accompanying this worst-case bound improvement,
the policy cost improved in both the scenarios of iteration 3, unlike in Figure 2, which bodes well
for the use of self-guiding constraints.
We now discuss the implementation aspects of FGLP. First, it contains the continuum of self-
guiding constraints (7) in addition to the infinitely many constraints (6) found in FALP (i,.e.,
constraints that are standard in all ALP models). Finding a solution that is feasible to the latter
constraints is a well-studied challenge (see, .e.g, Lin et al. 2019 and references therein) but needed
to obtain a lower bound on the optimal policy cost using approximate linear programming. In
contrast, the self-guiding constraints can be approximately satisfied, for example via constraint
sampling, as their violation does not affect lower bound validity. In other words, the self-guiding
constraints are computationally easier to handle than the standard constraints found in an ALP. As
a result, we can employ known ALP solution techniques to tackle FGLP. Second, the self-guiding
constraints in FGLP mitigate policy cost fluctuation using information from previous VFAs, in
particular without requiring knowledge of the visit distribution of greedy policies or information
regarding an optimal policy.
4.2. A Sampling Bound for FGLP
Studying the quality of the sequence of FGLP VFAs generated by Algorithm 1 is challenging
because consecutive VFAs in this sequence are coupled by the self-guiding ALP constraints (7).
Given a VFA V
(
s;β
FG
N
)
generated by solving FGLP(N), we analyze the number of additional samples
H that would be needed to compute a VFA V
(
s;β
FG
N+H
)
that is “close” to V ∗(s), is feasible to
constraints (6), and is near-feasible to constraints (7).
The techniques used to obtain a sampling bound for FALP(N) in Theorem 1 (understandably)
do not factor in the effect of V
(
s;β
FG
N
)
(please see Online Supplement §EC.3 for details) and thus
do not provide a useful lower bound on H for FGLP of the type described above. We therefore
develop a new projection-based analysis to bound H. Before delving into details, we provide an
informal description of the key idea underlying our analysis, which may be of independent interest
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in machine learning and optimization. Consider the set of functions spanned by an intercept plus
a linear combination of N random basis functions in set ΦN := {ϕ(·;θ1),ϕ(·;θ2), . . . ,ϕ(·;θN)}:
W(ΦN) :=
{
V (s;β) = β0 +
N∑
i=1
βiϕ(s;θi)
∣∣∣ β ∈RN+1}.
A strategy to account for the impact of V (s;β
FG
N ) on H is to ask if V
∗(s) is a part of the functional
space W(ΦN) containing V (s;βFGN ). If V ∗ ∈ W(ΦN), then it would not be possible to improve
the incumbent VFA V (s;β
FG
N ) via additional sampling. If V
∗ 6∈ W(ΦN), then V ∗ intuitively has a
(projected) component in the functional space W(ΦN) as well as a nonzero (projected) component
in the orthogonal complement of this space. We then bound the number of samples H of random
basis functions needed to approximate well the latter orthogonal component of V ∗ using random
basis functions. After the required H basis functions have been sampled, we add the set ΦH
containing these samples to the existing set of samples ΦN . We then show that there exists a VFA
in W(ΦN ∪ΦH) that is both near-feasible to FGLP(N+H) and approximates V ∗ well.
Formally carrying out the analysis described above requires decomposing V ∗(·) into a component
that belongs to W(ΦN) and a residual in an orthogonal complement space. Such decomposition is
possible if we work in the functional space RC(ϕ,ρ) because it is a closed subspace of a Hilbert
space where an orthogonal decomposition is well defined (i.e., Theorem 5.24 Folland 1999). Unfor-
tunately, neither V ∗(·) or W(ΦN) have the same representation as RC(ϕ,ρ). This issue can be
easily addressed for V ∗ by instead analyzing the function V ε which belongs to RC(ϕ,ρ) and is
ε-close to V ∗. Such a function exists by virtue of Proposition 1. Addressing the analogous concern
forW(ΦN) requires constructing an extension of this set as follows. Given a random basis function
parameter vector θi, define an active set that is a ball of radius α as
φi,α(θ) :=
ρ(θ)
ziα
1
{‖θ− θi‖2 ≤ α},
where 1
{·} is an indicator function that evaluates to one if its argument is true and is zero otherwise
and ziα :=
∫
1
{‖θ− θi‖2 ≤ α}ρ(dθ) is a normalizing constant that equals the volume of an α-ball
around θi. The extension of W(ΦN) is
Wα(ΦN) :=
{
V (s) = b0 +
〈
b,ϕ(s)
〉 ∣∣∣ (b0, β1, . . . , βN)∈RN+1 and b(θ) = N∑
i=1
βiφi,α(θ)
}
, (9)
which we can show to be a subspace of a Hilbert space. Note that any function in W(ΦN) defined
by a finite vector β ∈RN+1 has a corresponding extension in Wα(ΦN) defined by the infinite pair
(b0(β),b(β)). This extension provides a bridge to test the richness of W(ΦN) with respect to V ε,
which belongs to RC(ϕ,ρ) and has an associated (b0,b). Specifically, we can decompose V ε into
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V εα and
⊥
V εα, that is V
ε = V εα +
⊥
V εα, where V
ε
α and
⊥
V εα are projections of V
ε on to Wα(ΦN) and its
orthogonal complement (to be precise, projections are performed onto the closures of these set).
Based on this construction, Theorem 2 establishes our sampling bound related to FGLP. Let
(bε0,α,b
ε
α) be such that V
ε
α = b
ε
0,α +
〈
b
ε
α,ϕ(s)
〉
. Moreover, define the constant Ω′3Lϕ
√
Uρ(diam(S) +
1)
∥∥bεα∥∥2,ρ, where Lϕ is the Lipschitz constant associated with the class of random basis functions ϕ
and Uρ the constant upper bound on the sampling distribution ρ (see Assumption 2). For a given
 > 0, we define an -feasible solution to the self-guiding constraints as a vector β that violates
constraints (7) by at most .
Theorem 2. Given ε > 0 and δ ∈ (0,1], suppose
α := min
{
ε
Ω′
√
N
, min
i 6=j
‖θi− θj‖2
}
and
H ≥
⌈
9ε−2
∥∥bFE− bεα∥∥2∞,ρ (Ω + ∆δ)2⌉.
Then with a probability of at least 1− δ there exists a function in W(ΦN ∪ ΦH) with associated
vector β ∈RN+H+1 that (i) is feasible to constraints (6) of FGLP(N+H), (ii) is a 4ε/(1− γ)-feasible
solution to constraints (7), and (iii) satisfies∥∥V (β)−V ∗∥∥∞ ≤ 4ε(1− γ) .
This theorem establishes that after we add a number of random basis functions equal to the
stated lower bound, the set W(ΦN ∪ΦH) will contain with high probability a VFA V (β), where
β ∈RN+H+1, that is feasible to the standard ALP constraints, 4ε/(1−γ) feasible to the self-guiding
constraints, and at most 4ε/(1−γ) away from V ∗ in terms of the infinity-norm. It is easy to verify
that this VFA is in fact an optimal solution to a version of FGLP(N+H) with only the self-guiding
constraints (7) relaxed by an amount 4ε/(1− γ). As discussed at the end of §4.1, computationally
tackling the self-guiding constraints typically necessitates such a relaxation. Moreover, we can show
that Algorithm 1 terminates when solving such a relaxation under the same conditions used to
establish the termination of this algorithm with FALP in Proposition 2.
We now discuss properties of the lower bound on H. The quality of the VFA V (s;β
FG
N ) used
to lower bound the FGLP(N+H) VFA in the self-guiding constraints (7) is captured by r(α) :=∥∥bFE− bεα∥∥∞,ρ of this bound. Intuitively, a small r(α) implies that the functional space W(ΦN)
containing V (s;β
FG
N ) is rich enough to closely approximate V
ε and thus V ∗. In this case, the number
of additional samples H needed to obtain a good approximation of V ∗ is less compared to when
V (s;β
FG
N ) is a poorer approximation of V
ε. The dependence of the sampling lower bound on ε
depends on the value of α that we used to create the extended function space Wα(ΦN). Suppose
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α= mini 6=j‖θi− θj‖2, which is a signal that the set of sampled random basis function parameters is
densely packed. Then the term r(α) is independent of ε and the lower bound on H changes at the
rate of ε−2 similar to the analogous bound for FALP in Theorem 1. On the other hand, consider
the case α= ε/Ω′
√
N . Here the lower bound on H depends on ε via both the terms ε−2 and r(α).
The latter term can increase with ε and cause the lower bound to grow at a rate faster than ε−2,
highlighting that the dependence of the FGLP sampling bound on ε is greater than the analogous
dependence of the FALP sampling bound in this case.
5. Perishable Inventory Control
In this section, we assess the performance of our methods and a benchmark on the perishable
inventory control problem studied in Lin et al. (2019, henceforth abbreviated LNS). We present
its infinite-horizon discounted cost MDP formulation and instances in §5.1. We describe our
experimental setup in §5.2 and discuss numerical findings in §5.3.
5.1. Discounted-cost MDP Formulation and Instances
Managing the inventory of a perishable commodity is a fundamental and challenging problem in
operations management (Karaesmen et al. 2011, Chen et al. 2014, Sun et al. 2014, and LNS). We
study a variant of this problem with partial backlogging and lead time from §7.3 in LNS.
Consider a perishable commodity with l ≥ 0 and L ≥ 0 periods of life time and ordering lead
time, respectively. Ordering decisions are made over an infinite planning horizon. At each deci-
sion epoch, the on-hand and in-transit inventory levels are represented by the state vector s =
(son0 , s
on
1 , . . . , s
on
l−1, s
trans
1 , s
trans
2 , . . . , s
trans
L−1 ). The on-hand inventory s
on
i for i= 0,1, . . . , l− 1 is the amount
of available commodity with i remaining periods. The in-transit inventory stransi for i= 1,2, . . . ,L−1
is the previously ordered quantity that will be received i periods from now. Inventories soni and s
trans
j
take values in the interval [0, a¯] for all i = 1, . . . , l − 1 and j = 1,2, . . . ,L− 1, respectively, where
a¯ ≥ 0 denotes the maximum ordering level. To understand the state son0 , it is useful to consider
the total on-hand inventory son0 +
∑l−1
i=1 s
on
i . If s
on
0 ∈ [−
∑l−1
i=1 s
on
i , a¯], then the on-hand inventory is
non-negative. Instead, if son0 <−
∑l−1
i=1 s
on
i , then the on-hand inventory s
on
0 +
∑l−1
i=1 s
on
i is negative and
represents the amount of backlogged orders.
Demand for the commodity is governed by a random variable D˜. In each period, we assume
that demand realizes before order arrival and is satisfied in a first-in-first-out manner. Given a
demand realization D, taking an ordering decision (i.e., action) a from a state s results in the
system transitioning to a new state
s′ :=
(
max
{
s
on
1 − (D− son0 )+, s−
l−1∑
i=2
s
on
i
}
, s
on
2 , . . . , s
on
l−1, s
trans
1 s
trans
2 , . . . , s
trans
L−1 , a
)
,
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Table 1 Parameters of the perishable inventory control instances.
Instance co ch cd cb a s γ Instance co ch cd cb a s γ
Small
1 20 2 5 10 10 −10 .95 2 20 2 5 10 10 −10 .99
3 20 5 10 8 10 −10 .95 4 20 5 10 8 10 −10 .99
5 20 2 10 10 10 −10 .95 6 20 2 10 10 10 −10 .99
Medium
7 20 2 10 10 30 −30 .95 8 20 2 10 10 30 −30 .99
9 16 5 8 8 30 −30 .95 10 16 5 8 8 30 −30 .99
Large
11 20 5 10 8 50 −50 .95 12 20 5 10 8 50 −50 .99
13 20 2 5 10 50 −50 .95 14 20 2 5 10 50 −50 .99
15 20 2 12 6 50 −50 .95 16 20 2 12 6 50 −50 .99
where (·)+ := max{·,0} and s≤ 0 is a maximum limit on the amount of backlogged orders, beyond
which we treat unsatisfied orders as lost sales. The first element of s′ can be understood as follows:
If there was no backlogging limit, then the on-hand inventory after demand realization and before
order arrival would be son1 − (D−son0 )+ +
∑l−1
i=2 s
on
i ; instead, in the presence of the maximum backlog
limit s, this total on-hand inventory of son1 − (D− son0 )+ +
∑l−1
i=2 s
on
i is greater than or equal to s if
and only if son1 − (D− son0 )+ ≥ s−
∑l−1
i=2 s
on
i . The remaining elements of s
′ are shifted elements of s,
with the last element accounting for the latest order a.
The immediate cost associated with a transition from a state-action pair (s, a) is
c(s, a) := γLcoa+ED
[
ch
[
l−1∑
i=1
soni − (D− son0 )+
]
+
+ cd(s
on
0 −D)+ + cb
[
D−
l−1∑
i=0
soni
]
+
+ cl
[
s+D−
l−1∑
i=0
soni
]
+
]
,
where expectation ED is with respect to the demand distribution. The per-unit ordering cost co ≥ 0
is discounted by γL because we assume payments for orders are made only upon receipt. Holding
cost ch ≥ 0 penalizes leftover inventory
(∑l−1
i=1 s
on
i − (D − son0 )+
)
+
, while per unit disposal and
backlogging costs cd ≥ 0 and cb ≥ 0 factor in, respectively, costs associated with disposing (son0 −D)+
units and backlogging
(
D−∑l−1i=0 soni )+ units. Finally, each unit of lost sales (s+D−∑l−1i=0 soni )+
is charged cl ≥ 0.
We consider sixteen instances of the above MDP for our numerical experiments. Across all
instances, we set l=L= 2; fix the demand distribution to the truncated normal distribution with
range [0,10], a mean of 5, and a standard deviation of 2; and set the lost-sales cost cl to 100. The
remaining parameter values of each instance are summarized in Table 1. We categorized instances
with a¯ equal to 10, 30, and 50 as small, medium, and large because the size of the state space
increases with a¯. Instances that are numbered 1 through 8 and 11 through 14 are identical to
those considered in LNS while we created the instances numbered 9, 10, 15, and 16 to add more
cases with medium and large state spaces.
5.2. Computational Setup
On each instance, we tested two versions of Algorithm 1 by varying the input math programM(N)
to be either FALP(N) or FGLP(N). We choose the initial state distribution χ and the state-relevance
distribution ν to both be degenerate with all their mass at s = (5,5,5) consistent with LNS.
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We use Fourier random basis functions (see §2.2 for definition) with its parameter σ uniformly
randomized over the interval [102,103] (see §3 in Sarra and Sturgill 2009 for the use of such a
strategy). We set the batch size B equal to 10 and ensure that the same sampled random basis
functions are used in both FALP and FGLP at a given iteration. We terminate Algorithm 1 using
an optimality gap of 5% (i.e., τ = 0.05) or if we have already sampled 200 basis functions.
Solving FALP and FGLP requires computing expectations that do not have an analytical form as
well as dealing with infinitely many constraints. We approximate all expected values in these models
using sample average approximations with 5×103 independent and identical demand samples. We
use constraint sampling (De Farias and Van Roy 2004) to replace the continuum of constraints by
a finite collection. Specifically, we sample 5×104, 8×104, and 105 state-action pairs from a uniform
distribution over the state-action space for the small, medium, and large instances, respectively.
We only include FALP constraints corresponding to these sampled state-action pairs. We construct
FGLP constraints (6) similarly and consider the self-guiding constraints (7) for all states that are
part of the sampled state-action pairs.
Although constraint sampling is easy to implement, the optimal objective function values of
the sampled approximations of FALP and FGLP may not yield valid lower bounds on the optimal
policy cost. This is a known issue when using constraint sampling with ALP, as also discussed
in LNS, where they notice that a sampled version of ALP does not yield valid lower bounds on
the perishable inventory control application. To circumvent this problem, we embed the VFA
from FALP or FGLP in a simulation procedure to estimate valid lower bounds. This procedure
is a novel application of the saddle point formulation underlying the constraint violation-learning
approach in LNS to obtain a valid lower bound when using constraint sampling. We discuss it in
detail in Online Supplement EC.5.1.
To compute the greedy policies associated with FALP and FGLP we need to solve the optimiza-
tion problem (4) with their respective VFAs. We solve a discretized version of this problem with
action space [0, a¯] approximated by a¯ equally spaced points similar to LNS. Then we simulate
the policy starting from state s = (5,5,5) to estimate the policy cost. The maximum standard
errors of FALP and FGLP lower bound estimates were 1.18% and 0.59%, respectively. Analogous
standard error maxima for policy cost estimates were 1.61% and 1.33%.
As a benchmark, we use the lower bound and policy cost from LNS for instances 1-8 and 11-14.
These bounds are based on an ALP model with basis functions tailored to the MDP in §5.1 that
is solved using a primal-dual solution technique. We had access to the corresponding code from
LNS, which we used to generate bounds on the new instances 9, 10, 15, and 16 that we added.
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Table 2 Optimality gaps on perishable inventory control instances.
Instance LNS
FALP FGLP
Instance LNS
FALP FGLP
Min Median Max Min Median Max Min Median Max Min Median Max
1 4.01 1.22 2.72 3.95 0.97 2.67 3.87 9 9.7 1.94 3.51 4.72 3.71 4.75 4.99
2 6.44 0.87 1.92 3.72 0.81 1.97 3.73 10 9.4 1.54 3.79 4.89 2.30 3.21 4.24
3 7.96 0.79 2.21 4.86 0.55 2.19 4.86 11 11.73 1.45 3.36 4.97 1.92 3.88 4.98
4 2.17 0.11 0.83 4.13 0.05 0.77 3.90 12 11.01 1.29 4.28 9.07 1.12 4.06 4.94
5 2.40 1.94 2.79 3.46 1.91 2.63 3.73 13 4.40 1.23 4.42 88.59 0.63 2.33 4.40
6 3.60 1.32 3.19 4.86 1.23 3.31 4.87 14 2.17 1.02 3.56 4.10 0.07 3.06 4.55
7 6.14 3.29 3.95 4.87 3.37 4.48 4.76 15 14.4 2.19 3.91 77.03 0.45 3.26 4.92
8 9.14 3.26 4.54 4.97 3.89 4.59 4.90 16 14.8 2.17 3.69 4.58 0.74 3.93 4.81
5.3. Results
Table 2 reports three optimality gaps. The first is defined using the lower bound and policy cost
from the LNS approach, that is, 100 times ([LNS policy cost] - [LNS lower bound])/[LNS policy
cost]. The second and third correspond to FALP and FGLP, specifically the final optimality
gaps computed in Step (vi) of Algorithm 1 when embedding these math programs. Unlike LNS,
FALP and FGLP, which are based on random basis functions, have a distribution of optimality
gaps because we resolve each instance ten times to assess the impact of basis function sampling
variability. We thus report the minimum, median, and maximum of these distributions. The FALP
and FGLP median optimality gaps are smaller than the corresponding LNS optimality gaps,
except for instances 5 and 14 where the LNS optimality gap is marginally better. The largest
LNS optimality gap is roughly 12% whereas the maximum FALP and FGLP optimality gaps are
about 89% and 5%, respectively. Thus, FGLP significantly improves upon LNS. Moreover, it is
encouraging that this improvement can be achieved without engineering basis functions using
application-specific knowledge as done in LNS.
Figure 4 explores the source of the optimality gap improvements just discussed. It reports in
its top and bottom panels, respectively, the percentage ratios ([FALP (or FGLP) policy cost]
- [LNS policy cost])/[LNS lower bound] and ([FALP (or FGLP) lower bound] - [LNS lower
bound])/[LNS lower bound] corresponding to the terminal bounds. Specifically, the panels report
the distributions of these percentages across the ten trials on each instance via box plots (which
as usual display the minimum, maximum, median, and 25th and 75th percentiles). Both the
FALP and FGLP policy costs improve on the LNS policy cost significantly on instances 2, 3, 7,
9, 10, 11, 12, and 16, with FGLP also improving LNS on instances 13 and 15. The median policy
costs of FALP and FGLP improve on the one of LNS by up to 14%. The lower bounds from
FALP and FGLP also dominate LNS on the instances 1, 2, 4, 5, 6, 8, 9, 10, and 16, with median
improvements as large as 7%. These results show that the optimality gap improvements in Table
2 of FALP, and in particular FGLP, are the result of improving the LNS operating policies (i.e.,
policy costs) significantly on some instances and generating tighter lower bounds on others, which
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Figure 4 Comparison of the lower bounds and the policy costs from FALP and FGLP relative to their respective LNS values.
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could be useful to obtain more accurate optimality gaps for other heuristic operating policies.
Figure 4 shows that the lower bounds and policy costs from FALP and FGLP are similar on the
small and medium sized instances but differ more significantly on the large instances.
Next we focus on understanding the relative performance of FGLP and FALP on the large
instances. To this end, we display two statistics in Figure 5 related to the variability of the FALP
and FGLP policy costs as a function of the number of iterations (unlike Figure 4 which focuses on
the terminal bound values). The first statistic, which we refer to as the policy cost fluctuation per-
centage, is a count of the number of iterations in Algorithm 1 where the policy cost worsens relative
to its immediately preceding iteration. We express this count as a percentage of the total number
of iterations. The left panel of Figure 5 displays box plots of this statistic, where it is apparent that
such fluctuation is significantly more frequent for FALP than FGLP. The median policy cost fluc-
tuation percentage is less than 22% and 6% for FALP and FGLP, respectively. To understand the
extent of this fluctuation, we consider as a second statistic the fluctuation magnitude, that is, the
average of the magnitude by which the policy cost worsens over iterations that exhibit a policy cost
fluctuation. The right panel of Figure 5 reports the distribution of the policy cost fluctuation magni-
tude across the ten trials. The median of this statistic is zero for FGLP across all the large instances
but is nonzero for FALP on instances 12, 13, 15, and 16. The maximum of the fluctuation magnitude
for FGLP is substantially smaller than the corresponding maximum for FGLP. In particular, the
FGLP fluctuation magnitude is negligible in most cases, while for FALP the magnitude of policy
fluctuation is large on a significant number of trials across instances. In addition to shedding some
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Figure 5 Distributions of the policy cost fluctuation percentage (left panel) and magnitude (right panel).
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Figure 6 Median (left panel) and maximum (right panel) number of random basis functions sampled by Algorithm 1 with
FALP and FGLP.
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light on the relative performance of FALP and FGLP, these results also provide numerical support
for the ability of self-guiding constraints in FGLP to efficiently mitigate policy cost fluctuation.
Finally, we discuss the average CPU times taken by FALP and FGLP on the large instances,
which are most time consuming to solve. The average FALP and FGLP solve times per iteration are
8 minutes and 11 minutes, respectively. The larger per iteration time for FGLP is expected since
it has more constraints than FALP. Nevertheless, the average CPU time of 35 minutes to execute
Algorithm 1 with FGLP is smaller than the 42 minutes it takes on average when this algorithm
embeds FALP. This can be explained by Algorithm 1 requiring fewer iterations in most cases to
terminate in the former case. Note that few iterations implies a smaller number of random basis
functions (which equals the number of iterations multiplied by B). Figure 6 reports the median
and maximum of the number of basis functions required by Algorithm 1. The maximum statistic is
important in determining the total CPU time as it corresponds to the largest linear programs being
solved. The computational burden of LNS to solve ALP and simulate bounds is 14 minutes, which
is roughly half the time taken when using FGLP. This difference is because LNS solves a single
ALP while we solve multiple ALPs in Algorithm 1. In other words, there is a computational cost of
using our application-agnostic basis function generation scheme over the LNS approach based on
tailored basis functions. On the other hand, it is unclear how one can engineer basis functions in the
LNS framework in a principled manner to obtain the better FGLP optimality gaps seen in Table 2.
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6. Generalized Joint Replenishment
In this section, we test the effectiveness of ALPs with random basis functions for solving a
generalized joint replenishment (GJR) problem. In §6.1, we describe GJR and its average-cost
semi-MDP formulation from Adelman and Klabjan (2012, henceforth abbreviated AK). In §6.2,
we summarize our methods, as well as, an adaptive-basis function generation approach and a set
of instances, both from AK. In §6.3, we discuss our numerical findings.
6.1. Average-cost Semi-MDP Formulation
The GJR problem involves the replenishment of a collection of products that are consumed at a
fixed and deterministic rate and are coupled via a shared replenishment capacity (Adelman and
Klabjan 2012). We describe the average-cost semi-MDP formulation for this problem from AK.
Consider managing the replenishment of inventories across J products over a continuous time
horizon with index set {1,2, . . . , J}. Each product j is consumed at a finite and deterministic
rate λj > 0 and we denote by λ = (λ1, λ2, . . . , λJ) the vector of these rates. A state vector s =
(s1, s2, . . . , sJ) encodes the inventory levels of these items all measured in normalized units, where
each component sj ≥ 0 is non-negative for all j ∈ {1,2, . . . , J}. A zero value for the j-th state
component signals that the j-th item is stocked out. Since the replenishment time can be postponed
if no item is currently stocked out, it can be assumed that at least one item has zero inventory in the
state. Thus, the state space is given by S := {s : 0≤ s≤ s¯, sj = 0 for some j ∈ {1,2, . . . , J}}, where
s¯ ∈ (0,∞)J is a vector of maximum inventory levels. The replenishment decision is specified by
a∈RJ+. This decision at a given state s∈ S belongs to As :=
{
a∈RJ+ : s+a≤ s¯,
∑J
j=1 aj ≤ a¯
}
. Here
a¯ ∈R+ denotes a capacity constraint on the total amount of joint replenishment. The immediate
cost c(s, a) of an action a at state s has (i) a fixed component csupp(a) that depends on the set
of items replenished supp(a) := {j ∈ {1, . . . , J}|aj > 0}, and (ii) a variable holding cost component∑J
j=1(2sjaj +a
2
j)hj/2λj, where hj denotes the holding cost per unit per time. Since the usage rate
is deterministic, the time till next replenishment is defined by T (s, a) := minj{(sj + aj)/λj} and
the system transitions to a new state s′ = s+ a−T (s, a)λ.
To find a deterministic and stationary policy pi : S 7→As, one can in theory solve the semi-MDP
optimality equations (see, e.g., Theorem 10.3.6 in Herna´ndez-Lerma and Lasserre 1999)
u(s) = inf
a∈As
{c(s, a)− ηT (s, a) +u(s′)}, ∀s∈ S (10)
where η ∈ R denotes the long-run optimal average cost and u(·) is a bias function that captures
state-dependent transient costs. The action prescribed at a state s∈ S by an optimal deterministic
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and stationary policy can be found by solving the infimum in the right hand side of (10). Moreover,
the optimality equations (10) have the following linear programming representation
sup
(η′,u′)∈R×C
η′ (11)
η′T (s, a) +u′(s)−u′(s′)≤ c(s, a), ∀(s, a)∈ S ×As. (12)
This infinite linear program is the average-cost analogue of ELP (see §2.1). However, note that
there is no need to specify a state-relevance distribution such as ν in this case.
6.2. Methods and Instances
Solving the infinite linear program (11)-(12) is intractable for the same reasons as ELP. AK thus
replace the bias function u(s) by an approximation to obtain an ALP. Their approximation has
a (static) affine component β0 −
∑J
j=1 β1,jsj and an adaptive component
∑I
i=1 β2,if
i(ris) with I
terms, where f i :R 7→R is a piecewise linear ridge function and ri ∈RJ is a ridge vector. Putting
these two components together gives the bias function approximation
u(s;β) := β0−
J∑
j=1
β1,jsj −
I∑
i=1
β2,if
i(ris).
They also approximate η in (11)-(12), which is not needed for tractability, but facilitates managerial
interpretation. This approximation is η(λ) = ηˆ+
∑J
j=1 β1,jλj, where ηˆ is an intercept, β1,j can be
interpreted here as marginal values associated with each item, and λ := (λ1, λ2, . . . , λJ). We refer
to the resulting approximation of (11)-(12) as the ridge linear program (RLP). AK approach the
solution of RLP using constraint generation, which involves solving mixed integer linear programs.
In addition, they dynamically generate the ridge basis functions in the bias approximation via
an approximation algorithm that that exploits the policy structure in the GJR application. We
implemented RLP as a benchmark following the details in AK.
To study the effectiveness of random basis functions in this context, we derive an average-cost
FGLP analogue starting from the exact linear program (11)-(12). To be consistent with AK, we
use the same approximation η(λ) for η and replace the bias function u(s) by
u(s;β) := β0−
J∑
j=1
β1,jsj −
N∑
i=1
β2,iϕ(s;θi), (13)
where the adaptive basis function component in the RLP bias function approximation has been
substituted with random basis functions. We select ϕ(s;θ) to be random stumps defined using the
sgn(·) function which returns −1, 0, and 1, respectively, if its argument is negative, zero, and pos-
itive. Specifically, ϕ(s;θ) = sgn(sq−ω) where θ= (q,ω), q is a random index uniformly distributed
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Table 3 Parameters of the GJR instances.
AK Instance
Index
J s¯ z
AK Instance
Index
J s¯ z
AK Instance
Index
J s¯ z
2 4 Random 100 6 4 Discrete 100 9 6 Random 100
14 6 Discrete 67 15 6 Discrete 100 18 8 Random 75
19 8 Random 100 22 8 Constant 75 23 8 Constant 100
25 8 Discrete 50 26 8 Discrete 75 27 8 Discrete 100
32 10 Random 100 35 10 Constant 60 36 10 Constant 80
37 10 Constant 100 41 10 Discrete 80 42 10 Discrete 100
over the set {1,2, . . . , J}, and ω is uniformly distributed in the interval [−σ,σ]. We uniformly ran-
domize the choice of σ over the interval [1,maxj s¯j]. For this class of random basis functions, we
show in Online Supplement EC.5.2 that FGLP can be solved using constraint generation where
the separation problem to identify a violated constraint is a mixed integer linear program.
Our setup of RLP and FGLP thus differ mainly in how adaptive basis functions are generated. In
the former approach, ridge basis functions are generated via a application-specific approximation
algorithm whereas in the latter case we sample random stump basis functions. The difficulty of
generating lower bounds and policy costs using the approximations from RLP or FGLP is similar.
We provide details in Online Supplement EC.5.2 and summarize the key ideas here. Since RLP
and FGLP are solved via constraint generation, the approximation η(λ) can be shown to provide
a lower bound on the optimal policy cost. To obtain a policy cost estimate, we can simulate the
policy whose action at state s is obtained by (i) replacing η and u(·) in the right hand side of (10)
by η(λ) and u(·;β), respectively, and (ii) solving the resulting optimization problem.
For testing, we compare the optimality gaps from RLP and FGLP on the GJR instances in
AK, which contains instances with and without holding costs. AK find that the instances without
holding costs are the ones where adding basis functions adaptively on top of the affine bias function
approximation has significant impact. We thus focus on these instances and in particular look at
a subset of 18 instances where the lower bound improves by at least 2% as a result of ridge basis
function generation in RLP. In Table 3, we summarize the considered GJR instances, also indicating
the index of the instance used in Table 2 of AK. The number of items (J) in these instances is 4,6,8,
and 10. The usage rate λj is distributed uniformly in the interval [0,10]. The vector of maximum
inventory levels s¯ is chosen based on two random variables uj and αj associated with each item
j ∈ {1,2, . . . , J} that are distributed uniformly over [0,1] and {2,4,8}, respectively. These random
variables are independent across items. The j-th bound s¯j on the inventory level is defined in
three ways, labeled “random”, “constant”, and “discrete”, as 10λjuj +λj, s¯j =
∑J
k=1 λk(uk +
1/J),
and s¯j = αj
∑J
k=1 λk(uk +
1/J), respectively. The joint replenishment capacity a¯ is set equal to
the summation of the first z% of the smallest storage limits s¯j, j = 1,2, . . . , J , where z varies
in set {50,60,67,75,80,100} across instances. The immediate cost form is c(s, a) = csupp(a) = c′ +∑
j∈supp(a) c
′′
j , where c
′ ≥ 0 and c′′j ≥ 0 are constant and item-specific fixed costs, respectively. AK
set c′ = 100 and sample c′′j from a uniform distribution over the range [0,60].
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Figure 7 Comparison of RLP and FGLP on the GJR instances.
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6.3. Results
We implemented adaptive basis function generation in RLP following the procedure described in
AK and did this for FGLP in the framework of Algorithm 1 with ten new basis functions added
every iteration (i.e., B = 10). As a termination criteria for Algorithm 1, we set an optimality gap
tolerance of 2% (i.e., τ = 0.02) and chose run time limits of 1, 2, 3, and 4 hours for instances with J
equal to 4, 6, 8, and 10 items, respectively. For each instance specification in Table 3, we generated
five realizations of the corresponding random variables and computed the (average) optimality gap
and (average) run time.
We find that RLP and FGLP are able to obtain policies with optimality gaps less than 5% across
all 18 instances. The lower bounds from RLP and FGLP improve on average the lower bounds
based on an affine bias function approximation (i.e., no adaptive basis function generation) by 4.7%
and 4.5%, respectively. Their corresponding maximum lower bound improvements are 13.7% and
12.1% (across the eighteen instances and the five realizations for each instance). In contrast, the
policy costs from an affine approximation on these instances do not improve significantly as a result
of adaptive basis function generation in both RLP and FGLP. These observations are consistent
with those reported in AK.
To understand the relative performance of RLP and FGLP, we represent the instances in Figure
7 in terms of their run time (x-axis) and optimality gap (y-axis). There are thus 18 points for each
method. We use squares and triangles to represent results from FGLP and RLP, respectively. We
also divide each axis into two halves which leads to four quadrants. The lower-left quadrant contains
the instances that are solved the fastest (less than 135 minutes) and have the least optimality gap
(less than 2.5%), while the upper-right quadrant include the ones that take the most time and have
the highest optimality gaps. The counts of the number of instances in each quadrant is also shown
and is largely the same for both RLP and FGLP, with one notable exception in the upper right
quadrant where FGLP has two fewer instances than RLP. Overall, these results show that FGLP
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is competitive with RLP on the GJR instances. This is encouraging because the random basis
function generation approach used in FGLP does not exploit any application-specific structure.
7. Conclusions
We propose a procedure for basis function generation in approximate linear programming, which
is an established approach to obtain value function approximations (VFAs) for high dimensional
Markov decision processes (MDPs). Our application-agnostic procedure embeds random basis func-
tions generated via inexpensive sampling in an approximate linear program (ALP), which we refer
to as random feature based ALP (FALP). FALP side-steps the implementation task of basis func-
tion engineering when using ALP, which is typically both ad-hoc and based on application knowl-
edge. We provide a sampling guarantee for the VFA generated by FALP to be arbitrarily close to
the MDP value function. Despite this worst-case sampling guarantee, the FALP policy performance
can fluctuate significantly as random basis functions are iteratively added to FALP in practice. We
introduce a modification of FALP, dubbed feature based guided linear program (FGLP), to circum-
vent this issue. FGLP adds constraints to FALP requiring its VFA to be a pointwise upper bound
on a previously constructed FGLP with fewer random basis functions. We also analyze the sampling
requirement of FGLP and compare it to FALP. We test FALP and FGLP on challenging applica-
tions that give rise to discounted-cost and average-cost-semi MDPs. FGLP outperforms FALP and
is either competitive or outperforms application-specific benchmarks, including an existing adap-
tive basis function generation for ALP. Our findings showcase the potential for our procedure to (i)
significantly reduce the implementation burden to use ALP and (ii) provide an application-agnostic
policy and lower bound for MDPs that can be used to benchmark other methods.
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Electronic Companion
Our proofs are reported in §EC.1. Sections §EC.2 and §EC.3 are addenda to §3.1 and §4.2,
respectively. In §EC.4, we discuss the average-cost analogues of FALP and FGLP as well as related
theory. In §EC.5, we provide additional implementation details and results for the computational
studies performed in the main paper.
EC.1. Proofs
We define a constant Γ := (1 + γ)/(1− γ) which we will use in various proofs.
EC.1.1. Additional Details of Assumption 1
Assumptions 1 and 2 will hold for all proofs in the electronic companions. In particular, Assumption
1 ensures the existence of an optimal policy solving program (1). There are known conditions in the
literature that guarantee such existence. For the purposes of our proofs, we formalize Assumption
1 as follows.
Assumption EC.1. It holds that (i) the MDP cost function is bounded over S×As and function
c(s, ·) :As 7→R is lower semicontinuous for all s∈ S; (ii) for every bounded and measurable function
V : S 7→ R, the mapping (s, a) 7→ ∫S V (s′)P (ds′|s, a) is bounded and continuous over S ×As; and
(iii) there exists a finite-cost policy pi ∈Π such that PC(s,pi)<∞ for all s∈ S.
Assumption EC.1 is adopted from assumptions 4.2.1 and 4.2.2 in Herna´ndez-Lerma and Lasserre
1996, henceforth abbreviated as HL. Specifically, in Part (a) of Assumption 4.2.1 in HL, the cost
function c(s, ·) is assumed to be lower semi-continuous, non-negative, and inf-compact (defined in
Condition 3.3.3 in HL) whereas, in our setting, non-negativity is replaced by boundedness and
the inf-compactness is guaranteed by the virtue of c(s, ·) being lower semi-continuous and its
domain As being compact (please see the first paragraph of §2.1). Part (b) of Assumption 4.2.1
and Assumption 4.2.2 in HL are equivalent to parts (ii) and (iii) of Assumption EC.1, respectively.
Under the aforementioned technical conditions, Part (b) of Theorem 4.2.3 in HL guarantees the
existence of a deterministic and stationary policy pi∗ ∈ Π that is “γ-discount optimal”. In other
words, pi∗ ∈Π solves (1) in our setting.
EC.1.2. Proofs of Statement in §2
Proof of Proposition 1. Part (i). Since the optimal value function V ∗ ∈ C is continuous (by
Assumption 1) and the class of random basis function ϕ is universal (by Assumption 2), there is
a finite constant C ≥ 0 and V¯ ∈RC(ϕ,ρ) such that ‖V ∗− V¯ ‖∞ ≤ ε. Since V¯ belongs to RC(ϕ,ρ),
it can be written as V¯ (s) = b¯0 +
〈
b¯,ϕ(s)
〉
for some (b¯0, b¯) with ‖b¯‖∞,ρ ≤ C. Recall that Γ =
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(1 + γ)/(1− γ). We now show that (bε0,bε) =
(
b¯0−Γε, b¯
)
is the desired feasible FELP solution. This
is because ‖bε‖∞,ρ = ‖b¯‖∞,ρ ≤C and for any (s, a)∈ S ×As, we have
(1− γ)bε0 +
〈
b
ε
,ϕ(s)− γE[ϕ(s′)|s, a]〉 = (1− γ)(b¯0−Γε)+ 〈b¯,ϕ(s)− γE[ϕ(s′)|s, a]〉
= −(1 + γ)ε+ V¯ (s)− γE[V¯ (s′)|s, a]
≤ −(1 + γ)ε+V ∗(s) + ε− γE[V ∗(s′)− ε|s, a]
= V ∗(s)− γE[V ∗(s′)|s, a]
≤ c(s, a),
where the first inequality is valid since ‖V ∗− V¯ ‖∞ ≤ ε, which ensures V¯ (s)≤ V ∗(s)+ε and −V¯ (s)≤
−V ∗(s) + ε for all s∈ S. Thus, (bε0,bε) is feasible to FELP. In addition, the value function V ε(·) :=
V¯ (·)−Γε associated with the FELP feasible solution (bε0,bε) belongs toRC(ϕ,ρ) and ‖V ∗−V ε‖∞ ≤
‖V ∗− V¯ ‖∞+ Γε≤ ε+ Γε= 2ε/(1− γ), which completes the proof.
Part (ii). Consider an optimal solution (b
FE
0 ,b
FE
) to FELP and let V FE(·) = bFE0 +
〈
b
FE
,ϕ(·)〉. Using
the function V ε defined in Part (i) of this proposition, we have ‖V ∗−V FE‖1,ν ≤ ‖V ∗−V ε‖1,ν ≤
‖V ∗−V ε‖∞ ≤ 2ε/(1− γ) where the first inequality follows from (3) (which is based on Lemma
1 in De Farias and Van Roy 2003) since (b
FE
0 ,b
FE
) and (bε0,b
ε
) are optimal and feasible solutions,
respectively, to FELP. 
EC.1.3. Proofs of Statements in §3
Lemma EC.1. Any continuous function V : S 7→ R that is feasible to constraints (2) satisfies
V (s)≤ V ∗(s) for all s∈ S.
Proof. The proof follows from Part (b) of Lemma 4.2.7 in HL, which requires four assumptions
to hold. We now show that these assumptions are true in our setting. First, since V is continuous,
it is measurable. Second, the Bellman operator TV (s) := mina∈As{c(s, a) + γE[V (s′)|s, a]} is well
defined since the minimum in its definition is attained via the compactness of As and the finiteness
of the expectation E[V (s′)|s, a] = ∫S V (s′)P (ds′|s, a), which holds by Assumption EC.1. Third,
since V is feasible to constraints (2), we have
V (s) ≤ min
a∈As
{c(s, a) + γE[V (s′)|s, a]} = TV (s), ∀s∈ S.
Fourth, the continuity of V and the compactness of S imply ‖V ‖∞ <∞ and
lim
n→∞
γnE
[
n∑
t=0
V (spit )
∣∣∣s0 = s] ≤ ‖V (s)‖∞ limn→∞(n+ 1)γn = 0, ∀s∈ S, pi ∈Π,
where expectation E and the notation spit retain their definitions from §2.1. Hence, the function V
fulfills the four assumptions of Part (b) of Lemma 4.2.7 in HL and thus V (·)≤ V ∗(·). 
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Definition EC.1. Fix an optimal solution (b
FE
0 ,b
FE
) to FELP. For N independent and identical
sampled parameters {θ1, θ2, . . . , θN} from ρ, we define the coordinates of βFEAS ∈RN+1 as follows
β
FEAS
i
:=

b
FE
0 if i= 0;
b
FE
(θi)
Nρ(θi)
if i= 1,2, . . . ,N.
Lemma EC.2. Given ε > 0 and δ ∈ (0,1], let
Nε :=
⌈
ε−2
∥∥bFE∥∥2∞,ρ(Ω + ∆δ)2⌉. (EC.1)
(i) If N ≥Nε, it holds that
∥∥V FE−V (βFEAS)∥∥∞ ≤ ε with a probability of at least 1− δ.
(ii) If N ≥Nε, with a probability of at least 1−δ, the vector (βFEAS0 −Γε,βFEAS1 , . . . , βFEASN ) is feasible
to FALP(N) and ∥∥V FE− (V (βFEAS)−Γε)∥∥∞ ≤ 2ε(1− γ) .
Proof. Part (i). Since β
FEAS
0 = b
FE
0 , we have for N ≥Nε
∥∥V FE−V (βFEAS)∥∥∞ = ∥∥∥∥bFE0 + 〈bFE,ϕ(s)〉−(bFE0 + N∑
i=1
β
FEAS
i ϕ(s;θi)
)∥∥∥∥
∞
=
∥∥∥∥〈bFE,ϕ(s)〉− N∑
i=1
β
FEAS
i ϕ(s;θi)
∥∥∥∥
∞
≤
∥∥bFE∥∥∞,ρ√
N
(√
2 ln
(1
δ
)
+ 4(diam(S) + 1)Lϕ
√
Eρ
[
‖θ‖22
])
≤
∥∥bFE∥∥∞,ρ√
Nε
(√
2 ln
(1
δ
)
+ 4(diam(S) + 1)Lϕ
√
Eρ
[
‖θ‖22
])
, (EC.2)
where the first inequality holds with a probability of at least 1− δ by Theorem 3.2 of Rahimi and
Recht (2008) after adjusting our notation to theirs. To help the reader, we discuss the notational
differences in Remark EC.1 immediately following this proof. We can now use the definitions of Ω
and ∆δ (see §3.1) in Nε to simplify the right hand side of (EC.2) to ε and get
∥∥V FE−V (βFEAS)∥∥∞ ≤ ε
with a probability of at least 1− δ.
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Part (ii). If N ≥Nε, the vector (βFEAS0 −Γε,βFEAS1 , . . . , βFEASN ) is feasible to FALP(N) with a probability
of at least 1− δ since
(1− γ)(βFEAS0 −Γε)+ N∑
i=1
β
FEAS
i
(
ϕ(s;θi)− γE
[
ϕ(s′;θi)
∣∣s, a])
= V (s;βFEAS)− ε− γE[V (s′;βFEAS) + ε∣∣s, a]
≤ V FE(s)− γE[V FE(s′)|s, a]
= (1− γ)bFE0 +
〈
b
FE
,ϕ(s)− γE[ϕ(s′)|s, a]〉
≤ c(s, a),
(EC.3)
where the first equality comes from the definitions of V (s;βFEAS) and Γ; the first inequality holds
because |V FE(s)−V (s;βFEAS)| ≤ ‖V FE − V (βFEAS)‖∞ ≤ ε for all s ∈ S with a probability of at least
1− δ by Part (i) of this lemma; the second equality results from using the definition of V FE; and
the second inequality holds because (b
FE
0 ,b
FE
) is an optimal (hence feasible) solution of FELP.
Moreover, if N ≥Nε, by Part (i) of this lemma and the definition of Γ, we get∥∥V FE− (V (βFEAS)−Γε)∥∥∞ ≤ ∥∥V FE−V (βFEAS)∥∥∞+ Γε≤ ε+ Γε= 2ε(1− γ)
with a probability of at least 1− δ. 
Remark EC.1. We use the notations (1, s), ϕ, b, ρ, N , Lϕ, and diam(S) +1 in this paper instead
of x, φ, α, p, K, L, and B, respectively, in Rahimi and Recht (2008). The additional 1 in the term
diam(S) + 1 is due to the notational differences between x and (1, s) used in Rahimi and Recht
(2008) and this paper, respectively. Moreover, the function class F defined in §III of Rahimi and
Recht (2008) is the same as R∞(ϕ,ρ) and the functions
〈
b
FE
,ϕ(s)
〉∈R∞(ϕ,ρ) with ‖bFE‖∞,ρ <∞
and
∑N
i=1 β
FEAS
i ϕ(s;θi) satisfy the conditions of Theorem 3.2 in Rahimi and Recht (2008).
Proof of Theorem 1. Part (i). The function V (·;βFAN ) is continuous due to the continuity of
the class of basis function ϕ by Assumption 2, and is feasible to constraints (2) because β
FA
N is a
feasible solution of FALP(N). Thus, Lemma EC.1 guarantees V (s;β
FA
N )≤ V ∗(s) for all s∈ S.
Part (ii). Given an optimal solution to FALP(N), β
FA
N , we define βˆ := (β
FA
N ,0,0, . . . ,0)∈RN
′
, that is
obtained by appending N ′−N zeros to βFAN . This vector is trivially a feasible solution to FALP(N′)
and has the same (1, ν)-norm deviation from V ∗ as β
FA
N . Moreover, by Lemma 1 in (De Farias and
Van Roy 2003), FALP is equivalent to (3), that is, FALP minimizes the (1, ν)-norm distance between
its VFA and V ∗. Thus, it follows that
∥∥V ∗−V (βFA
N′ )
∥∥
1,ν ≤
∥∥V ∗−V (βˆ)∥∥1,ν = ∥∥V ∗−V (βFAN )∥∥1,ν .
Part (iii). Consider Part (ii) of Lemma EC.2 that ensures (β
FEAS
0 −Γε,βFEAS1 , . . . , βFEASN ) is a feasible
solution to FALP(N) with a probability of at least 1 − δ if N ≥ Nε. Let {θ1, . . . , θN} be any N
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independent and identical samples from ρ defining function V (βFEAS)−Γε corresponding to vector
(β
FEAS
0 −Γε,βFEAS1 , . . . , βFEASN ). Mapping L : ΘN 7→R defined as
L(θ1, . . . , θN) := Eν
[
V
FE− (V (βFEAS)−Γε)] = Γε+Eν[〈bFE,ϕ(s)〉− N∑
i=1
β
FEAS
i ϕ(s;θi)
]
, (EC.4)
has important properties. First, it satisfies
Eρ[L(θ1, . . . , θN)] = Γε+Eν
[〈
b
FE
,ϕ(s)
〉−Eρ[ N∑
i=1
β
FEAS
i ϕ(s;θi)
]]
= Γε+Eν
[〈
b
FE
,ϕ(s)
〉− N∑
i=1
Eρ
[
b
FE
(θi)
Nρ(θi)
ϕ(s;θi)
]]
= Γε+Eν
[〈
b
FE
,ϕ(s)
〉− 1
N
N∑
i=1
∫
Θ
b
FE
(θ)
ρ(θ)
ϕ(s;θ)ρ(θ)dθ
]]
= Γε,
where the second equality is obtained using the definition of βFEAS, the third one holds since the θi’s
are independent and identical samples, and the last one follows from the definition of
〈
b
FE
,ϕ(s)
〉
.
Second, for any `∈ {1,2, . . . ,N} and parameter θˆ` ∈Θ, the function L(·) has the following property:
sup
θ1,...,θN ,θˆ`
∣∣∣L(θ1, . . . , θ`, . . . , θN)−L(θ1, . . . , θˆ`, . . . , θN)∣∣∣= sup
θ`,θˆ`
∣∣∣βFEAS` Eν [ϕ(s;θ`)]−βFEAS` Eν [ϕ(s; θˆ`)]∣∣∣
≤ 2 sup
θ`
∣∣βFEAS` ∣∣
= 2sup
θ
∣∣∣∣ bFE(θ)Nρ(θ)
∣∣∣∣
≤ 2
N
∥∥bFE∥∥∞,ρ.
The first equality follows from the fact that the two points (θ1, . . . , θ`, . . . , θN) and (θ1, . . . , θˆ`, . . . , θN)
only differ in their `th components. The first inequality is obtained using ‖ϕ¯‖∞ ≤ 1 (please see
Assumption 2), the second equality follows from the definition of β
FEAS
` in Definition EC.1, and the
last inequality is based on the definition of
∥∥bFE∥∥∞,ρ. Given ε¯ > 0, these two properties of L(·) and
an application of McDiarmid’s inequality (see, e.g., Theorem D.3 in Mohri et al. 2012) to function
L(·) give us
Pr
(
L(θ1, . . . , θN)−Eρ[L(θ1, . . . , θN)]≥ ε¯
)
= Pr
(
Γε+Eν
[〈
b
FE
,ϕ(s)
〉− N∑
i=1
β
FEAS
i ϕ(s;θi)
]
−Γε≥ ε¯
)
= Pr
(
Eν
[〈
b
FE
,ϕ(s)
〉− N∑
i=1
β
FEAS
i ϕ(s;θi)
]
≥ ε¯
)
≤ exp
(
−Nε¯2
2
∥∥bFE∥∥2∞,ρ
)
,
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where Pr(·) denotes the probability over the samples (θ1, . . . , θN) drawn from ρ. If we set the right-
hand-side of the above inequality to δ and solve for ε¯, then with a probability of at least 1− δ, it
holds that
Eν
[〈
b
FE
,ϕ(s)
〉− N∑
i=0
β
FEAS
i ϕ(s;θi)
]
≤
∥∥bFE∥∥∞,ρ
√
2 ln
(1
δ
)/√
N ≤ ∆δε
/(
Ω + ∆δ
)
(EC.5)
where the second inequality follows from our choice of N ≥ Nε and the definition of ∆δ. Using
(EC.4), (EC.5), and the definition of Γ, we obtain
Eν
[
V
FE− (V (βFEAS)−Γε)]= Γε+Eν[〈bFE,ϕ(s)〉− N∑
i=1
β
FEAS
i ϕ(s;θi)
]
≤ Γε+ ∆δε/ (Ω + ∆δ) (EC.6)
≤ 2ε
(1− γ) ·
(
(1 + γ)Ω + 2∆δ
2(Ω + ∆δ)
)
,
which holds with a probability of at least 1−δ. Let λ := ((1 + γ)Ω + 2∆δ)/2(Ω + ∆δ). Then choosing
ε as ε
λ
in Part (ii) of Lemma EC.2 indicates that for any
N ≥Nε/λ =
⌈
ε−2
∥∥bFE∥∥2∞,ρ ((1 + γ)2 Ω + ∆δ
)2⌉
,
the vector (β
FEAS
0 − Γελ , β
FEAS
1 , . . . , β
FEAS
N ) is feasible to FALP(N) with a probability of at least 1− δ.
In addition, following the exact same steps as in (EC.6) we get Eν
[
V FE− (V (βFEAS)− Γε
λ
)
]≤ 2ε
(1−γ) .
Hence, ∥∥V ∗−V (βFAN )∥∥1,ν =Eν[V ∗+V FE−V FE−V (βFAN )]
=Eν
[
V ∗−V FE] +Eν
[
V
FE−V (βFAN )]
≤ 2ε
(1− γ) +Eν
[
V
FE−
(
V (βFEAS)− Γε
λ
)]
≤ 4ε
(1− γ) ,
(EC.7)
with a probability of at least 1− δ, where we used Lemma EC.1 to derive the first equality and
Part (ii) of Proposition 1 and the optimality of to β
FA
N to FALP(N) to derive the first inequality.

Proof of Proposition 2. Given τ > 0, to prove this proposition, we show that τ ∗ becomes
smaller than τ in a finite number of iterations with high probability. To do so, we bound the terms
LB(βLB) and PC(βUB) used in the definition of τ ∗ from below and above, respectively, and show
that the ratio LB(βLB)/PC(βUB) can get arbitrarily close to one when N is sufficiently large.
Finding a lower bound on LB(βLB): Since we set M(N) to FALP(N) in Algorithm 1, vector
βN in this algorithm equals β
FA
N . For a given N , define S ′ := {s ∈ S : ν(s) = 0} ⊆ S, S ′′ := {s ∈
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S : |µχ(s;βN)| = ∞} ⊆ S, S0 := S ′ ∪ S ′′, W1 := sups∈S\S0
{
µχ(s;βN)/ν(s)
} ∈ (0,∞), and W2 :=
sups∈S\S′
{
χ(s)/ν(s)
}∈ (0,∞). By our assumptions on ν and µχ(βN), the sets S ′, S ′′, and S0 have
zero measure. Then, when N ≥
⌈
ε−2
∥∥bFE∥∥2∞,ρ ( (1+γ)2 Ω + ∆δ)2
⌉
, we can write
Eχ[V ∗]−Eχ
[
V (β
FA
N )
]
=
∫
S
(
V ∗(s)−V (s;βFAN )
)
χ(ds)
=
∫
S\S′
(
V ∗(s)−V (s;βFAN )
)χ(s)
ν(s)
ν(ds)
≤W2
∥∥V ∗−V (βFAN )∥∥1,ν
≤ 4W2ε
(1− γ) ,
where the second equality is valid since S ′ is a zero-measure set; the first inequality holds since V ∗
is a pointwise upper bound on V (β
FA
N ) by Lemma EC.1 given V (β
FA
N ) is continuous and feasible to
constraints (2); and the second inequality holds for the choice of N with a probability of at least
1− δ by Part (iii) of Theorem 1. Using the above inequalities, with the same probability, it holds
that
LB(βLB)≥ LB(βN) = LB(β
FA
N ) =Eχ
[
V (β
FA
N )
]≥Eχ[V ∗]− 4W2ε
(1− γ) , (EC.8)
where the first inequality follows from Step (iv) of Algorithm 1 which indicates that LB(βLB) is
always the largest lower bound.
Finding an upper bound on UB(βUB): We can write for N ≥
⌈
ε−2
∥∥bFE∥∥2∞,ρ ( (1+γ)2 Ω + ∆δ)2
⌉
that ∥∥V ∗−V (βFAN )∥∥µχ(βFAN ) =
∫
S
∣∣∣V ∗(s)−V (βFAN )∣∣∣µχ(s;βFAN )ds
=
∫
S\S0
∣∣∣V ∗(s)−V (βFAN )∣∣∣µχ(s;βFAN )ν(s) ν(ds)
≤ sup
s∈S\S0
{
µχ(s;β
FA
N )
ν(s)
} ∥∥V ∗−V (βFAN )∥∥1,ν
≤ 4W1ε
(1− γ) ,
where the second equality is valid since S0 is a zero-measure set and the second inequality holds for
the chosen N with a probability of at least 1− δ by Part (iii) of Theorem 1. Utilizing Proposition
3 in §3.1 and the definition of PC(·) in §2.1, with the same probability, we obtain
PC(β
FA
N )−Eχ[V ∗] =
∥∥PC(·;pig(βFAN ))−V ∗(·)∥∥1,χ ≤ ‖V (β
FA
N )−V ∗‖1,µχ(βFAN )
1− γ ≤
4W1ε
(1− γ)2 .
Therefore,
PC(βUB)≤PC(βN) = PC(β
FA
N )≤Eχ
[
V ∗
]
+
4W1ε
(1− γ)2 , (EC.9)
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where the first inequality follows from Step (v) in Algorithm 1 which guarantees that PC(βUB) is
always the smallest upper bound. Using (EC.8) and (EC.9), we obtain
τ ∗ = 1− LB(β
LB)
PC(βUB)
≤ 1−
[(
Eχ [V ∗]− 4W2ε
(1− γ)
)/(
Eχ [V ∗] +
4W1ε
(1− γ)2
)]
≤ 4(W1 + (1− γ)W2)
(1− γ)2Eχ[V ∗] ε,
which holds with a probability of at least 1− δ. For W3 := (1− γ)2Eχ[V ∗]/4(W1 + (1− γ)W2), if we
choose ε <W3τ , then for
N > Nτ =
⌈
τ−2W−23
∥∥bFE∥∥2∞,ρ ((1 + γ)2 Ω + ∆δ
)2⌉
,
we have τ ∗ < τ and Algorithm 1 terminates with a probability of at least 1− δ in d(Nτ + 1)/Be
iterations. Notice that we used Part (iii) of Theorem 1 to obtain Nτ by replacing ε with W3τ . 
EC.1.4. Proofs of Statements in §4
Proof of Proposition 4. Any VFA in the set {V (·;βFGmB) :m= 1,2, . . . , n} is a continuous func-
tion because of the Lipschitz continuity of ϕ¯ in Assumption 2. Moreover, each function V (·;βFGmB) is
feasbile to the constraints (2) since each vector β
FG
mB is feasible to the constraints (6) of FGLP(mB).
As a result of these two observations, Lemma EC.1 guarantees V (s;β
FG
mB)≤ V ∗(s) for m= 1,2, . . . , n
and s ∈ S. In addition, the constraints (7) in FGLP indicate that V (·;βFGmB) ≤ V (·;β
FG
(m+1)B
) for
m= 1,2, . . . , n− 1. 
The rest of this section is devoted to our projection-based sampling bound for FGLP in Theorem
2. Our analysis is based on a known projection in the space of (2,ρ) integrable functions, which is
formalized in Lemma EC.3.
Lemma EC.3 (Example 4.5 in Rudin 1987). Define the space of (2,ρ) integrable functions
B with its associated inner product 〈·, ·〉
ρ
and norm ‖·‖22,ρ :=
〈·, ·〉
ρ
as
B := {b : Θ 7→R∣∣‖b‖2,ρ <∞} and 〈b,b′〉ρ := ∫
Θ
b(θ) b′(θ)
ρ(θ)
dθ for b,b′ ∈B.
Then, the space B equipped with inner product 〈·, ·〉
ρ
form a Hilbert space.
Definition EC.2 below models coefficients of functions (excluding the intercept) in space Wα(ΦN)
and connects such a space to the Hilbert space B. Lemma EC.4 uses this definition to set up our
orthogonal projection.
Definition EC.2. Given N samples {θ1, . . . , θN} and α∈
(
0,mini6=j‖θi− θj‖2
)
, we define
Bα,N ≡Bα(ΦN) :=
{
b∈B
∣∣∣ ∃(β1, . . . , βN) and b(θ) = N∑
i=1
βiφi,α(θ)
}
,
and let Bα,N and B
⊥
α,N to be the closure of Bα,N and the perpendicular complement of Bα,N ,
respectively. In particular,
B⊥α,N :=
{
b∈B
∣∣∣〈b,b′〉
ρ
= 0, ∀b′ ∈Bα,N
}
.
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Lemma EC.4. Let α∈ (0,mini6=j‖θi− θj‖2). For a given ε > 0, fix a feasible solution (bε0,bε) to
FELP satisfying
∥∥V ∗−V ε∥∥∞ ≤ 2ε/(1− γ), where V ε(·) = bε0 + 〈bε,ϕ(·)〉 ∈ RC(ϕ,ρ). Then there
exist b
ε
α ∈Bα,N and
⊥
b
ε
α ∈B
⊥
α,N such that (i) the function b
ε
admits the decomposition b
ε
= b
ε
α +
⊥
b
ε
α;
(ii) the Pythagorean identity
∥∥bε∥∥2,ρ = ∥∥bεα∥∥2,ρ + ∥∥⊥bεα∥∥2,ρ holds; (iii) the norms ∥∥bεα∥∥∞,ρ and∥∥⊥bεα∥∥∞,ρ are finite; and (iv) V ε = V εα + ⊥V εα where
V
ε
α (·) := bε0 +
〈
b
ε
α,ϕ(·)
〉
and
⊥
V
ε
α(·) :=
〈⊥
b
ε
α,ϕ(·)
〉
.
Proof. The required FELP feasible solution (bε0,b
ε
) exists by Part (i) of Proposition 1. Clearly∥∥bε∥∥∞,ρ ≤C since bε is feasible to FELP. Thus, from the inequalities,∥∥bε∥∥22,ρ = ∫
Θ
b
ε
(θ)2
ρ(θ)
dθ =
∫
Θ
(
b
ε
(θ)
ρ(θ)
)2
ρ(dθ) ≤
∫
Θ
(
sup
θ
∣∣∣∣bε(θ)ρ(θ)
∣∣∣∣)2ρ(dθ) ≤ ∥∥bε∥∥2∞,ρ,
we have
∥∥bε∥∥2,ρ ≤ ∥∥bε∥∥∞,ρ <∞ which shows bε ∈B. It is straightforward to see that Bα,N is a closed
linear subspace of B. Leveraging the orthogonal projection in Hilbert spaces (see, e.g., Theorem
5.24 in Folland 1999), we can decompose Hilbert space B into elements Bα,N and B
⊥
α,N . Therefore,
given b
ε ∈B, there exist b1 ∈Bα,N and b2 ∈B
⊥
α,N such that b
ε
= b1 + b2. Since two components b1
and b2 are orthogonal in Hilbert space B (see Lemma EC.3), they satisfy the Pythagorean identity∥∥bε∥∥2,ρ = ∥∥b1∥∥2,ρ + ∥∥b2∥∥2,ρ (i.e., Theorem 5.23 in Folland 1999). We next show that weighting
functions b
ε
α and
⊥
b
ε
α with finite (∞, ρ)-norms can be constructed using b1 and b2, respectively, such
that b
ε
= b
ε
α +
⊥
b
ε
α. Let Θ1 :=
{
θ ∈Θ : |b1(θ)|=∞
}
and Θ2 :=
{
θ ∈Θ : |b2(θ)|=∞
}
. If these sets are
empty, then we can set b
ε
α = b1 and
⊥
b
ε
α = b2. Otherwise, we show they are both zero-measure sets.
By contradiction, assume that at least one of them is not a zero-measure set. Then,
‖b1‖2,ρ + ‖b2‖2,ρ =
∫
Θ1
(b1(θ))
2
ρ(θ)
dθ+
∫
Θ\Θ1
(b1(θ))
2
ρ(θ)
dθ+
∫
Θ2
(b2(θ))
2
ρ(θ)
dθ+
∫
Θ\Θ2
(b2(θ))
2
ρ(θ)
dθ
≥
∫
Θ1
(b1(θ))
2
ρ(θ)
dθ+
∫
Θ2
(b2(θ))
2
ρ(θ)
dθ=∞ (EC.10)
which is a contradiction with ‖b1‖2,ρ + ‖b2‖2,ρ = ‖bε‖2,ρ ≤ ‖bε‖∞,ρ ≤ CUρ <∞. Further, Θ1 must
equal Θ2 since otherwise for any θˆ ∈ Θ1\Θ2 (or θˆ ∈ Θ2\Θ1), we get bε(θˆ) = b1(θˆ) + b2(θˆ) =∞,
which contradicts b
ε
(θˆ) ≤ CUρ. To guarantee bεα and
⊥
b
ε
α have finite (∞, ρ)-norms, we construct
them as follows:
b
ε
α(θ) :=
{
b1(θ) if θ ∈Θ\Θ1;
b
ε
(θ)/2 if θ ∈Θ1;
and
⊥
b
ε
α(θ) :=
{
b2(θ) if θ ∈Θ\Θ1;
b
ε
(θ)/2 if θ ∈Θ1.
(EC.11)
Since ‖bε‖ρ,∞ is finite, both
∥∥bεα∥∥ρ,∞ and ∥∥⊥bεα∥∥ρ,∞ are finite by definition. In addition, it can
be easily verified that the Pythagorean identity ‖bεα‖2,ρ + ‖
⊥
b
ε
α‖2,ρ = ‖bε‖2,ρ and the equation
b
ε
(θ) = b
ε
α(θ) +
⊥
b
ε
α(θ) hold. Replacing b
ε
with b
ε
α +
⊥
b
ε
α in the definition of V
ε = bε0 +
〈
b
ε
,ϕ(s)
〉
, we
obtain the decomposition V ε = V εα +
⊥
V εα. 
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Lemmas EC.5 and EC.6 show that the orthogonal functions V εα and
⊥
V εα can be approximated
using finite random samples θ from ρ.
Lemma EC.5. Given ξ > 0 and α∈ (0,mini6=j‖θi− θj‖2), there is a function VN ∈W(ΦN) such
that ∥∥V εα −VN∥∥∞ ≤ √Uρξ+α√NUρLϕ (diam(S) + 1) (‖bε‖2,ρ + ξ) (EC.12)
where V εα (·) = bε0 +
〈
b
ε
α,ϕ(·)
〉
is defined in Lemma EC.4.
Proof. Since b
ε
α ∈ Bα,N , there is a weighting function bα ∈ Bα,N such that ‖b
ε
α− bα‖2,ρ ≤ ξ. Let
Vα(·) := bε0 +
〈
bα,ϕ(·)
〉
. For all s∈ S, we have
(
Vα(s)−V εα (s)
)2
=
(∫
Θ
(
bα(θ)− bεα(θ)
)
ϕ(s;θ)dθ
)2
≤
∫
Θ
(
bα(θ)− bεα(θ)
)2
(ϕ(s;θ))2 dθ
≤
∫
Θ
Uρ
ρ(θ)
(
bα(θ)− bεα(θ)
)2
dθ
=Uρ‖bεα− bα‖
2
2,ρ,
where the first inequality holds by the Jensen’s inequality and the second one follows from
ρ(θ)≤Uρ for all θ ∈Θ and the fact that ‖ϕ¯‖∞ ≤ 1 by Assumption 2. Hence, we have∥∥Vα−V εα ∥∥∞ ≤ √Uρ‖bεα− bα‖2,ρ ≤ √Uρξ. (EC.13)
Since bα ∈ Bα,N , it can be written as bα(θ) =
∑N
i=1 βiφi,α(θ) for some real-valued coeffi-
cients β1, . . . , βN and the function Vα(·) := bε0 +
〈
bα,ϕ(·)
〉
belongs to Wα(ΦN). Define VN(·) :=
bε0 +
∑N
i=1 βiϕ(·;θi). We next show that ‖VN −Vα‖∞ is bounded. Consider the inequalities
|ϕ(s;θ)−ϕ(s;θi)|=
∣∣ϕ¯(〈(1, s), θ〉)− ϕ¯(〈(1, s), θi〉)∣∣
≤ Lϕ‖(1, s)‖2‖θ− θi‖2
≤ Lϕ(diam(S) + 1)‖θ− θi‖2,
where the equality follows from the definition of ϕ in Assumption 2 and the first inequality is
obtained by the Lipschitz continuity of ϕ¯ and the Ho¨lder’s inequality. Then, for all i= 1,2, . . . ,N ,
θ ∈Θ, and s∈ S we have
βi
ziα
ρ(θ)1
{‖θ− θi‖2 ≤ α}ϕ(s;θ) ≤ βiziαρ(θ)1{‖θ− θi‖2 ≤ α}ϕ(s;θi)
+
∣∣∣∣βiziα
∣∣∣∣ρ(θ)1{‖θ− θi‖2 ≤ α}Lϕ(diam(S) + 1)‖θ− θi‖2.
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Summing the above inequality over samples θi, integrating over θ, and adding intercept b
ε
0 leads to,
Vα(s) = b
ε
0 +
∫
Θ
N∑
i=1
βi
ziα
ρ(θ)1
{‖θ− θi‖2 ≤ α}ϕ(s;θ)dθ
≤ bε0 +
N∑
i=1
βi
ziα
ϕ(s;θi)
∫
Θ
ρ(θ)1
{‖θ− θi‖2 ≤ α}dθ +
Lϕ(diam(S) + 1)
(
N∑
i=1
∣∣∣∣βiziα
∣∣∣∣ ∫
Θ
ρ(θ)1
{‖θ− θi‖2 ≤ α}‖θ− θi‖2 dθ
)
≤ bε0 +
N∑
i=1
βiϕ(s;θi) + Lϕ(diam(S) + 1)α
N∑
i=1
∣∣∣∣βiziα
∣∣∣∣ ∫
Θ
ρ(θ)1
{‖θ− θi‖2 ≤ α}dθ
= VN(s) + Lϕ(diam(S) + 1)α
N∑
i=1
|βi|,
where the second inequality derived using the inequality ‖θ− θi‖2 ≤ α that holds for all θ in
the α-ball Ui(α) := {θ ∈ Θ : ‖θ− θi‖2 ≤ α} around sample θi with i ∈ {1,2, . . . ,N}, and the
second equality follows from definition of ziα in §4.2. Similarly, one can bound Vα from below as
Vα(s)≥ VN(s)−Lϕ(diam(S) + 1)α
∑N
i=1 |βi| for all s∈ S. This indicates that∥∥Vα−VN∥∥∞ ≤ Lϕ(diam(S) + 1)α N∑
i=1
|βi| . (EC.14)
We next find an α-independent upper bound on the term
∑N
i=1 |βi|. Notice that for θ ∈ U :=⋃N
i=1Ui(α), there is exactly one index i ∈ {1,2, . . . ,N} such that 1
{‖θ− θi‖2 ≤ α}= 1, and for all
θ ∈Θ\U , it holds that 1{‖θ− θi‖2 ≤ α}= 0 for all i∈ {1,2, . . . ,N}. Thus, we can write∥∥bα∥∥22,ρ = ∫
Θ
1
ρ(θ)
( N∑
i=1
βi
ziα
ρ(θ)1
{‖θ− θi‖2 ≤ α})2 dθ
≥ 1
Uρ
∫
Θ
( N∑
i=1
βi
ziα
ρ(θ)1
{‖θ− θi‖2 ≤ α})2 dθ
=
1
Uρ
∫
U
( N∑
i=1
βi
ziα
ρ(θ)1
{‖θ− θi‖2 ≤ α})2 dθ
=
1
Uρ
N∑
k=1
∫
Uk(α)
( N∑
i=1
βi
ziα
ρ(θ)1
{‖θ− θi‖2 ≤ α}dθ)2 (EC.15)
=
1
Uρ
N∑
k=1
(
βk
zkα
)2 ∫
Uk(α)
(
1
{‖θ− θk‖2 ≤ α}ρ(dθ))2
≥ 1
Uρ
N∑
k=1
(
βk
zkα
)2(∫
Uk(α)
1
{‖θ− θk‖2 ≤ α}ρ(dθ))2
=
1
Uρ
N∑
k=1
(
βk
zkα
)2(∫
Θ
1
{‖θ− θk‖2 ≤ α}ρ(dθ))2
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=
1
Uρ
N∑
k=1
(βk)
2,
where the first inequality above is valid since ρ(θ)≤Uρ for all θ ∈Θ by Assumption 2; the second
equality is valid since all indicator functions take zero value for θ ∈ Θ\U ; the third equality is
followed by the definition of U and the fact that Uk are mutually exclusive; the fourth equality
follows from 1
{‖θ− θk‖2 ≤ α}= 0 that holds for all θ ∈Θ\Uk; the second inequality is obtained by
the Jensen’s inequality; the last equality is valid via the definition of zkα. Using ‖b
ε
α− bα‖2,ρ ≤ ξ,
(EC.15), and ‖β‖1 ≤
√
N‖β‖2 for β ∈RN , we have
N∑
i=1
∣∣βi∣∣≤√N[ N∑
i=1
(βi)
2
]1/2
≤√NUρ∥∥bα∥∥2,ρ ≤√NUρ(∥∥bεα∥∥2,ρ + ξ)≤√NUρ(∥∥bε∥∥2,ρ + ξ), (EC.16)
where the last inequality follows from the Pythagorean identity in Lemma EC.4. Using the
inequalities (EC.13), (EC.14) and (EC.16), we obtain ‖V εα −VN‖∞ ≤
∥∥V εα −Vα∥∥∞+‖Vα−VN‖∞ ≤√
Uρξ+α
√
NUρLϕ(diam(S) + 1)(‖bε‖2,ρ + ξ). 
Lemma EC.6. Given ε > 0 and α ∈ (0,mini6=j‖θi− θj‖2), for any H ≥ Hε := ⌈ε−2∥∥bε −
b
ε
α
∥∥2
∞,ρ(Ω + ∆δ)
2
⌉
, there exists a function VH ∈W(ΦH) such that∥∥ ⊥V εα − VH∥∥∞ ≤ ε,
with a probability of at least 1− δ, where
⊥
V εα(·) =
〈⊥
b
ε
α,ϕ(·)
〉
is defined in Lemma EC.4.
Proof. The proof of this lemma is similar to the proof of Lemma EC.2. In particular, consider
⊥
V εα(·) =
〈⊥
b
ε
α,ϕ(·)
〉
defined in Lemma EC.4 where
∥∥⊥bεα∥∥∞,ρ <∞. Theorem 3.2 in Rahimi and Recht
(2008) ensures there exists a function VH ∈W(ΦH), such that
∥∥ ⊥V εα−VH∥∥∞ ≤
∥∥⊥bεα∥∥∞,ρ√
H
(∆δ + Ω) ,
where ∆δ and Ω are defined in §3.1. When H ≥
⌈
ε−2
∥∥⊥bεα∥∥2∞,ρ (∆δ + Ω)2⌉, we can then guarantee∥∥ ⊥V εα−VH∥∥∞ ≤ ε with a probability of at least 1− δ. This inequality also holds for H ≥Hε since
⊥
b
ε
α = b
ε− bεα. 
Remark EC.2. Given α∈ (0,mini 6=j‖θi− θj‖2), norm ∥∥bε− bεα∥∥∞,ρ used in Hε is finite.
Now, we integrate our results in Lemmas EC.5 and EC.6 to prove Theorem 2.
Proof of Theorem 2. Consider (bε0,b
ε
) given in Part (i) of Proposition 1 and its corresponding
function V ε. Using Lemma EC.4, we can decompose V ε as V ε = V εα +
⊥
V εα. Let V = VN +VH where
VN ∈W(ΦN) and VH ∈W(ΦH) are defined in Lemmas EC.5 and EC.6, respectively. In addition,
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assume β = (β0, β1, . . . , βN+H) are the coefficients defining V . We observe that V ∈W(ΦN ∪ΦH).
When H ≥Hε/3 (we use ε/3 in lieu of ε in Lemma EC.6), with a probability of at least 1−δ, we have∥∥V ε−V ∥∥∞ = ∥∥V εα + ⊥V εα− (VN +VH)∥∥∞
≤
∥∥V εα −VN∥∥∞+∥∥ ⊥V εα−VH∥∥∞
≤ √Uρξ+α√NUρLϕ(diam(S) + 1)(‖bεα‖2,ρ + ξ)+ ε3
≤ ξ√Uρ(1 + ε
Ω′
Lϕ(diam(S) + 1)
)
+ ε
(1
3
+
√
Uρ
Ω′
Lϕ(diam(S) + 1)‖bεα‖2,ρ
)
≤ ε
(EC.17)
where the third inequality follows from the choice of α in Theorem 2 and the last one from
the definition of Ω′ in §4.2 and choosing ξ ∈
(
0, ε
3
√
Uρ(1+εLϕ(diam(S)+1)/Ω′)
]
. Consider the vector
β′ = (β0 − Γε,β1, . . . , βN+H). This vector is feasible to constraints (6) of FGLP(N+H) with a
probability of at least 1− δ since it holds that
(1− γ)(β0−Γε)+N+H∑
i=1
βi
(
ϕ(s;θi)− γE[ϕ(s′;θi)|s, a]
)
= V (s)− ε− γE[V (s′) + ε∣∣s, a]
≤ V ε(s)− γE[V ε(s′)|s, a]
≤ c(s, a),
for all (s, a) ∈ S ×As where the first inequality follows from (EC.17) and the last one from the
feasibility of (b
FE
0 ,b
FE
) to FELP. Also, with a probability of at least 1− δ, the vector β′ violates
constraints (7) of FGLP(N+H) by at most
4ε
(1+γ)
. In particular, with a probability of at least 1− δ,
Part (i) of Proposition 1 and Lemma EC.1 guarantee that
V (s;β
FG
N )≤ V ∗(s)≤ V ε(s)+
2ε
1− γ ≤ (V (s)−Γε)+ε(1+Γ)+
2ε
(1− γ) = V (s;β
′)+
4ε
(1− γ) . (EC.18)
In (EC.18), we used inequality (EC.17) to derive ‖V ∗− (V −Γε)‖∞ ≤ ‖V ∗−V ‖∞+ Γε≤ (1 + Γ)ε
and V (s;β′) = V (s) − Γε. In addition, (EC.18) together with the fact that V ∗ is a pointwise
upper bound on V (β′) (by Lemma EC.1) ensure that
∥∥V ∗−V (β′)∥∥∞ ≤ 4ε(1−γ) which holds with a
probability of at least 1− δ when H ≥Hε/3 =
⌈
9ε−2
∥∥bε− bεα∥∥2∞,ρ (Ω + ∆δ)2⌉. 
EC.2. Addendum to §3.1: Constant factor in FALP sampling bound
In this section, we derive an FALP sampling bound without using the property that its VFA is
a pointwise lower bound on V ∗, which makes apparent the sharper constant that we obtain in
Part (iii) of Theorem 1 by using this FALP VFA property. Proposition EC.1 leverages Part (ii) of
Lemma EC.2 alone to establish a sampling bound for FALP.
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Proposition EC.1. Fix ε > 0 and δ ∈ (0,1]. Then for any N ≥ Nε, where Nε is defined in
(EC.1), and any optimal solution β
FA
N to FALP(N), it holds that∥∥V ∗−V (βFAN )∥∥1,ν ≤ 4ε(1− γ)
with a probability of at least 1− δ.
Proof. Part (ii) of Lemma EC.2 ensures that vector (β
FEAS
0 − Γε,βFEAS1 , . . . , βFEASN ) for N ≥ Nε,
is feasible to FALP(N) with a probability of at least 1− δ and
∥∥V FE− (V (βFEAS)−Γε)∥∥∞ ≤ 2ε/(1−γ)
with the same probability. Using Part (ii) of Proposition 1, it holds that
∥∥V ∗−V (βFAN )∥∥1,ν ≤ ∥∥V ∗−V FE∥∥1,ν +∥∥V FE−V (βFAN )∥∥1,ν
≤ 2ε
(1− γ) +
∥∥V FE− (V (βFEAS)−Γε)∥∥
1,ν
(EC.19)
≤ 4ε
(1− γ)
with a probability of at least 1 − δ, where the second inequality is valid since (βFEAS0 −
Γε,β
FEAS
1 , . . . , β
FEAS
N ) and β
FA
N are feasible and optimal to FALP(N), respectively, and the last
inequality follows from
∥∥V FE− (V (βFEAS)−Γε)∥∥
1,ν
≤ ∥∥V FE− (V (βFEAS)−Γε)∥∥∞ ≤ 2ε/(1− γ). 
The sampling bound in Proposition EC.1 minus the sampling bound in Part (iii) of Theorem
1 equals
ε−2
∥∥bFE∥∥2∞,ρ (1− γ)Ω2
(
3 + γ
2
Ω + 2∆δ
)
.
In other words, the latter bound is tighter than the former one. This tightening is because we
leveraged that V ∗ is a state-wise upper bound on any continuous function satisfying constraints
(2) when obtaining the inequalities (EC.7) in the proof of Part (iii) of Theorem 1. In contrast, this
property is not used in the analogous inequalities (EC.19) in Proposition EC.1, where we directly
employ the results in Part (ii) of Lemma EC.2.
EC.3. Addendum to §4.2: Applying FALP sampling analysis to FGLP
In this section, we show that the direct application of the FALP sampling bound analysis to FGLP
leads to a sampling bound that is weak and does not account for the quality of the self-guiding
constraints in an insightful manner. To directly apply the analysis used for FALP to FGLP, we
require that V (s;β
FG
N ) is κN far from to V
∗(s), that is, mins∈S |V ∗(s)− V (s;βFGN )| ≥ κN > 0. The
positivity of κN may not be true when V
∗(sˆ) = V (sˆ;β
FG
N ) for a state sˆ∈ S. This is thus a restrictive
assumption. Proposition EC.2 states a bound on the number of samples M that follows directly
from Proposition EC.1 and is analogous to the number of samples N +H in §4.2.
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Proposition EC.2. Suppose we have an optimal solution β
FG
N to FGLP(N) such that κN > 0.
Given ε > 0 and δ ∈ (0,1], if
M ≥
⌈
min{ε,κN}−2
( 4
1− γ
)2 ∥∥bFE∥∥2∞,ρ(Ω + ∆δ)2⌉,
then any optimal solution β
FG
M to FGLP(M) satisfies∥∥V ∗−V (βFGM )∥∥1,ν ≤min{ε,κN},
with a probability of at least 1− δ.
Proof. Let ε′ = (1− γ)min{ε,κN}/4. Using Part (ii) of Lemma EC.2 with the choice of ε set to
ε′, we have that for any
M ≥Nε′ =
⌈
min{ε,κN}−2
( 4
1− γ
)2 ∥∥bFE∥∥2∞,ρ(Ω + ∆δ)2⌉,
vector (β
FEAS
0 −Γε′, βFEAS1 , . . . , βFEASM ) is feasible to FALP(M) and satisfies
∥∥V FE−(V (βFEAS)−Γε′)∥∥∞ ≤
2ε′/(1−γ) with a probability of at least 1− δ. Next, by leveraging Part (ii) of Proposition 1 with ε
chosen as ε′, we can write∥∥V ∗− (V (βFEAS)−Γε′)∥∥∞ ≤ 2ε′(1− γ) +∥∥V FE− (V (βFEAS)−Γε′)∥∥∞ ≤ 4ε′(1− γ) = min{ε,κN} ≤ κN,
which holds with a probability of at least 1− δ. Thus, for all s ∈ S, we obtain V (s;βFEAS)−Γε′ ≥
V ∗(s)− κN, and from the definition of κN, we have V ∗(s)− κN ≥ V (s;βFGN ). Hence, for all s ∈ S, it
holds that
V (s;βFEAS)−Γε′ ≥ V ∗(s)−κN ≥ V (s;βFGN ), (EC.20)
with a probability of at least 1 − δ. This shows that for M ≥ Nε′ , the vector (βFEAS0 −
Γε′, βFEAS1 , . . . , β
FEAS
M ) is feasible to constraints (7) and (6) of FGLP(M) and it satisfies
∥∥V ∗ −(
V (βFEAS) − Γε′)∥∥∞ ≤ min{ε,κN}, where these statements hold with probability at least 1 − δ.
Therefore, with the same probability, an optimal FGLP solution β
FG
M has a smaller (1, ν) difference
with respect to V ∗, that is, we have∥∥V ∗−V (βFGM )∥∥1,ν ≤ ∥∥V ∗− (V (βFEAS)−Γε)∥∥1,ν ≤ ∥∥V ∗− (V (βFEAS)−Γε)∥∥∞ ≤min{κN, ε}.

The sampling lower bound in Proposition EC.2 is similar to the FALP bound but has two key
differences: (i) it has an additional constant (4/(1−γ))2 and (ii) ε is replaced by min{κN, ε}. The
additional constant (4/(1−γ))2 stems from constructing in inequality (EC.20) a feasible solution to
the self-guiding constraints. The intuition behind replacement of ε by min{κN, ε} is as follows. We
assumed that mins∈S |V ∗(s)− V (s;βFGN )| ≥ κN, that is, V (s;β
FG
N ) is below V
∗ by at least κN at all
states. Therefore, a conservative approach to satisfy the self-guiding constraints is to sample suffi-
ciently many random basis functions such that V (s;β
FG
M ) is within min{κN, ε} of V ∗(s) at all states.
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EC.4. Deterministic and Average-Cost Semi-MDPs
In this section, we discuss how our results for discounted-cost MDPs can be adapted to determin-
istic and average-cost semi-MDPs. Consider the average-cost linear program (11)-(12) and our
bias function approximation in equation (13). Suppose B denotes the sampling batch size. For a
number of sampled random basis functions N ≥ 2B, the average-cost analogue of FGLP(N) is
sup
η′,β
η′
η′T (s, a) +
J∑
j=1
β1,j(s
′
j − sj) +
N∑
i=1
β2,i
(
ϕ(s′;θi)−ϕ(s;θi)
) ≤ c(s, a), ∀(s, a)∈ S ×As,
β0−
J∑
j=1
β1,jsj −
N∑
i=1
β2,iϕ(s;θj) ≥ u(s;βFG-ACN−B ), ∀s∈ S.
where vector (ηFG-AC,β
FG-AC
N−B ) is an optimal solution to FGLP(N−B) and u(·;βFG-ACN−B ) =−∞ for N =B.
Indeed, the analogue of FALP(N) can be obtained by removing the second set of self-guiding
constraints from the above linear program. The average-cost FALP(N) is thus
sup
η′,β
η′
η′T (s, a) +
J∑
j=1
β1,j(s
′
j − sj) +
N∑
i=1
β2,i
(
ϕ(s′;θi)−ϕ(s;θi)
) ≤ c(s, a), ∀(s, a)∈ S ×As.
For the theoretical results in this section, we require the following assumptions to hold for the
exact linear program and the average-cost FALP. Such assumptions are standard in the literature
(see, e.g., Lemma 4.1 of Klabjan and Adelman 2007).
Assumption EC.2. There is a feasible solution (ηS, uS) to the linear program (11)-(12) such that
ζ := inf
(s,a)∈S×As
{c(s, a)− ηST (s, a)−uS(s) +uS(s′)},
is strictly positive. Moreover, solution uS can be obtained in set R∞(ϕ,ρ).
Assumption EC.3. There is a feasible solution (ηFA-S,βFA-S) to average-cost FALP such that
ζFA := inf
(s,a)∈S×As
{
c(s, a)− ηFA-ST (s, a)−
J∑
j=1
βFA-S1,j (s
′
j − sj)−
N∑
i=1
βFA-S2,i
(
ϕ(s′;θi)−ϕ(s;θi)
)}
,
is strictly positive. Moreover, Assumption 2 holds.
Assumption EC.2 ensures that there is a Slater feasible point (ηS, uS) to the average-cost exact
linear program (11)-(12) such that all of its constraints are strictly satisfied. In addition, uS
belongs to set R∞(ϕ,ρ). Assumption EC.3 assumes a similar Slater condition for average-cost
FALP as well as the standard assumptions on the random basis functions from the main text.
Lemma EC.7 utilizes these Slater points to construct a feasible solution to program (11)-(12)
starting from an ε-feasible solution.
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Lemma EC.7. Given ε > 0, if solution (η,u) is ε-feasible to linear program (11)-(12), then
there is a feasible solution, denoted (ηˆ, uˆ), to this linear program such that
|η− ηˆ| ≤ ε
(ζ + ε)
|η− ηS| and ‖u− uˆ‖∞ ≤
ε
(ζ + ε)
‖u−uS‖∞. (EC.21)
Proof. Let R := ε/ζ+ε ∈ (0,1) and define R′ := 1 − R = ζ/ζ+ε. Since (η,u) is an ε-feasible to
program (11)-(12), we have ηT (s, a) + u(s)− u(s′)≤ c(s, a) + ε for all (s, a) ∈ S ×As. Also, from
the definition of ζ, we have for all (s, a) ∈ S × As that ηST (s, a) + uS(s) − uS(s′) ≤ c(s, a) − ζ.
Convex combination (ηˆ, uˆ) :=
(
RηS +R′η,RuS +R′u
)
fulfills
(
RηS +R′η
)
+
(
RuS(s) +R′u(s)
)− (RuS(s′) +R′u(s′))≤R(c(s, a)− ζ)+R′(c(s, a) + ε)
≤ (R+R′)c(s, a)−Rζ +R′ε
≤ c(s, a)
for all (s, a)∈ S ×As. Thus, (ηˆ, uˆ) is feasible to optimization (11)-(12) and satisfies (EC.21). 
Proposition EC.3 leverages Lemma EC.7 to tailor Part (i) of Proposition 1 to the deterministic
and average-cost semi-MDPs. Let (ηAC, uAC) be an optimal solution to the linear program (11)-(12).
Proposition EC.3. Given ε > 0, there is an intercept ηFE-AC ∈ R and a function uFE-AC(·) =
bFE-AC0 +
〈
bFE-AC,ϕ(·)〉∈R∞(ϕ,ρ) such that (ηFE-AC, uFE-AC) is feasible to optimization (11)-(12) and
|ηAC− ηFE−AC| ≤ ε
ε+ ζ
|ηFE-AC− ηS| and ‖uAC−uFE-AC‖∞ ≤
ε
ε+ ζ
(
ε+ ‖uS−uAC‖∞
)
.
Proof. Since uAC is a continuous function and random basis function ϕ is universal by our
Assumption 2, then Definition 1 guarantees the existence of a finite C ≥ 0 and a function
uˆ ∈RC(ϕ,ρ) such that ‖uAC− uˆ‖∞ ≤ ε. Using the feasibility (optimality) of uAC to linear program
(11)-(12), for all (s, a)∈ S ×As, we have
c(s, a) ≥ ηACT (s, a) +uAC(s)−uAC(s′) ≥ ηACT (s, a) + uˆ(s)− uˆ(s′)− 2ε.
Thus, (ηAC, uˆ) is 2ε-feasible to program (11)-(12). By applying Lemma EC.7 to this 2ε-feasible
solution, we obtain a feasible solution, denoted (ηFE-AC, uFE-AC), to program (11)-(12) that satisfies
|ηAC− ηFE-AC| ≤ ε
ε+ ζ
|ηAC− ηS|,
as well as
‖u−uFE-AC‖∞ ≤
ε
ε+ ζ
‖u−uS‖∞ ≤
ε
ε+ ζ
(
ε+ ‖uS−uAC‖∞
)
,
where the last inequality is obtained using the triangle inequality and the ‖uAC−u‖∞ ≤ ε. Moreover,
it is straightforward to verify that uFE-AC ∈R∞(ϕ,ρ) given that uS ∈R∞(ϕ,ρ) and uˆ∈RC(ϕ,ρ). 
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Proposition EC.4 establishes a sampling bound for the average-cost FALP and extends our
FALP sampling bound for the discounted-cost MDPs reported in Part (iii) of Theorem 1.
Proposition EC.4. Given ε > 0, suppose uFE-AC and bFE-AC follow their definitions in Propo-
sition EC.3 and satisfy the statement of this proposition. Then for δ ∈ (0,1] and N ≥ NACε :=⌈
ε−2
∥∥bFE-AC∥∥2∞,ρ(Ω + ∆δ)2⌉, there is a feasible solution (ηFA-AC,βFA-ACN ) to the average-cost FALP(N)
such that
|ηFE-AC− ηFA-AC| ≤ ε
(ζFA + ε)
|ηFE-AC− ηFA-S|
and ∥∥uFE-AC−u(βFA-AC)∥∥∞ ≤ ε+ ε(ζFA + ε)(ε+ ‖uFE-AC−u(βFA-S)‖∞)
with a probability of 1− δ.
Proof. Similar to Part (i) of Lemma EC.2, we employ Theorem 3.2 of Rahimi and Recht
(2008) to approximate the inner product
〈
bFE-AC,ϕ(·)〉 by sampling N random basis functions.
This theorem ensures there is a function of the form
∑N
i=1 β
′′
i ϕ(s;θi) (e.g., equation (5) in Rahimi
and Recht 2008) such that∥∥∥∥〈bFE-AC,ϕ(s)〉− N∑
i=1
β′′i ϕ(s;θi)
∥∥∥∥
∞
≤ ‖b
FE-AC‖∞,ρ√
N
(Ω + ∆δ)
with a probability of at least 1 − δ. Equivalently, for N ≥ NACε , if we let u′′(s) = bFE-AC0 +∑N
i=1 β
′′
i ϕ(s;θi), then it holds that
∥∥uFE-AC − u′′∥∥∞ ≤ ε with a probability of at least 1− δ. With
the same probability, since (ηFE-AC, uFE-AC) is feasible to optimization (11)-(12), we can write
c(s, a) ≥ ηFE-ACT (s, a) +uFE-AC(s)−uFE-AC(s′)≥ ηFE-ACT (s, a) +u′′(s)−u′′(s′)− 2ε,
which shows that (ηFE-AC, u′′) is 2ε-feasible to optimization (11)-(12). In addition, this shows that
vector (ηFE-AC, β′′1 , . . . , β
′′
N) is feasible to FALP(N) with a probability of at least 1 − δ. Since we
assume there is a Slater point (ηFA-S,βFA-S) for FALP(N), Lemma EC.7 can be adapted to find
a feasible solution (ηFA-AC,βFA-AC) to FALP(N) (as a convex combination of the feasible solutions
(ηFA-S,βFA-S) and (ηFE-AC, β′′1 , . . . , β
′′
N)) such that
|ηFE-AC− ηFA-AC| ≤ ε
(ζFA + ε)
|ηFE-AC− ηFA-S|,
and
‖u′′−u(βFA-AC)‖∞ ≤
ε
(ζFA + ε)
‖u′′−u(βFA-S)‖∞ ≤
ε
(ζFA + ε)
(
ε+ ‖uFE-AC−u(βFA-S)‖∞
)
,
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where the above approximation bound holds with a probability of at least 1− δ. Thus, with the
same probability, if we use the error bound
∥∥uFE-AC− u′′∥∥∞ ≤ ε and the above approximation gap,
we obtain
∥∥uFE-AC−u(βFA-AC)∥∥∞ ≤ ∥∥uFE-AC−u′′∥∥∞+∥∥u′′−u(βFA-AC)∥∥∞ ≤ ε+ ε(ζFA+ε)(ε+ ‖uFE-AC−u(βFA-S)‖∞).

It is possible to combine our results in Proposition EC.4 with the orthogonal projection ideas in
§4 to construct an ε-feasible and ε-optimal solution to the average-cost FGLP. We omit a formal
statement and proof of these results for brevity.
EC.5. Addendum to Computational Study
In §EC.5.1, we elaborate on how we estimate valid lower bounds using a VFA from FALP or
FGLP with sampled constraints in the discounted-cost MDP setting. We followed this procedure
to obtain the bounds reported for the perishable inventory control application in §5.3. In §EC.5.2,
we discuss the implementation details of our constraint generation and greedy policy optimization
to solve the average-cost versions of FALP and FGLP on the GJR application. We also provide
a table with detailed results to supplement the figure in §6.3.
EC.5.1. A Valid Lower Bound Estimate for Constraint-sampled ALPs
This material discusses how ideas in Lin et al. (2019) can be leveraged to estimate a valid lower
bound while using a constraint-sampled version of a generic ALP, and in particular, the FALP
and FGLP models in this paper. For any VFA V (β), we define the function
y(s, a;β) := Eχ[V (β)] +
1
1− γ
(
c(s, a) + γE
[
V (s′;β) | s, a]−V (s;β)),
that encodes the violation of ALP constraints for a given β at a state-action pair (s, a). Suppose
βCS-FAN is an optimal solution of a constraint-sampled FALP(N). We observe that minimizing the
function y(s, a;βCS-FAN ) over state-action pairs corresponds to finding the most violating constraint
in the constraint-sampled FALP(N) with the optimal solution β
CS-FA
N since term Eχ[V (β)] is
independent of the state and action and the term (c(s, a) + γE[V (s′;β)|s, a]−V (s;β))/(1− γ) is
the constraint slack. Thus, if the minimum value of function y(s, a;βCS-FAN ) over state-action pairs
is strictly less than Eχ[V (βCS-FAN )], then β
CS-FA
N violates a constraint of FALP(N). Otherwise, β
CS-FA
N is
feasible to FALP(N). Under mild conditions, function y is Lipschitz with constant Ly > 0.
Lemma EC.8 is directly based on Lemma EC.3 in Lin et al. 2019 and provides a lower bound
on the optimal cost. For a given VFA V (β) and λ ∈ (0,1], we define a measure Y on S ×As as
Y (s, a;β, λ) := exp(−y(s,a;β)/λ).
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Lemma EC.8 (Lemma EC.3, Lin et al. 2019). For all λ ∈ (0,1] and β, we have PC(pi∗)≥
EY
[
y(s, a;β)
]
+λ(Λ + dS×A ln(λ)) where
Λ :=− ln
[
Γ
(
1 +
dS×A
2
) (
RS×As
√
pi
)−dS×A ∫
S×A
d(s, a)
]
−Ly(RS×As + diam(S ×A)),
and dS×A is dS + dA. Function Γ is the standard gamma function, pi is the Archimedes constant,
RS×As > 0 is the radius of the largest ball contained in S ×A, and diam(S ×A) is the diameter
of S ×A.
Given a solution βCS-FAN , Lemma EC.8 suggests that a valid lower bound can be computed by
estimating the expected value EY
[
y(s, a;β)
]
and a constant term. For our numerical experiments
in §5, we estimate EY
[
f(β, s, a)
]
using the Metropolis-Hastings method with 4000 samples by
generating 8 Markov Chains, each with length of 1500, where we burn the first 1000 samples
and use the last 500. Parameter Λ can be easily evaluated for the instances in Table 1 since the
perishable inventory control cost function is Lipschitz with constant Lc > 0. In fact, it is easy to
verify that Lc = 2(γ
Lcoa¯+ cha¯+ cbs+ cda¯+ cla¯) and consequently, Ly = (4‖β‖1+Lc)/1−γ. We choose
the other parameters defining Λ as follows: dS×A = 4,RS×As = a¯/2, and diam(S ×A) = 3a¯2 +(s− a¯)2.
We set λ= 1/(Λ+dS×A) but one can cross-validate this parameter to possibly obtain tighter bounds.
EC.5.2. Constraint Generation and Greedy
Policy Optimization for the Generalized Joint Replenishment Experiments
We employed constraint generation to solve the average-cost variants of FALP and FGLP with ran-
dom stump basis functions. Consider the FALP formulation in §EC.4 and recall the decomposition
ηˆ+
∑J
j=1 β1,jλj for the long-run optimal average cost η(λ). Let (ηˆ
INI
N ,β
INI
N ) be a solution to a version
of FALP(N) with constraints enforced for state-action pairs (s, a)∈ Sˆ ×Aˆs alone, where Sˆ × Aˆs is a
sampled subset of S ×As. Given solution (ηˆININ ,βININ ), the following separation problem can be solved
to find a state-action pair, if any, that violates the FALP constraints corresponding to S ×As:
Ψ(ηˆININ ,β
INI
N ) := min
(s,a)∈S×As
{
c(s, a)− ηˆININ T (s, a)−
J∑
j=1
β INI1,jaj −
N∑
i=1
β INI2,i
(
ϕ(s′;θi)−ϕ(s;θi)
)}
,
where we use the definition of GJR transition function, that is, s′ = s+ a− λT (s, a), to derive
this program. The above separation problem is based on the average-cost FALP constraints
shown in §EC.4 and can also be found in (11) of Adelman and Klabjan (2012). Motivated by
the mixed integer linear programming reformulation of the separation problem (with no holding
cost) in §3.1 of Adelman and Klabjan (2012), we discuss the analogous mixed integer linear
programming formulation Ψ(ηˆININ ,β
INI
N ) for the FALP separation problem when using random
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stump basis functions. Recalling the transition time T (s, a) = minj{sj+aj/λj} and the bias function
approximation (13), this formulation is
Ψ(ηˆININ ,β
INI
N )≡
min
(G,Q,Q′,s,a,t,s′,Z,Z′)
(
c′+
J∑
j=1
c′′jGj
)
−
(
ηˆt+
J∑
j=1
β1,jaj +
N∑
i=1
β2,i
(
Z ′i −Zi
))
J∑
j=1
Gj ≥ 1; aj ≤ s¯jGj, j = 1,2, . . . J ;
s′j = sj + aj −λjt, j = 1,2, . . . J ; sj + aj ≤ s¯j, j = 1,2, . . . J ;
J∑
j=1
aj ≤ a¯; sj ≤ s¯j(1−Qj), j = 1,2, . . . J ;
J∑
j=1
Qj ≥ 1; s′i ≤ s¯j(1−Q′j), j = 1,2, . . . J ;
J∑
j=1
Q′j ≥ 1; Qj ≤Gj, j = 1,2, . . . J ;
Zi = sgn(s
′
qi
−ωi), i= 1, . . . ,N ; Z ′i = sgn(sqi −ωi), i= 1, . . . ,N ;
G,Q,Q′ binary; Z,Z ′ integer;
s, a, t, s′ nonnegative.
In the above mixed integer linear program, the variable Gj is one if item j is replenished and zero
otherwise. Constraint
∑J
j=1Gj ≥ 1 ensures that at least one item is replenished. If Gj = 1 for some
j ∈ {1,2 . . . , J}, then the constraint aj ≤ s¯j ensures that the replenishment decision aj can take any
feasible value, and ifGj = 0, we have aj = 0. Constraints s
′
j = sj+aj−λjt model the MDP transition
function. Constraints sj +aj ≤ s¯j and
∑J
j=1 aj ≤ a¯ check that the state-action pair (s, a) adheres to
the inventory and replenishment capacities, respectively. For j ∈ {1,2 . . . , J}, if binary variable Qj is
one, then item j is stocked out at the current decision time, i.e. sj = 0, and ifQ
′
j is one, then this item
will be stocked out in the next decision epoch, i.e. s′j = 0. Constraints
∑J
j=1Qj ≥ 1 and
∑J
j=1Q
′
j ≥ 1
ensure at least an item at the current and the next decision epochs is stocked out. If Gj = 0 for some
item j, then it should not be stocked out, and thus Qj = 0 via constraint Qj ≤Gj; otherwise, Qj ∈
{0,1}, that is, we can either replenish a stocked-out item or an item with a non-zero inventory level.
Integer variables Zi ∈ {−1,0,1} and Z ′i ∈ {−1,0,1}model the value of random basis function ϕ(s;θi)
and ϕ(s′;θi). A sign function can be implemented in a solver as a piecewise constant function using
a big-M formulation or approximately as a piecewise linear function. After encountering numerical
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issues with the first option, we used the function setPWLObj in Gurobi (Gurobi Optimization 2019)
to model sign functions. Specifically, we implemented the following piecewise linear approximation:
sgn(x)≈

1 x≥ ;
x

x∈ [−, ];
−1 x≤−.
To be consistent, we also use the above approximation to construct our VFAs.
The separation problem is key to constraint generation. Given solution (ηˆININ ,β
INI
N ) that is obtained
by solving FALP(N) with constraints in Sˆ ×Aˆs, if the optimal objective value Ψ(ηˆININ ,βININ ) is positive,
the current solution (ηˆININ ,β
INI
N ) is feasible to the continuum of FALP(N) constraints. Otherwise, the
state-action component of an optimal solution, (sSEP, aSEP), computed by Ψ(ηˆN,βN) corresponds to
an FALP(N) constraint violated by (ηˆ
INI
N ,β
INI
N ). In this case, we update Sˆ ×Aˆs to Sˆ ×Aˆs∪{(sSEP, aSEP)}
and re-solve FALP(N) with the new set of constraints to find a solution. We repeat this procedure
until the violation becomes negligible. The optimal value of FALP(N) in the last iteration of this
process is a lower bound on the optimal cost.
To estimate policy cost associated with a bias function approximation, we follow Algorithm 1 in
Adelman and Klabjan (2012). The core of this algorithm is to solve the greedy policy optimization
(4) via a mixed-integer linear program similar to the separation problem. We thus solve a modi-
fication of greedy policy optimization, that is known as K-step greedy policy optimization. Given
bias function approximation u(s;β) = β0−
∑J
j=1 β1,jsj −
∑N
i=1 β2,iϕ(s;θi) and η = ηˆ+
∑J
j=1 β1,jλj
computed by the FALP(N) in §EC.4, the action taken by the K-step greedy policy pig,K(st; ηˆ,β) at
the current stage t and state sˆt is defined by the at component of the optimal solution to
min
(at,st,...,at+K−1,st+K−1,st+K)
t+K−1∑
t′=t
(
c(st′ , at′)− ηT (st′ , at′)
)
+ u(st+K)
s.t. st = sˆt,
st′+1 = st′ + at′ −λt′T (st′ , at′), ∀t′ = t, . . . ,K − 1,
at′ ∈Ast′ , ∀t′ = t, . . . ,K − 1.
Due to our choice of random stump bases, we can efficiently solve the K-step greedy optimization
by casting it as a mixed integer linear program similar to the optimization problem (PD) in
Adelman and Klabjan (2012). We do not repeat this program here as it is analogous to math
program Ψ(ηˆININ ,β
INI
N ).
For implementation, we use K = 4 and we set the number of stages for simulating policy in
Algorithm 1 of Adelman and Klabjan (2012), e.g., N , to 4000. We use  = 0.01 in the approxi-
mation to the sign function. We follow a similar constraint separation strategy for FGLP applied
only to constraints (6), that is we do not separate the self-guiding constraints (7) as their exact
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Table EC.1 Benchmarking performance of FGLP against AF and RLP on the GJR instances.
VFA
In
st
a
n
c
e
#
b
a
se
s
Bound and gap Improvement
R
u
n
ti
m
e
In
st
a
n
c
e
#
b
a
se
s
Bound and gap Improvement
R
u
n
ti
m
e
OBJ PC τ OBJ PC τ OBJ PC τ OBJ PC τ
AF
2
4 83.8 86.1 2.4 − − − −
6
4 35.5 36.5 2.8 − − − −
RLP 18 85.5 86.1 0.7 1.8 0.0 1.7 1.0 3 36.0 36.5 1.4 1.4 0.0 1.3 0.1
FGLP 14 85.0 86.1 1.2 1.2 0.0 1.2 1.0 6 35.9 36.5 1.5 1.3 0.0 1.2 0.2
AF
9
6 83.6 88.2 5.9 − − − −
14
6 31.5 34.3 8.3 − − − −
RLP 47 86.6 88.2 2.1 3.9 0.0 3.8 26.6 122 33.1 34.3 3.8 4.8 0.0 4.5 120
FGLP 32 86.5 88.2 1.8 3.9 0.0 3.8 26.7 53 33.1 34.3 4.0 4.5 0.0 4.3 98.0
AF
15
6 30.7 33.4 8.1 − − − −
18
8 93.3 99.8 6.4 − − − −
RLP 77 32.4 33.9 3.9 5.6 -1.3 4.3 72.7 95 96.1 99.8 3.4 3.1 0.0 3.0 180
FGLP 52 32.6 33.4 2.4 5.9 0.0 5.7 52.8 28 97.4 99.8 2.3 4.2 0.0 4.1 73.8
AF
19
8 111.7 117.4 6.1 − − − −
22
8 90.3 102.6 11.6 − − − −
RLP 46 115.3 117.4 2.1 4.1 0.0 4.0 84.4 92 98.6 102.6 3.4 8.5 0.0 8.2 146.6
FGLP 28 115.1 117.4 2.3 3.9 0.0 3.8 100.0 64 97.7 102.6 4.4 7.6 0.0 7.2 145.8
AF
23
8 92.9 103.6 9.9 − − − −
25
8 33.4 35.0 4.8 − − − −
RLP 54 101.3 103.6 2.0 8.0 0.0 7.8 43.0 81 33.9 35.0 3.3 1.4 0.1 1.5 109.7
FGLP 57 99.4 103.8 3.6 6.6 0.0 6.3 75.8 17 33.8 35.0 3.7 1.1 0.0 1.0 109.6
AF
26
8 22.8 25.5 10.4 − − − −
27
8 33.7 33.7 5.5 − − − −
RLP 51 25.0 25.5 1.8 8.7 0.0 8.5 83.8 21 33.0 33.7 2.0 3.6 0.0 3.6 40.2
FGLP 35 25.0 25.5 1.8 8.7 0.0 8.6 79.5 15 29.7 30.2 1.3 4.3 0.0 4.2 5.9
AF
32
10 122.4 131.3 6.9 − − − −
35
10 70.8 80.1 10.9 − − − −
RLP 77 126.7 131.3 3.5 3.5 0.0 3.4 201.5 59 75.7 80.1 4.9 6.2 0.0 5.9 195.5
FGLP 44 125.3 131.3 4.6 2.4 0.0 4.6 240 59 75.9 80.1 4.7 6.5 0.0 6.1 195.7
AF
36
10 70.4 79.5 10.7 − − − −
37
10 70.4 79.4 10.7 − − − −
RLP 59 76.2 79.5 3.6 7.4 0.0 7.0 141.8 73 75.8 79.4 4.1 6.8 0.0 6.4 162.1
FGLP 56 75.9 79.5 4.1 7.0 0.0 6.7 195.4 67 74.9 79.5 5.0 6.0 0.0 5.7 195.5
AF
41
10 26.3 28.5 7.5 − − − −
42
10 26.3 28.5 7.5 − − − −
RLP 62 27.5 28.5 2.9 4.7 0.0 4.6 178.1 60 27.4 28.5 3.4 4.2 0.0 4.1 240.0
FGLP 17 27.7 28.5 2.5 5.2 0.0 5.0 185.5 23 27.6 28.5 2.9 4.8 0.0 4.6 216.0
feasibility is not needed to obtain a valid lower bound. Instead, we enforce constraints (7) only on
a set of sampled which include 5,000 initially sampled states plus those encountered during the
constraint separation process applied to constraints (6).
Table EC.1 summarizes detailed results of AF, RLP, and FGLP on the GJR instances described
in Table 3. Figure 7 is generated using this table. The label “AF” refers to using an affine bias
function in an ALP, e.g., N = 0 in equation (13), “RLP” is the bias function approximation
generated by Algorithm 2 in Adelman and Klabjan (2012), and “FGLP” refers to our bias
function approximation. Column “# bases” reports the expected (over 5 trials) number of basis
functions. For AF, the number of bases equals J while this number for RLP and FGLP depends
on the dynamically generated basis function. We report, in Table EC.1, the expected lower bound,
policy cost, and the optimality gap for each of these models. To assess the value of basis function
generation on the lower bound and the policy cost, we average the following percentages:
OBJ(β
FG
N )−OBJ(βAF)
OBJ(βAF)
× 100%, and PC(β
AF)−PC(βFGN )
PC(βAF)
× 100%,
where βAF refers to an optimal solution to the FALP model with an affine bias functions. These
percentages are also computed and averaged for the method in Adelman and Klabjan (2012).
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We also report, in Table EC.1, the difference in the optimality gaps between models RLP and
AF as well as FGLP and AF. These percentages are reported in Table EC.1 and labeled as
“improvement”. We finally report average runtime (in minutes) of each algorithm. RLP and FGLP
compute a near-optimal policy with at most 5% average optimality gap for all eighteen instances.
Both methods improve the lower bounds (on average) by up to 8.7% (see instance 26), while
the policy costs are almost never improved. This observation is consistent with Adelman and
Klabjan (2012). For instance 15, RLP worsens the average upper bound by factor of 1.3% while
this is not the case for FGLP. As the number of items increases, both algorithms require more
time to compute near-optimal policies. There is no clear pattern showing that a particular method
converges faster. For instances 2,6,9,22,25, and 35, the average run times of both methods are
almost identical. The average run time of FGLP for the instances 14,15,18,26,27 and 42 is smaller
than RLP, and RLP is faster than FGLP on the instances 19,23,32,36,37 and 41.
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