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Resumo
Neste trabalho apresentamos os principais resultados da teoria dos grupos de Lie
compactos e provamos o Teorema de Weyl sobre os seus grupos fundamentais.
Palavras-chave: grupos de Lie, a´lgebras de Lie, topologia.
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Abstract
In this work we present the main results about compact Lie groups and prove Weyl’s
Theorem on their fundamental groups.
Key Words: Lie groups, Lie algebras, topology.
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Introduc¸a˜o
A teoria dos grupos de Lie e´ vasta, assim como o seu campo de aplicac¸o˜es. As
perguntas que algue´m pode fazer acerca das propriedades desses grupos, mesmo as
mais sofisticadas, com frequ¨eˆncia possuem respostas surpreendentemente simples, ainda
que dif´ıceis de provar. Este trabalho e´ a resposta a uma dessas perguntas: “Sob que
condic¸o˜es o recobrimento universal de um grupo de Lie compacto e conexo tambe´m e´
compacto?”
Vamos denotar por G um grupo de Lie compacto e conexo qualquer e por G˜ o
seu recobrimento universal. Sabemos da teoria geral dos grupos de Lie que existe um
subgrupo discreto e central D ⊆ G˜ tal que G˜/D ∼= G. (Em particular, D e´ fechado em
G˜.) Sendo o quociente G˜/D compacto, temos que G˜ e´ compacto se, e somente se, D
e´ compacto. Como D e´ discreto, isso ocorre exatamente quando D e´ finito. Por outro
lado, sabemos da teoria geral dos espac¸os de recobrimento que D e´ isomorfo ao grupo
fundamental de G, e com isso provamos o seguinte resultado.
Teorema 0.1. O recobrimento universal de um grupo de Lie compacto e conexo G e´
compacto se, e somente se, pi1(G) e´ finito.
Vejamos dois exemplos que ilustram bem a situac¸a˜o. Primeiro, consideremos o
grupo SO(3). Temos pi1(SO(3)) ∼= Z2, e portanto S˜O(3) deve ser compacto. De
fato, S˜O(3) ∼= SU(2). Agora, seja Tn := S1 × · · · × S1︸ ︷︷ ︸
n vezes
o toro n-dimensional. Enta˜o,
pi1(Tn) ∼= Zn, de modo que T˜n na˜o e´ compacto. Com efeito, T˜n e´ isomorfo ao grupo
aditivo Rn.
O problema do crite´rio fornecido no Teorema 0.1 e´ que, em geral, o ca´lculo do grupo
fundamental e´ uma tarefa a´rdua e pouco pra´tica. No entanto, numa se´rie de artigos
publicados entre 1925 e 1926 que estabelecem os fundamentos da teoria dos grupos
compactos, H. Weyl forneceu uma segunda resposta a essa questa˜o, e ela surpreenden-
temente faz menc¸a˜o apenas a` a´lgebra de Lie do grupo. O resultado que Weyl provou e´
o seguinte:
Teorema 0.2 (Weyl). Seja G um grupo de Lie compacto e conexo com a´lgebra de Lie
g. Enta˜o, pi1(G) e´ finito se, e somente se, g e´ semi-simples.
Este resultado e´ nota´vel por estabeler uma forte relac¸a˜o entre uma propriedade
topolo´gica de G (a finitude do seu grupo fundamental) e uma propriedade alge´brica
xi
dos espac¸os tangentes a G. O leitor deve pressentir que a demonstrac¸a˜o do Teorema de
Weyl exige a construc¸a˜o de uma teoria substancial acerca dos grupos de Lie compactos,
o que faremos na primeira parte deste trabalho. Entre os assuntos abordados esta˜o
convergeˆncia uniforme, medidas de Haar, representac¸o˜es, a´lgebras de Lie compactas,
toros maximais e outros.
A segunda parte e´ voltada a` prova do Teorema de Weyl propriamente dita. Fornece-
mos quatro demonstrac¸o˜es, uma em cada cap´ıtulo. A do Cap´ıtulo 4 utiliza ferramentas
de Geometria Riemanniana, e para tanto discutimos propriedades geome´tricas dos gru-
pos de Lie compactos como me´tricas riemannianas bi-invariantes e as diferentes noc¸o˜es
de curvatura associadas. Ja´ a prova do Cap´ıtulo 5 utiliza as propriedades de medida
de Haar desenvolvidas no Cap´ıtulo 1 e algumas do grupo fundamental discutidas no
Cap´ıtulo 3. No Cap´ıtulo 6, estabelecemos uma forte relac¸a˜o entre os pesos ma´ximos
das representac¸o˜es irredut´ıveis da a´lgebra de Lie do grupo com os seus espac¸os de re-
cobrimento, e no Cap´ıtulo 7 obtemos o Teorema de Weyl como consequ¨eˆncia de uma
ana´lise dos elementos regulares e singulares do grupo.
Nenhuma tentativa foi feita para fazer deste um texto auto-contido. Assumiremos
ao longo desta monografia a familiaridade do leitor com os conteu´dos usualmente vistos
numa po´s-graduac¸a˜o em Matema´tica (medida e integrac¸a˜o de Lebesgue, ana´lise funci-
onal, topologia geral, variedades diferencia´veis e geometria riemanniana). Ale´m disso,
tambe´m assumiremos que o leitor tenha um bom conhecimento dos conceitos e resul-
tados fundamentais da Teoria de Lie. O livro do Prof. Luiz A. B. San Martin (SAN
MARTIN, 1999) e´ a refereˆncia ba´sica adotada para a teoria das a´lgebras de Lie, podendo
ser complementado por (KNAPP, 2002) (especialmente para as interac¸o˜es das a´lgebras
de Lie com os grupos de Lie). Para a teoria ba´sica dos grupos de Lie, as notas de
aula do Prof. San Martin (SAN MARTIN, 2006) sa˜o uma excelente refereˆncia. Tambe´m
sugerimos a leitura de (KNAPP, 2002) para to´picos avanc¸ados.
Este trabalho foi redigido tanto quanto poss´ıvel no formato de livro-texto. Com isso,
desejamos auxiliar os interessados em estudar a teoria dos grupos de Lie compactos com
um texto acess´ıvel (tendo o leitor cumprido os pre´-requisitos mencionados acima) e de-
talhado. Ale´m disso, devido a` quase inexisteˆncia de textos em Teoria de Lie publicados
em l´ıngua portuguesa, esperamos que este trabalho tenha uma boa recepc¸a˜o no meio
te´cnico-cient´ıfico e que contribua para a produc¸a˜o de uma literatura matema´tica naci-
onal de qualidade. Encorajamos o leitor a encaminhar quaiquer du´vidas ou sugesto˜es
ao enderec¸o eletroˆnico conrado.d.lacerda@gmail.com.
Campinas, maio de 2011.
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Parte I
Teoria Geral
1
Cap´ıtulo 1
Ana´lise em Grupos Topolo´gicos
Este primeiro cap´ıtulo do nosso trabalho, juntamente ao segundo, tem como objetivo
o desenvolvimento da teoria ba´sica de representac¸o˜es para grupos topolo´gicos compac-
tos. Grosso modo, uma representac¸a˜o de um grupo topolo´gico G e´ um homomorfismo
cont´ınuo de G no grupo de operadores lineares invert´ıveis de um espac¸o vetorial real
ou complexo de dimensa˜o finita. A partir das representac¸o˜es de um grupo compacto,
extrairemos, atrave´s de escolhas de bases nos espac¸os associados, func¸o˜es cont´ınuas de
G a valores em C que fornecem os coeficientes matriciais destas representac¸o˜es. Um
estudo cuidadoso destas func¸o˜es e´ capaz de fornecer informac¸o˜es preciosas acerca das
representac¸o˜es do grupo e sobre o pro´prio grupo.
Esta metodologia exige um conhecimento pre´vio de certas te´cnicas de Ana´lise em
grupos topolo´gicos, principalmente no que se refere a` continuidade uniforme e inte-
grac¸a˜o, que discutiremos neste cap´ıtulo.
1.1 Continuidade Uniforme
Seja G um grupo topolo´gico. Apesar de G na˜o ser, necessariamente, um espac¸o
me´trico, e´ poss´ıvel definir em G uma noc¸a˜o de continuidade uniforme bastante u´til e
que sera´ fundamental para o nosso trabalho adiante. Mais precisamente, sejam X um
espac¸o me´trico com func¸a˜o de distaˆncia d e f : G→ X uma func¸a˜o. Dizemos que f e´
• uniformemente cont´ınua a` esquerda se, para todo  > 0, existe uma vizi-
nhanc¸a U ⊆ G de 1 tal que xy−1 ∈ U implica d(f(x), f(y)) ≤  para todos
x, y ∈ G;
• uniformemente cont´ınua a` direita se, para todo  > 0, existe uma vizinhanc¸a
U ⊆ G de 1 tal que y−1x ∈ U implica d(f(x), f(y)) ≤  para todos x, y ∈ G.
Lema 1.1. Seja f : G→ X uma func¸a˜o e consideremos ι : x ∈ G 7→ x−1 ∈ G. Enta˜o,
f e´ uniformemente cont´ınua a` esquerda se, e somente se, (f ◦ ι) e´ uniformemente
cont´ınua a` direita.
3
4 1.1. Continuidade Uniforme
Demonstrac¸a˜o. Suponhamos f uniformemente cont´ınua a` esquerda. Dado  > 0,
seja U ⊆ G uma vizinhanc¸a de 1 tal que xy−1 ∈ U implica d(f(x), f(y)) ≤ . Consi-
deremos a vizinhanc¸a de 1 dada por V := U−1. Se x, y ∈ G sa˜o tais que y−1x ∈ V ,
enta˜o x−1y = (y−1x)−1 ∈ U e d(f(x−1), f(y−1)) ≤ . Portanto, (f ◦ ι) e´ uniformemente
cont´ınua a` direita. Prova-se a rec´ıproca de maneira semelhante.
Consequ¨entemente, uma func¸a˜o f : G → X e´ uniformemente cont´ınua a` direita se,
e somente se, (f ◦ ι) o e´ a` esquerda; para ver isto, basta aplicar o Lema 1.1 a` func¸a˜o
(f ◦ ι) e observar que ι2 = idG.
Lema 1.2. Se f : G → X e´ uniformemente cont´ınua (a` esquerda ou a` direita), enta˜o
f e´ cont´ınua.
Demonstrac¸a˜o. Pelo Lema 1.1, basta verificar a afirmac¸a˜o quando f e´ uniforme-
mente cont´ınua a` esquerda. Sejam, enta˜o, x0 ∈ G,  > 0 e U uma vizinhanc¸a de 1 tal
que xy−1 ∈ U implica d(f(x), f(y)) ≤  para todos x, y ∈ G. Tomando V := Ux0, se
x ∈ V enta˜o xx−10 ∈ U e portanto d(f(x), f(x0)) ≤ . Logo, f e´ cont´ınua em x0.
A partir de agora, restringiremos a discussa˜o ao caso em que X = C.
Proposic¸a˜o 1.3. Seja f : G → C uma func¸a˜o cont´ınua de suporte compacto. Enta˜o,
f e´ uniformemente cont´ınua tanto a` esquerda quanto a` direita.
Demonstrac¸a˜o. Como ι e´ homeomorfismo, o Lema 1.1 implica que e´ suficiente provar
que f e´ uniformemente cont´ınua a` esquerda. Denotemos K := supp(f) e tomemos
 > 0. Como f e´ cont´ınua, para cada x ∈ K, existe uma vizinhanc¸a Ux de 1 tal que
|f(y) − f(x)| ≤ /2 para todo y ∈ Uxx. Ale´m disso, para cada x ∈ K existe uma
vizinhanc¸a sime´trica Vx de 1 tal que V
2
x ⊆ Ux. Claramente, {Vxx : x ∈ K} e´ uma
cobertura de K, de modo que existem x1, . . . , xn ∈ K tais que K ⊆
⋃n
i=1 Vxixi. Seja
V =
⋂n
i=1 Vxi . Enta˜o, V e´ uma vizinhanc¸a sime´trica de 1. Afirmamos que, se x, y ∈ G
sa˜o tais que xy−1 ∈ V , enta˜o |f(x)− f(y)| ≤ . Ha´ dois casos a considerar:
1. y ∈ K: neste caso, existe i = 1, . . . , n tal que y ∈ Vxixi, isto e´, yx−1i ∈ Vxi . Como
xy−1 ∈ V ⊆ Vxi , enta˜o
x = (xy−1)(yx−1i )xi ∈ V 2xixi ⊆ Uxixi,
e, portanto,
|f(x)− f(y)| ≤ |f(x)− f(xi)|+ |f(xi)− f(y)| ≤ .
2. y /∈ K: se tambe´m tivermos x /∈ K, enta˜o f(x) = f(y) = 0 e a conclusa˜o e´ imediata.
Se x ∈ K, enta˜o x ∈ Vxixi para algum i = 1, . . . , n, de modo que
y = (yx−1)(xx−1i )xi ∈ V 2xixi ⊆ Uxixi.
Logo, |f(xi)| = |f(xi)− f(y)| ≤ /2, e, portanto,
|f(x)− f(y)| ≤ |f(x)− f(xi)|+ |f(xi)| ≤ .
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Corola´rio 1.4. Sejam G um grupo compacto e f : G → C uma func¸a˜o. Enta˜o, sa˜o
equivalentes:
(a) f e´ cont´ınua;
(b) f e´ uniformemente cont´ınua a` esquerda;
(c) f e´ uniformemente cont´ınua a` direita.
Quando G e´ compacto e f : G→ C satisfaz a alguma das treˆs condic¸o˜es do Corola´rio
anterior, dizemos simplesmente que f e´ uniformemente cont´ınua.
Continuidade Uniforme e Translac¸o˜es
A operac¸a˜o bina´ria de um grupo G define, para cada elemento x ∈ G, duas trans-
formac¸o˜es em G: Lx : y 7→ xy, usualmente denominada translac¸a˜o a` esquerda por
x, e Rx : y 7→ yx, chamada de translac¸a˜o a` direita por x. Ainda ha´ uma terceira,
denotada por ι, que associa a cada x ∈ G o seu inverso x−1 ∈ G.
Seja X um conjunto e consideremos uma func¸a˜o f : G → X. Podemos definir,
para cada x ∈ G, as func¸o˜es Lxf e Rxf por (Lxf)(y) = f(x−1y) e (Rxf)(y) = f(yx).
Estas func¸o˜es sa˜o chamadas de transladadas de f por x. Denotando por F (G,X) o
conjunto de todas as func¸o˜es de G em X, uma famı´lia de func¸o˜es A ⊆ F (G,X) e´ dita
invariante por translac¸o˜es a` esquerda (resp., a` direita) se Lxf ∈ A para todo
x ∈ G e f ∈ A (resp., Rxf ∈ A). Quando A e´ invariante por translac¸o˜es tanto a` direita
quanto a` esquerda, dizemos simplesmente que A e´ invariante por translac¸o˜es.
Se G e´ um grupo topolo´gico, e´ imediato da definic¸a˜o que Lx, Rx e ι sa˜o homeomor-
fismos de G. Isto implica, em particular, que, se X e´ um espac¸o topolo´gico e f : G→ X
e´ uma func¸a˜o cont´ınua, enta˜o Lxf,Rxf tambe´m sa˜o cont´ınuas, isto e´, C(G,X) e´ uma
famı´lia de func¸o˜es invariante por translac¸o˜es. Temos ainda que Cb(G), o espac¸o das
func¸o˜es cont´ınuas e limitadas de G em C, e Cc(G), o espac¸o das func¸o˜es cont´ınuas de
suporte compacto de G em C, tambe´m sa˜o invariantes por translac¸o˜es.
Sabemos que Cb(G) e´ um espac¸o de Banach complexo com as operac¸o˜es usuais de
adic¸a˜o e multiplicac¸a˜o por escalar e munido da norma do supremo. Vemos facilmente
que as aplicac¸o˜es Lx, Rx : Cb(G) → Cb(G) sa˜o transformac¸o˜es lineares. Ale´m disso,
Lx, Rx sa˜o isometrias uma vez que
{|f(x−1y)| : y ∈ G} = {|f(y)| : y ∈ G} = {|f(yx)| : y ∈ G}
e tomando os supremos destes conjuntos obtemos ||Lxf ||sup = ||f ||sup = ||Rxf ||sup.
Proposic¸a˜o 1.5. Seja f ∈ Cb(G) e consideremos as aplicac¸o˜es Lf,Rf : G → Cb(G)
definidas por (Lf)(x) = Lxf , (Rf)(x) = Rxf . Enta˜o,
(a) f e´ uniformemente cont´ınua a` esquerda se, e somente se, Lf e´ cont´ınua;
(b) f e´ uniformemente cont´ınua a` direita se, e somente se, Rf e´ cont´ınua.
6 1.1. Continuidade Uniforme
Demonstrac¸a˜o. Provaremos (a), a demonstrac¸a˜o de (b) sendo inteiramente ana´loga.
Suponhamos, enta˜o, que f e´ uniformemente cont´ınua a` esquerda, e tomemos x0 ∈ G.
Dado  > 0, seja V uma vizinhanc¸a de 1 tal que xy−1 ∈ V implica |f(x)− f(y)| ≤  e
tomemos U = x0V . Claramente, U e´ uma vizinhanc¸a de x0, e se x ∈ U enta˜o
(x−10 y)(x
−1y)−1 = x−10 x ∈ V,
para todo y ∈ G, o que implica
|(Lx0f − Lxf)(y)| = |f(x−10 y)− f(x−1y)| ≤ .
Portanto, ||Lx0f − Lxf ||sup ≤ , e Lf e´ cont´ınua em x0.
Reciprocamente, se Lf e´ cont´ınua, enta˜o, em particular, Lf e´ cont´ınua em 1. Isto
significa que, dado  > 0, existe uma vizinhanc¸a U de 1 — que podemos assumir ser
sime´trica — tal que ||Lxf − f ||sup ≤  para todo x ∈ U . Se x, y ∈ G sa˜o tais que
xy−1 ∈ U , enta˜o
|f(x)− f(y)| = |(Lyx−1f − f)(y)| ≤ ||Lyx−1f − f ||sup ≤ ,
e assim f e´ uniformemente cont´ınua a` esquerda.
Se G e´ compacto, enta˜o Cb(G) = C(G) e toda func¸a˜o cont´ınua e´ uniformemente
cont´ınua. Deste modo, Lf e Rf sa˜o cont´ınuas para toda f ∈ C(G). Considere as
aplicac¸o˜es L,R : G×C(G)→ C(G) definidas da maneira natural. Estas duas aplicac¸o˜es
sa˜o ac¸o˜es do grupo G no espac¸o C(G) por isometrias lineares. De fato, dados x, y ∈ G
e f ∈ C(G), enta˜o, para todo z ∈ G, temos
(Lxyf)(z) = f((xy)
−1z) = f(y−1x−1z) = (Lyf)(x−1z) = (Lx(Lyf))(z)
(Rxyf)(z) = f(zxy) = (Ryf)(zx) = (Rx(Ryf))(z),
ale´m do fato o´bvio que L1f = R1f = f .
Proposic¸a˜o 1.6. Seja G um grupo topolo´gico, V um espac¸o normado e α uma ac¸a˜o
de G em V por isometrias lineares. Enta˜o, α e´ cont´ınua se, e somente se, para cada
v ∈ V , a aplicac¸a˜o αv : x ∈ G 7→ α(x, v) ∈ V e´ cont´ınua.
Demonstrac¸a˜o. Se α : G×V → V e´ cont´ınua, enta˜o esta´ claro que, fixando a segunda
varia´vel de α, obtemos uma func¸a˜o cont´ınua de G em V . Suponhamos, reciprocamente,
que αv e´ cont´ınua para todo v ∈ V , e provemos que α e´ cont´ınua. Sejam, enta˜o,
(x0, v0) ∈ G × V e  > 0. Como, por hipo´tese, αv0 e´ cont´ınua, enta˜o existe uma
vizinhanc¸a U ⊆ G de x0 tal que, se x ∈ U , enta˜o ||α(x, v0) − α(x0, v0)|| ≤ /2. Com
isso, se (x, v) ∈ U ×B(v0, /2), enta˜o
||α(x, v)− α(x0, v0)|| ≤ ||α(x, v)− α(x, v0)||+ ||α(x, v0)− α(x0, v0)||
= ||α(x, v − v0)||+ ||α(x, v0)− α(x0, v0)||
= ||v − v0||+ ||α(x, v0)− α(x0, v0)||
≤ ,
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provando a continuidade de α em (x0, v0).
1
Corola´rio 1.7. Se G e´ um grupo compacto, enta˜o L,R : G×C(G)→ C(G) sa˜o ac¸o˜es
cont´ınuas.
1.2 Medidas de Haar
A medida de Lebesgue e´ uma ferramenta indispensa´vel no estudo das func¸o˜es com
domı´nio em Rn. A principal raza˜o para este fato reside na estreita relac¸a˜o entre esta
medida e as estruturas topolo´gica e alge´brica do espac¸o. Se G e´ um grupo topolo´gico,
a compatibilidade entre a topologia de G e as operac¸o˜es do grupo (multiplicac¸a˜o e
inversa˜o) e´ bastante semelhante ao que ocorre em Rn, e podemos nos perguntar se
existe em G uma medida com propriedades ana´logas a` de Lebesgue.
Seja G um grupo topolo´gico, que sempre assumiremos ser de Hausdorff, e denotemos
por BG a σ-a´lgebra de Borel de G. Uma medida de Haar2 em G e´ uma medida na˜o-
nula µ : BG → [0,+∞] que satisfaz as seguintes propriedades:
(1) µ e´ finita nos subconjuntos compactos de G;
(2) µ e´ externamente regular, isto e´,
µ(A) = inf{µ(U) : U ⊇ A,U aberto}
para todo A ∈ BG;
(3) µ e´ internamente regular nos abertos, ou seja,
µ(U) = sup{µ(K) : K ⊆ U,K compacto}
para todo U ⊆ G aberto;
(4) µ e´ invariante a` esquerda, o que significa que para todos A ∈ BG e x ∈ G vale
µ(xA) = µ(A).
As propriedades (1) – (3) acima significam que toda medida de Haar em G e´ uma
medida de Radon no espac¸o topolo´gico G. Vemos facilmente que (4) e´ equivalente a∫
G
f(xy)dµ(y) =
∫
G
f(y)dµ(y) (1.1)
para toda f ≥ 0 mensura´vel.
1Fica claro nesta demonstrac¸a˜o que o resultado pode ser generalizado assumindo apenas que a
famı´lia de operadores lineares {α(x, ·) : x ∈ G} seja uniformemente limitada.
2Alfred Haar (1885-1933) foi um matema´tico hu´ngaro pioneiro na investigac¸a˜o de tais medidas.
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Exemplo 1.8. Seja G um grupo finito munido da topologia discreta. Enta˜o, G e´ um
grupo topolo´gico e BG = P (G). A medida de contagem de G, verifica-se facilmente, e´
uma medida de Haar para G.
Exemplo 1.9. Seja G = Rn munido da operac¸a˜o de adic¸a˜o. Com a topologia canoˆnica,
G e´ um grupo topolo´gico, e a medida de Lebesgue e´ uma medida de Haar. 
Exemplo 1.10. Seja G = (0,+∞) munido da operac¸a˜o de multiplicac¸a˜o de nu´meros
reais e da topologia induzida de R. Com esta estrutura, G e´ um grupo topolo´gico.
Consideremos a func¸a˜o µ : BG → [0,+∞] dada por
µ(A) :=
∫
A
1
y
dλ(y),
em que λ denota a medida de Lebesgue de R restrita a (0,+∞). Como µ e´ obtida
atrave´s de integrac¸a˜o de uma func¸a˜o mensura´vel e positiva por uma medida de Radon,
enta˜o µ e´ tambe´m e´ uma medida de Radon em G. Para verificar que µ e´ invariante a`
esquerda, tomemos A ∈ BG e x ∈ G. Enta˜o,
µ(xA) =
∫
xA
1
y
dλ(y) =
∫
G
χxA(y)
y
dλ(y) =
∫
G
χA(x
−1y)
y
dλ(y)
=
∫
G
χA(y)
xy
dλ(xy) =
∫
G
χA(y)
xy
xdλ(y) =
∫
G
χA(y)
y
dλ(y)
=
∫
A
1
y
dλ(y) = µ(A).
Portanto, µ e´ uma medida de Haar em G. 
Apesar da regularidade interna de uma medida de Haar valer, a princ´ıpio, apenas
para os subconjuntos abertos, ela ainda e´ va´lida para outros subconjuntos: um resultado
geral da teoria das medidas garante que, se µ e´ uma medida de Radon em G e A ∈ BG
e´ σ-finito com respeito a µ, enta˜o
µ(A) = sup{µ(K) : K ⊆ A,K compacto}.
(Ver (FOLLAND, 1999), p. 216.)
Lema 1.11. Se G e´ um grupo topolo´gico conexo localmente compacto e µ e´ uma medida
de Haar em G, enta˜o G e´ σ-finito com respeito a µ. Em particular, µ e´ internamente
regular.
Demonstrac¸a˜o. Sendo G conexo, para toda vizinhanc¸a V de 1 temos G =
⋃
n≥1 V
n.
Tomando, em particular, V compacta, temos que G e´ uma unia˜o enumera´vel de sub-
conjuntos compactos, e, portanto, σ-finito com respeito a µ.
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Lema 1.12. Se G e´ um grupo localmente compacto com uma quantidade enumera´vel de
componentes conexas e µ e´ uma medida de Haar em G, enta˜o G e´ σ-finito com respeito
a µ. Este e´ o caso de todo grupo compacto localmente conexo3 e todo grupo de Lie.
Demonstrac¸a˜o. O Lema 1.11 garante que a componente conexa G0 do neutro e´ σ-
finita com respeito a µ. Como as outras componentes conexas sa˜o todas da forma xG0
com x ∈ G e ha´ uma quantidade enumera´vel delas, enta˜o G e´ σ-finito com respeito a
qualquer medida de Haar.
Proposic¸a˜o 1.13 (Propriedades das Medidas de Haar). Sejam G um grupo topolo´gico
localmente compacto e µ uma medida de Haar em G.
(a) Se U ⊆ G e´ um aberto na˜o-vazio, enta˜o µ(U) > 0.
(b) µ e´ finita se, e somente se, G e´ compacto.
Demonstrac¸a˜o. (a) Dado um compacto K ⊆ G, o fato de {xU : x ∈ G} ser uma
cobertura de G implica que existem x1, . . . , xn ∈ G tais que K ⊆ x1U ∪ · · · ∪ xnU .
Logo, µ(K) ≤ nµ(U). Isto significa que se U ⊆ G e´ um aberto na˜o-vazio tal que
µ(U) = 0, enta˜o µ(K) = 0 para todo K ⊆ G compacto, o que implica
µ(G) = sup{µ(K) : K ⊆ G,K compacto} = 0,
e isto e´ um absurdo.
(b) Se G e´ compacto, claramente µ(G) < ∞. Reciprocamente, suponhamos que G
na˜o e´ compacto e provemos que µ(G) = ∞. Sejam U uma vizinhanc¸a compacta
de 1 e V ⊆ G uma vizinhanc¸a aberta e sime´trica de 1 tal que V 2 ⊆ U . Como
U e´ compacto, enta˜o para todo subconjunto finito F ⊆ G temos que ⋃x∈F xU e´
compacto. Como G na˜o e´ compacto, enta˜o
⋃
x∈F xU ( G para cada F ⊆ G finito.
Isto implica que existe uma sequ¨eˆncia (xn)n∈N de elementos de G tal que, para todo
n ≥ 1, xn /∈
⋃n−1
k=1 xkU . Afirmamos que a sequ¨eˆncia de abertos (xnV ) e´ disjunta.
Com efeito, tome n > m e suponha que xnV ∩ xmV 6= ∅. Logo, existem y, z ∈ V
tais que xny = xmz, ou seja, tais que
xn = xmzy
−1 ∈ xmV V −1 ⊆ xmU,
o que e´ um absurdo. Com isso,
µ(G) ≥ µ
(⋃
n≥1
xnV
)
=
∑
n≥1
µ(xnV ) =
∑
n≥1
µ(V ) = +∞,
pois µ(V ) > 0.
3Se G e´ um grupo localmente conexo, suas componentes conexas sa˜o subconjuntos abertos de G.
Isto significa, se assumirmos adicionalmente que G e´ compacto, que ha´ apenas uma quantidade finita
delas. Ale´m disso, o fato de G ser compacto e de Hausdorff implica que G e´ localmente compacto.
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Existeˆncia de Medidas de Haar
Vimos alguns exemplos de medidas de Haar na sec¸a˜o anterior. No entanto, provar
a sua existeˆncia para classes mais gerais de grupos mostrou-se uma tarefa bastante
desafiadora para os matema´ticos do in´ıcio do se´culo XX. O resultado mais importante
neste sentido foi obtido por Haar no comec¸o da de´cada de 1930.
Teorema 1.14 (Haar). Se G e´ um grupo topolo´gico de Hausdorff localmente compacto,
enta˜o G admite uma medida de Haar na˜o-nula. Ale´m disso, se µ1 e µ2 sa˜o medidas de
Haar em G, enta˜o existe um nu´mero real c > 0 tal que µ2 = cµ1.
A demonstrac¸a˜o deste fato em toda sua generalidade e´ bastante envolvente, mas na˜o
a faremos neste trabalho. O leitor interessado pode encontra´-la em (FOLLAND, 1999),
pp. 342-344. Provaremos aqui um caso especial deste Teorema, a saber, quando G e´
um grupo de Lie. Primeiramente, lembramos o seguinte resultado de Ana´lise Real.
Teorema 1.15 (Riesz). Seja X um espac¸o topolo´gico de Hausdorff localmente compacto
e denotemos por Cc(X,R) o espac¸o vetorial das func¸o˜es reais cont´ınuas de suporte
compacto com domı´nio em X. Enta˜o, para todo funcional linear I : Cc(X,R)→ R que
satisfaz I(f) ≥ 0 para toda f ≥ 0, existe uma medida de Radon µ : BX → [0,+∞] tal
que
I(f) =
∫
X
f(x)dµ(x)
para toda f ∈ Cc(X,R). Ale´m disso, µ satisfaz
µ(U) = sup{I(f) : 0 ≤ f ≤ 1, supp(f) ⊆ U}
para todo U ⊆ X aberto, e
µ(K) = inf{I(f) : 0 ≤ f ≤ 1, K ⊆ supp(f)}
para todo K ⊆ X compacto.
Um funcional linear como descrito no enunciado do Teorema 1.15 e´ chamado de
positivo. A rec´ıproca do Teorema de Riesz tambe´m e´ verdadeira: se µ e´ uma medida
de Radon em X, enta˜o I : f ∈ Cc(X,R) 7→
∫
X
f(x)dµ(x) ∈ R e´ um funcional linear po-
sitivo. A verificac¸a˜o deste fato e´ imediata. Deste modo, o Teorema de Riesz estabelece
uma correspondeˆncia entre medidas de Radon em X e funcionais lineares positivos em
Cc(X,R). No caso dos grupos topolo´gicos, ainda temos o seguinte.
Proposic¸a˜o 1.16. Seja µ uma medida de Radon num grupo topolo´gico localmente com-
pacto G e I : Cc(G,R) → R o funcional linear positivo associado. Enta˜o, µ e´ uma
medida de Haar se, e somente se, o funcional I satisfaz I(Lxf) = I(f) para toda
f ∈ Cc(G,R) e todo x ∈ G.
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Demonstrac¸a˜o. Se µ e´ de Haar, enta˜o, para toda f ∈ Cc(G,R) e todo x ∈ G, temos
por (1.1)
I(Lxf) =
∫
G
f(x−1y)dµ(y) =
∫
G
f(y)dµ(y) = I(f).
Reciprocamente, suponhamos que I satisfaz I(Lxf) = I(f) para toda f ∈ Cc(G,R) e
todo x ∈ G. Em vista da propriedade (2) da definic¸a˜o de medida de Haar, para provar
que µ e´ invariante a` esquerda, e´ suficiente verificar que µ(xU) = µ(U) para U ⊆ G
aberto. Seja, enta˜o, U ⊆ G aberto e tomemos f ∈ Cc(G,R) tal que 0 ≤ f ≤ 1 e
supp(f) ⊆ xU . Consideremos a func¸a˜o Lx−1f ∈ Cc(G,R). Claramente, 0 ≤ Lx−1f ≤ 1,
e ale´m disso supp(Lx−1f) ⊆ U . De fato, se y ∈ G e´ tal que (Lx−1f)(y) = f(xy) 6= 0,
enta˜o xy ∈ supp(f). Logo,
x · {y ∈ G : (Lx−1f)(y) 6= 0} ⊆ supp(f),
o que implica que x · supp(Lx−1f) ⊆ supp(f) ⊆ xU ; isto e´, supp(Lx−1f) ⊆ U . Com
isso,
µ(xU) = sup{I(f) : 0 ≤ f ≤ 1, supp(f) ⊆ xU}
= sup{I(Lx−1f) : 0 ≤ f ≤ 1, supp(f) ⊆ xU}
≤ sup{I(f) : 0 ≤ f ≤ 1, supp(f) ⊆ U}
= µ(U).
Portanto, µ(xU) ≤ µ(U) para todo U ⊆ G aberto e todo x ∈ G. Esta propriedade
tambe´m implica que µ(U) = µ(x−1xU) ≤ µ(xU), e obtemos a igualdade desejada.
Um funcional linear positivo I : Cc(G,R) → R que satisfaz I(Lxf) = I(f) para
toda f ∈ Cc(G,R) e todo x ∈ G e´ chamado de invariante a` esquerda. Deste modo,
para garantir a existeˆncia de uma medida de Haar num grupo topolo´gico localmente
compacto G, e´ suficiente provar a existeˆncia de um funcional linear positivo e invariante
a` esquerda I : Cc(G)→ R. A dificuldade de se provar o Teorema de Haar na sua maior
generalidade e´ exatamente garantir a existeˆncia de um tal funcional linear em Cc(G,R).
Demonstrac¸a˜o do Teorema 1.14. Consideremos um grupo de Lie G, e denotemos
por g a a´lgebra de Lie formada pelos campos vetoriais invariantes a` esquerda sobre G.
Seja w uma n-forma alternada na˜o-nula em g (n = dim g), e seja ω a n-forma diferencial
em G definida por
ωx(v1, . . . , vn) = w(V1, . . . , Vn),
em que x ∈ G, v1, . . . , vn ∈ TxG e V1, . . . , Vn ∈ g sa˜o os u´nicos campos invariantes a`
esquerda tais que (Vi)x = vi para todo i = 1, . . . , n. Claramente, ω e´ na˜o-degenerada.
Afirmamos que ω e´ invariante a` esquerda, isto e´, que (Lx)
∗ω = ω para todo x ∈ G.
Com efeito, se x, y ∈ G e v1, . . . , vn ∈ TyG, enta˜o, tomando campos V1, . . . , Vn ∈ g tais
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que (Vi)y = vi, temos
[(Lx)
∗ω]y(v1, . . . , vn) = ωxy((Lx)∗v1, . . . , (Lx)∗vn)
= ωxy((Lx)∗(V1)y, . . . , (Lx)∗(Vn)y)
= ωxy([(Lx)∗V1]xy, . . . , [(Lx)∗Vn]xy)
= w(V1, . . . , Vn)
= ωy(v1, . . . , vn).
A forma diferencial ω acima, por ser na˜o-degenerada, determina uma orientac¸a˜o
em G, e esta orientac¸a˜o, por sua vez, define uma noc¸a˜o de integrac¸a˜o de n-formas
diferenciais de suporte compacto sobre G. Isso nos permite definir o funcional
I : f ∈ Cc(G,R) 7−→
∫
G
fω ∈ R.
Claramente I e´ linear e positivo, de modo que, pelo Teorema 1.15, I determina uma
medida de Radon µ em G. Resta-nos verificar que I e´ invariante a` esquerda para que µ
seja de Haar. Para tanto, sejam f ∈ Cc(G,R) e x ∈ G. Dados y ∈ G e v1, . . . , vn ∈ TyG,
temos
[(Lxf)ω]y(v1, . . . , vn) = f(x
−1y)ωy(v1, . . . , vn)
= f(x−1y)[(Lx−1)
∗ω]y(v1, . . . , vn)
= f(x−1y)ωx−1y((Lx−1)∗v1, . . . , (Lx−1)∗vn)
= [(Lx−1)
∗(fω)]y(v1, . . . , vn).
Logo, (Lxf)ω = (Lx−1)
∗(fω), e isto implica que
I(Lxf) =
∫
G
(Lxf)ω =
∫
G
(Lx−1)
∗(fω).
Uma vez que Lx−1 e´ um difeomorfismo de G que preserva a orientac¸a˜o escolhida (pois
preserva a forma volume que a determina), concluimos que
I(Lxf) =
∫
G
(Lx−1)
∗(fω) =
∫
G
fω = I(f).
Com isto, provamos a existeˆncia de uma medida de Haar para o grupo de Lie G.
Consideremos, agora, duas medidas de Haar em G, a saber µ1 e µ2. Provaremos
que existe um nu´mero real c > 0 tal que µ2 = cµ1. Seja µ = µ1 + µ2. Enta˜o, µ e´ uma
medida em G que e´ absolutamente cont´ınua com respeito a µ1. Uma vez que G e´ um
grupo de Lie, enta˜o ambas µ e µ1 sa˜o σ-finitas, de modo que, pelo Teorema de Radon-
Nikody´m, existe uma func¸a˜o mensura´vel f : G→ [0,+∞] tal que µ1(A) =
∫
A
f(x)dµ(x)
para todo A ∈ BG. Para cada x ∈ G, seja µx : BG → [0,+∞] a medida definida por
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µx(A) =
∫
A
(Lxf)(y)dµ(y). Se A ∈ BG, enta˜o
µx(A) =
∫
G
f(x−1y)χA(y)dµ(y) =
∫
G
f(y)χA(xy)dµ(y)
=
∫
G
f(y)χx−1A(y)dµ(y) =
∫
x−1A
f(y)dµ(y)
= µ1(x
−1A) = µ1(A).
Logo, µx = µ1 e f = Lxf µ-q.t.p. para todo x ∈ G.
Seja F : G × G → [0,+∞] a func¸a˜o definida por F (x, y) = (Lxf)(y) = f(x−1y).
Como F e´ a composta da aplicac¸a˜o (x, y) ∈ G × G 7→ x−1y ∈ G, que e´ cont´ınua, com
f , enta˜o F e´ mensura´vel. Com isso, se A,B ∈ BG, enta˜o∫
A×B
F (x, y)d(µ× µ)(x, y) =
∫
A
(∫
B
F (x, y)dµ(y)
)
dµ(x)
=
∫
A
(∫
B
(Lxf)(y)dµ(y)
)
dµ(x)
=
∫
A
(∫
B
f(y)dµ(y)
)
dµ(x)
=
∫
A×B
f(y)d(µ× µ)(x, y)
pelo Teorema de Tonelli. Tomando N := {(x, y) ∈ G×G : F (x, y) 6= f(y)}, concluimos
que (µ× µ)(N) = 0.
Agora, para cada y ∈ G, seja Ny := {x ∈ G : (x, y) ∈ N}. Como a func¸a˜o
y ∈ G 7→ µ(Ny) ∈ [0,+∞] e´ mensura´vel e∫
G
µ(Ny)dµ(y) = (µ× µ)(N) = 0,
enta˜o µ(Ny) = 0 µ-q.t.p. Portanto, podemos escolher y0 ∈ G tal que µ(Ny0) = 0. Uma
vez que
Ny0 = {x ∈ G : f(x−1y0) 6= f(y0)},
enta˜o f = f(y0) µ-q.t.p, e portanto
µ1(A) =
∫
A
f(x)dµ(x) =
∫
A
f(y0)dµ(x) = f(y0)µ(A)
para todo A ∈ BG. Logo, µ1 = f(y0)µ. Ale´m disso, c = f(y0) e´ um nu´mero real
positivo pois, caso contra´rio, µ1 seria identicamente nula. Aplicando este argumento
tambe´m a` medida µ2, obtemos um nu´mero real d > 0 tal que µ2 = dµ, e portanto
µ1 = cd
−1µ2.
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Se G e´ compacto e µ e´ uma medida de Haar em G, enta˜o µ e´ finita e podemos
normaliza´-la para obter uma medida de Haar em G tal que µ(G) = 1. Uma medida de
Haar com esta propriedade e´, claramente, u´nica e, no contexto dos grupos compactos,
sempre assumiremos que quaisquer medidas de Haar estara˜o normalizadas. Ale´m disso,
utilizaremos a notac¸a˜o simplificada ∫
G
f(x)dx
para denotar a integral de uma func¸a˜o com respeito a uma medida de Haar normalizada.
A Func¸a˜o Modular
Seja G um grupo topolo´gico localmente compacto e µ uma medida de Haar em
G. Fixado x ∈ G, definimos µx : BG → [0,+∞] por µx(A) = µ(Ax). Uma vez que
Rx : y 7→ yx e´ um homeomorfismo, enta˜o µx e´ uma medida de Radon em G, e vemos
facilmente que µx e´ invariante a` esquerda. Logo, µx e´ uma medida de Haar. Pelo
Teorema 1.14, existe um u´nico nu´mero real ∆(x) > 0 tal que µx = ∆(x)µ.
Vale a pena observar que ∆(x) na˜o depende da medida de Haar µ escolhida. De
fato, se µ′ e´ uma outra medida de Haar em G, enta˜o µ′ = cµ para algum nu´mero real
c > 0. Logo, se x ∈ G, temos µ′x = cµx. Analogamente, para cada x ∈ G existe um
nu´mero real ∆′(x) > 0 definido por µ′x = ∆
′(x)µ′. Enta˜o,
µ′x = cµx = c∆(x)µ = ∆(x)µ
′,
e portanto ∆′(x) = ∆(x). A func¸a˜o ∆ : G → (0,+∞) assim definida e´ chamada de
func¸a˜o modular de G.
Proposic¸a˜o 1.17. Sejam G um grupo topolo´gico localmente compacto, ∆ a sua func¸a˜o
modular e µ uma medida de Haar em G.
(a) Se f : G→ C e´ integra´vel com respeito a µ e x ∈ G, enta˜o∫
G
f(yx)dµ(y) = ∆(x−1)
∫
G
f(y)dµ(y).
(b) ∆ e´ um homomorfismo de grupos cont´ınuo.
Demonstrac¸a˜o. (a) Pela definic¸a˜o de integral, e´ suficiente verificar a igualdade no
caso em que f = χA para algum A ∈ BG de medida finita. Dado x ∈ G, para todo
y ∈ G temos χA(yx) = χAx−1(y), de modo que∫
G
χA(yx)dµ(y) = µ(Ax
−1) = ∆(x−1)µ(A) = ∆(x)−1
∫
G
χA(y)dµ(y).
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(b) Para ver que ∆ e´ homomorfismo de grupos, basta observar que
∆(xy)µ(A) = µxy(A) = µ(Axy) = ∆(y)µ(Ax) = ∆(y)∆(x)µ(A) = ∆(x)∆(y)µ(A)
para todos x, y ∈ G eA ∈ BG. Para ver que ∆ e´ cont´ınua, primeiramente lembramos
que o fato de µ ser uma medida de Radon implica que existe uma func¸a˜o cont´ınua
f : G→ C de suporte compacto tal que ∫
G
f(y)dµ(y) = 1. Como, pela Proposic¸a˜o
1.3, f e´ uniformemente cont´ınua, enta˜o
Rf : x ∈ G 7→ Rx−1f ∈ Cc(G)
e´ cont´ınua (com respeito a` norma do supremo). Portanto, a func¸a˜o
x ∈ G 7→
∫
G
(Rx−1f)(y)dµ(y) ∈ R
e´ cont´ınua. Por outro lado, pelo item (a), esta func¸a˜o coincide com ∆, e a afirmac¸a˜o
esta´ provada.
Um grupo topolo´gico localmente compacto G e´ chamado de unimodular se a sua
func¸a˜o modular e´ constante e igual a 1, ou, equivalentemente, se G admite uma medida
de Haar que tambe´m e´ invariante a` direita (no sentido que µ(Ax) = µ(A) para todo
A ∈ BG e todo x ∈ G).
Lema 1.18. Se G e´ um grupo compacto, enta˜o G e´ unimodular.
Demonstrac¸a˜o. A func¸a˜o modular de G e´ um homomorfismo cont´ınuo de G em
(0,+∞), o que implica que a sua imagem e´ um subgrupo compacto de (0,+∞). A
u´nica possibilidade e´ ∆(G) = {1}.
Existem outras classes de grupos topolo´gicos ale´m dos compactos que sa˜o unimo-
dulares; por exemplo, os abelianos, os grupos de Lie semi-simples e os nilpotentes. As
verificac¸o˜es destes fatos podem ser vistas em (KNAPP, 2002), p. 535.
Sejam G um grupo topolo´gico localmente compacto e µ uma medida de Haar em
G. Uma vez que ι : x 7→ x−1 e´ um homeomorfismo de G, podemos definir uma medida
de Radon µ˜ : BG → [0,+∞] por µ˜(A) = µ(A−1). Esta medida e´ invariante a` direita,
pois se A ∈ BG e x ∈ G, enta˜o
µ˜(Ax) = µ(x−1A−1) = µ(A−1) = µ˜(A).
No entanto, µ˜ na˜o e´ necessariamente invariante a` esquerda. O resultado a seguir esta-
belece a principal relac¸a˜o entre µ e µ˜ utilizando a func¸a˜o modular.
Proposic¸a˜o 1.19. Dado A ∈ BG, temos que
µ˜(A) =
∫
A
∆(x)−1dµ(x).
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Em particular, se f : G → C e´ integra´vel com respeito a µ˜, enta˜o f∆−1 e´ integra´vel
com respeito a µ e vale a igualdade∫
G
f(x)dµ˜(x) =
∫
G
f(x)∆(x)−1dµ˜(x).
Demonstrac¸a˜o. Temos que f∆−1 ∈ Cc(G;R) para cada f ∈ Cc(G;R), de modo que∫
G
f(x)∆(x)−1dµ(x) ∈ R. Definimos o funcional I : Cc(G;R)→ R por
I(f) =
∫
G
f(x)∆(x)−1dµ(x),
que claramente e´ linear e positivo. Ale´m disso, I e´ invariante a` direita, pois se f ∈ Cc(G;R)
e x ∈ G enta˜o
I(Rxf) =
∫
G
f(yx)∆(y)−1dµ(y) = ∆(x)
∫
G
f(yx)∆(yx)−1dµ(y)
= ∆(x)
∫
G
[
Rx(f∆
−1)
]
(y)dµ(y) = ∆(x)∆(x)−1
∫
G
f(y)∆(y)−1dµ(y)
= I(f)
pela Proposic¸a˜o 1.17. Isto implica que a medida de Radon ν : BG → [0,+∞] definida
por I e´ invariante a` direita. Uma vez que, por definic¸a˜o,∫
G
f(x)dν(x) =
∫
G
f(x)∆(x)−1dµ(x) (1.2)
para toda f ∈ Cc(G,R), a mesma igualdade e´ va´lida para toda f integra´vel com respeito
a ν. Como ν˜ e´ uma medida de Haar em G, enta˜o ν˜ = cµ para algum nu´mero real c > 0
pelo Teorema 1.14, isto e´, ν = cµ˜. Afirmamos que c = 1. De fato, suponhamos, por
absurdo, que c 6= 1, e tomemos, pela continuidade de ∆, uma vizinhanc¸a sime´trica
U ⊆ G de 1 tal que |∆(x)−1 − 1| ≤ |c − 1|/2 para todo x ∈ U . Como G e´ localmente
compacto, podemos assumir que µ(U) < +∞. Ale´m disso, como U e´ sime´trica, enta˜o
µ(U) = µ˜(U), de modo que
|c− 1|µ(U) = |cµ˜(U)− µ(U)| = |ν(U)− µ(U)|
=
∣∣∣∣∫
G
χU(x)dν(x)−
∫
G
χU(x)dµ(x)
∣∣∣∣
=
∣∣∣∣∫
G
χU(x)(∆(x)
−1 − 1)dµ(x)
∣∣∣∣
≤ |c− 1|µ(U)
2
,
o que claramente e´ um absurdo. Portanto, c = 1 e ν = µ˜. Este fato mais a igualdade
(1.2) garantem o resultado.
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Corola´rio 1.20. Se G e´ um grupo unimodular, enta˜o µ˜ = µ para toda medida de Haar
µ em G. Neste caso, temos tambe´m que∫
G
f(x−1)dµ(x) =
∫
G
f(x)dµ(x)
para toda func¸a˜o f : G→ C integra´vel.
1.3 A A´lgebra de Convoluc¸a˜o de um Grupo Com-
pacto
Como mencionamos no para´grafo que introduz o cap´ıtulo, o sucesso do estudo das
representac¸o˜es de um grupo compacto depende de uma ana´lise cuidadosa do espac¸o
C(G). Por razo˜es te´cnicas, no entanto, e´ conveniente mergulhar C(G) num espac¸o de
Hilbert (separa´vel, quando poss´ıvel) e efetuar a ana´lise neste novo espac¸o. Existe uma
escolha natural para este espac¸o: trata-se do espac¸o L2(G) com respeito a` medida de
Haar normalizada de G.
Como veremos adiante, ainda e´ poss´ıvel definir em L2(G) uma operac¸a˜o bina´ria, o
chamado produto de convoluc¸a˜o, que faz deste espac¸o uma a´lgebra de Banach. Esta
a´lgebra, que chamamos de a´lgebra de convoluc¸a˜o do grupo, e´ uma pec¸a fundamental
na teoria de representac¸o˜es dos grupos compactos.
O Espac¸o L2(G)
Sejam G um grupo compacto e µ a sua medida de Haar normalizada. Denotaremos
por L2(G) o conjunto de todas as func¸o˜es Borel-mensura´veis f : G → C e tais que∫
G
|f(x)|2dx < +∞, fatorado pela relac¸a˜o de equivaleˆncia na qual duas func¸o˜es sa˜o
equivalentes se elas sa˜o iguais µ-q.t.p. Por simplicidade, adotaremos a convenc¸a˜o de
que os elementos de L2(G) sa˜o func¸o˜es, e na˜o classes de equivaleˆncia, e que duas func¸o˜es
de L2(G) que coincidem no complementar de um conjunto de medida nula sa˜o a mesma.
Sabemos que L2(G) e´ um espac¸o vetorial complexo com as operac¸o˜es usuais de
adic¸a˜o e multiplicac¸a˜o por escalar e que a aplicac¸a˜o ( , ) : L2(G)× L2(G)→ C definida
por
(f, g) =
∫
G
f(x)g(x)dx
e´ um produto interno que torna L2(G) um espac¸o de Hilbert. Como e´ usual na litera-
tura, dada uma func¸a˜o f ∈ L2(G), denotaremos por ||f ||2 o nu´mero real√
(f, f) =
(∫
G
|f(x)|2dx
)1/2
,
e lembramos que a aplicac¸a˜o f ∈ L2(G) 7→ ||f ||2 ∈ R e´ uma norma.
O resultado a seguir e´ um fato geral de Ana´lise Real, cuja demonstrac¸a˜o omitiremos.
O leitor interessado pode encontra´-la em (FOLLAND, 1999), p. 217.
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Teorema 1.21. Sejam X um espac¸o topolo´gico de Hausdorff localmente compacto e µ
uma medida de Radon em X. Enta˜o, para todo p ∈ [1,+∞), Cc(X) e´ um subespac¸o
denso de Lp(X,µ).
Corola´rio 1.22. Seja G um grupo compacto. Enta˜o, C(G) e´ um subespac¸o denso de
L2(G).
Demonstrac¸a˜o. Basta aplicar o Teorema 1.21 ao caso p = 2, lembrando que, como
G e´ compacto, enta˜o Cc(G) = C(G).
Dizemos que um grupo topolo´gico G e´ separa´vel se G admite um subconjunto
enumera´vel e denso e, ale´m disso, a topologia de G e´ metriza´vel. Como sabemos da
Topologia Geral, esta definic¸a˜o implica, em particular, que a topologia de todo grupo
topolo´gico separa´vel admite uma base enumera´vel. Todo grupo de Lie e´ separa´vel.
Proposic¸a˜o 1.23. Seja G um grupo compacto separa´vel. Enta˜o, L2(G) e´ um espac¸o
de Hilbert separa´vel. Em particular, toda base de Hilbert de L2(G) e´ enumera´vel.
Demonstrac¸a˜o. Pelo Corola´rio 1.22, e´ suficiente provar que C(G), munido da norma
|| ||2, e´ separa´vel. Por outro lado, µ(G) = 1 implica que || ||2 ≤ || ||sup, e portanto basta
provar que (C(G), || ||sup) e´ separa´vel.
A separabilidade de G implica, como observamos acima, que a topologia de G admite
uma base unumera´vel; seja O uma tal base. Para cada par de abertos U, V ∈ O que
satisfaz U ⊆ V , escolhamos, pelo Lema de Urysohn4, uma func¸a˜o cont´ınua fU,V : G→ R
tal que fU,V |U ≡ 1 e fU,V |G\V ≡ 0, e denote por F ⊆ C(G) o conjunto de todas
estas func¸o˜es. Como G e´ localmente compacto, enta˜o F 6= ∅. Ale´m disso, como O e´
enumera´vel, enta˜o F tambe´m e´ enumera´vel.
Afirmamos que F separa pontos de G. De fato, sejam x, y ∈ G com x 6= y e
A,B ⊆ G abertos disjuntos tais que x ∈ A e y ∈ B. O conjunto G\A e´ fechado e
conte´m B; logo, G\A conte´m B. Ja´ G\B e´ aberto e x ∈ G\B, de modo que existem
U, V ∈ O tais que
x ∈ U ⊆ U ⊆ V ⊆ G\B.
Uma ra´pida verificac¸a˜o baseada nestas relac¸o˜es mostra que fU,V (x) = 1 e fU,V (y) = 0,
e a afirmac¸a˜o esta´ provada.
Para cada nu´mero natural n ≥ 1, seja Fn o conjunto formado pelos produtos da
forma f1 · · · fn, em que f1, . . . , fn ∈ F . Definimos
A = (Q+ iQ)1 +
∞∑
n=1
(Q+ iQ)Fn
A′ = C1 +
∞∑
n=1
CFn,
4Como G e´ metriza´vel, enta˜o e´ normal, e podemos usar o Lema de Urysohn.
Cap´ıtulo 1. Ana´lise em Grupos Topolo´gicos 19
em que 1 : G → C e´ func¸a˜o constante e igual a 1. Observamos que A e A′ sa˜o
suba´lgebras de C(G), A sobre o corpo Q + iQ e A′ sobre C. Claramente, A ⊆ A′.
Ale´m disso, A e A′ possuem as seguintes propriedades:
1. A e´ enumera´vel: Segue imediatamente de F e Q+ iQ serem enumera´veis.
2. A e´ denso em A′: Seja f ∈ A′ e escrevamos
f = z01 +
n∑
j=1
zjfj,
em que z0, z1, . . . , zn ∈ C e fj ∈ F j. Dado  > 0, sejam w0, w1, . . . , wn ∈ Q+ iQ tais
que
|zj − wj| ≤ 
(n+ 1) sup{1, ||f1||sup, . . . , ||fn||sup} , j = 0, 1, . . . , n,
e tomemos
g = w01 +
n∑
j=1
wjfj ∈ A.
Enta˜o,
||f − g||sup ≤ |z0 − w0|+
n∑
j=1
|zj − wj| · ||fj||sup
≤
(
|z0 − w0|+
n∑
j=1
|zj − wj|
)
sup{1, ||f1||sup, . . . , ||fn||sup}
≤ .
3. A e A′ separam pontos de G: De fato, F separa pontos de G e F ⊆ A ⊆ A′.
4. A′ conte´m as func¸o˜es constantes: Imediato da definic¸a˜o de A′.
5. A′ e´ fechada por conjugac¸o˜es: Decorre da definic¸a˜o de A′, lembrando que os elemen-
tos de F sa˜o func¸o˜es reais.
Como G e´ um espac¸o me´trico compacto, os fatos 3, 4 e 5 acima implicam, pelo
Teorema de Stone-Weierstrass, que A′ e´ um subconjunto denso de C(G). Por outro
lado, A e´ enumera´vel e denso em A′, o que completa a demonstrac¸a˜o.
Translac¸o˜es em L2(G)
Dada f ∈ L2(G), com G um grupo compacto, para cada x ∈ G podemos formar as
func¸o˜es Lxf,Rxf : G→ C da maneira descrita na primeira sec¸a˜o deste cap´ıtulo. Como
G e´ unimodular, enta˜o∫
G
|(Lxf)(y)|2dy =
∫
G
|f(x−1y)|2dy =
∫
G
|f(y)|2dy
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e ∫
G
|(Rxf)(y)|2dy =
∫
G
|f(yx)|2dy =
∫
G
|f(y)|2dy,
e concluimos que o espac¸o L2(G) e´ invariante por translac¸o˜es. Estas equac¸o˜es mostram,
adicionalmente, que as aplicac¸o˜es Lx, Rx : L
2(G)→ L2(G) sa˜o isometrias lineares com
respeito a || ||2.
Definimos L,R : G × L2(G) → L2(G) por L(x, f) = Lxf,R(x, f) = Rxf . Assim
como no caso do espac¸o C(G), L,R sa˜o ac¸o˜es de G sobre L2(G).
Proposic¸a˜o 1.24. Seja G um grupo compacto. Enta˜o, L,R sa˜o ac¸o˜es cont´ınuas de G
em L2(G).
Demonstrac¸a˜o. Como ambas L,R se da˜o por isometrias lineares, enta˜o pela Pro-
posic¸a˜o 1.6 e´ suficiente provar que as aplicac¸o˜es Lf : x 7→ Lxf e Rf : x 7→ Rxf sa˜o
cont´ınuas para toda f ∈ L2(G). Provaremos apenas a continuidade de Lf , pois a de
Rf e´ ana´loga. Dados x0 ∈ G e  > 0, escolhamos, pela densidade de C(G) em L2(G),
uma func¸a˜o h ∈ C(G) tal que ||f − h||2 ≤ /3. Seja U ⊆ G uma vizinhanc¸a de x0 tal
que
||Lxh− Lx0h||sup ≤

3
para todo x ∈ U , conforme provamos na Proposic¸a˜o 1.5. Deste modo,
||Lxf − Lx0f ||2 ≤ ||Lxf − Lxh||2 + ||Lxh− Lx0h||2 + ||Lx0h− Lx0f ||2
≤ ||Lx(f − h)||2 + ||Lx0(h− f)||2 + ||Lxh− Lx0h||sup
= ||f − h||2 + ||h− f ||2 + ||Lxh− Lx0h||sup
≤ 
para todo x ∈ U , e a continuidade de Lf em x0 esta´ provada.
O Produto de Convoluc¸a˜o
Sejam G um grupo compacto munido de uma medida de Haar normalizada µ, e
f, g ∈ L2(G). A convoluc¸a˜o de f por g e´ a func¸a˜o f ∗ g : G→ C definida por
(f ∗ g)(x) =
∫
G
f(xy−1)g(y)dy.
Como
|(f ∗ g)(x)| ≤
∫
G
|f(xy−1)| · |g(y)|dy =
∫
G
|((Lx−1f) ◦ ι)(y)| · |g(y)|dy
=
(|(Lx−1f) ◦ ι|, |g|) ≤ ||(Lx−1f) ◦ ι||2||g||2
= ||f ||2||g||2,
enta˜o f ∗ g esta´ bem-definida. (||(Lx−1f) ◦ ι||2 = ||f ||2 pois G e´ unimodular.)
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Lema 1.25. Sejam G um grupo compacto e f, g ∈ L2(G). Enta˜o:
(a) (f ∗ g)(x) =
∫
G
f(y)g(y−1x)dy;
(b) Lx(f ∗ g) = (Lxf) ∗ g e Rx(f ∗ g) = f ∗ (Rxg).
Demonstrac¸a˜o. (a) Como G e´ unimodular, enta˜o
(f ∗ g)(x) =
∫
G
f(xy−1)g(y)dy =
∫
G
f((yx−1)−1)g((yx−1)x)dy
=
∫
G
f(y−1)g(yx)dy =
∫
G
f(y)g(y−1x)dy.
(b) Se y ∈ G e´ qualquer, enta˜o
(Lx(f ∗ g))(y) = (f ∗ g)(x−1y) =
∫
G
f(x−1yz−1)g(z)dz
=
∫
G
(Lxf)(yz
−1)g(z)dz = (Lxf) ∗ g.
Ale´m disso, pelo item (a),
(Rx(f ∗ g))(y) = (f ∗ g)(yx) =
∫
G
f(z)g(z−1yx)dz
=
∫
G
f(z)(Rxg)(z
−1y)dz = (f ∗ (Rxg))(y).
Proposic¸a˜o 1.26. Se G e´ um grupo compacto e f, g ∈ L2(G), enta˜o f ∗ g e´ cont´ınua.
Em particular, f ∗ g ∈ L2(G).
Demonstrac¸a˜o. Se g = 0, enta˜o f ∗ g = 0, como vemos facilmente da definic¸a˜o.
Suponhamos, enta˜o, que g 6= 0. Sejam x0 ∈ G e  > 0, e tomemos uma vizinhanc¸a
U ⊆ G de x0 tal que ||Lx−1f − Lx−10 f ||2 ≤ /||g||2 para todo x ∈ U . Deste modo, dado
x ∈ U , enta˜o
|(f ∗ g)(x)− (f ∗ g)(x0)| ≤
∫
G
|f(xy−1)− f(x0y−1)| · |g(y)|dy
≤
(∫
G
|f(xy−1)− f(x0y−1)|2dy
)1/2
· ||g||2
=
(∫
G
|f(xy)− f(x0y)|2dy
)1/2
· ||g||2
= ||Lx−1f − Lx−10 f ||2||g||2
≤ .
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Se f, g, h ∈ L2(G) e λ ∈ C, enta˜o e´ imediato da definic¸a˜o que (λf) ∗ g = f ∗ (λg) =
λ(f ∗ g), que (f + g) ∗ h = f ∗ h+ g ∗ h e que f ∗ (g + h) = f ∗ g + f ∗ h. Ale´m disso, o
produto de convoluc¸a˜o e´ associativo. Para verificar isto, sejam f, g, h ∈ L2(G) e x ∈ G;
enta˜o,
(f ∗ (g ∗ h))(x) =
∫
G
f(xz−1)(g ∗ h)(z)dz
=
∫
G
∫
G
f(xz−1)g(zy−1)h(y)dydz
=
∫
G
(∫
G
f(xz−1)g(zy−1)dz
)
h(y)dy
=
∫
G
(∫
G
f(xy−1(zy−1)−1)g(zy−1)dz
)
h(y)dy
=
∫
G
(∫
G
f(xy−1z−1)g(z)dz
)
h(y)dy
=
∫
G
(f ∗ g)(xy−1)h(y)dy
= ((f ∗ g) ∗ h)(x).
Ademais, se f, g ∈ L2(G), temos
||f ∗ g||22 =
∫
G
∣∣∣∣∫
G
f(xy−1)g(y)dy
∣∣∣∣2 dx ≤ ∫
G
∫
G
|f(xy−1)|2|g(y)|2dydx
=
∫
G
(∫
G
|f(xy−1)|2dx
)
|g(y)|2dy = ||f ||22 · ||g||22.
Com isso, provamos o seguinte resultado.
Teorema 1.27. Seja G um grupo compacto. Enta˜o, o espac¸o de Hilbert L2(G), munido
do produto de convoluc¸a˜o, e´ uma a´lgebra de Banach.
Chamaremos a a´lgebra de Banach L2(G) de a´lgebra de convoluc¸a˜o do grupo
compacto G.
Unidades Aproximadas
Na˜o e´ necessa´rio que uma a´lgebra de Banach A possua unidade. Por exemplo, a
a´lgebra de convoluc¸a˜o de um grupo de Lie compacto e infinito na˜o possui unidade, con-
forme provaremos adiante. Uma unidade aproximada a` esquerda em A e´ uma rede
(aλ)λ∈Λ tal que, para todo c ∈ A, temos limλ→∞ aλc = c, e uma unidade aproximada
a` direita e´ uma rede (bσ)σ∈Σ tal que, para todo c ∈ A, vale limσ→∞ cbσ = c. Numa
a´lgebra de Banach que na˜o possui unidade, e´ necessa´rio trabalhar com as unidades
aproximadas.
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Sejam G um grupo compacto e µ a medida de Haar normalizada de G. Como
provamos na Proposic¸a˜o 1.13, se U ⊆ G e´ um aberto na˜o-vazio, enta˜o 0 < µ(U) < ∞.
Denotando por U o sistema de vizinhanc¸as de 1 ∈ G, definimos, para cada U ∈ U , a
func¸a˜o IU := χU/µ(U). Como
∫
G
|IU(x)|2dx = 1/µ(U), enta˜o IU ∈ L2(G) para todo
U ∈ U . Ale´m disso, vemos facilmente que IU |G\U ≡ 0 e que
∫
G
IU(x)dx = 1.
Teorema 1.28. Seja G um grupo compacto munido de uma medida de Haar norma-
lizada µ. Enta˜o, a rede (IU)U∈U e´ uma unidade aproximada bilateral da a´lgebra de
convoluc¸a˜o de G. Ademais, se f ∈ C(G), enta˜o as redes (IU ∗ f)U∈U e (f ∗ IU)U∈U
convergem uniformemente a f .
Demonstrac¸a˜o. Primeiro, mostraremos a convergeˆncia uniforme no caso em que f
e´ cont´ınua. Dado  > 0, tomemos, pelas continuidades de Lf,Rf : G → C(G), um
aberto U0 ⊆ G contendo 1 tal que ||Lyf − f ||sup ≤  e ||Ry−1f − f ||sup ≤  sempre que
y ∈ U0. Se U ⊆ U0 e´ uma vizinhanc¸a de 1, enta˜o, para todo x ∈ G, temos
|(IU ∗ f)(x)− f(x)| =
∣∣∣∣∫
G
IU(y)f(y
−1x)dy −
∫
G
IU(y)f(x)dy
∣∣∣∣
≤
∫
G
IU(y)|f(y−1x)− f(x)|dy
=
1
µ(U)
∫
U
|(Lyf)(x)− f(x)|dy
≤ 1
µ(U)
∫
U
||Lyf − f ||supdy
≤ ,
e, portanto, ||IU ∗ f − f ||sup ≤ . Uma estimativa semelhante vale para ||f ∗ IU − f ||sup.
Se f e´ uma func¸a˜o de L2(G), a situac¸a˜o e´ mais delicada. A esseˆncia da demonstrac¸a˜o
e´ provar que, para cada vizinhanc¸a U de 1, temos
||IU ∗ f − f ||2 ≤
∫
G
IU(y)||Lyf − f ||2 dy
||f ∗ IU − f ||2 ≤
∫
G
IU(y)||Ry−1f − f ||2 dy.
Assumindo a validade destas desiguldades, conseguimos provar que ambas as redes
(IU ∗ f)U∈U e (f ∗ IU)U∈U convergem a f com respeito a || ||2. De fato, dado  > 0, seja
U0 uma vizinhanc¸a de 1 tal que
||Lyf − f ||2 ≤  e ||Ry−1f − f ||2 ≤ 
para todo y ∈ U0. Se U ⊆ U0 e´ uma vizinhanc¸a de 1, enta˜o
||IU ∗ f − f ||2 ≤
∫
G
IU(y)||Lyf − f ||2 dy = 1
µ(U)
∫
U
||Lyf − f ||2 dy ≤ 
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e
||f ∗ IU − f ||2 ≤
∫
G
IU(y)||Ry−1f − f ||2 dy = 1
µ(U)
∫
U
||Ry−1f − f ||2 dy ≤ .
Provaremos apenas a primeira das desigualdade acima, pois a demonstrac¸a˜o da
outra e´ ana´loga. Seja, enta˜o, U uma vizinhanc¸a de 1. Primeiramente,
||IU ∗ f − f ||22 =
∫
G
|(IU ∗ f)(x)− f(x)|2dx
=
∫
G
∣∣∣∣∫
G
IU(y) · (f(y−1x)− f(x))dy
∣∣∣∣2 dx
=
∫
G
∣∣∣∣∫
G
IU(y) · (Lyf(x)− f(x))dy
∣∣∣∣2 dx. (1.3)
Definimos F : G×G→ C por F (x, y) := IU(y) · (Lyf(x)− f(x)). Observamos que F e´
integra´vel com relac¸a˜o a` medida produto µ × µ, pois F e´ mensura´vel e, pelo Teorema
de Tonelli,∫
G×G
|F (x, y)|d(x, y) ≤
∫
G×G
|IU(y)|
(|(Lyf)(x)|+ |f(x)|)d(x, y)
=
∫
G×G
|IU(y)| · |(Lyf)(x)|d(x, y) +
∫
G×G
|IU(y)| · |f(x)|d(x, y)
=
∫
G
|IU(y)|
(∫
G
|(Lyf)(x)|dx
)
dy +
∫
G×G
|IU(y)| · |f(x)|d(x, y)
=
∫
G
|IU(y)|
(∫
G
|f(x)|dx
)
dy +
∫
G×G
|IU(y)| · |f(x)|d(x, y)
= 2
∫
G×G
|IU(y)| · |f(x)|d(x, y)
= 2
(∫
G
|IU(y)|dy
)
·
(∫
G
|f(x)|dx
)
= 2(|f |,1) ≤ 2||f ||2.
Desta forma, no que segue, podemos utilizar o Teorema de Fubini livremente. Assim,
continuando o desenvolvimento de (1.3), obtemos
||IU ∗ f − f ||22 =
∫
G
∣∣∣∣∫
G
F (x, y)dy
∣∣∣∣2 dx
=
∫
G
(∫
G
F (x, y)dy
)(∫
G
F (x, z)dz
)
dx
=
∫
G
∫
G
∫
G
F (x, y)F (x, z)dydzdx
=
∫
G
∫
G
(∫
G
F (x, y)F (x, z)dx
)
dydz = (?).
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Para cada y ∈ G, seja φy : G→ C dada por φy(x) := F (x, y). Enta˜o, φy ∈ L2(G), pois,
pelas definic¸o˜es, ∫
G
|φy(x)|2dx = |IU(y)|2||Lyf − f ||22.
Logo,
(?) =
∫
G
∫
G
(∫
G
φy(x)φz(x)dx
)
dydz
=
∫
G
∫
G
(φy, φz)dydz =
∫
G
∫
G
Re (φy, φz)dydz
≤
∫
G
∫
G
|(φy, φz)|dydz ≤
∫
G
∫
G
||φy||2 · ||φz||2 dydz
=
(∫
G
||φy||2 dy
)2
,
isto e´,
||IU ∗ f − f ||2 ≤
∫
G
||φy||2 dy
=
∫
G
(∫
G
|IU(y) · (Lyf(x)− f(x))|2dx
)1/2
dy
=
∫
G
IU(y)
(∫
G
|Lyf(x)− f(x)|2dx
)1/2
dy
=
∫
G
IU(y)||Lyf(x)− f(x)||2 dy,
como quer´ıamos demonstrar.
Corola´rio 1.29. Seja G um grupo compacto e infinito cuja topologia satisfaz ao Pri-
meiro Axioma de Enumerabilidade — por exemplo, um grupo de Lie compacto cuja
dimensa˜o e´ maior ou igual a um. Enta˜o, a a´lgebra de convoluc¸a˜o de G na˜o possui
unidade.
Demonstrac¸a˜o. Suponhamos, por absurdo, que existe g ∈ L2(G) tal que
f ∗ g = g ∗ f = f
para toda f ∈ L2(G). Isto implica, pelo Teorema 1.28, que g = limU∈U IU , pois
IU ∗ g = IU . A hipo´tese da topologia de G satisfazer ao Primeiro Axioma de Enu-
merabilidade garante que existe uma sequ¨eˆncia decresecente (Un)n∈N de elementos de
U tal que, para todo U ∈ U , existe n ∈ N com Un ⊆ U . Em particular,
⋂
n∈N Un = {1}
e g = limn→∞ IUn . Logo,
||g||2 = lim
n→∞
||IUn||2 = lim
n→∞
1
µ(Un)1/2
. (1.4)
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Por outro lado, como G e´ compacto, enta˜o µ(U1) < +∞, e, consequ¨entemente,
µ({1}) = µ
(⋂
n∈N
Un
)
= lim
n→∞
µ(Un). (1.5)
Ale´m disso, como G e´ infinito, enta˜o existem elementos xn ∈ G, n ∈ N, dois-a-dois
distintos. Logo,
1 = µ(G) ≥ µ({xn : n ∈ N}) =
∑
n∈N
µ({xn}) =
∑
n∈N
µ({1}),
do que concluimos que µ({1}) = 0.5 Por (1.4) e (1.5), temos ||g||2 = +∞, o que e´ um
absurdo.
A Adjunc¸a˜o
Sejam G um grupo topolo´gico e f : G→ C uma func¸a˜o. Definimos a adjunta de f
como sendo a func¸a˜o f ∗ : G→ C dada por f ∗(x) = f(x−1). A aplicac¸a˜o
∗ : F (G,C)→ F (G,C)
assim definida e´ usualmente chamada de adjunc¸a˜o ou de operador estrela.
Proposic¸a˜o 1.30. Seja G um grupo topolo´gico.
(a) A adjunc¸a˜o e´ uma involuc¸a˜o, isto e´, (f ∗)∗ = f para toda f ∈ F (G,C).
(b) Se f, g ∈ F (G,C) e z ∈ C, enta˜o (f + zg)∗ = f ∗ + zg∗.
(c) Se f ∈ Cb(G), enta˜o f ∗ ∈ Cb(G) e ||f ∗||sup = ||f ||sup.
Se G e´ compacto, ainda temos as seguintes propriedades:
(d) Se f ∈ L2(G), enta˜o f ∗ ∈ L2(G) e ||f ∗||2 = ||f ||2. Em particular, ||f ∗ ∗f ||2 ≤ ||f ||22
e ||f ∗ f ∗||2 ≤ ||f ||22.
(e) Se f, g ∈ L2(G), enta˜o (f ∗, g∗) = (f, g).
(f) Se f, g ∈ L2(G), enta˜o (f ∗ g)∗ = g∗ ∗ f ∗.
5Este u´ltimo argumento tambe´m prova um fato interessante acerca dos grupos compactos: se G e´
um grupo compacto e infinto, enta˜o G e´ na˜o-enumera´vel. De fato, a invariaˆncia por translac¸o˜es da
medida de Haar de G mais o fato que µ({1}) = 0 implicam que todo subconjunto enumera´vel de G
deve ter medida nula. Uma vez que µ(G) > 0, na˜o podemos ter G enumera´vel.
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Demonstrac¸a˜o. As propriedades (a), (b) e (c) sa˜o imediatas da definic¸a˜o. A propri-
edade (d) e´ consequ¨eˆncia de G ser unimodular. Para (e) e (f), tomemos f, g ∈ L2(G).
Enta˜o,
(f ∗, g∗) =
∫
G
f(x−1)g(x−1)dx =
∫
G
f(x)g(x)dx = (f, g)
e
(f ∗ g)∗(x) = (f ∗ g)(x−1) =
∫
G
f(x−1y−1) · g(y)dy
=
∫
G
f(x−1y) · g(y−1)dy =
∫
G
f((y−1x)−1) · g(y−1)dy
=
∫
G
g∗(y)f ∗(y−1x)dy = (g∗ ∗ f ∗)(x).
Seja G um grupo compacto, e tomemos f, g ∈ L2(G). Por um lado, temos
(f ∗ g)(x) =
∫
G
f(xy−1)g(y)dy =
∫
G
f(xy)g(y−1)dy
=
∫
G
(Lx−1f)(y)g∗(y)dy = (Lx−1f, g
∗);
por outro,
(g ∗ f)(x) =
∫
G
g(y)f(y−1x)dy =
∫
G
g(y−1)f(yx)dy
=
∫
G
(Rxf)(y)g∗(y)dy = (Rxf, g∗).
Logo,
(f ∗ g − g ∗ f)(x) = (Lx−1f −Rxf, g∗).
Proposic¸a˜o 1.31. Seja G um grupo compacto. Uma func¸a˜o f ∈ L2(G) esta´ no centro
da a´lgebra de convoluc¸a˜o se, e somente se, f(xy) = f(yx) para todos x, y ∈ G. Em
outras palavras, o centro da a´lgebra de convoluc¸a˜o de G e´ o conjunto Cl(G) das func¸o˜es
de classes de L2(G).
Demonstrac¸a˜o. Se f ∈ L2(G) e´ de classes, enta˜o
0 = f(xy)− f(yx) = (Lx−1f)(y)− (Rxf)(y)
para todos x, y ∈ G, isto e´, Lx−1f − Rxf = 0. Isto implica que (Lx−1f − Rxf, g∗) = 0
para todo x ∈ G e toda g ∈ L2(G), ou seja, f ∗ g = g ∗ f para toda g ∈ L2(G). Logo,
f esta´ no centro da a´lgebra de convoluc¸a˜o de G. Para a rec´ıproca, suponhamos que
f ∈ L2(G) esta´ no centro. Provaremos que existe uma func¸a˜o f˜ ∈ Cl(G) que coincide
com f exceto num subconjunto de G de medida nula: a nossa convenc¸a˜o acerca da
28 1.3. A A´lgebra de Convoluc¸a˜o de um Grupo Compacto
igualdade de elementos de L2(G) mostra que a pro´pria func¸a˜o f esta´ em Cl(G). Como
f esta´ no centro de L2(G), enta˜o
(Lx−1f −Rxf, g∗) = (f ∗ g − g ∗ f)(x) = 0
para todo x ∈ G e toda g ∈ L2(G). Isto significa que, para cada x ∈ G, temos
Lx−1f −Rxf = 0 µ–q.t.p., isto e´, f −LxRxf = 0 µ–q.t.p. Seja F : G×G→ C definida
por
F (x, y) = (f − LxRxf)(y) = f(y)− f(x−1yx).
Claramente, F e´ mensura´vel. Ale´m disso, pelo Teorema de Tonelli,∫
G×G
|F (x, y)|d(x, y) =
∫
G
(∫
G
|F (x, y)|dy
)
dx
=
∫
G
(∫
G
|f(y)− f(x−1yx)|dy
)
dx
= 0,
o que significa que F = 0 (µ× µ)–q.t.p. Denotando
E := {(x, y) ∈ G×G : F (x, y) 6= 0} = {(x, y) ∈ G×G : f(y) 6= f(x−1yx)},
temos (µ× µ)(E) = 0. Tomemos, para cada y ∈ G, o conjunto
Ey := {x ∈ G : (x, y) ∈ E} = {x ∈ G : f(y) 6= f(x−1yx)}.
Como a medida µ× µ e´ finita, enta˜o∫
G
µ(Ey)dy = (µ× µ)(E) = 0,
o que significa que µ(Ey) = 0 para quase todo y ∈ G. Seja f˜ : G → C definida por
f˜(y) =
∫
G
f(x−1yx)dx. Se y ∈ G e´ tal que µ(Ey) = 0, enta˜o∫
G
f(x−1yx)dx =
∫
G
f(y)dx = f(y).
Isto implica que f˜ = f µ–q.t.p. Ale´m disso, se y, z ∈ G, enta˜o
f˜(yz) =
∫
G
f(x−1yzx)dx =
∫
G
f((zx)−1zy(zx))dx
=
∫
G
f(x−1zyx)dx = f˜(zy),
ou seja, f˜ ∈ Cl(G).
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Corola´rio 1.32. A a´lgebra de convoluc¸a˜o de um grupo compacto G e´ comutativa se, e
somente se, G e´ abeliano.
Demonstrac¸a˜o. Se G e´ abeliano, enta˜o a igualdade f(xy) = f(yx) e´ va´lida para toda
f ∈ L2(G) e todos x, y ∈ G. O Teorema 1.31 implica, enta˜o, que L2(G) e´ uma a´lgebra
comutativa. Reciprocamente, se L2(G) e´ comutativa, enta˜o, em particular, toda func¸a˜o
cont´ınua f : G→ C e´ de classes. Por outro lado, como G e´ Hausdorff e compacto, enta˜o
C(G) separa pontos de G pelo Lema de Urysohn. Com isso, se existem x, y ∈ G tais
que xy 6= yx, enta˜o tambe´m existe f ∈ C(G) tal que f(xy) 6= f(yx), o que e´ imposs´ıvel
por hipo´tese. Portanto, G e´ abeliano.
Corola´rio 1.33. Se G e´ um grupo compacto, enta˜o Cl(G) e´ um subespac¸o fechado de
L2(G).
Demonstrac¸a˜o. O centro de qualquer a´lgebra de Banach e´ um subespac¸o fechado da
a´lgebra.
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Cap´ıtulo 2
Teoria de Representac¸o˜es de
Grupos Compactos
Neste cap´ıtulo, apresentamos a teoria ba´sica de representac¸o˜es dos grupos topolo´gicos
compactos. Nosso objetivo e´ provar o Teorema de Peter & Weyl, uma importante ge-
neralizac¸a˜o do Teorema de Fourier sobre a convergeˆncia em L2 da se´rie de Fourier de
uma func¸a˜o perio´dica para qualquer grupo compacto.
2.1 Representac¸o˜es
Uma representac¸a˜o de um grupo topolo´gico G num espac¸o vetorial real ou com-
plexo de dimensa˜o finita V e´ um homomorfismo cont´ınuo Φ : G → GL(V ). Se Φ e´
injetiva, enta˜o Φ e´ chamada de fiel. No caso em que G e´ um grupo de Lie, esta ter-
minologia justifica-se pelo fato que, se Φ : G→ GL(V ) e´ uma representac¸a˜o fiel, enta˜o
Φ(G) e´ um subgrupo de Lie de GL(V ) isomorfo a G. Neste caso, podemos considerar
G como um grupo de matrizes.
A importaˆncia do estudo de representac¸o˜es esta´ no fato que muitas propriedades dos
grupos topolo´gicos e, em especial, dos grupos de Lie, podem ser obtidas atrave´s de uma
ana´lise das suas representac¸o˜es que, em esseˆncia, envolve apenas A´lgebra Linear. Ale´m
disso, como o resultado a seguir mostra, existe uma estreita relac¸a˜o entre representac¸o˜es
de um grupo e as ac¸o˜es deste grupo por transformac¸o˜es lineares.
Proposic¸a˜o 2.1. Sejam G um grupo topolo´gico e V um espac¸o vetorial real ou complexo
de dimensa˜o finita. Se Φ : G → GL(V ) e´ uma representac¸a˜o, enta˜o a aplicac¸a˜o
α : G× V → V definida por α(x, v) = Φ(x)v e´ uma ac¸a˜o cont´ınua de G sobre V atrave´s
de transformac¸o˜es lineares. Reciprocamente, se α : G× V → V e´ uma tal ac¸a˜o, enta˜o
Φ : G→ GL(V ) definida por Φ(x)v = α(x, v) e´ uma representac¸a˜o de G em V .
Demonstrac¸a˜o. Primeiramente, suponhamos que Φ e´ dada e que α e´ definida como
no enunciado. Que α e´ uma ac¸a˜o por transformac¸o˜es lineares de G em V e´ facilmente
verificado usando o fato que Φ e´ um homomorfismo com imagem contida em GL(V ).
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Resta provar a continuidade de α. Para tanto, sejam (x0, v0) ∈ G×V e  > 0. Fixemos
em V uma norma || || qualquer, e consideremos emGL(V ) a norma de operador induzida
por || ||, que tambe´m denotaremos por || ||. Como Φ e´ uma aplicac¸a˜o cont´ınua, podemos
tomar uma vizinhanc¸a U ⊆ G de x0 tal que ||Φ(x)−Φ(x0)|| ≤ 3(||v0||+1) para todo x ∈ U .
Seja δ > 0 um nu´mero real tal que
δ ≤ min
{
||v0||+ 1, 
3||Φ(x0)||
}
.
Deste modo, se (x, v) ∈ G× V e´ tal que x ∈ U e ||v − v0|| ≤ δ, enta˜o
||α(x, v)− α(x0, v0)|| = ||Φ(x)v − Φ(x0)v0||
≤ ||Φ(x)v − Φ(x)v0||+ ||Φ(x)v0 − Φ(x0)v0||
≤ ||Φ(x)|| · ||v − v0||+ ||Φ(x)− Φ(x0)|| · ||v0||
≤ ||Φ(x)||δ + 
3(||v0||+ 1) · ||v0||
≤ (||Φ(x)− Φ(x0)||+ ||Φ(x0)||)δ + 
3
≤ 
3(||v0||+ 1) · (||v0||+ 1) + ||Φ(x0)|| ·

3||Φ(x0)|| +

3
= .
Isto prova a continuidade de α em (x0, v0).
Reciprocamente, suponhamos que α e´ uma ac¸a˜o cont´ınua de G em V por trans-
formac¸o˜es lineares, e seja Φ definida como no enunciado. A definic¸a˜o de ac¸a˜o de grupo
implica que Φ(x) e´ um operador linear invert´ıvel para todo x ∈ G e tambe´m que Φ e´ um
homomorfismo de grupos. Para verificar a continuidade de Φ, seja S ⊆ V o conjunto
dos vetores unita´rios de V com respeito a` norma fixada no para´grafo anterior. Como
V e´ de dimensa˜o finita, enta˜o S e´ compacto. Sejam x0 ∈ G e  > 0. Pela continui-
dade de α, para cada v ∈ S existem Uv ⊆ G uma vizinhanc¸a de x0 e um nu´mero real
δv ∈
(
0, 
2||Φ(x0)||
)
tais que, se (x, u) ∈ G× V satisfazem x ∈ Uv e ||u− v|| ≤ δv, enta˜o
||α(x, u)−α(x0, v)|| ≤ /2. A famı´lia de abertos {B(v, δv) : v ∈ S} e´ uma cobertura de
S, de modo que existem v1, . . . , vn ∈ S tais que
S ⊆ B(v1, δv1) ∪ · · · ∪B(vn, δvn).
Tomando a vizinhanc¸a U = Uv1 ∩ · · · ∩Uvn de x0, se x ∈ U e v ∈ S, enta˜o v ∈ B(vi, δvi)
para algum i = 1, . . . , n, e portanto
||(Φ(x)− Φ(x0))v|| ≤ ||Φ(x)v − Φ(x0)vi||+ ||Φ(x0)vi − Φ(x0)v||
= ||α(x, v)− α(x0, vi)||+ ||Φ(x0)(vi − v)||
≤ 
2
+ ||Φ(x0)|| · ||vi − v||
≤ .
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Deste modo, se x ∈ U , enta˜o
||Φ(x)− Φ(x0)|| = sup{||(Φ(x)− Φ(x0))v|| : v ∈ S} ≤ ,
assim provando a continuidade de Φ em x0. Com isso, Φ e´ uma representac¸a˜o.
Seja Φ uma representac¸a˜o do grupo topolo´gico G no espac¸o V . Um subespac¸o
U ⊆ V e´ invariante por Φ se Φ(x)U ⊆ U para todo x ∈ G. Uma vez que V e´ de
dimensa˜o finita, essa condic¸a˜o e´ equivalente a Φ(x)U = U para todo x ∈ G. Se U e´
um subespac¸o invariante por Φ, enta˜o podemos definir ΦU : G→ GL(U) restringindo,
para cada x ∈ G, o operador Φ(x) ao subespac¸o U . Claramente, ΦU assim definida
e´ uma representac¸a˜o de G, usualmente denominada restric¸a˜o de Φ ao subespac¸o U .
Uma sub-representac¸a˜o de Φ e´ uma restric¸a˜o de Φ a algum subespac¸o invariante do
espac¸o V .
Observamos que uma representac¸a˜o Φ : G → GL(V ) sempre admite os subespac¸os
{0} e V como invariantes. Se estes forem os u´nicos, a representac¸a˜o e´ chamada irre-
dut´ıvel. Caso contra´rio, ela e´ dita redut´ıvel. Quando U e´ um subespac¸o invariante
por Φ e a restric¸a˜o ΦU e´ irredut´ıvel, e´ comum chamar o pro´prio subespac¸o U de ir-
redut´ıvel com respeito a Φ. A auseˆncia de subespac¸os invariantes na˜o-triviais torna
as representac¸o˜es irredut´ıveis particularmente adequadas para um estudo sistema´tico, e
uma questa˜o importante e´ determinar se uma certa representac¸a˜o, mesmo que redut´ıvel,
pode ser decomposta em sub-representac¸o˜es irredut´ıveis.
Mais precisamente, uma representac¸a˜o Φ : G → GL(V ) e´ completamente re-
dut´ıvel se podemos escrever V = U1⊕ · · · ⊕Un, em que cada subespac¸o Ui e´ na˜o-nulo,
invariante por Φ e irredut´ıvel. Esta decomposic¸a˜o, quando existe, na˜o e´ necessaria-
mente u´nica. Por exemplo, se dimV ≥ 2 e Φ ≡ idV , enta˜o qualquer decomposic¸a˜o de
V como soma direta de subespac¸os unidimensionais satisfaz essa definic¸a˜o.
Toda representac¸a˜o irredut´ıvel e´ completamente redut´ıvel, mas uma representac¸a˜o
ser redut´ıvel na˜o implica, necessariamente, que ela e´ completamente redut´ıvel. Por
exemplo, consideremos o grupo Z dos nu´meros inteiros com a operac¸a˜o de adic¸a˜o e a
topologia discreta, e seja Φ : Z→ GL(R2) dada, relativamente a` base canoˆnica de R2,
por
Φ(n)e1 = e1, Φ(n)e2 = ne1 + e2.
Verifica-se facilmente que Φ e´ uma representac¸a˜o de Z, e o subespac¸o Re1 ⊆ R2 e´
invariante por Φ, de modo que Φ e´ redut´ıvel. No entanto, Φ na˜o e´ completamente
redut´ıvel; para ver isto, argumentamos da seguinte maneira. Dado n ∈ Z, a matriz de
Φ(n) com respeito a` base canoˆnica e´
[Φ(n)] =
(
1 n
0 1
)
,
e portanto o u´nico autovalor de Φ(n) e´ 1 para todo n ∈ Z. Se Φ fosse completa-
mente redut´ıvel, enta˜o, por questo˜es de dimensa˜o, existiriam u1, u2 ∈ R2 linearmente
independentes e homomorfismos λ1, λ2 : Z→ R∗ tais que
Φ(n)u1 = λ1(n)u1, Φ(n)u2 = λ2(n)u2 (2.1)
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para todo n ∈ Z. Claramente, λ1(n), λ2(n) sa˜o os autovalores de Φ(n), e, portanto,
λ1(n) = λ2(n) = 1. Este fato mais (2.1) implica que Φ(n) = idR2 para todo n ∈ Z, o
que visivelmente e´ um absurdo.
Proposic¸a˜o 2.2. Uma representac¸a˜o Φ : G → GL(V ) e´ completamente redut´ıvel se,
e somente se, para todo subespac¸o invariante U ⊆ V existe outro subespac¸o invariante
W ⊆ V tal que V = U ⊕W .
Demonstrac¸a˜o. Suponhamos, primeiramente, que Φ e´ completamente redut´ıvel, e
procedamos por induc¸a˜o sobre dimV . Se dimV = 0, enta˜o V = {0} e nada ha´ a fazer.
Suponha, enta˜o, que dimV ≥ 1 e que a afirmac¸a˜o e´ va´lida para todas as representac¸o˜es
completamente redut´ıveis de G em espac¸os de dimensa˜o menor do que dimV . Assu-
miremos tambe´m que Φ e´ redut´ıvel, pois caso contra´rio a afirmac¸a˜o segue trivialmente.
Escrevamos, enta˜o, V = U1 ⊕ · · · ⊕ Un uma decomposic¸a˜o de V em subespac¸os invari-
antes e irredut´ıveis, e tomemos U ⊆ V um subespac¸o invariante na˜o-trivial. Ha´ dois
casos a considerar:
1. existe i = 1, . . . , n tal que Ui ∩ U 6= {0}: nesta situac¸a˜o, apo´s uma poss´ıvel re-
ordenac¸a˜o dos subespac¸os U1, . . . , Un, podemos assumir que U1 ∩ U 6= {0}. Como
U1 ∩ U e´ um subespac¸o na˜o-nulo invariante por Φ contido em U1 e U1 e´ irredut´ıvel,
enta˜o devemos ter U1 ∩ U = U1, isto e´, U1 ⊆ U . Deste modo, podemos escrever
U = U1 ⊕ U ′, em que U ′ = U ∩ (U2 ⊕ · · · ⊕ Un). Denotando por V ′ o subespac¸o
U2⊕· · ·⊕Un, temos que V ′ e´ invariante por Φ e U ′ ⊆ V ′ e´ um subespac¸o invariante.
Como dimV ′ < dimV e ΦV ′ e´ completamente redut´ıvel, pela hipo´tese de induc¸a˜o
existe um subespac¸o invariante W ⊆ V ′ tal que V ′ = U ′ ⊕W . Portanto,
V = U1 ⊕ V ′ = U1 ⊕ U ′ ⊕W = U ⊕W,
como quer´ıamos demonstrar.
2. Ui ∩ U = {0} para todo i = 1, . . . , n: neste caso, seja U ′ = U1 ⊕ U . Enta˜o, U ′ ⊆ V
e´ um subespac¸o invariante e U1 ∩ U ′ 6= {0}. Aplicando o caso anterior, existe um
subespac¸o invariante W ′ ⊆ V tal que V = U ′ ⊕W ′. Fazendo W = U1 ⊕W ′, temos
que W e´ um subespac¸o invariante e que V = U ⊕W .
A prova da rec´ıproca baseia-se no fato que, se Φ : G→ GL(V ) e´ uma representac¸a˜o
que satisfaz a propriedade de que para todo subespac¸o invariante U ⊆ V existe su-
bespac¸o invariante W ⊆ V tal que V = U ⊕W , enta˜o toda sub-representac¸a˜o de Φ
tambe´m satisfaz esta propriedade. Para ver isto, seja U ⊆ V um subespac¸o invariante
por Φ, e considere um subespac¸o U ′ ⊆ U tambe´m invariante. Por hipo´tese, existe um
subespac¸o invariante W ⊆ V tal que V = U ⊕W . Seja P : V → U a projec¸a˜o sobre
U paralela a W . Uma vez que o subespac¸o U ′ ⊕W e´ invariante, aplicando a hipo´tese
novamente temos um subespac¸o invariante W ′′ ⊆ V tal que V = U ′ ⊕W ⊕W ′′. Seja
W ′ = P (W ′′) ⊆ U . Primeiramente, dado u ∈ U , podemos escrever u = u′ + w + w′′,
em que u′ ∈ U ′, w ∈ W e w′′ ∈ W ′′. Logo,
u = Pu = Pu′ + Pw + Pw′′ = u′ + Pw′′ ∈ U ′ +W ′,
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de modo que U = U ′ +W ′. Segundamente,
dimU = dim(U ′ +W ′) ≤ dimU ′ + dimW ′ ≤ dimU ′ + dimW ′′
= dim(U ′ ⊕W ′′) = dimV − dimW
= dimU,
o que implica que dim(U ′ + W ′) = dimU ′ + dimW ′ e devemos ter U = V ′ ⊕W ′. Ter-
ceiramente, afirmamos que W ′ e´ invariante. De fato, dado w′ ∈ W ′, seja w′′ ∈ W ′′ tal
que w′ = Pw′′. Escrevendo w′′ = u+w, com u ∈ U e w ∈ W , temos, para todo x ∈ G,
que
Φ(x)w′ = Φ(x)Pw′′ = Φ(x)P (u+ w)
= Φ(x)u = P (Φ(x)u+ Φ(x)w)
= PΦ(x)w′′ ∈ W ′
pois U,W,W ′′ sa˜o invariantes.
Finalmente, com base na afirmac¸a˜o acima, provaremos a rec´ıproca por induc¸a˜o sobre
dimV . Se dimV = 0, na˜o ha´ o que fazer. Suponhamos, enta˜o, que dimV ≥ 1 e que
a asserc¸a˜o esta´ provada para todas as representac¸o˜es de G em espac¸os de dimensa˜o
menor do que dimV e que possuem a propriedade em questa˜o. Se Φ e´ irredut´ıvel, esta´
claro que Φ e´ completamente redut´ıvel: a decomposic¸a˜o V = V e´ a desejada. Podemos
assumir, enta˜o, que V e´ redut´ıvel e tomar um subespac¸o invariante na˜o-trivial U ⊆ V .
Seja W ⊆ V um subespac¸o invariante tal que V = U ⊕W , que tambe´m deve ser na˜o-
trivial. Como ambos U e W sa˜o na˜o-triviais, enta˜o dimU < dimV e dimW < dimV , e
a afirmac¸a˜o provada acima garante que podemos aplicar a hipo´tese de induc¸a˜o tanto a
U quanto a W , assim obtendo decomposic¸o˜es U = U1⊕· · ·⊕Uk e W = Uk+1⊕· · ·⊕Un
em que cada subespac¸o Ui e´ irredut´ıvel. A decomposic¸a˜o V = U1⊕ · · · ⊕Un satisfaz as
condic¸o˜es necessa´rias.
Corola´rio 2.3. Seja Φ : G→ GL(V ) uma representac¸a˜o e suponhamos que existe em
V um produto interno 〈 , 〉 tal que 〈Φ(x)u,Φ(x)v〉 = 〈u, v〉 para quaisquer x ∈ G e
u, v ∈ V . Enta˜o, Φ e´ completamente redut´ıvel. Ale´m disso, existe uma decomposic¸a˜o
de V em subespac¸os invariantes irredut´ıveis dois-a-dois ortogonais.
Demonstrac¸a˜o. Pela Proposic¸a˜o 2.2, e´ suficiente verificar que para todo subespac¸o
invariante U ⊆ V temos U⊥ tambe´m invariante. Tomemos, enta˜o, U ⊆ V um subespac¸o
invariante, x ∈ G e v ∈ U⊥. Enta˜o,
〈Φ(x)v, U〉 = 〈Φ(x)v,Φ(x)Φ(x−1)U〉 = 〈v,Φ(x−1)U〉 = 〈v, U〉 = {0},
isto e´, Φ(x)v ∈ U⊥.
Para obter a decomposic¸a˜o desejada, basta argumentar da seguinte forma. Se Φ
e´ irredut´ıvel, na˜o ha´ o que fazer; caso contra´rio, existe um subespac¸o invariante na˜o-
trivial U1 ⊆ V , que assumiremos ser de dimensa˜o mı´nima. Claramente, U1 e´ irredut´ıvel,
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e podemos escrever V = U1 ⊕ U⊥1 , lembrando que U⊥1 tambe´m e´ invariante. Se U⊥1 e´
irredut´ıvel, a decomposic¸a˜o V = U1 ⊕ U⊥1 e´ a desejada; caso contra´rio, existe um
subespac¸o invariante na˜o-trivial U2 ⊆ U⊥1 de dimensa˜o mı´nima (com respeito a` sub-
representac¸a˜o ΦU⊥1 ), e escrevemos U
⊥
1 = U2 ⊕ (U⊥1 ∩ U⊥2 ). Logo,
V = U1 ⊕ U2 ⊕ (U⊥1 ∩ U⊥2 )
e cada um destes subespac¸os e´ invariante e ortogonal aos outros. Levando adiante este
processo, a cada passo a dimensa˜o do subespac¸o U1 ⊕ · · · ⊕ Uk aumenta, de modo que
o processo deve eventualmente encerrar uma vez que V possui dimensa˜o finita, e assim
obtemos a decomposic¸a˜o requerida.
Um produto interno como no enunciado do Corola´rio 2.3 e´ chamado de invariante
pela representac¸a˜o Φ. Se Φ : G→ GL(V ) e´ uma representac¸a˜o que admite um produto
interno invariante, enta˜o, ao fixarmos uma base ortonormal de V , temos que as matrizes
dos operadores Φ(x), x ∈ G, com respeito a esta base sa˜o ortogonais ou unita´rias,
dependendo se o espac¸o V e´ real ou complexo. Por este motivo, estas representac¸o˜es
sa˜o chamadas de unita´rias.
Proposic¸a˜o 2.4. Toda representac¸a˜o de um grupo compacto e´ unita´ria.
Demonstrac¸a˜o. Faremos aqui a demonstrac¸a˜o no caso em que V e´ um espac¸o vetorial
complexo, o caso real sendo provado de maneira ana´loga. Sejam G um grupo compacto,
µ a sua medida de Haar normalizada e Φ : G→ GL(V ) uma representac¸a˜o. Dado ( , )
um produto interno qualquer em V , definimos para u, v ∈ V
〈u, v〉 =
∫
G
(Φ(x)u,Φ(x)v)dx.
Como Φ e´ cont´ınua, enta˜o x ∈ G 7→ (Φ(x)u,Φ(x)v) ∈ C tambe´m e´ cont´ınua, e, por-
tanto, integra´vel, de modo que 〈u, v〉 ∈ C. Afirmamos que a func¸a˜o 〈 , 〉 : V × V → C
definida desta maneira e´ um produto interno invariante em V . A sesquilinearidade de
〈 , 〉 decorre da mesma propriedade que ( , ) possui por hipo´tese. Se u ∈ V e´ tal
que 〈u, u〉 = ∫
G
(Φ(x)u,Φ(x)u)dx = 0, enta˜o a func¸a˜o x ∈ G 7→ (Φ(x)u,Φ(x)u) ∈ C e´
quase-nula. Como µ e´ uma medida na˜o-nula, isto significa que existe algum x ∈ G tal
que (Φ(x)u,Φ(x)u) = 0, e portanto u = 0. Por fim, resta-nos verificar a invariaˆncia de
〈 , 〉 por Φ. Dados u, v ∈ V e x ∈ G, temos que
〈Φ(x)u,Φ(x)v〉 =
∫
G
(Φ(y)Φ(x)u,Φ(y)Φ(x)v)dy =
∫
G
(Φ(yx)u,Φ(yx)v)dy
=
∫
G
(Φ(y)u,Φ(y)v)dy = 〈u, v〉.
As Proposic¸o˜es 2.2 e 2.4 implicam que, no estudo das representac¸o˜es dos grupos
compactos, e´ suficiente restringir a atenc¸a˜o a` irredut´ıveis e unita´rias. Por este motivo,
procedemos agora a um estudo sistema´tico dessas representac¸o˜es. Ale´m disso, a partir
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de agora todas as representac¸o˜es consideradas sera˜o em espac¸os complexos. Utiliza-
remos a notac¸a˜o Φ : G → GLC(V ) quando for necessa´rio deixar claro que estamos
trabalhando neste contexto.
Sejam G um grupo topolo´gico e Φ,Φ′ representac¸o˜es de G nos espac¸os comple-
xos V, V ′, respectivamente. Uma transformac¸a˜o linear T : V → V ′ que satisfaz
Φ′(x)T = TΦ(x) para todo x ∈ G e´ chamado de operador de intercaˆmbio entre
Φ e Φ′. Se T e´ um operador de intercaˆmbio invert´ıvel entre Φ e Φ′, na˜o e´ dif´ıcil verificar
a sua inversa T−1 : V ′ → V e´ um operador de intercaˆmbio entre Φ′ e Φ; neste caso,
dizemos que T e´ um isomorfismo de representac¸o˜es e que as representac¸o˜es Φ e Φ′
sa˜o equivalentes. Denotamos este fato por Φ ∼= Φ′.
Proposic¸a˜o 2.5 (Lema de Schur). (a) Se Φ,Φ′ sa˜o representac¸o˜es irredut´ıveis de G
nos espac¸os V, V ′, respectivamente, e T : V → V ′ e´ um operador de intercaˆmbio
entre Φ e Φ′, enta˜o ou T e´ nulo ou T e´ um isomorfismo.
(b) Se Φ e´ uma representac¸a˜o irredut´ıvel de G no espac¸o V e T : V → V e´ um operador
de intercaˆmbio entre Φ e a pro´pria Φ, enta˜o T e´ um operador escalar.
Demonstrac¸a˜o. (a) Consideremos os subespac¸os U = kerT ⊆ V e W = ImT ⊆ V ′.
Enta˜o, U e´ invariante por Φ, pois
TΦ(x)U = Φ′(x)TU = {0}
para todo x ∈ G, e W e´ invariante por Φ′, pois
Φ′(x)W = Φ′(x)TV = TΦ(x)V = TV = W
para todo x ∈ G. Logo, ou U = V , do que segue T = 0, ou U = {0}, isto e´, T
e´ injetiva. Neste u´ltimo caso, W 6= {0}, pois V 6= {0}, de modo que W = V ′, ou
seja, T e´ um isomorfismo.
(b) Como V e´ um espac¸o complexo e C e´ algebricamente fechado, enta˜o T admite um
autovalor λ ∈ C. Seja Tλ = T − λ · idV . Claramente, temos Φ(x)Tλ = TλΦ(x)
para todo x ∈ G, de modo que, por (a), Tλ ou e´ nulo ou e´ um isomorfismo. Por
outro lado, a escolha de λ garante que Tλ na˜o e´ injetivo, e portanto Tλ = 0, isto e´,
T = λ · idV .
Corola´rio 2.6. Se G e´ abeliano e Φ : G → GLC(V ) e´ uma representac¸a˜o irredut´ıvel,
enta˜o dimV = 1.
Demonstrac¸a˜o. Dado x ∈ G qualquer, o fato de G ser abeliano implica que Φ(x)
e´ um operador de intercaˆmbio entre Φ e ela mesma. Logo, Φ(x) = λ(x)idV e a u´nica
maneira de Φ ser irredut´ıvel e´ com V unidimensional.
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Se Φ1,Φ2 sa˜o representac¸o˜es do grupo topolo´gico G nos espac¸os V1, V2, respecti-
vamente, podemos definir uma nova representac¸a˜o Φ1 ⊕ Φ2 de G no espac¸o V1 ⊕ V2
da maneira natural: se (v1, v2) ∈ V1 ⊕ V2 e x ∈ G, enta˜o (Φ1 ⊕ Φ2)(x)(v1, v2) :=
(Φ1(x)v1,Φ(x)v2). Esta representac¸a˜o e´ chamada soma direta de Φ1 por Φ2. Cla-
ramente, uma construc¸a˜o ana´loga e´ va´lida para quaisquer colec¸o˜es finitas de repre-
sentac¸o˜es de G. Observamos ainda que, nesta terminologia, uma representac¸a˜o Φ de G e´
completamente redut´ıvel se, e somente se, existem representac¸o˜es irredut´ıveis Φ1, . . . ,Φn
de G tais que Φ = Φ1 ⊕ · · · ⊕ Φn.
2.2 Coeficientes Matriciais
Sejam Φ : G → GLC(V ) uma representac¸a˜o unita´ria e 〈 , 〉 um produto interno
invariante em V . Um coeficiente matricial de Φ e´ uma func¸a˜o φ : G→ C da forma
φ(x) = 〈Φ(x)u, v〉, em que u, v ∈ V . Claramente, os coeficientes matriciais de uma
representac¸a˜o unita´ria sa˜o func¸o˜es cont´ınuas. Um coeficiente matricial φ e´ chamado de
ba´sico se existe uma base ortonormal (e1, . . . , en) de V com respeito ao produto interno
invariante escolhido e ı´ndices i, j = 1, . . . , n tais que φ(x) = φij(x) := 〈Φ(x)ej, ei〉. Os
coeficientes matriciais ba´sicos sa˜o exatamente as entradas de matriz de Φ com relac¸a˜o
a` base ortonormal fixada. De fato, para cada x ∈ G e cada j = 1, . . . , n, temos
Φ(x)ej =
n∑
i=1
〈Φ(x)ej, ei〉ei =
n∑
i=1
φij(x)ei.
Ale´m disso, todo coeficiente matricial de Φ pode ser escrito como combinac¸a˜o linear
de coeficientes ba´sicos. Com efeito, se φ(x) = 〈Φ(x)u, v〉 e´ um coeficiente matricial, ao
escrevermos
u =
∑
j=1
cjej, v =
n∑
i=1
diei
temos
φ(x) =
〈
Φ(x)
n∑
j=1
cjej,
n∑
i=1
diei
〉
=
n∑
i,j=1
cjdi〈Φ(x)ej, ei〉 =
n∑
i,j=1
cjdiφij(x).
Lema 2.7. Representac¸o˜es unita´rias e equivalentes de um grupo topolo´gico G possuem
os mesmos coeficientes matriciais.
Demonstrac¸a˜o. Sejam Φ,Φ′ representac¸o˜es unita´rias e equivalentes de G nos espac¸os
V, V ′, respectivamente, e T : V ′ → V um operador de intercaˆmbio invert´ıvel. Por
simplicidade, denotaremos por 〈 , 〉 ambos os produtos internos invariantes de V e de
V ′. Dado um coeficiente matricial φ de Φ, escrevamos φ(x) = 〈Φ(x)u, v〉, com x ∈ G e
u, v ∈ V . Enta˜o,
φ(x) = 〈Φ(x)TT−1u, v〉 = 〈TΦ′(x)T−1u, v〉 = 〈Φ′(x)T−1u, T ∗v〉,
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em que T ∗ denota o operador adjunto a T com respeito aos produtos internos invariantes
fixados. O membro direito desta expressa˜o claramente define um coeficiente matricial
de Φ′, de modo que todo coeficiente matricial de Φ tambe´m e´ coeficiente matricial de
Φ′. Um argumento ana´logo, em que substituimos T por T−1, prova a rec´ıproca.
O pro´ximo resultado mostra que e´ poss´ıvel efetuar certas transformac¸o˜es no conjunto
dos coeficientes matriciais de um grupo topolo´gico G e ainda permanecer nesta classe
de func¸o˜es.
Proposic¸a˜o 2.8. Se φ e´ um coeficiente matricial de uma representac¸a˜o unita´ria do
grupo topolo´gico G, enta˜o φ′ := φ ◦ ι, φ e φ∗ tambe´m sa˜o.
Demonstrac¸a˜o. Uma vez que φ = (φ′)∗, e´ suficiente provar que φ′ e φ∗ sa˜o coeficientes
matriciais de G. Sejam, enta˜o, Φ : G → GLC(V ) uma representac¸a˜o unita´ria com
produto interno invariante 〈 , 〉 e u, v ∈ V tais que φ(x) = 〈Φ(x)u, v〉. Para cada
operador linear T : V → V , denotemos por T ∗ o operador adjunto a T com respeito a
〈 , 〉. Como 〈 , 〉 e´ invariante por Φ, enta˜o Φ(x)∗ = Φ(x)−1 para todo x ∈ G, e, com
isso,
φ∗(x) = 〈Φ(x−1)u, v〉 = 〈Φ(x)v, u〉.
Consequ¨entemente, φ∗ e´ um coeficiente matricial.
Para verificar que φ′ e´ um coeficiente matricial, definimos Φ∗ : G → GLC(V ∗) por
Φ∗(x)f = fΦ(x−1) para cada f ∈ V ∗. Como
Φ∗(xy)f = fΦ((xy)−1) = fΦ(y−1)Φ(x−1) = (Φ∗(x)Φ∗(y))f
para x, y ∈ G e f ∈ V ∗, enta˜o Φ∗ e´ um homomorfismo. Observamos que Φ∗(x) e´ o
operador transposto de Φ(x−1) e, uma vez que a aplicac¸a˜o que associa a cada operador
linear o seu operador transposto e´ uma transformac¸a˜o linear, enta˜o Φ∗ e´ uma repre-
sentac¸a˜o. Afirmamos que Φ∗ e´ uma representac¸a˜o unita´ria e que φ′ e´ um coeficiente
matricial de Φ∗. Para verificarmos isto, sejam (e1, . . . , en) uma base de V ortonormal
com respeito a 〈 , 〉, (e∗1, . . . , e∗n) a base dual associada e 〈 , 〉′ o produto interno em V ∗
que admite (e∗1, . . . , e
∗
n) como base ortonormal. Seja tambe´m {φij}ni,j=1 o conjunto de
coeficientes matriciais ba´sicos de Φ relativos a (e1, . . . , en). Como
(Φ∗(x)e∗j)(ei) = e
∗
j(Φ(x
−1)ei) =
n∑
k=1
φki(x
−1)e∗j(ek) = φji(x
−1)
para todos x ∈ G e i, j = 1, . . . , n, enta˜o
Φ∗(x)e∗j =
n∑
i=1
φji(x
−1)e∗i .
Deste modo,
〈Φ∗(x)e∗j , e∗i 〉′ = φji(x−1) = 〈Φ(x−1)ei, ej〉 = 〈Φ(x)ej, ei〉
= φij(x) = 〈Φ∗(x−1)e∗i , e∗j〉′
= 〈e∗j ,Φ∗(x−1)e∗i 〉′
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para todos x ∈ G e i, j = 1, . . . , n. Com isso, 〈 , 〉′ e´ um produto interno em V ∗
invariante por Φ∗. Por fim, escrevendo
u =
∑
j=1
cjej, v =
n∑
i=1
diei
e definindo
f =
∑
j=1
cje∗j , g =
n∑
i=1
die∗i ,
temos que
φ(x) =
n∑
i,j=1
cjdiφij(x) =
n∑
i,j=1
cjdi〈Φ∗(x−1)e∗i , e∗j〉′ = 〈Φ∗(x−1)g, f〉′,
e portanto
φ(x−1) = 〈Φ∗(x)g, f〉′.
Ja´ sabemos que todo coeficiente matricial de um grupo topolo´gico G pode ser escrito
como uma combinac¸a˜o linear de coeficientes ba´sicos. No entanto, para que o me´todo
proposto de estudo das representac¸o˜es dos grupos compactos seja bem-sucedida, ainda
e´ necessa´rio que obtenhamos uma forma de reduzir a ana´lise dos coeficientes matriciais
aos das representac¸o˜es irredut´ıveis de G.
Lema 2.9. Se φ e´ um coeficiente matricial de uma representac¸a˜o unita´ria do grupo
topolo´gico G, enta˜o podemos escrever φ como uma combinac¸a˜o linear de coeficientes
matriciais ba´sicos de representac¸o˜es unita´rias irredut´ıveis de G.
Demonstrac¸a˜o. Sejam Φ : G → GLC(V ) uma representac¸a˜o unita´ria e u, v ∈ V
tais que φ(x) = 〈Φ(x)u, v〉, em que 〈 , 〉 e´ um produto interno em V invariante por
Φ. Seja V = U1 ⊕ · · · ⊕ Uk uma decomposic¸a˜o de V em subespac¸os invariantes, irre-
dut´ıveis e mutuamente ortogonais com respeito a 〈 , 〉, e sejam Φ1, . . . ,Φk as subre-
presentac¸o˜es obtidas restringindo Φ a estes subespac¸os. Escrevendo u = u1 + · · ·+ uk
e v = v1 + · · ·+ vk, em que ui, vi ∈ Ui, temos que φ(x) =
∑k
i,j=1〈Φ(x)ui, vj〉. Como
os subespac¸os U1, . . . , Uk sa˜o invariantes e mutuamente ortogonais, enta˜o Φ(x)ui ⊥ vj
e φ(x) =
∑k
i=1〈Φi(x)ui, vi〉. Definindo φi(x) := 〈Φi(x)ui, vi〉 para i = 1, . . . , k, temos
que cada φi e´ um coeficiente matricial de uma representac¸a˜o unita´ria e irredut´ıvel de
G, e, claramente, φ = φ1 + · · · + φk. Escrevendo cada φi como combinac¸a˜o linear de
coeficientes matriciais ba´sicos da respectiva representac¸a˜o, obtemos o resultado.
Proposic¸a˜o 2.10 (Relac¸o˜es de Ortogonalidade de Schur). Sejam G um grupo com-
pacto, Φ e Φ′ representac¸o˜es unita´rias, irredut´ıveis e na˜o-equivalentes de G em V e V ′,
respectivamente, e {φij}i,j, {φ′kl}k,l os respectivos conjuntos de coeficientes matriciais
ba´sicos com relac¸a˜o a um par de bases ortonormais fixadas. Enta˜o,
(a) (φij, φ
′
kl) = 0, para todos i, j, k, l;
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(b) (φij, φi′j′) =
δii′δjj′
dimV
para todos i, i′, j, j′.
Demonstrac¸a˜o. Primeiramente, verificaremos alguns fatos de cara´ter geral. Sejam
Φ,Φ′ representac¸o˜es unita´rias irredut´ıveis de G nos espac¸os V, V ′, respectivamente, e,
por simplicidade, denotemos por 〈 , 〉 ambos os produtos internos invariantes. Dada
uma transformac¸a˜o linear T : V ′ → V qualquer, definimos B : V × V ′ → C por
B(v, v′) =
∫
G
〈v,Φ(x)TΦ′(x−1)v′〉dx. (2.2)
Como a func¸a˜o x ∈ G 7→ 〈v,Φ(x)TΦ′(x−1)v′〉 ∈ C e´ cont´ınua para todos v ∈ V e
v′ ∈ V ′, enta˜o B esta´ bem-definida. Ale´m disso, na˜o e´ dif´ıcil provar que B e´ uma forma
sesquilinear. Logo, para cada v′ ∈ V ′ a func¸a˜o v ∈ V 7→ B(v, v′) ∈ C e´ um funcional
linear em V , e portanto existe um u´nico vetor ST (v
′) ∈ V tal que B(v, v′) = 〈v, ST (v′)〉.
Isto define uma aplicac¸a˜o linear ST : V
′ → V que, por (2.2), satisfaz a relac¸a˜o
〈v, ST (v′)〉 =
∫
G
〈v,Φ(x)TΦ′(x−1)v′〉dx
para todos v ∈ V e v′ ∈ V ′. Afirmamos que ST e´ um operador de intercaˆmbio entre Φ′
e Φ. De fato,
〈v,Φ(x)STΦ′(x−1)v′〉 = 〈Φ(x−1)v, STΦ′(x−1)v′〉
=
∫
G
〈Φ(x−1)v,Φ(y)TΦ′(y−1)Φ′(x−1)v′〉dy
=
∫
G
〈v,Φ(xy)TΦ′((xy)−1)v′〉dy
=
∫
G
〈v,Φ(y)TΦ′(y−1)v′〉dy
= 〈v, ST (v′)〉
para todos v ∈ V e v′ ∈ V ′; isto e´, Φ(x)STΦ′(x−1) = ST . Uma vez que Φ e Φ′ sa˜o
irredut´ıveis, pelo Lema de Schur temos ST = 0 ou ST invert´ıvel, fazendo com que Φ,Φ
′
sejam representac¸o˜es equivalentes. Neste u´ltimo caso, podemos supor, sem perda de
generalidade, que Φ = Φ′ e que T : V → V , e aplicando o Lema de Schur novamente
temos ST = λ · idV para algum λ ∈ C. Este valor λ pode ser calculado da seguinte
maneira: seja (ei, . . . , en) uma base ortonormal de V com respeito a 〈 , 〉; enta˜o,
λ =
Tr(ST )
dimV
=
1
dimV
n∑
i=1
〈ST (ei), ei〉
=
1
dimV
n∑
i=1
∫
G
〈Φ(x)TΦ(x−1)ei, ei〉dx
=
1
dimV
∫
G
Tr(Φ(x)TΦ(x−1))dx
=
Tr(T )
dimV
.
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Portanto, ST =
Tr(T )
dimV
· idV .
Para provar o item (a), sejam (e1, . . . , en) e (e
′
1, . . . , e
′
m) bases ortonormais de V e
V ′, respectivamente, tais que φij(x) = 〈Φ(x)ej, ei〉 e φ′kl(x) = 〈Φ′(x)e′l, e′k〉. Para cada
j = 1, . . . , n e cada l = 1, . . . ,m, seja Tjl : V
′ → V a transformac¸a˜o linear definida por
Tjl(v
′) = 〈v′, e′l〉ej. Como Φ,Φ′ sa˜o na˜o-equivalentes, enta˜o STjl = 0, e portanto
0 = 〈ei, STjle′k〉 =
∫
G
〈ei,Φ(x)TjlΦ′(x−1)e′k〉dx
=
∫
G
〈ei, 〈Φ′(x−1)e′k, e′l〉Φ(x)ej〉dx =
∫
G
〈Φ′(x)e′l, e′k〉〈Φ(x)ej, ei〉dx
=
∫
G
φ′kl(x)φij(x)dx = (φ
′
kl, φij).
Para verificar (b), definimos, para cada j, j′ = 1, . . . , n, a transformac¸a˜o linear
Tjj′ : V → V por Tjj′(v) = 〈v, ej′〉ej. Enta˜o,
Tr(Tjj′) =
n∑
i=1
〈Tjj′(ei), ei〉 =
n∑
i=1
〈〈ei, ej′〉ej, ei〉 =
n∑
i=1
〈ei, ej′〉〈ej, ei〉 = 〈ej, ej′〉,
de modo que STjj′ =
〈ej, ej′〉
dimV
· idV . Com isso, se i, i′ = 1, . . . , n, enta˜o, por um lado,
〈ei, STjj′ (ei′)〉 =
〈ej, ej′〉〈ei, ei′〉
dimV
e, por outro,
〈ei, STjj′ (ei′)〉 =
∫
G
〈ei,Φ(x)Tjj′Φ(x−1)ei′〉dx
=
∫
G
〈ei, 〈Φ(x−1)ei′ , ej′〉Φ(x)ej〉dx
=
∫
G
〈Φ(x)ej′ , ei′〉〈Φ(x)ej, ei〉dx
=
∫
G
φi′j′(x)φij(x)dx
= (φi′j′ , φij).
Portanto,
(φij, φi′j′) = (φi′j′ , φij) =
〈ej, ej′〉〈ei′ , ei〉
dimV
=
δii′δjj′
dimV
.
Dado um grupo compacto G, para toda representac¸a˜o Φ : G → GLC(V ) existe
um nu´mero natural n e uma representac¸a˜o Φ′ : G→ GLC(Cn) equivalente a Φ.1 Ale´m
1De fato, basta tomar n = dimV , T : V → Cn um isomorfismo linear e definir Φ′ : G→ GLC(Cn)
por Φ′(x) = TΦ(x)T−1.
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disso, se Φ e´ unita´ria, podemos usar o operador de intercaˆmbio entre Φ e Φ′ para definir
um produto interno em Cn invariante por Φ′. Uma vez que os coeficientes matriciais de
representac¸a˜o unita´rias equivalentes sa˜o os mesmos, enta˜o podemos assumir, sem perde
de generalidade, que todas as representac¸o˜es unita´rias de G se da˜o nos espac¸os Cn.
Seja Repn um conjunto de representac¸o˜es unita´rias, irredut´ıves e duas-a-duas na˜o-
equivalentes de G em Cn que, ale´m disso, e´ maximal com respeito a estas propriedades
e tomemos Rep(G) =
⋃∞
n=1 Repn. Enta˜o, Rep(G) e´ um conjunto formado de repre-
sentac¸o˜es unita´rias de G, irredut´ıveis e duas-a-duas na˜o-equivalentes com a propriedade
de que se Φ′ e´ uma representac¸a˜o unita´ria e irredut´ıvel de G enta˜o Φ′ e´ equivalente a
alguma representac¸a˜o de Rep(G). Escrevamos Rep(G) = {Φα}α∈A e denotemos, para
cada α ∈ A, dα a dimensa˜o do espac¸o da representac¸a˜o Φα.
Para cada representac¸a˜o Φα, fixamos um produto interno invariante no espac¸o da
representac¸a˜o e tomamos uma base ortonormal com respeito a este produto interno,
assim obtendo um conjunto de coeficientes matriciais ba´sicos que denotaremos por
{φαij}i,j. Tomando B(G) :=
⋃
α∈A{(dα)1/2φαij}i,j, concluimos da Proposic¸a˜o 2.10 que
B(G) e´ um sistema ortonormal em L2(G). Provaremos adiante neste cap´ıtulo que B(G)
e´, na verdade, uma base de Hilbert para L2(G). Este resultado e´ o famoso Teorema
de Peter & Weyl, uma das pec¸as fundamentais da teoria de representac¸o˜es dos grupos
compactos e da teoria de ana´lise harmoˆnica.
Func¸o˜es Representativas
Seja G um grupo compacto. Vamos denotar por R(G) o subespac¸o vetorial de
L2(G) gerado pelos coeficientes matriciais das representac¸o˜es unita´rias de G. Uma
func¸a˜o f ∈ R(G) e´ chamada de func¸a˜o representativa de G. Claramente, toda
func¸a˜o representativa de G e´ cont´ınua. Vale a pena observar que, pela Proposic¸a˜o 2.8,
se f ∈ L2(G) e´ uma func¸a˜o representativa, enta˜o f ∗, f e f ◦ ι tambe´m sa˜o.
Teorema 2.11. Seja G um grupo compacto. Para toda func¸a˜o f ∈ L2(G), as seguintes
afirmac¸o˜es sa˜o equivalentes:
(a) f e´ representativa;
(b) existe um subespac¸o V ⊆ L2(G) de dimensa˜o finita que conte´m f e que e´ invariante
por translac¸o˜es;
(c) existe um subespac¸o V ⊆ L2(G) de dimensa˜o finita que conte´m f e que e´ invariante
por translac¸o˜es a` direita;
(d) existe um subespac¸o V ⊆ L2(G) de dimensa˜o finita que conte´m f e que e´ invariante
por translac¸o˜es a` esquerda.
Demonstrac¸a˜o. (a)⇒(b): Seja U o subconjunto de L2(G) formado por todas as
func¸o˜es f ∈ L2(G) que satisfazem (b). Precisamos provar que R(G) ⊆ U . Primeira-
mente, observamos que U e´ um subespac¸o vetorial de L2(G). Com efeito, e´ fa´cil ver
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que 0 ∈ U e, dados f, g ∈ U e λ ∈ C, sejam V,W ⊆ L2(G) subespac¸os de dimensa˜o
finita tais que f ∈ V , g ∈ W . Enta˜o, V + W e´ um subespac¸o de dimensa˜o finita de
L2(G) invariante por translac¸o˜es e que conte´m f + λg.
Uma vez que U e´ um subespac¸o vetorial de L2(G) e R(G) e´ gerado pelos coeficientes
matriciais de representac¸o˜es unita´rias de G, para provar queR(G) ⊆ U e´ suficiente mos-
trar que φ ∈ U sempre que φ e´ um coeficiente matricial. Tomemos Φ : G→ GLC(W )
uma representac¸a˜o unita´ria com produto interno invariante 〈 , 〉 e que tenha φ como
um coeficiente matricial e seja V ⊆ L2(G) o subespac¸o gerado pelos coeficientes matri-
ciais de Φ. Claramente, φ ∈ V e, uma vez que os coeficiente matriciais ba´sicos de Φ
com respeito a alguma base ortonormal de W formam uma base de V , enta˜o V e´ de
dimensa˜o finita. Resta provar que V e´ invariante por translac¸o˜es. Seja ψ um coeficiente
matricial de Φ e escreva ψ(x) = 〈Φ(x)u, v〉, em que u, v ∈ W . Dados x, y ∈ G, temos
(Rxψ)(y) = ψ(yx) = 〈Φ(yx)u, v〉 = 〈Φ(y)(Φ(x)u), v〉
e
(Lxψ)(y) = ψ(x
−1y) = 〈Φ(x)−1Φ(y)u, v〉 = 〈Φ(y)u,Φ(x)v〉
o que significa que Rxψ e Lxψ ainda sa˜o coeficientes matriciais de Φ e que, portanto,
pertencem a V . Como Rx, Lx sa˜o lineares, o resultado segue.
(b)⇒(c) e (b)⇒(d): Sa˜o imediatas.
(c)⇒(a): Seja V ⊆ L2(G) o subespac¸o do enunciado e definamos Φ : G → GLC(V )
por Φ(x)g = Rxg. As Proposic¸o˜es 1.24 e 2.1 garantem que Φ e´ uma representac¸a˜o de
G. Ale´m disso, o produto interno de L2(G) restrito a V e´ invariante por Φ. Seja
(e1, . . . , en) uma base ortonormal de V e tomemos {φij}i,j os coeficientes matriciais
ba´sicos associados. Escrevendo f =
∑n
j=1 c
jej, temos
Φ(x)f =
n∑
j=1
cjΦ(x)ej =
n∑
i,j=1
cjφij(x)ei,
ou seja, para cada x ∈ G vale a igualdade
(Φ(x)f)(y) =
n∑
i,j=1
cjφij(x)ei(y)
para quase todo y ∈ G. Vamos considerar a func¸a˜o F : G×G→ C definida por
F (x, y) = (Φ(x)f)(y)−
n∑
i,j=1
cjφij(x)ei(y).
Claramente, F e´ mensura´vel. Ale´m disso, pelo Teorema de Tonelli temos∫
G×G
|F (x, y)|d(x, y) =
∫
G
(∫
G
∣∣∣∣∣(Φ(x)f)(y)−
n∑
i,j=1
cjφij(x)ei(y)
∣∣∣∣∣ dy
)
dx = 0,
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de modo que F = 0 (µ× µ)-q.t.p. Isto significa que
Ey =
{
x ∈ G : (Φ(x)f)(y) 6=
n∑
i,j=1
cjφij(x)ei(y)
}
e´ um conjunto de medida nula para quase todo y ∈ G, e portanto podemos escolher
y0 ∈ G tal que
f(y0x) = (Φ(x)f)(y0) =
n∑
i,j=1
cjφij(x)ei(y0)
para quase todo x ∈ G. Como µ e´ uma medida de Haar, enta˜o
f(x) = (Φ(y−10 x)f)(y0) =
n∑
i,j=1
cjei(y0)φij(y
−1
0 x) =
n∑
i,j=1
cjei(y0)(Ly0φij)(x)
para quase todo x ∈ G, e concluimos que f = ∑ni,j=1 cjei(y0)Ly0φij. Como provamos
acima, as func¸o˜es Ly0φij sa˜o coeficientes matriciais de Φ, e isto implica que f e´ uma
func¸a˜o representativa.
(d)⇒(a): Seja V como no enunciado e tomemos U = {g ◦ ι : g ∈ V }. Como a aplicac¸a˜o
g ∈ L2(G) 7→ g ◦ ι ∈ L2(G) e´ uma transformac¸a˜o linear, enta˜o U e´ um subespac¸o
vetorial de dimensa˜o finita de L2(G) que conte´m f ◦ ι. Se g ∈ U , enta˜o g ◦ ι ∈ V , de
modo que Lx(g ◦ ι) ∈ V para todo x ∈ G. Por outro lado,
(Lx(g ◦ ι))(y) = (g ◦ ι)(x−1y) = g(y−1x) = ((Rxg) ◦ ι)(y),
ou seja, Rxg ∈ U . Isto significa que U e´ invariante por translac¸o˜es a` direita, e pelo
que provamos acima concluimos que f ◦ ι ∈ U e´ uma func¸a˜o representativa. Portanto,
f = (f ◦ ι) ◦ ι ∈ R(G).
Corola´rio 2.12. Seja G um grupo compacto. Enta˜o, R(G) e´ invariante por translac¸o˜es.
Demonstrac¸a˜o. Se f ∈ R(G), enta˜o existe um subespac¸o V ⊆ L2(G) de dimensa˜o
finita contendo f que e´ invariante por translac¸o˜es. Claramente, cada elemento de
V satisfaz a condic¸a˜o (b) do Teorema 2.11, de modo que V ⊆ R(G). Portanto,
Rxf, Lxf ∈ V ⊆ R(G) para todo x ∈ G.
Corola´rio 2.13. Seja G um grupo compacto. Enta˜o, R(G) e´ um ideal bilateral da
a´lgebra de convoluc¸a˜o L2(G).
Demonstrac¸a˜o. Sejam f ∈ R(G) e g ∈ L2(G). Pelo Teorema 2.11, existe um su-
bespac¸o V ⊆ L2(G) de dimensa˜o finita contendo f que e´ invariante por translac¸o˜es.
Sejam W1 := V ∗ g e W2 := g ∗ V . Claramente, W1 e W2 sa˜o subespac¸os de dimensa˜o
finita de L2(G) contendo, respectivamente, f ∗ g e g ∗ f . Ale´m disso, pelo item (b) do
Lema 1.25, temos que W1 e´ invariante por translac¸o˜es a` esquerda e W2, por translac¸o˜es
a` direita. Portanto, f ∗ g e g ∗ f sa˜o func¸o˜es representativas.
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Caracteres
Seja Φ uma representac¸a˜o do grupo compactoG no espac¸o vetorial complexo V de di-
mensa˜o finita. O caracter de Φ e´ a func¸a˜o χΦ : G→ C definida por χΦ(x) := Tr(Φ(x)).
Dados x, y ∈ G, temos
χΦ(xy) = Tr(Φ(x)Φ(y)) = Tr(Φ(y)Φ(x)) = χΦ(yx),
ou seja, o caracter de uma representac¸a˜o de G e´ uma func¸a˜o de classes. Ale´m disso, na˜o
e´ dif´ıcil provar que representac¸o˜es equivalentes de G possuem o mesmo caracter. Vamos
denotar por Char(G) o subespac¸o de L2(G) gerado pelos caracteres das representac¸o˜es
de G.
Lema 2.14. Seja Φ uma representac¸a˜o unita´ria do grupo compacto G no espac¸o V .
Enta˜o, χΦ e´ uma func¸a˜o representativa.
Demonstrac¸a˜o. Sejam 〈 , 〉 um produto interno em V invariante por Φ e (e1, . . . , en)
uma base de V ortonormal com respeito a 〈 , 〉. Se {φij}i,j e´ o conjunto dos coeficientes
matriciais ba´sicos associados a esta base, enta˜o, para todo x ∈ G, temos
χΦ(x) =
n∑
i=1
〈Φ(x)ei, ei〉 =
n∑
i=1
φii(x).
Se Φ1,Φ2 sa˜o representac¸o˜es de G nos espac¸os V1, V2, respectivamente, enta˜o vemos
facilmente que χΦ1⊕Φ2 = χΦ1 + χΦ2 . Deste modo, se Φ e´ uma representac¸a˜o comple-
tamente redut´ıvel de G, enta˜o podemos escrever χΦ como uma soma de caracteres de
representac¸o˜es irredut´ıveis de G.
Proposic¸a˜o 2.15. Sejam G um grupo compacto e Rep(G) um conjunto maximal de
representac¸o˜es unita´rias, irredut´ıveis e duas-a-duas na˜o-equivalentes de G. Enta˜o, o
conjunto dos caracteres das representac¸o˜es de Rep(G) e´ um sistema ortonormal em
L2(G).
Demonstrac¸a˜o. Sejam Φα,Φβ ∈ Rep(G) representac¸o˜es de G nos espac¸os Vα, Vβ,
respectivamente, e {φαij}i,j, {φβkl}k,l os respectivos conjuntos de coeficientes matriciais
ba´sicos associados. Como χΦα =
∑dimVα
i=1 φ
α
ii e χΦβ =
∑dimVβ
k=1 φ
β
kk, enta˜o
(χΦα , χΦβ) =
dimVα∑
i=1
dimVβ∑
k=1
(φαii, φ
β
kk).
Pela Proposic¸a˜o 2.10, se α 6= β enta˜o todas as parcelas do somato´rio acima se anulam,
e temos (χΦα , χΦβ) = 0. Por outro lado, se α = β, enta˜o
(χΦα , χΦα) =
dimVα∑
i,k=1
(δik)
2
dimVα
= 1.
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Corola´rio 2.16. Sejam G um grupo compacto, Φ uma representac¸a˜o unita´ria de G no
espac¸o V e V = U1 ⊕ · · · ⊕ Uk uma decomposic¸a˜o de V em subespac¸os invariantes e
irredut´ıveis por Φ. Dada uma representac¸a˜o irredut´ıvel Φα de G, temos que (χΦα , χΦ)
e´ um nu´mero natural igual a` quantidade de subrepresentac¸o˜es ΦUi equivalentes a Φ
α.
Demonstrac¸a˜o. Como χΦ =
∑k
i=1 χΦUi , enta˜o (χΦα , χΦ) =
∑k
i=1(χΦα , χΦUi ). Para
cada i = 1, . . . , k, se ΦUi e´ equivalente a Φ
α, enta˜o a parcela correspondente no somato´rio
vale 1; caso contra´rio, ela vale 0.
Corola´rio 2.17. Sejam G um grupo compacto e Φ uma representac¸a˜o unita´ria de G no
espac¸o V . Se V = U1⊕· · ·⊕Uk e V = W1⊕· · ·⊕Wl sa˜o duas decomposic¸o˜es de V em su-
bespac¸os invariantes por Φ e irredut´ıveis, enta˜o k = l e, apo´s uma poss´ıvel reordenac¸a˜o
desses subespac¸os, temos que ΦUi e ΦWi sa˜o equivalentes para todo i = 1, . . . , k.
Corola´rio 2.18. Se G e´ um grupo compacto, enta˜o duas representac¸o˜es unita´rias de
G de mesmo caracter sa˜o equivalentes.
Func¸o˜es de Classes
Seja G um grupo compacto. Como provamos no Cap´ıtulo 1, o centro da a´lgebra de
convoluc¸a˜o de G e´ o conjunto Cl(G) composto das func¸o˜es de classes de L2(G). Por
causa disso, Cl(G) e´ um subespac¸o fechado de L2(G), de modo que podemos considerar
a projec¸a˜o ortogonal de L2(G) sobre Cl(G), que denotaremos por P .
Proposic¸a˜o 2.19. Se f ∈ L2(G), enta˜o
(Pf)(x) =
∫
G
f(yxy−1)dy
para todo x ∈ G.
Demonstrac¸a˜o. Primeiramente, provaremos que a func¸a˜o
f˜ : x ∈ G 7−→
∫
G
f(yxy−1)dy ∈ C
esta´ bem-definida e pertence a L2(G). Para tanto, observamos que∫
G
(∫
G
|f(yxy−1)|dy
)
dx =
∫
G
(∫
G
|f(yxy−1)|dx
)
dy
=
∫
G
(∫
G
|f(x)|dx
)
dy
≤ ||f ||2
pela Desigualdade de Cauchy-Schwarz. Isto significa que a func¸a˜o
x ∈ G 7−→
∫
G
|f(yxy−1)|dy ∈ [0,+∞]
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e´ integra´vel, e portanto que
∣∣∫
G
f(yxy−1)dy
∣∣ < +∞ para quase todo x ∈ G. Logo, f˜
esta´ bem-definida. Para ver que f˜ ∈ L2(G), temos o seguinte:∫
G
∣∣∣f˜(x)∣∣∣2 dx = ∫
G
∣∣∣∣∫
G
f(yxy−1)dy
∣∣∣∣2 dx
≤
∫
G
(∫
G
|f(yxy−1)|dy
)2
dx
=
∫
G
[(∫
G
|f(yxy−1)|dy
)(∫
G
|f(zxz−1)|dz
)]
dx
=
∫
G×G×G
|f(yxy−1)| · |f(zxz−1)|d(y, z, x)
=
∫
G×G
(∫
G
|f(yxy−1)| · |f(zxz−1)|dx
)
d(y, z)
≤
∫
G×G
[(∫
G
|f(yxy−1)|2dx
)1/2(∫
G
|f(zxz−1)|2dx
)1/2]
d(y, z)
= ||f ||22.
Agora, seja P ′ : L2(G)→ L2(G) a aplicac¸a˜o definida por (P ′f)(x) = ∫
G
f(yxy−1)dy.
Mostramos acima que P ′ esta´ bem-definida, e e´ imediato que P ′ e´ linear. Afirmamos
que P ′ = P . Para provar isto, temos que verificar treˆs fatos: (i) P ′2 = P ′; (ii) P ′ e´
autoadjunto; (iii) Im(P ′) = Cl(G).
(i) Seja f ∈ L2(G). Enta˜o,
(P ′2f)(x) =
∫
G
(P ′f)(yxy−1)dy =
∫
G
(∫
G
f(zyxy−1z−1)dz
)
dy
=
∫
G
(∫
G
f(zxz−1)dz
)
dy =
∫
G
(P ′f)(x)dy = (P ′f)(x).
(ii) Se f, g ∈ L2(G), enta˜o
(P ′f, g) =
∫
G
(P ′f)(x)g(x)dx =
∫
G
(∫
G
f(yxy−1)dy
)
g(x)dx
=
∫
G
(∫
G
f(yxy−1)g(x)dx
)
dy =
∫
G
(∫
G
f(x)g(y−1xy)dx
)
dy
=
∫
G
f(x)
(∫
G
g(y−1xy)dy
)
dx =
∫
G
f(x)(P ′g)(x)dx
= (f, P ′g).
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(iii) Se f ∈ L2(G) e x, y ∈ G, enta˜o
(P ′f)(xy) =
∫
G
f(zxyz−1)dz =
∫
G
f((zy−1)yx(zy−1)−1)dz
=
∫
G
f(zyxz−1)dz = (P ′f)(yx),
provando que P ′f ∈ Cl(G). Reciprocamente, se f ∈ Cl(G), enta˜o
(P ′f)(x) =
∫
G
f(yxy−1)dy =
∫
G
f(x)dy = f(x),
de modo que f = P ′f ∈ Im(P ′).
Corola´rio 2.20. Se G e´ um grupo compacto e f : G→ C e´ cont´ınua, enta˜o Pf tambe´m
e´ cont´ınua.
Demonstrac¸a˜o. Sejam x0 ∈ G e  > 0. Pela continuidade uniforme de f , existe uma
vizinhanc¸a U ⊆ G de 1 tal que |f(x) − f(y)| ≤  para todos x, y ∈ G que satisfazem
xy−1 ∈ U .
Afirmamos que existe uma vizinhanc¸a V ⊆ G de 1 tal que yV y−1 ⊆ U para todo
y ∈ G. Suponhamos, por absurdo, que para toda vizinhanc¸a V ⊆ G de 1 existem
yV ∈ G e xV ∈ V tais que yV xV y−1V /∈ U . Claramente, a rede (xV )V assim definida
converge a 1. Ale´m disso, uma vez que G e´ compacto, podemos assumir que a rede
(yV )V converge a y ∈ G. Isto significa que a rede (yV xV y−1V )V converge a 1, o que
contradiz o fato de que yV xV y
−1
V /∈ U .
Seja V ⊆ G uma vizinhanc¸a de 1 tal que yV y−1 ∈ U para todo y ∈ G, e tomemos
W = V x0. Se x ∈ W , enta˜o
(yxy−1)(yx0y−1)−1 = yxx−10 y
−1 ∈ yV y−1 ⊆ U
para todo y ∈ G. Isto significa que, se x ∈ W , enta˜o
|f(yxy−1)− f(yx0y−1)| ≤ 
para todo y ∈ G. Portanto,
|(Pf)(x)− (Pf)(x0)| ≤
∫
G
|f(yxy−1)− f(yx0y−1)|dy ≤ 
para todo x ∈ W .
Corola´rio 2.21. Sejam G um grupo compacto e f ∈ L2(G) uma func¸a˜o representativa.
Enta˜o, Pf ∈ Char(G). Em particular, R(G) e´ invariante por P .
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Demonstrac¸a˜o. E´ suficiente provar a afirmac¸a˜o quando f e´ um coeficiente ba´sico
de uma representac¸a˜o unita´ria e irredut´ıvel de G. Sejam, enta˜o, Φ uma representac¸a˜o
irredut´ıvel de G no espac¸o V , 〈 , 〉 um produto interno em V invariante por Φ e
(e1, . . . , en) uma base ortonormal de V com respeito a 〈 , 〉. Se {φij}i,j sa˜o os coeficientes
matriciais ba´sicos associados, enta˜o
(Pφij)(x) =
∫
G
φij(yxy
−1)dy =
∫
G
〈Φ(y−1xy)ej, ei〉dy
=
∫
G
〈Φ(x)Φ(y)ej,Φ(y)ei〉dy =
∫
G
〈
Φ(x)
n∑
k=1
φkj(y)ek,
n∑
l=1
φli(y)el
〉
dy
=
n∑
k,l=1
∫
G
φkj(y)φli(y)〈Φ(x)ek, el〉dy =
n∑
k,l=1
φlk(x)(φkj, φli)
=
n∑
k,l=1
φlk(x)
δklδji
dimV
=
δij
dimV
n∑
k=1
φkk(x) =
δij
dimV
χΦ(x)
para todos i, j = 1, . . . , n e todo x ∈ G.
2.3 O Teorema de Peter & Weyl
No comec¸o do se´culo XIX, o matema´tico franceˆs Joseph Fourier lanc¸ou as bases da
ana´lise harmoˆnica ao reduzir o estudo das ondas sonoras e de calor ao estudo de ondas
mais simples (os “harmoˆnicos simples”) e depois utilizar o princ´ıpio de sobreposic¸a˜o
para reconstruir as ondas originais e, neste processo, obter as informac¸o˜es desejadas.
Esta te´cnica, conhecida como Ana´lise de Fourier, provou ser extremamente poderosa e
esta´ na base de muitas das atuais tecnologias de telecomunicac¸o˜es, acu´stica e o´ptica.
O problema central da Ana´lise de Fourier e´ tentar escrever uma func¸a˜o perio´dica
f : R → R de per´ıodo T > 0 como combinac¸a˜o linear (possivelmente infinita) das
func¸o˜es
cos
(
2pinx
T
)
, sen
(
2pinx
T
)
, n ∈ N.
Explicitamente,
f(x) =
∑
n∈N
an cos
(
2pinx
T
)
+ bnsen
(
2pinx
T
)
. (2.3)
Utilizando as relac¸o˜es
cos(x) =
eix + e−ix
2
, sen(x) =
eix − e−ix
2
,
podemos reescrever (2.3) na forma
f(x) =
∑
n∈N
cne
2piinx/T + dne
−2piinx/T , (2.4)
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em que cn =
an+bn
2
e dn =
an−bn
2
. Pondo cn = d−n para n < 0, temos ainda que (2.4)
pode ser escrita da forma
f(x) =
∑
n∈Z
cne
2piinx/T =
∑
n∈Z
cn
(
e2piix/T
)n
. (2.5)
Considerando a aplicac¸a˜o de recobrimento p : R → S1 definida por p(x) = e2piix/T , o
fato de f ter per´ıodo T implica que f fatora-se a uma func¸a˜o f : S1 → R satisfazendo
f ◦ p = f , e deste modo (2.5) pode ser reescrita da forma
f(z) =
∑
n∈Z
cnz
n, z = e2piix/T . (2.6)
Isto significa que o problema original de Fourier de obter a equac¸a˜o (2.3) para f pode
ser visto como o problema de escrever uma func¸a˜o f : S1 → R como combinac¸a˜o linear
das func¸o˜es z ∈ S1 7→ zn ∈ S1, n ∈ Z. Esta reformulac¸a˜o tem a vantagem de agora
estarmos trabalhando sobre um grupo compacto (S1).
Outro ponto interessante desse ponto de vista e´ que as func¸o˜es z ∈ S1 7→ zn ∈ S1 sa˜o
exatamente os coeficientes matriciais ba´sicos das representac¸o˜es irresut´ıveis do grupo
S1. Para ver isto, primeiro observamos que, como S1 e´ abeliano, enta˜o as suas repre-
sentac¸o˜es irredut´ıveis sa˜o todas unidimensionais pelo Corola´rio 2.6. Ale´m disso, sendo
S1 compacto, todas as suas representac¸o˜es sa˜o unita´rias, de modo que podemos assu-
mir que as representac¸o˜es irredut´ıveis de S1 sa˜o homomorfismos cont´ınuos Φ : S1 → S1.
Estes homomorfismos coincidem com os coeficientes matriciais ba´sicos que queremos
determinar.
Dado um homomorfismo cont´ınuo Φ : S1 → S1, seja Φ˜ : R→ S1 a func¸a˜o definida por
Φ˜(x) = Φ(e2piix). Como q : x ∈ R 7→ e2piix ∈ S1 e´ um homomorfismo de recobrimento,
enta˜o Φ˜ e´ um homomorfismo cont´ınuo. Seja D o nu´cleo de Φ˜. Enta˜o, D e´ um subgrupo
fechado de R, e portanto D = R ou D = Zx0 para algum x0 ≥ 0. Se D = R, enta˜o esta´
claro que Φ ≡ 1, isto e´, Φ(z) = z0 para todo z ∈ S1. Caso contra´rio, temos 0 < x0 ≤ 1,
pois 1 ∈ D e x0 = min{x ∈ D : x > 0}. Com isso, ker(Φ) e´ finito, pois ker(Φ) = p(D)
e D e´ discreto e fechado. Em particular, x0 e´ racional. Na verdade, x0 = 1/n para
algum nu´mero natural n > 0. De fato, escrevendo x0 = m/n, com m,n ∈ N\{0} e
mdc(m,n) = 1, sejam α, β ∈ Z tais que αm+ βn = 1. Enta˜o,
1
n
= αx0 + β ⇒ Φ˜
(
1
n
)
=
(
Φ˜(x0)
)α
Φ˜(β) = 1.
Logo, 1/n ∈ D e 0 < 1/n ≤ x0, e portanto x0 = 1/n.
Vamos provar que Φ(z) = zn ou Φ(z) = z−n. Como q : R → S1 e´ recobrimento,
enta˜o Φ˜ levanta-se a uma func¸a˜o cont´ınua Φ : R→ R satisfazendo q◦Φ = Φ˜ e Φ(0) = 0.
Ale´m disso, como Φ˜ e´ um homomorfismo cont´ınuo, enta˜o Φ tambe´m e´. Portanto, existe
um nu´mero real y0 6= 0 tal que Φ(x) = y0x. Como p−1(1) = 2piZ, enta˜o Φ(D) ⊆ 2piZ.
Logo, Φ(x0) = y0x0 = 2pik para algum k ∈ Z. Devemos ter k 6= 0, pois caso contra´rio
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ter´ıamos x0 =
2pik
y0
= 0. Logo, k > 0 ou k < 0. Se k > 0, enta˜o Φ e´ uma func¸a˜o
crescente que manda bijetivamente o intervalo [0, x0] no intervalo [0, 2pik]. Isso significa
que k = 1, pois caso contra´rio x′0 = Φ
−1
(2pi) seria um nu´mero positivo em D menor do
que x0, um absurdo. Logo,
y0
n
= y0x0 = 2pi, isto e´, y0 = 2pin. Portanto, se z ∈ S1 e
x ∈ R e´ tal que z = q(x), enta˜o
Φ(z) = Φ(q(x)) = Φ˜(x) = q(Φ(x)) = q(y0x) = q(2pinx) = z
n.
Agora, se k < 0, enta˜o um argumento ana´logo ao apresentado acima prova que k = −1,
isto e´, que y0 =
2pik
x0
= −2pin, e portanto
Φ(z) = Φ(q(x)) = Φ˜(x) = q(Φ(x)) = q(y0x) = q(−2pinx) = z−n.
O resultado que provaremos agora generaliza esta situac¸a˜o para qualquer grupo
compacto.
Teorema 2.22 (Peter & Weyl). Seja G um grupo compacto. Enta˜o:
(a) R(G) e´ denso em L2(G);
(b) R(G) e´ denso em C(G) (com respeito a` norma do supremo);
(c) Char(G) e´ denso em Cl(G).
Demonstrac¸a˜o. Primeiramente, vamos provar que (b) e (c) decorrem de (a). Para
verificar (c), sejam f ∈ Cl(G) e  > 0, e tomemos, de acordo com (a), uma func¸a˜o
g ∈ R(G) tal que ||f − g||2 ≤ . Como P : L2(G) → Cl(G) e´ uma projec¸a˜o ortogonal,
enta˜o
||f − Pg||2 = ||P (f − g)||2 ≤ ||f − g|| ≤ .
Ale´m disso, Pg ∈ Char(G) pois g ∈ R(G).
Para provar (b), sejam f ∈ C(G) e  > 0. Se f = 0, na˜o ha´ o que provar. Supo-
nhamos, enta˜o, que f 6= 0. Para cada vizinhanc¸a U ⊆ G de 1, seja gU ∈ R(G) tal que
||IU − gU ||2 ≤ /2||f ||sup, em que (IU)U e´ a unidade aproximada de L2(G) definida no
Cap´ıtulo 1. Como R(G) e´ um ideal bilateral da a´lgebra de convoluc¸a˜o de G, enta˜o para
cada vizinhanc¸a U de 1 temos f ∗ gU ∈ R(G). Ale´m disso,
||f ∗ gU − f ||sup ≤ ||f ∗ gU − f ∗ IU ||sup + ||f ∗ IU − f ||sup.
Por outro lado,
|(f ∗ gU − f ∗ IU)(x)| =
∣∣∣∣∫
G
f(xy−1)(gU − IU)(y)dy
∣∣∣∣
≤ ||f ||sup
∫
G
|(gU − IU)(y)|dy
≤ ||f ||sup||gU − IU ||2
≤ /2
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para todo x ∈ G, de modo que ||f ∗gU−f ∗IU ||sup ≤ /2. Como a rede (f ∗IU)U converge
uniformemente a f , enta˜o existe uma vizinhanc¸a U0 de 1 tal que ||f ∗ IU0−f ||sup ≤ /2.
Portanto, ||f ∗ gU0 − f ||sup ≤  e (b) esta´ provada.
Agora, provemos (a). Denotemos por E o fecho de R(G) em L2(G) e suponhamos,
por absurdo, que E 6= L2(G). Uma vez que E e´ um subespac¸o fechado de L2(G), isso
significa que E⊥ 6= {0}. Como R(G) e´ invariante por translac¸o˜es e pela adjunc¸a˜o,
enta˜o E tambe´m e´. Com isso, o fato das translac¸o˜es serem isometrias lineares de L2(G)
mais o item (e) da Proposic¸a˜o 1.30 implicam que E⊥ e´ invariante por translac¸o˜es e pela
adjunc¸a˜o.
Afirmamos que existe uma func¸a˜o f ∈ E⊥ na˜o-nula, cont´ınua, de classes e que
satisfaz f ∗ = f . Para ver isto, tomemos h ∈ E⊥\{0} qualquer e consideremos a rede
(IU ∗h)U que converge a h. Como h e´ na˜o-nula, enta˜o existe uma vizinhanc¸a U0 ⊆ G de
1 tal que h0 := IU0 ∗ h 6= 0. Ale´m disso, h0 e´ cont´ınua pela Proposic¸a˜o 1.26 e h0 ∈ E⊥,
pois se g ∈ E enta˜o
(h0, g) = (IU0 ∗ h, g) =
∫
G
∫
G
IU0(y)h(y
−1x)g(x)dydx =
∫
G
IU0(y)(Lyh, g)dy = 0.
Seja x0 ∈ G tal que h0(x0) 6= 0 e tomemos h1 := Rx0h0. Enta˜o, h1 e´ cont´ınua e
h1(1) 6= 0. Fazendo h2 := h1(1)h1, temos que h2 ∈ E⊥ e´ cont´ınua e que h2(1) > 0. Seja
h3 := Ph2 ∈ Cl(G). Como P e´ uma projec¸a˜o ortogonal e P (E) ⊆ E pelo Corola´rio
2.21, enta˜o h3 ∈ E⊥. Ale´m disso, como
h3(1) = (Ph2)(1) =
∫
G
h2(y1y
−1)dy = h2(1) > 0,
enta˜o h3 6= 0. A func¸a˜o f := h3 + h∗3 satisfaz as propriedades desejadas.
Tomemos, enta˜o, f ∈ E⊥ nas condic¸o˜es acima. Seja K : G × G → C definida por
K(x, y) = f(x−1y). Como f e´ cont´ınua e na˜o-nula, enta˜o K tambe´m e´. Em particular,
K ∈ L2(G×G). Com isso, podemos definir o operador T : L2(G)→ L2(G) por
(Tg)(x) =
∫
G
K(x, y)g(y)dy.
Como sabemos da teoria geral dos espac¸os de Hilbert, T e´ um operador linear na˜o-nulo
e compacto em L2(G). Ale´m disso, T e´ sime´trico, pois dadas g, h ∈ L2(G) temos
(Tg, h) =
∫
G
(∫
G
K(x, y)g(y)dy
)
h(x)dx =
∫
G
∫
G
f(x−1y)g(y)h(x)dydx
=
∫
G
∫
G
f ∗(x−1y)g(y)h(x)dydx =
∫
G
∫
G
f(y−1x)g(y)h(x)dydx
=
∫
G
g(y)
(∫
G
K(y, x)h(x)dx
)
dy = (g, Th).
Portanto, pelo Teorema Espectral para operadores sime´tricos e compactos, T admite
um autovalor λ ∈ C cujo auto-espac¸o associado Vλ ⊆ L2(G) possui dimensa˜o finita.
Claramente, Vλ 6= {0}. Uma vez que T 6= 0, podemos assumir λ 6= 0.
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O subespac¸o Vλ e´ invariante por translac¸o˜es a` esquerda, pois se g ∈ Vλ enta˜o
(T (Lxg))(y) =
∫
G
f(y−1z)g(x−1z)dz =
∫
G
f(y−1xz)g(z)dz
= (Tg)(x−1y) = λg(x−1y) = (λLxg)(y).
Logo, podemos definir a representac¸a˜o Φ : G→ GLC(Vλ) por Φ(x)g = Lxg, e observa-
mos que o produto interno de L2(G) restrito a Vλ e´ invariante por Φ. Seja (e1, . . . , en)
uma base ortonormal de Vλ e {φij}i,j ⊆ E os coeficientes matriciais ba´sicos associados.
Como
φij(x) = (Lxej, ei) =
∫
G
ej(x
−1y)ei(y)dy,
enta˜o
0 = (f, φij) =
∫
G
f(x)φij(x)dx =
∫
G
∫
G
f(x)ej(x−1y)ei(y)dydx
=
∫
G
∫
G
f(yx−1)ej(x)ei(y)dxdy =
∫
G
∫
G
f(x−1y)ej(x)ei(y)dydx
=
∫
G
(∫
G
K(x, y)ei(y)dy
)
ej(x)dx = (Tei, ej)
= λ(ei, ej).
Uma vez que λ 6= 0, temos que (ei, ej) = 0 para todos i, j = 1, . . . , n, o que contradiz
Vλ 6= {0}. Portanto, E⊥ = {0} e o Teorema esta´ provado.
Corola´rio 2.23. Sejam G um grupo compacto e Rep(G) = {Φα}α um conjunto ma-
ximal de representac¸o˜es unita´rias, irredut´ıveis e duas-a-duas na˜o-equivalentes de G.
Enta˜o, B(G) = {φαij}i,j,α e´ uma base de Hilbert para L2(G) e {χΦα}α e´ uma base de
Hilbert para Cl(G). Em particular, se G e´ um grupo compacto e separa´vel (entre os
quais esta˜o os grupos de Lie compactos), enta˜o Rep(G) e´ enumera´vel.
Demonstrac¸a˜o. Se G e´ separa´vel, enta˜o L2(G) e´ um espac¸o de Hilbert separa´vel,
como foi provado na Proposic¸a˜o 1.23. Logo, toda base de Hilbert de L2(G) (assim
como de qualquer subespac¸o fechado de L2(G)) deve ser enumera´vel.
Corola´rio 2.24. Todo grupo de Lie compacto admite uma representac¸a˜o fiel.
Demonstrac¸a˜o. Como R(G) e´ denso em C(G), enta˜o o conjunto dos coeficientes
matriciais de G separa pontos de G. Logo, o conjunto das representac¸o˜es de G separa
pontos de G. Com isso, para cada x ∈ G\{1}, existe uma representac¸a˜o Φ de G tal que
Φ(x) 6= Φ(1), isto e´, x /∈ ker Φ.
Sejam x1 ∈ G0\{1} e Φ1 uma representac¸a˜o de G tal que x1 /∈ ker Φ1, em que G0 e´
a componente conexa de G contendo o elemento neutro. Enta˜o, (ker Φ1)0 ( G0, o que
significa que ker Φ1 e´ um subgrupo fechado de G cuja dimensa˜o e´ estritamente menor
do que a de G. Se dim ker Φ1 > 0, escolhemos x2 ∈ (ker Φ1)0\{1} e uma representac¸a˜o
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Φ′2 de G tal que x2 /∈ ker Φ′2. Enta˜o, tomando Φ2 = Φ1 ⊕ Φ′2, temos que (ker Φ2)0 (
(ker Φ1)0, e, portanto, ker Φ2 e´ um subgrupo fechado de G cuja dimensa˜o e´ menor do
que a dimensa˜o de ker Φ1. Levando este processo adiante, que deve eventualmente
encerrar pois cada passo resulta num subgrupo fechado de G de dimensa˜o estritamente
menor do que no passo anterior, obtemos uma representac¸a˜o Φ′ = Φ1 ⊕ · · · ⊕ Φk de G
tal que dim ker Φ′ = 0. Como G e´ compacto, o subgrupo ker Φ′ e´ finito. Escrevamos
ker Φ′ = {yk+1, . . . , yn} e tomemos, para cada i = 1, . . . , n− k, uma representac¸a˜o Φk+i
de G tal que yk+i /∈ ker Φk+i. Vemos facilmente que Φ := Φ′ ⊕ Φk+1 ⊕ · · · ⊕ Φn e´ uma
representac¸a˜o fiel de G.
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Cap´ıtulo 3
Grupos de Lie Compactos
3.1 A´lgebras de Lie Compactas
Seja g uma a´lgebra de Lie real de dimensa˜o finita. A representac¸a˜o adjunta de g tem
como imagem a a´lgebra de Lie ad(g) ⊆ der(g), e portanto existe um u´nico subgrupo
de Lie conexo de Aut(g) com a´lgebra de Lie ad(g). Este grupo e´ chamado de grupo
adjunto de g e denotado por Int(g). Os elementos de Int(g), que sa˜o automorfismos
de g, sa˜o chamados de automorfismos internos de g. Cada elemento de Int(g) e´ um
produto de automorfismos de g da forma ead(X), X ∈ g.
Lema 3.1. O centro do grupo adjunto de uma a´lgebra de Lie semi-simples e´ trivial.
Demonstrac¸a˜o. Seja φ ∈ ZInt(g). Como φ e´ um automorfismo de g, enta˜o
(φad(X)φ−1)Y = φ[X,φ−1(Y )] = [φ(X), Y ] = ad(φ(X))Y
para todos X, Y ∈ g, isto e´, φad(X)φ−1 = ad(φ(X)). Com isso, dados X ∈ g e t ∈ R,
temos etad(X) = ead(tX) ∈ Int(g), e portanto
etad(X) = φetad(X)φ−1 = etφad(X)φ
−1
= etad(φ(X)).
Diferenciando esta equac¸a˜o com respeito a t no ponto t = 0, obtemos ad(X) =
ad(φ(X)). Sendo g semi-simples, segue queX = φ(X), e consequ¨entemente φ = idg.
Lema 3.2. Sejam g uma a´lgebra de Lie e h ⊆ g um ideal. Enta˜o, h e´ um subespac¸o
invariante pela representac¸a˜o canoˆnica de Int(g) em g.
Demonstrac¸a˜o. O fato de h ser um ideal significa que h e´ invariante por ad(X) para
todo X ∈ g. Logo, se X ∈ g enta˜o ad(X)nh ⊆ h para todo n ∈ N. Com isso, dado
Y ∈ h, temos que
ead(X)Y =
∞∑
n=0
1
n!
ad(X)nY
e´ o limite de uma se´rie convergente de elementos de h. Sendo g de dimensa˜o finita, este
limite pertence a h, e portanto ead(X)h ⊆ h. Como Int(g) e´ gerado por elementos da
forma ead(X), concluimos que h e´ invariante por todo φ ∈ Int(g).
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Lema 3.3. Se g e´ a a´lgebra de Lie de um grupo de Lie G, enta˜o Int(g) = Ad(G)0. Em
particular, se G e´ conexo, enta˜o Int(g) = Ad(G).
Demonstrac¸a˜o. A imagem do homomorfismo cont´ınuo Ad : G → Aut(g) e´ um
subgrupo de Lie de Aut(g) cuja a´lgebra de Lie e´ a imagem de g pelo homomorfismo
induzido por Ad, que e´ ad. Logo, Ad(G)0 ⊆ Aut(g) e´ um subgrupo de Lie conexo com
a´lgebra de Lie ad(g), e portanto Ad(G)0 = Int(g).
Se G e´ um grupo de Lie compacto e g e´ a sua a´lgebra de Lie, enta˜o o Lema 3.3
implica que Int(g) tambe´m e´ um grupo de Lie compacto. Uma a´lgebra de Lie real de
dimensa˜o finita cujo grupo adjunto e´ compacto e´ chamada de compacta, ou de tipo
compacto.
Seja g uma a´lgebra de Lie e b : g × g → R uma forma bilinear. Dizemos que b
e´ invariante pela representac¸a˜o adjunta de g se vale b(ad(Z)X, Y ) = −b(X, ad(Z)Y )
para todos X, Y, Z ∈ g. Um exemplo de forma bilinear invariante numa a´lgebra de Lie
e´ a sua forma de Cartan-Killing, que denotaremos por B.
Quando a forma invariante b e´ um produto interno, a definic¸a˜o acima e´ equivalente
a` condic¸a˜o de ad(X) ser um operador anti-sime´trico (com respeito a b) para todo
X ∈ g. Neste caso, ad(X) e´ um operador linear semi-simples (diagonaliza´vel quando
levantado a gC) com autovalores imagina´rios puros. Em termos matriciais, uma matriz
que represente ad(X) e´ semelhante, sobre C, a uma matriz da forma iλ1 . . .
iλn
 , λi ∈ R,
de modo que ad(X)2 e´ representado por uma matriz da forma −λ
2
1
. . .
−λ2n
 , λi ∈ R.
Consequ¨entemente, B(X,X) = Tr(ad(X)2) ≤ 0. Portanto, para que uma dada a´lgebra
de Lie admita um produto interno invariante e´ necessa´rio que a sua forma de Cartan-
Killing seja negativa semi-definida. Veremos a seguir que as a´lgebras de Lie compactas
admitem tais produtos internos. No entanto, a forma de Cartan-Killing da a´lgebra
sl(2,R) e´ na˜o-degenerada mas atinge tanto valores negativos quanto positivos, e por-
tanto sl(2,R) na˜o admite produto interno invariante.
Proposic¸a˜o 3.4. Se g e´ uma a´lgebra de Lie compacta, enta˜o g admite um produto
interno invariante.
Demonstrac¸a˜o. Seja Φ a representac¸a˜o canoˆnica de Int(g) no espac¸o vetorial g.
Como Int(g) e´ compacto, enta˜o existe um produto interno 〈 , 〉 em g invariante por Φ.
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Afirmamos que 〈 , 〉 e´ invariante pela representac¸a˜o adjunta de g. Para tanto, sejam
X, Y, Z ∈ g. Como etad(Z) ∈ Int(g) para t ∈ R, enta˜o 〈etad(Z)X, etad(Z)Y 〉 = 〈X, Y 〉.
Portanto
0 =
d
dt
〈X, Y 〉
∣∣∣∣
t=0
=
d
dt
〈etad(Z)X, etad(Z)Y 〉
∣∣∣∣
t=0
= 〈ad(Z)X, Y 〉+ 〈X, ad(Z)Y 〉.
Corola´rio 3.5. Se g e´ uma a´lgebra de Lie compacta, enta˜o g e´ redut´ıvel e a forma de
Cartan-Killing da sua componente semi-simples e´ negativa definida.
Demonstrac¸a˜o. Como g e´ compacta, enta˜o e´ poss´ıvel definir em g um produto in-
terno invariante 〈 , 〉. Se h ⊆ g e´ um ideal, enta˜o h⊥ tambe´m e´ um ideal. De fato,
dados X ∈ g e Y ∈ h⊥, temos para todo Z ∈ h que
〈[X, Y ], Z〉 = −〈Y, [X,Z]〉 = 0,
pois [X,Z] ∈ h. Logo, todo ideal h1 ⊆ g admite um outro ideal h2 ⊆ g tal que
g = h1 ⊕ h2, e isto significa que g e´ uma a´lgebra de Lie redut´ıvel. Enta˜o, podemos
escrever g = Zg ⊕ g′, lembrando que g′ = [g, g] e´ semi-simples. Agora, como g′ e´ um
ideal de g, enta˜o a sua forma de Cartan-Killing pode ser obtida restringindo a forma
de Cartan-Killing de g ao subespac¸o g′, e isto implica que a forma de Cartan-Killing
de g′ tambe´m e´ negativa semi-definida. Contudo, como g′ e´ semi-simples, a sua forma
de Cartan-Killing e´ na˜o-degenerada, e portanto deve ser negativa definida.
Estes dois u´ltimos resultados teˆm grande impacto na metodologia utilizada no estudo
das a´lgebras de Lie compactas. Primeiramente, podemos concluir que, se g e´ uma
a´lgebra de Lie semi-simples e compacta, enta˜o a sua forma de Cartan-Killing B e´
negativa definida, e, consequ¨entemente, que −B e´ um produto interno invariante em g.
Este fato simplifica enormemente o trabalho com exemplos concretos, principalmente
na tarefa de se obter um produto interno invariante ou mesmo na tentativa de se
determinar se uma a´lgebra de Lie e´ compacta ou na˜o. Segundamente, mesmo que g
na˜o seja semi-simples, podemos obter facilmente um produto interno invariante em g
fazendo a soma direta de um produto interno qualquer em Zg (como Zg e´ uma a´lgebra
de Lie abeliana, a escolha na˜o importa) com menos a forma de Cartan-Killing de g′.
Terceiramente, estes resultados sugerem que, no estudo das a´lgebras de Lie compactas, e´
suficiente, em muitas situac¸o˜es, considerar apenas o caso semi-simples devido a` auseˆncia
de complicac¸o˜es na estrutura das a´lgebras de Lie abelianas.
Proposic¸a˜o 3.6. Seja g uma a´lgebra de Lie semi-simples. Enta˜o,
(a) Int(g) = Aut(g)0;
(b) Int(g) e´ um grupo de Lie conexo cuja a´lgebra de Lie e´ (isomorfa a) g;
(c) se G e´ um grupo de Lie conexo com a´lgebra de Lie g, enta˜o Ad : G→ Int(g) e´ um
homomorfismo de recobrimento.
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Demonstrac¸a˜o. Se g e´ semi-simples, enta˜o ad : g → der(g) e´ um isomorfismo de
a´lgebras de Lie. (A injetividade decorre de Zg = {0} e a sobrejetividade e´ consequ¨eˆncia
do fato da forma de Cartan-Killing de g ser na˜o-degenerada.) Isto garante dois fatos:
que Int(g) e´ um subgrupo de Lie conexo de Aut(g) cuja a´lgebra de Lie e´ der(g), provando
(a); e que ad(g), a a´lgebra de Lie de Int(g), e´ isomorfa a g, provando (b). Agora, pelo
Lema 3.2 temos que, sendo G conexo, Int(g) = Ad(G). Ale´m disso, ker(Ad) = ZG, que e´
discreto uma vez que g e´ semi-simples.1 Portanto, Ad : G→ Int(g) e´ recobrimento.
Proposic¸a˜o 3.7. Seja g uma a´lgebra de Lie redut´ıvel, g = Zg ⊕ g′. Enta˜o, os grupos
adjuntos de g e g′ sa˜o isomorfos.
Demonstrac¸a˜o. Como g′ e´ um ideal de g, enta˜o g′ e´ um subespac¸o invariante pela
representac¸a˜o canoˆnica de Int(g) em g, e vamos considerar a subrepresentac¸a˜o Φ as-
sociada a este subespac¸o. Enta˜o, Φ : Int(g)→ GL(g′) e a Proposic¸a˜o estara´ provada
quando mostrarmos que Φ e´ fiel e que Im(Φ) = Int(g′). Primeiramente, afirmamos
que S|Zg = idZg para todo S ∈ Int(g). De fato, dado X ∈ g, temos ad(X)Zg = {0},
de modo que ead(X)|Zg = idZg pela expansa˜o em se´rie de poteˆncias de ead(X). Como S
pode ser escrito como produto de elementos da forma ead(X), X ∈ g, a afirmac¸a˜o segue.
Esta afirmac¸a˜o mais a decomposic¸a˜o g = Zg ⊕ g′ implica que se S ∈ ker(Φ), isto e´, se
S|g′ = idg′ , enta˜o necessariamente S = idg, e portanto Φ e´ fiel.
Para ver que Im(Φ) = Int(g′), tomemos X ∈ g e escrevamos X = XZg + Xg′ , em
que XZg ∈ Zg e Xg′ ∈ g′. Como ad(XZg) = 0, enta˜o ead(X) = ead(Xg′ ). Ale´m disso, uma
vez que g′ e´ um ideal, temos
Φ(ead(X)) = Φ(ead(Xg′ )) = ead(Xg′ )|g′ = eadg′ (Xg′ ),
o que significa que Φ(exp(ad(g))) ⊆ Int(g′). Logo, Im(Φ) ⊆ Int(g′). Para provar a
inclusa˜o contra´ria, basta observar que ambos Im(Φ) sa˜o grupos de Lie conexos e que
dim(Im(Φ)) = dim(Int(g)) = dim(ad(g))
= dim(g)− dim(Zg) = dim(g′)
= dim(Int(g′)).
Corola´rio 3.8. Se g e´ uma a´lgebra de Lie compacta, enta˜o existe um grupo de Lie
compacto G cuja a´lgebra de Lie e´ isomorfa a g.
Demonstrac¸a˜o. Como g e´ redut´ıvel, podemos escrever g = Zg ⊕ g′ com g′ semi-
simples. Pelas Proposic¸o˜es 3.6.(b) e 3.7, temos que Int(g) e´ um grupo de Lie compacto
cuja a´lgebra de Lie e´ isomorfa a g′. Tomando G como sendo o produto direto do toro de
dimensa˜o dim(Zg) com Int(g), temos que G e´ um grupo de Lie compacto cuja a´lgebra
de Lie e´ isomorfa a g.
1O centro de G e´ um subgrupo de Lie de G cuja a´lgebra de Lie e´ Zg. Como g e´ semi-simples, enta˜o
Zg = {0} e ZG e´ discreto.
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Corola´rio 3.9. Uma a´lgebra de Lie g e´ compacta se, e somente se, g admite um produto
interno invariante.
Demonstrac¸a˜o. Se g e´ compacta, enta˜o g admite um produto interno invariante
pela Proposic¸a˜o 3.4. Reciprocamente, se g admite um produto interno invariante 〈 , 〉,
enta˜o g e´ redut´ıvel. Logo, para provar que Int(g) e´ compacto, podemos assumir, pela
Proposic¸a˜o 3.7, que g e´ semi-simples. Seja O(g) ⊆ GL(g) o grupo dos operadores
ortogonais de g com respeito a 〈 , 〉. Como 〈 , 〉 e´ invariante pela representac¸a˜o adjunta
de g, enta˜o Int(g) ⊆ O(g). De fato, dados X, Y, Z ∈ g, temos, para todo t ∈ R, que
d
dt
〈etad(X)Y, etad(X)Z〉 = 〈ad(X)etad(X)Y, etad(X)Z〉+ 〈etad(X)Y, ad(X)etad(X)Z〉 = 0.
Logo, 〈etad(X)Y, etad(X)Z〉 = 〈Y, Z〉 para todo t ∈ R. Tomando t = 1, concluimos que
ead(X) ∈ O(g) e que O(g) conte´m um conjunto de geradores de Int(g). Agora, pela parte
(a) da Proposic¸a˜o 3.6, Int(g) e´ um subgrupo fechado de GL(g), e consequ¨entemente um
subgrupo fechado de O(g). Portanto, Int(g) e´ compacto.
Se G e´ um grupo de Lie compacto e g e´ a sua a´lgebra de Lie, enta˜o a decomposic¸a˜o
g = Zg ⊕ g′ sugere que tenhamos uma decomposic¸a˜o para G da forma G ∼= A × G′
com A abeliano e G′ semi-simples. Apesar disto na˜o ser verdade em geral, e´ va´lido um
resultado bastante parecido.
Proposic¸a˜o 3.10. Sejam G um grupo de Lie compacto e conexo com a´lgebra de Lie g
e G′ o subgrupo de Lie conexo de G cuja a´lgebra de Lie e´ g′. Enta˜o, G′ e´ um subgrupo
fechado de G (e portanto compacto) e vale a decomposic¸a˜o G = (ZG)0G
′. Mais ainda,
a aplicac¸a˜o p : (ZG)0 × G′ → G, p(x, y) = xy, e´ um homomorfismo de recobrimento
finito.
Demonstrac¸a˜o. Sejam (˜ZG)0 e G˜′ recobrimentos universais de (ZG)0 e G′, respec-
tivamente. Enta˜o, (˜ZG)0 × G˜′ e´ um grupo de Lie simplesmente conexo cuja a´lgebra
de Lie e´ g, e portanto e´ um recobrimento universal de G. A imagem de (˜ZG)0 pelo
homomorfismo de recobrimento q : (˜ZG)0 × G˜′ → G e´ um subgrupo conexo de G cuja
a´lgebra de Lie e´ Zg; a u´nica possibilidade e´ esta imagem ser (ZG)0. Analogamente, a
imagem de G˜′ por q e´ G′. Logo, G = (ZG)0G′.
Para provar que G′ e´ fechado, provaremos que G′ e´ compacto. Uma vez que
G′/ZG′ ∼= Int(g′) e´ compacto e a projec¸a˜o canoˆnica G′ → G′/ZG′ e´ uma aplicac¸a˜o de
recobrimento, enta˜o e´ suficiente verificar que ZG′ e´ finito. Para tanto, consideramos
Φ : G→ GLC(V ) uma representac¸a˜o fiel e unita´ria de G e tomamos V = U1 ⊕ · · · ⊕ Un
uma decomposic¸a˜o de V em subespac¸os invariantes e irredut´ıveis por Φ. Para cada
j ∈ {1, . . . , n}, seja Φj a restric¸a˜o de Φ ao subespac¸o Uj e fac¸amos dj := dimUj. Como
G = (ZG)0G
′, enta˜o ZG′ ⊆ ZG e os elementos de Φ(ZG′) comutam com os de Φ(G).
Consequ¨entemente, fixado j = 1, . . . , n, temos pelo Lema de Schur que Φj(z) e´ um
operador escalar para todo z ∈ ZG′ . Por outro lado, como G′ e´ um grupo de Lie semi-
simples, enta˜o det(Φj(x)) = 1 para todo x ∈ G′. Logo, dado z ∈ ZG′ , existe um nu´mero
62 3.2. Sistemas de Ra´ızes
natural kz = 0, . . . , dj − 1 tal que Φj(z) = e(2piikz)/dj · idUi . Deste modo, Φj(ZG′) e´ um
conjunto finito com no ma´ximo dj elementos, e portanto Φ(ZG′) e´ finito com no ma´ximo
d1 · · · dn elementos. Sendo Φ fiel, concluimos que ZG′ e´ finito.
Por fim, vejamos que p : (ZG)0 × G′ → G, p(x, y) = xy, e´ um homomorfismo de
recobrimento finito. Esta´ claro que p e´ cont´ınua. Para verificar que p e´ homomorfismo
de grupos, basta observar que
p(xx′, yy′) = xx′yy′ = (xy)(x′y′) = p(x, y)p(x′, y′)
para x, x′ ∈ (ZG)0 e y, y′ ∈ G′. Ja´ o nu´cleo de p e´ o conjunto
ker(p) = {(x, y) : x ∈ (ZG)0 ∩G′, y = x−1},
como verificamos facilmente, e este conjunto e´ finito pois (ZG)0 ∩G′ ⊆ ZG′ .
Com base na Proposic¸a˜o 3.10, podemos mostrar uma das implicac¸o˜es do Teorema
de Weyl (Teorema 0.2). Seja G um grupo de Lie compacto e conexo cuja a´lgebra de
Lie g na˜o e´ semi-simples. Como g e´ compacta, isso significa que Zg 6= {0}. Logo,
(ZG)0 e´ isomorfo a um toro Tn (n = dim(Zg)) e temos uma aplicac¸a˜o de recobrimento
q : Tn × G′ → G. O homomorfismo induzido q∗ : pi1(Tn × G′) → pi1(G) e´ injetivo
(pois q e´ recobrimento), e portanto pi1(G) conte´m uma co´pia isomorfa de Zn ∼= pi1(Tn).
Concluimos disso que pi1(G) e´ infinito.
3.2 Sistemas de Ra´ızes
Nesta sec¸a˜o, estudaremos as suba´lgebras de Cartan e os sistemas de ra´ızes associados
para a´lgebras de Lie compactas. Denotaremos por gC a complexificac¸a˜o de uma a´lgebra
de Lie real g.
Proposic¸a˜o 3.11. Seja g uma a´lgebra de Lie compacta. Uma suba´lgebra de Lie h ⊆ g e´
suba´lgebra de Cartan de g se, e somente se, h e´ maximal entre as suba´lgebras abelianas
de g.
Observac¸a˜o: Sendo g compacta, enta˜o g e´ redut´ıvel, isto e´, g = Zg ⊕ g′ com g′ semi-
simples. Como qualquer suba´lgebra de Cartan do produto direto de duas a´lgebras de
Lie e´ obtida fazendo-se o produto direto de um par de suba´lgebras de Cartan e Zg e´
abeliana, enta˜o e´ suficiente provar a Proposic¸a˜o 3.11 no caso em que g e´ semi-simples.
Lembramos ainda que uma suba´lgebra de Cartan de uma a´lgebra de Lie g e´ uma
suba´lgebra nilpotente h ⊆ g que satisfaz Ng(h) = h.2 Assumindo que g e´ semi-simples,
sabemos que todas as suba´lgebras de Cartan de g sa˜o abelianas. Deste modo, o que a
Proposic¸a˜o 3.11 afirma e´ que podemos substituir, no contexto das a´lgebras compactas,
a condic¸a˜o Ng(h) = h por Zg(h) = h.
2Ng(h) e´ o normalizador de h em g, definido por Ng(h) := {X ∈ g : [X, h] ⊆ h}.
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Demonstrac¸a˜o. Seja g compacta e semi-simples. Se h e´ uma suba´lgebra de Cartan
de g, enta˜o h e´ abeliana, e portanto h ⊆ Zg(h). Ale´m disso,
Zg(h) ⊆ Ng(h) = h.
Logo, h e´ abeliana maximal.
Reciprocamente, suponhamos que h e´ abeliana maximal. Para verificar que h e´
suba´lgebra de Cartan de g, e´ suficiente provar que hC e´ suba´lgebra de Cartan de gC.
Como g e´ compacta, existe um produto interno em g invariante pela sua representac¸a˜o
adjunta. Isto faz com que adgC(X), X ∈ g, sejam todos diagonaliza´veis, o que im-
plica que adgC(H), H ∈ hC, sa˜o diagonaliza´veis. De fato, escrevendo H = H1 + iH2,
com H1, H2 ∈ h, temos adgC(H) = adgC(H1) + iadgC(H2). Uma vez que adgC(H1) e
iadgC(H2) sa˜o diagonaliza´veis e comutam, temos que adgC(H) e´ diagonaliza´vel. Logo,
hC e´ uma suba´lgebra abeliana de gC tal que adgC(h
C) e´ uma famı´lia de operadores si-
multaneamente diagonaliza´veis. Uma tal suba´lgebra de gC e´ chamada de toral. Por
um resultado geral da teoria das a´lgebras de Lie, para que hC seja suba´lgebra de Cartan
de gC e´ suficiente mostrar que hC e´ maximal entre as suba´lgebras torais de gC. (Ver
(KNAPP, 2002), p. 136.)
Primeiramente, observamos que hC e´ abeliana maximal em gC. Com efeito, dado
X ∈ ZgC(hC), temos
[X, hC] = {0}, [X, hC] = [X, hC] = [X, hC] = {0}.
Isso significa que X ∈ ZgC(hC). Escrevendo X = X1 + iX2, com X1, X2 ∈ g, temos
X1 =
1
2
(X +X) ∈ ZgC(hC) ∩ g = Zg(h)
X2 = − i
2
(X −X) ∈ ZgC(hC) ∩ g = Zg(h).
Como h e´ abeliana maximal em g, enta˜o Zg(h) = h, e portanto X1, X2 ∈ h e X ∈ hC.
Com isso, se k e´ uma suba´lgebra toral de gC que conte´m hC, enta˜o k e´ abeliana e,
portanto, deve estar contida em hC. Logo, k = hC e hC e´ toral maximal.
Seja h uma suba´lgebra de Cartan da a´lgebra de Lie compacta g. Passando para
a complexificac¸a˜o gC, temos que hC e´ uma suba´lgebra de Cartan de gC e obtemos a
decomposic¸a˜o de gC em espac¸os de ra´ızes
gC = hC ⊕
∑
α∈Π
(gC)α, (3.1)
em que Π ⊆ (hC)∗ denota o conjunto de ra´ızes da representac¸a˜o adjunta de hC em gC.
Por outro lado, como gC e´ redut´ıvel, podemos escrever hC = ZgC⊕ (hC)′, com (hC)′ uma
suba´lgebra de Cartan de (gC)′, e obter a decomposic¸a˜o em espac¸os de ra´ızes
(gC)′ = (hC)′ ⊕
∑
α′∈Π′
(gC)′α′ ,
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em que Π′ e´ o sistema de ra´ızes de (hC)′ em (gC)′. Logo,
gC = hC ⊕
∑
α′∈Π′
(gC)′α′ . (3.2)
Como (gC)′ e´ uma a´lgebra de Lie semi-simples, sabemos da teoria geral que o sistema
de ra´ızes Π′ possui propriedades importantes, que utilizaremos extensivamente adiante.
Por exemplo, Π′ e´ um sistema de ra´ızes abstrato e reduzido em (hC)′∗, de modo que
podemos considerar o grupo de Weyl associado e utiliza´-lo para obter informac¸o˜es acerca
de g. Consequ¨entemente, torna-se relevante relacionar os sistemas de ra´ızes Π e Π′ e as
decomposic¸o˜es (3.1) e (3.2).
Lema 3.12. Nas notac¸o˜es acima, toda raiz α ∈ Π se anula no centro de gC. Ale´m
disso, (gC)α ⊆ (gC)′.
Demonstrac¸a˜o. Tomemos H ∈ ZgC e α ∈ Π. Como adgC(H) = 0, enta˜o
(adgC(H)− α(H))n = (−1)nα(H)n
para todo n ∈ N. Com isso, dado Xα ∈ (gC)α\{0}, temos
(−1)nα(H)nXα = (adgC(H)− α(H))nXα = 0
para algum n ≥ 1, e portanto α(H) = 0. Agora, seja Eα ∈ (gC)α e escrevamos
Eα = (Eα)Z
gC
+ (Eα)(gC)′ , em que (Eα)ZgC ∈ ZgC e (Eα)(gC)′ ∈ (gC)′. Dado H ∈ hC,
existe n ≥ 1 tal que
0 = (adgC(H)− α(H))nEα
= (adgC(H)− α(H))n(Eα)ZgC + (adgC(H)− α(H))n(Eα)(gC)′ .
Como ambos ZgC e (g
C)′ sa˜o subespac¸os de gC invariantes por adgC(hC), enta˜o
(adgC(H)− α(H))n(Eα)ZgC ∈ ZgC e (adgC(H)− α(H))n(Eα)(gC)′ ∈ (gC)′,
de modo que
(adgC(H)− α(H))n(Eα)ZgC = (adgC(H)− α(H))n(Eα)(gC)′ = 0.
Como isso vale para todo H ∈ hC, enta˜o (Eα)Z
gC
∈ ZgC ∩ (gC)α = {0}, e portanto
Eα = (Eα)(gC)′ ∈ (gC)′.
Proposic¸a˜o 3.13. Nas notac¸o˜es acima, para cada funcional linear λ ∈ (hC)∗ seja λ′ a
restric¸a˜o de λ a (hC)′. Enta˜o, a correspondeˆncia α ∈ Π 7→ α′ ∈ Π′ e´ uma bijec¸a˜o entre
os dois sistemas de ra´ızes e, ale´m disso, (gC)α = (g
C)′α′ para toda raiz α ∈ Π.
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Demonstrac¸a˜o. Dada uma raiz α ∈ Π, temos pelo Lema 3.12 que
(gC)α = {X ∈ (gC)′ : ∀H ∈ (hC)′ ∃n ≥ 1; (adgC(H)− α(H))nX = 0} = (gC)′α′ .
Como (gC)α 6= {0}, concluimos enta˜o que α′ ∈ Π′. Logo, a func¸a˜o α ∈ Π 7→ α′ ∈ Π′
esta´ bem-definida e (gC)α = (g
C)′α′ para toda α ∈ Π. Uma vez que uma raiz α ∈ Π
qualquer se anula em ZgC , enta˜o α fica determinada pela sua restric¸a˜o a (h
C)′ e, portanto,
α ∈ Π 7→ α′ ∈ Π′ e´ injetiva. Por fim, dada α′ ∈ Π′, seja α ∈ (hC)∗ a extensa˜o de α′ a
hC que se anula em ZgC . Se X ∈ (gC)′α′ e H ∈ hC, enta˜o escrevendo H = HZgC +H(hC)′
com HZ
gC
∈ ZgC e H(hC)′ ∈ (hC)′, temos
(adgC(H)− α(H))nX =
(
adgC(HZgC ) + adgC(H(hC)′)− α(HZgC )− α(H(hC)′)
)n
X
=
(
adgC(H(hC)′)− α′(H(hC)′)
)n
X
para todo n ∈ N. Logo, existe n ≥ 1 tal que (adgC(H)− α(H))nX = 0. Como X 6= 0,
enta˜o α ∈ Π e α 7→ α′ e´ sobrejetiva.
Podemos concluir dos resultados acima que a decomposic¸a˜o de gC em espac¸os de
ra´ızes relativos a hC possui propriedades semelhantes a`s que existiriam caso gC fosse
semi-simples. Em particular, se α ∈ Π, enta˜o
(gC)α = {X ∈ gC : [H,X] = α(H)X para todo H ∈ hC}
e cada (gC)α e´ um subespac¸o unidimensional de g
C. No entanto, uma vez que α|Z
gC
= 0
para toda α ∈ Π, enta˜o na˜o e´ verdade em geral que Π gera o dual (hC)∗.
Lema 3.14. Nas notac¸o˜es acima, temos
spanC(Π) = {λ ∈ (hC)∗ : λ|ZgC = 0}.
Demonstrac¸a˜o. Pelo Lema 3.12, temos spanC(Π) ⊆ {λ ∈ (hC)∗ : λ|ZgC = 0}. Agora,
se λ ∈ (hC)∗ e´ tal que λ|Z
gC
= 0, enta˜o consideramos λ′ a restrinc¸a˜o de λ a (hC)′. Como
(gC)′ e´ uma a´lgebra de Lie semi-simples sobre C e (hC)′ ⊆ (gC)′ e´ uma suba´lgebra de Car-
tan, enta˜o o dual de (hC)′ e´ gerado por Π′. Logo, podemos escrever λ′ =
∑
α′∈Π′ aα′α
′,
com aα′ ∈ C. Fazendo aα = aα′ para α ∈ Π, temos λ =
∑
α∈Π aαα e isto prova que
{λ ∈ (hC)∗ : λ|Z
gC
= 0} ⊆ spanC(Π).
Proposic¸a˜o 3.15. Sejam g uma a´lgebra de Lie compacta, h uma suba´lgebra de Cartan
de g e Π o sistema de ra´ızes de hC em gC. Enta˜o, α(H) e´ um nu´mero imagina´rio puro
para toda raiz α ∈ Π e todo vetor H ∈ h.
Demonstrac¸a˜o. Seja G um grupo de Lie compacto cuja a´lgebra de Lie e´ g, e tomemos
T ⊆ G o subgrupo de Lie conexo com a´lgebra de Lie h. Claramente, T e´ abeliano, e
afirmamos que T e´ fechado em G. De fato, T e´ um subgrupo de Lie conexo e abeliano
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de G cuja a´lgebra de Lie h e´ abelina e conte´m h. Pela Proposic¸a˜o 3.11, temos h = h, e
portanto T = T . Em particular, T e´ compacto.
Seja gC = hC⊕∑α∈Π(gC)α a decomposic¸a˜o de gC em espac¸os de ra´ızes com respeito
a hC e seja Φ : T → GLC(gC) a representac¸a˜o dada por Φ(x)X = Ad(x)X, x ∈ T . Para
cada raiz α ∈ Π o subespac¸o (gC)α e´ invariante por Φ, pois
Ad(expH)Eα = e
ad(H)Xα =
∞∑
k=0
1
k!
ad(H)kEα =
∞∑
k=0
1
k!
α(H)kEα = e
α(H)Eα
para todo H ∈ h e todo Eα ∈ (gC)α, e exp : h → T e´ sobrejetiva uma vez que T e´
conexo e abeliano.
Dada uma raiz α ∈ Π, fixamos Eα ∈ (gC)α\{0} e definimos ξα : T → C∗ por
Φ(x)Eα = ξα(x)Eα. Claramente, ξα e´ um homomorfismo cont´ınuo e, como T e´ com-
pacto, enta˜o ξα(T ) ⊆ S1. Se H ∈ h, enta˜o ξα(exp tH) = etα(H) para todo t ∈ R.
Poranto, α(H) = d
dt
ξα(exp tH)
∣∣
t=0
. Por outro lado, como ξα(exp tH)|t=0 = 1, enta˜o
α(H) pertence ao espac¸o tangente a S1 em 1, que coincide com iR.
Os subgrupos conexos de um grupo de Lie compacto G associados a`s suba´lgebras
de Cartan de g sa˜o chamados de toros maximais. Um estudo mais aprofundado
dos toros maximais (pec¸a fundamental na ana´lise dos grupos de Lie compactos) sera´
feito na pro´xima sec¸a˜o. Dado um toro maximal T ⊆ G, os homomofismos cont´ınuos
ξ : T → S1 sa˜o chamados de caracteres multiplicativos de T . A importaˆncia desses
caracteres prove´m do fato que eles fornecem os autovalores dos operadores lineares
Ad(x) : g → g, x ∈ T . De fato, escrevendo x = exp(H) para algum H ∈ h, temos
que os autovalores de Ad(x) sa˜o as exponenciais dos autovalores de ad(H). Uma vez
que os u´ltimos sa˜o 0 ou da forma α(H), α ∈ Π, enta˜o os autovalores de Ad(x) sa˜o 1
ou da forma eα(H) = ξα(expH) = ξα(x). Ainda existe uma relac¸a˜o entre os caracteres
multiplicativos de T e representac¸o˜es de G que sera´ discutida no Cap´ıtulo 6.
Corola´rio 3.16. Sejam g uma a´lgebra de Lie semi-simples e compacta, h ⊆ g uma
suba´lgebra de Cartan e Π e´ o sistema de ra´ızes de hC em gC. Enta˜o, hR := ih e´ a forma
real de hC na qual todas as ra´ızes assumem valores reais.
No Corola´rio 3.16, se g na˜o e´ semi-simples, enta˜o na˜o existe uma u´nica forma real
de hC na qual as ra´ızes assumem valores reais. Na verdade, essas formas reais sa˜o da
forma k ⊕ ih′, em que h′ e´ a componente de h em g′ e k e´ qualquer forma real de ZgC .
(Como todas as ra´ızes se anulam em ZgC , a escolha de k na˜o importa.) Em tudo o que
segue, vamos adotar k = iZg, de modo que hR = ih.
Dada uma a´lgebra de Lie compacta g, escrevemos g = Zg ⊕ g′ e vamos considerar
a forma bilinear em g obtida fazendo a soma direta da forma de Cartan-Killing de g′
com menos algum produto interno em Zg. Essa forma sera´ denotada por B. Enta˜o,
B e´ sime´trica, negativa-definida e invariante pela representac¸a˜o adjunta de g. (Em
particular, −B e´ um produto interno invariante em g.) Levantando B para a comple-
xificac¸a˜o gC, obtemos uma forma bilinear em gC — que tambe´m denotaremos por B —
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na˜o-degenerada, invariante pela representac¸a˜o adjunta de gC e que, quando restrita a
(gC)′ = (g′)C, coincide com a forma de Cartan-Killing deste ideal.
Seja h ⊆ g uma suba´lgebra de Cartan e Π o sistema de ra´ızes de hC em gC.
Denotando por V o R-subespac¸o vetorial de (hC)∗ gerado por Π, temos a aplicac¸a˜o
λ ∈ V 7→ λ|hR ∈ h∗R, que e´ linear e injetiva. Deste modo, podemos assumir, sem
perda de generalidade, que Π ⊆ V ⊆ h∗R. Ale´m disso, pelo Lema 3.12 e comenta´rios
subsequ¨entes, temos
iZg = {H ∈ hR : λ(H) = 0 para todo λ ∈ V }.
Como B|h×h e´ negativa-definida, enta˜o BhR×hR e´ um produto interno invariante que
sera´ denotado por 〈 , 〉. Logo, temos o isomorfismo linear natural S : hR → h∗R definido
por S(H) = 〈 · , H〉. A inversa deste isomorfismo e´ a aplicac¸a˜o λ ∈ h∗R 7→ Hλ ∈ hR
definida por
〈H,Hλ〉 = λ(H), H ∈ hR.
Usando este isomorfismo entre hR e h
∗
R, podemos levar o produto interno de hR para
um produto interno 〈 , 〉 em h∗R. Explicitamente,
〈λ, µ〉 := 〈Hλ, Hµ〉 = λ(Hµ) = µ(Hλ)
para λ, µ ∈ h∗R.
Proposic¸a˜o 3.17. Nas notac¸o˜es acima, seja (iZg)
∗ ⊆ (hR)∗ a imagem de iZg por S.
Enta˜o (iZg)
∗ = V ⊥ e Π e´ um sistema de ra´ızes abstrato reduzido em V .
Demonstrac¸a˜o. Pelas definic¸o˜es de S e 〈 , 〉, a igualdade (iZg)∗ = V ⊥ e´ equivalente
a
V = {λ ∈ h∗R : λ|iZg = 0},
que e´ va´lida pelo Lema 3.14. Para ver que Π e´ um sistema de ra´ızes abstrato e reduzido
em V , argumentamos da seguinte maneira. Primeiramente, V e´ gerado por Π por
definic¸a˜o. Escrevamos h = Zg ⊕ h′, em que h′ e´ uma suba´lgebra de Cartan de g′.
Enta˜o, (h′)C e´ uma suba´lgebra de Cartan da a´lgebra de Lie semi-simples complexa (gC)′:
denotemos por Π′ o sistema de ra´ızes associado. Fazendo h′R := ih
′, temos que h′R e´ a
forma real de (h′)C na qual as ra´ızes α′ ∈ Π′ assumem valores reais. Com isso, podemos
assumir que Π′ ⊆ (h′R)∗. Ale´m disso, hR = iZg⊕h′R, com iZg ⊥ h′R, e a restric¸a˜o de 〈 , 〉
a h′R, que denotaremos por 〈 , 〉′, e´ um produto interno invariante em h′R (obtido, na
verdade, restringindo a forma de Cartan-Killing de (gC)′). Este produto interno define
o isomorfismo linear S ′ : H ′ ∈ h′R 7→ 〈 · , H ′〉′ ∈ (h′R)∗ e usamos este isomorfismo para
passar 〈 , 〉′ para (h′R)∗ da maneira usual. Utilizaremos o s´ımbolo 〈 , 〉′ para o produto
interno em (h′R)
∗ obtido desta maneira e denotaremos S ′−1(λ′) = H ′λ′ . Como (g
C)′ e´
semi-simples, enta˜o Π′ e´ um sistema de ra´ızes abstrato reduzido em (h′R)
∗ com relac¸a˜o
ao produto interno 〈 , 〉′.
Consideremos a aplicac¸a˜o Q : V → (h′R)∗ definida por Q(λ) = λ|h′R . Claramente,
Q e´ linear. Se λ ∈ kerQ, enta˜o λ|h′R = 0. Como λ|iZg = 0 e hR = iZg ⊕ h′R, enta˜o
68 3.2. Sistemas de Ra´ızes
λ = 0. Isto significa que Q e´ injetiva, e a sobrejetividade e´ consequ¨eˆncia do Lema
3.14. Tambe´m temos que Q(Π) = Π′ pela Proposic¸a˜o 3.13. Afirmamos que Q e´ uma
isometria. Com efeito, dados os funcionais λ, σ ∈ V , escrevemos Hσ = (Hσ)iZg +(Hσ)h′R
com (Hσ)iZg ∈ iZg e (Hσ)h′R ∈ h′R, de modo que
〈λ, σ〉 = λ(Hσ) = λ((Hσ)iZg + (Hσ)h′R) = Q(λ)((Hσ)h′R).
Por outro lado, se H ′ ∈ h′R, enta˜o
Q(σ)(H ′) = σ(H ′) = B(H ′, Hσ)
= B(H ′, (Hσ)iZg) +B(H
′, (Hσ)h′R)
= B(H ′, (Hσ)h′R),
o que significa que (Hσ)h′R = H
′
Q(σ). Portanto,
〈λ, σ〉 = Q(λ)(H ′Q(σ)) = 〈Q(λ), Q(σ)〉′.
Para finalizar a demonstrac¸a˜o, basta observar que, se α, β ∈ Π, enta˜o
2〈α, β〉
〈α, α〉 =
2〈Q(α), Q(β)〉
〈Q(α), Q(α)〉 ∈ Z
e
β − 2〈α, β〉〈α, α〉 α = Q
−1
(
Q(β)− 2〈Q(α), Q(β)〉〈Q(α), Q(α)〉 Q(α)
)
∈ Π.
Ademais, se α ∈ Π e´ tal que 2α ∈ Π, enta˜o 2Q(α) ∈ Π′, o que contraria o fato de Π′
ser reduzido.
Observamos que, na demonstrac¸a˜o da Proposic¸a˜o 3.17, provamos mais especifica-
mente que Π e Π′ sa˜o sistemas de ra´ızes isomorfos. Uma vez que Π′ e´ o sistema de ra´ızes
de uma suba´lgebra de Cartan da a´lgebra de Lie semi-simples (gC)′, todas as construc¸o˜es
feitas com Π produzem estruturas isomorfas a`s relativas a Π′. A mais importante e´ o
grupo de Weyl, que sera´ feita adiante neste cap´ıtulo.
Mantendo a notac¸a˜o da discussa˜o acima, vamos agora produzir uma base de g
compat´ıvel com a decomposic¸a˜o de gC em espac¸os de ra´ızes.
Lema 3.18. Seja
gC = h⊕
∑
α∈Π
(gC)α.
a decomposic¸a˜o de gC em espac¸os de ra´ızes e, para cada raiz α ∈ Π, seja Eα ∈ (gC)α.
Enta˜o, Eα ∈ (gC)−α.
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Demonstrac¸a˜o. Se H ∈ hC, enta˜o
[H,Eα] = [H,Eα] = α(H)Eα.
Escrevendo H = H1 + iH2 e Eα = Xα + iYα, com H1, H2 ∈ h e Xα, Yα ∈ g, temos
α(H)Eα = (α(H1)− iα(H2))(Xα + iYα)
= (α(H1)Xα + α(H2)Yα) + i(α(H1)Yα − α(H2)Xα).
Como α(H1), α(H2) ∈ iR, enta˜o
α(H)Eα = −(α(H1)Xα + α(H2)Yα) + i(α(H1)Yα − α(H2)Xα)
= (−α(H1)− iα(H2))(Xα − iYα)
= −α(H)Eα,
provando o Lema.
Para cada raiz α ∈ Π, seja Eα ∈ (gC)α\{0}. Pelo Lema 3.18, os vetores Eα podem
ser escolhidos de modo a satisfazerem E−α = Eα.
Lema 3.19. Mantendo as notac¸o˜es acima, temos B(Eα, E−α) < 0. Em particular,
podemos normalizar os vetores Eα de modo que B(Eα, E−α) = −1.
Demonstrac¸a˜o. Escrevendo Eα = Xα + iYα, com Xα, Yα ∈ g, temos
B(Eα, E−α) = B(Xα + iYα, Xα − iYα) = B(Xα, Xα) +B(Yα, Yα) < 0
pois B e´ negativa-definida em g.
Agora, vamos fixar uma ordem lexicogra´fica em V com respeito a alguma base fixada
e tomar o conjunto Π+ ⊆ Π das ra´ızes positivas com respeito a essa ordem.
Teorema 3.20. Para cada raiz α ∈ Π escrevamos Eα = Xα + iYα, com Xα, Yα ∈ g.
Enta˜o, ambos Xα e Yα sa˜o na˜o-nulos e
g = h⊕
∑
α∈Π+
(RXα ⊕ RYα), (3.3)
esta soma sendo direta. Ale´m disso, os vetores Xα, Yα satisfazem as relac¸o˜es
[H,Xα] = iα(H)Yα
[H,Yα] = −iα(H)Xα (3.4)
[Xα, Yα] = −1
2
(iHα)
para todo H ∈ h.
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Demonstrac¸a˜o. Primeiramente, se H ∈ h enta˜o
[H,Xα] =
[
H,
1
2
(Eα + Eα)
]
=
1
2
α(H)(Eα − Eα) = iα(H)Yα.
A expressa˜o para [H,Yα] e´ provada de maneira ana´loga, e
[Xα, Yα] =
[
1
2
(Eα + Eα),− i
2
(Eα − Eα)
]
=
i
4
[Eα + Eα, Eα − Eα]
=
i
2
[Eα, Eα] =
i
2
[Eα, E−α] =
i
2
B(Eα, Eα)Hα = −1
2
(iHα).
Em particular, Xα, Yα 6= 0 uma vez que Hα 6= 0.
Para provar (3.3), basta mostrar que o membro direito de (3.3) realmente e´ uma
soma direta. Feito isso, a igualdade
dim g = dimC g
C = dimC h
C + |Π| = dim h + 2|Π+|
garante o resultado. Para cada α ∈ Π+ tomemos escalares λα, σα ∈ R e H ∈ h tais que
X := H +
∑
α∈Π+
λαXα + σαYα = 0.
Como Xα =
1
2
(Eα + Eα) e Yα =
−i
2
(Eα − Eα), enta˜o
X = H +
1
2
∑
α∈Π+
(λα − iσα)Eα + (λα + iσα)Eα.
Com isso, se H ′ ∈ h, enta˜o
0 = [H ′, X] =
1
2
∑
α∈Π+
(λα − iσα)α(H ′)Eα − (λα + iσα)α(H ′)Eα,
e portanto (λα − iσα)α(H ′) = 0 para toda α ∈ Π+. Tomando H ′ regular, concluimos
que λα = σα = 0 para toda α ∈ Π+, e consequ¨entemente H = X tambe´m se anula.
Corola´rio 3.21. Mantendo as notac¸o˜es do Teorema 3.20, para cada α ∈ Π+ seja kα a
suba´lgebra de g gerada por {Xα, Yα, iHα}. Enta˜o, kα e´ isomorfa a su(2).
Demonstrac¸a˜o. Sejam
X ′α :=
√
2
|α|Xα, Y
′
α :=
√
2
|α|Yα, Z
′
α := −
1
|α|2 (iHα).
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Enta˜o, {X ′α, Y ′α, Z ′α} e´ uma base de kα. Por (3.4), as constantes de estrutura de kα com
respeito a esta base sa˜o dadas por
[X ′α, Y
′
α] =
2
|α|2 [Xα, Yα] = −
1
|α|2 (iHα) = Z
′
α
[Y ′α, Z
′
α] = −
√
2
|α|3 [Yα, iHα] = −
√
2
|α|3 iα(iHα)Xα =
√
2
|α|3 |α|
2Xα = X
′
α
[Z ′α, X
′
α] = −
√
2
|α|3 [iHα, Xα] = −
√
2
|α|3 iα(iHα)Yα =
√
2
|α|3 |α|
2Yα = Y
′
α,
que coincidem com as constantes de estrutura de su(2) com relac¸a˜o a` sua base canoˆnica(
0 i/2
i/2 0
)
,
(
0 1/2
−1/2 0
)
,
(−i/2 0
0 i/2
)
.
Portanto, kα e su(2) sa˜o isomorfas.
Se g e´ semi-simples, enta˜o g =
∑
α∈Π+ kα, ou seja, g e´ a soma de suba´lgebras isomor-
fas a su(2). Deste modo, su(2) e´ o “bloco ba´sico” de construc¸a˜o de todas as a´lgebras
de Lie semi-simples compactas, do mesmo modo que sl(2,C) o e´ para as a´lgebras de
Lie semi-simples complexas.
Para finalizar esta sec¸a˜o, vamos provar que todas as suba´lgebras de Cartan de
uma a´lgebra de Lie compacta g sa˜o conjugadas entre si, um fato que tem implicac¸o˜es
profundas na estrutura dos grupos de Lie compactos.
Lema 3.22. Sejam g uma a´lgebra de Lie compacta e h uma suba´lgebra de Cartan de
g. Se H ∈ h e´ um elemento regular, enta˜o Zg(H) = h.
Demonstrac¸a˜o. Como h e´ abeliana e H ∈ h, enta˜o h ⊆ Zg(H). Para a inclusa˜o
contra´ria, seja X ∈ Zg(H) e escrevamos, pelo Teorema 3.20,
X = H ′ +
∑
α∈Π+
λαXα + σαYα, λα, σα ∈ R.
Enta˜o,
0 = [H,X] =
∑
α∈Π+
λα[H,Xα] + σα[H,Yα]
=
∑
α∈Π+
λαiα(H)Yα − σαiα(H)Xα,
de modo que λαiα(H) = 0 e σαiα(H) = 0 para toda α ∈ Π+. Como H e´ regular, enta˜o
λα = σα = 0 para toda α ∈ Π+ e X = H ′ ∈ h.
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Proposic¸a˜o 3.23. Seja g uma a´lgebra de Lie compacta e h1, h2 ⊆ g suba´lgebras de
Cartan. Enta˜o, existe um automorfismo interno φ ∈ Int(g) tal que φ(h1) = h2.
Demonstrac¸a˜o. Seja 〈 , 〉 um produto interno invariante em g e tomemos H1 ∈ h1,
H2 ∈ h2 elementos regulares de g. Como Int(g) e´ um grupo de Lie compacto, enta˜o a
func¸a˜o
φ ∈ Int(g) 7−→ 〈φH1, H2〉 ∈ R
e´ diferencia´vel e atinge valor ma´ximo (e mı´nimo). Seja φ0 ∈ Int(g) um ponto de
ma´ximo. Fixado X ∈ g, a func¸a˜o
t ∈ R 7−→ 〈etad(X)φ0H1, H2〉 ∈ R
e´ diferencia´vel e tem em t = 0 um ponto de ma´ximo. Logo,
0 =
d
dt
〈etad(X)φ0H1, H2〉
∣∣∣∣
t=0
= 〈[X,φ0H1], H2〉 = 〈X, [φ0H1, H2]〉.
Como X e´ qualquer, enta˜o [φ0H1, H2] = 0, isto e´, φ0H1 ∈ Zg(H2) = h2. Portanto,
h2 ⊆ Zg(φ0H1) = φ0(Zg(H1)) = φ0(h1),
e uma vez que h2 e´ abeliana maximal temos h2 = φ0(h1).
Corola´rio 3.24. Seja G um grupo de Lie compacto com a´lgebra de Lie g. Dadas as
suba´lgebras de Cartan h1 e h2 de g, sejam T1 e T2 os subgrupos de Lie conexos de G
cujas a´lgebras de Lie sa˜o, h1 e h2, respectivamente. Enta˜o, T1 e T2 sa˜o conjugados em
G, isto e´, existe x ∈ G tal que T2 = xT1x−1.
Demonstrac¸a˜o. Seja φ ∈ Int(g) tal que h2 = φ(h1). Como Int(g) ⊆ Ad(G), enta˜o
φ = Ad(x) para algum x ∈ G. Enta˜o, xT1x−1 = T2, pois xT1x−1 e´ um subgrupo de Lie
conexo de G cuja a´lgebra de Lie e´ Ad(x)h1 = φ(h1) = h2.
3.3 Toros Maximais
Um toro e´ um grupo de Lie obtido fazendo-se o produto direto de uma quantidade
finita de co´pias de S1. Todo toro e´ um grupo de Lie compacto, conexo e abeliano, e
reciprocamente todo grupo de Lie com estas propriedades e´ (isomorfo a) um toro. Se G
e´ um grupo de Lie compacto, podemos procurar entre os subgrupos de Lie de G aqueles
que sa˜o toros. (Todo grupo de Lie compacto admite toros entre os seus subgrupos: basta
tomar o fecho de um subgrupo a 1-paraˆmetro qualquer.) Particularmente importantes
sa˜o aqueles que sa˜o maximais, isto e´, na˜o esta˜o contidos propriamente em nenhum
outro toro de G. A importaˆncia dos toros maximais esta´ ligada ao fato deles serem os
ana´logos das suba´lgebras de Cartan no n´ıvel do grupo.
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Proposic¸a˜o 3.25. Seja G um grupo de Lie compacto com a´lgebra de Lie g. Um sub-
grupo de Lie conexo T ⊆ G e´ um toro maximal se, e somente se, a a´lgebra de Lie de T
e´ uma suba´lgebra de Cartan de g.
Demonstrac¸a˜o. Seja t ⊆ g a a´lgebra de Lie de T . Suponhamos que T e´ um toro
maximal e tomemos X ∈ Zg(t). Enta˜o, t′ := RX ⊕ t e´ uma suba´lgebra abeliana de
g que conte´m t, de modo que T ′, o subgrupo de Lie conexo de G com a´lgebra de Lie
t′, e´ abeliano e conte´m T . Tomando T ′ o fecho de T ′ em G, temos que T ′ e´ um toro
que conte´m T . Como T e´ maximal, enta˜o T = T ′. Logo, T = T ′ e portanto t = t′.
Portanto, X ∈ t e t e´ uma suba´lgebra abeliana maximal de g. Pela Proposic¸a˜o 3.11, t
e´ uma suba´lgebra de Cartan de g.
Suponhamos agora que t e´ uma suba´lgebra de Cartan de g, isto e´, t e´ abeliana
maximal. Primeiramente, T e´ um toro, pois T e´ claramente abeliano e, como t e´
abeliana maximal, enta˜o T na˜o pode estar contido propriamente em nenhum subgrupo
de Lie conexo e abeliano de G, como o fecho de T por exemplo. Logo, T e´ fechado,
e portanto compacto. Ainda temos, pelo mesmo motivo, que nenhum toro de G pode
conter T propriamente, e concluimos que T e´ um toro maximal.
Se G e´ um grupo de Lie compacto e T ⊆ G e´ um toro maximal com a´lgebra de Lie t,
enta˜o exp : t→ T e´ sobrejetiva.(Como sabemos da teoria geral dos grupos de Lie, neste
caso exp e´ um homomorfismo de recobrimento.) Logo, T ⊆ exp(g). Reciprocamente, se
x ∈ exp(g), enta˜o x = expX para algum X ∈ g. Sendo t a suba´lgebra de Lie abeliana
maximal de g que conte´m X e T o toro maximal associado a t, enta˜o x ∈ T . Com isso,
exp(g) =
⋃
{T ⊆ G : T e´ toro maximal}.
Por outro lado, se T0 ⊆ G e´ um toro maximal fixado, enta˜o pelo Corola´rio 3.24 temos⋃
{T ⊆ G : T e´ toro maximal} =
⋃
x∈G
xT0x
−1,
e portanto
exp(g) =
⋃
x∈G
xT0x
−1.
Isso implica que, para conhecer a imagem da aplicac¸a˜o exponencial exp : g → G
(questa˜o importante para qualquer grupo de Lie) quando G e´ compacto e conexo, e´
suficiente analisar os toros maximais. Neste sentido temos o seguinte resultado.
Teorema 3.26. Seja G um grupo de Lie compacto e conexo e T ⊆ G um toro maximal.
Enta˜o, todo x ∈ G e´ conjugado em G a um elemento de T . Em particular, a aplicac¸a˜o
exponencial exp : g→ G e´ sobrejetiva.
Demonstrac¸a˜o. Seja g a a´lgebra de Lie de G e t, a de T . Dados subconjuntos
A,B ⊆ G na˜o-vazios, vamos denotar por AB o conjunto ⋃x∈B xAx−1 e por A× o
conjunto A\ZG. Nosso objetivo e´ provar que G = TG, o que faremos por induc¸a˜o sobre
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dimG. Se dimG = 0, nada ha´ a provar. Suponhamos, enta˜o, que dimG ≥ 1 e que o
Teorema esta´ provado para todos os grupos de Lie compactos e conexos de dimensa˜o
< dimG.
Primeiramente, vamos verificar que e´ suficiente considerar o caso em que G e´ semi-
simples. Pela Proposic¸a˜o 3.10, podemos escrever G = (ZG)0G
′, em que G′ e´ o subgrupo
de Lie conexo de G com a´lgebra de Lie g′, e t = Zg ⊕ t′, em que t′ e´ uma suba´lgebra
de Cartan de g′. Seja T ′ o toro maximal de G′ associado a t′. (Lembramos que G′ e´
compacto.) Claramente, T ′ ⊆ T . Supondo que o caso semi-simples esta´ provado, enta˜o
G′ = (T ′)G
′
, de modo que
G = (ZG)0G
′ = (ZG)0(T ′)G
′
= ((ZG)0T
′)G
′ ⊆ TG.
Suponhamos, enta˜o, que G e´ semi-simples. Como dimG ≥ 1 e na˜o existem grupos
de Lie semi-simples de dimensa˜o 1 ou 2, enta˜o dimG ≥ 3. Em particular, o subconjunto
G× e´ aberto, conexo e denso em G. Provaremos a seguir que (T×)G e´ aberto e fechado
em G×. Uma vez que (T×)G e´ na˜o-vazio, isto implica que (T×)G = G×. Afirmamos
que esta igualdade garante o Teorema. De fato, neste caso temos, por um lado, que
G× ⊆ TG e, por outro, que TG e´ fechado em G, pois TG e´ a imagem da aplicac¸a˜o
cont´ınua com domı´nio compacto
(x, y) ∈ G× T 7−→ xyx−1 ∈ G.
Portanto, G = G× ⊆ TG.
Para ver que (T×)G e´ fechado em G×, basta notar que (T×)G = (TG)× = TG∩G× e
lembrar que TG e´ fechado em G. Para verificar que (T×)G e´ aberto em G×, e´ suficiente
mostrar que todo x0 ∈ T× e´ ponto interior de G× uma vez que conjugac¸o˜es em G
sa˜o homeomorfismos. Seja x0 ∈ T× e fac¸amos K := (ZG(x0))0. Como ZG(x0) e´ um
subgrupo fechado de G, enta˜o K e´ um subgrupo de Lie conexo e compacto de G que
conte´m T . Ale´m disso, como x0 /∈ ZG, enta˜o K 6= G, e portanto dimK < dimG. Como
T e´ um toro maximal de K, enta˜o, pela hipo´tese de induc¸a˜o, TK = K. Ademais, temos
K× = (TK)× = (T×)K . Em particular, (T×)G = (K×)G. Com isso, para provar que
existe um aberto U 3 x0 de G contido em (T×)G, mostraremos, na verdade, que existe
um aberto V 3 x0 de K× tal que V G e´ aberto em G.
Seja k ⊆ g a a´lgebra de Lie de K. Enta˜o,
k = {X ∈ g : Ad(x0)X = X} = ker(Ad(x0)− idg). (3.5)
Como K 6= G, enta˜o k 6= g. Logo, denotando por h o complemento ortogonal de k com
respeito a um produto interno invariante 〈 , 〉 de g, temos que h 6= 0. Ale´m disso, como
k e´ invariante por Ad(x), x ∈ K, e Ad(x) e´ um operador ortogonal com relac¸a˜o a 〈 , 〉,
enta˜o h tambe´m e´ invariante por Ad(x). Seja
V = {x ∈ K : det(Ad(x)|h − idh) 6= 0}.
Enta˜o, V e´ um aberto sime´trico de K×, e (3.5) implica que x0 ∈ V . Provaremos que
V G e´ um aberto de G.
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Seja ψ : G × V → G definida por ψ(x, y) = xyx−1. Enta˜o, V G coincide com a
imagem de ψ, e provaremos que V G e´ aberto em G mostrando que ψ e´ uma aplicac¸a˜o
aberta. Para tanto, e´ suficiente mostrar que ψ e´ uma submersa˜o. Primeiro, precisamos
de uma expressa˜o expl´ıcita para a diferencial de ψ. Tomemos x ∈ G e y ∈ V . Dado
X ∈ g, temos
dψ(x,y)(Xx, 0) =
d
dt
ψ(x exp(tX), y)
∣∣∣∣
t=0
=
d
dt
x exp(tX)y exp(−tX)x−1
∣∣∣∣
t=0
=
d
dt
(xyx−1)(xy−1 exp(tX)yx−1)(x exp(−tX)x−1)
∣∣∣∣
t=0
=
d
dt
ψ(x, y) exp(tAd(xy−1)X) exp(−tAd(x)X)
∣∣∣∣
t=0
= d(Lψ(x,y))1
[
Ad(x)(Ad(y−1)− idg)X
]
1
,
e, dado Y ∈ k, temos
dψ(x,y)(0, Yy) =
d
dt
ψ(x, y exp(tY ))
∣∣∣∣
t=0
=
d
dt
xy exp(tY )x−1
∣∣∣∣
t=0
=
d
dt
(xyx−1)(x exp(tY )x−1)
∣∣∣∣
t=0
=
d
dt
ψ(x, y) exp(tAd(x)Y )
∣∣∣∣
t=0
= d(Lψ(x,y))1 [Ad(x)Y ]1 .
Logo,
dψ(x,y)(Xx, Yy) = d(Lψ(x,y))1
{
Ad(x)
[
(Ad(y−1)− idg)X + Y
]}
1
. (3.6)
Por fim, se y ∈ V , enta˜o y−1 ∈ V e (Ad(y−1)|h − idh) : h → h e´ invert´ıvel. Logo, a
imagem de (Ad(y−1) − idg) conte´m h. Consequ¨entemente, o conjunto dos vetores da
forma (Ad(y−1)− idg)X+Y , com X ∈ g e Y ∈ k, coincide com g uma vez que g = h⊕k,
e portanto dψ(x,y) e´ sobrejetiva.
Corola´rio 3.27. Se G e´ um grupo de Lie compacto e conexo, enta˜o todo elemento de
G pertence a algum toro maximal de G.
Corola´rio 3.28. Se G e´ um grupo de Lie compacto e conexo, enta˜o o centro de G esta´
contido em cada toro maximal de G.
Demonstrac¸a˜o. Seja T ⊆ G um toro maximal e x ∈ ZG. Enta˜o, pelo Teorema 3.26
existe y ∈ G tal que x = yxy−1 ∈ T .
Vale a pena observar que, apesar de ZG estar contido em qualquer toro maximal T
de G, a igualdade ZG = T so´ ocorre quando G e´ abeliano. (Neste caso, T = G = ZG e´
o u´nico toro maximal.) De fato, se ZG = T enta˜o t = Zg e necessariamente g
′ = {0},
fazendo com que g, e portanto G, seja abeliana.
Os resultados a seguir sera˜o utilizados na pro´xima sec¸a˜o, onde discutiremos o grupo
de Weyl.
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Lema 3.29. Seja A um grupo de Lie compacto e abeliano tal que A/A0 e´ finito e c´ıclico,
com A0 sendo a componente conexa do elemento neutro. Enta˜o, existe a ∈ A tal que
{an : n ∈ Z} e´ denso em A.
Demonstrac¸a˜o. Seja N ≥ 1 a ordem do grupo A/A0 e bA0 ∈ A um gerador de
A/A0, com b ∈ A. Enta˜o, bNA0 = (bA0)N = A0, isto e´, bN ∈ A0. Como A0 e´ um
toro, pelo Teorema de Kronecker existe a0 ∈ A0 tal que {an0 : n ∈ Z} e´ denso em
A0. Consideremos o elemento b
Na−10 ∈ A0. Denotando por a a a´lgebra de Lie de A,
uma vez que exp : a → A0 e´ sobrejetiva enta˜o existe c ∈ A0 tal que cN = bNa−10 ,
isto e´, (bc−1)N = a0. (Basta escrever bNa−10 = expX para algum X ∈ a e tomar
c = exp(X/N).) Fazendo a := bc−1 ∈ bA0, temos que {an : n ∈ Z} e´ um subgrupo
de A que conte´m A0, pois {an0 : n ∈ Z} ⊆ {an : n ∈ Z}, e conte´m ao menos um
elemento de cada classe lateral de A0, pois a
n ∈ bnA0 para cada n ∈ Z. Portanto,
{an : n ∈ Z} = A.
Proposic¸a˜o 3.30. Seja G um grupo de Lie compacto e conexo, T ⊆ G um toro e
x ∈ ZG(T ). Enta˜o, existe um toro S ⊆ G que conte´m T e x.
Demonstrac¸a˜o. Seja A o fecho do subgrupo de G gerado por T e x, que e´ abeliano
uma vez que x comuta com os elementos de T . Ale´m disso, essa condic¸a˜o de centra-
lizac¸a˜o tambe´m implica que o subgrupo de G gerado por T e x e´
⋃
n∈Z x
nT . Como
T ⊆ A e´ conexo e conte´m o elemento neutro, enta˜o T ⊆ A0, e portanto⋃
n∈Z
xnT ⊆
⋃
n∈Z
xnA0,
este u´ltimo conjunto coincidindo com o subgrupo de G gerado por A0 e x.
Como A0 e´ aberto em A, enta˜o
⋃
n∈Z x
nA0 e´ um subgrupo aberto (e fechado) de A.
Logo,
⋃
n∈Z x
nA0 = A e A/A0 e´ um grupo c´ıclico gerado por xA0. Pela compacidade
de A o elemento neutro e´ ponto de acumulac¸a˜o da sequ¨eˆncia (xn)n∈N, e portanto existe
um nu´mero natural n ≥ 1 tal que xn ∈ A0. Se N ≥ 1 e´ o menor nu´mero com esta
propriedade, enta˜o xA0 possui ordem N e A/A0 e´ finito de ordem N . Com isso, pelo
Lema 3.29 existe a ∈ A tal que {an : n ∈ Z} = A.
Sendo g a a´lgebra de Lie de G, pelo Teorema 3.26 temos exp : g→ G sobrejetiva e
podemos escrever a = exp(X) para algum X ∈ g. Seja S = {exp(tX) : t ∈ R}. Enta˜o,
S e´ um toro de G que conte´m A, e portanto conte´m T e x.
Corola´rio 3.31. Se G e´ um grupo de Lie compacto e conexo e T ⊆ G e´ um toro, enta˜o
o centralizador de T em G e´ um subgrupo de Lie conexo de G.
Demonstrac¸a˜o. Pela Proposic¸a˜o 3.30, ZG(T ) coincide com a unia˜o dos toros de G
que conteˆm T . Todos estes toros sa˜o, por definic¸a˜o, conexos e se intersectam no elemento
neutro do grupo. Logo, ZG(T ) e´ conexo.
Corola´rio 3.32. Se G e´ um grupo de Lie compacto e conexo e T ⊆ G e´ um toro
maximal, enta˜o ZG(T ) = T .
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Demonstrac¸a˜o. Esta´ claro que T ⊆ ZG(T ). Agora, se x ∈ ZG(T ), enta˜o pela Pro-
posic¸a˜o 3.30 existe um toro S que conte´m ambos T e x. Como T e´ maximal, temos
S = T , e portanto x ∈ T .
3.4 O Grupo de Weyl
Seja g uma a´lgebra de Lie compacta, t ⊆ g uma suba´lgebra de Cartan, gC, tC as
complexificac¸o˜es e Π o sistema de ra´ızes de tC em gC. Seja tR a forma real de t
C na qual
as ra´ızes α ∈ Π assumem valores reais e 〈 , 〉 o produto interno em t∗R proveniente da
forma bilinear B. Para cada raiz α ∈ Π, definimos o operador linear rα : t∗R → t∗R por
rα(λ) = λ− 2〈λ, α〉〈α, α〉 α.
Geometricamente, rα e´ a reflexa˜o ortogonal em torno do hiperplano α
⊥. Ale´m disso,
rα(Π) = Π. Uma vez que (iZg)
∗ ⊆ α⊥ para toda raiz α, enta˜o rα age como a identidade
em (iZg)
∗.3
O grupo de Weyl de Π, denotado por W (Π), e´ o subgrupo de GL(t∗R) gerado
pelas reflexo˜es rα, α ∈ Π. Este grupo e´ finito. Com efeito, se denotarmos por Bij(Π) o
grupo das permutac¸o˜es de Π, enta˜o a aplicac¸a˜o φ : w ∈ W (Π) 7→ w|Π ∈ Bij(Π) e´ um
homomorfismo de grupos. Como t∗R = (iZg)
∗⊕ V e todo elemento w ∈ W (Π) age como
a identidade em (iZg)
∗, enta˜o um elemento w ∈ W (Π) que age como a identidade em Π
— e, portanto, age como a identidade em V — deve ser a pro´pria identidade. Portanto,
φ e´ injetivo e W (Π) e´ isomorfo a um subgrupo de um grupo finito.
Se g e´ a a´lgebra de Lie de um grupo de Lie compacto e conexo G, enta˜o o grupo de
Weyl W (Π) pode ser visto agindo sobre qualquer toro maximal de G, como mostraremos
a seguir.
Seja G um grupo de Lie compacto e conexo com a´lgebra de Lie g, e tomemos T ⊆ G
um toro maximal. Lembramos que o normalizador de T em G e´ o subconjunto
NG(T ) := {x ∈ G : xTx−1 ⊆ T}
= {x ∈ G : xTx−1 = T}.
Claramente, NG(T ) e´ um subgrupo fechado de G e T e´ um subgrupo normal de NG(T ).
Em particular, NG(T ) e´ um grupo de Lie compacto (em geral desconexo). Podemos
descrever NG(T ) em termos da a´lgebra de Lie t de T :
NG(T ) = {x ∈ G : Ad(x)t ⊆ t}
= {x ∈ G : Ad(x)t = t}.
Com efeito, se x ∈ NG(T ) e X ∈ t, enta˜o exp(tAd(x)X) = x exp(tX)x−1 ∈ T para
todo t ∈ R, de modo que Ad(x)X ∈ t. Reciprocamente, se x ∈ G e´ tal que Ad(x)t ⊆ t,
3Lembramos que (iZg)
∗ e´ a imagem de iZg ⊆ tR pelo isomorfismo linear H ∈ tR 7→ B( · , H) ∈ t∗R.
Ver a Proposic¸a˜o 3.17.
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enta˜o dado h ∈ T podemos escrever h = exp(H), H ∈ t. Logo, Ad(x)H ∈ t, e portanto
xhx−1 = exp(Ad(x)H) ∈ T .
Lema 3.33. Nas notac¸o˜es acima, a a´lgebra de Lie de NG(T ) e´ t. Em particular,
NG(T )0 = T e o quociente NG(T )/T e´ finito.
Demonstrac¸a˜o. Seja h ⊆ g a a´lgebra de Lie de NG(T ). Como T ⊆ NG(T ), enta˜o
t ⊆ h. Agora, se H ∈ h, enta˜o exp(tH) ∈ NG(T ) para todo t ∈ R, o que significa que
etad(H)t = Ad(exp(tH))t ⊆ t. Dado X ∈ t qualquer, temos etad(H)X ∈ t para t ∈ R, de
modo que
[H,X] =
d
dt
etad(H)X
∣∣∣∣
t=0
∈ t.
Isto significa que H ∈ Ng(t) = t. Portanto, h ⊆ t e a igualdade segue.
O quociente NG(T )/T e´ o grupo de Weyl anal´ıtico associado ao toro maximal T e
denotado por W (T,G). Como Ad(x)t ⊆ t para cada x ∈ NG(T ), temos a representac¸a˜o
Φ : x ∈ NG(T ) 7→ Ad(x)|t ∈ GL(t).
Lema 3.34. ker(Φ) = T .
Demonstrac¸a˜o. Como T e´ um grupo de Lie abeliano, enta˜o Ad(x)|t = idt para todo
x ∈ T . Logo, T ⊆ ker(Φ). Reciprocamente, seja x ∈ ker(Φ). Como Ad(x)H = H
para todo H ∈ t, enta˜o x exp(H)x−1 = exp(Ad(x)H) = exp(H) para todo H ∈ t. Isto
significa que xhx−1 = h para todo h ∈ T , ou seja, que x ∈ ZG(T ) = T . (ZG(T ) = T
pois T e´ um toro maximal.)
Com isso, Φ induz um homomorfismo injetivo Φ : W (T,G) → GL(t). Por causa
do isomorfismo H ∈ t 7→ iH ∈ tR, podemos considerar os operadores lineares Φ(w),
w ∈ W (T,G), agindo sobre tR. Seja φ : W (T,G) → GL(t∗R) o homomorfismo definido
por
φ(w)λ = SΦ(w)S−1,
em que S : tR → t∗R e´ o isomorfismo linear definido por S(H) = B( · , H). Vale a pena
observar que se x ∈ NG(T ) e´ tal que w = xT , enta˜o
(φ(w)λ)(H) = B(H,Ad(x)Hλ) = B(Ad(x)
−1H,Hλ) = λ(Ad(x−1)H)
para λ ∈ t∗R e H ∈ tR; ou seja, φ(w) e´ o operador transposto de Ad(x−1). Ale´m disso,
esta´ claro que φ e´ um isomorfismo de W (T,G) sobre a sua imagem.
Teorema 3.35. Mantendo as notac¸o˜es acima, temos Im(φ) = W (Π).
Demonstrac¸a˜o. Comec¸amos provando que W (Π) ⊆ Im(φ). E´ suficiente provar que
rα ∈ Im(φ) para α ∈ Π+. Seja
g = t⊕
∑
α∈Π+
(RXα ⊕ RYα)
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a decomposic¸a˜o de g dada pelo Teorema 3.20. Pelo mesmo Teorema temos ainda que
[Xα, H] = −iα(H)Yα, [Xα, Yα] = −1
2
(iHα)
para todo H ∈ t. Em particular,
[Xα, [Xα, H]] = −1
2
α(H)Hα, H ∈ tR.
Usando esta relac¸a˜o para H = Hα, temos
ad(Xα)
2Hα = −|α|
2
2
Hα, (3.7)
pois α(Hα) = |α|2.
Seja xt := exp(tXα) ∈ G, t ∈ R. Provaremos que existe t0 ∈ R tal que xt0 ∈ NG(T )
e φ(xt0T ) = rα. Vamos calcular Ad(xt)|tR . Como tR = RHα⊕H⊥α , para isso e´ suficiente
analisar a ac¸a˜o de Ad(xt) em cada um desses dois subespac¸os. Dado H ∈ tR, temos
Ad(xt)H = e
ad(tXα)H =
∞∑
k=0
tk
k!
ad(Xα)
kH.
Se H ∈ H⊥α , enta˜o
ad(Xα)H = −iα(H)Yα = −i〈Hα, H〉Yα = 0,
e portanto Ad(xt)H = H. Com isso, Ad(xt) age como a identidade em H
⊥
α para todo
t ∈ R. Agora,
Ad(xt)Hα =
∞∑
k=0
tk
k!
ad(Xα)
kHα
=
∞∑
k=0
t2k
(2k)!
ad(Xα)
2kHα +
∞∑
k=0
t2k+1
(2k + 1)!
ad(Xα)
2k+1Hα.
Por (3.7), temos
∞∑
k=0
t2k
(2k)!
ad(Xα)
2kHα =
∞∑
k=0
t2k
(2k)!
· (−1)
k|α|2k
2k
Hα
=
∞∑
k=0
(−1)k
(2k)!
(
t|α|√
2
)2k
Hα
= cos
(
t|α|√
2
)
Hα
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e
∞∑
k=0
t2k+1
(2k + 1)!
ad(Xα)
2k+1Hα =
∞∑
k=0
t2k+1
(2k + 1)!
· (−1)
k|α|2k
2k
[Xα, Hα]
=
√
2
|α|
∞∑
k=0
(−1)k
(2k + 1)!
(
t|α|√
2
)2k+1
[Xα, Hα]
=
√
2
|α| · sen
(
t|α|√
2
)
[Xα, Hα].
Portanto,
Ad(xt)Hα = cos
(
t|α|√
2
)
Hα +
√
2
|α| · sen
(
t|α|√
2
)
[Xα, Hα]. (3.8)
Tomando t0 =
√
2pi
|α| , temos
t0|α|√
2
= pi e Ad(xt0)Hα = −Hα. Portanto, Ad(xt0)|tR e´ a
reflexa˜o ortogonal relativa a H⊥α :
Ad(xt0)H = H −
2B(H,Hα)
B(Hα, Hα)
Hα.
Em particular, Ad(xt0)t ⊆ t, e xt0 ∈ NG(T ). Ale´m disso, tomando w = xt0T ∈ W (T,G),
temos
φ(w)λ = SAd(xt0)S
−1λ = SAd(xt0)Hλ
= S
(
Hλ − 2B(Hλ, Hα)
B(Hα, Hα)
Hα
)
= S
(
Hλ − 2〈λ, α〉|α|2 Hα
)
= λ− 2〈λ, α〉|α|2 α
para todo λ ∈ t∗R. Logo, φ(w) = rα.
Para provar que Im(φ) ⊆ W (Π), seja w ∈ W (T,G). Primeiramente, verificaremos
que φ(w)Π = Π. Seja x ∈ NG(T ) tal que w = xT . Dada uma raiz α ∈ Π e um autovetor
Eα ∈ (gC)α, temos
[H,Ad(x)Eα] = Ad(x)[Ad(x)
−1H,Eα] = Ad(x)
(
α(Ad(x)−1H)Eα
)
= α(Ad(x)−1H)Ad(x)Eα = (φ(w)α)(H)Ad(x)Eα
para todo H ∈ tC. Isto significa que φ(w)α ∈ Π. Logo, φ(w)Π ⊆ Π e, como Π
e´ finito, vale a igualdade. (Observe que com esse argumento tambe´m provamos que
Ad(x)(gC)α = (g
C)φ(xT )α para todo x ∈ NG(T ).)
Segundamente, seja Σ ⊆ Π o sistema simples determinado por alguma ordem le-
xicogra´fica em V . Pelo que ja´ provamos acima, φ(w)Π = Π, de modo que φ(w)Σ e´
um outro sistema simples para Π. Por um resultado geral da teoria das a´lgebras de
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Lie, existe exatamente um elemento z ∈ W (Π) tal que zφ(w)Σ = Σ. Afirmamos que
zφ(w) = idt∗R . Provada esta afirmac¸a˜o, teremos φ(w) = z
−1 ∈ W (Π) e a demons-
trac¸a˜o do Teorema estara´ conclu´ıda. Uma vez que W (Π) ⊆ Im(φ), podemos escolher
w′ ∈ W (T,G) tal que φ(w′) = z. Enta˜o, φ(w′w)Σ = Σ. Escolhendo x′ ∈ NG(T ) tal
que w′ = x′T , nosso objetivo e´ provar que x′x ∈ T , pois neste caso Ad(x′x) age como
a identidade em t e φ(w′w) = SAd(x′x)S−1, como a identidade em t∗R.
Seja Π+ o conjunto das ra´ızes positivas com respeito a Σ e δ := 1
2
∑
α∈Π+ α.
Como φ(w′w)Σ = Σ, enta˜o φ(w′w)Π+ = Π+, de modo que φ(w′w)δ = δ. Logo,
Ad(x′x)Hδ = Hδ. Denotando por T ′ o fecho de {exp(tiHδ) : t ∈ R} em G, temos que
T ′ ⊆ T e´ um toro em G e que x′x ∈ ZG(T ′). Enta˜o, para provar que x′x ∈ T e´ suficiente
mostrar que ZG(T
′) = T . Como ZG(T ′) e´ conexo pelo Corola´rio 3.31, para fazer isto
provaremos, na verdade, que a a´lgebra de Lie de ZG(T
′) coincide com t. Se s e´ a a´lgebra
de Lie de T ′, enta˜o s ⊆ t e a a´lgebra de Lie de ZG(T ′) e´ Zg(s). Esta´ claro que t ⊆ Zg(s).
Para ver que Zg(s) ⊆ t, observamos que, como iHδ ∈ s, enta˜o Zg(s) ⊆ Zg(iHδ). Com
isso, e´ suficiente verificar que Zg(iHδ) = t. Uma vez que iHδ ∈ t, pelo Lema 3.22 basta
provar que iHδ e´ um elemento regular de g.
Escrevamos Σ = {α1, . . . , αl} e tomemos αj ∈ Σ. Sabemos da teoria geral que rαj
manda αj em −αj e permuta o restante das ra´ızes positivas. Enta˜o,
rαj(2δ) = rαj
(∑
α∈Π+
α
)
= rαj
αj + ∑
α∈Π+
α 6=αj
α

= −αj +
∑
α∈Π+
α6=αj
α = 2δ − 2αj,
e portanto rαj(δ) = δ − αj. Logo, 2〈δ,αj〉|αj |2 = 1. Isto implica que 〈δ, αj〉 > 0 para toda
raiz simples αj ∈ Σ. Se α ∈ Π+, enta˜o α =
∑l
i=1 niαi, com n1, . . . , nl ≥ 0 inteiros e
algum ni > 0, de modo que
〈δ, α〉 =
l∑
i=1
ni〈δ, αi〉 > 0.
Com isso, se α ∈ Π enta˜o α(Hδ) 6= 0, pois ou α e´ positiva e α(Hδ) = 〈δ, α〉 > 0 ou α e´
negativa e α(Hδ) = −〈δ,−α〉 < 0. Portanto, Hδ e´ regular, assim como iHδ.
O grupo de Weyl associado ao toro maximal de um grupo de Lie compacto e conexo,
seja na sua forma anal´ıtica ou alge´brica, e´ usado extensivamente no desenvolvimento
da teoria. A seguir, vemos uma de suas aplicac¸o˜es.
Dado um grupo de Lie compacto e conexo e T um toro maximal de G, existe uma
ac¸a˜o natural de W (T,G) em T ; a saber, a aplicac¸a˜o τ : W (T,G)× T → T definida por
τ(xT, y) = xyx−1.
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Proposic¸a˜o 3.36. Dois elementos de T sa˜o conjugados por um elemento de G se, e
somente se, eles esta˜o na mesma o´rbita da ac¸a˜o τ . Mais precisamente, se x1, x2 ∈ T
e y ∈ G satisfazem x1 = yx2y−1, enta˜o existe z ∈ ZG(x1)0 tal que zy ∈ NG(T ) e
x1 = (zy)x2(zy)
−1.
Demonstrac¸a˜o. ZG(x1) e´ um subgrupo fechado de G com a´lgebra de Lie
k = {X ∈ g : Ad(x1)X = X}.
Enta˜o, ZG(x1)0 e´ um grupo de Lie compacto e conexo cuja a´lgebra de Lie e´ k e que
conte´m T , de modo que t ⊆ k. Afirmamos que Ad(y)t tambe´m esta´ contida em k. Com
efeito, se H ∈ t, enta˜o
Ad(x1)Ad(y)H = Ad(x1y)H = Ad(yx2)H = Ad(y)Ad(x2)H = Ad(y)H
pois Ad(x2) age como a identidade em t. Uma vez que ambas t e Ad(y)t sa˜o suba´lgebras
de Cartan de g, enta˜o t e Ad(y)t sa˜o suba´lgebras de Cartan de k, e portanto existe
z ∈ ZG(x1)0 tal que Ad(zy)t = t uma vez que k e´ uma a´lgebra de Lie compacta. Segue
que zy ∈ NG(T ) e que
(zy)x2(zy)
−1 = z(yx2y−1)z−1 = zx1z−1 = x1.
Corola´rio 3.37. As intersec¸o˜es das classes de conjungac¸a˜o de um grupo de Lie com-
pacto e conexo G com um toro maximal T ⊆ G coincidem com as o´rbitas de τ . Se
T/W (T,G) denota o espac¸o das o´rbitas desta ac¸a˜o, enta˜o o conjunto das classes de
conjugac¸a˜o de G e´ parametrizado por T/W (T,G).
Corola´rio 3.38. Seja T um toro maximal do grupo de Lie compacto e conexo G. Sejam
tambe´m x, y ∈ T dois elementos que esta˜o na mesma classe de conjugac¸a˜o de G. Enta˜o,
existe w ∈ W (Π) tal que
ξα(x) = ξw(α)(y)
para toda raiz α ∈ Π. Em outras palavras, os autovalores de Ad(x) sa˜o obtidos atrave´s
de uma permutac¸a˜o dos autovalores de Ad(y) e esta permutac¸a˜o e´ dada por um elemento
do grupo de Weyl de Π.
Demonstrac¸a˜o. Pela Proposic¸a˜o 3.36, existe z ∈ NG(T ) tal que x = zyz−1. Seja
w := φ(z−1T ). Na demonstrac¸a˜o do Teorema 3.35, provamos que se Eα ∈ (gC)α enta˜o
Ad(z−1)Eα ∈ (gC)w(α). Logo,
ξα(x)Eα = ξα(zyz
−1)Eα = Ad(z)Ad(y)Ad(z−1)Eα
= Ad(z)ξw(α)(y)Ad(z
−1)Eα = ξw(α)(y)Eα.
Como vimos no Cap´ıtulo 2, os caracteres de uma representac¸a˜o de G a determinam
a menos de isomorfismo. Portanto, para se conhecer as representac¸o˜es de G, torna-se
necessa´rio fazer um estudo cuidadoso dos seus caracteres e, consequ¨entemente, pelo
Teorema de Peter & Weyl, das suas func¸o˜es de classes. Neste sentido, temos o seguinte
resultado.
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Proposic¸a˜o 3.39. A restric¸a˜o de uma func¸a˜o de classes cont´ınua F : G → C a um
toro maximal T e´ constante nas o´rbitas de τ . Reciprocamente, toda func¸a˜o cont´ınua
f : T → C que e´ constante nas o´rbitas de τ estende-se a uma func¸a˜o de classes cont´ınua
F : G→ C.
Demonstrac¸a˜o. A primeira parte e´ consequ¨eˆncia imediata do Corola´rio 3.37. Para
a rec´ıproca, definimos F : G → C da seguinte maneira: dado x ∈ G, seja y ∈ G
tal que yxy−1 ∈ T e fac¸amos F (x) := f(yxy−1). A Proposic¸a˜o 3.36 garante que
F esta´ bem-definida e que e´ de classes. Falta verificar a continuidade de F . Seja
(xn)n∈N uma sequ¨eˆncia de pontos de G que converge para x ∈ G e provemos que
(F (xn))n∈N converge para F (x). Tomemos (F (xnk))k∈N uma subsequ¨eˆncia qualquer de
(F (xn))n∈N. Vamos provar que (F (xnk))k∈N admite uma subsequ¨eˆncia que converge para
F (x). Um resultado ba´sico de Topologia Geral garante, enta˜o, que (F (xn))n∈N converge
para F (x). Sejam (yk)k∈N e (zk)k∈N sequ¨eˆncias em G e T , respectivamente, tais que
xnk = ykzky
−1
k para todo k ∈ N. Como G e T sa˜o compactos, enta˜o podemos escolher
subsequ¨eˆncias (ykl)l∈N e (zkl)l∈N que convergem para y ∈ G e z ∈ T , respectivamente.
Enta˜o, x = yzy−1 e
lim
l→∞
F (xnkl ) = liml→∞
f(zkl) = f(z) = F (x).
3.5 O Grupo Fundamental
O grupo fundamental de um grupo de Lie e´ umas das estruturas mais importantes
associadas a ele. Seu estudo fornece informac¸o˜es importantes sobre a geometria do
grupo de Lie, recobrimentos, representac¸o˜es, propriedades dos seus espac¸os homogeˆneos,
entre outras. Nosso objetivo nesta sec¸a˜o e´ analisar dois resultados particularmente
importantes acerca da estrutura do grupo fundamental de um grupo de Lie compacto.
Proposic¸a˜o 3.40. O grupo fundamental de um grupo topolo´gico conexo por caminhos
e´ abeliano.
Demonstrac¸a˜o. Primeiramente, consideremos γ um lac¸o em G baseado em 1. Defi-
nimos duas novas curvas γ˜, γ̂ : [0, 1]→ G da seguite maneira:
γ˜(t) :=
{
1 , se t ∈ [0, 1
2
]
γ(2t− 1) , se t ∈ [1
2
, 1]
γ̂(t) :=
{
γ(2t) , se t ∈ [0, 1
2
]
1 , se t ∈ [1
2
, 1]
.
Claramente, ambas γ˜ e γ̂ sa˜o fechadas, cont´ınuas e γ˜(0) = γ˜(1) = γ̂(0) = γ̂(1) = 1.
Afirmac¸a˜o: γ˜ e γ̂ sa˜o equivalentes a γ por um par de homotopias que fixam o elemento
neutro de G. Em particular, γ˜ e γ̂ sa˜o homoto´picas.
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De fato, sejam H˜, Ĥ : [0, 1]× [0, 1]→ G definidas por
H˜(t, s) :=
{
1 , se t ∈ [0, s
2
]
γ
(
2t−s
2−s
)
, se t ∈ [ s
2
, 1]
Ĥ(t, s) :=
{
γ
(
2t
2−s
)
, se t ∈ [0, 2−s
2
]
1 , se t ∈ [2−s
2
, 1]
.
E´ imediato que H˜, Ĥ sa˜o cont´ınuas, e uma apo´s uma ra´pida inspec¸a˜o nestas duas
definic¸o˜es vemos que
H˜(t, 0) = Ĥ(t, 0) = γ(t), H˜(t, 1) = γ˜(t), Ĥ(t, 1) = γ̂(t),
H˜(0, s) = H˜(1, s) = Ĥ(0, s) = Ĥ(1, s) = 1.
Para ver que pi1(G; 1) e´ abeliano, tomemos γ1, γ2 dois lac¸os baseados em 1. Consi-
deremos tambe´m os lac¸os γ˜1, γ̂1, γ˜2, γ̂2 como definidos acima. Enta˜o,
γ̂1(t)γ˜2(t) =
{
γ1(2t) , se t ∈ [0, 12 ]
γ2(2t− 1) , se t ∈ [12 , 1]
e
γ˜1(t)γ̂2(t) =
{
γ2(2t) , se t ∈ [0, 12 ]
γ1(2t− 1) , se t ∈ [12 , 1]
.
Denotando por ∗ a operac¸a˜o de concatenac¸a˜o de curvas, as relac¸o˜es acima implicam
que γ̂1γ˜2 e´ homoto´pico a γ1 ∗ γ2 e γ˜1γ̂2, a γ2 ∗ γ1. Por outro lado, na˜o e´ dif´ıcil de ver
que γ̂1γ˜2 e´ homoto´pico a γ˜1γ̂2. (Sendo H1 uma homotopia que deforma γ̂1 em γ˜1 e H2
uma que deforma γ˜2 em γ̂2, o produto pontual H1H2 e´ uma homotopia que deforma
γ̂1γ˜2 em γ˜1γ̂2.) Portanto, γ1 ∗ γ2 e γ2 ∗ γ1 sa˜o lac¸os homoto´picos.
Teorema 3.41. O grupo fundamental de um grupo de Lie compacto e conexo e´ abeliano
finitamente gerado.
Antes da demonstrac¸a˜o do Teorema 3.41, algumas observac¸o˜es. Sejam G um grupo
de Lie conexo e G˜ o seu recobrimento universal. Pela teoria geral dos grupos de Lie,
a aplicac¸a˜o de recobrimento p : G˜ → G e´ um homomorfismo e o seu nu´cleo, que
denotaremos por D, e´ um subgrupo discreto e central de G˜. Dado um ponto qualquer
de G, digamos o elemento neutro 1, o grupo D age livremente e transitivamente sobre
p−1(1) por translac¸o˜es a` direita. Logo, por um resultado geral da teoria dos espac¸os
de recobrimento, D ∼= pi1(G; 1). Isto significa que, na demonstrac¸a˜o do Teorema 3.41,
podemos substituir pi1(G, 1) por D.
Lema 3.42. Sejam G um grupo de Lie compacto e conexo, G˜ o seu recobrimento
universal e D ⊆ G˜ o nu´cleo do homomorfismo de recobrimento. Enta˜o, existe um
aberto pre´-compacto U ⊆ G˜ tal que G˜ = UD. Ale´m disso, U pode ser escolhido de
modo que 1˜ ∈ U e U−1 = U .4
4Para distinguir os elementos neutros de G e G˜, denotaremos o do u´ltimo por 1˜.
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Demonstrac¸a˜o. Para cada x ∈ G, seja Nx ⊆ G uma vizinhanc¸a distinguida de x
com respeito a p. Com isto queremos dizer que Nx e´ aberta, conexa e a restric¸a˜o de
p a cada componente conexa de p−1(Nx) e´ um homeomorfismo entre esta componente
e Nx. Fixemos Mx uma componente conexa qualquer de p
−1(Nx). Para cada x ∈ G,
seja tambe´m N ′x uma vizinhanc¸a aberta e conexa de x tal que N ′x ⊆ Nx, e fac¸amos
M ′x = (p|Mx)−1(N ′x).
Como G e´ compacto, existem x1, . . . , xn ∈ G tais que G = N ′x1∪· · ·∪N ′xn . Tomemos
U := M ′x1∪· · ·∪M ′xn ⊆ G˜. Claramente, U e´ um subconjunto aberto de G˜, e provaremos
que U satisfaz as condic¸o˜es do enunciado.
Primeiramente, como N ′x ⊆ Nx e´ compacto, enta˜o M ′′x := (p|Mx)−1(N ′x) e´ um com-
pacto que conte´m M ′x. Logo, M
′′
x1
∪ · · · ∪ M ′′xn ⊆ G˜ e´ um compacto que conte´m U ,
e portanto U e´ compacto. Segundamente, dado x˜ ∈ G˜, seja x := p(x˜) ∈ G e esco-
lhamos i ∈ {1, . . . , n} tal que x ∈ N ′xi . Como D age transitivamente sobre p−1(x)
por translac¸o˜es a` direita, existe z ∈ D tal que x˜z ∈ M ′xi ∩ p−1(x) ⊆ U . Portanto,
x˜ ∈ Uz−1 ⊆ UD e concluimos que G˜ = UD. Caso U na˜o contenha 1˜ ou na˜o seja
sime´trica, basta unir a U o conjunto U−1 (que tambe´m e´ aberto e pre´-compacto) e uma
vizinhanc¸a aberta, pre´-compacta e sime´trica de 1˜.
Demonstrac¸a˜o do Teorema 3.41. Seja U um aberto de G˜ como no Lema 3.42 e
fac¸amos K := U . A igualdade G˜ = UD implica que {Uz : z ∈ D} e´ uma cobertura
de G˜ por abertos, e uma vez que KK−1 e´ compacto existem z1, . . . , zn ∈ D tais que
KK−1 ⊆ Uz1∪· · ·∪Uzn. Seja D1 o subgrupo de D gerado por {z1, . . . , zn}. Claramente,
D1 e´ um subgrupo discreto e central de G˜.
Afirmamos que, para provar o Teorema, e´ suficiente mostrar que G˜ = KD1. De
fato, se isto for verdade podemos escrever, para cada z ∈ D, z = kz′, com k ∈ K e
z′ ∈ D1. Como D1 ⊆ D, enta˜o k = zz′−1 ∈ K ∩D, isto e´, z ∈ (K ∩D)D1. Isto significa
que D = (K∩D)D1, ou seja, que D e´ gerado pelo conjunto {kzi : k ∈ K, i = 1, . . . , n},
que e´ finito uma vez que K ∩D e´ um subconjunto fechado e discreto de K.
Seja q : G˜ → G˜/D1 o homomorfismo canoˆnico, que tambe´m e´ uma aplicac¸a˜o de
recobrimento. Como KD1 = q
−1(q(K)), enta˜o para provar que G˜ = KD1 e´ suficiente
mostrar que q(K) = G˜/D1. Primeiramente, observamos que q(K) conte´m o neutro de
G˜/D1 pois 1˜ ∈ U ⊆ K. Ale´m disso,
q(K)q(K)−1 = q(KK−1) ⊆ q(z1U) ∪ · · · ∪ q(znU) = q(U) ⊆ q(K).
Logo, q(K) e´ um subgrupo de G˜/D1. Segundamente, como q e´ uma aplicac¸a˜o aberta e
o interior de K e´ na˜o-vazio, enta˜o q(K) e´ um subgrupo de G˜/D1 de interior na˜o-vazio.
Sendo G˜/D1 conexo, obtemos q(K) = G˜/D1.
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Cap´ıtulo 4
A Geometria de um Grupo de Lie
Compacto
4.1 Me´tricas Riemannianas Invariantes
Seja G um grupo de Lie. Uma me´trica riemanniana g em G e´ invariante a` di-
reita se (Rx)
∗g = g para todo x ∈ G, e invariante a` esquerda se (Lx)∗g = g para
todo x ∈ G. Se g satisfaz ambas as condic¸o˜es, dizemos que g e´ bi-invariante. Equi-
valentemente, g e´ invariante a` direita quando as translac¸o˜es a` direita Rx : y 7→ yx sa˜o
isometrias com respeito a g, e invariante a` esquerda quando as translac¸o˜es a` esquerda
Lx : y 7→ xy sa˜o isometrias. Se g e´ bi-invariante, enta˜o as conjugac¸o˜es Cx : y 7→ xyx−1
tambe´m sa˜o isometrias g. Neste sec¸a˜o, nos preocuparemos em encontrar condic¸o˜es
para que G admita uma me´trica riemanniana bi-invariante e analisaremos a influeˆncia
de uma tal me´trica na estrutura do grupo.
Proposic¸a˜o 4.1. Seja G um grupo de Lie e g a a´lgebra de Lie dos campos vetori-
ais invariantes a` esquerda sobre G. Enta˜o, para cada produto interno 〈 , 〉 em g
existe uma u´nica me´trica riemanniana g sobre G que e´ invariante a` esquerda e que
satisfaz g(X, Y ) = 〈X, Y 〉 para todos X, Y ∈ g. Reciprocamente, toda me´trica rie-
manniana invariante a` esquerda g em G define um produto interno em g pela equac¸a˜o
〈X, Y 〉 = g(X, Y ).
Demonstrac¸a˜o. Seja 〈 , 〉 um produto interno em g e provemos que existe uma u´nica
me´trica riemanniana em G que possui as propriedades descritas no enunciado. Para a
unicidade, sejam g1 e g2 me´tricas riemannianas invariantes a` esquerda em G tais que
g1(X, Y ) = g2(X, Y ) = 〈X, Y 〉 para todos X, Y ∈ g. Para cada x ∈ G e u, v ∈ TxG,
sejam U, V ∈ g tais que Ux = u e Vx = v.1 Enta˜o,
(g1)x(u, v) = (g1)x(Ux, Vx) = (g1(U, V ))(x) = 〈U, V 〉 (4.1)
1Para ver que U e V existem, basta defin´ı-los por Uy = (Lyx−1)∗u e Vy = (Lyx−1)∗v para todo
y ∈ G. Ale´m disso, como o valor de um campo invariante num ponto caracteriza o campo, vemos que
U e V sa˜o u´nicos.
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e analogamente (g2)x(u, v) = 〈U, V 〉. Logo, (g1)x(u, v) = (g2)x(u, v). Como x, u, v sa˜o
quaisquer, enta˜o g1 = g2.
Agora, provemos a existeˆncia. Motivados por (4.1), definimos g por
gx(u, v) = 〈U, V 〉,
em que x ∈ G, u, v ∈ TxG e U, V ∈ g satisfazem Ux = u e Vx = v. Esta´ claro
que gx e´ um produto interno em TxG para todo x ∈ G e que g(X, Y ) = 〈X, Y 〉 para
X, Y ∈ g. Ainda precisamos verificar que g e´ diferencia´vel e invariante a` esquerda. Seja
(E1, . . . , En) uma base ortonormal de g com respeito a 〈 , 〉. Enta˜o, (E1, . . . , En) e´
um referencial mo´vel de G e, dados ı´ndices i, j = 1, . . . , n, temos que g(Ei, Ej) = δij,
e portanto g e´ diferencia´vel. Para ver que g e´ invariante a` esquerda de g, tomemos
x, y ∈ G, u, v ∈ TyG e U, V ∈ g tais que Uy = u e Vy = v. Enta˜o,
((Lx)
∗g)y(u, v) = gxy((Lx)∗u, (Lx)∗v)
= gxy((Lx)∗Uy, (Lx)∗Vy)
= gxy(Uxy, Vxy) = 〈U, V 〉
= gy(u, v).
Como y, u, v sa˜o quaisquer, enta˜o (Lx)
∗g = g e g e´ invariante a` esquerda.
Agora, seja g uma me´trica riemanniana invariante a` esquerda em G e definamos
〈X, Y 〉 = g1(X1, Y1), X, Y ∈ g.
Como a aplicac¸a˜o X ∈ g 7→ X1 ∈ T1G e´ um isomorfismo linear, enta˜o 〈 , 〉 e´ um
produto interno em g. Ale´m disso, se X, Y ∈ g, enta˜o
g(X, Y )(x) = gx(Xx, Yx) = ((Lx)∗g)1(X1, Y1) = g1(X1, Y1) = 〈X, Y 〉
para todo x ∈ G, e portanto g(X, Y ) = 〈X, Y 〉.
Substituindo g pela a´lgebra de Lie dos campos invariantes a` direita sobreG, podemos
reformular a Proposic¸a˜o 4.1 e obter um resultado similar sobre as me´tricas riemannianas
invariantes a` direita em G. O leitor e´ convidado a preencher os detalhes. Em particular,
todo grupo de Lie admite me´tricas riemannianas invariantes a` esquerda e me´tricas
riemannianas invariantes a` direita. Isto significa que o estudo das me´tricas riemannianas
invariantes a` esquerda ou a` direita separadamente oferece poucas informac¸o˜es sobre as
peculiaridades deste ou aquele grupo de Lie. No entanto, ao considerarmos me´tricas
riemannianas bi-invariantes, a situac¸a˜o muda completamente.
Teorema 4.2. Seja G um grupo de Lie com a´lgebra de Lie g e 〈 , 〉 um produto interno
em g que determina a me´trica riemanniana invariante a` esquerda g sobre G. Enta˜o, g
e´ bi-invariante se, e somente se, 〈 , 〉 e´ invariante pela representac¸a˜o adjunta de G.
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Demonstrac¸a˜o. Se g e´ bi-invariante, enta˜o dados x ∈ G e X, Y ∈ g temos
〈Ad(x)X,Ad(x)Y 〉 = 〈(Lx)∗(Rx−1)∗X, (Lx)∗(Rx−1)∗Y 〉
= g1
(
(Lx)∗(Rx−1)∗X1, (Lx)∗(Rx−1)∗Y1
)
=
(
(Lx)
∗(Rx−1)
∗g
)
1
(X1, Y1)
= g1(X1, Y1) = 〈X, Y 〉.
Reciprocamente, suponhamos que 〈 , 〉 e´ invariante por Ad e provemos que g e´ invariante
a` direita. Dados x, y ∈ G e u, v ∈ TyG, sejam U, V ∈ g tais que Uy = u e Vy = v.
Enta˜o,
((Rx)
∗g)y(u, v) = gyx((Rx)∗Uy, (Rx)∗Vy) = gyx
(
((Rx)∗U)yx, ((Rx)∗V )yx
)
= 〈(Rx)∗U, (Rx)∗V 〉 = 〈(Rx)∗(Lx−1)∗U, (Rx)∗(Lx−1)∗V 〉
= 〈Ad(x−1)U,Ad(x−1)V 〉 = 〈U, V 〉
= gy(u, v).
Como y, u, v sa˜o quaisquer, enta˜o (Rx)
∗g = g, e portanto g e´ bi-invariante.
Corola´rio 4.3. Se G e´ um grupo de Lie compacto, enta˜o G admite uma me´trica rie-
manniana bi-invariante.
Demonstrac¸a˜o. Como G e´ compacto, enta˜o a representac¸a˜o adjunta de G e´ unita´ria
pela Proposic¸a˜o 2.4.
Corola´rio 4.4. Se g e´ uma me´trica riemanniana bi-invariante em um grupo de Lie G,
enta˜o o produto interno de g associado a g e´ invariante pela representac¸a˜o adjunta de
g. Em particular, se um grupo de Lie admite uma me´trica riemanniana bi-invariante,
enta˜o a sua a´lgebra de Lie e´ compacta.
Demonstrac¸a˜o. Seja 〈 , 〉 o produto interno em g associado a` metrica riemanniana
bi-invariante de G. Como 〈 , 〉 e´ invariante por Ad(G) pelo Teorema 4.2, enta˜o 〈 , 〉 e´
invariante por Ad(G)0 = Int(g), e o ca´lculo apresentado na demonstrac¸a˜o da Proposic¸a˜o
3.4 mostra que 〈 , 〉 e´ invariante pela representac¸a˜o adjunta de g.
Corola´rio 4.5. Seja G um grupo de Lie conexo cuja a´lgebra de Lie g admite um
produto interno invariante 〈 , 〉. Enta˜o, a me´trica riemanniana de G associada a 〈 , 〉
e´ bi-invariante.
Demonstrac¸a˜o. Pelo argumento apresentado na demonstrac¸a˜o do Corola´rio 3.9, 〈 , 〉
e´ invariante pela representac¸a˜o canoˆnica de Int(g) em g. Por outro lado, como G e´
conexo, enta˜o Int(g) = Ad(G), e portanto 〈 , 〉 e´ invariante pela representac¸a˜o adjunta
de G. Com isso, a me´trica riemanniana em G associada a 〈 , 〉 e´ bi-invariante pelo
Teorema 4.2.
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4.2 Curvatura
Nesta sec¸a˜o, consideramos um grupo de Lie G munido de uma me´trica riemanniana
bi-invariante g. Nosso objetivo e´ descrever as grandezas geome´tricas normalmente as-
sociadas a uma me´trica riemanniana, tais como a conexa˜o de Levi-Civita e as diferentes
noc¸o˜es de curvatura.
Como vimos na sec¸a˜o anterior, g determina, de maneira u´nica, um produto interno
na a´lgebra de Lie g dos campos vetoriais invariantes a` esquerda de G, que denotamos
por 〈 , 〉. Vale a relac¸a˜o
g(X, Y ) = 〈X, Y 〉, para todos X, Y ∈ g.
Em particular, se Z e´ um campo vetorial qualquer em G, enta˜o
Zg(X, Y ) = 0, para todos X, Y ∈ g. (4.2)
O produto interno 〈 , 〉 tambe´m satisfaz
〈[X, Y ], Z〉 = 〈X, [Y, Z]〉, para todos X, Y, Z ∈ g (4.3)
pelo Corola´rio 4.4. Lembramos ainda o seguinte fato ba´sico da Geometria Riemanniana:
se M e´ uma variedade riemanniana com me´trica g, ∇ e´ a conexa˜o de Levi-Civita de M
com respeito a g e X, Y, Z sa˜o campos vetoriais diferencia´veis sobre M , enta˜o
g(∇XY, Z) = 1
2
{
Xg(Y, Z) + Y g(Z,X)− Zg(X, Y )−
− g(Y, [X,Z])− g(Z, [Y,X]) + g(X, [Z, Y ])}. (4.4)
Esta relac¸a˜o e´ consequ¨eˆncia da compatibilidade de ∇ com g e da simetria de ∇. (Ver
(LEE, 1997), p.69.)
Proposic¸a˜o 4.6. Seja ∇ a conexa˜o de Levi-Civita de G com respeito a g. Enta˜o,
∇XY = 1
2
[X, Y ], para todos X, Y ∈ g.
Demonstrac¸a˜o. Seja (E1, . . . , En) uma base ortonormal de g com respeito a 〈 , 〉.
Enta˜o, (E1, . . . , En) e´ um referencial mo´vel em G ortonormal com respeito a g. Para
cada i, j = 1, . . . , n, escrevamos
∇EiEj =
n∑
k=1
ΓkijEk,
em que Γkij ∈ C∞(G) sa˜o os s´ımbolos de Christoffel de ∇ com respeito a (E1, . . . , En).
Por (4.2), (4.3) e (4.4), temos
Γkij = g(∇EiEj, Ek)
=
1
2
(
Ei〈Ej, Ek〉+ Ej〈Ek, Ei〉 − Ek〈Ei, Ej〉 −
− 〈Ej, [Ei, Ek]〉 − 〈Ek, [Ej, Ei]〉+ 〈Ei, [Ek, Ej]〉
)
=
1
2
〈[Ei, Ej], Ek〉.
Cap´ıtulo 4. A Geometria de um Grupo de Lie Compacto 93
Logo,
∇EiEj =
1
2
n∑
k=1
〈[Ei, Ej], Ek〉Ek = 1
2
[Ei, Ej],
e o resultado segue da R-bilinearidade de ∇.
Corola´rio 4.7. As geode´sicas de G com respeito a ∇ sa˜o exatamente as curvas integrais
dos campos invariantes a` esquerda. Em particular, todo grupo de Lie munido de uma
me´trica riemanniana bi-invariante e´ uma variedade riemanniana completa.
Demonstrac¸a˜o. Seja X ∈ g e tomemos γ : R→ G uma curva integral de X. Como
γ˙(t) = Xγ(t) para todo t ∈ R, enta˜o
Dt(γ˙(t)) = Dt(Xγ(t)) = (∇XX)γ(t) = 1
2
[X,X]γ(t) = 0,
em que Dt denota o operador de derivac¸a˜o covariante sobre γ induzido por ∇. Logo, γ
e´ uma geode´sica. Reciprocamente, se γ e´ uma geode´sica em G com respeito a ∇, seja
u = γ˙(0) e tomemos U ∈ g tal que Uγ(0) = u. Se σ e´ a curva integral de U tal que
σ(0) = γ(0), enta˜o, pelo que provamos anteriormente, σ e´ uma geode´sica que satisfaz
σ˙(0) = γ˙(0). Uma vez que qualquer geode´sica e´ determina pelas suas condic¸o˜es iniciais,
temos γ = σ.
Seja R o endomorfismo de curvatura de G com respeito a g, definido por
R(X, Y )Z := ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z
para X, Y, Z campos vetoriais diferencia´veis sobre G. Pela Proposic¸a˜o 4.6, temos para
X, Y, Z ∈ g:
R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z
=
1
4
[X, [Y, Z]]− 1
4
[Y, [X,Z]]− 1
2
[[X, Y ], Z]
= − 1
4
(
[[X, Y ], Z] + [[Z,X], Y ] + [[Y, Z], X]
)− 1
4
[[X, Y ], Z]
= − 1
4
[[X, Y ], Z]. (4.5)
Em particular, R(X, Y )Z ∈ g sempre que X, Y, Z ∈ g. Seja Rm o tensor de curvatura
de G com respeito a g, definido por
Rm(X, Y, Z,W ) := g(R(X, Y )Z,W )
para X, Y, Z,W campos vetoriais diferencia´veis sobre G. Enta˜o, para X, Y, Z,W ∈ g
temos
Rm(X, Y, Z,W ) = 〈R(X, Y )Z,W 〉 = − 1
4
〈[[X, Y ], Z],W 〉
= − 1
4
〈[X, Y ], [Z,W ]〉.
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Por fim, denotemos por K a curvatura seccional de G com respeito a g, definida por
Kx(u, v) :=
Rm(U, V, V, U)x
gx(u, u)gx(v, v)− gx(u, v)2 ,
em que x ∈ G, u, v ∈ TxG sa˜o linearmente independentes e U, V sa˜o campos vetoriais
diferencia´veis sobre G tais que Ux = u e Vx = v. Claramente, podemos escolher U, V
em g, de modo que
Kx(u, v) = − 1
4
· 〈[U, V ], [V, U ]〉||U ||2||V ||2 − 〈U, V 〉2 =
1
4
· ||[U, V ]||
2
||U ||2||V ||2 − 〈U, V 〉2 .
Isto significa que as curvaturas seccionais de G na˜o dependem do ponto escolhido, ape-
nas dos campos vetoriais invariantes a` esquerda. Com isso, podemos denotar Kx(u, v)
por K(U, V ). Supondo, adicionalmente, que {U, V } e´ ortonormal, temos
K(U, V ) =
1
4
||[U, V ]||2.
As relac¸o˜es acima tambe´m nos permitem calcular a curvatura de Ricci de G em
termos do colchete de Lie de g. Lembramos que, dados x ∈ G e u, v ∈ TxG, definimos
Rcx(u, v) como sendo o trac¸o da aplicac¸a˜o linear T : TxG→ TxG, T (w) = [R(W,U)V ]x,
em que U, V,W sa˜o campos vetoriais diferencia´veis sobre G tais que Ux = u, Vx =
v,Wx = w. Uma vez que podemos tomar esses campos em g, enta˜o por (4.5) temos
T (w) = −1
4
[[W,U ], V ]x.
Escolhendo uma base ortonormal (E1, . . . , En) de g, enta˜o ((E1)x, . . . , (En)x) e´ uma
base ortonormal de TxG, de modo que
Rcx(u, v) =
n∑
i=1
gx(T (Ei)x, (Ei)x) = − 1
4
n∑
i=1
〈[[Ei, U ], V ], Ei〉
=
1
4
n∑
i=1
〈[U,Ei], [V,Ei]〉.
Uma vez que esta expressa˜o na˜o depende de x, podemos definir Rc para elementos de
g:
Rc(X, Y ) =
1
4
n∑
i=1
〈[X,Ei], [Y,Ei]〉, X, Y ∈ g. (4.6)
A aplicac¸a˜o Rc : g× g→ R assim definida e´ bilinear e sime´trica, e a forma quadra´tica
associada e´ dada por
Rc(X,X) =
1
4
n∑
i=1
||[X,Ei]||2 ≥ 0, X ∈ g. (4.7)
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4.3 A Primeira Demonstrac¸a˜o
A seguir provamos o Teorema de Weyl utilizando as ferramentas geome´tricas desen-
volvidas previamente neste cap´ıtulo. Antes, lembramos o seguinte resultado geral de
Geometria Riemanniana:
Teorema 4.8 (Teorema de Myers). Seja M uma variedade riemanniana com me´trica
g, conexa, completa e com dimM ≥ 2. Suponhamos que existe um nu´mero real R > 0
tal que
Rc(u, u) ≥ dimM − 1
R2
g(u, u)
para todo u ∈ TM . Enta˜o, M e´ compacta, seu grupo fundamental e´ finito e seu diaˆmetro
na˜o ultrapassa piR.
Demonstrac¸a˜o. Ver (LEE, 1997), pp. 201-202.
Corola´rio 4.9. Seja G um grupo de Lie conexo que admite uma me´trica riemanniana
bi-invariante g e cuja a´lgebra de Lie g e´ semi-simples. Enta˜o, G e´ compacto e seu grupo
fundamental e´ finito.
Demonstrac¸a˜o. Uma vez que a me´trica bi-invariante de G o torna uma variedade
riemanniana completa pelo Corola´rio 4.7, e´ suficiente provar que existe K > 0 tal que
Rc(u, u) ≥ K
para todo u ∈ TM com g(u, u) = 1. De fato, neste caso o nu´mero real R :=
√
dimG−1
K
satisfaz as hipo´teses do Teorema de Myers. (Lembrando que dimG ≥ 3 pois g e´ semi-
simples.) Agora, como g e´ bi-invariante, enta˜o a curvatura de Ricci depende apenas dos
campos invariantes X ∈ g, e deste modo precisamos apenas provar que existe K > 0
tal que Rc(X,X) ≥ K para X ∈ g satisfazendo ||X|| = 1.
Seja S := {X ∈ g : ||X|| = 1} a esfera unita´ria. Como f : X ∈ g 7→ Rc(X,X)
e´ uma forma quadra´tica, enta˜o f e´ cont´ınua, e o fato de S ser compacto implica que
f |S admite um valor mı´nimo. Tomemos X0 ∈ S um ponto de mı´nimo de f |S e fac¸amos
K := f(X0) = Rc(X0, X0). Para provar que K > 0, suponhamos, por absurdo, que
K ≤ 0. Dada uma base ortonormal (E1, . . . , En) de g, por (4.7) temos
n∑
i=1
||[X0, Ei]||2 ≤ 0 ⇒ [X0, Ei] = 0, para todo i = 1, . . . , n,
o que significa que X0 ∈ Zg. Como X0 ∈ S, enta˜o X0 6= 0, o que contradiz o fato de g
ser semi-simples. Portanto, K > 0.
Vale observar que, na demonstrac¸a˜o do Corola´rio 4.9, podemos substituir a hipo´tese
de semi-simplicidade de g por Zg = {0}. No entanto, a existeˆncia de uma me´trica
riemanniana bi-invariante em G implica que g e´ compacta, e portanto redut´ıvel. Neste
caso, a condic¸a˜o Zg = {0} e´ equivalente a g ser semi-simples.
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Corola´rio 4.10 (Teorema de Weyl). Se G e´ um grupo de Lie compacto e conexo cuja
a´lgebra de Lie e´ semi-simples, enta˜o seu grupo fundamental e´ finito. Em particular, o
recobrimento universal de G e´ compacto.
Demonstrac¸a˜o. A compacidade de G garante que G admite uma me´trica riemanni-
ana bi-invariante, e a semi-simplicidade de g implica, pelo Corola´rio 4.9, que o grupo
fundamental de G e´ finito.
Outra conclusa˜o que obtemos a partir do Corola´rio 4.9 e´ que se G e´ um grupo de
Lie conexo e na˜o-compacto cuja a´lgebra de Lie e´ semi-simples enta˜o G na˜o admite
uma me´trica riemanniana bi-invariante. Em particular, SL(n,R) na˜o admite uma tal
me´trica para n ≥ 2 e, consequ¨entemente, GL(n,R) tambe´m na˜o.
Cap´ıtulo 5
Extenso˜es de Homomorfismos
Este cap´ıtulo e´ dedicado a uma demonstrac¸a˜o essencialmente anal´ıtica do Teorema
de Weyl, envolvendo extenso˜es de homomorfismos. As ferramentas ba´sicas para este
cap´ıtulo sa˜o os resultados sobre medidas de Haar apresentados no Cap´ıtulo 1.
5.1 A Segunda Demonstrac¸a˜o
Seja G um grupo de Lie compacto e conexo. Como provamos no Teorema 3.41, o
grupo fundamental de G e´ abeliano e finitamente gerado. Logo, pelo Teorema Funda-
mental sobre grupos abelianos finitamente gerados, pi1(G) e´ isomorfo a um grupo da
forma A× Zn, em que A e´ um grupo abeliano finito e n ≥ 0 e´ um nu´mero natural. A
componente A neste produto direto e´ chamada de parte de torc¸a˜o e Zn, de parte
livre. Para provar o Teorema de Weyl, precisamos mostrar que a parte livre de pi1(G)
e´ trivial.
Lema 5.1. Seja D um grupo abeliano finitamente gerado. Enta˜o, D e´ finito se, e
somente se, o u´nico homomorfismo de D no grupo multiplicativo dos nu´meros reais
positivos e´ o trivial.
Demonstrac¸a˜o. Denotemos por R+ o grupo multiplicativo dos nu´meros reais posi-
tivos, e seja ϕ : D → R+ um homomorfismo. Se existe algum nu´mero real x dentro
da imagem de ϕ distinto de 1, enta˜o {xk : k ∈ Z} e´ um conjunto infinito contido em
ϕ(D), e neste caso D na˜o pode ser finito. Logo, se D e´ finito, devemos ter ϕ ≡ 1.
Reciprocamente, suponhamos que D e´ infinito e escrevamos D ∼= A × Zn, com A um
grupo abeliano finito e n ≥ 1 um nu´mero natural. Definimos ϕ : A × Zn → R+ por
ϕ(a, (k1, . . . , kn)) = e
k1 . Esta func¸a˜o claramente e´ um homomorfismo na˜o-trivial de
A × Zn em R+, e compondo-o com o isomorfismo entre D ∼= A × Zn obtemos um
homomorfismo na˜o-trivial de D em R+.
Teorema 5.2. Sejam G um grupo de Lie compacto e conexo, G˜ o seu recobrimento
universal, p : G˜→ G o homomorfismo de recobrimento e D o nu´cleo de p. (Lembramos
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que D e´ discreto e central.) Enta˜o, todo homomorfismo ϕ : D → R+ estende-se a um
homomorfismo cont´ınuo Φ : G˜→ R+.
Antes de provarmos o Teorema 5.2, vejamos como ele implica o Teorema de Weyl.
Mantendo a notac¸a˜o fixada no enunciado do Teorema 5.2, suponhamos que a a´lgebra
de Lie g de G e´ semi-simples. Para provar que D ∼= pi1(G) e´ finito, consideramos
um homomorfismo ϕ : D → R+ e mostremos que ϕ e´ trivial. Pelo Teorema 5.2, ϕ
estende-se a um homomorfismo cont´ınuo Φ : G˜ → R+. Como G˜ e R+ sa˜o grupos de
Lie, enta˜o Φ e´ diferencia´vel, e portanto Φ induz um homomorfismo de a´lgebras de Lie
φ : g → R. Como g e´ semi-simples e R e´ abeliana, enta˜o φ ≡ 0, e portanto Φ ≡ 1.
Logo, ϕ = Φ|D ≡ 1.
Demonstrac¸a˜o do Teorema 5.2. Fixemos um homomorfismo ϕ : D → R+ e to-
memos K ⊆ G˜ um subconjunto compacto e sime´trico tal que G˜ = KD (Lema 3.42).
Afirmac¸a˜o 1: Existe uma func¸a˜o cont´ınua h : G˜→ R+ cuja restric¸a˜o a D coincide com
ϕ e tal que h(x˜z) = h(x˜)ϕ(z) para x˜ ∈ G˜ e z ∈ D. Em particular, h(1˜) = 1.
Para verificar esta afirmac¸a˜o, primeiramente consideramos g : G˜ → [0,+∞) uma
func¸a˜o cont´ınua de suporte compacto tal que g|K ≡ 1 (g existe pelo Lema de Urysohn),
e definimos h1 : G˜→ R por
h1(x˜) =
∑
z∈D
g(x˜z)ϕ(z)−1.
Dado x˜0 ∈ G˜, seja L uma vizinhanc¸a compacta de x˜0. Se x˜ ∈ L, enta˜o uma parcela
g(x˜z)ϕ(z)−1 do somato´rio que define h1(x˜) e´ nula exceto quando x˜z ∈ supp(g), isto e´,
quando z ∈ x˜−1supp(g) ⊆ L−1supp(g). Deste modo, para todo x˜ ∈ L temos
h1(x˜) =
∑
z∈D∩[L−1supp(g)]
g(x˜z)ϕ(z)−1. (5.1)
Como D e´ um subgrupo fechado e discreto de G˜ e L−1supp(g) e´ compacto, enta˜o
D ∩ [L−1supp(g)] e´ finito e o somato´rio em (5.1) define uma func¸a˜o cont´ınua numa
vizinhanc¸a de x˜0. Como x˜0 e´ qualquer, enta˜o h1 e´ cont´ınua. Ale´m disso, escrevendo
x˜0 = kz, com z ∈ D e k ∈ K, obtemos
h1(x˜0) ≥ g(x˜0z−1)ϕ(z−1)−1 = g(k)ϕ(z) = ϕ(z) > 0,
e portanto Im(h1) ⊆ R+. Definimos, agora, h(x˜) := h1(1˜)−1h1(x˜), x˜ ∈ G˜. Se x˜ ∈ G˜ e
z ∈ D, enta˜o
h(x˜z) = h1(1˜)
−1 ∑
z′∈D
g(x˜zz′)ϕ(z′)−1 = h1(1˜)−1
∑
z′∈D
g(x˜z′)ϕ(z−1z′)−1
= h1(1˜)
−1 ∑
z′∈D
g(x˜z′)ϕ(z′)−1ϕ(z) = h(x˜)ϕ(z).
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Se z ∈ D, enta˜o
h(z) = h(1˜z) = h(1˜)ϕ(z) = h1(1˜)
−1h1(1˜)ϕ(z) = ϕ(z),
e a afirmac¸a˜o esta´ provada.
Consideremos a func¸a˜o H : G˜× G˜→ R definida por
H(x˜, y˜) = log h(x˜y˜)− log h(x˜)− log h(y˜).
Claramente H e´ cont´ınua, e h(1˜) = 1 implica que H(1˜, 1˜) = 0.
Afirmac¸a˜o 2: A func¸a˜o H e´ constante em cada uma das classes laterais de D ×D em
G˜× G˜, de modo que H : G× G → R definida por H(x, y) = H(x˜, y˜), com x˜ ∈ p−1(x)
e y˜ ∈ p−1(y), esta´ bem-definida e e´ cont´ınua. Ale´m disso, H satisfaz
H(xy, z) +H(x, y) = H(x, yz) +H(y, z)
para todos x, y, z ∈ G.
Com efeito, sejam x˜, x˜′, y˜, y˜′ ∈ G˜ e suponhamos que p(x˜) = p(x˜′) e p(y˜) = p(y˜′).
Enta˜o, podemos escrever x˜′ = x˜z e y˜′ = y˜w, com z, w ∈ D, de modo que
H(x˜′, y˜′) = log h(x˜′y˜′)− log h(x˜′)− log h(y˜′)
= log h(x˜zy˜w)− log h(x˜z)− log h(y˜w)
= log h(x˜y˜zw)− log h(x˜z)− log h(y˜w)
= log h(x˜y˜)ϕ(zw)− log h(x˜)ϕ(z)− log h(y˜)ϕ(w)
= [log h(x˜y˜)− log h(x˜)− log h(y˜)] + [logϕ(zw)− logϕ(z)− logϕ(w)]
= H(x˜, y˜),
e isso prova a primeira parte da afirmac¸a˜o. (Na terceira igualdade usamos que D e´
central.) Para verificar a segunda parte, tomemos x˜, y˜, z˜ ∈ G˜. Enta˜o,
H(x˜y˜, z˜) +H(x˜, y˜) = log h(x˜y˜z˜)− log h(x˜y˜)− log h(z˜) +
+ log h(x˜y˜)− log h(x˜)− log h(y˜)
= log h(x˜y˜z˜)− log h(x˜)− log h(y˜z˜)
+ log h(y˜z˜)− log h(y˜)− log h(z˜)
= H(x˜, y˜z˜) +H(y˜, z˜).
Com isso, a igualdade desejada decorre da definic¸a˜o de H.
Definimos a : G→ R por
a(x) = −
∫
G
H(x, y)dy.
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Como H(1, 1) = 0, enta˜o a(1) = 0. Ale´m disso, como G×G e´ um grupo compacto e H
e´ cont´ınua, enta˜o H e´ uniformemente cont´ınua, e portanto a tambe´m e´ uniformemente
cont´ınua. Para ver isso, seja  > 0 e tomemos U ⊆ G×G uma vizinhanc¸a de (1, 1) tal
que
(x, y), (z, w) ∈ G e (z−1x,w−1y) ∈ U ⇒ |H(x, y)−H(z, w)| ≤ .
Se V ⊆ G e´ uma vizinhanc¸a de 1 tal que V × V ⊆ U e x, y ∈ G sa˜o tais que y−1x ∈ V ,
enta˜o para todo z ∈ G temos (y−1x, z−1z) ∈ U , de modo que
|a(x)− a(y)| ≤
∫
G
|H(x, z)−H(y, z)|dz ≤ .
Em particular, a e´ cont´ınua. Ale´m disso, a identidade que provamos na Afirmac¸a˜o 2
implica
a(xy) = −
∫
G
H(xy, z)dz
= −
∫
G
[H(x, yz) +H(y, z)−H(x, y)]dz
= a(x) + a(y) +H(x, y)
para todos x, y ∈ G.
Por fim, definimos Φ : G˜→ R+ por Φ(x˜) = h(x˜)e−a(p(x˜)). Claramente, Φ e´ cont´ınua.
Como a(1) = 0, enta˜o Φ(z) = h(z)e−a(1) = ϕ(z) para z ∈ D. Resta provar que Φ e´ um
homomorfismo. De fato, sejam x˜, y˜ ∈ G˜ e fac¸amos x := p(x˜), y := p(y˜). Enta˜o,
Φ(x˜y˜) = h(x˜y˜)e−a(xy) = h(x˜y˜)e−a(x)−a(y)−H(x,y)
= h(x˜y˜)e−H(x˜,y˜)e−a(x)e−a(y)
= h(x˜y˜)e− log h(x˜y˜)+log h(x˜)+log h(y˜)e−a(x)e−a(y)
= h(x˜)h(y˜)e−a(x)e−a(y)
= Φ(x˜)Φ(y˜),
concluindo a demonstrac¸a˜o do Teorema.
Cap´ıtulo 6
Funcionais Inteiros
Neste cap´ıtulo, analisaremos uma demonstrac¸a˜o do Teorema de Weyl que possui
forte relac¸a˜o com a teoria de representac¸o˜es de grupos e a´lgebras de Lie.
6.1 Funcionais Inteiros
Sejam G um grupo de Lie compacto e conexo com a´lgebra de Lie g, T ⊆ G um
toro maximal e t ⊆ g a sua a´lgebra de Lie. Tambe´m consideraremos Π o sistema de
ra´ızes de tC em gC. Como vimos na demonstrac¸a˜o da Proposic¸a˜o 3.15, cada raiz α ∈ Π
determina um homomorfismo cont´ınuo ξα : T → S1 satisfazendo ξα(exp(H)) = eα(H)
para todo H ∈ t, isto e´, α e´ a diferencial de ξα em 1. Um funcional linear λ : t→ C para
o qual existe um homomorfismo cont´ınuo ξλ : T → S1 cuja diferencial em 1 coincide
com λ e´ chamado de analiticamente inteiro. Esta´ claro desta definic¸a˜o que λ so´ pode
ser analiticamente inteiro se Im(λ) ⊆ iR. Com isso, podemos considerar os funcionais
analiticamente inteiros como elementos de t∗R.
O fato de um funcional linear λ ∈ t∗R ser analiticamente inteiro ou na˜o depende
apenas do toro maximal T . No entanto, como todos os toros maximais de G sa˜o conju-
gados, enta˜o a dependeˆncia e´ na verdade com relac¸a˜o a G. Deste modo, denotaremos
o conjunto dos funcionais analiticamente inteiros de t por An(G).
Lema 6.1. An(G) e´ um Z-submo´dulo de t∗R.
Demonstrac¸a˜o. An(G) 6= ∅ pois Π ⊆ An(G). Dados λ, σ ∈ An(G), para ver que
−λ, λ + σ ∈ An(G) basta tomar ξ−λ(z) = ξλ(z) e ξλ+σ(z) = ξλ(z)ξσ(z). Como T e S1
sa˜o grupos abelianos, enta˜o ξ−λ e ξλ+σ sa˜o homomorfismos (obviamente cont´ınuos), e
um ca´lculo direto mostra que d(ξ−λ)1 = −λ e d(ξλ+σ)1 = λ+ σ.
Vamos denotar por [Π] o Z-submo´dulo de t∗R gerado pelo sistema de ra´ızes. Pelo
Lema 6.1, temos [Π] ⊆ An(G). O seguinte resultado fornece um crite´rio alternativo
muito u´til para determinar quando um funcional linear e´ analiticamente inteiro.
Proposic¸a˜o 6.2. Um funcional λ ∈ t∗R e´ analiticamente inteiro se, e somente se,
λ(H) ∈ i2piZ para todo H ∈ t tal que exp(H) = 1.
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Demonstrac¸a˜o. Se λ e´ analiticamente inteiro e H ∈ t e´ tal que exp(H) = 1, enta˜o
eα(H) = ξλ(exp(H)) = ξλ(1) = 1,
e portanto α(H) ∈ i2piZ. Para a rec´ıproca, primeiro observamos que o fato de T ser
um grupo de Lie abeliano e conexo implica que exp : t → T e´ um homomorfismo
de recobrimento. Dado λ ∈ t∗R que satisfaz λ(H) ∈ i2piZ para todo H ∈ ker(exp),
definimos φλ : t → S1 por φλ(H) = eλ(H). Como φλ e´ um homomorfismo cont´ınuo
cujo nu´cleo conte´m ker(exp), enta˜o φλ induz um homomorfismo cont´ınuo ξλ : T → S1
satisfazendo ξλ(exp(H)) = φλ(H) = e
λ(H). Logo, λ ∈ An(G).
Consideremos agora um outro grupo de Lie compacto e conexo G˜ para o qual existe
um homomorfismo de recobrimento Φ : G˜ → G com ker(Φ) finito. Precisamos esta-
belecer uma relac¸a˜o entre An(G) e An(G˜). Antes, algumas considerac¸o˜es acerca de
grupos abelianos compactos sa˜o necessa´rias. Seja A um tal grupo e definamos Â como
o conjunto dos homomorfismos cont´ınuos φ : A → S1, chamado de dual de A. Como
S1 e´ um grupo abeliano, enta˜o Â e´ um grupo com a operac¸a˜o
(φ1φ2)(a) := φ1(a)φ2(a), φ1, φ2 ∈ Â, a ∈ A.
Pelo Corola´rio 2.6, Â coincide com o conjunto das representac¸o˜es irredut´ıveis de A, de
modo que Â e´ uma base de Schauder de C(A) (com respeito a` norma do supremo) pelo
Teorema de Peter & Weyl. Em particular, Â separa pontos de A. Caso A seja finito,
temos dimC(A) = |A|, pois as func¸o˜es caracter´ısticas dos pontos de A formam uma
base de C(A). Neste caso, |Â| = |A|.
Lema 6.3. Seja A um grupo abeliano compacto e Z ⊆ A um subgrupo finito. Enta˜o,
todo homomorfismo Z → S1 estende-se a um homomorfismo cont´ınuo A→ S1.
Demonstrac¸a˜o. Seja Â′ ⊆ Ẑ o conjunto formado pelas restric¸o˜es a Z dos homo-
morfismos φ ∈ Â. Vamos provar que Â′ = Ẑ, o que implica o resultado. Seja V o
subespac¸o vetorial de C(Z) gerado por Â′. Na verdade, V e´ uma suba´lgebra de C(Z)
uma vez que Â′ e´ um subgrupo de Ẑ. Ale´m disso, V conte´m as func¸o˜es constantes e
e´ fechado pela conjugac¸a˜o. Como Â separa pontos de A, enta˜o Â′ separa pontos de
Z, e portanto V faz o mesmo. Sendo Z um espac¸o me´trico compacto (pois e´ finito e
equipado com a topologia discreta), temos que V satisfaz as hipo´iteses do Teorema de
Stone-Weierstrass, e portanto V e´ denso em C(Z). Como C(Z) e´ de dimensa˜o finita,
isso significa que V = C(Z), de modo que Â′ e´ um conjunto gerador de C(Z). Isso
implica que |Ẑ| = |Z| = dimC(Z) ≤ |Â′|, ou seja, |Ẑ| = |Â′|. Como esses conjunto sa˜o
finitos, concluimos que Â′ = Ẑ.
Proposic¸a˜o 6.4. Matendo as notac¸o˜es acima, temos que An(G) e´ um Z-submo´dulo de
An(G˜) de ı´ndice | ker(Φ)|.
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Demonstrac¸a˜o. Sejam T ⊆ G, T˜ ⊆ G˜ os toros maximais associados a t, com
Φ(T˜ ) = T . Dado λ ∈ An(G), definimos ξ˜λ : T˜ → S1 por ξ˜λ(x˜) = ξλ(Φ(x)). Clara-
mente, ξ˜λ e´ um homomorfismo cont´ınuo, e se H ∈ t temos
ξ˜λ(e˜xp(H)) = ξλ(Φ(e˜xp(H))) = ξλ(exp(H)) = e
λ(H).
Logo, λ ∈ An(G˜) e An(G) ⊆ An(G˜). Para provar a afirmac¸a˜o sobre o ı´ndice, denotemos
Z = ker Φ. Como Z e´ um subgrupo normal e finito de G˜, enta˜o Z ⊆ ZG˜ ⊆ T˜ , pois T˜
e´ um toro maximal. Com isso, definimos φ : An(G˜)→ Ẑ por φ(λ) = ξ˜λ|Z . Como todo
homomorfismo cont´ınuo ϕ : T˜ → S1 e´ da forma ϕ = ξ˜λ para algum λ ∈ An(G˜), enta˜o
φ e´ sobrejetiva pelo Lema 6.3. Ale´m disso, e´ fa´cil ver que φ e´ um homomorfismo de Z-
mo´dulos, de modo que resta apenas provar que ker(φ) = An(G). Temos An(G) ⊆ kerφ
uma vez que
ξ˜λ(z) = ξλ(Φ(z)) = ξλ(1) = 1, para todos λ ∈ An(G) e z ∈ Z.
Agora, se λ ∈ ker(φ), enta˜o ξ˜λ|Z = 1, e portanto ξ˜λ induz um homomorfismo cont´ınuo
ξλ : T = T˜ /Z → S1 cuja diferencial em 1 e´ λ. Logo, λ ∈ An(G).
A partir de agora, vamos supor que g e´ semi-simples. Um funcional linear λ ∈ t∗R e´
chamado algebricamente inteiro se o nu´mero de Killing
2〈λ, α〉
|α|2 e´ inteiro para toda
raiz α ∈ Π. Denotamos o conjunto de todos os funcionais algebricamente inteiros de t∗R
por Al(Π). E´ um resultado cla´ssico da teoria das a´lgebra de Lie que Π ⊆ Al(Π). Ale´m
disso, e´ imediato da definic¸a˜o que Al(Π) e´ um Z-submo´dulo de t∗R.
Proposic¸a˜o 6.5. Todo funcional analiticamente inteiro e´ algebricamente inteiro.
Demonstrac¸a˜o. Primeiramente, consideremos a decomposic¸a˜o
g = t⊕
∑
α∈Π+
(RXα ⊕ RYα)
dada pelo Teorema 3.20. Pelo Corola´rio 3.21, a suba´lgebra de g gerada por {Xα, Yα, iHα}
e´ isomorfa a su(2) pela aplicac¸a˜o φ : su(2)→ g definida por
φ
(
0 i/2
i/2 0
)
=
√
2
|α|Xα, φ
(
0 1/2
−1/2 0
)
=
√
2
|α|Yα, φ
(−i/2 0
0 i/2
)
= − 1|α|2 (iHα).
(6.1)
Como SU(2) e´ um grupo de Lie simplesmente conexo, enta˜o existe um homomorfismo
cont´ınuo Φ : SU(2)→ G tal que dΦ1 = φ. Seja
X =
(
2pii 0
0 −2pii
)
∈ su(2).
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Por (6.1), temos φ(X) = 2pii(2|α|−2Hα). Isso e o fato de que eX = I2 implicam que
1 = Φ(I2) = Φ(e
X) = exp(φ(X)) = exp
(
2pii(2|α|−2Hα)
)
.
Se λ e´ analiticamente inteira, pela Proposic¸a˜o 6.2 temos λ
(
2pii(2|α|−2Hα)
) ∈ 2piiZ, isto
e´,
2|α|−2λ(Hα) = 2〈λ, α〉|α|2 ∈ Z.
Uma vez que t e´ uma suba´lgebra de Cartan de g, sabemos da teoria de representac¸o˜es
das a´lgebras de Lie semi-simples que existe uma correspondeˆncia entre funcionais alge-
bricamente inteiros de t∗R e representac¸o˜es irredut´ıveis de g
C em espac¸os de dimensa˜o
finita; a saber, a que associa a cada λ ∈ Al(Π) uma representac¸a˜o de gC que admite λ
como peso ma´ximo.
Proposic¸a˜o 6.6. (a) Se G e´ simplesmente conexo, enta˜o An(G) = Al(Π).
(b) Se o centro de G e´ trivial, enta˜o An(G) = [Π].
Demonstrac¸a˜o. (a) Se λ ∈ Al(Π), seja φ : gC → glC(V ) uma representac¸a˜o irre-
dut´ıvel que admite λ como peso ma´ximo. Seja v ∈ V um vetor na˜o-nulo tal que
φ(H)v = λ(H)v para todo H ∈ tC. Como G e´ simplesmente conexo, enta˜o existe
um homomorfismo cont´ınuo Φ : G→ GLC(V ) tal que dΦ1 = φ|g. Como Cv e´ in-
variante por φ(tC), enta˜o Cv tambe´m e´ invariante por Φ(T ). De fato, dado z ∈ T ,
z = exp(H) para algum H ∈ t, temos
Φ(z)v = Φ(exp(H))v = eφ(H)v = eλ(H)v. (6.2)
Com isso, a restric¸a˜o de Φ a T determina um homomorfismo cont´ınuo ξ : T → S1
por Φ(z)v = ξ(z)v. Ale´m disso, (6.2) implica que dξ1 = λ, e portanto λ ∈ An(G).
(b) Seja Σ = {α1, . . . , αl} um sistema simples em Π. Para cada j = 1, . . . , l definimos
o vetor Hj ∈ t por
αj(Hj) = 2pii e αk(Hj) = 0 se k 6= j.
Afirmamos que exp(Hj) = 1. Com efeito, Ad(exp(Hj))|t = idt e, se α ∈ Π e
Eα ∈ (gC)α, escrevemos α =
∑l
k=1 nkαk, com nk ∈ Z todos de mesmo sinal,
obtendo
Ad(exp(Hj))Eα = e
ad(Hj)Eα = e
α(Hj)Eα = e
∑l
k=1 nkαk(Hj)Eα = e
nj2piiEα = Eα.
Isto prova que exp(Hj) ∈ ZG = {1}. Agora, dado λ ∈ An(G), podemos escrever
λ =
∑l
k=1 ckαk, com ck ∈ R, pois sendo g uma a´lgebra de Lie semi-simples enta˜o
Σ e´ uma base de t∗R. Dado j ∈ {1, . . . , l}, por um lado temos λ(Hj) ∈ 2piiZ, pois
exp(Hj) = 1 (Proposic¸a˜o 6.2), e por outro temos
λ(Hj) =
l∑
k=1
ckαk(Hj) = cj2pii.
Portanto, cada ck e´ inteiro e λ =
∑l
k=1 ckαk ∈ [Π].
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Dado um sistema simples Σ ⊆ Π, Σ = {α1, . . . , αl}, temos que Σ e´ uma Z-base de
[Π], e com isso [Π] e´ um Z-mo´dulo livre com dimZ[Π] = |Σ|. Veremos agora que Al(Π)
tambe´m e´ um Z-mo´dulo livre. Uma vez que An(G) ⊆ Al(Π) e todo submo´dulo de um
mo´dulo livre tambe´m e´ livre, feito isso teremos que An(G) tambe´m e´ livre.
Proposic¸a˜o 6.7. Um funcional λ ∈ t∗R e´ algebricamente inteiro se, e somente se,
2〈λ, αk〉
|αk|2 ∈ Z para toda raiz simples αk ∈ Σ.
Demonstrac¸a˜o. Se λ ∈ Al(Π), enta˜o e´ imediato da definic¸a˜o que 2〈λ, αk〉/|αk|2 ∈ Z
para αk simples. Para a rec´ıproca, suponhamos que 2〈λ, αk〉/|αk|2 ∈ Z para αk simples
e provemos que 2〈λ, α〉/|α|2 ∈ Z para α ∈ Π qualquer. E´ suficiente considerar α > 0.
Procedemos por induc¸a˜o sobre a altura de α.1 Se altura de α e´ 1, enta˜o α e´ simples
e a afirmac¸a˜o e´ verdadeira por hipo´tese. Vamos assumir, enta˜o, que α possui altura
n > 1 e supor que 2〈λ, β〉/|β|2 ∈ Z para toda raiz positiva β de altura < n. Escrevamos
α =
∑l
k=1 nkαk, com nk ∈ N. (Vale a pena observar que {k : nk > 0} possui ao menos
dois elementos, pois caso contra´rio α seria simples.) Como α 6= 0, enta˜o
0 < |α|2 =
l∑
k=1
nk〈α, αk〉,
o que significa que 〈α, αk0〉 > 0 para algum k0. Sendo rαk0 a reflexa˜o ortogonal relativa
a α⊥k0 , temos
rαk0 (α) = α−
2〈α, αk0〉
|αk0|2
αk0 =
l∑
k=1
nkα− 2〈α, αk0〉|αk0 |2
αk0
=
(
nk0 −
2〈α, αk0〉
|αk0|2
)
αk0 +
l∑
k=1
k 6=k0
nkαk,
isto e´, β := rαk0 (α) e´ uma raiz positiva cuja altura e´ < n. Portanto,
2〈λ, α〉
|α|2 =
2〈rαk0 (λ), rαk0 (α)〉
|rαk0 (α)|2
=
2〈rαk0 (λ), β〉
|β|2 =
2〈λ, β〉
|β|2 −
2〈λ, αk0〉
|αk0|2
· 2〈αk0 , β〉|β|2 ∈ Z,
completando a demonstrac¸a˜o.
Corola´rio 6.8. Al(Π) e´ um Z-mo´dulo livre e dimZ Al(Π) = |Σ|.
Demonstrac¸a˜o. Escrevamos Σ = {α1, . . . , αl}. Para cada j = 1, . . . , l seja λj ∈ t∗R o
funcional definido por
λj(Hαj) = |αj|2/2 e λj(Hαk) = 0 se k 6= j.
1Se α ∈ Π+, enta˜o podemos escrever α = ∑lk=1 nkαk com todos os nk ≥ 0. A altura de α e´ o
nu´mero
∑l
k=1nk.
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Como
2〈λj, αk〉
|αk|2 =
2λj(Hαk)
|αk|2 = δjk ∈ Z para j, k = 1, . . . , l,
enta˜o pela Proposic¸a˜o 6.7 temos {λ1, . . . , λl} ⊆ Al(Π). Afirmamos que {λ1, . . . , λl} e´
uma Z-base de Al(Π). Primeiramente, como {Hα1 , . . . , Hαl} e´ uma base de tR, enta˜o
{λ1, . . . , λl} e´ uma base de t∗R. Isto implica que {λ1, . . . , λl} e´ Z-linearmente indepen-
dente. Ale´m disso, se λ ∈ Al(Π), enta˜o podemos escrever λ = ∑lj=1 cjλj, com cj ∈ R.
Por um lado, 2〈λ, αk〉/|αk|2 ∈ Z; por outro,
2〈λ, αk〉
|αk|2 =
l∑
j=1
cj
2〈λj, αk〉
|αk|2 =
l∑
j=1
cjδjk = ck. (6.3)
Portanto, c1, . . . , cl ∈ Z.
Em particular, o Corola´rio 6.8 garante que dimZ Al(Π) = dimZ[Π]. O que podemos
esperar do quociente Al(Π)/[Π]? A resposta a esta pergunta e´ dada pelo seguinte
resultado.
Teorema 6.9. Mantendo as notac¸o˜es acima, temos que Al(Π)/[Π] e´ finito e |Al(Π)/[Π]|
coincide com o determinante da matriz de Cartan de um sistema simples Σ ⊆ Π.
Antes de procedermos a` demonstrac¸a˜o deste Teorema, lembramos do seguinte resul-
tado geral da teoria de matrizes sobre domı´nios principais. A demonstrac¸a˜o pode ser
vista em (JACOBSON, 2009), pp. 181-184.
Teorema 6.10. Seja D um domı´nio principal e A ∈Mm×n(D). Enta˜o, existem matri-
zes invert´ıveis Q ∈ Mm(D) e P ∈ Mn(D) tais que Q−1AP ∈ Mm×n(D) e´ uma matriz
diagonal ∆ = diag(d1, . . . , dr, 0, . . . , 0) satisfazendo dj 6= 0 e dj\dj+1. Ale´m disso, ∆ e´
u´nica a menos de multiplicac¸a˜o por elementos invert´ıveis de D ao longo da sua diagonal
principal.
Demonstrac¸a˜o do Teorema 6.9. Seja Σ = {α1, . . . , αl} um sistema simples de Π e
{λ1, . . . , λl} a base de Al(Π) constru´ıda na demonstrac¸a˜o da Proposic¸a˜o 6.8. Escrevamos
αj =
l∑
k=1
akjλk, j = 1, . . . , l,
e formemos a matriz A = (akj) ∈ Ml(Z). Pelo Teorema 6.10, existem matrizes
invert´ıveis P,Q ∈ Ml(Z) tais que Q−1AP ∈ Ml(Z) e´ uma matriz diagonal ∆ =
diag(d1, . . . , dr, 0, . . . , 0) com dj 6= 0 e dj\dj+1. Escrevamos Q = (qkj) e P = (pkj)
e formemos os vetores
βj =
l∑
k=1
pkjαk e σj =
l∑
k=1
qkjλk, para j = 1, . . . , l.
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Como P e Q sa˜o invert´ıveis, enta˜o {β1, . . . , βl} e´ base de [Π] e {σ1, . . . , σl} e´ base de
Al(Π). Ale´m disso,
βj =
l∑
k=1
pkjαk =
l∑
k,m=1
pkjamkλm =
l∑
m=1
(AP )mjλm =
l∑
m=1
(Q∆)mjλm
=
l∑
m,k=1
qmk∆kjλm = ∆jj
l∑
m=1
qmjλm = ∆jjσj,
isto e´,
βj =
{
djσj , se 1 ≤ j ≤ r
0 , se r < j ≤ l.
Isto implica que r = dimZ[Π] = l, isto e´, ∆ = diag(d1, . . . , dl) e βj = djσj para
j = 1, . . . , l. Portanto,
Al(Π) = Zσ1 ⊕ · · · ⊕ Zσl
[Π] = Zd1σ1 ⊕ · · · ⊕ Zdlσl
∣∣∣∣⇒ Al(Π)[Π] ∼= Zd1 ⊕ · · · ⊕ Zdl
e disso concluimos que ∣∣∣∣Al(Π)[Π]
∣∣∣∣ = |d1| · · · |dl| = | det(∆)|.
Como ∆ = Q−1AP , enta˜o | det(∆)| = | det(A)|, pois o fato de P,Q serem matrizes
inteiras invert´ıveis implica que | det(P )| = | det(Q)| = 1. Logo, |Al(Π)/[Π]| = | det(A)|.
Por outro lado, (6.3) implica que
akj =
2〈αj, αk〉
|αk|2 =
2〈αk, αj〉
|αk|2 ,
ou seja, A e´ a matriz de Cartan do sistema simples Σ. Uma vez que o determinante de
toda matriz de Cartan e´ > 0, o resultado segue.
6.2 A Terceira Demonstrac¸a˜o
Seja g uma a´lgebra de Lie compacta e semi-simples e G˜ o grupo de Lie simplesmente
conexo com a´lgebra de Lie g. Provaremos que o centro de G˜ e´ finito. Suponhamos,
por absurdo, que ZG˜ e´ infinito. Como ZG˜ e´ abeliano e finitamente gerado, enta˜o ZG˜ e´
isomorfo a um produto direto da forma A×Z, em que A e´ um grupo abeliano finitamente
gerado. Seja Z ⊆ ZG˜ o subgrupo cuja imagem por esse isomorfismo e´ A×dZ, em que d
e´ um nu´mero inteiro maior do que o determinante da matriz de Cartan de g, e formemos
o grupo G := G˜/Z. Esta´ claro que ZG˜/Z e´ finito de ordem d, e isto implica que G e´
um recobrimento finito de Int(g) pois
Int(g) ∼= G˜/ZG˜ ∼=
G˜/Z
ZG˜/Z
=
G
ZG˜/Z
.
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Em particular, G e´ compacto. Deste modo, pelas Proposic¸o˜es 6.4 e 6.6, temos∣∣∣∣An(G)[Π]
∣∣∣∣ = ∣∣∣∣ An(G)An(Int(g))
∣∣∣∣ = ∣∣ZG˜/Z∣∣ = d. (6.4)
Por outro lado, como An(G) ⊆ Al(Π) pela Proposic¸a˜o 6.5, enta˜o∣∣∣∣An(G)[Π]
∣∣∣∣ ≤ ∣∣∣∣Al(Π)[Π]
∣∣∣∣ ,
o que contradiz (6.4) pelo Teorema 6.9. Portanto, ZG˜ e´ finito. Em particular, G˜ e´
compacto, pois G˜/ZG˜
∼= Int(g).
Agora, se G e´ um outro grupo de Lie compacto e conexo cuja a´lgebra de Lie e´ g,
enta˜o G = G˜/Z para algum subgrupo Z ⊆ ZG˜. Como Z e´ isomorfo a pi1(G) e ZG˜ e´
finito, concluimos que pi1(G) e´ finito e o Teorema de Weyl esta´ provado.
Para encerrar o cap´ıtulo, vamos mostrar alguns resultados que decorrem do Teorema
de Weyl e das proposic¸o˜es apresentadas acima.
Corola´rio 6.11. Seja G um grupo de Lie compacto e conexo com a´lgebra de Lie semi-
simples. Enta˜o, G e´ simplesmente conexo se, e somente se, An(G) = Al(Π), em que Π
e´ o sistema de ra´ızes tomado com respeito a alguma suba´lgebra de Cartan de g.
Demonstrac¸a˜o. Se G e´ simplesmente conexo ja´ provamos que An(G) = Al(Π) na
Proposic¸a˜o 6.6. Reciprocamente, suponhamos que An(G) = Al(Π) e tomemos G˜ o
recobrimento universal de G. Pelo Teorema de Weyl, G˜ e´ compacto e G = G˜/Z para
algum subgrupo central e finito Z ⊆ G˜. Ale´m disso,
|Z| =
∣∣∣∣∣An(G˜)An(G)
∣∣∣∣∣ =
∣∣∣∣Al(Π)Al(Π)
∣∣∣∣ = 1,
provando que G˜ ∼= G.
Corola´rio 6.12. A ordem do centro de um grupo de Lie compacto e simplesmente
conexo coincide com o determinante da matriz de Cartan da sua a´lgebra de Lie.
Corola´rio 6.13. Se g e´ uma a´lgebra de Lie compacta e semi-simples, enta˜o existe uma
quantidade finita de classes de isomorfismo de grupos de Lie cuja a´lgebra de Lie e´ g e
todos esses grupos sa˜o compactos.
Cap´ıtulo 7
Elementos Regulares e Classes de
Homotopia
Neste cap´ıtulo, faremos uma demonstrac¸a˜o geome´trica/topolo´gica do Teorema de
Weyl trabalhando diretamente com classes de homotopia de curvas. Para tanto, e´
necessa´rio antes explorarmos os conceitos de grupo de Weyl afim associado a um sistema
de ra´ızes e de elemento regular e singular no contexto dos grupos de Lie.
7.1 Elementos Regulares e Singulares
Um conceito de extrema importaˆncia na teoria das a´lgebras de Lie e´ o de elemento
regular, que relembramos brevemente. (Uma discussa˜o profunda sobre elementos re-
gulares em a´lgebras de Lie pode ser vista em (SAN MARTIN, 1999), cap´ıtulo 4.) Seja
g uma a´lgebra de Lie de dimensa˜o finita. Para cada X ∈ g, consideramos o operador
linear ad(X) : g→ g e definimos nX como sendo a multiplicidade de zero como raiz do
polinoˆmio caracter´ıstico de ad(X) (que coincide com a dimensa˜o do nu´cleo generalizado
de ad(X)). Com isto, forma-se o conjunto {nX ∈ N : X ∈ g}, cujo mı´nimo rg e´ chamado
de posto de g. Se X ∈ g e´ tal que nX = rg, dizemos que X e´ um elemento regular
de g. A importaˆncia dos elementos regulares na teoria das a´lgebras de Lie reside no
fato de que todas as suba´lgebra de Cartan de g sa˜o da forma h := ker (ad(X)rg) com
X escolhido no conjunto dos elementos regulares de g. Ale´m disso, cada suba´lgebra de
Cartan de g possui dimensa˜o exatamente rg.
No estudo dos grupos de Lie, a situac¸a˜o e´ ana´loga: dado um grupo de Lie G com
a´lgebra de Lie g, para cada x ∈ G consideramos o operador linear Ad(x) : g → g e
definimos nx como a multiplicidade alge´brica de 1 como raiz do polinoˆmio caracter´ıstico
de Ad(x). Com isto, temos o conjunto {nx ∈ N : x ∈ G}, cujo mı´nimo rG e´ chamado
de posto de G. Se x ∈ G e´ tal que nx = rG, dizemos que x e´ um elemento regular de
G; caso contra´rio, x e´ um elemento singular de G. Denotaremos por Gr o conjunto
dos elementos regulares de G e por Gs o dos elementos singulares. Claramente, Gr 6= ∅
e Gs ⊇ ZG.
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Proposic¸a˜o 7.1. Seja G um grupo de Lie compacto e conexo com a´lgebra de Lie g.
Enta˜o,
(a) rG = rg;
(b) Gr e´ aberto em G;
(c) se x ∈ G e´ regular e x = exp(X) para algum X ∈ g, enta˜o X e´ regular.
Observac¸a˜o. A rec´ıproca para o item (c) na˜o e´ verdadeira em geral, pois se X ∈ g e´ um
elemento regular cujos autovalores na˜o-nulos esta˜o em 2piiZ enta˜o exp(X) ∈ ZG ⊆ Gs.
Demonstrac¸a˜o. (a) Dado x ∈ G, uma vez que G e´ compacto e conexo, podemos es-
crever x = exp(X) para algum X ∈ g. Deste modo, Ad(x) = ead(X) e os autovalores
de Ad(x) sa˜o as exponenciais dos autovalores de ad(X). Logo, nx ≥ nX ≥ rg para
todo x ∈ G, e portanto rG ≥ rg. Agora, para provar que rg ≥ rG, seja X ∈ g um
elemento regular e tomemos um nu´mero real t 6= 0 tal que os autovalores de ad(tX)
tenham valor absoluto menor do que 2pi. Uma vez que os autovalores de ad(tX) sa˜o
os autovalores de ad(X) multiplicados por t (tanto os reais quanto os complexos),
isso significa que tX tambe´m e´ regular. Ale´m disso, fazendo x := exp(tX), uma vez
que os autovalores de Ad(x) sa˜o as exponenciais dos autovalores de ad(tX), enta˜o
a multiplicidade de 1 como autovalor de Ad(x) coincide com a de zero como auto-
valor de ad(tX), pois pela escolha de t nenhum outro autovalor de ad(tX) possui
exponencial igual a 1. Logo, nx = rg, e portanto rg ≥ rG. A igualdade segue.
(b) Como Ad(x) : g → g e´ um operador linear semi-simples para todo x ∈ G (pois
G e´ compacto), enta˜o nx = dim(ker(Ad(x) − idg)). Deste modo, x ∈ G e´ regular
exatamente quando posto(Ad(x) − idg) e´ ma´ximo. Uma vez que a func¸a˜o que
a cada transformac¸a˜o linear associa o seu posto e´ semi-cont´ınua superiormente,
enta˜o cada x0 ∈ Gr admite uma vizinhanc¸a U em G tal que posto(Ad(x)− idg) =
posto(Ad(x0)− idg) para todo x ∈ U . Logo, U ⊆ Gr e Gr e´ aberto em G.
(c) Como os autovalores de Ad(x) sa˜o as exponenciais dos autovalores de ad(X), enta˜o
a multiplicidade de zero como autovalor de ad(X) na˜o pode ser maior do que rG.
Como rG = rg, enta˜o X e´ regular.
A Proposic¸a˜o 7.1 tambe´m e´ va´lida para grupos na˜o-compactos, mas as demons-
trac¸o˜es que demos dos ı´tens (a) e (b), que dependem da compacidade de G, devem ser
substitu´ıdas por outros argumentos. Os detalhes podem ser vistos em (KNAPP, 2002),
p. 491.
Sejam G um grupo de Lie compacto e conexo e T ⊆ G um toro maximal. Denotando
por g e t as respectivas a´lgebras de Lie, fac¸amos a decomposic¸a˜o de gC em espac¸os de
ra´ızes com respeito a tC:
gC = tC ⊕
∑
α∈Π
(gC)α.
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Conforme argumentamos na demonstrac¸a˜o da Proposic¸a˜o 3.15, Ad : T → GLC(gC) e´
uma representac¸a˜o que mante´m invariantes os subespac¸os dessa decomposic¸a˜o. Sobre
tC, a ac¸a˜o de T e´ a identidade, e sobre cada (gC)α e´ dada pelo homomorfismo cont´ınuo
ξα : T → S1. Com isso, a matriz de Ad(x) com respeito a uma base adaptada a essa
decomposic¸a˜o e´
diag
(
1, . . . , 1, ξα1(x), . . . , ξαn(x)
)
,
com Π = {α1, . . . , αn}. Decorre que x ∈ T e´ regular se, e somente se, ξα(x) 6= 1 para
toda raiz α ∈ Π. Uma vez que os homomorfismos ξα ainda satisfazem
ξα(exp(H)) = e
α(H) para todo H ∈ t,
enta˜o ξ−α = ξα, e portanto x ∈ T e´ regular exatamente quando ξα(x) 6= 1 para α ∈ Π+.
Lembrando que todo elemento de G e´ conjugado a um elemento de T e observando
que a regularidade e´ preservada por conjugac¸o˜es, analisar o conjunto Tr dos elementos
regulares de T em geral e´ suficiente para se ter uma compreensa˜o adequada acerca de
Gr. O mesmo vale para Gs.
Proposic¸a˜o 7.2. Seja x ∈ T e consideremos a decomposic¸a˜o
g = t⊕
∑
α∈Π+
(RXα ⊕ RYα)
dada no Teorema 3.20. Denotemos por R o conjunto formado pelas ra´ızes α ∈ Π tal
que ξα(x) = 1. Enta˜o,
(a) R e´ sime´trico, isto e´, se α ∈ R enta˜o −α ∈ R;
(b) se α, β ∈ R sa˜o tais que α + β ∈ Π, enta˜o α + β ∈ R;
(c) se Zg(x) denota o autoespac¸o de Ad(x) : g→ g associado ao autovalor 1, enta˜o
Zg(x) = t⊕
∑
α∈R+
(RXα ⊕ RYα),
em que R+ = Π+ ∩R. Em particular, dim (Zg(x)) = dim(t) + |R|.
Demonstrac¸a˜o. (a) e (b) decorrem das igualdades ξ−α = ξα e ξα+β = ξαξβ (produto
pontual). Para (c), seja X ∈ t⊕∑α∈R+(RXα ⊕ RYα) e escrevamos
X = H +
∑
α∈R+
λαXα + σαYα, H ∈ t, λα, σα ∈ R.
Lembrando que Xα =
1
2
(Eα + Eα) e Yα = − i2(Eα − Eα), em que Eα ∈ (gC)α, temos
X = H +
1
2
∑
α∈R+
(λα − iσα)Eα + (λα + iσα)Eα,
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e portanto
Ad(x)X = H +
1
2
∑
α∈R+
(λα − iσα)ξα(x)Eα + (λα + iσα)ξ−α(x)Eα
= H +
1
2
∑
α∈R+
(λα − iσα)Eα + (λα + iσα)Eα
= X.
Reciprocamente, seja X ∈ Zg(x) e escrevamos
X = H +
∑
α∈Π+
λαXα + σαYα, H ∈ t, λα, σα ∈ R.
Precisamos provar que λα = σα = 0 se α ∈ Π+\R. Procedendo de maneira ana´loga a`
feita acima, temos
X = H +
1
2
∑
α∈Π+
(λα − iσα)Eα + (λα + iσα)Eα
Ad(x)X = H +
1
2
∑
α∈Π+
(λα − iσα)ξα(x)Eα + (λα + iσα)ξ−α(x)Eα.
Logo, (λα − iσα)ξα(x) = λα − iσα para toda α ∈ Π+, isto e´, (λα − iσα)(ξα(x)− 1) = 0.
Se α ∈ Π+\R, enta˜o ξα(x) 6= 1, de modo que λα − iσα = 0 e λα = σα = 0.
Corola´rio 7.3. Sejam G um grupo de Lie compacto e conexo e x ∈ G um elemento
regular. Enta˜o, ZG(x)0 e´ um toro maximal de G e e´ o u´nico que conte´m x.
Demonstrac¸a˜o. Seja T ⊆ G um toro maximal que conte´m x, e seja t a a´lgebra de
Lie de T . A a´lgebra de Lie de ZG(x) e´ Zg(x), que pela Proposic¸a˜o 7.2 coincide com t.
(Sendo x regular, enta˜o {α ∈ Π : ξα(x) = 1} = ∅.) Logo, ZG(x)0 = T .
Para cada subconjunto R ⊆ Π que sastisfaz as propriedades (a) e (b) da Proposic¸a˜o
7.2, denotamos
pR := t⊕
∑
α∈R+
(RXα ⊕ RYα).
Na˜o e´ dif´ıcil mostrar que pR e´ uma suba´lgebra de g. Se existe x0 ∈ T tal que R = {α ∈
Π : ξα(x0) = 1}, enta˜o pR = Zg(x0) e podemos considerar os conjuntos
TR := {x ∈ T : ξα(x) = 1 para toda α ∈ R}
T×R := {x ∈ TR : α ∈ Π\R⇒ ξα(x) 6= 1}.
Claramente, x0 ∈ T×r ⊆ TR. (Nos casos extremais R = ∅ e R = Π, temos T∅ = T ,
T×∅ = Tr, TΠ = ZG ∩ T = ZG e T×Π = TΠ.) Equivalentemente, TR =
⋂
α∈R ker(ξα),
e com isso TR e´ um subgrupo fechado de T . Em particular, TR e´ um grupo de Lie
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compacto. Sua a´lgebra de Lie e´ tR :=
⋂
α∈R ker(α|t), e portanto dim(TR) coincide
com a codimensa˜o do subespac¸o de t∗R gerado por R. Em particular, se R 6= ∅, enta˜o
dim(TR) ≤ dim(T )− 1.
Sera´ importante adiante considerar o centralizador de TR em G.
Corola´rio 7.4. Mantendo as notac¸o˜es acima, temos que a a´lgebra de Lie de ZG(TR) e´
pR. Em particular, se R 6= ∅ temos dim(ZG(TR)) ≥ dim(T ) + 2.
Demonstrac¸a˜o. A a´lgebra de Lie de ZG(TR) e´ o conjunto
h := {X ∈ g : Ad(x)X = X para todo x ∈ TR} =
⋂
x∈TR
Zg(x).
Para cada x ∈ TR, seja Rx = {α ∈ Π : ξα(x) = 1}. Enta˜o, Rx ⊇ R, de modo que
Zg(x) = pRx ⊇ V
pela Proposic¸a˜o 7.2. Logo, h ⊇ V . Agora, se x ∈ T×R , enta˜o Rx = R, e portanto
h ⊆ Zg(x) = V .
Corola´rio 7.5. Se x ∈ T×R , enta˜o ZG(x)0 ⊆ ZG(TR).
Na sec¸a˜o 7.3 faremos uma ana´lise mais cuidadosa da estrutura dos conjuntos dos
elementos regulares e dos singulares. No entanto, uma nova ferramenta e´ necessa´ria, o
grupo de Weyl afim, que apresentaremos na pro´xima sec¸a˜o.
7.2 O Grupo de Weyl Afim
Seja V 6= {0} um espac¸o vetorial real de dimensa˜o finita munido de um produto
interno 〈 , 〉 e Π um sistema de ra´ızes em V .1 Fixada uma ordem lexicogra´fica em V
com respeito a alguma base, seja Π+ o conjunto dos elementos positivos de Π. Para
cada α ∈ Π e cada nu´mero k ∈ Z consideramos o hiperplano afim
Pα,k := {λ ∈ V : 〈λ, α〉 = k}.
E´ imediato desta definic¸a˜o que Pα,k = P−α,−k (de modo que, quando necessa´rio, pode-
mos restringir a nossa atenc¸a˜o a`s ra´ızes positivas) e Pα,0 = α
⊥. Na verdade, cada Pα,k
e´ a translac¸a˜o de α⊥ pelo vetor k
2
α∨, em que
α∨ :=
2α
|α|2 .
(Os vetores α∨, α ∈ Π, sa˜o as co-ra´ızes associadas a Π e denotamos por Π∨ o conjunto
formado por essas co-ra´ızes.) Para cada α ∈ Π e k ∈ Z consideramos tambe´m a reflexa˜o
1Adotamos a convenc¸a˜o de que todo sistema de ra´ızes Π e´ reduzido, isto e´, que os u´nicos mu´ltiplos
de uma raiz α que pertencem a Π sa˜o ±α.
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ortogonal rα,k : V → V que fixa Pα,k. Sendo rα a reflexa˜o ortogonal que fixa o subespac¸o
α⊥, enta˜o rα = rα,0. Lembramos ainda que
rα(λ) = λ− 2〈λ, α〉|α|2 α = λ− 〈λ, α〉α
∨
e que rα = r−α para toda α ∈ Π. Para cada µ ∈ V , vamos denotar por t(µ) a translac¸a˜o
em V dada pelo vetor µ:
t(µ)λ = λ+ µ, λ ∈ V.
Vale observar que t(µ)−1 = t(−µ). Com estas notac¸o˜es, percebemos geometricamente
que
rα,k = t
(
k
2
α∨
)
◦ rα ◦ t
(
k
2
α∨
)−1
.
Explicitamente, temos
rα,k(λ) =
(
t
(
k
2
α∨
)
◦ rα
)(
λ− k
2
α∨
)
= t
(
k
2
α∨
)(
rα(λ) +
k
2
α∨
)
= rα(λ) + kα
∨
para todo λ ∈ V , isto e´, rα,k = t(kα∨) ◦ rα. Sendo rα um operador linear de V ,
concluimos que cada rα,k e´ uma transformac¸a˜o afim de V .
Seja Af(V ) o conjunto das transformac¸o˜es afins de V , que e´ um grupo com a
operac¸a˜o de composic¸a˜o. Definimos o grupo de Weyl afim de Π, denotado por
Wa(Π), como sendo o subgrupo de Af(V ) gerado pelas reflexo˜es rα,k com α ∈ Π e
k ∈ Z. (Por simplicidade, a partir de agora denotaremos a composta de transformac¸o˜es
afins por justaposic¸a˜o: w ◦ z = wz para w, z ∈ Af(V ).) Vale a pena obervar que W (Π)
(o grupo de Weyl associado a Π) e´ um subgrupo de Wa(Π), pois W (Π) e´ gerados pelas
reflexo˜es rα = rα,0. Ale´m disso, denotando por [Π
∨] o Z-submo´dulo de V gerado pelas
co-ra´ızes associadas a Π e por L[Π∨] o conjunto das translac¸o˜es t(µ) com µ ∈ [Π∨],
temos que L[Π]∨ tambe´m e´ um subgrupo de Wa(Π). De fato, L[Π∨] e´ um subgrupo
de Af(V ), pois t(λ)t(µ) = t(λ+ µ) e t(µ)−1 = t(−µ) para todos λ, µ ∈ [Π∨], e tambe´m
L[Π∨] ⊆ Wa(Π), pois se α∨ ∈ Π∨ enta˜o
t(α∨) = t(α∨)rαrα = rα,1rα ∈ Wa(Π).
Podemos concluir disso que Wa(Π) e´ sempre um grupo infinito (contrastando com o
fato de W (Π) sempre ser finito).
Proposic¸a˜o 7.6. Mantendo as notac¸o˜es acima, temos que L[Π∨] e´ um subgrupo normal
de Wa(Π) e que Wa(Π) e´ o produto semi-direto de L[Π
∨] por W (Π), no sentido que
W (Π) normaliza L[Π∨], L[Π∨] ∩W (Π) = {idV} e cada z ∈ Wa(Π) pode ser escrito de
maneira u´nica da forma z = t(µ)w com µ ∈ [Π∨] e w ∈ W (Π). Em particular, Wa(Π)
e´ um subgrupo fechado e discreto de Af(V ).
Cap´ıtulo 7. Elementos Regulares e Classes de Homotopia 115
Demonstrac¸a˜o. Primeiramente, observamos que se µ ∈ V e x ∈ GL(V ) enta˜o(
xt(µ)x−1
)
(λ) = x
(
x−1(λ) + µ
)
= λ+ x(µ) =
(
t(x(µ))
)
(λ)
para todo λ ∈ V , isto e´, xt(µ)x−1 = t(x(µ)). Com isso, para verificar que L[Π∨] e´
normal em Wa(Π) e´ suficiente mostrar que rα,k(β
∨) ∈ [Π∨] para α, β ∈ Π e k ∈ Z.
Como rα,k = t(kα
∨)rα, enta˜o
rα,k(β
∨) = t(kα∨)
(
β∨ − 〈β∨, α〉α∨) = β∨ − (〈β∨, α〉 − k)α∨,
este u´ltimo vetor pertencendo a [Π∨] pois 〈β∨, α〉 = 2〈β,α〉|β|2 ∈ Z.
Agora, L[Π∨] ∩W (Π) = {idV } pois o u´nico elemento de L[Π∨] que e´ um operador
linear de V e´ idV enquanto W (Π) ⊆ GL(V ). Por fim, seja W ′ o subconjunto de Wa(Π)
formado pelos produtos t(µ)w com t(µ) ∈ L[Π∨] e w ∈ W (Π). Como ambos W (Π),
L[Π∨] sa˜o subgrupos de Wa(Π) e L[Π∨] e´ normal, enta˜o W ′ e´ um subgrupo de Wa(Π).
Ale´m disso, W ′ conte´m os geradores rα,k = t(kα∨)rα, e portanto W ′ = Wa(Π).
Uma ferramenta importante para o estudo do grupo de Weyl W (Π) sa˜o as caˆmaras
de Weyl de V com respeito ao sistema de ra´ızes Π, que sa˜o as componentes conexas
do complementar de
⋃
α∈Π α
⊥ em V . Isso e´ justificado pelo fato de que a ac¸a˜o natural
de W (Π) em V induz uma ac¸a˜o transitiva e livre no conjunto das caˆmaras de Weyl.
Nosso objetivo para os pro´ximos para´grafos e´ mostrar que algo semelhante ocorre para
o grupo de Weyl afim Wa(Π).
Seja P a unia˜o dos hiperplanos Pα,k, com α ∈ Π e k ∈ Z. Como Pα,k = P−α,−k,
podemos considerar apenas os hiperplanos Pα,k com α ∈ Π+.
Lema 7.7. P e´ invariante pela ac¸a˜o natural de Wa(Π) sobre V .
Demonstrac¸a˜o. Seja rα,k um gerador de Wa(Π) e tomemos λ ∈ P , digamos λ ∈ Pβ,l.
Fazendo γ = rα(β), temos γ ∈ Π e
〈rα,k(λ), γ〉 = 〈rα(λ), γ〉+ k〈α∨, γ〉
= 〈λ, rα(γ)〉+ k〈α∨, γ〉
= 〈λ, β〉+ k〈α∨, γ〉 ∈ Z.
Consequ¨entemente, o complementar V \P tambe´m e´ invariante pela ac¸a˜o de Wa(Π).
Esse complementar e´ aberto em V , pois se para cada α ∈ Π+ considerarmos o funcional
linear fα : λ ∈ V 7→ 〈λ, α〉 ∈ R enta˜o temos
P =
⋃
α∈Π+
f−1α (Z)
e o conjunto da direita e´ fechado em V . Mais ainda, V \P e´ desconexo. Para ver isso,
escrevemos Π+ = {α1, . . . , αn} e definimos para cada k = (k1, . . . , kn) ∈ Zn o conjunto
Ak = {λ ∈ V : kj < 〈λ, αj〉 < kj + 1 para todo j = 1, . . . , n}.
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Cada Ak e´ aberto em V , pois e´ o conjunto-soluc¸a˜o de um sistema de inequac¸o˜es lineares
estritas, e Ak ∩ Ak′ = ∅ sempre que k 6= k′, pois neste caso um elemento de Ak ∩ Ak′
e´ soluc¸a˜o de um sistema incompat´ıvel. Ale´m disso, se λ ∈ V \P enta˜o 〈λ, αj〉 /∈ Z
para cada j = 1, . . . , n, e as propriedades ba´sicas de R implicam que λ ∈ Ak para
algum k ∈ Zn. Deste modo, V \P e´ a unia˜o disjunta de uma colec¸a˜o de abertos de V ,
e portanto e´ desconexo. Os Ak na˜o-vazios sa˜o as componente conexas de V \P , pois,
ale´m de serem abertos e dois-a-dois disjuntos, cada Ak e´ conexo por ser um subconjunto
convexo de V .
Os conjuntos Ak na˜o-vazios sa˜o chamados de alcovas de V com respeito a Π, e
o seu conjunto sera´ denotado por A(Π).2 Como a ac¸a˜o de Wa(Π) preserva V \P e
cada elemento de Wa(Π) e´ um homeomorfismo de V , enta˜o z(A) ∈ A(Π) para todos
z ∈ Wa(Π) e A ∈ A(Π), isto e´, Wa(Π) age em A(Π) atrave´s de permutac¸o˜es.
Teorema 7.8. A ac¸a˜o de Wa(Π) sobre A(Π) e´ transitiva.
A demonstrac¸a˜o desse resultado e´ bastante envolvente e nos ocupara´ pelo restante
da sec¸a˜o. Primeiramente, precisamos escolher uma alcova particular A0 cuja o´rbita
provaremos ser todo o A(Π). A escolha natural e´
A0 = {λ ∈ V : 0 < 〈λ, α〉 < 1 para toda α ∈ Π+}.
Temos que A0 e´ de fato uma alcova, pois tomando λ ∈ V e´ tal que 〈λ, α〉 > 0 para toda
α ∈ Π+, basta multiplicar λ por um escalar positivo suficientemente pro´ximo de zero
para que tenhamos um elemento de A0. Chamaremos A0 de alcova principal de Π.
Segundamente, por razo˜es que ficara˜o claras adiante, provaremos que e´ suficiente
considerar Π irredut´ıvel. Lembramos que um sistema de ra´ızes Π em V e´ redut´ıvel se
e´ poss´ıvel escrever Π = Π1∪Π2 com Π1,Π2 6= ∅ e Π1 ⊥ Π2. (Em particular, Π1∩Π2 = ∅
pois 0 /∈ Π.) Observamos que Πj, j = 1, 2, e´ um sistema de ra´ızes no subespac¸o de V
gerado por Πj. Com isso, se Π e´ redut´ıvel, podemos escrever Π = Π1 ∪ · · · ∪ Πn com
Πj 6= ∅, Πi ⊥ Πj sempre que i 6= j e com cada Πj irredut´ıvel em Vj := span(Πj). E´
imediato que V = V1 ⊕ · · · ⊕ Vn e que Vi ⊥ Vj sempre que i 6= j. Se Π na˜o e´ redut´ıvel,
dizemos que Π e´ irredut´ıvel.
Seja, enta˜o, Π um sistema de ra´ızes redut´ıvel em V e tomemos Π1, . . . ,Πn, V1, . . . , Vn
como acima.
Lema 7.9. Mantendo as notac¸o˜es acima, seja A ∈ A(Π) e escrevamos
A = {λ ∈ V : kα < 〈λ, α〉 < kα + 1 para toda α ∈ Π+}
para alguma escolha de nu´meros inteiros kα, α ∈ Π+. Para cada j = 1, . . . , n, definimos
Aj :=
{
λ ∈ Vj : kα < 〈λ, α〉 < kα + 1 para toda α ∈ Π+j
}
,
2Nem todos os Ak sa˜o na˜o-vazios. Por exemplo, se αl ∈ Π+ pode ser escrita como αl = αi + αj
com αi, αj ∈ Π+ e λ ∈ V \P satisfaz ki < 〈λ, αi〉 < ki + 1 e kj < 〈λ, αj〉 < kj + 1, enta˜o
ki + kj < 〈λ, αl〉 < ki + kj + 2, de modo que kl = ki + kj ou kl = ki + kj + 1. Logo, tomando k ∈ Zn
tal que kl < ki + kj , segue que Ak = ∅. Aplicando esse argumento ao sistema simples Σ determinado
por Π+, vemos que sempre e´ poss´ıvel produzir Ak’s vazios.
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em que Π+j := Πj ∩ Π+. Enta˜o, Aj ∈ A(Πj) e A =
∑n
j=1 Aj. Em outras palavras,
cada alcova A ∈ A(Π) se decompo˜e como produto cartesiano de alcovas das parcelas
irredut´ıveis de Π.
Demonstrac¸a˜o. Para provar que Aj e´ alcova de Πj e´ suficiente provar que Aj 6= ∅.
Seja λ ∈ A e escrevamos λ = ∑ni=1 λi, com λi ∈ Vi. Enta˜o, se α ∈ Π+j , temos
〈λ, α〉 =
n∑
i=1
〈λi, α〉 = 〈λj, α〉,
e portanto λj ∈ Aj. Este argumento tambe´m prova que A ⊆
∑n
j=1Aj. Agora, esco-
lhemos λj ∈ Aj para cada j = 1, . . . , n e tomemos λ =
∑n
j=1 λj ∈ V . Dada uma raiz
α ∈ Π+, temos que α ∈ Π+i para algum i = 1, . . . , n, e portanto
〈λ, α〉 = 〈λi, α〉 ∈ (kα, kα + 1).
Logo, λ ∈ A.
Seja A ∈ A(Π) e escrevamos A = ∑nj=1Aj de acordo com o Lema 7.9. Denotemos
por Aj0 a alcova principal de Πj. Pelo Lema 7.9, temos A0 =
∑n
j=1A
j
0. Supondo
que o Teorema 7.8 e´ va´lido para sistemas de ra´ızes irredut´ıveis, temos que para cada
j = 1, . . . , n existe zj ∈ Wa(Πj) tal que zj(Aj) = Aj0. Escrevamos zj = tj(µj)wj, com
µj ∈ [Π∨j ] e wj ∈ W (Πj). Cada wj pode ser estendido a V pondo wj(λi) = λi para
λi ∈ Vi (i 6= j) e assim obtemos um operador linear ortogonal em V que tambe´m
denotaremos por wj. Na verdade, wj ∈ W (Π), pois esse processo de extensa˜o aplicado
a`s reflexo˜es rα, α ∈ Πj, fornece elementos de W (Π). Sejam w := w1 · · ·wn ∈ W (Π) e
µ :=
∑n
j=1 µj ∈ [Π∨] e tomemos z := t(µ)w ∈ Wa(Π).
Afirmamos que z(A) = A0. Para ver isso, e´ suficiente provar que z(A) ∩ A0 6= ∅
uma vez que z(A) e A0 sa˜o componentes conexas de V \P . Seja λ ∈ A e escrevamos
λ =
∑n
j=1 λj, com λj ∈ Aj. Enta˜o,
z(λ) = w(λ) + µ =
n∑
j=1
w(λj) +
n∑
j=1
µj
=
n∑
j=1
(wj(λj) + µj)
=
n∑
j=1
zj(λj) ∈
n∑
j=1
Aj0 = A0.
Terceiramente, lembramos que A0 e´ o conjunto-soluc¸a˜o do sistema de inequac¸o˜es
lineares
0 < 〈λ, α〉 < 1, α ∈ Π+
que pode admitir muitas inequac¸o˜es redundantes. Para provar o Teorema 7.8 (mesmo
com a hipo´tese adicional de Π irredut´ıvel), ainda e´ necessa´rio o trabalho preliminar de
eliminar essas redundaˆncias.
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Proposic¸a˜o 7.10. Seja Π um sistema de ra´ızes irredut´ıvel em V e fixemos um sistema
simples Σ ⊆ Π. Enta˜o, existe α˜ ∈ Π+ tal que α˜−α e´ uma soma de ra´ızes simples para
toda α ∈ Π+. Ale´m disso, α˜ e´ a u´nica raiz com essa propriedade.
Demonstrac¸a˜o. Escrevamos Σ = {α1, . . . , αl}. Se tal raiz α˜ existe, enta˜o α˜ ≥ α
para toda α ∈ Π+. Isso significa que α˜ e´ ma´xima em Π+, e portanto e´ u´nica. Para
a existeˆncia, tomemos α˜ a raiz ma´xima de Π+ e g uma a´lgebra de Lie semi-simples
complexa de dimensa˜o finita e h ⊆ g uma suba´lgebra de Cartan tal que Π = Π(h, g).
Enta˜o, α˜ e´ o peso ma´ximo da representac¸a˜o adjunta de g. Ale´m disso, como Π e´
irredut´ıvel, enta˜o g e´ simples, ou seja, ad : g → g e´ uma representac¸a˜o irredut´ıvel.
Portanto, todo peso de ad (que sa˜o as ra´ızes α ∈ Π) pode ser escrito na forma
α = α˜−
l∑
j=1
njαj, nj ∈ N,
e α˜ satisfaz a propriedade desejada.
Corola´rio 7.11. Seja Π um sistema de ra´ızes irredut´ıvel no espac¸o vetorial V , Σ ⊆ Π
um sistema simples e A0 a alcova principal relativa a Π
+. Sendo α˜ ∈ Π+ a raiz ma´xima,
temos
A0 = {λ ∈ V : 0 < 〈λ, α〉 para toda α ∈ Σ e 〈λ, α˜〉 < 1}.
Demonstrac¸a˜o. Claramente, A0 esta´ contido no conjunto da direita. Reciproca-
mente, suponhamos que λ ∈ V satisfaz 0 < 〈λ, α〉 para α ∈ Σ e 〈λ, α˜〉 < 1. Uma vez
que cada raiz α ∈ Π+ e´ soma de ra´ızes simples, enta˜o a primeira colec¸a˜o de desigual-
dades implica que 0 < 〈λ, α〉 para toda α ∈ Π+. Ale´m disso, se α ∈ Π+, enta˜o α˜ − α
tambe´m e´ soma de ra´ızes simples, de modo que 0 ≤ 〈λ, α˜− α〉. Com isso,
〈λ, α〉 ≤ 〈λ, α˜〉 < 1,
e portanto λ ∈ A0.
Mantendo a notac¸a˜o do Corola´rio 7.11, chamamos os hiperplanos Pα,0, α ∈ Σ, e
Pα˜,1 de paredes da alcova principal A0.
Demonstrac¸a˜o do Teorema 7.8. Seja A ∈ A(Π) e tomemos λ ∈ A, λ0 ∈ A0.
Para mostrar que existe z ∈ Wa(Π) tal que z(A) = A0, e´ suficiente mostrar que existe
z ∈ Wa(Π) tal que z(λ) ∈ A0. Para tanto, consideremos O(λ) a o´rbita de λ por
Wa(Π). Sendo Wa(Π) um subgrupo discreto e fechado de Af(V ), enta˜o O(λ) e´ um
subconjunto discreto e fechado de V , e com isso existe z ∈ Wa(Π) tal que a distaˆncia
de γ := z(λ) a λ0 e´ mı´nima. Afirmamos que γ ∈ A0. Caso contra´rio, uma das paredes
de A0 separa γ e λ0. Seja P essa parede e r ∈ Wa(Π) a reflexa˜o ortogonal que fixa P .
Seja C a curva poligonal com ve´trices γ, r(γ), λ0, r(λ0). Enta˜o, C e´ um trape´zio cujos
lados paralelos sa˜o os segmentos3 [γ, r(γ)] e [λ0, r(λ0)] e cujos lados na˜o-paralelos sa˜o
3Dados λ, µ ∈ V , denotamos [λ, µ] := {(1− t)λ+ tµ : t ∈ [0, 1]}.
Cap´ıtulo 7. Elementos Regulares e Classes de Homotopia 119
[r(γ), λ0] e [r(λ0), γ]. Uma vez que r e´ uma isometria involutiva de V , enta˜o os lados
na˜o paralelos de C teˆm o mesmo comprimento, e portanto a diagonal [γ, λ0] possui
comprimento maior do que esses dois lados, isto e´,
d(γ, λ0) > d(r(γ), λ0).
(Este e´ um fato ba´sico de Geometria Euclideana provada usando a Lei dos Cossenos.)
Uma vez que r(γ) ∈ O(λ), essa conclusa˜o contradiz a minimalidade de d(γ, λ0) e deve-
mos ter γ ∈ A0.
Ainda e´ poss´ıvel provar que a ac¸a˜o de Wa(Π) em A(Π) e´ livre, mas a demonstrac¸a˜o
desse fato foge aos objetivos deste trabalho. O leitor interessado pode encontra´-la em
(HUMPHREYS, 1990), cap´ıtulo 4.
7.3 Elementos Regulares e Singulares Revisitados
Nosso primeiro objetivo nesta sec¸a˜o e´ determinar quais quais vetores H ∈ t sa˜o
enviados pela exponencial em Tr e relaciona´-los com as alcovas do sistema de ra´ızes
Π. Pelo que discutimos na sec¸a˜o 7.1, x := exp(H) e´ regular exatamente quando
ξα(x) = e
α(H) 6= 1 para toda α ∈ Π+, isto e´, quando
α(H) /∈ 2piiZ para toda α ∈ Π+.
Seja S : t→ t∗R o isomorfismo linear definido por S(H) =
〈 · , −iH
2pi
〉 ∈ t∗R, em que 〈 , 〉 e´
o produto interno em tR determinado pela forma de Cartan-Killing de g. Deste modo,
x ∈ Tr se, e somente se,
〈S(H), α〉 =
〈−iH
2pi
,Hα
〉
=
−iα(H)
2pi
/∈ Z para toda α ∈ Π+,
e isso significa que S(H) pertence a alguma alcova de t∗R relativa a Π. Mantendo a
notac¸a˜o introduzida na sec¸a˜o 7.2, seja A0 a alcova principal de Π, t0 a imagem de A0
por S−1 e T0 := exp(t0). Temos
t0 = {H ∈ t : 0 < −iα(H) < 2pi para toda α ∈ Π+}
e, sendo exp : t → T uma aplicac¸a˜o de recobrimento (e portanto aberta), T0 e´ aberto
em T .
Teorema 7.12. Seja G um grupo de Lie compacto e conexo de centro trivial. Enta˜o,
mantendo as notac¸o˜es acima, temos que:
(a) exp : t0 → T0 e´ um difeomorfismo;
(b) se x ∈ Tr, enta˜o a classe de conjugac¸a˜o de x intersecta T0 em exatamente um ponto;
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(c) a aplicac¸a˜o p : G/T × T0 → Gr definida por p(xT, y) = xyx−1 e´ um recobrimento
finito.
Demonstrac¸a˜o. (a) Uma vez que exp : t0 → T0 e´ diferencia´vel (C∞), aberta e
sobrejetiva, so´ resta provar que exp e´ injetiva para que seja difeomorfismo. Sejam
H1, H2 ∈ t0 tais que exp(H1) = exp(H2). Isso implica que
eα(H1) = ξα(exp(H1)) = ξα(exp(H2)) = e
α(H1)
para toda α ∈ Π+. Como t ∈ (0, 2pi) 7→ eit ∈ C e´ injetiva, concluimos que
α(H1) = α(H2) para toda α ∈ Π+. Como ZG = {1}, enta˜o g e´ semi-simples e,
portanto, Π gera t∗R. Logo, H1 = H2.
(b) Sejam z1, z2 ∈ NG(T ) tais que x′ := z1xz−11 e x′′ := z2xz−12 pertencem a T0 e escre-
vamos x′ = exp(H1) e x′′ = exp(H2) com H1, H2 ∈ t0. Seja φ : W (T,G)→ W (Π)
o isomorfismo definido na sec¸a˜o 3.4 e tomemos z := z2z
−1
1 ∈ NG(T ). Enta˜o,
φ(zT )A0 = A0, pois S(H1) ∈ A0 e
φ(zT )(S(H1)) = S(Ad(z)H1) = S(exp
−1(exp(Ad(z)H1)))
= S(exp−1(z exp(H1)z−1)) = S(exp−1(zx′z−1))
= S(exp−1(x′′)) = S(H2) ∈ A0.
Com isso, φ(zT ) fixa a caˆmara de Weyl associada a Π+ (pois ela conte´m A0), e
portanto φ(zT ) = idt∗R . Logo, z ∈ T e x′′ = zx′z−1 = x′. Isso prova que a intersec¸a˜o
da classe de conjugac¸a˜o de x com T0 conte´m no ma´ximo um elemento.
Para provar que essa intersec¸a˜o e´ na˜o-vazia, escrevamos x = exp(H) para algum
H ∈ t e tomemos A ∈ A(Π) tal que S(H) ∈ A. Seja t(µ)w ∈ Wa(Π) tal que
(t(µ)w)A = A0, com w ∈ W (Π) e µ ∈ [Π∨] (Teorema 7.8). Escrevendo w = φ(zT )
para algum z ∈ NG(T ), temos
Ad(z)H + S−1(µ) = S−1(wS(H) + µ) = S−1
(
(t(µ)w)S(H)
) ∈ t0,
e portanto
(zxz−1) exp(S−1(µ)) = exp(Ad(z)H + S−1(µ)) ∈ T0.
Com isso, resta mostrar que exp(S−1(µ)) = 1 para todo µ ∈ [Π∨]. De fato, se
α ∈ Π, enta˜o
β(S−1(α∨)) = iβ(−iS−1(α∨)) = i〈Hβ,−iS−1(α∨)〉
= 2pii
〈
Hβ,
−iS−1(α∨)
2pi
〉
= 2piiα∨(Hβ)
= 2pii〈β, α∨〉 ∈ 2piiZ
para toda β ∈ Π. Logo,
ξβ(exp(S
−1(α∨))) = eβ(S
−1(α∨)) = 1.
Isso significa que Ad(exp(S−1(α∨))) = idg, e portanto exp(S−1(α∨)) ∈ ZG = {1}.
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(c) Primeiramente, p esta´ bem-definida, pois T e´ abeliano, e e´ sobrejetiva pelo Teorema
3.26 e pelo item (b) acima. Com isso, para provar que p e´ recobrimento, e´ suficiente
mostrar (1) que p e´ um difeomorfismo local, o que faremos provando que a diferencial
de p e´ um isomorfismo em cada ponto, e (2) que existe uma ac¸a˜o livre de um grupo
finito (W (T,G)) sobre G/T × T0 cujas o´rbitas coincidem com as pre´-imagens dos
elementos de Gr por p.
Demonstrac¸a˜o de (1). Uma vez que
dim(G/T × T0) = (dim(G)− dim(T )) + dim(T0) = dim(G) = dim(Gr)
e p e´ obtida fatorando a aplicac¸a˜o q : G × T0 → Gr, q(x, y) = xyx−1, e´ suficiente
provar que o nu´cleo da diferencial de q num ponto (x, y) ∈ G × T0 e´ composto
por vetores da forma (Xx, 0) com X ∈ t. A diferencial de q foi calculada na
demonstrac¸a˜o do Teorema 3.26:
dq(x,y)(Xx, Yy) = d(Lq(x,y))1
{
Ad(x)
[
(Ad(y−1)− idg)X + Y
]}
1
, X ∈ g, Y ∈ t.
Deste modo, dq(x,y)(Xx, Yy) = 0 se, e somente se, (Ad(y
−1)− idg)X +Y = 0. Como
y e´ um elemento regular, enta˜o y−1 tambe´m e´, pois os autovalores de Ad(y−1) sa˜o
os inversos dos autovalores de Ad(y), de modo que ker(Ad(y−1) − idg)) = t pela
Proposic¸a˜o 7.2. Seja t⊥ o complemento ortogonal de t com respeito a algum produto
interno invariante em g. Uma vez que t e´ um subespac¸o invariante pela ac¸a˜o de
Ad(y−1), enta˜o t⊥ tambe´m e´. Ale´m disso, a restric¸a˜o Ad(y−1)|t⊥ e´ um operador
linear que na˜o admite 1 como autovalor, o que significa que (Ad(y−1) − idg)|t⊥ e´
injetivo. Escrevendo X = Xt +Xt⊥ , em que Xt ∈ t e Xt⊥ ∈ t⊥, temos
0 = (Ad(y−1)− idg)X + Y = (Ad(y−1)− idg)Xt⊥ + Y.
Uma vez que (Ad(y−1)− idg)Xt⊥ ∈ t⊥ e Y ∈ t, enta˜o (Ad(y−1)− idg)Xt⊥ = Y = 0.
Com isso, Xt⊥ = 0, e portanto X = Xt ∈ t.
Demonstrac¸a˜o de (2). Seja τ : W (T,G)× (G/T × T0)→ G/T × T0 definida por
τ(zT, (xT, y)) := (xz−1T, zyz−1).
As verificac¸o˜es de que τ esta´ bem-definida e que e´ uma ac¸a˜o a` esquerda sa˜o roti-
neiras e as omitimos. Para ver que τ e´ livre, seja (xT, y) ∈ G/T × T0 e tomemos
zT ∈ W (T,G) tal que (xz−1T, zyz−1) = (xT, y). Logo, xz−1T = xT , isto e´, z ∈ T .
Agora, sejam (xT, y) ∈ G/T × T0 e zT ∈ W (T,G). Enta˜o,
p(xz−1T, zyz−1) = (xz−1)zyz−1(xz−1)−1 = xyx−1 = p(xT, y).
Reciprocamente, sejam (xT, y), (x′T, y′) ∈ G/T × T0 tais que p(xT, y) = p(x′T, y′).
Isto significa que xyx−1 = x′y′x′−1, ou seja, que y′ = (x′−1x)y(x′−1x)−1. Pela
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Proposic¸a˜o 3.36, existe um elemento z′ ∈ ZG(y′)0 tal que z := z′x′−1x ∈ NG(T ) e
y′ = zyz−1. Como y′ e´ regular, enta˜o ZG(y′)0 = T pelo Corola´rio 7.3, e portanto
xz−1T = x(x−1x′z′−1)T = x′z′−1T = x′T.
Logo, (x′T, y′) = τ(zT, (xT, y)).
Na sec¸a˜o 7.4, utilizaremos o Teorema 7.12 para provar o Teorema de Weyl defor-
mando continuamente lac¸os baseados em um elemento regular fixado para que este lac¸o
esteja contido em Gr, e com isso utilizamos a propriedade de levantamento u´nico de
caminhos de p para fazer uma contagem das classes de homotopia. No entanto, para
essa te´cnica funcionar, e´ necessa´rio antesverificar que Gs e´ “pequeno” o suficiente.
Teorema 7.13. Seja G um grupo de Lie compacto e conexo com centro trivial. Enta˜o, o
conjunto Gs dos elementos singulares de G e´ uma unia˜o finita de subvariedades imersas
de G, cada uma de dimensa˜o menor ou igual a dim(G)− 3.
Demonstrac¸a˜o. Seja x0 ∈ Gs e tomemos x′0 ∈ T conjugado a x0. Seja R = {α ∈ Π :
ξα(x
′
0) = 1} e, no esp´ırito da demonstrac¸a˜o do Teorema 7.12, consideremos a aplicac¸a˜o
pR : G/ZG(TR)× T×R → G definida por pR(xZG(TR), y) = xyx−1. Claramente, pR esta´
bem definida e a sua imagem esta´ contida em Gs. Ale´m disso, pR e´ diferencia´vel, pois
e´ induzida pela aplicac¸a˜o qR : G×T×R → G, qR(x, y) = xyx−1, atrave´s de um quociente
por um subgrupo fechado. Nosso objetivo e´ provar (1) que pR e´ imersa˜o e (2) que
existe uma ac¸a˜o livre de um grupo finito sobre G/ZG(TR) × T×R cujas o´rbitas sa˜o as
pre´-imagens dos elementos de Im(pR) por pR. Disso decorre o Teorema, pois (1) e (2)
implicam que Im(pR) e´ uma subvariedade imersa de G contida em Gs e que conte´m x0.
Ale´m disso,
dim(Im(pR)) = dim(G/ZG(TR)× T×R )
= dim(G)− dim(ZG(TR)) + dim(T×R )
≤ dim(G)− (dim(T ) + 2) + dim(T )− 1
= dim(G)− 3
pela Proposic¸a˜o 7.2 e comenta´rios subsequ¨entes. Por fim, e´ imediato que cada elemento
singular pertence a pelo menos uma dessas imagens, que sa˜o em quantidade finita uma
vez que Π e´ finito.
Demonstrac¸a˜o de (1). Como pR e´ induzida por qR atrave´s de um quociente por ZG(TR),
e´ suficiente provar que o nu´cleo da diferencial de qR no ponto (x, y) ∈ G× T×R consiste
de vetores da forma (Xx, 0) com X na a´lgebra de Lie de ZG(TR), que coincide com
pR pelo Corola´rio 7.4. E´ imediato que os vetores dessa forma pertencem ao nu´cleo de
d(qR)(x,y), de modo que precisamos apenas provar a inclusa˜o contra´ria. Sejam X ∈ g e
Y ∈ tR tais que d(qR)(x,y)(Xx, Yy) = 0. Temos
d(qR)(x,y)(Xx, Yy) = d(LqR(x,y))1
{
Ad(x)
[
(Ad(y−1)− idg)X + Y
]}
1
,
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o que significa que (Ad(y−1)− idg)X + Y = 0. O fato de y pertencer a T×R implica que
y−1 ∈ T×R , pois os autovalores de Ad(y−1) sa˜o os inversos dos autovalores de Ad(y).
Enta˜o, pR e´ invariante por Ad(y
−1), pois Ad(y−1) age como a identidade neste su-
bespac¸o, e portanto o complemento ortogonal p⊥R de pR com respeito a algum produto
interno invariante em g tambe´m e´ invariante por Ad(y−1). Uma vez que a multiplici-
dade de 1 como autovalor de Ad(y−1) e´ dim(T ) + |R| = dim pR pela Proposic¸a˜o 7.2,
enta˜o Ad(y−1)|p⊥R na˜o admite 1 como autovalor, isto e´, (Ad(y−1)− idg)|p⊥R e´ injetivo.
Deste modo, escrevendo X = XpR +Xp⊥R , em que XpR ∈ pR e Xp⊥R ∈ p⊥R, temos
0 = (Ad(y−1)− idg)X + Y = (Ad(y−1)− idg)Xp⊥R + Y.
Logo, Xp⊥R = Y = 0, pois (Ad(y
−1) − idg)Xp⊥R ∈ p⊥R e Y ∈ tR ⊆ t ⊆ pR, e portanto
X = XpR ∈ pR.
Demonstrac¸a˜o de (2). Seja WR o subgrupo de W (Π) que estabiliza R, ou seja,
WR := {w ∈ W (Π) : w(R) ⊆ R}.
Usando o isomorfismo φ : W (T,G)→ W (Π) definido na sec¸a˜o 3.4, podemos identificar
WR com o subgrupo de W (T,G) formado pelas classes laterais zT com z ∈ NG(T ) ∩
NG(TR). Com efeito, seja z ∈ NG(T ) tal que φ(zT )R ⊆ R e tomemos y ∈ TR. Sendo
R finito e φ um homomorfismo, enta˜o φ(z−1T )R ⊆ R tambe´m. Dada uma raiz α ∈ R
e um autovetor Eα ∈ (gC)α, temos Ad(z−1)Eα ∈ (gC)φ(z−1T )α (isso foi provado na
demonstrac¸a˜o do Teorema 3.35), de modo que
ξα(zyz
−1)Eα = Ad(z)Ad(y)Ad(z−1)Eα
= Ad(z)ξφ(z−1T )α(y)Ad(z
−1)Eα
= ξφ(z−1T )α(y)Eα = Eα
e portanto ξα(zyz
−1) = 1. (Esse argumento tambe´m prova que z ∈ NG(T×R ) se
φ(zT ) ∈ WR.) Reciprocamente, se zT ∈ NG(T ) ∩NG(TR), enta˜o dada α ∈ R temos
ξφ(z−1T )α(y)Eα = Ad(z)ξφ(z−1T )α(y)Ad(z
−1)Eα
= Ad(z)Ad(y)Ad(z−1)Eα
= ξα(zyz
−1)Eα = Eα
para todo y ∈ TR, e portanto z−1T ∈ WR.
Definimos τ : WR × (G/ZG(TR)× T×R )→ G/ZG(TR)× T×R por
τ(zT, (xZG(TR), y)) = (xz
−1ZG(TR), zyz−1).
A discussa˜o do para´grafo anterior e o fato de T estar contido em ZG(TR) implicam
que τ esta´ bem-definida, e e´ imediata a verificac¸a˜o de que τ e´ uma ac¸a˜o a` esquerda.
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Primeiro, verifiquemos que as o´rbitas de τ sa˜o as pre´-imagens dos elementos de Im(pR)
por pR. Sejam (xZG(TR), y) ∈ G/ZG(TR)× T×R e zT ∈ WR. Enta˜o,
pR(xz
−1ZG(TR), zyz−1) = (xz−1)zyz−1(xz−1)−1 = xyx−1 = pR(xZG(TR), y),
provando que pR e´ constante nas o´rbitas de τ . Reciprocamente, sejam
(xZG(TR), y), (x
′ZG(TR), y′) ∈ G/ZG(TR)× T×R
tais que pR(xZG(TR), y) = pR(x
′ZG(TR), y′). Enta˜o, xyx−1 = x′y′x′−1, ou seja,
y′ = (x′−1x)y(x′−1x)−1.
Pela Proposic¸a˜o 3.36, existe z′ ∈ ZG(y′)0 tal que z := z′x′−1x ∈ NG(T ) e y′ = zyz−1.
Pelo Corola´rio 7.5, z′ ∈ ZG(TR), de modo que
xz−1ZG(TR) = x(x−1x′z′−1)ZG(TR) = x′ZG(TR).
Logo, (x′ZG(TR), y′) = (xz−1ZG(TR), zyz−1). Ale´m disso, zT ∈ WR, pois se α ∈ R
enta˜o
ξφ(zT )α(y
′) = ξα(z−1y′z) = ξα(y) = 1,
o que implica φ(zT )α ∈ R uma vez que y ∈ T×R .
Infelizmente, τ nem sempre e´ livre. No entanto, provaremos a seguir que os sub-
grupos de isotropia de τ sa˜o todos iguais e que este subgrupo W ′R e´ normal em WR.
Com isso, τ induz uma ac¸a˜o livre de WR/W
′
R sobre G/ZG(TR) × T×R que satisfaz as
propriedades desejadas.
Seja W ′R o subconjunto de WR formado pelas classes zT com z ∈ NG(T ) ∩ ZG(TR).
Como ZG(TR) e´ um subgrupo normal de NG(TR), enta˜o NG(T ) ∩ ZG(TR) e´ normal em
ZG(T ) ∩ NG(TR), e portanto W ′R e´ um subgrupo normal de WR. Afirmamos que W ′R
e´ o subgrupo de isotropia de um ponto (xZG(TR), y) ∈ G/ZG(TR) × T×R . De fato, se
zT ∈ WR e´ um elemento do subgrupo de isotropia de (xZG(TR), y), enta˜o
(xZG(TR), y) = (xz
−1ZG(TR), zyz−1),
ou seja, z ∈ ZG(TR) pela igualdade na primeira coordenada. Reciprocamente, se
zT ∈ W ′R, enta˜o z ∈ ZG(TR) e
(xz−1ZG(TR), zyz−1) = (xZG(TR), y).
Com isso, a demonstrac¸a˜o do Teorema esta´ conclu´ıda.
7.4 A Quarta Demonstrac¸a˜o
Nesta sec¸a˜o, vamos utilizar as ferramentas desenvolvidas neste cap´ıtulo para provar
o Teorema de Weyl trabalhando diretamente com as classes de homotopia dos lac¸os de
G. Mais precisamente, provaremos o seguinte resultado.
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Teorema 7.14. Seja G um grupo de Lie conexo e compacto de centro trivial. Enta˜o,
o grupo fundamental de G e´ finito.
Se G e´ um grupo de Lie compacto e conexo cuja a´lgebra de Lie g e´ semi-simples,
enta˜o Int(g) e´ um grupo de Lie que satisfaz a`s hipo´teses do Teorema 7.14 e Ad : G→
Int(g) e´ um homomorfismo de recobrimento. Isto significa que G e Int(g) possuem o
mesmo recobrimento universal G˜, e portanto G = G˜/D e Int(g) = G˜/E, com D,E
subgrupos discretos e centrais de G˜. Como o centro de Int(g) e´ trivial, enta˜o E =
ZG˜. Logo, D ⊆ E. Deste modo, supondo que o Teorema 7.14 e´ verdadeiro, temos
E ∼= pi1(Int(g)) finito, e portanto pi1(G) ∼= D ⊆ E e´ finito. Com isso, esta´ provado o
Teorema de Weyl.
Demonstrac¸a˜o do Teorema 7.14. Fixemos x0 ∈ G um elemento regular. Se f e´
um lac¸o em G baseado em x0, enta˜o f e´ homoto´pico a um lac¸o f̂ tambe´m baseado em
x0 mas que esta´ contido em Gr. Isto ocorre devido ao fato de Gs ser a unia˜o finita
de uma quantidade finita de subvariedades de G cada uma com dimensa˜o menor ou
igual a dimG − 3 (Teorema 7.13). Deste modo, se f passa por algum ponto de Gs,
podemos deformar f continuamente e evitar que isto ocorra. Para cada [f ] ∈ pi1(G, x0),
escolhamos um lac¸o fr ∈ [f ] contido em Gr.
Seja p : G/T×T → G a aplicac¸a˜o definida por p(zT, y) = zyz−1. Pelo Teorema 7.12,
a restric¸a˜o p : G/T × T0 → Gr e´ um recobrimento finito. Fixado (z0T, y0) ∈ p−1(x0),
definimos a func¸a˜o ϕ : pi1(G, x0) → p−1(x0) da seguinte maneira: para cada classe
de homotopia [f ] ∈ pi1(G, x0), tomamos f˜r o levantamento de fr a G/T × T0 tal que
f˜r(0) = (z0T, y0) e definimos ϕ([f ]) = f˜r(1). Uma vez que p
−1(x0) e´ finito, para verificar
que pi1(G, x0) e´ finito e´ suficiente mostrar que ϕ e´ injetiva.
Sejam f, g lac¸os em Gr baseados em x0 tais que f˜(1) = g˜(1). Precisamos provar
que [f ] = [g], isto e´, que o lac¸o h := f ∗ g−1 e´ homoto´pico a x0. Como f˜(1) = g˜(1),
enta˜o o levantamento h˜ de h a G/T × T0 que satisfaz h˜(0) = (z0T, y0) coincide com
f˜ ∗ g˜−1. Em particular, h˜ e´ um lac¸o em G/T × T0 baseado em (z0T, y0). Escrevamos
h˜(t) = (u(t), γ(t)), com u(t) ∈ G/T e γ(t) ∈ T0. Como T0 e´ simplesmente conexo pela
parte (a) do Teorema 7.12, enta˜o γ e´ homoto´pica a y0, e portanto h˜ e´ homoto´pica a
(u(t), y0). Logo, h e´ homoto´pica a ĥ(t) = p(u(t), y0). Seja Y ∈ t0 tal que exp(Y ) = y0
e definamos H : [0, 1]× [0, 1]→ G por
H(t, s) = p
(
u(t), exp((1− s)Y )) · p(u(0), exp(sY )).
Claramente, H e´ cont´ınua. Ale´m disso,
H(t, 0) = p(u(t), y0) · p(u(0), 1) = ĥ(t) · 1 = ĥ(t)
H(t, 1) = p(u(t), 1) · p(u(0), y0) = 1 · p(z0T, y0) = x0
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H(0, s) = p
(
u(0), exp((1− s)Y )) · p(u(0), exp(sY ))
= p
(
z0T, exp((1− s)Y )
) · p(z0T, exp(sY ))
=
(
z0 exp((1− s)Y )z−10
) · (z0 exp(sY )z−10 )
= z0 exp(Y )z
−1
0 = z0y0z
−1
0 = x0
H(1, s) = p
(
u(1), exp((1− s)Y )) · p(u(1), exp(sY ))
= p
(
z0T, exp((1− s)Y )
) · p(z0T, exp(sY ))
= x0,
provando que H e´ uma homotopia que deforma ĥ em x0. Portanto, h e´ homoto´pica a
x0 e o Teorema esta´ provado.
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