Abstract. The spectrum of three-diagonal self-adjoint p-periodic Jacobi matrix with positive off-diagonal elements a n an real diagonal elements b n consist of intervals separated by p − 1 gaps γ i , where some of the gaps can be degenerated. The following estimate is true
Introduction
The periodic Jacobi matrices corresponds to the finite-difference approximation of secondorder partial differential operators with periodic coefficients, e.g. periodic Schrödinger operators. The p-periodic Jacobi matrix J ≡ J(a, b) is the self-adjoint operator acting on ℓ 2 (Z) of the form (Jy) n = a n−1 y n−1 + b n y n + a n y n+1 , y = (y n ) n∈Z ∈ ℓ 2 (Z),
where a = (a n ) n∈Z , b = (b n ) n∈Z are p-periodic sequences of real numbers, a n+p = a n , b n+p = b n for all n ∈ Z. We assume also that all a n > 0 and, for simplicity, p 2. It is well-known, see, e.g., [vM, Te] , that the spectrum of J is absolutely continuous and consists of p intervals σ i separated by p − 1 gaps γ i . Some of the gaps may be degenerated. Let us denote the distance between maximal and minimal spectral points by r ≡ r(a, b) = λ max − λ min . There is an estimate, see [KKr] , r 4(a 1 ...a p ) 1 p .
(1.1) There is another estimate for the Lebesgue measure of the spectrum, see, e.g., [L, KKr, DS] ,
Some similar estimates were obtained also for quasi-periodic cases in [PR] . It is not possible to combine (1.1) and (1.2) to obtain some non-trivial estimates for the lengths of spectral gaps. For a long time, (1.2) was the best estimate, while in [Ku] it was improved p i=1 |σ i | 4 min a n .
(1.3)
Although (1.3) improves significantly (1.2), it was very hard to publish it somewhere. Now, it is possible to combine (1.1) and (1.3) to obtain the estimate for the Lebesgue measure of the spectral gaps
The estimate (1.4) is sharp in the following sense.
, where c > 0 and δ np = 1 if n = mp for m ∈ Z and δ np = 0 otherwise. Then, for the gaps γ i of Jacobi matrix J(a, b), we have
Hence, (1.4) is sharp for small c → +0. Moreover, the minimal period of a is p.
Let J = J(a, b) be some periodic Jacobi matrix. We can always shift the spectrum of J to have λ max = −λ min . Let λ ∈ R be such that J(a, b + λ(1)) = J + λI have the property λ max = −λ min , where I is the identity operator. It is easy to see that λ
Jh h for h ∈ ℓ 2 (Z) and we can always choose a unit vector h for which Jh max a n . Hence r 2 max i a i and we can write
|σ i | 2 max a n − 4 min a n , (1.6) see (1.3), (1.4), since the shifting J + λI does not change the off-diagonal elements a and the spectral lengths |γ i |, |σ i |, r. Estimate (1.6) is sharp for some strongly oscillating large a (and b = 0), where only one a i is large while the other are small. This is because λ max ∼ max i a i for such a (and b = 0). But, (1.6) is useless for slightly oscillating a, since RHS in (1.6) is negative for such a.
Let us modify (1.4) as follows:
min a n max a n p−1 p max a n − min a n 2 p max a n − min a n , for p 2, where in the last inequality we use
|γ i | max a n − min a n for max a n 4 min a n , see (1.6). Hence, we obtain
which improves a little bit one of the estimates from [G] , namely
|γ i | max a n − min a n .
Note that two-sided spectral estimates from [G] supplement essentially the Borg-type results on the existence of spectral gaps, see also [CGR, KKu] . Finally, note the estimate, see (1.4) in [KKr] 
which is obviously sharp for a weakly and strongly oscillated b when a tends to 0. Combining (1.4), (1.6), and (1.8) we obtain the estimate announced in the Abstract
Following the discussion above and the results of Theorem 1.1, we conclude that (1.9) is sharp for weakly and strongly oscillated a and b of arbitrary minimal periods p ∈ N.
Proof of Theorem 1.1
Let J = J(a, b) be p-periodic Jacobi matrix. Let us define the matrix
Denote its eigenvalues as λ i (k), i = 1, ..., p. Let us recall some well-known facts about the spectral properties of scalar periodic Jacobi matrices, see, e.g., [Te] . It is well known that the spectral components of J consist of λ i (k), i.e. σ i = ∪ k∈[0,π] {λ i (k)}. It is possible to take the union up to k = π instead of k = 2π, since λ i (k) is symmetric relatively to the center k = π of the Brillouin zone [0, 2π] . The values λ i (0) and λ i (π) are the edges of σ i . Inside k ∈ (0, π) the functions λ i (k) are strictly monotonic for the case a n > 0, n ∈ N. Suppose that p is even, the odd p can be treated similarly. To study the spectrum of the Jacobi matrix J(a, b) with b = (0) n∈Z , a = (1 − cδ np ) n∈Z , it is useful to apply the regular perturbation theory, since c → 0. Let us start with the unperturbed Jacobi matrix J 0 = J(a 0 , b), where a 0 = (1) n∈Z . The are no gaps in the spectrum of J 0 , since in fact it is 1-peridic Jacobi matrix. Nevertheless, the perturbed Jacobi matrix J(a, b) is p-periodic. Thus, we should consider J(a 0 , b) as p-periodic also. Following the general spectral theory for Jacobi matrices, the edges of spectral components σ 
Other eigenvalues λ 0 n = 2 cos 2πn p , n = 1, ..., p/2 − 1 are double eigenvalues with the corresponding orthonormal eigenvectors
The edges of spectral components σ n of J(a, b) are eigenvalues of the following matrices
The first matrix J − has eigenvalues λ n that can be computed by using the regular perturbation theory for small parameter c, see, e.g. [K] . Namely, applying the regular perturbation theory for single and double eigenvalues λ 0 n , we obtain
* denotes the conjugation) and 
Hence, the Lebesgue measure of the gap, which appears around the edge λ 0 n is
Thus, all the gaps related to the spectral edges corresponding to the eigenvalues of J − have the same size equivalent to 4c/p for small c > 0. The similar calculations allow us to conclude that the gaps related to the spectral edges corresponding to the eigenvalues of J + have also the same size equivalent to 4c/p for small c > 0. This leads to
which proves first identity in (1.5). Second identity in (1.5) is trivial, since all a n = 1 except one a n = 1 − c.
