Preliminaries
We recall some notation of (q, h) -calculus (for details, see [4, 5] ). For any real number α and any q > 0 , q ̸ = 1 , we set [α] q := q α −1 q−1 . The extension of the q -binomial coefficient to the noninteger value n is given via thẽ q -Gamma function Γq(t) defined for 0 <q < 1 as follows:
Γq(t) := (q,q) ∞ (1 −q)
where (a,q) ∞ = ∏ ∞ j=0 (1 − aq j ) and t ∈ R\{0, −1, −2, ...}. It is easy to check that Γq satisfies Γq(t + 1) =
[t]qΓq(t) . Theq -analogue of the power function is introduced as
For α = n a positive integer, this expression reduces to
Here, the (q, h) -set is defined by:
Note that if q = 1 , then the cluster point h/(1 − q) = −∞ is not involved in T
t0
(q,h) . The forward and backward jump operator is the linear function σ(t) = qt + h and ρ(t) = q −1 (t − h) , respectively. Similarly, the forward and backward graininess is given by µ(t) = (q − 1)t + h and ν(t) = q −1 µ(t) , respectively. Observe that
Let a ∈ T 
(t) − x(ρ(t)) ν(t) = x(t) − x(q(t − h))
(1 −q)t +qh , whereq = 1/q . The nabla (q, h) -fractional power functions and the (q, h)-Taylor monomials of degree α are defined by 
where t = σ k (a) , k ≥ 1 , and by convention ∫ a a x(τ )∇τ = 0 . 
Definition 2.1 (See [4, Definition 1]). The Riemann-Liouville nabla (q, h)-fractional sum of order
If α ∈ (n − 1, n), we have
) .
Taking the difference with respect to t , and using (see [5, Lemma 2.3] 
we get
Hence, we have
Repeating the similar procedure n − 1 times, we obtain
The proof is complete. [17, Theorem 3.9] ). Assume α ∈ R and n ∈ N 1 so that n − 1 < α ≤ n . Then
Lemma 2.2 (See
The following corollary appears in Du et al. [7, Corollary 4.6] .
Then we have the integration by parts formula:
Proof From the definition of nabla (q, h) -difference, we have
Integrating from b to c on both sides of the above formula, we have (2.7) holds. The proof is complete. 2
Now, we give the following remark, it is essential for our main results.
where we used a > h 1−q .
Basic definitions and lemmas
In this section, we will present some basic definitions and lemmas, which are important for our main results.
Consider the following nonlinear nabla (q, h) -fractional difference equations
where
It is easy to see that equations (3.1) and (3.2) has a unique solution.
The constant x eq is an equilibrium point of equation (3.1) (or (3.2)) if and only if (
Assume that f (t, 0) = 0 so that the trivial solution x ≡ 0 is an equilibrium point of equation (3.1) (or (3.2)). Note that there is no loss of generality in doing so because any equilibrium point can be shifted to the origin via a change of variables.
First, we present the following simple definitions and important facts.
Definition 3.1 The equilibrium point
(c) asymptotically stable, if it is stable and attractive.
The equation (3.1) (or (3.2)) is called stable (asymptotically stable) if their equilibrium point x = 0 is stable (asymptotically stable).
Definition 3.2 (See [11, Definition 3.2]). A function ϕ(r) is said to belong to the class K if and only if
ϕ ∈ C[[0, ρ), R + ] , ϕ(0) = 0 ,
and ϕ(r) is strictly monotonically increasing in r .

Definition 3.3 A real valued function
V (t, x) defined onT a (q,h) × S ρ , where S ρ = {x ∈ R n : ∥x∥ ≤ ρ} ,
is said to be positive definite if and only if
V (t, 0) = 0 for all t ∈T a (q,h) and there exists ϕ ∈ K such that ϕ(r) ≤ V (t, x) , ∥x∥ = r , (t, x) ∈T a (q,h) × S ρ . Definition 3.4 A real valued function V (t, x) defined onT a (q,h) × S ρ , where S ρ = {x ∈ R n : ∥x∥ ≤ ρ} ,
is said to be decrescent if and only if
Now, we give the following lemmas for the Caputo nabla (q, h)-fractional difference, which will be useful for proving the stability of equation (3.1). The proof of Lemmas 3.2-3.4 is motivated by the proof in [2, Lemmas 2.7-2.9].
Lemma 3.1 Assume
which can be written as
By the integration by parts formula (2.7), we havê
Consider the following fractional difference equation
where γ ∈ K and x(t) is a positive definite and decrescent function. We can easily show this equation has a unique solution.
Lemma 3.2 Assume x(t) is a solution of equation (3.3)
, and
Proof We assume that there exists a first point
For α ∈ (0, 1), by Definition 2.3, we have
On the other hand, we have Proof According to Lemma 3.2, we can see that (∇ (q,h) x)(t) < 0 leads to
Hence, by equation ( (q,h) on both side of equation (3.3), and using (2.5), we have
where we used lim k→∞q −kα = ∞ , and
This yields a contradiction. Hence, we have
The proof is complete. 2
Lemma 3.5 Assume x(t) , y(t) satisfy
and
If x(a) ≤ y(a) , then x(t) ≤ y(t) for t ∈T a (q,h) .
Proof We assume that there exists a first point t 1 such that x(t 1 ) > y(t 1 ) , and
For α ∈ (0, 1), using Definition 2.3, we have
On the other hand, we have
which is a contradiction. Hence, we have x(t) ≤ y(t) for t ∈T a (q,h) . The proof is complete. 2
Theorem 3.1 Assume x = 0 is an equilibrium point of equation (3.1). If there exists a positive definite and decrescent scalar function V (t, x)
, and class-K functions γ 1 , γ 2 , and γ 3 such that
4)
Then equation (3.1) is asymptotically stable.
Proof From the inequalities (3.4), (3.5), we have
(V (t, x(t)))), t ∈T σ(a)
(q,h) .
Consider the fractional difference equation
( C a ∇ α (q,h) U )(t, x(t)) = −γ 3 (γ −1
(U (t, x(t)))), t ∈T σ(a)
(q,h) , , x(a)) ). Then, it follows from the definition of stability that equation (3.1) is stable. Furthermore, from Lemma 3.4, we have lim t→∞ V (t, x(t)) = 0 . Since γ 1 ∈ K , and the fact that In what follows, we will present results concerning the Riemann-Liouville nabla (q, h) -fractional difference, which are important to prove the stability of equation (3.2).
(a)). By Lemma 3.5, we have V (t, x(t)) ≤ U (t, x(t)), t ∈T a (q,h) . According to Lemma 3.2, we obtain U (t, x(t)) ≤ U (a, x(a)), t ∈T a (q,h) . Using (3.4), we get ∥x(t)∥ ≤ γ −1
(V (t, x(t))) . Hence, we have ∥x(t)∥ ≤
, and α ∈ (0, 1].
Then we have x(t) ≥ y(t) for t ∈T σ(a)
Proof Let F (t) := x(t) − y(t) . For α = 1 , we have
Lemma 3.7 Assume x(σ(a)) > 0 . Then the solution of equation (3.6) is positive onT σ(a)
Proof In order to show x(t) > 0 for t ∈T σ(a)
(q,h) . Arguing by contradiction, we assume that there exists a first
(q,h) . For α = 1 , and t = t 1 , the equation (3.6) can be written as
we can see easily the L.H.S. of equation (3.7) is negative, while the R.H.S. of equation (3.7) is nonnegative, which is a contradiction. For α ∈ (0, 1), and t = t 1 , the equation (3.6) can be written as
that is,
(3.10)
we can obtain the L.H.S. of equation (3.10) Proof For α = 1 , the equation (3.6) can be written as
so, by taking t = σ k (a) , we obtain
Due to the fact that x(t) is positive and decreasing, so lim t→∞ x(t) exists. Assume lim t→∞ x(t) = c > 0 for
This yields a contradiction. So, we have
For α ∈ (0, 1), applying the operator σ(a) ∇ −α (q,h) to both sides of equation (3.6), we obtain
Using (2.6), we get
Due to the fact that
where we used lim k→∞q k(1−α) = 0 , and
Thus, we conclude
Lemma 3.9 Assume x(t) , y(t) satisfy
Proof The proof is similar to Lemma 3.5, and so we omit the details. 11) and
Then equation (3.2) is asymptotically stable.
Proof From the inequalities (3.11), (3.12), we have
Consider the fractional difference equation
(q,h) . From the proof of Lemma 3.8, we obtain U (t,
(q,h) . Using (3.11), we get 
Stability analysis of fractional difference equations
In this section, we will introduce some relevant results for the nabla (q, h)-fractional difference equations. Initially, we will present some new lemmas, which will subsequently allow us to extend the Lyapunov type results for the nabla (q, h) -fractional difference equations. Then, the sufficient conditions for stability of the nabla (q, h) -fractional difference equations are presented. 
Proof For β = 1 , the inequality (4.2) is clearly true. For β > 1 , we need to equivalently prove
For α = 1 , we have
where we used the following inequality
For α ∈ (0, 1), using the integration by parts formula (2.7), we have
, and n ∈ {2k + 1, k ∈ N 1 }. Then the following inequality holds 
Proof Let us consider the following Lyapunov function, which is positive definite:
β .
Using Lemma 4.2 gives us
Hence, by Lemma 3.1, we have
According to the definition of stability in the sense of Lyapunov, we obtain equation (3.1) is stable in the sense of Lyapunov. 
, that is, the fractional order (q, h) -difference of V is negative definite. According to Theorem 3.1 and the relationship between positive definite functions and class-K functions in [18] .
We obtain that equation (3.1) 
Using Lemma 4.3 gives us
By Lemma 3.6, we have
V (t, x(t)) ≤ V (σ(a), x(σ(a))), t ∈T σ(a)
(q,h) , that is,
According to the definition of stability in the sense of Lyapunov, we obtain equation ( 
Numerical results
Now, we give some numerical examples to illustrate the application of the results established in the previous sections. We can see that 
Conclusion
This paper gives stability theorems for discrete fractional Lyapunov direct method for the special nabla (q, h) -fractional difference equations. Furthermore, some new lemmas are presented that allows establishing a broader family of Lyapunov functions to determine the stability of the nabla (q, h)-fractional difference equations. As a result, we give sufficient conditions for these equations to be stable or asymptotically stable. In addition, some examples are given to show the established results.
