Abstract. We prove that graded k-Schur functions are G-equivariant Euler characteristics of vector bundles on the flag variety, settling a conjecture of Chen-Haiman. We expose a new miraculous shift invariance property of the graded k-Schur functions and resolve the Schur positivity and k-branching conjectures in the strongest possible terms by providing direct combinatorial formulas using strong marked tableaux.
Introduction
We resolve conjectures made in [23] , [7] , and [22] which were inspired by problems on Macdonald polynomials. These remarkable polynomials form a basis for the ring of symmetric functions over the field Q(q, t). Their study over the last three decades has generated an impressive body of research, a prominent focus being the Macdonald positivity conjecture: the Schur expansion coefficients of the (Garsia) modified Macdonald polynomials H µ (x; q, t) lie in N[q, t]. This was proved by Haiman [13] using geometry of Hilbert schemes, yet many questions arising in this study remain unanswered.
Lapointe, Lascoux, and Morse [23] considerably strengthened the Macdonald positivity conjecture. They constructed a family of functions and conjectured (i) they form a basis for the space Λ k = span Q(q,t) {H µ (x; q, t)} µ 1 ≤k , (ii) they are Schur positive, and (iii) the expansion of H µ (x; q, t) ∈ Λ k in this basis has coefficients in N[q, t]. The problem of Schur expanding Macdonald polynomials thus factors into the two positivity problems (ii) and (iii). Because the intricate construction of these functions lacked in mechanism for proof, many conjecturally equivalent candidates have since been proposed. Informally, all these candidates are now called k-Schur functions.
At the forefront of k-Schur investigations is the conjectured branching property :
the k + 1-Schur expansion of a k-Schur function has coefficients in N[t] .
(1.1)
Since a k-Schur function reduces to a Schur function for large k, the iteration of branching implies (ii). However, every effort to prove that even one of the k-Schur candidates satisfies (i) and (1.1), or even (i) and (ii), over the last decades has failed. In contrast, the ungraded case has been more tractable. The k-Schur concept is interesting even when t = 1 despite needing generic t for Macdonald polynomial applications. The existence of an ungraded family of k-Schur functions satisfying (the t = 1 versions of) (i), (ii), and (1.1) was established for functions s for Λ k | t=1 with the Gromov-Witten invariants for the quantum cohomology of the Grassmannian included in their structure constants [27] . Lam established that the basis s (k) λ (x) represents Schubert classes in the homology of the affine Grassmannian Gr SL k+1 of SL k+1 [19] and gave a geometric proof of (1.1) at t = 1: the branching property reflects that the image of a Schubert class is a positive sum of Schubert classes under an inclusion H * (Gr SL k+1 ) → H * (Gr SL k+2 ) [20] . Additionally, an algorithm for computing the branching coefficients using an intricate equivalence relation is worked out in [21, 22] .
Building off the work on the ungraded case, a candidate {s (k) λ (x; t)} for k-Schur functions was proposed in [21] by attaching a nonnegative integer called spin to strong marked tableaux, certain chains in the strong (Bruhat) order of S k+1 . It was conjectured that they satisfy the desired properties (i)-(iii) and shown [21] that they are equal to the weak order k-Schur functions s λ (x) at t = 1. In a different vein, Li-Chung Chen and Mark Haiman [7] conjectured that k-Schur functions are a subclass of a family of symmetric functions indexed by pairs (Ψ, γ) consisting of an upper order ideal Ψ of positive roots (of which there are Catalan many) and a weight γ ∈ Z ℓ . These Catalan (symmetric) functions can be defined by a Demazure-operator formula, and are equal to GL ℓ -equivariant Euler characteristics of vector bundles on the flag variety by the Borel-Weil-Bott theorem. Chen-Haiman [7] investigated their Schur expansions and conjectured a positive combinatorial formula when γ 1 ≥ γ 2 ≥ · · · . Panyushev [30] studied similar questions and proved a cohomological vanishing theorem to establish Schur positivity of a large subclass of Catalan functions.
Catalan functions are the modified Hall-Littlewood polynomials when the ideal of roots Ψ consists of all the positive roots and γ is a partition. Here their Schur expansion coefficients are the Kostka-Foulkes polynomials (Lusztig's t-analog of weight multiplicities in type A), which have been extensively studied from algebraic, geometric, and combinatorial perspectives (see, e.g., [29, 14, 8] ). In the case that Ψ consists of the roots above a block diagonal matrix, the Schur expansion coefficients are the generalized Kostka polynomials investigated by Broer, Shimozono-Weyman, and others [5, 34, 32, 31, 33, 18] .
Chen-Haiman constructed an ideal of roots associated to each partition λ with λ 1 ≤ k and conjectured that the associated Catalan functions {s (k) λ (x; t)} are k-Schur functions [7] . A key discovery in our work is an elegant set of ideals of roots which we show yields the same family {s λ (x; t).
• (k-Schur branching) The coefficients of (1.1) are t spin(T ) over certain skew strong tableaux T ; this settles Conjecture 1.1 of [22] in the strongest possible terms.
• (Schur positive basis) The functions s λ (x; t) are a Schur positive basis of Λ k . This resolves step (ii) in the route for finding the Schur expansion of Macdonald polynomials and finally establishes that a k-Schur candidate satisfies (i), (ii), and (1.1).
• (Dual Pieri rule) The polynomials s λ (x; t) satisfy a vertical-strip defining rule.
• (Shift invariance) s λ (x; t) and, together with the dual Pieri rule, it immediately yields our k-Schur branching rule.
Main results
We work in the ring Λ = Q(t)[h 1 , h 2 , . . . ] of symmetric functions in infinitely many variables x = (x 1 , x 2 , . . . ), where h d = h d (x) = i 1 ≤···≤i d x i 1 · · · x i d . The Schur functions s λ indexed by partitions λ form a basis for Λ. Schur functions may be defined more generally for any γ ∈ Z ℓ by the following version of the Jacobi-Trudi formula:
where by convention h 0 (x) = 1 and h d (x) = 0 for d < 0. Central to our work is a family of symmetric functions investigated by Chen-Haiman [7] and Panyushev [30] ; special cases include all s γ , as well as the modified Hall-Littlewood polynomials and generalizations thereof studied by Broer and Shimozono-Weyman [5, 34] . They can be described geometrically in terms of cohomology of vector bundles on the flag variety (see Theorem 3.1), or algebraically as follows: where the raising operator R ij acts on the subscripts of the s γ by R ij s γ = s γ+ǫ i −ǫ j (a discussion of raising operators is given in §4.3). µ (x; t) are the k-Schur functions, which proves a conjecture of Chen-Haiman. This is a consequence of four fundamental properties of these Catalan functions described in the next theorem. Their statement requires the definition of strong marked tableaux, which are certain saturated chains in the strong Bruhat order for the affine symmetric group S k+1 , together with some extra data. The precise definition is most readily given in terms of partitions arising in modular representation theory called k + 1-cores. Combinatorial examples are provided in §2.2.
Let Par
The diagram of a partition λ is the subset of boxes {(r, c) ∈ Z ≥1 × Z ≥1 | c ≤ λ r } in the plane, drawn in English (matrix-style) notation so that rows (resp. columns) are increasing from north to south (resp. west to east). Each box has a hook length which counts the number of boxes below it in its column and weakly to its right in its row. A k + 1-core is a partition with no box of hook length k + 1. There is a bijection p [25] from the set of k + 1-cores to Par k mapping a k + 1-core κ to the partition λ whose r-th row λ r is the number of boxes in the r-th row of κ having hook length ≤ k.
A strong cover τ ⇒ κ is a pair of k + 1-cores such that τ ⊂ κ and |p(τ )| + 1 = |p(κ)|. A strong marked cover τ r = ⇒ κ is a strong cover τ ⇒ κ together with a positive integer r which is allowed to be the smallest row index of any connected component of the skew shape κ/τ . Let η = (η 1 , η 2 , . . .) ∈ Z ∞ ≥0 with m = |η| := i η i finite. A strong marked tableau T of weight η is a sequence of strong marked covers
A vertical strong marked tableau is defined the same way except we require each subsequence r v i +1 < r v i +2 < · · · < r v i +η i to be strictly increasing rather than weakly decreasing. We write inside(T ) = p(κ (0) ) and outside(T ) = p(κ (m) ). The set of strong marked tableaux (resp. vertical strong marked tableaux) T of weight η with outside(T ) = µ is denoted SMT
The spin of a strong marked cover τ r = ⇒ κ is defined to be c · (h − 1) + N, where c is the number of connected components of the skew shape κ/τ , h is the height (number of rows) of each component, and N is the number of components entirely contained in rows > r. For a (vertical) strong marked tableau T , spin(T ) is defined to be the sum of the spins of the strong marked covers comprising T .
For f ∈ Λ, let f ⊥ be the linear operator on Λ that is adjoint to multiplication by f with respect to the Hall inner product, i.e., f ⊥ (g), h = g, f h for all g, h ∈ Λ.
Theorem 2.3. Fix a positive integer ℓ. The Catalan functions {s
, satisfy the following properties:
Theorem 2.3 has several powerful consequences. Foremost is that the s (k)
µ are k-Schur functions. More precisely, we adopt the following definition of the k-Schur functions from [21, §9.3 ] (see also [1, 22] ): for µ ∈ Par k , let
Among the several conjecturally equivalent definitions, this one has the advantage that its t = 1 specializations {s
µ (x; 1)} are known to agree [21] with a quite different looking combinatorial definition using weak tableaux from [26] , and are Schubert classes in the homology of the affine Grassmannian Gr SL k+1 of SL k+1 [19] .
Proof. The homogeneous symmetric function basis for Λ consists of h λ = i h λ i , as λ ranges over partitions. For any partition λ of size |µ|, (2.5) implies
where we have also used (2.8) to obtain s
0 ℓ = 1 for every T in the sum. The basis of monomial symmetric functions {m ν (x)} is dual to the homogenous basis and thus
with |η| = |µ| and let λ be the partition obtained by sorting η. Since the h ⊥ d pairwise commute, again using (2.5) and (2.8) we obtain
Thus the right sides of (2.10) and (2.9) agree, as desired.
Theorem 2.4 has several important consequences; we give informal statements now, deferring their precise versions for later. Corollary 2.5.
µ (x; t) are equal to Catalan functions defined by ChenHaiman via a different root ideal than our ∆ k (µ) (see Section 10).
µ (x; t) is the GL ℓ -equivariant Euler characteristic of a vector bundle on the flag variety determined by µ and k. µ (x; t) and s µ (x; t) and we do so from now on without further mention. Symmetry follows directly from the definition of the Catalan functions. We match s The realization of the k-Schur functions as the subclass (2.4) of Catalan functions is highly lucrative. One of the most striking outcomes is Property (2.7); overlooked in prior investigations of k-Schur functions, it fully resolves k-branching:
The coefficients in the k + 1-Schur expansion of a k-Schur function are none other than the structure coefficients appearing in the vertical dual Pieri rule (2.6). µ into k + 1-Schur functions is given by
The Schur expansion of a k-Schur function can then be achieved by incrementally iterating (2.12) until k is large enough to apply (2.8). Interestingly, a more elegant formula can be derived by a different combination of (2.6), (2.7), and (2.8). µ is given by
Proof. Apply (2.7) m times to obtain
14)
The vertical dual Pieri rule (2.6) then gives the (k + m)-Schur function decomposition and (2.8) ensures this is the Schur function decomposition by the careful choice of m.
See Example 2.13 for Theorem 2.6 and Example 2.14 and Figure 1 for Theorem 2.7.
Recall from the introduction that the original k-Schur candidate of [23] (as well as subsequent candidates) conjecturally satisfies (i)-(ii), i.e., forms a Schur positive basis for the space Λ k = span Q(q,t) {H µ (x; q, t)} µ 1 ≤k . We settle this conjecture for the k-Schur functions of (2.9), thereby giving the first proof that a k-Schur candidate satisfies (i)-(ii). This follows from Theorem 2.7 together with the next result which additionally refines statement (i) to give bases for subspaces Λ k ℓ which depend on ℓ as well as k. 
Here H µ (x; t) = H µ (x; 0, t) are the modified Hall-Littlewood polynomials (denoted Q ′ µ (x; t) in [29, p. 234] 
this follows from the fact that the Schur functions and Macdonald's integral forms J µ (x; q, t) are related by a triangular change of basis-see, e.g., Equations 6.6, 2.18, and 2.20 of [24] .
We also give three intrinsic descriptions of the k-Schur functions. Studies of ungraded k-Schur functions have been served well by the characterization of s µ (x; t) of (2.9) have this characterization (without the t = 1 specialization), as well as a new one coming from the shift invariance property (2.7).
Corollary 2.9. The k-Schur functions {s
are the unique family of symmetric functions satisfying the following subsets of properties (2.5)-(2.8).
(1) (2.5) and (2.8); (2) (2.6) and (2.8); (3) (2.6) for d = ℓ, (2.7), and (2.8).
Proof. The proof of Theorem 2.4 establishes (1). By a similar argument, (2.6) and (2.8) imply
where ω is the involution on Λ defined by ω(e d ) = h d for d ≥ 0. This establishes (2) . The properties in (3) determine a unique family of symmetric functions by Theorem 2.7.
2.1. Outline. The bulk of our paper is devoted to developing machinery to prove the vertical dual Pieri rule (2.6). The remaining results are fairly straightforward; we prove (2.7), (2.8), and Theorem 2.8 in Section 4, and (2.5) in §9.2 as a corollary to (2.6).
Here are some highlights from the proof of the vertical dual Pieri rule, many of which we feel will have further applications beyond this paper. This also serves to give a rough outline of the proof.
• We prove that e
, |S|=d H(Ψ; γ − ǫ S ) (Lemma 4.11), which is our starting point for evaluating the left side of (2.6).
• To handle the terms H(Ψ; γ − ǫ S ) in this sum, we prove a k-Schur straightening rule (Theorem 7.12) which shows that analogs of the s (k) µ indexed by nonpartitions are equal to 0 or to a power of t times s (k) ν for partition ν.
• Miraculously, the combinatorics arising in this rule exactly matches that of strong covers (Proposition 8.10).
• To prove the k-Schur straightening rule, we develop several tools for working with Catalan functions including a recurrence which expresses a Catalan function as the sum of two such polynomials with similar root ideals (Proposition 5.6).
• To prove (2.6) by induction on d, we must prove a stronger statement in which the right side of (2.6) is replaced by a sum over tableaux which are marked only in rows ≤ m, and the left side is an algebraically defined generalization of e 
where the boxes of κ are labeled by their hook lengths.
) is drawn by filling each skew shape κ (i) /κ (i−1) with the entry i and starring the entry in position (r i , κ
(This is really the standardization of T , but suffices for the examples in this paper as we will always specify the weight η separately.) Strong marked covers are drawn this way too, regarding them as strong marked tableaux of weight (1).
Example 2.11. Let k = 4. For τ = 663331111 and κ = 665443221, p(τ ) = 332221111 and p(κ) = 222222221. Thus τ ⇒ κ is a strong cover and it has two distinct markings:
Remark 2.12. Although strong marked covers are typically marked by the content of the northeastmost box of a connected component of κ/τ , it is equivalent (and more natural for us) to use row indices.
Given a k + 1-core κ and λ = p(κ), the k-skew diagram of λ denoted k-skew(λ), is the subdiagram of κ consisting of boxes with hook length ≤ k. Hence the row lengths of k-skew(λ) are given by λ itself. 
22221 . 
1111 (also equal to the modified Hall-Littlewood polynomial H 1111 ) is obtained by summing t spin(T ) s inside(T ) over the set VSMT 4 (4,4,4) (4, 4, 4, 4) of vertical strong marked tableaux T given above. We have written A, B, C in place 10, 11, 12. Note that T having weight ℓ m = (4, 4, 4) means that the skew shapes (strong covers) labeled by 1, 2, . . . , ℓ have stars in rows 1, 2, . . . , ℓ, as do the next ℓ skew shapes, and so on. Example 2.14. We compute the Schur expansion of s (4) 3321 using the (proof of) Theorem 2.7: it is given by the sum t spin(T ) s inside(T ) over the set VSMT 7 (4,4,4) (6654) of vertical strong marked tableaux given below. Note that the m in Theorem 2.7 is a convenient choice, but often a smaller m suffices; the 7-Schur expansion of s (4) 3321 is already the Schur expansion, so m = 3 (hence k + m = 7) suffices. 
Catalan functions as G-equivariant Euler characteristics
We first review the geometric description of Catalan functions from [7, 30] , and then summarize prior work on these polynomials. This serves to provide context for our results but is not necessary for the remainder of the paper.
Let G = GL ℓ (C), B ⊂ G the standard lower triangular Borel subgroup, and H ⊂ B the subgroup of diagonal matrices. The character group of H (integral weights) are identified with Z ℓ via the correspondence sending γ ∈ Z ℓ to the character
where V λ denotes the irreducible G-module of highest weight λ. Given a B-module N, let G × B N denote the homogeneous G-vector bundle on G/B with fiber N above B ∈ G/B, and let L G/B (N) denote the locally free O G/B -module of its sections. For γ ∈ Z ℓ , let C γ denote the one-dimensional B-module of weight γ. Consider the adjoint action of B on the Lie algebra n of strictly lower triangular matrices. The Bstable (or "ad-nilpotent") ideals of n are in bijection with root ideals via the map sending the root ideal Ψ to the B-submodule, call it N Ψ , of n with weights {ǫ j − ǫ i | (i, j) ∈ Ψ}. Note that the dual N * Ψ has weights given by Ψ. The Catalan functions appear naturally as certain G-equivariant Euler characteristics, as the following result shows.
Theorem 3.1 ( [7, 30] ). Let (Ψ, γ) be an indexed root ideal. Let S j N * Ψ denote the j-th symmetric power of the B-module N *
Proof. This is a consequence of the Borel-Weil-Bott theorem and follows from a straightforward extension of the argument going from Equation 2.1 to Equation 2.4 in [34] .
Remark 3.2.
(1) A result essentially the same as this one is proved in [30, Theorem 3.8] by adapting a proof [15] for the case Ψ = ∆ + . (2) For the precise statement here, we have followed the conventions of [34] , which conveniently handles a duality in Borel-Weil-Bott. Note that had we chosen to use the upper triangular Borel subgroup
] for a nice explanation of this duality. (3) A version of (3.2) in fact holds for any B-module N, with the left side replaced by a raising operator formula over the multiset of weights of N. However, restricting to the N * Ψ is natural from the geometric perspective; [30] allows more general (but not arbitrary) B-modules N than the N * Ψ considered here. (4) By our definition (2.1) of s λ , s λ = 0 for weakly decreasing λ ∈ Z ℓ with λ ℓ < 0, so both sides of (3.2) record only the polynomial representations. This differs from [34, 30] , which give versions of (3.2) without the polynomial truncation. As previously mentioned, the Catalan functions H(∆ + ; µ) for partition µ are the modified Hall-Littlewood polynomials (see Proposition 4.6). In this case, the Schur expansion coefficients are the Kostka-Foulkes polynomials, which have been extensively studied (see, e.g., [29, 14, 8] ). Another well-studied class of Catalan functions are the parabolic HallLittlewood polynomials-the case Ψ = ∆(η) for some η ∈ Z r ≥0 , where ∆(η) := α ∈ ∆ + |η| above the block diagonal with block sizes η 1 , . . . , η r . For example,
Broer proved that in the case Ψ = ∆ + , the cohomology in (3.2) vanishes for i > 0 if and only if γ i −γ j ≥ −1 for i < j (see [4, Theorem 2.4] and [3, Proposition 2(iii)]). Broer posed Conjecture 3.3 in the parabolic case Ψ = ∆(η) (see, e.g., [34, Conjecture 5] ) and proved it in the subcase γ is a dominant sequence of rectangles, meaning that γ = (a
Panyushev proved that the cohomology in (3.2) vanishes for i > 0 when the weight γ − ρ + (i,j)∈∆ + \Ψ ǫ i − ǫ j is weakly decreasing, where ρ = (ℓ − 1, ℓ − 2, . . . , 0) (see [30, Theorem 3.2] for the full statement of which this is a special case); this includes the case where γ is a partition with distinct parts and Ψ is any root ideal as well as many instances where γ is not a partition.
A natural combinatorial problem arising here is to find a positive combinatorial formula for the Schur expansion of H(Ψ; γ) when γ is a partition. Shimozono-Weyman posed a (still open) conjecture that the Schur expansion of H(∆(η); γ) when γ is a partition can be described using an intricate combinatorial procedure called katabolism [34] . Progress has been made in the case γ is a dominant sequence of rectangles: the Schur expansion was described by Schilling-Warnaar [31] and Shimozono [32] (independently) using a cocyclage poset on Littlewood-Richardson tableaux; by Shimozono [33] 
Catalan functions
We elaborate on the definition of the Catalan functions H(Ψ; γ) and give another description of these polynomials using Hall-Littlewood vertex operators. We then prove (2.7), (2.8), and Theorem 2.8, along the way establishing some basic facts about Catalan functions which may have further applications beyond this paper. , denote ǫ S = i∈S ǫ i . We often omit set braces on singleton sets to avoid clutter.
Indexed root ideals. We regard the set ∆
as labels for the set of positive roots of the root system of type A ℓ−1 (though for brevity we refer to elements of ∆ + as roots as well).
for the corresponding positive root (not to be confused with ǫ {i,j} = ǫ i + ǫ j ). As previously mentioned, a root ideal is an upper order ideal of the poset ∆ + with partial order given by (a, b) ≤ (c, d) when a ≥ c and b ≤ d. We also work with the complement ∆ + \ Ψ, a lower order ideal of ∆
+ .
An indexed root ideal of length ℓ is a pair (Ψ, γ) consisting of a root ideal Ψ ⊂ ∆ + ℓ and a weight γ ∈ Z ℓ .
Given an indexed root ideal (Ψ, γ) of length ℓ, we represent the Catalan function H(Ψ; γ) by the ℓ × ℓ grid of boxes (labeled by matrix-style coordinates as in Figure 2 ), . This is the most convenient way we have found to compute with these polynomials.
Catalan functions.
Recall from (2.1) that for any γ ∈ Z ℓ , the Schur function s γ is defined to be det(h γ i +j−i ). The s γ are expressed in the basis of Schur functions indexed by partitions by the following straightening rule:
where ρ = (ℓ − 1, ℓ − 2, . . . , 0), sort(β) denotes the weakly decreasing sequence obtained by sorting β, and sgn(β) denotes sign of the shortest permutation taking β to sort(β).
Proof. This is a consequence of the Jacobi-Trudi formula s λ = det(h λ i +j−i ) for partitions λ and the row interchange property of the determinant.
Corollary 4.2. For a fixed degree d ∈ Z, the Schur function s γ is nonzero for only finitely many of the weights {γ ∈ Z ℓ : |γ| = d}. Let (Ψ, γ) be an indexed root ideal. In (2.2), we defined the Catalan function H(Ψ; γ) using raising operators R ij . Raising operators do not give rise to well-defined operators on Λ (for example R 12 s 12 = s 21 = 0, but s 12 = 0), so they should be thought of as acting on the subscripts γ rather than the s γ themselves. A precise way to interpret (2.2) is
where the mapπ is defined by first letting π :
. . ] be the linear map determined by z γ → s γ , and thenπ :
. It follows from Corollary 4.2 that the right side of (4.1) actually lies in the degree |γ| part of the ring of symmetric functions Λ = Q(t)[h 1 , h 2 , . . . ].
Remark 4.4. The map π is essentially the Demazure operator corresponding to the longest element of S ℓ , though the Demazure operator is typically defined as a map from
Example 4.5. With ℓ = 4, µ = 3321, and Ψ = {(1, 3), (2, 4), (1, 4)}, we have Proposition 4.1 is used to truncate the series to terms s α with α + ρ ∈ Z ℓ ≥0 for the second equality and it is used again for the third to give s 3420 = s 5301 = s 64−10 = s 73−10 = 0 and s 63−11 = −s 6300 .
This demonstrates the direct way to obtain the Schur expansion from the definition of Catalan functions. In contrast, Example 2.14 illustrates the Schur expansion of H(Ψ; µ) = s (4) 3321 obtained via Theorem 2.7; the former involves cancellation whereas the latter is manifestly positive.
Compositional Hall-Littlewood polynomials.
A useful alternative description of the Catalan functions involves Garsia's version [10] of Jing's Hall-Littlewood vertex operators [16] . These are the symmetric function operators defined for any m ∈ Z by
(see [37, Definition 2.5.2] for this formula for H m ). Now for γ ∈ Z ℓ , define
When µ is a partition, H µ (x; t) is the modified Hall-Littlewood polynomial [10, Theorem 2.1]. For general γ, the H γ (x; t) are known as compositional Hall-Littlewood polynomials. They played a key role in the recent proof [6] of the Shuffle Conjecture [12] . As we now show, any Catalan function can be conveniently expressed in terms of compositional Hall-Littlewood polynomials, making them central to our work as well.
Proposition 4.6. The compositional Hall-Littlewood polynomials are Catalan functions for the root ideal ∆ + . That is, for any γ ∈ Z ℓ ,
Proof. This follows from Proposition 7 and Remark 2 of [35] .
Proposition 4.7. For any indexed root ideal (Ψ, γ),
where the raising operator R ij acts on the subscripts of the
The right side of (4.4) can be expressed more formally as
where Φ is the linear map Q[z
Proof. It follows from Proposition 4.6 that Φ is equal to the compositionπ • D, where
] is the linear map given by left multiplication by
which agrees with (4.5).
The Garsia-Jing operator H m at t = 1 reduces to multiplication by h m (x) (this is equivalent to the identity (9.14) arising in a proof later on). Hence for any γ ∈ Z ℓ ,
where h m (x) = 0 if m < 0. This yields the following explicit description of the Catalan functions at t = 1 in terms of homogeneous symmetric functions.
Example 4.9. The Catalan function from Example 4.5 at t = 1 is computed using Corollary 4.8 as follows: for µ = 3321 and ∆ 
Proof. The first relation is [11, Equation 5 .37] and the second follows from the first by a straightforward induction on ℓ. 
Proof. Using the description of the Catalan functions from Proposition 4.7, we have
The last equality uses that H 0 · 1 = 1 and H m · 1 = 0 for m < 0 to conclude that for any α ∈ Z ℓ with α ℓ = 0, we have (h,ℓ)∈∆
Property (2.8) now follows easily: let µ ∈ Par k ℓ with |µ| ≤ k. We need to show s 
4.7. Proof of Theorem 2.8. Define the dominance partial order on Z ℓ by γ δ if
Proof. Since H m · 1 = 0 for m < 0, the result is a consequence of the stronger claim:
≤k is weakly decreasing and λ γ . This follows from repeated application of the identity [10, Theorem 2.2]
with m < n, noting that for n = m + 1, we must rearrange to obtain H m H m+1 = tH m+1 H m , rather than apply (4.9) directly.
The proof of Theorem 2.8 now goes as follows: by Proposition 4.7, for any µ ∈ Par k ℓ ,
Consider H γ arising from such a successive application of raising operators to H µ . Then γ i is obtained by adding some amount not exceeding 
Recurrences for the Catalan functions
Computations with Catalan functions are facilitated by recurrences which express a Catalan function as the sum of two Catalan functions with similar indexed root ideals. The bounce graph of a root ideal, defined below, is the natural combinatorial object arising in these computations. 5.1. Bounce graphs. We say that α ∈ Ψ is a removable root of Ψ if Ψ \ α is a root ideal and a root β ∈ ∆ + \ Ψ is addable to Ψ if Ψ ∪ β is a root ideal. For each vertex r ∈ [ℓ], distinguish bot Ψ (r) (resp. top Ψ (r)) to be the maximum (resp. minimum) element of the bounce path of Ψ containing r. 
For any removable root α of Ψ,
Proof. The first identity (5.1) follows directly from Proposition 4.7 :
The second identity (5.2) is then obtained by applying (5.1) with Ψ = Ψ\α and β = α.
We also record a convenient application of the recurrence (5.2) obtained by iterating it along a downpath. 
Mirror lemmas
We first give a natural generalization of Schur function straightening to Catalan functions (Lemma 6.1) and then deduce two Mirror Lemmas. The first gives sufficient conditions for a Catalan function to be zero and the second gives sufficient conditions for two Catalan functions to be equal. We further show that these lemmas often "commute" with certain generalizations of the operator e 
Recall from (4.1) that the Catalan functions may be defined in terms of the linear mapπ by H(Ψ; γ) =π(f Ψ z γ ). Thus
We have τ i Ψ = Ψ implies τ i f Ψ = f Ψ (note that Ψ ⊂ ∆ + and τ i Ψ = Ψ imply (i, i+1) / ∈ Ψ). Hence we obtainπ
. We now claim that the operatorπ
] is identically 0, which will complete the proof. It suffices to show that π
for any δ ∈ Z ℓ , where π is the map used to defineπ (see (4.1)). We have
where the last equality is by the Schur function straightening rule (Proposition 4.1).
Lemma 6.2. Let (Ψ, µ) be an indexed root ideal of length ℓ and z ∈ [ℓ − 1], and suppose Ψ has a ceiling in columns z, z + 1; (6.1) Ψ has a wall in rows z, z + 1; (6.2)
Then H(Ψ; µ) = 0.
Proof. Conditions (6.1)-(6.2) are just another way of saying τ z Ψ = Ψ. By (6.3),
Hence the result follows from Lemma 6.1.
Example 6.3. By Lemma 6.2 with z = 2, the following Catalan function is zero:
Lemma 6.4 (Mirror Lemma I). Let (Ψ, µ) be an indexed root ideal of length ℓ, and let y, z, w be indices in the same bounce path of Ψ with 1 ≤ y ≤ z ≤ w < ℓ, satisfying Ψ has a ceiling in columns y, y + 1; (6.4) Ψ has a mirror in rows x, x + 1 for all x ∈ path Ψ (y, up Ψ (w)); (6.5) Ψ has a wall in rows w, w + 1; (6.6) µ x = µ x+1 for all x ∈ path Ψ (y, w) \ {z}; (6.7) µ z = µ z+1 − 1.
(6.8)
Proof. The proof is by induction on w − y. The base case y = w is Lemma 6.2. Now assume y < w. By (6.5), the root β = (up Ψ (w + 1), w) is addable to Ψ. So we can expand H(Ψ; µ) using (5.1) to obtain
The root ideal Ψ ∪ β has a wall in rows up Ψ (w), up Ψ (w) + 1 and a ceiling in columns w, w + 1. Hence, if z = w, we have H(Ψ ∪ β; µ) = 0 by the inductive hypothesis and H(Ψ ∪ β; µ + ε β ) = 0 by Lemma 6.2 ((6.3) holds by (µ + ε β ) w = (µ + ε β ) w+1 − 1). If z = w, then we have H(Ψ ∪ β; µ) = 0 by Lemma 6.2 and H(Ψ ∪ β; µ + ε β ) = 0 by the inductive hypothesis ((6.8) holds with µ + ε β in place of µ and up Ψ (w) in place of z).
Here is another useful variant:
Lemma 6.5 (Mirror Lemma II). Let (Ψ, µ) be an indexed root ideal of length ℓ, and let y, w be indices in the same bounce path of Ψ with 1 ≤ y ≤ w < ℓ, satisfying (6.4)-(6.6) and µ x = µ x+1 for all x ∈ path Ψ (y, w).
If Ψ has a removable root α in column y, then H(Ψ; µ) = H(Ψ \ α; µ). Similarly, if Ψ has a removable root β in row w + 1, then H(Ψ; µ) = H(Ψ \ β; µ).
Proof. Apply (5.2) with the removable root α to obtain
where the second equality is by Lemma 6.4 applied with indexed root ideal (Ψ, µ + ε α ) and z = y ((6.8) holds since (µ + ε α ) y = (µ + ε α ) y+1 − 1). A similar argument with β in place of α gives H(Ψ; µ) = H(Ψ \ β; µ).
Example 6.6. By Lemma 6.5 with y = 2, w = 4, we have
The vertical dual Pieri rule gives a combinatorial description of e
µ . The proof of this rule requires extending it to a combinatorial description of a more general operator on s (k) µ , which we now define. Despite the fact that L d,V is not a well-defined operator on symmetric functions, it commutes with raising operators and the recurrences of Proposition 5.6. Moreover, it commutes with the Mirror Lemmas under some mild assumptions. This means that if we have any computation involving Catalan functions that only uses the recurrences and Mirror Lemmas in a controlled way, then we can commute L d,V through this entire computation. This is a powerful technique and is crucial to the proof of the vertical dual Pieri rule. Proposition 6.9. Let (Ψ, µ) be an indexed root ideal. For any root β addable to Ψ,
(6.10)
Proof. This is immediate from the definition of L d,V and Proposition 5.6. Proof. By definition,
The terms in the sum such that S contains both or neither of z, z+1 are zero by Lemma 6.2. If V ∩{z, z+1} = ∅, then this accounts for all the terms, and we are done. If {z, z+1} ⊂ V , then the remaining terms come in pairs:
By Lemma 6.1 with γ = µ−ǫ S ′ −ǫ z+1 (using that t z γ = γ and µ−ǫ S ′ −ǫ z = ǫ z+1 −ǫ z +t z γ), H(Ψ; µ − ǫ S ′ − ǫ z ) + H(Ψ; µ − ǫ S ′ − ǫ z+1 ) = 0. Hence the right side of (6.13) is zero. For comparison here is an example in which (6.12) is not satisfied: Lemma 6.12. Let (Ψ, µ) be an indexed root ideal of length ℓ, let y, z, w be indices in the same bounce path of Ψ with 1 ≤ y ≤ z ≤ w < ℓ, and let V ⊂ [ℓ]. Suppose that this data satisfies (6.4)-(6.8) together with V contains both or neither of x, x + 1 for all x ∈ path Ψ (y, w).
(6.14)
Proof. Repeat the proof of Lemma 6.4 using Lemma 6.10 in place of Lemma 6.2 and (6.10) in place of (5.1).
Lemma 6.13. Let (Ψ, µ) be an indexed root ideal of length ℓ, let y, w be indices in the same bounce path of Ψ with 1 ≤ y ≤ w < ℓ, let d ≥ 0, and let V ⊂ [ℓ] satisfy (6.4)-(6.6), (6.9), and (6.14). If Ψ has a removable root α in column y, then
Proof. Repeat the proof of Lemma 6.5 using (6.11) in place of (5.2) and Lemma 6.12 in place of Lemma 6.4.
Example 6.14. By Lemma 6.13 with y = 2, w = 4, for any d ≥ 0 and V ⊂ {1, 2, 3, 4, 5, 6} such that V ∩ {2, 3} has size 0 or 2 and V ∩ {4, 5} has size 0 or 2, there holds
k-Schur straightening
One beautiful consequence of identifying k-Schur functions as a subclass of Catalan functions is that we obtain a natural generalization of k-Schur functions to a class of Catalan functions indexed by the set of weights µ from (2.4) carries over unchanged to this more general setting, which we record for convenience:
and the associated Catalan function The first was computed explicitly in Examples 2.14 and 4.5.
The following is essentially a restatement of the definition of ∆ k , which we will reference frequently. 
Proof. Expand H(Ψ; µ) using (5.2) with the removable root δ = (y + 1, z + 1) to obtain
Using that µ z = µ z+1 − 1 and µ y ≥ µ y+1 with the definition of ∆ k shows that Ψ \ δ has a wall in rows z, z +1 and a ceiling in columns z, z +1. Hence H(Ψ\δ; µ) = 0 by Lemma 6.2.
The root α = (y + 1, down Ψ (y + 1) − 1) = (y + 1, z) is addable to Ψ by the assumption µ y ≥ µ y+1 ; also set B = {β} with β = (z + 1, down Ψ (z + 1)) if this is defined and B = ∅ otherwise. Lemma 6.5, applied to the indexed root ideal (Ψ ∪ α, µ + ε δ ), yields
For the last equality we are using µ z+1 ≥ µ z+2 to conclude that down Ψ (z + 1) is defined if and only if the (z + 1)-st row of Ψ is nonempty.
Remark 7.5. For conditions such as (7.6) arising in this section and the next, corner cases z = ℓ − 1 and y = 0 are conveniently handled by defining µ 0 = k and µ ℓ+1 = 0 for µ ∈ Par k ℓ . The latter is a standard convention, however, we must take care here since the definitions of ∆ k (µ) and s = t s
42221 .
Remark 7.7. It is not difficult to show using Lemma 6.2 that for µ ∈ Par µ z = µ z+1 − 1; (7.10) µ z+1 = · · · = µ z+h and µ y+1 = · · · = µ y+h ; (7.11)
By h applications of Lemma 7.4, we obtain s
µ h . We verify that the hypotheses of Lemma 7.4 are satisfied at each step: it follows from Proposition 7.3 that (y + i + 1, k − µ y+i+1 + y + i + 2) = (y + i + 1, z + i + 1) (using (7.11) and k + 1 − µ y+1 + y + 1 = z + 1 for the equality) is a removable root of ∆ k (µ i ) for each i ∈ [0, h − 1]; this ensures that (7.4) holds for each application of the lemma. The assumptions (7.11)-(7.12) ensure that (7.5)-(7.6) hold for each application of the lemma.
The following definition is forced on us by the combinatorics arising in k-Schur straightening. Examples of this definition and Lemma 7.8 are given at the end of the subsection. 
If y is undefined or, equivalently, h = 0 then cover z (λ) = µ (we interpret [y + 1, y + h] = ∅ in this case). We also define the bounce from λ to cover z (λ) by
For the proof of k-Schur straightening II below and the results of the next subsection, we also define integers c ′ and h x as follows: if λ z+h > λ z+h+1 , then c ′ := −1; otherwise,
And for x ∈ uppath Ψ (z), let
Lemma 7.10. The following facts clarify Definition 7.9.
is defined and z < ℓ, then (7.14) holds with h = 1 (so there does exist a largest h ∈ [ℓ − z] satisfying (7.14)).
Note that we have used Remark 7.5 to handle corner cases in (i) and (ii).
Proof. Statements (i) and (iii) are straightforward consequences of Proposition 7.3 and (ii) is immediate from (i).
Lemma 7.11. The intervals in (7.14) are pairwise disjoint.
Proof. It suffices to show that x + h x < down Ψ (x) for all x ∈ uppath Ψ (z) \ {z} and y + h < top Ψ (z). We begin by proving the former (this is stronger than what we need, but we will use this version later). Suppose for a contradiction that this fails; then there is a largest x ∈ uppath Ψ (z) \ {z} such that
where we have used Proposition 7.3 for the first and third equalities. This contradicts our choice of x.
Now to prove y + h < top Ψ (z), suppose for a contradiction that y + h ≥ top Ψ (z). Then by definition of h, we have µ y+1 = · · · = µ top Ψ (z) = · · · = µ y+h . If z = top Ψ (z), this contradicts µ z−1 > µ z and we are done, so assume top Ψ (z) < z. We have
where the the first, second, and fourth equalities follow from Proposition 7.3. This contradicts the result of the previous paragraph x + h x < down Ψ (x) for x = top Ψ (z).
Theorem 7.12 (k-Schur straightening II). Maintain the notation of Definition 7.9. Then
and this is equal to 0 if cover z (λ) / ∈ Par k ℓ . Proof. We first prove (7.18) . This is trivial if h = 0, so assume h > 0 for the remainder of this paragraph. Let path Ψ (y + 1, z + 1) = (b c + 1, b c−1 + 1, . . . , b 0 + 1) (thus b 0 = z and b c = y).
. By c applications of Lemma 7.8, we obtain
µ c . The hypotheses of the lemma are satisfied at each step: (7.9)-(7.10) are clear from the definition of h, (7.11) follows from the definition of h together with Lemma 7.11, and (7.12) follows from µ + ǫ z ∈ Par 
Also by the definitions of h and c ′ , we have µ b c ′ +1 +h > µ b c ′ +1 +h+1 (we need to check that µ b c ′ +1 +h < µ b c ′ +1 +h+1 cannot occur, but this follows from µ z−1 > µ z and
This means thatΨ has a ceiling in columns b c ′ + h, b c ′ + h + 1. Together with (7.19) , this shows that the hypotheses of Lemma 6.4 are satisfied for the indexed root ideal (Ψ, ν) (with y, z, w of the lemma equal to b c ′ + h, z + h, z + h, respectively) and hence s Example 7.13. We illustrate Definition 7.9 and different cases of the proof of Theorem 7.12 with several examples, all with k = 4. First, let λ = 222222221, µ = 222221221, z = 6. Then uppath ∆ k (µ) (z) = (6, 3), uppath ∆ k (µ) (z + 1) = (7, 4, 1), y + 1 = 1, c = 2, h = 2, and cover z (λ) = 332221111. We illustrate the two applications of Lemma 7.8 used in the proof of Theorem 7.12 to obtain s = 0.
7.3. k-Schur straightening and the subset lowering operators. Here we show that k-Schur straightening "commutes" with the subset lowering operators under some mild assumptions.
. Suppose that (7.4)-(7.6) hold and V contains both or neither of z, z + 1. Recall that y + 1 := up Ψ (z + 1) by (7.4). Then for any d ≥ 0,
Proof. Repeat the proof of Lemma 7.4 with (6.11) in place of (5.2), Lemma 6.10 in place of Lemma 6.2, and Lemma 6.13 in place of Lemma 6.5.
. Suppose (7.9)-(7.12) hold and V contains all or none of the interval
Proof. Repeat the proof of Lemma 7.8 with Lemma 7.14 in place of Lemma 7.4. 
otherwise.
Proof. Repeating the proof of (7.18) with Lemma 7.15 in place of Lemma 7.8 gives
coverz(λ) (without the restriction cover z (λ) ∈ Par k ℓ ); here we need that V contains all or none of the interval [x, x + h] for all x ∈ uppath Ψ (z), which is certainly implied by our assumption on V . If cover z (λ) ∈ Par k ℓ we are done. Otherwise, repeat the last three paragraphs of the proof of Theorem 7.12 with Lemma 6.12 in place of Lemma 6.4; Lemma 6.12 requires that V contains all or none of [x+ h, x+ h+ 1] for all x ∈ pathΨ(up
where the equality is by (7.19) and c ′ andΨ are as in the proof of Theorem 7.12; this condition on V combined with that of the previous paragraph is equivalent to the assumption on V in the statement.
Example 7.17. We continue Example 7.13. For the first example, µ = 222221221, we have h x = h = 2 for all x ∈ uppath ∆ k (µ) (z) = (6, 3). Hence the hypothesis on V in Theorem 7.16 is that V must contain all or none of the intervals {3, 4, 5} and {6, 7, 8}. For the second example, µ = 222221222, we have uppath ∆ k (µ) (z) = (6, 3), h = 2, h 6 = 3, h 3 = 2. Thus the intervals [x, x + h x ] are {3, 4, 5} and {6, 7, 8, 9}. So, for instance, V = [8] would work for the previous example, but not this one. For the third example, µ = 432221222, we have uppath ∆ k (µ) (z) = (6, 3), h = 1, h 6 = 2, h 3 = 2. Thus the intervals [x, x + h x ] are {3, 4, 5} and {6, 7, 8}. Theorem 7.16 gives the most general conditions on V for which k-Schur straightening is possible, however we will only need it for V = [m − 1] for each m ∈ uppath Ψ (z). Theorem 7.16 does indeed apply in this case, as the following result shows.
, and z be as in Definition 7.9, and h x be as in (7.17). Then for any m ∈ uppath Ψ (z), the set [m−1] contains all or none of the interval [x, x+h x ] for all x ∈ uppath Ψ (z).
Proof. This is immediate from the first paragraph of the proof of Lemma 7.11.
The bounce graph to core dictionary
Here we connect the combinatorics associated to bounce graphs and k-Schur straightening to strong (marked) covers. In particular, we give an explicit description of strong (marked) covers in terms of the corresponding k-bounded partitions (Propositions 8.10 and 8.12). To make this connection, we use a description of strong covers in terms of edge sequences and offset sequences; we follow [21] for this background.
Throughout this section, fix a positive integer k and let n = k + 1.
The edge sequence of a partition κ is the bi-infinite binary word p(κ) = p = . . . p −1 p 0 p 1 . . . obtained by tracing the border of the diagram of κ from southwest to northeast, such that every letter 1 (resp. 0) represents a north (resp. east) step. We adopt the convention 1 that the meeting point of the edges p i and p i+1 is the southeast corner of a box in diagonal i, where the diagonal of a box (r, c) of a partition diagram is c − r.
A partition κ is an n-core if and only if each subsequence . . . p i−2n p i−n p i p i+n p i+2n . . . has the form . . . 111000 . . . . Thus an n-core κ is specified by recording, for each i ∈ Z, the integer d i such that p i+n(d i −1) = 1 and p i+nd i = 0. The sequence (d i ) i∈Z is the extended offset sequence of κ. Note that
The affine symmetric group S n can be identified with the set of permutations w of Z such that w(i+n) = w(i)+n for all i ∈ Z and n i=1 (w(i)−i) = 0 (see [28] ). For r < s with r ≡ s mod n, the reflection t r,s ∈ S n is defined by t r,s (r +jn) = s+jn, t r,s (s+jn) = r +jn for all j ∈ Z and t r,s (i) = i for all i ∈ Z such that r − i, s − i / ∈ nZ. There is a natural action of S n on edge sequences and extended offset sequences: the reflection t r,s acts on an edge sequence p by exchanging the bits p r+in and p s+in for all i ∈ Z, and t r,s d is obtained from d in the same way. This gives an S n action on n-cores.
It is worth pointing (though we will only make use of this implicitly through citations) that there is a bijection between minimal coset representatives S n /S n and n-cores, compatible with the S n actions, given by wS n → w · ∅, where ∅ denotes the empty partition. Moreover, this bijection matches strong Bruhat order with the inclusion partial order on n-cores (see Propositions 8.7, 8.8, 8.9 , and 9.3 of [21] ).
We also need one new definition, not given in the reference [21] . For an n-core κ, the row map of κ is the function
With this definition, f (z) − 1 is the diagonal of the box (z, κ z ) on the eastern border of κ. By our convention above for the sequence p, this means that p f (z) corresponds to the north step in row z; in other words, f (z) is equal to the index i such that p i = 1 and Our first task in this section is to give the translation between bounce paths and extended offset sequences. We write c for the inverse of the bijection p, which is a map from Par k to k + 1-cores. Recall that a strong cover τ ⇒ κ is a pair of n-cores such that τ ⊂ κ and |p(τ )| + 1 = |p(κ)|. Lemma 8.3. Let κ be an n-core with extended offset sequence d and t r,s ∈ S n a reflection. ; it follows from the interpretation of t r,s κ ⇒ κ in terms of edge sequences. We now prove (iv). By (iii), the northeastmost box of the ribbon R j is the box in diagonal s − 1 + nj on the eastern border of κ. The row z j containing this box satisfies f (z j ) = s + nj by the discussion following (8.2) . The statement about the uppath then follows from Proposition 8.2 (b) and (e).
The next result gives a description of strong covers with the focus on the row indices of the shape κ rather than diagonals. This result as well as Lemmas 8.7 and 8.9 prepare us to prove the main results of this section, which connect strong covers to cover z (λ) from k-Schur straightening.
Lemma 8.4. Let κ be an n-core with extended offset sequence d and row map f . Let z ∈ [ℓ(κ)] and set s = f (z). Let r < s be as small as possible such that
There exists a strong cover τ ⇒ κ such that the southwestmost component of κ/τ has smallest row index z if and only if (d r = 0 and s − n < r). Moreover, this cover is unique if it exists and τ = t r,s κ.
Definition 8.5. We define cover z (κ) = τ if the strong cover in Lemma 8.4 exists, and otherwise we say that cover z (κ) does not exist.
Proof. For the "only if" direction, suppose τ ⇒ κ is a strong cover such that the southwestmost component of κ/τ has smallest row index z. We can write τ = t r ′ ,s ′ κ with r ′ < s ′ determined uniquely by requiring
. By Lemma 8.3 (ii), r = r ′ , and hence d r = 0 and s − n < r. This also establishes uniqueness.
For the "if" direction, suppose d r = 0 and s − n < r. Note that d s > 0 since s ∈ Image(f ). Then by Lemma 8. Proof. This is a direct consequence Proposition 7.3. 
This is the same as the definition of h except with λ in place of (the second equality of (8.5) holds by µ z−1 > µ z =⇒ g(µ) ≤ z − up Ψ (z + 1)). We have
with equality if and only if g(λ) > z − up Ψ (z + 1) (the last equality is by Proposition 7.3). This proves (8.5).
The next three results establish a dictionary between constructions on the core side (strong covers, spin) and constructions on bounce graph side (cover z (λ), bounce). 
Proof. If λ z = 0, then both conditions in (i) fail. So now assume λ z > 0. Maintain the notation of Lemma 8.4 so that s = f (z) and r is defined by (8.3) . The edge sequence, extended offset sequence, and row map of κ are denoted p, d, and f , respectively.
We first prove (i). For an index r ′ < s, defineh(r
One checks using Proposition 8.2 (e) and (g) thath(r) is equal to the h ′ defined in Lemma 8.9 and where h is as in Definition 7.9. We treat the cases s − n < r and s − n ≥ r separately. By Proposition 8.2 (f), k − λ z =h(s − n); this together with Lemma 8.9 yields s − n < r =⇒ h = h ′ , and s − n ≥ r =⇒ h = k − λ z . Hence in the case s − n < r, (8.6) implies (8.7). In the case s−n ≥ r, using that d s−n = d s +1 > 0 and h = k −λ z =h(s−n) we have f (z + h + 1) = s − n; by definition of r, there are no 0's in d f (z+h+1) · · · d f (z+h) , and thus λ z+h = λ z+h+1 by Proposition 8.2 (g).
We now prove (ii). By (i), τ := cover z (κ) exists. The border sequence of τ is q := t r,s p. Define the sequencep byp i = n − j∈[i−n+1,i] p i , and defineq similarly in terms of q.
is the subsequence ofp (resp.q) over those indices j such that p j = 1 (resp. q j = 1). By the definition of r, the sequencep is constant on
. Using this, (8.8) , and q = t r,s p, one checks that p(τ ) = λ + ǫ I − ǫ J , where
. Let y be as in Definition 7.9. We have I = [y + 1, y + h] and J = [z, z + h] by h =h(r) (from the proof of (i)) and Proposition 8.2 (b) and (e) . Hence p(τ ) = cover z (λ) as desired. 
Proof. The set VSMT Example 8.14. In Example 2.11 we computed the spins of the possible markings of the strong cover 663331111 = τ ⇒ κ = 665443221 (reproduced on the right in (8.9)-(8.10)). We have τ = cover z (κ) for z = 6 (see Example 8.6) and λ = p(κ) = 222222221. We verify Proposition 8.13 for each m ∈ uppath ∆ k (λ) (z) = {6, 3}:
where bounce(cover z (λ), λ) = h · c = 2 · 2 = 4 (by Example 7.13).
The dual Pieri rules
To better understand the dual Pieri rules for k-Schur functions, let us first consider the dual Pieri rule for ordinary Schur functions for d = 1. This rule can be stated in the following elegant way:
This is the same as the sum of Schur functions indexed by partitions obtained by removing a corner from λ since s λ−ǫz is nonzero if and only if (z, λ z ) is a removable corner. We have the following analogous formula for the s 
the (vertical) dual Pieri rule for d = 1 is then obtained by evaluating the right side using k-Schur straightening II. To prove the vertical dual Pieri rule for general d, we need a more refined version to induct on d. This refined statement involves the subset lowering operators, recalled below. Somewhat miraculously, the combinatorics of bounce graphs and k-Schur straightening matches exactly the combinatorics of strong covers-we obtain an algebraic meaning for the sum over strong covers with a fixed marking; see Theorem 9.2. This is the refined statement we need for d = 1. The general case is then handled in Theorem 9.3. (The former is a special case of the latter so is unnecessary but we include it as an instructive warmup.)
We will need the following variants of the notation from Definition 6.7 for the subset lowering operators: for d ≥ 0, m ∈ [ℓ], and an indexed root ideal (Φ, λ) of length ℓ, define 
Proof. We have
where Ψ z := Φ \ {(z, down Φ (z))} for z = bot Φ (m) and Ψ z := Φ for z = bot Φ (m). The first equality is by Corollary 5.7 and the second is by ∆
For a (vertical) strong marked tableau T = (κ
), define marks(T ) to be the set {r 1 , . . . , r m } of markings that appear in T . 
Proof. Set Φ = ∆ k (λ). Beginning with Proposition 9.1, we obtaiñ
where the second equality is by Theorem 7.12 and the third equality is by Propositions 8.12 and 8.13. 
In the special case m = ℓ, the condition marks(T ) ⊂ [m] in (9.8) is no restriction at all. Hence this proves Property (2.6).
Propositions 8.12 and 8.13 (just as in the proof of Theorem 9.2). The fifth equality is by the inductive hypothesis, and the last equality holds since a vertical strong marked tableau T of weight (d) with max(marks(T )) = m is the same as a vertical strong marked tableau V of weight (1) 
222220 .
Remark 9.5. Theorem 9.3 is somewhat delicate. By definition,
However, each Catalan function H(∆ k (λ); λ − ǫ S ) in the sum is not necessarily equal to T ∈VSMT 
222211 , H(Φ; 121222) = −t 3 s
222211 , H(Φ; 122122) = t 3 s
222211 , H(Φ; 211222) = t 3 s
222211 , H(Φ; 212122) = t 4 s
322111 + t 3 s
222220 , H(Φ; 221122) = t 2 s
222211 .
Summing these, we recover the positive expression in Example 9.4. The proof of Theorem 9.3 implicitly handles cancellation of this form to produce the positive sum in (9.8).
9.2. The horizontal dual Pieri rule. We prove this rule (Property (2.5)) using the vertical dual Pieri rule and a trick involving symmetric functions in noncommuting variables, inspired by [9, 2] .
Fix positive integers ℓ and k. Recall that by Theorem 2.8, {s We have found it more natural here to work with right operators, so for this subsection we consider all operators to act on the right. Note that the set of T in the sum is just another notation for the set of strong marked covers τ r = ⇒ κ with p(κ) = µ. For d ≥ 0, define the following versions of the elementary and homogeneous symmetric functions in the (noncommuting) operators u i : Proof. These facts are direct consequences of the definition of a skew-linking diagram. The first uses that λ is a partition and the second that µ is. Lemma 10.3. Let λ κ/η − − → µ be a skew-linking diagram and Ψ a root ideal which agrees with Φ(κ/η) in rows ≥ y. Suppose that Ψ has a removable root of the form α = (a, y), Ψ has a ceiling in columns y, y + 1, and κ y = κ y+1 . Then H(Ψ; λ) = H(Ψ \ α; λ).
Proof. Apply Lemma 6.5 with indexed root ideal (Ψ, λ) and w = bot(y); we need to verify the hypotheses (6.4)-(6.6), (6.9), and w < ℓ(κ). The first, (6.4), holds by assumption. Next, by Lemma 10.2, κ y = κ y+1 implies λ y = λ y+1 and η y = η y+1 . By definition of Φ(κ/η), if η y > 0, then down Ψ (y) = µ ηy + y and thus κ down Ψ (y) = κ down Ψ (y)+1 by Lemma 10.2. Iterating this argument gives κ x = κ x+1 , λ x = λ x+1 , and η x = η x+1 for all x ∈ downpath Ψ (y), which verifies (6.5), (6.9) , and also w < ℓ(κ) (since κ w = κ w+1 > 0). Lastly, since Ψ has a removable root in row i for z ≤ i ≤ ℓ(η) and no roots in rows > ℓ(η), we have w > ℓ(η) and Ψ has a wall in rows w, w + 1, i.e., (6.6) holds. It is most natural to regard (∆ k (λ), λ) as an indexed root ideal of length ℓ(λ) = ℓ(κ), and we do this in the proof below, however this is not strictly necessary by Proposition 4.12.
Proof. Let µ denote the rows of (κ/η) ′ . Let Ψ s = {(i, j) ∈ ∆ k (λ) | i < s} ⊔ {(i, j) ∈ Φ(κ/η) | i ≥ s}.
We have Ψ 1 = Φ(κ/η) and Ψ ℓ(η)+1 = ∆ k (λ) since both Ψ and ∆ k (λ) have no roots (i, j) for i > ℓ(η); namely, when i > ℓ(η), κ/η is a k-skew diagram implies that k + 1 − λ i + i ≥ µ 1 + i > ℓ(η) + µ 1 = ℓ(κ). It thus suffices to show H(Ψ s+1 ; λ) = H(Ψ s ; λ) for all s ∈ [ℓ(η)].
Let s ∈ [ℓ(η)]. Since κ/η is a k-skew diagram, λ s + µ ηs > k and thus by repeated application of Lemma 10.3. The hypotheses hold at each step by (10.1) and the facts (1) Ψ s+1 has a ceiling in columns j, j + 1 for j ∈ J, and (2) κ j = κ j+1 for j ∈ J. Fact (1) holds by (10.1) and down Ψ s+1 (s + 1) = µ η s+1 + s + 1 > µ ηs + s. For (2), note that the box (s, η s + 1) has hook length ≤ k in κ, and hence the box (k + 1 − λ s + s, η s + 1) / ∈ κ. Together with (µ ηs + s, η s ) ∈ κ, this implies κ k+1−λs+s = η s = κ µη s +s . .
