Abstract. The study of dynamic equations on time scales, which goes back to its founder Stefan Hilger (1988), is an area of mathematics which is currently receiving considerable attention. Although the basic aim of this is to unify the study of differential and difference equations, it also extends these classical cases to cases "in between". In this paper we present time scales versions of the inequalities: Hölder, Cauchy-Schwarz, Minkowski, Jensen, Gronwall, Bernoulli, Bihari, Opial, Wirtinger, and Lyapunov.
Unifying Continuous and Discrete Analysis
In 1988, Stefan Hilger 13] introduced the calculus on time scales which unifies continuous and discrete analysis. A time scale is a closed subset of the real numbers.
We denote a time scale by the symbol T . For functions y defined on T , we introduce a so-called delta derivative y ∆ . This delta derivative is equal to y 0 (the usual derivative) if T = R is the set of all real numbers, and it is equal to ∆y (the usual forward difference) if T = Z is the set of all integers. Then we study dynamic equations f (t y y ∆ y Hence the graininess function is constant 0 if T = R while it is constant 1 for T = Z . However, a time scale T could have nonconstant graininess. Now, let f be a function defined on T . We say that f is delta differentiable ( if µ (t) > 0:
Other useful formulas are as follows:
g(t)g(σ(t))
: (2.3) A function f defined on T is rd-continuous, if it is continuous at every right-dense point and if the left-sided limit exists at every left-dense point. The importance of rdcontinuous functions is revealed by the following existence result by Hilger 13] 
Hölder's Inequality
The following version of Hölder's inequality on time scales appears in 8, Lemma 2.2 (iv) ] , and it's proof is similar to that of the classical inequality as given e.g. in 12, Theorem 188]. Proof. For nonnegative real numbers α and β , the basic inequality
holds. Now suppose, without loss of generality, that
Apply (3.1) to
and integrate the obtained inequality between a and b (this is possible since all occurring functions are rd-continuous) to find
This directly yields Hölder's inequality.
The special case p = q = 2 reduces to the Cauchy-Schwarz inequality.
Next, we can use Hölder's inequality to deduce Minkowski's inequality. 
Proof. We apply Hölder's inequality, Theorem 3.1, with q = p=(p ; 1) to obtain
We divide both sides of the obtained inequality by
to arrive at Minkowski's inequality.
Jensen's Inequality
The proof of Jensen's inequality on time scales follows closely the proof of the classical Jensen's inequality (see for example 11, Problem 3.42]). If T = R , then our version is the same as the classical Jensen inequality. However, if T = Z , then it reduces to the well-known arithmetic-mean geometric-mean inequality. 
Proof. Let x 0 2 (c d) . Then (e.g., by 11, p. 109]) there exists β 2 R such that
Since g is rd-continuous,
is well defined. F g is also rd-continuous, and hence we may apply (4.1) with x = g(t) 540 R. AGARWAL, M. BOHNER AND A. PETERSON and integrate from a to b to obtain
This directly yields Jensen's inequality. 
) 1=N and hence 
This is the well-known arithmetic-mean geometric-mean inequality.
and therefore
Gronwall's Inequality
The set of all rd-continuous functions f that satisfy 1 + µ (t) f (t) > 0 for all t 2 T will be denoted by R + .
The following existence theorem has been proved by Hilger, see 13].
THEOREM 5.1. Let t 0 2 T . If p is rd-continuous and regressive, then
has a unique solution.
We call the unique solution from Theorem 5.1 the exponential function and denote it by e p ( t 0 ) . In fact, there is an explicit formula for e p (t s) , using the so-called cylinder transformation We now proceed to give some fundamental properties of the exponential function. To do so it is necessary to introduce the following notation: For regressive p q : T ! R we define
Note that the set of all regressive and rd-continuous functions together with the addition is an Abelian group. 
is given by
A comparison theorem follows. 
Since y(s) = 0 , we have by Theorem 5.4
so that e α (t s) > 1 + α (t ; s) follows. 
Then z(a) = 0 and
By Theorem 5.4,
and hence the claim follows because of y(t) 6 f (t) + z(t) .
If we take T = hZ and a = 0 in Gronwall's inequality we get the following. 
If we let h = 1 in the above example we get the following. Proof. This is Theorem 5.6 with f (t) 0 . Proof. In Theorem 5.6, let f (t) = α (t ; a) + β and p(t) γ . Then
To proceed we observe that for
we have Proof. We denote
Since p(t) > 0 and y(t) 6 v(t) , the monotonicity of g implies v
∆ (t) = p(t)g(y(t)) 6 p(t)g(v(t))
and so v satisfies v
But y(t) 6 v(t) 6 w(t) now shows the correctness of our claim.
Opial's Inequality
Opial inequalities and many of their generalizations have various applications in the theories of differential and difference equations. This is very nicely illustrated in the book 4] "Opial Inequalities with Applications in Differential and Difference Equations" by Agarwal and Pang, which is the only book devoted solely to continuous and discrete versions of Opial inequalities. In this section, following 7], we present several Opial inequalities that are valid on time scales. Throughout we assume 0 2 T and let h 2 T with h > 0 .
We will need two simple consequences of the product rule: First,
and in general, one can use mathematical induction to prove the formula 
with equality when x(t) = ct .
Proof. Consider
Then we have y ∆ = jx ∆ j and jxj 6 y so that
where we have used formula (6.1) and Theorem 3.1 for p = 1=2 . Now, letx(t) = ct for some c 2 R . Thenx
c , and it is easy to check that the equation
We next state a generalization of Theorem 6.3 where x(0) need not be equal to 0 .
where α 2 T with dist(h=2 α ) = dist(h=2 T) (6.3) and β = maxfjx(0)j jx(h)jg.
A consequence of Theorem 6.2 is the following result.
where α is given in (6. 3).
Now we offer some of the possible generalizations of the inequalities presented above. The continuous and/or discrete versions of these results may be found in 4]. We have not included all of such results, but most of them may be proved by using similar techniques as the ones presented in this section. 
l+1 ∆t: 
We conclude this section with a Wirtinger type inequality from 15]. 
for any y with y(a) = y(b) = 0 and such that y ∆ exists and is rd-continuous, where
Proof. For convenience we skip the argument (t) in this proof. Let
Without loss of generality we assume that M ∆ is of positive sign. Then we apply the Cauchy-Schwarz inequality, Theorem 3.2, to estimate
Therefore, by denoting C = p A=B , we find that C 2 ; 2αC ; β 6 0 , and solving for C > 0 we obtain
so that the proof is complete. EXAMPLE 6.1. Let a > 0 and
To show this we remark that M(t) = 1 t satisfies the assumptions of Theorem 6.8, and
and (6.4) follows from Theorem 6.8.
As an application of Theorem 6.8 and Example 6.1 we now state a sufficient criterion for nonoscillation of a certain second order dynamic equation, see 15, Theorem 3]. THEOREM 6.9. Let N 2 T and define
then the equation
is nonoscillatory for all λ < 1 Ψ .
Lyapunov's Inequality
Lyapunov inequalities have proved to be very useful in oscillation theory, disconjugacy, eigenvalue problems, and numerous other applications in the theory of differential and difference equations. A nice summary of continuous and discrete Lyapunov inequalities and their applications can be found in the survey paper 10] by Chen. In this section we present several versions of Lyapunov inequalities on time scales. The established results supplement those presented in 6]. Throughout we assume a b 2 T with a < b .
We let T R be any time scale, p : T ! R be rd-continuous with p(t) > 0 for all t 2 T , and consider the Sturm-Liouville dynamic equation together with the quadratic functional
To prove a Lyapunov inequality for
we need the following auxiliary results. Proof. Under the above assumptions we find
where we have used the product rule (2.2). We then have
Hence x solves the special Sturm-Liouville equation (7.1) where p = 0 and therefore we may apply Lemma 7.1 to F 0 defined by 
Proof. Suppose x is a solution of (7.1) with x(a) = x(b) = 0 . Then we have from Lemma 7.1 (with y = 0 ) that
Since x is nontrivial, we find that M defined by
is positive. We now let c 2 a b] to be such that x and s = b ) we find
where the last inequality holds because of
dividing by M > 0 yields the desired inequality.
EXAMPLE 7.1. We shall discuss the two classical cases T = R and T = Z . As an application of Theorem 7.1 we now state a sufficient criterion for disconjugacy of ( In the remainder of this section we present corresponding results for the linear Hamiltonian dynamic system We denote by W( r) the unique solution of the initial value problem W ∆ = ;A (t)W W(r) = I where r 2 a b] is given, i.e., W(t r) = e ;A (t r) . Note that W exists due to our assumption on the invertibility of I ;µA. Observe that W(t r) I provided A(t) 0 . 
W (t c)B(t)W(t c)∆t and let ν(t) be the largest eigenvalue of C(t) . Then the Lyapunov inequality

