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Abstract—At present, 3D scene construction technology has 
been widely used in various fields. However, 3D scene 
construction is increasing on the human and material costs, and 
the production process is also complicated. First, we use a 
semantic analysis method to achieve better Chinese automatic 
word segmentation, which is bidirectional matching Chinese 
word segmentation based on N-gram model. Next, to solve the 
problems of low degree of automation and intelligence, we 
propose a new method of 3D scene construction based on spatial 
relationship and case-base. The objects and spatial relationships 
extracted from the scene description texts form a spatial 
constraint in the form of a triple, which is stored in the spatial 
relationship template library. Then the 3D model in the case-base 
is invoked to build the scene. This method takes the spatial 
constraint as the smallest module of the scene construction, 
which not only accelerates 3D scene construction, but also 
improves the rationality of the scene layout. At last, we apply this 
method to scene generation in a strategy game, in which the 
effectiveness and efficiency of the new method are proved. 
Keywords—3D scenes, spatial relationships, case-base, N-
gram 
I. INTRODUCTION 
Three-dimensional scene construction technology uses 
digital image processing, computer graphics, computer vision, 
human-computer interaction, and other technologies to create a 
realistic virtual world through the powerful computing 
capabilities and graphics rendering ability of computers [1-6]. 
At present, 3D scene construction technology has been widely 
applied to military, medical, education, entertainment, urban 
planning, architectural design, cultural relics protection, and 
other fields. However, this work is clumsy and time-
consuming, which requires a large number of excellent CG 
(Computer Graphics) personnel. To reduce the labor and time 
costs of modeling, the automation of 3D scene construction 
technology is an inevitable trend. Many scholars make deeply 
research on this project. 
In the production of the game and movie animation making, 
the scene design provides characters’ activity environment in 
the play. The quality of scene production technology is directly 
related to the quality of film modeling. The basic content of 
scene design includes the construction of the basic scene and 
the selection and layout of props in the scene. With the rapid 
development of computer technology, people can complete a 
large number of heavy manual drawing work with the help of 
the technique of computer. Compared with the traditional 
method, in addition to the repeated modification in the design 
process, the design results can be reused and shared, which 
greatly improves the design efficiency and reduces the 
production costs. From the earliest spatial automatic layout 
based on geometric constraints to the scene construction based 
on semantics, from manual intervention to automatic 
generation of system, the research on automatic generation of 
scene has achieved many beneficial results. However, accurate 
scene object relationship description, efficient automatic and 
intelligent modeling method, and model sharing and reuse are 
still urgent difficulties in current 3D animation scene modeling 
field [7-8]. This paper proposes a new method of semantic-
driven 3D scene construction based on spatial relation and 
case-base, and we apply this method to a strategy game. 
Semantic analysis is the first step of computer processing 
after the user inputs data. Natural language processing (or 
Computational Linguistics) is becoming the most advanced 
technology in the world. It has been developed since the 1960s. 
Text mining, also known as “text analysis”, uses natural 
language processing to transform unstructured corpus into 
standard and standardized documents or databases for further 
analysis through the application of artificial intelligence 
technology and machine learning algorithm [9]. Text mining 
includes a series of techniques for representing and 
transforming text. In-text mining, NLP is a collection of 
processing algorithms based on syntactic and semantic rules or 
statistics, which can be used to parse, segment, extract or 
analyze text data [10]. 
According to research, special games can increase players’ 
brain flexibility, especially strategy games. Scientists call brain 
flexibility the foundation of human intelligence. Strategy 
games can be used to enhance the ability to solve problems, 
even beyond other abilities [11]. For education, Nikitakos [12] 
uses a variety of strategies in the execution games. To better 
execute such games, this paper introduces semantic-driven 3D 
scene construction based on spatial relation and case-base. In 
the scene layout, the decision-making ability of the brain is 
trained to enhance its flexibility. 
This paper is structured as follow. Section1 presents the 
research background, the research significance and content 
structure. Section2 presents some related works in the 
generation of a 3D scene and its application in strategy games. 
Section3 introduces Chinese word segmentation and spatial 
relation extraction. Section4 focuses on 3D scene construction 
method based on spatial relation and case-base. Section5 
mainly discusses application in strategy game. Finally, 
Section6 presents our main conclusions and some ideas for 
future work. 
II. RELATED WORK 
3D scene design and synthesis has been widely used in 
game development and animation design. Fisher [13] proposes 
the user input 3D scene to generate some new 3D scene. 
Gallup [14] proposes an automatic scene reconstruction 
method based on video, which uses the algorithm of multi view 
depth map fusion to extract the height map of 3D surface. This 
paper proposes the semantic-driven 3D scene construction 
based on spatial relation and case-base in strategy games to 
improve the traditional 3D scene construction.  
The rapid development of Computational Linguistics 
provides a new solution for 3D scene construction [15-17]. 
People can annotate parts of speech, syntactic analysis, and 
semantic frame of natural language, and develop information 
retrieval, information extraction, and other technologies [18-
22]. For natural language, the smallest unit of meaning is a 
word, while for Chinese, the basic unit is a character. Chinese 
natural language processing should include the processing of 
characters, words, sentences, paragraphs, and chapters [23]. 
Due to the Chinese language particularity, Chinese word 
segmentation has developed into an independent research field, 
and many knowledge theories and algorithms have emerged. 
The corresponding research results of Chinese word 
segmentation are applied to different tasks by natural language 
processing, including information retrieval, machine translation, 
speech recognition, text error recognition, traditional and 
simplified Chinese automatic conversion, automatic answering 
question, and so on [24-28]. At present, in the process of actual 
word segmentation, there are three key problems: the 
standardization of word segmentation, the segmentation of 
ambiguous words, and the recognition of unknown words [29-
30]. According to different research methods, the existing word 
segmentation algorithms can be divided into three categories: 
dictionary-based word segmentation, statistical-based word 
segmentation, and rule-based word segmentation. The main 
models of word segmentation based on statistics are N-gram 
model and Hidden Markov model (HMM). In this paper, the 
semantic analysis is based on the N-gram model. 
At present, the methods of scene construction can be 
divided into the following directions: constraint-based scene 
construction, rule-based scene construction, and learning-based 
scene construction. 
Scene construction based on constraints. The earlier ones 
are the MultiCAD-GA system designed by Vassilas [31] and 
the DEM2OMS system designed by Ghassan [32]. Both 
systems set constraints in advance, and use a genetic algorithm 
to solve the furniture layout problem. The difference is the way 
to deal with the initial layout solution. The former uses 
constraint programming technology; the latter uses domain 
filtering technology to reduce the number of initial placement. 
In 2002, Xu Ken and others of Toronto University developed 
the CAPS system. The system uses geometric constraints based 
on the virtual physical world and semantic constraints based on 
the position relationship between objects in the real world to 
automatically guide the placement of objects in spatial [33,34]. 
In 2014, Liu Yongshan publishes a method for selecting and 
invoking LOD models of 3D scenes based on double 
constraints, which combines the distance constraints to select 
and invoke the level of objects detail models needed by users. 
After Bukowski proposes object association constraint, many 
scholars developed different furniture layout systems based on 
this concept [35-37]. This kind of system mainly aims at the 
relationship between objects and establishes some constraints 
that the object layout needs to satisfy, such as physical 
constraints, geometric constraints, surface contact constraints, 
and so on. However, it lacks consideration on the function, 
applications and overall layout of objects. 
Scene construction based on rules. Chang [38] analyzes 
the relationship between objects in real life. For example, there 
are chairs beside the desk and books on the desk. According to 
these relations, the corresponding scene hierarchy diagram is 
established. According to this, establish the corresponding 
rules, according to these rules to guide the furniture placement. 
In 2002, academician Lu Ruqian establishes a series of rules 
manually, such as trees, flowers, animals, and so on, and 
enriches the default scenes according to these rules. 
Scene construction based on learning. Stanford University 
[39] is a representative as learning based scene construction. It 
has developed an indoor 3D scene object placement system 
that can infer implicit relationships. The system can support 
interactive scene manipulation and active learning. In 2017, 
Liu Milan proposes an indoor furniture layout method based on 
a case-base [40]. Firstly, the interior contour structure feature is 
defined. Then, the regions are taken as the layout object, and 
the prior knowledge is extracted from the case-base. Finally, 
the relationship between the regions and the interior contour 
structure features is established. Funkhouser proposes a 
method of 3D modeling based on examples. Users can retrieve 
the 3D model database to get different parts of the model, and 
use different combinations of different parts of the model to 
build a new 3D geometric model. 
However, the application of 3D scene construction is 
relatively less in strategy game. The strategy game has always 
been recognized as a game that helps to train thinking. In the 
game, players need careful thought to deal with unexpected 
turning points at any time, relying on the use of strategy to 
defeat opponents. As we all know, the Three Kingdoms have a 
magnificent historical background, which also produced many 
influential characters and classic stories. The main stories, 
events, and role descriptions in the novel are useful and 
transferable materials for computer games, which makes the 
romance of the Three Kingdoms incarnate as a high-tech 
product and widely spread in the game. For example, Yingshu 
Cai [41] suggests that the description based on the main 
characters and events in the novel, players can construct the 
design of scene type, character, and background. For example, 
Shiang-Kwei [42] studies whether games and learning 
outcomes are positively correlated, and puts forward the factors 
that help to improve the development of players’ literary 
quality as well as how players design scenes according to the 
story of the romance of the Three Kingdoms. The results show 
those game players have a better understanding of the history 
of the Three Kingdoms period to increase their interest in 
history learning. Therefore, the directed game can play a 
positive role for the players. It is possible to take important 
stories of the Three Kingdoms period as the background of the 
game and to exercise people’s thought from strategy games. 
In this paper, a 3D scene construction method based on a 
spatial relation case-base is proposed. This method improves 
the usability and quickness of 3D scene production and makes 
players pay more attention to how to use strategies to arrange 
the scene in the game to beat the opponent. 
III. CHINESE WORD SEGMENTATION AND SPATIAL RELATIONSHIP 
EXTRACTION 
The elements of information contents mainly include 
individual, relationship, feature, situation, and spatial location. 
The elements in the sentence extracted from scene semantic 
information include subject, subject attribute, predicate, topic, 
tool, time, and so on. The following contents introduce how to 
extract semantic information through lexical analysis and 
spatial semantic analysis. 
A. Bidirectional matching Chinese word segmentation 
method based on N-gram model 
In the method of word segmentation based on statistical 
learning, the N-gram statistical language model uses the 
relevant information between adjacent words in context to 
select the word combination with the maximum occurrence 
probability to realize automatic word segmentation [43]. The 
model is language independent, strong spelling compatibility, 
and can deal with Chinese, English, traditional, and simplified 
texts. It is a common statistical language model for Chinese 
information processing. By combining the N-gram model with 
the dictionary and combining the advantages of statistical 
learning and dictionary matching, Chinese automatic word 
segmentation can be performed better. Based on the N-gram 
language model, this paper uses a Bidirectional matching 
Chinese word segmentation method. 
The Chinese word segmentation method based on the N-
gram model extends the Markov hypothesis of the N-gram 
model. Note S= …  is the Chinese character string to be 
segmented, and  is the Chinese character, 1 j N. 
=( , ,…, ) is a possible segmentation result of S, 
1 M N. If the appearance of the kth word  only depends 
on the n-1 words before it, then According the hypothesis of 
the n-1 order Markov , the probability formula of  is as 
follows: 
  (     )=  (     )() 
=max(k-n,0). The probability of sentence , ,…,  
composed of sequence =( , ,…, ) with Ｍ words is as 
follows: 
  (  )=( )  () 
It can be seen from formula (2) that the probability of a 
sentence is equal to the product of the probability of each word. 
There is an exponential relationship between the number of 
parameters and the value of n. In theory, the larger the value of 
n is, the better. However, when the value of n is too large, the 
parameter space will be too large for the computer to calculate. 
When the value of n is too small, the long-distance language 
forms can’t be effectively covered. The choice of n value will 
affect the effect of the N-gram model. Currently, Trigram (M = 
3) and Bigram (n = 2) are used most. To ensure the efficiency 
of the algorithm, this paper chooses the Bigram model. That is 
to say, the occurrence probability of a word only depends on 
the front word. 
  (  )=  ( )  () 
The iterative segmentation of compound words can reduce 
the ambiguity segmentation of long words. When the 
maximum matching segmentation method is used to segment a 
Chinese character string, the word frequency information in the 
training corpus can be used as the basis to judge whether the 
Chinese character string needs to be further segmented. Based 
on the automatic recognition of compound words, the iterative 
segmentation rule of compound words is added to determine 
whether a coarser-grained compound word needs to be further 
segmented into more fine-grained basic words. The specific 
iterative segmentation method is as follows. 
For the Chinese character string S to be segmented, the 
segmentation result obtained in the process of the forward 
maximum matching method (FMM) and backward maximum 
matching method (BMM) is ( , ,…, ,…). If the length 
of  is greater than 3, the frequency of  in the training 
corpus is . We continue to segment  iteratively based on 
the standard dictionary. The result of segmentation is 
=( ,…, ). The maximum frequency of ‘ ,…, ’ in 
the training corpus is , and 
=max( ( ),…, ( )). ( ) is the frequency 
of  in the training corpus, 1 j . If  is greater than 
, the long entry  is considered to be a combination. It 
needs to continue segmentation to get the final segmentation 
result ,…, . otherwise,  remains unchanged. The 
above implementation process can be summarized as follows: 
（ , ,…, ） represents the word sequence obtained 
after initial segmentation, and ( , ,…, ) represents the 
word segmentation result after disambiguation. 
For , If ≥ , then 
 =  () 
If , then 
 = = ， =  () 
The string of Chinese characters to be segmented is marked 
as S, and = ( , ,…, ) is a possible segmentation result of 
S. There are many schemes for S segmentation, and the result 
set is denoted by L (s). In this paper, when the bidirectional 
maximum matching method is used for Chinese word 
segmentation, two groups of word sequences ( , ) are 
obtained by the forward and backward maximum matching 
algorithms. L(S)= { , }. Based on the Markov hypothesis of 
the N-gram language model, the optimal segmentation result  
of Chinese character string S is the optimal solution of 
probability equation (6). 
= =
 () 
２ j , =max(k-n,0). conditional probability: 
 =  () 
maximum likelihood estimation: 
 () 
 is the frequency of the word 
sequence  in the training corpus. 
For example, a famous scene in the romance of the Three 
Kingdoms is ‘To Borrow Arrows with Thatched Boats’. So the 
Chinese text to be analyzed is ‘我需要一只船(I need a boat)，
两岸有许多树(There are many trees on both sides)，灰蒙蒙
的天空 (Grey sky)，对面是敌人的阵地 (Opposite is the 
enemy's position)。’Using the bidirectional matching Chinese 




In order to verify the effectiveness of the Chinese word 
segmentation method based on N-gram, the traditional N-gram 
Chinese word segmentation method and the proposed method 
are respectively used for word segmentation on the test corpus. 
This paper proposes an evaluation standard  to describe the 
accuracy of word segmentation results based on the total 
number of correct word segmentation. 
 =  () 
 








ẟ=1 149491 81.13% 
ẟ=  152868 82.96% 
BFEM 
ẟ=1 157036 85.22% 
ẟ=  161258 87.52% 
The ẟ parameter represents the bonus. The total number of 
words in the test corpus is =184263.The column 3 of 
TABLE Ⅰ represents the total number of correct entries 
according to the standard segmentation results.  represents 
the ratio of the total number of words to be correctly 
segmented. As can be seen from TABLE Ⅰ, when ẟ=1, 
compared with the traditional N-gram word segmentation 
method, the total number of words in the correct segmentation 
method presented in this paper increases by 7545 and the 
accuracy rate increases by 4.09%. when ẟ= , compared 
with the traditional N-gram word segmentation method, the 
total number of words in the correct segmentation method 
presented in this paper increases by 8390 and the accuracy rate 
increases by 4.56%. 
B. Extract the spatial relationship 
Chang A [39] proposes simple sentence extraction rules to 
analyze and extract the spatial relationship contained in the text. 
The expression of spatial semantic information is represented 
by three elements: Trajectory, Landmark, and Location Words. 
The Trajectory represents the entity objects. The Location 
Words represent the spatial position relationship. The 
Landmark represents the reference of the projectile. For 
example, ‘两岸有许多树(There are many trees on both sides.)’. 
In this statement, the ‘树(tree)’ is the Trajectory. the ‘两岸
(both sides)’ are the Landmark. the ‘ 边 (near-by)’ is the 
Location Word. The spatial dependencies in the text are 
obtained by the Stanford parser. 
• Extraction rules of simple sentences. A simple sentence 
contains a Trajectory, Landmark, and Location Words, 
and their extraction rules are shown in ‘TABLE Ⅱ’. 
For example, ‘两岸边有许多树(there are many trees 
on both sides.)’. The obtained dependency is shown in 
‘Fig. 1’. 
TABLE II.  SIMPLE SENTENCE EXTRACTION RULES 








Fig. 1. The dependency of simple sentences. 
The markings and meanings of dependency are shown in 
“TABLE Ⅲ”. 
TABLE III.  THE MARKINGS AND MEANINGS OF DEPENDENCY 
markings meanings 
root Core vocabulary, the root node 
lobj Locating object 
dobj Direct object 
loc Positioning mark 
clf Quantifier modification 
nsubj Noun subject 
• Trajectory recognition. The recognition of the 
Trajectory is related to whether there is an object in the 
sentence. If there is only a subject and no object in the 
sentence, the subject of the sentence is regarded as the 
Trajectory and the dependent word of the noun subject. 
If both the subject and the object are included in the 
sentence, the dependent word of the direct object is the 
Trajectory. 
• Landmark recognition. Using the relationship of ‘lobj’, 
we can get the dependency word “两岸(both sides)” of 
the Landmark relationship ‘lobj’. 
• Location Words recognition. Reln (gov, dep) stands for 
binary dependency. ‘Reln’ stands for relationship name. 
‘gov’ stands for the central word. ‘dep’ stands for 
dependency. The center word of the locating object (有,
树) in the binary relationship is “有”, which can be 
found through the locating object. 
IV. 3D SCENE CONSTRUCTION METHOD 
This paper proposes a 3D scene construction method based 
on a spatial relation case-base, as shown in ‘Fig. 2’. Firstly, the 
semantic scene description of the user input text scene is 
analyzed. Semantic analysis provides support for retrieval 
based on semantic. So, we need to label the scene elements in 
the scene. Annotation is the basis of model retrieval based on 
semantic analysis. Then, according to the description of 
semantic features, Scene objects and spatial relationship 
information are extracted. The corresponding model is 
retrieved from the case-base, which provides support for 
retrieval based spatial relation. The spatial relations extracted 
from semantics are stored in the spatial relation template 
library in the form of triples. 
This method that is based on the object spatial geometric 
constraints of the virtual physical world automatically guides 
the objects to be placed in the spatial, which is convenient for 
users to layout the complex scene quickly, conveniently, and 
reasonably. A reasonable and effective scene design must 
satisfy the relevant constraints. spatial relationship is a kind of 
spatial constraint between spatial objects, which is mainly used 
for scene layout. Different spatial relationships express the 
relationship between spatial objects in different angles and 
different measurement methods. 
A scene is described by two-tuple (Scene=<SE, >). SE 
is a collection of scene objects, and  is the relationship on 
SE. Scene objects are the entities that make up the scenes, such 
as banks, trees, rivers, boats, etc. The relationship of scene 
objects is the spatial relationship between objects. In this paper, 
the spatial relation is described by a triple (O, X, Y): X and Y 
are scene objects. O is the spatial semantic constraint between 
X and Y. X is the Trajectory in spatial relationship. Y is the 
Landmark of spatial relations. For example, (上,树,两岸)(up, 
tree, both sides) expresses the spatial constraint of ‘两岸上的
树 (Trees on both banks)’, and (上 ,船 ,河 )(up, boat, river) 
expresses the spatial constraint of ‘河上有只船 (There is a 
boat on the river)’. 
A. Case-base and spatial relationship template library are 
established in 3D scene 
The initial scene example often contains a lot of disordered 
and unnecessary information, which needs to be filtered and 
reorganized. Before spatial relations are retrieved, the 
reprocessed models can avoid system jam and insufficient 
memory caused by loading a large number of models during 
retrieval. The scene attributes semantic description, and the 
important scene elements in the scene also need to be 
annotated according to the annotation method of the scene 
objects. Scene elements are part of the scene. All operations on 
the scene will eventually be converted to operations on the 
scene elements. Therefore, to operate the scene elements more 
conveniently and effectively, it is necessary to label the scene 
elements. 
In addition to labeling the geometric information and 
appearance information of scene elements, we also need to 
consider the semantic information contained in scene elements. 
To describe the spatial relationship between objects accurately 
and conveniently, we must label each object in the scene 
correctly. The types of tags include spatial tags and object tags, 
which are presented in the form of text annotation. Annotated 
objects are stored in different case-bases according to different 
scenes to provide the required models for automatic modeling. 
Frequently used scene objects are stored in the template library 
in the form of triples (objects and spatial annotation texts), so 
that the spatial constraints are regarded as the minimum 
module of the scene. This method not only accelerates the 
speed of scene construction, but also improves the rationality 
of scene layout. 
B. Semantic analysis and searching case-base 
The scene semantic description is analyzed, and according 
to the results, different scenes match the corresponding case-
base (semantic description texts match object annotation in the 
case-base). The spatial relationship contained in the texts are 
extracted and searched in the spatial relationship template 
library in the form of triples. 
C. Matching spatial relationship template library 
The spatial constraints searched in the spatial relationship 
template library. According to the spatial constraints, the 
model objects imported from the case-base can be placed in the 
scene under the spatial constraints. 
D. XML file storage 3D scene model information and related 
attributes. 
In this paper, the models are reprocessed by text annotation 
to facilitate the retrieval of model objects later. The annotation 
of the model includes the model information and its related 
attributes and will be stored in an XML file. 
Fig. 2. 3D scene construction based on spatial relation case-base. 
V. APPLICATION IN STRATEGY GAME 
Strategy game provides players with an environment in 
which they can use their brains to think about problems and 
deal with more complex things. It allows players to freely 
control, manage and use the characters or things in the game. 
Through this free means and the ways that players use their 
brains to come up with against the enemy, they can achieve the 
goal required in the game. Strategy game provides players with 
an environment in which they can use their brains to pondering 
problems and deal with more complex things. 
There are many classic plots, Intrigue and wisdom, and 
heroic individuals in the masterpiece romance of the Three 
Kingdoms. Its vigorous and unrestrained temperament between 
the words, which makes the famous work become a well-
deserved treasure in the history of Chinese literature. Take the 
story of ‘To Borrow Arrows with Thatched Boats’ as the 
background of the game. Players build 3D scenes by semantic-
driven 3D scene construction based on spatial relation and 
case-base in the strategy game and pay attention to how to use 
strategy to build the scene to achieve victory. 
For example, the text 1: ‘我需要一只船，两岸有许多
树，灰蒙蒙的天空，对面是敌人的阵地。’(I need a boat, 
there are many trees on both sides, the gray sky and opposite is 
the enemy's position.) Its 3D scene is shown in ‘Fig. 3’. 
 
Fig. 3. The 3D scene constructed by text ‘under the gray sky’. 
the text 2: ‘我需要一只船，两岸有许多树，万里无云的
天空，对面是敌人的阵地。’(I need a boat, there are many 
trees on both sides, the cloudless sky and opposite is the 
enemy’s position.) Its 3D scene is shown in ‘Fig. 4’. 
 
Fig. 4. The 3D scene constructed by text ‘under the cloudless sky’. 
the text 3: ‘万里无云的天空下，敌人的阵地周围地势崎
岖，地上是草和灌木丛。 ’(Under the cloudless sky, the 
terrain around the enemy’s position was rugged, with grass and 
bushes on the ground.) Its 3D scene is shown in ‘Fig. 5’. 
 
Fig. 5. The 3D scene constructed by text ‘with grass and bushes’. 
VI. CONCLUSION 
In this paper, we propose a new method of semantic-
driven 3D scene construction based on spatial relation and 
case-base. The processing of natural language includes 
bidirectional matching Chinese word segmentation method 
based on N-gram model. This segmentation result is very 
helpful for the ambiguous words segmentation. The extraction 
rules of simple sentences are used to extract the spatial 
relations contained in the texts. The method of 3D scene 
construction based on spatial relation and case-base realizes the 
automatic construction of the scene. Strategy games are 
beneficial to the development of the brain. Taking the Three 
Kingdoms as the background of the game can not only increase 
the interest of the game, but also help people understand 
history. We apply it to a strategy game, which makes the 
players pay more attention to the strategy itself. 
The method of 3D scene construction based on spatial 
relation and case-base improves the automation, the usability 
and quickness of 3D scene production. In addition, this method 
reduces the production cost of 3D scene and repeated labor, 
shortens the period of production. 
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