The basic matrix library package (BML) provides a common application programming interface (API) for linear algebra and matrix functions in C and Fortran for quantum chemistry codes. The BML API is matrix format independent. Currently the dense, compressed sparse row, and ELLPACK-R sparse matrix data types are available, each with different implementations. We show how the second-order spectral projection (SP2) algorithm used to compute the electronic structure of a molecular system represented with a tight-binding Hamiltonian can be successfully implemented with the aid of this library.
Introduction
The wide variety of computational architectures (multicore, many-core, accelerated), data storage formats (sparse vs. dense), and programming models (distributed, threaded, task-based) renders the implementation, testing, and optimization of scientific algorithms increasingly "overwhelming" [1] . In particular, quantum chemistry packages suffer from this issue because they tend to cover a wide range of physics using algebraic solvers including matrix-matrix operations and are typically computationally very demanding. Consequently, quantum chemical solvers and their underlying matrix technology have been and still are the focus of countless theoretical, computational and pure algorithmic improvements [2] . An advancement of efficient quantum chemistry codes benefits most from a combined effort of both domain scientists in chemistry and physics and computer scientists, which may not always be available.
In most cases, quantum chemistry packages have a common bottleneck. They solve a generalized eigenvalue problem in order to obtain the so-called density matrix, or the wavefunctions, which characterizes the electronic structure of a molecular system. The B Christian F. A. Negre cnegre@lanl.gov Extended author information available on the last page of the article computational cost of solving this generalized eigenvalue problem with dense linear algebra scales as O (N 3 ) , where N is the number of atomic orbitals of the system. One promising approach for computing the density matrix with O(N ) scaling is by applying the second-order spectral projection (SP2) method [3] with sparse linear algebra. This algorithm has proven to enable quantum-based molecular dynamics (QMD) simulations of proteins of several thousands of atoms on traditional [4, 5] and GPU-accelerated architectures [6, 7] .
From a computational point of view, sparse linear algebra tends to be significantly more challenging to optimize than its dense counterpart due to irregular memory storage and access patterns which modern CPUs with their deep memory hierarchies and execution pipelines do not support well. The "optimal" data type and algorithm depends strongly on the physics and physical system studied and potentially changes as advances in sparse linear algebra are made. Quantum chemistry software utilizing sparse linear algebra should therefore not depend on a particular choice of matrix method to enable the agile adaptation of new computational developments. However, with current linear algebra software libraries, the necessary abstraction is not easily achievable and the desired loose coupling of low-level linear algebra and high-level solver technology is challenging to implement.
In this paper, we introduce a basic matrix library (BML) that is matrix storage format and parallel hardware technology agnostic, decoupling the implementation at the lower-level such as storage layout and choice of parallelization from the implementation of higher-order solvers. The library is primarily focused on matrix linear algebra and oriented toward implementation of quantum chemistry packages. Currently, only dense, sparse ELLPACK-R and Compressed Sparse Row (CSR) matrix formats are available but efforts to extend this list are ongoing and will be the subject of upcoming work. Future plans include GPU accelerator implementations for all matrix functions, and the ability to run distributed calculations using MPI. The algorithm implementations are multithreaded for efficient execution on multicore single node shared memory architectures. Sharing a similar philosophy, the Matrix Template Library (MTL) [8] serves to provide a general solution of matrix formats and algorithms as a C ++ library. The Chebyshev Sparse Solvers (CHESS) library [9] provides a specific sparse matrix format and matrix operations relevant to the use of the Chebyshev polynomial expansion for electronic structure codes. In the same spirit, BML provides matrix formats and algorithms that are most relevant to quantum chemistry codes. Note that the SP2 algorithm is used in this article to illustrate the utility of the BML library. However, the BML library is a general matrix algebra package that can be used for a broad variety of problems.
A large number of linear matrix libraries [10] is available, however, BML presents unique features that makes it suitable for the development and integration of quantum chemistry kernels. These include API calls that are matrix format agnostic with the possibility of selecting the format at runtime. The density matrix, which is the object that describes the electronic structure of a chemical system can exhibit a wide range of sparsity levels depending on the system [5] . Hence, being able to select the matrix format at runtime is of vital importance. There are lots of solver libraries and programs in the field of quantum chemistry and they all heavily rely on linear matrix algebra. What is not existent as far as we know is a common linear algebra API that could be used by any of the aforementioned programs and libraries, which is what we are introducing here.
The paper is organized as follows: The design and goals of the library are presented first; next, the ELLPACK-R and CSR sparse matrix structure is described together with the ELLPACK-R version of the matrix-matrix multiplication algorithm and its variants. We then give a brief description of the accelerators implementation, including preliminary GPU ELLPACK-R matrix-matrix multiplication and the MAGMA library. Finally, we describe the implementation of the SP2 algorithm together with an example run in order to show two important points: (1) The fact that the algorithms look as if they were written using a high-level language; and (2) how we can change the choice of matrix format at runtime without changing the code. The last point is essential for benchmarking a computational chemistry algorithm implementation.
Design goals of the library
The design of high-performance data structures and algorithms for dense linear algebra problems is well understood and several optimized implementations of the Basic Linear Algebra Subprograms (BLAS) [11] and the Linear Algebra Package (LAPACK) [12] are available, e.g., Intel Math Kernel Library (MKL) [13] , AMD Core Math Library (ACML) [14] , AMD Compute Libraries (ACL), and in particular AMD's clBLAS [15] , OpenBLAS [16] , GotoBLAS [17] , and NVIDIA BLAS Library (cuBLAS) [18] .
Optimizing the performance of sparse matrix operations is arguably more challenging because of the irregular nature of data access and workload. In addition, matrix data distribution depends strongly on the problem domain and workloads and data access are affected by data ordering (Ref. [19] and references therein). A general optimized solution to this problem is not known.
The BML architecture is shown in Fig. 1 . The core of the library is written in C with a thin Fortran glue layer exposing the API to Fortran 90 applications. Lacking native language support for polymorphism in C, the public matrix data type is a void pointer which is resolved at runtime inside the library into appropriate matrix typedependent data structures through a series of nested switch statements [20] . This flexibility also enables support of several float variants, i.e., currently the library supports dense and ELLPACK-R [21] matrix types and single and double precision real and complex float types. Since C does not support generic programming or templates we use a series of preprocessor macros, i.e., #define directives [22] to emulate such support, minimizing code duplication. Algorithm implementations are multithreaded using the open multiprocessing (OpenMP) [23] API and multithreaded BLAS libraries (ex. MKL).
There are two main reasons that C was chosen over other programming languages. These are: (1) Compiler availability: All top 500 supercomputers are running Linux and the Linux kernel requires a C compiler. In addition, new HPC architectures also tend to support Linux and C which is of particular interest to us as part of the Exascale Computing Project (ECP) [24] . (2) Language features: C is a low-level general purpose programming language which can be highly optimized by the compiler. In addition, its 1 The basic matrix library (BML) is a set of matrix storage types and algorithms with a common API in C and Fortran. It currently runs on single node multicore shared memory architectures. Extension to accelerated and distributed memory architectures is under development flexibility makes it a suitable "lowest common denominator programming language" for interfacing with other languages.
The Fortran programming language itself is very popular among computational quantum chemists as verified by the codes available that are written in this language [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . For this reason, we have provided a Fortran API. Examples of calls to operations throughout the paper are shown in a simplified Fortran syntax.
Some examples of the types of matrix algorithms available are shown in Table 1 . In most cases, variants are available for all matrix formats.
The code is hosted on GitHub [38] and integrated with Travis-CI [39] and codecov.io [40] for continuous integration and code coverage analysis. Every commit is tested over a set of compilers and compiler options.
The use of this library is straightforward. In Fortran, for example, the BML main module is included in the application code and a matrix is declared as follows:
Next, it is allocated given the desired type and precision (e.g., dense and double precision). Refer to the manual page on allocation functions for a complete list [38] . For instance, will allocate a dense, double precision, 100×100 matrix initialized to zero. Additional functions allocate special matrices.
-bml_random_matrix(...): Allocates and initializes a random matrix. A matrix is deallocated by calling:
Automatic deallocation via final subroutines (destructors) in Fortran has intentionally not been implemented yet, as several older but still widely used compilers lack proper support for this Fortran 2003 feature. It is planned, however, to add it when supporting compilers become commonly available on HPC systems.
The ELLPACK-R sparse matrix format
The dense matrix format is straightforward, requiring a single 2-D array of the numerical values of size N × N. In contrast, sparse matrix formats require multiple arrays corresponding to the indices and nonzero values.
The ELLPACK-R format represents a sparse matrix using three arrays: a 2-D real array containing the numerical values, a 2-D integer array containing the column indices, and an integer vector containing the number of nonzero entries per row. The values and indices arrays are both padded with trailing zeros on each row so that each row has a constant offset m max from the previous row, regardless of occupancy. Thus, the arrays are less compact than other sparse formats, such as CSR, but allow simplestrided access for each row and simplified parallelism. There is also no insertion cost compared to CSR because increasing the number of nonzeros in a row does not affect subsequent rows. A schematic representation of the ELLPACK-R format is shown in Fig. 2 .
By using the BML library, a matrix a with ELLPACK-R format can be automatically allocated at runtime by calling bml_zero_matrix(bml_matrix_ellpack, bml_precision_double, N, M, a). In this case, we have allocation for N rows, m max is set to M and all entries are set to zero. To start filling up the matrix, we can use the "setter" type of tools. For example, we can set all its rows by using bml_set_row(a, i, row) where i is the row we want to set and row is a vector of length N containing all the values for that particular row.
A global conversion from dense to ELLPACK-R format can be done by using the "import/export" set of routines. For example, if matrix a is read or constructed as a 2D dense array, we can call bml_import_from_dense(bml_type, a, b, threshold, M), where in this case b results in a matrix with ELLPACK-R format if variable bml_type is set to ellpack.
It should be noted that processing single matrix elements is not suited for vectorization optimizations since the data is not stored in packed layout. However, avoiding zero matrix elements vs. vectorizing operations on sparse blocks represents a performance trade-off that depends strongly on matrix sparsity. For small atomic basis sets, we find that the single matrix element formats presented here outperform blocked formats. For a more detailed analysis, see Challacombe [19, 41] and Bock et al. [42, 43] .
The CSR sparse matrix format
The CSR storage format is a sparse storage format used in many physics application codes and numerical solver libraries that rely on fast row data accesses to efficiently perform linear algebra operations. Early instances of its use in the literature can be [44, 45] and is currently one of the most widely used storage schemes for general purpose sparse linear algebra packages. The most commonly used implementation of the CSR storage scheme utilizes three components: val, a floating-point array of the nonzero entries of the matrix taken in row-major order; col, an integer array of the corresponding column indexes of the nonzero entries; and rowptr, an integer array indexing the position in val or col, corresponding to the first nonzero entry of each row. It is worth noting that there is an analogous Compressed Sparse Column (CSC) storage scheme, where the storage arrays are populated by traversing the matrix in column-major order. Storing the matrix data in respective contiguous arrays enables fast access for the matrix row data, which benefits the efficient implementation of linear algebra operations. Additional details about the CSR scheme and variations in its implementation may be found in [46] [47] [48] [49] , just to mention a few.
The implementation of the CSR storage scheme in BML adopts some modifications to make it flexible and useful for many applications. The key components of the CSR storage data structure in BML are: (i) The size of the matrix N and (ii) an array of sparseRow struct datatype data. Each sparseRow datatype contains an integer storing the number of nonzero entries in the row, a floating-point array of the nonzero entries, and an integer array of the corresponding column indexes (see Fig. 3 ).
The resulting implementation uses the same amount of storage space as the standard approach described earlier. However, this strategy leads to a matrix storage that is extensible and allows for cumulative or incremental matrix assembly. This can be useful for efficient matrix assembly in a distributed parallel framework. For example, in applications using a domain-decomposition framework where each subdomain assembles a matrix from contributions from neighboring subdomains. Two additional variables are available in the CSR storage implementation in BML: an integer array storing the global indexes of the local rows; and a hash table storing (global id, local id) pairs of the matrix rows. Clearly in sequential mode, these additional variables are redundant. However, in parallel, in addition to providing a mapping between local and global variables, they can benefit efficient communication or distribution (and assembly) of matrix data; and are especially useful for situations where the size of the local matrix changes. of the equivalent sparse matrix operations depends on the sparse matrix format and potentially the CPU architecture target. We find the Gustavson version [50] to work well on multicore architectures with no dependence on ordering of the nonzero elements. The merge-based variants work well for GPU accelerators and architectures with small cache size but require that the matrix elements remain ordered.
Gustavson algorithm
A sparse matrix-matrix multiplication in ELLPACK-R format, for X 2 , is illustrated in Fig. 4 . The matrix elements of each row i of X are multiplied by the corresponding column vector elements. In this particular example, we show the case when X is symmetric, given that this is a common case encountered in electronic structure calculations. Since X is symmetric, we multiply by the corresponding rows. These operations are accumulated into a temporary buffer, denoted RowBuf i in Fig. 4 . The temporary row buffer represents a new row i of X 2 , which is then stored in the ELLPACK-R format. Since the computation of each row of X 2 is independent of all of the others, this algorithm can be parallelized over rows easily on a shared memory, multicore node where each thread (or core) operates on a group of one or more rows. Notably, the temporary row buffer is length N , where N m max . As each row is added to the row buffer, this can result in random access into the row buffer, which can lead to performance loss due to irregular memory access depending on matrix and available cache sizes. When new nonzero elements are introduced into the row, the indices are appended to the existing index array for that row, which can result in indices being stored out of order.
The matrix square operation bml_multiply_x2(x, x2, thresh) supports thresholding the resulting matrix after the operation where thresh is the threshold. This thresholding keeps all the elements that have absolute value greater than thresh and removes all the remaining elements below the threshold. Figure 5 illustrates a merge-based matrix-matrix multiply working on a matrix in the ELLPACK-R format. Since the row elements, when imported from a dense matrix, are stored in order, we can compute the result of combining any two rows by merging those rows. Thus, the operation can complete in log(m) stages, where m is the number of nonzeros in the row. The total memory required is O(m 2 ) but memory access patterns are regular and only require contiguous blocks of length m. Thus, this algorithm can perform well on architectures with small caches, such as GPUs, particularly when N is large and the matrix has high bandwidth.
Merge-based algorithm
Some architectures may not have sufficient cache to accommodate all the temporary arrays required by the previous implementation. An alternative formulation is presented in Fig. 6 , where the pairwise merge is replaced by merging successive rows of the result with the new row. This results in O(m) storage but requires m − 1 stages.
Accelerators
Within the definition of accelerators are included GPUs as well as any potential future architectures. We are working on implementing this in a variety of ways, including native OpenMP offload functionality as well as by allowing integration with existing libraries such as CUDA/CUBLAS/CUSPARSE and MAGMA. As with all discrete accelerators, the movement of data between host and device is a bottleneck to be avoided. Once moved to the device, all computations are performed there, and only final results are returned to the CPU. We therefore choose to restrict the data offload to the allocation subroutines of BML, and including an acceleration type with the bml_device_type specification. Once a matrix of appropriate type is instantiated, all subsequent computations will be performed on the device. Only when the results are exported from the BML library will they be returned to the host processor. Syntactically, this will involve the addition of an argument to denote the accelerator mode when BML objects are initialized. Once initialized, the bml_device_type will include the accelerator mode, so subsequent operations on those objects will be transparent. For the case of omp_offload, allocation looks like: bml_matrix_t *A = bml_zero_matrix(ellpack, double_real, n, m, sequential, omp_offload); All other calls to the library would remain unchanged.
Merge-based preliminary results on GPU
An initial implementation of the merge-based method was presented at GTC 2015 [51] . Figure 7 shows the performance of the merge-based algorithm compared to the NVIDIA cuSparse library version on an NVIDIA K40 GPU. While the new algorithm only marginally outperforms cuSparse for ordered systems (which result in matrices with small bandwidth), there is a significant improvement in cases where the system is disordered (i.e., matrices have high bandwidth), even for relatively small matrices. The relative improvement of the new method increases for increasing matrix size and, as we expect, for matrices with lower sparsity (more nonzeros per row) due to the ability to keep the working set in shared memory.
A revisit of these tests with the latest GPU hardware and software using larger matrices will be addressed in future work.
MAGMA accelerator
MAGMA is a dense linear algebra library similar to LAPACK, but designed to run on GPUs [52] . Since it implements a large fraction of the functionalities provided by BML cusparse-disordered cusparse-ordered merge-disordered merge-ordered and performs very well, it is natural to use it directly instead of reimplementing similar code. BML does not assume MAGMA is available on any given platform. But if it is and the user decides to make use of it, dense linear code in BML is replaced by GPU memory allocations and MAGMA calls at compile time. This is done with conditional groups (#i f de f . . . #else . . . #endi f ) activated if a specific macro is defined. In that case, the BML code is reduced to a thin layer wrapper around MAGMA functions. Performance is thus very close to direct calls to MAGMA functions. An illustration of the performance obtained on a GPU for a matrix-matrix multiplication is shown in Fig. 8 . Note that not all functionalities supported by BML are implemented in MAGMA, and thus a specific implementation is needed for these. On the other hand, while some functions are currently supported by BML for convenience and are also supported for dense linear algebra built with MAGMA-such as accessors to the individual matrix elements-they may lead to a very poor performance if an algorithm was to be implemented in the user's code, and rely heavily on these. While BML does not enforce a strict data encapsulation in that sense, it is clear that computationally expensive operations should be implemented within BML if one wants to take advantage of GPU accelerators.
Implementation of the SP2 algorithm using BML
In quantum chemistry, the density matrix P characterizes the electronic structure of a molecular system since with this object, any expectation value or average property A can be easily computed as Tr(PA), where A is the matrix representation of any general operator [53] .
The density matrix can be computed as the Fermi function of the Hamiltonian matrix H as P = f(H ). When expressed in an orthogonal basis of localized atomic orbitals the latter equation reads:
, where matrices and C are the matrices containing the eigenvalues i and eigenvectors C i , respectively [53] . This implies that, Tflops in order to construct matrix P we need first to solve the eigenvalue problem HC = C for which the computational cost scales as O(N 3 ). The SP2 method allows us to obtain P from H directly without the need of performing a matrix diagonalization. It is based on a recursive expansion of the Fermi operator. At zero electronic, the Fermi operator can be written as follows:
where I is the identity matrix, the function Θ(.) is the Heaviside step function and μ is the chemical potential determined such that the trace of P is the number of occupied states, N occ , i.e., Tr[P] = N occ . By writing a recursive expansion of Θ, we have:
where X 0 is the initial member of the sequence which is computed as:
where min and max are spectral bound estimates, e.g., calculated using the Gershgorin circle theorem [54] . Function f i is applied as follows:
Tr(X) N occ for when we finally have P = X. A pseudocode for the SP2 algorithm is given in Algorithm 1, whereas the simplified Fortran code is given in Algorithm 2. 
Algorithm 2 receives a previously allocated Hamiltonian matrix h_bml and returns the density matrix p_bml. The original Hamiltonian matrix is left unchanged for future processing. Algorithm 2 shows several useful functions and routines implemented in the BML library. We will go through each of the routines that are used. An important point to note is that Algorithm 2 looks as if it was written in the highest-level language possible, where every single operation can be easily mapped to Algorithm 1 [55] .
At the beginning of the routine, the use bml statement enables the use of the library and all its routines. The declaration of the variables is omitted for simplicity reasons but the important point to take into account is that the BML matrices have to be declared as explained in Sect. 2.
The Hamiltonian, for example, is declared as: type(bml_matrix_t) :: h_bml. The first operation performed inside the routine is to get the dimension of the matrix which corresponds to the number of atomic orbitals. This is done using the bml_get_N function. The Gershgorin circle theorem [54] routine (bml_gershgorin) calculates estimates of the lower and upper spectral bounds, min and max for a given Hamiltonian matrix. Using the BML routines for scaling (bml_scale) and adding an identity matrix (bml_add_identity), the first argument for the recursive loop is obtained.
Within the loop, we identify several operations. The X 2 matrix-matrix multiply operation, the trace operation, the copy assignment operation, and the addition operation (bml_multiply_x2, bml_trace, bml_copy, bml_add).
The algorithm finishes when (abs(Nocc-trx) < tol). We note that the temporary matrix x2_bml is allocated at the beginning using bml_zero_matrix with some characteristics such as the dimension Norb and matrix format bml_type. At the end of the algorithm x2_bml is deallocated using bml_deallocate. It is important to note that all the matrices must be properly deallocated to avoid memory problems. We have tested this implementation of the SP2 algorithm with Hamiltonian matrices computed from a series of water boxes of increasing sizes. Each of these Hamiltonians H is constructed with the self-consistent charge density functional-based tight-binding code (DFTB+) [56] from the mio.org Slater-Koster set of parameters [57, 58] . These Hamiltonians were previously orthogonalized applying the Löwdin factorization method [5, 59] . Tolerance for the SP2 (parameter tol) method was set to 10 −7 . The matrix threshold for eliminating values close to zero for the ELLPACK (parameter thresh) format was set to 10 −5 .
Performance of the SP2 method using the previously computed Hamiltonians is shown in Fig. 9 . The wall-clock time for a single density matrix construction is shown for water systems of increasing size (300-2100 atoms). Matrix operation algorithms at the BML level are specifically tailored for each particular matrix format; hence, completely different routines are executed for dense (black curve) versus ELLPACK-R (red curve) formats. An optimized implementation of the BLAS Level 3 Double precision General Matrix-Matrix multiplication (DGEMM) is used for dense as compared to a modified Gustavson algorithm [50] that takes advantage of symmetry and sparsity used for ELLPACK-R [4] . The format is selectable at run time by modifying the parameter bml_type. The bottleneck of the SP2 algorithm is the matrix-matrix multiply. Compute time is greatly reduced when sparse methods are applicable. All the operations were threaded using eight cores/threads on a 2.70GHz Intel i7-4800MQ processor. Figure 9 (red curve) shows linear scaling for the ELLPACK-R SP2 method. In comparison, when "dense" format is selected, the SP2 method scales as O(N 3 ) (black curve of Fig. 9 ). The ELLPACK-R matrix-matrix multiply is implemented as explained in Sect. 5.1, while for dense, a BLAS Level 3 DGEMM call is made. With this example, we show that the scaling of the SP2 algorithm with the system size becomes linear when switching from dense to ELLPACK-R. This format change is done at runtime by setting bml_type to ellpack.
The characteristics of the chemical system will strongly depend on the chemical elements conforming the system, i.e., if the system is metallic, semiconductor, or molecular. The level of sparsity varies across these different characteristics and in consequence, the total memory consumption and workload. The domain scientist running a Quantum Chemistry calculation is faced with decisions about matrix format and architecture at runtime depending on the system. This is the reason for the high flexibility offered by this library in terms of matrix formats and devices. The ELLPACK-R format should be used for nonmetallic systems, such as insulators and bio-systems, where the density matrix is less than 50% dense. The ELLPACK-R format can be used for dense systems but is not recommended, due to the loss of efficiency, resulting in larger memory usage and reduced performance.
Using BML in a code allows for one version in many cases, instead of different variants. Instead of having a lot of "if" statements depending on the matrix format, the selection is made at execution time. We have shown how a linear algebra based quantum chemistry solver such as the SP2 algorithm can be easily coded up in a highlevel style where matrix formats and matrix operations are performed at the library level. Switching from one matrix format to the other can be done at execution time and the performance of the whole code can be easily tested. An available BML version of the SP2 algorithm can be found in the PROGRESS library [60] . The PROGRESS library offers a collection of BML-based quantum chemistry solvers including different versions of the SP2; Chebyshev kernel polynomial method; inverse overlap matrix calculation method; density matrix response; etc.
Conclusion
We have introduced the BML library to perform different matrix operations where the format can be decided at runtime. The freedom of choosing any matrix format type allows a user to focus on the development of a high-level solver without having to care about the low-level implementation. We are continuously extending the supported formats, adding more functionalities as well as targeting emerging architectures. This library has been developed for ease of use in writing quantum chemistry programs. The simplicity of bml, together with the fact that it is written in C makes it suitable for straightforward integration in C/C++ and FORTRAN codes (usually the preferred languages for quantum chemistry codes). The fact that it has high flexibility in terms of compilation (different cmake building options including a "non-library-dependence mode") makes it particularly attractive for quantum chemistry kernels intended to run on emerging exascale architectures.
