ABSTRACT Unlike the IP-address-centric network, heterogeneous devices in the information-centric Internet of Things (IC-IoT) have heterogeneous quality of service (QoS) requirements. Employing sleeping technology in IC-IoT while satisfying the heterogeneous QoS requirements for IoT devices is challenging. In this paper, considering the IoT devices' heterogeneous QoS requirements, we investigate a sleeping capacity maximizing problem in IC-IoT. First, a content-based heterogeneous network architecture is proposed to empower IC-IoT and decouple the heterogeneous content transmission functions. Specifically, macro base stations (MBSs) are used to guarantee the control coverage and transmit the low QoS requirement services, whereas small base stations (SBSs) are utilized to transmit the high QoS requirement services. The QoS requirement levels are differentiated by the outage constraints which are related to the achievable data rate. Then, an optimization problem is formulated to maximize the sleeping probability and available bandwidth while the outage probability and achievable data rate constraints are guaranteed. In the formulated optimization problem, sleeping probability plays the roles of both an optimization variable and an optimization objective, which makes the optimization problem challenging to be solved. In order to decouple sleeping probability from the optimization values, we first analyze the parameters related to the sleeping probability and the available bandwidth and then propose a bisection-based nonlinear programming algorithm. This algorithm divides the original problem into two subproblems. One is related to the bandwidth reallocation. The other one involves obtaining the optimal sleeping probability. Last but not least, analytical results are concluded due to the simulation results, which indicate the following facts: 1) optimal sleeping probability is linear to the available bandwidth, and inversely proportional to the devices' density, and; 2) sleeping probability is more sensitive to the changes of channel quality than those of QoS provision.
I. INTRODUCTION
There are billions of heterogeneous devices (or things) providing global accesses to services and information [1] . Internet of things (IoT) has evolved from simple, application-specific deployments, to being an integral and essential part of large-scale application platform [2] , which connects smart objects with the Internet in order to enable
The associate editor coordinating the review of this manuscript and approving it for publication was Jun Wu. many valuable and remarkable applications like smart home, smart building, smart transport, digital health, smart grid, and smart cities [3] , [4] . With regards to the IoT applications, more users only focus on the IoT data that they retrieve rather than where the data are stored or cached. Based on this, Information-Centric Internet of Things (IC-IoT) is evolved as the main force to provide deterministic service for different devices.
On the other hand, during 2008 ∼ 2009, number of connected devices exceeded the number of humans on Earth for the first time and had introduced the concept of glorious IoT. It is predicted that more than 50 billions of IoT devices are expected to be connected to communicate, sense and gather data by 2020, and vast amounts of data will be generated from those devices. Increasing energy consumption brought by unprecedented traffic in IoT not only brings huge cost pressures on operators but also exacerbates the global warming process.
To solve this problem, authors of [5] identified and evaluated the key technologies which have higher potential of saving energy in wireless communication networks. Then, authors of [6] pointed out that under the premise of guaranteeing the users' quality of service (QoS) demands, sleeping technology can effectively improve network energy efficiency with resource management. Sleeping technology takes advantage of traffic changes to switch some light-loaded base stations or IoT devices into low-power modes selectively [7] . So in response to the call for green communication, sleeping technology are widely applied to cellular networks, and IoT [8] , [9] . For example, authors of [10] established an energy consumption minimization problem by optimizing resource allocation and user association strategies. In a two-layer heterogeneous cellular network, some base stations were put into sleeping mode by resource allocation, where user association schemes were adopted to mitigate the signal to interference plus noise ratio (SINR) deterioration caused by the edge user due to severe inter-layer interference. In [11] , an energy efficient hybrid MAC protocol with dynamic sleeping-based scheduling was proposed for high density IoT networks, where a 3-D Markov model is used to develop a per user stochastic behavior for the proposed hybrid MAC protocol-based adaptable sleeping mode. Thus, it is necessary to apply the mature sleeping technology into IC-IoT.
IC-IoT is a highly heterogeneous environment, with a rich variety of devices, technologies, and services involving different stakeholders and manufacturers [12] . There have been many works making contributions to the heterogeneity of IC-IoT, including name [13] , security [14] , caching [15] , [16] and so on. Specially, focusing on the heterogeneous environment, authors of [17] introduced a pricing utility function for data acquisition. This pricing function considers resource limitations in terms of delay, capacity and lifetime on the data providers' side, as well as user's quality and trust requirements from the requesters' side. Considering the heterogeneous sensor devices, authors of [18] proposed an IoT system skeleton and a shortest processing time (SPT) algorithm for scheduling web-based IoT messages, which can effectively stabilize the response messages from the scattered IoT sensors per each client request. Authors of [19] presented a precise mathematical formulation of assigning services to interfaces with heterogeneous resources in one or more rounds. Notably, the research hotspots of IC-IoT focus on content-oriented resource management and scheduling in a heterogeneous environment. Thus, in this paper, we will explore the maximum sleeping capacity for a IC-IoT by the method of reallocating the bandwidth resources in a content-based heterogeneous network.
Due to the high heterogeneity of IoT application cases, QoS requirements can be very different. IC-IoT should have the potential to manage different QoS demands. For instance, sensing requires the exchange of typically small data, an event in either triggered or periodical manner. Some sensing data requires timely reception (e.g., in case of an alarm), while others may tolerate longer delivery delays (e.g., home temperature monitoring). Some IoT applications also account for data freshness needs, for example, when consumers are interested in the latest instance of a constantly upgraded content (e.g., a hospital needs updated vital signs of a remotely monitored patient) [2] . Based on this, how to set up a ''Green IC-IoT'' while guarantee the heterogeneous service of quality (QoS) requirements is a challenge. To our best knowledge, few researches put attentions on sleeping technology in IC-IoT.
Motivated by this gap, in this paper, we propose a content-based heterogeneous network architecture. Based on this heterogeneous network architecture, we further formulate an optimization problem to maximize the sleeping capacity and available bandwidth based on the bandwidth reallocation. The main contributions are summarized as follows.
• To provided deterministic and heterogeneous services for various devices in IC-IoT, a content-based heterogeneous network architecture is proposed. Under such an architecture, the macro base station layer (MBSlayer) is responsible for the low QoS requirement services transmission and receiving offloaded traffic from small base station (SBSs) which are covered by the SBS-layer. Further, the SBSs only undertake high QoS requirement services transmission. With network coverage well-guaranteed by the MBS-layer, SBSs can be turned off flexibly without causing coverage holes. Then, the controller integrates and reallocates the available bandwidth resources in the network, considering the heterogeneous devices' QoS requirements.
• An optimization problem is proposed to maximize the sleeping probability and available bandwidth. What makes this optimization problem difficult to be solved is that sleeping probability is not only set as an optimization variable but also an optimization objective. To decouple sleeping probability from the optimization variables, we propose a bisection-based nonlinear programming algorithm. This algorithm divided the original problem into two subproblems. One is related to bandwidth reallocation, which could be solved by a simple nonlinear optimization algorithm. The other one is to find the optimal sleeping probability by bisection method. The rest of this paper is organized as follows. System model is described in Section II. In Section III, we present the maximizing sleeping capacity problem and analyze the parameters which have effects on available bandwidth and sleeping probability. Simulation results are presented in Section IV, and the conclusions are drawn in Section V.
II. SYSTEM MODEL A. CONTENT-BASED HETEROGENEOUS NETWORK ARCHITECTURE
A two-layer content-based heterogeneous network architecture for IC-IoT is considered in this paper, which is shown in Fig. 1 . The main idea of such heterogeneous network architecture is to decouple the heterogeneous content transmission functions in IC-IoT. According to the heterogeneous QoS requirements for various applications, the controller divides the traffic data into different levels and then allocates this content into the corresponding IoT user equipments (UEs) through BSs. Although such a content-based heterogeneous network architecture has high requirements for content identification and forwarding, it can be achieved based on the existing researches [1] , [13] - [16] .
In this content-based heterogeneous network architecture, MBS-layer and SBS-layer play different roles. The SBS-layer is utilized to serve the various high QoS requirement data transmission. Each separated small cell served by a SBS in the SBS-layer is responsible for the deterministic IoT applications, such as smart home, smart transport, smart grid and so on. However, the MBS-layer is utilized for low QoS requirement data transmission and guarantee the network coverage. In other words, MBSs always keep active. If SBSs in SBS-layer are turned into sleep, MBSs will undertake the offloaded IoT UEs from sleeping SCs, which is called vertical offloading. The vertical offloading is chosen in this paper because there is no geographic limitations, i.e., some SBSs cloud be turned into sleep if the neighboring SBSs are not close enough [20] . In addition, the random sleeping scheme is selected where SBSs are considered to sleep at a random probability Pr s .
As for the network topology, the MBSs are assumed to be regularly deployed as hexagonal cells whereas the distribution of SCs in SBS-layer are assumed to be the Voronoi [21] .
B. BANDWIDTH REALLOCATION
Assume that orthogonal bandwidth is used by different layers to avoid the severe inter-layer interference. In this communication system, the total bandwidth is consist of two parts. One is W m used for the MBS-layer. The other one is W s occupied by the SBS-layer. When this network is in the light-load state, there will be some redundant bandwidth in the MBS-layer and the SBS-layer, i.e., W m − w m and W s − w s . w m and w s are the bandwidth used by the non-offloaded UEs at the MBS-layer and the SBS-layer respectively. The usage of bandwidth before SBSs sleeping is shown in Fig. 2 .
Once some SBSs are turned into sleeping with their SUEs offloaded to MBSs, there will be part bandwidth released in SBS-layer. In this paper, we aim at maximizing the sleeping capacity that means bandwidth resource demands to be utilized as efficiently as possible. On the other hand, the amount of available bandwidth in MBS-layer directly affects the amount of offloaded traffic. In order to further offer more opportunity for SBSs sleeping by making the best use of the bandwidth. The concept ''Channel Borrowing'' is introduced. Note that the borrowed bandwidth cannot be used by the SBS-layer [20] . ''Channel Borrowing'' means that offloaded IoT UEs borrow the channel of SBS-layer, i.e., occupy the channel in SBS-layer to transmit the services but associate the MBSs [20] .
Based on this, the controller integrates the available bandwidth in the network and reallocates it to MBS-layer and SBS-layer as the following steps, which is shown as Fig. 3 . At the same time, the offloaded IoT UEs is divided into two groups. Pr m of the offloaded IoT UEs use the channels in the MBS-layer and the other 1 − Pr m offloaded IoT UEs borrow the channels in the SBS-layer.
• Step 3: After optimizing the problem formulated in section III, the optimal bandwidth allocation schemes will be obtained, considering the heterogeneous QoS demands. Notably, the operation of sleeping and offloading must ensure that the QoS requirements of MUEs, SUEs and offloaded IoT UEs are coincident before and after offloading and sleeping.
C. CHANNEL MODEL
Consider MBS i transmits at a fixed power P T ,m . For a typical IoT UE u, the received signal to interference plus noise ratio (SINR) is given as
where σ 2 is the Gaussian white noise power. (2) where w m is the bandwidth used by each MBS for its associated IoT UEs, and N m i > 0 is a random variable denoting the number of active residual IoT UEs served by MBS i.
Assume that all SBSs also transmit at a fixed power P T ,s . The received SINR of IoT UE u which is associated with SBS k is given by (4) where w s is the bandwidth used by SBSs for their associated IoT UEs, and N s k > 0 is the number of residual IoT UEs in the target SBS.
D. OUTAGE CONSTRAINTS
Considering the heterogeneous QoS requirements, outage probability is defined as the probability that the achievable data rate of IoT UEs is less than or equals to the predefined threshold [21] , [22] . The outage probability can be thought of equivalently as
1) The probability that a randomly chosen IoT UE can't achieve the target achievable data rate; 2) The average fraction of IoT UEs who at any time don't achieve the target achievable data rate; 3) the average fraction of the network area that could not be ''covered'' at any time. Then we can calculate the outage probability for MUEs by
Similarly, outage probability for SUEs is given by
U m and U s are the lowest achievable data rate of MUEs and SUEs, respectively. A s is an available related to SBSs' coverage area.
Taking the MUEs' outage probability η m , SUEs' outage probability η s and offloaded SUEs' outage probability η 0 constraints into account, we can obtain τ m , τ s and τ 0 . η 0 is equal to η s to provide the same QoS for SUEs after being offloaded.
Here, τ m denotes the received SINR of cell edge MUEs depending on η m . Moreover, τ s is a threshold of SUEs where both inter-cell interference and noise are considered. τ 0 is a threshold of the received SINR of the offloaded IoT UEs. Moreover, the ratio of MUEs' interference to σ 2 is defined as I . D is the radius of macro cells. θ is an experimental threshold of Pr s , indicating whether the network is interference-limited or not. Specifically, the network is considered as noise-limited if θ < Pr s , in which case SBSs sleeping no longer improve the received SINR. Proof: The similar derivation process of outage probability could be found in [21] and [22] . Further, the similar derivation of τ m , τ s , and τ 0 can refer to [20] .
Based on this, under the channel allocation mechanism in this paper, there are two bands serving the offloaded IoT UEs which may have different path loss factors: x m W 0 and x s W 0 . For simplicity, we assume the offloaded IoT UEs are divided into two groups, and each group shares one band. Thus, the outage constraints for the offloaded IoT UEs is as follows
where Pr m is the probability that an offloaded IoT UE uses the bandwidth (channel) in the MBS-layer. U 0 is the lowest achievable data rate requirement for offloaded IoT UEs.
III. PROBLEM FORMULATION AND ANALYSIS
The available bandwidth is tightly coupled with the sleeping probability, i.e., more sleeping SBSs means more released bandwidth, and more released bandwidth means high possibility of SBSs sleeping. In order to get the maximum sleeping capacity of this network, an optimization problem is formulated which aims to maximize the sleeping probability and the available bandwidth, where the heterogeneous QoS requirements of IoT UEs are taken into account. Then, we analyze the parameters related to the sleeping capacity. Last, a bisection-based nonlinear programming algorithm is introduced to solve this optimization problem.
A. PROBLEM FORMULATION
In this part, we will maximize the sleeping probability while obtain maximum available bandwidth, considering the het- 
where C 1 is the lowest achievable data rate constraint for SUEs considering the sleeping probability. C 2 is the lowest achievable data rate constraint for edge MUEs. C 3 and C 4 are used to limit the lowest achievable data rates of offloaded IoT UEs. Since sleeping probability is optimized not only as an optimization objective but also as an optimization variable. So it is challenging to decouple the sleeping probability from the optimization objectives or optimization variables. In fact, the regular nonlinear programming methods cannot effectively solve such problems. Therefore, how to solve (12) remains nontrivial.
B. BISECTION-BASED NONLINEAR PROGRAMMING ALGORITHM
In this part, we will describe how to decouple the sleeping probability from the optimization variables. First, we analyze the parameters which have effects on the available bandwidth. Then the parameters related to sleeping probability are analyzed as well. Last, through the properties analysis of available bandwidth and sleeping probability, we introduce a bisection-based nonlinear programming algorithm which could decouple sleeping probability from the optimization variables. Lemma 1: According to C 1 and C 2 , the maximum available bandwidth could be calculated as
Due to (13), we can find the parameters influencing available bandwidth include λ mu , λ su , Pr s , η m , η s , U m , and U s . These parameters could be concluded as IoT UEs' density {λ mu , λ su }, sleeping capacity of network Pr s , and the QoS requirements for different IoT UEs' applications
The available bandwidth decreases with IoT UEs' density and the stricter QoS requirements. The stricter IoT UEs' QoS requirements mean less available bandwidth over whole network, where the stricter users' QoS requirements refer to the higher achieve rate and lower outage probability. In addition, when SBSs are noise-limited, available bandwidth no longer changes with Pr s due to the none improvement of SINR. If SBSs are interference-limited, available bandwidth increases as Pr s increases.
Proof: Lemma 1 could be proved by rearranging C 1 and C 2 . Proof: According to (12) , C 3 and C 4 is used to guarantee the QoS requirements of offloaded IoT UEs, which is tightly related to sleeping probability. Rearranging C 3 and C 4 , we can obtain
where f 1 is the upper bound of the sleeping probability calculated by C 3 and f 2 is the upper bound of the sleeping probability calculated by C 4 . Due to (14) and (15), we can find f 1 is inversely proportional to Pr m . More, f 2 is inversely proportional to 1 − Pr m . It is proved that the sleeping probability is inversely proportional to the amount of offloaded IoT UEs. Further, it is derived that f 1 and f 2 is inverse to offloaded IoT UEs' achievable data rate U 0 and linear to the available bandwidth W 0 .
So Lemma 2 is proved. According to Lemma 2, the maximum sleeping probability which is defined as the sleeping capacity of this network, can be calculated by
To obtain the maximum sleeping capacity, Theorem 1 is further given as follows.
Theorem 1: Pr max
The equality holds only when f 1 = f 2 . According to (14) and (15) , for any W 0 > 0, optimizing the function min
can obtain the same bandwidth reallocation and channel borrowing results as optimizing the function min (f 1 , f 2 ).
Proof: Without losing generality, we assume that
is derived, equality holds only when f 1 = f 2 . Thus, the inequality Pr max
2 could be proved. In addition, we can prove that ''For any W 0 > 0, optimizing the function min
can obtain the same bandwidth reallocation and channel borrowing results as optimizing the function min (f 1 , f 2 )'' by rearranging (14) and (15) .
Thus, Theorem 1 is proved. According to Theorem 1, the original optimization problem could be divided into two subproblems. One is related to the bandwidth reallocation and channel borrowing problem, which is illustrated as maximize :
where q * is the maximum optimization objective of bandwidth reallocation and channel borrowing problem. Bandwidth reallocation and channel borrowing problem is a common simple nonlinear programming problem, which could be solved easily with the present nonlinear optimization algorithm for example the Genetic algorithm. The other one is an optimization problem related to sleeping probability and maximum available bandwidth, which could be solved by finding the zero point of the following function.
It is noted that W 0 is a function of Pr s . Such searching for zero points problems could be solved by bisection method. Further, we can derive that there is only one positive zero point for (18) by calculating its first derivative of Pr s .
On the other hand, we can find that the states of SBSs directly affect the sleeping probability. Therefore, there are two cases, i.e., noise-limited SBSs and interference-limited SBSs needed to be discussed as follows.
• If θ ≤ Pr s , SBSs are in the noise-limited state. In this case, given the QoS requirements, the maximum available bandwidth W 0 is a constant. The optimal Pr max s = q * W 0 .
• If θ > Pr s , SBSs are in the interference-limited state.
Due to Lemma 2, available bandwidth W 0 increases as sleeping probability increase. The maximum available bandwidth can be obtained by calculating the sleeping probability with bisection method. In this sense, the bisection-based nonlinear programming algorithm could achieve the optimal sleeping probability and optimal available bandwidth. Based on the above works, the bisection-based nonlinear programming algorithm is illustrated as Algorithm 1.
IV. SIMULATION RESULTS
In this section, we further analyze the performances of sleeping probability and available bandwidth through simulations. Moreover, the parameters related to the sleeping probability and available bandwidth, i.e., channel quality and QoS requirements are discussed according to the simulation results. There are four cases related to IoT UEs' density are considered, which are shown in Table 1 , and the simulation parameters are shown in Table 2 .
A. CHANNEL QUALITY Fig. 4 to Fig. 7 are the sleeping probability and available bandwidth results for different path loss exponents in SBSlayer. More available bandwidth is obtained in better channel VOLUME 7, 2019
Solve the bandwidth reallocation and channel borrowing problem according to (17) with Genetic algorithm.. 4: Output the optimal bandwidth reallocation and channel borrowing schemes. 5: if SBSs are in the noise-limited state then 6: Calculate the sleeping probability by Pr max s = q * W 0 .
7:
Output the optimal sleeping probability and available bandwidth. 8 : end if 9: if SBSs are in the interference-limited state then 10: Use the bisection method to solve (18).
11:
Output the optimal sleeping probability and available bandwidth. 12: end if quality state, which could be observed in Fig. 4 and Fig. 6 . Simultaneously, better channel quality state increases sleeping probability, which could be seen in Fig. 5 and Fig. 7 .
In Fig. 4 , the available bandwidth linearly decreases with the increase of SUEs' density, which verifies Lemma 1. However, there are some inflection points in Fig. 4 which are marked with ellipses. These inflection points also appear in Fig. 8 and Fig. 12 . The inflection points indicate that SBSs change from noise-limitation state into interference-limitation state. There is no inflection point for ''Sparse MUEs α s = 3.5'' in Fig. 4 , due to the sleeping probability is always equal to 1. Taking ''Dense MUEs α s = 3.5'' as an example, after the appearance of the inflection point, the available bandwidth declines more quickly. Since the SBSs' states transfer from noise-limitation to interferencelimitation. At the same time, the corresponding sleeping probability declines fast at first, and then declines in a slower rate in Fig. 5 . Further, comparing the different four cases in Fig. 4 , we can find that under the worse communication environment, (i.e., dense MUEs and high path loss exponent) the inflection point will appear at lower λ su . Poor channel quality means more available bandwidth is needed to satisfy IoT UEs' QoS provision.
From Fig. 5 , we can find when MUEs is sparse and the SBS-layer's channel quality is high (i.e., ''Sparse MUEs α s = 3.5''), all of the SBSs could be turned to sleep. On the other hand, in ''Dense MUEs α s = 4'' all of SBSs could sleep if λ su < 16/km 2 . Once λ su > 16/km 2 , part of SBSs could sleep. Since there are less available bandwidth as SUEs increase. The MUEs' density also has deep effects on the sleeping and available bandwidth due to the vertical traffic offloading.
In addition, we can find that there is a cross point between the case ''Dense MUEs α s = 3. explained by the changes of the available bandwidth and the channel quality. At first, the high channel quality balances the available bandwidth reduction caused by the dense MUEs. After the cross point, more denser SUEs make the available bandwidth scarce. Thus, the balance effect disappears and the sleeping probability of the case ''Dense MUEs α s = 3.5'' becomes lower than that of the case ''Sparse MUEs α s = 4''. Fig. 6 shows that available bandwidth declines linearly with MUEs' density. Further, Fig. 7 shows the sleeping probability versus MUEs' density. In Fig. 7 , we can find these two cases with α s = 3.5 obtain higher sleeping probability than that in these two cases with α s = 4.
B. ACHIEVABLE DATA RATE Fig. 8 to Fig. 11 are the sleeping probability and available bandwidth results for different achievable data rate constraints. More available bandwidth is obtained by relaxing the requirements of achievable data rate, which could be observed in Fig. 8 and Fig. 10 . And, relaxing the requirements of achievable data rate increases sleeping probability, which could be seen in Fig. 9 and Fig. 11 . From Fig. 8 , we can find ''Dense MUEs U s = 100Kbps'' and ''Dense MUEs U s = 120Kbps'' obtain the same available bandwidth when λ su < 16/km 2 . Moreover, ''Sparse MUEs U s = 100Kbps''n and ''Sparse MUEs U s = 120Kbps'' obtain the same available bandwidth when λ su < 31/km 2 . Similarly, these two cases of ''Dense MUEs U s = 100Kbps'' and ''Dense MUEs U s = 120Kbps''n could turn SBSs into sleep in a probability 1, when λ su < 16/km 2 . Moreover, ''Sparse MUEs U s = 100Kbps'' and ''Sparse MUEs U s = 120Kbps'' could turn all SBSs into sleep, when λ su < 31/km 2 . In such scenes, the increasing requirements for SUEs' achievable data rate has little effects on available bandwidth, due to the light-load state and sufficient resources. Further, as SUEs' density grows, the available bandwidth gaps caused by the gaps of achievable data rate, become more and more obvious. Moreover, comparing the different four cases in Fig. 8 , we can find that in the case of dense MUEs and high achievable data rate requirements, the inflection points appear at lower λ su .
Similarly, in Fig. 9 we can observe the follow phenomena 1) when network is in light-load state, the sleeping probability is equal to 1, which is not affected by the improvement of SUEs' achievable data rate; 2) As SUEs' density grows, these two cases with high U s decline faster and obtain the lower sleeping capacity. Fig. 10 shows the available bandwidth versus MUEs' density. Fig. 11 shows the sleeping probability versus MUEs' density. Combining Fig. 10 and Fig. 11 , we can find that the FIGURE 13. Sleeping probability versus SUEs' density for different outage probability.
decreasing available bandwidth caused by the denser MUEs, results in the decrease of sleeping probability.
C. OUTAGE PROBABILITY Fig.12 to Fig. 15 are the sleeping probability and available bandwidth results for different outage probability. More available bandwidth is obtained by relaxing the requirements of outage probability, which could be observed in Fig. 12 and Fig. 14 . And, relaxing the requirements of outage probability increases sleeping probability, which could be seen in Fig.13 and Fig.15 . Moreover, comparing the different four cases in Fig. 12 , we can find that in the case of dense MUEs and low outage constraint requirements, the inflection points appear at lower λ su .
In Fig. 13 , these two cases with ''η m = 0.1'' obtain higher sleeping probability. The higher outage constraints mean the increasing possibility of MUEs associating MBS unsuccessfully. Thus there will be more available bandwidth used by the offloaded UEs with the increasing sleeping probability. Fig. 14 illustrates that the available bandwidth decreases linearly with the MUEs' density. In Fig. 15 the sleeping probability versus MUEs' density is shown. Combining Fig. 14 and Fig. 15 , it is found that in the cases of same SUEs' density, the gradual increase in the gap between available bandwidths is accompanied by a gradual increase in the gap between sleeping probability.
Last but not least, from the simulation results we can conclude the following properties related with the sleeping probability and the available bandwidth.
• The available bandwidth decreases linearly with the SUE's or MUE's density; the sleeping probability decreases inversely with the SUE's or MUE's density.
• More bandwidth resources are needed to compensate for the reduction in QoS provision due to the poor channel quality, which leads to the worse sleeping capacity.
• In the same scene, the stricter QoS requirements indicate that more bandwidth will be occupied. Thus, the corresponding sleeping probability will decline. • The optimal sleeping probability is linear to the available bandwidth, which has been verified by the Theme 1 and simulation results.
• By comparing the decrease speed of sleeping probability before and after the inflection point, we can find that sleeping probability is more sensitive to the changes of channel quality than those of QoS provision.
V. CONCLUSION
In this paper, we explored the maximum sleeping capability through bandwidth reallocation and traffic loading. The content-based heterogeneous network architecture was established to deal with the transmission of heterogeneous content IC-IoT services. Based on this, the outage constraints linked tightly with achievable data rate were introduced. Based on these works, an optimization problem was proposed to maximize the sleeping probability and available bandwidth. To solve this optimization problem, a bisectionbased nonlinear programming algorithm was used to decouple sleeping probability from the optimization values. As a result, the original optimization problem was divided into two subproblems, which are solved by a simple nonlinear optimization algorithm and bisection method respectively. At last, the performances of sleeping probability and available bandwidth were analyzed through the simulation results.
Maximizing the sleeping probability is of great significance for establishing a green IC-IoT.
