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L’agrégation et l’échantillonnage systématiclue dc processus ARMA forts gé
nèrent de façon naturelle sous certaines conditions de nouveaux processus qui sont
ARMA faibles plutôt que forts, c’est-à-dire que les innovations sont non corrélées
niais dépendantes. Dans ce mémoire, nous chercherons à vérifier si la dépendance
des erreurs est facile à détecter en pratique à partir de séries agrégées ou échan
tillonnées. Après une revue de littérature des principaux travaux sur le sujet. nous
établissons des conditions suffisantes sous lesquelles des processus ARMA forts
donnent lieu à des processus agrégés ou échantillonnés qui sont ARMA faibles.
Les cas AR(1) et ARMA (1,1) sont étudiés plus en détail. finalement, par simu
lation, nous tentons dc voir si la dépendance des erreurs intervenant srute à ces
transformations est facile à détecter en pratique.




The aggregation auJ systematic sampling of a stroiig ARMA process lead
in a natural way to a ;iew ARA’iA process which is, under certain conditions,
a weak ARMA pÏocess, tliat is the innovations are uncorellated but dependent.
In this mernory, we want to verify if the clependance of the errors are easy to
detect in practice when we aggregate or we systematic sample a strong A RMA
process. After a brief review of the litterature on this subIect we est.ablish the
sufficient conditions uncler which the aggregation or the systernatic sampling of
a strong ARMA proccss rcsults in a ncw weak ARMA proccss. These conditions
are clevcloped further in the AR(1) and ARMA (1,1) cases. Fina1ly the clegrec of
dependance of the errors in fuite sarnplcs is studieci with Monte Carlo methods.
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INTRODUCTION
Une série chronologique est parfois constituée de données récoltées à la fin de
chaciuc jour sur une longue période, malgré le fait ciue la variable d’intérêt est
observée à chaque heure ou même à une fréquence plus élevée comme à la bourse.
Dans ce cas, on dit que la série est échantillonnée de façon systématique. D’autres
fois. nous avons des données récoltées à chaque heure et 011 retient comme série
la somme des 24 données journalières, ne conservant ainsi qu’une donnée par
jour. Cette fois. la série est dite agrégée. Ces cieux types de transformations sur
la série originale sont très utilisées clans plusieurs disciplilles scientifiques dont
l’économie, la finance. l’hydrologie, l’environnement, ... Depuis le début des an
nées 70, l’utilisation de modèles autorégressifs moyennes mobiles (ARMA) pour
la modélisation des séries chronologiques a joué un rôle prédominant. L’inférence
développé par Box et Jenkins (1970) pour estimer ces modèles ARMA est basée
sur l’hypothèse (lue les innovations (erreurs) sont indépendantes et identiquement.
distribués (i.i.d.) et on parle alors de modèles ARMA forts. Amemyia et Wu (1972)
ont fait le lien entre le modèle original ARMA fort d’une série et le modèle cor
respondant à la série agrégée. Des travaux similaires ont été faits pour le cas de
l’échantillonnage systématique d’un ARMA fbrt. Il en ressort que l’agrégation et
l’échantillonnage systématique de séries ARMA fortes donnent lieu à nouveau à
des séries ARMA. Francq, Roy et Zakoïan (2005) ont cependant montré à l’aide
d’exemple simples que l’agrégation ou l’échantillonnage systématique d’une série
ARMA forte n’est pas nécessairement une série ARMA forte, c’est-à-dire que dans
la représentation ARMA de la série agrégée, les innovations sont non corrélées,
mais sont dépendantes.
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Dans ce iïiémoire. 110115 nOUS intéressons principalement à vérifier si en pratique
la dépendance des erreurs qui intervient de façon naturelle suite à l’agrégation
ou à l’échantillonnage systématique de séries ARMA fortes est facile à déceler.
Notre réponse à cette question comporte deux volets. D’abord sur le plan théo
rique. nous présentons une revue de littérature des principaux résultats ayant trait
à l’agrégation et à l’échantillonnage systématique de processus ARMA. Ensuite,
IIOUS établissons des conditions suffisantes sotis lesciuciles l’agrégation et l’écham
tillonnage systématique de processus ARMA forts donnent lieu à des processus
ARMA faibles. Pour illustrer la force de la dépendance des erreurs des séries
transformées. nous avons procédé par simulation.
Au chapitre 1, nous présentons divers concepts nécessaires à l’étude des pro
cessus ARMA. Nous présentons de plus, deux tests de validation, le premier étant
le test de Ljung-Box standard basé sur l’hypothèse de bruit blanc fort et le se
cond est le test de Ljung-Box modifié proposé par Francq, Roy et Zakoïan (2905)
que nous appelions test de Ljung-Box modifié, ce dernier étant plutôt basé sur
Pliypothèse de bruit blanc faible.
Dans le chapitre 2, nous présentons plusieurs propriétés théoriques de l’agré
gation d’ull processus AR(p). Plus précisément. nous donnons les ordres et les
paramètres antorégressifs et moyennes mobiles de la série agrégée qui dépendent
respectivement des ordres et des paramètres dc la série non agrégée. Par la suite,
nous nous intéressons aux propriétés du bruit blanc de la série ARMA agrégée.
Dans la littérature sur l’agrégation, la très grande majorité des auteurs n’ont pas
porté attention à la dépendance possible (lu bruit blanc et implicitement, ils pro
cèdent comme si le bruit blanc était fort. En s’inspirant de Francq, Roy et Zakoïan
(2005), nous avons obtenu des conditions suffisantes sous lesquelles l’agrégation
d’un processus AR(p) fort est ARMA faible. Ces conditions sont explicitées pour
un processus AR(1). À notre avis, ces résultats sont nouveaux.
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La démarche du chapitre 2 est similaire à celle du chapitre 3 mais cette
fois pour l’échantillormage systématique d’un processtis ARMA(p, q) fort. Les
conditions suffisantes obtenues sont aussi étudiées plus en détail pour le cas
AR1JA(1, 1).
Dans le chapitre 4, nous tentons de vérifier, avec des simulations de Monte
Carlo, la dépendance des erreurs lors de la modélisation ARMA de séries agré
gées. À cette fin, nous comparons les proportions de rejet des tests de Ljung-Box
standard et modifié appliqués aux résidus bruts ainsi qu’à certaines transforma
tiolls des résidus. Il en ressort que les test d’adéc1uatioii de Ljung-Box sont peu
puissants pour détecter la dépeirclance, à moins que celle-ci soit très faible. Nous
nous sommes aussi intéressés à la variabilité des estimateurs AR et MA des séries
agrégées. Lorsque la valeur théorique des paramètres AR d’un modèle AR(1) est
près dc zéro, l’écart type exact (évaluer par simulation avec des séries de longueur
500 ou 1000) est assez loin de l’écart type asymptotique obtenu sous l’hypothèse
de bruit blanc fort. D’où l’importance d’utiliser des écarts types valides pour des
ARIiÏA faibles lors de la modélisation de séries agrégées.
Le chapitre 5 présente des resultats de simulation pour l’échantillonnage sys
tématique. La démarche est similaire à celle du chapitre 4. Il en ressort que la
dépendance des résidus est plus faible que lors de l’agrégation.
Chapitre 1
PRÉLIMINAIRES
Dans ce chapitre, nous rapellons divers concepts de base de l’analyse des séries
chronologiques et au besoin, des exemples sont présentés potir cri faire ressortir
l’essentiel. Ce chapitre permet aussi d’établir la notation qui sera utilisée dans les
chapitres suivants.
1.1. STATIONNARITÉ
Définition 1.1.1. Le processus {X,. t e Z} est stationnaire
A- Au sens Ïarge si
i) E{X1 <oc, V t,
ii,) E[X1] = , V t,
iii) Cov(XL+h, XL) est indépendante de t, V h et V t. Dons ta suite, on note
Cov(XL+h, X) = ‘yx(k), t ‘autocovariance de délai h.
B- Au sens strict si
La toi de probabilité du vecteur (X1+,,, X2+h,. . . est ta même que
celÏe du vecteur (X1, X2, .. . , X,), V h e Z et V n> 1.
En particulier, si {XL} est stationnaire au sens strict et si E[X,j < oc, alors {X1,}
est stationnaire au sens large.
G
Les bruits blancs, que l’on définit dans la section suivante, constituent des
exemples simples de processus stationnaires au sens large.
1.2. BRuIT BLANC
Définition 1.2.1. Le processus {X1} es t un bruit blanc
A- Faibte si, V t :
z) E{X,] O,
ii,) Var [Xi] =
û) CG xl+h, X) = O, pour h O.
B- Fort si
Les variables X1 sont indépendantes et identiquement distribuées.
Pour désigner un bruit blanc faible de moyenne O et de variance u%, nous
écrivons bruit blanc faible (O, ut). Si la variance d’un bruit blanc fort existe et si
sa moyenne est O, alors cc dernier est aussi un bruit blanc faible et on écrit alors
bruit blanc fort (O, u.).
Définition 1.2.2 (Martingale). Soient {X1 t E N} une suite de variables aléa
toires réeÏÏes et {F1 t N} une suite de tribus. La suite {X, } est une mar
tingale si V t E N
i-F1cF11,
2- X1 est .F1-mesurabie,
3- EX <oc,
.-
E{X,j..F] = X, presque sûrement.
Dans la suite, les égalités faisant intervenir des espérances conditioniel1es sont
des égalités presque sûres mais nous omettons ce qualificatif afin d’alléger l’écri
ture. Aussi, quand on dit que {X1} est une martingale, on prend implicitement
= {X5 : s < t), c’est-à-dire la tribu engendrée par les variables passées et
présente.
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Définition 1.2.3 (Différence de martingale). Soient {, : t e N) une suite de
variables al&xtoins réelles et {7 t E N) une suite de tribus. La suite {q, 7}
est une différence de martingale si Vt EN:
2- q est .F-,nesurable,
S- Efr< 00,
4- E[,.i7] = O.
Si{X,.F}estunemartingaleetsionpose7Jo=Xo,%=X—Xt...1,Vt1
et E[Xo] = O, alors {i,7) est une différence de martingale. En effet, nous avons
VteN
= E[Xt÷iI3jI - E[XtI] X - X = O
Maintenant, si {,, .Fj) est une différence de martingale et si on pose X =
to+q1+...+ij,alors{Xt,.S)estunemartingalccarVtEN
E[Xt+iIF] = E[Xt + %+1171 = X.
Finalement, si E[X?] <oo, V t, alors une différence de martingale est un bruit
blancfaiblccarE[Xt]=Oet
E[Xt+hXtl = E[E[XL+kXLI {X9,s t + h — 1}11
= E[XtE[Xj+&I {X,,s t + h — 1)]]
=0
puisque E[Xt+,j{X,,st+h—1}]=O.
De part sa définition, une différence de martingale n’est pas un bruit blanc
fort mais est un cas particulier de bruit blanc faible. Cependant, un bruit blanc
faible n’est pas nécessairement une différence de martingale et pour cette raison,
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une différence de martingale est souvent appelée ‘bruit blanc semi-fort”.
Une classe générale de processus stationnaires au sens large est la classe des
processus linéaires.
Définition 1.2.4. Le processus {X} est linéaire s’il admet une représentation
dc la forme
X, (1.2.1)
où t et tes sont des paramètres réels tels que
<00 (1.2.2)
j — œ
et {e : t e Z} est un bruit blanc (t).
Si é’1 O pour j < O on dira alors que le processus {Xj est linéaire causal.
On petit montrer qii’ur processus linéaire est toujours stationnaire au sens large
et ciue
E[X,]=t .teZ.
7x(h) = jj+IhI ,V h E Z.
La classe des processus linéaires fournis me structure générale pour l’étude des
processus stationnaires.
1.3. INVERSIBILITÉ
Définition 1.3.1. Le processus linéaire {X} défini par (1.2.1) et tel que E{X] =
O, est inversible si l’erreur e admet une représentation de la forme
ixt_i, t e Z,
où les rr: sont des coefficients réels tels que irj < 00.
Dans un contexte de prévision, l’inversihilité signifie que X peut être ap
proximée par une combinaison linéaire finie des valeurs passées les plus récentes.
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Le processus {X1} est déterministe si la variable X, est déterminée de façon
exacte par les valeur passées, c’est-à-dire si
P1_1X1 X, , en probabilité.
où P,_1X, est l’opérateur de projection orthogonale de X, sur l’espace linéaire
engendré par {X j t — 1} que nous noterons Q1. L’espace Q, est l’en
semble tics combinaisons linéaires tics variables X. j < t — 1. ou des limites de
suites de combinaisons linéaires de ces variables. Par contre. si la valeur de X,
ne peut être déterminée de façon exacte par les valeurs passées. nous disons que
le processus est non déterministe. Le théorème de Wold établit le lien entre les
processus stationnaires au sens large et les processus linéaires causals.
Théorème 1.3.1 (Décomposition de Wold). Si {X,} est un processus station
naire au sens larqe non déterrnimste avec i O, alors il admet ta représentation
suivante




- fr,} est un bruit blanc friible (O. a),
3- Cov(, U) = O, V s, t,
E et , I V t,
5- {14} est déterministe.
Une démonstration dc ce théorème se trouve dans Brockwcll et Davis (1991,
p.1$1).
Si 4 O, alors {X, } est purement non déterministe et est un processus linéaire
causal. On appelle {a,} le processus innovation de {X,} puisque X,—P,.1X, =
c’est-à-dire que e, est l’erreur de prévision lorsque l’on veut prévoir X, à partir
des valeurs passées {X5 : s < t}. Elle peut aussi être vue comme la partie de X,
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qui ne peut être expliquée à partir des valeurs passées.
La décomposition de Wold fournit une représentation iutéressante d’un pro
cessus stationnaire au sens large niais d’un point de vue pratique. elle présente
tout de même l’inconvénient d’être caractérisée par une infinité de paramètres.
C’est ce qui a motivé l’introduction des processus ARI\’iA.
1.4. PRocEssus ARMA
Les processus AR\iA, une sous classe importante des processus linéaires p0-
pularisés par Box et Jeukins (1970), sont très utiles dans la modélisation de séries
finies. Eu effet, cette classe eTc processus a l’avantage d’admettre un nombre fini
de paramètres comparativement à la décomposition de Wolcl.
Définition 1.4.1. Le processus stationnaire {X} tel que E[X] 0, Vt, est
dit autoreqressif moyenne mobile d’ordre (p.q), noté ARMA(p,q), s’il satisfait
t ‘dquation
— — ... — pXt_p — Et — O15t— — ... — OqEtq, t E Z, (1.4.1)
où {E} est un bruit blanc faible (0, u). , sont appeWs les paramètres
autorégressifs et 01, . . , 0q les paramètres moyennes mobiles.
Remarque 1.4.1. Dans le cas ou te processus {XJ n’est pas de moyenne nuÏte,
disons E[X] = /i. 0, alors le processus {X} est ARMA(p, q) si le processus
{X — t’} est ARMA(p, q) de moyenne zéro.
De la représentation (1.4.1), on remarque que la valeur X du processus {X}
est exprimé comme une fonction linéaire des valeurs passées de {X1} et de valeurs
passées et présentes du bruit blanc {Ej}. De plus, l’équation (1.4.1) peut être
présentée de façon plus concise
eq(B), t E Z, (1.4.2)
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où B représente l’opérateur retard agissant sur l’indice t die telle sorte que pour
ui O BrnX = Xt_rn 30 = 1 et





93 — 9232 — ••, — 9qBQ.
On appeic respectivement les pol 11èmes (B) et eq(B) les opérateurs autoré
gressif et moyenne mobile. À partir de ceux-ci, on peut déterminer si un processus
{Xj est stationnaire causal et s’il est inversible.
Proposition 1.4.1. Suit {X} un processus ARMA(p, q) définz par (1.4.).
Si (z) O pour tout z < 1 aÏors le processus {X} est stationnaire
causal.
Si O(z) O pour tout zI < 1 alors le processus {X} est inversible.
Une démonstration de cette proposition se trouve aussi dans Brockwell et Da
vis (1991, p. 85).
La modélisation d’un processus ARMA (p, q) se fait habituellement en trois
étapes. Tout d’abord, il faut identifier les ordres p et q. L’identification de ces
ordres peut être faite à l’aide des autocorrélations et des autocorrélations par
tielles de la série initiale. Par contre, lorsque ces ordres sont élevés, il est difficile
de les déterminer à l’aide de celle-ci. Dans ces cas. les ordres p et q peuvent
être déterminés en minimisant un critère d’information tel que le AIC ou le BIC,
comme on le présente dans Brockwell et Davis (2002, p. 173).
Suite à la détermination des ordres autorégressif et moyenne mobile, on doit
maintenant estimer les paramètres intervenant dans la représentation ARMA (p, q),
c’est-à dire ,. . . , , ‘ , O, o et tt. Plusieurs méthodes d’estimation peuvent
être utilisées (vraissemblance maximale, moindres carrés conditionnels, moindres
carrés non-conditionnels. etc.). Ces différentes méthodes d’estimation offrent des
estimations semblables lorsque la taille de la série est grande. Cependant, pour
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des petites valeurs de n. ces trois méthodes d’estimation peuvent conduire à des
résultat.s bien différents.
Finalement, suite à l’identification et l’estimation des paramètres, il faut vali
der ic modèle ajusté. Pour ce faire. on effectue une analyse résiduelle pour vérifier
si les résidus se comportent comme un bruit blanc. Dans la suite, on présente les
principaux tests qui permettent de vérifier l’indépendance des erreurs.
1.5. TEsT D’ADÉQUATION
A l’étape validation de la modélisation ARMA, il est nécessaire de vérifier si
les résidus se comportent cssentiellcmellt comme un bruit blanc. Pour ce faire,
plusieurs tests ont été développés pour vérifier cette hypothèse. Les deux plus
importants sont ceux de Box-Pierce (1970) et Ljung-Box (197$).
1.5.1. Test de Box-Pierce
Tout d’abord, suite à l’estimation des paramètres, il est possible dc calculer
les valeurs ajustées par le modèle XL, t = 1, . . . , n et ensuite les résidus
Xt — , t = L
La statistique (le Box-Pierce est définie par
Q(H) n(j)2 (1.5.1)
où (j) représente l’autocorrélation résiduelle de délai j qui est donnée par
.fl-i EtE
PEJ) — Tt ‘ J —
L=1 t
Maintenant, si on suppose que le modèle ARMA(p. cj) estimé
eq(B)Et
est stationnaire causal, alors il admet aussi une représentation i\’ÏA(oo) de la
forme suivante
= B) où 3) = (1.5.2)
i=o
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et les sont tels que <co.
Dans la suite, nous aurons besoin de l’hypothèse suivante sur les coefficients
b1.
Hypothèse 1.5.1. La sbie X1, X2,. . . , X, est géndrée par un processus ARMA(p, q)
stationnaire causal et inversible dont les coefficients de la reprdsentation (1.5.2)
sont tels que :
i)ik,=O(),jHn—(p+q), oûH=H est un entier qui ddpend denet
ii) t=°(*)
Sous cette hypothèse, si n est grand, H, A$ où tl est une constante
indépendante de n et pour j H — (p + q), les coefficients sont négligeables.
Posons
Pe,H = (Ml),
le vecteur des H premières autoconélations résiduelles.
Sous Phypothèse (1.5.1) et si {et} est un bruit blanc fort, Box et Pierce (1970)
ont montré que
* C
I Njjr(O, (IH — D))
où D est une matrice idempotente de rang H — L, L étant le nombre de paramètres
AR et MA estimés et “.“ désigne la convergence en loi.
Nous aurons besoin des deux théorèmes suivants pour déduire la distribution
asymptotique approximative de la statistique de Boec-Piace.
Théorème 1.5.1. Soit X = (Xi, X2,. . . , X,,)’ un vecteur aléatoire qui suit une
loi multinonn&e N,,(O, E) et soit Â une matrice symétrique de dimension p.




où les j sont les valeurs propres de AE et les 4 sont des variables atéatoires
indépendantes et zdentiquernent distribuées (izd) selon la toz N(0, 1).
Une démonstration de ce théorème se trouve clans Cravhill (1976. p. 136).
On note que si X N(O, E) et que la matrice E est de plein rang, alors
X’E’X est distribuée selon une loi khi-cieux p degrés de liberté.
Comme dans la suite nous décrirons un résultat asymptotique, nous avons
d’abord besoin d’un résultat général sur la convergence d’une suite de vecteurs
aléatoires.
Soit Y, n 1. 2.. ., une suite de vecteurs aléatoires dans RlE telle que
Y Y. où Y est aussi un vecteur aléatoire clans RH.
Théorème 1.5.2. Soit g Ru —* W une fonction continue. Si Y Y, alors
g(Y) g(Y).
Une démonstration de ce théorème se trouve dans Serfiing (1980, section 1.7).
En posant YH = \/P6,H, A ‘H et la fonction g RH —* R comme étant.
g(y)=y’Ay, yRM,
on en déduit que YAY11 n i(i)2 Qnp(H) suit approximativement
une loi puisque la matrice (I — D) admet H — L valeurs propres égales à
1 tandis que les autres sont toutes égales à 0.
L’étape validation d’un modèle estimé consiste principalement à vérifier si le
modèle ARMA(p, q) estimé est adéquat. Si c’est le cas, les résidus , t 1, . . .
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devraient se comporter essentiellement comme les vraies erreurs.
Posons
76(h) = Cov(e,+h,e). h E Z,
et
p(h) = Corr(eL÷h, et). h E Z,
respectivement l’autocovariance et l’autoconélation théorique do délais h des er
reurs. Comme on a supposé que {e} est un bruit blanc fort, p8(h) = O, V h & O.
À l’aide des autoconélations résiduelles, on veut tester l’hypothèse
H0:p(h)=O,hO w Hi:3jE{1,...,H}telquop)ØO.
Avec la statistique de Boec-Pierce, on rejette H0 au niveau o si
n , 2
WBP%H) >
oùx représente le quantile d’ordre p de la loi xL. En fait, si H0 est vraie, alors
on s’attend à ce que les A(h) soient près de zéro, c’est-à-dire que la statistique
QBP(H) prennent de petites valeurs. Dans le cas inverse, si QBp(H) prend de
grandes valeurs, alors on rejette l’hypothèse H0.
Dans des études subséquentes aux travaux de Box et Pierce, il a été remarqué
que ce test nc rejetait pas l’hypothèse H0 malgré la présence d’autocorrélations
résiduelles importantes à certains délais. De plus, des études faites par Davis,
‘&iggs et Newbold (1977) et Prothero et Wallis (1976) ont fait ressortir que la
distribution asymptotique de QBP(H) peut dévier considérablement de celle d’une
xk,. Ces constatations ont conduit à des modifications du test de Box-Pierce.
1.5.2. Test de Ljung-Beoc
Pour améliorer l’approximation de la statistique de QBP(H) par une khi-deux,
Ljung et Box (1978) ont proposé la modification suivante de la statistique de Box





Des simulations oilt montré que sous l’hypothèse d’indépendance des erreurs,
la statisticlue de Ljung-Box est mieux approximée par la loi pour de petites
tailles échantillounales. Ou ilote tout de même que l’approximation se détériore
lorsque H est grand par rapport à n.
Dans les dernières années, des recherches ont montré que plusieurs modèles
non linéaires admettent. une représentation ARAfA dans laquelle les erreurs sont
non corrélées mais dépendantes. Ce qui a conduit à l’étude des tests de Box-Pierce
et de Ljung-Box sous l’hypothèse plus générale que le processus innovation {r}
est un bruit blanc faible.
1.5.3. Test de Ljung-Box modifié
Tout d’abord. Francq, Roy et Zakoïau (2005) ont établi la distribution asvrnp
totique du vecteur feH des fI premières autocorrélations résiduelles sous l’hypo
thèse de bruit blanc faible des erreurs.
Sous l’hypothèse d’indépendance, la loi asymptotique de H ne fait inter
venir que les deux premiers moments de la distribution des erreurs. Par contre,
sous l’hypothèse plus faible de 11011 corrélation les moments d’ordre 4 des erreurs
interviennent aussi.
Notons
f(, L’) = E(qc±(ef±f+h+tI). (L. ) (0. 0),
et définissons la matrice
F(1,1) f(1,2) .F(1,H’)
F(2. 1) F(2, 2) , F(2, H’)
=






* -, — * —i oe *Soient e5 et 9 les coefficients defmis par (z) = z. (z) = z




et Am la matrice
(À1, À2,
Notons que AœA =
Théorème 1.5.3. Soit {X1} un processus ARMA(p, q) stationnaire causal et
‘lnVerszÏ)Ie tel que les polynômes F(z) et eq(z) ont leurs racines à t’eztérieur du
cercle unità et n’ont aucune racznes communes .AÏors, on a
PH N(O.H) (1.5.4)
où
EPH RH,H + Ai{AœAY’Aœ(Roc.œ 0 Ip+q)A{AA}1A[I
A{AœA}’AœRoH - Rn.A{AAI’An.
On peut vérifier, que si l’on considère un ARMA(p, q) fort, alors pour H
grand.
—
la matrice obtenue par Box et Pierce.
Sous l’hypothèse du théorème 1.5.3, il découle des théorèmes 1.5.1 et 1.5.2 que
la statistique de Ljung-Box
QLB(H) Z() (1.5.5)
où ,aH = (Ø... . rni)’ est le vecteur des valeurs propres de la matrice et
Z1 ZH sont iid N(O, 1). En pratique. PH doit être estimé car elle fait inter
venir des paramètres inconnus du modèle ARMA faible. Francq, Roy et Zakoïan
(2005) ont développé un estimateur convergent de ce qui conduit à
1$
un estimatcur convergent PH (81,H 3H.H)’ (le 11• Notons ZH(1 — o). le
quantiic cl’orclrc 1-o de la variable aléatoire
ZH(rJ) =




Le test de Ljurig-Box modifié de niveau asymptotique 1— coi-isiste donc à rejeter
H0 si QLB(H) > zi(1 — n). De (1.5.4). nous avons aussi que
‘ 2
flPHZéHPH “ 1H
potir n’importe quel estirnatem coilvergent de qui est défini positif.
Le test de Ljung—Box modifié va servir dans la suite pour valider la modélisa
Lion de séries agrégées ou de séries obtenues par échantillonnage systématique.
Chapitre 2
AGRÉGATION D’UN PROCESSUS AR FORT
2.1. INTRODUCTION
L’agrégation est mie trausformation particulière clos séries chronologiques qui
est beaucoup utilisée en économie. Pour la modélisation cÏ’mie série chrouolo
gique, les clollilées doivent êtres récoltées à intervalle de temps fixé, par exemple.
à chaque heure, à chaque lour, à chaque semaine, etc. Cependant, clans plilsieurs
situations. les données brutes ne sont pas disponibles et nons devons alors tra
vaillé avec clos données agrégées, par exemple des données journalières qui sont
agrégées 011 dollnées hebdomadaires ou en données mensuelles, etc. Évidlemmellt.
il est préférable de modéliser les données non agrégées lorsque c’est possible, car
ces dernières contiennent davantage d’information et sont susceptibles d’offrir de
meilleures prévisions. L’agrégation d’une série affecte la spécification du modèle,
l’estimation et la précision des prévisions.
Dans ce chapitre, nous ferons une brève revue de littérature concernent les
ordres moyenne mobile et autorégressif des modèles résultants de l’agrégation.
En effet, l’agrégation d’un modèle iiiitial ARMA(p, q) admet aussi mie représen
tation ARMA mais où les ordres diffèrent en général de celles du modèle initial.
Ce sujet a intéressé de nombreux chercheurs depuis le début des années 70. Par
la suite. nous montrerons comment trouver les ordres résultants de l’agrégation
d’un processus AR(p) fort et nous fournirons des conditions suffisantes sous les
quelles le bruit blanc intervenant dans le modèle agrégé est faible. Finalement,
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nous terminerons avec un exemple complet sur l’agrégation d’un ÀR(1) fort.
Tout d’abord, voici la notation que nous utiliserons pour traiter l’agrégation.
Définition 2.1.1. Soit {X} une série initiale. La nouvelle série {YT} défini par:
-mT
7T = X1. t E Z, (2.1.1)
est ta série agrégée à l’ordre ni.
Dans la définition précédente, T représente l’indice temps de la série agrégée
alors que t représente l’indice temps de la série de hase {X1}. La série {Y-} est
l’agrégation de la série {X} sur des périodes consécutives disjointes de longueur
ni. Alors que les variables de hase X1 sont définies pour chaque indice de temps
t, les variables }‘ sont disponibles au pas de temps in par rapport à l’indice dc
temps correspondant aux X.








Dans certaills développements, il est commode d’utiliser le processus {I} qui
est l’agrégation à l’ordre ni de la série {X} sur des périodes qui se chevauchent..





Alors que B est l’opérateur qui nous fait reculer de 1 unité de tenips dans la




Puisque Y1 X1,(T_i) BrnX,,,T, il s’ensuit que
LBtm. (2.1.5)
2.2. REVUE DE LITTÉRATURE
Dans les aimées 70 et $0, les recherches faites au niveau de l’agrégation avaient
pour but d’étudier l’effet de l’agrégation sur le modèle résultant. L’agrégation cl’mi
ARiIIA(p, q) avec un pas de ni. admet aussi une représentation ARMA(p*,
q*)
où
les ordres p* et q* dépendent de p et q, les ordres dc la série initiale, ainsi que dc
ni, le pas utilisé pour l’agrégation. Les principaux travaux effectués avaient pour
but dc trouver les ordres p et q.
Amemiya et Wu (1972) montrent que l’agrégation d’un AR(p) fort en utilisant
mi pas ni résulte e un AR]/iA(p, q*
) où l’ordre p est celui du modèle initial et
l’ordre q* est donné par le plus grand entier
q* tel que q*rn < (p + 1)(m — 1) + 1.
Ceci implique que q* est au plus égal à p et si ni (p + 1), q p. Les auteurs
mentionnent aussi que le bruit blanc intervenant dans le modèle agrégé est fort;
on sait aujourd’hui que ce n’est pas nécessairement le cas. Effectivement, clans
la suite on s’intéressera aux coilditions sous lesquelles l’agrégation d’un AR fort
résulte en un ARMA faible. Il est a noter ciue l’agrégation d’un ARiIIA fort
gaussien résulte lui aussi en un processus ARiiA fort.
Ces auteurs se sont aussi intéressés aux performances prévisionnelles qu’offre
un modèle agrégé comparativement au modèle initial. Intuitivement, on s’attend à
ce que les performances prévisionnelles eu utilisant une série agrégée soient moins
bonnes que celles obtenues avec la série originale puisqu’en autres, il y a moins
d’observations disponibles pour la modélisation. Amemiya et Wu (1972) ont com
paré les erreurs quadratiques moyennes pour les deux modélisations (agrégée et
non agrégée) à l’aide de simulations et en sont venus à la conclusion que l’agré
gation n’affecte pas beaucoup les performances prévisionnelles.
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Par la suite, Brewer (1973) généralise le résultat d’Amemyia et Wu pour un
AR(p) à un ARMA(p, q). Il montre que l’agrégation d’un ARMA(p. q) avec im
pas de m. induit un modèle ARMÂt». ff) où q* = [(p + 1)(m. — 1) + q]/m . Il
note que lorsque in est grand, on obtient un AR1iA (p.p + 1) si q p + 1 et
mi ARMA(p,p) si q < p + 1. Comme Ainemyia et Wu l’avaient noté dans leur
article, Brewer considère aussi que le bruit blanc de la série agrégée est fort.
Wei (1981) examine lui aussi l’effet de l’agrégation de séries chronologiques
et s’attarde à étendre les résultats connus pour des modèles ARIiIIA(p. ct. q). Il
montre que l’agrégation avec un pas ni. d’un ARIMA(p, d, q) résulte lui aussi en
un modèle ARMA(p, q*) où q* = [t + d + 1) + )]. II note que lorsque
in est grand, on a un AR/IA(p,p + cl + 1) si q p + 1 et un ARMA(p.p + ct) si
q<p+1.
Par contre, Stram et Wci (1986) font remarquer une chose très importante, à
savoir que les ordres (p, q*) sont les ordres maximum, ce que les auteurs précédents
n’avaient pas noté. Le point que Wei fait. valoir est que l’on peut représenter un
processus {X} ARMA(p. q) de la façon suivante
fl(i — r1B)Xt = J(1 — vB)at (2.2.1)
où {at} est un bruit blanc et les r sont les inverses des racines de cI(B) et les
v les inverses des racines de eq(B). Un modèle ARMA(p, q) satisfaisant (2.2.1)
est identifiable en autant que les opérateurs autorégressifs et moyennes mobiles
et O(B) n’ont pas de racines communes, c’est-à-dire r v, V i,j. Mêmes
si le modèle dc base (2.2.1) n’a pas de racines communes, il se peut que les r et
les v soient tels que le modèle ARMA(p, q*) décrivant la série agrégée ait des
racines communes. Stram et Wei (1986) ont relevé ce problème d’identifiabihté
du modèle ARMA de la série agrégée et afin de le rendre identifiable, il faut
possiblement utiliser des ordres inférieurs à ceux spécifiés jusqu’à maintenant. De
plus, ils ne spécifient pas la nature du bruit blanc intervenant dans le modèle
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agrégé, contrairement aux auteurs précédents qui le cua1ifiaient de fort.
Finalement, Stram et Wei détermine de façon formelle les vrais ordres du
modèle résultant de l’agrégation cl’mr ARIMA(p. d, q), qui tient compte de l’an
llulatiOll possible causée par les racilles communes.
Définition 2.2.1. Soit {X } un modèle ARIiiIA (p. cl. ci) ayant ta forme suzvante
— B)dx eq(B)at (2.2.2)
où {at} est un bruit blanc et (B) et eq(B) sont respectivement des polynômes
autorégressif et moyenne ‘mobile ayant chacun leurs racines à l’extérieur du cercle
unité et n’ayant aucune racine commune.
$oient r1, i 1,.
..
,p les p racines de (3). Le modèle est dit sans pério
clicité cachée d’ordre ra si Tt = r implique que r ri.
Les deux théorèmes qui sUivent, donnent respectivement les ordres du modèle
agrégé d’un modèle AR(p) et d’un modèle ARIMA(p, d, q). Considérons les no
tations suivantes: [a], la partie entière de o, b1, le pius petit entier supérieur ou
égal à b et maxA le plus grand élément de l’ensemble A.
Théorème 2.2.1. Soit un modèle AR(p) caractérisé par le polynôme autoréqressf
(B). Soit r.ï, pour i = 1. p’, les p’ racines distinctes de 4(B), chacune
de multiplicité s. Soit b le nombre de valeurs distinctes de r pour i Ï,
Considérons les b partitions A, tel que sk et s A si Alors l’ordre
AR de la série agréqée, notée p’, suite à l’annulation des monômes éqaux lors
de la décomposition en monômes de F(B) et de &q*(B), le polynôme moyenne
mobile du modèle agréqé résultant, sera donnée par p maxA. De pins,
l’ordre moyenne mobile de la série agrégée que l’on note N est donnée par N =
q*_(p_q*) o1q*=[(p+1)_1.
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C Pour une démonstration voir Stram et Wei (1986).
Théorème 2.2.2. Considérons te modèle ARIMA(p, d, q) définie par (2.2.2)
dans lequel tes potynômes cI(B) et e(B) ont teurs racines à t’extérieur du
cercle unité et n’ont aucune racine commune. Supossons de plus que ce mo
dèle est sans périodicité cachée à l’ordre d’agrégation m. On a alors que ta sé
rie résultante de l’agrégation de ce ‘modèle suit un modète ARIMA(p*, d M) où
M [p + d + 1 + (qp1
—
(p + N) où p et N sont définis par te théorème
2.2.1.
Pour une démonstration voir Wei (199t). p. 408).
2.3. ORDRE p ET q D’UNE SÉRIE AR AGRÉGÉE
Dans cette section, IIOUS allons molltrcr comment obtenir les ordres p et q ré
sultant de Fagrégation d’un modèle AR fort en utilisant un ordre ‘in quelconque.
Nous nous intéressons seulement à l’agrégation d’un AR(p) fort , mais la méthode
pour trouver les ordres lors de l’agrégation d’une série ARMA(p, q) est similaire.
Dans la suite. nous aurons besoin de la caractérisation suivante d’un processus
stationnaire au sens large dont les autocovariaiices sont nulles à partir d’un cer
tain délai.
Proposition 2.3.1. Si {X} est stationnaire au sens large avec une fonction
d’autocovariance ‘y(•) telle que ‘y(h) = O pour h > q et y(q) 0, alors {X} est
MA(q), c’est-à-dire qu’il existe un bruit blanc {at} et des coefficients O, 02 °q E
R tels que
ai — Oiat_y — ... — O,jat_q.
Une preuve de cette propositioi est donnée dans Brockwell et Davis (1991,
p.89).
Théorème 2.3.1. Soit {Xj une série issue d’un processus AR(p) fort où (B),
son polynôme caractéristique, admet p racines distinctes, notées r1, i = 1,. . .
toutes à l’extérieur du cercle unité, telles que si r” = r alors ri = r. La série
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{YT} ‘rrsultant de l’agrégation de X su alors un modèle ARMA(p, ci) où
tllLiÏ.
DÉfvIONSTRATION. Pour tout t Z, {X} satisfait l’équation
fl(i — r1B)X =
et en particulier en t = mT, nous avons
P
— rB)X1flT mT (2.3.1)
En appliquant l’opérateur 1 + B +. . . + 3m1 aux deux membres de (2.3.1), nous
trouvons
11(1 — rB)(1 + B + . . . + B’)X,1 (1 + B + ... + Bnh1_i
11(1 — rB)YT = (1 + B +... + (2.3.2)
Afin de faire apparaître les valeurs passées YT—2, . . . , appliquons maintenant
1 m3m
l’opérateur fl1 aux 2 membres de (2.3.2). Nous obtenons
i rrtm




— rL)YT = (1 + B + ... +
3m_1) fi mT (2.3.3)
Le membre de gauche de l’équation (2.33) nous indique que YT admet une partie
autorégressive d’ordre p. Il ne reste plus qu’à trouver l’ordre moyenne mobile du
membre de droite que nous notons UT.
° 1 m3m
UT = (1 + B + ... +





il s’ensuit que l’opérateur en B dans (2.3.4) est. de degré (p+ 1)(rn 1) et. notons
ses coefficients , i = 0 (p+ 1)(ni— 1). avec = 1. Nous pouvons donc écrire
(p± 1) f rn — 1)
U1 = imT—i (2.3.5)
et clone, UT fait intervenir les bruit ErnT. 6rnT—i, rnT—fp+i)(ni—i) De même,




Cov(U1+11, UT) = E[UT+h,UT] = O
pour h> (p + 1)(m — 1).
IViaintenant, pour déterminer q. on doit. passer de l’indice temps t de la série
initiale à l’indice temps T dc la série agrégée. En considérant. que T + h et T sont
exprimés en unités de temps de la. série de base, E[UT+hUTI O si
qrn (p + 1)(m — 1).
Par la proposition 2.3.1 et comme q doit être entier, le processus {U1} admet une
représentation moyenne mobile d’ordre q tel que.
— Ft + 1)(m. — 1)
— 1(j
et la démonstration est complétée. D
On remarque de plus que si rn p + 1 alors q =p, comme Amenyia et Wu
(1972) le faisait remarquer.
2.4. PRoPRIÉTÉ DU BRUIT BLANC D’UNE SÉRIE AR AGRÉGÉE
La plupart des auteurs ayant travaillé sur l’agrégation de séries chronologiques
dans les années 70 et $0, laissaient entendre que le bruit blanc intervenant dans le
modèle agrégé était de même nature que celui du modèle initial, c’est-à-dire fort.
Par contre, Francq, Roy et Zakoïan (2005), ont montré que l’agrégation induit,
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Q sous certaines conditions, un bruit blanc faible plutôt que fort.
Dans cette section, nous donnerons des conditions suffisantes sous lesquelles
l’agrégation cÏun AR fort avec un pas m quelconque résulte en un ARMA faible.
Dans la démonstration du théorème 2.3.1, o a montré que
(p+1)(rrt—1)
UT = 5imT—i
défini par (2.3.5) est MA(q) où q
— il. Les coefficients j. i =
L. . . (p + 1)(m — 1) dépendent de F1, = ç. 5)’ ainsi que de m.
Maintenant, comme {U} est MA(q) il admet la représentation suivante
UT = ?)T — &1T_1 •.. 9qT-q &q(B)T (2.4.1)
où ?] est un brdt blanc faibte avec E[jT] = 0 et E[?]] = et Oq(B) est le po
lynôme moyenne mobile telle que ses q racines sont toutes à l’extérieur du cercle
nnité.
À partir de cette formulation, la fonction d’autocovariance de {UT} est donnée
par
sih=0.
7u(h) u(—Oh + 010h+1 + ... + Oq-hOq) si h <q et q 0, (2.4.2)
O sih>q.
Par contre, si on utilise l’équation (2.3.5), on obtient la représentation suivante
de la fonction d’autocovariance de {U}
fJ2P±1m1_mhi.+IhI6. si kf <q,
7u(k) = (2.4.3)
10 sifkf>q.
Maintenant, en égalant (2.4.2) et (2.4.3), il est possible de calculer les O. i =
1, . . . ,q, à partir des coefficients , i = 1,. . . , q, du modèle AR(p) de la série
2$
de hase. Ceux-ci serviront à illustrer les conditions afin que la série agrégée soit
ARMA faible.
Avec le théorème qui suit, nous serons en mesure d’établir une condition suf
fisante sous laquelle {YT} est un ARMA(p, q) faible.
Théorème 2.4.1. Soit {UT} ‘un processus mojjenne mobile défini par (2.,.1).
Si E[r/Tg(UT_y)] O pour au moins une fonction g R ‘ R mesurable et non
linéaire alors. {rj1} est ni ‘un bruit blanc fort. ni une différence de martinqate.
DÉMONSTRATION. : Supposons que {)T} est un bruit blanc fort. On a alors
que ip est indépendant de U_1 et en particulier de g(Ur_r). Ils s’ensuit que
E[ïTg(UT_i)J = E[7)T]E[g(UT_l)] = O, une contradiction avec l’hypothèse du
théorème. Donc, {?]T} n’est pas un bruit blanc fort si E[prg(Ur_i)] O.
Maintenant. si {“lr} est une différence de martingale. alors E[î7r {771—1, ‘171_2. . .
O V T. Mais, on a
E[ijrg(Ur_r] = E[E[g(U1_1)iy {PT-1, “)T-2,.• .}j]
= E[g(UT_l)E[PTI {PT-1,PT-2,..
=0.
ce qui contredit l’hypothèse du théorème. Donc {PT} n’est pas non plus une
différence de martingale. E
Afin d’obtenir une condition suffisante sous laquelle le bruit blanc {p1} est
faible, il suffit donc de trouver une fonction non linéaire g R R tel que
E[r1g(U1_i)] O. Une fonction non linéaire simple du point de vue des manipu
lations algébriques est la fonction g(x) x2 que nous utiliserons dans la suite.
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Teles et Wei (2002) affirment dans leurs lemme 1 et théorème 1 que le bruit
blanc {} est fort. Leurs résultats sont donc faux en général. Cependant, l’agré
gation d’un processus gaussien conduit à un nouveau processus gaussien et leurs
énoncés sont clone corrects clans le contexte gaussien.
Par le théorème précédent, nous n’avons qu’à trouver les conditions sous les
quelles E[7)TU_l] 0 pour ciuc {}‘-} soit ARMA faible. Nous allons donc déve
lopper E[7]T(4_1].




où 9 = 1 et les coefficients 9’ pour i > 1 sont déterminés par les coefficients 6t
de la représentation (2.4.1).
Maintenant. en utilisant la représentation (2.1.4), il est facile de calculer
E[pTU_1j. On obtient
E[pTU_lÏ = E[UTU_i} + OE[U_1j + OE[U_1U1_j
q+1 00
= E[UTU_l1 +&E[(4_1] +6E[UÏUT_] + 9E[UlUT_Ï.
i=2 i>q+1
En utilisant la représentation (2.3.5) pour UT, il est facile dc vérifier que
3 v—m 2
E[;rLT] Zi=o j 7fl+ si j = 0,
2 T




iÔ+(jl)m si 2 j q + 1,
O sij>q+2,
où u = (p + 1)(m — 1). Il en découle que
v—m u q±1 f v—0—l)m
= j771+ +01 j + (O
i=O iO j2 \ i=o
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Par le théorème 2.4.1, nous pouvons maintenant clomier des conditions suffisantes
pour lesquelles la série agrégée {Y-} est ARiÏA(p, q) faible.
Théorème 2.4.2. Soit {X} une processus AR(p) fort dont te vecteur des coef
ficients autorégressiJ est noté (,..., )‘ et te processus innovation {e}.
Le processus agrégé au pas in {Yr} est ARMA(p. q) Jaibte si tes deux conditions
suivantes sont satisfaites
G(rn, ) + o s +zi (o; z;:’” 5ï+(j_1)m)
où tes sont définis par (23.5) et tes O par
Donc. la série agrégée {}} sera ARAIA faible si la loi de probabilité du bruit
{ xt} du processus de base est asymétrique et si la fonction G(m. ) est non nulle.
Intuitivement, il n’y a pas de raison de croire que cette fonction s’annulle POUf
l’ensemble des valeurs admissibles de Par conséquent, avec un bruit blanc {}
de loi asymétrique, la forme de G(i. nous laisse croire que la série agrégée
{ }‘x} sera ARMA faible pour un grand nombre de valeurs possibles citi vecteur
Cette caractéristique est illustrée clans la section suivante pour un processus
AR(1).
2.5. AGRÉGATION D’UN AR(1) FORT
Dans cette partie, nous allons étudier en détail l’agrégation d’un AR(1) fort
et trouver les conditions sous lesquelles la série agrégée est ARMA faible. Nous
considérerons un pas ru quelconque ce qui nous permettra de voir l’influence de
m sur les paramètres du modèle agrégé ainsi que sur le fonction G(m. ). Les
résultats présentés dans cette section seront aussi utilisés dans les simulations. Ils
permettroitt entre autre de choisir des valeurs de paramètres AR et des valeurs
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de m pour lesciuelles nous aurons mtuitivement plus de chance de détecter la
dépendailce des erreurs.
Comme la série non agrégée {X) est AR(1) fort, elle admet la représentation
suivante
= a + X_1. (2.5.1)
Par ic théorème 2.3.1, la série agrégée {}} sera ARMA(1. 1), V in > 2. L’ob
servation T dc la série agrégée est alors fournie par (2.1.1). En preinant t = 71,
nous obteioils
E1T + XrriT_i. (2.5.2)
Puisque = B’X,,T. cri ajoutallt
m—1
B’X,rzT à chacuii des deux
membres de (2.5.2), nous pouvons écrire
m—n
YT OErnT + XrnT_l + BzX. (2.5.3)
Développons XmT donné par (2.5.2) afin dc l’exprimer c fonction des bruits
,nT, rriT—i ErnT(_i). En substituant dans (2.5.2) XiriT_1 par r,tT_y+XirtT_2
et ainsi de suite jusqu’à ce que X- apparaisse, nous avons
XmT EmT + ETflT_1 + XmT_2
= 6mT + r,iT-i + . . . + 1EmT_(f_1) + 1XmT_e
= B’ + BXrnT, (2.5.4)
où e 2 est un entier.
L’équatioll (2.5.3) s’écrit aussi en termes de Xmi,
m-i
= ErnT + qiBXm + BX
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et substituons le premier XmT par (2.5.4) en posant = ‘n; — 1 et le deuxième en
posant = m. Nous obtenons
m—2 ru—1 m—1
= mT + 3mT + ‘XmT_(in_l) + 3
m3m
j=O i=1 j=O
m—2 m—I m—1 m—i
EmT + q7)+i3i+
i + +
jrrt3m : B1X77T (2.55)
j=O i=Ï jO iO




qui est le cÏcrmer ternie de (2.5.5) et on peut écrire
m—2 m—l m—1
— Yr—i mT +
+1 3]+l + J3J±1 (2.5.6)
j=O i=l j=O
Le paramètre autorégressif de la série agrégée au pas m est donc
. Il reste
maintenant à trouver la valeur du paramètre moyenne mobile. À cette fin, notons
UT le membre de droite de (2.5.6)
m—2 m—1 m—1 2m—2
UT = EmT +
6j+13j+1 + 3BJ±ZEmT = B6n (2.5.7)
i=1 j=O i=O
les c5 sont définis par
—
siO<i<rn,
-rn±1 2m-2-z si m < j < 2m — 2.
De la représentation (2.5.7). il s’ensuit que la foiction d’aut.ocovariance de UT
est domiée par
2 2m—2 2 sih=O,
7u(h) jo2(5i(5t+ir7 hi = 1, (2.5.8)
O si hi >2,













En fonction de cette dernière, sa fonction d’autocovariance est donnée par
(1+O2) j/Q






Nous sommes maintenant en mesure de déterminer 9 en égalant (2.5.8) et
(2.5.11). On trouve alors l’équation du second degrée stuvante
m—2 2m—2 m—2
ii+m + ( + = O







Nous avons donc trouvé les paramètres autorégressif et moyenne mobile de la
représentation ARMA(1, 1) qui décrit la série agrégée {Y}
YT — ‘‘T-1 = — (2.5.14)
où O est donnée par (2.5.13).
Le graphique suivant donne la valeur du paramètre moyenne mobile O en
fonction de et ru, pour ru = 2, 4, 6, 12. On remarque tout d’abord que O décroit
de façons rapide entre -1 et O et cette décroissance est plus prononcée à mesure
que ru augmente. Pour des valeurs positives dc , O semble se rapprocher dc
0.25. Un fait intéressant à noter est que O ne peut pas prendre toutes les valeurs
possibles entre -1 et 1
Dans la section précédente, on a montré que {Y1} est ARMA faible si E{]
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FIGuRE. 2.1. Graphique de O en fonction de çS.
AR(l), nous pouvons calculer G(rn, q5) pour n’importe quelles valeurs de q5 et rn.
La figure 2.2 nous fournit la fonction G(m, q5) en fonction de q5 (—1, 1) pour
rn = 2, 4, 6, 12. On remarque que pour des valeurs négatives de q5, la fonction
G(m., q5) est près de O ce qui indiqile que la dépendance des erreurs devrait être
moins prononcée. Par contre. pour des valeurs de q5 supérieur à 0.5, G(m, q5) est














Comme I ‘agrégation, l’échantillonnage systématique est une transformation
appliquée à une série originale. L’échantillonnage systématique consiste à prendre
uniquement les observations à chaque ru rmités de temps de la série initiale. Dans
la suite, nous parlerons de la série échantillonnée dc façon systématique, comme
étant la série échantillonnée.
L’échantillonnage systématique est utilisé dans plusieurs domaines dont l’éco
nomie et la finance lorsque des données de hautes fréquences sont disponibles.
Par exemple, dans le secteur boursier, les valeurs de plusieurs titres sont connues
de minute en minute. Par contre, dans les annales de la bourse, on retient la plu
part du temps la valeur à la fermeture. Ainsi, la série constituée des valeurs d’un
titre boursier récoltées à la fermeture, constitue une série échantillonnée avec un
certain pas ru.
Comme pour l’agrégation, l’échantillonnage systématique au pas ru d’un ARMA
fort résulte lui aussi en un modèle ARMA. De plus, les ordres autorégressif et
moyenne mobile de ce processus dépendent de ceux du modèle initial ainsi que
du pas ru d’échantillonnage. Dans la suite, nous ferons une brève revue de litté
rature des travaux faits sur la recherche dc ces ordres et nous en ferons même la
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démonstration dans le cas de l’échantillonnage systématique d’un ARMA(p. q)
fort. Finalement, comme clans le cas de l’agrégation, suite à l’échantillonnage sys
tématique d’un modèle ARMA fort, le processus résultant est AR1IIA faible sous
certaines conditions similaires à celles trouvées pour l’agrégation. Nous termine
rons cc chapitre cii présentant un exemple détaillé sur l’échantillonnage systéma
tique d’un ARMA(1, 1).
Tout d’abord, voici la notation que nous utiliserons pour traiter l’échantillon
nage systématique.
Défiuiitiori 3.1.1. Soit {X} ‘une série initia le. La nov,vetle série {-} formée à
partir des observations X définies par
XmT (3.1.1)
est ta série échantillonnée au pas in.
Dans la définition précédente, T représente Finclice temps de la série échan
tillonnée alors que t représente l’indice temps de la série initiale {X}. Les variables
dc base X1 sont définies pour chaque indice dc temps t. tandis que les variables
sont disponibles au pas de temps in par rapport à l’indice de temps correspondant
aux X1.
Comme dans le cas de l’agrégation, il est utile de connaître le lien (lui unit
l’opérateur retard agissant sur l’indice t et l’opérateur retard agissant sur l’indice
T que nous noterons par L. En fait, nous avons L B, puisque à partir de
(3.1.1) on a
y — — ru — IrLf_
—
T—1 m(T—1) — ruT — T —
3.2. REvuE DE LITTÉRATURE
L ‘échantillonnage systématique, comparativement à l’agrégation, présente une
moins grande richesse au niveau littéraire. Ceci est peut-être dû au fait que
l’échantillonnage systématique est une transformation beaucoup plus simple que
l’agrégation, qui elle fait intervenir la somme de ‘rn observations. De plus, on
3$
remarque une grande proximité entre l’agrégation et l’échantillonnage systéma
tique. La plupart des auteurs s’étant intéressés à l’agrégation sont aussi ceux
ayant étudié l’échantillonnage systématique.
Brewer (1973) présente les résultats sur l’échantillomiage systématiclue d’une
série ARMA(p, q) fort. Il note ciuc le modèle résultait est aussi ARMA(p,
q*),
qt
[P(m1)+] où [a] représente la partie entière de a. Il note que lorsque m
tend vers l’infini, la série agrégée converge vers un ARJIJA(p,p) si q > p et vers
un ARIA(p,p — 1) si q < p. De plus. il considère ïue le bruit blanc intervenant
dans le modèle échantillonné est lui aussi fort.
Wei (1981) examine lui aussi l’effet de l’échantillonnage systématique et s’at
tarde à étendre les résultats connus pour des modèles ARIMA(p. d. q). définis en
(2.2.2). Il montre que l’échantillonnage systématique d’un ARIi1IA(p, d, q) avec
un pas ru résulte en un modèle ARMA(p, q*) où
q*
= [( + d) + Wei
note cependant que le bruit blanc intervenant dans la série échantillonnée n’est
pas nécessairement fort.
3.3. ORDREs p ET q D’UNE SÉRIE ARMA ÉCHANTILLONNÉE
Dans cette section, nous montrons comment obtenir les ordres p et
q* suite à
l’échantillonnage systématique d ‘un ARMA (p. q) fort. L’ idée est essentiellement
la même (lue celle utilisée pour l’agrégation. Pour cette raison, nous aurons re
cours à certains résultats présentés dans le chapitre 2.
Théorème 3.3.1. Soit {X} une série issue d’un processus ARII1A(p. q) fort
où (B) et eq(B), ses polynômes autorégressif et moyenne mobile, admettent
respectivement p et q racines distinctes, toutes à l’extérieur du cercte unité. Soit
r1, i = 1 p, les p racines (le fF(3), telles que si r” = rr alors r = r1.
La série {Y-} résuÏtant de l’échantillonnage systématique du processus {X} est
alors ARMA(p, q*) où
qt




DÉI\IONSTRATION. Pour tout t E Z, {X} satisfait l’équation
fl(i — r3)Xt eq(B)ct






Afin dc faire apparaître les valeurs passées f—1, ‘T—2 app1icuons maintenant
1
l’opérateur Ui-ri (1—rB) aux 2 membres de (3.3.1). Nous obtenons
p
1 m3m
(1— r1L)Yj = 6q(B) fi (B 6, (3.3.2)
Le membre de gauche de l’équation (3.3.2) nous indique cjue }‘- admet une
partie autorégressive d’ordre p. Il ne reste pius qu’à trouver 1’ordre moyenne
mobile du membre de droite que nous notons UT. Nous avons
m3m






= 1 + rB + .. . + T_lBml
Oq(B) 1 — iB — ... — 9q3,
il s’ensuit que l’opérateur en B dans (3.3.3) est de degré p(ni — 1) + q et notons
ses coefficients j, i = O,. . . ,p(m — 1) + q, avec = 1. Nous pouvons donc écrire
p(n’ —1 )+q
UT irnT—i (3.3.4)
et donc, UT fait intervenir les bruits E7r1T, 6rnT—1, . . . ,ErnT_p(rrtl)_q. De même,





Cov(Ur+h, UT) = E[UT+hUT] 0
pour h > p(m — 1) + q.
Maintenant, pour déterminer
q*•
on doit passer de l’indice temps t de la série
initiale à l’indice temps T de la série agrégée. En considérant que T + h et T sont
exprimés en unités de temps de la série de base. E[UT+J,UT] O si
q*7fl <p(rn — 1) + q.
Par la proposition 2.3.1 et par le fait que q doit être entier. le processus {U1}
admet 11110 représdiltation moyenne mobile d’ordre
q* tel que
fP(m —1) + q
— il (3.3..5)
et la démonstration est complétée. D
3.4. PRoPRIÉTÉ DU BRUIT BLANC DUN PROCESSUS ARfvIA FORT
ÉCHANTILLONNÉ
Comme dans le cas de l’agrégation, les travaux de francq, Roy et Zakoïan
(2005) ont pcrmÏ de mettre en lumière que la nature du bruit blanc suite à
l’échantillonnage systématique est faible sous certaines conditions. Dans cette
section, nous fournirons les conditions sufisantes sous lesquelles l’échantillonnage
systématique d’un ARMA fort résulte en un modèle ARMA faible.
Tout d’abord, comme dans le cas de l’agrégation, il est possible de déterminer
de façon théorique les paramètres moyennes mobiles qui interviennent dans le
modèle échantillonné. En fait, comme {UT} est MA(q*), il admet la représentation
suivante
UT riT — 177T-1 ... — qriT_q* q*(B)i]i (3.4.1)
où {ij’} est un bruit blanc faible avec Efrp-] O et E[i7] = et 19q* (B) est le
polynôme moyenne mobile de {UT}, tel que ses racines sont tontes à l’extérieur du
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cercle unité. Considérant cette représentation de UT. sa fonction d’autocovariance
est donnée par
si h O.
7u(h) = + . . . + i9q?9I_q*) si O < h
q* (3.4.2)
si h> q*
Par ailleurs, en utilisant la représentation (3.3.4) tic U en termes du bruit
blanc dc la série {X}, la fonction ci’autocovariance de UT est donnée par
h. = O,
tr(ÏZ) (p(r
n-1)+q)-rnh j < q* (3.4.3)
O sih>q*.
En égalant (3.4.2) et (3.4.3), il est possible de trouver les i9, pour i 1 q.
C’est derniers seront utiles, puisqu’ils interviennent tians le théorème qui suit éta
blissant des conditions suffisantes pour qu’un processus ARMA échantillonné soit
ARiviA faible. Dans la suite, nous notons = (, . . . , )‘ et °q . . .
les vecteurs des paramètres autorégressifs et moyennes mobiles du modèle ARiIA
de la série de base.
Théorème 3.4.1. Soit {X} un processus ARIi’iA(p, q) fort et {YT} la série
issue de l’échantillonnage systématique de {X1} en utitisant un pas ni et r =
p(m — 1) + q. Si
1- E[]0
2-H(, eq, ni) = +‘)i +:1 ( v-(j-1)rn 62rn)
où {ct} est le bruit blanc Jrt associé au processus {X}, tes 5, i O, . . . , y, et tes
bj j = 1 q* + 1, sont des coefficients qui dépendent de m et des paramètres





Q DÉMONSTRATION. Tout d’abord. en utilisant la représentation (3.4.1) pour {UT}
et comme {Uj est inversible, alors il existe des paramètres i = 1, . . . , oc, tels
que
‘oUT + ‘1UT_1 + ... + )jU_j +... (3.4.4)
où 1 et les pour i 1, peuvent âtre déterminés à partir des coefficients
i9 de la représentation (3.4.1) de UT. On a alors que
E[pTUi] = E[UTU_1] + 1E[U_1] + . . . + E[U_1UT] +...
E[U1U_1] + tbiE[U_i] +... + 4’q+IE[LT_jLTr_(q*+I)]
+
En utilisant le fait que U
= pm.—1)+q il est facile d’en déduire que
E[ET]
(p(m—1)+q)-m
rn+i si j O.
E[,T]









E[iTU_1] = E[] j,ni+j + Wi Ô +
i=O i=O j=2 i=O
où u = p(rn — 1) + q.
Finalement, en appliquant le théorème 2.4.1, on obtient le résultat énoncé. D
3.5. LE cs ARMA(Ï,Ï) FORT
Dans cette partie. nous allons étudier en détail l’échantillonnage systématique
d’un ARMA(1, 1) fort et trouver les conditions sous lesquelles la série échan
tillonnée est AR1t1A faible. Nous considérerons un pas m quelconque, comme
nous avons fait pour l’agrégation, ce qui nous permettra de voir l’influence de ni
sur les paramètres du modèle échantillonné ainsi que sur le fonction °q, in).
1’)
‘-k,)
De plus, les résultats présentés clans cette section, comme dans le cas de l’agré
gation, serviront clans l’étude de simulations.
Comme la série non échantillonnée est ARMA(l. 1) fort, elle admet la repré
sentation suivailte
X Xt-i Et — (3.5.1)
Par le théorème 3.3.1, la série échantillonnée {YT} sera aussi ARMA(1, 1), V
n 2. Comme ‘r = Xrn’. cii posant t = rnT dans (3.5.1). nous obteiuons
XrnT XrnT_i + ErnT — 9ErnT_i (3.5.2)
Maintenant, développons Xmi en substituallt dans (3.5.2) m7—j par XrnT_2 +
CrnT_1 — OEmT_2 et ainsi de suite jusqu’à ce que X,nT_m apparaisse, nous avons
alors
X,y = X,,1T_i + E,,1T — OE1T_Ï (3.5.3)
(XmT2 + EnT_1 — OEmT_2) + 6mT — rnT-i
—1
= “1XmT_ni — 1&CmT_in + 6înT + ( — 9) ‘BE7T (3.5.4)
Puisque YTY = X.rnTm, de (3.5.4) on obtient que
m—i
YT — mT-i = ‘9En)T_rn + Em,T + ( — O) ‘BEmT. (3.5.5)
Le paramètre autorégressif dc la série échantillonnée au pas in est donc Il
reste maintenant à trouver la valeur du paramètre moyenne mobile. À cette fin,
notons U le membre de droite de (3.5.5)
m—i ut
UT = rrr_lOE + (q5 — 0) ‘BErnT + 6TflT = jBtEmT (3.5.6)
Q où les sont définis par
1 sii=0,
Ô ‘(_9) sil<i<rn—1,
_çbm_IO Si j = ?fl.
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De la représcntation (3.5.6). il scnsuit que la follctioll d’autocovariancc de
{ Uj est donnée par
u(h) {: rn
m
si h = 1,




De plus, pal’ la proposition 3.3.1, le processus {U} admet une représentation
MAti)
UT = — 9’]T-1• (3.5.8)
En fonction de cette dernière, sa fonction cl’autocovariance est donnée par
si h = 0,
7u(h) si Ihi = L (3.5.9)
si lui > 2.
finalement, en égalant (3.5.7) et (3.5.9) on est en mesure de déterminer 3,
cmi est la solution, telle 1î31 < 1, dc l’éciuation du second degré qui suit
Et on trouve que la solution qui satisfait la condition d’inversibïlité est
-




Finalement, à partir de (3.5.8) on a que
— Li + i}U_1 + 9)t-2
= U + i9U_1 + 2U_2 +
Et clone les i/j nécessaires pour calculer eq, in) = H(, O, ni) sont donnés
par i93.
La figure 3.1 fournit les graphiques de O en fonction dc et O pour différentes
valeurs de ra (ni = 2, 1, 6, 12). On remarque ciuc peu importe la valeur de ra,
O prend des valeurs supérieures ou égale à O. On remarque de plus qe lorsque
in augmente. il se forme un plateau à O. Donc phis le pas d’échantillonnage est
grand, plils le modèle échantillonné se rapproche d’un AR(1).
Dans la figure 3.2 nous retrouvons les graphiqiles de H(, 9, ra) en fonction
de , O, pour ra = 2. 4, 6. 12. On remarque que peu importe la valeur de ra, il
y a mi plateau à O, et ces plateaux sont de plus cri plus étendus lorsque le pas
d’échantillonnage augmente. Ce qui nous indique, qu’intuitivement comme clans le
cas de l’agrégation, la dépendance des erreurs devrait être pius difficile à détecter



























FIGURE. 3.1. Graphique du coefficient moyenne mobile 9 de la



















FIGURE. 32. Graphique de la fonction H(b,O,m) du théorème
3.4.1 en fonction de et O pour différentes valeurs de m.
Chapitre 4
ÉTUDE PAR SIMULATION POUR
L’AGRÉGATION D’UN AR(1) FORT
Dans les deux chapitres précédents, nous avons développé les propriétés théo
riclues concernant l’estimatioiï et la nature du bruit blanc iuterveua.nt clans les
modèles issus de l’agrégation et de l’échantillonnage systématique de processus
ARMA forts. Plus particulièrement, nous avons montré que sous certaines condi
tions, le bruit blanc intervenant clans nu processus issu de l’une ou l’antre de
ces transformations est faible. Par simulatioll, nous tenterons de vérifier s’il est
possible en pratique de détecter la dépendance des erreurs pour de tels modèles
et nous examinerons la précision des estimateurs. Dans ce chapitre. nous traitons
seulement des résultats ayant attrait à l’agrégation. Le chapitre 5 sera consacré
à l’échantilloillage systématique.
Pour effectuer l’estimation et la validation, nous avois utilisé le programme
Fortran Nreai. exe écrit par Francq (2001). Nous avoiis dc plus utilisé le progi
ciel S-Plus pour générer les séries et eu faire l’agrégation ou l’échantillonnage
systématique.
4.1. PLAN DE SIMULATION
Nous avons considéré l’agrégation de processus AR(1) forts et comme nous
voulons avoir des séries agrégées dont le bruit blanc est faible, nous avons consi
déré les deux modèles suivants
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- AR(1) fort = — X_1 où {} est. i.i.d. centré et réduit..
- AR(1) fort : X — X_1 où {} est i.i.d. LN(0, 1) centré et réduit.
où LN(ti. u2) dénote une loi lognormale de paramètres i et u2 respectivement.
Pour chaciue modèle. nous avons généré 1000 séries agrégées indépendantes
de tailles n = 500 et 1000, respectivement, en considérant deux pas d’agrégation
ru =4 et 12 et ccci pour six valeurs du paramètre 0.9. 0.6. 0.1, -0,1, -0.6 et
-0,9. Puisque n représente la taille de la série agrégée, pour un pa.s d’agrégation
ru, nous avons dû générer des séries de longueur N = nm, du modèles AR(1) fort
de départ.
Pour générer une série du modèle AR(1) fort. nous avons utilisé la. fonction
aTzma. sûri. de S-Plus. Cette fonction permet de générer des séries ARIMA avec
une distribution spécifiée du bruit blanc fort. Nous avons par la suite agrégé les
séries à l’aide dc la fonction S-Plus Agregation qui est reproduite en annexe.
Nous savons que l’agrégation d’un modèle AR.(1) fort est un ARMA(1, 1)
et nons avons estimé le vrai modèle ARMA(1, 1) pour chaque série simulée à
l’aide d’une version modifiée du programme NreaÏ. exe de Francq. La méthode
d’estimation effectuée par ce programme est celle des moindres carrés. Selon la
distribution choisie du bruit blanc fort {}, E[E] O et par le théorème 2.4.2,
le processus agrégé {YT} est ARMA(1. 1) faible si la fonction G(, ru) 0. Afin
de discriminer entre ARMA(1, 1) fort et ARMA(1, 1) faible, nous avons validé le
modèle estimé à l’aide des tests de Ljung-Box standard et modifié. Les exemples
présentés dans Francq, Roy et Zakoïan (2003, 2005) indiquent que le niveau exact
du t.est de Ljung-Box standard est supérieur au niveau nominal 5% pour des sé
ries AR(1) avec erreurs ARCH ou à changements de régimes markoviens. Avec
des séries agrégées qui sont ARMA faibles, il y a donc lieu de croire que la pro
portion de rejet avec le test de Ljung-Box standard sera supérieur à celle du test
de Ljung-Box modifié. D’après Francq, Roy et Zakoïan (2005), nous savons que
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le niveau du test de Ljung—Box modifié est relativement bien contrôlé pour l’hy
pothèse d’un modèle ARliA faible et donc, les proportions devraient être assez
près du niveau nominal. Pour chacun des deux tests, les proportions de rejet ont
été calculées pour les valeurs du délai maximal H 3. 6, 12, 18. 24. 30 et 36.
Nous allons maintenant exposer nos résultats de simulations clans les sous-
sections 4.2 à 4.5. Nous présenteroils seulcmellt les résultats pour tin bruit blanc
fort centré et réduit. Les résultats obtenus avec un bruit blanc fort LN(0. 1)
vont dans le même sens que ceux obtenus avec le bruit blanc . Dans les pro
chaines sections. nous comparons les proportions de rejet entre les versions stan
dard et modifiée du test de Ljung-Box. nous examinons l’asymétrie des résidus
ainsi que leur distribution asymptotique lorsque le pas d’agrégation ni tend vers
l’infini. Nous termiions finalement cii étudiant la variabilité des estimateurs au
torégressif et moycn;;e mobile.
4.2. VALIDATION DU VRAI MODÈLE AVEC LES TESTS DE LJuNG
BOX STANDARD ET MODIFIÉ
4.2.1. Les résidus non transformés
Dans les tableaux 4.1 à 4.3 de la section 4.5, nous retrouvons dans la pre
mière colonne la valeur du paramètre du modèle non-agrégé AR(1) et dans la
deuxième, la valeur H utilisée pour la validation et dans les autres, le pourcentage
de rejet pour les différentes valeurs de n et ra avec les deux versions du test de
Ljung- Box.
Comme le test modifié est basé sur l’hypothèse de bruit blanc faible et que
nos séries agrégées sont ARMA faibles sous certaines conditions, on s’attend à
ce que les proportions de rejet du test modifié soient près du niveau nominal.
Par contre, on s’attend à ce que les proportions de rejet du test standard soient
supérieures au niveau nominal. Nous pouvons tout d’abord faire la remarque
suivante concernant les résultats obtenus. Les taux de rejet pour les deux tests
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utilisés sont la plupart du temps à l’intérieur des limites de signification à 5%,
du niveau nominal. Ces intervalles sont respectivement [O, 38; 1.62], [3, 65; 6, 35] et
[8. 14: 11, 86] pour les niveaux de 1%, 5% et 10%. Ils ont été calculé à l’aide de la
formule suivante : p + où Z/9 est le quantile d’ordre 1 — a/2 d’une
N(O, 1) et p est le niveau attendu. Dans les tableaux 4.1 à 4.3, les taux de rejet
à l’extérieur des limites de signification à 5% sollt écrites en caractères gras. Au
niveau nominal 5%, le tableau 4.1 nous indique que le niveau du test standard
est étonnanment bien contrôlé. Les seuls pourcentages de rejet à l’extérieur des
limites de signification sont ceux pour H = 3 lorsque 0, 1; —0, 1; —0,6; —0,9
et pour H = 6 avec = —0, 9. Par contre, le niveau du test modifié est bien
contrôlé pour les petites valeurs de H (H 3. 6) mais il a tendance à sous re
jeter pour les grandes valeurs de H. Lorsque d = —0. 9, le biais du test modifié
est particulièrement marqué et se manifeste à partir dc H 12. Des remarques
similaires peuvent être faites pour les niveaux 1% et 10%. Il semble donc que les
tests d’adéquation de Ljung-Box sont peu utiles pour détecter la dépendance des
erreurs suite à l’agrégation. Est-ce dû à la faible dépendance des erreurs? On ne
peut répondre à cette question pour le moment.
La différence entre les proportions de rejet des deux tests standard et modifié
est-elle statistiquement significative? À cette fin, nous avons appliqué le test de
McNemar servant à tester l’égalité de deux proportions obtenues de deux échan
tillons dépeildants. Au niveau 5%, l’hypothèse nulle d’égalité des niveaux exacts
des deux tests à été rejeté dans presque tous les cas. Même si les différences sont
souvent petites, elles s’avèrent significatives avec 1000 réalisations.
Analysons maintenant l’effet du pas d’agrégation ru et de la valeur du para
mètre . Tout au plus, on peut dire que les niveaux sont légèrement moins bien
contrôlés pour ru 4, que pour in 12. Une condition suffisante pour que la
série agrégée soit faible est que la fonction G(rn, ) soit non nulle, mais d’après
le graphique 2.2, la valeur de la fonction G(m, ) est plus éloignée de O pour des
valeurs élevées de ru, spécialement pour les valeurs de près de -1 ou entre 0,5 et
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1. Far contre, si nous retournons au tableau 4.1, les grandes proportions de rejet
avec le test standard sont obtenues lorsque — 0, 1 ou lorsque q prend une valeur
iégative. Il semble donc que la valeur (le la fonction G(m, ) n’a pas d’impact
important pour la détection de la dépendance avec les tests de Ljung-Box.
4.2.2. Les résidus transformés
Il est difficile de conclure à la dépendance des erreurs à partir des résidus
originaux. Si l’on suppose que les erreurs sont indépendantes, alors une transfor
matioll tics erreurs le sera aussi. Par exemple, si les résidus sont indépendants, les
résidus au carrés le seront aussi. Pour cette raison, nous avons examiné de plus
prâs ce qu’il advenait des proportions de rejet en utilisant le carré et la valeur
absolue des résidus.
Pour ces deux transformations, nous avons calculé les pourcentages de rejet
pour deux cas particuliers
Cas 1: rn 12, n 1000 et 0,9,
Cas 2: m=4. n= 1000 et i —0,9.
Dans le tableau 4.4, on retrouve les pourcentages de rejet pour chacun des
cas. Dans le cas 1, le niveau des tests de Ljung-Box standard et modifié sont très
bien contrôlés selon les tableaux 4.1 à 4.3. Par contre dans le cas 2, le niveau
empirique du test standard est le double du niveau nominal pour H = 3.
Avec les résidus au carré, les proportions de rejet des deux tests sont en gé
néral très différentes. Elles sont aussi loin des niveaux noniiiiaux excepté dans le
cas 2 avec le test standard. Avec les résidus en valeur absolue, les niveaux em
piriques des deux tests sont plus rapprochés entre eux et dans le cas 1, ils sont
aussi assez près des niveaux nominaux. Dans le cas 2. les niveaux empiriques sont
aussi éloignés des niveaux nominaux, spécialement pour les petites valeurs de H
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(H=-3,6.12).
Il ne semble pas pertinent de comparer les niveaux empiriques aux niveaux
nominaux car il n’est. pas certain que la loi asymptotique de la statistique de
Ljung-Box calculée avec les résidus transformés soit la même ciue celle calculée
avec les résidus non transformés.
f inalement, il semble que la dépendance des erreurs est difficile à détecter en
pratique à l’aide des résidus ordinaires, par contre les résidus transformés la font
ressortir davantage.
4.2.3. Asymétrie des résidus
Pour étudier l’asymétrie des résidus, nous avons considéré les résidus positifs








Nous avons comparé les proportions de rejet des test de Ljung-Box basés sur
les résidus positifs et sur les résidus négatifs. Si les résidus sont symétriques, les
proportions de rejet devraient être à peu près les mêmes pour un même test. Dans
le tableau 4.5, on retrouve les proportions de rejet avec les résidus positifs et avec
les résidus négatifs pour chacun des deux cas de la section précédente. Nous avons
écrit en gras les valeurs où il y a une différence significative entre les proportions
de rejet. On remarque que dans le cas 1, où m = 12 et 0, 9, il y a quelques
différences pour certains délais H et ces différences sont la plupart du temps aux
mêmes délais H pour les tests standard et modifié. Par contre, pour le cas 2, où
ni = 4 et = —0. 9, il r a des différences significatives entre les résidus positifs et
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C ;iégatif pour tous les délais H et ceci, peut importe le test utilisé. La proportion
de rejet avec les résidus négatifs est très supérieure à celle des résidus négatifs,
ce qui dénote une forte asymétrie des résidus. Donc, la distribution exact de
s
résidus est asymétrique et cette asymétrie es beaucoul) plus prononcée lorsque
in est petit. Cette constatatioll n’est pas surprenante étant donné que le bruit dc
la série de départ est .
4.3. DISTRIBUTION ASYMPTOTIQUE DES RÉSIDUS
Lors de l’agrégation d’un processus fXj qui est AR(1), nous faisons la somme
de in observations pour créer la iiouvclle série agrégée {}} qui est ARMA(1. 1).
La composante moyenne mobile du processus {YT} est donnée par le processu
s
{ UT} définie par l’équation (2.5.7). La variable UT est alors une combinaison
li
;iéaire de 2m — 2 valeurs du bruit {E} de la série de départ. En invoquant un
théorème central limite, {UT} est asymptotiquement gaussien lorsque ru tend vers
l’infini et donc, le processus bruit blanc associé {} est aussi asymptotiquement
gaussien.
Tiao (1977) et plus récemment Teles et Wei (2002) se sont intéressés à cette
question. Afin d’illustrer la vitesse de convergence vers la distribution normale,
nous avons généré une longue série AR(1) que nous avons agrégé à différents pas
ru. Dans la figure 4.1, nous présentons les graphiques quantiles quantiles normaux
des résidus de la série agrégée pour différentes valeurs de ru. On remarque que
la convergence est relativement lente. À ru 48, la normalité est encore rejetée.
Nous notons aussi que la non normalité est plus prononcée à ru = 4 qu’à ru = 12.
4.4. VARIABILITÉ DES ESTIMATEURS DES PARAMÈTRES AR ET
IvIA.
Dans le chapitre 2, nous avons vu que les paramètres du modèle agrégé dé
pendent de ceux du modèle initial ainsi que du pas ru d’agrégation. Pour l’agré
gation d’un processus AR(1) fort, les paramètres autorégressif et moyenne mobile
du modèle ARMA(1, 1) qui en résulte sont respectivement donnée par
m et O,
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O où O est défini par (2.5.13). Nous sommes donc intéressés à voir si en pratique
les estimateirs dti modèle agrégé sont près (le leurs valeurs théoriques et si les
écarts types de ces estimateurs sont raisonnablement bien approximés par les
écarts types asymptotiques obtenus sous l’hypothèse de bruit blanc fort. Dans
les tableaux 4.6 et 4.7, on retrouve la valeur théorique attendue, la moyenne des
1000 cstimatcurs ainsi que l’écart type empiriclue des estimateurs aut.orégrcssif et
moyenne mobile et ccci pour chaque niveau du plan de simulation.
On remarque qu’en moyenne les paramètres sont très près des valeurs théo
riques attendues lorsque s’approche de 1 ou -1 et ce autant pour le paramètre
moyenne mobile qu’autorégressif et peu importe les valeurs du pas d’agrégation
ru et de la longueur de la série n. Toutefois, lorsque le paramètre à estimer est
très petit, par exemple pour m lorsque çb est petit. la moyeimc des estimateurs
est relativement loin des valeurs attendues. Ccci n’est pas surprenant puisque
l’estimation d’ull paramètre est en général moins précise lorsque le paramètre à
estimer est petit. Une meilleur précision requiert une plus grande taille échan
tillonnale. On note sans trop de surprise que la moyenne des estimateurs est plus
près des valeurs théoriques lorsque la longueur de la série est plus grande.
Au niveau de l’écart type empirique de nos estimateurs, on est en lieti de s’at
tendre à ce qu’il soit symétrique par rapport à 0. En fait, on s’attendait à cc
que l’écart type empirique, par exemple pour — 0, 9 et —0, 9, soit du même
ordre de grandeur surtout dans le cas de l’estimation de puisqu’ils corres
pondent aux mêmes valeurs théoriques pour des valeurs paires de ru. Cependant,
l’écart type empirique est plus grand pour des valeurs négatives de et ce autant
pour l’écart type empirique de que celui de O. Cette particularité reliée à la
dispersion des estimateurs de qm et O se traduit très bien dans les diagrammes
en boîte des figures 4.2 à 4.5. On remarque d’ailleurs de ces graphiques que plus
s’approche de -1 plus il y a de valeurs extrêmes. Il est à noter que le caractère
+ qui apparaît clans chacune des boîtes représente la moyenne empirique dc
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l’estimateur clo;it il est question dans le diagramme.
Maintenant, sous l’hypothèse de bruit blanc fort, la variance asymptotique des
estimateurs par maximum de vraisemblance et des moindres carrés d’un modèle
ARMA(1, 1) est domiéc par





— ÔmO)2(y — 62)
(m_&)2
Dans les graphiques 4.6 à 4.9, on retrouve les différentes courbes dc l’écart type
asymptotique en fonction de et cc pour différentes valeurs de ra et n. Nous avons
de plus ajouté à ces graphiques la courbe des écarts types empiriques obtenus
par simulation. Compte-tenu qu’il est relativement difficile d’évaluer l’ordre de
grandeur de la différence entre l’écart type asymptotique et l’écart type empirique,
les valeurs numériques de ces écarts types sont fournis dans les tableaux 4.6 et
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D’après ces courbes et ces tableaux, on remarque effectivement que les écarts
types empiriques ne sont pas symétriques par rapport à = O et que pour les
grandes valeurs de (j 0.9 ou 0.6) les écarts types empiriques des estimateurs
dii modèle agrégé sont près des écarts types asymptotiques. Par contre, pour les
petites valeurs de (I = 0.1), les écarts types empiriques sont beaucoup plus
petits que les écarts types asymptoticues. Ces résultats fout ressortir l’importance
de tenir compte de la dépendance des erreurs dans l’estimation des écarts types
des estimateurs AR et MA avec des séries agrégées.
57
Q 4.5. TABLEAux ET FIGURES
Daiis cette sectioli. on retrouve tous les tableaux et figures dont il est mention
dans les sections précédentes.
5$
n=500 n=1000
H m=4 m=12 m=4 m=12
Fort Faible Fort Faible Fort Faible Fort Faible
3 4,7 4.7 5,9 5,1 6,2 5.6 5,9 5,8
5,6 4.5 5,0 4,8 5,4 4.7 4,4 4.3
T- 5,0 4,4 5,0 4,5 4,7 5,5 4,8 4,4
0,9 i 5.2 1.4 5,7 5,2 5,5 4.0 5.8 5.5
5,2 4.3 4,3 2,9 4,7 3.8 5.3 4.6
4.8 3,6 4,6 3,6 5.7 4.5 5.6 4.6
6.1 4.0 4.9 3,0 4.7 3.5 6.2 5.0
- 4,4 4.9 6.3 5,4 3,6 3,9 4,0 4,0
4,3 4,6 4,4 4,5 4,4 4,4 4,3 4,0
i 3,9 3,8 4,5 4,4 4,2 4,1 .5,6 4,9
0,6 ï 3,6 3,0 4,8 44 5,1 4,1 4,3 4,2
T 4.4 3,2 5.1 4,0 .5,2 4.3 5.0 4.3
5.3 3,3 4,9 3,6 5,3 4,0 4.4 3,8
4,9 3,2 5.2 3,5 4,9 3,7 4,5 3.8
- 7,0 6,2 6,7 4,4 6,9 4,7 6,0 5,2
5,6 4,5 5,8 5,5 5,1 4.7 5,6 6,2
i 5,1 3,7 5.7 5,0 4,4 3,7 4,8 4,8
0,1 5,5 4,0 .5.9 5,1 4,8 3.9 5.3 4,7
T 5,8 3,7 5.3 4,0 4,0 3,2 5.3 4.6
5.6 3,5 6,0 4,1 4,6 3,7 6,0 4.9
4,8 2,7 5.1 3,8 4,5 3,3 5,6 4,8
- 6,7 3,8 7,2 5,7 7,0 4,9 6,4 4,4
5,2 4.7 4,9 4,3 5,6 5,6 5,9 5,6
ï 4,4 3,9 4,3 3,8 4,8 3,8 4,9 4,6
0,1 .5.3 3.8 4.9 3,8 5,2 4.2 3.8 3,2
T 5.0 3,0 4,2 3,1 5,4 3.9 4.8 4,4
W 4.4 2,9 4.0 2,9 4,6 3,5 5,3 4.3
5,1 3,6 4,3 2,5 5,3 4.0 5,4 3,6
3 6,9 4,3 5,6 4,1 5,0 3,5 .5,1 3,1
5,0 4,6 4,8 5,0 4,5 4,0 4,0 3,9
ï- 5,0 3,5 4,5 4,5 4,7 4,3 4,3 4.4
-0,6 ï 4,8 3,3 1.2 3,7 3,8 3,3 4,5 3,8
T 4,8 3,1 4,2 3,4 4,4 3,6 4,0 3.6
4,8 3,1 3,6 2,5 4,6 3,2 4.1 3,2
4,4 2,7 3,7 2,4 5,4 3,9 4,5 3,8
T 8,2 4,4 5,3 3,1 10,2 5,7 6,7 5,0
6,4 4,6 3,6 3,4 7,3 5,2 5,6 5,8
ï 4.7 2,7 3,2 2,8 5,0 4,0 4,7 4.2
-0,9 i 5.7 2,7 3,3 2,9 4,8 4,2 4.3 3,2
24 4,6 2,9 3,1 2,7 5,0 3,6 4,4 3.7
4,1 2,5 3,7 2,7 4,9 4,1 4,2 3,9
4,1 1,6 3,5 2,4 6,4 4,8 5,1 4,2
TABLEAu. 4.1. Pourcentages de rejet au niveau 5% avec les tests de
Ljung-Box standard (fort) et modifié (faible) basés sur 1000 séries
AR(1) fortes agrégées pour différentes valeurs de , in, n et H.
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n=500 n=1000
H m=4 m=12 m=4 m=12
Fort Faible Fort Faible Fort Faible Fort Faible
3 0,6 0.8 1,4 0,8 1,4 1,1 0,9 0,9
0.9 1,1 1,5 1,0 1,2 1,2 1,2 1,3
0.7 0,8 1,1 1,7 0,9 0.6 1,3 1,2
0,9 T 0,8 0,6 1,0 0,8 0,9 0.4 1,2 1,1
1,8 1,1 0,6 0,7 1,1 0,6 1,4 1.2
30 2,0 0,9 1,1 0,5 1,3 0,7 1,6 1.0
36 1,8 1,0 1,0 0,5 1,2 0.8 1,2 0.7
3 1.3 1,2 2,1 0,4 0,6 0,7 0,2 0,2
0,8 0,5 0,7 0,8 0,9 0.5 0,6 0,5
1.2 0,9 1,0 0,8 1,2 0,6 1,1 0,9
0,6 0,9 0,7 1,2 0,6 0,9 0,6 1,2 0,7
1,1 0,7 0,8 0,2 1,0 0,7 0,9 0,5
1,2 0,3 1,2 0,3 1,5 1,0 0,9 0.5
1,4 0,4 1,3 0,3 1,1 0,7 0,9 0,7
3 1,1 1,0 1,8 1,0 1,1 1,0 1,6 1,1
1,5 1,2 1,5 1,0 1,3 1,0 1,2 1,2
1,0 1,0 1,3 1,0 0,9 0,9 1,2 0,8
0,1 1,4 0,4 1,3 0,9 1,0 0,6 1,2 1.0
1,1 0,2 1,4 0,6 1,0 0,9 1,4 1,0
Ô 1,4 0,5 1,5 0,6 0,9 0,5 1,3 1,1
1,4 0,6 1,5 0,5 1,1 0,5 1,6 0,9
3 1,4 0,6 1,4 0,9 1,6 1,1 1,1 0,9
0,8 0,8 1,1 0,6 1,3 0,8 1,1 0,8
0,7 0,4 0,9 0,8 0,9 1,0 1,0 0,8
o 0,6 0,6 0,9 0,7 1,6 0,5 0,9 0.5
1,0 0,6 1,3 1,0 0,5 0,4 1,1 0,7
0,8 0,3 1,2 0,7 0,9 0,4 1,3 0,7
36 1,1 0,2 0,9 0,2 0,7 0,5 1,0 0,5
3 1,4 0,6 0,8 0,6 0,7 0,5 0,4 0,3
6 0,6 0,7 t),8 0,6 0,6 0,6 0,8 0,7
1,0 0,6 0,5 0,3 1,0 0,6 0,8 0,3
-0,6 0,8 0,4 0,6 0,2 1,0 0,7 0,8 t),7
1,0 0,5 0,7 0,4 1,0 0,7 0,5 0,5
1,2 0,7 1,2 0,3 1,4 0,9 1,0 0,8
0,6 0,2 1,1 0,4 1,5 0,9 1,4 0,7
3 1,5 0,5 0,6 0,7 2,2 1,1 0,7 0,3
1,6 0,5 0,6 0,8 1,4 0,9 0,7 0,5
ï 0,7 0,2 0,4 0,5 1,5 0,6 1,0 0,8
-0,9 0,9 0,3 0,2 0,0 1,4 0,4 0,6 0,3
1,4 0,5 0,4 0,1 1,7 0,8 1,2 0,8
1,0 0,4 0,3 0,2 1,6 0,8 1,3 0,7
36 1,0 0,1 0,5 0,2 1,3 0,5 1,0 0,8
o
TABLEAu. 4.2. Pourceucages de rejet au niveau 1% avec les tests de
Ljung-Box standard (fort) et modifié (faible) basés sur 1000 séries
AR(1) fortes agrégées pour différentes valeurs de çb, m, n et H.
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n=500 n=1000
H m=4 m=12 m=4 m=12
Fort Faible]] Fort] Faible ForE] Faible Fort Faible
3 9,5 9,7 ]] 10,5 9,8 11.1 10.1 ÏL$ 12,1
9.5 10,1 ]fRiT 10,5 10.6 10.3 9,3 9,5
ï_ 9,9 9.9 if 10,4 10,0 10.4 10.0 9,4 9,0
0,9 ï 9.5 6.9 ÏfïÔ 9,6 9,1 8.7 11,0 9,8
T 9.7 8.9 f 9.1 9,1 8.3 11.0 10.2
30 10,2 7,6 J{ 8.4 7,1 9,3 7,9 12,1 10.5
36 11,0 9,0 ] 9,7 7,6 8,5 7,8 11,3 10,2
3 8,6 9,5 11,8 9,6 8,2 8,8 9,4 8,3
8,9 9.4 9,7 9,8 8,7 8,8 9,4 9,0
ï 8,2 7,8 9,6 9,9 8,9 8,9 9,7 10,0
0,6 ï 8,4 7,7 10,1 9.3 9,6 8.1 9.9 9.8
24 8,9 8,1 10.0 9.0 9,9 8,1 9.6 9.1
30 9,7 6.4 9,0 7,4 9,5 6.2 9,3 8,4
36 9,7 7,1 8 7,4 10.2 8.2 9,0 8,0
3 14,2 10,6 13,8 9,5 13,7 10.4 13,3 9,6
10,0 10,2 11,6 10,7 11,3 10.5 11,4 10,5
10.7 9.1 10,7 9.5 9.4 8.1 10.9 10,3
0,1 9.5 8.7 9,2 8,6 7,2 10.1 10.0
24 9,8 8.4 9,5 8.7 7,1 8.9 9,2
10.7 8.7 ï?5T 8,2 9,4 7,7 9,1 9.0
10.5 7,3 10,6 8,3 9,8 7,9 10,3 9.4
3 13,5 8,7 if,2 10,4 13,5 8,7 13,7 9,0
10.2 9,3 ]710,7 9.4 11,0 9.9 10,6 9.5
12 8,9 7,8 WÔ 9,6 9,8 9.7 8,7 8.6
-0,1 ï 8,8 7,8 flT 8.9 11.2 9.7 9.2 8.4
T 9,8 8.8 jE] 7,7 11.0 9.4 9,8 8,6
30 8,8 7,1 ]Ï,8 7,6 10,0 8.9 10.3 9,6
36 9,8 7,3 J{ 8,3 6,9 10.0 8,1 10,6 9,4
3 11.8 9.2 12,3 8,0 10.0 8.5 11,8 8,4
11,1 10,8 10,3 9,2 8,8 8,6 8,4 7,7
T 9,5 8,6 9.5 8.8 8,7 7,8 8,0 7,4
-0,6 ï 8,4 7,2 9,0 8,3 8,3 8,1 8,8 8,0
T 8,3 6,5 8,1 7,8 8,9 8,8 8,4 7,8
Ïi 8,2 6,6 8,5 7,4 9,0 7,7 8,6 7,7
9,3 6,5 8,3 6,6 9,8 8,4 9,8 8,4
3 15,9 8,3 11,6 7,3 20,0 9,7 13,0 10,7
11.7 9,7 8.2 7,0 13,6 12,0 10.4 9,8
12 10,1 8,2 7,9 6,9 9,5 9.3 9,7 9,7
-0,9 ï 10,0 8,2 7,5 6,9 10,4 8,6 8,4 7,9
T 9,1 6,9 6,5 5,4 10,5 9,1 10,1 8,8
8,5 5,6 7,7 6,2 10,1 8,5 1t),2 8,3
36 7,6 5,3 8,6 6,8 11,0 - 9,1 9,7 8,1
TABLEAU. 4.3. Pourceiitages de rejet au niveau 10% avec ies tests
de Ljung-Box standard (fort) et modifié (faible) basés sur 1000




Niveau H Cas 1 Cas 2 Cas 1 Cas 2
Ït Faible iT Faible Ï Faible faible
3 8.8 4,1 5.1 6,2 6,7 5,0 11,7 12,8
6 81 3,2 2 3,5 4,8 ï 10,7
12 8.6 2.5 7.5 2,4 T 5,6 10,0 7.2
5% 18 6.9 2,1 8.8 1.6 6,2 5,1 8.6 6,1
24 7.0 0,6 ï 0,8 3,6 9 5,0
30 7.6 1,0 8,1 0,5 5,7 4,3 7,9 3,8
36 7.6 1,0 7.1 0,6 T 3,3 7,7 3,2
3 3.6 0,5 2,1 1,9 1,3 0,7 5,6 3,2
6 3,0 0,3 3.4 0,9 1,7 1,2 1,7 2,1
12 3,0 0,3 4.7 0,3 1,7 1,0 4,0 1,4
1% 1$ 2.7 0,0 5,7 0,5 1,4 0,9 3,3 1,0
21 2,9 0,1 5.4 0,2 1,5 0,7 2,6 0.6
30 3.5 0,1 4,3 0.1 1,4 0,5 2.3 0.3
36 3,8 0,3 4.2 0,2 1,1 0,4 2,5 0.3
3 12,7 11.7 7.9 12 12,1 11,1 20,2 20,6
6 13.7 7,6 6.7 6.7 10,2 10,1 18,8 16,9
12 12.9 7,2 10,7 5,9 11,1 10,6 16,9 13.6
10% 18 12,4 7,2 11.4 4,0 11.7 10,0 14,0 10,8
24 11,7 5,6 11.6 3,0 10,2 7,9 15,0 10,8
30 12,6 4,8 10.7 2,0 11.1 9.7 14,1 9,9
36 11,6 4.0 10.0 1.2 11,5 9,7 12,6 8.9
TABLEAu. 4.. Pourcentages de rejet avec les tests de Ljung-Box
standard (fort) et modifié (faible) pour le carré et la valdllr absolue
des résidus dans les cas 1 et 2.
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o [FlÏ Cas 1 Cas 2Niveau H Fort ] Faible Fort Faible
3 1,2 3,1 1,0 3,6 1,9 66.9 3,0 61,1
6 2,8 2,8 2,3 2,9 2,159.6 3.3 55,1
12 4,0 4,4 3,1 4,0 3.3 49.2 2.5 45,3
5% 1$ 4,2 6,4 3.1 5,5 3.0 41.0 2.2 38,1
24 3,8 7,0 2,3 6,1 4,1 37.9 2.7 34,4
30 4,6 6.5 2,2 5,8 3,3 35.0 1.9 30,7
36 4,0 6,9 2,3 5,9 3,9 32.9 1,4 29,7
3 0,1 0,4 0,1 0,4 0,1 44.5JfT 38,2
6 0,9 0,3 0,2 0,2 0.6 39.2 0.4 33,9
12 0,9 1,4 0,4 1,0 1,0 90,3 24,5
1% 18 1,3 1,3 0,4 1,1 0,9 23,6 0.3 19,3
24 1.1 1,2 0,0 1,1 1.1 20.6 0.1 17,3
30 1.2 1,1 0.0 1.2 1.4 18.0 0.0 13,7
36 0,9 1,8 0,3 1,7 0,9 17,3 0.1 13,8
3 3,0 6,4 2,7 6,7 4,2 76,4 7.4 72,4
6 4,4 7,3 4,4 8,0 5,7 69.4 7,5 65,6
12 6.8 7,7 6,3 7..5 6.4 59,7 6.3 56.0
10% 18 7,8 9,5 6,9 9,3 7,1 52.9 6.1 49,2
24 8,4 10,5 6,5 10,3 6.7 48.5 6,8 45,6
30 7.0 10,9 6.0 10.8 6.7 47.0 5.5 14.1
36 8,5 11.7 6,1 10.8 6,8 44.3 5,1 40,5
T,BLEAu. 4.5. Pourcentages de rejet avec les tests de L,jung-Box
standard (fort) et modifié (faible) pour les résidus positifs et néga
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ff Moyennes des 11 Moyennes des
[Lrn k]I
/3m
esirriatioris jj éctrts types
500 0.6561 0.6187 0,0137 0.0447
0,9 1000 0.6561 0.6518 00309 0.0314
500 0,1296 0.1282 0,1431 0.1426
0,6 1000 0.1296 0.1234 0,1012 0.1020
500 LE-D-1 0.0039 1,6807 0.5388
0,1 1000 1,E-04 -0.0139 1.1884 0.5476
500 LE-04 -0.0152 1,8597 0.5740
0,1 1000 1,E-04 -00321 1,3150 0,5468
500 0.1296 0.1233 0,3282 0.3523
-0,6 1000 0.1296 0.1322 0,2321 0,2628
500 0,6561 0,4853 0,1990 0.4101
°‘ 1000 0.6561 0,5991 0,1407 0.2652
500 0.2824 0,2768 0.0874 0.0876
0,9 1000 0.2824 0,2773 0,0618 0,0627
500 0,0022 -0,0017 0,4813 0,4355
0,6 1000 0,0022 -0,0019 0,3404 0,3420
500 i.E-12 0,0258 5,2231 0,5714
0,1 1000 i.E-12 -0,0089 3.6933 0.5529
12 500 i.E-12 0,0130 5,4020 0,5646
0,1 1000 i,E-12 0.0154 3,8196 0.5666
500 0,0022 0,0264 0,6613 0.4926
-0,6 1000 0,0022 -0,0018 0,4676 0,4479
500 0.2824 0.2472 0,2733 0,3163
°‘ 1000 0,2824 0.2857 0.1933 0.2189
o
TABLEU. 4.6. Moyenne des estimations et des écarts types du
paramètre autorégressif , basée sur 1000 réalisations.
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Moyenues des Moyennes des
m n estimations Uê écarts types
500 -0.2376 -0,2419 0,0562 0,0583
0,9 1000 -02376 -0,2404 0.0397 0,0429
500 -0,1878 -0,1911 0,1418 0,1451
0,6 1000 -0,1878 -0,1921 0,1002 0,1025
500 -0.0265 -0,0251 1.6601 0,5430
o 1000 -0.0265 -0.0106 1,1880 0,5499
500 0.0241 0,0117 1.8591 0,5824
o 1000 0.0241 -0.0072 1,3146 0,5496
500 0.2601 0,2558 0,3196 0.3514
-0,6 1000 0,2601 0,2630 0.2260 0,2599
500 0,7430 0,5816 0,1765 0,4189
°‘ 1000 0.7430 0,6895 0,1248 0,2617
500 -0,2422 -0,2467 0,0884 0,0899
0,9 1000 -0,2422 -0,2468 0,0625 0,0624
500 -0,0908 -0,0930 0,4793 0,4362
0,6 1000 -0,0908 -0,0939 0,3389 0,3423
500 -0,0086 0,0186 5,2229 0,5763
o 1000 -0.0086 -0,0144 3,6931 0,5553
12 500 0.0083 0.0216 5,4018 0.5699
0,1 1000 0.0083 0,0275 3.8196 0,5701
500 0,0698 0,0981 0,6597 0,4944
-0,6 1000 0.0698 0,0657 0.4665 0,4487
500 0.4207 0.3899 0.2585 0,3107
-°‘ 1000 0.4207 0,4243 0,1828 0,2097
TABLEAU. 4.7. IVloyenne des estimations et des écarts types dil
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FIGURE. 4.3. Diagrammes en boîte des estimations de m basés
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FIGuRE. 4.4. Diagrammes en boîte des estimations de O basés sur















FIGuRE. 4.5. Diagrammes en boîte des estimations de 6 basés sur
1000 réalisations, pour rn=12 et rï=500, 1000.
o
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FIGuRE. 4.6. Écarts types asymptotique et empirique de rn en
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FIGURE. 4.7. 1carts types asymptotique et empirique de m en
fonction de pour différentes valeurs de m et n.
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FIGURE. 4.8. Écarts types asymptotique et empirique de en follc
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Chapitre 5
RÉSULTATS DE SIMULATION POUR
L’ÉCHANTILLONNAGE SYSTÉMATIQUE
Dans ce chapitre, nous présenterons les résultats de simulation portant sur
des séries échantillonnées de façon systématique. Dans les sections 5.1 à 5.3, nous
présenterons tout d’abord le pian de simulation, nous aborderons ensuite la ques
tion de la dépendance des erreurs et finalement nous examinerons la variabilité
des estimateurs.
5.1. PLAN DES SIMULATIONS
Nous avons considéré l’échantillonnage systématique d’un processus ARMA(1, 1)
fort et comme nous recherchons des séries échantillonnées dont le bruit blanc est
faible, nous avons considéré le modèle suivant
- ARMA(1,1) fort = — O_ + a où {} est i.i.d. x centré et
réduit.
Pour chaque modèle, nous avons généré 1000 séries échantillonnées indépen
dantes de longueurs n = 1000 et 2000, respectivement, en considérant cIeux pas
d’échantillonnages ra =2 et 6 et ceci pour 4 combinaisons différentes des para
mètres autorégressif et moyenne mobile et O. Dans le tableau 5.1, on retrouve
les valeurs de et 6 choisies ainsi que la valeur théorique du paramètre moyenne
mobile ?9 de la série transformée et de la fonction H(, O, ra). Puisque n repré
sente la taille de la série agrégée, pour un pas d’échantillonnage ra, nous avons dû




i9 H(q5,O),m i9 H(,8),m
-0,9 0,9 -0,1702 1,5611 -0,0430 06573
0,9 -0,9 -0,1702 -0,1245 -0,0430 -02.519
0,9 0,6 0,4814 -0,0538 0.2643 -0,0720
-0,9 -0,6 0.4814 -0.0798 0.2643 -0.0979
TABLEAu. 5.1. Différentes combinaisoils de d) et é) utilisées pour
les simulations ainsi que les valeurs de ? et H(é, 9, m).
Pour générer une série ARMA(1, 1) forte. nous avons à nouveau utilisé la
fonction arirna.sirn de S-Plus. Nous avons par la suite échantillonné les séries à
l’aide de la fonction S-Plus Echant?tlonaaqe.sys qui se trouve en annexe.
5.2. VALIDATIoN DU VRAI MODÈLE AVEC LES TESTS DE LJuNG
Box STANDARD ET MODIFIÉ.
Nous savons que l’échantillonnage systématique d’un modèle ARMA(1, 1) fort
est aussi un ARMA(1. 1) et nous avons estimé le vrai modèle ARMA(1, 1) pour
chaque série simulée. Avec les valeurs choisies des paramètres çb et é), le tableau 5.1
nous indique que H(, Q, ru) 0 et comme la distribution du bruit blanc fort de
départ est asymétrique, son troisième moment est différent de 0. Par conséquent,
il s’ensuit que les séries échantillonnées sont ARMA(1, 1) faible par le théorème
3.4.1. La même démarche que dans le cas de l’agrégation a été utilisée pour vérifier
s’il est facile de détecter la dépendance des erreurs dans une série échantillonnée.
Pour chacun des deux tests, les proportions de rcjçt ont été calculées pour les
valeurs H 3, 6, 12, 18. 24, 30 et 36.
Les tableaux 5.2 à 5.4 de la section 5.4, sont similaires aux tableaux 4.1 à
4.3 présentés pour l’agrégation. À nouveau, les proportions de rejet qui sont à
l’extérieur des limites de signification à 5% sont. en caractères gras. On remarque
que les proportions de rejet du test de Ljung-Box standard sont presque toutes
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C à l’intérieur des limites de signification et ciue dans la plupart des cas, elles sont
légèrement plus grandes que celles du test modifié. Ceci nous indique que, comme
pour l’agrégation, la dépendance des erreurs semble difficile à détecter à l’aide des
résidus ordinaires. Les pi’oportions de rejet du test standard sont élevés seulement
en in 2 et H 3. Avec in 6 et H 3, elles sont déjà près du niveau attendu.
Oi remarque que l’effet dc n est négligeable ici aussi. Les résultats sont qua
sis identiques à la différence que les niveaux du test modifié sont mieux controlés
pour n = 2000. On remarque cependant que les plus grandes proportions de rejet
du test standard pour in = 2 et H = 3 sont obtenues avec les valeurs (0. 9. 0. 6) et
(—0, 9, —0, 6) de (, O). Pour ces deux couples de valeurs, la fonction H(’/, O. ni)
est près de zéro mais la valeur du paramètre moyenne mobile i3 du modèle échan
tillonné est 0,2643. À l’opposé pour les deux autres valeurs, 9 est près de zéro
mais H(, O, in) est assez loin de zéro.
5.3. VARIABILITÉ DES ESTI1\’IATEURS DES PARAIvIÈTRES Ail, ET
M A.
Comme dails le cas de l’agrégation, les paramètres autorégressif et moyeflne
mobile intervenant dans le modèle échantillonné dépendent de ceux du modèle
initial et du pas in d’échantillonnage. En fait, le paramètre autorégressif est donné
par m et le paramètre 9 est défini en (3.5.10). On s’intéresse donc à voir si en
pratique les estimateurs obtenus sont près de ceux attendus en théorie. Dans les
tableau 5.5 et 5.6, on retrouve la valeur théorique attendue, la moyenne des 1000
estimateurs aillsi que l’écart type empirique et asymptotique des estimateurs au
torégressif et moyenne mobile et ceci pour chaque niveau du plan de simulation.
L’écart type asymptotique est celui obtenu sous l’hypothèse d’un bruit blanc fort.
On remarque qu’en moyenne, les valeurs empiriques moyennes des estimateurs
sont très près des valeurs théoriques attendues, peu importe les valeurs de (, O)
et m et n, et ce autant pour le paramètre moyenne mobile qu’autorégressif. On
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Q remarque aussi que les écarts types empirique et asymptotique sont très près. De
façon générale, les estimatellrs autorégressif et moyenne mobile ont une variabilité
relativement petite. Cette caractéristique est réfiétée clans les figures 5.1 à 5.4 où
l’on retrouve les diagrammes en boîtes des estimateurs autorégressif et inoyenlie
mobile pour chaque niveau du plan dc simulation. Il ressort des simulations pré
sentées que la dépendance des erreurs est encore plus difficile à détecter avec des
séries résriltant de l’échantillonnage systématique de séries ARMA(1. 1) fortes.
5.4. TABLEAux ET FIGURES
Dans cette section, on retrouve tous les tableaux et figures dont il est mention
clans les sections précédentes.
7$
n = 1000 n 2000
9 H m2 m=6 m=2 m=6
Fort Faible Fort Faible Fort Faible Fort Faible
== 7,0 4,9 4.0 3.8 5,9 4.3 4,5 4,0
W 4,9 4,5 3,6 3.9 4,1 3.7 1,8 4,7
4,5 4,1 4,7 4.1 5,5 4.8 1,8 4,7
—0,9 0,9 50 3.8 3.7 3,4 4,6 3.9 4,7 4,4
5,7 4,2 4.6 3,5 5,3 4.2 4.0 3,4
30 5.6 3,5 5.2 3.8 .5.8 4.8 3,7 3,4
36 .5.1 2,8 4,9 3.9 6,4 4.6 4.0 3.7
3 7.5 5.0 5.1 5.3 6,6 4.5 5.1 4,9
6 5.4 5.3 5,8 6.0 6.3 .5.5 5.1 5.2
ï 4,7 4,3 5,9 5.2 6,3 5.3 3,9 3,8
0.9 —0,9 ï 5,4 4,1 6.3 5.0 6,1 .5,1 4,3
5,4 4,2 5,2 4,2 6,1 4,7 4.5 4,4
4,3 3,0 5,6 4.7 6,6 5.3 Ô 4,2
4,3 2,3 5,0 3,5 6,1 5,1 4,9 4,3
3 11,5 3,7 5,0 3,6 11,8 6.0 5 4,3
5,1 3,3 4.6 4.5 5,8 4,9 5,7 5,3
5.2 3.9 5.4 4.9 5,0 1.3 6.1 4,9
0,9 0.6
- .5,0 3, 5,3 4.3 .5.2 4.1 1,1
24 4,6 2,9 4,6 2,7 .5.6 4.3 5.5 4.5
5,1 3,2 5,4 3,3 5,8 3.8 2 4,3
4.7 2,5 5.8 3,6 5,1 3.9 5.6 4,1
3 10,3 3.6 6.6 5.4 10,5 4.5 3.9 3,8
6 6,0 4,4 5,4 5,0 4,9 4,0 4.2 4,5
, ï 4,6 3,9 5.2 4.9 4,2 3,2 4.5 4,2
—0,9 —0,6 ï 5,6 3,6 5.9 3,9 4,5 3.8 4,9 4,7
4,7 3,2 5,8 3,6 4,4 3,8 5,2 3,8
Ô 5,6 2,6 5,1 3,3 4,8 3,1 5,1 4,1
4,8 3,0 5,1 3,2 5,3 3,6 - 4,4 3,2
TABLEAu. 5.2. Pourcentages de rejet au niveau 5 avec les tests de
Ljung-Box standard (fort) et modifié (faible) pour l’échantillonnage
systématique d’ulle série ARIA(1, 1) forte pour différentes valeurs
o
o
de d, 9 ru, n et H en utilisant 1000 réplications.
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J{ n=1000 nz2000
& H m=2 mrr6 m=2 m=6
j{ Fort [ Faible Fort] Faible Fort Faible Fort Faible
ÏT 0,9 0.5 0.5 1,1 0.6 0.4 0,3
1,6 0,9 0.8 0.8 0,8 0,1 1,0 0,9
1,9_ 0,8 1.1 0,7 1 3 1,1 0,9 0,8
—0,9 0,9 ïï 0,5 0,9 0.9 0,8 0.6 1,2 1,0
0,3 0.8 0,5 1,6 1,0 0,9 0,7
1.3 04 1.2 0.8 1.5 0.8 0,8 0,6
: 1.5 0,4 1,1 0,6 1.0 0.7 0,7 0,4
3 1,5 1,1 1.1 1.1 1,3 0,5 1,2 1,4
1,4 1,0 0,9 1,0 1,5 1.2 1,2 1,1
1,7 0,8 1.4 1,3 1,0 0,8 0,7 0,3
0,9 —0,9 ï 1.3 0.6 1.5 1.3 1,7 0.9 0,4
ï 0,7 0.5 1,2 0.7 1.3 0.8 1.1 0,9
0,9 0,2 1.3 0,.5 1,9 1,2 1,3 1,1
0,9 0,1 1,5 0,6 1,4 0.5 1,1
3 1,9 0,6 0,9 0.6 3,1 1,3 1,4 1,1
W 1,3 0,5 0.7 0,4 1,3 1.0 W 0.9
ï 0,9 0,4 1.2 0.7 0,7 0,7 1,2 1,0
0.9 0.6
- 0.8 0,3 0,6 0.4 0,7 0.5 0.9 0,6
1,0 0,3 0,9 0,3 1,0 0,6 0,6 0,4
30 0,6 0,3 1,6 0.4 1,6 0,7 1,4 0,7
0,9 0,3 1,2 0,3 1,2 0,7 1,0 0,6
3 1,7 0,4 1.3 1.1 2,4 1.1 0,4 0,2
6 1,5 0.6 1.4 1.3 0.9 1.0 0.7 0.6
i 1,3 0,2 1,5 1,0 1,0 0,4 1,1 0.9
—0,9 —0,6 ï 1,6 0,5 1,3 1,1 0,9 0,5 1,0 0,7
ï 1,4 0,5 1.3 0,9 1,0 0.4 0,9 0.6
1.3 0,2 0,9 0,5 0,9 0,5 0,6 0.3
1.3 0,1 0,9 0.4 0,9 0,3 0,8 0,4
Ljullg-Box standard (fort) et modifié (faible) pour l’échantillomiage
systématique d’une série ARMA(1, 1) fbrte pour différentes valeurs
o
TABLEAU. .5.. Pourcentages de rejet au niveau l7o avec ies tests de
de , 9 m, n et H en utilisant 1000 réplications.
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n=1000 n=2000
& H mzz,2 m=6 m=2 m=r6
Fort Faible Fort Faible Fort Faible Fort] Faible
3 14,4 10.2 9,2 8.6 12,5 8,1 10.5 10.0
9,2 9,0 8.8 8.1 9.4 8.9 9,2 9.2
12 7,9 7,1 8.8 8.2 10.0 9.8 10.2 10.3
—0,9 0,9 10,Ï 10,1 9,7 8,0 10,3 8,8 9,3 9,1
24 11,5 9,2 8.5 7,9 ïTT 10,0 8,5 7,5
10,6 8,2 9,9 9,0 ïé 9.9 7,7 7,2
36 9,7 7,0 9,6 8,4 10 9,9 7,7 7,2
3 14,3 10,4 10.6 10.3 14,2 10.6 11,0 10.9
W 10,5 10,4 11.4 10.4 12.2 10.3 10.1 10.1
10.5 10.4 9.7 9.8 10.7 10.3 8.4 7,7
09 —09 —‘ 18 9,7 7,9 10.6 9,9 11,3 10.6 8,9 8,6
T 9,1 7,8 10.1 9.5 11,3 10,3 9,6 9,0
7,9 6,7 10,0 9,4 10,5 9.7 9,8 9,4
8,1 6,5 10,3 8,9 10,7 8,9 9,2 8,4
3 21,0 9,5 11.8 9.4 21,5 10,2 12,2 10,4
10,2 8,8 8,6 7,9 11,0 10,4 10,7 10,6
i 9,7 8,3 9,9 8.8 10,3 9,2 11.2 11,1
0.9 0.6 ï 8.7 7,4 10.4 9.4 9,6 8.5 11.8 11.2
T 8,0 7,5 9,1 7,8 11,2 9,8 10,9 10,2
30 9,6 6,9 9,8 7,7 10,2 8,7 10,6 10.1
9,0 6,3 11,1 8,6 10,2 7,9 10.7 8,9
3 20,1 9,3 12,5 10,8 21,5 9.7 10,5 9,0
T 11,2 9.2 10,5 10.0 12,0 9.7 8,8 9,2
. ï 9.4 8,0 10.2 9.9 9.3 8.7 10,0 9.2
—0,9 0,6 10,6 8.8 9.6 8,3 9.4 7,8 9,4 9,1
T 10,2 7,3 10.5 9,9 9.6 7,5 9,1 7,9
ii 9,8 7,6 10,0 7,8 8,8 6,8 9,4 8,5
36 10,0 7,4 9,9 7,4 9,2 7,3 8,8 7,3
TABLEAu. 5.. Pourcentages de rejet au niveau 10o avec les tests
de Ljung-Box standard (fort) et modifié (faible) pour l’échantillon
nage systérnaticiuc d’une série ARMA(1, 1) forte pour différentes
o
valeurs de , O in, n et H en utilisant 1000 réplications.
$1
o
t[ 11 Moyenne des 11 Moyenne des
m JJ n estimations jj écarts types
1000 -0,1712 0.0362 0.0390
-0,9 0,9 2000 -0,1711 0,0256 0,0293
1000 -0,1702 -0,1727 0,0362 0,0396
0,9 -0,9 2000 -0.1703 0,0256 0,t)274
2 1000 0,4758 0.0515 0,0528
0,9 0,6 2000 0,4772 0.0364 0,0367
1000 0,4814 0,4750 0,0515 0.0512
-0,9 -0,6 2000 0,4767 0,0364 0,0381
1000 -0,0471 0,0563 0,0568
-0,9 0,9 2000 -0.0453 0,0398 0,t)111
1000 -0,043
0 -0,0116 0,0563 0,0578
0,9 -0,9 2000 -0.0454 0,0398 0,0397
6 1000 0,2532 0,0981 0.0992
0,9 0,6 2000 0,2597 0,0694 0,0706
1000 0,2643 0,2538 0,0981 0,1003
-0,9 -0,6 2000 0,2587 0,0694 0,0718
TABLEAu. 5.6. IVloyennc des estimations et des écarts types du
[E 11 Moyenne des Moyenne des
m O ]j n estimations écarts types
1000 0.8070 0.0215 0.0226
-0,9 0,9 2000 0,8079 0.0152 0,0149
1000 0,8051 0.0215 0,0217
0,9 -0,9 2000 0,8091 0,0152 0,0147
2 1000 0,8100 0,8025 0,0344 0,0368
0,9 0,6 2000 0,8062 0.0243 0,0247
1000 0,8023 0.0344 0.0345
-09 -06 2000 0,80.53 0,0243 0,0253
1000 0,5261 0,0477 0,0477
-0,9 0,9 2000 0.5291 0.0337 0.0344
1000 0,5269 0,0477 0,0475
0,9 -0,9 2000 0,5273 0.0337 0,0333
6 1000 0.5314 0,5184 0,0862 0.0881
0,9 0,6 2000 0.5269 0.0609 0.0617
1000 0,5211 0,0862 0,0881
-0,9 -0,6 2000 0,5264 0.0609 0,0623
TLu. 5.5. IVloycnne des estimations et des écarts types du
paramâtre autorégressif m basé sur 1000 réalisations.
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FIGuRE. 5.1. Diagrammes en boîte des estimations de rrï basés
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FIGuRE. 5.2. Diagrammes en boîte des estimations de m basés






















FIGuRE. 5.3. Diagrammes en boîte des estimations de O basés sur



















FIGuRE. 5.4. Diagrammes en boîte des estimations de 8 basés sur
1000 réalisations, pour ‘rn=6 et n=1000, 2000.
±
t I •‘ I
(-0.9:0.9) (0.9-0.9) (0.9:0.6) (-0.9:-06)
Q
CONCLUSION
Dans ce mémoire, riotis avoits obtenu des conditions sous lesquelles l’agréga
tion et l’échantillonnage s stématique dc processus AR.]IÏA forts résultent. cil de
nouveaux processus ARMA faibles, «est-à-dire que les erreurs sont non corrélées
mais dépendantes. À l’aide de simulations de I\’Ionte Carlo, nous avons vérifié
si la dépendance des erreurs est. facile à détecter en pratique. Nous avons aussi
étudié l’effet de la dépendance des erreurs sur la variabilité des estimateurs des
paramètres AR et MA.
Pour dét.ecter la dépendance des erreurs, flous avons comparé les proportions
de rejet des tests de Ljung-Box standard et modifié. Il en ressort que les tests
d’adéquation de Ljung-Box sont peu puissaits pour détecter la dépendance des
erreurs et ce, autant pour l’agrégation que pour l’échantillonnage systématique.
En ce qui attrait à la variabilité des estimateurs AR et MA, nous avons vu que
pour certaines valeurs du paramètre AR (valeurs près de zéro) pour l’agrégation,
l’écart type exact est assez loin de l’écart type asymptotique obtenu sous l’hy
pothèse de bruit blanc fort. D’où l’importance, lors de la modélisation de séries
agrégées d’utiliser les écarts types valides pour des modèles ARMA faibles.
Il ressort de notre étude de simulation que la dépendance des erreurs dans
la modélisation ARMA de séries agrégées est difficile à détecter. Soit que la dé
pendance est très faible ou bien que les outils statistiques utilisés ne sont pas
suffisamment puissants. Dans la première éventualité, l’utilisation de mesures de
dépendance (autres que la corrélation) devrait permettre dc quantifier cette dé
pendance. Dans la seconde éventualité, il serait intéressant d’utiliser le test récent
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proposé par Francq et Zakoîan (2005) pour confroiiter les hypothèses ARMA
fort et ‘ARiIA faible”. Ces points feront sûrement l’objet de futures recherches.
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