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In the name of Allah, the Beneficent, the Merciful
ON THE FIELD OF DIFFERENTIAL RATIONAL INVARIANTS OF A SUBGROUP OF
AFFINE GROUP(PARTIAL DIFFERENTIAL CASE)
Ural Bekbaev 1
Department of Mathematics & Institute for Mathematical Research,
FS, UPM, 43400, Serdang, Selangor, Malaysia.
Abstract
An differential field (F ; ∂1, ..., ∂m) of characteristic zero, a subgroup H of affine group GL(n, C) ∝ C
n with
respect to its identical representation in Fn and the following two fields of differential rational functions in
x = (x1, x2, ..., xn)-column vector,
C〈x, ∂〉H = {f∂〈x〉 ∈ C〈x, ∂〉 : f∂〈hx+ h0〉 = f
∂〈x〉 whenever (h, h0) ∈ H},
C〈x, ∂〉(GL
∂ (m,F ),H) = {f∂〈x〉 ∈ C〈x, ∂〉 : fg
−1∂〈hx+ h0〉 = f
∂〈x〉 whenever g ∈ GL∂(m,F ) and (h, h0) ∈ H}
are considered, where C is the constant field of (F, ∂), C〈x, ∂〉 is the field of ∂-differential rational functions in
x1, x2, ..., xn over C and
GL
∂(m,F ) = {g = (gjk)j,k=1,m ∈ GL(m,F ) : ∂igjk = ∂jgik for i, j, k = 1, m}
, ∂ stands for the column-vector with the ”coordinates” ∂1, ..., ∂m. The field C〈x, ∂〉
H (C〈x, ∂〉(GL
∂(m,F ),H)) is
an important tool in the equivalence problem of patches( respect. surfaces) in Differential Geometry with respect
to the motion group H . In this paper a pure algebraic approach is offered to describe these fields. The field
C〈x, ∂〉(GL
∂ (m,F ),H) is considered and investigated as a differential field with respect to a commuting system of
differential operators δ1, ..., δm. Its relation with differential field (C〈x, ∂〉
H , ∂) is shown. It is shown also that
C〈x, ∂〉H can be derived from some algebraic ( without derivatives) invariants of H .
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1. Introduction.
Let n, m be natural numbers and H be a subgroup of affine group
GL(n,R) ∝ Rn, G = Diff(B) be the group of diffeomorphisms of the open unit ball B ⊂ Rm,
u : B → Rn be a surface, where u is considered to be infinitely smooth.
A function f∂(u(t)) of u(t) = (u1(t), ..., un(t)) and its finite number of derivatives relative to
∂1 =
∂
∂t1
, ..., ∂m =
∂
∂tm
is said to be invariant(more exactly, (G,H)- invariant) if the equality
f∂(u(t)) = f δ(hu(s(t)) + ho)
is valid for any s ∈ G, (h, ho) ∈ H and t ∈ B, where u(t) stands for the column vector with
coordinates u1(t), ..., un(t)), s(t) = (s1(t), ..., sm(t)), δi =
∂
∂si
.
Let t run B and F = C∞(B,R) be the differential ring of infinitely smooth functions relative to
differential operators ∂1 =
∂
∂t1
, ..., ∂m =
∂
∂tm
. The constant ring of this differential ring is R i.e.
R = {a ∈ F : ∂ia = 0 at i = 1, m}
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Every infinitely smooth surface u : B → Rn can be considered as an element of differential module
(F n; ∂1, ∂2, ..., ∂m), where ∂i =
∂
∂ti
acts on elements of F n coordinate-wisely. If elements of this mod-
ule are considered as column vectors the above transformations, involved in definition of invariant
function, look like u = (u1, ..., un) 7→ hu+ h0, ∂ 7→ g
−1∂ as far as
∂
∂ti
=
m∑
j=1
∂sj(t)
∂ti
∂
∂sj(t)
, where g is matrix with the elements gij =
∂sj(t)
∂ti
at i, j = 1, m, ∂ is the column vector with the
”coordinates” ∂
∂t1
, ..., ∂
∂tm
, (h, h0) ∈ H , s ∈ G. Moreover ∂igjk = ∂jgik for i, j, k = 1, m.
Therefore for any differential field (F ; ∂1, ∂2, ..., ∂m), i.e. F is a field and ∂1, ∂2, ..., ∂m is a given
commuting with each other system of differential operators on F , one can consider the transforma-
tions
u = (u1, ..., un) 7→ hu+ h0, ∂ 7→ g
−1∂,
, where u ∈ F n, (h, h0) ∈ H is a given subgroup of affine group GL(n, C) ∝ C
n, g ∈ GL∂(m,F ),
GL∂(m,F ) = {g ∈ GL(m,F ) : ∂igjk = ∂jgik for i, j, k = 1, m}
∂ stands for the column-vector with the ”coordinates” ∂1, ..., ∂m, C is the constant field of (F ; ∂)
i.e.
C = {a ∈ F : ∂ia = 0 at i = 1, m}.
It should be noted that for any g ∈ GL∂(m,F ) the differential operators δ1, δ2, ..., δm, where
δ = g−1∂, also commute with each other. So for any g ∈ GL∂(m,F ) one can consider the differential
field (F, δ), where δ = g−1∂. This transformation is an analogue of gauge transformations for
abstract differential field (F, ∂).
Remark 1. In common case the set GL∂(m,F ) is not a group with respect to the ordinary
product of matrices as far as it is not closed with respect to that product. But by the use of it a
natural groupoid ([1]) can be constructed with the base {g−1∂ : g ∈ GL∂(m,F )}.
Remark 2. Let g ∈ GL∂(m,F ) and δ = g−1∂. It is clear that
{a ∈ F : ∂1a = ... = ∂ma = 0} = C = {a ∈ F : δ1a = ... = δma = 0}
One interesting question is: When does one have the equality
⋃
k∈N
{a ∈ F : ∂αa = 0 whenever |α| = k} =
⋃
k∈N
{a ∈ F : δαa = 0 whenever |α| = k} ?
, where α = (α1, α2, ..., αm), |α| = α1+α2+ ...αm, αi are nonnegative integers and δ
α = δα11 δ
α2
2 ...δ
αm
m .
For example, if g ∈ GL∂(m,F ), det g ∈ C and all entries of g are in
⋃
k∈N
{a ∈ F : ∂αa = 0 whenever |α| = k}
then does it imply the above equality? Of course it is an generalization of the famous Jacobian
Conjecture which is the same problem when F = Q(t1, ..., tm), ∂1 =
∂
∂t1
,..., ∂m =
∂
∂tm
.
Let in future x1, ..., xn be differential algebraic independent variables over F and x stand for
the column vector with coordinates x1, ..., xn. We use the following notations : C[x] - the ring of
polynomials in x1, ..., xn (over C), C(x)- the field of rational functions in x, C{x, ∂} -the ring of
∂-differential polynomial functions in x and C〈x, ∂〉-is the field of ∂-differential rational functions
in x over C.
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Definition. An element f∂〈x〉 ∈ C〈x, ∂〉 is said to be (GL∂(m,F ), H)- invariant
(GL∂(m,F )- invariant; H- invariant) if the equality
f g−1∂〈hx+ h0〉 = f
∂〈x〉
(respect. f g−1∂〈x〉 = f∂〈x〉; f∂〈hx+ h0〉 = f
∂〈x〉) is valid for any g ∈ GL∂(m,F ), (h, h0) ∈ H.
Let C〈x, ∂〉(GL
∂(m,F ),H) (C〈x, ∂〉GL
∂(m,F ), C〈x, ∂〉H ) stand for the set of all such (GL∂(m,F ), H)-
invariant (respect. GL∂(m,F )- invariant, H- invariant) elements of C〈x, ∂〉.
The fields C〈x, ∂〉(GL
∂(m,F ),H), C〈x, ∂〉H and their relations are investigated in [2] for the case of
m = 1. Some results on these fields can be found in [3] for the case of m = n − 1. In the case of
finite H more strong results than results of this paper are presented in [4]. The first variant of this
paper is published in [5]. The needed notions and results from Differential Algebra can be found in
[6].
2. Preliminary
In future let (F, ∂) stand for a field F with fixed commuting system of differential operators
∂1, ..., ∂m and C be its constant field i.e. C = {a ∈ F : ∂1a = ... = ∂ma = 0}.
Proposition 1. If the system of differential operators ∂1, ..., ∂m is linear independent over F
then the differential operators δ1, ..., δm,where δ = g
−1∂, g ∈ GL(m,F ), commute with each other if
and only if g ∈ GL∂(m,F ).
Proof. Let g ∈ GL(m,F ), δ = g−1∂. It is clear that linear independence of ∂1, ..., ∂m im-
plies linear independence of δ1, ..., δm. For any i, j = 1, m we have ∂j =
∑m
k=1 gjkδk, ∂i∂j =∑m
k=1(∂i(gjk)δk + gjk∂iδk) =
∑m
k=1 ∂i(gjk)δk +
∑m
k=1
∑m
s=1 gjkgisδsδk. Therefore due to ∂i∂j = ∂j∂ione
has
∑m
k=1 ∂i(gjk)δk +
∑m
k=1
∑m
s=1 gjkgisδsδk =
∑m
k=1 ∂j(gik)δk +
∑m
k=1
∑m
s=1 gjkgisδkδs (1)
If δkδs = δsδk for any k, s = 1, m them due (1) one has
∑m
k=1 ∂i(gjk)δk =
∑m
k=1 ∂j(gik)δk i.e.
∂i(gjk) = ∂j(gik) for any i, j, k = 1, m because of linear independence of δ1, ..., δm. Thus in this case
g ∈ GL∂(m,F ).
Vice versa, if ∂i(gjk) = ∂j(gik) for any i, j, k = 1, m then due (1) at any a ∈ F one has∑m
k=1
∑m
s=1 gjkgisδsδka =
∑m
k=1
∑m
s=1 gjkgisδkδsa for any i, j = 1, m. These equalities can be written
in the following matrix form g(δ1δa, ..., δmδa)g
t = g(δ1δa, ..., δmδa)
tgt, where t means transposition.
Therefore (δ1δa, ..., δmδa) = (δ1δa, ..., δmδa)
t i.e. δkδsa = δsδka for any k, s = 1, m, which completes
the proof of Proposition 1.
It should be noted that for g ∈ GL∂(m,F ) and δ = g−1∂ the following equality is valid
GLδ(m,F ) = g−1GL∂(m,F ). (2)
If (K, d) is an ordinary differential field of characteristic zero with a constant field
K0 = {a ∈ K : d(a) = 0}
then the following criterion is well known: A system of elements b1, b2, ..., bn of K is K0-linear
dependent if and only if
det[b, d(b), ..., dn−1(b)] = 0
, where b stands for the vector (b1, b2, ..., bn). Similar question can be asked in common case: If
b1, b2, ..., bn is a system of elements of a differential field (F, ∂) how one can find out if it is linear
dependent over C? The following result deals with this problem in common case.
Consider the differential field (F, ∂) of characteristic zero, its constant field C and indeterminates
{ditj : i ∈ W, j = 1, m}. Let F 〈t〉 (F{t}) stand for the field(respect. ring) of all rational(respect.
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polynomial)functions in {ditj : i ∈ W, j = 1, m} over F . One can make it an ordinary differential
field(respect. ring) F 〈t, d〉 (respect. F{t, d}) by allowing
1. d(a) =
∑m
i=1 ∂i(a)dti for any a ∈ F .
2. d(ditj) = d
i+1tj for any i ∈ W, j = 1, m.
The following result shows that the introduction of the ordinary differential field F 〈t, d〉 reduces
the above stated question once again to the ordinary case.
Proposition 2. The constant field of the ordinary differential field F 〈t, d〉 is the came C.
This result can be deduced easily from the fact that f d{t} divides df d{t} if and only if f d{t} ∈ F ,
where f d{t} ∈ F{t}. As far as F ⊂ F{t} the answer to the above question can be given in
the following way: The system b1, b2, ..., bn of elements F is C-linear dependent if and only if
det[b, d(b), ..., dn−1(b)] = 0.
Proposition 3. Let (F, ∂1, ∂2, ..., ∂m)- be a differential field of characteristic zero. The following
three properties are equivalent.
a) The system of differential operators ∂1, ∂2, ..., ∂m is linear independent over F .
b) There is no nonzero ∂- differential polynomial over F which vanishes at all values of indetermi-
nates from F .
c) If p∂{x11, x12, ..., x1m, x21, ..., x2m, ..., xm1, ..., xmm} = p
∂{(xij)i,j=1,m} is a differential polynomial
over F such that p∂{g} = 0 at any g = (gij)i,j=1,m ∈ GL
∂(m,F ), then p∂{(tij)i,j=1,m} = 0 is also
valid, for any indeterminates (tij)i,j=1,m, for which ∂ktij = ∂itkj at i, j, k = 1, m.
Proof. The equivalence of properties a) and b) is proved in [6, p.139].
It is evident that c) implies b). In fact if there are nonzero ∂- differential polynomials over F which
vanish at all values of indeterminates from F we can take one with minimal number of variables.
Let f{z1, z2, ..., zl} be such a polynomial. If l > 1 and f{z1, a2, ..., al} 6= 0 for some a2, ..., al ∈ F
then it contradicts minimality of l. Because the nonzero polynomial in one variable f{z1, a2, ..., al}
will vanish at all values of z1 from F . If l > 1 and f{z1, a2, ..., al} = 0 for all a2, ..., al ∈ F then
considering f{z1, z2, ..., zl} as a ∂- differential polynomial in z1 over F{z2, z3, ..., zl} once again we
will have a contradiction. Indeed in this case at least one of the coefficients of this polynomial has to
be nonzero ∂- differential polynomial in z2, z3, ..., zl ( as f{z1, z2, ..., zl} is a nonzero polynomial)and
vanish at all values of z2, z3, ..., zl from F . It contradicts minimality of l. Thus l = 1 and we
can consider nonzero polynomial p∂{(xij)i,j=1,m} = f{x11} which vanishes at any g = (gij)i,j=1,m
∈ GL∂(m,F ). This contradicts property c).
Let us prove now that b) implies c). Assume that p∂{(tij)i,j=1,m} 6= 0 for some polynomial
p∂{(xij)i,j=1,m}. Due to the equalities ∂ktij = ∂itkj, i, j, k = 1, m the nonzero p
∂{(tij)i,j=1,m}
can be represented as a polynomial P of the monomials ∂k
nk,i∂k+1
nk+1,i...∂m
nm,itki, where nj,i- are
nonnegative integers, i, k = 1, m. Let t1, t2, ..., tm be any differential indeterminates over F . The
inequality 0 6= p∂{(tij)i,j=1,m} and substitution tij = ∂itj give us a nonzero differential polynomial
det(∂itj)i,j=1,mP in t1, t2, ..., tm the value of which at any (a1, a2, ..., am) from F
m is zero. This
contradicts property b).
Proposition 4. If a = (a1, a2, ..., am) and b = (b1, b2, ..., bm) are any two nonzero row vectors
from Fm then there is such extension (F1, ∂) of (F, ∂) where the equation aT = b has solution in
GL∂(m,F1).
Proof. Assume , for example, that a1 6= 0 and {tij}i=2,m,j=1,m are such differential indeterminates
over F that ∂ktij = ∂itkj for i, k = 2, m, j = 1, m.
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Consider
(a1, a2, ..., am)


y1 y2 . . . ym
t21 t22 . . . tim
. . . . . .
tm1 tm2 . . . tmm

 = (b1, b2, ..., bm)
as a system of linear equations in y1, y2, ..., ym. It has solution
(y1, y2, ..., ym) = (t11, t12, ..., t1m) =
1
a1
(b−
m∑
i=2
ai(ti1, ti2, ..., tim))
and the determinant of the corresponding matrix T = (tij)i,j=1,m is equal to
1
a1
det


b1 b2 . . . bm
t21 t22 . . . tim
. . . . . .
tm1 tm2 . . . tmm


which is not zero because of b 6= 0. Furthermore if one defines ∂1(tk1, tk2, ..., tkm) as
∂1(tk1, tk2, ..., tkm) = ∂k(t11, t12, ..., t1m) = ∂k(
1
a1
(b−
m∑
i=2
ai(ti1, ti2, ..., tim)))
then T ∈ GL∂(m,F1), where F1 = F 〈{ti,j}i=2,m,j=1,m; ∂〉. This is the proof of Proposition 4.
In future let e stand for the row vector (1, 0, 0, ..., 0) ∈ Fm and T stand for the matrix (tij)i,j=1,m,
where {tij}i,j=1,m- are differential indeterminates with the basic relations ∂ktij = ∂itkj for all i, j, k =
1, m.
Corollary. If (F ; ∂1, ∂2, ..., ∂m)- is a differential field of characteristic zero, ∂1, ∂2, ..., ∂m is
linear independent over F and p∂{t1, t2, ..., tm, tm+1, ..., tm+l}- is an arbitrary nonzero differential
polynomial over F then a) p∂{eT, tm+1, ..., tm+l} 6= 0,
b) pT
−1∂{eT−1, tm+1, ..., tm+l} 6= 0, c) p
T−1∂{eT, tm+1, ..., tm+l} 6= 0.
Proof. The proof of inequality a) is evident due to Propositions 3 and 4.
Let us prove b). If one assumes that pT
−1∂{eT−1, tm+1, ..., tm+l} = 0 then in particular for
T0 = (∂ixj)i,j=1,m one has p
T−10 ∂{eT−10 , tm+1, ..., tm+l} = 0. Once again it will have to remain be true
if one substitutes T−1∂ for ∂ into it. But δ0 = T
−1
0 ∂ is invariant with respect to such substitution
and T0 is transformed to T
−1T0 so
pT
−1
0 ∂{eT−10 T, tm+1, ..., tm+l} = 0.
But for any S0 ∈ GL
δ0(m,F 〈x1, ..., xm; ∂〉) the equation T
−1
0 T = S0 has solution in
GL∂(m,F 〈x1, ..., xm; ∂〉), namely T = T0S0. Therefore due to Proposition 3 for the matrix of
variables S = (sij)i,j=1,m for which δ0isjk = δ0jsik for all i, j, k = 1, n one has
pδ0{eS, tm+1, ..., tm+l} = 0.
Due to the Corollary, part a), pδ0{t1, ..., tm+l} = 0 i.e. p
∂{t1, ..., tm+l} = 0 which is a contradiction.
The proof of c) can be done in a similar way.
3. On (GL∂(m,F ), H)- invariants.
In future it is assumed that (F, ∂), where ∂ = (∂1, ..., ∂m), is such a differential field that:
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1. Characteristic of F is zero.
2. The system ∂1, ..., ∂m is linear independent over F .
We use the following obvious fact repeatedly: If t1, ..., tl is a ∂-algebraic independent system
of variables over F , g ∈ GL∂(m,F ) and p∂{t1, ..., tl} is a ∂-polynomial over F then the following
equalities are equivalent.
p∂{t1, ..., tl} = 0, p
g−1∂{t1, ..., tl} = 0, p
T−1∂{t1, ..., tl} = 0.
In future let us assume that for the given subgroup H of GL(n, C) ∝ Cn we have such a
nonsingular matrix
Φ∂〈x〉 = (φ∂ij〈x〉)i,j=1,m
, where φ∂ij〈x〉 ∈ C〈x, ∂〉 and ∂kφ
∂
ij = ∂iφ
∂
kj for i, j, k = 1, m, that
Φg
−1∂〈hx+ h0〉 = g
−1Φ∂〈x〉 (3)
for any g ∈ GL∂(m,F ) and (h, h0) ∈ H .
Remark 3. For the given H the existence of the none singular matrix Φ∂〈x〉 with property (3)
is another problem. The paper does not touch this problem. Existence problem of such matrix is
considered in [3] in the case of n = m+ 1.
It is evident that (C〈x, ∂〉H , ∂) is a finitely generated ∂-differential field over C as a subfield of
(C〈x, ∂〉, ∂) and C〈x, ∂〉(GL
∂(m,F ),H) is a differential field with respect to δ = Φ∂〈x〉−1∂. One of the
most important questions is the differential-algebraic transcendence degree of C〈x, ∂〉(GL
∂(m,F ),H) as
a such δ-field over C.
Theorem 1. δ-tr.deg.C〈x, ∂〉(GL
∂(m,F ),H)/C = n−m
Proof. First of all let us show that the system φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉 is δ-algebraic indepen-
dent over C〈x, ∂〉GL
∂(m,F ). Indeed if pδ{t1, ..., tm} is such a δ-polynomial over C〈x, ∂〉
GL∂(m,F ) for
which
pδ{φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉} = 0
then it will have to remain be true if one substitutes g−1∂ for ∂ into it. Therefore, as far
as all coefficients of pδ{t1, ..., tm}, as well as δ, are invariant with respect to such substitutions
and Φg
−1∂〈x〉 = g−1Φ∂〈x〉 one has pδ{eg−1Φ∂〈x〉} = 0 i.e. pδ{eT−1Φ∂〈x〉} = 0. But for any
S0 ∈ GL
δ(m,F 〈x, ∂〉) the equation Φ∂〈x〉−1T = S0 has solution in GL
∂(m,F 〈x, ∂〉), namely
T = Φ∂〈x〉S0. It implies that for the matrix of variables S = (sij)i,j=1,m, for which δisjk = δjsik
,i, j, k = 1, m, one has pδ{eS−1} = 0. Due to Corollary, part a) one has pδ{t1, ..., tm} = 0.
Now let f∂1 〈x〉, ..., f
∂
l 〈x〉 be any system of elements of C〈x, ∂〉
GL∂(m,F ). We show that the system
φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉
is δ-algebraic independent over C if and only if it is ∂-algebraic independent over C.
Indeed if this system is δ-algebraic independent over C and p∂{t1, ..., tm+l} is any polynomial
over C for which
p∂{eΦ∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0
then it will have to remain be true if one substitutes g−1∂ for ∂ into it, where g ∈ GL∂(m,F ). It
implies that
pT
−1∂{eT−1Φ∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0
because f∂1 〈x〉, ..., f
∂
l 〈x〉 are invariant with respect to such transformations. But
T−1∂ = (Φ∂〈x〉−1T )−1Φ∂〈x〉−1∂ = (Φ∂〈x〉−1T )−1δ and for any S0 ∈ GL
δ(m,F 〈x; ∂〉) the equation
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Φ∂〈x〉−1T = S0 has solution in GL
∂(m,F 〈x, ∂〉), namely T = Φ∂〈x〉S0. Therefore for the matrix of
variables S = (sij)i,j=1,m, for which δisjk = δjsik ,i, j, k = 1, m, one has
pS
−1δ{eS, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0.
Due to our assumption f∂1 〈x〉, ..., f
∂
l 〈x〉 is δ-algebraic independent over C and therefore according
to Corollary, part b), pδ{t1, ..., tm+l} = 0 i.e. p
∂{t1, ..., tm+l} = 0. So the system
φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉 has to be ∂-algebraic independent over C.
Vise versa, let φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉 be ∂-algebraic independent over C. In
this case first of all the system f∂1 〈x〉, ..., f
∂
l 〈x〉 is δ-algebraic independent over C. Indeed
f∂1 〈x〉, ..., f
∂
l 〈x〉 is ∂-algebraic independent over C〈{φ
∂
ij〈x〉}i,j=1,m; ∂〉 as far as ∂kφ
∂
ij〈x〉 = ∂iφ
∂
kj〈x〉 for
i, j, k = 1, m and φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉 is ∂-algebraic independent over C. But
every nonzero pδ{t1, ..., tl} over C〈{φ
∂
ij〈x〉}i,j=1,m; ∂〉 can be considered as a nonzero ∂- polynomial
over C〈{φ∂ij〈x〉}i,j=1,m; ∂〉. Therefore supposition p
δ{f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0 leads to a contradiction
that f∂1 〈x〉, ..., f
∂
l 〈x〉 is ∂-algebraic independent over C〈{φ
∂
ij〈x〉}i,j=1,m; ∂〉.
Let us assume that for some polynomial pδ{t1, ..., tm+l} over C one has
pδ{eΦ∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0. It should remain be true if one substitutes g
−1∂ for ∂ into it,
where g ∈ GL∂(m,F ), which leads to pδ{eT−1Φ∂〈x〉, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0. But the equation
Φ∂〈x〉−1T = S0 has solution in GL
∂(m,F 〈x, ∂〉) for any S0 ∈ GL
δ(m,F 〈x; ∂〉) and therefore
pδ{eS−1, f∂1 〈x〉, ..., f
∂
l 〈x〉} = 0.
Now take into consideration that f∂1 〈x〉, ..., f
∂
l 〈x〉 is δ-algebraic independent over C and Corollary,
part a) to see that pδ{t1, ..., tm+l} = 0. So it is shown that the system
φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
l 〈x〉
is δ- algebraic independent over C if and only if it is ∂-algebraic independent over C. In particular
it shows that the existence of Φ∂〈x〉 with property (3) implies that m ≤ n, because already we have
got that the system φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉 is δ- algebraic independent over C.
It is evident that the system of components of the matrix Φ∂〈x〉−1 = (ψ∂ij〈x〉)i,j=1,m generates
C〈x; ∂〉 over C〈x, ∂〉GL
∂(m,F ) as a δ-differential field and δkψ
∂
ij〈x〉 = δiψ
∂
kj〈x〉 for all i, j, k = 1, m,
which implies that δ-tr.deg.C〈x; ∂〉/C〈x; ∂〉GL
∂(m,F ) ≤ m. But it already has been established that
φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉 is δ-algebraic independent over C〈x; ∂〉
GL∂(m,F ) and therefore in reality
δ-tr.deg.C〈x; ∂〉/C〈x; ∂〉GL
∂(m,F ) = m.
As a ∂-differential field C〈x; ∂〉 over C is generated by the elements of C〈x; ∂〉GL
∂(m,F ), as far
as x1, ..., xn belong to it, and ∂-tr.deg.C〈x; ∂〉/C = n. It means that one can find such a system
f∂1 〈x〉, ..., f
∂
n−m〈x〉 elements of C〈x; ∂〉
GL∂(m,F ) for which the system
φ∂11〈x〉, φ
∂
12〈x〉, ..., φ
∂
1m〈x〉, f
∂
1 〈x〉, ..., f
∂
n−m〈x〉
is ∂-algebraic independent over C. As it has been shown that in this case it is δ-algebraic indepen-
dent over C as well. Therefore δ-tr.deg.C〈x; ∂〉/C = n and δ-tr.deg.C〈x; ∂〉GL
∂(m,F )/C = n−m.
Now to prove Theorem 1 it is enough to show that every x1, ..., xn is δ-algebraic over
C〈x, ∂〉(GL
∂(m,F ),H). If one assumes that det[δα
1
x, δα
2
x, ..., δα
n
x] = 0 for all nonzero α1, α2, ..., αn
from W n, where W stands for the set of whole numbers, then due to Proposition 2, applied to
the differential field (F 〈x, ∂〉, δ), the system dx1, dx2, ..., dxn is linear dependent over C, because of
det[dx, d2x, ..., dnx] = 0. So there is nontrivial system c1, ..., cn elements of C for which
∑n
i=1 cidxi =
7
∑n
i=1 cidt · δxi = dt ·
∑n
i=1 ciδxi = dt ·
∑n
i=1 ciΦ
∂〈x〉−1∂xi = dt · (Φ
∂〈x〉−1∂
∑n
i=1 cixi) = 0, where dt
stands for row vector (dt1, dt2, ..., dtm) and · for the dot product. The last equality implies that∑n
i=1 cixi = 0, which can occur if and only if c1 = c2 = ... = cn = 0. This contradiction shows that
one can find nonzero α1, α2, ..., αn from W n for which det[δα
1
x, δα
2
x, ..., δα
n
x] 6= 0. So now for any
nonzero α ∈ W n one can consider the following differential equation in y:
det[δα
1
x, δα
2
x, ..., δα
n
x] det[δα
1
x, δα
2
x, ..., δα
n
x, δαx] = 0
, where x = (x1, x2, ..., xn, y), δ
α = δ(α1,α2,...,αm) stands for δα11 δ
α2
2 ...δ
αm
m . All coefficients of this
differential equation belong to C〈x, ∂〉(GL
∂(m,F ),H) and y = xi is a solution for this linear differential
equation at any i = 1, n. It implies that indeed δ-tr.deg.C〈x, ∂〉(GL
∂(m,F ),H)/C = n−m.
The following result says that one can obtain a system of generators of (C〈x〉(GL
∂(m,F ),H), δ) from
the given system of generators of (C〈x, ∂〉H , ∂).
Theorem 2. If (C〈x, ∂〉H , ∂) as a ∂-differential field over C is generated by a system (ϕ∂i 〈x〉)i=1,l
then δ-differential field (C〈x, ∂〉(GL
∂(m,F ),H), δ) is generated over C by the system (ϕδi 〈x〉)i=1,l.
Proof. Let an irreducible P
∂{x}
Q∂{x}
∈ C〈x, ∂〉H be GL∂(m,F ) -invariant. It means that for any
g ∈ GL∂(m,F ) one has the equality
P g
−1∂{x}Q∂{x} = P ∂{x}Qg
−1∂{x}
Therefore P g
−1∂{x} = P ∂{x}χ∂〈g〉. The function χ∂〈T 〉( a ”character” of GL∂(m,F )) has the
following property
χ∂〈g1g2〉 = χ
∂〈g1〉χ
g−11 ∂〈g2〉
, for any g1 ∈ GL
∂(m,F ) and g2 ∈ GL
g−11 ∂(m,F ). But due to (2) one has g2 = g
−1
1 g for some
g ∈ GL∂(m,F ) therefore
χ∂〈g〉 = χ∂〈g1〉χ
g−11 ∂〈g−11 g〉
, for any g1, g ∈ GL
∂(m,F ). It implies that
χ∂〈T 〉 = χ∂〈S〉χS
−1∂〈S−1T 〉
, for any T = (tij)i,j=1,m, S = (sij)i,j=1,m, for which ∂ktij = ∂itkj , ∂ksij = ∂iskj at i, j, k = 1, m. The
last equality guarantees that the function χ∂〈T 〉 can not vanish. Therefore P
∂{x}
Q∂{x}
= P
δ{x}
Qδ{x}
. This is
the end of proof Theorem 2.
Let us assume that (C〈x, ∂〉H , ∂) = C〈ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉, ∂〉. As far as all components of the
matrix Φ∂〈x〉 belong to C〈x, ∂〉H it can be represented in the form
Φ∂〈x〉 = Φ
∂
〈ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉〉 = (φ
∂
ij〈ϕ
∂
1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉〉)i,j=1,m
, where φ
∂
ij〈t1, t2, ...., tl〉 ∈ C〈t1, t2, ...., tl, ∂〉. Therefore due to Φ
δ〈x〉 = Em one has
Φ
δ
〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉〉 = Em.
Remark 4. The equality
χ∂〈g〉 = χ∂〈g1〉χ
g−11 ∂〈g−11 g〉
, for any g1, g ∈ GL
∂(m,F ) resembles the property of character of the group GL(m,F ). There-
fore χ∂〈T 〉 for which the above equality is valid can be considered as a character of the groupoid
GL∂(m,F ). Description all such characters is an interesting problem. Of course, χ∂〈g〉 = det(g)k,
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where k is any integer number, are examples of such characters. Are they all possible differential
rational characters of GL∂(m,F )?
Theorem 3. Any δ-differential polynomial relation over C of the system ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉
is a consequence of ∂-differential polynomial relations of the system ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉 over C
and the relations Φ
δ
〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉〉 = Em.
Proof. Let ψδ{ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉} = 0, where ψ
∂{t1, t2, ..., tl} ∈ C{t1, t2, ..., tl, ∂}.
If ψ∂{ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉} = 0 then it means that the above relation (ψ
δ{t1, t2, ..., tl}) of
the system ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉 is a consequence of the relation (ψ
∂{t1, t2, ..., tl}) of the system
ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉 i.e. it is obtained by substitution δ for ∂ in ψ
∂{t1, t2, ..., tl}.
If ψ∂{ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉} 6= 0 then consider ψ
T−1∂{ϕT
−1∂
1 〈x〉, ϕ
T−1∂
2 〈x〉, ..., ϕ
T−1∂
l 〈x〉} as a ∂-
differential rational function in variables T = (tij)i,j=1,m, where ∂ktij = ∂itkj for any i, j, k = 1, m
over C〈x, ∂〉. Let a
∂
x{T}
b∂x{T}
be its irreducible representation and the leading coefficient (with respect
to some linear order) of b∂x{T} be one. We show that in this case all coefficients of a
∂
x{T}, b
∂
x{T}
belong to C〈x, ∂〉H .
Indeed, first of all ψT
−1∂{ϕT
−1∂
1 〈x〉, ϕ
T−1∂
2 〈x〉, ..., ϕ
T−1∂
l 〈x〉}, as a differential rational function in
x, is H- invariant function, as much as ϕ∂i 〈x〉 ∈ C〈x, ∂〉
H . This H-invariantness implies that
a∂x{T}b
∂
hx+h0
{T} = b∂x{T}a
∂
hx+h0
{T}
for any (h, h0) ∈ H . Therefore b
∂
hx+h0
{T} = χ∂〈x, (h, h0)〉b
∂
x{T}. But comparision of the leading
terms of both sides implies that in reality χ∂〈x, (h, h0)〉 = 1 which in its turn implies that all
coefficients of b∂x{T} (as well as a
∂
x{T}) are H- invariant.
Therefore all coefficients of a∂x{T}, b
∂
x{T} can be considered as ∂-differential rational functions
in ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉, for example, let b
∂
x{T} = bϕ∂1 〈x〉,ϕ∂2 〈x〉,...,ϕ∂l 〈x〉{T}. Now represent the nu-
merator a∂x{T} as a ∂-differential polynomial function in tij − φ
∂
ij〈ϕ
∂
1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉〉,where
i, j = 1, m, for example, let a∂x{T} = a
∂
ϕ∂1 〈x〉,ϕ
∂
2 〈x〉,...,ϕ
∂
l
〈x〉
{T − φ
∂
〈ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉〉} . As such
polynomial its constant term is zero because of ψδ{ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉} = 0. So
ψT
−1∂{ϕT
−1∂
1 〈x〉, ϕ
T−1∂
2 〈x〉, ..., ϕ
T−1∂
l 〈x〉} =
a∂
ϕ∂1 〈x〉,ϕ
∂
2 〈x〉,...,ϕ
∂
l
〈x〉
{T − φ
∂
〈ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉〉}
b
∂
ϕ∂1 〈x〉,ϕ
∂
2 〈x〉,...,ϕ
∂
l
〈x〉{T}
.
Substitution T = Em implies that
ψ∂{ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉} =
a∂
ϕ∂1 〈x〉,ϕ
∂
2 〈x〉,...,ϕ
∂
l
〈x〉
{Em − φ
∂
〈ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉〉}
b
∂
ϕ∂1 〈x〉,ϕ
∂
2 〈x〉,...,ϕ
∂
l
〈x〉{Em}
.
Now consider the following δ-differential rational function over C:
ψ
δ
〈t1, t2, ..., tm〉 = ψ
δ{t1, t2, ..., tl} −
aδt1,t2,...,tl{Em − φ
δ
〈t1, t2, ..., tl〉}
b
δ
t1,t2,...,tl
{Em}
.
For this function one has
ψ
δ
〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
l 〈x〉〉 = 0 as well as ψ
∂
〈ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉〉 = 0.
But once again the last equality(relation) means that it is a consequence of relations of the system
ϕ∂1〈x〉, ϕ
∂
2〈x〉, ..., ϕ
∂
l 〈x〉. This is the end of proof of Theorem 3.
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4. On H- invariants.
The following result provides a method to find generators of the differential field C〈x, ∂〉H over
C. Let α1, α2, ..., αn be any different nonzero elements of W n.
For different classical subgroups H of Affine group the field C〈x, ∂〉H is investigated in [7] in the
case of m = 1. Our main concern here will be the case of m ≥ 1 and arbitrary subgroup H of affine
group.
Theorem 4. The equality C〈x, ∂〉GL(n,C)∝C
n
(x, ∂α
1
x, ∂α
2
x, ..., ∂α
n
x) = C〈x, ∂〉 is valid and more-
over the system consisting of components of x, ∂α
1
x, ∂α
2
x, ..., ∂α
n
x is algebraic independent over
C〈x, ∂〉GL(n,C)∝C
n
.
Proof. For any nonzero α ∈ W n consider the differential equation in y:
det[∂α
1
x, ∂α
2
x, ..., ∂α
n
x] det[∂α
1
x, ∂α
2
x, ..., ∂α
n
x, ∂αx] = 0
, where x stands for (x1, x2, ..., xn, y). All coefficients of this differential equation are in
C〈x, ∂〉GL(n,C)∝C
n
and y = xi is a solution whenever i = 1, 2, ..., n. Therefore
C〈x, ∂〉GL(n,C)∝C
n
(x, ∂α
1
x, ∂α
2
x, ..., ∂α
n
x) = C〈x, ∂〉
To prove algebraic independence of the system x, ∂α
1
x, ∂α
2
x, ..., ∂α
n
x over C〈x, ∂〉GL(n,C)∝C
n
it is
enough to show algebraic independence of the system ∂α
1
x, ∂α
2
x, ..., ∂α
n
x over C〈x, ∂〉GL(n,C)∝C
n
.
Let P [z1, z2, ..., zn], where zi = (zi1, z
i
2, ..., z
i
n), be a nonzero polynomial over C〈x, ∂〉
GL(n,C)∝Cn
such that P [∂α
1
x, ∂α
2
x, , ..., ∂α
n
x] = 0. Assume, for example, at least one of
zin, where i = 1, n, occurs in P [z
1, z2, ..., zn] and
P [z1, z2, ..., zn] =
∑
β
(z1n)
β1(z2n)
β2...(znn)
βnPβ[z1, z2, ..., zn]
, where Pβ[z1, z2, ..., zn] are polynomials over C〈x, ∂〉
GL(n,C)∝Cn in zi = (zi1, z
i
2, ..., z
i
n−1), i = 1, n.
Consider h ∈ GL(n, C) which’s i-th column is of the form (0, ..., 0, 1, 0, ..., 0, ci), where i = 1, n− 1
and its n-th column is (0, ..., 0, cn). For such h one has hx = x. So far as the coefficients of
P [z1, z2, ..., zn] are GL(n, C) ∝ Cn- invariant, substitution hx for x into
P [∂α
1
x, ∂α
2
x, , ..., ∂α
n
x] = 0 implies that
∑
β
(
n∑
i=1
ci∂
α1xi)
β1(
n∑
i=1
ci∂
α2xi)
β2 ...(
n∑
i=1
ci∂
αnxi)
βnPβ[∂
α1x, ∂α
2
x, ..., ∂α
n
x] = 0.
Therefore due to the second assumption on (F, ∂) for variables y1, y2, ..., yn one has
∑
β(
∑n
i=1 yi∂
α1xi)
β1(
∑n
i=1 yi∂
α2xi)
β2 ...(
∑n
i=1 yi∂
αnxi)
βnPβ[∂
α1x, ∂α
2
x, ..., ∂α
n
x] = 0 (4)
Now consider the ring C〈x, ∂〉[y1, y2, ..., yn] with respect to the differential operators
∂1 =
∂
∂y1
, ∂2 =
∂
∂y2
, ..., ∂n =
∂
∂yn
. It is clear that its constant ring is C〈x, ∂〉 i.e.
C〈x, d〉 = {a ∈ C〈x, ∂〉[y1, y2, ..., yn] : ∂1a = ∂2a = ... = ∂na = 0}.
Introduce new differential operators ∂ =
∑n
j=1 f
∂
ij〈x〉∂j, where i = 1, n,
(f∂ij〈x〉)i,j=1,n = [∂
α1x, ∂α
2
x, ..., ∂α
n
x]−1
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The following are evident:
a) The constant ring of (C〈x, ∂〉[y1, y2, ..., yn], ∂), where ∂ = (∂1, ∂2, ..., ∂n) is the same C〈x, ∂〉,
b) ∂j(
∑n
i=1 yi∂
αkxi) is equal to 0 whenever j 6= k and it is equal to 1 if j = k, where j, k = 1, n .
Now if one assumes that β0 = (β01 , ..., β
0
n) is a such one for which
|β0| = max{|β| : Pβ[∂
α1x, ∂α
2
x, ..., ∂α
n
x] 6= 0}
and applies ∂
β01
1 ∂
β02
2 ...∂
β0n
n to equality (4) he comes to a contradiction Pβ0[∂
α1x, ∂α
2
x, ..., ∂α
n
x] = 0.
This is the end of proof Theorem 4.
So due to Theorem 4
C〈x, ∂〉H = C〈x, ∂〉GL(n,C)∝C
n
(x, ∂α
1
x, ..., ∂α
n
x)H
and the system x, ∂α
1
x, ..., ∂α
n
x is algebraic independent over C〈x, ∂〉GL(n,C)∝C
n
. Note that every
element of the field C〈x, ∂〉GL(n,C)∝C
n
is a fixed element for the group H . Therefore if one wants to
have a system of differential generators of (C〈x, ∂〉H , ∂) over C he can do the following:
1. Find any system of generators (over C) of the differential field
(C〈x, ∂〉GL(n,C)∝C
n
, ∂)
2. Find any system of ordinary algebraic generators of the field
C〈x, ∂〉GL(n,C)∝C
n
(z1, z2, ..., zn+1)H
, where zi = (zi1, z
i
2, ..., z
i
n) , i = 1, n+ 1, and the action of H is defined as:
((h, h0), (z
1, z2, ..., zn+1))→ (hz1 + h0, hz
2, ..., hzn+1)
For example, let it be ϕ1(z
1, z2, ..., zn+1), ϕ2(z
1, z2, ..., zn+1), ..., ϕk(z
1, z2, ..., zn+1).
Then the union of the system of generators of (C〈x, ∂〉GL(n,C)∝C
n
, ∂) with
{ϕ1(x, ∂
α1x, ..., ∂α
n
x), ϕ2(x, ∂
α1x, ..., ∂α
n
x), ..., ϕk(x, ∂
α1x, ..., ∂α
n
x)}
can be taken as a system of generators of the differential field (C〈x, ∂〉H , ∂) over C.
In the case of m = 1 to find a system of generators of the field C〈x, ∂〉GL(n,C)∝C
n
(z1, z2, ..., zn+1)H
it was enough to find generators of C(z1, z2, ..., zn+1)H due to the fact that the differential field
(C〈x, ∂〉GL(n,C)∝C
n
, ∂) has a ∂-algebraic independent system of generators over C. It seems that if
m > 1 this fact is not true for (C〈x, ∂〉GL(n,C)∝C
n
, ∂) anymore.
Remark 5. At the end I would like to note that a different approach can be done to the
equivalence problem of surfaces by the use of rational differential forms. Definition of the ordinary
high order differentials of (for example, real) functions ofm variables can be changed slightly in such
a way that not only the first differential but also all high order differentials will have invariant form
with respect to change of variables [8]. One can use it to introduce the field of differential rational
forms R〈x, d〉, where x = (x1, ..., xn) is assumed to be variable m-parametric surface. Moreover this
field is an ordinary differential field with respect to d. Due to the invariant property of high order
differentials with respect to change of variables one have to consider only R〈x, d〉H , where H is a
given motion group of Rn. The geometric meaning (or interpretation) of such differential rational
forms are not clear but nevertheless one can use results from [2] to find a system of generators of
the differential field (R〈x, d〉H , d).
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