This article proposes the multiclass proximal support vector machine (MPSVM) classifier, which extends the binary PSVM to the multiclass case. Unlike the one-versus-rest approach that constructs the decision rule based on multiple binary classification tasks, the proposed method considers all classes simultaneously and has better theoretical properties and empirical performance. We formulate the MPSVM as a regularization problem in the reproducing kernel Hilbert space and show that it implements the Bayes rule for classification. In addition, the MPSVM can handle equal and unequal misclassification costs in a unified framework. We suggest an efficient algorithm to implement the MPSVM by solving a system of linear equations. This algorithm requires much less computational effort than solving the standard SVM, which often requires quadratic programming and can be slow for large problems. We also provide an alternative and more robust algorithm for ill-posed problems. The effectiveness of the MPSVM is demonstrated by both simulation studies and applications to cancer classifications using microarray data.
INTRODUCTION
In multiclass classification problems, the training set consists of n samples {(x i , y i ); i = 1, . . . , n}, where x i ∈ d is the input vector and y i ∈ {1, . . . , k} is the class label for the ith sample. Our task is to learn a classification rule from the training set to predict the label for a future sample based on its input. The support vector machine (SVM) (Boser, Guyon, and Vapnik 1992; Vapnik 1998; Burges 1998; Cristianini and Shawe-Taylor 2000) has performed successfully in many real-world problems. The SVM is attractive in its ability to condense the information contained in the training set and to find a decision surface determined by certain points in the training set. Lee, Lin, and Wahba (2004) further generalized the SVM to multicategory SVM (MSVM). Other multiclass versions of SVM have been studied by Vapnik (1998) and Weston and Watkins (1999) . The implementation of the SVM and MSVM demands solving quadratic program-ming problems under linear constraints, which can be computationally expensive for large datasets. For multiclass problems, the computation can be very challenging even for moderately sized datasets if the number of classes k is large. Proximal support vector machines (PSVM) were recently introduced as a variant of SVM for binary classifications by Suykens and Vandewalle (1999) and Fung and Mangasarian (2001) . In theory, both the PSVM and SVM target the optimal Bayes rule asymptotically, which explains their comparable performance in most empirical studies. However, it is much faster to train a PSVM classifier by simply solving a system of linear equations. Suykens and Vandewalle (1999) , Suykens et al. (2002) , and Van Gestel et al. (2002a) proposed the least squares SVM (LSSVM). The formulation of LSSVM is similar to that of PSVM except that the latter penalizes the constant term as well. Extensions of the PSVM and LSSVM to multiclass problems have been considered by Fung and Mangasarian (2005) and Van Gestel et al. (2002b) based on the one-versus-rest scheme. Their main idea is to solve k binary classification problems by separating one class from the rest, then construct the decision rule according to the maximal output. One disadvantage of this scheme is that the resulting binary problems are often very unbalanced, leading to poor performance in some cases (Fung and Mangasarian 2005) . In addition, it is not easy to take into account unequal misclassification costs in the one-versus-rest approach. This article proposes the multiclass PSVM (MPSVM) using an alternative formulation. The proposed method directly targets the boundaries among k classes simultaneously by estimating some functions of the conditional probabilities. The MPSVM is constructed in a regularization framework of reproducing kernel Hilbert space (RKHS), and is optimal in terms of implementing the Bayes rule asymptotically. Compared to the approaches based on the one-versus-rest scheme, the MPSVM is more flexible in handling nonstandard situations such as unequal misclassification costs and nonrepresentative training samples. With regard to computation, the MPSVM can be solved more efficiently than the MSVM.
The article is organized as follows. Section 2 briefly states the Bayes classification rule. Section 3 reviews the binary SVM and PSVM. Section 4 introduces the MPSVM, study its statistical properties, and propose two computation algorithms. Section 5 illustrates the performance of the MPSVM with simulation examples. Section 6 applies the MPSVM to cancer classifications using gene expression data.
BAYES CLASSIFICATION RULES
Bayes rule is the optimal classification rule if the underlying distribution of the data is known. It serves as the gold standard to which any classifier can be compared. In practice, the underlying distribution is rarely known. One common way to approximate the Bayes rule is to estimate the distribution or related classification functions from the training set.
For a k-class classification problem, we need to learn a classification rule φ(x) : d → {1, . . . , k} from the training set. Assume that the samples in the training set are independently and identically drawn from some distribution P (x, y).
be the conditional probability of class j given X = x for j = 1, . . . , k. Let C be a k × k cost matrix, with c jl the cost of incorrectly classifying a sample from class j to class l. All c jj 's are equal to 0 because we do not penalize correct decisions. The Bayes rule, minimizing the expected cost of misclassifying an observation
is given by
With equal misclassification costs, that is, c jl = 1 for j / = l, the Bayes rule simplifies to
which can be interpreted as the minimizer of the expected misclassification rate
The majority of classification methods consider only the standard setting, which assumes that the samples in the training set truly represent the target population and imposes equal costs on different types of misclassifications. However, nonstandard classification problems may arise in many real situations. When one type of misclassification is more serious than others, we should apply unequal costs. For example, in the diagnosis of a disease, classifying a diseased person as healthy or a healthy person as diseased may have different consequences. See Lin, Lee, and Wahba (2002) for more discussions on this issue. Sampling bias is another concern that merits special attention. When the class proportions are quite unbalanced in the population, one often tends to oversample minor classes and downsample major classes (Lin, Lee, and Wahba 2002; Lee, Lin, and Wahba 2004) . If the sampling scheme depends only on the class label Y and not on the input X, the Bayes rule is
where π l is the prior proportion of class l in the target population, π s l is the proportion of class l in the training set, and p s l (x) = Pr Y s = l|X s = x is the conditional probability of a sample in the training set belonging to class l given X s = x. In this article, we do not distinguish two nonstandard cases, since the issue of sampling bias can be taken into account by modifying the costs as
BINARY SVM AND PROXIMAL SVM
In binary classification problems, the class label y i is often coded as +1 or −1. Originally proposed as a maximal margin classifier, the SVM methodology can also be cast as a regularization problem in a reproducing kernel Hilbert space (RKHS). See Wahba (1990) , Girosi (1998) , and Poggio and Girosi (1998) for more details. Let H K be an RKHS associated with the reproducing kernel K. The SVM solves
over all the functions of the form f (x) = β 0 +h(x), where h ∈ H K , (v) + = max{v, 0}, and L(y i ) is the cost of misclassifying the ith observation. The classification rule is sign[f (x)]. The proximal SVM was first studied by Suykens and Vandewalle (1999) and Fung and Mangasarian (2001) . Unlike the SVM, the PSVM method classifies points to the closest of two parallel hyperplanes that are pushed apart as far as possible. In the regularization framework, we can formulate the PSVM as
Thus, the PSVM can be interpreted as the ridge regression model (Agarwal 2002) . By the representer theorem (Kimeldorf and Wahba 1971) , the solution to (3.1) or (3.2) has a finite representation form
The formulation (3.4) is slightly different from the kernel PSVM studied by Fung and Mangasarian (2001) , where they solved
MULTICLASS PROXIMAL SVM
This section introduces the multiclass proximal SVM (MPSVM). The proposed MPSVM embraces the binary PSVM as a special case. Section 4.1 presents the formulation of the MPSVM and investigates its solution and asymptotic properties. Section 4.2 introduces two efficient computational strategies for implementing the MSPVM.
FORMULATION AND THEORETICAL PROPERTIES
In multiclass classification problems, the class label y can be coded as a k-dimensional vector
if sample i belongs to class 1,
if sample i belongs to class 2, . . .
This coding was first used by Lee, Lin, and Wahba (2004) . We consider a k-tuple separating function f(x) = (f 1 (x), . . . , f k (x)) . Since the sum of the components in y is 0, we let f satisfy the sum-to-zero constraint,
Analogous to the binary case, we assume that
where l i is the membership of y i and c lij denotes the cost of classifying the ith sample to class j. The MPSVM is proposed as
This formulation handles the standard and nonstandard situations in a unified manner by choosing different cost functions. The solution to (4.1) is characterized in Theorem 1. Proof of the theorem and all other proofs are relegated to the Appendix.
Theorem 1. Representer theorem. If the reproducing kernel K is positive definite, minimizing (4.1) under the sum-to-zero constraint is equivalent to finding
We show that formulation (4.1) embraces the binary PSVM as a special case. Let k = 2. For any sample from the positive class, y i = (1, −1) (1 in the binary notation), we have
2 , where L(1) is the cost of misclassifying a positive sample. Similarly,
2 , where L(−1) is the cost of misclassifying a negative sample. Thus, the data-fit functional in (3.3) is identical to that in (4.1), with f (x) in (3.3) playing the same role of f 1 (x) in (4.1). It is also true that
because we have β 10 + β 20 = 0 and h 1 (x) + h 2 (x) = 0 for any x according to Theorem 1. The next theorem shows that the MPSVM implements the Bayes rule asymptotically under certain regularity conditions. We use the theoretical framework of Cox and O'Sullivan (1990) to analyze the asymptotics of penalized methods. In (4.1), the data-fit functional component indicates that the solution should follow the pattern in the data, whereas the penalty component imposes smoothing conditions. As the sample size n goes to infinity, the limit of the data-fit functional,
, could be used to identify the target function, which is the minimizer of the limiting functional. Under the assumption that the target function can be approximated by the elements in the RKHS and certain other regularity conditions, the solution to (4.1) will approach the target function as n → ∞.
Theorem 2. The minimizer of E (Y − f(X)) W (Y)(Y − f(X)) under the sum-tozero constraint implements the Bayes rule, that is,
When equal misclassification costs are used,
Remark 1. Inverting the expression (A.1) in the Appendix provides the estimate of kclass conditional probabilities. With equal misclassification costs
, τ j (x) reduces to 1−p j (x), thusp j (x) = 1 − (k − 1) 1/[1 −f j (x)] k l=1 1/[1 −f l (x)] , for j = 1, . . . , k. (4.3)
COMPUTATION ALGORITHMS
This section shows that the implementation of the MPSVM only requires solving linear equation systems. This computational convenience makes the MPSVM a promising classification tool for large datasets. Many classification methods involve parameters that need to be adaptively chosen with strategies like cross-validation. Finer tuning is possible for the MPSVM due to its computational advantage. We present two computation strategies and summarize them as Algorithms 1 and 2. Based on our experience, Algorithm 1 runs faster, though it may fail when K is close to singularity, causing difficulty in matrix inversion. Algorithm 2 is specifically designed for ill-posed problems.
Assume that the kernel K is strictly positive definite. LetK be the Gram matrix with the (i, l)th entry K(x i , x l ). Let Z = [1 nK ], 1 n = (1, . . . , 1) , 0 n = (0, . . . , 0) , and
. . , β jn ) and the n × n diagonal matrix W * j = diag{c cat{1}j , . . . , c cat{n}j }, where cat{l} is the membership of the lth sample and c cat{l}j is the cost of classifying the lth sample to class j. Further, we define
solve (4.4), we consider its Wolfe dual problem
where u = 2u * ∈ n+1 is the Lagrange multiplier vector. Setting equal to zero the gradient of L D with respect to β * j yields
Thus,
where
we get the dual solution
The primal solution to (4.4) is
For any (new) sample x, we define the vector K x = K(x, x 1 ), . . . , K(x, x n ) and computef j (x) = [1, K x ]β j for j = 1, . . . , k for prediction. We summarize Algorithm 1 as follows. Algorithm 1. (a) Solve (4.4) using (4.7).
(b) To predict the label for x, computef j (x) for j = 1, . . . , k and classify the sample to the class corresponding to the largestf j (x).
Though the matrixK is strictly positive definite in theory, it can be numerically illposed in practice. Algorithm 1 may fail whenK, hence G and A j (j = 1, . . . , k), are close to singularities. Therefore in Algorithm 2, we avoid the inversion of G using the relationships
which can be achieved by some strategic matrix transformations of the solutions (4.5) and (4.6) via the Sherman-Morrison-Woodbury formula. Our experience shows that whenK is well-conditioned, we should use Algorithm 1 because it is much faster than Algorithm 2. Otherwise, Algorithm 2 is preferable because it provides robust solutions. By using the Sherman-Morrison-Woodbury formula, we have
(4.8) where
(4.9) Here l j is the column vector containing the diagonal elements of W * j 1/2 , l j = l j l j , and is the elementwise product of two matrices. It is easy to verify that
By the Sherman-Morrison-Woodbury formula,
The dual solution is (4.13) where
Combining (4.8), (4.10), and (4.13), we get the primal solution
and
The predictionf j is given bŷ
(4.14)
Algorithm 2.
. . , k), C, D, H and Q using Equations (4.9)-(4.13).
(c) To predict the label for x, computef j (x) for j = 1, . . . , k using (4.14) and classify the sample to the class giving the largestf j (x).
NUMERICAL EXAMPLES
We illustrate the performance of the MPSVM with simulated examples. The Gaus-
is used and the tuning parameters (λ * , σ 2 ) are determined by ten-fold cross-validation. Section 5.2 shows an example for nonstandard classifications. Equal misclassification costs are assumed unless otherwise specified.
COMPARISON WITH MSVM
A training set of sample size 200 is generated according to the three-class model on the unit interval [0, 1] with the conditional probabilities 
This example was also used by Lee, Lin, and Wahba (2004) . We apply the MPSVM and use the formula (4.3) to estimate the true conditional probabilities. As shown in Figures 1(a) and (b), the MPSVM has reasonably recovered the conditional probabilities. According to (2.2), the Bayes class boundary for this example consists of two points: x = 0.260 where
, and x = 0.613 where p 1 (x) < p 2 (x) = p 3 (x). The MPSVM estimates these two critical points as 0.262 and 0.615, and hence approximates the Bayes rule very well. We now compare the MPSVM with the MSVM (Lee, Lin, and Wahba 2004) , and their one-versus-rest variants. We generate 100 training sets of sample size 200 to fit the classification rules, and a testing set of sample size 10,000 to evaluate their prediction accuracy. The Bayes rate for this example is 0.3841. The average testing error rate (± standard deviation) is 0.4068 ± 0.0101 for the MPSVM and 0.4081 ± 0.0124 for the oneversus-rest PSVM. As reported by Lee, Lin, and Wahba (2004) , the average error rate is 0.3951±0.0099 for the MSVM and 0.4307±0.0132 for the one-versus-rest SVM. Overall, the performance of the MPSVM and one-versus-rest PSVM is close to the MSVM. Note that the error rate of the one-versus-rest SVM is slightly higher. One possible reason is that the one-versus-rest SVM may not approximate Bayes rule well even when the sample size is large (Lee, Lin, and Wahba 2004) , while all the other three classifiers are asymptotically optimal.
SAMPLING BIAS
This example illustrates the effectiveness of the MPSVM in handling the sampling bias situation. There are three classes, and the true population is distributed on the square 
with 1 ≤ j, l ≤ 3. Three regions are
and they partition the square A with the area ratio 1 : 1 : 8. We first generate 500 points from the population, then intentionally change the class proportions in the training set by keeping all points generated from classes 1 and 2, and only 1/8 of those from class 3. The sampling scheme is therefore biased and the class proportions in the training set do not reflect those in the underlying population. Figure 2 (a) plots the training data and the Bayes decision boundary. We fit the MPSVM with, respectively, equal misclassification costs and the costs adjusted according to (2.3). The decision boundary based on adjusted costs in Figure 2 (b) is very similar to the Bayes boundary in Figure 2 (a), while the unadjusted boundary in Figure 2 (c) fails to approximate the Bayes rule. This suggests that the adjustment of misclassification costs in the MPSVM is necessary to improve classification accuracy in the sampling bias case.
APPLICATIONS
In this section, we apply the MSPVM to cancer classification using two benchmark microarray datasets. One main challenge in microarray data analysis is that the number of genes is often much larger than the sample size. One typical way to handle this issue is to conduct dimension reduction, say, by principle component analysis or factor analysis West 2003) , before applying classification methods. As regularized regression models, the SVM-type methods offer an alternative way to handle this "large p, small n" problem (West 2003) and are well-suited for microarray data analysis.
LEUKEMIA DATA
The leukemia dataset was published by Golub et al. (1999) for the classification of two types of leukemia: ALL (acute myeloid leukemia) and AML (acute lymphoblastic leukemia). These two cancer types are identified based on their origins-AML originates in the bone marrow and ALL originates in lymphatic tissue. The ALL leukemia can be further divided into B-cell and T-cell ALLs. There are 38 samples (19 ALL B-cell; 8 ALL T-cell; 11 AML) in the training set and 34 samples (19 ALL B-cell; 1 ALL T-cell and 14 AML) in the testing set. For each sample, the expression values of 7,129 genes are collected. In the literature, these data have been treated as a two-class (ALL/AML) problem (Golub et al. 1999 ( Lee and Lee 2003; Nguyen and Rocke 2002a; Dudoit, Fridlyand, and Speed 2002) . In this article, we treat it as a three-class classification problem.
To compare the classification performance of the MPSVM with MSVM, we first apply the procedures used by Lee and Lee (2003) to preprocess the data: (1) thresholding (floor of 100 and ceiling of 16, 000); (2) filtering (exclusion of genes with max/min ≤ 5 and max -min ≤ 500 across the samples); and (3) base-10 logarithmic transformation. The filtering results in 3,571 genes. After these initial steps, each array is standardized and the F -tests are used to select top 40 genes with the largest F -statistics. Figure 3 plots the heat maps of the training set and testing set, where rows represent genes and columns represent samples. The gene expression values are indicated by color, with black representing the lowest level and white the hightest level of expression. We put the training samples within each class together, and use hierarchical clustering to order the genes so that genes close to each other have similar profiles across the training samples. As Figure 3(a) shows, some subset of genes are highly expressed for each class, therefore the selected 40 genes are very informative in discriminating three classes. In the heat map (Figure 3(b) ) of the testing set, the genes are ordered in the same way as in the training set, and hierarchical clustering is also used to order samples. The expression pattern of testing samples seems to match the training samples pretty well.
Because the sample size is small, the performance of MPSVM and one-versus-rest PSVM is quite robust to the choice of tuning parameters. With various equally good tuning parameters, none or at most one testing sample is misclassified by the MPSVM and the oneversus-rest PSVM. For the MSVM, as shown by Lee and Lee (2003) , one testing sample is misclassified using GACV tuning and on average 0.8 testing sample is misclassified using leave-one-out cross-validation. This demonstrates that the performance of MPSVM is comparable to MSVM, but the MPSVM is faster to implement. matrix with the ilth entry K( The equality has to hold since f j is the global minimizer. This implies that
WhenK is positive definite, For each j = 1, . . . , k, we have
Since k j=1 f j = 0, we have that
The solution is then given by
Thus, arg max j=1,...,k f j (x) = arg min j=1,...,k τ j (x) = arg min j=1,...,k k l=1 c lj p l (x).
