A new two-dimensional version of the Kolmorogov-Smirnov test has been developed for the testing of data which has been placed in a two-dimensional array of bins. Monte Carlo testing has been used to derive the test statistics for 8 × 8, 16 × 16 and 32 × 32 arrays. The predicted probabilities for non-square arrays and arrays with intermediate numbers of elements are compared to the probabilities derived from Monte Carlo testing. The new test is applied to two-dimensional histograms of movement vectors derived from electrical impedance images of the stomach.
Introduction
It is often necessary to test whether two-dimensional distributions of data differ. Peacock (1983) developed an extension to two dimensions of the Kolmorogov-Smirnov (KS) test, and demonstrated, using a Monte Carlo method, that the test was very nearly distribution free. Peacock's test involved a search over O(3N 2 ) points, where N is the total number of points in the distributions. Fasano and Franceschini (1987) improved the test by reducing to O(3N) the number of points over which the search was made; by taking into account the dependence of the test statistics on the degree of correlation of the data points and the sample size; and by giving an analytic expression for the calculation of critical values of the test probability distribution. Press et al (1992) provide software for the calculations. An implicit assumption in the search is that the x, y coordinates of the data points are unique. The x, y coordinates of data points are frequently quantized (or the data are grouped or binned, as in a two-dimensional histogram), rather than being known to arbitrary precision. A variation of the test is therefore proposed for use with relatively coarsely quantized or binned data, and in which the execution time is approximately proportional to the number of bins.
Preliminary trials, in which the Fasano-Franceschini test was applied to binned data (by taking the contents of bin (p, q) as having n pq points at location (x p , y q )) demonstrated that the calculated probability varied with the number of bins, and did not correlate with the probability calculated for the same data before binning. This paper will therefore address the use of Monte Carlo testing to arrive at the distribution of the test statistic for binned data.
In the second section, the Fasano-Franceschini test is described in outline, and the modification of their test for use with binned data is discussed. The third section will deal with the generation of test data, and the fourth section will present the results of the Monte Carlo testing, the distribution of the test statistic, and present empirical formulae for calculating probabilities for different size arrays. An example of the use of the test is presented in the fifth section.
The two-dimensional KS test, and its application to binned data
In the one-dimensional KS test, the maximum cumulative difference between two onedimensional distributions is sought. The equivalent, for a two-dimensional test, is to search the (x, y) plane for the maximum cumulative difference between the two-dimensional distributions. Peacock proposed that this cumulative distribution, which is not well defined in two dimensions, should be taken as the fraction of the data appearing in the four quadrants defined by the point (x i , y j ), i.e. the fraction of the data appearing in each of (x > x i , y > y j ), (x > x i , y < y j ), (x < x i , y > y j ), (x < x i , y < y j ) for (i, j = 1, . . . , N). The two-dimensional KS statistic D is taken as the maximum difference (for all quadrants and data points) between the fraction of data in each distribution. As this difference is expected to be ∼ 1/ √ N, it is usual to use Z = D √ N as the test statistic. Fasano and Franceschini calculate Z only for the N points which are detected, i.e. for (x > x i , y > y i ), (x > x i , y < y i ), (x < x i , y > y i ), (x < x i , y < y i ) for (i = 1, . . . , N), rather than for the N 2 points of Peacock. In general, the quadrants defined by the data points in the first distribution will give a different statistic from the quadrants defined by the data points in the second distribution, and the two values are therefore averaged. Fasano and Franceschini take into account the dependence of D on the linear correlation coefficient r and the number of points. They give Monte Carlo results for the distribution of D, which can be summarized by the following approximate formula due to Press et al:
where the effective number of points N e = N 1 N 2 /(N 1 + N 2 ) and N 1 and N 2 are the number of data points in each set (for the two-sample test). The KS probability function is given by
The formula is accurate for N e > 20 (i.e. N 1 > 40 and N 2 > 40) and for probabilities less than 0.20. As a probability of the order of 0.20 certainly implies that there is no significant difference between the data sets, these conditions are not unduly restricting.
To calculate D for binned data, it is necessary to count the contents of the bins lying in each of the four quadrants for every (p, q), where (p, q) can range over the bin numbers on the x and y axes. It is clear that (i) for any m × n array of bins, there are (m − 1)(n − 1) possible sets of quadrants, and (ii) the quadrants are the same for both distributions. The process for binned data is thus analogous to that for unbinned data.
Generating simulated data
The distribution of the test statistic Z is determined by a Monte Carlo method, in which the test is applied to a large number of simulated data sets which are drawn from a normal population. For each trial, two data sets A and B, containing respectively N 1 and N 2 discrete data points (i.e. coordinate pairs (x i , y i ), i = 1, . . . , N 1 and (x j , y j ), j = 1, . . . , N 2 ) are generated from normal random variables. The data points are then assigned to an m × n array of bins, to give the two binned data sets. The Z statistic is calculated for this pair of data sets, and the process is repeated for the chosen number of trials. At the end of the trials, the calculated values of Z are ranked in order of size, and the values of Z corresponding to the chosen percentiles (0.1%, 1.0% etc) are determined.
The x and y coordinates of the raw data points are generated from two normally distributed random variables u(n = 1, . . . , N 1 ) and v(n = 1, . . . , N 2 ):
where k is a constant that determines the ratio of the major and minor axes of the distributions. For these tests, the two distributions A and B are generated with k = 1, i.e. the null hypothesis is that the two-dimensional distributions do not differ. The random number generator uses a linear congruential method, and implements the 'minimal standard generator' of Park and Miller (1988) , based on the algorithm seed = (7 5 seed)mod(2 31 − 1).
The sequence length is ∼ 2 × 10 9 . A typical test involves 1000 trials of 2000 random numbers, i.e. 0.1% of the population of random numbers. In order to ensure that the whole population is used, the value of seed is stored at the end of each test, and used as the initial value of seed in the next test.
The majority of the testing was performed on square arrays of dimensions 8 × 8, 16 ×16 and 32 × 32. In all cases N 1 = N 2 . For 8 × 8 and 32 × 32 arrays 50 N 1 = N 2 5000, and for the 16 × 16 arrays 50 N 1 = N 2 10 000. The variation in the distribution of Z with number of trials was tested for 100-10 000 trials. Otherwise, the number of trials varied from 5000 to 20 000 for the 8 × 8 arrays, from 2500 to 5000 for the 16 × 16 arrays and was 1000 for the 32 × 32 arrays.
Results of the Monte Carlo testing
The number of trials for each size of array and data set was limited by the time taken to complete the computation †. Table 1 illustrates the variation in the distribution of Z as the number of trials is increased, for the case of a 16 × 16 array with 1000 data points in each data set.
For each combination of array size and data set size, the value of Z at the percentile points 0.001, 0.002, . . . , 0.009, 0.01, 0.02, . . . , 0.19, 0.20 was calculated. Tables 2-4 show a selection of these calculated values for array sizes of 8×8, 16×16 and 32×32 respectively. Examination of the critical values of Z shows that they vary with the number of elements in the arrays, but do not appear to vary with the size of the data set. The latter observation was tested by performing a linear fit amongst data set size and value of Z for each array size and significance level (i.e. Z = aN 1 + b). In no case did the slope a exceed 2 × 10 −5 , demonstrating that there is indeed no relationship between data set size and significance level. This observation was unexpected, and is discussed further below. † All the computations were performed using MATLAB running on a Compaq Contura 4/25. The software was not optimized for speed, i.e. no MEX files were written to improve performance with loops. Computation time for each simulation varied from 20 000 to 55 000 s. The software is available by anonymous ftp from mathworks.com, or access the MathWorks World Wide Web page at http://www.mathworks.com. This toolbox contains software for both binned and unbinned data, and all the testing routines. The mean and standard deviation of the calculated values for array sizes of 8 × 8, 16 × 16, 32 × 8, 64 × 4, 25 × 25 and 32 × 32 are given in table 5.
As Z is independent of sample size, the value of Z has been calculated for each of the (29) probability levels by taking the mean of the values of Z for all sample sizes. The resulting relationship between Z and probability level can be described by a quadratic function:
The values of a, b and c for the three square arrays are given in table 6, and the fitted curves are shown in figure 1 . The values of a, b and c for the three 256-element arrays are given in table 7. Table 6 . Values of a, b and c for the three square arrays. The probability level for any square arrays with 64 number of elements 1024 can be estimated by linear interpolation between the fitted curves in figure 1. Table 8 shows Table 7 . Values of a, b and c for the three 256-element arrays. p values corresponding to Z values between 1.2 and 2.0 for array sizes from 8 × 8 to 32 × 32. The italicized areas lie outside the region of validity of the fitted curves.
The differences between the probability values found for the 25 × 25 array using Monte the 25 × 25 array and the measured values for the non-square array are within 10% of the corresponding measured values.
The application to vector histograms in electrical impedance tomography
The application of the new KS test to binned data is illustrated by its application to twodimensional histograms of gastric motility. Smallwood and coworkers (1993) have described the use of electrical impedance tomography as a non-invasive method of measuring gastric motility in infants and adults. A planar array of 16 electrodes over the abdomen is used to generate 104 independent measurements of transfer impedance at 20 kHz. The image reconstructed from these measurements is an impedance map of the stomach and the surrounding volume. Images collected every 400 ms clearly show gastric emptying and the characterisitic 0.05 Hz motility of the stomach. In the article by Smallwood and coworkers (1994) the method is extended to include an index of motility based on vectors which describe the movement of the peak of the motility on a two-dimensional surface in the plane containing the major axis of the stomach. A two-dimensional histogram is used to quantify the movement. The x, y plane of the histogram corresponds to the view of the stomach seen by an observer facing the front of the subject. A peak in the lower left quadrant corresponds to movement down the stomach, and a peak in the upper right quadrant corresponds to retrograde movement. Histograms for five consecutive 400 s stretches of data are shown in figure 5. Table 9 shows the calculated probability that the histograms are not drawn from the same population.
Discussion
It has been demonstrated that a version of the KS test can be applied to two-dimensional data which have been assigned to bins. The calculated statistic, Z, is independent of the number of data points in the compared distributions, and depends only on the number of Figure 5 . Two-dimensional histograms for movement vectors derived from successive 400 s stretches of impedance image data from the human stomach.
bins. This was unexpected. The critical values of Z are known to be asymptotic at 'large' values of N for the one-dimensional KS test, and have been shown to vary in a similar manner for the two-dimensional test both by Peacock and by Fasano and Franceschini. In the two-dimensional test for unbinned data, the increment in the area of the quadrants (over which the comparison of the distributions is made) is determined by the number of data points N. However, in the test for binned data, this increment in area is independent of the number of data points, and is dependent only on the number of bins. Examination of figure 1 shows that there is a dependence of Z on size, but it appears as a relationship to the number of bins, and not to the number of data points. A plot of the critical values of Z against number of bins suggests that the values may be asymptotic with number of bins, but verification would require simulations with more bins than used in this study.
