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Abstract
Dynamic Asset Allocation: A Bayesian Approach
by
Yalan Feng
Advisor: Rui Yao
The first half of this dissertation consists of two essays addressing dynamic asset allocation
problem by exploring time-varying volatility and covariance between different assets.
In the first essay, I propose a time-varying Bayesian approach based on autoregressive
models. To allow a parsimonious specification while improving predictive power, I spec-
ify a step function that considerably decreases the number of parameters to be estimated.
To reduce data dimensionality, I use orthogonal portfolios instead of correlated assets in
estimation and forecast. Finally, a Bayesian estimation is applied to dynamically update
coefficients and error variance. I combine Bayesian time-varying autoregression with step
function restriction in the univariate forecast of return and volatility of orthogonal portfo-
lios. Using a daily rebalancing portfolio of four asset classes, this approach generates Sharpe
ratios above 2 under a range of specifications within the dataset.
In the second essay, I implement a new approach that dynamically rebalance portfolio
based on forecast of asset returns under coefficient uncertainty and time-varying conditional
covariance in a multivariate setting. I incorporates Principal Component Analysis in a vector
autoregressive form multivariate Bayesian Dynamic Linear Model to forecast multivariate
vasset return and covariance. This approach can be applied to data with large dimension. It
combines forecasting of return vector and covariance matrix all in one model. I use a daily
rebalancing portfolio of five asset classes to show the improved portfolio performance as
measured by the goodness of fit measures and the ex-post Sharpe ratio compared to several
competing approaches.
The second half of the dissertation studies the intraday price responses to overnight
movements of individual stocks and index exchange-traded funds. I find that the overnight
returns are followed by a reversal during the first half-hour of intraday trading, especially
concentrated in the first ten minutes. Such reversal is significant in both time series of
index and cross-section of individual stocks. The reversal effect implies market mispricing
at the open and investors correcting the prices during the first half-hour. The effect leads
to profitable trading opportunities. By forming a long-short portfolio based on overnight
performance, investors earn a daily premium of 16.7 basis points. The results are robust
after controlling for market risk, reversal from lag intraday interval, and different market
conditions.
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Chapter 1
Asset Allocation with MIDAS
Estimation: A Bayesian Approach
1.1 Introduction
Dynamic asset allocation allows learning of return distributions over time and frequent rebal-
ancing of portfolios. In Markowitz (1952) modern portfolio theory, the first two moments of
return distribution, namely mean and variance, are critical inputs in optimal portfolio con-
struction. In real market, mean return and variance of an asset changes rapidly over time.
Investors need a dynamic approach highly adaptive to changes in market environment. At
the same time, given potentially a large number of assets to choose from, investors need a
robust way to learn the correlations among assets.
In this paper, I implement a time-varying Bayesian approach to asset allocation that is
adaptive to changes in market environment, robust to high data dimension, and computa-
tionally fast and easily implementable. To achieve these goals, I apply Principal Component
Analysis (PCA), Bayesian Dynamic Linear Model (BDLM) and Mixed-Data-Sampling (MI-
DAS) to improve portfolio selection.
In the conditional asset pricing literature, stock returns are considered predictable using
lagged instrumental variables. An intuitive predictive model could be a simple linear regres-
1
2sion of future return on lagged explanatory variables. If the lagged explanatory variables
are the stock’s own past returns, the model becomes the widely used autoregressive (AR)
model. There are several limitations of AR models in forecasting asset returns. First, an
asset’s own past returns have very little predictive power of its future returns. Second, the
lag order of AR model is hard to justify. Model selection criteria such as Akaike Information
Criterion (AIC) and Bayesian Information Criterion (BIC) that help to select the “optimal”
lag face a trade-off between available information and model parsimony.
I apply several steps to improve AR models for the purpose of dynamic portfolio selection.
First, I use a pool of assets rather than a single asset. Ideally, the assets should have
some “good” correlation. The performance of any single asset is expected to shed some light
on the future behavior of others. In other words, a better understanding of the dynamic
covariances among assets will lead to better portfolio construction. However, to estimate
the covariances is a difficult task. With N assets, the volatility covariance matrix is N-by-N,
where N(N+1)
2
entries need to be estimated. The task gets even more challenging when the
volatility covariance matrix is time-varying. To avoid this multivariate problem, I apply
Principal Component Analysis to transform asset returns.
A common application of PCA in finance is linear models with hidden factors. Hidden
factors are not explicit market variables but constructed from the left-hand-side data that
summarize as much information about the variation in data as possible. Such approach is also
referred to as principal component regression, where PCA generated factors (called principal
components) are used as explanatory variables. Since principal components are orthogonal
to each other by construction, multicollinearity problem will no longer be a concern.
The orthogonality of principal components leads to several application in finance in addi-
3tion to principal component regression. Alexander (2002) suggests an Orthogonal GARCH
approach where she incorporates PCA and univariate GARCH to generate large GARCH co-
variance matrices. Partovi and Caputo (2004) proposes the idea of reorganizing the original
assets into a set of uncorrelated portfolios, also known as eigen-portfolios.
The novelty of my approach is to apply principal components in AR models. I dynami-
cally construct eigen-portfolios and predict their returns and volatilities.
Second, to allow for an easy specification of lags, I incorporate the MIDAS approach
introduced by Ghysels, Santa-Clara, and Valkanov (2005) and Ghysels, Sinko, and Valkanov
(2007). The MIDAS frame work solves the problems faced by regression models involving
data sampled at different frequencies. The MIDAS regression applies a parsimonious way of
allowing long lags of regresssors of the distributed lag models and at the same time allowing
regressors to be sampled at higher frequencies than the dependent variable. The approach
has so far been applied to modeling economic and financial data at various frequencies.
For example, Ghysels, Santa-Clara, and Valkanov (2006), predict the weekly and monthly
future volatility of equity returns using daily realized volatility and intra-day squared and
absolute returns. It is also used in macro forecasts (e.g. Ghysels and Wright (2009), Armesto,
Hernandez-Murillo, Owyang, and Piger (2009), and Clements and Galvao (2009)). MIDAS
approach allows estimation of a small number of parameters that construct a function that
describes coefficients instead of estimating all coefficients.
The original intention for introducing MIDAS by Ghysels, Santa-Clara, and Valkanov
(2005) is not for AR models because data are sampled at the same frequency in the past.
Most MIDAS weight functions specify only positive weights on all lags, leading all past
data to have the same direction of impact on the dependent variable. I apply the MIDAS
4specification with step function which allows the flexibility to restrict some lags to have the
same coefficient and other lags to have different coefficients.
Finally, I incorporate an adaptive Bayesian time-varying autoregression (TVAR) to fore-
cast eigen-portfolio return and volatility. I combine MIDAS with Bayesian approach in the
univariate forecast of return and volatility of each eigen-portfolio. A Bayesian estimation
is applied to dynamically update coefficients and error variance. This approach defines and
constructs the time series model sequentially. As time evolves, new information is received.
Conditional on existing information, the investor’s views about regression coefficients and
volatility are updated. Specifically, a univariate Bayesian dynamic linear model is used (see
West and Harrison (1997), Zellner and Chetty (1965), Quintana and West (1987) and Liu and
West (2009)). The Bayesian approach accounts for parameter uncertainty with an intuitive
and easily implementable closed form algorithm.
There are other approaches different from mine that embed the MIDAS approach with
other models. For example, Becker, Clements, and O’Neill (2010) combine Cholesky decom-
position and MIDAS to forecast elements of the Cholesky decomposition and form a forecast
for the variance covariance matrix. Rodriguez and Puggioni (2010) also use a Bayesian ap-
proach to mixed frequency models. Their work propose an alternative to MIDAS with the
weight structure dynamically adjusting which involves application of an MCMC scheme.
In this paper, I propose a dynamic Bayesian approach to asset allocation that contributes
to the literature in several ways. First, MIDAS approach has previously been applied in
volatility prediction and macro-economic forecasts. I apply MIDAS in autoregressions to
forecast portfolio returns. Second, dynamic Bayesian update is applied to allow for time-
varying regression coefficients as well as time-varying volatility in time series dynamics in
5eigen-portfolios. Third, focusing on eigen-portfolios allows us to handle allocation problem
involving a large number of assets.
The remaining part of the paper is outlined as follows. Section 2 reviews methodology.
Section 3 describes the data, estimation, and empirical results. Section 4 concludes.
1.2 Methodology
1.2.1 Eigen-portfolio Construction
Principal Component Analysis redefines the data set in terms of a new set of variables known
as principal components. These variables are linear combinations of the original variables
and are orthogonal to each other. The principal components are generated in descending
order of explanatory power of data variation. Some accuracy can be sacrificed for economy of
description by dropping the components that have little explanatory power of data variation.
More importantly, given the orthogonality of principal components, univariate forecast can
be applied.
In the multi-dimensional space of the original data set, in order to have an axis that
explains the most of data variation, the new axis should minimize the sum of the squared
distances between itself and the original data points, or equivalently, the new axis should
maximize the squared projection. The second axis will be orthogonal to the first axis, forming
a plane in conjunction with the first axis and maximizing the sum of squared projections
between the data points and the plane. Such process will be continued on higher dimensions
until the all data variation is explained. Each new axis explains part of the variation of the
original data points, with descending explanation power. I provide a simple mathematical
derivation in the Appendix A.1. The projected value on new axises are named principal
components, or eigen-portfolios if applied to financial assets. The projecting weights used
6to calculate the principal components are obtained from the eigenvectors of the covariance
matrix, which, if applied to assets, are the weights allocated on each asset to form principal
portfolios. Appendix A.2 uses a simple example to illustrate the process of PCA and the
economic intuition of eigen-portfolio.
PCA is performed using the p × p covariance matrix of p assets. Factor loadings or
weights matrix are obtained and a new set of data variables (eigen-portfolios) is generated.
Each eigen-portfolio is a linear combination of the original assets using the elements of
eigenvectors as weights. All eigen-portfolios are orthogonal to each other. The principal
components are formed by the order of the relative value of the eigenvalues, with the first
component explaining the most of data variation and the last component explaining the
least of data variation. Analyzing only the first few principal components helps reduce the
dimension of the problem. Orthogonality enables us to perform univariate estimation and
forecast. Correlation matrix can be used instead of covariance matrix in order to avoid
complications introduced by the differences in the scales of variables.
1.2.2 Bayesian Time-varying Autoregression
Bayesian method uses Bayes’ rule to obtain the posterior probability distribution of param-
eter θ based on the observation of data y:
p(θ|y) = p(y|θ)p(θ)
p(y)
(1.1)
or simplified to
p(θ|y) ∝ p(y|θ)p(θ) (1.2)
Equation (1.2) says that the posterior density is proportional to the observed likelihood times
the prior density.
7West and Harrison (1997) introduce a class of widely used dynamic model called dynamic
linear model (DLM). DLM has an observation equation and an evolution equation. The
univariate DLM can be defined as,
Yt = Θ
′
tXt + εt, εt ∼ Np(0, σ2t ) (1.3)
Θt = Θt−1 + νt, νt ∼ N(0, Vtσ2t ) (1.4)
Equation (1.3) is called observation equation where Θt and εt are time-varying. Equation
(1.4) is called evolution equation where Θt is generated by a random walk. The observational
error and evolution error sequences εt and ωt are assumed to be internally and mutually
independent.
Past observations are used as explanatory variables. Xt is simply (1, Yt−1, ..., Yt−d)′ if
under AR(d). At any future time t > 0, the updated information set is simply Y t =
{Yt, Y t−1}. The initial prior is (Θ0|σ0, Y 0) ∼ N(m0, σ0P0) and (σ−10 |Y 0) ∼ Ga(n0/2, d0/2).
The models for the sequences σ2t and Vtσ
2
t are based on standard variance discounting using
variance discount factors typically taking values very close to 1 to represent relative stability
over time in stochastic changes in the (σt, Vt) sequences. The nature and roles of the variance
discount factors (β, δ) is shown in the filtering equations summarized below. The Bayesian
forecasting and updating algorithm is as follows:
At time t− 1, the posterior distributions of Θt−1 and σt−1 given Y t−1 are given by
Θt−1|Y t−1 ∼ Tnt−1(mt−1, Pt−1)
and
σ−1t−1|Y t−1 ∼ Ga(nt−1/2, dt−1/2)
8st−1 = dt−1/nt−1 is an implied point estimate of σt−1 The forecast for time t is given by
Θt|Y t−1 ∼ Tβnt−1(mt−1, Rt)
and
σ−1t−1|Y t−1 ∼ Ga(βnt−1/2, βdt−1/2)
with Rt = Pt−1 + Vt where if we set Vt = Pt−1(1− δ)/δ we have Rt = Pt−1/δ. The one-step
forecast for Yt|Y t−1 is given by
Yt|Y t−1 ∼ Tβnt−1(ft, Qt)
with ft = m
′
t−1Xt and Qt = X
′
tRtXt + st−1 After observing Yt, the update of posterior is
given by
Θt|Y t ∼ Tnt(mt, Pt)
and
σ−1t |Y t ∼ Ga(nt/2, dt/2)
st = dt/nt is an implied point estimate of σt where nt = βnt−1 + 1, dt = βdt−1 + st−1e′tQ
−1
t et,
et = Yt − m′t−1Xt, mt = mt−1 + Ktet, Pt = (Rt − KtK ′tQt)st/st−1, Kt = RtXt/Qt. After
observing data at t, calculate the error of the forecast et. The posterior mean mt is mt−1 plus
and adjustment term Kte
′
t, where Kt gives the optimal weight of update. Kt is calculated
as RtXt/Qt, where Qt is the forecast variance of Yt. The covariance matrix Pt and the
distribution of σt are also updated.
1.2.3 MIDAS
MIDAS was originally introduced to solve the problems that arise from the difference of
frequencies between dependent variable and independent variables.
9To forecast return at time t, one approach is to estimate:
Yt = θ0 +
J∑
j=1
θj,t−1Xj,t−1 + ...+
J∑
j=1
θj,t−dXj,t−d + εt (1.5)
where Xj,t−d is the return of the jth interval at time t− d, and θs are unknown parameters
to be estimated (J × d + 1 parameters). If Xt and Yt are sampled at the same frequency,
then J = 1. If Yt is sampled at weekly frequency and Xt is sampled at daily frequency, then
J = 5 for a week of 5 trading days.
The key feature of MIDAS regression models is the use of a parsimonious and data-driven
weighting scheme.
Yt = θ0 + θ1
d∑
i=1
J∑
j=1
ωj,t−i(λ)Xj,t−i + εt (1.6)
In order to allow for the identification of the slope coefficient θ1, assume all weights sum
up to 1:
∑d
i=1
∑J
j=1 ωj,t−i(λ) = 1. The next step involves the specification of the weighting
functions or MIDAS polynomials. Ghysels, Sinko, and Valkanov (2007) discuss various
parameterizations for polynomial structures. Two commonly used schemes are normalized
beta probability density function and normalized exponential Almon lag polynomial. The
polynomials are:
ωbetai (λ1, λ2) =
xλ1−1i (1− xi)λ2−1∑N
i=1 x
λ1−1
i (1− xi)λ2−1
where xi = (i− 1)/(N − 1), and
ωexpi (λ1, λ2) =
eλ1i+λ2i
2∑N
i=1 e
λ1i+λ2i2
For autoregressive models, the two schemes are not practically useful. Both weighting
functions imply non-negative weights on all regressors. This limitation will result in all slope
coefficients having the same sign as θ1. For return forecast, a positive (negative) θ1 implies
a momentum (reversal) effect from all past returns.
10
To allows for flexibility of coefficients, I adopt a polynomial specification with step func-
tions:
coefficient =
P∑
p=1
θpIi∈[ap−1,ap]
a0 = 1 < a1 < . . . < aP = d
Ii∈[ap−1,ap] =
{
1, ap−1 ≤ i ≤ ap
0, otherwise
The step function says that, a0 to a1 lags are assumed to have the same coefficient, a1 + 1
to a2 lags are assumed to have the same coefficient, and so on.
When I apply a step function restriction on AR model, a Step(i,j,k) means that the
model uses a lag of d=i+j+k while restricting the most distant i lags to have the same
coefficient, and restricting the next j lags to have the same coefficient, and restricting the
next k lags to have the same coefficient. For example, Step(4,1) can be expressed as yt =
θ0 + θ1yt−1 + θ2(yt−2 + yt−3 + yt−4 + yt−5) + ε.
To specify a step function is challenging. The value of information decreases through
time, as the access to information increases. I set a decay rate close to 2. For example, if
I predict day 11 return using returns from day 1 through day 10 (2 weeks), I believe that
day 1 through day 5 is less relevant than day 6 through day 10. I care less about detailed
daily returns from day 1 to day 5, but rather the average level of return during that week. I
probably do not distinguish the importance of day 6 and day 7, because information on the
two days are both released several days ago. I do distinguish day 10 from day 9, because day
10 just happened. The information is new and most relevant. For specification in Step(i,j,k),
I set i=d/2, j=d/4 and so on. I use no more than 4 parameters and usually single out the
last day so the last parameter is 1. For example, when d=20, I use Step(10,5,4,1).
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1.2.4 Asset Allocation
A mean-variance investor who allocates wealth among risk-free and risky assets wants to
solve the portfolio optimization problem by maximizing the expected return and minimizing
the risk. If we have sequential forecast of asset returns and covariance matrix, we should be
able to sequentially make portfolio choices based on the forecast. Specifically, at each time
t, given the forecast of return of each stock and the forecast of their covariance matrix, the
efficient frontier can be obtained. With the addition of risk-free asset, we can obtain the
tangency portfolio given the investor’s risk aversion.
Since eigen-portfolios are orthogonal, assuming a risk-free rate of zero, the weight or
fraction of wealth allocated on eigen-portfolio i is
ui =
1
γ
µi
σ2i
(1.7)
where γ is investor’s coefficient of relative risk-aversion. After obtaining the respective
weights in each eigen-portfolio, I transform the holding of eigen-portfolios into the holding
of underlying assets.
1.2.5 Summary of Steps
Suppose the time series of returns of p assets are observed at daily close. The problem we
are facing is how to construct and rebalance portfolio to maximize utility. First we predict
one-day-ahead returns and covariance if we are rebalancing daily. Then we choose/rebalance
assets according to adopted allocation rule.
In real time dynamics asset allocation, I apply PCA to transform past returns of assets
into returns of eigen-portfolios at first. Then I forecast future returns and volatilities of
eigen-portfolios.
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In this paper, I backtest the dynamics Bayesian approach with historical data. I set
aside an initial window of past returns as a training sample. I test the performance of my
approach with the rest of data, or the testing sample. Re-training the model frequently
to update parameters is also suggested. To perform my dynamic Bayesian asset allocation
approach:
Step 1. Use an initial window of daily returns, calculate covariance matrix. Perform
principal component analysis using the covariance matrix to get component weights and
generate eigen-portfolios.
Step 2. Specify a MIDAS step function based on the number of past returns. Generate
time series of explanatory variables {Xt} using past returns of eigen-portfolios. For example,
a Step(4,1) restriction can reduce the number of explanatory variables to 2, while using 5
days of past returns: Xt,1 = yt−1 and Xt,2 = yt−2 + yt−3 + yt−4 + yt−5.
Step 3. For each eigen-portfolio, use {Yt} and {Xt} to obtain optimal discount factors
β and δ that maximize likelihood (Appendix B) based on Bayesian dynamic linear model.
Also keep track of the update of regression coefficients mean mt, volatility σt, and coefficients
variance Pt. Training for optimal discount factors is time consuming because it is searching
for the best combination of parameters. I set Bayesian discount factors fixed as δ = 0.98,
β = 0.8 through time. The smaller the value of β , the more volatile the σt. The coefficient
matrix Θt is time varying but is not rapidly changing, thus δ is usually close to 1.
Step 4. For each component, use the last period estimate of coefficients mt, volatility σt,
and coefficient variance Pt from step 3 as prior, apply the optimal discount factors, forecast
1-step ahead eigen-portfolio expected returns Yi,t+1 and volatility σi,t+1. In order to provide
an objective view, noninformative priors are used to only reflect the data. If I use pre-set
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Bayesian discount factors, at time 0, prior belief m0 is an estimate from an OLS regression
of {Yt} on {Xt}. Identity matrices are used as priors for covariance matrices, P0 and s0.
Step 5. Form optimal portfolio of eigen-portfolios based on expected mean and volatil-
ity in equation (1.7). Transform optimal holding of eigen-portfolios back to a portfolio of
underlying assets using the PCA weights from step 1.
1.2.6 Performance Evaluation
I use autoregression (AR), Bayesian time-varying autoregression (TVAR), and Bayesian
MIDAS regression assuming different step weighting functions (Step) to predict one period
ahead return and volatility of each eigen-portfolio. Without loss of generality, {Yt} means a
univariate eigen-portfolio daily return series.
The first approach is AR(d):
Yt+1 = θ0 +
d−1∑
j=0
θjYt−j + εt, εt ∼ N(0, σ2t ) (1.8)
The volatility is estimated using rolling window sample average.
The second approach is Bayesian TVAR specified by equations (1.3) and (1.4).
In the last approach, I add step function restrictions to Bayesian TVAR to reduce the
number of regressors.
In order to evaluate the accuracy of forecasts produced by the different models, both
direct and indirect measures are used. Direct measures such as root mean square error
(RMSE) and mean absolute error (MAE) are used to evaluate forecast of means.
An indirect measures i.e. performance of mean-variance portfolio optimization is also
used to evaluate the forecast of both mean and volatility. Specifically, I compare the ex post
Sharpe ratio of different approaches. Such economic evaluation relies on the assumption
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of the utility function of the investor. Therefore, in statistical sense, this evaluation is not
robust. However, the economic implication of model performance gives investors strong
motive to apply such measure.
1.3 Data and Results
1.3.1 Data
Daily returns of four asset classes, namely equity, bond, credit and volatility are used. I
obtain data from Yahoo finance under the ticker symbols SPY, TLT, HYG and VXX. These
exchange traded funds (ETFs) replicate the returns of S&P 500, 20 year Treasury bonds,
high yield corporate bonds, and S&P 500 short term volatility respectively. Daily returns are
calculated as the simple return using daily adjusted closing prices. The time period spans
1000 days between Feb. 2 2009 and Jan. 23 2013, where the beginning is the first day with
available daily return for VXX.
The summary statistics is shown in Panel A of Table 1.1. The period involves the epi-
logue of financial crisis and the recovery period afterwards. All assets exhibit a positive
average daily return, except VXX. VXX has the highest volatility among the four as shown
by standard deviation. HYG and SPY exhibit left skewness and VXX exhibit right skewness.
All assets exhibit fat tails with TLT closest to standard normal. VXX, which replicate VIX
short-term future index return, drops considerably during the period, with a Sharpe ratio
of -1.75. Without considering other factors such as transaction cost, a simple short position
in VXX throughout the period would generate a Sharpe ratio of 1.75. Panel B of Table
1.1 summarizes the unconditional correlations for each asset. It is not surprising that the
correlation between SPY and TLT is on average negative. The correlation between SPY and
VXX is also negative, as the volatility index VIX is called the“fear index”, which tends to
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Table 1.1: Descriptive Statistics of Asset Returns
Panel A reports summary statistics for the four asset returns used in this article. For
each asset, I obtain mean, standard deviation, minimum, maximum, skewness, kurtosis and
annualized Sharpe ratio of daily returns. The first four statistics are in percentage points.
Panel B reports the unconditional correlation of returns over the sample period. The analysis
is based on daily returns of four asset traded from Feb. 2 2009 to Jan. 23 2013
HYG SPY TLT VXX
Panel A: Descriptive Statistics
Minimum -4.86 -6.73 -5.17 -15.38
Mean 0.06 0.07 0.03 -0.43
Maximum 4.82 6.94 3.89 18.81
Standard Deviation 0.76 1.27 1.08 3.91
Skewness -0.58 -0.19 0.00 0.59
Kurtosis 11.06 6.53 3.88 5.19
Sharpe Ratio 1.16 0.84 0.42 -1.75
Panel B: Correlation Matrix
HYG 1 0.76 -0.42 -0.61
SPY 1 -0.54 -0.81
TLT 1 0.48
VXX 1
shoot up during market downturns. HYG, which tracks performance of high yield corporate
bonds, earlier know as “junk bonds”, is positively correlated with SPY and negatively corre-
lated with VXX. A decrease in equity market (SPY), commonly accompanied by an increase
of volatility (VXX), implies an increase in the leverage level of a company, thus requiring a
larger yield and lowering the bond price.
The correlation matrix can be used to construct principal components. If we transform
the return series into principal components, with decreasing explanation power of data vari-
ation, the first component explains 90.7% of the total data variation, while the other three
components explain 5.3%, 3%, and 1% of data variation respectively.
Figure 1.1 displays the weights used to construct each principal component (eigen-
portfolio) when the full sample of returns is used. Figure 1.1a shows each asset’s weight
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(a) Composition of First Eigen-Portfolio (b) Composition of Second Eigen-Portfolio
(c) Composition of Third Eigen-Portfolio (d) Composition of Fourth Eigen-Portfolio
Figure 1.1: Factor weights to construct eigen-portfolio
This figure shows weights used to construct each eigen-portfolio using full sample of daily
returns of HYG, SPY, TLT and VXX traded from Feb. 2 2009 to Jan. 23 2013.
to construct the first eigen-portfolio. The first principal component explains the most of
data variation. Because VXX is the most volatile of the four assets, it dominates the first
eigen-portfolio with a close to one weight. The first portfolio puts positive weights in VXX
and TLT (long) and negative weights in HYG and SPY (short). If the investor holds a short
position in the first eigen-portfolio, the investor equivalently holds a short position in VXX
and TLT and a long position in HYG and SPY. The second eigen-portfolio has a positive
weight in TLT and negative weights in other assets (Figure 1.1b). The third eigen-portfolio
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has positive weights in all assets (Figure 1.1c). The last eigen-portfolio is likely capturing
a spread between HYG and SPY (Figure 1.1d). The construction of eigen-portfolios are
not fixed. Since covariance of assets change overtime, the weights of each asset in each
eigen-portfolio also change overtime.
1.3.2 Results
To implement the models, several parameters need to be specified. They are: training sample
length (e.g. 60 days), independent variable or order of autoregression (e.g. 5 days), Bayesian
discount factors (e.g δ = 0.98, β = 0.8), risk-aversion parameter γ (e.g. 100), and number
of principal components used in forecast (e.g. I use all 4 components). Bayesian discount
factors can be optimized using maximum likelihood method provided in Appendix B. If
discount factors are set to be 1, regression coefficient covariance matrix and observational
volatility are time-invariant. Risk-aversion is inversely proportional to asset weights. It does
not change Sharpe ratio of portfolio performance.
For Bayesian updating, the training period does not have to be long because Bayesian
approach adjusts investor’s view quickly. I use from 60 days to 180 days as training period.
Order of AR model is from 1 to 40.
Table 1.2 exhibits annualized Sharpe ratios achieved by different models. The training
sample (rolling window for AR models) length varies from 60 to 180 days. Order of lags
used ranges from 1 to 40. Panel A displays annualized Sharpe ratio of each approach with
no transaction cost. For a strategy to be profitable in real practice, a smaller turnover ratio
each period and thus a smaller transaction cost is desired. Panel B displays annualized
Sharpe ratio of each approach assuming a one-way transaction cost of 2 basis points. If a
dynamic allocation strategy results in a smaller transaction cost than a competing strategy,
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Table 1.2: Annualized Sharpe Ratio (Four Assets)
This table shows the annualized Sharpe ratios of asset allocation using three approaches:
autoregression (AR), Bayesian time-varying autoregression (TVAR), and MIDAS regression
with step weighting function (Step). Panel A assumes no transaction cost. Panel B assumes
a one-way transaction cost of 2 basis points. A zero risk-free rate is used in calculating
Sharpe ratio. Models (2), (3) and (4) assume Bayesian discount factors as δ = 0.98, β = 0.8.
The analysis is based on daily returns of HYG, SPY, TLT and VXX traded from Feb. 2
2009 to Jan. 23 2013.
Panel A. Annualized Sharpe, No Cost Panel B. Annualized Sharpe, 2bps Cost
# Obs in Traing Sample # Obs in Traing Sample
60 100 140 180 60 100 140 180
lag=1 lag=1
(1)AR 1.85 1.98 2.43 2.45 (1)AR 1.52 1.65 2.09 2.07
(2)TVAR 2.50 2.34 2.42 2.32 (2)TVAR 2.21 2.10 2.19 2.10
lag=2 lag=2
(1)AR 1.44 1.58 1.95 2.03 (1)AR 1.07 1.23 1.58 1.63
(2)TVAR 2.38 2.22 2.31 2.25 (2)TVAR 2.02 1.94 2.05 1.99
lag=5 lag=5
(1)AR 1.02 1.45 2.05 2.22 (1)AR 0.66 1.08 1.68 1.82
(2)TVAR 2.40 2.32 2.39 2.32 (2)TVAR 1.95 1.96 2.04 1.98
(3)Step(4,1) 2.51 2.36 2.43 2.36 (3)Step(4,1) 2.20 2.10 2.18 2.11
(4)Step(3,1,1) 2.62 2.54 2.62 2.57 (4)Step(3,1,1) 2.25 2.25 2.34 2.29
lag=10 lag=10
(1)AR 1.15 1.68 1.89 2.13 (1)AR 0.75 1.30 1.48 1.70
(2)TVAR 1.62 2.01 1.94 1.94 (2)TVAR 1.12 1.58 1.52 1.51
(3)Step(5,5) 1.60 1.81 1.93 1.98 (3)Step(5,5) 1.43 1.65 1.77 1.81
(4)Step(5,4,1) 2.09 2.15 2.20 2.14 (4)Step(5,4,1) 1.79 1.88 1.94 1.89
lag=20 lag=20
(1)AR 0.31 1.34 1.28 1.10 (1)AR -0.21 0.86 0.79 0.60
(2)TVAR 1.08 1.40 1.39 1.38 (2)TVAR 0.55 0.89 0.87 0.86
(3)Step(10,5,5) 1.58 1.94 1.97 1.90 (3)Step(10,5,5) 1.38 1.75 1.78 1.70
(4)Step(10,5,4,1) 2.04 2.25 2.19 2.01 (4)Step(10,5,4,1) 1.72 1.96 1.91 1.74
lag=40 lag=40
(1)AR N/A 1.15 1.57 1.37 (1)AR N/A 0.65 1.07 0.89
(2)TVAR 1.02 1.17 1.26 1.11 (2)TVAR 0.48 0.68 0.77 0.62
(3)Step(20,15,5) 1.89 2.00 2.01 1.93 (3)Step(20,15,5) 1.71 1.82 1.84 1.76
(4)Step(20,15,4,1) 2.17 2.36 2.30 2.12 (4)Step(20,15,4,1) 1.86 2.08 2.04 1.88
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we would expect the realized Sharpe ratio to drop less when the same non-zero commission
is assumed.
Model(1) uses AR(d) to forecast eigen-portfolio returns, where d equals either 1, 5, 10,
20 or 40. The training sample length in this case is the rolling window length. Model(2)
uses Bayesian time-varying autoregression. The last two approaches impose a step function
restriction on coefficients in Bayesian time-varying autoregression.
Bayesian time-varying autoregression (model(2)) outperforms time-invariant autoregres-
sion (model(1)). Bayesian approach is insensitive of training sample length due to the adap-
tive nature of the modeling of parameters where priors are quickly adjusted. When a large
lag order d is specified, Bayesian approaches with step coefficient restrictions (model(3) and
(4)) continue to perform well. Given the predictability of AR(1), restricting the coefficient of
the first lag to be different from the coefficients of other lags results in better performance.
For example, Step(5,4,1) is better than Step(5,5).
The high Sharpe ratios achieved in Table 1.2 is contributed partly by the predictability
of VXX return during the period. VXX is highly volatile, taking a large weight in the first
eigen-portfolio. Most models beat the simple strategy of holding a short position in VXX
throughout the period.
Table 1.3 shows performance measures root mean square error (RMSE) and mean abso-
lute error (MAE) of eigen-portfolio return forecast under different models, with a training
sample length of 60. As expected, the performance of autoregesssive model and time-varying
autoregressive model deteriorates as number of lags become too large. For models with step
function coefficient restrictions, forecast performance is stable when number of lags increases.
For models with lag d=5 and training sample of 60 days, Figure 1.2 shows the time series
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of regression coefficients when the dependent variable is the first eigen-portfolio return. AR
model uses a rolling window to fit the coefficient for the regression yt = θ0+θ1yt−1+θ2yt−2+
θ3yt−3 + θ4yt−4 + θ5yt−5 + ε. Bayesian TVAR model allows adaptive changes in coefficients
as well as return volatility and coefficient volatility. Finally, a Step(3,1,1) restriction on top
of Bayesian TVAR assumes equality of coefficients θ3, θ4 and θ5.
According to Figure 1.2, AR model exhibits the highest volatility of coefficients. This is
probably due to the fact that we are looking at a 60 day rolling window instead of a longer
window. Bayesian TVAR model adjust the covariance of coefficients by specifying discount
factor δ. I set δ to be 0.98. If δ is set to be smaller, coefficients will become more volatile.
Optimal Weights (HYG) Optimal Weights (SPY)
Optimal Weights (TLT) Optimal Weights (VXX)
Figure 1.3: Time series of portfolio holding
This figure shows time series of optimal weights for HYG, SPY, TLT and VXX from Feb.
2 2009 to Jan. 23 2013 suggested by Step(3,1,1) model with lag of 5 and training sample of
60 days.
23
All coefficients fluctuate around 0 through time. Figure 1.2b exhibits a market momen-
tum effect from lag 1 day because θ1 is mostly positive during 2010 and 2011, suggesting
that the overall market (first eigen-portfolio) is likely to continue its performance yesterday.
The last three figures exhibit an average reversal effect from lags 3 to 5 as coefficients θ3, θ4
and θ5 (which are equal) are negative most of the time.
For model Step(3,1,1) with d=5 and training sample of 60 days, Figure 1.3 shows the
corresponding time series of optimal portfolio weights for each asset. The strategy mainly
holds long positions in HYG and TLT and holds short positions in SPY and VXX.
1.4 Conclusion
In this paper, I implement a time-varying Bayesian approach to asset allocation that is easily
implementable and computationally fast. The approach gives adaptive forecast of mean and
volatility of eigen-portfolios. It is feasible to include long lags and mixed frequencies while
limiting the number of parameters for estimation.
I demonstrate this approach using past daily returns to forecast one-day-ahead return.
I can extend to apply higher frequencies of explanatory variables. For example, use daily
returns to forecast weekly returns. MIDAS is designed for this purpose. A simple AR
approach would use past weekly returns to forecast future weekly return. If we use past
week’s daily returns and weight them equally, it is equivalent to using just the past weekly
return. Perhaps the five days in the past week do not have the same importance to the
future week’s return. For instance, an investor tries to form a perspective of next week’s
return at this week’s Friday close. He would probably assign more relevance of next week’s
return to the daily return of Friday this week rather than to the daily return of Monday this
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week, simply because Friday is closer to next week, or Friday has fresher information. Or if
the investor is aware of the Monday effect, he would assign a different week-of-day structure.
Similar argument would apply to intra-day forecasts. Different hours of the day have different
volatility, an investor would need to assign a different intra-day structure. MIDAS approach
proposes several weighting schemes, but none of them could address the day-of-the-week or
intra-day pattern. Future research could focus on developing weight function specifications
to serve such purpose.
With the advantage to work with higher dimensions, this approach can be applied to
forecast a wide range of financial assets, such as the universe of S&P 500 stocks, different
sectors of the market, and the return indexes for international markets. Further applications
involve forecasting data with higher dimensions like yield curves, term structure of interest
rates, volatility surface, commodity futures, etc. The strategy also provides insight to global
tactical asset allocation widely used by hedge funds and asset management firms.
Chapter 2
Dynamic Asset Allocation with
Multivariate Stochastic Volatility
2.1 Introduction
Portfolio selection is one of the most important problems in practical investment manage-
ment. In Markowitz (1952) mean-variance framework where an investor makes risk-return
trade-off based on one-period ahead forecast, the investor will have a greater advantage with
a more reliable forecast of return and risk of the given basket of assets. In many cases,
investors and portfolio managers face potentially a large number of assets to choose from.
Practitioners and academicians alike have been searching for easily implementable ways to
forecast vector of returns and variance covariance matrices.
In this paper, I introduce a multivariate approach to dynamic asset allocation that has
potential for predicting high dimensional data. I adopt a Bayesian methodology under vector
autoregressive model (VAR) to forecast multivariate time series.
It is documented that volatility and covariance of assets change over time. Rolling his-
torical returns both weighted equally and exponentially are widely used methods to estimate
covariance matrices. More complex models of multivariate volatility include the multivari-
ate versions of generalized autoregressive conditional heteroskedasticity (GARCH) model
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and multivariate stochastic volatility models.
The multivariate GARCH models include the diagonal vech model proposed by Boller-
slev, Engle, and Wooldridge (1988), the constant conditional correlation model proposed by
Bollerslev (1990), the factor-ARCH model by Engle, Ng, and Rothschild (1990), the BEKK
model by Engle and Kroner (1995) etc.
West and Harrison (1997) present a state-space dynamic linear model (DLM) following
the work of Zellner and Chetty (1965), and Quintana and West (1987). The sequential time-
varying regression structure allows dynamic updating of the volatility covariance matrix
as well as the vector of returns. Triantafyllopoulos (2008, 2011) develop a general state
space model, which allows the volatility covariance matrix to be estimated with a fast and
easily implementable Bayesian algorithm. In his model, the stochastic volatility is based on
Wishart and singular multivariate beta distributions. The estimation algorithms estimate
not only the volatility covariance matrix, but also shocks in the levels of the returns. It is
desirable also in the sense that it does not rely on Monte Carlo or other similar simulation
procedures. Throughout this paper I refer to this approach as “Multivariate Bayesian”.
Avramov and Zhou (2010) point out that Bayesian approach is attractive in many ways.
It can employ useful prior information. It also accounts for parameter uncertainty. The
Bayesian DLM imposes uncertainty for both regression coefficients and volatility and updates
their distributions simultaneously.
To further reduce data dimensionality, I apply Principal Component Analysis (PCA) in
the first step. PCA is widely used in the areas of astrophysics for the purpose of economic
summarization and dimension reduction of data. Alexander (2002) incorporates PCA and
univariate GARCH to suggest an orthogonal GARCH approach for generating large GARCH
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covariance matrices.
Engle (2002) and Engle and Sheppard (2001) propose a dynamic conditional correlation
(DCC) estimator which performs a univariate GARCH in the first step and estimates correla-
tion matrices in the second step that enables the estimation of very large correlation marices.
They use the model to estimate the conditional covariance of up to 100 assets using S&P
500 sector indices and Dow Jones Industrial Average stocks. DCC estimator demonstrates
very strong performance.
Dynamic asset allocation literature addresses the time varying nature of correlations of
assets and propose different strategies to construct portfolios of time-varying weights (see
Bauer, Haerden, and Molenaar (2004); Otranto (2010) and van Vliet and Blitz (2011) for
regime switching methodologies).
By incorporating both PCA and multivariate Bayesian dynamic linear models, I call this
approach “Orthogonal Bayesian”. To test portfolio optimization implications, I use daily
returns of five asset classes, including US equity, US 20 year treasury, emerging market
equity, gold, and Euro.
The new approach is compared with multivariate Bayesian, orthogonal GARCH, and
DCC models. The procedures are evaluated in terms of portfolio performance through
goodness of fit measures and annualized Sharpe ratio. The results show evidence in favor of
orthogonal Bayesian in handling large dimensionality.
The remaining part of the paper is outlined as follows. Section 2 gives a brief overview
of various models for multivariate estimation. Section 3 describes methodology. Section 4
describes the data, estimation, and empirical results. Section 5 concludes.
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2.2 Review of Models
This section presents a brief review of GARCH, orthogonal GARCH, DCC and Bayesian
methods.
2.2.1 GARCH
Through the observation of financial time series, an important finding is that volatility
clusters (e.g. Mandelbrot (1967) and Longin and Solnik (2001)). In bad times, a sudden
increase of volatility will persist for several weeks or months. Based on this observation,
Autogressive Conditional Heteroskedasticity (ARCH) model introduced by Engle (1982) uses
the estimates of volatility of today and past days to forecast the volatility tomorrow. An
ARCH(1) model can be formulated as:
rt = µ+ h
1/2
t zt, zt ∼ i.i.d.N(0, 1) (2.1)
and
ht = ω + α(rt−1 − µ)2 (2.2)
ω presents a persistent constant volatility present in the market. α gives the additional
contribution to volatility given today’s shock.
It is likely that tomorrow’s volatility depends not only on today’s estimate but also on
past estimates. To address this possibility, Bollerslev (1986) creates the GARCH model. A
GARCH(1,1) model formulates the conditional variance in equation (2.2) as:
ht = ω + α(rt−1 − µ)2 + βht−1 (2.3)
The α term captures the short-run market reaction volatility effects. The role of the β term
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is that it saves the need to add several α terms to capture the long-run volatility persistence
effects. When β is positive, the GARCH(1,1) is equivalently an ARCH(∞) representation.
With p assets, the conditional covariance matrix Ht = E(ε
′
tεt|It−1) will have 12p(p+1) pa-
rameters under GARCH(1,1) specification, where each parameter will be a linear combination
of all the elements of ε′t−1εt−1 and all the elements ofHt−1, thus requiring
1
2
p(p+1)(1+p(p+1))
parameters to be estimated. Multivariate GARCH specification will suffer from the curse of
dimensionality.
To avoid the need to estimate a large number of parameters, many models have been intro-
duced, for example, the diagonal vech model proposed by Bollerslev, Engle, and Wooldridge
(1988), the constant conditional correlation model proposed by Bollerslev (1990), the factor-
ARCH model by Engle, Ng, and Rothschild (1990), the BEKK model by Engle and Kroner
(1995).
The orthogonal GARCH model by Alexander (2002) and the DCC model by Engle (2002)
and Engle and Sheppard (2001) are two prominent approaches that address similar problems
discussed in this paper.
2.2.2 PCA and Orthogonal GARCH
Using past returns of p assets, the p × p covariance matrix can be obtained. Performing
principal component analysis with the covariance matrix gives principal component factor
weights and generates a new set of variables (principal components). Each principal com-
ponent is a linear combination of the original variables using the elements of eigenvectors as
weights. Therefore, principal components obtained from asset returns are called returns of
eigen-portfolios.
The original forecast problem becomes forecasting the first q (q ≤ p) components. The
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number of parameters in the covariance matrix will drop considerably if q is much smaller
than p.
Alexander (2002) proposes an orthogonal GARCH approach where in the first step the
original data is transformed into orthogonal components and then the diagonal matrix of
volatilities for each component is estimated using univariate GARCH. Principal component
representation of the ith asset return ri can be expressed as the combination of the first q
component with an error term:
ri = µi + ωi1y1 + ...+ ωi2y2 + ...+ ωiqyq + εi (2.4)
where yi is return of eigen-portfolio i. Taking variance of this equation gives the variance of
asset returns:
σ2 = ADA′ + σ2ε (2.5)
A = (ωij) is the matrix of weights. D = diag(σ
2
1, . . . , σ
2
q ) is the diagonal matrix of variances
of eigen-portfolios. σ2ε is the matrix of errors, where σ
2
ε = 0 if we use all components to
express asset returns. Each diagonal element of the matrix D, i.e. the variance of each
eigen-portfolio, is estimated using a GARCH model, hence the name “orthogonal GARCH”.
Burns (2005) introduces a similar approach called PC-GARCH where principal compo-
nent analysis is performed on correlation matrix and a univariate GARCH is estimated for
each principal component.
To apply these approaches to forecast covariance, the time-varying property of covariance
requires the weight matrix A to be time-varying. Past returns are used to construct eigen-
portfolios and the historical performance of eigen-portfolios is used to forecast one-step ahead
return and volatility of eigen-portfolios. However, at one period ahead, the eigen-portfolios
may no longer be orthogonal to each other, thus D should no longer be a diagonal matrix.
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My approach takes a similar orthogonalization step, but instead of univariate GARCH in
the second step, multivariate Bayesian is applied to allow the off-diagonal elements to vary
over time. The orthogonal Bayesian approach is also less computationally intensive.
2.2.3 Dynamic Conditional Correlation Model
The dynamic conditional correlation (DCC) model introduced by Engle (2002) and Engle
and Sheppard (2001) rewrites the conditional covariance matrix Ht in terms of a diagonal
matrix of individual asset volatilities and a time-varying correlation matrix.
Ht = DtRtDt, Dt = diag
√
hi,t (2.6)
Rt is the conditional correlation matrix of the standardized disturbances εt.
Rt = Et−1(εtε′t) = D
−1
t HtD
−1
t , εt = D
−1
t (rt − µt) (2.7)
Ht has to be positive definite by the definition of the covariance matrix. Rt has to be
positive definite to ensure that Ht is positive definite. Furthermore, by the definition of the
conditional correlation matrix, Rt can be decomposed into
Rt = diag{Qt}−1/2Qtdiag{Qt}−1/2 (2.8)
where Qt is a positive definite matrix defining the structure of the dynamics and is assumed
to follow the GARCH(p,q) process
Qt = (1−
p∑
i=1
αi −
q∑
j=1
βj)Q¯+
p∑
i=1
αiεt−iε′t−i +
q∑
j=1
βjQt−j (2.9)
where Q¯ is the unconditional covariance of the standardized disturbances.
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2.2.4 Bayesian Dynamic Linear Model
Bayesian Dynamic Linear Model is discussed in detail in West and Harrison (1997). Dynamic
linear model (DLM) presents returns and regression coefficients through an observation equa-
tion and an evolution equation. Denote the return of any asset i at time t as Yit,
Observation : Yit = Θ
′
itXt + εit, εit ∼ Np(0, σ2it) (2.10)
Evolution : Θit = Θi,t−1 + ωit, ωit ∼ N(0,Wtσ2it) (2.11)
In matrix form, let Yt = (Yit) be the p× 1 observation vector; Θt = (θit) be the n× p matrix
of states (regression coefficients); Ωt = (ωit) be the n × p matrix of evolution innovations;
and εt be the n× 1 vector of observational innovations. The matrix form of the observation
equation and the evolution equation is given by the following equations where each Yit is
regressed on the same Xt:
Yt = Θ
′
tXt + εt, εt ∼ N(0,Σt) (2.12)
Θt = Θt−1 + Ωt, Ωt ∼ N(0,Wt,Σt) (2.13)
This is a standard specification in which the covariance structures induced by Σt affect both
the observation and the evolution errors; for example, if σij,t is large and positive, vector
series i and j will show concordant behavior in movement of their state vectors and in
observational variation about their levels.
Wt can also be expressed in terms of discount factors. This will be discussed in detail in
the next section of model settings.
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2.3 Model Specification
I adopt the multivariate Bayesian model introduced by Triantafyllopoulos (2008, 2011). He
proposes a time-varying vector autoregressive model with time-varying conditional covari-
ance matrix. To model the time series of financial assets, the volatility matrix, as well as
the regression coefficients, may be time-varying due to a continuously changing environment.
Bayesian DLM provides a powerful prediction of return and volatility through Kalman fil-
tering of recursive forecast errors and their conditional variances.
2.3.1 Model Setting
Suppose time series of p assets are observed at roughly equal time intervals t = 1, ..., N , for
example daily returns at market close. At time t, the returns of the assets from t − 1 to t
are represented by a p× 1 vector Yt.
In order to forecast Yt with available information at t− 1, a set of explanatory variables
are used. A state-space form is given in equations (2.12) and (2.13). εt is the innovation
that follows a p-variate Gaussian distribution with a time-varying p×p covariance matrix Σt
which we are trying to forecast. Xt can include predictor variables, such as dividend yield,
price to earnings ratio, etc.
Although it may be worthwhile discussing the potential advantages of other models, we
focus on VAR models.
If we assume the time series is generated by a VAR process of lag order d (d is a positive
integer),
Yt = Θ0t + Θ1tYt−1 + ...+ ΘdtYt−d + εt (2.14)
where Θ0t is a p× 1 vector, and Θjt (j = 1, ..., d) is a p× p matrix, then Xt can be expressed
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as [1 Y ′t−1 ... Y
′
t−d]
′ and Θt expressed as [Θ0t Θ1t ... Θdt]′ which is a (dp + 1)× p matrix. The
predicted value of Yt+1 is simply Θˆ0t + Θˆ1tYt + ...+ ΘˆdtYt−d.
I use a VAR(1) to demonstrate the mechanism of Bayesian DLM. Under VAR(1), Θt is
a (p + 1)× p matrix. In equation (2.13), the evolution disturbance follows a matrix-variate
Gaussian distribution, i.e. Ωt ∼ N(p+1)×p(0,Wt,Σt) or it can be written as a column stacking
vector which follows a p(p+ 1)-variate Gaussian distribution vec(Ωt) ∼ Np(p+1)(0,Σt ⊗Wt).
To model Wt, discount factors are used to help simplify the model. Assume Θt−1 follows
a matrix-variate Gaussian distribution, i.e. Θt ∼ N(p+1)×p(mt−1, Pt−1,Σt). Since Ωt is inde-
pendent of Θt−1, Θt will follow N(p+1)×p(mt−1, Rt,Σt), where the prior left variance matrix
Rt = Pt−1+Wt. Wt is an additional term that increases the uncertainty of estimate. Instead
of adding this term, the amplifying effect can be achieved by dividing Pt−1 by a number
less than one. This number is called discount factor. In multivariate settings, it will be a
discount matrix which is a diagonal matrix of discount factors. Assume all discount factors
are equal, δ1 = ... = δp+1 = δ and ∆ = δIp+1. Rt is represented as Rt = ∆
−1/2Pt−1∆−1/2.
2.3.2 Bayesian Estimation and Forecast
The Bayesian updating algorithm is presented in this section. Triantafyllopoulos (2008, 2011)
model the evolution of covariance matrix Σt via inverted Wishart and singular multivariate
beta distributions (see Appendix C).
At time t− 1, the posterior distributions of Θt−1, given Σt−1 and Y t−1 are given by
Θt−1|Σt−1, Y t−1 ∼ N(p+1)×p(mt−1, Pt−1,Σt−1)
and
Σt−1|Y t−1 ∼ IWp(n+ 2p, St−1)
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The forecast for time t is given by
Θt|Σt−1, Y t−1 ∼ N(p+1)×p(mt−1, Rt,Σt)
and
Σt|Y t−1 ∼ IWp(βn+ 2p, κ−1St−1)
After observing Yt, the update of posterior is given by
Θt|Σt, Y t ∼ N(p+1)×p(mt, Pt,Σt)
and
Σt|Y t ∼ IWp(n+ 2p, St)
with mt = mt−1 + Kte′t, Pt = Rt − KtK ′tQt, Kt = RtXt/Qt, Qt = X ′tRtFt + 1, et =
Yt −m′t−1Yt−1, and St = κ−1St−1 + ete′t/Qt.
The forecast distribution of Σt is characterized by an inverted Wishart distribution with
degree of freedom βn + 2p that involves a discount factor β and a constant κ which is a
parameter close to the reciprocal of β. If β is 1, the expectation of Σt is equal to the
posterior expectation of Σt−1. If β is smaller than 1, the expectation of Σt is larger than the
posterior expectation of Σt−1.
After observing data at t, we calculate the forecast error et. The posterior mean mt is
mt−1 plus and adjustment term Kte′t, where Kt is the vector that gives the optimal weight
of update.
Kt is calculated as RtXt/Qt, where Qt is the forecast variance of Yt.
The covariance matrices Pt and the distribution of Σt are also updated.
In order to provide an objective view, I use noninformative priors that only reflect the
data. This will provide a better comparison of different approaches. At time 0, the prior
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belief of m0 is an estimate from an OLS regression using a window of past returns. For
covariance matrices, I assume P0 = Ip+1 and S0 = Ip. The noninformative prior for the
covariance S0 is an identity matrix, assuming no correlation between series. Off-diagonal
values become non-zero when forecast errors are obtained and St gets updated.
The forecast of covariance matrix is E(Σt+1|Y t) = κ−1St/(βn+ 2p− p− 1).
2.3.3 Orthogonal Bayesian
Like orthogonal GARCH, orthogonal Bayesian approach starts by orthogonalizing data. For
data of large dimension, to reduce dimensionality, only the first few principal components
are used. If all components are used, orthogonal Bayesian approach will lead to the same
estimation results as multivariate Bayesian approach because orthogonalization is a linear
transformation.
The steps to perform orthogonal Bayesian estimation and to construct portfolio are as
follows:
Step 1: Use a rolling window of returns, calculate covariance matrix. Perform principal
component analysis using the covariance matrix to get component factor weights. Construct
principal components (eigen-portfolios) using all past observations.
Step 2: Forecast 1-step ahead expected returns and covariance matrix of eigen-portfolios
by Bayesian dynamic linear model.
Step 3: Form optimal portfolio of eigen-portfolios based on expected mean and covariance
of components. Transform optimal portfolio back to a portfolio of underlying assets.
The proposed advantage of Bayesian estimation is that the model would adapt to rapid
changes. The level of adaptiveness is controlled by the discount factors. The smaller the
discount factors, the larger the noise variance added to coefficients and the more adaptive
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the model. For out of sample forecasts, the discount factors β and δ are assumed to be 0.8
and 0.98 respectively. The smaller the value of β, the more volatile Σt is allowed to be. The
coefficient matrix Θt will be time varying but is not expected to be rapidly changing, thus δ
is close to 1.
The optimal values of the discount factors can be obtained by using a window of data
to perform the orthogonal Bayesian estimation and maximize the likelihood over the two
discount factors (see Triantafyllopoulos (2011)).
2.3.4 Asset Allocation
Follow Markowitz (1952), a mean-variance investor who allocates wealth among risk-free and
risky assets wants to solve the portfolio optimization problem by maximizing the expected
return and minimizing the risk. My approach gives sequential forecast of asset returns and
covariance matrix such that I can sequentially make portfolio choices based on the forecast.
Specifically, at each time t, given the forecast of return for each stock and the forecast for
their covariance matrix, the efficient frontier is obtained and with the addition of riskfree
asset, we can obtain the tangency portfolio given the investor’s risk aversion.
Mathematically, an investor’s problem is:
maxωE(Yt)
′ω − γ
2
ω′V ar(Yt)ω
where γ is the relative risk-aversion coefficient. The optimal portfolio weights are given by
ω∗ =
1
γ
V ar(Yt)
−1E(Yt) (2.15)
The orthogonal Bayesian approach performs the above optimization using eigen-portfolios
instead of underlying assets. ω∗ is the relative weights of eigen-portfolios in a risky portfolio.
Finally, the weights of underlying assets are obtained from the weights of eigen-portfolios.
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2.3.5 Model comparison
To evaluate the performance of different models, both direct and indirect measures are used.
Patton and Sheppard (2009) discuss the various evaluation methods used in volatility forecast
literature. To evaluate the models directly, due to the unobservable nature of volatility,
proxies are used, such as daily squared returns. Indirect measures such as the performance
of mean-variance portfolio optimization are also suggested.
Models are compared by the goodness of fit measures such as root mean square error
(RMSE) and mean absolute error (MAE). The two measures are defined as follows:
RMSE =
√√√√ 1
T
t=T∑
t=1
(σ2t − σˆ2t )2 (2.16)
and
MAE =
1
T
t=T∑
t=1
|σ2t − σˆ2t | (2.17)
where σˆ2t is the forecast of voaltility and σ
2
t is the unobservable true volatility.
To proxy for latent volatility, I adopt the method of Gospodinov, Gavala, and Jiang
(2006) to calculate realized volatility (RV) and historical volatility (HV). RV = 1
τ
∑i=t+τ
i=t+1 y
2
i
and HV = 1
τ
∑i=τ−1
i=0 y
2
t−i where τ = 22 for a month with 22 trading days. The proxy of daily
volatility is the average of the two measures i.e. the average of squared daily returns for the
past month and the future month. The forecasts from different models are compared with a
common σ2t .
An indirect measure to compare the ex post Sharpe ratio is also used. Such economic
evaluation relies on the assumption of the utility function of the investor. Therefore, in
statistical sense, this evaluation is not robust. However, the economic implication gives
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investors strong motive to apply such measure.
2.4 Data and Results
2.4.1 Data
I use daily returns of five asset classes, namely US equity (ticker symbol SPY), US 20 year
treasury bond (ticker symbol TLT), emerging market equity (ticker symbol EEM), gold
(ticker symbol GLD), and Euro currency (ticker symbol FXE). ETFs replicate the returns
of their tracking portfolios. They are traded on exchanges with a growing volume. ETFs
become popular in recent year with FXE having the shortest trading history among the five.
Daily adjusted returns are obtained from Yahoo Finance from Dec. 12, 2005 to Oct. 25,
2011. The risk free rate is assume to be zero.
The descriptive statistics for the daily returns of five assets are reported in Panel A of
Table 2.1. All assets exhibit an average positive daily return and fat tails. With the exception
of gold, all assets exhibit right skewness. Gold has highest average return and Sharpe
ratio, while emerging market equity exhibit the highest volatility. Panel B summarizes the
unconditional correlations among assets over the sample period. Equity, gold, and Euro are
on average positively correlated. Treasury is negatively correlated with equity and Euro.
Figure 2.1 depicts the time series of cumulative return of each asset. The S&P 500 index
goes down sharply during the financial crisis in 2008, and in Oct. 2011. It is roughly at the
same level as the end of 2005. Bond price goes up during market downturns. Gold price
shoots up hugely during the past few years. Emerging market equity moves up and down
closely with US equity but with a higher volatility.
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Table 2.1: Summary Statistics of Daily Asset Returns
This table lists the mean, standard deviation, skewness, maximum, and minimum of daily
returns of five asset classes. Values except skewness are reported in percentage points. The
analysis uses ETFs traded from Dec. 12, 2005 to Oct. 25, 2011.
SPY TLT EEM GLD FXE
Panel A: Descriptive Statistics
Min -9.85 -5.05 -16.16 -7.43 -3.07
Mean 0.02 0.04 0.06 0.09 0.02
Max 14.51 5.17 22.77 11.29 3.66
Standard Deviation 1.54 0.96 2.57 1.43 0.69
Skewness 0.26 0.17 0.68 -0.08 0.06
Kurtosis 15.02 5.13 14.46 7.68 5.06
Sharpe Ratio 0.18 0.61 0.37 0.98 0.36
Panel B: Correlation Matrix
SPY 1 -0.44 0.89 0.04 0.35
TLT 1 -0.40 0.07 -0.10
EEM 1 0.17 0.38
GLD 1 0.37
FXE 1
Figure 2.1: Cumulative daily returns
This figure shows the cumulative daily returns of the five ETFs traded from Dec. 12, 2005
to Oct. 25, 2011.
41
Figure 2.2: Time series forecast of volatility
This figure shows the time series of 1-step ahead forecast of volatility of the five ETFs from
Dec. 12, 2005 to Oct. 25, 2011.
2.4.2 Estimation Results
All principal component are used in forecast, therefore multivariate Bayesian approach is
equivalent to orthogonal Bayesian approach. The discount factor values are β = 0.8 and
δ = 0.98. A rolling window of 128 observations is used.
The 1-step ahead forecast of volatility for each ETF is shown in Figure 2.2. During the
financial crisis of 2008, the volatility shoots up remarkably.
The time series of forecast of correlations are shown in Figure 2.3. In Figure 2.3a I plot
the correlation between SPY(S&P 500) and TLT (20 year treasury). During the whole time
period, the average of the correlation is slightly negative, around -0.3. However, if we look
at specific time periods, SPY and TLT can have positive correlation during 2006 and 2007.
The correlation becomes highly negative during the financial crisis.
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(a) Correlation between SPY and TLT (b) Correlation between SPY and EEM
(c) Correlation between SPY and GLD (d) Correlation between SPY and FXE
(e) Correlation between TLT and EEM (f) Correlation between TLT and GLD
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(g) Correlation between TLT and FXE (h) Correlation between EEM and GLD
(i) Correlation between EEM and FXE (j) Correlation between GLD and FXE
Figure 2.3: Time series of correlation between assets
This figure shows the time series of forecast of correlations between ETFs and the mean
correlations from Dec. 12, 2005 to Oct. 25, 2011.
Figure 2.3b is the time series of correlation between SPY and EEM (emerging market
stock index). The correlation is for the most times highly positive with an average of 0.87.
Figure 2.3c is the correlation between SPY and GLD(gold). The correlation is highly
volatile, with a mean close to zero but reaches as high as 0.8 and as low as -0.7.
Figure 2.3d is the correlation between SPY and FXE(Euro). There is an increase of
correlation in Sep. 2011 when investors are concerned about the debt crisis in some European
countries.
Other figures also show how the correlation of assets change over time and that assets
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Figure 2.4: Cumulative fraction of variation explained by principal components
This figure shows the cumulative fraction of variation accounted for by successive components
of daily returns of the five ETFs from Dec. 12, 2005 to Oct. 25, 2011. The lowest line is the
fraction of variation accounted for by the first principal component, the second lowest line
by the first two component, the second highest line by the first three components and the
highest line by the first four components.
will tend to move together in crisis times, i.e. their returns are likely driven by the same
underlying force. Principal components are representative of these underlying forces. The
time series of explanation power of data variation by different numbers of components is
depicted in Figure 2.4. The first component explains on average 70 percent of the data
variation. The first two components altogether explain on average 90 percent of the data
variation.
2.4.3 Model Performance
In order to compare orthogonal Bayesian with orthogonal GARCH and DCC, I use the same
forecast of means for all three approaches thus we can compare their performance of volatility
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Figure 2.5: Equity line
This figure shows the cumulative return of dynamically allocate in five ETFs from Dec. 12,
2005 to Oct. 25, 2011 on a daily basis using three approaches: DCC proposed by Engle
(2002), orthogonal GARCH proposed by Alexander (2002), and orthogonal Bayesian(with 5
components) to estimate in-sample volatility covariance matrices.
forecast. This assumption sacrifices the ability of orthogonal Bayesian method to forecast
mean and variance at the same time. For in-sample estimation, the discount factors used in
Bayesian model are chosen such that the likelihood is maximized.
A GARCH(1,1) on the conditional variances hi,t and a GARCH(1,1) on Qt is specified of
DCC.
I apply an in-sample VAR(1) estimation for the mean using the whole sample and I
use the estimates to calculate the fitted mean values for each time point. Since in-sample
estimation is used, the fitted mean values will result in much smaller forecast errors than out-
of-sample forecast. I form portfolios based on these mean values and each model’s predicted
covariances. Since the same mean returns are used for all the methods, a better forecast of
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Table 2.2: Annualized Sharpe Ratio
This table shows the annualized Sharpe ratios of asset allocation using three approaches:
DCC proposed by Engle (2002), orthogonal GARCH proposed by Alexander (2002), and
orthogonal Bayesian to forecast covariance matrix. The same forecast of mean is used for all
methods using in-sample VAR(1) estimation. The analysis uses daily returns of SPY, TLT,
EEM, GLD and FXE traded from Dec. 12, 2005 to Oct. 25, 2011.
Method DCC O-GARCH O-Bayesian
Sharpe ratio 3.27 3.52 4.82
covariance will lead to a better portfolio allocation.
Assume zero transaction cost, the cumulative returns of different strategies is depicted
in Figure 2.5 and the annualized Sharpe ratios are given in Table 2.2.
Table 2.3 shows two performance measures of volatility forecasting. The three methods
have the same magnitude of errors. Orthogonal Bayesian approach gives the smallest forecast
error in eight out of the fifteen volatility variables under MAE measure and give the smallest
forecast error in five out of the fifteen volatility variables under RMSE measure.
High Sharpe ratios are obtained because I use in-sample forecasts. Orthogonal Bayesian
achieved the highest Sharpe ratio. The highest Sharpe ratio does not necessarily prove that
the orthogonal Bayesian approach outperforms the other approaches, as we can see from the
above mentioned RMSE and MAE measures. This approach is at least competent to achieve
the same level of performance in forecasting volatility while at the same time computation
is less intense.
2.5 Conclusion
In this paper I propose a new approach that dynamically rebalance portfolio weights based
on forecast of multivariate asset returns with time-varying conditional volatility covariance
matrices. Five asset classes are used to demonstrate the approach. The orthogonal Bayesian
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Table 2.3: Forecast Error of Volatility
This table lists the mean absolute errors and root mean squared errors of in-sample estimation
of volatility matrices using three approaches: DCC proposed by Engle (2002), orthogonal
GARCH proposed by Alexander (2002), and orthogonal Bayesian to estimate in-sample
volatility covariance matrices. The analysis uses daily returns of SPY, TLT, EEM, GLD
and FXE traded from Dec. 12, 2005 to Oct. 25, 2011. Units of variance error are all in
percentage points squared. The smallest values are highlighted in bold.
MAE RMSE
O-Bayesian O-GARCH DCC O-Bayesian O-GARCH DCC
σ2FXE − σˆ2FXE 0.11 0.12 0.13 0.18 0.16 0.23
σ2FXE,GLD − σˆ2FXE,GLD 0.17 0.23 0.18 0.27 0.34 0.29
σ2FXE,EEM − σˆ2FXE,EEM 0.28 0.35 0.27 0.54 0.46 0.61
σ2FXE,TLT − σˆ2FXE,TLT 0.11 0.15 0.09 0.19 0.23 0.14
σ2FXE,SPY − σˆ2FXE,SPY 0.17 0.23 0.18 0.31 0.31 0.42
σ2GLD − σˆ2GLD 0.54 0.46 0.49 0.96 0.81 0.85
σ2GLD,EEM − σˆ2GLD,EEM 0.61 0.91 0.64 1.10 1.45 1.21
σ2GLD,TLT − σˆ2GLD,TLT 0.22 0.28 0.19 0.35 0.42 0.30
σ2GLD,SPY − σˆ2GLD,SPY 0.37 0.54 0.40 0.65 0.82 0.82
σ2EEM − σˆ2EEM 1.81 2.12 1.97 4.30 5.13 4.70
σ2EEM,TLT − σˆ2EEM,TLT 0.47 0.54 0.38 0.86 0.95 0.69
σ2EEM,SPY − σˆ2EEM,SPY 1.07 1.20 1.12 2.60 2.74 2.78
σ2TLT − σˆ2EEM 0.23 0.28 0.21 0.40 0.47 0.36
σ2TLT,SPY − σˆ2TLT,SPY 0.30 0.37 0.24 0.57 0.65 0.46
σ2SPY − σˆ2SPY 0.76 0.89 0.77 1.85 1.75 1.87
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approach is adaptive to changes in market environment and is robust with large dimension of
data. In the model setting, models other than VAR can be used if other predictor variables
that help explain the returns are available.
With the advantage to work with higher dimensions, this approach can be applied to
portfolio optimization of a wide range of financial assets, such as the universe of S&P 500
stocks, different sectors of the market, and international markets.
Chapter 3
It is Wake-Up Time: An Investigation
of Intraday Stock Price Reaction to
Overnight Movements
3.1 Introduction
Due to periodic market closures overnight, stock price changes are not continuous. A number
of studies in the market microstructure literature address the impact of market closures on
intraday trading volume, order imbalance, and mean and volatility of returns, for example,
the theoretical models by Admati and Pfleiderer (1989) and Hong and Wang (2000), and
empirical evidence by French and Roll (1986) and George and Hwang (2001).
Several empirical studies find evidence of a reversal of overnight returns during the day.
For example, Stoll and Whaley (1990) document a higher volatility of open-to-open returns
than the volatility of close-to-close returns using the Amihud and Mendelson (1987) proce-
dure and find a significant negative correlation between overnight returns and the returns
in the following day. They suggest that the reversal of overnight returns by the following
daytime returns indicates a temporary price deviation at the open, and that the much less
likely reversal of daytime returns by the returns in the following night indicates a less likely
price deviation at the close. Berkman, Koch, Tuttle, and Zhang (2012) also document that
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the overnight period is followed by reversals during the trading day which is likely driven
by high opening price. Branch and Ma (2012) also find a strong negative autocorrelation
between overnight and daytime returns using both parametric and non-parametric studies.
Average returns during daytime and overnight are also documented to be different. In
Kelly and Clark (2011)’s sample of a group of exchange-traded funds (ETFs), risk-adjusted
returns overnight significantly exceed risk-adjusted returns during regular trading hours.
Also in the study by Cooper, Cliff, and Gulen (2008), overnight returns are found to be
significantly positive while returns during the regular trading hours are found to be close to
zero and sometimes negative. Interestingly, the negative day returns are mainly contributed
by the returns over the first hour of trading, suggesting a correction of high opening price.
In this study, I take one step further to decompose daytime returns into 13 half-hour
intervals and examine the return responses of each interval to overnight performance. Inter-
estingly, I find that the strong negative correlation between overnight returns and daytime
returns is driven by the first half-hour of trading, implying that the reversal takes less than
30 minutes. The first half-hour reversal is significant at both index level and individual stock
level. I also show that this reversal effect is financially meaningful by forming a long-short
portfolio based on overnight performance that resulted in earning a daily profit of 16.7 basis
points or equivalently 42% a year.
I further analyze the first half-hour reversal by looking at each 5-minute return during
the first half-hour. The first half-hour reversal is significant during the first 25 minutes and
mostly concentrated in the first 10 minutes.
The robustness of the results are tested by controlling for market risk, reversal from
previous intraday interval, and different market conditions.
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In section 2, I discuss data and methodology. Main results are presented in section 3.
In section 4 I test the robustness of results and discuss possible explanations. Section 5
concludes.
3.2 Data and Methodology
The primary data source for stocks and ETFs is the NYSE Trade and Quote (TAQ) database
from 2001 to 2010, a postdecimalization period. I pull intraday trade data for individual
stocks in the S&P 500 index and two actively traded ETFs, namely S&P 500 SPDR (ticker
symbol SPY) and US 20 year treasury (ticker symbol TLT). I use ETFs instead of spot
indexes in order to minimize stale price biases. Multiple trades in a given second are collapsed
into a single record by calculating the average of the trade price immediately before and after
the end of the second. Only trades with correction indicator equal to 0 are used. Trades
before 9:30 AM or after 4:00 PM are not used. The 9:30 AM price is the first trade price
immediately after 9:30:00 and the 4:00 PM price is the last price immediately before 4:00:00.
Daily close-to-close return data is from the Center for Research in Securities Prices (CRSP)
where stock splits and dividends are accounted for.
Daytime returns are decomposed into 13 intraday half-hour return intervals. Later, I
further decompose the first half-hour return into six 5-minute return intervals.
All returns are in logarithmic form such that overnight returns can be obtained by sub-
tracting daytime returns from daily close-to-close returns where daytime returns are simply
the sum of the 13 half-hour returns.
Figure 3.1 presents a visual decomposition of daily returns.
I perform time series regression of returns at each interval on overnight returns for indexes.
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Figure 3.1: Definition of returns
From 4:00 PM to 4:00 PM is close-to-close return, or daily return. From 4:00 PM to 9:30 AM
is overnight return. From 9:30 AM to 4:00 PM is day return. I decompose the day returns
into 13 intraday half-hour return intervals. Interval 1 is from 9:30 AM to 10:00 AM; interval
2 is from 10:00 AM to 10:30 AM etc. All returns are in logarithmic form such that overnight
returns can be obtained by subtracting day returns from close-to-close returns where day
returns are simply the sum of the 13 half-hour returns.
For individual stocks, I first fit separately for each interval using the OLS procedure. Then
I use Fama and MacBeth (1973) method to report parameter estimates and t-statistics
obtained from the time series of daily cross-sectional regression estimates.
3.3 Main Results
3.3.1 Return Correlation
Three separate sets of correlation coefficients are calculated and reported in Table 3.1. First,
in Panel A, I focus on the time series of SPY returns and calculate the autocorrelation coef-
ficients between each interval. Second, in Panel B, I focus on the cross-section of individual
stocks. On a daily basis, I calculate the cross-sectional correlation coefficients. Then I report
the time series averages of the correlation coefficients. Last, in Panel C, I focus on the cor-
relation between stocks and SPY. I calculate the time series correlation coefficients between
the return of a stock over a given interval and the return of SPY over the same interval.
Then I report the average across all stocks.
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Results in Panel A reveal a strong negative autocorrelation (-0.227) between overnight
returns and first half-hour returns for SPY. There is also a strong positive autocorrelation
(0.187) between overnight returns and last half-hour returns.
Cross-sectionally, there is a large negative correlation (-0.139) between overnight returns
and first half-hour returns. The correlation between overnight returns and last half-hour
returns is also negative (-0.014). There is also a strong reversal effect of each interval from
its previous interval, consistent with the evidence in Chordia, Roll, and Subrahmanyam
(2005) and Heston, Korajczyk, and Sadka (2010).
Finally, in Panel C, large positive correlation coefficients in the diagonal suggest that the
SPY proxied market return could be driving the reversal pattern in stocks. I will later test
the robustness of the reversal effect after adjusting for market risk.
3.3.2 Distribution of Returns
Following Branch and Ma (2012), I use several non-parametric analyses to study return
distributions.
Table 3.2 reports mean and quartiles of daily returns, overnight returns, first half-hour
returns and last half-hour returns for SPY and individual stocks respectively.
Looking at daily returns, SPY and stocks both earn positive returns on average over the
study period. The average return for stocks is higher than the average return for SPY. There
are at least two potential explanations. First, for stocks, I calculate on a daily basis their
simple average return. This averaging method is equivalent to forming an equal-weighted
portfolio. On the other hand, SPY replicates S&P 500 index, which is value-weighted.
Because there is a greater weight put on small stocks in equal-weighted portfolio, and smaller
stocks have higher risk premium (see Fama and French (1992)), I expect the equal-weighted
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Table 3.3: Distribution of Returns by Quartile
On a daily basis, I pull overnight returns into positive group and negative group. Within
each group I sort overnight returns into quantiles and calculate the average returns for each
quartile’s first half-hour return and last half-hour return. Results are report for SPY, and
for individual stocks in the S&P500 index. The analysis uses exchange traded fund SPY,
and stocks in the S&P 500 index traded at NYSE from January 2001 to December 2010.
Overnight Percentile 0-25th 26-50th 51-75th 76-100th
Panel A. Overnight Return is Negative (SPY)
Mean ONret -1.271% -0.442% -0.209% -0.063%
T-statistic -22.91 -81.46 -71.53 -30.21
Mean r1 0.0917% 0.0274% 0.0231% -0.0128%
T-statistic 2.44 1.50 1.54 -0.86
Mean r13 -0.100% -0.024% -0.038% 0.006%
T-statistic -2.65 -1.20 -2.47 0.44
Panel B. Overnight Return is Positive (SPY)
Mean ONret 0.075% 0.237% 0.438% 1.097%
T-statistic 30.18 83.95 107.29 29.46
Mean r1 -0.0080% -0.0203% -0.0350% -0.0957%
T-statistic -0.56 -1.36 -1.97 -3.52
Mean r13 0.023% 0.011% 0.028% 0.080%
T-statistic 1.45 0.68 1.65 2.36
Panel C. Overnight Return is Negative (Stocks in S&P500)
Mean ONret -1.819% -0.607% -0.314% -0.108%
T-statistic -73.22 -58.40 -43.70 -23.39
Mean r1 0.283% 0.112% 0.031% -0.0417%
T-statistic 18.18 9.28 3.07 -4.71
Mean r13 0.0365% 0.0142% 0.0091% 0.0011%
T-statistic 3.73 1.76 1.17 0.15
Panel D. Overnight Return is Positive (Stocks in S&P500)
Mean ONret 0.099% 0.295% 0.572% 1.693%
T-statistic 31.40 50.65 67.90 84.68
Mean r1 -0.080% -0.108% -0.151% -0.300%
T-statistic -8.80 -11.07 -13.88 -20.59
Mean r13 0.015% 0.010% 0.008% 0.010%
T-statistic 2.08 1.33 0.93 1.03
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portfolio on average earns a higher return than the value-weighted portfolio given that their
components are the same. Another reason might be the fund nature of ETFs. They are
managed professionally and require a fee. For example, SPDR fund charges a management
fee of 0.09%1.
For SPY, mean returns of different intervals are overall insignificant.
For stocks, overnight returns are on average positive (t = 1.99). Mean first half-hour
return is significantly negative (t = −4.05). Mean last half-hour return is positive (t = 1.6).
Table 3.3 reports the decomposition of stocks into quartiles based on overnight returns
conditional on whether the overnight return is positive or negative. Panel A and B report
results for the SPY sample. Panel C and D report results for individual stocks sample.
The opposite direction of movements and a monotonic pattern between overnight returns
and first half-hour returns is strikingly obvious for both the index and the stocks. The
patterns are significant either when overnight returns are positive or negative.
Panel C reports overnight returns for each quartile and each quartiles’s associated first
and last half-hours returns when overnight return is negative. The lowest overnight quartile,
with a mean of -1.82%, has the highest first half-hour return of 0.28%. The highest overnight
quartile, with a mean of -0.11%, has the lowest first half-hour return of -0.04%.
Panel D reports overnight returns for each quartile and each quartiles’s associated first
and last half-hours returns when overnight return is positive. The lowest overnight quartile,
with a mean of 0.099%, has the highest first half-hour return of -0.08%. The highest overnight
quartile, with a mean of 1.69%, has the lowest first half-hour return of -0.30%.
The association between overnight returns and intraday last half-hour returns is less
significant.
1See SPDR web site: https://www.spdrs.com/product/fund.seam?ticker=spy
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Results from Table 3.2 and 3.3 provide some potential explanations for the cause of
intraday reversal. Kelly and Clark (2011) argue that the positive overnight returns arise
from undiversified day traders, fearing of negative, stock-specific news overnight, liquidating
their positions at market close and re-establishing positions when market opens again. If
their argument is true, we would expect the last half-hour returns to be on average negative.
However, their explanation is not supported by my analysis of return distribution. Berkman,
Koch, Tuttle, and Zhang (2012) and others attribute the intraday reversal to high opening
prices. While it might be true for days when overnight returns are positive, I also observe a
strong reversal pattern when overnight returns are negative.
3.3.3 Main Regression
The returns of a given intraday interval are regressed on overnight returns to obtain uncon-
ditional return responses. For stocks, I run cross-sectional regressions following Jegadeesh
(1990).
rji,t = αt + γ
j
t r
0
i,t + ui,t (3.1)
j = 1, . . . , 13 with j = 1 representing interval 9:30-10:00 and j = 13 representing interval
15:30-16:00. Interval 0 represents overnight from 16:00 of day t-1 to 9:30 of day t. I run 13
separate regressions using each interval as the dependent variable. I also run a regression of
a stock’s overnight return r0i,t on its own lag overnight return r
0
i,t−1.
Regressions with the same dependent and independent variables are also performed using
the time series of SPY and TLT.
Table 3.4 reports results from the basic regression analysis. Figure 3.2 presents the return
responses of different intervals to overnight returns. The data are scaled so the units in γˆj
are percentages.
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(a) Estimates of cross-sectional regressions
(b) Simple t-statistics of cross-sectional regression estimates
Figure 3.2: Cross-sectional regressions of returns.
I divide day return into 13 half-hour intervals. I also include overnight return as an interval.
For every interval j, I run a simple cross-sectional regression rji,t = αt + γ
j
t r
0
i,t + ui,t. Panel
A plots the time-series averages of γˆj (in percent). Panel B plots the respective Fama and
MacBeth (1973) t-statistics. The analysis uses stocks in the S&P 500 index traded at NYSE
from January 2001 to December 2010.
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For the two ETFs, their time series reveals strong negative autocorrelations between
overnight returns and first half-hour returns. SPY shows a strong positive autocorrelation
between overnight returns and last half-hour returns. Finally, when I regress overnight
returns on lag 1 overnight returns, SPY shows a reversal effect.
For stocks, there is also a strong reversal effect suggesting that a 1% overnight movement
in one direction will result in a 0.145% movement in the opposite direction during the first 30
minutes of trading. Another strong reversal from overnight is observed at the last half-hour
(t = −4.23) .
When I regress overnight returns on lag 1 overnight returns, stocks show a positive
response (t = 2.92). The continuation effect of overnight returns from previous night is
consistent with the daily periodicity in the cross-section of stock returns documented in
Heston, Korajczyk, and Sadka (2010). They postulate that the daily periodicity is due
to the autocorrelation of funds flows and the use of trading algorithms. Given the periodic
market closures and limited trading activity from close to open, overnight return continuation
effect may arise from the daily trading pattern at either market close or open. For example,
index fund managers prefer to trade at market close to reduce tracking error.
The different patterns found in SPY and in stocks are not hard to understand. As
pointed out by Heston, Korajczyk, and Sadka (2010), the two step regression for stocks is
not measuring the autocorrelation of returns, but rather the returns relative to other stocks.
Overall, observing the results in the cross-section of stocks, a striking reversal effect of
first half-hour returns from overnight catches my attention. There are also a less significant
reversal effect of last half-hour returns from overnight and a continuation effect of overnight
returns from previous night.
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3.3.4 First Half-hour Reversal at a Higher Frequency
Given the significant estimated coefficients for the first half-hour returns in the main re-
gression, I further examine the first half-hour reversal at a higher frequency to find out for
how long the reversal effect will last within the first 30 minutes. The half-hour interval is
decomposed into six 5-minute intervals. I modify regression (3.1) with each 5-minute interval
as the dependent variable.
zji,t = αk,t + γ
jz0i,t + ui,t (3.2)
where z = 1, . . . , 6 with j = 1 representing interval 9:30-9:35. zji,t is the return on stock i in
interval j. γjt is the “return response” to overnight.
Results in Table 3.5 and Figure 3.3 show that, the reversal effect, represented by the
significantly negative estimates, lasts for the first 5 intervals, or equivalently 25 minutes.
The time series reversal effects for index ETFs are uniformly distributed during the first 25
minutes. The reversal effect for stocks is strongest in the first 5 to 10 minutes.
3.3.5 Long-short Portfolio
I also study the returns to relatively well-diversified long-short portfolios formed on the basis
of overnight returns. I follow Jegadeesh and Titman (1993) to sort stocks into 10 deciles
based on overnight returns and form long-short portfolios on a daily basis. I calculate equal-
weighted returns on each decile portfolio as well as on the “1-10” (“loser” minus “winner”)
portfolio according to different strategies described as follows. Results are reported in Table
3.6.
In strategy 1, I form portfolios at 9:30 and hold for 30 minutes. Specifically, on a daily
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Estimates (SPY) Simple t-statistics (SPY)
Estimates (TLT) Simple t-statistics (TLT)
Estimates (Stocks) Simple t-statistics (Stocks)
Figure 3.3: Cross-sectional regressions of returns using 5-minute intervals.
I divide first half-hour into six 5-minute intervals. For every interval j, I run a simple cross-
sectional regression zji,t = αk,t + γ
jz0i,t + ui,t. Figures on the left plot the time-series averages
of γˆj (in percent). Figures on the right plot the respective Fama and MacBeth (1973) t-
statistics. The analysis uses SPY, TLT, and stocks in the S&P 500 index traded at NYSE
from January 2001 to December 2010.
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basis, at 9:30 I sort stocks into 10 equal-weighted portfolios based on overnight returns. I
long the worst performers overnight and short the best performers. I hold until 10:00 to
clear the position. The average difference between the losers and the winners is 60 basis
points, or equivalently an annual return of 150%. Such profit is extremely high compared
to a usual equity premium of 7% to 8%. However, in reality, this strategy is not applicable.
First, observing overnight return means there is already a trade at market open. It is not
likely that I can trade at such price again. Second, bid-ask spread is usually large at market
open (e.g. Pagano, Peng, and Schwartz (2013)). Since I am actively forming the portfolio,
taking liquidity leads to unfavorable transaction prices. Third, if a market buy order is
placed prior to the open at a price below prior close in the expectation that the overnight
return is negative and will revert to positive after the open, the buy order would influence
the order imbalance and may effectively cause the stock to open high (e.g. Branch and Ma
(2012)).
In order to exploit the first half-hour reversal while avoiding buying at market open, in
strategy 2, portfolios are formed at 9:35 and held until 10:00. The average difference between
the losers and the winners drops to 16.7 basis points, or equivalently an annual return of
42%. The return is considerably large compared to a usual equity premium, implying a
profitable active trading opportunity. The result also implies that the first half-hour reversal
takes longer than 5 minutes.
In strategy 3, I form portfolios at 15:30 and hold until market close. This strategy is
trying to exploit the reversal effect of 52 basis points of the last half-hour returns from
overnight. The average difference between the losers and the winners is 1.6 basis points, or
equivalently an annual return of 4%. To understand the magnitude of the return, Gurliacci,
68
Jeria, and Sofianos (2009) documented that the average quoted half-spread is 1.7 basis points
for individual stocks in the S&P 500 index during normal period and that the half-spread
goes up by 50 percent since the financial crisis. Therefore 1.6 basis points is equivalent to
the compensation of a one-way cost of liquidity in normal market conditions.
In strategy 4, I form portfolios at market close and holds until market open. This strategy
is trying to exploit the continuation effect of overnight return. I long winners and short losers.
The average difference between the winners and the losers is 4.4 basis points, or equivalently
an annual return of 11%.
Overall, the average return differences are positive and significant. Exploiting the first
half-hour reversal leads to profitable trading opportunities. For portfolio managers, the
reversal effect also implies a cost saving premium by timing the market, for example, waiting
after 10:00 AM to buy a stock if it opens up, and waiting after 10:00 AM to sell a stock if
it opens down.
3.4 Potential Explanations
The patterns of intraday reversal and overnight continuation have several potential explana-
tions. First I examine whether market risk can explain the patterns. Then I test the effect of
previous intervals on intraday reversals. I also isolate financial crisis period from the sample
to discuss the influence of market conditions.
3.4.1 Market Risk
The overnight and intraday patterns in market risk are potential causes of the patterns in
stocks. For example, Economic indicators are released at regular times. Firms also hold
press conferences regularly. Firms that have higher beta associated with systematic risk will
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be risker and investors will be less likely to hold these stocks at risky times. From Tables 3.4,
I also observe a simultaneous reversal effect for both SPY and individual stocks. I address
this possibility with two methods. First, I test the main results in regression (3.1) using
market risk adjusted returns (see Table 3.7). Second, I regress portfolio returns on SPY
returns to obtain risk-adjusted portfolio returns (see Table 3.8).
On a daily basis, I use Capital Asset Pricing Model (CAPM) model to obtain each
stock’s beta using past 3 months of intraday returns. I then obtain residuals after adjusting
for market risk. Finally, I run cross-sectional regression (3.1). To adjust for market risk,
three models are used considering the empirical evidence that there are leading and lagging
effects of stock returns to the market (e.g. Dimson (1979)). I use contemporaneous SPY
returns for model 1, contemporaneous SPY returns along with 1 lead and 1 lag for model 2,
and finally contemporaneous SPY returns along with 13 leads and 13 lags for model 3. The
reported time-series averages of coefficients are found to resemble the results in Table 3.2.
Table 3.8 reports risk adjusted portfolio returns. On a daily basis, I sort stocks into 10
portfolios according to their overnight returns. Portfolios are formed at 9:30 and held for
30 minutes. Returns of each decile portfolios as well as the losers minus winners portfolio
are regressed on the SPY return (along with its 13 leads and lags). The intercept from the
regression for losers minus winners portfolio turns out to be 59.6 basis points, resembling
the unadjusted return of 60.5 basis points.
Controlling for market risk does not eliminate the intraday reversal and overnight con-
tinuation patterns. The intraday reversal pattern is not caused by all stocks having high or
low returns at the same interval of the day.
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3.4.2 Reversal from Previous Intraday Interval
A number of studies have documented a short-term negative autocorrelation of stock returns
(e.g. Lo and MacKinlay (1990), Lehmann (1990)). The strong negative correlation between
overnight returns and first half-hour returns might be a result of market resilience. Chordia,
Roll, and Subrahmanyam (2005) studied NYSE stocks and concluded that “it takes more
than five minutes but less than sixty minutes for investors to react to order imbalance by
submitting new orders to replenish the order book. Heston, Korajczyk, and Sadka (2010)
also conclude that there is a resiliency effect at lag 1.
I perform a regression of each interval on overnight returns, controlling for the intraday
interval returns of lag 1. For example, I regress returns of interval 2 (10:00 to 10:30 at day
t) on previous overnight returns (16:00 at day t-1 to 9:30 at day t) as well as on returns of
interval 1 (9:30 to 10:00 at day t).
Interval 1 is a special case because overnight period is immediately before it. I use
previous day interval 13 (15:30-16:00) as the lag 1 interval. So I regress returns of interval
1 (9:30 to 10:00 at day t) on previous overnight returns (16:00 at day t-1 to 9:30 at day t)
and on returns of previous day interval 13 (15:30 to 16:00 at day t-1).
For overnight returns, I regress on lag 1 day overnight returns and returns of interval 13.
All regressions are run cross-sectionally and the time series averages of coefficients and Fama
and MacBeth (1973) t-statistics are reported in Table 3.9.
The regression coefficients on overnight return exhibit the same pattern as what we found
in Table 3.2. There is also a strong negative correlation between each interval and its intraday
lag 1 interval, consistent with previous evidence.
Controlling for lag intraday interval does not eliminate the intraday reversal and overnight
74
continuation patterns. These results demonstrate that the intraday reversal pattern is not
caused by resiliency effect at intraday lag 1.
3.4.3 Different Periods
Another concern about the reversal pattern is that it may be driven by a particular time
period within the sample. I further test the robustness of the intraday reversal effects by
analyzing different subsamples. I isolate the 2008-2009 crisis period and report the results
in Table 3.10. The first half-hour reversal is found to be stronger during the crisis period
than other periods. Overnight continuation effect is stronger during crisis period but less
significant because it is sampled over only two years. The overall response of each interval
to overnight resembles the unconditional response.
3.4.4 Other Potential Causes
A couple of studies have suggested potential causes of intraday reversal. Berkman, Koch,
Tuttle, and Zhang (2012) suggest that intraday reversal is caused by attention-based over-
pricing at the open by retail investors having strong tendencies to buy at the open. Similarly,
Kelly and Clark (2011) suggest that it is undiversified day traders liquidating their positions
at market close and re-establishing positions at the open. Cooper, Cliff, and Gulen (2008)
conjecture that algorithmic trading may be the source of the reversal effect. Branch and
Ma (2012) postulate that the intraday reversal may relate to specialists and market makers
behaviors.
Hopefully, future extensions of the results will help explain further the sources of the
intraday reversal effect. Potential explanations may come from a self-protection mechanism
of specialists and market makers setting overly high (low) prices in the presence of good (bad)
75
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Table 3.10: Controlling for Different Time Periods
Return of each interval is regressed on overnight return. The sample period is January 2001
to December 2010. Results are report for the crisis period 2008-2009 and the period without
the crisis period. The time-series averages of estimates (in percentages) and the respective
Fama and MacBeth (1973) t-statistics are reported. The analysis uses stocks in the S&P
500 index traded at NYSE from January 2001 to December 2010.
Financial Crisis Period Other Periods
Dependent variable Estimate t-Statistic Estimate t-Statistic
9:30-10:00 r1 -16.86 -18.96 -13.94 -36.25
10:00-10:30 r2 -0.01 -0.01 0.28 1.42
10:30-11:00 r3 0.63 1.52 0.40 2.53
11:00-11:30 r4 0.10 0.32 0.06 0.42
11:30-12:00 r5 0.28 0.92 0.35 2.89
12:00-12:30 r6 -0.16 -0.59 -0.21 -1.57
12:30-13:00 r7 -0.04 -0.15 -0.21 -1.58
13:00-13:30 r8 -0.11 -0.41 -0.14 -1.23
13:30-14:00 r9 -0.74 -2.74 -0.18 -1.60
14:00-14:30 r10 0.51 1.72 -0.19 -1.60
14:30-15:00 r11 0.09 0.30 -0.05 -0.44
15:00-15:30 r12 1.03 3.36 -0.18 -1.48
15:30-16:00 r13 -0.30 -0.92 -0.57 -4.39
16:00-9:30 Overnight 1.11 1.17 0.94 2.69
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news. Such overreaction to overnight news is subsequently corrected by investors during the
first half-hour of trading.
3.5 Conclusion
I explore how intraday returns are related to overnight returns using overnight and intraday
half-hour observation intervals in the period from January 2001 to December 2010 of stocks
in the S&P 500 index. I find a reversal effect of first half-hour returns from overnight and
a daily continuation effect of overnight returns. The reversal effect of first half-hour returns
may imply market mispricing at the open, followed by subsequent correction by investors.
The results are robust after controlling for market risk, reversal from previous intraday
interval, and different market conditions.
The results have important implications for the efficiency of marking opening price. The
reversal effect also implies a potentially profitable trading opportunity for active traders and
a cost saving premium for fund managers timing their orders.
Appendix A
Principal Component Analysis
A.1 Math Derivation
Principal component weights are the eigenvectors of the covariance matrix. This appendix
shows the mathematical derivation. Principal components are the maximized projections
on the new axis. Let the axis be z, and the data matrix be X. The projection of X onto
z is Xz. The problem is to maximize the squared projection (Xz)′Xz with respect to z
under the constraint that z′z = 1. Let S = X ′X, to maximize z′Sz, introduce a Laguangian
multiplier λ, we take derivative of z′Sz−λ(z′z−1) with respect to z and get 2Sz−2λz = 0,
or Sz = λz. Therefore, the first new axis is equivalent to the first eigen-vector of the matrix
S corresponding to the largest eigenvalue. The second axis is obtained similarly but with an
additional constraint to be orthogonal to the first axis.
Meucci (2007) gives detailed analytical and geometrical presentation. For covariance
matrix S, the spectral theorem states that there exist p numbers λ1, ..., λp, and p vectors
z1, ...zp that satisfy Szi = λizi. Or it can be restate as S = ZDZ
′, where Z = (z1, ..., zp) and
D = diag(λ1, ..., λp).
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A.2 Example
The application of PCA with financial data can be illustrated from a simple example. Data
is the daily returns of three assets, under the tickers SPY, EFA, and EEM, with a time
span from Apr. 15, 2003 to Oct. 25, 2011. These are exchange traded funds (ETFs) in
replication of the returns of US equity, equity in the developed markets outside of US and
Canada, and emerging market equity respectively. The mean returns of the assets are:
µSPY = 0.0312%, µEFA = 0.0437%, µEEM = 0.0881%.
The covariance matrix is
Cov =
 1.7967 1.9609 2.62551.9609 2.5802 3.2011
2.6255 3.2011 5.0127

and the correlation matrix is:
Corr =
 1.0000 0.9107 0.87490.9107 1.0000 0.8901
0.8749 0.8901 1.0000

To perform PCA, we simply calculate eigenvalues λ and eigenvectors ν of the covariance
matrix.
 λ1 0 00 λ2 0
0 0 λ3
 =
 8.7610 0 00 0.4399 0
0 0 0.1888

(ν1 ν2 ν3) =
 0.4256 −0.4690 0.77380.5189 −0.5740 −0.6333
0.7413 0.6711 −0.0009

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The first principal component will be a weighted portfolio using the first eigenvector as
weights. It is 0.4256 times SPY plus 0.519 times EFA plus 0.7413 times EEM. It is analo-
gous to a variable describing the world equity market. All 3 assets covary positively with this
component, with EEM having the highest correlation. EEM takes largest weight because of
its high volatility. The second component takes the negative weights on the first two assets
and positive weight on the third asset. It is analogous to the spread of returns between de-
veloped markets and emerging markets. The last component takes close to opposite weights
on the first two assets while taking a zero weight on the last asset. It is analogous to the
spread of returns between the US market and other developed markets outside of North
America. The relative values of the eigenvalues give the explanation power of the respective
eigenvectors. The first component helps explain 93 percent (8.76/(8.76+0.44+0.19)) of the
variation of the data while the last component helps explain only 2 percent of the variation.
Appendix B
Likelihood Function of Univariate
Bayesian Dynamic Linear Model
I derive the joint density of observations. For further reference, see West and Harrison (1997).
At each time t, we obtain the one-step ahead forecast, or predictive density p(Yt|Y t−1).
Yt|Y t−1 ∼ Tβnt−1(ft, Qt)
with ft = m
′
t−1Xt and Qt = X
′
tRtXt + st−1. For the univariate T-distribution, the density
function is
f(t) =
Γ(ν+1
2
)√
νpi Γ(ν
2
)
(
1 +
t2
ν
)− ν+1
2
where ν is the number of degrees of freedom and Γ is the Gamma function. Therefore, plug
in ν = βnt−1 and t = (Yt −m′t−1Xt)/
√
Qt = et/
√
Qt, we have
p(Yt|Y t−1) ∝
Γ(βnt−1+1
2
)
Γ(βnt−1
2
)
(βnt−1Qt)−
1
2 (1 +
e2t
βnt−1Qt
)−
βnt−1+1
2 (B.1)
The joint p.d.f of the series Y n is given by composition as
p(Y n) = Πnt=1p(Yt|Y t−1) (B.2)
To maximize likelihood function, taking log of equation (B.2) and plugging in (B.1), it is
equivalent to maximizing the sum of log densities. Qt is a function of Rt and Rt changes
with discount factor δ. The likelihood is maximized by optimal choice of (β, δ).
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Appendix C
Inverted Wishart and Singular Beta
Distributions
For more detail, see Uhlig (1994) and Triantafyllopoulos (2008). Triantafyllopoulos (2008)
impose that Σ−1t is a random walk. It is characterized by a singular multivariate beta
distribution
Σ−1t = κU(Σ
−1
t−1)
′BtU(Σ−1t−1) ∼ IWp(n+ p− 1, S−1t )
where U(·) denotes the upper triangular matrix of the Choleski decomposition, and Bt follows
a singular multivariate beta distribution with degrees of freedom k1 = (n + p − 1)/2 and
k2 = 1/2. The value of n is set by a discount factor β, (0 < β < 1) as n = 1/(1 − β). The
constant κ is defined as κ = (β(1− p) + p)/(β(2− p) + p− 1).
The inverse of Σt follows a Wishart distribution with (n+ 2p)− p− 1 degrees of freedom
and variance matrix S−1t .
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