In the last decade, technological developments have resulted in tremendous increases in the volume and diversity of the data and information that must be processed in the course of biomedical and clinical research and practice. Researchers are at the same time under ever greater pressure to share data and to take steps to ensure that data resources are interoperable. The use of ontologies to annotate data has proven successful in supporting these goals and in providing new possibilities for the automated processing of data and information. More recently, ontologies have been shown to have significant benefits both for the analysis of data resulting from high-throughput technologies and for automated reasoning applications, and this has led to organized attempts to improve the structure and formal rigor of ontologies in ways that will better support computational analysis and reasoning. In this chapter, we describe different types of vocabulary resources and emphasize those features of formal ontologies that make them most useful for computational applications. We describe current uses of ontologies and discuss future goals for ontology-based computing, focusing on its use in the field of infectious diseases. We review the largest and most widely used vocabulary resources relevant to the study of infectious diseases and conclude with a description of the Infectious Disease Ontology suite of interoperable ontology modules that together cover the entire infectious disease domain.
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Vocabulary Resources for Biomedicine
Vocabulary resources have been used in biology and medicine at least since the time of Linnaeus, whose work on classification extended not only to organisms but also, in his Genera morborum (1763), to the classification of diseases. Linnaeus' work (and through it Aristotle's ideas on classification) continues to play an influential role in terminology and taxonomy work today.
Initially, vocabularies and terminologies existed in the form of printed dictionaries compiled for human use, and such resources continue to play an important role, for example in education. The primary use of vocabulary resources of interest to us, however, is in fostering the presentation of biomedical and clinical data and information in ways that can support the use of computation in research. In this context, vocabulary resources have been developed for purposes of bibliographic search, coding of clinical and public health data, and database interoperability. For example:
• The Medical Subject Headings (MeSH) vocabulary (http://www.nlm.nih.gov/mesh/meshhome.html), first published in 1954, is used to support literature indexing and document retrieval for the MEDLINE database of biomedical literature;
• The International Classification of Diseases (ICD) (http://www.who.int/classifications/icd/en/), first published as the International List of Causes of Death in 1893, is the international standard for coding diagnostic information for health and vital records and is also commonly used for hospital billing purposes; • SNOMED (http://www.snomed.org), first released in 1965, was initially developed to support documentation of pathology data and is projected to become a worldwide reference vocabulary for structured clinical documentation; • The Gene Ontology (GO) (http://www.geneontology.org/), created in 1998, is a vocabulary resource for the annotation of gene and geneproduct data facilitating interoperability between a large number of diverse databases, especially in the domain of model organism research.
In the last decade, there has been an increasing need for biology and medical terminologies to support more sophisticated computational algorithms requiring high precision. This is a consequence of i) tremendous increases in the volumes and types of data and information coming out of biomedical and clinical research, resulting in the need for computational assistance for the analysis and interpretation of these data, ii) pressure to implement electronic health records, and iii) in- 3 creased interest in the possibilities of automated reasoning for biomedical research, clinical decision support, and biosurveillance.
In addition to the increased need for machine interpretable vocabulary resources, there is a growing need also for vocabularies to be interoperable across institutional and disciplinary boundaries. In both the biological and clinical domains, interoperability across sub-disciplines is critical to advancing scientific understanding. The emergence of translational medicine as a new field and the push to use clinical data for research have increased the need for interoperability between the research and clinical care domains. The formation of public data repositories and the movement of patients between health care systems both put additional requirements on vocabularies to be interoperable across institutions. Analogous requirements are also increasingly being felt in the domains of public health and disease and pathogen surveillance.
Unfortunately, existing biomedical and clinical vocabularies are in many ways incompatible because they were developed for a variety of different purposes and by multiple separate communities. They have different underlying semantics, employ different linguistic and logical structures, and manifest varying degrees of formal rigor (described in detail below). As a consequence, they are not interoperable and most do not support sophisticated computing of the sort that is becoming central to informatics-driven biomedical research. Increasing reliance on the computer processing of data and information and the need for cross-domain interoperation have highlighted the need for more structure and formal rigor in vocabulary resources. Due to their enhanced formal capabilities to support computing, interoperation, and reasoning, ontologies are being advanced as a new kind of terminology resource that can provide a necessary foundation for biomedical and clinical research in the future.
In what follows, we describe, the different types of vocabulary resources available in the infectious disease domain, covering the spectrum of terminology-based representational artifacts from simple taxonomies, wordlists, glossaries, and loosely structured thesauri through data dictionaries to the more highly formalized 'ontologies' now increasingly being applied in biomedical research. We will emphasize those features of formal ontologies that make them most useful for computational applications. We will then describe the various uses of ontologies in biomedical and clinical research, describe existing vocabulary resources relevant to infectious diseases, and conclude with some speculations concerning the potential uses of ontologies in the future.
Types of Vocabulary Resources
All vocabulary resources consist of terms; they differ in how these terms are presented and organized. Most importantly for our present purposes, vocabulary resources differ in whether terms are provided with definitions, in the types of relationships asserted between terms or the entities to which the terms refer, and in the degree of logical rigor underlying definitions and relations. 4 The simplest vocabulary resources are term lists (with or without definitions), containing no information about how the terms or the entities to which the terms refer are related to each other beyond what can be inferred from the terms themselves when considered linguistically. Examples include nomenclatures such as the Human Genome Organization (HUGO) Gene Nomenclature (http://www.hugo-international.org/committee_nomen.htm) and the Nomenclature for Factors of the Human Leukocyte Antigen (HLA) system (http://www.anthonynolan.org.uk/HIG/nomen/reports/homen/reports.html).
The majority of vocabulary resources, however, assert a simple term hierarchy or taxonomy in which the relationships between terms indicate that one term has a narrower meaning than another, or that one type of thing (e.g. dog) is classified as a subtype of another type of thing (e.g. animal). ICD and MeSH are examples of this type of resource. Vocabulary resources that assert a richer set of relations are less common. The best example is the Foundational Model of Anatomy (FMA) (http://sig.biostr.washington.edu/projects/fm/), which includes backbone hierarchies structured by means of taxonomic (is_a) and partonomic (part_of) relations and various formally defined spatial relations representing adjacency, connectedness and relative position.
Many vocabulary resources, including many medical glossaries, have poor structural organization and provide at best definitions written in natural language for interpretation by human users. This means that they are poorly suited for computational purposes. Providing definitions based on a formal theory (such as [1] ) enhances the potential utility of a vocabulary resource for computation, but requires a non-trivial investment of resources, especially for the large vocabulary resources often found in the biomedical domain.
Similarly, there is great variability in the degree to which the relations used in the structure of vocabulary resources are formalized in a way that supports automatic reasoning. In MeSH for example, relations are presented primarily in an implicit fashion through the relative position of terms in the MeSH hierarchy. Among vocabulary resources with explicitly asserted relations, the vast majority provides either no definition of the relations, or provides only natural language descriptions of the intended meaning of relational expressions. At the other, more formally rigorous, end of the spectrum are a growing number of vocabulary resources employing relations defined according to a formal theory, for example within the context of the Semantic Web [2] and of the Open Biomedical Ontologies (OBO) Foundry Initiative [3] .
Following what is increasingly becoming standard usage, we shall here employ the term 'ontology' to refer to a vocabulary resource that is structured by means of relations between its terms and is logically formalized in the sense that the developers adhere to a logical theory in the definition of terms and relations, for example as outlined in [1, 4] . Vocabulary resources of this sort are standardly represented as graph-theoretical structures built up out of terms as the nodes of the graph and relations as edges [5] . While there are a variety of other meanings associated with the term 'ontology', the usage here is consistent with that of large in- 5 fluential ontology developer and user groups, including the Gene Ontology Consortium (http://www.geneontology.org/), the W3C community (http://www.w3.org/), and the OWL Web Ontology Language community (http://www.w3.org/2004/OWL).
The different uses for which the different vocabulary resources have been built have determined to a large extent the degree and type of structure, level of detail, and logical formalism used in their construction. We argue, however, that even when the intended application does not require a highly structured and formalized vocabulary resource, there are benefits to be gained from developing the resource with a structured and formalized approach in ways that adhere to best practice guidelines. First, such an approach results in vocabulary resources that have fewer developer-introduced errors. Second, the resulting vocabulary resources can be subjected to automated error checking [6, 7, 8] . Third, structured and formalized resources are likely to be free of idiosyncratic features and are therefore more broadly applicable. Thus the development of a structured and formalized vocabulary resources can facilitate their reusability and utility as biomedical research becomes increasingly reliant on computation [9] .
A simple illustration of the advantages already resulting from a greater formal organization of a vocabulary resource is how this organization makes possible a more complete and more focused retrieval of data. Without formal organization, searches against data catalogued on the basis of mere word lists are restricted to the use of string matches, which is highly ineffective especially in a domain like infectious diseases, where data is derived from many heterogeneous sources and nomenclature is poorly standardized. Formal organization means that, when collecting information about a given disease or pathogen, we can automatically extend our search to include corresponding subtypes or variants independently of how the latter are named. Another simple benefit of formal organization is the ability to ensure that the effects of changes to a classification are automatically propagated to all relevant parts of the classification.
The use of classifications which rest on a well-defined and reliably executed use of the subclass or subtype relation (called in what follows 'is_a') is crucial to the realization of these benefits. Here the test of reliability is conformity to the rule: if type A is classified as a subtype of B, then all instances of A (for example, all cases of a given infectious disease) are also instances of B.
One consequence of conformity to this rule is that the is_a relation will be transitive (if we know that A is_a B and B is_a C, then we can infer also that A is_a C). For example, if we know that Staphylococcus aureus is_a Staphylococcus and Staphylococcus is_a bacterium, then we can infer that Staphylococcus aureus is_a bacterium.
Another consequence is that all instances of A will inherit the properties shared by all instances of B. For example, bacteria of the genus Staphylococcus are facultative anaerobes. If this is asserted in the ontology, along with Staphylococcus aureus is_a Staphylococcus, Staphylococcus aureus will inherit the property of being a facultative anaerobe. Inheritance is an important source of potential bene- 6 fits from the use of vocabulary resources in automatic reasoning. Definition and use of the is_a relation are discussed in more detail below.
Terminological note: Where type A stands in an is_a relation to type B in a classificatory hierarchy, we shall also describe 'A' as the child term and 'B' as parent. Any given child can have sibling terms in the sense of terms that share a common parent. Further discussion of the different types of vocabulary resources can be found in [9, 10, 11, 12] .
Features of Ontologies Needed to Support Informatics
For ontologies to support sophisticated computational algorithms with high precision, it is necessary that they be developed in accordance with certain principles of ontology development best practice. In particular, adherence to the following has been shown to enhance support for computation: i) the use of Aristotelian definitions with a single mode of classification; ii) the use of single inheritance hierarchies; iii) the use of relations with formal, logical definitions based on a distinction between types and instances; and iv) writing definitions and ontology assertions as compositions of ontology terms and relations rather than as natural language.
The definition of types in an ontology serves an important purpose beyond describing the meaning of the term that refers to the type, and that is to specify the placement of the types in the ontology's inheritance hierarchy. This is accomplished through the use of Aristotelian definitions, the form of which is A is_a B which C, where A is the type being defined, B is its genus (parent or supertype), and C is the differentia [1, 13] . It is the first part of the definition, A is_a B, which results in inheritance, as A will inherit all of the properties of B, including those properties B inherits from its parent. B may have many subtypes, and it is the differentia, C, that distinguishes A from the other subtypes of B. For example, in a hierarchy of disease types, one could define infectious disease as a disease which is caused by an infection.
In addition to the use of Aristotelian definitions, it is recommended that a single mode of classification be adopted for any given hierarchy, that is, all types within a single hierarchy should be differentiated based on the same type of criterion. It is further recommended that each type have only a single parent type. Hierarchies in which all types have only a single parent are referred to as single inheritance hierarchies, whereas hierarchies in which types can have more than one parent are referred to as multiple inheritance hierarchies. The problem with using multiple modes of classification and with allowing multiple inheritance is that the meaning of the is_a relation becomes uncertain, resulting in errors on the part of both maintainers and users of an ontology [14] and the inability to use the hierarchy for automated reasoning. For example, in SNOMED, is_a has in some contexts the meaning "has cause" (e.g. Tuberculosis of meninges is_a Mycobacteriosis), while in others it means "has location" (e.g. Tuberculosis of meninges is_a Disorder of meninges). The use of is_a with multiple meanings is often referred to 7 as 'is_a overloading' [15] . While in practice it can be difficult to avoid multiple inheritance, even within a single mode of classification, multiple modes of classification (and therefore multiple meanings for is_a) should be avoided by using the corresponding specific relations (e.g. has_location). The benefits are not only an ontology that has fewer errors, is easier to maintain, and can be used for automated reasoning, but also a reduced loss of information by using the more specific representation. Other considerations in the classification of biological entities are outlined in detail in [13, 14] .
Successful inferencing over the relations asserted between ontology types relies on a single, logical definition for each relation with clearly specified implications. This is best accomplished by distinguishing between types (e.g. influenza infection) and instances (e.g. each of the individual cases of influenza infection), and defining the relations between types in terms of the relations between the corresponding instances [4] . Thus, a type-level relation R will be defined in terms of the instance-level relation R by: X R Y = def for every instance x of X, there exists at least one instance y of Y such that x R y, where uppercase indicates types (X, Y) and lowercase indicates instances (x, y). For example, human has_part brain means that every instance of human has as part of it some instance of brain. Defining the relations between types in terms of the relations between instances, and specifying that the type-level relation X R Y holds when the instance-level relation x R y holds for all instances of X ensures that X R Y holds universally. This, in turn, ensures transitivity, which can be used for automated reasoning: if X R Y and Y R 1 Z, then there is some relation R 2 such that X R 2 Z. The distinction between types and instances corresponds to the distinction between A-boxes and T-boxes used in the Owl/Semantic Web community [16] .
In almost all natural-language-based vocabulary resources thus far, terms and definitions have been treated in effect as black boxes, so that their logical content is not accessible to computational tools. The GO, along with its sister ontologies in the OBO Foundry, has initiated an ambitious strategy to expose the compositional character of compound terms and definitions by conceiving them as crossproducts of simpler terms, some of which are derived from other ontologies [3, 17] . For example, rather than defining Tuberculosis of the meninges with the natural language phrase "Tuberculosis of the meninges is a Mycobacterium tuberculosis infection in which the site of infection is the meninges", one can instead use formally defined relations between ontology terms to create structured phrases such as:
Tuberculosis of the meninges is_a Mycobacterium tuberculosis infection THAT has_location meninges
where meninges is a term in an anatomy ontology, such as the FMA, and Mycobacterium tuberculosis infection is a term in an ontology of infectious diseases, such as the Infectious Disease Ontology described below, and is itself defined as a cross-product. By this means, the potential for the ontology to support automatic 8 reasoning and error checking is enhanced, and so also is its capacity to integrate data in the direction of enhanced semantic interoperability.
That the enhanced formalism and logical rigor of ontologies relative to other vocabulary resources brings significant benefits to applications is perhaps best evidenced by the relative numbers of citations for the GO, SNOMED, and the Unified Medical Language System (UMLs) in the PubMed database. As the name implies, the UMLS, initiated in 1986, is an attempt to provide a unified terminology system for the medical domain. The goal is two-fold: to make the many medically relevant vocabulary resources interoperable, and to create a single, broad coverage resource. The strategy used by the UMLS developers is to integrate the many existing medical terminologies by providing joint access to them through mappings between their terms. The UMLS includes the GO and SNOMED, as well as MeSH and ICD, among its source terminologies. Despite its short history and small domain relative to SNOMED and the UMLS, the GO has become the most cited vocabulary resource in PubMed, with over 450 citations per year [18] . In contrast, the number of UMLS citations has remained constant over the last 10 years [18] . From 2001 to 2007, among papers that cite the GO, SNOMED, the UMLS, the FMA, MeSH, the National Cancer Institute Thesaurus (NCIT), and the Logical Observation Identifiers, Names, and Codes (LOINC) vocabulary, the proportion of GO citations increased from about 5% to about 85%, while the proportion citing SNOMED decreased from about 20% to about 5% and the proportion citing the UMLS decreased from about 55% to about 5% [18] .
As can be seen from the description of ontology uses below, the utility of ontologies in computational applications depends not just on adherence to development principles like those outlined above, but also on the breadth of the developer and user communities. When each community develops and uses its own ontology, many of the benefits of ontology are not realized. To address both of these issues, the Open Biomedical Ontologies (OBO) Foundry (http://obofoundry.org) [3] was initiated in 2006. The goals of the Foundry are to foster the pursuit of best practice in ontology development on the basis of an evolving set of design principles and to provide a foundation for the coordinated development of ontologies by large developer and user communities. Its ontologies are designed to represent in an interoperable fashion the biomedical reality from which data are sampled. Their development within the framework of a common top-level ontology, the Basic Formal Ontology and the consistent employment of a constrained set of logically defined relations allows Foundry ontologies to be used together as modules of a larger system for computational applications.
There are currently some 35 member ontologies at varying stages of development in the OBO Foundry. There are OBO Foundry ontologies covering many of the domains relevant to infectious diseases, including proteins (the Protein Ontology [19] ; cells (the Cell Ontology [20] ); human anatomy (the FMA [1] ); anatomy for important vector species (the Tick Gross Anatomy Ontology and the Mosquito Gross Anatomy ontology (http://www.anobase.org/)); and biological processes, 9 molecular functions, and cellular components (the Gene Ontology (http://www.geneontology.org).
Uses of Ontologies in Informatics-driven Research and Care
Vocabulary resources have a long history of use in clinical settings, primarily to support the coding of clinical data for health records, laboratory reports, and hospital billing, the coding of public health data for monitoring disease incidence and prevalence, and the coding of knowledge for clinical decision support systems. In basic biomedical research, the primary use of vocabulary resources has, until recently, been to support bibliographic searches and database integration. However, the logical rigor and formalism underlying biomedical ontologies has increased significantly in recent years, allowing biomedical ontologies to be applied for a larger variety of purposes.
For ontologies and the data annotated in their terms, we find a variety of different types of uses in biomedicine, outlined in [9, 18, 21] , including terminology management; text-mining; integration, interoperability, and sharing of data; data interpretation and analysis; and knowledge reuse, reasoning, and decision support. Ontologies support terminology management in aligning independently developed terminologies with overlapping content [22, 23] . They also bring benefits in managing changes to terminologies by allowing flexible response to new scientific discoveries, as contrasted with the relative inflexibility of more traditional database approaches, where a database schema may need to be revised in its entirety when one aspect of classification changes.
Ontologies are increasingly used to add value to more traditional vocabulary resources, whose informal structure and lack of systematic definitions "is generally deemed to be inadequate with respect to the requirements of health care information systems that depend on clear communication of complex medical and biological information in a form that is usable by computers" [9] . Applying a formal structure to vocabulary resources allows enhanced opportunities for both manual and automatic error checking. Ontological methods are used to detect errors in definitions and to analyze the meanings of terms and represent those meanings formally [7, 8, 24] . Additionally, ontological methods are used to detect errors in classification, such as the improper assignment of is_a relations arising through inadequate treatment of negation, or the improper assignment of part-whole relations resulting from an inconsistent use of terms in different parts of terminology [6, 7] .
In the area of text-mining, vocabulary resources are used to facilitate the retrieval of information from biomedical literature (reviewed in [18, 25] ). The greatest success has come from the assignment of terms from vocabulary resources to individual documents within large collections, a process referred to as indexing. MeSH has long been used to index documents within the PubMed database [26] , and, more recently, ontologies have been used for this purpose, allowing text-10 mining algorithms to take advantage of the richer set of relations and their formal definitions [27, 28, 29] . The identification of documents that are relevant to a query within a collection (document retrieval) is greatly facilitated by utilizing the ontologies' structure. For example, the hierarchy of is_a relations can be used to expand a query to include parents or children of the original query term, significantly improving recall. part_of relations can be similarly used, retrieving documents that refer to fingers or palms in response to a query for documents that refer to hands.
After the identification of relevant documents, text-mining often progresses to information extraction, the identification within documents of statements about pre-specified entities. Named entity recognition is the simplest approach in which a list of entities of interest is provided as input to the information extraction algorithm. The terms from ontologies can serve as an important source of term lists for named entity recognition, and the ontologies' structure can serve to improve information extraction just as document retrieval is improved.
Within the area of infectious disease research, ontology-supported text-mining is used to monitor news reports from all over the world so as to detect disease outbreaks, monitor the geographic distribution of diseases (BioCaster, http://biocaster.nii.ac.jp/; EpiSpider, http://www.epispider.org/) and predict candidate vaccine epitopes [30] . Ontologies have also been developed to support textmining about Dengue fever, specific Dengue virus serotypes [31] , and vaccine development and efficacy. The Vaccine Investigation and Online Information Network (VIOLIN, http://www.violinet.org) was established as a central repository for literature related to vaccine research and the data resulting from vaccine research. In addition to a variety of data analysis tools, VIOLIN provides several text-mining tools supported by its Vaccine Ontology (VO), as well as MeSH and the Textpresso Ontology [28] .
Currently the most successful use of ontologies is to support integration, interoperability, and the sharing of data through data annotation. The best example is use of the GO for the creation of annotations by the curators of model organism databases [32, 33, 34] and genome annotation centers [35] . GO curators are striving to capture, in a form accessible to computational algorithms, information about the contributions of gene products to biological systems, as reported in the scientific literature. The annotation process unfolds in a series of steps [36] . First, specific experiments, documented in the biomedical literature, are identified as relevant to the responsibilities of a given ontology curator. Second, the curator applies expert knowledge to the documentation of the results of each selected experiment. This process entails determining which entities (for example which proteins) are being studied in the experiment, the nature of the experiment itself, and (in the case of the Gene Ontology) the molecular functions, biological processes and cellular components that the experiment identifies as being associated with that gene product. The curator then creates an annotation, which captures the appropriate relationships between the corresponding ontology types and the database entry for the gene product type. The annotated data then become accessible through the use of the associated Gene Ontology term as a search vehicle and becomes automatically combined with many other types of relevant and useful information as a result of the fact that the curators of many other types of data are using the same controlled vocabulary resource to annotate their data. Developing the ontology in tandem with the process of curation of data also provides a means of ensuring that the ontology is maintained in a way that keeps pace with the advance of science as recorded in the published literature and ensures that the vocabulary provides the resources needed to express the most recent scientific results.
The GO and other ontologies are used for annotation of genes and gene products in a variety of databases relevant to infectious disease research. In addition to the annotation of data for humans and for model organisms, such as mice, which are used to study the host immune response, ontologies are used to annotate data in:
• [37] , together include annotations for the genomes of hundreds of bacterial and viral species, as well as a significant number of eukaryotic pathogen species; • many of the databases listed at http://databases.biomedcentral.com/ under the "infectious diseases" subject area.
In addition to the annotation of genomic data, the use of ontologies and other vocabulary resources to annotate other types of data is also becoming common. For example, data in ArrayExpress (http://www.ebi.ac.uk/microarray-as/ae/) has been annotated with GO terms as well as terms from the Microarray Gene Expression Data (MGED) Ontology [38] . Of particular interest in the study of infectious diseases is the use of MeSH to annotate human disease names to microarray data in the Gene Expression Omnibus [39] and the use of GO and SNOMED to annotate pathways and integrate disease and pathway information [40] .
Ontology annotations not only provide a basis for database interoperability, but also significantly enhance the interpretation of data from genome-wide and highthroughput experiments, as for example in [41, 42, 43, 44] . A variety of software tools has been developed to use ontologies and other vocabulary resources for the analysis and interpretation of microarray data, including Onto-Tools [40] , GoMiner [45] , GOTree Machine [46] , MeSHer [47] , and more recently [48, 49] .
Ontology annotations have formed the basis for new bioinformatics approaches for the analysis of such data [49, 50] . One such method for the analysis of microarray data is the CLASSIFI algorithm [51] which determines, for sets of genes clustered based on their expression levels, whether particular gene ontology terms are overrepresented within any set of genes. Ontologies have also been used to enhance clustering algorithms for microarray data by using the ontology annotations as a second cluster variable [52, 53, 54] . In another study, proteins were clustered based on the similarity of their GO annotation profiles. The annotations for each protein were represented as a graph, and the graph similarity for pairs of proteins was used as the distance measure for clustering [55] . This method was applied to sets of proteins from two different protein array screens, and in both cases, proteins not identified in the original study were implicated to play a role in the biological process under study [55] . Finally, ontologies have been used to integrate text-mining approaches with microarray data analysis to facilitate disease gene identification [56] .
An important benefit of ontologies is that they facilitate knowledge re-use. While knowledge-based systems that support applications such as decision support in health care are typically dependent on large amounts of current domain knowledge, the capture of such knowledge in computationally accessible information systems through data curation is an expensive and arduous process. In the domain of molecular biology, the widespread adoption of the Gene Ontology as a standard vocabulary has worked well, eliminating the need for developers of different information systems to expend resources capturing the same knowledge. In the clinical domain, however, knowledge capture has standardly been performed with the aid of locally developed database schemas and vocabulary resources, both structured to the specific application at hand. Such database schemas and vocabulary resources do not support the reuse or cumulation of data and often lose their validity within a short space of time. Increasingly, therefore, there is a move, illustrate by the caBIG endeavor, to foster the development of reusable resources for data capture in which, again, ontologies and ontology-related technologies are again playing an important role.
The use of ontologies to support automated reasoning is an active area of research and recent work, described below, has shown that the benefits of even primitive reasoning algorithms can be significant. These results have led to increased interest in developing vocabularies with sufficient formalism to support reasoning as well as in developing reasoning algorithms that make use of the types of information captured in ontologies. An important application area of automated reasoning is clinical decision support.
Query engines have been developed in such a way that the ontology itself is a directly query-able knowledge resource. For example, Emily [57] is a system used to query the FMA for structural relationships between anatomical entities. The FMA also serves as a source of anatomical knowledge in a reasoning application 13 used to predict the consequences of penetrating injury [58] . The system is used to determine which organs are injured and whether vital structures, such as a coronary artery, are injured given particular projectile trajectories [58] . HyBrow is a system that uses ontologies and ontology annotations as sources of existing knowledge to test whether hypotheses are consistent with existing knowledge and data, to rank hypotheses by the amount of supporting evidence, and to test the implications of hypotheses [59] .
Clinical decision support systems (CDSS) are commonly used in the infectious diseases field for diagnostic assistance, guidance in the prescription of antiinfectives, biosurveillance, and vector control (Global Infectious Disease and Epidemiology Network, http://www.gideononline.com, and [60, 61, 62, 63, 64, 65, 66, 67] ). Vocabulary resources, such as classifications of drug types, serve as a source of knowledge for CDSS. In most cases, however, simple terminology lists or term hierarchies are used, and when vocabulary resources with more complex relations are used, the resources are developed for the purposes of the specific application and do not have sufficient logical formalism to serve the purposes of broad interoperability. For example, the clinical vocabulary resource with the broadest scope, and which also has many ontology-like features, is SNOMED. A recent review of the literature found little evidence that SNOMED is being used for direct care purposes such as CDSS [68] . The use of ontologies, as we have defined them, in CDSS is still a young field of research. One prominent example is the use of ontologies in the Dengue Decision Support System (http://www.rams-aid.org/) developed by the Risk Assessment and Management Solutions for Arthropod-borne and Infectious Diseases group at Colorado State University. There is a growing effort within the OBO Foundry community to develop ontologies with coverage of the clinical domain and to develop ontologybased reasoning algorithms, including those useful within CDSS.
Vocabulary Resources Relevant to the Field of Infectious Diseases
We provide a brief review of vocabulary resources that have content relevant to the infectious diseases domain, restricting ourselves primarily to those resources that are freely available, widely used and likely to persist. For each resource, we describe its intended use and evaluate its adequacy and prospects for general use in infectious disease research and clinical care, taking account of the considerations outlined below.
The vocabulary resources relevant to this review can be divided into two broad groups: resources produced primarily as terminologies for use in the clinical domain, and resources developed in support of research in the basic biological sciences. In light of the increasing focus on translational medicine, we take it that the trajectory of clinical and biomedical sciences is towards an ever closer alignment of these two groups of resources, which have hitherto evolved almost entirely independently. Therefore, one focus of our evaluation has been to gauge the degree 14 to which existing clinical and biomedical terminology resources can support this trajectory. The second focus is on evaluating the degree to which such resources support the increasing demand for more sophisticated information processing capabilities.
Medical Subject Headings (MeSH) controlled vocabulary
MeSH is a general purpose vocabulary, initially developed for purposes of indexing and cataloging medical literature, now used to support many text-and literature-mining endeavors. Terms from the MeSH controlled vocabulary are used to annotate biomedical journal article citations and abstracts for the MedLine database. Query interfaces to MedLine, such as PubMed, use MeSH to support the retrieval of MedLine records in ways which supplement the use of simple string searches.
MeSH is a controlled vocabulary organized as a thesaurus consisting of sets of terms or 'descriptors' in a hierarchical structure that permits searching at various levels of specificity. The relationship between terms in a hierarchy is not is_a; rather the terms appear in the MeSH term hierarchies on the basis of relatedness as assessed in terms of fields of study or research (a strategy designed to maximize the utility of MeSH as a literature indexing resource MeSH is marked by a broad coverage of topics relevant not only to the domain of infectious diseases but also to microbiology and host immunity. Of all the vocabulary resources we have evaluated, MeSH has the broadest coverage across the entirety of the infectious disease / immunology domain. However, the terms are not linked to any relations, which limits the usefulness of the information contained in MeSH for many purposes. Despite its broad coverage of the subject matter, MeSH cannot be used as a computable vocabulary resource for infectious diseases, though it is highly useful in supporting a variety of string-and statisticsbased forms of data and literature mining. Its utility in this respect has been enhanced by its recently completed alignment to the GO [69] .
International Classification of Diseases (ICD)
ICD version 10 (ICD-10) is a member of a family of World Health Organization (WHO) international classifications designed to promote international comparability in the collection, processing, classification, and presentation of diagnostics in health epidemiology, health management and mortality statistics. ICD-10 is a classification of diseases and other health problems developed for the purposes of compiling statistics of disease or causes of death. ICD-10 is used to record dis-ease and other health problems on health and vital records such as death certificates. These records are subsequently used to compile national mortality and morbidity statistics by WHO member states. ICD-10 is also used for general epidemiological and health management purposes, such as monitoring the incidence and prevalence of diseases.
ICD-10 is organized as a term hierarchy in which terms are names of diseases and each term is associated with a code of up to six digits in length, indicating the term's placement in the hierarchy. Terms are defined primarily by their placement in the hierarchy along with statements of inclusion and exclusion. For example, Tuberculosis is defined by being a subclass of Certain infectious and parasitic diseases, along with the statements "Includes: infections due to Mycobacterium tuberculosis and Mycobacterium bovis. Excludes: congenital tuberculosis, pneumoconiosis associated with tuberculosis, sequelae of tuberculosis, silicotuberculosis."
ICD's coverage of the domain in terms of types of infectious diseases is broad, but information about other aspects of infectious disease is limited and thus the scope of ICD-10 is considered narrow. Because ICD provides a disease classification constructed primarily on the basis of anatomy, it has a relatively robust classification of pathological structures resulting from disease, such as carcinomas and neoplasm, whose classification follows the anatomical partition. For the infectious disease domain, however, a different approach would be needed. The ICD-10 classification of infectious disease is based on many different and inconsistently used classification criteria resulting in a disorganized hierarchy that is counter-intuitive, difficult to navigate, and difficult to construct queries for. Furthermore, there are no formal definitions for terms and no logical basis for the hierarchical structure used. Thus, ICD-10 could not sensibly be used to support either interoperability with other information resources or reasoning within the context of its own hierarchy.
The Systematized Nomenclature of Medicine -Clinical Terms (SNOMED CT)
While SNOMED CT is not a fully open source vocabulary resource, its broad scope and the long experience of its use and maintenance, combined with its presumptive status as an international master vocabulary for the coding of clinical information, mean that it is an especially important vocabulary resource for analysis and critical review.
The intended use for SNOMED CT is documentation and reporting of health care information throughout the health care process (medical history, illnesses, treatments, laboratory results, etc.) in software applications used for clinical data collection. The intention is that the processing of health care information recorded in SNOMED CT terms can be used to improve patient outcomes by providing health care providers with more easily accessible and complete information, as 16 well as to conduct outcomes research, to evaluate the quality and cost of care, and to design effective treatment guidelines.
SNOMED CT is comprised of what are called concepts, concept descriptions, and relationships. A concept is described as a clinical meaning. Concepts are defined by the relationships between them. The primary defining relationship is the is_a relation, but there are an additional 50 defining attribute relationships, such as Finding_site and Associated_morphology.
In general we find that SNOMED CT contains a large number of terms relevant to the infectious disease domain, but that these terms and their organization are biased towards capturing information about clinical observations and about patients in patient records. Terms and relations describing pathogens and the host immune responses to these pathogens are correspondingly lacking. The emphasis on clinical findings and their attributes is not surprising given SNOMED CT's intended use for the documentation and reporting of clinical data, but this does handicap SNOMED CT in terms of its usefulness for translational medicine. This handicap could be overcome of SNOMED CT were developed in accordance with a set of rigorously applied principles sufficient to allow its interoperation with vocabulary resources from the biological domain.
The logical formalism underlying SNOMED CT has been evaluated previously [6, 14, 70] . Our evaluation based on the infectious disease-relevant content is consistent with these previous evaluations. We observed problems with SNOMED CT's classification hierarchies resulting primarily from the use of multiple modes of classification and a lack of adherence to basic principles of sound classification. The result is the assertion of type-supertype relations that do not hold. For example, the SNOMED class Infectious disease is asserted to have subclass Abrasion AND/OR friction burn with infection, where neither an abrasion nor a friction burn is itself an infectious disease. Similarly, Incomplete illegal abortion with genital tract or pelvic infection is a subtype of Infectious disease in SNOMED CT, asserting that a type of abortion is an infectious disease.
As SNOMED becomes more widely used, and begins to serve as a platform to ensure cross-language interoperability of clinical data, it will become ever more urgent that SNOMED meets the highest standards of logical coherence. The SNOMED International Health Terminology Standards Development Organization has recognized many of the above problems and is taking steps to correct them.
The Disease Ontology (DO)
The Disease Ontology was developed for the annotation of patient DNA samples collected with the patients' associated healthcare information. Broader motivations for the creation of the DO were to provide a public domain vocabulary resource for use in data mining against medical records and in annotating model organism phenotype data using terms for human disease.
The DO is organized as a taxonomy of diseases with terms, taken over primarily from ICD, referring to types of diseases. The hierarchy is intended to reflect the is_a relation between disease types. Few terms are defined, but the definitions thus far included are natural language expressions, usually taken from MeSH, SNOMED CT, or the NCI thesaurus. The current DO hierarchy improves somewhat on ICD version 9, and plans for further improvements to the DO are based on a strategy of aligning DO to the SNOMED CT disease typology.
Despite the DO claim of organizing disease terms based on types using an is_a relation, the DO hierarchy is poorly organized, mixing not only types of infection with types of disease, but also mixing types based on anatomical location, properties of infection (e.g. latent), type of infectious agent, developmental stage, type of geographical area to which a disease is endemic, and properties of infectious agents (e.g. zoonotic). The mixing of modes of classification and the use of multiple inheritance results in the inheritance of properties that do not hold for a type. For example, Tuberculosis is a subtype of Respiratory Tract Infections in DO, but not all instances of tuberculosis infection are an infection of the respiratory tract. Tuberculosis is also a subtype of Opportunistic Infections which is a subtype of Virus Diseases, but Tuberculosis is not a viral disease. The DO has a limited utility as a general vocabulary resource for the infectious disease domain due to its limited scope and its disorganized classification hierarchy containing false assertions. The DO developers are, however, aware of these problems, and have initiated efforts towards realizing the necessary reforms.
General conclusions concerning clinical vocabularies
The most common use of clinical vocabulary resources thus far is as dictionaries with the potential to support forms of computer-aided retrieval of information. Vocabularies such as SNOMED CT also have in a certain logical structure, which means that they may be able to support more advanced services, including data integration (for example, the integration of public health data), patient status descriptions, providing codes for problem lists or drug adverse events, and support for text-mining [71] . In addition, they can support certain kinds of reasoning. They are increasingly used in association with basic biology vocabulary resources as tools for clinical and translational research, which are reviewed next.
The Gene Ontology (GO) and Other OBO Foundry Ontolo gies
We focus here on ontologies within the OBO Foundry, as these ontologies are being developed with the intention of broad interoperability and of their joint use for computation. Although there are still gaps in the domain jointly covered by Foundry ontologies, there is steady progress towards broad coverage of the biomedical domain, including both basic biological and clinical entities.
To fully support informatics-driven infectious disease research, prevention, and treatment, vocabulary resources that cover physiologic and pathologic entities are needed, and within each of those categories, resources are needed that cover: ob- 18 jects, such as molecules and cells; qualities, functions, and roles of the objects; and processes. The domain of physiologic objects is already well covered within the OBO Foundry by ontologies such as the many anatomy ontologies, the Cell Ontology, the Protein Ontology, and the GO Cellular Component Ontology. In addition, the domains of physiologic processes and molecular functions are also well covered by the GO Biological Process Ontology and the GO Molecular Function Ontology.
However, there are important gaps in the current coverage of the infectious diseases domain by OBO Foundry ontologies. In particular: terms for populationlevel processes, such as the epidemiological spread of disease; terms for cellular functions, such as the presentation of antigen to naïve T cells; terms for pathological anatomical entities, such as granulomas, and pathological processes, such as hematogenous seeding; terms for roles, such as host, pathogen, vector, carrier, and reservoir; terms for qualities, such as immunocompromised and virulent; and terms for relevant clinical entities, such as clinical phenotypes. In addition, important information is not captured, even about the entities already represented in Foundry ontologies, due to the restricted set of relations currently used. There are, however, large consortia of individuals committed to the development of Foundry ontologies, including the development of a set of ontologies developed specifically for the coverage of the infectious diseases domain (described below). Thus, we anticipate good coverage of the relevant entities in the near future.
Previous evaluations of the GO's implementation and underlying formalism found flaws [8, 72, 73] , but the GO Consortium has responded by working to educate curators and make the necessary changes to the GO ontologies. For example, efforts are under way to create genus-differentiae definitions [1] for all terms, to standardize naming conventions, to utilize rigorous definitions of the GO's two relations, is_a and part_of [4] , and also to add further relations, including relations spanning GO's three constituent ontologies. Development of OBO Foundry ontologies, including revisions and expansion to the GO, adheres to a set of guidelines (http://www.obofoundry.org/crit.shtml) that include the features outlined above and are designed to maximize the long-term utility of Foundry ontologies, in particular for computational applications.
Concluding remarks
The existing vocabulary resources in medicine, such as SNOMED CT, and many of the other source terminologies collected by the UMLS are highly valuable for purposes of data retrieval. However, they were independently developed by separate specialist groups, and thus manifest a low degree of interoperation. They use different naming conventions, different modes of classification, different relations, and different formalisms. Moreover, each has its own independently derived technical implementation. The resulting vocabulary resources are therefore inadequate for purposes of computational and translational medicine; their representations are lacking in both the needed formal rigor and in their coverage of the relevant biological domains. They fall short as cross-domain applications requiring high preci-sion because they employ uneven standards of rigor. Thus, any information resource created using terms from these terminologies contains insufficient formalism for the sorts of reasoning applications needed for future biomedical and clinical research and translational medicine. Furthermore, the representation of information about the immunobiology and pathogenesis of infectious diseases has thus far been neglected in these terminologies, and this is so even for SNOMED CT, currently the medical terminology with the broadest coverage.
The medical vocabulary resources are also marked by a focus on billing, hospital management abd liability issues, and hence by a centrality in their organization on findings, observations and procedures, with associated epistemological problems. These factors hinder their interoperability with counterpart vocabulary resources developed in the basic biological sciences, where approaches to developing computable vocabulary resources have been developed and tested to a larger degree than in the clinical realm, primarily because the biological data are more highly structured and more readily accessible to researchers.
Biologically focused ontologies and terminologies accordingly employ a more rigorous formalism than do the medical terminologies. Even here, however, the biological content relevant to our purposes is lacking. Formal, computable representations of information about infectious diseases, immunology, and disease pathogenesis are thus still needed.
The Infectious Disease Ontology (IDO) Consortium
The last five years have seen a surge of interest in biomedical ontology, yet broad coverage, computable vocabulary resources for the infectious diseases domain are lacking. There is resulting in both an urgent need for ontology development in this field and there is an opportunity for a coordinated, community-wide development effort producing broad interoperability across the disease-specific specialties and across the clinical care, public health, and biomedical research domains.
To provide the foundation for such a community-wide ontology development effort, we have established a methodology for the development of ontology modules that together cover the entire infectious disease domain (http://www.infectiousdiseaseontology.org). The methodology relies on the use of a general Infectious Disease Ontology (IDO) that serves as a core for the development of domain-specific extensions (e.g. tuberculosis). This methodology offers many benefits. The core IDO ensures interoperability between the domain-specific extensions, while the modular approach allows for each module to be developed and maintained by researchers expert in that domain. The division of labor allows for rapid progress towards the needed set of ontologies, ensures the biological accuracy of the modules, and increases the likelihood of the broad adoption of the ontologies by the infectious disease research community.
IDO and its extensions are being built by relating terms from OBO Foundry ontologies using relations from the Foundry's relation ontology where possible, and 20 creating new terms and relations as needed. There are many benefits from building IDO and its extensions from OBO Foundry ontologies. In addition to the formalism underlying Foundry ontologies subsequently ensuring their support for sophisticated computation both within and between ontologies, building from Foundry ontologies means extensive use of existing ontology resources, both eliminating redundant effort and providing a significant head-start to ontology development. By building on OBO Foundry ontologies, IDO and its extensions are automatically interoperable with other ontologies that also build from Foundry ontologies as well as with the large information resources, such as UniProt and others mentioned above, that use Foundry ontologies for their wide base of existing annotations. Finally, as OBO Foundry ontologies, and in particular GO, are widely used, the use of Foundry ontologies in constructing IDO and its extensions improves the chances that IDO and its extensions will be accepted by the biological ontology and database communities.
To facilitate participation in the development and use of the infectious disease ontologies, we have established an Infectious Disease Ontology Consortium. In addition to development of the core IDO, consortium members are developing extensions for malaria, dengue fever, Staphylococcus aureus bacteremia, tuberculosis, brucellosis, influenza, HIV, and infective endocarditis. The Vaccine Ontology described earlier is also being developed as an IDO extension.
The IDO extensions are being tested for interoperability and for their use in a variety of computational applications. In response to these tests, the ontologies are refined for continued improvement. For example, the Vaccine Ontology is being applied to text-mining within the VOLIN project; the Staphylococcus aureus bacteremia ontology is being applied to the prediction of disease genes; the influenza ontology is being applied to influenza surveillance within the context of the Centers for Excellence in Influenza Research and Surveillance program; and the Dengue fever ontology is being utilized with the Dengue Decision Support System (DDSS).
The DDSS project (http://www.rams-aid.org) is the most developed and best demonstrates the long-term potential of computing with ontologies. The goal of the DDSS is to guide the implementation of locally appropriate Dengue and Dengue vector control programs. The DDSS makes use of the Mosquito Insecticide Resistance Ontology (http://www.obofoundry.org/), the Vector Surveillance Ontology, the Vector Control Ontology, and the Dengue ontology.
Conclusions
Here we have described the various types of vocabulary resources used to support informatics. We have emphasized the formal features of ontologies that enhance their utility for informatics applications relative to other types of vocabulary resources. We have discussed the current uses of vocabulary resources with a particular focus on the use of ontologies in the domain of infectious diseases. We have included a brief review of existing vocabulary resources relevant to the infec- 21 tious diseases domain, and have found that they are lacking in terms of their support of computational applications and translational medicine. We have described the Infectious Disease Ontology suite of ontologies and now invite all interested parties to participate in the development, testing, and refinement of these ontologies.
